1 A Problem

Modeling the probability of rare events is a challenging, intriguing and sometimes economically or socially important problem in mathematics. Rare events like earthquakes, severe storms or global pandemics have enormous consequences for individuals, organizations and governments. Estimating the small but real probabilities of disasters is a staple of the science of risk assessment, a field where many college math majors find careers.

Applications in risk assessment often require substantial subject area knowledge or collaboration with experts in the natural sciences, finance or public health. This makes it hard for students to have access to the area. Fortunately, the principles of such modeling can be explored with more familiar, if less consequential, topics. This paper suggests ways to approach one such question using probability modeling, historical data and simulations related to outcomes of basketball and baseball games.

In early 2013, co-author Rick Cleary received an email from a sports reporter at a small newspaper in North Carolina. The reporters beat included covering the men's basketball team at Barton College where the team had just won three consecutive games by identical scores.

| Date           | Team 1 Score | Team 2 Score |
|---------------|-------------|-------------|
| January 21, 2013 | Barton 76   | Pfeiffer 68 |
| January 24, 2013 | Barton 76   | Queens 68   |
| January 26, 2013 | Barton 76   | Erskine 68  |

The reported asked what were the chances of identical scores in three consecutive college basketball games? Prof. Cleary received this email because he had some experience modeling rare events involving streaks in sports [1]. His immediate answer was I don't know, but we can approximate it if we make some assumptions.

2 A first crack at a solution

At the time this question came to light, Prof. Cleary was teaching about 60 students in a course on Sports Applications of Mathematics, and in a happy coincidence they were covering a first unit on probability. So let's pose to readers the question Prof. Cleary posed to his class: How would you answer the reporter's question? (Take some time and think about it! Well wait)

When faced with a problem like this, the first step is to make some assumptions that let us get a handle on the problem. This in itself is a mathematical balancing act: Too many assumptions and the problem no longer bears even a passing resemblance to the real world; too few and there may be no apparent way to get a solution.

We can make progress by starting with a small piece of the problem: What's the probability that any men's college basketball game would end with a score of 76-68? A quick look at widely available results of games reveals that teams typically score between 50 to 90 points. So a very simple first guess is to assume that scores are uniformly distributed in that range, thus a score of 76-68 would have a probability
of about \((1/40)^2 = 1/1600\). (Note that we have just snuck in another assumption that the two scores are independent!)

The probability that any score would happen three times in a row, assuming independence between games as well as between teams, would be about \((1/1600)^3\), or about once in every four billion three-game sequences. Wow, that IS a rare event! But wait a minute... the interesting thing here is that the same score happened three times in a row; thus the score of the first game doesn't really matter! The problem is just as interesting if all of the games had been 90-58 or 63-62. Thus a better estimate might be \((1/1600)^2\), about once in every 2.5 million three-game sequences. With about 2000 college teams playing about 30 games per season, this is apparently about a “once or twice in a lifetime” event. To know if this quick guess is reasonable, it should be tested against real data, but with over 2000 men’s and women’s games played at many levels, the necessary data collection would be a challenge.

When Prof. Staab heard Prof. Cleary describe the same score problem he realized that we could, in a slightly different setting, work the other way around by moving to a game with lots of accessible historical data, Major League Baseball. We first examine the historical record of the modern-era in Major League Baseball (1901-2019) and use the data to answer the question of the likelihood of a same-score streak of length 3. Then, using a probability distribution that has been proposed for MLB scores, we run a simulation to see if the model produces score streaks at the rate we’d expect.

3 What is a score streak?

With the driving example of the Barton College streak, we need a careful definition of what it means to be a score streak. We use the following:

**Definition 1.** A same-score streak of order \(n\) or an order-\(n\) streak is a sequence of \(n\) consecutive games in a team’s season such that the scores of all games in the sequence are the same. The team should have the same score in each game and the opponents’ score should be the same in each game.

The Barton College example is an order-3 streak. However, the sequence of three games between teams A and B with the scores: A–2, B–3; A–2, B–3; A–3, B–2, is not an order-3 streak due to the third game in which the score is identical, but the teams’ scores are reversed. The first two games, however, form an order-2 streak for each team.

Here’s an example from the 2019 Major League Baseball (MLB) season:

| Date            | Team A         | Score | Team B          | Score |
|-----------------|----------------|-------|-----------------|-------|
| June 10, 2019   | L.A. Angels    | 5     | L.A. Dodgers    | 3     |
| June 11, 2019   | L.A. Angels    | 5     | L.A. Dodgers    | 3     |
| June 13, 2019   | L.A. Angels    | 5     | Tampa Bay Rays  | 3     |

This is an example of an order-3 streak for the Angels (as well as two order-2 streaks). Additionally, there is an order-2 streak for the L.A. Dodgers.

An exercise for the reader: Imitating our calculation for college basketball, what is a rough estimate for how often consecutive MLB games would have the same score?

4 Historical Streaks in Major League Baseball

With 119 years of data available for what is deemed the modern era of Major League Baseball (MLB), we sift through all games of these years and apply the definition to see what comes out. The website [baseball-reference.com](http://baseball-reference.com) has in-depth level of information about nearly every major league baseball game ever played. For this study, we downloaded the results of every regular-season game between the 1901 and 2019 seasons, for a total of 199,692 games. For each game, the date, the home and away teams as well as each score was recorded.
A same-score streak of order 2 is quite common in baseball, due to both the large number of games in a given season and the relatively low variance of scores in MLB games. For example, in 2019, there were 56 order-2 streaks (and three of these were involved in the example order-3 shown above).

The bar chart below shows the number of order-2 streaks in a given year from 1901 to 2019. From this figure, you can see that the total number of same-score games in a given year range from just under 20 to over 80 and there is an upward trend over the years. The increase in number of streaks per season can be explained by two factors: the increase in the number of games played per season and the increase in the number of teams over the years. In 1901-1903, only 140 games were played each year, from 1904–1960, 154 games and since 1961, there have been 162 games played. The plot demonstrates these trends with color-coding the bar with the number of teams included.

Note: often, the actual number of games played per year is lower than the max due to rain out games that were not rescheduled. Two years, 1981 and 1994, had seasons shortened substantially due to labor issues; these seasons are visible outliers in some of our graphs.

Hopefully you, the reader, took some time above to estimate the probability of an order-2 streak. The historic number of order-2 streaks in MLB is 5,313 and the total number of pairs of games for each team is 141,397. This results in a probability of 0.0376 that any pair of games is an order-2 streak. So how did you do with your estimation?

The following two plots are alternative ways of examining the scores of all games in order-2 streaks:

The plot on the left is a scatter plot of all order-2 streak games, which each dot represents one or more games with that score. The plot on the right is a heat map which gives the relative number of games with that score. The color is based on a base-10 log scale and for reference there are 459 games where team 1 beats team 2 with a score of 3-2.
In both plots, the main diagonal is empty since baseball games do not end in a tie. The point in the scatter plot in the lower right is where the New York Giants beat the Philadelphia Phillies 18-1 in back-to-back games on August 2 and 4 of 1933.

### 4.1 Streaks of Order 3 and 4

Not surprisingly, order-3 streaks are much less probable than the corresponding order-2 streaks. There were 134 such streaks over the 119-year timespan that is studied. The following bar plot shows the number of games per year.

![Bar plot showing the number of order-3 streaks per season from 1900 to 2020.](image)

The chart shows between 0 and 6 order-3 streaks per year, with the 2015 season having a seemingly outlier-year of 6. However, unlike the order-2 streaks, there is no clear upward trend over the years.

### 4.2 Same Score Streaks are Lower Scoring than Average Games

If we compare the total number of runs in an order-2 or order-3 streaks to that of all games, we can see that they are lower scoring. The following bar graph shows this where the 3 distributions are compared.

![Bar graph comparing the run totals for all games, order-2, and order-3 streaks.](image)

This plot also shows that an even number of total runs is less common than odd totals of similar magnitude, the discrepancy accounted for by “walk-off” games when the home team wins by one-run.
And the following table shows a comparison of the mean and standard deviation for the total number of runs in a single game in a same-score streak.

|          | all games | order-2 | order-3 |
|----------|-----------|---------|---------|
| mean     | 8.81      | 6.84    | 5.79    |
| std. dev.| 4.60      | 3.29    | 2.70    |

The results show that both the mean and standard deviation shifts lower for higher order streaks relative to all games.

Finally, we note that there have been just three streaks of order 4 in MLB history. The Washington Senators lost 0-2 in 4 consecutive games in 1958. The San Francisco Giants lost 2-3 in 4 consecutive games in 1961. More recently, from June 4 to June 7 in 2008, San Diego Padres won 4 consecutive games with the score of 2 to 1. The first game was against the Chicago Cubs and the latter 3 were against the New York Mets. This 4-game streak accounted for 6% of the Padres’ wins in the 2008 season. Also, due to the way streaks are counted, there were three order-3 streaks (two for the Padres and one for the Mets) and five order-2 streaks (three for the Padres and two for the Mets). All three of the order-3 streaks in the 2008 season were associated with this order-4 streak.

5 Fitting the Data to a Weibull Distribution

Now that we have the empirical data, let’s see if simulated baseball seasons using a proposed distribution for MLB runs match up well with our observations. Miller used a Weibull distribution to model run distributions of American League teams in 2004 to provide a theoretical justification for Bill James’ Pythagorean Formula. As was found, the Weibull distribution can be fit well to such distributions and we use it to model home and away run distribution for all MLB seasons from 1901 to 2019.

A Weibull distribution, is a three-parameter function of the form:

\[
f(x; \alpha, \beta, \gamma) = \begin{cases} 
\frac{\gamma}{\alpha} \left(\frac{x-\beta}{\alpha}\right)^{\gamma-1} e^{-((x-\beta)/\alpha)^{\gamma}}, & x \geq \gamma, \\
0, & x < \gamma
\end{cases}
\]

and is clearly a continuous distribution. Since the number of runs scored in a game is discrete, we discretize the distribution as follows:

\[
P(r) = P(X = r \text{ runs}) = F(r + 1) - F(r) = \int_{r}^{r+1} f(x; \alpha, \beta, \gamma) \, dx
\]

where \( F \) is the c.d.f of \( f \) or simply the antiderivative and finding it is a fun exercise in integration by substitution. Give it a try.

Let \( R_i \) be the historic percentage of games where the away team scores \( i \) runs. We define

\[
S_a(\alpha_a, \beta_a, \gamma_a) = \sum_{i=0}^{30} (P(i) - R_i)^2
\]

where the upper bound of 30 is chosen to be the maximum number of runs a team has scored in a single game historically and we also define a corresponding function \( S_h \) similar to (1) for home games as well. We then use the JuMP package of the Julia language to minimize \( S_a \) and \( S_h \) and determine that

\[
\alpha_a = 1.674, \quad \beta_a = 5.564, \quad \gamma_a = -0.231 \quad \alpha_h = 1.832, \quad \beta_h = 5.787, \quad \gamma_h = -0.287
\]

where the \( a \) and \( h \) subscripts are the parameters for the away and home teams respectively. A visual check on the accuracy of the fit can be seen with the following plot of the historic and model of the away run distribution.

\(^1\text{JuMP (http://www.juliaopt.org/JuMP.jl/latest/) is modeling language useful for optimization problems and Julia (http://julialang.org) is a general programming language designed for scientific computing.}\)
6 Simulating Same-Score Streaks

We look to simulate same-score streaks by producing games with randomized scores and then checking
the number of streaks. There are two important aspects of the simulation which arise directly from the
definition of a same-score streak.

1. When a random game is generated, what distribution should be used?

2. When determining a streak, it is important that the games have a certain order to them. In short
   this is a schedule and the way it is constructed is important.

6.1 Game Score Distribution

We developed two models based on the Weibull distribution. The simple Weibull distribution selects
the home and away scores randomly based on the distribution developed in section 5, where any tie score
is thrown out and a new draw is made.

Although is relatively straightforward approach of picking from the two distributions assumes indepen-
dence and in baseball (and most sports), run distribution cannot be independent because of the fact that
there are no ties in baseball. From a statistics point of view, once the number of runs is “chosen” from
any random distribution for one team, the second teams scored is restricted, so it cannot be independent.

Instead, we develop a bivariate distribution. The following plot shows a portion of the historic run
distribution that we wish to model
The “canyon” that is see in the middle is where the two teams tie (which again, happens very rarely). Also, we see that on the home side of the canyon the fraction of games is the highest. This is due to the fact that one-run games are relatively prevalent and in these the home team wins often.

To develop a model of this distribution, we fit a Weibull to the diagonals where \( r_h - r_a = k \), for \( k \) some constant in a manner similar to that in section 5. Thus, this model is 58 Weibull distributions, weighted to match the actual fraction of games with the run difference. Although a bit complicated, the take-home message is that we can create a bivariate distribution to determine the scores of baseball games without ties. We will call this the **bivariate Weibull distribution**.

### 6.2 Modeling a Schedule

This section explains how one can model a generic sports schedule, but is applicable to MLB. Assume that there are \( T \) teams in a league and each team plays \( G \) games in a season. Overall, there are a total of \( GT/2 \) games. A **schedule** will be a sequence of pairs of teams, such that for each pair \((i, j)\) the home team is the \( i \)th team and the away team is the \( j \)th team. For each game, \( i \neq j \) and in the schedule each team will have \( G/2 \) home and \( G/2 \) away games. If the schedule is produced randomly with just these properties, we will call this a **basic schedule**.

However this schedule results in fewer score streaks of order 2 and 3 than the historical evidence shows. The reason for this could be that series play a huge role in baseball and increases the number of score streaks. Looking at the order-3 streak in Section 2, this included two other order-2 streaks. The order-2 streak for the L.A. Dodgers is due to the fact that there was a series played. If the L.A. Angels played a different team in each game, these extra streaks wouldn’t arise.

In addition to the properties above, we ensure that each team plays another team in either a 2-, 3- or 4-game series distribution in a manner similar to the MLB schedule. We will call this a **realistic schedule**.

### 7 Simulation Same Streaks using a Model

To simulate a season (or 119 seasons), we develop a schedule, simulate a score for each game and count the streaks. Although there a numerous ways to do this, we will show two such models:

---

2 The details of how the actual MLB schedule is created is fascinating. It has been for quite some time created by a husband-wife team using a combination of computer code and some fancy by-hand juggling techniques. An ESPN film for the series 30 for 30 featured them. 2
7.1 Simple Weibull Model with Basic Schedule

For this model, the simple Weibull distribution is used to generate game scores and the basic schedule is used for counting streaks. For each season, a schedule is developed for the historic number of teams and games, then each game is modeled randomly. We repeat this process for 10,000 seasons per year and the plot below shows the minimum, mean, maximum as well as 5th and 95th percentile of order-2 streaks.

The actual number of historic order-2 streaks often exceeds that of this model’s simulated trials maximum, which indicates that most likely this is not capturing the actual situation. For some quantitative comparison, there are 10 years where the historic number of streaks in a season exceeds the max of the simulation and there are 89 years (or 75%) which exceed the simulation mean. In short, this simulation is not capturing the historic streaks.

7.2 Bivariate Weibull with a Realistic Schedule

In this model, the bivariate Weibull distribution is used along with the realistic schedule for each of the 119 seasons and this is simulated 10,000 times per season. The results are shown in the plot:

In 67 years (56%), the historic number of streaks exceeds the simulation mean and in only 20 years (17%), the number of streaks exceeds the 95th percentile. There are 5 years (or 4%) with the fewer than the 5th percentile of the simulation number of streaks. In no years does the historic number exceed the simulation maximum or is below the simulation minimum. Although simulation distribution is not quite that of the historic data, this model seems to perform the best of those studied.
7.3 Simulated Order-3 and Order-4 streaks

We used the bivariate Weibull distribution and the realistic schedule to model order-3 and order-4 streaks. As with previous models, 10,000 simulations were run for each year for the number of teams and games consistent with that year. The following plot is generated:

In nearly half of the years (64/119), the historic number of order-3 streaks exceeds the simulation mean. And in 7.5% (9 of 119) of the years, the historic number of order-3 streaks exceeds the 95th percentile—although if you include when they equal that it is 22% (26 of 119). Again, since the historic data fits well within the simulation, this shows that the model reasonable captures the order-3 streak.

We found that there have been three order-4 streaks in the history of Major League Baseball. We also performed simulations to determine how likely this is to occur. On any given year, an order-4 streak is quite unlikely, instead, we simulated 119 years using the model from the order-3 streaks. We then summed the results over 119 years. This was done 10,000 times and the resulting plot shows the number of order-4 streaks throughout a simulated 119-year set of seasons:

The historic number of three order-4 streaks is quite likely (17%) from this simulation, although in any given year having one is quite low. From these simulations, the probability that an order-4 streak occurred in any given year was only 1.7%, having an order-4 streak in a 119-year timespan is not rare.
8 Conclusion

We looked at the past 119 years of Major League Baseball to examine the number of same-score streaks of length 2, 3 and 4. In trying to explain streak frequency, we modeled scores of baseball games using both a simple Weibull distribution as well as a bivariate Weibull distribution that both quantitatively and visually appear to fit the historic data well. In addition, we studied two different scheduling models and noted that using more realistic models was important in capturing the correct number of same-score streaks. Of all the models, the realistic schedule which includes series of games similar to that of actual MLB schedules seemed to perform best when used with the bivariate Weibull distribution.

In a larger sense, we hope we have given a demonstration of how probability modeling works in practice. A problem of interest comes to our attention. We think about how to model the event in a simple way, and if possible we collect related data. Then we iterate between data and model until we have a result that fits the data well and sheds some light on the underlying process.
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