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Abstract—We introduce a new technique to certify lower bounds on the multicut size using network coding. In directed networks the network coding rate is not a lower bound on the multicut, but we identify a class of networks on which the rate is equal to the size of the minimum multicut and show this class is closed under the strong graph product. We then show that the famous construction of Saks et al. that gives a $\Theta(k)$ gap between the multicut and the multicommodity flow rate is contained in this class. This allows us to apply our result to strengthen their multicut lower bound, determine the exact value of the minimum multicut, and give an optimal network coding solution with rate matching the multicut.

I. INTRODUCTION

The multicut problem is a fundamental graph partitioning problem in which we are given a network with $k$ source-sink pairs and we are asked to find the minimum size edge set that, when removed, disconnects all source-sink pairs. It has applications in network robustness where we may want guarantees that the multicut is large implying our network will still be connected even after the failure of many edges. Alternatively, we may want to compute a small multicut in order to determine an efficient way to stop the spread of a contagion in a network.

The problem is known to be NP-hard to compute and even NP-hard to approximate [1], [2], and so the focus of previous work has been on approximation algorithms. As is the case with many graph problems, the directed version seems far more difficult than the undirected one. The best approximation algorithm for undirected multicut is $O(\min(\log n, \log k))$ [3], [4]. But for directed graphs, the best approximation is $\tilde{O}(n^{11/23})$ [5].

All of the approximation algorithms [5]–[7] to date use the natural linear programming relaxation. The dual of the linear program is the maximum multicommodity flow problem, which looks to maximize the total flow that can be sent between the source-sink pairs. This technique is limited by the integrality gap of this linear program, also called the flow-cut gap, and this gap is known to be large. In undirected graphs the flow-cut gap is equal to the best known approximation ratio, $\Theta(\min(\log k, \log n))$ [3], [4]. For directed graphs, the paper of Saks et al. [8] shows that the trivial upper bound of $k$ on the flow-cut gap is tight up to constant factors. Recently, Chuzhoy et al. showed that the gap is large when parameterized by $n$ as well, and is $\Omega(n^{1/7})$ [2]. Thus, the lower bound given by the maximum multicommodity flow problem isn’t strong enough to allow for improved approximation algorithms in the undirected case or in the directed case parameterized by $k$.

The focus of this work is to consider the possibility of a stronger lower bound via the rate of the network coding version of the maximum multicommodity flow problem. As a generalization of flow, network coding’s rate is at least the flow rate and could perhaps yield better lower bounds. Such a technique has been extremely successful in the multicast problem; the coding rate there is known to be easy to compute and equal to the cut bound, unlike the flow solution which can be much smaller [9]–[11].

The obstacles to a lower bound via network coding for the multicut problem differ between undirected and directed settings. In undirected graphs, the coding rate is a lower bound [12], but it is unlikely to lead to improved lower bounds as the network coding rate is conjectured to be equal to the flow rate [13]. In directed graphs, the coding rate can be a factor $k$ larger than the flow rate [13], [14], so it would have potential to give a tight lower bound. However, here the network coding rate is not a lower bound on the multicut and can even be a factor $k$ larger than the cut [15].

Though the multicut isn’t an upper bound on the coding rate, there exist many related cut upper bounds. An easy entropy argument shows that a cut that disconnects all sinks from all sources is an upper bound on the network coding rate, and there has been work devoted to expanding that idea with more complicated entropy arguments [14], [16]–[18]. But, to our knowledge, there has been no prior work investigating conditions under which the network coding rate is a lower bound on the multicut in directed graphs, and as such, it is the primary focus of our contribution.

A. Our Contributions

In this paper we introduce a new technique to certify lower bounds on the multicut size using network coding. We identify a property of a linear network code that guarantees the code is a lower bound on the multicut.
We also show that for the strong graph product of any two networks with such codes, this property is preserved. The following theorem describes one consequence of our main result:

Theorem 1.1: Given a network \( G \) in which the optimal multicommodity flow solution consists of a set of node-disjoint paths, there is a product operation in which the optimal network coding rate is equal to the minimum multicut in the \( k \)-fold product of \( G \).

By applying this theorem to a directed path of length \( n \) with source and sink at the ends, we give a new lower bound on the multicut in the construction of Saks et al. Our proof strengthens Saks’s result and provides a tight lower bound on the multicut (see Corollary 3.2). Further, it constructs an elegant network coding solution for the construction that has rate equal to the multicut and a \( k - o(k) \) factor larger than the multicommodity flow rate.

II. Preliminaries

We begin by defining the class of networks for which we analyze the multicut and network coding rates. The definition is tailor-made for graph products.

Definition 2.1: A node-capacitated multicommodity instance is given by a tuple \( N = (G, S, T, f) \) where \( G = (V, E) \) is an undirected graph, \( S \) and \( T \) are an ordered list of sources and sinks (separate from \( G \)) such that the \( i \)th source and sink are paired, and \( f : S \cup T \rightarrow 2^V \) is a function that maps each source and sink to a subset of nodes. The instance network can be formed by adding nodes for each element in \( S \) and \( T \) to \( G \) and adding directed edges \((s, v)\) for all \( s \in S, v \in f(s) \) and \((u, t)\) for all \( t \in T, u \in f(t) \). We reserve \( n \) to denote \(|V|\).

It is easier for us to work with node-capacitated networks, but any node-capacitated network can be transformed into an equivalent edge-capacitated network by replacing each node with two nodes with a single directed edge between them. For this reason, even though the graph \( G \) is undirected, the network we are considering is far from undirected.

We will show that under certain conditions linear network codes and multicuts in these network instances can be composed under the following product operation.

Definition 2.2: The strong product of two instances \( N_1 = (G_1, S_1, T_1, f_1) \) and \( N_2 = (G_2, S_2, T_2, f_2) \) is the instance \( N_1 \boxtimes N_2 = (G_1 \boxtimes G_2, S, T, f) \) where \( G_1 \boxtimes G_2 \) is the strong graph product of \( G_1 = (V_1, E_1) \) and \( G_2 = (V_2, E_2) \):

\[
V(G_1 \boxtimes G_2) = V_1 \times V_2
\]

\[
E(G_1 \boxtimes G_2) = \{(u, v), (u', v')\} | (u, v) \neq (u', v') \\
u = u' \text{ or } (u, u') \in E_1,
\]

\[
v = v' \text{ or } (v, v') \in E_2.
\]

The set of sources \( S = S_1 \cup S_2 \). The function \( f \) is defined by

\[
f(s) = \begin{cases} 
  f_1(s) \times V_2 & \text{if } s \in S_1 \\
  V_1 \times f_2(s) & \text{if } s \in S_2
\end{cases}
\]

The sinks \( T \) and function \( f(T) \) are defined in the corresponding manner.

Our analysis relies heavily on matrices and we now define the notation and important definitions. Let \( A[i, j] \) denote the \((i, j)\)th entry of \( A \), \( A[i, -] \) the \( i \)th row, and \( A[-, j] \) the \( j \)th column. Correspondingly, for a vector \( v \), let \( a[i] \) denote the \( i \)th entry of \( a \).

Definition 2.3: The Kronecker product of a \( p \times q \) matrix \( A \) and \( p' \times q' \) matrix \( B \) is a \( pp' \times qq' \) matrix

\[
A \otimes B = \begin{bmatrix} 
  a[1, 1]B & \cdots & a[1, q]B \\
  \vdots & \ddots & \vdots \\
  a[p, 1]B & \cdots & a[p, q]B
\end{bmatrix}.
\]

Definition 2.4: The support of a vector \( v \in \mathbb{F}^{|A|} \), denoted \( \text{supp}(v) \), with entries indexed by the set \( A \) is the subset \( A' \subseteq A \) such that \( v[a] \neq 0 \) iff \( a \in A' \). In other words, \( \text{supp}(v) \) is the support of the function \( f : A \rightarrow \mathbb{F} \) such that \( f(a) = v[a] \).

We will overload functions defined on elements of sets to also be defined on subsets. For a function \( f : 2^A \rightarrow 2^B \) and a subset \( A' \subseteq A \), we define \( f(A') := \bigcup_{a \in A'} f(a) \). For a function \( f : 2^A \rightarrow \mathbb{R} \), we define \( f(A') := \sum_{a \in A'} f(a) \). Often we will use the additional shorthand of denoting \( f(A) \) by \( f \).

III. Codes and Cuts

There are some subtleties to defining network coding solutions in graphs with cycles [19]. To avoid these issues we restrict our definition of a network code to include an ordering on nodes that specifies possible dependencies between message vectors.

Definition 3.1: A linear network code \((F, r, \pi, L)\) of a node-capacitated multicommodity instance \(((V, E), S, T, f)\) specifies a finite field \( F \), a function \( r(s) : S \rightarrow \mathbb{N} \), an ordering \( \pi : V \rightarrow [n] \) on nodes in \( V \), and a \( n \times r(S) \) coding matrix \( L \). The rows of \( L \) are labeled with vertices \( V \) and the columns by messages \( M := \bigcup_{s \in S} M(s) \), where \( M(s) := \{ (s, 1), \ldots, (s, r(s)) \} \). Defining \( N(v) \) to be \( \{ v \} \cup \{ u \in V | \pi(u) < \pi(v), (u, v) \in E \} \), we have that:
For \( v \in V \), \( \exists a_v \in \mathbb{F}^{1 \times n} \) such that
1) \( \{v\} \subseteq \text{supp}(a_v) \subseteq N(v) \),
2) \( \text{supp}(a_v L) \subseteq M(f^{-1}(v)) \).

The \( v^{th} \) row of the matrix \( L \) describes the linear combination over \( \mathbb{F} \) of messages that are sent by node \( v \) to all its neighbors in the code. The existence of vector \( a_v \) guarantees that \( v \) can compute this linear combination using the messages of adjacent nodes that come earlier in the ordering \( \pi \). In particular, node \( v \) can determine its message using \( \frac{1}{a_v[v]} \sum_{v' \in N(v) \setminus \{v\}} a_v[v'] L[v'] \) and the information from the sources entering node \( v \).

**Definition 3.2:** A linear network code \((\mathbb{F}, \mathcal{R}, \mathcal{C}, s, f)\) of a node-capacitated multicommodity instance \(((V, E), S, T, f)\) is decodable with rate \( p \) if there is a subset \( D \) of messages \( M \) of \( L \) with \( |M| - |D| = p \) such that:
1) \( \text{supp}(d_m) \subseteq f(t_i) \)
2) \( \{m\} \subseteq \text{supp}(d_m L) \subseteq \{m\} \cup D \).

Definition 3.2 guarantees that for for a message \( m \in M(s_i) \), the sink \( t_i \) can decode \( m \) assuming that the messages in \( D \) are fixed and known to all the receivers. The idea that we can set some messages as fixed is an unusual, but natural generalization of the standard way to describe a linear code. It will allow us to write the coding matrices in a much nicer form.

**Observation 3.3:** A network code that sends source messages along \( p \) node-disjoint paths is a linear network code that is decodable with rate \( p \).

**Proof:** The matrix \( L \) has a column for each path that is an indicator vector for the path, and the set \( D = \emptyset \).

**Definition 3.4:** A multicast of a node-capacitated multicommodity instance \( N = ((V, E), S, T, f) \) is a subset of nodes \( M \subseteq V \) such that removing the vertices of \( M \) from \( N \) disconnects all paths between all \( s_i - t_i \) pairs. It will be convenient for us to represent subsets of the vertices of a network in terms of an indicator matrix. For a subset \( A \subseteq V \), the matrix \( I_A \) will be a \( n \times |A| \) matrix with rows indexed by nodes \( v \in V \) and columns indexed by nodes \( w \in A \) where entry \( [v, w] = 1 \) if \( v = w \) and zero otherwise.

**Definition 3.5:** We call a linear network code \( C = (\mathbb{F}, \mathcal{R}, \mathcal{C}, s, f) \) of a node-capacitated multicommodity instance \( N \) \( \rho \)-certifiable if
1) There are cliques \( K(v) \subseteq N(v) \), \( \forall v \in V \) such that \( C \) continues to satisfy all of the properties prescribed in the definition of a linear network code (Definition 3.2) if we replace all occurrences of \( N(v) \) in that definition with \( K(v) \) for all \( v \in V \).
2) For any multicut \( M \) of \( N \), \( \text{rank}(L^T I_M) \geq \rho \).

The certifiable property implies that \( \rho \) is a lower bound on the size of the multicut: \( |M| = \text{rank}(I_M) \geq \text{rank}(L^T I_M) \geq \rho \). The restriction on the coding matrix given by property 1 will allow us to compose together certifiable coding matrices to get a coding matrix that is certifiable for \( N_1 \otimes N_2 \) as well. Notice that we don’t need the matrix to be decodable with any rate for it to be certifiable.

**Observation 3.6:** Any coding solution consisting of \( r \) disjoint paths is \( r \)-certifiable.

**Proof:** Let \((\mathbb{F}, \mathcal{R}, \mathcal{C}, s, f)\) be the linear code describing the disjoint path solution. Observe that \((L^T I_M)[i, j] \neq 0 \) iff path \( i \) intersects node \( j \) of \( M \). \( M \) is a multicut, so no row \((L^T I_M)[i, -]\) can be the zero vector. Further, the paths are disjoint, so each column \((L^T I_M)[-, j]\) can have at most one non-zero entry. Thus, \( \text{rank}(L^T I_M) = r \), the number of rows in \( L^T \). Further, if \( v \) belongs to a disjoint path \( P \) then \( v \) can compute its message using only its predecessor in \( P \), thus Definition 3.1 will still hold if we use the subset of \( N(v) \) consisting of \( v \) and its predecessor in \( P \), a 2-clique.

**IV. PRESERVING PROPERTIES IN PRODUCTS**

Our main theorem shows how to combine linear network codes in two networks to obtain a linear network code in their product, preserving both decodability and certifiability.

**Theorem 4.1:** Let
\[ N_1 = (G_1 = (V_1, E_1), S_1, T_1, f_1) \] and
\[ N_2 = (G_2 = (V_2, E_2), S_2, T_2, f_2) \]
be node-capacitated multicommodity instances with linear coding solutions \( C_1 = (\mathbb{F}, r_1, \pi_1, L_1) \) and \( C_2 = (\mathbb{F}, r_2, \pi_2, L_2) \).

There is a linear network coding solution for \( N_1 \otimes N_2 \) with coding matrix \( [I_{n_1} \otimes L_2, L_1 \otimes I_{n_2}] \) such that:
1) If \( C_1 \) and \( C_2 \) are decodable with rates \( p_1, p_2 \) respectively then and \( C \) is decodable with rate \( p := n_1 p_2 + n_2 p_1 - p_1 f_2(T_2) \).
2) If \( C_1 \) and \( C_2 \) are \( \rho_1 \) and \( \rho_2 \) certifiable respectively, then \( C \) is \( \rho \)-certifiable, \( \rho := (n_1 \rho_2 + n_2 \rho_1 - n_1 f_2(S_2)) \), for \( N_1 \otimes N_2 \).

Before proving the main theorem we show how it applies to give an improvement to the Saks et al. construction. The network in the construction of Saks et al. is the \( k \)-fold strong product of the network \( \mathcal{P}_n = (P_n, S = \{s\}, T = \{t\}, f) \) where \( P_n = p_1 p_2 \ldots p_n \) is a path of length \( n \) and \( f(s) = p_1, f(t) = p_n \). Let \( \mathcal{P}_{nk} \) denote the Saks et al. graph parameterized by \( k \) and \( n \).
Corollary 4.2: The size of the minimum multicut and 
the rate of the optimal network coding solution of $P_{n}^{\otimes k}$ 
is $n^k - (n - 1)^k$.

This bound on the multicut is tight and an improvement 
over the lower bound of $(k(n - 1)^{k - 1}$ given in Saks 
et al. [8].

Proof: From Observations 3.3 and 3.6 we know that $P_n$ has a linear network code 
\[ C = (F_2, r : r(s) = 1, \pi : \pi(p_i) = i, 1_n) \]
that is decodable with rate 1 and 1-certifiable.

We will fix $n$ and apply Theorem 4.1 inductively on $k$ 
to show that there is a code $C_k$ for $P_{n}^{\otimes k}$ is $\rho_k$-certifiable 
decodable with rate $p_k$, where $\rho_k = p_k = n^k - (n - 1)^k$. The preceding paragraph establishes that $C_1 = C$ 
satisfies the base case. Now, assuming true for $k$, we 
show for $k + 1: $

We apply Theorem 4.1 to $N_1 = P_{n}$ and $N_2 = P_{n}^{\otimes k}$.

By our inductive hypothesis, we have codes $C_1$ and $C_2$ with the required conditions, and now the theorem implies that 
\[ \rho_{k+1} = \rho_k n + n^k - \rho_k |f(S)| \]
\[ = \rho_k (n - 1) + n^k \text{ by } \rho = 1, |f(S)| = 1 \]
\[ = n^{k+1} - (n - 1)^{k+1} \]
The same proof applies to the coding rate because $p = 1, |f(T)| = 1$.

Further, note that $|f(T_{P_{n}^{\otimes k}})| = n^k - (n - 1)^k$ as well, 
because for $A \subset V_1$ and $B \subset V_2$, the set $A \times B$ has 
cardinality $|A|n_2 + |B|n_1 - |A||B|$, and again the same inductive proof holds because $|f(T)| = 1$. This gives us that $f(T_{P_{n}^{\otimes k}})$ is an optimal multicut. Additionally, $f(T_{P_{n}^{\otimes k}})$ cuts all sources from all sinks and therefore gives a tight upper bound on the coding rate.

The same proof also implies the following more general corollary, giving us a large set of graphs where the coding rate is a lower bound on the multicut and better than the flow bound.

Corollary 4.3: If a node-capacitated multicommodity 
instance $N = (G, S, T, f)$ has a flow solution consisting of $r$ disjoint paths, and $|f(S)| = |f(T)| = r$, then $N^{\otimes k}$ has an optimal coding rate equal to the size of 
the optimal multicut equal to $n^k - (n - r)^k$.

The proof of the Theorems mostly falls out of ma-
nipulation of the Kronecker product, in particular, we 
repeatedly use of the mixed-product property which states that $(A \otimes B)(C \otimes D) = AC \otimes BD$ if the dimensions match correctly.

To aid in the proof of the second part of Theorem 4.1, we begin with some definitions and lemmas whose proofs will come later.

Definition 4.4: A lower block triangular matrix is 
a block matrix such that the blocks above the main diagonal blocks are identically zero.

Lemma 4.5: If the main diagonal blocks of a lower block triangular matrix have ranks $r_1, r_2, \ldots, r_t$ respectively, then the lower block triangular matrix has rank at 
least $\sum_{i=1}^{t} r_i$.

The following Lemma is the generalization of a criti-

cal Lemma from the Saks et al. proof.

Lemma 4.6: For every multicut $M$ of $N_1 \boxtimes N_2$ and 
every vertex $u \in V_1$ there is a multicut $M_u$ of $N_2$ such that $K_1(u) \odot M_u \subseteq M$.

Note that by the symmetry of the product operation, 
Lemma 4.6 also implies that the result holds when we 
switch the roles of $N_1$ and $N_2$.

Now we come to proving our main theorem. To avoid 
confusion, we will reserve $u$ to denote nodes in $V_1$ and 
v for $V_2$.

Proof of Theorem 4.7: We define a linear network 
code $C = (F, r, \pi, L)$ on $N_1 \boxtimes N_2 = (G_1 \boxtimes G_2, S, T, f)$. It has 
\[ r(s) = \begin{cases} 
r_1(s)n_2 & \text{if } s \in S_1 \\
r_2(s)n_1 & \text{if } s \in S_2 \end{cases} \]
The ordering $\pi$ will be given by $\pi((u, v)) = n_2(\pi_1(u) - 1) + \pi_2(v)$, which corresponds to a lexicographic ordering of $(\pi_1(u), \pi_2(v))$, and $L = [I_{n_1} \otimes L_2, L_1 \otimes I_{n_2}]$.

In $L$, the rows are labeled by vertices $(u, v) \in V_1 \times V_2$ 
and the columns are labeled with messages $M = (M_1 \times V_2) \cup (V_1 \times M_2)$.

$C$ is a linear network code for $N_1 \boxtimes N_2$

We show that $C$ satisfies Definition 3.1. Let $a_u$ and 
a_v be the vectors that satisfy Definition 3.1 for $u \in V_1$ 
and $v \in V_2$ for $C_1$ and $C_2$ respectively. Now, set $a = a_u \otimes a_v$. We claim that $a$ satisfies Definition 3.1 for 
$(u, v) \in V_1 \times V_2$ for $N_1 \boxtimes N_2$.

First, note that $\text{supp}(a) = \text{supp}(a_u) \times \text{supp}(a_v)$, 
giving us that $\text{supp}(a) \subseteq N(u) \times N(v) \subseteq N((u, v))$ 
as wanted. Additionally, $a(u)[u] \neq 0, a(v)[v] \neq 0$ implies that $a((u, v)) \neq 0, \{((u, v)) \subseteq \text{supp}(a)$.

The fact that $\text{supp}(a(L)) \subseteq \mathcal{M}(f^{-1}((u, v)))$ follows 
from the mixed-product property:

$\text{supp}(a(L)) = \text{supp}(a_u \otimes a_v L_2) \cup \text{supp}(a_u L_1 \otimes a_v)
\subseteq (V_1 \times M_2(C_2^{-1}(u))) \cup (M_1(f_1^{-1}(u)) \times V_2) = \mathcal{M}(f^{-1}((u, v)))$

$C$ is decodable with rate $p$

Let $D_1 \subseteq M_1, D_2 \subseteq M_2$, and $d_{c_1, c_2}$ for $c \in M_1 \setminus D_1, c' \in M_2 \setminus D_2$ be the subsets and vectors showing that $C_1$ and $C_2$ satisfy Definition 3.2.
We will show that $C$ is $p$-decodable with
\[ D = (D_1 \times V_2) \cup (V_1 \times D_2) \cup (M_1 \times f_2(T_2)). \]
Note that $|D| = |D_1|n_2 + |D_2|n_1 + (p_1 - |D_1|)|f_2(T_2)|$, and thus $|M| - |D| = p$ as needed.

We first consider message $m = (u, m_2) = (u, (s_i, j)) \in (V_1 \times M_2) \setminus D$. Let $d_m = \mathbb{1}_u \otimes d_{m_2}^2$.
We have that $\text{supp}(d_m) \subseteq \{u\} \times f_2(t_i) \subseteq f(t_i)$.

Additionally, $\text{supp}(d_mL) = \text{supp}(d_{m_2}^2) \subseteq f(t_i) \subseteq f(t_i)$.

Finally, because $\{m_2\} \subseteq \text{supp}(d_{m_2}^2)$, we also have $\{m\} \subseteq \text{supp}(d_mL)$, as needed.

Now we consider message $m = (m_1, v) = (s_i, j), v) \in M_1 \times V_2$. Similar to the previous case, we define $d_m = d_{m_1} \otimes \mathbb{1}_v$ and by parallel arguments, we have that $\text{supp}(d_m) \subseteq f(t_i)$ and $\{m\} \subseteq \text{supp}(d_mL)$.

To determine the set that contains the support of $d_mL$ we can write down the same set as before, but because $D$ is not symmetric, we can’t come to our desired conclusion.

\[ \text{supp}(d_mL) = \text{supp}(d_{m_1} \otimes \mathbb{1}_vL_2, d_{m_1}L_1 \otimes \mathbb{1}_v) \subseteq (f(t_i) \times M_2) \cup \{(m_1 \times D_1) \cup \{v\} \}
\]

Instead, we will need to modify $d_m$ to eliminate the component of the support in $f(t_i) \times M_2$. In the previous case we showed that the vector $d_{m_2}^2$ has $\{u, m_2\} \subseteq \text{supp}(d_{(u, m_2)}L) \subseteq \{u\} \times D$. Thus, we can set $d_m$ to be $d_m$ minus an appropriate linear combination of vectors in $Q = \{d_{(u, m_2)} | u \in f_1(t_i), m_2 \in M_2\}$ to obtain the desired support for $d_mL$. Vectors in $Q$ have support in $d_mL = f(t_i) \times M_2 = f(t_i)$, as needed.

$C$ is $p$-certifiable.

First, showing that Definition 3.1 goes through if $N(u)$ is replaced with clique $K(u)$ is identical to the proof above along with the observation that if $K_1$ and $K_2$ are cliques in $N_1$ and $N_2$ then $K_1 \times K_2$ is a clique in $N_1 \otimes N_2$.

It remains to show that $\text{rank}(LT_iM) \geq p$ for all multics $M$ of $N_1 \otimes N_2$.

Notice that we can view the matrix $LT$ as having a block of rows for each $w \in V_1 \cup V_2$; the block of rows associated to $u \in V_1$ is $\mathbb{1}_u \otimes L_2^T$, and to $v \in V_2$ is $L_1^T \otimes \mathbb{1}_v$ (where $\mathbb{1}_v$ is the indicator row vector of $u$).

We will show that $\text{rank}(LTB) \geq \rho$ for a matrix $B$ that is in the column space of $I_M$. This is sufficient because there is some linear transformation $T$ such that $I_MT = B$, implying $\text{rank}(LT_iM) \geq \text{rank}(LT_iM)T = \text{rank}(LTB) \geq \rho$.

The matrix $B$ will have $r_1$ columns for each $v \in V_2$ and $r_2$ columns for each $u \in V_1$. Let $M_u, u \in V_1$ be the multiset of $\{u\} \times V_2$ satisfying the conditions of Lemma 4.1 using the clique $K_1(u)$ that shows certifiability, and similarly for $M_v, v \in V_2$. The matrix $B$ has a block of columns equal to $a_{V}^2 \otimes I_M$, for each $u \in V_1$, and $I_M \otimes a_{V_2}^2$ for $v \in V_2 \setminus f_2(S_2)$ where $a_u$ and $a_v$ are the vectors satisfying Definition 3.1 with cliques $K(u)$ and $K_2(v)$. The matrix $B$ lies in the column space of $I_M$ because $a_u$ and $a_v$ have support within their corresponding cliques and $K_1(u) \times M_u \subseteq M, M_v \times K_2(v) \subseteq M$.

We will show that the matrix $LT^2B$ is lower block triangular with $n_1$ diagonal blocks of rank at least $\rho_2$ and $n_2 - |f_2(S_2)|$ diagonal blocks of rank at least $\rho_1$. Row blocks of $LT^2B$ are indexed by $w \in V_1 \cup V_2$ and column blocks are indexed by $w \in V_1 \cup V_2 \setminus f_2(S_2)$. We will assume that the blocks are ordered according to $\pi_1$ and $\pi_2$ and blocks associated to elements of $V_1$ precede those of $V_2$.

We have four types of blocks in the product, we analyze all but the lower right block, which is irrelevant for purposes of showing the matrix is lower block triangular.

Block $[u, u']$, $u, u' \in V_1$:

$\text{LT}_2B[u, u'] = (\mathbb{1}_u \otimes L_2^T)(a_{u'}^T \otimes I_{M_u'})
\quad = \mathbb{1}_u a_{u'}^T \otimes L_2^T I_{M_u'}$

Thus, block $[u', u]$ has rank at least $\rho_2$ if $u \in \text{supp}(a_{u'}) \subseteq K_2(u')$ and is identically zero otherwise. In particular, it is zero whenever $\pi_1(u) > \pi_1(u')$ because $u \in K_1(u') \implies \pi_1(u) \leq \pi_1(u')$.

Block $[v, v']$, $v, v' \in V_2 \setminus f_2(S_2)$:

$\text{LT}_2B[v, v'] = (L_1^T \otimes \mathbb{1}_v)(I_{M_v'} \otimes a_{v'}^T)
\quad = L_1^T I_{M_v'} \otimes \mathbb{1}_v a_{v'}^T$

Just as for block $[u, u']$, block $[v, v']$ has rank at least $\rho_1$ if $v \in \text{supp}(a_{v'})$ and is zero otherwise.

Block $[u, v]$, $u \in V_1, v \in V_2 \setminus f_2(S_2)$:

$\text{LT}_2B[u, v] = (\mathbb{1}_u \otimes L_2^T)(I_{M_u} \otimes a_{v}^T)
\quad = \mathbb{1}_u a_{v}^T \otimes L_2^T I_{M_u}$

Where the last equality holds because $v \notin f_2(S_2)$ implies $f_2^{-1}(v) = \emptyset$ and thus $\mathcal{M}(f_2^{-1}(v)) = \emptyset$, giving $L_2^T a_{v} = 0$.

The first two cases above, along with the ordering of blocks so that larger $\pi$ values are on the top left, implies that the top left and lower right quadrants of the matrix $LT^2B$ are lower block triangular with the required ranks on the diagonal blocks. The final case implies that the top right quadrant is all zero, as wanted.
Proof of Lemma 4.5 Let $D_1, \ldots, D_l$ be the diagonal blocks of the matrix with ranks $r_1, \ldots, r_l$ respectively. We can convert the matrix to the identity matrix starting with the top left diagonal block $D_1$. First we apply steps of Gaussian elimination that convert $D_1$ to the identity of size $r_1$, possibly with additional rows or columns of all zeros. We delete the zero rows and columns of $D_1$ from the entire matrix. Then we subtract rows of $D_1 = I_{r_1}$ from the rest of the matrix so that the only non-zero terms in the first $r_1$ columns are contained in $D_1$. Notice that the lower block triangular property implies that all of the preceding row operations only change the first $r_1$ columns. We continue in this fashion for $D_2, \ldots, D_l$. At the end we are left with an identity matrix of size $\sum_{i=1}^l r_i$, implying that our original matrix has a submatrix of rank at least $\sum_{i=1}^l r_i$.

Proof of Lemma 4.6 Suppose for contradiction that there is a multicut $M$ of $N_1 \boxtimes N_2$ and some $u \in V_1$ such that for any multicut $M_2$ of $N_2$ there is at least one vertex $(a, b) \in K_1(u) \times M_2$, $(a, b) \notin M$. Let $C = \{v \in V_2 | K_1(u) \times v \subseteq M\}$. By assumption, $C$ is not a multicut of $N_2$, and there exists a source-sink path in $N_2$ that does not intersect with $C$. Let $p_1 \ldots p_l$ be such a path. For each vertex $v \in V_2 \setminus C$, let $g(v) = (a, v)$ such that $a \in K_1(u), (a, v) \notin M$. Such a vertex must exist by definition of $C$. The path $g(p_1) \ldots g(p_l)$ is a source-sink path in $N_1 \boxtimes N_2$ that does not intersect $M$, a contradiction.

V. Conclusions and Open Questions

In this work we give a class of network codes that provide lower bounds on the multicut. There are many potential directions to expand this class. For example, it may be possible to allow for edge-capacitated graphs or arbitrary capacities, or relax the condition of certifiability by strengthening Lemma 4.6.

In networks of Saks et al. we show the coding rate exactly matches the multicut, despite the flow being a factor $k$ smaller. We know a simple example where the network coding rate is less than the multicut, but we have no example eliminating the possibility that just two times the network coding rate is always at least the multicut. In general, does there exist some parameter $\beta$ that is $o(k)$ such that the coding rate scaled up by $\beta$ is always at least the size of the minimum multicut?
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