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ABSTRACT
The gap between data production and user ability to access, compute and produce meaningful results calls for tools that address the challenges associated with big data volume, velocity and variety. One of the key hurdles is the inability to methodically remove expected or uninteresting elements from large data sets. This difficulty often wastes valuable researcher and computational time by expending resources on uninteresting parts of data. Social sensors, or sensors which produce data based on human activity, such as Wikipedia, Twitter, and Facebook have an underlying structure which can be thought of as having a Power Law distribution. Such a distribution implies that few nodes generate large amounts of data. In this article, we propose a technique to take an arbitrary dataset and compute a power law distributed background model that bases its parameters on observed statistics. This model can be used to determine the suitability of using a power law or automatically identify high degree nodes for filtering and can be scaled to work with big data.

Index Terms— Big Data, Signal Processing, Power Law

1. INTRODUCTION
The 3 V’s of big data: volume, velocity and variety [1], provide a guide to the outstanding challenges associated with working with big data systems. Big data volume stresses the storage, memory and compute capacity of a computing system and requires access to a computing cloud. The velocity of big data stresses the rate at which data can be absorbed and meaningful answers produced. Big data variety makes it difficult to develop algorithms and tools that can address the large diversity of input data. One of the key challenges is in developing algorithms that can provide analysts with basic knowledge about their dataset when they have little to no knowledge of the data itself.

In [2], we proposed a series of steps that an analyst should take in analyzing an unknown dataset including a technique similar to spectral analysis - Dimensional Data Analysis (DDA). As a next step in the data analysis pipeline, we propose determining a suitable background model. Big data sets come from a variety of sources such as social media, healthcare records, and deployed sensors, and the background model for such datasets are as varied as the data itself. One of the popular statistical distributions used to explain such data is the power law distribution. There is much related work in the area. Studies such as [3, 4, 5, 6] have looked at power laws as underlying models for human generated big data collected from sources such as social media, network activity and census data. However, there has also been some controversy that while data may look like it follows a power law it may in fact be better described by other distributions such as exponential or log-normal distributions [7, 8]. While a power law distribution may seem a fitting background model for an observed dataset, large fluctuations in lower degree terms (the tail of the distribution) may skew the estimation of power law parameters [9]. Further, the estimation of power law exponent can be heavily dependent on decisions such as binning [10] which may lead to problems such as estimator bias [11].

We propose a technique that takes an unknown dataset, estimates the parameters and binning of the degree distribution of an power law distributed dataset that follows constraints enforced by the observed dataset, and aligns the degree distribution of the observed dataset to the structure of the perfect power law distribution in order to provide a clear view into the applicability of a power law model.

The article is structured as follows: Section 2 describes the relationship between signal processing and big data; Section 3 describes the proposed technique to estimate the power law parameters of a dataset; Section 4 describes application examples. Finally, we conclude in Section 5.

2. SIGNAL PROCESSING AND BIG DATA
Detection theory in signal processing is the ability to discern between different signals based on the statistical properties of the signals. In the simplest form, the decision is to choose whether a signal is present or absent. In making this determination, the observed signal is compared against the expected background signal when no signal is present. A deviation from this background model indicates the presence
3. POWER LAW MODELING TECHNIQUE

This section describes the proposed technique for comparing an observed dataset with an ideal power law distributed dataset whose parameters are derived from a statistical analysis of the observed dataset.

3.1. Definitions

A large dataset can be represented by a graph through the adjacency matrix representation or incidence matrix representation. An adjacency matrix has dimensions $n \times n$, where $n$ corresponds to the number of vertices in the graph. A vertex out-degree is a count of the number of edges in a directed graph which leave a particular vertex. The vertex in-degree, on the contrary, is a count of the number of edges in a directed graph which enter a particular vertex. A popular way to represent the in-degree and out-degree distributions is through the degree distribution which is a statistic that computes the number of vertices that are of a certain degree. Such a count is very relevant to techniques such as graph algorithms and social networks.

The in-degree and out-degree of a graph can be determined by the following relations:

$$d_{in}(i) = \sum_{j} E_{ij}$$
$$d_{out}(i) = \sum_{j} E_{ji}$$

where $d_{in}(i)$ and $d_{out}(i)$ represent the in and out degree at bin $i$ and $E$ represents the graph incidence matrix. The selection of the total number of bins ($N_d$) is an important factor in determining the degree distribution given by $d_{in}$, $d_{out}$, and $i \leq N_d$. An illustrative example is shown in Figure 2 to demonstrate the parameters described in this section.

The degree distribution conveys many important pieces of information. For example, it may show that a large number of vertices have a degree of 1, which implies that a majority of vertices are connected only to one other vertex. Further, it may show that there are a small number of vertices with high degree (many edges). In a social media dataset, such vertices may correspond to popular users or items.

The maximum degree vertex is said to be $d_{N_d} = d_{max}$. The total number of vertices ($N$) and edges ($M$) can be computed as:

$$N = \sum_{i=1}^{N_d} n(d_i)$$
$$M = \sum_{i} n(d_i) \ast d_i$$
Fig. 1: Computing the histogram and degree distribution of 10,000 data points in which the magnitude was determined by drawing from a power law distribution with \( \alpha = 1.8 \).

![Adjacency matrix for notional power law distributed random graph with corresponding in and out degree distributions.](image)

where \( n(d_i) \) is defined as number (count) of vertices with degree \( d_i \).

### 3.2. Power Law Fitting

**Step 1: Find parameters of observed data**

In order to determine the power law parameters for an arbitrary data set, data is first converted to an adjacency matrix representation. In the adjacency matrix, row and columns represent vertices with outbound and inbound edges respectively. A non-zero entry at a particular row and column pair indicates the existence of an edge between two vertices. Often, data may be collected and stored in an incidence matrix where rows of the matrix represent edges and columns represent vertices. For data in an intermediate format such as the incidence matrix \( (E) \), it is possible to convert this representation to the adjacency matrix \( (A) \) using the following relation:

\[
A = |E < 0|^T \ast |E > 0|
\]

where \( |E < 0| \) and \( |E > 0| \) represent the incidence matrix with outbound and inbound edges only. From the adjacency matrix, it is possible to calculate the degree distribution as described to extract the parameters \( \alpha \), the vertex with maximum degree \( d_{\text{max}} \), the number of vertices with exactly 1 edge, \( n(d_1) \), and the number of bins \( N_d \). There are many proposed methods to calculate the power law exponent \([17, 10]\). For the purpose of this study, a simple first order estimate of \( \alpha \) is sufficient and it should satisfy the intuitive property that the count \( n(d_1) \) and degree \( d_{\text{max}} \) be included since most natural datasets will have at least one vertex with degree \( = 1 \) and a vertex with large degree. Furthermore, the exponent should take into account. Therefore, we propose the following simple relationship to calculate \( \alpha \):

\[
\alpha = \log(n(d_1))/\log(d_{\text{max}})
\]  

(1)

Using the power law exponent calculated in Equation 1 allows an initial comparison between the observed dataset and a power law distribution.

**Step 2: Calculate “Perfect” Power Law Parameters**

Given the degree distribution of the observed data we can compute the parameters: \( \alpha^{\text{obs}}, d_1^{\text{obs}}, n(d_1^{\text{obs}}), N_{d^{\text{obs}}}, M^{\text{obs}}, \) and \( N^{\text{obs}} \), using the relations provided in the definitions section (Section 3.1). In order to see if the observed data fits a power law distribution, we need to be able to determine what an ideal power law distributed dataset would look like for parameters similar to those observed. This ideal distribution is referred to as a “perfect” power law distribution.

The “perfect” power law distribution can be determined by computing the parameters \( d_i, n(d_i), \) and \( N_d \) which closely fit the observed data while also maintaining the number of
vertices and edges. While theoretically, any distribution which satisfies the properties $\alpha > 0$, $d_{\text{max}} > 1$ and can be used to form a power law model, we also desire which maintain the total number of vertices and $e$ and $M$. Essentially, given an observed number of and edges, compute the quantities $N_d$, $n(d_i)$ and $\epsilon$ for $i \leq N_d$ that form a power law distribution (with $\epsilon$ also satisfy the property that $M \approx M^{\text{obs}}$ and $N \approx N^{\text{obs}}$).

These values can be solved by using a combinatorial optimization techniques such as exhaustive search, simulated annealing, or Broyden’s algorithm, to find the value $n(d_i)$ that minimize:

$$\min_{d,n} f(d_i, n(d_i))$$

$$= \sqrt{|M^{\text{obs}} - \sum_i n(d_i)|^2 + |N^{\text{obs}} - \sum_i n(d_i) \times d_i|^2}$$

where $M^{\text{obs}}$ and $N^{\text{obs}}$ are the observed number of edges and vertices. From the estimate of $d_i$ and $n(d_i)$ we can determine $N_d$ (given by the number of output $d_i$), and $d_{\text{max}}$ (given by $d_{N_d}$).

**Step 3: Align observed data with background model**

The values of $N_d$, $d_i$, and $n(d_i)$ from the previous step, provides a power law distributed dataset with power $\alpha$. However, the degree binning may be different from the observed distribution. In order to compare the observed data with the background model, it is necessary to rebin the observed data such that it aligns with the background model. Using the rebinned observed data (represented by the parameters $d^{\text{rebin}}_i$ and $n(d^{\text{rebin}}_i)$) it is possible to determine the power law nature of the observed dataset. Both datasets use the same degree binning using algorithm 1.

**Algorithm 1:** Algorithm to rebin observed data into fitted data bins

```
Data: $d_i, d_{\text{obs}}^{\text{rebin}}$
Result: $d_{\text{rebin}}^i, n(d_{\text{rebin}}^i)$
for $i=1:N_d$ do
  $d_{\text{rebin}}^i = d_i$
  $n(d_{\text{rebin}}^i) = \text{number of vertices binned to } i$
end
```

4. APPLICATION EXAMPLE

To demonstrate the application of steps provided in Section 3.2, we describe two examples - a Twitter dataset and a corpus of news articles provided by Reuters. We use the open source Dynamic Distributed Dimensional Data Model (D4M, d4m.mit.edu) to store and access the required data. As a first step, data is converted to the D4M schema [18], which organizes data into an associative array, representing data as an incidence matrix. The Twitter dataset contains all the metadata associated with approximately 2 million tweets. For the purpose of this example, we have considered only a subset of the data which corresponds to Twitter usernames.

To begin, we determine the adjacency matrix of the associative array data using the relation outlined in the previous section. With the adjacency matrix, we can determine the degree distribution of the observed dataset as demonstrated by the blue circles in Figure 4. Using the values of $N$ and $M$ from this distribution, we can find the values of $d_i$ and $n(d_i)$ that fit the $N$ and $M$ values of the observed dataset. The obtained values are plotted in Figure 3 as the black triangles. As a final step, we rebin the original degree distribution to align with the bins of the ideal distribution. The results of rebinning the observed distribution are shown in Figure 3 as red plus signs.

For the Twitter user data of Figure 3, we see that a power law distribution provides a good representation of the data. The second dataset, a corpus of news articles from Reuters, seems to follow a power law distribution. However, once we fit the perfect power law distribution and rebin the original data, we see that the dataset does not follow a power law distribution evidenced by the large bulge in Figure 4.

5. CONCLUSIONS AND FUTURE WORK

In this article, we presented a technique to uncover the underlying distribution of a big dataset. One of the most common statistical distributions attributed to a variety of human generated big data sources, such as social media, is the power law distribution. Often, however, data that seems to adhere to a power law distribution may not be well described by such a distribution. In such situations, it is important to be aware of
the underlying background model of the dataset before further processing. Our future work includes investigating the big data equivalents of sampling and big data filtering.
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