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Abstract
Recent studies showed that the sequence-to-sequence (seq2seq) model is a promising approach for morphological reinflection. At the CoNLL-SIGMORPHON 2017 Shared Task for universal morphological reinflection, we basically followed the approach with some minor variations. The results were remarkable in a certain sense. In high-resource scenarios our system achieved 91.46% accuracy (only modestly behind the best system by 3.85%), and in medium-resource scenarios the performance was 65.06% (almost the same as baseline). In low-resource settings, however, the performance was only 1.58%, ranking the worst among submitted systems. In this paper, we present system description and error analysis for the results.

1 Introduction
Processing morphological inflection is a fundamental task for the analysis and generation of natural languages and serves as a building block for many tasks such as machine translation, text analytics, and question answering. Whereas English is morphologically simple and abundant for resources, other languages are often morphologically rich and resource-poor, resulting in severe performance degradation (Tsarfaty et al., 2010). To tackle the issue, the CoNLL-SIGMORPHON 2017 Shared Task hosted a shared task on universal morphological reinflection (Cotterell et al., 2017), in which participants must solve the task for 52 languages and for high-, medium-, and low-resource settings.

Although the shared task comprised two subtasks, we participated only in Task 1. Each data set in Task 1 consists of three columns. The first and second column provides a lemma and a target form, respectively. The third column lists morphosyntactic descriptions (MSDs), or the features for a target form, where each feature is taken from a universal set of morphological features called UniMorph (Sylak-Glassman et al., 2015). The purpose of the task is to construct a system which can estimate a target form from a lemma and its MSDs. For each of 52 languages, participants cope with the problem under varying sizes of training data (10,000 for high, 1,000 for medium, and 100 for low). The use of external resources are not permitted in the main track, but allowed as a separate track.

To solve the problem, we basically followed Kann and Schütze (2016a), the winner of the Shared Task in the previous year (Cotterell et al., 2016). Unfortunately, our approach experienced severe difficulties in low-resource settings. In high-resource settings, our system achieved 91.46% accuracy, the 12th among the 20 systems. In medium-resource setting, the performance was 65.06%, almost the same as that of the baseline (64.7%). And in low-resource setting, the system achieved only 1.58%. The cause of the problem is that if we decrease the number of examples, at some point, the accuracy of deep learning-based approach drastically drops. For our system, the point is somewhere between 110 and 150; at 150, we still retain the accuracy around 36% but at 110, the result becomes nonsensical (see Section 5).

This paper is organized as follows. In Section 2, we briefly summarize related researches in this field. In Section 3, we describe the system description of our approach. In Section 4, we present environmental settings used in our experiments and the main results of our work. In Section 5, we discuss the error analysis of our results.
2 Related Work

Morphological inflection has a long-tradition in natural language processing (NLP). The earliest studies used finite-state transducers (Karttunen, 1983; Koskenniemi, 1984; Kaplan and Kay, 1994). The advantages of the approach are that rules are often hand-crafted and thus suitable in low-resource settings and that it is relatively easy and direct to incorporate the linguistic knowledge of specialists. On the other hand, manual crafting of such rules is often expensive and usually language specialists are not easily available. General purpose open-source libraries for this approach include OpenFST (Allauzen et al., 2007) and Foma (Hulden, 2009). In addition, there are several language-specific systems such as TRMorph for Turkish (Çöltekin, 2010) and HornMorpho for the languages of the Horn of Africa (Gasser, 2011).

In this decade, machine learning for morphological inflection became a hot topic. One direction is to exploit the paradigmatic nature of inflection (Durrett and DeNero, 2013; Ahlberg et al., 2015). For example, Durrett and DeNero (2013) proposed a multi-step supervised learning approach. The first phase tries to extract transformational rules from data sets and consists of three sub-steps: the alignment of words in training data, merging spans across the resulting alignments, and rule extraction from these intermediary information. And then the second phase tries to learn the position and the type of transformation application. The advantage of this approach is that we can obtain concrete paradigms of inflection.

Another recent innovation in this field (Faruqui et al., 2016; Kann and Schütze, 2016b) is the use of the sequence-to-sequence (seq2seq) model (Sutskever et al., 2014) (also known as the encoder-decoder model (Cho et al., 2014)). Notably, Kann and Schütze (2016a) applied the attention-based version of seq2seq models (Bahdanau et al., 2015) to the SIGMORPHON 2016 Shared Task ( Cotterell et al., 2016) and showed that their system can learn morphological reinflection even for extremely morphologically rich languages such as Maltese and became the winner of the year.

3 System Description

Our implementation is based on the system of Kann and Schütze (2016a). We will release the implementation under a BSD lincense on the GitHub account of the first author ¹.

3.1 Basic architecture

3.1.1 Seq2seq model

Fig. 1 shows the basic architecture of our system. The figure depicts how an input tuple (dun, V; PST) is converted to an output string dunned.

In its basic form, the seq2seq model consists of two recurrent neural networks (RNNs), the encoder and the decoder. After the encoder is feded with a sequence of input symbols, the hidden layer of the encoder is used as an input to the decoder, and finally the decoder emits a sequence of output symbols. In reality, RNNs are substituted by gated recurrent units (GRUs), inputs are encoded as bidirectional sequences, and the decoder also gets an attentional information from a context vector (Bahdanau et al., 2015).

Given an input example which consists of a lemma and a set of features, a sequence of symbols for the system is represented as \( S_{\text{Start}} f^+ x^+ S_{\text{End}} \mid f \in \Sigma_\phi, x \in \Sigma_L \), where \( S_{\text{Start}} \) and \( S_{\text{End}} \) represents a start symbol and an ending symbol respectively, \( \Sigma_\phi \) a set of features, \( \Sigma_L \) a set of symbols in a language, and + the repetition of one or more symbols. To improve the predictive efficiency, \( f^+ \) should be sorted by some criteria (Kann and Schütze, 2016a), such as lexicographic order (in Fig. 1, \( V_f; PST \) is sorted as \( S_{PST}; S_V \)). Likewise, an output string is encoded as \( S_{\text{Start}} x^+ S_{\text{End}} \mid f \in x \in \Sigma_L \).

For more details, see Bahdanau et al. (2015) and Kann and Schütze (2016a).

3.1.2 Loss function

Following Faruqui et al. (2016), we used the negative log-likelihood of the output character sequence for our loss function.

3.2 Differences from previous studies

In this section, we describe the differences between our work and previous researches.

3.2.1 Dimension

We used 300 for symbol embeddings, 200 for hidden layers, and 200 for context (attention) vectors, while Kann and Schütze (2016a) used 300 for symbol embeddings and 100 for hidden layers (the dimension of context vectors was not described). We increased the size of hidden layers because at

¹https://github.com/hajimes/conll2017-system
least in this task we found that 100 for hidden layers was harmful to predictive performance.

3.2.2 Implementation
We implemented the attention-based version of an encoder-decoder model from scratch with Theano (The Theano Development Team, 2016), while Kann and Schütze (2016a) reused Bahdanau et al. (2015)’s original implementation.

3.2.3 Initialization
We used the Glorot uniform (Glorot and Bengio, 2010) for matrix initialization, while Kann and Schütze (2016a) used the identity matrix.

3.2.4 Optimization / regularization
Faruqui et al. (2016) used AdaDelta (Zeiler, 2012) with $L_2$ regularization. Kann and Schütze (2016a) also used the same optimizer.

We used the AdaMax optimization algorithm (Kingma and Ba, 2015) with recommended hyperparameters in the paper. The method is a combination of Adam optimization and $L_\infty$ regularization; that is, the bigger the maximum of parameters is, the bigger the penalty for the model is. The reason we used AdaMax is that the method is known for fast convergence. Furthermore, the authors provided recommended hyperparameters, resulting in less hyperparameter calibration.

3.2.5 Iteration number
While Kann and Schütze (2016a) simply used 20 training iterations for any language, we continued training until they are converged: four consecutive no gains in accuracy for development data where the maximum is 40 iterations (for some languages, we hand-tuned the number of training iterations so this number may vary).

4 Experimental Results

4.1 Environmental settings
We used Amazon Web Services (AWS) and ran our system on an Amazon EC2 p2.16xlarge instance, Ubuntu with CUDA 8.0 and cuDNN 6.0. The instance was equipped with the eight cards of NVIDIA Tesla K80 (16 GPUs in total).

We trained our model with purely online learning manner (no mini-batch). Although clock-time for training depends on language, under high-resource setting, usually it took about 7 minutes to train a model by using 10,000 examples (that is, one iteration for high-resource training dataset) with one GPU. Hence Time=30 in Table 1 implies training for the language under high-resource setting took about 210 minutes (using one GPU). We only participated in the main track, so we did not use any external resources.

4.2 Results
Table 1 shows the results of our system, descending order of the results for test data set in high-resource setting.

Morphologically simple languages such as English and Persian seem to give high accuracy. Agglutinative languages such as Turkish also tend to contribute to good results. On the other hand, highly-inflectional languages such as Latin give bad performance.
| Language            | High   | Medium | Low    |
|---------------------|--------|--------|--------|
| norwegian-bokmal    | 0.750  | 0.901  | 0.896  |
| georgian            | 0.933  | 0.982  | 0.974  |
| lower-sorbian       | 0.866  | 0.960  | 0.953  |
| norwegian-nynorsk   | 0.610  | 0.866  | 0.817  |
| ukrainian           | 0.808  | 0.900  | 0.908  |
| icelandic           | 0.617  | 0.850  | 0.813  |
| irish               | 0.474  | 0.834  | 0.831  |
| macedonian          | 0.942  | 0.936  | 0.934  |
| slovak              | 0.777  | 0.942  | 0.917  |
| kurmanji            | 0.875  | 0.917  | 0.920  |
| navajo              | 0.408  | 0.853  | 0.851  |
| russian             | 0.900  | 0.872  | 0.861  |
| serbo-croatian      | 0.863  | 0.870  | 0.888  |
| lithuanian          | 0.662  | 0.863  | 0.860  |
| slovene             | 0.798  | 0.957  | 0.952  |
| faroese             | 0.651  | 0.831  | 0.814  |
| northern-sami       | 0.562  | 0.928  | 0.926  |
| danish              | 0.827  | 0.924  | 0.884  |
| italian             | 0.901  | 0.969  | 0.960  |
| bulgarian           | 0.819  | 0.951  | 0.964  |
| estonian            | 0.581  | 0.965  | 0.963  |
| latvian             | 0.493  | 0.740  | 0.709  |
| armenian            | 0.886  | 0.952  | 0.941  |
| czech               | 0.841  | 0.903  | 0.906  |
| polish              | 0.794  | 0.885  | 0.881  |
| portuguese          | 0.975  | 0.985  | 0.979  |
| sorani              | 0.646  | 0.883  | 0.873  |
| english             | 0.900  | 0.954  | 0.942  |
| romanian            | 0.773  | 0.835  | 0.828  |
| swedish             | 0.723  | 0.868  | 0.875  |
| arabic              | 0.566  | 0.918  | 0.902  |
| dutch               | 0.845  | 0.954  | 0.943  |
| hebrew              | 0.547  | 0.984  | 0.990  |
| albanian            | 0.942  | 0.985  | 0.983  |
| catalan             | 0.965  | 0.967  | 0.964  |
| turkish             | 0.825  | 0.940  | 0.935  |
| finnish             | 0.709  | 0.845  | 0.841  |
| khaling             | 0.840  | 0.996  | 0.989  |
| german              | 0.705  | 0.854  | 0.857  |
| quechua             | 0.972  | 0.999  | 0.996  |
| hindi               | 0.961  | 1.000  | 1.000  |
| persian             | 0.889  | 0.994  | 0.996  |
| french              | 0.982  | 0.853  | 0.811  |
| spanish             | 0.954  | 0.951  | 0.950  |
| urdu                | 0.991  | 0.993  | 0.996  |
| welsh               | 0.752  | 1.000  | 0.980  |
| hungarian           | 0.585  | 0.815  | 0.791  |
| basque              | 0.060  | 0.990  | 1.000  |
| haida               | 0.690  | 0.990  | 0.990  |
| bengali             | 0.847  | 0.990  | 0.990  |
| scottish-gaelic     | -      | -      | -      |

Table 1: Results of our system. Base represents the baseline system provided the organizers. Dev represents the best result for development data. Test represents the final result of our system. Time represents the number of examples for training convergence (unit: 10k). Note that Scottish Gaelic for the high-resource setting is omitted because the data was not provided.
In high-resource setting, our system achieved 91.46% accuracy, the 12th among the 20 systems. In medium-resource setting, the performance was almost the same as baseline 65.06%. And in low-resource setting, the system achieved only 1.58%.

4.3 Comparison with other systems

A heat map in Fig. 2 shows the accuracy of participants under high-resource settings, with the descending order of the average accuracy. Green color (light color in black-and-white) denotes high accuracy whereas red (purple at the extreme) color (dark color in black-and-white) denotes low accuracy. Note that the ranking is slightly different from the official one, because in this figure, if a system did not participate in some languages, we treated them as zero accuracy.

As we see, it is hard to tell the difference, because top systems achieved nearly 100% accuracy for almost all languages. However, if we carefully examined, almost all systems (which have higher performance than the baseline) have similar color spotting patterns, possibly because these participants used similar systems, that is, the seq2seq model (Faruqui et al., 2016; Kann and Schütze, 2016a; Kann et al., 2016). We also see that the color of the Latin language tends to be yellowish or reddish, which indicates that this language is very hard to process by using the seq2seq model.

Heat maps in Fig. 3 and Fig. 4, which depict the case of medium- and low-resource settings, are also interesting to see.

Let us see the case of low-resource settings. It is easy to recognize the systems of UA took unique approaches. Other systems have similar color patterns—it may indicate they used the seq2seq model—but the intensity of colors gradually degrades according to the ranking of these systems. Then, after crossing a certain point, the color suddenly becomes purple (nearly 0%) for almost all languages (EHU-01-0 and our system UTNII-01-0).

We will release these figures on the GitHub account of the first author.

2https://github.com/hajimes/conll2017-stats

5 Discussion

5.1 Convergence speed under high-resource settings

As we see in Table 1, the number of training time for morphological reinflection significantly differs from each language. In the case of Bengali, only 40k (4 iteration for the data set) was sufficient to achieve the best result, whereas Norwegian Bokmål requires 400k (40 iteration). This contrasts with Kann and Schütze (2016a)’s approach where they simply used 20 iterations for any language.

The following table is a list of the top five languages for fast convergence.

| Language        | Base | Dev  | Test | Time |
|-----------------|------|------|------|------|
| bengali         | 0.847| 0.990| 0.990| 4    |
| haida           | 0.690| 0.990| 0.990| 9    |
| basque          | 0.060| 0.990| 1.000| 11   |
| hungarian       | 0.585| 0.815| 0.791| 16   |
| welsh           | 0.752| 1.000| 0.980| 18   |

On the other hand, training for the following five languages was slow to converge.

| Language          | Dev  | Test | Time |
|-------------------|------|------|------|
| norwegian-bokmal  | 0.901| 0.896| 40   |
| georgian          | 0.982| 0.974| 38   |
| lower-sorbian     | 0.960| 0.953| 37   |
| norwegian-nynorsk | 0.866| 0.817| 37   |
| ukrainian         | 0.900| 0.908| 37   |

5.2 Accuracy under low-resource settings

To test why our system gave catastrophic results under the low-resource setting, we tested more fine-grained analysis as to the size of resources.

We made several new datasets from English-train-medium with the size 100, 110, 130, 150, and 500. After we trained our model on these datasets, model-100 gave the best result 0.022 on development data, model-110 0.029, model-130 0.149, model-150 0.356, model-500 0.843, (and model-1000 0.904 as seen in Table 1). It seems that a big trench for our system happens to lie somewhere between 110 and 150 (or 130 and 150)—except Scottish-Gaelic (see Table 1 and Fig. 4). This may explain the reason for big gaps in accuracy with other participants; crossing the trench or not, that is the question. The abrupt decline of predictive performance was also observed by Kann and Schütze (2016b).
Figure 2: Comparison with other systems under high-resource settings. The signature of our system is UTNII-01-0. The ranking is slightly different from the official one, because in this figure, if a system did not participate in some languages, we treated them as zero accuracy. The last number of a system name denotes the usage of external resources (0 = no, 1 = yes).
Figure 3: Comparison with other systems under medium-resource settings. The signature of our system is UTNII–01–0. The ranking is slightly different from the official one, because in this figure, if a system did not participate in some languages, we treated them as zero accuracy. The last number of a system name denotes the usage of external resources (0 = no, 1 = yes).
Figure 4: Comparison with other systems under low-resource settings. The signature of our system is UTNII-01-0. The ranking is slightly different from the official one, because in this figure, if a system did not participate in some languages, we treated them as zero accuracy. The last number of a system name denotes the usage of external resources (0 = no, 1 = yes).
One possible solution to mitigate this situation is to use other regularization approaches such as dropout (Srivastava et al., 2014), where different configurations are trained simultaneously and probabilistically, although such techniques alone may not change the inherent nature of our system. We will try to find how we can lower the trench in the future.

It is interesting that our system achieved meaningful accuracy for Scottish-Gaelic even under low-resource settings. Although this tendency is not global, the system of IIT(BHU)-01-0 also shows relatively good performance on the language, so the robustness for processing Scottish-Gaelic may not be by pure chance. We plan to analyze the language in detail, because it will reveal what kind of linguistic natures determine the “trench” of the required number of training examples for seq2seq systems.

6 Conclusion

In this paper, we presented system description and error analysis for our system submitted to the CoNLL-SIGMORPHON 2017 Shared Task. As the reader sees in our results, pure deep learning approaches have a major disadvantage, that is, their predictive performance drops steeply after crossing a certain point of the number of training examples. We also showed that the convergence speed for training the models of morphological reinflection highly depends on the type of languages, which can be useful information to tackle the task again in the future.
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