The use of generalized LASSO is a common technique for recovery of structured high-dimensional signals. Each generalized LASSO program has a governing parameter whose optimal value depends on properties of the data. At this optimal value, compressed sensing theory explains why LASSO programs recover structured high-dimensional signals with minimax order-optimal error. Unfortunately in practice, the optimal choice is generally unknown and must be estimated. Thus, we investigate stability of each LASSO program with respect to its governing parameter. Our goal is to aid the practitioner in answering the following question: given real data, which LASSO program should be used? We take a step towards answering this by analyzing the case where the measurement matrix is identity (the so-called proximal denoising setup) and we use $\ell_1$ regularization. For each LASSO program, we specify settings in which that program is provably unstable with respect to its governing parameter. We support our analysis with detailed numerical simulations. For example, there are settings where a 0.1% underestimate of a LASSO parameter can increase the error significantly; and a 50% underestimate can cause the error to increase by a factor of $10^9$.
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1. Introduction

A fundamental problem of signal processing centers the development and analysis of efficacious methods for structured signal recovery that are widely applicable in practice. Frequently in applications, the signal is assumed to be structured according to some data model and measured by a particular acquisition method. For example, in image deblurring one might assume the objects of interest lie in the dual of a Besov space [28, 24], while in MRI applications, one might assume the images are sparse in a wavelet domain, and measured by subsampling their Fourier coefficients [27]. There is extensive literature concerned with those applications in which the goal is to recover the ground-truth signal from acquired measurements by a prescribed convex program that exploits the signal structure. For example, compressed sensing (CS) has demonstrated that a scale-invariant structure such as sparsity can be captured by convex optimization.
The above paradigm can be put in the following mathematical language. Assume that $K \subseteq \mathbb{R}^N$ is a nonempty closed and convex set. Denote the gauge of $K$ by $\|x\|_K := \inf\{\lambda > 0 : x \in \lambda K\}$ and observe that $\| \cdot \|_K$ may be a norm for certain choices of $K$. Assume that a signal $x_0 \in \mathbb{R}^N$ is “structured” in the sense that $\|x_0\|_K$ is relatively small. Suppose $A \in \mathbb{R}^{m \times N}$ defines the linear measurement process and define the measurements $y = Ax_0 + \eta z$ where $z \in \mathbb{R}^m$ is a possibly stochastic noise vector with noise level $\eta > 0$. Here, $1 \leq m, N \ll \infty$ are integers and we do not yet make an assumption on the relative size of $m$ and $N$. For $\tau, \sigma, \lambda > 0$, we define the following three generalized LASSO programs, which are convex, where the goal is to best approximate the original signal $x_0$.

$$\hat{x}(\tau; y, A, K) := \arg\min_{x \in \tau K} \left\{ \|y - Ax\|_2 : x \in \tau K \right\}$$  \hspace{1cm} (LS_{\tau,K})

$$x^\sharp(\lambda; y, A, K) := \arg\min_{x \in \mathbb{R}^N} \left\{ \frac{1}{2} \|y - Ax\|_2^2 + \lambda \|x\|_K : x \in \mathbb{R}^N \right\}$$  \hspace{1cm} (QP_{\lambda,K})

$$\hat{x}(\sigma; y, A, K) := \arg\min_{x \in K} \left\{ \|x\|_K : \|y - Ax\|_2 \leq \sigma \right\}$$  \hspace{1cm} (BP_{\sigma,K})

For brevity of notation, when it is clear from context, we omit explicit dependence of $\hat{x}, \hat{x}, x^\sharp$ on $y, A$ and $K$. We include below several examples of this general set-up:

1. To obtain total variation (TV) denoising for [continuous-valued discrete] images, define for $x \in \mathbb{R}^{N \times N}$,

$$\|x\|_{BV} := \|x\|_1 + \sum_{\alpha \in [N]^2} \sum_{\beta \in \mathcal{V}(\alpha)} |x_{\alpha} - x_{\beta}|,$$

where $[N] = \{1, 2, \ldots, N\}$ and $\mathcal{V}([N]^2)$ is the neighbour map that determines which “pixels” $x_{\beta}$ of the image are the neighbours of the pixel $x_{\alpha}$. If $\alpha = (i, j)$ and $2 \leq i, j \leq N - 1$ then one typically has $\mathcal{V}(i, j) = \{(i - 1, j), (i, j - 1), (i + 1, j), (i, j + 1)\}$ with a variety of choices for the remaining indices. So defined, $x^\sharp(\lambda; y, I, K)$ is a well-known denoising model for two-dimensional images when $A = I$ is the identity matrix and $K := \{\|x\|_{BV} \leq 1\}$ [38]. Instead defining $\|x\|_{BV} := \|x\|_1 + \sum_{i=1}^{N-1} |x_{i+1} - x_i|$ for $x \in \mathbb{R}^N$, one obtains an equivalent denoising method for one-dimensional signals. With minor modification of $x^\sharp(\lambda)$ to allow for $A$ to act as a bounded linear operator on $x \in \mathbb{R}^{N \times N}$ (e.g., convolution with a Gaussian kernel), one may extend the model for image deblurring [15].

2. Say that $x \in \mathbb{R}^N$ is s-sparse if $x \in \Sigma^N := \{x \in \mathbb{R}^N : \|x\|_0 \leq s\}$ where $\|x\|_0 = \# \{ j : x_j \neq 0 \}$. Define $K := B_1^N$, suppose $x_0 \in \mathbb{R}^N$ is s-sparse for some $s \geq 1$ and suppose that $A \in \mathbb{R}^{m \times N}$ is a Gaussian random matrix with $A_{ij} \sim \mathcal{N}(0, m^{-1/2})$. Then we obtain three common variants of the LASSO that solve the “vanilla” CS problem: the constrained LASSO yielding $\hat{x}(\tau; y, A, K)$, basis pursuit denoise yielding $\hat{x}(\sigma; y, A, K)$, and the unconstrained LASSO yielding $x^\sharp(\lambda; y, A, K)$. For example, suppose $y = \Phi x_0 + \eta z$ where $x_0$ is s-sparse, $\Phi \in \mathbb{R}^{m \times N}$ is a Gaussian random matrix with $m \ll N$ and $\eta z$ is scaled normal random noise. A well-known way of solving for
\( \hat{x}(\tau; y, \Phi, B_N^1) \) where \( B_N^1 \) is the unit \( \ell_1 \) ball, is to compute the following projected gradient descent scheme:

\[
x^{t+1} := P_{\tau B_1}(x - \mu \nabla \| \Phi x - y \|^2_2).
\]

5. Assume that \( x' \in \mathbb{R}^N \) is \( s \)-sparse and let \( x_0 = \Psi^{-1} x' \) where \( \Psi \) is the orthonormal DFT matrix. Given \( y = x_0 + \eta z \), the \( \hat{x}(\tau; y, \Psi^{-1}, B_N^1) \) gives an analogue of running so-called constrained proximal denoising in Fourier space.

6. Consider a matrix \( x \in \mathbb{R}^{N \times N} \), let \( \|x\|_* \) denote its nuclear norm and define \( K := \{ x \in \mathbb{R}^{N \times N} : \|x\|_* \leq 1 \} \). Then \( \hat{x}(\sigma) \) gives the standard optimization program for recovering a low-rank matrix \( x_0 \in \mathbb{R}^{N \times N} \) from measurements \( Ax := (A_i, x) = \sum_{\alpha \in [N]} A_i \alpha x_\alpha \).
These are clear simplifications of \((\text{LS}_{\tau,K}), (\text{QP}_{\lambda,K})\) and \((\text{BP}_{\sigma,K})\) introduced above, in which \(K = B_1^N\) is the \(\ell_1\) ball and where we use \(\ast\) to denote that the measurement matrix \(A \in \mathbb{R}^{N \times N}\) is identity.

Following the discussion above, minimax order-optimal recovery results for CS and PD programs rely on the ability to make a specific choice of the program’s governing parameter (i.e., “using an oracle”) \cite{21}. However, the optimal choice of the governing parameter for these programs is generally unknown in practice. Consequently, it is desirable that the error of the solution exhibit stability with respect to variation of the parameter about its optimal setting. If the optimal choice of parameter yields order-optimal recovery error, then one may hope that a “nearly” optimal choice of parameter admits “nearly” order-optimal recovery error, too, in the sense that the discrepancy in error is no greater than order-optimal recovery error, then one may hope for smooth dependence on \(\alpha\), such as

\[
R(\alpha) \lesssim A(\alpha)R(\alpha^\ast),
\]

where \(A : \mathbb{R} \to \mathbb{R}^+\) is a nonnegative smooth function with \(A(\alpha^\ast) = 1\). For example, the risk for \((\text{QP}_{\lambda}^\ast)\) satisfies this expression with \(A(\lambda) = (\lambda / \lambda^\ast)^2\) when \(\lambda \geq \lambda^\ast\).

Unfortunately, such a hope cannot be guaranteed in general. We prove the existence of regimes in which PD programs exhibit parameter instability — small changes in parameter values can lead to blow-up in risk. Moreover, since the three versions of PD are equivalent in a sense (cf. Proposition 2.4), one might think it does not matter which to choose in practice. However, in this paper we demonstrate regimes in which one program exhibits parameter instability, while the other two do not. For example, in the very sparse regime, our theory and simulations suggest not to use \((\text{BP}_{\sigma}^\ast)\), while in the low-noise regime, they suggest not to use \((\text{LS}_{\tau}^\ast)\). At the same time, we identify situations where PD programs perform well in theory and simulations alike.

We explore the connection between PD and CS numerically, observing that our theoretical results for PD are mirrored in the CS setup. This holds in both completely synthetic experiments, and for a more realistic example using the Shepp-Logan phantom. Thus, the theoretical results in this paper can help practitioners decide which program to use in CS problems with real data.

2. Summary of results to follow

This section contains three sibling results that simplify the main results in the next sections by considering asymptotic versions of them. By “risk”, we mean the noise-normalized expected squared error (nnse) of an estimator. The risks for the estimators \(\hat{x}(\tau), x^\circ(\lambda)\) and \(\hat{x}(\sigma)\) are, respectively:

\[
\hat{R}(\tau; x_0, N, \eta) := \eta^{-2}E\|\hat{x}(\tau) - x_0\|_2^2,
\]

\[
\hat{R}^\circ(\lambda; x_0, N, \eta) := \eta^{-2}E\|x^\circ(\eta \lambda) - x_0\|_2^2,
\]

\[
\hat{R}(\sigma; x_0, N, \eta) := \eta^{-2}E\|\hat{x}(\sigma) - x_0\|_2^2.
\]

Denote \(\Sigma^N_s := \{x \in \mathbb{R}^N : \|x\|_0 \leq s\}\) where \(\|x\|_0\) gives the number of non-zero entries of \(x\); it is not a norm. Denote by \(R^\circ(s,N)\) the following optimally tuned worst-case risk for \((\text{LS}_{\tau}^\ast)\):

\[
R^\circ(s,N) := \sup_{x_0 \in \Sigma^N_s} \hat{R}(\|x_0\|_1; x_0, N, \eta) = \max_{x_0 \in \Sigma^N_s} \lim_{\eta \to 0} \hat{R}(1; x_0, N, \eta).
\]
A proof of the second equality appears in Proposition 8.1. We use $R^*(s,N)$ as a benchmark, noting it is order-optimal in Proposition 2.5.

In section 4, we show that $(LS^*_x)$ exhibits an asymptotic phase transition in the low-noise regime. There is exactly one value $\tau^*$ of the governing parameter yielding minimax order-optimal error, with any choice $\tau \neq \tau^*$ yielding markedly worse behaviour. The intuition for this result is that $(LS^*_x)$ is extremely sensitive to the value of $\tau$ in the low-noise regime, making empirical use of $(LS^*_x)$ woefully unstable in this regime.

**Theorem 2.1**

$$
\lim_{N \to \infty} \max_{x_0 \in \Sigma^N} \sup_{\|x_0\| = 1} \frac{\hat{R}(\tau, x_0, N, \eta)}{R^*(s, N)} = \begin{cases}
\infty & \tau < \tau^* \\
1 & \tau = \tau^* \\
\infty & \tau > \tau^*
\end{cases}
$$

Next, in section 5, we show that $(QP^*_x)$ exhibits an asymptotic phase transition. The worst-case risk over $x_0 \in \Sigma^N$ is minimized for parameter choice $\lambda^* = O(\sqrt{\log(N/s)})$ [30]. While $\lambda^*$ has no closed form expression, it satisfies $\lambda^*/\sqrt{2 \log(N)} \xrightarrow{N \to \infty} 1$ for $s$ fixed (Proposition 5.3). Thus, we consider the normalized parameter $\mu = \lambda/\sqrt{2 \log(N)}$. The risk $R^*(\lambda; x_0, N, \eta)$ is minimax order-optimal when $\mu > 1$ and suboptimal for $\mu < 1$.

**Theorem 2.2** Let $\lambda(\mu, N) := \mu \sqrt{2 \log N}$ for $\mu > 0$. Then,

$$
\lim_{N \to \infty} \sup_{x_0 \in \Sigma^N} \frac{R^*(\mu(\lambda, N); x_0, N, \eta)}{R^*(s, N)} = \begin{cases}
O(\mu^2) & \mu \geq 1 \\
\infty & \mu < 1
\end{cases}
$$

Lastly, we show in section 6 that $(BP^*_x)$ is poorly behaved for all $\sigma > 0$ when $x_0$ is very sparse. Namely, $\hat{R}(\sigma; x_0, N, \eta)$ is asymptotically suboptimal for any $\sigma > 0$ when $s/N$ is sufficiently small.

**Theorem 2.3**

$$
\lim_{N \to \infty} \sup_{x_0 \in \Sigma^N} \frac{\hat{R}(\sigma; x_0, N, \eta)}{R^*(s, N)} = \infty
$$

All numerical results are discussed in section 7, and proofs of most theoretical results are deferred to section 8. Next, we add two clarifications. First, the three PD programs are equivalent in a sense.

**Proposition 2.4** Let $0 \neq x_0 \in \mathbb{R}^N$ and $\lambda > 0$. Where $x^*(\lambda)$ solves $(QP^*_x)$, define $\tau := \|x^*(\lambda)\|_1$ and $\sigma := \|y - x^*(\lambda)\|_2$. Then $x^*(\lambda)$ solves $(LS^*_x)$ and $(BP^*_x)$.

However, $\tau$ and $\sigma$ have stochastic dependence on $z$, and this mapping may not be smooth. Thus, parameter stability of one program is not implied by that of another. Second, $R^*(s,N)$ has the desirable property that it is computable up to multiplicative constants. The proof follows by [30] and standard bounds in [21]. We don’t claim novelty for this result, and defer its full proof to section 8.2.

**Proposition 2.5** Let $s \geq 1, N \geq 2$ be integers, let $\eta > 0$ and suppose $y = x_0 + \eta z$ for $z \in \mathbb{R}^N$ with $z \xrightarrow{iid} \mathcal{N}(0,1)$. Let $M^*(s,N) := \inf_{x_0} \sup_{\eta \in \Sigma^N} \eta^{-2} \|x_0 - x^*_s\|_2^2$ be the minimax risk over arbitrary estimators $x_0$. There is $c, C_1, C_2 > 0$ such that for $N \geq N_0 = N_0(s)$, with $N_0 \geq 2$ sufficiently large,

$$
cs \log(N/s) \leq M^*(s,N) \leq \inf_{\lambda > 0} \sup_{x_0 \in \Sigma^N} R^*(\lambda; x_0, N, \eta) \leq C_1 R^*(s,N) \leq C_2 s \log(N/s).
$$
Thus, in the simplified theorems above, we could have normalized by any of the above expressions instead of $R'(s,N)$, because all three expressions are asymptotically equivalent up to constants. In contrast, a consequence of Proposition 2.5 using Theorem 2.3 is that

$$\inf_{\sigma > 0} \sup_{x_0 \in \Sigma^N} \mathcal{R}(\sigma; x_0, N, \eta) \geq \sup_{x_0 \in \Sigma^N} \inf_{\sigma > 0} \mathcal{R}(\sigma; x_0, N, \eta) \gg R'(s,N).$$

In particular, removing the parameters’ noise dependence destroys the equivalence attained in Proposition 2.4.

### 2.1 Related work

PD is a simple model that elucidates crucial properties of models in general [19]. As a central model for denoising, it lays the groundwork for CS, deconvolution and inpainting problems [20]. A fundamental signal recovery phase transition in CS is predicted by geometric properties of PD [2], because the minimax risk for PD is equal to the statistical dimension of the signal class [30]. This quantity is a generalized version of $R^*(s,N)$ introduced above.

Robustness of PD to inexact information is discussed briefly in [30], wherein sensitivity to constraint set perturbation is quantified, including an expression for right-sided stability of unconstrained PD. Essentially, PD programs are proximal operators, a powerful tool in convex and non-convex optimization [7, 14]. For a thorough treatment of proximal operators and proximal point algorithms, we refer the reader to [6, 18, 37]. Thus is PD interesting in its own right, as argued in [30].

Equivalence of the above programs is illuminated from several perspectives [6, 40, 30]. PD risk is considered with more general convex constraints [13]. A connection has been made between the risk of Unconstrained LASSO and $R_1(\lambda; x_0, N, \eta)$ [4, 3]. In addition, there are near-optimal error bounds for worst-case noise demonstrating that equality-constrained basis pursuit ($\sigma = 0$) performs well under the noisy CS model ($\eta \neq 0$) [43]. It should be noted that these results do not contradict those of this work, as random noise can be expected to perform better than worst-case noise in general. Recently, a bound on the unconstrained LASSO MSE has been proven, which is uniform in $\lambda$ and uniform in $x_0 \in B_p^N$ [29, Thm 3.2]. Note that this also does not run contrary to the left-sided parameter instability result mentioned above as the uniformity in $\lambda$ is over a pre-specified interval chosen independently of the optimal parameter choice $\lambda^*$, and the assumption on signal structure is different.

### 2.2 Notation

We use the standard notation for the Euclidean $p$ norm, $\| \cdot \|_p$, for values $p \geq 1$, and occasionally make use of the overloaded notation $\|x\|_0 := \#\{i \in [N] : x_i \neq 0\}$ to denote the number of nonzero entries of a vector $x$. Let $N \in \mathbb{N}$ be an integer representing dimension. Let $x_0 \in \Sigma^N \subseteq \mathbb{R}^N$ be an $s$-sparse signal with support set $T \subseteq [N] := \{1, 2, \ldots, N\}$, where $s \ll N$ and $\Sigma_s^N := \{x \in \mathbb{R}^N : 0 \leq \|x\|_0 \leq s\}$ denotes the set of $s$-sparse vectors. We use $x$ or $x'$ to denote an arbitrary $s$-sparse signal, whereas $x_0$ denotes the signal for a given problem. Let $z \in \mathbb{R}^N$ be a normal random vector with covariance matrix equal to the identity, $z \sim \mathcal{N}(0, 1)$. Denote by $\eta \in (0, 1)$ the standard deviation and suppose $y = x_0 + \eta z$. Moreover, let $Z \sim \mathcal{N}(0, 1)$ denote a standard normal random variable. Denote $B_p^N := \{x \in \mathbb{R}^N : \|x\|_p \leq 1\}$ the standard $\ell_p$ ball and for a set $\mathcal{C} \subseteq \mathbb{R}^N$, denote by $\gamma \mathcal{C} := \{\gamma x : x \in \mathcal{C}\}$ the scaling of $\mathcal{C}$ by $\gamma$. All additional notation shall be introduced in context.
3. Main theoretical tools

In this section, we synthesize several known results from convex analysis and probability theory, some with proof sketches to provide intuition. We outline notation to refer to common objects from convex analysis. We introduce two well-known tools for characterizing the effective dimension of a set, and state a result that connects these tools with PD estimators [30]. We state a projection lemma that introduces a notion of ordering for projection operators. To our knowledge, this final result in 3.1.1 novel. In 3.2.1 we state two recent results giving refined bounds on the Gaussian mean width of convex polytopes intersected with Euclidean balls [5].

3.1 Tools from convex analysis

Let \( f : \mathbb{R}^N \to \mathbb{R} \) be a convex function and let \( x \in \mathbb{R}^N \). Denote by \( \partial f(x) \) the subdifferential of \( f \) at the point \( x \),

\[
\partial f(x) := \{ v \in \mathbb{R}^N : \forall y, f(y) \geq f(x) + \langle v, y - x \rangle \}
\]

Note that \( \partial f(x) \) is a nonempty, convex and compact set. Given \( A \subseteq \mathbb{R}^N \) and \( \lambda > 0 \), denote

\[
\lambda A := \{ \lambda a : a \in A \}, \quad \text{cone}(A) := \{ \lambda x : x \in A, \lambda \geq 0 \}.
\]

For a nonempty set \( \mathcal{C} \) and \( x \in \mathbb{R}^N \), denote the distance of \( x \) to \( \mathcal{C} \) by \( \text{dist}(x, \mathcal{C}) := \inf_{w \in \mathcal{C}} \| x - w \|_2 \). If \( \mathcal{C} \) is also closed and convex, then there exists a unique point in \( \mathcal{C} \) attaining the minimum, denoted

\[
P_\mathcal{C}(x) := \arg\min_{w \in \mathcal{C}} \| x - w \|_2.
\]

Denote by \( C^\circ := \{ v : \forall x \in \mathcal{C}, \langle v, x \rangle \leq 0 \} \) the polar cone of \( \mathcal{C} \); and define the statistical dimension [2] of \( \mathcal{C} \) by

\[
D(\mathcal{C}) := \mathbb{E}[\text{dist}(g, \mathcal{C})^2], \quad g \sim \mathcal{N}(0, I_N)
\]

The descent set of a non-empty convex set \( \mathcal{C} \) at a point \( x \in \mathbb{R}^N \) is given by \( F_\mathcal{C}(x) := \{ h : x + h \in \mathcal{C} \} \). The tangent cone is given by \( T_\mathcal{C}(x) := \text{cl}(\text{cone}(F_\mathcal{C}(x))) \) where \( \text{cl} \) denotes the closure operation; it is the smallest closed cone containing the set of feasible directions. With these tools, we recall the result of [30] in the PD context, giving a precise characterization of the risk for \( (\text{LS}_1^*) \).

**Theorem 3.1** ([30, Theorem 2.1]) Let \( \mathcal{C} \) be a non-empty closed and convex set, let \( x \in C \) be an arbitrary vector and assume that \( z \sim \mathcal{N}(0, I_N) \). Then

\[
\sup_{\eta > 0} \frac{1}{\eta^2} \mathbb{E}[\| P_\mathcal{C}(x + \eta z) - x \|_2^2] = D(T_\mathcal{C}(x)^\circ).
\]  

(3.1)

In that work, the authors note \( D(T_\mathcal{C}(x)^\circ) = w^2(T_\mathcal{C}(x) \cap B_N^2) \), where \( w(\cdot) \) denotes the Gaussian mean width. Specifically, Gaussian mean width gives a near-optimal characterization of the risk for \( (\text{LS}_1^*) \). Thus, \( w^2(\cdot) \) represents an effective dimension of a structured convex set [34, 35, 36].

**Definition 3.2** (Gaussian mean width) The Gaussian mean width (GMW) of a set \( K \subseteq \mathbb{R}^N \) is given by

\[
w(K) := \mathbb{E}\sup_{x \in K} \langle x, g \rangle, \quad g \sim \mathcal{N}(0, I_N).
\]
Next, we include one set of conditions under which \( \tilde{x}(\sigma) \) lies in the descent cone of the structure set, yielding a useful norm inequality. This proposition is a simplification of classical results found in [21].

**Proposition 3.3 (Descent cone condition)** For \( s \geq 0 \), let \( x_0 \in \Sigma^N_s \). Suppose \( y = x_0 + \eta z \) where \( \eta > 0 \) and \( z \in \mathbb{R}^N \) with \( z_i \overset{\text{iid}}{\sim} \mathcal{N}(0, 1) \) lies on the event \( \mathcal{E} := \{ \| z \|_2^2 \leq N - 2\sqrt{N} \} \). If \( \tilde{x}(\sigma) \) solves (BP) with \( \sigma \geq \eta \sqrt{N} \), then \( \| \tilde{x} \|_1 \leq \| x_0 \|_1 \) and \( \| \tilde{x} - x_0 \|_2 \leq 2\sqrt{3}\| \tilde{x} - x_0 \|_2 \).

**Proof of Proposition 3.3.** Since \( \sigma^2 \geq N \) and \( \| z \|_2^2 \leq N - 2\sqrt{N} \leq \sqrt{N} \), it follows by \( \tilde{x}(\sigma) \) being the minimizer and \( x_0 \) being in the feasible set that \( \| \tilde{x}(\sigma) \|_1 \leq \| x_0 \|_1 \) on \( \mathcal{E} \). Hence, \( \tilde{x} - x_0 \in T_{\mathcal{E}}(x_0) \), the \( \ell_1 \) tangent cone of \( x_0 \). By Lemma 3.1, one obtains the desired identity,

\[
\| \tilde{x} - x_0 \|_1 = \| h \|_1 = \| h_T \|_1 + \| h_{\mathcal{F}} \|_1 \leq \langle \text{sgn}(\tilde{x}_T - x_0), h_T \rangle - \langle \text{sgn}x_0, h \rangle \\
\leq \| \text{sgn}(\tilde{x}_T - x_0) - \text{sgn}(x_0) \|_2 \| h \|_2 \leq 2\sqrt{3}\| h \|_2.
\]

\( \square \)

**Lemma 3.1 (Equivalent \( \ell_1 \) descent cone characterization)** Let \( x \in \Sigma^N_s \) with non-empty support set \( T \subseteq [N] \) and define \( \mathcal{E} := \{ \| x \|_1 B_1 \} \). Let \( T_E(x) = \text{cone}(F_E(x)) \) be the tangent cone of the scaled \( \ell_1 \) ball about the point \( x \) and define the set \( K(x) := \{ h \in \mathbb{R}^N : \| h_T \|_1 \leq -\langle \text{sgn}(x), h \rangle \} \). Then \( T_E(x) = K(x) \).

### 3.1.1 Projection lemma

We introduce a result that to our knowledge is novel: the projection lemma. Given \( z \in \mathbb{R}^N \), this lemma orders the one-parameter family of projections \( z_t := P_{tK}(z) \) as a function of \( t \geq 0 \) when \( K \) is a closed and convex set with \( 0 \in K \). Namely, as depicted in Figure 1a, \( \| P_{tK}(z) \|_2 \leq \| P_{uk}(z) \|_2 \) for \( 0 < t < u < \infty \).

This lemma has immediate consequences for the ability of proximal algorithms to recover the 0 vector from corrupted measurements. Note that the set \( K \) need be neither symmetric nor origin-centered, but it must be convex, in general; we have included a pictorial counterexample in Figure 1b to depict why.

**Lemma 3.2 (Projection lemma)** Let \( K \subseteq \mathbb{R}^n \) be a non-empty closed and convex set with \( 0 \in K \), and fix \( \lambda \geq 1 \). For \( z \in \mathbb{R}^n \),

\[
\| P_K(z) \|_2 \leq \| P_{\lambda K}(z) \|_2.
\]

The following is an alternative version of Lemma 3.2 which quickly follows.

**Corollary 3.1** Let \( K \subseteq \mathbb{R}^n \) be a non-empty closed and convex set with \( 0 \in K \) and \( \| \cdot \|_K \) be the gauge of \( K \). Given \( y \in \mathbb{R}^n \) define

\[
x_\alpha := \arg\min \{ \| x \|_K : \| x - y \|_2 \leq \alpha \}
\]

Then \( \| x_\alpha \|_2 \) is decreasing in \( \alpha \).

**Remark 3.1** The proof of Lemma 3.2 examines the derivative of the function \( f(t) := \| u_t \|_2^2 \), where \( u_t := tP_{\lambda K}(z) + (1 - t)P_K(z) \), and yields a growth rate of this derivative at \( t = 0 \):

\[
\frac{d}{dt} f(t) \bigg|_{t=0} = \langle z_1, z_{\lambda} - z_1 \rangle \geq \frac{\| z_{\lambda} - z_1 \|_2^2}{\lambda - 1}.
\]
3.2 Tools from probability theory

For a full treatment of the topics herein, we refer the reader to [21, 42, 41, 1]. We start by defining subgaussian random variables and stating Hoeffding’s inequality, which characterizes how they concentrate in high dimensions.

**Definition 3.4** ($\psi_2$-norm) The subgaussian norm of a random variable $X$ is

$$\|X\|_{\psi_2} := \sup_{p \geq 1} p^{-1/2} (\mathbb{E}|X|^p)^{1/p}$$

A random variable $X$ is subgaussian iff $\|X\|_{\psi_2} < \infty$.

**Theorem 3.5** (General Hoeffding’s inequality [42, Theorem 2.6.3]) Let $X_i, i = 1, \ldots, n$, be mean-zero subgaussian random variables and let $a \in \mathbb{R}^n$. For $t > 0$,

$$\mathbb{P}(\left|\sum_{i=1}^n a_i X_i\right| \geq t) \leq e \cdot \exp\left(\frac{-t^2}{C\sum_{i=1}^n a_i^2 \|X_i\|_{\psi_2}^2}\right)$$

One may define subexponential random variables in a way similar to subgaussian random variables. They, too, admit a concentration inequality.

**Definition 3.6** ($\psi_1$ norm) The subexponential norm of a random variable is

$$\|X\|_{\psi_1} := \sup_{p \geq 1} p^{-1} (\mathbb{E}|X|^p)^{1/p}.$$  

A random variable $X$ is subexponential iff $\|X\|_{\psi_1} < \infty$.

---

**Fig. 1:** (a) A visualization of the lemma. Projecting $z$ onto the outer and inner set gives $z_2$ and $z_1$, respectively; evidently, $\|z_1\|_2 \leq \|z_2\|_2$. (b) A counterexample using scaled $\ell_p$ balls for some $0 < p < 1$, suggesting why $K$ must be convex in general. Here, $z$ is projected inwards onto $\lambda K$, but towards a distal vertex when projected onto $K$. 

---
Theorem 3.7 (Bernstein’s inequality [42, Theorem 2.8.1]) Let \( X_1, \ldots, X_n \) be independent mean-zero subexponential random variables. Then for all \( \{a_1, \ldots, a_n\} \in \mathbb{R}^n \),

\[
\mathbb{P}(\sum_{i=1}^{n} a_i X_i \geq t) \leq 2\exp\left(-C\min\left\{ \frac{t^2}{\|a\|_2^2}, \frac{t}{\|a\|_\infty} \right\}\right), \quad t \geq 0, k := \max_i \|X_i\|_{\psi_1}
\]

Finally, we introduce a result of Borell, Tsirelson, Ibragimov, and Sudakov about Gaussian processes, which states that the supremum of a Gaussian process defined over a topological space \( T \) behaves nearly like a normal random variable. For a proof of this result, we refer the reader to [1].

Theorem 3.8 (Borell-TIS inequality [8, 39]) Let \( T \) be a topological space and let \( \{f_t\}_{t \in T} \) be a centred (i.e., mean-zero) Gaussian process on \( T \) with

\[
\|f\|_T := \sup_{t \in T} |f_t|, \quad \sigma_T^2 := \sup_{t \in T} \mathbb{E}[|f_t|^2]
\]

such that \( ||f||_T \) is almost surely finite. Then \( \mathbb{E}||f||_T \) and \( \sigma_T \) are both finite and for each \( u > 0 \),

\[
\mathbb{P}(||f||_T > \mathbb{E}||f||_T + u) \leq \exp\left(-\frac{u^2}{2\sigma_T^2}\right).
\]

3.2.1 Refined bounds on Gaussian mean width. Two recent results yield improved upper- and lower-bounds on the GMW of convex polytopes intersected with Euclidean balls [5]. Each is integral to demonstrating (BP\(_n\)) parameter instability. The first describes how local effective dimension of a convex hull scales with neighbourhood size.

Proposition 3.9 ([5, Prop 1]) Let \( m \geq 1 \) and \( N \geq 2 \). Let \( T \) be the convex hull of \( 2N \) points in \( \mathbb{R}^m \) and assume \( T \subseteq B^m_2 \). Then for \( \gamma \in (0, 1) \),

\[
w(T \cap \gamma B^m_2) \leq \min\{4\sqrt{\max\{1, \log(8eN\gamma^2)\}}, \gamma\sqrt{\min\{m, 2N\}}\}
\]

The second result shows that Proposition 3.9 is tight up to multiplicative constants.

Proposition 3.10 ([5, Prop 2]) Let \( m \geq 1 \) and \( N \geq 2 \). Let \( \gamma \in (0, 1] \) and assume for simplicity that \( s = 1/\gamma^2 \) is a positive integer such that \( s \leq N/5 \). Let \( T \) be the convex hull of the \( 2N \) points \( \{\pm M_1, \ldots, \pm M_N\} \subseteq \mathbb{S}^{m-1} \). Assume that for some real number \( \kappa \in (0, 1) \) we have

\[
\kappa\|\theta\|_2 \leq \|M\theta\|_2 \quad \text{for all } \theta \in \mathbb{R}^N \text{ such that } \|\theta\|_0 \leq 2s,
\]

Then

\[
w(T \cap \gamma B^m_2) \geq (\sqrt{2}/4)\kappa \sqrt{\log(N\gamma^2/5)}.
\]

4. (LS\(^*_\gamma\)) parameter instability

We describe a parameter instability regime for (LS\(^*_\gamma\)), revealing a regime in which there is exactly one choice of parameter \( \tau^* > 0 \) such that \( R(\tau^*; x_0, N, \eta) \) is minimax order-optimal. Specifically, Theorem 4.1 shows that \( R(\tau; x_0, N, \eta) \) exhibits an asymptotic singularity in the limiting low-noise regime (by low-noise regime, we mean hereafter the regime in which \( \eta \to 0 \)).
In 7.1 we complement this asymptotic result with numerical simulations that contrast how the three risks behave in a simplified experimental context. The numerics support that Theorem 4.1 provides accurate intuition to guide how \((\text{LS}_s^*)\) can be expected to perform in practice when the noise level is small relative to the magnitude of the signal’s entries.

The analogue of the classical CS result is included in our result as the special case \(\tau = \tau^* = \|x_0\|_1\) (cf. Proposition 2.5). The cases for \(\tau \neq \tau^*\) may seem surprising initially, but can be understood with the following key intuition: the approximation error is controlled by the effective dimension of the constraint set.

First, one should generally not expect good recovery when the signal lies outside the constraint set. When \(\tau < \tau^*\), \(y\) lies outside of the constraint set with high probability in the limiting low-noise regime. Accordingly, there is a positive distance between the true signal and the recovered signal which may be lower-bounded by a dimension-independent constant. Hence, the risk is determined by the reciprocal of the noise variance, growing unboundedly as \(\eta \to 0\).

On the other hand, when \(\tau > \tau^*\), \(y\) lies within the constraint set with high probability in the limiting low-noise regime. Thus, the problem is essentially unconstrained in this setting, so the effective dimension of the constraint set for the problem should be considered equal to that of the ambient dimension. In particular, one should expect that the error be proportional to \(N\).

**THEOREM 4.1 (\((\text{LS}_s^*)\) parameter instability)** Let \(s \geq 1\), \(\eta > 0\) and let \(x_0 \in \Sigma_y^N \setminus \Sigma_{s-1}^N\). Given \(\tau > 0\),

\[
\lim_{\eta \to 0} \hat{R}(\tau;x_0,N,\eta) = \begin{cases} 
\infty & \tau < \|x_0\|_1 \\
R^*(s,N) & \tau = \|x_0\|_1 \\
N & \tau > \|x_0\|_1 
\end{cases}
\]

In summary, the surprising part of this result is that there is a sharp phase transition between two unstable regimes, with the optimal regime lying on the boundary of the two phases. We argue this suggests that there is only one reasonable choice for \(\tau\) in the low-noise regime. Observe, that Theorem 4.1 connects with Theorem 2.1 by taking the limit of the problem as \(N \to \infty\) after first restricting to signals of a finite norm (arbitrarily, 1) so that the essence of the result is preserved.

5. **(\(\text{QP}_\lambda^s\)) parameter instability**

We show that \(R^\ell(\lambda;x_0,N,\eta)\) is smooth in the low-noise regime. This result becomes evident from the closed-form expression for \(R^\ell(\lambda;s,N)\) that emerges for this special case. At first, this smoothness result seems to stand in contrast to the “cusp-like” behaviour that we observe analytically and numerically for \(R^\ell(\lambda;s,N)\) (cf. Figure 3). However, \(R^\ell(\lambda;s,N)\) possesses unfavourable dependence on \(N\) that is elucidated in Theorem 5.2.

Briefly, if the governing parameter \(\lambda\) is too small, then the risk grows unboundedly as a power law of \(N\) in high dimensions. This rate of growth implies that the risk is minimax suboptimal for such \(\lambda\). To our knowledge, this result is novel. In contrast, for all suitably large \(\lambda\), \(R^\ell(\lambda;s,N)\) admits the desirable property suggested in section 1: \(R^\ell(\lambda;s,N) \lesssim (\lambda / \lambda^*)^2 R^*(s,N)\). The result, stated in Theorem 5.4, essentially follows from known LASSO bounds for RIP matrices: \(R(\lambda^*) \leq \lambda^2 s\). Thus, in the low-noise regime, \(R^\ell(\lambda;x_0,N,\eta)\) exhibits a phase transition between order-optimal and suboptimal regimes.

The numerics of section 7.2 suggest a viable constant for the growth rate of the risk when \(\lambda\) is too small, and support Theorem 5.4 in the case where \(\lambda\) is sufficiently large. These numerics also clarify the role that the dimension-dependent growth rate serves in the stability of \((\text{QP}_\lambda^s)\) about \(\lambda^*\).
5.1 Smoothness of the risk

The (QP\_λ) estimator for a problem with noise level η > 0 and with parameter λ > 0 is given by soft-thresholding by ηλ. In particular, x(ηλ) is a smooth function with respect to the problem parameters, hence so is R^λ(λ;x_0,N,η) (being a composition of smooth functions). However, the closed form expression for R^λ(λ;x_0,N,η) is unavailable, because the expectations involved are untractable in general. When the noise-level vanishes this is no longer true and we may compute an exact expression in terms of λ, s and N for the risk. Specifically, we note that the smoothness result below is not special to the case where η → 0, but is notable because of the closed form expression for the risk that is obtained.

Moreover, the result is notable, because the closed form expression is equivalent (in some precisely definable sense) to R^λ(λ;x_0,N,η) when η > 0 and the magnitudes of the entries of x_0 are all large (i.e., “the signal is well-separated from the noise”). We make this connection after the main results discussed below. In turn, this connects Theorem 5.2 and Theorem 5.4 to Theorem 2.2, where the analytic expression is used to derive the so-called left-sided parameter instability and right-sided parameter stability results.

**Proposition 5.1** (R^λ(λ;x_0,N,η) smoothness) Let s ≥ 0, N ≥ 1, x_0 ∈ Σ^N and η > 0. For λ > 0,

\[
\lim_{\eta \to 0} R^λ(λ;x_0,N,η) = s(1 + \lambda^2) + 2(N - s) [(1 + \lambda^2) \Phi(-\lambda) - \lambda \phi(\lambda)]
\]  

(5.1)

**Remark 5.1** Here and beyond, we denote the limiting low-noise risk by R^λ(λ;s,N) := lim_{\eta \to 0} R^λ(λ;x_0,N,η); and define the function G(λ) := (1 + \lambda^2) \Phi(-\lambda) - \lambda \phi(\lambda) for notational brevity, where \phi and \Phi denote the standard normal pdf and cdf, respectively.

An equivalence in behaviour is seen between the low-noise regime η → 0 and the large-entry regime |x_0,j| → ∞ for j ∈ supp(x_0) with η > 0. For both programs, the noise level is “effectively” zero by comparison to the size of the entries of x_0. This type of scale invariance allows us to re-state the previous result as a max formulation.

**Corollary 5.1** (max-formulation) Let s ≥ 0, N ≥ 1, x_0 ∈ Σ^N and η > 0. For λ > 0,

\[ \sup_{x_0 \in \Sigma^N} R^λ(λ;x_0,N,η) = R^λ(λ;s,N) \]

5.2 Left-sided parameter instability

We reveal an asymptotic regime in which R^λ(λ;s,N) is minimax suboptimal for all λ sufficiently small. The result follows from showing the risk derivative is large for all λ < ˆλ when s is sufficiently small relative to N. Here, ˆλ := \sqrt{2 \log N} is an Ansatz estimate of λ^∗ used to make the proof proceed cleanly. Finally, we show in what sense ˆλ is asymptotically equivalent to λ^∗ in Proposition 5.3.

The proof for the bound on the risk derivative follows by calculus and a standard estimate of \Phi(-\lambda) in terms of \phi(\lambda). Its scaling with respect to the ambient dimension destroys the optimal behaviour of R^λ(λ;x_0,N) for all λ < ˆλ. The proof of this result, stated in Theorem 5.2, follows immediately from Lemma 5.1 by the fundamental theorem of calculus.

**Lemma 5.1** (risk derivative instability) Fix s ≥ 1. For any ε ∈ (0,1), there exists C > 0 and an integer N_0 = N_0(s) ≥ s so that for all N ≥ N_0,

\[ \left. \frac{d}{du} \right|_{u=1-\varepsilon} R^λ(u\hat{\lambda};s,N) \geq CN^ε \]
where \( \bar{\lambda} = \sqrt{2\log(N)} \) is an estimate of the optimal parameter choice for \((\text{QP}_\lambda^*)\).

**Theorem 5.2 ((\text{QP}_\lambda^*) parameter instability)** Under the conditions of the previous lemma, for \( \varepsilon \in (0, 1) \) there exists a constant \( C > 0 \) and integer \( N_0 \geq 1 \) such that for all \( N \geq N_0 \),
\[
R^\varepsilon(1 - \varepsilon) \bar{\lambda}; s, N \geq C \frac{N^\varepsilon}{\log N}.
\]

Though these results may initially seem surprising, we claim they are sensible when viewed in comparison to unregularized proximal denoising (i.e., \( \lambda = 0 \)). In this case, sparsity of the signal \( x_0 \) is unused and so one expects error be proportional to the ambient dimension, as in section 4. In the low-noise regime, the sensitivity of the program to \( \lambda \) is apparently amplified, and for \( \lambda > 0 \) one may still expect \((\text{QP}_\lambda^*)\) to behave similarly to unregularized proximal denoising, begetting risk that behaves like a power law of \( N \).

**Proposition 5.3 (Asymptotic equivalence)** Let \( N \in \mathbb{N} \) with \( N \geq 2 \), \( s \in [N] \) and \( \bar{\lambda} = \sqrt{2\log N} \). For given problem data, suppose \( x^*(\lambda) \) solves \((\text{QP}_\lambda^*)\), and let \( \lambda^* \) be the optimal parameter choice for \( R^\varepsilon(\lambda; s, N) \).

Then
\[
\lim_{N \to \infty} \frac{\bar{\lambda}}{\lambda^*} = 1
\]

**Remark 5.2** The value \( \bar{\lambda} \) estimates the optimal parameter choice for \((\text{QP}_\lambda^*)\) in the following sense [30].
\[
\lambda^* = O(\sqrt{\log(N/s)}) \approx \sqrt{2\log N} =: \lambda
\]

### 5.3 Right-sided parameter stability

In the low-noise regime, \( R^\varepsilon \) may still be order-optimal if \( \lambda \) is chosen large enough. Specifically, if \( \lambda = L\lambda^* \) for some \( L > 1 \), then \( R^\varepsilon(\lambda; x_0, N) \) is still minimax order-optimal. We claim no novelty for the result of this section, but use it as a contrast to elucidate the previous theorem. Whereas for \( \lambda < \bar{\lambda} \) we are penalized for under-regularizing in the low-noise regime in high dimensions, the theorem below implies that we are not penalized for over-regularizing.

**Theorem 5.4 ((\text{QP}_\lambda^*) ) parameter stable in the sense that for any \( \lambda > 0 \) satisfying \( L = \lambda / \lambda^* > 1 \), there is \( N_0 = N_0(s, \lambda) \geq 2 \) so that for all \( N \geq N_0 \),
\[
\frac{R^\varepsilon(\lambda; s, N)}{R^\varepsilon(s, N)} \leq C L^2.
\]

Observe that the theorem still holds in the event that \( \lambda^* \) is replaced by \( \bar{\lambda} \). Thus, one may obtain the exact point of the phase transition, \( \lambda^* \), observed in Theorem 2.2. In fact, with this note, Theorem 2.2 follows as a direct consequence of the results of this section by letting \( N \to \infty \).

### 6. (\text{BP}_\sigma^*) parameter instability

The program \((\text{BP}_\sigma^*)\) is maximin suboptimal for very sparse vectors \( x_0 \). We show that \( \bar{R}(\sigma; x_0, N, \eta) \) scales as a power law of \( N \) for all \( \sigma > 0 \). This rate is significantly worse than \( R^\varepsilon(s, N) \). When \( x_0 \) is very sparse and \((\text{BP}_\sigma^*)\) is underconstrained, then \( \sigma \geq \eta N \) and 6.1 proves that \( \bar{R}(\sigma; x_0, N, \eta) = \Omega(\sqrt{N}) \).
When \((\text{BP}_\sigma)\) is overconstrained, then \(\sigma \leq \eta \sqrt{N}\) and 6.2, proves that \(\tilde{R}(\sigma; x_0, N, \eta) = \Omega(N^q)\) for some \(q > 0\) when \(x_0\) is very sparse.

Intuitively, \((\text{BP}_\sigma)\) kills not only the noise, but also eliminates too much of the signal content when underconstrained and \(s\) is small compared to \(N\). Because the signal is very sparse, destroying the signal content is disastrous to the risk. When overconstrained, the remaining noise overwhelms the risk, because the off-support has size approximately equal to the ambient dimension.

The above two steps are combined in Theorem 6.2 as a minimax formulation over all \(\sigma > 0\) and \(x_0 \in \Sigma^N\). In Theorem 6.3, this result is strengthened to a maximin statement over \(x_0 \in \Sigma^N\) and all \(\sigma > 0\).

Although these results may seem to run contrary to the apparent efficacy of the CS analogue of \((\text{BP}_\sigma)\) in empirical settings, we assure the reader that they are consistent. The type of parameter instability described in this section occurs at very large dimensions, in the setting where \(s \geq 1\) is fixed. Thus, although these results bode poorly for the ability of \((\text{BP}_\sigma)\) to recover even the 0 vector (arguably a desirable property of a denoising program), many structured high-dimensional signals observed in practice are not so sparse [in a basis] as to belong to the present regime. Nevertheless, this result serves as a caveat for the limits of a popular \(\ell_1\) convex program.

6.1 Underconstrained (\(\text{BP}_\sigma\))

The proof of this result uses standard methods from CS and may be found in 8.8.

**Lemma 6.1** Let \(s \geq 1\) and let \(x_0 \in \Sigma^N \setminus \Sigma^{N-1}\) be an exactly \(s\)-sparse signal with \(|x_j| \gtrsim N\) for all \(j \in \text{supp}(x_0)\). If \(\sigma > \eta \sqrt{N}\), then there exists a constant \(C > 0\) and integer \(N_0 = N_0(s) \geq 2\) such that if \(N \geq N_0\) then

\[ \tilde{R}(\sigma; x_0, N, \eta) \geq C\sqrt{N}. \]

6.2 Overconstrained (\(\text{BP}_\sigma\))

The proof that \(\tilde{R}(\sigma; x_0, N, \lambda)\) scales as a power law of \(N\) when \(\sigma \leq \eta \sqrt{N}\) proceeds by an involved argument, hinging on two major steps. The first step is to find an event whose probability is lower-bounded by a universal constant, on which \((\text{BP}_\sigma)\) fails to recover the 0 vector when \(\sigma = \eta \sqrt{N}\). Then, Lemma 3.2 extends this result to all \(\sigma \leq \eta \sqrt{N}\). At this point, one may obtain the minimax result of Theorem 6.2, as well as a partial maximin result for all \(x_0 \in \Sigma^N\) on the restriction to \(\sigma \leq \eta \sqrt{N}\). Then, to strengthen these claims to a maximin result over all \(\sigma > 0\), we prove a lemma that leverages elementary properties from convex analysis to show how the error of an estimator may be controlled by that of a lower dimensional estimator from the same class.

In this section, we state key results for building intuition and defer technical results and proofs to 8.8.

**Theorem 6.1 (Overconstrained Maximin)** There exist universal constants \(C > 0, q \in (0, \frac{1}{2})\) and \(N_0 \geq 2\) an integer such that for all \(N \geq N_0, s \geq 0\) and \(\eta > 0\),

\[ \sup_{x_0 \in \Sigma^N} \inf_{\sigma \leq \eta \sqrt{N}} \tilde{R}(\sigma; x_0, N, \eta) \geq CN^q. \]

By scaling, it is sufficient to prove this result in the case where \(\eta = 1\). The discussion below thus assumes \(y = x_0 + z\), while results are stated in full generality. The main result relies on proving

\[ \inf_{\sigma \leq \sqrt{N}} \tilde{R}(\sigma; x_0, N, 1) \geq CN^q \]
when $x_0 \equiv 0$, trivially implying the equation before it. Thus, the problem now becomes that of recovering the 0 vector from standard normally distributed noise:

$$\tilde{x}(\sigma) = \arg\min\{\|x\|_1 : \|x - z\|_2^2 \leq \sigma^2\}.$$ 

Here and below, we denote the feasible set in $\{B_{\theta_0}^\lambda\}$ by $F(z; \sigma) = B_{\theta_0}^\lambda(z; \sigma)$ and use the notation $F := F(z; \sqrt{N})$. For $\lambda > 0$ and $0 < \alpha_2 \leq \alpha_1 < \infty$, define $K_i = \lambda B_1^N \cap \alpha_i B_2^N$ to be the intersection of the $\ell_1$-ball scaled by $\lambda$ with the $\ell_2$-ball scaled by $\alpha_i$ for $i = 1, 2$.

With $\sigma = \sqrt{N}$, we prove a geometric lemma. A pictorial representation of this lemma appears in Figure 2, in which we have represented $\lambda B_1^N$ using Milman’s 2D representation of high-dimensional $\ell_1$ balls to facilitate the intuition for how they behave in the present context. The key to the proof of Theorem 6.1 is the geometric lemma below, Lemma 6.2. It proves there exists an $\ell_1$ ball of radius $\lambda$ that intersects the feasible set, hence a solution $\tilde{x}(\sigma)$ must satisfy $\|\tilde{x}(\sigma)\|_1 \leq \lambda$. Further, it shows that any vector in the ball $\lambda B_1^N$ which has small Euclidean norm does not intersect the feasible set. Thus, the solution must have large Euclidean norm.

Finally, this geometric lemma verifies that the previous three conditions occur on an event occurring with at least probability $k_3 > 0$. As an immediate consequence, this lemma yields a lower risk bound, Corollary 6.1. The integers $N_0(6.2), N_0(8.9)$ are defined in the technical results of 8.8.2.

**Lemma 6.2 (Geometric lemma)** Let $K_1, K_2, F$ be defined as above. Let $N_0(6.2) := \max\{N_0(6.6), N_0(8.9)\}$ be a universal constant and suppose $N > N_0(6.2)$. There are universal constants $k_3 = k_3(N_0(6.2)) > 0, C_3, q > 0$, and an event $\mathcal{E}$ such that

1. $K_1 \cap F \neq \emptyset$
2. $K_2 \cap F \neq \emptyset$
3. $\alpha_2 > C_3 N^q$
4. $\mathbb{P}(\mathcal{E}) > k_3$.

**Corollary 6.1** Fix $\eta > 0$. There are universal constants $C, q > 0$ such that for all $N \geq N_0(6.2)$,

$$\tilde{R}(\eta \sqrt{N}; 0, N, \eta) \geq CN^q.$$ 

Next we extend Corollary 6.1 from the case where $\sigma = \sqrt{N}$ to any positive $\sigma \leq \sqrt{N}$. The proof of this result follows near immediately from the projection lemma in Lemma 3.2. Thus, one finds $\tilde{x}(\sigma)$ has Euclidean norm at least as large as $\tilde{x}(\sqrt{N})$ when $\tilde{x}(\sigma)$ is an estimator of the 0 vector.

**Fig. 2:** A visualization of the lemma. We use Milman’s 2D representation of high-dimensional $\ell_1$ balls to facilitate the intuition. In this setting, $\tilde{x}(\sigma)$ must lie inside $\lambda B_1^N$. On the event $\mathcal{E}$ described by the lemma, one simultaneously finds $K_1 \cap F \neq \emptyset$ and $K_2 \cap F = \emptyset$. 

- $\lambda B_1^N$
- $\alpha_2 B_2^N$
- $\alpha_1 B_2^N$
- $\mathbb{F}$
- $\tilde{x}(\sigma)$
- $0$
- $z$
Lemma 6.3 Let $0 < \sigma_1 < \sigma_0 = \sqrt{N}$ and $x_0 \equiv 0$. Define $\tilde{x}(\sigma_0), \tilde{x}(\sigma_1)$ as in $(BP_{\sigma})$ for $\sigma = \sigma_0, \sigma_1$, respectively. Then $\|\tilde{x}(\sigma_1)\|_2^2 \geq \|\tilde{x}(\sigma_0)\|_2^2$. Moreover, for $N \geq 2$,

$$E\|\tilde{x}(\sigma_1)\|_2^2 \geq E\|\tilde{x}(\sigma_0)\|_2^2.$$ 

6.3 Minimax results

We now have the tools to state a minimax instability result for $(BP_{\sigma})$. Informally, the best worst-case risk scales as a power law of $N$ in the very sparse regime. In particular, for $s$ fixed and $N$ sufficiently large, there is no choice of $\sigma > 0$ yielding order-optimal risk for its corresponding worst-case signal.

Theorem 6.2 (Minimax Suboptimality) There are universal constants $C > 0, q \in (0, \frac{1}{2}), N_0 \geq 2$ such that for all $N \geq N_0, \eta \geq 0$ and $s \geq 1$,

$$\inf_{\sigma > 0} \sup_{x \in \Sigma^N_s} R(\sigma; x, N, \eta) \geq CN^q$$

6.4 Maximin results

The final result of this section establishes maximin parameter instability for all $x_0 \in \Sigma^N_s$ and $\sigma > 0$. To do this, we must show there exists a choice of signal $x_0 \in \mathbb{R}^N$ admitting no choice of $\sigma > 0$ bestowing order optimal recovery error. To this end, we will demonstrate that the previous overconstrained instability results extend to $s$-sparse signals with $s \geq 1$. This will be enough to yield a choice of $x_0$ whose recovery is suboptimal over the whole parameter range.

Lemma 6.4 (Overconstrained $(BP_{\sigma})$, $s \geq 1$) Let $x_0 \in \Sigma^N_s$ with $\text{supp}(x_0) \subseteq T \subseteq [N]$, let $y = x_0 + \xi$ for some $\xi \in \mathbb{R}^N$, let $x_1 := (x_0)_T \in \Sigma^N_{s-T}$ and fix $\sigma > 0$. Let $\tilde{x} = \tilde{x}(\sigma) \in \mathbb{R}^N$ be the solution of $(BP_{\sigma})$ where $x_0$ is the ground truth, and let $\tilde{x}' = \tilde{x}'(\sigma) \in \mathbb{R}^{N-T}$ be the solution of $(BP_{\sigma})$ where $x_1$ is the ground truth. Then

$$\|\tilde{x}_{Tc}\|_2^2 \geq \|\tilde{x}'\|_2^2.$$ 

An immediate consequence of this result is the following inequality between the Euclidean norms of the error vectors.

Corollary 6.2 Let $h := \tilde{x} - x_0$ and $h' := \tilde{x}' - x_1$, where $x_0, x_1, \tilde{x}, \tilde{x}'$ are defined as above. Then,

$$\|h\|_2 \geq \|h'\|_2.$$ 

Remark 6.1 The above corollary is not yet sufficient to imply the desired maximin result below. As per the lemma, if $N - s \geq N_0^{(s)}$ then $\tilde{x}'$ is parameter unstable for $\sigma \leq \sqrt{N-s}$ and so $\tilde{x}$ is, too. The fix for this slight mismatch is trivial, but technical. The result can be extended to the range $\sigma \leq \sqrt{N}$ by adjusting the constants in the proof of Lemma 6.2 and its constituents, leveraging the fact that $(N - s)/N \to 1$ as $N \to \infty$ and re-selecting $N_0^{(s)}$ if necessary. We omit the details of this technical exercise.

We proceed under the assumption that the constants have been tuned to allow for $\tilde{x}$ parameter instability to imply $\tilde{x}$ parameter instability for all $\sigma \leq \sqrt{N}$. Thus equipped, we state the following maximin parameter instability result for $(BP_{\sigma})$. The proof of this result proceeds by finding a signal $x_0 \in \Sigma^N_s$ such that $R(\sigma; x_0, N, \eta)$ is suboptimal for all $\sigma > 0$. Since Lemma 6.1 applies only to signals $x_0$ with at least one non-zero entry, one shows there exists such a signal which simultaneously admits
poor risk for $\sigma \leq \eta \sqrt{N}$ and $\sigma \geq \eta \sqrt{N}$. For example, it is enough to take $x_0 := Ne_1$ where $e_1 \in \mathbb{R}^N$ is the first standard basis vector.

**Theorem 6.3** ((BP$^*$) maximin suboptimality) There are universal constants $C > 0, q \in (0, \frac{1}{2}]$ and $N_0 \geq 1$ such that for all $N \geq N_0$

$$\sup_{x_0 \in \Sigma_N} \inf_{\sigma > 0} \tilde{R}(\sigma; x_0, N, \eta) \geq CN^q.$$  

**Remark 6.2** The current result is given in a maximin framework. This framework is stronger than the minimax one in which these types of results are typically framed. In essence, the maximin framework assumes that the minimizer has knowledge about the ground truth signal $x_0$; even still it is not possible to choose $\sigma$ to achieve order-optimal risk.

7. Numerical Results

Let $\mathcal{Q} \in \{\text{LS}_0^*, \text{(QP)}_0^*, \text{(BP)}_\tau^*\}$ be a PD program with solution $x^*(\rho)$ where $\rho \in \{\tau, \lambda, \sigma\}$ is the associated parameter. Given a signal $x_0$ and noise $\eta z$, denote by $\mathcal{L}(\rho; x_0, N, \eta z)$ the loss associated to $\mathcal{Q}$ and define $\rho^* = \rho(x_0, \eta) > 0$ to be the value of $\rho$ yielding best risk (i.e., where $\mathbb{E}_z \mathcal{L}(\rho; x_0, N, \eta z)$ is minimal). We say the normalized parameter $\rho$ for the problem $\mathcal{Q}$ is given by $\rho := \rho/\rho^*$ and note that $\rho = 1$ is a population estimate of the argmin of $\mathcal{L}(\rho; x_0, N, \eta z)$: by the law of large numbers, this risk estimates well an average of such losses over many realizations $z$. Finally, define the auxiliary function $L(\rho; x_0, N, \eta z) := \mathcal{L}(\rho \rho^*; x_0, N, \eta z)$.

The plots in Figures 3a, Figure 3b, Figure 4b, Figure 5a and Figure 6 visualize the average loss,

$$\bar{L}(\rho; x_0, N, \eta, k) := \frac{1}{k} \sum_{j=1}^{k} L(\rho; x_0, N, \eta z_{ij})$$  \hspace{1cm} (7.1)

for each program, evaluated on a grid $\{\rho_i\}_{i=1}^n$ of size $n$ and plotted on a log-log scale, where $L(\rho; x_0, N, \eta z) = \eta^{-2} \| x^*(\rho) - x_0 \|^2_2$. Here, each of the $nk$ realizations of the noise is distributed according to $z_{ij} \sim \mathcal{N}(0, 1)$, the noise level given by $\eta$ and the signal by $x_0$ where $x_0 = N \sum_{i=1}^n e_i$ with $e_i$ being the $i$th standard basis vector. The grid $\{\rho_i\}_{i=1}^n$ was logarithmically spaced and centered about $\rho_{(n+1)/2} = 1$ with $n$ always odd. The solutions to each PD problem were obtained using standard available methods in Python: sklearn's minimize_scalar function from the optimize module was used for solving $\text{(LS)}_0^*$ and $\text{(BP)}_*^*$ [33], while the solution to $\text{(QP)}_\tau^*$ was obtained via soft-thresholding. Finally, the optimal values $\tau^*, \lambda^*$ and $\sigma^*$ were either determined analytically (e.g., $\tau^* = \| x_0 \|_1$), or estimated on a dense grid about an approximately optimal value for that parameter. Initial guesses for $\sigma^*$ and $\lambda^*$ were $\eta \sqrt{N}$ and $\sqrt{2\log(N/s)}$ respectively.

7.1 $\text{(LS)}_0^*$ numerical simulations

This section presents numerical simulations demonstrating parameter instability of $\text{(LS)}_0^*$ in the low-noise regime for two different ambient dimensions $N = 10^3, 10^6$. This repetition has the benefit of showcasing the behaviour of $\text{(LS)}_0^*$ at two different sparsity levels, as well as contrasting the behaviour of $\text{(LS)}_0^*$ with $\text{(QP)}_\lambda^*$ and $\text{(BP)}_*^*$ at relatively low and high dimensions. Using the notation above, $n = 301$ points and $s = 20$: $(k, N) = (150, 10^3)$ for Figure 3a, while $(k, N) = (50, 10^6)$ for Figure 3b. In
both regimes, $x_0$ is quite sparse $s/N \sim 10^{-2}, 10^{-5}$ with entries that are well separated from the noise $N/\eta \sim 10^6, 10^9$.

We may glean several pieces of information from these two plots. Most notably, the $(LS^*_\tau)$ parameter instability manifests in very low dimensions, relative to practical problem sizes. Moreover, the curve for $(LS^*_\tau)$ average loss seems to approach something resembling the sharp asymptotic phase transition described by Theorem 4.1. One may also notice the behaviour of the other two programs in the low-noise regime. It is apparent that the magnitude of the derivative for the $(QP^*_\lambda)$ risk increases markedly on the left-hand side of the optimal normalized parameter value (i.e., below 1) between the $N=10^3$ and $N=10^6$ plots. This behaviour is consistent with the result in Theorem 5.2 that the left-sided risk scales as a power law of $N$.

Finally, we observe that $(BP^*_\sigma)$ develops a shape resembling the instability of $(LS^*_\tau)$ when $N=10^6$. We offer the plausible explanation that the relative sparsity of the signal is small ($s/N = 2/10^5$) and thus this regime coincides with the regime in which $(BP^*_\sigma)$ develops parameter instability. Figure 5 demonstrates that such an instability seems to occur in very large dimensions, a suspicion corroborated by the remark at the end of 7.3.

We observe that the parameter instability developed by $(BP^*_\sigma)$ seems to manifest in a way similar to that of $(LS^*_\tau)$. This is interesting, because Theorem 6.3 shows that there is no good choice of parameter $\sigma$, though Figure 5 supports that there is a single best choice, albeit minimax suboptimal, when $N$ is moderately large.

### 7.2 $(QP^*_\lambda)$ analytic plots

We plot $R^\ell(\lambda; s, N)$ using the expressions derived in (5.1). Observe that the plot of the analytic expression for $R^\ell(\lambda; s, N)$ agrees well with the simulations of $R^\ell(\lambda; x_0, N, \eta)$ in Figure 3 and Figure 5.

In Figure 4a we plot $R^\ell(\lambda; s, N)$ for $\lambda \in \{1 - 10^{-2}, 1 - 10^{-3}, 2\}$. It is evident from the reference lines $y \sim N^{2/5}$ and $y \sim \sqrt{N}$ that $R^\ell(u\hat{\lambda}; s, N)$ scales like a power law of $N$ for $u < 1$, while $R^\ell(2\hat{\lambda}; s, N)$ appears to have approximately order-optimal growth. The derivatives of these three functions are visualized in Figure 4c, with plotted reference lines $y = N^{2/5}, \sqrt{N}$. Again, it is evident that the derivative scales as a power law of $N$ for those risks with $\lambda < \hat{\lambda}$. In Figure 4b we plot $R^\ell(\lambda; s, N)$ as a function of $\lambda$ for $N = 10^{15}$. One may observe parameter instability for $\lambda < \lambda^*$, for example by comparison to the plotted
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Fig. 4: $(QP^*_\ell)$ parameter instability in the low-noise regime. All curves are generated analytically using the expressions obtained in section 5 and plotted on a log-log scale. (a) A plot of $R^*(u\lambda^*;s,10^{15})$ as a function of $N$ for $u \in \{1 - 10^{-2}, 1 - 10^{-3}, 2\}$. The lines $y = N^{2/5}$, $y = \sqrt{N}/20$ are plotted for reference. (b) A plot of $R^*(\lambda; s, 10^{15})$ as a function of $\lambda$. Two lines are plotted as reference for risk growth rate with respect to $\lambda$. (c) A plot of the magnitude of $\frac{d}{du}R^*(u\lambda^*; s, 10^{15})$ as a function of $N$ for $u \in \{1 - 10^{-2}, 1 - 10^{-3}, 2\}$. The lines $y = N^{2/5}$, $y = \sqrt{N}/20$ are plotted as reference.

reference line $y \sim \lambda^{-32}$. Similarly, one may observe right-sided parameter stability of $R^*(\lambda; s,N)$ by comparing with the second plotted reference line, $y \sim \lambda^2$. From these simulations one may observe that choosing $\lambda = .5\lambda^*$ accrues at least a $10^9$ fold magnification of the error.

Finally, we would like to clarify a potentially confusing issue. Though our theory for $(QP^*_\ell)$ refers to $\lambda^*$ only through its connection with $\bar{\lambda}$, we were able to approximate $\lambda^*$ empirically in our numerical simulations. Accordingly, we have made reference to it when discussing parameter stability regimes.

7.3 $(BP^*_\sigma)$ numerical simulations

This section presents numerical simulations demonstrating parameter instability of $(BP^*_\sigma)$ in the regime where $x_0$ is very sparse. Figure 5a is generated as described by the above procedure in section 7, with parameters $(N,s,\eta,k,n) = (10^7,1,1,10,237)$, while Figure 5b was generated in a way that mirrors the proof of Theorem 6.3, with parameters $(s,\eta,k,n) = (1,1,25,31)$.

The thrust of Figure 5a is to resolve parameter instability of $(BP^*_\sigma)$ about the optimal parameter choice. Because the theory suggests that $\tilde{R}(\sigma;x_0,N,\eta)$ is surely resolved when the ambient dimension is sufficiently large, we set $N = 10^7$; this value was expected to resolve the instability, as per the discussion in 7.3.1 below. We limited the number of realizations and grid points because the problem size was computationally prohibitive. The minimal average loss observed on the plot was significantly larger
than the respective minimal average losses of \((LS^*_s)\) and \((QP^*_\lambda)\) by a factor of 82.2, supporting the theory. We also noticed a cusp-like behaviour, which would be an interesting object of further study.

Figure 5b was generated so as to mirror the theory backing Theorem 6.3. Specifically, noise realizations were constrained to the constant probability event \(\{\|z\|_2^2 - N \in (0.5\sqrt{N}, 5\sqrt{N})\}\). Plotted in the figure is the average best loss as a function \(N\), \(\bar{L}_{\text{best}}(N; x_0, \eta, k, n) := \frac{1}{k} \sum_{j=1}^{k} \min_{i \in [n]} L(\sigma_i(N); x_0, N, \hat{z}_{ij})\).

The domain for \(N\) ranges from \(10^2\) to \(10^7\), computed on a logarithmically spaced grid composed of 51 points. For each value \(N\) in the grid, the average loss was computed for \(n = 31\) values of \(\sigma\), each using \(k = 25\) realizations \(\hat{z}\) of the noise. The standard deviations of the best loss realizations were computed, and plotted as a grey ribbon about the average best loss. Included for reference is a smoothed version of the average best loss, computed as a rolling window average. In addition, we have plotted two power laws of \(N\) that lower- and upper-bound the averaged best loss, and nearly bound that quantity up to a full standard deviation.

### 7.3.1 Simulating theorem parameters

Here we clarify the relationship between some of the constants appearing in the proofs of Theorem 6.2 and Theorem 6.3. We provide two examples of minimal \(N_0\) values guaranteeing parameter instability behaviour of \((BP^*_\sigma)\) for given parameter choices. The theory does not claim these values to be optimal, nor do we claim that the constants are tuned. In particular, these demonstrations seem rather pessimistic, especially by comparison with the numerical simulations in Figure 5.

The following values were determined by computing \(N_0 := \max\{N_{0,8.4}(a_1, C_1, L), N_{0,8.7}(C_2, L)\}\) for particular choices of \(a_1, C_1, C_2\) and \(L\), using their definitions in the technical results of 8.8.2. Thus, the
theory of section 6 guarantees parameter instability for all $N \geq N_0$ when

$$N_0 \approx 1.5\times 10^6 \quad \text{and} \quad (a_1, C_1, C_2, L) \approx (1.45, 5, 4, 3.78) \quad \text{or} \quad N_0 \approx 4.9\times 10^5 \quad \text{and} \quad (a_1, C_1, C_2, L) \approx (1.58, 4.04, 4, 3.62).$$

These numbers appear pessimistic, given that $N_0$ is large, while $(C_2, C_1) \approx (4, 5)$ implies the instability arises on the event $\{\|z\|_2^2 - N \in (4\sqrt{N}, 5\sqrt{N})\}$, which occurs with relatively minute (but constant) probability. Thus, it may not be all that surprising that $(\text{BP}_*^\sigma)$ suboptimality is difficult to ascertain empirically from a small number of realizations in only moderately large dimension when $\sigma \approx \sigma^*$.  

7.4 Parameter stability in sparse proximal denoising

In this section we show numerical simulations in which the three programs appear to exhibit better parameter stability. For these simulations, $\eta \approx 233.0$, $s = 2500$ and $N = 10^4$. Average loss was computed from $k = 25$ realizations of noise $z$, with a logarithmically spaced grid of $n = 501$ points centered about the optimal parameter value for each of the three proximal denoising programs. The optimal parameter value for each program was determined analytically where possible, or numerically using standard solvers [25]. A smooth approximating curve of the non-uniformly spaced point cloud of loss realizations was computed using radial basis function approximation.

7.5 Realistic denoising examples

7.5.1 Image-space denoising. We visualize how proximal denoising behaves for a realistic denoising problem. The ground truth signal is the standard 512 $\times$ 512 $\times$ 3 colour image of a mandrill face, ravelled to a vector $x_0 \in [0, 1]^N \subseteq \mathbb{R}^N$, $N = 786432$. The denoising is performed in image space. Specifically, the signal $x_0$ is not sparse: 99.98% of its coefficients are nonzero. We set $y_j = x_{0,j} + \eta z_j \in \mathbb{R}^N$ where $\eta = 10^{-5}$, 1 and $z_j \sim \mathcal{N}(0, 1)$. The results of this example are displayed in Figure 7: the ground truth and noisy images in the top row, and quantitative results captured by plots of the average loss (7.1) in the bottom row.

The plots of average loss were generated from $k = 25$ realizations of noise $z$, with a logarithmically spaced grid of $n = 501$ points centered about the optimal parameter value for each of the three proximal denoising programs. The optimal parameter value for each program was determined analytically where possible, or numerically using standard solvers [25]. A smooth approximating curve of the non-uniformly spaced point cloud of loss realizations was computed using radial basis function approximation.
approximation. The RBF approximation used multiquadric kernels with parameters $(\varepsilon_{rbf}, \mu_{rbf}, n_{rbf}) = (10^{-3}, 10^{-2}, 301)$. Here, $\varepsilon_{rbf}$ is the associated RBF scale parameter, $\mu_{rbf}$ is a smoothing parameter and $n_{rbf}$ is the number of grid points at which to approximate [25]. The RBF parameters for the approximation were selected so as to generate a smooth line that best represents the path about which the individual (noisy) data points concentrate.

About the optimal average loss (where the normalized parameter is 1), an average difference of $1.382\%$ in the value of $\tau$ results in a $4.694 \times 10^{5}$ fold difference in nmse on average when $\eta = 10^{-5}$. In contrast, that error varies by no more than a factor of three in the large noise regime ($\eta = 1$). Moreover, we observe that the average losses computed for $\eta = 10^{-5}$ upper bound those computed for $\eta = 1$. These results suggest not to use $(LS_{\tau}^{*})$ for proximal denoising when $\eta$ is small, even when the underlying data are not sparse.

7.5.2 1D denoising example. In this section, we demonstrate parameter instability regimes for a realistic example of a 1D signal using wavelet domain denoising. Specifically, an $s$-sparse 1D signal $x_0 \in \mathbb{R}^N$ was generated in the Haar wavelet domain, where $(s, N) = (10, 4096)$. In the signal domain, iid normal random noise was added to the signal to generate $w^{-1} y := w^{1} x_0 + \eta z$ where $\eta = \frac{N}{\sqrt{N}} \cdot 10^{-5}$. The denoising problem was solved in the wavelet domain on a grid of size 501 centered about the optimal normalized parameter and logarithmically spaced. Namely, the input to each program was $y$. The loss
was computed in the signal domain after applying the inverse transform to the estimated solution:

\[
L(\rho; x_0, N, \eta^2) := \eta^{-2} ||W^{-1}(x^*(\rho) - x_0)||^2_2
\]

A smooth approximation to the average loss \( L(\rho; x_0, N, \eta, k) \) was computed from \( k = 25 \) realizations of the noise using linear radial basis function approximation with parameters \((\mu_{\text{rbf}}, n_{\text{rbf}}) = (0.01, 501)\).

In Figure 8, we visualize how the three programs behave for denoising a 1D signal, sparse in the Haar wavelet domain, which has been corrupted by one of two different noise levels in the signal domain. The top row visualizes the ground truth signal with a realization of the corrupted signal for \( \eta = N/100 \) (top-left) and \( \eta = N/10 \) (top-right). The bottom row visualizes the average loss with respect to the normalized parameter of each program. In the high-noise regime (bottom-right), it is clearly seen that \( \text{BP}^*_\sigma \) is the most parameter unstable about the optimal parameter choice. Moreover, the best average loss for \( \text{BP}^*_\sigma \) is greater than that for \( \text{QP}^*_\lambda \) or \( \text{LS}^*_\tau \), as suggested by the supporting theory. We note that \( \text{QP}^*_\lambda \) also has an average loss greater than the minimal one, and suggest — noting the local variability in the curve — that this is an artifact of the RBF approximation through the optimality region. In the moderate-noise regime, we see a situation in which \( \text{QP}^*_\lambda \) appears to be the most parameter stable — again consistent with our reasoning that unconstrained programs should exhibit better stability. In contrast, \( \text{LS}^*_\tau \) is most parameter unstable below the optimal parameter, while it is \( \text{BP}^*_\sigma \) that is most parameter unstable above the optimal parameter. This behaviour may be indicative of a regime intermediate to those we have previously discussed (i.e., lying between strictly low-noise and strictly very sparse).

With the grid in Figure 9, we intend to elucidate how parameter instability manifests for each program as a function of the normalized parameter, by visualizing the recovered signal for different values of the normalized parameter. The top plot shows the same average losses that are plotted in the bottom-left of Figure 8. The dotted lines at \( \rho = .5, .75, 1, 4/3, 2 \) and the markers located approximately at the intersection of these lines with the loss curves visualize sections of the loss for which the solution to the program will be visualized. Indeed, for each value of \( \rho \) and each program, there is a corresponding plot in the grid that depicts the solution to the program for that normalized parameter value \( \rho \), along with the original signal \( x_0 \), which is depicted as a black dotted line in each of the 15 plots. When \( \rho \) is too small for \( \text{BP}^*_\sigma \) and \( \text{QP}^*_\lambda \), it is clear that the noise fails to be thresholded away. In contrast, this occurs for \( \text{LS}^*_\tau \) when \( \rho \) is too large. On the other hand, the signal content is thresholded away by \( \text{BP}^*_\sigma \) when \( \rho \) too large, and by \( \text{LS}^*_\tau \) when \( \rho \) is too small. Notice that this behaviour does not seem to occur with \( \text{QP}^*_\lambda \), further supporting that \( \text{QP}^*_\lambda \) admits right-sided parameter stability.

7.5.3 Wavelet-space denoising. In this section, we demonstrate parameter instability regimes for a realistic example using proximal denoising of an image signal in a wavelet domain. Namely, noise is added in the image domain, the data denoised in Haar wavelet space, and performance of the back-transformed estimator is evaluated in the image domain. The image was designed to resemble a Shepp-Logan phantom, but to admit a very sparse expansion in Haar wavelets. This modified phantom, which we coin the “Square Shepp-Logan phantom”, was created so as to be sparse enough to allow for better visualization of \( \text{BP}^*_\sigma \) parameter instability. Specifically, if one were to generate the same figures for the Shepp-Logan phantom, one would see that \( \text{BP}^*_\sigma \) is less parameter stable than \( \text{QP}^*_\lambda \), but that the behaviour is markedly less pronounced than the behaviour we visualize in Figure 10 or Figure 12. Indeed this discrepancy results from the standard Shepp-Logan phantom being less sparse (having more
Fig. 8: Haar wavelet space denoising of a 1D signal that is sparse in the Haar wavelet domain for two different noise levels, \( \eta = N/100 \) (left column) and \( \eta = N/10 \) (right column). Top: each plot contains a realization of the noisy 1D signal plotted in orange with the ground truth signal in blue. Bottom: visualizations of the average loss curve, computed using RBF approximation. The parameters for this example are: \((s, N, k, n) = (10, 4096, 25, 501)\).

A corrupted Square Shepp-Logan phantom was obtained by adding iid noise \( z_{i,j} \sim \mathcal{N}(0, 1) \) to the image pixels \( I = (I_{i,j})_{i,j} \), yielding \( y \) where \( y_{i,j} = I_{i,j} + \eta z_{i,j} \) with \( \eta = 10^{-5} \), 0.5 and where \( I_{i,j} \in [0, 1] \) is the \((i, j)\)th pixel of the uncorrupted Square Shepp-Logan phantom. The input signal to each recovery program was the vectorized 2D Haar wavelet transform of \( y_{i,j} \): \( w = \mathcal{W}(y_{i,j})_{i,j} \) where \( \mathcal{W} \) is the operator connoting a Haar wavelet transform to (vectorized) Haar wavelet coefficients. Loss was computed in the image domain, using the nnse of the inverse-transformed proximal denoising estimator. For example, the loss for \((BP_\sigma)\) is given by \( \eta^{-2} \| \mathcal{W}^{-1}(\hat{x}(\sigma)) - I \|_2^2 \). Average loss (7.1) was thus computed by averaging the loss over \( k = 25 \) realizations of the noise \( z \).

The associated parameters of the problem are \((s, N, k, n) = (5188, 409618, 25, 501)\), implying a relative sparsity of 1.27%. To create effective visualizations of the parameter instability behaviour, the noisy images seen in the top row of Figure 10 are scaled to the interval \([0, 1]\). Subsequent visualizations do not perform this rescaling so that a perceptual evaluation of the recovery is better facilitated.

The plots in the bottom row of Figure 10 depict the average loss as a function of the normalized parameter \( \rho \) of each program. For each of the \( k \) realizations, the loss was computed on a logarithmically spaced grid of \( n = 501 \) points about the optimal parameter. As in section 7.5.1, a smooth approximating curve to the non-uniformly spaced point cloud of loss realizations was computed using RBF approximation. The RBF approximation used multiquadric kernels with parameters \((\epsilon_{rbf}, \mu_{rbf}, n_{rbf}) = (10^{-3}, 10^{-2}, 301)\) [25]. The RBF parameters for the approximation were selected so as to generate a
smooth line that best represents the path about which the individual (noisy) data points concentrate, especially so as to resolve the behaviour of the loss about $\rho = 1$.

About the optimal average loss, an approximate $10^6$ fold difference in msnse results from a less than 2% perturbation of $\tau$ in the low-noise and very sparse regime ($\eta = 10^{-5}, s/N \approx 1.27\%$). In this regime, we observe that $(BP_{\sigma}^*)$ is less stable than $(QP_{\lambda}^*)$, especially for values of the normalized parameter greater than 1, as suggested by our theory. In the very sparse regime with large noise ($\eta = 0.5$), $(BP_{\sigma}^*)$ is markedly more parameter unstable than $(LS_{\lambda}^*)$ or $(QP_{\lambda}^*)$, especially for values of the normalized parameter exceeding 1. Moreover, we observe that the minimal average loss for $(BP_{\sigma}^*)$ is greater than that for $(LS_{\lambda}^*)$ or $(QP_{\lambda}^*)$. This numerical behaviour is consistent with our theoretical results.

In Figure 11 and Figure 12 we depict estimator performance by visualizing the solution to each program at specific values of the normalized parameter. The description of each figure is identical, but the noise levels $\eta$ differ between them. Specifically, for each program we show the recovered image and its pixel-wise msnse for values of the normalized parameter $\rho = 0.5, 0.75, 1, 1.4/3, 2$. The plot in the top row of the figure depicts a loss curve for each program (i.e., a curve generated from one realization of the noise $z$), along with reference lines for the corresponding values of the normalized parameter whose recovered image are visualized. The middle row contains a grid of 15 images; each column corresponds to a value of the normalized parameter as denoted by the title heading, while each row corresponds to a proximal denoising program as denoted by the labels along the left-most $y$-axis. The bottom grouping of 15 images depicts the pixel-wise msnse, arranged identically to the middle row. Because the average loss curves were computed on a grid of $n$ logarithmically spaced points centered about the optimal parameter value, we do not visualize the recovered image for the exact values of $\rho$ given above, but for those values represented by the coloured points seen in the plot of the top row. These points are sufficiently close to the quoted values of $\rho$ so as to visualize the program behaviour all the same.

The numerics of Figure 11 occur in the low-noise regime ($\eta = 10^{-5}$), and so, as expected, demonstrate parameter instability of $(LS_{\lambda}^*)$. We note that pixel-wise msnse for $(BP_{\sigma}^*)$ is approximately 20 times worse than $(QP_{\lambda}^*)$ when $\rho \approx 2$. Moreover, the pathologies (in the sense of pixel-wise msnse) of these latter two programs appear similar. We also observe that the pixel-wise msnse varies more greatly for $(BP_{\sigma}^*)$ than for $(QP_{\lambda}^*)$ as $\rho$ varies from 0.75 to 4/3. This is consistent with our theory for the behaviour of $(BP_{\sigma}^*)$ in the very sparse regime. The numerics of Figure 12 occur in the high-noise regime ($\eta = 0.5$). Failure of $(BP_{\sigma}^*)$ in the very sparse regime is seen from examining the solution itself. For example, when $\rho < 1$, pixel values of the solution to $(BP_{\sigma}^*)$ may reach more than 2 or even be negative. This pathology manifests as large-magnitude pixelation in the corresponding plots of pixel-wise msnse. Catastrophic failure of $(BP_{\sigma}^*)$ is observed for $\rho > 1$, in which the program fails to recover any semblance of the original image. Specifically, large $\sigma$ shrinks the wavelet coefficients near the origin, enforcing few non-zero components that are small in magnitude. This yields the rectangular pattern observed in the solutions for $(BP_{\sigma}^*)$ (top-right of the middle row). In contrast, moderate deformation of the image is observed for $\rho \neq 1$ for both $(QP_{\lambda}^*)$ and $(LS_{\lambda}^*)$.

### 7.5.4 LASSO Example

This section includes a realistic example comparing parameter instability of LASSO programs in the very sparse regime, both in the low noise regime and when the noise is relatively large. Specifically, we assume the model

$$y = Ax_0 + z, \quad x_0 = \mathcal{H}(I)$$
where \( \mathcal{W}(I) \) connotes the 2D Haar wavelet transform of \( I \), the \( 80 \times 80 \) square Shepp-Logan phantom. This image size was reduced from that of section 7.5.3, because using the full image for the examples in this section would have been computationally prohibitive. The measurement matrix \( A \in \mathbb{R}^{m \times N} \) has entries \( A_{ij} \sim Z/\sqrt{m} \) where \( Z \sim \mathcal{N}(0,1) \). The parameters for the problem are \( (N, s, m) = (6418, 416, 3110) \), implying a sparsity ratio of 6.48% in the Haar wavelet domain, and a measurement matrix aspect ratio of 48.46% with \( m \gtrsim s \log(N/s) \). The wavelet coefficients \( x_0 \) are recovered according to \((\text{LS}_{\tau,K}), (\text{BP}_{\sigma,K}) \) and \((\text{QP}_{\lambda,K}) \) where \( K = B_{1}^{N} \).

Given two signals \( x', x_0 \) define the peak signal-to-noise ratio (psnr) by

\[
\text{psnr}(x', x) := 10 \log_{10} \left( \frac{\max_{i \in [N]} |x_i|^2}{\text{mse}(x', x_0)} \right), \quad \text{mse}(x', x_0) := \frac{1}{N} \sum_{i=1}^{N} (x_i' - x_i)^2. \tag{7.2}
\]

As with defining loss \( L(\rho; x, y, \eta z) \), by abuse of notation we define psnr as a function of the normalized parameter \( \rho \), \( \text{psnr}(\rho) := \text{psnr}(\rho; x, y, \eta z) := \text{psnr}(x'(\rho), x_0) \).

In Figure 13, we compute average loss and average psnr as a function of the normalized parameter, where average loss is measured using nse in the image domain, as in section 7.5.3 and average psnr is defined as in (7.2). The data was simulated for \( k = 25 \) realizations of noise for both \( \eta = 2 \cdot 10^{-3} \) (left) and \( \eta = 0.5 \) (right). Each curve visualized is a radial basis function approximation to the true average curve, obtained from the non-uniformly spaced point cloud of realization data. Specifically, the loss and psnr for each realization was computed on a logarithmically spaced grid of \( n = 301 \) points about the optimal normalized parameter. For both average psnr and average loss, the resultant point cloud of 7525 points for each program was used as input for a multiquadric RBF approximation with parameters \((\epsilon_{\text{rbf}}, \mu_{\text{rbf}}, \eta_{\text{rbf}}) = (10^{-1}, 10, 301) \) (except for \((\text{LS}_{\tau,K}) \) when \( \eta = 2 \cdot 10^{-3} \), for which the parameters were \((\epsilon_{\text{rbf}}, \mu_{\text{rbf}}, \eta_{\text{rbf}}) = (10^{-3}, 20^{-1}, 301) \), selected so as to properly resolve the cusp about \( \rho = 1 \) [25].

About the optimal choice of normalized parameter, \( \rho = 1 \), an approximate \( 1.51 \cdot 10^{3} \) fold difference in average loss results from a 2.73% average perturbation of the normalized parameter \( \rho \), \( \text{psnr}(\rho) := \text{psnr}(\rho; x, y, \eta z) := \text{psnr}(x'(\rho), x_0) \). In contrast, the error difference is no more than \( 10^{3} \) for the other two programs. In particular, \((\text{LS}_{\tau,K}) \) undergoes an approximate 30dB drop in psnr for this small variation. In the very sparse regime with \( \eta = 0.5 \) (right), one observes that \((\text{BP}_{\sigma,K}) \) is the least stable when compared with the other two programs. If \( \sigma \) is \( 10\% \) larger than the optimal choice, the psnr is approximately halved. Moreover, its best average loss is observed to be strictly greater than that for either of the other two programs. This observation mirrors the numerics for \((\text{BP}_{\sigma}) \) in section 7.5.3 and is consistent with the theoretical results of section 6.

Finally, we observe that the numerics for \((\text{QP}_{\lambda,K}) \) exhibit parameter stability, though the data regime is low-noise and very sparse (Figure 13, left). We claim this behaviour is not contrary to 5.2, and use the following intuition from \((\text{QP}_{\lambda}) \) to elucidate. When \( \lambda < \bar{\lambda} \), Theorem 5.2 demonstrates parameter instability for \((\text{QP}_{\lambda}) \) behaving as \( R^\lambda(s; x, N) \gtrsim s \log(N/s) \) where \( \lambda = (1 - \varepsilon)\bar{\lambda} \). This term dominates \( R^\lambda(s; x, N) \) only for relatively high dimensional problems (cf. section 7.2), roughly requiring that \( N \gtrsim s \log(N/s) \). By this heuristic, in the present example, the instability does not dominate for \( \varepsilon \leq 0.80 \) where \( C > 1 \) is a constant. In particular, the theoretical results of 5.2 show that in high dimensions, if the signal is very sparse and the noise level is small, then \((\text{QP}_{\lambda}) \) is an appropriate choice only if \( \lambda > \bar{\lambda} \), while our numerics support that \( \lambda < \bar{\lambda} \) remains a safe choice for \((\text{QP}_{\lambda}) \) (cf. section 7.5.3) and \((\text{QP}_{\lambda,K}) \) in relatively lower dimensional problems. This observation is particularly advantageous given that parameter instability may still be expected of both \((\text{LS}_{\tau,K}) \) and \((\text{BP}_{\sigma,K}) \).

In Figure 14 and Figure 15, a grid of plots similar to those of section 7.5.3 were generated to visualize
the solution to each program as a function of the normalized parameter $\rho \in \{0.5, 0.75, 1, 4/3, 2\}$. As before, the topmost image in each figure is a reference plot to depict the locations on the curve to which the displayed images correspond; however, these plots now depict psnr as a function of the normalized parameter. The images displayed below the reference plot do not correspond exactly to the quoted normalized parameters, but to a closest approximation obtained from a logarithmically spaced grid of $n = 301$ points centered about the optimal parameter. These true normalized parameter values are visualized as large coloured dots on the reference plot; that they approximate well the quoted normalized parameter values for $\rho$ is verified by their proximity to the black dotted lines in the reference plot. Showing the estimator corresponding to a normalized parameter has the twofold purpose of visualizing the pathology of each program as its parameter varies, and demonstrating when a program is relatively unstable in a given regime.

The images in Figure 14 portray the setting of low-noise regime, with $\eta = 2 \cdot 10^{-3}$. Indeed, the reference plot displays a cusp for the $(LS, K)$ loss that was characteristic of $(LS^*)$ in the low-noise regime. Moreover, one observes similar pathologies in both the recovered image for $(LS, K)$ as well as the point-wise nnse. The image recovered using $(LS, K)$ is blurry for $\rho < 1$, which is indicative of incompletely recovered wavelet coefficients. For $\rho > 1$, the noise was not suppressed on the off-support of the wavelet coefficients yielding a noisy pixelated image in both the recovered image and the error image. This behaviour is observed to a significantly lesser degree for the corresponding $(BP, K)$ and $(QP, K)$ images.

The images in Figure 15 portray the very sparse regime where $\eta = 0.5$. As is consistent with the asymptotics in section 6 for $(BP^*, K)$, it is difficult to visualize $(BP, K)$ parameter instability for relatively low dimensional problems. We suspect that this instability would have been marked more apparent were it possible to run these simulations for the full $640 \times 640$ square Shepp-Logan phantom image. Nevertheless, one observes that $(BP, K)$ is the least stable of the three programs for $\rho > 1$. In particular, the visualized estimator and point-wise nnse both depict catastrophic failure of $(BP, K)$ for $\rho = 2$. Lastly, it is readily observed that the curves computed from single realizations resemble very closely those computed to approximate the average of several realizations. Notably, the nnse curves in Figure 14 and Figure 15 strongly resemble the corresponding average nnse curves in Figure 13.
FIG. 9: Wavelet space denoising of a 1D signal for different values of the normalized parameter when \( \eta \approx 41 \). Top: The sections of the average-loss surface for which estimator recovery will be visualized are depicted by the dots which lie nearly on the blacked dotted lines, themselves located at \( \rho = 0.5, 0.75, 1, 4/3, 2 \). Bottom: This group of fifteen plots represents a program’s solution for a particular value of the normalized parameter, arranged in a grid. Each row of the 15 plot grouping represents a program, as denoted by the legend label; each column a value of the normalized parameter, as determined by the heading above the top row.
Sensitivity of $\ell_1$ minimization to parameter choice

Fig. 10: **Top (left-to-right):** The underlying signal is the $640 \times 640$ Square Shepp-Logan phantom image; the middle image is corrupted by iid normally distributed noise ($\eta = 10^{-5}$); the right-most image is corrupted by iid normally distributed noise ($\eta = 0.5$). The pixel values of the original image lie in $[0, 1]$; those of the noisy images are scaled to $[0, 1]$. **Bottom:** Average loss is plotted with respect to the normalized parameter for $(LS^*_\tau)$, $(QP^*_\lambda)$ and $(BP^*_\sigma)$ respectively when $\eta = 10^{-5}$ (left) and $\eta = 0.5$ (right). The associated parameters are $(s, N, k, n) = (5188, 409618, 25, 501)$, implying relative sparsity of 1.27%. Plotted lines are smoothed approximations of loss realization data using multiquadric RBFs.
Fig. 11: Wavelet space denoising of the square Shepp-Logan phantom for different values of the normalized parameter when $\eta = 10^{-5}$. **Top:** The sections of the average-loss surface for which estimator recovery will be visualized are depicted by the dots which lie nearly on the blacked dotted lines, themselves located at $\rho = 0.5, 0.75, 1, 4/3, 2$. **Middle:** This group of fifteen plots represents a program’s solution for a particular value of the normalized parameter, arranged in a grid. Image pixel values are not scaled to $[0, 1]$; their range is given by the associated colour bar. **Bottom:** This group of fifteen plots depicts pixel-wise nse for each (program, normalized parameter) pairing. In both the middle and bottom groups, the program is denoted along the left-hand side, while the normalized parameter value is denoted along the top row of each group.
Fig. 12: Wavelet space denoising of the square Shepp-Logan phantom for different values of the normalized parameter when $\eta = 0.5$. **Top:** The sections of the average-loss surface for which estimator recovery will be visualized are depicted by the dots which lie nearly on the blacked dotted lines, themselves located at $\rho = 0.5, 0.75, 1, 4/3, 2$. **Middle:** This group of fifteen plots represents a program’s solution for a particular value of the normalized parameter, arranged in a grid. Image pixel values are not scaled to $[0, 1]$; their range is given by the associated colour bar. **Bottom:** This group of fifteen plots depicts pixel-wise nse for each (program, normalized parameter) pairing. In both the middle and bottom groups, the program is denoted along the left-hand side, while the normalized parameter value is denoted along the top row of each group.
Fig. 13: Average loss (top) and average psnr (bottom) vs. normalized parameter for $(LS_{\tau}, K)$, $(QP_{\lambda}, K)$ and $(BP_{\sigma}, K)$ respectively when $\eta = 2 \cdot 10^{-3}$ (left) and $\eta = 0.5$ (right). Associated parameters: $(s, N, m, k, n) = (416, 6418, 3110, 25, 301)$; relative sparsity 6.48%, aspect ratio 48.46%. Plotted lines approximate average of realization data using multiquadric RBFs.
Sensitivity of \( \ell_1 \) minimization to parameter choice

Fig. 14: Wavelet space compressed sensing problem with the square Shepp-Logan phantom for different values of the normalized parameter when \((s, N, m, \eta) = (416, 6418, 3110, 2 \cdot 10^{-3})\). **Top:** The sections of the psnr surface for which estimator recovery will be visualized are depicted by the dots which lie nearly on the black dotted lines, themselves located at \( \rho = 0.5, 0.75, 1, 4/3, 2 \). **Middle:** This first 3 \( \times \) 5 group of plots shows each program’s solution for a particular value of the normalized parameter. Pixel values in an image are associated to its colour bar. **Bottom:** This 3 \( \times \) 5 group of plots depicts pixel-wise nnse for each (program, parameter) pairing. The program is denoted along the left-hand side, while the normalized parameter value is denoted along top row.
Fig. 15: Wavelet space compressed sensing problem with the square Shepp-Logan phantom for different values of the normalized parameter when $(s, N, m, \eta) = (416, 6418, 3110, 0.5)$. **Top:** The sections of the psnr surface for which estimator recovery will be visualized are depicted by the dots which lie nearly on the black dotted lines, themselves located at $\rho = 0.5, 0.75, 1, 4/3, 2$. **Middle:** This first $3 \times 5$ group of plots shows each program’s solution for a particular value of the normalized parameter. Pixel values in an image are associated to its colour bar. **Bottom:** This $3 \times 5$ group of plots depicts pixel-wise nnse for each (program, parameter) pairing. The program is denoted along the left-hand side, while the normalized parameter value is denoted along top row.
8. Proofs

8.1 Proof of worst-case risk equivalence

**Lemma 8.1 (Increasing risk)** Fix $x_0 \in \Sigma^N_1$, $||x_0||_1 = 1$. Then $\hat{R}(\tau; \tau x_0, N, \eta)$ is an increasing function of $\tau \geq 0$.

**Proof of Lemma 8.1.** Given $y(\tau) := \tau x_0 + \eta z$ for $\eta > 0$ and $z \in \mathbb{R}^N, z_i \sim \mathcal{N}(0, 1)$, let $\hat{\xi}(\tau) := \hat{\xi}(\tau; y(\tau))$ solve

$$\hat{\xi}(\tau; y(\tau)) := \arg\min_x \{ ||y(\tau) - x||_2 : ||x||_1 \leq \tau \}$$

Let $K := \mathbb{B}_1^N - x_0$, a convex set containing the origin. Using a standard scaling property of orthogonal projections,

$$\hat{\xi}(\tau) - x_0 = \arg\min_w \{ ||\eta z - w||_2 : ||w + \tau x_0||_1 \leq \tau \}$$

$$= P_{\tau K}(\eta z).$$

Hence, it follows by Lemma 3.2 that $||\hat{\xi}(\tau) - \tau x_0||_2$ is an increasing function of $\tau$. \quad \Box

**Proposition 8.1 (Risk equivalence)** Let $\eta, \tau > 0$ and fix $N \geq 2$. Then

$$\sup_{x \in \Sigma^N_1} \hat{R}(||x||_1; x, N, \eta) = \max_{x \in \Sigma^N_1} \lim_{\tau \to \infty} \hat{R}(\tau; \tau x, N, \eta) = \max_{x \in \Sigma^N_1} \lim_{\eta \to 0} \hat{R}(1; x, N, \eta).$$

**Proof of Proposition 8.1.** The first equality is an immediate consequence of Lemma 8.1:

$$\sup_{x \in \Sigma^N_1} \hat{R}(||x||_1; x, N, \eta) = \max_{x \in \Sigma^N_1} \sup_{\tau > 0} \hat{R}(\tau; \tau x, N, \eta) = \max_{x \in \Sigma^N_1} \lim_{\tau \to \infty} \hat{R}(\tau; \tau x, N, \eta).$$

The second equality follows from a standard property of orthogonal projections, and the risk expression derived in Lemma 8.1. For $K := \mathbb{B}_1^N - x$,

$$\max_{x \in \Sigma^N_1} \lim_{|x| \to \infty} \hat{R}(\tau; \tau x, N, \eta) = \max_{x \in \Sigma^N_1} \lim_{|x| \to \infty} \eta^{-2}||P_{\tau K}(\eta z)||_2^2 = \max_{x \in \Sigma^N_1} \lim_{|x| \to \infty} \eta^{-2}||P_{K}(\tau^{-1}\eta z)||_2^2$$

$$= \max_{x \in \Sigma^N_1} \lim_{\eta \to 0} \eta^{-2}||P_{K}(\eta z)||_2^2 = \max_{x \in \Sigma^N_1} \lim_{\eta \to 0} \hat{R}(1; x, N, \eta).$$

\quad \Box

8.2 Proof of (LS$^2_1$) optimal risk

**Proof of Proposition 2.5.** Directly from Theorem 3.1,

$$R^*(\ell_1, N) = \max_{\gamma_0 \in \Sigma^N} \mathbf{D}(T_{B_1^N}(\gamma_0)^\circ)$$
where $\mathbf{D}(T_{R^2}(x_0))$ is the mean-squared distance to the polar of the $\ell_1$ descent cone. The operator $\mathbf{D}$ has the following desirable relation to the Gaussian mean width, where $\mathcal{C}$ is a non-empty convex cone [2, Prop 10.2]:

$$w^2(\mathcal{C} \cap S^{N-1}) \leq \mathbf{D}(\mathcal{C}) \leq w^2(\mathcal{C} \cap S^{N-1}) + 1.$$ 

Thus, it suffices to lower- and upper-bound $w^2(T_{R^2}(x_0))$. The desired upper bound is an elementary but technical exercise using Hölder’s inequality, Stirling’s approximation and a bit of calculus. The lower bound may be computed using Sudakov’s inequality and [21, Lemma 10.12]. It thereby follows that

$$cs\log(N/s) \leq \mathbf{D}(T_{R^2}(x_0)) \leq Cs\log(N/s).$$

where $c, C > 0$ are universal constants. Accordingly, $cs\log(N/s) \leq R^*(s,N) \leq Cs\log(N/s)$.

From Theorem 5.4, $R^2(\lambda^*;s,N) \leq Cs\log N$ for any $N \geq N_0(s)$ with $N_0(s)$ sufficiently large. Using the above equation gives, for $c, C_1 > 0$, $Cs\log N \leq C_1cs\log(N/s) \leq C_1R^*(s,N)$. Finally, observe that $R^2(\lambda^*;s,N)$ is trivially lower bounded by $M^*(s,N) = \Theta(s\log(N/s))$ [9].

8.3 Proof of $\ell_1$ tangent cone equivalence

Proof of Lemma 3.1. First observe that the definition of $F_\mathcal{C}(x)$ is equivalent to

$$F_\mathcal{C}(x) = \{h \in \mathbb{R}^N : h = z - x, \|z\|_1 \leq \|x\|_1\}.$$ 

Next, observe that $K(x)$ is a cone. So, for left containment, it suffices to show $F_\mathcal{C}(x) \subseteq K(x)$ since the cone generated by a set is no larger than any cone containing that set. These two expressions:

$$(\text{sgn}(x)T, x) = \|x\|_1 \geq \|z\|_1 = \|z_T\|_1 + \|h_{TC}\|_1$$

$$\|z_T\|_1 = (\text{sgn}(z), z_T) \geq (\text{sgn}(x), z_T),$$

are by definition of $h = z - x \in F_\mathcal{C}(x)$. They combine to yield left containment:

$$\|h_{TC}\|_1 \leq - (\text{sgn}(x), z_T - x) = - (\text{sgn}(x), h_T) = - (\text{sgn}(x), h).$$

To show right containment, first fix $w \in K(x)$ and select $\alpha \geq 0$ sufficiently small so that $z := x + \alpha w$ admits $z_j x_j \geq 0$ for all $j \in T$. Using $\alpha \|w_T\|_1 \leq - \alpha (\text{sgn}(x), w_T)$, we show $\|z\|_1 \leq \|x\|_1$ implying that $\alpha w \in F_\mathcal{C}(x)$, whence $w \in T_\mathcal{C}(x)$. Where $h := \alpha w = z - x$,

$$\|z\|_1 = \|z_T\|_1 + \|z_{TC}\|_1 = (\text{sgn}(z_T), z_T) + \|h_{TC}\|_1$$

$$\leq (\text{sgn}(z_T), z_T) - (\text{sgn}(x), h_T) = (\text{sgn}(z_T), z_T) - (\text{sgn}(x), h_T) + (\text{sgn}(x), x) - (\text{sgn}(x), x)$$

$$= (\text{sgn}(x), x) + (\text{sgn}(z_T), z_T) - (\text{sgn}(x), z_T) = \|x\|_1 + (\text{sgn}(z_T) - \text{sgn}(x), z_T) = \|x\|_1$$

where the latter equality follows from the fact that $(\text{sgn}(z_T) - \text{sgn}(x), z_T) \neq 0$ only if $x_j z_j < 0$ for some $j \in T$, which goes against the initial assumption defining $\alpha$ and $z$. Thus, $w \in T_\mathcal{C}(x)$ and $T_\mathcal{C}(x) = K(x)$ as desired. 

\hfill $\square$
8.4 Proof of the projection lemma

Proof of Lemma 3.2. Define \( z_\alpha := P_{\alpha K}(z) \) for \( \alpha = 1, \lambda \) and define \( f(t) := \|u_t\|^2 \), where \( u_t := tz_\alpha + (1-t)z_1 \) for \( t \in [0, 1] \). Our goal is to show \( \frac{d}{dt} f(t) \big|_{t=0} \geq 0 \); this implies \( \|z_\lambda\|_2 \geq \|z_1\|_2 \), because \( f \) is convex. Expanding \( f(t) \),

\[
f(t) = t^2 \left( \|z_\lambda\|^2 - 2(z_1, z_\lambda) + \|z_1\|^2 \right) + 2t (z_1, z_\lambda) - \|z_1\|^2 + \|z_\lambda\|^2.
\]

So it is required to check the condition (*):

\[
\left. \frac{d}{dt} f(t) \right|_{t=0} = \left[ 2t \|z_\lambda - z_1\|^2 + 2(z_1, z_\lambda - z_1) \right]_{t=0} = 2(z_1, z_\lambda - z_1) \geq 0.
\]

The projection condition says that if \( P_C(x) \) is the projection of \( x \) onto a convex set \( C \) then for any \( y \in C \), \( \langle y - P_C(x), x - P_C(x) \rangle \leq 0 \). From the projection condition [6], we have

- \( \langle \lambda^{-1} z_\lambda - z_1, z - z_1 \rangle \leq 0 \)
- \( \langle \lambda z_\lambda - z_1, z - z_\lambda \rangle \leq 0 \).

Accordingly,

\[
0 \geq \langle z_\lambda - \lambda z_1, z - z_1 \rangle + \langle \lambda z_\lambda - z_\lambda, z - z_\lambda \rangle
= \langle \lambda z_\lambda - z_\lambda, z - z_\lambda \rangle = \langle (\lambda - 1) z_1, z_1 - z_\lambda \rangle + \|z_1 - z_\lambda\|^2
\geq (\lambda - 1) \langle z_1, z_1 - z_\lambda \rangle
\]

which is equivalent to \( \langle z_1, z_\lambda - z_1 \rangle \geq 0 \). Therefore, \( f \) is a convex function increasing on the interval \( t \in [0, 1] \), whence \( \|z_1\|_2 \leq \|z_\lambda\|_2 \) as desired.

\[ \Box \]

Remark 8.1 There is a simpler way to begin the proof of the projection lemma. To show

\[
\|z_1\|_2 \leq \|z_\lambda\|_2 \quad \iff \quad \|z_1\|^2_2 \leq \|z_1\|_2 \|z_\lambda\|_2,
\]

one may instead prove the following chain,

\[
\|z_1\|^2_2 \leq \langle z_1, z_\lambda \rangle \leq \|z_1\|_2 \|z_\lambda\|_2.
\]

The latter inequality is true by Cauchy-Schwarz, so it remains only to prove the former:

\( \langle z_1, z_\lambda \rangle - \|z_1\|_2^2 \geq 0 \quad \iff \quad \langle z_1, z_\lambda - z_1 \rangle \geq 0. \)

Rearranging shows this inequality is equivalent to (*), and the remainder of the proof proceeds as is. This remark is included for intuition, but this approach is less generalizable. For example, it does not yield the rate of growth observed in the remark at the end of 3.1.1.

8.5 Elementary results from probability

We briefly recall two aspects of how normal random vectors concentrate in high dimensions.

Proposition 8.2. Let \( z \in \mathbb{R}^N \) with \( z \overset{\text{iid}}{\sim} \mathcal{N}(0, 1) \), fix constants \( 0 < C_2 < C_1 < \infty \) and define the event \( \mathcal{E}_\pm \) by \( \mathcal{E}_\pm := \{ C_2 \sqrt{2N} \leq \|z\|^2 \leq C_1 \sqrt{2N} \}. \) There exists a constant \( p = p(C_1, C_2) > 0 \) and integer \( N_0 \geq 1 \) such that for all \( N \geq N_0 \),

\[
P(\mathcal{E}_\pm) \geq p
\]
Proof of Proposition 8.2. Define the \( Z^2 \)-distributed random variable

\[
X_N := \frac{\|z\|^2 - N}{\sqrt{2N}}.
\]

Since \( X \xrightarrow{N \to \infty} \mathcal{N}(0,1) \) by the central limit theorem, for any \( \varepsilon > 0 \) there is \( N_0 \in \mathbb{N} \) such that

\[
|\mathbb{P}(X_N < t) - \Phi(t)| \leq \varepsilon
\]

for all \( N \geq N_0 \), where \( \Phi \) is the standard normal cdf. One need merely choose \( \varepsilon > 0 \) so that

\[
\mathbb{P}(\mathcal{Z}_z) \geq \Phi(C_1) - \Phi(C_2) - 2\varepsilon =: p(C_1, C_2) > 0
\]

and choose the first \( N_0 \) for which the chain of inequalities is valid for all \( N \geq N_0 \). \( \square \)

Corollary 8.1 Fix \( N, N_0 \in \mathbb{N} \) with \( N \geq N_0 \geq 2 \). Let \( z \in \mathbb{R}^N \) with \( z \mid \text{id} \sim \mathcal{N}(0,1) \) and define the event

\[
A_N := \{ \|z\|^2 \leq N - 2\sqrt{N} \quad \& \quad \|z\|_\infty \leq \sqrt{3\log N} \}
\]

There exists a real constant \( C = C(N_0) > 0 \) such that \( \mathbb{P}(A_N) \geq C \).

Proof of Corollary 8.1 Given \( N \), define the events \( E_N := \{ \|z\|^2 \leq N - 2\sqrt{N} \} \) and \( F_N := \{ \|z\|_\infty \leq \sqrt{3\log N} \} \). Using the standard identity \( \Phi(-x) \leq \Phi(x)/x \), we note that

\[
\mathbb{P}(F_N) \geq 1 - 2N\mathbb{P}(|Z| > \sqrt{3\log N}) \geq 1 - \frac{2}{\sqrt{\frac{3}{2}\pi N_0 \log N_0}} > 0
\]

With this, and a standard argument similar to that of Proposition 8.2, one may show

\[
\mathbb{P}(A_N) = \mathbb{P}(E_N F_N) = \mathbb{P}(E_N \mid F_N) \mathbb{P}(F_N) \geq \mathbb{P}(E_N) \mathbb{P}(F_N) \geq C > 0.
\]

We also recall that an event holding with high probability, intersected with an event occurring with constant probability, still occurs with constant probability.

Proposition 8.3 Let \( N \geq 1 \) be an integer and suppose that \( \mathcal{E} = \mathcal{E}(N) \) is an event that holds with high probability in the sense that

\[
\mathbb{P}(\mathcal{E}_N) \geq 1 - p(N)
\]

for some function \( p(N) > 0 \) with \( \lim_{N \to \infty} p(N) = 0 \). Suppose also that for an event \( \mathcal{F} = \mathcal{F}(N) \) there exists \( q > 0 \) such that \( \inf_{N \geq 1} \mathbb{P}(\mathcal{F}(N)) \geq q \). Then there exists a constant \( q' > 0 \) and integer \( N_0 \geq 1 \) such that \( \mathbb{P}(\mathcal{E}(N) \cap \mathcal{F}) \geq q' \) for all \( N \geq N_0 \).

Proof of Proposition 8.3. The proof is very similar to that of Proposition 8.2. Simply choose a threshold \( \varepsilon > 0 \) and select the first \( N_0 \geq 1 \) for which

\[
\mathbb{P}(\mathcal{E}(N) \cap \mathcal{F}) \geq q - p(N) \geq q - \varepsilon =: q' > 0
\]

for all \( N \geq N_0 \). \( \square \)

Remark 8.2 An example of such a \( p(N) \) as in Proposition 8.3 is \( p(N) \sim O(e^{-N}) \) when \( \mathcal{E}_N := \{|X - \mu| \leq t\} \) for \( X \) a subgaussian random variable, \( \mathbb{E}X = \mu \) and \( t > 0 \).
8.6 Proof of (LS* 2) parameter instability

Proof of Theorem 4.1.

Let \( x_0 \in \Sigma^N \) with non-empty support and let \( \tau > 0 \) be the governing parameter of (LS* 2). First suppose the parameter is chosen smaller than the optimal value, i.e., \( \tau < \|x_0\|_1 \). The discrepancy of the guess, \( \rho := \|x_0\|_1 - \tau = \|x_0\|_1 - \tau > 0 \), induces the instability.

The solution \( \hat{x}(\tau) \) to (LS* 2) satisfies \( 0 \leq \|\hat{x}(\tau)\|_1 \leq \tau \) by construction. Therefore, by the Cauchy-Schwarz inequality and an application of the triangle inequality,

\[
\|\hat{x}(\tau) - x_0\|_2^2 \geq N^{-1} \|\hat{x}(\tau) - x_0\|_1^2 \geq \frac{\rho^2}{N} > 0.
\]

Accordingly,

\[
\lim_{\eta \to 0} \frac{1}{\eta^2} \|\hat{x}(\tau) - x_0\|_2^2 \geq \lim_{\eta \to 0} \frac{\rho^2}{N\eta^2} = \infty.
\]

Next assume \( \tau \) is chosen too large, with discrepancy between the correct and actual guesses for the parameter again being denoted \( \rho = \tau - \|x_0\|_1 > 0 \). Two key pieces of intuition guide this result. The first is that the error of approximation should be controlled by the effective dimension of the constraint set. The second suggests that \( \eta \) continues to lie within the constraint set for sufficiently small noise level, meaning recovery behaves as though it were unconstrained. Hence, the effective dimension of the problem is that of the ambient dimension, and so one should expect the error to be proportional to \( N \).

First, we show that for \( \eta \) sufficiently small, \( y \in \tau B^N_1 \) with high probability. Fix a sequence \( \eta_j \downarrow 0 \) and define \( y_j := x_0 + \eta_j z \). Since \( \|z\|_1 \) is subgaussian, Theorem 3.5 implies there is a constant \( C > 0 \) such that

\[
\mathbb{P}(\|z\|_1 \geq t + N\sqrt{\frac{2}{\pi}}) \leq \mathbb{P}(\|\|z\|_1 - N\sqrt{\frac{2}{\pi}}\|_1 \geq t) \leq e \cdot \exp\left(-\frac{t^2}{CN}\right).
\]

In order to satisfy \( x_0 + \eta z \in \tau B^N_1 \), we need \( \|x_0 + \eta z\|_1 < \tau \), for which \( \eta \|z\|_1 < \rho \) is sufficient. The probability that this event does not occur is upper bounded by

\[
\mathbb{P}(\|z\|_1 \geq \frac{\rho}{\eta}) \leq \mathbb{P}(\|z\|_1 \geq t + N\sqrt{\frac{2}{\pi}}) \leq e \cdot \exp\left(-\frac{t^2}{CN}\right)
\]

For \( t = \rho/\eta - N\sqrt{\frac{2}{\pi}} \), and \( \tilde{C} > 0 \) a new constant,

\[
\mathbb{P}\left(\|z\|_1 \geq \frac{\rho}{\eta}\right) \leq e \cdot \exp\left(-\frac{(\rho/\eta - N\sqrt{2/\pi})^2}{CN}\right) \leq \tilde{C} \exp\left(-\frac{\rho^2}{N\eta^2}\right) \xrightarrow{\eta \to 0} 0.
\]

Let \( E_j := \{\|z\|_1 < \frac{\rho}{\eta_j}\} \) for \( j \geq 1 \); their respective probabilities lower-bounded by \( p_j := 1 - \tilde{C} \exp(-\rho^2/N\eta_j^2) \).

Given \( 0 < \varepsilon \ll 1 \), denote by \( j_0 \) the first integer such that \( p_j \geq 1 - \varepsilon \) for all \( j \geq j_0 \). On \( E_j \) with \( j \geq j_0 \), \( y_j \in \tau B^N_1 \) so \( y_j \) is the unique minimizer of (LS* 2), meaning:

\[
\frac{1}{\eta^2} \|\hat{x}(\tau) - x_0\|_2^2 = \|z\|_2^2.
\]
The result follows by bounding the following expectations:

\[
\lim_{\eta \to 0} \frac{1}{\eta^2} \mathbb{E}[\|\hat{\tau}(\eta) - x_0\|^2_2] = \lim_{j \to \infty} \mathbb{E}[\eta_j^{-2}\|\hat{\tau}(\eta) - x_0\|^2_2 \mathbb{1}(E_j)] + \mathbb{E}[\eta_j^{-2}\|\hat{\tau}(\eta) - x_0\|^2_2 \mathbb{1}(E^c_j)]. \tag{*}
\]

The first term converges by dominated convergence theorem:

\[
\lim_{j \to \infty} \mathbb{E}[\eta_j^{-2}\|\hat{\tau}(\eta) - x_0\|^2_2 \mathbb{1}(E_j)] = \lim_{j \to \infty} \mathbb{E}[\mathbb{1}(E_j)\|z\|^2_2] = \mathbb{E}[\|z\|^2_2] = N.
\]

On \(E^c_j\), \(\|\hat{\tau}(\eta) - x_0\|^2_2 \leq \|\hat{\tau}(\eta) - x_0\|^2_2 \leq \rho^2\eta^2\), so by dominated convergence theorem,

\[
\lim_{j \to \infty} \mathbb{E}[\eta_j^{-2}\|\hat{\tau}(\eta) - x_0\|^2_2 \mathbb{1}(E^c_j)] \leq \lim_{j \to \infty} \mathbb{E}[\|z\|^2_2 \mathbb{1}(E^c_j)] = 0.
\]

This immediately yields the desired result,

\[
\lim_{\eta \to 0} \frac{1}{\eta^2} \mathbb{E}[\|\hat{\tau}(\eta) - x_0\|^2_2] = N.
\]

To prove the final case where \(\tau = \|x_0\|_1\), set \(\mathcal{C} = B^0_N\) in (3.1) of Theorem Theorem 3.1. Then,

\[
\lim_{\eta \to 0} \eta^{-2}\mathbb{E}[\|\hat{\tau}(\eta) - x_0\|^2_2] = D(T_{\mathbb{E}(x_0)^\circ}) = \Theta(s \log(N/s)) \ll N.
\]

\[
\square
\]

8.7 Proofs of (QP\textsuperscript{\lambda}_\text{}\textsuperscript{*}) results

Proof of Proposition 5.1. Because \(z\) is isotropic and iid, one can split the signal \(x_0 = x^+_0 - x^-_0\) into “positive” and “negative” components, and so it suffices to consider the case where \(x_{0,j} \geq 0\) for all \(j \in [N]\). The heart of this proposition again relies on the fact that the noise limits to 0. In general, \(\lambda > 0\) is finite and typically small (\(\sim O(\eta \sqrt{\log N})\), so we require only that \(|x_{0,j}| = O(1)\) for \(j \in T = \text{supp}(x_0)\). This requirement can be written \(x_{0,j} \geq a > 0\) for all \(j \in T\) and some real number \(a > 0\). Recall that the minimizer of (QP\textsuperscript{\lambda}_\text{}\textsuperscript{*}) is given by the soft-thresholding operator which we denote by

\[
\n(x \eta \lambda = S_{\eta \lambda}(x_0 + \eta z).
\]

Where \(k \in T, \ell \in T^C\) so that \(x_{0,k} \geq a, x_{0,\ell} = 0\), one has

\[
S_{\eta \lambda}(x_{0,k} + \eta z_k) - x_{0,k} = \begin{cases} 
\eta(z_k - \lambda) & \text{if } x_{0,k} > \eta(\lambda - z_k) \\
-x_{0,k} & \text{if } |x_{0,k} + \eta z_k| \leq \eta \lambda \\
\eta(z_k + \lambda) & \text{if } x_{0,k} < -\eta(\lambda + z_k) 
\end{cases}
\]

and so independence of \(z_j\) yields

\[
\lim_{\eta \to 0} \frac{1}{\eta^2} \mathbb{E}[\|x'(\eta \lambda) - x_0\|^2_2] = \lim_{\eta \to 0} \frac{s}{\eta^2} \mathbb{E}[S_{\eta \lambda}(x_{0,k} + \eta z_k - x_{0,k})^2] + \lim_{\eta \to 0} \frac{N - s}{\eta^2} \mathbb{E}[S_{\eta \lambda}(z_k)^2].
\]

Passing to a sequence \(\eta_j \to 0\), there exists \(J \in \mathbb{N}\) such that for all \(j \geq J\),

\[
S_{\eta_j \lambda}(x_{0,k} + \eta_j z_k) - x_{0,k} = \eta_j(z_k - \lambda) \quad \text{with high probability.} \tag{*}
\]
We prove the result by controlling $G$. Proof of Lemma 5.1. By Proposition 5.1, by linearity of the max argument and the fact that $1$, therefore, as desired, because the regime $\eta \to 0$. In particular, using independence of $z_k$ for $k \in T$ and denoting by $E_j$ the high probability event $(\ast)$, we obtain by similar means as in the proof of Theorem 4.1.

Next, define $G(\lambda):=(1+\lambda^2)\Phi(-\lambda)-\lambda \Phi(\lambda)$. By independence of the entries of $z_{\ell_\infty}$, with any $\ell \in T^C$, the second quantity is exactly computable as

$$\lim_{\eta \to 0} \eta^{-2}E\|\langle x^t(\eta \lambda) \rangle-x\|^2_2 = (N-s)E [S_\lambda(z_{\ell_\infty})]^2 = 2(N-s)G(\lambda),$$

where the final equality is by definition of $S_\lambda$ and elementary calculations (cf. remark 8.4). Therefore, as desired,

$$\lim_{\eta \to 0} \eta^{-2}E\|\langle x^t(\eta \lambda) \rangle-x\|^2_2 = (1+\lambda^2) + 2(N-s)G(\lambda).$$

\begin{proof} of Corollary 5.1. \end{proof}

For $0 \leq t \leq s$, where we define for simplicity of notation $\Sigma_{\lambda}^N := 0$, observe that

$$\sup_{x_0 \in \Sigma_{\lambda}^N} R^t(\lambda;x_0,N,\eta) = R^t(\lambda;t,N)$$

because the regime $\eta \to 0$ is equivalent, by a rescaling argument, to the regime in which $\eta > 0$ and $|x_{0,j}| \to \infty$ for $j \in \text{supp}(x_0)$ (as shown explicitly in the proof of Proposition 8.1). Therefore,

$$\sup_{x_0 \in \Sigma^N} R^t(\lambda;x_0,N,\eta) = \max_{0 \leq t \leq s} \sup_{x_0 \in \Sigma^N \setminus \Sigma_{\lambda}^N} R^t(\lambda;x_0,N,\eta)$$

$$= \max\{R^t(\lambda;0,N), R^t(\lambda;s,N)\}$$

$$= R^t(\lambda;s,N)$$

by linearity of the max argument and the fact that $1 + \lambda^2 \geq G(\lambda)$ for $\lambda > 0$. \end{proof}

8.7.1 Proof of (QP) parameter instability. We now prove Lemma Lemma 5.1.

\begin{proof} of Lemma Lemma 5.1. \end{proof}

By Proposition 5.1, $R^t(\lambda;s,N) = s(1+\lambda^2) + 2(N-s)G(\lambda)$. We prove the result by controlling $G'(\lambda)$ using integration by parts. Thus,

$$\frac{d}{d\lambda} G(\lambda) = 2\lambda \Phi(-\lambda) - 2\Phi(\lambda) \leq 2\lambda \left( \frac{1}{\lambda^3} - \frac{1}{\lambda^2} + \frac{3}{\lambda^3} \right) \Phi(\lambda) - 2\Phi(\lambda) = -2\lambda^2 - \frac{3}{\lambda^4} \Phi(\lambda)$$

A simple substitution yields, for all $N > \exp\left( \frac{3}{2}(1-\varepsilon)^{-2} \right)$,

$$\frac{d}{du} G(u\lambda) \leq \left[ -2(u\lambda)^2 - \frac{3}{u^4\lambda^3} \Phi(u\lambda) \right]_{u=1-\varepsilon} = \frac{2(1-\varepsilon)^2 \log(N) - 3}{(1-\varepsilon)^4} N^{-1}\varepsilon^2 := -\frac{1}{2} \gamma(N,\varepsilon) N^{-1}\varepsilon^2.$$
Multiplying \( G((1 - \varepsilon)\lambda) \) by \( N - s \) yields
\[
\left. \frac{d}{du} R^\varepsilon(u\lambda; s, N) \right|_{u = 1 - \varepsilon} \geq (N - s) \gamma(N, \varepsilon) N^{-(1-\varepsilon)^2} - 2s(1 - \varepsilon) \sqrt{2\log N} = C N^\varepsilon
\]
for some constant \( C > 0 \) under the condition that \( N \geq N_0 \), where \( N_0 = \exp\left(\frac{3}{4}(1 - \varepsilon)^{-2}\right) \) is chosen so that for all \( N \geq N_0 \) the following two conditions are satisfied:
\[
\begin{cases}
(N - s) \gamma(N, \varepsilon) N^{-(1-\varepsilon)^2} \geq 2s(1 - \varepsilon) \sqrt{2\log N} \\
\gamma(N, \varepsilon)(1 - \frac{\varepsilon}{2}) \geq 2s(1 - \varepsilon) N^{-2\varepsilon + \varepsilon^2} \sqrt{2\log N} + CN^{-\varepsilon + \varepsilon^2}
\end{cases}
\]
In this regime, one achieves unbounded growth of the risk as a power law of the ambient dimension. □

REMARK 8.3 Using integration by parts, one has for \( x > 0 \),
\[
\Phi(-x) = \int_{-x}^{\infty} \phi(t) dt = \left[ \left(1 - \frac{1}{x^3}\right) \phi(x) + 3 \int_1^x \frac{t \phi(t)}{t^5} dt \right] \leq \left(1 - \frac{1}{x^3}\right) \phi(x) + 3x^{-5} \int_1^\infty t \phi(t) dt = \left(1 - \frac{1}{x^3} + 3x^{-5}\right) \phi(x)
\]

Proof of Theorem 5.2. Define \( f(u) := \frac{d}{du} R^\varepsilon(u\lambda; s, N) \) and \( F(u) := R^\varepsilon(u\lambda; s, N) \) its anti-derivative. The proof is an application of the fundamental theorem of calculus:
\[
F(1) - F(1 - \varepsilon) = \int_0^\varepsilon f(1 - t) dt \leq -C \int_0^\varepsilon N^\varepsilon dt = C \frac{1 - N^\varepsilon}{\log N}.
\]
The result follows by substituting:
\[
R^\varepsilon((1 - \varepsilon)\lambda; s, N) \geq C \frac{N^\varepsilon - 1}{\log N} + R^\varepsilon(\lambda; s, N) \geq C \frac{N^\varepsilon}{\log N}
\]
where the latter inequality holds after taking \( N \) sufficiently large, and \( C > 0 \) is a universal constant that has changed values in the final expression. □

Proof of Proposition 5.3. By Proposition 5.1, \( R^\varepsilon(\lambda; s, N) = s(1 + \lambda^2) + 2(N - s)G(\lambda) \). We prove the result by controlling \( G'(\lambda) \). One may lower bound \( G'(\lambda) \) as
\[
\frac{d}{d\lambda} G(\lambda) = 2\lambda \varphi(-\lambda) - 2\phi(\lambda) \geq 2\lambda \left(\frac{\lambda}{\lambda^2 + 1}\right) \phi(\lambda) - 2\phi(\lambda) = -2 \frac{\phi(\lambda)}{\lambda^2 + 1}.
\]
This gives the following lower bound for \( \frac{d}{d\lambda} R^\varepsilon(\lambda; s, N) \):
\[
\frac{d}{d\lambda} R^\varepsilon(\lambda; s, N) \geq 2s\lambda - 4(N - s) \frac{\phi(\lambda)}{\lambda^2 + 1} \geq 2\lambda - 4N \frac{\phi(\lambda)}{\lambda^2 + 1} = 2 \frac{\lambda^2 + 1}{\lambda^2 + 1} \left(\lambda (\lambda^2 + 1) - 2N \phi(\lambda)\right).
\]
Substituting \( \lambda \) gives a positive quantity, since \( N > 2 \):
\[
\frac{2}{2\log N + 1} \left(\sqrt{2\log N(2\log N + 1)} - \frac{2}{\sqrt{2\pi}}\right) > 0.
\]
Then, we re-choose $N$.

Let $\epsilon$ fix $\lambda$. Then it must be that $|\bar{\lambda} - \lambda| < \epsilon$ for all $\epsilon > 0$ when $N$ is sufficiently large. Indeed, fix $\epsilon > 0$. By Lemma 5.1 there exists $N_0 > 1$ so that for all $N \geq N_0$ (QP$_\lambda$) is parameter unstable for $\bar{\lambda} < \lambda$, yielding $R^*(\lambda; s, N) \geq N^\epsilon$. But $R^*(\lambda^*; s, N) \leq CR^*(s, N)$ for $N \geq N_0$ by Proposition 2.5, where we re-choose $N_0 = N_0(s)$ if necessary. Thus, it must be that $|\lambda^* - \bar{\lambda}| < \epsilon$ for all $N \geq N_0$. In particular, $\lim_{N \to \infty} \bar{\lambda}/\lambda^* = 1$.

**Remark 8.4** One may derive the following lower bound using integration by parts.

$$\Phi(-\bar{\lambda}) \geq \frac{\lambda}{\bar{\lambda}^2 + 1} \Phi(\lambda)$$

Let $Z \sim \mathcal{N}(0, 1)$ be a standard normal random variable and let $S_\lambda(\cdot)$ denote soft-thresholding by $\lambda > 0$. Then,

$$0 \leq \mathbb{E}[S_\lambda(Z)^2] = 2\int_{-\lambda}^{\lambda} (z - \lambda)^2 \phi(\lambda) \, dz = 2(1 + \bar{\lambda}^2) \Phi(-\lambda) - 2\lambda \Phi(\lambda).$$

Thus, $(1 + \bar{\lambda}^2) \Phi(-\lambda) \geq \lambda \Phi(\lambda)$, giving the desired lower bound.

8.7.2 Proof of (QP$_\lambda^*$) right-sided stability. We next prove right-sided stability of (QP$_\lambda^*$).

**Proof of Theorem 5.4.**

Given $L = \lambda / \lambda^* > 1$, define $L = L(s, N) > 0$ by $\lambda = L \lambda^* = L\sqrt{2\log N}$. Note $\lim_{N \to \infty} L(s, N) = L$, because $\bar{\lambda}$ is asymptotically equivalent to $\lambda^*$ up to constants. A direct substitution of $\lambda = L \lambda^* = L\sqrt{2\log N}$ in the analytic formula for $R^*(\lambda; s, N)$ yields the desired bound, noting that $R^*(\lambda^*; s, N)$ equals $R^*(s, N)$ up to constants. Thus, there is $C > 0$ and $N_0 = N_0(s) > 2$ so that for all $N \geq N_0$

$$R^*(\lambda; s, N) \leq s(1 + 2L^2 \log N) + \frac{N - s}{LN^2 \sqrt{\pi \log N}} \leq CL^2 R^*(s, N).$$

8.8 Proofs of (BP$_\sigma^*$) results

8.8.1 Proof of underconstrained (BP$_\sigma^*$) parameter instability. We prove parameter instability of (BP$_\sigma^*$) in the underconstrained regime.

**Proof of Lemma 6.1.**

By scaling, it suffices to consider the case where $\eta = 1$. Define the event

$$A_N := \{\|z\|_2^2 \leq N - 2\sqrt{N} \quad \& \quad \|z\|_\infty \leq \sqrt{3 \log N}\}.$$

On $A_N$, it follows from the KKT conditions, where $h = \bar{x}(\sigma) - x_0$, that

$$N \leq \sigma^2 = \|h\|_2^2 - 2\langle h, z \rangle + \|z\|_2^2 \leq \|h\|_2^2 - 2\langle h, z \rangle + N - 2\sqrt{N}$$

By Cauchy-Schwartz and definition of $A_N$,

$$\frac{1}{2} \|h\|_2^2 \geq \sqrt{N} + \langle h, z \rangle \geq \sqrt{N} - \|h\|_1 \|z\|_\infty \geq \sqrt{N} - \|h\|_1 \sqrt{3 \log N}.$$
Applying Proposition 3.3 and the binomial inequality $2ab \leq a^2 + b^2$ gives
\[
\sqrt{N} - \|h\|_1 \sqrt{3\log N} \geq \sqrt{N} - 2\sqrt{\|h\|_2 \sqrt{3\log N}} \geq \sqrt{N} - \frac{1}{2}\|h\|_2^2 - 6\log N
\]
Combining these two groups of inequalities gives $\|h\|_2^2 \geq \sqrt{N} - 6\log N$. Hence, by Bayes’ rule and Corollary 8.1 there exist dimension independent constants $C, C' > 0$ such that
\[
\mathbb{E}\|\tilde{x}(\sigma) - x_0\|_2^2 \geq \mathbb{P}(A_N) \cdot \mathbb{E}\|\tilde{x}(\sigma) - x_0\|_2^2 | A_N \geq C' (\sqrt{N} - 6\log N) \geq C\sqrt{N}.
\]
The final inequality follows by the assumption that $N \geq N_0(s)$. \hfill \Box

8.8.2 Supporting propositions for the geometric lemma. This section is dedicated to several results necessary for the proof of Lemma 6.2, a main lemma in the proof of Theorem 6.2 and Theorem 6.3. We state and prove these propositions in line.

**Proposition 8.4** Fix $C_1 > 0$. Let $\alpha_1 = a_1 N^{1/4}$ and $\lambda = L \sqrt{\frac{N}{\log N}}$. Where $K_1 := \lambda B_1^N \cap \alpha_1^2 B_1^N$, there exists a choice of universal constants $a_1 > 0$, $L \gg 1$ and $N_0 = N_0^{(8.4)}(a_1, C_1, L) \geq 1$ satisfying
\[
N_0^{(8.4)}(a_1, C_1, L) := D_1^{2/(2D_2 - 1)}, \quad D_1 := \frac{a_1^2}{SL^2} < 1, D_2 := 2 \left( \frac{C_1 + a_1^2}{L^2} \right)^2 < \frac{1}{2}
\]
so that for all $N > N_0$
\[
w(K_1) \geq \left( \frac{a_1^2 + C_1}{2} \right) \sqrt{N}.
\]

**Proof of Proposition 8.4.** Since $w(K_1) = \mathbb{E}_{\tilde{z}} \sup_{q \in K_1} \langle q, \tilde{z} \rangle$ is the Gaussian mean width of $K_1$, we may invoke Proposition 3.10 to obtain a sufficient chain of inequalities:
\[
\mathbb{E}\sup_{K_1} (q, z) = w(K_1) \geq \frac{\sqrt{2}}{4} \kappa \lambda \sqrt{\log \left( \frac{N\alpha_1^2}{5\lambda^2} \right)} \left( \frac{\alpha_1^2 + C_1}{2} \right) \sqrt{N}.
\]
In particular, Proposition 3.10 holds with $\kappa = 1$, since $\kappa$ is the lower-RIP constant of the sensing matrix for $(BP_{\sigma})$, which is the identity. We thus turn our attention to (*), which is equivalent to
\[
\log (D_1 \sqrt{N} \log N) \geq D_2 \log N, \quad D_1 := \frac{a_1^2}{SL^2}, D_2 := 2 \left( \frac{C_1 + a_1^2}{L^2} \right)^2
\]
Rearranging gives
\[
\frac{1}{2} + \frac{\log D_1 + \log \log N}{\log N} \geq D_2
\]
and for $D_1, 2D_2 \leq 1$, this is certainly satisfied for $N \geq D_1^{2/(2D_2 - 1)}$ (e.g., $L = 11$ imposes $N \gtrsim 10^5$ when $a_1 = 1, C_1 = 2$). Accordingly, it suffices to choose $N_0 = N_0(a_1, C_1, L)$ as in the proposition statement so that for all $N \geq N_0$, as desired,
\[
w(K_1) \geq \left( \frac{a_1^2 + C_1}{2} \right) \sqrt{N}.
\]
\hfill \Box
Proof of Proposition 8.5. Note that $K_1 \subseteq \mathbb{R}^N$ is a topological space and define the centered Gaussian process $f_z := \langle x, g \rangle$ for $g_i \overset{\text{id}}{\sim} \mathcal{N}(0, 1)$. Observe that $\|f\|_{K_1} := \sup_{x \in K_1} |\langle x, g \rangle|$ is almost surely finite. For any $u > 0$, 

$$\mathbb{P}(\sup_{x \in K_1} |\langle x, g \rangle| < c w(K_1)) \leq \exp \left( -\frac{u^2}{2 \sigma_{K_1}^2} \right).$$

by Theorem 3.8. Therefore, for $c \in (0, 1)$, 

$$\mathbb{P}(\sup_{x \in K_1} |\langle x, g \rangle| < c w(K_1)) \leq \exp \left( -\frac{(1-c)^2 w^2(K_1)}{2 \sigma_{K_1}^2} \right) \leq \exp \left( -\frac{(1-c)^2 L^2 \sqrt{N} \log(D_1 \sqrt{N} \log N)}{16 \log N} \right) \leq \delta$$

because 

$$\sigma_{K_1}^2 = \sup_{x \in K_1} \mathbb{E} |\langle x, g \rangle|^2 = \sup_{x \in K_1} \sum_{i=1}^N x_i^2 \mathbb{E} |g_i|^2 = \sup_{x \in K_1} \|x\|^2 = \alpha_1^2 = \sqrt{N}.$$ 

A specific choice of $q \in K_1$ follows by choosing the $q \in K_1$ that realizes the supremum, since $K_1$ is closed.

Proof of Proposition 8.6. Fix $C_1, \delta > 0$ and define the event $\mathcal{E}_- := \{\|z\|_2^2 \leq N + C_1 \sqrt{N}\}$ for $z \in \mathbb{R}^N$ with $z_i \overset{\text{id}}{\sim} \mathcal{N}(0, 1)$. There is a universal constant $N_0 = N_0^{(8.6)} \geq 1$ satisfying 

$$N_0^{(8.6)} \geq \max \{N_0^{(8.4)}(a_1, C_1, L), N_0^{(8.5)}(c, D_1, \delta, L)\},$$

and a universal constant $k_1 = k_1(N_0^{(8.6)}, \delta) > 0$ so that for all $N \geq N_0$ there is an event $\mathcal{E} \subseteq \mathcal{E}_-$ satisfying 

$$K_1 \cap F \neq \emptyset \text{ on } \mathcal{E} \quad \text{and} \quad \mathbb{P}(\mathcal{E}) \geq \mathbb{P}(\mathcal{E}_-) - \delta.$$

Proof of Proposition 8.6. 

By Proposition 8.5, for any $c_1 \in (0, 1)$ there is an event $\mathcal{E}_1$ that holds with high probability such that $\sup_{q \in K_1} \langle q, z \rangle \geq c_1 w(K_1)$ on $\mathcal{E}_1$. Subsequent statements are made on the restriction to $\mathcal{E}_1$.

As $K_1$ is closed, there is $q \in K_1$ realizing the supremum, whence $\langle q, z \rangle \geq c_1 w(K_1)$. Now, choose $C_1' > 0$ such that $C_1 \geq c_1^{-1}(\alpha_1^2 + C_1) - \alpha_1^2$. Then $q \in K_1$ satisfies 

$$\langle q, z \rangle \geq c_1 w(K_1) \geq c_1 \left( \alpha_1^2 + C_1 \right) \sqrt{N} \geq \left( \frac{\alpha_1^2 + C_1}{2} \right) \sqrt{N}.$$
Now, because \( \|q\|_2 \leq \alpha_1 \) and \( q \in K_1 \), it holds on the event \( \mathcal{E}_1 \cap \mathcal{Z}_- \) that
\[
\left( \frac{\alpha_1^2 + C_1}{2} \right) \sqrt{N} \geq \frac{1}{2} \|q\|_2^2 + \frac{1}{2} (\|z\|_2^2 - N)
\]
Combining the two previous chains of inequalities implies that
\[
\|q - z\|_2^2 \leq N
\]
Namely, there exists an event \( \mathcal{Z}_- \cap \mathcal{E}_1 \), such that \( q \in K_1 \cap F \), so long as \( N \geq N_0^{(8.6)} \). Because \( \mathcal{E}_1 \) holds with high probability and the probability of \( \mathcal{Z}_- \) is lower-bounded by a universal constant, Proposition 8.3 implies \( P(\mathcal{Z}_- \cap \mathcal{E}_1) \geq k_1 (N_0^{(8.6)}, \delta) \) for \( N \geq N_0^{(8.6)} \), where
\[
N_0^{(8.6)} \geq \max \{N_0^{(8.4)} (a, C_1, L), N_0^{(8.5)} (c, \tilde{D}_1, \delta, L)\}.
\]

**Proposition 8.7** Fix \( C_2 > 0 \) and let \( L \geq 1 \). Set \( K_2 := \lambda B_N^1 \cap \alpha_2 B_N^2 \), where \( \lambda = L \sqrt{\frac{N}{\log N}} \). There is a maximal choice of \( \alpha_2 = \alpha_2(N) > 0 \) so that for all \( N \geq 1 \),
\[
w(K_2) \leq \frac{C_2}{2} \sqrt{N}
\]

**Proof of Proposition 8.7.**
Since \( w(K_2) = E_z \sup_{q \in K_2} \langle q, z \rangle \) is the Gaussian mean width of \( K_2 \), we may invoke Proposition 3.9 to obtain a sufficient chain of inequalities:
\[
w(K_2) \leq 4 \lambda \sqrt{\log \left( \frac{4eN\alpha_2^2}{\lambda^2} \right)} \leq \frac{C_2}{2} \sqrt{N}.
\]
The first inequality follows by (3.9) immediately. Rearranging and substituting for \( \lambda \), (**) is equivalent to
\[
D_3 \log N \geq \log \left( D_4 \alpha_2^2 \log N \right), \quad D_3 := \left( \frac{C_2}{8L} \right)^2, D_4 := \frac{4e}{L^2}.
\]
This inequality is satisfied for any \( \alpha_2 \) with
\[
\alpha_2^2 \leq \frac{N^{D_3}}{D_4 \log N} := A_2^2 (C_2, N)
\]
For example, one may choose
\[
\alpha_2 = \frac{LN^{D_5}}{2\sqrt{\log N}}, \quad D_5 := \frac{C_2^2}{32L^2}.
\]
For such \( 0 < \alpha_2 \leq A(N; C_2, L) \), it holds as desired that \( w(K_2) \leq \frac{C_2}{2} \sqrt{N} \).

**Remark 8.5** Notice that we want to choose \( N_0 \) so that \( A(C_2, N) \) is increasing for all \( N \geq N_0 \). A quick calculation reveals that \( N_0 = N_0^{(8.7)} (C_2, L) := \exp \left( (2D_5)^{-1} \right) \) is sufficient.
Proposition 8.8 Fix $\delta > 0$, and $C > 1$. Let $K_2 = \lambda B_1^N \cap \alpha_2 B_2^N$ as above. There are universal constants $D_2 > 0, N_0 \geq 1$ such that for

$$N > N_0 := N_0^{(8.8)}(C, D_2, \delta, L) := \left( \frac{1}{D_2 L^2 (C - 1)^2 \log \left( \frac{1}{\delta} \right)} \right)^2$$

one has $\sup_{q \in K_2} \langle q, z \rangle \leq Cw(K_2)$ with probability at least $1 - \delta$, where $z \in \mathbb{R}^N$ with $z_i \overset{\text{iid}}{\sim} \mathcal{N}(0, 1)$.

Proof of Proposition 8.8. Define the centered Gaussian process $f_x := \langle x, g \rangle$ for $x \in K_2 \subseteq \mathbb{R}^N$, a topological space, and where $g_i \overset{\text{iid}}{\sim} \mathcal{N}(0, 1)$. Observe $\|f\|_{K_2} = \sup_{x \in K_2} |f_x| < \infty$ almost surely. For any $u > 0$,

$$\mathbb{P} \left( \sup_{x \in K_2} |\langle x, g \rangle| > w(K_2) + u \right) \leq \exp \left( - \frac{u^2}{2\sigma^2_{K_2}} \right)$$

by Theorem 3.8. Hence, for $C > 1$,

$$\mathbb{P} \left( \sup_{x \in K_2} |\langle x, g \rangle| > Cw(K_2) \right) \leq \exp \left( - \frac{(C - 1)^2 w^2(K_2)}{2\sigma^2_{K_2}} \right) \leq \exp \left( - \frac{(C - 1)^2 L^2 \log(D_1 \sqrt{N} \log N)}{16\alpha^2 \log N} \right) \leq \delta$$

because

$$\sigma^2_{K_2} = \sup_{x \in K_2} \mathbb{E} |\langle x, g \rangle|^2 = \sup_{x \in K_2} \sum_{i=1}^N x_i \mathbb{E} g_i^2 = \sup_{x \in K_2} \|x\|^2 = \alpha^2_2 \leq \alpha^2_1 = \sqrt{N}.$$ 

Finally, for $\delta > 0$ and $C > 1$, $\sup_{x \in K_2} |\langle x, g \rangle| \leq Cw(K_2)$ with probability at least $1 - \delta$ for any $N > N_0^{(8.8)}$.

Proposition 8.9 Fix $C_2, \delta > 0$ and define the event $\mathcal{Z}_+ := \{ \|z\|^2_2 \geq N + C_2 \sqrt{N} \}$ where $z \in \mathbb{R}^N$ with $z_i \overset{\text{iid}}{\sim} \mathcal{N}(0, 1)$. There is a universal constant $N_0 := N_0^{(8.9)} \geq 1$ satisfying

$$N_0^{(8.9)} \geq \max \left\{ N_0^{(8.7)}, N_0^{(8.8)} \right\}.$$ 

and a universal constant $k_2 = k_2(N_0, \delta) > 0$ so that for all $N \geq N_0$ there is an event $\mathcal{E} \subseteq \mathcal{Z}_+$ satisfying

$$K_2 \cap F = \emptyset$$

and

$$\mathbb{P}(\mathcal{E}) \geq k_2 := \mathbb{P}(\mathcal{Z}_+) - \delta.$$

Proof of Proposition 8.9. By Proposition 8.8, for any $0 < c_2 < 1$ there is an event $\mathcal{E}$ that holds with high probability such that $\sup_{q \in K_2} \langle q, z \rangle \leq c_2 w(K_2)$ on $\mathcal{E}$. Because $K_2$ is closed, there is $q \in K_2$ realizing the supremum when restricted to $\mathcal{E}$, whence

$$\langle q, z \rangle \leq \sup_{q' \in K_2} \langle q', z \rangle \leq c_2 w(K_2).$$

Now, choose $C_2' > 0$ such that $0 \leq C_2 \leq c_2 C_2'$. Then $q \in K_2$ satisfies

$$\langle q, z \rangle \leq c_2 w(K_2) \leq c_2 \frac{C_2'}{2} \sqrt{N} \leq \frac{C_2}{2} \sqrt{N}.$$
On the other hand, for any \( q' \in F \) on the event \( \mathcal{Z}_+ \),
\[
C_2 \sqrt{N} \leq \|q'\|_2^2 + \|z\|_2^2 - N \leq 2\langle q', z \rangle
\]
whence \( K_2 \cap F = \emptyset \) on the event \( \mathcal{Z}_+ \cap \mathcal{E}_2 \). Because \( \mathcal{E}_2 \) holds with high probability and the probability of \( \mathcal{Z}_- \) is lower-bounded by a universal constant, Proposition 8.3 implies \( P(\mathcal{Z}_+ \cap \mathcal{E}_2) > k_2(N_0^{(8.9)}, \delta) \) for \( N \geq N_0^{(8.6)} \) where
\[
N_0^{(8.9)} \geq \max\{N_0^{(8.7)}, N_0^{(8.8)}\}.
\]
\[\Box\]

8.8.3 Proof of the geometric lemma. We now have the tools required for Lemma 6.2. For intuition of the result, we refer the reader to Figure 2 in 6.2.

Proof of Lemma 6.2. The proof of the first two items follows trivially from Proposition 8.6 and Proposition 8.9. Define the event
\[
\mathcal{E} := \mathcal{Z}_- \cap \mathcal{E}_1 \cap \mathcal{Z}_+ \cap \mathcal{E}_2
\]
To prove the final item, observe that \( P(\mathcal{E}) \geq P(\mathcal{Z}_- \cap \mathcal{Z}_+) - 2\delta \geq k_3 \delta \) for all sufficiently large \( N \). This is a direct consequence of Proposition 8.2 and Proposition 8.3.

The proof of the third item follows from a note in Proposition 8.7. Specifically, the result holds for any choice of \( \alpha_2 \) satisfying
\[
0 < \alpha_2 \leq A(N; C_2; L) = \frac{LN D_5}{2\sqrt{\log N}}, \quad D_5 := \frac{C_2^2}{32L^2}
\]
Hence, choose \( C_3, q > 0 \) so that \( \alpha_2 > C_3 N^q \) for all \( N \geq N_0^{(6.2)} \geq N_0^{(8.7)} \). \[\Box\]

8.8.4 Proofs for overconstrained suboptimality. First we prove a key ingredient in the main results for \( \tilde{R}(\sigma; x_0, N, \eta) \) parameter instability. Then, we prove the lemma that extends \( (BP^*_\sigma) \) parameter instability from \( \sigma = \sqrt{N} \) and \( x_0 \equiv 0 \) to \( \sigma \leq \sqrt{N} \) and \( x_0 \equiv 0 \). Finally, we prove the restricted maximin result, yielding parameter instability for overconstrained \( (BP^*_\sigma) \).

Proof of Corollary 6.1. Restrict to the event \( \mathcal{E} \) as given in the lemma and assume that \( N \geq N_0^{(6.2)} \). \( K_1 \cap F \) is non-empty, so \( \bar{x}(\sigma) \in K_1 \cap F \) by definition. \( K_2 \cap F = \emptyset \) thereby implies
\[
\bar{x}(\sigma) \in \lambda B_1^N \cap (\alpha_1 B_2^N \setminus \alpha_2 B_2^N) \cap F = (K_1 \setminus K_2) \cap F.
\]
Whence follows \( \|\bar{x}(\sigma)\|_1 \leq \lambda \) and \( \alpha_2 \leq \|\bar{x}(\sigma)\|_2 \leq \alpha_1 \). Applying Bayes' rule to the noise-normalized risk yields:
\[
\tilde{R}(\sigma; 0, N, \eta) \geq \frac{P(\mathcal{E})}{\eta^2} \mathbb{E}[\|\bar{x}(\sigma)\|_2^2 | \mathcal{E}] \geq k_3 C_3 N^q =: C N^q.
\]
\[\Box\]

Proof of Lemma 6.3. This result is an immediate consequence of Corollary 3.1. \[\Box\]
Proof of Theorem 6.1. Without loss of generality, assume $\eta = 1$. We may trivially lower-bound the minimax expression by considering only the case where $x_0 \equiv 0$,

$$\sup_{x_0 \in \Sigma^N} \inf_{\sigma < \sqrt{N}} \tilde{R}(\sigma; x_0, N, 1) \geq \inf_{\sigma < \sqrt{N}} \tilde{R}(\sigma; 0, N, 1)$$

Lemma 6.3 and Corollary 6.1 imply in turn,

$$\inf_{\sigma < \sqrt{N}} \tilde{R}(\sigma; 0, N, \eta) \geq \tilde{R}(\sqrt{N}; 0, N, \eta) \geq C \eta^q$$

for all $N \geq N_0$, where $N_0 \geq N_0^{(6.2)}$ and $C, q > 0$ are chosen according to Lemma 6.2. \hfill \Box

8.8.5 Proof of minimax suboptimality. We prove that $(\text{BP}_{\sigma}^*)$ is minimax suboptimal.

Proof of Theorem 6.2. Without loss of generality, take $\eta = 1$. Observe that

$$\inf_{\sigma > 0} \sup_{x_0 \in \Sigma^N} \tilde{R}(\sigma; x_0, N, 1) = \min \left\{ \inf_{\sigma < \sqrt{N}} S(\sigma), \inf_{\sigma > \sqrt{N}} S(\sigma) \right\}$$

where $S(\sigma) := \sup_{x_0 \in \Sigma^N} \tilde{R}(\sigma; x_0, N, 1)$. Next, assume $N \geq N_0^{(6.2)}$. Then one has $\inf_{\sigma > \sqrt{N}} S(\sigma) \geq C_1 \sqrt{N}$ by Lemma 6.1. Moreover, a trivial lower bound, Lemma 6.3 and Corollary 6.1 successively imply

$$\inf_{\sigma < \sqrt{N}} S(\sigma) \geq \inf_{\sigma < \sqrt{N}} \tilde{R}(\sigma; 0, N, 1) \geq \tilde{R}(\sqrt{N}; 0, N, 1) \geq C_2 \eta^q.$$ 

In particular, there is a universal constant $C > 0$ so that

$$\inf_{\sigma > 0} \sup_{x_0 \in \Sigma^N} \tilde{R}(\sigma; x_0, N, 1) \geq \min \{ C_2 \eta^q, C_1 \sqrt{N} \} \geq C \eta^q.$$ 

\hfill \Box

8.8.6 Proof of maximin suboptimality. We prove that $(\text{BP}_{\sigma}^*)$ is maximin suboptimal.

Proof of Lemma 6.4. The proof is completed by the following chain of inequalities. The first and last equalities are by definition of the $(\text{BP}_{\sigma}^*)$ estimator. The first inequality follows by relaxing the objective; the second inequality follows by relaxing the constraint condition.

$$\| \tilde{x}_{TC} \|_2 = \| \arg \min \{ \| y - x \|_1 : \| y - x \|_2 \leq \sigma^2 \} \|_2 \geq \| \arg \min \{ \| x_{TC} \|_1 : \| y - x \|_2 \leq \sigma^2 \} \|_2 \geq \| \arg \min \{ \| x_{TC} \|_1 : \| (y - x)_{TC} \|_2 \leq \sigma^2 \} \|_2 \equiv \| \hat{x} \|_2$$

\hfill \Box

Proof of Theorem 6.3. We may trivially lower-bound the maximin expression by considering the case where $x_0 := Ne_1$ where $e_1$ is the first standard basis vector. Without loss of generality, we may assume that this entry is in the first coordinate, and is at least $N$. Again without loss of generality, it suffices to consider the case where $\eta = 1$. We write the lower bound as

$$\sup_{x_0 \in \Sigma^N} \inf_{\sigma > 0} \tilde{R}(\sigma; x_0, N, 1) \geq \inf_{\sigma > 0} \tilde{R}(\sigma; x_0, N, 1).$$
If \( \sigma \geq \sqrt{N} \), then the result follows by Lemma 6.1. Otherwise, it must be that \( \sigma \leq \sqrt{N} \), in which case the result follows immediately by Lemma 6.4. In this latter case, we have implicitly assumed that if \( \sigma \in (\sqrt{N-T}, \sqrt{N}) \), then the omitted technical exercise of adjusting constants in Corollary 6.1 and its constituents has been carried out. For further detail on this caveat, see the remark immediately preceding Corollary 6.2.

\[ \square \]

9. Conclusions

We have illustrated regimes in which each program is unstable. The theory of section 4, section 5 and section 6 proves asymptotic results for each program, while the numerics of section 7 supports using the asymptotic behaviour as a basis for practical intuition. Thus, we hope these results inform practitioners about which program to use.

In section 4 and 7.1 we observe that \((LS^*_2)\) exhibits parameter instability in the low-noise regime. The risk \( \tilde{R}(\tau; x_0, N, \eta) \) develops an asymptotic singularity as \( \eta \to 0 \), blowing up for any \( \tau \neq \|x_0\|_1 \), where \( \tilde{R}(\|x_0\|_1; x_0, N, \eta) \) attains minimax order-optimal error. Numerical simulations support that \( \tilde{R}(\tau; x_0, N, \eta) \) develops cusp-like behaviour in the low-noise regime, which agrees with the asymptotic singularity of Theorem 4.1. Notably, \((LS^*_2)\) parameter instability manifests in very low dimensions relative to practical problem sizes. Outside of the low-noise regime, \((LS^*_2)\) appears to exhibit better parameter stability, as exemplified in Figure 6.

In section 5 and section 7.2 we observe that \((QP^*_\lambda)\) exhibits left-sided parameter instability in the low-noise regime. When \( \lambda < \tilde{\lambda} \) we prove that \( R^\tau(\lambda; s, N) \) scales asymptotically as a power law of \( N \). The suboptimal scaling of the risk manifests in relatively higher dimensional problems, as suggested by Figure 4a. Minimax order-optimal scaling of the risk when \( \lambda \geq \tilde{\lambda} \) is clear from Figure 4b. The numerics of section 7 support that \((QP^*_\lambda)\) is generally the most stable of the three programs considered.

In section 6 and 7.3 we observe that \((BP^\tau_0)\) exhibits parameter instability in the very sparse regime. Notably, \( \tilde{R}(\sigma; x_0, N, \eta) \) is maximin suboptimal for any choice of \( \sigma > 0 \) for \( s/N \) sufficiently small. This behaviour is supported by Figure 5a, in which the best average loss of \((BP^\tau_0)\) is a 82.2 times worse than that for \((LS^*_2)\) and \((QP^*_\lambda)\). Further, the average loss for \((BP^\tau_0)\) exhibits a clear cusp-like behaviour in Figure 5a, like for that of \((LS^*_2)\), which would be an interesting object of further study. Outside of the very sparse regime, \((BP^\tau_0)\) appears to exhibit parameter stability, as exemplified in Figure 6.

In section 7.5 we portray how estimators behave as a function of the normalized parameter for each program. We show the kinds of pathologies from which these estimators suffer in unstable regimes, and demonstrate that estimators for compressed sensing problems can exhibit similar pathologies (section 7.5.4). These simulations support the intuition that our theory may be extended to the compressed sensing setting.

Finally, we demonstrated the usefulness of Lemma 3.2. By this result, the size of \( \tilde{x}(\eta \sqrt{N}) \) controls the size of \( \tilde{x}(\sigma) \) for \( \sigma \leq \eta \sqrt{N} \) when \( x_0 \equiv 0 \). This was key to demonstrating risk suboptimality for underconstrained \((BP^\tau_0)\). Moreover, Lemma 3.2 was used to prove \( \tilde{R}(\tau; \tau x_0, N, \eta) \) is an increasing function of \( \tau \) when \( \|x_0\|_1 = 1 \). Thus, the projection lemma was particularly effective for proving minimax order-optimality of \( R^\tau(s, N) \).

Future works include extending the main results to the CS set-up and to more general atomic norms. These results may also extend to ones under more general noise models. Some of these extensions are in preparation by the authors. Lastly, it would be interesting to see what role parameter instability might play in proximal point algorithms and those algorithms relying on proximal operators. Conversely, it would be useful to understand rigorously when a PD program exhibits parameter instability, and to determine systematically the regime in which that instability arises.
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