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ABSTRACT

We present a three-dimensional reconstruction of the velocity distribution of nearby stars ($\lesssim$100 pc) using a maximum likelihood density estimation technique applied to the two-dimensional tangential velocities of stars. The underlying distribution is modeled as a mixture of Gaussian components. The algorithm reconstructs the error-deconvolved distribution function, even when the individual stars have unique error and missing-data properties. We apply this technique to the tangential velocity measurements from a kinematically unbiased sample of 11,865 main-sequence stars observed by the Hipparcos satellite. We explore various methods for validating the complexity of the resulting velocity distribution function, including criteria based on Bayesian model selection and how accurately our reconstruction predicts the radial velocities of a sample of stars from the Geneva–Copenhagen Survey (GCS). Using this very conservative external validation test based on the GCS, we find that there is little evidence for structure in the distribution function beyond the moving groups established prior to the Hipparcos mission. This is in sharp contrast with internal tests performed here and in previous analyses, which point consistently to maximal structure in the velocity distribution. We quantify the information content of the radial velocity measurements and find that the mean amount of new information gained from a radial velocity measurement of a single star is significant. This argues for complementary radial velocity surveys to upcoming astrometric surveys.
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1. INTRODUCTION

One of the key goals of Galactic astronomy—or near-field cosmology—is to understand the structure and evolutionary history of the Galaxy. Past and ongoing surveys have consistently found that the structure of the Galaxy is more complex than previously thought, and it is very likely, both from a theoretical perspective (Ghigna et al. 1998; Johnston 1998; Helmi et al. 2003) as well as from an observational perspective (e.g., Koposov et al. 2008, 2009; Tollerud et al. 2008; Simon & Geha 2007), that upcoming surveys will reveal much more complicated structures, and in much larger quantities, than those observed today. In the euphoria of a discovery, the statistical significance of the observed complexity is often only briefly touched upon. In order to make progress, however, it is important to ask the question whether the model, which can be arbitrarily complex, is warranted by the observations, or whether the structure in the data simply represents statistical fluctuations. This last point is not merely pedantic, as the significance and the reason for complex substructure has important ramifications for those who create models for the evolution and dynamical structure of the Galaxy and for those who interpret the observed substructure in a cosmological context. In the present set of papers, we set out (1) to address this question of the complexity of the underlying distribution of an observed sample of stars using justifiable statistical methods in one specific example—the distribution of nearby stars in velocity space—and (2) to assess the ramifications of the distribution that we recover and its complexity for questions concerning the structure and dynamics of the Galactic disk.

The discussion of the complexity of the structure of the Galaxy has traditionally focused on the number of components needed to give a good description of the observed distribution of stars in position, kinematics, metallicity, and age. And while the discussion has shifted mostly from a question at the beginning of the 20th century about the appropriate number of “drifts” necessary to describe the kinematics of stars near the Sun (see below: Kapteyn 1905; Schwarzschild 1907) through a discussion about the number of distinct stellar populations (Baade 1944, 1958; Roman 1954; Oort 1958; Schwarzschild 1958) to an argument about the number of components that make up the large-scale structure of the Galaxy (in particular, the existence and properties of the “thick disk”; Gilmore & Reid 1983; Bahcall & Soneira 1980, 1984; Ivezic et al. 2008), this does not mean that the old controversies were ever fully resolved. Indeed, the history of the debate on the kinematics of stars in the local neighborhood provides a fine example of the analysis of the amount of structure, or lack thereof, in the phase-space distribution of stars and the consequences of the perceived structure for the fundamental parameters of the Galaxy.

1.1. The “Transient” Nature of Moving Groups

The first account of a common motion of stars appeared over 160 years ago in the Pleiades star cluster (Mädler 1846). This common motion and the fact that the motions of stars further away from the center of the cluster seemed to be faster was then interpreted as indicating that the center of the Galaxy lies in the Pleiades, more specifically, that it coincides with Alcyone, the brightest star in the Pleiades cluster (Mädler 1847). However, it was soon found that this was but a single instance of a more common phenomenon, as similar centers of common motion were also found to exist in other areas of the sky, i.e., in the Hyades cluster and for five of the bright stars in Ursa Major (Proctor 1869).
The existence of the Hyades and the Ursa Major “moving groups,” as the groups of stars with a common motion are commonly called, was later confirmed and established on a firmer footing by the development of the convergent-point technique for the determination of the position of a cluster of stars (Boss 1908; Hertzsprung 1909). These groups, as well as the Pleiades moving group discovered earlier, have survived further scrutiny (Wilson 1932; Roman 1949; Dehnen 1998) and we also unambiguously detect them in our data sample. After these successful applications of this new technique, it was widely used to find other moving groups and many were found in different areas of the sky—the Perseus moving cluster (Eddington 1910), the 61 Cygni cluster (Boss 1911; Russell 1912), the Scorpio–Centaurus cluster (Plummer 1913), the Vela moving cluster (Kapteyn 1914), and the Corona Borealis moving cluster (Rasmussen 1921). Most of these are now believed to be spurious (e.g., Rasmussen 1921; Chaudhuri 1940). The reasons for this failure of the convergent-point method to be a reliable indicator for the existence of moving groups were threefold: (1) it does not take into account the observational errors of the proper motions used and assumes that the space velocities of all of the individual stars in the cluster are exactly the same, which cannot hold in the presence of observational errors and which is not even close to true in the ideal case; (2) it assumes that all three of the components of the space velocity of the stars in the cluster are the same, but it is known that mixing in the direction out of the disk is much more efficient than mixing in the plane of the disk, such that groups of stars can share a similar motion in the components of the velocity in the plane of the disk much longer than they can do this in the direction out of the plane (and more precise determinations of the velocity distribution have shown that the distribution in directions out of the disk is essentially featureless; see Fig. 20); (3) the tolerances with which a star has to meet the convergent-point test for cluster membership were gradually loosened, in order to deal with the complications described in the previous two points, leading to the inclusion of more and more spurious members. Thus, wrong conclusions were drawn about the amount of structure in the velocity distribution after the application of a technique that could not reliably determine the structure of the underlying distribution from an observed sample of stars, and that was stretched beyond where it was applicable in the best cases.

During the latter half of the 20th century, the business of claiming the existence of new moving groups—followed by calling their reality into question—remained in full swing. Eggen in particular was prolific in finding new moving groups and much of the discussion about their existence and members focused on their having a single stellar population, since all of the moving groups at the time were thought to be the remnants of disintegrating star clusters. About a dozen new moving groups were found by Eggen (1958, 1959a, 1959b, 1964, 1965, 1969, 1971a, 1971b, 1978; Eggen & Sandage 1959) and different results for their chemical homogeneity and ages were found by different groups (e.g., Eggen 1970, 1983, 1986; Williams 1971; Boyle & McClure 1975; Tuominen & Vilhu 1979; McDonald & Hearnsaw 1983; Proust & Foy 1988). Most of these groups are not recovered in more recent analyses. The existence of the Hyades and Ursa Major groups was established on a firmer footing by ever growing samples of member stars (Ogorodnikov & Latyshev 1968, 1970; Eggen 1970; Boyle & McClure 1975; Soderblom & Mayor 1993), although their interpretation as dispersing star clusters was repeatedly called into question, especially in the case of the Hyades moving group (Wilson 1966; Breger 1968; Williams 1971; Boyle & McClure 1975; Soderblom & Clements 1987; Boesgaard & Budge 1988). Both of these groups were believed to contain significant fractions of the stars in the Solar neighborhood, but it was only after the advent of complete samples of stars with accurate astrometry with Hipparcos that this question could be studied in detail (with the exception of Grenier et al. 1985; Gomez et al. 1990).

1.2. The Hipparcos Era

The astrometric ESA space mission Hipparcos, which collected data over a 3.2 year period around 1990, provided for the first time an all-sky catalog of absolute parallaxes and proper motions with microarcsecond precision (ESA 1997). Different complete samples of stars were extracted from the ∼100,000 star catalog, and many different methods were used to determine the distribution of these stars in velocity space and its overdensities (Chen et al. 1997; Figueras et al. 1997; Dehnen 1998; Chereul et al. 1998, 1999; Asiam et al. 1999; Bienaymé 1999; Skuljan et al. 1999). The picture that emerged from these various reconstructions of the velocity distribution was startling: the distribution was revealed to be extremely structured, with many, if not most, of the stars part of large associations of stars, in particular, the Hyades, Pleiades, and Ursa Major moving groups (Dehnen 1998). In addition to the confirmation of the moving groups, more complex structures such as several almost parallel branches and sharp edges in the distribution in the Galactic plane were also observed (Skuljan et al. 1999). Over the years, many radial velocities measurements have been made, most notably as part of the Geneva–Copenhagen Survey (GCS; Nordström et al. 2004), which has led to a confirmation of many of these structures (Famaey et al. 2005), and a proliferation of new moving groups has been found in the combination of the data sets (Antoja et al. 2008; Zhao et al. 2009). However, the existence of these new moving groups has not been convincingly shown to date.

The most popular method by far in recent years to determine the velocity distribution is the kernel density estimation technique (Silverman 1986) and the related wavelet analysis technique for identifying moving groups (e.g., Slezak et al. 1990). This technique has been applied to the Hipparcos data at various degrees of sophistication. In the simplest form this method basically amounts to a smoothed histogram of the data in which each data point is replaced by a Gaussian probability distribution (the so-called “kernel”) with some fixed width around the observed value (Chen et al. 1997). When a kernel with a vanishing volume is chosen this technique is known as wavelet analysis, in which the kernel is a wavelet that picks out overdensities in the data (e.g., a “Mexican hat” wavelet, Murenzi 1989). When applied with a fixed width σ this method naturally picks out the slightest overdensities of scale σ in the observed distribution. Therefore, it is unsurprising that setting σ ≈ 1 km s⁻¹ turns up a large number of overdensities of exactly this size (Francis & Anderson 2009), which are then tentatively called new moving groups (Zhao et al. 2009), and finds substructure in the classical moving groups. Given the measurement uncertainties and the spatial extent of the Hipparcos sample—even a “cold” moving group on a circular orbit spread out over ∆x ≈ 100 pc will create elongated structures in the velocity distribution with a size ∆x/R⊙ × 220 km s⁻¹ ≈ 2.5 km s⁻¹—structure on these scales is unlikely to be real, unless they can be localized in position space as well. Slightly more sophisticated techniques set the smoothing scale in an optimal way given the kernel, the dimensionality of the distribution,
and the number of data points (Cabrera-Caño & Alfaro 1990; \textit{Asiain et al.} 1999). This theoretically optimal value, however, generally leads to scales ≤ 1 km s\(^{-1}\), such that the smoothing scale problem persists.

More sophisticated analyses realize that the measurement uncertainties limit the scales on which structure can be detected and that setting the scale parameter means setting the scale of the detected structure. Using more realistic values for the scale (\(\sigma \approx 5 \text{ km s}^{-1}\)) and considering multiple scales returns merely the classical moving groups from a subset of the \textit{Hipparcos} data (Figueras et al. 1997). Adaptive kernel methods are techniques in which the smoothing scale is allowed to vary from data point to data point, and a well-defined procedure for iteratively setting these different scales based on the reconstructed distribution and a leave-one-out cross validation procedure exists (Silverman 1986). Using a sample of 4,000 \textit{Hipparcos} stars the optimal overall smoothing scale was found to be \(\approx 11 \text{ km s}^{-1}\) (Skuljan \textit{et al.} 1999) and the reconstructed distribution showed only a few peaks.

Sophisticated multiscale methods borrowed from astronomical image analysis have also been used a few times to determine the velocity field. These multiscale methods, such as the à trous method (Starck & Murtaugh 2006), smooth the observed density on different scales allowing the study of the velocity distribution on various scales (Chereul \textit{et al.} 1998, 1999). These multiscale methods can be combined with denoising techniques, which filter the wavelet coefficients according to their significance assuming a prior distribution on the coefficients (e.g., Wiener filtering; Starck & Murtaugh 2006). Since the scales are still set by hand, if set to a small scale these methods still naturally find structures on the smallest scale analyzed, leading to a large abundance of structure in the observed velocity distribution (Antoja \textit{et al.} 2008).

The advantages of these kernel density and wavelet analysis techniques are that they are conceptually simple, non-parametric, and computationally inexpensive, as they behave for the most part as \(O(N)\), where \(N\) is the number of data points, multiplied by the number of scales for multiscale methods. One disadvantage of these techniques is that they only work in the case of complete data, i.e., data with all of the dimensions measured. Since \textit{Hipparcos} did not measure the radial velocities of the survey stars, these techniques could not be applied to the \textit{Hipparcos} catalog by itself, instead they had to take small subsamples of the catalog for which full phase-space information was available or wait until the arrival of radial velocities for a selected number of stars. The main disadvantage, however, is that in the presence of sizeable measurement errors, as is the case in the determination of the velocity distribution from \textit{Hipparcos} data for which the \(\sim 10\%\) parallax uncertainties give rise to \(\geq 10\%\) velocity errors, the kernel density estimate reconstructs the \textit{observed} distribution and not the \textit{underlying} distribution, i.e., they do not reconstruct the distribution you would find if you had “good” data, that is, data with vanishingly small uncertainties and all dimensions measured. The kernel density estimate and wavelet analysis techniques do not take into account the individual uncertainty properties of the data points, at best they let the overall uncertainty scale guide the choice of smoothing scale. In order to reconstruct the underlying velocity distribution it is necessary to convolve a model for the underlying distribution with the uncertainties of the individual stars and compare the resulting distribution with the observed distribution. When attempting to reconstruct the velocity distribution from incomplete data this is the approach that must be adopted.

Dehnen \textit{(1998)} determined the velocity distribution from \textit{Hipparcos} data alone. The underlying distribution was pixelized and the value in each pixel was obtained by a maximum penalized likelihood method. In order to compare the model with the data, Dehnen used an uncertainty model that consisted of an infinite variance in the radial direction (the unobserved direction) and a zero variance in the tangential direction, as he believed that taking into account the individual errors in the tangential velocities was unnecessary given the sample size. This simplification leads to an unbounded likelihood function, which is why the function to be maximized had to include a penalty functional which penalizes rough distribution functions. Given the scarcity of the data and the large number of pixels necessary in three dimensions, Dehnen found that the \textit{Hipparcos} sample only samples \(\sim 20\) pixels in each direction for a three-dimensional reconstruction, and therefore he could only reliably reconstruct two-dimensional projections of the velocity field. This means that associating structures in different projections poses somewhat of a problem. The validation of the resulting velocity distribution consisted of comparing the reconstructed distribution for different subsamples of the data and the only reliably identifiable structures corresponded to the classical moving groups and a thick disk moving group, the Arcturus stream. Although Dehnen claimed that the various wiggles in the contours of the reconstructed velocity distribution correspond to real features, and some of these features are indeed present in later analyses, one has to remember that all of the samples derived from the \textit{Hipparcos} catalog overlap significantly and that therefore cross-validation between different analyses does not necessarily mean cross-validation between different samples. Dehnen’s was the first approach to utilize all of the relevant \textit{Hipparcos} data in determining the velocity distribution and he showed that, through the use of a well defined, justifiable algorithm designed to cope with missing data, the large number of \textit{Hipparcos} measurements could give the best determination of the velocity field yet.

The first, and until now only, attempt to model the distribution of stars in a phenomenological way again confirmed the classical moving groups and found no evidence for new structure (Famaey \textit{et al.} 2005). A mixture of different base groups was fitted by using a maximum likelihood method which correctly accounted for the observational uncertainties and the selection function (Luri \textit{et al.} 1996). Each base groups consisted of a spatial distribution that was an exponential disk with a scale-height and was uniform in the Galactic plane, a velocity distribution that was Gaussian, a Gaussian luminosity distribution, and a correction for interstellar absorption. Six base groups were found to be necessary to provide an acceptable fit to the data by using a likelihood test, the Wilk’s test (Soubiran \textit{et al.} 1990). This method, while being objective and well justified, has some drawbacks. It assumes that groups in velocity space also share characteristics in other observables and it is highly parametric, since each clump in velocity space has very definite spatial and luminosity distributions associated with it. The model for the velocity distribution itself is also highly restrictive, as not only does it assume that each clump in velocity space has a Gaussian distribution, this Gaussian distribution is further constrained to be aligned with the Galactic plane (a vertex deviation is kept as a free parameter).

1.3. \textit{Now, Why Are We So Special?}

In this paper, we use a technique which combines all of the good points of the techniques described above to reconstruct the velocity distribution. In Section 2, we describe our model
of the underlying distribution function, which consists of a mixture of three-dimensional Gaussian distributions, which are left completely free. We keep the number of Gaussian components as a free parameter such that this technique is non-parametric in the sense that a mixture of a sufficiently large number of normal distributions can fit any distribution function desired and we let the data decide the complexity of the model instead of setting the number of components by hand. Since our confrontation of the model with the data includes convolving the model with the individual uncertainties of the observations, this technique correctly takes care of measurement uncertainties and consequently can deal with missing data. This allows us to use one large sample of stars, i.e., the sample of tangential velocities from Hipparcos used by Dehnen (1998), to determine the velocity distribution and a different, non-overlapping, sample of observations, i.e., radial velocity measurements of stars from the GCS, to validate the reconstructed velocity distribution. Any structure in the velocity distribution that passes this truly hard test can then confidently be considered real. We will see that few do.

In addition to this, since we obtain a semiparametric representation of the three-dimensional velocity distribution we are equipped to consider different subspaces of this distribution, such that we can make predictions for the velocities of individual stars, both only knowing their position as well as conditioning on any known components of the velocities, which allows us to answer questions as to how much information is contained in lower-dimensional projections of the velocity distribution. For instance, we can ask how much information about the velocity distribution is gained from a knowledge of the radial velocities in addition to the tangential velocities. Such a question is important to ask in the context of the Gaia mission, which will not measure radial velocities for a large part of its catalog (Perryman et al. 2001).

Finally, with the model of the velocity distribution in hand we can determine the peaks in the distribution and compare them to the known moving groups. The algorithm used in the optimization naturally returns probabilities for individual stars to be members of moving groups which allows us to study the members of the groups and, thus, the properties of the moving groups themselves. This will be pursued further in paper II in this series.

2. DATA, MODEL, AND ALGORITHM

Throughout we use the standard Galactic velocity coordinate system, with the directions $x$, $y$, and $z$ (and associated unit vectors $\hat{x}$, $\hat{y}$, and $\hat{z}$) pointing toward the Galactic center, in the direction of circular orbital motion, and toward the north Galactic Pole, respectively. Vectors are everywhere taken to be column vectors. The components of the velocity vector, $\mathbf{v} = v_x \hat{x} + v_y \hat{y} + v_z \hat{z}$, are conventionally referred to as $U$, $V$, and $W$, respectively, but we will refer to them as $v_x$, $v_y$, and $v_z$.

2.1. Hipparcos Measurements

In this study, we use a kinematically unbiased sample of 11,865 nearby main-sequence stars (Dehnen & Binney 1998) from the Hipparcos catalog (ESA 1997). This sample is the union of two kinematically unbiased subsamples of Hipparcos stars: one subsample consists of a magnitude-limited subsample (complete to about 7.3 to 9 mag depending on Galactic latitude) and the other subsample contains a sample of stars south of $\delta = -28^\circ$ judged from their spectral classification to be within 80 pc from the Sun. Main-sequence stars with relative parallax errors smaller than 10% and not part of a binary system were selected from both of these subsamples. The relative parallax error cut, while biasing the sample toward brighter stars, which have smaller parallax errors, as well as toward closer stars, which have larger parallaxes, does not affect the fact that the sample is kinematically unbiased, since the precision of the parallaxes in Hipparcos is mainly limited by Poisson noise and the accuracy of the attitude reconstruction of the Hipparcos satellite, both of which are unrelated to the kinematics. For the stars in this sample we take the equatorial coordinates, parallaxes, and proper motions from the new reduction of the Hipparcos data (van Leeuwen 2007a, 2007b). Although follow-up radial velocity measurements for the Hipparcos stars were suggested (Gerbaldi et al. 1989), radial velocities of many of the stars in this sample are unavailable. Because of the known issues of including radial velocities of only a subsample of stars (e.g., Binney et al. 1997), we give each star a radial velocity of zero, with an uncertainty that is many orders of magnitude larger than any of the velocities involved in this problem. For the purposes of the deconvolution technique described below, this approach is equivalent to an incomplete data approach, since the model and objective function that we use properly treat the uncertainties associated with the data (we have explicitly checked this).

The properties of the selected sample of stars in the observed quantities are shown in Figure 1. One can clearly see the overdensities near the poles of the ecliptic in the $\alpha$ versus $\delta$ plots. These overdensities are a consequence of both the scanning strategy of Hipparcos, which covers stars near the ecliptic poles much better than those near the ecliptic plane, leading to higher accuracies of the Hipparcos parallaxes near the ecliptic poles (see also the parallax $\sigma_\pi$ versus $\delta$ plots), as well as, for the south ecliptic pole, the inclusion of the sample of stars restricted to $\delta \leq -28^\circ$. The structure $\mu_\alpha$ versus $\alpha$ and $\mu_\delta$ versus $\delta$ panels is simply due to the Solar motion with respect to the local standard of rest.

The components of the three-dimensional velocities $\mathbf{v}$ of the stars in terms of the observed $(\alpha, \beta, \sigma_\pi, \mu_\alpha, \mu_\beta, \nu_r)$ is given by

$$\mathbf{v} \equiv \begin{bmatrix} v_r \\ v_\alpha \\ v_\beta \end{bmatrix} = \mathbf{T} \mathbf{A} \begin{bmatrix} \frac{\nu_r}{\sigma_\pi} \\ \frac{\nu_\alpha}{\mu_\alpha} \cos \delta \\ \frac{\nu_\beta}{\mu_\beta} \end{bmatrix},$$

(1)

where $k = 4.74047$, $[\nu_r] = \text{km s}^{-1}$, $[\sigma_\pi] = \text{as}$, $[\mu_\alpha] = [\mu_\beta] = \text{as yr}^{-1}$, and the matrices $\mathbf{T}$ and $\mathbf{A}$ are given by

$$\mathbf{T} = \begin{bmatrix} \cos \theta & \sin \theta & 0 \\ \sin \theta & -\cos \theta & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} -\sin \delta_{NGP} & 0 & \cos \delta_{NGP} \\ 0 & 1 & 0 \\ \cos \delta_{NGP} & 0 & \sin \delta_{NGP} \end{bmatrix},$$

(2)

and

$$\mathbf{A} = \begin{bmatrix} \cos \alpha & -\sin \alpha & 0 \\ \sin \alpha & \cos \alpha & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} \cos \delta & 0 & -\sin \delta \\ 0 & 1 & 0 \\ \sin \delta & 0 & \cos \delta \end{bmatrix},$$

(3)

respectively. In the context of the deconvolution technique that we use below to fit the velocity distribution, we will define the observations to be $\mathbf{w} \equiv \begin{bmatrix} v_r \\ \frac{\nu_\alpha}{\mu_\alpha} \cos \delta \\ \frac{\nu_\beta}{\mu_\beta} \end{bmatrix}$ and the projection matrix to be $\mathbf{R}^{-1} \equiv \mathbf{TA}$. Since we do not use the radial velocities of the stars, we set $v_r$ to zero in $\mathbf{w}$. The matrix
Figure 1. Properties of the kinematically unbiased subsample of main-sequence stars extracted from the *Hipparcos* catalog. The diagonal shows histograms of the relative abundances of stars in the basic properties right ascension (\(\alpha\)), declination (\(\delta\)), parallax (\(\pi\)), proper motion in \(\alpha\) (\(\mu_\alpha^*\)), and proper motion in \(\delta\) (\(\mu_\delta\)). The plots in the upper right triangle show two-dimensional scatter plots of pairs of these properties, while the lower left triangle shows two-dimensional histograms for these pairs.

The *Hipparcos* catalog entries, which can be represented by some vector \(c_i\) for each star, come with single-star uncertainty covariance matrices \(C_i\). If we write the derivative of the observations \(w_i\) with respect to the catalog entries \(c_i\) in terms of a matrix \(Q_i\),

\[
\frac{dw_i}{dc_i} = Q_i, \tag{5}
\]

then the measurement uncertainty covariances \(S_i\) for the \(w_i\) are given by

\[
S_i = Q_i C_i Q_i^T. \tag{6}
\]

This is only accurate in the regime of small parallax errors in which we are working. Star-to-star covariances in the *Hipparcos* data could be significant, e.g., through uncertainties in the modeling of the satellite attitude; they are believed to be insignificant and are not reported in the *Hipparcos* catalog. Although significant star-to-star correlations existed in the original *Hipparcos* catalog, these are reduced by a factor of 30–40 in the new reduction (see Figure 2.11 in van Leeuwen 2007a).

2.2. Model and Objective Function

The model for the velocity distribution and the objective function which we use here has been described before (Hogg...
et al. 2005) and is described in great detail in Bovy et al. (2009). Here we summarize the most important aspects of the model and the objective function. We refer the reader to Bovy et al. (2009) for a more detailed derivation of the following results.

The method for density estimation from noisy data used here is completely general, and we will describe it in general terms before specifying it to the problem at hand. Our goal is to fit a model for the distribution function of a $d$-dimensional quantity $v$ using only a set of $N$ observational data points $w_i$. In general, we assume that these observations are noisy projections of the true values $v_i$

$$w_i = R_i v_i + \text{noise}, \quad (7)$$

where the noise is drawn from a normal distribution with zero mean and known covariance matrix $S_i$. As described above, in this specific application we use a formally infinite eigenvalue—in practice a value much larger than any of the measured values $|w_i|$—in the covariance matrix for the missing radial velocity, in which case no actual projection occurs and the operator $R_i$ is simply a rotation matrix, whose inverse is given by the product $T_A$, as described in the previous subsection. Although our method permits arbitrary variances and covariances in the observed properties of any data point (star), it assumes that there are no point–point (star–star) covariances. This is only true approximately in most cases of interest.

We will model the distribution function $p(v)$ of the true values $v$ as a mixture of $K$ Gaussians

$$p(v) = \sum_{j=1}^{K} \alpha_j N(v|m_j, V_j), \quad (8)$$

where the amplitudes $\alpha_j$ sum to unity and the function $N(v|m, V)$ is the $d$-dimensional Gaussian distribution with mean $m$ and variance tensor $V$. We emphasize here that the number of Gaussians $K$ is a free parameter describing qualitatively different models for the distribution function and that its value therefore needs to be set by a model comparison technique. We will have much more to say about this later.

The probability of the observed data $w_i$ given the model parameters $\theta$ is then given by a simple convolution of the model with the error distribution (or, in probabilistic language, by a marginalization over the true values of the velocities)

$$p(w_i | \theta) = \int d v p(w_i, v) \, p(v | \theta), \quad (9)$$

which works out to be itself a mixture of Gaussians

$$p(w_i | \theta) = \sum_{j=1}^{K} \alpha_j N(w_i | R_i m_j, T_{ij}), \quad (10)$$

where

$$T_{ij} = R_i V_j R_i^\top + S_i \quad (11)$$

because of the convolution of the model Gaussians with the uncertainty Gaussians.

For a given value of $K$, the free parameters of the density model can then be chosen such as to maximize (the logarithm of) the total probability of the data given the model, or equivalently (the logarithm of), the likelihood of the model given the data

$$\phi = \sum_i \ln p(w_i | \theta) = \sum_i \ln \sum_{j=1}^{K} \alpha_j N(w_i | R_i m_j, T_{ij}). \quad (12)$$

For each $K$, optimization of this function $\phi$ gives the best-fit density model consisting of $K$ Gaussians. This optimization could be performed by any generic optimizer, such as nonlinear conjugate gradients. It is complicated, however, by the constraints on the parameters of the model, e.g., the amplitudes have to add up to one, the covariances must be positive definite. For this reason, we opt for an optimization technique known as expectation–maximization (EM; Dempster et al. 1977), which views both the true values of the velocities $v_i$ as well as the components $j$ from which they were drawn as hidden variables and optimizes the probability of the full data. Readers not interested in this technique can safely skip the following subsection.

### 2.3. EM Optimization Algorithm

We will only give a brief, self-contained description of the EM technique we used to optimize the likelihood of the model of the velocity distribution function given a set of noisy, heterogeneous, and incomplete observations. Part of this algorithm has been described before (see the appendix of Hogg et al. 2005) and a full description and proof of the method outlined in this section can be found in Bovy et al. (2009). We would also like to point out that this algorithm was developed independently before (Diebolt & Céleux 1989, unpublished; Diebolt & Céleux 1990, unpublished) and applied to the velocity distribution in the Solar neighborhood (Gomez et al. 1990; Figueras et al. 1997) for a small number of components $K$ and without any of the extensions described below.

The EM algorithm works by introducing the following sets of hidden variables: (1) for each observation $w_i$ a set of “indicator variables” $q_{ij}$, which indicate for each component of the mixture of Gaussians whether this velocity was drawn from it and (2) for each observation $w_i$ the true velocity $v_i$. Because the velocities are not actually drawn from single components but rather from the full mixture, the indicator variables $q_{ij}$ take values between zero and one and correspond to the probability that a velocity $w_i$ was drawn from a component $j$. Given these hidden variables—equivalently, given full data—the likelihood of the model is given by

$$\Phi = \sum_i \sum_j q_{ij} \ln \alpha_j N(v_i | m_j, V_j), \quad (13)$$

This likelihood function $\Phi$ can be optimized analytically. The strategy of any EM algorithm is now to take, in the first step, the expectation of this full-data likelihood given the data and a previous guess of the model parameters (this stage is appropriately called the expectation step) and then to maximize this expectation value in the second step (the maximization step). Given an initial guess for the model parameters, these two steps are performed iteratively until convergence, identified here, as is usual, by extremely small incremental improvement in the logarithm of the likelihood per iteration.

In taking the expectation of $\Phi$, we need the expectation of the quantities $q_{ij}, v_i$, and $v_i$ given the data and a current guess for the model parameters. Using some standard results from multivariate normal theory it is easy to show that

$$b_{ij} \equiv \langle v_i | w_i, R_i, \theta, j \rangle = m_j + V_j R_i^\top T_{ij}^{-1} (w_i - R_i m_j) \quad (14)$$

$$B_{ij} \equiv \langle (v_i - \langle v_i \rangle) (v_i - \langle v_i \rangle)^\top | w_i, S_i, R_i, \theta, j \rangle = V_j - V_j R_i T_{ij}^{-1} R_i V_j, \quad (15)$$

For each $K$, optimization of this function $\phi$ gives the best-fit density model consisting of $K$ Gaussians. This optimization could be performed by any generic optimizer, such as nonlinear conjugate gradients. It is complicated, however, by the constraints on the parameters of the model, e.g., the amplitudes have to add up to one, the covariances must be positive definite. For this reason, we opt for an optimization technique known as expectation–maximization (EM; Dempster et al. 1977), which views both the true values of the velocities $v_i$ as well as the components $j$ from which they were drawn as hidden variables and optimizes the probability of the full data. Readers not interested in this technique can safely skip the following subsection.

### 2.3. EM Optimization Algorithm

We will only give a brief, self-contained description of the EM technique we used to optimize the likelihood of the model of the velocity distribution function given a set of noisy, heterogeneous, and incomplete observations. Part of this algorithm has been described before (see the appendix of Hogg et al. 2005) and a full description and proof of the method outlined in this section can be found in Bovy et al. (2009). We would also like to point out that this algorithm was developed independently before (Diebolt & Céleux 1989, unpublished; Diebolt & Céleux 1990, unpublished) and applied to the velocity distribution in the Solar neighborhood (Gomez et al. 1990; Figueras et al. 1997) for a small number of components $K$ and without any of the extensions described below.

The EM algorithm works by introducing the following sets of hidden variables: (1) for each observation $w_i$ a set of “indicator variables” $q_{ij}$, which indicate for each component of the mixture of Gaussians whether this velocity was drawn from it and (2) for each observation $w_i$ the true velocity $v_i$. Because the velocities are not actually drawn from single components but rather from the full mixture, the indicator variables $q_{ij}$ take values between zero and one and correspond to the probability that a velocity $w_i$ was drawn from a component $j$. Given these hidden variables—equivalently, given full data—the likelihood of the model is given by

$$\Phi = \sum_i \sum_j q_{ij} \ln \alpha_j N(v_i | m_j, V_j), \quad (13)$$

This likelihood function $\Phi$ can be optimized analytically. The strategy of any EM algorithm is now to take, in the first step, the expectation of this full-data likelihood given the data and a previous guess of the model parameters (this stage is appropriately called the expectation step) and then to maximize this expectation value in the second step (the maximization step). Given an initial guess for the model parameters, these two steps are performed iteratively until convergence, identified here, as is usual, by extremely small incremental improvement in the logarithm of the likelihood per iteration.

In taking the expectation of $\Phi$, we need the expectation of the quantities $q_{ij}, v_i$, and $v_i$ given the data and a current guess for the model parameters. Using some standard results from multivariate normal theory it is easy to show that

$$b_{ij} \equiv \langle v_i | w_i, R_i, \theta, j \rangle = m_j + V_j R_i^\top T_{ij}^{-1} (w_i - R_i m_j) \quad (14)$$

$$B_{ij} \equiv \langle (v_i - \langle v_i \rangle) (v_i - \langle v_i \rangle)^\top | w_i, S_i, R_i, \theta, j \rangle = V_j - V_j R_i T_{ij}^{-1} R_i V_j, \quad (15)$$
while the expectation of the indicator variables is simply given by the posterior probability that $w_j$ was drawn from component $j$

$$q_{ij} \leftarrow \langle d_{ij}\mid \theta, w_j, S_j, R_i \rangle = \frac{\alpha_j N(w_j|R, m_j, T_{ij})}{\sum_k \alpha_k N(w_j|R, m_k, T_{ik})}.$$  \quad (16)

Given the expectation of the full-data likelihood, it then follows that the following update steps maximize this expectation value:

$$\alpha_j \leftarrow \frac{1}{N} \sum_i q_{ij}$$  

$$m_j \leftarrow \frac{1}{q_j} \sum_i q_{ij} b_{ij}$$  

$$V_j \leftarrow \frac{1}{q_j} \sum_i q_{ij} \{(m_j - b_{ij})(m_j - b_{ij})^\top + B_{ij}\},$$  \quad (17)

where $q_j = \sum_i q_{ij}$. Using Jensen’s inequality, one can show that these expectation and maximization steps also lead to a monotonic increase in the probability of the observed data given the model (given in Equation (12)).

Some problems that are commonly encountered using the EM algorithm to iteratively compute maximum likelihood estimates of the parameters of a Gaussian mixture are singularities and local maxima. Singularities arise when a Gaussian component of the parameters of a Gaussian mixture are singularities and regularization parameter $\lambda$ only slightly (in the simplest case) by the introduction of a covariance of a multivariate normal distribution (e.g., Gelman et al. 2000), the update steps in Equation (17) are modified only slightly (in the simplest case) by the introduction of a regularization parameter $\lambda$ in the update step for the covariances

$$V_j \leftarrow \frac{1}{q_j + 1} \left[ \sum_i q_{ij} \{(m_j - b_{ij})(m_j - b_{ij})^\top + B_{ij}\} + \lambda I \right],$$  \quad (18)

where, again, $q_j = \sum_i q_{ij}$. This regularization parameter is another free parameter which is not known a priori, but should be inferred from the data (in the context of Bayesian inference it is known as a hyperparameter). We will discuss its determination in detail below.

The fact that the EM algorithm monotonically increases the likelihood of the model given the data is both one of the advantages as well as one of the disadvantages of the EM method. The algorithm is very stable because of this property, leading to reasonable answers largely irrespective of the initial guess for the model parameters. However, because the likelihood cannot but increase in every step, the algorithm can easily get stuck in a local maximum of the likelihood function. In order to deal with this problem, we have to discontinuously change the model parameters to jump to a different region of parameter space. One way of doing this is by merging two of the Gaussians in the mixture and splitting a third Gaussian, thus conserving the number of Gaussians, after an initial run of the EM algorithm, and reconverging (Ueda et al. 1998). The new solution is then accepted if the likelihood of the model is larger than it was before this split and merge step. This procedure is halted after a sufficiently large number of possible split and merge steps fail to give an improvement of the likelihood of the model. We again refer the reader to Bovy et al. (2009) for details on how the Gaussians are merged and split and how the ranking of split and merge candidates is established.

### 2.4. The Geneva–Copenhagen Survey

In what follows, we fit a model of the velocity distribution using only the tangential velocities measured by Hipparcos, and then later we validate our results using radial velocity measurements. The radial velocity measurements which we use for this purpose are all taken from the GCS (Nordström et al. 2004). The GCS catalog consists of metallicities, ages, and kinematics for a complete, magnitude-limited, and kinematically unbiased sample of 16,682 nearby F and G dwarfs. We select from this sample all of the stars that have a Hipparcos entry and exclude any star that is suspected to be a giant or part of a binary system; this leaves us with 7682 stars. For these stars we only take the radial velocities and the uncertainty in the radial velocities from the GCS catalog, using the new reduction of the Hipparcos data to provide all of the other kinematical information. We performed no processing of the data beyond the sample cut.

### 3. APPLICATION TO HIPPARCOS DATA

Two-dimensional projections of the reconstructed three-dimensional velocity distribution for models characterized by different values of the number of Gaussians $K$ and the regularization parameter $\lambda$, which, in a sense, sets the smallest scale on which we can infer structure in the velocity distribution, are shown in Figures 2–4, although in high density regions a large amount of data trumps the regularization as can be seen from Equation (18). The regularization parameter $\lambda$ is expected to be of order one because of the typical magnitude of the velocity errors and because of the spatial range of the sample of stars: a “cold” moving group on a circular orbit spread out over the range of our sample, $\Delta x \approx 100$ pc, will create elongated structures in the velocity distribution with a size $\approx 2.5 \text{ km s}^{-1} \times 220 \text{ km s}^{-1} \approx 2.5 \text{ km s}^{-1}$; the typical uncertainties in the velocities are of the same size and thus blur these elongated structures.

For each $(K, \lambda)$ pair two runs of the optimization algorithm were made. One started from randomly chosen initial conditions for all of the components of the mixture, the other one started with the best result obtained for the less complex models—models with lower $K$, models with larger $\lambda$, or both—and added a small-amplitude new Gaussian component when necessary (this is unnecessary when the best result for the less complex models occurs for a model with the same $K$ but larger $\lambda$). After optimization, we then choose the reconstructed velocity distribution with the highest likelihood.

The classical moving groups are present in each reconstruction of the velocity field for all but the smallest values of $K$. Projections of the distribution involving the $v_r$ component of the velocity are, as expected, essentially featureless for all of the considered values of $K$ and $\lambda$. The similarity of all of the reconstructions shows that the gross features—the rough overall shape and the main peaks—of the velocity distribution are very robust to the model selection question: each of the models with $K \geq 7$ reproduces the most salient features of the velocity distribution.

The logarithm of the likelihood of the different models given the observed tangential velocities is shown in Figure 5. As complexity increases with increasing $K$ (more components) and decreasing $\lambda$ (less restrictions on the covariances) the likelihood of the models increases in these directions of increasing complexity; in Figures 2–4, this increase in complexity translates into smaller and smaller substructures coming to the surface in the velocity distribution. The increasing complexity of the velocity distribution is not confined to the projection onto the Galactic
plane of the velocity distribution, small-scale features can also be seen in the projections that involve the vertical direction. We could further increase the likelihood of our model of the velocity distribution by adding more and more complexity to our model. The more important issue here is how much complexity is warranted by the data. This is the question which we discuss in the following section.

4. THE COMPLEXITY OF THE MODEL

In order to determine which combination of the model parameters $K$ and $w$ gives the best description of the underlying velocity distribution, we will perform a series of model selection tests. Most of these tests are internal tests, meaning that they only use the data that were used to fit the velocity distribution (in our case these are the tangential velocities from the Hipparcos data), but we will perform one external test: we will use the reconstructed velocity distributions for each set of $K$ and $w$ to predict the radial velocities of the stars in the GCS catalog and test these predictions. The preferred model is then the model that best predicts the radial velocities. From the outset we can say that an external test like this is to be preferred since it gives the strongest, most independent test of the validity of the reconstructed model of the velocity distribution.

4.1. Internal Model Selection Tests

One of the simplest, and most robust, internal tests that we can perform is leave-one-out cross validation (Stone 1974). In...
the most ideal application of this technique, one creates $N$ data samples by leaving out one data point (the measurements for one star here) at a time and performs the full maximum likelihood fit of the velocity distribution for each of these data samples. Then one records the logarithm of the probability of the data point that was left out given the model found by fitting to all of the other data points and one adds up all of the log probabilities found in this way. The model to be preferred is then the model that gives the highest total probability of the left out data points. Why will this work? This procedure punishes models that overfit the data, that is, complex models that use their complexity to fit very specific features consisting of a small number of stars.

While simple, this technique can be computationally very expensive, as the analysis, which can be hard for even one data set, has to be repeated for $N$ data sets of roughly the same size, for each value of the parameters $K$ and $w$. In practice, one therefore often chooses to leave out a certain fraction of the data sample at each stage, e.g., 1% of the data, and record in each step the total probability of the left out fraction of the data. However, for the current application this still turns out to be much too computationally expensive, and we therefore chose...
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Figure 4. Same as Figure 2, but projected onto the $v_x$–$v_y$ plane.

to only allow the amplitudes of the component Gaussians to change from their maximum likelihood values from the global fit for each of the leave-one-out trials.

Akaike’s information criterion (AIC) is a model selection criterion rooted in the concept of entropy, considering the amount of information lost when representing the data by the model (Akaike 1974). We use an interpretation of the AIC which was developed for model selection in the context Gaussian mixture modeling (Bozdogan 1983; Windham & Cutler 1992). The AIC is defined as

$$
AIC(K, w) = \frac{2}{N} \left[ N - 1 - N_{\text{param}} - \frac{K_{\text{max}}}{2} \right] \times \phi(K, w) + 3N_{\text{param,tot}},
$$

where $K_{\text{max}}$ is the maximum number of components one would consider (which we set to 100), $N_{\text{param}}$ is the number of parameters per component, $N_{\text{param,tot}}$ is the total number of parameters estimated, and $\phi(K, w)$ is the logarithm of the probability of the data given the best estimate of the velocity distribution given $K$ and $w$.

Another set of model selection criteria make use of the principle of minimum message length (MML). According to this principle the best model of the data is the model that allows for the shortest full description of the data. It can be thought of as implementing Occam’s razor in a more sophisticated way than the $\chi^2$ per degree of freedom folklore. The message length corresponding to a given model consists of the sum of the length of the message required to communicate the model parameters and the length of the message that transmits the
residuals of the data given the model. As such, the message length is equivalent to the Kolmogorov complexity, the length of the shortest program that could output the data, which is, in general, incomputable (Solomonoff 1964a, 1964b, Kolmogorov 1965). Therefore, in order to create a working model selection criterion based on the principle of MML, certain restrictions to the set of allowed codes must be made (Wallace & Boulton 1968; Wallace & Dowe 1999).

One such set of restrictions that does not make any assumptions about the process that generated the data is offered by the minimum description length principle (Rissanen 1978; Grünwald 2007). The minimum description length is given by Rissanen (1978) and Schwarz (1978):

$$\text{MDL}(K, w) = -\phi(K, w) + \frac{1}{2} \log N + \frac{1}{2} \sum_{j=1}^{K} \log \frac{2}{\lambda_{j,i}} + \frac{1}{2} \log N$$

$$+ \sum_{j=1}^{K} \sum_{i=1}^{d} \log \alpha_j N_{param,tot} + \frac{1}{2} \log N$$

$$- \frac{1}{2} \sum_{j=1}^{K} \log \alpha_j - \phi(K, w) + \frac{N_{param,tot}}{2}.$$ (21)

In this the \( \lambda_{j,i} \) are the \( d \) eigenvalues of \( V_j \) for each component \( j \); \( V_{pop} \) is the observed covariance matrix of the distribution. We determine this covariance matrix \( V_{pop} \) by fitting a single Gaussian distribution to the observed sample of stars in the same way as we fit multiple component mixtures to the velocity distribution. \( \kappa(N_{param,tot}) \) is the optimal lattice quantizing constant in an \( N_{param,tot} \)-dimensional space. The reason this optimal lattice quantizing constant appears in the MML expression is that in order to minimize the message length one has to find the accuracy to which the model parameters are specified which minimizes the message length, that is, one has to quantize the model parameter space in an optimal way. This involves setting the overall accuracy scale—by specifying the volume of a quantum—but also, for each scale, finding the optimal arrangement of quantized values of the model parameter space for that scale. This latter optimization amounts to minimizing the squared-error made when quantizing and the optimal lattice quantizing constant is the constant of proportionality between the minimum squared-error and the product of the scale raised to the appropriate power—\( 2/D \) when the scale is the quantum of volume in the model parameter space—and \( D \), the dimension of the space. For example, optimal quantization of a one-dimensional quantity is achieved by using intervals of constant width \( s \) and the minimum squared-error is given by \( s^2/12 \), the value of the squared error for a uniform distribution. Therefore, the optimal lattice quantizing constant in one dimension is equal to \( 1/12 \). The scale of quantization itself is set based on the precision to which the model parameters are known, which is approximated using the Fisher matrix in the expression above.

In more than one dimension the optimal arrangement of quantized values is not in general a simple cubic lattice—indeed, this optimal arrangement is unknown in more than three dimensions—and the value of the optimal lattice quantizing constants are not known in more than three dimensions either (Conway & Sloane 1992), although tight bounds on the value of the optimal lattice quantizing constant exist (Zador 1963, 1982)

$$\frac{1}{(n + 2)/(2n)} \Gamma \left[ \frac{n}{2} + 1 \right]^{2/n} \leq \kappa(n) \leq \frac{1}{n \pi} \Gamma \left[ \frac{n}{2} + 1 \right]^{2/n} \Gamma \left[ \frac{1}{2} + \frac{2}{n} \right].$$ (22)

as \( n \) goes to infinity, \( \kappa(n) \rightarrow 1/2\pi e \). For our purposes, the dimensionality at which we evaluate these lattice quantizing constants are very high and the results we find later do not depend on whether we choose the upper or the lower bound in Equation (22). The expression for the shortest message length given in Equation (21) is still only an approximate expression, assuming that the components of the mixture do not overlap significantly. This is obviously not the case in the application to the velocity distribution, as can be seen from Figures 2–4, but it is a necessary assumption in order to calculate the shortest message length.

Finally, we also use the actual Bayesian model selection criterion, known as the evidence. The evidence is defined as the denominator in the application of Bayes’s theorem to parameter estimation.
evidence can be approximated as

\[ p(\theta | \text{Hipparchos data, } (K, w)) = \frac{p(\text{Hipparchos data}(\theta)) p(\theta | (K, w))}{p(\text{Hipparchos data}(K, w))}, \]

(23)

in which \( p(\text{Hipparchos data}(\theta)) \) is the likelihood of the model. Choosing uninformative priors for the model parameters, the evidence can be approximated as

\[
\log p(\text{Hipparchos data}(K, w)) = \phi(K, w) - K \log(2 \det V_{\text{pop}}) + \log(K - 1)!
\]

\[ + \frac{N_{\text{param}, \text{tot}}}{2} \log(2\pi) - \frac{1}{2} \left( \sum_{j=1}^{K-1} \log \left( \sum_{i=1}^{N} \left( \frac{q_{ij}}{\alpha_j} - \frac{q_{iK}}{\alpha_K} \right)^2 \right) \right) + 2d \sum_{j=1}^{K} \log(\sqrt{2\alpha_j}N) - 2 \sum_{j=1}^{K} \sum_{i=1}^{d} \log \lambda_{j,i} \]

(24)

in the case of a Gaussian mixture (Roberts et al. 1998). The \( q_{ij} \) are defined in Equation (16), and the other quantities appearing in this equation have the same meaning as in Equation (21).

Next we will discuss an external test for the complexity of the reconstructed velocity distribution.

4.2. Validation with the GCS Radial Velocities

Given our three-dimensional reconstruction of the velocity distribution in the Solar neighborhood, based solely on the tangential velocities from \textit{Hipparchos}, we can validate each model of the velocity distribution using an external data set. The external data set which we use here is a set of radial velocities of the velocity distribution using an external data set. The external data set which we use here is a set of radial velocities of the velocity distribution which was described above in Section 2.4. For each set of \( K \) and \( w \) we proceed as follows: for each star in the sample taken from the GCS, we predict the distribution of the radial velocity from the reconstructed velocity distribution and record the probability of the actual measured radial velocity given this predicted probability distribution for the radial velocity. The “best” model for the true velocity distribution is that set of \( (K, w) \) that leads to the overall highest probability of the measured radial velocities.

How do we predict the probability distribution of the radial velocity for a given star using our three-dimensional model for the velocity distribution? We can distinguish two distinct predictions: we can base our prediction on the position of the star on the sky, or we can base our prediction both on the position of the star as well as on the observed tangential velocity of the star. It is this last prediction which we will use in order to compare different models for the velocity distribution.

Given the position of a star on the sky we know the radial direction \( \hat{r} \) from which we can construct the projection onto the radial direction. We define the radial and tangential projection operators by

\[ \mathbf{R}_r \equiv \hat{r} \hat{r}^T \quad \mathbf{R}_\theta \equiv \mathbf{I} - \hat{r} \hat{r}^T, \]

(25)

in which \( \mathbf{I} \) is the unit matrix. We can then decompose the velocity distribution as

\[
p(v) = \sum_{j=1}^{K} \alpha_j N(v | \mathbf{R}_r \mathbf{m}_j + \mathbf{R}_r \mathbf{m}_j, \mathbf{R}_r \mathbf{V}_\theta \mathbf{R}_r + \mathbf{R}_r \mathbf{V}_\theta \mathbf{R}_r)
\]

(26)

Marginalizing over the value of the tangential velocity is then simply performed by dropping the tangential directions from these Gaussians, such that

\[
p(v_r | \alpha, \delta) = \sum_{j=1}^{K} \alpha_j N(v_r | \mathbf{R}_r \mathbf{m}_j, \mathbf{R}_r \mathbf{V}_\theta \mathbf{R}_r + \sigma_r^2).
\]

(27)

In order to obtain the probability of an observed radial velocity given this prediction, we need to go one step further. Since the measured radial velocities come with their own uncertainties, we need to convolve this predicted distribution with the error distribution of the measured value. Assuming that this error distribution is a Gaussian with zero mean and variance \( \sigma_r^2 \), the predicted distribution becomes

\[
p(v_r | \alpha, \delta, \mu_\alpha, \mu_\delta, \sigma_r) = \sum_{j=1}^{K} q_{ij} N(v_r | m_{r,j}, T_{r,j}),
\]

(29)

in which \( q_{ij} \) is calculated as in Equation (16),

\[
m_{r,j} \equiv \mathbf{R}_r \mathbf{m}_j + \mathbf{R}_r \mathbf{V}_\theta \mathbf{R}_r (\mathbf{R}_r \mathbf{V}_\theta \mathbf{R}_r + \mathbf{S}_r)^{-1} (v_i - \mathbf{R}_r \mathbf{m}_j),
\]

(30)

\[
T_{r,j} \equiv \mathbf{R}_r \mathbf{V}_\theta \mathbf{R}_r + \sigma_r^{-2} - \mathbf{R}_r \mathbf{V}_\theta \mathbf{R}_r (\mathbf{R}_r \mathbf{V}_\theta \mathbf{R}_r + \mathbf{S}_r)^{-1} \mathbf{R}_r \mathbf{V}_\theta \mathbf{R}_r,
\]

(31)

and \( v_i \) is the tangential velocity.

In Figure 6, the marginalized and conditioned predictions as well as the observed value are shown for a random sample of radial velocities from the GCS, for the particular values of \( K \) and \( w \) that we will adopt below as our fiducial values. The marginalized predictions are simply slices through the velocity distribution in the radial direction for that star, and therefore they are all rather broad. The conditioned distribution in many cases shifts much of the mass of the probability distribution to one or two sharp peaks, as the tangential velocities pick out the most probable clumps that the star could be a part of.

The predicted distribution of the radial velocity of a particular, random star from the GCS as a function of the model parameters \( K \) and \( w \) is shown in Figure 7. This shows how the predictions of our models change as we increase the complexity of the model. Only very subtle differences between the predictions can be
seen in this figure, as even the least complex models perform well on this star. We do see the distribution tightening around the observed value. In the model with the most complexity the extra structure in the velocity distribution is not supported by this particular star. By making these predictions as a function of $K$ and $w$ we can answer the question of how much of the complexity of the velocity distribution is warranted by the observed data.

4.3. Assessing the Complexity of the Velocity Distribution

Now that we have introduced the different model selection tests we can apply them to our reconstructed models of the velocity distribution and decide which combination of $K$ and $w$ is the most suited to describe the velocity distribution. The model selection surfaces for all of the different tests described above are given in Figure 8. In each of the panels, the darker values of the density map correspond to models that are preferred by that particular model selection criterion. We see that most of the internal model selection criteria don’t give a definite answer as to the amount of complexity that is warranted by the data, as they prefer models of ever-increasing complexity. Only the MDL criterion, which, as can be seen from Equation (20), is very harsh on the introduction of extra parameters, seems to turn over around a value of $K = 10$.

The one test that does have a clear preference is the test based on the radial velocities from the GCS. This model selection criterion clearly prefers models with a value for the regularization parameter $w$ of 4 km$^2$ s$^{-2}$, and among those
models it prefers a moderate value of $K = 10$. Adding more
and more components to the mixture makes the predictions of
the radial velocities progressively worse. Since this test with
the external radial velocities is arguably the most stringent, we
will adopt from now on the values $K = 10$ and $w = 4 \text{ km}^2 \text{s}^{-2}$
as fiducial values. The parameters of the best-fit model with these
parameters are given in Table 1. We will discuss the features
of this reconstruction of the velocity distribution extensively
below.

That our fiducial model does a good job of predicting the
radial velocities—i.e., it does not just do a better job than the
other models—can be seen from Figure 9, in which the
distribution of the quantiles of the predicted radial velocity
distribution at which the observed value of the radial velocity
is found is shown: for each radial velocity from the GCS, we
integrated the predicted radial velocity distribution up to the
observed value of the radial velocity and plotted the distribution
of the quantiles thus obtained. If our predicted distribution
function for the radial velocities was absolutely perfect this
curve would be completely flat. The fact that it rises slightly at
the ends of the interval is because our velocity distribution does
a bad job of predicting the radial velocities of high-velocity stars.
However, for intermediate- and low-velocity stars our predicted
radial velocities are in good agreement with the observations.

In the following section, we discuss in more detail how
well our reconstruction of the velocity distribution predicts the
radial velocities of the GCS stars, which will allow us to
assess the usefulness of complementary radial velocity surveys
to upcoming astrometric surveys for the purpose of establishing
the statistical properties of the kinematics of the stars.

5. INFORMATION CONTENT OF THE PREDICTED
RADIAL VELOCITIES

To start off the discussion on how well the reconstructed
velocity distribution predicts the radial velocities of stars in
the GCS, we draw attention to some of the best predictions
in Figure 10. Shown are the six “best” predictions of radial
velocities, where by best we mean that the probabilities of the
observed radial velocities given the model and their tangential
velocities are very large for these stars. What we see are very
narrow predicted distributions, with a width of only a few km
\text{s}^{-1}, and the observed radial velocities are right at the peak
of the distribution. The predicted distributions of these radial
velocities given only their position, which are shown in gray,
are very broad, such that the tangential velocities really pin down
the value of the radial velocity, as can also be seen by the large

\begin{table}
\centering
\begin{tabular}{cccccccccc}
\hline
\textbf{j} & $\alpha$ & $\hat{x}_1 v$ & $\hat{x}_2 v$ & $\hat{x}_3 v$ & $\hat{x}_1 V\hat{x}$ & $\hat{x}_2 V\hat{x}$ & $\hat{x}_3 V\hat{x}$ & \multicolumn{2}{c}{\textbf{y} = \text{\texttt{HIP50568}}). See Figure 6 for an explanation of the
different lines in each panel.}
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\section{5. INFORMATION CONTENT OF THE PREDICTED
RADIAL VELOCITIES}

To start off the discussion on how well the reconstructed
velocity distribution predicts the radial velocities of stars in
the GCS, we draw attention to some of the best predictions
in Figure 10. Shown are the six “best” predictions of radial
velocities, where by best we mean that the probabilities of the
observed radial velocities given the model and their tangential
velocities are very large for these stars. What we see are very
narrow predicted distributions, with a width of only a few km
\text{s}^{-1}, and the observed radial velocities are right at the peak
of the distribution. The predicted distributions of these radial
velocities given only their position, which are shown in gray,
are very broad, such that the tangential velocities really pin down
the value of the radial velocity, as can also be seen by the large

\begin{table}
\centering
\begin{tabular}{cccccccccc}
\hline
\textbf{j} & $\alpha$ & $\hat{x}_1 v$ & $\hat{x}_2 v$ & $\hat{x}_3 v$ & $\hat{x}_1 V\hat{x}$ & $\hat{x}_2 V\hat{x}$ & $\hat{x}_3 V\hat{x}$ & \multicolumn{2}{c}{\textbf{y} = \text{\texttt{HIP50568}}). See Figure 6 for an explanation of the
different lines in each panel.}

\end{table}

\section{5. INFORMATION CONTENT OF THE PREDICTED
RADIAL VELOCITIES}

To start off the discussion on how well the reconstructed
velocity distribution predicts the radial velocities of stars in
the GCS, we draw attention to some of the best predictions
in Figure 10. Shown are the six “best” predictions of radial
velocities, where by best we mean that the probabilities of the
observed radial velocities given the model and their tangential
velocities are very large for these stars. What we see are very
narrow predicted distributions, with a width of only a few km
\text{s}^{-1}, and the observed radial velocities are right at the peak
of the distribution. The predicted distributions of these radial
velocities given only their position, which are shown in gray,
are very broad, such that the tangential velocities really pin down
the value of the radial velocity, as can also be seen by the large

\begin{table}
\centering
\begin{tabular}{cccccccccc}
\hline
\textbf{j} & $\alpha$ & $\hat{x}_1 v$ & $\hat{x}_2 v$ & $\hat{x}_3 v$ & $\hat{x}_1 V\hat{x}$ & $\hat{x}_2 V\hat{x}$ & $\hat{x}_3 V\hat{x}$ & \multicolumn{2}{c}{\textbf{y} = \text{\texttt{HIP50568}}). See Figure 6 for an explanation of the
different lines in each panel.}

\end{table}

\section{5. INFORMATION CONTENT OF THE PREDICTED
RADIAL VELOCITIES}

To start off the discussion on how well the reconstructed
velocity distribution predicts the radial velocities of stars in
the GCS, we draw attention to some of the best predictions
in Figure 10. Shown are the six “best” predictions of radial
velocities, where by best we mean that the probabilities of the
observed radial velocities given the model and their tangential
velocities are very large for these stars. What we see are very
narrow predicted distributions, with a width of only a few km
\text{s}^{-1}, and the observed radial velocities are right at the peak
of the distribution. The predicted distributions of these radial
velocities given only their position, which are shown in gray,
are very broad, such that the tangential velocities really pin down
the value of the radial velocity, as can also be seen by the large

\begin{table}
\centering
\begin{tabular}{cccccccccc}
\hline
\textbf{j} & $\alpha$ & $\hat{x}_1 v$ & $\hat{x}_2 v$ & $\hat{x}_3 v$ & $\hat{x}_1 V\hat{x}$ & $\hat{x}_2 V\hat{x}$ & $\hat{x}_3 V\hat{x}$ & \multicolumn{2}{c}{\textbf{y} = \text{\texttt{HIP50568}}). See Figure 6 for an explanation of the
different lines in each panel.}

\end{table}

\section{5. INFORMATION CONTENT OF THE PREDICTED
RADIAL VELOCITIES}

To start off the discussion on how well the reconstructed
velocity distribution predicts the radial velocities of stars in
the GCS, we draw attention to some of the best predictions
in Figure 10. Shown are the six “best” predictions of radial
velocities, where by best we mean that the probabilities of the
observed radial velocities given the model and their tangential
velocities are very large for these stars. What we see are very
narrow predicted distributions, with a width of only a few km
\text{s}^{-1}, and the observed radial velocities are right at the peak
of the distribution. The predicted distributions of these radial
velocities given only their position, which are shown in gray,
are very broad, such that the tangential velocities really pin down
the value of the radial velocity, as can also be seen by the large

\begin{table}
\centering
\begin{tabular}{cccccccccc}
\hline
\textbf{j} & $\alpha$ & $\hat{x}_1 v$ & $\hat{x}_2 v$ & $\hat{x}_3 v$ & $\hat{x}_1 V\hat{x}$ & $\hat{x}_2 V\hat{x}$ & $\hat{x}_3 V\hat{x}$ & \multicolumn{2}{c}{\textbf{y} = \text{\texttt{HIP50568}}). See Figure 6 for an explanation of the
different lines in each panel.}

\end{table}
difference in entropy between these two distributions. Thus, in these cases the radial velocity of the star does not provide much extra information, as its location in velocity space can be constrained tightly from its tangential velocity alone.

However, among the individual predictions we make there are also some impressive failures. The six “worst” predictions are shown in Figure 11, where worst means here that these radial velocities have very small probabilities given the model and their tangential velocities. All of these bad predictions are for very high velocity stars and it is no surprise that we cannot accurately predict the radial velocities of these stars, since the sample of stars that we used to reconstruct the velocity distribution does not sample the high-velocity stars, e.g., halo stars, well. Keeping in mind the range in radial velocity in these plots, one can see that the predicted distributions are very broad, with a typical width of 100 km s$^{-1}$, and that the addition of the tangential velocities to the positions of these stars in order to make the prediction does not help to zero in on the value of the radial velocity. Indeed, in most cases the entropy of the two predicted distributions are about the same, and in a few cases the entropy of the probability distribution for the radial velocity given the tangential velocity is actually larger than the entropy of the predicted distribution given the position of the star alone, indicating that our model of the velocity distribution really has no clue about the value of the radial velocity for these stars.

In Figure 12 we look at the probability of all of the radial velocities given the model and their tangential velocities for the full sample of radial velocities from the GCS. A long tail toward small probabilities stands out in this figure. The stars with radial velocities with the lowest probability making up this tail are distributed all over the sky such that this tail does not indicate that our deconvolution technique has failed to reconstruct the velocity distribution in a particular direction (or set of directions) on the sky. Inspecting the correlation between the probability of the observed radial velocity given the model and the value of the radial velocity shows that the tail is a consequence of our inability to predict the radial velocities

Figure 8. Model selection surfaces: these surfaces show the different model selection criteria defined in the text applied to the reconstruction of the velocity distribution from Hipparcos data. Models are defined by the number of Gaussian components $K$ and a regularization parameter $w$. In each of these figures, a darker color represents a model that is more favored by the model selection criterion at hand; the white cross indicates the most favored model for each model selection criterion. Shown are (from left to right and from top to bottom): (1) cross-validation; (2) Akaike’s Information Criterion (AIC); (3) Minimum Description Length (MDL); (4) Minimum Message Length (MML); (5) Bayesian evidence; and (6) the likelihood of the predicted radial velocity distribution using radial velocities from the GCS catalog.

Figure 9. Distribution of the quantile of the predicted radial velocity distribution (using $K = 10$ and $w = 4$ km$^2$ s$^{-2}$) at which the radial velocity from the GCS catalog is found for all the stars from the sample we selected from the GCS catalog. If the probability distribution of the radial velocity for each star was entirely correct, this curve should be flat at $P(f) = 1$. 
of very high velocity stars, as we already established above. Ignoring these high-velocity stars, we see that on average the probability of an observed radial velocity given the model of the velocity distribution is \( \approx 0.02 \). In the language of information theory, this means that an observed radial velocity adds about 4 nats \( \approx 5.8 \) bits of information to our knowledge.

Another important measure of the information contained in our predicted probability distributions for the radial velocities is the entropy of the distribution. Broad probability distributions have large entropies and low information content: they do not make a very definite prediction for the radial velocity of a star. Very narrow, sharp distribution functions have low entropy and do make tight predictions for the radial velocities. In Figure 13 the six “tightest,” or lowest entropy, predicted probability distributions for the radial velocities are shown. The probability distributions given the tangential velocities are all very sharp, with typical widths of approximately 5 km s\(^{-1}\) for these tightest predictions. The entropies of these predictions based on the tangential velocities of the stars are all much smaller than the entropies of the radial velocity distributions based on the position alone, which again means that the tangential velocities together with the model of the velocity distribution strongly constrain the value of the radial velocity of these stars. For this sample of the six tightest predictions, the predicted radial velocities do not agree particularly well with the observed radial velocities. In many cases the observed radial velocity is located in a region of the probability distribution that is quite far removed from the peak of the distribution, although in most cases there is still a non-vanishing mass of the probability distribution associated with the region of the observed radial velocity. This clearly indicates that a knowledge of the tangential velocities alone is not enough to reliably predict the radial velocity of a star, and that the tangential velocity of a star can be very misleading in this respect.

The six “widest,” or highest entropy, predicted probability distributions are shown in Figure 14. The predictions for the radial velocities of these stars based on the position alone are all informative, so these stars are such that the direction in which they are observed has significant substructure that could potentially pinpoint the velocity of the star based on the tangential velocities of the star alone, but the measured tangential velocity of the star does not indicate that the star is part of any of the clumps in this direction. Most of the observed radial velocities indeed do not correspond to any of

![Figure 10](image1.png)

*Figure 10.* Six “best,” i.e., highest likelihood, predictions of the radial velocity of stars in the GCS catalog based on our reconstruction of the velocity distribution with \( \kappa = 10 \) and \( w = 4 \) km\(^2\) s\(^{-2}\).

![Figure 11](image2.png)

*Figure 11.* Same as Figure 10, but the six “worst,” i.e., lowest likelihood, predictions.
In Figure 15, the distribution of the entropies of the predicted probability distribution for the radial velocities based on their tangential velocities is shown together with a two-dimensional histogram of the entropies and the probabilities of the observed radial velocities. The distribution of entropies is fairly symmetrical around the mean value corresponding to a moderately informative distribution. The bottom panel shows a hint of an anticorrelation between the entropy of the predicted distribution and the probability of the observed radial velocity: more informative predicted distributions have a slight preference toward higher probabilities of the observed radial velocity given this distribution. This indicates that when the model together with the observed tangential velocity makes an informative prediction, corresponding to a low entropy, this prediction more often than not turns out to have been a good prediction. However, the broad swath of average entropies with low probabilities of the observed radial velocity again indicates that our predicted radial velocities lack the accuracy to make the observations of radial velocities obsolete in this context.

As a final comparison of our predictions for the distributions of the radial velocities, we look at the distribution of radial velocities in different patches of the sky. In Figure 16, the predicted and observed distribution of radial velocities is shown for four different directions: the direction toward the poles of the ecliptic and three random directions. The observed distribution of radial velocities is obtained by binning the radial velocities of stars from the GCS. The predicted distribution of radial velocities is the prediction based on the central $\alpha$ and $\delta$ of each patch, as given in Equation (28). The predicted and observed distributions agree well for all of these patches, as one can readily see by eye. Slight offsets between the observed and predicted distributions are inevitable because of the large range in both $\alpha$ and $\delta$ that we have to give to the patches in order to get a reasonable number of observed stars in a patch: the distribution in a patch is non-uniform and this moves the observed distribution away from the predicted distribution in some cases. However, even in such cases, the shape of the predicted and observed distributions agrees well. We refrain from making any quantitative statements about the agreement between the observed and theoretical distribution, e.g., by using the Kolmogorov–Smirnov statistic for testing whether

**Figure 12.** Top: distribution of the likelihood of the predicted radial velocity distribution (with $K = 10$ and $w = 4 \text{ km}^2 \text{ s}^{-2}$) given stars from the GCS catalog. Bottom: two-dimensional histogram of the radial velocities from the GCS catalog and their probability under the reconstructed velocity distribution (grayscale is logarithmic).

**Figure 13.** Six “tightest,” i.e., lowest entropy, predictions of the radial velocity of stars in the GCS catalog based on our reconstruction of the velocity distribution with $K = 10$ and $w = 4 \text{ km}^2 \text{ s}^{-2}$.
observations were drawn from a given distribution, because of these difficulties in the interpretation of the agreement between observed and predicted distribution. However, this comparison does show that our reconstructed velocity field gets the major properties of the distribution of the radial velocities right. Thus, we see that we can predict the bulk properties of the radial velocities from observations of the tangential velocities alone.

We stress the importance of the full sky-coverage of our sample of tangential velocities in this respect: under the assumption of a homogeneous velocity distribution in this volume around the Sun we need at least $2\pi$ steradian to sample all directions of the velocity distribution from the tangential velocities alone.

### 6. Predictions for Non-GCS Stars

Since we can make detailed predictions for the radial velocity of any star in the Solar neighborhood, whether we know its tangential velocity or not, we can look at the stars from our sample from *Hipparcos* which do not have a measured radial velocity, and identify particularly interesting stars from the point of view of their radial velocity. For instance, we can calculate the entropy of the predicted distribution for the radial velocity of a star and find the stars for which our prediction is particularly informative. In Figure 17, the six most informative predictions, i.e., lowest entropy predicted probability distributions for the radial velocity, are shown for stars in our *Hipparcos* sample.
without radial velocity in the GCS. The predicted distribution for the radial velocity of these stars are all highly peaked at one particular value for the radial velocity.

A detailed list of the properties of the stars with the most informative predicted radial velocity distributions is given in Table 2. This table lists the stars sorted by the value of the entropy of their predicted probability distributions for the radial velocity and gives the maximum likelihood estimate of the radial velocity as well as 95% upper and lower limits on the radial velocity derived from the predicted distribution. As discussed in the previous section and shown in Figure 13, these predictions could still be far from the truth.

Table 2
Low Entropy Predictions for Hipparcos Stars’ Radial Velocities

| ID   | α (1991.25) | δ (1991.25) | v_r | v_r > (95%) | v_r < (95%) | H_e |
|------|-------------|-------------|-----|------------|------------|-----|
| HIP9044 | 01 56 31.97 | −60 13 37.6 | 4 | −7 | 20 | 2.161 |
| HIP66147 | 13 33 32.70 | 08 35 11.5 | −13 | −29 | −10 | 2.352 |
| HIP110823 | 23 08 39.31 | −15 03 09.4 | −30 | −37 | −2 | 2.526 |
| HIP13976 | 03 00 02.62 | 07 44 58.9 | 32 | 24 | 43 | 2.679 |
| HIP5542 | 01 11 05.93 | 55 08 59.8 | 9 | −22 | 21 | 2.696 |
| HIP60529 | 12 24 30.09 | 31 16 49.1 | 3 | −18 | 8 | 2.703 |
| HIP171 | 00 02 09.65 | 27 05 04.2 | −75 | −81 | −8 | 2.717 |
| HIP57378 | 11 45 48.85 | 06 56 33.3 | 10 | −11 | 12 | 2.731 |
| HIP9065 | 01 56 42.18 | −49 24 27.5 | 51 | 1 | 55 | 2.735 |
| HIP68801 | 14 05 03.83 | 10 00 48.5 | −20 | −38 | −13 | 2.751 |
| HIP115013 | 23 17 37.80 | −42 11 29.6 | −14 | −21 | 9 | 2.773 |
| HIP73593 | 15 02 33.18 | 16 03 17.1 | −27 | −45 | −10 | 2.776 |
| HIP12158 | 02 36 41.57 | −03 09 22.6 | 22 | 3 | 37 | 2.821 |
| HIP77358 | 15 47 29.41 | −37 54 56.9 | −27 | −45 | 2 | 2.834 |
| HIP62724 | 12 51 12.17 | 19 09 40.8 | −1 | −24 | 2 | 2.839 |
| HIP106856 | 21 38 31.87 | 05 46 18.0 | −29 | −34 | −4 | 2.852 |
| HIP115151 | 23 19 28.97 | −70 19 23.1 | −9 | −23 | 26 | 2.864 |
| HIP55320 | 09 14 10.67 | −63 41 35.8 | 10 | −6 | 48 | 2.869 |
| HIP13511 | 02 54 00.97 | −64 54 00.2 | 6 | −9 | 34 | 2.889 |
| HIP52332 | 10 41 40.91 | −45 46 07.3 | 9 | −16 | 38 | 2.891 |
| HIP109182 | 22 07 03.26 | 34 31 16.7 | −19 | −37 | 7 | 2.899 |
| HIP70330 | 14 23 23.54 | −27 49 19.3 | 46 | −32 | 49 | 2.906 |
| HIP66861 | 01 25 48.60 | 60 14 07.5 | 10 | −27 | 22 | 2.918 |
| HIP88718 | 18 07 21.02 | 09 33 49.2 | −38 | −52 | −1 | 2.959 |

Notes. Predictions for the radial velocity are based on the velocity density estimate using 10 Gaussians with regularization parameter $w = 4 \text{ km}^2 \text{ s}^{-2}$, marginalized for the position on the sky of the star and conditioned on the stars’ tangential velocity.

$^a$ Hipparcos number.

$^b$ Maximum likelihood estimate of the radial velocity.

$^c$ Lower limit on the radial velocity (95% confidence).

$^d$ Upper limit on the radial velocity (95% confidence).

$^e$ Entropy of the probability distribution of the radial velocity.
Figure 18. Same as Figure 17, but the six “widest,” i.e., highest entropy, predictions.

| ID  | α (1991.25) | δ (1991.25) | vr | vr > (95%) | vr < (95%) | H
|-----|-------------|-------------|----|------------|------------|---|
| HIP67534 | 13 50 16.63 | −57 15 40.3 | 57 | −92 | 209 | 5.817
| HIP64444 | 13 12 32.07 | −34 44 50.6 | 72 | −65 | 210 | 5.717
| HIP95344 | 19 23 49.32 | −81 32 24.9 | 47 | −61 | 216 | 5.717
| HIP117029 | 23 43 26.61 | 58 04 44.9 | −46 | −205 | 71 | 5.694
| HIP84164 | 17 12 21.95 | −46 33 40.0 | 40 | −100 | 173 | 5.663
| HIP110618 | 22 24 34.39 | −72 15 13.6 | −37 | −142 | 126 | 5.639
| HIP117702 | 23 52 14.21 | −61 25 23.4 | 61 | −68 | 184 | 5.589
| HIP7869 | 01 41 14.20 | −67 40 33.1 | 80 | −44 | 198 | 5.555
| HIP117254 | 23 46 32.69 | −41 34 47.3 | 25 | −98 | 142 | 5.529
| HIP63559 | 13 01 26.58 | −27 22 26.5 | −4 | −74 | 171 | 5.503
| HIP102862 | 20 50 22.62 | −40 36 26.6 | −9 | −136 | 99 | 5.503
| HIP55988 | 11 28 27.91 | 07 31 12.9 | 61 | −57 | 173 | 5.493
| HIP98532 | 20 01 00.43 | −12 15 17.1 | −73 | −176 | 62 | 5.493
| HIP111286 | 22 32 40.70 | −65 26 07.3 | 39 | −73 | 171 | 5.465
| HIP76976 | 15 43 03.76 | −10 55 57.9 | 44 | −70 | 152 | 5.451
| HIP5549 | 01 11 10.39 | −82 32 54.0 | 27 | −47 | 185 | 5.432
| HIP3086 | 00 39 12.81 | 03 07 59.5 | 13 | −130 | 97 | 5.423
| HIP78400 | 16 00 19.98 | −16 31 56.6 | −29 | −119 | 92 | 5.395
| HIP17671 | 03 47 06.05 | −56 02 29.5 | 42 | −58 | 152 | 5.384
| HIP107731 | 21 49 24.76 | −47 58 35.9 | 19 | −112 | 103 | 5.337
| HIP96185 | 19 33 27.40 | 33 12 04.8 | −49 | −185 | 7 | 5.336
| HIP99224 | 20 08 33.81 | −15 43 43.7 | −38 | −148 | 43 | 5.302
| HIP100792 | 20 26 11.85 | 09 27 05.2 | −88 | −185 | 4 | 5.293
| HIP30439 | 06 23 57.61 | −45 56 52.2 | 60 | −11 | 175 | 5.284
| HIP86013 | 17 34 43.34 | 06 00 48.3 | −87 | −182 | 1 | 5.261

Notes. Predictions for the radial velocity are based on the velocity density estimate using 10 Gaussians with regularization parameter \( w = 4k \text{ m}^2 \text{s}^{-2} \), marginalized for the position on the sky of the star and conditioned on the stars’ tangential velocity.

a Hipparcos number.
b Maximum likelihood estimate of the radial velocity.
c Lower limit on the radial velocity (95% confidence).
d Upper limit on the radial velocity (95% confidence).
e Entropy of the probability distribution of the radial velocity.

A similarly interesting sample of stars are the stars for which the predicted distribution of the radial velocity is very uninformative. The six least informative predictions are shown in Figure 18. As these are stars for which we have essentially no clue about their radial velocity, given the model of the velocity distribution and their tangential velocity, obtaining their radial velocity would be interesting as it would add a substantial amount of knowledge about the velocities of nearby stars. A list of the 25 least informative predictions for stars in the Hipparcos sample used here that have no radial velocity from the GCS is given in Table 3.

Finally, Figure 19 shows the distribution of the entropies of the predicted distributions for all of the stars for which we have no radial velocity. Comparing this distribution to the distribution of the entropies of the predicted radial velocities of stars which do have a measured radial velocity, shown in Figure 15, shows
that the information content and its distribution in this sample of unobserved radial velocities is about the same as the information content in the stars that already have measured radial velocities.

7. DISCUSSION

7.1. Why Do the Different Model Selection Criteria Differ?

The analysis of the complexity of the velocity distribution in Section 4.3 showed that there is a large difference in this context between the internal model selection criteria and the external test based on the predictions of our model of the radial velocities of the GCS stars. Because of the importance of this conclusion for the comparison of our results with the amount of structure in the velocity distribution reported in the literature, we would like to understand the discrepancy between the conclusions of internal and external tests of the structure in the velocity distribution.

The first thing to note in this respect is that the specific forms of the internal tests which we have applied are in most cases approximations to the underlying model selection principles. For example, in order to obtain a computationally feasible version of the leave-one-out cross-validation principle we were forced to perform a very restricted fit of the model to each of the leave-one-out sub-samples, i.e., we only allowed the best-fit model for each of the leave-one-out sub-samples to differ from the global best-fit model in the amplitudes of the Gaussian components of the mixture. Similarly, the expression in Equation (21) for the message length used in the MML model selection criterion as well as the form given in Equation (23) for the Bayesian evidence are only approximations to the true message length and the true Bayesian evidence, respectively, for the Gaussian mixture model for a distribution function. In the case of the approximation to the message length we know that one of the approximations we are making is wrong on some level, since the approximation assumes that the different Gaussian components in the mixture do not overlap significantly, whereas it is obvious from the reconstructions of the velocity distribution in Figure 2 that this is not the case. It is therefore possible that some of these approximations are inappropriate for the current application and that, if this were possible, the application of the true model selection principle would give different results for the amount of complexity in the velocity distribution. However, the fact that most of the internal model selection criteria in Figure 8 behave similarly as a function of the complexity of the model hints at the existence of a deeper reason for the discrepancy between the internal and external model selection tests.

One of the reasons for this discrepancy could be unknown issues with the data. For example, it is possible that significant star-to-star covariances exist in the Hipparcos data. Because of the complexity of the Hipparcos mission it is not immediately obvious that such star-to-star covariances should be small, although much effort has been made in the data reduction process to remove these correlations (e.g., van Leeuwen 2007a). Unknown correlations between supposedly independent data points can cause internal model selection criteria such as leave-one-out cross validation to overestimate the amount of structure in the velocity distribution function because the “external” check of the velocity distribution found for each jackknife-subsample with the data point that was left out fails, since if the data point that was left out is correlated with other data points it was not really left out of the data set. Other internal model selection criteria which we used above will be similarly affected, as, for instance, unknown star-to-star covariances will lead to an overestimate of the message length in the MML criterion which could easily move the minimum of the message length function toward higher complexities.

Another possible issue with the data is a difference between the assumed, Gaussian error distribution for the Hipparcos parallaxes and proper motions and the true error distribution, either because of underestimates of the width of the error distribution or through non-Gaussianities. Both of these possibilities would generically lead to a larger amount of structure in the velocity distribution than the actual amount of structure.

Rather than issues with the data there could be problems with the model for the velocity distribution which we use here. If the model is inadequate, i.e., if the true velocity distribution does not lie in or even near the space of allowed models, then model selection will fail in general, because one is choosing between different models which are all bad representations of the true velocity field. In that situation, it is natural to find that the model selection tests prefer models of increasing complexity, because, e.g., adding a component could substantially increase the goodness of the fit over the model with less complexity, while still being very far from the truth. However, it seems unlikely that the true velocity distribution is very far removed from being adequately described by a mixture of Gaussian distributions model, since the velocity distribution of a relaxed population of stars is approximately Gaussian and dispersing star clusters should also be well-described by approximately Gaussian velocity distributions. However, if the structure in the velocity distribution is caused by resonances, or if the projection onto velocity space of partially phase-mixed structures in the six-dimensional phase-space distribution of stars gives rise to singularities (Tremaine 1999), such as folds or cusps, then the mixture of Gaussian distributions model might be inadequate.

Although it is hard to assess the role played by the different effects described in this subsection in determining the outcome of the model selection tests, it should be clear that an external model selection test will be affected much more weakly by all of them. The validation of the reconstruction of the velocity distribution by the radial velocities of GCS stars does not require us to make any approximations, since we can predict straightforwardly the probability distribution for the radial velocity of each GCS star and compare it to the observed radial velocity. The external test is not plagued by any unknown issues with the Hipparcos data since the radial velocity data is completely separate from the Hipparcos data (as we project our model of the velocity distribution onto the space of the radial velocity for each GCS star rather than combining the GCS radial
velocity with the tangential velocities measured by Hipparcos to form the three-dimensional velocity $v$). The external test also provides a robust check of the adequacy of the model space which we consider, as the radial velocities would all be very improbable if the model were very far from the truth. We saw that this was not the case in Section 5. The external test applied here is therefore the most conservative model selection test. Any structure in the velocity distribution that passes this conservative test can therefore be reliably considered real. This does not, however, exclude the existence of more structure in the velocity distribution, although if more structure exists, it must be at much lower significance in the Hipparcos/GCS data than the structure recovered here.

7.2. The Complexity of the Velocity Distribution

As we discussed in Section 4.3, our model selection criterion based on the GCS radial velocities shows a clear preference for a model of the velocity distribution with only a modest amount of complexity. The preferred model consists of ten Gaussian components such that only a limited number of clumps are apparent in the reconstructed velocity distribution, which is shown in Figure 20. This stands in sharp contrast with many of the analyses of the velocity distribution in recent years, which have revealed an increasing amount of structure and clumps in the velocity distribution.

One of the first comprehensive studies of the velocity distribution based on Hipparcos data showed lots of structures in the $v_x-v_y$ projection of the velocity distribution (Dehnen 1998). Subsequent analyses turned up even more substructures, in the form of branches (Skuljan et al. 1999) and an ever-increasing number of clumps, or moving groups candidates (Antoja et al. 2008; Zhao et al. 2009). Using much of the same data we are unable to confirm much of the perceived structure. A few reasons are responsible for this: (1) our rigorous, conservative model selection procedure and (2) the attention we paid to the smallest scales on which we can reliably detect substructures given our data.

Comparing the criteria which we used to decide on the best model of the velocity distribution among many models characterized by different levels of complexity shows that internal tests of the complexity of the velocity distribution, such as the criteria that have been applied in all of the recent studies, give very different answers than model selection criteria depending on an external data set (see also the discussion in the previous subsection). Much of the evidence for the existence of structure in the velocity distribution in the past has hinged upon the detection of similar structures in different subsamples of the data, e.g., color subsamples (Dehnen 1998), or on the detection of the same features across different analysis techniques. All of these different procedures for establishing the reality of the complexity seen in the data all point toward a maximal amount of structure in the velocity distribution, to such an extent that every little wiggle (Dehnen 1998) or overdensity in the velocity distribution (Zhao et al. 2009) is perceived as real. The internal model selection criteria which we have applied here also lead to the same conclusion: most of them prefer the models with the most complexity. However, the external model selection criterion which we applied, predicting the radial velocities of a large sample of stars and preferring the
model which best predicts these radial velocities, is arguably more stringent than any internal test could ever be and clearly gives a very different answer than the internal tests. This test of predicting the radial velocities and comparing them to the observations unambiguously points toward a model with only a modest amount of complexity.

A second, somewhat less important, reason for the discrepancy between our results and some recent findings is that we explicitly considered the smallest scales on which we could reliably detect structure in the distribution of velocities, through our use of a renormalization parameter \( w \) for the covariances of the components of the distribution, which roughly sets the scale of the smallest structures we could find. We applied our model selection criteria to find the best value of this parameter as well and found a clear preference for a value of \( w \approx 4 \) km s\(^{-2}\) over smaller values. Thus, testing our models of the velocity distribution on the radial velocities from the GCS shows that on average we cannot trust structures on scales smaller than \( \approx 2 \) km s\(^{-1}\). Thus it is unsurprising that we cannot recover structures in the velocity distribution found by techniques such as wavelet analysis which manually or semiautomatically set the scale of the structures they want to find to values of 1 km s\(^{-1}\) and smaller (Antoja et al. 2008; Zhao et al. 2009). As has been remarked before (Dehnen 1998) and as our analysis also shows, structures on scales of a few km s\(^{-1}\) are likely to be spurious.

### 7.3. The Structure of the Velocity Distribution

We will discuss the properties of the reconstructed velocity distribution in a separate paper (J. Bovy et al. 2009, in preparation), in which we will also look in detail at the composition of the different clumps which we identify in the velocity distribution, but here we briefly discuss the main features of the velocity distribution shown in Figure 20.

Most of the features of the velocity distribution are in the \( v_x-v_y \) projection of the three-dimensional velocity distribution. This is as expected, since phase mixing in the vertical direction is much more efficient than in the horizontal direction because the potential in the vertical direction varies more rapidly with position than the potential in the horizontal direction in the Solar neighborhood. The projection in the \( v_x-v_y \) plane could be well approximated by a single Gaussian distribution, as expected for a well-mixed distribution of stars. The projection in the \( v_x-v_z \) plane, except for a structure at large negative \( v_z \) which we discuss below, also corresponds to an approximately phase-mixed distribution function, which is skewed because of the combined effect of the exponential density profile of the stellar disk and the decreasing velocity dispersion with Galactocentric radius in the disk (Binney & Tremaine 2008).

In the \( v_x-v_y \) plane, we clearly see the most prominent moving groups in their expected places. In Figure 21, we show the projection of the velocity distribution in the \( v_x-v_y \) plane with the moving groups indicated. Also shown is a visual representation of the individual Gaussian components of the velocity distribution in our reconstruction: the location, covariance structure, and weight of each component in the mixture is represented by \( 1\sigma \) contours around the center of each Gaussian component with the line width indicating the relative weight of the different components. Although we stress that in the mixture of Gaussians approach to density estimation the individual Gaussian components are meaningless, it is immediately clear that there is a good and unambiguous correspondence between the individual components and the modes of the distribution, which are typically interpreted as moving groups. Therefore, in the following we will use the Gaussian components as proxies for the peaks of the distribution function. The Gaussian component with the largest weight does not correspond to a peak in the velocity distribution and has a large dispersion. Therefore, it is most probably part of the background distribution. The moving group with the largest weight (as judged by the amplitude of the corresponding Gaussian component in the mixture, see Table 1) is located at \( v_x \approx 23 \) km s\(^{-1}\), \( v_y \approx -10 \) km s\(^{-1}\), although it is unclear at this point whether we can attribute all of the weight of this component to the moving group or whether part of this component should be identified with the background distribution of stars. This group is known as NGC 1901 and it has been known for a long time. The Coma Berenices moving group is typically found in this region as well; we cannot naively associate a component of the mixture with moving groups of the velocity distribution and have a high dispersion. Therefore, it is most probably part of the background distribution. The moving group with the largest weight (as judged by the amplitude of the corresponding Gaussian component in the mixture, see Table 1) is located at \( v_x \approx -23 \) km s\(^{-1}\), \( v_y \approx -10 \) km s\(^{-1}\), although it is unclear at this point whether we can attribute all of the weight of this component to the moving group or whether part of this component should be identified with the background distribution of stars. This group is known as NGC 1901 and it has been known for a long time. The Hercules group, which is not singled out by a contour in Figure 20 but is nevertheless present in our best-fit model of the velocity distribution, is found at \( v_x \approx -20 \) km s\(^{-1}\),
v_x \approx -33 \text{ km s}^{-1}. Whether there is a valley between the Hercules group and the main extent of the velocity distribution is not entirely clear here, although it does seem like the Hercules group merely sits on top of the background distribution like all of the other moving groups. Following the descending order of the weights of the Gaussian components, the Sirius moving group, located at v_x \approx 9 \text{ km s}^{-1}, v_y \approx 4 \text{ km s}^{-1} also stands out clearly at about the same location that it has been reported at before (e.g., Dehnen 1998). The Hyades and Pleiades moving groups are also clearly visible in the velocity distribution: two components of the mixture of Gaussians are near where the Pleiades are traditionally located, at v_x \approx -15 \text{ km s}^{-1}, v_y \approx -20 \text{ km s}^{-1}. That there are two components associated with the Pleiades moving group could mean that there is substructure in the Pleiades moving group which has so far gone unnoticed, or it could indicate that there is a dearth of stars with velocities around v_x \approx -18 \text{ km s}^{-1}, v_y \approx -19 \text{ km s}^{-1}, forcing our fit of the velocity distribution as a sum of Gaussian components to include two components at the location of the Pleiades in order to reproduce the lack of stars between the Pleiades moving group, the Hyades moving group, and NGC 1901. More speculatively, this structure is reminiscent of the kind of singularities that can appear when partially phase-mixed structures are projected into a lower-dimensional space (Tremaine 1999). The Hyades moving group is also found at its expected location at v_x \approx -40 \text{ km s}^{-1}, v_y \approx -20 \text{ km s}^{-1}. Judging by the amplitude of the Gaussian component corresponding to the Hyades moving group, this group only contains about 1.75% of the stars in the Solar neighborhood, much less than the other moving groups discussed above.

We find one overdensity far removed from the main part of the velocity distribution. This overdensity corresponds to the Arcturus stream, at v_x \approx 0 \text{ km s}^{-1}, v_y \approx -105 \text{ km s}^{-1}. It clearly stands out over the background of stars and can be seen in all of our reconstructions of the velocity distribution with a sufficient number of components, see Figure 2. This group of stars presumably belongs to the thick disk and it has been hypothesized that it has an extragalactic origin (Navarro et al. 2004). From Figure 20, it is clear that it has a very small width in velocity space, and judging by the covariance matrix of the Gaussian component corresponding to the Arcturus group its velocity dispersion is \approx 2–3 \text{ km s}^{-1}. This small velocity dispersion casts doubts on the extragalactic interpretation of this group. It is in sharp disagreement with the velocity dispersion of \approx 50 \text{ km s}^{-1} derived based on a sample of 46 stars believed to be part of the Arcturus stream for which Hipparcos parallaxes and proper motions are available (Navarro et al. 2004). A similar small velocity dispersion as found here has also been reported based on a joint analysis of the GCS data and a sample of metal-poor stars in the Solar neighborhood (Williams et al. 2009; Schuster et al. 2006). The same analysis also found that the Arcturus group is chemically similar to the background thick disk stars, which is inconsistent with the abundance properties of present-day dwarf Spheroidal galaxies, casting further doubt on the interpretation of the Arcturus group as having an extragalactic origin. We will discuss the properties of the Arcturus group further in Paper II.

Naively using the weights in the mixture of the components corresponding to the different moving groups shows that many of these groups contain up to 10% of the stars in the Solar neighborhood, although the large number of stars that seems to be part of NGC 1901 is probably a consequence of contamina-

8. CONCLUSION

Our detailed analysis of the velocity distribution of nearby stars from Hipparcos data has lead us to the following conclusions.

1. Performing a very conservative validation of our reconstruction of the velocity distribution based on \approx 10,000 tangential velocities of stars with the radial velocities of a sample consisting of a similar number of stars shows that the amount of complexity necessary in our model of the velocity distribution to provide a good fit to the underlying velocity distribution is relatively small. Adding more complexity to the model gives better fits to the distribution of the tangential velocities, but fails to provide a good fit to the validation set of radial velocities. Therefore, unlike previous analyses, which validated their models of the velocity distribution using only internal tests, we conclude that there is not much evidence in the Hipparcos data of much structure in the velocity distribution beyond the major, known moving groups. This does not preclude the existence of more structure in the velocity distribution of nearby stars, but if more structure exists it is present at only low significance in the Hipparcos/GCS data set.

2. Similarly, the same validation procedure shows that the smallest scale on which we can reliably identify structure in the velocity distribution from Hipparcos data is a few km s^{-1}. This calls into question claims from previous analyses of the Hipparcos data of structure in the velocity distribution at the level of 1 km s^{-1}.

3. Our predictions of the radial velocities of stars based on the model for the velocity distribution shows that we get the bulk properties of the radial velocities correct using only the tangential velocities of stars. This indicates that it is unlikely that the addition of radial velocities to the sample on which we base the fit would lead to a very different model for the velocity distribution. This is unsurprising given the full-sky coverage of Hipparcos and the small spatial extent of our sample.

4. Predicting probability distributions for individual radial velocities of stars based on the model of the velocity distribution shows that we get the radial velocities correct using only the tangential velocities of stars. This indicates that it is unlikely that the addition of radial velocities to the sample on which we base the fit would lead to a very different model for the velocity distribution. This is unsurprising given the full-sky coverage of Hipparcos and the small spatial extent of our sample.

5. A preliminary investigation of the properties of the velocity distribution shows that we recover all of the major moving groups at the approximate locations at which they have been found in the past: we find strong evidence for the Sirius/
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