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Abstract
Multi-label classification algorithms deal with classification problems where a single datapoint can be classified (or labelled) with more than one class (or label) at the same time. Early multi-label approaches like binary relevance consider each label individually and train individual binary classifier models for each label. State-of-the-art algorithms like RAkEL, classifier chains, calibrated label ranking, IBLR-ML+, and BPMML also consider the associations between labels for improved performance. Like most machine learning algorithms, however, these approaches require careful hyper-parameter tuning, a computationally expensive optimisation problem. There is a scarcity of multi-label classification algorithms that require minimal hyper-parameter tuning. This paper addresses this gap in the literature by proposing CascadeML, a multi-label classification method based on the existing cascaded neural network architecture, which also takes label associations into consideration. CascadeML grows a neural network architecture incrementally (deep as well as wide) in a two-phase process as it learns network weights using an adaptive first-order gradient descent algorithm. This omits the requirement of preselecting the number of hidden layers, nodes, activation functions, and learning rate. The performance of the CascadeML algorithm was evaluated using 13 multi-label datasets and compared with nine existing multi-label algorithms. The results show that CascadeML achieved the best average rank over the datasets, performed better than BPMML (one of the earliest well known multi-label specific neural network algorithms), and was similar to the state-of-the-art classifier chains and RAkEL algorithms.
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1 | INTRODUCTION

In multi-label classification problems a datapoint can be assigned to more than one class, or label, simultaneously (Herrera et al., 2016). For example, an image can be classified as containing multiple different objects, or music can be labelled with more than one genre. This is different from...
multi-class classification problems where each object can only belong to at most one single class. Multi-label classification algorithms handle the problem in one of the two ways, as first proposed in (Tsoumakas & Katakis, 2007). One way is to divide the existing multi-label problem into smaller multi-class problems—for example classifier chains (Read et al., 2011)—and this is known as problem transformation. The other way is to modify existing multi-class algorithms so that they can deal with the multi-label datasets—for example BackPropagation in Multi-Label Learning (BPMLL) (Zhang & Zhou, 2006)—and this is known as algorithm adaptation methods.

Based on how many labels are considered together, multi-label classification algorithms can be divided into three more categories: first-order algorithms, second-order algorithms and higher order algorithms. First-order algorithms consider the labels independently, and therefore are not able to exploit associations that exist between labels (inter-label associations). Second-order algorithms consider labels in a pairwise manner, for example by considering the relative ordering or the interaction between two labels at a time. Higher order algorithms consider relations between more than two labels at the same time. For example a higher order algorithm can find how a set of labels influence a specific label, and use that to improve label predictions. Several studies find that algorithms which take some consideration of label associations perform better than the first-order algorithms (Madjarov et al., 2012; Pakrashi et al., 2016). A comprehensive review of the recent ongoing research in multi-label learning can be found in (Gibaja & Ventura, 2014).

Neural networks are very effective in multi-class classification, but have not been extensively researched in the domain of multi-label classification. Some research has been done with neural networks, which solves multi-label problems like in (Chen et al., 2013; Read & Perez-Cruz, 2014; Wei et al., 2014; Yu et al., 2017; Zhu et al., 2017; Zhuang et al., 2018), but they do not explicitly consider inter-label associations. Instead, they either use neural network as a part of the processing pipeline or weights the influence of the labels manually. BPMLL (Zhang & Zhou, 2006) was the first proposed neural network algorithm which takes label associations into consideration.

An essential part in building a machine learning model with good generalization performance is hyper-parameter tuning. Multi-label classification approaches also face the same challenge as any other machine learning algorithms. The task of selecting the best hyper-parameter setting for an algorithm is an optimisation problem by itself. Very limited work has been done on automatic hyper-parameter tuning and AutoML (Feurer et al., 2015) in the multi-label domain.

Motivated by cascade correlation neural networks (Fahlman & Lebiere, 1990), and BPMLL (Zhang & Zhou, 2006), the work presented in this paper attempts to fill this gap by proposing a neural network algorithm, CascadeML, to train multi-label neural networks based on the cascade neural network architecture. This method requires no hyper-parameter tuning and also considers inter-label associations. The cascade algorithm grows the network architecture incrementally in a two phase process as it learns the weights using an adaptive first-order gradient algorithm. Except for setting some upper and lower limits, CascadeML omits the requirement of specifically preselecting the number of hidden layers and nodes in the network and the learning rate, therefore making the training process automatic.

Through a series of extensive evaluation experiments, when compared to several state-of-the-art multi-label classification algorithms, CascadeML was found to perform very well without a requirement of explicit hyper-parameter tuning and out-perform several state-of-the-art methods over several benchmark datasets. To the best of authors’ knowledge this is the first automatic neural network architecture selection and training approach for multi-label classification methods.

The paper is structured as follows. Section 2 discusses the related work, Section 3 introduces the proposed method. Section 4 explains the experimental design and the results are discussed in Section 5. Finally, Section 6 concludes the paper.

2 RELATED WORK

The cascade correlation neural network (Fahlman & Lebiere, 1990) and Cascade2 algorithm (Prechelt, 1997) are interesting neural network approaches that learn model parameters and model architecture at the same time. In cascade correlation neural network and Cascade2 approaches, training starts with a simple perceptron network, which is grown incrementally by adding new single cascade units with skip-level connections as long as performance on a validation dataset improves. Each cascade units accepts incoming weights from the inputs and also from all previous hidden cascade layers, and has outgoing weight connections to the output units. Weights in each new layer are trained independently of the overall network which greatly reduces the processing burden of this approach. Since the proposal of the original cascade correlation algorithm in (Fahlman & Lebiere, 1990), a few improvements that follow a similar overall process to the original method have been proposed, for example in (Baluja & Fahlman, 1994; Hansen & Pedersen, 1994; Phatak & Koren, 1994; Waugh & Adams, 1994). Active research in this field, however, is fairly limited.

Automatic machine learning (Feurer et al., 2015), or AutoML, approaches have seen a recent resurgence of interest as researchers look for ways to automatically select optimal algorithms, features, model architectures, and hyper-parameters for machine learning tasks. The AutoML research community has, however, paid very little attention to the multi-label classification domain, although there have been some recent efforts (de Sá et al., 2018; de Sá et al., 2017; Wever et al., 2018).

Back Propagation in Multi-Label Learning (BPMLL), proposed by Zhang et al. in 2006 (Zhang & Zhou, 2006), is a single hidden layer, fully connected feed-forward neural network architecture for multi-label classification. BPMLL uses the back-propagation (Haykin, 1998) algorithm to optimize a variation of the ranking loss function (Zhang & Zhou, 2014) that takes inter-label associations into account. The loss function minimized by BPMLL is defined as follows:
Here \( y_i \) indicates the set of labels relevant to \( x_i \) and \( \hat{y}_i \) indicates the set of labels which are not relevant to \( x_i \). The network uses the tanh activation function, therefore this algorithm uses a bipolar encoding of the target variables: \( y_i^{(l)} = +1 \) if the label \( l \) is relevant to \( x_i \), and \(-1\) if irrelevant. Here \( c_i^{(k)} \) and \( c_i^{(l)} \) are the outputs of the \( k \)th and the \( l \)th output units representing the corresponding label predictions for the datapoint \( x_i \).

The CascadeML algorithm uses elements of the original cascade correlation algorithm and the BPMLL loss function and is described in detail in the next section.

The intuition behind this loss function is that for a pair of labels \((k,l)\) \(\in\) \(Y \times Y\), where \(k\) is relevant to the datapoint \(x_i\) and \(l\) is not, if the prediction score for \(k\) is positive whereas the prediction score for \(1\) is negative, then \(\exp\left(-\left(c_i^{(k)} - c_i^{(l)}\right)\right)\) has the minimum penalty. An incorrect prediction score order results in higher penalty. Therefore, minimizing Equation (1) would result in pairs of labels being predicted correctly. Table 1 shows an example. If \(c_i^{(k)}\) is predicted as +1 and \(c_i^{(l)}\) is predicted as −1 (boldface the Table 1), then the predictions of the network is correct, which has the lowest penalty, whereas any other combinations are heavily penalized.\(^4\)

### 3 | THE CASCADEML ALGORITHM

CascadeML is a cascaded neural network approach to multi-label classification motivated by on cascade correlation neural networks (Fahlman & Lebiere, 1990) and Cascade2 (Prechelt, 1997). The main objective of this method is to find good multi-label classifier models that take advantage of label associations, while minimizing the model selection and training time by minimizing or altogether omitting hyper-parameter tuning and architecture tuning. This section describes the proposed CascadeML algorithm. The generic architecture of a cascade neural network is first described, before the specific training method for CascadeML is presented.

#### 3.1 | Architecture

The network architecture trained using CascadeML has \(d+1\) inputs (including a bias term) and \(q\) outputs (one for each label). Bipolar (Haykin, 1998) encoding is used for the outputs such that Equation (1) can be used, in which a relevant label is represented using +1 and an irrelevant label is represented using −1. Each of the network’s \(L\) hidden layers, \(l_i\), can have any number of units, which receives incoming weights from all the \(d+1\) inputs as well as from all the hidden units in the previous layers. The output of each hidden layer \(l_i\) is connected to the \(q\) outputs of the network. A layer with such a connection scheme is called a cascade layer.

The weights of a cascade network can be divided into four categories.

1. **Input to output layer weights** connecting the \(d+1\) inputs to the \(q\) outputs, forming a perceptron network.
2. **Input to hidden layer weights** connecting the \(d+1\) inputs to the \(L\) hidden cascade layers.
3. **Hidden to hidden layer weights** connecting the output of all the previous hidden cascade layers \(l_1, l_2, \ldots, l_{i-1}\), to the hidden cascade layer \(l_i\).
4. **Hidden to output layer weights** connecting the outputs of the cascade layers \(l_1, l_2, \ldots, l_i\) to the \(q\) output units.

Figure 1 shows an example of a simple cascade neural network with three inputs, two output labels, and three hidden cascade layers (\(l_1, l_2,\) and \(l_3\)). All connections flow from left to right. The architecture of CascadeML has the same architecture as cascaded networks, although they are trained differently. Figure 1(b) shows the same network using an alternate representation of Figure 1(a) defined in Fahlman & Lebiere, (1990). This representation will be used in the next section to explain the algorithm.

| Label assignment | \(c_i^{(k)}\) | \(c_i^{(l)}\) | \(c_i^{(k)} - c_i^{(l)}\) | \(\exp(-c_i^{(k)} - c_i^{(l)})\) |
|------------------|--------------|--------------|------------------------|------------------|
| Wrong            | 1.00         | 1.00         | 0.00                   | 1.0000           |
| Correct          | 1.00         | -1.00        | -2.00                  | 0.1353           |
| Wrong            | -1.00        | 1.00         | 2.00                   | 7.3891           |
| Wrong            | -1.00        | -1.00        | 0.00                   | 1.0000           |
A cascade network starts from a simple perception network and then grows dynamically one layer at a time. Each layer has a cascaded connection as described previously. The different types of weights are trained in an iterative two-phase process, in the next section. Once the training is complete, prediction uses a general feed-forward algorithm that propagates the inputs through the cascade layers.

### 3.2 Training

Model training in the CascadeML algorithm starts with a simple perceptron network (Figure 2(a)) with \( d + 1 \) inputs (including the bias unit) and \( q \) output units, one for each label. This network is referred to as the main network. The main network is grown as training proceeds by iteratively adding hidden cascade layers to it. This is achieved by iteratively repeating two phases, Phase I and Phase II, each of which trains different parts of the cascade network independently.

In Phase I, the input to output layer weights (type 1, as mentioned in Section 3.1) and hidden to output layer weights (type 4) of the main network are trained, while all other weights (input to hidden layer and hidden to hidden layer) are frozen. The target values used in this phase to calculate the loss of the network are the target classes from the original dataset. The BPMLL cost function described in Equation (1) between the output of the main network and the ground truth is minimized using gradient descent.

Phase II trains and adds a new cascade layer, \( l_i \), at the \( i \)th iteration of training. The inputs to the newly added layer, \( l_i \), are the \( d + 1 \) inputs, and the outputs from the previous hidden layers \( l_1, \ldots, l_{i-1} \), in the main network. At this phase only the weights related to the new hidden layer, \( l_i \), are trained. These are the input to hidden layer weights (type 2) for \( l_i \); hidden to hidden layer weights on connections of the output of previous hidden cascade layers, \( l_1, \ldots, l_{i-1} \), to the current hidden layer, \( l_i \) (type 3); and the weights connecting the new hidden layer, \( l_i \), to the output layer (type 4). All other weights in the main network are frozen. In this phase the target values used in training are not the original target values, but rather the error between the Mean Squared Error (MSE) of the main network constructed up to the previous iteration \( i - 1 \), and the output of the new layer \( l_i \). Therefore this phase makes the new cascaded layer fit the MSE of the main network.

When adding a new cascade layer the number of nodes to include, the type of activation function to use and other hyper-parameters need to be determined. These give rise to a hyper-parameter selection problem. To overcome this, at each iteration of CascadeML, a candidate pool of many candidate hidden cascade layers that could be added to the main network is trained. Each of the candidate hidden cascade layer is initialised with (1) randomly selected initial weight values, (2) a randomly selected activation function, and (3) a randomly selected number of units. Each of the candidate hidden cascade layers in the candidate pool is trained independently in parallel, to minimize MSE as explained before. Once they have all been trained for every candidate network in the candidate pool, the best candidate hidden cascade layer from the candidate pool is selected (based on calculated loss on a validation dataset) and added to the main network. The algorithm includes candidate hidden cascade layers that are sibling layers to the deepest hidden cascade layer already in the main network (Baluja & Fahlman, 1994), as well as successor cascade layers. If the new trained candidate layer is added as a sibling to the existing deepest layer, then this existing deepest layer expands in width, that is, the nodes in the deepest layer increases. On the other hand the candidate layer added as a successor increases the depth of the network by adding this layer to a new cascade layer in the main network. This allows wide architectures as well as deep architectures to be explored. This is done by training candidate cascade networks in the candidate pool as successors and siblings and then selecting the best of the two types of candidate network.

**FIGURE 1**  Cascade network architecture. Both (a) and (b) are different representations of the same architecture, where (b) is used in (Fahlman & Lebiere, 1990)
Once the weights associated with the new hidden layer have been trained the layer and these weights are added to the main network. The weights connecting the new hidden layer, \( l_i \), to the output layer are negated when these are added to the main network. This is so that the contribution of the output of the newly added layer will minimize the error of the main network (Nissen, 2007)—recall that the newly added layer was trained to predict the main network error (a regression problem), and not the target labels.

The candidate hidden cascade layers in the candidate pool can each be trained independently in isolation from the main network, because when training the candidate hidden cascade layer, \( l_i \), the inputs to the layer, the targets and the weights of the main network are all fixed. Therefore, the hidden cascade layer, \( l_i \), can be considered a subnetwork, trained in isolation and then added to the main network. As the candidate networks in the candidate pool can be trained in isolation, therefore all the candidate networks in the pool can be trained in parallel.

Training in both Phase I and Phase II uses a gradient based algorithm. Because Phase I effectively trains a perception network and Phase II trains a single hidden layer network, fast gradient algorithms are used. In the original cascade correlation network training algorithm, Quickprop was used (Fahlman, 1988). Initial experiments uncovered that Quickprop was unstable for this specific application and therefore an adaptive first-order gradient descent algorithm iRProp- (Igel & Hüsken, 2000), a variant of RProp (Igel & Hüsken, 2000; Rojas, 1996), is used in the CascadeML training process. iRProp- was found to be more stable than the originally used Quickprop (Fahlman, 1988). iRProp- is an adaptive algorithm which uses an adaptive learning rate and the sign of the partial derivative of the error function for each weight adjustment. This method mainly helps learn very fast in the flat regions and near local minima of the error surface of the cost function, as it uses only the sign of the partial derivative (ignoring its magnitude) and uses an adaptive learning rate. L2 regularization (Goodfellow et al., 2016) was used in both phases of CascadeML.

When Phase II is complete, the algorithm proceeds again to Phase I and continues iterating between Phase I and Phase II until a maximum depth is reached or a learning error threshold is not exceeded. Training always ends with Phase I.

### 3.3 Example

Figure 2 shows an example of the growth of a cascade network (the neural network diagram scheme used by [Fahlman & Lebiere, 1990] is used). Figure 2(a) shows the initial network with 3 inputs and 2 outputs. In this schematic the intersections of the straight lines indicate the weights. A cross at an intersection indicates a trainable weight at the current phase, while a square indicates a frozen weight. The algorithm starts in Phase I and the network in Figure 2(a) is trained. All input to output layer weights (type 1), are trained (no hidden to output layer weights [type 4] exist...
yet). Next, in Phase II, a new cascade layer, l1, is added as shown in Figure 2(b), and only the input to hidden layer (type 2) and hidden to hidden layer (type 3) weights related to the newly added layer, l1, are trained. Next, the process goes back to Phase I and trains input to output layer (type 1) and hidden to output layer (type 4) weights in the main network as shown in Figure 2(c). This process iterates two more times through Phase I and II in Figure 2(d–f) until the final network in Figure 2(g) is produced.

4 | EXPERIMENT DESIGN

An extensive set of experiments was performed to understand the effectiveness of CascadeML where its performance was compared with nine well-known multi-label classification algorithms over 13 multi-label datasets. The datasets used are described in Table 2, where Instances, Inputs and Labels are the number of datapoints, the dimension of the dataset, and the number of labels respectively; Labelsets indicates the number of unique label combinations present; Cardinality measures the average number of labels assigned to each datapoint; and MeanIR (Charté et al., 2014) indicates the imbalance ratio of the labels.

The performance of models trained using CascadeML was compared with nine other multi-label and state-of-the-art multi-label classification algorithms: BPMLL (Zhang & Zhou, 2006), classifier chains (Read et al., 2011) (CC), RAkEL (Tsoumakas & Vlahavas, 2007), calibrated label ranking (CLR) (Fürnkranz et al., 2008), HOMER (Tsoumakas et al., 2008), MLkNN (Zhang & Zhou, 2007), IBLR-ML+ (Cheng & Hüllermeier, 2009), binary relevance (BR) (Boutell et al., 2004) and label powerset (LP) (Boutell et al., 2004). These algorithms were selected to cover different types of multi-label classification techniques. BPMLL is a well-known multi-label specific neural network algorithm; Classifier chains, RAkEL and HOMER are ensemble methods that have been shown to achieve state-of-the-art performance (Madjarov et al., 2012; Pakrashi et al., 2016); MLkNN is a nearest-neighbour based algorithm adaptation method and IBLR-ML+ is an improved nearest-neighbour based algorithm adaptation method which takes label associations into consideration. The early and simple problem transformation algorithms BR and LP were also compared as they can perform well when tuned properly (Grodzicki et al., 2008; Pakrashi et al., 2016). The implementations of these existing algorithms are from the MULAN library (Tsoumakas et al., 2011) and implemented in Java. CascadeML was implemented in Python.

The label-based macro-averaged F-Score (Zhang & Zhou, 2014) was used to compare the prediction performances of the different algorithms. This was preferred over Hamming loss (Zhang & Zhou, 2014), which is often used (Cheng & Hullermeier, 2009; Spyromitros et al., 2008; Zhang & Zhou, 2007), because of the implicitly highly imbalanced nature of the label space. In highly imbalanced multi-label datasets Hamming loss tends to allow the performance on the majority labels to overwhelm performance on the minority labels. Label-based macro-averaged F-Score does not suffer from this problem. For every dataset performance is evaluated using a 2 times fivefold cross-validation experiment. The mean label-based macro-averaged F-Score from these experiments are reported. The results presented are based on the best performing hyper-parameter combinations found through tuning for all algorithms except CascadeML, which does not require explicit hyper-parameter tuning.

4.1 | Configuring CascadeML

Although there is no hyper-parameter tuning required for CascadeML, it does require some configuration. In the experiments described here, at each iteration, the candidate pool contained two candidates for each combination of layer type—successor or sibling—and activation unit type—

| Table 2: Multi-label datasets |
|-----------------------------|
| **Dataset** | **Instances** | **Inputs** | **Labels** | **Labelsets** | **Cardinality** | **MeanIR** |
| Flags | 194 | 19 | 7 | 54 | 24 | 3.392 | 2.255 |
| Yeast | 2417 | 103 | 14 | 198 | 77 | 4.237 | 7.197 |
| Scene | 2407 | 294 | 6 | 15 | 3 | 1.074 | 1.254 |
| Emotions | 593 | 72 | 6 | 27 | 4 | 1.869 | 1.478 |
| Medical | 978 | 1449 | 45 | 94 | 33 | 1.245 | 89.501 |
| Enron | 1702 | 1001 | 53 | 753 | 573 | 3.378 | 73.953 |
| Birds | 322 | 260 | 20 | 89 | 55 | 1.503 | 13.004 |
| Genbase | 662 | 1186 | 27 | 32 | 10 | 1.252 | 37.315 |
| Cal500 | 502 | 68 | 174 | 502 | 502 | 26.044 | 20.578 |
| Llog | 1460 | 1004 | 75 | 304 | 189 | 1.180 | 39.267 |
| Water-quality | 1060 | 16 | 14 | 692 | 852 | 5.073 | 1.767 |
| Foodtruck | 407 | 21 | 12 | 74 | 116 | 2.290 | 7.094 |
| PlantPseAAC | 978 | 440 | 12 | 8 | 32 | 1.079 | 6.690 |
linear, sigmoid, or tanh. Thus, a total of 12 candidate hidden cascade layers are trained at each iteration in parallel. The number of hidden units in each candidate layer was randomly selected as a fraction of the number of input dimensions, \(d\), following a uniform distribution in \((0, 1]\).

Note that the activation function for the output of the main network and the outputs of the candidate networks are always fixed, as per the requirement of the algorithm. The activation function used at the output layer of the main network was tanh, as the cost function Equation (1) requires bipolar encoding of the labels. During Phase II of training the outputs of the candidate layers in the pool use a linear activation function, as explained in Section 3.2. The activation functions of the hidden units of the cascaded layers are selected from the set \{linear, sigmoid, tanh\}, and the best configuration is selected from the candidate pool.

A fast and adaptive first-order gradient descent algorithm, iRProp- was used and is initialised as recommended in (Igel & Hüsken, 2000). The maximum number of allowed iterations is kept to 2000, although an early stopping mechanism is used. The training stops if the average loss, based on a validation dataset, calculated over a window of the last 20 training cascade training epochs (Phase I and Phase II iterations) increases from one iteration to the next. L2 regularization was used in both the training phases with a regularization value of \(10^{-5}\). This caps the number of selection and addition of a cascaded network (added as a sibling or successor) to 20.

### 4.2 Configuring other algorithms

The other algorithms used in the experiment used a grid search hyper-parameter tuning using 2 time fivefold cross-validation. For classifier chains, RAkEL, HOMER, calibrated label ranking, binary relevance and label powerset, support vector machines (Kelleher et al., 2015) with a radial basis kernel (SVM-RBF) were used as the base classifier. In these cases 12 combinations of the regularization parameter, \(C\), and the kernel spread, \(\sigma\), were included the hyper-parameter grid. For RAkEL the subset size hyper-parameter (ranging from 2 to 6) was included, and for HOMER the cluster size hyper-parameter (ranging from 2 to 6) was also included. For MLkNN and IBLR-ML+, the value of the number of nearest neighbours \(k\) was tuned between 4 and 26 with a step size of 2. For BPMLL the only hyper-parameter in the grid search was the number of units in the hidden layer. Sizes of 20%, 40%, 60%, 80% and 100% of the number of inputs for each dataset were explored, as recommended by (Zhang & Zhou, 2006). In this case the L2 regularization coefficient was set to \(10^{-5}\) and a maximum of 10,000 iterations were allowed, based on (Pakrashi et al., 2016).

### 5 RESULTS

The analysis of the results will be done in three phases. Firstly, the model performance from the cross-validation experiments will be directly compared in Section 5.1. Next, statistical significance tests will be performed to understand the differences between the algorithms and CascadeML in Section 5.2. Finally, some properties of the automatically generated deep cascaded architecture will be investigated in Section 5.3.

### 5.1 Algorithm performance

The results of the experiments are shown in Table 3, where the columns indicate the algorithms and the rows indicate the datasets. Each cell of the table shows the label-based macro-averaged F-Score (higher values are better) followed by the standard deviation over the cross validation folds. The values in the parentheses indicate the relative ranking (lower values are better) of the algorithm with respect to the other algorithms for each dataset. The last row of the Table 3 indicates the average rank of each algorithm. The algorithms are sorted from best to the worst average rankings in Table 3.

Table 3 shows that CascadeML (avg. rank 3.38) performed the best based on the average ranks. The performance of CascadeML was a lot better than BPMLL (avg. rank 6.15), HOMER (avg. rank 5.46), MLkNN (avg. rank 8.38), LP (avg. rank 5.31), BR (avg. rank 5.38) and CLR (avg. rank 6.04). Among the other state-of-the-art multi-label classification algorithms CascadeML performed better than RAkEL (avg. rank 3.73) and CC (avg. rank 4.00) but they were very close. Although RAkEL and CC had relatively close average ranks to CascadeML, this was only achieved after extensive hyper-parameter tuning which CascadeML did not require. Absolute running times or the number of operations performed by each algorithm are not directly comparable between the methods used as the methods are so different and implementations of the algorithms span different programming languages. However, it is worth noting that completing the benchmark for CC and RAkEL (and many of the other algorithms) took multiple weeks each (with multiple folds run in parallel) due to the hyper-parameter tuning involved, whereas running the equivalent benchmark for CascadeML took less than 1 week.
|               | CascadeML | RAkEL    | CC     | LP     | BR     | HOMER   | CLR     | BPRMLL  | IBLR-ML+  | MLkNN    |
|---------------|-----------|----------|--------|--------|--------|---------|---------|---------|-----------|----------|
| Flags         | 0.6723 ± 0.06 (1) | 0.6307 ± 0.05 (7) | 0.6193 ± 0.04 (8) | 0.6570 ± 0.04 (4) | 0.6479 ± 0.04 (5) | 0.6636 ± 0.05 (2) | 0.5948 ± 0.03 (10) | 0.6623 ± 0.04 (3) | 0.6009 ± 0.07 (9) |
| Yeast         | 0.4624 ± 0.01 (1) | 0.4367 ± 0.02 (5) | 0.4510 ± 0.01 (3) | 0.4511 ± 0.01 (2) | 0.3866 ± 0.01 (9) | 0.4478 ± 0.02 (4) | 0.3989 ± 0.01 (8) | 0.4357 ± 0.01 (6) | 0.4326 ± 0.01 (7) | 0.3772 ± 0.01 (10) |
| Scene         | 0.7606 ± 0.01 (8) | 0.8017 ± 0.01 (3) | 0.8040 ± 0.01 (1) | 0.8020 ± 0.01 (2) | 0.7988 ± 0.01 (5) | 0.8001 ± 0.02 (4) | 0.7939 ± 0.01 (6) | 0.7777 ± 0.01 (7) | 0.6555 ± 0.01 (10) | 0.7424 ± 0.02 (9) |
| Emotions      | 0.6671 ± 0.02 (2) | 0.6281 ± 0.02 (4) | 0.6242 ± 0.01 (5) | 0.5960 ± 0.02 (10) | 0.6043 ± 0.02 (9) | 0.6212 ± 0.02 (7) | 0.6157 ± 0.03 (8) | 0.6899 ± 0.02 (1) | 0.6240 ± 0.02 (6) | 0.6294 ± 0.03 (3) |
| Medical       | 0.6758 ± 0.02 (4) | 0.6966 ± 0.03 (1) | 0.6924 ± 0.04 (2) | 0.6589 ± 0.06 (5) | 0.6759 ± 0.04 (3) | 0.6108 ± 0.05 (6) | 0.5204 ± 0.20 (10) | 0.5582 ± 0.08 (8) | 0.5998 ± 0.04 (7) | 0.5398 ± 0.05 (9) |
| Enron         | 0.2852 ± 0.02 (4) | 0.2882 ± 0.04 (2) | 0.2890 ± 0.03 (1) | 0.2784 ± 0.04 (8) | 0.2842 ± 0.04 (5) | 0.2812 ± 0.03 (6) | 0.2862 ± 0.04 (3) | 0.2806 ± 0.02 (7) | 0.1965 ± 0.02 (9) | 0.1771 ± 0.03 (10) |
| Birds         | 0.4812 ± 0.03 (1) | 0.1812 ± 0.06 (5) | 0.1582 ± 0.06 (7) | 0.1807 ± 0.09 (6) | 0.1568 ± 0.07 (8) | 0.1551 ± 0.05 (10) | 0.1562 ± 0.07 (9) | 0.3426 ± 0.06 (2) | 0.2558 ± 0.03 (3) | 0.2256 ± 0.09 (4) |
| Genbase       | 0.8301 ± 0.04 (9) | 0.9432 ± 0.05 (2) | 0.9440 ± 0.04 (1) | 0.9408 ± 0.03 (4) | 0.9414 ± 0.07 (3) | 0.9394 ± 0.05 (5) | 0.9312 ± 0.04 (7) | 0.8149 ± 0.12 (10) | 0.9392 ± 0.04 (6) | 0.8502 ± 0.05 (8) |
| Cal500        | 0.2263 ± 0.01 (2) | 0.1790 ± 0.01 (1) | 0.1849 ± 0.01 (4) | 0.1775 ± 0.01 (8) | 0.1805 ± 0.01 (6) | 0.1988 ± 0.02 (3) | 0.1685 ± 0.04 (9) | 0.2367 ± 0.02 (1) | 0.1827 ± 0.01 (5) | 0.1007 ± 0.01 (10) |
| Llog          | 0.2264 ± 0.02 (9) | 0.2998 ± 0.05 (1) | 0.2916 ± 0.03 (5) | 0.2965 ± 0.02 (2) | 0.2962 ± 0.04 (3) | 0.2561 ± 0.03 (8) | 0.2812 ± 0.04 (6) | 0.2953 ± 0.06 (4) | 0.2239 ± 0.04 (10) | 0.2630 ± 0.05 (7) |
| Water-quality | 0.5726 ± 0.01 (1) | 0.5212 ± 0.02 (3.5) | 0.5068 ± 0.02 (7) | 0.5132 ± 0.01 (5) | 0.5094 ± 0.01 (6) | 0.5598 ± 0.01 (2) | 0.5212 ± 0.01 (3.5) | 0.4916 ± 0.02 (8) | 0.4819 ± 0.01 (9) | 0.4151 ± 0.02 (10) |
| Foodtruck     | 0.2809 ± 0.05 (1) | 0.2807 ± 0.03 (2) | 0.2798 ± 0.01 (3) | 0.2636 ± 0.03 (6) | 0.2792 ± 0.03 (4) | 0.2560 ± 0.03 (7) | 0.2774 ± 0.03 (5) | 0.2282 ± 0.02 (8) | 0.1941 ± 0.03 (9) | 0.1177 ± 0.04 (10) |
| Plant PseAAC  | 0.2955 ± 0.04 (1) | 0.2157 ± 0.03 (6) | 0.2109 ± 0.03 (7) | 0.2295 ± 0.04 (3) | 0.2163 ± 0.02 (5) | 0.2270 ± 0.04 (4) | 0.2342 ± 0.03 (2) | 0.1925 ± 0.03 (8) | 0.1866 ± 0.02 (9) | 0.0505 ± 0.03 (10) |
| Avg. rank     | 3.38       | 3.73       | 4.00   | 5.31   | 5.38   | 5.46   | 6.04   | 6.15   | 7.15   | 8.38     |

Note: Values in cells are mean label-based macro-averaged F-scores and the standard deviations over 2 times fivefold cross-validation followed by relative ranks in parentheses.
5.2 | Statistical significance testing

To further analyse overall differences between the algorithm performances over the datasets selected for this experiment statistical significance tests were performed.

5.2.1 | Multiple classifier comparison

To understand the overall differences of the algorithms a multiple classifier comparison test, Friedman rank test (García et al., 2010) was performed with the Finner $p$-value correction. The results of this evaluation are summarized in Figure 3, where the scale indicates the average ranks. If the methods are not connected with a horizontal line then they are significantly different over different datasets with a significance level of 0.05. From this test it can be seen that overall CascadeML performed significantly better than MLkNN and IBLR-ML+. Although for the other algorithms, the null hypothesis could not be rejected with the significance level $\alpha = 0.05$. Although, from the rank chart in Figure 3 it can be seen that CascadeML, RAkEL and CC was close in ranking, although CascadeML achieved the best rank.

5.3 | Isolated pairwise comparison

To further understand how individual algorithm pairs compare with each other, ignoring other algorithms, a two tailed Wilcoxon’s Signed Rank Sum test for each pair of algorithms was performed. The cells of Table 4 in the lower diagonal show the $p$-values of the Wilcoxon’s Signed Rank

![Figure 3](image-url)  
**FIGURE 3** Rank plot of Friedman rank sum test with Finner $p$-value correction. The scale indicates the average ranks. The methods which are not connected with the horizontal lines are significantly different with a significance level of 0.05

|       | CascadeML | RAkEL | CC | LP | BR | HOMER | CLR | BPMLL | IBLR-ML+ | MLkNN |
|-------|-----------|-------|----|----|----|-------|-----|-------|----------|-------|
| CascadeML | 8/5/0     | 8/5/0 | 10/3/0 | 9/4/0 | 10/3/0 | 9/4/0 | 9/4/0 | 12/1/0 | 11/2/0 |
| RAkEL  | 0.1912    | 7/6/0 | 10/3/0 | 10/3/0 | 8/5/0 | 10/2/1 | 10/3/0 | 10/3/0 | 11/2/0 |
| CC     | 0.2315    | 0.2534 | 8/5/0 | 9/4/0 | 9/4/0 | 10/3/0 | 9/4/0 | 11/2/0 | 11/2/0 |
| LP     | 0.0980 *  | 0.0374 ** | 0.1394 | 6/7/0 | 8/5/0 | 7/6/0 | 9/4/0 | 9/4/0 | 11/2/0 |
| BR     | 0.0980 *  | 0.0180 ** | 0.1244 | 0.4034 | 7/6/0 | 7/6/0 | 9/4/0 | 8/5/0 | 11/2/0 |
| HOMER  | 0.0980 *  | 0.2762 | 0.2315 | 0.3766 | 0.4861 | 7/6/0 | 9/4/0 | 10/3/0 | 10/3/0 |
| CLR    | 0.0579 ** | 0.0346 ** | 0.1244 | 0.1912 | 0.4861 | 0.1727 | 7/6/0 | 7/6/0 | 10/3/0 |
| BPMLL  | 0.0320 ** | 0.1727 | 0.1912 | 0.2108 | 0.2762 | 0.2762 | 0.4861 | 10/3/0 | 11/2/0 |
| IBLR-ML+ | 0.0096 *** | 0.0165 ** | 0.0232 ** | 0.0665 * | 0.1107 | 0.0273 ** | 0.2315 | 0.0865 * | 10/3/0 |
| MLkNN  | 0.0023 *** | 0.0023 *** | 0.0029 *** | 0.0029 *** | 0.0044 *** | 0.0044 *** | 0.0096 *** | 0.0026 *** | 0.0196 ** |

Note: Lower diagonal: Results of the Wilcoxon’s signed rank test. * $\alpha = 0.1$, ** $\alpha = 0.05$ and *** $\alpha = 0.01$. 

TABLE 4 | Upper diagonal: Win/lose/tie
Sum test for corresponding algorithm pair. The asterisks indicate the level of significance with which the null hypothesis can be rejected. The cells in the upper diagonal show the pairwise win/lost/tie counts for the corresponding pair. For example, CascadeML has performed better than RAKEL and CC on 8 of the datasets and performed worse in 5 of the datasets.

CascadeML, when compared individually with other algorithms was found to be significantly better than MLkNN and IBLR-ML+ with the significance level of $\alpha = 0.01$, better than BPMLL with the significance level of $\alpha = 0.05$ and better than CLR, HOMER, BR and LP with $\alpha = 0.1$. Although in this isolated pairwise case, the null hypothesis could not be rejected on any significance level with RAKEL and CC.

It must be emphasized that this test, under this setting cannot be used to perform multiple classifier comparison without introducing Type I error (rejecting the null hypothesis when it cannot be rejected), as it does not control the Family Wise Error Rate (FWER) (García et al., 2010). Therefore, the $p$-values for each pair from this experiment should only be interpreted in isolation from any other algorithms.

5.4 CascadeML architecture analysis

It is important to note that CascadeML has the advantage of not requiring hyper-parameter tuning. For other algorithms the selection of hyper-parameter values can have a huge impact on performance. For example, Figure 4 shows the distribution of the label-based macro-averaged F-scores for different hyper-parameter combinations explored for RAKEL algorithm on yeast and enron datasets. The hyper-parameter combinations explored for RAKEL is label subset size and for the underlying SVM-RBFs are $C$ and $\sigma$ values. Note that the label based macro-averaged F-score
values in Figure 4 vary significantly. The vertical red dashed lines in Figure 4 indicate the performance of the CascadeML algorithm on these datasets (only one value is shown as no hyper-parameter tuning is required). For the yeast dataset, CascadeML performed better than RAkEL for all hyper-parameter combinations considered. For enron dataset only 2.1% of the hyper-parameter combinations led to better results than CascadeML. In general the distribution skews towards models with relatively poorer performance. CascadeML attained similar high values of performance in both the cases (0.4624 for the yeast dataset and 0.2852 for the enron dataset) without any hyper-parameter tuning, as the network learning algorithm discovers the network architecture and uses adaptive learning rates while training.

The nature of the incremental growth and training in combination with the fast convergence nature of iRProp- with the L2 regularization helped the network to generalize as well as converge faster. Also, note that the candidate unit pool size was set to 12 and all of them were run in parallel, hence the real runtime of the candidate training would be the maximum time taken among the 12 candidates in the candidate pool. Therefore, by exploiting the cascade architecture and training process, as well as using the iRProp- algorithm along with L2 regularization, CascadeML was able to maintain a very good level of performance without hyper-parameter tuning.

Figure 5 shows the training costs of the Phase I cost function (as defined in Equation (1)) for the scene dataset for one fold. The vertical dotted line indicates the addition of a candidate layer to the main network. After each addition of the candidate layer the cost increases but then sharply decreases before continuing to decrease more steadily.
CascadeML learns architectures with different numbers of nodes and different activation functions per layer. Different learned architectures trained on the same dataset can differ. For example Figure 6 shows a network learned by the CascadeML on the yeast dataset. For this specific execution, three cascaded layers were selected with L1 having 220 units and a tanh activation, L2 having 64 units and a linear activation, and L3 having 26 units and a linear activation. Some of the learned architectures may have a deeper network but fewer nodes per layer, whereas some learned architectures can be shallow but include more nodes per layer. The architectures of the networks learned using CascadeML for the datasets used in the evaluation experiments are summarized in Table 5 and Figure 7 for every dataset over multiple folds. In Table 5 Cascade depth indicates the average depth of the cascade network (followed by standard deviation), and Scaled hidden nodes indicate the number of total hidden units divided by the number of inputs for each dataset averaged over cross-validation folds (followed by standard deviation). Figure 7(a) shows boxplots of the learned network depths over folds for each dataset and Figure 7(b) shows the boxplots for the scaled hidden nodes.
It is interesting to note that for specific datasets, for each fold, the network architecture varies a lot, but the label based macro-averaged F-scores are consistent. This can be observed by noting that the standard deviations of the performances in Table 3 are small, the trained layer depth and the scaled hidden nodes values in Table 5 have high standard deviations. Figure 7(c) shows a scatterplot of the depths and the scaled hidden nodes values over all datasets and folds. This indicates that the learned networks were either deep with relatively fewer nodes per cascaded layer, or shallow but relatively more nodes per cascaded layer. This suggests that the networks had similar learning capacity and hence the label-based macro averaged F-score performance over the folds were similar, although the architectures learned were very different.

6 | CONCLUSIONS AND FUTURE WORK

The work presented in this paper introduces a neural network algorithm, CascadeML, for multi-label classification based on the cascade architecture, which grows the architecture as it trains and takes inter-label associations into account. Except setting some bounds for the hyper-parameters, the method omits the requirement of hyper-parameter tuning as it automatically determines the architecture, and uses an adaptive first-order gradient descent algorithm, iRProp-. Due to the incremental nature of training, which trains different sets of the networks independently, and the use of an adaptive first-order gradient algorithm the training is very fast.

Evaluation experiments show that CascadeML attained the best average rank over 13 multi-label datasets when compared with nine other multi-label classification algorithms. In this experiment all the other algorithms except CascadeML were hyper-parameter tuned. For CascadeML, as mentioned in Section 4.1, a few bounds were set. The experiment results show that CascadeML performed better on an average with respect to all the other algorithms based on average ranks. Although CascadeML had the best overall rank, the performance of RAkEL and classifier chains algorithms after being hyper-parameter tuned, were overall very close to CascadeML. When compared pairwise, CascadeML performed significantly better than binary relevance, label powerset, BPMLL, MLkNN and IBLR-ML+.

CascadeML is the first attempt to develop an automatic neural network training algorithm for multi-label classification that requires minimal hyper-parameter tuning. Although CascadeML's performance was good, there are several improvements which can be made to address the cases where CascadeML did not perform well. A limitation of the BPMLL loss function used in CascadeML is that it cannot scale with increasing number labels (Nam et al., 2014). As the comparisons are pairwise, as the number of labels increase the computation becomes slow, as can be observed in the case of BPMLL. Therefore, it would be interesting to investigate alternative loss functions that can still take the inter-label associations into account without the need for expensive pairwise comparisons. It would also be interesting to study patterns in which layers grow during CascadeML training, so different mechanisms for adding new layers could be introduced to specifically focus on training separate sets of labels per cascade layer, instead of training them all at once.
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ENDNOTES

1 The values +1 and −1 are used to indicate the upper and lower bound of the tanh activation function.
2 Datasets are available at: http://www.uco.es/kdis/mlresources/ and http://mulan.sourceforge.net/datasets-mlc.html
3 A version of CascadeML is available at: https://github.com/phoxis/CascadeML
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