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Abstract—Modern deep neural networks are often too large to use in many practical scenarios. Neural network pruning is an important technique for reducing the size of such models and accelerating inference. Gibbs pruning is a novel framework for expressing and designing neural network pruning methods. Combining approaches from statistical physics and stochastic regularization methods, it can train and prune a network simultaneously in such a way that the learned weights and pruning mask are well-adapted for each other. It can be used for structured or unstructured pruning and we propose a number of specific methods for each. We compare our proposed methods to a number of contemporary neural network pruning methods and find that Gibbs pruning outperforms them. In particular, we achieve a new state-of-the-art result for pruning ResNet-56 with the CIFAR-10 dataset.

Index Terms—neural networks, neural network pruning, edge intelligence, machine learning

I. INTRODUCTION

Over the past decade, deep learning models have shown remarkable success in many types of data analysis, including image, speech, and text processing. But while they are powerful, state-of-the-art deep neural networks have grown massively in complexity. Using current models on resource-limited devices like smartphones, routers, other edge devices, and embedded devices is often impossible. Even running them at scale on more powerful computers can be prohibitively costly.

Neural network pruning is one way to alleviate this problem. Pruning techniques remove connections or weights within neural networks in such a way that inference accuracy is minimally affected. In many deep neural networks, the majority of connections can be removed without significantly reducing accuracy, which can speed up inference and reduce memory requirements considerably.

Neural network pruning methods can be divided into structured and unstructured pruning. In unstructured pruning, any set of connections can be removed. Structured pruning instead requires that the pruned connections follow some structure, such as removing entire rows from weight matrices or entire filters from convolutional layers. Structured pruning can usually improve performance metrics like inference speed at lower sparsity levels than unstructured pruning, since the structure can be taken advantage of in optimizing performance. On the other hand, unstructured pruning can generally remove more connections without significantly decreasing accuracy.

This paper introduces Gibbs pruning, a family of neural network pruning methods for structured and unstructured pruning that take inspiration from statistical physics. We apply the concept of Gibbs distributions, which describe stochastic models that take the form of random fields. Gibbs distributions are highly flexible in terms of network properties that they can express, and quadratic energy functions, such as Ising models, can capture parameter interactions to induce structures required for structured pruning. Past work in machine learning and signal processing has applied Gibbs distributions or similar concepts for parameterizing models [1], image restoration [2], and optimization [3]. To the best of our knowledge, Gibbs pruning is the first application of Gibbs distributions for neural network pruning.

Gibbs pruning uses an approach related to stochastic regularization methods like dropout [4], [5] in adding random behaviour during training to push the network towards a desirable representation. We induce a Gibbs distribution over the weights of a neural network and sample from it during training to determine pruning masks. This procedure leads to a learned network structure that is resilient to high degrees of pruning. We also take advantage of the temperature parameter in the Gibbs distribution to anneal the distribution, gradually converging to a final pruning mask during training that is well-adapted to the network.

The original contributions to neural network pruning research in this paper are as follows:

- A versatile framework for expressing, developing, and understanding neural network pruning methods that connects them to stochastic regularization methods and concepts from statistical physics.
- A set of novel neural network pruning methods for both unstructured and structured pruning that outperform existing methods. We establish a new state-of-the-art result for pruning ResNet-56 with the CIFAR-10 dataset.

The authors would like to thank Fujitsu Laboratories Ltd. and Fujitsu Consulting (Canada) Inc. for providing financial support for this project at the University of Toronto.
An earlier version of this work has been released as a preprint [6] and has been accepted for publication in the 2020 IEEE Global Communications Conference (GLOBECOM). Changes from the earlier work include proposing more possible Hamiltonian functions, discussing their mathematical properties in more detail, and comparing their performance, as well as providing an extended literature review and more detailed analysis of our results.

This paper is organized as follows. Section II is a survey of relevant related works in the area of neural network pruning. Section III gives a formal description of the Gibbs pruning framework and explores various possible pruning methods that can be defined within this framework from a mathematical perspective. Section IV presents the results of various experiments carried out to explore the design space of Gibbs pruning methods and to compare them to existing pruning methods. Finally, Section V summarizes our main findings and suggests possible future research directions.

II. RELATED WORK

A wide variety of methods for accelerating neural networks by modifying models have been proposed. Broadly speaking, they fall into the following categories.

- **Network pruning**: The removal of connections during or after training.
- **Small models**: Neural network architectures that have been manually designed to approach the performance of large networks while having many fewer parameters, e.g., [7], [8].
- **Weight quantization**: Limiting the set of values that weights can take to reduce their memory usage and/or speed up mathematical operations, e.g., [9], [10].
- **Tensor decomposition**: Approximating linear transformations within neural networks as products of smaller tensors, e.g., [11], [12].
- **Knowledge distillation**: Training a small neural network to approximate the function implemented by a large, trained neural network, e.g., [13], [14].

In practice, multiple methods can be used together to further improve performance. For instance, in [10], the authors propose using network pruning alongside weight quantization and Huffman coding to massively reduce the storage requirements of a neural network.

Neural network pruning research dates back to at least the 1980s [15]. Since 2015, there has been a resurgence of neural network pruning research focused on developing methods for modern DNNs, which is the line of research that this paper falls into. In this section, we classify existing pruning methods in a number of ways to explain how our proposed method relates to contemporary research.

A. **Structured vs. Unstructured Pruning**

Unstructured pruning methods [16]–[24] are generally usable for any neural network topology, since they are not limited in terms of which connections they prune. Structured pruning methods [25]–[37] are more specific to particular topologies, with nearly all recent methods being designed for CNNs. The most common structures to prune are entire convolutional filters or channels, effectively reducing the size of one tensor dimension for both weight and activation tensors as previously discussed. However, other structures are possible, including pruning entire convolutional kernels (e.g., [27]), or pruning all but one connection in a kernel, allowing the convolution operation to be replaced by an operation that simply scales and shifts the input [37].

While some existing pruning methods can be used for both structured and unstructured pruning [38], [39], the vast majority are specialized for one or the other task. Our proposed method defines a framework that can be used for unstructured or structured pruning with arbitrary structures within a layer, making it much more versatile than most existing pruning methods.

B. **Post-training vs. In-Training Pruning**

Most pruning methods take a trained neural network as an input, prune some connections, and then fine-tune the network: repeating the training procedure for a number of epochs to recover the lost performance [16], [17], [19]–[22], [25]–[27], [30], [31], [35], [36], [39]. Pruning and fine-tuning may be repeated multiple times. In contrast, some pruning methods start with an untrained network and perform pruning or adapt the network for pruning during the training procedure [18], [23], [24], [28], [29], [32]–[34], [37], [38]. We call these approaches post-training and in-training pruning respectively. When a trained network is available, post-training pruning methods usually have an advantage in that fine-tuning is faster than training from scratch would be. But when a trained network is not available, in-training pruning methods will usually be faster since they do not add additional training epochs for fine-tuning. Our proposed method uses in-training pruning, since we believe that this approach can help the training procedure arrive at a final representation that is more robust to pruning than an ordinary trained network would be.

C. **Pruning Heuristics**

A central part of neural network pruning research has been developing metrics for deciding how important a connection is to a network’s performance. The simplest and most common heuristic is weight magnitude: connections with weights close to zero are pruned [16], [19], [20], [25], [28], [32], [38], [39]. More advanced heuristics have also been developed, such as using the Hessian of the loss with respect to the weights [21], [22], a Taylor expansion approximation of the loss with respect to the weights [27], and measuring the redundancy of parts of the network [29]. Other pruning methods have used sample inputs from the training set to estimate the importance of parameters [26], [31].

In [40], the authors compare methods using more advanced heuristics to the approach of pruning based on weight magnitude and find that the more complex heuristics do not provide an advantage in practice. This is in line with a number of recent papers that have gone back to using weight magnitude
and have focused instead on changing how and when pruning is applied to the network [16], [17], [38], which has arguably proved to be a more important concern. Our proposed method follows this approach.

On the whole, the most closely related method to Gibbs pruning is targeted dropout [38], which is also an in-training pruning method based on weight magnitude that can be used for structured or unstructured pruning. Like our proposed method, it takes inspiration from stochastic regularization methods like dropout in stochastically pruning during training to make the network robust under pruning. We compare our method to it experimentally in Section IV.

### D. Retraining with Random Initialization

In [41], the authors made the surprising observation that when using many established pruning methods, if the pruned network weights were re-initialized randomly and trained from scratch, the resulting accuracy would match or surpass that of the pruned network. While existing pruning methods were effective at determining effective small architectures, it turned out to be more effective to train these architectures normally rather than starting with a large network and pruning it. This finding was a major challenge to the value of network pruning as a compression technique.

A number of recent papers have replicated this experiment with new pruning methods and have shown that they outperform retraining with random initialization, in particular methods like ours that focus more on co-adapting network weights and pruning masks during the training and pruning procedures [16], [38], [40]. We also demonstrate this result with our proposed method in Section IV-A3 making it part of a new generation of pruning methods that can be shown to outperform random re-initialization.

### III. GIBBS PRUNING

Gibbs pruning is a layer-wise pruning method, meaning that every layer in a neural network is pruned independently. Note that we do not prune regularization or pooling layers, and we may omit other layers from pruning if they have very few weights and pruning them will significantly harm performance. Since Gibbs pruning acts on individual layers, we describe it in terms of a single layer. Let \( w \in \mathbb{R}^N \) represent the layer's weights, flattened into a single vector in an arbitrary order. Let \( x \in \{-1, 1\}^N \) represent a pruning mask for the layer, where \( x_i = -1 \) means that \( w_i \) is pruned and \( x_i = 1 \) means that \( w_i \) is not pruned. We always use \( N \) to denote the number of weights in a layer.

In Gibbs pruning, \( x \) is sampled from a Gibbs distribution \( p(x) \) at every training step and the layer weights are either retained or masked out during the forward pass based on the corresponding values in \( x \). The distribution is sampled once again after training to determine the final pruning mask. Note that weight values are not permanently modified during training, allowing a connection to be masked out in some iterations and active in others. Per-iteration mask sampling is illustrated in Figure 1.

A Gibbs distribution over \( x \) has the probability mass function:

\[
p(x) = \frac{1}{Z(\beta)} e^{-\beta H(x)},
\]

where \( \beta \in (0, \infty) \) is an inverse temperature parameter, which controls the overall tendency of the distribution to take a low-energy state, and \( Z(\beta) \) is a partition function, which is set to ensure that the probability mass function sums to 1.

Many applications of Gibbs distributions gradually increase \( \beta \) over many sampling iterations to move the distribution from a disordered state to an ordered state. This procedure is called annealing, by analogy to annealing heat treatments in metallurgy. The value of \( \beta \) is inversely proportional to the system temperature, so annealing can be understood as gradually reducing the temperature of the system over time. Using annealing requires defining a schedule for changing \( \beta \) over time, which we call the annealing schedule.

The main idea behind our proposed method is to gradually converge to a pruning mask during the course of an ordinary neural network training procedure. This allows the weights of the neural network and the pruning mask to dynamically adapt to one another. We hypothesize that this approach is more effective than either training a smaller network or pruning a network that is already trained, even if fine-tuning is used. In particular, we want to train the network weights in such a way that they are resilient to pruning, which is something that is not generally done in pruning methods that prune trained networks and then perform fine-tuning.

Gibbs distributions are a natural fit for this kind of pruning. They permit annealing, which allows for gradual convergence from unpredictable behaviour to a final steady state in a controllable way. They are also a very general family of probability distributions, giving considerable flexibility in defining pruning methods. For instance, every Markov random field corresponds to a Gibbs distribution, and vice versa [2].

This high-level description provides a framework in which a wide range of pruning methods could be expressed. In order to define an exact method, three elements need to be determined:
• The Hamiltonian \( H(x) \);
• An approach for annealing \( \beta \) during training;
• A method for sampling from the distribution.

### A. Properties of Gibbs Distributions

As previously stated, Gibbs distributions can be annealed from behaving unpredictably to converging to a known final state. To be precise, at a high temperature or as \( \beta \rightarrow 0 \), the distribution is effectively uniform over all \( x \), and at a low temperature or as \( \beta \rightarrow \infty \), samples from the distribution converge to only those \( x \) values that minimize \( H(x) \) \([2]\).

In order to define the Hamiltonian, we consider what the final converged state of the pruning mask should be. We can use some heuristic to determine a pruning mask that is likely be effective and set our Hamiltonian so that this state minimizes \( H(x) \), which allows us to ensure that the annealing procedure will arrive at that state as \( \beta \rightarrow \infty \).

Aside from this constraint, the Hamiltonian could take any form, and could incorporate information like the current network parameters, the input data or intermediate values in the network, the initial network parameters, etc. While past pruning methods have considered a range of similar factors, we follow a number of contemporary works that find that simply looking at current weight magnitudes is enough to effectively prune networks \([10],[17],[19],[40]\), and can outperform more complex metrics \([40]\). So, our Hamiltonians are only functions of the current weight magnitudes, the mask \( x \), and some hyperparameters that are held constant. In Sections \([II-C]\) and \([III-D]\) we explore possible specific functions to use for \( H(x) \), and we test their efficacies experimentally in Section \([IV]\).

We perform annealing by increasing \( \beta \) from a low value to a high value while training. At high temperatures (low \( \beta \)), \( x \) is roughly uniformly distributed over \(-1, 1\)^\(N\), which acts similarly to stochastic regularization methods and in particular dropconnect \([42]\). This phase regularizes the network and conditions it to be robust under weight pruning. Once annealed to a low temperature (high \( \beta \)), the Gibbs distribution converges towards our desired final pruning mask. A significant amount of later training time can therefore be spent adapting to the particular structure of the pruning mask. The balance between time spent on adapting to random masks and time spent on adapting to the final mask can be controlled by the particular annealing schedule for \( \beta \) used in training.

In general, Gibbs distributions are difficult to sample from. This is because the partition function \( Z(\beta) \) is a sum containing a term for each possible value of \( x \), and therefore can grow exponentially in complexity in \( N \). However, for some Hamiltonians, the distribution simplifies in ways that enable easy sampling. For others, Markov chain Monte Carlo (MCMC) methods that allow sampling without explicitly calculating the partition function must be used. We propose sampling methods for each Hamiltonian we use in the following sections.

Another useful property of Gibbs distributions is that a Hamiltonian \( H(x) = f(x) + \gamma \) with some constant \( \gamma \in \mathbb{R} \) produces the same distribution as the Hamiltonian \( H(x) = f(x) \). This property holds because \( e^{\beta H(x)} \) turns the constant additive factor to a constant multiplicative factor, which is then cancelled out by the partition function.

### B. Definitions

\( p \in [0,1] \) represents the pruning fraction, that is the fraction of weights that are removed in the final pruned layer. For theoretical analysis, we require that \( p \) represent a pruning fraction that is achievable given the number of pruned weights or structures in the layer. For instance, if a layer contained four filters, pruning 80% of filters (\( p = 0.8 \)) would be impossible. In practice, the number of weights is often large enough that achieving a pruning fraction of \( p \) can be closely approximated without having to exactly meet it.

We define an operation \( Q(p, w) \) as follows. Let \( v \) represent a vector with the elements of \( w \) sorted by magnitude such that \( v_i^2 \leq v_{i+1}^2 \). Given a pruning fraction \( p \) between 0 and 1, select \( Q(p, w) = v_i^2 \), where \( i = p(N-1)+1 \). If \( i \) is not an integer for the given value of \( p \), we instead linearly interpolate between the two nearest defined points \( Q(p^-, w) \) and \( Q(p^+, w) \):

\[
\text{Let } p^- = \left\lfloor \frac{i - 1}{N - 1} \right\rfloor \text{, } p^+ = \left\lceil \frac{i - 1}{N - 1} \right\rceil,
\]

\[
Q(p, w) = Q(p^-, w) + \frac{p - p^-}{p^+ - p^-} (Q(p^+, w) - Q(p^-, w)).
\]

In effect, \( Q(p, w) \) is the empirical \( p \)th quantile of the squared magnitudes of \( w \).

We define a neighbourhood as a set of indices corresponding to a subset of weights in the neural network layer. Let \( N_k \) represent the \( k \)th neighbourhood and let \( M \) represent the total number of neighbourhoods. The neighbourhoods in a layer form a partition of the set of weight indices, i.e., neighbourhoods are disjoint and the union of all neighbourhoods is the set of all weight indices. In practice, we define neighbourhoods so as to correspond to structures like kernels or filters in a neural network layer. We also define a vector \( w \) containing the root mean squared weight value for each neighbourhood:

\[
\bar{w}_k^2 = \frac{1}{|N_k|} \sum_{i \in N_k} w_i^2. \tag{3}
\]

We use \( \mathbb{I}[\cdot] \) to represent the indicator function, which takes the value 1 if its argument is true and 0 if it is false.

### C. Unstructured Pruning

Given the flexibility of Gibbs distributions, we have a massive range of Hamiltonians that could possibly work for pruning. In this section, we justify our choices of Hamiltonians for unstructured pruning by mathematically expressing requirements for pruning based on weight magnitudes, listing some heuristic design principles to help narrow down our search, and exploring some families of functions that can satisfy our requirements.

We use the heuristic that weights with lower magnitude are less important to the network’s behaviour. So for unstructured
pruning with a given $p$, we design our Hamiltonian to converge to a state where the fraction $p_c$ of weights with lowest magnitude are pruned. Let $x_{cvg}$ represent this state:

$$x_{cvg} = \arg\min_x [x^T w^2] \text{ s.t. } \frac{\sum_i I[x_i = -1]}{N} = p, \quad (4)$$

where $w^2$ represents the element-wise square of $w$. If there are multiple states satisfying these conditions, we select one arbitrarily. To converge to this state, the Hamiltonian must therefore fulfill the requirement:

$$\arg\min_x H(x) = x_{cvg}. \quad (5)$$

$x_{cvg}$ can alternatively be expressed in terms of $Q(p, w)$:

$$x_{cvg,i} = -1 + 2 [w_i^2 > Q(p, w)]. \quad (6)$$

We have a wide design latitude outside of this requirement. Design heuristics that guide our choice of Hamiltonians include:

- Mathematical simplicity.
- Ease and speed of sampling from the resulting Gibbs distribution.
- Smooth convergence from random behaviour to the converged state. We hypothesize that this results in a better adapted network than sudden changes.

We now examine types of Hamiltonians that might make sense given these goals.

1) Binary Hamiltonian: An obvious simple Hamiltonian that fulfills (5) is one that has a constant low energy when the mask is in the converged state, and a constant high energy otherwise:

$$H(x) = \alpha I[x \neq x_{cvg}] + \gamma, \quad \alpha > 0. \quad (7)$$

As previously discussed, constant additive factors in the Hamiltonian do not change the distribution, so $\gamma$ does not matter. We can also combine $\alpha$ into $\beta$ when selecting our annealing schedule. Therefore, without loss of generality, we can consider:

$$H(x) = I[x \neq x_{cvg}]. \quad (8)$$

Sampling from this distribution is easy, since it can be done by selecting $x_{cvg}$ with some probability $p_{cvg}$, and sampling uniformly from $\{-1, 1\}^N$ with probability $1 - p_{cvg}$. The exact probability is as follows.

**Lemma 1.** Using a sampler for $[\mathbb{R}]$ that selects $x_{cvg}$ with probability $p_{cvg}$ and otherwise samples uniformly from $\{-1, 1\}^N$, $p_{cvg} = \frac{1 - e^{-\beta}}{(2^N - 1)e^{-\beta} + 1}$.

**Proof.** The partition function normalizes the distribution, so it is:

$$Z(\beta) = \sum_{x \in \{-1, 1\}^N} e^{-\beta I[x \neq x_{cvg}]} = (2^N - 1)e^{-\beta} + 1. \quad (9)$$

The probability of sampling $x_{cvg}$ is therefore:

$$P[x = x_{cvg}] = \frac{1}{(2^N - 1)e^{-\beta} + 1}. \quad (10)$$

Solving for $p_{cvg}$ gives:

$$p_{cvg} + \frac{1}{2N}(1 - p_{cvg}) = P[x = x_{cvg}]$$

$$p_{cvg} = \frac{1}{1 + \frac{1}{2N}(1 - p_{cvg})} = \frac{1}{(2^N - 1)e^{-\beta} + 1} \quad (11)$$

2) Linear Hamiltonians: Another simple family of Hamiltonians that can meet our requirements are those that are linear in $x$:

$$H(x) = a^T x, a \in \mathbb{R}^N. \quad (13)$$

Because they can take values other than zero and one, linear Hamiltonians offer more flexibility than a binary Hamiltonian and might provide smoother convergence.

A vector $x$ minimizes the Hamiltonian if $x_i = 1$ when $a_i < 0$ and $x_i = -1$ when $a_i > 0$. So, to fulfill (5), $a$ must be chosen such that $a_i < 0$ when $x_{cvg,i} = 1$ and $a_i > 0$ when $x_{cvg,i} = -1$. In terms of $Q(p, w)$, the following must hold:

$$\text{sgn}(a_i) = \text{sgn}(Q(p, w) - w_i^2). \quad (14)$$

Since only the sign of $a$ is constrained and not its magnitude, we propose three possible schemes for selecting $a$ based on our previously stated design considerations:

(i) $a_i = \text{sgn}(Q(p, w) - w_i^2)$, \quad (15)

(ii) $a_i = Q(p, w) - w_i^2$, \quad (16)

(iii) $a_i = \sqrt{Q(p, w) - w_i^2}$. \quad (17)

In the formulation given by (15) each vector element contributes either -1 or 1. Equations (16) and (17) instead cause $a_i$ values to have higher or lower magnitudes depending on how far the corresponding weight magnitudes are from the $p$th quantile. We hypothesize that this will be more effective, since weights with very large or small magnitudes will cause the corresponding pruning mask elements to converge quickly to their final state, whereas more borderline weights will cause the corresponding pruning mask elements to behave more randomly, effectively holding off longer on the decision of whether to prune those weights until their importance becomes more clear. Equations (16) and (17) only differ in whether squared weight values or absolute weight values are used.

3) Sampling: Although Gibbs distributions are difficult to sample from generally, using a linear Hamiltonian causes the elements of $x$ to be independent, meaning they can easily be sampled individually. In the following proposition, we show that our proposed Hamiltonian for unstructured pruning factors in terms of elements of $x$.

**Proposition 1.** The Gibbs distribution corresponding to a linear Hamiltonian has a product form.
Proof. The partition function $Z(\beta)$ normalizes the distribution. With a linear Hamiltonian (13), it has the form:

$$Z(\beta) = \sum_{x \in \{-1,1\}^N} e^{-\beta \sum_{i=1}^{N} a_i x_i}$$

$$= \sum_{x_1 \in \{-1,1\}} \sum_{x_2 \in \{-1,1\}} \ldots \sum_{x_N \in \{-1,1\}} \prod_{i=1}^{N} e^{-\beta a_i x_i}$$

$$= \prod_{i=1}^{N} (e^{-\beta a_i} + e^{\beta a_i})$$

$$= \prod_{i=1}^{N} 2 \cosh(\beta a_i).$$

The Gibbs distribution therefore factors as:

$$p(x) = \frac{1}{\prod_{i=1}^{N} 2 \cosh(\beta a_i)} e^{-\beta \sum_{i=1}^{N} a_i x_i}$$

$$= \prod_{i=1}^{N} \frac{1}{2 \cosh(\beta a_i)} e^{-\beta a_i x_i}.$$

$\square$

D. Structured Pruning

For structured pruning, we specifically consider the problem of pruning structured groups, or neighbourhoods, of weights which must be either all pruned or all kept. For instance, to do filter-wise pruning on a convolutional network, we would define the neighbourhoods to correspond to the filters of the layer. Following our approach of pruning based on weight magnitude, we propose pruning the neighbourhoods with lowest total squared weight magnitude, rather than considering individual weights. This mean that $x_{\text{cvg}}$ is instead defined as:

$$x_{\text{cvg}} = \arg \min_{x} \left[ x^T w^2 \right] \text{ s.t. } \sum_{i} I[x_i = -1] = p \text{ and } (i, j) \in N_k \implies x_{\text{cvg},i} = x_{\text{cvg},j}. \quad (18)$$

An equivalent definition in terms of $Q(p, w)$ is:

$$i \in N_k \implies x_{\text{cvg},i} = -1 + 2I[w_i^2 > Q(p, w)]. \quad (19)$$

A binary Hamiltonian can be used exactly as described above, just with this new $x_{\text{cvg}}$. A linear Hamiltonian can also be used with $a_i$ values that are 1 or -1 depending on the converged state of each $x_i$:

$$H(x) = \sum_{k=1}^{M} \text{sgn}(Q(p, w) - w_i^2) \sum_{i \in N_k} x_i. \quad (20)$$

This is analogous to the unstructured Hamiltonian (15). The same approaches as previously discussed can be used for sampling these Hamiltonians for structured pruning.

1) Quadratic Hamiltonian: In structured pruning, the converged state is a function of average or total weight magnitudes over neighbourhoods. This means that setting linear coefficients based on the final converged state leads to coefficients that do not consider individual weight magnitudes, as the Hamiltonians (16) and (17) for unstructured pruning do. To both express structure requirements and consider the magnitudes of individual weights, we move to a quadratic family:

$$H(x) = x^T A x + b^T x, \quad A \in \mathbb{R}^{N \times N}, \quad b \in \mathbb{R}^N. \quad (21)$$

This Hamiltonian is equivalent to the Ising model in statistical physics [43]. Without loss of generality, we assume $A$ is symmetrical. Since $x_i \in \{-1,1\}$, the diagonal elements of $A$ only contribute constant terms, so we ignore them. The off-diagonal elements of $A$ add quadratic terms of the form $a_{ij} x_i x_j$, which contribute an energy of $a_{ij}$ if $x_i$ and $x_j$ take the same value and $-a_{ij}$ if they are different. Therefore, the off-diagonal elements encourage two elements of $x$ to either take the same value in sampling or to take different values. This allows the quadratic terms to express desired structures. Since they do not distinguish between the +1 and −1 states, only depending on whether two elements have the same state, the linear terms must be used for promoting or discouraging the pruning of particular elements.

Our desired structure requires mask elements in the same neighbourhood to take the same value. There are no cases where we require particular mask elements to take different values. Therefore, we set $A$ such that $a_{ij} < 0$ if $i$ and $j$ are in the same neighbourhood, and $a_{ij} = 0$ otherwise. For simplicity, we use a constant $a_{ij} = -c/2$ for non-zero elements of $A$. This leads to the Hamiltonian:

$$H(x) = -c \sum_{k=1}^{M} \sum_{i,j \in N_k, i \neq j} x_i x_j + b^T x. \quad (22)$$

To prove that the converged state obeys the requirements of structured pruning, we introduce the following property:

**Proposition 2.** Given $\sum_{k=1}^{M} \sum_{i,j \in N_k, i \neq j} x_i x_j + b^T x$, we can select a value $c$ such that, in the state minimizing $H(x)$, all elements in the same neighbourhood take the same value.

Proof. Let $N_{\text{pairs}}$ represent the number of pairs of weights in the same neighbourhood:

$$N_{\text{pairs}} = \{ \{i,j\} \mid \exists k, i,j \in N_k \}. \quad (23)$$

Select a positive value $c > (\max_k b_k^T x) - (\min_k b_k^T x)$. A state where all elements in each neighbourhood take the same value therefore has maximum energy:

$$H(x) \leq -cN_{\text{pairs}} + \max_k b_k^T x. \quad (24)$$

If there exist two elements in a neighbourhood with different values, then at least one $-c x_i x_j$ term must switch from adding $-c$ to the energy to adding $+c$. Therefore, a state where
Hamiltonian (28) has a block product form.

\[ H(x) \geq -c(N_{\text{pairs}} - 2) + \min_x b^T x \]
\[ \geq -cN_{\text{pairs}} + 2((\max_x b^T x) - (\min_x b^T x)) + \min_x b^T x \]
\[ \geq -cN_{\text{pairs}} + (\max_x b^T x) + c. \quad (25) \]

This is strictly greater than (24) and therefore cannot minimize \( H(x) \).

This proposition shows that when selecting \( b \), we can tune \( c \) in a way that lets us limit our consideration to states where neighbourhoods take the same values. Within a neighbourhood \( \mathcal{N}_k \), the linear contribution to the Hamiltonian is therefore \( \pm \bar{b}_k \) where \( \bar{b}_k = \sum_{i\in\mathcal{N}_k} b_i \). If this value is positive, then the neighbourhood will be pruned in the minimum state and if it is negative, the neighbourhood will not be pruned. Our definition of \( x_{\text{avg}} \) therefore requires:

\[ \bar{b}_k < 0 \text{ if } w_{k}^2 > Q(p, \bar{w}), \]
\[ \bar{b}_k > 0 \text{ if } w_{k}^2 < Q(p, \bar{w}). \quad (26) \]

To satisfy this requirement and incorporate individual weight magnitudes, we set \( b \) in a way analogous to (16):

\[ b_k = Q(p, \bar{w}) - w_k^2. \quad (27) \]

The corresponding Hamiltonian is then:

\[ H(x) = -c \sum_{k=1}^{M} \sum_{i,j\in\mathcal{N}_k \atop i \neq j} x_i x_j + \sum_{i=1}^{N} (Q(p, \bar{w}) - w_i^2) x_i. \quad (28) \]

This formulation may perform better than the linear structured pruning Hamiltonian (20) since it takes the magnitudes of individual weights into account before converging to a structured mask. We test both and compare results in the following section.

The hyperparameter \( c \) must be tuned for the particular network and task. Setting it too low will prevent the mask from converging to a state where neighbourhoods take the same value, meaning that structured pruning will not be achieved. On the other hand, setting \( c \) very high will result in the neighbourhood constraint always being followed, even very early in training, which will make the convergence to the pruning mask less gradual. We find that this reduces the final accuracy in practice.

2) Sampling: Sampling from the Gibbs distribution with a quadratic Hamiltonian is more challenging than for binary or linear Hamiltonians. First of all, we note that the distribution factors in terms of neighbourhoods and so individual neighbourhoods can be sampled independently:

**Proposition 3.** The Gibbs distribution corresponding to the Hamiltonian (28) has a block product form.

**Proof.** Since the first term of the Hamiltonian (28) is zero for elements from different neighbourhoods, the Hamiltonian can be expressed as:

\[ H(x) = \sum_{k=1}^{M} H_k(x_k), \quad (29) \]

where \( H_k(x_k) \) is the Hamiltonian (28) only computed over the elements of the neighbourhood \( \mathcal{N}_k \). Following the same approach as for Proposition 1 the partition function can then be shown to factor as:

\[ Z(\beta) = \prod_{k=1}^{M} \sum_{x_k \in \{-1,1\}/\mathcal{N}_k} e^{-\beta H_k(x_k)} \]
\[ = \prod_{k=1}^{M} Z_k(\beta), \quad (30) \]

and the overall distribution factors as:

\[ p(x) = \prod_{k=1}^{M} \frac{1}{Z_k(\beta)} e^{-\beta H_k(x_k)}. \quad (31) \]

If neighbourhoods are small enough, the partition function for each can be computed and the distribution can be sampled from directly. But for large neighbourhoods, this is computationally infeasible, and so we use a MCMC method to generate samples. A sampling method that parallelizes well and is simple to implement on a GPU is preferable for neural network training to highly iterative methods like standard Gibbs sampling or the Wolff algorithm [44]. We therefore propose using Chromatic Gibbs sampling [45].

Chromatic Gibbs sampling involves making a colouring over the elements in \( x \) such that any interacting elements \( x_i \) and \( x_j \) in the Hamiltonian have different colours. For our Hamiltonians, \( x_i \) and \( x_j \) interact if there is a term \( a_{ij} x_i x_j \) with \( a_{ij} \neq 0 \). An iteration of the Markov chain then consists of sampling all elements of one colour simultaneously given the current values of all other elements.

To create a colouring, we arbitrarily divide each neighbourhood into two sets of elements and modify the Hamiltonian to remove all quadratic terms containing elements in the same set. In graphical terms, this transforms the Markov random field for each neighbourhood from a complete graph to a complete bipartite graph that can be coloured with two colours, as shown in Figure 2. This modification still preserves a high degree of connectivity within each neighbourhood and so is still effective at encouraging elements in neighbourhoods to take the same value. For instance, to perform filter-wise pruning of a convolutional network, we can divide all connections into two groups based on their input channel.

When using MCMC sampling, it is important to initialize the chain at a plausible configuration, since later samples may still be somewhat correlated with the initial state [46]. To initialize the chain, we sample from an approximation of the quadratic Hamiltonian that ignores states that violate...
the structure requirement. This makes the quadratic term a constant value, leading to the linear Hamiltonian:

$$H(\bar{x}) = C + \sum_{k=1}^{M} |N_k| Q(p, \bar{w}) - \bar{w}_k^2 \bar{x}_k,$$

(32)

where $\bar{x}_k$ is the value taken by all $x_i$ in neighbourhood $k$ and $C$ is a constant representing the contribution of the quadratic terms. Since it is linear, this Hamiltonian is easy to sample from, and is likely to represent local modes of the distribution since the quadratic term penalizes states that do not obey the structure requirement.

### E. Schedule Stretching

Many existing pruning methods make use of much longer training schedules than are typically used for training networks because they do additional fine-tuning (e.g., [10], [19], [25]). Our pruning method aims to prune and train at the same time so we avoid explicit fine-tuning, but we still investigate whether a longer training schedule can provide benefits. To test this, we propose schedule stretching. During training, we follow schedules for setting the optimizer learning rate and the Gibbs distribution parameter $\beta$ as a function of the current training epoch. Let $n$ represent the current epoch number, starting from zero, and let $\lambda(n)$ and $\beta(n)$ represent the learning rate and $\beta$ schedules, respectively. When using schedule stretching, we set a hyperparameter $s$ to a positive integer value, and instead use $\lambda(\frac{n}{s})$ and $\beta(\frac{n}{s})$ to set the learning rate and $\beta$ at each epoch. The total number of training epochs is increased by a factor of $s$.

### IV. EVALUATION

We compare Gibbs pruning to several other structured and unstructured pruning methods. The other methods were chosen to represent current practices and research, either being common, well-established pruning method or ones that have recently shown exceptional results. The lack of standard experimental setups in network pruning make it difficult to judge which methods are state-of-the-art [47], especially in the case of structured pruning, but we do compare to best known results where possible.

We evaluate performance on ResNet neural networks [48], which is a common approach in the network pruning literature [47]. Nearly all of the parameters of these networks are in convolutional layers, which already are much more sparse than dense layers of similar dimensions and additionally employ weight sharing, making them more difficult to prune than dense layers. Pruning methods that are effective on networks like AlexNet [49] with large dense layers often do not show the same performance on networks like ResNet, making them a more challenging test.

In particular, we train ResNet-20 and ResNet-56 with linear projection [48]. ResNet-56 was chosen because it is the most common ResNet variant used in evaluating pruning methods [47], making it easier to compare our method to others. ResNet-20 on the other hand is the smallest standard ResNet variant. This makes it a useful test of pruning methods because it is less likely to be overparameterized for particular datasets, and it can be used with high pruning rates to investigate the efficacy of extremely small neural networks.

We run our experiments with the CIFAR-10 dataset [50]. This is a standard image classification dataset that is widely used in evaluating pruning methods [47].

The networks are trained for 200 epochs using the Adam optimizer [51], with a learning rate initially set to $10^{-3}$ and reduced by a factor of 10 at epoch 80 and every 40 epochs thereafter. We use data augmentation during training as in [48], randomly shifting images horizontally and vertically by up to 10% and flipping images horizontally with 50% probability. This achieves baseline top-1 accuracies of 90.7% for ResNet-20 and 92.2% for ResNet-56.

For all methods, we prune all convolutional layers except for the first one, following the recommendation in [40]. This is because the input to the first convolutional layer only has three channels, leading to the first convolutional layer having very few parameters and having its performance easily harmed by high pruning rates. A precise summary of pruned and unpruned layers is shown in Table I.

For pruning methods that use additional epochs for fine-tuning, we use a training rate of $10^{-5}$ after the initial training phase. We also test changing the lengths of fine-tuning schedules, to evaluate tradeoffs between the number of additional training epochs and the final accuracy.

### A. Unstructured Pruning Results

The Hamiltonians previously discussed for unstructured pruning are the binary Hamiltonian (8) and the linear Hamiltonians given by (15), (16), and (17). Initial and final $\beta$ values, as well as the number of epochs to anneal over and the use of a logarithmic or linear schedule were manually tuned to maximize final accuracy. The best results achieved for each are shown in Table I. Since the best result was observed with (16), we use this formulation in the rest of our experiments.

---

### Table I: The fractions of parameters in pruned and unpruned layers in the evaluated neural networks.

|             | Unpruned layers | Pruned layers |
|-------------|----------------|--------------|
|             | First convolution | Batch normalization | Dense | Other convolutions |
| ResNet-20   | 0.16%          | 0.91%        | 0.24%  | 98.60%         |
| ResNet-56   | 0.05%          | 0.95%        | 0.24%  | 98.93%         |

---

Fig. 2: Removing interactions between elements so that neighbourhoods form a complete bipartite graph allows a 2-colouring, which in turn allows chromatic Gibbs sampling to be used.
TABLE II: Comparison of Hamiltonians for unstructured pruning. 90% of weights in each pruned layer are pruned.

| Variant   | ResNet-20 Accuracy | ResNet-56 Accuracy |
|-----------|--------------------|--------------------|
| Binary 7 | 86.6               | 89.1               |
| Linear 6 | 85.7               | 87.7               |
| Linear 7 | 87.5               | 89.8               |
| Linear 8 | 86.9               | 89.2               |

Notably, (16) and (17), which produced the best results, both create a Hamiltonian with coefficients that don’t just express whether a weight should be pruned or not, but also vary depending on how far a weight is from $Q(p, w)$. This allows weights with very high or very low magnitudes to converge to a pruned or unpruned state earlier. This being desirable would also explain why (16) is more effective than (17), since it considers the squares of magnitude, making weights with high magnitudes vary from $Q(p, w)$ even more and therefore converge earlier.

After manually tuning $\beta$ annealing for the Hamiltonian (16), we arrived at a logarithmic schedule from 0.7 to 10000 done over the first 128 epochs of a 200 epoch schedule, updating $\beta$ at the end of each epoch. This schedule is used for all subsequent unstructured pruning experiments. In practice, we find that when using schedule stretching with very long schedules, the pruning mask does not always converge at $\beta = 10^4$. This indicates that the empirical distribution of weights can be significantly different in some highly stretched configurations. In these cases we increase the final beta to $10^6$, which achieves convergence in all such cases.

1) Comparison to Existing Methods: We compare Gibbs pruning to four established unstructured pruning methods. For methods that use fine-tuning, we evaluate spending different amounts of time on fine-tuning. We also test different overall training times for Gibbs pruning by using schedule stretching as described in Section III-F.

The first established method is using $l_1$ regularization. We use a penalty of 0.001, which was manually tuned to maximize final accuracy. After training, we mask the fraction $p$ of weights in each layer with the lowest magnitude. $l_1$ regularization is known to cause weights to become sparse [52], and has been used as a simple point of comparison for unstructured pruning methods [38].

The other pruning methods we compare to are more advanced approaches from the literature. The first of these is the method proposed in [20] by Han et al. Once training is complete, a certain percentage of the weights with lowest magnitude are pruned and the network is fine-tuned for some time. This procedure is then repeated several times. We test different schedule lengths in order to compare this methods to other methods that can use different training schedule lengths. Before each fine-tuning period, we increase the pruning rate by 10% up to 90%, fine-tuning for $n$ epochs each time, leading to a total of $200 + 9n$ epochs.

We also compare to iterative magnitude pruning (IMP), proposed by Frankle et al. [17] with rewinding [16]. This method trains the network several times, pruning gradually more each time and then rewinding the network weights to the values they had after the first 500 training steps. To test different training times, we vary the number of times that the network is trained with intermediate pruning rates between the initial rate of 0% and the final rate of 90%.

Finally, we test targeted dropout, a method recently proposed by Gomez et al. [38]. In this method, the fraction $\gamma$ of weights with lowest magnitude are each omitted from the network with probability $\alpha$ at each training step. After training, the fraction of weights $p$ with lowest magnitude are permanently pruned. We use the authors’ most successful hyperparameter settings: $\alpha = 0.75, \gamma = 0.9$. We also evaluate ramping targeted dropout, a variant where $\alpha$ is gradually changed from 0 to $p$ during training [38].

We evaluate pruning 90% of weights in each pruned layer, which is a high degree of compression for the given networks. Because this pruning rate is challenging, it effectively shows performance differences between different methods. Results are shown in Figure 3. These show that Gibbs pruning is effective without additional training epochs, giving similar results to the best results from the other evaluated methods. When the training time is extended using schedule stretching, Gibbs pruning decisively outperforms the other evaluated
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TABLE III: Comparison of random masks and random weight re-initialization to Gibbs pruning. Values are top-1 accuracy in percent.

(a) ResNet-20

| Method      | Pruning rate | 50% | 75% | 90% | 95% |
|-------------|--------------|-----|-----|-----|-----|
| Random mask |              | 89.3| 87.2| 83.2| 79.8|
| Random re-init. | | 88.6| 86.3| 83.4| 79.4|
| Gibbs pruning | | **89.9**| **89.0**| **87.5**| **85.2**|

(b) ResNet-56

| Method      | Pruning rate | 50% | 75% | 90% | 95% |
|-------------|--------------|-----|-----|-----|-----|
| Random mask |              | 91.2| 90.0| 87.3| 84.6|
| Random re-init. | | 90.3| 89.1| 86.7| 84.5|
| Gibbs pruning | | **91.2**| **90.8**| **89.8**| **88.5**|

methods.

2) **High Pruning Rates:** We evaluate Gibbs pruning using different pruning rates in Figure 4. When schedule stretching is used, the resulting accuracy can come close to or exceed the baseline accuracy even with very high pruning rates. For instance, removing 95% of weights in pruned layers for an overall pruning rate of 94% decreases accuracy by only 0.90% for ResNet-20 and 0.45% for ResNet-50. This corresponds to models with roughly 17 000 final parameters when pruning ResNet-20 and 48 000 final parameters when pruning ResNet-56. To the best of our knowledge, these are the best results reported for such a high compression rate on CIFAR-10 [47].

3) **Random Masks and Re-initialization:** As previously discussed, many pruning methods do not produce a higher accuracy than if the pruned network is re-initialized and retrained [41], calling into question the utility of training large networks and then pruning. To assess this phenomenon with Gibbs pruning, we evaluate retraining pruned networks with randomly re-initialized weights. For comparison, we also train networks from scratch using random pruning masks with the chosen sparsity.

Results are shown in Table III. We find that random re-initialization does not meet the performance of our proposed method, and is more similar to training with a random mask. These results suggest that Gibbs pruning acts less as a search over possible network architectures, and instead adapts more dynamically along with weight values throughout training, resulting in a final representation that is more tuned to particular weights than other methods are.

B. Structured Pruning Results

We also evaluate performance for structured convolutional neural network pruning. We consider pruning individual kernels as well as entire filters of size \( K \times K \times C \), where \( K \) is the kernel width and \( C \) is the number of input channels for the layer being pruned. Generally speaking, kernel-wise pruning can achieve higher accuracies for the same number of parameters, but might be harder to optimize performance for, compared to filter-wise pruning.

We compare the quadratic Hamiltonian [28] to the other Hamiltonians we proposed for structured pruning: the binary Hamiltonian [8] and the linear Hamiltonian [20]. Results are shown in Table IV. For both cases, the quadratic Hamiltonian produced the best result, so we use it for all other experiments.

In practice, we find that moving to kernel- or filter-wise pruning with the chosen Hamiltonians does not significantly affect the convergence of pruning masks as a function of \( \beta \). We therefore use the same \( \beta \) schedule as in unstructured pruning, annealing from 0.7 to 10 000 over the first 128 epochs. Given this schedule, we manually tune \( \beta \). We find that a value around 0.01 produces the best final results, so this value is used for all subsequent experiments.

For kernel-wise Gibbs pruning, each neighbourhood is small enough that the partition function is practically computable, so we sample directly from the Gibbs distribution. For filter-wise pruning, we use chromatic Gibbs sampling as described in Section III-D2. We run the Markov chain for 50 iterations, as further iterations were not observed to affect performance in practice.

We compare Gibbs pruning to three established structured pruning methods. One is targeted dropout [38], implemented as previously described, but dropping entire kernels or filters. For filter-wise pruning, we set its hyperparameters to the most effective values described for unit dropout: \( \alpha = 0.9, \gamma = 0.75 \). We also test the ramping targeted dropout variant as previously described.

**TABLE IV: Comparison of Hamiltonians for structured pruning.**

| Hamiltonian | ResNet-20 | ResNet-56 |
|------------|----------|----------|
| Binary     | 83.5     | 87.7     |
| Linear     | 82.0     | 86.5     |
| Quadratic  | **84.8** | **88.2** |

(a) Kernel-wise pruning

| Hamiltonian | ResNet-20 | ResNet-56 |
|------------|----------|----------|
| Binary     | 82.3     | 87.0     |
| Linear     | 79.7     | 86.3     |
| Quadratic  | **83.5** | **87.5** |

(b) Filter-wise pruning

For both cases, the quadratic Hamiltonian produced the best result, so we use it for all other experiments.
Another method we evaluate is iteratively pruning filters or kernels based on their $l_1$-norm and retraining, as proposed by Li et al. in [25]. We use the same iterative schedules of pruning and fine-tuning as previously described for [20] to test different total training lengths.

Finally, we evaluate ThiNet pruning, as proposed by Luo et al. [26]. This method greedily prunes channels to minimize changes in activations over an evaluation dataset. Pruning a channel is equivalent to pruning a filter in the previous layer, making channel-wise and filter-wise pruning comparable. ThiNet does not prune the $1 \times 1$ convolution layers used for linear projection, which we also omit for filter-wise Gibbs pruning for comparison.

Kernel-wise pruning results are shown in Figure 5 and filter-wise pruning results are shown in Figure 6. Note that a lower pruning rate of 75% is used in evaluating filter-wise pruning methods, since filter-wise pruning at high rates results in much lower accuracy. In both types of structured pruning, Gibbs pruning outperforms other methods, and stretching the learning rate and annealing schedules proves to be effective in additionally improving accuracy.

C. Analysis

After evaluating our proposed methods, we find that we obtain the best results with the Hamiltonians given by (16) for unstructured pruning and (28) for structured pruning. We compare to a number of existing pruning methods and find that Gibbs pruning outperforms them. In particular, we establish a new state-of-the-art result for unstructured pruning on CIFAR-10 with ResNet-56. We also demonstrate that, unlike the methods evaluated in [41], Gibbs pruning outperforms a network trained with the same pruning mask but with random weights, showing that it effectively uses network weight values in selecting pruning masks.

The following reasons could explain why our proposed method outperforms existing methods. First of all, many previous works did not test their proposed methods on sufficiently challenging tasks, either using neural networks with large dense layers or using relatively low pruning rates, meaning that their actual efficacy compared to other state-of-the-art methods was unclear. Most existing methods also do not co-adapt weights and pruning masks during training, meaning that they do not find architectures that are particularly well-adapted to the parameter values in the network, as shown in [41]. Finally, our novel uses of stochastic regularization for pruning and schedule stretching are significant changes
from established approaches, and they have proven especially effective.

V. CONCLUSION

We introduce a novel family of methods for neural network pruning based on Gibbs distributions that achieves high pruning rates with little reduction in accuracy. It can be used for either unstructured or structured pruning, and the general framework can be adapted to a wide range of pruning structures. We compare it to various established pruning methods and find that it outperforms them. The success of our proposed methods shows the efficacy of simultaneously training and pruning a network and using stochasticity to promote robustness under pruning.

Future work could explore other types of structured pruning that can be expressed within this framework, such as limiting the number of non-zero values in convolutional kernels or structured pruning of recurrent neural network layers. Results could also be refined by determining an optimal pruning rate for each layer given a desired global pruning rate, rather than just using the same rate for each layer. Gibbs pruning could also be combined with other network compression methods like quantization to obtain highly efficient neural networks in practice.
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