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Abstract

Dispersion relations are a mathematical tool to describe processes in particle physics in terms of the analytic structure of the amplitudes, in particular in terms of the residues at poles and discontinuities along cuts. They are based on the fundamental principles of unitarity and analyticity. Due to the non-perturbative character of dispersion relations, an application of particular interest is the description of processes due to the strong interaction at low and intermediate energies, where perturbative quantum chromodynamics cannot be used.

In this thesis, I present dispersive treatments of two hadronic processes: the semileptonic kaon decay $K_{\ell 4}$ and hadronic light-by-light scattering.

The $K_{\ell 4}$ decay is one of the best sources of information on some of the parameters of chiral perturbation theory, the low-energy effective theory of quantum chromodynamics. The dispersion relation for $K_{\ell 4}$ provides a resummation of $\pi\pi$- and $K\pi$- rescattering effects. In contrast to a pure chiral treatment, it reproduces the observed curvature of one of the form factors. The matching of the dispersion relation to the chiral representation of the form factors allows the extraction of the values of three low-energy constants.

Hadronic light-by-light scattering appears as a virtual process in the calculation of the anomalous magnetic moment of the muon $(g - 2)_\mu$. For more than a decade, a discrepancy of about $3\sigma$ has persisted between the experimental determination and the standard-model prediction of the $(g - 2)_\mu$. Contributing at $\mathcal{O}(\alpha_\text{QED})$, light-by-light scattering is a sub-leading hadronic effect: hadronic vacuum polarisation already contributes at second order in the electromagnetic coupling. However, it is expected that within a few years hadronic light-by-light scattering will dominate the uncertainty of the theory prediction of the $(g - 2)_\mu$.

So far, only model calculations of the hadronic light-by-light contribution are available. However, in view of forthcoming $(g - 2)_\mu$ experiments at Fermilab and J-PARC it is crucial that the hadronic light-by-light calculation can be improved systematically. The dispersive description presented here provides a formalism for a data-driven determination of hadronic light-by-light scattering and hence opens up an avenue towards a model-independent evaluation of the $(g - 2)_\mu$. 
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Introduction

The Standard Model of Particle Physics

Research in particle physics is a quest for the unknown. The desire to understand the laws of nature in its innermost part motivates us not only to describe current observations but also to search for phenomena that lie beyond the predictions of established theories. This has pushed physics to smaller and smaller dimensions, corresponding to ever increasing energies that require larger and larger experiments.

The standard model of particle physics was established during the twentieth century as a relativistic quantum field theory, a framework based on two pillars of modern physics: quantum mechanics and special relativity. It incorporates the electromagnetic, the weak and the strong force, describes the building blocks of matter and has had a tremendous success in describing particle physics processes over an energy range of many orders of magnitude. So far, only very few observables have shown some tension with the predictions of the standard model.

The standard model is a gauge theory of the symmetry group

\[ G_{SM} = SU(3)_c \times SU(2)_L \times U(1)_Y. \] (1)

The matter content of the standard model consists of fermions, classified into quarks (fermions that interact strongly, i.e. are charged under \( SU(3)_c \)) and leptons (fermions that are singlets under \( SU(3)_c \)). Three generations or families of these fermions exist (see table 1), the second and third being an exact replica of the first concerning quantum numbers, but with increasing masses. The family mass hierarchy is indeed overwhelming: while \( u \)- and \( d \)-quarks have a mass of a few MeV, the top-mass is about 173 GeV [1].

|           | 1st family | 2nd family | 3rd family |
|-----------|------------|------------|------------|
| quarks    | \( u \) (up) | \( c \) (charm) | \( t \) (top) |
|           | \( d \) (down) | \( s \) (strange) | \( b \) (bottom) |
| leptons   | \( e \) (electron) | \( \mu \) (muon) | \( \tau \) (tau) |
|           | \( \nu_e \) (e-neutrino) | \( \nu_\mu \) (\( \mu \)-neutrino) | \( \nu_\tau \) (\( \tau \)-neutrino) |

Table 1: Elementary fermions (matter content) of the standard model.

The interactions of the fermions are described by the gauge forces (strong, weak and electromagnetic force) and the Yukawa interaction with the Higgs field. The mediator particles of the gauge forces are bosons of spin 1 (see table 2). In contrast, the Higgs particle is the only elementary scalar particle, i.e. a boson of spin 0. The bosons interact not only with the fermions but also amongst themselves.

In the standard model, explicit mass terms of the fermions and gauge bosons are forbidden by gauge symmetry. The masses of quarks, charged leptons, \( W^\pm \), \( Z \) and the physical Higgs boson are
Table 2: Elementary bosons of the standard model.

| Vector Bosons | \( g \) (gluon) | \( W^\pm, Z \) bosons | \( \gamma \) (photon) |
|---------------|------------------|------------------------|----------------------|
| Scalar Boson  | \( H \) (Higgs particle) |                         |                      |

all generated through spontaneous breaking of the electroweak symmetry

\[
SU(2)_L \times U(1)_Y \rightarrow U(1)_{\text{em}}
\]

by a non-zero vacuum expectation value of the Higgs field, \( v \approx 246 \text{ GeV} \). With the discovery of the Higgs boson by the ATLAS and CMS experiments at the Large Hadron Collider at CERN in 2012, the last missing ingredient of the standard model was experimentally confirmed [2, 3].

The Strong Interaction

While the gauge couplings of the electroweak sector are small enough to allow a perturbative expansion, the strong coupling constant is large at low energies. Hence, perturbative calculations in quantum chromodynamics (QCD), the part of the standard model describing the strong interaction, are only possible for high-energy processes. Quarks and gluons, the elementary particles with an \( SU(3)_c \) charge (called ‘colour’), are not asymptotic states of the theory: QCD exhibits a feature known as confinement. At low energies, quarks and gluons are always bound into hadrons: mesons, which have the quantum numbers of a quark-antiquark pair, and baryons, corresponding to states of three quarks. Hadrons are always ‘colourless’, i.e. they have no \( SU(3)_c \) charge.

Due to confinement, quarks and gluons are never observed as free particles, hence the spectrum of QCD starts with the lightest mesons called pions. Pions can be understood as the Goldstone bosons of the spontaneously broken chiral symmetry of QCD, \( SU(2)_L \times SU(2)_R \rightarrow SU(2)_V \). This symmetry is only approximate: it is explicitly broken by the mass terms of the \( u \)- and \( d \)-quarks, which leads to a small but non-zero mass of the pions. The next-heavier hadrons are the kaons, mesons carrying strangeness, and the \( \eta \) meson. Together with the pions, they form an octet of Goldstone bosons of the chiral \( SU(3) \) symmetry of \( u \)-, \( d \)- and \( s \)-quarks, see table 3.

Table 3: The lightest hadrons form the pseudoscalar \( SU(3) \) octet. The \( SU(3) \) singlet \( \eta' \) is much heavier due to the chiral anomaly. The physical \( \eta \) and \( \eta' \) states are actually mixtures of the pure octet and singlet states.

| \( SU(2) \) triplet | \( SU(3) \) octet | \( SU(3) \) singlet |
|---------------------|------------------|------------------|
| pions               | kaons            | eta prime        |
| \( \pi^+ \)         | \( K^+ \)        | \( \eta \)       |
| \( \pi^0 \)         | \( K^- \)        | \( \approx (u\bar{u} + d\bar{d} - 2s\bar{s})/\sqrt{6} \) |
| \( \pi^- \)         | \( K^0 \)        | \( \approx (u\bar{u} + d\bar{d} + s\bar{s})/\sqrt{3} \) |
|                     | \( \bar{K}^0 \)  | 0 957.66 MeV     |
|                     | \( \bar{K}^0 \)  | 0 957.66 MeV     |
|                     | \( \bar{K}^0 \)  | 0 957.66 MeV     |
|                     | \( \bar{K}^0 \)  | 0 957.66 MeV     |
|                     | \( \bar{K}^0 \)  | 0 957.66 MeV     |
|                     | \( \bar{K}^0 \)  | 0 957.66 MeV     |
|                     | \( \bar{K}^0 \)  | 0 957.66 MeV     |
|                     | \( \bar{K}^0 \)  | 0 957.66 MeV     |
|                     | \( \bar{K}^0 \)  | 0 957.66 MeV     |
|                     | \( \bar{K}^0 \)  | 0 957.66 MeV     |
|                     | \( \bar{K}^0 \)  | 0 957.66 MeV     |
|                     | \( \bar{K}^0 \)  | 0 957.66 MeV     |

The physics of the pions or the octet mesons is described by chiral perturbation theory (\( \chi \)PT) [4–6], the low-energy effective field theory of QCD built on top of the \( SU(2) \) or \( SU(3) \) chiral
symmetry. Since the $s$-quark is much heavier than $u$- and $d$-quarks, $SU(3)$ is not as good a symmetry as $SU(2)$. The kaons and the $\eta$ are heavier than the pions, and $SU(3) \chi$PT does not converge as fast as the $SU(2)$ theory for pions alone.

The $\eta'$ would be the Goldstone boson of the spontaneous breaking of the $U(1)_{A}$ symmetry, which, however, is already broken by a quantum anomaly. Hence, the $\eta'$ is not a light particle.

The validity of the effective theory breaks down at energy scales around the mass of the next-heavier particle not included in the theory, which is the $\rho$ meson around 770 MeV [1]. It is only well above this scale that the strong coupling constant becomes small enough to allow perturbative QCD calculations. This leaves us in a peculiar situation: although we know with QCD the underlying theory of the strong interaction, there is a range of intermediate energies where first-principle theory predictions are extremely difficult. The connection between the fundamental particles and the asymptotic states (the observed particles) is not yet completely understood. Some of these problems can be attacked by employing numerical lattice simulations.

Even at low energies, where $\chi$PT provides an effective description of QCD, we face the complication that the effective field theory is parametrised by low-energy constants (LECs), which are in principle calculable from QCD. Due to the non-perturbative nature of QCD at low energies, these constants have to be determined with the help of experimental data or lattice simulations [7]. As the number of LECs increases drastically with the order of the effective expansion, at next-to-next-to-leading chiral order only very few LECs are reliably determined [8].

Before the success of perturbative QCD (pQCD), it was not clear if quantum field theory is the appropriate tool to describe the strong interaction. The growing particle zoo of hadrons suggested that these particles are not elementary. During the sixties, $S$-matrix theory was proposed as the fundamental theory of hadrons. The attempt was to construct the scattering matrix with dispersion relations, using just the basic principles of crossing symmetry, analyticity and unitarity [9–11]. While these principles are a natural ingredient of quantum field theories, $S$-matrix theory did not rely on the notion of fields as functions of space-time. It rather tried to reach self-consistency through a bootstrapping principle.

The formal developments of $S$-matrix theory resulted in the first string theories. In the seventies, it was realised that string theories could be understood as a description of gravity rather than the strong interaction. In hadron physics, the $S$-matrix approach was mostly abandoned in favour of pQCD, which successfully described deep inelastic scattering processes.

It seems that the principles and techniques of $S$-matrix theory have been almost forgotten for some time. Their usefulness to describe hadron physics at low and intermediate energies, where pQCD is not applicable, became apparent with the marriage of dispersion relations with $\chi$PT [12]. Nowadays, dispersive methods no longer aim at constructing a fundamental theory of the strong interaction, but rather have become a powerful tool for phenomenological applications by establishing model-independent connections between different processes or energy regions. There are many successful applications of dispersion relations, including $\pi\pi$ scattering [13, 14], pion and $K\pi$ form factors [15–17], $\eta$ decays [18–20], $K\pi$ scattering [21] and photon-hadron processes [22–25].

Search for New Physics

Despite its tremendous success, we know that the standard model cannot be the fundamental theory of nature. First of all, it does not include gravity. A consistent theory of quantum gravity is not yet known, but it can be expected that quantum gravity effects will set in at energy scales of the Planck mass, i.e. around $10^{19}$ GeV. However, it is likely that the standard model must be replaced by some new physics already at much smaller energies. There are many indications of physics beyond the standard model (BSM).

- The observed oscillation between the neutrino flavours requires non-zero neutrino masses, while in the standard model $\nu_e$, $\nu_\mu$ and $\nu_\tau$ are exactly massless. Neutrino masses are only possible with new degrees of freedom.
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- The mass of the scalar Higgs boson at the order of the electroweak scale implies a serious problem of fine-tuning, which is regarded as unnatural: one would expect the Higgs mass to lie at some heavy scale of new physics unless there is an extreme cancellation between the quadratic divergences in the Higgs self-energy and the bare mass parameter.

- The asymmetry between matter and antimatter in the universe cannot be explained by the standard model.

- Astronomical and cosmological observations indicate consistently that only about 15% of the matter in the universe consists of ordinary matter. The rest is called dark matter and supposed to be made of BSM particles. No particle in the standard model can play the role of dark matter.

Several hints to new physics suggest that phenomena beyond the standard model could appear at energy scales of a few TeV. This is the energy regime accessible by the large hadron collider (LHC) at CERN. Indeed, besides investigating the mechanism of electroweak symmetry breaking, one of the main motivations to build the LHC was to discover new physics at the TeV scale. By now, the LHC has discovered the Higgs particle but not yet seen any sign of new physics. Hopes are pinned on the next run of the LHC in 2015, which will almost double the collision energy.

Many models of new physics have been proposed in order to deal with the (possible) shortcomings of the standard model. The majority is based on one of the following two concepts:

- supersymmetry: the Poincaré symmetry of space-time is extended by a symmetry relating bosonic and fermionic particles. The Higgs hierarchy problem is resolved by a cancellation of the quadratic divergences in the loop corrections between virtual particles and super-partners.

- compositeness: the Higgs particle is supposed to be a composite instead of an elementary particle. In analogy to the pions in QCD, the Higgs could be a Goldstone boson of a spontaneously broken symmetry of a new strongly coupled sector.

Both concepts favour some new phenomena at the (multi-)TeV scale but are not completely ruled out if the LHC does not find new physics.

There is not only the high-energy frontier to search for new physics. Through non-standard virtual effects, new physics will have an impact on observables below the threshold of real production of the BSM particles. Therefore, low-energy precision observables can also constrain or help to identify new physics. This is sometimes called the high-intensity frontier. The investigations on the two frontiers should not be understood as two alternatives but rather as two complementing approaches. They can attack different regions of the parameter space. Very sensitive low-energy probes are e.g. the \( CP \)-violating electric dipole moments, which partly already now impose more stringent bounds on new physics than the LHC.

If new physics will be found at the LHC, the low-energy probes will help to constrain or identify its nature. If the LHC does not find any direct signs of BSM physics, the low-energy probes will become even more important as a complement to the high-energy program, which will focus on Higgs phenomenology. An even larger (linear or circular) collider experiment will take a long time to be realised [26–28].

Instead of blindly building models of new physics and ruling them out one after the other, we can use a more powerful model-independent approach to constrain BSM physics. Let us assume that physics beyond the standard model appears only at a mass scale \( \Lambda \) that is much heavier than the electroweak scale \( M_{EW} \). This assumption is supported by the success of the standard model at energies investigated in present experiments.

The mass gap between \( \Lambda \) and \( M_{EW} \) allows us then to describe new physics in terms of an effective field theory below \( \Lambda \), where the Lagrangian is constructed out of standard model fields. The effective theory could be constructed as usual by integrating out the heavy degrees of freedom in the full theory. But even without considering explicit models of new physics, one can study the effective theory in a generic, model-independent way. The non-renormalisable operators in
the effective Lagrangian should respect the gauge symmetries of the SM. The order principle of the effective theory is the mass dimension of the new operators. Therefore, the Lagrangian of the effective theory has the form

\[ \mathcal{L}_{\text{eff}} = \mathcal{L}_{\text{SM}} + \frac{1}{\Lambda} \sum_i C_i^{(5)} Q_i^{(5)} + \frac{1}{\Lambda^2} \sum_i C_i^{(6)} Q_i^{(6)} + \mathcal{O}(\Lambda^{-3}), \]

where the \( C_i^{(n)} \) denote the Wilson coefficients of the effective operators \( Q_i^{(n)} \) at the high scale. At mass-dimension five, only the Weinberg operator is present [29], which can give rise to neutrino masses. The full list of gauge-invariant dimension-six operators built out of standard model fields has been constructed in [30]. Redundancies in this set of operators have been removed in [31]. With renormalisation-group techniques, the running down to low energies and the mixing of operators can be calculated just with standard model physics. The remaining task before the influence of new physics on low-energy observables can be investigated in a model-independent way is then usually the calculation of some hadronic matrix elements, often in a non-perturbative way.

This highlights the importance of a detailed understanding of hadron physics at low energies. While investigations in this field are important to understand the very nature of QCD with its rich spectrum of phenomena on its own, they are crucial as well for the quest for new physics, because the power of low-energy observables is often overshadowed by hadronic uncertainties.

One of the most prominent precision observables is the anomalous magnetic moment of the muon. There, a tension between the standard model and experiment has persisted for more than a decade. The theoretical uncertainty is nowadays completely dominated by hadronic effects.

**Outline**

The present thesis consists of three independent and self-contained parts. The first two parts concern the low-energy structure of strong interaction and aim on the one hand at a better understanding of a decay process in this non-perturbative regime of QCD, on the other hand at a more reliable determination of some low-energy constants of the effective theory. The third part concerns a process where it is important to gain control over hadron physics in order to decide if observed discrepancies with the standard model are a hint to new physics.

- In the first part, I present a new dispersive treatment of \( K_{\ell 4} \) decays. \( K_{\ell 4} \) denotes the decay of a kaon into two pions and a pair of leptons. This decay is sensitive to some next-to-leading order low-energy constants of \( \chiPT \) and the best experimental source for their determination. This part is based on a project in collaboration with Gilberto Colangelo and Emilie Passemar and represents the continuation of my master’s thesis [32], including diverse substantial improvements and extensions with respect to this former treatment.

- The second part should be understood as a side-project to the first: within \( \chiPT \) with photons and leptons, I have computed isospin-breaking effects in the \( K_{\ell 4} \) decay due to the electromagnetic and the quark mass difference \( m_u - m_d \). The result of this calculation is used in the first part to correct the fitted experimental data by isospin effects that were not taken into account in the experimental analysis. This part has been published as a paper [33].

- In the third part, I present a dispersive treatment of hadronic light-by-light scattering. This process contributes to the anomalous magnetic moment of the muon and is expected to become the main source of theoretical uncertainty within the next few years. This treatment shows a new path towards a data-driven evaluation of the hadronic light-by-light contribution and therefore a method to reduce the current model dependence. This third part of my thesis is based on a project in collaboration with Gilberto Colangelo, Martin Hoferichter and Massimiliano Procura and signifies a major improvement of our previous treatment [34].
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Part I

New Dispersive Treatment of $K_{\ell 4}$ Decays

based on a project in collaboration with
Gilberto Colangelo and Emilie Passemar
Chapter 1

Introduction

$K_{\ell 4}$ denotes the semileptonic decay of a kaon into two pions and a pair of leptons. For several reasons, it is of particular interest for low-energy hadron physics, which is described by chiral perturbation theory ($\chi$PT) [1–3]. The physical region starts at lower energies than for example $K\pi$ scattering, which gives access to the same low-energy constants as $K_{\ell 4}$. Therefore, the chiral expansion, which is an expansion in masses and momenta, should give a better description of $K_{\ell 4}$ than $K\pi$ scattering.

Due to its two-pion final state, $K_{\ell 4}$ is also one of the cleanest sources of information on $\pi\pi$ interaction [4–6].

The latest high-statistics $K_{\ell 4}$ experiments E865 at BNL [7, 8] and NA48/2 at CERN [6, 9] have achieved an impressive accuracy. The statistical errors of the $S$-wave of one form factor reach in both experiments the sub-percent level. This requires a theoretical treatment beyond one-loop order in the chiral expansion. A first treatment beyond one loop, based on dispersion relations, was already done in 1994 [10]. The full two-loop calculation became available in 2000 [11]. However, it turns out that even at two loops, $\chi$PT is not able to predict the curvature of one of the form factors.

Here, we present a new dispersive treatment of $K_{\ell 4}$ decays, which is valid up to and including $O(p^6)$ in the chiral expansion. It resummates two-particle final-state rescattering effects, which we expect to be the most important contribution beyond two-loop. Indeed, we observe that the dispersive description is able to reproduce the curvature of the form factor.

The dispersion relation is parametrised by subtraction constants, which are not constrained by unitarity. Therefore, they have to be determined by a fit to data. It turns out that the available data does not constrain all the subtraction constants to a sufficient precision. Therefore, we use the soft-pion theorem, a low-energy theorem for $K_{\ell 4}$ that receives only $SU(2)$ chiral corrections, as well as some chiral input to constrain the parameters that are not well determined from data alone.

The presented treatment of $K_{\ell 4}$ decays signifies an extension and major improvement of our previous dispersive framework [12–14]. The modifications and improvements concern the following aspects.

- Instead of a single linear combination of form factors, now we describe the two form factors $F$ and $G$ simultaneously. This allows us to include more experimental data in the fits.

- The new framework is valid also for non-vanishing invariant energies of the lepton pair. In the previous treatment, we neglected the dependence on this kinematic variable. This approximation is no longer used and the observed dependence on the lepton invariant energy can be taken into account.

- We apply corrections for isospin-breaking effects in the fitted data that have not been taken into account in the experimental analysis.
• We perform the matching to $\chi$PT directly on the level of the subtraction constants, which avoids the mixing with the treatment of final-state effects.

• Besides a matching to one-loop $\chi$PT, we also study the matching at two-loop level.

The first two points required a substantial modification and extension of the dispersive framework from the very start, but rendered it much more powerful. The old treatment can be understood as a limiting case of the new framework.

The outline is as follows: in chapter 2, we derive the dispersion relation for the $K\ell_4$ form factors, which has the form of a set of coupled integral equations. In chapter 3, we describe the numerical procedure that is used to solve this system. Chapter 4 is devoted to the determination of the free parameters of the dispersion relation and the derivation of matching equations to $\chi$PT. In chapter 5, we present the results of the fit to data and matching to $\chi$PT. The appendices contain several details on the kinematics, the derivation of the dispersion relation and explicit expressions for the matching equations.
Chapter 2

Dispersion Relation for $K_{\ell 4}$

2.1 Decay Amplitude and Form Factors

$K_{\ell 4}$ are semileptonic decays of a kaon into two pions and a lepton–neutrino pair:

$$K^+(k) \rightarrow \pi^+(p_1)\pi^-(p_2)\ell^+(p_\ell)\nu_\ell(p_\nu),$$  

(2.1)

where $\ell \in \{e, \mu\}$ is either an electron or a muon. There exist other decay modes involving neutral mesons. Their amplitudes are related to the above decay by isospin symmetry – in our dispersive treatment of $K_{\ell 4}$, we will work in the isospin limit. We only consider the above charged mode, or its charge conjugate mode, because in this case the experimental situation is the best.

In the standard model, semileptonic decays are mediated by $W$ bosons. After integrating out the $W$ boson from the standard model Lagrangian, we end up with a Fermi type effective current-current interaction. The matrix element of $K_{\ell 4}$ then splits up into a leptonic times a hadronic part. The leptonic matrix element can be treated in a standard way. The hadronic matrix element exhibits the usual $V-A$ structure of weak interaction:

$$\langle \pi^+(p_1)\pi^-(p_2)\ell^+(p_\ell)\nu_\ell(p_\nu)|K^+(k)|_\text{in}\rangle = i(2\pi)^4\delta^{(4)}(k - p_1 - p_2 - p_\ell - p_\nu)T,$$  

(2.2)

where $T = \frac{G_F}{\sqrt{2}}V_{\mu\nu}\bar{u}(p_\nu)\gamma^\mu(1 - \gamma_5)v(p_\ell)\langle \pi^+(p_1)\pi^-(p_2)|V_\mu(0) - A_\mu(0)|K^+(k)\rangle$,  

(2.3)

and $V_\mu = \bar{s}\gamma_\mu u$ and $A_\mu = \bar{s}\gamma_\mu\gamma_5 u$. Note that although we drop the corresponding labels, the meson states are still in- and out-states with respect to the strong interaction.

The Lorentz structure of the currents allows us to write the two hadronic matrix elements as

$$V_{\mu}^{+ -} := \langle \pi^+(p_1)\pi^-(p_2)|V_\mu(0)|K^+(k)\rangle = -i\frac{H}{M_K}\epsilon^{\mu\nu\rho\sigma}L^\nu P^\rho Q^\sigma,$$  

(2.4)

$$A_{\mu}^{+ -} := \langle \pi^+(p_1)\pi^-(p_2)|A_\mu(0)|K^+(k)\rangle = -i\frac{1}{M_K}(P_\mu F + Q_\mu G + L_\mu R),$$  

(2.5)

where $P = p_1 + p_2$, $Q = p_1 - p_2$, $L = k - p_1 - p_2$. The form factors $F$, $G$, $R$ and $H$ are dimensionless scalar functions of the Mandelstam variables:

$$s = (p_1 + p_2)^2 = (k - L)^2, \quad t = (k - p_1)^2 = (p_2 + L)^2, \quad u = (k - p_2)^2 = (p_1 + L)^2.$$  

(2.6)

We further define the invariant squared energy of the lepton pair $s_\ell = L^2$. For the hadronic matrix element, we regard $s_\ell$ as a fixed external quantity.
2.2 Analytic Structure

Let us first study the general properties of the hadronic axial vector current matrix element. It is instructive to draw a Mandelstam diagram for the process (see figures 2.1 and 2.2): since \( s + t + u = M_K^2 + 2M_\pi^2 + s \ell =: \Sigma_0 \) is constant (for a fixed value of \( s \ell \)), the Mandelstam variables can be represented in one plane, using the fact that the sum of distances of a point to the sides of an equilateral triangle is constant.

The same amplitude describes four processes:

- the decay \( K^+(k) \rightarrow \pi^+(p_1)\pi^-(p_2)A_\mu^I(L) \)
- the s-channel scattering \( K^+(k)A_\mu(-L) \rightarrow \pi^+(p_1)\pi^-(p_2) \)
- the t-channel scattering \( K^+(k)\pi^-(p_1) \rightarrow \pi^-(p_2)A_\mu^I(L) \)
- the u-channel scattering \( K^+(k)\pi^+(p_2) \rightarrow \pi^+(p_1)A_\mu^I(L) \)

The physical region of the decay starts at \( s = 4M_\pi^2 \) and ends at \( s = (M_K - \sqrt{s_\ell})^2 \). The s-channel scattering starts at \( s = (M_K + \sqrt{s_\ell})^2 \). If \( s_\ell = 0 \) is assumed, the two regions touch at \( s = M_K^2 \) (figure 2.1).

The sub-threshold region \( s < s_0 := 4M_\pi^2, \quad t < t_0 := (M_K + M_\pi)^2, \quad u < u_0 := (M_K + M_\pi)^2 \) forms a triangle in the Mandelstam plane where the amplitude is real. Branch cuts of the amplitude start at each threshold \( s_0, t_0 \) and \( u_0 \). There, physical intermediate states are possible (\( \pi\pi \) intermediate states in the s-channel, \( K\pi \) states in the t- and u-channel).
Figure 2.1: Mandelstam diagram for $K_{44}$ for the case $s\ell = 0$
Figure 2.2: Mandelstam diagram for $K_{l4}$ for the case $s_l > 0$
2.3 Isospin Decomposition

Let us study the isospin properties of the hadronic axial vector current matrix element of $K_{\ell 4}$ in the different channels: we decompose the physical amplitude into amplitudes with definite isospin.

2.3.1 s-Channel

We consider the matrix element

$$A_{\mu}^+- = (\pi^+(p_1)\pi^-(p_2)|A_{\mu}(0)|K^+(k)).$$  \hspace{1cm} (2.7)

As the weak current satisfies $\Delta I = \frac{1}{2}$, the initial and final states can be decomposed as

$$A_{\mu}(0)|K^+(k)) = \frac{1}{\sqrt{2}}|1,0\rangle + \frac{1}{\sqrt{2}}|0,0\rangle,$$

\begin{align*}
\langle \pi^+(p_1)\pi^-(p_2)| &= \frac{1}{\sqrt{6}}|2,0\rangle + \frac{1}{\sqrt{2}}|1,0\rangle + \frac{1}{\sqrt{3}}|0,0\rangle, \\
\langle \pi^-(p_1)\pi^+(p_2)| &= \frac{1}{\sqrt{6}}|2,0\rangle - \frac{1}{\sqrt{2}}|1,0\rangle + \frac{1}{\sqrt{3}}|0,0\rangle. 
\end{align*} \hspace{1cm} (2.8)

Hence, we can write the following decomposition of the matrix element into pure isospin amplitudes:

$$A_{\mu}^+ = \frac{1}{2}A_{\mu}^{(1)} + \frac{1}{\sqrt{6}}A_{\mu}^{(0)},$$

$$A_{\mu}^- = -\frac{1}{2}A_{\mu}^{(1)} + \frac{1}{\sqrt{6}}A_{\mu}^{(0)}. \hspace{1cm} (2.9)$$

Using $A_{\mu}^+(k, -L \rightarrow p_1, p_2) = A_{\mu}^+(k, -L \rightarrow p_2, p_1)$, we find the following relations:

$$A_{\mu}^0(k, -L \rightarrow p_1, p_2) = \sqrt{\frac{3}{2}} (A_{\mu}^+(k, -L \rightarrow p_1, p_2) + A_{\mu}^+(k, -L \rightarrow p_2, p_1)),$$

$$A_{\mu}^0(k, -L \rightarrow p_1, p_2) = (A_{\mu}^+(k, -L \rightarrow p_1, p_2) - A_{\mu}^+(k, -L \rightarrow p_2, p_1)). \hspace{1cm} (2.10)$$

The pure isospin form factors are related to the physical ones by

$$F^{(0)}(s,t,u) = \sqrt{\frac{3}{2}} (F(s,t,u) + F(s,u,t)),$$

$$G^{(0)}(s,t,u) = \sqrt{\frac{3}{2}} (G(s,t,u) - G(s,u,t)),$$

$$R^{(0)}(s,t,u) = \sqrt{\frac{3}{2}} (R(s,t,u) + R(s,u,t)),$$  \hspace{1cm} (2.11)

$$F^{(1)}(s,t,u) = F(s,t,u) - F(s,u,t),$$

$$G^{(1)}(s,t,u) = G(s,t,u) + G(s,u,t),$$

$$R^{(1)}(s,t,u) = R(s,t,u) - R(s,u,t).$$

We further note that

$$A_{\mu}^{(0)}(k, -L \rightarrow p_1, p_2) = A_{\mu}^{(0)}(k, -L \rightarrow p_2, p_1),$$

$$A_{\mu}^{(1)}(k, -L \rightarrow p_1, p_2) = -A_{\mu}^{(1)}(k, -L \rightarrow p_2, p_1), \hspace{1cm} (2.12)$$

and that the form factors of the pure isospin amplitudes satisfy

$$F^{(0)}(s,t,u) = F^{(0)}(s,u,t), \hspace{1cm} F^{(1)}(s,t,u) = -F^{(1)}(s,u,t),$$

$$G^{(0)}(s,t,u) = G^{(0)}(s,u,t), \hspace{1cm} G^{(1)}(s,t,u) = G^{(1)}(s,u,t),$$

$$R^{(0)}(s,t,u) = R^{(0)}(s,u,t), \hspace{1cm} R^{(1)}(s,t,u) = -R^{(1)}(s,u,t). \hspace{1cm} (2.13)$$
2.3.2 $t$- and $u$-Channel

In the crossed $t$-channel, we are concerned with the matrix element

$$\mathcal{A}_{\mu}^{+ -} = \langle \pi^{-} (p_2) | A_{\mu}(0) | K^{+}(k) \pi^{-} (-p_1) \rangle. \tag{2.14}$$

In the $u$-channel, we analogously look at

$$\mathcal{A}_{\mu}^{+ -} = \langle \pi^{+} (p_1) | A_{\mu}(0) | K^{+}(k) \pi^{+} (-p_2) \rangle. \tag{2.15}$$

Note that due to crossing, these matrix elements are described by the same function – or its analytic continuation – as the corresponding $s$-channel matrix element.

The $t$-channel initial and final states have the isospin decompositions

$$| K^{+}(k) \pi^{-} (-p_1) \rangle = \sqrt{\frac{2}{3}} \begin{pmatrix} 1 & -1 \end{pmatrix} + \sqrt{\frac{1}{3}} \begin{pmatrix} 3 & -1 \end{pmatrix},$$

$$\langle \pi^{-} (p_2) | A_{\mu}(0) \rangle = \sqrt{\frac{2}{3}} \begin{pmatrix} 1 & -1 \end{pmatrix} + \sqrt{\frac{1}{3}} \begin{pmatrix} 3 & -1 \end{pmatrix}, \tag{2.16}$$

whereas in the $u$-channel, we are concerned with a pure isospin $3/2$ scattering:

$$| K^{+}(k) \pi^{+} (-p_2) \rangle = \begin{pmatrix} 3 & 3 \end{pmatrix},$$

$$\langle \pi^{+} (p_1) | A_{\mu}(0) \rangle = \begin{pmatrix} 3 & 3 \end{pmatrix}. \tag{2.17}$$

We find the following isospin relation:

$$\mathcal{A}_{\mu}^{(3/2)}(k, -p_2 \rightarrow L, p_1) = \mathcal{A}_{\mu}^{+ -}(k, -L \rightarrow p_1, p_2) = \frac{2}{3} A_{\mu}^{(1/2)}(k, -p_1 \rightarrow L, p_2) + \frac{1}{3} A_{\mu}^{(3/2)}(k, -p_1 \rightarrow L, p_2). \tag{2.18}$$

Note that the third component of the isospin does not alter the amplitude: just insert an isospin rotation matrix together with its inverse between in- and out-state to rotate the third component.

The amplitude that describes pure isospin $1/2$ scattering in the $t$-channel is then

$$\mathcal{A}_{\mu}^{(1/2)}(k, -p_1 \rightarrow L, p_2) = \frac{3}{2} A_{\mu}^{(3/2)}(k, -p_2 \rightarrow L, p_1) - \frac{1}{2} A_{\mu}^{(3/2)}(k, -p_1 \rightarrow L, p_2). \tag{2.19}$$

Defining analogous form factors for the isospin $1/2$ amplitude, we find

$$F^{(1/2)}(s, t, u) = \frac{3}{2} F(s, t, u) - \frac{1}{2} F(s, u, t),$$

$$G^{(1/2)}(s, t, u) = \frac{3}{2} G(s, t, u) + \frac{1}{2} G(s, u, t), \tag{2.20}$$

$$R^{(1/2)}(s, t, u) = \frac{3}{2} R(s, t, u) - \frac{1}{2} R(s, u, t).$$

In the case $s_t = 0$, it may be convenient to look at a certain linear combination of the form factors $F$ and $G$, as we did in [12–14]:

$$F_1 := X F + (u - t) \frac{P_{L}}{2X} G, \tag{2.21}$$

where $X := \frac{1}{2} \lambda^{1/2}(M_{K}^2, s, s_{t})$, $P_{L} := \frac{1}{2} (M_{K}^2 - s - s_{t})$ and $\lambda(a, b, c) := a^2 + b^2 + c^2 - 2(ab + bc + ca)$ is the Källén triangle function.
Here, too, we can define the corresponding isospin 1/2 form factor:

\[
F^{(1/2)}_1(s, t, u) := XF^{(1/2)}(s, t, u) + (u - t) \frac{PL}{2X} G^{(1/2)}(s, t, u)
\]

\[
= \frac{3}{2} \left( XF(s, t, u) + (u - t) \frac{PL}{2X} G(s, t, u) \right) - \frac{1}{2} \left( XF(s, u, t) + (t - u) \frac{PL}{2X} G(s, u, t) \right)
\]

\[
= \frac{3}{2} F_1(s, t, u) - \frac{1}{2} F_1(s, u, t). \tag{2.22}
\]
2.4 Unitarity and Partial-Wave Expansion

In this section, we will investigate the unitarity relations in the different channels and work out expansions of the form factors into partial waves with ‘nice’ properties with respect to unitarity and analyticity: the partial waves shall satisfy Watson’s final-state theorem. As we will need analytic continuations of the partial waves, we must also be careful not to introduce kinematic singularities.

The derivation of the partial-wave expansion has been done for the $s$-channel in [15]. We now apply the same method to all channels.

2.4.1 Helicity Amplitudes

The quantities that have a simple expansion into partial waves are not the form factors but the helicity amplitudes of the $2 \rightarrow 2$ scattering process [16]. However, helicity partial waves contain kinematic singularities. In order to determine them, we use the prescriptions of [17].

We obtain the helicity amplitudes by contracting the axial vector current matrix element with the polarisation vectors of the off-shell $W$ boson. In the $W$ rest frame, the polarisation vectors are given by:

$$\epsilon^\mu_t = (1,0,0,0),$$
$$\epsilon^\mu_\pm = \frac{1}{\sqrt{2}} (0,0,\pm 1,i),$$
$$\epsilon^\mu_0 = (0,1,0,0).$$

(2.23)

They are eigenvectors of the spin matrices $S^2$ and $S_1$, defined by

$$S_1 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -i \\ 0 & i & 0 & 0 \end{pmatrix}, \quad S_2 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & i \\ 0 & 0 & 0 & 0 \\ -i & 0 & 0 & 0 \end{pmatrix}, \quad S_3 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & -i & 0 \\ i & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix},$$

$$S^2 = S_1^2 + S_2^2 + S_3^2 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 2 & 0 & 0 \\ 0 & 0 & 2 & 0 \\ 0 & 0 & 0 & 2 \end{pmatrix}.$$  

(2.24)

The eigenvalues $s(s+1)$ and $s_1$ of $S^2$ and $S_1$ are listed below:

|        | $\epsilon^\mu_t$ | $\epsilon^\mu_\pm$ | $\epsilon^\mu_0$ |
|--------|------------------|-------------------|------------------|
| $s$    | 0                | 1                 | 1                |
| $s_1$  | 0                | $\pm 1$           | 0                |

If we boost the polarisation vectors into the frame where the $W$ momentum is given by $L = (L^0, L^1, 0, 0)$, $L^2 = s_\ell$, we obtain:

$$\epsilon^\mu_t = \frac{1}{\sqrt{s_\ell}} (L^0, L^1, 0, 0),$$
$$\epsilon^\mu_\pm = \frac{1}{\sqrt{2}} (0,0,\pm 1,i),$$
$$\epsilon^\mu_0 = \frac{1}{\sqrt{s_\ell}} (L^1, L^0, 0, 0).$$

(2.25)

The contractions of these basis vectors with $A_\mu$ give the different helicity amplitudes:

$$A_i := A_\mu \epsilon^\mu_i.$$  

(2.26)

We extract the kinematic singularities by applying the recipe of [17], chapter 7.3.5, to these helicity amplitudes.
2.4. UNITARITY AND PARTIAL-WAVE EXPANSION

2.4.2 Partial-Wave Unitarity in the s-Channel

2.4.2.1 Helicity Partial Waves

The unitarity relation for the axial vector current matrix element reads

\[
\text{Im} \left( i A_{1}^{(1)}(k, -L \rightarrow p_1, p_2) \right) = \frac{1}{4} \int \frac{1}{(2\pi)^4} \frac{1}{2q_1^3} \delta(\sqrt{s} - 2q_1^0) \tau^{(1)}(q_1, q_2 \rightarrow p_1, p_2) i A_{1}^{(1)}(k, -L \rightarrow q_1, q_2),
\]

where \( \vec{d} q := \frac{d^3 q}{(2\pi)^3} \) is the Lorentz-invariant measure and where a symmetry factor \( 1/2 \) for the pions is included. \( \tau^{(1)} \) denotes the elastic isospin \( I \pi\pi \)-scattering amplitude. Note that this relation is valid in the physical region and that kinematic singularities have to be removed before an analytic continuation.

We perform the integrals:

\[
\text{Im} \left( i A_{1}^{(1)}(k, -L \rightarrow p_1, p_2) \right) = \frac{1}{16} \left( \frac{1}{(2\pi)^2} \right)^2 \int_0^\infty dq \frac{q^2}{M_{K}^2 + q^2} \delta(\sqrt{s} - 2M_{K}^2 + q^2) \\
\int d\Omega'' \tau^{(1)}(s, q_1, q_2) i A_{1}^{(1)}(k, -L \rightarrow q_1, q_2) \\
= \frac{1}{16} \left( \frac{1}{(2\pi)^2} \right)^2 2 \sigma(s) \int d\Omega'' \tau^{(1)}(s, \cos\theta'') i A_{1}^{(1)}(s, \cos\theta'', \phi''),
\]

where \( \sigma(s) = \sqrt{1 - 4M_{K}^2/s} \) and of course \( \cos\theta'' \) has to be understood as a function of \( \cos\theta'' \) and \( \phi'' \) through the relation

\[
\cos\theta'' = \sin\theta \sin\theta'' \cos\phi'' + \cos\theta \cos\theta''.
\]

If we expand \( \tau \) and \( A_{i} \) into appropriate partial waves, we can perform the remaining angular integrals with the help of the relations derived in appendix B.1 and find the unitarity relations for the \( K_{l4} \) partial waves.

We expand the \( \pi\pi \)-scattering matrix element in the usual way:

\[
\tau^{(1)}(s, \cos\theta') = \sum_{l=0}^\infty P_l(\cos\theta') t_l^1(s)
\]

with

\[
t_l^1(s) = \left| t_l^1(s) \right| e^{i\delta_l^1(s)}.
\]

For the expansion of the \( K_{l4} \) matrix element into partial waves, we first consider the scalar component \( (s = 0, s_1 = 0) \) \( A_{1}^{(1)} \). According to [16, 17], we can use normal Legendre polynomials for the partial-wave expansion \( (d_{00}^{(1)}(\theta) = P_l(\cos\theta)) \).

We define the partial wave as

\[
i A_{1}^{(1)}(s, \cos\theta) = \sum_{l=0}^\infty P_l(\cos\theta) \left( \frac{\lambda_{K}^{1/2}(s)\sigma(s)}{M_{K}^2} \right) L A_{l}^{(1)}(s).
\]

The square root of the Källén function cancels exactly the square root branch cut in the Legendre polynomial between \( (M_{K} - \sqrt{s})^2 \) and \( (M_{K} + \sqrt{s})^2 \). Note that \( P_l(z) \) contains only even powers
of \( z \) for even \( l \) and vice versa. The factor \( M_K^2 \) in the denominator appears only for dimensional reasons.

In the region \( s > 4M_K^2 \), no kinematic cuts are introduced into the partial waves \( \alpha_{t,l}^{(l)}(s) \):

\[
\text{Im}\left( iA_t^{(l)}(s, \cos \theta) \right) = \sum_{l=0}^{\infty} P_l(\cos \theta) \left( \frac{\lambda_{Kl}^{1/2}(s)\sigma_\pi(s)}{M_K^2} \right)^l \text{Im}\left( \alpha_{t,l}^{(l)}(s) \right).
\]  

We can use this partial-wave expansion for an analytic continuation from the decay region through the unphysical to the scattering region.

We insert the partial-wave expansion into the unitarity equation (2.28) and make use of the relations derived in appendix B.1:

\[
\text{Im}\left( iA_t^{(l)}(k, -L \rightarrow p_1, p_2) \right) = \sum_{l=0}^{\infty} P_l(\cos \theta) \left( \frac{\lambda_{Kl}^{1/2}(s)\sigma_\pi(s)}{M_K^2} \right)^l \text{Im}\left( \alpha_{t,l}^{(l)}(s) \right)
\]

\[
= \frac{1}{16} \frac{1}{(2\pi)^2} \frac{1}{2\sigma_\pi(s)} \int d\Omega'' \sum_{l=0}^{\infty} P_l(\cos \theta') t_l^{*}(s) \sum_{l'=0}^{\infty} \left( \frac{\lambda_{Kl'}^{1/2}(s)\sigma_\pi(s)}{M_K^2} \right)^{l'} a_{t,l'}^{(l)}(s)
\]

\[
= \frac{1}{16} \frac{1}{(2\pi)^2} \frac{1}{2\sigma_\pi(s)} \sum_{l=0}^{\infty} t_l^{*}(s) \sum_{l=0}^{\infty} \left( \frac{\lambda_{Kl}^{1/2}(s)\sigma_\pi(s)}{M_K^2} \right)^l a_{t,l}^{(l)}(s)
\]

\[
\int d\Omega'' P_l(\cos \theta'') P_l(\cos \theta'')
\]

\[
= \sum_{l=0}^{\infty} P_l(\cos \theta) \left( \frac{\lambda_{Kl}^{1/2}(s)\sigma_\pi(s)}{M_K^2} \right)^l \frac{1}{2l + 1} \frac{1}{32\pi} \text{Im}\left( \alpha_{t,l}^{(l)}(s) \right)
\]

The unitarity relations for the partial waves emerges:

\[
\text{Im}\left( \alpha_{t,l}^{(l)}(s) \right) = \frac{1}{2l + 1} \frac{1}{32\pi} \sigma_\pi(s) t_l^{*}(s) a_{t,l}^{(l)}(s).
\]  

In particular, we find that the phases of the \( K_{l4} \) s-channel partial waves are given by the elastic \( \pi\pi \)-scattering phases (this is Watson’s theorem) for all \( s \) between \( 4M_K^2 \) and some inelastic threshold:

\[
a_{t,l}^{(l)}(s) = \left| a_{t,l}^{(l)}(s) \right| e^{i\delta_l^{(l)}}(s).
\]  

Let us consider next the longitudinal component \( A_0^{(l)}(s) \). Here, we can still use ordinary Legendre polynomials for the partial-wave expansion. However, the helicity amplitude itself will possess a kinematic singularity: there is a square root branch cut between \( (M_K - \sqrt{\pi})^2 \) and \( (M_K + \sqrt{\pi})^2 \). Hence, we define the partial waves as

\[
\lambda_{K0}^{1/2}(s) = \lambda_{K0}^{1/2}(s) \sum_{l=0}^{\infty} P_l(\cos \theta) \left( \frac{\lambda_{Kl}^{1/2}(s)\sigma_\pi(s)}{M_K^2} \right)^l a_{0,l}^{(l)}(s).
\]

The partial waves \( a_{0,l}^{(l)}(s) \) are again free of kinematic singularities (at least in the region \( s > 4M_K^2 \)) and satisfy Watson’s theorem:

\[
\text{Im}\left( a_{0,l}^{(l)}(s) \right) = \frac{1}{2l + 1} \frac{1}{32\pi} \sigma_\pi(s) t_l^{*}(s) a_{0,l}^{(l)}(s),
\]

\[
a_{0,l}^{(l)}(s) = \left| a_{0,l}^{(l)}(s) \right| e^{i\delta_l^{(l)}}(s).
\]
2.4. UNITARITY AND PARTIAL-WAVE EXPANSION

As for the transverse components \( A_\pm^{(f)} \), we consider the combination \( A_2^{(f)} := A_\pm^{(f)} - A_-^{(f)} \). This amplitude should not be expanded into a series of Legendre polynomials but of Wigner \( d \)-functions

\[
d^{(l)}_1(\theta) = -i(l + 1)^{-1/2} \sin \theta \ P_l'(\cos \theta).
\]

In this spin 0, 1 \( \rightarrow \) 0, 0 scattering amplitude \( A_2^{(f)} \), there is a singularity at the border of the physical region (where \( \sin \theta = 0 \)), which can be removed by defining

\[
i A_2^{(f)} := i \tilde{A}_2^{(f)} \sin \theta.
\]

If we define the partial-wave expansion as

\[
i A_2^{(f)} (s, \cos \theta, \phi) = i \tilde{A}_2^{(f)} \sin \theta
\]

\[
= \sin \theta \sum_{l=1}^{\infty} P_l'(\cos \theta) \left( \frac{\lambda^{1/2}(s)\sigma_\pi(s)}{M_K^2} \right)^{l-1} \cos \phi \ a_{2,l}^{(f)}(s),
\]

then the partial waves \( a_{2,l}^{(f)} \) will be free of kinematic singularities.

We insert this partial-wave expansion into the unitarity relation:

\[
\text{Im} \left( i A_2^{(f)}(k, -L \rightarrow p_1, p_2) \right) = \sin \theta \sum_{l=1}^{\infty} P_l'(\cos \theta) \left( \frac{\lambda^{1/2}(s)\sigma_\pi(s)}{M_K^2} \right)^{l-1} \text{Im} \left( a_{2,l}^{(f)}(s) \right)
\]

\[
= \frac{1}{16} \frac{1}{(2\pi)^2} \frac{1}{2} \sigma_\pi(s) \int d\Omega'' \sum_{l=0}^{\infty} P_l'(\cos \theta') t_l^{*-}(s)
\]

\[
\sin \theta'' \sum_{l=1}^{\infty} P_l'(\cos \theta'') \left( \frac{\lambda^{1/2}(s)\sigma_\pi(s)}{M_K^2} \right)^{l-1} \cos \phi'' a_{2,l}^{(f)}(s)
\]

\[
= \frac{1}{16} \frac{1}{(2\pi)^2} \frac{1}{2} \sigma_\pi(s) \sum_{l=0}^{\infty} t_l^{*-}(s) \sum_{l=1}^{\infty} \left( \frac{\lambda^{1/2}(s)\sigma_\pi(s)}{M_K^2} \right)^{l-1} a_{2,l}^{(f)}(s)
\]

\[
\int d\Omega'' P_l'(\cos \theta') P_l'(\cos \theta'') \sin \theta'' \cos \phi''
\]

\[
= \sin \theta \sum_{l=1}^{\infty} P_l'(\cos \theta) \left( \frac{\lambda^{1/2}(s)\sigma_\pi(s)}{M_K^2} \right)^{l-1} \frac{1}{2l + 1} \frac{1}{32\pi} \sigma_\pi(s) t_l^{*-}(s) a_{2,l}^{(f)}(s),
\]

hence

\[
\text{Im} \left( a_{2,l}^{(f)}(s) \right) = \frac{1}{2l + 1} \frac{1}{32\pi} \sigma_\pi(s) t_l^{*-}(s) a_{2,l}^{(f)}(s).
\]

This is the equation that can be analytically continued to the region \( s > 4M_K^2 \) since the kinematic singularities have been factored out.

Again, Watson’s theorem holds for \( s \) between \( 4M_K^2 \) and the inelastic threshold:

\[
a_{2,l}^{(f)}(s) = \left| a_{2,l}^{(f)}(s) \right| e^{i\delta_l(s)}.
\]
In order to find the partial-wave expansions of the form factors, we write explicitly the components of the axial vector current matrix element in the $\pi\pi$ centre-of-mass frame:

\[
i A_{\ell}(k, -L \rightarrow p_1, p_2) = \frac{1}{M_K} \left( \sqrt{s} F^{(i)} + \frac{M_K^2 - s - s_\ell}{2\sqrt{s}} R^{(i)} \right),
\]

\[
\sqrt{s} \sigma_\pi(s) \cos \theta \ G^{(i)}(s) - \frac{1}{2\sqrt{s}} \lambda^{1/2}_{K\ell}(s) R^{(i)},
\]

\[
\sqrt{s} \sigma_\pi(s) \sin \theta \ G^{(i)}(s),
\]

(2.44)

\[
i A_{\ell}(k, -L \rightarrow q_1, q_2) = \frac{1}{M_K} \left( \sqrt{s} F^{(i)} + \frac{M_K^2 - s - s_\ell}{2\sqrt{s}} R^{(i)} \right),
\]

\[
\sqrt{s} \sigma_\pi(s) \cos \theta'' \ G^{(i)}(s) - \frac{1}{2\sqrt{s}} \lambda^{1/2}_{K\ell}(s) R^{(i)},
\]

\[
\sqrt{s} \sigma_\pi(s) \sin \theta'' \ G^{(i)}(s),
\]

\[
\sqrt{s} \sigma_\pi(s) \sin \theta'' \sin \phi'' \ G^{(i)}(s),
\]

(2.45)

By contracting these expressions with the polarisation vectors, we find the helicity amplitudes (generalised to a generic $\phi$):

\[
i A_{\ell}^{(t)} = i A_{\mu}^{(i)} e^\mu_+ = i A_{\mu}^{(i)} \frac{1}{\sqrt{s}} E^\mu
\]

\[
= \frac{1}{M_K \sqrt{s}} \left( \frac{1}{2} (M_K^2 - s - s_\ell) F^{(i)} + \frac{1}{2} \sigma_\pi(s) \lambda^{1/2}_{K\ell}(s) \cos \theta \ G^{(i)}(s) + s_\ell \ R^{(i)}(s) \right),
\]

(2.46)

\[
i A_{0}^{(t)} = i A_{\mu}^{(i)} e^\mu_0
\]

\[
= \frac{-1}{M_K \sqrt{s}} \left( \frac{1}{2} \lambda^{1/2}_{K\ell}(s) F^{(i)} + \frac{1}{2} (M_K^2 - s - s_\ell) \sigma_\pi(s) \cos \theta \ G^{(i)}(s) \right),
\]

\[
i A_{2}^{(t)} = i A_{\mu}^{(i)} e^\mu_- - i A_{\mu}^{(i)} e^\mu_-
\]

\[
= \frac{-\sqrt{2}}{M_K} \left( \sqrt{s} \sigma_\pi(s) \sin \theta \cos \phi \ G^{(i)}(s) \right).
\]

Since the contribution of the form factor $R$ to the decay rate is suppressed by $m_\pi^2$, it is invisible in the electron mode and we do not have any data on it. We therefore look only for linear combinations of the form factors $F$ and $G$ that possess a simple partial-wave expansion. We find:

\[
F^{(i)} + \frac{\sigma_\pi(s) P \ell(s)}{X(s)} \cos \theta \ G^{(i)}(s) = F^{(i)} + \frac{(M_K^2 - s - s_\ell)(u - l)}{\lambda_{K\ell}(s)} G^{(i)}(s)
\]

\[
= -\frac{2\sqrt{s_\ell}}{M_K} \sum_{l=0}^{\infty} P_l(\cos \theta) \left( \frac{\lambda^{1/2}_{K\ell}(s) \sigma_\pi(s)}{M_K^2} \right)^l a_{0,l}^{(i)}(s),
\]

(2.47)

\[
G^{(i)} = -\frac{M_K}{\sqrt{2s} \sigma_\pi(s)} \sum_{l=1}^{\infty} P_l(\cos \theta) \left( \frac{\lambda^{1/2}_{K\ell}(s) \sigma_\pi(s)}{M_K} \right)^{l-1} a_{2,l}^{(i)}(s).
\]
2.4. UNITARITY AND PARTIAL-WAVE EXPANSION

We write the partial-wave expansions of $F$ and $G$ in the form:

$$F^{(l)} = \sum_{l=0}^{\infty} P_l(\cos \theta) \left( \frac{\lambda^{1/2}_l(s) \sigma_l(s)}{M^2_{K^\pm}} \right) f^{(l)}_l(s) - \frac{\sigma_P L}{X} \cos \theta \ G^{(l)},$$

$$G^{(l)} = \sum_{l=1}^{\infty} P'_l(\cos \theta) \left( \frac{\lambda^{1/2}_l(s) \sigma_l(s)}{M^2_{K^\pm}} \right) g^{(l)}_l(s),$$

where the partial waves $f^{(l)}_l$ and $g^{(l)}_l$ satisfy Watson's theorem in the region $s > 4M^2_{K^\pm}$:

$$f^{(l)}_l(s) = \left| f^{(l)}_l(s) \right| e^{i\delta^{(l)}_f(s)}, \quad g^{(l)}_l(s) = \left| g^{(l)}_l(s) \right| e^{-i\delta^{(l)}_g(s)}.$$  \hspace{1cm} (2.49)

2.4.3 Partial-Wave Unitarity in the $t$-Channel

2.4.3.1 Helicity Partial Waves

The discussion in the crossed channels is a bit simpler because we are interested in partial-wave expansions only in the region $t > (M_K + M_\pi)^2$ or $u > (M_K + M_\pi)^2$, i.e. above all initial and final state thresholds and pseudo-thresholds. Therefore, we do not have to worry about kinematic singularities, since we will not perform analytic continuations into the critical regions.

In the crossed channels, we consider $K\pi$ intermediate states in the unitarity relation:

$$\text{Im} \left( iA^{(1/2)}_{1/2}(k, -p_1 \rightarrow L, p_2) \right) = \frac{1}{2} \int d\bar{q}_K dq_\pi (2\pi)^4 \delta(4)(k - p_1 - q_K - q_\pi) \mathcal{T}^{(1/2)}_{1/2}(q_K, q_\pi \rightarrow k, -p_1) iA^{(1/2)}_{1/2}(q_K, q_\pi \rightarrow L, p_2),$$

where $\mathcal{T}^{(1/2)}$ is the isospin $1/2$ elastic $K\pi$-scattering amplitude. By performing the integrals we obtain:

$$\begin{align*}
\text{Im} \left( iA^{(1/2)}_{1/2}(k, -p_1 \rightarrow L, p_2) \right) & = \frac{1}{2} (2\pi)^4 \int dq_\pi \frac{1}{(2\pi)^2 2q^2_\pi} \delta(\sqrt{t} - q^0_K - q^0_\pi) \\
& \frac{1}{8} \frac{1}{(2\pi)^2} \int dq \frac{q^2}{\sqrt{M^2_\pi + q^2} \sqrt{M^2_K + q^2}} \delta(\sqrt{t} - \sqrt{\sqrt{M^2_\pi + q^2} + \sqrt{M^2_K + q^2}}) \\
& + \frac{1}{8} \frac{1}{(2\pi)^2} \int dq^2 \mathcal{T}^{(1/2)}_{1/2}(q_K, q_\pi \rightarrow k, -p_1) iA^{(1/2)}_{1/2}(q_K, q_\pi \rightarrow L, p_2) \\
& \frac{1}{8} \frac{1}{(2\pi)^2} \frac{\lambda^{1/2}_{1/2}(t)}{2t} \int dq^2 \mathcal{T}^{(1/2)}_{1/2}(t, \cos \theta'_{1/2}) iA^{(1/2)}_{1/2}(t, \cos \theta''_{1/2}).
\end{align*}$$  \hspace{1cm} (2.51)

The $K\pi$ scattering matrix element is expanded in the usual way:

$$\mathcal{T}^{(1/2)}(t, \cos \theta_1) = \sum_{l=0}^{\infty} P_l(\cos \theta_1) t^{1/2}_{l}(t)$$  \hspace{1cm} (2.52)

with

$$t^{1/2}_{l}(t) = \left| t^{1/2}_{l}(t) \right| e^{i\delta^{1/2}_{l}(t)}.$$  \hspace{1cm} (2.53)
CHAPTER 2. DISPERSION RELATION FOR $K_L$

We expand the $K_L$ helicity amplitudes as follows:

$$iA_i^{(1/2)}(t, \cos \theta) = \sum_{l=0}^{\infty} P_l(\cos \theta) \left( \frac{\lambda^{1/2}_K(t)\lambda^{1/2}_\pi(t)}{M_K^2} \right)^l a_{i,l}^{(1/2)}(t),$$

$$iA_0^{(1/2)}(t, \cos \theta) = \sum_{l=0}^{\infty} P_l(\cos \theta) \left( \frac{\lambda^{1/2}_K(t)\lambda^{1/2}_\pi(t)}{M_K^2} \right)^l a_{0,l}^{(1/2)}(t),$$

$$iA_2^{(1/2)}(t, \cos \theta_i, \phi_i) = iA_2^{(1/2)}(t, \cos \theta_i, \phi_i) - iA_0^{(1/2)}(t, \cos \theta_i, \phi_i) = \sin \theta_i \cos \phi_i \sum_{l=1}^{\infty} P_l(\cos \theta_i) \left( \frac{\lambda^{1/2}_K(t)\lambda^{1/2}_\pi(t)}{M_K^2} \right)^l a_{2,l}^{(1/2)}(t).$$

By inserting these expansions into the unitarity relation (2.51) we find:

$$\text{Im} \left(iA_i^{(1/2)}(k, -p_1 \rightarrow L, p_2)\right) = \sum_{l=0}^{\infty} P_l(\cos \theta_i) \left( \frac{\lambda^{1/2}_K(t)\lambda^{1/2}_\pi(t)}{M_K^2} \right)^l \text{Im} \left(a_{i,l}^{(1/2)}(t)\right)$$

$$= \frac{1}{8} \frac{\lambda^{1/2}_K(t)}{2t} \int d\Omega^{\pi}_0 \sum_{l=0}^{\infty} P_l(\cos \theta_i) t^{1/2*}_l \left( \frac{\lambda^{1/2}_K(t)\lambda^{1/2}_\pi(t)}{M_K^2} \right)^l a_{i,l}^{(1/2)}(t)$$

$$= \frac{1}{8} \frac{\lambda^{1/2}_K(t)}{2t} \sum_{l=0}^{\infty} \sum_{l'=0}^{\infty} t^{1/2*}_{l'} \left( \frac{\lambda^{1/2}_K(t)\lambda^{1/2}_\pi(t)}{M_K^2} \right)^l a_{i,l}^{(1/2)}(t)$$

$$= \sum_{l=0}^{\infty} P_l(\cos \theta_i) \left( \frac{\lambda^{1/2}_K(t)\lambda^{1/2}_\pi(t)}{M_K^2} \right)^l \frac{1}{2l + 1} \int d\Omega^{\pi}_0 \frac{\lambda^{1/2}_K(t)}{t} t^{1/2*}_l \left( \frac{\lambda^{1/2}_K(t)\lambda^{1/2}_\pi(t)}{M_K^2} \right)^l a_{i,l}^{(1/2)}(t),$$

where $i = t, 0$. For $i = 2$, we obtain:

$$\text{Im} \left(iA_2^{(1/2)}(k, -p_1 \rightarrow L, p_2)\right) = \sin \theta_i \sum_{l=1}^{\infty} P_l(\cos \theta_i) \left( \frac{\lambda^{1/2}_K(t)\lambda^{1/2}_\pi(t)}{M_K^2} \right)^l \text{Im} \left(a_{2,l}^{(1/2)}(t)\right)$$

$$= \frac{1}{8} \frac{\lambda^{1/2}_K(t)}{2t} \int d\Omega^{\pi}_0 \sum_{l'=0}^{\infty} P_{l'}(\cos \theta_i) t^{1/2*}_{l'} \left( \frac{\lambda^{1/2}_K(t)\lambda^{1/2}_\pi(t)}{M_K^2} \right)^{l'-1} a_{2,l}^{(1/2)}(t)$$

$$= \sin \theta_i \cos \phi_i \sum_{l=1}^{\infty} P_l(\cos \theta_i) \left( \frac{\lambda^{1/2}_K(t)\lambda^{1/2}_\pi(t)}{M_K^2} \right)^{l'-1} a_{2,l}^{(1/2)}(t)$$

$$= \frac{1}{8} \frac{\lambda^{1/2}_K(t)}{2t} \int d\Omega^{\pi}_0 \sin \theta_i \cos \phi_i P_{l'}(\cos \theta_i) P_{l'}(\cos \theta_i)$$

$$= \sin \theta_i \sum_{l=1}^{\infty} P_l(\cos \theta_i) \left( \frac{\lambda^{1/2}_K(t)\lambda^{1/2}_\pi(t)}{M_K^2} \right)^{l'-1} \frac{1}{2l + 1} \int d\Omega^{\pi}_0 \frac{\lambda^{1/2}_K(t)}{t} t^{1/2*}_{l'} \left( \frac{\lambda^{1/2}_K(t)\lambda^{1/2}_\pi(t)}{M_K^2} \right)^l a_{2,l}^{(1/2)}(t).$$
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Hence, all the partial waves satisfy Watson’s theorem \((i = t, 0, 2)\):

\[
\text{Im} \left( a_{i,t}^{(1/2)}(t) \right) = \frac{1}{2 \ell + 1} \frac{\lambda_{K\pi}^{1/2}(t)}{t} t^{1/2} \left( \frac{\lambda_{K\pi}^{1/2}(t)}{t} \right) a_{i,t}^{(1/2)}(t),
\]

\[
a_{i,t}^{(1/2)}(t) = \left| a_{i,t}^{(1/2)}(t) \right| e^{i\phi^{(1/2)}(t)}. \tag{2.57}
\]

### 2.4.3.2 Partial-Wave Expansion of the Form Factors in the \(t\)-Channel

The components of the axial vector current matrix element in the \(t\)-channel \(K\pi\) centre-of-mass frame are given by:

\[
i A_{(1/2)}^\mu (k, -p_1 \rightarrow L, p_2) = \frac{1}{M_K} \left( \frac{M_K^2 - s_t}{2 \sqrt{t}} F^{(1/2)} + \frac{M_K^2 - 2M_\pi^2 - 2t + s_t}{2 \sqrt{t}} G^{(1/2)} + \frac{t + s_t - M_\pi^2}{2 \sqrt{t}} R^{(1/2)},
\]

\[
\frac{\lambda_{s_\pi}^{1/2}(t)}{2 \sqrt{t}} \left( F^{(1/2)} - G^{(1/2)} - R^{(1/2)} \right) - \frac{\lambda_{K\pi}^{1/2}(t)}{2 \sqrt{t}} \cos \theta_t \left( F^{(1/2)} + G^{(1/2)} \right),
\]

\[
- \frac{\lambda_{K\pi}^{1/2}(t)}{2 \sqrt{t}} \sin \theta_t \left( F^{(1/2)} + G^{(1/2)} \right),
\]

\[
0 \right). \tag{2.58}
\]

\[
i A_{(1/2)}^\mu (q, q_\pi \rightarrow L, p_2) = \frac{1}{M_K} \left( \frac{M_K^2 - s_t}{2 \sqrt{t}} F^{(1/2)} + \frac{M_K^2 - 2M_\pi^2 - 2t + s_t}{2 \sqrt{t}} G^{(1/2)} + \frac{t + s_t - M_\pi^2}{2 \sqrt{t}} R^{(1/2)},
\]

\[
\frac{\lambda_{s_\pi}^{1/2}(t)}{2 \sqrt{t}} \left( F^{(1/2)} - G^{(1/2)} - R^{(1/2)} \right) - \frac{\lambda_{K\pi}^{1/2}(t)}{2 \sqrt{t}} \cos \theta_t' \left( F^{(1/2)} + G^{(1/2)} \right),
\]

\[
- \frac{\lambda_{K\pi}^{1/2}(t)}{2 \sqrt{t}} \sin \theta_t' \cos \phi_t' \left( F^{(1/2)} + G^{(1/2)} \right),
\]

\[
- \frac{\lambda_{K\pi}^{1/2}(t)}{2 \sqrt{t}} \sin \theta_t' \sin \phi_t' \left( F^{(1/2)} + G^{(1/2)} \right) \right). \tag{2.59}
\]

By contraction with the polarisation vectors, we find the helicity amplitudes (again for a generic \(\phi_t\)). As we are not interested in \(R\), we do not need the \(A_t^{(1/2)}\) component:

\[
i A_0^{(1/2)}(t) = i A_0^{(1/2)}(0), \quad i A_0^{(1/2)}(0) = \frac{-1}{M_K \sqrt{s_t}} \left( \frac{1}{4t} \left( \lambda_{K\pi}^{1/2}(t)(M_\pi^2 - s_t - t) \cos \theta_t + \lambda_{K\pi}^{1/2}(t)(M_K^2 - M_\pi^2 + t) \right) F^{(1/2)}
\]

\[
+ \frac{1}{4t} \left( \lambda_{K\pi}^{1/2}(t)(M_\pi^2 - s_t - t) \cos \theta_t + \lambda_{K\pi}^{1/2}(t)(M_K^2 - M_\pi^2 - 3t) \right) G^{(1/2)} \right), \tag{2.60}
\]

\[
i A_2^{(1/2)}(t) = i A_2^{(1/2)}(0) - i A_0^{(1/2)}(0),
\]

\[
i A_2^{(1/2)}(0) = \frac{1}{\sqrt{2M_K}} \left( \frac{\lambda_{K\pi}^{1/2}(t)}{\sqrt{t}} \sin \theta_t \cos \phi_t \left( F^{(1/2)} + G^{(1/2)} \right) \right).
\]
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This results in the following partial-wave expansions of the form factors:

$$F^{(1/2)} - G^{(1/2)} + \frac{1}{2t} \left( M_K^2 - M_{\pi}^2 - t + (M_{\pi}^2 - s_t - t) \frac{\lambda_{K\pi}^{1/2}(t)}{\lambda_{t\pi}^{1/2}(t)} \cos \theta_t \right) \left( F^{(1/2)} + G^{(1/2)} \right)$$

$$= -\frac{2M_K \sqrt{s_t}}{\lambda_{t\pi}^{1/2}(t)} \sum_{l=0}^{\infty} P_l(\cos \theta_t) \left( \frac{\lambda_{K\pi}^{1/2}(t)\lambda_{t\pi}^{1/2}(t)}{M_K^4} \right)^{l} a_{0,l}^{(1/2)}(t), \quad (2.61)$$

$$F^{(1/2)} + G^{(1/2)} = \frac{M_K \sqrt{s_t}}{\lambda_{K\pi}^{1/2}(t)} \sum_{l=1}^{\infty} P_l(\cos \theta_t) \left( \frac{\lambda_{K\pi}^{1/2}(t)\lambda_{t\pi}^{1/2}(t)}{M_K^4} \right)^{l-1} a_{2,l}^{(1/2)}(t),$$

which we write conveniently in the form

$$F^{(1/2)} - G^{(1/2)} = 2 \sum_{l=0}^{\infty} P_l(\cos \theta_t) \left( \frac{\lambda_{K\pi}^{1/2}(t)\lambda_{t\pi}^{1/2}(t)}{M_K^4} \right)^{l} f_{l}^{(1/2)}(t)$$

$$= -\frac{1}{2t} \left( M_K^2 - M_{\pi}^2 - 3t + (M_{\pi}^2 - s_t - t) \frac{\lambda_{K\pi}^{1/2}(t)}{\lambda_{t\pi}^{1/2}(t)} \cos \theta_t \right) \left( F^{(1/2)} + G^{(1/2)} \right), \quad (2.62)$$

$$F^{(1/2)} + G^{(1/2)} = 2 \sum_{l=1}^{\infty} P_l(\cos \theta_t) \left( \frac{\lambda_{K\pi}^{1/2}(t)\lambda_{t\pi}^{1/2}(t)}{M_K^4} \right)^{l-1} g_{l}^{(1/2)}(t),$$

or

$$F^{(1/2)} = \sum_{l=0}^{\infty} P_l(\cos \theta_t) \left( \frac{\lambda_{K\pi}^{1/2}(t)\lambda_{t\pi}^{1/2}(t)}{M_K^4} \right)^{l} f_{l}^{(1/2)}(t)$$

$$- \frac{1}{2t} \left( M_K^2 - M_{\pi}^2 - 3t + (M_{\pi}^2 - s_t - t) \frac{\lambda_{K\pi}^{1/2}(t)}{\lambda_{t\pi}^{1/2}(t)} \cos \theta_t \right) \sum_{l=1}^{\infty} P_l(\cos \theta_t) \left( \frac{\lambda_{K\pi}^{1/2}(t)\lambda_{t\pi}^{1/2}(t)}{M_K^4} \right)^{l-1} g_{l}^{(1/2)}(t), \quad (2.63)$$

$$G^{(1/2)} = -\sum_{l=0}^{\infty} P_l(\cos \theta_t) \left( \frac{\lambda_{K\pi}^{1/2}(t)\lambda_{t\pi}^{1/2}(t)}{M_K^4} \right)^{l} f_{l}^{(1/2)}(t)$$

$$+ \frac{1}{2t} \left( M_K^2 - M_{\pi}^2 + t + (M_{\pi}^2 - s_t - t) \frac{\lambda_{K\pi}^{1/2}(t)}{\lambda_{t\pi}^{1/2}(t)} \cos \theta_t \right) \sum_{l=1}^{\infty} P_l(\cos \theta_t) \left( \frac{\lambda_{K\pi}^{1/2}(t)\lambda_{t\pi}^{1/2}(t)}{M_K^4} \right)^{l-1} g_{l}^{(1/2)}(t),$$

where also these new partial waves $f_{l}^{(1/2)}$ and $g_{l}^{(1/2)}$ satisfy Watson’s theorem in the region $t > (M_K + M_{\pi})^2$:

$$f_{l}^{(1/2)}(t) = \left| f_{l}^{(1/2)}(t) \right| e^{i\delta_{l}^{(1/2)}(t)}, \quad g_{l}^{(1/2)}(t) = \left| g_{l}^{(1/2)}(t) \right| e^{i\delta_{l}^{(1/2)}(t)}, \quad (2.64)$$
2.4. UNITARITY AND PARTIAL-WAVE EXPANSION

2.4.4 Partial-Wave Unitarity in the $u$-Channel

2.4.4.1 Helicity Partial Waves

The $u$-channel (i.e. the isospin 3/2 case) can be treated in complete analogy to the $t$-channel. Starting with the unitarity relation

\[
\text{Im}\left(iA_{u}^{(3/2)}(k,-p_{2} \rightarrow L,p_{1})\right) = \frac{1}{2} \int d\tilde{q}_{K}d\tilde{q}_{\pi}(2\pi)^4\delta^{(4)}(k-p_{2}-q_{K}-q_{\pi}) \mathcal{T}^{(3/2)^{*}}(q_{K},q_{\pi} \rightarrow k,-p_{2}) iA_{u}^{(3/2)}(q_{K},q_{\pi} \rightarrow L,p_{1}),
\]

(2.65)

we find again

\[
\text{Im}\left(iA_{u}^{(3/2)}(k,-p_{2} \rightarrow L,p_{1})\right) = \frac{1}{8} \frac{1}{(2\pi)^2} \frac{\lambda_{K\pi}^{1/2}(u)}{2u} \int d\Omega_{u}^{2} \mathcal{T}^{(3/2)^{*}}(u,\cos\theta_{u}) iA_{u}^{(3/2)}(u,\cos\theta_{u}',\phi_{u}').
\]

(2.66)

The $K\pi$-scattering matrix element is expanded as

\[
\mathcal{T}^{(3/2)}(u,\cos\theta_{u}) = \sum_{l=0}^{\infty} P_{l}(\cos\theta_{u}) t_{l}^{3/2}(u),
\]

(2.67)

\[
i_{l}^{3/2}(u) = \left| t_{l}^{3/2}(u) \right| e^{i\delta_{l}^{3/2}(u)}
\]

and the $K_{l4}$ helicity amplitudes according to

\[
i_{A_{l}^{(3/2)}}(u,\cos\theta_{u}) = \sum_{l=0}^{\infty} P_{l}(\cos\theta_{u}) \left( \frac{\lambda_{K\pi}^{1/2}(u)\lambda_{\pi}^{1/2}(u)}{M_{K}^{4}} \right) l a_{l}^{(3/2)}(u),
\]

\[
i_{A_{0}^{(3/2)}}(u,\cos\theta_{u}) = \sum_{l=0}^{\infty} P_{l}(\cos\theta_{u}) \left( \frac{\lambda_{K\pi}^{1/2}(u)\lambda_{\pi}^{1/2}(u)}{M_{K}^{4}} \right) l a_{0,l}^{(3/2)}(u),
\]

(2.68)

\[
i_{A_{2}^{(3/2)}}(u,\cos\theta_{u},\phi_{u}) = iA_{+}^{(3/2)}(u,\cos\theta_{u},\phi_{u}) - iA_{-}^{(3/2)}(u,\cos\theta_{u},\phi_{u})
\]

\[
= \sin\theta_{u}\cos\phi_{u} \sum_{l=1}^{\infty} P_{l}(\cos\theta_{u}) \left( \frac{\lambda_{K\pi}^{1/2}(u)\lambda_{\pi}^{1/2}(u)}{M_{K}^{4}} \right) l^{-1} a_{2,l}^{(3/2)}(u).
\]

Performing the same calculation steps as for the $t$-channel, we find that these partial waves satisfy Watson’s theorem:

\[
\text{Im}\left(a_{i,1}^{(3/2)}(u)\right) = \frac{1}{2l+1} \frac{1}{16\pi} \frac{\lambda_{K\pi}^{1/2}(u)}{u} t_{l}^{3/2+}(u)a_{i,1}^{(3/2)}(u),
\]

(2.69)

\[
a_{i,1}^{(3/2)}(u) = \left| a_{i,1}^{(3/2)}(u) \right| e^{i\delta_{i}^{3/2}(u)},
\]

where $i = t, 0, 2$. 
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2.4.4.2 Partial-Wave Expansion of the Form Factors in the $u$-Channel

The components of the axial vector current matrix element in the $u$-channel $K\pi$ centre-of-mass frame are given by:

$$iA^\mu_{(3/2)}(k, -p_2 \rightarrow L, p_1) = \frac{1}{M_K} \left( \frac{M_K^2 - s_t}{2\sqrt{u}} F - \frac{M_K^2 - 2M_\pi^2 - 2u + s_t}{2\sqrt{u}} G + \frac{u + s_t - M_\pi^2}{2\sqrt{u}} R, \right.$$

$$\frac{\lambda_{K\pi}^{1/2}(u)}{2\sqrt{u}} (F + G - R) - \frac{\lambda_{K\pi}^{1/2}(u)}{2\sqrt{u}} \cos \theta_u (F - G),$$

$$\left. - \frac{\lambda_{K\pi}^{1/2}(u)}{2\sqrt{u}} \sin \theta_u (F - G), \right)$$

$$0 \right),$$

$$iA^\mu_{(1/2)}(qK, q\pi \rightarrow L, p_1) = \frac{1}{M_K} \left( \frac{M_K^2 - s_t}{2\sqrt{u}} F - \frac{M_K^2 - 2M_\pi^2 - 2u + s_t}{2\sqrt{u}} G + \frac{u + s_t - M_\pi^2}{2\sqrt{u}} R, \right.$$

$$\frac{\lambda_{K\pi}^{1/2}(u)}{2\sqrt{u}} (F + G - R) - \frac{\lambda_{K\pi}^{1/2}(u)}{2\sqrt{u}} \cos \theta''_u (F - G),$$

$$\left. - \frac{\lambda_{K\pi}^{1/2}(u)}{2\sqrt{u}} \sin \theta''_u (F - G), \right).$$

The contraction with the polarisation vectors yields (for a generic $\phi_u$):

$$iA^\mu_{(3/2)} = iA^\mu_{(3/2)} \epsilon^\mu_0$$

$$= -\frac{1}{M_K \sqrt{u}} \left( \frac{1}{4u} \left( \lambda_{K\pi}^{1/2}(u)(M_\pi^2 - s_t - u) \cos \theta_u + \lambda_{\ell\pi}^{1/2}(u)(M_K^2 - M_\pi^2 + u) \right) F \right.$$  

$$\left. - \frac{1}{4u} \left( \lambda_{K\pi}^{1/2}(u)(M_\pi^2 - s_t - u) \cos \theta_u + \lambda_{\ell\pi}^{1/2}(u)(M_K^2 - M_\pi^2 - 3u) \right) G \right),$$

$$iA^\mu_{(3/2)} = iA^\mu_{(3/2)} \epsilon^\mu_+ - iA^\mu_{(3/2)} \epsilon^\mu_-$$

$$= \frac{1}{\sqrt{2}M_K} \left( \frac{\lambda_{K\pi}^{1/2}(u)}{\sqrt{u}} \sin \theta_u \cos \phi_u (F - G) \right).$$

Hence, the partial-wave expansion of the form factors is given by

$$F + G + \frac{1}{2u} \left( M_K^2 - M_\pi^2 - u + (M_\pi^2 - s_t - u) \lambda_{K\pi}^{1/2}(u) \right) \cos \theta_u (F - G)$$

$$= -\frac{2M_K \sqrt{u}}{\lambda_{K\pi}^{1/2}(u)} \sum_{l=0}^{\infty} P_l(\cos \theta_u) \left( \frac{\lambda_{K\pi}^{1/2}(u)\lambda_{\ell\pi}^{1/2}(u)}{M_K^2} \right)^l a_{0,l}^{(3/2)}(u),$$

$$F - G = \frac{M_K \sqrt{u}}{\lambda_{K\pi}^{1/2}(u)} \sum_{l=1}^{\infty} P_l(\cos \theta_u) \left( \frac{\lambda_{K\pi}^{1/2}(u)\lambda_{\ell\pi}^{1/2}(u)}{M_K^2} \right)^{l-1} a_{2,l}^{(3/2)}(u).$$
We write this in the form

\[
F + G = 2 \sum_{l=0}^{\infty} P_l(\cos \theta_u) \left( \frac{\lambda^{1/2}_K(u)\lambda^{1/2}_\pi(u)}{M^2_K} \right)^l f_l^{(3/2)}(u) \\
- \frac{1}{2u} \left( M^2_K - M^2_\pi - u + (M^2_\pi - s_t - u) \frac{\lambda^{1/2}_K(u)}{\lambda^{1/2}_\pi(u)} \cos \theta_u \right) (F - G),
\]

(2.74)

\[
F - G = 2 \sum_{l=1}^{\infty} P'_l(\cos \theta_u) \left( \frac{\lambda^{1/2}_K(u)\lambda^{1/2}_\pi(u)}{M^2_K} \right)^{l-1} g_l^{(3/2)}(u),
\]

or

\[
F = \sum_{l=0}^{\infty} P_l(\cos \theta_u) \left( \frac{\lambda^{1/2}_K(u)\lambda^{1/2}_\pi(u)}{M^2_K} \right)^l f_l^{(3/2)}(u) \\
- \frac{1}{2u} \left( M^2_K - M^2_\pi - u + (M^2_\pi - s_t - u) \frac{\lambda^{1/2}_K(u)}{\lambda^{1/2}_\pi(u)} \cos \theta_u \right) \\
\sum_{l=1}^{\infty} P'_l(\cos \theta_u) \left( \frac{\lambda^{1/2}_K(u)\lambda^{1/2}_\pi(u)}{M^2_K} \right)^{l-1} g_l^{(3/2)}(u),
\]

(2.75)

\[
G = \sum_{l=0}^{\infty} P_l(\cos \theta_u) \left( \frac{\lambda^{1/2}_K(u)\lambda^{1/2}_\pi(u)}{M^2_K} \right)^l f_l^{(3/2)}(u) \\
- \frac{1}{2u} \left( M^2_K - M^2_\pi + u + (M^2_\pi - s_t - u) \frac{\lambda^{1/2}_K(u)}{\lambda^{1/2}_\pi(u)} \cos \theta_u \right) \\
\sum_{l=1}^{\infty} P'_l(\cos \theta_u) \left( \frac{\lambda^{1/2}_K(u)\lambda^{1/2}_\pi(u)}{M^2_K} \right)^{l-1} g_l^{(3/2)}(u),
\]

where the partial waves \( f_l^{(3/2)} \) and \( g_l^{(3/2)} \) satisfy Watson’s theorem in the region \( u > (M_K + M_\pi)^2 \):

\[
f_l^{(3/2)}(u) = \left| f_l^{(3/2)}(u) \right| e^{i\delta_l^{3/2}(u)}, \quad g_l^{(3/2)}(u) = \left| g_l^{(3/2)}(u) \right| e^{i\delta_l^{3/2}(u)}.
\]

(2.76)

### 2.4.5 Projection and Analytic Structure of the Partial Waves

The several partial waves \( f_l^{(I)} \) and \( g_l^{(I)} \) can be calculated by angular projections:

\[
f_l^{(I)}(s) = \left( \frac{M_K^2}{\lambda_K^{1/2}(s)\sigma_\pi(s)} \right)^l \frac{2l+1}{2} \int_{-1}^{1} dz P_l(z) \left( \frac{F^{(I)}(s, z) + \sigma_\pi(s)P_S(s)}{X(s)} \right) G^{(I)}(s, z),
\]

(2.77)

\[
g_l^{(I)}(s) = \left( \frac{M_K^2}{\lambda_K^{1/2}(s)\sigma_\pi(s)} \right)^{l-1} \int_{-1}^{1} dz \frac{P_{l-1}(z) - P_{l+1}(z)}{2} \frac{G^{(I)}(s, z)}{X(s)}
\]

where \( X^{(I)}(s, z) := X^{(I)}(s, t(s, z), u(s, z)) \), \( X \in \{F, G\} \), \( I \in \{0, 1\} \) and

\[
t(s, z) = \frac{1}{2} (\Sigma_0 - s - 2X_\pi z),
\]

\[
u(s, z) = \frac{1}{2} (\Sigma_0 - s + 2X_\pi z).
\]

(2.78)
Hence, we can as well directly use the partial waves of the physical form factors:

\[ f_l(s) = \left( \frac{M_K^4}{\lambda_{K\ell}^{1/2}(s)} \right)^{l+1/2} \frac{2l+1}{2} \int_{-1}^{1} dz P_l(z) \left( F(s, z) + \frac{\sigma_{K}(s)P\ell\ell(s)}{X(s)} zG(s, z) \right), \]

\[ g_l(s) = \left( \frac{M_K^2}{\lambda_{K\ell}^{1/2}(s)} \right)^{l+1/2} \frac{2l+1}{2} \int_{-1}^{1} dz P_{l-1}(z) - P_{l+1}(z) G(s, z), \]

which will still fulfill Watson’s theorem

\[ f_l(s) = |f_l(s)| e^{i\theta_l^{(s)}}, \quad g_l(s) = |g_l(s)| e^{i\theta_l^{(s)}}, \]

where \( l = (l \mod 2) \).

In the crossed channels, the partial wave projections are given by

\[ f_l^{(1/2)}(t) = \left( \frac{M_K^4}{\lambda_{K\ell}^{1/2}(t)} \right)^{l+1/2} \frac{2l+1}{2} \int_{-1}^{1} dz_t P_{l-1}(z_t) - P_{l+1}(z_t) \frac{F^{(1/2)}(t, z_t) + G^{(1/2)}(t, z_t)}{2}, \]

\[ g_l^{(1/2)}(t) = \left( \frac{M_K^2}{\lambda_{K\ell}^{1/2}(t)} \right)^{l+1/2} \int_{-1}^{1} dz_t P_{l-1}(z_t) - P_{l+1}(z_t) \frac{F^{(1/2)}(t, z_t) + G^{(1/2)}(t, z_t)}{2}, \]

\[ f_l^{(3/2)}(u) = \left( \frac{M_K^4}{\lambda_{K\ell}(u)} \right)^{l+1/2} \frac{2l+1}{2} \int_{-1}^{1} dz_u P_{l-1}(z_u) - P_{l+1}(z_u) \frac{F(u, z_u) + G(u, z_u)}{2}, \]

\[ g_l^{(3/2)}(u) = \left( \frac{M_K^2}{\lambda_{K\ell}(u)} \right)^{l+1/2} \int_{-1}^{1} dz_u P_{l-1}(z_u) - P_{l+1}(z_u) \frac{F(u, z_u) + G(u, z_u)}{2}, \]

where \( X^{(I)}(t, z_t) := X^{(I)}(s(t, z_t), t, u(t, z_t)), X^{(I)}(u, z_u) := X^{(I)}(s(u, z_u), t(u, z_u), u), X \in \{ F, G \} \) and

\[ s(t, z_t) = \frac{1}{2} \left( \Sigma_0 - t + \frac{1}{t} \left( z_t \lambda_{K\ell}^{1/2}(t) \lambda_{K\ell}^{1/2}(t) - \Delta_{K\ell} \Delta_{K\ell} \right) \right), \]

\[ u(t, z_t) = \frac{1}{2} \left( \Sigma_0 - t + \frac{1}{t} \left( \lambda_{K\ell}^{1/2}(t) \lambda_{K\ell}^{1/2}(t) - \Delta_{K\ell} \Delta_{K\ell} \right) \right), \]

\[ s(u, z_u) = \frac{1}{2} \left( \Sigma_0 - u + \frac{1}{u} \left( z_u \lambda_{K\ell}^{1/2}(u) \lambda_{K\ell}^{1/2}(u) - \Delta_{K\ell} \Delta_{K\ell} \right) \right), \]

\[ t(u, z_u) = \frac{1}{2} \left( \Sigma_0 - u - \frac{1}{u} \left( z_u \lambda_{K\ell}^{1/2}(u) \lambda_{K\ell}^{1/2}(u) - \Delta_{K\ell} \Delta_{K\ell} \right) \right). \]
The construction of the partial waves has been done in a way that excludes kinematic singularities for $s > 4M_l^2$ and $t, u > (M_K + M_\pi)^2$. There may still be kinematic singularities present below these regions, but they shall not bother us. But also the analytic structure of the partial waves with respect to dynamic singularities is not trivial.

For the $s$-channel partial waves, there is of course the right-hand cut at $s > 4M_l^2$. Further cuts can appear through the angular integration, i.e. at points where the integration contour in the $t$- or $u$-plane touches the crossed channel cuts. If $s$ lies in the physical decay region, the integration path is just a horizontal line from one end of the decay region to the other (see the Mandelstam diagram in figure 2.2). When we continue analytically into the region $(M_K - \sqrt{s})^2 < s < (M_K + \sqrt{s})^2$, the integration path moves into the complex $t$- and $u$-plane and crosses the real Mandelstam plane at $t = u$: the square root of the Källén function $X = \frac{1}{2} \lambda_{Kt}^{1/2}(s)$ is purely imaginary in this region. One has to know which branch of the square root should be taken. The correct sign is found by taking $s$ real and shifting $M_K \rightarrow M_K + i\epsilon$ (see [18]). With this prescription, the Källén function turns counterclockwise around $\lambda_{Kt} = 0$ when $s$ runs from $s < (M_K - \sqrt{s})^2$ to $s > (M_K + \sqrt{s})^2$. The square root of the Källén function therefore takes the following values:

$$
\lambda_{Kt}^{1/2}(s) = \begin{cases} 
+|\lambda_{Kt}^{1/2}(s)| & s < (M_K - \sqrt{s})^2, \\
+i|\lambda_{Kt}^{1/2}(s)| & (M_K - \sqrt{s})^2 < s < (M_K + \sqrt{s})^2, \\
-|\lambda_{Kt}^{1/2}(s)| & (M_K + \sqrt{s})^2 < s. 
\end{cases} 
$$

In the region $s > (M_K + \sqrt{s})^2$, the integration path again lies in the real Mandelstam plane from one to the other end of the scattering region.

As we are away from the $t$- and $u$-channel unitarity cuts at $t, u > (M_K + M_\pi)^2$, this extension of the integration path into the complex $t$- and $u$-plane is the only subtlety that has to be taken into account.

In the region $s < 4M_l^2$, there is a left-hand cut at $s \in (-\infty, 0)$: the integration path extends again in the complex $t$- and $u$-plane in the region $0 < s < 4M_l^2$ (due to the second square root). It diverges at $s = 0$ and returns to the real axis at $s < 0$, but this time it touches the $t$- and $u$-channel unitarity cuts at $t, u > (M_K + M_\pi)^2$ which produces the left-hand cut of the $s$-channel partial waves.

This left-hand cut can be most easily found by looking at the end-points of the integration paths: solving the equation

$$
t_\pm = u_\mp = \frac{1}{2} (\Sigma_0 - s \mp 2X(s)\sigma_\pi(s))
$$

for $t_\pm > (M_K + M_\pi)^2$ gives the left-hand cut $s \in (-\infty, 0)$.

Let us consider the crossed $t$-channel (the situation in the $u$-channel is analogous). We have defined the partial-wave expansion in the scattering region $t > (M_K + M_\pi)^2$. Therefore, we also define the square root branches of the Källén functions $\lambda_{Kt}^{1/2}$ and $\lambda_{Ku}^{1/2}$ in this region. The sign of the square root branch can be absorbed into the definition of the partial waves.

The right-hand $t$-channel unitarity cut at $t > (M_K + M_\pi)^2$ also shows up in the partial waves. A second possibility for singularities in the $t$-channel partial waves arises when the integration path touches the $s$- or $u$-channel unitarity cuts. For $t > (M_K + M_\pi)^2$, the integration path lies on the negative real axis of the $s$- and $u$-planes (this can be seen in the Mandelstam diagram in figure 2.2). In the region $(M_K - M_\pi)^2 < t < (M_K + M_\pi)^2$, the integration path extends into the complex $s$- and $u$-plane. For the value of $t$ fulfilling $\frac{1}{4} (\Sigma_0 - t - \frac{1}{4} \Delta K_\pi \Delta K_\pi) = 4M_l^2$, the integration path in the $s$-plane touches the $s$-channel branch cut. From this point on towards smaller values of $t$, the integration path has to be deformed in the $s$-plane. Since the $u$-channel cut appears only at $u > (M_K + M_\pi)^2$, such a deformation is not needed in the $u$-plane. At $t = (M_K - M_\pi)^2$, the integration path in the $s$-plane has then the shape of a horseshoe wrapped around the $s$-channel cut. For even smaller values of $t$, the path unwraps itself in a continuous way, such that for $t < \frac{1}{4} (M_K^2 - 2M_l^2 + s_l)$, the integration path lies completely on the upper side of the $s$-channel cut.
The cut structure in the $t$-channel partial wave is rather complicated, at least for $s_\ell > 0$: The left-hand cuts can be found by solving the equations

$$
\begin{align*}
 s_\pm &= \frac{1}{2} \left( \Sigma_0 - t + \frac{1}{t} \left( \pm \lambda_{K\pi}^{1/2}(t) \lambda_{\pi\pi}^{1/2}(t) - \Delta_{K\pi} \Delta_{\pi\pi} \right) \right), \\
 u_\pm &= \frac{1}{2} \left( \Sigma_0 - t - \frac{1}{t} \left( \pm \lambda_{K\pi}^{1/2}(t) \lambda_{\pi\pi}^{1/2}(t) - \Delta_{K\pi} \Delta_{\pi\pi} \right) \right),
\end{align*}
$$

(2.86)

for $s_\pm > 4M^2$ and $u_\pm > (M_K + M_\pi)^2$. While the second equation results in a cut along the real axis, the first equation produces an egg-shaped cut structure in the complex $t$-plane with $\text{Re}(t) < (M_K - M_\pi)^2$, shown in figure 2.3. The exact shape depends on the value of $s_\ell$.

**Figure 2.3:** The left-hand cut of the $t$-channel partial waves ($s_\ell = 0.3M^2$).

### 2.4.6 Simplifications for $s_\ell \to 0$

In the experiment, a dependence on $s_\ell$ has been observed only in the first partial wave of the form factor $F$ [6, 9]. If we neglect this dependence on $s_\ell$ and assume that $s_\ell = 0$, the treatment can be significantly simplified.

- The square root of the Källén function simplifies to

$$
\lim_{s_\ell \to 0} \lambda_{K\ell}^{1/2}(s) = M_K^2 - s,
$$

the square root branch cut disappears. Hence, the integration path for the angular integrals in the $s$-channel always lies on the real axis.

- The left-hand cut structure of $t$- and $u$-channel partial waves simplifies to a straight line along the real axis. The egg-shaped branch cuts disappear in the limit $s_\ell \to 0$. 
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2.4. **UNITARITY AND PARTIAL-WAVE EXPANSION**

- From (2.48), we see that the quantity

\[
\lim_{\ell \to 0} F_{1}^{(I)} = \lim_{\ell \to 0} \left( \frac{1}{2} \lambda_{K\ell}^{1/2}(s) F^{(I)} + \frac{1}{2} \frac{(M_{K}^{2} - s - \mu)(u - t)}{\lambda_{K\ell}^{1/2}(s)} G^{(I)} \right) \\
= \frac{M_{K}^{2} - s}{2} F^{(I)} + \frac{u - t}{2} G^{(I)}
\]

(2.87)

has a simple \(s\)-channel partial-wave expansion into Legendre polynomials. If we consider (2.61) in the limit \(s_{\ell} \to 0\), we find that exactly the same linear combination of the form factors \(F^{(1/2)}\) and \(G^{(1/2)}\) has a simple \(t\)-channel partial-wave expansion into Legendre polynomials. The same follows from (2.73) for the \(u\)-channel. In this limit, the form factor \(F_{1}\) can therefore be treated independently from the other form factors. This is the procedure that has been followed in [12–14].

There are several reasons why we abstain here from taking the limit \(s_{\ell} \to 0\), which would result in a substantial simplification of the whole treatment. The experiments provide data on both form factors \(F\) and \(G\). In order to include all the available information, we deal with both form factors at the same time. There is also some data available on the dependence on \(s_{\ell}\), which we include in this treatment. And finally, the matching to \(\chi\)PT becomes much cleaner if it is performed with \(F\) and \(G\) directly, since these are the form factors with the simplest chiral representation.
2.5 Reconstruction Theorem

Since the form factors $F$ and $G$ describe a hadronic four-particle process, they depend on the three Mandelstam variables $s$, $t$ and $u$ and therefore possess a rather complicated analytic structure. However, it is possible to decompose the form factors into a sum of functions that depend only on a single Mandelstam variable, a procedure known under the name of ‘reconstruction theorem’ [19, 20]. Such a decomposition provides a major simplification of the problem and leads to a powerful dispersive description.

2.5.1 Decomposition of the Form Factors

In appendix C, we derive explicitly the decomposition of the form factors $F$ and $G$ into functions of a single Mandelstam variable, using fixed-$s$, fixed-$t$ and fixed-$u$ dispersion relations. We have to assume a certain asymptotic behaviour of the form factors, e.g. for fixed $u$

$$\lim_{|s| \to \infty} \frac{X^u_\pi(s)}{s^n} = \lim_{|t| \to \infty} \frac{X^u_\pi(t)}{t^n} = 0, \quad (2.88)$$

where the Froissart bound [21] suggests $n = 2$. However, we are also interested in the case $n = 3$ in order to meet the asymptotic behaviour of the NNLO $\chi$PT form factors. We therefore write down either a twice- or thrice-subtracted dispersion relation for the form factors. Then, we use the partial-wave expansions derived in the previous section. We neglect the imaginary parts of $D$- and higher waves, an approximation that is violated only at $O(p^8)$ in the chiral power counting. Therefore, the decomposition is valid up to and including $O(p^6)$. It implements the case $s \ell \neq 0$.

The result of the decomposition is the following:

$$F(s, t, u) = M_0(s) + \frac{u - t}{M_K^2} M_1(s)$$

$$+ \frac{2}{3} N_0(t) + \frac{2}{3} \frac{t(s - u) + \Delta K \pi \Delta \pi}{M_K^2} N_1(t) - \frac{2}{3} \frac{\Delta K \pi - 3t}{2 M_K^2} N_1(t)$$

$$+ \frac{1}{3} R_0(t) + \frac{1}{3} \frac{t(s - u) + \Delta K \pi \Delta \pi}{M_K^4} R_1(t) - \frac{1}{3} \frac{\Delta K \pi - 3t}{2 M_K^2} R_1(t)$$

$$+ R_0(u) + \frac{u(s - t) + \Delta K \pi \Delta \pi}{M_K^2} R_1(u) - \frac{\Delta K \pi - 3u}{2 M_K^2} R_1(u)$$

$$+ O(p^8), \quad (2.89)$$

$$G(s, t, u) = \tilde{M}_1(s)$$

$$- \frac{2}{3} N_0(t) - \frac{2}{3} \frac{t(s - u) + \Delta K \pi \Delta \pi}{M_K^2} N_1(t) + \frac{2}{3} \frac{\Delta K \pi + t}{2 M_K^2} \tilde{N}_1(t)$$

$$- \frac{1}{3} R_0(t) - \frac{1}{3} \frac{t(s - u) + \Delta K \pi \Delta \pi}{M_K^4} \tilde{R}_1(t) + \frac{1}{3} \frac{\Delta K \pi + t}{2 M_K^2} \tilde{R}_1(t)$$

$$+ R_0(u) + \frac{u(s - t) + \Delta K \pi \Delta \pi}{M_K^2} \tilde{R}_1(u) - \frac{\Delta K \pi + u}{2 M_K^2} \tilde{R}_1(u)$$

$$+ O(p^8). \quad (2.89)$$
In the case $n = 2$, the various functions of one variable are given by

\[
M_0(s) = m_0^0 + m_1^0 s \frac{s}{2 M_K^2} + \frac{s^2}{2} \int_{s_0}^\infty \frac{\text{Im} f_0(s')}{(s' - s - i\epsilon)s'^2} ds',
\]

\[
M_1(s) = m_0^1 + m_1^1 s \frac{s}{2 M_K^2} + \frac{s^2}{2} \int_{s_0}^\infty \frac{\text{Im} f_1(s')}{(s' - s - i\epsilon)s'^2} ds',
\]

\[
\tilde{M}_1(s) = \tilde{m}_0^1 + \tilde{m}_1^1 s \frac{s}{2 M_K^2} + \frac{s^2}{2} \int_{s_0}^\infty \frac{\text{Im} \tilde{g}_1(s')}{(s' - s - i\epsilon)s'^2} ds',
\]

\[
N_0(t) = n_0^1 \frac{t}{M_K^2} + \frac{t^2}{M_K^2} \int_{t_0}^\infty \frac{\text{Im} f_0^{(1/2)}(t')}{(t' - t - i\epsilon)t'^2} dt',
\]

\[
N_1(t) = n_1^1 \frac{t}{M_K^2} + \frac{t^2}{M_K^2} \int_{t_0}^\infty \frac{\text{Im} f_1^{(1/2)}(t')}{(t' - t - i\epsilon)t'^2} dt',
\]

\[
\tilde{N}_1(t) = \tilde{n}_1^1 \frac{t}{M_K^2} + \frac{t^2}{M_K^2} \int_{t_0}^\infty \frac{\text{Im} \tilde{g}_1^{(1/2)}(t')}{(t' - t - i\epsilon)t'^2} dt',
\]

\[
R_0(t) = \frac{t^3}{2} \int_{t_0}^\infty \frac{\text{Im} f_0^{(3/2)}(t')}{(t' - t - i\epsilon)t'^3} dt',
\]

\[
R_1(t) = \frac{t^3}{2} \int_{t_0}^\infty \frac{\text{Im} f_1^{(3/2)}(t')}{(t' - t - i\epsilon)t'^3} dt',
\]

\[
\tilde{R}_1(t) = \frac{t^3}{2} \int_{t_0}^\infty \frac{\text{Im} \tilde{g}_1^{(3/2)}(t')}{(t' - t - i\epsilon)t'^3} dt'.
\]

while for $n = 3$, the functions of one variable are

\[
M_0(s) = m_0^0 + m_1^0 s \frac{s}{2 M_K^2} + m_2^0 s^2 \frac{s^2}{2 M_K^2} + \frac{s^3}{2} \int_{s_0}^\infty \frac{\text{Im} f_0(s')}{(s' - s - i\epsilon)s'^3} ds',
\]

\[
M_1(s) = m_0^1 + m_1^1 s \frac{s}{2 M_K^2} + m_2^1 s^2 \frac{s^2}{2 M_K^2} + \frac{s^3}{2} \int_{s_0}^\infty \frac{\text{Im} f_1(s')}{(s' - s - i\epsilon)s'^3} ds',
\]

\[
\tilde{M}_1(s) = \tilde{m}_0^1 + \tilde{m}_1^1 s \frac{s}{2 M_K^2} + \tilde{m}_2^1 s^2 \frac{s^2}{2 M_K^2} + \frac{s^3}{2} \int_{s_0}^\infty \frac{\text{Im} \tilde{g}_1(s')}{(s' - s - i\epsilon)s'^3} ds',
\]

\[
N_0(t) = n_0^1 \frac{t}{M_K^2} + \frac{t^2}{M_K^2} \int_{t_0}^\infty \frac{\text{Im} f_0^{(1/2)}(t')}{(t' - t - i\epsilon)t'^2} dt',
\]

\[
N_1(t) = n_1^1 \frac{t}{M_K^2} + \frac{t^2}{M_K^2} \int_{t_0}^\infty \frac{\text{Im} f_1^{(1/2)}(t')}{(t' - t - i\epsilon)t'^2} dt',
\]

\[
\tilde{N}_1(t) = \tilde{n}_1^1 \frac{t}{M_K^2} + \frac{t^2}{M_K^2} \int_{t_0}^\infty \frac{\text{Im} \tilde{g}_1^{(1/2)}(t')}{(t' - t - i\epsilon)t'^2} dt',
\]

\[
R_0(t) = \frac{t^3}{2} \int_{t_0}^\infty \frac{\text{Im} f_0^{(3/2)}(t')}{(t' - t - i\epsilon)t'^3} dt',
\]

\[
R_1(t) = \frac{t^3}{2} \int_{t_0}^\infty \frac{\text{Im} f_1^{(3/2)}(t')}{(t' - t - i\epsilon)t'^3} dt',
\]

\[
\tilde{R}_1(t) = \frac{t^3}{2} \int_{t_0}^\infty \frac{\text{Im} \tilde{g}_1^{(3/2)}(t')}{(t' - t - i\epsilon)t'^3} dt' + \Delta t_{\pi} + (\Delta t_{\pi} + t') \frac{M_K^4}{2 t' \lambda_{\pi}} g_1^{(1/2)}(t') dt',
\]

while for $n = 3$, the functions of one variable are

\[
M_0(s) = m_0^0 + m_1^0 s \frac{s}{2 M_K^2} + m_2^0 s^2 \frac{s^2}{2 M_K^2} + m_3^0 s^3 \frac{s^3}{2 M_K^2} + \frac{s^4}{2} \int_{s_0}^\infty \frac{\text{Im} f_0(s')}{(s' - s - i\epsilon)s'^4} ds',
\]

\[
M_1(s) = m_0^1 + m_1^1 s \frac{s}{2 M_K^2} + m_2^1 s^2 \frac{s^2}{2 M_K^2} + m_3^1 s^3 \frac{s^3}{2 M_K^2} + \frac{s^4}{2} \int_{s_0}^\infty \frac{\text{Im} f_1(s')}{(s' - s - i\epsilon)s'^4} ds',
\]

\[
\tilde{M}_1(s) = \tilde{m}_0^1 + \tilde{m}_1^1 s \frac{s}{2 M_K^2} + \tilde{m}_2^1 s^2 \frac{s^2}{2 M_K^2} + \tilde{m}_3^1 s^3 \frac{s^3}{2 M_K^2} + \frac{s^4}{2} \int_{s_0}^\infty \frac{\text{Im} \tilde{g}_1(s')}{(s' - s - i\epsilon)s'^4} ds',
\]

\[
N_0(t) = n_0^1 \frac{t}{M_K^2} + \frac{t^2}{M_K^2} \int_{t_0}^\infty \frac{\text{Im} f_0^{(1/2)}(t')}{(t' - t - i\epsilon)t'^3} dt',
\]

\[
N_1(t) = n_1^1 \frac{t}{M_K^2} + \frac{t^2}{M_K^2} \int_{t_0}^\infty \frac{\text{Im} f_1^{(1/2)}(t')}{(t' - t - i\epsilon)t'^3} dt',
\]

\[
\tilde{N}_1(t) = \tilde{n}_1^1 \frac{t}{M_K^2} + \frac{t^2}{M_K^2} \int_{t_0}^\infty \frac{\text{Im} \tilde{g}_1^{(1/2)}(t')}{(t' - t - i\epsilon)t'^3} dt',
\]

\[
R_0(t) = \frac{t^3}{2} \int_{t_0}^\infty \frac{\text{Im} f_0^{(3/2)}(t')}{(t' - t - i\epsilon)t'^4} dt',
\]

\[
R_1(t) = \frac{t^3}{2} \int_{t_0}^\infty \frac{\text{Im} f_1^{(3/2)}(t')}{(t' - t - i\epsilon)t'^4} dt',
\]

\[
\tilde{R}_1(t) = \frac{t^3}{2} \int_{t_0}^\infty \frac{\text{Im} \tilde{g}_1^{(3/2)}(t')}{(t' - t - i\epsilon)t'^4} dt' + \Delta t_{\pi} + (\Delta t_{\pi} + t') \frac{M_K^4}{2 t' \lambda_{\pi}} g_1^{(3/2)}(t') dt',
\]

Actually, since the $P$-wave of isospin $I = 3/2$ $K\pi$ scattering is real at $O(p^6)$, so are the partial waves $f_1^{(3/2)}$ and $g_1^{(3/2)}$. Hence, the functions $R_1(t)$ and $\tilde{R}_1(t)$ could be dropped altogether in the decomposition. The phase $\delta_1^{3/2}$ is also phenomenologically tiny.
2.5.2 Ambiguity of the Decomposition

We have decomposed the form factors $F$ and $G$ into functions of one variable $M_0(s)$, ... However, while the form factors are observable quantities, these functions are not. It is possible to redefine the functions $M_0(s)$, ... without changing the form factors and hence without changing the physics.

Therefore, let us study this ambiguity of the decomposition of the form factors. We require the form factors to be invariant under a change of the functions of one variable:

$$M_0(s) \mapsto M_0(s) + \delta M_0(s),$$

$$M_1(s) \mapsto M_1(s) + \delta M_1(s),$$

..., (2.92)

which we call ‘gauge transformation’. The shifts have to satisfy

$$0 = \delta M_0(s) + \frac{u - t}{M_K^2} \delta M_1(s)$$

$$+ \frac{2}{3} \delta N_0(t) + 2 t(s - u) + \Delta_{K\pi\pi} \Delta_{t\pi} \delta N_1(t) - \frac{2}{3} \frac{\Delta_{K\pi\pi} - 3t}{2M_K^2} \delta \tilde{N}_1(t),$$

$$+ \frac{1}{3} \delta R_0(t) + 2 t(s - u) + \Delta_{K\pi\pi} \Delta_{t\pi} \delta R_1(t) - \frac{1}{3} \frac{\Delta_{K\pi\pi} - 3t}{2M_K^2} \delta \tilde{R}_1(t),$$

$$+ \delta R_0(u) + \frac{u(s - t) + \Delta_{K\pi\pi} \Delta_{t\pi}}{M_K^2} \delta R_1(u) - \frac{\Delta_{K\pi\pi} + u}{2M_K^2} \delta \tilde{R}_1(u).$$

(2.93)

The solution to these equations is found in the following way: we substitute one of the three kinematic variables by means of $s + t + u = \Sigma_0$. Then, we take the derivative with respect to one of the two remaining variables and substitute back $\Sigma_0 = s + t + u$. After four or five such differentiations, one gets differential equations for single functions $\delta M_0, \ldots$ with the following solution:

$$\delta M_0(s) = c_0^{M_0} + c_1^{M_0} s + c_2^{M_0} s^2,$$

$$\delta M_1(s) = c_0^{M_1} + c_1^{M_1} s + c_2^{M_1} s^2,$$

$$\delta \tilde{M}_1(s) = c_0^{\tilde{M}_1} + c_1^{\tilde{M}_1} s + c_2^{\tilde{M}_1} s^2 + c_3^{\tilde{M}_1} s^3,$$

$$\delta N_0(t) = c_0^{N_0} t^{t - 1} + c_0^{N_0} t + c_2^{N_0} t^2,$$

$$\delta N_1(t) = c_0^{N_1} t^{t - 1} + c_1^{N_1} t + c_2^{N_1} t^2,$$

$$\delta \tilde{N}_1(t) = c_0^{\tilde{N}_1} t^{t - 1} + c_1^{\tilde{N}_1} t + c_2^{\tilde{N}_1} t^2,$$

$$\delta R_0(t) = c_0^{R_0} t^{t - 1} + c_0^{R_0} t + c_2^{R_0} t^2,$$

$$\delta R_1(t) = c_0^{R_1} t^{t - 1} + c_1^{R_1} t + c_2^{R_1} t^2,$$

$$\delta \tilde{R}_1(t) = c_0^{\tilde{R}_1} t^{t - 1} + c_0^{\tilde{R}_1} t + c_2^{\tilde{R}_1} t^2.$$ (2.95)

Inserting these solutions into the various differential equations results in algebraic equations for the diverse coefficients. In the end, there remain 13 independent parameters. In complete generality,
we therefore have a gauge freedom of 13 parameters in the decomposition (2.89). The gauge can be fixed by imposing constraints on the Taylor expansion or the asymptotic behaviour of the functions \( M_0(s) \), ….

First, let us restrict the gauge freedom by imposing the same vanishing Taylor coefficients as in (2.90), i.e. we exclude all the pole terms, the constants in \( N_0, N_1, R_0, \tilde{R}_1 \) and even a linear term in \( R_0 \). Then, we further demand that asymptotically the functions behave at most as in (2.91), i.e. like \( M_1(s) = \mathcal{O}(s) \), \( M_1(s) = \mathcal{O}(s^2) \), \( N_1(t) = \mathcal{O}(1) \), \( N_1(t) = \mathcal{O}(t) \), \( R_1(t) = \mathcal{O}(t) \) and \( \tilde{R}_1(t) = \mathcal{O}(t) \). After imposing these constraints, we are left with a restricted gauge freedom of 3 parameters, which we call \( C_{R_0}, A_{R_1} \) and \( B_{\tilde{R}_1} \):

\[
\delta M_0(s) = \left( 2A_{R_1} - B_{\tilde{R}_1} + 2C_{R_0} \right) \frac{(\Sigma_0 - s)^2 - \Delta_{K\pi} \Delta_{\ell\pi}}{2M_K^2},
\]

\[
\delta M_1(s) = - \left( A_{R_1} + B_{\tilde{R}_1} + 2C_{R_0} \right) \frac{\Sigma_0}{M_K^2} + B_{\tilde{R}_1} \frac{\Delta_{K\pi}}{2M_K^2} + \left( B_{\tilde{R}_1} + 2C_{R_0} \right) \frac{s}{M_K^2},
\]

\[
\delta M_1(s) = \left( \left( B_{\tilde{R}_1} - 2C_{R_0} \right) \Sigma_0^2 - \left( 2A_{R_1} + B_{\tilde{R}_1} - 2C_{R_0} \right) \Delta_{K\pi} \Delta_{\ell\pi} + B_{\tilde{R}_1} \Sigma_0 \Delta_{K\pi} \right) \frac{1}{2M_K^2}
\]

\[
- \left( B_{\tilde{R}_1} \Delta_{K\pi} + \left( A_{R_1} + B_{\tilde{R}_1} - 2C_{R_0} \right) 2\Sigma_0 \right) \frac{s}{2M_K^2} + \left( 2A_{R_1} + B_{\tilde{R}_1} - 2C_{R_0} \right) \frac{s^2}{2M_K^2},
\]

\[
\delta N_0(t) = - \left( 2A_{R_1} - B_{\tilde{R}_1} + 2C_{R_0} \right) \frac{3t(\Delta_{K\pi} + 2\Sigma_0)}{8M_K^4} + \left( 6A_{R_1} - 3B_{\tilde{R}_1} - 10C_{R_0} \right) \frac{t^2}{8M_K^4},
\]

\[
\delta N_1(t) = - \frac{1}{4} \left( 2A_{R_1} + 3B_{\tilde{R}_1} - 6C_{R_0} \right),
\]

\[
\delta \tilde{N}_1(t) = - \left( 6A_{R_1} + 5B_{\tilde{R}_1} - 6C_{R_0} \right) \frac{t}{4M_K^2},
\]

\[
\delta R_0(t) = C_{R_0} \frac{t^2}{M_K^2},
\]

\[
\delta R_1(t) = A_{R_1},
\]

\[
\delta \tilde{R}_1(t) = B_{\tilde{R}_1} \frac{t}{M_K^2}.
\]

In order to fix the gauge completely, we have to impose further conditions. We will use two different gauges. The first one corresponds to the case of an asymptotic behaviour that needs \( n = 2 \) subtractions. It is most suitable for our numerical dispersive representation of the form factors and for the NLO chiral result. In this case, the asymptotic behaviour excludes quadratic terms in \( \delta M_0(s) \) and \( \delta M_1(s) \) or a linear term in \( \delta M_1(s) \). Hence, in the representation (2.90), the gauge is completely fixed.

The chiral representation, being an expansion in the masses and momenta, does not necessarily reproduce the correct asymptotic behaviour. The \( \mathcal{O}(p^6) \) chiral expressions show an asymptotic behaviour that needs \( n = 3 \) subtractions. In this case, one has to fix the gauge rather with the Taylor coefficients, e.g. by excluding a quadratic term in \( R_0 \), a constant term in \( R_1 \) and a linear term in \( \tilde{R}_1 \). Therefore, also in the representation (2.91), the gauge is completely fixed.

Note that the second representation (2.91) makes less restrictive assumptions about the asymptotic behaviour. Therefore, the first representation (2.90) is a special case of the second (2.91). One can easily switch from the first to the second representation with the help of the gauge transformation (2.96). In this case, the additional subtraction constants will be given by sum rules.
2.5.3 Simplifications for \( s_{\ell} \to 0 \)

As a test of the decomposition, let us study the linear combination

\[
F_1(s, t, u) = \frac{1}{2}(M_K^2 - s)F(s, t, u) + \frac{1}{2}(u - t)G(s, t, u)
\]

in the limit \( s_{\ell} \to 0 \). We neglect the contribution of the isospin 3/2 \( P \)-wave:

\[
\lim_{s_{\ell} \to 0} F_1(s, t, u) = \lim_{s_{\ell} \to 0} \left( \frac{M_K^2 - s}{2} F(s, t, u) + \frac{u - t}{2} G(s, t, u) \right) = M_K^2 F_0(s, t, u) + \frac{u - t}{2} G(s, t, u).
\]

By identifying

\[
M_{F_0}(s) = \frac{M_K^2 - s}{2} M_0(s),
\]
\[
M_{F_1}(s) = \frac{1}{2} \left( \frac{M_K^2 - s}{M_K^2} M_1(s) + \tilde{M}_1(s) \right),
\]
\[
N_{F_0}(t) = (t - M_Z^2)N_0(t),
\]
\[
R_{F_0}(t) = (t - M_Z^2)R_0(t),
\]
\[
N_{F_1}(t) = \frac{t - M_Z^2}{M_K^2} N_1(t) - \frac{1}{2M_K^2} \tilde{N}_1(t),
\]

we recover the decomposition of the form factor \( F_1 \) used in [12–14]. We further note that the imaginary parts of the functions of one variable in this decomposition are given by

\[
\text{Im} M_{F_0}^i(s) = \frac{M_K^2 - s}{2} \text{Im} f_0(s),
\]
\[
\text{Im} M_{F_1}^i(s) = \frac{M_K^2 - s}{2M_K^2} \text{Im} f_1(s),
\]
\[
\text{Im} N_{F_0}^i(t) = (t - M_Z^2) \text{Im} f_0^{(1/2)}(t),
\]
\[
\text{Im} N_{F_1}^i(t) = \frac{t - M_Z^2}{M_K^2} \text{Im} f_1^{(1/2)}(t),
\]

and repeat the observation of section 2.4.6 that in the limit \( s_{\ell} \to 0 \), these partial waves are given by projections of \( F_1 \) in all three channels. Hence, the form factor \( F_1 \) decouples in this limit and can be treated independently in the above decomposition.
2.6 Integral Equations

2.6.1 Omnès Representation

The decomposition of the form factors (2.89) signifies a major simplification, since we only have to deal with functions of a single Mandelstam variable. These functions (2.90, 2.91) are constructed in such a way that they only contain the right-hand cut of the corresponding partial wave. Their imaginary part on the upper rim of their cut is given by

\[
\begin{align*}
\text{Im}M_0(s) &= \text{Im}f_0(s), \\
\text{Im}M_1(s) &= \text{Im} \left( f_1(s) - \frac{2PL(s)M_K^2}{\lambda_{Kr}(s)} g_1(s) \right), \\
\text{Im}\tilde{M}_1(s) &= \text{Im}g_1(s), \\
\text{Im}N_0(t) &= \text{Im}f_0^{(1/2)}(t), \\
\text{Im}N_1(t) &= \text{Im} \left( f_1^{(1/2)}(t) + \frac{(\Delta t\pi + t)M_K^4}{2t\lambda_{\pi t}(t)} g_1^{(1/2)}(t) \right), \\
\text{Im}\tilde{N}_1(t) &= \text{Im} \left( \frac{M_K^2}{t} g_1^{(1/2)}(t) \right), \\
\text{Im}R_0(t) &= \text{Im}f_0^{(3/2)}(t), \\
\text{Im}R_1(t) &= \text{Im} \left( f_1^{(3/2)}(t) + \frac{(\Delta t\pi + t)M_K^4}{2t\lambda_{\pi t}(t)} g_1^{(3/2)}(t) \right), \\
\text{Im}\tilde{R}_1(t) &= \text{Im} \left( \frac{M_K^2}{t} g_1^{(3/2)}(t) \right).
\end{align*}
\]

Therefore, we can write

\[
\begin{align*}
M_0(s) + \tilde{M}_0(s) &= f_0(s), \\
M_1(s) + \tilde{M}_1(s) &= f_1(s) - \frac{2PL(s)M_K^2}{\lambda_{Kr}(s)} g_1(s), \\
\tilde{M}_1(s) &= g_1(s), \\
N_0(t) + \tilde{N}_0(t) &= f_0^{(1/2)}(t), \\
N_1(t) + \tilde{N}_1(t) &= f_1^{(1/2)}(t) + \frac{(\Delta t\pi + t)M_K^4}{2t\lambda_{\pi t}(t)} g_1^{(1/2)}(t), \\
\tilde{N}_1(t) &= \frac{M_K^2}{t} g_1^{(1/2)}(t), \\
R_0(t) + R_0(t) &= f_0^{(3/2)}(t), \\
R_1(t) + \tilde{R}_1(t) &= f_1^{(3/2)}(t) + \frac{(\Delta t\pi + t)M_K^4}{2t\lambda_{\pi t}(t)} g_1^{(3/2)}(t), \\
\tilde{R}_1(t) &= \frac{M_K^2}{t} g_1^{(3/2)}(t),
\end{align*}
\]

where the ‘hat functions’ \( \tilde{M}_0(s) \), \( \ldots \) are real on the cut: indeed, they do not possess a right-hand cut, but contain the (possibly complicated) left-hand cut structure of the partial waves (see section 2.4.5). Writing \( \text{Im}f_0(s) = f_0(s)e^{-i\theta_0(s)} \sin \delta_0^0(s) \), \( \ldots \) leads directly to the following
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equations:
\[
\begin{align*}
\text{Im}M_0(s) &= (M_0(s) + \tilde{M}_0(s))e^{-i\delta_0(s)}\sin\delta_0(s), \\
\text{Im}M_1(s) &= (M_1(s) + \tilde{M}_1(s))e^{-i\delta_1(s)}\sin\delta_1(s), \\
\text{Im}\tilde{M}_1(s) &= (\tilde{M}_1(s) + \tilde{M}_1(s))e^{-i\delta_1(s)}\sin\delta_1(s), \\
\text{Im}N_0(t) &= (N_0(t) + \tilde{N}_0(t))e^{-i\delta_0(t/2)}\sin\delta_0(t/2), \\
\text{Im}N_1(t) &= (N_1(t) + \tilde{N}_1(t))e^{-i\delta_1(t/2)}\sin\delta_1(t/2), \\
\text{Im}\tilde{N}_1(t) &= (\tilde{N}_1(t) + \tilde{N}_1(t))e^{-i\delta_1(t/2)}\sin\delta_1(t/2), \\
\text{Im}R_0(t) &= (R_0(t) + \tilde{R}_0(t))e^{-i\delta_0(t/2)}\sin\delta_0(t/2), \\
\text{Im}\tilde{R}_1(t) &= (\tilde{R}_1(t) + \tilde{R}_1(t))e^{-i\delta_1(t/2)}\sin\delta_1(t/2), \\
\text{Im}\tilde{R}_1(t) &= (\tilde{R}_1(t) + \tilde{R}_1(t))e^{-i\delta_1(t/2)}\sin\delta_1(t/2),
\end{align*}
\]

where, below some inelastic threshold, the phases $\delta_i$ agree with the elastic $\pi\pi$- or $K\pi$-scattering phase shifts. Therefore, the functions $M_0, \ldots$ are given by the solution to the inhomogeneous Omnès problem. The minimal number of subtractions appearing in the Omnès representation is determined by the asymptotic behaviour of the functions $M_0, \ldots$ and the phases $\delta_i$.

Let us extend these equations even to the region above inelastic thresholds by replacing $\delta \mapsto \omega$,
\[
\begin{align*}
\text{Im}M_0(s) &= (M_0(s) + \tilde{M}_0(s))e^{-i\omega_0(s)}\sin\omega_0(s), \\
\ldots,
\end{align*}
\]

where $\omega_i(s) = \delta_i(s) + \eta_i(s)$ and $\eta_i(s) = 0$ below the inelastic threshold $s = \Lambda^2$.

We define the usual once-subtracted Omnès function
\[
\Omega(s) := \exp\left(\frac{i}{\pi} \int_{s_0}^{s} \frac{\delta(s')}{(s' - s - i\epsilon)s'} ds'\right).
\]

If the asymptotic behaviour of the phase is $\lim_{s \to \infty} \delta(s) = m\pi$, the Omnès function behaves asymptotically as $O(s^{-m})$. Provided that the function $M(s)$ behaves asymptotically as $O(s^k)$, we can write a dispersion relation for $M/\Omega$ that leads to a modified Omnès solution
\[
M(s) = \Omega(s) \left\{ \begin{array}{l}
P_{n-1}(s) + \frac{s^n}{\pi} \int_{s_0}^{\Lambda^2} \frac{\tilde{M}(s')}{\Omega(s')}(s' - s - i\epsilon)s'^m ds' \\
+ \frac{s^n}{\pi} \int_{\Lambda^2}^{s} \frac{\tilde{M}(s')}{\Omega(s')}(s' - s - i\epsilon)s'^m ds' \\
+ \frac{s^n}{\pi} \int_{\Lambda^2}^{s} \frac{(\tilde{M}(s') + \text{Re}M(s'))\sin\eta(s')}{\Omega(s')}(s' - s - i\epsilon)s'^m ds'
\end{array} \right\},
\]

where the order of the subtraction polynomial is $n = -1 = k + m$.

Actually, we do not know the phase $\delta$ at high energies. Inelasticities due to multi-Goldstone boson intermediate states, i.e. more than two Goldstone bosons, appear only at $O(p^8)$ [19], hence the most important inelastic contribution would certainly be a $KK$ intermediate state in the $s$-channel. This could be included by using experimental input on $\eta$ up to $s \approx (1.4\text{GeV})^2$.

We could make a Taylor expansion of the inelasticity integral and neglect terms that only contribute at $O(p^8)$ to the form factors by applying the power counting $\frac{s}{\Lambda^2} \sim p^2$. This would introduce quite a lot of unknown Taylor coefficients. Here, we follow another strategy: we set $\eta = 0$ and assign a large error to the phases $\delta$ at high energies. We assume further that $\delta$ reaches a multiple of $\pi$ above a certain $s = \Lambda^2$. The two high-energy integrals in (2.106) drop in this case.
Assuming that the phases behave asymptotically like $\delta_0^0 \to \pi$, $\delta_1^1 \to \pi$ and all other $\delta_1^n \to 0$, we find the following solution for the case of $n = 2$ subtractions:

\[
M_0(s) = \Omega_0^0(s) \left\{ a^{M_0} + b^{M_0} \frac{s}{M_K^2} + c^{M_0} \frac{s^2}{M_K^4} + \frac{s^3}{\pi} \int_{s_0}^{\Lambda^2} \frac{\hat{M}_0(s') \sin \delta_0^0(s')}{|\Omega_0^0(s')|(s' - s - i\epsilon)s'^2} ds' \right\},
\]

\[
M_1(s) = \Omega_1^1(s) \left\{ a^{M_1} + b^{M_1} \frac{s}{M_K^2} + \frac{s^2}{\pi} \int_{s_0}^{\Lambda^2} \frac{\hat{M}_1(s') \sin \delta_1^1(s')}{|\Omega_1^1(s')|(s' - s - i\epsilon)s'^2} ds' \right\},
\]

\[
\tilde{M}_1(s) = \Omega_1^1(s) \left\{ a^{\tilde{M}_1} + b^{\tilde{M}_1} \frac{s}{M_K^2} + c^{\tilde{M}_1} \frac{s^2}{M_K^4} + \frac{s^3}{\pi} \int_{s_0}^{\Lambda^2} \frac{\tilde{M}_1(s') \sin \delta_1^1(s')}{|\Omega_1^1(s')|(s' - s - i\epsilon)s'^2} ds' \right\},
\]

\[
N_0(t) = \Omega_0^{1/2}(t) \left\{ \frac{t}{M_K} + \frac{t^2}{\pi} \int_{t_0}^{\Lambda^2} \frac{\tilde{N}_0(t') \sin \delta_0^{1/2}(t')}{|\Omega_0^{1/2}(t')|(t' - t - i\epsilon)t'^2} dt' \right\},
\]

\[
N_1(t) = \Omega_1^{1/2}(t) \left\{ \frac{1}{\pi} \int_{t_0}^{\Lambda^2} \frac{\tilde{N}_1(t') \sin \delta_1^{1/2}(t')}{|\Omega_1^{1/2}(t')|(t' - t - i\epsilon)t'^2} dt' \right\},
\]

\[
\tilde{N}_1(t) = \Omega_1^{1/2}(t) \left\{ \frac{t}{\pi} \int_{t_0}^{\Lambda^2} \frac{\tilde{N}_1(t') \sin \delta_1^{1/2}(t')}{|\Omega_1^{1/2}(t')|(t' - t - i\epsilon)t'^2} dt' \right\},
\]

\[
R_0(t) = \Omega_0^{3/2}(t) \left\{ \frac{t^2}{\pi} \int_{t_0}^{\Lambda^2} \frac{\tilde{R}_0(t') \sin \delta_0^{3/2}(t')}{|\Omega_0^{3/2}(t')|(t' - t - i\epsilon)t'^2} dt' \right\},
\]

\[
R_1(t) = \Omega_1^{3/2}(t) \left\{ \frac{1}{\pi} \int_{t_0}^{\Lambda^2} \frac{\tilde{R}_1(t') \sin \delta_1^{3/2}(t')}{|\Omega_1^{3/2}(t')|(t' - t - i\epsilon)t'^2} dt' \right\},
\]

\[
\tilde{R}_1(t) = \Omega_1^{3/2}(t) \left\{ \frac{t}{\pi} \int_{t_0}^{\Lambda^2} \frac{\tilde{R}_1(t') \sin \delta_1^{3/2}(t')}{|\Omega_1^{3/2}(t')|(t' - t - i\epsilon)t'^2} dt' \right\},
\]

where we have fixed some of the subtraction constants in $N_0$, $\tilde{N}_1$, $R_0$ and $\tilde{R}_1$ to zero by imposing the same Taylor expansion as in the defining equation (2.90).

Note that driving the $K\pi$ phases to 0 is somehow artificial. They are rather supposed to reach $\pi$ at high energies. However, this would introduce three more subtraction constants in our framework. Since the high-energy behaviour of the phases does not have an important influence on our results, we abstain from introducing more subtractions and take these effects into account in the systematic uncertainty.

In the case of $n = 3$ subtractions, six additional subtraction constants appear in the Omnès representation. The conversion of a solution for $n = 2$ into a solution for $n = 3$ requires a gauge transformation in the Omnès representation, as explained in appendix D.1.

### 2.6.2 Hat Functions

The hat functions appearing in the Omnès solution to the functions of one variable (2.107) can be computed through partial-wave projections of the form factors: (2.102) should be understood as the defining equation of the hat functions. One has to compute the partial-wave projections of the decomposed form factors $F$ and $G$ (2.89) and subtract the function of one variable ($M_0$, ...) Finally, one obtains an expression for the hat functions in terms of angular averages of the functions of one variable. The explicit expressions for the hat functions are given in appendix D.2.
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Numerical Solution of the Dispersion Relation

3.1 Iterative Solution of the Dispersion Relation

We have decomposed the form factors into functions of one variable according to (2.89). The nine functions of one variable are given unambiguously by the Omnès solutions (2.107). The hat functions appearing in the dispersive integrals are given by angular integrals of the nine functions of one variable and link these functions together. Therefore, we face a set of coupled integral equations, parametrised by the nine subtraction constants \( a_{M_0}, b_{M_0}, \ldots \). For the numerical solution, we assume an asymptotic behaviour of the form factors that requires only \( n = 2 \) subtractions.

It is important to note that this set of equations is linear in the subtraction constants. Any solution can be written as a linear combination of nine basic solutions.

So far, the invariant squared energy of the dilepton system, \( s_\ell \), has been treated as an external fixed parameter. On the one hand, it appears in the definition of the hat functions. On the other hand, the subtraction constants have an implicit dependence on \( s_\ell \). Let us now turn this dependence into an explicit one by writing the form factors as:

\[
X(s,t,u) = \sum_{i=1}^{9} a_i(s_\ell) X_i(s,t,u),
\]

where \( X \in \{F,G\} \), \( \{a_i\} = \{a^{M_0}, b^{M_0}, \ldots, b^{N_0}\} \) and where \( X_i \) denotes the basic solution with \( a_k = \delta_{ik} \), \( k \in \{1, \ldots, 9\} \). If \( s_\ell \) is allowed to vary, the ‘functions of one variable’ become actually functions of two variables, \( M_0(s,s_\ell) \), \( \ldots \)

The strategy is now as follows. We determine the basic solutions by a numerical iteration of the coupled integral equations. Each basic solution is a function of \( s, t \) and \( u \), where \( s + t + u = \Sigma_0 = M_0^2 + 2M_2^2 + s_\ell \), or equivalently a function of \( s, s_\ell \) and \( \cos \theta \). Since \( s_\ell \) is a fixed external parameter in the integral equations, the iterative solution has to be performed for each value of \( s_\ell \) separately. Once the basic solutions are computed, the subtraction constants (or rather functions) have to be determined by suitable means, such as a fit to data, the soft-pion theorem and \( \chi \)PT input. As the dependence on \( s_\ell \) has been found to be rather weak in experiments, the subtraction functions can be assumed to be a low-order polynomial in \( s_\ell \).

Note that the iterative procedure has to be performed a couple of times: in order to obtain a basic solution, we fix one of the subtraction constants to 1 and all the other to 0. Further, we choose a fixed value of \( s_\ell \). With this setting, we solve the dispersion relation. The procedure has to be repeated for all basic solutions and all values of \( s_\ell \) that we are interested in. With a couple of values for \( s_\ell \), we then obtain the values of the functions \( M_0, \ldots \) on a two-dimensional grid in
the space \((s, s_\ell), (t, s_\ell)\) or \((u, s_\ell)\). This enables us to reconstruct the basic solutions as functions of three variables \(s, t, u\) or equivalently \(s, \nu, s_\ell\).

We use the following strategy for the iterative procedure:

1. set the initial value of the functions \(M_0, \ldots\) to Omnès function \(\times\) subtraction polynomial (the polynomial is in fact either 0 or a simple monomial with coefficient 1 for a particular basic solution);

2. calculate the hat functions \(\hat{M}_0, \ldots\) by means of angular integrals of the functions \(M_0, \ldots\);

3. calculate the new values of the functions \(M_0, \ldots\) as \(\times\) (polynomial + dispersive part), where in the dispersion integral the hat function calculated in step 2 appears;

4. go to step 2 and iterate this procedure until convergence.

It turns out that this iteration converges quickly. After five or six iterations, the relative changes are of the order \(10^{-6}\).

### 3.2 Phase Input

#### 3.2.1 \(\pi\pi\) Phase Shifts

For the pion scattering phase shifts, we use the parametrisation of [22, 23]. The solution depends on 28 parameters that have to be varied. The solution 1 in figure 3.1 shows the central solution for the phase shifts as well as the uncertainties due to the parameters (summed in quadrature).

There are now two aspects that deserve special attention. First, the phase for solution 1 is just taken constant above \(\sqrt{s} \approx 1.5\) GeV. Our derivation of the dispersion relation, however, relies on the assumption that \(\delta_0^0(s) \to \pi, \delta_1^1(s) \to \pi\) for \(s \to \infty\). We should therefore change the high-energy behaviour of the phases such that they reach \(\pi\) at \(s = \Lambda^2\). The exact way how this is achieved must not have an influence on the result at low energies, especially in the physical region. We choose to interpolate smoothly between the value of solution 1 and \(\pi\):

\[
\begin{align*}
\delta_0^0(s)_{\text{sol.2}} &:= (1 - f_{\text{int}}(s_1, s_2, s)) \delta_0^0(s)_{\text{sol.1}} + f_{\text{int}}(s_1, s_2, s)\pi, \\
\delta_1^1(s)_{\text{sol.2}} &:= (1 - f_{\text{int}}(s_1, s_2, s)) \delta_1^1(s)_{\text{sol.1}} + f_{\text{int}}(s_1, s_2, s)\pi, \\
f_{\text{int}}(s_1, s_2, s) &:= \begin{cases} 0 & \text{if } s < s_1, \\
\frac{(s-s_1)^2(s_2-s_2-s_1)}{(s_2-s_1)^3} & \text{if } s_1 \leq s < s_2, \\
1 & \text{if } s_2 \leq s. \end{cases}
\end{align*}
\] (3.2)
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Figure 3.1 shows solution 2 with $s_1 = 68M^2_\pi$ and $s_2 = 148M^2_\pi$. These values can be varied and should not have an important influence.

The second subtlety is the problem of the behaviour around the $K\bar{K}$ threshold [24]: are the $K\ell_4$ partial waves expected to have a peak or a dip in the vicinity of the $K\bar{K}$ threshold, i.e. do they rather behave like the strange or the non-strange scalar form factor of the pion? In the latter case, we have to modify the phase such that it follows $\delta_0^0(s) - \pi$ above the $K\bar{K}$ threshold. The third solution shown in figure 3.1 is given by

$$\delta_0^0(s)_{sol.3} := (1 - f_{int}(s_1, s_2, s)) \left( \delta_0^0(s)_{sol.1} - f_{int}(\tilde{s}_1, \tilde{s}_2, s)\pi \right) + f_{int}(s_1, s_2, s)\pi,$$

(3.3)

with $\tilde{s}_1 = 4M^2_K$ and $\tilde{s}_2 = \tilde{s}_1 + 8M^2_\pi$.

The solution 4 in figure 3.1 corresponds to solution 2 but with $s_1 = 4M^2_K$ and $s_2 = s_1 + M^2_\pi$.

As the question of the correct behaviour around the $K\bar{K}$ threshold is not easy to answer, we declare the solution 3 as the ‘central’ one and use all the other solutions to determine the systematic uncertainty.

![Figure 3.2: $K\pi$ phase shift inputs, isospin $I = 1/2$](image)

![Figure 3.3: $K\pi$ phase shift inputs, isospin $I = 3/2$](image)
3.2.2 $K\pi$ Phase Shifts

For the crossed channels, we need the $K\pi$ phase shifts as an input. We use the phase shifts and uncertainties of [25, 26], but add by hand a more conservative uncertainty that reaches $20^\circ$ at $t = 150M_\pi^2$. For the very small phase $\delta_{1/2}$, we just assume a 100% uncertainty. These phase solutions are shown in figures 3.2 and 3.3 as ‘solution 1’.

In the derivation of the dispersion relation, we assume that the $K\pi$ phases go to zero at high energies. We implement this by interpolating smoothly between the solution 1 and zero with $f_{\text{int}}(t_1, t_2, t)$. These modified phase shifts with $t_1 = 150M_\pi^2$ and $t_2 = 250M_\pi^2$ are displayed as ‘solution 2’ in figures 3.2 and 3.3. The difference between ‘solution 1’ and ‘solution 2’ is taken as a measure of the systematic uncertainty due to the high-energy behaviour of the $K\pi$ phases.

3.3 Omnès Functions

In a first step, the six Omnès functions are computed, defined by

$$\Omega_I^I(s) := \exp\left(\frac{s}{\pi} \int_{s_0}^{\infty} \frac{\delta^I_I(s')}{(s' - s - i\epsilon)s'} ds'\right),$$

where $s_0$ denotes the respective threshold. The results are shown in figures 3.4 to 3.9. The error bands are determined as follows.

- For the $\pi\pi$ phases, the Omnès function is computed for the phase solution 3 with variation of all the 28 parameters. The differences, appropriately weighted, are summed up in quadrature to give the error band. For the phase solutions 1, 2 and 4, only the central curve is shown.
- For the $K\pi$ phases, three curves are computed to give the error band of the Omnès functions: the ones corresponding to the central phase solutions, the upper and the lower border of the phase error bands. The Omnès functions corresponding to both phase solutions are shown.

Note that in $\Omega_0^0$, the differences between the different high-energy phase solutions are much larger than the error band due to the phase parameters. However, most of these differences can be absorbed at low energies by the subtraction constants of the dispersion relation.

![Figure 3.4: $\pi\pi$ S-wave Omnès function, isospin $I = 0$](image_url)
3.3. **OMNÈS FUNCTIONS**

![Graph](image)

**Figure 3.5:** \( \pi\pi \) $P$-wave Omnès function, isospin $I = 1$

![Graph](image)

**Figure 3.6:** \( K\pi \) $S$-wave Omnès function, isospin $I = 1/2$

![Graph](image)

**Figure 3.7:** \( K\pi \) $P$-wave Omnès function, isospin $I = 1/2$
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Figure 3.8: $K\pi$ $S$-wave Omnès function, isospin $I = 3/2$

Figure 3.9: $K\pi$ $P$-wave Omnès function, isospin $I = 3/2$
3.4 Hat Functions and Angular Projection

During the iterative solution of the dispersion relation, the hat functions have to be computed by means of angular averages. Since the hat functions appear in the integrand of the dispersive integrals, they have to be known just on the real axis above the threshold of the respective channel.

In the case of \( s_t = 0 \), the calculation of the angular integrals is straightforward. The functions \( M_0, \ldots \) need to be computed on the real axis, also on the negative part of it. As described in section 2.4.5, a subtlety arises in the case \( s_t \neq 0 \): in the calculation of the \( s \)-channel hat functions, we have to know the angular integrals of the \( t \)- and \( u \)-channel functions \( N_0, \ldots \). In the region \((M_K - \sqrt{\sigma_t})^2 < s < (M_K + \sqrt{\sigma_t})^2\), the angular integration path extends into the complex \( t \)- or \( u \)-plane. Therefore, the \( t \)- and \( u \)-channel functions \( N_0, \ldots \) have to be computed not only on the real axis but also in the complex plane. Since the region where this happens is much below the \( t \)- or \( u \)-channel cut, we have two options how to perform this:

- integrate on a straight line in the complex \( t \)- or \( u \)-plane. The functions \( N_0(t), \ldots \) have to be known in an egg-shaped region of \( s_t \)-dependent size. The egg lies within \( M_t^2 - M_K^{\sqrt{\sigma_t}} < \text{Re}(t) < M_t^2 + M_K^{\sqrt{\sigma_t}} \). The functions \( N_0(t), \ldots \) can be computed on a two-dimensional grid covering this egg and then e.g. interpolated with a 2D spline.
- since the functions \( N_0(t), \ldots \) are analytic in the region of the egg, the angular integration path can be deformed to lie always on the border of the egg. Therefore, the functions \( N_0(t), \ldots \) only have to be computed on points lying on this border (in addition to the real axis) and 1D interpolation methods can be applied.

The first method is more straightforward, the second needs less computing time. Let us derive the change of variable needed for the second approach.

We want to compute the angular integral

\[
\langle z^n X \rangle_{t_\ell}(s) = \frac{1}{2} \int_{-1}^{1} dz \, z^n X(t(s, z)),
\]

where e.g. \( X = N_0 \) and

\[
t(s, z) = \frac{1}{2} \left( \Sigma_0 - s - \lambda_{K\ell}^{1/2}(s) \sigma_\pi(s) z \right).
\]

The square root of the Källén function is defined by

\[
\lambda_{K\ell}^{1/2}(s) = \begin{cases} 
+|\lambda_{K\ell}^{1/2}(s)| & s < (M_K - \sqrt{\sigma_t})^2, \\
+i|\lambda_{K\ell}^{1/2}(s)| & (M_K - \sqrt{\sigma_t})^2 < s < (M_K + \sqrt{\sigma_t})^2, \\
-|\lambda_{K\ell}^{1/2}(s)| & (M_K + \sqrt{\sigma_t})^2 < s
\end{cases}
\]

and the critical region is \( s_- < s < s_+ \), where we define

\[
s_\pm := (M_K \pm \sqrt{\sigma_t})^2.
\]

In this region, the angular integration path in the complex \( t \)-plane runs from \( t_- := t(s, -1) \) to \( t_+ := t(s, 1) \). Due to the analyticity of the function \( X(t) \), the straight contour can be deformed along the border of the egg, either to pass \( t_1 := t(s_-, z) \) or \( t_2 := t(s_+, z) \), see the two plots in figure 3.10. Defining

\[
z_{s}(t) = \frac{1}{\lambda_{K\ell}^{1/2}(s) \sigma_\pi(s)} \left( \Sigma_0 - s - 2t \right),
\]
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we rewrite the angular integral as a complex integral:

\[
\langle z^n X \rangle_{t_s} = \frac{1}{2} \left( \int_{t_1}^{t_2} \frac{dz^n_s}{dt} z^n_s(t)X(t) \right.
\]

\[
= - \frac{1}{\lambda^{1/2}_K(s)\pi(s)} \int_{t_1}^{t_2} dt z^n_s(t)X(t)
\]

\[
= - \frac{1}{\lambda^{1/2}_K(s)\pi(s)} \left( \int_{t_1}^{t_2} dt z^n_s(t)X(t) - \int_{t_1}^{t_2} dt z^n_s(t)X(t) \right),
\]

or equivalently

\[
\langle z^n X \rangle_{t_s} = - \frac{1}{\lambda^{1/2}_K(s)\pi(s)} \left( \int_{t_1}^{t_2} dt z^n_s(t)X(t) - \int_{t_1}^{t_2} dt z^n_s(t)X(t) \right).
\]

We parametrise the border of the egg by the following curves:

\[
t_s(\xi) := t(\xi, \pm 1) = \frac{1}{2} \left( \Sigma_0 - \xi \mp \lambda^{1/2}_K(\xi)\pi(\xi) \right), \quad \xi \in [s_-, s_+].
\]

hence

\[
\langle z^n X \rangle_{t_s} = - \frac{1}{\lambda^{1/2}_K(s)\pi(s)} \left( \int_{s_-}^{s_+} d\xi \frac{dt_s^-(\xi)}{d\xi} z^n_s(t_s^-(\xi))X(t_s^-(\xi))
\]

\[
- \int_{s_-}^{s_+} d\xi \frac{dt_s^+(\xi)}{d\xi} z^n_s(t_s^+(\xi))X(t_s^+(\xi)) \right),
\]

or

\[
\langle z^n X \rangle_{t_s} = - \frac{1}{\lambda^{1/2}_K(s)\pi(s)} \left( \int_{s_-}^{s_+} d\xi \frac{dt_s^-(\xi)}{d\xi} z^n_s(t_s^-(\xi))X(t_s^-(\xi))
\]

\[
- \int_{s_-}^{s_+} d\xi \frac{dt_s^+(\xi)}{d\xi} z^n_s(t_s^+(\xi))X(t_s^+(\xi)) \right),
\]

\[
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where
\[ \frac{dt_s^\pm(\xi)\,d\xi}{2} = \frac{1}{2} \left( -1 \mp \frac{d(\lambda_{K\ell}^{1/2} \sigma_{\pi}(\xi))}{d\xi} \right) \]
\[ = \frac{1}{2} \left( -1 \mp \frac{2M_K^2 M_{\pi}^2 - M_K^2 (4M_{\pi}^2 s_\ell + \xi^2) + (s_\ell - \xi) \left( 2M_K^2 (\xi + s_\ell) - \xi^2 \right)}{\xi^2 \lambda_{K\ell}^{1/2} \sigma_{\pi}(\xi)} \right), \quad (3.15) \]
\[ z_s(t_s^\pm(\xi)) = \frac{1}{\lambda_{K\ell}^{1/2} \sigma_{\pi}(s)} \left( \xi - s \pm \lambda_{K\ell}^{1/2} (\xi) \sigma_{\pi}(\xi) \right). \]

Note that
\[ z_s(t_s^+ (\xi)) = -z_s(t_s^- (\xi))^*, \]
\[ t_s^+ (\xi) = t_s^- (\xi)^*, \]
\[ \frac{dt_s^+ (\xi)}{d\xi} = \left( \frac{dt_s^- (\xi)}{d\xi} \right)^*, \quad (3.16) \]
and hence, due to the Schwarz reflection principle
\[ X(t_s^+ (\xi)) = X(t_s^- (\xi))^*. \quad (3.17) \]

Therefore, the function \( X \) has to be computed only on the ‘upper half-egg’:
\[ \langle z^n X \rangle_{t_s} = \frac{1}{\lambda_{K\ell}^{1/2} \sigma_{\pi}(s)} \int_{s_-}^s d\xi \left( \frac{dt_s^- (\xi)}{d\xi} z_s^n (t_s^- (\xi)) X(t_s^- (\xi)) \right. \]
\[ \left. - (-1)^n \left( \frac{dt_s^- (\xi)}{d\xi} z_s^n (t_s^- (\xi)) X(t_s^- (\xi)) \right)^* \right) \]
\[ \langle z^n X \rangle_{t_s} = -\frac{1}{\lambda_{K\ell}^{1/2} \sigma_{\pi}(s)} \int_{s}^{s_+} d\xi \left( \frac{dt_s^- (\xi)}{d\xi} z_s^n (t_s^- (\xi)) X(t_s^- (\xi)) \right. \]
\[ \left. - (-1)^n \left( \frac{dt_s^- (\xi)}{d\xi} z_s^n (t_s^- (\xi)) X(t_s^- (\xi)) \right)^* \right). \quad (3.19) \]

Although both descriptions are valid in the range \( s_- < s < s_+ \), one may choose to use the first in the region \( s_- < s < s_m \) and the second in the region \( s_m < s < s_+ \), where \( s_m \) lies somewhere in the middle of \( s_- \) and \( s_+ \), e.g. \( s_m = (s_- + s_+) / 2 \). The motivation to do so is to avoid numerical instabilities: the integral from \( s_- \) to \( s \) with \( s \to s_+ \) must tend to zero to give a finite value for the hat function. The integral over the whole half-egg, however, accumulates a numerical uncertainty.
Chapter 4

Determination of the Subtraction Constants

In the previous chapter, we have described how to solve numerically the Omnès dispersion relation for the form factors $F$ and $G$. The solution is parametrised in terms of the subtraction constants $a^M_0, \ldots$. The next task is now to determine these subtraction constants in order to fix the parametric freedom. We use three different sources of information for the determination of the subtraction constants:

- experimental data on the $K_{\ell 4}$ form factors,
- the soft-pion theorem, providing relations between $F$, $G$ and the $K_{\ell 3}$ vector form factor
- and finally input from $\chi$PT.

The soft-pion theorem (SPT) is valid up to corrections of $O(M_\pi^2)$ and hence can be considered as a strong constraint. From the two high-statistics experiments NA48/2 and E865 we have data on the $S$- and $P$-waves of the form factors. Although these experiments have achieved impressive results, the data alone does not determine all the subtraction constants with satisfactory precision. Therefore, we use chiral input to fix some of the subtraction constants that are not well determined by the fit to data.

In the following, we describe in more detail what data we use for the fits and how these fits are performed. For both experiments NA48/2 and E865 we were provided with additional unpublished data, which will be shown below. Therefore, our fits include the maximal amount of experimental information on the $K_{\ell 4}$ form factors $F$ and $G$ that is currently available.

4.1 Experimental Data

The NA48/2 experiment defines the partial wave expansion of the form factors as

$$F = F_s e^{i\delta_s} + F_p e^{i\delta_p} \cos \theta + \ldots,$$
$$G = G_p e^{i\delta_p} + \ldots$$

and further defines the linear combination

$$\tilde{G}_p := G_p + \frac{X}{\sigma_\pi P_L} F_p.$$

For us, it is convenient to define the partial wave

$$\tilde{F}_p := \frac{M_{\tilde{F}}}{2X\sigma_\pi} F_p.$$
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In our former treatment of the form factor $F_1$ [12–14], it was most convenient to use the data on $F_s$ and $\tilde{G}_p$, (which corresponds to the $P$-wave of $F_1$). Now that we describe both form factors $F$ and $G$, we prefer to fit the partial waves $F_s, \tilde{F}_p$ and $G_p$.

The comparison with our definition of the $s$-channel partial-wave expansions

$$F = \sum_{l=0}^{\infty} P_l(\cos \theta) \left( \frac{2X\sigma_\pi}{M_K^2} \right)^{l} f_l - \frac{\sigma_\pi P L}{X} \cos \theta g_l,$$

$$G = \sum_{l=1}^{\infty} P'_l(\cos \theta) \left( \frac{2X\sigma_\pi}{M_K^2} \right)^{l-1} g_l,$$

(4.4)

allows us to identify

$$F_s e^{i\delta_s} = f_0,$$

$$F_p e^{i\delta_p} = \frac{2X\sigma_\pi}{M_K^2} f_1 - \frac{\sigma_\pi P L}{X} g_1,$$

$$G_p e^{i\delta_p} = g_1.$$

(4.5)

The phase shifts are just given by the $\pi\pi$ phases that we use as input. With (2.102), we find the fitting equations:

$$F_s(s,s_\ell) = \left( M_0(s,s_\ell) + \tilde{M}_0(s,s_\ell) \right) e^{-i\delta^{(0)}_s},$$

$$\tilde{F}_p(s,s_\ell) = \left( M_1(s,s_\ell) + \tilde{M}_1(s,s_\ell) \right) e^{-i\delta^{(1)}_s},$$

$$G_p(s,s_\ell) = \left( \tilde{M}_1(s,s_\ell) + \tilde{M}_1(s,s_\ell) \right) e^{-i\delta^{(1)}_s}.$$

(4.6)

The NA48/2 collaboration has performed phenomenological fits of the form [6, 9]

$$\frac{F_s(s,s_\ell)}{f_s} = 1 + \frac{f'_s}{f_s} q^2 + \frac{f''_s}{f_s} q^4 + \frac{f'_s}{f_s} 4M_K^2,$$

$$\frac{F_p(s,s_\ell)}{f_s} = \frac{f_p}{f_s},$$

$$\frac{G_p(s,s_\ell)}{f_s} = \frac{g_p}{f_s} + \frac{q_2}{f_s} q^2,$$

(4.7)

where $q^2 = \frac{s}{4M_K^2} - 1$. In a first step, only the relative values were measured [6]. In a second step, the normalisation $f_s$ was determined from the branching ratio measurement and a phase-space integration, using the parametrisation (4.7) and the fitted relative values [9].

However, one should note that from (4.5) it follows that $F_p$ has to vanish at the $\pi\pi$ threshold like $\sim \sqrt{q^2}$. The phenomenological fit (4.7) of [6, 9], which assumes $F_p$ to be constant in $q^2$, gives a wrong threshold behaviour. We have not tried to estimate its influence on the determination of the normalisation $f_s$.

For our purpose, we find it convenient to work with $\tilde{F}_p$, which does not contain kinematic prefactors.

Because all the basic solutions use the same $\pi\pi$ phase as input, the real quantities $F_s, \tilde{F}_p$ and $G_p$ are still linear combinations of the corresponding quantities computed with the basic solutions. Note that the partial waves can be negative, i.e. one really has to rotate the $\pi\pi$ phase away and not just take the absolute value.

In tables 4.1 and 4.2, we quote the experimental values of NA48/2 [6, 9] and E865 [7, 8] on the partial waves. Some remarks on these numbers are appropriate.
4.1. EXPERIMENTAL DATA

- In addition to the published NA48/2 data in 10 bins of $s$, very recently we were provided with unpublished two-dimensional data on $F_s(s, s_\ell)$: in this set, not a single bin but up to 10 bins are used in $s_\ell$-direction.\footnote{We thank Brigitte Bloch-Devaux for providing this two-dimensional data set.} We will include a fit to the full two-dimensional data set in the final publication.

- The barycentre values of $s_\ell$ for the bins of NA48/2 are not given in the literature \cite{6, 9}. They are extracted from the two-dimensional data set. A value of $s_\ell$ could also be extracted from the relation (4.2) between $F_p, G_p$ and $\tilde{G}_p$ \cite{27}. However, this value does not agree with the barycentre. The reason for this discrepancy is not clear to us.

- We compute the value of $\tilde{F}_p$ with (4.3) using the values of $F_p$ and the barycentre values of $s$ and $s_\ell$.

- There is a discrepancy between \cite{6} and \cite{9}. The statistical and systematic uncertainties for $F_s$ in the NA48/2 data have to be calculated from the relative values in \cite{6}. The numbers in \cite{9} are not correct.\footnote{We thank Brigitte Bloch-Devaux for confirming this.}

- The published values of $F_s$ in the 10 bins of NA48/2 have been normalised in such a way that a fit of the form (4.7) with $f'_e = 0$ results in $F_s(0,0)/f_s = 1$, although a non-zero value of $f'_e$ has been obtained from a fit to the two-dimensional data set. In order to take the $s_\ell$-dependence consistently into account, we have to increase the values of $F_s$ by 0.77%.

- The E865 experiment has assumed in the analysis that the form factors do not depend on $s_\ell$. The values of $s_\ell$ for each bin were not published.\footnote{We thank Peter Truöl and Andries van der Schaaf, who performed a new analysis of the raw data in order to extract the values of $s_\ell$.}

- The E865 experiment only provides data on the first partial waves $F_s$ and $G_p$.

- The E865 papers \cite{7, 8} include the fully correlated error of the normalisation in their systematic errors (added in quadrature). In table 4.2, we have removed the normalisation error of 1.2%\footnote{We thank Stefan Pislak and Peter Truöl for this additional unpublished information.}, because it needs a special treatment for unbiased fitting.

| $\sqrt{s}$/MeV | $\sqrt{s_\ell}$/MeV | $F_s$  | $F_p$  | $G_p$  | $\tilde{G}_p$ |
|----------------|---------------------|--------|--------|--------|--------------|
| 286.06         | 91.90               | 5.7195(85)(88) | -0.181(67)(15) | 5.053(258)(66) | 4.334(74)(19) |
| 295.95         | 91.30               | 5.8123(90)(45) | -0.324(62)(34) | 5.186(142)(84) | 4.422(53)(31) |
| 304.88         | 91.29               | 5.8647(89)(50) | -0.209(60)(33) | 4.941(108)(59) | 4.550(46)(25) |
| 313.48         | 90.08               | 5.9134(91)(50) | -0.156(58)(32) | 4.896(91)(51) | 4.645(41)(23) |
| 322.02         | 88.03               | 5.9496(90)(30) | -0.366(55)(41) | 5.245(80)(58) | 4.711(38)(28) |
| 330.80         | 84.79               | 5.9769(93)(44) | -0.383(54)(38) | 5.283(73)(56) | 4.767(35)(27) |
| 340.17         | 80.83               | 6.0119(92)(35) | -0.218(55)(46) | 5.054(68)(59) | 4.780(34)(30) |
| 350.94         | 76.11               | 6.0354(92)(27) | -0.302(54)(33) | 5.264(62)(37) | 4.907(34)(20) |
| 364.57         | 69.87               | 6.0532(91)(32) | -0.309(54)(31) | 5.357(57)(30) | 5.019(35)(19) |
| 389.95         | 58.75               | 6.1314(93)(159) | -0.264(59)(33) | 5.418(55)(33) | 5.163(36)(21) |

Table 4.1: NA48/2 measurements \cite{6, 9} of the partial waves of the form factors. The first error is statistical, the second systematic. In addition, the fully correlated error of the normalisation of 0.62% has to be taken into account.

\footnote{We thank Brigitte Bloch-Devaux for providing this two-dimensional data set.}
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| $\sqrt{s}$/MeV | $\sqrt{\ell}$/MeV | $F_s$  | $G_p$  |
|----------------|-------------------|--------|--------|
| 287.6          | 106.8             | 5.832(13)(39) | 4.703(89)(40) |
| 299.5          | 105.7             | 5.875(14)(45) | 4.694(62)(37) |
| 311.2          | 103.8             | 5.963(14)(54) | 4.772(54)(41) |
| 324.0          | 101.1             | 6.022(16)(60) | 5.000(51)(56) |
| 339.6          | 96.3              | 6.145(17)(61) | 5.003(49)(57) |
| 370.0          | 84.6              | 6.196(20)(38) | 5.105(50)(42) |

Table 4.2: E865 measurements [7, 8] of the partial waves of the form factors. The first error is statistical, the second systematic. In addition, the fully correlated error of the normalisation of 1.2% has to be taken into account.

| $\sqrt{s}$/MeV | $\sqrt{\ell}$/MeV | $F_s$  | $F_p$  | $G_p$  | $\tilde{G}_p$ |
|----------------|-------------------|--------|--------|--------|---------------|
| 286.06         | 91.90             | 5.7448(85)(88) | -0.180(67)(15) | 5.036(257)(66) | 4.320(74)(19) |
| 295.95         | 91.30             | 5.8380(90)(45) | -0.323(62)(34) | 5.169(142)(84) | 4.407(53)(31) |
| 304.88         | 91.29             | 5.8906(89)(50) | -0.208(60)(33) | 4.925(108)(59) | 4.535(46)(25) |
| 313.48         | 90.08             | 5.9395(91)(50) | -0.155(58)(32) | 4.880(91)(51)  | 4.630(41)(23) |
| 322.02         | 88.03             | 5.9759(90)(30) | -0.365(55)(41) | 5.228(80)(58)  | 4.695(38)(28) |
| 330.80         | 84.79             | 6.0033(93)(44) | -0.382(54)(38) | 5.266(73)(56)  | 4.751(35)(27) |
| 340.17         | 80.83             | 6.0384(92)(35) | -0.217(55)(46) | 5.037(68)(59)  | 4.764(34)(30) |
| 350.94         | 76.11             | 6.0621(92)(27) | -0.301(54)(33) | 5.247(62)(37)  | 4.891(34)(20) |
| 364.57         | 69.87             | 6.0790(91)(32) | -0.308(54)(31) | 5.339(57)(30)  | 5.002(35)(19) |
| 389.95         | 58.75             | 6.1585(93)(160) | -0.263(59)(33) | 5.400(55)(33)  | 5.146(36)(21) |

Table 4.3: NA48/2 data [6, 9], corrected by additional radiative effects [27]. The fully correlated error of the normalisation increases to 0.70%. The normalisation of $F_s$ is increased by 0.77% to take the dependence on $s_\ell$ into account.

In the data analysis of both experiments, radiative corrections have been applied to some extent. More reliable radiative corrections based on a fixed-order calculation [27] can be applied a posteriori at least to the NA48/2 data, resulting in the numbers of table 4.3. These values also include the mentioned correction of the normalisation of $F_s$ by 0.77% due to the $s_\ell$-dependence.

Furthermore, neither the E865 nor the NA84/2 experiment has corrected the isospin-breaking effects due to the quark and meson mass differences. The calculation of [27] also allows for their correction. The resulting numbers are given in tables 4.4 and 4.5. We add the uncertainties of the isospin corrections (without the higher order estimate) in quadrature to the systematic errors.

In addition to the statistical and systematic errors given in the literature, B. Bloch-Devaux provided us with the correlations between $G_p$ and $\tilde{G}_p$ of the NA48/2 data, shown in table 4.6. Only the bin-diagonal correlations are available, hence we assume the bin-to-bin correlation to vanish. We also neglect the correlation with the $S$-wave, which is not (yet) available. With the given correlations, we compute the statistical covariances and correlations of $F_p$ and $G_p$, shown in table 4.7. Note that $G_p$ is much stronger correlated with $F_p$ than with $\tilde{G}_p$. 
### 4.1. EXPERIMENTAL DATA

| √s/MeV | √s/MeV | F_s | F_p | G_p | Ġ_p |
|--------|--------|-----|-----|-----|-----|
| 286.06 | 91.90  | 5.6941(85)(185) | −0.181(67)(15) | 5.035(257)(66) | 4.317(74)(20) |
| 295.95 | 91.30  | 5.7878(70)(170) | −0.324(62)(34) | 5.168(142)(84) | 4.404(53)(32) |
| 304.88 | 91.29  | 5.8410(89)(171) | −0.209(60)(33) | 4.924(108)(59) | 4.532(46)(26) |
| 313.48 | 90.08  | 5.8905(91)(171) | −0.156(58)(32) | 4.879(91)(51) | 4.627(41)(24) |
| 322.02 | 88.03  | 5.9275(90)(166) | −0.366(55)(41) | 5.227(80)(58) | 4.692(38)(29) |
| 330.80 | 84.79  | 5.9557(93)(168) | −0.383(54)(40) | 5.265(73)(56) | 4.748(35)(28) |
| 340.17 | 80.83  | 5.9915(92)(166) | −0.218(55)(46) | 5.036(68)(59) | 4.762(34)(31) |
| 350.94 | 76.11  | 6.0161(92)(163) | −0.302(54)(35) | 5.246(62)(37) | 4.889(34)(21) |
| 364.57 | 69.87  | 6.0351(91)(162) | −0.309(54)(33) | 5.338(57)(31) | 5.000(35)(20) |

Table 4.4: NA48/2 data [6, 9], corrected by additional radiative and isospin-breaking mass effects [27]. The uncertainties of the isospin corrections (without the higher order estimate) are added in quadrature to the systematic error. The fully correlated error of the normalisation is 0.70%.

| √s/MeV | √s/MeV | F_s | G_p |
|--------|--------|-----|-----|
| 287.6  | 106.8  | 5.781(13)(42) | 4.702(89)(40) |
| 299.5  | 105.7  | 5.825(14)(48) | 4.939(62)(37) |
| 311.2  | 103.8  | 5.914(14)(56) | 4.771(54)(41) |
| 324.0  | 101.1  | 5.974(16)(62) | 4.999(51)(56) |
| 339.6  | 96.3   | 6.097(17)(63) | 5.002(49)(57) |
| 370.0  | 84.6   | 6.151(20)(41) | 5.104(50)(42) |

Table 4.5: E865 data [7, 8], corrected by isospin-breaking mass effects [27]. The uncertainties of the isospin corrections (without the higher order estimate) are added in quadrature to the systematic error. The fully correlated error of the normalisation is 1.2%.

| √s/MeV | F_p | G_p | Corr(G_p, Ġ_p) | Cov(F_p, G_p) | Corr(F_p, G_p) |
|--------|-----|-----|---------------|--------------|---------------|
| 286.06 | 295.95 | 304.88 | 313.48 | 322.02 | 330.80 | 340.17 | 350.94 | 364.57 | 389.95 |
| 0.04   | 0.09 | 0.13 | 0.16 | 0.20 | 0.21 | 0.22 | 0.23 | 0.22 | 0.24 |

Table 4.6: Bin-diagonal correlations of G_p with Ġ_p for the NA48/2 data set.⁵

| √s/MeV | F_p | G_p | Cov(F_p, G_p) | Corr(F_p, G_p) |
|--------|-----|-----|--------------|---------------|
| 286.06 | 295.95 | 304.88 | 313.48 | 322.02 | 330.80 | 340.17 | 350.94 | 364.57 | 389.95 |
| −0.0152 | −0.0069 | −0.0048 | −0.0038 | −0.0032 | −0.0028 | −0.0026 | −0.0023 | −0.0020 | −0.0021 |
| −0.89 | −0.79 | −0.74 | −0.73 | −0.73 | −0.71 | −0.69 | −0.67 | −0.64 |

Table 4.7: Bin-diagonal statistical covariance and correlation of F_p with G_p for the NA48/2 data set.

⁵We are grateful to Brigitte Bloch-Devaux for providing this additional information.
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4.2 Soft-Pion Theorem

In addition to the experimental input on the partial waves, we use the soft-pion theorem (SPT) [28, 29] as a second source of information to determine the subtraction constants. There are two different soft-pion theorems for $K_{\ell 4}$, depending on which pion is taken to be soft. If the momentum $p_1$ of the positively charged pion is sent to zero, the Mandelstam variables become $s = M^2_{\pi}, t = M^2_{K}, u = s_\ell$. Since the SPT is valid only at $O(M^2_\pi)$, we set $u = s_\ell + M^2_{\pi}$, such that the relation $s + t + u = M^2_{K} + 2M^2_{\pi} + s_\ell$ remains valid and one does not need to worry about defining an off-shell form factor.

The first SPT states [12]:

$$F(M^2_{\pi}, M^2_{K}, M^2_{\pi} + s_\ell) - G(M^2_{\pi}, M^2_{K}, M^2_{\pi} + s_\ell) = O(M^2_{\pi}).$$

(4.8)

If the momentum $p_2$ of the negatively charged pion is sent to zero, the Mandelstam variables become $s = M^2_{\pi}, t = s_\ell, u = M^2_{K}$. We set $t = s_\ell + M^2_{\pi}$.

The second SPT gives a relation to the $K_{\ell 3}$ vector form factor:

$$F(M^2_{\pi}, M^2_{\pi} + s_\ell, M^2_{K}) + G(M^2_{\pi}, M^2_{\pi} + s_\ell, M^2_{K}) - \frac{\sqrt{2}M_K}{F_\pi} f_+(M^2_{\pi} + s_\ell) = O(M^2_{\pi}).$$

(4.9)

At leading order in $\chi$PT, the SPTs are exact, i.e. the right-hand sides of the equations (4.8) and (4.9) vanish, at NLO and NNLO, there appear $O(M^2_{\pi})$ corrections.

Numerically, it turns out that the first SPT is fulfilled to a higher precision than the second SPT. At NLO, the correction to the first SPT is about 0.4% for $s_\ell = 0$, the second SPT gets a correction of 2.0% if $f_+(M^2_{\pi})$ is used. If we make the arbitrary replacement $f_+(M^2_{\pi}) \rightarrow f_+(0)$, again an $O(M^2_{\pi})$ effect, the deviation in the second SPT increases to 4.9%.

At NNLO, the corrections become a bit larger. If the $O(p^3)$ LECs $C_i$ are all put to zero and $s_\ell = 0$ as well, the first SPT is fulfilled at 1.0%, the second at 4.4% with $f_+(M^2_{\pi})$ or 7.6% with $f_+(0)$. If the $C_i$ parts are replaced by the estimates of [11, 30] (resonances estimates in the case of $K_{\ell 4}$), the accuracy of the first SPT is 1.5%, the one of the second SPT 5.4% using $f_+(M^2_{\pi})$ or again 7.6% using $f_+(0)$.

We use the size of the NNLO corrections to the SPT as an order-of-magnitude estimate of the SPT tolerance that we allow in the fits.

4.3 Results for the Basic Solutions

The figures 4.1 and 4.2 show the partial waves of the basic solutions in the case $s_\ell = 0$. They are computed with the phase solutions that reach the asymptotic values of $\pi$ in the case of the $\pi\pi$ phases and 0 in the case of the $K\pi$ phases. For $\delta_0^\text{e}$, the solution with the drop around the $K\bar{K}$ threshold is used.

The final result will be a linear combination of these partial waves. The figures illustrate what can be learnt also from the definitions (2.107) and (4.6): the data on the partial wave $F_\omega$ will constrain mainly the subtraction constants appearing in $M_0$, the data on $F_\phi$ mainly the constants in $M_1$ and the data on $G_\pi$ mainly the constants in $M_2$. An exception is the constant $b^{N_0}$: through the hat functions, it is constrained by the data on all partial waves.

\footnote{We thank Johan Bijnens and Ilaria Jemos for providing the C++ implementation of the NNLO expressions.}
4.3. RESULTS FOR THE BASIC SOLUTIONS

Figure 4.1: S-wave of the form factor $F$ for the different basic solutions for $s_\ell = 0$

Figure 4.2: P-waves of the form factors $F$ and $G$ for the different basic solutions for $s_\ell = 0$

Table 4.8 shows the values of $(F - G)(M_\pi^2, M_K^2, M_{\pi K}^2)$ and $(F + G)(M_\pi^2, M_K^2, M_{\pi K}^2)$ for the basic solutions. Obviously, the first soft-pion theorem implies mainly a constraint on a linear combination of $a^{M_0}, a^{M_1}, a^{\tilde{M}_1}$ and $b^{N_0}$.

| basic solution | $(F - G)_{\text{SPP1}}$ | $(F + G)_{\text{SPP2}}$ |
|----------------|-------------------------|-------------------------|
| $a^{M_0}$     | 1.06                    | 1.05                    |
| $b^{M_0}$     | 0.08                    | 0.09                    |
| $c^{M_0}$     | 0.03                    | -0.01                   |
| $a^{M_1}$     | -1.03                   | 0.93                    |
| $b^{M_1}$     | 0.05                    | 0.11                    |
| $a^{\tilde{M}_1}$ | -1.07                   | 1.02                    |
| $b^{\tilde{M}_1}$ | -0.05                   | 0.09                    |
| $c^{\tilde{M}_1}$ | -0.10                   | -0.01                   |
| $b^{N_0}$     | 1.62                    | -0.01                   |

Table 4.8: Values of the two relevant combinations of the form factors $F$ and $G$ at the soft-pion points, computed for the basic solutions.
4.4 Fitting Method

In the following, we describe how we perform the fit. Basically, we have to deal with a simple linear fit. The only subtlety is the fact that the data contains a fully correlated uncertainty of the normalisation, which is a multiplicative quantity. The fact that we use two experiments with different normalisation errors asks for a special fitting method to avoid a bias [31, 32]. We apply the ‘\( t_0 \)-method’ of [32].

First, we construct a covariance matrix for the observations as follows.

- For all the partial-wave data that we want to fit we construct the covariance matrix with the squared statistical errors on the diagonal and the statistical covariance between the \( P \)-waves as off-diagonal elements.
- We add the uncorrelated systematic errors, which do not contain the error of the normalisation, in quadrature to the diagonal entries.
- We may or may not include the two soft-pion theorems as additional observations. If we do so, we take e.g. \( F - G \) at the first soft-pion point (SPP) and \( F + G \) at the second SPP as observations. As uncertainties, we take a value typical for the deviation in \( \chi_{\text{PT}} \) at NNLO, e.g. 1\% or 2\% of the LO value of \( F \) for the first SPT and a few percent of \( \sqrt{2M_K/F_{\pi^0}} \) for the second SPT.
- We add the errors of the normalisation to the covariance matrix, which are in block-diagonal form for the data of the two experiments:

\[
(cov)_{ij} = (\text{rel.cov.})_{ij} + (\text{norm.cov.})_{ij} = \Delta^2 f(s^i, s^j)f(s^j, s^j)\delta I_i, I_j, \quad (4.10)
\]

where \( \Delta I \) denotes the error of the normalisation for experiment \( I \). \( I_i \) is the index of the experiment (1 or 2) corresponding to the data point \( i \) and \( f(s^i, s^j) \) is the value of the fitted partial wave. In a first step, this value has to be computed under the assumption of some starting values for the fit parameters.

The fit requires then an iteration. One has to minimise the error function defined by

\[
\chi^2 = v^T P v, \quad (4.11)
\]

where \( v \) is the vector of the residues, i.e. the differences between the observations and computed values. \( P \) is the inverse of the covariance matrix constructed above: \( P = (cov)^{-1} \). The minimum of the \( \chi^2 \) function can be either found with some minimisation routine or, since the fit is linear, directly with the explicit solution

\[
\text{par} = (A^T P A)^{-1} A^T P O, \quad (4.12)
\]

where \( O \) is the vector of observations and

\[
A_{ij} = \frac{\partial f(s^i, s^j)}{\partial \text{param}_i}, \quad (4.13)
\]

is the design matrix to be determined with the values of the basic solutions.

With these new values for the fit parameters, one again computes the new covariance matrix (the contribution for the normalisation changes) and iterates this procedure. It turns out that only very few iterations are needed to reach convergence.

If we do not want to determine a parameter through the fit but fix it beforehand to a non-zero value, we have to subtract the fixed contribution from the observations \( O \), such that \( O \) is purely linear in the parameters and contains no constant contributions.
In the above discussion, we have not specified what we use as fit parameters. One option is to fit the subtraction constants. Since we want to include an \( s_\ell \)-dependence in the subtraction constants, we write e.g.

\[
a^M_0(s_\ell) = a^M_0 + a^M_1 \frac{s_\ell}{M_K^2} + \ldots,
\]

where \( a^M_0, a^M_1, \ldots \) are now the parameters collected in the above vector ‘par’. Another option is to use the matching equations to \( \chi PT \), which provide a linear relation between the subtraction constants and the LECs we are interested in, and perform the fit directly with the LECs.

### 4.5 Matching to \( \chi PT \)

The final goal of this treatment is the determination of low-energy constants of \( \chi PT \). Instead of fitting directly the \( K_{\ell4} \) data with the chiral expressions, we use the dispersive representation as an intermediate step. The dispersion relation provides a model-independent resummation of final-state rescattering effects. Therefore, we expect that even the most important effects beyond \( \mathcal{O}(p^6) \) are included in the dispersion relation. Of course, in order to extract values for the LECs, one has to perform a matching of the dispersive and the chiral representations. This can be done e.g. on the level of the form factors [12–14]. Since the dispersion relation describes the energy dependence, the matching point can be outside the physical region, i.e. even at lower energies, where \( \chi PT \) is expected to converge better.

Here, we follow an improved strategy for the matching: we match the dispersive and the chiral representations not on the level of form factors but directly on the level of subtraction constants. Since the decomposition (2.89) is valid up to terms of \( \mathcal{O}(p^8) \), the one-loop and even the two-loop result can be written in this form, which allows us to extract a chiral representation of the subtraction constants. This procedure has the advantage that the matching is performed for each function of one variable \( M_0(s), \ldots \) at its subtraction point, i.e. at \( s = 0, t = 0 \) and \( u = 0 \).

#### 4.5.1 Matching Equations at \( \mathcal{O}(p^4) \)

**4.5.1.1 Reconstruction of the \( \chi PT \) Form Factors**

Let us start by reconstructing the NLO form factors in the standard dispersive form (2.90).

The LO \( \chi PT \) form factors are given by

\[
F_{LO} = G_{LO} = \frac{M_K}{\sqrt{2} F_\pi}.
\]

With the partial wave projections (2.80), we find

\[
f_{0}^{LO}(s) = \frac{M_K}{\sqrt{2} F_\pi}, \quad f_{1}^{LO}(s) = \frac{M_K}{\sqrt{2} F_\pi} \frac{M_K^2 P L}{2 X^2}, \quad g_{1}^{LO}(s) = \frac{M_K}{\sqrt{2} F_\pi}.
\]

The isospin 1/2 form factors (2.20) are given by

\[
F_{LO}^{(1/2)} = \frac{M_K}{\sqrt{2} F_\pi}, \quad G_{LO}^{(1/2)} = \frac{\sqrt{2} M_K}{F_\pi}.
\]
Hence, the partial waves in the crossed channels (2.82) are

\[ f_{(1/2)}(t) = \frac{M_K}{\sqrt{2}\pi} \frac{3\Delta_{K\pi} - 5t}{4t}, \]
\[ f_{(1/2)}(t) = \frac{M_K}{\sqrt{2}\pi} \frac{3M_K^2(M^2 - s) - s + t}{4t\lambda_{M\pi}(t)}, \]
\[ g_{(1/2)}(t) = \frac{3M_K}{2\sqrt{2}\pi} F_{\pi}, \]
\[ f_{0,LO}^{(3/2)}(u) = \frac{M_K}{\sqrt{2}\pi}, \]
\[ f_{1,LO}^{(3/2)}(u) = 0, \]
\[ g_{1,LO}^{(3/2)}(u) = 0. \]

The \( \pi\pi \)-scattering amplitude can be written as [2]

\[ T^{(0)}(s, t, u) = 3A(s, t, u) + A(t, u, s) + A(u, s, t), \]
\[ T^{(1)}(s, t, u) = A(t, u, s) - A(u, s, t), \]

where at LO

\[ A^{LO}(s, t, u) = \frac{s - M^2_\pi}{F^2_\pi}. \]

The Mandelstam variables for \( \pi\pi \) scattering satisfy

\[ s + t + u = 4M^2_\pi, \]
\[ t = -2q^2(1 - z), \]

where \( q^2 = \frac{s}{4} - M^2_\pi; \ z = \cos \theta \). Hence, the \( \pi\pi \) partial waves are

\[ t_{0,LO}^{(1/2)}(s) = \frac{1}{2} \int_{-1}^{1} dz T_{LO}^{(1/2)}(s, z) = \frac{2s - M^2_\pi}{F^2_\pi}, \]
\[ t_{1,LO}^{(1/2)}(s) = \frac{3}{2} \int_{-1}^{1} dz zT_{LO}^{(1/2)}(s, z) = \frac{s - 4M^2_\pi}{F^2_\pi}. \]

The \( K\pi \)-scattering amplitude is given by [33]

\[ T^{(1/2)}(s, t, u) = \frac{3}{2} T^{(3/2)}(u, t, s) - \frac{1}{2} T^{(3/2)}(s, t, u), \]

and at LO

\[ T^{(3/2)}(s, t, u) = \frac{1}{2F^2_\pi}(M^2_K + M^2_\pi - s). \]

Of course, the Mandelstam variables satisfy here \( s + t + u = 2M^2_K + 2M^2_\pi \). The partial waves are given by

\[ t_{0,LO}^{(3/2)}(s) = \frac{1}{8sF^2_\pi} (5s^2 - 2s(M^2_K + M^2_\pi) - 3\Delta^2_{K\pi}), \]
\[ t_{1,LO}^{(3/2)}(s) = \frac{1}{8sF^2_\pi} (3s^2 - 6s(M^2_K + M^2_\pi) + 3\Delta^2_{K\pi}), \]
\[ t_{0,LO}^{(3/2)}(s) = \frac{1}{2F^2_\pi}(M^2_K + M^2_\pi - s), \]
\[ t_{1,LO}^{(3/2)}(s) = 0. \]
Using the unitarity relation for the $K_{l4}$ partial waves, we can now easily construct their imaginary parts at NLO:

\[
\begin{align*}
\text{Im} f_0^{\text{NLO}}(s) &= \frac{1}{2t + 1} \frac{1}{32\pi} \sigma_\pi(s) f_{l,\text{LO}}(s) f_{l,\text{LO}}(s), \\
\text{Im} g_0^{\text{NLO}}(s) &= \frac{1}{2t + 1} \frac{1}{32\pi} \sigma_\pi(s) g_{l,\text{LO}}(s), \\
\text{Im} f_1^{(t), \text{NLO}}(t) &= \frac{1}{2t + 1} \frac{1}{16\pi} \frac{\lambda_{K\pi}^{1/2}(t)}{t} f_{l,\text{LO}}(t) f_{l,\text{LO}}(t), \\
\text{Im} g_1^{(t), \text{NLO}}(t) &= \frac{1}{2t + 1} \frac{1}{16\pi} \frac{\lambda_{K\pi}^{1/2}(t)}{t} g_{l,\text{LO}}(t),
\end{align*}
\]

hence

\[
\begin{align*}
\text{Im} f_0^{\text{NLO}}(s) &= \frac{1}{32\pi} \sigma_\pi(s) M_K(2s - M_K^2) \sqrt{2F_3^3}, \\
\text{Im} f_1^{\text{NLO}}(s) &= \frac{1}{32\pi} \sigma_\pi(s) M_K(s - 4M_K^2) \frac{M_K^2}{2F_3^3} PL, \\
\text{Im} g_1^{\text{NLO}}(s) &= \frac{1}{32\pi} \sigma_\pi(s) M_K(s - 4M_K^2) \frac{M_K^2}{2F_3^3}, \\
\text{Im} f_1^{(1/2), \text{NLO}}(t) &= \frac{1}{16\pi} \frac{\lambda_{K\pi}^{1/2}(t)}{t} \frac{M_K}{32\sqrt{2F_3^3}} (3t^2 - 2t(M_K^2 + M_\pi^2) - 3\Delta_{K\pi}^2) (3\Delta_{K\pi} - 5t), \\
\text{Im} f_1^{(1/2), \text{NLO}}(t) &= \frac{1}{16\pi} \frac{\lambda_{K\pi}^{1/2}(t)}{t} \frac{M_K}{8\sqrt{2F_3^3}} (3t^2 - 6t(M_K^2 + M_\pi^2) + 3\Delta_{K\pi}^2) \frac{M_K^4}{4t\lambda_{l\pi}(t)}, \\
\text{Im} g_1^{(1/2), \text{NLO}}(t) &= \frac{1}{16\pi} \frac{\lambda_{K\pi}^{1/2}(t)}{t} \frac{M_K}{16\sqrt{2F_3^3}} (3t^2 - 6t(M_K^2 + M_\pi^2) + 3\Delta_{K\pi}^2), \\
\text{Im} f_0^{(3/2), \text{NLO}}(u) &= \frac{1}{16\pi} \frac{\lambda_{K\pi}^{3/2}(u)}{u} \frac{M_K}{2\sqrt{2F_3^3}} (M_K^2 + M_\pi^2 - u), \\
\text{Im} f_1^{(3/2), \text{NLO}}(u) &= 0, \\
\text{Im} g_1^{(3/2), \text{NLO}}(u) &= 0.
\end{align*}
\]

By inserting these imaginary parts into the dispersion integrals in (2.90), we can reconstruct the NLO form factors. For the comparison with the explicit loop calculation, we rewrite the dispersive
integrals in terms of loop functions (see appendix A):

\[
M_{0}^{\text{NLO}}(s) = m_{0,\text{NLO}}^{0} + m_{0,\text{NLO}}^{1} \frac{s}{M_{K}^{2}} + \frac{M_{K}}{2\sqrt{2}F_{\pi}^{3}} \left( (2s - M_{\pi}^{2}) \left( B_{\pi\pi}(s) - B_{\pi\pi}(0) \right) + M_{\pi}^{2} B_{\pi\pi}'(0) \right),
\]

\[
M_{1}^{\text{NLO}}(s) = m_{1,\text{NLO}}^{0},
\]

\[
\tilde{M}_{1}^{\text{NLO}}(s) = \tilde{m}_{1,\text{NLO}}^{0} + \tilde{m}_{1,\text{NLO}}^{1} \frac{s}{M_{K}^{2}} + \frac{M_{K}}{6\sqrt{2}F_{\pi}^{3}} \left( s - 4M_{\pi}^{2} \right) \left( B_{\pi\pi}(s) - B_{\pi\pi}(0) \right) + 4M_{\pi}^{2} B_{\pi\pi}'(0),
\]

\[
N_{0}^{\text{NLO}}(t) = n_{0,\text{NLO}}^{0} \frac{t}{M_{K}^{2}} + \frac{M_{K}}{32\sqrt{2}F_{\pi}^{3}} \left( -25t + 5(5M_{K}^{2} - M_{t}^{2}) \right) \left( B_{K\pi}(t) - B_{K\pi}(0) \right)
\]
\[+ \frac{3\Delta_{K\pi}}{t^{2}} (t(3M_{K}^{2} - 7M_{\pi}^{2}) - 3\Delta_{K\pi}^{2} ) \left( B_{K\pi}(t) - B_{K\pi}(0) - t B_{K\pi}'(0) - \frac{t^{2}}{2} B_{K\pi}''(0) \right),
\]

\[
N_{1}^{\text{NLO}}(t) = 0,
\]

\[
\tilde{N}_{1}^{\text{NLO}}(t) = \frac{3M_{K}^{2}}{16\sqrt{2}F_{\pi}^{3}} \left( \frac{1}{t^{2}} (t^{2} - 2t(M_{K}^{2} + M_{t}^{2}) + \Delta_{K\pi}^{2} ) \left( B_{K\pi}(t) - B_{K\pi}(0) \right)
\]
\[+ \frac{1}{t} (2t(M_{K}^{2} + M_{t}^{2}) - \Delta_{K\pi}^{2} ) \left( B_{K\pi}'(0) - \frac{\Delta_{K\pi}^{2}}{2} B_{K\pi}''(0) \right),
\]

\[
R_{0}^{\text{NLO}}(u) = \frac{M_{K}}{2\sqrt{2}F_{\pi}^{3}} \left( (M_{K}^{2} + M_{t}^{2} - u) \left( B_{K\pi}(u) - B_{K\pi}(0) \right) - (M_{K}^{2} + M_{t}^{2}) u \left( B_{K\pi}'(0) \right) \right),
\]

\[
R_{1}^{\text{NLO}}(u) = 0,
\]

\[
\tilde{R}_{1}^{\text{NLO}}(u) = 0.
\]

(4.28)

Now, we compare this expression with the one-loop calculation [34, 35, 10]. As in our dispersive treatment, we only consider \( \pi\pi \) intermediate states in the \( s \)-channel and \( K\pi \) intermediate states in the crossed channels, the \( KK \) and \( \eta\eta \) loops in the \( s \)-channel and the \( K\eta \) loops in the \( t \)-channel have to be expanded in a Taylor series and absorbed by the subtraction polynomial. The comparison of the dispersive representation with the loop calculation then allows to extract the \( \mathcal{O}(p^{4}) \) values for the subtraction constants.

Note that the only contributions that we neglect when writing the \( \mathcal{O}(p^{4}) \) loop calculation in the dispersive form are the second and higher order Taylor coefficients of the expanded loop functions of higher intermediate states (\( KK, \eta\eta \) and \( K\eta \)).

The result for the \( \mathcal{O}(p^{4}) \) subtraction constants can be found in appendix E.1.

4.5.1.2 \( \chi \)PT Form Factors in the Omnès Representation

The reason why we do not use the standard dispersive form (2.90) for the numerical solution of the dispersion relation but rather the Omnès representation (2.107) is mainly the separation of final-state rescattering effects: the Omnès function resummates the most important rescattering effects. The remaining dispersive integrals take the interplay of the different channels into account.

It is therefore desirable to perform the matching to \( \chi \)PT not on the level of the standard dispersive form but directly with the Omnès representation. This should avoid mixing the final-state resummation with the determination of the LECs.

However, it is not possible to write directly the \( \chi \)PT representation in the Omnès form, because the chiral expansion of the phase shifts has not the correct asymptotic behaviour. At \( \text{LO} \), the phases grow linearly, hence the Omnès dispersion integral (2.105) is logarithmically divergent. Therefore,
we subtract the dispersion integral once more:

\[ \Omega(s) = \exp \left( \frac{s}{\pi} \int_{s_0}^{\infty} \frac{\delta(s')}{(s' - s - i\epsilon)s'} ds' \right) = \exp \left( \frac{s}{\pi} \int_{s_0}^{\infty} \frac{\delta(s')}{s'^2} ds' + \frac{s^2}{\pi} \int_{s_0}^{\infty} \frac{\delta(s')}{(s' - s - i\epsilon)s'^2} ds' \right) \]

\[ = \exp \left( \omega s M_K^2 + \frac{s^2}{\pi} \int_{s_0}^{\infty} \frac{\delta(s')}{s'^2} ds' \right). \tag{4.29} \]

\( \omega \) is divergent if evaluated in \( \chi \text{PT}. \) Let us postpone the determination of this constant for a moment.

Let us now use the Omnès representation to reconstruct the NLO result for the form factors.

At LO, the functions of one variable are simply given by

\[ M_0^{\text{LO}}(s) = M_1^{\text{LO}}(s) = \frac{M_K}{\sqrt{2}F_\pi}, \]

\[ M_1^{\text{LO}}(s) = N_1^{\text{LO}}(t) = N_1^{\text{LO}}(t) = R_0^{\text{LO}}(u) = R_1^{\text{LO}}(u) = \tilde{R}_1^{\text{LO}}(u) = 0. \tag{4.30} \]

We start by calculating the hat functions at LO:

\[ M_0^{\text{LO}}(s) = \hat{M}_1^{\text{LO}}(s) = \hat{N}_1^{\text{LO}}(t) = \hat{R}_1^{\text{LO}}(u) = \hat{R}_1^{\text{LO}}(u) = 0, \]

\[ N_0^{\text{LO}}(t) = \frac{M_K}{\sqrt{2}F_\pi} \frac{3\Delta_{K\pi} - 5t}{4t}, \]

\[ \hat{N}_1^{\text{LO}}(t) = \frac{M_K}{\sqrt{2}F_\pi} \frac{3M_K^2}{2t}, \]

\[ \hat{R}_0^{\text{LO}}(u) = \frac{M_K}{\sqrt{2}F_\pi}. \tag{4.31} \]

Further, we need the phase shifts at LO:

\[ \delta_0^{0,\text{LO}}(s) = \frac{1}{32\pi F_\pi^2} (2s - M_2^2)\sigma_\pi(s), \]

\[ \delta_1^{1,\text{LO}}(s) = \frac{1}{96\pi F_\pi^2} (s - 4M_2^2)\sigma_\pi(s), \]

\[ \delta_{0,\text{LO}}^{3/2}(t) = \frac{1}{128\pi F_\pi^2} \left( 5t^2 - 2t(M_K^2 + M_2^2) - 3\Delta_{K\pi}^2 \right) \frac{\lambda_{K\pi}^{1/2}(t)}{t^2}, \]

\[ \delta_{1,\text{LO}}^{3/2}(t) = \frac{1}{384\pi F_\pi^2} \left( 3t^2 - 6t(M_K^2 + M_2^2) + 3\Delta_{K\pi}^2 \right) \frac{\lambda_{K\pi}^{1/2}(t)}{t^2}, \]

\[ \delta_{0,\text{LO}}^{3/2}(u) = \frac{1}{32\pi F_\pi^2} (M_K^2 + M_2^2 - u) \frac{\lambda_{K\pi}^{1/2}(u)}{u}, \]

\[ \delta_{1,\text{LO}}^{3/2}(u) = 0. \tag{4.32} \]
CHAPTER 4. DETERMINATION OF THE SUBTRACTION CONSTANTS

We expand the Omnès representation (2.107) at NLO:

\begin{align*}
M_0^{\text{NLO}}(s) &= \left( 1 + \omega_0 s \frac{s}{M_K^2} + s^2 \int_{s_0}^{\infty} \frac{\delta_{0,\text{LO}}(s')}{(s' - s - i\epsilon)s'ds'} \right) (a_0 + b_0 s \frac{s}{M_K^2} + c_0 s^2 M_K^2), \\
M_1^{\text{NLO}}(s) &= \left( 1 + \omega_1 s \frac{s}{M_K^2} + s^2 \int_{s_0}^{\infty} \frac{\delta_{1,\text{LO}}(s')}{(s' - s - i\epsilon)s'ds'} \right) (a_1 + b_1 s \frac{s}{M_K^2}), \\
\tilde{M}_1^{\text{NLO}}(s) &= \left( 1 + \omega_1 s \frac{s}{M_K^2} + s^2 \int_{s_0}^{\infty} \frac{\delta_{1,\text{LO}}(s')}{(s' - s - i\epsilon)s'ds'} \right) (a_1 + b_1 s \frac{s}{M_K^2} + c_1 s^2 M_K^2), \\
N_0^{\text{NLO}}(t) &= \left( 1 + \omega_0 t \frac{t}{M_K^2} + t^2 \int_{t_0}^{\infty} \frac{\delta_{1/2,\text{LO}}(t')}{(t' - t - i\epsilon)t'dt'} \right) (b_0 + t \frac{t}{M_K^2} + t^2 \int_{t_0}^{\infty} \frac{N_0^{\text{LO}}(t') \delta_{1/2,\text{LO}}(t')}{(t' - t - i\epsilon)t'dt'}), \\
N_1^{\text{NLO}}(t) &= 0, \\
\tilde{N}_1^{\text{NLO}}(t) &= \left( 1 + \omega_1 t \frac{t}{M_K^2} + t^2 \int_{t_0}^{\infty} \frac{\delta_{1/2,\text{LO}}(t')}{(t' - t - i\epsilon)t'dt'} \right) (t \int_{t_0}^{\infty} \frac{\delta_{1/2,\text{LO}}(t')}{(t' - t - i\epsilon)t'dt'}), \\
R_0^{\text{NLO}}(u) &= \left( 1 + \omega_0 u \frac{u}{M_K^2} + u^2 \int_{u_0}^{\infty} \frac{\delta_{1/2,\text{LO}}(u')}{(u' - u - i\epsilon)u'du'} \right) (u^2 \int_{u_0}^{\infty} \frac{R_0^{\text{LO}}(u') \delta_{1/2,\text{LO}}(u')}{(u' - u - i\epsilon)u'du'}), \\
R_1^{\text{NLO}}(u) &= 0, \\
\tilde{R}_1^{\text{NLO}}(u) &= 0.
\end{align*}

(4.33)

If we further expand these expressions chirally and neglect higher orders, we obtain (note that only \(a^{M_0}\) and \(a^{\tilde{M}_1}\) do not vanish at LO):

\begin{align*}
M_0^{\text{NLO}}(s) &= a_0^{M_0} \left( 1 + \omega_0 s \frac{s}{M_K^2} + s^2 \int_{s_0}^{\infty} \frac{\delta_{0,\text{LO}}(s')}{(s' - s - i\epsilon)s'ds'} \right) + \Delta a^{M_0}_{\text{NLO}} + b^{M_0}_{\text{NLO}} s \frac{s}{M_K^2} + c^{M_0}_{\text{NLO}} s^2 \frac{s}{M_K^2}, \\
M_1^{\text{NLO}}(s) &= a_1^{M_0} + b^{M_1}_{\text{NLO}} s \frac{s}{M_K^2}, \\
\tilde{M}_1^{\text{NLO}}(s) &= a_1^{\tilde{M}_1} \left( 1 + \omega_1 s \frac{s}{M_K^2} + s^2 \int_{s_0}^{\infty} \frac{\delta_{1,\text{LO}}(s')}{(s' - s - i\epsilon)s'ds'} \right) + \Delta a^{\tilde{M}_1}_{\text{NLO}} + b^{\tilde{M}_1}_{\text{NLO}} s \frac{s}{M_K^2} + c^{\tilde{M}_1}_{\text{NLO}} s^2 \frac{s}{M_K^2}, \\
N_0^{\text{NLO}}(t) &= b_0^{N_0} t \frac{t}{M_K^2} + t^2 \int_{t_0}^{\infty} \frac{N_0^{\text{LO}}(t') \delta_{1/2,\text{LO}}(t')}{(t' - t - i\epsilon)t'dt'}, \\
N_1^{\text{NLO}}(t) &= 0, \\
\tilde{N}_1^{\text{NLO}}(t) &= \frac{t}{\pi} \int_{t_0}^{\infty} \frac{\tilde{N}_1^{\text{LO}}(t') \delta_{1/2,\text{LO}}(t')}{(t' - t - i\epsilon)t'dt'}, \\
R_0^{\text{NLO}}(u) &= \frac{u^2}{\pi} \int_{u_0}^{\infty} \frac{R_0^{\text{LO}}(u') \delta_{1/2,\text{LO}}(u')}{(u' - u - i\epsilon)u'du'}, \\
R_1^{\text{NLO}}(u) &= 0, \\
\tilde{R}_1^{\text{NLO}}(u) &= 0.
\end{align*}

(4.34)

where

\begin{align*}
a^{M_0}_{\text{NLO}} &= a^{M_0}_{\text{LO}} + \Delta a^{M_0}_{\text{NLO}}, \\
a^{\tilde{M}_1}_{\text{NLO}} &= a^{\tilde{M}_1}_{\text{LO}} + \Delta a^{\tilde{M}_1}_{\text{NLO}}.
\end{align*}

(4.35)
Next, we insert the LO phases and hat functions:

\[
M_{0}^{\text{NLO}}(s) = a_{\text{NLO}}^{M_{0}} + \left( b_{\text{NLO}}^{M_{0}} + \frac{M_{K}}{\sqrt{2} F_{\pi}} \omega_{0}^{\text{NLO}} \right) \frac{s}{M_{K}^{2}} + c_{\text{NLO}}^{M_{0}} \frac{s^{2}}{M_{K}^{4}}
\]
\[
+ \frac{s^{2}}{\pi} \int_{s_{0}}^{\infty} \frac{1}{(s' - s - i\epsilon)s'^{2}} \frac{\sigma_{\pi}(s') M_{K}(2s' - M_{2}^{\text{NLO}})}{32\pi \sqrt{2} F_{\pi}^{3}} ds',
\]
\[
M_{1}^{\text{NLO}}(s) = a_{\text{NLO}}^{M_{1}} + \frac{b_{\text{NLO}}^{M_{1}}}{M_{K}}.
\]
\[
\tilde{M}_{1}^{\text{NLO}}(s) = a_{\text{NLO}}^{\tilde{M}_{1}} + \left( b_{\text{NLO}}^{\tilde{M}_{1}} + \frac{M_{K}}{\sqrt{2} F_{\pi}} \omega_{1}^{\text{NLO}} \right) \frac{s}{M_{K}^{2}} + c_{\text{NLO}}^{\tilde{M}_{1}} \frac{s^{2}}{M_{K}^{4}}
\]
\[
+ \frac{s^{2}}{\pi} \int_{s_{0}}^{\infty} \frac{1}{(s' - s - i\epsilon)s'^{2}} \frac{\sigma_{\pi}(s') M_{K}(s' - 4M_{2}^{\text{NLO}})}{32\pi \sqrt{2} F_{\pi}^{3}} ds',
\]
\[
N_{0}^{\text{NLO}}(t) = b_{\text{NLO}}^{N_{0}} \frac{t}{M_{K}^{2}} + \frac{t^{2}}{\pi} \int_{t_{0}}^{\infty} \frac{1}{(t' - t - i\epsilon)t'^{2}} \frac{\lambda_{K}(t')}{16\pi t' \sqrt{2} F_{\pi}^{3}} \left( 3t'^{2} - 6t'(M_{K}^{2} + M_{2}^{2}) + 3\Delta_{K}^{2} \right) dt',
\]
\[
N_{1}^{\text{NLO}}(t) = 0,
\]
\[
\tilde{N}_{1}^{\text{NLO}}(t) = \frac{t}{\pi} \int_{t_{0}}^{\infty} \frac{1}{(t' - t - i\epsilon)t'^{2}} \frac{\lambda_{K}(t')}{16\pi t' \sqrt{2} F_{\pi}^{3}} \left( 3t'^{2} - 6t'(M_{K}^{2} + M_{2}^{2}) + 3\Delta_{K}^{2} \right) dt',
\]
\[
R_{0}^{\text{NLO}}(u) = \frac{u^{2}}{\pi} \int_{u_{0}}^{\infty} \frac{1}{(u' - u - i\epsilon)u'^{2}} \frac{\lambda_{K}(u')}{2\sqrt{2} F_{\pi}^{3}} \left( M_{K}^{2} + M_{2}^{2} - u' \right) du',
\]
\[
R_{1}^{\text{NLO}}(u) = 0,
\]
\[
\tilde{R}_{1}^{\text{NLO}}(u) = 0.
\]

We see that the form of the Omnès representation is completely equivalent to the standard representation, apart from the presence of the additional subtraction constants \( c_{\text{NLO}}^{M_{0}}, b_{\text{NLO}}^{M_{1}} \) and \( c_{\text{NLO}}^{\tilde{M}_{1}} \). Therefore, the transformation of the dispersive integrals to loop functions and the matching to the explicit one-loop calculation corresponds to the procedure for the standard representation, apart from the determination of the three additional subtraction constants. We expand the \( t \)-channel \( K\eta \) integrals up to linear terms in \( t \) and find:

\[
a_{\text{NLO}}^{M_{0}} = m_{0,\text{NLO}},
\]
\[
b_{\text{NLO}}^{M_{0}} = m_{1,\text{NLO}} - \frac{M_{K}}{\sqrt{2} F_{\pi}} \omega_{0}^{\text{NLO}},
\]
\[
c_{\text{NLO}}^{M_{0}} = \frac{M_{K}^{2}}{\sqrt{2} F_{\pi}} \frac{15M_{4}^{2} + M_{2}^{2} M_{K}^{2}}{1920\pi^{2} M_{\eta}^{4}},
\]
\[
a_{\text{NLO}}^{M_{1}} = m_{0,\text{NLO}},
\]
\[
b_{\text{NLO}}^{M_{1}} = 0,
\]
\[
c_{\text{NLO}}^{M_{1}} = \frac{M_{K}^{2}}{\sqrt{2} F_{\pi}} \frac{1}{1920\pi^{2}},
\]
\[
a_{\text{NLO}}^{\tilde{M}_{1}} = \tilde{m}_{0,\text{NLO}},
\]
\[
b_{\text{NLO}}^{\tilde{M}_{1}} = \tilde{m}_{1,\text{NLO}} - \frac{M_{K}}{\sqrt{2} F_{\pi}} \omega_{1}^{\text{NLO}},
\]
\[
c_{\text{NLO}}^{\tilde{M}_{1}} = \frac{M_{K}^{2}}{\sqrt{2} F_{\pi}} \frac{1}{1920\pi^{2}}.
\]

The constants \( \omega_{0}^{\text{NLO}} \) and \( \omega_{1}^{\text{NLO}} \) cannot be evaluated with the chiral phases. If we evaluate them with the physical phases, this leads to exactly the same matching equations for the determination of
the $L_i^r$ as if we would match the Taylor expansion of the Omnès representation with the Taylor expansion of the chiral result. Note, however, that the expressions obtained for $c_i^{M_0}$, $b_i^{M_1}$ and $c_i^{M_1}$ are different. E.g. for $b_i^{M_1}$, the chiral expansion leads to $b_i^{M_1}_{\text{NLO}} = 0$ while a Taylor expansion of the dispersion relation would require $b_i^{M_1} = -m_i^{\text{NLO}}\Omega_i'(0)M_2^0$, where $\Omega_i'$ is the derivative of the Omnès function calculated with the physical phases. Of course, the difference is a higher order effect in the chiral counting. As higher order effects can be important if due to final state rescattering, we would not like to intermingle them with the matching of the subtraction constants. The matching on the basis of Taylor coefficients would require the linear term of $M_i(s)$ to vanish exactly, while the matching based on the chiral expansion of the dispersion relation gives a non-zero linear term in $M_i(s)$ due to the Omnès function.

4.5.2 Matching Equations at $\mathcal{O}(p^6)$

4.5.2.1 Decomposition of the NNLO Form Factors

In the following, we describe the decomposition of the two-loop result such that the matching can be performed at NNLO. Since the NNLO chiral result has a different asymptotic behaviour than the NLO result and our numerical dispersive representation, we have to use the representation (2.91), which uses a different gauge and more subtractions than (2.90).

The imaginary parts of the $K_{tt}$ partial waves at NNLO could again be reconstructed using the unitarity relations, e.g.

\[
\text{Im} f_i^{\text{NNLO}}(s) = \frac{1}{2l+1} \frac{1}{32\pi} \sigma_i(s) \left( t_i^{L,\text{LO}}(s)f_i^{L,\text{LO}}(s) + \Delta t_i^{L,\text{NNLO}}(s)f_i^{L,\text{LO}}(s) + t_i^{L,\text{LO}}(s)\Delta f_i^{\text{NNLO}}(s) \right). \tag{4.38}
\]

However, instead of proceeding as for NLO, it is more straightforward to decompose the two-loop result directly into functions of one variable, then to impose the gauge condition and extract the Taylor coefficients of the functions of one variable.

The two-loop result for the form factors $F$ and $G$ was computed in [11]. We have the full expressions in form of a C++ program at hand.\footnote{We thank Johan Bijnens and Ilaria Jemos for providing the C++ implementation of the NNLO expressions.} It has the following structure:

\[
X^{\text{NNLO}}(s, t, u) = X^{\text{LO}} + X^{\text{NLO}}_L(s, t, u) + X^{\text{NLO}}_R(s, t, u) + X^{\text{NNLO}}_C(s, t, u) + X^{\text{NNLO}}_P(s, t, u) + X^{\text{NNLO}}_{VS}(s) + X^{\text{NNLO}}_{VT}(t) + X^{\text{NNLO}}_{VU}(u), \tag{4.39}
\]

where $X \in \{F, G\}$ and the different parts denote the following:

- $X^{\text{NLO}}_L$: NLO polynomial containing the LECs $L_i^r$,
- $X^{\text{NLO}}_R$: NLO loops,
- $X^{\text{NNLO}}_C$: NNLO polynomial containing the LECs $C_i^r$,
- $X^{\text{NNLO}}_L$: NNLO part containing $L_i^r \times L_i^r$ and $L_i^r \times \text{loop}$,
- $X^{\text{NNLO}}_P$: NNLO two-loop part without vertex integrals,
- $X^{\text{NNLO}}_{VS}$: NNLO vertex integrals depending on $s$,
- $X^{\text{NNLO}}_{VT}$: NNLO vertex integrals depending on $t$,
- $X^{\text{NNLO}}_{VU}$: NNLO vertex integrals depending on $u$.

In appendix E.2.1, we perform the explicit decomposition of the two-loop result into functions of one Mandelstam variable according to (2.89) and (2.91) and evaluate numerically the subtraction constants.

7We thank Johan Bijnens and Ilaria Jemos for providing the C++ implementation of the NNLO expressions.
4.5. MATCHING TO $\chi$PT

4.5.2.2 NNLO Form Factors in the Omnès Representation

As we already pointed out for the NLO matching, it is desirable to use the Omnès representation rather than the standard dispersion relation for the matching and the determination of the LECs. Let us therefore derive the matching equations at NNLO in the Omnès scheme.

We have to use the second gauge for the decomposition of the NNLO representation (2.91). As a starting point, let us find the NLO Omnès subtraction constants in the second gauge. In the first gauge, we found $R_1^{\text{NLO}} = \tilde{R}_1^{\text{NLO}} = 0$, hence

\[
\begin{align*}
C_1^{\text{R}_0} &= \frac{M_K}{\sqrt{2} F_\pi^2} \frac{M_\pi^4}{4} \left((M_K^2 + M_\pi^2)\tilde{B}_{K\pi}''(0) - 2\tilde{B}_{K\pi}'(0)\right), \\
\delta_{R_1}^{\text{NLO}} &= \delta_{\tilde{R}_1}^{\text{NLO}} = 0.
\end{align*}
\]

The gauge-transformation (2.96) is then defined by

\[
\begin{align*}
C_1^{\text{NLO}} &= \frac{M_K}{\sqrt{2} F_\pi^2} \frac{M_\pi^4}{32\pi^2} \Delta_{K\pi}^N \left((M_K^2 + M_\pi^2)(M_K^4 - 8M_K^2 M_\pi^2 + M_\pi^4) + \frac{4M_K^4 M_\pi^4 \ln \left(\frac{M_\pi^2}{\Delta_{K\pi}^N}\right)}{3}\right), \\
A_1^{\text{R}_0} &= B_1^{\text{R}_0} = 0.
\end{align*}
\]

At NLO, the shifts in the subtraction constants (D.5) are therefore given by

\[
\begin{align*}
\delta a_{M_0}^{\text{NLO}} &= \frac{\Sigma_0^2 - \Delta_{K\pi} \Delta_{\ell}\pi}{M_K^2} C_{R_0}^{\text{NLO}}, & \delta b_{M_0}^{\text{NLO}} &= -\frac{2\Sigma_0}{M_K^4} C_{R_0}^{\text{NLO}}, & \delta c_{M_0}^{\text{NLO}} &= \delta d_{M_0}^{\text{NLO}} = 0, \\
\delta a_{M_1}^{\text{NLO}} &= -\frac{2\Sigma_0}{M_K^4} C_{R_0}^{\text{NLO}}, & \delta b_{M_1}^{\text{NLO}} &= 2 C_{R_0}^{\text{NLO}}, & \delta c_{M_1}^{\text{NLO}} &= 0, \\
\delta a_{N_0}^{\text{NLO}} &= \frac{3\Delta_{K\pi} + 2\Sigma_0}{4M_K^4} C_{R_0}^{\text{NLO}}, & \delta b_{N_0}^{\text{NLO}} &= -\frac{5}{4} C_{R_0}^{\text{NLO}}, \\
\delta a_{N_1}^{\text{NLO}} &= \frac{3}{2} C_{R_0}^{\text{NLO}}, & \delta b_{N_1}^{\text{NLO}} &= -\frac{3}{2} C_{R_0}^{\text{NLO}}, \\
\delta c_{N_1}^{\text{NLO}} &= C_{R_0}^{\text{NLO}}, & \delta d_{N_1}^{\text{NLO}} &= 0, & \delta b_{N_0}^{\text{NLO}} &= 0.
\end{align*}
\]

When studying now the Omnès representation at NNLO, we notice that the asymptotic behaviour of the phases at NNLO is even worse than at NLO, hence, we have to subtract the Omnès function three times:

\[
\begin{align*}
\Omega(s) &= \exp \left(\frac{s}{\pi} \int_{s_0}^{\infty} \frac{\delta(s')}{s' - s - i\epsilon} ds'\right) \\
&= \exp \left(\frac{s}{\pi} \int_{s_0}^{\infty} \frac{\delta(s')}{s'^2} ds' + \frac{s^2}{\pi} \int_{s_0}^{\infty} \frac{\delta(s')}{s'^3} ds' + \frac{s^3}{\pi} \int_{s_0}^{\infty} \frac{\delta(s')}{(s' - s - i\epsilon)s'^3} ds'\right) \\
&= \exp \left(\omega \frac{s}{M_K^2} + \omega \frac{s^2}{M_K^4} + \frac{s^3}{\pi} \int_{s_0}^{\infty} \frac{\delta(s')}{s'(s' - s - i\epsilon)s'^3} ds'\right).
\end{align*}
\]

$\omega$ and $\tilde{\omega}$ are both divergent if evaluated in $\chi$PT at NNLO, hence we will use the physical phases to determine them.

In the case of the NLO matching, we have derived the relation between the standard and the Omnès subtraction constants (4.37) by comparing the Taylor coefficients of the chirally expanded Omnès representation with the Taylor coefficients of the standard dispersive representation. Although it is instructive to understand the chiral expansion of the Omnès representation, a shortcut
can be taken. Note that the chiral expansion and the Taylor expansion are interchangeable. Therefore, we easily obtain the relations between the standard subtraction constants $m_0^0, \ldots$ and the Omnès subtraction constants $a^M_0, \ldots$ by chirally expanding the Taylor coefficients of the Omnès representation (D.1) and comparing it with the Taylor coefficients of (2.91).

This leads to the following relations between the relevant subtraction constants:

\begin{align}
    m_0^{0,\text{NNLO}} &= a_0^{\text{NNLO}}, \\
    m_1^{1,\text{NNLO}} &= a_1^{\text{NNLO}}, \\
    m_0^{2,\text{NNLO}} &= \omega_0 a_0^{\text{NLO}} + \frac{1}{2} \omega_0^2 a_2^{\text{LO}} + a_0^{\text{NLO}} \bar{\omega}_0 + h.o., \\
    m_1^{1,\text{NNLO}} &= b_1^{\text{NNLO}} + \omega_1 a_1^{\text{NLO}}, \\
    m_0^{2,\text{NNLO}} &= c_0^{\text{NNLO}} + \omega_0 b_0^{\text{NLO}} + \frac{1}{2} \omega_0^2 c_2^{\text{LO}} + a_0^{\text{NLO}} \bar{\omega}_0 \, \bar{\omega}_0 + h.o., \\
    n_0^{1,\text{NNLO}} &= b_0^{\text{NNLO}}, \\
    n_2^{2,\text{NNLO}} &= c_2^{\text{NNLO}} + \omega_1^2 b_2^{\text{NLO}}, \\
    n_1^{1,\text{NNLO}} &= a_1^{\text{NNLO}}, \\
    n_1^{2,\text{NNLO}} &= c_1^{\text{NNLO}} + \omega_1 b_1^{\text{NLO}} + \frac{1}{2} \omega_1^2 c_1^{\text{LO}} + a_1^{\text{NLO}} \bar{\omega}_1 + h.o., \\
    \tilde{n}_0^{1,\text{NNLO}} &= \tilde{b}_0^{\text{NNLO}}, \\
    \tilde{n}_1^{2,\text{NNLO}} &= \tilde{c}_1^{\text{NNLO}} + \omega_0 / 2 \tilde{b}_0^{\text{NLO}}, \\
    \tilde{n}_0^{1,\text{NNLO}} &= \tilde{a}_1^{\text{NNLO}}, \\
    \tilde{n}_1^{2,\text{NNLO}} &= \tilde{b}_1^{\text{NNLO}}.
\end{align}

The NNLO chiral expansion of the full Omnès representation can be found in appendix E.2.2 and leads to the same result. It can be used to identify all the imaginary parts and to connect the different dispersive integrals with the discontinuities of the loop diagrams.
Chapter 5

Results

In this chapter, we discuss the results for the low-energy constants that we determine by fitting the dispersion relation to data and matching it to $\chi$PT. In order to understand the differences between the results at NLO and NNLO and the source of complications that appear at NNLO, it is useful to study in a first step the results of direct $\chi$PT fits. We perform direct fits at NLO and NNLO and compare our results with the literature before using the whole machinery of the dispersive framework at NLO and finally at NNLO.

5.1 Comparison of Direct $\chi$PT Fits

The most recent fits to $K_{\ell 4}$ data performed in the literature are [36]. There, a global fit is performed, taking into account the threshold expansion parameters of the $K_{\ell 4}$ form factor measurement of NA48/2 [9]:

\begin{align}
F &= f_s + f_s'q^2 + \ldots, \quad f_s = 5.705 \pm 0.035, \quad f_s' = 0.867 \pm 0.050 \\
G &= g_p + g_p'q^2 + \ldots, \quad g_p = 4.952 \pm 0.086, \quad g_p' = 0.508 \pm 0.122,
\end{align}

(5.1)

where $q^2 = \frac{s}{4M^2} - 1$. We have the impression that in [36], the above quantities are fitted with the form factors at $\cos \theta = 0$ instead of the first partial wave. In addition to the $K_{\ell 4}$ form factor data, the global fit of [36] uses many other inputs, like data on the different decay constants and masses, $\pi\pi$- and $K\pi$-scattering parameters, quark mass ratios etc.

We compare now different strategies for direct fits with the results of [36]. We use only $K_{\ell 4}$ data for our fits and therefore are only sensitive to the LECs $L_{r1}$, $L_{r2}$ and $L_{r3}$ [12]. The other LECs are taken as a fixed input.

5.1.1 Direct Fits at $O(p^4)$

5.1.1.1 Fits of Threshold Parameters

In order to make the connection to [36], we first perform a direct NLO fit to the NA48/2 threshold parameters in (5.1). Using $\cos \theta = 0$, i.e. the first Taylor coefficient of an expansion in $z = \cos \theta$, and the LEC inputs $L_{r4} = 0$ and the fitted value for $L_{r5}$ of [36], we reproduce almost exactly the result of [36] for $L_{r1}$, $L_{r2}$ and $L_{r3}$, see the second and third column in table 5.1. If we use instead the partial-wave projection (2.77), the fit results for $L_{r1}$ and $L_{r2}$ change a bit, as shown in the fourth column of table 5.1. The last column uses lattice results [37, 38] for the input LECs.
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| Ref. [36] | Taylor | PWE | PWE |
|-----------|--------|-----|-----|
| $10^3 \cdot L_1^r$ | 0.98(09) | 0.99(09) | 1.15(09) | 1.17(09) |
| $10^3 \cdot L_2^r$ | 1.56(09) | 1.57(09) | 1.48(08) | 1.50(08) |
| $10^3 \cdot L_3^r$ | $-3.82(30)$ | $-3.83(30)$ | $-3.82(30)$ | $-3.87(30)$ |
| $10^3 \cdot L_4^r$ | $\equiv 0$ | $\equiv 0$ | $\equiv 0$ | $\equiv 0.04$ |
| $10^3 \cdot L_5^r$ | $1.23(06)$ | $1.23$ | $1.23$ | $0.84$ |

\[ \chi^2 \]

\[ \text{dof} \]

\[ \chi^2/\text{dof} \]

Table 5.1: Comparison of direct NLO fits to the NA48/2 threshold parameters [9]. The renormalisation scale is $\mu = 770$ MeV. The last column uses the lattice determination of [37, 38] for the input LECs. The uncertainties are purely statistical.

5.1.1.2 Fits of the Complete Form Factor Data

In a next step, we no longer fit the threshold expansion parameters (5.1) of the form factors, but the complete form factor data of NA48/2 [6, 9] and E865 [7, 8], as discussed in section 4.1. The second column of table 5.2 shows the result of the NLO fit to the NA48/2 data without isospin corrections (table 4.1, but with the corrected normalisation of $F_s$ to account for the $s_t$-dependence). In the third column, isospin corrections are applied to the fitted data (table 4.4). The fourth and fifth column show the results of a combined fit to NA48/2 and E865 data (tables 4.2 and 4.5). The smaller $\chi^2$ value in the fits to the data with isospin-breaking corrections is due to the fact that the isospin corrections introduce an additional uncertainty in the data.

| NA48/2 | NA48/2, iso | NA48/2 & E865 | NA48/2 & E865, iso |
|--------|-------------|--------------|----------------|
| $10^3 \cdot L_1^r$ | 0.69(03) | 0.71(04) | 0.62(03) | 0.64(04) |
| $10^3 \cdot L_2^r$ | 1.88(07) | 1.80(08) | 1.79(06) | 1.70(06) |
| $10^3 \cdot L_3^r$ | $-3.89(13)$ | $-3.93(14)$ | $-3.62(11)$ | $-3.60(12)$ |
| $10^3 \cdot L_4^r$ | $\equiv 0.04$ | $\equiv 0.04$ | $\equiv 0.04$ | $\equiv 0.04$ |
| $10^3 \cdot L_5^r$ | $\equiv 0.84$ | $\equiv 0.84$ | $\equiv 0.84$ | $\equiv 0.84$ |
| $10^3 \cdot L_6^r$ | $\equiv 5.93$ | $\equiv 5.93$ | $\equiv 5.93$ | $\equiv 5.93$ |

\[ \chi^2 \]

\[ \text{dof} \]

\[ \chi^2/\text{dof} \]

Table 5.2: Comparison of direct NLO fits to the NA48/2 and E865 form factor measurements. The renormalisation scale is $\mu = 770$ MeV. For $L_4^r$ and $L_5^r$, we use lattice input [37, 38], for $L_6^r$ the determination of [39]. The uncertainties are purely statistical.

Figure 5.1 shows a comparison of the NA48/2 threshold parameter fit of [36] with the result of the fit to the whole form factor data set (forth column of table 5.2). It helps to understand the difference between the fitted LECs in the two procedures: in the fit to the threshold parameters, the curvature of the form factor is neglected. Since the NLO chiral representation cannot reproduce the curvature, the data points at higher energies reduce the slope in a fit to the whole data set.
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![Comparison of different fits for the S-wave of the form factor $F$](image)

Figure 5.1: Comparison of different fits for the S-wave of the form factor $F$: NA48/2 threshold parameter fit of [36] and a fit to the full data set. The $(s,s_\ell)$ phase space is projected on the $s$-axis. No isospin corrections are applied.

5.1.2 Direct Fits at $O(p^6)$

| $C^r_i$ | Ref. [36] | Ref. [36] | NA48/2 | NA48/2 & E865 | NA48/2 | NA48/2 & E865 |
|---------|-----------|-----------|--------|--------------|--------|--------------|
| $L^r_1$ | $10^3$    | $0.67(06)$| $0.53(06)$| $0.34(03)$  | $0.28(02)$| $0.33(03)$  |
| $L^r_2$ | $10^3$    | $0.17(04)$| $0.81(04)$| $0.42(06)$  | $0.35(05)$| $0.95(06)$  |
| $L^r_3$ | $10^3$    | $-1.76(21)$| $-3.07(20)$| $-1.54(14)$| $-1.25(11)$| $-3.06(14)$|
| $L^r_4$ | $10^3$    | $0.73(10)$| $0.3$    | $0.04$      | $0.04$      | $0.04$      |
| $L^r_5$ | $10^3$    | $0.65(05)$| $1.01(06)$| $0.84$      | $0.84$      | $0.84$      |
| $L^r_6$ | $10^3$    | $0.25(09)$| $0.14(05)$| $0.07$      | $0.07$      | $0.07$      |
| $L^r_7$ | $10^3$    | $-0.17(06)$| $-0.34(09)$| $-0.34$    | $-0.34$    | $-0.34$    |
| $L^r_8$ | $10^3$    | $0.22(08)$| $0.47(10)$| $0.36$      | $0.36$      | $0.36$      |
| $L^r_9$ | $10^3$    | $0.79$      | $5.93$    | $5.93$      | $5.93$      | $5.93$      |
| $\chi^2$ | 26        | 81.3      | 128.7    | 52.5        | 91.2        |
| dof    | 9         | 27        | 39       | 27          | 39          |
| $\chi^2$/dof | 2.9    | 1.0       | 3.0      | 3.3        | 1.9        | 2.3        |

Table 5.3: Direct NNLO fits for different choices of the $C^r_i$. The fits of [36] are cited for comparison. The renormalisation scale is $\mu = 770$ MeV. Our results are fits to the entire form factor data including isospin corrections. The uncertainties are purely statistical. The NLO input LECs $L^r_4$, $L^r_5$, $L^r_6$ and $L^r_8$ are lattice determinations [37, 38], $L^r_7$ is the BE14 value [36] and $L^r_9$ is taken from [39].

$\chi$PT at NNLO suffers from the problem that many new low-energy constants $C^r_i$ appear in the $O(p^6)$ Lagrangian. In $K_{\pi 4}$, in total 24 linearly independent combinations of the $C^r_i$ enter in the NNLO chiral representation of the form factors $F$ and $G$. A fit of so many parameters seems out of question. We would rather like to use some input values for the $C^r_i$. Unfortunately, only very few of the NNLO LECs are known reliably. We could either use determinations of the $C^r_i$ with models like the chiral quark model [40], a resonance estimate [11, 41] or the educated guess of [36]. These different estimates, however, do not lead to compatible results [36].
In table 5.3, we display the results of our direct $\chi$PT fits at NNLO in comparison with the results of [36]. In contrast to [36], we do not use the threshold parameters but the whole form factor data sets of NA48/2 and E865 corrected by isospin-breaking effects [27]. It turns out that even at NNLO, $\chi$PT has trouble to reproduce the curvature of the $F_\ell$ data. We also note that the results for the fitted LECs at NNLO differ quite significantly from the results at NLO.

## 5.2 Matching the Dispersion Relation to $\chi$PT

With the direct $\chi$PT fits, we have encountered some of the problems of $\chi$PT. At NLO and even at NNLO, the energy dependence of the $F_\ell$ form factor is not very well described. At $O(p^6)$, the appearance of quite a large number of additional LECs reduces the predictive power of $\chi$PT. Some input values for the $C_i^r$ have to be assumed, as a fit of $K_{l4}$ data alone cannot determine these LECs.

Now, we turn to the results using the dispersion relation as an intermediate step in the determination of the LECs: we fit the $K_{l4}$ form factor data with the dispersion relation. The matching to $\chi$PT relates the subtraction constants of the dispersion relation to the LECs. As the dispersion relation provides a resummation of final-state rescattering effects, we hope to obtain a better description of the energy dependence of the form factors. However, it is clear that the matching of the dispersion relation to NNLO $\chi$PT will again suffer from the large number of LECs.

### 5.2.1 Matching at $O(p^4)$

Our numerical dispersion relation (2.107) is parametrised by nine subtraction constants, which in fact are functions of $s_\ell$. If we use the matching at NLO to identify the subtraction constants with chiral expressions, we see that $a_{4\mathrm{NLO}}^M$ and $a_{9\mathrm{NLO}}^M$ are linear in $s_\ell$, while the other subtraction constants do not depend on $s_\ell$. We therefore introduce this $s_\ell$-dependence according to (4.14) and have to determine in total 11 parameters.

An unconstrained fit with these 11 parameters leads to a low relative $\chi^2$ of 0.80 (19 degrees of freedom) for the NA48/2 data alone or 0.72 (31 dof) for the combined data set of NA48/2 and E865. However, the soft-pion theorem in such a fit is very badly violated. If only the first soft-pion theorem (4.8) is imposed on the fit at a level of 2% (the tolerance is inspired by the typical NNLO deviation), the second soft-pion theorem (4.9) is reproduced to 6.7% accuracy in the fit to NA48/2 and to 2.4% in the combined fit to both experiments. If both soft-pion theorems are imposed on the fit, the relative $\chi^2$ is still 0.78 (21 dof) for the NA48/2 fit and 0.71 (33 dof) for the combined fit. This shows that in a fit with all 11 parameters, the soft-pion theorems are not fulfilled automatically but are not a strong additional constraint. In an unconstrained fit, the result for the subtraction constants turns out to be rather unstable: the statistical uncertainties are large and some of the subtraction constants change drastically if the E865 data is included. Therefore, we consider these fits as unphysical and fix to an a priori value those subtraction constants that have the largest statistical uncertainty: these are the subtraction constants of highest order in each function and the ones parametrising the $s_\ell$-dependence, i.e. $c^{M_0}, b^{M_1}, c^{M_1}, a_4^{M_0}$ and $a_4^{M_1}$. We fix these subtraction constants to the NLO chiral prediction in the matching (4.37): while $c^{M_0}, b^{M_1}, c^{M_1}, a_4^{M_0}$ and $a_4^{M_1}$ are purely numerical, $a_4^{M_0}$ depends on $L_5^r$ and $a_4^{M_1}$ on $L_5^r$ as well as on $L_2^r$. We take those two LECs as input and iterate the fit for $L_5^r$ to reach self-consistency.

Only six subtraction constants $a_0^{M_0}, b^{M_0}, a_0^{M_1}, b^{M_1}$ and $b^{N_0}$ remain to be fitted to data. In the matching equations (i.e. (4.37) together with appendix E.1), the three LECs $L_1^r, L_2^r$ and $L_3^r$ are overdetermined. Hence, we have to use a second $\chi^2$ minimisation to fix these LECs. As an alternative to this two-step procedure (first fit to data, then matching to $\chi$PT), we can identify the subtraction constants immediately with the NLO chiral expressions and perform the fit of the dispersion relation to data with the LECs as fitting parameters. It turns out that these two
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strategies lead to almost identical numerical results for the LECs: the differences are much smaller than the statistical errors.

In table 5.4, we show the results of the fits of the dispersion relation matched to NLO $\chi$PT. For the input LECs, we use lattice results [37, 38] and [39]:

$10^3 \cdot L_r^1 = 0.04(14)$,

$10^3 \cdot L_r^2 = 0.84(38)$,

$10^3 \cdot L_r^3 = 5.93(43)$.

(5.2)

The $\chi^2$ and degrees of freedom correspond to the strategy of using the LECs as fitting parameters. If we use the two-step fitting/matching strategy instead, the $\chi^2$/dof of the fit of the subtraction constants to data is quite good: between 0.8 and 1.0 for the fit to NA48/2 and between 1.3 and 1.6 for the fit to both experiments. At the same time, the relative $\chi^2$/dof of the matching is bad (between 3.6 and 6.2). This is not surprising because the sum of the total $\chi^2$ of the two steps is approximately equal to the total $\chi^2$ in the one-step procedure, while the dof in the second step is drastically reduced.

The first bracket indicates the statistical uncertainty due to the fitted data. The second bracket gives the systematic uncertainty. In section 5.3, we will discuss in more detail the different sources of uncertainty.

| Isospin corr. | $\chi$ | $\chi$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
|---------------|--------|--------|-------------|-------------|-------------|-------------|-------------|
| $\sigma_{SPT1}$ | —      | —      | —           | —           | 2%          | 2%          |             |
| $\sigma_{SPT2}$ | —      | —      | —           | —           | 5%          | 5%          |             |

| $10^3 \cdot L_r^1$ | 0.51(02)(05) | 0.47(02)(05) | 0.55(03)(05) | 0.51(02)(05) | 0.56(03)(05) | 0.51(02)(05) |
| $10^3 \cdot L_r^2$ | 1.01(05)(08) | 0.94(04)(08) | 0.92(06)(08) | 0.86(05)(08) | 0.92(06)(08) | 0.86(05)(08) |
| $10^3 \cdot L_r^3$ | -3.02(11)(07) | -2.82(09)(07) | -2.98(12)(07) | -2.77(10)(07) | -2.98(12)(07) | -2.77(10)(07) |

| $\chi^2$ | 60.2 | 89.4 | 32.7 | 65.4 | 44.5 | 77.2 |
| dof | 27 | 39 | 27 | 39 | 29 | 41 |
| $\chi^2$/dof | 2.2 | 2.3 | 1.2 | 1.7 | 1.5 | 1.9 |

Table 5.4: Fit results for the dispersion relation matched to $\chi$PT at NLO. The renormalisation scale is $\mu = 770$ MeV.

While the final results for the LECs do not differ significantly in the one-step and two-step strategies, a difference can be observed concerning the soft-pion theorems. If we use the two-step matching strategy, the soft-pion theorems are not automatically satisfied, but if they are imposed as a fitting constraint, they can be perfectly satisfied with only a slight increase of the $\chi^2$. In contrast, in the one-step strategy, where the subtraction constants have to fulfill the chiral constraints, the accuracy of the soft-pion theorems lies at $\sim 4\%$ and $\sim 10\%$ respectively. This does not change with the soft-pion constraints added to the fit, which only increases the $\chi^2$ a bit.

The influence of the isospin-breaking corrections of [27] is a bit larger than the statistical uncertainty in the case of $L_r^1$ and $L_r^2$, while $L_r^3$ is less sensitive to the isospin effects.

A plot of the data points indicates that the two experiments NA48/2 and E865 are in agreement, which is confirmed by the fit results. We find it worthwhile to stress that this is only the case if the normalisation of the $F_s$ data points of NA48/2 is increased by 0.77%. If the published values are used, which are normalised neglecting the $s_\ell$-dependence, a quite strong tension between the two experiments is observed, resulting in higher $\chi^2$ values for combined fits.

We note that the $\chi^2$ in the dispersive treatment is clearly improved compared to the direct fit with $\chi$PT at NLO (1.2 instead of 2.5 with 27 dof). This is illustrated in figure 5.2: in contrast to a pure chiral treatment, the dispersion relation allows to describe the curvature of the $S$-wave of the form factor $F$. We interpret this as the result of the resummation of final-state rescattering effects. Figure 5.3 shows the fitted $P$-waves of $F$ and $G$. 

81
CHAPTER 5. RESULTS

5.2.2 Matching at $O(p^6)$

We have seen that in connection with one-loop $\chi$PT, the dispersive treatment clearly exhibits its powers, and the advantage over a pure chiral treatment is evident: the dispersion relation is able to describe the energy-dependence of the form factors, hence the $\chi^2$ of the fit to the whole form factor data is much better. Due to the resummation of final-state rescattering effects, we believe that the dispersion relation captures the most important higher-order contributions and renders the determination of the LECs more robust.

In combination with two-loop $\chi$PT, the treatment becomes more cumbersome. The matching equations at NNLO relate the subtraction constants to chiral expressions that contain the $O(p^6)$ LECs $C_i$. The largest obstacle in a chiral treatment at NNLO is the large number of poorly known $C_i$. Unfortunately, the dispersion relation does not help in this regard. It turns out that the determination of the NLO LECs is still strongly affected by the choice of the $C_i$, a situation known from direct $\chi$PT fits [41, 36]. In table 5.5, we present two examples of the matching results at NNLO, using either the $C_i$ resonance estimate of [41] or the ‘preferred values’ of [36]. In these

---

**Figure 5.2:** Fit result for the S-wave of the form factor $F$. The dispersive description reproduces beautifully the curvature of the form factor. The $(s, s_f)$-phase space is projected on the $s$-axis, the plotted lines correspond to splines through the $(s, s_f)$-values of the two data sets.

**Figure 5.3:** Fit results for the $P$-waves of the form factors $F$ and $G$. The $(s, s_f)$-phase space is again projected on the $s$-axis.

---

**Table 5.5:** Matching results at NNLO using either the $C_i$ resonance estimate of [41] or the ‘preferred values’ of [36]. In these...
fits, we add a tolerance of 10% to the contribution of the $C^\iota_r$ to the subtraction constants. This tolerance improves the accuracy of the soft-pion theorem but has only a small impact on the values of the $L_r^\iota$.

| $C^\iota_r$ input (±10%) | resonance [41] | resonance [41] | BE14 [36] | BE14 [36] |
|--------------------------|----------------|----------------|------------|------------|
| $10^3 \cdot L_1^\iota$  | 0.79(05)       | 0.73(05)       | 0.37(10)   | 0.30(10)   |
| $10^3 \cdot L_2^\iota$  | 0.88(08)       | 0.78(07)       | 1.18(10)   | 1.04(10)   |
| $10^3 \cdot L_3^\iota$  | -3.98(27)      | -3.58(25)      | -4.56(36)  | -3.97(33)  |

Table 5.5: Fit results for the dispersion relation matched to $\chi$PT at NNLO. The renormalisation scale is $\mu = 770$ MeV. The uncertainties are purely statistical. As in table 5.3, we use lattice input for $L_4^\iota$, $L_5^\iota$, $L_6^\iota$ and $L_8^\iota$ [37, 38]. $L_7^\iota$ is the BE14 value [36] and $L_9^\iota$ is taken from [39].

The $\chi^2$ is almost the same as in the NLO fits. Compared to the direct $\chi$PT fits, the corrections from NLO matching to NNLO matching are smaller for $L_1^\iota$ and especially for $L_2^\iota$, while the corrections for $L_3^\iota$ are rather large. Yet the quite strong dependence on the input values for the $C^\iota_r$ makes it difficult to draw a coherent conclusion concerning the NNLO values of the LECs $L_1^\iota$, $L_2^\iota$ and $L_3^\iota$. Further investigations are needed to stabilise the fit with respect to the $C^\iota_r$ input. A possible strategy would be to study the chiral convergence of the subtraction constants (or linear combinations of subtraction constants that are independent of the gauge) and to impose a good convergence behaviour, similar to what has been done in [36].

### 5.3 Error Analysis

We come back to our main result of the NLO matching, shown in table 5.4. Let us give once more the values for the determined LECs, obtained from the combined fit to the NA48/2 and E865 data:

\[
\begin{align*}
10^3 \cdot L_1^\iota(\mu) &= 0.51(02)(05), \\
10^3 \cdot L_2^\iota(\mu) &= 0.86(05)(08), \\
10^3 \cdot L_3^\iota(\mu) &= -2.77(10)(07),
\end{align*}
\]  

(5.3)

where $\mu = 770$ MeV. The first error indicates the statistical one, i.e. the error due to the uncertainty of the fitted data. The second error is due to the systematics of our approach, explained in more detail below. The corresponding statistical and systematical correlations are shown in table 5.6.

### Table 5.6: Statistical and systematical correlations of the fitted LECs.

| L_2^\iota \(\text{stat. corr.}\) | L_4^\iota | L_5^\iota \(\text{syst. corr.}\) | L_7^\iota | L_9^\iota | L_7^\iota | L_9^\iota |
|---------------------------------|---------|-----------------|--------|--------|--------|--------|
| L_1^\iota                       | 0.29    | -0.59           | -0.72  | 0.02   | -0.02  | -0.57  |
| L_2^\iota                      | -0.93   |                  |        |        |        |        |

Figures 5.4, 5.5 and 5.6 show bar charts of the uncertainties of the LECs. In the upper part, statistical and systematical uncertainty are compared. The lower part shows the fractional systematic uncertainties, which we sum in squares.
### Figure 5.4: Contributions to the uncertainty of $L_1^r$ in the $O(p^4)$ matching in units of $10^{-5}$.

| Source                                | Value |
|---------------------------------------|-------|
| Statistical                          | 2.4   |
| Total systematic                     | 5.2   |
| $\pi\pi$ phases, low en.             | 2.1   |
| $\pi\pi$ phases, high en.            | 4.2   |
| $K\pi$ phases, low en.               | 0.2   |
| $K\pi$ phases, high en.              | 2.0   |
| $L_4^r$                               | 1.2   |
| $L_5^r$                               | 0.7   |
| $L_9^r$                               | 0.1   |

### Figure 5.5: Contributions to the uncertainty of $L_2^r$ in the $O(p^4)$ matching in units of $10^{-5}$.

| Source                                | Value |
|---------------------------------------|-------|
| Statistical                          | 4.8   |
| Total systematic                     | 7.7   |
| $\pi\pi$ phases, low en.             | 2.0   |
| $\pi\pi$ phases, high en.            | 5.5   |
| $K\pi$ phases, low en.               | 0.4   |
| $K\pi$ phases, high en.              | 2.0   |
| $L_4^r$                               | 3.9   |
| $L_5^r$                               | 2.2   |
| $L_9^r$                               | 0.7   |

### Figure 5.6: Contributions to the uncertainty of $L_3^r$ in the $O(p^4)$ matching in units of $10^{-5}$.

| Source                                | Value |
|---------------------------------------|-------|
| Statistical                          | 9.7   |
| Total systematic                     | 7.2   |
| $\pi\pi$ phases, low en.             | 1.5   |
| $\pi\pi$ phases, high en.            | 1.7   |
| $K\pi$ phases, low en.               | 0.4   |
| $K\pi$ phases, high en.              | 5.1   |
| $L_4^r$                               | 1.0   |
| $L_5^r$                               | 4.3   |
| $L_9^r$                               | 0.9   |

The different fractional uncertainties are determined as follows.

- For the $\pi\pi$ phases [22, 23], we vary all the 28 parameters and sum the variations of the LECs in squares. In the bar charts, this is the uncertainty labelled by ‘$\pi\pi$ phases, low energy’.

- The second fractional uncertainty is due to the high-energy behaviour of the $\pi\pi$ phases. We sum in squares the differences between the high-energy solutions explained in section 3.2.1.

- The $K\pi$ phases are simply varied between the centre and upper/lower limit of the error bands. This influence is labelled as ‘$K\pi$ phases, low energy’.
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5.4 Conclusion and Outlook

We have presented a new dispersive treatment of $K_{\ell 4}$ decays, which provides a very accurate description of the hadronic form factors $F$ and $G$. The dispersion relation is valid up to and including $O(p^6)$ in the chiral counting. Furthermore, it provides a resummation of final-state $\pi\pi$- and $K\pi$-rescattering effects, which we believe to be the most important contribution beyond $O(p^6)$.

Our dispersion relation for $K_{\ell 4}$ is written in the form of an Omnès representation. It consists of a set of coupled integral equations. We have solved this system numerically in an iteration procedure. The problem is parametrised by subtraction constants, which we have determined in a fit to data and by using the soft-pion theorem as well as chiral input. In contrast to a pure chiral description, the dispersion relation describes perfectly the experimentally observed curvature of the $S$-wave of the form factor $F$, which we interpret as a result of important $\pi\pi$-rescattering effects.

By using the matching equations to $\chi$PT we have extracted the values of the low-energy constants $L_{r1}^r$, $L_{r2}^r$ and $L_{r3}^r$. The matching at two-loop level is quite sensitive to the input for the NNLO LECs and requires some further investigation.

Furthermore, we plan to use the two-dimensional NA48/2 data set for the $S$-wave of $F$, which we were provided with very recently. This will allow us to extract a value for $L_9^r$, which has been an input quantity so far.
Appendix A

Scalar Loop Functions

We use the following conventions for the scalar one-loop functions:

\[ A_0(m^2) := \frac{1}{i} \int \frac{d^d q}{(2\pi)^d} \frac{1}{[q^2 - m^2]}, \]
\[ B_0(p^2, m_1^2, m_2^2) := \frac{1}{i} \int \frac{d^d q}{(2\pi)^d} \frac{1}{[q^2 - m_1^2][(q + p)^2 - m_2^2]}. \]  

(A.1)

These loop functions are UV-divergent. We define the renormalised loop functions in the \(\overline{\text{MS}}\) scheme:

\[ A_0(m^2) = -2m^2 \lambda + \bar{A}_0(m^2) + \mathcal{O}(4 - n), \]
\[ B_0(p^2, m_1^2, m_2^2) = -2\lambda + \bar{B}_0(p^2, m_1^2, m_2^2) + \mathcal{O}(4 - n), \]  

(A.2)

where

\[ \lambda = \frac{\mu^{n-4}}{16\pi^2} \left( \frac{1}{n-4} - \frac{1}{2} (\ln(4\pi) + 1 - \gamma_E) \right). \]  

(A.3)

\(\mu\) denotes the renormalisation scale.

The renormalised loop functions are given by [11]

\[ \bar{A}_0(m^2) = -\frac{m^2}{16\pi^2} \ln \left( \frac{m^2}{\mu^2} \right), \]
\[ \bar{B}_0(p^2, m_1^2, m_2^2) = -\frac{1}{16\pi^2} \frac{m_1^2 \ln \left( \frac{m_1^2}{p^2} \right) - m_2^2 \ln \left( \frac{m_2^2}{p^2} \right)}{m_1^2 - m_2^2} \]
\[ + \frac{1}{32\pi^2} \left( 2 + \frac{\Delta}{p^2} + \frac{\Sigma}{\Delta} \right) \ln \left( \frac{m_1^2}{m_2^2} \right) - \frac{\nu}{p^2} \ln \left( \frac{(p^2 + \nu)^2 - \Delta^2}{(p^2 - \nu)^2 - \Delta^2} \right), \]  

(A.4)

where

\[ \Delta := m_1^2 - m_2^2, \]
\[ \Sigma := m_1^2 + m_2^2, \]
\[ \nu := \lambda^{1/2}(s, m_1^2, m_2^2). \]  

(A.5)

The renormalised two-point function fulfils a once-subtracted dispersion relation:

\[ \bar{B}_0(s, m_1^2, m_2^2) = \bar{B}_0(0, m_1^2, m_2^2) + \frac{s}{\pi} \int_{(m_1 + m_2)^2}^{\infty} \frac{\text{Im} \bar{B}_0(s', m_1^2, m_2^2)}{(s' - s - i\epsilon)(s' - s')} ds', \]  

(A.6)
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where the imaginary part is given by

\[ \text{Im} B_0(s, m_1^2, m_2^2) = \frac{1}{16\pi} \frac{\lambda^{1/2}(s, m_1^2, m_2^2)}{s} \]  \hspace{1cm} (A.7)

and the value at zero is

\[ B_0(0, m_1^2, m_2^2) = \frac{1}{16\pi^2} \frac{m_1^2 \ln \left( \frac{m_1^2}{\mu^2} \right) - m_2^2 \ln \left( \frac{m_2^2}{\mu^2} \right)}{m_1^2 - m_2^2}. \]  \hspace{1cm} (A.8)

The first and second derivative at zero are

\[ B'_0(0, m_1^2, m_2^2) = \frac{1}{32\pi^2} \frac{\Delta \Sigma - 2m_1^2m_2^2 \ln \left( \frac{m_1^2}{m_2^2} \right)}{\Delta^3} \]  \hspace{1cm} (A.9)

\[ B''_0(0, m_1^2, m_2^2) = \frac{1}{48\pi^2} \frac{\Delta(m_1^4 + 10m_1^2m_2^2 + m_2^4) - 6m_1^2m_2^2\Sigma \ln \left( \frac{m_1^2}{m_2^2} \right)}{\Delta^5}. \]
Appendix B

Kinematics

For each channel, the partial-wave expansion is performed in the corresponding rest frame, i.e. in the \( \pi\pi \) centre-of-mass frame for the \( s \)-channel and in one of the \( K\pi \) centre-of-mass frames for the \( t \)- and \( u \)-channel. Therefore, we work out explicitly the kinematics in the three different frames.

B.1 Legendre Polynomials and Spherical Harmonics

For the partial-wave-expansions, we make use of several relations between spherical harmonics and Legendre polynomials.

We use the addition theorem for the spherical harmonics and the relations between Legendre polynomials or derivatives of Legendre polynomials to spherical harmonics:

\[
P_l(\cos\theta') = \frac{4\pi}{2l+1} \sum_{m=-l}^{l} Y_{l}^{m}(\theta, 0)Y_{l}^{m*}(\theta'', \phi''),
\]

\[
P_{l'}(\cos\theta'') = \sqrt{\frac{4\pi}{2l'+1}} Y_{l'}^{0}(\theta'', \phi'') \quad \text{(for any } \phi''),
\]

\[
P_{l'}(\cos\theta'') \sin\theta'' = (-1)^l \sqrt{\frac{4\pi}{2l'+1}} \sqrt{\frac{(l'+1)!}{(l'-1)!}} Y_{l'}^{1}\ast(\theta'', \phi'')e^{i\phi''},
\]

where \( P_l'(z) := \frac{d}{dz} P_l(z) \). The different angles are defined in figure B.1.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figureB1.png}
\caption{Vectors and angles appearing in the addition theorem for spherical harmonics}
\end{figure}
We can now easily derive the addition theorem for the Legendre polynomials:

\[
\int d\Omega' P_l(\cos \theta') P_l(\cos \theta'') = \int d\Omega' \frac{4\pi}{2l + 1} \sum_{m=-l}^{l} Y_l^m(\theta, 0) Y_l^{m*}(\theta'', \phi'') \sqrt{\frac{4\pi}{2l' + 1}} Y_l^{0*}(\theta'', \phi'')
\]

\[
= \sum_{m=-l}^{l} Y_l^m(\theta, 0) \frac{4\pi}{2l' + 1} \sqrt{\frac{4\pi}{2l' + 1}} \int d\Omega' Y_l^{m*}(\theta'', \phi'') Y_l^{0*}(\theta'', \phi'')
\]

\[
= \delta_{ll'} \frac{4\pi}{2l + 1} \sqrt{\frac{4\pi}{2l' + 1}} Y_l^{0}(\theta, 0) = \delta_{ll'} \frac{4\pi}{2l + 1} P_l(\cos \theta),
\]

as well as the following relation:

\[
\int d\Omega' P_l(\cos \theta') P_l(\cos \theta'') \sin \theta'' e^{-i\phi''} = \int d\Omega' \frac{4\pi}{2l + 1} \sum_{m=-l}^{l} Y_l^m(\theta, 0) Y_l^{m*}(\theta'', \phi'')(1) \frac{4\pi}{2l' + 1} \sqrt{\frac{4\pi}{2l' + 1}} \int d\Omega' Y_l^{m*}(\theta'', \phi'') Y_l^{0*}(\theta'', \phi'')
\]

\[
= \sum_{m=-l}^{l} Y_l^m(\theta, 0) \frac{4\pi}{2l' + 1} (-1) \sqrt{\frac{4\pi}{2l' + 1}} \sqrt{\frac{(l' + 1)!}{(l' - 1)!}} \int d\Omega' Y_l^{m*}(\theta'', \phi'') Y_l^{0*}(\theta'', \phi'')
\]

\[
= \delta_{ll'} \frac{4\pi}{2l + 1} (-1) \sqrt{\frac{4\pi}{2l' + 1}} \sqrt{\frac{(l' + 1)!}{(l' - 1)!}} Y_l^{0*}(\theta, 0) = \delta_{ll'} \frac{4\pi}{2l + 1} P_l(\cos \theta) \sin \theta
\]

Since the right-hand side is real, we conclude that

\[
\int d\Omega' P_l(\cos \theta') P_l(\cos \theta'') \sin \theta'' \cos \phi'' = \delta_{ll'} \frac{4\pi}{2l + 1} P_l(\cos \theta) \sin \theta,
\]

\[
\int d\Omega' P_l(\cos \theta') P_l(\cos \theta'') \sin \theta'' \sin \phi'' = 0.
\]

**B.2 Kinematics in the s-Channel**

In the \(\pi\pi\) centre-of-mass frame, the four-momenta of the different particles take the following values:

\[
k = \left( \sqrt{M_k^2 + \vec{k}^2}, \vec{k} \right), \quad q_1 = \left( \sqrt{M_{q_1}^2 + \vec{q}_1^2}, \vec{q}_1 \right), \quad p_1 = \left( \sqrt{M_{p_1}^2 + \vec{p}_1^2}, \vec{p}_1 \right),
\]

\[
-L = \left( -\sqrt{s + \vec{k}^2}, -\vec{k} \right), \quad q_2 = \left( \sqrt{M_{q_2}^2 + \vec{q}_2^2}, -\vec{q}_2 \right), \quad p_2 = \left( \sqrt{M_{p_2}^2 + \vec{p}_2^2}, -\vec{p}_2 \right),
\]

where \(q_1\) and \(q_2\) will be the momenta of intermediate pions. Note that we choose here the decay region \((L^0)\) is positive), could have equally well chosen the scattering region.

Inserting these expressions into \(s = (k - L)^2 = (q_1 + q_2)^2 = (p_1 + p_2)^2\) gives the values of \(\vec{k}^2\), \(\vec{q}_2^2\) and \(\vec{p}_2^2\). We choose the directions of the three-vectors according to figure B.2, i.e. the angles are defined as \(\theta := \angle(\vec{k}, \vec{p}_1), \theta' := \angle(\vec{p}_1, \vec{q}_1), \theta'' := \angle(\vec{k}, \vec{q}_1)\).
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Figure B.2: Vectors and angles in the s-channel centre-of-mass frame

We end up with the following explicit expressions for the four-vectors:

\[
\begin{align*}
k &= \left( \frac{M_K^2 + s - s_\ell}{2\sqrt{s}}, -\frac{\lambda_{K\ell}^{1/2}(s)}{2\sqrt{s}}, 0, 0 \right), \\
L &= \left( \frac{M_K^2 - s - s_\ell}{2\sqrt{s}}, -\frac{\lambda_{K\ell}^{1/2}(s)}{2\sqrt{s}}, 0, 0 \right), \\
q_1 &= \left( \frac{\sqrt{s}}{2}, \sqrt{\frac{s}{4} - M_\pi^2 \cos \theta''}, \sqrt{\frac{s}{4} - M_\pi^2 \sin \theta'' \cos \phi''}, \sqrt{\frac{s}{4} - M_\pi^2 \sin \theta'' \sin \phi''} \right), \\
q_2 &= \left( \frac{\sqrt{s}}{2}, -\sqrt{\frac{s}{4} - M_\pi^2 \cos \theta''}, -\sqrt{\frac{s}{4} - M_\pi^2 \sin \theta'' \cos \phi''}, -\sqrt{\frac{s}{4} - M_\pi^2 \sin \theta'' \sin \phi''} \right), \\
p_1 &= \left( \frac{\sqrt{s}}{2}, \sqrt{\frac{s}{4} - M_\pi^2 \cos \theta}, \sqrt{\frac{s}{4} - M_\pi^2 \sin \theta, 0} \right), \\
p_2 &= \left( \frac{\sqrt{s}}{2}, -\sqrt{\frac{s}{4} - M_\pi^2 \cos \theta}, -\sqrt{\frac{s}{4} - M_\pi^2 \sin \theta, 0} \right),
\end{align*}
\]

where \( \lambda_{K\ell}(s) := \lambda(M_K^2, s, s) \). Note that \( \lambda_{K\ell}^{1/2}(s) \) has a square root branch cut in the \( s \)-plane between \( (M_K - \sqrt{s})^2 \) and \( (M_K + \sqrt{s})^2 \) and changes the sign when we continue it analytically to the scattering region. We will have to pay attention that we do not introduce this kinematic singularity into the partial-wave expansion.

In order to express the \( s \)-channel scattering angle \( \theta \) with the Mandelstam variables, we calculate:

\[
t - u = (k - p_1)^2 - (k - p_2)^2 = k^2 + p_1^2 - 2kp_1 - k^2 - p_2^2 + 2kp_2 \\
= 2k(p_2 - p_1) = 2(k^0(p^0_2 - p^0_1) - \vec{k} \cdot (\vec{p}_2 - \vec{p}_1)) \\
= \frac{\lambda_{K\ell}^{1/2}(s)}{\sqrt{s}} \left( -2 \sqrt{\frac{s}{4} - M_\pi^2 \cos \theta} \right) = -\lambda_{K\ell}^{1/2}(s) \sqrt{1 - \frac{4M_\pi^2}{s} \cos \theta} \quad \text{(B.9)}
\]

hence

\[
\cos \theta = \frac{u - t}{2X(s)\sigma_\pi(s)} \quad \text{(B.10)}
\]

where \( \sigma_\pi(s) := \sqrt{1 - 4M_\pi^2/s} \) and \( X(s) = \frac{1}{2} \lambda_{K\ell}(s) \) as before.
In the $t$-channel, we are in the $K\pi$ centre-of-mass frame and look at the $t$-channel scattering region:

$$k = \left(\sqrt{M_K^2 + k^2}, \vec{k}\right), \quad q_K = \left(\sqrt{M_K^2 + \vec{q}_K^2}, \vec{q}_K\right), \quad p_2 = \left(\sqrt{M_2^2 + \vec{p}_2^2}, \vec{p}_2\right),$$

$$-p_1 = \left(\sqrt{M_2^2 + \vec{k}^2}, -\vec{k}\right), \quad q_\pi = \left(\sqrt{M_2^2 + \vec{q}_\pi^2}, -\vec{q}_\pi\right), \quad L = \left(\sqrt{s_\ell + \vec{p}_2^2}, \vec{p}_2\right).$$

Inserting these expressions into $t = (k - p_1)^2 = (q_K + q_\pi)^2 = (p_2 + L)^2$ gives the values of $\vec{k}^2$, $\vec{q}_K^2$ and $\vec{p}_2^2$. We choose the directions of the three-vectors according to figure B.3, i.e. the angles are defined as $\theta_i := \angle(-\vec{k}, \vec{p}_2)$, $\theta_i' := \angle(\vec{k}, \vec{q}_K)$, $\theta_i'' := \angle(-\vec{q}_K, \vec{p}_2)$.

Figure B.3: Vectors and angles in the $t$-channel centre-of-mass frame

We find the following results:

$$k = \left(\frac{t + M_K^2 - M_\pi^2}{2\sqrt{t}} - \frac{\lambda_{K\pi}^{1/2}(t)}{2\sqrt{t}} \cos \theta_i - \frac{\lambda_{K\pi}^{1/2}(t)}{2\sqrt{t}} \sin \theta_i, 0\right),$$

$$p_1 = \left(\frac{M_K^2 - M_\pi^2 - t}{2\sqrt{t}} - \frac{\lambda_{K\pi}^{1/2}(t)}{2\sqrt{t}} \cos \theta_i - \frac{\lambda_{K\pi}^{1/2}(t)}{2\sqrt{t}} \sin \theta_i, 0\right),$$

$$q_K = \left(\frac{t + M_K^2 - M_\pi^2}{2\sqrt{t}} - \frac{\lambda_{K\pi}^{1/2}(t)}{2\sqrt{t}} \cos \theta_i' - \frac{\lambda_{K\pi}^{1/2}(t)}{2\sqrt{t}} \sin \theta_i' \sin \theta_i'' - \frac{\lambda_{K\pi}^{1/2}(t)}{2\sqrt{t}} \sin \theta_i' \sin \phi_i''\right),$$

$$q_\pi = \left(\frac{t - M_K^2 + M_\pi^2}{2\sqrt{t}} - \frac{\lambda_{K\pi}^{1/2}(t)}{2\sqrt{t}} \cos \theta_i'', \frac{\lambda_{K\pi}^{1/2}(t)}{2\sqrt{t}} \sin \theta_i'' \cos \phi_i'', \frac{\lambda_{K\pi}^{1/2}(t)}{2\sqrt{t}} \sin \theta_i'' \sin \phi_i''\right),$$

$$p_2 = \left(\frac{t - s_\ell + M_\pi^2}{2\sqrt{t}}, \frac{\lambda_{\ell\pi}(t)}{2\sqrt{t}}, 0, 0\right),$$

$$L = \left(\frac{t + s_\ell - M_\pi^2}{2\sqrt{t}}, -\frac{\lambda_{\ell\pi}(t)}{2\sqrt{t}}, 0, 0\right),$$

where $\lambda_{K\pi}(t) := \lambda(M_K^2, M_\pi^2, t)$ and $\lambda_{\ell\pi}(t) := \lambda(s_\ell, M_\pi^2, t)$. Again, the square root of the first of these Källén functions has in the $t$-plane a branch cut between $(M_K-M_\pi)^2$ and $(M_K+M_\pi)^2$, the second between $(M_\pi-\sqrt{s_\ell})^2$ and $(M_\pi+\sqrt{s_\ell})^2$. Since we need the partial-wave expansion only in the scattering region $t > (M_K + M_\pi)^2$, these branch cuts are not relevant.
B.4 KINEMATICS IN THE U-CHANNEL

We calculate the \( t \)-channel scattering angle \( \theta_t \) as a function of the Mandelstam variables:

\[
s - u = (p_1 + p_2)^2 - (k - p_2)^2 = p_1^2 + p_2^2 + 2p_1p_2 - k^2 - p_2^2 + 2kp_2
\]

\[
= M_\pi^2 - M_K^2 + 2p_2(k + p_1)
\]

\[
= M_\pi^2 - M_K^2 + 2\left(\frac{t - s_\tau}{2\sqrt{t}} + \frac{M_K^2 - M_\pi^2}{\sqrt{t}} + \frac{\lambda_{1/2}^1(t) \lambda_{1/2}^1(t)}{2\sqrt{t}} \cos \theta_t\right), \tag{B.13}
\]

hence

\[
\cos \theta_t = \frac{t(s - u) + \Delta K \Delta \ell \tau}{\lambda_{1/2}^1(t) \lambda_{1/2}^1(t)}. \tag{B.14}
\]

B.4 Kinematics in the \( u \)-Channel

The \( u \)-channel is completely analogous to the \( t \)-channel:

\[
k = \left(\sqrt{M_K^2 + \vec{k}^2}, \vec{k}\right), \quad q_K = \left(\sqrt{M_\pi^2 + \vec{q}_K^2}, \vec{q}_K\right), \quad p_1 = \left(\sqrt{M_\tau^2 + \vec{p}_1^2}, \vec{p}_1\right),
\]

\[
- p_2 = \left(\sqrt{M_\pi^2 + \vec{p}_2^2}, -\vec{k}\right), \quad q_\pi = \left(\sqrt{M_\tau^2 + \vec{q}_\pi^2}, -\vec{q}_K\right), \quad L = \left(\sqrt{s_\ell + \vec{p}_1^2}, -\vec{p}_1\right). \tag{B.15}
\]

Inserting these expressions into \( u = (k - p_2)^2 = (q_K + q_\pi)^2 = (p_1 + L)^2 \) gives the values of \( \vec{k}^2 \), \( \vec{q}_K^2 \) and \( \vec{p}_1^2 \). We choose the directions of the three-vectors according to figure B.4, i.e. the angles are defined as \( \theta_u := \angle(-\vec{k}, \vec{p}_1), \theta'_u := \angle(\vec{k}, \vec{q}_K), \theta''_u := \angle(-\vec{q}_K, \vec{p}_1) \).

Figure B.4: Vectors and angles in the \( u \)-channel centre-of-mass frame
The results for the $u$-channel are then:

\[ k = \left( \frac{u + M_K^2 - M_\pi^2}{2\sqrt{u}}, -\frac{\lambda_{K\pi}^{1/2}(u)}{2\sqrt{u}} \cos \theta_u, -\frac{\lambda_{K\pi}^{1/2}(u)}{2\sqrt{u}} \sin \theta_u, 0 \right), \]

\[ p_2 = \left( \frac{M_K^2 - M_\pi^2 - u}{2\sqrt{u}}, -\frac{\lambda_{K\pi}^{1/2}(u)}{2\sqrt{u}} \cos \theta_u, -\frac{\lambda_{K\pi}^{1/2}(u)}{2\sqrt{u}} \sin \theta_u, 0 \right), \]

\[ q_K = \left( \frac{u + M_K^2 - M_\pi^2}{2\sqrt{u}}, -\frac{\lambda_{K\pi}^{1/2}(u)}{2\sqrt{u}} \cos \theta''_u, -\frac{\lambda_{K\pi}^{1/2}(u)}{2\sqrt{u}} \sin \theta''_u \cos \phi''_u, -\frac{\lambda_{K\pi}^{1/2}(u)}{2\sqrt{u}} \sin \theta''_u \sin \phi''_u \right), \]

\[ q_\pi = \left( \frac{u - M_K^2 + M_\pi^2}{2\sqrt{u}}, \frac{\lambda_{\pi\pi}^{1/2}(u)}{2\sqrt{u}} \cos \theta_u, \frac{\lambda_{\pi\pi}^{1/2}(u)}{2\sqrt{u}} \sin \theta_u \cos \phi_u, \frac{\lambda_{\pi\pi}^{1/2}(u)}{2\sqrt{u}} \sin \theta_u \sin \phi_u \right), \]

\[ p_1 = \left( \frac{u - s_\ell + M_\pi^2}{2\sqrt{u}}, \frac{\lambda_{\pi\pi}^{1/2}(u)}{2\sqrt{u}}, 0, 0 \right), \]

\[ L = \left( \frac{u + s_\ell - M_\pi^2}{2\sqrt{u}}, -\frac{\lambda_{\pi\pi}^{1/2}(u)}{2\sqrt{u}}, 0, 0 \right). \]

Let us calculate the $u$-channel scattering angle $\theta_u$ as a function of the Mandelstam variables:

\[ s - t = (p_1 + p_2)^2 - (k - p_1)^2 = p_1^2 + p_2^2 + 2p_1p_2 - k^2 - p_1^2 + 2kp_1 \]

\[ = M_\pi^2 - M_K^2 + 2p_1(k + p_2) \]

\[ = M_\pi^2 - M_K^2 + 2 \left( \frac{u - s_\ell + M_\pi^2}{2\sqrt{u}} \frac{M_K^2 - M_\pi^2}{\sqrt{u}} + \frac{\lambda_{\pi\pi}^{1/2}(u)}{2\sqrt{u}} \frac{\lambda_{\pi\pi}^{1/2}(u)}{\sqrt{u}} \cos \theta_u \right), \]

hence

\[ \cos \theta_u = \frac{u(s - t) + \Delta_{K\pi}\Delta_{\pi\pi}}{\lambda_{K\pi}^{1/2}(u)\lambda_{\pi\pi}^{1/2}(u)}. \]
Appendix C

Derivation of the Reconstruction Theorem

Consider one of the form factors $X \in \{F,G\}$ on a straight line of fixed $u$ that crosses the triangle where the form factor is real (see figure 2.2). For such a fixed $u$, the form factor depends only on one free variable:

$$
X^u_s := \left. X(s^u(s), u) \right|_{u \text{ fixed}},
X^u_t := \left. X(s^u(t), t, u) \right|_{u \text{ fixed}},
$$

(C.1)

where $t^u(s) = \Sigma_0 - u - s$ and $s^u(t) = \Sigma_0 - u - t$. Note that

$$
X^u_s(s^u(t)) = X^u_t(t^u(s)),
X^u_t(t^u(s)) = X^u_s(s).
$$

(C.2)

The function $X^u_s$ exhibits a left-hand cut for $s \in (-\infty, s^u(t_0))$ and a right-hand cut for $s \in (s_0, \infty)$, the function $X^u_t$ analogously a left-hand cut for $t \in (-\infty, t^u(s_0))$ and a right-hand cut for $t \in (t_0, \infty)$.

We assume that

$$
\lim_{|s| \to \infty} \frac{X^u_s(s)}{s^n} = \lim_{|t| \to \infty} \frac{X^u_t(t)}{t^n} = 0,
$$

(C.3)

where the Froissart bound [21] suggests $n = 2$. However, we are also interested in the case $n = 3$ in order to meet the asymptotic behaviour of the NNLO $\chi$PT form factors.

We write down a twice- or thrice-subtracted dispersion relation for $X^u_s$:

$$
X^u_s(s) = P^u_{n-1}(s) + \frac{s^n}{\pi} \int_{s_0}^{s_0} \frac{\text{Im}X^u_s(s' + i\epsilon)}{(s' - s)s^{n\prime}} ds' + \frac{s^n}{\pi} \int_{-\infty}^{s^u(t_0)} \frac{\text{Im}X^u_s(s' + i\epsilon)}{(s' - s)s^{n\prime}} ds',
$$

(C.4)

where the limit $\epsilon \to 0$ is understood implicitly and $s$ is meant somewhere away from the cuts. $P^u_{n-1}(s)$ is a polynomial of order $n - 1$ in $s$ with real coefficients (which depend on $u$).

In the second integral, we change the integration variable:

$$
\left|s^u(t') = \Sigma_0 - u - t',\; \frac{ds'}{dt'} = -1.\right.
$$

(C.5)
APPENDIX C. DERIVATION OF THE RECONSTRUCTION THEOREM

Using \(s^n(t') - s = \Sigma_0 - u - s - t' = t^n(s) - t'\), we find:

\[
\frac{s^n}{\pi} \int_{-\infty}^{s(t_o)} \frac{\text{Im} X^u(s' + i\epsilon)}{(s' - s)s^{n+1}} ds' = \frac{s^n}{\pi} \int_{-\infty}^{t_o} \frac{\text{Im} X^u(s(t' - i\epsilon))}{(s(t') - s)s^{n+1}} dt'
\]

\[
= \frac{(t^n(s) - (\Sigma_0 - u))^n}{\pi} \int_{t_o}^{\infty} \frac{\text{Im} X^u(t' + i\epsilon)}{(t' - t^n(s))(t' - (\Sigma_0 - u))^n} dt'
\]

\[
= \frac{(t^n(s) - (\Sigma_0 - u))^n}{\pi} \int_{t_o}^{\infty} \frac{\text{Im} X^u(t' + i\epsilon)}{(t' - t^n(s))t'^n} dt',
\]

where \(P^u_{n-1}\) stands for some polynomial of order \(n - 1\) (we use this as a generic name and do not mean the same polynomial whenever \(P^u_{n-1}\) appears). Hence, we obtain:

\[
X^u_n(s) = P^u_{n-1}(s) + \frac{s^n}{\pi} \int_{s_0}^{\infty} \frac{\text{Im} X^u(s' + i\epsilon)}{(s' - s)s^{n+1}} ds' + \frac{t^n(s)^n}{\pi} \int_{t_o}^{\infty} \frac{\text{Im} X^u(t' + i\epsilon)}{(t' - t^n(s))t'^n} dt'.
\]

In the end, we will evaluate the form factors in the physical regions on the upper rim of the cuts, i.e. at \(s + i\epsilon\), for \(s > 4M^2\) or at \(t^n(s) + i\epsilon\) for \(t^n(s) > (M_K + M_\pi)^2\), where \(s\) is real. We therefore conveniently write the dispersion relation in the form

\[
X^u_n(s) = P^u_{n-1}(s) + \frac{s^n}{\pi} \int_{s_0}^{\infty} \frac{\text{Im} X^u(s')}{(s' - s)s^{n+1}} ds' + \frac{t^n(s)^n}{\pi} \int_{t_o}^{\infty} \frac{\text{Im} X^u(t')}{(t' - t^n(s))t'^n} dt',
\]

where all the imaginary parts in the dispersion integrals have to be evaluated at the upper rim of the respective cut and the limit \(\epsilon \to 0\) is implicit.

In a second step, we choose in the Mandelstam plane a line of fixed \(t\) that crosses the triangle where the form factors are real. Defining

\[
X^t_n(s) := X(s, t, u^t(s))\big|_t\text{ fixed},
\]

\[
X^t_n(u) := X(s^t(u), t, u)\big|_t\text{ fixed},
\]

where \(u^t(s) = \Sigma_0 - t - s\) and \(s^t(u) = \Sigma_0 - t - u\), such that

\[
X^t_n(s^t(u)) = X^t_n(u),
\]

\[
X^t_n(u^t(s)) = X^t_n(s),
\]

we find with the same steps as before the dispersion relation

\[
X^t_n(s) = P^t_{n-1}(s) + \frac{s^n}{\pi} \int_{s_0}^{\infty} \frac{\text{Im} X^t_n(s')}{(s' - s - i\epsilon)s^{n+1}} ds' + \frac{u^t(s)^n}{\pi} \int_{u_0}^{\infty} \frac{\text{Im} X^t_n(u')}{(u' - u^t(s) - i\epsilon)u'^n} du'.
\]

Finally, we construct a third dispersion relation along a line of fixed \(s\) crossing the triangle where the form factors are real. We define

\[
X^s_n(t) := X(s, t, u^s(t))\big|_s\text{ fixed},
\]

\[
X^s_n(u) := X(s, t^s(u), u)\big|_s\text{ fixed},
\]

where \(u^s(t) = \Sigma_0 - s - t\) and \(t^s(u) = \Sigma_0 - s - u\), such that

\[
X^s_n(t^s(u)) = X^s_n(u),
\]

\[
X^s_n(u^s(t)) = X^s_n(t),
\]
and find the dispersion relation

\[ X_1^a(t) = P_{u-1}^a(t) + \frac{t^n}{\pi} \int_0^\infty \frac{\text{Im}X_1^a(t')}{(t' - t - i\epsilon)t^n} dt' + \frac{u^+(t)^n}{\pi} \int_{u_0}^\infty \frac{\text{Im}X_1^a(u')}{(u' - u^+(t) - i\epsilon)u^n} du'. \]  

(C.14)

In a next step, we apply a partial wave expansion of the form factors. We suppose that \( D \)- and higher partial waves are real. This assumption is violated only at \( \mathcal{O}(p^3) \): the elastic \( \pi\pi \)- and \( K\pi \)-scattering amplitudes behave as \( \mathcal{O}(p^2) \), hence their imaginary parts are of \( \mathcal{O}(p^3) \). The \( \mathcal{O}(p^2) \) contribution is therefore real and has no discontinuity. It can be written as a first order polynomial in the Mandelstam variables (higher order polynomials would need coefficients that diverge in the chiral limit), which belongs to \( S \)- and \( P \)-waves. \( D \)- and higher waves appear only at \( \mathcal{O}(p^4) \), thus their imaginary part is of \( \mathcal{O}(p^3) \). Due to Watson’s theorem, the same is true for the partial waves of \( K_{14} \). Further, we assume here without proof that inelasticities do not spoil the given argument.

We conclude from the above argument and (2.48) that the imaginary parts of the form factors can be written in the \( s \)-channel for \( s > 4M_K^2 \) as:

\[ \text{Im} F(s, t, u) = \text{Im} f_0(s) + \frac{u - t}{M_K^2} \text{Im} f_1(s) - \frac{2PL(s)(u - t)}{\lambda_{K^*}(s)} \text{Im} g_1(s) + \mathcal{O}(p^3), \]

\[ \text{Im} G(s, t, u) = \text{Im} g_1(s) + \mathcal{O}(p^3). \]  

(C.15)

In the \( t \)-channel, we find with (2.63) for \( t > (M_K + M_\pi)^2 \):

\[ \text{Im} F^{(1/2)}(s, t, u) = \text{Im} f_0^{(1/2)}(t) + \frac{t(s - u) + \Delta_{K\pi} \Delta_{\pi\pi}}{M_K^2} \text{Im} f_1^{(1/2)}(t) \]

\[ - \frac{1}{2t} \left( M_K^2 - M_\pi^2 - 3t - (\Delta_{\pi\pi} + t) \frac{t(s - u) + \Delta_{K\pi} \Delta_{\pi\pi}}{\lambda_{\pi\pi}(t)} \right) \text{Im} g_1^{(1/2)}(t) + \mathcal{O}(p^3), \]

\[ \text{Im} G^{(1/2)}(s, t, u) = -\text{Im} f_0^{(1/2)}(t) - \frac{t(s - u) + \Delta_{K\pi} \Delta_{\pi\pi}}{M_K^2} \text{Im} f_1^{(1/2)}(t) \]

\[ + \frac{1}{2t} \left( M_K^2 - M_\pi^2 + t - (\Delta_{\pi\pi} + t) \frac{t(s - u) + \Delta_{K\pi} \Delta_{\pi\pi}}{\lambda_{\pi\pi}(t)} \right) \text{Im} g_1^{(1/2)}(t) + \mathcal{O}(p^3). \]  

(C.16)

Finally, in the \( u \)-channel for \( u > (M_K + M_\pi)^2 \), (2.75) implies:

\[ \text{Im} F(s, t, u) = \text{Im} f_0^{(3/2)}(u) + \frac{u(s - t) + \Delta_{K\pi} \Delta_{\pi\pi}}{M_K^2} \text{Im} f_1^{(3/2)}(u) \]

\[ - \frac{1}{2u} \left( M_K^2 - M_\pi^2 - 3u - (\Delta_{\pi\pi} + u) \frac{u(s - t) + \Delta_{K\pi} \Delta_{\pi\pi}}{\lambda_{\pi\pi}(u)} \right) \text{Im} g_1^{(3/2)}(u) + \mathcal{O}(p^3), \]

\[ \text{Im} G(s, t, u) = \text{Im} f_0^{(3/2)}(u) + \frac{u(s - t) + \Delta_{K\pi} \Delta_{\pi\pi}}{M_K^2} \text{Im} f_1^{(3/2)}(u) \]

\[ - \frac{1}{2u} \left( M_K^2 - M_\pi^2 + u - (\Delta_{\pi\pi} + u) \frac{u(s - t) + \Delta_{K\pi} \Delta_{\pi\pi}}{\lambda_{\pi\pi}(u)} \right) \text{Im} g_1^{(3/2)}(u) + \mathcal{O}(p^3). \]  

(C.17)

The various partial waves satisfy Watson’s theorem below the first inelastic threshold, i.e. their phase is given by the elastic \( \pi\pi \)- or \( K\pi \)-scattering phase. Above the inelastic thresholds, the phases are in principle unconstrained.

We insert these expansions of the imaginary parts of the form factors into the fixed-\( u \) dispersion
relation (C.8):

\[
F^n_s(s) = P^n_{n-1}(s) + \frac{s^n}{\pi} \int_{s_0}^{\infty} \frac{\text{Im} f_0(s')}{(s' - s - i\epsilon)s'\pi} ds' + \frac{s^n}{\pi} \int_{s_0}^{\infty} \frac{\text{Im} f_1(s')}{(s' - s - i\epsilon)s'\pi} ds' \\
- \frac{s^n}{\pi} \int_{s_0}^{\infty} \frac{2\pi L(s')(u - t^n(s'))}{\lambda_{K\pi}(s')} (s' - s - i\epsilon)s'\pi ds' \\
+ \frac{2}{3} t^n(s^n) \int_{t_0}^{\infty} \frac{\text{Im} f_0^{(1/2)}(t')}{(t' - t^n(s) - i\epsilon)t'\pi} dt' \\
+ \frac{2}{3} t^n(s^n) \int_{t_0}^{\infty} \frac{t'(s^n(t') - u) + \Delta_{K\pi} \Delta_{\ell\pi}}{M^n_{K\pi}} \frac{\text{Im} f_1^{(1/2)}(t')}{(t' - t^n(s) - i\epsilon)t'\pi} dt' \\
- \frac{2}{3} t^n(s^n) \int_{t_0}^{\infty} \frac{1}{2\pi} \left( \frac{M^2_{K\pi} - M^2_{n\pi} - 3t' - (\Delta_{\ell\pi} + t') t'(s^n(t') - u) + \Delta_{K\pi} \Delta_{\ell\pi}}{\lambda_{\ell\pi}(t')} \right) \frac{\text{Im} f_1^{(3/2)}(t')}{(t' - t^n(s) - i\epsilon)t'\pi} dt' \\
+ \frac{1}{3} t^n(s^n) \int_{t_0}^{\infty} \frac{t'(s^n(t') - u) + \Delta_{K\pi} \Delta_{\ell\pi}}{M^n_{K\pi}} \frac{\text{Im} f_1^{(3/2)}(t')}{(t' - t^n(s) - i\epsilon)t'\pi} dt' \\
- \frac{1}{3} t^n(s^n) \int_{t_0}^{\infty} \frac{1}{2\pi} \left( \frac{M^2_{K\pi} - M^2_{n\pi} - 3t' - (\Delta_{\ell\pi} + t') t'(s^n(t') - u) + \Delta_{K\pi} \Delta_{\ell\pi}}{\lambda_{\ell\pi}(t')} \right) \frac{\text{Im} f_1^{(3/2)}(t')}{(t' - t^n(s) - i\epsilon)t'\pi} dt' \\
+ O(p^n),
\]

(C.18)

\[
G^n_s(s) = P^n_{n-1}(s) + \frac{s^n}{\pi} \int_{s_0}^{\infty} \frac{\text{Im} g_1(s')}{(s' - s - i\epsilon)s'\pi} ds' \\
- \frac{2}{3} t^n(s^n) \int_{t_0}^{\infty} \frac{\text{Im} f_0^{(1/2)}(t')}{(t' - t^n(s) - i\epsilon)t'\pi} dt' \\
- \frac{2}{3} t^n(s^n) \int_{t_0}^{\infty} \frac{t'(s^n(t') - u) + \Delta_{K\pi} \Delta_{\ell\pi}}{M^n_{K\pi}} \frac{\text{Im} f_1^{(1/2)}(t')}{(t' - t^n(s) - i\epsilon)t'\pi} dt' \\
+ \frac{2}{3} t^n(s^n) \int_{t_0}^{\infty} \frac{1}{2\pi} \left( \frac{M^2_{K\pi} - M^2_{n\pi} + t' - (\Delta_{\ell\pi} + t') t'(s^n(t') - u) + \Delta_{K\pi} \Delta_{\ell\pi}}{\lambda_{\ell\pi}(t')} \right) \frac{\text{Im} f_1^{(3/2)}(t')}{(t' - t^n(s) - i\epsilon)t'\pi} dt' \\
- \frac{1}{3} t^n(s^n) \int_{t_0}^{\infty} \frac{t'(s^n(t') - u) + \Delta_{K\pi} \Delta_{\ell\pi}}{M^n_{K\pi}} \frac{\text{Im} f_1^{(3/2)}(t')}{(t' - t^n(s) - i\epsilon)t'\pi} dt' \\
- \frac{1}{3} t^n(s^n) \int_{t_0}^{\infty} \frac{1}{2\pi} \left( \frac{M^2_{K\pi} - M^2_{n\pi} + t' - (\Delta_{\ell\pi} + t') t'(s^n(t') - u) + \Delta_{K\pi} \Delta_{\ell\pi}}{\lambda_{\ell\pi}(t')} \right) \frac{\text{Im} f_1^{(3/2)}(t')}{(t' - t^n(s) - i\epsilon)t'\pi} dt' \\
+ \frac{1}{3} t^n(s^n) \int_{t_0}^{\infty} \frac{1}{2\pi} \left( \frac{M^2_{K\pi} - M^2_{n\pi} + t' - (\Delta_{\ell\pi} + t') t'(s^n(t') - u) + \Delta_{K\pi} \Delta_{\ell\pi}}{\lambda_{\ell\pi}(t')} \right) \frac{\text{Im} f_1^{(3/2)}(t')}{(t' - t^n(s) - i\epsilon)t'\pi} dt' \\
+ O(p^n),
\]

(C.19)

where we used the isospin relations

\[
F(s, t, u) = \frac{2}{3} F^{(1/2)}(s, t, u) + \frac{1}{3} F(s, u, t), \\
G(s, t, u) = \frac{2}{3} G^{(1/2)}(s, t, u) - \frac{1}{3} G(s, u, t).
\]

(C.20)
The partial wave expansions inserted into the fixed-$t$ dispersion relation (C.11) results in:

$$
F^{t}(s) = P^{t}_{n-1}(s) + \frac{s^{n}}{\pi} \int_{0}^{\infty} \frac{\text{Im} f_{0}(s')}{(s' - s - i\epsilon)\sigma^{n}} ds' + \frac{s^{n}}{\pi} \int_{0}^{\infty} \frac{u'(s') - t}{M_{K}^{2}} \frac{\text{Im} f_{2}(s')}{(s' - s - i\epsilon)\sigma^{n}} ds'
$$

$$
- \frac{s^{n}}{\pi} \int_{0}^{\infty} 2P^{*}(s')(u'(s') - t) \frac{\lambda_{K}(s')}{(s' - s - i\epsilon)\sigma^{n}} ds'
$$

$$
+ \frac{u'(s)^{n}}{\pi} \int_{0}^{\infty} \frac{\text{Im} f_{0}^{(3/2)}(u')}{(u' - u^{*}(s) - i\epsilon)\sigma^{n}} du'
$$

$$
+ \frac{u'(s)^{n}}{\pi} \int_{0}^{\infty} \frac{u'(s')(u') - t + \Delta_{K} \Delta_{E}}{\lambda_{K}(u')} \frac{\text{Im} f_{2}^{(3/2)}(u')}{(u' - u^{*}(s) - i\epsilon)\sigma^{n}} du'
$$

$$
- \frac{u'(s)^{n}}{\pi} \int_{0}^{\infty} 1 \frac{1}{2u'} \left( \frac{M_{K}^{2} - M_{n}^{2} - 3u' - (\Delta_{E} + u')\frac{u'(s')(u') - t + \Delta_{K} \Delta_{E}}{\lambda_{E}(u')} \right) \frac{\text{Im} f_{2}^{(3/2)}(u')}{(u' - u^{*}(s) - i\epsilon)\sigma^{n}} du'
$$

$$
+ O(p^{8}),
$$

(C.21)

$$
G^{t}(s) = P^{t}_{n-1}(s) + \frac{s^{n}}{\pi} \int_{0}^{\infty} \frac{\text{Im} g_{0}(s')}{(s' - s - i\epsilon)\sigma^{n}} ds'
$$

$$
+ \frac{u'(s)^{n}}{\pi} \int_{0}^{\infty} \frac{\text{Im} g_{0}^{(3/2)}(u')}{(u' - u^{*}(s) - i\epsilon)\sigma^{n}} du'
$$

$$
+ \frac{u'(s)^{n}}{\pi} \int_{0}^{\infty} \frac{u'(s')(u') - t + \Delta_{K} \Delta_{E}}{\lambda_{K}(u')} \frac{\text{Im} g_{2}^{(3/2)}(u')}{(u' - u^{*}(s) - i\epsilon)\sigma^{n}} du'
$$

$$
- \frac{u'(s)^{n}}{\pi} \int_{0}^{\infty} 1 \frac{1}{2u'} \left( \frac{M_{K}^{2} - M_{n}^{2} + u' - (\Delta_{E} + u')\frac{u'(s')(u') - t + \Delta_{K} \Delta_{E}}{\lambda_{E}(u')} \right) \frac{\text{Im} g_{2}^{(3/2)}(u')}{(u' - u^{*}(s) - i\epsilon)\sigma^{n}} du'
$$

$$
+ O(p^{8}).
$$

(C.22)

The partial wave expansions inserted into the fixed-$s$ dispersion relation (C.14) give:

$$
F^{t}(t) = P^{t}_{n-1}(t) + \frac{2t^{n}}{3\pi} \int_{0}^{\infty} \frac{\text{Im} f_{0}^{(1/2)}(t')}{(t' - t - i\epsilon)\tau^{n}} dt'
$$

$$
+ \frac{2t^{n}}{3\pi} \int_{0}^{\infty} \frac{t'(s - u^{*}(t')) + \Delta_{K} \Delta_{E}}{M_{K}} \frac{\text{Im} f_{2}^{(1/2)}(t')}{(t' - t - i\epsilon)\tau^{n}} dt'
$$

$$
- \frac{2t^{n}}{3\pi} \int_{0}^{\infty} 1 \frac{1}{2t'} \left( \frac{M_{K}^{2} - M_{n}^{2} - 3t' - (\Delta_{E} + t')\frac{t'(s - u^{*}(t')) + \Delta_{K} \Delta_{E}}{\lambda_{E}(t')} \right) \frac{\text{Im} f_{2}^{(1/2)}(t')}{(t' - t - i\epsilon)\tau^{n}} dt'
$$

$$
+ \frac{1}{3} \int_{0}^{\infty} \frac{\text{Im} f_{0}^{(3/2)}(t')}{(t' - t - i\epsilon)\tau^{n}} dt'
$$

$$
+ \frac{1}{3} \int_{0}^{\infty} \frac{t'(s - u^{*}(t')) + \Delta_{K} \Delta_{E}}{M_{K}} \frac{\text{Im} f_{2}^{(3/2)}(t')}{(t' - t - i\epsilon)\tau^{n}} dt'
$$

$$
- \frac{1}{3} \int_{0}^{\infty} 1 \frac{1}{2t'} \left( \frac{M_{K}^{2} - M_{n}^{2} - 3t' - (\Delta_{E} + t')\frac{t'(s - u^{*}(t')) + \Delta_{K} \Delta_{E}}{\lambda_{E}(t')} \right) \frac{\text{Im} f_{2}^{(3/2)}(t')}{(t' - t - i\epsilon)\tau^{n}} dt'
$$

$$
+ \frac{u^{*}(t)^{n}}{\pi} \int_{u^{*}(t)}^{\infty} \frac{\text{Im} f_{0}^{(3/2)}(u')}{(u' - u^{*}(t) - i\epsilon)\tau^{n}} du'
$$

$$
+ \frac{u^{*}(t)^{n}}{\pi} \int_{u^{*}(t)}^{\infty} \frac{u'(s - t^{*}(u')) + \Delta_{K} \Delta_{E}}{M_{K}} \frac{\text{Im} f_{2}^{(3/2)}(u')}{(u' - u^{*}(t) - i\epsilon)\tau^{n}} du'
$$

$$
- \frac{u^{*}(t)^{n}}{\pi} \int_{u^{*}(t)}^{\infty} 1 \frac{1}{2u'} \left( \frac{M_{K}^{2} - M_{n}^{2} - 3u' - (\Delta_{E} + u')\frac{u'(s - t^{*}(u')) + \Delta_{K} \Delta_{E}}{\lambda_{E}(u')} \right) \frac{\text{Im} f_{2}^{(3/2)}(u')}{(u' - u^{*}(t) - i\epsilon)\tau^{n}} du'
$$

$$
+ O(p^{8}),
$$

(C.23)
for the following calculations:

\[
\begin{align*}
G_n^*(t) &= P_n^*(t) - \frac{2}{3} \pi \int_0^{\infty} \frac{\text{Im} f_0^{(1/2)}(t')}{(t' - t - \text{i}\epsilon) t^n} dt' \\
&= \frac{2}{3} \pi \int_0^{\infty} \frac{t'(s - u*(t')) + \Delta K_n \Delta \epsilon_n}{M_n^2 (t' - t)' t^n} dt' \\
&+ \frac{2}{3} \pi \int_0^{\infty} \frac{1}{2t'} \left( M_n^2 - M_n^2 + t' - (\Delta \epsilon_n + t') \frac{u'(s - u*(t')) + \Delta K_n \Delta \epsilon_n}{\lambda \epsilon_n (t')} \right) \text{Im} f_0^{(1/2)}(t') \left( t' - t - \text{i}\epsilon \right) t^n dt' \\
&- \frac{1}{3} \pi \int_0^{\infty} \frac{1}{2t'} \left( M_n^2 - M_n^2 + t' - (\Delta \epsilon_n + t') \frac{u'(s - u*(t')) + \Delta K_n \Delta \epsilon_n}{\lambda \epsilon_n (t')} \right) \text{Im} f_0^{(1/2)}(t') \left( t' - t - \text{i}\epsilon \right) t^n dt' \\
&+ \frac{1}{3} \pi \int_0^{\infty} \frac{1}{2t'} \left( M_n^2 - M_n^2 + t' - (\Delta \epsilon_n + t') \frac{u'(s - u*(t')) + \Delta K_n \Delta \epsilon_n}{\lambda \epsilon_n (t')} \right) \text{Im} f_0^{(1/2)}(t') \left( t' - t - \text{i}\epsilon \right) t^n dt' \\
&+ \frac{u'(t)^n}{\pi} \int_0^{\infty} \frac{\text{Im} f_0^{(3/2)}(u')}{(u' - u*(t) - \text{i}\epsilon) u^n} du' \\
&+ \frac{u'(t)^n}{\pi} \int_0^{\infty} \frac{u'(s - u*(t')) + \Delta K_n \Delta \epsilon_n}{M_n^2} \frac{\text{Im} f_0^{(3/2)}(u')}{(u' - u*(t) - \text{i}\epsilon) u^n} du' \\
&- \frac{u'(t)^n}{\pi} \int_0^{\infty} \frac{1}{2t'} \left( M_n^2 - M_n^2 + u' - (\Delta \epsilon_n + u') \frac{u'(s - t' u'(u')) + \Delta K_n \Delta \epsilon_n}{\lambda \epsilon_n (u')} \right) \text{Im} f_0^{(1/2)}(u') \left( u' - u*(t) - \text{i}\epsilon \right) u^n du' \\
&+ O(r^8).
\end{align*}
\]

\[(C.24)\]

In order to further simplify these various expressions, we use the relation

\[
\frac{s}{(s' - s)s} = \frac{1}{s' - s} + \frac{1}{s'}
\]

\[(C.25)\]

for the following calculations:

\[
\frac{s^n}{\pi} \int_{s_0}^{\infty} (u - t^n(s')) \frac{\text{Im} A(s')}{(s' - s)s^n} ds' = \frac{s^n}{\pi} \int_{s_0}^{\infty} (2u - \Sigma_0 + s') \frac{\text{Im} A(s')}{(s' - s)s^n} ds'
\]

\[(C.26)\]

\[
= (2u - \Sigma_0)^{s_0} \int_{s_0}^{\infty} \frac{\text{Im} A(s')}{(s' - s)s^n} ds' + \frac{s^n}{\pi} \int_{s_0}^{\infty} \text{Im} A(s') \left( (s' - s)s^{n-1} - ds' \right)
\]

\[
= (2u - \Sigma_0)^{s_0-1} \int_{s_0}^{\infty} \frac{\text{Im} A(s')}{(s' - s)s^n} ds' + \frac{s^n}{\pi} \int_{s_0}^{\infty} \text{Im} A(s') \left( (s' - s)s^{n-1} - ds' \right)
\]

\[
= (2u - \Sigma_0 + s) \frac{s^n-1}{\pi} \int_{s_0}^{\infty} \frac{\text{Im} A(s')}{(s' - s)s^{n-1} - ds'} + P_{n-1}^*(s)
\]

\[(C.27)\]
We calculate further:

\[
\frac{t^n(s)}{\pi} \int_{t_0}^{\infty} \frac{t^n(s)(t') - u + \Delta K \Delta \tau \pi}{(t' - t^n(s)) t^n} \frac{\text{Im} A(t')}{t'^n} dt' \\
= \Delta K \Delta \tau \pi \frac{t^n(s)}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} A(t')}{(t' - t^n(s)) t^n} dt' \\
+ \frac{t^n(s)}{\pi} \int_{t_0}^{\infty} (\Sigma_0 - 2u - t') \frac{\text{Im} A(t')}{(t' - t^n(s)) t'^n} dt' \\
= \Delta K \Delta \tau \pi \frac{t^n(s)}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} A(t')}{(t' - t^n(s)) t^n} dt' - \Delta K \Delta \tau \pi \frac{t^n(s)}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} A(t')}{t^n} dt' \\
+ (\Sigma_0 - 2u) \frac{t^n(s)}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} A(t')}{(t' - t^n(s)) t^n} dt' - \Delta K \Delta \tau \pi \frac{t^n(s)}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} A(t')}{t^n} dt' \\
- (\Sigma_0 - 2u) \frac{t^n(s)}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} A(t')}{t^n} dt' + (\Sigma_0 - 2u) \frac{t^n(s)}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} A(t')}{(t' - t^n(s)) t^n} dt' \\
= \frac{t^n(s)(s - t) + \Delta K \Delta \tau \pi \frac{t^n(s)}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} A(t')}{(t' - t^n(s)) t^n} dt' + P_{n-1}^u(s),
\]

and analogously

\[
\frac{u^n(s)}{\pi} \int_{u_0}^{\infty} \frac{u^n(s')(u') - t + \Delta K \Delta \tau \pi}{(u' - u^n(s)) u^n} du' \\
= (u^n(s)(s - t) + \Delta K \Delta \tau \pi \frac{u^n(s)}{\pi} \int_{u_0}^{\infty} \frac{\text{Im} A(u')}{(u' - u^n(s)) u^n} du' + P_{n-1}^u(s).
\]

The same transformations in the fixed-s representation produces again only a polynomial of order \(n - 1\):

\[
\frac{t^n}{\pi} \int_{t_0}^{\infty} \frac{t^n(s' - u^n(t')) + \Delta K \Delta \tau \pi}{(t' - t) t^n} \frac{\text{Im} A(t')}{t'^n} dt' \\
= (t(s - u^n(t)) + \Delta K \Delta \tau \pi \frac{t^n}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} A(t')}{(t' - t) t^n} dt' + P_{n-1}^u(t),
\]

\[
\frac{u^n(t)}{\pi} \int_{u_0}^{\infty} \frac{u^n(s' - u^n(t')) + \Delta K \Delta \tau \pi}{(u' - u^n(t)) u^n} du' \\
= (u^n(t)(s - t) + \Delta K \Delta \tau \pi \frac{u^n(t)}{\pi} \int_{u_0}^{\infty} \frac{\text{Im} A(u')}{(u' - u^n(t)) u^n} du' + P_{n-1}^u(t).
\]
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We further use:

\[
\frac{t^n(s)}{\pi} \int_{t_0}^{\infty} \frac{\Delta_K \pi + \alpha t'}{2t'} \frac{\text{Im} A(t')}{(t' - t^n(s) - i\epsilon)t'^{n-1}} dt' \\
= \frac{\Delta_K \pi}{2M_K^2} \frac{t^n(s)^{n-1}}{\pi} \int_{t_0}^{\infty} M_K^2 \frac{\text{Im} A(t')}{(t' - t^n(s) - i\epsilon)t'^{n-1}} dt' - \frac{\Delta_K \pi}{2M_K^2} \frac{t^n(s)^{n-1}}{\pi} \int_{t_0}^{\infty} M_K^2 \frac{\text{Im} A(t')}{(t' - t^n(s) - i\epsilon)t'^{n-1}} dt' \\
+ \frac{\alpha t^n(s)^{n-1}}{\pi} \int_{t_0}^{\infty} M_K^2 \frac{\text{Im} A(t')}{(t' - t^n(s) - i\epsilon)t'^{n-1}} dt' + P_{n-1}^n(s),
\]

and similarly

\[
\frac{u^n(s)}{\pi} \int_{u_0}^{\infty} \frac{\Delta_K \pi +\alpha u'}{2u'} \frac{\text{Im} A(u')}{(u' - u^n(s) - i\epsilon)u'^{n-1}} du' \\
= \frac{\Delta_K \pi}{2M_K^2} \frac{u^n(s)^{n-1}}{\pi} \int_{u_0}^{\infty} M_K^2 \frac{\text{Im} A(u')}{(u' - u^n(s) - i\epsilon)u'^{n-1}} du' + P^u_1(s).
\]

All these transformations only generate polynomials or order \(n-1\), when we apply them in the dispersion relations for the form factors. These polynomials can be reabsorbed into the subtraction polynomials:

\[
F^u_n(s) = P^u_{n-1}(s) + \frac{s^n}{\pi} \int_{s_0}^{\infty} \frac{\text{Im} f_0(s')}{(s' - s - i\epsilon)s'^{n}} ds' + \frac{u - t^n(s)}{M_K^2} \frac{s^{n-1}}{\pi} \int_{s_0}^{\infty} \frac{\text{Im} f_1(s')}{(s' - s - i\epsilon)s'^{n-1}} ds' \\
+ \frac{2t^n(s)^n}{3\pi} \int_{t_0}^{\infty} \frac{\text{Im} f_0^{(1/2)}(t')}{(t' - t^n(s) - i\epsilon)t'^{n}} dt' + \frac{2t^n(s)(s - u)}{3M_K^2} \int_{t_0}^{\infty} \frac{\text{Im} f_1^{(1/2)}(t')}{(t' - t^n(s) - i\epsilon)t'^{n-2}} dt' \\
+ \frac{2t^n(s)(s - u) + \Delta_K \pi \Delta_{\pi}(s^{n-2})}{3M_K^2} \int_{t_0}^{\infty} \frac{\text{Im} f_1^{(1/2)}(t')}{2t'\lambda_{\pi}(t')(t' - t^n(s) - i\epsilon)t'^{n-2}} dt' \\
- \frac{2\Delta_K \pi - 3t^n(s)t^n(s)^{n-1}}{2M_K^2} \frac{t^n(s)^{n-1}}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} f_1^{(1/2)}(t')}{t'(t' - t^n(s) - i\epsilon)t'^{n-1}} dt' - \frac{1t^n(s)^n}{3\pi} \int_{t_0}^{\infty} \frac{\text{Im} f_0^{(3/2)}(t')}{(t' - t^n(s) - i\epsilon)t'^{n}} dt' \\
+ \frac{1t^n(s)(s - u) + \Delta_K \pi \Delta_{\pi}(s^{n-2})}{3M_K^2} \int_{t_0}^{\infty} \frac{\text{Im} f_1^{(3/2)}(t')}{(t' - t^n(s) - i\epsilon)t'^{n-2}} dt' + \frac{1t^n(s)(s - u) + \Delta_K \pi \Delta_{\pi}(s^{n-2})}{3M_K^2} \int_{t_0}^{\infty} \frac{\text{Im} f_1^{(3/2)}(t')}{2t'\lambda_{\pi}(t')(t' - t^n(s) - i\epsilon)t'^{n-2}} dt' \\
- \frac{1\Delta_K \pi - 3t^n(s)t^n(s)^{n-1}}{3M_K^2} \frac{t^n(s)^{n-1}}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} f_1^{(3/2)}(t')}{t'(t' - t^n(s) - i\epsilon)t'^{n-1}} dt' + O(p^8),
\]

\[\text{(C.33)}\]
\[ G^u(s) = P^u_{n-1}(s) + \frac{s^n}{\pi} \int_{s_0}^{\infty} \frac{\text{Im} g_1(s')}{(s' - s - i\epsilon)s^{n-1}} ds' \]

\[ - \frac{2}{3} t^u(s) \int_{t_0}^{\infty} \frac{\text{Im} f_0^{(1/2)}(t')}{(t' - t u(s) - i\epsilon)t^{n-2}} dt' \]

\[ - \frac{2}{3} t^u(s) \left( s - u \right) + \frac{\Delta_{K\pi}\Delta_{t\pi}}{M_K^4} t^u(s) s^{n-2} \int_{t_0}^{\infty} \frac{\text{Im} f_1^{(1/2)}(t')}{(t' - t u(s) - i\epsilon)t^{n-2}} dt' \]

\[ + \frac{2}{3} \frac{\Delta_{K\pi} + t^u(s) t^u(s) s^{n-1}}{M_K^4} \int_{t_0}^{\infty} \frac{\text{Im} f_3^{(1/2)}(t')}{t' (t' - t u(s) - i\epsilon)t^{n-2}} dt' \]

\[ - \frac{1}{3} \frac{t^u(s)}{M_K^2} \int_{t_0}^{\infty} \frac{\text{Im} f_0^{(3/2)}(t')}{(t' - t u(s) - i\epsilon)t^{n-2}} dt' \]

\[ + O(p^8), \] (C.35)

\[ F^u(s) = P^u_{n-1}(s) + \frac{s^n}{\pi} \int_{s_0}^{\infty} \frac{\text{Im} g_0(s')}{(s' - s - i\epsilon)s^{n-1}} ds' + \frac{u^u(s) - t s^{n-1}}{M_K^4} \int_{s_0}^{\infty} \frac{\text{Im} g_1(s')}{(s' - s - i\epsilon)s^{n-1}} ds' \]

\[ + \frac{u^u(s) n}{\pi} \int_{u_0}^{\infty} \frac{\text{Im} f_0^{(3/2)}(u')}{M_K^2} (u' - u^u(s) - i\epsilon)u^{n-1} du' \]

\[ + \frac{u^u(s)}{\pi} \int_{u_0}^{\infty} \frac{\text{Im} f_1^{(3/2)}(u')}{\left( u' - u^u(s) - i\epsilon\right) u^{n-2}} du' \]

\[ + \frac{t^u(s) - u^u(s) - i\epsilon}{M_K^4} \int_{u_0}^{\infty} \frac{\text{Im} f_2^{(3/2)}(u')}{2u' \lambda_{\pi}(u') (u' - u^u(s) - i\epsilon)u^{n-2}} du' \]

\[ - \frac{2}{3} \frac{\Delta_{K\pi} u^u(s) s^{n-1}}{M_K^4} \int_{u_0}^{\infty} \frac{\text{Im} f_3^{(3/2)}(u')}{u' (u' - u^u(s) - i\epsilon)u^{n-1}} du' \]

\[ + O(p^8), \] (C.36)
APPENDIX C. DERIVATION OF THE RECONSTRUCTION THEOREM

\[ G'_s(s) = P^t_{n-1}(s) + \frac{s^n}{\pi} \int_{s_0}^{\infty} \text{Im} g_1(s') (s' - s - i\epsilon)^{n} ds' \]

\[ + \frac{u'(s)^n}{\pi} \int_{-\infty}^{\infty} \frac{\text{Im} g_0^{(3/2)}(u')}{(u' - u'(s) - i\epsilon)u'^m} du' \]

\[ + \frac{u'(s)(s - t) + \Delta_K \Delta \ell_n u'(s)^{n-2}}{M_k^2} \int_{-\infty}^{\infty} \frac{\text{Im} g_1^{(3/2)}(u')}{(u' - u'(s) - i\epsilon)u'^{n-2}} du' \]

\[ + \frac{u'(s)(s - l) + \Delta_K \Delta \ell_n u'(s)^{n-2}}{M_k^2} \int_{-\infty}^{\infty} \frac{2u' \ell_n^{(1/2)}(u')}{(u' - u'(s) - i\epsilon)u'^{n-2}} du' \]

\[ - \frac{\Delta_K + u'(s) u'(s)^{n-1}}{2M_k^2} \int_{-\infty}^{\infty} \frac{\text{Im} g_1^{(3/2)}(u')}{u' (u' - u'(s) - i\epsilon)u'^{n-2}} du' \]

\[ + \mathcal{O}(p^8), \]

\[ F_t'(t) = P^t_{n-1}(t) + \frac{2t^n}{3 \pi} \int_{t_0}^{\infty} \frac{\text{Im} g_0^{(1/2)}(t')}{(t' - t - i\epsilon)t'^m} dt' \]

\[ + \frac{2}{3} \int_{t_0}^{\infty} \frac{\text{Im} g_1^{(1/2)}(t')}{(t' - t - i\epsilon)t'^{n-2}} dt' \]

\[ + \frac{2}{3} \int_{-\infty}^{\infty} \frac{\Delta \ell_n u'(s)^{n-2}}{M_k^2} \int_{-\infty}^{\infty} \frac{\text{Im} g_1^{(3/2)}(u')}{(u' - u'(s) - i\epsilon)u'^{n-2}} du' \]

\[ + \frac{1}{3} \int_{t_0}^{\infty} \frac{\text{Im} g_0^{(3/2)}(t')}{(t' - t - i\epsilon)t'^m} dt' \]

\[ + \frac{1}{3} \int_{-\infty}^{\infty} \frac{\Delta \ell_n u'(s)^{n-2}}{M_k^2} \int_{-\infty}^{\infty} \frac{\text{Im} g_1^{(3/2)}(u')}{(u' - u'(s) - i\epsilon)u'^{n-2}} du' \]

\[ + \frac{1}{3} \int_{-\infty}^{\infty} \frac{\Delta \ell_n u'(s)^{n-2}}{M_k^2} \int_{-\infty}^{\infty} \frac{\text{Im} g_1^{(3/2)}(u')}{(u' - u'(s) - i\epsilon)u'^{n-2}} du' \]

\[ + \frac{u'(t)^n}{\pi} \int_{-\infty}^{\infty} \frac{\text{Im} g_0^{(3/2)}(u')}{(u' - u'(t) - i\epsilon)u'^m} du' \]

\[ + \frac{u'(t)(s - l) + \Delta_K \Delta \ell_n u'(s)^{n-2}}{M_k^2} \int_{-\infty}^{\infty} \frac{\text{Im} g_1^{(3/2)}(u')}{(u' - u'(s) - i\epsilon)u'^{n-2}} du' \]

\[ + \frac{u'(t)(s - l) + \Delta_K \Delta \ell_n u'(s)^{n-2}}{M_k^2} \int_{-\infty}^{\infty} \frac{2u' \ell_n^{(1/2)}(u')}{(u' - u'(s) - i\epsilon)u'^{n-2}} du' \]

\[ - \frac{\Delta_K - 3u'(t) u'(t)^{n-1}}{2M_k^2} \int_{-\infty}^{\infty} \frac{\text{Im} g_1^{(3/2)}(u')}{u' (u' - u'(t) - i\epsilon)u'^{n-2}} du' \]

\[ + \mathcal{O}(p^8), \]
\[ G_2^s(t) = P_{n-1}^s(t) - \frac{2}{3} t^n \int_{t_0}^\infty \frac{\text{Im} f_0^{(1/2)}(t')}{(t' - t - i\epsilon)u^n} dt' \]

\[ - \frac{2}{3} t (s - u^*(t)) + \Delta K \pi \Delta \xi \frac{t^{n-2}}{M_K^4} \int_{t_0}^\infty \frac{\text{Im} f_1^{(1/2)}(t')}{(t' - t - i\epsilon)t^{n-2}} dt' \]

\[ - \frac{2}{3} t (s - u^*(t)) + \Delta K \pi \Delta \xi \frac{t^{n-2}}{M_K^4} \int_{t_0}^\infty \frac{\Delta \xi + t'}{2t' \lambda_\pi(t')} \text{Im} f_1^{(1/2)}(t') (t' - t - i\epsilon)t^{n-2} dt' \]

\[ + \frac{2}{3} \Delta K \pi + t^{n-1} \int_{t_0}^\infty \frac{M_K^2}{\ell' \pi} \text{Im} f_1^{(1/2)}(t') (t' - t - i\epsilon)t^{n-1} dt' \]

\[ - \frac{1}{3} \pi \int_{t_0}^\infty \frac{\text{Im} f_0^{(3/2)}(t')}{(t' - t - i\epsilon)t^n} dt' \]

\[ - \frac{1}{3} t (s - u^*(t)) + \Delta K \pi \Delta \xi \frac{t^{n-2}}{M_K^4} \int_{t_0}^\infty \frac{\Delta \xi + t'}{2t' \lambda_\pi(t')} \text{Im} f_1^{(3/2)}(t') (t' - t - i\epsilon)t^{n-2} dt' \]

\[ + \frac{1}{3} \Delta K \pi + t^{n-1} \int_{t_0}^\infty \frac{M_K^2}{\ell' \pi} \text{Im} f_1^{(3/2)}(t') (t' - t - i\epsilon)t^{n-1} dt' \]

\[ + u^*(t)^n \int_{u_0}^\infty \frac{\text{Im} f_0^{(3/2)}(u')}{(u' - u^*(t) - i\epsilon)u^n} du' \]

\[ + u^*(t)(s - t) + \Delta K \pi \Delta \xi \frac{u^*(t)^{n-2}}{M_K^4} \int_{u_0}^\infty \frac{\text{Im} f_1^{(3/2)}(u')}{(u' - u^*(t) - i\epsilon)u^{n-2}} du' \]

\[ + u^*(t)(s - t) + \Delta K \pi \Delta \xi \frac{u^*(t)^{n-2}}{M_K^4} \int_{u_0}^\infty \frac{\Delta \xi + u'}{2u' \lambda_\pi(u')} \text{Im} f_1^{(3/2)}(u') (u' - u^*(t) - i\epsilon)u^{n-2} du' \]

\[ - \Delta K \pi + u^*(t) u^*(t)^{n-1} \int_{u_0}^\infty \frac{M_K^2}{\ell' u'} \frac{\text{Im} f_1^{(3/2)}(u')}{(u' - u^*(t) - i\epsilon)u^{n-2}} du' \]

\[ + \mathcal{O}(p^3). \]

We have now found three representations of the form factors, where in each one of the Mandelstam variables \( s, t \) and \( u \) is fixed. We would like to have a representation of the form factors that is valid in the whole Mandelstam plane, i.e. we have to match and continue analytically the three representations. For this purpose, we note that all the integrals appear in two of the three representations and can be understood as a part of the polynomial in the third representation. We can split these integrals off the polynomial such that the three representations agree except for the remaining polynomial parts.

Explicitly, in the fixed-\( u \) representation, we separate from the polynomial the integrals that appear in the fixed-\( t \) and fixed-\( s \) representations, and which are constant or linear terms in \( s \) with
u-dependent coefficients (hence, this procedure is valid for \( n \geq 2 \)):

\[
F_n^u(s) = P_{n-1}^u(s) + \frac{s^n}{\pi} \int_{s_0}^{\infty} \frac{\text{Im} f_0(s')}{M_K^2} \frac{ds'}{(s' - s - i\epsilon)s'^{n-1}} + \frac{u - t^u(s)}{M_K^2} \frac{s^{n-1}}{\pi} \int_{s_0}^{\infty} \frac{\text{Im} f_1(s')}{(s' - s - i\epsilon)s'^{n-1}} ds' \\
\frac{2}{3} \frac{t^u(s)^n}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} f_0^{(1/2)}(t')}{(t' - t^u(s) - i\epsilon)t^{n-1}} dt' \\
\frac{2}{3} \frac{t^u(s)(s - u) + \Delta K \Delta \pi \tau}{M_K^2} \frac{t^u(s)^{n-2}}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} f_1^{(1/2)}(t')}{(t' - t^u(s) - i\epsilon)t^{n-2}} dt' \\
\frac{2}{3} \frac{t^u(s)(s - u) + \Delta K \Delta \pi \tau}{M_K^2} \frac{t^u(s)^{n-2}}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} f_2^{(1/2)}(t')}{2t'\lambda_{\pi}(t') (t' - t^u(s) - i\epsilon)t^{n-2}} dt' \\
\frac{2}{3} \frac{\Delta K \pi - 3t^u(s)}{2M_K^2} \frac{t^u(s)^{n-1}}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} f_1^{(3/2)}(t')}{(t' - t^u(s) - i\epsilon)t^{n-1}} dt' \\
\frac{1}{3} \frac{t^u(s)(s - u) + \Delta K \Delta \pi \tau}{M_K^2} \frac{t^u(s)^{n-2}}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} f_2^{(3/2)}(t')}{(t' - t^u(s) - i\epsilon)t^{n-2}} dt' \\
\frac{1}{3} \frac{t^u(s)(s - u) + \Delta K \Delta \pi \tau}{M_K^2} \frac{t^u(s)^{n-2}}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} f_2^{(3/2)}(t')}{2t'\lambda_{\pi}(t') (t' - t^u(s) - i\epsilon)t^{n-2}} dt' \\
\frac{1}{3} \frac{\Delta K \pi - 3t^u(s)}{2M_K^2} \frac{t^u(s)^{n-1}}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} f_1^{(3/2)}(t')}{(t' - t^u(s) - i\epsilon)t^{n-1}} dt' \\
\frac{1}{3} \frac{t^u(s)(s - u) + \Delta K \Delta \pi \tau}{M_K^2} \frac{t^u(s)^{n-2}}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} f_2^{(3/2)}(t')}{t'\lambda_{\pi}(t') (t' - t^u(s) - i\epsilon)t^{n-2}} dt' \\
u^n \frac{\text{Im} f_0^{(3/2)}(u')}{(u' - u - i\epsilon)u^n} du' \\
u \frac{\text{Im} f_0^{(3/2)}(u')}{(u' - u - i\epsilon)u^n} du' \\
\frac{u(s - t^u(s)) + \Delta K \Delta \pi \tau}{M_K^2} \frac{u^{n-2}}{\pi} \int_{u_0}^{\infty} \frac{\text{Im} f_1^{(3/2)}(u')}{(u' - u - i\epsilon)u^{n-2}} du' \\
\frac{u(s - t^u(s)) + \Delta K \Delta \pi \tau}{M_K^2} \frac{u^{n-2}}{\pi} \int_{u_0}^{\infty} \frac{\text{Im} f_2^{(3/2)}(u')}{2u'\lambda_{\pi}(u') (u' - u - i\epsilon)u^{n-2}} du' \\
\Delta K \pi - 3u \frac{u^{n-1}}{2M_K^2} \frac{\text{Im} f_1^{(3/2)}(u')}{u' (u' - u - i\epsilon)u^{n-1}} du' \\
\mathcal{O}(u^8),
\]
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\[G^u_s(s) = P^u_{n-1}(s) + \frac{s^n}{\pi} \int_{s_0}^\infty \frac{\text{Im} g_1(s')}{(s' - s - i\epsilon)^n} ds'
\]

\[- \frac{2}{3} \frac{t^u(s)^n}{\pi} \int_{t_0}^\infty \text{Im} f_0^{(1/2)}(t') \frac{1}{(t' - t^u(s) - i\epsilon)t'^n} dt'\]

\[- \frac{2}{3} \frac{t^u(s) - u}{M_K^n} \frac{\Delta_K \Delta_{t_\pi} t^u(s)^{n-2}}{\pi} \int_{t_0}^\infty \text{Im} f_1^{(1/2)}(t') \frac{1}{(t' - t^u(s) - i\epsilon)t'^n} dt'\]

\[- \frac{2}{3} \frac{t^u(s) - u}{M_K^n} \frac{\Delta_K \Delta_{t_\pi} t^u(s)^{n-2}}{\pi} \int_{t_0}^\infty \frac{\Delta_{t_\pi} + t'}{2t'\lambda_{t_\pi}(t')} \frac{\text{Im} g_{1/2}^{(1/2)}(t')}{(t' - t^u(s) - i\epsilon)t'^n} dt'\]

\[+ \frac{2}{3} \frac{\Delta_K + t^u(s)}{2M_K^n} \frac{t^u(s)^{n-1}}{\pi} \int_{t_0}^\infty \frac{\text{Im} g_{1/2}^{(3/2)}(t')}{t'} \frac{1}{(t' - t^u(s) - i\epsilon)t'^n} dt'\]

\[- \frac{1}{3} \frac{t^u(s)^n}{\pi} \int_{t_0}^\infty \text{Im} f_0^{(3/2)}(t') \frac{1}{(t' - t^u(s) - i\epsilon)t'^n} dt'\]

\[- \frac{1}{3} \frac{t^u(s) - u}{M_K^n} \frac{\Delta_K \Delta_{t_\pi} t^u(s)^{n-2}}{\pi} \int_{t_0}^\infty \text{Im} f_1^{(3/2)}(t') \frac{1}{(t' - t^u(s) - i\epsilon)t'^n} dt'\]

\[- \frac{1}{3} \frac{t^u(s) - u}{M_K^n} \frac{\Delta_K \Delta_{t_\pi} t^u(s)^{n-2}}{\pi} \int_{t_0}^\infty \frac{\Delta_{t_\pi} + t'}{2t'\lambda_{t_\pi}(t')} \frac{\text{Im} g_{1/2}^{(3/2)}(t')}{(t' - t^u(s) - i\epsilon)t'^n} dt'\]

\[+ \frac{1}{3} \frac{\Delta_K + t^u(s)}{2M_K^n} \frac{t^u(s)^{n-1}}{\pi} \int_{t_0}^\infty \frac{\text{Im} g_{1/2}^{(3/2)}(t')}{t'} \frac{1}{(t' - t^u(s) - i\epsilon)t'^n} dt'\]

\[+ \frac{u^n}{\pi} \int_{u_0}^\infty \frac{\text{Im} f_0^{(1/2)}(u')}{(u' - u - i\epsilon)u'^n} du'\]

\[+ \frac{u(s - t^u(s)) + \Delta_K \Delta_{t_\pi} u^{n-2}}{M_K^n} \int_{u_0}^\infty \frac{\text{Im} f_1^{(1/2)}(u')}{(u' - u - i\epsilon)u'^n} du'\]

\[+ \frac{u(s - t^u(s)) + \Delta_K \Delta_{t_\pi} u^{n-2}}{M_K^n} \int_{u_0}^\infty \frac{\Delta_{t_\pi} + u'}{2u'\lambda_{t_\pi}(u')} \frac{\text{Im} g_{1/2}^{(1/2)}(u')}{(u' - u - i\epsilon)u'^n} du'\]

\[- \frac{\Delta_K + u}{2M_K^n} \frac{u^{n-1}}{\pi} \int_{u_0}^\infty \text{Im} g_{1/2}^{(3/2)}(u') \frac{1}{u'(u' - u - i\epsilon)u'^n} du'\]

\[+ O(p^8).\]

Similarly, in the fixed-\(t\) representation, we separate from the polynomial the integrals appearing in the fixed-s and fixed-\(u\) representations, which again are only constant and linear in \(s\) but depend
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on $t$:

$$F^e_s(s) = \frac{P^e_{n-1}(s) + s^n}{\pi} \int_{s_0}^{\infty} \frac{\text{Im} f_0(s')}{(s' - s - i\epsilon)s^n} ds' + \frac{u'(s) - t s^{n-1}}{\pi} \int_{s_0}^{\infty} \frac{\text{Im} f_1(s')}{(s' - s - i\epsilon)s^{n-1}} ds'$$

$$- \frac{u'(s) - t}{\pi} \int_{s_0}^{\infty} \frac{2PL(s')M^2_K}{\lambda_K(s')} \frac{\text{Im} g_1(s')}{(s' - s - i\epsilon)s^{n-1}} ds'$$

$$+ \frac{2 t^n}{3 \pi} \int_{t_0}^{\infty} \frac{\text{Im} f_0^{(1/2)}(t')}{(t' - t - i\epsilon)} u^n dt'$$

$$+ \frac{2 t(n - u'(s)) + \Delta_K \xi t^n - 2}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} f_1^{(1/2)}(t')}{(t' - t - i\epsilon)} t^{n-2} dt'$$

$$+ \frac{2 t(n - u'(s)) + \Delta_K \xi t^n - 2}{\pi} \int_{t_0}^{\infty} \frac{(\Delta t + t')M^4_K}{2t'\lambda_K(t')} \frac{\text{Im} g_1^{(1/2)}(t')}{(t' - t - i\epsilon)} t^{n-2} dt'$$

$$- \frac{2 \Delta_K - 3t}{2M^2_K} \int_{t_0}^{\infty} \frac{\text{Im} f_0^{(1/2)}(t')}{(t' - t - i\epsilon)} u^n dt'$$

$$+ \frac{1 t^n}{3 \pi} \int_{t_0}^{\infty} \frac{\text{Im} f_0^{(1/2)}(t')}{(t' - t - i\epsilon)} u^n dt'$$

$$+ \frac{1 t(n - u'(s)) + \Delta_K \xi t^n - 2}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} f_1^{(1/2)}(t')}{(t' - t - i\epsilon)} t^{n-2} dt'$$

$$+ \frac{1 t(n - u'(s)) + \Delta_K \xi t^n - 2}{\pi} \int_{t_0}^{\infty} \frac{(\Delta t + t')M^4_K}{2t'\lambda_K(t')} \frac{\text{Im} g_1^{(1/2)}(t')}{(t' - t - i\epsilon)} t^{n-2} dt'$$

$$- \frac{1 \Delta_K - 3t}{2M^2_K} \int_{t_0}^{\infty} \frac{\text{Im} f_0^{(1/2)}(t')}{(t' - t - i\epsilon)} u^n dt'$$

$$+ \frac{u'(s) u^n}{\pi} \int_{u_0}^{\infty} \frac{\text{Im} f_0^{(1/2)}(u')}{(u' - u'(s) - i\epsilon)u^n} du'$$

$$+ \frac{u'(s)(s - t) + \Delta_K \xi u'(s) u^n - 2}{\pi} \int_{u_0}^{\infty} \frac{\text{Im} f_1^{(1/2)}(u')}{(s' - u'(s) - i\epsilon)u^{n-2}} du'$$

$$+ \frac{u'(s)(s - t) + \Delta_K \xi u'(s) u^n - 2}{\pi} \int_{u_0}^{\infty} \frac{(\Delta t + u')M^4_K}{2u'\lambda_K(u')} \frac{\text{Im} g_1^{(1/2)}(u')}{(s' - u'(s) - i\epsilon)u^{n-2}} du'$$

$$- \frac{\Delta_K - 3u'(s) u^n - 1}{2M^2_K} \int_{u_0}^{\infty} \frac{\text{Im} g_1^{(1/2)}(u')}{(s' - u'(s) - i\epsilon)u^{n-1}} du'$$

$$+ O(p^3),$$
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Finally, in the fixed-$s$ representation, we separate from the polynomial the integrals appearing in the fixed-$t$ and fixed-$u$ representations, which are indeed constant and linear in $t$ but with
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arbitrary s-dependence:

\[ F^s_t(t) = P^s_{n-1}(t) + \frac{s^n}{\pi} \int_{s_0}^\infty \frac{\text{Im} f_0(s') - t s^{n-1}}{M^2_K} \frac{\text{Im} f_1(s')}{(s' - s - \iota) s^{n-1}} ds' + \frac{u^s(t) - t s^{n-1}}{M^2_K} \int_{s_0}^\infty \frac{\text{Im} g_1(s')}{(s' - s - \iota) s^{n-1}} ds' + \frac{2 t^n}{3 \pi} \int_{t_0}^\infty \frac{\text{Im} f_0^{(1/2)}(t')}{(t' - t - \iota) t^{n-2}} dt' \]

+ \frac{2 t (s - u^s(t)) + \Delta_K p \Delta_{L^2}}{M^2_K} \frac{\text{Im} f_1^{(1/2)}(t')}{(t' - t - \iota) t^{n-2}} dt'

+ \frac{2 t (s - u^s(t)) + \Delta_K \Delta_{L^2}}{M^2_K} \frac{\text{Im} g_1^{(1/2)}(t')}{(t' - t - \iota) t^{n-2}} dt'

- \frac{2 \Delta_K p - 3 t u^n}{2 M^2_K} \frac{\text{Im} f_0^{(1/2)}(t')}{(t' - t - \iota) t^{n-1}} dt'

+ \frac{1 t^n}{3 \pi} \int_{t_0}^\infty \frac{\text{Im} f_0^{(3/2)}(t')}{(t' - t - \iota) t^{n-2}} dt'

+ \frac{1 t (s - u^s(t)) + \Delta_K p \Delta_{L^2}}{M^2_K} \frac{\text{Im} f_1^{(3/2)}(t')}{(t' - t - \iota) t^{n-2}} dt'

+ \frac{1 t (s - u^s(t)) + \Delta_K \Delta_{L^2}}{M^2_K} \frac{\text{Im} g_1^{(3/2)}(t')}{(t' - t - \iota) t^{n-2}} dt'

- \frac{1 \Delta_K p - 3 t u^n}{2 M^2_K} \frac{\text{Im} f_0^{(3/2)}(t')}{(t' - t - \iota) t^{n-1}} dt'

+ \frac{u^s(t)^n}{\pi} \int_{u_0}^\infty \frac{\text{Im} f_0^{(1/2)}(u')}{(u' - u^s(t) - \iota) u^{n-2}} du'

+ \frac{u^s(t) (s - t) + \Delta_K p \Delta_{L^2}}{M^2_K} \frac{\text{Im} f_1^{(1/2)}(u')}{(u' - u^s(t) - \iota) u^{n-2}} du'

+ \frac{u^s(t) (s - t) + \Delta_K \Delta_{L^2}}{M^2_K} \frac{\text{Im} g_1^{(1/2)}(u')}{(u' - u^s(t) - \iota) u^{n-2}} du'

- \frac{\Delta_K p - 3 u^s(t) u^s(t) u^n}{2 M^2_K} \frac{\text{Im} f_0^{(3/2)}(u')}{(u' - u^s(t) - \iota) u^{n-1}} du'

+ \mathcal{O}(\delta^8)\].
\begin{align*}
G_\pi^*(t) &= P_{n-1}^n(t) + \frac{s^m}{\pi} \int_{s_0}^\infty \frac{\text{Im}g_1(s')}{(s' - s - i\epsilon)s'^m} ds' \\
&= \frac{2 t^n}{3} \int_{t_0}^t \frac{\text{Im}f_0^{(3/2)}(t')}{(t' - t - i\epsilon)t'^m} dt' \\
&= \frac{2 M_K^4}{3} \int_{t_0}^t \frac{\text{Im}f_1^{(3/2)}(t')}{(t' - t - i\epsilon)t'^m} dt' \\
&= \frac{2 t(s - u^*(t)) + \Delta_K\pi \Delta_{\xi_p} t^{n-2}}{M_K^2} \int_{t_0}^t \frac{\text{Im}f_1^{(1/2)}(t') + \Delta_{\xi_p} M_K^4}{(t' - t - i\epsilon)t'^n} dt' \\
&= \frac{2 M_K^4}{3} \int_{t_0}^t \frac{\text{Im}g_1^{(1/2)}(t')}{2u'\lambda_{\xi_p}(t')}(t' - t - i\epsilon)t'^{n-3} dt' \\
&+ \frac{2 \Delta_{\xi_p} + t^m - 1}{3M_K^4} \int_{t_0}^t M_K^4 \text{Im}g_1^{(1/2)}(t') dt' \\
&- \frac{1}{3} \int_{t_0}^t \frac{\text{Im}f_1^{(3/2)}(t')}{(t' - t - i\epsilon)t'^m} dt' \\
&+ \frac{u^*(t)^n}{\pi} \int_{t_0}^t \frac{\text{Im}f_1^{(3/2)}(u')}{(u' - u^*(t) - i\epsilon)u'^m} du' \\
&+ \frac{u^*(t)(s - t) + \Delta_K\pi \Delta_{\xi_p} u^*(t)^{n-2}}{M_K^2} \int_{t_0}^t \frac{\text{Im}f_1^{(1/2)}(u')}{(u' - u^*(t) - i\epsilon)u'^n} du' \\
&+ \frac{u^*(t)(s - t) + \Delta_K\pi \Delta_{\xi_p} u^*(t)^{n-2}}{M_K^2} \int_{t_0}^t \frac{\text{Im}g_1^{(1/2)}(u')}{2u'\lambda_{\xi_p}(u')(u' - u^*(t) - i\epsilon)u'^{n-3}} du' \\
&- \frac{\Delta_{\xi_p} + u^*(t)}{2M_K^4} \int_{t_0}^t M_K^4 \text{Im}g_1^{(3/2)}(u') \frac{u'}{u'(u' - u^*(t) - i\epsilon)}u'^{n-3} du' \\
&+ \mathcal{O}(p^8).
\end{align*}

Except for the polynomials, the dependence on all the Mandelstam variables in the three representations is now explicit. We fix the polynomial by imposing the condition

\begin{equation}
P_{n-1}^n(t) = P_{n-1}^n(s) = P_{n-1}^n(s)|_{u = u^*(t)}. \tag{C.46}
\end{equation}

In the case of \(n = 2\), this fixes the polynomial contribution to linear terms in \(s\), \(t\) and \(u\). Note that for this step, we need the three dispersion relations: equating only two of the three polynomials allows also some quadratic terms.

In the case of \(n = 3\), the above condition allows for seven parameters and a term of the form \(c(s^2t + st^2)\). Only if we exclude cubic terms in all directions (e.g., for fixed \(t - u\)), we can exclude a term of this form and reduce the number of parameters to six per polynomial.

We finally find the following representations as the analytic continuation of the form factors to
the whole Mandelstam plane:

\[
F(s, t, u) = \frac{P^n_{n-1}(s, t, u)}{\pi} + \frac{s^n}{\pi} \int_{s_0}^{\infty} \frac{\Im f_0(s')}{(s' - s - i\epsilon)^{s-1}} ds' + \frac{u - t}{\pi} \int_{s_0}^{\infty} \frac{\Im f_1(s')}{(s' - s - i\epsilon)^{s-1}} ds' \\
- \frac{u - t}{\pi} \int_{s_0}^{\infty} \frac{2PL(s')M_K^2}{\lambda_K(s')} \Im g_1(s') ds' \\
+ 2 t^n \int_{t_0}^{\infty} \frac{\Im f_0^{(1/2)}(t')}{(t' - t - i\epsilon)t^{n-1}} dt' \\
+ 2 t(n - u) + \frac{\Delta_K(n - t)}{M_K^2} t^{n-2} \int_{t_0}^{\infty} \frac{\Im g_1^{(1/2)}(t')}{(t' - t - i\epsilon)t^{n-2}} dt' \\
+ 2 \frac{\Delta_K}{M_K} t^{n-1} \int_{t_0}^{\infty} \frac{\Im g_1^{(1/2)}(t')}{(t' - t - i\epsilon)t^{n-1}} dt' \\
+ \frac{1}{\pi} \int_{s_0}^{\infty} \frac{\Im f_0^{(3/2)}(u')}{(u' - u - i\epsilon)u^{n-2}} du' \\
+ \frac{u}{\pi} \int_{u_0}^{\infty} \frac{\Im f_0^{(3/2)}(u')(u' - u - i\epsilon)u^{n-2}}{u' - u - i\epsilon} du' \\
+ \frac{\Delta_K}{M_K} t^{n-1} \int_{t_0}^{\infty} \frac{\Im g_1^{(3/2)}(u')}{u' - u - i\epsilon} u^{n-2} du' \\
- \frac{\Delta_K}{2M_K^2} u^{n-1} \int_{u_0}^{\infty} \frac{\Im g_1^{(3/2)}(u')}{u' - u - i\epsilon} u^{n-2} du' \\
+ O(p^8),
\]

(C.47)
\[ G(s, t, u) = P_{n-1}^G(s, t, u) + \frac{s^n}{\pi} \int_{s_0}^{\infty} \text{Im}g_1(s') \left( s' - s + i\epsilon \right) s'^n ds' \]

\[ - \frac{2}{3} \frac{n}{\pi} \int_{t_0}^{\infty} \frac{\text{Im}f_0^{(1/2)}(t')}{(t' - t + i\epsilon) t'^n} dt' \]

\[ - \frac{2}{3} \frac{n}{\pi} \int_{t_0}^{\infty} \frac{\text{Im}f_1^{(1/2)}(t')}{(t' - t + i\epsilon) t'^{n-2}} dt' \]

\[ - \frac{2}{3} \frac{n}{\pi} \int_{t_0}^{\infty} \frac{\text{Im}f_2^{(1/2)}(t')}{(t' - t + i\epsilon) t'^{n-2}} dt' \]

\[ + \frac{\Delta_{K\pi} + u u^{n-1}}{2M_K^2} \int_{u_0}^{\infty} \frac{M_K^4}{u'^2} \left( u' - u + i\epsilon \right) u'^{n-2} du' \]

\[ + O(p^8), \]

where, of course, the constraint \( s + t + u = \Sigma_0 \) is still valid and \( P_{n-1}^F \) and \( P_{n-1}^G \) are polynomials of the order \( n - 1 \) in all three Mandelstam variables. For \( n = 2 \), they can be written as

\[ P_1^F(s, t, u) = p_0^F + p_1^F \frac{s}{M_K^2} + q_0^F \frac{t - u}{M_K^2}, \]

\[ P_1^G(s, t, u) = p_0^G + p_1^G \frac{s}{M_K} + q_0^G \frac{t - u}{M_K}. \]

In the case \( n = 3 \), they have the form

\[ P_2^F(s, t, u) = p_0^F + p_1^F \frac{s}{M_K^2} + p_2^F s^2 + q_0^F \frac{t - u}{M_K^2} + q_1^F s(t - u) + q_2^F (t - u)^2, \]

\[ P_2^G(s, t, u) = p_0^G + p_1^G \frac{s}{M_K^2} + p_2^G s^2 + q_0^G \frac{t - u}{M_K^2} + q_1^G s(t - u) + q_2^G (t - u)^2. \]

The form factors \( F \) and \( G \) are now decomposed into functions of only one Mandelstam variable as shown in (2.89), with the functions defined in (2.90) for \( n = 2 \) or (2.91) for \( n = 3 \). For \( n = 2 \), the
six free parameters are in one-to-one correspondence with the coefficients of the two subtraction polynomials:

\[
\begin{align*}
    m_0^0 &= p_0^F + \frac{\Sigma_0}{M_K^2} q_0^G, \\
    m_0^1 &= p_1^F - q_0^G, \\
    m_1^0 &= -q_0^F - q_0^G, \\
    \tilde{m}_0^0 &= p_0^G - \frac{\Sigma_0}{M_K^2} q_0^G, \\
    \tilde{m}_1^1 &= p_1^G + q_0^G, \\
    n_0^1 &= -3q_0^G.
\end{align*}
\]

For \( n = 3 \), the twelve free parameters in (2.91) correspond again to the coefficients of the subtraction polynomials. The explicit relation is rather large but easy to find.
Appendix D

Omnès Solution to the Dispersion Relation

D.1 Solution for $n = 3$ Subtractions

For $n = 3$ subtractions, the Omnès representation reads

\[
\begin{align*}
M_0(s) &= \Omega_0^0(s) \left\{ aM_0 + bM_0 \frac{s}{M_K^2} + cM_0 \frac{s^2}{M_K^2} + dM_0 \frac{s^3}{M_K^2} + \frac{s^4}{\pi} \int_{s_0}^{A^2} \frac{\tilde{M}_0(s') \sin \delta_0^1(s')}{|\Omega_0^1(s')|(s' - s - i\epsilon)s'^4} ds' \right\}, \\
M_1(s) &= \Omega_1^1(s) \left\{ aM_1 + bM_1 \frac{s}{M_K^2} + cM_1 \frac{s^2}{M_K^2} + dM_1 \frac{s^3}{M_K^2} + \frac{s^4}{\pi} \int_{s_0}^{A^2} \frac{\tilde{M}_1(s') \sin \delta_1^1(s')}{|\Omega_1^1(s')|(s' - s - i\epsilon)s'^4} ds' \right\}, \\
M_1(s) &= \Omega_1^1(s) \left\{ a\tilde{M}_1 + b\tilde{M}_1 \frac{s}{M_K^2} + c\tilde{M}_1 \frac{s^2}{M_K^2} + d\tilde{M}_1 \frac{s^3}{M_K^2} + \frac{s^4}{\pi} \int_{s_0}^{A^2} \frac{\tilde{M}_1(s') \sin \delta_1^1(s')}{|\Omega_1^1(s')|(s' - s - i\epsilon)s'^4} ds' \right\}, \\
N_0(t) &= \Omega_0^{1/2}(t) \left\{ bN_0 \frac{t}{M_K^2} + cN_0 \frac{t^2}{M_K^2} + \frac{t^3}{\pi} \int_{t_0}^{A^2} \frac{\tilde{N}_0(t') \sin \delta_1^{1/2}(t')}{|\Omega_0^{1/2}(t')|(t' - t - i\epsilon)t'^3} dt' \right\}, \\
N_1(t) &= \Omega_1^{1/2}(t) \left\{ aN_1 + \frac{t}{\pi} \int_{t_0}^{A^2} \frac{\tilde{N}_1(t') \sin \delta_1^{1/2}(t')}{|\Omega_1^{1/2}(t')|(t' - t - i\epsilon)t'^3} dt' \right\}, \\
\tilde{N}_1(t) &= \Omega_1^{1/2}(t) \left\{ b\tilde{N}_1 \frac{t}{M_K^2} + c\tilde{N}_1 \frac{t^2}{M_K^2} + \frac{t^3}{\pi} \int_{t_0}^{A^2} \frac{\tilde{N}_1(t') \sin \delta_1^{1/2}(t')}{|\Omega_1^{1/2}(t')|(t' - t - i\epsilon)t'^2} dt' \right\}, \\
R_0(t) &= \Omega_0^{3/2}(t) \left\{ \frac{t^3}{\pi} \int_{t_0}^{A^2} \frac{\tilde{R}_0(t') \sin \delta_0^{3/2}(t')}{|\Omega_0^{3/2}(t')|(t' - t - i\epsilon)t'^3} dt' \right\}, \\
R_1(t) &= \Omega_1^{3/2}(t) \left\{ \frac{t^2}{\pi} \int_{t_0}^{A^2} \frac{\tilde{R}_1(t') \sin \delta_1^{3/2}(t')}{|\Omega_1^{3/2}(t')|(t' - t - i\epsilon)t'^2} dt' \right\}, \\
\tilde{R}_1(t) &= \Omega_1^{3/2}(t) \left\{ \frac{t^2}{\pi} \int_{t_0}^{A^2} \frac{\tilde{R}_1(t') \sin \delta_1^{3/2}(t')}{|\Omega_1^{3/2}(t')|(t' - t - i\epsilon)t'^2} dt' \right\}. \\
\end{align*}
\]

(D.1)

Let us work out how to transform the Omnès representation (2.107) into the one with more subtractions (D.1). We start by subtracting all the dispersive integrals once more, using the relation

\[
\frac{1}{s' - s} = \frac{1}{s'} + \frac{s}{(s' - s)s'}. \\
\]

(D.2)
This generates nine additional subtraction constants:

\[
M_0(s) = \Omega_0^0(s) \left\{ a^{M_0} + b^{M_0} \frac{s}{M_K^2} + c^{M_0} \frac{s^2}{M_K^3} + d^{M_0} \frac{s^3}{M_K^4} + \frac{s^4}{\pi} \int_{s_0}^{\Lambda^2} \frac{\delta M_0(s') \sin \delta_0^0(s')}{|\Omega_0^0(s')|(s' - s - i\epsilon)q^4} ds' \right\},
\]

\[
M_1(s) = \Omega_1^1(s) \left\{ a^{M_1} + b^{M_1} \frac{s}{M_K^2} + c^{M_1} \frac{s^2}{M_K^3} + d^{M_1} \frac{s^3}{M_K^4} + \frac{s^4}{\pi} \int_{s_0}^{\Lambda^2} \frac{\delta M_1(s') \sin \delta_1^1(s')}{|\Omega_1^1(s')|(s' - s - i\epsilon)q^4} ds' \right\},
\]

\[
\tilde{M}_1(s) = \Omega_1^1(s) \left\{ a^{\tilde{M}_1} + b^{\tilde{M}_1} \frac{s}{M_K^2} + c^{\tilde{M}_1} \frac{s^2}{M_K^3} + d^{\tilde{M}_1} \frac{s^3}{M_K^4} + \frac{s^4}{\pi} \int_{s_0}^{\Lambda^2} \frac{\tilde{M}_1(s') \sin \delta_1^1(s')}{|\Omega_1^1(s')|(s' - s - i\epsilon)q^4} ds' \right\},
\]

\[
N_0(t) = \Omega_0^{1/2}(t) \left\{ b^{N_0} \frac{t}{M_K^2} + c^{N_0} \frac{t^2}{M_K^3} + \frac{t^3}{\pi} \int_{t_0}^{t_{\Lambda^2}} \frac{N_0(t') \sin \delta_0^{1/2}(t')}{|\Omega_0^{1/2}(t')|(t' - t - i\epsilon)t^2} dt' \right\},
\]

\[
N_1(t) = \Omega_1^{1/2}(t) \left\{ a^{N_1} + \frac{t}{\pi} \int_{t_0}^{t_{\Lambda^2}} \frac{N_1(t') \sin \delta_1^{1/2}(t')}{|\Omega_1^{1/2}(t')|(t' - t - i\epsilon)t^2} dt' \right\}.
\]

To get rid of the subtraction constants in the \( R \)-functions, we apply a gauge transformation (2.96).
To this end, let us write the gauge transformation in the Omnès representation:

\[
\delta M_0(s) = \Omega_0^0(s) \left\{ a^{\delta M_0} + b^{\delta M_0} \frac{s}{M_K^2} + c^{\delta M_0} \frac{s^2}{M_K^3} + d^{\delta M_0} \frac{s^3}{M_K^4} + \frac{s^4}{\pi} \int_{s_0}^{\Lambda^2} \frac{\delta M_0(s') \sin \delta_0^0(s')}{|\Omega_0^0(s')|(s' - s - i\epsilon)q^4} ds' \right\},
\]

\[
\delta M_1(s) = \Omega_1^1(s) \left\{ a^{\delta M_1} + b^{\delta M_1} \frac{s}{M_K^2} + c^{\delta M_1} \frac{s^2}{M_K^3} + d^{\delta M_1} \frac{s^3}{M_K^4} + \frac{s^4}{\pi} \int_{s_0}^{\Lambda^2} \frac{\delta M_1(s') \sin \delta_1^1(s')}{|\Omega_1^1(s')|(s' - s - i\epsilon)q^4} ds' \right\},
\]

\[
\delta \tilde{M}_1(s) = \Omega_1^1(s) \left\{ a^{\delta \tilde{M}_1} + b^{\delta \tilde{M}_1} \frac{s}{M_K^2} + c^{\delta \tilde{M}_1} \frac{s^2}{M_K^3} + d^{\delta \tilde{M}_1} \frac{s^3}{M_K^4} + \frac{s^4}{\pi} \int_{s_0}^{\Lambda^2} \frac{\delta \tilde{M}_1(s') \sin \delta_1^1(s')}{|\Omega_1^1(s')|(s' - s - i\epsilon)q^4} ds' \right\},
\]

\[
\delta N_0(t) = \Omega_0^{1/2}(t) \left\{ b^{\delta N_0} \frac{t}{M_K^2} + c^{\delta N_0} \frac{t^2}{M_K^3} + \frac{t^3}{\pi} \int_{t_0}^{t_{\Lambda^2}} \frac{\delta N_0(t') \sin \delta_0^{1/2}(t')}{|\Omega_0^{1/2}(t')|(t' - t - i\epsilon)t^3} dt' \right\},
\]

\[
\delta N_1(t) = \Omega_1^{1/2}(t) \left\{ a^{\delta N_1} + \frac{t}{\pi} \int_{t_0}^{t_{\Lambda^2}} \frac{\delta N_1(t') \sin \delta_1^{1/2}(t')}{|\Omega_1^{1/2}(t')|(t' - t - i\epsilon)t^3} dt' \right\}.
\]

Since the gauge transformation is a polynomial and has no discontinuity, the changes in the hat functions are given by \( \delta \hat{M}_0 = -\delta \tilde{M}_0 \) etc., which assures that the partial waves are unchanged. The shifts in the subtraction constants are most easily found by comparing the Taylor expansion
of (D.4) with (2.96):

\[
\begin{align*}
\delta a^A_\eta &= \left(2A^\eta - B^\eta + 2C^\eta\right) \frac{\Sigma_0^2 - \Delta_{K\eta} \Delta_{r\eta}}{2M_K^2}, \\
\delta b^B_\eta &= \left(2A^\eta - B^\eta + 2C^\eta\right) \left(\frac{\Sigma_0}{M_K^2} + \frac{\omega_0 \Sigma_0^2 - \Delta_{K\eta} \Delta_{r\eta}}{2M_K^2}\right), \\
\delta c^C_\eta &= \left(2A^\eta - B^\eta + 2C^\eta\right) \left(\frac{1}{2} + \frac{\omega_0}{M_K^2} \left(\frac{\Sigma_0^2 - \Delta_{K\eta} \Delta_{r\eta}}{2}\right)\right), \\
\delta d^D_\eta &= \left(2A^\eta - B^\eta + 2C^\eta\right) \left(\frac{\omega_0}{2} \left(\omega_0^2 - \frac{\Sigma_0^2}{2} \right) + \left(6 \omega_0^2 + 6 \omega_0\right) \frac{\Sigma_0^2 - \Delta_{K\eta} \Delta_{r\eta}}{12M_K^2}\right), \\
\delta e^E_\eta &= \left(2A^\eta - B^\eta + 2C^\eta\right) \frac{\Sigma_0}{M_K^2} + B^\eta \frac{\Delta_{K\eta}}{2M_K^2}, \\
\delta f^F_\eta &= \left(2A^\eta - B^\eta + 2C^\eta\right) + \omega_1 \left(2A^\eta + B^\eta + 2C^\eta\right) \frac{\Sigma_0}{M_K^2} - B^\eta \frac{\Delta_{K\eta}}{2M_K^2}, \\
\delta g^G_\eta &= \left(2A^\eta + B^\eta - 2C^\eta\right) + \omega_1 \left(2A^\eta + B^\eta - 2C^\eta\right) \frac{\Sigma_0}{M_K^2} + B^\eta \frac{\Sigma_0 \Delta_{K\eta}}{2M_K^2}, \\
\delta h^H_\eta &= \left(2A^\eta + B^\eta - 2C^\eta\right) + \omega_1 \left(2A^\eta + B^\eta - 2C^\eta\right) \frac{\Sigma_0}{M_K^2} + B^\eta \frac{\Sigma_0 \Delta_{K\eta}}{2M_K^2}
\end{align*}
\]

\[(D.5)\]

where \(\omega, \bar{\omega}\) and \(\bar{\bar{\omega}}\) are defined by applying subtractions to the Omnès functions:

\[
\Omega(s) = \exp \left(\frac{s}{\pi} \int_{s_0}^{\infty} \frac{\delta(s')}{s' - s} ds'\right)
= \exp \left(\frac{s}{\pi} \int_{s_0}^{\infty} \frac{\delta(s')}{s'^2} ds' + \frac{s^2}{\pi} \int_{s_0}^{\infty} \frac{\delta(s')}{s'^3} ds' + \frac{s^3}{\pi} \int_{s_0}^{\infty} \frac{\delta(s')}{s'^4} ds' + \frac{s^4}{\pi} \int_{s_0}^{\infty} \frac{\delta(s')}{(s' - s - i\epsilon)s'^4} ds'\right)
= \exp \left(\frac{s}{\pi} \frac{\omega}{M_K^2} + \bar{\omega} \frac{s^2}{M_K^2} + \bar{\omega} \frac{s^3}{M_K^2} + \bar{\omega} \frac{s^4}{M_K^2} + \frac{s^4}{\pi} \int_{s_0}^{\infty} \frac{\delta(s')}{(s' - s - i\epsilon)s'^4} ds'\right).
\]

\[(D.6)\]

In order to obtain the form (D.1), the subtraction constants in the \(R\)-functions can now be removed with the gauge transformation

\[
\begin{align*}
C^{R_0} &= -e^{R_0}, \\
A^{R_1} &= -e^{R_1}, \\
B^{R_1} &= -e^{R_1}.
\end{align*}
\]

\[(D.7)\]
APPENDIX D. OMNÈS SOLUTION TO THE DISPERSION RELATION

D.2 Hat Functions

In the following, we provide the explicit expressions for the hat functions that appear in the Omnès solution to the dispersion relation.

\[
\hat{M}_0(s) = \frac{2}{3} \left( \langle N_0 \rangle_{t_s} + 2 \langle R_0 \rangle_{t_s} \right) - \left( \langle z N_0 \rangle_{t_s} + 2 \langle z R_0 \rangle_{t_s} \right) \frac{2 \sigma_{\sigma}^{PL \times}}{3X} \\
- \left( \langle N_1 \rangle_{t_s} + 2 \langle R_1 \rangle_{t_s} \right) \frac{3 \bar{X}^2 \bar{X} - 4 \bar{X} \Sigma_0 + \Sigma_0^2}{6 \bar{M}_K^2} \\\n+ \left( \langle z N_1 \rangle_{t_s} + 2 \langle z R_1 \rangle_{t_s} \right) \frac{\sigma_{\sigma} \left( -4 \bar{X} \Delta K_\pi \Delta \tau_{\pi} + \bar{X} \left( 3 \bar{X}^2 - 4 \bar{X} \Sigma_0 + \Sigma_0^2 \right) - 4 \bar{X} \Sigma_0 \right)}{6 \bar{M}_K^2 X} \\
+ \left( \langle z^2 N_1 \rangle_{t_s} + 2 \langle z^2 R_1 \rangle_{t_s} \right) \frac{2 \sigma_{\sigma} \left( \bar{X} \left( 2 \Delta K - s + \Sigma_0 \right) - 6 \bar{X}^2 \right) \right) - \left( \langle z^2 N_1 \rangle_{t_s} + 2 \langle z^2 R_1 \rangle_{t_s} \right) \frac{2 \sigma_{\sigma}^{PL X}}{3 \bar{M}_K^2}.
\]

\[
\hat{M}_1(s) = \left( \langle N_0 \rangle_{t_s} + \langle R_0 \rangle_{t_s} \right) \frac{\bar{M}_K^2 \bar{X} \cdot PL}{2 \bar{X}^2} + \left( \langle z N_0 \rangle_{t_s} - \langle z R_0 \rangle_{t_s} \right) \frac{\bar{M}_K^2}{\bar{X}^2} \left( \langle z^2 N_0 \rangle_{t_s} - \langle z^2 R_0 \rangle_{t_s} \right) \frac{3 \sigma_{\sigma}^{PL \times}}{2 \bar{X}^2} \]

\[
+ \left( \langle N_1 \rangle_{t_s} - \langle R_1 \rangle_{t_s} \right) \frac{\left( 4 \Delta K_\pi \Delta \tau_{\pi} - 3 \bar{X}^2 + 4 \bar{X} \Sigma_0 - \Sigma_0^2 \right) \bar{PL}}{8 \bar{M}_K^2 X^2} \\\n- \left( \langle z N_1 \rangle_{t_s} - \langle z R_1 \rangle_{t_s} \right) \frac{3 \bar{X}^3 + 2 \sigma_{\sigma}^{PL \times} \bar{X} - 4 \bar{X} \Sigma_0 + \Sigma_0^2}{4 \bar{M}_K^2 \bar{X}^2} \left( \bar{M}_K^2 \bar{X} \cdot PL \right) \]

\[
+ \left( \langle z^2 N_1 \rangle_{t_s} - \langle z^2 R_1 \rangle_{t_s} \right) \frac{\bar{M}_K^2}{2 \bar{X}^2} \left( \left( 3 \bar{X}^2 - 4 \bar{X} \Sigma_0 + \Sigma_0^2 \right) - 12 \bar{X} \Delta K_\pi \Delta \tau_{\pi} \right) + \frac{\sigma_{\sigma}^{PL \times} - 2 \bar{s}}{2 \bar{M}_K^2} \]

\[
- \left( \langle \tilde{N}_1 \rangle_{t_s} - \langle \tilde{R}_1 \rangle_{t_s} \right) \frac{\bar{X} \left( 2 \Delta K_\pi - s + \Sigma_0 \right) \bar{X} \left( 2 \Delta K_\pi - s + \Sigma_0 \right)}{4 \sigma_{\sigma} \bar{X}^2} \\\n+ \left( \langle z \tilde{N}_1 \rangle_{t_s} - \langle z \tilde{R}_1 \rangle_{t_s} \right) \frac{\bar{X} \left( 2 \Delta K_\pi - s + \Sigma_0 \right) \bar{X} \left( 2 \Delta K_\pi - s + \Sigma_0 \right)}{4 \sigma_{\sigma} \bar{X}^2} \]

\[
- \left( \langle z^2 \tilde{N}_1 \rangle_{t_s} - \langle z^2 \tilde{R}_1 \rangle_{t_s} \right) \frac{\bar{X} \left( 2 \Delta K_\pi - s + \Sigma_0 \right) \bar{X} \left( 2 \Delta K_\pi - s + \Sigma_0 \right)}{4 \sigma_{\sigma} \bar{X}^2} \]

\[
\hat{M}_1(s) = -\left( \langle N_0 \rangle_{t_s} + \langle R_0 \rangle_{t_s} \right) + \left( \langle z^2 N_0 \rangle_{t_s} - \langle z^2 R_0 \rangle_{t_s} \right) \]

\[
+ \left( \langle N_1 \rangle_{t_s} - \langle R_1 \rangle_{t_s} \right) \frac{3 \bar{X}^3 + 4 \bar{X} \Sigma_0 + \Sigma_0^2}{4 \bar{M}_K^2} \left( \langle z \tilde{N}_1 \rangle_{t_s} - \langle z \tilde{R}_1 \rangle_{t_s} \right) \frac{\bar{X} \left( 2 \Delta K_\pi - s + \Sigma_0 \right)}{4 \sigma_{\sigma} \bar{X}^2} \]

\[
- \left( \langle z^2 \tilde{N}_1 \rangle_{t_s} - \langle z^2 \tilde{R}_1 \rangle_{t_s} \right) \frac{\bar{X} \left( 2 \Delta K_\pi - s + \Sigma_0 \right)}{4 \sigma_{\sigma} \bar{X}^2} \]

\[
- \left( \langle z^3 \tilde{N}_1 \rangle_{t_s} - \langle z^3 \tilde{R}_1 \rangle_{t_s} \right) \frac{\bar{X} \left( 2 \Delta K_\pi - s + \Sigma_0 \right)}{4 \sigma_{\sigma} \bar{X}^2} \]

\[
- \left( \langle z^4 \tilde{N}_1 \rangle_{t_s} - \langle z^4 \tilde{R}_1 \rangle_{t_s} \right) \frac{\bar{X} \left( 2 \Delta K_\pi - s + \Sigma_0 \right)}{4 \sigma_{\sigma} \bar{X}^2} \]

\[
\text{(D.8)}
\]
\[\hat{N}_0(t) = (M_0)_u_t \frac{\Delta_{K_s} + t}{4t} - (z M_0)_u_t \frac{\lambda^{1/2}_K(t) (\Delta_{t_s} + t)}{4\lambda^{1/2}_{K_s}(t)} + (M_1)_u_t \frac{(\Delta_{K_s} + t)(\Delta_{t_s} + t (\Sigma_0 - 3t))}{4^2M_K^2} \]

\[+ (z M_1)_u_t \frac{\lambda^{1/2}_K(t) (\Delta_{t_s} + t)}{4^2M_K^2 \lambda^{1/2}_{K_s}(t)} + (\hat{M}_1)_u_t \frac{\Delta_{K_s} - 3t}{2t} - (z \hat{M}_1)_u_t \frac{\lambda^{1/2}_K(t) (\Delta_{t_s} + t)}{2 \lambda^{1/2}_{K_s}(t)} \]

\[+ \left( (N_0)_{u_t} - 4 (R_0)_{u_t} \right) \frac{t - \Delta_{K_s}}{6t} + \left( (z N_0)_{u_t} - 4 (z R_0)_{u_t} \right) \frac{\lambda^{1/2}_K(t) (\Delta_{t_s} + t)}{6 \lambda^{1/2}_{K_s}(t)} \]

\[+ \left( (N_1)_{u_t} - 4 (R_1)_{u_t} \right) \frac{(\Delta_{K_s} - t) (\Delta_{K_s} + t (t - \Sigma_0)) (\Delta_{K_s} + t (\Sigma_0 - 3t))}{24^2M_K^2} \]

\[+ \left( (z N_1)_{u_t} - 4 (z R_1)_{u_t} \right) \left( \lambda^{1/2}_K(t) (\Delta_{t_s} + t) (\Delta_{K_s} + t (t - \Sigma_0)) (\Delta_{K_s} + t (\Sigma_0 - 3t)) \right) \]

\[+ \left( (z^2 N_1)_{u_t} - 4 (z^2 R_1)_{u_t} \right) \left( \frac{(\Delta_{K_s} - t) \lambda^{1/2}_K(t) (\Delta_{t_s} + t)}{24^3M_K^3} + \frac{\lambda^{3/2}_K(t) (\Delta_{t_s} + t) (\Delta_{K_s} + t (\Sigma_0 - 3t))}{126^2M_K^2} \right) \]

\[+ \left( (z^2 N_1)_{u_t} - 4 (z^2 R_1)_{u_t} \right) \left( \frac{(\Delta_{K_s} - t) \lambda^{1/2}_K(t) (\Delta_{t_s} + t)}{24^3M_K^3} + \frac{\lambda^{3/2}_K(t) (\Delta_{t_s} + t) (\Delta_{K_s} + t (\Sigma_0 - 3t))}{126^2M_K^2} \right) \]

\[+ \left( (z N_1)_{u_t} - 4 (z R_1)_{u_t} \right) \left( \frac{\lambda^{3/2}_K(t) (\Delta_{t_s} + t) (\Delta_{K_s} + t (\Sigma_0 - 3t))}{24^2M_K^2 \lambda^{1/2}_{K_s}(t)} \right) \]

\[- \left( (z^2 N_1)_{u_t} - 4 (z^2 R_1)_{u_t} \right) \frac{\lambda^{3/2}_K(t) (\Delta_{t_s} + t)}{24^2M_K^2} \]
\[ \begin{align*}
\dot{N}_1(t) &= (M_0)_{st} \frac{3M_k^2 (\Delta \epsilon + t)}{8t\lambda_{c\sigma}(t)} + (z M_0)_{st} \frac{3M_k^2 (\Delta \epsilon + t)}{4t\lambda_{c\sigma}(t)\lambda_{c\sigma}^{1/2}(t)} - \frac{(z^2 M_0)_{st} 9M_k^2 (\Delta \epsilon + t)}{8t\lambda_{c\sigma}(t)} \\
&+ (M_1)_{st} \frac{3M_k^2 (\Delta \epsilon + t) (\Delta \epsilon + t + t(S_0 - 3t))}{8t^2\lambda_{c\sigma}(t)} \\
&+ (z M_1)_{st} \left( \frac{3M_k^2 (\Delta \epsilon + t) (\Delta \epsilon + t + t(S_0 - 3t))}{4t^2\lambda_{c\sigma}(t)\lambda_{c\sigma}^{1/2}(t)} - \frac{3M_k^2 (\Delta \epsilon + t)}{8t^2\lambda_{c\sigma}^{1/2}(t)} \right) \\
&- (z^2 M_1)_{st} \left( \frac{9M_k^2 (\Delta \epsilon + t) (\Delta \epsilon + t + t(S_0 - 3t))}{8t^2\lambda_{c\sigma}(t)} + \frac{3M_k^2 (\Delta \epsilon + t)}{4t^2} \right) \\
&+ (z^3 M_1)_{st} \frac{9M_k^2 \lambda_{c\sigma}^{1/2}(t) (\Delta \epsilon + t)}{8t^2\lambda_{c\sigma}^{1/2}(t)} + (M_1)_{st} \frac{3M_k^2 (\Delta \epsilon + t)}{4t\lambda_{c\sigma}(t)} + (z M_1)_{st} \frac{3M_k^2 (\Delta \epsilon + t)}{2t\lambda_{c\sigma}^{1/2}(t)\lambda_{c\sigma}^{1/2}(t)} \\
&- \frac{(z^2 M_1)_{st} 9M_k^2 (\Delta \epsilon + t)}{4t\lambda_{c\sigma}(t)} - \frac{(z^3 M_1)_{st} 9M_k^2 (\Delta \epsilon + t)}{4t\lambda_{c\sigma}(t)} \\
&+ (z^3 N_0)_{st} - 4(z R_0)_{st} \frac{M_k^2 (t - \Delta \epsilon)}{4t\lambda_{c\sigma}(t)} + \frac{(z^2 N_0)_{st} - 4(z^2 R_0)_{st} 3M_k^2 (\Delta \epsilon + t)}{4t\lambda_{c\sigma}(t)} \\
&+ (z N_1)_{st} - 4(z R_1)_{st} \left( \frac{(\Delta \epsilon + t) (\Delta \epsilon + t + t(S_0 - 3t)) (\Delta \epsilon + t + t(S_0 - 3t))}{8t^2\lambda_{c\sigma}^{1/2}(t)\lambda_{c\sigma}^{1/2}(t)} \right) \\
&- \frac{\lambda_{c\sigma}^{1/2}(t) \lambda_{c\sigma}^{1/2}(t) (\Delta \epsilon + t + t(\Delta \epsilon + t + t^2))}{8t^3\lambda_{c\sigma}^{1/2}(t)} \\
&- \frac{\lambda_{c\sigma}^{1/2}(t) (\Delta \epsilon + t)}{16t^3\lambda_{c\sigma}(t)} + (\Delta \epsilon + t) (\Delta \epsilon + t + t^2) \\
&+ (z^3 N_1)_{st} - 4(z^3 R_1)_{st} \left( \frac{\Delta \epsilon + t}{16t^3} + \frac{3\lambda_{c\sigma}(t) (\Delta \epsilon + t)}{8t^3\lambda_{c\sigma}^{1/2}(t)} \right) \\
&- \frac{\lambda_{c\sigma}^{1/2}(t) (\Delta \epsilon + t + t(S_0 - 3t - \Delta \epsilon + t))}{16t^3} \\
&+ (z^3 \tilde{N}_1)_{st} - 4(z^3 \tilde{R}_1)_{st} \frac{M_k^2 (\Delta \epsilon + t)}{16t^2\lambda_{c\sigma}(t)} \\
&+ (z^3 \tilde{N}_1)_{st} - 4(z^3 \tilde{R}_1)_{st} \left( \frac{M_k^2 (\Delta \epsilon + t)}{16t^2\lambda_{c\sigma}(t)} \right) \\
&- \frac{M_k^2 (\Delta \epsilon + t) (\Delta \epsilon + t + t(S_0 - 3t + t^2))}{8t^2\lambda_{c\sigma}^{1/2}(t)\lambda_{c\sigma}^{1/2}(t)} \\
&+ \frac{M_k^2 (\Delta \epsilon + t)}{16t^2\lambda_{c\sigma}(t)} \\
&- \frac{3M_k^2 \lambda_{c\sigma}^{1/2}(t) (\Delta \epsilon + t)}{16t^2\lambda_{c\sigma}^{1/2}(t)} \right)
\end{align*} \]
\[ \hat{N}_1(t) = \left( (1 - z^2)M_0 \right)_{st} \frac{3M_R^2}{4t} + \left( (1 - z^2)M_1 \right)_{st} \frac{3(\Delta_{K\pi}\Delta_{\tau\pi} + t(\Sigma_0 - 3\tau))}{4t^2} \]
\[- \left( (1 - z^2)^2 \right)_{N(t)}_{ut} - 4\left( (1 - z^2)R_0 \right)_{ut} \frac{M_R^2}{2t} \]
\[+ \left( (1 - z^2)^2 N(t)_{ut} - 4\left( (1 - z^2)R_1 \right)_{ut} \right) \frac{\Delta_{K\pi}\Delta_{\tau\pi} + t(\Sigma_0 - 3\tau)}{8t^3 M_R^4} \]
\[- \left( (1 - z^2)^2 z N(t)_{ut} - 4\left( (1 - z^2)z R_1 \right)_{ut} \right) \frac{\lambda^{1/2}(u)\lambda^{1/2}(t) (\Delta_{K\pi}\Delta_{\tau\pi} + t^2)}{8t^4 M_R^6} \]
\[\lambda^{1/2}(u)\lambda^{1/2}(t) \left( \Delta_{K\pi}\Delta_{\tau\pi} + t^2 \right) \]
\[\frac{\lambda^{1/2}(u)\lambda^{1/2}(t) (\Delta_{K\pi}\Delta_{\tau\pi} + t^2)}{8t^4 M_R^6} \]

\[ \hat{R}_0(u) = \left( M_0 \right)_{st} \frac{u + \Delta_{K\pi}}{4u} - \left( M_0 \right)_{st} \frac{(u + \Delta_{K\pi}) \lambda^{1/2}(u)}{4u \lambda^{1/2}(u)} - \left( M_1 \right)_{st} \frac{(u + \Delta_{K\pi}) \lambda^{1/2}(u)}{8u^2 M_R^2} \]
\[+ \left( z M_1 \right)_{st} \left( \lambda^{1/2}(u)\lambda^{1/2}(u) (u + \Delta_{K\pi}) \lambda^{1/2}(u) \right) \]
\[- \left( z M_1 \right)_{st} \frac{(u + \Delta_{K\pi}) \lambda^{1/2}(u)}{8u^2 M_R^2} + \left( z M_1 \right)_{st} \frac{3u - \Delta_{K\pi}}{4u} \]
\[- \left( z M_1 \right)_{st} \frac{(u + \Delta_{K\pi}) \lambda^{1/2}(u)}{4u \lambda^{1/2}(u)} \]
\[+ \left( 2(zN_0)_{st} + (zR_0)_{st} \right) \frac{\Delta_{K\pi} - u - (2(zN_0)_{st} + (zR_0)_{st})}{6u \lambda^{1/2}(u)} \]
\[- \left( 2(zN)_{st} + (zR_1)_{st} \right) \frac{(u + \Delta_{K\pi}) \lambda^{1/2}(u)}{24u^3 M_R^4} \]
\[+ \left( 2(zN_1)_{st} + (zR_1)_{st} \right) \frac{(\Delta_{K\pi} - u) \lambda^{1/2}(u) \lambda^{1/2}(u) (u^2 + \Delta_{K\pi}\Delta_{\tau\pi})}{12u^3 M_R^4} \]
\[+ \left( u + \Delta_{K\pi} \right) (u - \Sigma_0) (u + \Delta_{K\pi}\Delta_{\tau\pi}) (u^2 + \Delta_{K\pi}\Delta_{\tau\pi}) \frac{\lambda^{1/2}(u)}{24u^3 M_R^4} \]
\[+ \left( 2(zN_1)_{st} + (zR_1)_{st} \right) \frac{(u - \Delta_{K\pi}) \lambda^{1/2}(u) \lambda^{1/2}(u)}{24u^2 M_R^4} \]
\[+ \left( z N_1 \right)_{st} \frac{(u + \Delta_{K\pi}) \lambda^{1/2}(u) \lambda^{1/2}(u)}{24u^2 M_R^4} \]
\[+ \left( 2(zN)_{st} + (zR_1)_{st} \right) \frac{3(\Sigma_0 - u) u^2 + \Delta_{K\pi} (u + \Sigma_0 + 3\Delta_{\tau\pi}) u + \Delta_{K\pi}^2 (\Sigma_0 - 3\tau)}{24u^2 M_R^4} \]
\[+ \left( 2(zN)_{st} + (zR_1)_{st} \right) \frac{(u + \Delta_{K\pi}) \lambda^{1/2}(u) \lambda^{1/2}(u)}{24u^2 M_R^4} \]
\[+ \left( 2(zN_1)_{st} + (zR_1)_{st} \right) \frac{(u + \Delta_{K\pi}) \lambda^{1/2}(u) \lambda^{1/2}(u)}{24u^2 M_R^4} \]
\[ \hat{R}_1(u) = (M_0)_{st} \frac{3M_K^4(u + \Delta_{\tau s})}{8u \lambda_{\tau s}(u)} + (z M_0)_{st} \frac{3M_K^4(u + \Delta_{K\pi})}{4u \lambda_{K\pi}^{1/2}(u) \lambda_{\tau s}^{1/2}(u)} - (z^2 M_0)_{st} \frac{9M_K^4(u + \Delta_{\tau s})}{8u \lambda_{\tau s}(u)} \\
- (M_1)_{st} \frac{3M_K^4(u + \Delta_{\tau s})}{16 u^2 \lambda_{\tau s}(u)} + (z M_1)_{st} \left( \frac{3M_K^4 \lambda_{K\pi}^{1/2}(u) (\Delta_{\tau s} + u)}{16 u^2 \lambda_{\tau s}^{1/2}(u)} - \frac{3M_K^4 (\Delta_{K\pi} + u) (\Delta_{\tau s} + u (\Sigma_0 - 3u))}{8u \lambda_{K\pi}^{1/2}(u) \lambda_{\tau s}^{1/2}(u)} \right) + (z^2 M_1)_{st} \left( \frac{9M_K^4 (\Delta_{\tau s} + u) (\Delta_{K\pi} + u (\Sigma_0 - 3u))}{16 u^2 \lambda_{\tau s}(u)} + \frac{3M_K^4 (\Delta_{K\pi} + u)}{8u} \right) \\
- (z^3 M_1)_{st} \frac{9M_K^4 (u + \Delta_{\tau s}) \lambda_{K\pi}^{1/2}(u) - (\hat{M}_1)_{st} \frac{3M_K^4 (u + \Delta_{\tau s})}{8u \lambda_{\tau s}(u)} - (z \hat{M}_1)_{st} \frac{3M_K^4 (\Delta_{K\pi} - 3u)}{4u \lambda_{K\pi}^{1/2}(u) \lambda_{\tau s}^{1/2}(u)} + (z^2 \hat{M}_1)_{st} \frac{9M_K^4 (u + \Delta_{\tau s})}{8u \lambda_{\tau s}(u)} + \left( z(\hat{N}_0)_{t_s} + (R_0)_{t_s} \right) \frac{M_K^4 (u + \Delta_{\tau s})}{4u \lambda_{\tau s}(u)} \\
+ \left( 2(z^2 N_0)_{t_s} + (R^2)_{t_s} \right) \frac{3M_K^4 (u + \Delta_{\tau s})}{2u \lambda_{K\pi}^{1/2}(u) \lambda_{\tau s}^{1/2}(u)} - \left( 2(z^2 N_0)_{t_s} + (z^2 R_0)_{t_s} \right) \frac{3M_K^4 (u + \Delta_{\tau s})}{4u \lambda_{\tau s}(u)} \right) \]
\[ \hat{R}_1(u) = ((1 - z^2)M_0)_{s_u} \frac{3M_K^2}{4u} - ((1 - z^2)M_2)_{s_u} \frac{3(\Delta_{K\pi}\Delta_{\ell\pi} + u(\Sigma_0 - 3u))}{8u^2} \]
\[ + ((1 - z^2)zM_1)_{s_u} \frac{3\lambda^{1/2}_{K\pi}(u)\lambda^{1/2}_{\ell\pi}(u)}{8u^2} - ((1 - z^2)\bar{M}_1)_{s_u} \frac{3M_K^2}{4u} \]
\[ + \left(2((1 - z^2)N_0)_{t_u} + ((1 - z^2)R_0)_{t_u}\right) \frac{M^2_K}{2u} \]
\[ - \left(2((1 - z^2)N_1)_{t_u} + ((1 - z^2)\bar{R}_1)_{t_u}\right) \frac{\lambda^{1/2}_{K\pi}(u)\lambda^{1/2}_{\ell\pi}(u)}{8u^2} \]
\[ - \left(2((1 - z^2)zN_1)_{t_u} + ((1 - z^2)z\bar{R}_1)_{t_u}\right) \frac{\Delta_{K\pi}(\Delta_{\ell\pi} - 2u) + u(\Sigma_0 - u)}{8u^2} \]
\[ - \left(2((1 - z^2)zN_1)_{t_u} + ((1 - z^2)z\bar{R}_1)_{t_u}\right) \frac{\lambda^{1/2}_{K\pi}(u)\lambda^{1/2}_{\ell\pi}(u)}{8u^2} \],

where
\[ \langle z^n X \rangle_{t_u} := \frac{1}{2} \int_{-1}^{1} z^n X(t(s, z)) dz, \]
\[ \langle z^n X \rangle_{s_u} := \frac{1}{2} \int_{-1}^{1} z^n X(s(t, z)) dz, \]
\[ \langle z^n X \rangle_{u_t} := \frac{1}{2} \int_{-1}^{1} z^n X(u(t, z)) dz, \]
\[ \langle z^n X \rangle_{s_u} := \frac{1}{2} \int_{-1}^{1} z^n X(s(u, z)) dz, \]
\[ \langle z^n X \rangle_{t_u} := \frac{1}{2} \int_{-1}^{1} z^n X(t(u, z)) dz, \]

and
\[ t(s, z) = \frac{1}{2}(\Sigma_0 - s - 2X\sigma_{\pi}z), \]
\[ s(t, z) = \frac{1}{2}(\Sigma_0 - t + \frac{1}{t} (z \lambda^{1/2}_{K\pi}(t)\lambda^{1/2}_{\ell\pi}(t) - \Delta_{K\pi}\Delta_{\ell\pi})), \]
\[ u(t, z) = \frac{1}{2}(\Sigma_0 - t - \frac{1}{t} (z \lambda^{1/2}_{K\pi}(t)\lambda^{1/2}_{\ell\pi}(t) - \Delta_{K\pi}\Delta_{\ell\pi})), \]
\[ s(u, z) = \frac{1}{2}(\Sigma_0 - u + \frac{1}{u} (z \lambda^{1/2}_{K\pi}(u)\lambda^{1/2}_{\ell\pi}(u) - \Delta_{K\pi}\Delta_{\ell\pi})), \]
\[ t(u, z) = \frac{1}{2}(\Sigma_0 - u - \frac{1}{u} (z \lambda^{1/2}_{K\pi}(u)\lambda^{1/2}_{\ell\pi}(u) - \Delta_{K\pi}\Delta_{\ell\pi})). \]

We recall the abbreviations
\[ \Delta_{K\pi} = M_K^2 - M_{\pi}^2, \quad \Delta_{\ell\pi} = s_t - M_{\pi}^2, \quad \Sigma_0 = M_K^2 + 2M_{\pi}^2 + s_t, \]
\[ PL = \frac{1}{2}(M_K^2 - s - s_t), \quad X = \frac{1}{2}\lambda^{1/2}(M_K^2, s, s_t), \quad \sigma_{\pi} = \sqrt{1 - \frac{4M_{\pi}^2}{s}}. \]
Appendix E

Matching Equations

E.1 Subtraction Constants at $\mathcal{O}(p^4)$ in $\chi$PT

In the following expressions for the subtraction constants at NLO, we have used the Gell-Mann–Okubo (GMO) formula $m_0 = (4M_K^2 - M_0^2)/3$ to simplify the analytic expressions considerably. This introduces an error only at NNLO. In practise, we use the physical $\eta$ mass and not the GMO relation. We do not show the analytic expressions for this case because they are much larger.

\[
m_{0,\text{NLO}}^0 = \frac{M_K}{\sqrt{2}F_\pi} \left( 1 + \frac{1}{F_\pi^2} \right) \left( -64L_1^2M_0^2 + 16L_2^2(M_0^2 + M_0^2) + 4L_3^2(M_0^2 - 3M_0^2) + 32L_4^2M_0^4 + 4L_5^2M_0^2 + 2L_6^2\eta \right)
\]

\[
- \frac{161M_0^2 + 42M_0^2M_0^2 - 27M_0^2M_0^4 + 4M_0^6}{384\pi^2\Delta_K^\eta} - \frac{73M_0^4 - 14M_0^2M_0^2 + M_0^4}{384\pi^2\Delta_K^\eta}
\]

\[
+ \ln \left( \frac{M_0^2}{\mu^2} \right) \left( \frac{3M_0^2(3M_0^2 - 8M_0^2M_0^2 + 2M_0^2M_0^4 + M_0^6) - s_\pi M_0^4(3M_0^2 - M_0^2)}{128\pi^2\Delta_K^\eta} \right)
\]

\[
- \ln \left( \frac{M_0^2}{\mu^2} \right) \left( \frac{M_0^2(92M_0^2 - 15M_0^2M_0^2 + M_0^6) + s_\pi M_0^4(41M_0^2 - 15M_0^2)}{64\pi^2\Delta_K^\eta} \right)
\]

\[
+ \ln \left( \frac{M_0^2}{\mu^2} \right) \left( \frac{172M_0^6 + 17M_0^2M_0^2 - 12M_0^2M_0^4 - 22M_0^2M_0^4 + 7M_0^6}{128\pi^2\Delta_K^\eta} \right)
\]

\[
+ s_\pi \left( \frac{4M_0^2 - M_0^2(5M_0^2 + M_0^2)}{128\pi^2\Delta_K^\eta} \right)
\]

(E.1)

\[
m_{0,\text{NLO}}^1 = \frac{M_K}{\sqrt{2}F_\pi} \left( 32L_1^2M_0^2 + 8L_3^2M_0^2 \right)
\]

\[
+ \frac{M_0^2(116M_0^2 + 273M_0^4 + 258M_0^4 + 49M_0^4)}{384\pi^2\Delta_K^\eta(4M_0^2 - M_0^2)}
\]

\[
- \ln \left( \frac{M_0^2}{\mu^2} \right) \left( \frac{M_0^2(8M_0^2 - 24M_0^2 + 21M_0^2M_0^2 - 7M_0^2)}{128\pi^2\Delta_K^\eta} \right)
\]

\[
+ \ln \left( \frac{M_0^2}{\mu^2} \right) \left( \frac{M_0^2(38M_0^6 - 6M_0^2M_0^2 + 9M_0^2M_0^4 + 3M_0^6)}{64\pi^2\Delta_K^\eta} \right)
\]

\[
- \ln \left( \frac{M_0^2}{\mu^2} \right) \left( \frac{M_0^2(4M_0^2 - M_0^2)^2(5M_0^2 + M_0^2)}{128\pi^2\Delta_K^\eta} \right)
\]

(E.2)
APPENDIX E. MATCHING EQUATIONS

$$m_{n,\text{NLO}} = \frac{M_K}{\sqrt{2F_\pi}} \left( -8L_2^2 M_K^2 + M_K^2 \left( 79M_K^4 - 2M_K^2 M_\pi^2 + 7M_\pi^4 \right) \frac{88\pi^2 \Delta K}{\Delta K} + \ln \left( \frac{M_K^2}{\mu^2} \right) \frac{5M_K^4 M_\pi^2 (3M_K^2 - M_\pi^2)}{128\pi^2 \Delta K} + \ln \left( \frac{M_K^2}{\mu^2} \right) \frac{M_K^4 (3M_K^2 - 21M_\pi^2)}{64\pi^2 \Delta K} - \ln \left( \frac{M_K^2}{\mu^2} \right) \frac{M_K^2 (4M_K^2 - M_\pi^2)^2 (3M_K^2 + M_\pi^2)}{128\pi^2 \Delta K} \right). \tag{E.3}$$

$$\tilde{m}_{1,\text{NLO}} = \frac{M_K}{\sqrt{2F_\pi}} \left( 1 + \frac{1}{\pi^2} \left( -8L_2^2 (M_K^2 + 2M_\pi^2 + s_t) - 4L_2^2 (M_K^2 + M_\pi^2) + 4L_5 M_\pi^2 + 2L_5 s_t + \frac{16M_K^2 - 3M_K^2 M_\pi^2 + 3M_K^2 M_\pi^2 + 2M_\pi^6}{96\pi^2 \Delta K} + \frac{M_K^2}{\mu^2} \left( M_K^2 (3M_K^2 - M_\pi^2) (M_K^2 - 8M_K^2 M_\pi^2 - 5M_\pi^4) - s_t M_\pi^2 (3M_K^2 - M_\pi^2) \right) \frac{1}{128\pi^2 \Delta K} + \ln \left( \frac{M_K^2}{\mu^2} \right) \frac{M_K^2 (37M_K^2 - 35M_K^2 M_\pi^2 - 17M_K^2 M_\pi^4 + 3M_\pi^6)}{64\pi^2 \Delta K} \right) - \ln \left( \frac{M_K^2}{\mu^2} \right) \frac{68M_\pi^6 + 7M_K^4 M_\pi^2 - 2M_K^2 M_\pi^4 - M_\pi^6}{128\pi^2 \Delta K} \right). \tag{E.4}$$

$$\tilde{m}^1_{1,\text{NLO}} = \frac{M_K}{\sqrt{2F_\pi}} \left( 8L_2^2 M_K^2 \right. \left. - \frac{M_K^2 (M_K^2 + M_\pi^2)}{32\pi^2 \Delta K} - \ln \left( \frac{M_K^2}{\mu^2} \right) \frac{M_K^2 (M_K^2 - 3M_K^2 M_\pi^2 + 12M_K^2 M_\pi^4 - 4M_\pi^6)}{96\pi^2 \Delta K} \right) \tag{E.5}$$

$$n_{0,\text{NLO}} = \frac{M_K}{\sqrt{2F_\pi}} \left( -24L_2^2 M_K^2 - 6L_5 M_K^2 \right. \left. - \frac{M_K^2 (16613M_K^2 - 2179M_K^2 M_\pi^2 + 29M_K^2 M_\pi^4 + 69M_\pi^6)}{2048\pi^2 \Delta K} + \ln \left( \frac{M_K^2}{\mu^2} \right) \frac{3M_K^4 M_\pi^2 (37M_K^2 - 80M_K^2 M_\pi^2 + 20M_\pi^4)}{512\pi^2 \Delta K} \right. \left. + \ln \left( \frac{M_K^2}{\mu^2} \right) \frac{3M_K^6 (-4840M_K^2 + 1216M_K^2 M_\pi^2 + 83M_\pi^4)}{512\pi^2 \Delta K} \right. \left. + \ln \left( \frac{M_K^2}{\mu^2} \right) \frac{3M_K^2 (4M_K^2 - M_\pi^2) (304M_K^2 - 6M_K^2 M_\pi^2 - M_\pi^4)}{128\pi^2 \Delta K} \right). \tag{E.6}$$
E.2 Matching at NNLO

E.2.1 Decomposition of the Two-Loop Result

E.2.1.1 NLO Contribution

We have already decomposed the NLO contributions. We apply a gauge transformation to convert the expressions to the second gauge and evaluate the result numerically:

\[
\begin{align*}
\tilde{m}^{0,\text{NLO}}_{0,L} &= \frac{M_K}{\sqrt{2F_\pi}} \left( -0.1466 \cdot 10^3 L_1^r + 0.4953 \cdot 10^3 L_2^r + 0.0872 \cdot 10^3 L_3^r + 0.0733 \cdot 10^3 L_4^r \\
&\quad + 0.0092 \cdot 10^3 L_5^r + 0.0573 \cdot 10^3 L_9^r \frac{s_f}{M_K^2} \right), \\
m^{0,\text{NLO}}_{0,L} &= \frac{M_K}{\sqrt{2F_\pi}} \left( 0.9173 \cdot 10^3 L_1^r + 0.2293 \cdot 10^3 L_3^r \right), \\
m^{2,\text{NLO}}_{0,L} &= 0, \\
m^{0,\text{NLO}}_{1,L} &= \frac{M_K}{\sqrt{2F_\pi}} \left( -0.2293 \cdot 10^3 L_5^r \right), \\
m^{1,\text{NLO}}_{0,L} &= 0, \\
m^{0,\text{NLO}}_{1,L} &= \frac{M_K}{\sqrt{2F_\pi}} \left( -0.2660 \cdot 10^3 L_2^r - 0.1238 \cdot 10^3 L_3^r + 0.0092 \cdot 10^3 L_5^r \\
&\quad - (0.2293 \cdot 10^3 L_9^r - 0.0573 \cdot 10^3 L_9^r) \frac{s_f}{M_K^2} \right), \\
m^{1,\text{NLO}}_{1,L} &= \frac{M_K}{\sqrt{2F_\pi}} \left( 0.2293 \cdot 10^3 L_4^r \right), \\
m^{2,\text{NLO}}_{1,L} &= 0, \\
m^{0,\text{NLO}}_{0,L} &= \frac{M_K}{\sqrt{2F_\pi}} \left( -0.6880 \cdot 10^3 L_2^r - 0.1720 \cdot 10^3 L_3^r \right), \\
m^{2,\text{NLO}}_{0,L} &= n^{0,\text{NLO}}_{1,L} = \tilde{n}^{1,\text{NLO}}_{1,L} = 0,
\end{align*}
\]

(E.7)
\[ m_{0, \text{NLO}, R} = \frac{M_K}{\sqrt{2F_\pi}} \left( 0.1393 + 0.0444 \frac{s_\ell}{M_K^2} + 0.0256 \frac{s_\ell^2}{M_K^4} \right), \]
\[ m_{1, \text{NLO}, R} = \frac{M_K}{\sqrt{2F_\pi}} \left( 0.3413 - 0.0512 \frac{s_\ell}{M_K^2} \right), \]
\[ m_{2, \text{NLO}, R} = \frac{M_K}{\sqrt{2F_\pi}} (0.4080), \]
\[ m_{0, \text{NLO}, R} = \frac{M_K}{\sqrt{2F_\pi}} \left( -0.0916 - 0.0512 \frac{s_\ell}{M_K^2} \right), \]
\[ m_{1, \text{NLO}, R} = \frac{M_K}{\sqrt{2F_\pi}} (0.0512), \]
\[ \tilde{m}_{0, \text{NLO}, 1, R} = \frac{M_K}{\sqrt{2F_\pi}} \left( -0.0902 - 0.0595 \frac{s_\ell}{M_K^2} - 0.0256 \frac{s_\ell^2}{M_K^4} \right), \]
\[ \tilde{m}_{1, \text{NLO}, 1, R} = \frac{M_K}{\sqrt{2F_\pi}} \left( 0.1545 + 0.0512 \frac{s_\ell}{M_K^2} \right), \]
\[ \tilde{m}_{2, \text{NLO}, 1, R} = \frac{M_K}{\sqrt{2F_\pi}} (0.0137), \]
\[ n_{0, \text{NLO}, R} = \frac{M_K}{\sqrt{2F_\pi}} \left( -0.1376 - 0.0384 \frac{s_\ell}{M_K^2} \right), \]
\[ n_{2, \text{NLO}, R} = \frac{M_K}{\sqrt{2F_\pi}} (-0.0796), \]
\[ n_{0, \text{NLO}, R} = \frac{M_K}{\sqrt{2F_\pi}} (0.0384), \]
\[ \tilde{n}_{1, \text{NLO}, 1, R} = \frac{M_K}{\sqrt{2F_\pi}} (-0.0282). \]
E.2.1.2 NNLO LECs

First, we consider the contribution of the NNLO LECs, the $C_i$. We decompose this contribution into the form of the polynomial part in (2.91):

$$m^0_{0,C} = \frac{M_K}{\sqrt{2F_\pi F_F}} \frac{1}{F_F^2} \left( 4M_K^4 \left( C_{10} - 2C_{53} - 2C_{47} + 2C_7 + 4C_9 \right)
+ 2C_{11} + 8C_{12} - 8C_{13} + 2C_{22} + 4C_{23} - 2C_{34} \right)
- M^2 \frac{M_K^2}{F_F^2} \left( 4C_{17} + 64C_{57} + 56C_{59} + 34C_{55} - 8C_5 - 40C_6
+ 64C_{10} - 48C_{11} - 8C_{12} + 112C_{13}
+ 16C_{14} - 80C_{15} - 64C_{17} + 8C_{22} - 16C_{23} + 16C_{25}
+ 16C_{26} + 32C_{29} + 64C_{30} + 32C_{50}
+ C_{66} + 2C_{67} - C_{69} - C_{88} - C_{90} \right)
+ M^4 \left( -4C_{17} - 128C_{57} - 32C_{59} - 18C_5 - 32C_{67} - 24C_{69} - 64C_{79}
+ 8C_{63} + 8C_{64} + 6C_{66} + 2C_{67} + 3C_{69} - C_{88} - 3C_{90} \right)
- M^2 \left( 12C_{17} + 64C_{57} + 72C_{59} + 10C_5 - 48C_{11} - 8C_{12}
- 32C_{23} + 8C_{25} + 4C_{64} + 4C_{65} + 9C_{66} + 2C_{67}
+ 16C_{68} + 3C_{69} + 8C_{88} + 16C_{94} + 3C_{88} + C_{90} \right)
- 2s^2 \left( 8C_{57} + 2C_{47} + C_{66} + 2C_{67} - C_{69} + C_{88} - C_{90} \right) \right), \tag{E.9}
$$

$$m^1_{0,C} = \frac{M_K}{\sqrt{2F_\pi F_F}} \frac{1}{F_F^2} \left( 8M_K^4 \left( C_{17} + 4C_{57} + 4C_{59} + 2C_7 + 4C_9 + 4C_7 + 2C_8
+ 2C_{12} + 8C_{13} - 2C_{23} + C_{25} \right)
+ 2M^2 \frac{M_K^2}{F_F^2} \left( 24C_{17} + 96C_{57} + 32C_{59} - 6C_5 + 8C_{79}
+ 8C_{63} + 16C_{64} - 16C_{11} - 16C_{13} + 8C_{25}
+ C_{66} + 2C_{67} - C_{69} - C_{88} + C_{90} \right)
+ 2s \left( 4C_{17} + 16C_{57} + 16C_{59} - 2C_7
+ 3C_{66} + 2C_{67} + 4C_{68} + C_{69} + C_{88} - C_{90} \right) \right),
$$

$$m^2_{0,C} = \frac{M_K}{\sqrt{2F_\pi F_F}} \frac{1}{F_F^2} \left( 16M_K^4 \left( -C_{17} - 4C_{23} - C_{53} + C_4 \right) \right),
$$

$$m^0_{1,C} = \frac{M_K}{\sqrt{2F_\pi F_F}} \frac{1}{F_F^2} \left( M_K \left( 4C_{17} + 2C_7 + 4C_{79} - 4C_{10} - 16C_{11} + 12C_{12} + 32C_{13}
- 2C_{22} - 4C_{23} + 2C_{63} + C_{66} + C_{67} - C_{69} - 2C_{83} + C_{90} \right)
+ M^2 \left( 16C_{17} + 16C_{57} + 16C_{59} - 8C_{11} + 4C_{12} + 16C_{13}
- 10C_{22} - 8C_{23} + 6C_{25} - 2C_{63} + 4C_{67} + 2C_{69} - C_{88} \right)
+ s_{t} \left( 12C_{57} + 4C_{68} + C_{69} - C_{88} + C_{90} \right) \right),
$$

$$m^1_{1,C} = \frac{M_K}{\sqrt{2F_\pi F_F}} \frac{1}{F_F^2} \left( -16C_{57} - 6C_{47} + C_{66} - C_{67} - C_{69} + C_{88} - C_{90} \right),
$$
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\[ m_{1,NNLO}^{0,NNLO} = \frac{M_K}{\sqrt{2} F_F F_{\pi}^2} \left( M_K^2 \left( -8C_1^r + 10C_4^r - 8C_6^r - 8C_8^r - 8C_{10}^r - 16C_{11}^r + 16C_{12}^r \\
+ 16C_{13}^r + 8C_{15}^r + 16C_{17}^r - 16C_{22}^r - 32C_{23}^r \\
+ C_{66}^r + 2C_{67}^r - C_{69}^r - C_{88}^r + C_{90}^r \right) \\
+ M_R^2 M_F^2 \left( -12C_1^r + 24C_3^r + 34C_4^r - 8C_5^r - 24C_6^r - 8C_8^r \\
- 8C_{10}^r - 32C_{11}^r + 16C_{12}^r + 16C_{13}^r + 16C_{14}^r + 16C_{15}^r \\
- 36C_{22}^r - 32C_{23}^r + 20C_{25}^r + 16C_{26}^r - 32C_{29}^r \\
+ 4C_{63}^r + C_{66}^r - 6C_{67}^r - C_{69}^r - 4C_{83}^r + C_{88}^r + C_{90}^r \right) \\
- 2M_R^2 \left( 2C_1^r - 2C_4^r + 4C_5^r + 8C_6^r + 12C_{12}^r + 16C_{13}^r + 2C_{22}^r \\
+ 4C_{23}^r + 4C_{34}^r + 2C_{63}^r + C_{66}^r + C_{67}^r - C_{69}^r - 2C_{83}^r + C_{90}^r \right) \\
+ s_t \left( M_F^2 \left( -4C_1^r + 40C_4^r + 26C_5^r - 8C_9^r - 8C_{10}^r - 16C_{11}^r + 16C_{12}^r + 16C_{13}^r \\
- 12C_{22}^r - 16C_{23}^r + 4C_{25}^r - 4C_{26}^r - 4C_{28}^r + 4C_{66}^r - 6C_{67}^r - 5C_{69}^r - 4C_{83}^r + C_{88}^r - 7C_{90}^r \right) \\
- M_R^2 \left( 4C_1^r + 8C_3^r - 6C_4^r + 8C_{10}^r + 32C_{11}^r - 16C_{12}^r - 32C_{13}^r \\
+ 4C_{22}^r + 8C_{23}^r + 4C_{25}^r + 8C_{26}^r + 8C_{64}^r + C_{66}^r + 2C_{67}^r + 3C_{69}^r \\
+ 4C_{83}^r + C_{88}^r + C_{90}^r \right)_1 \right) \right), \\
\]
\[ m_{1,NNLO}^{1,NNLO} = \frac{M_K}{\sqrt{2} F_F F_{\pi}^2} \left( -M_K^2 \left( 4C_4^r + 8C_4^r - 4C_{10}^r - 16C_{11}^r + 4C_{12}^r + 32C_{13}^r - 6C_{22}^r \\
- 4C_{23}^r + 4C_{25}^r - 2C_{63}^r - 2C_{67}^r + 2C_{83}^r - C_{88}^r \right) \\
- M_R^2 \left( 16C_4^r + 10C_4^r - 4C_{10}^r - 8C_{11}^r \\
+ 12C_{12}^r + 16C_{13}^r - 6C_{22}^r - 8C_{23}^r + 2C_{25}^r \\
+ 2C_{63}^r + C_{66}^r - 2C_{67}^r - C_{69}^r - 2C_{83}^r + C_{88}^r \right)_1 \\
-s_t \left( 16C_4^r + 2C_{12}^r + C_{66}^r - 2C_{67}^r - C_{69}^r + C_{88}^r + C_{90}^r \right)_1 \right) \\
\]
\[ n_{1,NNLO}^{0,NNLO} = \frac{M_K}{\sqrt{2} F_F F_{\pi}^2} \left( -2M_R^2 \left( 3C_1^r - 4C_4^r + 2C_5^r + 4C_6^r \\
+ 2C_{10}^r + 8C_{11}^r - 2C_{12}^r - 8C_{13}^r + 2C_{22}^r + 4C_{23}^r \right)_1 \\
- \frac{1}{2} M_R^2 \left( 16C_4^r + 8C_5^r - 18C_6^r + 8C_8^r \\
+ 8C_{10}^r + 16C_{11}^r - 16C_{12}^r - 16C_{13}^r + 16C_{22}^r + 32C_{23}^r \\
- C_{66}^r - 2C_{67}^r + C_{69}^r + C_{83}^r - C_{88}^r \right)_1 \\
- \frac{1}{2} s_t \left( 4C_4^r - 8C_5^r - 6C_4^r + C_{66}^r + 2C_{67}^r + 3C_{69}^r \\
- C_{88}^r + C_{90}^r \right)_1 \right)_1; \\
\]
\[ n_{0,NNLO}^{2,NNLO} = \frac{M_K}{\sqrt{2} F_F F_{\pi}^2} \left( 12M_R^4 \left( C_1^r + C_4^r - C_5^r \right)_1 \right), \\
\]
\[ n_{1,NNLO}^{0,NNLO} = \frac{M_K}{\sqrt{2} F_F F_{\pi}^2} \left( -3M_R^4 \left( 16C_5^r + 6C_{10}^r - C_{66}^r - 2C_{67}^r + C_{69}^r + C_{83}^r - C_{88}^r \right)_1 \right)_2, \\
\]
\[ n_{1,NNLO}^{1,NNLO} = \frac{M_K}{\sqrt{2} F_F F_{\pi}^2} \left( 3M_R^4 \left( 8C_3^r + 2C_4^r + 4C_{66}^r + 2C_{67}^r - C_{69}^r - C_{88}^r + C_{90}^r \right)_1 \right). \\
\]
Unfortunately, a lot of NNLO LECs enter the polynomial. In total, there appear 24 linearly independent combinations of the $C^r_i$.

If we use the resonance estimate of [41], we obtain the following values for the NNLO counterterm contribution:

\[
\begin{align*}
\tilde{m}^0_{0, \text{reso}} &= M_K \sqrt{2F_\pi} \left(-0.1546 - 0.1716 \frac{s_t}{M_K^2} + 0.0316 \frac{s_t^2}{M_K^4}\right), \\
\tilde{m}^1_{0, \text{reso}} &= M_K \sqrt{2F_\pi} \left(0.1747 - 0.0316 \frac{s_t}{M_K^2}\right), \\
\tilde{m}^2_{0, \text{reso}} &= M_K \sqrt{2F_\pi} (0.0310), \\
\tilde{m}^0_{1, \text{reso}} &= M_K \sqrt{2F_\pi} \left(-0.0900 - 0.0135 \frac{s_t}{M_K^2}\right), \\
\tilde{m}^1_{1, \text{reso}} &= M_K \sqrt{2F_\pi} (-0.0104), \\
\tilde{m}^2_{1, \text{reso}} &= M_K \sqrt{2F_\pi} (0.1805), \\
\tilde{n}^0_{0, \text{reso}} &= M_K \sqrt{2F_\pi} \left(0.1502 - 0.0237 \frac{s_t}{M_K^2}\right), \\
\tilde{n}^1_{0, \text{reso}} &= M_K \sqrt{2F_\pi} (-0.0233), \\
\tilde{n}^0_{1, \text{reso}} &= M_K \sqrt{2F_\pi} (-0.0078), \\
\tilde{n}^1_{1, \text{reso}} &= M_K \sqrt{2F_\pi} (0.2707).
\end{align*}
\] (E.11)

Alternatively, if we use the ‘preferred values’ of the BE14 fit [36] (complemented with $C^r_{88} - C^r_{90} = -55 \cdot 10^{-6}$ [39] and the remaining LECs that appear in the $s_t$-dependence set to zero), we
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obtain the following values for the NNLO counterterm contribution:

\[
\begin{align*}
\eta_{0,\text{BE14}}^{0,\text{NNLO}} &= \frac{M_K}{\sqrt{2}F_\pi} \left( -0.4108 - 0.1823 \frac{s_t}{M_K^2} - 0.0033 \frac{s_t^2}{M_K^4} \right), \\
\eta_{0,\text{BE14}}^{1,\text{NNLO}} &= \frac{M_K}{\sqrt{2}F_\pi} \left( 0.7959 + 0.0986 \frac{s_t}{M_K^2} \right), \\
\eta_{0,\text{BE14}}^{2,\text{NNLO}} &= \frac{M_K}{\sqrt{2}F_\pi} (-0.1709), \\
\eta_{1,\text{BE14}}^{0,\text{NNLO}} &= \frac{M_K}{\sqrt{2}F_\pi} \left( 0.2627 + 0.0296 \frac{s_t}{M_K^2} \right), \\
\eta_{1,\text{BE14}}^{1,\text{NNLO}} &= \frac{M_K}{\sqrt{2}F_\pi} (-0.1709), \\
\eta_{1,\text{BE14}}^{0,\text{NNLO}} &= \frac{M_K}{\sqrt{2}F_\pi} \left( 0.0356 + 0.1050 \frac{s_t}{M_K^2} + 0.0263 \frac{s_t^2}{M_K^4} \right), \\
\eta_{1,\text{BE14}}^{1,\text{NNLO}} &= \frac{M_K}{\sqrt{2}F_\pi} (-0.2942 - 0.0296 \frac{s_t}{M_K^2}), \\
\eta_{1,\text{BE14}}^{2,\text{NNLO}} &= \frac{M_K}{\sqrt{2}F_\pi} (0.1841), \\
\eta_{0,\text{BE14}}^{1,\text{NNLO}} &= \frac{M_K}{\sqrt{2}F_\pi} \left( 0.3505 + 0.0296 \frac{s_t}{M_K^2} \right), \\
\eta_{0,\text{BE14}}^{2,\text{NNLO}} &= \frac{M_K}{\sqrt{2}F_\pi} (0.0099), \\
\eta_{1,\text{BE14}}^{0,\text{NNLO}} &= \frac{M_K}{\sqrt{2}F_\pi} (-0.1282), \\
\eta_{1,\text{BE14}}^{1,\text{NNLO}} &= \frac{M_K}{\sqrt{2}F_\pi} (0.2761).
\end{align*}
\]  

(E.12)

E.2.1.3 Vertex Integrals

Let us study in more detail the contribution of the vertex integrals: the \(u\)-channel vertex integrals fulfil \(F_{VU}^{\text{NNLO}} = G_{VU}^{\text{NNLO}}\). In the following, we treat them numerically. The contribution to \(R_0\) is obtained by subtracting the constant, linear and quadratic terms:

\[
R_0^V(u, s_t) = F_{VU}^{\text{NNLO}}(u, s_t) - P_{VU}^{\text{NNLO}}(u, s_t),
\]

\[
P_{VU}^{\text{NNLO}}(u, s_t) = F_{VU}^{\text{NNLO}}(0, s_t) + u F_{VU}^{\text{NNLO}}'(0, s_t) + \frac{1}{2} u^2 F_{VU}^{\text{NNLO}''}(0, s_t),
\]

where \(^{'}\) stands for the derivative with respect to the first argument \(u\). The polynomial \(P_{VU}^{\text{NNLO}}\) has to be lumped into the overall polynomial and finally reshuffled into the subtraction constants. Numerically, we find

\[
P_{VU}^{\text{NNLO}}(u, s_t) \approx \frac{M_K}{\sqrt{2}F_\pi} \left( 0.4001 + 0.0045 \frac{s_t}{M_K^2} + \left( -0.2518 - 0.0047 \frac{s_t}{M_K^2} \right) \frac{u}{M_K^2} + 0.0558 \frac{u^2}{M_K^4} \right).
\]

(E.14)

As we have checked again numerically, the polynomial-subtracted \(u\)-channel contribution of the vertex integrals fulfills the dispersion relation

\[
R_0^V(u, s_t) = \frac{u^3}{\pi} \int_{u_0}^{\infty} \frac{\text{Im} R_0^V(u', s_t)}{(u' - u - i\epsilon)u'^4} du'.
\]

(E.15)
Next, we consider the s-channel vertex integrals: apart from a polynomial, they belong to either $M_0$ or $M_1$. Again, we subtract the constant, linear and quadratic terms:

$$M_0(s, s_t) = F_{V,S}^{\text{NNLO}}(s, s_t) - P_{F,V,S}^{\text{NNLO}}(s, s_t),$$
$$M_1(s, s_t) = G_{V,S}^{\text{NNLO}}(s, s_t) - P_{G,V,S}^{\text{NNLO}}(s, s_t),$$
$$P_{F,V,S}^{\text{NNLO}}(s, s_t) = F_{V,S}^{\text{NNLO}}(s, s_t) + s F_{V,S}^{\text{NNLO}'}(s, s_t) + \frac{1}{2} s^2 F_{V,S}^{\text{NNLO}''}(s, s_t),$$
$$P_{G,V,S}^{\text{NNLO}}(s, s_t) = G_{V,S}^{\text{NNLO}}(0, s_t) + s G_{V,S}^{\text{NNLO}'}(0, s_t) + \frac{1}{2} s^2 G_{V,S}^{\text{NNLO}''}(0, s_t).$$

We find numerically

$$P_{F,V,S}^{\text{NNLO}}(s, s_t) \approx \frac{M_K}{\sqrt{2} F_\pi} \left(0.2640 + 0.1007 \frac{s_t}{M_K^2} + \left(-1.7836 - 0.0723 \frac{s_t}{M_K^2}\right) \frac{s}{M_K^2} - 0.5435 \frac{s^2}{M_K^4}\right),$$
$$P_{G,V,S}^{\text{NNLO}}(s, s_t) \approx \frac{M_K}{\sqrt{2} F_\pi} \left(-0.3170 - 0.0703 \frac{s_t}{M_K^2} + \left(0.1461 + 0.0031 \frac{s_t}{M_K^2}\right) \frac{s}{M_K^2} - 0.0013 \frac{s^2}{M_K^4}\right).$$

A numerical check shows that the polynomial-subtracted s-channel contributions of the vertex integrals fulfil the dispersion relations

$$M_0^V(s, s_t) = \frac{s^3}{\pi} \int_{s_0}^{\infty} \frac{\text{Im} M_0^V(s', s_t)}{(s' - s - i\epsilon)^{s^3}} ds',$$
$$M_1^V(s, s_t) = \frac{s^3}{\pi} \int_{s_0}^{\infty} \frac{\text{Im} M_1^V(s', s_t)}{(s' - s - i\epsilon)^{s^3}} ds'.$$

Finally, we consider the t-channel, which is a bit more intricate: the reason is that not all linear and quadratic terms of a simple Taylor expansion in $t$ belong to the subtraction polynomial. Since the t-channel contributions depend only on $t$, we can write them as

$$F_{V,T}^{\text{NNLO}}(t, s_t) = \frac{2}{3} N_0^V(t, s_t) - \frac{2}{3} \frac{t}{M_K^2} \tilde{N}_1^V(t, s_t) + \frac{1}{3} R_0^V(t, s_t) + P_{F,V,T}^{\text{NNLO}}(t, s_t),$$
$$G_{V,T}^{\text{NNLO}}(t, s_t) = -\frac{2}{3} N_0^V(t, s_t) + \frac{2}{3} \frac{t}{M_K^2} \tilde{N}_1^V(t, s_t) - \frac{1}{3} R_0^V(t, s_t) + P_{G,V,T}^{\text{NNLO}}(t, s_t),$$

where $P_{F,V,T}^{\text{NNLO}}$ and $P_{G,V,T}^{\text{NNLO}}$ are second order polynomials. The Taylor expansion of $N_0^V$ starts with a cubic and the one of $\tilde{N}_1^V$ with a quadratic term. Therefore, in the sum

$$F_{V,T}^{\text{NNLO}}(t, s_t) + G_{V,T}^{\text{NNLO}}(t, s_t) = \frac{4t}{3M_K^2} \tilde{N}_1^V(t, s_t) + P_{F,V,T}^{\text{NNLO}}(t, s_t) + P_{G,V,T}^{\text{NNLO}}(t, s_t),$$

we can easily separate $\tilde{N}_1^V$ from the sum of the polynomials. After having identified $\tilde{N}_1^V$ (in particular the quadratic term of its Taylor expansion), we can also separate the difference of the polynomials using

$$F_{V,T}^{\text{NNLO}}(t, s_t) - G_{V,T}^{\text{NNLO}}(t, s_t) = \frac{4}{3} N_0^V(t, s_t) - \frac{2}{3} \frac{t}{M_K^2} \tilde{N}_1^V(t, s_t) + \frac{2}{3} R_0^V(t, s_t) + P_{F,V,T}^{\text{NNLO}}(t, s_t) - P_{G,V,T}^{\text{NNLO}}(t, s_t).$$

Numerically, we find

$$P_{F,V,T}^{\text{NNLO}}(t, s_t) \approx \frac{M_K}{\sqrt{2} F_\pi} \left(-0.6964 - 0.1186 \frac{s_t}{M_K^2} + \left(0.2873 + 0.0107 \frac{s_t}{M_K^2}\right) \frac{t}{M_K^2} + 0.4183 \frac{t^2}{M_K^4}\right),$$
$$P_{G,V,T}^{\text{NNLO}}(t, s_t) \approx \frac{M_K}{\sqrt{2} F_\pi} \left(-0.0069 - 0.0104 \frac{s_t}{M_K^2} + \left(0.0134 - 0.0037 \frac{s_t}{M_K^2}\right) \frac{t}{M_K^2} - 0.4460 \frac{t^2}{M_K^4}\right).$$
Again, we test numerically that the following dispersion relations are fulfilled:

\[ N_0^V(t, s) = \frac{t^3}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} N_0^V(t', s)}{(t' - t - i\epsilon)\Gamma_3} dt', \]

\[ \tilde{N}_1^V(t, s) = \frac{t^2}{\pi} \int_{t_0}^{\infty} \frac{\text{Im} \tilde{N}_1^V(t', s)}{(t' - t - i\epsilon)\Gamma_2} dt'. \]

Reshuffling the polynomial contributions into the subtraction constants leads to

\[ m_{0,0}^{\text{NNLO}} = M_K \sqrt{2} F_\pi \left( 0.0629 + 0.0629 \frac{s_t}{M_K^2} - 0.0523 \frac{s_t^2}{M_K^4} \right), \]

\[ m_{1,0}^{\text{NNLO}} = M_K \sqrt{2} F_\pi \left( -1.8045 + 0.0358 \frac{s_t}{M_K^2} \right), \]

\[ m_{0,1}^{\text{NNLO}} = M_K \sqrt{2} F_\pi \left( -0.5993 \right), \]

\[ m_{1,1}^{\text{NNLO}} = M_K \sqrt{2} F_\pi \left( 0.1116 \right), \]

\[ \tilde{m}_{1,0}^{\text{NNLO}} = M_K \sqrt{2} F_\pi \left( -0.1367 - 0.2554 \frac{s_t}{M_K^2} + 0.0511 \frac{s_t^2}{M_K^4} \right), \]

\[ \tilde{m}_{1,1}^{\text{NNLO}} = M_K \sqrt{2} F_\pi \left( 0.2685 - 0.1038 \frac{s_t}{M_K^2} \right), \]

\[ \tilde{m}_{0,1}^{\text{NNLO}} = M_K \sqrt{2} F_\pi \left( 0.0545 \right), \]

\[ \tilde{m}_{1,1}^{\text{NNLO}} = M_K \sqrt{2} F_\pi \left( 0.0629 \right). \]

**E.2.1.4 Remaining Two-Loop Integrals**

Next, we consider the remaining two-loop parts, \( X_P^{\text{NNLO}} \). It is easy to decompose them into functions of one Mandelstam variable:

\[ F_P^{\text{NNLO}}(s, t, u) = F_P^{\text{NNLO}}(s, s) + F_P^{\text{NNLO}}(t, s) + \frac{s - u}{M_K^2} F_P^{\text{NNLO}}(t, s) \]

\[ + F_P^{\text{NNLO}}(u, s) + F_P^{\text{NNLO}}(s, t, u), \]

\[ G_P^{\text{NNLO}}(s, t, u) = G_P^{\text{NNLO}}(s, s) + G_P^{\text{NNLO}}(t, s) + \frac{s - u}{M_K^2} G_P^{\text{NNLO}}(t, s) \]

\[ + G_P^{\text{NNLO}}(u, s) + G_P^{\text{NNLO}}(s, t, u), \]

(\text{E.25})
where \( P_{F,P}^{NNLO} \) and \( P_{G,P}^{NNLO} \) are second order polynomials. Again, we apply subtractions to the different functions:

\[
\begin{align*}
M_P^0(s, s_t) &= F_{PS}^{NNLO}(s, s_t) - F_{PS}^{NNLO}(0, s_t), \\
\tilde{M}_P^0(s, s_t) &= G_{PS}^{NNLO}(s, s_t) - G_{PS}^{NNLO}(0, s_t), \\
R_P^0(u, s_t) &= F_{PU}^{NNLO}(u, s_t) - F_{PU}^{NNLO}(0, s_t) \\
&= G_{PU}^{NNLO}(u, s_t) - G_{PU}^{NNLO}(0, s_t),
\end{align*}
\]

where

\[
\begin{align*}
P_{F,PS}^{NNLO}(s, s_t) &= F_{PS}^{NNLO}(0, s_t) + s F_{PS}^{NNLO}(0, s_t) + \frac{1}{2} s^2 F_{PS}^{NNLO''}(0, s_t), \\
P_{G,PS}^{NNLO}(s, s_t) &= G_{PS}^{NNLO}(0, s_t) + s G_{PS}^{NNLO}(0, s_t) + \frac{1}{2} s^2 G_{PS}^{NNLO''}(0, s_t), \\
P_{F,PU}^{NNLO}(u, s_t) &= F_{PU}^{NNLO}(0, s_t) + u F_{PU}^{NNLO}(0, s_t) + \frac{1}{2} u^2 F_{PU}^{NNLO''}(0, s_t), \\
P_{G,PU}^{NNLO}(u, s_t) &= G_{PU}^{NNLO}(0, s_t) + u G_{PU}^{NNLO}(0, s_t) + \frac{1}{2} u^2 G_{PU}^{NNLO''}(0, s_t).
\end{align*}
\]

Numerically, we find

\[
\begin{align*}
P_{F,PS}^{NNLO}(s, s_t) &\approx \frac{M_K}{\sqrt{2F_\pi}} \left( -0.1676 + 0.0002 \frac{s_t}{M_K^2} + \left( 1.2215 + 0.0337 \frac{s_t}{M_K^2} \right) \frac{s}{M_K^2} + 0.8344 \frac{s^2}{M_K^4} \right), \\
P_{G,PS}^{NNLO}(s, s_t) &\approx \frac{M_K}{\sqrt{2F_\pi}} \left( 0.0623 + 0.0118 \frac{s_t}{M_K^2} + \left( -0.0619 - 0.0057 \frac{s_t}{M_K^2} \right) \frac{s}{M_K^2} \right), \\
P_{F,PU}^{NNLO}(u, s_t) &\approx \frac{M_K}{\sqrt{2F_\pi}} \left( 0.0588 - 0.0080 \frac{s_t}{M_K^2} + \left( 0.0157 + 0.0018 \frac{s_t}{M_K^2} \right) \frac{u}{M_K^2} \right), \\
P_{G,PU}^{NNLO}(u, s_t) &\approx \frac{M_K}{\sqrt{2F_\pi}} \left( 0.0588 - 0.0080 \frac{s_t}{M_K^2} + \left( 0.0780 + 0.0018 \frac{s_t}{M_K^2} \right) \frac{u}{M_K^2} \right),
\end{align*}
\]

where we neglect tiny quadratic terms.

For the t-channel contribution, we first have to make some reshuffling:

\[
\frac{s-u}{M_K^2} F_{PT,1}^{NNLO}(t, s_t) = \frac{s-u}{M_K^2} F_{PT,1}^{NNLO}(0, s_t) - \frac{2}{3} \frac{\Delta_K \Delta t}{M_K^4} F_{PT,1}^{NNLO}(t, s_t),
\]

\[
\frac{s-u}{M_K^2} G_{PT,1}^{NNLO}(t, s_t) = \frac{s-u}{M_K^2} G_{PT,1}^{NNLO}(0, s_t) - \frac{2}{3} \frac{\Delta_K \Delta t}{M_K^4} G_{PT,1}^{NNLO}(t, s_t),
\]

where

\[
\begin{align*}
F_{PT,1}^{NNLO}(t, s_t) &= \frac{3M_K^2}{2t} \left( F_{PT,1}^{NNLO}(t, s_t) - F_{PT,1}^{NNLO}(0, s_t) \right), \\
G_{PT,1}^{NNLO}(t, s_t) &= \frac{3M_K^2}{2t} \left( G_{PT,1}^{NNLO}(t, s_t) - G_{PT,1}^{NNLO}(0, s_t) \right).
\end{align*}
\]

In fact, it turns out that \( F_{PT,1}^{NNLO}(t, s_t) = -G_{PT,1}^{NNLO}(t, s_t) \), hence \( F_{PT,1}^{NNLO}(t, s_t) = G_{PT,1}^{NNLO}(t, s_t) \).
Next, we identify

\[
N_1^P(t, s_t) = F_{PT,1}^{NNLO}(t, s_t) - P_{F,PT}^{NNLO}(t, s_t)
= G_{PT,1}^{NNLO}(t, s_t) - P_{G,PT,1}^{NNLO}(t, s_t),
\]

(E.31)

numerically

\[
P_{F,PT}^{NNLO}(t, s_t) = P_{G,PT}^{NNLO}(t, s_t) \approx \frac{M_K}{\sqrt{2} F_\pi} (-0.0009),
\]

(E.32)

The only missing pieces are the contributions to \(N_0\) and \(\tilde{N}_1\):

\[
F_{PT,0}^{NNLO}(t, s_t) - G_{PT,0}^{NNLO}(t, s_t) = \frac{4}{3} \frac{\Delta K \Delta t_\pi}{M_K^2} F_{PT,1}^{NNLO}(t, s_t)
+ P_{F,PT,0}^{NNLO}(t, s_t),
\]

(E.33)

The sum and difference of these equations give

\[
F_{PT,0}^{NNLO}(t, s_t) + G_{PT,0}^{NNLO}(t, s_t) = \frac{4}{3} \frac{\Delta K \Delta t_\pi}{M_K^2} F_{PT,1}^{NNLO}(t, s_t)
+ P_{F,PT,0}^{NNLO}(t, s_t) + P_{G,PT,0}^{NNLO}(t, s_t),
\]

(E.34)

We find numerically

\[
P_{F,PT,0}^{NNLO}(t, s_t) \approx \frac{M_K}{\sqrt{2} F_\pi} \left( 0.2089 + 0.0343 \frac{s_t}{M_K} + \left( -0.2095 + 0.0020 \frac{s_t}{M_K} \right) \frac{t}{M_K^2} \right),
\]

(E.35)

\[
P_{G,PT,0}^{NNLO}(t, s_t) \approx \frac{M_K}{\sqrt{2} F_\pi} \left( -0.0650 + 0.0085 \frac{s_t}{M_K} + \left( 0.0829 - 0.0054 \frac{s_t}{M_K} \right) \frac{t}{M_K^2} \right).
\]

Finally, the additional polynomials are given by

\[
P_{F,PT}^{NNLO}(s, t, u) = \frac{M_K}{\sqrt{2} F_\pi} \left( 0.2852 - 0.0443 \frac{s_t}{M_K} + 0.0018 \frac{s}{M_K} - 0.0473 \frac{t}{M_K^2} \right),
\]

(E.36)

\[
P_{G,PT}^{NNLO}(s, t, u) = \frac{M_K}{\sqrt{2} F_\pi} \left( 0.0061 - 0.0254 \frac{s_t}{M_K} + 0.0245 - 0.0003 \frac{s}{M_K} \right) \frac{s}{M_K^2}
+ \left( 0.0652 - 0.0003 \frac{s_t}{M_K} \right) \frac{t}{M_K^2} + 0.0002 \frac{(s + t)^2}{M_K^4},
\]

where we truncate the Taylor expansion in \(s_t\) after the linear terms.
The polynomials contribute to the subtraction constants as

\[ m_{0,NNLO} = \frac{M_K}{\sqrt{2} F_\pi} \left( 0.2911 - 0.1019 \frac{s_t}{M_K^2} - 0.0019 \frac{s_t^2}{M_K^4} \right), \]

\[ m_{1,NNLO} = \frac{M_K}{\sqrt{2} F_\pi} \left( 1.3004 + 0.0358 \frac{s_t}{M_K^2} \right), \]

\[ m_{2,NNLO} = \frac{M_K}{\sqrt{2} F_\pi} (0.8342), \]

\[ m_{0,NNLO} = \frac{M_K}{\sqrt{2} F_\pi} \left( 0.1012 + 0.0037 \frac{s_t}{M_K^2} \right), \]

\[ m_{1,NNLO} = \frac{M_K}{\sqrt{2} F_\pi} (-0.0002), \]

\[ \tilde{m}_{0,NNLO} = \frac{M_K}{\sqrt{2} F_\pi} \left( 0.1477 + 0.0616 \frac{s_t}{M_K^2} + 0.0018 \frac{s_t^2}{M_K^4} \right), \]

\[ \tilde{m}_{1,NNLO} = \frac{M_K}{\sqrt{2} F_\pi} (-0.1068 - 0.0078 \frac{s_t}{M_K^2}), \]

\[ \tilde{m}_{2,NNLO} = \frac{M_K}{\sqrt{2} F_\pi} (0.0002), \]

\[ n_{0,NNLO} = \frac{M_K}{\sqrt{2} F_\pi} \left( -0.1119 + 0.0110 \frac{s_t}{M_K^2} \right), \]

\[ n_{1,NNLO} = \frac{M_K}{\sqrt{2} F_\pi} (0.0001), \]

\[ \tilde{n}_{0,NNLO} = \frac{M_K}{\sqrt{2} F_\pi} (-0.0012), \]

\[ \tilde{n}_{1,NNLO} = \frac{M_K}{\sqrt{2} F_\pi} (0.0002). \]

### E.2.1.5 NNLO One-Loop Integrals

The last NNLO piece that we have to decompose is the part containing the \( L_r \). Similar to the two-loop part without vertex integrals, it can be easily decomposed into functions of one variables. Since this contribution contains only one-loop integrals, we can express it in terms of \( A_0 \) and \( B_0 \) functions, which can be treated analytically. After decomposing the NNLO one-loop part according to

\[ F_{L}^{\text{NNLO}}(s, t, u) = F_{L,0}^{\text{NNLO}}(s, s_t) + \frac{u - t}{M_K} F_{L,1}^{\text{NNLO}}(s, s_t) + \frac{s - u}{M_K} F_{L,0}^{\text{NNLO}}(t, s_t) + \frac{s - u}{M_K} G_{L,0}^{\text{NNLO}}(t, s_t) + \frac{s - u}{M_K} G_{L,1}^{\text{NNLO}}(t, s_t), \]

\[ G_{L}^{\text{NNLO}}(s, t, u) = G_{L,0}^{\text{NNLO}}(s, s_t) + G_{L,1}^{\text{NNLO}}(t, s_t) + \frac{u - t}{M_K} G_{L,0}^{\text{NNLO}}(t, s_t) + \frac{u - t}{M_K} G_{L,1}^{\text{NNLO}}(u, s_t) + \frac{u - t}{M_K} G_{L,0}^{\text{NNLO}}(u, s_t), \]

the polynomial contribution is found in analogy to the two-loop part. Reshuffling the polynomial gives very lengthy expressions for the subtraction constants. We perform a Taylor expansion in \( s_t \).
and evaluate the expressions numerically, using the physical masses and $\mu = 770$ MeV:

\[
m_{0,\text{L}}^{\text{NNLO}} = \frac{M_K}{\sqrt{2} F_F} \left( (0.0243 + 0.0155 \cdot 10^3 L_5^2) \cdot 10^3 L_4^2 + (0.3528 - 0.0523 \cdot 10^3 L_5^2) \cdot 10^3 L_5^2 \right. \\
+ (0.0831 - 0.0092 \cdot 10^3 L_5^2) \cdot 10^3 L_4^2 + (0.0400 + 0.0350 \cdot 10^3 L_4^2 - 0.0020 \cdot 10^3 L_5^2) \cdot 10^3 L_5^2 \\
+ (0.0066 + 0.0048 \cdot 10^3 L_5^2) \cdot 10^3 L_4^2 - (0.0012 + 0.0699 \cdot 10^3 L_4^2 + 0.0087 \cdot 10^3 L_5^2) \cdot 10^3 L_6^2 \\
+ 0.0213 \cdot 10^3 L_5^2 + (0.0100 - 0.0027 \cdot 10^3 L_4^2 - 0.0003 \cdot 10^3 L_5^2) \cdot 10^3 L_6^2 \\
+ \frac{s^2}{M_K} \left( 0.0213 \cdot 10^3 L_4^2 - 0.0161 \cdot 10^3 L_4^2 + 0.0230 \cdot 10^3 L_5^2 + 0.0139 \cdot 10^3 L_4^2 + 0.0018 \cdot 10^3 L_5^2 \\n- 0.0017 \cdot 10^3 L_6^2 - 0.0008 \cdot 10^3 L_4^2 + (0.0229 - 0.0060 \cdot 10^3 L_5^2) \cdot 10^3 L_9^2 \right) \\
\left. + \frac{s^2}{M_K} \left( -0.0053 \cdot 10^3 L_4^2 - 0.0029 \cdot 10^3 L_4^2 - 0.0029 \cdot 10^3 L_5^2 + 0.0065 \cdot 10^3 L_4^2 \\n+ 0.0010 \cdot 10^3 L_5^2 - 0.0012 \cdot 10^3 L_6^2 - 0.0006 \cdot 10^3 L_4^2 + 0.0025 \cdot 10^3 L_9^2 \right) \right),
\]

\[
m_{0,\text{L}}^{\text{NLO}} = \frac{M_K}{\sqrt{2} F_F} \left( (0.1644 + 0.0968 \cdot 10^3 L_5^2) \cdot 10^3 L_4^2 - 0.2921 \cdot 10^3 L_4^2 - (0.1665 + 0.0242 \cdot 10^3 L_5^2) \cdot 10^3 L_5^2 \\
- 0.0353 \cdot 10^3 L_4^2 + 0.0049 \cdot 10^3 L_5^2 + 0.0185 \cdot 10^3 L_4^2 - 0.0033 \cdot 10^3 L_5^2 + 0.0076 \cdot 10^3 L_6^2 \\
+ \frac{s^2}{M_K} \left( 0.0138 \cdot 10^3 L_4^2 - 0.0575 \cdot 10^3 L_4^2 - 0.0087 \cdot 10^3 L_5^2 - 0.0130 \cdot 10^3 L_4^2 \\n- 0.0020 \cdot 10^3 L_5^2 + 0.0024 \cdot 10^3 L_6^2 + 0.0012 \cdot 10^3 L_4^2 + 0.0196 \cdot 10^3 L_9^2 \right) \right),
\]

\[
m_{0,\text{L}}^{\text{LO}} = \frac{M_K}{\sqrt{2} F_F} \left( 0.3345 \cdot 10^3 L_4^2 + 0.2734 \cdot 10^3 L_5^2 + 0.1618 \cdot 10^3 L_4^2 + 0.0863 \cdot 10^3 L_5^2 \\
+ 0.0096 \cdot 10^3 L_5^2 + 0.0067 \cdot 10^3 L_6^2 - 0.0003 \cdot 10^3 L_5^2 + 0.0032 \cdot 10^3 L_6^2 \right),
\]

\[
m_{1,\text{L}}^{\text{NNLO}} = \frac{M_K}{\sqrt{2} F_F} \left( -0.1203 \cdot 10^3 L_4^2 + (-0.2247 + 0.0242 \cdot 10^3 L_5^2) \cdot 10^3 L_5^2 - 0.0727 \cdot 10^3 L_5^2 \\
- 0.0241 \cdot 10^3 L_4^2 - 0.0046 \cdot 10^3 L_5^2 + 0.0078 \cdot 10^3 L_4^2 + 0.0039 \cdot 10^3 L_6^2 \\
+ \frac{s^2}{M_K} \left( 0.0121 \cdot 10^3 L_4^2 + 0.0044 \cdot 10^3 L_4^2 + 0.0063 \cdot 10^3 L_5^2 - 0.0130 \cdot 10^3 L_4^2 \\n- 0.0020 \cdot 10^3 L_5^2 + 0.0024 \cdot 10^3 L_6^2 + 0.0012 \cdot 10^3 L_4^2 - 0.0053 \cdot 10^3 L_9^2 \right) \right),
\]

\[
m_{1,\text{L}}^{\text{NLO}} = \frac{M_K}{\sqrt{2} F_F} \left( -0.0198 \cdot 10^3 L_4^2 - 0.0059 \cdot 10^3 L_5^2 - 0.0056 \cdot 10^3 L_4^2 + 0.0130 \cdot 10^3 L_4^2 \\
+ 0.0020 \cdot 10^3 L_5^2 - 0.0024 \cdot 10^3 L_6^2 - 0.0012 \cdot 10^3 L_4^2 \right),
\]

\[
m_{1,\text{L}}^{\text{LO}} = \frac{M_K}{\sqrt{2} F_F} \left( 0.0440 \cdot 10^3 L_4^2 + (-0.1488 + 0.0291 \cdot 10^3 L_5^2) \cdot 10^3 L_4^2 + (0.0140 + 0.0131 \cdot 10^3 L_5^2) \cdot 10^3 L_5^2 \\
+ (0.0001 + 0.0044 \cdot 10^3 L_5^2) \cdot 10^3 L_4^2 + (-0.0033 + 0.0048 \cdot 10^3 L_5^2) \cdot 10^3 L_5^2 \\
+ (0.0186 - 0.0087 \cdot 10^3 L_5^2) \cdot 10^3 L_4^2 - 0.0135 \cdot 10^3 L_5^2 + (0.0026 - 0.0003 \cdot 10^3 L_5^2) \cdot 10^3 L_6^2 \\
+ \frac{s^2}{M_K} \left( -0.0957 \cdot 10^3 L_4^2 + (0.2423 - 0.0242 \cdot 10^3 L_5^2) \cdot 10^3 L_5^2 - 0.0520 \cdot 10^3 L_4^2 - 0.0134 \cdot 10^3 L_4^2 \\n- 0.0033 \cdot 10^3 L_5^2 + 0.0067 \cdot 10^3 L_4^2 + 0.0033 \cdot 10^3 L_4^2 + (0.0098 - 0.0060 \cdot 10^3 L_5^2) \cdot 10^3 L_9^2 \right) \\
\right. \\
+ \frac{s^2}{M_K} \left( 0.0057 \cdot 10^3 L_4^2 + 0.0010 \cdot 10^3 L_5^2 + 0.0029 \cdot 10^3 L_5^2 - 0.0065 \cdot 10^3 L_4^2 \\n- 0.0010 \cdot 10^3 L_5^2 + 0.0012 \cdot 10^3 L_6^2 + 0.0006 \cdot 10^3 L_4^2 - 0.0034 \cdot 10^3 L_9^2 \right) \right),
\]
E.2. MATCHING AT NNLO

\[ n_{1,1,NNLO}^1 = \frac{M_K}{\sqrt{2} F_s} \left( 0.0987 \cdot 10^3 L_1^4 + (0.2328 - 0.0242 \cdot 10^3 L_5^5) \cdot 10^3 L_2^5 + 0.0581 \cdot 10^3 L_4^8 + 0.0213 \cdot 10^3 L_8^8 \\
+ 0.0062 \cdot 10^3 L_5^5 - 0.0078 \cdot 10^3 L_6^6 - 0.0039 \cdot 10^3 L_9^9 \\
+ \frac{s_f}{M_K} \left( -0.0138 \cdot 10^3 L_1^4 - 0.0029 \cdot 10^3 L_2^2 - 0.0022 \cdot 10^3 L_4^4 \\
+ 0.0024 \cdot 10^3 L_6^6 - 0.0012 \cdot 10^3 L_8^8 + 0.0089 \cdot 10^3 L_9^9 \right) \right), \]

\[ n_{1,1,NNLO}^2 = \frac{M_K}{\sqrt{2} F_s} \left( -0.0070 \cdot 10^3 L_1^4 + 0.0114 \cdot 10^3 L_2^2 - 0.0097 \cdot 10^3 L_4^4 - 0.0044 \cdot 10^3 L_8^8 \\
+ 0.0001 \cdot 10^3 L_5^5 + 0.0012 \cdot 10^3 L_6^6 + 0.0006 \cdot 10^3 L_9^9 \right), \]

\[ n_{1,0,NNLO}^1 = \frac{M_K}{\sqrt{2} F_s} \left( -0.0796 \cdot 10^3 L_1^4 + (-0.4712 + 0.0726 \cdot 10^3 L_5^5) \cdot 10^3 L_2^2 + (-0.1097 + 0.0181 \cdot 10^3 L_5^5) \cdot 10^3 L_4^4 \\
- 0.0262 \cdot 10^3 L_6^6 - 0.0049 \cdot 10^3 L_8^8 + 0.0075 \cdot 10^3 L_9^9 - 0.0117 \cdot 10^3 L_4^4 - 0.0021 \cdot 10^3 L_8^8 \\
+ \frac{s_f}{M_K} \left( 0.0095 \cdot 10^3 L_1^4 + 0.0035 \cdot 10^3 L_2^2 + 0.0040 \cdot 10^3 L_4^4 - 0.0098 \cdot 10^3 L_8^8 \\
- 0.0015 \cdot 10^3 L_6^6 + 0.0018 \cdot 10^3 L_8^8 + 0.0009 \cdot 10^3 L_9^9 - 0.0079 \cdot 10^3 L_9^9 \right) \right), \]

\[ n_{1,0,NNLO}^2 = \frac{M_K}{\sqrt{2} F_s} \left( -0.0003 \cdot 10^3 L_1^4 - 0.0010 \cdot 10^3 L_2^2 - 0.0010 \cdot 10^3 L_4^4 - 0.0007 \cdot 10^3 L_8^8 \\
- 0.0022 \cdot 10^3 L_6^6 + 0.0003 \cdot 10^3 L_8^8 - 0.0010 \cdot 10^3 L_4^4 - 0.0004 \cdot 10^3 L_8^8 \right), \]

\[ n_{1,0,NNLO}^0 = \frac{M_K}{\sqrt{2} F_s} \left( -0.0125 \cdot 10^3 L_1^4 - 0.0051 \cdot 10^3 L_2^2 - 0.0069 \cdot 10^3 L_4^4 + 0.0098 \cdot 10^3 L_8^8 \\
+ 0.0015 \cdot 10^3 L_6^6 - 0.0018 \cdot 10^3 L_8^8 - 0.0009 \cdot 10^3 L_9^9 \right), \]

\[ n_{1,1,NNLO}^0 = \frac{M_K}{\sqrt{2} F_s} \left( 0.0059 \cdot 10^3 L_1^4 + 0.0096 \cdot 10^3 L_2^2 + 0.0051 \cdot 10^3 L_4^4 - 0.0072 \cdot 10^3 L_8^8 \\
- 0.0012 \cdot 10^3 L_6^6 + 0.0018 \cdot 10^3 L_8^8 + 0.0009 \cdot 10^3 L_9^9 \right). \]

Note that there are no quadratic terms in \( L_1^4, L_2^2 \) or \( L_8^8 \).

E.2.2 Chiral Expansion of the Omnès Representation

In order to derive the NNLO chiral expansion of the Omnès representation (D.1), we first expand the Omnès function chirally:

\[ \Omega^{NNLO}(s) = 1 + \omega \frac{s}{M_K^2} + \bar{\omega} \frac{s^2}{M_K^2} + \frac{s^3}{M_K} \int_{s_0}^{\infty} \frac{\delta_{NLO}(s')}{(s' - s - i\epsilon)s'^2} ds' \]

\[ + \frac{1}{2} \left( \omega \frac{s}{M_K^2} + \frac{s^2}{M_K} \int_{s_0}^{\infty} \frac{\delta_{LO}(s')}{(s' - s - i\epsilon)s'^2} ds' \right)^2, \]

where the subtraction terms \( \omega \) and \( \bar{\omega} \) are defined in (4.43).

In the quadratic term of the expansion, only the LO phase enters and therefore only two subtractions are needed. The NLO expansion of the modulus of the inverse Omnès function is given by

\[ \frac{1}{|\Omega^{NLO}(s)|} = 1 - \omega \frac{s}{M_K^2} - \frac{s^2}{M_K} \int_{s_0}^{\infty} \frac{\delta_{NLO}(s')}{(s' - s - i\epsilon)s'^2} ds'. \]

(E.42)
where we use the following notation for the contributions to the subtraction constants:

\[ \tilde{M}(s) \sin \delta(s) \overline{\Omega(s)} \]

\[ M_{\text{NLO}}(s) = a_{\text{LO}} + \Delta a_{\text{NLO}}, \]

\[ a_{\text{NLO}} = a_{\text{LO}} + \Delta a_{\text{NLO}} + \Delta a_{\text{NNLO}}. \]
Remember that \( b_{\text{NLO}}^M \) and \( a_{\text{NLO}}^N \) are non-zero after the gauge transformation.

We further define

\[
\begin{align*}
 b_{\text{NLO}}^M &= -\frac{\omega_0}{\sqrt{2F_\pi}} + b_{\text{NLO}}^M, \\
 b_{\text{NNLO}}^M &= -\frac{\omega_0}{\sqrt{2F_\pi}} + b_{\text{NNLO}}^M, \\
 b_{\text{NLO}}^\tilde{M} &= -\frac{\omega_1}{\sqrt{2F_\pi}} + b_{\text{NLO}}^\tilde{M}, \\
 b_{\text{NNLO}}^\tilde{M} &= -\frac{\omega_1}{\sqrt{2F_\pi}} + b_{\text{NNLO}}^\tilde{M},
\end{align*}
\] (E.46)

which allows the simplifications

\[
\begin{align*}
 M_{\text{NNLO}}^M(s) &= \frac{M_K}{\sqrt{2F_\pi}} \left( \left( \omega_0^2 - \frac{1}{2} \omega_0^2 \right) \frac{s^2 + \frac{s^3}{\pi} \int_0^\infty \frac{d\delta_\text{NNLO}(s')}{(s'-s-\i)\i} ds' + \frac{1}{2} \left( \frac{s^2}{\pi} \int_0^\infty \frac{d\delta_\text{NNLO}(s')}{(s'-s-\i)\i} ds' \right)^2 \right) \\
 &\quad + \left( \Delta M_{\text{NNLO}} + \frac{b_{\text{NNLO}}}{M_K^2} + \frac{c_{\text{NNLO}}}{M_K^2} s^2 + \frac{\delta_{\text{NNLO}}}{M_K^2} \frac{s^3}{\pi} \int_0^\infty \frac{d\delta_\text{NNLO}(s')}{(s'-s-\i)\i} ds' \right) \\
 &\quad + a_{\text{NNLO}}^M + \frac{b_{\text{NNLO}}^\tilde{M}}{M_K^2} + \frac{c_{\text{NNLO}}^\tilde{M}}{M_K^2} s^2 + a_{N}\frac{b_{N}}{M_K^2} + \frac{c_{N}}{M_K^2} s + s^3 \int_0^\infty \frac{d\delta_\text{NNLO}(s')}{(s'-s-\i)\i} ds',
\end{align*}
\]

\[
M_{\text{NNLO}}^\tilde{M}(s) = \frac{M_K}{\sqrt{2F_\pi}} \left( \left( \omega_0^2 - \frac{1}{2} \omega_0^2 \right) \frac{s^2 + \frac{s^3}{\pi} \int_0^\infty \frac{d\delta_\text{NNLO}(s')}{(s'-s-\i)\i} ds' + \frac{1}{2} \left( \frac{s^2}{\pi} \int_0^\infty \frac{d\delta_\text{NNLO}(s')}{(s'-s-\i)\i} ds' \right)^2 \right) \\
 &\quad + \left( \Delta M_{\text{NNLO}} + \frac{b_{\text{NNLO}}}{M_K^2} + \frac{c_{\text{NNLO}}}{M_K^2} s^2 + \frac{\delta_{\text{NNLO}}}{M_K^2} \frac{s^3}{\pi} \int_0^\infty \frac{d\delta_\text{NNLO}(s')}{(s'-s-\i)\i} ds' \right) \\
 &\quad + a_{\text{NNLO}}^M + \frac{b_{\text{NNLO}}^\tilde{M}}{M_K^2} + \frac{c_{\text{NNLO}}^\tilde{M}}{M_K^2} s^2 + a_{N}\frac{b_{N}}{M_K^2} + \frac{c_{N}}{M_K^2} s + s^3 \int_0^\infty \frac{d\delta_\text{NNLO}(s')}{(s'-s-\i)\i} ds',
\]

\[
N_0^\text{NNLO}(t) = \frac{N_0^\text{NLO}}{M_K^2} + \frac{\omega_0^2}{M_K^2} t^2 + \omega_1^2 \frac{t}{M_K^2} \left( \frac{\omega_0}{M_K^2} \frac{t}{M_K^2} + \frac{c_{\text{NLO}}}{M_K^2} \frac{t}{M_K^2} \right) \\
 &\quad + \left( \frac{\i}{\pi} \int_0^\infty \frac{\delta_\text{NLO}(t')}{(t'-t-\i)t'} dt' + \i \frac{\i}{\pi} \int_0^\infty \frac{\delta_\text{NLO}(t')}{(t'-t-\i)t'} dt' \right) \left( \frac{\omega_0}{M_K^2} \frac{t}{M_K^2} + \frac{c_{\text{NLO}}}{M_K^2} \frac{t}{M_K^2} \right) \\
 &\quad + \i \frac{\i}{\pi} \int_0^\infty \frac{\delta_\text{NLO}(t')}{(t'-t-\i)t'} dt' - \i \frac{\i}{\pi} \int_0^\infty \frac{\delta_\text{NLO}(t')}{(t'-t-\i)t'} dt',
\]

\[
N_1^\text{NNLO}(t) = \frac{N_1^\text{NLO}}{M_K^2} + \frac{\omega_1^2}{M_K^2} \frac{t}{M_K^2} \left( \frac{\omega_0}{M_K^2} \frac{t}{M_K^2} + \frac{c_{\text{NLO}}}{M_K^2} \frac{t}{M_K^2} \right) \\
 &\quad + \i \frac{\i}{\pi} \int_0^\infty \frac{\delta_\text{NLO}(t')}{(t'-t-\i)t'} dt' + \i \frac{\i}{\pi} \int_0^\infty \frac{\delta_\text{NLO}(t')}{(t'-t-\i)t'} dt',
\]

\[
R_0^\text{NNLO}(t) = -\frac{\i}{\pi} \frac{t}{M_K^2} \left( \frac{\i}{\pi} \int_0^\infty \frac{\delta_\text{NLO}(t')}{(t'-t-\i)t'} dt' \right) \\
 &\quad + \i \frac{\i}{\pi} \int_0^\infty \frac{\delta_\text{NLO}(t')}{(t'-t-\i)t'} dt' + \i \frac{\i}{\pi} \int_0^\infty \frac{\delta_\text{NLO}(t')}{(t'-t-\i)t'} dt',
\]

\[
R_1^\text{NNLO}(t) = 0.
\]
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where $\delta c_{\text{NLO}}^N$ and $\delta b_{\text{NLO}}^{\tilde{N}}$ are given by (4.42) and the remaining subtraction constants denote the quantities after the gauge transformation. Note that $\omega$ and $\bar{\omega}$ appear only in polynomial terms. In $M_0$, $M_1$ and $\tilde{M}_1$, they can be reabsorbed into the NNLO subtraction constants. However, this is not the case for $N_0$, $N_1$, $\tilde{N}_1$ and $R_0$. Here, we are required to fix the $\omega$-terms by imposing that the chirally expanded Omnès representation agrees with the standard dispersive representation (or finally the two-loop representation). This somewhat awkward situation is just another manifestation of the fact that we identify the chiral representation with the Omnès dispersion relation although the phase shifts of the former have a wrong asymptotic behaviour.

The comparison of the Taylor expansions of (E.47) and (2.91) leads to the relation (4.44) for the subtraction constants.
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Abstract
In the framework of chiral perturbation theory with photons and leptons, the one-loop isospin-breaking effects in $K\ell_4$ decays due to both the photonic contribution and the quark and meson mass differences are computed.
A comparison with the isospin-breaking corrections applied by recent high statistics $K\ell_4$ experiments is performed.
The calculation can be used to correct the existing form factor measurements by isospin-breaking effects that have not yet been taken into account in the experimental analysis. Based on the present work, possible forthcoming experiments on $K\ell_4$ decays could correct the isospin-breaking effects in a more consistent way.
Chapter 1

Introduction

High-precision hadron physics at low energies pursues mainly two aims: a better understanding of the strong interaction in its non-perturbative regime and the indirect search for new physics beyond the standard model. As perturbative QCD is not applicable, one has to use non-perturbative methods like effective field theories, lattice simulations or dispersion relations. The effective theory describing the strong interaction at low energy is chiral perturbation theory ($\chi$PT, [1–3]). In order to render it predictive, one has to determine the parameters of the theory, the low-energy constants (LECs), either by comparison with experiments or with the help of lattice calculations. Dispersion relations and sum rules have proven to be useful to perform this task.

The $K_{\ell 4}$ decay is for several reasons a particularly interesting process. The physical region starts at the $\pi\pi$ threshold, i.e. at lower energies than $K\pi$ scattering, which gives access to the same low-energy constants. $\chi$PT, being an expansion in the meson masses and momenta, should therefore give a better description of $K_{\ell 4}$ than $K\pi$ scattering. Besides providing a very clean access to some of the LECs, $K_{\ell 4}$ is, due to its final state, one of the best sources of information on $\pi\pi$ interaction [4–6].

The recent high-statistics $K_{\ell 4}$ experiments E865 at BNL [7, 8] and NA48/2 at CERN [6, 9] have achieved an impressive accuracy. The statistical errors of the form factor measurements of both experiments reach the sub-percent level (at least for the $S$-waves) and ask for a consistent treatment of isospin-breaking effects. Usually, theoretical calculations are performed in an ideal world with intact isospin, the $SU(2)$ symmetry of up- and down-quarks. The quark mass difference and the electromagnetism break isospin symmetry at the percent level.

Isospin-breaking effects in $K_{\ell 4}$ have been studied in the previous literature and played a major role concerning the success of standard $\chi$PT. In [10], the effect of quark and meson mass differences on the phase shifts was studied. The inclusion of this effect brought the NA48/2 measurement of the scattering lengths into perfect agreement with the prediction of the $\chi$PT/Roy equation analysis [11]. For a review of these developments, see [12]. The mass effects on the phases at two-loop order have been recently studied in an elaborate dispersive framework [13], which confirms the previous results. In both works, the photonic effects are assumed to be treated consistently in the experimental analysis. The earlier work [14, 15] treats both mass and photonic effects. However, the calculation of virtual photon effects is incomplete and real photon corrections are taken into account only in the soft approximation.

The experimental analysis of the latest experiment [6, 9] treats photonic corrections with the semi-classical Gamow-Sommerfeld factor and PHOTOS Monte Carlo [16], which assumes phase space factorisation.

The need for a theoretical treatment of the full radiative corrections was pointed out in [10] and considered as a long-term project. With the present work, I intend to fill this gap. The obtained results enable a better correction of isospin effects in the data:

• as I will explain below, one can improve already now the handling of isospin effects in the
data analysis;

• in the future, an event generator which incorporates the matrix element calculated here should be written and used to perform the data analysis.

The paper is organised as follows. In section 2, I define the kinematics, matrix elements and form factors of $K_{\ell 4}$ and the radiative decay $K_{\ell 4}\gamma$. In section 3, I calculate the matrix elements within $\chi$PT including leptons and photons [17, 18]. In section 4, I present the strategy of extracting the isospin corrections and perform the phase space integration for the radiative decay. The cancellation of both infrared and mass divergences is demonstrated. In section 5, the isospin corrections are evaluated numerically. I compare the full radiative process with the soft photon approximation and with the strategy used in the experimental analysis. The appendices give details on the calculation and explicit results for the matrix elements.

It should be noted that large parts of this work assume a small lepton mass and are therefore not applicable to the muonic mode of the process.
Chapter 2

Kinematics and Decay Rate

2.1 The $K_{\ell 4}$ Decay

2.1.1 Definition of the Decay

$K_{\ell 4}$ is the semileptonic decay of a kaon into two pions, a lepton and a neutrino. Let us consider here the following charged mode:

$$K^+(p) \rightarrow \pi^+(p_1)\pi^-(p_2)\ell^+(p_{\ell})\nu_{\ell}(p_{\nu}),$$

where $\ell \in \{e, \mu\}$ is either an electron or a muon.

The kinematics of the decay (2.1) can be described by five variables. The same conventions as in [19] will be used, first introduced by Cabibbo and Maksymowicz [5]. There appear three different reference frames: the rest frame of the kaon $\Sigma_K$, the $\pi^+\pi^-$ centre-of-mass frame $\Sigma_{2\pi}$ and the $\ell^+\nu$ centre-of-mass frame $\Sigma_{\ell\nu}$. The situation is sketched in figure 2.1.

![Figure 2.1: The reference frames and the kinematic variables for the $K_{\ell 4}$ decay.](image)

The five kinematic variables are then:

- $s$, the total centre-of-mass squared energy of the two pions,
- $s_{\ell\ell}$, the total centre-of-mass squared energy of the two leptons,
- $\theta_{\pi}$, the angle between the $\pi^+$ in $\Sigma_{2\pi}$ and the dipion line of flight in $\Sigma_K$,
- $\theta_{\ell}$, the angle between the $\ell^+$ in $\Sigma_{\ell\nu}$ and the dilepton line of flight in $\Sigma_K$,
- $\phi$, the angle between the dipion plane and the dilepton plane in $\Sigma_K$. 

149
The (physical) ranges of these variables are:

\[ 4M_{K^+}^2 \leq s \leq (M_{K^+} - m)\]^2, \]
\[ m_{\ell}^2 \leq s_{\ell} \leq (M_{K^+} - \sqrt{s})^2, \]
\[ 0 \leq \theta_{\pi} \leq \pi, \]
\[ 0 \leq \theta_{\ell} \leq \pi, \]
\[ 0 \leq \phi \leq 2\pi. \] (2.2)

Following [19], I define the four-momenta:

\[ P := p_1 + p_2, \quad Q := p_1 - p_2, \quad L := p_\ell + p_\nu, \quad N := p_\ell - p_\nu. \] (2.3)

Total momentum conservation implies \( p = P + L \).

I will use the Mandelstam variables

\[ s := (p_1 + p_2)^2, \quad t := (p - p_1)^2, \quad u := (p - p_2)^2 \] (2.4)

and the abbreviation

\[ z_{\ell} := m_{\ell}^2/s_{\ell}, \]
\[ X := \frac{1}{2} \lambda_{K\ell}^{1/2}(s) := \frac{1}{2} \lambda_{K\ell}^{1/2}(M_{K^+}^2, s, s_{\ell}), \quad \lambda(a, b, c) := a^2 + b^2 + c^2 - 2(ab + bc + ca), \]
\[ \sigma_{\pi} := \sqrt{1 - \frac{4M_{K^+}^2}{s}}, \]
\[ \nu := t - u = -2\sigma_{\pi} X \cos \theta_{\pi}, \]
\[ \Sigma_0 := s + t + u = M_{K^+}^2 + 2M_{\pi^+}^2 + s_{\ell}. \] (2.5)

In the appendix B.1, the Lorentz transformations between the three reference frames are determined and the Lorentz invariant products of the momenta are computed.

### 2.1.2 Matrix Element, Form Factors and Decay Rate

#### 2.1.2.1 \( K_{\ell 4} \) in the Isospin Limit

After integrating out the \( W \) boson in the standard model, we end up with a Fermi type current-current interaction. If we switch off the electromagnetic interaction, the matrix element of \( K_{\ell 4} \)

\[
\langle \pi^+(p_1)\pi^-(p_2)\ell^+(p_3)\nu(p_\nu) | K^+(p) \rangle_{\text{in}} = \langle \pi^+(p_1)\pi^-(p_2)\ell^+(p_3)\nu(p_\nu) | i\gamma^\mu K^+(p) \rangle
\]

\[ = i(2\pi)^4 \delta^{(4)}(p - P - L) \mathcal{T} \] (2.6)

splits up into a leptonic times a hadronic part:

\[ \mathcal{T} = \frac{G_F}{\sqrt{2}} V_{us}^* \bar{u}(p_\nu) \gamma_\mu (1 - \gamma^5) v(p_\ell) \langle \pi^+(p_1)\pi^-(p_2) | s\gamma_\mu (1 - \gamma^5) u | K^+(p) \rangle. \] (2.7)

The hadronic matrix element exhibits the usual \( V - A \) structure of weak interaction. Its Lorentz structure allows us to write the two contributions as

\[ \langle \pi^+(p_1)\pi^-(p_2) | V_\mu(0) | K^+(p) \rangle = -\frac{H}{M_{K^+}} \epsilon_{\mu\nu\rho\sigma} L^\nu P^\rho Q^\sigma, \] (2.8)

\[ \langle \pi^+(p_1)\pi^-(p_2) | A_\mu(0) | K^+(p) \rangle = -i\frac{1}{M_{K^+}} (P_\mu F + Q_\mu G + L_\mu R), \] (2.9)
where \( V_\mu = \gamma_\mu u \) and \( A_\mu = \gamma_\mu \gamma^5 u \). The form factors \( F, G, R \) and \( H \) are functions of \( s, s_\ell \) and \( \cos \theta_\ell \) (or \( s, t \) and \( u \)).

In order to write the decay rate in a compact form, it is convenient to introduce new form factors as linear combinations of \( \sigma_\pi \), where

\[
\sigma_\pi = \frac{\sqrt{s}s_{\ell}}{M_{K^+}} H,
\]

\[
F_3 := \sigma_\pi X \sqrt{s_{s_{\ell}}} \frac{H}{M_{K^+}},
\]

\[
F_4 := -(PL) - \sigma_\pi X \cos \theta_\pi G.
\]

The partial decay rate for the \( K_{\ell 4} \) decay is given by

\[
d\Gamma = \frac{1}{2M_{K^+}(2\pi)^8} \sum_{\text{spins}} |\mathcal{T}|^2 \delta^{(4)}(p - P - L) \frac{d^3p_1}{2p_1^0} \frac{d^3p_2}{2p_2^0} \frac{d^3p_3}{2p_3^0} \frac{d^3p_4}{2p_4^0}.
\]

Since the kinematics is described by five phase space variables, seven integrals can be performed. This leads to

\[
d\Gamma = \frac{G_F^2 |V_{us}|^2}{2M_{K^+}} \frac{(1 - z_\ell)\sigma_\pi(s)X}{2141\pi^6 M_{K^+}^6} J_5(s, s_\ell, \theta_\pi, \theta_\ell, \phi) ds d_{\ell} ds_{\ell} d\cos \theta_\pi d\cos \theta_\ell d\phi.
\]

The explicit expression for \( J_5 \) is derived in the appendix C.1.1.

\( F_4 \) corresponds to the helicity amplitude of the spin 0 or temporal polarisation of the virtual \( W \) boson. Its contribution to the decay rate is therefore helicity suppressed by a factor \( m_\ell^2 \) and invisible in the electron mode. In the chiral expansion, \( F_3 \) appears due to the chiral anomaly, which is at the level of the Lagrangian an \( O(p^4) \) effect. Thus, the important form factors for the experiment are \( F_1 \) and \( F_2 \), or equivalently \( F \) and \( G \).

### 2.1.2.2 \( K_{\ell 4} \) in the Case of Broken Isospin

In the presence of electromagnetism, the above factorisation of the \( K_{\ell 4} \) matrix element into a hadronic and a leptonic part is no longer valid. In addition to the \( V - A \) structure, a tensorial form factor has to be taken into account [14, 15]:

\[
\mathcal{T} = \frac{G_F}{\sqrt{2}} V_{us}^* \left( \bar{u}(p_\nu)\gamma_\mu(1 - \gamma^5)v(p_\ell) \right) (V^\mu - A^\mu) + \bar{u}(p_\nu)\sigma_{\mu\nu}(1 + \gamma^5)v(p_\ell) T^{\mu\nu},
\]

\[
V_\mu := - \frac{H}{M_{K^+}} \epsilon_{\mu\nu\rho\sigma} L^\nu P^\rho Q^\sigma,
\]

\[
A_\mu := - \frac{i}{M_{K^+}} \left( P_\mu F + Q_\mu G + L_\mu R \right),
\]

\[
T^{\mu\nu} := - \frac{1}{M_{K^+}} p_1^\mu p_2^\nu T,
\]

where \( \sigma_{\mu\nu} = \frac{i}{2}[\gamma_\mu, \gamma_\nu] \). The form factors \( F, G, R, H, T \) depend now on all five kinematic variables \( s, s_\ell, \theta_\pi, \theta_\ell \) and \( \phi \).

I follow [15] and introduce in addition to (2.10) the form factor \( F_5 \) (with a slightly different normalisation):

\[
F_5 := \frac{\sigma_\pi(s)s_{\ell}}{2M_{K^+}m_\ell^2} T.
\]
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Still, the phase space is parametrised by the same five kinematic variables and the differential decay rate can be written as in (2.12). In the isospin broken case, the presence of the additional tensorial form factor changes the function $J_5$. We will see that $F_5$ is finite in the limit $m_\ell \to 0$. Its contribution to the decay rate is suppressed by $m_\ell^2$. Details are given in the appendix C.1.2.

It is convenient to define the following additional Lorentz invariants \[15\]:

\[
t_\ell := (p - p_\ell)^2, \quad u_\ell := (p - p_\nu)^2, \quad s_1 \ell := (p_1 + p_\ell)^2, \quad s_2 \ell := (p_2 + p_\ell)^2.
\] (2.15)

2.2 The Radiative Decay $K_{\ell 4\gamma}$

2.2.1 Definition of the Decay

If we consider electromagnetic corrections to $K_{\ell 4}$, we have to take into account contributions from both virtual photons and real photon emission, because only an appropriate inclusive observable is free of infrared singularities. As long as we restrict ourselves to $O(e^2)$ corrections, the radiative process with just one additional final state photon is the only one of interest (each additional photon comes along with a factor $e^2$ in the decay rate).

The radiative process $K_{\ell 4\gamma}$ is defined as

\[
K^+(p) \to \pi^+(p_1)\pi^-(p_2)\ell^+(p_\ell)\nu_\ell(\nu_\ell)\gamma(q).
\] (2.16)

There are several possibilities to parametrise the phase space. I find it most convenient to replace the dilepton sub-phase space of $K_{\ell 4}$ by a convenient three particle phase space.

I describe the kinematics still in three reference frames: the rest frame of the kaon $\Sigma_K$, the dipion centre-of-mass frame $\Sigma_{2\pi}$ and the dilepton-photon centre-of-mass frame $\Sigma_{\ell\nu\gamma}$. In total, we need eight phase space variables:

- $s$, the total centre-of-mass squared energy of the two pions,
- $s_\ell$, the total centre-of-mass squared energy of the dilepton-photon system,
- $\theta_\pi$, the angle between the $\pi^+$ in $\Sigma_{2\pi}$ and the dipion line of flight in $\Sigma_K$,
- $\theta_\gamma$, the angle between the photon in $\Sigma_{\ell\nu\gamma}$ and the $\ell\nu\gamma$ line of flight in $\Sigma_K$,
- $\phi$, the angle between the dipion plane and the ($\ell\nu\gamma$) plane in $\Sigma_K$,
- $q^0$, the photon energy in $\Sigma_{\ell\nu\gamma}$,
- $p^0_\ell$, the lepton energy in $\Sigma_{\ell\nu\gamma}$,
- $\phi_\ell$, the angle between the $\ell\nu$ plane in $\Sigma_{\ell\nu\gamma}$ and the ($\ell\nu\gamma$) plane in $\Sigma_K$.

The variables $s, s_\ell, \theta_\pi$ are defined in analogy to the $K_{\ell 4}$ decay. The reason for the chosen parametrisation of the $\ell\nu\gamma$ subsystem is that $p^0_\ell$ and $\phi_\ell$ are of purely kinematic nature, i.e. the dynamics depends only on the six other variables.

Instead of the $q^0$ and $p^0_\ell$, I will mostly use the dimensionless variables

\[
x := \frac{2Lq}{s_\ell}, \quad y := \frac{2Lp_\ell}{s_\ell},
\] (2.17)

where $L := p_\ell + p_\nu + q$ and $s_\ell = L^2$. They are related to $q^0$ and $p^0_\ell$ by

\[
x = \frac{2q^0}{\sqrt{s_\ell}}, \quad y = \frac{2p^0_\ell}{\sqrt{s_\ell}}.
\] (2.18)
I give the photon an artificial small mass \( m_\gamma \) in order to regulate the infrared divergences. The ranges of the phase space variables are:

\[
4M_{\pi}^2 \leq s \leq (M_{K^+} - m_\ell - m_\gamma)^2,
\]
\[
(m_\ell + m_\gamma)^2 \leq s_\ell \leq (M_{K^+} - \sqrt{s})^2,
\]
\[
0 \leq \theta_\pi \leq \pi,
\]
\[
0 \leq \theta_\gamma \leq \pi,
\]
\[
0 \leq \phi_\ell \leq 2\pi,
\]
\[
0 \leq \phi_\gamma \leq 2\pi.
\]

(2.19)

Let us determine in the following the ranges of the two variables \( x \) and \( y \). Introducing the variable \( s_{\ell\nu} := (p_\ell + p_\nu)^2 \), I find the relations

\[
q^0 = \frac{s_\ell + m_\ell^2 - s_{\ell\nu}}{2\sqrt{s_\ell}}, \quad x = 1 + \frac{m_\gamma^2}{s_\ell} - \frac{s_{\ell\nu}}{s_\ell},
\]

(2.20)

The range of \( s_{\ell\nu} \) is obviously

\[
m_\ell^2 \leq s_{\ell\nu} \leq (\sqrt{s_\ell} - m_\gamma)^2,
\]

(2.21)

which leads to

\[
2\sqrt{s_\ell} \leq x \leq 1 + z_\gamma - z_\ell,
\]

(2.22)

where I have defined

\[
z_\ell := \frac{m_\ell^2}{s_\ell}, \quad z_\gamma = \frac{m_\gamma^2}{s_\ell}.
\]

(2.23)

The range of \( y \) for a given value of \( x \) can be found as follows. Determine the boost from \( \Sigma_{\ell\nu\gamma} \) to the \( \ell\nu \) centre-of-mass frame \( \Sigma_{\ell\nu} \) by considering the vector \( p_\ell + p_\nu \) in both frames. Define \( z = \cos \hat{\theta}_\ell \) with \( \hat{\theta}_\ell \) being the angle between the lepton momentum in \( \Sigma_{\ell\nu} \) and the dilepton line of flight in \( \Sigma_{\ell\nu\gamma} \). Then, with the help of the inverse boost, you will find \( y \) in terms of \( z \) and \( x \):

\[
y = z \sqrt{x^2 - 4z_\gamma(1 + z_\gamma - z_\ell - x) + (2 - x)(1 + z_\gamma + z_\ell - x)}
\]

\[
2(1 + z_\gamma - x).
\]

(2.24)

In the limit \( m_\gamma \to 0 \), I obtain the following range:

\[
1 - x + \frac{z_\ell}{1 - x} \leq y \leq 1 + z_\ell.
\]

(2.25)

Similar to \( K_{\ell\ell} \), I introduce for the radiative process the momenta

\[
P := p_1 + p_2, \quad Q := p_1 - p_2, \quad L := q + p_\ell + p_\nu, \quad N := q + p_\ell - p_\nu.
\]

(2.26)

It will be useful to define also the momenta

\[
\hat{L} := p_\ell + p_\nu = L - q, \quad \hat{N} := p_\ell - p_\nu = N - q.
\]

(2.27)

Total momentum conservation implies \( p = P + L \). I will use the Lorentz invariants

\[
s := (p_1 + p_2)^2, \quad t := (p_1 - p_2)^2, \quad u := (p_2 - p_1)^2, \quad s_{\gamma} := (p_\nu + q)^2 = s_\ell(x + y - 1).
\]

(2.28)

In the appendix B.2, the Lorentz transformations between the three reference frames are determined and all the Lorentz invariant products are computed.

153
CHAPTER 2. KINEMATICS AND DECAY RATE

2.2.2 Matrix Element, Form Factors and Decay Rate

The matrix element of the radiative decay (2.16) has the form (in analogy to $K_{\ell 3\gamma}$ [21])

$$\mathcal{T}_\gamma = -\frac{G_{F}}{\sqrt{2}} e V_{u}\epsilon_\mu(q) \left[ \mathcal{H}^{\mu\nu} \bar{u}(p_\nu) \gamma_\nu (1 - \gamma^5) v(p_\ell) + \mathcal{H}^\nu \frac{1}{2 p_{\ell q}} \bar{u}(p_\nu) \gamma_\nu (1 - \gamma^5)(m_\ell - \ell - q) \gamma^\nu v(p_\ell) \right]$$

$$=: \epsilon_\mu(q)^* M_\mu,$$  (2.29)

where $\mathcal{H}^{\mu\nu} = \mathcal{V}^{\mu\nu} - \mathcal{A}^{\mu\nu}$ is the hadronic part of the $K_{\ell 4}$ matrix element. The second part of the matrix element stems from diagrams where the photon is radiated off the lepton line, the first part contains all the rest. The hadronic tensor $\mathcal{H}^{\mu\nu} = \mathcal{V}^{\mu\nu} - \mathcal{A}^{\mu\nu}$ is defined by

$$\mathcal{I}^{\mu\nu} = i \int 3^3 x e^{iqx} (\pi^+ (p_1) \pi^- (p_2) ) [\Pi^{\mu\nu}(x) I^{\nu}(0)] |K^+ (p)\rangle,$$  (2.30)

and satisfies the Ward identity

$$q_\mu \mathcal{H}^{\mu\nu} = \mathcal{H}^\nu,$$  (2.31)

such that the condition $q_\mu M_\mu = 0$ required by gauge invariance is fulfilled.

If the contributions from the anomalous sector are neglected, the hadronic tensor can be decomposed into dimensionless form factors as (the photon is taken on-shell)

$$\mathcal{H}^{\mu\nu} = \frac{i}{M_{K^+}} \eta^{\mu\nu} \mathcal{P} + \frac{i}{M_{K^+}^2} (P^{\mu} \Pi_{\nu}^0 + Q^{\mu} \Pi_{\nu}^1 + L^{\mu} \Pi_{\nu}^2),$$

$$\Pi_{\nu}^0 = \frac{1}{M_{K^+}} (P^{\nu} \Pi_{00} + Q^{\nu} \Pi_{11} + L^{\nu} \Pi_{22} + q^{\nu} \Pi_{33}).$$  (2.32)

Gauge invariance requires the following relations:

$$M_{K^+}^2, F - P q \Pi_{00} - Q q \Pi_{10} - L q \Pi_{20} = 0,$$

$$M_{K^+}^2, G - P q \Pi_{01} - Q q \Pi_{11} - L q \Pi_{21} = 0,$$

$$M_{K^+}^2, R - P q \Pi_{02} - Q q \Pi_{12} - L q \Pi_{22} = 0,$$

$$M_{K^+}^2, \Pi + P q \Pi_{03} + Q q \Pi_{13} + L q \Pi_{23} = 0,$$  (2.33)

where $F$, $G$ and $R$ are the $K_{\ell 4}$ form factors.

The partial decay rate for $K_{\ell 4\gamma}$ is given by

$$d\Gamma = \frac{1}{2 M_{K^+} (2\pi)^3} \sum_{\text{spins}} |\mathcal{T}_\gamma|^2 2\delta^{(4)} (p - P - L) \frac{d^3 p_1}{2 p_1^0} \frac{d^3 p_2}{2 p_2^0} \frac{d^3 p_\ell}{2 p_\ell^0} \frac{d^3 q}{2 q^0}.$$  (2.34)

Seven integrals can be performed, leaving the integrals over the eight phase space variables:

$$d\Gamma = G_F^2 |V_{us}|^2 \epsilon_\ell^2 \sigma_\ell(s) X M_{K^+} J_8(s, s_\ell, \theta_\pi, \theta_\gamma, \phi, x, y, \phi_\ell) ds ds_\ell d\cos \theta_\ell d\phi dx dy d\phi_\ell.$$  (2.35)

The procedure how to find the explicit expression for $J_8$ in terms of the form factors is explained in appendix C.2.
Chapter 3

\( \chi \)PT Calculation of the Amplitudes

Isospin symmetry is the symmetry under \( SU(2) \) transformations of up- and down-quarks. In nature, this symmetry is realised only approximately. The source of isospin symmetry breaking is twofold: on the one hand, \( u \)- and \( d \)-quarks do not have the same mass, on the other hand, their electric charge is different. On the fundamental level of the standard model, we can therefore distinguish between quark mass effects and electromagnetic effects.

Usually, calculations of processes can be simplified substantially if isospin symmetry is assumed to be exact. In order to link such calculations to real word measurements, the effects of isospin breaking have to be known. The aim of this work is to compute such isospin-breaking corrections to the \( K_{\ell 4} \) decay.

As \( K_{\ell 4} \) is a process that happens at low energies, the hadronic part of the matrix element cannot be computed perturbatively in QCD. The low-energy effective theory of QCD, chiral perturbation theory (\( \chi \)PT) \cite{1–3}, does not treat quarks and gluons but the Goldstone bosons of the spontaneously broken chiral symmetry of QCD as the degrees of freedom. In this effective theory, the isospin-breaking effects show up as differences in the masses of the charged and neutral mesons and in form of photonic corrections. The meson mass differences are due to both isospin-breaking sources, the quark mass difference as well as electromagnetism. I compute the isospin-breaking effects in \( K_{\ell 4} \) within \( \chi \)PT including virtual photons and leptons \cite{17, 18}. As this is a well-known framework, I abstain from giving a review but only collect the most important formulae in appendix D in order to settle the conventions.

I take into account only first order corrections in the isospin-breaking parameters and effects up to one loop. The leading-order form factors behave as \( \mathcal{O}(p) \), i.e. I consider effects of \( \mathcal{O}(p^3) \), \( \mathcal{O}(\epsilon p^3) \), \( \mathcal{O}(e^2 p) \), where \( e = +|e| \) is the electric unit charge and

\[
\epsilon := \frac{\sqrt{3}}{4} m_u - m_d, \quad \hat{m} := \frac{m_u + m_d}{2}.
\]

Since the chiral anomaly shows up first at next-to-leading chiral order, I do not compute isospin-breaking corrections to the form factor \( H \).

3.1 Mass Effects

In contrast to the photonic effects that appear as \( \mathcal{O}(e^2) \) corrections in my calculation, the ‘non-photonic’ electromagnetic effects due to the different meson masses in the loops give corrections of the order \( \mathcal{O}(Ze^2) \), where \( Z \) is the low-energy constant in \( \mathcal{L}_{\epsilon\chi} \). This allows for a separation of the mass effects from purely photonic corrections (a subtlety concerning the counterterms will be
discussed later). Let us thus first discuss the mass effects, i.e. the isospin corrections in the absence of virtual photons.

These $\mathcal{O}(\epsilon^3)$ and $\mathcal{O}(Ze^2p)$ effects have been considered in [14, 15, 10]. The present calculation agrees with the results given in [14, 15]. For completeness, I give the explicit expressions in my conventions.

### 3.1.1 Leading Order

At leading order, we have to compute two tree-level diagrams, shown in figure 3.1.

![Figure 3.1: Tree-level diagrams for the $K\ell_4$ decay.](image)

Diagram 3.1a contributes to the form factors $F$, $G$ and $R$, whereas diagram 3.1b only contributes to the form factor $R$. This is true for all diagrams with an intermediate kaon pole, also at one-loop level.

The leading-order results for the form factors are:

\[
F_{\text{LO}}^{\text{LO}} = G_{\text{LO}}^{\text{LO}} = \frac{M_{K^+}}{\sqrt{2} F_0},
\]

\[
R_{\text{LO}}^{\text{LO}} = \frac{M_{K^+}^2 - s - s_\ell - \nu - 4\Delta_\pi}{2\sqrt{2} F_0} M_{K^+}^2 - s_\ell,
\]

\[
T_{\text{LO}}^{\text{LO}} = 0.
\]

Only the form factor $R$ gets at leading order an isospin correction due to the mass effects.

### 3.1.2 Next-to-Leading Order

Since the contributions of both $R$ and $T$ to the decay rate are suppressed by $m_\ell^2$ and experimentally inaccessible in the electron mode, I will calculate only corrections to the form factors $F$ and $G$.

Thus, I neglect at next-to-leading order all diagrams that contribute only to the form factor $R$, i.e. diagrams with a kaon pole in the $s_\ell$-channel. It is convenient to write the NLO expressions for the form factors as

\[
F_{\text{NLO}}^{\text{NLO}} = F_{\text{LO}}^{\text{LO}} \left( 1 + \delta F_{\text{NLO}}^{\text{NLO}} \right),
\]

\[
G_{\text{NLO}}^{\text{NLO}} = G_{\text{LO}}^{\text{LO}} \left( 1 + \delta G_{\text{NLO}}^{\text{NLO}} \right).
\]

Since the LO contribution is of $\mathcal{O}(p)$, the order of the NLO corrections considered here is

\[
\delta F_{\text{NLO}}^{\text{NLO}} , \delta G_{\text{NLO}}^{\text{NLO}} = \mathcal{O}(p^2) + \mathcal{O}(\epsilon^2) + \mathcal{O}(Ze^2).
\]

Of course, the loop integrals appearing at NLO are UV-divergent. I will regularise them dimensionally and renormalise the theory as usual in the $\overline{\text{MS}}$ scheme. The divergent parts of the loop integrals are cancelled by the divergent parts of the LECs.

The explicit NLO results are rather lengthy and can be found in appendix E.1.
3.1. MASS EFFECTS

3.1.2.1 Loop Diagrams

At NLO, we have to compute the tadpole diagram 3.2a with all possible mesons ($\pi^0$, $\pi^+$, $K^0$, $K^+$, and $\eta$) in the loop as well as the diagrams 3.2b-3.2d with two-meson intermediate states in the $s$-, $t$- and $u$-channel.

![Loop Diagrams](image)

**Figure 3.2:** One-loop diagrams contributing to the $K_{\ell 4}$ form factors $F$ and $G$.

The contributions of the meson loop diagrams can be expressed in terms of the scalar loop functions $A_0$ and $B_0$ (which should not be confused with the low-energy constant $B_0$).

3.1.2.2 Counterterms

![Counterterm Diagram](image)

**Figure 3.3:** Counterterm diagram contributing to the $K_{\ell 4}$ form factors $F$ and $G$.

I express the one-loop corrections in terms of the scalar loop functions $A_0$ and $B_0$. These loop functions contain UV divergences that have to cancel against the UV divergences in the counterterms and the field strength renormalisation. The only relevant counterterm diagram is shown in figure 3.3. It contains a vertex from the NLO Lagrangian. Now, a subtlety arises here. As we are interested in the mass effects, we have neglected pure $O(e^2)$ loop corrections, but kept $O(Ze^2)$ contributions. If we used the same prescription for the counterterms, the UV divergences would not cancel. The reason is that some of the electromagnetic LECs $K_i$ contain a factor $Z$ in their beta function, hence their divergent part is multiplied by $Z$ and contributes at $O(Ze^2)$. We therefore have to assign also these LECs to the mass effects.
3.1.2.3 External Leg Corrections

The last contribution at NLO are the external leg corrections. We have to compute only the field strength renormalisation of the mesons (the lepton propagators get no corrections). For the self-energy of the mesons at NLO, the corrections to the propagator shown in figure 3.4 have to be taken into account. All the Goldstone bosons $\pi^+$, $\pi^0$, $K^+$, $K^0$ and $\eta$ have to be inserted in the tadpole diagram.

3.1.2.4 Renormalisation

The complete expressions for the form factors at NLO including the mass effects are

$$X_{ME}^{NLO} = X_{ME}^{LO} \left(1 + \delta X_{ME}^{NLO}\right),$$  \hspace{1cm} (3.3)

with

$$\delta X_{ME}^{NLO} = \delta X_{tadpole}^{NLO} + \delta X_{s-loop}^{NLO} + \delta X_{u-loop}^{NLO} + \delta X_{ct}^{NLO} + \delta X_{Z}^{NLO},$$  \hspace{1cm} (3.5)

where $X \in \{F,G\}$. The explicit expressions for the individual contributions can be found in the appendix E.1. The form factors have to be UV-finite, hence, we should check that in the above sum, all the UV divergences cancel. If I replace the LECs with the help of (D.14) and the loop functions with (A.2), I find indeed that all the terms proportional to the UV divergence cancel.

3.2 Photonic Effects

In a next step, I calculate in the effective theory the effects due to the presence of photons. I include virtual photon corrections up to NLO, i.e. I have to compute again one-loop diagrams, counterterms and external leg corrections. The sum of these contributions will be UV-finite but contain IR and collinear (in the limit $m_\ell \to 0$) singularities. As it is well known, the IR divergences will cancel in the sum of the decay rates of $K_{\ell4}$ and the soft real photon emission process $K^+ \to \pi^+ \pi^- \nu_\ell \gamma_{soft}$.

The collinear divergence is in the physical case regulated by the lepton mass, which plays the role of a natural cut-off. It cancels in the sum of the decay rates of $K_{\ell4}$ and the (soft and hard) collinear real photon emission process. (Note that at $\mathcal{O}(e^2)$, the emission of only one photon has to be taken into account.) The fully inclusive decay rate $K^+ \to \pi^+ \pi^- \nu_\ell (\gamma)$ is free of IR and mass divergences and does not depend on a cut-off, in accordance with the KLN theorem [22–24].

As in the case of the mass effects, also the photonic effects have already been computed in [14, 15]. However, in these works a whole gauge invariant class of diagrams appearing at NLO has been overlooked\(^1\). The present calculation confirms the results for the diagrams calculated in [15] (in [14], eq. (72) gives a wrong result for one of the diagrams) and completes it with the missing class of diagrams.

For the calculation of the photonic effects, I take into account NLO corrections of $\mathcal{O}(e^2)$, but I neglect contributions of $\mathcal{O}(Ze^2)$ as well as $\mathcal{O}(e^3)$, since they are treated by the mass effects.

\(^1\)I thank V. Cuplov for confirming this.
3.2. PHOTONIC EFFECTS

3.2.1 Leading Order

Photonic effects appear already at leading order in the effective theory, i.e. at $\mathcal{O}(e^2p^{-1})$, as diagrams with a virtual photon splitting into two pions. In addition to the $\mathcal{O}(e^0p)$ tree-level diagrams in figure 3.1, the diagrams shown in figure 3.5 have to be calculated.

![Figure 3.5: Tree-level diagrams for the $K\ell\pi$ decay with a virtual photon.](image)

The diagram 3.5a contributes to the form factors $G$, $R$ and the tensorial form factor $T$. However, the contribution to $G$ gets exactly cancelled by the diagram 3.5b. Diagram 3.5c only contributes to $R$.

Therefore, the contribution of the diagrams in figure 3.5 does not alter the form factors $F$ and $G$:

$$F_{\text{LO virt}} = \frac{M_{K^+}}{\sqrt{2}F_0}, \quad G_{\text{LO virt}} = \frac{M_{K^+}}{\sqrt{2}F_0}. \quad (3.6)$$

The other form factors read (in agreement with [14])

$$F_{\text{LO virt}} = \frac{M_{K^+}}{2\sqrt{2}F_0} \left( \frac{M_{K^+}^2 - s - s^\ell - \nu}{M_{K^+}^2 - s^\ell} + \frac{4e^2F_0}{s} \left( \frac{s_{1\ell} - s_{3\ell}}{u^\ell - m_{\ell}^2} + \frac{\nu}{M_{K^+}^2 - s_{1\ell}} \right) \right), \quad (3.7)$$

$$T_{\text{LO virt}} = 2\sqrt{2}e^2F_0 \frac{M_{K^+}^2 + m_{\ell}^2}{s(u^\ell - m_{\ell}^2)}. \quad (3.8)$$

We see that the tensorial form factor $F_5$, which was defined above,

$$F_5 = \frac{\sigma_{\pi}(s)s_{1\ell}}{2M_{K^+}m_{\ell}} T, \quad (2.14)$$

stays finite in the limit $m_{\ell} \to 0$. This shows that its contribution to the decay rate (see (C.20) and (C.21) in the appendix) is suppressed by $m_{\ell}^2$. In the following, I will therefore only consider the form factors $F$ and $G$.

3.2.2 Next-to-Leading Order

In order to regularise the IR divergence of loop diagrams with virtual photons, I introduce an artificial photon mass $m_{\gamma}$ and use the propagator of a massive vector field:

$$\tilde{G}^{\mu\nu}(k) = \frac{-i}{k^2 - m_{\gamma}^2 + i\epsilon} \left( g^{\mu\nu} - \frac{k^{\mu}k^{\nu}}{m_{\gamma}^2} \right). \quad (3.8)$$

The same regulator has to be used in the calculation of the radiative process. In the end, one has to take the limit $m_{\gamma} \to 0$, which restores gauge invariance. Terms that do not contribute in this limit are neglected.
For the NLO calculation of photonic effects, I consider all contributions to the form factors $F$ and $G$ of $\mathcal{O}(e^2p)$. They consist of loop diagrams with virtual photons, counterterms and external leg corrections for $K_{\ell4}$. On the other hand, tree diagrams for the radiative process $K_{\ell4\gamma}$ have to be included at the level of the decay rate.

It is again convenient to write the NLO contribution in the form

$$
F_{\text{virt.}\gamma}^{\text{NLO}} = F_{\text{virt.}\gamma}^{\text{LO}} \left( 1 + \delta F_{\text{virt.}\gamma}^{\text{NLO}} \right),
$$

$$
G_{\text{virt.}\gamma}^{\text{NLO}} = G_{\text{virt.}\gamma}^{\text{LO}} \left( 1 + \delta G_{\text{virt.}\gamma}^{\text{NLO}} \right).
$$

The explicit results are collected in the appendix E.2.

### 3.2.2.1 Loop Diagrams

A first class of loop diagrams is obtained by adding a virtual photon to the tree diagrams in figure 3.1. All diagrams contributing to $F$ and $G$ are shown in figure 3.6. Again, diagrams with a virtual kaon pole are omitted, as they contribute only to $R$.

I choose to express most of the results in terms of the basic scalar loop functions $A_0$, $B_0$, $C_0$ and $D_0$.

![Figure 3.6: First set of one-loop diagrams with virtual photons: they are obtained by a virtual photon insertion in the tree diagrams in figure 3.1 (I drop the labels for the external particles as they are always the same). Diagrams contributing only to the form factor $R$ are omitted.](image-url)
3.2. PHOTONIC EFFECTS

Figure 3.7: Second set of one-loop diagrams with virtual photons: they are obtained by a meson loop insertion in the tree diagrams in figure 3.5. Diagrams contributing only to the form factor $R$ are omitted.

The contributions of the diagrams 3.6a - 3.6d, where one end of the photon line is attached to a charged external line and the other end to the vertex, are all IR-finite.

The next six (triangle) diagrams, obtained by attaching a virtual photon to two external lines, generate an IR divergence. My results differ from [15] only by the contribution of the additional term in the propagator for the massive vector boson. This contribution will cancel in the sum with the external leg corrections.

The remaining eight diagrams in this first set consist of one bulb, four triangle and finally three box diagrams that are obtained by an insertion of a virtual photon into diagram 3.1b.

A second set of loop diagrams, shown in figure 3.7, is obtained by inserting virtual mesons into the tree-level diagrams in figure 3.5. Although the contributions of the LO diagrams in figure 3.5 to the form factors $F$ and $G$ vanish, the NLO diagrams give a finite contribution to $G$. To my knowledge, they have not been considered in the previous literature.

In diagrams 3.7a - 3.7c, we have to insert charged mesons in the loop. In the tadpole loops, all octet mesons have to be included.

3.2.2.2 Counterterms

In order to renormalise the UV divergences in the loop functions, we have to compute the counterterm contribution, i.e. tree-level diagrams with one vertex from $L_p$, $L_{e^+e^-p}^2$ or $L_{lep}$.

Figure 3.8: Counterterms needed to renormalise the loops with virtual photons.
3.2.2.3 External Leg Corrections

In order to complete the NLO calculation, we need the external leg corrections at $O(e^2 p)$. At this order, the corrections for both charged mesons and lepton have to be taken into account.

![Figure 3.9: Meson and lepton self-energy diagrams.](image)

The calculation of the field strength renormalisation and its contribution to the form factors can be found in the appendix E.2.3.

3.2.2.4 Renormalisation

The form factors at $O(e^2 p)$ are given by

$$X_{\text{NLO}} = X_{\text{LO}} (1 + \delta X_{\text{NLO}}), \quad X \in \{F,G\},$$

where the NLO corrections consist of

$$\delta X_{\text{NLO}} = \delta X_{\gamma\text{-loop}}^{\text{NLO}} + \delta X_{\gamma\text{-pole}}^{\text{NLO}} + \delta X_{\gamma\text{-ct}}^{\text{NLO}} + \delta X_{\gamma\text{-Z}}^{\text{NLO}}.$$

The individual contributions are all given explicitly in the appendix E.2. With these expressions, it can be easily verified that the contributions stemming from the additional term $k^\mu k^\nu/m_\gamma^2$ in the propagator for a massive gauge boson (with respect to a massless propagator in Feynman gauge) cancel in the above sum (in the limit $m_\gamma \to 0$). In appendix C.2, I show that the radiative decay rate only gets $O(m_\gamma^2)$ contributions from the additional term in the propagator. Hence, in the limit $m_\gamma \to 0$, the longitudinal modes decouple and gauge invariance is restored [25].

Next, let us check that the UV-divergent parts cancel in the sum of all NLO contributions. Working in the $\overline{\text{MS}}$ scheme, I replace the LECs according to (D.14) with their renormalised counterparts. Introducing also the renormalised loop functions (A.2) and tensor coefficient functions (A.8), I find that all the terms proportional to the UV divergence $\lambda$ cancel.

3.2.3 Real Photon Emission

As explained before, an IR-finite result can only be obtained for a sufficiently inclusive observable. In the present case, we have to add the $O(e^2)$ contribution of the radiative process at the decay rate level. Let us therefore compute the $O(e)$ tree-level amplitude for $K_{\ell 4}\gamma$.

The relevant diagrams are shown in figure 3.10. If we use the decomposition of the matrix element defined in section 2.2.2, the diagrams 3.10e and 3.10l just reproduce the second term in (2.29), where the hadronic part is given by the LO $K_{\ell 4}$ form factors in the isospin limit.

The diagrams 3.10d and 3.10k, where the photon is emitted off the vertex, correspond to the form factor $\Pi$:

$$\Pi = \frac{M_{K^+}}{2\sqrt{2} F_0} \left( 5 - \frac{s + \nu}{M_{K^+}^2 - st} \right),$$

where $\nu = t - u$. 
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Figure 3.10: Tree-level diagrams for the decay $K_{\ell 4\gamma}$.

The form factors $\Pi_{ij}$ correspond to the remaining 8 diagrams, where the photon is emitted off a meson line or a mesonic vertex. The form factors multiplying $\bar{u}(p_\nu)\not{P}(1 - \gamma^5)v(p_\ell)$ or $\bar{u}(p_\nu)\not{Q}(1 - \gamma^5)v(p_\ell)$ have a simple form:

$$
\begin{align*}
\Pi_{00} &= \Pi_{01} = -\frac{M_{K^+}^2}{\sqrt{2F_0}} \left( \frac{2}{m_\gamma^2 - 2pq} + \frac{1}{m_\gamma^2 + 2p_1q} - \frac{1}{m_\gamma^2 + 2p_2q} \right), \\
\Pi_{10} &= \Pi_{11} = -\frac{M_{K^+}^2}{\sqrt{2F_0}} \left( \frac{1}{m_\gamma^2 + 2p_1q} + \frac{1}{m_\gamma^2 + 2p_2q} \right), \quad (3.13) \\
\Pi_{20} &= \Pi_{21} = -\frac{M_{K^+}^2}{\sqrt{2F_0}} \frac{2}{m_\gamma^2 - 2pq}.
\end{align*}
$$

The remaining form factors are a bit more complicated. They satisfy the relations

$$
\begin{align*}
\Pi_{03} &= -\Pi_{02} = -\frac{M_{K^+}^2}{\sqrt{2F_0}} \frac{2}{m_\gamma^2 + 2p_1q}, \\
\Pi_{13} &= -\Pi_{12} = -\frac{M_{K^+}^2}{\sqrt{2F_0}} \frac{2}{m_\gamma^2 + 2p_1q}, \quad (3.14) \\
\Pi_{23} &= -\Pi_{22}.
\end{align*}
$$
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In the limit \(m_\gamma \to 0\), I find

\[
\Pi_{02} = \frac{M_{K^+}^3}{\sqrt{2} F_0} \frac{1}{M_{K^+}^2 - s_\ell} + 2Lq \left( \frac{M_{K^+}^2 - s - t + u - s_\ell}{4} \left( \frac{2}{p_1 q} - \frac{1}{p_2 q} + \frac{1}{p_1 q} - \frac{Lq - Qq}{p_1 q} - \frac{Lq}{p_1 q} - \frac{Qq}{p_2 q} \right) \right),
\]

\[
\Pi_{12} = \frac{M_{K^+}^3}{\sqrt{2} F_0} \frac{1}{M_{K^+}^2 - s_\ell} + 2Lq \left( \frac{M_{K^+}^2 - s - t + u - s_\ell}{4} \left( \frac{1}{p_1 q} - \frac{1}{p_2 q} - \frac{Lq}{p_1 q} + \frac{Qq}{p_2 q} + 3 \right) \right),
\]

\[
\Pi_{22} = \frac{M_{K^+}^3}{\sqrt{2} F_0} \frac{1}{M_{K^+}^2 - s_\ell} + 2Lq \left( \frac{M_{K^+}^2 - s - t + u - s_\ell}{2} \left( \frac{1}{p_1 q} + \frac{2}{M_{K^+}^2 - s_\ell} + \frac{Lq - Qq}{p_1 q} + 1 \right) \right).\]

(3.15)

These expressions fulfil the relations (2.33) as required by gauge invariance.

The contribution of the diagrams 3.10f-3.10j to the decay rate is helicity suppressed by a factor of \(m_\ell^2\). The suppression at leading chiral order also works for the diagrams 3.10k and 3.10l. One could therefore omit all diagrams with a kaon pole in the limit \(m_\ell \to 0\). However, from a technical point of view, this barely reduces the complexity of the calculation. Hence, I have given here the results for the form factors using the complete set of diagrams. Moreover, at higher chiral order, one has to expect structure dependent contributions not suppressed by \(m_\ell^2\).
Chapter 4

Extraction of the Isospin Corrections

This section discusses the extraction of the isospin-breaking corrections to the $K_{e4}$ form factors and decay rate. While the experiments are performed in our real world, where isospin is broken, it is useful to translate measured quantities into the context of an ideal world with conserved isospin, i.e. a world with no electromagnetism and identical up- and down-quark masses. The motivation for doing such a transformation is that in an isospin symmetric world, calculations may become much easier. The isospin-breaking corrections for $K_{e4}$ will be used in a forthcoming dispersive treatment of this decay [26–28], which is performed in the isospin limit.

Correcting the isospin-breaking effects in existing experimental data on the $K_{e4}$ form factors is a delicate matter: the $K_{e4}$ form factors are in the real world themselves not observable quantities, because they are not infrared-safe. As explained above, any experiment will measure a semi-inclusive decay rate of $K_{e4}$ and $K_{e4+n\gamma}$, typically with some cuts on the real photons. These cuts are detector specific and naturally defined in the lab frame. It is almost impossible to handle such cuts in an analytic way. Therefore, one must rely on a Monte Carlo simulation of the semi-inclusive decay that models the detector geometry and all the applied cuts in order to extract isospin corrected quantities. I suggest for future experiments the inclusion of the here presented amplitudes for $K_{e4}$ and $K_{e4+n\gamma}$ in a Monte Carlo simulation like PHOTOS [16].

The isospin corrections due to the mass effects can be extracted directly for the form factors. For the photonic effects, I calculate the radiative corrections to the (semi-)inclusive decay rate.

4.1 Mass Effects

I define the isospin-breaking corrections to the form factors as follows.

The measured semi-inclusive differential decay rate $d\Gamma_{\exp}^{(\gamma, \text{cut})}$ (neglecting experimental uncertainties) equals the result from the presented NLO calculation up to higher order in the chiral expansion or the isospin-breaking parameters:

$$d\Gamma_{\exp}^{(\gamma, \text{cut})} = d\Gamma_{\text{NLO}}^{(\gamma, \text{cut})} + h.o. = d\Gamma_{\text{iso}}^{\text{NLO}} + \Delta d\Gamma_{\text{ME}}^{\text{NLO}} + \Delta d\Gamma_{\text{virt.}}^{\text{NLO}} + \int_{\text{cut}} d\Gamma_{\gamma} + \mathcal{O}(p^6, \epsilon p^6, Z e^2 p^4, e^2 p^4) + \mathcal{O}(\epsilon^2, \epsilon e^2, e^4),$$

(4.1)

where the real photon in the radiative decay rate is integrated using the same cuts as in the experiment. I expect the contribution of higher order in the breaking parameters to be negligible,
while the $O(p^6)$ contribution is certainly not. The different terms are of the following order:

\[
d\Gamma_{\text{iso}}^\mathrm{NLO} = O(p^4), \quad \Delta d\Gamma_{\text{ME}}^\mathrm{NLO} = O(\epsilon p^4, Z e^2 p^2),
\]

\[
\Delta d\Gamma_{\text{virt},\gamma}^\mathrm{NLO} = O(\epsilon^2 p^2), \quad \int_\text{cut} d\Gamma_{\gamma} = O(\epsilon^2 p^2).
\]  

(4.2)

The NA48/2 analysis assumes the following isospin-breaking effects:

\[
d\Gamma_{\text{exp}}^{(\gamma,\text{cut})} = d\Gamma_{\text{exp}} + \Delta d\Gamma_{\text{Coulomb}} + \Delta d\Gamma_{\text{PHOTOS}}^\text{cut},
\]

(4.3)

If I assume

\[
\Delta d\Gamma_{\text{Coulomb}} + \Delta d\Gamma_{\text{PHOTOS}}^\text{cut} \approx \Delta d\Gamma_{\text{NLO}}^\text{virt,\gamma} + \int_\text{cut} d\Gamma_{\gamma} + O(e^2 p^4),
\]

(4.4)

(an approximation that I will test later), the form factors given by the experiment contain only the isospin-breaking mass effects (note that $X^\mathrm{LO} = O(p)$):

\[
X_{\text{exp}} = X_{\text{ME}}^\mathrm{NLO} + O(\epsilon p^4, Z e^2 p^2).
\]  

(4.5)

The relative isospin corrections to the form factors due to the mass effects are

\[
\delta_{\text{ME}} X := 1 - \frac{X_{\text{iso}}}{X_{\text{ME}}} = 1 - \frac{X_{\text{iso}}}{X_{\text{ME}}^\mathrm{NLO}} + O(\epsilon p^4, Z e^2 p^2).
\]  

(4.6)

The uncertainty can be na"ively estimated to be $O(\epsilon p^4, Z e^2 p^2) \approx 0.2\%$. The mass effects at NNLO in the chiral expansion have been studied in a dispersive treatment [13] and found to be small given the present experimental accuracy.

The definition of the isospin limit is a convention. I choose here

\[
X_{\text{iso}}^{\text{NLO}} := \lim_{\epsilon \to 0, M_\gamma \to M_\gamma^{\text{exp}}, M_{\pi^0} \to M_{\pi^0}^{\text{exp}}, M_K \to M_K^{\text{exp}}} X_{\text{ME}}^{\text{NLO}}.
\]  

(4.7)

4.2 Photonic Effects

In this section, I calculate the (semi-)inclusive decay rate for $K_{\ell 4}(\gamma)$. This will allow on the one hand for a more precise treatment of photonic corrections in future experiments (compared to previous treatments that do not make use of the matrix elements). On the other hand, I will be able to study the approximation

\[
\Delta d\Gamma_{\text{Coulomb}} + \Delta d\Gamma_{\text{PHOTOS}}^\text{cut} \approx \Delta d\Gamma_{\text{virt},\gamma}^\text{NLO} + \int_\text{cut} d\Gamma_{\gamma} + O(\epsilon^2 p^4),
\]

although not for the experimental cuts, but for a simplified cut that can be handled analytically.

4.2.1 Strategy for the Phase Space Integration

I have introduced a finite photon mass as a regulator and will eventually send this regulator to zero (in the inclusive decay rate). We are not interested in the full dependence of the decay rate on the photon mass, but only in terms that do not vanish in the limit $m_\gamma \to 0$, i.e. in the IR-singular and finite pieces.

I use this fact to simplify the calculation as follows. I split the phase space of the radiative decay into a soft photon and a hard photon region. In the soft region, I use the soft photon approximation (SPA) to simplify the amplitude. This region will produce the IR singularity, which cancels against the divergence in the virtual corrections. The hard region gives an IR-finite result. Here, the limit $m_\gamma \to 0$ can be taken immediately. The dependence on the photon energy cut $\Delta \epsilon$ that separates the soft from the hard region must cancel in the sum of the two contributions. The hard region either covers the whole hard photon phase space, or alternatively, an additional cut on the maximum photon energy in the dilepton-photon system can be introduced rather easily.
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4.2.2 Soft Region

Let us calculate the soft photon amplitude. In the real emission amplitude

$$\mathcal{T}_\gamma = -\frac{G_F}{\sqrt{2}} eV_{us}^{*} \epsilon_{\mu}(q)^* \left[ \mathcal{H}^{\mu\nu} \mathcal{L}_\nu + \mathcal{H}_\nu \tilde{\mathcal{L}}^{\mu\nu} \right]$$

(4.9)

where

$$\mathcal{L}_\nu := \bar{u}(p_\nu) \gamma_{\nu}(1 - \gamma^5)v(p_\nu),$$

$$\tilde{\mathcal{L}}^{\mu\nu} := \frac{1}{2pq} \bar{u}(p_\nu) \gamma^\nu(1 - \gamma^5)(m_\ell - p_\ell - q) \gamma^\mu v(p_\ell),$$

$$\mathcal{H}_\nu := \frac{i}{M_{K^+}} (P_\nu F + Q_\nu G + L_\nu R),$$

$$\mathcal{H}^{\mu\nu} := \frac{i}{M_{K^+}} g^{\mu\nu} \Pi + \frac{i}{M_{K^+}^2} (P^{\mu} \Pi_0^\nu + Q^{\mu} \Pi_1^\nu + L^{\mu} \Pi_0^\nu),$$

$$\Pi^\nu := \frac{1}{M_{K^+}} (P^{\mu} \Pi_0^\nu + Q^{\mu} \Pi_1^\nu + L^{\mu} \Pi_2^\nu + q^\nu \Pi_3^\nu),$$

I neglect according to the SPA terms with a \( q \) in the numerator, i.e. the \( q \) in \( \tilde{\mathcal{L}}^{\mu\nu} \) and the \( q' \) in \( \Pi^\nu \). If I insert the tree-level expressions for the form factors and consistently keep only terms that diverge as \( q^{-1} \), I find that the soft photon amplitude factorises as

$$\mathcal{T}_\gamma^{\text{soft}} = e \mathcal{T}^{\text{LO}}_{\text{iso}} \left( \frac{pe^*(q)}{pq} + \frac{pe^*(q)}{pq} + \frac{pe^*(q)}{pq} - \frac{pe^*(q)}{pq} \right),$$

(4.11)

where \( \mathcal{T}^{\text{LO}}_{\text{iso}} \) is the tree-level \( K_{\ell 4} \) matrix element in the isospin limit.

In the SPA, also the photon momentum in the delta function of the phase space measure is neglected. This means that we can essentially use \( K_{\ell 4} \) kinematics to describe the other momenta:

$$d\Gamma_\gamma^{\text{soft}} = \frac{1}{2M_{K^+}} \langle p_1 \rangle \langle p_2 \rangle \langle p_3 \rangle \langle p_4 \rangle \Theta(4)(p - p_1 - p_2 - p_3 - p_4) \sum_{\text{spins, polar.}} |\mathcal{T}_\gamma^{\text{soft}}|^2$$

$$= e^2 d\Gamma^{\text{LO}}_{\text{iso}} \int_{|q| \leq \Delta\varepsilon} \tilde{d}q \sum_{\text{polar.}} \left| \frac{pe^*(q)}{pq} + \frac{pe^*(q)}{pq} + \frac{pe^*(q)}{pq} - \frac{pe^*(q)}{pq} \right|^2$$

(4.12)

$$= -e^2 d\Gamma^{\text{LO}}_{\text{iso}} \int_{|q| \leq \Delta\varepsilon} \tilde{d}q \left[ \frac{M_{K^+}^2}{(pq)^2} + \frac{m_\gamma^2}{(pq)^2} + \frac{M_{\pi^+}^2}{(pq)^2} + \frac{M_{\pi^0}^2}{(pq)^2} \right.$$

$$- \frac{2pp_1}{(pq)(pq)} - \frac{2pp_1}{(pq)(pq)} + \frac{2pp_2}{(pq)(pq)}$$

$$+ \frac{2pp_1}{(pq)(pq)} - \frac{2pp_1}{(pq)(pq)} - \frac{2pp_1}{(pq)(pq)} \right],$$

where I use the abbreviation

$$\tilde{d}k := \frac{d^3k}{(2\pi)^3 2k^0}. \quad (4.13)$$

These are standard bremsstrahlung integrals, which have been computed in [29] (see also [30]). They amount to

$$I_1(k) := \int_{|q| \leq \Delta\varepsilon} \tilde{d}q \frac{1}{(kq)^2} = \frac{1}{8\pi^2} \frac{1}{k^2} \left[ 2 \ln \left( \frac{2\Delta\varepsilon}{m_\gamma} \right) - \frac{k^0}{|k|} \ln \left( \frac{k^0 + |k|}{k^0 - |k|} \right) \right] + \mathcal{O}(m_\gamma^2). \quad (4.14)$$
The integrals with two different momenta are more complicated:

\[
I_2(k_1, k_2) := \int_{|q| \leq \Delta \varepsilon} \frac{1}{(k_1 q)(k_2 q)} \left[ \frac{2}{k_1^2 - k_2^2} \ln \left( \frac{k_1^2}{k_2^2} \right) \ln \left( \frac{2\Delta \varepsilon}{m_\gamma} \right) + \tilde{I}_2(k_1, k_2) \right] + O(m_2^2),
\]

\[
\tilde{I}_2(k_1, k_2) = \frac{1}{k_1^0 - k_2^0}\left[ \frac{4}{3} \ln^2 \left( \frac{u_0^0 - |\tilde{q}|}{u_0^0 + |\tilde{q}|} \right) + \text{Li}_2 \left( \frac{v - u_0^0 + |\tilde{q}|}{v} \right) + \text{Li}_2 \left( \frac{v - u_0^0 - |\tilde{q}|}{v} \right) \right]_{u = k_1} \quad (4.15)
\]

where \( k = \alpha k_2 \) and \( \alpha \) is the solution of \((k_1 - \alpha k_2)^2 = 0\) such that \( \alpha k_2^0 - k_1^0 \) has the same sign as \( k_1^0 \). Further, \( v \) is defined as

\[
v := \frac{k_1^0 - k^2}{2(k_1^0 - k_2^0)},\]

I find it most convenient to evaluate the soft photon contribution in the rest frame of the two leptons and the photon, \( \Sigma_{\ell\gamma} \). The particle momenta in this frame are given by

\[
p^0 = \frac{M_{\pi}^2 - s + s_\ell}{2\sqrt{s_\ell}}, \quad |\vec{p}| = \frac{\lambda_{K\ell}^{1/2}(s)}{2\sqrt{s_\ell}},
\]

\[
p_1^0 = \frac{\sqrt{s_\ell}(1 + z_\ell)}{2}, \quad |\vec{p}_1| = \frac{\sqrt{s_\ell}}{2}(1 - z_\ell),
\]

\[
p_2^0 = \frac{PL + \sigma_\pi X \cos \theta_\pi}{2\sqrt{s_\ell}}, \quad |\vec{p}_2| = \sqrt{(p_2^0)^2 - M_{\pi}^2}.
\]

The bremsstrahlung integrals become

\[
I_1(p) = \frac{1}{8\pi^2} \frac{1}{M_{\pi}^2} \left[ 2 \ln \left( \frac{2\Delta \varepsilon}{m_\gamma} \right) - \frac{M_{\pi}^3 - s + s_\ell}{\lambda_{K\ell}^{1/2}(s)} \ln \left( \frac{M_{\pi}^2 - s + s_\ell + \lambda_{K\ell}^{1/2}(s)}{M_{\pi}^2 - s + s_\ell - \lambda_{K\ell}^{1/2}(s)} \right) \right],
\]

\[
I_1(p_1) = \frac{1}{8\pi^2} \frac{1}{m_\gamma} \left[ 2 \ln \left( \frac{2\Delta \varepsilon}{m_\gamma} \right) + \frac{1 + z_\ell}{1 - z_\ell} \ln (z_\ell) \right],
\]

\[
I_1(p_2) = \frac{1}{8\pi^2} \frac{1}{M_{\pi}^2} \left[ 2 \ln \left( \frac{2\Delta \varepsilon}{m_\gamma} \right) - \frac{p_1^0 + |\vec{p}_1|}{|\vec{p}_1|} \ln \left( \frac{p_1^0 + |\vec{p}_1|}{p_1^0 - |\vec{p}_1|} \right) \right],
\]

\[
I_1(p_2) = \frac{1}{8\pi^2} \frac{1}{M_{\pi}^2} \left[ 2 \ln \left( \frac{2\Delta \varepsilon}{m_\gamma} \right) - \frac{p_2^0 + |\vec{p}_2|}{|\vec{p}_2|} \ln \left( \frac{p_2^0 + |\vec{p}_2|}{p_2^0 - |\vec{p}_2|} \right) \right].
\]

The evaluation of the integrals with two momenta is straightforward but a bit tedious. I give here the respective values of \( \alpha(k_1, k_2) \):

\[
\alpha(p, p_3) = \frac{\lambda_{K\ell}^{1/2}(t, M_{\pi}^2, m_\gamma^2)}{2m_\gamma^2} + M_{\pi}^2 - t_\ell, \quad \alpha(p, p_1) = \frac{\lambda_{K\ell}^{1/2}(t) + M_{\pi}^2 + t_\ell}{2M_{\pi}^2} - t, \quad \alpha(p, p_2) = \frac{\lambda_{K\ell}^{1/2}(u) + M_{\pi}^2 + t_\ell - u}{2M_{\pi}^2}, \quad \alpha(p_1, p_2) = \frac{8m_\gamma + s - 2M_{\pi}^2}{2M_{\pi}^2}.
\]

(4.19)
The hard region is defined as the phase space region where \(|q| > \Delta \varepsilon\), i.e.

\[
x > x_{\text{min}} = \frac{2\Delta \varepsilon}{\sqrt{s_t}} =: \bar{x}_{\text{min}}(1 - z_t),
\]

where the variable \(\bar{x}_{\text{min}}\) is independent of \(s_t\).

Here, the full \(K_{\ell \gamma}\) kinematics has to be applied. However, as the hard region does not have any IR singularity, the limit \(m_\gamma \to 0\) can be taken at the very beginning.

In the appendix C.2, I have derived the expression for the decay rate

\[
d\Gamma^{\text{hard}} = G_F^2 |V_{us}|^2 \frac{e^2 s_t \sigma_\gamma(s)}{2\pi^3 \alpha^2 M_{K^+}} J_8 \, ds \, dx \, d\cos\theta_\gamma \, d\cos\theta_\gamma \, d\phi \, dx \, dy \, d\phi_\gamma,
\]

where

\[
J_8 = M_{K^+}^2 \sum_{\text{spins}} \epsilon_\mu(q)^* \epsilon_\rho(q) \left[ \mathcal{H}_\nu \mathcal{H}_\sigma \sum \tilde{L}^{\mu\nu} \tilde{L}^{*\rho\sigma} + \mathcal{H}^{\mu\nu} \mathcal{H}^{*\rho\sigma} \sum \mathcal{L}_\nu \mathcal{L}_\sigma^* + 2 \text{Re} \left( \mathcal{H}^{\mu\nu} \mathcal{H}^{*\rho\sigma} \sum \mathcal{L}_\nu \tilde{L}^{*\rho\sigma} \right) \right].
\]

Since the form factors only depend on the first six phase space variables, the integrals over \(y\) and \(\phi_\gamma\) can be performed without knowledge of the dynamics. The \(K_{\ell \gamma}\) form factors and the form factor \(\Pi\) depend on \(s\), \(s_t\) and \(\cos\theta_\gamma\) only (at the order we consider). I therefore split the hadronic tensor into two pieces

\[
\mathcal{H}^{\mu\nu} = \frac{i}{M_{K^+}} g^{\mu\nu} \Pi + \frac{i}{M_{K^+}} \tilde{\mathcal{H}}^{\mu\nu}, \quad \tilde{\mathcal{H}}^{\mu\nu} = P^{\mu\nu}_0 + Q^{\mu\nu}_1 + L^{\mu\nu}_2
\]

and write \(J_8\) as follows:

\[
J_8 = J_8^{\ell \gamma} + J_8^{h h} + J_8^{\text{int}},
\]

\[
J_8^{\ell \gamma} = M_{K^+}^2 \sum_{\text{spins}} \epsilon_\mu(q)^* \epsilon_\rho(q) \left[ \mathcal{H}_\nu \mathcal{H}_\sigma \sum \tilde{L}^{\mu\nu} \tilde{L}^{*\rho\sigma} + \frac{1}{M_{K^+}^2} g^{\mu\nu} g^{\rho\sigma} |\Pi|^2 \sum \mathcal{L}_\nu \mathcal{L}_\sigma^* \right. \\
\left. + \frac{i}{M_{K^+}} \left( g^{\mu\nu} \Pi \mathcal{H}^{*\rho\sigma} \sum \mathcal{L}_\nu \tilde{L}^{*\rho\sigma} - g^{\mu\nu} \Pi^* \mathcal{H}^\rho \sum \mathcal{L}_\nu \tilde{L}^{\rho\sigma} \right) \right], \tag{4.23}
\]

\[
J_8^{h h} = \sum_{\text{spins}} \epsilon_\mu(q)^* \epsilon_\rho(q) \left[ \mathcal{H}^{\mu\nu} \mathcal{H}^{*\rho\sigma} \sum \mathcal{L}_\nu \mathcal{L}^{*\rho\sigma}_\sigma \right], \tag{4.24}
\]

\[
J_8^{\text{int}} = M_{K^+}^2 \sum_{\text{spins}} \epsilon_\mu(q)^* \epsilon_\rho(q) \left[ \frac{1}{M_{K^+}^2} (g^{\mu\nu} \mathcal{H}^{*\rho\sigma}_\rho \Pi + \mathcal{H}^{\mu\nu} g^{\rho\sigma} \Pi^*) \sum \mathcal{L}_\nu \mathcal{L}_\sigma^* \right. \\
\left. + i \left( \mathcal{H}^{\mu\nu} \mathcal{H}^{*\rho\sigma} \sum \mathcal{L}_\nu \tilde{L}^{*\rho\sigma}_\sigma - \mathcal{H}^{*\rho\sigma}_\rho \mathcal{H}^\rho \sum \mathcal{L}_\nu \tilde{L}^{\rho\sigma}_\sigma \right) \right].
\]

The first term, \(J_8^{\ell \gamma}\), denotes the absolute square of the contributions where the photon is attached to the lepton line (either the external line or the vertex). Here, the hadronic part is described by the \(K_{\ell \gamma}\) form factors and \(\Pi\). I can therefore integrate directly over the five phase space variables \(\cos\theta_\gamma\), \(\phi\), \(x\), \(y\) and \(\phi_\gamma\).

The second term, \(J_8^{h h}\), is the absolute square of the contributions with the photon emitted off the hadrons. The form factors \(\Pi_{ij}\) describe here the hadronic part. As they depend on six
phase space variables, I perform first the integral over $\phi_{\ell}$ and $y$, then insert the explicit tree-level expressions for the form factors $\Pi_{ij}$, given in section 3.2.3. I further integrate the decay rate and keep it differential only with respect to $s$, $s_{q}$ and $\cos \theta_{\ell}$. The same strategy applies to the third term, $J_{\pi}^{\text{int}}$, the interference of off-lepton and off-hadron emission.

It is important to note that for a vanishing lepton mass $m_{\ell}$, the phase space integrals containing $\mathcal{H}^{\mu}$ produce a singularity for collinear photons. The lepton mass plays the role of a natural cut-off for this collinear divergence, which emerges as a $\ln m_{\ell}^{2}$ mass singularity. In those integrals, the limit $m_{\ell} \to 0$ must not be taken before the integration.

Let us now consider the three parts separately.

I perform the five phase space integrals in the $\ell\ell$-part and apply an expansion for small values of $\bar{x}_{\text{min}}$, keeping only the logarithmic term. Only after the integration, it is safe to expand the result for small values of $m_{\ell}$:

$$
\frac{d\Gamma_{\text{hard,}\ell\ell}}{dsds_{\ell}d\cos \theta_{\ell}} = e^{2}G_{F}^{2}|V_{us}|^{2} \frac{\sigma_{\pi}(s)X}{9 \cdot 2^{1/2} \pi^{2} M_{K}^{+}} \left(2 \left(|F_{1}|^{2} + \sin^{2} \theta_{\pi}|F_{2}|^{2}\right) (12 \ln \bar{x}_{\text{min}} - 3 \ln z_{\ell} + 5) + 3 |F_{4} + s_{\ell} \Pi_{\ell}|^{2}\right) + \mathcal{O}(z_{\ell} \ln z_{\ell}).
$$

The soft photon contribution corresponding to the square of the off-lepton emission amplitude is given by $I_{1}(p_{1})$. In the sum of the soft and the hard photon emission, the dependence on $\Delta \varepsilon$ drops out:

$$
\frac{d\Gamma_{\text{soft,}\ell\ell}}{dsds_{\ell}d\cos \theta_{\ell}} = e^{2}G_{F}^{2}|V_{us}|^{2} \frac{\sigma_{\pi}(s)X}{9 \cdot 2^{1/2} \pi^{2} M_{K}^{+}} \left(2 \left(|F_{1}|^{2} + \sin^{2} \theta_{\pi}|F_{2}|^{2}\right) (5 + 6 \ln z_{\gamma} - 9 \ln z_{\ell}) + 3 |F_{4} + s_{\ell} \Pi_{\ell}|^{2}\right) + \mathcal{O}(z_{\ell} \ln z_{\ell}).
$$

I can introduce an additional cut on the photon energy in $\Sigma_{\ell\ell\gamma}$ by integrating $x$ only over a part of the hard region:

$$
\bar{x}_{\text{min}}(1 - z_{\ell}) < x < \bar{x}_{\text{max}}(1 - z_{\ell}).
$$

Instead of (4.26), I find then

$$
\frac{d\Gamma_{\gamma\gamma\ell\ell}}{dsds_{\ell}d\cos \theta_{\ell}} = e^{2}G_{F}^{2}|V_{us}|^{2} \frac{\sigma_{\pi}(s)X}{9 \cdot 2^{1/2} \pi^{2} M_{K}^{+}} \left(2(|F_{1}|^{2} + \sin^{2} \theta_{\pi}|F_{2}|^{2})
\cdot \left(\bar{x}_{\text{max}}(9 - \bar{x}_{\text{max}}(3 + \bar{x}_{\text{max}})) + 6 \ln z_{\gamma} - 3(2 + \bar{x}_{\text{max}}^{2}) \ln z_{\ell}
- 3(1 - \bar{x}_{\text{max}}^{2}) \ln(1 - \bar{x}_{\text{max}}) - 12 \ln(\bar{x}_{\text{max}})\right)
+ 3\bar{x}_{\text{max}}^{2}(3 - 2\bar{x}_{\text{max}})|F_{4} + s_{\ell} \Pi_{\ell}|^{2}\right) + \mathcal{O}(z_{\ell} \ln z_{\ell}).
$$

The integration of the $hh$-part is more involved. I perform the integrals over $\phi_{\ell}$ and $y$ analytically, insert the explicit form factors $\Pi_{ij}$ and integrate over $x$ analytically, too (either with or without the energy cut $\bar{x}_{\text{max}}$). Although, with some effort, the integrals over $\phi$ and $\cos \theta_{\ell}$ could be performed analytically, I choose to integrate these two angles numerically: since they only describe the orientation of the dilepton-photon three-body system with respect to the pions, these two integrals contain nothing delicate. The dependence on the cuts $\bar{x}_{\text{min}}$ and $\bar{x}_{\text{max}}$ is manifest after the integration over $x$ and collinear singularities cannot show up in the remaining integrals. I therefore
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write the $hh$-part as

$$
\frac{d^4 \gamma_{\text{hard,}hh}}{ds dt \cos \theta} = e^2 G_F^2 |V_{ts}|^2 \sigma_t(s) X \frac{2 s \sigma_t(s) X}{2 \pi m_y M_{K^+}^2} \ln \left( \frac{x_{\min}}{x_{\max}} \right) \int_{-1}^1 d \cos \theta \gamma \int_{0}^{2 \pi} d \phi j_{1,hh}^h(s, s_t, \cos \theta \gamma, \cos \theta \gamma, \phi)
$$

+ \int_{-1}^1 d \cos \theta \gamma \int_{0}^{2 \pi} d \phi j_{2,\text{cut}}^h(s, s_t, \cos \theta \gamma, \cos \theta \gamma, \phi).

(4.29)

The function $j_{1,hh}^h$ is given by

$$
j_{1,hh}^h(s, s_t, \cos \theta \gamma, \cos \theta \gamma, \phi) = \frac{32 \pi M_{K^+}^4}{3 F_0^2} ((PL + X \sigma_\gamma \cos \theta_\gamma)^2 - 4 s_t M_{\pi^+}^2)
$$

\[ \times \left( \frac{s}{A_1^2} + \frac{s_t}{A_2^2} + \frac{2PL + s + s_t}{(PL + s_t + \cos \theta \gamma, X)^2} + \frac{2PL + s_t + 2s + 4 \cos \theta \gamma, X \sigma_\gamma}{A_1(P + s_t + \cos \theta \gamma, X)} - \frac{2s + 4 \cos \theta \gamma, X \sigma_\gamma}{A_1 A_2}ight) + \frac{4 \cos \theta \gamma, X s_t \sigma_\gamma}{A_1 A_2(P + s_t + \cos \theta \gamma, X)} - \frac{4 s \sigma_\gamma^2 (PL + \cos \theta \gamma, X)^2}{A_1^2 A_2^2}, \]

(4.30)

where the $\phi$-dependence is hidden in

$$
A_1 = PL + \cos \theta \gamma, X - \cos \theta \gamma, \cos \theta \gamma, PL \sigma_\gamma - \cos \theta \gamma, X \sigma_\gamma 
$$

+ $\cos \phi \sigma_\gamma \sqrt{(1 - \cos \theta_\gamma^2)(1 - \cos \theta^2) s(s_t),$ 

$$
A_2 = PL + \cos \theta \gamma, X - \cos \theta \gamma, \cos \theta \gamma, PL \sigma_\gamma + \cos \theta \gamma, X \sigma_\gamma
$$

- $\cos \phi \sigma_\gamma \sqrt{(1 - \cos \theta_\gamma^2)(1 - \cos \theta^2) s(s_t),}$

(4.31)

The integrand $j_{2,\text{cut}}^h$ of the second numerical integral is a lengthy expression that I do not state here explicitly.

The soft photon contribution to this second part contains the six bremsstrahlung integrals $I_1(p)$, $I_1(p_1)$, $I_1(p_2)$, $I_2(p, p_1)$, $I_2(p, p_2)$ and $I_2(p_1, p_2)$. It is easy to verify numerically that in the sum of the contributions from soft and hard region, the dependence on $\Delta \gamma$ (i.e. on $x_{\min}$) again drops out. The analytic result of the integral over $j_{2,\text{cut}}^h$ can therefore be inferred from the soft photon $hh$-part (note that these bremsstrahlung integrals do not depend on $\phi$ or $\cos \theta \gamma$).

The interference term of off-lepton and off-hadron photon emission is the last and most intricate part of the phase space integral calculation. On the one hand, the explicit form factors $\Pi_{ij}$ have to be inserted after the $\phi_{\gamma \gamma}$- and $\gamma$-integration. On the other hand, while the part of the interference term containing $\Pi$ is free of collinear singularities and independent of $x_{\min}$, the contrary is true for the part involving the $K_{\ell 4}$ form factors. I again integrate over $\phi_{\gamma \gamma}, \gamma$ and $x$ analytically, expand
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the result for small \(m_\ell^2\) and obtain the structure

\[
\frac{dI_{\gamma,\text{cut}}^{\text{hard, int}}}{dsdsd\cos\theta_\pi} = e^2 G_F^2 |V_{us}|^2 \frac{s_R\sigma_{\gamma}(s)}{2m_\pi^2 M_\pi} \frac{m_\pi}{M_{K^+}}
\]

\[
\cdot \left( \ln z_\ell \left( \frac{x_{\min}}{x_{\max}} \right) \int_{-1}^{1} d\cos\theta_\gamma \int_{0}^{2\pi} d\phi \, J_1^{\text{int}}(s, s_\ell, \cos\theta_\pi, \cos\theta_\gamma, \phi) \right)
\]

\[
+ \ln \left( \frac{x_{\min}}{x_{\max}} \right) \int_{-1}^{1} d\cos\theta_\gamma \int_{0}^{2\pi} d\phi \, J_2^{\text{int}}(s, s_\ell, \cos\theta_\pi, \cos\theta_\gamma, \phi)
\]

\[
+ \int_{-1}^{1} d\cos\theta_\gamma \int_{0}^{2\pi} d\phi \, J_3^{\text{int}}(s, s_\ell, \cos\theta_\pi, \cos\theta_\gamma, \phi).
\]

(4.32)

I perform the integrals over \(\phi\) and \(\cos\theta_\gamma\) numerically. The expressions for the integrands \(J_i^{\text{int}}\) are too lengthy to be given explicitly. \(J_i^{\text{int}}\) depends on the cut \(x_{\min}\).

Again, the sum of the soft and hard photon contribution must not depend on \(\Delta\varepsilon\). I expand the soft contribution, given by the remaining bremsstrahlung integrals \(I_2(p, p_\ell)\) and \(I_3(p_2, p_\ell)\), in \(m_\ell\) and neglect terms that vanish for \(m_\ell \to 0\):

\[
\frac{dI_{\gamma,\text{cut}}^{\text{soft, int}}}{dsdsd\cos\theta_\pi} = -e^2 \int_{-1}^{1} d\cos\theta_\ell \int_{0}^{2\pi} d\phi \, dI_{\gamma,\text{LO}}^{\text{LO}} \frac{1}{16\pi^2} \left( \ln \left( \frac{2\Delta\varepsilon}{m_\gamma} \right) \left[ 4\ln z_\ell + b_1^{\text{int}}(s, s_\ell, \cos\theta_\ell, \cos\theta_\gamma, \phi) \right] \right.
\]

\[
+ \ln^2 z_\ell + b_2^{\text{int}}(s, s_\ell, \cos\theta_\ell, \cos\theta_\gamma, \phi) \right).
\]

(4.33)

where the \(b_i^{\text{int}}\) are again rather lengthy expressions.

I perform the integrals over \(\cos\theta_\ell\) and \(\phi\) numerically and find that the dependence on \(\Delta\varepsilon\) drops out indeed in the sum of soft and hard photon contribution.

### 4.2.4 Cancellation of Divergences

Both the virtual corrections and the real emission contain infrared divergences. These divergences, which are regulated by the artificial photon mass \(m_\gamma\), must vanish in the inclusive decay rate. In the radiative process, the IR divergence is generated in the soft region, which I have treated in the soft photon approximation.

Furthermore, collinear (or mass) divergences arise in the virtual corrections and in the soft and hard region of the radiative process. They are regulated by the lepton mass \(m_\ell\) that acts as a natural cutoff. According to the KLN theorem [22–24], there must not be any divergences in the fully inclusive decay rate. Since the limit \(m_\ell \to 0\) is usually taken in experimental analyses, I apply the same approximation to the inclusive decay rate. Here, however, it is crucial that the collinear divergences indeed cancel.

Note that I use everywhere the physical lepton mass, which can be identified (up to higher order effects) with the renormalised mass. A necessary condition for the KLN theorem to hold in this representation is that the mass renormalisation does not diverge in the limit \(m_\ell \to 0\). This condition is fulfilled by (E.56).

#### 4.2.4.1 Infrared Singularities

In the virtual corrections, the six triangle diagrams 3.6e-3.6j and the external leg corrections are IR-divergent. The relevant loop functions are given in appendix A.3.

A priori, one would expect that the box diagrams 3.6p-3.6r also give rise to an IR singularity, because the scalar four point loop function \(D_0\) is IR-divergent as well. However, as can be shown
with Passarino-Veltman reduction techniques [29, 31] and the explicit expressions for the IR-divergent scalar box integral [32], the contribution of the box diagrams to the form factors $F$ and $G$ are IR-finite. This can be understood rather easily: consider the four-loop kaon self-energy diagram in figure 4.1. This diagram is an IR-finite quantity and so must be the sum of its four- and five-particle cuts. Each of the four cuts corresponds to a phase space integral of the product of two diagrams, shown in figure 4.2. Now, as the IR divergence in the radiative process is generated in the soft region, where the matrix element factorises into the LO non-radiative process times the soft photon factor (4.11), the IR divergence has to drop out already in the differential inclusive decay rate, where the photon is integrated. The phase space products 4.2b-4.2d can only contribute to the term $RF^*$, $RG^*$ and $|\mathbf{R}|^2$. Therefore, the phase space product 4.2a cannot give an IR-divergent contribution to $|F|^2$ or $|G|^2$. Hence, the box diagram on the left-hand side of the product can only give IR-divergent contributions to $R$. An analogous argument works for the two other box diagrams.

![Figure 4.1: Four-loop kaon self-energy diagram with four- or five-particle cuts.](image)

![Figure 4.2: Phase space products corresponding to the four cuts of the kaon self-energy diagram.](image)
Let us now turn our attention to the IR divergences of the virtual corrections. Summing all the IR-divergent contributions (after UV renormalisation), I find

\[
\delta F_{\text{virt,IR}}^{\gamma} = \delta F_{\gamma \text{-loop,IR}}^{\gamma} + \delta F_{\gamma \text{-Z}}^{\gamma} = \delta G_{\text{virt,IR}}^{\gamma} = \delta G_{\gamma \text{-loop,IR}}^{\gamma} + \delta G_{\gamma \text{-Z}}^{\gamma}
\]

\[
= 2e^2 \left( (M_{K^+}^2 + M_{\pi^+}^2 - t)C_0^{\text{IR}}(M_{\pi^+}, M_{K^+}^2, m_{\gamma}^2, M_{\pi^+}^2, M_{K^+}^2) \\
- (M_{K^+}^2 + M_{\pi^+}^2 - u)C_0^{\text{IR}}(M_{\pi^+}, u, M_{K^+}^2, m_{\gamma}^2, M_{\pi^+}^2, M_{K^+}^2) \\
+ (M_{K^+}^2 - t)C_0^{\text{IR}}(M_{\pi^+}, M_{K^+}^2, m_{\gamma}^2, M_{\pi^+}^2, M_{K^+}^2) \\
+ (2M_{\pi^+}^2 - s)C_0^{\text{IR}}(M_{\pi^+}, s, M_{\pi^+}^2, m_{\gamma}^2, M_{\pi^+}^2, M_{K^+}^2) \\
- (M_{\pi^+}^2 + m_{\ell}^2 - s)C_0^{\text{IR}}(m_{\ell}^2, s, M_{\pi^+}^2, m_{\gamma}^2, M_{\pi^+}^2, M_{\pi^+}^2) \\
+ (M_{\pi^+}^2 + m_{\ell}^2 - s)C_0^{\text{IR}}(m_{\ell}^2, s, M_{\pi^+}^2, m_{\gamma}^2, M_{\pi^+}^2) \\
- \frac{1}{8\pi^2} \ln z_{\gamma} \right) =: \delta X_{\text{virt,IR}}^{\gamma},
\]

where

\[
C_0^{\text{IR}}(m^2, s, M^2, m_{\gamma}^2, m_{\pi^+}^2, M_{\pi^+}^2) = - \frac{1}{16\pi^2} \frac{x}{mM(1 - x^2)} \ln x \ln z_{\gamma},
\]

\[
x = - \frac{1 - \sqrt{1 - \frac{4M}{x(m^n - m^2)}}}{1 + \sqrt{1 - \frac{4M}{x(m^n - m^2)}}},
\]

(4.35)

The infrared-divergent part of the NLO decay rate is given by

\[
d\Gamma_{\text{NLO,IR}}^{\gamma} = d\Gamma_{\text{LO}}^{\gamma} 2\text{Re}(\delta X_{\text{virt,IR}}^{\gamma}) + O(z_{\ell} \ln z_{\ell}).
\]

(4.36)

By extracting the IR divergence (terms proportional to \(\ln z_{\gamma}\)) out of the soft photon contribution to the radiative decay rate (4.12), it is now easy to verify that the sum of virtual corrections and soft bremsstrahlung (where the photon is integrated) and hence the inclusive decay rate is free of infrared divergences:

\[
d\Gamma_{\text{NLO,IR}}^{\gamma} + d\Gamma_{\text{soft,IR}}^{\gamma} = 0.
\]

(4.37)

### 4.2.4.2 Collinear Singularities

Both the soft and the hard region of the radiative process give rise to collinear singularities, terms proportional to \(\ln z_{\ell}\). Let us now check that these mass divergences cancel in the fully inclusive decay rate (the cut on the photon energy must be removed for this purpose, i.e. I take the limit \(\bar{x}_{\text{max}} \rightarrow 1\)). Virtual photon corrections can produce a collinear divergence if one end of the photon line is attached to the lepton line. Since the mass divergence in the radiative process is produced in the collinear region of the phase space (soft and hard), where the matrix element could be factorised similarly to the soft region [33], one can argue in an analogous way as for the IR divergences that the contribution of the box diagrams to the form factors \(F\) and \(G\) has no mass divergence. This is confirmed by the explicit expressions for the diagrams. The only collinear divergent contributions stem from the external leg correction for the lepton and the three diagrams 3.6g, 3.6i and 3.6j.

The external leg correction for the lepton contains the following collinear divergence:

\[
\delta F_{\gamma \rightarrow Z}^{\text{NLO,coll}} = \delta G_{\gamma \rightarrow Z}^{\text{NLO,coll}} = \frac{3e^2}{32\pi^2} \ln z_{\ell},
\]

(4.38)
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contributing to the decay rate as

\[ d\Gamma_{NLO,\text{coll}}^{Z} = d\Gamma_{LO}^{\text{iso}} \frac{3e^2}{16\pi^2} \ln z_\ell. \]  

(4.39)

This cancels exactly the mass divergence in the $\ell\ell$-part of the real photon corrections (4.26).

Next, I collect the mass divergent terms contained in the three relevant loop diagrams:

\[ \delta F_{NLO,\text{coll}}^{\gamma} = \delta G_{NLO,\text{coll}}^{\gamma} = e^2 \frac{2}{16\pi^2} \ln z_\ell \left( \frac{1}{2} \ln z_\ell - \ln z_{\gamma} - 2 \right), \]  

(4.40)

resulting in a collinear divergence in the decay rate of

\[ d\Gamma_{NLO,\text{coll}}^{\text{loop}} = d\Gamma_{LO}^{\text{iso}} \frac{e^2}{16\pi^2} \ln z_\ell (\ln z_\ell - 2 \ln z_{\gamma} - 4). \]  

(4.41)

This singularity must cancel with the mass divergence in the interference term of the radiative decay rate. The divergent contribution from the soft photon region is given by

\[ d\Gamma_{\text{soft, int}}^{\gamma,\text{coll}} = -d\Gamma_{LO}^{\text{iso}} \frac{e^2}{16\pi^2} \ln z_\ell \left( \ln z_\ell + 4 \ln \left( \frac{2\Delta\varepsilon}{m_{\gamma}} \right) \right) = -d\Gamma_{LO}^{\text{iso}} \frac{e^2}{16\pi^2} \ln z_\ell \left( \ln z_\ell - 2 \ln z_{\gamma} + 4 \ln \left( \frac{2\Delta\varepsilon}{\sqrt{s}_\ell} \right) \right). \]  

(4.42)

In the sum of virtual and soft real corrections, the double divergences (double collinear and soft-collinear) cancel:

\[ d\Gamma_{NLO,\text{coll}}^{\text{loop}} + d\Gamma_{\text{soft, int}}^{\gamma,\text{coll}} = -d\Gamma_{LO}^{\text{iso}} \frac{e^2}{4\pi^2} \ln z_\ell (1 + \ln \tilde{x}_{\min}). \]  

(4.43)

This single divergence must cancel against the one in the hard real corrections (4.32). By evaluating numerically the integral over $\frac{1}{2}$, I have checked that this cancellation takes place.

I have now verified that the fully inclusive decay rate

\[ \frac{d\Gamma}{dsdsd\cos\theta_\pi} = \frac{d\Gamma_{\text{virt, int}}^{NLO}}{dsdsd\cos\theta_\pi} + \frac{d\Gamma_{\text{soft}}^{\gamma}}{dsdsd\cos\theta_\pi} + \frac{d\Gamma_{\text{hard}}^{\gamma}}{dsdsd\cos\theta_\pi} \]  

(4.44)

does not depend on the energy cut separating the soft from the hard region and contains neither infrared nor collinear (mass) singularities. The calculation is therefore in accordance with the KLN theorem. Note that this is a necessary but highly non-trivial consistency check, since the two regions of the radiative phase space are parametrised differently.
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Numerical Evaluation

The existing high statistics experiments on $K \ell^4$, E865 [7, 8] and NA48/2 [6, 9], have applied isospin corrections to a certain extent and with different approximations. In the NA48/2 experiment, the data was corrected by the semi-classical Gamow-Sommerfeld (or Coulomb) factor and with the help of PHOTOS [16]. The E865 experiment used the same analytic prescription by Diamant-Berger [34] as the older Geneva-Saclay experiment [35]. Both treatments did not make use of the full matrix element and relied on factorisation of the tree-level amplitude as it happens in a soft and collinear photon approximation. The isospin breaking due to the mass effects was not taken into account.

Unfortunately, in the case of NA48/2, an analysis without the effect of PHOTOS is not available. Hence, it seems almost impossible to make use of the here calculated photonic effects for a full a posteriori correction of the form factors. Nevertheless, I have a program at hand that calculates the effect of PHOTOS on the (partially) inclusive decay rate\(^1\). This enables me to perform a comparison of the here presented calculation with the effect of PHOTOS, using the simple photon energy cut in $\Sigma_{\ell\nu\gamma}$ described in the previous section.

I pursue therefore two aims in the following sections. First, the isospin corrections due to the mass effects can be extracted directly for the form factors. Second, for the photonic effects, I calculate the radiative corrections to the (semi-)inclusive decay rate. These isospin-breaking effects are then compared with the correction applied by NA48/2.

5.1 Corrections due to the Mass Effects

As explained in the previous chapter, the isospin-breaking effects due to the quark and meson mass differences can be extracted on the level of the amplitude or form factors. I now evaluate these corrections numerically.

The form factors have the partial wave expansions [19]

\[
F = \frac{\sigma_\pi P L}{X} \cos \theta_\pi G = \sum_{l=0}^{\infty} P_l(\cos \theta_\pi) f_l(s, s_t),
\]

\[
G = \sum_{l=1}^{\infty} P'_l(\cos \theta_\pi) g_l(s, s_t),
\]

where $P_l$ are the Legendre polynomials. The NA48/2 experiment [9] uses the expansion

\[
F = F_s e^{i\delta_s} + F_p e^{i\delta_p} \cos \theta_\pi + \ldots,
\]

\[
G = G_p e^{i\delta_p} + \ldots
\]

\(^1\)I am very grateful to B. Bloch-Devaux for providing me with this program.
and calculates the partial wave projections
\[ M = \frac{X}{\sigma_x P L} F_p. \]  

Hence, I identify

\[ F_s = |f_0|, \quad \tilde{G}_p = \frac{X}{\sigma_x P L} |f_1|, \quad G_p = |g_1| \]  

and calculate the partial wave projections

\[ f_l = \frac{2l + 1}{2} \int_{-1}^{1} d\cos \theta_x P_l(\cos \theta_x) \left( F + \frac{\sigma_x P L}{X} \cos \theta_x \right), \]
\[ g_l = \frac{1}{2} \int_{-1}^{1} d\cos \theta_x P_{l-1}(\cos \theta_x) - P_{l+1}(\cos \theta_x) G. \]  

At the order that I consider, the isospin correction due to the mass effects to the norms and phases of the partial waves is then given by

\[ \delta_{\text{ME}} F_s := 1 - \frac{1}{|f_0|} \lim_{\text{isospin}} |f_0| = 1 - \frac{1}{\lim_{\text{isospin}} |\text{Re}(f_0)|} |\text{Re}(f_0)| + O(p^4), \]
\[ \delta_{\text{ME}} \tilde{G}_p := 1 - \frac{1}{|f_1|} \lim_{\text{isospin}} |f_1| = 1 - \frac{1}{\lim_{\text{isospin}} |\text{Re}(f_1)|} |\text{Re}(f_1)| + O(p^4), \]
\[ \delta_{\text{ME}} G_p := 1 - \frac{1}{|g_1|} \lim_{\text{isospin}} |g_1| = 1 - \frac{1}{\lim_{\text{isospin}} |\text{Re}(g_1)|} |\text{Re}(g_1)| + O(p^4), \]
\[ \Delta_{\text{ME}} \theta^0_0 := \arg(f_0) - \lim_{\text{isospin}} \arg(f_0) = \text{Im}(f_0) f_0^{LO} - \text{Im}(f_0) f_0^{LO} + O(p^4), \]
\[ \Delta_{\text{ME}} \theta^1_1 := \arg(f_1) - \lim_{\text{isospin}} \arg(f_1) = \text{Im}(f_1) f_1^{LO} - \text{Im}(f_1) f_1^{LO} + O(p^4), \]  

\[ = \arg(g_1) - \lim_{\text{isospin}} \arg(g_1) = \text{Im}(g_1) g_1^{LO} - \text{Im}(g_1) g_1^{LO} + O(p^4). \]  

The isospin correction to the $P$-wave phase shift vanishes at this order. Using the inputs described in [10, 13], I reproduce their NLO results for the $S$-wave phase shift.

The correction to the phase depends on the pion decay constant and the breaking parameters. In the correction to the norm of the partial waves, also the low-energy constants $L_4', K_2', K_4'$ and $K_6'$ appear ($K_3'$ only appears in the correction to the $P$-wave).

I have presented the analytic results of the loop calculation in terms of the decay constant in the chiral limit $F_0$. Unfortunately, different lattice determinations do not yet agree on its value [36]. For the numerics, I convert the results to an expansion in $1/F_\pi$ using the relation between $F_0$ and $F_\pi$ in pure QCD at $O(p^4, \epsilon p^4)$ [37],

\[ F_\pi = F_0 \left[ 1 + \frac{4}{F_0^2} \left( L_4'(\mu)(M_{\pi}^2 + 2M_K^2) + L_5'(\mu)M_{\pi}^2 \right) \right. \]
\[ - \frac{1}{2(4\pi)^2 F_0^2} \left( 2M_{\pi}^2 \ln \left( \frac{M_{\pi}^2}{\mu^2} \right) + M_K^2 \ln \left( \frac{M_K^2}{\mu^2} \right) \right) \right], \]  

where $M_{\pi,K}$ denote the masses in the isospin limit, defined as

\[ M_{\pi}^2 = M_{\pi^0}^2, \quad M_K^2 = \frac{1}{2} \left( M_{K^+}^2 + M_{K^-}^2 - M_{K^0}^2 + M_{\pi^0}^2 \right). \]
For $F_π$ and the meson masses, I use the current PDG values [38].

Another strategy would be to work directly with $F_0$ and assign a large error that covers the different determinations, as done in [13]. I use the solution based on the expansion in $1/F_0$ with a central value of $F_0 = 75$ MeV for a very rough estimate of higher order corrections.

The correction to the norms of the partial waves depends rather strongly on the value of $L^4_r$. The $O(p^4)$ fits in [39, 40] give the large value $L^4_r = 1.5 \cdot 10^{-3}$. I decide however, to rely on the lattice estimate of [41], recommended in [36], but to use a more conservative uncertainty of $\pm 0.5 \cdot 10^{-3}$ (see table 5.1).

For the NLO constants of the electromagnetic sector, I use the estimates of [42] and assign a 100% error. For the isospin-breaking parameter $\epsilon$, I take the latest recommendation in the FLAG report [36],

$$\epsilon = \frac{\sqrt{3}}{4R}, \quad R = 35.8 \pm 2.6,$$  

(5.9)

where I added the lattice and electromagnetic errors in quadrature.

I fix the electromagnetic low-energy constant $Z$ with the LO relation to the pion mass difference (D.8).

|                  | 10^3 $\cdot L^4_r(\mu)$ | 0.04 ± 0.50 | [36] |
|------------------|--------------------------|-------------|------|
|                  | 10^3 $\cdot L^6_r(\mu)$ | 0.84 ± 0.50 | [36] |
| 10^3 $\cdot K^1_r(\mu)$ | 0.69 ± 0.69 | [42] |
| 10^3 $\cdot K^2_r(\mu)$ | 1.38 ± 1.38 | [42] |
| 10^3 $\cdot K^3_r(\mu)$ | 2.77 ± 2.77 | [42] |
| $F_π$            | (92.21 ± 0.14) MeV       | [38] |
| $R$              | 35.8 ± 2.6               | [36] |

_table 5.1: Input parameters for the evaluation of the mass effects ($\mu = 770$ MeV).

The plots in figures 5.1 and 5.2 show the relative isospin correction due to the mass effects for the norm of the partial waves. I separately show the error band due to the variation of the input parameters and the error band that also includes the estimate of higher order corrections, given by the difference between the $F_π$- and the $F_0$-solution, added in quadrature. The error due to the input parameters is dominated by the uncertainty of the low-energy constant $L^4_r$. The LECs of the electromagnetic sector and the isospin-breaking parameter $R$ play a minor role.

In contrast to the $S$-wave, where the isospin corrections are at the percent level, the effect in the two $P$-waves is within the uncertainty compatible with zero. The dependence on $s$ is rather weak and covered by the error bands.

To conclude this section, I suggest to apply the additional isospin-breaking corrections to the NA48/2 measurement [9] shown in table 5.2. In order to obtain the partial waves of the form factors in the isospin limit, one has to subtract the given corrections. The corrections to the $P$-waves are certainly negligible. However, for the $S$-wave, the isospin correction (and also its uncertainty, unfortunately) is much larger than the experimental errors.
**Figure 5.1:** Relative value of the mass effect correction to the $S$-wave $F_s$ for $s_\ell = 0$. The exact meaning of the error bands is explained in the text.

**Figure 5.2:** Relative value of the mass effect corrections to the $P$-waves $\tilde{G}_p$ and $G_p$ for $s_\ell = 0$.

| $\sqrt{s}$/MeV | $\sqrt{s}$/MeV | $F_s$ [6, 9] | $\delta_{\text{ME}}F_s \cdot F_s$ | $\tilde{G}_p$ [6, 9] | $\delta_{\text{ME}}\tilde{G}_p \cdot \tilde{G}_p$ | $G_p$ [6, 9] | $\delta_{\text{ME}}G_p \cdot G_p$ |
|----------------|----------------|-------------|---------------------------------|----------------|---------------------------------|-------------|----------------|
| 286.96         | 126.44         | 5.7195(122) | 0.050(16)(38)                  | 4.334(76)       | 0.003(6)(16)                  | 5.053(266) | 0.001(6)(15)   |
| 295.95         | 142.60         | 5.8123(101) | 0.050(16)(37)                  | 4.422(61)       | 0.002(6)(16)                  | 5.186(165) | 0.001(6)(16)   |
| 304.88         | 141.31         | 5.8647(102) | 0.049(16)(36)                  | 4.550(52)       | 0.002(6)(16)                  | 4.941(123) | 0.001(6)(15)   |
| 313.48         | 137.47         | 5.9134(104) | 0.048(16)(36)                  | 4.645(47)       | 0.002(6)(16)                  | 4.896(104) | 0.001(6)(14)   |
| 322.02         | 130.92         | 5.9466(95)  | 0.048(16)(35)                  | 4.711(47)       | 0.002(6)(16)                  | 4.745(99)  | 0.001(6)(15)   |
| 330.80         | 124.14         | 5.9769(103) | 0.047(16)(34)                  | 4.767(44)       | 0.002(6)(15)                  | 5.283(92)  | 0.001(6)(15)   |
| 340.17         | 116.91         | 6.0119(98)  | 0.046(16)(34)                  | 4.780(45)       | 0.002(6)(15)                  | 5.054(90)  | 0.001(6)(14)   |
| 350.94         | 108.19         | 6.0354(96)  | 0.046(16)(33)                  | 4.907(39)       | 0.002(6)(15)                  | 5.264(72)  | 0.001(6)(15)   |
| 364.57         | 98.53          | 6.0532(96)  | 0.044(16)(32)                  | 5.019(40)       | 0.002(6)(15)                  | 5.357(64)  | 0.001(6)(15)   |
| 389.95         | 80.62          | 6.1314(184) | 0.043(16)(30)                  | 5.163(42)       | 0.001(6)(15)                  | 5.418(64)  | 0.001(6)(15)   |

**Table 5.2:** Isospin-breaking corrections due to the mass effects, calculated for the bins of the NA48/2 measurement [6, 9]. For comparison, I quote the values of the partial waves with their uncertainties (statistical and systematic errors added in quadrature) without including the dominant error of the normalisation. Note that the uncertainties of $F_s$ are taken from [6], as the values displayed in [9] are not correct. The first error to the isospin correction is due to the input parameters, the second is a rough estimate of higher order corrections.
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5.2 Discussion of the Photonic Effects

For the numerical evaluation of the photonic effects, I compute the (semi-)inclusive decay rate, differential with respect to $s$, $s_t$ and $\cos \theta_s$. After some general considerations and tests, I compare the resulting $\mathcal{O}(\epsilon^2)$ correction to the one applied in the NA48/2 experiment [9], i.e. the Gamow-Sommerfeld factor combined with PHOTOS [16].

For the numerical evaluation of the inclusive decay rate $d\Gamma(\gamma)$, I need several input parameters. As I am interested in $\mathcal{O}(\epsilon^2)$ effects but work only at leading chiral order, I directly replace $F_0$ by the physical pion decay constant $F_\pi$. When calculating the fully inclusive decay rate, I take advantage of the cancellation of collinear singularities and send the lepton mass $m_\ell$ to zero, while I use the physical masses of the charged mesons $[38]$. In the calculation of the semi-inclusive decay rate with the photon energy cut $\Delta x$, I neglect terms that vanish in the limit $m_\ell \rightarrow 0$ and evaluate the large logarithm $\ln(z_\ell)$ with the physical electron mass $[38]$.

In the NLO counterterm corrections, the low-energy constants $L_5^r$ and $L_{10}^r$ of the strong sector enter. The lattice determinations of these LECs have not yet reached 'green status' in the FLAG report [36]. For $L_5^r$, I use the value of [39], for $L_{10}^r$, I take the $\mathcal{O}(\rho^4)$ fit of [43], which is compatible with the available lattice determinations.

As for the case of the mass effects, I again use the estimates of [42, 44] for the electromagnetic LECs with a 100% error assigned to them. The ‘leptonic’ LECs $X_1^r$ and $X_6^r$ are unknown. $X_6^r$ contains the universal short-distance contribution [45], which I split off following the treatment in [46]:

$$X_6^r(\mu) = \tilde{X}_6^r(\mu) + X_6^{SD}, \quad e^2 X_6^{SD} = 1 - S_{EW}(M_\rho, M_Z) = -\frac{e^2}{4\pi^2} \ln \left( \frac{M_\rho^2}{M_\mu^2} \right), \quad (5.10)$$

such that $\tilde{X}_6^r$ is of the typical size of a LEC in $\chi$PT. I use the naive dimensional estimate that those LECs are of the order $1/(4\pi)^2$. For the short-distance contribution, I take the value that includes leading logarithmic and QCD corrections [45].

| $\mu$ (MeV) | $S_{EW}$ | $F_\pi$ (MeV) |
|--------------|----------|----------------|
| $10^3$ $L_5^r$ | $5.93 \pm 0.43$ | $59 \pm 71$ |
| $10^3$ $L_{10}^r$ | $-5.22 \pm 0.06$ | $59 \pm 71$ |
| $10^3$ $K_1^r$ | $-2.71 \pm 2.71$ | $59 \pm 71$ |
| $10^3$ $K_2^r$ | $2.71 \pm 2.71$ | $59 \pm 71$ |
| $10^3$ $K_3^r$ | $11.59 \pm 11.59$ | $59 \pm 71$ |
| $10^4$ $K_{12}^r$ | $-4.25 \pm 4.25$ | $59 \pm 71$ |
| $10^3$ $X_1^r$ | $0 \pm 6.3$ | $59 \pm 71$ |
| $10^3$ $\tilde{X}_6^r$ | $0 \pm 6.3$ | $59 \pm 71$ |
| $S_{EW}$ | $1.0232$ | $[45]$ |
| $F_\pi$ | $(92.21 \pm 0.14)$ MeV | $[38]$ |

Table 5.3: Input parameters for the evaluation of the photonic effects ($\mu = 770$ MeV).

5.2.1 Soft Photon Approximation vs. Full Matrix Element

In a first step, I want to quantify the importance of considering the full (hard) matrix element for the radiative process instead of relying on the soft photon approximation. To this end, I compare the semi-inclusive total and differential decay rates (using the photon energy cut $x_{\max}$) with the decay rate, where the radiative process is just given by the SPA with a finite $\Delta \varepsilon$. The same energy cut in the two descriptions is obtained by setting

$$\tilde{x}_{\min} = \tilde{x}_{\max} \Rightarrow \Delta \varepsilon = \frac{\sqrt{M_\pi^2}}{2} \tilde{x}_{\max}(1 - z_\ell). \quad (5.11)$$
In this prescription, the photon energy cut is not constant but respects the bounds given by the phase space. The maximum photon energy is

\[ \Delta \varepsilon_{\text{max}} = \tilde{x}_{\text{max}} \frac{(M_{K^+} - 2M_{\pi^+})^2 - m_\ell^2}{2(M_{K^+} - 2M_{\pi^+})}. \]  

(5.12)

I compare in the following the corrections to the total decay rate, defined by

\[ \Gamma_{\text{cut}}^{(\gamma)} = \Gamma^{\text{LO}} \left( 1 + \delta \Gamma_{\text{cut}}^{(\gamma)} \right). \]  

(5.13)

In figure 5.3, the correction to the decay rate \( \delta \Gamma_{\text{cut}}^{(\gamma)} \) is shown as a function of the photon energy cut. The virtual corrections are evaluated using the central values of the input parameters. The soft photon approximation depends logarithmically on the energy cut (reflecting the IR divergence at low energies), whereas the correction using the full matrix element is somewhat smaller. Since I use a cut in the dilepton-photon rest frame, the result cannot be applied directly to the experiment, where an energy cut is present in the lab frame. However, I expect that the picture of the difference between full matrix element and soft photon approximation will look similar in the kaon centre-of-mass frame. In the relative form factor measurement of NA48/2, a 3 GeV photon energy cut was applied in the lab frame [6]. This translates into a minimal detectable photon energy of 11.7 MeV in the centre-of-mass frame. For such a low photon energy, the soft approximation can be expected to still work well (the deviation in \( \Sigma_{\ell\nu\gamma} \) is \( \approx 0.2\% \) of the total rate). However, the experimental cut is not sharp: at the outer edge of the calorimeter, the minimal detectable centre-of-mass photon energy is about 36.8 MeV and of course, only photons flying in the direction of the calorimeter can be detected. At larger photon energies, the error introduced by using a SPA is quite substantial (up to 1.6\% of the total rate for hard photons). This can be understood in terms of the collinear singularity: the SPA alone does not produce the correct dependence on the lepton mass, hence, the large logarithm does not cancel.

As explained before, the gauge invariant class of loop diagrams in figure 3.7 together with the corresponding counterterms has been neglected in the previous literature [14, 15]. To judge the influence of these diagrams, I compute the total inclusive decay rate, remove the cut \( \tilde{x}_{\text{max}} = 1 \) and sum the uncertainties due to the input parameters in quadrature. Using all the diagrams for the virtual corrections, I find

\[ \delta \Gamma_{(\gamma)} = (4.53 \pm 0.66)\%. \]  

(5.14)

Figure 5.3: Comparison of the \( \mathcal{O}(e^2) \) photonic correction (virtual and real photons) to the semi-inclusive total decay rate as a function of the photon energy cut in \( \Sigma_{\ell\nu\gamma} \), using the soft photon approximation vs. the full radiative matrix element.
whereas neglecting the mentioned class of diagrams results in
\[ \delta \Gamma_{\text{negl.}} = (4.70 \pm 0.66)\%. \] (5.15)

The uncertainty is completely dominated by \( X^+_1(\mu) \). Note that approximately half of the correction (2.32\%) is due to the short-distance enhancement.

### 5.2.2 Comparison with Coulomb Factor \( \times \) PHOTOS

The Gamow-Sommerfeld (or Coulomb) factor is defined by
\[ d \Gamma_{\text{Coulomb}} = d \Gamma \cdot \prod_{i<j} \omega_{ij} e^{\omega_{ij}} \left( e^{\omega_{ij}} - 1 \right), \] (5.16)

where \( i, j \) run over the three charged final state particles, \( \pi^+, \pi^- \) and \( \ell^+ \), and where
\[ \omega_{ij} := \frac{q_i q_j e^2}{2 \beta_{ij}}, \quad \beta_{ij} := \sqrt{1 - \frac{4m_i^2 m_j^2}{(s_{ij} - m_i^2 - m_j^2)^2}}, \quad s_{ij} := (p_i + p_j)^2. \] (5.17)

\( q_{i,j} \) denote the charges of the particles in units of \( e \).

The Coulomb factor is a semiclassical approximation of the final state interactions. However, it is non-perturbative and includes contributions to all orders in \( e^2 \). In \( K_{e4} \), the factors involving the electron are negligible, the important contribution is the \( \pi^+ \pi^- \) interaction. An expansion of the Coulomb factor in \( e^2 \) gives
\[ \frac{\omega_{\pi^+ \pi^-}}{e^{\omega_{\pi^+ \pi^-}} - 1} = 1 + e^2 \frac{1 + \sigma_\pi^+(s)}{8 \sigma_\pi(s)} + \mathcal{O}(e^4). \] (5.18)

If one expands the triangle diagram 3.6h for \( s \) near the threshold (i.e. for small values of \( \sigma_\pi \)), exactly the same contribution to the correction of the decay rate is found, up to terms that are finite for \( \sigma_\pi \to 0 \) (but contain e.g. the IR divergence). The Coulomb factor is therefore an approximation of a part of the virtual corrections, resummed to all orders. It increases the fully inclusive total decay rate by 3.25\%, the \( \mathcal{O}(e^2) \) part being responsible for 3.17\%.

The effect of PHOTOS can be described by a multiplicative factor on the decay rate, too,
\[ d \Gamma_{\text{PHOTOS}} = d \Gamma \cdot f_{\text{PHOTOS}}(s, s_\ell, \cos \theta_\pi, \cos \theta_\ell, \phi), \] (5.19)

where I determine \( f_{\text{PHOTOS}} \) numerically through a simulation.

Note that PHOTOS assumes the virtual corrections to take such a value that the divergences cancel but that the fully inclusive total decay rate does not change [47]. The NA48/2 experiment however claims that PHOTOS has been used even in the determination of the form factor normalisation, i.e. to take the effect of real photons on the total decay rate into account [9]. The inclusion of PHOTOS increased the simulated decay rate by 0.69\%\(^3\). I was not able to reproduce this number and suspect it to be only an effect due to finite resolution or statistical fluctuations. The results of my own simulations with a large statistics of \( 8 \cdot 10^{10} \) events are compatible with the assumption that PHOTOS does not change the fully inclusive total decay rate.

I compare now the results for the fully inclusive as well as for the semi-inclusive differential rate with a photon energy cut of \( \Delta \epsilon_{\text{max}} = 40 \) MeV in \( \Sigma_{\ell \nu \gamma} \). I include only the \( \mathcal{O}(e^3) \) contribution of the Coulomb factor.

\(^3\)B. Bloch-Devaux, private communication.
Figure 5.4: Comparison of the photonic corrections to the fully inclusive differential decay rate. The right plot excludes the short-distance enhancement factor.

Figure 5.5: Comparison of the photonic corrections to the semi-inclusive total decay rate with a photon energy cut of $\Delta \varepsilon_{\text{max}} = 40$ MeV in $\Sigma_{\ell \nu \gamma}$. The rise of the PHOTOS factor at large $s$ could be a numerical artefact, because the differential decay rate drops to zero at the upper border of the phase space.

The plots in figures 5.4 and 5.5 show the corrections to the differential decay rate. The divergence at the $\pi \pi$ threshold is the Coulomb singularity, reproduced in all descriptions. The rise of the PHOTOS factor at large values of $s$, however, could be a numerical artefact, because the differential decay rate drops to zero at the upper border of the phase space.

The comparison without the short-distance enhancement shows that the Coulomb factor $\times$ PHOTOS approach is relatively close to the soft photon approximation, which overestimates the radiative corrections. However, the short-distance factor has not been included in the experimental analysis, such that in total, the radiative corrections are underestimated.

Unfortunately, it is not possible to calculate the radiative corrections for a realistic setup with the experimental cuts. Nevertheless, as NA48/2 determined the branching ratio in a fully inclusive measurement, it is possible to correct the normalisation of the form factors. For the relative values of the form factors, one has to assume that the Coulomb factor $\times$ PHOTOS approach is an acceptable description of the radiative corrections (a free normalisation factor corresponds to a free additive constant in the correction, hence the slopes of the corrections have to be compared).

I suggest to replace in a matching procedure the $O(e^2)$ part of the Coulomb factor and the 0.69% PHOTOS effect (or rather artefact) with the result of the here presented fixed order calculation.
i.e. to apply the following correction to the norm of the form factors $X \in \{F,G\}$:

$$|X| = |X^{\text{exp}}| \left(1 + \frac{1}{2} \left(\delta \Gamma_{\text{Coulomb}} + \delta \Gamma_{\text{PHOTOS}} - \delta \Gamma_{(\gamma)}\right)\right)$$

$$= |X^{\text{exp}}| (0.9967 \pm 0.0033)$$

$$\Rightarrow \delta |X| = (-0.33 \pm 0.33)\% \quad (5.20)$$

Note that replacing the systematic PHOTOS uncertainty with the above error increases the 0.62% uncertainty of the NA48/2 norm measurement [9] to 0.70%.

The fact that the a posteriori correction is so small is at least partly accidental: as argued above, I have the strong suspicion that the estimate $\delta \Gamma_{\text{PHOTOS}} = 0.69\%$ is simply the outcome of statistical fluctuations. By chance, this number leads to a result close to the estimate obtained by Diamant-Berger in his analytic treatment of radiative corrections. For this reason, it has been considered so far as a reliable estimate.$^4$

---

$^4$B. Bloch-Devaux, private communication.
Chapter 6

Discussion and Conclusion

In the present work, I have computed the one-loop isospin-breaking corrections to the $K_{\ell 4}$ decay within $\chi$PT including leptons and photons. The corrections can be separated into mass effects and photonic effects. The mass effects for the $S$-wave are quite substantial but the result for the norm of the form factors suffers from large uncertainties, on the one hand due to the uncertainty in the LEC $L^r_4$, on the other hand due to higher order corrections. The mass effects for the $P$-waves are negligible.

For the photonic corrections, I have compared the fixed order calculation with the Coulomb $\times$ PHOTOS approach used in the experimental analysis of NA48/2. An a posteriori correction of the data is possible for the normalisation but not for the relative values of the form factors. The present calculation includes for the first time a treatment of the full radiative process and compares it with the soft photon approximation.

For possible forthcoming experiments on $K_{\ell 4}$, I suggest that photonic corrections are applied in a Monte Carlo simulation that includes the exact matrix element. This can be done e.g. with PHOTOS. The mass effects can be easily corrected a posteriori.

This work goes either beyond the isospin-breaking treatments in previous literature or is complementary: I confirm the largest part of the amplitude calculation of [14, 15], but correct their results by a neglected gauge invariant class of diagrams. I have included the full radiative process and shown that the soft photon approximation is not necessarily trustworthy and certainly not applicable for the fully inclusive decay.

I reproduce the NLO mass effect calculation for phases of the form factors done in [10, 13], but concentrate here on the absolute values of the form factors. As the NLO mass effect calculation suffers from large uncertainties, an extension of the dispersive framework of [13] to the norm of the form factors would be desirable.

To judge the reliability of the photonic corrections, one should ideally calculate them to higher chiral orders, which is however prohibitive (and would bring in many unknown low-energy constants). Here, I have assumed implicitly that the photonic corrections factorise and therefore modify the higher chiral orders with the same multiplicative correction as the lowest order. It is hard to judge if this assumption is justified: for this reason, I have attached a rather conservative estimate of the uncertainties to the photonic corrections presented here.
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Appendix A

Loop Functions

A.1 Scalar Functions

I use the following conventions for the scalar loop functions:

\[ A_0(m^2) = \frac{1}{i} \int \frac{d^n q}{(2\pi)^n} \frac{1}{|q^2 - m^2|}, \]

\[ B_0(p^2, m_1^2, m_2^2) = \frac{1}{i} \int \frac{d^n q}{(2\pi)^n} \frac{1}{|q^2 - m_1^2| |(q + p)^2 - m_2^2|}, \]

\[ C_0(p_1^2, (p_1 - p_2)^2, p_2^2, m_1^2, m_2^2, m_3^2) \]

\[ D_0(p_1^2, (p_1 - p_2)^2, (p_2 - p_3)^2, p_2^2, p_3^2, (p_1 - p_3)^2, m_1^2, m_2^2, m_3^2, m_4^2) \]

The loop functions \( A_0 \) and \( B_0 \) are UV-divergent. The renormalised loop functions are defined in the \( \overline{\text{MS}} \) scheme by

\[ A_0(m^2) = -2m^2\lambda + \bar{A}_0(m^2) + O(4 - n), \]

\[ B_0(p^2, m_1^2, m_2^2) = -2\lambda + \bar{B}_0(p^2, m_1^2, m_2^2) + O(4 - n), \]

where

\[ \lambda = \frac{\mu^{n-4}}{16\pi^2} \left( \frac{1}{n-4} - \frac{1}{2} (\ln(4\pi) + 1 - \gamma_E) \right). \]

\( \mu \) denotes the renormalisation scale.

The renormalised loop functions are given by [48]

\[ \bar{A}_0(m^2) = - \frac{m^2}{16\pi^2} \ln \left( \frac{m^2}{\mu^2} \right), \]

\[ \bar{B}_0(p^2, m_1^2, m_2^2) = - \frac{1}{16\pi^2} m_2^2 \ln \left( \frac{m_2^2}{\mu^2} \right) - \frac{m_1^2}{m_2^2} m_2^2 \ln \left( \frac{m_2^2}{m_1^2} \right) \]

\[ + \frac{1}{32\pi^2} \left( 2 + \left( \frac{\Delta}{p^2} + \frac{\Sigma}{\Delta} \right) \right) \ln \left( \frac{m_1^2}{m_2^2} \right) - \frac{\nu}{p^2} \ln \left( \frac{(p^2 + \nu^2)^2 - \Delta^2}{(p^2 - \nu^2)^2 - \Delta^2} \right), \]
where
\[
\Delta := m_1^2 - m_2^2, \\
\Sigma := m_1^2 + m_2^2, \\
\nu := \sqrt{(s-(m_1 + m_2)^2)(s-(m_1 - m_2)^2)} = \lambda^{1/2}(s,m_1^2,m_2^2).
\]  

(A.5)

\section{APPENDIX A. LOOP FUNCTIONS}

The tensor integrals that I use are defined by
\[
B^{\mu\nu}(p_1,m_1^2,m_2^2) := \frac{1}{4} \int \frac{d^nq}{(2\pi)^n} \frac{q^\mu q^\nu}{[q^2 - m_1^2][(q + p)^2 - m_2^2]},
\]
\[
C^{\mu\nu}(p_1,p_2;m_1^2,m_2^2) := \frac{1}{4} \int \frac{d^nq}{(2\pi)^n} \frac{q^\mu}{[q^2 - m_1^2][(q + p_1)^2 - m_2^2][(q + p_2)^2 - m_2^2]},
\]
\[
D^{\mu\nu}(p_1,p_2,p_3;m_1^2,m_2^2,m_3^2) := \frac{1}{4} \int \frac{d^nq}{(2\pi)^n} \frac{q^\mu q^\nu}{[q^2 - m_1^2][(q + p_1)^2 - m_2^2][(q + p_2)^2 - m_3^2][(q + p_3)^2 - m_4^2]},
\]
\[
D^{\mu\nu}(p_1,p_2,p_3;m_1^2,m_2^2,m_3^2) := \frac{1}{4} \int \frac{d^nq}{(2\pi)^n} \frac{q^\mu q^\nu}{[q^2 - m_1^2][(q + p_1)^2 - m_2^2][(q + p_2)^2 - m_3^2][(q + p_3)^2 - m_4^2]}.
\]  

(A.6)

The tensor coefficients are then given by a Lorentz decomposition:
\[
B^{\mu\nu}(p_1,m_1^2,m_2^2) = g^{\mu\nu}B_00(p^2,m_1^2,m_2^2) + p^\mu p^\nu B_{11}(p^2,m_1^2,m_2^2),
\]
\[
C^{\mu\nu}(p_1,p_2;m_1^2,m_2^2) = p_1^\mu C_1(p_2^2,(p_1-p_2)^2,p_2^2,m_1^2,m_2^2) + p_2^\mu C_2(p_2^2,(p_1-p_2)^2,p_2^2,m_1^2,m_2^2),
\]
\[
C^{\mu\nu}(p_1,p_2;p_1^2,m_1^2,m_2^2) = g^{\mu\nu}C_{00}(p_1^2,(p_1-p_2)^2,p_2^2,m_1^2,m_2^2) + \sum_{i,j=1}^3 p_i^\mu p_j^\nu C_{ij}(p_1^2,(p_1-p_2)^2,p_2^2,m_1^2,m_2^2),
\]
\[
D^{\mu\nu}(p_1,p_2,p_3;m_1^2,m_2^2,m_3^2) = \sum_{i=1}^3 p_i^\mu D_i(p_1^2,(p_1-p_2)^2,(p_2-p_3)^2,p_3^2,p_2^2,(p_1-p_3)^2,m_1^2,m_2^2,m_3^2),
\]
\[
D^{\mu\nu}(p_1,p_2,p_3;m_1^2,m_2^2,m_3^2) = g^{\mu\nu}D_00(p_1^2,(p_1-p_2)^2,(p_2-p_3)^2,p_3^2,p_2^2,(p_1-p_3)^2,m_1^2,m_2^2,m_3^2) + \sum_{i,j=1}^3 p_i^\mu p_j^\nu D_{ij}(p_1^2,(p_1-p_2)^2,(p_2-p_3)^2,p_3^2,p_2^2,(p_1-p_3)^2,m_1^2,m_2^2,m_3^2).
\]  

(A.7)

Only some of those tensor coefficient functions are UV-divergent:
\[
B_{00}(p^2,m_1^2,m_2^2) = \frac{\lambda}{2} \left( m_1^2 + m_2^2 - \frac{p^2}{3} \right) + B_{00}(p^2,m_1^2,m_2^2) + O(4 - n),
\]
\[
B_{11}(p^2,m_1^2,m_2^2) = -\frac{2}{3} \lambda + B_{11}(p^2,m_1^2,m_2^2) + O(4 - n),
\]
\[
C_{00}(p_1^2,(p_1-p_2)^2,p_2^2,m_1^2,m_2^2) = -\frac{\lambda}{2} + C_{00}(p_1^2,(p_1-p_2)^2,p_2^2,m_1^2,m_2^2) + O(4 - n).
\]  

(A.8)
A.3 Infrared Divergences in Loop Functions

The following explicit formulae are used to extract the IR divergence in the loop functions.

The derivative of the two-point function is IR-divergent:

\[
\bar{B}_0(M^2, M^2, m^2_\gamma) = -\frac{1}{16\pi^2} \frac{1}{M^2} \left( 1 + \frac{1}{2} \ln \left( \frac{m^2_\gamma}{M^2} \right) \right) + \mathcal{O}(m_\gamma),
\]

\[
\bar{B}_0(M^2, M^2, m^2_\gamma) = \frac{1}{16\pi^2} \left( 1 - \ln \left( \frac{M^2}{\mu^2} \right) \right) + \mathcal{O}(m_\gamma),
\]

\[
\bar{B}_0(0, M^2, m^2_\gamma) = -\frac{1}{16\pi^2} \ln \left( \frac{M^2}{\mu^2} \right) + \mathcal{O}(m_\gamma).
\]

The IR-divergent three-point function is given by [32]

\[
C_0(m^2, s, M^2, m^2_\gamma, m^2, M^2) = \frac{1}{16\pi^2} \frac{x_s}{m m(M(1 - x_s^2))} \left( \ln x_s \left( -\frac{1}{2} \ln x_s + 2 \ln(1 - x_s^2) + \ln \left( \frac{mM}{m_s^2} \right) \right) 
\right.
\]

\[
- \frac{\pi^2}{6} + \text{Li}_2(x_s^2) + \frac{1}{2} \ln^2 \left( \frac{m}{M} \right) + \text{Li}_2 \left( 1 - x_s \frac{m}{M} \right) + \text{Li}_2 \left( 1 - x_s \frac{M}{m} \right) + \mathcal{O}(m^2_\gamma) \tag{A.10}
\]

where

\[
x_s = -\frac{1}{1 + \sqrt{1 - \frac{4mM}{s-(m-M)^2}}}.
\]

\[
\tag{A.11}
\]
Appendix B

Kinematics

B.1 Lorentz Frames and Transformations in $K_{\ell 4}$

Let us first look at the kaon rest frame $\Sigma_K$. From the relations

\[
P = p_1 + p_2 = \left( \sqrt{s + \vec{P}^2}, \vec{P} \right),
\]

\[
L = p_\ell + p_\nu = \left( \sqrt{s_\ell + \vec{P}^2}, -\vec{P} \right),
\]

\[
p = P + L = \left( M_K, \vec{0} \right),
\]

one finds

\[
\vec{P}^2 = \frac{\lambda_{K\ell}(s)}{4M_K^2},
\]

where $\lambda_{K\ell}(s) := \lambda(M^2_{K^+}, s, s_\ell)$ and $\lambda(a, b, c) := a^2 + b^2 + c^2 - 2(ab + bc + ca)$.

I choose the $x$-axis along the dipion line of flight:

\[
P = \left( \frac{M^2_{K^+} - s_\ell + s}{2M_K^+}, \frac{\lambda_{K\ell}^{1/2}(s)}{2M_K^+} \right),
\]

\[
L = \left( \frac{M^2_{K^+} + s_\ell - s}{2M_K^+}, -\frac{\lambda_{K\ell}^{1/2}(s)}{2M_K^+}, 0, 0 \right).
\]

In the dipion centre-of-mass frame $\Sigma_{2\pi}$, the boosted dipion four-momentum is

\[
P' = \Lambda_1^{-1} P = \left( \sqrt{s}, \vec{0} \right).
\]

$\Lambda_1$ is just a boost in the $x$-direction. Thus, I find

\[
\Lambda_1 = \begin{pmatrix}
\frac{M^2_{K^+} + s_\ell - s}{2M_K^+} & \frac{\lambda_{K\ell}^{1/2}(s)}{2M_K^+} & 0 & 0 \\
\frac{\lambda_{K\ell}^{1/2}(s)}{2M_K^+} & \frac{M^2_{K^+} + s_\ell - s}{2M_K^+} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]

Analogously, in the dilepton centre-of-mass frame $\Sigma_{\ell\nu}$, the boosted dilepton four-momentum is

\[
L'' = \Lambda_2^{-1} L = \left( \sqrt{s_\ell}, \vec{0} \right).
\]
\[ \Lambda_2 = \begin{pmatrix} \frac{M^2_{k^+} - s + s_\ell}{2M_{K^+} \sqrt{s}} & -\frac{\lambda_{K^+}}{2M_{K^+} \sqrt{s}}(s) & 0 & 0 \\ -\frac{\lambda_{K^+}}{2M_{K^+} \sqrt{s}}(s) & \frac{M^2_{K^+} - s + s_\ell}{2M_{K^+} \sqrt{s}} & 0 & 0 \\ 0 & 0 & \cos \phi & \sin \phi \\ 0 & 0 & -\sin \phi & \cos \phi \end{pmatrix}, \] (B.7)

Let us determine the momenta of the four final-state particles in the kaon rest frame. In \( \Sigma_{2\pi} \), the pion momenta

\[ p'_1 = \left( \sqrt{M^2_{\pi^+} + \vec{p}'^2}, \vec{p}' \right), \]
\[ p'_2 = \left( \sqrt{M^2_{\pi^+} + \vec{p}'^2}, -\vec{p}' \right) \]
satisfy

\[ P' = p'_1 + p'_2 = \left( \sqrt{s}, 0 \right). \]

Therefore, we find

\[ \vec{p}'^2 = \frac{s}{2} - M^2_{\pi^+}, \]
leading to

\[ p'_1 = \left( \sqrt{\frac{2}{s}} \sqrt{\frac{s}{4} - M^2_{\pi^+} \cos \theta_{\pi}}, \sqrt{\frac{2}{s}} - M^2_{\pi^+} \sin \theta_{\pi}, 0 \right), \]
\[ p'_2 = \left( \sqrt{\frac{2}{s}}, -\sqrt{\frac{s}{4} - M^2_{\pi^+} \cos \theta_{\pi}}, -\sqrt{\frac{s}{4} - M^2_{\pi^+} \sin \theta_{\pi}}, 0 \right). \]

The pion momenta in \( \Sigma_K \) are then given by

\[ p_1 = \Lambda_1 p'_1 = \left( \frac{M^2_{K^+} + s - s_\ell}{4M_{K^+}} + \frac{\lambda_{K^+}}{4M_{K^+}}(s) \cos \theta_{\pi}, \right), \]
\[ p'_2 = \Lambda_1 p'_2 = \left( \frac{M^2_{K^+} + s - s_\ell}{4M_{K^+}} - \frac{\lambda_{K^+}}{4M_{K^+}}(s) \cos \theta_{\pi}, \right), \]

(B.12)

where \( \sigma_{\pi}(s) = \sqrt{1 - \frac{4M^2_{\pi^+}}{s}}. \)

Again, the analogous procedure for the dilepton system leads to the lepton momenta in the kaon system. In \( \Sigma_{\ell\ell} \), the lepton momenta are

\[ p'_\ell = \left( \sqrt{m^2_{\ell} + \vec{p}'^2}, \vec{p}' \right), \quad p_\ell = \left( |\vec{p}'|, -\vec{p}' \right), \]

(B.13)
satisfying

\[ L' = p'_\ell + p'_\ell = \left( \sqrt{s_{\ell}}, 0 \right). \]

(B.14)
with the solution
\[ \bar{p}_\ell^2 = \frac{(s_\ell - m_\ell^2)^2}{4s_\ell}, \] (B.15)

hence
\[ p_\ell'' = \left( \frac{s_\ell + m_\ell^2}{2\sqrt{s_\ell}} \right) - \frac{s_\ell - m_\ell^2}{2\sqrt{s_\ell}} \cos \theta_\ell, \frac{s_\ell - m_\ell^2}{2\sqrt{s_\ell}} \sin \theta_\ell, 0, \] (B.16)
\[ p_\nu'' = \left( \frac{s_\ell - m_\ell^2}{2\sqrt{s_\ell}} \right) + \frac{s_\ell - m_\ell^2}{2\sqrt{s_\ell}} \cos \theta_\ell, -\frac{s_\ell - m_\ell^2}{2\sqrt{s_\ell}} \sin \theta_\ell, 0. \]

I obtain the lepton momenta in \( \Sigma_K \) by applying the Lorentz transformation \( \Lambda_2 \):
\[ p_\ell = \Lambda_2 p_\ell'' = \left( 1 + z_\ell \right) \frac{M_{K^+}^2 - s + s_\ell}{4M_{K^+}} + \left( 1 - z_\ell \right) \frac{\lambda_{K^+}^{1/2}(s)}{4M_{K^+}} \cos \theta_\ell, \]
\[ -\left( 1 + z_\ell \right) \frac{\lambda_{K^+}^{1/2}(s)}{4M_{K^+}} - \left( 1 - z_\ell \right) \frac{M_{K^+}^2 - s + s_\ell}{4M_{K^+}} \cos \theta_\ell, \]
\[ \frac{s_\ell - m_\ell^2}{2\sqrt{s_\ell}} \sin \theta_\ell \cos \phi, \frac{s_\ell - m_\ell^2}{2\sqrt{s_\ell}} \sin \theta_\ell \sin \phi. \] (B.17)
\[ p_\nu = \Lambda_2 p_\nu'' = \left( 1 - z_\ell \right) \left( \frac{M_{K^+}^2 - s + s_\ell}{4M_{K^+}} - \frac{\lambda_{K^+}^{1/2}(s)}{4M_{K^+}} \cos \theta_\ell \right), \]
\[ -\left( 1 - z_\ell \right) \frac{\lambda_{K^+}^{1/2}(s)}{4M_{K^+}} - \frac{M_{K^+}^2 - s + s_\ell}{4M_{K^+}} \cos \theta_\ell, \]
\[ -\frac{s_\ell - m_\ell^2}{2\sqrt{s_\ell}} \sin \theta_\ell \cos \phi, \frac{s_\ell - m_\ell^2}{2\sqrt{s_\ell}} \sin \theta_\ell \sin \phi, \]

where \( z_\ell = m_\ell^2/s_\ell \).

With these explicit expressions for the particle momenta, I calculate in the following all the Lorentz invariant products in terms of the five phase space variables.

The Lorentz invariant squares of the vectors (2.3) are given by
\[ P = p_1^2 + 2p_1p_2 + p_2^2 = 2M_{\pi^+}^2 + 2p_1p_2 = s, \]
\[ Q = p_1^2 - 2p_1p_2 + p_2^2 = 4M_{\pi^-}^2 - s, \]
\[ L = p_1^2 + 2p_1p_\nu + p_\nu^2 = m_\ell^2 + 2p_1p_\nu = s_\ell, \]
\[ N = p_1^2 - 2p_1p_\nu + p_\nu^2 = 2m_\ell^2 - s_\ell. \] (B.18)

The remaining Lorentz invariant products are:
\[ PQ = p_1^2 - p_2^2 = 0, \]
\[ PL = \frac{1}{2} \left( p^2 - P^2 - L^2 \right) = \frac{1}{2} \left( M_{K^+}^2 - s - s_\ell \right), \]
\[ PN = \frac{1}{2} \left( (p - 2p_\nu)^2 - P^2 - N^2 \right) = \frac{1}{2} z_\ell \left( M_{K^+}^2 - s - s_\ell \right) + (1 - z_\ell)X \cos \theta_\ell, \]
\[ QL = Qp = \sigma_\pi X \cos \theta_\pi, \]
\[ QN = z_\ell \sigma_\pi X \cos \theta_\pi + \sigma_\pi (1 - z_\ell) \left\{ \frac{1}{2} \left( M_{K^+}^2 - s - s_\ell \right) \cos \theta_\pi \cos \theta_\ell - \sqrt{s_\pi s} \sin \theta_\pi \sin \theta_\ell \cos \phi \right\}, \]
\[ LN = (p_\pi + p_\nu)(p_\ell - p_\nu) = m_\ell^2, \]
\[ \langle LNPQ \rangle := \epsilon_{\mu\nu\rho\sigma} \epsilon^\mu_\pi \epsilon^\nu_\pi \epsilon^\rho_\pi \epsilon^\sigma_\pi = - (1 - z_\ell) \sigma_\pi \sqrt{s_\pi s} \sin \theta_\pi \sin \theta_\ell \sin \phi. \] (B.19)
APPENDIX B. KINEMATICS

B.2 Lorentz Frames and Transformations in $K_{e4\gamma}$

For the radiative process, I copy the results for the dipion subsystem from the $K_{e4}$ kinematics and therefore find the following expressions for the momenta in the kaon rest frame $\Sigma_K$:

\[
P = \left( \frac{M_{K^+}^2 - s_{\ell} - s_{\ell}}{2M_{K^+}}, \frac{\lambda_{K^+}^{1/2}(s)}{2M_{K^+}}, 0, 0 \right),
\]
\[
L = \left( \frac{M_{K^+}^2 + s_{\ell} - s_{\ell}}{2M_{K^+}}, -\frac{\lambda_{K^+}^{1/2}(s)}{2M_{K^+}}, 0, 0 \right).
\]  

(B.20)

\[
p_1 = \left( \frac{M_{K^+}^2 + s - s_{\ell}}{4M_{K^+}} + \frac{\lambda_{K^+}^{1/2}(s)}{4M_{K^+}} \sigma_{p\pi}(s) \cos \theta_{\pi}, \right.
\]
\[
\left. \frac{\lambda_{K^+}^{1/2}(s)}{4M_{K^+}} + \frac{M_{K^+}^2 + s - s_{\ell}}{4M_{K^+}} \sigma_{\pi}(s) \cos \theta_{\pi}, \sqrt{\frac{s}{4} - M_{\pi^+}^2 \sin \theta_{\pi}} \right),
\]
\[
p_2 = \left( \frac{M_{K^+}^2 + s - s_{\ell}}{4M_{K^+}} - \frac{\lambda_{K^+}^{1/2}(s)}{4M_{K^+}} \sigma_{p\pi}(s) \cos \theta_{\pi}, \right.
\]
\[
\left. \frac{\lambda_{K^+}^{1/2}(s)}{4M_{K^+}} - \frac{M_{K^+}^2 + s - s_{\ell}}{4M_{K^+}} \sigma_{\pi}(s) \cos \theta_{\pi}, -\sqrt{\frac{s}{4} - M_{\pi^+}^2 \sin \theta_{\pi}} \right).
\]  

(B.21)

We still need to determine the momenta of the photon and the two leptons. The photon and charged lepton momenta in $\Sigma_{\ell\nu\gamma}$ are given by

\[
q''' = \left( \frac{\sqrt{s_{\ell}}}{2} x, -\frac{\sqrt{s_{\ell}}}{2} \sqrt{x^2 - 4z_{\gamma} \cos \theta_{\gamma}} \sqrt{\frac{s_{\ell}}{2}} \sqrt{x^2 - 4z_{\gamma} \sin \theta_{\gamma}}, 0 \right),
\]
\[
p'''_{\ell} = \left( \frac{\sqrt{s_{\ell}}}{2} y, \frac{\sqrt{s_{\ell}}}{2} \sqrt{y^2 - 4z_{\ell} \cos \phi_{\ell}} \sin \theta_{\ell} \sin \theta_{\ell}, \frac{\sqrt{s_{\ell}}}{2} \sqrt{y^2 - 4z_{\ell} \sin \phi_{\ell}} \sin \theta_{\ell}, \sin \phi_{\ell} \right),
\]
\[
q'''_{\nu} = \left( \frac{\sqrt{s_{\ell}}}{2} z, \frac{\sqrt{s_{\ell}}}{2} \sqrt{z^2 - 4z_{\gamma} \cos \theta_{\gamma}} \sin \theta_{\gamma} \cos \phi_{\pi}, \frac{\sqrt{s_{\ell}}}{2} \sqrt{z^2 - 4z_{\gamma} \sin \theta_{\gamma}} \sin \theta_{\gamma} \cos \phi_{\pi}, \frac{\sqrt{s_{\ell}}}{2} \sqrt{z^2 - 4z_{\gamma} \sin \theta_{\gamma}} \sin \theta_{\gamma} \sin \phi_{\pi} \right),
\]
\[
\]  

(B.22)

where $\theta_{\ell\gamma}$ denotes the angle between photon and lepton in $\Sigma_{\ell\nu\gamma}$:

\[
\cos \theta_{\ell\gamma} = \frac{x(y - 2) + 2(1 - y + z_{\ell} + z_{\gamma})}{\sqrt{x^2 - 4z_{\gamma}} \sqrt{y^2 - 4z_{\ell}} - 4z_{\ell}}.
\]  

(B.23)

The neutrino momentum is then easily found by $p_{\nu}''' = L''' - q''' - p_{\ell}'''$.

The momenta in the kaon rest frame $\Sigma_K$ are given by

\[
q = \Lambda_2 q''', \quad p_{\ell} = \Lambda_2 p_{\ell}''', \quad p_{\nu} = \Lambda_2 p_{\nu}''',
\]

(B.24)

where $\Lambda_2$ is defined in (B.7). I do not state here the expressions explicitly, as they are rather long. I use them to calculate in the following all the Lorentz invariant products in terms of the eight phase space variables.

The Lorentz invariant squares of the vectors (2.26) are

\[
P^2 = p_1^2 + 2p_1p_2 + p_2^2 = 2M^{2}_{e^{+}} + 2p_1p_2 = s,
\]
\[
Q^2 = p_1^2 - 2p_1p_2 + p_2^2 = 4M^{2}_{e^{+}} - s,
\]
\[
L^2 = (p_{\ell} + q)^2 + 2(p_{\ell} + q)p_{\nu} + p_{\nu}^2 = s_{\ell} + 2(p_{\ell} + q)p_{\nu} = s_{\ell},
\]
\[
N^2 = (p_{\ell} + q)^2 - 2(p_{\ell} + q)p_{\nu} + p_{\nu}^2 = 2s_{\ell} - s_{\ell} = s_{\ell}(2x + 2y - 3).
\]  

(B.25)
The remaining Lorentz invariant products involving the vectors (2.26) are given by:

\[ PQ = 0, \quad PL = \frac{1}{2} (M_{K+}^2 - s - s_\ell), \quad QL = \sigma_\pi X \cos \theta_\pi, \quad LN = s_\ell(x + y - 1), \]

\[ PN = (x + y - 1) \frac{1}{2} (M_{K+}^2 - s - s_\ell) + X \left( \sqrt{x^2 - 4z_\ell} \cos \theta_\gamma \right. \]
\[ + \sqrt{y^2 - 4z_\ell} \left( \cos \theta_{\ell_f} \cos \theta_\gamma - \sin \theta_{\ell_f} \sin \theta_\gamma \cos \phi_{\ell_f} \right), \]

\[ QN = (x + y - 1) \sigma_\pi X \cos \theta_\pi \]
\[ + \sigma_\pi \left( \frac{1}{2} (M_{K+}^2 - s - s_\ell) \cos \theta_\pi \left( \sqrt{x^2 - 4z_\ell} \cos \theta_\gamma \right. \right. \]
\[ + \sqrt{y^2 - 4z_\ell} \left( \cos \theta_{\ell_f} \cos \theta_\gamma - \sin \theta_{\ell_f} \sin \theta_\gamma \cos \phi_{\ell_f} \right) \]
\[ - \sqrt{x^2 - 4z_\ell} \sin \theta_\pi \left( \cos \phi \left( \sqrt{x^2 - 4z_\ell} \sin \theta_\gamma \right. \right. \]
\[ + \sqrt{y^2 - 4z_\ell} \left( \cos \theta_{\ell_f} \sin \theta_\gamma + \sin \theta_{\ell_f} \cos \theta_\gamma \cos \phi_{\ell_f} \right) \]
\[ + \sin \phi \sqrt{y^2 - 4z_\ell} \sin \theta_{\ell_f} \sin \phi_{\ell_f} \right) \right) \right) \right) \right) \right) \right). \]  \tag{B.26}

\[ \langle LN \rangle_{\mu} := \epsilon_{\mu\nu\rho} L^\mu N^\nu P^\rho Q^\nu \]
\[ = - \sigma_\pi \sqrt{x^2 - 4z_\ell} \sin \theta_\pi \left( \sqrt{x^2 - 4z_\ell} \sin \theta_\gamma \right. \]
\[ + \sqrt{y^2 - 4z_\ell} \left( \sin \phi \cos \theta_{\ell_f} \sin \theta_\gamma + \sin \theta_{\ell_f} \cos \theta_\gamma \cos \phi_{\ell_f} \right. \]
\[ + \cos \phi \sin \theta_{\ell_f} \sin \phi_{\ell_f} \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right). \]  \tag{B.27}

In addition, we need the Lorentz invariant products involving \( q \):

\[ P^q = \frac{x}{4} (M_{K+}^2 - s - s_\ell) + \frac{X}{2} \sqrt{x^2 - 4z_\ell} \cos \theta_\gamma, \]

\[ Q^q = \frac{\sigma_\pi}{2} \left[ x \cos \theta_\pi + \sqrt{x^2 - 4z_\ell} \left( \cos \theta_\pi \frac{1}{2} (M_{K+}^2 - s - s_\ell) \cos \theta_\gamma - \sin \theta_\pi \sqrt{x^2 - 4z_\ell} \sin \theta_\gamma \cos \phi \right) \right], \]

\[ L^q = \frac{s_\ell}{2}, \]

\[ N^q = \frac{s_\ell}{2} (x + 2(y - 1 + z_\gamma - z_\ell)), \]

\[ \langle LPQ \rangle = \frac{1}{2} X s_\ell \sqrt{x^2 - 4z_\ell} \sqrt{y^2 - 4z_\ell} \sin \theta_{\ell_f} \sin \theta_\gamma \sin \phi_{\ell_f}, \]

\[ \langle LPQ \rangle = \frac{1}{2} \sigma_\pi s_\ell \sqrt{x^2 - 4z_\ell} \sqrt{y^2 - 4z_\ell} \sin \theta_{\ell_f} \]
\[ \cdot \left( \frac{1}{2} (M_{K+}^2 - s - s_\ell) \cos \theta_\pi \sin \theta_\gamma \sin \phi_{\ell_f} - \sqrt{x^2 - 4z_\ell} \sin \theta_\pi \right) \left( \sin \phi \cos \phi_{\ell_f} - \cos \phi \sin \phi_{\ell_f} \cos \theta_\gamma \right), \]

\[ \langle LPQ \rangle = \frac{1}{2} \sigma_\pi X \sqrt{x^2 - 4z_\ell} \sin \theta_\pi \sqrt{x^2 - 4z_\ell} \sin \theta_\gamma \sin \phi, \]

\[ \langle NPN \rangle = \frac{1}{2} \sigma_\pi \sqrt{x^2 - 4z_\ell} \]
\[ \cdot \left\{ \sqrt{x^2 - 4z_\ell} \sqrt{y^2 - 4z_\ell} \sin \theta_{\ell_f} \left( - \sqrt{x^2 - 4z_\ell} \cos \theta_\pi \sin \theta_\gamma \sin \phi_{\ell_f} \right. \right. \]
\[ + \frac{1}{2} (M_{K+}^2 - s - s_\ell) \sin \theta_\pi \left( \sin \phi \cos \phi_{\ell_f} - \cos \phi \sin \phi_{\ell_f} \cos \theta_\gamma \right) \right. \right. \]
\[ + X \sin \theta_\pi \left( x \sqrt{y^2 - 4z_\ell} \left( - \sin \theta_{\ell_f} \cos \phi_{\ell_f} \sin \theta_\gamma \right. \right. \]
\[ - \cos \phi \sin \theta_{\ell_f} \left( - \sin \theta_{\ell_f} \cos \phi_{\ell_f} \sin \theta_\gamma \right) + \cos \theta_{\ell_f} \sin \phi \sin \theta_\gamma \right) \right. \right. \]
\[ - (y - 1) \sqrt{x^2 - 4z_\ell} \sin \phi \sin \theta_\gamma \right) \left( \sin \phi \cos \phi_{\ell_f} - \cos \phi \sin \phi_{\ell_f} \cos \theta_\gamma \right) \right. \right. \]} \right). \]  \tag{B.27}
Appendix C

Decay Rates

C.1 Decay Rate for $K_{\ell 4}$

C.1.1 Isospin Limit

The partial decay rate for the $K_{\ell 4}$ decay is given by

$$d\Gamma = \frac{1}{8M_{K^+}(2\pi)^8} \sum_{\text{spins}} |\mathcal{T}|^2 \delta^{(4)}(p - P - L) \frac{d^3p_1}{2p_1^0} \frac{d^3p_2}{2p_2^0} \frac{d^3p_\ell}{2p_\ell^0} \frac{d^3p_\nu}{2p_\nu^0}. \quad (C.1)$$

The kinematics of the decay is described by the 5 variables $s$, $s_\ell$, $\theta_\pi$, $\theta_\ell$ and $\phi$. The remaining 7 integrals can be performed explicitly [5]. Let us review the reduction of the partial decay rate to the five-dimensional phase space integral.

The spin summed square of the matrix element

$$\mathcal{T} = \frac{G_F}{\sqrt{2}} V_{us}^* \bar{u}(p_\nu) \gamma_\mu (1 - \gamma^5) v(p_\ell) \langle \pi^+ (p_1) \pi^- (p_2) | \bar{s} \gamma^\mu (1 - \gamma^5) u | K^+(p) \rangle$$

$$= \frac{G_F}{\sqrt{2}} V_{us}^* \mathcal{L}_\mu \mathcal{H}^\mu, \quad (C.2)$$

where $\mathcal{L}_\mu := \bar{u}(p_\nu) \gamma_\mu (1 - \gamma^5) v(p_\ell)$ and $\mathcal{H}^\mu := \langle \pi^+ (p_1) \pi^- (p_2) | \bar{s} \gamma^\mu (1 - \gamma^5) u | K^+(p) \rangle$, can be written as

$$\sum_{\text{spins}} |\mathcal{T}|^2 = \frac{G_F^2 |V_{us}|^2}{2} \mathcal{H}^\mu \mathcal{H}^{*\mu} \sum_{\text{spins}} \mathcal{L}_\mu \mathcal{L}^{*\mu}. \quad (C.3)$$

The spin sum can be performed with standard trace techniques:

$$4\mathcal{L}_{\mu\nu} := \sum_{\text{spins}} \mathcal{L}_\mu \mathcal{L}^{*\nu} = \sum_{\text{spins}} \bar{u}(p_\nu) \gamma_\mu (1 - \gamma^5) v(p_\ell) \bar{v}(p_\ell) \gamma_\nu (1 - \gamma^5) u(p_\nu)$$

$$= \text{Tr} \left[ p_\nu \gamma_\mu (1 - \gamma^5) \left( \not{p}_\ell - m_\ell \right) \gamma_\nu (1 - \gamma^5) \right]$$

$$= -2g_{\mu\nu}(L^2 - N^2) + 4(L_\mu L_\nu - N_\mu N_\nu) + 4ie_{\mu\nu\rho\sigma} L^\rho N^\sigma$$

$$= 4 \left( g_{\mu\nu}(m_\ell^2 - s_\ell) + L_\mu L_\nu - N_\mu N_\nu + ie_{\mu\nu\rho\sigma} L^\rho N^\sigma \right). \quad (C.4)$$

After the contraction with the hadronic matrix element, expressed in terms of the form factors,

$$\mathcal{H}^\mu = -\frac{H}{M_{K^+}} \epsilon_{\mu\nu\rho\sigma} L^\rho P^\sigma Q^\nu + i\frac{1}{M_{K^+}} (P_\mu F + Q_\mu G + L_\mu R), \quad (C.5)$$
APPENDIX C. DECAY RATES

all the scalar products can be expressed in terms of the five phase space variables $s$, $s_\ell$, $\theta_\pi$, $\theta_\ell$ and $\phi$.

Let us now consider the phase space measure:

$$dI := \delta^{(4)}(p - p_1 - p_2 - p_\ell - p_\nu) \frac{d^3 p_1}{2p_1^0} \frac{d^3 p_2}{2p_2^0} \frac{d^3 p_\ell}{2p_\ell^0} \frac{d^3 p_\nu}{2p_\nu^0},$$

$$= \delta^{(4)}(p - p_1 - p_2 - p_\ell - p_\nu) \frac{d^3 p_1}{2p_1^0} \frac{d^3 p_2}{2p_2^0} \frac{d^3 p_\ell}{2p_\ell^0} \frac{d^3 p_\nu}{2p_\nu^0} \cdot \delta^{(4)}(p_1 + p_2 - P) \delta^{(4)}(p_\ell + p_\nu - L) d^4 P d^4 L \theta(P^0) \theta(L^0)$$

$$= ds ds_\ell \delta^{(4)}(p - P - L) d^4 P \delta(s - P^2) \theta(P^0) d^4 L \delta(s_\ell - L^2) \theta(L^0) \cdot \delta^{(4)}(p_1 + p_2 - P) \frac{d^3 p_1}{2p_1^0} \frac{d^3 p_2}{2p_2^0} \delta^{(4)}(p_\ell + p_\nu - L) \frac{d^3 p_\ell}{2p_\ell^0} \frac{d^3 p_\nu}{2p_\nu^0}. \tag{C.6}$$

The phase space integral can be split into three separately Lorentz invariant pieces:

$$dI = dI_1 dI_2 dI_3,$$

$$dI_1 := ds ds_\ell \delta^{(4)}(p - P - L) d^4 P \delta(s - P^2) \theta(P^0) d^4 L \delta(s_\ell - L^2) \theta(L^0),$$

$$dI_2 := \delta^{(4)}(p_1 + p_2 - P) \frac{d^3 p_1}{2p_1^0} \frac{d^3 p_2}{2p_2^0}, \tag{C.7}$$

$$dI_3 := \delta^{(4)}(p_\ell + p_\nu - L) \frac{d^3 p_\ell}{2p_\ell^0} \frac{d^3 p_\nu}{2p_\nu^0}.$$

Each of these three pieces can be evaluated in a convenient frame. For $dI_1$, I choose the kaon rest frame:

$$dI_1 = ds ds_\ell \delta^{(3)}(\vec{p} - \vec{P} - \vec{L}) \delta \left( p^0 - \sqrt{\vec{p}^2 + s - \sqrt{\vec{L}^2 + s_\ell}} \right) \frac{d^3 P}{2\sqrt{\vec{P}^2 + s}} \frac{d^3 L}{2\sqrt{\vec{L}^2 + s_\ell}},$$

$$= ds ds_\ell \delta^{(3)}(\vec{P} + \vec{L}) \delta \left( M_{K^+} - \sqrt{\vec{p}^2 + s - \sqrt{\vec{L}^2 + s_\ell}} \right) \frac{d^3 P}{2\sqrt{\vec{P}^2 + s}} \frac{d^3 L}{2\sqrt{\vec{L}^2 + s_\ell}},$$

$$= ds ds_\ell \delta \left( M_{K^+} - \sqrt{\vec{p}^2 + s - \sqrt{\vec{L}^2 + s_\ell}} \right) \frac{d^3 P}{2\sqrt{\vec{P}^2 + s}} \frac{1}{2\sqrt{\vec{P}^2 + s}} d|\vec{P}|, \tag{C.8}$$

$$= \pi ds ds_\ell \delta \left( (M_{K^+} - \sqrt{\vec{p}^2 + s - \sqrt{\vec{L}^2 + s_\ell}}) \frac{|\vec{P}|}{\sqrt{\vec{P}^2 + s}} \sqrt{\vec{P}^2 + s_\ell} \right) d|\vec{P}|.$$

I have used that the integrand depends on $\vec{P}$ only through $\vec{P}^2$. 
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The second piece is evaluated in the dipion frame:

\[
\begin{align*}
&dI_2 = \delta^{(3)}(\vec{p}_1 + \vec{p}_2 - \vec{P})\delta \left( \sqrt{\vec{p}_1^2 + M_{\pi^+}^2} + \sqrt{\vec{p}_2^2 + M_{\pi^+}^2} - P^0 \right) \frac{d^3p_1}{2\sqrt{\vec{p}_1^2 + M_{\pi^+}^2}} \frac{d^3p_2}{2\sqrt{\vec{p}_2^2 + M_{\pi^+}^2}} \\
&= \delta^{(3)}(\vec{p}_1 + \vec{p}_2)\delta \left( \sqrt{\vec{p}_1^2 + M_{\pi^+}^2} + \sqrt{\vec{p}_2^2 + M_{\pi^+}^2} - \sqrt{s} \right) \frac{d^3p_1}{2\sqrt{\vec{p}_1^2 + M_{\pi^+}^2}} \frac{d^3p_2}{2\sqrt{\vec{p}_2^2 + M_{\pi^+}^2}} \\
&= \delta \left( 2\sqrt{\vec{p}_1^2 + M_{\pi^+}^2} - \sqrt{s} \right) \frac{d^3p_1}{4(\vec{p}_1^2 + M_{\pi^+}^2)} = \delta \left( |\vec{p}_1| - \sqrt{\frac{s}{4} - M_{\pi^+}^2} \right) \frac{\pi}{4} \sigma_\pi(s) d\cos\theta_\pi d|\vec{p}_1| \\
&= \frac{\pi}{4} \sigma_\pi(s) d\cos\theta_\pi,
\end{align*}
\]

and the third piece analogously in the dilepton frame:

\[
\begin{align*}
&dI_3 = \delta^{(3)}(\vec{p}_\ell + \vec{p}_\nu - \vec{L})\delta \left( \sqrt{\vec{p}_\ell^2 + m_\ell^2} + |\vec{p}_\nu| - L^0 \right) \frac{d^3p_\ell}{2\sqrt{\vec{p}_\ell^2 + m_\ell^2}} \frac{d^3p_\nu}{2|\vec{p}_\nu|} \\
&= \delta^{(3)}(\vec{p}_\ell + \vec{p}_\nu)\delta \left( \sqrt{\vec{p}_\ell^2 + m_\ell^2} + |\vec{p}_\nu| - \sqrt{s_\ell} \right) \frac{d^3p_\ell}{2\sqrt{\vec{p}_\ell^2 + m_\ell^2}} \frac{d^3p_\nu}{2|\vec{p}_\nu|} \\
&= \delta \left( \sqrt{\vec{p}_\ell^2 + m_\ell^2} + |\vec{p}_\nu| - \sqrt{s_\ell} \right) \frac{d^3p_\ell}{4|\vec{p}_\nu| \sqrt{\vec{p}_\ell^2 + m_\ell^2}} = \delta \left( |\vec{p}_\nu| - \frac{s_\ell - m_\ell^2}{2\sqrt{s_\ell}} \right) \frac{1}{8} (1 - z_\ell) d\cos\theta_\ell d\phi |\vec{p}_\ell| \\
&= \frac{1}{8} (1 - z_\ell) d\cos\theta_\ell d\phi.
\end{align*}
\]

Putting the three pieces together, I find

\[
\begin{align*}
dI &= \frac{\lambda^{1/2}_{K^+} \pi^2}{M_{K^+}^2} \frac{1}{64} (1 - z_\ell) \sigma_\pi(s) ds_\ell d\cos\theta_\ell d\cos\theta_\ell d\phi,
\end{align*}
\]

and for the differential decay rate

\[
\begin{align*}
d\Gamma &= \frac{1}{21^5\pi^6 M_{K^+}^2} \frac{\lambda^{1/2}_{K^+} \pi^2}{M_{K^+}^2} (1 - z_\ell) \sigma_\pi(s) \sum_{\text{spins}} |T|^2 ds_\ell d\cos\theta_\ell d\cos\theta_\ell d\phi \\
&= G_F^2 |V_{us}|^2 (1 - z_\ell) \sigma_\pi(s) X \frac{H^{\mu\nu} H^{\nu\mu}}{21^5\pi^6 M_{K^+}^2} J_5(s, s_\ell, \theta_\pi, \theta_\ell, \phi) ds_\ell d\cos\theta_\ell d\cos\theta_\ell d\phi.
\end{align*}
\]

A rather tedious calculation yields (in accordance with [19])

\[
J_5(s, s_\ell, \theta_\pi, \theta_\ell, \phi) = M_{K^+}^2 H^{\mu\nu} H^{\nu\mu} L_{\mu\nu} = 2(1 - z_\ell) \left[ I_1 + I_2 \cos(2\theta_\ell) + I_3 \sin^2(\theta_\ell) \cos(2\phi) + I_4 \sin(2\theta_\ell) \cos(\phi) \\
+ I_5 \sin(\theta_\ell) \cos(\phi) + I_6 \cos(\theta_\ell) + I_7 \sin(\theta_\ell) \sin(\phi) + I_8 \sin(2\theta_\ell) \sin(\phi) \\
+ I_9 \sin^2(\theta_\ell) \sin(2\phi) \right].
\]
where

\[
\begin{align*}
I_1 &:= \frac{1}{4} (1 + z_\ell) |F_1|^2 + \frac{1}{2} \left( 3 + z_\ell \right) \sin^2(\theta_\pi) \left( |F_2|^2 + |F_3|^2 \right) + 2z_\ell |F_4|^2, \\
I_2 &:= -\frac{1}{4} (1 - z_\ell) \left( |F_1|^2 - \frac{1}{2} \sin^2(\theta_\pi) \left( |F_2|^2 + |F_3|^2 \right) \right), \\
I_3 &:= -\frac{1}{4} (1 - z_\ell) \sin^2(\theta_\pi) \left( |F_2|^2 - |F_3|^2 \right), \\
I_4 &:= \frac{1}{2} (1 - z_\ell) \sin(\theta_\pi) \text{Re}(F^*_1 F_2), \\
I_5 &:= -\sin(\theta_\pi) \left( \text{Re}(F^*_1 F_3) + z_\ell \text{Re}(F^*_2 F_3) \right), \\
I_6 &:= z_\ell \text{Re}(F^*_1 F_4) - \sin^2(\theta_\pi) \text{Re}(F^*_2 F_3), \\
I_7 &:= \sin(\theta_\pi) (z_\ell \text{Im}(F^*_3 F_4) - \text{Im}(F^*_1 F_2)), \\
I_8 &:= \frac{1}{2} (1 - z_\ell) \sin(\theta_\pi) \text{Im}(F^*_1 F_3), \\
I_9 &:= -\frac{1}{2} (1 - z_\ell) \sin^2(\theta_\pi) \text{Im}(F^*_2 F_3).
\end{align*}
\]

(C.14)

\section*{C.1.2 Broken Isospin}

In the case of broken isospin, the Lorentz structure of the \(K_{\ell 4}\) matrix element is modified by the presence of the additional tensorial form factor. The expression for the spin sum has to be adapted. This is, however, the only necessary modification. The phase space is still parametrised by the same five kinematic variables.

The \(T\)-matrix element is given by (see also (2.13))

\[
\mathcal{T} = \frac{G_F}{\sqrt{2}} \frac{V_{us}^*}{\sqrt{2}} \left( \bar{u}(p_\nu) \gamma_\mu (1 - \gamma^5) v(p_\ell) \mathcal{H}^\mu + \bar{u}(p_\nu) \sigma_{\mu\nu} (1 + \gamma^5) v(p_\ell) \mathcal{T}^{\mu\nu} \right),
\]

\[
\mathcal{H}^\mu = \lambda^\mu - A^\mu, \quad \mathcal{T}^{\mu\nu} = \frac{1}{M_{K^+}^2 - p_\mu p_\nu^*} T.
\]

(C.15)

Let us calculate the spin sum of the squared \(T\)-matrix:

\[
\begin{align*}
\sum_{\text{spins}} |\mathcal{T}|^2 &= \frac{G_F^2 |V_{us}|^2}{2} \left( \mathcal{H}^\mu \mathcal{H}^{\mu*} \sum_{\text{spins}} \mathcal{L}_\mu \mathcal{L}^{\mu*} + \mathcal{T}^{\mu\nu} \mathcal{T}^{\mu\nu*} \sum_{\text{spins}} \mathcal{L}_\mu \mathcal{L}^{\mu*} + 2 \text{Re} \left[ \mathcal{H}^\mu \mathcal{T}^{\mu\rho*} \sum_{\text{spins}} \mathcal{L}_\mu \mathcal{L}^{\rho*} \right] \right),
\end{align*}
\]

where again \(\mathcal{L}_\mu = \bar{u}(p_\nu) \gamma_\mu (1 - \gamma^5) v(p_\ell)\) and \(\hat{\mathcal{L}}_{\mu\nu} := \bar{u}(p_\nu) \sigma_{\mu\nu} (1 + \gamma^5) v(p_\ell)\).

The differential decay rate is given by

\[
d\Gamma = \frac{1}{2^{13} \pi^6} \frac{\lambda_{K^+}^{1/2}(s)}{M_{K^+}} (1 - z_\ell) \sigma_\pi(s) \sum_{\text{spins}} |\mathcal{T}|^2 \ ds_\ell \ d\cos \theta_\pi \ d\cos \theta_\ell \ d\phi
\]

\[
= G_F^2 |V_{us}|^2 \frac{(1 - z_\ell) \sigma_\pi(s)}{2^{13} \pi^6 M_{K^+}} J_5(s, \sigma_\pi(s), \theta_\pi, \theta_\ell, \phi) \ ds_\ell \ d\cos \theta_\pi \ d\cos \theta_\ell \ d\phi,
\]

(C.17)
where now

\[ J_5 := J_5^{V-A} + J_5^T + J_5^{\text{int}}, \]

\[ J_5^{V-A} := \frac{M_K^2}{4} H^\mu H^\nu \sum_{\text{spins}} L^*_\mu L^*_\nu, \]

\[ J_5^T := \frac{M_K^2}{4} T^{\mu\nu} T^*_{\rho\sigma} \sum_{\text{spins}} \hat{L}_{\mu\nu} \hat{L}^*_{\rho\sigma}, \]  

\[ J_5^{\text{int}} := \frac{M_K^2}{2} \text{Re} \left[ H^{\mu\nu} T^{\rho\sigma} \sum_{\text{spins}} L_{\mu\nu} L_{\rho\sigma}^* \right]. \]  

(C.18)

\[ J_5^{V-A} \] agrees with \( J_5 \) in the isospin limit, but with the form factors \( F_1, \ldots, F_4 \) replaced by the isospin corrected ones. \( J_5^T \) is due to the tensorial form factor only, \( J_5^{\text{int}} \) is the interference of the tensorial and the \( V-A \) part.

\( J_5 \) can still be written in the form

\[ J_5(s, s_\ell, \theta_\pi, \theta_\ell, \phi) = 2(1 - z_\ell) \left[ I_1 + I_2 \cos(2\theta_\ell) + I_3 \sin^2(\theta_\ell) \cos(2\phi) + I_4 \sin(2\theta_\ell) \cos(\phi) \right. \]

\[ + I_5 \sin(\theta_\ell) \cos(\phi) + I_6 \cos(\theta_\ell) \sin(\phi) + I_7 \sin(2\theta_\ell) \sin(\phi) \]

\[ + I_8 \sin^2(\theta_\ell) \sin(2\phi) \left. \right], \]

(C.19)

where \( I_i = I_i^{V-A} + I_i^T + I_i^{\text{int}} \). \( I_i^{V-A} \) correspond to the functions \( I_i \) in the isospin limit (C.14). The additional pieces are given by

\[ I_1^T = \frac{1}{4} z_\ell \left( (1 + z_\ell) + \sin^2(\theta_\pi) \left( (1 + 3z_\ell) \frac{X^2}{ss_\ell} - \frac{1}{2} (1 - z_\ell) \right) \right) |F_5|^2, \]

\[ I_2^T = \frac{1}{4} z_\ell (1 - z_\ell) \left( 1 - \sin^2(\theta_\pi) \left( \frac{X^2}{ss_\ell} + \frac{3}{2} \right) \right) |F_5|^2, \]

\[ I_3^T = \frac{1}{4} z_\ell (1 - z_\ell) \sin^2(\theta_\pi) |F_5|^2, \]

\[ I_4^T = - \frac{1}{4} z_\ell (1 - z_\ell) \sin(2\theta_\pi) \frac{PL}{\sqrt{ss_\ell}} |F_5|^2, \]

\[ I_5^T = - \frac{1}{4} z_\ell^2 \sin(2\theta_\pi) \frac{X}{\sqrt{ss_\ell}} |F_5|^2, \]

\[ I_6^T = - \frac{1}{2} z_\ell^2 \sin^2(\theta_\pi) \frac{PL X}{ss_\ell} |F_5|^2, \]

\[ I_7^T = I_8^T = I_9^T = 0 \]  

(C.20)
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and

\[ I_{1}^{\text{int}} = z_{\ell} \left( -\cos(\theta_{\ell}) \text{Re}(F_{1}^{*} F_{5}) - \frac{PL}{\sqrt{s_{\ell}}} \sin^{2}(\theta_{\ell}) \text{Re}(F_{2}^{*} F_{5}) - \frac{X}{\sqrt{s_{\ell}}} \sin^{2}(\theta_{\ell}) \text{Re}(F_{4}^{*} F_{5}) \right), \]

\[ I_{2}^{\text{int}} = I_{3}^{\text{int}} = I_{4}^{\text{int}} = 0, \]

\[ I_{5}^{\text{int}} = z_{\ell} \left( \frac{X}{\sqrt{s_{\ell}}} \sin(\theta_{\ell}) \text{Re}(F_{1}^{*} F_{5}) + \sin(\theta_{\ell}) \cos(\theta_{\ell}) \text{Re}(F_{2}^{*} F_{5}) - \frac{PL}{\sqrt{s_{\ell}}} \sin(\theta_{\ell}) \text{Re}(F_{4}^{*} F_{5}) \right), \]

\[ I_{6}^{\text{int}} = z_{\ell} \left( \frac{X}{\sqrt{s_{\ell}}} \sin^{2}(\theta_{\ell}) \text{Re}(F_{2}^{*} F_{5}) + \frac{PL}{\sqrt{s_{\ell}}} \sin^{2}(\theta_{\ell}) \text{Re}(F_{4}^{*} F_{5}) - \cos(\theta_{\ell}) \text{Re}(F_{1}^{*} F_{5}) \right), \]

\[ I_{7}^{\text{int}} = z_{\ell} \left( \frac{PL}{\sqrt{s_{\ell}}} \sin(\theta_{\ell}) \text{Im}(F_{1}^{*} F_{5}) - \sin(\theta_{\ell}) \cos(\theta_{\ell}) \text{Im}(F_{2}^{*} F_{5}) + \frac{X}{\sqrt{s_{\ell}}} \sin(\theta_{\ell}) \text{Im}(F_{4}^{*} F_{5}) \right), \]

\[ I_{8}^{\text{int}} = I_{9}^{\text{int}} = 0. \]

These results agree with [15] apart from the different normalisation of \( F_{5} \).

C.2 Decay Rate for \( K_{\ell 4\gamma} \)

The partial decay rate for the \( K_{\ell 4\gamma} \) decay is given by

\[ d\Gamma = \frac{1}{2M_{K}^{\prime}(2\pi)^{11}} \sum_{\text{spins polar.}} |T_{\gamma}|^{2} \delta^{(4)}(p - P - L) d^{3}p_{1} d^{3}p_{2} d^{3}p_{e} d^{3}p_{\mu} d^{3}q. \]  

(C.21)

The kinematics of the decay is described by the 8 variables \( s, s_{\ell}, \theta_{\ell}, \phi_{\ell}, x, y \), and \( \phi_{\ell} \). The remaining 7 integrals can be performed explicitly. The reduction of the partial decay rate to the eight-dimensional phase space integral is performed in the following.

The spin summed square of the matrix element

\[ T_{\gamma} = -\frac{G_{E}}{\sqrt{2}} e V_{us}^{*} \epsilon_{\mu}(q)^{*} \left[ \mathcal{H}^{\mu\nu} \mathcal{L}_{\nu} + \mathcal{H}_{\nu} \tilde{\mathcal{L}}^{\mu\nu} \right]. \]

(C.22)

where

\[ \mathcal{L}_{\nu} := \bar{u}(p_{\nu}) \gamma_{\nu}(1 - \gamma^{5}) v(p_{\ell}), \]

\[ \tilde{\mathcal{L}}^{\mu\nu} := \frac{1}{2\rho_{\mu}} \bar{u}(p_{\nu}) \gamma^{\nu}(1 - \gamma^{5})(m_{\ell} - \not\rho_{\ell} - \not q) \gamma_{\mu} v(p_{e}), \]

(C.23)

can be written as

\[ \sum_{\text{spins polar.}} |T_{\gamma}|^{2} = \frac{e^{2}G_{F}^{2} |V_{us}|^{2}}{2} \sum_{\text{polar.}} \epsilon_{\mu}(q)^{*} \epsilon_{\mu}(q) \left[ \mathcal{H}_{\nu} \mathcal{H}_{\sigma}^{*} \sum_{\text{spins}} \mathcal{L}^{\mu\nu} \mathcal{L}^{*\rho\sigma} + \mathcal{H}^{\mu\nu} \mathcal{H}^{*\rho\sigma} \sum_{\text{spins}} \mathcal{L}_{\nu} \mathcal{L}_{\sigma}^{*} \right. \]

\[ \left. + 2\text{Re} \left( \mathcal{H}^{\mu\nu} \mathcal{H}^{*\rho\sigma} \sum_{\text{spins}} \mathcal{L}_{\nu} \mathcal{L}^{*\rho}_{\sigma} \right) \right]. \]

(C.24)

All the spin sums can be performed with standard trace techniques. As I give the photon an artificial small mass \( m_{\gamma} \), I have to use the polarisation sum formula for a massive vector boson:

\[ \sum_{\text{polar.}} \epsilon_{\mu}(q)^{*} \epsilon_{\rho}(q) = -g_{\mu\rho} + \frac{q_{\mu} q_{\rho}}{m_{\gamma}^{2}}. \]

(C.25)

(C.26)
Using the Ward identity, I find that the second term in the polarisation sum formula does only contribute at $\mathcal{O}(m^2_\gamma)$:

$$
\frac{g_\mu q_\mu}{m_\gamma^2} \left[ \mathcal{H}_\mu \mathcal{H}_\rho \sum_{\text{spins}} \tilde{L}_\mu^{\mu\nu} \tilde{L}_\rho^{\rho\sigma} + \mathcal{H}^{\mu\nu} \mathcal{H}^{\rho\sigma} \sum_{\text{spins}} \mathcal{L}_\mu \mathcal{L}_\rho^* \right] + 2\text{Re} \left( \mathcal{H}^{\mu\nu} \mathcal{H}^{\rho\sigma} \sum_{\text{spins}} \mathcal{L}_\mu \mathcal{L}_\rho^* \right)
$$

$$
= \frac{1}{m_\gamma^2} \text{Re} \left[ \mathcal{H}^{\nu\rho} \mathcal{H}^{\sigma\sigma} \left( q^{\nu\rho} \tilde{L}_\mu \tilde{L}_\rho^* + \mathcal{L}_\mu \mathcal{L}_\rho^* + 2q^{\nu} \mathcal{L}_\mu \tilde{L}_\rho^* \right) \right]
$$

$$
= \frac{4m_\gamma^2}{(Lq + \hat{N}q)^2} \text{Re} \left[ \mathcal{H}^{\nu\rho} \mathcal{H}^{\sigma\sigma} \left( g_{\nu\rho} \frac{\hat{N}^2 - \hat{L}^2}{2} + \hat{L}_\mu \hat{L}_\rho - \hat{N}_\mu \hat{N}_\rho + i\epsilon_{\nu\rho\sigma\lambda} \hat{L}^\sigma \hat{N}^\lambda \right) \right].
$$

(C.27)

I therefore find the following results for the spin and polarisation sums:

$$
\sum_{\text{spins polar.}} \epsilon_\mu(q)^* \epsilon_\nu(q) \tilde{L}_\mu^{\mu\nu} \tilde{L}_\nu^{\rho\sigma} = \frac{8}{Lq + \hat{N}q} \left( g^{\nu\sigma} (Nq - Lq) + q^{\nu} L^\sigma + q^{\sigma} L^\nu - q^{\nu} N^\sigma - q^{\sigma} N^\nu \\
+ i\epsilon^{\nu\sigma\lambda\beta} L_\alpha q_\beta - i\epsilon^{\nu\sigma\lambda\beta} N_\alpha q_\beta \right) \right) - \frac{16m_\gamma^2}{(Lq + \hat{N}q)^2} \left( g^{\nu\sigma} \frac{N^2 - L^2}{2} + L^\nu L^\sigma - N^\nu N^\sigma + i\epsilon^{\nu\sigma\lambda\beta} L_\alpha N_\beta \right) + O(m_\gamma^2),
$$

(C.28)

$$
\sum_{\text{spins polar.}} \epsilon_\nu(q)^* \epsilon_\mu(q) \mathcal{L}_\mu \mathcal{L}_\nu^* = -4g_{\mu\nu} \left( \frac{\hat{N}^2 - \hat{L}^2}{2} + \hat{L}_\mu \hat{L}_\nu - \hat{N}_\mu \hat{N}_\nu + i\epsilon_{\nu\mu\alpha\beta} \hat{L}^\alpha \hat{N}^\beta \right) + O(m_\gamma^2).
$$

(C.29)

$$
\sum_{\text{spins polar.}} \epsilon_\nu(q)^* \epsilon_\mu(q) \mathcal{L}_\mu \mathcal{L}_\nu^* = \frac{4}{Lq + \hat{N}q} \left[ L_\mu L_\nu L_\sigma - N_\mu N_\nu N_\sigma + N_\mu L_\nu L_\sigma - L_\mu N_\nu N_\sigma \\
- q_\mu L_\nu L_\sigma + q_\mu N_\nu N_\sigma - q_\nu L_\mu L_\sigma + q_\nu N_\mu N_\sigma + q_\sigma L_\mu N_\nu - q_\sigma L_\nu N_\mu \\
+ g_{\nu\sigma} \left( N^2 - L^2 \right) q_\sigma L_\sigma + L_\sigma \hat{N}_\sigma + q_\sigma L_\sigma \right) + g_{\nu\sigma} \left( \frac{L^2 - N^2}{2} q_\sigma - Lq L_\nu + Lq N_\nu \right) \\
+ g_{\nu\sigma} \left( N^2 - L^2 \right) \left( L_\mu + N_\mu - q_\mu \right) + L_\mu L_\mu - \hat{N}_\mu \hat{N}_\mu - i\epsilon_{\nu\sigma\alpha\beta} L_\alpha N_\beta q^\gamma \\
+ (L_\sigma - N_\sigma) \frac{i}{2} \epsilon_{\nu\mu\alpha\beta} (L^\alpha + N^\alpha) q^\beta + (L_\nu - N_\nu) \frac{i}{2} \epsilon_{\nu\mu\alpha\beta} (L^\alpha + N^\alpha) q^\beta \\
+ (L_\mu + N_\mu - q_\mu) \frac{i}{2} \epsilon_{\nu\mu\alpha\beta} (-L^\alpha + N^\alpha) q^\beta + (L_\mu + N_\mu - q_\mu) i\epsilon_{\nu\mu\sigma\alpha} L^\alpha N^\beta \\
+ \frac{i}{2} \epsilon_{\nu\mu\sigma\alpha} (L^\alpha - N^\alpha) (Lq + \hat{N}q) \right] + O(m_\gamma^2).
$$

(C.30)

I perform the contraction with the hadronic part and express all the scalar products in terms of the eight phase space variables. Neglecting the contribution form the anomalous sector, one can express the hadronic matrix elements in terms of the following form factors:

$$
\mathcal{H}^\mu = \frac{i}{M_{K^+}} \left( P^\mu F + Q^\mu G + L^\mu R \right),
$$

$$
\mathcal{H}^{\mu\nu} = \frac{i}{M_{K^+}} g^{\mu\nu} \Pi + \frac{i}{M_{K^+}} \left( P^{\mu\nu} \Pi_0 + Q^{\mu\nu} \Pi_1 + L^{\mu\nu} \Pi_2 \right),
$$

$$
\Pi_\mu^\nu = \frac{1}{M_{K^+}} \left( P^{\mu\nu} \Pi_{00} + Q^{\mu\nu} \Pi_{11} + L^{\mu\nu} \Pi_{22} + q^{\mu\nu} \Pi_{33} \right).
$$
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The $K_{\ell 4}$ form factors $F$, $G$, $R$ depend on scalar products of $P$, $Q$ and $L$, hence, they can be expressed as functions of $s$, $s_\ell$ and $\theta_\ell$. The $K_{\ell s}$ form factors $\Pi$ and $\Pi_{ij}$ depend on the scalar products of $P$, $Q$, $L$ and $q$. They are therefore functions of the six phase space variables $s$, $s_\ell$, $\theta_\ell$, $s_\pi$, $\theta_\pi$, $\phi$ and $x$.

I consider now the phase space measure:

$$dI_\gamma := \delta^{(4)}(p - p_1 - p_2 - p_\nu - q) \frac{d^3p_1}{2p_1^0} \frac{d^3p_2}{2p_2^0} \frac{d^3p_\nu}{2p_\nu^0} \frac{d^3q}{2q^0} = \delta^{(4)}(p - p_1 - p_2 - p_\nu - q) \frac{d^3p_1}{2p_1^0} \frac{d^3p_2}{2p_2^0} \frac{d^3p_\nu}{2p_\nu^0} \frac{d^3q}{2q^0}$$

where $I$ have used the angle $\theta$.

The phase space integral can again be split into three separately Lorentz invariant pieces:

$$dI_\gamma = dI_1^\gamma dI_2^\gamma dI_3^\gamma$$

$$dI_1^\gamma := ds ds_\ell \delta^{(4)}(p - P - L) d^4P \delta(s - P^2) \theta(P^0) d^4L \delta(s_\ell - L^2) \theta(L^0)$$

$$dI_2^\gamma := \delta^{(4)}(p_1 + p_2 - P) \frac{d^3p_1}{2p_1^0} \frac{d^3p_2}{2p_2^0} \frac{d^3q}{2q_0}$$

$$dI_3^\gamma := \delta^{(4)}(p_\ell + p_\nu + q - L) \frac{d^3p_\ell}{2p_\ell^0} \frac{d^3p_\nu}{2p_\nu^0} \frac{d^3q}{2q_0}.$$  \hspace{1cm} (C.32)

The phase space integral can again be split into three separately Lorentz invariant pieces:

$$dI_1^\gamma = \frac{\lambda^{1/2}(s)}{2M_{K^+}} = \frac{\pi ds ds_\ell X}{M_{K^+}}$$

$$dI_2^\gamma = \frac{\pi}{4} \sigma_\pi(s) d\cos \theta_\ell.$$  \hspace{1cm} (C.33)

The third piece represents now a three body decay. I first perform the neutrino momentum integrals in the three body rest frame:

$$dI_3^\gamma = \delta^{(3)}(\vec{p}_\ell + \vec{p}_\nu + \vec{q} - \vec{L}) \delta\left(\sqrt{\vec{p}_\ell^2 + m_\ell^2} + |\vec{p}_\nu| + \sqrt{\vec{q}^2 + m_\nu^2} - L^0\right) \frac{d^3p_\ell}{2\sqrt{\vec{p}_\ell^2 + m_\ell^2} |\vec{p}_\nu|} \frac{d^3p_\nu}{2\sqrt{\vec{q}^2 + m_\nu^2}} \frac{d^3q}{2\sqrt{\vec{q}^2 + m_\nu^2}}$$

$$= \delta\left(\sqrt{\vec{p}_\ell^2 + m_\ell^2} + |\vec{p}_\nu| + \sqrt{\vec{q}^2 + m_\nu^2} - \sqrt{s_\ell}\right) \frac{d^3p_\ell}{2\sqrt{\vec{p}_\ell^2 + m_\ell^2} |\vec{p}_\nu|} \frac{d^3q}{2\sqrt{\vec{q}^2 + m_\nu^2}}$$

$$= \delta\left(\sqrt{|\vec{p}_\ell|^2 + m_\ell^2} + \sqrt{|\vec{p}_\nu|^2 + |\vec{q}|^2 + 2|\vec{p}_\ell||\vec{q}| \cos \theta_\ell} + \sqrt{|\vec{q}|^2 + m_\nu^2} - \sqrt{s_\ell}\right)$$

$$\cdot \frac{|\vec{p}_\ell|^2 d|\vec{p}_\ell| d\cos \theta_\ell d\phi_\ell |\vec{q}|^2 d|\vec{q}| d\cos \theta_\ell d\phi}$$

$$\cdot \frac{8\sqrt{|\vec{p}_\ell|^2 + m_\ell^2} \sqrt{|\vec{p}_\nu|^2 + |\vec{q}|^2 + 2|\vec{p}_\ell||\vec{q}| \cos \theta_\ell} \sqrt{|\vec{q}|^2 + m_\nu^2}}$$

$$= \frac{1}{8} |\vec{p}_\ell|^2 d|\vec{p}_\ell| d\phi_\ell d\cos \theta_\ell d\phi = \frac{8}{32} dx dy d\phi d\cos \theta_\ell d\phi,$$  \hspace{1cm} (C.35)

where I have used the angle $\theta_\ell$, between the photon and the lepton.
Putting the three pieces together, I find
\[ dI_\gamma = \lambda_{K\ell}^{1/2}(s)s_\ell \frac{\pi^2}{256} \sigma_\pi(s) s_\pi \sigma_\ell \sigma_\gamma d \cos \theta_\pi d \cos \theta_\gamma d \phi dx dy d\phi_\ell, \] (C.36)
and for the differential decay rate
\[ d\Gamma_\gamma = \frac{1}{2M_{K^+}(2\pi)^{11}} \sum_{\text{spins polar.}} |T_\gamma|^2 dI_\gamma \]
\[ = \frac{1}{2^{20} \pi M_{K^+}} \lambda_{K\ell}^{1/2}(s) s_\ell \sum_{\text{spins polar.}} |T_\gamma|^2 ds ds_\ell d \cos \theta_\pi d \cos \theta_\gamma d \phi dx dy d\phi_\ell \] (C.37)
\[ = G_F^2 |V_{us}|^2 e^2 s_\ell \sigma_\pi(s) X_{K^+} J_8 ds ds_\ell d \cos \theta_\pi d \cos \theta_\gamma d \phi dx dy d\phi_\ell, \]
where
\[ J_8 = M_{K^+}^4 \sum_{\text{polar.}} \epsilon_\mu(q)^* \epsilon_\rho(q) \left[ \sum_{\text{spins}} \mathcal{L}_{\mu \nu} \mathcal{L}_{\rho \sigma}^* + \sum_{\text{spins}} \mathcal{L}_{\mu \nu} \tilde{\mathcal{L}}_{\rho \sigma}^* + 2 \text{Re} \left( \sum_{\text{spins}} \mathcal{L}_{\mu \nu} \tilde{\mathcal{L}}_{\rho \sigma}^* \right) \right]. \] (C.38)
Appendix D

\( \chi \)PT with Photons and Leptons

In order to settle the conventions, I collect here the most important formulae needed to define \( \chi \)PT with photons and leptons \([1-3, 17, 18]\).

We consider \( SU(3) \) \( \chi \)PT, where the Goldstone bosons are collected in the \( SU(3) \) matrix

\[
U = \exp \left( \frac{i\sqrt{2}}{F_0} \phi \right),
\]

(D.1)

with

\[
\phi = \sum_{a=1}^{8} \lambda_a \phi_a = \begin{pmatrix}
\pi^0 \left( \frac{1}{\sqrt{2}} + \frac{\eta}{\sqrt{6}} \right) + \eta \left( \frac{1}{\sqrt{2}} - \frac{1}{\sqrt{2}} \right) & \pi^+ & K^+
\pi^0 \left( \frac{1}{\sqrt{2}} - \frac{1}{\sqrt{2}} \right) + \eta \left( \frac{1}{\sqrt{2}} + \frac{1}{\sqrt{2}} \right) & K^0 & -\eta \sqrt{\frac{2}{3}} - \pi^0 \sqrt{\frac{2}{3}}
\end{pmatrix}.
\]

(D.2)

At leading order, the Lagrangian is given by\(^1\)

\[
\mathcal{L}^{LO}_{\text{eff}} = \mathcal{L}_{\rho^2} + \mathcal{L}_{e^2} + \mathcal{L}_{\text{QED}},
\]

\[
\mathcal{L}_{\rho^2} = \frac{F_0^2}{4} \langle D_\mu U D^{\mu} U^\dagger + \chi U^\dagger + U \chi \rangle,
\]

\[
\mathcal{L}_{e^2} = e^2 F_0 Z \langle U Q U^\dagger Q \rangle,
\]

\[
\mathcal{L}_{\text{QED}} = -\frac{1}{4} F_{\mu \nu} F^{\mu \nu} + \sum_\ell \left[ \bar{\ell} \left( i \partial_\ell + e A_\ell - m_\ell \right) \ell + \bar{\nu}_L i \partial_\nu L \right],
\]

(D.3)

where

\[
D_\mu U = \partial_\mu U - ir_\mu U + iU l_\mu, \\
\chi = 2B_0(s + ip), \\
\rho_\mu = v_\mu + a_\mu, \\
F_{\mu \nu} = \partial_\mu A_\nu - \partial_\nu A_\mu, \\
\nu_{L L} = \frac{1 - \gamma^5}{2} \nu_L.
\]

(D.4)

\(^1\)I denote by \( \langle \cdot \rangle \) the flavour trace.
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The external fields are fixed by
\begin{align*}
  s + ip &= \mathcal{M} = \text{diag}(m_u, m_d, m_s), \\
  r_\mu &= -eA_\mu Q, \\
  l_\mu &= -eA_\mu Q + \sum_\ell \left( \bar{\ell}_\gamma \gamma^\mu Q_{L\ell}^w + \bar{\nu}_\ell \ell \gamma\mu Q_{L\ell}^{w\dagger} \right), \\
  Q &= \frac{1}{3} \text{diag}(2, -1, -1), \\
  Q_{L\ell}^w &= -2\sqrt{2} G_F T, \\
  T &= \begin{pmatrix}
    0 & V_{ud} & V_{us} \\
    0 & 0 & 0 \\
    0 & 0 & 0
  \end{pmatrix}.
\end{align*}
\hspace{1cm} (D.5)

By expanding $\mathcal{L}_{\text{eff}}^{\text{LO}}$ in the meson fields, we can extract the mass terms. At leading order, I find:
\begin{align*}
  M_{\pi^0}^2 &= 2B_0 \hat{m}, \\
  M_{\pi^+}^2 &= 2B_0 \hat{m} + 2e^2 Z F_0^2, \\
  M_{K^0}^2 &= B_0 \left( m_s + \hat{m} + \frac{2e}{\sqrt{3}} (m_s - \hat{m}) \right), \\
  M_{K^+}^2 &= B_0 \left( m_s + \hat{m} - \frac{2e}{\sqrt{3}} (m_s - \hat{m}) \right) + 2e^2 Z F_0^2, \\
  M_0^2 &= \frac{4}{3} B_0 \left( m_s + \frac{\hat{m}}{2} \right).
\end{align*}
\hspace{1cm} (D.6)

At this order, the masses obey the Gell-Mann – Okubo relation:
\begin{align*}
  2M_{K^+}^2 + 2M_{\pi^0}^2 - 2M_{\pi^+}^2 + M_{K^0}^2 = 3M_0^2.
\end{align*}
\hspace{1cm} (D.7)

Let us define
\begin{align*}
  \Delta_\pi := M_{\pi^+}^2 - M_{\pi^0}^2 &= 2e^2 Z F_0^2, \\
  \Delta_K := M_{K^+}^2 - M_{K^0}^2 &= 2e^2 Z F_0^2 + B_0 (m_u - m_d).
\end{align*}
\hspace{1cm} (D.8)

The next-to-leading-order Lagrangian is given by
\begin{align*}
  \mathcal{L}_{\text{eff}}^{\text{NLO}} = \mathcal{L}_{\text{eff}}^{\text{LO}} + \mathcal{L}_{\rho^4} + \mathcal{L}_{\epsilon^2 p^2} + \mathcal{L}_{\text{lept}} + \mathcal{L}_\gamma,
\end{align*}
\hspace{1cm} (D.9)

where
\begin{align*}
  \mathcal{L}_{\rho^4} &= L_1 (D_\mu U D_\mu U^\dagger) (D_\nu U D_\nu U^\dagger) + L_2 (D_\mu U D_\nu U^\dagger) (D_\rho U D_\rho U^\dagger) \\
  &+ L_3 (D_\mu U D_\mu U^\dagger) (D_\rho U D_\rho U^\dagger) + L_4 (D_\mu U D_\mu U^\dagger) (\chi U^\dagger + \chi U^\dagger), \\
  &+ L_5 (D_\mu U D_\mu U^\dagger (\chi U^\dagger + U \chi^\dagger)) + L_6 (\chi U^\dagger + U \chi^\dagger)^2 + L_7 (\chi U^\dagger - U \chi^\dagger)^2 \\
  &+ L_8 (U \chi^\dagger U \chi^\dagger + \chi U^\dagger \chi U^\dagger) - i L_9 (F_R^{\mu\nu} D_\mu U D_\nu U^\dagger + F_L^{\mu\nu} D_\mu U^\dagger D_\nu U) + L_{10} (U F_L^{\mu\nu} U^\dagger F_R^{\mu\nu}) \\
  &+ H_1 (F_R^{\mu\nu} F_R^{\mu\nu} + F_L^{\mu\nu} F_L^{\mu\nu}) + H_2 (\chi \chi^\dagger),
\end{align*}
\hspace{1cm} (D.10)
\[ \mathcal{L}_{\text{e}^2} = e^2 F_0^2 \left\{ K_1 \langle QQ \rangle \langle D_{\mu} U D^{\mu} U^{\dagger} \rangle + K_2 \langle QU^{\dagger} QU \rangle \langle D_{\mu} U D^{\mu} U^{\dagger} \rangle \\
+ K_3 \langle QU^{\dagger} D_{\mu} U \rangle \langle QU^{\dagger} D^{\mu} U \rangle + \langle QU D_{\mu} U^{\dagger} \rangle \langle QU D^{\mu} U^{\dagger} \rangle \\
+ K_4 \langle QU^{\dagger} D_{\mu} U \rangle \langle QU D^{\mu} U^{\dagger} \rangle + K_5 \langle QQ \rangle \langle D_{\mu} U^{\dagger} D^{\mu} U + D_{\mu} U D^{\mu} U^{\dagger} \rangle \\
+ K_6 \langle QU^{\dagger} Q D_{\mu} U D^{\mu} U^{\dagger} + U^{\dagger} QU Q D_{\mu} U D^{\mu} U \rangle + K_7 \langle QQ \rangle \langle \chi U^{\dagger} + U \chi^{\dagger} \rangle \\
+ K_8 \langle QU^{\dagger} QU \rangle \langle \chi U^{\dagger} + U \chi^{\dagger} \rangle + K_9 \langle QQ \rangle \langle U^{\dagger} \chi + \chi U^{\dagger} + U \chi^{\dagger} \rangle \\
+ K_{10} \langle QU^{\dagger} Q \chi + Q U Q \chi^{\dagger} + QU^{\dagger} Q \chi U + QU Q \chi^{\dagger} U \rangle \\
- K_{11} \langle QU^{\dagger} Q \chi + Q U Q \chi^{\dagger} - QU^{\dagger} Q U \chi + QU^{\dagger} Q U \chi \rangle \\
+ i K_{12} \langle \left\{ \left[ \mu, \frac{Q}{Q} \right], \frac{Q}{Q} \right\} D_{\mu} U^{\dagger} U + \left[ \left[ r_{\mu}, \frac{Q}{Q} \right], \frac{Q}{Q} \right] D_{\mu} U U \rangle \\
- K_{13} \langle \left[ \mu, \frac{Q}{Q} \right] U^{\dagger} \left[ r_{\mu}, \frac{Q}{Q} \right] U + 2 K_{14} \langle \left[ \mu, \frac{Q}{Q} \right] Q + r_{\mu} \left[ r_{\mu}, \frac{Q}{Q} \right] U \rangle \right\} \]

\[ \mathcal{L}_{\text{lept}} = e^2 \sum_{\ell} \left\{ F_0^2 \left[ X_1 \bar{\ell} \gamma_{\mu \nu} \ell \chi \langle D_{\mu} U Q^\mu_{\ell} U^{\dagger} Q - D_{\mu} U^{\dagger} Q U Q^\mu_{\ell} \rangle \\
- X_2 \bar{\ell} \gamma_{\mu \nu} \ell \chi \langle D_{\mu} U Q^\mu_{\ell} U^{\dagger} Q + D_{\mu} U^{\dagger} Q U Q^\mu_{\ell} \rangle \\
+ X_3 m_\ell \bar{\ell} \gamma_{\mu \nu} \ell \chi \langle Q^\mu_{\ell} U^{\dagger} Q U - Q^\mu_{\ell} U^{\dagger} Q U \rangle + h.c. \right] \\
+ X_6 \bar{\ell} (i \tilde{\sigma} + e A) \ell + X_7 m_\ell \bar{\ell} \ell \right\} \]

\[ \mathcal{L}_\gamma = e^2 X_8 F_{\mu \nu} F^{\mu \nu}. \]  

The low-energy constants (LECs) are UV-divergent. Their finite part is defined by

\[ L_i = \Gamma_i \lambda + L_i^{\prime} (\mu), \]
\[ H_i = \Delta_i \lambda + H_i^{\prime} (\mu), \]
\[ K_i = \Sigma_i \lambda + K_i^{\prime} (\mu), \]
\[ X_i = \Xi_i \lambda + X_i^{\prime} (\mu), \]  

where

\[ \lambda = \mu^{n-4} \left( \frac{1}{n-4} - \frac{1}{2} (\ln(4\pi) + 1 - \gamma_E) \right). \]

The coefficients \( \Gamma_i, \Delta_i, \Sigma_i \) and \( \Xi_i \) can be found in [3, 17, 18].
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Feynman Diagrams

E.1 Mass Effects

E.1.1 Loop Diagrams

The meson loop diagrams contribute as follows to the form factors $F$ and $G$:

\[
\delta F^\text{NLO}_{\text{tadpole}} = \frac{1}{12F_0^2} \left[ A_0(M_K^2) + 4A_0(M_{\pi^+}^2) + 8A_0(M_{K^0}^2) + 8A_0(M_{K^+}^2) + 9A_0(M_\eta^2) \right],
\]

\[
\delta G^\text{NLO}_{\text{tadpole}} = \frac{1}{4F_0^2} \left[ A_0(M_{\pi^0}^2) + 4A_0(M_{\pi^+}^2) + 4A_0(M_{K^+}^2) + A_0(M_\eta^2) \right],
\]

\[
\delta F^\text{NLO}_{s\text{-loop}} = \frac{1}{F_0^2} \left[ 3(s - M_{\pi^0}^2)B_0(s, M_{\pi^0}^2, M_{\pi^+}^2) + 3(s + 4\Delta_{\pi})B_0(s, M_{\pi^+}^2, M_{\pi^0}^2) \right.
\]

\[
+ \left( \frac{3}{2}s + \Delta_{K} - \Delta_{\pi} \right) B_0(s, M_{K^0}^2, M_{K^+}^2) + 3(4\Delta_{\pi} + s)B_0(s, M_{K^+}^2, M_{K^0}^2) \right.
\]

\[
+ 3M_{\pi^0}^2B_0(s, M_{\pi^+}^2, M_{\pi^0}^2) - 2A_0(M_{\pi^0}^2) - 2A_0(M_{\pi^+}^2) - A_0(M_{K^0}^2) - 2A_0(M_{K^+}^2) \right.
\]

\[
+ 2\sqrt{3}e \left( 3(s - M_{\pi^0}^2)B_0(s, M_{\pi^0}^2, M_{\pi^+}^2) + \frac{2}{3}(M_{K^0}^2 - M_{\pi^0}^2)B_0(s, M_{\pi^0}^2, M_{K^0}^2) \right.
\]

\[
+ (4M_{\pi^0}^2 - 3s)B_0(s, M_{\pi^0}^2, M_{\pi^+}^2) - M_{K^0}^2B_0(s, M_{\pi^0}^2, M_{\pi^+}^2) - A_0(M_{\pi^0}^2) + A_0(M_{\pi^+}^2) \right].
\]

\[
\delta G^\text{NLO}_{s\text{-loop}} = \frac{1}{6F_0^2} \left[ (s - 4M_{K^+}^2)B_0(s, M_{K^+}^2, M_{K^0}^2) - \frac{1}{2}(s - 4M_{K^+}^2)B_0(s, M_{K^0}^2, M_{K^+}^2) \right.
\]

\[
+ (s - 4M_{K^+}^2)B_0(s, M_{K^+}^2, M_{K^0}^2) - 2A_0(M_{K^+}^2) + A_0(M_{K^0}^2) - 2A_0(M_{K^0}^2) \right.
\]

\[
+ 2M_{K^0}^2 - 4M_{K^+}^2 - 4M_{\pi^+}^2 + s \right],
\]

(E.2)
\[ \delta F_{\text{loop}}^{\text{NLO}} = \frac{1}{6\pi^2} \left[ \frac{1}{4t^2} \left( M_{K^+}^2 (2t - 6M_{\pi^0}^2) + 6M_{\pi^0}^2 M_{\pi^0}^+ + 3M_{\pi^0}^2 t \right) 
right.
\]
$\delta G_{\text{NLO}}^{\text{NLO}} = \frac{1}{6F_0^2} \left[ \frac{1}{4\pi^2} \left( M_{K^+}^2 (6M_0^2 - 2t) - 6M_0^2 M_{K^0}^2 + 3M_0^2 t - 6M_{K^0}^2 (M_{K^+}^2 - M_{K^0}^2) + 3M_{K^0}^2 t + 2M_{K^0}^2 t - 6t^2 \right) (M_{K^0}^2 - M_0^2) B_0 (0, M_{K^0}^2, M_0^2) \\
+ \frac{1}{4\pi^2} \left( -M_{K^0}^2 (2M_{K^+}^2 (6M_0^2 - t) + 3M_0^2 (t - 4M_{K^0}^2) + t (3M_{K^0}^2 + 2M_{K^0}^2)) \\
+ (M_{K^0}^2 + 6M_{K^0}^2 - 2t) + M_{K^0}^2 (3t - 6M_{K^0}^2) + t (3M_{K^0}^2 + 2M_{K^0}^2) + 6tM_{K^0}^4 (M_{K^+}^2 - M_{K^0}^2) B_0 (t, M_{K^0}^2, M_{K^0}^2) \\
- \frac{1}{2\pi^2} \left( M_{K^0}^2 (M_{K^+}^2 - M_{K^0}^2 + t) - M_{K^+}^2 (M_{K^0}^2 + 2t) + M_{K^0}^2 + 2M_{K^0}^2 t + 2t^2 \right) (M_{K^0}^2 - M_0^2) B_0 (0, M_{K^0}^2, M_0^2) \\
+ \frac{1}{2\pi^2} \left( M_{K^0}^4 (2M_{K^0}^2 + t) + M_{K^0}^2 (2M_{K^0}^2 + t + t (2M_{K^0}^2 - 5t)) \\
- (M_{K^0}^2 - t) (M_{K^0}^2 + (M_{K^0}^2 + 2t)) + M_{K^0}^2 (M_{K^0}^2 + 2t + t (2M_{K^0}^2 + 7t)) \\
+ M_{K^0}^4 (M_{K^+}^2 - M_{K^0}^2 + t) B_0 (t, M_{K^0}^2, M_{K^0}^2) \\
- \frac{1}{t^2} \left( M_{K^+}^2 - M_{K^0}^2 (2M_{K^0}^2 + t + t (3M_{K^0}^2 + t) + M_{K^0}^2 - 2M_{K^0}^2) B_0 (0, M_{K^0}^2, M_{K^0}^2) \\
+ \frac{1}{t^2} \left( M_{K^+}^4 - M_{K^0}^4 (3M_{K^0}^2 + t) + M_{K^0}^2 (t (3M_{K^0}^2 - t) + 3M_{K^0}^2 + 2M_{K^0}^2) \\
+ 3M_{K^0}^2 t (t - M_{K^0}^2) + t^2 (t - 3M_{K^0}^2) - M_{K^0}^2 + 3M_{K^0}^4 + t B_0 (t, M_{K^0}^2, M_{K^0}^2) \\
- \frac{3 \left( M_{K^0}^2 + M_{K^0}^2 + t \right) A_0 (M_{K^0}^2) + \left( M_{K^0}^2 + M_{K^0}^2 - 5t \right) A_0 (M_{K^0}^2) \\
+ \frac{M_{K^0}^2 + M_{K^0}^2 - 2t}{t} A_0 (M_{K^0}^2) + A_0 (M_{K^0}^2) \\
- \frac{M_{K^0}^2 + M_{K^0}^2 + t (3M_{K^0}^2 + 4M_{K^0}^2 + 2M_{K^0}^2 + 2M_{K^0}^2 + 2t)}{6\pi^2 t} \right) \right] \\
+ \frac{1}{6F_0^2} \sqrt{3} \left[ \frac{1}{8\pi^2} \left( M_{K^0}^4 - 2M_{K^0}^2 M_{K^0}^2 + 2M_{K^0}^2 t - 3t^2 \right) (M_{K^0}^2 - M_{K^0}^2) B_0 (0, M_{K^0}^2, M_{K^0}^2) \\
+ \frac{1}{9\pi^2} \left( M_{K^0}^6 - 3M_{K^0}^4 (M_{K^0}^2 + 4t) + 3M_{K^0}^2 (M_{K^0}^2 + 4M_{K^0}^2 t + 5t^2) \\
- M_{K^0}^6 + 3M_{K^0}^2 t^2 \right) B_0 (t, M_{K^0}^2, M_{K^0}^2) \\
+ \frac{1}{t^2} \left( M_{K^0}^4 - 2M_{K^0}^2 M_{K^0}^2 + M_{K^0}^2 + M_{K^0}^2 t + t^2 \right) (M_{K^0}^2 - M_{K^0}^2) B_0 (0, M_{K^0}^2, M_{K^0}^2) \\
+ \frac{1}{t^2} \left( -M_{K^0}^6 + 3M_{K^0}^4 M_{K^0}^2 + M_{K^0}^2 (t^2 - 3M_{K^0}^2) + (M_{K^0}^2 + 2t) \right) B_0 (t, M_{K^0}^2, M_{K^0}^2) \\
- \frac{(-M_{K^0}^2 + M_{K^0}^2 + t)}{t} A_0 \left( M_{K^0}^2 \right) + \frac{(-M_{K^0}^2 + M_{K^0}^2 + t)}{t} A_0 \left( M_{K^0}^2 \right) \\
- \frac{M_{K^0}^2 + M_{K^0}^2 (M_{K^0}^2 - M_{K^0}^2 + t)}{24\pi^2 t} \right],$

(E.4)
\[ \delta F_{u\text{-loop}}^{\text{NLO}} = \frac{1}{2 F_0^2} \left[ B_0(u, M_{K^+}^2, M_{\pi^+}^2)(M_{K^+}^2 + 3M_{\pi^+}^2 - 2M_{\pi^0}^2 - u) + \frac{1}{3} A_0(M_{K^+}^2) + \frac{1}{3} A_0(M_{\pi^+}^2) \right]. \]  

(E.5)

**E.1.2 Counterterms**

The counterterm contribution to the form factors is given by:

\[ \delta F_{ct}^{\text{NLO}} = \frac{1}{F_0^2} \left[ 32(s - 2M_{\pi^+}^2) L_1 + 8(M_{K^+}^2 + s - s\ell)L_2 + 4(M_{K^+}^2 + 3M_{\pi^+}^2 + 2s - t)L_3 
+ 8 \left( 2M_{K^0}^2 + 5M_{\pi^0}^2 - \frac{4\sqrt{3}e}{3}(M_{K^0}^2 - M_{\pi^0}^2) \right) L_4 
+ 4(M_{K^+}^2 + 2M_{\pi^+}^2 - 3\Delta_\pi)L_5 + 2s\ell L_9 \right] + \frac{2}{9} e^2 (84K_2 + 37K_6), \]

\[ \delta G_{ct}^{\text{NLO}} = \frac{1}{F_0^2} \left[ 8(t - u)L_2 - 4(M_{K^+}^2 + M_{\pi^+}^2 - t)L_3 + 8 \left( 2M_{K^0}^2 + M_{\pi^0}^2 - \frac{4\sqrt{3}e}{3}(M_{K^0}^2 - M_{\pi^0}^2) \right) L_4 
+ 4(M_{K^+}^2 + 2M_{\pi^+}^2 - 3\Delta_\pi)L_5 + 2s\ell L_9 \right] + \frac{2}{9} e^2 (12K_2 + 18K_4 + 25K_6). \]  

(E.6)

**E.1.3 External Leg Corrections**

Let us first consider the pion self-energy: it is given by

\[ \Sigma_{\pi^+}(p^2) = i(D_{\pi^+}^{\text{loop}} + D_{\pi^+}^{\text{ct}}), \]  

(E.7)

where \( p \) denotes the external pion momentum.

The value of the tadpole diagram is

\[ D_{\pi^+}^{\text{loop}} = \frac{i}{6F_0} \left[ p^2 \left( A_0(M_{K^+}^2) + A_0(M_{\pi^+}^2) + 2A_0(M_{\pi^0}^2) \right) 
- M_{\pi^+}^2 \left( A_0(M_{K^+}^2) + A_0(M_{\pi^+}^2) + A_0(M_{\pi^0}^2) + 2A_0(M_{\pi^0}^2) \right) - A_0(M_{\pi^0}^2) \right]. \]  

(E.8)

and the counterterm is given by

\[ D_{\pi^+}^{\text{ct}} = p^2 \left[ \frac{8i}{F_0} \left( (2M_{K^+}^2 - 2M_{\pi^+}^2 + 3M_{\pi^0}^2)L_4 + M_{\pi^0}^2 L_5 + \frac{4\sqrt{3}e}{3}(M_{K^+}^2 - M_{\pi^0}^2)L_4 \right) + \frac{4i}{9} e^2 (6K_2 + 5K_6) \right] 
+ \frac{16i}{F_0} \left[ (2M_{\pi^0}^2 M_{K^+}^2 - 4M_{\pi^0}^2 M_{\pi^+}^2)L_4 + M_{\pi^0}^2 (M_{\pi^+}^2 - 2M_{\pi^0}^2)L_8 
- \frac{4\sqrt{3}e}{3} M_{\pi^+}^2 (M_{K^+}^2 - M_{\pi^0}^2)L_6 \right] - \frac{4i}{9} e^2 \left( 3(6M_{K^+}^2 + 5M_{\pi^0}^2)K_8 + 23M_{\pi^+}^2 K_{10} \right). \]  

(E.9)
Since the full propagator is

$$\frac{i}{p^2 - M_{\pi^+}^2 - \Sigma_{\pi^+}(p^2)} = \frac{iZ_{\pi^+}}{p^2 - M_{\pi^+}^2, \text{ph}} + \text{regular}, \quad (E.10)$$

the field strength renormalisation $Z_{\pi^+}$ can be computed as

$$Z_{\pi^+} = 1 + \Sigma_{\pi^+}'(M_{\pi^+}^2, \text{ph}) + \text{h.o.} = 1 + \Sigma_{\pi^+}'(M_{\pi^+}^2) + \text{h.o.}, \quad (E.11)$$

where h.o. denotes higher order terms.

The physical mass, i.e. the position of the pole is given by

$$M_{\pi^+, \text{ph}} = M_{\pi^+}^2 + \delta M_{\pi^+}^2, \quad \delta M_{\pi^+}^2 = \Sigma_{\pi^+}(M_{\pi^+}^2, \text{ph}) = \Sigma_{\pi^+}(M_{\pi^+}^2) + \text{h.o.} \quad (E.12)$$

I find the following expression for the field strength renormalisation of the pion:

$$Z_{\pi^+} = 1 - \frac{1}{F_0^2} \left( \frac{1}{6} (A_0(M_{K^0}^2) + A_0(M_{K^+}^2) + 2A_0(M_{\pi^+}^2) + 2A_0(M_{\pi^0}^2)) + 8(2M_{K^+}^2 - 2M_{\pi^+}^2 + 3M_{\pi^0}^2)L_4 + 8M_{\pi^0}^2 L_5 + \frac{32\sqrt{3}e}{3} (M_{K^+}^2 = M_{\pi^+}^2, L_4) - \frac{4}{9} e^2 (6K_2 + 5K_6) \right). \quad (E.13)$$

We still have to compute the external leg correction for the kaon. The values of the two self-energy diagrams for a charged kaon are given by

$$D_{K^+}^{\text{loop}} = p^2 \left[ \frac{i}{12F_0^2} (2A_0(M_{K^0}^2) + 4A_0(M_{K^+}^2) + 3A_0(M_{\pi^+}^2) + 2A_0(M_{\pi^0}^2)) - \frac{i\sqrt{3}e}{6F_0} (A_0(M_{\pi^0}^2) - A_0(M_{\pi^+}^2)) \right] \quad (E.14)$$

$$D_{K^+}^{\text{cut}} = p^2 \left[ \frac{8i}{F_0^2} \left( 2A_0(M_{K^0}^2) + 4A_0(M_{K^+}^2) - A_0(M_{\pi^+}^2) + 2A_0(M_{\pi^0}^2) + 2\sqrt{3}e (A_0(M_{\pi^0}^2) - A_0(M_{\pi^+}^2)) \right) - \frac{2i}{3} e^2 (6A_0(M_{K^+}^2) + A_0(M_{\pi^+}^2) + 3A_0(M_{\pi^0}^2)) \right], \quad (E.15)$$

The field strength renormalisation of the kaon is given by

$$Z_{K^+} = 1 - \frac{1}{F_0^2} \left( \frac{1}{12} (2A_0(M_{K^0}^2) + 4A_0(M_{K^+}^2) + 3A_0(M_{\pi^+}^2) + 2A_0(M_{\pi^0}^2) + A_0(M_{\pi^0}^2)) + 8(2M_{K^+}^2 - 2M_{\pi^+}^2 + 3M_{\pi^0}^2)L_4 + 8(M_{K^+}^2 - \Delta_{\pi})L_5 + \frac{32\sqrt{3}e}{3} (M_{K^+}^2 - M_{\pi^+}^2, L_4 - \frac{\sqrt{3}e}{6} (A_0(M_{\pi^0}^2) - A_0(M_{\pi^0}^2))) \right) - \frac{4}{9} e^2 (6K_2 + 5K_6). \quad (E.16)$$
APPENDIX E. FEYNMAN DIAGRAMS

The contribution of the field strength renormalisation to the amplitude consists of the LO tree diagrams multiplied by a factor of $\sqrt{Z_i}$ for every external particle $i$. Therefore, the NLO external leg corrections to the form factors are given by

$$\delta F_{\text{NLO}}^\gamma = \delta G_{\text{NLO}}^\gamma = Z_{\pi^+} \sqrt{Z_K^+} - 1$$

$$= -\frac{1}{F_0^2} \left( \frac{1}{24} (6A_0(M_{K^+}^2) + 8A_0(M_{K^+}^2) + 3A_0(M_{\pi^0}^2) + 10A_0(M_{\pi^+}^2) + 9A_0(M_{\pi^+}^2)) + 12(M_{K^+}^2 - 2M_{\pi^+}^2 + 3M_{\pi^0}^2)L_4 + 4(M_{K^+}^2 - M_{\pi^+}^2 + 3M_{\pi^0}^2)L_5 \right)$$

$$- \frac{\sqrt{3} \epsilon}{12} (A_0(M_{\eta}^2) - A_0(M_{\pi^0}^2)) + 16\sqrt{3} \epsilon (M_{K^+}^2 - M_{\pi^+}^2)L_4)$$

$$= -\frac{2}{3} \epsilon^2 (6K_2 + 5K_0).$$

(E.17)

The next six diagrams consist of triangle topologies. My results agree with [15] up to the contribution of the additional term in the massive gauge boson propagator (which cancels in the end), though I choose to employ Passarino-Veltman reduction techniques to write everything in

E.2 Photonic Effects

E.2.1 Loop Diagrams

Here, I give the explicit expressions for the contributions of the loop diagrams shown in figures 3.6 and 3.7 to the form factors $F$ and $G$.

The first four diagrams only contain bulb topologies. Their contribution, expressed in terms of the scalar loop function $B_0$, is given by

$$\delta F_{\text{NLO}}^\gamma = \delta G_{\text{NLO}}^\gamma = Z_{\pi^+} \sqrt{Z_K^+} - 1$$

$$= -\frac{1}{F_0^2} \left( \frac{1}{24} (6A_0(M_{K^+}^2) + 8A_0(M_{K^+}^2) + 3A_0(M_{\pi^0}^2) + 10A_0(M_{\pi^+}^2) + 9A_0(M_{\pi^+}^2)) + 12(M_{K^+}^2 - 2M_{\pi^+}^2 + 3M_{\pi^0}^2)L_4 + 4(M_{K^+}^2 - M_{\pi^+}^2 + 3M_{\pi^0}^2)L_5 \right)$$

$$- \frac{\sqrt{3} \epsilon}{12} (A_0(M_{\eta}^2) - A_0(M_{\pi^0}^2)) + 16\sqrt{3} \epsilon (M_{K^+}^2 - M_{\pi^+}^2)L_4)$$

$$= -\frac{2}{3} \epsilon^2 (6K_2 + 5K_0).$$

(E.18)

hence, in total

$$\delta F_{\gamma-\text{loop},a-d} = \frac{2}{3} \epsilon^2 (B_0(0, M_{K^+}^2, m_2^2) - 4B_0(M_{K^+}^2, M_{K^+}^2, m_2^2)),$$

$$\delta G_{\gamma-\text{loop},a-d} = 0,$$

hence, in total

$$\delta F_{\gamma-\text{loop},a-d} = \frac{2}{3} \epsilon^2 (B_0(0, M_{\pi^+}^2, m_2^2) - 4B_0(M_{\pi^+}^2, M_{\pi^+}^2, m_2^2)),$$

$$\delta G_{\gamma-\text{loop},a-d} = 0.$$

(E.19)
terms of the basic scalar loop functions $A_0$, $B_0$ and $C_0$, even if this results in longer expressions.

$$
\delta F_{\gamma}^{\text{NLO}}_{\text{loop},e} = \frac{1}{2} e^2 \left( 4(M_{K^+}^2 + M_{\pi^+}^2 - t) C_0(M_{\pi^+}^2, t, M_{K^+}^2, m_\gamma^2, M_{\pi^+}^2, M_{K^+}^2) + \left( 3M_{K^+}^4 - 5M_{K^+}^2 + 6M_{K^+}^2 - 2t(3M_{K^+}^2 - M_{\pi^+}^2) + 3t^2 \right) \frac{2B_0(M_{\pi^+}^2, M_{\pi^+}^2, m_\gamma^2)}{\lambda(t, M_{\pi^+}^2, M_{K^+}^2)} + \left( M_{K^+}^2 + 2M_{K^+}^2(M_{\pi^+}^2 - 3t) + 5(M_{\pi^+}^2 - t)^2 \right) \frac{2B_0(M_{K^+}^2, M_{\pi^+}^2, m_\gamma^2)}{\lambda(t, M_{\pi^+}^2, M_{K^+}^2)} - \left( M_{K^+}^2 - M_{\pi^+}^2 \right)^3 + t(M_{K^+}^2 - 3M_{\pi^+}^2 + 2M_{K^+}^2) \right. 
- \left( M_{K^+}^2 + 3M_{K^+}^2 - t(M_{K^+}^2 - 3M_{\pi^+}^2 + 2M_{K^+}^2) + 3t^2(M_{K^+}^2 + 3M_{\pi^+}^2 - 5t^3) \right) \frac{B_0(t, M_{\pi^+}^2, M_{K^+}^2)}{\lambda(t, M_{\pi^+}^2, M_{K^+}^2)} - B_0(0, M_{\pi^+}^2, m_\gamma^2) - 2B_0(0, M_{\pi^+}^2, m_\gamma^2) + \frac{M_{K^+}^2 - M_{\pi^+}^2}{t} B_0(0, M_{\pi^+}^2, M_{K^+}^2) \right) - e^2 A_0(m_\gamma^2) m_\gamma^2. 
\tag{E.20}
$$

$$
\delta C_{\gamma}^{\text{NLO}}_{\text{loop},e} = \frac{1}{2} e^2 \left( 4(M_{K^+}^2 + M_{\pi^+}^2 - t) C_0(M_{\pi^+}^2, t, M_{K^+}^2, m_\gamma^2, M_{\pi^+}^2, M_{K^+}^2) + \left( 3M_{K^+}^4 + 2M_{K^+}^2(5m_t^2 + 6t_c) - 5m_t^2t_c - 2m_t^4 + 3t_c^2 \frac{2B_0(m_t^2, m_t^2, m_\gamma^2)}{3\lambda(t_c, m_t^2, M_{K^+}^2)} + \left( M_{K^+}^2 - 8M_{K^+}^2t_t + 7(m_t^2 - t_c)^2 \right) \frac{B_0(m_t^2, M_{K^+}^2, m_\gamma^2)}{3\lambda(t_c, m_t^2, M_{K^+}^2)} + \left( M_{K^+}^2(3t_c - 2m_t^2) + m_t^2 t_t + 2m_t^4 - 3t_c^2 \frac{2B_0(t_t, m_t^2, M_{K^+}^2)}{3\lambda(t_c, m_t^2, M_{K^+}^2)} - \frac{1}{3} B_0(0, M_{K^+}^2, m_\gamma^2) \right) - e^2 A_0(m_\gamma^2) m_\gamma^2. 
\tag{E.21}
$$

$$
\delta F_{\gamma}^{\text{NLO}}_{\text{loop},f} = \delta C_{\gamma}^{\text{NLO}}_{\text{loop},f} = -e^2 \left( 2(M_{K^+}^2 + m_t^2 - t_c) C_0(m_t^2, t_c, M_{K^+}^2, m_\gamma^2, M_{\pi^+}^2, M_{K^+}^2) + B_0(M_{\pi^+}^2, M_{\pi^+}^2, m_\gamma^2) + B_0(M_{K^+}^2, M_{K^+}^2, m_\gamma^2) - B_0(m_t^2, M_{K^+}^2, M_{K^+}^2) \right) + e^2 A_0(m_\gamma^2) m_\gamma^2. 
\tag{E.22}
$$

$$
\delta F_{\gamma}^{\text{NLO}}_{\text{loop},g} = e^2 \left( 2(M_{K^+}^2 + m_t^2 - t_c) C_0(m_t^2, t_c, M_{K^+}^2, m_\gamma^2, M_{\pi^+}^2, M_{K^+}^2) + \left( 3M_{K^+}^4 - 5M_{K^+}^2(5m_t^2 + 6t_c) - m_t^2t_c - 2m_t^4 + 3t_c^2 \frac{2B_0(m_t^2, m_t^2, m_\gamma^2)}{3\lambda(t_c, m_t^2, M_{K^+}^2)} + \left( M_{K^+}^2 - 8M_{K^+}^2t_t + 7(m_t^2 - t_c)^2 \right) \frac{B_0(m_t^2, M_{K^+}^2, m_\gamma^2)}{3\lambda(t_c, m_t^2, M_{K^+}^2)} + \left( M_{K^+}^2(3t_c - 2m_t^2) + m_t^2 t_t + 2m_t^4 - 3t_c^2 \frac{2B_0(t_t, m_t^2, M_{K^+}^2)}{3\lambda(t_c, m_t^2, M_{K^+}^2)} - \frac{1}{3} B_0(0, M_{K^+}^2, m_\gamma^2) \right) - e^2 A_0(m_\gamma^2) m_\gamma^2. 
\tag{E.23}
$$
\[ \delta G_{\gamma \text{-loop}, g}^{\text{NLO}} = e^2 \left( 2(M_{K^+}^2 + m_\ell^2 - t_e)C_0(m_\ell^2, t_e, M_{K^+}^2, m_\ell^2, M_{K^+}^2) 
+ \left( M_{K^+}^4 - M_{K^+}^2(m_\ell^2 + 2t_e + t_e(t_e - m_\ell^2)) \right) \frac{2B_0(m_\ell^2, m_\ell^2, m_\ell^2)}{\lambda(t_e, m_\ell^2, M_{K^+}^2)} 
- \left( M_{K^+}^2 - (m_\ell^2 - t_e)^2 \right) \frac{B_0(M_{K^+}^2, m_\ell^2, M_{K^+}^2)}{\lambda(t_e, m_\ell^2, M_{K^+}^2)} 
+ \left( M_{K^+}^2 + m_\ell^2 - t_e \right) \frac{2t_e B_0(t_e, m_\ell^2, M_{K^+}^2)}{\lambda(t_e, m_\ell^2, M_{K^+}^2)} \right) - e^2 \frac{A_0(m_\ell^2)}{m_\ell^2}, \]  
(E.24)

\[ \delta F_{\gamma \text{-loop}, h}^{\text{NLO}} = e^2 \left( 2(2M_{e+}^2 - s)C_0(M_{e+}^2, s, m_\ell^2, m_\ell^2, m_\ell^2, M_{e+}^2) 
+ 2B_0(M_{e+}^2, M_{e+}^2, m_\ell^2) - B_0(s, M_{e+}^2, M_{e+}^2) \right) - e^2 \frac{A_0(m_\ell^2)}{m_\ell^2}, \]  
(E.25)

\[ \delta G_{\gamma \text{-loop}, h}^{\text{NLO}} = e^2 \left( 2(2M_{e+}^2 - s)C_0(M_{e+}^2, s, M_{e+}^2, m_\ell^2, M_{e+}^2, M_{e+}^2) 
+ \frac{2(8M_{e+}^2 - 3s)}{4M_{e+}^2 - s} B_0(M_{e+}^2, M_{e+}^2, m_\ell^2) 
- \frac{4(2M_{e+}^2 - s)}{4M_{e+}^2 - s} B_0(s, M_{e+}^2, M_{e+}^2) - B_0(0, M_{e+}^2, m_\ell^2) \right) - e^2 \frac{A_0(m_\ell^2)}{m_\ell^2}, \]  
(E.26)

\[ \delta F_{\gamma \text{-loop}, i}^{\text{NLO}} = \delta G_{\gamma \text{-loop}, i}^{\text{NLO}} = e^2 \left( -2(M_{e+}^2 + m_\ell^2 - s_{1\ell})C_0(m_\ell^2, s_{1\ell}, M_{e+}^2, m_\ell^2, m_\ell^2, M_{e+}^2) 
+ \left( 2m_\ell^4 + m_\ell^2(s_{1\ell} + 5M_{e+}^2) - 3(M_{e+}^2 - s_{1\ell})^2 \right) \frac{2B_0(m_\ell^2, m_\ell^2, m_\ell^2)}{3\lambda(s_{1\ell}, m_\ell^2, M_{e+}^2)} 
+ \left( M_{e+}^4 + 7m_\ell^4 - 2s_{1\ell}(4M_{e+}^2 + 7m_\ell^2) + 7s_{1\ell}^2 \right) \frac{B_0(M_{e+}^2, m_\ell^2, m_\ell^2)}{3\lambda(s_{1\ell}, m_\ell^2, M_{e+}^2)} 
- \left( 4m_\ell^4 - 2m_\ell^2(2M_{e+}^2 - s_{1\ell}) - 6s_{1\ell}(s_{1\ell} - M_{e+}^2) \right) \frac{B_0(s_{1\ell}, m_\ell^2, M_{e+}^2)}{3\lambda(s_{1\ell}, m_\ell^2, M_{e+}^2)} 
+ \frac{1}{3} B_0(0, M_{e+}^2, m_\ell^2) \right) + e^2 \frac{A_0(m_\ell^2)}{m_\ell^2}, \]  
(E.27)

\[ \delta F_{\gamma \text{-loop}, j}^{\text{NLO}} = e^2 \left( 2(M_{e+}^2 + m_\ell^2 - s_{2\ell})C_0(m_\ell^2, s_{2\ell}, M_{e+}^2, m_\ell^2, m_\ell^2, M_{e+}^2) 
+ \left( 4m_\ell^4 + m_\ell^2(M_{e+}^2 - 7s_{2\ell}) + 3(M_{e+}^2 - s_{2\ell})^2 \right) \frac{2B_0(m_\ell^2, m_\ell^2, m_\ell^2)}{3\lambda(s_{2\ell}, m_\ell^2, M_{e+}^2)} 
+ \left( m_\ell^4 - 5M_{e+}^4 + 12m_\ell^2M_{e+}^2 - 2s_{2\ell}(m_\ell^2 - 2M_{e+}^2) + s_{2\ell}^2 \right) \frac{B_0(M_{e+}^2, M_{e+}^2, m_\ell^2)}{3\lambda(s_{2\ell}, m_\ell^2, M_{e+}^2)} 
- \left( 8m_\ell^4 - 2m_\ell^2(7s_{2\ell} + 4M_{e+}^2) - 6s_{2\ell}(M_{e+}^2 - s_{2\ell}) \right) \frac{B_0(s_{2\ell}, m_\ell^2, M_{e+}^2)}{3\lambda(s_{2\ell}, m_\ell^2, M_{e+}^2)} 
+ \frac{1}{6} B_0(0, M_{e+}^2, m_\ell^2) \right) - e^2 \frac{A_0(m_\ell^2)}{m_\ell^2}, \]  
(E.28)
E.2. PHOTONIC EFFECTS

\[ \delta G_{\gamma-\text{loop},j}^{\text{NLO}} = e^2 \left( 2(M_{\nu}^2 + m_t^2 - s_{2\ell})C_0(m_{t}^2, s_{2\ell}, M_{\nu}^2, m_{\ell}^2, m_{\nu}^2, M_{\nu}^2) 
+ \left( 2m_4^2 - m_2^2(M_{\nu}^2 + 5s_{2\ell}) + 3(M_{\nu}^2 - s_{2\ell})^2 \right) \frac{2B_0(m_1^2, m_3^2, m_2^2)}{3\lambda(s_{2\ell}, m_t^2, M_{\nu}^2)} 
+ \left( 5m_4^2 - 2m_2^2(5s_{2\ell} + 6M_{\nu}^2) + (s_{2\ell} - M_{\nu}^2)(5s_{2\ell} + M_{\nu}^2) \right) \frac{B_0(M_{\nu}^2, M_{\nu}^2, m_2^2, M_{\nu}^2)}{3\lambda(s_{2\ell}, m_t^2, M_{\nu}^2)} \right) \]

(E.29)

\[ - \frac{1}{6} B_0(0, M_{\nu}^2, m_2^2) 
- e^2 A_0(m_2^2) \frac{1}{m_t^2}. \]

The remaining eight diagrams in this first set are loop corrections to the diagram 3.1b. Here, the Passarino-Veltman reduction [29, 31] produces too lengthy expressions, hence, I use the tensor-coefficient functions (see appendix A.2):

\[ \delta F_{\gamma-\text{loop},k}^{\text{NLO}} = \delta F_{\gamma-\text{loop},l}^{\text{NLO}} = -\frac{4}{3} e^2 B_0(s_t, M_{K^+}^2, m_t^2) + \frac{4}{3} e^2 \frac{B_0(s_t, M_{K^+}^2, m_t^2)}{m_t^2}, \]  

(E.30)

\[ \delta F_{\gamma-\text{loop},m}^{\text{NLO}} = \delta F_{\gamma-\text{loop},n}^{\text{NLO}} = -\frac{4}{3} e^2 B_0(s_t, M_{K^+}^2, m_t^2) + \frac{4}{3} e^2 \frac{B_0(s_t, M_{K^+}^2, m_t^2)}{m_t^2}, \]  

(E.31)

\[ \delta F_{\gamma-\text{loop},i}^{\text{NLO}} = e^2 C_{00}(s_t, s, M_{K^+}^2, m_t^2, M_{K^+}^2, M_{K^+}^2) - e^2 \frac{B_0(s_t, M_{K^+}^2, m_t^2)}{m_t^2}, \]  

(E.32)

\[ \delta F_{\gamma-\text{loop},o}^{\text{NLO}} = e^2 C_{00}(s_t, s, M_{K^+}^2, m_t^2, M_{K^+}^2, M_{K^+}^2) - e^2 \frac{B_0(s_t, M_{K^+}^2, m_t^2)}{m_t^2}, \]  

(E.33)

\[ \delta F_{\gamma-\text{loop},p}^{\text{NLO}} = e^2 \left( -\frac{2}{3} B_0(M_{\nu}^2, M_{\nu}^2, m_2^2) + \frac{1}{3} B_0(s_t, M_{\nu}^2, m_2^2) + \frac{1}{6} B_0(0, M_{\nu}^2, m_2^2) 
+ \left( M_{\nu}^2 + M_{\nu}^2 - u \right) C_0(M_{\nu}^2, u, s_t, m_2^2, M_{\nu}^2, M_{\nu}^2) 
+ \frac{M_{\nu}^2 + M_{\nu}^2 - u}{2} C_1(M_{\nu}^2, u, s_t, m_2^2, M_{\nu}^2, M_{\nu}^2) \right) \]  

(E.34)

221
\[ \delta G_{\gamma}^{\text{NLO,loop,n}} = -\delta G_{\gamma}^{\text{NLO,loop,o}} + 2\varepsilon C_{00}(M_{\gamma}^{2+}, t, s, m_{\gamma}, M_{\gamma}^{2+}, M_{K}^{2+}) - 2\varepsilon^{2} \frac{B_{00}(s, t, M_{\gamma}^{2+}, m_{\gamma})}{m_{\gamma}^{2}}, \] (E.35)

\[ \delta G_{\gamma}^{\text{NLO,loop,o}} = \delta G_{\gamma}^{\text{NLO,loop,o}} = \frac{4}{3}\varepsilon^{2} \frac{1}{m_{\gamma}^{2} - s_{\ell}} \left( m_{\gamma}^{2} B_{00}(m_{\gamma}^{2}, m_{\gamma}^{2}, m_{\gamma}^{2}) - s_{\ell} B_{00}(s, t, M_{\gamma}^{2+}, m_{\gamma}^{2}) \right. \\
+ \left. m_{\gamma}^{2}(M_{\gamma}^{2+} - s_{\ell}) C_{00}(m_{\gamma}^{2}, 0, s, t, m_{\gamma}^{2}, M_{\gamma}^{2+}), \right) - \frac{4}{3}\varepsilon^{2} \frac{B_{00}(s, t, M_{\gamma}^{2+}, m_{\gamma}^{2})}{m_{\gamma}^{2}}, \] (E.36)

\[ \delta G_{\gamma}^{\text{NLO,loop,p}} = \varepsilon^{2} \left( \frac{1}{12} B_{00}(0, M_{\gamma}^{2+}, m_{\gamma}^{2}) - \frac{1}{3} B_{00}(M_{\gamma}^{2+}, M_{\gamma}^{2+}, m_{\gamma}^{2}) - \frac{1}{3} B_{00}(s, t, M_{\gamma}^{2+}, m_{\gamma}^{2}) \right. \\
+ (\nu + s) C_{00}(M_{\gamma}^{2+}, s, s, m_{\gamma}^{2}, M_{\gamma}^{2+}, M_{\gamma}^{2+}) + \frac{1}{2}(\nu + s) C_{1}(M_{\gamma}^{2+}, s, s, m_{\gamma}^{2}, M_{\gamma}^{2+}, M_{\gamma}^{2+}) \\
+ \nu C_{1+2}(M_{\gamma}^{2+}, s, s, m_{\gamma}^{2}, M_{\gamma}^{2+}, M_{\gamma}^{2+}, M_{\gamma}^{2+}) + \frac{1}{2} \nu C_{1_{1}+1_{2}}(M_{\gamma}^{2+}, s, s, m_{\gamma}^{2}, M_{\gamma}^{2+}, M_{\gamma}^{2+}, M_{\gamma}^{2+}) \\
+ \frac{1}{3} m_{\gamma}^{2} C_{1+2}(m_{\gamma}^{2}, 0, s, t, m_{\gamma}^{2}, M_{\gamma}^{2+}, M_{\gamma}^{2+}) + \frac{1}{3} m_{\gamma}^{2} C_{2}(M_{\gamma}^{2+}, s, t, m_{\gamma}^{2}, M_{\gamma}^{2+}, M_{\gamma}^{2+}) \\
- m_{\gamma}^{2}(\nu + s) D_{2+3}(M_{\gamma}^{2+}, s, t, 0, s, t, m_{\gamma}^{2}, s, m_{\gamma}^{2}, M_{\gamma}^{2+}, M_{\gamma}^{2+}) \\
+ m_{\gamma}^{2}(s_{\ell} - s_{2}\ell) D_{22+23}(M_{\gamma}^{2+}, s, t, 0, s, t, s_{\ell}, s_{\ell}, s, m_{\gamma}^{2}, M_{\gamma}^{2+}, M_{\gamma}^{2+}) \\
- m_{\gamma}^{2}(s_{\ell} - s_{2}\ell) D_{23+33}(M_{\gamma}^{2+}, s, t, 0, s, t, s_{\ell}, s_{\ell}, s, m_{\gamma}^{2}, M_{\gamma}^{2+}, M_{\gamma}^{2+}, M_{\gamma}^{2+}) \right) + \frac{1}{3}\varepsilon^{2} \frac{B_{00}(s, t, M_{\gamma}^{2+}, m_{\gamma}^{2})}{m_{\gamma}^{2}}, \] (E.37)

where I use the abbreviation
\[ C_{i+j}(X) := C_{i}(X) + C_{j}(X), \]
\[ D_{i+j}(X) := D_{i}(X) + D_{j}(X). \] (E.38)

\[ \delta G_{\gamma}^{\text{NLO,loop,p}} = -\varepsilon^{2} \left( C_{00}(M_{\gamma}^{2+}, s, s, m_{\gamma}^{2}, M_{\gamma}^{2+}, M_{\gamma}^{2+}) + 2m_{\gamma}^{2} D_{00}(m_{\gamma}^{2}, s, s, s_{\ell}, M_{\gamma}^{2+}, M_{\gamma}^{2+}, M_{\gamma}^{2+}, M_{\gamma}^{2+}) \right) + \varepsilon^{2} \frac{B_{00}(s, t, M_{\gamma}^{2+}, m_{\gamma}^{2})}{m_{\gamma}^{2}}, \] (E.39)

\[ \delta G_{\gamma}^{\text{NLO,loop,q}} = \delta G_{\gamma}^{\text{NLO,loop,q}} \]
\[ = \varepsilon^{2} \left( - \frac{1}{12} B_{00}(0, M_{\gamma}^{2+}, m_{\gamma}^{2}) + \frac{1}{3} B_{00}(M_{\gamma}^{2+}, M_{\gamma}^{2+}, m_{\gamma}^{2}) + \frac{1}{3} B_{00}(s, t, M_{\gamma}^{2+}, m_{\gamma}^{2}) \\
+ (M_{\gamma}^{2+}+M_{\gamma}^{2+}-u) C_{00}(M_{\gamma}^{2+}, u, s, t, m_{\gamma}^{2}, M_{\gamma}^{2+}, M_{\gamma}^{2+}) \\
+ \frac{1}{2}(M_{\gamma}^{2+}+M_{\gamma}^{2+}-u) C_{1}(M_{\gamma}^{2+}, u, s, t, m_{\gamma}^{2}, M_{\gamma}^{2+}, M_{\gamma}^{2+}) \\
- \frac{1}{3} m_{\gamma}^{2} C_{1+2}(m_{\gamma}^{2}, 0, s, t, m_{\gamma}^{2}, M_{\gamma}^{2+}) + \frac{1}{3} m_{\gamma}^{2} C_{2}(m_{\gamma}^{2}, s, t, m_{\gamma}^{2}, M_{\gamma}^{2+}, M_{\gamma}^{2+}) \\
- m_{\gamma}^{2}(M_{\gamma}^{2+}+M_{\gamma}^{2+}-u) D_{2+3}(M_{\gamma}^{2+}, s, t, 0, s, t, m_{\gamma}^{2}, u, m_{\gamma}^{2}, M_{\gamma}^{2+}, M_{\gamma}^{2+}, M_{\gamma}^{2+}) \right) \]
\[ - \frac{1}{3}\varepsilon^{2} \frac{B_{00}(s, t, M_{\gamma}^{2+}, m_{\gamma}^{2})}{m_{\gamma}^{2}}, \] (E.40)
\[ \delta F_{\gamma-\text{loop},r}^{\text{NLO}} = e^2 \left( -\frac{1}{6} B_0(0, M_{\pi^+}^2, m_{\pi}^2) + \frac{1}{2} B_0(M_{\pi^+}^2, M_{\pi^+}^2, m_{\pi}^2) - \frac{1}{3} B_0(s_t, M_{K^{*+}}^2, m_{K^{*+}}^2) 
- (M_{\pi^+}^2 + s_t - u) C_0(M_{\pi^+}^2, t, s_t, m_{\pi}^2, M_{\pi^+}^2, M_{K^{*+}}^2) 
+ \frac{1}{2} (3M_{\pi^+}^2 - 2s - s_t + u) C_1(M_{\pi^+}^2, t, s_t, m_{\pi}^2, M_{\pi^+}^2, M_{K^{*+}}^2) 
- (M_{\pi^+}^2 + s_t - u) C_2(M_{\pi^+}^2, t, s_t, m_{\pi}^2, M_{\pi^+}^2, M_{K^{*+}}^2) - C_{00}(M_{\pi^+}^2, t, s_t, m_{\pi}^2, M_{\pi^+}^2, M_{K^{*+}}^2) 
+ \frac{1}{2} (2M_{\pi^+}^2 - s) C_{11}(M_{\pi^+}^2, t, s_t, m_{\pi}^2, M_{\pi^+}^2, M_{K^{*+}}^2) 
- \frac{1}{2} (M_{\pi^+}^2 + s_t - u) C_{12}(M_{\pi^+}^2, t, s_t, m_{\pi}^2, M_{\pi^+}^2, M_{K^{*+}}^2) 
+ \frac{1}{3} m_t^2 C_{1+2}(m_t^2, 0, s_t, m_{\pi}^2, m_t^2, M_{\pi^+}^2) - \frac{2}{3} m_t^2 C_1(m_t^2, s_2, M_{\pi^+}^2, m_{\pi}^2, M_{\pi^+}^2) 
+ m_t^2 (M_{\pi^+}^2 + s_t - u) D_1(s_t, t, s_2, m_t^2, M_{\pi^+}^2, 0, m_{\pi}^2, M_{\pi^+}^2, M_{\pi^+}^2) 
+ m_t^2 (M_{\pi^+}^2 + s_t - u) D_1(t, s_2, m_t^2, M_{\pi^+}^2, 0, m_{\pi}^2, M_{\pi^+}^2, M_{\pi^+}^2) 
+ m_t^2 (s - 2M_{\pi^+}^2) D_{12}(s_t, t, s_2, m_t^2, M_{\pi^+}^2, 0, m_{\pi}^2, M_{\pi^+}^2, M_{\pi^+}^2) 
+ m_t^2 (m_t^2 + 2M_{\pi^+}^2 - s_2) D_{13}(s_t, t, s_2, m_t^2, M_{\pi^+}^2, 0, m_{\pi}^2, M_{\pi^+}^2, M_{\pi^+}^2) 
+ m_t^2 (s - 2M_{\pi^+}^2) D_{23}(s_t, t, s_2, m_t^2, M_{\pi^+}^2, 0, m_{\pi}^2, M_{\pi^+}^2, M_{\pi^+}^2) 
+ m_t^2 (m_t^2 + M_{\pi^+}^2 + s_1) D_{33}(s_t, t, s_2, m_t^2, M_{\pi^+}^2, 0, m_{\pi}^2, M_{\pi^+}^2, M_{\pi^+}^2) \right) 
+ \frac{4}{3} B_0(s_t, M_{K^{*+}}^2, M_{\pi^+}^2), \]  

\[ \delta G_{\gamma-\text{loop},r}^{\text{NLO}} = -\delta F_{\gamma-\text{loop},r}^{\text{NLO}} - 2e^2 C_{00}(M_{\pi^+}^2, t, s_t, m_{\pi}^2, M_{\pi^+}^2, M_{K^{*+}}^2) + 2e^2 \frac{B_0(s_t, M_{K^{*+}}^2, m_{\pi}^2)}{m_t^2}. \]  

I use the notation \( \nu = t - u, \chi_{K^+}(s) = \lambda(M_{K^+}^2, s, s_t), \chi_{\pi^+}(s) = \lambda(M_{\pi^+}^2, s, s_t) \).

Next, I give the explicit expressions for the diagrams of the second set, shown in figure 3.7. These diagrams contain a photon pole in the \( s \)-channel and mesonic loops.

\[ \delta F_{\gamma-\text{pole},a}^{\text{NLO}} = 0, \]

\[ \delta G_{\gamma-\text{pole},a}^{\text{NLO}} = -e^2 \frac{1}{3s} \left( 2(s - 4M_{K^{*+}}^2) B_0(s, M_{K^{*+}}^2, M_{K^{*+}}^2) + (s - 4M_{\pi^+}^2) B_0(s, M_{\pi^+}^2, M_{\pi^+}^2) \right. \]

\[ \left. - 4A_0(M_{K^{*+}}^2) - 2A_0(M_{\pi^+}^2) - \frac{4M_{K^{*+}}^2 + 2M_{\pi^+}^2 - s}{8\pi^2} \right), \]  

\[ \delta F_{\gamma-\text{pole},b}^{\text{NLO}} = -\delta F_{\gamma-\text{pole},c}^{\text{NLO}} = -e^2 \frac{8 - 6M_{\pi^+}^2}{144\pi^2 m_t^2}, \]

\[ \delta G_{\gamma-\text{pole},b}^{\text{NLO}} = -\delta G_{\gamma-\text{pole},c}^{\text{NLO}} = -e^2 \frac{1}{6s} \left( (s - 4M_{K^{*+}}^2) B_0(s, M_{K^{*+}}^2, M_{K^{*+}}^2) + 2(s - 4M_{\pi^+}^2) B_0(s, M_{\pi^+}^2, M_{\pi^+}^2) \right. \]

\[ \left. - 2A_0(M_{K^{*+}}^2) - 4A_0(M_{\pi^+}^2) - \frac{2M_{K^{*+}}^2 + 4M_{\pi^+}^2 - s}{8\pi^2} \right), \]
E.2.2 Counterterms

The individual contributions of the counterterm diagrams, shown in figure 3.8, are given by

\[ \delta F_{\gamma-\text{pole}}^{NLO} = 0, \]

\[ \delta G_{\gamma-\text{pole}}^{NLO} = e^2 \frac{1}{3s} \left( A_0(M_{\pi^0}^2) + 8A_0(M_{\pi^0}^2) + 2A_0(M_{K^0}^2) + 16A_0(M_{K^0}^2) + 3A_0(M_{\eta}^2) \right), \]  

(E.45)

\[ \delta F_{\gamma-pole,e}^{NLO} = 0, \]

\[ \delta G_{\gamma-pole,e}^{NLO} = e^2 \frac{1}{3s} \left( A_0(M_{\pi^0}^2) + 2A_0(M_{\pi^0}^2) + 2A_0(M_{K^0}^2) + 4A_0(M_{K^0}^2) + 3A_0(M_{\eta}^2) \right), \]  

(E.46)

\[ \delta F_{\gamma-pole,f}^{NLO} = \delta F_{\gamma-pole,g}^{NLO} = 0, \]

\[ \delta G_{\gamma-pole,f}^{NLO} = -\delta G_{\gamma-pole,g}^{NLO} = e^2 \frac{1}{3s} \left( 2A_0(M_{\pi^0}^2) + 8A_0(M_{\pi^0}^2) + A_0(M_{K^0}^2) + 4A_0(M_{K^0}^2) \right). \]  

(E.47)

In the sum of these diagrams, the contribution to \( F \) vanishes:

\[ \delta F_{\gamma-pole}^{NLO} = 0, \]

\[ \delta G_{\gamma-pole}^{NLO} = -e^2 \frac{1}{3s} \left( 2(s - 4M_{K^0}^2)B_0(s, M_{K^0}^2, M_{K^0}^2) + (s - 4M_{\pi^0}^2)B_0(s, M_{\pi^0}^2, M_{\pi^0}^2) \right) \]

\[ + 8A_0(M_{K^0}^2) + 4A_0(M_{\pi^0}^2) - \frac{4M_{K^0}^2 + 2M_{\pi^0}^2 - s}{8\pi^2} \]. \]  

(E.48)

Their sum is

\[ \delta F_{\gamma-ct}^{NLO} = \frac{2}{9} e^2 \left( 12K_1 + 19K_5 + 9K_{12} - 30X_1 \right), \]

\[ \delta G_{\gamma-ct,a}^{NLO} = \frac{2}{9} e^2 \left( 12K_1 + 36K_3 + 7K_5 + 9K_{12} + 6X_1 \right), \]

\[ \delta G_{\gamma-ct,b}^{NLO} = -e^2 \frac{4(t - u)}{s} (L_9 + L_{10}), \]

\[ \delta G_{\gamma-ct,c}^{NLO} = -e^2 \frac{4}{s} \left( (M_{K^0}^2 + s - s_t)L_0 + (M_{K^0}^2 + s - s_t)L_{10} + 4(2M_{K^0}^2 + M_{\pi^0}^2)L_4 + 4M_{K^0}^2 + L_5 \right), \]

\[ \delta F_{\gamma-ct,d}^{NLO} = \delta F_{\gamma-ct,e}^{NLO} = 0, \]

\[ \delta G_{\gamma-ct,d}^{NLO} = -\delta G_{\gamma-ct,e}^{NLO} = -e^2 \frac{4}{s} \left( 4(2M_{K^0}^2 + M_{\pi^0}^2)L_4 + 4M_{K^0}^2 + L_5 + sL_9 \right), \]

\[ \delta F_{\gamma-ct,e}^{NLO} = 0, \]

\[ \delta G_{\gamma-ct,e}^{NLO} = e^2 \frac{16}{s} \left( (2M_{K^0}^2 + M_{\pi^0}^2)L_4 + 4M_{K^0}^2 + L_5 \right). \]  

(E.49)
E.2.3 External Leg Corrections

I first compute the external leg corrections for the mesons (figures 3.9a and 3.9b). The field strength renormalisation of a charged meson is related to the self-energy by

\[ Z_{m^+}^\gamma = 1 + \Sigma_{m^+}^{\gamma,ct}(M_{m^+}^2) + h.o. = 1 + \Sigma_{m^+}^{\gamma,ct}(M_{m^+}^2) + h.o. \]

\[ \Sigma_{m^+}^{\gamma,ct}(p^2) = i(D_{m^+}^{\gamma-loop} + D_{m^+}^{\gamma-cit}), \quad \Sigma_{m^+}^{\gamma,ct}(p^2) = \frac{d}{dp^2}\Sigma_{m^+}^{\gamma}(p^2), \]  

(E.51)

where \( p \) denotes the meson momentum and \( h.o. \) stands for higher order terms.

I find the following field strength renormalisations:

\[ Z_{\pi^+}^\gamma = 1 + e^2 \left( \frac{A_0(m^2)}{m^2} + 2B_0(M^2_{\pi^+}, M^2_{\pi^+}, m^2) + 4M^2_{\pi^+}B_0(M^2_{\pi^+}, M^2_{\pi^+}, m^2) \right) - \frac{4}{9}e^2(6K_1 + 5K_5), \]

\[ Z_{K^+}^\gamma = 1 + e^2 \left( \frac{A_0(m^2)}{m^2} + 2B_0(M^2_{K^+}, M^2_{K^+}, m^2) + 4M^2_{K^+}B_0(M^2_{K^+}, M^2_{K^+}, m^2) \right) - \frac{4}{9}e^2(6K_1 + 5K_5). \]

(E.52)

Finally, we need the field strength renormalisation of the lepton. The two diagrams 3.9c and 3.9d contribute to the self-energy:

\[ Z_\ell^\gamma = 1 + \Sigma_\ell^{\gamma,ct}(m_\ell) + h.o. \]

\[ \Sigma_\ell^{\gamma,ct}(p) = i(D_{\ell}^{\gamma-loop} + D_{\ell}^{\gamma-cit}), \quad \Sigma_\ell^{\gamma,ct}(p) = \frac{d}{dp}\Sigma_\ell^{\gamma}(p). \]  

(E.53)

Up to terms that vanish for \( m_\gamma \to 0 \), the lepton self-energy is given by

\[ Z_\ell^\gamma = 1 + e^2 \left( \frac{3A_0(m^2)}{m^2} - \frac{3A_0(m^2)}{m^2} - X_6 - \frac{3}{16\pi^2} \right). \]  

(E.54)

The contribution of the field strength renormalisation to the form factors is therefore

\[
\delta F_{\gamma-Z,\ell}^{NLO} = \delta G_{\gamma-Z}^{NLO} = Z_{\gamma}^\gamma Z_{\ell}^\gamma - 1 = e^2 \left( B_0(M^2_{\ell^+}, M^2_{\ell^+}, m^2_\ell) + 2B_0(M^2_{\ell^+}, M^2_{\ell^+}, m^2_\ell) \right)
- \frac{A_0(M^2_{\ell^+})}{M^2_{\ell^+}} - \frac{2A_0(M^2_{\ell^+})}{M^2_{\ell^+}} - \frac{3A_0(m^2_\ell)}{2m^2_\ell} + \frac{6A_0(m^2_\ell)}{m^2_\ell} - 4K_1 - \frac{10}{3}K_5 - \frac{1}{2}X_6 - \frac{15}{32\pi^2}. \]

(E.55)

The mass renormalisation of the lepton is given by

\[ m_{\ell}^{ph} = m_{\ell}^{NLO} + h.o., \quad m_{\ell}^{NLO} = m_{\ell}^{bare} + \delta m_{\ell} = m_{\ell}^{bare} + \Sigma_\ell^{\gamma}(p = m_{\ell}) \]

\[ = e^2 m_{\ell} \left( \frac{1}{16\pi^2} - \frac{3A_0(m^2_\ell)}{m^2_\ell} - X_6 - X_7 \right). \]  

(E.56)
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Dispersive Approach to Hadronic Light-by-Light Scattering and the Muon $g - 2$

based on a project in collaboration with
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Chapter 1

Introduction

Anomalous magnetic moments have played a crucial role in the history of particle physics. Already in 1928, Dirac predicted that the relation between the intrinsic spin of a lepton and its magnetic moment should be

\[ \tilde{\mu}_e = g_e \frac{e}{2m_e} \hat{s} \]  

(1.1)

with the proportionality factor \( g_e = 2 \), called Landé \( g \)-factor or gyromagnetic ratio. This result of the relativistic Dirac theory [1, 2] was unexpected, as the gyromagnetic ratio of a classical charged body (and the one associated with orbital angular momentum) is \( g = 1 \). In 1934, the \( g \)-factor of the electron was measured to be compatible with Dirac’s prediction [3].

In 1947, almost twenty years after Dirac’s prediction, measurements of the hyperfine structure of atomic spectra suggested a deviation from \( g_e = 2 \) [4–6]. In 1948 (submitted on 26th December, 1947), Kusch and Foley published the first precise determination of the \( g \)-factor of the electron, finding a deviation from \( g_e = 2 \) [7]. Four days later, Schwinger submitted the result of his one-loop calculation of the magnetic moment in quantum electrodynamics – one of the first loop calculations in QED [8]. This quantum correction explained the deviation from \( g_e = 2 \), called anomalous magnetic moment:

\[ a_\ell := g_\ell - 2 = \frac{\alpha}{2\pi} + O(\alpha^2). \]  

(1.2)

The agreement with the observed value signified an enormous success of quantum electrodynamics and helped to establish not only QED but also quantum field theory in general as the framework to describe particle physics.

Experimentally, the anomalous magnetic moment of the muon \( (g - 2)_\mu \) is a much bigger challenge than the one of the electron, because the muon is unstable and has a lifetime of \( \sim 2.2 \cdot 10^{-6} \) s [9]. The first measurement of the \( (g - 2)_\mu \) was performed in 1960 at Columbia University [10]. The precision experiment at CERN in 1961 established the muon as a heavy sibling of the electron [11]. A series of \( (g - 2)_\mu \) experiments at CERN improved the precision, the second muon storage ring (1969–1976) reached 7 ppm [12]. Nowadays, the world average is completely dominated by the measurement of the E821 experiment at Brookhaven National Laboratory, which reached in the years 2000–2004 an enormous precision of 0.54 ppm [13]. Therefore, nowadays the \( (g - 2)_\mu \) probes not only QED but the whole standard model (SM).

Apart from possible logarithmic corrections, the influence of heavy virtual particles of mass \( M \) on the anomalous magnetic moment scales like [14]

\[ \frac{\Delta a_\ell}{a_\ell} \propto \frac{m_e^2}{M^2}. \]  

(1.3)
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Although the electron $g$-factor is known to a much higher precision than the one of the muon, this scaling implies that the $(g - 2)_e$ is still about 20 times more sensitive to contributions of new physics than the $(g - 2)_\mu$, because of the much heavier muon mass, $(m_\mu/m_e)^2 \sim 4 \cdot 10^4$. However, for the same reason the muon is also much more sensitive to virtual effects due to electroweak and hadronic states.

It is very interesting that for more than a decade a discrepancy of about 3σ between the SM prediction and the experimental measurement of the $(g - 2)_\mu$ has persisted. The origin of this discrepancy is still unresolved: could it be a systematic error in the experiment that has not been taken into account or is the interpretation of the experiment problematic? Or is the reason to be found on the theory side? If this is the case, the discrepancy could either be a hint to new physics or just as well due to badly understood SM effects. An answer to this thrilling question might be found in a couple of years: new experiments at Fermilab and J-PARC aim at reducing the experimental uncertainty by a factor of 4. In order to take advantage of this increased experimental precision, the theory prediction should improve by a similar factor because at present, theoretical and experimental uncertainty are about the same size.

|          | $10^{11} \cdot a_\mu$ | $10^{11} \cdot \Delta a_\mu$ | Ref. |
|----------|-----------------------|-------------------------------|------|
| BNL E821 | 116.592991            | 63                            | [9]  |
| QED $\mathcal{O}(\alpha)$ | 116.140973.32 | 0.08                          |      |
| QED $\mathcal{O}(\alpha^2)$ | 413.217.63 | 0.01                          |      |
| QED $\mathcal{O}(\alpha^3)$ | 301.141.90 | 0.00                          |      |
| QED $\mathcal{O}(\alpha^4)$ | 381.01    | 0.02                          |      |
| QED $\mathcal{O}(\alpha^5)$ | 5.09      | 0.01                          |      |
| QED total | 116.584718.95 | 0.08                          | [15] |
| EW       | 153.6                 | 1.0                           |      |
| LO HVP   | 6.949                 | 43                            | [16] |
| NLO HVP  | -98                   | 1                             | [16] |
| NNLO HVP | 12.4                  | 0.1                           | [17] |
| LO HLBL  | 116                   | 40                            | [14] |
| NLO HLBL | 3                     | 2                             | [18] |
| Hadronic total | 6982     | 59                            |      |
| Theory total | 116.591.855 | 59                            |      |

Table 1.1: Comparison of the experimental determination of $a_\mu$ with the theory prediction in the standard model.

Table 1.1 shows a comparison of the experimental value for $a_\mu$ and the different contributions to the theoretical calculation within the standard model, together with the associated uncertainties. An interesting pattern is visible concerning the origin of the theory uncertainties:

- QED and electroweak (EW) contributions are known to very high precision, the total theory uncertainty is almost exclusively due to hadronic effects;
- the largest uncertainty comes from hadronic vacuum polarisation (HVP);
- the second largest uncertainty is due to the hadronic light-by-light contribution (HLBL).

Let us therefore focus on the hadronic effects. The leading hadronic contribution is due to hadronic vacuum polarisation, shown in figure 1.1. The state-of-the-art evaluation of the hadronic ‘blob’ inside the loop diagram is based on unitarity and analyticity: the optical theorem relates the imaginary part of the vacuum polarisation function to the total hadronic cross-section in $e^+e^-$ annihilation (properly ‘undressed’ by radiative effects). A dispersion integral over this imaginary
part reconstructs the real part of the renormalised vacuum polarisation function. Therefore, the HVP contribution to the \((g - 2)_\mu\) is given as an integral over an experimentally accessible quantity. Given a dedicated \(e^+e^-\) program (BaBar, Belle, BESIII, CMD3, KLOE2, SND), it can be expected that the data input to the dispersion integral will be improved significantly and therefore the uncertainty of the HVP contribution to the \((g - 2)_\mu\) will be much reduced in the next couple of years, see e.g. [19].

Figure 1.1: Diagram representing the hadronic vacuum polarisation contribution to the \((g - 2)_\mu\).

This means that the hadronic light-by-light contribution, illustrated in figure 1.2, will soon dominate the theory uncertainty. So far, only model calculations of the HLbL contribution are available [20–31]. A systematic improvement of these model calculations and their uncertainty estimate seems difficult. Also, it is unclear if first-principle calculations based on lattice QCD will become competitive [32, 33].

Figure 1.2: Diagram representing the hadronic light-by-light contribution to the \((g - 2)_\mu\).

While the use of dispersion relations as a model-independent framework is standard for evaluating the HVP contribution, it has been repeatedly claimed that such an approach is not possible in the case of HLbL scattering [34, 21, 33, 35]. Indeed, the object in question is certainly much more complicated: in the case of HVP, a hadronic matrix element of two electromagnetic currents must be evaluated, which is determined due to gauge invariance by a single scalar function of only one kinematic variable:

\[
\int d^4x e^{iqx} \langle 0 | T_{\mu}^{\text{em}}(x) | 0 \rangle = -i(q^2 g_{\mu\nu} - q_\mu q_\nu) \Pi(q^2). \tag{1.4}
\]

In contrast, HLbL scattering is described by a hadronic four-point function. Here, we present a formalism based on the fundamental principles of unitarity, analyticity, crossing symmetry and gauge invariance that will allow a dispersive description of the HLbL contribution to the \((g - 2)_\mu\) by establishing a relation to quantities that are either experimentally accessible or can again be reconstructed dispersively with data input.

We have presented a first step in this direction in [36]. The present treatment overcomes the main difficulties of our previous formalism by the construction of a generating set for the Lorentz structures of the HLbL tensor that is explicitly free of kinematic singularities and zeros. This technique simplifies some parts of the calculation considerably and allows for the inclusion of higher partial waves than \(S\)-waves, which was not feasible in the approach of [36].
CHAPTER 1. INTRODUCTION

The outline is as follows: in chapter 2, we first discuss some aspects of the process \( \gamma^* \gamma^* \to \pi\pi \), which will be a crucial input for the dispersive treatment of H\(\Lambda\)bL scattering. It also allows us to illustrate in a simpler example some techniques that we apply afterwards to H\(\Lambda\)bL. In chapter 3, we derive the decomposition of the H\(\Lambda\)bL tensor into a set of scalar functions that are free of kinematics. In chapter 4, we use this decomposition to derive a master formula for the H\(\Lambda\)bL contribution to the \((g-2)_\mu\) that is parametrised by the scalar functions. This formula could be used for any given calculation of the H\(\Lambda\)bL tensor and is suited for a direct numerical implementation. In chapter 5, we use the Mandelstam representation to derive a dispersive description of the scalar functions that parametrise the H\(\Lambda\)bL tensor. This framework relates the H\(\Lambda\)bL tensor to the pion transition form factor, the pion electromagnetic form factor and \(\gamma^* \gamma^* \to \pi\pi\) partial waves. In chapter 6, we conclude with a discussion of the input and an outlook. In the appendices, we collect some of the lengthier analytic expressions.
Chapter 2

The Sub-Process $\gamma^*\gamma^* \rightarrow \pi\pi$

As a prelude, we discuss in this chapter the process $\gamma^*\gamma^* \rightarrow \pi\pi$, which will become important as a sub-process when we write down a dispersion relation for the HLbL tensor. Because the Lorentz structure of $\gamma^*\gamma^* \rightarrow \pi\pi$ is much simpler than the one of light-by-light scattering, it also allows us to illustrate a technique for the construction of kinematic-free amplitudes, which we will apply afterwards to the more complicated case of HLbL.

2.1 Kinematics and Matrix Element

Consider the process

$$e^-(k_1)e^-(k_2) \rightarrow e^-(k_3)e^-(k_4)\gamma^*(q_1)\gamma^*(q_2) \rightarrow e^-(k_3)e^-(k_4)\pi^a(p_1)\pi^b(p_2),$$

shown in figure 2.1. At $O(e^4)$, the amplitude for this process is given by

$$i\mathcal{T} = \bar{u}(k_3)(-ie\gamma_\alpha)u(k_1)\bar{u}(k_4)(-ie\gamma_\beta)u(k_2)$$

$$\cdot \frac{-i}{q_1^{\alpha\mu}} \left( g^{\alpha\mu} - (1 - \xi) \frac{q_1^\alpha q_1^\mu}{q_1^2} \right) \frac{-i}{q_2^{\beta\nu}} \left( g^{\beta\nu} - (1 - \xi) \frac{q_2^\beta q_2^\nu}{q_2^2} \right) ie^2 W_{ab}^{\mu\nu}(p_1, p_2, q_1),$$

where $\xi$ is an arbitrary gauge parameter for the photon propagators and the tensor $W_{ab}^{\mu\nu}$ is defined as the pure QCD matrix element

$$W_{ab}^{\mu\nu}(p_1, p_2, q_1) = i \int d^4x e^{-iq_1 x} \langle \pi^a(0)\pi^b(p_2)| T\left( j^\alpha_{em}(x) j^{\nu}_{em}(0) \right) |0 \rangle.$$  

The contraction thereof with appropriate polarisation vectors may be understood as an amplitude for the artificial process

$$\gamma^*(q_1, \lambda_1)\gamma^*(q_2, \lambda_2) \rightarrow \pi^a(p_1)\pi^b(p_2),$$
where $\lambda_{1,2}$ denote the helicities of the off-shell photons. We define the connected part of such a matrix element by

$$
\langle \pi^a(p_1)\pi^b(p_2)|\gamma^*(q_1,\lambda_1)\gamma^*(q_2,\lambda_2) |0\rangle = -e^2\epsilon^{\lambda_1}_{\mu}(q_1)\epsilon^{\lambda_2}_{\nu}(q_2)\int d^4x\, d^4y\, e^{-i(q_1x+q_2y)}(\pi^a(p_1)\pi^b(p_2)|T[j^\mu(x)j^\nu_{\text{em}}(y)]|0)
$$

$$=-e^2(2\pi)^4\delta^{(4)}(p_1+p_2-q_1-q_2)\epsilon^{\lambda_1}_{\mu}(q_1)\epsilon^{\lambda_2}_{\nu}(q_2)\int d^4x\, e^{-i(q_1x)}(\pi^a(p_1)\pi^b(p_2)|T[j^\mu_{\text{em}}(x)]|0)|0\rangle
$$

$$=ie^2(2\pi)^4\delta^{(4)}(p_1+p_2-q_1-q_2)\epsilon^{\lambda_1}_{\mu}(q_1)\epsilon^{\lambda_2}_{\nu}(q_2)W_{ab}^{\mu\nu}(p_1,p_2,q_1).$$

The helicity amplitudes are given by the contraction with polarisation vectors:

$$
\epsilon^{\lambda_1}_{\mu}(q_1)\epsilon^{\lambda_2}_{\nu}(q_2)W_{ab}^{\mu\nu}(p_1,p_2,q_1) = e^{i(\lambda_1-\lambda_2)\phi}H_{\lambda_1\lambda_2}^{ab}.
$$

We introduce the following kinematic variables:

$$
s := (q_1+q_2)^2 = (p_1+p_2)^2,
\quad t := (q_1-p_1)^2 = (q_2-p_2)^2,
\quad u := (q_1-p_2)^2 = (q_2-p_1)^2,
$$

which satisfy $s+t+u = q_1^2 + q_2^2 + 2M_\gamma^2$. (In this chapter 2 only, $s$, $t$ and $u$ refer to the Mandelstam variables of $\gamma^*\gamma^* \rightarrow \pi\pi$ and not to the ones of the HLbL tensor.)

### 2.2 Tensor Decomposition

The tensor $W_{ab}^{\mu\nu}$ can be decomposed based on Lorentz covariance as (we drop isospin indices)

$$
W_{ab}^{\mu\nu} = g^{\mu\nu}W_1 + q_1^a q_2^b W_{ij}^{\nu\nu},
$$

where we abbreviate $q_i = \{q_1, q_2, p_2-p_1\}$ and where double indices are summed. The ten coefficient functions $\{W_1, W_{ij}^{\nu\nu}\}$ cannot contain any kinematic but only dynamic singularities. However, they have to fulfill kinematic constraints that are required e.g. by gauge invariance, hence they contain kinematic zeros. Conservation of the electromagnetic current implies the Ward identities

$$
q_1^a W_{\mu\nu} = q_2^a W_{\mu\nu} = 0,
$$

which impose five linearly independent relations on the scalar functions and reduce the set to five independent functions.

Let us construct now a set of scalar functions which are free of both kinematic singularities and zeros. We follow the recipe given by Bardeen and Tung [37] and Tarrach [38]. As shown in [38], there exists no minimal basis (consisting of five functions) free of kinematic singularities and zeros. However, a redundant set of six structures can be constructed, which fulfils the requirements.

We define the projector

$$
I_{\mu\nu} = g_{\mu\nu} - \frac{q_2^a q_1^b}{q_1 \cdot q_2},
$$

which satisfies

$$
I_{\mu\nu} W_{\lambda\nu} = W_{\mu\lambda} I_{\nu}^{\lambda} = W_{\mu\nu},
\quad q_2^a I_{\mu\nu} = q_2^a I_{\mu\nu} = 0,
$$
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i.e. the tensor $W_{\mu\nu}$ is invariant under contraction with the projector, but the contraction of every Lorentz structure produces a gauge-invariant structure.

Let us apply this projector for both photons:

$$W_{\mu\nu} = I_{\mu\nu} I_{\nu\kappa} W_{\kappa\lambda} = \sum_{i=1}^{5} T_{\mu\nu}^{i} \tilde{A}_{i},$$

where

$$T_{1}^{\mu\nu} = g^{\mu\nu} - \frac{q_{2}^{\mu} q_{1}^{\nu}}{q_{1} \cdot q_{2}}, \quad \tilde{A}_{1} = W_{1},$$

$$T_{2}^{\mu\nu} = q_{1}^{\mu} q_{2}^{\nu} - \frac{q_{1}^{\mu} q_{2}^{\nu} \cdot \mu_{2} q_{2}^{\kappa}}{q_{1} \cdot q_{2}} - \frac{q_{1}^{\mu} q_{2}^{\nu} \cdot \mu_{2} q_{2}^{\kappa}}{(q_{1} \cdot q_{2})^{2}}, \quad \tilde{A}_{2} = W_{2}^{12},$$

$$T_{3}^{\mu\nu} = q_{1}^{\mu} q_{3}^{\nu} - \frac{q_{1}^{\mu} q_{3}^{\nu} \cdot \mu_{2} q_{3}^{\kappa}}{q_{1} \cdot q_{2}} - \frac{q_{1}^{\mu} q_{3}^{\nu} \cdot \mu_{2} q_{3}^{\kappa}}{(q_{1} \cdot q_{2})^{2}}, \quad \tilde{A}_{3} = W_{2}^{13},$$

$$T_{4}^{\mu\nu} = q_{2}^{\mu} q_{3}^{\nu} - \frac{q_{2}^{\mu} q_{3}^{\nu} \cdot \mu_{2} q_{3}^{\kappa}}{q_{1} \cdot q_{2}} - \frac{q_{2}^{\mu} q_{3}^{\nu} \cdot \mu_{2} q_{3}^{\kappa}}{(q_{1} \cdot q_{2})^{2}}, \quad \tilde{A}_{4} = W_{2}^{23},$$

$$T_{5}^{\mu\nu} = q_{3}^{\mu} q_{3}^{\nu} - \frac{q_{3}^{\mu} q_{3}^{\nu} \cdot \mu_{2} q_{3}^{\kappa}}{q_{1} \cdot q_{2}} - \frac{q_{3}^{\mu} q_{3}^{\nu} \cdot \mu_{2} q_{3}^{\kappa}}{(q_{1} \cdot q_{2})^{2}}, \quad \tilde{A}_{5} = W_{2}^{23}.$$

As the functions $\tilde{A}_{i}$ are a subset of the original scalar functions, they are still free of kinematic singularities, but contain zeros, because the Lorentz structures contain singularities. We have to remove now the single and double poles in $q_{1} \cdot q_{2}$ from the Lorentz structures $T_{1}^{\mu\nu}$. This is achieved as follows [37]:

- remove as many double poles as possible by adding to the structures linear combinations of other structures with non-singular coefficients.
- if no more double poles can be removed in this way, multiply the structures that still contain double poles by $q_{1} \cdot q_{2}$.
- proceed in the same way with single poles.

It turns out that no double poles in $q_{1} \cdot q_{2}$ can be removed by adding to the structures multiples of the other structures, hence $T_{2}^{\mu\nu}, \ldots, T_{5}^{\mu\nu}$ have to be multiplied by $q_{1} \cdot q_{2}$. The resulting simple poles can be removed by adding multiples of $T_{1}^{\mu\nu}$. In the end, we have to multiply $T_{1}^{\mu\nu}$ by $q_{1} \cdot q_{2}$ in order to remove the last pole. We then arrive at the following representation:

$$W_{\mu\nu} = \sum_{i=1}^{5} T_{\mu\nu}^{i} \tilde{A}_{i},$$

where

$$T_{1}^{\mu\nu} = q_{1} \cdot q_{2} g^{\mu\nu} - q_{2}^{\mu} q_{1}^{\nu},$$

$$T_{2}^{\mu\nu} = q_{1}^{\mu} q_{2}^{\nu} + q_{1} \cdot q_{2} g^{\mu\nu} - q_{2}^{\mu} q_{1}^{\nu} - q_{2}^{\mu} q_{1}^{\nu} - q_{2}^{\mu} q_{1}^{\nu},$$

$$T_{3}^{\mu\nu} = q_{1}^{\mu} q_{3}^{\nu} + q_{1} \cdot q_{3} g^{\mu\nu} - q_{3}^{\mu} q_{1}^{\nu} - q_{3}^{\mu} q_{1}^{\nu} - q_{3}^{\mu} q_{1}^{\nu},$$

$$T_{4}^{\mu\nu} = q_{2}^{\mu} q_{3}^{\nu} + q_{2} \cdot q_{3} g^{\mu\nu} - q_{3}^{\mu} q_{2}^{\nu} - q_{3}^{\mu} q_{2}^{\nu} - q_{3}^{\mu} q_{2}^{\nu},$$

$$T_{5}^{\mu\nu} = q_{3}^{\mu} q_{3}^{\nu} + q_{3} \cdot q_{3} g^{\mu\nu} - q_{3}^{\mu} q_{3}^{\nu} - q_{3}^{\mu} q_{3}^{\nu} - q_{3}^{\mu} q_{3}^{\nu}.$$
and
\[ A_1 = \frac{1}{q_1 \cdot q_2} W_1 - \frac{\vec{q}_2^2}{(q_1 \cdot q_2)^2} W_2^{12} - \frac{\vec{q}_2^2 \cdot q_3}{(q_1 \cdot q_2)^2} W_2^{13} - \frac{\vec{q}_1^2 \cdot q_3}{(q_1 \cdot q_2)^2} W_2^{33} - \frac{q_1 \cdot q_3 q_2}{(q_1 \cdot q_2)^2} W_2^{32}, \]
\[ A_2 = \frac{1}{q_1 \cdot q_2} W_2^{12}, \]
\[ A_3 = \frac{1}{q_1 \cdot q_2} W_2^{13}, \]
\[ A_4 = \frac{1}{q_1 \cdot q_2} W_2^{32}, \]
\[ A_5 = \frac{1}{q_1 \cdot q_2} W_2^{33}. \]  

(2.16)

As shown by Tarrach, it is not possible to construct a minimal basis free of kinematic singularities and zeros [38]. The structures \( T_i^{\mu \nu} \) form a basis for \( q_1 \cdot q_2 \neq 0 \), but are degenerate for \( q_1 \cdot q_2 = 0 \). This degeneracy implies that there is a linear combination of the structures \( T_i^{\mu \nu} \) that is proportional to \( q_1 \cdot q_2 \). Hence, a sixth structure
\[ T_6^{\mu \nu} = (q_1^2 q_1^\mu - q_1 \cdot q_3 q_1^\mu) (q_2^2 q_2^\nu - q_2 \cdot q_3 q_2^\nu) \]  

(2.17)

has to be added by hand. Projected on the basis, it gives coefficients with poles in \( q_1 \cdot q_2 \). Although there is no basis free of kinematic singularities and zeros, we have found the exact form of the singularities:
\[ W_{\mu \nu} = \sum_{i=1}^{5} T_{\mu \nu}^i A_i = \sum_{i=1}^{6} T_{\mu \nu}^i A_i, \]  

(2.18)

where
\[ A_1 = A_1, \]
\[ A_2 = A_2 + \frac{q_1 \cdot q_3 q_2}{q_1 \cdot q_2} A_6, \]
\[ A_3 = A_3 - \frac{q_2^2 q_1 \cdot q_3}{q_1 \cdot q_2} A_6, \]
\[ A_4 = A_4 - \frac{q_1^2 q_2 \cdot q_3}{q_1 \cdot q_2} A_6, \]
\[ A_5 = A_5 + \frac{q_2^2 q_2^2}{q_1 \cdot q_2} A_6. \]  

(2.19)

The functions \( A_i \) are now free of both kinematic singularities and zeros. The tensor structures can be written in terms of the Mandelstam variables \( t \) and \( u \) as
\[ T_1^{\mu \nu} = q_1 \cdot q_2 g^{\mu \nu} - q_2^\mu q_1^\nu, \]
\[ T_2^{\mu \nu} = q_1^2 q_2^2 g^{\mu \nu} + q_1 \cdot q_2 q_1^\mu q_2^\nu - q_1^2 q_2^\mu q_2^\nu - q_2^2 q_1^\mu q_1^\nu, \]
\[ T_3^{\mu \nu} = q_1 \cdot q_2 q_1^\mu q_3^\nu - q_1^2 q_2^\mu q_3^\nu - \frac{1}{2} (t - u) q_1^2 g^{\mu \nu} + \frac{1}{2} (t - u) q_1^\mu q_1^\nu, \]
\[ T_4^{\mu \nu} = q_1 \cdot q_2 q_3^\mu q_2^\nu - q_2^2 q_3^\mu q_2^\nu + \frac{1}{2} (t - u) q_2^2 g^{\mu \nu} - \frac{1}{2} (t - u) q_2^\mu q_2^\nu, \]
\[ T_5^{\mu \nu} = q_1 \cdot q_2 q_3^\mu q_3^\nu - \frac{1}{4} (t - u)^2 g^{\mu \nu} + \frac{1}{2} (t - u) (q_3^\mu q_1^\nu - q_3^\nu q_1^\mu). \]  

(2.20)

Since the two-photon state is even under charge conjugation, so must be the two-pion state. Therefore, the isospin \( I = 1 \) amplitude vanishes. Bose symmetry implies that the amplitude
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and hence the tensor $W^{\mu\nu}$ is invariant under $p_1 \leftrightarrow p_2$ or equivalently $q_1 \leftrightarrow -q_2$. Under this transformation, the tensor structures $T_i^{\mu\nu}$ are even for $i = 1, 2, 5$ and odd for $i = 3, 4$. It is natural to choose $A_6$ to be even under $t \leftrightarrow u$, hence, $A_{3,4}$ must be odd. We can therefore write

$$A_{3,4} = (t-u)\hat{A}_{3,4}, \tag{2.21}$$

where $\hat{A}_{3,4}$ are free of kinematic singularities.

Crossing symmetry of the photons requires the invariance of $W^{\mu\nu}$ under $q_1 \leftrightarrow q_2$, $\mu \leftrightarrow \nu$. While $T_{i=1,2,5}^{\mu\nu}$ are invariant under this transformation, we observe the crossing relation $T_3^{\mu\nu} \leftrightarrow T_4^{\mu\nu}$. Hence, for fixed Mandelstam variables, $A_{1,2,5}$ and $\hat{A}_3 - \hat{A}_4$ are even under $q_2^1 \leftrightarrow q_2^2$, while $\hat{A}_3 + \hat{A}_4$ is odd.

2.3 Helicity Amplitudes and Soft-Photon Zeros

Let us construct the helicity amplitudes with the momenta and polarisation vectors in the centre-of-mass frame. We define the particle momenta as

$$q_1 = (E_{q_1}, 0, 0, |\vec{q}_1|), \quad q_2 = (E_{q_2}, 0, 0, -|\vec{q}_2|),$$

$$p_1 = (E_p, |\vec{p}| \sin \theta \cos \phi, |\vec{p}| \sin \theta \sin \phi, |\vec{p}| \cos \theta), \quad p_2 = (E_p, -|\vec{p}| \sin \theta \cos \phi, -|\vec{p}| \sin \theta \sin \phi, -|\vec{p}| \cos \theta), \tag{2.22}$$

where

$$E_{q_1} = \sqrt{q_1^2 + q_2^2} = \frac{s + q_2^2 - q_1^2}{2\sqrt{s}}, \quad E_{q_2} = \sqrt{q_2^2 + q_2^2} = \frac{s - q_1^2 + q_2^2}{2\sqrt{s}}, \quad |\vec{q}| = \frac{\lambda^{1/2}(s, q_1^2, q_2^2)}{2\sqrt{s}},$$

$$E_p = \sqrt{M_p^2 + p^2} = \frac{s}{2}, \quad |\vec{p}| = \frac{\sqrt{s} - M_p^2}{2} = \frac{\sqrt{s}}{2} \sigma(s). \tag{2.23}$$

The scattering angle is then given by

$$z := \cos \theta = \frac{t-u}{4|\vec{q}||\vec{p}|} = \frac{t-u}{\sigma(s)\lambda^{1/2}(s, q_1^2, q_2^2)} \tag{2.24}$$

We define the polarisation vectors by

$$\epsilon_\pm(q_1) = \mp \frac{1}{\sqrt{2}} (0, 1, \pm i, 0),$$

$$\epsilon_0(q_1) = \frac{1}{\sqrt{q_1^2}}(|\vec{q}_1|, 0, 0, E_{q_1}),$$

$$\epsilon_\pm(q_2) = \mp \frac{1}{\sqrt{2}} (0, 1, \mp i, 0),$$

$$\epsilon_0(q_2) = \frac{1}{\sqrt{q_2^2}}(-|\vec{q}_2|, 0, 0, E_{q_2}). \tag{2.25}$$
The helicity amplitudes are then given by

\[ H_{++} = H_{--} = \frac{1}{2}(s - q_1^2 - q_2^2)A_1 - q_1^2 q_2^2 A_2 + \frac{1}{2}(t - u)(q_1^2 A_3 - q_2^2 A_4) \]
\[ + \frac{1}{4}(s - 4M^2) \left( (s - q_1^2 - q_2^2) + \left( \frac{(q_1^2 - q_2^2)}{s} - (q_1^2 + q_2^2) \right) z^2 \right) A_5 \]
\[ + \frac{1}{2}q_1^2 q_2^2 (s - 4M^2)(1 - z^2)A_6, \]

\[ H_{+-} = H_{-+} = -\frac{1}{4}(s - 4M^2)(s - q_1^2 - q_2^2)(1 - z^2)A_5 - \frac{1}{2}q_1^2 q_2^2 (s - 4M^2)(1 - z^2)A_6, \]

\[ H_{+0} = -H_{-0} = -\frac{\sqrt{q_1^2}}{4} \left( \sqrt{2s\sigma_\pi(s)}\lambda^{1/2}(s, q_1^2, q_2^2)\sqrt{1 - z^2} A_4 \right. \]
\[ + \sqrt{\frac{q_2^2}{s}}(s - 4M^2)(s + q_1^2 - q_2^2)z\sqrt{1 - z^2} A_5 \]
\[ - q_1^2 \sqrt{\frac{q_2^2}{s}}(s - 4M^2)(s - q_1^2 + q_2^2)z\sqrt{1 - z^2} A_6 \right), \]

\[ H_{0+} = -H_{0-} = \frac{\sqrt{q_1^2}}{4} \left( \sqrt{2s\sigma_\pi(s)}\lambda^{1/2}(s, q_1^2, q_2^2)\sqrt{1 - z^2} A_3 \right. \]
\[ - \sqrt{\frac{q_2^2}{s}}(s - 4M^2)(s - q_1^2 + q_2^2)z\sqrt{1 - z^2} A_5 \]
\[ - q_2^2 \sqrt{\frac{q_2^2}{s}}(s - 4M^2)(s + q_1^2 - q_2^2)z\sqrt{1 - z^2} A_6 \right), \]

\[ H_{00} = \sqrt{q_1^2 q_2^2} \left( -A_1 - \frac{1}{2}(s - q_1^2 - q_2^2)A_2 - \frac{1}{2}(t - u)(A_3 - A_4) \right. \]
\[ + (s - 4M^2)z^2 A_5 + \frac{1}{4s}(s - 4M^2) (s^2 - (q_1^2 - q_2^2)^2) z^2 A_6 \right). \]

Since the functions \( A_i \) are free of kinematic singularities and zeros, we can read off from these equations the soft-photon zeros \([39, 40]\). Let us consider the limit \( q_1 \rightarrow 0 \). The Mandelstam variables become

\[ s = q_2^2, \quad t = u = M^2. \]  \[ (2.27) \]

We conclude that the helicity amplitudes must vanish at this point apart from terms containing a dynamic singularity, which will be discussed in the next section. The second soft-photon limit, \( q_2 \rightarrow 0 \), leads to

\[ s = q_1^2, \quad t = u = M^2, \]  \[ (2.28) \]

and the same arguments apply for the helicity amplitudes.

Crossing symmetry of the photons implies that under the transformation \( q_1^2 \leftrightarrow q_2^2 \) (and fixed Mandelstam variables), \( H_{++}, H_{+-} \) and \( H_{00} \) remain invariant, the other two helicity amplitudes transform as \( H_{+0} \leftrightarrow H_{0+} \).
2.4 Pion-Pole Contribution

Let us define the contribution to $\gamma^*\gamma^* \rightarrow \pi^+\pi^-$ due to the exchange of a single pion. As we employ a dispersive picture for this definition, the pion-pole contribution coincides with what we understand as the Born contribution.

We assume that the asymptotic behaviour of $\gamma^*\gamma^* \rightarrow \pi^+\pi^-$ in the crossed Mandelstam variables $t$ and $u$ is such that an unsubtracted fixed-$s$ dispersion relation can be written for the scalar functions:

$$
A^\pi_i(s, t, u) = \frac{\hat{\rho}^\pi_i(t)}{t - M^2} + \frac{\hat{\rho}^\pi_{i,u}(s)}{s - M^2} + \frac{1}{\pi} \int_{M^2}^{\infty} \frac{d t'}{\nu - t'} \frac{\hat{D}^\pi_{i,u}(t'; s)}{u - u'},
$$

(2.29)

where $\hat{\rho}^\pi_i(t, u)$ denote the pole residues and $\hat{D}^\pi_{i,u}$ the discontinuities along the $t$- and $u$-channel cuts. Both are determined by unitarity. Consider the $t$-channel unitarity relation:

$$
\text{Im}^t \left( e^{2}(2\pi)^4 \delta^{(4)}(p_1 + p_2 - q_1 - q_2) \rho^{\pi}(q_1) \rho^{\pi}(q_2) (-q_2) W^{\mu\nu}(p_1, p_2, q_1) \right) = \sum_n \frac{1}{2 S_n} \left( \prod_{i=1}^n \int d k_i \right) \langle n; \{ k_i \} | \pi^- (p_2) \gamma^*(-q_2, \lambda_2) \rangle \langle n; \{ k_i \} | \pi^- (p_1, \lambda_1) \rangle,
$$

(2.30)

where $S_n$ is the symmetry factor for the intermediate state $|n\rangle$. If we single out the one-pion state from the sum over intermediate states, we find

$$
\text{Im}^t W^{\mu\nu} = \frac{1}{2} \int d k (2\pi)^4 \delta^{(4)}(q_1 - p_1 - q_2)(k - p_1)\nu(k + p_2)\nu F^{\pi^*}(q_1) F^{\pi^*}(q_2),
$$

(2.31)

where $F^{\pi^*}$ is the electromagnetic form factor of the pion, defined by

$$
\langle \pi^+ (k) | j^{\mu}_{\text{em}} (0) | \pi^+ (p) \rangle = (k + p)^\mu F^{\pi^*} ((k - p)^2).
$$

(2.32)

After performing the trivial integral, we obtain

$$
\text{Im}^t W^{\mu\nu} = F^{\pi^*}(q_1) F^{\pi^*}(q_2) \pi \delta (t - M^2) (q_0^0 q_1^0 - q_0^0 q_3^0 - q_2^0 q_3^0 + q_1^0 q_3^0).
$$

(2.33)

$t$- and $u$-channel are related by $p_1 \leftrightarrow p_2$:

$$
\text{Im}^u W^{\mu\nu} = F^{\pi^*}(q_1) F^{\pi^*}(q_2) \pi \delta (u - M^2) (q_0^0 q_1^0 - q_0^0 q_3^0 - q_2^0 q_3^0 + q_1^0 q_3^0).
$$

(2.34)

Note that these expressions are only gauge-invariant due to the presence of the delta function: the contraction of the bracket in (2.33) with $q_0^0$ or $q_2^0$ is proportional to $t - M^2$.

If we project the imaginary parts of $W^{\mu\nu}$ onto the scalar functions, making use of the delta function we obtain

$$
\text{Im}^t A_1 = F^{\pi^*}(q_1) F^{\pi^*}(q_2) \pi \delta (t - M^2),
$$

$$
\text{Im}^t A_5 = \frac{2}{s - q_1^2 - q_2^2} F^{\pi^*}(q_1) F^{\pi^*}(q_2) \pi \delta (t - M^2),
$$

$$
\text{Im}^t A_1 = F^{\pi^*}(q_1) F^{\pi^*}(q_2) \pi \delta (u - M^2),
$$

$$
\text{Im}^t A_5 = \frac{2}{s - q_2^2 - q_1^2} F^{\pi^*}(q_1) F^{\pi^*}(q_2) \pi \delta (u - M^2),
$$

(2.35)

while the one-pion contribution to the imaginary parts of the remaining scalar functions vanishes.

The pion-pole contribution to the scalar functions is therefore

$$
A^\pi_7 = - F^{\pi^*}(q_1^2) F^{\pi^*}(q_2^2) \left( \frac{1}{t - M^2} + \frac{1}{u - M^2} \right),
$$

$$
A^\pi_5 = - F^{\pi^*}(q_1^2) F^{\pi^*}(q_2^2) \frac{2}{s - q_1^2 - q_2^2} \left( \frac{1}{t - M^2} + \frac{1}{u - M^2} \right),
$$

$$
A^\pi_5 = A^\pi_3 = A^\pi_4 = A^\pi_6 = 0.
$$

(2.36)
This is exactly the Born contribution in scalar QED (sQED) multiplied by electromagnetic pion form factors for the two off-shell photons, see appendix A. Note that, if we think in terms of unitarity diagrams, we have now considered the pure pole contribution to the scalar functions. However, in terms of Feynman diagrams in sQED this corresponds to a sum of two pole diagrams and the seagull diagram. It is important to be aware of the different meaning of a topology in the sense of unitarity and a Feynman diagram, see figure 2.2.

2.5 Partial-Wave Expansion

The helicity amplitudes are the appropriate quantities for a partial-wave expansion. Using the formalism of [41], we write the partial-wave expansions as

$$H_{\lambda_1,\lambda_2}(s, t, u) = \sum_l (2l + 1)d_{m0}(z)h^l_{\lambda_1,\lambda_2}(s),$$

(2.37)

where $d_{m0}$ is the Wigner $d$-function and $m = \lambda_1 - \lambda_2$. Of course, the helicity partial waves $h^l_{\lambda_1,\lambda_2}$ depend implicitly on the photon virtualities $q_1^2$ and $q_2^2$. Since the isospin of the two-pion system is $I = 0, 2$, only even partial waves are allowed. For $m = 0$, i.e. $H_{++}$ and $H_{00}$, the partial-wave expansion starts at $l = 0$, otherwise at $l = 2$. Note also that $d_{00}(z) = P_l(z)$ are the Legendre polynomials.

The partial waves can be obtained by projection:

$$h^l_{\lambda_1,\lambda_2}(s) = \frac{1}{2} \int_{-l}^{l} dz d_{m0}(z)H_{\lambda_1,\lambda_2}(s, z).$$

(2.38)

Since the functions $A_i$ are free of kinematic singularities and zeros, they are appropriate for a dispersive description. In a forthcoming publication, we will generalise the Roy-Steiner treatment of [42, 43, 40] to the doubly-virtual case [44]. We start by writing down hyperbolic dispersion
relations

\[ A_i(s, t, u) = A_i^{\text{Born}}(s, t, u) + \frac{1}{\pi} \int_{4M^2}^{\infty} ds' \frac{\text{Im} A_i(s', t')}{s' - s} \]

\[ + \frac{1}{\pi} \int_{\infty}^{t_0} dt' \text{Im} A_i(t', u') \left( \frac{1}{\nu' - t} + \frac{1}{\nu' - u} - \frac{1}{\nu' - a} \right). \]  

(2.39)

If we invert (2.26) to express the $A_i$ in terms of the helicity amplitudes and insert the partial-wave expansion of the helicity amplitudes both on the left- and right-hand side of the dispersion relation, we obtain a set of Roy-Steiner equations

\[ h^i_\lambda(s) = \sum_{\lambda'} \sum_{\chi} \frac{1}{\pi} \int_{4M^2}^{\infty} ds' \left( K_{\lambda\lambda'}^{\chi} (s, s') \text{Im} h^i_{\lambda'}(s') + \ldots \right), \]  

(2.40)

where $\chi, \chi' \in \{++, +-, +0, 0+, 00\} = \{1, 2, 3, 4, 5\}$ and $K_{\lambda\lambda'}^{\chi}$ are integral kernels. The dots stand for the contribution of the partial waves of the crossed channels.

As we will see later, the process $\gamma'^* \gamma^* \rightarrow \pi \pi$ will serve as an input in the dispersion relation for HHBL scattering. In this context, we will truncate the partial-wave expansion either at $S$- or $D$-waves.

If only $S$-waves are taken into account, the relation between the scalar functions and the helicity partial waves in the $s$-channel is given by

\[ A_1 = \frac{2}{\lambda(s, q_1^2, q_2^2)} \left( 2\sqrt{q_1^2 q_2^2} h_{00}^0(s) - (s - q_1^2 - q_2^2) h_{10}^0(s) \right), \]

\[ A_2 = \frac{2}{\lambda(s, q_1^2, q_2^2)} \left( -s - q_2^2 - q_2^2 h_{00}^0(s) + 2h_{10}^0(s) \right). \]  

(2.41)

In this case, the scalar functions depend only on $s$.

If we take into account $D$-waves as well, the scalar functions become

\[ A_1 = \frac{4\sqrt{q_1^2 q_2^2}}{\lambda_{12}(s)} \left( h_{00}^0(s) + \frac{5}{2} (3z^2 - 1) h_{20}^0(s) \right) - \frac{2(s - q_1^2 - q_2^2)}{\lambda_{12}(s)} \left( h_{10}^0(s) + \frac{5}{2} (3z^2 - 1) h_{20}^0(s) \right) \]

\[ - \frac{10\sqrt{3}}{\sqrt{s\lambda_{12}(s)}} (s - q_1^2 + q_2^2) z^2 h_{00}^{0+}(s) + \frac{10\sqrt{3}}{\sqrt{s\lambda_{12}(s)}} (s - q_1^2 + q_2^2) z^2 h_{00}^{0-}(s) \]

\[ + 5\sqrt{3} \left( \frac{z^2}{s} - 1 \right) \frac{s - q_1^2 - q_2^2}{\lambda_{12}(s)} h_{20}^{0+}(s), \]

\[ A_2 = \frac{2(s - q_1^2 - q_2^2)}{\sqrt{s\lambda_{12}(s)}} \left( h_{00}^0(s) + \frac{5}{2} (3z^2 - 1) h_{20}^0(s) \right) + \frac{4}{\lambda_{12}(s)} \left( h_{10}^0(s) + \frac{5}{2} (3z^2 - 1) h_{20}^0(s) \right) \]

\[ + \frac{10\sqrt{3}}{\sqrt{s\lambda_{12}(s)}} (s + q_1^2 - q_2^2) z^2 h_{00}^{0+}(s) - \frac{10\sqrt{3}}{\sqrt{s\lambda_{12}(s)}} (s + q_1^2 - q_2^2) z^2 h_{00}^{0-}(s) \]

\[ + 5\sqrt{6} \left( \frac{1 + z}{\lambda_{12}(s)} - \frac{z}{s(s - q_1^2 - q_2^2)} \right) h_{20}^{0+}(s), \]

\[ A_3 = - \frac{10\sqrt{3}}{\sqrt{s(q_1^2 - 4M_2^2)\lambda_{12}(s)}} h_{00}^{0+}(s) - \frac{5\sqrt{6} z (s - q_1^2 + q_2^2)}{s(s - q_1^2 - q_2^2)} h_{20}^{0+}(s), \]

\[ A_4 = - \frac{10\sqrt{3}}{\sqrt{s(q_2^2 - 4M_2^2)\lambda_{12}(s)}} h_{00}^{0+}(s) + \frac{5\sqrt{6} z (s + q_1^2 - q_2^2)}{s(s - q_1^2 - q_2^2)} h_{20}^{0+}(s), \]

\[ A_5 = - \frac{5\sqrt{6}}{(s - 4M_2^2)(s - q_1^2 - q_2^2)} h_{20}^{0+}(s), \]  

(2.42)
where $\lambda_{12}(s) := \lambda(s, q_1^2, q_2^2)$. Now, the scalar functions are polynomials in $t$ and $u$ of at most second order.

We note that under $q_1^2 \leftrightarrow q_2^2$, the partial waves transform as $h_{20}^2 \leftrightarrow -h_{0+}^2$, while all the other $S$- and $D$-waves are invariant (the sign comes from the Wigner $d$-function).

Of course, if we replace the scalar functions with a truncated partial-wave expansion in the $s$-channel, we neglect the structure in the crossed channels. In a first approximation, we will take into account explicitly the $t$- and $u$-channel pole terms and apply a partial-wave expansion to the remainder, i.e. we approximate the cut due to higher intermediate states by a polynomial as illustrated in figure 2.3.

Figure 2.3: Approximation of higher intermediate states in $t$- and $u$-channel by a polynomial through a partial-wave expansion.
Chapter 3

Lorentz Structure of the HLbL Tensor

3.1 Definitions

In order to study the contribution of hadronic light-by-light scattering to the anomalous magnetic moment of the muon, we need first of all a description of the hadronic light-by-light (HLbL) tensor. The object in question is the hadronic Green’s function of four electromagnetic currents, evaluated in pure QCD (i.e. with $\alpha_{\text{QED}} = 0$):

$$\Pi^{\mu\nu\lambda\sigma}(q_1, q_2, q_3) = -i \int \frac{d^4x}{(2\pi)^4} \frac{d^4y}{(2\pi)^4} \frac{d^4z}{(2\pi)^4} e^{-i(q_1x + q_2y + q_3z)} \langle 0| T\{j^\mu_{\text{em}}(x) j^\nu_{\text{em}}(y) j^\lambda_{\text{em}}(z) j^\sigma_{\text{em}}(0)\} |0\rangle.$$  \hspace{1cm} (3.1)

The electromagnetic current includes only the three lightest quarks:

$$j^\mu_{\text{em}} := \bar{q} Q \gamma^\mu q,$$ \hspace{1cm} (3.2)

where $q = (u, d, s)^T$ and $Q = \text{diag}(\frac{2}{3}, -\frac{1}{3}, -\frac{1}{3})$.

The contraction of the HLbL tensor with polarisation vectors gives the hadronic contribution to the helicity amplitude for (off-shell) photon-photon scattering:

$$H_{\lambda_1\lambda_2\lambda_3\lambda_4} = \epsilon^\lambda_1(q_1) \epsilon^\lambda_2(q_2) \epsilon^{\lambda_3\ast}(q_3) \epsilon^{\lambda_4\ast}(k) \Pi^{\mu\nu\lambda\sigma}(q_1, q_2, q_3).$$ \hspace{1cm} (3.3)

For notational convenience, we define

$$q_4 := k = q_1 + q_2 + q_3.$$ \hspace{1cm} (3.4)

The kinematics is illustrated in figure 3.1.

![Figure 3.1: Kinematics of the light-by-light scattering amplitude.](image-url)
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We use the following Lorentz scalars as kinematic variables – these are the usual Mandelstam variables:

\[ s := (q_1 + q_2)^2, \quad t := (q_1 + q_3)^2, \quad u := (q_1 - q_4)^2, \]  \hspace{1cm} (3.5)

which fulfill (we will take \( k^2 = 0 \) at some later point)

\[ s + t + u = \sum_{i=1}^{4} q_i^2 =: \Sigma. \]  \hspace{1cm} (3.6)

Gauge invariance requires the HLBL tensor to satisfy the Ward-Takahashi identities

\[ \{q_i^\mu, q_j^\nu, q_k^\lambda, q_l^\sigma\} \Pi_{\mu\nu\lambda\sigma}(q_1, q_2, q_3) = 0. \]  \hspace{1cm} (3.7)

3.2 Tensor Decomposition

In general, the HLBL tensor can be decomposed into 138 Lorentz structures [45, 46, 22]:

\[
\Pi^{\mu\nu\lambda\sigma} = g^{\mu\nu} g^{\lambda\sigma} \Pi^1 + g^{\mu\lambda} g^{\nu\sigma} \Pi^2 + g^{\mu\sigma} g^{\nu\lambda} \Pi^3 \\
+ \sum_{i=2,3,4} \sum_{k=1,2,3} \sum_{l=1,2,3} q_i^\mu q_j^\nu q_k^\lambda q_l^\sigma \Pi_{ijkl}^1 \\
+ \sum_{i=2,3,4} g^{\mu\lambda} q_i^\nu q_j^\rho \Pi_{ij}^2 + \sum_{i=2,3,4} g^{\mu\sigma} q_i^\nu q_j^\rho \Pi_{ik}^6 + \sum_{i=2,3,4} g^{\nu\lambda} q_i^\mu q_j^\rho \Pi_{ij}^3 \\
+ \sum_{j=1,3,4} g^{\mu\lambda} q_j^\nu q_k^\rho \Pi_{jk}^8 + \sum_{j=1,3,4} g^{\mu\sigma} q_j^\nu q_k^\rho \Pi_{jk}^{10} + \sum_{k=1,2,3} g^{\nu\lambda} q_j^\mu q_l^\rho \Pi_{kl}^1 \\
= : \sum_{i=1}^{138} I_i^{\mu\nu\lambda\sigma} \Xi_i. \]

The 138 scalar functions

\[ \{\Xi_i\} := \{\Pi^1, \Pi^2, \Pi^3, \Pi_{ijkl}^1, \Pi_{ij}^2, \Pi_{ik}^6, \Pi_{ij}^3, \Pi_{jk}^8, \Pi_{jl}^9, \Pi_{kl}^{10}\} \]  \hspace{1cm} (3.9)

depend on six independent kinematic variables, e.g. on two Mandelstam variables \( s \) and \( t \) and the virtualities \( q_1^2, q_2^2, q_3^2 \) and \( q_4^2 \). They are free of kinematic singularities but contain kinematic zeros, because they have to fulfill kinematic constraints required by gauge invariance. The Ward identities (3.7) impose 95 linearly independent relations on the scalar functions, reducing the set to 43 functions.

As we did in section 2.2 for the case of \( \gamma^* \gamma^* \rightarrow \pi \pi \), we will now construct a set of Lorentz structures and scalar functions, such that the scalar functions contain neither kinematic singularities nor zeros. Compared to \( \gamma^* \gamma^* \rightarrow \pi \pi \), the application of the recipe given by Bardeen, Tung [37] and Tarrach [38] is much more involved. Again, there exists no kinematic-free minimal basis (which would consist here of 43 scalar functions). We will construct a redundant set of 54 structures, which is free of kinematic singularities and zeros.

In a first step, we define the two projectors

\[ I_{12}^{\mu\nu} := g^{\mu\nu} - \frac{q_2^\mu q_i^\nu}{q_1 \cdot q_2}, \quad I_{34}^{\lambda\sigma} := g^{\lambda\sigma} - \frac{q_4^\lambda q_i^\sigma}{q_3 \cdot q_4}, \]  \hspace{1cm} (3.10)
which have the following properties:

\[ q^\mu I^1_{\mu\nu} = 0, \quad q^\nu I^2_{\mu\nu} = 0, \]
\[ q^\lambda I^3_{\mu\nu\lambda\sigma} = 0, \quad q^\sigma I^4_{\mu\nu\lambda\sigma} = 0, \]
\[ I^1_{\mu\nu\kappa\lambda\sigma} = \Pi^\mu_{\nu\kappa\lambda\sigma}, \quad I^2_{\mu\nu} = \Pi^\mu_{\nu}, \quad I^3_{\lambda\sigma} = \Pi^\lambda_{\sigma}, \quad I^4_{\lambda\sigma} = \Pi^\lambda_{\sigma}, \]
\[ I^1_{\mu\nu\lambda\sigma} = \Pi^\mu_{\nu\lambda\sigma}, \quad I^2_{\mu\nu\lambda\sigma} = \Pi^\mu_{\nu\lambda\sigma}, \quad I^3_{\mu\nu\lambda\sigma} = \Pi^\mu_{\nu\lambda\sigma}, \quad I^4_{\mu\nu\lambda\sigma} = \Pi^\mu_{\nu\lambda\sigma}, \]

\[ I^1_{\mu\nu\lambda\sigma} = \Pi^\mu_{\nu\lambda\sigma}, \quad I^2_{\mu\nu\lambda\sigma} = \Pi^\mu_{\nu\lambda\sigma}, \quad I^3_{\mu\nu\lambda\sigma} = \Pi^\mu_{\nu\lambda\sigma}, \quad I^4_{\mu\nu\lambda\sigma} = \Pi^\mu_{\nu\lambda\sigma}. \]

\[ (3.11) \]

i.e. the HLbL tensor is invariant under contraction with the projectors, but the contraction of every Lorentz structure produces a gauge-invariant structure. Hence, we project the tensor

\[ \Pi_{\mu\nu\lambda\sigma} = \sum_{i=1}^{138} I^i_{\mu\nu\lambda\sigma} \Xi_i, \]

\[ (3.12) \]

Only 43 of the 138 projected structures \( I^i_{\mu\nu\lambda\sigma} \) are non-zero, i.e. all constraints imposed by gauge invariance are already manifestly implemented. Since the projected structures are still multiplied by the original scalar functions \( \Xi_i \), no kinematic singularities have been introduced into the scalar functions. We now have to remove the kinematic zeros from the scalar functions by removing the single and double poles in \( q_1 \cdot q_2 \) and \( q_3 \cdot q_4 \), which are present in the structures \( I^i_{\mu\nu\lambda\sigma} \). We adapt the recipe of [37]:

- remove as many \((q_1 \cdot q_2, q_3 \cdot q_4)\) double-double poles as possible by adding to the structures linear combinations of other structures with coefficients containing no poles.
- if no more double-double poles can be removed in this way, multiply the structures that still contain double-double poles by either \( q_1 \cdot q_2 \) or \( q_3 \cdot q_4 \) (the choice is irrelevant in the end).
- proceed in the same way with double-single, single-double poles, etc. until no poles at all are left in the structures.

As already mentioned, this is again impossible to avoid introducing kinematic singularities into the scalar functions by applying this procedure [38]. However, the only step where kinematic singularities can be introduced is the multiplication of the structures by \( q_1 \cdot q_2 \) or \( q_3 \cdot q_4 \) (i.e. the division of the scalar functions by these terms). This means that the only possible singularities are (double or single) poles in \( q_1 \cdot q_2 \) or \( q_3 \cdot q_4 \). The precise form of these poles can be easily determined: they correspond to degeneracies of the obtained basis of Lorentz structures in the limit \( q_1 \cdot q_2 \to 0 \) and/or \( q_3 \cdot q_4 \to 0 \). Therefore, the 43-dimensional basis has to be extended by additional structures, which are easily found by studying the null-space of the present structures in the mentioned limits. 11 such structures can be found. The extended generating set of 54 structures exhibits all possible crossing symmetries in a manifest way (but is of course no longer a basis).

Explicitly, the resulting representation of the HLbL tensor reads

\[ \Pi_{\mu\nu\lambda\sigma} = \sum_{i=1}^{54} I^i_{\mu\nu\lambda\sigma} \Pi_i, \]

\[ (3.13) \]
where
\[ T_{14}^{\mu \nu \lambda \sigma} = \epsilon^{\mu \alpha \beta \gamma} \epsilon_{\lambda \sigma \gamma \delta} q_1 \alpha q_2 \beta q_3 \gamma q_4 \delta, \]
\[ T_{44}^{\mu \nu \lambda \sigma} = \left( q_2^\mu q_1^\nu - q_1 \cdot q_2 g^{\mu \nu} \right) \left( q_1^\lambda q_3^\sigma - q_3 \cdot q_1 g^{\lambda \sigma} \right), \]
\[ T_{17}^{\mu \nu \lambda \sigma} = \left( q_2^\mu q_1^\nu - q_1 \cdot q_2 g^{\mu \nu} \right) \left( q_1 \cdot q_4 \left( q_1^\lambda q_3^\sigma - q_3 \cdot q_1 g^{\lambda \sigma} \right) + q_4^\lambda q_1^\sigma q_3 + q_1^\lambda q_4^\sigma q_3 \cdot q_4 \right), \]
\[ T_{49}^{\mu \nu \lambda \sigma} = \left( q_2^\mu q_1^\nu - q_1 \cdot q_2 g^{\mu \nu} \right) \left( q_2 \cdot q_4 \left( q_2^\lambda q_3^\sigma - q_3 \cdot q_2 g^{\lambda \sigma} \right) + q_4^\lambda q_2^\sigma q_3 + q_2^\lambda q_4^\sigma q_3 \cdot q_4 \right), \]
\[ T_{31}^{\mu \nu \lambda \sigma} = \left( q_2^\mu q_1^\nu - q_1 \cdot q_2 g^{\mu \nu} \right) \left( q_2 \cdot q_3 \left( q_2^\lambda q_1^\sigma - q_1 \cdot q_2 g^{\lambda \sigma} \right) + q_3^\lambda q_2^\sigma q_1 + q_1^\lambda q_3^\sigma q_2 \cdot q_2 \right), \]
\[ T_{37}^{\mu \nu \lambda \sigma} = \left( q_2^\mu q_1^\nu - q_1 \cdot q_2 g^{\mu \nu} \right) \left( q_3 \cdot q_4 \left( q_3^\lambda q_1^\sigma - q_1 \cdot q_3 g^{\lambda \sigma} \right) + q_4^\lambda q_3^\sigma q_1 + q_1^\lambda q_4^\sigma q_3 \cdot q_4 \right), \]
\[ T_{49}^{\mu \nu \lambda \sigma} = -C_{12}^{\mu \nu \lambda \sigma} T_{49}^{\mu \nu \lambda \sigma} = -C_{34}^{\mu \nu \lambda \sigma} C_{49}^{\mu \nu \lambda \sigma} = C_{34} \left[ C_{12} T_{49}^{\mu \nu \lambda \sigma} \right]. \]

These structures satisfy the following crossing symmetries:
\[ T_{14}^{\mu \nu \lambda \sigma} = C_{12} \left[ T_{14}^{\mu \nu \lambda \sigma} \right] = C_{34} \left[ T_{34}^{\mu \nu \lambda \sigma} \right] = C_{24} \left[ C_{14} \left[ T_{14}^{\mu \nu \lambda \sigma} \right] \right] = C_{24} \left[ C_{14} \left[ T_{14}^{\mu \nu \lambda \sigma} \right] \right] = C_{24} \left[ C_{14} \left[ T_{14}^{\mu \nu \lambda \sigma} \right] \right], \]
\[ T_{17}^{\mu \nu \lambda \sigma} = C_{12} \left[ T_{17}^{\mu \nu \lambda \sigma} \right] = C_{34} \left[ T_{34}^{\mu \nu \lambda \sigma} \right] = C_{24} \left[ C_{14} \left[ T_{17}^{\mu \nu \lambda \sigma} \right] \right] = C_{24} \left[ C_{14} \left[ T_{17}^{\mu \nu \lambda \sigma} \right] \right] = C_{24} \left[ C_{14} \left[ T_{17}^{\mu \nu \lambda \sigma} \right] \right], \]
\[ T_{49}^{\mu \nu \lambda \sigma} = -C_{12} \left[ T_{49}^{\mu \nu \lambda \sigma} \right] = -C_{34} \left[ T_{49}^{\mu \nu \lambda \sigma} \right] = C_{34} \left[ C_{12} \left[ T_{49}^{\mu \nu \lambda \sigma} \right] \right]. \]

where the crossing operators \( C_{ij} \) exchange momenta and Lorentz indices of the photons \( i \) and \( j \), e.g.
\[ C_{12} [f] := f(\mu \leftrightarrow \nu, q_1 \leftrightarrow q_2). \]
The remaining structures are given by crossed versions of the above seven structures:

\[
\begin{align*}
T_{2}^{\mu\nu\lambda\sigma} &= C_{14}[T_{1}^{\mu\nu\lambda\sigma}], & T_{3}^{\mu\nu\lambda\sigma} &= C_{13}[T_{1}^{\mu\nu\lambda\sigma}], \\
T_{5}^{\mu\nu\lambda\sigma} &= C_{14}[T_{4}^{\mu\nu\lambda\sigma}], & T_{6}^{\mu\nu\lambda\sigma} &= C_{13}[T_{4}^{\mu\nu\lambda\sigma}], \\
T_{8}^{\mu\nu\lambda\sigma} &= C_{12}[T_{7}^{\mu\nu\lambda\sigma}], & T_{9}^{\mu\nu\lambda\sigma} &= C_{13}[C_{23}[T_{7}^{\mu\nu\lambda\sigma}]], & T_{10}^{\mu\nu\lambda\sigma} &= C_{23}[T_{7}^{\mu\nu\lambda\sigma}], \\
T_{11}^{\mu\nu\lambda\sigma} &= C_{24}[T_{7}^{\mu\nu\lambda\sigma}], & T_{12}^{\mu\nu\lambda\sigma} &= C_{14}[C_{24}[T_{7}^{\mu\nu\lambda\sigma}]], & T_{13}^{\mu\nu\lambda\sigma} &= C_{13}[T_{7}^{\mu\nu\lambda\sigma}], \\
T_{14}^{\mu\nu\lambda\sigma} &= C_{23}[C_{13}[T_{7}^{\mu\nu\lambda\sigma}]], & T_{15}^{\mu\nu\lambda\sigma} &= C_{14}[T_{7}^{\mu\nu\lambda\sigma}], & T_{16}^{\mu\nu\lambda\sigma} &= C_{24}[C_{14}[T_{7}^{\mu\nu\lambda\sigma}]], \\
T_{17}^{\mu\nu\lambda\sigma} &= C_{23}[C_{13}[T_{7}^{\mu\nu\lambda\sigma}]], & T_{18}^{\mu\nu\lambda\sigma} &= C_{23}[T_{7}^{\mu\nu\lambda\sigma}], \\
T_{20}^{\mu\nu\lambda\sigma} &= C_{34}[T_{19}^{\mu\nu\lambda\sigma}], & T_{21}^{\mu\nu\lambda\sigma} &= C_{23}[T_{19}^{\mu\nu\lambda\sigma}], & T_{22}^{\mu\nu\lambda\sigma} &= C_{24}[C_{23}[T_{19}^{\mu\nu\lambda\sigma}]], \\
T_{23}^{\mu\nu\lambda\sigma} &= C_{23}[C_{24}[T_{19}^{\mu\nu\lambda\sigma}]], & T_{24}^{\mu\nu\lambda\sigma} &= C_{24}[T_{19}^{\mu\nu\lambda\sigma}], & T_{25}^{\mu\nu\lambda\sigma} &= C_{23}[C_{13}[T_{19}^{\mu\nu\lambda\sigma}]], \\
T_{26}^{\mu\nu\lambda\sigma} &= C_{13}[T_{19}^{\mu\nu\lambda\sigma}], & T_{27}^{\mu\nu\lambda\sigma} &= C_{14}[T_{19}^{\mu\nu\lambda\sigma}], & T_{28}^{\mu\nu\lambda\sigma} &= C_{24}[C_{14}[T_{19}^{\mu\nu\lambda\sigma}]], \\
T_{29}^{\mu\nu\lambda\sigma} &= C_{24}[C_{13}[T_{19}^{\mu\nu\lambda\sigma}]], & T_{30}^{\mu\nu\lambda\sigma} &= C_{24}[C_{24}[C_{13}[T_{19}^{\mu\nu\lambda\sigma}]], \\
T_{32}^{\mu\nu\lambda\sigma} &= C_{24}[C_{13}[T_{31}^{\mu\nu\lambda\sigma}]], & T_{33}^{\mu\nu\lambda\sigma} &= C_{23}[T_{31}^{\mu\nu\lambda\sigma}], & T_{34}^{\mu\nu\lambda\sigma} &= C_{13}[T_{31}^{\mu\nu\lambda\sigma}], \\
T_{35}^{\mu\nu\lambda\sigma} &= C_{24}[T_{31}^{\mu\nu\lambda\sigma}], & T_{36}^{\mu\nu\lambda\sigma} &= C_{14}[T_{31}^{\mu\nu\lambda\sigma}], \\
T_{37}^{\mu\nu\lambda\sigma} &= C_{34}[C_{14}[T_{37}^{\mu\nu\lambda\sigma}]], & T_{38}^{\mu\nu\lambda\sigma} &= C_{14}[T_{37}^{\mu\nu\lambda\sigma}], & T_{39}^{\mu\nu\lambda\sigma} &= C_{14}[C_{24}[T_{37}^{\mu\nu\lambda\sigma}]], \\
T_{40}^{\mu\nu\lambda\sigma} &= C_{23}[C_{24}[T_{37}^{\mu\nu\lambda\sigma}]], & T_{41}^{\mu\nu\lambda\sigma} &= C_{12}[C_{24}[T_{37}^{\mu\nu\lambda\sigma}]], & T_{42}^{\mu\nu\lambda\sigma} &= C_{24}[T_{37}^{\mu\nu\lambda\sigma}], \\
T_{43}^{\mu\nu\lambda\sigma} &= C_{42}[C_{14}[T_{37}^{\mu\nu\lambda\sigma}]], & T_{44}^{\mu\nu\lambda\sigma} &= C_{34}[C_{14}[T_{37}^{\mu\nu\lambda\sigma}]], & T_{45}^{\mu\nu\lambda\sigma} &= C_{14}[C_{24}[T_{37}^{\mu\nu\lambda\sigma}]], \\
T_{46}^{\mu\nu\lambda\sigma} &= C_{42}[C_{14}[T_{37}^{\mu\nu\lambda\sigma}]], & T_{47}^{\mu\nu\lambda\sigma} &= C_{23}[C_{24}[T_{37}^{\mu\nu\lambda\sigma}]], & T_{48}^{\mu\nu\lambda\sigma} &= C_{12}[C_{24}[T_{37}^{\mu\nu\lambda\sigma}]], \\
T_{49}^{\mu\nu\lambda\sigma} &= C_{12}[C_{24}[T_{49}^{\mu\nu\lambda\sigma}]], & T_{50}^{\mu\nu\lambda\sigma} &= C_{24}[C_{14}[T_{49}^{\mu\nu\lambda\sigma}]], & T_{51}^{\mu\nu\lambda\sigma} &= C_{24}[T_{49}^{\mu\nu\lambda\sigma}], \\
T_{52}^{\mu\nu\lambda\sigma} &= C_{13}[T_{49}^{\mu\nu\lambda\sigma}], & T_{53}^{\mu\nu\lambda\sigma} &= C_{23}[C_{14}[T_{49}^{\mu\nu\lambda\sigma}]]. \\
\end{align*}
\]

(3.17)

Since the HLBL tensor \(\Pi^{\mu\nu\lambda\sigma}\) is totally crossing symmetric, the scalar functions \(\Pi_i\) have to fulfill exactly the same crossing properties as the Lorentz structures. Therefore, only seven different scalar functions \(\Pi_i\) appear, together with their crossed versions. These scalar functions are free of kinematic singularities and zeros and hence fulfill a Mandelstam representation (note however the antisymmetric crossing relations in \(\Pi_{10}\)). They are suitable quantities for a dispersive description.

The subset consisting of the following 43 Lorentz structures forms a basis:

\[
\{B_i^{\mu\nu\lambda\sigma} \mid i \in \{1, \ldots, 21, 23, 25, 27, 29, 30, 33, \ldots, 36, 38, \ldots, 45, 49, \ldots, 53\}\},
\]

(3.18)

The corresponding scalar coefficient functions \(\bar{\Pi}_i\), defined by

\[
\Pi^{\mu\nu\lambda\sigma} = \sum_{i=1}^{43} B_i^{\mu\nu\lambda\sigma} \bar{\Pi}_i,
\]

(3.19)

exhibit kinematic singularities in \(q_1 \cdot q_2\) and \(q_3 \cdot q_4\). The exact form of these kinematic singularities
can be determined by projecting (3.13) on this basis:

\[ \tilde{\Pi}_1 = \Pi_1, \quad \tilde{\Pi}_2 = \Pi_2, \quad \tilde{\Pi}_3 = \Pi_3, \]
\[ \tilde{\Pi}_4 = \Pi_4, \quad \tilde{\Pi}_5 = \Pi_5, \quad \tilde{\Pi}_6 = \Pi_6, \]
\[ \tilde{\Pi}_7 = \Pi_7 - \frac{q_2 \cdot q_3 q_2 \cdot q_4}{q_3 \cdot q_4} \Pi_{31}, \quad \tilde{\Pi}_8 = \Pi_8 - \frac{q_1 \cdot q_3 q_1 \cdot q_4}{q_3 \cdot q_4} \Pi_{31}, \]
\[ \tilde{\Pi}_9 = \Pi_9 + \frac{q_1 \cdot q_2}{q_3 \cdot q_4} \Pi_{22}, \quad \tilde{\Pi}_{10} = \Pi_{10} + \frac{q_2 \cdot q_3}{q_1 \cdot q_2} \Pi_{22}, \]
\[ \tilde{\Pi}_{11} = \Pi_{11} - \frac{q_2 \cdot q_4}{q_1 \cdot q_2} \Pi_{24}, \quad \tilde{\Pi}_{12} = \Pi_{12} - \frac{q_1 \cdot q_3}{q_1 \cdot q_4} \Pi_{24}, \]
\[ \tilde{\Pi}_{13} = \Pi_{13} + \frac{q_2 \cdot q_4}{q_1 \cdot q_4} \Pi_{26}, \quad \tilde{\Pi}_{14} = \Pi_{14} + \frac{q_1 \cdot q_3}{q_1 \cdot q_2} \Pi_{26}, \]
\[ \tilde{\Pi}_{15} = \Pi_{15} - \frac{q_2 \cdot q_3}{q_4} \Pi_{28}, \quad \tilde{\Pi}_{16} = \Pi_{16} - \frac{q_1 \cdot q_2}{q_4} \Pi_{28}, \]
\[ \tilde{\Pi}_{17} = \Pi_{17} - \frac{q_1 \cdot q_2 q_2 \cdot q_4}{q_3 \cdot q_4} \Pi_{32}, \quad \tilde{\Pi}_{18} = \Pi_{18} - \frac{q_1 \cdot q_2 q_2 \cdot q_3}{q_3 \cdot q_4} \Pi_{32}, \]
\[ \tilde{\Pi}_{19} = \Pi_{19} + \frac{q_1 \cdot q_2 q_2 \cdot q_3}{q_3 \cdot q_4} \Pi_{31}, \quad \tilde{\Pi}_{20} = \Pi_{20} + \frac{q_1 \cdot q_2 q_2 \cdot q_4}{q_3 \cdot q_4} \Pi_{31}, \]
\[ \tilde{\Pi}_{21} = \Pi_{21} - \frac{q_1 \cdot q_2 q_2 \cdot q_3}{q_4} \Pi_{22}, \quad \tilde{\Pi}_{22} = \Pi_{22} - \frac{q_1 \cdot q_2 q_2 \cdot q_4}{q_4} \Pi_{22}, \]
\[ \tilde{\Pi}_{23} = \Pi_{23} - \frac{q_1 \cdot q_2 q_2 \cdot q_3}{q_4} \Pi_{26}, \quad \tilde{\Pi}_{24} = \Pi_{24} - \frac{q_1 \cdot q_2 q_2 \cdot q_4}{q_4} \Pi_{26}, \]
\[ \tilde{\Pi}_{25} = \Pi_{25} - \frac{q_1 \cdot q_2 q_2 \cdot q_3}{q_4} \Pi_{32}, \quad \tilde{\Pi}_{26} = \Pi_{26} - \frac{q_1 \cdot q_2}{q_4} \Pi_{32}, \]
\[ \tilde{\Pi}_{27} = \Pi_{27} + \frac{q_1 \cdot q_2 q_2 \cdot q_3}{q_4} \Pi_{22}, \quad \tilde{\Pi}_{28} = \Pi_{28} + \frac{q_1 \cdot q_2 q_2 \cdot q_4}{q_4} \Pi_{22}, \]
\[ \tilde{\Pi}_{29} = \Pi_{29} - \frac{q_1 \cdot q_2 q_2 \cdot q_3}{q_4} \Pi_{24}, \quad \tilde{\Pi}_{30} = \Pi_{30} - \frac{q_1 \cdot q_2}{q_4} \Pi_{24}, \]
\[ \tilde{\Pi}_{31} = \Pi_{31} + \frac{q_2 \cdot q_3}{q_3 \cdot q_4} \Pi_{17}, \quad \tilde{\Pi}_{32} = \Pi_{32} + \frac{q_2 \cdot q_3}{q_3 \cdot q_4} \Pi_{16}, \quad \tilde{\Pi}_{33} = \Pi_{33} - \frac{q_1 \cdot q_4}{q_3 \cdot q_4} \Pi_{46}, \]
\[ \tilde{\Pi}_{34} = \Pi_{34} + \frac{q_1 \cdot q_2 q_2 \cdot q_3}{q_4} \Pi_{17}, \quad \tilde{\Pi}_{35} = \Pi_{35} + \frac{q_1 \cdot q_2 q_2 \cdot q_4}{q_4} \Pi_{14}, \quad \tilde{\Pi}_{36} = \Pi_{36} + \frac{q_1 \cdot q_4}{q_3 \cdot q_4} \Pi_{37}, \]
\[ \tilde{\Pi}_{37} = \Pi_{37} - \frac{q_2 \cdot q_3}{q_4} \Pi_{48}, \quad \tilde{\Pi}_{38} = \Pi_{38} - \frac{q_1 \cdot q_2}{q_4} \Pi_{37}, \]
\[ \tilde{\Pi}_{39} = \Pi_{39} + \frac{q_1 \cdot q_2 q_2 \cdot q_4}{q_4} \Pi_{51}, \quad \tilde{\Pi}_{40} = \Pi_{40} - \frac{q_2 \cdot q_3 q_2 \cdot q_4}{q_3 \cdot q_4} \Pi_{54}, \quad \tilde{\Pi}_{41} = \Pi_{41} + \frac{q_1 \cdot q_4}{q_3 \cdot q_4} \Pi_{54}, \]
\[ \tilde{\Pi}_{42} = \Pi_{52} - \frac{q_2 \cdot q_3}{q_3 \cdot q_4} \Pi_{54}, \quad \tilde{\Pi}_{43} = \Pi_{53} + \frac{q_1 \cdot q_2 q_2 \cdot q_4}{q_3 \cdot q_4} \Pi_{54}. \]
Chapter 4

HLbL Contribution to \((g - 2)_\mu\)

In section 4.1, we review the definition and calculation of the anomalous magnetic moment of the muon \((g - 2)_\mu\) and the HLbL contribution to \((g - 2)_\mu\) (see e.g. [47]). The well-known general formula requires still a rather long calculation before a number can be finally obtained. For the pion-pole contribution, these steps have been worked out long ago [28]. With our complete set of 54 kinematic-free structures (3.13), this procedure can be repeated for the whole HLbL contribution in full generality, as we explain in sections 4.2 and 4.3.

4.1 Projector Techniques

Consider the interaction of a muon with the electromagnetic field:

\[
\mathcal{M}^\mu(x; p_1, p_2) := -ie\langle \mu^- (p_2, s_2)|j^\mu_{\text{em}}(x)|\mu^- (p_1, s_1)\rangle, \tag{4.1}
\]

where \(p_1\) and \(s_1\) (\(p_2\) and \(s_2\)) are momentum and spin of the incoming (outgoing) muon and \(j^\mu_{\text{em}}\) is the electromagnetic current. We pull out explicitly the electric unit charge \(e = |e|\).

Using translation invariance

\[
\tilde{j}^\mu_{\text{em}}(x) = e^{ip^x}j^\mu_{\text{em}}(0)e^{-ip^x}, \tag{4.2}
\]

we find in momentum space

\[
\mathcal{M}^\mu(k; p_1, p_2) := \int d^4x e^{ikx}\mathcal{M}^\mu(x; p_1, p_2)
= -\int d^4x e^{i(k-p_1+p_2)x}ie\langle \mu^- (p_2, s_2)|j^\mu_{\text{em}}(0)|\mu^- (p_1, s_1)\rangle \tag{4.3}
= -(2\pi)^4\delta^{(4)}(k-p_1+p_2)ie\langle \mu^- (p_2, s_2)|j^\mu_{\text{em}}(0)|\mu^- (p_1, s_1)\rangle.
\]

The \(T\)-matrix element is defined by

\[
\mathcal{T}^\mu(p_1, p_2) := -e\langle \mu^- (p_2, s_2)|j^\mu_{\text{em}}(0)|\mu^- (p_1, s_1)\rangle, \tag{4.4}
\]

diagrammatically

\[
\begin{align*}
\begin{array}{c}
\text{\hspace{1cm}}
\end{array}
\end{align*}
\]

\[
=i\mathcal{T}^\mu(p_1, p_2) = (-ie)\bar{u}(p_2)\Gamma^\mu(p_1, p_2)u(p_1). \tag{4.5}
\]
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The vertex function \(\Gamma^\mu\) can be decomposed into form factors as

\[
\Gamma^\mu(p_1, p_2) = \gamma^\mu F_E(k^2) - i \frac{\sigma^{\mu\nu} k_\nu}{2m_\mu} F_M(k^2)
\]

\[
+ \left( \gamma^\mu + \frac{2m_\mu k_\mu}{k^2} \right) \gamma_5 F_A(k^2) - \frac{\sigma^{\mu\nu} k_\nu}{2m_\mu} \gamma_5 F_D(k^2),
\]

(4.6)

where \(F_E\) is the electric charge or Dirac form factor, \(F_M\) the magnetic or Pauli form factor, \(F_A\) the anapole form factor and \(F_D\) the electric dipole form factor. We use

\[ k = p_1 - p_2 \]

(4.7)

and \(\sigma^{\mu\nu} := \frac{i}{2}[\gamma^\mu, \gamma^\nu]\). In principle, the form factors depend on \(p_1\) and \(p_2\), hence on the scalar products \(p_1^2\), \(p_2^2\) and \(p_1 \cdot p_2\). Given the fact that the muon is on-shell:

\[ p_1^2 = p_2^2 = m_\mu^2, \]

\[ p_1 \cdot p_2 = \frac{1}{2}(2m_\mu^2 - k^2), \]

(4.8)

the form factors depend on a single variable \(k^2\) only.

The anomalous magnetic moment of the muon is given by

\[ a_\mu = \frac{1}{2}(g - 2)_\mu = F_M(0). \]

(4.9)

It can be projected out by

\[
F_M(k^2) = \text{Tr} \left( (\not{p}_1 + m_\mu) \Lambda_\mu^\nu(p_1, p_2)(\not{p}_2 + m_\mu) \Gamma_\nu(p_1, p_2) \right),
\]

(4.10)

where the projector is defined by

\[
\Lambda_\mu^\nu(p_1, p_2) := -\frac{m_\mu^2}{k^2(k^2 - 4m_\mu^2)} \left( \gamma^\mu + \frac{k^2 + 2m_\mu^2 p_1^\mu + p_2^\mu}{k^2 - 4m_\mu^2} \right).
\]

(4.11)

Next, we use the identity [28]

\[
(\not{p}_1 + m_\mu) \gamma^\mu (\not{p}_2 + m_\mu) = (\not{p}_1 + m_\mu) \left( \frac{p^\mu}{m_\mu} + \frac{i}{2m_\mu} \sigma^{\mu\nu} k_\nu \right) (\not{p}_2 + m_\mu)
\]

(4.12)

to simplify and expand the projector

\[
(\not{p}_1 + m_\mu) \Lambda_\mu^\nu(p_1, p_2)(\not{p}_2 + m_\mu)
\]

\[
= -(\not{p}_1 + m_\mu) \left( \frac{m_\mu}{k^2(k^2 - 4m_\mu^2)} \frac{i}{2} \sigma^{\mu\nu} k_\nu + \frac{3m_\mu}{(k^2 - 4m_\mu^2)^2} p^\nu \right)(\not{p}_2 + m_\mu)
\]

\[
= - (\not{p} + m_\mu) \left( -\frac{1}{4m_\mu k^2} \frac{i}{2} \sigma^{\mu\nu} k_\nu + \frac{3}{16m_\mu^3} p^\nu \right) (\not{p} + m_\mu) + \frac{1}{8} \left( \gamma^\mu - \frac{k^\mu k}{k^2} + \frac{p^\mu}{m_\mu} \right) + \mathcal{O}(k).
\]

(4.13)

We expand the vertex function \(\Gamma^\mu\) to first order in powers of \(k^\mu\):

\[
\Gamma^\mu(p_1, p_2) = \Gamma^\mu(p, p) + k_\nu \frac{\partial}{\partial k_\nu} \Gamma^\mu(p_1, p_2) \bigg|_{k=0} + \ldots
\]

\[
=: V^\mu(p) + k_\nu \Gamma^{\mu\nu}(p) + \ldots,
\]

(4.14)

where \(p := \frac{1}{2}(p_1 + p_2)\).
This leads to
\[
F_M(k^2) = \text{Tr} \left( (\not{p}_1 + m_\mu) \Lambda_\mu^\nu(p_1, p_2)(\not{p}_2 + m_\mu) \Gamma_\nu(p_1, p_2) \right) \\
= \text{Tr} \left( (\not{p} + m_\mu) \left( \frac{1}{4m_\mu k^2} \frac{i}{2} \sigma_{\mu\nu} k_\nu - \frac{3}{16m_\mu^2} p_\mu \right) (\not{p} + m_\mu) V_\mu(p) \right) \\
+ \text{Tr} \left( \frac{1}{8} \left( \gamma_\mu - \frac{k_\mu k}{k^2} + \frac{p_\mu}{m_\mu} \right) V_\mu(p) \right) \\
+ \text{Tr} \left( (\not{p} + m_\mu) \left( \frac{1}{4m_\mu k^2} \frac{i}{2} \sigma_{\mu\nu} k_\nu \right) (\not{p} + m_\mu) \Gamma_\mu(p) \right) + O(k).
\] (4.15)

Since \( F_M \) depends only on \( k^2 \), we can average both sides of the equation over all spatial directions of \( k \) with respect to \( p \):
\[
F_M(k^2) = \frac{1}{4\pi} \int \frac{d\Omega(p, k)}{4\pi} F_M(k^2).
\] (4.16)

We therefore need to calculate the angular averages of \( k^\mu \) and \( k^\mu k^\nu \):
\[
\int \frac{d\Omega(p, k)}{4\pi} k^\mu = 0,
\] (4.17)

because the integrand is odd, and
\[
\int \frac{d\Omega(p, k)}{4\pi} k^\mu k^\nu = \alpha g^{\mu\nu} + \beta \frac{p^\mu p^\nu}{p^2}.
\] (4.18)

Since \( k \cdot p = 0 \), the contraction of the above equation with \( p^\mu \) gives \( \alpha = -\beta \), while the contraction with \( g^{\mu\nu} \) gives \( \alpha = \frac{k^2}{4} \), hence
\[
\int \frac{d\Omega(p, k)}{4\pi} k^\mu k^\nu \frac{k^2}{k^2} = \frac{1}{3} \left( g^{\mu\nu} - \frac{p^\mu p^\nu}{p^2} \right).
\] (4.19)

We find for the anomalous magnetic moment:
\[
a_\mu = \text{Tr} \left( \left( \frac{1}{12} \gamma_\mu - \frac{1}{3} \left( \frac{p^\mu}{m_\mu^2} \right) - \frac{1}{4m_\mu} \right) V_\mu(p) \right) \\
- \frac{1}{48m_\mu} \text{Tr} \left( (\not{p} + m_\mu) [\gamma^\mu, \gamma^\nu](\not{p} + m_\mu) \Gamma_\nu(p) \right),
\] (4.20)

where now \( p^2 = m_\mu^2 \). (Note that we have defined \( k \) as outgoing, resulting in the different sign of the second term with respect to [47] .) If there appear UV divergences in the calculation of the contribution to \( a_\mu \) that are regulated dimensionally, the above formula should be adapted to \( n \) dimensions [47].

We are interested in the contribution of the HLbL tensor to \( a_\mu \), diagrammatically
\[
= (-ie)\bar{u}(p_2) \Gamma_\mu^{HLbL}(p_1, p_2) u(p_1),
\] (4.21)
Taking the derivative and limit, we obtain
\[ \Gamma_{\text{HLbL}}(p_1, p_2) = \int \frac{d^4q_1}{(2\pi)^4} \frac{d^4q_2}{(2\pi)^4} \left\{ -ie\gamma_\mu \left( \frac{i(\not\phi_2 + \not{g}_2 + m_\mu)}{(p_2 + q_1)^2 - m_\mu^2}(-ie\gamma_\lambda) \right) \right. \]
\[ \left. \cdot \frac{i(\not{\phi}_1 - \not{\phi}_2 + m_\mu)}{(p_1 - q_2)^2 - m_\mu^2}(-ie\gamma_\nu) \right\} \left( -i \right)^3 \]
\[ \cdot \frac{i\Pi^{\mu\nu\lambda\sigma}(q_1, q_2, p_1 - p_2 - q_1 - q_2)}{q_1^2q_2^2(p_1 - p_2 - q_1 - q_2)^2} \]
\[ \cdot \frac{1}{(2\pi)^4} \left( \frac{q_2^2 - m_\mu^2}{i\gamma_\sigma} \right) \frac{1}{(2\pi)^4} \left( \frac{q_1^2 - m_\mu^2}{i\gamma_\rho} \right) \frac{d^4p}{(2\pi)^4} \Gamma_{\text{HLbL}}^\rho(p_1, p_2). \]

The HLbL tensor is defined in (3.1). Let us recall again the Ward-Takahashi identities
\[ \{ q_1^\mu, q_2^\nu, q_3^\rho, k^\sigma \} \Pi_{\mu\nu\lambda\sigma}(q_1, q_2, q_3) = 0, \]
where \( k = q_1 + q_2 + q_3 \). Differentiating the fourth Ward identity with respect to \( k_\rho \) yields
\[ \Pi_{\mu\nu\lambda\rho}(q_1, q_2, k - q_1 - q_2) = -k^\sigma \frac{\partial}{\partial k^\rho} \Pi_{\mu\nu\lambda\sigma}(q_1, q_2, k - q_1 - q_2). \]

It can be argued [48] that \( \Pi_{\mu\nu\lambda\sigma} \) vanishes linearly with \( k \) (i.e. the derivative contains no singularity), and so must \( \Gamma_{\text{HLbL}}^\mu \). The HLbL contribution to the anomalous magnetic moment is therefore given by
\[ a_{\mu}^{\text{HLbL}} = -\frac{1}{48m_\mu} \text{Tr} \left( \{ \not{\phi} + m_\mu \} \{ \gamma^\rho, \gamma^\sigma \} \{ \not{\phi} + m_\mu \} \Gamma_{\text{HLbL}}^{\rho\sigma}(p) \right). \]

We use the Ward identity (4.23) to write
\[ \Gamma_{\text{HLbL}}^\rho(p_1, p_2) = \frac{1}{48m_\mu} \text{Tr} \left( \{ \not{\phi} + m_\mu \} \{ \gamma^\rho, \gamma^\sigma \} \{ \not{\phi} + m_\mu \} \Gamma_{\text{HLbL}}^{\rho\sigma}(p) \right). \]

Taking the derivative and limit, we obtain
\[ \Gamma_{\text{HLbL}}^{\rho\sigma}(p) = e^6 \int \frac{d^4q_1}{(2\pi)^4} \frac{d^4q_2}{(2\pi)^4} \left( \frac{i(\not{\phi}_1 + \not{\phi}_2 + m_\mu)}{(p_1 + q_1)^2 - m_\mu^2} \gamma^\lambda \frac{(p_1 - q_2)^2 - m_\mu^2}{q_1^2q_2^2(p_1 - p_2 - q_1 - q_2)} \right) \]
\[ \cdot \frac{1}{(2\pi)^4} \left( \frac{q_1^2 - m_\mu^2}{i\gamma_\sigma} \right) \frac{1}{(2\pi)^4} \left( \frac{q_2^2 - m_\mu^2}{i\gamma_\rho} \right) \frac{d^4p}{(2\pi)^4} \Gamma_{\text{HLbL}}^{\rho\sigma}(p). \]
4.2 Loop Integration

In order to compute the contribution to \((g-2)\mu\), one has to take the trace in (4.24) and perform the two-loop integral of equation (4.27). Five of the eight integrals can be carried out analytically with the help of Gegenbauer polynomial techniques [49]. To this end, let us employ the representation of the HLbL tensor in terms of the 54 Lorentz structures \(T_{\mu\nu\lambda\sigma}^i\):

\[
\nonumber d_{\mu}^{\text{HLbL}} = \frac{\epsilon^6}{48m_\mu} \int \frac{d^4q_1}{(2\pi)^4} \frac{d^4q_2}{(2\pi)^4} \frac{1}{q_1^2(q_1 + q_2)^2} \frac{1}{(p + q_1)^2 - m_\mu^2} \frac{1}{(p - q_2)^2 - m_\mu^2} \\
\cdot \text{Tr} \left( (\gamma^\mu, \gamma^\sigma)(p + m_\mu)\gamma^\mu(p + q_1 + m_\mu)\gamma^\lambda(p - q_2 + m_\mu)\gamma^\nu \right) \\
\cdot \frac{\partial}{\partial k^\rho} \Pi_{\mu\nu\lambda\sigma}(q_1, q_2, k - q_1 - q_2) \bigg|_{k=0} = -\frac{\epsilon^6}{48m_\mu} \int \frac{d^4q_1}{(2\pi)^4} \frac{d^4q_2}{(2\pi)^4} \frac{1}{q_1^2(q_1 + q_2)^2} \frac{1}{(p + q_1)^2 - m_\mu^2} \frac{1}{(p - q_2)^2 - m_\mu^2} \\
\cdot \text{Tr} \left( (\gamma^\mu, \gamma^\sigma)(p + m_\mu)\gamma^\mu(p + q_1 + m_\mu)\gamma^\lambda(p - q_2 + m_\mu)\gamma^\nu \right) \\
\cdot \sum_{i=1}^{54} \left( \frac{\partial}{\partial k^\rho} T_{\mu\nu\lambda\sigma}^i(q_1, q_2, k - q_1 - q_2) \right) \bigg|_{k=0} \Pi_i(q_1, q_2, -q_1 - q_2).
\]

It turns out that there are only 19 independent linear combinations of the structures \(T_{\mu\nu\lambda\sigma}^i\), which contribute to the \((g-2)\mu\). It is possible to make a basis change in the 54 structures

\[
\Pi_{\mu\nu\lambda\sigma} = \sum_{i=1}^{54} T_{\mu\nu\lambda\sigma}^i \Pi_i = \sum_{i=1}^{54} \hat{T}_{\mu\nu\lambda\sigma}^i \hat{\Pi}_i,
\]

such that in the limit \(k \to 0\), the derivative of 35 structures \(\hat{T}_{\mu\nu\lambda\sigma}^i\) vanishes. Although this change of basis does not introduce kinematic singularities into the scalar functions \(\hat{\Pi}_i\), it somewhat obscures crossing symmetry. The 19 structures \(\hat{T}_{\mu\nu\lambda\sigma}^i\) that contribute to the \((g-2)\mu\) can be chosen as follows:

\[
\left\{ \hat{T}_{\mu\nu\lambda\sigma}^i \big| i = 1, \ldots, 19 \right\} = \left\{ T_{\mu\nu\lambda\sigma}^i \big| i = 1, \ldots, 11, 13, 14, 16, 17 \right\} \\
\cup \left\{ T_{39}^{\mu\nu\lambda\sigma} + T_{40}^{\mu\nu\lambda\sigma}, T_{42}^{\mu\nu\lambda\sigma}, T_{43}^{\mu\nu\lambda\sigma}, T_{50}^{\mu\nu\lambda\sigma} - T_{51}^{\mu\nu\lambda\sigma} \right\}.
\]
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The corresponding 19 scalar functions \(\tilde{\Pi}_i\) are linear combinations of 33 scalar functions \(\Pi_{ij}\):

\[
\begin{align*}
\tilde{\Pi}_1 &= \Pi_1 + q_1 \cdot q_2 \Pi_{17}, \\
\tilde{\Pi}_2 &= \Pi_2 - \frac{1}{2} (q_1^2 + q_1 \cdot q_2) (2\Pi_{47} - \Pi_{50} - \Pi_{51} - \Pi_{54}), \\
\tilde{\Pi}_3 &= \Pi_3 - \frac{1}{2} (q_1 \cdot q_2 + q_2^2) (2\Pi_{47} - \Pi_{50} - \Pi_{51} + \Pi_{54}), \\
\tilde{\Pi}_4 &= \Pi_4 + (q_1^2 + q_1 \cdot q_2) \Pi_{19} + (q_1 \cdot q_2 + q_2^2) \Pi_{20} \\
&\quad + (q_1^2 + q_1 \cdot q_2) (q_1 \cdot q_2 + q_2^2) \Pi_{31} - \frac{s}{2} (2\Pi_{47} - \Pi_{50} - \Pi_{51}) + \frac{1}{2} (q_1^2 - q_2^2) \Pi_{54}, \\
\tilde{\Pi}_5 &= \Pi_5 - q_1 \cdot q_2 \Pi_{21} + \frac{1}{2} (q_1 \cdot q_2 + q_2^2) (2\Pi_{22} - 2q_1 \cdot q_2 \Pi_{33} + \Pi_{50} + \Pi_{51} - \Pi_{54}) - q_2^2 \Pi_{47}, \\
\tilde{\Pi}_6 &= \Pi_6 - q_1 \cdot q_2 \Pi_{25} + \frac{1}{2} (q_2^2 + q_1 \cdot q_2) (2\Pi_{26} - 2q_1 \cdot q_2 \Pi_{34} + \Pi_{50} + \Pi_{51} + \Pi_{54}) - q_1^2 \Pi_{47}, \\
\tilde{\Pi}_7 &= \Pi_7 - \Pi_{19} - (q_1 \cdot q_2 + q_2^2) \Pi_{31}, \\
\tilde{\Pi}_8 &= \Pi_8 - \Pi_{20} - (q_1^2 + q_1 \cdot q_2) \Pi_{31}, \\
\tilde{\Pi}_9 &= \Pi_9 - \Pi_{22} + q_1 \cdot q_2 \Pi_{33}, \\
\tilde{\Pi}_{10} &= \Pi_{10} - \Pi_{21} - (q_1 \cdot q_2 + q_2^2) \Pi_{33}, \\
\tilde{\Pi}_{11} &= \Pi_{11} + \Pi_{47} - \Pi_{54}, \\
\tilde{\Pi}_{12} &= \Pi_{13} + \Pi_{26} + q_1 \cdot q_2 \Pi_{34}, \\
\tilde{\Pi}_{13} &= \Pi_{14} + \Pi_{25} - (q_1^2 + q_1 \cdot q_2) \Pi_{34}, \\
\tilde{\Pi}_{14} &= \Pi_{16} + \Pi_{47} + \Pi_{54}, \\
\tilde{\Pi}_{15} &= \Pi_{17} + \Pi_{47} - \Pi_{50} - \Pi_{51}, \\
\tilde{\Pi}_{16} &= \frac{1}{2} (\Pi_{39} + \Pi_{40} + \Pi_{46}), \\
\tilde{\Pi}_{17} &= \Pi_{42} - \Pi_{47} + \frac{1}{2} (\Pi_{50} + \Pi_{51} + \Pi_{54}), \\
\tilde{\Pi}_{18} &= \Pi_{43} - \Pi_{47} + \frac{1}{2} (\Pi_{50} + \Pi_{51} - \Pi_{54}), \\
\tilde{\Pi}_{19} &= \frac{1}{2} (\Pi_{50} - \Pi_{51} + \Pi_{54}) \quad \text{(4.31)}
\end{align*}
\]

This means that the 21 scalar functions

\[
\{ \Pi_i \mid i = 12, 15, 18, 23, 24, 27, 28, 29, 30, 32, 35, 36, 37, 38, 41, 44, 45, 48, 49, 52, 53 \}\quad \text{(4.32)}
\]

are irrelevant for the calculation of the \((g-2)_\mu\).

The HLBL contribution to the \((g-2)_\mu\) can now be written as

\[
\begin{align*}
q_{\mu}^{\text{HLBL}} &= -\frac{e^6}{m^3} \int \frac{d^4 q_1}{(2\pi)^4} \frac{d^4 q_2}{(2\pi)^4} \frac{1}{q_1^2 q_2^2 (q_1 + q_2)^2} \frac{1}{(p + q_1)^2 - m_\mu^2} \frac{1}{(p - q_2)^2 - m_\mu^2} \\
&\quad \cdot \sum_{i=1}^{19} \mathcal{T}_i(q_1, q_2; p) \Pi_i(q_1, q_2, -q_1 - q_2). \quad \text{(4.33)}
\end{align*}
\]

where

\[
\mathcal{T}_i(q_1, q_2; p) := \frac{1}{48 m_\mu} \text{Tr} \left( (\not{p} + m_\mu) [\gamma^\rho, \gamma^\sigma] (\not{p} + m_\mu) \gamma^\mu (\not{q}_1 + m_\mu) \gamma^\lambda (\not{p} - \not{q}_2 + m_\mu) \gamma^\rho \right) \\
\quad \cdot \left( \frac{\partial}{\partial k^\sigma} \hat{T}_{i}^{\mu\nu\rho\lambda}(q_1, q_2, k - q_1 - q_2) \right)_{k=0} \quad \text{(4.34)}
\]

\[258\]
and the $\Pi_i$ are needed for the reduced kinematics

$$s = (q_1 + q_2)^2, \quad t = q_2^2, \quad u = q_1^2, \quad q_1^2, \quad q_2^2, \quad q_3^2 = (q_1 + q_2)^2, \quad k^2 = q_3^2 = 0. \quad (4.35)$$

The explicit result of the trace calculation and the contraction of the Lorentz indices is given in appendix B.1.

We can reduce the number of terms contributing to $(g - 2)_\mu$ further by using the symmetry under the exchange of the momenta $q_1 \leftrightarrow -q_2$: The loop integration measure and the product of propagators are invariant under this transformation, while the kernels $\hat{T}_i$ transform under $q_1 \leftrightarrow -q_2$ as

$$
\begin{align*}
\hat{T}_1 & \leftrightarrow \hat{T}_1, \quad \hat{T}_2 \leftrightarrow \hat{T}_3, \quad \hat{T}_4 \leftrightarrow \hat{T}_4, \quad \hat{T}_5 \leftrightarrow \hat{T}_6, \\
\hat{T}_7 & \leftrightarrow \hat{T}_8, \quad \hat{T}_9 \leftrightarrow \hat{T}_{12}, \quad \hat{T}_{10} \leftrightarrow \hat{T}_{13}, \quad \hat{T}_{11} \leftrightarrow \hat{T}_{14}, \\
\hat{T}_{15} & \leftrightarrow \hat{T}_{15}, \quad \hat{T}_{16} \leftrightarrow \hat{T}_{16}, \quad \hat{T}_{17} \leftrightarrow \hat{T}_{18}, \quad \hat{T}_{19} \leftrightarrow -\hat{T}_{19}.
\end{align*}
$$

(4.36)

For the reduced kinematics (4.35) the exchange $q_1 \leftrightarrow -q_2$ is equivalent to the crossing transformation $t \leftrightarrow u$, $q_1^2 \leftrightarrow q_2^2$. With the help of the crossing relations of the scalar functions $\Pi_i$, it is easy to check that the $\hat{\Pi}_i$ transform analogously to the kernels $\hat{T}_i$, i.e.

$$
\begin{align*}
\hat{\Pi}_1 & \leftrightarrow \hat{\Pi}_1, \quad \hat{\Pi}_2 \leftrightarrow \hat{\Pi}_3, \quad \hat{\Pi}_4 \leftrightarrow \hat{\Pi}_4, \quad \hat{\Pi}_5 \leftrightarrow \hat{\Pi}_6, \\
\hat{\Pi}_7 & \leftrightarrow \hat{\Pi}_8, \quad \hat{\Pi}_9 \leftrightarrow \hat{\Pi}_{12}, \quad \hat{\Pi}_{10} \leftrightarrow \hat{\Pi}_{13}, \quad \hat{\Pi}_{11} \leftrightarrow \hat{\Pi}_{14}, \\
\hat{\Pi}_{15} & \leftrightarrow \hat{\Pi}_{15}, \quad \hat{\Pi}_{16} \leftrightarrow \hat{\Pi}_{16}, \quad \hat{\Pi}_{17} \leftrightarrow \hat{\Pi}_{18}, \quad \hat{\Pi}_{19} \leftrightarrow -\hat{\Pi}_{19}.
\end{align*}
$$

(4.37)

Therefore, it is convenient to write the HLbL contribution to $(g - 2)_\mu$ as a sum of 12 terms:

$$
da_{\mu}^{HLbL} = -e^6 \int \frac{d^4q_1}{(2\pi)^4} \frac{d^4q_2}{(2\pi)^4} \frac{1}{q_1^2 q_2^2 (q_1 + q_2)^2} \frac{1}{(p + q_1)^2 - m_\mu^2} \frac{1}{(p - q_2)^2 - m_\mu^2} \\
\cdot \sum_{j=1}^{12} \xi_j \hat{T}_j(q_1, q_2; p) \hat{\Pi}_j(q_1, q_2, -q_1 - q_2). \quad (4.38)
$$

where

$$
\begin{align*}
\{i_j | j = 1, \ldots, 12\} &= \{1, 2, 4, 5, 7, 9, 10, 14, 15, 16, 17, 19\}, \\
\{\xi_j | j = 1, \ldots, 12\} &= \{1, 2, 1, 2, 2, 2, 2, 1, 1, 2, 2, 1\}. \quad (4.39)
\end{align*}
$$

Note that the first two terms in this sum correspond to the well-known result for the pion-pole contribution [28] (up to some conventions: exchange of $\hat{T}_1$ and $\hat{T}_2$, the explicit factor $\xi_2 = 2$ and symmetrisation of $\hat{T}_1$).

In (4.38), the integrand depends on the five scalar products $q_1^2, q_2^2, q_1 \cdot q_2, p \cdot q_1$ and $p \cdot q_2$, where the dependence on the last two is explicitly given (the scalar functions only depend on $q_1^2, q_2^2$ and $q_1 \cdot q_2$). Therefore, five of the eight integrals can be performed without knowledge of the scalar functions. The same integrals as in the case of the pion-pole contribution occur [14], which have been solved using the technique of Gegenbauer polynomials [49].

Let us assume that we can safely perform a Wick rotation for the momenta $q_1, q_2$ and $p$. We denote the Wick-rotated Euclidean momenta by capital letters $Q_1, Q_2$ and $P$. Note that $Q_1^2 = -q_1^2, Q_2^2 = -q_2^2, P^2 = -m_\mu^2$. Since $a_{\mu}^{HLbL}$ is a pure number, it does not depend on the direction of the momentum $P$ of the muon, hence we can take the angular average by integrating over the four-dimensional hypersphere:

$$
da_{\mu}^{HLbL} = \int \frac{d\Omega_4(P)}{2\pi^2} a_{\mu}^{HLbL}. \quad (4.40)
$$
The kernels $\hat{T}_i$ are at most quadratic in $p$, therefore we need the following angular integrals [14]:

\[
\int \frac{d\Omega_4(P)}{2\pi^2} \frac{1}{(P + Q_1)^2 + m_\mu^2} \frac{1}{(P - Q_2)^2 + m_\mu^2} = \frac{1}{m_\mu^2 R_{12}} \text{atan} \left( \frac{zx}{1 - z\tau} \right),
\]

\[
\int \frac{d\Omega_4(P)}{2\pi^2} \frac{1}{(P + Q_1)^2 + m_\mu^2} = -\frac{1 - \sigma^E_1}{2m_\mu^2},
\]

\[
\int \frac{d\Omega_4(P)}{2\pi^2} \frac{1}{(P - Q_2)^2 + m_\mu^2} = -\frac{1 - \sigma^E_2}{2m_\mu^2}, \tag{4.41}
\]

\[
\int \frac{d\Omega_4(P)}{2\pi^2} \frac{P \cdot Q_2}{(P + Q_1)^2 + m_\mu^2} = Q_1 \cdot Q_2 \frac{(1 - \sigma^E_2)^2}{8m_\mu^2},
\]

\[
\int \frac{d\Omega_4(P)}{2\pi^2} \frac{P \cdot Q_1}{(P - Q_2)^2 + m_\mu^2} = -Q_1 \cdot Q_2 \frac{(1 - \sigma^E_1)^2}{8m_\mu^2},
\]

where $\tau = \cos \theta_4$, defined by $Q_1 \cdot Q_2 = |Q_1||Q_2|\tau$, is the cosine of the angle between the Euclidean four-momenta $Q_1$ and $Q_2$, and further

\[
\sigma^E_i := \sqrt{1 + \frac{4m_\mu^2}{Q_i^2}}, \quad R_{12} := |Q_1||Q_2|, \quad x := \sqrt{1 - \tau^2}, \tag{4.42}
\]

\[
z := \frac{|Q_1||Q_2|}{4m_\mu^2} (1 - \sigma^E_1)(1 - \sigma^E_2). \]
4.3 Master Formula

After using the angular integrals (4.41), we can perform immediately five of the eight loop integrals by changing to spherical coordinates in four dimensions. This leads us to a master formula for the HLbL contribution to the anomalous magnetic moment of the muon:

\[ a^{\text{HLbL}}_{\mu} = \frac{2\alpha^3}{3\pi^2} \int_0^\infty dQ_1 \int_0^\infty dQ_2 \int_{-1}^1 d\tau \sqrt{1 - \tau^2} Q_1^2 Q_2^2 \sum_{i=1}^{12} T_i(Q_1, Q_2, \tau) \bar{\Pi}_i(Q_1, Q_2, \tau), \quad (4.43) \]

where \( \alpha = e^2/(4\pi) \), \( Q_1 := |Q_1| \), \( Q_2 := |Q_2| \). The hadronic scalar functions \( \bar{\Pi}_i \) are just a subset of the \( \Pi_i \) and defined by

\[
\bar{\Pi}_1 = \Pi_1 + q_1 \cdot q_2 \Pi_{47}, \\
\bar{\Pi}_2 = \Pi_2 - \frac{1}{2} (q_1^2 + q_1 \cdot q_2) (2\Pi_{47} - \Pi_{50} - \Pi_{51} - \Pi_{54}), \\
\bar{\Pi}_3 = \Pi_4 + (q_1^2 + q_1 \cdot q_2) \Pi_{19} + (q_1 \cdot q_2 + q_2^2) \Pi_{20} \\
\quad + (q_1^2 + q_1 \cdot q_2) (q_1 \cdot q_2 + q_2^2) \Pi_{31} - \frac{1}{2} (2\Pi_{47} - \Pi_{50} - \Pi_{51}) + \frac{1}{2} (q_1^2 - q_2^2) \Pi_{54}, \\
\bar{\Pi}_4 = \Pi_5 - q_1 \cdot q_2 \Pi_{21} + \frac{1}{2} (q_1 \cdot q_2 + q_2^2) (2\Pi_{22} - 2q_1 \cdot q_2 \Pi_{33} + \Pi_{50} + \Pi_{51} - \Pi_{54}) - q_2^2 \Pi_{47}, \\
\bar{\Pi}_5 = \Pi_7 - \Pi_{19} - (q_1 \cdot q_2 + q_2^2) \Pi_{31}, \\
\bar{\Pi}_6 = \Pi_9 - \Pi_{22} + q_1 \cdot q_2 \Pi_{33}, \\
\bar{\Pi}_7 = \Pi_{10} - \Pi_{21} - (q_1 \cdot q_2 + q_2^2) \Pi_{33}, \\
\bar{\Pi}_8 = \Pi_{16} + \Pi_{47} + \Pi_{54}, \\
\bar{\Pi}_9 = \Pi_{17} + \Pi_{47} - \Pi_{50} - \Pi_{51}, \\
\bar{\Pi}_{10} = \frac{1}{2} (\Pi_{39} + \Pi_{40} + \Pi_{46}), \\
\bar{\Pi}_{11} = \Pi_{42} - \Pi_{47} + \frac{1}{2} (\Pi_{50} + \Pi_{51} + \Pi_{54}), \\
\bar{\Pi}_{12} = \frac{1}{2} (\Pi_{50} - \Pi_{51} + \Pi_{54}).
\]

They have to be evaluated for the reduced kinematics

\[
s = -Q_2^2 = -Q_1^2 - 2Q_1 Q_2 \tau - Q_2^2, \quad t = -Q_1^2, \quad u = -Q_1^2, \\
q_1^2 = -Q_1^2, \quad q_2^2 = -Q_2^2, \quad q_3^2 = -Q_3^2 - 2Q_1 Q_2 \tau - Q_2^2, \quad k^2 = q_2^2 = 0.
\]

The integral kernels \( T_i \) are listed in appendix B.2. The scalar functions \( \Pi_i \) parametrise the hadronic content of the master formula.

Note that (4.43) is the generalisation of the three-dimensional integral formula for the pion-pole contribution [14]. It is valid for the whole HLbL contribution and completely generic, i.e. it can be used to compute the HLbL contribution to the \( (g - 2)_\mu \) for any representation of the HLbL tensor (even a model calculation). If the HLbL tensor is known, the scalar functions \( \Pi_i \) can be easily obtained by projection and identification of the kinematic singularities, see appendix C.

As (4.43) only contains a three-dimensional integral, this formula is also suited for a direct numerical implementation.

Our main task is the calculation of the scalar functions \( \Pi_i \) in a model-independent way by making use of dispersion relations.
Chapter 5

Mandelstam Representation

In the previous chapter, we have obtained a master formula (4.43) for the HLbL contribution to the anomalous magnetic moment of the muon, where the hadronic dynamics is parametrised in terms of the scalar functions $\Pi_i$. Since these functions are free of kinematic singularities and zeros, they are the quantities that should satisfy a Mandelstam representation [50]. We need to determine seven scalar functions that are not related to each other by crossing symmetry.

Due to the complexity of the problem, we cannot obtain an exact solution for the scalar functions but have to rely on some approximations to be able to write down a dispersion relation. These are the following:

1. we limit ourselves to the lightest intermediate states in the direct channel, specifically one- or two-pion intermediate states;
2. we take into account the double-spectral contributions of only two-pion intermediate states in the crossed channel and we approximate higher intermediate states in the crossed channel by a partial-wave expansion.

We will discuss later how to improve our treatment in view of these two approximations.

5.1 Derivation of the Double-Spectral Representation

For the derivation of a Mandelstam representation of the scalar functions, we follow the discussion in [51]. We assume that the photon virtualities $q_i^2$ are fixed and small enough such that no anomalous thresholds are present. As we need a parameter-free description of the HLbL tensor, we assume that the asymptotic behaviour of the scalar functions allows us to write down a fixed-$t$ dispersion relation without any subtractions. This assumption is supported by the behaviour of the imaginary parts, which is determined by the asymptotics of the sub-processes. Hence, for a generic scalar function $\Pi_i$, we write

$$\Pi_i(s, t, u) = c_i^t + \rho_i^t \frac{s - M_i^2}{s - M_i^2} + \rho_i^u \frac{u - M_i^2}{u - M_i^2}$$

$$+ \frac{1}{\pi} \int_{4M_i^2}^{\infty} ds \frac{\text{Im}}{s' - s} + \frac{1}{\pi} \int_{4M_i^2}^{\infty} du \frac{\text{Im}}{u' - u},
$$

where $c_i^t$ is supposed to behave as $\lim_{t \to 0} c_i^t = 0$ and takes into account the $t$-channel pole. The imaginary parts are understood to be evaluated just above the corresponding cut. The primed variables fulfil

$$s' + t + u' = \Sigma := \sum_{i=1}^{4} q_i^2.$$
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If we continue the fixed-\(t\) dispersion relation analytically in \(t\), we have to replace the imaginary parts by the discontinuities, defined by

\[
D^f_i(s', t, u') := \frac{1}{2i} \left( \Pi_i^f(s' + i\epsilon, t, u') - \Pi_i^f(s' - i\epsilon, t, u') \right),
\]

\[
D^f_i(s, t, u') := \frac{1}{2i} \left( \Pi_i^f(s', t, u' + i\epsilon) - \Pi_i^f(s', t, u' - i\epsilon) \right),
\]

hence

\[
\Pi_i^f(s, t, u) = C_i + \frac{\rho^f_{i,s}}{s - M_f^2} + \frac{\rho^f_{i,u}}{u - M_f^2} + \frac{1}{\pi} \int_4^{\infty} ds' \frac{D^f_{i,s}(s')}{s' - s} + \frac{1}{\pi} \int_4^{\infty} du' \frac{D^f_{i,u}(u')}{u' - u}.
\]

Both, the discontinuities as well as the pole residues are determined by \(s\)- or \(u\)-channel unitarity, which also defines their analytic continuation in \(t\). While \(\rho^f_{i,s,u}\) are due to a one-pion intermediate state, \(D^f_{i,s,u}\) are due to multi-particle intermediate states, see figure 5.1. We limit ourselves to two-pion intermediate states and neglect the contribution of heavier intermediate states to the discontinuities.

Let us first study the pion-pole contribution by analysing the unitarity relation:

\[
\text{Im}_s \left( e^4(2\pi)^4 \delta^{(4)}(q_1 + q_2 + q_3 - q_4) H_{\lambda_1\lambda_2\lambda_3\lambda_4}\right) = \sum_n \frac{1}{2S_n} \prod_{i=1}^n \int dp_i \gamma^* (-q_4, \lambda_3) \gamma^* (q_4, \lambda_3 | n; \{p_i\}) \gamma^* (q_1, \lambda_1) \gamma^* (q_2, \lambda_2 | n; \{p_i\})^*,
\]

where \(S_n\) is the symmetry factor of the intermediate state \(|n\rangle\). We consider now only the \(\pi^0\) intermediate state in the sum:

\[
\text{Im}_s \left( e^4(2\pi)^4 \delta^{(4)}(q_1 + q_2 + q_3 - q_4) H_{\lambda_1\lambda_2\lambda_3\lambda_4}\right) = \frac{1}{2} \int \widetilde{dp} \gamma^* (-q_3, \lambda_3) \gamma^* (q_4, \lambda_3 | \pi^0(p)) \gamma^* (q_1, \lambda_1) \gamma^* (q_2, \lambda_2 | \pi^0(p))^*.
\]

After reducing the matrix elements and using the definition of the pion transition form factor

\[
i \int d^4x e^{iqx} \left( T \{ j_{\mu}^{(c)} (x) j_{\nu}^{(m)} (0) \} \right) |\pi^0(p)\rangle = \epsilon^{\mu\nu\alpha\beta} q_{\alpha} p_{\beta} F_{\pi^0}^{\gamma\gamma^*} (q^2, (q - p)^2),
\]

we find

\[
\text{Im}_s^\pi \Pi^{\mu\nu\lambda\sigma} = -\frac{1}{2} \int \widetilde{dp} \left( 2\pi \right)^4 \delta^{(4)}(q_1 + q_2 - p) \epsilon^{\mu\nu\alpha\beta} \epsilon^{\lambda\sigma\gamma\delta} q_1 \alpha q_2 \beta q_3 \gamma q_4 \delta \cdot F_{\pi^0}^{\gamma\gamma^*} (q_1^2, q_2^2) F_{\pi^0}^{\gamma\gamma^*} (q_3^2, q_4^2)
\]

\[
= -\delta (s - M_\pi^2) \epsilon^{\mu\nu\alpha\beta} \epsilon^{\lambda\sigma\gamma\delta} q_1 \alpha q_2 \beta q_3 \gamma q_4 \delta F_{\pi^0}^{\gamma\gamma^*} (q_1^2, q_2^2) F_{\pi^0}^{\gamma\gamma^*} (q_3^2, q_4^2).
\]
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Figure 5.1: Intermediate states in the direct channel: pion pole and two-pion cut.
5.1. DERIVATION OF THE DOUBLE-SPECTRAL REPRESENTATION

By projecting onto the scalar functions $\Pi_i$, we find

$$\rho'_{i,s} = \begin{cases} F_{\pi^0 \gamma^- \gamma^-} (q_1^2, q_2^2) F_{\pi^0 \gamma^- \gamma^-} (q_3^2, q_4^2) & i = 1, \\
0 & i \neq 1. \end{cases}$$  

(5.9)

Analogously

$$\rho'_{i,u} = \begin{cases} F_{\pi^0 \gamma^- \gamma^-} (q_1^2, q_2^2) F_{\pi^0 \gamma^- \gamma^-} (q_3^2, q_4^2) & i = 3, \\
0 & i \neq 3. \end{cases}$$  

(5.10)

In order to identify the discontinuities, we project the unitarity relation selecting two-pion intermediate states:

$$\text{Im}^\pi_{\pi} \left( \epsilon^4 (2\pi)^4 \delta^{(4)}(q_1 + q_2 + q_3 - q_4) H_{\lambda_1 \lambda_2 \lambda_3 \lambda_4} \right)$$

$$= \frac{1}{2} \int dp_1 dp_2 (\pi^+(p_1) \pi^-(p_2)) \gamma^*(-q_3 - \lambda_3, \gamma^*(q_3, \lambda_3)) \gamma^*(q_1, \lambda_1) \gamma^*(q_2, \lambda_2)$$

$$+ \frac{1}{4} \int d\tilde{p}_1 d\tilde{p}_2 (\pi^0(p_1) \pi^0(p_2)) \gamma^*(-q_3 - \lambda_3, \gamma^*(q_3, \lambda_3)) \gamma^*(q_1, \lambda_1) \gamma^*(q_2, \lambda_2),$$

hence

$$\text{Im}^\pi_{\pi} T^\mu_{\nu,\lambda} = \frac{1}{32\pi^2} \frac{\sigma_\pi(s)}{2} \int d\Omega_\nu T_{\mu,\lambda}^\nu (p_1, p_2, q_1) W_{\lambda,\gamma}^\nu (p_1, p_2, -q_3)$$

$$+ \frac{1}{2} W_{\lambda,\gamma 0}^\nu (p_1, p_2, q_1) W_{\lambda,\gamma 0}^\nu (p_1, p_2, -q_3).$$

(5.12)

The analytic continuation of the unitarity relation can be obtained if the $\gamma^* \gamma^* \rightarrow \pi\pi$ matrix element $W_{\mu,\nu}^\mu$ is expressed in terms of the fixed-$s$ dispersion relation (2.29) for its scalar functions:

$$W_{\mu,\nu}^\mu = \sum_{i=1}^6 T_{\mu,\nu}^i \left( \frac{\hat{\rho}_{\mu,\nu}^i}{t - M_{\pi}^2} + \frac{\hat{\rho}_{\mu,\nu}^{i,+-}}{u - M_{\pi}^2} \right)$$

$$+ \frac{1}{\pi} \int_{4M_{\pi}^2}^\infty du_1 \frac{\hat{D}_{\mu,\nu}^{i,-}(u_1; s) - \hat{D}_{\mu,\nu}^{i,+}(u_1; s)}{u_1 - u} + \frac{1}{\pi} \int_{4M_{\pi}^2}^\infty du_1 \frac{\hat{D}_{\mu,\nu}^{i,0}(u_1; s)}{u_1 - u},$$

(5.13)

$$W_{\mu,0}^\mu = \sum_{i=1}^6 T_{\mu,0}^i \left( \frac{\hat{\rho}_{\mu,0}^i}{t - M_{\pi}^2} + \frac{\hat{\rho}_{\mu,0}^{i,0}}{u - M_{\pi}^2} \right)$$

$$+ \frac{1}{\pi} \int_{4M_{\pi}^2}^\infty du_1 \frac{\hat{D}_{\mu,0}^{i,-}(u_1; s) - \hat{D}_{\mu,0}^{i,+}(u_1; s)}{u_1 - u} + \frac{1}{\pi} \int_{4M_{\pi}^2}^\infty du_1 \frac{\hat{D}_{\mu,0}^{i,0}(u_1; s)}{u_1 - u}.$$

Note that $W_{\mu,0}^\mu$ does not contain any pole terms because the photon does not couple to two neutral pions due to parity conservation and Bose symmetry.

If we pick the contribution of the pole terms on both sides of the cut, we single out box topologies:

$$\text{Im}^\pi_{\pi} T^\mu_{\nu,\lambda} \bigg|_{\text{box}} = \frac{1}{32\pi^2} \frac{\sigma_\pi(s)}{2} \int d\Omega_\nu \sum_{i,j=1,5} T_{\mu,\nu}^{i,j} T_{\lambda}^{\nu} \left( \frac{\hat{\rho}_{\mu,\nu}^{i,j,-}}{v - M_{\pi}^2} + \frac{\hat{\rho}_{\mu,\nu}^{i,j,+}}{u - M_{\pi}^2} \right)$$

$$\cdot \left( \frac{\hat{\rho}_{\mu,0}^{i,j,-}}{v - M_{\pi}^2} + \frac{\hat{\rho}_{\mu,0}^{i,j,+}}{u - M_{\pi}^2} \right)^*,$$

(5.14)

where the primed variables belong to the sub-process on the left-hand side and the double-primed variables to the sub-process on the right-hand side of the cut.

We could now apply a tensor reduction and perform the phase-space integrals for the reduced scalar quantities. The projection on the scalar functions $\Pi_i$ would allow us then to identify the discontinuities $D_{i,s}$ due to box structures. However, already now it can be noted that the non-zero pole residues $\hat{\rho}_{\mu,0}^{i,j,-}$ contain two electromagnetic pion form factors for the off-shell photons.
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These form factors can be factored out and multiply then the discontinuity that would be obtained by applying Cutkosky’s rules [52] to the sQED pion loop calculation. This becomes clear from the relation between the pole terms and the sQED Born terms as discussed in section 2.4 and appendix A. Therefore, the box contribution is nothing else but the sQED contribution multiplied by a form factor $F_π^V(q_1^2)$ for each of the off-shell photons. As in the case of the sub-process, the difference between unitarity diagrams and Feynman diagrams should be noted: the sQED contribution consists of boxes, triangles and bulb Feynman diagrams but corresponds to the pure box topology in terms of unitarity.

Finally, there are the contributions with discontinuities either in one or in both of the sub-processes:

\[
\text{Im}^\pi \Sigma^{\mu\nu\lambda\sigma} |_{1\text{disc}} = \frac{1}{32\pi^2} \sigma_\pi(s) \sum_{i,j=1}^{6} T_i^{\mu\nu} T_j^{\lambda\sigma} \left[ \left( \frac{\delta_{ij}^{+,-}(s)}{t - M_π^2} \right) \left( \frac{1}{\pi} \int_{4M_π^2}^{\infty} dt_2 \frac{D_{ij}^{+,-}(t_2; s)}{t_2 - t'} + \frac{1}{\pi} \int_{4M_π^2}^{\infty} du_2 \frac{\hat{D}_{ij}^{+,-}(u_2; s)}{u_2 - u'} \right)^{*} \right]
\]

If the order of phase-space and dispersive integrals are exchanged, the phase-space integrals can be performed by applying a tensor reduction to the quantities

\[
\int d\Omega'' \sum_{i,j=1}^{6} T_i^{\mu\nu} T_j^{\lambda\sigma} \left[ \left( \frac{\delta_{ij}^{00}(s)}{t - M_π^2} \right) \left( \frac{1}{\pi} \int_{4M_π^2}^{\infty} dt_2 \frac{D_{ij}^{00}(t_2; s)}{t_2 - t'} + \frac{1}{\pi} \int_{4M_π^2}^{\infty} du_2 \frac{\hat{D}_{ij}^{00}(u_2; s)}{u_2 - u'} \right)^{*} \right]
\]

(5.16)

The reduced scalar integrals can then be transformed into another dispersive integral. Together with the dispersion integral $ds'$ of the primary cut, this produces the double-spectral representation. The case of the simplest scalar phase-space integral is explained in appendix D.

5.2 Classification into Topologies

In the previous section, we have explained how the double-spectral representation can be derived from a fixed-$t$ dispersion relation by taking the analytic continuation in $t$, which is defined by the unitarity relation. In the $s$-channel unitarity relation, a fixed-$s$ dispersion relation of the sub-process is inserted (in the unitarity relation for the $u$-channel contribution, the variable $u$ is kept fixed, which, however, plays again the role of $s$ in the sub-process). Of course, one could have started with a fixed-$u$ or fixed-$s$ dispersion relation in the first place. The requirement that this leads to the same result allows us to identify a symmetric representation, which treats the
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Mandelstam variables on an equal footing and therefore implements crossing. In this symmetric representation, we classify the different contributions in terms of topologies. Note that in the case of HLbL, we get the two other possibilities (i.e. taking fixed-\(u\) and fixed-\(s\) dispersion relations as the starting point) for free, because we consider a totally crossing symmetric process.

If we compare the three different representations of unsubtracted dispersion relations (5.4), we immediately see that the contributions in one representation are either contained explicitly in the other representations or can be understood as part of the respective constant as part of the respective constant \(c_i^\tau\) or as a contribution of neglected higher intermediate states.

5.2.1 Pion-Pole Contribution

The fixed-\(t\) dispersion relation contains explicitly the poles in the \(s\)- and \(u\)-channel. Analogously, the fixed-\(s\) (fixed-\(u\)) dispersion relation contains the poles in the \(t\)- and \(u\)-channel (\(s\)- and \(t\)-channel). The \(t\)-channel pole contribution, which is not explicit in the fixed-\(t\) representation, can be identified with \(c_i^\tau\) as it vanishes in the limit \(t \to \infty\). Hence, the total pion-pole contribution is just given by

\[
\Pi^{\rho\text{-pole}}_1(s, t, u) = \frac{\rho_{i,s}}{s - M_\pi^2} + \frac{\rho_{i,t}}{t - M_\pi^2} + \frac{\rho_{i,u}}{u - M_\pi^2},
\]

(5.17)

where the pole residues are products of pion transition form factors:

\[
\begin{align*}
\rho_{i,s} &= \delta_{i1} F_{\pi^0\gamma^*\gamma^*}(q_1^2, q_2^2) F_{\pi^0\gamma^*\gamma^*}(q_3^2, q_4^2), \\
\rho_{i,t} &= \delta_{i2} F_{\pi^0\gamma^*\gamma^*}(q_1^2, q_2^2) F_{\pi^0\gamma^*\gamma^*}(q_3^2, q_4^2), \\
\rho_{i,u} &= \delta_{i3} F_{\pi^0\gamma^*\gamma^*}(q_1^2, q_2^2) F_{\pi^0\gamma^*\gamma^*}(q_3^2, q_4^2),
\end{align*}
\]

(5.18)

where \(\delta_{ij}\) is the Kronecker delta.

Using the master formula (4.43), we find the well-known result for the pion-pole contribution to \(a_\mu\) [28]:

\[
a^{\rho\text{-pole}}_\mu = \frac{2\alpha}{3\pi^2} \int_0^\infty dQ_1 \int_0^\infty dQ_2 \int_{-1}^1 d\tau \sqrt{1 - \tau^2} Q_1^3 Q_2^3 \\
\cdot \left( T_1(Q_1, Q_2, \tau) \Pi^{\rho\text{-pole}}_1(Q_1, Q_2, \tau) + T_2(Q_1, Q_2, \tau) \Pi^{\rho\text{-pole}}_2(Q_1, Q_2, \tau) \right),
\]

(5.19)

with

\[
\begin{align*}
\Pi^{\rho\text{-pole}}_1 &= -\frac{F_{\pi^0\gamma^*\gamma^*}(-Q_1^2, -Q_2^2)}{Q_3^2 + M_\pi^2} F_{\pi^0\gamma^*\gamma^*}(Q_3^2, 0), \\
\Pi^{\rho\text{-pole}}_2 &= -\frac{F_{\pi^0\gamma^*\gamma^*}(-Q_1^2, -Q_2^2)}{Q_2^2 + M_\pi^2} F_{\pi^0\gamma^*\gamma^*}(Q_2^2, 0),
\end{align*}
\]

(5.20)

where \(Q_3^2 = Q_1^2 + 2Q_1 Q_2 \tau + Q_2^2\) and the integral kernels \(T_i\) are given in appendix B.2.
5.2.2 Box Contribution

We consider now the contribution of box topologies. Here, Mandelstam diagrams are very useful for the discussion of double-spectral regions. In figure 5.3, such a diagram is shown for the case $q^2 = 0.5M^2$. A dashed line indicates a line of fixed $t$, used for writing the fixed-$t$ dispersion relation. The two cuts are highlighted in grey. The discontinuities along these cuts can be written again as a dispersive integral over double-spectral functions. The three regions of non-vanishing double-spectral functions are labelled in figure 5.3 by $\rho_{st}$, $\rho_{su}$ and $\rho_{tu}$.

![Mandelstam Diagram](image)

**Figure 5.3**: Mandelstam diagram for HLbL scattering for the case $q^2 = 0.5M^2$ with double-spectral regions for box topologies. The dashed line marks a line of fixed $t$ with its $s$- and $u$-channel cuts highlighted in grey.

The $s$-channel cut gets contributions from the double-spectral regions $\rho_{st}$ and $\rho_{su}$, according to the unitarity diagrams 5.4a and 5.4b, where first the vertical cut, then the horizontal cut is applied. (In fact, each of the shown diagrams corresponds to two topologies because the pion is charged and its line has a direction.) The $u$-channel cut gets contributions again from $\rho_{su}$ and from $\rho_{tu}$, according to the unitarity diagrams 5.4b and 5.4c. In diagram 5.4b, the horizontal cut is now applied first.

Hence, the fixed-$t$ dispersion relation leads to a priori four double-spectral integrals: one for each of the regions $\rho_{st}$ and $\rho_{tu}$ and two for the region $\rho_{su}$. However, it turns out that the sum of the two double-spectral integrals for the region $\rho_{su}$ equals the crossed version of one of the other double-spectral integrals. This is illustrated for the example of a simple scalar box diagram in appendix E.3. Therefore, the box contributions constructed from a fixed-$t$ dispersion relation are...
already crossing symmetric and identical to the box contributions that would be obtained from a fixed-s or fixed-u dispersion relation.

Figure 5.4: Unitarity diagrams representing the box contributions.

As explained in the previous section, the box contribution is equal to the scalar QED loop calculation, multiplied by electromagnetic pion form factors for each off-shell photon. For this reason, we called this contribution $F_s\text{QED}$ (form factor scalar QED) in [36]. While the unitarity diagrams consist only of boxes, the scalar QED calculation contains Feynman diagrams of box, triangle and bulb type.

5.2.3 Higher Intermediate States and $\pi\pi$-Rescattering Contribution

5.2.3.1 Derivation of a Partial-Wave Dispersion Relation

The remaining contributions are box topologies where the pole in one or both of the sub-processes is replaced by a discontinuity. The symmetrisation procedure is identical in both cases. We discuss the Mandelstam diagram for the case of a discontinuity in both sub-processes.

Figure 5.6 shows the Mandelstam diagram with the double-spectral regions that are generated if we start in our derivation from the fixed-$t$ dispersion relation. Figure 5.5 shows the corresponding unitarity diagrams: the diagrams 5.5a and 5.5b generate a cut for $s > 4M^2_\pi$, while the diagrams 5.5c and 5.5d are responsible for the left-hand cut for $u > 4M^2_\pi$ (note that the first cut is always the one through the pion poles).

(a) $\rho_{st}$  (b) $\rho_{su}$  (c) $\rho_{us}$  (d) $\rho_{ut}$

Figure 5.5: Unitarity diagrams representing the ‘2disc’-box contributions that are (partially) accessible through a fixed-$t$ dispersion relation.

In contrast to the case of pure box topologies, where the fixed-$t$ dispersion relation led to a symmetric and complete double-spectral representation, not all the double-spectral contributions are generated in the present case. The reason is of course that we neglect in the primary cut higher intermediate states than two pions. We note that the contributions from $\rho_{st}$ and $\rho_{ut}$ are complete but that the contributions from $\rho_{us}$ and $\rho_{su}$ are not, because only one double-spectral integral for each of these contributions is obtained. However, we learnt in the case of box topologies that in the fixed-$t$ representation, two double-spectral integrals are needed to generate the full
Figure 5.6: Mandelstam diagram for Hl\hbar\textsc{l} scattering for the case \( q^2 = 0.5 M^2 \). Only those double-spectral regions for 2disc-box topologies are shown that are reconstructed from the fixed-t dispersion relation.

contribution of these regions. One of the two integrals starts now at the higher threshold \( 16 M^2 \) and is neglected in the fixed-t representation. Furthermore, two more double-spectral regions \( \rho_{st} \) and \( \rho_{tu} \) are completely missing in the fixed-t representation.

The complete set of double-spectral regions, which is obtained after symmetrisation, is shown in figure 5.7. In the symmetric version, the double-spectral integrals over \( \rho_{st} \) and \( \rho_{ut} \) are taken from the fixed-t representation, \( \rho_{ts} \) and \( \rho_{us} \) come from the fixed-s representation and finally \( \rho_{su} \) and \( \rho_{tu} \) stem from the fixed-u dispersion relation.
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In summary, we can write the contribution of higher intermediate states in the secondary channel as a double-spectral representation:

$$\Pi_i(s, t, u) \bigg|_{\text{disc}} = \frac{1}{\pi^2} \int_{4M^2_\pi}^{\infty} ds' \int_{t^+(s')}^{\infty} dt' \frac{\rho_{i, \text{st}}(s', t')}{(s' - s)(t' - t)} $$

$$+ \frac{1}{\pi^2} \int_{4M^2_\pi}^{\infty} ds' \int_{u^+(s')}^{\infty} du' \frac{\rho_{i, \text{su}}(s', u')}{(s' - s)(u' - u)} $$

$$+ \frac{1}{\pi^2} \int_{4M^2_\pi}^{\infty} dt' \int_{s^+(t')}^{\infty} ds' \frac{\rho_{i, \text{ts}}(t', s')}{(t' - t)(s' - s)} $$

$$+ \frac{1}{\pi^2} \int_{4M^2_\pi}^{\infty} dt' \int_{u^+(t')}^{\infty} du' \frac{\rho_{i, \text{tu}}(t', u')}{(t' - t)(u' - u)} $$

$$+ \frac{1}{\pi^2} \int_{4M^2_\pi}^{\infty} du' \int_{u^+(u')}^{\infty} ds' \frac{\rho_{i, \text{us}}(u', s')}{(u' - u)(s' - s)} $$

$$+ \frac{1}{\pi^2} \int_{4M^2_\pi}^{\infty} du' \int_{t^+(u')}^{\infty} dt' \frac{\rho_{i, \text{ut}}(u', t')}{(u' - u)(t' - t)} $$

(5.21)

The border functions of the double-spectral regions approach asymptotically $t^+(s) \xrightarrow{s \to \infty} 9M^2_\pi$ for the '1disc' contribution or $16M^2_\pi$ for the '2discs' contribution.
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\begin{align*}
\Pi_i(s, t, u)_{\text{disc}} &= \frac{1}{\pi} \int_{4M_Z^2} ds' \frac{1}{s' - s} \left( \frac{1}{\pi} \int_{t^+(s')} ds'' \rho_{i, st}(s'', t') \right) \\
&\quad + \frac{2}{\pi^2} \int_{4M_Z^2} ds' \frac{1}{s' - s} \left( \frac{1}{\pi} \int_{t^+(s')} ds'' \rho_{i, st}(s'', t') \right) \\
&\quad + \frac{1}{\pi^2} \int_{4M_Z^2} ds' \frac{1}{s' - s} \left( \frac{1}{\pi} \int_{u^+(s')} ds'' \rho_{i, su}(s'', u') \right) \\
&\quad + \frac{u^2}{\pi^2} \int_{4M_Z^2} ds' \frac{1}{s' - s} \left( \frac{1}{\pi} \int_{u^+(s')} ds'' \rho_{i, su}(s'', u') \right) \\
&\quad + \ldots
\end{align*}

where the dots stand for the crossed channels. If we neglect the subtracted double-dispersive integrals, we remove the double-spectral regions and approximate the dispersive structure in the crossed
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channel just by the subtraction polynomial. In terms of unitarity diagrams, this is illustrated in figure 5.8: the blobs with a bar in the middle denote contributions without intermediate states in the direction of the bar. The topologies with a discontinuity in only one of the sub-processes are analogously transformed into triangle topologies.

The approximation based on two subtractions can be written as

\[
\Pi_i(s, t, u)\bigg|_{\text{disc}} = \frac{1}{\pi} \int_{4M_\pi^2}^{\infty} ds' \frac{1}{s' - s} \left( \rho^0_{i, st}(s') + \rho^0_{i, su}(s') + \frac{1}{2} (\Sigma - s') \left( \rho^1_{i, st}(s') + \rho^1_{i, su}(s') \right) \right) \\
+ (t - u) \frac{1}{\pi} \int_{4M_\pi^2}^{\infty} ds' \frac{1}{s' - s} \frac{1}{2} \left( \rho^1_{i, st}(s') - \rho^1_{i, su}(s') \right) \\
+ \frac{1}{\pi} \int_{4M_\pi^2}^{\infty} ds' \frac{1}{2} \left( \rho^1_{i, st}(s') + \rho^1_{i, su}(s') \right) \\
+ \ldots ,
\]

(5.24)

where the dots stand again for two analogous contributions from the crossed channels.

Because the double-dispersive integrals are neglected, the original asymptotic behaviour is spoilt in this approximation: e.g. the s-channel contribution grows polynomially in t and u. We choose to preserve the asymptotic behaviour in s for the s-channel contribution along lines of fixed t − u (and analogously for the crossed-channel contributions). This is equivalent to imposing the sum rule

\[
\int_{4M_\pi^2}^{\infty} ds' \left( \rho^1_{i, st}(s') + \rho^1_{i, su}(s') \right) = 0.
\]

(5.25)

Additional sum rules are required if more than two subtractions are used.

We have now obtained a dispersion relation for contributions of two-pion intermediate states beyond pure box topologies, based on a polynomial approximation in the crossed variable. What remains is the determination of the imaginary part along the cuts of the (single-variable) dispersion relation. The s-channel imaginary part can be calculated by writing the sub-process in terms of s-channel helicity partial waves: the phase-space integration will then result again in a polynomial in the crossed variables, which can be mapped onto the imaginary parts of the derived dispersion relation. Due to the sum rules that we impose, this mapping is unambiguous.

If only S-waves are used to describe \( \gamma^* \gamma^* \rightarrow \pi \pi \), it is sufficient to apply a single subtraction. If D-waves are present, most of the scalar functions need three subtractions. Surprisingly, some functions even need four subtractions (the projection of the imaginary part due to D-waves produces terms proportional to \( z^3 \) in some scalar functions). Although we neglect the dispersive structure in the crossed channel of the sub-process, this partial-wave approach takes \( \pi \pi \)-rescattering effects in the direct channel into account. We expect these to be the most important contributions apart from pion-pole and box topologies. The error that is introduced by the partial-wave approximation can be estimated by applying the same technique to the box topologies, which can be calculated exactly.

Another subtlety is worth being mentioned: the generating set of Lorentz structures (3.14) is of course only unique up to transformations that do not introduce kinematic singularities. Concerning the asymptotic behaviour of the scalar functions \( \Pi_i \), this means that not all the functions should show the same behaviour but rather that the functions multiplying Lorentz structures of higher mass dimension should fall down even faster for asymptotic values of the Mandelstam variables. Hence, the asymptotic behaviour of the whole HLLbL tensor should be considered; a parameter-free dispersive representation is possible in the case

\[
\Pi^{\mu \nu \lambda \sigma} \sim s, t, u,
\]

(5.26)
which results in the following behaviour of the scalar functions:

\[ \Pi_1, \Pi_4 \sim \frac{1}{s}, \frac{1}{T}, \frac{1}{u}, \]
\[ \Pi_7, \Pi_{19}, \Pi_{49} \sim \frac{1}{s^3}, \frac{1}{t^2}, \frac{1}{u^2}, \]
\[ \Pi_{31} \sim \frac{1}{s^3}, \frac{1}{t^3}, \frac{1}{u^3}, \]

and analogous asymptotics for the functions related by crossing symmetry. On the level of the Mandelstam representation, this implies a set of sum rules for the scalar functions \( \Pi_7, \Pi_{19}, \Pi_{31} \) and \( \Pi_{49} \), which ensure that the result for the HLbL tensor is independent of the choice of the basis: the difference between the Mandelstam representations for one set of basis functions and a second, equally valid set of functions will vanish as a consequence of the sum rules.

We illustrate this with a simple one-dimensional dispersion relation. Let the function \( f(s) \) behave asymptotically like \( 1/s^2 \) and have a right-hand cut. Then, it fulfils a dispersion relation

\[ f(s) = \frac{1}{\pi} \int_{s_0}^{\infty} ds' \frac{\text{Im} f(s')}{s' - s}. \]

(5.28)

Because \( sf(s) \) still falls down like \( 1/s \), the dispersion relation

\[ sf(s) = \frac{1}{\pi} \int_{s_0}^{\infty} ds' \frac{s' \text{Im} f(s')}{s' - s}. \]

(5.29)

is valid as well. Subtracting this dispersion relations leads to

\[ f(s) = \frac{1}{s} \frac{1}{\pi} \int_{s_0}^{\infty} ds' \text{Im} f(s') + \frac{1}{\pi} \int_{s_0}^{\infty} ds' \frac{\text{Im} f(s')}{s' - s}. \]

(5.30)

which together with the first dispersion relation implies the sum rule (also known as ‘superconvergence relation’ [51])

\[ \int_{s_0}^{\infty} ds' \text{Im} f(s') = 0. \]

(5.31)

Since we treat the \( \pi\pi \)-rescattering contribution in a partial-wave expansion that spoils the asymptotic behaviour, we expect the sum rules to be fulfilled by this contribution only approximately. Hence, a dependence on the choice of basis is introduced, which can be used as another estimate of the uncertainty due to the partial-wave expansion. Alternatively, during the construction of the input, the high-energy behaviour of the partial waves could be tuned such that the sum rules are fulfilled exactly.

**5.2.3.2 S-Wave \( \pi\pi \)-Rescattering Contribution**

We determine now the imaginary parts with the unitarity relation and the partial-wave representation of the sub-process \( \gamma^*\gamma^* \rightarrow \pi\pi \). If only \( S \)-waves are taken into account, the sub-process is given by (2.41).

Because nothing depends in this case on the momenta of the intermediate pions, the phase-space
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integral in the unitarity relation is trivial:

\[
\text{Im} \pi \Pi^{\mu \nu \lambda \sigma} \bigg|_{S\text{-waves}} = \frac{1}{16\pi} \sigma_\pi(s) \left( W^{\mu \nu}_+(q_1, q_2) W^{\lambda \sigma}_+(q_3, -q_4) + \frac{1}{2} W^{\mu \nu}_{00}(q_1, q_2) W^{\lambda \sigma}_{00}(q_3, -q_4) \right)
\]

\[
= \sum_I \frac{1}{S_I} \frac{1}{16\pi} \sigma_\pi(s) \left( (q_1 \cdot q_2 g^{\mu \nu} - q_2^\mu q_1^\nu) A_1^{(I)}(q_1, q_2) + (q_1^2 q_2^2 g^{\mu \nu} + q_1 \cdot q_2 q_1^\mu q_2^\nu - q_1^2 q_2^\mu q_1^\nu - q_2^2 q_1^\mu q_2^\nu) A_2^{(I)}(q_1, q_2) \right)
\]

\[
\cdot \left( (-q_3 \cdot q_4 g^{\lambda \sigma} + q_3 q_4^\lambda q_4^\sigma) A_1^{(I)*}(q_3, -q_4) + (q_3^2 q_4^2 g^{\lambda \sigma} + q_3 \cdot q_4 q_3^\lambda q_4^\sigma - q_3^2 q_4^\lambda q_3^\sigma - q_4^2 q_3^\lambda q_4^\sigma) A_2^{(I)*}(q_3, -q_4) \right),
\]

where \( I \in \{+, 00\}, S_{++} = 1, S_{00} = 2 \).

We project now this expression for the imaginary part on the basis (3.18):

\[
\text{Im} \pi \pi \tilde{\Pi}_4 \bigg|_{S\text{-waves}} = \frac{1}{16\pi} \sigma_\pi(s) \sum_I \frac{1}{S_I} A_1^{(I)}(q_1, q_2) A_1^{(I)*}(q_3, -q_4) + \frac{1}{2} (s + q_1^2 + q_2^2) \frac{1}{16\pi} \sigma_\pi(s) \sum_I \frac{1}{S_I} A_2^{(I)}(q_1, q_2) A_2^{(I)*}(q_3, -q_4) + \ldots,
\]

\[
\text{Im} \pi \pi \tilde{\Pi}_{17} \bigg|_{S\text{-waves}} = \text{Im} \pi \pi \tilde{\Pi}_{18} \bigg|_{S\text{-waves}} = \text{Im} \pi \pi \tilde{\Pi}_{25} \bigg|_{S\text{-waves}} = \text{Im} \pi \pi \tilde{\Pi}_{26} \bigg|_{S\text{-waves}} = \frac{1}{16\pi} \sigma_\pi(s) \sum_I \frac{1}{S_I} A_2^{(I)}(q_1, q_2) A_1^{(I)*}(q_3, -q_4) + \ldots,
\]

where the dots denote terms that stem from the projection of the structure \( T_2^{\lambda \sigma}(q_3, -q_4) \). Since the amplitudes \( A_1 \) are free from kinematics, we can immediately make the step to the redundant set of 54 functions (the imaginary part cannot be reshuffled into \( \Pi_{02} \) without introducing kinematic singularities and zeros):

\[
\text{Im} \pi \pi \Pi_4 \bigg|_{S\text{-waves}} = \frac{1}{16\pi} \sigma_\pi(s) \sum_I \frac{1}{S_I} A_1^{(I)}(q_1, q_2) A_1^{(I)*}(q_3, -q_4) + \frac{1}{2} (s + q_1^2 + q_2^2) \frac{1}{16\pi} \sigma_\pi(s) \sum_I \frac{1}{S_I} A_2^{(I)}(q_1, q_2) A_2^{(I)*}(q_3, -q_4) + \ldots,
\]

\[
\text{Im} \pi \pi \Pi_{17} \bigg|_{S\text{-waves}} = \text{Im} \pi \pi \Pi_{18} \bigg|_{S\text{-waves}} = \text{Im} \pi \pi \Pi_{25} \bigg|_{S\text{-waves}} = \text{Im} \pi \pi \Pi_{26} \bigg|_{S\text{-waves}} = \frac{1}{16\pi} \sigma_\pi(s) \sum_I \frac{1}{S_I} A_2^{(I)}(q_1, q_2) A_1^{(I)*}(q_3, -q_4) + \ldots.
\]

We argue now why the structure \( T_2^{\lambda \sigma}(q_3, -q_4) \), which consists of terms either proportional to \( q_3^2 \) or \( q_4^2 \), does not contribute to the \( (g - 2)_\mu \).

Consider the projection of the product \( T_1^{\mu \nu}(q_1, q_2) T_2^{\lambda \sigma}(q_3, -q_4) \):

\[
T_1^{\mu \nu}(q_1, q_2) T_2^{\lambda \sigma}(q_3, -q_4) = \frac{1}{2} (s + q_1^2 + q_2^2) T_4^{\mu \nu \lambda \sigma} - T_7^{\mu \nu \lambda \sigma} - T_9^{\mu \nu \lambda \sigma} - T_{19}^{\mu \nu \lambda \sigma} - T_{20}^{\mu \nu \lambda \sigma}.
\]
If we write dispersion relations for the functions $\Pi_i$, this results in a contribution to the HLbL tensor of

$$
\Pi_{\mu\nu\lambda\sigma}^{\text{s-channel}} = \frac{T_{\mu\nu\lambda\sigma}}{T_{1T_2}} = \frac{1}{\pi} \int_{4M_{\pi}^2}^{\infty} ds' \frac{1}{s' - s} \left( s' + q_3^2 + q_4^2 \right) f(s') - (T_{7}^{\mu\nu\lambda\sigma} + T_{8}^{\mu\nu\lambda\sigma} + T_{19}^{\mu\nu\lambda\sigma} + T_{20}^{\mu\nu\lambda\sigma}) \frac{1}{\pi} \int_{4M_{\pi}^2}^{\infty} ds' \frac{1}{s' - s} f(s'),
$$

where

$$
f(s) = \frac{1}{16\pi} \sigma_s(s) \sum_i \frac{1}{S_i} A_i^{(f)}(q_1, q_2) A_i^{(f)*}(q_3, -q_4).
$$

In terms of the scalar functions $\Pi_i$ that enter the master formula for $a_\mu$ (4.43), this results in

$$
\lim_{q_4 \to 0} \Pi_i^{\text{s-channel}} = \frac{1}{\pi} \int_{4M_{\pi}^2}^{\infty} ds' \frac{1}{s' - s} \left( s' + q_3^2 + q_4^2 \right) f(s') - s \frac{1}{\pi} \int_{4M_{\pi}^2}^{\infty} ds' \frac{1}{s' - s} f(s') = \frac{1}{2\pi} \int_{4M_{\pi}^2}^{\infty} ds' f(s') = 0,
$$

because $s = q_3^2$ in the considered limit. The last equality is a sum rule following from the fact that $f(s)$ is the contribution of $T_{1T_2}^{\mu\nu\lambda\sigma}$ to the imaginary part of $\Pi_i$. The result vanishes because we assume according to (5.27) the asymptotic behaviour $\Pi_i \sim 1/s^2$.

We could have argued in a different way as well: instead of using the generating set of Lorentz structures (3.14), we could choose a different set $\{\Pi_i\}$ that is also free of kinematics and defined by $T_7^{\mu\nu\lambda\sigma} = T_4^{\mu\nu\lambda\sigma} - \frac{1}{2}(s + q_3^2 + q_4^2)T_{1T_2}^{\mu\nu\lambda\sigma}$. Writing dispersion relations for the corresponding functions $\Pi'_i$, we find immediately that the $T_{1T_2}^{\mu\nu\lambda\sigma}$ contribution to $a_\mu$ vanishes. In other words, the sum rules and the independence on the choice of ‘basis’ are equivalent and a consequence of the assumed asymptotic behaviour of the HLbL tensor.

The projection of the structure $T_{1T_2}^{\mu\nu\lambda\sigma}(q_1, q_2)T_{1T_2}^{\lambda\sigma}(q_3, -q_4)$ looks more complicated, but the same arguments apply here, too. Hence, for the s-channel S-wave contribution, it is sufficient to take the imaginary parts in (5.34) into account. We express them in terms of the helicity partial waves of $\gamma\gamma^* \to \pi\pi$ and take the limit $q_4^2 \to 0$:

$$
\begin{align*}
\lim_{q_4^2 \to 0} \text{Im}^\pi\pi \Pi_{1|\text{S-waves}} = & \lim_{q_4^2 \to 0} \text{Im}^\pi\pi \Pi_{1|\text{S-waves}} = \lim_{q_4^2 \to 0} \text{Im}^\pi\pi \Pi_{2|\text{S-waves}} = \lim_{q_4^2 \to 0} \text{Im}^\pi\pi \Pi_{1|\text{S-waves}} = \lim_{q_4^2 \to 0} \text{Im}^\pi\pi \Pi_{1|\text{S-waves}} = \\
& \frac{1}{4\pi} \lambda(s, q_1^2, q_2^2) (s - q_3^2) \sum_i \text{S} \left[ \left( 2 \sqrt{q_1^2 q_2^2} h_{00}^{(t)}(s, q_1^2, q_2^2) - (s - q_1^2 - q_2^2) h_{00}^{(t)}(s, q_1^2, q_2^2) \right) h_{00}^{(t)}(s, q_3^2, 0)^* + \frac{1}{2} (s + q_1^2 + q_2^2) \left( s - q_1^2 - q_2^2 \right) h_{00}^{(t)}(s, q_1^2, q_2^2) - 2h_{00}^{(t)}(s, q_1^2, q_2^2) \right] h_{00}^{(t)}(s, q_3^2, 0)^* + \ldots, \\
& \lim_{q_4^2 \to 0} \text{Im}^\pi\pi \Pi_{1|\text{S-waves}} = \lim_{q_4^2 \to 0} \text{Im}^\pi\pi \Pi_{1|\text{S-waves}} = \lim_{q_4^2 \to 0} \text{Im}^\pi\pi \Pi_{1|\text{S-waves}} = \lim_{q_4^2 \to 0} \text{Im}^\pi\pi \Pi_{1|\text{S-waves}} = \lim_{q_4^2 \to 0} \text{Im}^\pi\pi \Pi_{1|\text{S-waves}} = \\
& \frac{1}{4\pi} \lambda(s, q_1^2, q_2^2) (s - q_3^2) \sum_i \text{S} \left[ \left( s - q_1^2 - q_2^2 \right) h_{00}^{(t)}(s, q_1^2, q_2^2) - 2h_{00}^{(t)}(s, q_1^2, q_2^2) \right] h_{00}^{(t)}(s, q_3^2, 0)^* + \ldots,
\end{align*}
$$

where the operator $\text{S}$ takes care of the symmetry factor and the subtraction of the pole \times pole terms in the products of partial-waves (the box-contributions are treated exactly and not in the
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partial-wave expansion:

\[ S \left[ h_{\lambda_1,\lambda_2}^{l,(+)}(s, q_1^2, q_2^2) \pi \pi \right] := h_{\lambda_1,\lambda_2}^{l,(+)}(s, q_1^2, q_2^2) h_{\lambda_3,\lambda_4}^{l,(+)}(s, q_3^2, q_4^2) \]

\[ - N_{\lambda_1,\lambda_2}^{l}(s, q_1^2, q_2^2) N_{\lambda_3,\lambda_4}^{l}(s, q_3^2, q_4^2), \quad (5.40) \]

where \( N_{\lambda,\lambda}^{l} \) denotes the partial-wave projection of the pure pion-pole term.

The imaginary parts in the \( t \)- and \( u \)-channel are easily obtained by crossing symmetry:

\[
\lim_{q_1^2 \to 0} \text{Im} \pi^* \Pi_1|_{S\text{-waves}} = \frac{\sigma_s(t)}{4\pi} \frac{1}{\lambda(t, q_1^2, q_2^2)(t - q_2^2)} \sum_i \nonumber \\
\cdot S \left[ \left( 2 \sqrt{q_1^2 q_2^2} h_{00}^{l,(+)}(t, q_1^2, q_2^2) - (t - q_2^2 - q_3^2) h_{++}^{0,(+)2}(t, q_1^2, q_2^2) \right) h_{++}^{0,(+)2}(t, q_1^2, q_2^2) \right] + \ldots, 
\]

\[
\lim_{q_2^2 \to 0} \text{Im} \pi^* \Pi_1|_{S\text{-waves}} = \lim_{q_1^2 \to 0} \text{Im} \pi^* \Pi_4|_{S\text{-waves}} = \lim_{q_1^2 \to 0} \text{Im} \pi^* \Pi_{16}|_{S\text{-waves}} = \lim_{q_1^2 \to 0} \text{Im} \pi^* \Pi_{28}|_{S\text{-waves}} = \lim_{q_1^2 \to 0} \text{Im} \pi^* \Pi_{16}|_{S\text{-waves}} 
\]

\[
\lim_{q_1^2 \to 0} \text{Im} \pi^* \Pi_2|_{S\text{-waves}} = \lim_{q_1^2 \to 0} \text{Im} \pi^* \Pi_{16}|_{S\text{-waves}} = \lim_{q_1^2 \to 0} \text{Im} \pi^* \Pi_{16}|_{S\text{-waves}} 
\]

\[
\lim_{q_1^2 \to 0} \text{Im} \pi^* \Pi_6|_{S\text{-waves}} = \lim_{q_1^2 \to 0} \text{Im} \pi^* \Pi_{16}|_{S\text{-waves}} = \lim_{q_1^2 \to 0} \text{Im} \pi^* \Pi_{16}|_{S\text{-waves}} = \lim_{q_1^2 \to 0} \text{Im} \pi^* \Pi_{16}|_{S\text{-waves}} 
\]

\[
\lim_{q_1^2 \to 0} \text{Im} \pi^* \Pi_{11}|_{S\text{-waves}} = \lim_{q_1^2 \to 0} \text{Im} \pi^* \Pi_{16}|_{S\text{-waves}} = \lim_{q_1^2 \to 0} \text{Im} \pi^* \Pi_{16}|_{S\text{-waves}} = \lim_{q_1^2 \to 0} \text{Im} \pi^* \Pi_{16}|_{S\text{-waves}} 
\]

\[
\text{We insert the imaginary parts into the dispersion relation (5.24) and subsequently calculate the contribution to the \((g - 2)_\mu\) with the master formula (4.43). The relevant hadronic scalar functions}
\]

277
become

\[ \Pi_{3 \text{disc}}^{\text{i}}_{S\text{-waves}} = \frac{1}{\pi} \int_{4M_{2}^{2}}^{\infty} ds' \frac{1}{s' - s} \frac{4}{\lambda(s', q_{1}^{2}, q_{2}^{2})(s' - s)} \cdot \left[ (2q_{1}^{2}q_{2}^{2} \text{Im}h_{0,0,++}^{0}(s'; q_{1}^{2}, q_{2}^{2}, s; 0) - (s' - q_{1}^{2} - q_{2}^{2})\text{Im}h_{0,0,++}^{0}(s'; q_{1}^{2}, q_{2}^{2}, s; 0)) + \frac{1}{2}(s' + q_{1}^{2} + q_{2}^{2}) \left( (s' - q_{1}^{2} - q_{2}^{2})\text{Im}h_{0,0,++}^{0}(s'; q_{1}^{2}, q_{2}^{2}, s; 0) - 2\text{Im}h_{0,0,++}^{0}(s'; q_{1}^{2}, q_{2}^{2}, s; 0) \right) \right] . \]

\[ \Pi_{4 \text{disc}}^{\text{i}}_{S\text{-waves}} = \frac{1}{\pi} \int_{4M_{2}^{2}}^{\infty} dt' \frac{1}{t' - q_{2}^{2} \lambda(t', s, q_{1}^{2})(t' - q_{2}^{2})} \cdot \left[ (2sqt^{2} \text{Im}h_{0,0,++}^{0}(t'; q_{1}^{2}, s; q_{2}^{2}, 0) - (t' - s - q_{1}^{2})\text{Im}h_{0,0,++}^{0}(t'; q_{1}^{2}, s; q_{2}^{2}, 0)) + \frac{1}{2}(t' + s + q_{1}^{2}) \left( (t' - s - q_{1}^{2})\text{Im}h_{0,0,++}^{0}(t'; q_{1}^{2}, s; q_{2}^{2}, 0) - 2\text{Im}h_{0,0,++}^{0}(t'; q_{1}^{2}, s; q_{2}^{2}, 0) \right) \right] . \]

\[ \Pi_{5 \text{disc}}^{\text{i}}_{S\text{-waves}} = \frac{1}{\pi} \int_{4M_{2}^{2}}^{\infty} dt' \frac{1}{t' - q_{2}^{2} \lambda(t', s, q_{1}^{2})(t' - q_{2}^{2})} \cdot \left[ (t' - s - q_{1}^{2})\text{Im}h_{0,0,++}^{0}(t'; q_{1}^{2}, s; q_{2}^{2}, 0) - 2\text{Im}h_{0,0,++}^{0}(t'; q_{1}^{2}, s; q_{2}^{2}, 0) \right] . \]

\[ \Pi_{6 \text{disc}}^{\text{i}}_{S\text{-waves}} = \frac{1}{\pi} \int_{4M_{2}^{2}}^{\infty} ds' \frac{1}{s' - s} \frac{4}{\lambda(s', q_{1}^{2}, q_{2}^{2})(s' - s)} \cdot \left[ (s' - q_{1}^{2} - q_{2}^{2})\text{Im}h_{0,0,++}^{0}(s'; q_{1}^{2}, q_{2}^{2}, s; 0) - 2\text{Im}h_{0,0,++}^{0}(s'; q_{1}^{2}, q_{2}^{2}, s; 0) \right] , \]

where

\[ \text{Im}h_{\lambda_{1},\lambda_{2},\lambda_{3}\lambda_{4}}^{l}(s; q_{1}^{2}, q_{2}^{2}, q_{3}^{2}, q_{4}^{2}) := \sigma_{\pi}(s) \frac{1}{16\pi} \frac{1}{\xi_{\lambda_{1}}\xi_{\lambda_{2}}\xi_{\lambda_{3}}\xi_{\lambda_{4}}} \sum_{l} S[h_{\lambda_{1},\lambda_{2}}^{l}(s; q_{1}^{2}, q_{2}^{2})h_{\lambda_{3}\lambda_{4}}^{l}(s; q_{3}^{2}, q_{4}^{2})] . \]

\[ \xi_{\lambda_{i}} := \begin{cases} \sqrt{q_{i}^{2}}, & \lambda_{i} = 0, \\ 1, & \lambda_{i} = \pm. \end{cases} \]

The kinematic variables are evaluated at

\[ q_{1}^{2} = -Q_{1}^{2}, \quad q_{2}^{2} = -Q_{2}^{2}, \quad s = -Q_{3}^{2} = -Q_{1}^{2} - 2Q_{1}Q_{2} - Q_{2}^{2} . \]

### 5.2.3.3 D-Wave $\pi\pi$-Rescattering Contribution

The partial-wave framework is not limited to $S$-waves, hence we can take into account $D$-waves of the sub-process as well. However, the treatment becomes technically much more involved. First of all, the unitarity relation does not factorise as in the case of $S$-waves. The sub-process is given by (2.42). Now, the Lorentz structures of the sub-process depend explicitly on the momenta of the intermediate pions. Therefore, we need to compute the following phase-space integrals (we
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abbreviate \( Q := q_1 + q_2 \):

\[
I_0 := \int \tilde{\omega}_p \tilde{\omega}_q (2\pi)^4 \delta^4(Q - p_1 - p_2),
\]

\[
I_1 := \int \tilde{\omega}_p \tilde{\omega}_q (2\pi)^4 \delta^4(Q - p_1 - p_2) p_i^1 p_i',
\]

\[
I_2 := \int \tilde{\omega}_p \tilde{\omega}_q (2\pi)^4 \delta^4(Q - p_1 - p_2) p_i^1 p_i',
\]

\[
I_3 := \int \tilde{\omega}_p \tilde{\omega}_q (2\pi)^4 \delta^4(Q - p_1 - p_2) p_i^1 p_i',
\]

\[
I_4 := \int \tilde{\omega}_p \tilde{\omega}_q (2\pi)^4 \delta^4(Q - p_1 - p_2) p_i^1 p_i',
\]

We use a tensor decomposition

\[
I_1^\mu = Q^\mu f_1(Q^2),
\]

\[
I_2^{\mu \nu} = g^{\mu \nu} g_1(Q^2) + Q^\mu Q^\nu g_2(Q^2),
\]

\[
I_3^{\mu \nu \lambda} = (g^{\mu \nu} Q^\lambda + g^{\mu \lambda} Q^\nu + g^{\nu \lambda} Q^\mu) h_1(Q^2) + Q^\mu Q^\nu Q^\lambda h_2(Q^2),
\]

\[
I_4^{\mu \nu \lambda \sigma} = (g^{\mu \nu} g^{\lambda \sigma} + g^{\mu \lambda} g^{\nu \sigma} + g^{\nu \lambda} g^{\mu \sigma} + g^{\nu \sigma} g^{\mu \lambda} g^{\lambda \sigma}) i_1(Q^2)
\]

\[
+ g^{\mu \lambda} Q^\nu Q^\sigma + g^{\nu \lambda} Q^\mu Q^\sigma + g^{\nu \sigma} Q^\mu Q^\lambda + g^{\lambda \sigma} Q^\mu Q^\nu i_2(Q^2)
\]

\[
+ Q^\nu Q^\lambda Q^\sigma i_3(Q^2)
\]

and find the results for the scalar integrals:

\[
I_0 = \frac{1}{16\pi^2} \int d\Omega \int_0^\infty dp \frac{p^2}{M_\pi^2 + p^2} \delta(Q^0 - 2\sqrt{M_\pi^2 + p^2})
\]

\[
= \frac{1}{4\pi} \int_0^\infty dp \frac{p}{2\sqrt{M_\pi^2 + p^2}} \delta \left( p - \sqrt{\frac{(Q^0)^2}{4} - M_\pi^2} \right) = \frac{1}{8\pi} \sigma_\pi (s),
\]

\[
f_1(Q^2) = \frac{Q^2}{Q^2} I_1^\mu = \frac{1}{16\pi} \sigma_\pi (s),
\]

\[
g_1(Q^2) = \frac{Q^2 g_{\mu \nu} - Q_{\mu \nu} Q^2}{3Q^2} I_2^{\mu \nu} = \frac{1}{24\pi} \sigma_\pi (s) \left( M_\pi^2 - \frac{s}{4} \right),
\]

\[
g_2(Q^2) = \frac{4Q_{\mu \nu} Q_{\nu \lambda} - Q_{\lambda \nu} Q_{\nu \mu}}{3(Q^2)^2} I_2^{\lambda \nu} = \frac{1}{24\pi} \sigma_\pi (s) \left( 1 - \frac{M_\pi^2}{s} \right),
\]

\[
h_1(Q^2) = \frac{1}{48\pi} \sigma_\pi (s) \left( M_\pi^2 - \frac{s}{4} \right),
\]

\[
h_2(Q^2) = \frac{1}{32\pi} \sigma_\pi (s) \left( 1 - \frac{2M_\pi^2}{s} \right),
\]

\[
i_1(Q^2) = \frac{1}{1920\pi} \sigma_\pi (s) (s - 4M_\pi^2)^2,
\]

\[
i_2(Q^2) = -\frac{1}{960\pi} \sigma_\pi (s) \left( \frac{8M_\pi^4}{s} - 14M_\pi^2 + 3s \right),
\]

\[
i_3(Q^2) = \frac{1}{40\pi} \sigma_\pi (s) s^2 - 3M_\pi^2 s + M_\pi^4.
\]

This allows us to compute the phase-space integral for the unitarity relation. Because the result is very large, we do not present it here. Conceptually, the calculation of the contribution to the
$(g - 2)_\mu$ is completely analogous to the case of $S$-waves. The imaginary parts can be projected onto the scalar functions. The real parts are then reconstructed by dispersion integrals. The integrand is a linear combination of products of helicity partial waves for $\gamma^* \gamma^* \to \pi \pi$. 
Chapter 6

Discussion and Conclusion

6.1 Summary

In the previous chapters, we have derived a decomposition of the hadronic light-by-light tensor into kinematic-free scalar functions (3.13), which allowed us to derive a master formula (4.43) for the HLbL contribution to the anomalous magnetic moment of the muon \((g - 2)_\mu\). The scalar functions fulfil a Mandelstam representation. By considering the lowest-lying intermediate states, we have split the HLbL contribution to the \((g - 2)_\mu\) into three parts classified by unitarity topologies of the scalar functions:

- pion-pole contribution,
- box topologies \((\pi\pi\text{ intermediate states in two channels})\),
- \(\pi\pi\)-rescattering contribution, approximated in a partial-wave expansion.

This treatment is based on fundamental principles of particle physics: gauge invariance and crossing symmetry is already implemented in the decomposition of the HLbL tensor into scalar functions. The dispersive description uses analyticity and unitarity to establish a relation between the three HLbL contributions and different on-shell quantities. These on-shell quantities are in principle either experimentally accessible or can be reconstructed from data with dispersion methods. They will serve as an input for a numerical evaluation of the HLbL contribution to the \((g - 2)_\mu\):

- the pion-pole is parametrised by the pion transition form factor \(F_{\pi,\gamma^*\gamma^*}\) (with an on-shell pion),
- the box topologies use pion vector form factors \(F_{\pi}^V\) as an input,
- the \(\pi\pi\)-rescattering contribution is written in terms of \(\gamma^*\gamma^* \rightarrow \pi\pi\) helicity partial waves.

These three input quantities are needed for negative virtualities of the off-shell photons. The presented treatment of HLbL scattering shows a path towards a data-driven and thus less model-dependent evaluation of the \((g - 2)_\mu\).

In [53], we have discussed which experimentally accessible processes can help to constrain and reconstruct the input of this dispersive treatment in the absence of data on the doubly-virtual photon-pion interactions.
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6.2 Possible Extensions of the Dispersive Treatment

At the beginning of chapter 5, we have listed the two approximations that we make in our dispersive framework. Let us recall them:

1. limitation to lightest intermediate states (π⁰ and ππ) in the direct channel;
2. partial-wave approximation of the intermediate states higher than ππ in the crossed channels.

An extension of the presented dispersive treatment is possible with respect to both of these approximations, though within certain limits.

Concerning the intermediate states in the direct channel, it is straightforward to include higher pseudoscalar poles, i.e. the η and η' mesons by just adding their contribution in complete analogy to the π⁰ pole. The input quantities will be the transition form factors of these heavier pseudoscalars. Although these mesons are unstable in QCD, their decay width is certainly small enough to justify the treatment as a pure pole.

A bit more difficult is the inclusion of higher two-particle intermediate states: an extension to e.g. π⁰η, K⁺K⁻, K⁰K⁰ seems still straightforward, but the situation concerning experimental input will be much worse and the preparation of the partial-wave input will probably require a coupled-channel analysis.

Another possible extension would be the explicit treatment of higher intermediate states in the crossed channels, which are in principle implemented in the Mandelstam representation: with the help of the anomalous process γ∗π → ππ, one could construct a spectral density serving as an input for the discontinuity in the sub-process. Of course, in the preparation of the partial-wave input for the rescattering contribution, such contributions would have to be subtracted in the way we subtract now the pion-pole.

Contributions of intermediate states of more than two particles in the direct channel cannot be treated by a Mandelstam representation. It is not clear if a model-independent treatment is possible at all. However, here we are talking about contributions with intermediate states of more than two particles in two channels simultaneously, such that we hope that higher thresholds and phase-space suppression lead to such a small numerical relevance that this residual model-dependence will not be an issue.

6.3 Outlook

The presented dispersive formalism certainly opens a new window to a data-driven evaluation of the HLbL contribution to the (g − 2)μ. It should provide a model-independent approach that can be improved systematically, in a similar way as it is possible in the case of hadronic vacuum polarisation already now. Nevertheless, the treatment is not yet complete, and a couple of issues are work in progress or the subject of future investigation. Most importantly, the numerical evaluation of all the contributions has to show which input quantities will be the largest source of uncertainty. Such an analysis will finally show where new experimental data would have the largest impact concerning the improvement of the theoretical prediction of the (g − 2)μ.
Appendix A

Born Contribution to $\gamma^*\gamma^* \rightarrow \pi^+\pi^-$

Here, we calculate the Born contribution to $\gamma^*\gamma^* \rightarrow \pi^+\pi^-$ in scalar QED (tree level in $\chi$PT).

The usual LO $\chi$PT Feynman rules for the vertex $\gamma^*(q,\lambda) \rightarrow \pi^+(p_1)\pi^-(p_2)$ and the seagull vertex $\gamma^*(q_1,\lambda_1)\gamma^*(q_2,\lambda_2) \rightarrow \pi^+(p_1)\pi^-(p_2)$ read

$$= i e (p_2^\mu - p_1^\mu), \quad = 2 i e^2 g^{\mu\nu}. \quad (A.1)$$

With these rules, we easily calculate the sQED Born contribution to $\gamma^*\gamma^* \rightarrow \pi^+\pi^-$:

$$i e^2 W^\mu\nu_{\text{Born}} =$$

$$= i e^2 (2p_1^\mu - q_1^\mu)(2p_2^\nu - q_2^\nu) \frac{1}{t - M_\pi^2} + i e^2 (2p_2^\mu - q_2^\mu)(2p_1^\nu - q_1^\nu) \frac{1}{u - M_\pi^2} + 2 i e^2 g^{\mu\nu}. \quad (A.2)$$

We can read off the values of the scalar functions:

$$A^\text{Born}_1 = - \left( \frac{1}{t - M_\pi^2} + \frac{1}{u - M_\pi^2} \right),$$

$$A^\text{Born}_5 = - \frac{2}{s - q_1^2 - q_2^2} \left( \frac{1}{t - M_\pi^2} + \frac{1}{u - M_\pi^2} \right),$$

$$A^\text{Born}_2 = A^\text{Born}_3 = A^\text{Born}_4 = A^\text{Born}_6 = 0. \quad (A.3)$$
Appendix B

Integral Kernels

B.1 Intermediate Kernels

After calculating the trace and performing the contraction of the Lorentz indices in (4.34), one finds the following integral kernels:

\[
\begin{align*}
\hat{T}_1(q_1, q_2; p) &= -\frac{8}{3} \left( (q_1 \cdot q_2)^2 - q_1^2 q_2^2 \right) m_{\mu}^2 - \frac{8}{3} q_2^2 (p \cdot q_1)^2 - \frac{8}{3} q_1^2 (p \cdot q_2)^2 \\
&\quad - \frac{4}{3} q_1^2 p \cdot q_2 (q_2^2 + q_1 \cdot q_2) + p \cdot q_1 \left( \frac{4}{3} (q_1^2 + q_1 \cdot q_2) q_2^2 + \frac{16}{3} p \cdot q_2 q_1 \cdot q_2 \right), \\
\hat{T}_2(q_1, q_2; p) &= -\frac{8}{3} \left( (q_1 \cdot q_2)^2 - q_1^2 q_2^2 \right) m_{\mu}^2 - \frac{8}{3} q_2^2 (p \cdot q_2)^2 + p \cdot q_1 \left( \frac{8}{3} p \cdot q_2 q_1 \cdot q_2 - \frac{4}{3} q_2^2 q_1 \cdot q_2 \right) \\
&\quad + p \cdot q_2 \left( \frac{4}{3} q_2^2 - \frac{8}{3} (q_1 \cdot q_2)^2 \right), \\
\hat{T}_3(q_1, q_2; p) &= -\frac{8}{3} \left( (q_1 \cdot q_2)^2 - q_1^2 q_2^2 \right) m_{\mu}^2 - \frac{8}{3} q_2^2 (p \cdot q_1)^2 + \frac{4}{3} q_1^2 p \cdot q_2 q_1 \cdot q_2 \\
&\quad + p \cdot q_1 \left( -4 q_1^2 q_2^2 + \frac{8}{3} (q_1 \cdot q_2)^2 + \frac{8}{3} p \cdot q_2 q_1 \cdot q_2 \right), \\
\hat{T}_4(q_1, q_2; p) &= \frac{8}{3} q_1 \cdot q_2 (q_1^2 + q_2^2 + 2 q_1 \cdot q_2) m_{\mu}^2 + \frac{8}{3} q_2^2 (p \cdot q_1)^2 + \frac{8}{3} q_1^2 (p \cdot q_2)^2 \\
&\quad - \frac{8}{3} p \cdot q_2 \cdot q_1 \left( q_1^2 + q_2^2 + 4 q_1 \cdot q_2 \right), \\
\hat{T}_5(q_1, q_2; p) &= \frac{8}{3} (p \cdot q_1)^2 q_2^2 - \frac{8}{3} m_{\mu}^2 (q_1^2 + q_1 \cdot q_2) q_2^2 + \frac{8}{3} q_1^2 (p \cdot q_2)^2 - \frac{4}{3} p \cdot q_2 q_1 \cdot q_2 \left( 3 q_1^2 + 2 q_1 \cdot q_2 \right) \\
&\quad + p \cdot q_1 \left( \frac{4}{3} q_2^2 (3 q_1^2 + 2 q_1 \cdot q_2) - \frac{8}{3} p \cdot q_2 (q_1 \cdot q_2 - q_2^2) \right), \\
\hat{T}_6(q_1, q_2; p) &= \frac{8}{3} (p \cdot q_2)^2 q_1^2 - \frac{8}{3} m_{\mu}^2 (q_2^2 + q_1 \cdot q_2) q_1^2 - \frac{4}{3} p \cdot q_2 \left( 3 q_2^2 + 2 q_1 \cdot q_2 \right) q_1^2 \\
&\quad + \frac{8}{3} q_1^2 (p \cdot q_1)^2 + p \cdot q_1 \left( \frac{8}{3} p \cdot q_2 (q_1^2 - q_1 \cdot q_2) + \frac{4}{3} q_1 \cdot q_2 \left( 3 q_2^2 + 2 q_1 \cdot q_2 \right) \right), \\
\hat{T}_7(q_1, q_2; p) &= \frac{4}{3} q_1 \cdot q_2 (2 q_1^4 + (q_1^2 + 4 q_1 \cdot q_2) q_1^2 + (q_1 \cdot q_2)^2) m_{\mu}^2 - \frac{4}{3} q_2^2 (p \cdot q_1)^2 q_1 \cdot q_2 \\
&\quad + \frac{4}{3} q_1^2 (p \cdot q_2)^2 (2 q_1^2 + q_1 \cdot q_2) - \frac{8}{3} p \cdot q_1 p \cdot q_2 \left( q_1^4 + 3 q_1 \cdot q_2 q_1^2 + (q_1 \cdot q_2)^2 \right), \\
\hat{T}_8(q_1, q_2; p) &= \frac{4}{3} q_1 \cdot q_2 (2 q_2^4 + (q_1^2 + 4 q_1 \cdot q_2) q_2^2 + (q_1 \cdot q_2)^2) m_{\mu}^2 - \frac{4}{3} q_2^2 (p \cdot q_2)^2 q_1 \cdot q_2 \\
&\quad + \frac{4}{3} q_2^2 (p \cdot q_1)^2 (2 q_2^2 + q_1 \cdot q_2) - \frac{8}{3} p \cdot q_1 p \cdot q_2 \left( q_2^4 + 3 q_1 \cdot q_2 q_2^2 + (q_1 \cdot q_2)^2 \right),
\end{align*}
\]

(B.1)
\( \hat{T}_6(q_1, q_2; p) = -\frac{4}{3} (q_1^3 + q_1 \cdot q_2) (2q_1^2 + (q_1^2 + 4q_1 \cdot q_2) q_2^2 + (q_1 \cdot q_2)^2) m_\mu \)
\( + \frac{4}{3} p_\nu (p \cdot q_2)^2 (q_1^2 + q_1 \cdot q_2) - \frac{4}{3} p \cdot q_2 (q_1^2 + q_1 \cdot q_2) (q_2^2 + q_1 \cdot q_2) (3q_1^2 + 2q_1 \cdot q_2) \)
\( + \frac{4}{3} (p \cdot q_1)^2 (2q_1^2 + (q_1^2 + 5q_1 \cdot q_2) q_2^2 + 2(q_1 \cdot q_2)^2) \)
\( + p \cdot q_1 \left( \frac{4}{3} (3q_1^2 + 2q_1 \cdot q_2) (q_2^2 + q_1 \cdot q_2)^2 + \frac{8}{3} p \cdot q_2 (q_1^2 (q_2^2 + 2q_1 \cdot q_2) - q_1^2 q_1 \cdot q_2) \right), \)
\( \hat{T}_{10}(q_1, q_2; p) = -\frac{4}{3} (q_1^3 + q_1 \cdot q_2) (q_1^2 q_2^2 + (q_1 \cdot q_2)^2) m_\mu + \frac{4}{3} q_1^2(p \cdot q_2)^2 (q_1^2 - q_1 \cdot q_2) \)
\( - \frac{4}{3} q_1 p \cdot q_2 q_1 \cdot q_2 (3q_1^2 + 2q_1 \cdot q_2) + \frac{4}{3} (p \cdot q_1)^2 ((q_1^2 + q_1 \cdot q_2) q_2^2 + 2(q_1 \cdot q_2)^2) \)
\( + p \cdot q_1 \left( \frac{4}{3} (3q_1^2 + 2q_1 \cdot q_2) (q_1 \cdot q_2)^2 + \frac{8}{3} p \cdot q_2 (q_1 \cdot q_2 - q_1^2) q_1 \cdot q_2 \right), \)
\( \hat{T}_{11}(q_1, q_2; p) = -\frac{8}{3} m_\mu^2 q_1 \cdot q_2 (q_1^2 + q_1 \cdot q_2) q_2^2 - \frac{4}{3} p \cdot q_2 ((q_1^2 + 2q_1 \cdot q_2) q_1^2 + 2(q_1 \cdot q_2)^2) q_1 \)
\( + p \cdot q_1 \left( \frac{8}{3} p \cdot q_2 (q_1^2 + q_1 \cdot q_2) q_1^2 + \frac{4}{3} q_1 \cdot q_2 ((q_1^2 + 2q_1 \cdot q_2) q_1^2 + 2(q_1 \cdot q_2)^2) \right), \)
\( \hat{T}_{12}(q_1, q_2; p) = -\frac{4}{3} (q_1^2 + q_1 \cdot q_2) (2q_1^4 + (q_1^2 + 4q_1 \cdot q_2) q_1^2 + (q_1 \cdot q_2)^2) m_\mu \)
\( + \frac{4}{3} q_1^2(p \cdot q_1)^2 (q_1^2 + q_1 \cdot q_2) - \frac{4}{3} q_1 \cdot q_2 q_1 \cdot q_2 (3q_1^2 + 2q_1 \cdot q_2) (3q_1^2 + 2q_1 \cdot q_2) \)
\( + p \cdot q_1 \left( \frac{4}{3} (3q_1^2 + 2q_1 \cdot q_2) (3q_1^2 + 2q_1 \cdot q_2) (3q_1^2 + 2q_1 \cdot q_2) \right) \)
\( + \frac{8}{3} p \cdot q_2 (q_1^4 + 2q_1 \cdot q_2 q_1^2 - q_1^2 q_1 \cdot q_2), \)
\( \hat{T}_{13}(q_1, q_2; p) = -\frac{4}{3} (q_1^2 + q_1 \cdot q_2) (q_1^2 q_2^2 + (q_1 \cdot q_2)^2) m_\mu + \frac{4}{3} q_1^2(p \cdot q_1)^2 (q_2^2 - q_1 \cdot q_2) \)
\( - \frac{4}{3} q_1 \cdot q_2 q_1 \cdot q_2 (3q_1^2 + 2q_1 \cdot q_2) + \frac{4}{3} (p \cdot q_2)^2 ((q_1^2 + q_1 \cdot q_2) q_2^2 + 2(q_1 \cdot q_2)^2) \)
\( + p \cdot q_1 \left( \frac{4}{3} q_1 \cdot q_2 (3q_1^2 + 2q_1 \cdot q_2) q_2^2 + \frac{8}{3} p \cdot q_2 q_1 \cdot q_2 (q_1 \cdot q_2 - q_1^2) \right), \)
\( \hat{T}_{14}(q_1, q_2; p) = -\frac{8}{3} m_\mu^2 q_1 \cdot q_2 (q_1^2 + q_1 \cdot q_2) q_1^2 + p \cdot q_2 \left( -\frac{8}{3} (q_1 \cdot q_2)^2 - \frac{4}{3} q_1^2 (q_1^2 + 2q_1 \cdot q_2) q_1 \cdot q_2 \right) \)
\( + p \cdot q_1 \left( \frac{8}{3} p \cdot q_2 (q_1^2 + q_1 \cdot q_2) q_2^2 + \frac{4}{3} ((q_1^2 + q_1 \cdot q_2) q_2^2 + 2(q_1 \cdot q_2)^2) q_2^2 \right), \)
\( \hat{T}_{15}(q_1, q_2; p) = \frac{8}{3} m_\mu^2 (q_1^2 + q_1 \cdot q_2) (q_1^2 + q_1 \cdot q_2) (q_1^2 + q_2^2 + 2q_1 \cdot q_2) - \frac{8}{3} p \cdot q_1 \cdot p \cdot q_2 (q_1^2 + q_2^2 + 2q_1 \cdot q_2)^2, \)
\( \hat{T}_{16}(q_1, q_2; p) = \frac{8}{3} m_\mu^2 (q_1^2 + q_1 \cdot q_2) (q_1^2 + q_1 \cdot q_2) (q_1^2 + q_2^2 + 2q_1 \cdot q_2)^2 - \frac{8}{3} m_\mu^2 q_1 \cdot q_2 (q_1^2 + q_2^2 + 2q_1 \cdot q_2) \)
\( - \frac{8}{3} q_1^2 (p \cdot q_2)^2 (q_1^2 + q_2^2 + q_1 \cdot q_2) + \frac{16}{3} q_1^2 p \cdot q_2 q_1 \cdot q_2 (q_1^2 + q_2^2 + q_1 \cdot q_2), \)
\( \hat{T}_{17}(q_1, q_2; p) = -\frac{4}{3} q_1^2(p \cdot q_2 (q_1^2 + q_1 \cdot q_2) q_2^2 + \frac{4}{3} m_\mu^2 (q_1^2 q_2^2 - (q_1 \cdot q_2)^2) q_2 \)
\( - \frac{4}{3} (p \cdot q_1)^2 (q_1^2 + 6 (q_1^2 + q_1 \cdot q_2)) q_2^2 + \frac{4}{3} q_1^2 (p \cdot q_2)^2 (q_1^2 + 2q_1 \cdot q_2) \)
\( + p \cdot q_1 \left( \frac{4}{3} q_1^2 (q_1^2 + q_1 \cdot q_2) q_2^2 + \frac{8}{3} p \cdot q_2 q_1 \cdot q_2 (3q_1^2 + 2q_1 \cdot q_2) \right), \)

(B.2)
B.2 Kernels for the Master Formula

\[ T_{1s}(q_1, q_2; p) = -\frac{4}{3} q_1^2 p \cdot q_2 (q_1^2 + q_1 \cdot q_2) q_1^2 + \frac{4}{3} m^2 (q_1^2 q_2^2 - (q_1 \cdot q_2)^2) q_1^2 + \frac{4}{3} q_2^2 p \cdot q_1 \left( \frac{4}{3} q_1^2 q_2^2 - (q_1 \cdot q_2)^2 \right) q_2^2 + \frac{8}{3} p \cdot q_1 q_2 \left( 3q_1^2 + 2q_1 \cdot q_2 \right) \]

\[ T_{1o}(q_1, q_2; p) = -\frac{4}{3} m^2 (q_1^2 - q_2^2) (q_1^2 (4q_1 \cdot q_2 + q_2^2) + q_1 \cdot q_2 (7q_1 \cdot q_2 + 4q_2^2)) \]

\[ -\frac{8}{3} q_1^2 (q_1^2 - q_2^2) q_1 \cdot q_2 (q_1^2 + q_1 \cdot q_2) + \frac{4}{3} q_2^2 (p \cdot q_1)^2 (q_1^2 + 2q_1 \cdot q_2 + q_2^2) \]

\[ + p \cdot q_1 \left( \frac{16}{3} p \cdot q_2 (q_1^2 - q_2^2) (q_1^2 + 2q_1 \cdot q_2 + q_2^2) + \frac{8}{3} (q_1^2 - q_2^2) q_1 \cdot q_2 (q_1 \cdot q_2 + q_2^2) \right). \]

B.2 Kernels for the Master Formula

In the master formula (4.43), the following integral kernels appear:

\[ T_1 = Q_2^2 (\sigma_1^F - 1) (\sigma_1^F + 5) + Q_2^2 (\sigma_2^F - 1) (\sigma_2^F + 5) + 4Q_1 Q_2 (\sigma_1^F + \sigma_2^F - 2) - 8\mu m^2 \]

\[ + X \left( \frac{8 (\tau^2 - 1)}{Q_1^3} - \frac{4}{m^2} \right), \]

\[ T_2 = Q_1 (\sigma_1^F - 1) (Q_1 \tau (\sigma_1^F + 1) + 4Q_2 (\tau^2 - 1)) - 4\mu m^2 + X \left( \frac{2 (\tau^2 - 1) (2m^2 - Q_2^2)}{Q_1^3 m^2} \right), \]

\[ T_3 = \frac{1}{Q_1^3} \left( \frac{Q_2^2 (\sigma_1^F - 1) (\sigma_1^F - 1) + 8\tau}{2Q_2 m^2} - \frac{Q_4^2 (\sigma_1^F + 1)}{Q_2^2 m^2} + \frac{Q_4^2 (1 - \sigma_1^F)}{Q_4^2 m^2} + \frac{2}{Q_4^2} + \frac{2}{Q_4^2} \right) \]

\[ + \frac{4}{m^2} \frac{8\tau}{Q_4 Q_2} \right), \]

\[ T_4 = \frac{4 (\tau^2 - 1) + \sigma_2^F - 1)}{m^2} - \frac{Q_4^2 (\sigma_1^F - 5) (\sigma_1^F - 1)}{Q_2^2 m^2} + \frac{4\tau}{Q_1 Q_2} \]

\[ - \frac{Q_4^2 (\sigma_1^F - 3) (\sigma_1^F - 1)}{Q_2^2 m^2} + \frac{2Q_4^2 (\sigma_1^F - 1)}{Q_4^2 m^2} - \frac{4}{Q_4} \]

\[ + X \left( \frac{-8Q_2^2 \tau^2 m^2}{16Q_2 Q_1^3 - \frac{8Q_2^2 \tau^2}{m^2} + \frac{16Q_2^2 \tau^2}{Q_1} + 16} \right), \]

\[ T_5 = \frac{Q_2^2 (\tau^2 (\sigma_1^F - 1) (\sigma_1^F + 3) + 4 (\sigma_1^F + \sigma_2^F - 2) - 4)}{Q_2^2} \]

\[ + \frac{Q_4^2 (\sigma_1^F - 1) (\sigma_1^F + 5)}{Q_2^2 m^2} + \frac{Q_4 (Q_2 (\sigma_1^F + 5\sigma_2^F - 6) - 12\tau}{Q_2^2} + \frac{2Q_4 (\sigma_1^F - 1)}{Q_2^2 m^2} \]

\[ - 4\tau^2 + X \left( Q_1 (8Q_2 (\tau^3 + \tau) - \frac{2Q_2^2 \tau^2}{m^2}) + Q_4^2 (32\tau^2 - \frac{4Q_4^2 (\tau^2 + 1)}{m^2}) \]

\[ + Q_4^2 \left( \frac{16\tau}{Q_2} + \frac{16Q_2^2 \tau^2}{m^2} - \frac{4Q_4^2}{m^2} \right) \right), \]
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\[ T_6 = \frac{1}{Q^2} \left( \frac{Q_1^2 (\tau^2 ((\sigma_1^F - 22) \sigma_1^F - 8\sigma_2^F + 29) + 2 (-5\sigma_1^F + \sigma_2^F + 4))}{2m_\mu^2} \right. \\
+ Q_1 \left( \frac{Q_2 \tau (2\tau^2 ((\sigma_2^F - 3)^2 - 4\sigma_2^F) - 26\sigma_1^F + \sigma_2^F (\sigma_2^F - 12) + 3)}{2m_\mu^2} - \frac{4\tau}{Q_2} \right) \\
+ \left( \frac{Q_3^2 (\tau^2 (-8\sigma_1^F + \sigma_2^F (5\sigma_2^F - 26) + 29) - 4 (\sigma_1^F + 2\sigma_2^F - 3))}{2m_\mu^2} \right) + \frac{Q_1^2 \tau (\sigma_2^F - 9) (\sigma_2^F - 1)}{2Q_2 m_\mu^2} \\
+ \frac{Q_2^2 \tau (\sigma_2^F - 9) (\sigma_2^F - 1)}{Q_1 m_\mu^2} + \frac{8Q_2 \tau}{Q_1} + \frac{2Q_2^2 (1 - \sigma_2^F)}{Q_1^2 m_\mu^2} + 4Q_2^2 \\
+ X \left( \frac{Q_2 Q_1^2 (8\tau^3 + 22\tau)}{m_\mu^2} + \frac{Q_1^2 (8\tau^2 - 2)}{m_\mu^2} + \frac{Q_1^2 (Q_2^2 (36\tau^2 + 18))}{m_\mu^2} - 8Q_2 \tau (\tau^2 + 5) \right) \\
\left. - 16Q_2^2 (2\tau^2 + 1) - \frac{16Q_2 \tau}{Q_1} \right), \\
\]

\[ T_7 = \frac{1}{Q^2} \left( \frac{Q_1^2 (2 (\sigma_2^F + \sigma_2^F - 2) - \tau^2 ((\sigma_1^F + 10) \sigma_1^F + 8\sigma_2^F - 19))}{2m_\mu^2} \right. \\
+ Q_1 \left( \frac{Q_2 \tau (2\tau^2 ((\sigma_2^F - 5) (\sigma_2^F - 1) - 2\sigma_1^F + \sigma_2^F (\sigma_2^F - 4)) - 3)}{2m_\mu^2} - \frac{4\tau}{Q_2} \right) \\
+ \frac{Q_2^2 \tau^2 (\sigma_2^F - 5) (\sigma_2^F - 1)}{2m_\mu^2} + \frac{Q_1^2 \tau (\sigma_2^F - 9) (\sigma_2^F - 1)}{2Q_2 m_\mu^2} + 4\tau^2 \right) \\
+ X \left( \frac{Q_2 Q_1^2 (8\tau^2 + 6\tau)}{m_\mu^2} + Q_1 \left( \frac{2Q_2 \tau}{m_\mu^2} - 8Q_2 (\tau^3 + \tau) \right) \\
\left. + \frac{1}{Q_1^2} \left( \frac{Q_2 (8\tau^2 - 2)}{m_\mu^2} + \frac{Q_1 (2Q_2^2 (6\tau^2 - 1))}{m_\mu^2} - 8 (\tau^2 + 1) \right) \right), \\
\]

\[ T_8 = \frac{1}{Q^2} \left( \frac{Q_1^2}{Q_2^2} - \frac{2 (2\tau^2 + 1) (\sigma_2^F + \sigma_2^F - 2)}{m_\mu^2} \right) + \frac{Q_1^2}{Q_2} \left( \frac{4\tau}{Q_2} - \frac{4Q_2 \tau (\tau^2 + 1) (\sigma_2^F - 1)}{m_\mu^2} \right) \right) \\
- \frac{6Q_1^2 \tau (\sigma_2^F - 1)}{Q_2 m_\mu^2} + \frac{Q_1^2 (2 - 2\sigma_2^F)}{Q_2^2 m_\mu^2} \\
+ X \left( \frac{Q_1^2 (8\tau^2 + 4)}{m_\mu^2} + \frac{Q_1 (8Q_2 \tau (\tau^2 + 2) - 16\tau)}{m_\mu^2} + Q_1^2 \left( \frac{Q_2^2 (8\tau^2 + 4)}{m_\mu^2} - 16\tau^2 \right) \right), \\
\]

\[ T_9 = Q_2^3 \left( \frac{\sigma_2^F - 1}{Q_2^2 m_\mu^2} + \frac{\sigma_2^F - 1}{Q_1^2 m_\mu^2} \right) - \frac{2}{Q_1 Q_2^2} + X \left( \frac{2Q_3^2}{m_\mu^2} + \frac{8Q_2 \tau}{Q_1} + \frac{8Q_2 \tau}{Q_2} + 8 (\tau^2 + 1) \right), \\
\]
B.2. Kernels for the Master Formula

\[ T_{10} = \frac{1}{Q_1^2} \left( -\frac{Q_1^3 (\tau^2 (\sigma_i^E - 1) (\sigma_i^E + 3) + 2 (\sigma_i^E + \sigma_i^F - 2))}{m_\mu^2} - \frac{Q_1^2 \tau (\sigma_i^E - 1) (\sigma_i^E + 3)}{Q_1 m_\mu^2} \right) \]

\[ + Q_1 \left( \frac{8 \tau}{Q_2} - \frac{Q_2 \tau ((\sigma_i^E + 4) \sigma_i^E + \sigma_i^F (\sigma_i^E + 4) - 10)}{Q_2 m_\mu^2} \right) + \frac{8 Q_2 \tau}{Q_1} \]

\[ + 8 \tau^2 + X \left( -16 Q_1^2 (\tau^2 - 1) - 16 Q_2 Q_1 \tau (\tau^2 - 1) - 16 Q_2^2 (\tau^2 - 1) \right) \]

\[ T_{11} = \frac{1}{Q_3^2} \left( \frac{Q_3^2 (\tau^2 (\sigma_i^E - 5) (\sigma_i^E - 1) - 2 (\sigma_i^E + 3 \sigma_i^F - 4))}{m_\mu^2} \right) \]

\[ + Q_3^2 \left( \left( 2 - 3 \sigma_i^E \right) \sigma_i^E + 1 \right) + \sigma_i^E - 3 \sigma_i^E + 2 \]

\[ + Q_1 \left( Q_2 \tau (\sigma_i^E - 2) \sigma_i^E - 2 \sigma_i^F (3 \sigma_i^E + 8) + 23) \right) + \frac{12 \tau}{Q_2} - \frac{Q_3^2 (\sigma_i^E - 1)^2}{2 Q_1 m_\mu^2} \]

\[ + X \left( \frac{Q_2 Q_3 (8 \tau^2 + 10)}{m_\mu^2} + \frac{28 Q_3 Q_1 \tau}{m_\mu^2} + \frac{12 Q_3^2}{m_\mu^2} - \frac{2 Q_3^2 (8 - 8 \tau^2)}{Q_1} \right) + 8 \tau^2 \]

\[ T_{12} = -\frac{Q_1 \tau (\sigma_i^E - 7)}{4 Q_2 m_\mu^2} + \frac{Q_2 \tau (\sigma_i^E - 7)}{4 Q_1 m_\mu^2} + \frac{2 Q_1^2}{Q_3^2 m_\mu^2} - \frac{2 Q_2^2}{Q_1^2 m_\mu^2} - \frac{4}{Q_3^2} \]

\[ + \frac{1}{Q_3^2} \left( \frac{Q_2^2 (4 \tau^2 \sigma_i^F + 2 \tau^2 \sigma_i^E + 3 \sigma_i^E + \sigma_i^E)}{2 m_\mu^2} - \frac{Q_1^2 (2 \tau^2 \sigma_i^F + 4 \tau^2 \sigma_i^E + \sigma_i^E + 3 \sigma_i^E)}{2 m_\mu^2} \right) \]

\[ - \frac{11 Q_1 \tau \sigma_i^E}{2 Q_2 m_\mu^2} + \frac{11 Q_2 \tau \sigma_i^E}{2 Q_1 m_\mu^2} + \frac{11 Q_1 Q_2 \tau (\sigma_i^E - \sigma_i^E)}{2 m_\mu^2} - \frac{2 Q_1 \sigma_i^E}{Q_2^2 m_\mu^2} - \frac{2 Q_2 \sigma_i^E}{Q_1^2 m_\mu^2} \]

\[ + X \left( \frac{Q_1 (4 \tau^2 + 3)}{m_\mu^2} + \frac{Q_2 (4 \tau^2 + 3)}{m_\mu^2} + Q_3^2 \left( \frac{14 Q_2 \tau}{Q_2} + \frac{16 \tau}{Q_1} \right) - \frac{14 Q_3 Q_1 \tau}{m_\mu^2} \right) \]

\[ - \frac{4 Q_3^2 (7 \tau^2 + 1) + Q_2^2 (28 \tau^2 + 4) + \frac{16 Q_2^2 \tau}{Q_1}}{Q_1} \right) \]}

where

\[ X = \frac{1}{Q_1 Q_2 \tau \frac{atan}{1 - z^2}}, \quad x = \sqrt{1 - \tau^2}, \]

\[ z = \frac{Q_1 Q_2 (1 - \sigma_i^E)(1 - \sigma_i^E)}{4 m_\mu^2}, \quad \sigma_i^E = \sqrt{1 + \frac{4 m_\mu^2}{Q_1^2}}, \]

\[ Q_3^2 = Q_1^2 + 2 Q_2 Q_1 + Q_2^2. \]
Appendix C

Projection of the Scalar Functions

Given any representation of the HLbL tensor $\Pi^{\mu\nu\lambda\sigma}$, the following procedure allows the immediate identification of the basis coefficients $\Pi_i$ in (3.19):

- write the tensor in terms of the 138 elementary structures (3.8) and identify the scalar coefficients $\Xi_i$
- take the subset consisting of the following 43 scalar coefficients:

$$\{\Xi_i\} = \{\Xi_i | i = 1, 2, 3, 4, 5, 7, 8, 16, 17, 19, 20, 25, 26, 28, 29, 34, 35, 37, 38, 43, 44, 46, 47, 53, 54, 56, 57, 94, 95, 97, 98, 103, 104, 106, 107, 121, 122, 124, 125, 130, 131, 133, 134\}$$

- perform a basis change according to

$$\tilde{\Pi}_i = \sum_{j=1}^{43} \Xi_i P_{i,j}.$$  \hspace{1cm} (C.2)

$P$ is an invertible sparse $43 \times 43$ matrix, defined below.

- split the scalar functions $\tilde{\Pi}_i$ into 54 scalar functions $\Pi_i$ according to (3.20), such that no kinematic singularities are introduced into the functions $\Pi_i$.

The matrix describing the change of basis is sparse and has the following non-zero entries:

$$P_{1,4} = \frac{1}{q_{12} q_{34}},$$

$$P_{2,3} = \frac{1}{q_{12} q_{34}}, \quad P_{2,4} = \frac{1}{q_{12} q_{34}} + \frac{1}{q_{12} q_{34}}, \quad P_{2,5} = \frac{1}{q_{12} q_{34}}, \quad P_{2,19} = -\frac{1}{q_{12} q_{34}}, \quad P_{2,25} = \frac{1}{q_{12} q_{34}},$$

$$P_{3,2} = \frac{1}{q_{12} q_{34}}, \quad P_{3,4} = \frac{1}{q_{12} q_{34}} + \frac{1}{q_{12} q_{34}}, \quad P_{3,6} = \frac{1}{q_{12} q_{34}}, \quad P_{3,20} = -\frac{1}{q_{12} q_{34}}, \quad P_{3,26} = \frac{1}{q_{12} q_{34}},$$

$$P_{4,4} = -\frac{q_{13} q_{24}}{q_{12} q_{34}}, \quad P_{4,7} = \frac{1}{q_{12} q_{34}}, \quad P_{5,4} = -\frac{q_{13} q_{24}}{q_{12} q_{34}}, \quad P_{5,19} = \frac{1}{q_{12} q_{34}},$$

$$P_{6,4} = -\frac{q_{13} q_{24}}{q_{12} q_{34}}, \quad P_{6,20} = \frac{1}{q_{12} q_{34}}, \quad P_{7,4} = -\frac{q_{13} q_{24}}{q_{12} q_{34}}, \quad P_{7,8} = \frac{1}{q_{12} q_{34}},$$

$$P_{8,2} = \frac{q_{13}}{2 q_{12} q_{34}}, \quad P_{8,4} = \frac{q_{13}}{2 q_{12} q_{34}} + \frac{q_{13} q_{24} q_{13}}{q_{12} q_{34}^2}, \quad P_{8,6} = \frac{q_{13}}{2 q_{12} q_{34}}, \quad P_{8,7} = -\frac{q_{23}}{q_{12} q_{34}},$$

$$P_{8,17} = -\frac{q_{14}}{q_{12} q_{34}}, \quad P_{8,32} = -\frac{1}{2 q_{12} q_{34}}, \quad P_{8,35} = -\frac{1}{2 q_{12} q_{34}}, \quad P_{8,40} = \frac{1}{2 q_{12} q_{34}}.$$
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\[
\begin{align*}
P_{22,3} &= \frac{q_{14}}{2q_{12}q_{34}}, & P_{22,4} &= \frac{q_{14}}{2q_{12}q_{34}} + \frac{q_{34}q_{24}q_{14}}{q_{2}q_{3}q_{4}}, & P_{22,5} &= \frac{q_{14}}{2q_{12}q_{34}}, & P_{22,18} &= -\frac{q_{13}}{2q_{12}q_{34}},

P_{22,19} &= -\frac{q_{14}}{q_{2}q_{12}q_{34}}, & P_{22,31} &= -\frac{1}{2q_{12}q_{34}}, & P_{22,37} &= \frac{1}{2q_{12}q_{34}}, & P_{22,42} &= -\frac{1}{2q_{12}q_{34}},

P_{23,2} &= \frac{q_{24}}{2q_{12}q_{34}}, & P_{23,4} &= \frac{q_{24}}{2q_{12}q_{34}} + \frac{q_{34}q_{24}q_{24}}{q_{2}q_{3}q_{4}}, & P_{23,6} &= \frac{q_{24}}{2q_{12}q_{34}}, & P_{23,8} &= -\frac{q_{14}}{q_{2}q_{12}q_{34}},

P_{23,18} &= -\frac{q_{23}}{q_{12}q_{34}}, & P_{23,34} &= -\frac{1}{2q_{12}q_{34}}, & P_{23,38} &= \frac{1}{2q_{12}q_{34}}, & P_{23,43} &= -\frac{1}{2q_{12}q_{34}},

P_{24,4} &= \frac{q_{13}q_{23}}{q_{12}q_{34}}, & P_{24,17} &= \frac{1}{q_{12}q_{34}},

P_{25,4} &= \frac{q_{13}q_{24}}{q_{12}q_{34}}, & P_{25,25} &= -\frac{1}{q_{12}q_{34}},

P_{26,4} &= \frac{q_{14}q_{23}}{q_{12}q_{34}}, & P_{26,26} &= -\frac{1}{q_{12}q_{34}},

P_{27,4} &= \frac{q_{14}q_{24}}{q_{12}q_{34}}, & P_{27,18} &= 1.

P_{28,2} &= \frac{q_{23}}{2q_{12}q_{34}}, & P_{28,4} &= \frac{q_{23}q_{24}q_{13}}{q_{2}q_{3}q_{4}}, & P_{28,6} &= \frac{q_{23}q_{13}}{2q_{12}q_{34}}, & P_{28,7} &= -\frac{q_{13}q_{23}}{q_{2}q_{12}q_{34}}.

P_{28,17} &= \frac{q_{13}q_{14}}{q_{12}q_{34}}, & P_{28,27} &= -\frac{1}{q_{12}q_{34}}, & P_{28,32} &= -\frac{q_{13}}{2q_{12}q_{34}}, & P_{28,35} &= -\frac{q_{13}}{2q_{12}q_{34}}.

P_{28,40} &= \frac{q_{13}}{2q_{12}q_{34}},

P_{29,3} &= \frac{q_{13}q_{23}}{2q_{12}q_{34}}, & P_{29,4} &= \frac{q_{23}q_{24}q_{13}}{q_{2}q_{3}q_{4}}, & P_{29,5} &= \frac{q_{13}q_{23}}{2q_{12}q_{34}}, & P_{29,9} &= \frac{1}{q_{34}}.

P_{29,17} &= \frac{q_{13}q_{24}}{q_{12}q_{34}}, & P_{29,19} &= -\frac{q_{13}q_{23}}{q_{12}q_{34}}, & P_{29,21} &= -\frac{q_{23}}{q_{12}q_{34}}, & P_{29,33} &= \frac{q_{13}}{2q_{12}q_{34}}.

P_{29,36} &= -\frac{q_{13}}{2q_{12}q_{34}}, & P_{29,41} &= \frac{q_{13}}{2q_{12}q_{34}}.

P_{30,2} &= \frac{q_{13}q_{23}}{2q_{12}q_{34}}, & P_{30,4} &= \frac{q_{13}q_{14}q_{23}}{q_{2}q_{12}q_{34}}, & P_{30,6} &= \frac{q_{13}q_{23}}{2q_{12}q_{34}}, & P_{30,13} &= \frac{1}{q_{34}}.

P_{30,17} &= \frac{q_{13}q_{24}}{q_{12}q_{34}}, & P_{30,20} &= \frac{q_{13}q_{23}}{q_{12}q_{34}}, & P_{30,23} &= -\frac{q_{13}}{q_{12}q_{34}}, & P_{30,32} &= \frac{q_{23}}{2q_{12}q_{34}}.

P_{30,35} &= -\frac{q_{23}}{2q_{12}q_{34}}, & P_{30,40} &= \frac{q_{23}}{2q_{12}q_{34}}.

P_{31,3} &= \frac{q_{23}q_{24}}{2q_{12}q_{34}}, & P_{31,4} &= \frac{q_{23}q_{24}q_{13}}{q_{2}q_{3}q_{4}}, & P_{31,5} &= \frac{q_{23}q_{24}q_{23}}{2q_{12}q_{34}}, & P_{31,8} &= -\frac{q_{13}q_{23}}{q_{2}q_{12}q_{34}}.

P_{31,17} &= \frac{q_{23}q_{24}}{q_{12}q_{34}}, & P_{31,28} &= -\frac{1}{q_{12}q_{34}}, & P_{31,33} &= -\frac{q_{23}}{2q_{12}q_{34}}, & P_{31,36} &= -\frac{q_{23}}{2q_{12}q_{34}}.

P_{31,41} &= \frac{q_{23}}{2q_{12}q_{34}}.

P_{32,3} &= \frac{q_{13}q_{14}}{2q_{12}q_{34}}, & P_{32,4} &= \frac{q_{14}q_{24}q_{13}}{q_{2}q_{3}q_{4}}, & P_{32,10} &= \frac{1}{q_{12}}, & P_{32,21} &= -\frac{q_{14}}{q_{12}q_{34}}, & P_{32,25} &= \frac{q_{13}q_{14}}{2q_{12}q_{34}}, & P_{32,33} &= \frac{q_{13}}{2q_{12}q_{34}}.

P_{32,37} &= \frac{q_{13}}{2q_{12}q_{34}}, & P_{32,42} &= -\frac{q_{13}}{2q_{12}q_{34}}.

P_{33,3} &= \frac{q_{13}q_{24}}{q_{12}q_{34}}, & P_{33,4} &= \frac{q_{13}q_{24}}{q_{12}q_{34}} + \frac{q_{13}q_{24}}{q_{12}q_{34}}, & P_{33,5} &= \frac{q_{13}q_{24}}{q_{12}q_{34}} + 1, & P_{33,19} &= -\frac{q_{13}q_{24}}{q_{12}q_{34}}.

P_{33,21} &= -\frac{q_{34}}{q_{12}q_{34}}, & P_{33,24} &= \frac{q_{13}}{q_{12}q_{34}}, & P_{33,25} &= \frac{q_{13}q_{24}}{q_{12}q_{34}}.

P_{34,1} &= \frac{1}{2} & P_{34,4} &= \frac{q_{13}q_{14}q_{23}q_{24}}{q_{2}q_{3}q_{4}}, & P_{34,5} &= \frac{1}{2}, & P_{34,6} &= \frac{1}{2}, & P_{34,20} &= -\frac{q_{13}q_{24}}{q_{2}q_{12}q_{34}}.

P_{34,25} &= \frac{q_{14}q_{23}}{q_{12}q_{34}}, & P_{34,32} &= \frac{q_{24}}{2q_{12}q_{34}}, & P_{34,34} &= -\frac{q_{13}}{2q_{12}q_{34}}, & P_{34,36} &= \frac{q_{4}}{2q_{12}q_{34}}.

P_{34,37} &= -\frac{q_{23}}{2q_{12}q_{34}}, & P_{34,39} &= -\frac{1}{2q_{34}}, & P_{34,40} &= \frac{q_{24}}{2q_{12}q_{34}}, & P_{34,43} &= -\frac{q_{13}}{2q_{12}q_{34}}.
\end{align*}
\]
\begin{align}
P_{35,3} &= \frac{q_{23}q_{24}}{2q_{12}q_{34}}, \quad P_{35,4} = \frac{q_{13}q_{23}q_{24}^2}{2q_{12}q_{34}}, \quad P_{35,5} = \frac{q_{23}q_{24}}{2q_{12}q_{34}}, \quad P_{35,8} = -\frac{q_{13}q_{24}}{q_{12}q_{34}}, \\
P_{35,16} &= \frac{1}{q_{12}}, \quad P_{35,24} = \frac{q_{23}}{q_{12}q_{34}}, \quad P_{35,25} = \frac{q_{23}q_{24}}{q_{12}q_{34}}, \quad P_{35,33} = -\frac{q_{24}}{2q_{12}q_{34}}, \\
P_{35,36} &= \frac{q_{24}}{2q_{12}q_{34}}, \quad P_{35,41} = \frac{q_{24}}{2q_{12}q_{34}}, \\
P_{36,2} &= \frac{q_{13}q_{14}}{2q_{12}q_{34}}, \quad P_{36,4} = \frac{q_{13}q_{23}q_{24}}{q_{12}q_{34}}, \quad P_{36,6} = \frac{q_{13}q_{14}}{2q_{12}q_{34}}, \quad P_{36,7} = -\frac{q_{14}q_{23}}{q_{12}q_{34}}, \\
P_{36,11} &= \frac{1}{q_{12}}, \quad P_{36,22} = -\frac{q_{13}}{q_{12}q_{34}}, \quad P_{36,26} = \frac{q_{13}q_{14}}{q_{12}q_{34}}, \quad P_{36,32} = -\frac{q_{14}}{2q_{12}q_{34}}, \\
P_{36,35} &= \frac{q_{14}}{2q_{12}q_{34}}, \quad P_{36,40} = \frac{q_{14}}{2q_{12}q_{34}}, \\
P_{37,1} &= \frac{1}{2}, \quad P_{37,4} = \frac{q_{13}q_{14}q_{23}q_{24}}{q_{12}q_{34}q_{12}q_{34}}, \quad P_{37,5} = \frac{1}{2}, \quad P_{37,6} = \frac{1}{2}, \quad P_{37,19} = -\frac{q_{14}q_{23}}{q_{12}q_{34}}, \\
P_{37,26} &= \frac{q_{13}q_{24}}{q_{12}q_{34}}, \quad P_{37,31} = \frac{q_{23}}{2q_{12}q_{34}}, \quad P_{37,33} = \frac{q_{14}}{2q_{12}q_{34}}, \quad P_{37,35} = \frac{q_{24}}{2q_{12}q_{34}}, \\
P_{37,38} &= -\frac{q_{13}}{2q_{12}q_{34}}, \quad P_{37,39} = \frac{1}{2q_{12}q_{34}}, \quad P_{37,41} = \frac{q_{14}}{2q_{12}q_{34}}, \quad P_{37,42} = -\frac{q_{23}}{2q_{12}q_{34}}, \\
P_{38,2} &= \frac{q_{14}q_{23}}{q_{12}q_{34}}, \quad P_{38,4} = \frac{q_{14}q_{24}q_{23}}{q_{12}q_{34}}, \quad P_{38,6} = \frac{q_{14}q_{23}}{q_{12}q_{34}}, \quad P_{38,7} = -\frac{q_{14}q_{23}}{q_{12}q_{34}}, \\
P_{38,22} &= \frac{q_{23}}{q_{12}q_{34}}, \quad P_{38,23} = \frac{q_{14}}{q_{12}q_{34}}, \quad P_{38,26} = \frac{q_{14}q_{23}}{q_{12}q_{34}}, \\
P_{39,2} &= \frac{q_{23}q_{24}}{2q_{12}q_{34}}, \quad P_{39,4} = \frac{q_{14}q_{24}q_{23}}{q_{12}q_{34}}, \quad P_{39,6} = \frac{q_{23}q_{24}}{2q_{12}q_{34}}, \quad P_{39,8} = -\frac{q_{14}q_{23}}{q_{12}q_{34}}, \\
P_{39,14} &= \frac{1}{q_{12}}, \quad P_{39,23} = -\frac{q_{24}}{q_{12}q_{34}}, \quad P_{39,26} = \frac{q_{23}q_{24}}{q_{12}q_{34}}, \quad P_{39,34} = \frac{q_{23}}{2q_{12}q_{34}}. \\
P_{39,38} &= -\frac{q_{23}}{2q_{12}q_{34}}, \quad P_{39,43} = -\frac{q_{23}}{2q_{12}q_{34}}, \\
P_{40,3} &= \frac{q_{14}}{2q_{12}q_{34}}, \quad P_{40,4} = \frac{q_{14}}{2q_{12}q_{34}}, \quad P_{40,5} = \frac{q_{14}}{2q_{12}q_{34}}, \quad P_{40,7} = -\frac{q_{14}q_{24}}{q_{12}q_{34}}, \\
P_{40,18} &= -\frac{q_{13}q_{14}}{q_{12}q_{34}}, \quad P_{40,29} = -\frac{1}{q_{12}q_{34}}, \quad P_{40,31} = \frac{q_{14}}{2q_{12}q_{34}}, \quad P_{40,37} = -\frac{q_{14}}{2q_{12}q_{34}}, \\
P_{40,42} &= -\frac{q_{14}}{2q_{12}q_{34}}, \\
P_{41,3} &= \frac{q_{14}q_{24}}{2q_{12}q_{34}}, \quad P_{41,4} = \frac{q_{13}q_{14}q_{23}q_{24}}{q_{12}q_{34}}, \quad P_{41,5} = \frac{q_{14}q_{24}}{2q_{12}q_{34}}, \quad P_{41,15} = \frac{1}{q_{34}}, \\
P_{41,16} &= -\frac{q_{13}q_{24}}{q_{12}q_{34}}, \quad P_{41,19} = \frac{q_{14}q_{24}}{q_{12}q_{34}}, \quad P_{41,24} = \frac{q_{14}}{q_{12}q_{34}}, \quad P_{41,31} = -\frac{q_{24}}{2q_{12}q_{34}}, \\
P_{41,37} &= \frac{q_{24}}{2q_{12}q_{34}}, \quad P_{41,42} = -\frac{q_{24}}{2q_{12}q_{34}}, \\
P_{42,2} &= \frac{q_{14}q_{24}}{2q_{12}q_{34}}, \quad P_{42,4} = \frac{q_{23}q_{24}q_{23}q_{24}}{q_{12}q_{34}}, \quad P_{42,6} = \frac{q_{14}q_{24}}{2q_{12}q_{34}}, \quad P_{42,12} = \frac{1}{q_{34}}, \\
P_{42,18} &= -\frac{q_{14}q_{23}}{q_{12}q_{34}}, \quad P_{42,20} = \frac{q_{14}q_{24}}{q_{12}q_{34}}, \quad P_{42,22} = -\frac{q_{24}}{q_{12}q_{34}}, \quad P_{42,34} = -\frac{q_{14}}{2q_{12}q_{34}}, \\
P_{42,38} &= \frac{q_{14}}{2q_{12}q_{34}}, \quad P_{42,43} = -\frac{q_{14}}{2q_{12}q_{34}}, \\
P_{43,2} &= \frac{q_{24}}{2q_{12}q_{34}}, \quad P_{43,4} = \frac{q_{24}}{2q_{12}q_{34}}, \quad P_{43,6} = \frac{q_{24}}{2q_{12}q_{34}}, \quad P_{43,8} = -\frac{q_{14}q_{24}}{q_{12}q_{34}}, \\
P_{43,18} &= -\frac{q_{23}q_{24}}{q_{12}q_{34}}, \quad P_{43,30} = -\frac{1}{q_{12}q_{34}}, \quad P_{43,38} = \frac{q_{24}}{2q_{12}q_{34}}, \quad P_{43,41} = -\frac{q_{24}}{2q_{12}q_{34}},
\end{align}

where \( q_{ij} := q_i \cdot q_j \).
Appendix D

Phase-Space Integration

In the derivation of the Mandelstam representation, phase-space integrals with two propagators appear. We consider here the case of the simplest scalar integral:

\[
\int d\Omega'' \frac{1}{a_1-t' a_2-t''},
\]

where \(a_{1,2}\) are either pion masses in the case of box topologies or integration variables of dispersion integrals in the case of box topologies with discontinuities in the sub-processes.

Let us introduce some explicit kinematics:

\[
\begin{align*}
    s &= (q_1 + q_2)^2 = (p_1 + p_2)^2 = (q_3 - q_4)^2, \\
    t' &= (q_1 - p_1)^2 = (q_2 - p_2)^2, \\
    u' &= (q_1 - p_2)^2 = (q_2 - p_1)^2, \\
    t'' &= (q_3 + p_1)^2 = (q_4 - p_2)^2, \\
    u'' &= (q_3 + p_2)^2 = (q_4 - p_1)^2,
\end{align*}
\]

where the primed variables belong to the sub-process on the left-hand and the double-primed variables to the sub-process on the right-hand side of the cut.

The relation of the vectors and angles in the \(s\)-channel centre-of-mass frame is displayed in figure D.1. The angles are related by

\[
\cos \theta'_s = \sin \theta_s \sin \theta''_s \cos \phi''_s + \cos \theta_s \cos \theta''_s, \tag{D.3}
\]

or equivalently

\[
z'_s = \sqrt{1-z^2_s} \sqrt{1-z'^2_s} \cos \phi''_s + z_s z''_s, \tag{D.4}
\]
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where \( z_s := \cos \theta_s, \ z_s^\prime := \cos \theta_s^\prime, \ z_s^\prime\prime := \cos \theta_s^\prime\prime. \)

The three-vectors in the \( s \)-channel centre-of-mass frame are given by

\[
\begin{align*}
\bar{q}_1 &= \frac{\lambda_{12}^{1/2}(s)}{2\sqrt{s}} (\sin \theta_s, 0, \cos \theta_s), \\
\bar{p}_1 &= \sqrt{\frac{s}{4}} - M^2 (\sin \theta_s^\prime \cos \phi_s^\prime, \sin \theta_s^\prime \sin \phi_s^\prime, \cos \theta_s^\prime), \\
-\bar{q}_3 &= \frac{\lambda_{34}^{1/2}(s)}{2\sqrt{s}} (0, 0, 1),
\end{align*}
\]

where \( \lambda_{ik}(s) := \lambda(s, q_i^2, q_k^2) \) and \( \lambda(a, b, c) = a^2 + b^2 + c^2 - 2(ab + bc + ca). \)

The angles are connected to the different Mandelstam variables by

\[
\begin{align*}
\theta_s &= \Sigma - s, \\
\Delta_{12} &= \frac{\Delta_{12}}{2s} + \frac{\lambda_{12}^{1/2}(s)\lambda_{34}^{1/2}(s)}{2s} z_s, \\
u &= \frac{\Sigma - s}{2} + \frac{\Delta_{12}}{2s} - \frac{\lambda_{12}^{1/2}(s)\lambda_{34}^{1/2}(s)}{2s} z_s, \\
t &= \frac{-\Sigma_{12} - s}{2} - \frac{1}{2} \sigma_\pi(s) \lambda_{12}^{1/2}(s) z_s^\prime, \\
u' &= \frac{\Sigma_{12} - s}{2} - \frac{1}{2} \sigma_\pi(s) \lambda_{12}^{1/2}(s) z_s^\prime, \\
t' &= \frac{\Sigma_{12} - s}{2} + \frac{1}{2} \sigma_\pi(s) \lambda_{12}^{1/2}(s) z_s^\prime, \\
u'' &= \frac{\Sigma_{12} - s}{2} - \frac{1}{2} \sigma_\pi(s) \lambda_{34}^{1/2}(s) z_s^\prime\prime.
\end{align*}
\]

where \( \Delta_{ik} := q_i^2 - q_k^2, \Sigma = \sum_i q_i^2 \) and \( \Sigma_{12} := 2M^2 + q_1^2 + q_2^2. \)

We express now our integral in terms of the angles:

\[
\begin{align*}
\int d\Omega_k' \frac{1}{a_1 - t' a_2 - t''} &= \frac{4}{\lambda_{12}^{1/2}(s)\lambda_{34}^{1/2}(s)\sigma_\pi^2(s)} \int d\Omega_k' \frac{1}{a_1 - z_s^\prime a_2 - z_s^\prime\prime} \\
&=: \frac{1}{\lambda_{12}^{1/2}(s)\lambda_{34}^{1/2}(s)\sigma_\pi^2(s)} I_{\alpha_1, \alpha_2}(s, t), \quad (D.7)
\end{align*}
\]

where

\[
\alpha_1 := \frac{2a_1 - \Sigma_{12} + s}{\sigma_\pi(s)\lambda_{12}^{1/2}(s)}, \quad \alpha_2 := \frac{2a_2 - \Sigma_{34} + s}{\sigma_\pi(s)\lambda_{34}^{1/2}(s)} \quad (D.8)
\]

Further integrals are

\[
\begin{align*}
\int d\Omega_k' \frac{1}{a_1 - t' a_2 - u''} &= -\frac{4}{\lambda_{12}^{1/2}(s)\lambda_{34}^{1/2}(s)\sigma_\pi^2(s)} I_{-\alpha_1, -\alpha_2}(s, t), \\
\int d\Omega_k' \frac{1}{a_1 - u' a_2 - u''} &= -\frac{4}{\lambda_{12}^{1/2}(s)\lambda_{34}^{1/2}(s)\sigma_\pi^2(s)} I_{-\alpha_1, \alpha_2}(s, t), \\
\int d\Omega_k' \frac{1}{a_1 - u' a_2 - u''} &= \frac{4}{\lambda_{12}^{1/2}(s)\lambda_{34}^{1/2}(s)\sigma_\pi^2(s)} I_{-\alpha_1, -\alpha_2}(s, t). \quad (D.9)
\end{align*}
\]
The integral $I_{\alpha_1,\alpha_2}$ can be computed with the help of a Feynman parametrisation [54]:

$$
I_{\alpha_1,\alpha_2}(s,t) = \int d\Omega_s^\nu \frac{1}{\alpha_1-z_1^s} \frac{1}{\alpha_2-z_2^s} = \int d\Omega_s^\nu \int_0^1 dx (x(\alpha_1 - z_1^s) + (1-x)(\alpha_2 - z_2^s))^{-2} = \int d\Omega_s^\nu \int_0^1 dx (x(\alpha_1 + (1-x)\alpha_2 - (xz_1^s + (1-x)z_2^s))^{-2} = \int_0^1 dx \int d\Omega_s^\nu (x\alpha_1 + (1-x)\alpha_2 - (x \frac{q_1}{|q_1|} - (1-x) \frac{q_1}{|q_1|} \cdot \frac{p_1}{|p_1|})^{-2} = 4\pi \int_0^1 dx \left((x\alpha_1 + (1-x)\alpha_2)^2 - \sqrt{x \frac{q_1}{|q_1|} - (1-x) \frac{q_1}{|q_1|}} \right)^{-1} = 4\pi \int_0^1 dx \left((x\alpha_1 + (1-x)\alpha_2)^2 - (x^2 + (1-x)^2 + 2x(1-x)z_s) \right)^{-1} = 4\pi \int_0^1 dx \left((x\alpha_1 + (1-x)\alpha_2)^2 - (1 - 2x(1-x)(1-z_s)) \right)^{-1}. 
$$

(D.10)

A dispersive representation of this integral can be found directly by considering its singularity structure:

The denominator of the integrand has two zeros:

$$
x_{1,2}(z_s) = \pm \sqrt{\alpha_1^2 - 2\alpha_1\alpha_2 z_s + \alpha_2^2 + z_s^2} - \frac{1}{1 - \alpha_1\alpha_2 + \alpha_2^2}.
$$

(D.11)

A singularity of the integral can occur if the singularities of the integrand hit an end-point of the integration contour or if they pinch the integration contour. An end-point singularity happens only for $|z_s| \to \infty$. A pinch-singularity can be present if $x_1 = x_2$, i.e. at $z_s = z_s^\pm$, with

$$
z_s^\pm = \alpha_1\alpha_2 \pm \sqrt{(\alpha_1^2 - 1)(\alpha_2^2 - 1)}.
$$

(D.12)

There, $x_{1,2}$ take the value

$$
x^\pm := x_{1,2}(z_s^\pm) = \frac{1}{1 \pm \sqrt{\frac{\alpha_2 - 1}{\alpha_1 - 1}}}. 
$$

(D.13)

Obviously, the integration contour will be pinched only at $x^+$. For $z_s^+ < z_s < \infty$, the singularities of the integrand $x_{1,2}$ move from $x^+$ to 0 or 1 respectively. If we give $z_s$ a small imaginary part, they lie slightly beside the integration contour. Therefore, the integral has a branch cut for $z_s^+ < z_s < \infty$. The discontinuity along the branch cut is given by closed integration circles around $x_{1,2}$:

$$
I(z_s + ie) - I(z_s - ie) = 4\pi \cdot 2\pi i \left(\text{Res} \left(\frac{1}{D^s}, x_1\right) - \text{Res} \left(\frac{1}{D^s}, x_2\right)\right),
$$

(D.14)

where $D = (x\alpha_1 + (1-x)\alpha_2)^2 - (1 + 2x(1-x)(z_s - 1))$, hence

$$
I(z_s + ie) - I(z_s - ie) = 4\pi \frac{2\pi i}{\sqrt{\alpha_1^2 - 2\alpha_1\alpha_2 z_s + \alpha_2^2 + z_s^2 - 1}} = 4\pi \frac{2\pi i}{\sqrt{(z_s - z_s^+)(z_s - z_s^-)}}. 
$$

(D.15)
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We can therefore write a dispersion relation:

\[ I_{\alpha_1,\alpha_2}(z_s) = 4\pi \int_{z_s^+}^{\infty} \frac{dz}{(z - z_s)\sqrt{(z - z_s^+)(z - z_s^-)}}. \]  

(D.16)

After expressing the angles in terms of the Mandelstam variables

\[ z_s = \frac{2s}{\lambda_{12}^{1/2}(s)\lambda_{34}^{1/2}(s)} \left( t - \frac{\Sigma - s}{2} + \frac{\Delta_{12}\Delta_{34}}{2s} \right), \]

\[ z = \frac{2s}{\lambda_{12}^{1/2}(s)\lambda_{34}^{1/2}(s)} \left( \tilde{t} - \frac{\Sigma - s}{2} + \frac{\Delta_{12}\Delta_{34}}{2s} \right), \]

\[ z_s^\pm = \frac{2s}{\lambda_{12}^{1/2}(s)\lambda_{34}^{1/2}(s)} \left( t^\pm - \frac{\Sigma - s}{2} + \frac{\Delta_{12}\Delta_{34}}{2s} \right), \]  

(D.17)

we find

\[ I_{\alpha_1,\alpha_2}(s,t) = 2\pi \frac{\lambda_{12}^{1/2}(s)\lambda_{34}^{1/2}(s)}{s} \int_{t^+}^{\infty} d\tilde{t} \frac{1}{(\tilde{t} - t)\sqrt{(\tilde{t} - t^+)(\tilde{t} - t^-)}}. \]  

(D.18)

where the dependence on \( \alpha_{1,2} \) is through \( t^\pm \) (or \( z_s^\pm \)).

Let us study the other similar integrals (note that \( \alpha_i > 1 \) for small \( q_i^2 \)):

\[ I_{-\alpha_1,-\alpha_2}(s,t) = \int d\Omega_s \frac{1}{\alpha_1 + z_s' \alpha_2 + z_s''} \]

\[ = \int d\Omega_s \int_0^1 dx \left( x\alpha_1 + (1 - x)\alpha_2 + \left( x z_s' + (1 - x) z_s'' \right) \right)^{-2} \]

\[ = \int_0^1 dx \int d\Omega_s \left( x\alpha_1 + (1 - x)\alpha_2 + \left( x \frac{\tilde{q}_1}{|\tilde{q}_1|} - (1 - x) \frac{\tilde{q}_3}{|\tilde{q}_3|} \right) \cdot \frac{\tilde{p}_1}{|\tilde{p}_1|} \right)^{-2} \]

\[ = 4\pi \int_0^1 dx \left( x\alpha_1 + (1 - x)\alpha_2 \right)^2 - \left| x \frac{\tilde{q}_1}{|\tilde{q}_1|} - (1 - x) \frac{\tilde{q}_3}{|\tilde{q}_3|} \right|^2 \]

\[ = 4\pi \int_0^1 dx \left( x\alpha_1 + (1 - x)\alpha_2 \right)^2 - (1 - 2x(1 - x)(1 - z_s)) \]

\[ = I_{\alpha_1,\alpha_2}(s,t). \]  

(D.19)
\[ I_{-\alpha_1, \alpha_2}(s, t) = -\int d\Omega_s' \frac{1}{\alpha_1 + z_s' \alpha_2 + z_s''} \]

\[ = -\int d\Omega_s' \int_0^1 dx (x\alpha_1 + (1 - x)\alpha_2 + (xz_s' - (1 - x)z_s''))^{-2} \]

\[ = -\int_0^1 dx \int d\Omega_s'' \left( x\alpha_1 + (1 - x)\alpha_2 + \left( x\frac{\bar{q}_1}{|\bar{q}_1|} + (1 - x)\frac{\bar{q}_3}{|\bar{q}_3|} \right) \cdot \frac{\bar{p}_1}{|\bar{p}_1|} \right)^{-2} \]

\[ = -4\pi \int_0^1 dx \left( (x\alpha_1 + (1 - x)\alpha_2)^2 - \left| x\frac{\bar{q}_1}{|\bar{q}_1|} + (1 - x)\frac{\bar{q}_3}{|\bar{q}_3|} \right|^2 \right)^{-1} \]

\[ = -4\pi \int_0^1 dx \left( (x\alpha_1 + (1 - x)\alpha_2)^2 - (x^2 + (1 - x)^2 - 2x(1 - x)z_s) \right)^{-1} \]

\[ = -4\pi \int_0^1 dx \left( (x\alpha_1 + (1 - x)\alpha_2)^2 - (1 - 2x(1 - x)(1 + z_s)) \right)^{-1} \]

\[ = -I_{\alpha_1, \alpha_2}(-z_s) \]

\[ = -4\pi \int_{z_s'} d\bar{z} \frac{1}{(z + z_s)\sqrt{(z - z_s')(z - z_s')}} \]

Using the alternative relations

\[ z_s = -\frac{2s}{\lambda^{1/2}_{12}(s)\lambda^{1/2}_{34}(s)} \left( u - \frac{\Sigma - s}{2} - \frac{\Delta_{12}\Delta_{34}}{2s} \right), \]

\[ z = \frac{2s}{\lambda^{1/2}_{12}(s)\lambda^{1/2}_{34}(s)} \left( \bar{u} - \frac{\Sigma - s}{2} - \frac{\Delta_{12}\Delta_{34}}{2s} \right), \]

\[ z_s' = \frac{2s}{\lambda^{1/2}_{12}(s)\lambda^{1/2}_{34}(s)} \left( u' - \frac{\Sigma - s}{2} - \frac{\Delta_{12}\Delta_{34}}{2s} \right), \]

we obtain

\[ -I_{-\alpha_1, \alpha_2}(s, t) = 2\pi \frac{\lambda^{1/2}_{12}(s)\lambda^{1/2}_{34}(s)}{s} \int_{u'^+}^\infty d\bar{u} \frac{1}{(\bar{u} - u)\sqrt{(\bar{u} - u^+)(\bar{u} - u^+)}}. \]  

Finally, the last integral is

\[ I_{\alpha_1, \alpha_2}(s, t) = -\int d\Omega_s' \frac{1}{\alpha_1 - z_s' \alpha_2 + z_s''} \]

\[ = -\int d\Omega_s' \int_0^1 dx (x\alpha_1 + (1 - x)\alpha_2 - (xz_s' - (1 - x)z_s''))^{-2} \]

\[ = -\int_0^1 dx \int d\Omega_s'' \left( x\alpha_1 + (1 - x)\alpha_2 - \left( x\frac{\bar{q}_1}{|\bar{q}_1|} + (1 - x)\frac{\bar{q}_3}{|\bar{q}_3|} \right) \cdot \frac{\bar{p}_1}{|\bar{p}_1|} \right)^{-2} \]

\[ = -4\pi \int_0^1 dx \left( (x\alpha_1 + (1 - x)\alpha_2)^2 - \left| x\frac{\bar{q}_1}{|\bar{q}_1|} + (1 - x)\frac{\bar{q}_3}{|\bar{q}_3|} \right|^2 \right)^{-1} \]

\[ = I_{-\alpha_1, \alpha_2}(s, t). \]
In summary, we have transformed the phase-space integrals into dispersive integrals:

\[
\int d\Omega'' \frac{1}{a_1 - t'} \frac{1}{a_2 - t''} = \int d\Omega'' \frac{1}{a_1 - u'} \frac{1}{a_2 - u''} \\
= \frac{8\pi}{s\sigma^2_\pi(s)} \int_{t^+}^{\infty} dt \frac{1}{(t-t)\sqrt{(t-t^+)(t-t^-)}},
\]

\[
\int d\Omega'' \frac{1}{a_1 - t'} a_2 - t'' = \int d\Omega'' \frac{1}{a_1 - u'} a_2 - u'' \\
= \frac{8\pi}{s\sigma^2_\pi(s)} \int_{u^+}^{\infty} du \frac{1}{(u-u)\sqrt{(u-u^+)(u-u^-)}}. 
\]

(D.24)
Appendix E

Dispersive Representation of Loop Functions

E.1 Scalar Two-Point Function

The scalar two-point function [55] is defined by

\[ B_0(p^2, m_1^2, m_2^2) = \frac{1}{i} \int \frac{d^4q}{(2\pi)^4} \frac{1}{|q|^2 - m_1^2} \frac{1}{[(q + p)^2 - m_2^2]} \].  

(E.1)

We define \( s := p^2 \). The two-point function has a normal threshold at \( s = (m_1 + m_2)^2 \). According to Cutkosky’s rule [52], the discontinuity is given by:

\[ B_0(s + i\epsilon) - B_0(s - i\epsilon) = \frac{1}{i} \int \frac{d^4q}{(2\pi)^4} \left(-2\pi i\delta(q^2 - m_1^2)\theta(-q^0)\right) \left(-2\pi i\delta((q + p)^2 - m_2^2)\theta(q^0 + p^0)\right) \]

\[ = \frac{i}{8\pi^2} \int \frac{d^4q}{|q|^2} \delta((q + p)^2 - m_2^2)\theta(q^0 + p^0) \]

\[ = \frac{i}{8\pi} \int \frac{d^3q}{\sqrt{m_1^2 + q^2}} \delta \left(m_1^2 + s - m_2^2 - 2\sqrt{m_1^2 + q^2}\sqrt{s} \right) \theta \left(\sqrt{s} - \sqrt{m_1^2 + q^2} \right) \]

\[ = \frac{i}{16\pi^2} \int \frac{d^3q}{|q|\sqrt{s}} \delta \left(|q| - \frac{\lambda^{1/2}(s, m_1^2, m_2^2)}{2\sqrt{s}} \right) \theta \left(\sqrt{s} - \sqrt{m_1^2 + q^2} \right) \]

\[ = \frac{i}{8\pi} \frac{\lambda^{1/2}(s, m_1^2, m_2^2)}{s} =: 2i\Delta_s B_0(s). \]

(E.2)

\( B_0 \) is divergent and satisfies a once-subtracted dispersion relation:

\[ B_0(s) - B_0(0) = \frac{s}{\pi} \int_{(m_1 + m_2)^2}^{\infty} \frac{ds'}{(s' - s - i\epsilon)s'} \Delta_s B_0(s'). \]

(E.3)
E.2 Scalar Three-Point Function

Consider the scalar three-point function [55], defined by

$$C_0(p_1^2, p_2^2, p_3^2, m_1^2, m_2^2, m_3^2) = \frac{1}{i} \int \frac{d^4 q}{(2\pi)^4} \frac{1}{[q^2 - m_1^2][(q + p_1)^2 - m_2^2][(q + p_1 + p_2)^2 - m_3^2]}.$$  \hspace{1cm} (E.4)

We define $s := (p_1 + p_2)^2 = p_3^2$. The scalar three-point function has a normal threshold at $s = (m_1 + m_3)^2$. The discontinuity along the corresponding branch cut can be found with Cutkosky’s rules [52]:

$$C_0(s + i\epsilon) - C_0(s - i\epsilon) = \frac{1}{i} \int \frac{d^4 q}{(2\pi)^4} \frac{1}{(q + p_1)^2 - m_2^2} \cdot \left( -2\pi i \delta(q^2 - m_1^2)\theta(-q^0) \right) \left( -2\pi i \delta((q - p_3)^2 - m_3^2)\theta(q^0 - p_3^0) \right)
= \frac{i}{8\pi^2} \int \frac{d^3 q}{|q^0|} \frac{1}{(q + p_1)^2 - m_2^2} \delta((q - p_3)^2 - m_3^2)\theta(q^0 - p_3^0)
= \frac{i}{8\pi^2} \int \frac{d^3 q}{\sqrt{m_1^2 + q^2}} \frac{1}{(q + p_1)^2 - m_2^2} \cdot \delta \left( m_1^2 + s - m_3^2 - 2\sqrt{m_1^2 + q^2}\sqrt{s} \right) \theta \left( \sqrt{s} - \sqrt{m_1^2 + q^2} \right)
= \frac{i}{16\pi^2} \int \frac{d^3 q}{|q|\sqrt{s} (q + p_1)^2 - m_2^2} \delta \left( |q| - \frac{\lambda^{1/2}(s, m_1^2, m_3^2)}{2\sqrt{s}} \right) \theta \left( \sqrt{s} - \sqrt{m_1^2 + q^2} \right)
= \frac{i}{32\pi^2} \frac{\lambda^{1/2}(s, m_1^2, m_3^2)}{s} \int d\Omega' \frac{1}{(q + p_1)^2 - m_2^2}
= :2i\Delta_s C_0(s).$$  \hspace{1cm} (E.5)
We perform the phase space integral:

\[
\Delta_s C_0(s) = \frac{1}{64\pi^2} \frac{\tilde{\lambda}_{13}^{1/2}(s)}{s} \int d\Omega_s' \left( m_1^2 + p_1^2 - m_2^2 + 2q^0 p_1^0 - 2|q||p_1|\cos\theta_s'\right)^{-1}
\]

\[
= \frac{1}{32\pi} \frac{\tilde{\lambda}_{13}^{1/2}(s)}{s} \frac{1}{2|q||p_1|} \log \left( \frac{m_1^2 - m_2^2 - p_1^2 - 2q^0 p_1^0 - 2|q||p_1|}{m_1^2 - m_2^2 - p_1^2 - 2q^0 p_1^0 + 2|q||p_1|} \right)
\]

\[
= \frac{1}{16\pi} \frac{1}{\lambda_{12}^{1/2}(s)} \log \left( \frac{m_1^2 - m_2^2 - p_1^2 - 2q^0 p_1^0 - 2|q||p_1|}{m_1^2 - m_2^2 - p_1^2 - 2q^0 p_1^0 + 2|q||p_1|} \right) \tag{E.6}
\]

where

\[
\Delta_{ik} := p_i^2 - p_k^2,
\]

\[
\tilde{\Delta}_{ik} := m_i^2 - m_k^2,
\]

\[
\lambda_{ik}(s) := \lambda(s, p_i^2, p_k^2),
\]

\[
\tilde{\lambda}_{ik}(s) := \lambda(s, m_i^2, m_k^2). \tag{E.7}
\]

\[C_0(s)\] satisfies an unsubtracted dispersion relation:

\[
C_0(s) = \frac{1}{\pi} \int_{(m_1 + m_3)^2}^{\infty} \frac{ds'}{s'} \frac{\Delta_s C_0(s')}{s' - s - i\epsilon} \tag{E.8}
\]

The validity of this dispersive representation breaks down with the appearance of anomalous thresholds.
E.3 Scalar Four-Point Function

Let us consider the scalar four-point function [55], corresponding to the diagram in figure E.3:

\[
D_0(p_1^2, p_2^2, p_3^2, p_4^2, (p_1 + p_2)^2, (p_2 + p_3)^2, m_1^2, m_2^2, m_3^2, m_4^2) = \frac{1}{i} \int \frac{d^4q}{(2\pi)^4} \frac{1}{[q^2 - m_1^2][(q + p_1)^2 - m_2^2][(q + p_1 + p_2)^2 - m_3^2][(q - p_4)^2 - m_4^2]}
\]

We define

\[
s := (p_1 + p_2)^2, \\
t := (p_2 + p_3)^2, \\
u := (p_1 + p_3)^2, \\
P := p_1 + p_2 = -p_3 - p_4.
\]

In the s-channel, the diagram has a normal threshold at \(s = (m_1 + m_3)^2\), in the t-channel at \(t = (m_2 + m_4)^2\). For a fixed value of \(t\), we find the discontinuity along the s-channel cut using Cutkosky’s rules [52]:

\[
D_0(s + \imath \epsilon, t) - D_0(s - \imath \epsilon, t) = \frac{1}{i} \int \frac{d^4q}{(2\pi)^4} \frac{1}{[q^2 - m_1^2][(q + p_1)^2 - m_2^2][(q + p_1 + p_2)^2 - m_3^2][(q - p_4)^2 - m_4^2]}
\]

\[
\cdot \left[-2\pi \delta((q^2 - m_1^2)\theta(q^0 + P^0) - (q + P)^2 - m_3^2)\theta(0 + P^0) \right]
\]

\[= \frac{1}{8\pi^2} \int \frac{d^4q}{[q^2 - m_1^2][(q + p_1)^2 - m_2^2][(q + p_1 + p_2)^2 - m_3^2][(q - p_4)^2 - m_4^2]}
\]

\[
\cdot \left[-2\pi \delta((q^2 - m_1^2)\theta(q^0 + P^0) - (q + P)^2 - m_3^2)\theta(0 + P^0) \right]
\]

\[= \frac{1}{16\pi^2} \int \frac{d^4q}{[q^2 - m_1^2][(q + p_1)^2 - m_2^2][(q + p_1 + p_2)^2 - m_3^2][(q - p_4)^2 - m_4^2]}
\]

\[
\cdot \left[-2\pi \delta((q^2 - m_1^2)\theta(q^0 + P^0) - (q + P)^2 - m_3^2)\theta(0 + P^0) \right]
\]

\[= \frac{i}{32\pi^2} \int \frac{d^4q}{[q^2 - m_1^2][(q + p_1)^2 - m_2^2][(q + p_1 + p_2)^2 - m_3^2][(q - p_4)^2 - m_4^2]}
\]

\[
\cdot \left[-2\pi \delta((q^2 - m_1^2)\theta(q^0 + P^0) - (q + P)^2 - m_3^2)\theta(0 + P^0) \right]
\]

\[= 2i \Delta^*_s D_0(s, t).
\]
The phase-space integral is exactly of the type discussed in appendix D. Therefore, we can transform it into a dispersive integral:

$$\Delta^4 D_0(s, t) = \frac{1}{8\pi} \frac{1}{\lambda_{12}^{1/2}(s)} \int_{-\infty}^{\infty} dt' \frac{1}{(t' - t - i\epsilon)\sqrt{(t' - t^+(s))(t' - t^-(s))}},$$  \hspace{1cm} (E.12)

where

$$t^+ (s) := \frac{\Sigma - s}{2} + \Delta_{12} \Delta_{34} + \frac{\lambda_{12}^{1/2}(s) \lambda_{34}^{1/2}(s)}{2s} \pm \frac{s^+}{s},$$

$$s^\pm := \alpha_1 \alpha_2 \pm \sqrt{(\alpha_1^2 - 1)(\alpha_2^2 - 1)},$$

$$\Omega_1 := \frac{s(2m_i^2 - \Sigma') + s^2 + \Delta_{12} \Delta_{13}}{\lambda_{12}^{1/2}(s) \lambda_{13}^{1/2}(s)},$$

$$\Omega_2 := \frac{s(2m_i^2 - \Sigma'') + s^2 - \Delta_{34} \Delta_{13}}{\lambda_{34}^{1/2}(s) \lambda_{13}^{1/2}(s)}.$$  \hspace{1cm} (E.13)

and

$$\Sigma := p_1^2 + p_2^2 + p_3^2 + p_4^2,$$

$$\Sigma' := p_1^2 + p_2^2 + m_i^2 + m_2^2,$$

$$\Sigma'' := p_3^2 + p_4^2 + m_i^2 + m_3^2,$$

$$\Delta_{ik} := p_i^2 - p_k^2,$$

$$\tilde{\Delta}_{ik} := m_i^2 - m_k^2,$$

$$\lambda_{ik}(s) := \lambda(s, p_i^2, p_k^2),$$

$$\tilde{\lambda}_{ik}(s) := \lambda(s, m_i^2, m_k^2).$$

Since $D_0$ satisfies an unsubtracted dispersion relation, it can be written as

$$D_0(s, t) = \frac{1}{\pi} \int_{(m_1 + m_3)^2}^{\infty} ds' \int_{t^+(s')}^{\infty} dt' \rho_{st}(s', t') \int_{t^+(s')}^{\infty} dt',$$  \hspace{1cm} (E.15)

where

$$\rho_{st}(s, t) = \frac{1}{8\lambda_{12}^{1/2}(s)} \frac{1}{\sqrt{(t - t^+(s))(t - t^-(s))}}.$$  \hspace{1cm} (E.16)

The validity of the double-spectral representation of the box diagram breaks down with the appearance of anomalous thresholds.

If we do not take a fixed-t dispersion relation as the starting point but a fixed-u dispersion relation, we have to take into account that a line of fixed $u$ in the Mandelstam plane will encounter a right- as well as a left-hand cut:

$$D_0(s, t) = \frac{1}{\pi} \int_{-\infty}^{\infty} ds' \frac{\Delta^n D_0(s', \Sigma - u - s')}{s' - s - i\epsilon},$$  \hspace{1cm} (E.17)

where

$$\Delta^n D_0(s', \Sigma - u - s') = \theta(s' - (m_1 + m_3)^2) D_0(s' + i\epsilon, \Sigma - u - s') - D_0(s' - i\epsilon, \Sigma - u - s')$$

$$+ \theta(\Sigma - u - s' - (m_2 + m_4)^2) D_0(s', \Sigma - u - s' - i\epsilon) - D_0(s', \Sigma - u - s' + i\epsilon).$$  \hspace{1cm} (E.18)
hence

\[ D_0(s, t) = \frac{1}{\pi} \int_{(m_1 + m_3)^2}^{\infty} ds \frac{\Delta_u D_0(s', \Sigma - u - s')}{s' - s - i\epsilon} \]
\[ + \frac{1}{\pi} \int_{-\infty}^{\Sigma - u - (m_2 + m_4)^2} ds \frac{\Delta_u D_0(s', \Sigma - u - s')}{s' - s - i\epsilon} \]
\[ = \frac{1}{\pi} \int_{(m_1 + m_3)^2}^{\infty} ds \frac{\Delta_u D_0(s', \Sigma - u - s')}{s' - s - i\epsilon} \]
\[ + \frac{1}{\pi} \int_{(m_1 + m_3)^2}^{\infty} dt' \Delta_u D_0(\Sigma - u - t', t'). \]

(E.19)

Cutkosky’s rules lead to the following discontinuities:

\[ \Delta_u^+ D_0(s, \Sigma - u - s) = \frac{1}{8\pi \lambda_{13}^{1/2}(s)} \int_{t^+(s)}^{\infty} \frac{1}{dt'} \frac{1}{(t' - \Sigma + u + s - i\epsilon) \sqrt{(t' - t^+)(t' - t^--)}}, \]
\[ \Delta_u^- D_0(\Sigma - u - t, t) = \frac{1}{8\pi \lambda_{24}^{1/2}(t)} \int_{s^+(t)}^{\infty} ds' \frac{1}{(s' - \Sigma + u + t - i\epsilon) \sqrt{(s' - s^+)(s' - s^-)}}. \]

(E.20)

where \( s^\pm(t) \) are defined in analogy to \( t^\pm(s) \) with the proper permutations of the momenta and masses.

Now, we note that

\[ \int_{(m_1 + m_3)^2}^{\infty} dt' \int_{s^+(t')}^{\infty} ds' = \int_{(m_1 + m_3)^2}^{\infty} ds' \int_{t^+(s')}^{\infty} dt' \]

(E.21)

and find

\[ D_0(s, t) = \frac{1}{\pi^2} \int_{(m_1 + m_3)^2}^{\infty} ds' \int_{t^+(s')}^{\infty} dt' X(s, t, s', t'), \]

(E.22)

where

\[ X(s, t, s', t') = \frac{1}{8\lambda_{13}^{1/2}(s)} \frac{1}{s' - s - i\epsilon} \frac{1}{t' - \Sigma + u + s' - i\epsilon} \frac{1}{\sqrt{(t' - t^+)(t' - t^-)}} \]
\[ + \frac{1}{8\lambda_{24}^{1/2}(t')} \frac{1}{s' - \Sigma + u + t' - i\epsilon} \frac{1}{t' - t - i\epsilon} \frac{1}{\sqrt{(s' - s^+)(s' - s^-)}} \]
\[ = \frac{1}{8\lambda_{13}^{1/2}(s')} \frac{1}{s' - s - i\epsilon} \frac{1}{t' - t - i\epsilon} \frac{1}{\sqrt{(t' - t^+)(t' - t^-)}} \frac{1}{s' + s' - t - i\epsilon} \]
\[ \cdot \left( t' - t + (s' - s) \right) \frac{\sqrt{(t' - t^+)(t' - t^-)}}{\sqrt{(s' - s^+)(s' - s^-)}} \] (E.23)

With some (computer) algebra, we can check that

\[ \frac{\lambda_{13}^{1/2}(s')}{\lambda_{24}^{1/2}(t')} \sqrt{(t' - t^+)(t' - t^-)} \left( (s' - s^+)(t' - s^-) \right) = 1, \]

(E.24)

such that we find again

\[ X(s, t, s', t') = \frac{\rho_{st}(s', t')}{(s' - s - i\epsilon)(t' - t - i\epsilon)}. \]

(E.25)
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Conclusion

In this thesis, I have presented three projects. The first two are closely connected and concern $K_{l4}$ decays. The motivation to study this particular decay channel of kaons is that it happens at very low energies and that it is the best source of information on some of the low-energy constants of chiral perturbation theory. With our dispersive framework, we have performed a resummation of final-state $\pi\pi$- and $K\pi$-rescattering effects. This has been achieved by iterating numerically the system of integral equations until convergence. As a result, the dispersive description of the form factors reproduces the measured shapes much better than a pure chiral treatment. By matching the dispersion relation to $\chi$PT, we have extracted values for the low-energy constants $L_1^r$, $L_2^r$ and $L_3^r$. The matching at two-loop level still shows some instability due to the dependence on the very poorly known NNLO LECs. It might be possible that with some additional constraints on the convergence of the chiral expansion the two-loop matching can be stabilised.

The second part of the thesis concerns the isospin-breaking corrections for the $K_{l4}$ process due to both electromagnetic effects and mass differences. The results of this project have been used for a correction of the experimental data before the fit within our dispersive treatment.

The third part of the thesis is devoted to a dispersive treatment of hadronic light-by-light scattering. The procedure how to construct scalar functions free of kinematics for arbitrary photon processes has been known for a long time. However, we have applied it probably for the first time to a four-photon process. We have constructed a generating set of Lorentz structures that contain all the kinematics including the constraints from gauge invariance. The corresponding scalar functions are then free of kinematic zeros and singularities and well-suited for a dispersive description. Based on Mandelstam's double-spectral representation, we have derived a dispersive framework that splits the HLbL contribution to the muon anomalous magnetic moment into three parts: pion-pole contributions, the contributions of box topologies and $\pi\pi$-rescattering contributions. Our new dispersive approach to HLbL scattering shows an avenue towards a data-driven and less model-dependent evaluation of the $(g - 2)_\mu$.

In both of the presented subjects, some more work can be done and is actually in progress. In $K_{l4}$, we will try to stabilise the two-loop matching. Furthermore, we will include the two-dimensional data set that we were provided with only very recently.

Concerning HLbL, a dispersive description of the doubly-virtual sub-process $\gamma^*\gamma^* \rightarrow \pi\pi$ is work in progress. Together with a dispersive analysis of the pion transition form factor, this constitutes a crucial input for the numerical evaluation of our dispersion relation. A thorough analysis of the influence of available experimental data and the identification of processes that help to reduce the uncertainties is a major task, which we will tackle in the future.

Dispersion relations have proven very useful in describing hadronic processes at low and intermediate energies, which is crucial not only for a better understanding of the non-perturbative regime of QCD but also in view of hadronic uncertainties that obscure the search for new physics. Some of the techniques presented here could be applied also in other fields where hadronic states play an important role: e.g. in hadronic $\tau$ decays, where they could provide a more precise description needed for the investigation of $CP$-violating effects.

While in the sixties, dispersion relations were thought to be the key ingredient for constructing a fundamental theory of the strong interaction, the techniques of $S$-matrix theory were certainly
too quickly abandoned during the seventies and eighties. Since the nineties, their revival in a more phenomenological context has led to a rich program of applications. It can be expected that they will continue to play an important role, probably with focus on controlling hadronic uncertainties in the search for new physics.
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