CONTEXT-NER: Contextual Phrase Generation at Scale
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Abstract

NLP research has been focused on NER extraction and how to efficiently extract them from a sentence. However, generating relevant context of entities from a sentence has remained under-explored. In this work we introduce the task CONTEXT-NER in which relevant context of an entity has to be generated. The extracted context may not be found exactly as a substring in the sentence. We also introduce the EDGAR10-Q dataset for the same, which is a corpus of 1,500 publicly traded companies. It is a manually created complex corpus and one of the largest in terms of number of sentences and entities (1 M and 2.8 M). We introduce a baseline approach that leverages phrase generation algorithms and uses the pre-trained BERT model to get 33% ROUGE-L score. We also do a one shot evaluation with GPT-3 and get 39% score, signifying the hardness and future scope of this task. We hope that addition of this dataset and our study will pave the way for further research in this domain.

1 Introduction

Recent advances in NER have led to the development of several large pretrained models that achieved remarkable performance in its detection. However, previous studies are limited to performing NER task on sentences having low amount of context [Zhang and Zhang [2022], Wang et al. [2014], Francis et al. [2019], Alexander and de Vries [2021], Wu et al. [2022], Wang and Wang [2022], Varshney et al. [2022], Shrimal et al. [2022]]. For example, asking the question “What is “Entity”?” to pre-trained Bert model gives the correct answer easily. This task becomes particularly arduous when a lot of numerical entities are involved in the sentence.

In pursuit of addressing the issue of finding relevant phrases associated with entities, we formulate the task called CONTEXT-NER; given a sentence and an entity, a relevant phrase describing the entity (its context) must be generated. The phrase may or may not be present in the sentence, but would be relevant to the entity. We also introduce EDGAR10-Q dataset, which is made from quarterly and annual financial reports of publicly traded LLCs. It is one of the largest in financial domain (Table 4a) consisting of complex sentences that are not prevalent in benchmark datasets, posing a new challenge for state of the art models. First, the sentences are very long and complex and second they also contain several numerical entities. [1] illustrates some examples from the EDGAR10-Q dataset.

¹Dataset, the script to generate it, baseline approach and GPT-3 evaluation are freely available at https://github.com/him1411/edgar10q-dataset

36th Conference on Neural Information Processing Systems (NeurIPS 2022).
Table 1: Example of the EDGAR10-Q data set.

| Sentences                                                                                           | Entity       | Entity Type                        | Associated Text                          |
|----------------------------------------------------------------------------------------------------|--------------|------------------------------------|-----------------------------------------|
| In October 2019, the Company increased the borrowing capacity on the revolving credit loan by $33,000 increasing the available credit facility from $60,000 to $93,000. | $60,000 to $93,000 | Money                             | available credit facility                 |
|                                                                                                     | $33,000      | Money                             | capacity on the revolving credit loan   |
| If the loan is paid during months 13-24 or 25-36 and then a penalty of 2% and 1%, respectively, of the loan balance will be charged on the date of repayment. | 13-24 or 25-36 | Date                             | loan is paid during months               |
|                                                                                                     | 2% and 1%    | Percent                           | penalty of the loan balance             |
|                                                                                                     | 10.3 years   | Date                             | remaining lease term                    |
|                                                                                                     | 2.0%         | Percent                           | discount rate                           |

Table 2: Illustration of the baseline approach based on Table 1.

| Phrases extracted                  | Question                                                                 | Answer                                                                 |
|------------------------------------|--------------------------------------------------------------------------|------------------------------------------------------------------------|
| borrowing capacity, available credit facility on revolving credit loan | What is borrowing capacity on evolving credit loan?                     | $60,000 to $93,000                                                     |
|                                    | How much is available credit facility?                                   | $33,000                                                                |
| penalty of %, loan balance date of repayment | What is 13-24 or 25-36?                                             | loan is paid during months                                             |
|                                    | What is 2% and 1%?                                                      | 2% (Wrong Answer)                                                      |
| lease liabilities, average lease term | What is average lease term?                                           | 10.3 years                                                             |
|                                    | What is discount rate?                                                 | 2.00%                                                                  |

Table 3: Statistics of the EDGAR10-Q Dataset

(a) Types of entities and their descriptions

| Entity Types                      | Counts  |
|-----------------------------------|---------|
| Floating Values (monetary and percent) | 2143054 |
| number of Assets (Shares and Integers) | 425850  |
| Ordinal Values                     | 16891   |
| Dates                              | 195174  |

(b) Sentence and Paragraph wise Statistics

| Other Statistics                  | Values  |
|-----------------------------------|---------|
| Entities per sentence             | 1.78    |
| Words per paragraph               | 111.14  |
| Labels per entity                 | 1.45    |
| Words per sentence                | 40.23   |

(c) Entity Wise Statistics. It is observed that more number of entities result in longer sentences.

| Number of Entities | Number of Sentences | Percentage of dataset | Sentence length |
|--------------------|---------------------|-----------------------|-----------------|
| 1                  | 503433              | 49.8                  | 31.7            |
| 2                  | 331130              | 32.7                  | 36.3            |
| 3                  | 108103              | 10.7                  | 42.4            |
| 4                  | 47191               | 4.6                   | 52.8            |
| 5 or more          | 19855               | 1.9                   | 73.9            |

It is evident that phrases are not always present in sentences and can be difficult to retrieve without adequate knowledge of the domain.

We also introduce a baseline method that leverages syntactic trees of the sentence to generate questions and find relevant phrases of the sentences. Table 2 show the extracted relevant phrases, the generated questions, and finally the retrieved answer. We describe the approach in more detail in Section 3.1.

We also test GPT-3 [Brown et al. 2020] for the same task using simple prompting techniques. The baseline method achieves 33% ROUGE-L score (f1) while GPT-3 gets 39%. Our experiments suggest CONTEXT-NER is a hard task for state of the art models. We identified this area for further research to enhance the learning capabilities for such complex tasks.

2 Dataset

The EDGAR10-Q dataset is made by scraping quarterly (10-Q) and annual (10-K) over the last two years (2019, 2020 and 2021). The reports are critical to the organization’s financial health and are prepared by in-house attorneys who are domain experts. All SEC filings are standardized with all entities in a sentence tagged with corresponding NER labels. Table 2 shows the four types of entities, namely money, time (duration), percent, and cardinal values (pure, shares, and integer) present in the data. Tables 3b and 3c further elucidate data richness through paragraph and sentence level statistics and Table 4a compares this dataset with benchmark NER Datasets. We observe that the EDGAR10-Q is the largest and richest in multiple parameters and a first-of-its-kind dataset in the financial domain.
Table 4: Comparison of dataset and Baseline results

(a) Comparison of the dataset with other NER datasets.

| Dataset name | Documents | Sentences | Words | Entities |
|--------------|-----------|-----------|-------|----------|
| funsd        | 51485     | 9743      |       |          |
| wikicoref    | 2229      | 59652     |       |          |
| scierc       | 8089      |           |       |          |
| med mentions | 436967    | 96582     |       |          |
| genia        | 18545     | 436967    | 3556  |          |
| conll 2003   | 22137     | 301418    |       |          |

(b) Baseline approach ROUGE-L score on the dataset

| Number of Entities | Precision | Recall | F1    |
|--------------------|-----------|--------|-------|
| 1                  | 0.44      | 0.30   | 0.32  |
| 2                  | 0.45      | 0.32   | 0.34  |
| 3                  | 0.41      | 0.28   | 0.30  |
| 4                  | 0.37      | 0.26   | 0.28  |
| 5 or more          | 0.32      | 0.22   | 0.24  |
| Overall            | 0.43      | 0.29   | 0.32  |

3 Experiments

3.1 Baseline Approach

The Baseline approach is a simple yet efficient technique to extract the entities and their descriptions from the sentences. Next, we present a comprehensive phrase generation method, and the phrases are further used to frame questions to the machine reading comprehension (MRC) or QA model. Finally, given the generated questions and sentences, the output from MRC model is used to associate the entities to their corresponding descriptions.

3.1.1 Phrase generation

A noun phrase (NP) includes a noun, a person, place, or thing, and the modifier that distinguishes it. We extract two types of phrases from the sentences, namely simple and complex. In simple phrase extraction, each sentence comprises subject-object and verb connecting them where Subject or Object is usually a noun or pronoun. After searching for a noun and pronoun, we check for any noun compound or adjective. On the other hand, for complex phrase extraction we first start with preposition extraction. We then follow similar steps as in simple phrase extraction to look for phrases in both left and right of the preposition. It has to be noted that simple phrases are not always found on both sides of the preposition. Algorithm 1 further summarizes the process of simple and complex phrase extraction from the sentences can be found in Appendix B. We obtain the following simple and complex noun phrases for the sentences mentioned in Table 2.

3.1.2 MRC model

The process of using simple and complex phrases to generate questions and also using the MRC model to associate entities with their relevant phrases is described as follows. Phrases (described in Algorithm 1) and Entities are extracted on a sentence level for each paragraph. Based on the type of entity and the noun phrases, the questions are framed accordingly in a rule-based fashion. For instance, if the entity found out was of type date, then the question would be "when is" + NP?. Once these questions are generated, they are fed into the MRC Model, and the answers are checked for the relevant entity. In case of multiple questions with the same answer, we select the one with the highest confidence score.

There are instances where none of the generated questions returned an answer with the target entity or returned responses with a different entity. For those cases, we create the question "what is" entity?. Here its response would be considered as the relevant phrase. In case these questions return different entities as responses, all cases to identify the noun phrase fail and the algorithm does not return a response. A detailed description about the MRC model is present in appendix C.

3.2 Experimental Setup

Baseline Model Setup: We run all our experiments using bert base model [Devlin et al., 2018]. All experiments are done with Nvidia V100 16GB GPU.

GPT Setup: We evaluate GPT-3 (Text-DaVinci-002, max tokens = 256, top p = 1, frequency penalty = 0, presence penalty = 0) in one-shot setting.
Table 5: Performance Evaluation

(a) Sentence wise statistics of evaluation dataset

| Number of Entities | Number of Sentences | Percentage of dataset | Sentence Length |
|--------------------|---------------------|-----------------------|-----------------|
| 1                  | 2646                | 56.96%                | 27.85           |
| 2                  | 1239                | 26.67%                | 29.76           |
| 3                  | 600                 | 12.91%                | 31.21           |
| 4                  | 105                 | 2.26%                 | 42.17           |
| 5 or more          | 55                  | 1.18%                 | 53.94           |

(b) Performance comparison between the proposed baseline and GPT-3 on evaluation dataset (ROUGE-L).

| Number of Entities | Baseline Scores | GPT-3 Scores |
|--------------------|-----------------|--------------|
|                    | Precision | Recall | F1   | Precision | Recall | F1   |
| 1                  | 0.43      | 0.27   | 0.30 | 0.40      | 0.36   | 0.34 |
| 2                  | 0.46      | 0.32   | 0.34 | 0.43      | 0.45   | 0.40 |
| 3                  | 0.44      | 0.30   | 0.33 | 0.44      | 0.50   | 0.42 |
| 4                  | 0.40      | 0.28   | 0.30 | 0.41      | 0.41   | 0.33 |
| 5 or more          | 0.48      | 0.27   | 0.32 | 0.43      | 0.48   | 0.41 |
| Overall            | 0.44      | 0.29   | 0.33 | 0.42      | 0.43   | 0.39 |

Table 6: Detailed Analysis of exact match and no match results.

(a) Sentence/Entity wise results for number of instances with exact match (ROUGE-L = 1).

| Number of Entities | Baseline | GPT-3 |
|--------------------|----------|-------|
|                    | Number of Instances | % of total Data | Number of Instances | % of total Data |
| 1                  | 128       | 5%     | 175           | 7%        |
| 2                  | 169       | 14%    | 176           | 14%       |
| 3                  | 103       | 17%    | 121           | 20%       |
| 4                  | 20        | 19%    | 19            | 18%       |
| 5 or more          | 9         | 16%    | 18            | 33%       |

(b) Sentence/Entity wise results for number of instances with no match (ROUGE-L = 0)

| Number of Entities | Baseline | GPT-3 |
|--------------------|----------|-------|
|                    | Number of Instances | % of total Data | Number of Instances | % of total Data |
| 1                  | 911       | 34%    | 732           | 28%        |
| 2                  | 598       | 48%    | 332           | 27%        |
| 3                  | 354       | 59%    | 157           | 26%        |
| 4                  | 81        | 77%    | 52            | 50%        |
| 5 or more          | 42        | 76%    | 23            | 42%        |

Table 3a shows the statistics of the evaluation dataset. The evaluation set is chosen to be a fraction of the dataset due to the high costs of GPT-3. As is evident from the table, the data distribution of the evaluation set is close to the original data set.

Performance Evaluation metrics: ROUGE-L score uses longest common subsequence matching between the baseline and GPT-3 responses to compare output quality. We report precision, recall, and the F1 measure against the ROUGE-L Lin [2004] score. We also report the Exact Match Rajpurkar et al. [2016] which measure the ratio of the instances for which a model produces the exact same string as the gold labels.

3.3 Results

Baseline results on complete dataset: Table 4b gives the results of the baseline approach in the overall dataset. All metrics show a linearly decreasing trend with an increase in the number of entities.

Evaluation set creation: Due to the high costs of GPT-3 inference API, we had to perform its evaluation on a smaller sample whose statistics are given in Table 5a. We try to ensure that the evaluation set is a good representation of the original dataset to maintain homogeneity in performance.

Comparison with GPT-3: First 3 columns of Table 5b show the performance of the baseline approach on different metrics. Precision is uniformly around 40% while recall is ranging from 20 to 30% leading to overall F1 score in range from 30 to 34. The next 3 columns show the GPT-3 scores. Precision of GPT-3 is nearly the same w.r.t. baseline approach, but recall is significantly high (upto 10 points in some cases), resulting in an overall higher F1 compared to the baseline approach across all categories. The performance difference between the two increases as the length of sentences increases.

Poor match performance: The results of both GPT-3 and Baseline are consistently low highlighting complex sentence structures in the data set and demonstrating the need for more research in this task. Table 6 shows the wide gap between the proportion of sentences with exact and no matches, further strengthening the point.

4 Conclusion

In this work, we introduce the CONTEXT-NER task, which aims to "extract relevant phrases for entities" to bridge the gap between existing NER tasks. We also introduce the EDGAR10-Q dataset, which is one of the largest and relatively complex finance datasets. We further give a baseline approach to solve this problem and conduct extensive experiments using our baseline. We also compare its performance with GPT-3, highlighting the difficulty of the dataset. We hope that addition
of this dataset and our study will pave the way for further research on the task. Future work can include elaborate experimentation using other instruction-based / prompting techniques on this dataset.
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Appendix

A Related Work

Etzioni et al. [Etzioni et al., 2008] refers to a schemaless approach to extract facts from texts. This is traditionally done by extracting relations between the facts. The relations are typically verbs in the sentences and are used for the Open IE Relationship paradigm. However, relationships are based on the assumption that they connect two entities. In the case of financial data, we have an entity and its description and its relation, which is not helping us to link them.

We aim to extract key-value pairs using zero-shot Open Information Extraction. This scenario is more complicated than extracting key-value pairs using relations as done by Li et al. and Levy et al. [Li et al., 2019], Levy et al. [Levy et al., 2017]. Levy et al. also uses a zero-shot approach to train his MRC model on templatized questions and then uses that model on unseen relations. He has pointed out that generating natural questions is challenging and uses human-generated questions for his zero-shot scenario. Li et al.’s work was based on Levy et al. and formalizes relation extraction as multi-turn question answering. The author uses both natural and templatized questions based on the relations. In both scenarios, the number of questions the author can ask is limited. Both types of questions would not perform well if the relation they encounter is unseen. Li et al. has also trained MRC models to return blank or no answer when they could not find any relevant context. We exercise this ability differently, as explained in Section 3.

Miwa et al. [Miwa and Bansal, 2016] approached relation extraction by extracting entities and relations together using neural network models (multiclass classification model based on tree LSTMs). The performance of all such approaches drops on unseen relations. Li and Ji [Li and Ji, 2014] use perceptron and efficient beam search to extract entities and relations. They also develop global features to capture the dependency between entity and relation extraction. Sun et al. [Sun et al., 2018] build on the previously mentioned framework and uses a joint learning framework and a flexible global loss function to capture the interactions of the entities and their relationships.

Most of the prior work for entity relation extraction has relied upon template-based question-answer methods where a question was predefined based on the relation. We do not rely on templatized questions which makes it scalable. Since the advancement of Bidirectional Attention mechanisms [Vaswani et al., 2017], various improvements have been made in the field of machine reading comprehension by different models such as BERT, XLNet, ALBert [Devlin et al., 2018], Yang et al. [Yang et al., 2019], Lan et al. [Lan et al., 2019] that extract text from the passages given queries. Answer Extraction can be further decomposed into a multi-class text classification task that predicts starting and ending position of the answer.

McCann et al. [McCann et al., 2018] introduced decaNLP, where various challenging tasks like relation extraction, question answering, semantic role labeling, etc., were presented as problems of spanning MRC over context. He further introduced a Multitask question answering network, which learns from all the challenges raised in the paper. Their framework showed improvements in NER and zero-shot capability in text classification. To extract entities, several state-of-the-art frameworks like Stanford CoreNLP’s NER, Spacy, NLTK, Flair are present as open source libraries. Manning et al. [Manning et al., 2014], Honnibal et al. [Honnibal et al., 2020], Loper and Bird [Loper and Bird, 2002], Akbik et al. [Akbik et al., 2019]. Recently instruction based frameworks have also been used for multitask learning to jointly learn several NLP tasks. Mishra et al. [Mishra et al., 2021a], Wei et al. [Wei et al., 2021].

A noun phrase (NP) [Stuart et al., 2013] includes a noun, a person, place, or thing, and the modifier that distinguishes it. Open IE is predicated on the idea that the relation (which are action verbs in most cases) is the central element of study, from which all other considerations flow. However,
in many instances, the verb is no help, particularly in financial data. Consider the sentence: "The Deferred revenue for 2020 is $20 billion." Like most financial records are of the form "is, was, be," etc., the verb "is" in this sentence is an auxiliary verb and does not describe any particular event nor give any information about the entity.

Table 7 shows the instances where our pipeline achieves exact matches and incorrect matches. As seen in the 3rd and 4th row of the table, the sentences are fairly complex and it's arduous to get the corresponding description of the entities from the sentences.

To compare our methods with existing Open IE model, we ran Stanford’s Open IE and Stanovsky et al. [Stanovsky et al., 2018] Open IE models on EDGAR10-Q dataset. We realize that Open IE models fail to perform when dealing with long range dependencies. Table 8 shows relation extraction on sentences given in Table 7.

Figure 1: Illustrates the overall process flow of the proposed zero-shot open information extraction technique using question generation and reading comprehension.

Figure 2: Syntactic tree structure for extraction of simple and complex noun phrases.
B Phrase generation

This paper presents a simple, yet efficient technique to extract entities and their descriptions from sentences. As shown in Figure 1, it starts with data cleaning and entity extractions. A noun phrase (NP) [Stuart et al. 2013] includes a noun, a person, place, or thing, and the modifier that distinguishes it. Open IE is predicated on the idea that the relation (which is action verbs in most cases) is the central element of the study, from which all other considerations flow. However, in many cases, the verb is not helpful, particularly in financial data. Consider the sentence: "Deferred revenue for 2020 is $20 billion." Like most financial records are of the form "is, was, be," etc., the verb "is" in this sentence is an auxiliary verb and does not describe any particular event or give any information about the entity.

We extract two types of phrases from the sentences, namely simple and complex. In simple phrase extraction, each sentence comprises subject-object and verb connecting them where Subject or Object is usually a noun or pronoun. After searching for a noun and pronoun, we check for any noun compound or adjective. On the other hand, for complex phrase extraction we first start with preposition extraction. We then follow similar steps as in simple phrase extraction to look for phrases in both left and right of the preposition. It has to be noted that simple phrases are not always found on both sides of the preposition. Algorithm 1 further summarizes the process of simple and complex phrase extraction from the sentences.

Now we demonstrate the extraction of simple and complex noun phrases for the sentence, 'In connection with the refinance we reduced the loan amount by $6.8 million.' The syntactic tree for the
above sentence is shown in Figure 2. We search if the token’s POS tag is a noun or pronoun as we are looking just for noun phrases. We also ensure that phrase lies either in the Subject or Object of the sentence to ensure we are skipping the relations. In this case, we got "amount" the first word of the phrase. After that, we iterate the node to see its children named subtoken in Algorithm 1. We search for subtoken’s dependency relation with the token as a compound relation, or we search if the subtoken is an adjective. The intuition behind this is that if the subtoken and token have a compound relationship, they form a meaningful noun phrase. In this case, "amount" has a compound relationship with its subtoken "loan" so they together form "loan amount" as the meaningful noun phrase. Similar logic is followed for searching adjectives. Complex NPs are identified as series of noun phrases with a preposition separating them, so we start by identifying them. In this example, the preposition identified was "in". Then we iterate both up and down the node to find noun phrases that follow the same method mentioned above. The noun phrases identified from the top were "connection" and the bottom was "refinance". The entire complex NP was formed as NP from top + preposition in the middle and + NP from below. The resultant was "connection with refinance".

In this paper, we use Spacy\(^2\) library for POS tags of the word which were leveraged in Algorithm 1. Similarly, using Algorithm 1, we obtain the following simple and complex noun phrases for sentences mentioned in Table 1.

C  Machine Reading Comprehension Model

This paper presents a zero-shot technique as we leverage the phrase generation to generate meaningful questions without further training of the machine reading comprehension (MRC) model. This allows our technique to be domain agnostic and thus can be easily expanded to newer domains. The process to leverage noun phrases to generate the questions and further using the MRC model to associate entities with their corresponding descriptions is described below:

- Each paragraph in the document is broken down into sentences. For each sentence, the following are extracted: Phrases (using simple and complex noun phrases described in Algorithm 1) and Entities using the Flair NER Model.
- On the basis of the entity type and the noun phrases, the questions are framed accordingly. For instance, if the entity found out was of type date, then the question would be "when is" + NP?. In our example, the question for the first sentence of Table 1 would be "how much is borrowing capacity on revolving credit loan?".
- In instances where the entity type is of integer, float, or percent where appending "when is" or "how much is" does not give an advantage. For such cases, to keep the question generic we append "what is" to the noun phrase. For example, in the second sentence in Table 1, the question "What is the loan balance?" was created based on the entity type of 2% and 1%.
- Once these questions are generated, they are fed into the MRC Model, and its answer is checked if it contains the entity. To give an example, in the 1st sentence of Table 1, the following questions are created, and the model returns their corresponding answers and their confidence values:
  - "How much is borrowing capacity on revolving credit loan?" answer: "$33,000", confidence score: 0.946
  - "How much is borrowing capacity?" answer: "$33,000", confidence score: 0.824
  - "How much is revolving credit loan?" answer: "$33,000", confidence score: 0.856
  - "How much is available credit facility?" answer: "$60,000 to $93,000", confidence score: 0.5762

If there are multiple questions whose answer has the entity, we select the question whose answer is of the highest confidence value. In the above example, "borrowing capacity on revolving credit loan" is chosen as the key for $30,000, and "revolving credit loan" is chosen as the key for both $60,000 to $93,000.

- If the entity is not present in the response of the MRC model, the question is discarded. In the 2nd Sentence of Table 1, the following questions are created:

\(^2\)Spacy POS Tagging Library link: [https://spacy.io/usage/linguistic-features](https://spacy.io/usage/linguistic-features)
- "What is penalty of % ?"
- "What is loan balance ?"

None of them are returning "13-24 or 25-36", so the phrases "penalty of %" and "loan balance" are discarded.

- There are instances where none of the generated questions returned an answer with the target entity or returned responses with a different entity as shown above. For those cases, we create the question "what is" entity?. Here, its response would be considered as the key (opposite to the case above). In the 2nd sentence of the Table, none of the questions returned relevant answers, So the following questions were created:
  - "What is 13-24 or 25-36 ?"
  - "What is 2% and 1% ?"

- In the above cases, where questions are formed based on entities, the answers are checked if they have given any other entity as the answer. For instance, the questions, "what is 2% and 1% ?" return "2" as the answer to the second sentence of Table 1. If the cases mentioned above hold, then the response is discarded. Here all the cases to identify the noun phrase associated with the entity fail, so no answer is returned.

- If they do not fail, then the response is also considered a viable answer. For instance, In the 2nd sentence, the question was framed: "What is 13-24 or 25-36 ?" which returned "loan is paid during months" as the answer.

Using the rules stated above, the entity and its associated noun phrases are identified. The last two columns of Table 1 show the questions which were generated and their responses from the MRC model. Inspired by the success of the pre-trained transformer model, we employ distilled BERT Sanh et al. [2019] by Hugging Face Wolf et al. [2020] trained on SQuAD dataset Rajpurkar et al. [2016] as the MRC model for our zero-shot question answering.

D Examples of Exact and Incorrect Matches

Table 7 shows the instances where our pipeline achieves exact matches and incorrect matches. As seen in the 3rd and 4th row of the table, the sentences are fairly complex and its arduous to get the corresponding description of the entities from the sentences.

E Comparison with Open IE

Traditionally, information extraction approaches from textual documents assume prespecified relations for a domain and use crowd-sourcing or distant supervision approaches Hoffmann et al. [2011], Liu et al. [2016] to gather examples and train models for every type of relation. One of the limitations for such approaches is their inability to extract unseen relations that were not observed or specified during training and thus are not pragmatic. On the other hand, in Open information extraction (Open IE) Etzioni et al. [2008], the relations are not pre-defined and are extracted as and when they are encountered. To compare our methods with existing Open IE model, we ran Stanford's Open IE and Stanovsky et al. Stanovsky et al. [2018] Open IE models on EDGAR10-Q dataset. We realize that Open IE models fail to perform when dealing with long range dependencies. Table 8 shows relation extraction on sentences given in Table 7.

F GPT-3 Prompts

The following prompt was provided for GPT-3 learning:

* Based on the example given below, generate entity-phrase pairs.

Sentence:
Issuance of common stock in May 2019 public offering at $243.00 per share, net of issuance costs of $15.

Hugging Face's Model Link: https://huggingface.co/transformers/v2.8.0/usage.html
Table 7: Instances of Exact and Incorrect Match by the model

| Sentence                                                                 | Entity | Labels                  | Predicted Answer          |
|--------------------------------------------------------------------------|--------|-------------------------|---------------------------|
| **Instances of Exact Match**                                            |        |                         |                           |
| Premium receivables are reported net of an allowance for doubtful accounts of $250 and $237 at September 30, 2020 and December 31, 2019, respectively. | $250 and $237 | premium receivable       | premium receivable        |
| The fair value of the collateral received at the time of the transactions amounted to $1,019 and $351 at September 30, 2020 and December 31, 2019, respectively. | $1,019 and $351 | fair value of collateral | fair value of collateral  |

**Instances of Incorrect Match**

| Sentence                                                                 | Entity | Labels                  | Predicted Answer          |
|--------------------------------------------------------------------------|--------|-------------------------|---------------------------|
| During the nine months ended September 30, 2020, we granted approximately 0.3 restricted stock units that are contingent upon us achieving earnings targets over the three year period from 2020 to 2022. | 0.3    | grants in period        | restricted stock units    |
| Certain selling equity holders elected to receive deferred, variable earn out consideration with an estimated value of $21,500 over the rollover period of three years. | $21,500 | earn out consideration  | estimated value           |

Table 8: Results given by OpenIE Models on instances of Sentences given in Table 6

| Subject | Relation | Object |
|---------|----------|--------|
| **Stanford Open IE: Angeli et al. [2015]** | | |
| Premium receivables | are reported | net of allowance |
| fair value | received at | time of transactions |
| we | granted | approximately 0.3 stock units |
| variable | earn out | consideration |
| **Stanovsky et al.: Stanovsky et al. [2018]** | | |
| Not Found | are | Not Found |
| the collateral | received at | at the time of the transactions |
| Not Found | restricted | stock units |
| Not Found | estimated | value |

Entity: $15
Phrase: Common stock public offering issuance costs

Generate Entity-phrase pairs based on the sentence below:
Sentence:
Sentence 1:
Entity:
GPT-3 Response " 