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Abstract

R. Schwartz’s inequality provides an upper bound for the Schwarzian derivative of a parameterization of a circle in the complex plane and on the potential of Hill’s equation with coexisting periodic solutions. We prove a discrete version of this inequality and obtain a version of the planar Blaschke-Santalo inequality for not necessarily convex polygons. We consider a centro-affine analog of Lükő’s inequality for the average squared length of a chord subtending a fixed arc length of a curve – the role of the squared length played by the area – and prove that the central ellipses are local minima of the respective functionals on the space of star-shaped centrally symmetric curves. We conjecture that the central ellipses are global minima. In an appendix, we relate the Blaschke-Santalo and Mahler inequalities with the asymptotic dynamics of outer billiards at infinity.

1 Introduction and statements of results

Hill’s equation $f''(t) + k(t)f(t) = 0$ is closely related with 1-dimensional projective and 2-dimensional centro-affine differential geometry. If $x(t)$ and $y(t)$ are two linearly independent solutions of the Hill equation then the ratio $y(t) : x(t)$ gives a map $\mathbb{R} \rightarrow \mathbb{RP}^1$, a non-degenerate parametric curve in
the projective line, and a different choice of solutions gives a projectively-
equivalent curve. This provides a one-to-one correspondence between projective
equivalence classes of non-degenerate curves in $\mathbb{RP}^1$ and second order
differential operators $d^2/dt^2 + k(t)$. See [23] for basics of 1-dimensional pro-
jective differential geometry and Hill’s equation.

One may lift this solution curve from $\mathbb{RP}^1$ to a star-shaped curve $\gamma(t)$ in
the plane satisfying the same equation

\[ \gamma''(t) + k(t)\gamma(t) = 0. \tag{1} \]

The lift is determined by the unit Wronskian condition

\[ [\gamma(t), \gamma'(t)] = 1, \tag{2} \]

where $[\ ,\ ]$ is the area form (that is, the determinant of two vectors). The
curve $\gamma$ is defined uniquely, up to linear area-preserving transformations.

Assume that all solutions of the Hill equation are $T$-periodic. Then the
curve $\gamma$ is centrally symmetric, $\gamma(t + T) = -\gamma(t)$, and $2T$-periodic; in
particular, the potential $k(t)$ is also $T$-periodic. The quantity $T \int_0^T k(t) \, dt$
is called the Lyapunov integral, it plays an important role in the study of Hill’s
equation. For everywhere positive $k(t)$, the following inequality was proved in [25]:

\[ T \int_0^T k(t) \, dt \leq \pi^2, \tag{3} \]

with equality only for constant $k(t)$. (Let us mention in this regard a series
of papers by Guggenheimer [10]–[15] on geometric theory of second-order dif-
fferential equations, in particular, on Hill’s equations with coexisting periodic
solutions.)

Inequality (3) is deduced in [23] from the 2-dimensional Blaschke-Santalo
inequality. Let $\gamma(t)$ be a smooth convex plane curve containing the origin in
its interior. Fix an area form in the plane; then the dual plane also acquires
an area form. The polar dual curve $\gamma^*(t)$ lies in the dual plane and consists
of the covectors satisfying the two conditions

\[ \gamma(t) \cdot \gamma^*(t) = 1, \quad \gamma'(t) \cdot \gamma^*(t) = 0, \tag{4} \]

where $\cdot$ is the pairing between vectors and covectors. The dual curve $\gamma^*$ is
also convex and star-shaped. Let $A(\gamma)$ and $A(\gamma^*)$ be the areas bounded by $\gamma$
and $\gamma^*$, and assume that $\gamma$ is centrally symmetric with respect to the origin. In this case, the 2-dimensional Blaschke-Santalo inequality states that

$$A(\gamma)A(\gamma^*) \leq \pi^2,$$

with equality only when $\gamma$ is a central ellipse (the Blaschke-Santalo inequality holds for not necessarily origin-symmetric convex curves; then one considers polar duality with respect to a special, Santalo, point, the point that minimizes $A(\gamma)A(\gamma^*)$). The product $A(\gamma)A(\gamma^*)$ is a centro-affine invariant of $\gamma$. See [17] concerning the Blaschke-Santalo and related affine geometric inequalities.

The relation between inequalities (3) and (5) is as follows. If $k > 0$ then the curve $\gamma$ is convex. Use the area form $[\ , \ ]$ to identify the plane with its dual plane. Under this identification, (4) holds for $\gamma^*(t) = \gamma'(t)$. We have $A(\gamma) = T$ since $[\gamma, \gamma'] = 1$, and since $[\gamma', \gamma''] = k$, one has: $A(\gamma^*) = \int k(t) \, dt$. Thus (3) follows from (5).

Independently of [25], R. Schwartz [26], in his study of a projectively natural flow on the space of diffeomorphisms of a circle, considered a diffeomorphism $f : \mathbb{R}/2\pi\mathbb{Z} \to S^1 \subset \mathbb{C}$ and proved the following *Average Lemma*:

$$\int_0^{2\pi} S(f) \, dt \leq \pi,$$

where

$$S(f) = \frac{f'''}{f'} - \frac{3}{2} \left( \frac{f''}{f'} \right)^2$$

is the Schwarzian derivative of $f(t)$ (the Schwarzian is real for $|f(t)| = 1$). See also [27] where a similar inequality for a convex curve in $\mathbb{RP}^2$ is proved; we do not dwell on this other inequality of R. Schwartz here.

A stereographic projection from a point of a circle identifies the circle in the complex plane with the real projective line, and $f$ can be considered as a $2\pi$-periodic curve in $\mathbb{RP}^1$ (a different choice of the center of stereographic projection gives a projectively equivalent curve). This curve corresponds to Hill’s equation whose potential, $k(t)$, can be reconstructed as the Schwarzian derivative of the ratio of its solutions, see [8, 23, 24]. A computation reveals that inequality (6) has the same form as (3), but without the positivity assumption $k(t) > 0$.\footnote{The Schwarzian derivative is intimately related with curvature, in spherical [22], Lorentz [9, 10, 32], and hyperbolic [29] geometries.}
The polar dual curve $\gamma^*$ is still star-shaped in that no tangent line passes through the origin; however it has cusps, corresponding to inflections of $\gamma$ (the points at which $k=0$), and self-intersections, corresponding to double tangents of $\gamma$. Such singular curves are called wave fronts. The area $A(\gamma^*)$ is defined as the integral of the 1-form $xy$ over the wave front $\gamma^*$, oriented so that the tangent line turns in the positive sense. The Average Lemma of Schwartz can be interpreted as a 2-dimensional Blaschke-Santalo inequality for such star-shaped curves.

Figure 1: A non-convex star-shaped curve and its polar dual

See [3, 21] for a version of Blaschke-Santalo inequality for not necessarily convex plane curves in terms of the support function, [18] for a version of the Blaschke-Santalo inequality for compact sets, and [16] for a functional Blaschke-Santalo inequality.

We provide a discretization of Schwartz’s inequality. Namely, we prove a version of inequalities (3), (5) and (6) for star-shaped, but not necessarily convex, polygons. Consider an origin-symmetric star-shaped $2n$-gon in the plane with vertices $V_i$ in their cyclic order about the origin, such that $V_{i+n} = -V_i$ and $[V_i, V_{i+1}] = 1$ for all $i$. Let $c_i = [V_{i-1}, V_{i+1}]$; the sequence $c_i$ is $n$-periodic. Set $F_n = \sum_{i=1}^n c_i$. Obviously, each $c_i$, and hence $F_n$, is invariant under the action of $SL(2, \mathbb{R})$ on polygons.

**Theorem 1** One has:

$$F_n \geq 2n \cos \frac{\pi}{n},$$

with equality only for the $SL(2, \mathbb{R})$-equivalence class of regular polygons.

Consider an origin-symmetric $2n$-gon $V^*$ with vertices $V^*_i = V_{i+1} - V_i$. This polygon may be self-intersecting, see Figure 2. We shall see that $V^*$ is polar dual to $V$. Using the same notation for areas as in [5], the following polygonal Blaschke-Santalo inequality holds.
Figure 2: A star-shaped polygon $V$ and its dual $V^*$

**Theorem 2** One has:

$$A(V)A(V^*) \leq 4n^2 \sin^2 \frac{\pi}{2n},$$

(7)

with equality only for centro-affine regular polygons.

Note that the limit $n \to \infty$ of the right hand side of (7) is $\frac{\pi^2}{2}$, the right hand side of (5).

Theorem 1 is reminiscent of another extremal property of regular polygons, in terms of their diagonal lengths, discovered by G. Lükö [19]. Let $V_i$ be an $n$-gon and $1 < k < n - 1$ be fixed. Assume that $|V_iV_{i+k}| \leq C$ for some constant $C$ and $f$ is an increasing concave function. Then

$$\frac{1}{n} \sum_{i=1}^{n} f(|V_iV_{i+k}|^2) \leq f \left( C^2 \sin^2 \frac{k\pi}{n} / \sin^2 \frac{\pi}{n} \right),$$

with equality only for regular $n$-gons. In particular, one has an upper bound on the average length of $k$-diagonals of a polygon:

$$\frac{1}{n} \sum_{i=1}^{n} |V_iV_{i+k}| \leq C \sin \frac{k\pi}{n} / \sin \frac{\pi}{n}.$$

In the limit $n \to \infty$, one has a similar upper bound on the average chord length for smooth curves, see [1] [7]:

$$\frac{1}{2\pi} \int_0^{2\pi} f(|\gamma(t+c) - \gamma(t)|^2) \, dt \leq f \left( 4 \sin^2 \frac{c}{2} \right),$$

(8)
with equality only for the round unit circle; here \( t \) is arc length parameter and the total length of \( \gamma \) is normalized to \( 2\pi \). This inequality was used in [1] to prove that many knot energies are uniquely minimized by round circles.

In the spirit of Theorem 1, we propose to consider a centro-affine version of inequality (8). Let \( \gamma(t) \) be an origin-symmetric star-shaped \( 2\pi \)-periodic curve such that \( \gamma(t+\pi) = -\gamma(t) \), satisfying the unit Wronskian condition (2), the centro-affine analog of arc length parameter. For \( \alpha \in (0, \pi) \), set

\[
I(\alpha) = \frac{1}{\pi} \int_0^\pi [\gamma(t), \gamma(t+\alpha)] \, dt.
\]

**Conjecture 3** For every \( \alpha \), one has:

\[
I(\alpha) \geq \sin \alpha,
\]

with equality only for central ellipses.

For infinitesimal \( \alpha \), the Taylor expansion up to third order shows that (9) implies inequality (3) (with \( T = \pi \)). Thus Conjecture 3 is indeed a generalization of Schwartz’s Average Lemma (6).

In a sense, one can solve the centro-affine parameterization equation (2). Let \( t \) be the angular coordinate in \( \mathbb{R}^2 \); then \( t \) gives a parameterization of \( \mathbb{R}P^1 \) such that \( t \) and \( t+\pi \) correspond to the same point. Let \( f(t) \) be an orientation preserving diffeomorphism of \( \mathbb{R}P^1 \) which we consider as a diffeomorphism \( f: \mathbb{R} \to \mathbb{R} \) satisfying \( f(t+\pi) = f(t) + \pi \). Then the curve

\[
\gamma(t) = \frac{1}{\sqrt{f'(t)}}(\cos f(t), \sin f(t))
\]

satisfies (2), and all solutions are obtained this way; see, e.g., [22]. Conjecture 3 can be reformulated as follows:

\[
\frac{1}{\pi} \int_0^\pi \frac{\sin(f(t+\alpha) - f(t))}{\sqrt{f'(t+\alpha)f'(t)}} \, dt \geq \sin \alpha
\]

(11)

for all diffeomorphisms \( f \) as above and every \( \alpha \in (0, \pi) \), with equality only for projective diffeomorphisms of \( \mathbb{R}P^1 \).

We prove a weak version of Conjecture 3.

**Theorem 4** For every \( \alpha \in (0, \pi) \), the central ellipses are local minima of the functional \( I(\alpha) \).
Namely we shall show that the central ellipses form a critical 3-dimensional manifold of \( I(\alpha) \) with a Hessian, positive definite in the normal direction.

In the spirit of [1, 7], one may consider the areal energy of a centro-affine parameterized curve \( \gamma(t) \), as considered above:

\[
G[\gamma] = \int_0^\pi \int_0^\pi g([\gamma(t), \gamma(t + \alpha)], \alpha) \, dt \, d\alpha,
\]

where \( g \) is a function of two variables. One conjectures that, for a broad class of functions \( g \), this areal energy \( G[\gamma] \) is uniquely minimized by the central ellipses.

The content of the paper is as follows. In Section 2 we prove Theorems 1 and 2. Our proof of Theorem 1 is by way of Morse theory on the space of equivalence classes of relevant polygons. Describing this space, we use some combinatorial formulas known in the theory of frieze patterns. In Section 3 using Fourier expansions of periodic functions, we prove Theorem 4. The proof reduces to an infinite series of trigonometric inequalities.

Section 4 is an appendix devoted to a somewhat unexpected appearance of the Blaschke-Santalo and Mahler inequalities, as well as the isoperimetric inequality in plane Minkowski geometry, in the study of outer billiards, a geometrically natural dynamical system akin to the more familiar, inner, billiards. To avoid expanding this introduction any further, we postpone the discussion of outer billiards until Section 4.

## 2 Proofs of Theorems 1 and 2

Denote by \( \mathcal{P}_n \) the space of origin-symmetric star-shaped \( 2n \)-gons \( (V_i) \) satisfying \( V_{i+n} = -V_i \) and \([V_i, V_{i+1}] = 1 \) for all \( i \); and let \( \mathcal{M}_n \) be its quotient space by \( SL(2, \mathbb{R}) \).

**Lemma 2.1** The spaces \( \mathcal{P}_n \) and \( \mathcal{M}_n \) are smooth \( n \)- and \( (n - 3) \)-dimensional manifolds, respectively.

**Proof.** Consider \( \mathcal{P}_n \) as a subvariety in \((\mathbb{R}^2)^n\) defined by the conditions \( \varphi_i = 1, \ i = 0, \ldots, n - 1 \), where \( \varphi_i = [V_i, V_{i+1}] \). Let \( V = (V_i) \) be a polygon in \( \mathcal{P}_n \). We want to show that our condition define a smooth submanifold: if \( \sum_i \lambda_i d\varphi = 0 \) at \( V \) then all \( \lambda_i = 0 \). Consider a test tangent vector \( \xi = \ldots \)
(0, \ldots, 0, \xi_k, 0, \ldots, 0) \in (\mathbb{R}^2)^n$ where $\xi_k \in \mathbb{R}^2$ is at $k$-th position. Then
\[ 0 = \sum_i \lambda_i d\varphi(\xi) = [\xi_k, \lambda_k V_{k+1} - \lambda_{k-1} V_{k-1}] \]
Hence $\lambda_k V_{k+1} = \lambda_{k-1} V_{k-1}$. However, the vectors $V_{k-1}$ and $V_{k+1}$ are linearly independent, so $\lambda_k = \lambda_{k-1} = 0$. This holds for all $k$ establishing the claim.

Since $SL(2, \mathbb{R})$ acts freely on $\mathcal{P}_n$, the quotient space $\mathcal{M}_n$ is an $(n - 3)$-dimensional manifold.

**Remark 2.2** Polygons in the projective line and in the affine plane. One has a natural map from $\mathcal{P}_n$ to $\mathcal{C}_n$, the configuration space of $n$ points in $\mathbb{RP}^1$. If $n$ is odd, this projection is a bijection on the connected component consisting of $n$-gons with winding number 1.

Indeed, let $v_0, \ldots, v_{n-1} \in \mathbb{RP}^1$ be such that the segments $[v_i, v_{i+1})$ (not containing other points $v_j$) cover the projective line once. Lift points $v_i$ to vectors $U_i \in \mathbb{R}^2$ so that $[U_i, U_j] > 0$ for $0 \leq i < j \leq n - 1$. We want to rescale these vectors, $V_i = t_i U_i$, so that $[V_i, V_{i+1}] = 1$ for $i = 0, \ldots, n - 2$, and $[V_{n-1}, -V_0] = 1$. This gives the system of equations
\[ t_i t_{i+1} = 1/[U_i, U_{i+1}], \quad i = 0, \ldots, n - 2; \quad t_{n-1} t_0 = 1/[U_0, U_{n-1}], \]
that has a unique solution for odd $n$. This provides an inverse map $\mathcal{C}_n \to \mathcal{P}_n$.

However, if $n$ is even, the projection $\mathcal{P}_n \to \mathcal{C}_n$ has a 1-dimensional fiber given by the scaling:
\[ V_{2i} \mapsto t V_{2i}, \quad V_{2i+1} \mapsto t^{-1} V_{2i+1}, \quad t \in \mathbb{R}_+. \]
The image of the projection $\mathcal{P}_n \to \mathcal{C}_n$ has codimension 1; it is given by the condition
\[ \prod_{i \text{ even}} [U_i, U_{i+1}] = \prod_{i \text{ odd}} [U_i, U_{i+1}], \]
that does not depend on the lifting.

We interpret the cross-products $c_i$ as follows. One can express each next vector $V_{i+1}$ as a linear combination the previous two, and the conditions $[V_{i-1}, V_i] = [V_i, V_{i+1}] = 1, [V_{i-1}, V_{i+1}] = c_i$ imply that the coefficients are as follows:
\[ V_{i+1} = c_i V_i - V_{i-1} \]
Set: $F_{i,j} = [V_i, V_j]$.

\footnote{This difference equation is a discrete analog of Hill’s equation.}
Lemma 2.3 For \( j - i \geq 2 \), one has:

\[
F_{i,j} = \begin{vmatrix}
c_{i+1} & 1 & 0 & 0 & \ldots & 0 \\
1 & c_{i+2} & 1 & 0 & \ldots & 0 \\
0 & 1 & c_{i+3} & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \ddots & 1 \\
\end{vmatrix}.
\] (13)

One also has:

\[
V_j = -F_{0,j}V_{-1} + F_{-1,j}V_0.
\] (14)

**Proof.** Equation (13) is proved by induction on \( j - i \). The determinants satisfy the recurrence

\[
F_{i,j+1} = c_j F_{i,j} - F_{i,j-1},
\]

but, due to (12), the same recurrence holds for the cross-products:

\[
[V_i, V_{j+1}] = c_j [V_i, V_j] - [V_i, V_{j-1}],
\]

which makes it possible to use induction.

Equation (14) follows from the fact that both sides have the same cross-products with \( V_{-1} \) and \( V_0 \). \( \Box \)

**Corollary 2.4** One has:

\[
F_{0,n-1} = 1, \quad F_{-1,n-1} = 0, \quad F_{0,n} = 0.
\] (15)

**Proof.** Since \( V_{n-1} = -V_{-1} \) and \( V_n = -V_0 \), equation (15) follows from (14) for \( j = n-1 \) and \( j = n \). (There is a fourth condition, \( F_{-1,n} = -1 \), but it follows from the fact that the monodromy map \( (V_{-1}, V_0) \mapsto (V_{n-1}, V_n) \) is area-preserving). \( \Box \)

**Remark 2.5** Frieze patterns. The cross-products \( F_{i,j} \) with fixed \( j - i \) form the rows of a frieze pattern; this means that the following equality holds:

\[
F_{i-1,j-1}F_{i,j} - F_{i,j-1}F_{i-1,j} = 1
\] (16)

(see [4] concerning frieze patterns). Indeed, if

\[
V_{j-1} = aV_{i-1} + bV_i, \quad V_j = cV_{i-1} + dV_i,
\]
then, using \([V_{j-1}, V_j] = 1\), one has: \(ad - bc = 1\). On the other hand, the left
hand side of (16) is equal to \(-bc + ad\), and (16) follows.

Thus the numbers \(c_i\) form the first non-trivial row of a frieze pattern
(after a row of 0s and a row of 1s). Formula (13) can be found in [4] too.

The functions \(c_i\) serve as coordinates in \(\mathcal{M}_n\). They are not independent:
they satisfy the three relations of Corollary 2.4. One can use formula (14)
to reconstruct the equivalence class of a polygon from \(c_i\); this is used in the
next lemma. But first consider the examples of \(n = 4\) and \(n = 5\).

**Example 2.6** \(n = 4\): applying a transformation from \(SL(2, \mathbb{R})\), we may
assume that \(V_0 = (1, 0), V_3 = (0, 1)\). Then \(V_1 = (x, 1), V_2 = (1, y)\). The
condition \([V_1, V_2] = 1\) yields \(xy - 1 = 1\). Thus \(\mathcal{M}_4\) is the hyperbola \(xy = 2, x > 0\).
The cross-products \(c_i\) are as follows: \(c_0 = x, c_1 = y, c_2 = x, c_3 = y,\)
and \(F_4 = 2(x + y)\), which has the minimum for \(x = y = \sqrt{2} = 2 \cos(\pi/4)\).

\(n = 5\): once again, assume that \(V_0 = (1, 0), V_4 = (0, 1)\). Let \(V_1 = (x, 1), V_3 = (1, y),\) and \(V_2 = (a, b)\). Then the conditions \([V_1, V_2] = [V_2, V_3] = 1\)
yield \(x = (1 + a)/b, y = (1 + b)/a\). The cross-products \(c_i\) are as follows:
\[
\begin{align*}
\end{align*}
\]
and
\[
\begin{align*}
F_5 &= a + b + \frac{1 + a}{b} + \frac{1 + b}{a} + \frac{1 + a + b}{ab}.
\end{align*}
\]
The only critical point of this function is \(a = b = (1 + \sqrt{5})/2\), the golden
ratio; then \(c_i = 2 \cos(\pi/5)\) for all \(i\).

Consider the function \(F_n : \mathcal{M}_n \to \mathbb{R}\).

**Lemma 2.7** \(F_n\) is a proper function, that is, the set \(S_m := \{F_n \leq m\}\) is
compact for every positive constant \(m\).

**Proof.** Consider a sequence of polygons \(V^j = (V^j_i), j = 1, 2, \ldots\) in \(S_m\)
and let \(c^j_i\) be the respective sequence of the cross-products \([V^j_{i-1}, V^j_{i+1}]\). Since
\(c^j_i > 0\), we have \(c^j_i \leq m\), and hence, considering a subsequence if necessary,
we may assume that \(c^j_i \to \bar{c}_i\) as \(j \to \infty\). Since \(F^j_{i-1,i+2} > 0\), it follows from
(13) that \(\bar{c}_i \bar{c}_{i+1} \geq 1\). Therefore, all \(\bar{c}_i\) are separated from 0.
We can use the numbers \(c_i\) to construct a polygon in \(\mathcal{M}_n\) which is the limit of the (sub)sequence \(V^j\). Namely, choose two vectors, \(V_{-1}\) and \(V_0\) with \(\bar{V}_{-1}, V_0 = 1\), and use the “barred” version of recurrence (14) to construct a polygon. The periodicity condition \(V_{n-1} = -V_{-1}, V_n = -V_0\) follows from the fact that equations (15) still hold in the limit. The resulting polygon is star-shaped because, in the limit, \(F_{i,j} \geq 0\) for \(0 \leq i < j \leq n - 1\) as well. \(\Box\)

Now we describe the critical points of the function \(F_n\) in \(\mathcal{M}_n\).

**Lemma 2.8** A polygon \(V = (V_i)\) is a critical point of the function \(F_n\) if and only if all the cross-ratios are equal, \(c_i = 2 \cos(\pi/n)\), and the polygon is affine-regular.

**Proof.** Assume that \(n \geq 6\) (otherwise, see Example [2.6]). Consider six consecutive vertices \(V_{i-2}, \ldots, V_{i+3}\). Consider an infinitesimal deformation

\[
V_i \mapsto V_i + \varepsilon V_{i-1}, \quad V_{i+1} \mapsto V_{i+1} + \delta V_{i+2}.
\]

This deformation does not change the cross-products \([V_{i-1}, V_i]\) and \([V_{i+1}, V_{i+2}]\). For \([V_i, V_{i+1}]\) to remain the same in the linear approximation, one needs to have \(\varepsilon[V_{i-1}, V_{i+1}] + \delta[V_i, V_{i+2}] = 0\). Hence \(\varepsilon = t \bar{c}_{i+1}, \delta = -t c_i\) where \(t\) is an infinitesimal. In particular, \(\varepsilon + \delta = t(c_{i+1} - c_i)\).

Next one computes the rate of change of \(F_n\) under the deformation (17). This equals

\[
\varepsilon[V_{i-2}, V_{i-1}] + \delta[V_{i-1}, V_{i+2}] + \varepsilon[V_{i-1}, V_{i+2}] + \delta[V_{i+2}, V_{i+3}] = (\varepsilon + \delta)(F_{i-1,i+2} + 1).
\]

By (13), \(F_{i-1,i+2} = c_i c_{i+1} - 1\), hence (18) equals \((\varepsilon + \delta)c_i c_{i+1} = t(c_{i+1} - c_i)c_i c_{i+1}\). This is zero if and only if \(c_i = c_{i+1}\). Therefore, if a point is critical then all \(c_i\) are equal. This is the case of the (affine) regular polygon.

It remains to check that (an equivalence class of) the regular polygon \(V = (V_i)\) is a critical point of \(F_n\). Consider an infinitesimal deformation \(V_i \mapsto V_i + \varepsilon U_i\) where \(U_i = a_i V_{i-1} + b_i V_{i+1}\). Since the deformation does not change \([V_i, V_{i+1}]\), one has: \([U_i, V_{i+1}] + [V_i, U_{i+1}] = 0\), that is, \(a_i c_i + b_{i+1} c_{i+1} = 0\). Since all \(c_i\) are equal, \(c_i = c\) for all \(i\), one has \(a_i = -b_{i+1}\), and in particular, \(\sum(a_i + b_i) = 0\). Finally, the rate of change of \(F_n\) equals

\[
\sum[a_i V_{i-1} + b_i V_{i+1}] = a_i [V_{i-2}, V_{i+1}] + b_{i+1} [V_i, V_{i+1}] + a_{i+1} [V_{i-1}, V_i] + b_i [V_{i-1}, V_{i+2}] = a_i (c_i - 1) + b_{i+1} a_i + b_i (c_i c_{i+1} - 1) = c^2 \sum(a_i + b_i) = 0.
\]
Thus $dF_n(V) = 0$. □

Now we can prove Theorem 1. Fix a generic and sufficiently large constant $m$ and consider the manifold with boundary $S_m = \{F_n \leq m\}$. By Lemma 2.7 $S_m$ is compact. Hence $F_n$ assumes minimum on it, and by Lemma 2.8 this minimum corresponds to the affine-regular polygon. The respective value of the function $F_n$ is $2n \cos(\pi/n)$. This finishes the proof of Theorem 1.

Let $V = (V_i)$ be a star-shaped polygon in the plane. The dual polygon $V^* = (V^*_i)$ in the dual plane is characterized by the equalities:

$$V_i \cdot V^*_i = 1, \quad \ker V^*_i = (V_{i+1} - V_i),$$

for all $i$. As in Section 1 we use the area form to identify the plane with its dual.

**Lemma 2.9** The dual polygon $V^*$ is given by $V^*_i = V_{i+1} - V_i$, and its signed area satisfies $A(V^*) = 2n - F_n$.

**Proof.** One has:

$$[V_i, V_{i+1} - V_i] = 1 \text{ and } [V_{i+1} - V_i, V_{i+1} - V_i] = 0,$$

as needed. Next,

$$A(V^*) = \sum_{i=1}^{n} [V_i - V_{i-1}, V_{i+1} - V_i] = \sum_{i=1}^{n} (2 - c_i) = 2n - F_n,$$

as claimed. □

Now we prove Theorem 2. Consider a centrally symmetric star-shaped $2n$-gon $V$ satisfying the assumptions of the theorem. One has $A(V) = n$, hence

$$A(V)A(V^*) = 2n^2 - nF_n \leq 2n^2 - 2n^2 \cos \frac{\pi}{n} = 4n^2 \sin^2 \frac{\pi}{2n},$$

where the inequality in the middle follows from Theorem 1.
3 Proof of Theorem 4

First of all, we show that inequality (11) is indeed equivalent to (9).

Lemma 3.1 For a curve $\gamma$ as in (10), one has:

$$I(\alpha) = \frac{1}{\pi} \int_{0}^{\pi} \frac{\sin(f(t + \alpha) - f(t))}{\sqrt{f'(t + \alpha) f'(t)}} dt.$$ 

Proof. Using complex notation, one has:

$$\gamma(t) = (f'(t))^{-1/2} e^{if(t)}, \quad \gamma(t + \alpha) = (f'(t + \alpha))^{-1/2} e^{if(t+\alpha)},$$

hence

$$[\gamma(t), \gamma(t + \alpha)] = (f'(t)f'(t + \alpha))^{-1/2} [e^{if(t)}, e^{if(t+\alpha)}],$$

and it remains to use the fact that $[\exp(i\phi), \exp(i\psi)] = \sin(\psi - \phi)$. □

We use the formula of Lemma 3.1 to investigate the functional $I(\alpha)$.

Lemma 3.2 For each $\alpha$, the central ellipses are critical points of the functional $I(\alpha)$.

Proof. Without loss of generality, assume that we are given a unit circle parameterized by the angle parameter $t$, that is, $f_0(t) = t$. Consider an infinitesimal perturbation $f(t) = t + \varepsilon g(t)$ where $g$ is a $\pi$-periodic function. Then

$$f(t + \alpha) = t + \alpha + \varepsilon g(t + \alpha), \quad f'(t) = 1 + \varepsilon g'(t), \quad f'(t + \alpha) = 1 + \varepsilon g'(t + \alpha).$$

Denoting $f(t + \alpha)$ and $g(t + \alpha)$ by $f_+$ and $g_+$ respectively, one has

$$\sin(f_+ - f) = \sin \alpha + \varepsilon (g_+ - g) \cos \alpha, \quad f'f_+' = 1 + \varepsilon (g_+' + g'),$$

and hence

$$\frac{1}{\pi} \int_{0}^{\pi} \frac{\sin(f(t + \alpha) - f(t))}{\sqrt{f'(t + \alpha) f'(t)}} dt = \sin \alpha + \frac{\varepsilon}{\pi} \int_{0}^{\pi} \left( (g_+ - g) \cos \alpha - \frac{1}{2} (g_+' + g') \sin \alpha \right) dt.$$ 

The last integral vanishes because

$$\int_{0}^{\pi} g_+(t) dt = \int_{0}^{\pi} g(t) dt \quad \text{and} \quad \int_{0}^{\pi} g_+'(t) dt = \int_{0}^{\pi} g'(t) dt = 0, \quad (19)$$
Next we compute the Hessian of the functional $I(\alpha)$ at function $f_0(t) = t$. Write: $f(t) = t + \varepsilon g(t) + \varepsilon^2 h(t)$, where $g$ and $h$ are $\pi$-periodic, and use the same notation as in the proof of the preceding lemma.

**Lemma 3.3** One has:

$$I(\alpha) = \sin \alpha + \frac{\varepsilon^2}{4} \left( \sin \alpha \int_0^\pi (g'g'_+ + 3(g')^2 + 4gg_+ - 4g^2) \, dt - 4 \cos \alpha \int_0^\pi g'g' \, dt \right)$$

where terms of order 3 and higher in $\varepsilon$ are suppressed.

**Proof.** The computation is similar to the previous proof, but this time, one considers Taylor expansions in $\varepsilon$ up to second order. From Lemma 3.2 we know that the linear term in $\varepsilon$ in the expansion of $I(\alpha)$ vanishes. The quadratic term in the integrand is as follows:

$$\sin \alpha \left( -\frac{1}{2}(g_+ - g)^2 + \frac{3}{8}(g'_+ + g')^2 - \frac{1}{2}(h'_+ + h' + g'_+ g') \right)$$

$$+ \cos \alpha \left( -\frac{1}{2}(g_+ - g)(g'_+ + g') + (h_+ - h) \right).$$

As before, we simplify the integrals using equations (19) for function $h$, similar equations for functions $g^2$ and $g^2_+$, and integration by parts

$$\int_0^\pi g(t)g'_+(t) \, dt = -\int_0^\pi g'_+(t)g_+(t) \, dt$$

to obtain the stated result. □

Next we consider the Fourier expansion of the $\pi$-periodic function $g(t)$ and express the Hessian in terms of the Fourier coefficients. Let

$$g(t) = \sum_{n \in \mathbb{Z}} z_n e^{int}, \quad z_n \in \mathbb{C}, \quad z_{-n} = \bar{z}_n, \quad n \text{ even.}$$

**Lemma 3.4** Up to a multiplicative positive constant, the quadratic part of $I(\alpha)$, as given in Lemma 3.3, is as follows:

$$\sum_{n > 0, \text{ even}} |z_n|^2 [(3n^2 - 4) \sin \alpha + (n^2 + 4) \sin \alpha \cos n\alpha - 4n \cos \alpha \sin n\alpha].$$
Proof. First of all, we notice that the quadratic part of $I(\alpha)$ vanishes if $g$ is a constant. Hence we may assume that $z_0 = 0$. Next, we have:

$$
g' = \suminz_ne^{int}, \quad g_+ = \sum z_ne^{ina}e^{int}, \quad g'_+ = \suminz_ne^{ina}e^{int}.
$$

Now we use Lemma 3.3 and the fact that

$$
\int_0^{2\pi} e^{int} dt = 0,
$$

unless $m = -n$, in which case the integral equals $2\pi$ (we deal with even harmonics, hence we may take the limits in the integrals to be $0$ and $\pi$). Using this fact, each integral from Lemma 3.3 can be expressed in terms of the coefficients $z_n$. Let us illustrate this for the term $g_+g$; other cases are similar:

$$
\int_0^\pi g_+(t)g(t) \, dt = \frac{1}{\pi} \sum_{n \text{ even}} z_{-n}z_ne^{ina} = \frac{1}{\pi} \sum_{n \text{ even}} |z_n|^2 e^{ina} =
$$

$$
\frac{2}{\pi} \sum_{n>0, \text{ even}} |z_n|^2 \frac{e^{ina} + e^{-ina}}{2} = \frac{2}{\pi} \sum_{n>0, \text{ even}} |z_n|^2 \cos n\alpha.
$$

Collecting terms and canceling a common positive factor yields the result. $\Box$

It remains to consider the function

$$
f_n(\alpha) := (3n^2 - 4) \sin \alpha + (n^2 + 4) \sin \alpha \cos n\alpha - 4n \cos \alpha \sin n\alpha. \quad (20)
$$

We observe that $f_0(\alpha) = 0$ and $f_2(\alpha) = 0$. The space of even harmonics of order $\leq 2$ is 3-dimensional. This corresponds to the fact that the space of central ellipses is 3-dimensional: they constitute the $SL(2,\mathbb{R})$-orbit of the unit circle. Thus Theorem 4 will be proved once we establish the following fact.

**Proposition 3.5** For every even $n \geq 4$ and $\alpha \in (0, \pi)$, one has: $f_n(\alpha) > 0$ (see Figure 3).
Figure 3: The graphs of $f_n$ for $n = 6$ and $n = 20$

**Proof.** First, we show that $f_n(\alpha) > 0$ if $\alpha$ is sufficiently separated from 0 and $\pi$. In fact, by symmetry, we may assume that $\alpha \in (0, \pi/2)$. One has an obvious inequality:

$$a \cos \phi + b \sin \phi \geq -\sqrt{a^2 + b^2}. \quad (21)$$

Consider

$$g_n(\alpha) := \frac{f_n(\alpha)}{\sin \alpha} = (3n^2 - 4) + (n^2 + 4) \cos n\alpha - 4n \cot \alpha \sin n\alpha.$$

Using (21) with $\phi = n\alpha$, we have:

$$g_n(\alpha) \geq (3n^2 - 4) - \sqrt{(n^2 + 4)^2 + 16n^2 \cot^2 \alpha}.$$

Thus, $g_n(\alpha) > 0$ if $(3n^2 - 4)^2 > (n^2 + 4)^2 + 16n^2 \cot^2 \alpha$, or

$$|\cot \alpha| < \sqrt{(n^2 - 4)/2}. \quad (22)$$

Secondly, we show that $f_n(\alpha)$ increases when $\alpha$ is sufficiently close to 0. Namely, let

$$h_n(\alpha) := \frac{f'_n(\alpha)}{\cos \alpha} = (3n^2 - 4)(1 - \cos n\alpha) - n^3 \tan \alpha \sin n\alpha.$$

Using some trigonometry, we see that $h_n(\alpha) > 0$ if $(3n^2 - 4) \tan(n\alpha/2) > n^3 \tan \alpha$, or

$$\frac{\tan(n\alpha/2)}{n \tan(\alpha/2)} > \frac{n^2}{3n^2 - 4} \frac{\tan \alpha}{\tan(\alpha/2)}. \quad (23)$$
We want to show that (23) holds for $\alpha < \pi/(2n)$. To this end, we use the inequality
\[ \tan n\alpha > n\tan \alpha, \]
that can be easily proved by induction on $n$. Hence, the left hand side of (23) is greater than 1. On the other hand, the right hand side of (23) is less than 1 for all $n \geq 4$ and $\alpha < \pi/(2n)$. Thus (23) holds.

Finally, we need to show that the two above considered cases cover the whole interval of values of $\alpha$, that is, in view of (22), that
\[ \cot \frac{\pi}{2n} < \sqrt{\frac{n^2 - 4}{2}} \] (24)
for all $n \geq 4$. Indeed, the ratio of the right and left side of (24) increases with $n$, and for $n = 4$, this ratio equals 1.01461... □

**Remark 3.6 Critical curves of $I(\alpha)$.** It is interesting to describe critical curves of the functional $I(\alpha)$. Let $\gamma(t)$ be a 2$T$-periodic centrally symmetric curve, parameterized so that the unit Wronskian condition (2) holds. Let $\gamma_{\pm}(t) = \gamma(t \pm \alpha)$. Then $\gamma$ is critical for $I(\alpha)$ in the class of curves satisfying (2) if and only if
\[ 3[\gamma'(t), \gamma_+(t) - \gamma_-(t)] + [\gamma(t), \gamma'_+(t) - \gamma'_-(t)] = 0 \] (25)
for all $t$. We do not dwell on the proof, but let us mention that the infinitesimal perturbations of a curve, preserving the unit Wronskian condition, are given by vector fields of the form
\[ v(t) = f'(t)\gamma(t) - 2f(t)\gamma'(t) \]
where $f(t)$ is an arbitrary smooth function satisfying $f(t + T) = -f(t)$.

Equation (25) holds for central ellipses (each of the two cross-products vanishes), but we do not know whether central ellipses are the only curves satisfying this equation.

4 Appendix: Blaschke-Santalo inequality and outer billiards

*Outer billiards* (a.k.a. dual billiards) is a discrete time dynamical system in the exterior of a planar convex domain (outer billiard table) defined by the
following geometric construction. Let \( \gamma \) be the oriented outer billiard curve, the boundary of the outer billiard table, and let \( x \) be a point in its exterior. Draw the tangent ray to \( \gamma \) from \( x \), whose orientation agrees with that of \( \gamma \), and reflect \( x \) in the tangency point to obtain a new point \( y \). The map \( F : x \mapsto y \) is the outer billiard transformation, see Figure 4. The map \( F \) can be defined for convex polygons as well (its domain is then an open dense subset of the exterior of the polygon). See the article [5] or the respective chapters of the books [30, 33] for a survey of outer billiards. The monograph [28] provides a profound study of outer billiards on a class of quadrilaterals called kites.

![Figure 4: Outer billiard map](image)

It was observed a long time ago that, after rescaling, the dynamics of the second iteration of the outer billiard map very far away from the outer billiard table is approximated by a continuous motion whose trajectories are closed centrally symmetric curves and which satisfies the second Kepler law: the area swept by the position vector of a point depends linearly on time. Without going into details that can be found in [31], here is an explanation of this phenomenon.

Let \( \gamma(t) \) be the outer billiard curve which we assume to be smooth and strictly convex. Consider the tangent line to \( \gamma(t) \). There is another tangent line, parallel to that at \( \gamma(t) \); let \( v(t) \) be the vector that connects the tangency points of the former and the latter. For points \( x \) at great distance from \( \gamma \) and seen in the direction of \( \gamma'(t) \) from \( \gamma \), the vector \( x \mathbf{F}^2(x) \) is almost equal to \( 2v(t) \), see Figure 5. We construct a homogeneous field of directions in the plane: along the ray generated by the vector \( \gamma'(t) \), the direction of the field is that of the vector \( v(t) \). The trajectories of the second iteration of the outer billiard map “at infinity” follow the integral curves of this field of directions. These integral curves are all similar; we denote them by \( \Gamma \).
A similar analysis can be performed when the outer billiard curve if a convex polygon, see, e.g., [28]. For example, if \( \gamma \) is a triangle then \( \Gamma \) is an affine-regular hexagon. Another example: if \( \gamma \) is a curve of constant width then \( \Gamma \) is a circle. If \( \gamma \) is a semi-circle then \( \Gamma \) is a curve made of two symmetric arcs of orthogonal parabolas.

In fact, one can describe the curves \( \Gamma \) explicitly. Let us assume first that \( \gamma \) is centrally symmetric. Then \( v(t) = -2\gamma(t) \).

**Lemma 4.1** The curve

\[
\Gamma(t) = \frac{\gamma'(t)}{[\gamma(t), \gamma'(t)]}
\]

(26)

is the integral curve of the above defined field of directions.

**Proof.** Clearly, \( \Gamma(t) \) has the direction of \( \gamma'(t) \), and we need to check that \( \Gamma'(t) \) is collinear with \( \gamma(t) \). Indeed,

\[
\Gamma' = \frac{\gamma''}{[\gamma, \gamma']} - \frac{\gamma'[\gamma, \gamma'']}{[\gamma, \gamma']^2},
\]

hence \([\gamma, \Gamma'] = 0\). \( \square \)

The outer billiard motion “at infinity” goes along the curve (26) with the velocity vector at point \( \Gamma(t) \) being equal to \(-2\gamma(t)\). This implies that

\[
[\Gamma(t), -2\gamma(t)] = 2,
\]

(27)

which explains Kepler’s law. Furthermore, the curve (26) is polar dual to \( \gamma \): equations (4) hold with \( \Gamma = \gamma^* \) (providing another proof to Lemma 4.1).
If $\gamma$ is not centrally symmetric then $\Gamma$ is polar dual to the central symmetrization of $\gamma$, see [31]. The later curve, which we denote by $\bar{\gamma}$, is the Minkowski half-sum of $\gamma$ and $-\gamma$, its reflection in the origin. In other words, the support function of $\bar{\gamma}$ is given by the formula

$$\bar{p}(t) = \frac{p(t) + p(t + \pi)}{2},$$

where $p(t)$ is the support function of $\gamma$. The curve $\bar{\gamma}$ is centrally symmetric and its width in every direction coincides with that of $\gamma$. Of course, if $\gamma$ is centrally symmetric then $\bar{\gamma} = \gamma$.

The trajectories at infinity $\Gamma$ are defined only up to dilation. Fix one such curve, and let $T$ be the time it takes to traverse the curve moving with the velocity $v$. Scaling the curve $\Gamma$ by some factor, results in scaling $T$ by the same factor. One can also scale the outer billiard curve $\gamma$: this results in scaling the speed by the same factor and the time by its reciprocal. To make the time scaling-independent, one multiplies $T$ by $\sqrt{\frac{A(\bar{\gamma})}{A(\Gamma)}}$ where, as before, $A$ denotes the area bounded by a curve. Let us call the result of this scaling of $T$ the absolute time, and denote it by $T^*$.

**Theorem 5** For any outer billiard curve $\gamma$, the absolute time satisfies

$$\sqrt{2} \leq T^* \leq \frac{\pi}{2}.\]

The upper bound is attained only for curves of constant width and their affine images; the lower bound is attained only for parallelograms. If $\gamma$ is a centrally symmetric $2n$-gon then

$$T^* \leq n \sin \frac{\pi}{2n},$$

with equality only for affine-regular $2n$-gons; the same inequality holds for arbitrary $n$-gons.

**Proof.** Let $\Gamma(t)$ be as in Lemma 4.1. According to (27), the rate of change of sectorial area is $2$, so the time $T$ equals $(1/2)A(\Gamma)$. Hence $T = (1/2)\sqrt{A(\bar{\gamma})A(\Gamma)}$.

By the Blaschke-Santalo inequality, $T \leq \pi/2$, with equality only if $\bar{\gamma}$ is a central ellipse, that is, if $\bar{\gamma}$ is affine equivalent to a circle. But $\bar{\gamma}$ is a circle if and only if $\gamma$ has constant width.
By Mahler’s theorem, see [20, 17], $\sqrt{2} \leq T$, with equality only if $\bar{\gamma}$ is a parallelogram. This happens if and only if $\gamma$ is a parallelogram as well.

If $\gamma$ is a centrally symmetric $2n$-gon, the upper bound follows from Theorem 2. Finally, if $\gamma$ is an $n$-gon then $\bar{\gamma}$ is a centrally symmetric $2n$-gon (it is possible that $\bar{\gamma}$ has fewer than $2n$ sides but this does not affect the inequality). □

**Remark 4.2** It is interesting to mention that outer billiards also “solve” the isoperimetric problem in Minkowski geometry. Let a centrally symmetric outer billiard curve $\gamma$ be the unit circle of planar Minkowski geometry. Then the trajectory at infinity $\Gamma$ is the unique solution to the isoperimetric problem in this Minkowski geometry: according to Busemann’s theorem [2], the Minkowski length of (a homothetic copy of) $\Gamma$ is minimal among the curves bounding a fixed area.

**Acknowledgments.** It is a pleasure to thank J. C. Alvarez, Yu. Burago, M. Ghomi, M. Levi, E. Lutwak, V. Ovsienko, I. Pak and especially R. Schwartz for comments and suggestions. The paper was written during my visit at Brown University; I am grateful to the Department of Mathematics for its hospitality.

**References**

[1] A. Abrams, J. Cantarella, J. Fu, M. Ghomi, R. Howard. *Circles minimize most knot energies.* Topology 42 (2003), 381–394.

[2] H. Busemann. *The isoperimetric problem in the Minkowski plane.* Amer. J. Math. 69 (1947), 863–871.

[3] W. Chen, R. Howard, E. Lutwak, D. Yang, G. Zhang. *A generalized affine isoperimetric inequality.* J. Geom. Anal. 14 (2004), 597–612.

[4] H. S. M. Coxeter. *Frieze patterns.* Acta Arith. 18 (1971), 297–310.

[5] F. Dogru, S. Tabachnikov. *Dual billiards.* Math. Intelligencer 27 (2005), no. 4, 18–25.
[6] K. Duval, V. Ovsienko. *Lorentz world lines and the Schwarzian derivative*. Funct. Anal. Appl. **34** (2000), 135–137.

[7] P. Exner, E. Harrell, M. Loss. *Inequalities for means of chords, with application to isoperimetric problems*. Lett. Math. Phys. **75** (2006), 225–233.

[8] H. Flanders. *The Schwarzian as a curvature*. J. Diff. Geom. **4** (1970), 515–519.

[9] E. Ghys, *Cercles osculateurs et géométrie lorentzienne*. Talk at the journée inaugurale du CMI, Marseille, February 1995.

[10] H. Guggenheimer. *Hill equations with coexisting periodic solutions*. J. Diff. Eq. **5** (1969), 159–166.

[11] H. Guggenheimer. *Hill equations with coexisting periodic solutions. II*. Comment. Math. Helv. **44** (1969), 381–384.

[12] H. Guggenheimer. *Geometric theory of differential equations. The Ljapunov integral for monotone coefficients*. Bull. Amer. Math. Soc. **77** (1971), 765–766.

[13] H. Guggenheimer. *Geometric theory of differential equations. I. Second order linear equations*. SIAM J. Math. Anal. **2** (1971), 233–241.

[14] H. Guggenheimer. *Geometric theory of differential equations. III. Second order equations on the reals*. Arch. Rational Mech. Anal. **41** (1971), 219–240.

[15] H. Guggenheimer. *Geometric theory of differential equations. VI. Ljapunov inequalities for co-conjugate points*. Tensor **24** (1972), 14–18.

[16] J. Lehec. *A direct proof of the functional Santalo inequality*. C. R. Math. Acad. Sci. Paris **347** (2009), 55–58.

[17] E. Lutwak. *Selected affine isoperimetric inequalities*. Handbook of convex geometry, Vol. A, 151–176, North-Holland, Amsterdam, 1993.

[18] E. Lutwak, D. Yang, G. Zhang. *Moment-entropy inequalities*. Ann. Probab. **32** (2004), 757–774.
[19] G. Lükö. *On the mean length of the chords of a closed curve*. Israel J. Math. **4** (1966), 23–32.

[20] K. Mahler. *Ein Minimalproblem für konvexe Polygone*. Mathematica (Zutphen) B 7 (1939), 118-127.

[21] Y. Ni, M. Zhu. *Steady states for one-dimensional curvature flows*. Commun. Contemp. Math. **10** (2008), 155–179.

[22] V. Ovsienko, S. Tabachnikov. *Sturm theory, Ghys theorem on zeroes of the Schwarzian derivative and flattening of Legendrian curves*. Selecta Math. **2** (1996), 297–307.

[23] V. Ovsienko, S. Tabachnikov. *Projective differential geometry old and new. From the Schwarzian derivative to the cohomology of diffeomorphism groups*. Cambridge University Press, Cambridge, 2005.

[24] V. Ovsienko, S. Tabachnikov. *What is ... the Schwarzian derivative?* Notices Amer. Math. Soc. **56** (2009), 34–36.

[25] C. Petty, J. Barry. *A geometrical approach to the second-order linear differential equation*. Canad. J. Math. **14** (1962), 349–358.

[26] R. Schwartz. *A projectively natural flow for circle diffeomorphisms*. Invent. Math. **110** (1992), 627–647.

[27] R. Schwartz. *On the integral curve of a linear third order O.D.E*. J. Diff. Eq. **135** (1997), 183–191.

[28] R. Schwartz. *Outer billiards on kites*. Princeton U. Press, Princeton, NJ, 2009.

[29] D. Singer. *Diffeomorphisms of the circle and hyperbolic curvature*. Conform. Geom. Dyn. **5** (2001), 1–5.

[30] S. Tabachnikov. *Billiards*. Panor. Synth. No. 1, Soc. Math. France, 1995.

[31] S. Tabachnikov. *Asymptotic dynamics of the dual billiard transformation*. J. Statist. Phys. **83** (1996), 27–37.

[32] S. Tabachnikov. *On zeros of the Schwarzian derivative*. Topics in singularity theory, 229–239, Amer. Math. Soc., Providence, RI, 1997.
[33] S. Tabachnikov. *Geometry and billiards*. Amer. Math. Soc., Providence, RI, 2005.