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Abstract
Continuous experimentation (CE) refers to a set of practices used by software companies to rapidly assess the usage, value, and performance of deployed software using data collected from customers and systems in the field using an experimental methodology. However, despite its increasing popularity in developing web-facing applications, CE has not been studied in the development process of business-to-business (B2B) mission-critical systems. By observing the CE practices of different teams, with a case study methodology inside Ericsson, we were able to identify the different practices and techniques used in B2B mission-critical systems and a description and classification of the four possible types of experiments. We present and analyze each of the four types of experiments with examples in the context of the mission-critical long-term evolution (4G) product. These examples show the general experimentation process followed by the teams and the use of the different CE practices and techniques. Based on these examples and the empirical data, we derived the HURRIER process to deliver high-quality solutions that the customers value. Finally, we discuss the challenges, opportunities, and lessons learned from applying CE and the HURRIER process in B2B mission-critical systems.
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1 | INTRODUCTION

Companies are expected to continuously deliver fast, high-quality software that provides value to customers. For example, mobile networks are constantly evolving in the telecommunication domain to support new user equipment and improve service quality. Additionally, the deployed software is becoming increasingly complex and has a high degree of interdependence with the operating environment. These aspects make it hard for the development organization to evaluate the delivered value and the quality of the software.1,2

With the success stories from the web-facing systems,1,3,4 organizations in other domains have also been adopting continuous experimentation (CE) practices.5–7 CE is used not only to validate the value delivered to customers but also to assess quality aspects that cannot be verified during internal development and pre-deployment quality assurance activities.8 CE has been primarily focused on Software-as-a-Service and web-facing systems, in both research and industry.9 Despite a few papers that explored the introduction of CE in a business-to-business (B2B) context,9–11 no publications studied the industrial usage of a CE process in B2B mission-critical systems.
Fowler defines mission-critical systems as those that, in the presence of failures or degradation, can lead to property damage, reputation damage as well as to prevent the main task from being completed.\textsuperscript{12} Fowler\textsuperscript{12} also points that such systems are often subject to regulations and standards (e.g., the 3GPP specification\textsuperscript{13}). Mobile communication is an integral part of payment and banking systems, medical and transportation devices, and others which, if disrupted, can lead to severe-major failures for different businesses and society.\textsuperscript{12} Experimentation in the B2B mission-critical systems domain has different characteristics compared to most web-facing applications. For example, there is a difference between customer and users, ownership of the product and the data, who has control over new deployments, service level agreements, risk analysis, and the impact of failure and strategies to overcome them, among others. In the mobile communication domain, the mobile operators control which version of the software will be deployed and how and when the deployment will occur. These decisions are based on the risks and benefits of the new software version. Some of the risks can be mitigated by controlled deployments. Therefore any experimentation activity requires in-depth collaboration between the development organization and the customers.

To investigate the use of CE in B2B mission-critical systems, we conducted a case study in collaboration with Ericsson. Ericsson is a multinational networking and telecommunications company, with an R&D organization of over 24000 people\textsuperscript{1}. Ericsson is arguably one of the largest software development companies operating in the B2B domain. By observing the CE practices of different teams, we were able to identify the key activities and derive an experimentation process that addresses the deployment of experiments with customers in the B2B mission-critical systems.

This paper provides four main contributions. First, we provide a classification of the different types of experiments, practices, and techniques used in B2B mission-critical systems. These techniques are discussed in the context of existing research in other domains. We identified four types of experiments that are conducted: business-driven, regression-driven, optimization, and customer support experiments. Second, we present and analyze four examples, one for each of the four types of experiments. These examples show the general experimentation process followed by the team as well as the usage of the different practices and techniques. Third, based on the empirical data, we derived the HURRIER process \textit{(High valueRe through continuous ExpeRimentation)}. This process combines different experimental techniques and practices to deliver high-quality solutions that the customers value. The HURRIER process can help the R&D organization to validate feature functionality, increase coverage, identify and trace stochastic faults and increase the confidence in the developed solutions much faster than without the field experiments. Finally, we discuss the challenges, opportunities, and lessons learned from applying CE and the HURRIER process in B2B mission-critical systems.

This paper is an extension of the paper “Experimentation for Business-to-Business Mission-Critical Systems: A Case Study”\textsuperscript{14} presented at the International Conference on Software and Systems Process 2020. This paper provides the following contributions compared to the conference paper. First, we provide a classification of the different types of experiments, practices, and techniques used in B2B mission-critical systems (Section 4). Second, we provide a revised version of the HURRIER process to include relevant information to complement the different types of experimentation (Section 6). Third, in addition to the original example (in regression-driven experiments), we added three new examples for the other types of experimentation (Section 5). Finally, we have revised and expanded the background and discussion sections in light of the new research questions.

The rest of this paper is organized as follows. Section 2 presents background information in CE and related work in CE in the B2B domain. Section 3 describes the research method and validity considerations. Section 4 presents a classification of the different types of experiments, practices, and techniques used in B2B mission-critical systems. Section 5 presents four examples, in the context of the Long Term Evolution (4G) product, of different types of experiments as well as the practices and techniques. Section 6 presents the derived the HURRIER process. Section 7 presents a discussion on the results addressing each of the research questions. Finally, Section 8 concludes the paper.

2 | BACKGROUND AND RELATED WORK

2.1 | Continuous experimentation

Fitzgerald and Stol\textsuperscript{6} provide a review on several different initiatives around the term continuous. They present a holistic view of the various software development activities throughout the entire software life cycle. These activities are divided into three phases: business strategy and planning, development, and operations. Continuous experimentation acts as a link between the strategy and operations and the development, where repeated cycles of build, measure, and learn\textsuperscript{15} guide the product improvement, evolution, and innovation inside the company.

CE aims at minimizing the risk of developing software that does not deliver value to the customer through continuously identifying, prioritizing, and validating critical product assumptions during all development phases.\textsuperscript{7} A significant amount of research has been conducted in the context of continuous experimentation. Auer and Felderer\textsuperscript{8} performed a systematic mapping study in CE from 2007 to 2017 and identified a total of 82 publications. Their work identified that most of the research with industry participation is in the context of web-facing companies such as  

\textsuperscript{6}https://www.ericsson.com/en/about-us/company-facts
Microsoft, Yandex, Facebook, Google, and LinkedIn. Additionally, CE is discussed mainly through randomized controlled experiments (A/B testing). However, CE constitutes a group of techniques that goes beyond randomized controlled experiments and that can encompass many other activities and techniques.

Auer et al. provide a taxonomy synthesized from a systematic literature review on the characteristics of experiments in the online domain. These characteristics are divided into five themes overall, analysis, ideation, execution, and design. These characteristics reflect on decisions during a complete A/B testing iteration, such as selection of metrics, scope and hypothesis definition, telemetry and alter conditions, segmentation, number of participants, and risk evaluation.

Schermann et al. identify two groups of goals when conducting CE activities. The first group, a business-driven experiment, aims to evaluate the delivered value, the development ideas, business changes, and design decisions. The second group, regression-driven experiments, aims to identify and mitigate the impact of software changes in existing behavior, functional and non-functional bugs that evaded or can not be detected in the pre-deployment quality assurance activities, and scalability issues.

A critical aspect of CE in the business-to-business domain is the difference between customers and users. Customers acquire or subscribe to a product or service for the users. In the business-to-customer domain, the customers are also users who generally acquire or subscribe to the product for themselves. Therefore, in the B2B domain, vendors usually sell products and services to other companies that sell products or services to users. A distinctive factor is that user data, product usage, and user feedback are not readily or easily available for the vendors without prior agreements. This can restrict the data collection, user feedback, and even new deployments aimed at product improvement.

Yaman et al. describe the process of introducing continuous experimentation in companies with an established development process using two company cases with pure software products, Ericsson and a digital business consulting company. The study investigates the introduction of experimentation in a cloud service platform. It describes relevant decision points taken (such as the target of the experiment and how to update the experiment design), benefits from the experiment (new insights, reduced development effort, and so forth), and challenges (access to end-users, inexperience with experimentation, length of the process, and so forth). Rissanen and Münch investigate challenges, benefits, and organizational aspects when introducing CE in the B2B domain. They identified that customers play a major role when designing and deploying an experiment.

In the context of mission-critical systems, continuous experimentation has started to gain visibility in the automotive domain. Giaimo and Berger discuss challenges and lessons from the automotive industry when starting to run the first A/B experiments. While some challenges are visible in other domains, such as the number of variants, suppliers, or the low number of users to run, others are specific to the automotive domain and do not generalize to other domains, such as restrictions imposed by the AUTOSAR architecture. However, experimentation in the automotive domain has only recently started. The current industry practices and the state-of-art research require more evidence to generalize to other companies or mission-critical systems.

### 2.2 Experimentation processes

Several academic publications discuss the experimentation process used when introducing, scaling, and deploying experiments in online systems. In this subsection, we provide an overview of these processes, and we compare them with the HURRIER process in Section 7.

#### 2.2.1 The build-measure-learn model

The Lean Startup methodology proposes an approach for companies to continuously and systematically innovate from a startup perspective. The methodology employs a Build-Measure-Learn cycle to ensure that the software development is aligned with the customer's wishes. One of the critical aspects of this Build-Measure-Learn cycle is running scientific experiments to validate customer needs and ensure that the product is aligned with these needs. The build phase reinforces the use of a minimum viable product to steer the product roadmap's direction in a startup environment. The measure phase emphasizes instrumentation needs in the products to measure users' and systems' behavior. Finally, the learning phase uses collected post-deployment data to understand and learn movements in hypothesis metrics. This methodology describes a general experimentation process similar to experiments for learning and innovation.

#### 2.2.2 The ESSSDM model

The Early Stage Software Startup Development Model (ESSSDM) proposes an operational support, based on lean principles, for practitioners to investigate multiple ideas in parallel and scale their decision-making process. The model consists of three steps. The first is the generation, in which the startup (or the existing company) generates ideas to expand their product portfolio. The second is the prioritization of the potential
ideas in a backlog. The third is the systematic validation funnel using a Build-Measure-Learn loop similar to the Lean Startup methodology. In this step, multiple ideas can be investigated and validated in parallel. The funnel is divided into four stages: the validate problem, the validate solution, the validate the minimum viable product on a small scale, and the validate the minimum viable product on a large scale. In addition, this model supports the use of experiments for learning and innovation similarly to the Build-Measure-Learn model.

2.2.3 | The QCD model

The QCD model (Quantitative/qualitative Customer-driven Development)\textsuperscript{25} explores the continuous validation of customer value instead of relying on up-front requirement specification. The QCD model treats requirements as hypotheses that need customer feedback for validation at the beginning of the development process. All hypotheses are gathered in a hypotheses backlog, where they are prioritized and selected for evaluation. In the validation cycle, the selected hypothesis is evaluated through both quantitative and qualitative feedback. If the hypothesis is not confirmed through the evaluation techniques, it can be refined in another hypothesis for a future iteration or abandoned. This model provides a higher-level experimentation process abstraction. It considers both qualitative and quantitative data analysis methods.

2.2.4 | HYPEX model

The HYPEX (Hypothesis Experiment Data-Driven Development) model\textsuperscript{21} is a development for companies aiming to shorten the feedback loop to customers. Instead of spending engineering efforts on large pieces of nonvalidated functionality, the HYPEX model reinforces the need for an iterative and incremental approach. The model divides the development process into six steps: (1) Generation of a feature backlog. (2) Feature prioritization and gap specification. (3) Implementation of a minimum viable feature (MVF). (4) Analysis and comparison of the actual behavior with the expected one. (5) Generation of hypotheses to explain the actual behavior of the MVF. (6) Deciding if the feature should be abandoned, iterated once more, or if it should be considered completed.

2.2.5 | The RIGHT model

The RIGHT (Rapid Iterative value creation Gained through High-frequency Testing)\textsuperscript{23,26} is a model for driving experiments in a startup environment. The RIGHT process model uses the Build-Measure-Learn loop to help a startup company to achieve the company's vision through continuous experiments. Hypotheses that implement business strategies are generated and prioritized, minimum viable features or products are implemented and instrumented, and data are collected. The analysis of the collected data helps the decision-making process in a similar manner to the HYPEX model,\textsuperscript{21} where decisions to continue iterating, abandoning, or moving on to the next cycle are made. The RIGHT model describes a high-level experimentation process that can be used in innovation and learning experiments.

3 | RESEARCH METHOD

The purpose of this research is to gain an in-depth understanding of the use of continuous experimentation, including the objectives, the practices, the process, and the current challenges and opportunities when applied to a company that develops B2B mission-critical systems. Based on this purpose, we formulated the following research questions:

- **RQ1:** What are the types of experiments that are conducted in Ericsson and that are relevant in the development of B2B mission-critical systems?
- **RQ2:** What are the current continuous experimentation practices used in Ericsson in the development of B2B mission-critical systems?
- **RQ3:** Can the HURRIER process be used to drive CE in B2B mission-critical systems in Ericsson?
- **RQ4:** What are the current CE challenges and opportunities in B2B mission-critical systems observed in Ericsson?

3.1 | The case study

This study was founded on a qualitative case study design for two main reasons. First, it allows the researchers to study and understand the phenomenon in its context in more depth.\textsuperscript{27} Second, since CE in B2B mission-critical systems, to the best of our knowledge, has not been
discussed and investigated in research, a case study is an appropriate method for understanding a particular phenomenon in an industrial context.28–31

We followed the five steps for a software engineering case study using the guidelines proposed by Runeson and Höst:31 (1) case study design: the objectives are defined, and the study is planned, (2) preparation for data collection: procedures and protocols for data collection are defined, (3) collecting evidence: execution with data collection on the study case, (4) analysis of the collected data and (5) reporting of the results.

3.1.1 | The case company

This research was conducted at Ericsson AB. Ericsson is a multinational networking and telecommunications company that develops, produces, and sells telecommunication equipment, services, software, and infrastructure to telecommunication operators in mobile and fixed broadband. Ericsson employs over 95,000 people in around 180 countries. Over the last ten years, Ericsson started the transition from traditional development to agile and towards DevOps. In the previous 3 years, CE began to get attention and promotion inside Ericsson. Although continuous experimentation is not a well-defined process throughout the company, several teams independently conduct over a thousand field experiments a year in different products and parts of the system. In Ericsson, experiments are used in many use cases ranging from innovation and new feature development to legacy assurance and performance optimization. Although this case study was conducted with a single company, we investigated CE practices in multiple teams, areas, and products spread over six locations in four countries.

3.1.2 | Data collection

The data collected consists of different data sources, including transcripts of semi-structured interviews, notes from meetings, emails, documentation, project plans, and presentations. The first author is conducting research on-site and working in close collaboration with Ericsson employees. The second author is employed by Ericsson. He was involved in several project and interview meetings and was also responsible for selecting the interview participants for this study.

We utilized a combination of criterion sampling with convenience sampling, where we interviewed the practitioners who were knowledgeable and accepted to participate in this study. We interviewed both participants who were part of the development and design of features validated using experimentation and participants who were not involved but had extensive experimentation experience inside Ericsson.

We conducted semi-structured individual and group interviews. The interviews were on-site and through phone conferences since the 25 practitioners were distributed in six locations in four countries. They had experience ranging from 3 to 25 years working in a range of different roles, as shown in Table 1. The interviews were conducted in English, were designed to last approximately one hour, and had an average duration of 55 minutes with a minimum duration of 41 min and a maximum duration of 1 h and 8 min. The interviews were conducted between December 2018 and May 2019.

Since part of the interviewees were actively engaged in the deployment of a mission-critical feature that was being deployed and validated with field experiments, we conducted additional four follow-up interviews with ten members, as discussed in Section 5.2. These interviews were used to evaluate the experience with the experimentation processes in this mission-critical feature. In Table 1, the follow-up interviews are identified in the second part of the table.

At least two authors were present in all interviews. In addition, interview guides were created depending and specific questions were asked based on the role of the interviewee. This allowed us to focus on their expertise and knowledge in the particular part of the experimentation process.

All interviewees were asked about their background and experience with customer experiments, live trials, data collection, and feedback from both customers and users. Relevant concepts to continuous experimentation already identified in literature such as gradual releases, dark deployments were also asked whether the subjects had previous experience with these concepts or related ones. We asked more in-depth questions about the process used, project timeline, impediments, lessons learned, perception of the benefits, and the disadvantages for all participants that have conducted entirely or partially projects with an experimentation component. For the interviews with the subjects involved in feature development, additional questions regarding the feature, the impact of the feature in the 4G product, the specific experimentation process used, results, lessons learned, among others. For interviewees in managing positions, we also asked their reflections on experimentation projects they supervised or followed and how the development organization moved towards experimentation. For participants in customer units, we asked questions regarding customer feedback and perception in experimentation projects, data collection and their current and future interest in collaborating in experimentation activities. The additional 10 interviews evaluated the use of experimentation in a mission-critical feature. Therefore, we asked specific questions about the project, the results, customer perception and feedback, lessons learned, and impediments created by using a CE process and its application in a mission-critical feature.
For all interviews, the academic purpose of the study and a statement about participants’ anonymity in the analysis and results were explicitly shared before the start of the interview and agreed by the participants. All interviews were recorded and transcribed for the qualitative analysis, both the questions and participants' answers. Since all authors have nondisclosure agreements with Ericsson, the interviewees could utilize internal examples and freely discuss their experiences and practices. Additionally, we collected data from over 30 documents, including project documentation, feature development plans, solutions, and product presentations for both internal employees and external customers. These additional documents were shared, mentioned, or discussed during the interviews, meetings, or emails and were available to the authors through the internal network. These documents contained detailed information about the development and release process of different features and products, the sequence of steps taken, customer feedback on both the continuous experimentation process and specific feedback used by the development team (e.g., feedback given in the customer feedback channel of the HURRIER process). We utilized these documents as a triangulation source to support the data collected from the interviews, particularly to help the ordering and timeline of activities to derive both the HURRIER process and answer the other research questions.

The described collected data was the main source of information to answer all research questions. The interview protocols, as well as how they connect to each research question, are available as supporting information at [https://doi.org/10.5281/zenodo.4943011](https://doi.org/10.5281/zenodo.4943011).

### 3.1.3 Data analysis

The collected data were added to the qualitative analysis software NVivo, and thematic coding was used as the data analysis method. We utilized the six-phase process proposed by Braun and Clark.\(^{32}\) We utilized inductive thematic coding, as the themes were first identified and linked to the data, rather than on previous subject coding frames.

The first phase consists of familiarizing with the data. The authors familiarized with the data in several ways, such as participating in the interview process, the transcription process, reading the transcriptions and interview notes. In the second phase, we generated the first set of codes, representing interesting concepts and ideas captured in the interviews or discussed in the additional documents. These codes identified in the interviews the goal of the experiment, perceived advantages and disadvantages, technical limitations, organizational limitations, deployment and experimentation techniques, customer perception, steps taken, deployment prerequisites, showstoppers, and so forth. In the third phase, we discussed potential themes for the identified codes. In the fourth phase, we reviewed the potential themes and merged similar codes when possible.

#### Table 1: Overview of the interviews

| Interview | N. of Interviewees | Role | Location | Years of exp. |
|-----------|--------------------|------|----------|--------------|
| A1        | 1                  | Operational product owner | L1 | 3 |
| B         | 1                  | Test manager             | L2 | 28 |
| C         | 1                  | Program manager          | L2 | 23 |
| D         | 1                  | Technical specialist     | L2 | 15 |
| E1        | 6                  | Developers and testers   | L1 | between 3 and 5 |
| F1        | 1                  | Product guardian         | L1 | 6 |
| G         | 1                  | Product introduction manager | L2 | 20 |
| H         | 1                  | Product introduction manager | L2 | 19 |
| I         | 1                  | Product manager          | L6 | 12 |
| J         | 1                  | Principal project manager | L2 | 23 |
| K         | 1                  | Program manager for field analysis | L2 | 22 |
| L         | 1                  | Customer solutions manager | L3 | 7.5 |
| M         | 2                  | Operational Product Owner, Developer | L4 | 8 and 12 |
| N         | 1                  | Customer support manager | L2 | 22 |
| O         | 1                  | Release manager          | L2 | 24 |
| P1        | 4                  | Technical coordinator, Field feature tester, Continuous deployment for customer support, Project manager support | L5 | between 3 and 15 |
| A2        | 1                  | Operational product owner | L1 | 3 |
| E2        | 6                  | Developers and testers   | L2 | between 3 and 5 |
| F2        | 1                  | Product guardian         | L2 | 6 |
| P2        | 2                  | Technical coordinator, Field feature tester | L5 | between 3 and 15 |
Then, we classified them as part of the theme-groups: experimentation objective, experimentation practices, experimentation activities, B2B challenges, mission-critical challenges, perceived advantages, customer involvement, among others.

In the fifth phase, we analyzed each theme individually, generating the main results and discussion points to answer each research question. Additionally, in the fifth step, we selected, summarized, and removed company-specific information for the examples presented in this paper. The last phase consists of this publication, where the results are presented and the research questions explicitly answered in the discussion. Figure 1 provides an illustrative view of how different sources of the collected data was combined in themes.

3.2 Identification of the HURRIER process

The HURRIER process was identified by observing the CE practices of different projects, teams, and products. Utilizing the thematic coding approach, we were able to identify the key activities performed by each team, the order of these activities, techniques used, pre-conditions, challenges and impediments, results, and lessons learned. We ordered all these activities in time and terms of importance. From these, we iteratively derive an experimentation process that addresses the deployment of experiments for all of the analyzed teams and features involved in this research. All were developed in the context of B2B. While some of them are not mission-critical, over half are considered mission-critical. In Section 5.2, we illustrate the HURRIER process in one mission-critical project. The HURRIER process itself did not trigger the CE process used in this example, but it is our conceptualization and generalization of the observed CE experimentation process.

3.3 Validity considerations

Below we provide an overview of the main validity threats we identified and discussed the different strategies used to minimize these threats. We also acknowledge the limitations of this study.

---

**FIGURE 1** An example of the coding process where both interviews and additional data were added in the themes. In colors, we represent the different themes that emerged from the data. The text represents different quotes and is color-coded to map how they link to each theme. Some quotes map into more than one theme. The project diagram refers to the plan of feature development discussed in example B in Section 5.2. The project diagram indicates the use and order of passive deployment before the active deployment (experimentation activity theme). Parts of the project diagram were blurred to hide specific details of the project (at the company request).
External validity: This case study was conducted within multiple teams, areas, and products in a single software company. To minimize the bias of working with a single team inside the company, our identified results were based on several teams’ experimentation and practices in four countries. The different identified experimentation types and practices are used in specific parts of the organization, depending on the focus of the different teams. Some parts of the organization conduct only a specific type of experiment related to their specific task, such as a tuning experiment, and are not involved in customer support experiments. The practices and types of experiments are general enough to be valid in other domains since they are based on general scientific tasks used in other areas of science. However, other companies might not identify these practices since they may require specific conditions and maturity to emerge.

The presented HURRIER process is used entirely or a subset of it by the different teams and parts of the organization. We abstracted the activities of the HURRIER process performed by Ericsson in terms of common development activities used in different industries and research, such as continuous integration, passive launch, simulations, laboratory evaluations, gradual rollouts, etc. Although identified in Ericsson, the HURRIER process does not restrict specifically to Ericsson or the telecommunication industry, and therefore can be instantiated, used, or adapted by other software companies striving to introduce CE in mission-critical in the B2B domain. However, due to the nature of this study within a single company, we do not claim generalization of the process to the entire software industry.

Construct validity: The authors of this paper are well familiar with continuous experimentation practices and related research. However, the participants not always utilized the same nomenclature as research in continuous experimentation. To mitigate the threat to construct validity, the second author, who works as a full-time employee at Ericsson, was present in all interviews. When the practitioners asked for clarification or misunderstood a question, the second author explained or rephrased questions and concepts in the technical vocabulary used internally and given examples of well-known internal practices at Ericsson that exemplified the concept or question.

Internal validity refers to whether the unaccounted factors could impact the results of the investigated factors when causal relations are examined. Given the choice of the research method, the data collection, and the analysis, it is impossible to separate the observed results from a complex context where this study takes place or establish causal relationships. Although not causal, the inferences made in this research have been checked with explanation building and addressing rival explanations as tactics to increase internal validity in case study research.

Conclusion validity refers to the particular reasons, methods, and procedures we use to conclude a possible covariation between variables. This research does not analyze covariation between variables. The conclusions presented are based on the thematic coding analysis method presented earlier. We utilize the well-establish thematic coding procedures from Braun and Clarke. However, the themes and results obtained are not a property of the data, but they emerge from the links and understanding we make from them and cannot be separated from the researchers.

### 4 | CONTINUOUS EXPERIMENTATION AND PRACTICES

The diversity of the data from the different teams, areas, and products that are actively conducting experimentation indicates many experimentation objectives and practices. Although these objectives and practices are not restricted to Ericsson, or the B2B mission-critical systems, they greatly impact how the experimentation process is planned and conducted.

Next, we present the types of experiments identified during the case study and used within Ericsson. Then, we present the different practices and techniques used in these experiments.

#### 4.1 | Types of experiments

One of the central aspects differentiating how different teams and part of the organization plan and conduct experiments is the purpose of the experimentation activity. This study identified four main groups: business-driven, regression-driven, optimization/tuning, and customer support experiments. We provide here a definition and specify how those types are used in the process in Section 6.

#### 4.1.1 | Business-driven experiments

These experiments are used to validate and assess business hypotheses by quantifying the value a particular change in the system results in and how it impacts higher-level customer/stakeholders metrics and KPIs. This type of experiment has been subjected to extensive research. In Section 5.1, example A analyzes a business-driven experiment in the context of a machine learning feature in the 4G product.
4.1.2 | Regression-driven experiments

This is a quality assurance technique where the experiment is designed to observe if the new variation or system change harms one or several quality factors and system properties. These experiments are used when laboratory and internal tests cannot assess the modification's impact because they cannot accurately replicate all customer’s equipment configuration or deployment conditions, such as complex environments, traffic profiles, and usage behavior. In Section 5.2, example B analyzes a regression-driven experiment in the refactoring of a mission-critical feature in the 4G product.

4.1.3 | Optimization and tuning experiments

These are experiments done in post-deployment stages, where a system’s constants, configuration or calibration parameters are modified to tune the system for a particular operating condition. This type of experiment does not require a new deployment if the necessary metrics and the configuration system are already in place. In this type of experiment, both system internal and business metrics can be used for tuning purposes. In the telecommunication domain, LTE optimization with tuning experiments is a common procedure conducted by both the supplier and the mobile operators. In Section 5.3, the example C analyzes the use of A/B testing to optimize a feature performance in the 4G product.

4.1.4 | Customer support experiments

These experiments are usually after a negative impact has been identified. Since the negative impact cannot always be traced back to a particular change, depending on the deployment conditions, usage behavior, configuration parameters, and other factors, experiments are needed to identify the root cause of the failure or negative change. Since errors in such complex situations can be stochastic, the experiments, in this case, consist of running controlled experiments with the current release of the software and one or multiple previous releases to identify where the error was introduced and which conditions trigger this error. In Section 5.4, example D describes the usage of customer support experiments to identify faults in stochastic scenarios in collaboration with customers in the 4G product.

4.2 | Experimentation practices and techniques

In this subsection, we present the different continuous experimentation practices and techniques identified in the collected data. When available, we contextualize these practices in relevant research in continuous experimentation and present other techniques not discussed before. We categorize the different practices and techniques into four groups: experimental design and analysis, variation assignment, implementation, and release techniques.

A critical difference regarding web-facing systems and business-to-consumers is the presence of two experiment levels. The first level aims to measure and evaluate the impact on the final users metrics (such as mobile phones). The second level aims to evaluate the impact of changes in the network level, such as radio base station metrics. The experiment's level impacts the choice of experiment design, the variation assignment, the implementation, and the release technique.

4.2.1 | Experiment design and analysis

An activity that impacts the planning and process for continuous experimentation is choosing the experimental design and the analysis method. At Ericsson, we identified the four experiment design types presented below.

Randomized experiments

A randomized (and possibly controlled) experiment is a type of scientific method used to investigate cause-effect relationships. The randomized experiment is the most common CE practice and has wide adoption in web-facing systems. It consists of randomly assigning participants to different experimental groups. These groups differentiate by the treatment they are exposed to, while one group is held as a control group. In CE, this group of techniques encompasses A/B testing and multivariate testing. According to multiple interviews and as discussed in Section 5, Ericsson uses controlled experiments in regression-driven, business-driven, and customer support experiments when observing the impact of changes in mobile equipment metrics (first level experiment).
Crossover experimental design

Crossover experimental design is a particular type of design that the same subjects receive a series of treatments over time.\textsuperscript{42} In this design, each subject serves as its control since we measure and evaluate within-subjects variance. One of the challenges of crossover designs is when the presence of carryover or learning effects is identified. If not controlled for that, the variance can significantly increase or decrease, invalidating the design because the subjects change as they are exposed to different treatments. However, if the presence of carryover is known, different groups with different treatment sequences can be created to estimate the carryover effects.\textsuperscript{42} One of the advantages of crossover designs is when a limited number of subjects do not present carryover effects. According to empirical data (both interviews and internal documentation), Ericsson utilizes crossover designs when there are limited systems for an experiment. For example, in the second level, experiments evaluate the impact of changes in the network level. Crossover experiments are used in all four types of experiments.

Multi-armed bandits experiments

Multi-armed bandit experiments are a particular type of experiment design aiming to minimize cumulative regret by allocating fewer users to under-performing variants. As an example, if A is the current system and B is the system with a modification, initially, both A and B are allocated with 50% of the users. If A is under-performing B, the design shifts the user allocation to B, with more than 50% of the users. This type of design aims to minimize the average number of users exposed to worse variations. Mattos et al.\textsuperscript{43} provide an overview and comparisons of multi-armed bandit designs and controlled experiments. At Ericsson, multi-armed bandit experiments are used in optimization and tuning experiments.\textsuperscript{40}

Quasi-experiments

Quasi-experiments are a specific type of experiment that supports causal and counterfactual inference similarly to randomized control experiments, with the key characteristic that it lacks random assignment.\textsuperscript{35,44} The assignment of variations to the subjects occurs by using cut-off criteria to divide the groups. The criteria can be based on natural conditions such as demographic data or other criteria or artificial conditions such as clustering methods based on different characteristics. Since quasi-experiments do not use randomization to minimize selection bias, this can decrease internal validity since additional confounding factors can be introduced during the assignment. However, well-planned transparent designs can minimize internal validity threats. One of the key motivating factors to use quasi-experimental designs compared to randomized designs is when randomization is impractical or unethical. From the interviews, Ericsson relies on quasi-experimental designs to investigate deployments in mobile networks, when the operators are responsible for selecting which parts of the network will receive an update first, or when geographical constraints do not permit complete randomization.

Optimization

Experimental optimization is a general group of CE approaches used to optimize software based on a subject behavior (system or user). The approaches are generally used in optimization and tuning experiments to optimize system constants or calibration parameters. We group these approaches as a single practice because of their common experiment type. However, these techniques are based on very different premises and theories, ranging from Bayesian analysis,\textsuperscript{45} response surface methodology,\textsuperscript{41} Taguchi optimal designs,\textsuperscript{1,46,47} to search-based heuristics.\textsuperscript{48,49} These techniques are commonly used in network optimization and can be performed by both the mobile operators as well as Ericsson.\textsuperscript{40}

4.2.2 Variation assignment

The choice of experimental design influences how each variation will be assigned to the users or customers. However, even in a specific design, assignment considerations should be made. The choice of the experimental design described earlier is interconnected with how the variants are assigned in the experiment. Variant assignments also have a large influence on the implementation and release techniques and the data analysis, the causal inference, and the validity of the experiment.

The variation assignment is often not a CE choice but rather a restriction imposed by the combined effect of the type of system, restrictions on how the data can be collected, how and to whom new variations can be deployed. We identified three main assignment choices: complete randomize, cluster-based and manual assignment.

Complete randomization

Complete randomization is the variation assignment practice used in controlled experiments and crossover designs. It consists of assigning the system with or without the modification randomly to all units or users. This practice allows the differences between the units to average out as they are randomly sorted. Therefore, the observed changes are due to the modifications on the system and not by individual differences between the units. Although this practice has a higher internal validity, it is not always possible to conduct. Complete randomization is common in level 1 experiments (with the final users) inside a single or a similar group of radio base stations. From documentation and interviews, such functionality is implemented in specific features of the product.
Cluster-based randomization
Cluster-based randomization is a type of variation assignment technique that divides the population into clusters that are randomized together.\textsuperscript{50–52} This kind of randomization is common in natural restrictions such as geographical location, as discussed in the interviews.

Automatic assignment
Automatic assignment is a type of variation assignment that is based on a criterion that is not necessarily randomization. For instance, multi-armed bandit systems can use different metrics to perform assignments, such as the upper confidence bound.\textsuperscript{43} Also, optimization experiments can use a different range of variation assignment heuristics such as the expected improvement\textsuperscript{45} or nature-inspired exploration techniques.\textsuperscript{49}

Manual assignment
In B2B, the R&D organization might not have control over the assignment process. In such cases, they rely on the customer to assign how each variation will be assigned to users. In this manual process, the customer utilizes existing metrics to create two comparable groups. This manual process might also be aided by matching tools such as propensity score matching.\textsuperscript{53}

4.2.3 | Implementation techniques

As part of the design of the experiment, the R&D organization, in collaboration with the customers/users, might decide on different implementation techniques to deliver the software change. We refer to implementation techniques as to how the modification in the software are implemented to be activated to the customers/users.

Feature toggles
Feature toggles are conditional statement blocks in the code that allows enabling and disabling features based on configuration parameters.\textsuperscript{8,54} In the telecommunication domain, feature toggles are extensively used by customers and by the R&D organization to configure and customize specific parts of their network. Besides the configuration flexibility, feature toggles facilitate both the R&D organization and the customers to conduct and launch experiments without needing a new software build or deployment.

Software versions
The simplest form of deployment of a software modification for experiments is to generate different software versions and deploying them manually. Although such an approach might not be feasible for large-scale experiments, in the second level of experiments (the network level), the sample size is small, and this technique is viable. Additionally, customer restrictions in the deployment strategy can restrict other techniques such as feature toggles. As observed in the interviews, this strategy is more common in the first iterations of prototypes with customers.

Traffic routing
The technique consists of redirecting requests randomly between different instances of the system (one with the modification and one without).\textsuperscript{1,8,16} This technique is commonly used in controlled experiment designs, websites, and back-end systems where concurrent experiments are low. However, it can provide low experimentation scalability or degradation on the user experience.\textsuperscript{1} In the context of 4G product, this technique is not used or recognized among the interviewees, as redirecting traffic to different radio base stations is not practical and can severely impact the whole network. However, this technique can be used in other web-facing products developed by Ericsson.

4.2.4 | Release techniques

After having the software ready for an experiment, the R&D organization decides how this software will be released in the field with the customer. These release techniques are often risk minimization techniques aimed at preventing negative effects that have a large impact. If a negative impact is not observed, the scope of the release is increased.

Canary release
Canary releases are a practice of deploying a release to only a small percentage of the active customers and monitoring the behavior of the system for negative impact.\textsuperscript{16,55,56} Since large negative effect sizes can be observed in smaller samples, this technique effectively minimizes the exposure of a negative change to the general population.\textsuperscript{41}
Passive deployment or dark launch

Dark launch, also known as shadow, dark or passive deployment, is a technique where the new piece of functionality is deployed invisible to the customer.16,55,56 In dark launches, the silent modification is exposed to real-world data but without acting on the system. The modification can be analyzed to see how it performs in a production environment and compares it to the existing solutions. While not a standard practice, this solution has been explored at Ericsson, as seen in Section 5.2.

Gradual rollouts

Gradual rollouts consist of gradually increasing the number of customers exposed to the new release.57 This technique is commonly used together with canary releases. When no negative impact is observed, the sample of customers exposed to the new release is gradually increased.16,56,58 This technique is also known as ramp-up and is commonly used in combination with A/B testing. Gradual rollouts are commonly used by internal development and customers in project plans and documentation.

Ring-based releases

Ring-based releases are a common release technique in experimentation, where the software change is deployed to customers that have previously agreed with the release conditions.59 The inside rings are exposed to a faster deployment cycle with new features and bug corrections at the expense of less stable builds. The problems identified earlier in the inside rings are corrected, and slower and more stable builds are released to customers in the outside rings, such as the General Availability (GA) features to all customers. Although not referred to by this name, a ring-based release is often mentioned in documentation and meeting notes.

Time-window releases

Time-window release is a technique where the system modification is released only when the application has a lower risk of negatively impacting users. Usually, the period corresponds to the lowest traffic/usage period or in maintenance hours. Similar to canary releases, this technique is also based on the fact that large negative effect sizes can be observed in smaller samples. As the development organization gains more confidence in the system’s performance with live but low-risk data, the application can gradually roll out to larger time windows. This technique is often combined with other techniques, such as canary releases or gradual rollouts in the whole period. While not a standard practice, this solution has been explored by both customers and at Ericsson, as seen in Section 5.2.

Table 2 summarizes the types of experiment and practices identified in the empirical data.

5 | EXAMPLES

This section presents four examples that investigate or utilize the discussed experimentation practices in the context of the Long Term Evolution (4G) system. The identified experimentation activities and techniques presented in Section 4, the presented examples lay the foundations of the inductively derived HURRIER process described in Section 6.

5.1 | Example A: Business-driven experiments

This example investigates the development of a new machine-learning feature aimed at replacing an existing solution. The new feature utilizes a machine-learning algorithm to provide faster and better hand-over decisions for the user equipment. Although the team also performs regression-driven and tuning experiments, we focus here on the business-driven experiments as captured in the quote below:

| Table 2 | Overview of the types of experiment, practices, and techniques |
|---------|-------------------------------------------------------------|
| Type of experiment | Experimental design | Variation assignment | Implementation | Release |
| Business-driven | Randomized | Complete randomization | Feature toggles | Canary release |
| Regression-driven | Crossover | Cluster-based | Software version | Passive deployment |
| Optimization and tuning | Multi-armed bandit | Automatic assignment | Traffic Routing | Gradual rollouts |
| Customer support | Quasi-experiments | Manual assignment | Traffic Routing | Ring-based |
| | | | | Time-window |
"We cannot prove the feature benefit for the customer in the lab, as it is very hard to simulate the customer network and traffic patterns ... Also, customers value different aspects of how the feature impacts their network. So this type of (business-driven) experiment is the most valuable for us." - Interview M

This feature came from developments in research and was selected by the team to proceed to the pre-study phase. The pre-study phase consisted of simulations to support (and replicate) the research results and determine the instrumentation and data collection.

"The idea came from research. We had some simulations but nothing concrete to become a product. The question was not only if the idea would work in a live network but also if it is possible to do it in an embedded system. How much data would we need? Would the (ML) models fit the hardware constraints? Some of these questions we could answer before doing a prototype." - Interview M

Initially, the prototype supported only the data collection in collaboration with a customer. These data supported the iterative development of the machine learning models and the introduction of the software to the embedded system. After several iterations in the prototype led to a first minimal viable feature that could be deployed in a live network. The first deployment of the feature was done with passive deployment, where both the customer and the development team could verify the behavior of the feature. Given the positive impact observed in the passive deployment, the prototype was tested in a limited number of radio base stations. The evaluation of this deployment was conducted in two steps, first with a quasi-experiment with a manual assignment and second with a crossover experiment. For the quasi-experiments, the customer manually assigned two comparable zones for the deployment. In one zone, the feature was activated, and in the other, it was in a passive deployment (the feature was available together with the instrumentation but not impacting the network). For the crossover experiment, the active zone was compared against its own metrics baseline, while the passive zone was monitored to see if there were changes in the metrics baseline.

"This feature started as a prototype. We had the idea of what we wanted to do. After a few experiment iterations, we collected some field data and analyzed it. Together with good customer feedback, we got strong support for it to become a product." - Interview M

With the expansion of the prototype to a product, the R&D team is able to conduct multiple customer validations and optimization experiments to improve the feature and the machine learning models.

### 5.2 Example B: Regression-driven experiments

This example investigates the usage of CE in a project that consists of the refactoring of a framework that implements several functionalities of the 3GPP specification. This framework is used to increase the speed, coverage, and capacity of mobile communication systems. It is considered a mission-critical system in the LTE context, that is, without the proper function of this framework, critical functionalities of the 4G are compromised with possible mobile traffic disruptions for the affected region. The refactoring procedure aims to increase performance, scalability of the system for new solutions and specification modifications, support for a number of new future user equipment, and open the space for new machine-learning and artificial intelligence solutions. The importance and critical aspect of the framework are captured in the quote:

"This is one of the most important features that we have in LTE ... as it has a great impact for the end-user" - Interview F1

The framework is highly complex as it interacts with over 20 different functionalities in the LTE system. It needs to interact and perform well with over the 5000 different configurations of user equipment available in the 3GPP specification and the additional new 5G systems. Combined with the different traffic profiles and optimizations that mobile operators can have, verifying and validating this system in all different conditions in-house is unfeasible. In terms of cost to create such a testing facility, the evolution of the testing facility to include the continuously increasing number of user equipment and the time to validate the solution. Internal testing of the framework can verify functionality interaction of the framework with new features and how new features can impact the framework. However, it is not possible to achieve high coverage and quantify the improvement of the solution without running field experiments in a customer network. This project involved design teams, development units, and customer units in 4 different countries.

"We want to test it in the field with the customers ... the main reason is that the feature that we are working on is highly dependable on the configuration that is used in the field, and the configuration is different in different countries. It is different between operators in the same country, and it is different between different types of user equipment that we have on the market. And due
to that, it is very hard and probably impossible to verify all the functionality with internal testing, or in our lab. In our lab, we only
have a limited set of user equipment, a limited set of configurations. So to secure the quality of the product that we are delivering,
we want to have the ability to deploy that in some of the customers' networks, before we go full scale.” - Interview F1

During the pre-study phase, one mobile operator had a network profile that could be used to validate a large part of the refactored frame-
work and had a high interest in the evolution of the system after the framework has been deployed. The operator provided initial field data to aid
the initial stages of the development. Following an incremental approach, the first version of the new framework was developed. In parallel, the
R&D organization secured that internal verification is set up to cover major use cases and apparent configurations. The internal feedback channel
was implemented with the Ericsson procedures for quality assurance, including CI reports, simulation status, and laboratory validation tests.

“We tested (the feature) in our internal tests and run regression tests in the virtual environment. The field is a second step for vali-
dating. The customers want to be safe, to be sure that everything is fine (before the field experiments).” - Interview E

The customer feedback was implemented together with the local customer unit. It contains both automated data collection of the
instrumented software in addition to an ad hoc manual collection of further performance and diagnostic data, if necessary. Because of the critical
aspects of the framework, the single customer validation followed all activities. After passing the customer laboratory validation, the passive
launch activity allowed benchmarking the responses from the new framework with the existing one. This activity allowed the R&D organization
to identify corner cases from the live network traffic that were not covered during the internal validation and customer laboratory. The frequent
feedback and iterations allowed the software to have enough confidence for a restricted launch in the live network.

“The passive deployment was a very valuable activity. Besides the validation, we could also collect a lot of data to support other
development activities in future iterations of this project.” - Interview F2

The restricted launch enabled the framework only during maintenance hours for a week. Maintenance hours correspond to lower traffic and
requirements on the network, making it a lower risk scenario in cases of faults. The analysis of the restricted launch was made by comparing key
metrics and time series of the maintenance hours of the experiment week against a control week with the old framework. When the new
framework reached enough quality level in key metrics, it proceeded to the gradual rollout.

“The field deployment (in maintenance hours) allowed us to identify a problem that none of our existing internal testings could
identify” - Interview F2

The gradual rollout followed the existing customer deployment plans for new software, where the software is deployed in groups, and the
performance of each group regarding KPIs is measured before the deployment of the next group occurs. In this stage, quantitative feedback
regarding the KPIs ensured that the new framework behaved as designed.

“Later on we are going to run experiments with other customers and in other countries. The reason for that is that the framework
has a huge number of interactions with other functionalities that we have in our software. So that means that the one customer
that we are going to start with does not have all the configurations that we would like to test. ... If we get positive results from this
first customer, we want to expand that to the other customers” - Interview A

In parallel with the first (single) customer validation, the R&D organization contacted other customers for further field experiments. The con-
tacted customers that also showed great interest in the framework had different network profiles to increase the coverage of the solution. Since
the first customer validation already validated the most critical aspects of the framework, the R&D organization performed the gradual rollout
(after the customer verified the software in their laboratories). Therefore, these new field experiments with multiple customers aimed to increase
the coverage and confidence in the framework in special and corner cases.

The field experiments with multiple customers generated enough data and evidence for the R&D organization to proceed towards final docu-
mentation and release the framework to other customers in GA.

5.3 | Example C: Optimization and tuning experiments

This example discusses a feature developed in the 4G system to improve the configuration parameters of existing features utilizing experiments.
The feature consists of an A/B testing framework that performs randomization in the first level (user equipment). The feature can randomize the
users into multiple groups, where each group receives a different set of parameters. The feature utilizes existing performance metrics and relies on the configuration parameters already implemented in the system.

“You can see exactly how each set of parameters impact the system at the same time, so you don’t have the disadvantage of running the experiment for one week, and a holiday changes the traffic profile and the datasets are no longer comparable” - Interview D

The parameters to be investigated come from team-level performance goals, where it is hypothesized the expected impact and the proposed modifications. If the feature is already deployed in the customer network, it does not require a new deployment. However, the customer manually selects the network cluster where this feature will activate (second level). Suppose a particular set of parameters outperform in this limited release. In that case, it can be gradually rolled out to other parts of the network, where the aggregated effects can be investigated in a crossover experiment.

However, optimization experiments are not exclusive to feature configurations but are also possible at the network level (second level) and even without the participation of the R&D organization.

“The customers tune their network over many years. They have a lot of knowledge over the dependencies between the features and configurations in their network. However, new customers or customers that do not have the same maturity in tuning the network will benefit from tuning expertise from our R&D teams.” - Interview D

5.4 | Example D: Customer support experiments

Customer support units are often responsible for managing the feedback between the mobile operator and the development unit. After the general availability of the software, customers can still find unexpected behavior or metric degradation. If the source of degradation can be traced, software patches are created. The software patch delivery is often done with regression-driven experiments using a crossover design experiment by the customer support units.

“We deliver corrections to customers on issues that they have but since we are not able to fully verify the patch without the specific configurations, profile of the network and customer KPIs, we do regression experiments” - Interview N

However, customer reports of degradation and faults might not be able to specify the part of the system the failure was observed or even the version of the software where the fault was introduced due to changes and the stochastic behavior in the operational environment. In such cases, the customer support unit conducts “customer support experiments” to identify the fault source so the development unit can provide the appropriate software patch. Customer support experiments are used to diagnose faults in the software and configuration issues in the network.

“In troubleshooting, not everything we get is a software issue. Sometimes it is a configuration fault. And we need to do changes and run experiments on the live network to identify the source (of the fault/behavior)” - Interview N

The customer provides specific requests to the R&D organization. The customer unit acts as the direct customer feedback channel. The request is studied to see if they are able to identify the source of the fault. If the fault can be traced, the development unit provides software corrections experimented in a regression experiment. Otherwise, the customer unit conducts direct experiments with the customer. Customer experiments are usually quasi-experiments, with a manual assignment and with software versions or feature toggles. The use of software versions is to verify which version the fault was introduced, while feature toggles help identify the features.

When the source of the fault is identified and the development unit provides a patch, regression experiments are conducted to verify the behavior of the patch before full deployment to the whole network and other customers.

6 | THE HURRIER CONTINUOUS EXPERIMENTATION PROCESS

The deployment of new software in B2B mission-critical systems, unlike many web-facing applications, requires extensive verification, risk analysis, and customer approvals. The R&D organization must comply with specifications, pre-established testing procedures, and service level agreements. In these situations, field experiments must be planned and agreed upon in collaboration with the customers to ensure that the R&D organization receives adequate field feedback and minimize the risk imposed on the service provided by the customer. In this section, and based on the empirical data, we present the HURRIER process for conducting experimentation in mission-critical features in the B2B domain. The HURRIER process was
identified and formulated based on the current experimentation process and practices of different teams inside Ericsson, as discussed in sections 4 and 5. The process is used in its entirety or just a subset of its activities, depending on the scope and area of the development project.

The process is composed of a set of generic activities that can be organized in four main areas around two feedback channels. The areas are: (1) the R&D organization, (2) the internal validation, (3) single customer validation, and (4) multiple customer validation. Next, we discuss each of these groups in detail, the set of commonly found activities, and the feedback channel. Figure 2 shows an overview of the HURRIER process. In this process, the square boxes represent activities. The thin arrows indicate the sequence of the activities inside an area. The thick arrows represent feedback data. At any point in this process and based on the feedback data, an activity can be interrupted and returned to the R&D organization, either in the form of new requests and ideas, by adding new use-cases and providing additional data for the pre-study activity, or providing continuous feedback for the incremental development activity.

6.1 | The R&D organization

The R&D organization is responsible for developing the feature or change that will be deployed. The R&D starts after a development idea is generated. These development ideas can come from different sources such as direct customer request, market needs, competition, innovation, or to meet the internal goals of the R&D organization.

6.1.1 | Prestudy

The pre-study activity consists of scoping the project and planning its development. Metrics and success criteria are determined, and the expected improvement in internal system and customer level metrics is defined. The feature is divided into incremental steps that can be rapidly evaluated in the field in collaboration with the customer. In this activity, potential customers are selected to evaluate the first experiments. These customers...
usually have a significant interest in the specific feature, either because of their request or potential benefits. Customers in this step can have different degrees of interaction, from an observer role to a more active role in the design of field experiments.

“When some customers understand the need for field experiments in their network. Because with experiments they can access earlier the latest functionalities and improvements of our software.” - Interview C

6.1.2 | Incremental development

After the pre-study, the development activities start. We divide the development activities into three main groups, as discussed next.

New feature

New features are intended to introduce new functionality in the system. After the pre-studied, the feature is divided to be implemented incrementally and with constant feedback validation from both the internal procedures and feedback from the field in close collaboration with the customer.

New functionality is often designed as prototypes with a very limited scope to have a first field validation before going through new iteration cycles.

“We always start with understanding the problem and trying to solve it in the simplest possible way, and then before we start an expensive simulation or a study how this interact with everything else to fully understand it, we try to build a prototype and test it (in the field), the minimum scope, with tremendous amount of limitations. Possibly, the prototype does not work with this or that feature, but at least we can test if there is a gain or not ... We are not more efficient when it comes to building time, but we know in advance that it works (in the real-world). That is the benefit of prototyping and real world experimenting.” - Interview I

New configurations

New configurations consist of a larger category of changes. It includes changes in existing static parameters, configuration parameters, or proposed new parameters for the network. This activity usually does not require extensive internal laboratory evaluation if these configuration parameters are still in a predefined validated range. Some configuration proposals do not require a new software build or even a new deployment since they can be modified through existing interfaces in the software.

Software corrections

Software corrections consist of bug fixes and other modifications to address identified functionality faults or metric degradation. New test cases, simulation scenarios, and laboratory procedures are introduced if the fault is deterministic. However, as discussed in Section 5.4, faults can present stochastic behavior or be specific to a particular network configuration. In these cases, validation of the software correction is done in collaboration with the customer.

6.2 | The internal validation

The internal validation consists of quality assurance activities. These activities are performed both before and in parallel with the customer validation and the field experiments. Before the internal development reaches the customer for a field experiment, the R&D organization conducts a series of internal validation procedures to guarantee a minimum quality for first field deployment. The internal validation before the customer field experiments is not aimed at reaching a high degree of coverage as provided by a field evaluation. Instead, this internal validation captures integration problems, interaction with other features, and other common implementation errors. The first iterations of the internal validation are considered a fast procedure. It targets guaranteeing an acceptable level of quality while minimizing the leading time to deploy with the customer. In parallel to the customer validation activities, quality assurance teams incrementally validate the development.

6.2.1 | Continuous integration

Continuous integration (CI) is a mandatory internal validation activity. This activity aims to identify integration problems and interaction of the feature under development with various other features and many different hardware configurations. This activity is part of all deployment processes at Ericsson, regardless of the presence of field experiments or not. Continuous integration at Ericsson has been discussed extensively in Stähle and Bosch.
6.2.2 | Simulation

The development of some features can be verified using simulators. Ericsson has modeled several characteristics of its products and of the different environments that the products can be deployed. The development of a simulator is an intensive activity that requires extensive validation. Additionally, not all conditions can be easily simulated or have a simulator available, and for those conditions, an internal validation with simulation is not used.

6.2.3 | Internal laboratory evaluation

Similar to the simulation activity, Ericsson has several laboratory testing environments. The laboratory environments are designed to capture and verify a large number of use cases, including software and hardware integration. These cases give a good indication of how the deployed system will perform under controlled circumstances. However, the feature under development sometimes addresses corner cases or requires the complex interaction of live network traffic. Those cases are often hard and expensive to recreate in a laboratory environment, and in those cases, the feature requires field experiments for validation.

6.3 | Single customer validation

The internal validation provides software with enough quality and verification to be deployed in the field. However, as discussed previously, internal validation activities cannot cover all the quality aspects of the system. Time and cost constraints impose a limited number of scenarios that can be run in simulation and laboratory evaluation. Additionally, controlled environments lack the high complexity and variability seen in field deployments, such as in traffic patterns, types, and a number of user equipment. They cannot assess customer-specific KPIs (key performance indicators). The first field validation is done in collaboration with a single customer, and it is usually the same one that has been involved since the beginning in the pre-study phase. This customer is highly interested in the field experiment development and success and collaborates to share field data in qualitative and quantitative feedback.

6.3.1 | Customer laboratory evaluation

The first activity after the internal verification is the deployment of the software for evaluation in the customer laboratory. The customer laboratory is run by the customer and contains specific configurations to replicate its network. The customer can verify the software with its internal test procedures and Key Performance Indicators (KPIs) in the laboratory. This step gives confidence for the customer to deploy the software in its own network. This evaluation is also considered a fast procedure since it does not cover all cases.

6.3.2 | Passive launch

Passive launch, also known as a dark launch or a dark deployment, is a CE technique that consists of deploying the new feature or change in parallel with the existing system. The new feature performs its task in the background, and it is executed by the same traffic profile and inputs of the system. However, its output and its main functionality are not exposed to the users. It is used to provide an open loop verification of how the feature would behave in production in systems where response parity is necessary, and the correctness of the response can be evaluated. This activity is not mandatory, and it is often seen as a time-consuming activity for smaller features and changes. However, in mission-critical development, a passive launch can increase the confidence level in the deployment, verify the system response, memory and CPU usage, and the quality of the response with minimal to no risks for the end-users.

6.3.3 | Restricted launch

Restricted launch corresponds to the system's deployment in a low-risk scenario that can help validate the development. The restricted scenario can be the selection of systems so that if they fail, then the impact is small on the final users (such as systems with high redundancy and safe fails). Additionally, the restricted scenario can be a restriction in time. The new feature is deployed only in low-risk periods, such as maintenance hours or low traffic hours. If the deployed systems in the restricted launch are compared to other equivalent systems, the customers and the R&D
organization usually follow a quasi-experimental design. If the system metrics are compared with the historical metrics or metrics after the restricted launch, the R&D organization and customers plan for a cross-over experimental design. If the tracked KPIs are end-user dependent, the R&D organization and the customers can utilize A/B testing or another randomized factorial design to evaluate the impact of the feature. In this last case, negative movements are further investigated, while statistically non-significant and positive significant movements give confidence for proceeding towards a larger experiment.

6.3.4 | One customer gradual rollout

After a successful restricted launch, the customer has enough confidence to make the gradual rollout of the feature to the whole network. This rollout can be randomized, from lower to higher risk systems, or use another pre-established procedure. Together with the manufacturer, the mobile operator can decide to run cross-over experiments or A/B experiments between each ramp-up or select two previously known regions with high correlation to evaluate the deployment. At the last stage of the gradual rollout, a full experiment is conducted to evaluate the deployment. This evaluation can be used to verify the value of the deployment and the quality aspects of the deployment. At this stage, the R&D organization can continually develop the feature towards its full scope, run additional single and multiple customer experiments, or abandon the idea and development and move to the next feature.

6.4 | Multiple customer validation

After one customer validation, the R&D organization aims at iterating on the feature to deliver values to multiple customers. Suppose the field experiments with the first customer already provide enough coverage and confidence regarding quality or value in the solution. In that case, the R&D organization can decide to mark the feature for general availability (GA), which means that the feature has adequate quality and is, therefore, ready to be deployed by any customer. However, a single customer often cannot cover all the necessary validation aspects of the feature. The R&D organization may select a number of additional customers that can increase this coverage for more field experiments.

“We have some experiments with teams where they have the customer involvement all the way (from early development). The problem with that is that we develop features that are supposed to be globally and possible to use for all our customers.” – Interview B

Since the feature has already gone through field validation and has higher confidence, some steps like the passive and restricted launch are usually not covered. The customer laboratory and the gradual rollout are similar to the single customer validation. However, the R&D organization may focus on identifying the corner cases to increase the feature coverage and the delivered value by choosing different experimental designs. Additionally, due to the significant differences between each customer network, these experiments are analyzed individually and not combined.

After the multiple customer validation, the feature is fully documented and marked for GA. At this stage, other customers can acquire or deploy the feature in their networks fully or partially, gradually or at once. However, the feedback to the R&D organization takes longer, as the development has moved towards a new idea and other experiments.

6.5 | The internal and the customer feedback channels

In the B2B context, the software manufacturer cannot always have direct access to field data or user data. The HURRIER process centers all activities around two main feedback channels to ensure the development team has access to all necessary field data.

The internal feedback channel consists of reports and communication between the development teams and the operation teams. This feedback channel provides quantitative data from the quality assurance teams, such as continuous integration status, simulation reports, and laboratory test reports.

The customer feedback channel is an agreed communication channel between customers and the R&D organization. It serves as a central source of feedback that developers can get from the field validation activities with customers. The provided feedback can be both quantitative and qualitative data. The customers can control what information they provide, facilitating compliance with specific regions’ regulations, such as GDPR, guaranteeing the anonymity and privacy of their users, and controlling business-sensitive information. If a particular development activity requires sensitive data from users, the customers can agree to run analysis scripts on the data and only provide feedback. The customer feedback channel can be implemented in several ways, from automated data collection of instrumented software, direct contact between developers and customers, or specialized customer units.
7 | DISCUSSION

This section discusses the research questions and the challenges and lessons learned from retroactively applying the HURRIER process in the presented examples.

7.1 | RQ1: What are the types of experiments that are conducted in Ericsson and that are relevant in the development of B2B mission-critical systems?

In Section 4.1, we discussed four types of experiments that are commonly conducted internally at Ericsson. All four types of experiments are conducted in B2B mission-critical systems in close collaboration with customers, as exemplified by the examples in Section 5.

Business-driven experiments have been extensively researched in the context of web-facing systems and more recently in the context of embedded and automotive systems. Business-driven experiments are often used interchangeably with A/B testing in the web domain and often, but not limited to, for changes in user interfaces.

The usage of regression-driven experiments has been discussed earlier by Schermann et al. They discuss the usage of regression-driven experiments to detect functional problems that were not captured in internal testing, performance regression, or testing the scalability of a feature. In our work, we reinforce these aspects and present them as an integral part of the release process in the HURRIER framework.

Tuning and optimization experiments are widely used in web-facing systems. However, they are often categorized as business-driven experiments despite having critical differences in the planning and conducting process. This distinction becomes more evident when the customers have higher requirements in the product configuration for their use, such as in mobile networks. In the telecommunication domain, optimization experiments are widely discussed, and methods to automated this process is a current subject of research.

Customer support experiments have not been discussed in research literature before and present a new concept in experimentation. However, as companies start to introduce computational intelligence features based on machine learning, the interdependence between the system, the data, and the operational environment will increase and lead to more stochastic faults and degradation that requires customer support experiments to identify the source of the problem.

7.2 | RQ2: What are the current continuous experimentation practices used at Ericsson in the development of B2B mission-critical systems?

In Section 4.1, we discussed several experimentation practices and techniques identified in our data collection and contextualize them with existing research. These practices and techniques were classified into experiment design and analysis, variation assignment, implementation, and release techniques.

In the design of the experiment, research and web-facing companies have often focused on controlled experiments (A/B testing or multivariate testing) due to the control over the deployed software version and the higher number of users. However, as observed in the examples and the HURRIER process, crossover and quasi-experiments have a significant role in experimentation in B2B mission-critical systems at Ericsson. In the B2B domain, experiments need to be conducted with close collaboration with the customer. In these cases, the customer often decides on the variation assignment and the sample size. Additionally, features and metrics in the second experiment level (network) can also have geographical restrictions. These restrictions limit the experimentation design to crossover or quasi-experiments and the variation assignment to manual and cluster-based assignment.

Although the variation assignment and release techniques are similar to what is observed in other domains, there are some differences in B2B mission-critical systems. For example, the automation of the release and rollback of software is often undesired and restricted by the customer, that carefully monitors and controls each modification.

The taxonomy presented by Auer et al describe characteristics of A/B experiments and A/B experimentation platforms focusing on a specific experiment iteration. In contrast, the activities and practices we discuss are presented at a higher level of abstraction. For example, after a team in the case company decides to run a business-driven controlled experiment with complete randomization, with feature toggles in a gradual rollout, it is still necessary to decide on the specific characteristics presented on the taxonomy (variant id, duration, guardrail and success metrics, and so forth). It is also worth noting that experimentation can be run and conducted ad-hoc, i.e., without an experimentation platform. While Ericsson has a tailored platform and feature for conducting experiments in the first level (the user-level), ad-hoc experiments are suitable for the second level, which requires a joint experimental design with the customer since full randomization is often not possible. The release might involve different techniques depending on the maturity of the feature being experimented with.
7.3 | RQ3: Can the HURRIER process be used to drive CE in B2B mission-critical systems at Ericsson?

By observing the CE practices of different teams, we observed the key activities that compose the experimentation process at Ericsson. The empirical data, the set of practices, the concrete examples, documentation, and feature plans led to the development of the HURRIER process model. The HURRIER process represents a superset of the activities that are performed by these different teams. A subset of the activities in the HURRIER framework was used in each of the four types of experiments discussed in section 5. The requirements and the availability of tools (such as simulators and test rigs) in both the R&D organization and in the customers determine which set of activities are instantiated.

When deciding upon the activities and instantiating the process, the key aspects are the time-length of the activity and the value it delivers when verifying the system. Deployment activities, such as network optimization depend heavily upon the existing conditions of the operator’s network. In those cases, extensive laboratory testing and simulation activities deliver little value compared to field experiments. The internal validation is kept to a minimum. The software is validated only in terms of quality, guaranteeing that it does not influence or deteriorate other features.

On the other hand, developing mission or even safety-critical features requires more extensive and lengthy internal validation, including following specifications and legislation. In this case, simulations and laboratory evaluations play a major role in increasing confidence before the field deployment. However, simulations and laboratory evaluations should be kept to the minimum necessary to guarantee the safety and basic functionality of the feature. Field experiments present a fast way to evaluate the feature and increase coverage in the operating conditions, which is often not feasible, costly, and time-consuming to implement in laboratory conditions. Deploying the mission-critical feature in the field within maintenance hours where traffic is minimal is another way to minimize the risk when the implementation is deployed in the field for the first time. Therefore, it is not only that the feature is deployed to a small subset of the network but also done at different times to reduce the risk further.

The feature should be implemented incrementally, so its value can be evaluated faster. Any evaluation of the delivered value should be left for the field experiments. Suppose the feature’s minimum functionality does not deliver the expected value. In that case, the feature can be abandoned without the need to go through all the extensive work of developing, verifying, and even certifying the full feature.

The HURRIER process differs from the already existing experimentation process regarding the granularity level and type of activities. The HURRIER adds and reinforces specific activities for deploying software that needs to have high-quality assurance and in the B2B context. However, the proposed HURRIER process does not contradict existing experimentation processes since it is built on top of those models. For example, the execution step of an experiment iteration in the RIGHT model is broken down into several activities such as customer laboratory evaluation, passive launch, restricted launch, and one-customer gradual rollout. Although necessary for the context of mission-critical systems and B2B context, these activities might not be relevant for all startup experiments or web-facing companies that usually have lower risks involved in the deployment and are more in control of the data collection and deployment strategy than the customers. The HYPEX model reinforces the iterative process to increase the value of the delivered software. This is commonly seen in business-driven experiments. While the HURRIER process supports this, it also supports customer support experiments involving continuous iterations to add value.

The HURRIER process emphasizes that to continuously deliver high-quality and validated solutions, two aspects are required. The first is the presence of CI and CD. The second is the exposure of the system to live context and collaboration with customers to obtain feedback. These two aspects provide faster and more valuable feedback than focusing only on in-house validation and predefined testing scenarios.

7.4 | RQ4: What are the current CE challenges and opportunities in B2B mission-critical systems observed at Ericsson?

Running CE in the B2B domain and focused on mission-critical features presents many opportunities and challenges for both the company and the customers.

One of the challenges in CE at Ericsson is that any new deployment requires explicit approval and consent of the customers. For that, the customer needs to understand the need for the deployment, have a clear vision of how it can impact the system, and the potential benefits. However, successful experiments and transparency between the R&D company and the customer can help to build a trust relationship. A high trust relationship can facilitate running field experiments and evaluating new ideas for which the customer’s direct benefit is not yet clear. CE in the B2B domain also requires close collaboration between companies and customers since the field experiments are run in the customer premises. The collaboration happens from the pre-study to the gradual rollout phase.

Depending on the level of interaction, trust between the R&D team and the customer, and the level of interest in the feature, customers can help shape the development activities and even steer the development of the feature. While this can bring benefits, it also creates some challenges when adapting the feature for general availability, as seen in interview B section 6. For instance, customers who have steered the feature since its conception might feel ownership and see some decrease in value when the feature is made to work in conditions beyond their network.

CE practices allow higher coverage and confidence in the development solution in mission-critical features, reducing the number of problem reports after general availability (GA) and minimizing the costs of developing and maintaining an extensive simulation and laboratory solution.
However, managing the risks of a field experiment in the B2B context relies on the customers, which requires the company to have a close collaboration and build a high-trust relationship.

CE is not seen only as positive for the case company but also the customers. For the company, CE helps to reduce the time-to-market as features are continuously validated with field data in terms of value and functionality. Other perceived advantages are: (1) the reduced time for a problem report to be addressed by the development team; (2) an increased sense of accomplishment, as the functionality is seen in the field in a shorter period; and (3) the higher sense of autonomy that comes with a higher trust from the customers, as the development teams can propose and test new ideas in the field faster. For the customer, CE has allowed them to test new functionalities, evaluate ideas and understand the impact of those ahead of the release, give them a competitive advantage on their corresponding markets.

8 | CONCLUSION

In collaboration with Ericsson, we conducted a case study research method to understand how CE is used in B2B mission-critical systems. The case study investigated the continuous experimentation practices of multiple teams in different locations and countries working on the 4G mission-critical product.

This paper provides four main contributions. First, we classify the different types of experiments, practices, and techniques used in B2B mission-critical systems. Then, these techniques are discussed in the context of existing research in other domains. We identified four types of experiments that are conducted: business-driven, regression-driven, optimization, and customer support experiments. Second, we present and analyze each of the four types of experiments with four examples. The examples show the general experimentation process followed by the team and the usage of the different practices and techniques. Third, based on the empirical data, we inductively derived the HURRIER process (High valued software through continuous Experimentation). This process combines different experimentation techniques and practices to deliver high-quality solutions that the customers value. At Ericsson, subsets of the HURRIER process helped the R&D organization to validate feature functionality, increase coverage, identify and trace stochastic faults and increase the confidence in the developed solutions much faster than without the field experiments. Finally, we discuss the challenges, opportunities, and lessons learned from applying CE and the HURRIER process in B2B mission-critical systems.

CE has the potential to deliver value and higher-quality solutions. However, in the B2B domain, this can only be achieved with high trust and close collaboration with the customers. Therefore, we plan to introduce the HURRIER process and evaluate it in different domains in future work.
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