On the Two-Point Function of the Potts Model in the Saturation Regime
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Abstract: We consider the Random-Cluster model on $\mathbb{Z}^d$ with interactions of infinite range of the form $J_x = \psi(x) e^{-\rho(x)}$ with $\rho$ a norm on $\mathbb{Z}^d$ and $\psi$ a subexponential correction. We first provide an optimal criterion ensuring the existence of a nontrivial saturation regime (that is, the existence of $\beta_{\text{sat}}(s) > 0$ such that the inverse correlation length in the direction $s$ is constant on $[0, \beta_{\text{sat}}(s)]$), thus removing a regularity assumption used in our previous work (Aoun et al. in Commun Math Phys 386:433–467, 2021). Then, under suitable assumptions, we derive sharp asymptotics (which are not of Ornstein–Zernike form) for the two-point function in the whole saturation regime $(0, \beta_{\text{sat}}(s))$. We also obtain a number of additional results for this class of models, including sharpness of the phase transition, mixing above the critical temperature and the strict monotonicity of the inverse correlation length in $\beta$ in the regime $(\beta_{\text{sat}}(s), \beta_c)$.

1. Introduction

Since the celebrated work of Ornstein and Zernike more than a century ago [24,33], the analysis of the asymptotic behavior of correlation functions has played an important role in our understanding of the equilibrium properties of macroscopic systems. In particular, Ornstein and Zernike predicted that the pair correlation function $G_\beta(r)$ would decay, as a function of the distance $r$, according to $r^{-(d-1)/2} e^{-v_\beta r}$, where $v_\beta$ denotes the inverse correlation length. This has since become known as Ornstein–Zernike (OZ) behavior and is expected to be the generic behavior away from critical points.

While their original work relied on unproven (both explicit and implicit) assumptions, the validity of OZ behavior was established rigorously in a variety of settings (see also [28] for a more detailed overview restricted to the Ising model): the first derivation of OZ behavior was done in the planar Ising model above the critical temperature [31,32] by explicitly computing the pair correlation function (these computations also showed that OZ behavior is violated below the critical temperature in the planar Ising model);
then, OZ behavior was established in more general systems and in any dimension in perturbative regimes starting with the works [1,8,29]; the first non-perturbative approaches were introduced in the 1980s, but were restricted to simple models (in particular, the self-avoiding walk [15,22] and Bernoulli percolation [10]), were very model-dependent and lacked robustness. In the last two decades, a much more powerful and robust approach was developed in the works [11,12,14,27]. Among others, the latter version of the theory allowed the analysis of the odd-odd and even-even correlations in the finite-range Ising model on \( \mathbb{Z}^d \), which should generally lead to
\[
\lim_{n \to \infty} \sup_{s \in S^{d-1}} \frac{1}{n} \ln \alpha_n(s) = G_{\beta}(x) e^{-\rho(x)},
\]
where \( \rho \) is a norm on \( \mathbb{R}^d \) and \( \psi \) is a sub-exponential correction. Let us denote by \( G_{\beta}(x) \) the associated two-point function and by \( v_\beta(s) \) the corresponding inverse correlation length in direction \( s \), defined as the rate of exponential decay of \( G_{\beta}(x) \) as \( n \to \infty \) and \( s \in S^{d-1} \). It is easy to check that \( \beta \to v_\beta(s) \) is non-increasing and that
\[
\lim_{\beta \downarrow 0} v_\beta(s) = \rho(s) \quad \text{for all} \quad s \in S^{d-1}.
\]
This leads naturally to the introduction of the saturation point \( \beta_{\text{sat}}(s) = \sup\{\beta \geq 0 : v_\beta(s) = \rho(s)\} \) (see Fig. 1). We call \((0, \beta_{\text{sat}}(s))\) the saturation regime (in direction \( s \)). Our goal in [6] was to understand under which conditions saturation does occur, that is, when is \( \beta_{\text{sat}}(s) \) strictly positive. This turns out to depend on the direction \( s \), the norm \( \rho \) and the prefactor \( \psi \). The main result in [6] was the derivation of a criterion characterizing exactly the prefactors \( \psi \) leading to \( \beta_{\text{sat}}(s) > 0 \) (actually, in [6], we imposed a mild regularity condition on the behavior of the norm \( \rho \) in the neighborhood of the direction \( s \); removing this condition is one of the results of the present work, as we explain below). Note that, when \( \beta_{\text{sat}}(s) > 0 \), the correlation length is not an analytic function of the temperature in the high-temperature regime; that this could occur (even in dimension 1!) was also unexpected.

In [6], we also described (with partial results) how the asymptotic behavior of the two-point function is expected to change depending on whether saturation occurs. In the regime \((\beta_{\text{sat}}(s), \beta)\), \( G_\beta \) is expected to always display standard Ornstein–Zernike asymptotics:
\[
G_\beta(x) \sim |x|^{-(d-1)/2} e^{-v_\beta(x)}.
\]
This is however expected not to be true in the regime \((0, \beta_{\text{sat}}(s))\) in which saturation occurs; here, \( G_\beta(x) \) (with \( x, s \) colinear) is dominated by the direct interaction between the spins in the neighborhood of \( 0 \) and those in a neighborhood of \( x \), which should generally lead to
\[
G_\beta(x) \sim \psi(x) e^{-\rho(x)}.
\]
This was proved for sufficiently small values of \( \beta \) in a variety of models in [6]. This difference in behavior should be related to a drastic change in the morphology of typical paths.
Fig. 1. The two possible behaviors of the inverse correlation length in a direction \( s \in S^{d-1} \) in the Ising model on \( \mathbb{Z}^d \) with coupling constants \( J_x = \psi(x) e^{-\rho(x)} \). Left: saturation never occurs \( (\beta_{\text{sat}}(s) = 0) \). Right: saturation occurs \( (\beta_{\text{sat}}(s) > 0) \). In more general models, the behavior is completely similar, except that the inverse correlation length does not necessarily converge to 0 at \( \beta_c \).

Fig. 2. Qualitative depiction of typical paths contributing to the high-temperature expansion of the 2-point function \( G_\beta(x) \) of the Ising model (with \( \|x\| \gg 1 \)). Left: In the saturation regime, there is a single giant edge connecting a vertex close to 0 to a vertex close to \( x \). Right: In the regime \( (\beta_{\text{sat}}(s), \beta_c) \), all edges are microscopic (and the path can in fact be coupled, using the Ornstein–Zernike theory) to a directed random walk contributing to the high-temperature expansion of \( G_\beta(x) \), analogous to what happens in condensation phenomena for sums of independent random variables [18]; see Fig. 2.

The discussion above applies to a general class of lattice spin systems. In order to obtain more precise results, it is useful to turn to important specific examples. In [7], we considered the ferromagnetic Ising model on \( \mathbb{Z}^d \) with coupling constants of the form \( J_x = \psi(x) e^{-\rho(x)} \) as above. Extending earlier results restricted to finite-range interactions [12] (see also [28] for an overview), we proved that the two-point function indeed exhibits Ornstein–Zernike behavior for all \( \beta \in (\beta_{\text{sat}}(s), \beta_c) \) (under some regularity condition). This provides a precise (although not yet completely exhaustive) description of the regime in which saturation does not occur.

In the present work, we consider the saturation regime. Our main goal is to provide a detailed analysis of the two-point function in this regime. We do that by analyzing the \( q \geq 1 \) Random-Cluster model on \( \mathbb{Z}^d \) (which includes Bernoulli percolation and the Ising and Potts models on \( \mathbb{Z}^d \)). We introduce the required terminology and notation in Sect. 2 and then state our main results in Sect. 3.

2. Model and Notations

Most of our results naturally extend to a wider set-up but we restrict attention to \( \mathbb{Z}^d \). We will always see \( \mathbb{Z}^d \) as canonically embedded inside \( \mathbb{R}^d \) and will denote \( \| \cdot \| \) the
Euclidean norm on $\mathbb{R}^d$. $\rho$ will denote a norm on $\mathbb{R}^d$ (and will be one of the parameters in our analysis).

We consider the graph $(\mathbb{Z}^d, E_d)$ with edge set $E_d = \{\{i, j\} \subset \mathbb{Z}^d\}$, which we will often write simply $\mathbb{Z}^d$. Let $\Lambda_N = \{-N, \ldots, N\}^d$ and $\Lambda_N(x) = x + \Lambda_N$. For $x, y \in \mathbb{Z}^d$, we denote by $[x, y]$ the closed line segment in $\mathbb{R}^d$ with endpoints $x$ and $y$.

2.1. Graphs. For a graph $(V, E)$, $A \subset V$ and $F \subset E$, we write $A^c = V \setminus A$,

$$E_A = \{\{i, j\} \in E : \{i, j\} \subset A\}, \quad \partial A = \{\{i, j\} \in E : i \in A, j \in A^c\},$$

$$V_F = \bigcup_{\{i, j\} \in F} \{i, j\}, \quad \partial F = \{\{i, j\} \in E : i \in V_F \setminus F\}, \quad \bar{E}_A = E_A \cup \partial E_A.$$  

We will systematically identify sets and their characteristic function (e.g., $\omega \subset E$ will be identified with $\omega \in \{0, 1\}^E$, where $\omega_e = 1$ if and only if $e \in \omega$).

In all this work, we will consider subgraphs of $(\mathbb{Z}^d, E_d)$. For $\omega, \eta \subset E_d$, we will denote by $\omega|_F$ the restriction of $\omega$ to $F$ and by $\omega|_F \eta|_F$ the union of the edges in $\omega|_F$ and in $\eta|_F$. We endow the subsets of $E_d$ with the usual partial order (that is, sets are ordered by inclusion).

2.2. Random-Cluster model.

2.2.1. Interaction. We consider a weight function (the interaction, or the set of coupling constants) $J : E_d \to \mathbb{R}_+$ satisfying

- Translation/reflection invariance: $J_{ij} = J_{i-j} = J_{j-i}$,
- No self-interaction: $J_0 = 0$,
- Normalization: $\sum_{x \in \mathbb{Z}^d} J_x = 1$.

We will use the following terminology.

**Definition 2.1.** $J$ is exponentially-bounded if $J_x \leq e^{-c\|x\|}$ for some $c > 0$ and all $x \in \mathbb{Z}^d$ with $\|x\|$ sufficiently large. $J$ is exponentially-decaying if $J_x = \psi(x) e^{-\rho(x)}$ with $\psi > 0$ satisfying

$$\lim_{\|x\| \to \infty} \frac{\log \psi(x)}{\|x\|} = 0,$$

and $\rho$ a norm on $\mathbb{R}^d$.

2.2.2. The Random-Cluster model. We refer to [16, 19] for additional details on the Random-Cluster model. Let $q \geq 1$ and $\beta \geq 0$. Consider a finite set $F \subset E_d$. Let $\eta \subset E_d$ be such that the graph $(\mathbb{Z}^d, \eta)$ contains at most one infinite cluster. The Random-Cluster measure on $F$ with boundary condition $\eta$ is the probability measure on $\{0, 1\}^E$ given by

$$\Phi_{F; q, \beta}^\eta(\omega) = \frac{1}{Z_{F; q, \beta}^\eta} \prod_{e \in F} (e^{\beta J_e} - 1)^{\omega_e} q^{\kappa_\eta(\omega)},$$

where $\kappa_\eta(\omega)$ is the number of connected components in $(\mathbb{Z}^d, \omega|_F \eta|_F)$ having an endpoint in $V_F$ and $Z_{F; q, \beta}^\eta$ is the partition function. For $V \subset \mathbb{Z}^d$, we set $\Phi_{V; q, \beta}^\eta \equiv \Phi_{E_V; q, \beta}^\eta$. 

The following stochastic domination (with respect to the partial order on subsets of $E_d$) applies:

$$\forall \eta \leq \eta', \forall \beta \leq \beta', \quad \Phi_{F; q, \beta}^\eta \preceq \Phi_{F; q, \beta'}^\eta'.$$

In particular, the boundary conditions $\eta \equiv 0$ and $\eta \equiv 1$ are extremal; they will respectively be denoted by $0$ and $1$. Moreover, the following finite energy property applies: for any $e \in F$ and $\eta' \in \{0, 1\}^{F \setminus \{e\}}$, one has

$$\frac{e^\beta J_e - 1}{e^\beta J_e - 1 + q} \leq \Phi_{F; q, \beta}^\eta(\omega_e = 1 \mid \omega_{F \setminus \{e\}} = \eta') \leq 1 - e^{-\beta J_e}.$$

The limits

$$\Phi_{q, \beta}^* = \lim_{F \to E_d} \Phi_{F; q, \beta}^*,$$

exist for $* \in \{0, 1\}$ and are translation invariant. Since $q \geq 1$ will be kept fixed in our analysis, it will be removed from the notation. For $F \subset E_d$, denote by $\mathcal{F}_F$ the sigma-algebra generated by the edge variables $\omega_e$, $e \in F$. We say that an event $A$ is supported on $F$ if $A \in \mathcal{F}_F$. As usual, we denote $\{x \leftrightarrow y\}$ for the event “$x$ connected to $y$”, and $\{x \overset{F}{\leftrightarrow} y\}$ for the event “$x$ connected to $y$ using only edges in $F$”.

The two-point function of the Random-Cluster model is

$$G_{\beta}(x, y) = \Phi_{\beta}^0(x \leftrightarrow y).$$

When $q \in \mathbb{N}$ with $q \geq 2$, one has the following correspondence with the well-known Potts model

$$\mathbb{P}_{\beta, q}^\text{Potts}(\mathbb{1}_{[\sigma_x = \sigma_y]}) - \frac{1}{q} = q - 1 \frac{q - 1}{q} \Phi_{\beta, q}^0(x \leftrightarrow y).$$  (2)

We refer to [16] for more details.

2.3. Convex geometry. It will be convenient to introduce a few quantities associated to the norm $\rho$. First, two convex sets are important: the unit ball $\mathcal{U} \subset \mathbb{R}^d$ and the corresponding Wulff shape

$$\mathcal{U} = \{t \in \mathbb{R}^d : \forall x \in \mathbb{R}^d, \ t \cdot x \leq \rho(x)\}.$$  

Given a direction $s \in \mathbb{S}^{d-1}$, we say that the vector $t \in \mathbb{R}^d$ is dual (or $\rho$-dual) to $s$ if $t \in \partial \mathcal{U}$ and $t \cdot s = \rho(s)$. A direction $s$ possesses a unique dual vector $t$ if and only if $\partial \mathcal{U}$ does not possess an affine part with normal $s$. Equivalently, there is a unique dual vector when the unit ball $\mathcal{U}$ has a unique supporting hyperplane at $s/\rho(s)$. (See Fig. 3 for an illustration.)

The surcharge function\(^1\) associated to a dual vector $t \in \partial \mathcal{U}$ is then defined by

$$s_t(x) = \rho(x) - x \cdot t.$$  

It immediately follows from the definition that $s_t(x) \geq 0$ for all $x \in \mathbb{R}^d$ and $s_t(s) = 0$ if $t$ is dual to $s$.

---

\(^1\) To avoid confusion, we warn the reader that the surcharge function used in [7] was associated to the inverse correlation, not the interaction.
2.4. Transition points.

2.4.1. The phase transition There are a priori two natural transition points in the Random-Cluster model. The first one corresponds to the onset of percolation and reduces to the usual order/disorder phase transition in the associated Potts model when \( q \geq 2 \) is an integer:

\[
\beta_c(d, q) = \inf \{ \beta \geq 0 : \Phi_0^0(0 \leftrightarrow \infty) > 0 \}.
\]

The second one corresponds to the boundary of the regime in which the connection probabilities decay exponentially fast with the distance, and this uniformly over boundary conditions:

\[
\beta_{\text{exp}}(d, q) = \sup \{ \beta \geq 0 : \exists c > 0, \exists N_0 \geq 0, \forall N \geq N_0, \Phi_N^1(0 \leftrightarrow \Lambda_N^c) \leq e^{-cN} \}.
\]

We will see below that the transition is sharp, that is, these two points actually coincide: \( \beta_c = \beta_{\text{exp}} \).

2.4.2. Saturation transition. Suppose that \( J \) is exponentially-bounded. The inverse correlation length is defined as follows: for \( s \in \mathbb{S}^{d-1} \),

\[
v_\beta(s) = -\lim_{n \to \infty} \frac{1}{n} \log G_\beta(0, ns),
\]

where integer parts are implicitly taken on \( ns \). The limit can be proven to exist (see [6] for references). One always has

\[
G_\beta(0, ns) \leq e^{-v_\beta(ns)}.
\]

Moreover, when \( \beta < \beta_{\text{exp}}, v_\beta \) can be extended to a non-degenerate norm on \( \mathbb{R}^d \) by positive homogeneity of order one. In addition, the function \( \beta \mapsto v_\beta(s) \) is non-increasing over \( \mathbb{R}_+ \), \( v_\beta(s) \leq \rho(s) \).

When \( J \) is exponentially-decaying, we define the saturation point as

\[
\beta_{\text{sat}}(s) = \inf \{ \beta \geq 0 : v_\beta(s) < \rho(s) \}.
\]

Recall that \( \lim_{\beta \to 0} v_\beta(s) = \rho(s) \) (see [6]). By definition, one clearly has \( \beta_{\text{sat}}(s) \leq \beta_{\text{exp}} \), but a priori, we don’t know whether \( \beta_{\text{sat}}(s) < \beta_{\text{exp}} \) or not. There is another (family of)
point(s) with special properties related to the saturation transition: \( \hat{\beta}_{\text{sat}}(s) \equiv \hat{\beta}_{\text{sat}}(s, q) \). To define it, introduce the generating functions:

\[
G_\beta(h) = \sum_{x \in \mathbb{Z}^d} e^{h \cdot x} G_\beta(0, x) \quad \text{and} \quad J(h) = \sum_{x \in \mathbb{Z}^d} e^{h \cdot x} J_{0,x},
\]

for \( h \in \mathbb{R}^d \). The closure of the convergence domain of \( J \) is \( W \). The point \( \hat{\beta}_{\text{sat}}(s) \) is then defined by

\[
\hat{\beta}_{\text{sat}}(s) = \sup_{t \in \partial W} \sup \{ \beta \geq 0 : G_\beta(t) < \infty \}.
\]

We believe that \( \hat{\beta}_{\text{sat}}(s) = \beta_{\text{sat}}(s) \) (see Conjecture 3.6). Partial results in that direction are proven in the present work. Note that one always has \( \hat{\beta}_{\text{sat}}(s) \leq \beta_{\text{sat}}(s) \) (as the convergence of \( G \) implies the convergence of \( J \)).

Finally, when \( \psi(x) \propto \rho(x)^{-\alpha} \) with \( \alpha \in \mathbb{R}_{>0} \), we define, for any \( s \in S^{d-1} \),

\[
\alpha_{\text{sat}}(s) = \sup_{\alpha \in \mathbb{R}_{>0}} \{ \beta_{\text{sat}}(s, \alpha) = 0 \}.
\]

Using Theorem 3.3, and \( s_\ell \geq 0 \), it is easy to see that one always has \( d \geq \alpha_{\text{sat}}(s) \geq 1 \).

3. Results

3.1. Sharpness and mixing in the Random-Cluster model. Our first result establishes coincidence of the two transition points \( \beta_c \) and \( \beta_{\text{exp}} \) in the case of exponentially bounded interactions. It is an extension of [17] to the infinite-range setup. This proves Conjecture 1.11 in [6] for the Random-Cluster model (and thus for Bernoulli percolation and the Ising and Potts models). Weaker versions of sharpness were known in this setup for \( q = 1 \) and \( q = 2 \) [2,3] (finite susceptibility rather than exponential decay of connectivities uniformly in boundary conditions).

**Theorem 3.1.** Assume that \( J \) is exponentially-bounded, \( d \geq 1 \) and \( q \geq 1 \). Then \( \beta_c(d, q) = \beta_{\text{exp}}(d, q) \).

As a corollary of this, we obtain the following mixing property below \( \beta_c \):

**Corollary 3.2.** Suppose \( \beta < \beta_c \) and let \( \Phi_\beta \) be the unique infinite-volume measure at \( \beta \). Then, there exist \( C < \infty \) and \( c > 0 \) such that, for any \( F, F' \subset E_d \) and any events \( A \in \mathcal{F}_F, B \in \mathcal{F}_{F'} \) having positive probability,

\[
\left| \frac{\Phi_\beta(A \cap B)}{\Phi_\beta(A) \Phi_\beta(B)} - 1 \right| \leq \sum_{x \in V_F, y \in V_{F'}} Ce^{-c\|x-y\|}
\]

whenever the right-hand-side is at most 1.

These results are proved in Sect. 4.

\footnote{We write \( \psi(x) \propto \rho(x)^{-\alpha} \), since a multiplicative constant is needed in order to ensure that \( \sum_{x \in \mathbb{Z}^d} J_x = 1 \).}
3.2. Optimal criterion for the existence of a saturation regime. Our second result removes an unnecessary regularity assumption from the characterization derived in [6], thus answering Open Problem 1.12 therein.

**Theorem 3.3.** Suppose $J$ is exponentially-decaying. Let $s \in S^{d-1}$. Then, $\beta_{\text{sat}}(s) > 0$ if and only if there exists $t \rho$-dual to $s$ such that $\| t \| = \sum_{x \in \mathbb{Z}^d} e^{t \cdot x} J_x < \infty$.

Although the previous result is stated for the Random-Cluster model, it applies to the much more general class of models considered in [6]. The proof of Theorem 3.3 can be found in “Appendix A”.

3.3. Sharp asymptotics in the saturation regime. Our next result provides the sharp asymptotic behavior of the two-point function $G_{\beta}(0, ns)$ in the saturation regime $(0, \beta_{\text{sat}}(s))$. It shows, in particular, that these asymptotics are not of Ornstein–Zernike type in this regime.

Let $(\tilde{\chi}_n(s))$ be the following sequence

$$
\tilde{\chi}_n(s) = \tilde{\chi}_n(\beta, q, s) = \frac{\beta}{q} e^{\rho(ns)} \sum_{u, v \in \mathbb{Z}^d} \Phi_{\beta}(0 \leftrightarrow u) e^{-\rho(ns-u-v)} \Phi_{\beta}(0 \leftrightarrow v).
$$

The first claim is a result valid at any $\beta < \hat{\beta}_{\text{sat}}(s)$ (by opposition to what we proved in [6] which was at $\beta$ sufficiently small).

**Theorem 3.4.** Let $s \in S^{d-1}$. Suppose that $\psi$ is of one of the following forms:

- $\psi(x) \propto \rho(x)^{-\alpha}$ with $\alpha > \alpha_{\text{sat}}(s)$,
- $\psi(x) \propto e^{-\tilde{c}\rho(x)^{\eta}}$ with $\tilde{c} > 0$ and $\eta \in (0, 1)$.

Then, for every $\beta < \hat{\beta}_{\text{sat}}(s)$, the limit $\tilde{\chi}(s) = \lim_{n \to \infty} \tilde{\chi}_n(\beta, q, s)$ exists and

$$
\Phi_{\beta}(0 \leftrightarrow ns) = \tilde{\chi} J_{0, ns}(1 + o_n(1)).
$$

The constant $\tilde{\chi}(s)$ is reminiscent of the squared susceptibility appearing in the case of sub-exponentially decaying interactions, see Theorem 3.7.

The second claim supplements the first one by giving prefactors for which $\beta_{\text{sat}}$ and $\hat{\beta}_{\text{sat}}$ agree (giving a partial answer to Conjecture 3.6 below).

**Theorem 3.5.** Let $s \in S^{d-1}$. Suppose that $\psi$ is of one of the following forms:

- $\psi(x) \propto \rho(x)^{-\alpha}$ with $\alpha > 2d$,
- $\psi(x) \propto e^{-\tilde{c}\rho(x)^{\eta}}$ with $\tilde{c} > 0$ and $\eta \in (0, 1)$.

Then, $\beta_{\text{sat}}(s) = \hat{\beta}_{\text{sat}}(s)$.

This in particular implies that the conclusion of Theorem 3.4 holds in the whole saturation regime for a restricted class of prefactors.

**Remark 3.1.** Although, for simplicity of exposition, the results above are only stated for two particular classes of prefactors, they actually hold more generally than that, with the same proof. The main properties of the prefactor are listed in (27). We also need some mild regularity and monotonicity (for instance, $\psi(x) \asymp f(\rho(x))$ for some nonincreasing positive function $f$).
Conjecture 3.6. \( \beta_{sat}(s) = \hat{\beta}_{sat}(s) \) for general \( \rho, \psi \).

Finally, as a rather simple adaptation of our methods, we can also obtain sharp asymptotics for some coupling constants decaying slower than exponentially with the distance. Namely, we prove

Theorem 3.7. Let \( J_{0,x} \propto \rho(x)^{-\alpha} \) with \( \alpha > d \), or \( J_{0,x} \propto e^{-\tilde{c} \rho(x)^{\eta}} \) with \( \tilde{c} > 0, \eta \in (0, 1) \). Then, for any \( \beta < \beta_c \),

\[
\Phi_\beta(0 \leftrightarrow x) = \frac{\beta \chi(\beta)^2}{q} J_{0,x}(1 + o_{\|x\|}(1)),
\]

where \( \chi(\beta) = \sum_{y \in \mathbb{Z}^d} \Phi_\beta(0 \leftrightarrow y) \).

The fact that \( \chi(\beta) < \infty \) when \( \beta < \beta_c \) was proved in [20]. The case \( q = 2 \) (Ising model) was treated in [23]. In the polynomial case, the generalization of the latter to \( q \geq 1 \) was achieved in [4]. As mentioned in Remark 3.1 (in the case of exponentially decaying coupling constants), our methods allow to prove the same claim under more general assumptions.

Conjecture 3.8. The result of Theorem 3.7 holds for large enough values of \( \beta \) both if we consider \( G_\beta(0, ns) = \Phi_\beta(0 \leftrightarrow ns, |C(0)| < \infty) \) and for the truncated two-point function of the Ising model without an external field. It also holds in presence of an external field for any \( \beta > 0 \).

Remark 3.2. Note that it is known [21] that the truncated 2-point function of the one-dimensional Ising model with interactions of the form \( J_x \propto \|x\|^{-2} \) and no external field does not display the asymptotic behavior of Theorem 3.7 in an intermediate regime of temperatures \( \beta \in (\beta_c, \beta_0) \) for some finite \( \beta_0 > \beta_c \).

3.4. Size of a typical cluster of 0 and \( ns \) in the saturation regime. Our proof of Theorem 3.4 gives a control on the size of \( C(0) \) conditioned on \( 0 \leftrightarrow ns \) in the saturation regime.

Theorem 3.9. Let \( s \in \mathbb{S}^{d-1} \). Suppose that \( \psi \) is of one of the following forms:

- \( \psi(x) \propto \rho(x)^{-\alpha} \) with \( \alpha > \alpha_{sat}(s) \),
- \( \psi(x) \propto e^{-\tilde{c} \rho(x)^{\eta}} \) with \( \tilde{c} > 0 \) and \( \eta \in (0, 1) \).

Then, for every \( \beta < \hat{\beta}_{sat}(s) \), there exist \( c > 0 \) and \( C \) such that, for all \( M > 0 \) and \( n > 0 \),

\[
\Phi_\beta(|C(0)| > M |0 \leftrightarrow ns|) \leq Ce^{-cM}.
\]

The previous Theorem is in contrast with what happens for \( \beta \in (\beta_{sat}(s), \beta_c) \) (see Fig. 2): under suitable assumptions, it was proved for \( q = 2 \) in [7] that a typical path contributing to the high-temperature expansion of the two-point function has a number of points that is linear in \( n \) (see [7] for a much more precise statement).

Proof of Theorem 3.9. Fix \( \beta < \beta' < \beta_{sat}(s) \). Theorem 3.4 implies that for \( n \) big enough

\[
\frac{1}{2} \tilde{\chi}(s, \beta') J_{0,ns} \leq \Phi_{\beta'}(0 \leftrightarrow ns) \leq 2\tilde{\chi}(s, \beta') J_{0,ns}.
\]

Moreover, it follows from (17) that

\[
\Phi_{\beta}(0 \leftrightarrow ns, |C_0| \geq M) \leq C \Phi_{\beta'}(0 \leftrightarrow ns, |C_0| \geq N) e^{-cM} \leq 2C \tilde{\chi}(s, \beta') J_{0,ns} e^{-cM},
\]

where the last inequality follows from (4). \( \square \)
3.5. Strict monotonicity of $\nu$ outside of the saturation regime. Our last result concerns the regime $(\beta_{\text{sat}}(s), \beta_c)$. More precisely, we prove that the function $\beta \mapsto \nu_{\beta}(s)$ is strictly decreasing outside of the saturation regime.

**Lemma 3.10.** Suppose $J$ is exponentially-decaying. Let $s \in \mathbb{S}^{d-1}$, and suppose $\beta_{\text{sat}}(s) > 0$. Then, for any $\beta \in (\beta_{\text{sat}}(s), \beta_c)$, there exists $\varepsilon = \varepsilon_\beta > 0$ and $C = C_{\beta,\varepsilon} > 0$ such that, for any $\beta' \in (\beta, \beta + \varepsilon)$, one has

$$
\nu_{\beta}(s) - \nu_{\beta'}(s) \geq C(\beta' - \beta).
$$

In particular, the function $\beta \mapsto \nu_{\beta}(s)$ is strictly decreasing on $(\beta_{\text{sat}}(s), \beta_c)$.

We believe that $\beta \mapsto \nu_{\beta}(s)$ is (real)-analytic on the interval $(\beta_{\text{sat}}(s), \beta_c)$. We plan to come back to this issue in a future work. As the proof is short and does not fit naturally in the remaining sections, we present it here (although it refers to other parts of the paper).

**Proof of Lemma 3.10.** From Theorem 3.3, $\beta_{\text{sat}}(s) > 0$ implies the existence of $t \in \partial \mathcal{W}$ dual to $s$ with $\mathcal{J}(t) < \infty$. Fix such a $t$. On the one hand, since $c_s = \rho(s) - \nu_{\beta}(s) > 0$, we have (as $t \cdot s = \rho(s)$ by choice of $t$)

$$
\Phi_\beta(0 \leftrightarrow ns, |C_0| \leq \varepsilon n) \leq \sum_{\gamma:0 \to x, |\gamma| \leq \varepsilon n} \Phi_\beta(\gamma \text{ open}) 
\leq e^{-\rho(ns)} \sum_{k=1}^{\varepsilon n} \sum_{y_1, \ldots, y_k \in \mathbb{Z}^d} \prod_{i=1}^k e^{t y_i}(1 - e^{-\beta J_{y_i}}) \leq e^{-\rho(ns)} e^{-n(\nu_{\beta}(s) + c_s)} \sum_{k=1}^{\varepsilon n} \left( \beta \sum_{y \in \mathbb{Z}^d} J_y e^{t y} \right)^k
$$

where the sum after the first inequality is over self avoiding paths $\gamma = (0, y_1, y_1 + y_2, \ldots, x)$, we used finite energy to get the second inequality, and $1 - e^{-x} \leq x$ for $x \geq 0$ to get the third.

On the other hand, we know by (19) that

$$
\Phi_\beta(0 \leftrightarrow ns, |C_0| \geq \varepsilon n) \leq C e^{-(\nu_{\beta'}(ns) - \nu_{\beta}(ns) + c_{\beta,\beta'}\varepsilon)n},
$$

where $c_{\beta,\beta'} = \frac{\beta' - \beta}{2P_{\beta'}(|C_0|)}$. To conclude, introduce $A = \max(1, \beta \mathcal{J}(t)) < \infty$ and $a = \log A$, and note that combining the two bounds with $\Phi_\beta(0 \leftrightarrow ns) \geq e^{-(\nu_{\beta}(ns))(1+o_n(1))}$ gives (for $n$ large enough)

$$
e^{0(n)} \leq C e^{-(\nu_{\beta'}(ns) - \nu_{\beta}(ns) + c_{\beta,\beta'}\varepsilon)n} + \varepsilon n e^{-n(c_s - a\varepsilon)}.
$$

Taking $\varepsilon > 0$ small enough (as a function of $s$, $\beta$, $\beta'$, $\beta'$ - $\beta$) the last display implies

$$
\nu_{\beta'}(s) - \nu_{\beta}(s) + c_{\beta,\beta'}\varepsilon \leq 0,
$$

which is the claim. \(\square\)

**Remark 3.3.** The same lower bound can be proved if $(J_{x,y})_{x,y \in \mathbb{Z}^d}$ are finite range. Indeed, in this case

$$
\Phi_\beta(0 \leftrightarrow ns, |C_0| \leq \varepsilon n) = 0,
$$

for $\varepsilon$ small enough, and (19) still holds in this case (the inequality (19) holds for any translation-invariant coupling constants $(J_{0,x})_{x \in \mathbb{Z}^d}$ that satisfy $\sum_x J_{0,x} < \infty$).
4. Sharpness of the Phase Transition

We will use the shorter notation

\[ \Phi_{N; \beta} \equiv \Phi_{\Lambda_N; \beta}^1. \]

The goal of this section is to prove the following result, which implies Theorem 3.1.

**Theorem 4.1.** Suppose J is exponentially-bounded. Let \( \tilde{\beta}_c \) be given by (5) below. Then the following assertions hold.

- For any \( \beta < \tilde{\beta}_c \), there exist \( C\beta \) and \( c\beta > 0 \) such that
  \[ \Phi_{N; \beta}(0 \leftrightarrow \Lambda_N^c) \leq C\beta e^{-c\beta N}, \]
  for all \( N \geq 1 \).
- For any \( \beta > \tilde{\beta}_c \),
  \[ \Phi_{\beta}^1(0 \leftrightarrow \infty) \geq (\beta - \tilde{\beta}_c) e^{-\beta N/9\beta}. \]

In particular, \( \tilde{\beta}_c = \beta_c = \beta_{\text{exp}} \).

Our approach is closely related to the one introduced in [17], which is based on the one-monotonic version of the OSSS inequality. The main (mostly technical) differences will be highlighted during the proofs.

**4.1. Preparations.** We will need a few more objects. We first define the edge sets

\[ E_{N,R} = \{ (x, y) : x, y \in E_{\Lambda_N}, \|x - y\|_{\infty} \leq R \}, \quad \text{and} \quad E_{N,>R} = E_{N,\infty} \setminus E_{N,R}. \]

Also, \( E_{\infty,R} = \lim_{N \to \infty} E_{N,R} \). Define the shorthand \( \{ x \leftrightarrow_R y \} = \{ x \leftarrow \leftarrow_{E_{\infty,R}} y \} \).

We will use the shorter notation

\[ f_N(\beta) = \Phi_{2N; \beta}(0 \leftrightarrow \Lambda_N^c), \quad F_N(\beta) = \sum_{k=0}^{N-1} f_k(\beta). \]

We then define

\[ \tilde{\beta}_c = \sup \{ \beta \geq 0 : \exists (N_n)_{n \geq 1}, \exists C, c > 0, F_{N_n}(\beta) \leq C(N_n)^{1-c} \}, \]

\[ = \inf \left\{ \beta \geq 0 : \liminf_{N \to \infty} \frac{\log F_N(\beta)}{\log N} \geq 1 \right\}. \quad (5) \]

Notice that, for any \( \beta < \tilde{\beta}_c \), as \( f_N(\beta) \) is non-increasing in \( N \), one has \( \lim_{N \to \infty} f_N(\beta) = 0 \). In particular, \( \tilde{\beta}_c \leq \beta_c \). A first difference compared to [17] is the use of a \( \lim \inf \) instead of a \( \lim \sup \) in the definition of \( \tilde{\beta}_c \). This will be convenient when establishing that \( \tilde{\beta}_c \geq \beta_c \), but will generate some difficulties when proving that \( \beta < \tilde{\beta}_c \).
4.2. Differential inequality: radius. We will use the following differential inequality.

**Lemma 4.2.** For any \( \beta > 0, \infty \geq R' \geq R > 0, \) and \( N \geq 1, \)

\[
\frac{d}{d\beta} \Phi_{2N;\beta}(0 \leftrightarrow R' \Lambda_N^c) \geq \frac{e^{-\beta}}{\beta} \Phi_{2N;\beta}(0 \leftrightarrow R \Lambda_N^c) \frac{N}{R + 4 \sum_{i=0}^{N-1} \Phi_N;\beta(0 \leftrightarrow R \Lambda_i^c)}. \tag{6}
\]

**Proof.** First,

\[
\frac{d}{d\beta} \Phi_{2N;\beta}(0 \leftrightarrow R' \Lambda_N^c) = \sum_{e \in E_{2N,\infty}} \frac{J_e}{1 - e^{-\beta} J_e} \Phi_{2N;\beta}(0 \leftrightarrow R' \Lambda_N^c ; \omega_e) \geq \frac{1}{\beta} \sum_{e \in E_{2N,\infty}} \Phi_{2N;\beta}(0 \leftrightarrow R' \Lambda_N^c ; \omega_e), \tag{7}
\]

since \( \frac{x}{1-e^{-\beta x}} \geq \beta^{-1} \) and the covariances are nonnegative by FKG.

We will use the two-function version of the monotonic OSSS inequality of [17], see [20, Theorem 2.2] for the exact statement. We refer to [17, 20] for missing definitions; our notations should be close enough to the ones used in theses papers for the reader to be able to translate. We will use the following inputs in [20, Theorem 2.2]:

\[ \mu = \Phi_{2N;\beta}, \quad f = 1_{0 \leftrightarrow R' \Lambda_N^c}, \quad g = 1_{0 \leftrightarrow R \Lambda_N^c}. \]

We obtain that, for any decision tree \( T \) computing \( g, \)

\[
\Phi_{2N;\beta}(f ; g) \leq \sum_{e \in E_{2N,\infty}} \delta_e(\Phi_{2N;\beta}, T) \Phi_{2N;\beta}(\omega_e ; f). \tag{8}
\]

We will now define some decision trees. Notice that \( 1_{0 \leftrightarrow R \Lambda_N^c} \) is measurable with respect to \( \mathcal{F}_{E_{N,R}}. \) Fix some arbitrary total ordering of \( E_{N,R}. \) We define a family of decision trees \( T^i, i = 1, \ldots, N, \) as follows. \( T^i \) first queries the state of all edges \( \{x, y\} \in E_{N,R} \) with \( [x, y] \cap \partial[-i, i]^d \neq \emptyset \) in increasing order. Let us denote the set of open edges revealed in this way by \( X. \) Then, \( T^i \) explores all the connected components, in the configuration restricted to \( E_{N,R}, \) of the endpoints of \( X \) together with their boundary. We refer to [17, 20] for an explicit description of the exploration algorithm. Obviously, \( T^i \) computes \( 1_{0 \leftrightarrow R \Lambda_N^c}. \) Moreover, for an edge to be queried, it has to be in \( E_{N,R} \) and either intersect \( \partial[-i, i]^d \) or be connected to an open edge which does so. The revealment of an edge in \( E_{N,R} \) is therefore upper bounded by

\[
\delta_{[x,y]}(\Phi_{2N;\beta}, T^i) \leq 1_{[x,y] \cap \partial[-i, i]^d} + \Phi_{2N;\beta}(x \leftrightarrow R \Lambda_{\|x\|_\infty-i}(x)^c) + \Phi_{2N;\beta}(y \leftrightarrow R \Lambda_{\|y\|_\infty-i}(y)^c).
\]

Now,

\[
\sum_{i=1}^{N} \Phi_{2N;\beta}(x \leftrightarrow R \Lambda_{\|x\|_\infty-i}(x)^c) \leq \sum_{i=1}^{N} \Phi_{2N;\beta}(0 \leftrightarrow R \Lambda_N^c_{\|x\|_\infty-i}) \leq 2 \sum_{i=0}^{N-1} \Phi_N;\beta(0 \leftrightarrow R \Lambda_i^c). \]

Taking the average over \( i = 1, \ldots, N, \) one gets

\[
\frac{1}{N} \sum_{i=1}^{N} \delta_{[x,y]}(\Phi_{2N;\beta}, T^i) \leq \frac{\|x - y\|_\infty}{N} + \frac{4}{N} \sum_{i=0}^{N-1} \Phi_N;\beta(0 \leftrightarrow R \Lambda_i^c). \]
In particular, averaging (8) over \( T^i, i = 1, \ldots, N \), implies
\[
\sum_{e \in E_{2N,R}} \Phi_{2N;\beta}(\omega_e \leftrightarrow R') \Lambda^c_{N_i} \geq \sum_{e \in E_{N,R}} \Phi_{2N;\beta}(\omega_e \leftrightarrow R') \Lambda^c_{N_i} \\
\geq \Phi_{2N;\beta}(0 \leftrightarrow R') \Lambda^c_{N_i} \frac{N}{R + 4 \sum_{i=0}^{N-1} \Phi_{N;\beta}(0 \leftrightarrow R') \Lambda^c_i}.
\]
(9)

Finally,
\[
\Phi_{2N;\beta}(0 \leftrightarrow R') \Lambda^c_{N_i} \geq \Phi_{2N;\beta}(0 \leftrightarrow R') \Lambda^c_{N_i} \Phi_{2N;\beta}(0 \leftrightarrow R') \Lambda^c_{N_i} \\
\geq \Phi_{2N;\beta}(0 \leftrightarrow R') \Lambda^c_{N_i} \Phi_{2N;\beta}(0 \leftrightarrow R') \Lambda^c_{N_i} \geq \Phi_{2N;\beta}(0 \leftrightarrow R') \Lambda^c_{N_i} e^{-\beta},
\]
(10)

where the last inequality follows from finite energy and the normalization \( \sum_x J_{0x} = 1 \).

Using (7), (9) and (10) yields the result. \( \square \)

We will combine the previous differential inequality with a simple bound comparing \( \Phi_{2N;\beta}(0 \leftrightarrow R') \Lambda^c_{N_i} \) and \( \Phi_{2N;\beta}(0 \leftrightarrow R') \Lambda^c_{N_i} \). Partitioning on whether there is an edge of length at least \( R \) which is open or not, and using a union bound, one has
\[
\Phi_{2N;\beta}(0 \leftrightarrow R') \Lambda^c_{N_i} \leq \Phi_{2N;\beta}(0 \leftrightarrow R') \Lambda^c_{N_i} + \sum_{e \in E_{2N,R}} \Phi_{2N;\beta}(\omega_e = 1) \\
\leq \Phi_{2N;\beta}(0 \leftrightarrow R') \Lambda^c_{N_i} + C\beta N^d \sum_{y: \|y\|_\infty > R} J_y \\
\leq \Phi_{2N;\beta}(0 \leftrightarrow R') \Lambda^c_{N_i} + C\beta N^d e^{-cR},
\]
where \( c > 0 \), we used that \( J \) is exponentially bounded in the last line, and all \( \beta \)-dependencies are explicit. So, there exist \( C < \infty, c > 0 \) (independent of \( \beta \)) such that for any \( R > 0 \)
\[
\Phi_{2N;\beta}(0 \leftrightarrow R') \Lambda^c_{N_i} \geq \Phi_{2N;\beta}(0 \leftrightarrow R') \Lambda^c_{N_i} - C\beta N^d e^{-cR}.
\]
(11)

4.3. Proof of Theorem 4.1: Percolation above \( \tilde{\beta}_c \). We now study the differential inequality of Lemma 4.2. The proof is very close to the corresponding ones in [17,20]. The main difference is that we have an effect due to the infinite range of the interaction in the differential inequality. This is where using a lim inf in the definition of \( \tilde{\beta}_c \) instead of a lim sup comes crucially into play.

Lemma 4.3. For any \( \beta > \tilde{\beta}_c \),
\[
\Phi_{\beta}(0 \leftrightarrow \infty) \geq (\beta - \tilde{\beta}_c) \frac{e^{-\beta}}{\kappa \beta}
\]

In particular, \( \tilde{\beta}_c \geq \beta_c \).

Proof. The claim will follow by lower bounding the quantity \( W_{N,M}(\beta) \) defined by
\[
W_{N,M}(\beta) = \frac{1}{\log N} \sum_{k=M}^{N} k^{-1} f_k(\beta).
\]
Observe that $W_{N,M}$ is non-decreasing in $\beta$. The interest of this quantity is that one has $\lim_{M \to \infty} \lim_{N \to \infty} W_{N,M}(\beta) = \Phi^1_\beta(0 \leftrightarrow \infty)$. Indeed: the lower bound is obtained by observing that $f_k(\beta) \geq \Phi^1_\beta(0 \leftrightarrow \infty)$ and $\lim_{N \to \infty} \sum_{k=1}^{N} k^{-1} \log N = 1$, while the upper bound follows from $f_k(\beta) \leq \Phi_{2k;\beta}(0 \leftrightarrow \Lambda^c_M)$ for $k \geq M$, and $\Phi_{2k;\beta}(0 \leftrightarrow \Lambda^c_M) \leq \Phi^1_\beta(0 \leftrightarrow \Lambda^c_M) + o_k(1)$ (by convergence of $\Phi_{2k;\beta}$ to $\Phi^1_\beta$), so that $\lim_{N \to \infty} W_{N,M} \leq \Phi^1_\beta(0 \leftrightarrow \Lambda^c_M)$.

Let $\beta > \beta' > \tilde{\beta}_c$. Let $R_N = (d + \frac{3}{2}) \log \frac{N}{c}$ where $c$ is given by (11), and let $N_0$ be such that $R_N \leq N^{1/2}$ for all $N \geq N_0$. Using the bound

$$\sum_{i=0}^{N-1} \Phi_{N;\beta}(0 \leftrightarrow_R \Lambda^c_i) \leq 2 \sum_{i=0}^{N/2} \Phi_{2i;\beta}(0 \leftrightarrow \Lambda^c_i) \leq 2 F_N(\beta)$$

in Lemma 4.2 (with $R' = \infty$), and using (11), one obtains

$$\frac{d}{d\beta} f_N(\beta) \geq \frac{e^{-\beta}}{\beta} \Phi_{2N;\beta}(0 \leftrightarrow_R \Lambda^c_N) \frac{N}{R_N + 8 F_N(\beta)}.$$\hspace{1cm} (13)

Recall that, by the definition of $\tilde{\beta}_c$ in (5), one has

$$\liminf_{N \to \infty} \frac{\log F_N(\beta')}{\log N} \geq 1.$$\hspace{1cm} (14)

In particular, by monotonicity of $F_N(\beta)$ in $\beta$, there exists $N_1 = N_1(\beta') < \infty$ such that, for any $N \geq N_1$ and $\beta \geq \beta'$, $F_N(\beta) \geq N^{1/2}$. Let $N_2 = \max(N_0, N_1)$.

By (13), our choice of $N_2$, and the inequality $R_k \leq k^{1/2}$ for $k \geq N_0$, for any $M \geq N_2$

$$\frac{d}{d\beta} W_{N,M}(\beta) \geq \frac{e^{-\beta}}{9 \beta} \log N \sum_{k=M}^{N} \frac{\Phi_{2k;\beta}(0 \leftrightarrow_R \Lambda^c_k)}{F_k(\beta)} \geq \frac{e^{-\beta}}{9 \beta} \log N \left( \log F_{N+1}(\beta) - \log F_M(\beta) - \sum_{k=M}^{N} \frac{C \beta}{k^2} \right),$$

where we used (11), $F_k(\beta) \geq k^{1/2}$, the choice of $R_k$, and

$$\frac{f_k}{F_k} = \frac{F_{k+1} - F_k}{F_k} \geq \int_{F_k}^{F_{k+1}} \frac{1}{x} \, dx = \log F_{k+1} - \log F_k.$$ Integrating this inequality between $\beta'$ and $\beta$ and using the monotonicity of $F_k$ in $\beta$ yields, for $M \geq N_2$,

$$W_{N,M}(\beta) \geq (\beta - \beta') \frac{e^{-\beta}}{9 \beta} \log N \left( \log F_{N+1}(\beta') - \log F_M(\beta) - c(\beta, \beta') M^{-1} \right).$$

Taking $N \to \infty$ followed by $M \to \infty$ and using (14), one obtains

$$\Phi^1_\beta(0 \leftrightarrow \infty) \geq (\beta - \beta') \frac{e^{-\beta}}{9 \beta}.$$\hspace{1cm} □

The result now follows by letting $\beta' \downarrow \tilde{\beta}_c$. 
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4.4. Proof of Theorem 4.1: Exponential decay below \( \tilde{\beta}_c \). We will rely on two elementary lemmas on sequences, the proofs of which are relegated to the end of the section.

**Lemma 4.4.** Let \( a_N \geq 0 \) be a sequence satisfying

- \( a_N \) is non-increasing,
- \( \exists m \in \mathbb{Z}_{\geq 2}, \exists \alpha < \infty, \exists C_1, C_2 \geq 0, \exists c_1 > 0, \forall N \geq 1, a_{mN} \leq C_1 N^\alpha a_N^2 + C_2 e^{-c_1 N}, \)
- \( \exists \epsilon > 0, \exists (N_n)_{n \geq 1} \) increasing, \( \forall n \geq 1, a_{N_n} \leq e^{-(\log N_n)^{1+\epsilon}}. \)

Then there exist \( C \geq 0 \) and \( c > 0 \) such that

\[
\forall N \geq 1, \quad a_N \leq Ce^{-c N^\nu},
\]

where \( \nu = \frac{\log 2}{\log m} \).

**Lemma 4.5.** Let \( a_N \geq 0 \) be a sequence satisfying

- \( \exists c_1 > 0, \exists \alpha < \infty, \exists \tilde{N}, \forall N \geq \tilde{N}, \)
  \[
a_N \leq e^{-c_1 N} + N^\alpha \sum_{k=[N/3]}^{[2N/3]} a_k a_{N-k}, \]
- \( \exists \epsilon > 0, \exists \tilde{N}, \forall N \geq \tilde{N}, a_N \leq e^{-N^\epsilon}. \)

Then, there exist \( C \geq 0 \) and \( c > 0 \) such that

\[
\forall N \geq 1, \quad a_N \leq Ce^{-c N}. \]

The idea is to establish the stretch-exponential decay of \( f_N(\beta) \) along a subsequence (provided by the definition of \( \tilde{\beta}_c \)) by integrating the log version of the differential inequality from Lemma 4.2. We then use Lemma 4.4 to push this result to all \( N \geq 1 \). Finally, we use Lemma 4.5 to enhance the stretch-exponential decay to exponential decay. This last step also differs from the argument in [17], which uses a second integration of the differential inequality. The differential inequality we obtain is not very convenient to repeat the argument of [17].

**Lemma 4.6.** For any \( \beta < \tilde{\beta}_c \), there exist \( C_\beta \geq 0 \) and \( c_\beta > 0 \) such that, for any \( N \geq 1 \),

\[
\Phi_{N; \beta}(0 \leftrightarrow \Lambda_N^S) \leq C_\beta e^{-c_\beta N}. \]

**Proof.** Let \( \beta' < \tilde{\beta}_c \). By definition of \( \tilde{\beta}_c \), there exist \( \tilde{c} = \tilde{c}(\beta') > 0 \) and an increasing sequence \((N_n)_{n \geq 1} \) such that \( F_{N_n}(\beta') \leq N_n^{1-\tilde{c}} \) for all \( n \geq 1 \). Without loss of generality, we impose \( \tilde{c} < 1 \). Let \( R_N = N^{1-\tilde{c}} \). The first step consists in bounding \( f_N(\beta) \) from above along the subsequence \((N_n)\). \( \square \)

**Claim 1.** There exists \( n_0 \geq 1 \) and \( c'' > 0 \) such that for any \( \beta < \beta' \), there exists \( \tilde{c}' = \tilde{c}'(\beta, \beta') > 0 \) satisfying

\[
f_{N_n}(\beta) \leq \exp(-c' N_n^{c''})
\]

for any \( n \geq n_0 \).
Proof. First, using (11),

\[ f_N(\beta) \leq \Phi_{2N;\beta}(0 \leftrightarrow R_N \Lambda_N^c) + C \beta N^d e^{-N^{1-\bar{c}}}. \]

The second term has the wanted decay, so we focus on the first one. Using Lemma 4.2 with \( R = R' = R_N \) (and (12)), one then gets that, for any \( \beta \leq \beta' \)

\[ \frac{d}{d\beta} \log \Phi_{2N;\beta}(0 \leftrightarrow R_N \Lambda_N^c) \geq \frac{\exp(-\beta')}{\beta'} \frac{N}{R_N + 8 F_N(\beta')} \]

So, for \( n \geq 1 \) and \( \beta \leq \beta' \),

\[ \frac{d}{d\beta} \log \Phi_{2N_n;\beta}(0 \leftrightarrow R_{N_n} \Lambda_{N_n}^c) \geq \frac{\exp(-\beta')}{\beta'} \frac{N_n}{9 N_n^{1-\bar{c}}} \equiv c'_N \]

where \( c' \equiv c'(\beta') \). Integrating between \( \beta \) and \( \beta' \),

\[ \Phi_{2N_n;\beta}(0 \leftrightarrow R_{N_n} \Lambda_{N_n}^c) \leq \Phi_{2N_n;\beta'}(0 \leftrightarrow R_{N_n} \Lambda_{N_n}^c) \exp(-c'(\beta' - \beta) N_n^{\bar{c}}). \]

\( \square \)

The second step is too push Claim 1 to all values of \( N \) (not just the subsequence \( (N_n) \)). This step is the price to pay for having a lim inf instead of a lim sup in (5).

Claim 2. For any \( \beta < \beta' \), there exists \( c' > 0 \) such that for any \( N \) large enough

\[ f_N(\beta) \leq C' \exp(-c' N^{\log(2)/\log(6)}). \]

Proof. We would now like to use Lemma 4.4. The sequence \( a_N = f_N(\beta) \) is non-increasing and Claim 1 implies that \( a_N \) satisfies the third condition of Lemma 4.4. We now establish the second condition with \( m = 6 \). Partitioning according to whether there is an open edge in \( E_{12N, N} \) or not, we obtain from finite energy that

\[ f_{6N}(\beta) \leq \Phi_{12N;\beta}(0 \leftrightarrow 6N \Lambda_{6N}^c) + C_\beta e^{-c N} \]

for some \( c > 0 \) and \( C_\beta \geq 0 \). Now, the event \( \{0 \leftrightarrow N \Lambda_{6N}^c\} \) implies both the event \( \{0 \leftrightarrow N \Lambda_N^c\} \), which is \( E_{2N, N} \)-measurable, and the existence of a point \( x \in \Lambda_{7N} \setminus \Lambda_{6N} \) such that \( x \leftrightarrow N \Lambda_N(x) \), which is \( (x + E_{2N, N}) \)-measurable. In particular, by a union bound and monotonicity,

\[ \Phi_{12N;\beta}(0 \leftrightarrow N \Lambda_{6N}^c) \leq C_d N^d \Phi_{2N}(0 \leftrightarrow \Lambda_N^c)^2. \]

Lemma 4.4 then implies the existence of \( c = c(\beta) > 0 \) and \( C = C(\beta) \geq 0 \) such that

\[ \forall N \geq 1, \quad f_N(\beta) \leq C e^{-c N^\nu} \]

with \( \nu = \frac{\log 2}{\log 6} \).

\( \square \)

The final step is to enhance the stretch exponential decay to exponential. This is the content of the last claim.

Claim 3. Let \( \beta < \beta' \). Then, the sequence

\[ b_N = \Phi_N;\beta(0 \leftrightarrow \Lambda_N^c) \]

satisfies the hypotheses of Lemma 4.5.
Proof. The second condition of Lemma 4.5 with \( \epsilon = \frac{\log(2)}{2 \log(6)} \) follows from Claim 2. Let us now turn to the first condition. Partitioning on whether an edge with length at least \( N/3 \) is open or not, one obtains, for any \( N \) large enough,

\[
\Phi_{N;\beta}(0 \leftrightarrow \Lambda_N^c) \leq e^{-c_1 N} + \Phi_{N;\beta}(0 \leftrightarrow N/3 \Lambda_N^c).
\]

Now, the event \( \{0 \leftrightarrow N/3 \Lambda_N^c\} \) entails the existence of \( x, y, z \in \Lambda_N \) (see Fig. 4) with

1. \( N/3 \leq \|x\|_\infty \leq \|x\|_\infty \leq 2N/3, \|z\|_\infty > \|x\|_\infty, \)
2. \( 0 \stackrel{E_{\Lambda|x|\infty}}{\rightarrow} N/3 x, \)
3. \( \omega_{yz} = 1, \)
4. \( z \stackrel{E_{\Lambda|x|\infty}}{\rightarrow} \Lambda_N^c. \)

To see this, let \( \gamma = (\gamma_1, \ldots, \gamma_m) \) be a self-avoiding path of open edges in \( E_{N, N/3} \) with \( \gamma_1 = 0 \) and \( \gamma_m \in \Lambda_N^c \). Let \( t_1 \) be the first time \( \gamma \) exits \( \Lambda_{N/3} \). Set \( x = \gamma_{t_1} \in \Lambda_{2N/3} \setminus \Lambda_{N/3} \). \( x \) connected to 0 using only edges in \( E_{\Lambda|x|\infty} \), since \( \{\gamma_1, \ldots, \gamma_{t_1}\} \subset \Lambda_{\|x\|_\infty} \). Let now \( t_2 \) be the last time \( \gamma \) exits \( \Lambda_{\|x\|_\infty} \). This implies, in particular, that \( \{\gamma_{t_2}, \ldots, \gamma_m\} \subset \Lambda_{\|x\|_\infty}^c \) and \( \gamma_{t_2-1} \in \Lambda_{\|x\|_\infty} \). We can then set \( y = \gamma_{t_2-1} \) and \( z = \gamma_{t_2} \).

Now, for such a triplet \( x, y, z \),

\[
\Phi_{N;\beta}(0 \leftrightarrow \Lambda_N^c) \leq p_{yz} \Phi_{N;\beta}(0 \leftrightarrow \Lambda_N^c) \leq p_{yz} (p_{yz} + q(1 - p_{yz})) \Phi_{\|x\|_\infty^c;\beta}(0 \leftrightarrow \Lambda_N^c) \leq c \Phi_{\|x\|_\infty^c;\beta}(0 \leftrightarrow \Lambda_N^c) \Phi_{N-\|y\|_\infty;\beta}(0 \leftrightarrow \Lambda_N^c). 
\]
where \( p_{xy} = 1 - e^{-\beta J_{xy}} \), we opened \( \{y, z\} \) in the third line and we forced a step from \( x \) to the outside of \( \Lambda_N \|x\|_\infty \) by finite energy (manifested by the presence of the constant \( c < \infty \) depending on \( q, \beta \) and \( J \)). Now, by a union bound and monotonicity,

\[
\Phi_{N; \beta}(0 \leftrightarrow N/3 \Lambda_N^c) \\
\leq \sum_{k=N/3}^{2N/3} \sum_{k'=-N/3}^{k} \sum_{\|x\|_\infty = k} \sum_{\|y\|_\infty = k'} C N_d c q \Phi_{k; \beta}(0 \leftrightarrow \Lambda_N^c) \Phi_{N-k'; \beta}(0 \leftrightarrow \Lambda_N^{c-k'}) \\
\leq C' N^{3d-1} \sum_{k=N/3}^{2N/3} \Phi_{k; \beta}(0 \leftrightarrow \Lambda_N^c) \Phi_{N-k'; \beta}(0 \leftrightarrow \Lambda_N^{c-k}).
\]

Plugging this into our first bound on \( b_N \), we conclude that, for any \( N \) large enough,

\[
b_N \leq e^{-c_1 N} + N^{3d} \sum_{k=N/3}^{2N/3} b_k b_{N-k},
\]

which is the first condition of Lemma 4.5. □

Application of Lemma 4.5 concludes the proof.

**Proof of Lemma 4.4.** Consider the sequence \( \tilde{a}_N = \max\{a_N, e^{-c_1 N/2}\} \). The second condition implies the existence of \( C_3 \geq 1 \) and \( N_0 \geq 0 \) such that, for any \( N \) sufficiently large

\[
\tilde{a}_{mN} \leq C_1 N^\alpha \tilde{a}_N^2 + C_2 e^{-c_1 N} \leq (C_3 N)^\alpha \tilde{a}_N^2.
\]

Define \( b_N = -\log \tilde{a}_N \). It is now sufficient to prove that \( b_N \geq c N^\nu \) for some \( c > 0 \) and all \( N \) large enough. The inequality above becomes

\[
b_{mN} \geq -\alpha \log(C_3 N) + 2b_N.
\]

In particular, for \( k \geq 1 \) and \( N \) sufficiently large

\[
b_{m^k N} \geq 2^k b_N - \alpha \sum_{i=1}^{k} 2^i \log(C_3 N m^{k-i}) \\
= 2^k (b_N - \alpha \sum_{i=1}^{k} 2^i - \frac{\alpha}{2} \log m \sum_{i=1}^{k-1} 2^{i-k}(k - i)) \\
\geq 2^k (b_N - \frac{\alpha}{2} \log(C_3 N) \sum_{i=0}^{\infty} 2^{-i} - \frac{\alpha}{4} \log m \sum_{i=0}^{\infty} 2^{-i}(i + 1)) \\
= 2^k (b_N - \alpha \log(C_3 N) - \alpha \log m).
\]

where the first inequality follows from an easy induction. By our third assumption, \( b_{N_n} \geq (\log N_n)^{1+\epsilon} \) for any \( n \geq 1 \). Let then \( N_0 \) be such that \( b_{N_0} \geq \alpha \log(C_3 N_0 m) + 1 \), so that

\[
\forall k \geq 1, \quad b_{m^k N_0} \geq 2^k.
\]
By our first assumption, \(b_N\) is non-decreasing. Let \(v = \frac{\log 2}{\log m}\). Set \(c = (mN_0)^{-v}\). For any \(N \geq N_0\), one can find \(k \geq 1\) such that \(m^{k-1}N_0 \leq N < m^kN_0\). Hence,

\[
b_N \geq b_{m^{k-1}N_0} \geq 2^{k-1} = \frac{1}{(mN_0)^v} (m^kN_0)^v \geq cN^v.
\]

\(\Box\)

**Proof of Lemma 4.5.** From the first condition, we obtain

\[
a_N \leq e^{-cN} + N^{\alpha + 1} \max_{k \in \{[N/3], \ldots, [2N/3]\}} a_k a_{N-k},
\]

for all \(N\) large enough. By our second condition, there exists \(N_0 \geq 2\) such that

- the previous inequality holds for \(N \geq N_0\),
- \(\max_{N_0 \leq k \leq 3N_0} (16k)^{\alpha + 1} a_k \leq \frac{1}{2} e^{-3}\),
- \(2(16N)^{\alpha + 1} e^{-cN} \leq \frac{1}{2} e^{-N/N_0}\) for \(N \geq N_0\).

We now claim that \(2(16N)^{\alpha + 1} a_N \leq e^{-N/N_0}\) for any \(N \geq N_0\). We proceed by induction over \(N\). The cases \(N \in \{N_0, \ldots, 3N_0\}\) follow by the second bullet point above. Suppose now that the claim holds up to \(N \geq 3N_0\). Let us prove that it also holds for \(N + 1\).

\[
2(16(N + 1))^{\alpha + 1} a_{N+1} \leq \frac{1}{2} e^{-(N+1)/N_0} + 2(16(N + 1))^{\alpha + 1} (N + 1)^{\alpha + 1} \max_k a_k a_{N+1-k}
\]

\[
\leq \frac{1}{2} e^{-(N+1)/N_0} + \frac{1}{2} \max_k 2(16k)^{\alpha + 1} a_k 2(16(N + 1 - k))^{\alpha + 1} a_{N+1-k}
\]

\[
\leq \frac{1}{2} e^{-(N+1)/N_0} + \frac{1}{2} \max_k e^{-k/N_0} e^{-(N+1-k)/N_0} = e^{-(N+1)/N_0},
\]

where we used the induction hypothesis in the last line and the maxima are over \([N+1]/3 \leq k \leq [2(N+1)/3]\); in particular, for these choices of \(k\), \(\frac{N+1}{k} \leq 4\) and \(\frac{N+1}{N+1-k} \leq 4\).

\(\Box\)

**4.5. Ratio mixing: Proof of Corollary 3.2.** Let us write \(\Phi = \Phi_\beta\). We first prove the claim for finite \(F, F'\). It is sufficient to show that, for any \(\eta \in \{0, 1\}^F\) and \(\eta' \in \{0, 1\}^{F'}\),

\[
(1 - \varepsilon)^{-1} \geq \frac{\Phi(\omega_F = \eta)}{\Phi(\omega_F = \eta | \omega_{F'} = \eta')} \geq (1 + \varepsilon)^{-1}
\]

with

\[
\varepsilon \equiv \varepsilon(F, F', C, c) = \sum_{x \in V_F, y \in V_{F'}} Ce^{-c\|x-y\|}.
\]

Let us first prove the following result.

**Lemma 4.7.** Let \(\beta < \beta_c\). There exist \(C < \infty\) and \(c > 0\) such that, for any \(F, F'\) finite and \(\eta \in \{0, 1\}^F\),

\[
1 - \varepsilon(F, F', C, c) \leq \frac{\Phi(\omega|_{F} = \eta | \omega|_{F'} = 1)}{\Phi(\omega|_{F} = \eta | \omega|_{F'} = 0)} \leq 1 + 2\varepsilon(F, F', C, c),
\]

whenever \(\varepsilon \leq 1/2\). The same holds if one replace exactly one of \(\omega|_{F'} = 0\) or \(\omega|_{F'} = 1\) by \(\{\omega|_{F'} = \eta'\}\) for any \(\eta' \in \{0, 1\}^{F'}\).
Proof. Let $\Xi$ be a monotone coupling of $\Phi(\cdot \mid \omega \mid F' = 1)$ and $\Phi(\cdot \mid \omega \mid F' = 0)$ such that, if $(\omega^+, \omega^-) \sim \Xi$, $\omega^+ \geq \omega^-$, one has that $\omega^+$ and $\omega^-$ agree on the complement of the cluster of $V_{F'}$ in $\omega^+$ (see the Appendix A in [27] for the proof of existence of such a coupling). Then,

$$\Xi(\omega | F = \eta \mid \omega | F' = 1) = \Xi(\omega_{F'}^+ = \eta) = \Xi(\omega_{F'}^+ = \eta, V_{F'} \leftrightarrow_{\omega^+} V_{F'}^+ + \Xi(\omega_{F'}^+ = \eta, V_{F'} \leftrightarrow_{\omega^+} V_{F'}^+ + \Xi(\omega_{F'}^+ = \eta, V_{F'} \leftrightarrow_{\omega^+} V_{F'}^+ + \Xi(\omega_{F'}^+ = \eta, V_{F'} \leftrightarrow_{\omega^+} V_{F'}^+) \leq \Phi(V_F \leftrightarrow V_{F'}, \omega | F = \eta \mid \omega | F' = 1) + \Phi(\omega | F = \eta \mid \omega | F' = 0).$$

The uniform exponential decay of connectivities now implies that

$$\Phi(V_F \leftrightarrow V_{F'}, \omega | F = \eta \mid \omega | F' = 1) \leq \Phi(\omega | F = \eta \mid \omega | F' = 1) \sum_{x \in V_{F}, y \in V_{F'}} C e^{-c \|x - y\|},$$

which yields the upper bound. The same procedure applies if one does the replacements mentioned in the statement.

To obtain the lower bound, let us write $F_* = \{ e \in F : \eta_e = * \}, * \in \{0, 1\}$. Then, the ratio we want to lower bound can be expressed as

$$\frac{\Phi(\omega | F, \omega | F' = 1)}{\Phi(\omega | F, \omega | F' = 0)} \geq \Phi(\omega | F_0 = 0 \mid \omega | F_1 = 1, \omega | F' = 1) \Phi(\omega | F_0 = 0 \mid \omega | F_1 = 1, \omega | F' = 0).$$

Now,

$$\Phi(\omega | F_0 = 0 \mid \omega | F_1 = 1, \omega | F' = 1) \geq \Phi(\omega | F_0 = 0, V_F \leftrightarrow V_{F'} \mid \omega | F_1 = 1, \omega | F' = 1) \geq \Phi(\omega | F_0 = 0 \mid \omega | F_1 = 1, \omega | F' = 0)(1 - \epsilon(F, F')), \$$

by monotonicity and the uniform exponential decay of connectivities. Again, the same procedure applies if one does the replacements mentioned in the statement.

To get Corollary 3.2 from there, let us write

$$\frac{\Phi(\omega | F = \eta)}{\Phi(\omega | F = \eta \mid \omega | F' = \eta')} = \sum_{\tau \in \{0, 1\}^{F'}} \Phi(\omega | F' = \tau) \Phi(\eta | \tau) \Phi(\eta | 0) \Phi(\eta | 1) \Phi(\eta | 1) \Phi(\eta | \eta'),$$

where we have written $\Phi(\eta | *) = \Phi(\omega | F = \eta | \omega | F' = *),$ and use Lemma 4.7. To get the case of finitely supported events $A$ and $B$, we can sum over configurations in $A$ and $B$ and apply the bound configuration-wise. To treat events in $A \in F_F$ and $B \in F_{F'}$ with $F$ and $F'$ infinite, we approximate the events $A$ and $B$ by events $A_n$ and $B_n$ that are supported on finite sets $F_n$, $F'_n$, $\epsilon(F, F', C, c)$ provides a uniform bound on $\epsilon(F_n, F'_n, C, c).$ So,

$$\frac{\Phi(A \cap B)}{\Phi(A) \Phi(B)} = \lim_{n \to \infty} \Phi(A_n \cap B_n) \left\{ \begin{array}{ll} \leq 1 + \epsilon(F, F', C, c), & \\
\geq 1 - \epsilon(F, F', C, c). & 
\end{array} \right.$$
5. Asymptotics of Connexion Probabilities

In all this section we work with $\beta < \beta_c$. So, there is a unique infinite volume measure which is denoted $\Phi_1\beta$.

Recall that we defined $\tilde{\chi}_n(s, \beta, q)$ by

$$
\tilde{\chi}_n(s, \beta, q) = \frac{\beta}{q} e^{\rho(n s)} \sum_{u, v \in \mathbb{Z}^d} \Phi_\beta(0 \leftrightarrow u) e^{-\rho(n s - u - v)} \Phi_\beta(0 \leftrightarrow v).
$$

The goal of this section is the proof of Theorems 3.4 and 3.5.

5.1. Technical preparations. We first state a few definitions/observations.

Pivotal edges  Introduce the set $\text{Piv}_x(\omega)$ of edges pivotal in $\omega$ for the event $\{0 \leftrightarrow x\}$.

Nice connections  Let $f : \mathbb{R}^d \to \mathbb{R}_+$. Introduce the nice connection event:

$$
\text{NC}_x(f) = \{0 \leftrightarrow x\} \cap \{|C_0| \leq f(x)\} \\
\cap \{\{u, v\} \subset C_0 \text{ AND } \rho(u - v) \geq 3 \log f(x) \text{ AND } \omega_{uv} = 1 \implies \{u, v\} \in \text{Piv}_x\}.
$$

These restricted connections allow a finer control of the geometry of typical clusters. The proof of the prefactor will be done by first reducing the analysis to this class of events and then proving the result for them.

Dual vector  Let $s \in S^{d-1}$. Let $t$ be dual to $s$. Suppose that $\mathbb{G}_\beta(t) < \infty$. We claim that

$$
t \cdot x \leq v_\beta(x),
$$

for any $x \in \mathbb{R}^d$. Indeed, suppose $t \cdot s' > v_\beta(s')$ for some $s' \in S^{d-1}$. Then, for any $n$ large enough, $t \cdot [ns'] \geq (1 + \epsilon)v_\beta([ns'])$ for some $\epsilon > 0$, where $[ns']$ is the lattice point closest to $ns'$. Thus,

$$
\mathbb{G}_\beta(t) \geq \sum_{n \geq 1} e^{-v_\beta([ns']) + o(n) + t[ns']} \geq \sum_{n \geq n_0} e^{v_\beta([ns'])/2} = \infty.
$$

We collect some intermediate results which will be at the core of the proof of Theorem 3.4. We will again use the OSSS inequality, but closer to what is done in [20]. We will use the following inequality.
Lemma 5.1. Let $A$ be an increasing event, $N \geq 1$, $\lambda > 0$. Then,
\[
\sum_{e \in E_d} \Phi_{\beta}(1_{A} 1_{|C_0| \geq N} \omega_e) \geq \frac{1}{2} \Phi_{\beta}(A, |C_0| \geq N) \left( \frac{1 - e^{-\lambda}}{\Phi_{\beta}(1 - e^{-\lambda |C_0|/N}) - 1} \right).
\]

Proof. The proof follows exactly the one in [20, Proposition 3.1], with the following changes:

- use $f = 1_A 1_{|C_0| \geq N}$ instead of $f = 1_{|C_0| \geq N}$,
- $\Phi_{\beta}(1 - e^{-\lambda |C_0|/N}) = \sup_{x \in \mathbb{Z}^d} \Phi_{\beta}(1 - e^{-\lambda |C_0|/N})$ by translation invariance,
- use the inequality
  \[
  \Phi_{\beta}\left((1 - e^{-\lambda |C_0|/N}) 1_A 1_{|C_0| \geq N}\right) - \Phi_{\beta}\left(1 - e^{-\lambda |C_0|/N}\right) \Phi_{\beta}(1_A 1_{|C_0| \geq N}) \\
  \geq (1 - e^{-\lambda}) \Phi_{\beta}(1_A 1_{|C_0| \geq N}) - \Phi_{\beta}(1 - e^{-\lambda |C_0|/N}) \Phi_{\beta}(1_A 1_{|C_0| \geq N}).
  \]

From this, we can deduce a bound on the volume of the connected component of 0 (which is the first step in comparing connections to nice connections).

Lemma 5.2. For any $\beta < \beta' < \beta_c$, there exist $c = c_{\beta, \beta'} > 0$ and $C = C_{\beta, \beta'} > 0$ such that, for any $x \in \mathbb{Z}^d$,
\[
\Phi_{\beta}(0 \leftrightarrow x, |C_0| \geq N) \leq C \Phi_{\beta'}(0 \leftrightarrow x, |C_0| \geq N)e^{-cN},
\]
for any $n \geq 0$, $N \geq 1$. In particular, we have
\[
\Phi_{\beta}(0 \leftrightarrow x, |C_0| \geq N) \leq C e^{-\nu_{\beta'}(x) - cN}.
\]

Proof. First, observe that (18) follows from (17) by noting that $\Phi_{\beta'}(0 \leftrightarrow x) \leq e^{-\nu_{\beta'}(x)}$ (by sub-additivity). We will therefore focus on proving (17). For $\beta < \beta_c$, we have exponential decay of connectivities in finite volume, uniformly over boundary conditions. In particular, for any $x$ and any $N \geq 1$, $\Phi_{\beta}(0 \leftrightarrow x, |C_0| \geq N)$ is differentiable in $\beta$ on the interval $(0, \beta_c)$. Moreover, it follows from Lemma 5.1 that, for any $N \geq 1$, $\lambda > 0$,
\[
\frac{d}{d\beta} \Phi_{\beta}(0 \leftrightarrow x, |C_0| \geq N) = \sum_{e \in E_d} \frac{J_e}{1 - e^{-\beta J_e}} \Phi_{\beta}(0 \leftrightarrow x, |C_0| \geq N ; \omega_e) \\
\geq \frac{1}{2\beta} \Phi_{\beta}(0 \leftrightarrow x, |C_0| \geq N) \left( \frac{N(1 - e^{-\lambda})}{\lambda \Phi_{\beta}(|C_0|)} - 1 \right),
\]
where we used
\[
\Phi_{\beta}(1 - e^{-\lambda |C_0|/N}) \leq \frac{\lambda}{N} \Phi_{\beta}(|C_0|).
\]

By taking the limit $\lambda \downarrow 0$, we deduce that, for any $0 < \beta < \beta_c$, $x \in \mathbb{Z}^d$, and $N \geq 1$,
\[
\frac{d}{d\beta} \log \Phi_{\beta}(0 \leftrightarrow x, |C_0| \geq N) \geq \frac{1}{2\beta} \left( \frac{N}{\Phi_{\beta}(|C_0|)} - 1 \right).
\]

Integrating this differential inequality yields: for $\beta < \beta' < \beta_c$,
\[
\Phi_{\beta}(0 \leftrightarrow x, |C_0| \geq N) \leq \Phi_{\beta'}(0 \leftrightarrow x, |C_0| \geq N) C_{\beta, \beta'} e^{-c_{\beta, \beta'} N},
\]
where $c_{\beta, \beta'} = \frac{\beta - \beta'}{\sum_{\beta'} \Phi_{\beta'}(|C_0|)}$ and $C_{\beta, \beta'} = e^{(\beta' - \beta)/2\beta'}$ (note that $\Phi_{\beta'}(|C_0|) < \infty$).
Next, we need to control the pivotality of “long” edges. This is the content of the next Lemma.

**Lemma 5.3.** Assume that \( J \) is exponentially-decaying. Let \( \beta < \beta_c \). Then, there exist \( C < \infty, c > 0 \) such that, for any \( x \in \mathbb{Z}^d \) and \( N \geq 1 \),

\[
\Phi_{\beta}(\exists [u, v] \notin \text{Piv}_x, [u, v] \subset C_0, \omega_{uv} = 1, \rho(v - u) \geq 3 \log N \mid 0 \leftrightarrow x, |C_0| \leq N) \leq CN^{-1/2}.
\]

**Proof.** Let \( \beta < \beta_c \). Let \( N \geq 1 \). We want to control the number of “long” edges. Let us introduce the random variable

\[
L_{K,x} = \#\{i, j \in C_0 : \rho(i - j) \geq K, \{i, j\} \notin \text{Piv}_x, \omega_{ij} = 1\}.
\]

Then, for any \( K \) large enough,

\[
\Phi_{\beta}(L_{K,x} > 0 \mid 0 \leftrightarrow x, |C_0| \leq N) \leq \sum_{u \in \mathbb{Z}^d} \sum_{v : \rho(u - v) \geq K} (1 - e^{-\beta J_{uv}}) \Phi_{\beta}(\{u \leftrightarrow 0 \mid 0 \leftrightarrow x, |C_0| \leq N) \leq e^{-K/2} N
\]

where we used the definition of \( J \). Taking \( K = K_N = 3 \log N \), one obtains the claim. \( \Box \)

We then have a BK type property for connections using pivotal edges.

**Lemma 5.4.** Let \( e_i = (x_i, y_i), i = 1, \ldots, k \), be oriented edges. Let \( z \in \mathbb{Z}^d \). Then, for any \( \beta \geq 0 \) and \( q \geq 1 \),

\[
\Phi_{\beta}(0 \leftrightarrow z, D(e_1, \ldots, e_k)) \leq \Phi_{\beta}(0 \leftrightarrow x_1) \prod_{i=1}^{k} e^{\beta J_{x_i y_i}} - 1 \Phi_{\beta}(y_i \leftrightarrow x_{i+1}),
\]

where \( x_{k+1} = z \), and \( D(e_1, \ldots, e_k) \) is the event that any self avoiding path of open edges from 0 to \( z \) passes through \( e_1, \ldots, e_k \) in that order (as a sequence of oriented edges, in particular \( \{x_i, y_i\} \in \text{Piv}_z \)).

**Proof.** Denote \( x_{k+1} = z \). Let \( A \) be the event that no two elements of \( \{x_1, \ldots, x_k, x_{k+1}\} \) are connected together. Then,

\[
\Phi_{\beta}(0 \leftrightarrow z, D(e_1, \ldots, e_k)) \leq \Phi_{\beta}(0 \leftrightarrow x_1, A, y_i \leftrightarrow x_{i+1}, i = 1, \ldots, k) \prod_{i=1}^{k} e^{\beta J_{x_i y_i}} - 1 \Phi_{\beta}(y_i \leftrightarrow x_{i+1})
\]

where we used the definition of the Random-Cluster measure to close the \( e_i \)’s and inclusion of events. Monotonicity then implies

\[
\Phi_{\beta}(0 \leftrightarrow x_1, A, y_i \leftrightarrow x_{i+1}, i = 1, \ldots, k) \leq \Phi_{\beta}(0 \leftrightarrow x_1) \prod_{i=1}^{k} \Phi_{\beta}(y_i \leftrightarrow x_{i+1}).
\]

\( \Box \)
The final preliminary result will give a splitting of the cluster contributing to $NC_x$ (which is the reason why we are interested in them in the first place).

**Lemma 5.5.** Let $\tilde{f} : \mathbb{R}_+ \to \mathbb{R}_+$. Define $f : \mathbb{Z}^d \to \mathbb{R}_+$ by $f(x) = \tilde{f}(\rho(x))$. Suppose that for $\rho(x)$ large enough one has $\frac{\rho(x)}{f(x)} \geq 3 \log f(x)$. Then, for any $x \in \mathbb{Z}^d$ with $\|x\|$ large enough

$$
\Phi_\beta(NC_x(f)) \leq \sum_{k=1}^{f(x)} \sum_{\sum_{i=0}^k x_i = x} \sum_{\sum_{j=1}^k y_j = x} \prod_{i=1}^{k} \Phi_\beta(0 \leftrightarrow x_i) \prod_{j=1}^{k} e^{\beta J y_j} - 1
$$

where the * sums are over $x_0, \ldots, x_k$, and $y_1, \ldots, y_k$ satisfying

- $\sum_{i=0}^k x_i + \sum_{j=1}^k y_j = x$,
- $\rho(y_j) \geq 3 \log f(x)$ for $j = 1, \ldots, k$,
- $\sum_{i=0}^k \rho(x_i) \leq f(x)3 \log f(x)$.

**Proof.** The event $\{0 \leftrightarrow x\}$ implies the existence of a self-avoiding path $\gamma : 0 \to x$ formed of open edges. Note that any edge in $\text{Piv}_x$ belongs to that path. Fix some arbitrary way of choosing a path from a configuration. We split $\gamma(\omega)$ as follows:

$$
\tau_0 = -1, \quad \tau_i = \min\{r > \tau_i : \rho(\gamma_{r+1} - \gamma_r) \geq 3 \log f(x)\}.
$$

Let $k$ be the largest index for which $\tau_k$ is defined and set $\tau_{k+1} = |\gamma|$, $\tau_i = \infty$ for $l > k + 1$. We then set $x_i = \gamma_{\tau_i+1} - \gamma_{\tau_i+1}$ for $i = 0, \ldots, k$, and $y_j = \gamma_{\tau_j+1} - \gamma_{\tau_j}$ for $j = 1, \ldots, k$. Under $NC_x(f)$, $\{\gamma_{\tau_i}, \gamma_{\tau_{i+1}}\} \in \text{Piv}_x$. Moreover, the condition $\rho(x) \geq f(x)3 \log f(x)$ implies that $k \geq 1$. So, summing over the possibilities for $k, x_0, \ldots, x_k$ and $y_1, \ldots, y_k$ and using Lemma 5.4,

$$
\Phi_\beta(NC_x(f)) \leq \sum_{k=1}^{f(x)} \sum_{\sum_{i=0}^k x_i = x} \sum_{\sum_{j=1}^k y_j = x} \prod_{i=1}^{k} \Phi_\beta(0 \leftrightarrow x_i) \prod_{j=1}^{k} e^{\beta J y_j} - 1
$$

where we used translation invariance and $\bar{x} = \sum_{i=0}^k x_i$, $\bar{y} = \sum_{j=1}^k y_j$. The constraint on the $x_i$s comes from the fact that $|\gamma| \leq |C_0| \leq f(x)$, and each edge in $\gamma$ which is not one of the $y_j$s is of $\rho$-length at most $3 \log f(x)$.

5.2. Prefactor: lower bound. The first Lemma (which we shall use again in the upper bound) is

**Lemma 5.6.** Let $s \in \mathbb{S}^{d-1}$. Let $\beta < \beta_{\text{sat}}(s)$ and suppose that there exists $t$ dual to $s$ with $\mathbb{C}_\beta(t) < \infty$. Then, the sequence $\tilde{\chi}_n(s, \beta, q)$ converges to $\tilde{\chi}(s)$, which is given by

$$
\tilde{\chi}(s, \beta, q) = \frac{\beta}{q} \sum_{u, v \in \mathbb{Z}^d} e^{\beta \cdot u} \Phi_\beta(0 \leftrightarrow u) e^{-g_t(s \cdot (u+v))} e^{\beta \cdot v} \Phi_\beta(0 \leftrightarrow v),
$$

where $g_t(s) = \lim_{n \to \infty} s_t(ns - x)$, and $t$ is any vector dual to $s$ with $\mathbb{C}_\beta(t) < \infty$. 
Proof. Let $s, t, \beta$ be as in the statement. The first observation is that $s_t(ns + y)$ is non-decreasing in $n$ for any $y \in \mathbb{R}^d$. Indeed, for any $m, k \geq 0$ and $y \in \mathbb{R}^d$,

$$s_t((m + k)s + y) = \rho((m + k)s + y) - t \cdot ((m + k)s + y) \leq \rho(ks + y) + \rho(ms) - t \cdot (ks + y) - mt \cdot s = \rho(ks + y) - t \cdot (ks + y) = s_t(ks + y),$$

where we used the triangle inequality in the second line, and $t \cdot s = \rho(s)$ (as $t$ is dual to $s$) in the third line. In particular, the surcharge being non-negative, $g_{t,s}(y) = \lim_{n \to \infty} s_t(ns - y)$ is well defined.

We then prove that the sequence $(\tilde{\chi}_n(s))$ converges, and identify the limit, $\tilde{\chi}(s)$. Observe that $\tilde{\chi}_n(s)$ can be rewritten as follows:

$$\frac{q}{\beta} \tilde{\chi}_n(s) = \sum_{u,v \in \mathbb{Z}^d} e^{t \cdot u} \Phi_\beta(0 \leftrightarrow u) e^{-g_{t,s}(n \cdot u - v)} e^{t \cdot v} \Phi_\beta(0 \leftrightarrow v).$$

Then, one has that the function $f_n(u, v) = e^{t \cdot u} \Phi_\beta(0 \leftrightarrow u) e^{-g_{t,s}(n \cdot u - v)} e^{t \cdot v} \Phi_\beta(0 \leftrightarrow v)$ is non-decreasing in $n$. We can therefore use the Monotone Convergence Theorem to obtain

$$\lim_{n \to \infty} \frac{q}{\beta} \tilde{\chi}_n(s) = \sum_{u,v \in \mathbb{Z}^d} \lim_{n \to \infty} f_n(u, v) = \sum_{u,v \in \mathbb{Z}^d} e^{t \cdot u} \Phi_\beta(0 \leftrightarrow u) e^{-g_{t,s}(u + v)} e^{t \cdot v} \Phi_\beta(0 \leftrightarrow v),$$

which proves the claim. \qed

Remark 5.1. (1) When the norm $\rho$ is a $C^1$ function in a neighbourhood of $s$, one has the simpler expression

$$\tilde{\chi}(s) = \frac{\beta}{q} G_\beta(t)^2.$$

Indeed, in that case, $s_t(ns - y) = n(\rho(s - \frac{1}{n} y) - \rho(s)) - t \cdot y = o(1)$, since $\rho(s - \frac{1}{n} y) - \rho(s) = \nabla \rho(s) \cdot \frac{1}{n} y + o(\frac{1}{n}) = \frac{1}{n} t \cdot y + o(\frac{1}{n})$. This implies that $g_{t,s}(y) = 0$ for all $y \in \mathbb{Z}^d$.

(2) If the norm $\rho$ is not locally $C^1$, then $g_{t,s}(x) \neq 0$ in general: for instance, if $\rho := | \cdot |_1$ and $t = s = e_1$, then for $x \in \mathbb{Z}^d$ with $x_1 = 0$,

$$s_t(ns - x) = |ne_1 - x|_1 - t \cdot (ns - x) = |x|_1.$$

(3) The previous remarks show that in general, the expression for $\tilde{\chi}(s)$ depends on the local geometry of $\chi$.

We can then turn to the lower bound.

Lemma 5.7. Let $s \in \mathbb{Z}^{d-1}$. Suppose that $\psi(x) \propto \rho(x)^{-\alpha}$ with $\alpha > \alpha_{\text{sat}}(s)$, or $\psi(x) \propto e^{-c\rho(x)^\eta}$ with $c > 0$, $\eta \in (0, 1)$. Let $\beta < \beta_{\text{sat}}(s)$ and suppose that there exists $t$ dual to $s$ with $G_\beta(t) < \infty$. Then,

$$\Phi_\beta(0 \leftrightarrow ns) \geq \tilde{\chi}(s) J_{ns}(1 + o_1(1)).$$

Proof. Take $R_n$ satisfying

- $R_n$ is monotone increasing and $\lim_{n \to \infty} R_n = \infty$.
\( \psi(\ns + x) = \psi(\ns)(1 + o_n(1)) \) for any \( x \in \Lambda_{\ns} \).
\( R^2_n J_{\ns} = o_n(1) \).

Define \( \Delta_1 = \Lambda_{\Lambda_{\ns}}(0) \) and \( \Delta_2 = \Lambda_{\Lambda_{\ns}}(\ns) \). We proceed in this way to make the proof easy to adapt to other coupling constants. We could use the explicit choice \( R_n = n^\delta \) with \( \delta \in (0, 1) \) chosen in the following way: if \( \psi \) has a polynomial form, then fix any \( \delta \in (0, 1) \). If \( \psi \) has a stretched exponential form, fix \( \delta = (1 - \eta)/2 \).

Let \( N \) denote the number of open edges from \( \Delta_1 \) to \( \Delta_2 \). Monotonicity and inclusion of events imply the following easy bound:

\[
\Phi^{0}_{\Delta, \beta}(0 \leftrightarrow \ns, N = 1) \leq \Phi^{0}_{\beta}(0 \leftrightarrow \ns).
\]

Now, on the event \( \{ N = 1 \} \), there is a unique open edge \( \{ u, v \} \) from \( \Delta_1 \) to \( \Delta_2 \). By closing it (see Fig. 6, we obtain

\[
\frac{1}{q} \sum_{u \in \Delta_1, v \in \Delta_2} \Phi_{\Delta, \beta}(0 \leftrightarrow u, v \leftrightarrow \ns, N = 0)(e^{\beta J_{u,v}} - 1) = \Phi^{0}_{\Delta, \beta}(0 \leftrightarrow \ns, N = 1).
\]

Now, conditionally on \( \{ N = 0 \} \), the measure factorizes as follows:

\[
\Phi^{0}_{\Delta, \beta}(0 \leftrightarrow u, v \leftrightarrow \ns | N = 0) = \Phi^{0}_{\Delta_{\Lambda_{\ns}}, \beta}(0 \leftrightarrow u)\Phi^{0}_{\Delta_{\Lambda_{\ns}}, \beta}(0 \leftrightarrow v).
\]

It is an easy consequence of the finite-energy property and of the choice of \( R_n \) that

\[
\Phi^{0}_{\Delta, \beta}(N \geq 1) \leq \sum_{u \in \Delta_1} \sum_{v \in \Delta_2} \beta J_{u,v} \to_{n \to \infty} 0.
\]

Combining all these inequalities, we get

\[
e^t \Phi^{0}_{\Delta, \beta}(0 \leftrightarrow \ns) \geq \frac{\beta}{q} \psi(\ns) e^{t \ns} \sum_{u \in \Delta_1, v \in \Delta_1} \Phi^{0}_{\Delta_{\Lambda_{\ns}}, \beta}(0 \leftrightarrow u) e^{-\rho(\ns - u - v)} \Phi^{0}_{\Delta_{\Lambda_{\ns}}, \beta}(0 \leftrightarrow v)(1 + o_n(1)) \tag{24}
\]

where we used the definition of \( R_n \) as well as the fact \( e^{\beta J_{u,v}} - 1 = \beta J_{u,v}(1 + o_n(1)) \) for any \( u \in \Delta_1 \) and \( v \in \Delta_2 \). Now, by the monotone convergence theorem,
Lemma 5.8. Suppose $\psi(x) \propto \rho(x)^{-\alpha}$ with $\alpha > 0$ or $\psi(x) \propto e^{-\tilde{c}\rho(x)^{q}}$ with $\tilde{c} > 0$, $\eta \in (0, 1)$. Let $s \in \mathbb{S}^{d-1}$. Let $\beta' \leq \beta_{\text{sat}}(s)$. Suppose that there exists $t$ dual to $s$ with $\mathbb{G}_\beta(t) < \infty$. Suppose that, for any $\tilde{\epsilon} > 0$, there exist $C, c$ such that, for all $n \geq 1$,

$$e^{\rho(ns)}\Phi_\beta(0 \leftrightarrow ns) \leq C\psi(ns)e^{c\rho(ns)\tilde{\epsilon}}.$$  

(25)

Then, for any $\beta < \beta'$,

$$e^{\rho(ns)}\Phi_\beta(0 \leftrightarrow ns) \leq \tilde{\chi}(s, \beta, q)\psi(ns)(1 + o_n(1)).$$

Proof. Choose $\epsilon$ in the following way: if $\psi$ decays polynomially, take $\epsilon < 1$. If $\psi(x) \propto e^{-\tilde{c}\rho(x)^{q}}$, take $\epsilon < 1 - \eta$. Let $\beta < \beta'$. Let $f(x) = \kappa \rho(x)^{\epsilon}$. Then, using (17), one has that, for any $\kappa > 0$ and $x \in \mathbb{Z}^d$,

$$\Phi_\beta(0 \leftrightarrow x, |C_0| \geq f(x)) \leq C\Phi_{\beta'}(0 \leftrightarrow x)e^{-c\kappa \rho(x)^{\epsilon}},$$

so, using (25),

$$e^{t_{ns}}\Phi_\beta(0 \leftrightarrow ns, |C_0| \geq f(ns)) \leq \psi(ns)o_n(1) \kappa \rho(x)^{\epsilon}$$

for $n$ large enough. Fix such a value of $\kappa$. By (20),

$$\Phi_\beta(0 \leftrightarrow x, |C_0| \leq f(x)) \leq \Phi_\beta(NC_{\chi}(f)) + o_{\rho(x)}(1)\Phi_\beta(0 \leftrightarrow x, |C_0| \leq f(x)).$$

It is therefore sufficient to upper bound $\Phi_\beta(NC_{\chi}(f))$. Using Lemma 5.5, one obtains

$$\Phi_\beta(NC_{\chi}(f)) \leq \sum_{k=1}^{f(ns)} \sum_{\sum_{i=0}^{k} x_i \leq f(ns)K_n} \sum_{\sum_{i=0}^{k} y_j \leq f(ns)K_n} \prod_{i=0}^{k} \Phi_\beta(0 \leftrightarrow x_i) \prod_{j=1}^{k} \frac{e^{\beta J_{y_j}} - 1}{q},$$

where $\tilde{x} = \sum_{i=0}^{k} x_i$, $\tilde{y} = \sum_{j=1}^{k} y_j$, and $K_n = 3 \log(\kappa \rho(ns)^{\epsilon})$ diverges with $n$. We then multiply both sides by $e^{\rho(ns)} = e^{t_{ns}} = \prod_{i=0}^{k} e^{t_{x_i}} \prod_{j=1}^{k} e^{t_{y_j}}$, and transpose the $y_j$s so that $\rho(y_k) \geq \rho(y_j)$ to obtain that $e^{\rho(ns)}\Phi_\beta(NC_{\chi}(f))(1 + o_n(1))$ is upper bounded by

$$\sum_{k=1}^{f(ns)} 2^{k-1}k \sum_{\sum_{i=0}^{k} x_i \leq f(ns)K_n} \sum_{\sum_{i=0}^{k} y_j \leq f(ns)K_n} \prod_{i=0}^{k} e^{t_{x_i}} \Phi_\beta(0 \leftrightarrow x_i) \prod_{j=1}^{k} e^{t_{y_j}} \frac{\beta J_{y_j}}{q},$$

(26)
where we used that for $\rho(y) \geq K_n$, $e^{\beta J_y} - 1 \leq (1 + o_n(1))\beta J_y$, and $(1 + o_n(1))^k \leq (1 + o_n(1))2^{k-1}$ for $n$ large enough.

We will now use the form of $\psi$ through the following properties: there exist $a, b$ such that for any $u, v_1, \ldots, v_k$ with $\rho(u) \geq \rho(v_i)$,

$$
\psi(u) \prod_{i=1}^{k} \psi(v_i) \leq b^k \psi(u + v) \prod_{i=1}^{k} \psi(v_i)^a,
$$

$$
\mathbb{J}_a(t) = \sum_{y \in \mathbb{Z}^d} e^{-g_r(y)} \psi(y)^a < \infty, \quad \psi(n + K_nO(n^\epsilon)) \leq \psi(n)(1 + o_n(1)),
$$

where $v = \sum_{i=1}^{k} v_i$. Let us first see that these hold.

In the stretch exponential case ($\psi(x) = c_{\epsilon, \eta} e^{-\tilde{c} \rho(x)^\eta}$), one can take $a = 2 - 2^\eta$, and $b = (c_{\epsilon, \eta})^{2^{\eta-1}}$. The first follows from triangular inequality and repeated use of

$$
c e^{-\tilde{c} (n^\alpha + m^\alpha - (n+m)\eta)} = c e^{-\tilde{c} m^\alpha (\lambda^{\alpha} + 1 - (\lambda + 1)\eta)} = c e^{-\tilde{c} m^\alpha (2 - 2^\eta)} = c 2^\eta - 1 \psi(m) 2^{-2^\eta}
$$

for $n \geq m$, where $\lambda = n/m \geq 1$, $c = c_{\epsilon, \eta}$, as $(\lambda^{\eta} + 1 - (\lambda + 1)\eta)$ is increasing in $\lambda$. The finiteness of $\mathbb{J}_a(t)$ follows from the super-polynomial decay of $\psi(y)^a$. The last point follows from

$$
e^{-\tilde{c} (n+O(K_n n^\epsilon))^{\eta}} = e^{-\tilde{c} n^{\eta}(1+O(n^{-\eta}))^{\eta}} = e^{-\tilde{c} n^{\eta} e^{O(1)}} = e^{-\tilde{c} n^{\eta}} (1 + o_n(1)),
$$

by choice of $\epsilon$ and logarithmic nature of $K_n$.

For the polynomial case ($\psi(x) = c_{\alpha, \rho(x)^{-\alpha}}$), one can take $a = 1$, $b = 2^a$. The first property follows from repeated use of

$$
\frac{(n + m)^a}{n^\alpha m^\alpha} \leq 2^a m^{-\alpha},
$$

for $n \geq m > 0$, and from triangular inequality. The bound $\mathbb{J}_a(t) = \mathbb{J}(t) < \infty$ follows from finiteness of $\mathbb{J}_a(t)$. Finally, $c_{\alpha} (n + O(n^\epsilon))^{-\alpha} = c_{\alpha} n^{-\alpha} (1 + o_n(1))^{-\alpha} = c_{\alpha} n^{-\alpha} (1 + o_n(1))$. We can now turn to the study of (26). Using (27), and that $y_k$ is determined by $\tilde{x}, y_1, \ldots, y_{k-1}$ (due to $1_{\tilde{x} + y = ns}$), one obtains the upper bound

$$
\frac{\beta}{q} \sum_{k=1}^{f(ns)} k \sum_{\rho(x) \leq f(ns)K_n} \sum_{\rho(y_j) \geq K_n} \psi(ns - x) e^{-g_r(ns - x - \sum_{j=1}^{k-1} y_j)} \times \prod_{i=0}^{k-1} e^{-\epsilon x_i} \Phi_{\beta}(0 \leftrightarrow x_i) \prod_{j=1}^{k-1} e^{-g_r(y_j)} \frac{2\beta b}{q} \psi(y_j)^a.
$$

We can then use $\rho(\tilde{x}) \leq f(ns)K_n \leq C n^\epsilon \log(n)$ for some $C$ uniform over $\tilde{x}$ and (27) to obtain that, uniformly over $\tilde{x}$, $\psi(ns - \tilde{x}) \leq \psi(ns)(1 + o_n(1))$. We can then treat separately the $k = 1$ term and the $k \geq 2$ terms. Start with the latter. We have the upper bound (for $n$ large enough)

$$
\frac{2\beta}{q} \psi(ns) \sum_{k=2}^{f(ns)} k\mathbb{J}_a(t)^{k+1} \left( \sum_{y: \rho(y) \geq K_n} e^{-g_r(y)} \frac{2\beta b}{q} \psi(y)^a \right)^{k-1}.
$$
As \( \mathbb{P}_0(t) < \infty \), \( \lim_{n \to \infty} \sum_{y: \beta(y) \geq K_n} e^{-g_{\tau}(y)} \psi(y)^a \) = 0, in particular, the whole sum over \( k \geq 2 \) is \( o_n(1) \) which implies that the \( k \geq 2 \) terms are negligible. We now turn to the \( k = 1 \) term. It is upper bounded by

\[
\psi(ns)(1 + o_n(1)) \frac{\beta}{q} e^{t\cdot ns} \sum_{u,v} \Phi_\beta(0 \leftrightarrow u) e^{-\rho(ns-u-v)} \Phi_\beta(0 \leftrightarrow v)
\]

\[
= \psi(ns)(1 + o_n(1)) \tilde{\chi}_n(s, \beta, q),
\]

where we used the definition of \( s_t \). Convergence of \( \tilde{\chi}_n(s) \) implies the Lemma. \( \square \)

**Lemma 5.9.** Suppose \( \psi(x) \propto e^{-\tilde{c}\rho(x)^\eta} \) with \( \tilde{c} > 0, \eta \in (0, 1) \). Let \( s \in \mathbb{S}^{d-1} \). Let \( \beta' < \beta_{\text{sat}}(s) \). Suppose that there exists \( t \) dual to \( s \) with \( \mathbb{G}_{\beta'}(t) < \infty \). Suppose that there exist \( C_1, c_1 > 0, \epsilon \in (0, 1) \) such that

\[
\text{e}^{\rho(ns)} \Phi_\beta'(0 \leftrightarrow ns) \leq C_1 \psi(ns) e^{c_1 \rho(ns)^\epsilon}.
\]  

Then, for any \( \beta < \beta' \), there exist \( C_2, c_2 > 0 \) such that

\[
ed^{\rho(ns)} \Phi_\beta(0 \leftrightarrow ns) \leq C_2 \psi(ns) e^{c_2 \rho(ns)^{\epsilon-1+\eta} \log n}.
\]

**Proof.** Let \( s, \beta, \beta', t \) be as in the statement of the lemma. Let \( f(x) = \kappa \rho(x)^\epsilon \). Using (17), one has that for any \( \kappa > 0 \) and \( x \in \mathbb{Z}^d \),

\[
\Phi_\beta(0 \leftrightarrow x, |C_0| \geq f(x)) \leq C \Phi_{\beta'}(0 \leftrightarrow x) e^{-\kappa \rho(x)^\epsilon},
\]

so, using our assumption, \( e^{t\cdot ns} \Phi_\beta(0 \leftrightarrow ns, |C_0| \geq f(ns)) \leq \psi(ns) o_n(1) \) for \( \kappa \) large enough. Fix such a value of \( \kappa \). Proceeding as in the proof of Lemma 5.8, one reduces to upper bound \( \Phi_\beta(N C_{ns}) \), which is upper bounded by (via Lemma 5.5 and the same argument as in the proof of Lemma 5.8)

\[
\sum_{k} C^k k \sum_{x_0, \ldots, x_k} \sum_{y_1, \ldots, y_k} \mathbb{1}_{x+y = ns} \prod_{i=0}^{k} e^{t\cdot x_i} \Phi_\beta(0 \leftrightarrow x_i) \prod_{j=1}^{k} e^{-g_{\tau}(y_j)} \psi(y_j).
\]

Still following the same procedure as in Lemma 5.8, we use the property of \( \psi(x) \propto e^{-\tilde{c}\rho(x)^\eta} \) that we used in Lemma 5.8 (see (27)) with \( a = 2 - 2\eta \), and the estimate

\[
e^{-\tilde{c}\rho(ns-\bar{x})^\eta} \leq e^{-\tilde{c}(\rho(ns)-cn^\epsilon \log n)^\eta} \leq e^{-\tilde{c}\rho(ns)^\eta(1-O(n^{-1} \log n))} = e^{-\tilde{c}\rho(ns)^\eta} O(n^{\epsilon - 1 + \eta} \log n),
\]

to obtain the upper bound

\[
C' \psi(ns) e^{(n^{-\epsilon - 1 + \eta}) \log n} \sum_{k} C^k k \sum_{x_0, \ldots, x_k} \sum_{y_1, \ldots, y_k} \mathbb{1}_{\rho(y_j) \geq K_n} \prod_{i=0}^{k} e^{t\cdot x_i} \Phi_\beta(0 \leftrightarrow x_i) \prod_{j=1}^{k-1} e^{-g_{\tau}(y_j)} \psi(y_j)^a
\]

\[
= C' \psi(ns) e^{(n^{-\epsilon - 1 + \eta}) \log n} \sum_{k} C^k k \mathbb{G}_\beta(t)^{k+1} \left( \sum_{y: \rho(y) \geq K_n} e^{-g_{\tau}(y)} \psi(y)^a \right)^{k-1}.
\]

As \( \lim_{n \to \infty} \sum_{y: \rho(y) \geq K_n} e^{-g_{\tau}(y)} \psi(y)^a = 0 \), the sum over \( k \) is bounded uniformly over \( n \). This concludes the proof. \( \square \)
We can now prove the upper bound of Theorem 3.4.

Proof of Theorem 3.4: upper bound. As $\beta$ is supposed to be strictly smaller than $\beta_{\text{sat}}(s)$, all hypotheses of Lemma 5.8 except (25) are obviously fulfilled. When $\psi(x) \propto \rho(x)^{-\alpha}$, (25) is also obviously satisfied. For $\psi(x) \propto e^{-c\rho(x)\beta}$, repeated applications of Lemma 5.9 yield the validity of (25).

5.4. Good dual vector. We turn to the proof of Theorem 3.5. The goal is to provide some control over the generating function $G$ for suitable $t$s when $\beta < \beta_{\text{sat}}(s)$, and $\psi$ decays fast enough. Namely, we prove

Theorem 5.10. Let $s \in \mathbb{S}^{d-1}$. Suppose $\psi(x) \leq C\rho(x)^{−2d−\varepsilon}$ with $\varepsilon > 0$. Then, for any $\beta < \beta_{\text{sat}}(s)$, there exists a dual $t$ to $s$ with $G(t) < \infty$.

Proof. Let $\beta < \beta' < \beta_{\text{sat}}(s)$. We first construct $t$ with the desired properties. As $v_{\beta'} \leq \rho$ (as norms), $V \subset V_{\beta'}$ where $V_{\beta'}$ is the unit ball for $v_{\beta'}$. Then, as $v_{\beta'}(s) = \rho(s)$, $\frac{s}{\rho(s)} \in (\partial V \cap \partial V_{\beta'})$. Let then $H$ be a supporting hyperplane of $V_{\beta'}$ passing through $\frac{s}{\rho(s)}$. It is also a supporting hyperplane of $V$. Let $t'$ be orthogonal to $H$ and such that $t' \cdot s > 0$. Set $t = \frac{\rho(s)}{t' \cdot s}$. This is a dual vector of $s$ by construction and it satisfies $t \cdot x \leq v_{\beta'}(x)$ for any $x \in \mathbb{R}^d$.

By (18) and the previous discussion,

$$\Phi_{\beta}(0 \leftrightarrow x, |C_0| \geq \kappa \log \rho(x)) \leq C e^{-t \cdot x} e^{-c\kappa \log \rho(x)}.$$ 

In particular, for $\kappa$ large enough,

$$\sum_{x \in \mathbb{Z}^d} e^{t \cdot x} \Phi_{\beta}(0 \leftrightarrow x, |C_0| \geq \kappa \log \rho(x)) < \infty.$$ 

Denote $f(x) = \kappa \log \rho(x)$. Then, by (20), for $\|x\|$ large enough,

$$\Phi_{\beta}(0 \leftrightarrow x, |C_0| \leq f(x)) \leq 2\Phi_{\beta}(NC_x(f)).$$

We are thus left with showing the summability of $e^{t \cdot x} \Phi_{\beta}(NC_x(f))$. Let $L_x = (\log \rho(x))^{\delta}$, $\delta = (d+1)/\varepsilon$. Note that under $NC_x(f)$, any open edge $[u, v] \subset C_0$ with $\rho(v-u) \geq L_x$ is in $\text{Piv}_x$, and $C_0$ contains at least one such edge (for $\rho(x)$ large enough). Proceeding exactly as in the proof of Lemma 5.5 (with $L_x$ replacing $3 \log(\rho(x))$ in the definition of $\tau_i$), one obtains that for $\rho(x)$ large enough

$$\Phi_{\beta}(NC_x(f)) \leq \sum_{k=1}^{f(x)} \sum_{x_0, \ldots, x_k} \sum_{y_1, \ldots, y_k} \prod_{i=0}^k \Phi_{\beta}(0 \leftrightarrow x_i) \prod_{j=1}^k \frac{2\beta y_j}{q},$$

where $\bar{x} = \sum_{i=0}^k x_i$, $\bar{y} = \sum_{j=1}^k y_j$, and we used $e^{\beta y_j} - 1 \leq 2\beta y_j$ for $\rho(y)$ large enough. Multiplying both sides by $e^{-t \cdot x}$, using $\psi(x) \leq C\rho(x)^{−2d−\varepsilon}$ and summing over $x$ with $\rho(x)$ large enough (symbolized by the $\ast$ sum), one obtains
\[
\sum_x e^{t \cdot x} \Phi_\beta(\Phi_1\beta) \sum_{x_0, \ldots, x_k} \sum_{y_0, \ldots, y_k} \mathbb{1}_{x_0 + y_0 = \cdots = x_k + y_k} \prod_{i=0}^k e^{t \cdot x_i} \Phi_\beta(0 \leftrightarrow x_i) \prod_{j=1}^k e^{-s(y_j)} c \rho(y_j)^{-2d-\epsilon}.
\]

Transposing the \(y_j\)’s so that \(\rho(y_k) \geq \rho(y_j)\), and using the properties (27) of \(\rho(x)^{-2d-\epsilon}\), the last display is upper bounded by

\[
C \sum_x \rho(x)^{-2d-\epsilon} \prod_{i=0}^k e^{t \cdot x_i} \Phi_\beta(0 \leftrightarrow x_i) \prod_{j=1}^k \rho(y_j)^{-2d-\epsilon}.
\]

Using then \(e^{t \cdot x_i} \Phi_\beta(0 \leftrightarrow x_i) \leq 1\), and the definitions of \(L_x, f(x)\), one has the upper bound

\[
C \sum_x \rho(x)^{-2d-\epsilon} (\log \rho(x))^{2d(1+\delta)} \sum_{k \geq 1} k \left( c (\log \rho(x))^{d(1+\delta)} (\log \rho(x))^{\delta(d-2d-\epsilon)} \right)^{k-1}.
\]

where \(c, C\) now depend on \(\epsilon, \kappa, d, \beta, q\). Using finally \(\delta = (d + 1)/\epsilon\), one has that the sum over \(k\) is summable uniformly over \(x\) with \(\rho(x)\) large. Moreover, \(\rho(x)^{-2d-\epsilon} (\log \rho(x))^{2d(1+\delta)}\) is also summable, which implies the claim.

### 6. The Case of Subexponentially Decaying Coupling Constants

In this section, we explain how the proofs of the last section can be used to prove Theorem 3.7. We only highlight the differences. Firstly, it was proved in [20] that for \(\beta < \beta_c\)

\[
\chi(\beta) := \sum_{x \in \mathbb{Z}^d} \Phi_\beta(0 \leftrightarrow x) < \infty.
\]

Morally, the modifications go as follows: set \(t = 0\) and \(v_\beta = 0\) in the proofs. Note that in that case, \(\mathbb{G}_\beta(t) = \chi(\beta)\), and \(\mathbb{J}(t) = 1\) (by our normalization choice).

To be more detailed, we present how to adapt the proofs claim by claim. We will need

\[
F(r) = \sum_{x: \|x\|_\infty \geq r} J_x.
\]

Note that \(1 \geq F(r) > 0\) (as \(\sum_x J_x = 1\)), \(F\) is strictly decreasing over \(\mathbb{Z}_+\) (as \(J_x > 0\) for \(x \neq 0\) and therefore invertible (as a function \(\mathbb{Z}_+ \to \mathbb{R}_+\)), and, by summability of \(J_x\), \(F(r) \to 0\) as \(r \to \infty\). We denote \(F^{-1}\) the extension to \(\mathbb{R}_+\) of the inverse of \(F\) by linear interpolation.

**Remark 6.1.** As it was the case in the previous section, the proof of Theorem 3.7 holds under more general assumptions on the coupling constants. We refer the interested reader to the “Appendix”.
6.1. Preparations. Lemma 5.4 is valid in this context without any modification. In Lemma 5.1 as well as in the proof of Lemma 5.2, one can bypass differentiability problems by using Dini derivatives (as in [20]). Lemma 5.3 has to be replaced by

**Lemma 6.1.** Let \( \beta < \beta_c \) and \( g : \mathbb{R}_+ \to \mathbb{R}_+ \) be decreasing to 0. Then, there exist \( C < \infty, c > 0 \) such that, for any \( x \in \mathbb{Z}^d \) and \( N \geq 1 \),

\[
\Phi_{\beta}(\exists [u, v] \not\in \Pi_x, [u, v] \subseteq C_0, \omega_{uv} = 1, \rho(v-u) \geq CF^{-1}(g(N)/N) | 0 \leftrightarrow x, |C_0| \leq N) \leq g(N). \tag{32}
\]

The proof is a straightforward adaptation of the one of Lemma 5.3. One also needs to change the notion of "nice connections": Introduce the nice connection event:

\[
NC_x(f) = \{0 \leftrightarrow x\} \cap \{ |C_0| \leq f(x) \} \cap \{[u, v] \subseteq C_0 \text{ AND } \rho(u-v) \geq K_x \text{ AND } \omega_{uv} = 1 \implies [u, v] \in \Pi_x \} \tag{33}
\]

where \( K_x = K_x(f) = CF^{-1}(1/f(x) \log f(x)) \), with \( C \) given by Lemma 6.1 for \( g(N) = 1/\log N \).

**Remark 6.2.** In the case of polynomially decaying interactions, \( F(r) \leq cr^{d-\alpha} \) and \( K_x \propto (f(x) \log f(x))^{1/(\alpha-d)} \).

**Lemma 6.5 then becomes**

**Lemma 6.2.** Let \( \tilde{f} : \mathbb{R}_+ \to \mathbb{R}_+ \). Define \( f : \mathbb{Z}^d \to \mathbb{R}_+ \) by \( f(x) = \tilde{f}(\rho(x)) \). Suppose that for \( \rho(x) \) large enough one has \( \frac{\rho(x)}{f(x)} > K_x(f) = K_x \). Then, for any \( x \in \mathbb{Z}^d \) with \( \|x\| \) large enough

\[
\Phi_{\beta}(NC_x(f)) \leq \sum_{k=1}^{f(x)} \sum^* \sum^* \sum_{i=0}^k \Phi_{\beta}(0 \leftrightarrow x_i) \prod_{j=1}^k \frac{\exp^{J_{y_j}} - 1}{q} \tag{34}
\]

where the * sums are over \( x_0, \ldots, x_k, \text{ and } y_1, \ldots, y_k \) satisfying

- \( \sum_{i=0}^k x_i + \sum_{j=1}^k y_j = x \),
- \( \rho(y_j) \geq K_x \) for \( j = 1, \ldots, k \),
- \( \sum_{i=0}^k \rho(x_i) \leq f(x)K_x \).

6.2. Lower bound. The lower bound follows closely the one of Lemma 5.7 (and is the same as the proof of the lower bound in [23] for the Ising model). The only place where one has to be a bit careful is when choosing the size of the boxes \( \Delta_1, \Delta_2 \).

6.3. Upper bound. We need to replace Lemmas 5.8 and 5.9. They are replaced by (the assumptions \( J_x \propto \rho(x)^{-\alpha} \) with \( \alpha > d \) or \( J_x \propto e^{-\tilde{c}\rho(x)^{\alpha}} \) are implicit)

**Lemma 6.3.** Let \( \beta' < \beta_c \). Suppose that, for any \( \epsilon > 0 \), there exist \( C, c \) such that for any \( x \in \mathbb{Z}^d \)

\[
\Phi_{\beta'}(0 \leftrightarrow x) \leq C J_x \exp^{c\rho(x)^\epsilon}. \tag{35}
\]

Then, for any \( \beta < \beta' \),

\[
\Phi_{\beta}(0 \leftrightarrow x) \leq \frac{\beta \chi(\beta)^2}{q} J_x(1 + o_{\|x\|}(1)).
\]
The main difference in the proof is that, in the polynomial case, $\epsilon > 0$ has to be chosen small enough to be able to use Lemma 6.2.

**Lemma 6.4.** Suppose $J_x \propto e^{-\tilde{c} \rho(x) \eta}$ with $\tilde{c} > 0$, $\eta \in (0, 1)$. Let $\beta' < \beta_c$. Suppose that there exist $C_1, c_1 > 0$, $\epsilon \in (0, 1)$ such that for any $x \in \mathbb{Z}^d$

$$\Phi_{\beta'}(0 \leftrightarrow x) \leq C_1 J_x e^{c_1 \rho(x) \epsilon}.$$  \hspace{1cm} (36)

Then, for any $\beta < \beta'$, there exist $C_2, c_2 > 0$ such that

$$\Phi_{\beta}(0 \leftrightarrow x) \leq C_2 J_x e^{c_2 \rho(x) \epsilon^{-1+\eta} \log \rho(x)}.$$
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**A. Existence of a Saturation Transition**

In this appendix, we prove Theorem 3.3. As mentioned after its claim, the “if” part was proven in [6]. For reasons explained in [6], establishing the claim for the self-avoiding walk automatically implies its validity for a general class of models, including the Random-Cluster model. We start by briefly recalling the relevant definitions.

A **Self-Avoiding Walk (SAW)** is a sequence $\gamma = (\gamma_0, \ldots, \gamma_n) \in (\mathbb{Z}^d)^{n+1}$ such that $i \neq j \implies \gamma_i \neq \gamma_j$. $n$ is the length of $\gamma$ and is denoted by $|\gamma| = n$. For $\lambda \in \mathbb{R}_+$, we associate to walks the weight

$$w_\lambda(\gamma) = \prod_{i=1}^{|\gamma|} \lambda J_{\gamma_i - \gamma_{i-1}},$$

where the constants $(J_x)_{x \in \mathbb{Z}^d}$ are those introduced in Sect. 2.2.1 and are assumed to be exponentially-decaying.

The **two-point function** of the SAW is given by the partition function

$$G_\lambda(x, y) = \sum_{\gamma : x \rightarrow y} w_\lambda(\gamma),$$

where the notation $\gamma : x \rightarrow y$ means that $\gamma_0 = x$ and $\gamma_{|\gamma|} = y$. 
Remark A.1. As explained in Appendix A.4.2 of [6], the link with the Random-Cluster model is obtained via the following lower bound on the two-point function of the latter model in terms of the two-point function of the SAW:

$$\Phi^0_\beta(x \leftrightarrow y) \geq c_\beta G_{\lambda(\beta)}(x, y),$$

with $\lambda(\beta)$ satisfying $\lim_{\beta \to 0} \lambda(\beta) = 0$ (see [6] for an explicit expression).

The inverse correlation length is defined as follows: for $s \in \mathbb{S}^{d-1}$,

$$\nu_\lambda(s) = -\lim_{n \to \infty} \frac{1}{n} \log G_{\lambda}(0, ns).$$

The limit exists and its extension by positive homogeneity of order one defines a norm on $\mathbb{R}^d$ (see [6] for references and details). As for $\rho$, introduce the associated convex set (Wulff shape)

$$\mathcal{W}_\lambda = \{ t \in \mathbb{R}^d : \forall x \in \mathbb{R}^d, t \cdot x \leq \nu_\lambda(x) \}$$

which satisfies

$$\nu_\lambda(x) = \max_{t \in \mathcal{W}_\lambda} t \cdot x. \quad (37)$$

As for $\rho$, $t \in \partial \mathcal{W}_\lambda$ is said to be $\nu_\lambda$-dual to $s \in \mathbb{S}^{d-1}$ if $s \cdot t = \nu_\lambda(s)$. The same argument as the one following (16) shows that $\mathcal{W}_\lambda$ is the closure of the convergence domain of the generating function

$$G_{\lambda}(h) = \sum_{x \in \mathbb{Z}^d} e^{h \cdot x} G_{\lambda}(0, x).$$

As before, we define the saturation point by

$$\lambda_{\text{sat}}(s) = \inf\{ \lambda \geq 0 : \nu_\lambda(s) < \rho(s) \}.$$

Using the reduction explained in [6], Theorem 3.3 is a consequence of the following result.

Lemma A.1. Suppose $J$ is exponentially-decaying. Let $s \in \mathbb{S}^{d-1}$. Suppose that, for all $t \rho$-dual to $s$, $\|t\| = \infty$. Then $\lambda_{\text{sat}}(s) = 0$.

Proof. Fix $J$ and $s$ as in the statement of the lemma. To prove the claim, it is sufficient to show that

$$T_s = \{ t \in \partial \mathcal{W} : t \text{ is } \rho \text{-dual to } s \}$$

is at positive distance from $\partial \mathcal{W}_\lambda$ for any $\lambda > 0$. Indeed, suppose this holds. Then there exists $\epsilon > 0$ and $h$ $\nu_\lambda$-dual to $s$ such that $(1 + \epsilon)h \in (\mathcal{W} \setminus \partial \mathcal{W}_\lambda)$. Hence, using (37),

$$\rho(s) = \sup_{t \in \mathcal{W}} t \cdot s \geq (1 + \epsilon)h \cdot s > \nu_\lambda(s).$$

This in turn implies that $\lambda_{\text{sat}}(s) < \lambda$ and the conclusion thus follows, since $\lambda$ is arbitrary. Now, as $T_s$ is compact (since the condition for $t$ to be $\rho$-dual defines a closed subset of the compact set $\mathcal{W}$), it is sufficient to show that, for any $t \in T_s$, there exists $\epsilon > 0$ such that $G_{\lambda}(1 - \epsilon)t) = \infty$ since $\mathcal{W}_\lambda$ is the closure of the convergence domain of $G_{\lambda}$. Fix $t \in T_s$. The first observation is that one can find $\delta > 0$ arbitrarily small such that

$$\mathcal{Y} = \{ x \in \mathbb{Z}^d : \rho(x) - t \cdot x \leq \delta \|x\| \} \quad \text{and} \quad \mathcal{Y}_R = \{ x \in \mathcal{Y} : \|x\| \leq R \}$$

satisfy the following two properties:
• there exists \( u \in \mathbb{S}^{d-1} \) such that \( Y \setminus \{0\} \subset \{ x : x \cdot u > 0 \} \),

• \( \lim_{R \to \infty} \mathcal{J}_R(t) = \infty \), where \( \mathcal{J}_R(t) = \sum_{x \in Y_R} J_x e^{t \cdot x} \).

The first property follows from the fact that \( \rho \) is a norm: when \( \delta \downarrow 0 \), \( Y \) tends to the cone generated by the affine part of \( \partial Y \) towards which \( s \) points (which can be reduced to a point). The second is a direct consequence of our assumption that \( J(t) = \infty \) and the bound

\[
\sum_{x \in \mathbb{Z}^d \setminus Y} \psi(x) e^{-(\rho(x) - t \cdot x)} \leq \sum_{x \in \mathbb{Z}^d \setminus Y} \psi(x) e^{-\delta \|x\|} < \infty.
\]

Now, observe that it follows from the strict inclusion of \( Y \) in a half space that any concatenation of steps in \( Y \) forms a self-avoiding walk. Moreover, by continuity, one also has

\[
\lim_{\epsilon \searrow 0} \mathcal{J}_R((1 - \epsilon) t) = \mathcal{J}_R(t).
\]

Choosing \( R < \infty \) large enough and then \( \epsilon > 0 \) small enough, one obtains \( \mathcal{J}_R((1 - \epsilon) t) \geq \lambda^{-1} \). Therefore, for these choices of \( R \) and \( \epsilon \),

\[
\mathbb{G}_\lambda((1 - \epsilon) t) \geq \sum_{n \geq 1} \lambda^n \sum_{y_1, \ldots, y_n \in Y_R} \prod_{i=1}^n J_{y_i} e^{(1 - \epsilon) t \cdot y_i} = \sum_{n \geq 1} \left( \lambda \mathcal{J}_R((1 - \epsilon) t) \right)^n = \infty,
\]

which concludes the proof. \( \square \)
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