Abstract—As the number of smart devices that surround us increases, so do the opportunities to create smart socially-aware systems. In this context, mobile devices can be used to collect data about students and to better understand how their day-to-day routines can influence their academic performance. Moreover, the Covid-19 pandemic led to new challenges and difficulties, also for students, with considerable impact on their lifestyle. In this paper we present a dataset collected using a smartphone application (ISABELA), which include passive data (e.g., activity and location) as well as self-reported data from questionnaires. We present several tests with different machine learning models, in order to classify students’ performance. These tests were carried out using different time windows, showing that weekly time windows lead to better prediction and classification results than monthly time windows. Furthermore, it is shown that the created models can predict student performance even with data collected from different contexts, namely before and during the Covid-19 pandemic. SVMs, XGBoost and AdaBoost-SAMME with Random Forest were found to be the best algorithms, showing an accuracy greater than 78%. Additionally, we propose a pipeline that uses a decision level median voting algorithm to further improve the models’ performance, by using historic data from the students to further improve the prediction. Using this pipeline, it is possible to further increase the performance of the models, with some of them obtaining an accuracy greater than 90%.

1. Introduction

Internet of Things (IoT) devices grant us the ability to create systems capable of interfacing with both the physical world and humans. Recent statistics point out that there are roughly 12 billion IoT devices worldwide, with the prospect to double this number in the next few years [1]. These smart devices are capable of incorporating sensors and being connected to the Internet or other similar devices, which allows them to sense the environment and share the obtained data. Furthermore, these devices have enough processing power for onboard data processing or even for creating Cyber-Physical-Systems (CPS) that can control physical phenomena.

These characteristics, make the use of IoT devices ideal for human-centred applications and systems in which humans are the main component of control loops, thus leading to Human-in-the-Loop Cyber-Physical-Systems (HITLCPS) [2]. In general, HITLCPS systems are able to gather and process data pertaining to human actions, and infer intents and mental states (e.g., emotions, feeling and wants). This opens the way to the creation of intelligent and adaptable advice systems that can assist humans in their day-to-day lives.

One possible HITLCPS use case is that of a system for assessing students’ academic performance and provide guidance. Students’ performance can be affected by a variety of factors, from social-economic factors to psychological or even environmental factors [3]. As such, it is hard to predict which students will have lower or higher performance. Additionally, novel educational mechanism which rely on the use of online tools and materials have been shown to improve students’ performance [4]. However, since a growing percentage of the learning process happens outside of the classroom, evaluating the students’ progress and needs is getting harder for teachers. In this respect, any system that can identify and/or predict poor performance can be invaluable.

In the past three years, we have been affected by the Covid-19 pandemic, which affected more than 220 countries, with more than 530 million reported cases. Apart from the obvious human and economic cost, studies have also pointed out the psycho-social effects of the Covid-19 pandemic [5]. The measures adopted in many countries
to limit the spreading of the virus have led to significant changes in the daily routines of people. At some point in time, almost every affected country had to switch from in-person to online classes, which had substantial impact on the daily lives of students. Some studies analysed the effect of these changes. In Italy, a study was conducted with adolescents, to evaluate the effects of the pandemic in their lifestyle and emotional states [6]. The results point to younger generations being more resilient to these changes and to uncertain situations. On the other hand, other studies have highlighted the negative effects of the ongoing pandemic and associated restrictions [7]. Evaluating how these changes affect student performance is also an important challenge.

In this paper, we present an approach to assess and predict students’ academic performance. Our proposal is based on automatically collected data using the IoT Student Advisor and BEst Lifestyle Analyser (ISABELA) system, a HITLCPS system presented in [8]. ISABELA operates in an unobtrusive and passive manner, by using smartphones, smartwatches, and IoT boxes as sensing mechanisms. Additionally, the system makes use of an interactive agent, commonly known as chatbot, to close the loop and provide feedback to students. Based on the acquired data, we present a model that accepts students’ aggregated data over 1-week periods and is able to predict their performance with ±80% accuracy. Furthermore, we present a pipeline that is able to use historic data to further improve the model performance.

The dataset used for the creation of the presented models is based on two distinct one-month trials executed on different years, namely, a first trial in May-June 2018, and a second trial in March-April 2021. Both trials were executed at the Escuela Politecnica Nacional of Ecuador. During the 2021 trial, the Covid-19 pandemic was ongoing in Ecuador, and the classes were lectured remotely. As such, this dataset also offers an insight on how Covid-19-related changes to the students’ daily routines have affect their performance. To the best of our knowledge, we believe that the presented dataset and results are the first to include both data from non-Covid-19 and Covid-19 periods. Furthermore, the model presented in this paper can predict the students’ performance, even periods as different from one another as these.

The contributions of the paper can be summarised as follows:

- We present a new open-source dataset collected from a total of 61 students, from different subjects and in two different year.
- To the best of our knowledge the present dataset, is the first to join data from non-Covid-19 and Covid-19 periods of time.
- We present a model that is able to predict the students’ performance with 80% accuracy, using the data from one week.
- We present a pipeline that implements a final median voting mechanism that further improves the model’s accuracy over time.

The rest of the paper is organized as follows. Section 2 presents an overview of related works. Section 3 provides details on ISABELA data acquisition and the used dataset. In section 4, we present the results using several models, for the 2018 and 2021 datasets, as well as for the joined dataset. The conclusion and guidelines for future work are presented in section 5.

2. Related work

As stated before, in this paper we use the data collected in the trials performed with the ISABELA application. In previous work we have explored how the data gathering process and the implementation of the system was performed. Additionally, in past publications, we covered an analysis of some of the collected data from two real world trials, namely, the analysis of the data collected Online Social Networks (i.e., Facebook) from students in Portugal, and the data collected from the use of the application by students in Ecuador [8]. Furthermore, in the same work we also presented three different machine learning models that leveraged the collected data, namely a model to infer sleep periods, a model to classify sleep quality and a model to classify sociability. Additionally, a longitudinal analysis of some of the collected metrics was also performed, namely, an analysis of the levels of activity, time spent studying, and the time spent in the university. In the current paper, we extend our previous work by proposing a new model to automatically infer students’ performances, more specifically, a model capable of classifying the students belonging to the same school class into two groups, the students that perform above the median and the students that perform below the median.

Other studies have also proposed the use of smartphones as a tool to gather a variety of data on users and their environment. One example of such a study is the “StudentLife” study [9], which used a smartphone application to collect data and infer students’ academic performance. The objective of this study was to correlate students’ psychological and physical well-being, with their academic performance. The application collected students’ activity levels, sleep quality, and conversations, as well as states such as stress and mood, through a mobile version of Ecological Momentary Assessment (EMA) [10]. A study was conducted in Dartmouth University, during a 10-week period with 48 students. Results from this study included correlations between the progression of the term and the students’ academic performance, self-assessed mental state, and behavioural trends. Additionally, their findings pointed to a significant inverse correlation between sleep duration and pre- and post-depression, which is line with existing literature and studies in the field. Additional correlations between the frequency of conversations and overall social activity with depressive states are also pointed out in this study.

The same team behind “StudentLife” built on their previous work, by proposing a regression model to predict students’ Grade Point Average (GPA) [11]. The proposed
model used data retrieved from smartphones, such as activity data, conversational data, class attendance, and social interaction. In this study, the authors chose a Lasso (Least Absolute Shrinkage and Selection Operator) \([12]\) regularized linear regression model. The results obtained from their model have ±0.179 mean absolute error from the ground truth. The study shows that there are clear relations between the students’ behavioural patterns and respective grades. However, the focus on GPA can be limiting since this metric can only be applied to ungraded students. Furthermore, this metric is not normative across different countries. Additionally, external factors can influence the results of students (e.g., the Covid-19 pandemic), and even between editions of the same school subject there can be a variety of different conditions that impact the overall performance of students (e.g., changes on the lecturer or evaluation methods). As such, we believe that a classification scheme that can cope with varying conditions while determining students’ performance is needed.

The work by Harari et al., \([13]\) used the dataset obtained in \([9]\) to detect patterns in the behaviour of students and how they related to health problems (e.g., mental health, physical health). In this study, the results were presented for weekly time windows, and the dataset was treated as a population where the mean value represents all the individuals. The authors focused on two types of behaviour patterns, namely the physical activity behaviour patterns and the sociability behaviour patterns. The study found interesting correlations (negative and positive) between the term rhythm (e.g., deadlines, classes, mid-term etc.) and students’ mood, sociability, physical activity, and sleep periods. Stability estimates for weekly activity and sociability (i.e., correlation of activity/sociability levels between adjacent weeks) were also highly correlated, namely with a mean correlation of 0.66 for activity and a mean correlation of 0.72 for sociability. The authors also found a significant correlation between students’ ethnicity and academic class, with their variation activity and sociability trajectories. This work presents several interesting correlations between students’ behaviour and their daily routines. Furthermore, these behaviour patterns can be tied to the final students’ performance. However, in this work the authors do not propose the use of this data, nor founded correlations in order to help predict the academic performance of students.

Other works also tried to predict the students’ performance by using machine learning models. This is the case of \([14]\). However, in this work, instead of smartphone data, the authors propose a model that uses demographic information, as well as past academic information, to predict the students’ future performance. The authors present a dataset of 257 students and explore the use of three different models, namely a Naive Bayes algorithm, a Multilayer Perceptron, and the J48 algorithm, to classify student performance into one of two classes (students that fail, and students that pass). The results show that the tested models have an average recall of 85% when detecting the students that pass. However, the models present very poor result when classifying the students that fail. The use of demographic information and past academic information can be interesting and valuable in this kind of model. However, this can also raise several privacy concerns, especially for a smaller dataset, since this type of information can be used to infer the students’ identities.

The Covid-19 pandemic has also affected people’s daily lives in several ways in the recent years, as several studies have pointed out \([7, 6]\). This is also true for students, which had their routines changed, were confined to their homes and had to change to a remote class system. In \([15]\), a study was conducted to assess behavioural changes of 180 undergraduate college students, during the pandemic, using mobile phone sensing and behavioural inference. This study was divided in two acquisition phases. The first phase occurred one year prior to the pandemic and was used as baseline. The second phase occurred during the first year of the pandemic. The authors used Principal Component Analysis (PCA) to reduce the dimensionality of data and be able to cluster the students into different groups. Specifically, it was possible to identify two distinct groups. It was also observed that one of the groups was mostly composed of students with higher self-reported Covid-19 concern and higher levels of stress and anxiety. This shows that in fact different groups of students experience the pandemic differently. Additionally, the authors found that that there was a positive correlation between levels of depression, anxiety and stress with self-reported Covid-19 concern. Additionally, a deep learning model was implemented to classify student Covid-19 concerns, with an Area Under Curve (AUC) score of 0.70 and a F1 score of 0.71. Mental health and stress can be directly correlated with student performance. As such, evaluating these metrics can be important. Furthermore, this study reveals interesting insights into students behaviour changes due to the Covid-19 pandemic. However, this study does not directly address the prediction of students’ performance.

The early detection of students with poor performance can also be used to reduce the dropout rates. In \([16]\), a study was conducted to create a model to predict which students were at risk of dropping out. Additionally, this study is also relevant since it was carried out in the same academic institution, in which the ISABELA datasets were acquired, namely the Escuela Politécnica Nacional, in Quito, Ecuador. The model uses students’ demographic and academic information to classify students into one of two classes (students who dropout and students who do not). Furthermore, the authors tested two models, namely a Neural Network and a Logistic activation function. Although, the authors present a 76% accuracy for the Neural Network model, the model presented had very high false positive rate. This is, due to the fact that the dataset is highly imbalanced (72.8% Dropout, 27.2% No Dropout) and the authors did not address that. However, the authors defend the results by saying that for their specific case study, it is better to raise alarms for interventions in students who do not need them (false positives) than to fail to identify students who do need them (false negatives). Additionally, it was possible to identify some patterns in students that are more probable to drop out, namely a low application grade, a low vulnerability
index, enrolment in the month of March (the second of two available enrolment epochs), and being enrolled in bachelor’ degrees. Although, this work does not address performance prediction, we believe that some of its findings can give some insights into the constraints and patterns of students from that university.

Although, there has been some work in the field of students’ performance prediction, none of the concerned studies led to results that can be widely used independently of academic level or region/country dependent metrics (i.e., GPA). Furthermore, as far as we know there is not any work that is able to predict the performance of students before and during the Covid-19 pandemic. As such, we believe that there is still a need for the creation of models that are able to automatically detect student performance in these scenarios.

3. ISABELA Dataset

In our previous work in [8] we build a system capable of collecting both passive and self-reported data from students. That system was then used to monitor students during two real world trials. In this section will cover the data acquisition procedure and the features of the datasets used in the models presented in this paper, as well as provide some additional information on the datasets, such as time of acquisition, demographics, and class labelling.

3.1. Data acquisition and features

One of the main components of students’ lives that the ISABELA system aims to monitor, is their activity levels. The system gathers this data by resorting to Google’s Physical Activity Recognition Application Program Interfaces (API) [17]. This API is able to classify user’s activity into one of eight possible activities, namely: running, walking, on bicycle, in vehicle, on foot, tilting, still, and unknown. The ISABELA system receives an update every time the classification of the student’s activity changes. Until a new classification is received the system considers the last valid classification as the ongoing activity. Additionally, since we are not interested in any particular type of exercise, but rather in activity/exercise levels, all of the categories that represent exercise were grouped into one category (“exercise”). Thus, running, walking, on foot and on bicycle were grouped under the “exercise” classification. Moreover, although tilting does not represent any specific user activity, and is just an indicator of smartphone tilting, we believe that this classification can also be used to infer the smartphone’s usage.

Figure 1: ISABELA’s Questionnaires: Emotional questionnaire using the Self-Assessment Manikin (SAM) scale (a); Application daily questionnaire (b);
The activity levels of students are one of the metrics that might have changed more due to the pandemic context. Due to sudden change in habits caused by confinement, most people saw their daily routines affected in terms of physical activity. As such, this feature can be important to study and characterise those periods of time.

Another aspect that could be important to evaluate students' performance is their location. Using the students' location information, it is possible to infer if a student attended classes, spent time at home, or even if it frequently went out at night. Due to privacy concerns, our system did not store any GPS information. Instead, the system infers the discrete location of the user, namely by categorizing their location into one of three possible categories: home, university, or other. The user configures the application on the first time it opens, by using the application capabilities to scan the available networks and select the SSID of his/her home network. The name of their home network is locally stored in a database on the smartphone. Due to privacy concerns this information never leaves the smartphone. The ISABELA application scans available networks periodically and compares the results of the scans with the stored SSID to infer if a user is at "home" or not. All of the universities in Ecuador make the "Eduroam" network available throughout the campuses. As such the application, searches for this particular network to determine if a user is at the "university". Lastly, if none of the two networks exist in the WiFi scan's result, the application categorizes the student's location as "other".

Due to the lockdowns caused by the Covid-19 pandemic, location is also an important variable during this period of time. Additionally, students in Ecuador attended classes remotely during lockdown periods, thus eliminating the time spent at their university. Thus, to make both datasets compatible, the "university" and "other" discrete location categories were grouped together as "other" for both datasets.

Although the smartphone’s context information and the sensors data can be used to infer several daily life aspects, there are some aspects that are harder to detect trough passively collected data, especially those pertaining to psychological states, since passive data has yet to be validated as an indicator for these kinds of metrics. As such, there is a need to use more conventional methods, such as questionnaires. In the ISABELA system, we used questionnaires to complement the aforementioned passively collected data.

One of the aspects, that can be relevant when evaluating student’s performance is their emotional state. A questionnaire-based approach, based on the SAM scale [18], was implemented in order to obtain this type of data. This questionnaire prompted to the user on a daily base in order to obtain values of the self-perceived emotional states for each day. The SAM scale is an image based self-assessment scale to evaluate the users’ two-dimensional map of emotions. The questionnaire can be seen in Figure 1a. From top to bottom, the first scale corresponds to arousal while the second scale corresponds to valence. The user selects, one image from line, corresponding to an integer value ranging from 0 to 4, which indicates their valence and arousal values. These values can then be converted to a range of -1 to 1, with a step of 0.5, and be subsequently mapped to the 2-dimensional emotional map [19]. The questionnaire was prompted to the users at a randomly selected hour between 14-20h. Additionally, the questionnaire was not released during the morning since during this period the user’s perception can still be affected by the events of the previous day.

Another type of data that the ISABELA system is able to collect, and that is highly relevant to the students’ academic performance [20], is sleep data. This is done by prompting the user with a questionnaire every morning, which can be seen in Figure 1b. In this questionnaire, users can indicate the time at which they went to bed, the time at which they woke up, and how did they classify sleep quality. In addition, the users can also indicate their sociability level for the previous day, how many hours of exercise they had, and how many hours did they study.

The ISABELA system is able to collect other metrics that are not addressed in this paper. However, we believe that the previously presented data is the most relevant concerning students’ performance. Additionally, some functionalities were added for the 2021 trial, while others were removed and, thus, not all collected metrics were presented in both datasets. A list of the selected features for this work are shown in the Table 1. As it is possible to see in the table, the selected features are a mix of passively collected data from the smartphone’s sensors/context and data that was self-reported by the users. We believe that the use of these two types of data makes the model more robust.

3.2. Dataset information

The datasets presented in this paper were obtained in two distinct periods of time, and in two real world trials with the ISABELA system. Furthermore, those trials were performed in different years and with different school subjects. As mentioned before the trials, were performed in Ecuador’s Escuela Politecnica Nacional, in Quito. The first trial involved 28 students, from the 12th of May to the 12th of June, 2018. The second trial involved 33 students, from the 1st of March to the 31st of March, 2021. All of the collected data was anonymized and, as such, the dataset does not include any personal information (e.g., age, gender, working status). For this reason, is not possible to determine the age, gender or other information for a specific user. However, from the school subject information, we known that both trials had students with different ages, genders, and working status. On the other hand, both sets of subjects were enrolled in the computer science degree, which normally includes a larger percentage of male students. All students had Ecuadorian nationality. Nonetheless, we believe that the dataset is representative of a larger population.

The 2021 dataset was obtained during the lockdown caused by the Covid-19 pandemic. During the lockdowns students were confined to their homes, which could lead to lower exercise levels, did not have as much physical
TABLE 1: Dataset’s Features

| Sensors and Context | Feature | % of time at other | % of time at house | % of time still | % of time exercise | % of time in vehicle | % of time unknown | % of time tilting |
|---------------------|---------|------------------|-------------------|----------------|-------------------|-------------------|-----------------|------------------|

| Survey              | self-reported arousal levels | self-reported valence levels | self-reported sociability levels | self-reported sleep quality levels | self-reported sleep hours | self-reported physical activity hours | self-reported study hours |

TABLE 2: Final grades metrics in the 2018 and 2021 datasets.

|            | Min | Max  | Median | Approved | Non-Approved |
|------------|-----|------|--------|----------|--------------|
| 2018       | 9.6 | 14.4 | 12.6   | 20       | 8            |
| 2021       | 12.14 | 17.72 | 14.90 | 33       | 0            |

and/or social interactions, did not have the option to do leisure activities outside, and had to attend classes remotely. These changes had the potential to cause negative effects not only on the students’ physical well-being, but also on their psychological and social wellbeing [5]. Additionally, these changes had the potential to affect the performance of students. Because the trial periods can be so different in nature (as is the case with the 2018 and 2021 trials), it is important that any model for automatically predicting students’ performance is able to deal with data samples from heterogeneous periods.

The students’ final grades in the school subjects, for each trial, were also considered, to be used as classification label. Only the professor of the subject was aware of student’s identities. Thus, we only obtained the final grade of the subject, for each corresponding anonymous id of the ISABELA application, hence students’ anonymity was maintained. This metric was selected, instead of their average final classification, because not all students were enlisted at the same school subjects. The school subjects that one takes could influence their average final classification, and as such this metric would not allow for a direct comparison between students. In Table 2 we can see the minimum, maximum and median grade of each dataset, as well as the number of students that obtained a passing grade and the number of students that did not. In these school subjects, a student had to have a minimum grade of 12 points, to be approved.

We can see from the table that the distribution of the students’ grades is quite different for both trials. Furthermore, in the 2021 dataset not only all students were approved, but also the median grade is higher than the maximum grade obtained in the 2018 trial. Due to these aspects, the labelling of each dataset was made separately, even when the datasets were jointly considered. The students were divided into two groups to perform a binary classification, namely the ones that obtained a grade “above the median” value (True class) and the ones that obtained a grade “below the median” value (False class). Even among editions of the same school subject for different years, we can have different levels of difficulty due to the changes in the lecturing or evaluating process. Using the median value allows us to create a model that is able to predict the best and lowest performance students among a class, even considering disparities between school subjects or editions.

We can see the final distribution of the dataset’s samples in the two classes in Table 3. Additionally, in Table 3, we present the distribution of samples considering two data aggregation periods, namely monthly data aggregation and weekly data aggregation. We will explore the implications of using different data aggregation time windows, in section 4.1.

4. Models and Results

Determining which students will do worse or better within a class can be useful information, to reduce dropout rates and take measures to increase the overall performance of the class. In this section we explore how the data acquired from both trials can be used to create a model for this purpose. Additionally, in this section we present a final classification vote mechanism that improves the general performance of our model and can make the model increase its performance over time.

All the tests presented below were performed with Leave-One-Out-Cross-Validation (LOOCV). This particular type of cross-validation uses a number of folds that is equal to the number of samples of the dataset, that is, all but one sample are used as training set and the remaining instance is used as a single-item test set for each run. This allows us to maximize the training set of each cross-validation fold, which also allows the creation of a more generic model.

All the code, for the results presented below, was produced using python and the scikit-learn library. The used python version was 3.7.6, and the scikit-learn version was 1.0.2.

4.1. Individual Datasets

As previously stated, the total available dataset is made up of two distinct trials, in two distinct years, namely
2018 and 2021. In both trials students participated for one month each. Furthermore, due to the Covid-19 pandemic the datasets are constituted by data from a period when students had in person classes (i.e., 2018 trial) and data from a period when classes were fully remote (i.e., 2021 trial). As such, the datasets from both trials are intrinsically very different. This is particularly true since we are using both the activity levels and the location of students as features for our models. For these reasons, we decided to start by evaluating the performance of each of the considered models when applied to each individual dataset.

Furthermore, we compare the results obtained by each model considering the data aggregated by student and by different intervals of time, namely the data aggregated by month and by week. Each feature is firstly aggregated by the mean value per day and per user, and then the mean value of each feature is calculated for each month and week respectively. The results for the various models, and for the different aggregation intervals are showed in Tables 4 and 5, for the 2018 and 2021 datasets, respectively.

Seven different models were tested, namely: Decision Tree [21]; Random Forest [22]; Support Vector Machine (SVM) [23]; Naive Bayes [24]; K-Near-Neighbours [25]; AdaBoost-SAMME w/ Random Forest (hereafter referred to as AdaBoost); and XGBoost [27]. All of the models shown in Table 4 were obtained by running the default implementation of scikit-learn, and all models were trained by using LOOCV. Using this method removes any variance that normally is created by the random distribution of the samples by folds. However, each model has a random start state, which can lead to different results. For that reason, every model was run 10 times and the mean values for sensitivity, specificity and accuracy were calculated. Furthermore, a grid-search was performed for each model and on each dataset, to find the best parameters for each case. The grid search space as well as the best configuration of each model can be seen in the appendix.

As we can see in the tables, in both datasets, the models that use data aggregated by week surpass the models that use the data aggregated by month. This is partly due to the smaller number of samples available to the models, when data is aggregated by month, as we show in Table 3. However, as we will see in the next section, even when the sample size increases, the weekly aggregation models still surpass the ones that use monthly aggregation. We believe that the reason behind this is the levelling out of changes in the data when aggregating the data over long periods. For example, if a student skips school one day every other week, by month that would represent 6% of the time, while by week it would represent more than the double (15%) of the time. We believe that a temporal window of a week to aggregate the data, is the best approach since it can better grasp sudden variations in the student’s behaviour. As such, for the remaining of the tests, presented in this section, we will focus on this aggregation window.

As mentioned before, both datasets are only slightly
TABLE 5: Performance of distinct model by time interval, for the 2021 dataset

| Model                              | Monthly data aggregation | Weekly data aggregation |
|-------------------------------------|--------------------------|-------------------------|
|                                     | sensitivity | specificity | accuracy | sensitivity | specificity | accuracy |
| Decision Tree                       | 0.483       | 0.433       | 0.461    | 0.777       | 0.537       | 0.666    |
| Random Forest                       | 0.528       | 0.407       | 0.473    | 0.791       | 0.718       | 0.757    |
| SVM                                 | 0.611       | 0.600       | 0.606    | 0.864       | 0.711       | 0.793    |
| Naive Bayes                         | 0.722       | 0.333       | 0.545    | 0.841       | 0.605       | 0.732    |
| K-Near-Neighbours                   | 0.444       | 0.733       | 0.576    | 0.864       | 0.605       | 0.744    |
| AdaBoost-SAMME w/ Random Forest     | 0.678       | 0.533       | 0.612    | 0.814       | 0.745       | 0.782    |
| XGBoost                             | 0.611       | 0.467       | 0.545    | 0.750       | 0.684       | 0.720    |

TABLE 6: Cost-Sensitive Performance of SVM and AdaBoost for both datasets, in the week time window.

|                      | sensitivity | Specificity | Accuracy |
|----------------------|-------------|-------------|----------|
| 2018                 |             |             |          |
| AdaBoost             | 0.792       | 0.800       | 0.797    |
| SVM                  | 0.774       | 0.800       | 0.788    |
| 2021                 |             |             |          |
| AdaBoost             | 0.795       | 0.763       | 0.780    |
| SVM                  | 0.841       | 0.711       | 0.780    |

TABLE 7: Cross testing with datasets.

|                      | sensitivity | Specificity | Accuracy |
|----------------------|-------------|-------------|----------|
| Case A               |             |             |          |
| AdaBoost             | 0.684       | 0.750       | 0.720    |
| SVM                  | 0.711       | 0.750       | 0.732    |
| C-S-AB               | 0.711       | 0.682       | 0.695    |
| C-S-SVM              | 0.763       | 0.841       | 0.805    |
| Case B               |             |             |          |
| AdaBoost             | 0.642       | 0.692       | 0.669    |
| SVM                  | 0.736       | 0.692       | 0.712    |
| C-S-AB               | 0.679       | 0.738       | 0.712    |
| C-S-SVM              | 0.755       | 0.569       | 0.653    |

However, we can also see from the tables that the best two models have distinct behaviours, the AdaBoost model has a more balanced distribution of sensitivity and specificity in both datasets, while, the SVM models tends to favour the class with majority of samples in both datasets. For that reason, we also used Cost-Sensitive learning to evaluate if the class imbalance was affecting the model’s final performance. For this particular test, we only considered the weekly aggregation interval, since it shows better performance than the monthly aggregation approach. Grid search was used to find the best cost weight for each class in both datasets. Both SVM and AdaBoost were tested with cost-sensitive learning and with cost weight of 1.125 for the minority class of each dataset, namely Above Median in the 2018 dataset and Below Median in the 2021 dataset. As we can see in the Table 6, for the 2018 dataset the SVM model lost some of its accuracy, while the AdaBoost model increased its. The AdaBoost model increased its sensitivity by 4.1% and its specificity by 2.3%, leading to an increase of 3.2% in accuracy. On the other hand, The SVM model increased its sensitivity by 3.8%, but had a decrease in its specificity by 4.6%, which led to a less accurate model. However, this can still be a valid strategy, if the main purpose of the desired model is the correct detection of students that are above the median value. In the case of the 2021 dataset, both models lost some of their accuracy. However, only the AdaBoost model had a trade-off between the sensitivity and specificity metrics, while the SVM model lost accuracy in the majority class but did not gain any performance in the minority class. This shows that, in the particular case of AdaBoost, cost-sensitive learning can be used to improve the model performance. Furthermore, applying cost-sensitive learning shows better results in the case of the 2018 dataset. This could be due to the difference in the ratio of the classes being bigger when compared to the 2021 dataset.

Lastly, we also wanted to find out the answer to the question "can a model trained with one dataset be used to predict the performance of the other dataset?". This imbalanced and, as such we can use accuracy as metric to evaluate the models’ performance. We can see that the models which present the best performance in both tables are the SVM and the AdaBoost models. The AdaBoost model offers a performance improvement over the Random Forest model, with only a slight improvement in the 2018 dataset, but a bigger improvement in the 2021 dataset. Furthermore, in both cases, the SVM and AdaBoost models obtained an accuracy higher than 76%.
Figure 2: ROC curve graph for the best performing models, namely SVM, AdaBoost and XGBoost.

The question is particularly relevant due to the difference in students’ daily routines caused by the Covid-19 paradigm. For this particular test, once again we only considered the weekly aggregation approach and the models with the best performance, namely AdaBoost, SVM, Cost-Sensitive-AdaBoost (C-S-AB) and Cost-Sensitive-SVM(C-S-SVM). We considered two particular cases, namely: Case A, use the 2018 dataset (non-covid dataset) as training set and the 2021 dataset (covid dataset) as testing set; and Case B, use the 2021 dataset as the training set and the 2018 dataset as testing set.

The results for both cases can be seen in Table 7. We can see that case A provides models with better performance. In particular, C-S-SVM led to an accuracy of over 80%, which is higher than the one obtained when using LOOCV to train and test with only the 2018 dataset. This could be due to the fact that the 2018 dataset has more samples and, as such, is able to generate a more generic model. Another reason that possibly contributes to this difference in accuracy, is the changes in lifestyle of students, caused by the Covid-19 pandemic. Several aspects of the students’ daily routines were affected during this period, namely the confinement to their household, the decrease in exercise levels, changes in sleep patterns, and more. Because of that some variance between the trial subjects may have been lost and, as a result, the model trained with data from this period turned out to be less generic and representative of other periods. This may lead to its lower performance when evaluating samples prior to the 2021 dataset. However, in order to support these conclusions, tests with bigger datasets from both periods (outside and during Covid times) are needed.

4.2. Joined Dataset

In the previous section we saw, that training with one dataset and testing with the other one can lead to mixed results. The other aspect that we were interested in evaluating was if both datasets, although having been collected in two different periods, could be used to create a more generic model. In fact, by joining both datasets, we increase the number of samples and this may lead to better evaluating the proposed models. After joining the datasets, the final dataset became almost perfectly balanced. As such, in this section we do not test cost-sensitive learning. As stated before, the aim of this work is to create a model able to predict students’ performance, considering they are under the same conditions. However, even considering the same school subject, different editions (i.e., same school subject in different years) might be affected by changes in curriculum, teaching method, or even evaluation procedure. As such, class labelling was performed prior to joining the datasets, by computing each dataset grade median value separately and using them to label each dataset separately. As such, the class distribution is the sum of the students from each dataset in each class, presented in Table 3.

The results for the various models being tested, for the joined dataset, considering both time aggregation approaches can be seen in Table 8. As in the case of the previous tests, a grid search was performed in order to obtain the optimal parameters for each model. In Table 8 we can see that, similarly to what happened with the individual datasets, the models trained with the weekly aggregation approach outperform the ones trained with the monthly aggregation one. Once again, this might be because of the smaller sample size of the dataset with the monthly aggregation approach. However, as we stated previously, this seems to be only part of the reason, since even after doubling the sample size (by joining both datasets), most models see almost no performance increase, and some actually lose performance.
This supports our thesis that a month might be too big a time window, and some of the changes in students’ behaviour might be ignored due to that. However, a bigger dataset is needed to validate this hypothesis.

Considering the results obtained with the weekly aggregation, we can see that similarly, to what happened when working with the individual datasets, the models with the best performance are SVM, AdaBoost and XGBoost. The AdaBoost model is the one that offers a higher accuracy, reaching almost 80% of accuracy. We can also see the confusion matrix for the AdaBoost model in Figure 3, where it is apparent that this model is able to predict correctly the class of 160 samples from the dataset. Additionally, the SVM model and the XGBoost model have the same accuracy of 78.5%. However, XGBoost offers a higher specificity, that is it is able to detect the students that are below the median more accurately.

We can see the Receiver Operating Characteristic (ROC) curves of each model in Figure 2. Even though the AdaBoost model offers a higher accuracy, the XGBoost offers a AUC score of 0.856 score, against 0.846 of the AdaBoost model and 0.807 of the SVM model. This means that the XGBoost model is the model that is less prone to false positives. As such, the decision between one of these two models could depend on the particular use-case. That is, if we want to accurately determine both classes, XGBoost is the most suited model. However, if, for a particular case study, we wanted only to determine the students that are the best performers within a subject, AdaBoost would be the best model for that use case.

The performed tests show that the AdaBoost model, the XGBoost model or even the SVM model can be used to accurately predict which students will perform above the median and which students will perform under that threshold. Furthermore, the tests indicate that a model trained with the data from both datasets is able to obtain roughly the same performance as a model trained with each individual dataset. This also proves that is possible to create a model that is able to predict the performance of students with data collected in different periods, in this case before and during the Covid-19 pandemic.

**4.3. Median Classification Vote**

As seen above, using a weekly aggregation time window leads to better model performance when compared with a monthly aggregation time window. However, since both datasets were collected for one month each, when using the monthly window we obtain one classification per student. On the other hand, when using the weekly time window, each student has several classifications, that is one per each week of data. However, when considering the real-world context, each student only has one final classification. As such, in this section we propose a method to not only output a final classification per student, but, additionally, to improve the previous models’ performance. Below we present the tests for this method using the weekly aggregation time window, the joined dataset, and the three best performing models from last section.

Models to merge classification, have been widely covered in past literature [23]. However, this strategy is mostly used to combine the output of multiple models into one final classification at decision level. This strategy has several possible implementations, namely by computing the median value of the classifications, the majority vote, the product of probabilities, the average of probabilities, the minimum probability, or the maximum probability. Our approach differs from these strategies since it only uses one model to perform the classification of instances. Specifically, we propose an approach that combines all outputs of the model for the same student, to output a final classification per student.

The pipeline of the proposed mechanism can be seen in Figure 4. In the first part of the pipeline, each sample is processed as an independent entry for the model. After obtaining a prediction for each sample, the samples are...
Figure 4: Diagram of classification using proposed the median voting algorithm to obtain the final classification.

TABLE 9: Performance of Models after using the Median Voting Algorithm at decision level.

|                   | Weekly data aggregation | By Student       |
|-------------------|-------------------------|------------------|
|                   | sensitivity | specificity | accuracy | sensitivity | specificity | accuracy |
| SVM               | 0.866       | 0.738       | 0.800     | 0.903       | 0.667       | 0.787    |
| AdaBoost-SAMME w/ Random Forest | 0.938 | 0.874       | 0.905     | 0.903       | 0.833       | 0.869    |
| XGBoost           | 0.897       | 0.864       | 0.880     | 0.935       | 0.800       | 0.869    |

grouped by student and processed by the median voting algorithm. This algorithm then outputs a final classification, that is the same classification for every sample of the same student. The only requirement for this mechanism to work, is that each sample’s student identification must be carried on to the final classification step. Additionally, this mechanism will work with any number of samples per student, equal to or greater than 1.

The median voting algorithm can be seen in Algorithm 1. The algorithm requires as inputs the list of predictions of the model and the student identification for each prediction in the same order and with the same size. The algorithm then iterates over the list of predictions and replaces the value of each prediction with the median for the subset of predictions of that prediction’s student. When the student has the same number of classifications for each class (e.g., 2 predictions of above median and 2 predictions of below median), the above median class is taken, since we are employing the condition of greater or equal to 0.5. Furthermore, the final predictions should be allocated to a new array, so the median value does not change with every iteration. The algorithm then outputs the final predictions for each sample.

Although simple, this method can improve the previously discussed models’ performance. This is due to the fact that even good students (that would be classified as above median) can have bad weeks. A similar thing can happen in the opposite case, that is, a student that performed below median can have an above median week. However, that good week might not be enough to account for the other weeks that negatively affected the performance.

We tested this mechanism for the three models that presented better performance in the previous section, namely SVM, AdaBoost and XGBoost. The results of these models with the voting algorithm can be seen in Table 9. We can see that this pipeline effectively increases the performance of all models. In the specific case of XGBoost and AdaBoost, the accuracy increase is in excess of 10%. We can also see that the AdaBoost model is the one that offers the best performance, with an accuracy of 90.5%, followed by XGBoost with 88% accuracy. We can also see that the SVM model was the only one for which one of the evaluated metrics decreased. Specifically, SVM’s specificity decreased by 1%. Additionally, we can see that all models favour the above median class (i.e., the sensitivity is higher than the specificity). This is due to the use of the condition of greater or equal to 0.5, in Algorithm 1, in the case there is a
Algorithm 1 Median vote of classifications.

Require:
\( P \leftarrow \) Array of Predictions
\( S \leftarrow \) Array of Student identifiers for each prediction

Output: FinalPredictions

Ensure: \( \text{Size}(P) = \text{Size}(S) \)

\( P(s) \leftarrow \) subset of Predictions for student \( s \)

\( \text{FinalPredictions} \leftarrow \text{Copy}(P) \)

\( i \leftarrow 0 \)

while \( i < \text{Size}(P) \) do

\( s \leftarrow S[i] \)

\( p \leftarrow \text{Median}(P(s)) \)

if \( p \geq 0.5 \) then

\( \text{FinalPredictions}[i] \leftarrow 1 \)

else

\( \text{FinalPredictions}[i] \leftarrow 0 \)

end if

\( i \leftarrow i + 1 \)

end while

That means that every week the classification given to the student can be more accurate.

5. Conclusion

In this paper, we presented an approach to predict students’ academic performance, based both on automatically collected data using the ISABELA HITLCPS system, and on a questionnaire-based approach to collect emotional state data. The objective of the prediction was to classify the students as performing above median or below median.

Several prediction models were developed and studied, using datasets collected during two distinct one-month trials, involving 61 students and two different school subjects, executed in non-Covid (2018 dataset) and Covid (2021 dataset) periods, in Ecuador’s Escuela Politecnica Nacional. Extensive results point to the fact that SVM, AdaBoost, and XGBoost, are the best performing models for this classification problem. Furthermore, we evaluated the use of two different data aggregation time windows to predict student performance. The results show that the use of a weekly time window can have several advantages over the use of a monthly time window.

Although the datasets were acquired under significantly different situations, in addition to performing tests with the individual datasets we also performed tests using the joined dataset. Results show that the joined dataset create a more generalize model that is able to predict instances from both periods of time with 79% accuracy.

As a final study, we propose a pipeline that uses a median voting algorithm at decision level to further increase the model’s performance. The results show that this approach is able to increase the performance of selected models by more than 10%.

The obtained results are promising in what concerns the creation of a model that is able to predict students’ academic performance. Results also show that the created models are able to deal with changes in the context of learning (i.e., pandemic versus non-pandemic context). However, due to small size of the dataset we cannot draw general conclusions for a larger population. More data must be collected, for different school subjects and with more students, in order to evaluate the validity of these results. In our future work, we intend to perform more data acquisition trials, and further evaluate our proposed pipeline. Furthermore, the proposed classification method, based on the median value, offers a mechanism that should work for different regions of the world despite different classification methodologies. However, more tests should be done with datasets collected in different parts of the world to further support the results presented in this paper.
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6. appendix

TABLE 10: Grid search parameters for the K-Near-Neighbors model, with selected configurations highlighted for each dataset.

| algorithm | weights      | p | n_neighbors |
|-----------|--------------|---|-------------|
| 2018      | auto ball_tree | 1 | 1           |
| 2018      | auto kd_tree  | 2 | 2           |
| 2018      | auto brute    | 3 | 3           |
| 2021      | auto ball_tree| 1 | 1           |
| 2021      | auto kd_tree  | 4 | 4           |
| 2021      | auto brute    | 5 | 5           |
| Joined    | auto ball_tree| 6 | 6           |
| Joined    | auto kd_tree  | 7 | 7           |
| Joined    | auto brute    | 7 | 7           |

TABLE 11: Grid search parameters for the XGBoost model, with selected configurations highlighted for each dataset.

| booster  | n_estimators | learning_rate |
|----------|--------------|---------------|
| 2018     | gbtree       | 0.1           |
| 2018     | linear       | 0.5           |
| 2018     | dart         | 0.6           |
| 2018     | linear       | 0.6           |
| 2021     | gbtree       | 0.6           |
| 2021     | linear       | 0.6           |
| 2021     | dart         | 0.6           |
| Joined   | gbtree       | 0.6           |
| Joined   | linear       | 0.6           |
| Joined   | dart         | 0.6           |

TABLE 12: Grid search parameters for the SVM model, with selected components highlighted for each dataset.

| Kernel | C   | Gamma |
|--------|-----|-------|
| 2018   | poly | 1     |
| 2018   | linear | 10  |
| 2018   | sigmoid | 100 |
| 2018   | rbf  | 1000  |
| 2021   | poly | 1     |
| 2021   | linear | 10  |
| 2021   | sigmoid | 100 |
| 2021   | rbf  | 1000  |
| Joined | poly | 1     |
| Joined | linear | 10  |
| Joined | sigmoid | 100 |
| Joined | rbf  | 1000  |

TABLE 13: Grid search parameters for the Naive Bayes model, with selected components highlighted for each dataset.

| var_smoothing |
|---------------|
| 2018          |
| 1e-5          |
| 1e-6          |
| 1e-7          |
| 1e-8          |
| 1e-9          |
| 1e-10         |
| 1e-11         |
| 1e-12         |
| 1e-13         |

| var_smoothing |
|---------------|
| 2021          |
| 1e-5          |
| 1e-6          |
| 1e-7          |
| 1e-8          |
| 1e-9          |
| 1e-10         |
| 1e-11         |
| 1e-12         |
| 1e-13         |

| var_smoothing |
|---------------|
| Joined        |
| 1e-5          |
| 1e-6          |
| 1e-7          |
| 1e-8          |
| 1e-9          |
| 1e-10         |
| 1e-11         |
| 1e-12         |
| 1e-13         |
TABLE 14: Grid search parameters for the Random Forest model, with selected configurations highlighted for each dataset.

| bootstrap | n_estimators | max_features | max_depth | min_samples_leaf | min_samples_split |
|-----------|--------------|--------------|-----------|------------------|-------------------|
| 2018      | True         | 10           | log2      | 10               | 2                 |
|           | False        | 50           | sqrt      | 50               | 2                 |
|           |              | 100          | None      | None             | 4                 |
|           |              | 200          |           | None             | 10                |
| 2021      | True         | 10           | log2      | 10               | 2                 |
|           | False        | 50           | sqrt      | 50               | 2                 |
|           |              | 100          | None      | None             | 4                 |
|           |              | 200          |           | None             | 10                |
| Joined    | True         | 10           | log2      | 10               | 2                 |
|           | False        | 50           | sqrt      | 50               | 2                 |
|           |              | 100          | None      | None             | 4                 |
|           |              | 200          |           | None             | 10                |
TABLE 15: Grid search parameters for the Decision Tree model, with selected configurations highlighted for each dataset.

|         | criterion | max_depth | max_features | min_samples_leaf | min_samples_split |
|---------|-----------|-----------|--------------|------------------|-------------------|
| 2018    | gini      | 5         | 5            | 5                | 2                 |
|         | entropy   | 8         | 6            | 2                | 2                 |
|         |           | 10        | 7            | 4                | 5                 |
|         |           | 20        | 8            | 10               | 10                |
|         |           | 30        | 9            | 11               |                   |
|         |           | 40        | 10           | 12               |                   |
|         |           | 50        | 11           | 13               |                   |
|         |           | 60        | sqrt         | log2             |                   |
|         |           | 70        | None         | None             |                   |
|         |           | 80        | None         | None             |                   |
|         |           | 90        | None         | None             |                   |
|         |           | 100       | None         | None             |                   |
| 2021    | gini      | 5         | 5            | 2                | 2                 |
|         | entropy   | 8         | 6            | 2                | 5                 |
|         |           | 10        | 7            | 4                | 10                |
|         |           | 20        | 8            | 1               |                   |
|         |           | 30        | 9            | 2                |                   |
|         |           | 40        | 10           | 5                |                   |
|         |           | 50        | 11           | 4                |                   |
|         |           | 60        | 12           | 10               |                   |
|         |           | 70        | 13           | 10               |                   |
|         |           | 80        | sqrt         | log2             |                   |
|         |           | 90        | None         | None             |                   |
|         |           | 100       | None         | None             |                   |
| Joined  | gini      | 5         | 5            | 1                | 2                 |
|         | entropy   | 8         | 6            | 2                | 5                 |
|         |           | 10        | 7            | 4                | 10                |
|         |           | 20        | 8            |                 |                   |
|         |           | 30        | 9            |                 |                   |
|         |           | 40        | 10           |                 |                   |
|         |           | 50        | 11           |                 |                   |
|         |           | 60        | 12           |                 |                   |
|         |           | 70        | 13           |                 |                   |
|         |           | 80        | sqrt         | log2             |                   |
|         |           | 90        | None         | None             |                   |
|         |           | 100       | None         | None             |                   |