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ABSTRACT

Geometric deep learning can find representations that are optimal for a given task and therefore improve the performance over pre-defined representations. While current work has mainly focused on point representations, meshes also contain connectivity information and are therefore a more comprehensive characterization of the underlying anatomical surface. In this work, we evaluate four recent geometric deep learning approaches that operate on mesh representations. These approaches can be grouped into template-free and template-based approaches, where the template-based methods need a more elaborate pre-processing step with the definition of a common reference template and correspondences. We compare the different networks for the prediction of Alzheimer’s disease based on the meshes of the hippocampus. Our results show advantages for template-based methods in terms of accuracy, number of learnable parameters, and training speed. While the template creation may be limiting for some applications, neuroimaging has a long history of building templates with automated tools readily available. Overall, working with meshes is more involved than working with simplistic point clouds, but they also offer new avenues for designing geometric deep learning architectures.

1. INTRODUCTION

Deep neural networks are offering new possibilities for shape analysis on medical data. They can learn a shape representation that is optimal for the given task, instead of relying on pre-defined shape representations [1], and they scale to large datasets, enabling the identification of shape variations in wide populations. The most common deep neural network for shape analysis is the PointNet [2], which takes point clouds as input. Recent results demonstrated that the PointNet can outperform traditional shape representations for disease prediction [3].

However, despite their simplicity, point cloud representations can be limited for capturing subtle shape changes or ambiguities. Hence, mesh representations have become more popular because they provide an efficient, non-uniform representation of a shape. In contrast to point clouds, meshes have connectivity information, which establishes a more comprehensive representation of the underlying anatomical surface of the organ. Moreover, meshes can flexibly adapt to the complexity of the geometry. Salient shape features that may be geometrically intricate can be captured by increasing the resolution, while large and simple regions can be represented by a small number of vertices and edges. Based on these advantages of meshes in comparison to point clouds, a number of deep neural networks have been proposed in computer vision for learning on meshes [4, 5, 6, 7].

In this article, we want to study whether mesh representations also offer advantages over point clouds for disease prediction. In particular, we consider the template-based methods CoMA [4] and SpiralNet++ [5], and the template-free methods MeshCNN [6] and MeshNet [7]. To the best of our knowledge, this is the first application of these four methods on medical data. The template-based methods require a reference shape that shares the same structure with all the samples in the dataset, which is not required for the template-free approaches. We evaluate the different mesh-based models for the prediction of Alzheimer’s disease and compare to the prediction based on point clouds. We also study the effect that having a fixed topology and reference template has on the performance of this task. Our source code will be available after acceptance.
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Convolutional Mesh Encoder

As first model, we built on the Convolutional Mesh Autocoder (CoMA) [4]. Even though this architecture was originally proposed for generative tasks, we will use the encoder path of their architecture (we will refer to this modified version as Convolutional Mesh Encoder or CoME) and add a multi-layer-perceptron (MLP) to transform the latent features into classification labels. In order to overcome the issue of defining a local neighborhood, CoME deploys fast spectral convolutions [15], which operate in the frequency domain. Fast spectral convolutions use Chebyshev polynomials [16] for parametrizing the convolutional filters to reduce the operation’s complexity.

SpiralNet++
Gong et al. [5] proposed SpiralNet++ that has a novel message passing approach to deal with irregular representations, such as meshes. In contrast to CoME, SpiralNet++ stays in the spatial domain, where it defines spiral sequences within the vertex neighborhood. These are pre-computed only once in the template and applied to the rest of the dataset. The spiral convolutional operator is defined by concatenating the features of the vertices within the spiral sequence, and passing them through a MLP.

2.2. Template-free methods

Despite the advantages of template based models, defining a common topology for the whole dataset can become cumbersome in certain instances. Non-template based models do not require a reference shape that shares the structure with all the other samples. In this section, we introduce two approaches that explore other characteristics of mesh representations without having to define a fixed topology.

MeshCNN
MeshCNN [6] operates directly on the mesh edges, \( E \), by defining a set of the features associated to them. Edge features provide non-uniform, geodesic neighborhood information and a consistent number of neighbors. In the interest of solving order ambiguity, the input descriptors of each edge are designed such that they only contain relative geometric features, and aggregated in pairs applying simple symmetric operations (e.g. addition). The convolution operation is computed by using invariant kernels and those edges with less relative influence (smallest magnitude of edge features) are collapsed during the pooling step.

MeshNet
MeshNet [7] is a face-based approach. The main idea is to consider the faces of the mesh as the main feature unit, which provides advantages over the other methods in terms of regularity of the neighborhood and ordering invariance. MeshNet defines two types of features: spatial and structural. Spatial features are computed by passing the coordinates of the face’s center through a shared MLP. Structural features focus on obtaining ‘inner’ and ‘outer’ information from the face. Inner information is obtained by an operation defined as face rotate convolution. The ‘outer’ information of the face’s structure is obtained by face kernel correlation. The mesh convolution is conducted by combination and aggrega-
tion operations. The combination operation concatenates the outputs from spatial and structural descriptors and passes them through a shared MLP. In the aggregation block, the structural features from the target face and its neighbors are collected and concatenated. An additional shared MLP is applied to each concatenated vector. Then, the outputs of the shared MLP are aggregated by max pooling. After the aggregation operation for each face, a shared MLP is applied and provides the final output of the mesh convolution.

3. EXPERIMENTS

We evaluate the performance of the methods in distinguishing healthy controls (HC) from patients diagnosed with Alzheimer’s diseases (AD).

Data For all our experiments, we use the shape of the left hippocampus, given its importance in AD pathology [17]. To obtain the hippocampi point clouds, we segment image data from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) database (adni.loni.usc.edu) [18] using FIRST [19] from the Functional Magnetic Resonance Imaging of the Brain, Software Library FSL, which also provides the meshes for the segmented samples. FIRST segments the subcortical structures by registering them to a reference template, creating voxel-wise correspondences (and therefore, also vertex-wise) between the template and every sample in the dataset. This is particularly useful for template-based methods like CoME or SpiralNet++, since it forces the topology of all the samples to be the same and provides us with a template shape. The dataset of 282 AD patients and 282 healthy controls was divided into training and testing sets (50/50 split).

Results In Table 1, we present the accuracy, precision and recall of each method for AD classification, as well as the number of trainable parameters. We compare the methods to PointNet [2], since it is the state-of-the-art for shape-based AD classification on the ADNI dataset [3]. The training time per epoch for the methods is about 2 minutes for MeshCNN, 5 seconds for MeshNet, 3 seconds for CoME, 0.1 seconds for SpiralNet++, and 1 second for PointNet.

We observe that the template-based methods have a better performance than the template-free methods and PointNet. Moreover, the pre-registration with a template, make SpiralNet++ and CoME much more efficient in terms of complexity. Their pre-definition of the neighborhood on the template, allows these techniques to define convolutional operations very similar to regular CNN. Therefore, they do not require a fully-connected layers. We also observe such phenomena when we compare MeshCNN against MeshNet, where the former, while having more learnable parameters than the template-based techniques due to the depth of the filters, require a much smaller number of parameters than the latter. SpiralNet++ has the overall highest accuracy and slightly outperforms CoME. MeshNet has a similar accuracy than PointNet and both of them outperform MeshCNN. Overall, template-based methods have the highest accuracy, lowest number of parameters, and the fastest training time. PointNet, which also does not use a template, has a similar accuracy to the template-free MeshNet.

We would also like to emphasize that, while MeshCNN reports the lowest performance for this task, its pooling operation allows us to visualize which areas of the shape are more and less relevant to drive a decision. In Figure 1, we show the evolution throughout the network for AD and HC hippocampi. We can observe that the edges on the medial part of the body in the subiculum area, the lateral part of the body in the CA1 area and the inferior part of the hippocampus head in the subiculum area are assigned higher weights, which is consistent with prior results on AD related changes [17].

4. CONCLUSION

In this work, we have compared four state-of-the-art methods for mesh-based analysis of anatomical shapes. Most of the mesh-based methods need a much smaller number of learnable parameters than the point-based PointNet. In particular, the template-based CoME and SpiralNet++ have much fewer parameters. This is mainly due to the definition of convolution layers on meshes, which are more compact than fully connected layers. The template-based methods also have the highest accuracy and the fastest training time. However, template-based methods need a more elaborate pre-processing stage with the definition of a template and the computation of correspondences. Nevertheless, medical imaging and in particular neuroimaging has a long history in the creation of templates and the variation in the population is commonly not as dramatic as in computer vision applications, so that the restrictions of template-based methods do not weigh too heavily. The field of geometric deep learning is rapidly evolving so that future mesh-based networks may further push current performance boundaries.
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