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ABSTRACT

The combination of a deep neural network (DNN) -based speech enhancement (SE) front-end and an automatic speech recognition (ASR) back-end is a widely used approach to implement overlapping speech recognition. However, the SE front-end generates processing artifacts that can degrade the ASR performance. We previously found that such performance degradation can occur even under fully overlapping conditions, depending on the signal-to-interference ratio (SIR) and signal-to-noise ratio (SNR). To mitigate the degradation, we introduced a rule-based method to switch the ASR input between the enhanced and observed signals, which showed promising results. However, the rule’s optimality was unclear because it was heuristically designed and based only on SIR and SNR values. In this work, we propose a DNN-based switching method that directly estimates whether ASR will perform better on the enhanced or observed signals. We also introduce soft-switching that computes a weighted sum of the enhanced and observed signals for ASR input, with weights given by the switching model’s output posteriors. The proposed learning-based switching showed performance comparable to that of rule-based oracle switching. The soft-switching further improved the ASR performance and achieved a relative character error rate reduction of up to 23% as compared with the conventional method.

Index Terms—input switching, speech extraction, speech separation, noise-robust speech recognition, SpeakerBeam

1. INTRODUCTION

Recently, the performance of automatic speech recognition (ASR) has greatly improved, enabling it to handle more severe recording conditions including overlapping speech (speech noise) [1] and/or background noise (non-speech noise) [2].

To cope with such conditions, various speech enhancement (SE) technologies [3,5] have been investigated as front-ends for ASR. In particular, speech separation [6,8] and speech extraction [9,10] have been widely investigated to handle overlapping speech. These techniques have led to substantial improvement in overlapping speech recognition by successfully dealing with interfering speech, even in a single-channel setup.

Despite the potential of single-channel SE technologies, DNN-based SE has a known tendency to generate "processing artifacts" due to non-linear transformations, which are known to be detrimental to ASR [11]. For example, removal of the background noise in non-overlapping speech regions (i.e., regions with no interfering speakers) can improve enhancement metrics such as the signal-to-distortion ratio (SDR), but it often degrades the ASR performance [12,14]. This may be because an ASR back-end trained on multi-condition noisy data is less sensitive to noise than to processing artifacts. Consequently, it is a common practice to apply single-channel SE always for overlapping speech but not for non-overlapping speech regions [15].

However, we found in our previous work that SE degrades ASR even for overlapping speech regions, depending on SIR and SNR in the observed mixture [16]. From this observation, we proposed switching the ASR input between the observed and enhanced signals so as to selectively use SE only if it benefits ASR. Through a proof-of-concept investigation, we introduced a simple rule-based switching method based on estimated SIR and SNR values.

Although the previous method improved the overall ASR performance for overlapping speech, it was certainly not optimal because the switching was implemented by a heuristic rule based only on SIR and SNR values. In fact, as will be shown later, our detailed analysis reveals that under certain SIR and SNR conditions, SE sometimes improves ASR but sometimes does not (see Fig.2). In other words, consideration of only the SIR and SNR values is insufficient to estimate whether SE will benefit ASR. Accordingly, the upper-bound performance of rule-based switching is limited, even with perfect SIR and SNR estimation. In addition, this switching can only be done in a hard-manner because it is based on thresholding.

In this work, we propose a learning-based switching method that directly estimates whether ASR will perform better on an enhanced speech or observed mixture. Specifically, to train the DNN-based switching model, we generate training targets from overlapping speech recordings by comparing the ASR performance on the original observed mixture and the enhanced speech. The proposed learning-based switching achieves ASR performance comparable to that of rule-based switching with oracle SIR and SNR values.

In addition, we investigate soft-switching using the continuous output of the switching model. Because the switching model classifies whether enhancement will improve ASR, its output values can be interpreted as the posterior probabilities of each event, which include information about the uncertainty of the decision. To incorporate this uncertainty and increase the switching robustness, the soft-switching computes a weighted sum of the enhanced speech and observed mixture with weights given by the posteriors, to generate the ASR input. A similar formalization was also introduced for selective use of observed mixtures in non-overlapping regions in [15]. In our results, soft-switching further improves the ASR performance and achieves up to 23% relative reduction in the character error rate (CER) as compared with the conventional rule-based method.

2. RELATED WORKS

To deal with ASR performance degradation due to processing artifacts, a method called VoiceFilter-Lite with selective use of observed mixtures instead of enhanced speech was proposed [15]. A major difference between their work and ours is that they improved the ASR performance on non-overlapping regions by scaling down the enhanced speech for those regions according to posteriors esti-
3. CONVENTIONAL SWITCHING METHOD

In this section, we first describe the speech recognition pipeline for this study, which aims to recognize a target speaker’s speech in an observed mixture. The pipeline includes a target-speech extraction module as a front-end and an ASR module as a back-end. Then, we describe the conventional rule-based switching mechanism for overlapping speech.

3.1. Target Speech Recognition Pipeline

In this work, we assume that the observed mixture signal \( y \in \mathbb{R}^T \) is captured by a single microphone as \( Y = S + I + N \) where \( S \in \mathbb{R}^T \), \( I \in \mathbb{R}^T \), and \( N \in \mathbb{R}^T \) denote the target signal, signal from interfering speakers, and background noise, respectively, and \( T \) denotes the number of waveform samples.

The target speech waveform front-end extracts only the target signal \( S \) from the observed mixture \( Y \) \cite{10}. To indicate which speaker to extract, it is assumed that auxiliary information about the target speaker is available. Typically, pre-recorded enrollment speech of the target speaker is used as the auxiliary information, denoted as \( C^S \in \mathbb{R}^{T_s} \), where \( T_s \) is the number of samples of this information. Given \( C^S \), the target signal \( \hat{S} \in \mathbb{R}^T \) is estimated from the observed mixture as:

\[
\hat{S} = \text{SE}(Y, C^S)
\]  

where \( \text{SE}(\cdot) \) denotes the speech extraction module. For ASR of the target speech, the extracted signal \( \hat{S} \) is used as the ASR input as:

\[
\hat{W}_S = \text{ASR}(\hat{S}),
\]

where \( \hat{W}_S \) denotes the estimated transcription of the target speech, and \( \text{ASR}(\cdot) \) denotes the ASR module.

3.2. Rule-Based Switching with SIR and SNR Estimation

Although speech extraction is an effective way to implement overlapping speech recognition, our preceding work showed that the ASR performance on observed mixtures sometimes exceeds that on enhanced speech, even under fully overlapping conditions \cite{15}. From the observation that SIR and SNR are important cues for determining whether enhancement will improve or harm ASR, we introduced a rule-based switching method based on the estimated SIR and SNR. The ASR input \( S \in \mathbb{R}^T \) is selected according to the following rule:

\[
\hat{S} = \begin{cases} 
Y & (\text{SIR} - \text{SNR} \geq \lambda) \\
S & (\text{otherwise})
\end{cases}
\]

\[
\text{SIR} := 10 \log_{10} \frac{||S||^2}{||I||^2}, \quad \text{SNR} := 10 \log_{10} \frac{||S||^2}{||N||^2}
\]

\[
(3)
\]

\[
(4)
\]

where \( \text{SIR} \) and \( \text{SNR} \) denote the estimated SIR and SNR, respectively, of the observed mixture; \( \lambda \) is a threshold parameter determined on the development set; \( ||\cdot|| \) denotes the \( L^2 \) norm and \( I \in \mathbb{R}^T \) and \( N \in \mathbb{R}^T \) denote the estimated interfering speech and estimated non-speech noise, respectively. This rule reflects the observation that an observed mixture \( Y \) tends to be better for ASR than the enhanced speech \( \hat{S} \) under high SIR and low SNR conditions.

In Eq. (2), \( ||I||^2 \) and \( ||N||^2 \) are required to estimate the SIR and SNR. In the preceding work, target speech extraction was also applied for the interfering speaker by using the interfering speaker’s enrollment speech \( C^I \), via \( I = \text{SE}(Y, C^I) \). Because the extra information \( C^I \) is unavailable in some applications, the practicality of this switching is limited. For noise, we first detected regions where both the target and interfering speakers were inactive using a voice activity detection (VAD) model. Then, we calculated the average \( ||N||^2 \) over the region of speaker inactivity, instead of directly calculating \( ||N||^2 \), assuming that the noise signal power was sufficiently stable during a speech segment.

4. PROPOSED METHOD

4.1. Learning Based Switching

The conventional rule-based switching described above showed promising results for overlapping speech recognition \cite{16}. However, the rule’s optimality was unclear because it was heuristically designed and only based on SIR and SNR values.

To cope with these limitations, we propose a data-driven switching method that directly learns whether SE improves ASR or not, without explicitly estimating the SNR and SIR. Fig. 1(a) shows a conceptual diagram of the proposed method. The switching model \( \text{SW}(\cdot) \) performs binary classification to estimate the posterior probabilities, \( \hat{p} = [\hat{p}_0, \hat{p}_1] \in \{\hat{p}_0, \hat{p}_1 : \hat{p}_0 \geq 0, \hat{p}_1 \geq 0, \hat{p}_0 + \hat{p}_1 = 1\} \), of whether ASR will perform better on the observed mixture (\( \hat{p}_0 \)) or the enhanced speech (\( \hat{p}_1 \)). Given the enhanced speech and observed mixture signals, the posterior probabilities are estimated as follows:

\[
\hat{p} = \text{SW}(Y, \hat{S}; \theta_{\text{SW}})
\]

\[
(5)
\]

where \( \theta_{\text{SW}} \) denotes the learnable parameters of the DNN layers in the switching model. From the output posteriors \( \hat{p} \), the ASR input \( S \) is determined as follows:

\[
\hat{S} = \begin{cases} 
Y & (\hat{p}_0 > \hat{p}_1) \\
S & (\text{otherwise})
\end{cases}
\]

\[
(6)
\]

To train the switching model, we prepare a binary classification target \( p = [p_0, p_1] \in \{0, 1\} \) for each instance of overlapping speech in the training dataset by measuring whether enhancement
improves or degrades the ASR performance, as follows:

\[ p = \begin{cases} [1, 0] & (d(W, \hat{W}_Y) < d(W, \hat{W}_S)) \\ [0, 1] & (\text{otherwise}) \end{cases} \]  

(7)

where \( W \) denotes the correct transcription, \( \hat{W}_Y = \text{ASR}(Y) \) denotes the transcription generated by recognizing the observed mixture, and \( d(\cdot) \) denotes the edit distance between transcriptions. In this work, we adopt the CER as the distance measure. The model parameters \( \hat{\theta}_W \) are optimized by minimizing binary cross-entropy loss between the output posterior probabilities \( \hat{p} \) and the ground truth labels \( p \).

Because the proposed switching method only requires paired data of observed mixtures, their transcriptions and enrollment speech \( (Y, W, C^3) \), and pretrained \( \text{ASR}(\cdot) \) and \( \text{SE}(\cdot) \) modules for its training, it can potentially be optimized for real recordings in which paired clean sources and mixture recordings are unavailable and retraining of the SE module is thus difficult. Retraining of the switching model on such real recordings could mitigate the ASR performance degradation and enable effective application of SE to unseen real data.

### 4.2. Soft Switching

Unlike the conventional method, which deterministically switches between the enhanced speech and observed mixture by thresholding [16], the proposed learning-based switching can generate the ASR input by using the soft output posterior probabilities \( \hat{p} \). This can improve the switching robustness because it can incorporate the uncertainty in classification. The soft-switching model is trained by the same procedure as hard-switching. For decoding, the ASR input is generated as a weighted sum of the enhanced speech and observed mixture signals, with the weights given by \( \hat{p} \) as follows:

\[ \hat{S} = \hat{p}_0 Y + (1 - \hat{p}_0) \hat{S}. \]  

(8)

### 5. EXPERIMENTS

#### 5.1. Systems for Evaluation

For experimental validation, we evaluated the ASR performance obtained by the conventional [16] and proposed switching methods as well as that on the enhanced speech and observed mixture, under various SIR and SNR conditions.

We also evaluated the performance achieved with three different oracle conditions: (i) oracle rule-based switching with perfect SIR and SNR estimation, (ii) oracle hard-switching, and (iii) oracle soft-switching. The oracle hard-switching was obtained by choosing the signal with better ASR performance between the enhanced speech and observed mixture for each utterance. The oracle soft-switching was obtained by determining the best soft-switching weight for each utterance. The best soft weight for \( \hat{p}_0 \) in Eq. (8) was searched within the range of 0.0 to 1.0 in increments of 0.1.

To show the potential of estimating the soft switching weight for each utterance, we also evaluated the performance of soft-switching with a common weight that performed the best on average over all conditions. The best common switching weight \( \hat{p}_0 \) was searched within 0.0 to 1.0 in increments of 0.1 and determined as 0.9.

#### 5.2. Dataset

All the training and evaluation were performed on simulated mixtures generated from speech recordings from the Corpus of Spontaneous Japanese (CSJ) [18] and noise recordings from the CHiME-4 corpus [19], sampled at 16 kHz. Table 1 summarizes the data generation setup. Datasets (a), (b), and (c) in Table 1 were identical to datasets in our preceding work. The switching model was evaluated on dataset (c), given the SE model trained on (a) and the ASR model trained on (b).

In this work, we also prepared dataset (d) to train the learning-based switching model. To train the switching model, we required an SE model to generate the input enhanced speech and an ASR model to generate the target labels. For the ASR model, we used the same model as for evaluation, which was trained on dataset (b). On the other hand, we used an SE model trained on a different dataset than (a), which we denote as dataset (e). The entire training data was divided to create datasets (d) for training the switching model and (e) for training the SE model, so as to train the switching model to be aware of the SE model’s behaviors on unseen data.

Fig. 2 shows the label distribution for (c) evaluation dataset at various SIR and SNR. Within certain SIR and SNR conditions (e.g. \( \text{SIR}, \text{SNR} = (10, 0) \)), SE improves ASR for some utterances but does not for others. Thus, it is impossible to correctly judge whether to apply SE module, based only on SIR and SNR. To train the switching model, we omitted utterances from dataset (d) that had the same CER for the simulated mixture and enhanced speech. Accordingly, the actual numbers of utterances used for training and validation were 39,796 and 3,935, respectively. We conducted experiments on almost fully overlapping dataset; the overlapping ratio of the evaluation dataset (c) was about 94 % on average.

#### 5.3. System Configuration and Training Procedure

Switching: Fig. [1]b shows the architecture of the switching model. From the input audio signals, 256-dimensional log mel-filterbank energies were extracted on windows with a 256-sample width and

| dataset | mixture type | SIR [dB] | SNR [dB] | #speakers (train set / dev set) | #mixtures or utterances (train set / dev set) |
|---------|--------------|---------|----------|---------------------------------|-----------------------------------------------|
| (a)     | training data for SE | 2 speakers and noise | -5 - 5 | 777 / 49 | 50,000 / 5,000 |
| (b)     | training data for ASR | 1 speaker and noise | 0 - 20 | 1,367 / 29 | 403,072 / 4,000 |
| (c)     | training data for switching | 2 speakers and noise | 0, 10, 20 | 30 | 4,000 |
| (d)     | training data for switching | 2 speakers and noise | -2 - 22 | 262 / 17 | 50,000 / 5,000 |
| (e)     | training data for SE (for switching training) | 2 speakers and noise | -5 - 5 | 574 / 32 | 50,000 / 5,000 |

Fig. 2. Distribution of whether the enhanced speech or observed mixture was better for ASR, under each of the SIR and SNR conditions. The percentage on each bar indicates the ratio of utterances in which the enhanced speech or observed mixture performed better.

![Table 1. Data generation setup.](image-url)
Table 2. CER [%] results for the observed mixture, enhanced speech, and speech selected by the conventional rule-based and proposed learning-based switching. Results are also listed for three types of oracles and for the best common soft weight $p_0 = 0.9$.

| SIR SNR | 0  | 10 | 20 | 0  | 10 | 20 | avg. |
|---------|----|----|----|----|----|----|------|
| (1) observed mixture | 83.9 | 80.6 | 80.7 | 20.4 | 13.8 | 16.5 | 14.8 | 6.0 | 5.3 | 35.8 |
| (2) enhanced speech | 31.2 | 10.9 | 8.4 | 24.9 | 7.8 | 5.8 | 23.2 | 8.9 | 6.3 | 14.1 |
| (3) soft switching with best common weight $p_0 = .9$ | 29.1 | 13.3 | 12.2 | 20.4 | 7.5 | 6.0 | 16.9 | 6.2 | 4.9 | 12.9 |
| (4) oracle rule-based switching | 31.2 | 10.9 | 8.4 | 20.4 | 7.8 | 5.8 | 14.8 | 6.0 | 5.3 | 12.3 |
| (5) oracle hard-switching | 30.9 | 10.8 | 8.3 | 17.4 | 6.4 | 4.9 | 13.6 | 5.1 | 4.2 | 11.3 |
| (6) oracle soft-switching | 24.1 | 9.4 | 7.6 | 12.8 | 5.3 | 4.4 | 10.3 | 4.6 | 4.0 | 9.2 |
| (7) rule-based switching (conventional) | 31.2 | 10.9 | 8.4 | 21.1 | 7.8 | 5.8 | 17.0 | 7.3 | 6.1 | 12.8 |
| (8) learnable switching (proposed) | 31.7 | 10.9 | 8.5 | 20.3 | 7.5 | 5.6 | 16.0 | 6.3 | 4.8 | 12.4 |
| (9) + soft-switching (relative CER reduction from [16]) | 30.4 | 10.9 | 8.5 | 16.5 | 6.9 | 5.5 | 13.2 | 5.7 | 4.7 | 11.4 |

a 128-sample frame shift. The features extracted for the enhanced speech and observed mixture were concatenated to make a 512-dimensional time series. The features were then processed by a three-layer bidirectional long short-term memory (BLSTM) network with 128 cells, followed by a time-pooling layer and two fully connected layers with 128 cells, rectified linear unit (ReLU) activation after the hidden layer, and softmax activation after the output layer. We adopted attention pooling [20] for the time-pooling function. For the conventional switching, we adopted the same threshold value of $\lambda = 10$ in Eq. (3) as in our previous work [16], because the evaluation setup of this work was identical.

For optimization, we adopted the Adam optimizer [21]. The initial learning rate was set as 1e-4 and was halved if the loss on the development set did not decrease for 5 epochs. The models were trained for 50 epochs, and the best-performing model based on a development set was chosen for evaluation.

SE front-end: We adopted a time-domain SpeakerBeam structure [22,23] as the SE front-end module in Eq. (1). Further details on the SE front-end are described in [16].

ASR back-end: We trained a transformer-based encoder-decoder ASR model with a connectionist temporal classification objective [24] for the ASR back-end in Eq. (2), according to the CSJ recipe of the ESPNet toolkit [25]. The ASR system was trained on a set of unprocessed, noisy, reverberant, single-speaker utterances. Further details on the ASR back-end are also described in [16].

5.4. Results and Discussion

Table 2 lists the CER results for (1) the observed mixture, (2) the enhanced speech, and speech selected by (7) the conventional and (8-9) proposed switching methods. Results for (4-6) the three types of oracles and (3) the soft-switching performance obtained by the best common switching weight $p_0 = 0.9$ are also listed.

First, let us compare oracles (4) and (5) to confirm the limit of rule-based switching. As seen in the table, there is a substantial gap in the upper-bound performance of the (4) rule-based switching and (5) learning-based hard-switching, especially under medium-to-high SIR conditions. This indicates that the rule-based method depending only on the SIR and SNR limited the performance of the switching. This is most likely because the issue of whether enhancement improves or harms ASR cannot be uniquely determined for each SIR and SNR condition as revealed in Fig. 2.

Second, we compare (8) the proposed method with baseline systems to show the effectiveness of the learning based approach. Compared with (7) the conventional rule-based switching, (8) the proposed learning based method improved the CER by 0.4 % point on average. Moreover, (8) our proposed method shows comparable performance to (4) the upper-bound of the conventional rule-based switching and even outperforms it under several conditions. This result indicates that the learning-based approach successfully incorporates discriminative information other than the SIR and SNR. Besides the CER improvement, we also evaluated how well the models can classify whether speech enhancement should be used. The classification accuracy of (8) the proposed method was 83.0 %, which is higher than the 80.4 % accuracy achieved by (7) the conventional method. As there is still a gap between the CERS achieved by (7) the proposed method and (5) the upper-bound of the hard-switching, classification improvement could further reduce the CER.

Finally, looking at (9), we can see that the proposed soft-switching achieved the best ASR performance, close to that of (5) the oracle hard-switching. The average CER was improved by 1.4 % point from (7) the conventional switching method and by 2.7 % point from (2) the conventional practice of always using speech enhancement for overlapping speech. Given the significant performance gap between (6) the oracle soft-switching and (3) soft-switching with the best common switching weight, we assume that the oracle soft weight varies for each utterance. In contrast to the proposed soft-switching using the posterior probability of a classifier trained on hard labels, direct learning of soft-switching by using the oracle soft weight could further improve the ASR performance to be closer to that of (6) the oracle soft-switching.

6. CONCLUSION

In this work, we proposed learning-based switching between enhanced speech and observed mixtures for overlapping speech recognition. Our method improved the ASR performance to be comparable to that of conventional rule-based switching even with oracle SIR and SNR estimation. We also proposed soft-switching using the posterior probability of the switching model, which achieved up to 23 % CER reduction relative to conventional switching. We expect that optimization of the soft weight according to the ASR performance could further improve the performance of soft-switching.

Because the proposed switching does not require paired clean sources and mixtures for training, it can also be optimized for real data. In our future works, we plan to apply the switching to more realistic data, including real-recorded mixtures as well as partially overlapping recordings.

1This corresponds to performing "observation adding" (i.e., adding a scaled version of the observed mixture to the enhanced speech), which is a simple technique practically used to mitigate auditory distortion.
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