Abstract: Remote video imagery is widely used for shoreline detection, which plays a fundamental role in geomorphological studies and in risk assessment, but, up to now, few measurements of accuracy have been undertaken. In this paper, the comparison of video-based and GPS-derived shoreline measurements was performed on a sandy micro-tidal beach located in Italy (central Tyrrenian Sea). The GPS survey was performed using a single frequency, code, and carrier phase receiver as a rover. Raw measurements have been post-processed by using a carrier-based positioning algorithm. The comparison between video camera and DGPS coastline has been carried out on the whole beach, measuring the error as the deviation from the DGPS line computed along the normal to the DGPS itself. The deviations between the two dataset were examined in order to establish possible spatial dependence on video camera point of view and on beach slope in the intertidal zone. The results revealed that, generally, the error increased with the distance from the acquisition system and with the wash up length (inversely proportional to the beach slope).
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1. Introduction

Coastal areas are highly dynamic environments that provide important benefits, but are also subject to a variety of natural hazards such as beach erosion, tsunamis [1,2], and floods [3]. For coastal zone monitoring and coastal risk assessment [4], shoreline detection is a fundamental work. The shoreline is the line where land meets the sea, and due to the dynamic nature of the sea, sometimes it is difficult to determine a precise line that can be called the “shoreline”. As reported by Boak and Turner [5], a functional definition of the “shoreline”, which has to consider the shoreline in both a temporal and spatial sense, is required.

Many authors highlighted the existence of different methodologies for coastal monitoring [6–9], not only limited to shoreline detection, based on direct and remote acquisition systems.

Direct shoreline surveys are normally carried out using the GPS technique by post-processing or real-time methods [10]. The main limitation of this method is the huge time required for covering large stretches of the coastline and the difficulties inherent in doing ad hoc timely post-storm measurements.

Remote shoreline observations can be distinguished in remote sensing [11–13], UAV (Unmanned Aerial Vehicles) [14], and video monitoring [15,16], which were first introduced by Aarninkhof [17] and Turner et al. [18]. These remote observations have been also extensively used to validate wind...
and wave numerical models [19–23] and to outline the environmental big picture in marine spatial planning applications [24–26].

In addition to using UAVs in beach survey [27,28], video monitoring can provide a remotely-sensed measurement, fixed at a secure location (e.g., a tower or high-point), with the capability of acquiring imagery at a frequency ranging from fractions of seconds to hours. The technology is relatively low-cost, but the main issue is the processing method, especially the image rectification process, considering that the imagery is strongly oblique and relies on a number of GCPs (Ground Control Points) for finding the best geometry solutions. This technique has been successfully applied for both shoreline monitoring [29,30], rip current measurement [14] and morphodynamics classification of sandy beach [31,32].

Several techniques are proposed to extract shoreline from images, based on discriminating sea from sand. Plant and Holman [33] used a method initially developed for gray-scale cameras, called Shoreline Intensity Maximum (SLIM), which defines the shoreline as the cross-shore position at which wave breaking is maximized and consequently corresponds to a maximum in pixel intensity. With the adoption of color cameras, spectral information could also be used to identify the shoreline, making use of the water property to absorb the Red signal (R) and the sand property to absorb the Green (G) and blue signal [34,35]. Following Almar et al. [36], we identify beach pixels as channel values with a high R/G ratio, whereas water pixels as high G channel values. The shoreline represents the transition zone between the two peaks. In order to smooth out high-frequency signals that are caused by disturbances like foam, we used time-exposure images [17,18].

In this paper, we performed shoreline detection by means of remote video camera observations and DGPS direct shoreline measurements on a sandy microtidal beach located in central Tyrrhenian Sea. Almar et al. [36], among other authors, have presented video-based methods to determine shoreline position in different tidal and wave energy contexts, showing an error dependence on local swash length, which is inversely proportional to the beach slope. Following this research item, we first performed a preliminary analysis of the GPS survey, which was followed by the evaluation of the statistical deviations of the video camera coastline measurements from the DGPS ones. The errors have been spatially processed, in order to examine if systematic deviations can be ascribed only to the intertidal beach slope or to additional factors, like the distance from the video camera. In particular, we examined the longitudinal and cross-shore errors associated with the video camera point of view.

The paper is structured as follows: after a brief description of the study area (Section 2), we illustrate the survey and validation methods used in Section 3. The results with the relative discussion are reported in Sections 5 and 6, respectively.

2. Study Area

The study area includes the beach of Serapo, located in the Central Thyrrenian Sea (Italy), which exhibits a rather regular morphology and rectilinear shoreline that is complexly long, approximately 1.45 km (Figure 1), aligned in the NW-SE direction (for the statistical processing, we considered only a 1.34 km-long shoreline, directly sampled with GPS). This beach is characterized by homogeneous grain size features with median diameter around 0.38 mm, indicating medium sands [37]. The topographic survey data, acquired in September 2017, refer to coastline and to five beach profiles T1–T5 as reported in Table 1. Coastline investigations were conducted in September 2018 (for the location, see Figure 1). Based on the difference in beach width and berm height, the studied beach can be subdivided into the following two stretches: a western beach stretch including profiles T1 and T2, which is 45–60 m wide and characterized by lower berm height (1.10–1.30 m) and a mean emerged beach slope of 5.5%; an eastern beach stretch including profiles T3, T4, and T5, which is characterized by higher beach width of 74–87 m and higher berm height of 1.29–1.46 m, with a lower emerged beach slope of 1.48–3.94%. This different beach width was already explained by Di Luccio et al. [37] in terms of partial clockwise beach rotation around a central pivotal point.
Figure 1. Serapo beach study area (a) with the location of the beach video camera system (red star) and the five investigated cross-shore transects (red lines), obtained by a beach survey conducted in September 2017, the beach profile along the transect with the location of the anthropic structures (black trapezium), Mean Sea Level (MSL), and the Mean Spring Tidal Range (MHSW), extracted by the official Italian tide archives (http://www.mareografico.it, last access: 30 April 2019) was reported for T1, T2, T3, T4, and T5. (basemap ©2018 Google product).

Table 1. Summary of Serapo beach’s morphological characterization. The reported parameters are relative to the beach cross-shore profiles T1–T5.

| Profile | Emerged Beach width L (m) | Berm Height (m) | Emerged Beach Slope $\beta$ (%) | Local Beach Slope $\gamma$ (%) |
|---------|---------------------------|-----------------|-------------------------------|-------------------------------|
| T1      | 45.38                     | 1.11            | 7.88                          | 5.85                          |
| T2      | 61.21                     | 1.29            | 3.19                          | 15.02                         |
| T3      | 73.54                     | 1.46            | 3.94                          | 17.27                         |
| T4      | 86.79                     | 1.37            | 1.48                          | 17.87                         |
| T5      | 74.02                     | 1.29            | 3.88                          | 21.37                         |
3. Materials and Methods

3.1. Sea Waves’ Analysis

The wave climate is connected to the methodology used for the definition of the coastline since the morphological changes affecting the beach after a sea storm can change the longitudinal beach profile (beach slope) in a more or less accentuated manner, influencing, as we shall see then, the remote acquisition processes. Moreover, if storm patterns and wave distributions (time scales) change, the coastline shape can evolve with erosion/accretion processes [38], inducing possible beach rotation, well evident with continuous video monitoring systems.

In order to define the sea condition characterizing the study area, we analyzed the historical time series extracted by the Ponza buoy 3-hourly data, provided by the Italian Sea Wave Measurement Network [39]. This directional pitch-roll buoy is moored in deep water [40], a few miles to the south of Ponza island (40°52′00.10′′ N, 12°56′60.00′′ E). The available parameters are significant wave height $H_s$, mean wave period $T_m$, and mean wave direction $D_m$, covering the years 1989–2014 (with some data gaps). Climatological wave analysis is presented, highlighting the wave storms that exposed a lower limit threshold of $H_s$ equal to 2 m.

3.2. Kinematic GPS Survey

The Global Positioning System (GPS) surveying was employed to get the reference shoreline position. The collection of shore-parallel GPS positions was carried out in September 2017 using a single-frequency code and carrier phase receiver (Trimble Pathfinder ProXH) as the rover. The most common shoreline detection technique applied to visibly-discernible shoreline features is manual visual interpretation in the field, as reported by Boak and Turner [5]. In this paper, the shoreline was compiled by interpolating between described shore-normal beach profiles and a series of points collected along the beach face, which included maximum run-up limit and 0.5-m depth.

In order to compute the positioning solutions by various modes including single-point and relative positioning, post-processing of the raw data was performed using the RTKLIB software [41], an open-source software for standard and precise positioning [41]. The processing option for the relative positioning mode was set to carrier-based kinematic positioning; the ambiguity resolution was performed both recalculating the phase bias estimates every epoch (instantaneous) and using the Kalman filter to estimate the phase biases over many epochs (continuous). The last solution was much less noisy, as expected, and was adopted as the reference line. The analysis of the single point and carrier-based instantaneous solutions was included as well. In particular, the use of the single-point positioning was investigated as having the potential for being a low-cost method for shoreline mapping. In order to improve the results obtainable with this technique, the researchers have directed their studies towards the identification and reduction of multipath [42–44] as it is the highest source of error in the single-point positioning. In the last few months, smart phones equipped with a dual frequency multi-constellation GNSS receiver have appeared on the market. They could represent a valid and low-cost alternative to carry out the survey as shown by Robustelli et al. [45]. The position accuracy was evaluated on the basis of the calculation of the distance and azimuth of the estimated horizontal position error vector (Figure 2).
Further analysis was carried out to discern also the effect of random GPS errors on the trajectory of the kinematic path. The magnitude of the effect due to random errors was identified through the computation of the deflection angle given by the angle between a V’W’ line and the prolongation of the preceding U’V’ line (Figure 3). Deflection angles were computed as positive or negative values depending on whether the line lied to the right (clockwise) or left (counterclockwise) of the prolongation of the preceding line.

3.3. Video Camera Observations

A video monitoring system was installed in the western part of Serapo beach (41°12'41.81" N–13°33'29.66" E) as shown in Figure 4. Two cameras provided a total view of the bay with 1920 × 1080 pixel resolution from an elevation of about 11 m above Mean Sea Level (MSL) and 100 m from the coastline. The mean pixel resolution was evaluated using the methodology suggested in Holland et al. [46]. Images were collected every second from 08:00 until 16:00 local time on a local video-recorder with a 2-TB storage capability from May 2017–June 2018. Optical measurements are subject to image distortions due to inherent camera characteristics [47]. According to Stumpf et al. [48] and Mucerino et al. [29], the images were calibrated using Ground Control Points (GCPs), which were placed in the view area of the cameras and were acquired in UTM-WGS84 using DGPS. The calibration process required at least nine GCPs for each camera that covered the entire camera view; camera system
calibration was performed by using 32 GCPs: 21 on the southeast side camera and 11 on west side camera. Finally, the image dataset was processed using Beachkeeper plus software [15].

Shoreline detection from the image was based on the physical consideration that the color contrast between beach and water is sufficient, lighting is strong enough, and the number of pixels in the water and beach groups is sufficient. Following Almar et al. [36] and other less recent authors [49–52], in order to reduce errors due to sea level variations, the shoreline was detected using the swash signature on timex average images, using images averaged over short periods (30 s), which significantly improved the accuracy of shoreline determination. The shoreline thus identified on the oblique image was converted to real-world coordinates using ortho-rectification techniques. Finally, shorelines obtained from corresponding images from the two cameras were managed to form a whole continuous shoreline.

![Camera system located on Serapo beach](image)

**Figure 4.** Camera system located on Serapo beach: (a) camera records, southeast side of the bay; (b) camera detections, west side of Serapo shoreline; (c) a detail of the camera installation.

3.4. Validation Method

The comparison between video and DGPS coastline has been performed on the whole beach, measuring the error as the deviation from the continuous DGPS line computed, depicted in green, along the normal to the DGPS itself for a sample of about 500 points. These points were chosen keeping constant the mutual distance (about 2.7 m) along the track.

In this paper, an error model for video camera measurements is proposed. The displacement offset with respect to the normal direction to the coastline can be computed by an exact trigonometric relation. In Figure 5, let $\varepsilon_N$ represent the error in the normal direction to the coastline, $\varepsilon_L$ the longitudinal error along the line of sight from the camera to the object, and $\varepsilon_T$ the transverse error, perpendicular to the line of sight. The angle $\alpha$ is the angle between the coastline and the line of sight. If $\alpha$ has been observed, then:

$$\varepsilon_N = \varepsilon_L \sin \alpha + \varepsilon_T \cos \alpha$$

(1)
Figure 5. Scheme of the longitudinal and transverse error projections along the normal direction to the coastline.

The error model was based on two error components, the longitudinal $\varepsilon_L$ and the transverse $\varepsilon_T$ error, which were projected in the direction of the coastline’s normal. The longitudinal and transverse errors were computed from the following equation:

$$\varepsilon_L = \varepsilon_T = aD - be^{cs}$$

where $D$ is the distance of the shoreline from the video camera, $s$ is the intertidal beach slope, $e$ is Napier’s constant, and $a$, $b$, $c$ are three constants to be determined experimentally. In Equation (2), the correction $be^{cs}$ may be applied to the distance-dependent error $aD$ as the intertidal beach slope increases, which is in agreement with the inverse proportionality of the normal error with the beach slope [36].

Substituting Equation (2) into Equation 1 and if the longitudinal and transverse errors are grouped, this yields:

$$\varepsilon_N = (aD - be^{cs}) (\sin \alpha + \cos \alpha)$$

4. Results

4.1. Wave Climate Conditions

Significant wave height $H_s$, mean wave period $T_m$, and mean wave direction $D_m$, covering the years 1989–2014 (with some data gaps) are reported in Figure 6a–c, respectively. Maximum values of $H_s$ for the ten highest wave storms recorded in the observation period are reported in Table 2, together with the mean period $T_m$, peak period $T_p$, and mean direction $D_m$ associated with the storm peak. The highest $H_s$ value was observed in December 1999, in agreement with Piscopia [53]. The selection of the ten highest storms showed that the directions of the storm waves were confined between 238° N and 272° N. This result is consistent with the one obtained with the selection of all the storms ($H_s > 2$ m) highlighted in red in Figure 6, showing that the highest waves were associated with southwestern, western, and northwestern directions [37]. With regard to astronomical sea level variations, the study area experiences a typical semi-diurnal tide, with a mean tidal range of 0.35 m, following the official Italian tide archives (http://www.mareografico.it, last access: 30 April 2019). However, main sea level variations due to meteorological surges can reach values up to 1 m [54].
Figure 6. Offshore wave parameters ($H_s$ in (a), $T_m$ in (b), and $D_m$ in (c)) recorded by the Ponza buoy during the years 1989–2014 with three-hourly time steps. The red color highlights the wave parameters associated with the highest waves ($H_s > 2$ m).

Table 2. Summary of the ten highest wave storm events recorded by the Ponza buoy in the period 1989–2014.

| Storm Id | $H_s$ max (m) | $T_m$ (s) | $T_p$ (s) | $D_m$ (°N) | Date and Hour (UTC) |
|----------|----------------|-----------|-----------|------------|---------------------|
| 1        | 7.10           | 8.7       | 12.5      | 266.0      | 28 December 1999 15:00 |
| 2        | 5.80           | 10.0      | 11.1      | 272.0      | 3 December 1997 15:00  |
| 3        | 5.70           | 10.5      | 12.5      | 271.0      | 28 February, 1990 03:00 |
| 4        | 5.70           | 7.5       | 10.0      | 262.0      | 6 December 1992 03:00  |
| 5        | 5.61           | 7.9       | 10.5      | 264.6      | 2 January 2010 06:00   |
| 6        | 5.60           | 9.4       | 11.1      | 272.0      | 20 December 1991 15:00 |
| 7        | 5.50           | 8.9       | 10.0      | 266.0      | 13 May 1995 21:00      |
| 8        | 5.50           | 8.7       | 10.0      | 275.0      | 21 November 1996 06:00 |
| 9        | 5.50           | 7.7       | 10.0      | 238.0      | 19 November 1999 09:00 |
| 10       | 5.35           | 7.4       | 8.7       | 256.8      | 4 March 2014 06:00     |

4.2. Comparison between Different Accuracies of GPS Solutions

The results of the comparison of the single point and kinematic instantaneous GPS solutions with the continuous one are shown below.

As shown in Figure 7, the errors of the horizontal positions obtained in single-point mode reached a maximum value of 2.45 m, with a mean horizontal error of 0.93 m (Figure 7a). It should be noted that this average value was greater than the average error of the kinematic instantaneous solutions (Figure 7b) equal to 0.49 m. The standard deviation of the single point position errors was, however, comparable to that of the kinematic case, with a value of 0.28 m. Figure 7a also denotes a clear systematic error in terms of direction with prevailing azimuths towards northeast.
From the polar histogram of the azimuths shown in Figure 8, it is noted that about 85% of the single point error directions fell in the first quadrant from 0–90 degrees, with about 65% of the directions concentrated between the azimuth of 15 degrees and the azimuth of 75 degrees. This systematic error was reduced for the directions of the kinematic instantaneous errors; in fact, 85% of the errors were distributed in a range of greater amplitude, which extended from 0–240 degrees.

With regard to the deflection angle analysis reported in the Methods, we computed its standard deviation, which was much lower for the kinematic continuous trajectory with respect to the single point and kinematic instantaneous ones, as reported in Figure 9. This circumstance confirms the capability of the kinematic continuous option for smoothing GPS data due to the use of Kalman filter.
Figure 9. Histogram of the deflection angles.

4.3. Comparison between DGPS and Video Camera Coastline

In Figure 10, the comparison between the video camera coastline (in green) and the DGPS one (in red) is reported for four adjacent west-east beach sectors. The error distribution is not only dependent on the camera distance, as explained in the following.

Figure 10. Video camera coastline (in green) compared with the DGPS coastline (in red) along Serapo beach. (basemap ©2018 Google product). In order to guarantee a better representation of the two coastlines, the beach has been divided into four sections, shown in the panels a-d, starting from west (panel a) to east (panel d).

In Figure 11a, we report in the chromatic scale the deviation between the two coastlines along the beach. Moreover, in Figure 11b, we report the error magnitude, neglecting the sign, as a function of the shoreline length. The following results can be synthesized.

First, the error exhibited a different amount between points located at a distance lower or higher than approximately one third of the beach extent, as shown from Figure 11b. In particular, for the eastern camera images, from the shoreline length of 200 m to a distance of 500 m, the error was around 1 m, while for the more distant points, the error was higher, with a maximum value of 5 m.
Secondly, the error showed a lower standard deviation for the closer points; this is evident from the quite uniform color in Figure 11a if compared with the color variation along the second part of the coastline. The summary of the error statistics is reported in Table 3.

The inspection of the deviations between the remotely-measured coastline and the direct DGPS ones showed a lower error amount for points located at a distance closer than one third of the beach extent. This result has been obtained both in terms of maximum error (less than 2.0 m) and for the error standard deviation (less than 0.3 m). On the contrary, the more distant points exhibited a maximum error up to 5.0 m and an error standard deviation up to 1.3 m.

5. Discussion

In this paper, a shoreline detection technique from a low-cost video monitoring station was used, applying an automatic extraction technique that undertakes a water/beach distinction from color band ratios and a shoreline slope recognition module.

Prior to the validation of the video-derived shoreline with the direct survey, the differences between the single point and the unfiltered kinematic GPS have been examined. The results showed that the unfiltered kinematic GPS positions exhibited a better performance of the single-point GPS with
respect to the systematic error. Nevertheless, the latter presented a comparable standard deviation and a reduced cost both in terms of instruments and operational speed.

Compared to a direct DGPS survey, the video-derived coastline acquisition was less time consuming and more cost effective. The possibility to acquire a beach topography with a high temporal frequency can potentially highlight coastal processes during the winter season, when a direct survey is difficult due to harsh weather conditions.

To perform the error analysis, as stated previously (Equation (3)), it is useful to break the normal error into a distance-dependent part $\varepsilon'_N$ and a slope-dependent one $\varepsilon''_N$.

The distance-dependent part can be estimated as:

$$\varepsilon'_N = a D (\sin \alpha + \cos \alpha)$$

where the constant $a$ is computed experimentally from the field data; the values were 0.0125 and 0.0079 for the west side camera (from 0–200 m) and the southeast side camera (from 200–1340 m), respectively. Thus, the distance-dependent error is represented in Figure 12, with positive (negative) values indicating seaward (landward) offsets of the shoreline. The light blue curve represents normal errors that increase with the distance compared to the observed values (red curve). Figure 12 shows results obtained when the model is not corrected for the beach slope.

![Figure 12. Distance-dependent part of the normal error.](image)

In performing normal error estimation, it should be assumed that there are possible corrections due to the increasing intertidal beach slope. The model adopted to estimate these corrections is:

$$\varepsilon''_N = b e^{cs} (\sin \alpha + \cos \alpha)$$

where the constants $b$ and $c$ are computed experimentally from the field data and the slope $s$ is expressed in percent units. The constants $b$, $c$ and the slope correction $\varepsilon''_N$ have been calculated only for the stretch of coast between Transect 1 and Transect 5 for which the slope values have been obtained by interpolation. The values were 0.005 and 1/3 for the constants $b$ and $c$, respectively. Figure 13 shows the relationship between the slope and the correction due to the beach slope.

Substituting the appropriate values into Equation (3), yields:

$$\varepsilon_N = (0.0079D - 0.005e^{0.5}) (\sin \alpha + \cos \alpha)$$

The result depends on the combination of three components including camera distance $D$, beach slope $s$, and the angle $\alpha$ between the coastline and the line of sight. The error model for video camera measurements has been tested to the extent between Transect 1 and Transect 5 due to the field data not enabling calculation of the beach slope and determining the error offset for the entire study area. Figure 14 shows the estimated normal errors determined by the final computed Equation (6). The particular combination produced results corresponding to those observed with the exception of the value at the shoreline length of 600 m.
6. Conclusions

Currently, risk assessment plays a fundamental role in preventing irreversible erosion processes, as well as flooding damages. In this context, video monitoring represents a low-cost instrument to store a large amount of data with a high temporal frequency irrespective of weather conditions.

In this paper, we analyzed the limitations of the video-based coastline in terms of distance from the point of view and influence of beach topography. A shoreline detection technique from a low-cost video monitoring station was validated against DGPS-derived shoreline.

We introduced an error model, based on the transverse and longitudinal error along the line of sight, and computed a correction factor that can be applied to the distance-dependent error.

Wave storms alter the amounts of wave energy approaching a shore and can change the beach cross-shore profile, influencing the applicability of video monitoring acquisition systems.

Several types of coastal information can be provided from images. In Di Luccio et al. [16], we analyzed wave run-up; in the near future, we will use data for rip-current detection, which we already analyzed with direct and remote observation tools [14].

Day-light limitations of the video-derived data can be overcome by thermal cameras, which can operate also during night hours in order to monitor the beach during severe events. This goal will be the continuation of the present research, together with the challenge of modeling new algorithms to lower the deviation from direct measurements.
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