LIMIT CYCLE ENUMERATION IN RANDOM VECTOR FIELDS
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Abstract. We study the number and distribution of the limit cycles of a planar vector field whose component functions are random polynomials. We prove a lower bound on the average number of limit cycles when the random polynomials are sampled from the Kostlan-Shub-Smale ensemble. Investigating a problem introduced by Brudnyi [Annals of Mathematics (2001)] we also consider a special local setting of counting limit cycles near a randomly perturbed center focus, and when the perturbation has i.i.d. coefficients, we prove a limit law showing that the number of limit cycles situated within a disk of radius less than unity converges almost surely to the number of real zeros of a logarithmically-correlated random univariate power series. We also consider infinitesimal perturbations where we obtain precise asymptotics on the global average count of limit cycles for a family of models. The proofs of these results use novel combinations of techniques from dynamical systems and random analytic functions.

1. Introduction

The second part of Hilbert’s sixteenth problem asks for a study of the number and relative positions of the limit cycles of a planar polynomial system of ordinary differential equations. The problem was included in Smale’s list of problems for the next century [63], where he stated that “except for the Riemann hypothesis, this seems to be the most elusive of Hilbert’s problems.” Although far from solved, this problem has attracted a great deal of attention and influenced several developments within the field of dynamical systems. See [36], [50], [65], [59], and [15] for surveys.

The finiteness of the number of limit cycles for any polynomial system was shown by Ilyashenko [40] and independently Écalle [22]. The problem of proving the existence of an upper bound depending only on the degree of the polynomial system remains open; even in the case of quadratic vector fields no uniform upper bound is known. Relevant progress in bifurcation theory [38], [42] established bounds on the number of limit cycles bifurcating from elementary polycycles, addressing a local finiteness problem considered to be of fundamental importance in the global problem. Several steps of progress [16], [44], [66], [58], [37], [28], [11], [10] have been made on establishing uniform quantitative bounds for a special “infinitesimal” Hilbert’s sixteenth problem that was proposed by Arnold [5] and which is restricted to near Hamiltonian systems. Concerning lower bounds, in [18] it is shown that there are degree-$d$ polynomial systems whose number of limit cycles grows as $d^2 \log d$ with $d$ (cf. [35]). A number of papers consider limit cycle enumeration problems for particular classes of interest, such as Liénard systems [21], [52], quadratic systems [8], [28], systems on a cylinder [51] which are related to systems with homogeneous nonlinearities [14], and systems arising in control theory [47].
The current work concerns the following probabilistic perspective on enumeration of limit cycles of planar systems associated to polynomial vector fields.

**Problem 1.1.** Study the number and distribution in the plane (including their relative positions) of the limit cycles of a vector field whose component functions are random polynomials.

This probabilistic point of view was introduced by A. Brudnyi in [12], [13] where he developed powerful general results on the distribution of zeros of analytic functions depending analytically on a multi-variate parameter and used those estimates to establish an upper bound for the number of small amplitude limit cycles near a randomly perturbed center focus. While the study of random polynomials and random analytic functions has seen several breakthroughs over the past twenty years, there has been a lack of further progress on Problem 1.1 since the (2001, 2003) work [12, 13] mentioned above.

In the current paper, we establish three new types of results within the setting of Problem 1.1. Most relevant to the previous work [12], [13], we establish a probabilistic limit law for a perturbative model closely related to the one introduced by Brudnyi, where we show that the limit cycle counting statistic converges almost surely to the number of real zeros of a certain random univariate power series, see Theorem 1.4 in Section 1.2. This is the first instance of a probabilistic limit law in the setting of Problem 1.1. A second novel direction introduced in this paper is the probabilistic study of bifurcating limit cycles for infinitesimal perturbations where we are able to obtain precise asymptotics which we present in Section 1.3 below. A third novel direction of the current paper is the first probabilistic study of a non-perturbative model where we establish a lower bound on the expected number of limit cycles, see Section 1.1.

We remark in passing that the first part of Hilbert’s sixteenth problem concerns the topology of real algebraic manifolds (see the above mentioned survey [50] that includes discussion of both the first and second part of Hilbert’s sixteenth problem). This occupies a separate setting from the second part, namely, real algebraic geometry as opposed to dynamical systems. Yet, the current work builds on some of the insights from recent studies on the topology of random real algebraic hypersurfaces [51], [29], [60], [32], [18], [30], [31], [55], [61], [27], [49].

### 1.1. Limit cycles for the Kostlan-Shub-Smale ensemble.

Let us begin by considering a non-perturbative problem of estimating the global number of limit cycles when the vector field components are random polynomials sampled from the so-called Kostlan-Shub-Smale ensemble.

(1.1) \[ p(x, y) = \sum_{0 \leq j+k \leq d} a_{j,k} \sqrt{\frac{d!}{(d-j-k)!j!k!}} x^j y^k, \quad a_{j,k} \sim N(0, 1), \text{ i.i.d.} \]

Among the Gaussian models of random polynomials, the Kostlan model is distinguished as the unique model that uses the monomials as a basis and is invariant under change of coordinates by orthogonal transformations of projective space \( \mathbb{RP}^2 \) (there are other
Gaussian models with this invariance but their description requires Legendre polynomials. Moreover, the complex analog of the Kostlan model, obtained by taking independent complex Gaussians $a_{j,k} \sim N_C(0,1)$, is the only unitarily invariant Gaussian model of complex random polynomials. For these reasons, the Kostlan-Shub-Smale model has become a model of choice in studies of random multivariate polynomials.

Kostlan [45] adapted Kac’s univariate method [41] to the study of zero sets of multivariate polynomials, and Shub and Smale [62] further showed that the average number of real solutions to a random system of $n$ equations in $n$ unknowns where the polynomials have degrees $d_1, \ldots, d_n$ equals $\sqrt{d_1 \cdots d_n}$, which is the square root of the maximum possible number of zeros as determined by Bezout’s theorem.

In particular, a planar vector field with random polynomial components of degree $d$ has $\sqrt{d^2} = d$ many equilibria on average. We show that the average number of limit cycles as well grows (at least) linearly in the degree.

**Theorem 1.2** (Lower bound for average number of limit cycles). Let $p, q$ be random polynomials of degree $d$ sampled independently from the Kostlan ensemble. Let $N_d$ denote the number of limit cycles of the vector field

$$F(x,y) = \begin{pmatrix} p(x,y) \\ q(x,y) \end{pmatrix}.$$ 

There exists a constant $c_0 > 0$ such that

$$\mathbb{E} N_d \geq c_0 \cdot d,$$

for all $d$.

**Remark 1.** Addressing relative positions of limit cycles, it follows from the method of the proof of Theorem 1.2, which localizes the problem to small disjoint (and unnested) annuli, that the same lower bound holds while restricting to the number $\tilde{N}_d$ of empty limit cycles (we refer to a limit cycle as “empty” if it does not surround any other limit cycle). Together with the above-mentioned result of Kostlan-Shub-Smale this determines the growth rate of $\mathbb{E} \tilde{N}_d$ to be linear in $d$; for all sufficiently large $d$ we have

$$c_0 d \leq \mathbb{E} \tilde{N}_d \leq d.$$ 

Indeed, each empty limit cycle contains an equilibrium point in its interior and distinct empty limit cycles have disjoint interiors.

The estimates (1.3) suggest the existence of a constant $c > 0$ such that $\mathbb{E} \tilde{N}_d \sim c \cdot d$ as $d \to \infty$. We prove an analogous asymptotic result for a related model where the vector field components are random real analytic functions sampled from the Gaussian ensemble induced by the Bargmann-Fock inner product. This model arises as a rescaling limit of the Kostlan-Shub-Smale model [9].

**Theorem 1.3** (asymptotic for number of empty limit cycles). Let $f, g$ be random real-analytic functions sampled independently from the Gaussian space induced by the
Bargmann-Fock inner product. Let $\hat{N}_R$ denote the number of empty limit cycles situated within the disk of radius $R$ of the vector field

$$F(x, y) = \begin{pmatrix} f(x, y) \\ g(x, y) \end{pmatrix}.$$

There exists a constant $c > 0$ such that

$$\mathbb{E}\hat{N}_R \sim c \cdot R^2, \quad \text{as } R \to \infty.$$ 

The proof of Theorem 1.2 uses transverse annuli and an adaptation of the “barrier construction” originally developed by Nazarov and Sodin for the study of nodal sets of random eigenfunctions \cite{54}. The proof of Theorem 1.3 is based on yet another tool from the study of random nodal sets, the integral geometry sandwich from \cite{55}, which reduces the current problem to controlling long limit cycles.

It is of interest, but seems very difficult in the above non-perturbative settings, to obtain asymptotic results or even upper bounds for the average total number of limit cycles (without restricting to empty limit cycles). In the next sections we discuss this direction in special perturbative settings, beginning with the above-mentioned problem studied by Brudnyi \cite{12}.

1.2. Limit cycles surrounding a perturbed center focus. In \cite{12}, Brudnyi considered the limit cycles situated in the disk $\mathbb{D}_{1/2}$ of radius $1/2$ centered at the origin for the random vector field

$$(1.4) \quad F(x, y) = \begin{pmatrix} y + \varepsilon p(x, y) \\ -x + \varepsilon q(x, y) \end{pmatrix}$$

where

$$p(x, y) = \sum_{1 \leq j+k \leq d} a_{j,k} x^j y^k$$

and

$$q(x, y) = \sum_{1 \leq j+k \leq d} b_{j,k} x^j y^k$$

are random polynomials with the vector of coefficients sampled uniformly from the $d(d+3)$-dimensional Euclidean unit ball $\left\{ \sum_{1 \leq j+k \leq d} (a_{j,k})^2 + (b_{j,k})^2 \leq 1 \right\}$, and where $\varepsilon = \varepsilon(d) = \frac{1}{40\pi\sqrt{d}}$.

Using complexification and pluripotential theory, Brudnyi showed \cite{12} that, with $F$ as in (1.4), the average number of limit cycles of the system $\left( \dot{x}, \dot{y} \right) = F(x, y)$ residing within the disk $\mathbb{D}_{1/2}$ is $\mathcal{O}((\log d)^2)$, which was later improved to $\mathcal{O}(\log d)$ in \cite{13}. We conjecture that this can be further improved to $\mathcal{O}(1)$ based on the result below showing almost sure convergence of the limit cycle counting statistic for a slightly modified model, where the vector of coefficients is sampled uniformly from the cube $[-1, 1]^{d(d+3)}$ rather than from the unit ball of dimension $d(d+3)$. While we suspect sampling from the cube to lead
to similar asymptotics as sampling from the unit ball, a natural reason to prefer the cube is that it represents independent sampling of coefficients. Note that we relax the smallness of the perturbation allowing $\varepsilon = \varepsilon(d) \to 0$ at an arbitrary rate as $d \to \infty$.

Theorem 1.4 (limit law for the perturbed center focus). Let $p, q$ be random polynomials of degree $d$ with coefficients sampled uniformly and independently from $[-1, 1]$, and suppose $\rho < 1$. Suppose $\varepsilon = \varepsilon(d) \to 0$ as $d \to \infty$. Let $N_d(\rho)$ denote the number of limit cycles situated within the disk $\mathbb{D}_\rho$ of the vector field

$$ F(x, y) = \begin{pmatrix} y + \varepsilon p(x, y) \\ -x + \varepsilon q(x, y) \end{pmatrix}. $$

Then $N_d(\rho)$ converges almost surely (as $d \to \infty$) to a non-negative random variable $X(\rho)$, satisfying $\mathbb{E}X(\rho) < \infty$, that counts the number of real zeros in $(0, \rho)$ of a random univariate power series $A_\infty(r) = \sum_{m=0}^{\infty} \zeta_m r^{2m+2}$, whose coefficients $\zeta_m$ are independent random variables with mean zero and variance satisfying $\mathbb{E}\zeta_m^2 \sim 8\pi/m$ as $m \to \infty$.

Remark 2. As we show in the proof of Theorem 1.4, the limiting random variable $N_d(\rho)$ counts the number of bifurcating limit cycles of the limiting vector field whose components are the power series obtained by letting the degree $d$ tend to infinity. To elaborate, the proof of Theorem 1.4 shows that the original limit can essentially be replaced with the iterated limit, taking $d \to \infty$ before $\varepsilon \to 0$ (and this is why the outcome is independent of the particular rate at which $\varepsilon(d) \to 0$ as $d \to \infty$). This ultimately reduces the problem to studying an infinitesimal perturbation involving random bivariate power series, and classical perturbation theory of the Poincaré first return map then gives rise to the random univariate power series $A_\infty(r)$ referenced in the statement of the theorem.

The detailed description of the random series $A_\infty(r)$ is given in (4.9) below. This type of random series, where the variance of the $m$th coefficient is asymptotically proportional to $m^{-1}$, is sometimes referred to as being logarithmically-correlated since the two-point correlation function $\mathbb{E}A_\infty(r)A_\infty(t)$ approximately agrees (in its tail) with the logarithmic series

$$ -8\pi(rt)^2 \log(1 - (rt)^2) = \sum_{m=1}^{\infty} \frac{8\pi}{m} (rt)^{2m+2}. $$

We also note that $A_\infty$ falls into the class of random power series with coefficients of power law variance, a general class that has been considered by H. Flasche and Z. Kabluchko in [25], where the authors investigate the asymptotic behavior of the expected number of zeros in the interval $(0, \rho)$ as $\rho \to 1^-$. However, the particular power law rate $m^{-1}$ of the logarithmically-correlated case falls just at the edge of the cases that were studied in [25]. We encounter a similar situation for random polynomials in Section 1.3 below (see the comments after Theorem 1.7), but the polynomial case has now been addressed in [46] (see the statement below added in press).
It is of interest to study the behavior of $X(\rho)$ as the radius $\rho$ approaches unity (as in the above-mentioned work [25]), since $\rho = 1$ is almost surely the radius of convergence of the series $\mathcal{A}_\infty$ (and hence it is natural to expect $\mathbb{E}X(\rho)$ to diverge as $\rho \to 1^-$). We conjecture that the precise asymptotic behavior of $\mathbb{E}X(\rho)$ is given by

$$\mathbb{E}X(\rho) \sim \frac{1}{\pi} \sqrt{-\log(1 - \sqrt{\rho})}, \quad \text{as } \rho \to 1^-.$$ 

This conjecture is supported by the following heuristic which rests on an assumption that Tao and Vu’s universality method (establishing a “replacement principle”) [64] can be applied in the current setting: If the random series (see the function $\mathcal{A}_\infty$ defined in the proof of Theorem 1.4 below) whose zeros are counted by $X(\rho)$ is replaced by an analogous Gaussian series (replacing each coefficient by a Gaussian random variable of the same variance) then the resulting Gaussian series is closely related to the one considered in [24, Thm. 3.4] where a precise asymptotic has been derived. The validity of replacing a random series with a Gaussian one as $\rho \to 1^-$ seems plausible considering previous success in applying the universality method in related settings [64], [20], [25], [46].

Remark 3. A normal distribution law was established in [12, Thm. 1.7] for the number of zeros of certain related families of analytic functions, but it follows from Theorem 1.4 with some attention to the details of its proof, that a normal distribution limit law does not hold for $N_d(\rho)$ when $\rho < 1$. Indeed, $N_d(\rho)$ obeys a discrete limit law and converges, without rescaling, to a nondegenerate random variable $X(\rho)$ with discrete support $\{0, 1, 2, \ldots\}$.

The underlying reason for the almost sure convergence of the number of limit cycles is that, within this particular model of random polynomials, $p, q$ tend toward random bivariate power series convergent in the unit bidisk $\mathbb{D} \times \mathbb{D} \subset \mathbb{C}^2$, in particular, convergent in the real disk $\mathbb{D}_\rho$ for any $\rho < 1$.

It is desirable to count limit cycles beyond this domain of convergence, i.e., in a disk with radius $\rho > 1$. Under an assumption that $\varepsilon(d)$ shrinks sufficiently fast, the methods of [12] can be utilized to obtain the estimate $O((\log d)^2)$. For convenience, to state this result we return to the context of Brudnyi’s model, sampling the vector of coefficients from the unit ball instead of a cube.

**Theorem 1.5.** Let $p, q$ be random polynomials with the vector of coefficients sampled uniformly from the Euclidean unit ball, and suppose $\rho > 1$. Suppose $0 < \varepsilon = \varepsilon(d) \leq \frac{(2p)^{-d(d+3)}}{40\pi \sqrt{d}}$. The expectation of the number of limit cycles of the vector field

$$F(x, y) = \left( \begin{array}{c} y + \varepsilon p(x, y) \\
-x + \varepsilon q(x, y) \end{array} \right)$$

situated within the disk $\mathbb{D}_\rho$ is bounded from above by a constant times $(\log d)^2$. 

1.3. **Infinitesimal perturbations.** Finally, let us consider enumeration of limit cycles for a random system of the form (1.4) while first taking the limit $\varepsilon \to 0$ and then $d \to \infty$. This is a more tractable problem of enumerating the limit cycles that arise when the perturbation is *infinitesimal*. For generic $p, q$, this problem reduces to studying the zeros of the first Melnikov function (also known as the Poincaré-Pontryagin-Melnikov function).

We first consider the case when $p, q$ are sampled from the Kostlan-Shub-Smale model, where we obtain the following precise asymptotic valid for any radius $\rho > 0$.

**Theorem 1.6** (square root law for Kostlan perturbations). Let $p, q$ be random polynomials of degree $d$ sampled independently from the Kostlan ensemble. For $\rho > 0$ let $N_{d, \varepsilon}(\rho)$ denote the number of limit cycles situated in the disk $D_\rho$ of the vector field

$$F(x, y) = \left( y + \varepsilon p(x, y), -x + \varepsilon q(x, y) \right).$$

Then as $\varepsilon \to 0$, $N_{d, \varepsilon}(\rho)$ converges almost surely to a random variable $N_d(\rho)$ whose expectation satisfies the following asymptotic in $d$.

$$\mathbb{E}N_d(\rho) \sim \frac{\arctan \rho}{\pi} \sqrt{d}, \quad \text{as } d \to \infty.$$  

The proof of this result identifies the $\varepsilon \to 0$ limit as the number of zeros of a Poincaré-Pontryagin-Melnikov integral (the first Melnikov function associated to the perturbation) which is a random Gaussian function in this setting. We apply the Kac-Rice formula to determine the average number of zeros, and we use Laplace’s method in the asymptotic analysis as $d \to \infty$. It is worth noting that this technique extends more generally to the study of randomly perturbed Hamiltonian systems, see Lemmas 5.1, 5.2, 5.3 and Section 6.2.

We next consider a family of models where $p$ and $q$ have independent coefficients with mean zero and variances that have a power law relationship to the degree of the associated monomial. We collect the variances as deterministic weights, $c_m$ depending on the degree $m$. Namely,

(1.5)  
$$p(x, y) = \sum_{m=1}^{d} \sum_{j+k=m} c_m a_{j,k} x^j y^k,$$

and

(1.6)  
$$q(x, y) = \sum_{m=1}^{d} \sum_{j+k=m} c_m b_{j,k} x^j y^k,$$

with

(1.7)  
$$c_m^2 \sim m^{\gamma}, \quad \text{as } m \to \infty, \quad \gamma > 0$$

and $a_{j,k}, b_{j,k}$ are i.i.d. with mean zero, unit variance, and finite moments.
Theorem 1.7 (random coefficients with power law variance). Let \( p, q \) be random polynomials of degree \( d \) as in (1.5), (1.6) with independent coefficients having power law variance as in (1.7) with \( \gamma > 0 \). Let \( N_{d,\epsilon} \) denote the number of limit cycles (throughout the entire plane) of the vector field

\[
F(x, y) = \left( \begin{array}{c}
y + \epsilon p(x, y) \\
-x + \epsilon q(x, y)
\end{array} \right).
\]

Then as \( \epsilon \to 0 \), \( N_{d,\epsilon} \) converges almost surely to a random variable \( N_d \) whose expectation satisfies the following asymptotic in \( d \).

(1.8) \[
\mathbb{E} N_d \sim \frac{1 + \sqrt{\gamma}}{2\pi} \log d, \quad \text{as} \ d \to \infty.
\]

The proof uses Do, Nguyen, and Vu’s results [20], which concern real zeros of univariate random polynomials with coefficients of polynomial growth. Unfortunately, this method does not extend to the case where \( p, q \) have i.i.d. coefficients, i.e., when \( \gamma = 0 \). We leave this case as an open problem that motivates advancing the theory of univariate random polynomials in a particular direction.

Added in press. After a preprint of the current paper was posted on arxiv, M. Krishnapur, O. Nguyen, and the author have addressed in [46] the above-stated open problem of determining asymptotics for the case when \( \gamma = 0 \) (and more generally for \( \gamma \leq 0 \)). It follows from their results that for any \( \gamma \leq 0 \) the average number of bifurcating limit cycles satisfies \( \mathbb{E} N_d \sim \frac{1}{2\pi} \log d \) as \( d \to \infty \). While this outcome joins up continuously (in \( \gamma \)) with the result (1.8), we stress that there is a discontinuity when considering the bifurcating limit cycles restricted to the unit disk. For \( \gamma > 0 \) the growth of such is logarithmic, whereas for \( \gamma = 0 \) the growth is \( o(\log d) \), and for \( \gamma < 0 \) the number of bifurcating limit cycles restricted to the unit disk is \( O(1) \). Hence, the case \( \gamma = 0 \) should be considered as critical, see [46].

Outline of the paper. In Section 2 we review some preliminaries: the construction and basic properties of the Kostlan-Shub-Smale ensemble, the notion of a transverse annulus from dynamical systems, the Poincaré-Pontryagin-Melnikov integral from perturbation theory of Hamiltonian systems, and the Kac-Rice formula for the average number of real zeros of random functions. In Section 3 we present the proofs of Theorems 1.2 and 1.3; the anonymous referee has pointed out that the proof of Theorem 3 can be greatly simplified using results of A. Lerario and M. Stecconi [49] that provide a high ground point of view; details for this alternative approach are presented in Remark 8 after we present our comparatively pedestrian proof in its original form (which we have retained since it is rather elementary and self-contained and has the benefit that the estimates involved could readily be made quantitative). In Section 1.2 we present the proofs of Theorems 1.4 and 1.5. In Section 5 we present the proofs of Theorems and 1.6 and 1.7. We conclude with some discussion of future directions and open problems in Section 6.
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2. Preliminaries

In this section we review some basics of Gaussian random polynomials and dynamical systems that will be needed.

2.1. The Kostlan-Shub-Smale ensemble of random polynomials. Let \( \mathcal{P}_d \) denote the space of polynomials of degree at most \( d \) in two variables, and recall that there is a natural isomorphism (through homogenization) between \( \mathcal{P}_d \) and the space \( \mathcal{H}_d \) of homogeneous polynomials of degree \( d \) in three variables.

A Gaussian ensemble can be specified by choosing a scalar product on \( \mathcal{H}_d \) in which case \( f \) is sampled according to:

\[
\text{Probability}(f \in A) = \frac{1}{v_{n,d}} \int_A e^{-\frac{\|f\|^2}{2}} dV(f),
\]

where \( v_{n,d} \) is the normalizing constant that makes this a probability density function, and \( dV \) is the volume form induced by the scalar product. The Kostlan-Shub-Smale ensemble (which we may simply refer to as the “Kostlan ensemble”), results from choosing as a scalar product the Fischer product \(^1\) defined as:

\[
\langle f, g \rangle_F = \frac{1}{d! \pi^3} \int_{C^3} f(x, y, z)g(x, y, z)e^{-|x, y, z|^2} dx dy dz.
\]

The monomials are orthogonal with respect to the Fischer product, and the weighted monomials \( (\frac{d}{\alpha})^{1/2} x^{\alpha_1} y^{\alpha_2} z^{\alpha_3} \) form an orthonormal basis. Consequently, the following expression relates the Fischer norm of \( f = \sum_{|\alpha| = d} f_\alpha x^{\alpha_1} y^{\alpha_2} z^{\alpha_3} \) with its coefficients in the monomial basis (see [56, Equation (10)]):

\[
\|f\|_F = \left( \sum_{|\alpha| = d} |f_\alpha|^2 \left( \frac{d}{\alpha} \right)^{-1} \right)^{1/2}.
\]

Here we are using multi-index notation \( \alpha = (\alpha_1, \alpha_2, \alpha_3) \), with \( |\alpha| := \alpha_1 + \alpha_2 + \alpha_3 \), and \( \left( \frac{d}{\alpha} \right) := \frac{d!}{\alpha_1! \alpha_2! \alpha_3!} \).

Having chosen a scalar product, we can build the random polynomial \( f \) as a linear combination, with independent Gaussian coefficients, using an orthonormal basis for the associated scalar product. The weighted monomials \( \sqrt{\left( \frac{d}{\alpha} \right)} x^{\alpha_1} y^{\alpha_2} z^{\alpha_3} \) form an orthonormal basis for the Fischer product. Thus, sampling \( f \) from the Kostlan model (here again

\(^1\)This scalar product also goes by many other names, such as the “Bombieri product” [43, p. 122].
\(\alpha = (\alpha_1, \alpha_2, \alpha_3)\) is a multi-index, we have
\[
f(x, y, z) = \sum_{|\alpha| = d} \xi_\alpha \sqrt{\frac{d}{\alpha}} x^{\alpha_1} y^{\alpha_2} z^{\alpha_3}, \quad \xi_\alpha \sim N(0, 1), \text{ i.i.d.}
\]

Restricting to the affine plane \(z = 1\), and setting \(p(x, y, 1) = f(x, y, z)\), we arrive at (1.1).

**Remark 4.** The monomial basis is the natural basis for this model, but we are free to write the expansion with i.i.d. coefficients in front of another basis as long as it is orthonormal with respect to the Fischer product. This fact will be used in the proof of Theorem 1.2.

Among Gaussian models built using the monomials as an orthogonal basis, the Kostlan ensemble has the distinguished property of being the unique Gaussian ensemble that is rotationally invariant (i.e., invariant under any orthogonal transformation of projective space).

The two-point correlation function (or covariance kernel) of \(p\), defined as \(K(v_1, v_2) := \mathbb{E}p(v_1)p(v_2)\), where \(v_1 = (x_1, y_1), v_2 = (x_2, y_2)\), satisfies
\[
K(v_1, v_2) = (1 + x_1 x_2 + y_1 y_2)^d,
\]
which can be seen by applying the multinomial formula after using \(\mathbb{E}\xi_\alpha \xi_\beta = \delta_{\alpha,\beta}\) to obtain
\[
\mathbb{E}p(v_1)p(v_2) = \sum_{|\alpha| = d} \binom{d}{\alpha} (x_1 x_2)^{\alpha_1} (y_1 y_2)^{\alpha_2}.
\]

The homogeneous random polynomial \(f\) is distributed the same as if composed with an orthogonal transformation \(T\) of projective space. The random polynomial \(p\) is not invariant under the induced action on affine space, but if we multiply it by the factor \((1 + x^2 + y^2)^{-d/2}\) then it is. We state this as a remark that will be used later.

**Remark 5.** For \(p \in P_d\) a random Kostlan polynomial of degree \(d\), the random function \(r(x, y) = (1 + x^2 + y^2)^{-d/2}p(x, y)\) is invariant under the action \(r \mapsto s_T \cdot r \circ \psi \circ T \circ \psi^{-1}\) on affine space induced by an arbitrary orthogonal transformation \(T \in SO(3)\) of projective space, where \(\psi : S^2 \to \mathbb{R}^2\) denotes central projection, and \(s_T \equiv 1\) in the case \(\deg p\) is even, and \(s_T(x, y) = \text{sign}(\psi \circ T \circ \psi^{-1})(x, y)\) in the case \(\deg p\) is odd. Here we are defining \(\psi^{-1}(x, y)\) by assigning a value on the upper hemisphere (the map \(\psi : S^2 \to \mathbb{R}^2\) is two-to-one). The factor \(s_T\) corrects for the odd symmetry at antipodal points (for odd degree polynomials, even degree polynomials need no correction) and ensures that point evaluation of \(s_T \cdot r \circ \psi \circ T \circ \psi^{-1}\) at \((x, y)\) is equivalent to \(p_h \circ T\) evaluated at \(\psi^{-1}(x, y)\), where \(p_h\) denotes homogenization of \(p\) defined as \(p_h(x, y, z) = z^d p(\frac{x}{z}, \frac{y}{z})\). In the proof of Theorem 1.2 we will restrict to points \((x, y)\) in the unit disk and only consider transformations \(\psi \circ T \circ \psi^{-1}\) mapping the origin to a point in the unit disk. In that setting we will always have \(s_T = 1\), so this factor can be ignored.
2.2. Transverse annuli. In the study of dynamical systems, a fundamental and widely used notion is that of a “trapping region”. In particular, a so-called transverse annulus is useful in implementations of the Poincare-Bendixson Theorem.

**Definition.** Suppose $F$ is a planar vector field. An annular region $A$ with $C^1$-smooth boundary is called a transverse annulus for $F$ if

1. $F$ is transverse to the boundary of $A$ with $F$ pointing inward on both boundary components or outward on both boundary components, and
2. $F$ has no equilibria in $A$.

An application of the Poincare-Bendixson Theorem \cite{34} shows that presence of a transverse annulus forces the occurrence of a periodic orbit, and with the additional assumption that $F$ is polynomial (or even analytic) such periodic orbits must be limit cycles. This gives the following result that allows transverse annuli to be used to estimate the number of limit cycles.

**Proposition 2.1.** Suppose $F$ is a planar vector field with polynomial (or more generally real-analytic) components. Any transverse annulus for $F$ contains at least one limit cycle of $F$.

**Proof.** Let $A$ be a transverse annulus for $F$. Without loss of generality, assume $F$ points inward along both boundary components of $A$ (in the case $F$ points outward, one considers the backward trajectory in what follows). Fixing an initial condition $(x(0), y(0)) = (x_0, y_0)$ on the boundary of $A$, the forward trajectory $\{(x(t), y(t))\}_{t \geq 0}$ is contained in $A$ and, by the Poincaré-Bendixson Theorem, approaches a periodic orbit $\Gamma$. We claim that this periodic orbit is a limit cycle, i.e., in a sufficiently small neighborhood of $\Gamma$ there are no additional periodic orbits. Indeed, suppose for the sake of contradiction that there are periodic orbits arbitrarily nearby. Fixing a transverse segment, consider the Poincaré first return map which is locally defined and analytic \cite[Sec. 3.4]{57}. Subtracting the identity map gives an analytic function that must vanish identically since it has an accumulation of zeros (corresponding to the accumulation of periodic orbits). This contradicts the fact that $\Gamma$ has a nonperiodic trajectory (namely, the one with initial condition $(x_0, y_0)$) converging to it from one side. □

2.3. The Poincaré-Pontryagin-Melnikov integral. Let us consider the perturbed Hamiltonian system

\begin{align}
\dot{x} &= \partial_y H(x, y) + \epsilon p(x, y) \\
\dot{y} &= -\partial_x H(x, y) + \epsilon q(x, y)
\end{align}

with $H, p, q$ polynomials. For $\epsilon = 0$ the trajectories of (2.2) follow (connected components of) the level curves of $H$. For $\epsilon > 0$ small, the limit cycles of the system can be studied (in non-degenerate cases) using the Poincaré-Pontryagin-Melnikov integral (first
Melnikov function) given by
\[
\mathcal{A}(h) = \int_{C_h} p \, dy - q \, dx,
\]
where $C_h$ denotes a connected component of the level set $\{(x,y) : H(x,y) = h\}$. The following classical result is fundamental in the study of limit cycles of perturbed Hamiltonian systems, see [17, Sec. 2.1 of Part II] and [39, Sec. 26].

**Theorem 2.2.** Let $\mathcal{P}_\varepsilon(h)$ be the Poincaré first return map of the system (2.2) defined on some segment transversal to the level curves of $H$, where $h \in (a,b)$ marks the value taken by $H$. Then, $\mathcal{P}_\varepsilon(h) = h + \varepsilon \mathcal{A}(h) + \varepsilon^2 E(h,\varepsilon)$, as $\varepsilon \to 0$, where $\mathcal{A}$ denotes the integral (2.3) and where $E(h,\varepsilon)$ is analytic and uniformly bounded for $\varepsilon$ sufficiently small and for $h$ in a compact neighbourhood of $(a,b)$.

In particular, it follows that if the zeros of $\mathcal{A}$ are isolated and non-degenerate, then each zero of $\mathcal{A}$ corresponds to a limit cycle of the system (2.2), see [17, Sec. 2.1 of Part II].

2.4. **The Kac-Rice formula.** The following result, in its various forms, is fundamental in the study of real zeros of random analytic functions. We follow [7, Thm. 3.2], which will suit our needs, but we mention in passing that the Kac-Rice formula also holds in multi-dimensional and non-Gaussian settings.

**Theorem 2.3 (Kac-Rice formula).** Let $f : I \to \mathbb{R}$ be a random function with $I \subset \mathbb{R}$ an interval. Suppose the following conditions are satisfied

(i) $f$ is Gaussian,

(ii) $f$ is almost surely of class $C^1$,

(iii) For each $t \in I$, the random vector $(f(t), f'(t))$ has a nondegenerate distribution,

(iv) Almost surely $f$ has no degenerate zeros.

Then
\[
\mathbb{E}|\{t \in I : f(t) = 0\}| = \int_I \int_{\mathbb{R}} |B| \rho_t(0, B) dB dt,
\]
where $\rho_t(A, B)$ denotes the joint probability density function of $A = f(t)$ and $B = f'(t)$.

As observed by Edelman and Kostlan [23], we can express (2.4) in terms of the two-point correlation function $K(r,t) := \mathbb{E}f(r)f(t)$, namely,
\[
\mathbb{E}|\{t \in I : f(t) = 0\}| = \frac{1}{\pi} \int \sqrt{\frac{\partial^2}{\partial t \partial r} \log K(r,t)|_{r=t=\tau}} d\tau.
\]

This identity is based on the fact that the joint density $\rho_t(A,B)$ of the Gaussian pair $A = f(t), B = f'(t)$ can be expressed in terms of the covariance matrix of $f(t)$ and $f'(t)$ which in turn can be computed from evaluation along the diagonal $r = t$ of appropriate partial derivatives of $K(r,t)$. 

3. Proofs of Theorems 1.2 and 1.3

Proof of Theorem 1.2. It is enough to prove a lower bound of the form (1.2) while restricting our attention to just those limit cycles that are contained in the unit disk $\mathbb{D} = \{(x, y) \in \mathbb{R}^2 : x^2 + y^2 < 1\}$.

Let $A_d = A_d(0, 0) = \{(x, y) \in \mathbb{R}^2 : d^{-1/2} < |(x, y)| < 2d^{-1/2}\}$ denote the annulus centered at $(0, 0)$ with inner radius $d^{-1/2}$ and outer radius $2d^{-1/2}$. For $0 < r < 1$ and $0 \leq \theta < 2\pi$ let $A_d(r, \theta)$ denote the image of $A_d$ under the mapping $\psi \circ T_{r, \theta} \circ \psi^{-1} : \mathbb{R}^2 \to \mathbb{R}^2$, where $\psi : S^2 \to \mathbb{R}^2$ denotes central projection (with $\psi^{-1}$ chosen to map to the upper hemisphere as in Remark 5) and $T_{r, \theta} : S^2 \to S^2$ denotes the rotation of $S^2$ such that $\psi \circ T_{r, \theta} \circ \psi^{-1} : \mathbb{R}^2 \to \mathbb{R}^2$ fixes the line through the origin with angle $\theta$ and maps the origin to $(r \cos \theta, r \sin \theta)$.

From elementary geometric considerations, we notice that $A_d(r, \theta)$ is an annulus with elliptical boundary components, each having angle of alignment $\theta$. The two elliptical boundary components are asymptotically concentric and homothetic. As $d \to \infty$ the center is located at $(r \cos \theta, r \sin \theta) + O(d^{-1})$. The major semi-axis of the smaller ellipse equals $ad^{-1/2} + O(d^{-1})$, and the major semi-axis of the larger ellipse is $2ad^{-1/2} + O(d^{-1})$, with $a = \sqrt{1 + r^2}$. The minor semi-axes of the inner and outer boundary components are $d^{-1/2}$ and $2d^{-1/2}$ respectively.

For some $k > 0$ independent of $d$, we can fit at least $k \cdot d$ many disjoint annuli $A_d(r_i, \theta_i)$ in the unit disk $\mathbb{D}$. Letting $I_j$ denote the indicator random variable for the event $\mathcal{E}_j$ that the $j$th annulus is transverse for $F$, we note that if $\mathcal{E}_j$ occurs then Proposition 2.1 guarantees that there is at least one limit cycle contained in the annulus associated to $\mathcal{E}_j$.

Since the annuli are disjoint, the limit cycles considered above are distinct (even though the events $I_j$ are dependent), and this gives the following lower bound for the expectation of $N_d$

$$\mathbb{E}N_d \geq \mathbb{E} \sum j I_j \geq \sum \mathbb{E} I_j$$

$$= \sum \mathbb{P} \mathcal{E}_j,$$

where $j$ ranges over an index set of size at least $k \cdot d$, and we have used linearity of expectation going from the first line to the second.

Proposition 3.1. There exists a constant $c_1 > 0$, independent of $d$, such that for any $0 < r < 1$ and $0 \leq \theta < 2\pi$, the probability that $A_d(r, \theta)$ is a transverse annulus for $F$ is at least $c_1$.

Before proving the proposition, let us first see how it is used to finish the proof of the theorem. We can apply Proposition 3.1 to each of the events $\mathcal{E}_j$ to get $\mathbb{P} \mathcal{E}_j \geq c_1$ for all $j$. Combining this with (3.1), we obtain

$$\mathbb{E}N_d \geq c_1 \cdot k \cdot d.$$
Since $k > 0$ and $c_1 > 0$ are each independent of $d$, this proves Theorem 1.2.

It remains to prove Proposition 3.1. We will need the following lemmas. The first of these provides a sup-norm estimate and is proved using a standard application of Markov’s inequality; the lemma alternatively follows as a corollary of [49] as pointed out by the referee, see Remark 6 below for details. Nevertheless, we also include the more elementary proof to make the paper more self-contained.

**Lemma 3.2.** Let $F = \left(\frac{p}{q}\right)$ be a random vector field with polynomial components $p,q$ sampled from the Kostlan ensemble of degree $d$. Let $D_d = \mathbb{D}_{3d^{-1/2}}$ denote the disk of radius $3d^{-1/2}$ centered at the origin. There exists a constant $C_0 > 0$ such that

$$
\mathbb{P} \left\{ \sup_{(x,y) \in D_d} |F(x,y)| \geq C_0 \right\} < \frac{1}{3}.
$$

**Remark 6.** The anonymous referee has pointed out that this lemma can be seen as a consequence of [49] Thm. 23. Namely, taking $A$ to be the open set

$$
A := \{ f \in C^\infty(\mathbb{R}^2, \mathbb{R}^2) : \sup_{(x,y) \in \mathbb{D}_3} |f(x,y)| > C_0 \},
$$

by point (2) of [49] Thm. 23 we have

$$
\liminf_{d \to \infty} \mathbb{P}\{ X_\infty \in A \} \leq \liminf_{d \to \infty} \mathbb{P}\left\{ F\left( \frac{\cdot}{\sqrt{d}} \right) \in A \right\} = \liminf_{d \to \infty} \mathbb{P}\{ \sup_{(x,y) \in D_d} |F(x,y)| > C_0 \},
$$

where $X_\infty$ is the field defined in point (1) of [49] Thm. 23. Then the conclusion of the lemma follows, since the excursion probability $\mathbb{P}\{ X_\infty \in A \}$ of the Gaussian field $X_\infty$ goes to zero as $C_0 \to +\infty$ (as follows from, for instance, [1] Thm. 2.1.1]).

**Proof of Lemma 3.2.** Define $\hat{p}(\hat{x}, \hat{y}) = p(d^{-1/2}\hat{x}, d^{-1/2}\hat{y})$, and $\hat{q}(\hat{x}, \hat{y}) = q(d^{-1/2}\hat{x}, d^{-1/2}\hat{y})$, and note that $(x,y) \in D_d$ corresponds to $(\hat{x}, \hat{y}) \in \mathbb{D}_2(0)$. It suffices to show that

$$
\mathbb{P}\left\{ \|\hat{p}\|_{\infty, \mathbb{D}_2(0)} > C_0/2 \right\} < \frac{1}{6}, \quad \text{and} \quad \mathbb{P}\left\{ \|\hat{q}\|_{\infty, \mathbb{D}_2(0)} > C_0/2 \right\} < \frac{1}{6}.
$$

where we used the notation $\|\hat{p}\|_{\infty, \mathbb{D}_2(0)} := \sup_{(\hat{x}, \hat{y}) \in \mathbb{D}_2(0)} \hat{p}(\hat{x}, \hat{y})$. Indeed, the event that $\|F\|_{\infty, D_d} > C_0$ is contained in the union of the two events considered in (3.2). We only need to prove the first statement in (3.2) since $\hat{p}$ and $\hat{q}$ are identically distributed. For $(\hat{x}, \hat{y}) \in \mathbb{D}_2(0)$ we have

$$
|\hat{p}(\hat{x}, \hat{y})| = \sum_{|\beta| \leq d} a_\beta \sqrt{\frac{d!}{(d - |\beta|)! \beta_1! \beta_2! d^{|eta|/2}}} \hat{x}^{\beta_1} \hat{y}^{\beta_2} \\
\leq \sum_{|\beta| \leq d} |a_\beta| \frac{2^{|eta|}}{\sqrt{\beta_1! \beta_2!}}.
$$
This implies
\[ \mathbb{E}\|\hat{p}\|_{\infty, \mathcal{D}_2(0)} \leq \sum_{|\beta| \geq 0} \sqrt{\frac{2}{\pi}} \frac{2^{|\beta|}}{\sqrt{\beta_1! \beta_2!}}, \]
which is a convergent series. So, we have shown that
\[ \mathbb{E}\|\hat{p}\|_{\infty, \mathcal{D}_2(0)} \leq M \leq \infty, \]
with \( M > 0 \) independent of \( d \). Applying Markov’s inequality we have
\[ \mathbb{P}\{\|\hat{p}\|_{\infty, \mathcal{D}_2(0)} > C_0/2\} \leq \frac{2M}{C_0}, \]
and (3.2) follows when \( C_0 \) is chosen larger than \( 12M \).

For \( 0 \leq r \leq 1 \), write \( a = \sqrt{1 + r^2} \), and consider the random vector field
(3.3)
\[ B_r(x, y) = \begin{pmatrix} \xi_0b_1(x, y) \\ \eta_0b_2(x, y) \end{pmatrix}, \]
where \( \xi_0, \eta_0 \) are independent standard normal random variables, and
\[ b_1(x, y) = \frac{1}{1 + a} \left( -d^{1/2}ay + \frac{d^{1/2}}{V_d}x(3 - d^2x^2 - d^2y^2) \right), \]
\[ b_2(x, y) = \frac{1}{1 + a} \left( d^{1/2}x + \frac{d^{1/2}}{V_d}ay(3 - d^2x^2 - d^2y^2) \right), \]
where
(3.4)
\[ V_d = 3 + \frac{2}{(1 - 1/d)(1 - 2/d)} + \frac{6}{(1 - 1/d)(1 - 2/d)} \]
In the proof of Proposition 3.1, the vector field \( B_r \) will appear (by way of a choice of a new orthonormal basis) as a component (the key component for verifying the event in the statement of the proposition) in a decomposition of the Kostlan random vector field. The value of the constant \( V_d \) ensures that the associated basis elements have unit Fischer norm (see Lemma 3.3 below). To give some intuition for the above choice of \( b_1, b_2 \) let us consider the annulus \( A_d(0, 0) \) which corresponds to the case \( a = 1 \) for simplicity and write \( B_r(x, y) \) as
\[ B_r(x, y) = \frac{1}{2} \left( B_t(x, y) + \frac{B_n(x, y)}{V_d} \right), \]
where
\[ B_t(x, y) = d^{1/2} \left( -\frac{\xi_0y}{\eta_0x} \right), \quad B_n(x, y) = d^{1/2} \left( 3 - d(x^2 + y^2) \right) \left( \frac{\xi_0x}{\eta_0y} \right). \]
In the model case that \( \xi_0, \eta_0 \) fall inside a common interval far from zero, say, in an interval \((C_1 - \varepsilon, C_1 + \varepsilon)\) with \( C_1 \gg 1 \gg \varepsilon > 0 \), the annulus \( A_d(0, 0) \) is highly transverse
for $B_r$ with the vector field $B_n$ ensuring the inward pointing condition (here note that the scalar function $3 - d(x^2 + y^2)$ is positive on the inner boundary and negative on the outer boundary) and the vector field $B_t$ preventing occurrence of equilibria in $A_d(0,0)$ while pointing in an approximately orthogonal direction to $B_n$ and hence not disturbing its inward pointing property. Details are given in the proof of Lemma [3.4] and in its application within the proof of Proposition [3.1] below. First, we prove the following more basic lemma verifying that the value of $V_d$ leads to $b_1, b_2$ having unit Fischer norm.

**Lemma 3.3.** Let $B_r$ be the vector field defined in (3.3), and let $h_1(x, y, z)$ and $h_2(x, y, z)$ denote the homogeneous polynomials of degree $d$ that coincide with the components $b_1$ and $b_2$ of $B_r$ on the affine plane $z = 1$. Then $h_1$ and $h_2$ each have unit Fischer norm.

**Proof of Lemma [3.3]** We first recall that the monomials are orthogonal with respect to the Fischer inner product, and next we recall the norms of each of the monomials appearing in $B_r(x, y)$:

$$\|xz^{d-1}\|_F = \|yz^{d-1}\|_F = d^{-1/2}$$

$$\|x^2y^{d-3}\|_F = \|y^2x^{d-3}\|_F = \frac{\sqrt{6}}{d(d-1)(d-2)}$$

Then letting $h_1(x, y, z)$ and $h_2(x, y, z)$ denote the homogeneous polynomials of degree $d$ that coincide with $b_1$ and $b_2$ (respectively) on the affine plane $z = 1$, we find

$$\|h_1(x, y, z)\|_F = \frac{1}{1 + a} \left( 1 + \frac{a}{V_d} \left[ 3 + \frac{\sqrt{6} + \sqrt{2}}{\sqrt{(1-1/d)(1-2/d)}} \right] \right),$$

which is unity by the choice of $V_d$, and similarly

$$\|h_2(x, y, z)\|_F = \frac{1}{1 + a} \left( 1 + \frac{a}{V_d} \left[ 3 + \frac{\sqrt{6} + \sqrt{2}}{\sqrt{(1-1/d)(1-2/d)}} \right] \right) = 1.$$

Let $T_r = \psi \circ R_r \circ \psi^{-1}$ where $\psi : S^2 \to \mathbb{R}^2$ denotes central projection, and $R_r$ denotes the rotation of $S^2$ such that $\psi \circ R_r \circ \psi^{-1}$ fixes the $x$-axis and maps the origin to $(r, 0)$.

Let $\hat{n}_r$ denote the inward-pointing unit normal vector on $\partial A(r,0)$, and let $\hat{N}_r = \hat{n}_r \circ T_r$ denote its pullback by the transformation $T_r$. More explicitly, we can write

$$\hat{N}_r(x, y) = \pm \frac{1}{\sqrt{x^2/a^2 + y^2}} \left( \frac{x}{a}, y \right) + O(d^{-1/2}),$$

where the sign is “+” for the inner boundary component and “−” for the outer component.
Lemma 3.4. Fix $C_0 > 0$. For $0 \leq r \leq 1$, let $B_r$ and $\hat{N}_r$ be as defined above. There exists a constant $c_2 > 0$ independent of both $d$ and $r$, such that there is probability at least $c_2$ of both of the following being satisfied.

(i) Everywhere along $\partial A_d$, the scalar product $\langle B_r(x, y), \hat{N}_r(x, y) \rangle$ of $B_r$ and $\hat{N}_r$ satisfies

\[ \langle B_r(x, y), \hat{N}_r(x, y) \rangle \geq 2C_0. \]

(ii) We have

\[ \inf_{(x, y) \in A_d} \| B_r(x, y) \| \geq 2C_0. \]

Remark 7. Note that, properties (i) and (ii) imply that, for any vector field $F_0$ satisfying $|F_0(x, y)| \leq C_0$ for all $(x, y) \in A_d$, the perturbation $B_r + F_0$ of $B_r$ satisfies $\langle B_r + F_0, \hat{N}_r \rangle > 0$ on $\partial A_d$, and we also have that $B_r + F_0$ does not vanish in $A_d$, i.e., $A_d$ is a transverse annulus for $B_r + F_0$.

Proof of Lemma 3.4. Fix $0 \leq r \leq 1$. Let us decompose $B_r(x, y)$ defined in (3.3) as

\[ B_r(x, y) = \frac{1}{1 + a} \left( B_t(x, y) + \frac{B_n(x, y)}{V_d} \right), \]

where

\[ B_t(x, y) = d^{1/2} \left( \frac{-\xi_0 ay}{\eta_0 x} \right), \]

and

\[ B_n(x, y) = d^{1/2} (3 - d(x^2 + y^2)) \left( \frac{\xi_0 x}{\eta_0 ay} \right). \]

For $C_1 \gg 1 \gg \varepsilon > 0$ fixed, consider the event $E$ that

\[ \xi_0, \eta_0 \in (C_1 - \varepsilon, C_1 + \varepsilon). \]

The probability $c_2$ of $E$ is positive and independent of $d$ and $r$. We will show that $E$ implies each of the properties (i) and (ii).

First we rewrite $B_t$ and $B_n$ using the condition (3.6) defining the event $E$:

\[ B_t(x, y) = C_1 d^{1/2} \left( \frac{-ay}{x} \right) + d^{1/2} \left( \frac{-\gamma_1 ay}{\gamma_2 x} \right), \]

and

\[ B_n(x, y) = C_1 d^{1/2} (3 - d(x^2 + y^2)) \left( \frac{x}{ay} \right) + d^{1/2} (3 - d(x^2 + y^2)) \left( \frac{\gamma_1 x}{\gamma_2 ay} \right), \]

with $-\varepsilon < \gamma_i < \varepsilon$ for $i = 1, 2$.

Note that $B_t$ is approximately orthogonal to the vector field $\hat{N}_r$ along $\partial A_d$, and $B_n$ is approximately parallel to $\hat{N}_r$ along $\partial A_d$. This is the basic idea used in the estimates that follow.

We recall from (3.5) that $\hat{N}_r(x, y) = \pm \frac{1}{\sqrt{x^2/a^2 + y^2}} (x/a) + O(d^{-1/2})$ on $\partial A_d$. 
Since \((x/y)\) is orthogonal to \((-ay/x)\), we have, using \((3.7)\) and \((3.5)\),

\[
\langle B_t(x, y), \hat{N}_r(x, y) \rangle = d^{1/2} \left| (\gamma_2 - \gamma_1) \frac{xy}{\sqrt{x^2/a^2 + y^2}} \right| + O(d^{-1/2}), \quad \text{on } \partial A_d. \tag{3.9}
\]

Applying the estimates

\[
d^{1/2} \frac{|xy|}{\sqrt{x^2/a^2 + y^2}} \leq 2a < 4, \quad (x, y) \in \partial A_d,
\]

in \((3.9)\) we obtain, for all \(d\) sufficiently large,

\[
\langle B_t(x, y), \hat{N}_r(x, y) \rangle < 8\varepsilon, \quad \text{on } \partial A_d. \tag{3.10}
\]

Using \((3.8)\), we obtain for \((x, y) \in \partial A_d\)

\[
\langle B_n(x, y), \hat{N}_r(x, y) \rangle = \pm a d^{1/2} (3 - d(x^2 + y^2)) (C_1 (x^2/a^2 + y^2) + \gamma_1 x^2/a^2 + \gamma_2 y^2) \\
\geq \pm a d^{1/2} (3 - d(x^2 + y^2)) (x^2/a^2 + y^2) (C_1 - 2\varepsilon) \\
\geq \pm d^{1/2} (3 - d(x^2 + y^2)) \sqrt{x^2 + y^2} (C_1 - 2\varepsilon),
\]

where the choice of \(\pm\) sign is determined according to the component of \(\partial A_d\) as in \((3.5)\). We have

\[
\pm d^{1/2} (3 - d(x^2 + y^2)) \sqrt{x^2 + y^2} = 2, \quad \text{on } \partial A_d,
\]

which holds on both components of \(\partial A_d\). This gives

\[
\langle B_n(x, y), \hat{N}_r(x, y) \rangle \geq 2C_1 - 4\varepsilon, \quad \text{on } \partial A_d. \tag{3.11}
\]

The two estimates \((3.10)\) and \((3.11)\) together give

\[
\langle B_t(x, y), \hat{N}_r(x, y) \rangle \geq \frac{1}{1+a} \left( \frac{2C_1 - 4\varepsilon}{V_d} - 8\varepsilon \right), \quad \text{on } \partial A_d.
\]

Since \(1 + a < 3\) and \(V_d\) converges to a positive constant \(3 + \sqrt{6} + \sqrt{2}\) as \(d \to \infty\), for an appropriate choice of \(C_1 \gg \varepsilon > 0\) we have \(\frac{1}{1+a} \left( \frac{1}{V_d} (2C_1 - 4\varepsilon) - 8\varepsilon \right) > 2C_0\) for all \(d\) sufficiently large. This completes the verification that property (i) holds.

Next we check property (ii). Throughout the annulus \(A_d\) we have

\[
(1 + a)^2 \|B_t\|^2 = \|B_t\|^2 + \frac{1}{V_d^2} \|B_n\|^2 + \frac{2}{V_d} \langle B_t, B_n \rangle \\
\geq \|B_t\|^2 + \frac{2}{V_d} \langle B_t, B_n \rangle \\
\geq \|B_t\|^2 - |\langle B_t, B_n \rangle|,
\]

Since \(1 + a < 3\) and \(V_d\) converges to a positive constant \(3 + \sqrt{6} + \sqrt{2}\) as \(d \to \infty\), for an appropriate choice of \(C_1 \gg \varepsilon > 0\) we have \(\frac{1}{1+a} \left( \frac{1}{V_d} (2C_1 - 4\varepsilon) - 8\varepsilon \right) > 2C_0\) for all \(d\) sufficiently large. This completes the verification that property (i) holds.

Next we check property (ii). Throughout the annulus \(A_d\) we have

\[
(1 + a)^2 \|B_t\|^2 = \|B_t\|^2 + \frac{1}{V_d^2} \|B_n\|^2 + \frac{2}{V_d} \langle B_t, B_n \rangle \\
\geq \|B_t\|^2 + \frac{2}{V_d} \langle B_t, B_n \rangle \\
\geq \|B_t\|^2 - |\langle B_t, B_n \rangle|,
\]
where we have used in the last line that \( V_d \) which is defined in (3.4) is at least 3. Next we estimate \(|\langle B_t, B_n \rangle|\).

\[
|\langle B_t, B_n \rangle| = 4adC_1|\gamma_2 - \gamma_1|xy| + 2ad|\gamma_2^2 - \gamma_1^2|xy|
\leq 8aC_1|\gamma_1 - \gamma_2| + 4a|\gamma_2^2 - \gamma_1^2|
\leq 16aC_1\varepsilon + 4a\varepsilon^2
\leq 32C_1\varepsilon + 8\varepsilon^2,
\]

Thus,

\[
(1 + a)^2\|B_r\|^2 \geq \|B_t\|^2 - |\langle B_t, B_n \rangle|
\geq \|B_t\|^2 - 32C_1\varepsilon - 8\varepsilon^2
\geq (C_1 - \varepsilon)^2 - 32C_1\varepsilon - 8\varepsilon^2,
\]

which is larger than \((6C_0)^2\) for an appropriate choice of \(C_1 \gg \varepsilon > 0\). So we have
\[
(1 + a)^2\|B_r\|^2 \geq (6C_0)^2,
\]

which shows that property (ii) is satisfied since \(1 + a < 3\).

\[\Box\]

\textit{Proof of Proposition 3.1.} Fix \(0 < r < 1\) and \(0 \leq \theta < 2\pi\). Applying a rotation of the \(xy\)-plane about the origin (and using the rotation invariance of the Kostlan ensemble), we may assume that \(\theta = 0\).

Let \(E\) denote the event that \(A_d(r, 0)\) is a transverse annulus for \(F\), i.e., \(E\) is the event that the following two conditions both hold:

- The vector field \(F\) points into \(A_d(r, 0)\) on both boundary components, i.e., \(\langle F, \hat{n} \rangle > 0\) at each point on \(\partial A_d(r, 0)\) where \(\hat{n}\) denotes the inward pointing normal vector.
- \(F\) has no equilibria in \(A_d(r, 0)\).

Equivalently, \(E\) is the event that \(A_d(r, 0)\) is a transverse annulus for \(G\) defined as

\[
G(x, y) = (1 + x^2 + y^2)^{-d/2}F(x, y).
\]

By Remark 5, the component functions of \(G\) are invariant (as random functions) under the group of transformations induced by orthogonal transformations of projective space.

Let \(T_r = \psi \circ R_r \circ \psi^{-1}\), where \(\psi\) denotes central projection, and \(R_r\) is the rotation such that \(T_r\) fixes the \(x\)-axis and maps the origin to \((r, 0)\).

As defined above, let \(\hat{N}_r = \hat{n}_r \circ T_r\) denote the pullback to \(\partial A_d\) of the inward-pointing unit normal vector on \(\partial A_d(r, 0)\) by the map \(T_r\), where recall \(A_d = A_d(0, 0)\). For each \((x, y) \in \partial A_d\), we recall from (3.5) that \(\hat{N}_r(x, y) = \pm \frac{1}{\sqrt{x^2/a^2 + y^2}}(x/a, y) + O(d^{-1/2})\).

The event \(E\) occurs if \(\langle G \circ T_r, \hat{N}_r \rangle > 0\) at each point on \(\partial A_d\) and \(G \circ T_r\) has no equilibria in \(A_d\). We may replace \(G \circ T_r\) by \(G\) without changing the probability of the event by
Remark 5. Since $G$ is a nonvanishing scalar multiple of $F$, we may then replace $G$ by $F$. This leads us to consider the event $\mathcal{E}_0$ that both of the following are satisfied

- $\langle F, \hat{N}_r \rangle > 0$ on $\partial A_d$.
- $F$ has no equilibria in $A_d$.

This event has the same probability as $\mathcal{E}$.

As stated in Remark 4, in the description of the Kostlan polynomial as a random linear combination with Gaussian coefficients, one is free to choose the basis (as long as it is orthonormal with respect to the Fischer product). Since the degree-$d$ homogenizations of the components of $B_r$ each have unit Fischer norm (by Lemma 3.3), each can be used as elements in an orthonormal basis (orthonormal with respect to the Fischer product) while expanding the components of the random vector field $F$ as a linear combination with i.i.d. Gaussian coefficients. We write this in an abbreviated form as

$$F(x, y) = \begin{pmatrix} p(x, y) \\ q(x, y) \end{pmatrix} = B_r(x, y) + F_r^\perp(x, y) = \begin{pmatrix} \xi_0 b_1(x, y) \\ \eta_0 b_2(x, y) \end{pmatrix} + \begin{pmatrix} f_1^\perp(x, y) \\ f_2^\perp(x, y) \end{pmatrix},$$

where in the first component all the terms involving the basis elements besides those in $b_1$ are collected in $f_1^\perp$, and in the second component all the terms involving the basis elements besides those in $b_2$ are collected in $f_2^\perp$.

Let

$$\tilde{B}_r(x, y) = \begin{pmatrix} \xi_1 b_1(x, y) \\ \eta_1 b_2(x, y) \end{pmatrix}$$

be an independent copy of $B_r(x, y)$, i.e., $\xi_1$ and $\eta_1$ are standard normal random variables independent of each other and of $\xi_0$ and $\eta_0$. Define

$$F_r^\pm = F_r^\perp \pm \tilde{B}_r.$$

Then $F_r^\pm$ are each distributed as $F$, and we can write

$$F(x, y) = B_r(x, y) + \frac{1}{2}(F_r^+ + F_r^-).$$

Define $\mathcal{E}_1$ to be the event described in Lemma 3.4 concerning $B_r(x, y)$.

Define $\mathcal{E}_2$ to be the event that $\|F_r^+(x, y)\|_\infty \leq C_0$, and define $\mathcal{E}_3$ to be the event that $\|F_r^-(x, y)\|_\infty \leq C_0$.

If $\mathcal{E}_1$, $\mathcal{E}_2$, and $\mathcal{E}_3$ all occur then Lemma 3.4 and Remark 7 imply that $\mathcal{E}_0$ occurs. Hence, we have

$$\mathbb{P}\{\mathcal{E}_0\} \geq \mathbb{P}\{\mathcal{E}_1 \cap \mathcal{E}_2 \cap \mathcal{E}_3\}.$$
By Lemma [3.2] the complementary events $E_3^c$ and $E_3^c$ each have probability less than $1/3$. Notice that $E_1$ is independent of $E_2$ and $E_3$, but $E_2$ and $E_3$ are not independent of each other. Thus, we use a union bound with (3.12) to estimate the probability of $E_0$

$$\Pr\{E_0\} \geq \Pr\{E_1 \cap E_2 \cap E_3\}$$

$$= \Pr\{E_1\} \Pr\{E_2 \cap E_3\}$$

$$\geq \Pr\{E_1\} (1 - \Pr E_2^c - \Pr E_3^c)$$

$$\geq (1/3) \Pr E_1 > 0,$$

which proves the proposition since Lemma [3.4] provides that the probability of $E_1$ is positive and independent of $d$. This concludes the proof of the proposition. □

Remark 8. The anonymous referee has pointed out that Proposition [3.1] can be proved without the use of Lemmas [3.2, 3.3, 3.4] using the following very clean application of [49, Thm. 23], thus giving a high ground point of view on the result by understanding it as a consequence of the convergence of the Kostlan ensemble under rescaling. Namely, after having reduced the proof of the proposition to showing positivity of the probability of the event $E_0$, the proof can be finished as follows. Define $X_d(x, y) := F(\frac{1}{\sqrt{d}}(x, y))$. By point (2) of [49, Thm. 23], we have $X_d \to X_\infty$ in law in the space $C^\infty(\mathbb{R}^2, \mathbb{R}^2)$, where $X_\infty$ is the random vector field defined in point (1) of [49, Thm. 23]. Fix $M > 1 > \varepsilon > 0$, and consider the event $E_0^*$ such that

- $\sup_{(x,y) \leq 2} |X_d(x, y)| \leq M$
- $\langle X_d(x, y), (\frac{x^2}{a^2} + y^2)^{-1/2}(x/a_y) \rangle > \varepsilon$ for all $(x, y)$ satisfying $|(x, y)| = 1$;
- $\langle X_d(x, y), -(\frac{x^2}{a^2} + y^2)^{-1/2}(x/a_y) \rangle > \varepsilon$ for all $(x, y)$ satisfying $|(x, y)| = 2$;
- $X_d(x, y) \neq 0$ for all $(x, y)$ satisfying $1 \leq |(x, y)| \leq 2$.

The above are open conditions on $X_d$, and therefore it follows from point (2) of [49, Thm. 23] that

$$\liminf_{d \to +\infty} \Pr\{X_d \in E_0^*\} \geq \Pr\{X_\infty \in E_0^*\} = c.$$

Moreover, by point (3) of [49, Thm. 23], we have $c > 0$. The conditions of the event $E_0$ can be described in terms of $X_d$ as follows (here $\tilde{N}_r$ is defined as in (3.3))

- $\langle X_d(x, y), \tilde{N}_r(\frac{1}{\sqrt{d}}(x, y)) \rangle > 0$ for all $(x, y)$ satisfying $|(x, y)| \in \{1, 2\}$;
- $X_d(x, y) \neq 0$ for all $(x, y)$ satisfying $1 \leq |(x, y)| \leq 2$.

From (3.5) we have the following uniform convergence

$$\tilde{N}_r \left( \frac{1}{\sqrt{d}}(x, y) \right) \to \pm \left( \frac{x^2}{a^2} + y^2 \right)^{-1/2} \left( \frac{x}{a_y} \right) + O(d^{-1/2}), \quad |(x, y)| \in \{1, 2\},$$

from which it follows that, for $d$ sufficiently large, the event $E_0^*$ implies the event $E_0$. Indeed, the event $E_0^*$ together with the uniform convergence statement (3.13) implies
that for $|(x, y)| \in \{1, 2\}$

$$\langle X_d(x, y), \hat{N}_r \left( \frac{1}{\sqrt{d}} (x, y) \right) \rangle \geq \varepsilon - M \cdot O(d^{-1/2}),$$

which is positive for all $d$ sufficiently large. We conclude that, for all $d$ sufficiently large,

$$\Pr\{X_d \in E_0\} \geq c > 0,$$

as desired.

**Proof of Theorem 1.3.** Let $f, g$ be random real-analytic functions sampled independently from the Gaussian space induced by the Bargmann-Fock inner product and normalized by the deterministic scalar $\exp\{-\frac{(x^2 + y^2)}{2}\}$. Explicitly,

$$f(x, y) = \exp\{-\frac{(x^2 + y^2)}{2}\} \sum_{j, k \geq 0} a_{j,k} x^j y^k \sqrt{j!k!}, \quad a_{j,k} \sim N(0, 1).$$

Including the factor $\exp\{-\frac{(x^2 + y^2)}{2}\}$ ensures that $f, g$ are invariant under translations and multiplication of a vector field by a non-vanishing scalar function does not affect its trajectories, in particular, its limit cycles.

Let $\hat{N}_R$ denote the number of empty limit cycles situated within the disk of radius $R$ of the vector field

$$F(x, y) = \left( \begin{array}{c} f(x, y) \\ g(x, y) \end{array} \right).$$

We will use the integral geometry sandwich

$$\int_{D_{R-r}} \frac{N(x, r)}{|D_r|} dx \leq N(0, R) \leq \int_{D_{R+r}} \frac{N^*(x, r)}{|D_r|} dx,$$

where $N(x, r)$ denotes the number of empty limit cycles completely contained in the disk $D_r(x)$ of radius $r$ centered at $x$, $N^*(x, r)$ denotes the number of empty limit cycles that intersect $D_r(x)$, and $|D_r| = \pi r^2$ denotes the area of $D_r$. The statement of the integral geometry sandwich in [54] is for connected components of a nodal set, but as indicated in the proof it is an abstract result that holds in more generality (cf. [61], [6]) that includes the case at hand.

Dividing by $|D_R|$, we rewrite (3.14) as

$$\left(1 - \frac{r}{R}\right)^2 \frac{1}{|D_{R-r}|} \int_{D_{R-r}} \frac{N(x, r)}{|D_r|} dx \leq \frac{N(0, R)}{|D_R|} \leq \left(1 + \frac{r}{R}\right)^2 \frac{1}{|D_{R+r}|} \int_{D_{R+r}} \frac{N^*(x, r)}{|D_r|} dx.$$

Taking expectation and using translation invariance to conclude that $\mathbb{E}N(x, r)$ is independent of $x$, we obtain

$$\left(1 - \frac{r}{R}\right)^2 \mathbb{E}N(0, r) \leq \mathbb{E}N(0, R) \leq \left(1 + \frac{r}{R}\right)^2 \mathbb{E}N^*(0, r).$$

Next we assert that

$$N^*(0, r) \leq N(0, r) + \mathcal{T}(r),$$
where
\[ \mathcal{T}(r) = \# \left\{ (x, y) \in \partial D_r : \langle F(x, y), \left( \frac{x}{y} \right) \rangle = 0 \right\} \]
denotes the number of tangencies of \( F \) with the circle of radius \( r \). Indeed, each limit cycle that intersects but is not completely contained in \( D_r \) must have at least one entry and exit point along \( \partial D_r \). By considering the intersection of \( \partial D_r \) with the interior of the limit cycle and selecting one of its connected components, we may choose such an entry-exit pair to be the endpoints of a circular arc of \( \partial D_r \) that is completely contained in the interior of the limit cycle. At these entry and exit points, \( F \) is directed inward and outward, respectively, and by the intermediate value theorem applied to \( \langle F, (x/y) \rangle \) there is an intermediate point along \( \partial D_r \) where \( F \) is tangent to \( \partial D_r \). By our choice of the entry-exit pair, the point of tangency is in the interior of the limit cycle. Thus, empty limit cycles correspond to distinct such points of tangency, and this verifies (3.16).

Next we use the Kac-Rice formula to prove the following lemma concerning the expectation of the number \( \mathcal{T}_r \) of such tangencies along \( \partial D_r \).

**Lemma 3.5.** The expectation of \( \mathcal{T}_r \) satisfies

(3.17) \[ \mathbb{E} \mathcal{T}_r = 2\sqrt{1 + r^2}. \]

**Proof of Lemma 3.5.** Let \( h_1(r, \theta) \) denote \[ \frac{x}{r} f(x, y) + \frac{y}{r} g(x, y) \]
evaluated at \( x = r \cos(\theta), y = r \sin(\theta) \). For fixed \( r \) the zeros of \( h_1 \) correspond to the tangencies counted by \( \mathcal{T}_r \). Hence, applying Theorem 2.3 (it is easy to check that the conditions (i)-(iv) are satisfied) gives

(3.18) \[ \mathbb{E} \mathcal{T}_r = \int_0^{2\pi} \int_{\mathbb{R}} |B| \rho_\theta(0, B) dB d\theta, \]

where \( \rho_\theta(A, B) \) denotes the joint probability density of \( A = h_1(r, \theta) \) and \( B = \partial_\theta h_1(r, \theta) \). The vector field \( \left( \frac{x}{y} \right) \) is invariant with respect to rotations about the origin, and \( f, g \) are also invariant (meaning the distribution of probability on the space of these random functions is invariant) with respect to rotations about the origin. This implies that the inside integral in (3.18) is independent of \( \theta \), and this gives

(3.19) \[ \mathbb{E} \mathcal{T}_r = 2\pi \int_{\mathbb{R}} |B| \rho_0(0, B) dB. \]

Computation of \( B = \partial_\theta h_1(r, \theta) \) evaluated at \( \theta = 0 \) gives
\[ \partial_\theta h_1(r, \theta)_{|\theta=0} = rf_y(r, 0) + g(r, 0). \]

Since \( f, g \) are independent of each other, and evaluation of \( f \) is independent of \( f_y \) evaluated at the same point, we have that \( rf_y(r, 0) + g(r, 0) \) is independent of \( f(r, 0) \). So the joint density \( \rho_0 \) of \( A_{|\theta=0} = f(r, 0) \) and \( B_{|\theta=0} = rf_y(r, 0) + g(r, 0) \) is the product of densities of \( f(r, 0) \sim N(0, 1) \) and \( rf_y(r, 0) + g(r, 0) \sim N(0, 1 + r^2) \) which gives
\[ \rho_0(A, B) = \frac{1}{2\pi \sqrt{1 + r^2}} \exp \left\{ -\frac{A^2}{2} \right\} \exp \left\{ -\frac{B^2}{2(1 + r^2)} \right\}, \]
and in particular
\[ \rho_0(0, B) = \frac{1}{2\pi \sqrt{1 + r^2}} \exp \left\{ -\frac{B^2}{2(1 + r^2)} \right\}. \]

Then (3.19) becomes
\[ \mathbb{E} \mathcal{J}_r = \frac{2\pi}{\sqrt{2\pi}} \int_R |B| \frac{1}{\sqrt{2\pi(1 + r^2)}} \exp \left\{ -\frac{B^2}{2(1 + r^2)} \right\} B, \]
where we have separated the constants so that the integral gives the absolute moment of a Gaussian of mean zero and variance \( 1 + r^2 \). From this we conclude
\[ \mathbb{E} \mathcal{J}_r = 2\sqrt{1 + r^2}, \]
which gives (3.17) as desired and concludes the proof of the lemma.

Applying (3.16) in (3.15) and returning to the abbreviated notation \( \hat{N}_R = \mathcal{N}(0, R) \), we have
\[ (1 - \frac{r}{R})^2 \frac{\mathbb{E} \hat{N}_r}{|D_r|} \leq \frac{\mathbb{E} \hat{N}_R}{|D_R|} \leq (1 + \frac{r}{R})^2 \frac{\mathbb{E} \hat{N}_r + \mathbb{E} \mathcal{J}(r)}{|D_r|}. \]

Let \( \varepsilon > 0 \) be arbitrary. We will show that there exists \( r \) such that for all \( R \gg r \) sufficiently large we have
\[ \left| \frac{\mathbb{E} \hat{N}_R}{|D_R|} - \frac{\mathbb{E} \hat{N}_r}{|D_r|} \right| < \varepsilon. \] (3.20)

From (3.17) we have
\[ \frac{\mathbb{E} \mathcal{J}(r)}{|D_r|} = O(r^{-1}), \]
and using this we choose \( r \) large enough so that
\[ \frac{\mathbb{E} \mathcal{J}(r)}{|D_r|} < \frac{\varepsilon}{8}. \] (3.21)

We have
\[ (1 - \frac{r}{R})^2 \frac{\mathbb{E} \hat{N}_r}{|D_r|} > \frac{\mathbb{E} \hat{N}_r}{|D_r|} - 2 \frac{r}{R} \frac{\mathbb{E} \hat{N}_r}{|D_r|}, \]
and we may choose \( R > r \) sufficiently large (with the above choice of \( r \) now fixed) so that
\[ (1 - \frac{r}{R})^2 \frac{\mathbb{E} \hat{N}_r}{|D_r|} > \frac{\mathbb{E} \hat{N}_r}{|D_r|} - \varepsilon. \] (3.22)

Choosing \( R \) larger if necessary we also have
\[ (1 + \frac{r}{R})^2 \frac{\mathbb{E} \hat{N}_r}{|D_r|} < \frac{\mathbb{E} \hat{N}_r}{|D_r|} + \frac{\varepsilon}{2}. \] (3.23)
Then (3.21), (3.22), and (3.23) imply
\[
\frac{\mathbb{E}\hat{N}_r}{|D_r|} - \varepsilon < \frac{\mathbb{E}\hat{N}_R}{|D_R|} < \frac{\mathbb{E}\hat{N}_r}{|D_r|} + \varepsilon,
\]
which implies (3.20).

It follows that \(\frac{\mathbb{E}\hat{N}_r}{|D_r|}\) converges as \(R \to \infty\), i.e., there exists a constant \(c\) such that
\[
\mathbb{E}\hat{N}_R \sim c \cdot R^2, \quad \text{as } R \to \infty.
\]

Positivity of the constant \(c\) follows from a simple adaptation of the proof of Theorem 1.2; instead of considering shrinking elliptical annuli one can take a collection of circular annuli of fixed radius. One can fit \(\geq k \cdot R^2\) many disjoint such annuli in \(D_R\). The subsequent constructions simplify as well since the distortion factor \(a\) is absent. We omit further details since no new complications arise. \(\square\)

4. Limit cycles surrounding a perturbed center focus: Proofs of Theorems 1.4 and 1.5

Proof of Theorem 1.4. Recall from the statement of the theorem that \(N_d(\rho)\) denotes the number of limit cycles in the disk \(D_\rho\) of the vector field
\[
F(x, y) = \begin{pmatrix} y + \varepsilon(d)p_d(x, y) \\ -x + \varepsilon(d)q_d(x, y) \end{pmatrix},
\]
where
\[
p_d(x, y) = \sum_{1 \leq j+k \leq d} a_{j,k} x^j y^k,
\]
and
\[
q_d(x, y) = \sum_{1 \leq j+k \leq d} b_{j,k} x^j y^k.
\]

Let \(p_\infty\) and \(q_\infty\) denote the random bivariate power series obtained by letting \(d \to \infty\) in (4.1), (4.2).

Fix \(R\) satisfying \(\rho < R < 1\).

Since \(|a_{j,k}|, |b_{j,k}| \leq 1\) the series (4.1), (4.2) are each majorized by
\[
\sum_{j,k \geq 1} |x|^j |y|^k = \sum_{j \geq 1} |x|^j \sum_{k \geq 1} |y|^k,
\]
which converges uniformly in \((x, y) \in \mathbb{C}^2 : |x| \leq R, |y| \leq R\). In particular, \(p_\infty\) and \(q_\infty\) converge absolutely and uniformly in the bidisk \(D_R \times D_R\).

Since our goal is to prove almost sure convergence of \(N_d(\rho)\), it is important to note that \(p_d\) and \(p_\infty\) are naturally coupled in a single probability space; the \(d\)th-order truncation of \(p_\infty\) is distributed as \(p_d\). Thus, in order to prove the desired almost sure convergence, we sample \(p_\infty\), \(q_\infty\) and then show that, almost surely, the sequence \(N_d(\rho)\) associated with the truncations \(p_d\), \(q_d\) converges as \(d \to \infty\).
We take note of the following error estimates based on the tail of the majorization (4.3),

\[ \sup_{D_R \times D_R} |p_\infty - p_d| < R^{2d}/(1 - R)^2, \quad \sup_{D_R \times D_R} |q_\infty - q_d| < R^{2d}/(1 - R)^2. \]

Consider the vector field

\[ F_\infty(x, y) = \left( \begin{array}{c} y + \varepsilon p_\infty(x, y) \\ -x + \varepsilon q_\infty(x, y) \end{array} \right), \]

and let \( \mathcal{P}_{\infty, \varepsilon} : \mathbb{R}_+ \to \mathbb{R}_+ \) denote the corresponding Poincaré first return map along the positive \( x \)-axis. Then by Theorem 2.2, we have the following perturbation expansion

\[ \mathcal{P}_{\infty, \varepsilon}(r) = r + \varepsilon \mathcal{A}_\infty(r) + \varepsilon^2 E(r, \varepsilon), \]

where \( \mathcal{A}_\infty(r) \) is the first Melnikov function given by the integral

\[ \mathcal{A}_\infty(r) = \int_{x^2 + y^2 = r^2} p_\infty dy - q_\infty dx. \]

Let \( X(\rho) \) denote the number of zeros of \( \mathcal{A}_\infty \) in \( (0, \rho) \). \( X(\rho) \) is our candidate limit for the sequence \( N_d(\rho) \). Before proving this convergence, let us first verify the second part of the conclusion in the theorem, namely,

\[ \mathbb{E} X(\rho) < \infty. \]

Note that \( \mathcal{A}_\infty \) is analytic in the unit disk, and by the non-accumulation of zeros for analytic functions, \( X(\rho) \) is finite-valued. On the other hand, the finiteness of its expectation \( \mathbb{E} X(\rho) \) requires additional estimates shown in the following lemma.

**Lemma 4.1.** The expectation \( \mathbb{E} X(\rho) \) of the number of zeros of \( \mathcal{A}_\infty \) in \( (0, \rho) \) satisfies

\[ \mathbb{E} X(\rho) < \infty. \]

**Proof of Lemma 4.1.** As above, fix \( R \) satisfying \( \rho < R < 1 \). Writing the integral (4.6) in polar coordinates, we have

\[ \mathcal{A}_\infty(r) = \int_0^{2\pi} p_\infty(r \cos(\theta), r \sin(\theta)) r \cos(\theta) d\theta + q_\infty(r \cos(\theta), r \sin(\theta)) r \sin(\theta) d\theta. \]

This defines an analytic function valid for complex values of \( r \), and for \( r \in D_R \) with \( \theta \in [0, 2\pi] \) we have \( (r \cos(\theta), r \sin(\theta)) \in D_R \times D_R \). From the majorization (4.3), we have \( |p_\infty| \) and \( |q_\infty| \) are uniformly bounded by \( 1/(1 - R)^2 \) in \( D_R \times D_R \). Using this to estimate the above integral we obtain

\[ \sup_{r \in D_R} \mathcal{A}_\infty(r) \leq \frac{2\pi}{(1 - R)^2}. \]

Integrating term by term in (4.7), we can write \( \mathcal{A}_\infty(r) \) as a series.

\[ \mathcal{A}_\infty(r) = \sum_{m=0}^{\infty} \zeta_m r^{2m+2}, \]

where

\[ \zeta_m = \int_0^{2\pi} \sum_{j+k=2m+1} (a_{j,k} \cos(\theta) + b_{j,k} \sin(\theta)) (\cos(\theta))^j (\sin(\theta))^k d\theta. \]
(The odd powers of \( r \) do not survive in the series due to symmetry.)

Let \( f(r) = \sum_{m=0}^{\infty} \zeta_m r^{2m} = A_\infty(r)/r^2 \). In order to see that \( \mathbb{E}X(\rho) < \infty \) we consider the number \( Y(\rho) \) of complex zeros of \( f \) in the disk \( \mathbb{D}_\rho \), and we use the following estimate based on Jensen’s formula [2, Ch. 5, Sec. 3.1]

\[
Y(\rho) \leq \frac{1}{\log(\rho/R)} \log \left( \frac{M}{|\zeta_1|} \right),
\]

where

\[
M := \sup_{|r|=R} |f(r)|.
\]

This gives

\[
\mathbb{E}Y(\rho) \leq \frac{1}{\log(\rho/R)} (\mathbb{E} \log M - \mathbb{E} \log |\zeta_1|).
\]

From (4.8) we have

\[
\sup_{|r|=R} |f(r)| \leq \frac{4\pi}{R(1 - R)^2},
\]

and hence it suffices to show that

\[
(4.11) \quad -\mathbb{E} \log |\zeta_1| < \infty.
\]

We obtain, after computing the integrals in (4.10),

\[
\zeta_1 = 2\pi(a_{3,0} + b_{2,4} + a_{1,2} + b_{0,3}).
\]

Then the desired estimate (4.11) follows from the triangle inequality and finiteness of the integral \( \int_{-1}^{1} \log |u|du \). This completes the proof of the lemma. \( \square \)

We have that \( \mathcal{A}_\infty \) is smooth on \((0, \rho)\) (in fact \( \mathcal{A}_\infty \) is analytic in the unit disk), and the probability density of its point evaluations are bounded. Hence, we can apply Bulinskaya’s Lemma [7, Prop. 1.20] to conclude that almost surely the zeros of \( \mathcal{A}_\infty \) are all non-degenerate, i.e., the derivative \( \mathcal{A}_\infty' \) does not vanish at any zero. Non-degeneracy implies the following lemma.

**Lemma 4.2.** Almost surely, the zero set of \( \mathcal{A}_\infty \) is stable with respect to \( C^1 \)-small perturbations.

Let us use the following notation for the \( C^1 \)-norm.

\[
\|\mathcal{F}\|_{C^1} := \sup_{0<r<\rho} |\mathcal{F}(r)| + \sup_{0<r<\rho} |\mathcal{F}'(r)|.
\]

Let \( \mathcal{P}_d : \mathbb{R}_+ \to \mathbb{R}_+ \) denote the Poincaré first return map along the positive \( x \)-axis of the vector field

\[
F(x, y) = \begin{pmatrix} y + \varepsilon p_d(x, y) \\ -x + \varepsilon q_d(x, y) \end{pmatrix}.
\]
In order to show that \( N_d(\rho) \) converges to \( X(\rho) \), by Lemma 4.2 it is enough to show that
\( (\mathcal{P}_d(r) - r)/\varepsilon(d) \) approaches \( \mathcal{A}_\infty \) in the \( C^1 \)-norm as \( d \to \infty \), i.e.,

\[
\lim_{d \to \infty} \left\| \frac{\mathcal{P}_d(r) - r}{\varepsilon(d)} - \mathcal{A}_\infty(r) \right\|_{C^1} = 0.
\]

Since Theorem 2.2 provides that the error term \( E(r, \varepsilon) \) in the perturbation expansion (4.5) is uniformly bounded, we have that \( (\mathcal{P}_{\infty,\varepsilon}(r) - r)/\varepsilon \) approaches \( \mathcal{A}_\infty \) in the \( C^1 \)-norm as \( \varepsilon \to 0 \). In particular, since \( \varepsilon(d) \to 0 \) as \( d \to \infty \), we have

\[
\lim_{d \to \infty} \left\| \frac{\mathcal{P}_{\infty,\varepsilon}(d)(r) - r}{\varepsilon(d)} - \mathcal{A}_\infty(r) \right\|_{C^1} = 0.
\]

We have

\[
\lim_{d \to \infty} \left\| \frac{\mathcal{P}_d(r) - r}{\varepsilon(d)} - \mathcal{A}_\infty(r) \right\|_{C^1} \leq \left\| \frac{\mathcal{P}_{\infty,\varepsilon}(d) - \mathcal{P}_d}{\varepsilon(d)} \right\|_{C^1} + \left\| \frac{\mathcal{P}_{\infty,\varepsilon}(d)(r) - r}{\varepsilon(d)} - \mathcal{A}_\infty(r) \right\|_{C^1},
\]

and, as we have noted in (4.13), the second term on the right hand side of (4.14) converges to zero as \( d \to \infty \). Hence, our immediate goal (4.12) is reduced to proving the following lemma.

**Lemma 4.3.** Let \( \delta > 0 \) be arbitrary. For all \( d \) sufficiently large, we have

\[
\left\| \frac{\mathcal{P}_{\infty,\varepsilon}(d) - \mathcal{P}_d}{\varepsilon(d)} \right\|_{C^1} < \delta.
\]

The following proof could most likely be condensed with an appropriate estimate, which surely must be known, for the variation of the Poincaré map under \( C^1 \)-small perturbations of the underlying vector field. However, we were unable to find a suitable reference, so we give the following mostly self-contained proof.

**Proof of Lemma 4.3.** In order to show this, we first change to polar coordinates \( x = r \cos \theta, y = r \sin \theta \) and write our systems \((\dot{x}_y, \dot{y}_y) = (y + \varepsilon(d)p_d(x,y), -x + \varepsilon(d)q_d(x,y))\) and \((\dot{x}_y, \dot{y}_y) = (y + \varepsilon\mathcal{P}_\infty(x,y), -x + \varepsilon\mathcal{Q}_\infty(x,y))\) as

\[
\frac{dr}{d\theta} = \varepsilon(d) H_d(r, \theta),
\]

and

\[
\frac{dr}{d\theta} = \varepsilon \mathcal{H}_\infty(r, \theta),
\]

where

\[
H_d(r, \theta) = \frac{(xp_d(x,y) + yp_d(x,y))/r}{1 + \varepsilon(d)(xp_d(x,y) - yp_d(x,y))/r^2},
\]

and

\[
\mathcal{H}_\infty(r, \theta) = \frac{(xp\infty(x,y) + yp\infty(x,y))/r}{1 + \varepsilon(xq\infty(x,y) - yp\infty(x,y))/r^2}.
\]

Fix an initial condition \( r(0) = r_0 \). We will use \( r_d(\theta) \) and \( r_\infty(\theta) \) to denote the solutions to the systems (4.16) and (4.17), respectively, with the same initial condition \( r(0) = r_0 \).
The estimates (4.3), (4.4) imply that given any $\delta_0$, we have for all $d$ sufficiently large
\begin{equation}
(4.18) \quad \sup_{(r,\theta) \in \mathbb{D}_R \times [0,2\pi]} \left| H_{\infty,\varepsilon(d)}(r,\theta) - H_d(r,\theta) \right| < \delta_0.
\end{equation}
We also have from the estimates (4.4) that there exists $M > 0$ such that
\begin{equation}
(4.19) \quad \sup_{(r,\theta) \in \mathbb{D}_R \times [0,2\pi]} \left| H_d(r,\theta) \right| \leq M, \quad \sup_{(r,\theta) \in \mathbb{D}_R \times [0,2\pi]} \left| H_{\infty,\varepsilon(d)}(r,\theta) \right| \leq M.
\end{equation}
We have
\[ \frac{d}{d\theta} (r_\infty(\theta) - r_d(\theta)) = \varepsilon(d) \left[ H_{\infty,\varepsilon(d)}(r_\infty(\theta),\theta) - H_d(r_d(\theta),\theta) \right], \]
which implies
\begin{equation}
(4.20) \quad \left| r_\infty(\theta) - r_d(\theta) \right| \leq \varepsilon(d) \int_0^\theta \left| H_{\infty,\varepsilon(d)}(r_\infty(\theta),\theta) - H_d(r_d(\theta),\theta) \right| d\theta.
\end{equation}
Applying (4.19) to estimate (4.20) we obtain
\begin{equation}
(4.21) \quad \left| r_d(\theta) - r_\infty(\theta) \right| < 2M\varepsilon(d).
\end{equation}
We have $\mathcal{P}_{\infty,\varepsilon(d)}(r_0) = r_\infty(2\pi)$, $\mathcal{P}_d(r_0) = r_d(2\pi)$, where recall $r_\infty, r_d$ are the solutions to the systems (4.17), (4.16) with initial condition $r_\infty(0) = r_d(0) = r_0$. Using this while setting $\theta = 2\pi$ in (4.20) we have
\begin{equation}
(4.22) \quad \left| \mathcal{P}_{\infty,\varepsilon(d)}(r_0) - \mathcal{P}_d(r_0) \right| \leq \varepsilon(d) \int_0^{2\pi} \left| H_{\infty,\varepsilon(d)}(r_\infty(\theta),\theta) - H_d(r_d(\theta),\theta) \right| d\theta.
\end{equation}
The above integrand (*) satisfies
\begin{equation}
(4.23) \quad (*) \leq \left| H_d(r_d(\theta),\theta) - H_{\infty,\varepsilon(d)}(r_d(\theta),\theta) \right| + \left| H_{\infty,\varepsilon(d)}(r_\infty(\theta),\theta) - H_{\infty,\varepsilon(d)}(r_\infty(\theta),\theta) \right|
\end{equation}
We have from (4.18)
\begin{equation}
(4.24) \quad \left| H_d(r_d(\theta),\theta) - H_{\infty,\varepsilon(d)}(r_d(\theta),\theta) \right| < \delta_0, \quad \theta \in [0,2\pi],
\end{equation}
and we also have for all $d$ sufficiently large
\begin{equation}
(4.25) \quad \left| H_{\infty,\varepsilon(d)}(r_d(\theta),\theta) - H_{\infty,\varepsilon(d)}(r_\infty(\theta),\theta) \right| < \delta_0, \quad \theta \in [0,2\pi].
\end{equation}
The latter follows from the uniform equicontinuity of the sequence $H_{\infty,\varepsilon(d)}$ since we have as stated in (4.21) that $\left| r_\infty(\theta) - r_d(\theta) \right|$ is arbitrarily small for $d$ sufficiently large.
Using (4.23), (4.24), (4.25) to estimate (4.22), we obtain
\[ \left| \mathcal{P}_{\infty,\varepsilon(d)}(r_0) - \mathcal{P}_d(r_0) \right| \leq \varepsilon(d)4\pi\delta_0. \]
This gives
\begin{equation}
(4.26) \quad \sup_{r \in \mathbb{D}_R} \left| \frac{\mathcal{P}_{\infty,\varepsilon(d)}(r) - \mathcal{P}_d(r)}{\varepsilon(d)} \right| < 4\pi\delta_0,
\end{equation}
and using Cauchy estimates \[2\] Ch. 4, Sec. 2.3 for the derivatives we obtain

\[
\sup_{r \in \mathbb{R}, \varepsilon} \left| \mathcal{P}'_{\infty, \varepsilon(d)}(r) - \mathcal{P}'_{d}(r) \right| < \frac{4\pi}{R - \rho} \delta_0,
\]

and together with (4.26) this gives

\[
\left\| \mathcal{P}_{\infty, \varepsilon(d)}(r) - \mathcal{P}_{d}(r) \right\| < 4\pi \left( 1 + \frac{1}{R - \rho} \right) \delta_0.
\]

Since \( \delta_0 \) was arbitrary, this verifies (4.15) and concludes the proof of the lemma. \( \square \)

Lemma 4.3 along with (4.14) and (4.13) implies (4.12). Hence, almost surely, we have for all \( d \) sufficiently large, \((\mathcal{P}_{d}(r) - r)/\varepsilon(d)\) lies within the \( C^1 \)-neighborhood of stability of \( \mathcal{A}_\infty \) provided by Lemma 4.2 and we conclude that the fixed points of \( \mathcal{P}_{d} \) in the interval \((0, \rho)\) are in one-to-one correspondence with the zeros of \( \mathcal{A}_\infty \). This verifies the desired almost sure convergence of \( N_{d}(\rho) \) to \( X(\rho) \).

Finally, we verify the statements in the theorem concerning the random coefficients \( \zeta_m \) of the series \( \mathcal{A}_\infty(r) \). From (4.10) we see that each \( \zeta_m \) is a linear combination

\[
\zeta_m = \sum_{j = k = 2m+1}^{2m+1} a_{j,k} \int_0^{2\pi} (\cos(\theta))^{j+1}(\sin(\theta))^k d\theta + b_{j,k} \int_0^{2\pi} (\cos(\theta))^j(\sin(\theta))^{k+1} d\theta
\]

of the random variables \( a_{j,k}, b_{j,k} \), and as such each \( \zeta_m \) has mean zero. It is easy to see from the range of the indices of the sum in (4.10) that \( \zeta_m \) are independent since the \( a_{j,k}, b_{j,k} \) appearing in (4.10) for distinct \( m \) do not overlap. Recalling that \( \mathbb{E}a_{j,k}^2 = \mathbb{E}b_{j,k}^2 = 1 \) for each \( j, k \), the variance \( \sigma_m^2 = \mathbb{E}\zeta_m^2 \) of \( \zeta_m \) is given by

\[
\sigma_m^2 = \sum_{k = 0}^{2m+1} \left( \int_0^{2\pi} (\cos(\theta))^{2m+2-k}(\sin(\theta))^k d\theta \right)^2 + \left( \int_0^{2\pi} (\cos(\theta))^{2m+1-k}(\sin(\theta))^{k+1} d\theta \right)^2.
\]

We use the identities \[33\]

\[
\int_0^{2\pi} (\cos(\theta))^{2m+2-k}(\sin(\theta))^k d\theta = \begin{cases} 2\pi \frac{(2m-k+1)!!(k-1)!!}{(2m+2)!!}, & k \text{ even} \\ 0, & k \text{ odd} \end{cases},
\]

\[
\int_0^{2\pi} (\cos(\theta))^{2m+1-k}(\sin(\theta))^{k+1} d\theta = \begin{cases} 0, & k \text{ even} \\ 2\pi \frac{(2m-k)!!(k)!!}{(2m+2)!!}, & k \text{ odd} \end{cases},
\]

in order to obtain

\[
\sigma_m^2 = 4\pi^2 \sum_{\ell = 0}^{m} \left( \frac{(2m-2\ell+1)!!(2\ell-1)!!}{(2m+2)!!} \right)^2 + \left( \frac{(2m-2\ell-1)!!(2\ell+1)!!}{(2m+2)!!} \right)^2.
\]

The asymptotic behavior as \( m \to \infty \) is dominated by just two terms (one for \( \ell = 0 \) and one for \( \ell = m \), and we have

\[
\sigma_m^2 \sim 8\pi^2 \left( \frac{2m+1} {(2m+2)!!} \right)^2 \sim 8\pi m^{-1},
\]

as stated in the theorem. \( \square \)
Proof of Theorem 1.5. We shall reduce this problem to one where we can apply the results from [12]. Some lines below closely follow the proof of [12, Thm. A]. We have
\[ p(x, y) = \sum_{1 \leq j + k \leq d} a_{j,k} x^j y^k, \quad q(x, y) = \sum_{1 \leq j + k \leq d} b_{j,k} x^j y^k, \]
with the vector of all coefficients sampled uniformly from the \( d(d+3) \)-dimensional unit ball \( \left\{ \sum_{1 \leq j + k \leq d} (a_{j,k})^2 + (b_{j,k})^2 \leq 1 \right\} \). We change variables by a scaling \( u = x/(2\rho), \ v = y/(2\rho) \). In these coordinates, the system
\[ \begin{pmatrix} \dot{x} \\ \dot{y} \end{pmatrix} = \begin{pmatrix} -y + \varepsilon p(x, y) \\ x + \varepsilon q(x, y) \end{pmatrix} \]
becomes
\[ \begin{pmatrix} \dot{u} \\ \dot{v} \end{pmatrix} = \begin{pmatrix} -v + \varepsilon \hat{p}(u, v) \\ u + \varepsilon \hat{q}(u, v) \end{pmatrix}, \]
where \( \hat{p}(u, v) = 2\rho \cdot p(2\rho u, 2\rho v), \) and \( \hat{q}(u, v) = 2\rho \cdot q(2\rho u, 2\rho v) \).

We are concerned with limit cycles situated in the disk \( \mathbb{D}_{1/2} \) of the \((u, v)\)-plane.

Changing to polar coordinates \( u = r \cos \phi, \ v = r \sin \phi, \) we obtain
\[ \frac{\partial r}{\partial \phi} = H(r, \phi)r, \quad H(r, \phi) = \frac{\varepsilon (u\hat{p}(u, v) + v\hat{q}(u, v))/r^2}{1 + \varepsilon (u\hat{q}(u, v) - v\hat{p}(u, v))/r^2}. \]

We complexify the radial coordinate \( r \), and let \( U = \mathbb{D} \times [0, 2\pi] \). Then a simple modification of the estimates in [12, p. 236] gives
\[ \sup_U \left| \frac{\hat{p}(u, v)}{r} \right| \leq (2\rho)^d \sqrt{\sum_{1 \leq j + k \leq d} (a_{j,k})^2 \sqrt{d} \leq (2\rho)^d \sqrt{d},} \]
\[ \sup_U \left| \frac{\hat{q}(u, v)}{r} \right| \leq (2\rho)^d \sqrt{\sum_{1 \leq j + k \leq d} (b_{j,k})^2 \sqrt{d} \leq (2\rho)^d \sqrt{d},} \]
where we used \( \sum_{1 \leq j + k \leq d} (a_{j,k})^2 + (b_{j,k})^2 \leq 1 \). These estimates imply
\[ \sup_U |H(r, \phi)| \leq \frac{\varepsilon (2\rho)^d \sqrt{d}}{1 - \varepsilon (2\rho)^d \sqrt{d}} \leq 3\sqrt{d}(2\rho)^d \varepsilon. \]

Since \( \varepsilon \leq \frac{(2\rho)^{-(d+3)}}{40\pi \sqrt{d}} \), we have
\[ \sup_U |H(r, \phi)| \leq \frac{3}{40\pi}, \]
so that the hypothesis of [12, Prop. 3.1] is satisfied and we conclude that the Poincaré map \( p_\mu \) as in [12, p. 237] along with the functions
\[ g_\mu(r) = \frac{p_\mu(r)}{r} - 1, \quad h_\mu(r) = \frac{40\sqrt{d}}{\sqrt{2}} g_\mu(r) \]
are analytic in $\mathbb{D}_{d/4}$ and depend analytically on the vector $\mu$ of coefficients throughout the ball in $\mathbb{C}^{d(d+3)}$ of radius $2N$, with $N = \frac{1}{40\pi\sqrt{d}}$. The rest of the proof, consisting of an application of [12, Thm. 2.3] now follows exactly as in [12, p. 237].

5. INFINTESIMAL PERTURBATIONS: PROOFS OF THEOREMS 1.6 AND 1.7

Before proving Theorem 1.6, we state several lemmas that hold more generally for perturbed Hamiltonian systems.

Consider the system

$$\begin{cases}
\dot{x} = \partial_x H(x, y) + \varepsilon p(x, y) \\
\dot{y} = -\partial_y H(x, y) + \varepsilon q(x, y)
\end{cases},$$

with $H$ a generic (fixed) polynomial and $p, q$ Kostlan random polynomials of degree $d$. Let $A$ be a period annulus of the unperturbed Hamiltonian system ($\varepsilon = 0$), and let $N_{d,\varepsilon}(A)$ denote the number of limit cycles in $A$.

**Lemma 5.1.** Fix a period annulus $A$ of the Hamiltonian system. As $\varepsilon \to 0^+$ the number $N_{d,\varepsilon}(A)$ of limit cycles in $A$ converges almost surely to the random variable $N_d(A)$ that counts the number of zeros of the first Melnikov function for the system (5.1) given by

$$\mathcal{A}(t) = \int_{C_t} pdy - qdx,$$

where $C_t = \{H(x, y) = t\}$.

**Proof of Lemma 5.1.** Since $p, q$ are Gaussian random polynomials and the curves $C_t$ provide a smooth foliation of $A$, the random function $\mathcal{A}$ is a smooth (in fact analytic) non-degenerate Gaussian random function, and the probability density of its point evaluations $\mathcal{A}(t)$ are uniformly bounded. Bulinskaya’s Lemma [7, Prop. 1.20] then implies that almost surely the zeros of $\mathcal{A}$ are all non-degenerate; the lemma now follows from an application of Theorem 2.2.

**Lemma 5.2.** The expectation $\mathbb{E}N_{d}(A)$ of the number of zeros of $\mathcal{A}$ in $A$ is given by

$$\mathbb{E}N_{d}(\rho) = \frac{1}{\pi} \int_a^b \sqrt{\frac{\partial^2}{\partial r \partial t} \log(\mathcal{K}(r, t))}_{r=t} \, dr,$$

where $a$ and $b$ are chosen so that $A$ is a component of the set $\{a < H(x, y) < b\}$ and where

$$\mathcal{K}(r, t) = \mathbb{E}\mathcal{A}(r)\mathcal{A}(t)$$

denotes the two-point correlation function of $\mathcal{A}$.

**Proof of Lemma 5.2.** Since $\mathcal{A}$ satisfies the conditions of Theorem 2.3, this follows from an application of Edelman and Kostlan’s formulation (2.5) of the Kac-Rice formula.
Lemma 5.3. The two-point correlation function of $\mathcal{A}$ defined in (5.3) satisfies

$$K(r,t) = \int_{C_r} \int_{C_t} (1 + x_1 x_2 + y_1 y_2)^d [dy_1 dy_2 + dx_1 dx_2].$$

Proof of Lemma 5.3. Let us write

$$\mathcal{A}(r) = \int_{C_r} p(v_1) dy_1 - q(v_1) dx_1, \quad \mathcal{A}(t) = \int_{C_t} p(v_2) dy_2 - q(v_2) dx_2,$$

with $v_1 = (x_1, y_1)$, $v_2 = (x_2, y_2)$. Using (5.5) and linearity of expectation, the expectation in (5.3) can be expressed as

$$\int_{C_r} \int_{C_t} E[p(v_1) p(v_2) dy_1 dy_2 - p(v_1) q(v_2) dx_1 dy_2 - q(v_1) p(v_2) dx_1 dy_2 + q(v_1) q(v_2) dx_1 dx_2],$$

and since the pointwise evaluations of $p, q$ are centered Gaussians independent of each other, we have, for each $v_1 = (x_1, y_1), v_2 = (x_2, y_2)$,

$$Ep(v_1)q(v_2) = Eq(v_1)p(v_2) = 0,$$

which leads to the following simplified expression for the two-point correlation.

$$\mathcal{K}(r,t) = \int_{C_r} \int_{C_t} [E[p(v_1) p(v_2) dy_1 dy_2 + Eq(v_1) q(v_2) dx_1 dx_2]].$$

We write this as

$$\mathcal{K}(r,t) = \int_{C_r} \int_{C_t} [K(v_1, v_2) dy_1 dy_2 + K(v_1, v_2) dx_1 dx_2],$$

where $K(v_1, v_2) = Ep(v_1) p(v_2)$ denotes the covariance kernel for the Kostlan ensemble. Finally, substitute in (5.6) the known expression

$$K(v_1, v_2) = (1 + x_1 x_2 + y_1 y_2)^d$$

from (2.1) for the covariance kernel of the Kostlan ensemble. This gives (5.4) and concludes the proof of the lemma. □

Proof of Theorem 1.6. As in the statement of the theorem, $N_{d,\varepsilon}(\rho)$ denotes the number of limit cycles in $\mathbb{D}_\rho$ of the system

$$\begin{cases}
\dot{x} = y + \varepsilon p(x,y) \\
\dot{y} = -x + \varepsilon q(x,y)
\end{cases},$$

with $p, q$ Kostlan random polynomials of degree $d$. By Lemma 5.1 as $\varepsilon \to 0^+$ $N_{d,\varepsilon}(\rho)$ converges almost surely to the number $N_d(\rho)$ of zeros of $\mathcal{A}$ in $(0, \rho)$ with

$$\mathcal{A}(r) = \int_{C_r} p dx - qdy, \quad C_r = \{x^2 + y^2 = r^2\}.$$ 

Let $\mathcal{K}(r,t) = E\mathcal{A}(r)\mathcal{A}(t)$ denote the two-point correlation function of $\mathcal{A}$ as in (5.3).
We parameterize \( C_r = \{ x^2 + y^2 = r^2 \} \) by \((x_1, y_1) = (r \cos \theta_1, r \sin \theta_1)\) and \( C_t \) by \((x_2, y_2) = (t \cos \theta_2, t \sin \theta_2)\). In terms of this parameterization we can write the integral (5.4) as

\[
\mathcal{K}(r, t) = \int_0^{2\pi} \int_0^{2\pi} (1 + rt \cos(\theta_1 - \theta_2))^d rt \cos(\theta_1 - \theta_2) d\theta_1 d\theta_2.
\]

Changing variables in the inside integral with \( u = \theta_1 - \theta_2, du = d\theta_1 \) leads to an integrand independent of \( \theta_2 \), and we obtain

(5.7) \[
\mathcal{K}(r, t) = 2\pi \int_0^{2\pi} (1 + rt \cos(u))^d rt \cos(u) du.
\]

Applying Laplace’s method [19, Sec. 4.2] for asymptotic evaluation of the integral (5.7), we find

(5.8) \[
\mathcal{K}(r, t) = 2\pi (1 + rt)^d \sqrt{\frac{2\pi rt(rt + 1)}{d}} (1 + E_d(r, t)), \quad \text{as } d \to \infty,
\]

where \( E_d(r, t) = O(d^{-1}) \).

From (5.8) we obtain

(5.9) \[
\frac{\log \mathcal{K}(r, t)}{d} = \log(1 + rt) + \frac{1}{d} \log 2\pi \sqrt{\frac{2\pi rt(1 + rt)}{d}} + \frac{1}{d} \log(1 + E_d(r, t)).
\]

The functions \( \frac{\log \mathcal{K}(r, t)}{d} \) are analytic in a complex neighborhood \( U \) of \((r, t) \in [0, \infty) \times [0, \infty)\) and converge to \( \log(1 + rt) \) as \( d \to \infty \). The convergence is uniform on compact subsets of \( U \). This justifies, by way of Cauchy estimates, differentiation of the asymptotic (5.9) to obtain

\[
\lim_{d \to \infty} \frac{1}{d} \frac{\partial^2}{\partial r \partial t} \log \mathcal{K}(r, t)_{|r=t=\tau} = \frac{1}{(1 + \tau^2)^2},
\]

where the convergence is uniform for \( \tau \in [0, \rho] \).

Applying this to (5.2) gives

(5.10) \[
\mathbb{E}N_d(\rho) \sim \sqrt{\frac{d}{\pi}} \int_0^\rho \frac{1}{(1 + \tau^2)^2} d\tau, \quad \text{as } d \to \infty,
\]

and computing the integral in (5.10) we find

\[
\mathbb{E}N_d(\rho) \sim \sqrt{\frac{d}{\pi}} \arctan(\rho), \quad \text{as } d \to \infty,
\]

as desired. This concludes the proof of the theorem.

**Proof of Theorem 1.7.** The initial step follows the above proof of Theorem 1.6. Let \( \mathcal{A} \) denote the first Melnikov function of the system \((\dot{x}, \dot{y}) = F(x, y)\), where recall

\[
F(x, y) = \begin{pmatrix}
y + \epsilon p(x, y) \\
-x + \epsilon q(x, y)
\end{pmatrix}
\]
with
\[ p(x, y) = \sum_{m=1}^{d} \sum_{j+k=m} c_m a_{j,k} x^j y^k, \quad q(x, y) = \sum_{m=1}^{d} \sum_{j+k=m} c_m b_{j,k} x^j y^k, \]
where the deterministic weights \( c_m \) satisfy (1.7).

From another application of Lemma 5.1 we have that \( N_{d, \varepsilon} \) converges almost surely to \( N_d \) as \( \varepsilon \to 0^+ \), where \( N_d \) denotes the number of zeros of \( \mathcal{A} \).

Using polar coordinates and integrating term by term, we obtain
\[
\mathcal{A}(r) = \int_{x^2+y^2=r^2} pdy - qdx = \int_0^{(d-1)/2} p(r \cos(\theta), r \sin(\theta)) r \cos(\theta) d\theta + q(r \cos(\theta), r \sin(\theta)) r \sin(\theta) d\theta
\]
\[
= \sum_{m=0}^{\lfloor (d-1)/2 \rfloor} c_{2m+1} \zeta_m r^{2m+2},
\]
where
\[
\zeta_m = \int_0^{2\pi} \sum_{j+k=2m+1} (a_{j,k} \cos(\theta) + b_{j,k} \sin(\theta))(\cos(\theta))^j(\sin(\theta))^k d\theta
\]
\[
= \sum_{j+k=2m+1} a_{j,k} \int_0^{2\pi} (\cos(\theta))^{j+1}(\sin(\theta))^k d\theta + b_{j,k} \int_0^{2\pi} (\cos(\theta))^j(\sin(\theta))^{k+1} d\theta.
\]

Recalling that \( \mathbb{E} a_{j,k}^2 = \mathbb{E} b_{j,k}^2 = 1 \) for each \( j, k \), we find that the variance \( \sigma_m^2 = \mathbb{E} \zeta_m^2 \) of \( \zeta_m \) satisfies the asymptotic
\[
\sigma_m^2 \sim 8\pi^2 \left( \frac{(2m+1)!!}{(2m+2)!!} \right)^2 \sim 8\pi m^{-1},
\]
which follows from the same steps that led to (4.27). Let us write \( \zeta_m = \sigma_m \hat{\zeta}_m \), where \( \hat{\zeta}_m \) has mean zero, unit variance, and uniformly bounded moments, and
\[
\mathcal{A}(r) = \sum_{m=0}^{\lfloor (d-1)/2 \rfloor} c_{2m+1} \sigma_m \hat{\zeta}_m r^{2m+2}.
\]

Letting
\[
f(s) = \sum_{m=0}^{\lfloor (d-1)/2 \rfloor} c_{2m+1} \sigma_m \hat{\zeta}_m s^m,
\]
we have \( \mathcal{A}(r) = r^2 f(r^2) \). Note that \( \mathcal{A} \) and \( f \) have the same number of zeros in \((0, \infty)\).

Since \( c_{2m+1}^2 \sigma_m^2 \sim 8\pi^2 m^{-1} \) as \( m \to \infty \), we can apply [20, Corollary 1.6] to conclude
\[
\mathbb{E} N_d \sim \frac{1 + \sqrt{\gamma}}{2\pi} \log d, \quad \text{as } d \to \infty,
\]
as desired. \( \square \)
6. Future Directions and Open Problems

6.1. The Real Fubini-Study Ensemble. The Kostlan model is sometimes referred to as the “Complex Fubini-Study model”, since it arises from the inner product associated to integration with respect to the complex Fubini-Study metric. The Gaussian model induced by the inner product alternatively associated with integration with respect to the real Fubini-Study metric has been referred to as the “Real Fubini-Study model” [60]. While an explicit description of the Real Fubini-Study model is more complicated than that of the Complex Fubini-Study model and requires expansions in terms of Legendre polynomials (or more generally Gegenbauer polynomials in higher-dimensions), it has the attractive feature of exhibiting more extreme behavior. For instance, the average number of equilibria grows quadratically, and probabilistic studies on the first part of Hilbert’s sixteenth problem [48], [55], [61] show that the number of ovals in a random curve given by the zero set of a random polynomial sampled from the Real Fubini-Study model grows quadratically which is the maximal rate of growth as dictated by the Harnack curve theorem.

It seems likely that the proof of Theorem 1.2 can be extended to prove a quadratic lower bound on the average number of limit cycles of a random vector field with components sampled from the Real Fubini-Study model. However, the lower bounds shown in [18] grow faster than quadratically, having an additional factor of \( \log d \). Does the average (over the Real Fubini-Study ensemble) grow faster than quadratically?

6.2. Zeros of Random Abelian Integrals. As indicated in the lemmas of Section 5, some of the methods in the proof of Theorem 1.6 apply more generally to the study of perturbed Hamiltonian systems

\[
\begin{align*}
\dot{x} &= \partial_y H(x, y) + \varepsilon p(x, y) \\
\dot{y} &= -\partial_x H(x, y) + \varepsilon q(x, y)
\end{align*}
\]

where \( H \) is a fixed generic Hamiltonian and \( p, q \) are Kostlan random polynomials of degree \( d \). The associated first Melnikov function

\[\mathcal{A}(t) = \int_{C_t} p \, dy - q \, dx\]

for this problem is an Abelian integral. Here recall \( C_t \) is a connected component of the level set \( \{(x, y) \in \mathbb{R}^2 : H(x, y) = t\} \). Since the level sets of \( H \) can have multiple connected components, the function \( \mathcal{A} \) is multi-valued, and we are interested in the zeros of its real branches. We can apply Lemma 5.2 along each (real) branch and collect the results to obtain an exact formula for the expected number of real zeros of \( \mathcal{A} \). Asymptotic analysis, on the other hand, is delicate and will be carried out in a forthcoming work.
6.3. Random Liénard Systems. Smale posed the problem \[63\] of estimating the number of limit cycles for the special class of vector fields

\[
F(x, y) = \begin{pmatrix} y - f(x) \\ -x \end{pmatrix},
\]

where \( f(x) \) is a real polynomial of odd degree \( 2k + 1 \) and satisfying \( f(0) = 0 \).

Without requiring a smallness assumption on \( f \), the trajectories of (6.1) retain the same topological structure as the perturbed center focus; there is a single equilibrium at the origin and the trajectories wind around this point. In particular, the Poincaré map is always globally defined along the entire positive \( x \)-axis.

For this reason, the following probabilistic version of Smale’s problem seems to provide a non-perturbative problem that is more approachable (perhaps using methods of \[12\], \[13\]) than the one mentioned at the end of Section 1.1.

**Problem 6.1.** Determine an upper bound on the expected global number of limit cycles of the vector field (6.1) where \( f \) is a random univariate polynomial.

The outcome will depend on the choice of model from which \( f \) is sampled.

6.4. Limit cycles on a cylinder. A problem of Pugh, with a revision suggested by Lins-Neto \[51\], asks to study the number of solutions of the one-dimensional differential equation with boundary condition

\[
\frac{dx}{dt} = f(t, x), \quad x(0) = x(1),
\]

with \( f \) a polynomial in \( x \) whose coefficients are analytic 1-periodic functions in \( t \). Pugh’s original problem asked for an upper bound depending only on the degree in \( x \). After presenting counter-examples, Lins-Neto proposed to take coefficients that are trigonometric polynomials in \( t \) and asked for an upper bound depending on both the degrees in \( x \) and \( t \).

Solutions of (6.2) can be viewed as limit cycles on a cylinder.

We pose a randomized version of the problem where we take

\[
f(t, x) = \sum_{\lambda_i \leq \Lambda} a_i \phi_i(t, x)
\]

to be a Gaussian band-limited function, i.e., a truncated eigenfunction expansion. The basis \( \{\phi_i\} \) consists of Laplace eigenfunctions of the cylinder \( \phi_i \) with eigenvalue \( \lambda_i \), and we consider the frequency cut-off \( \Lambda \) in place of degree as the large parameter in this model. The random function \( f \) is periodic in \( t \) and translation-invariant in \( x \).

**Problem 6.2.** Let \( f(t, x) \) be a Gaussian band-limited function with frequency cut-off \( \Lambda \). Study the average number \( \mathbb{E}N_\Lambda([a, b]) \) of solutions of (6.2) over a finite interval \( x(0) \in [a, b] \).
Assuming finiteness of this average number, the translation-invariance in $x$ implies that the “first intensity” of limit cycles is constant, i.e., we have

$$E N_\Lambda([a, b]) = (b - a) F(\Lambda).$$

Based on the natural scale provided by the wavelength $1/\Lambda$, a naïve guess is that $F(\Lambda) \sim C \cdot \Lambda$ as $\Lambda \to \infty$, for some constant $C > 0$.

6.5. High-dimensional Systems and the May-Wigner Instability. Studies in population ecology indicate that an ecological system with a large number of species is unlikely to admit stable equilibria. This phenomenon is referred to as the May-Wigner instability and was first observed by May [53] in linear settings to be a consequence of Wigner’s semi-circle law from random matrix theory. An updated and more refined treatment comparing several random matrix models is provided in [3], and a non-linear version of the May-Wigner instability (yet still based on random matrix theory) is presented in [26]. All of the results in this area concern the local stability of equilibria. However, as pointed out in [4], a lack of stable equilibria does not preclude the persistence of a system; the coexistence of populations can be achieved through the existence of stable limit cycles and other stable invariant sets.

This naturally leads to the following problem.

**Problem 6.3.** Study the existence of stable limit cycles and other stable structures in high-dimensional random vector fields. Find an asymptotic lower bound on the probability that at least one stable forward-invariant set exists as the dimension becomes large.

It may be useful to adapt elements from the proof of Theorem 1.2, while replacing the transverse annulus with an appropriate trapping region. However, additional tools will be required to address the high-dimensional nature of the problem.

REFERENCES

[1] R. J. Adler and J. E. Taylor. *Random fields and geometry*. Springer Monographs in Mathematics. Springer, New York, 2007.

[2] L. V. Ahlfors. *Complex analysis*. McGraw-Hill Book Co., New York, third edition, 1978. An introduction to the theory of analytic functions of one complex variable, International Series in Pure and Applied Mathematics.

[3] S. Allesina and S. Tang. Stability criteria for complex ecosystems. *Nature*, 483(7388):205–208, Mar 2012.

[4] S. Allesina and S. Tang. The stability–complexity relationship at age 40: a random matrix perspective. *Population Ecology*, 57(1):63–75, 2015.

[5] V. I. Arnold. *Arnold’s problems*. Springer-Verlag, Berlin; PHASIS, Moscow, 2004. Translated and revised edition of the 2000 Russian original, With a preface by V. Philippov, A. Yakivchik and M. Peters.

[6] A. Auffinger, A. Lerario, and E. Lundberg. Topologies of random geometric complexes on Riemannian manifolds in the thermodynamic limit. *IMRN*, to appear, 2018.

[7] J.-M. Azais and M. Wschebor. *Level sets and extrema of random processes and fields*. John Wiley & Sons, Inc., Hoboken, NJ, 2009.
[8] N. N. Bautin. On the number of limit cycles which appear with the variation of coefficients from an equilibrium position of focus or center type. *American Math. Soc. Translation*, 1954(100):19, 1954.

[9] V. Beffara and D. Gayet. Percolation of random nodal lines. *Publ. Math. Inst. Hautes Études Sci.*, 126:131–176, 2017.

[10] G. Binyamini and G. Dor. An explicit linear estimate for the number of zeros of Abelian integrals. *Nonlinearity*, 25(6):1931–1946, 2012.

[11] G. Binyamini, D. Novikov, and S. Yakovenko. Quasialgebraic functions. In *Algebraic methods in dynamical systems*, volume 94 of *Banach Center Publ.*, pages 61–81. Polish Acad. Sci. Inst. Math., Warsaw, 2011.

[12] A. Brudnyi. Small amplitude limit cycles and the distribution of zeros of families of analytic functions. *Ann. of Math. (2)*, 154(2):227–243, 2001.

[13] A. Brudnyi. A Jensen inequality for a family of analytic functions and an estimate for the average number of limit cycles. *Bull. London Math. Soc.*, 35(2):229–235, 2003.

[14] M. Calanchi and B. Ruf. On the number of closed solutions for polynomial ODE’s and a special case of Hilbert’s 16th problem. *Adv. Differential Equations*, 7(2):197–216, 2002.

[15] M. Caubergh. Hilbert’s sixteenth problem for polynomial Liénard equations. *Qual. Theory Dyn. Syst.*, 11(1):3–18, 2012.

[16] F. Chen, C. Li, J. Llibre, and Z. Zhang. A unified proof on the weak Hilbert 16th problem for \( n = 2 \). *J. Differential Equations*, 221(2):309–342, 2006.

[17] C. Christopher and C. Li. *Limit cycles of differential equations*. Advanced Courses in Mathematics. CRM Barcelona. Birkhäuser Verlag, Basel, 2007.

[18] C. J. Christopher and N. G. Lloyd. Polynomial systems: a lower bound for the Hilbert numbers. *Proc. Roy. Soc. London Ser. A*, 450(1938):219–224, 1995.

[19] N. G. de Bruijn. *Asymptotic methods in analysis*. Dover Publications, Inc., New York, third edition, 1981.

[20] Y. Do, O. Nguyen, and V. Vu. Roots of random polynomials with coefficients of polynomial growth. *Ann. Probab.*, 46(5):2407–2494, 2018.

[21] F. Dumortier, D. Panazzolo, and R. Roussarie. More limit cycles than expected in Liénard equations. *Proc. Amer. Math. Soc.*, 135(6):1895–1904, 2007.

[22] J. Écalle. *Introduction aux fonctions analysables et preuve constructive de la conjecture de Dulac*. Actualités Mathématiques. [Current Mathematical Topics], Hermann, Paris, 1992.

[23] A. Edelman and E. Kostlan. How many zeros of a random polynomial are real? *Bull. Amer. Math. Soc. (N.S.)*, 32(1):1–37, 1995.

[24] H. Flasche. *Real Zeros of Random Analytic Functions*. PhD thesis, Westfälische Wilhelms-Universität Münster, 2018.

[25] H. Flasche and Z. Kabluchko. Expected number of real zeroes of random taylor series. *Communications in Contemporary Mathematics*, to appear.

[26] Y. V. Fyodorov and B. A. Khoruzhenko. Nonlinear analogue of the may-wigner instability transition. *Proceedings of the National Academy of Sciences*, 113(25):6827–6832, 2016.

[27] Y. V. Fyodorov, A. Lerario, and E. Lundberg. On the number of connected components of random algebraic hypersurfaces. *J. Geom. Phys.*, 95:1–20, 2015.

[28] L. Gavrilov. The infinitesimal 16th Hilbert problem in the quadratic case. *Invent. Math.*, 143(3):449–497, 2001.

[29] D. Gayet and J.-Y. Welschinger. Exponential rarefaction of real curves with many components. *Publ. Math. Inst. Hautes Études Sci.*, 113:69–96, 2011.

[30] D. Gayet and J.-Y. Welschinger. Lower estimates for the expected Betti numbers of random real hypersurfaces. *J. Lond. Math. Soc. (2)*, 90(1):105–120, 2014.

[31] D. Gayet and J.-Y. Welschinger. Expected topology of random real algebraic submanifolds. *J. Inst. Math. Jussieu*, 14(4):673–702, 2015.

[32] D. Gayet and J.-Y. Welschinger. Betti numbers of random real hypersurfaces and determinants of random symmetric matrices. *J. Eur. Math. Soc. (JEMS)*, 18(4):733–772, 2016.
[33] I. S. Gradshteyn and I. M. Ryzhik. *Table of integrals, series, and products*. Elsevier/Academic Press, Amsterdam, eighth edition, 2015. Translated from the Russian, Translation edited and with a preface by Daniel Zwillinger and Victor Moll. Revised from the seventh edition [MR2360010].

[34] J. Guckenheimer. Phase portraits of planar vector fields: computer proofs. *Experiment. Math.*, 4(2):153–165, 1995.

[35] M. Han and J. Li. Lower bounds for the Hilbert number of polynomial systems. *J. Differential Equations*, 252(4):3278–3304, 2012.

[36] Y. Ilyashenko. Centennial history of Hilbert’s 16th problem. *Bull. Amer. Math. Soc. (N.S.)*, 39(3):301–354, 2002.

[37] Y. Ilyashenko and S. Yakovenko. Double exponential estimate for the number of zeros of complete abelian integrals and rational envelopes of linear ordinary differential equations with an irreducible monodromy group. *Invent. Math.*, 121(3):613–650, 1995.

[38] Y. Ilyashenko and S. Yakovenko. Finite cyclicity of elementary polycycles in generic families. In *Concerning the Hilbert 16th problem*, volume 165 of *Amer. Math. Soc. Transl. Ser. 2*, pages 21–95. Amer. Math. Soc., Providence, RI, 1995.

[39] A. G. Khovanski˘ı. Real analytic manifolds with the property of finiteness, and complex abelian integrals. *Funktsional. Anal. i Prilozhen.*, 18(2):40–50, 1984.

[40] J. Llibre, A. C. Mereu, and M. A. Teixeira. Limit cycles of the generalized polynomial Liénard differential equations. *Math. Proc. Cambridge Philos. Soc.*, 148(2):363–383, 2010.

[41] R. M. May. Will a large complex system be stable? *Nature*, 238(5364):413–414, Aug 1972.

[42] F. Nazarov and M. Sodin. On the number of nodal domains of random spherical harmonics. *Amer. J. Math.*, 131(5):1337–1357, 2009.

[43] F. Nazarov and M. Sodin. Asymptotic laws for the spatial distribution and the number of connected components of zero sets of Gaussian random functions. *Zh. Mat. Fiz. Anal. Geom.*, 12(3):205–278, 2016.
[56] D. J. Newman and H. S. Shapiro. Certain Hilbert spaces of entire functions. *Bull. Amer. Math. Soc.*, 72:971–977, 1966.

[57] L. Perko. *Differential equations and dynamical systems*, volume 7 of *Texts in Applied Mathematics*. Springer-Verlag, New York, third edition, 2001.

[58] G. S. Petrov. On the nonoscillation of elliptic integrals. *Funktsional. Anal. i Prilozhen.*, 31(4):47–51, 1997.

[59] R. Roussarie. *Bifurcation of planar vector fields and Hilbert’s sixteenth problem*, volume 164 of *Progress in Mathematics*. Birkhäuser Verlag, Basel, 1998.

[60] P. Sarnak. Letter to B. Gross and J. Harris on ovals of random plane curves. *handwritten letter*, 2011. available at [http://publications.ias.edu/sarnak/section/515.](http://publications.ias.edu/sarnak/section/515.)

[61] P. Sarnak and I. Wigman. Topologies of nodal sets of random band limited functions. In *Advances in the theory of automorphic forms and their L-functions*, volume 664 of *Contemp. Math.*, pages 351–365. Amer. Math. Soc., Providence, RI, 2016.

[62] M. Shub and S. Smale. Complexity of Bézout’s theorem II: volumes and probabilities. In F. Eyssette and A. Galligo, editors, *Computational Algebraic Geometry*, volume 109 of *Progress in Mathematics*, pages 267–285. Birkhäuser, 1993.

[63] S. Smale. Mathematical problems for the next century. *Math. Intelligencer*, 20(2):7–15, 1998.

[64] T. Tao and V. Vu. Local universality of zeroes of random polynomials. *Int. Math. Res. Not. IMRN*, 13:5053–5139, 2015.

[65] M. Uribe and H. Movasati. *Limit cycles, Abelian integral and Hilbert’s sixteenth problem*. Publicações Matemáticas do IMPA. [IMPA Mathematical Publications]. Instituto Nacional de Matemática Pura e Aplicada (IMPA), Rio de Janeiro, 2017. 31o Colóquio Brasileiro de Matemática.

[66] A. N. Varchenko. Estimation of the number of zeros of an abelian integral depending on a parameter, and limit cycles. *Funktsional. Anal. i Prilozhen.*, 18(2):14–25, 1984.