Significance tests for Leave-One-Out Inter-Subject Correlations in fMRI
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Abstract

The inter-subject correlation of fMRI data of different subjects performing the same fMRI task (ISC) is in principle a powerful way to localize and differentiate neural processes caused by a presented stimulus from those that spontaneously or idiosyncratically take place in each subject. The wider adoption of this method has however been impeded by the lack of widely available tools to assess the significance of the observed correlations. Several non-parametric approaches have been proposed, but these approaches are computationally intensive, challenging to implement, and sensitive methods to correct for multiple comparison across voxels in these approaches are not yet well established. More widely available, and computationally simple, parametric methods have been criticized on the basis that dependencies in the data could inflate false positives. Here, using three independent resting state fMRI datasets, we demonstrate that conventional parametric tests actually do provide appropriate control for false positives for inter-subject correlation analyses. This finding paves the way to a wider adoption of ISC, and empowers a wider range of neuroimagers to use ISC to tackle the challenges of naturalistic neuroscience.
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1. Introduction

To overcome some of the limitations of traditional block- and event-related designs in functional magnetic resonance imaging (fMRI), the past decade has seen the emergence of Inter-Subject Correlation (ISC) as an alternative method to localize brain regions involved in the processing of complex stimuli. This method leverages that voxels containing neurons that are time-locked to a particular stimulus will show blood oxygenation level dependent (BOLD) signals that synchronize across multiple viewers of the same stimulus. Along the same logic, voxels that respond more reliably to one stimulus or condition than another will synchronize more to that stimulus or condition than to the other \[1, 2, 3\]. This method allows experimenters to use complex, long lasting stimuli, such as movies or stories, to probe the neural mechanisms underlying emotional processing and social cognition \[3, 4, 5, 16, 7\]. For traditional fMRI analyses, the field has converged onto highly validated statistical inference methods that correct for multiple comparisons across voxels in traditional contrast-based designs \[8\]. These “best-practice” methods are available in user-friendly software packages such as SPM and FSL \[9, 10\]. The adoption of these packages has tremendously im-
proved the rigour and replicability of fMRI data-analyses by protecting neuroimagers from the dangers of writing their own analysis codes and of choosing sub-optimal methods. An issue hampering the wider adoption of ISC is that how best to determine whether a given pattern of correlations across participants and voxels is above chance or not remains a matter of debate. A successful approach to statistical inference in ISC has been to use pair-wise correlations. Specifically, one correlates the brain activity of every possible pair of participants in each voxel, and then tries to infer whether these pair-wise correlations in one condition are larger than zero, or whether they are higher in one condition than in another. Because an experiment consisting of $N$ participants generates a total of $N_p = N(N - 1)/2$ possible combinations of pairs, with each participant’s data contributing to $(N - 1)$ pairs, assuming that all of these pairs are statistically independent is untrue. As described in [11, 12], this is a case in which conventional parametric t-tests with DOF = $N(N - 1)/2 - 1$ do not appropriately control for Type I error, i.e., random data will generate significant t-tests at $p < 0.05$ in more than 5% of cases. For such pair-wise correlations, more appropriate non-parametric approaches should be pursued. Reasonably, since these non-parametric tests need to be performed in hundreds of thousands of voxels, corrections for multiple comparisons need to be applied [13]. Frameworks to apply such corrections in a way that takes the spatial auto correlation of fMRI data into account however have not yet been optimized, and such tests are not available in the software packages in which most cognitive neuroscientists have been trained. Moreover, to perform such tests is computationally explosive because the number of possible pairs increases quadratically with sample size.

A second approach has been advocated, in which each participants time-course is not individually correlated with the time course of each other participant, but instead with the average time-course of all other participants (leave-one-out ISC). This approach considers the average brain activity of all other participants as a reference time-course that approximates the stimulus-triggered response in that voxel. The correlation of a participant’s time course with that reference time-course is then considered a measure of stimulus-triggered processing in that participant. This approach generates a single ISC map per participant, avoiding the inflation of degrees of freedom encountered in pair-wise approaches, and leave-one-out ISC results have been analysed using traditional parametric t-tests after z-transforming the data by leveraging the power of standard fMRI analysis packages [3, 5, 14]. However, it has been argued, that such parametric approaches to leave-one-out data still run the risk of inflated false positive risks for two reasons. First, each subject does contribute to more than one ISC map, because it contributes to the average time course of all other participants, albeit in a way that is diluted by averaging [11]. Second, fMRI data follow a power law, and such data can generate spurious correlations [15]. However, whether these theoretical considerations actually translate into inflated Type I errors in ISC when applying parametric second level t-test to real fMRI data has never been explored. This is unfortunate, because using parametric t-tests would enable a wide community of neuroimagers to draw statistical inferences using software packages that have well validated corrections for multiple comparisons and lower the hurdle to the adoption of ISC analyses and the risk of errors associated with in-house analyses codes.

Here, we therefore assess the risk of false positive ISC results in parametric leave-one-out ISC analyses using three publicly available resting state fMRI datasets. The rationale is that if we measure brain activity at rest, without participants viewing a common stimulus, we should not find significant ISC re-
results. If parametric $t$-tests control Type I error despite the above-mentioned concerns, we would expect that when using corrections for multiple comparisons at $p < 0.05$ for family wise error corrections (FWE) or $q < 0.05$ for false discovery rate corrections (FDR), a $t$-test on leave-one-out ISC on resting state fMRI should not produce significant results in more than 5% of cases. We thus apply these analyses on 1000 subsamples of $N$ participants from larger resting state datasets, and use SPM (www.fil.ion.ucl.ac.uk/spm), one of the most widely used and available fMRI analysis software to perform parametric $t$-tests on the ISC maps using the aforementioned corrections for multiple comparison and measure the false-positive rate for a number of combinations of $p/q$-thresholds and minimum cluster-sizes. From our data we conclude that both FDR and FWE corrections with a minimum cluster size of 5 voxels provide robust protection against Type I error. In addition, we compared the sensitivity of these methods in detecting ISC in a dataset in which participants did watch the same movie, and synchronization is present [16] and compare these results with established non-parametric bootstrapping methods [11]. We find that although all methods concord on the most highly correlated voxels, FDR is the most sensitive method, and is more sensitive that non-parametric bootstrapping despite its ability to control Type I error.

2. Methods

2.1. Datasets for false-positive analysis

To quantify the false-positives that arise when performing parametric tests on ISC data we analyze resting state fMRI data from three publicly available datasets.

Two datasets are from the Human Connectome Project (HCP) [17]: a first one consisting of 100 unrelated subjects and a second one of 518 subjects including twins and non-twins siblings (S500 release). The resting state data consists of 3T MR imaging data from healthy adult participants. These recordings include 1200 continuously acquired volumes for each participant, acquired using multiband acceleration at a TR = 0.72 s (multiband factor = 8) with a spatial resolution of $2 \text{mm} \times 2 \text{mm} \times 2 \text{mm}$ [17]. Additional behavioral and demographic measures on the individual participants can be downloaded from the project website [17].

We include a third dataset from the Autism Brain Imaging Data Exchange (ABIDE) [18]. From this dataset we selected 100 resting state recordings from healthy participants used as control group. The data was collected for ABIDE by the New York University Langone Medical Center. This dataset includes a minimum of 176 continuously acquired volumes for each participant acquired at TR = 2 s with a spatial resolution of $3 \text{mm} \times 3 \text{mm} \times 3 \text{mm}$ [19]. The inclusion of datasets acquired at different TR values (0.72 s for HCP and 2 s for ABIDE) ensures that our findings apply to a broader range of datasets.

For both the HCP and the ABIDE data, we downloaded and used the preprocessed datasets. Details on the specific preprocessing can thus be found in [19, 20]. We did not apply additional processing prior to the inter-subject correlation analysis. Briefly, the preprocessing that had been applied to these datasets involved standard pipelines combining FSL [21], FreeSurfer [22], Connectome Workbench [23], AFNI [24] and ANTS [25]. The imaging data from the ABIDE dataset had been registered to a MNI template with isotropic voxel size of $3 \text{mm}$ and spatially smoothed with a 6 mm FWHM Gaussian kernel. The HCP dataset had been registered on a MNI template with isotropic voxel size of $2 \text{mm}$ without smoothing. It should be noted, that the HPC500 dataset contains siblings that could have brain activity that is more similar than that of non-siblings. We however ignored this fact in our analyses.
Figure 1: The basic procedure we followed for each subsample of \( N \) participants was to calculate leave-one-out ISC values throughout the brain based on resting state fMRI data. Within each voxel and subsample, this involved taking one subject out (here Subj 1), calculate the average time course of all the other subjects (here Subj 2 to \( N \)), and calculate the person correlation between the time course of the one subject against the average time course of all others. This is done for each of the subjects, correlating their time course against the average of all others. A parametric \( t \)-test is then performed to assess whether the \( N \) \( r \)-values differ from zero, after \( z \)-transformation. Because this is done for each voxel in the brain, we then apply a variety of thresholding methods typically used in fMRI (\( p_{FWE} < 0.05, q_{FDR} < 0.05, \text{ and } p_{unc} < 0.001 \)). This procedure is repeated for 1000 random sub samples of \( N \) subjects to yield an estimate of the false positive rate for that threshold.
2.2. False-positive analysis strategy

For each of these three sets, we perform 1000 analyses by randomly subsampling a certain number of subjects. We subsample groups of \(N = 10, 20, 30, 40, 50\) subjects, with the aim of emulating realistic numbers of participants in an fMRI experiment. Having defined a sample of \(N\) subjects, we extract a time series from each participant. The HCP dataset consists of functional files of approximately 1 Gb per subject containing 1200 volumes. To limit the memory resources required to carry out false positive analyses, we extracted 200 contiguous volumes and perform leave-one-out ISC across these 4D volumes. From the 1200 volumes available for each subject we extract the 200 in the middle (volumes \([500:699]\)). To ascertain that our findings are not restricted to this arbitrary choice of 200 volumes, we also replicated our analyses for the sample size most typical of contemporary fMRI studies (\(N = 20\)) using the following numbers of consecutive volumes: 10, 20, 50, 100, 200 and 400 (see Supplementary Material 1). This analysis came to the same conclusions as those presented in the main paper.

For the ABIDE dataset we used the full 4D volume, i.e., volumes \([0:175]\) from the 176 volumes available for each participant.

The calculation of leave-one-out ISC consists in computing the Pearson correlation \(\rho\) between the time course recorded in subject \(i\) at voxel \(v\), with the average time course of the remaining \(N - 1\) subjects at the same voxel \(v\). We perform this computation with python code based on the package BrainIAK [3]. As a result of the ISC computation, we obtain \(N\) brain maps containing the leave-one-out ISC of each subject. To assess the Type I error rate of parametric tests on this group-level data, we use SPM, one of the most widely used software for statistical parametric mapping [9], to perform second level \(t\)-tests based on the \(r\)-to-\(z\) transformed ISC maps of each participant. For automatizing the analysis for different sample sizes of subjects and different datasets, we use the python framework provided by nipype [26]. Importantly, for a given dataset users could perform the same analysis using the SPM GUI, and would only require python code for a single step of the analysis: the ISC computation, which is very simple when using BrainIAK, as explained in [3].

2.2.1. One sample \(t\)-test

To simulate a situation in which a researcher investigates what brain regions systematically respond to a long stimulus (e.g., a movie) in a given group of participants, we first perform a \(t\)-test against the null hypothesis \(\rho = 0\), separately for all the different group sizes (\(N = 10, \ldots, 50\)). We \(r\)-to-\(z\) transform the ISC maps before applying the \(t\)-test to ensure normality. We perform this statistical test with and without correction for multiple comparison, and with different minimum cluster sizes. Specifically we used \(\alpha_{FWE} < 0.05\) corrected at the voxel level and \(q_{FDR} < 0.05\) corrected at the voxel level. We also present data thresholded at \(p_{unc} < 0.001\). For all of these we test minimum cluster sizes of 1, 5 and 20 voxels.

2.2.2. Paired sample \(t\)-test

To simulate a situation in which a scientist investigates what brain regions respond more systematically to one stimulus than to another, we conducted a matched-pair \(t\)-test between the \(r\)-to-\(z\) transformed ISC calculated in a first segment and the ISC calculated in a non-overlapping second segment of the resting state data of each participant. We tested this separately for all the different group sizes (\(N = 10, \ldots, 50\)). For the HCP datasets, we extract two non-overlapping 200 volume segments from each participant (segment 1 included volumes \([100:299]\), segment 2 volumes \([500:699]\)). For ABIDE, we extracted two 80 volume segments \([1:80]\) and \([97:176]\) from each participant’s fMRI recording.
2.2.3. Two sample t-test

Finally, to simulate a situation in which a scientist investigates what brain regions respond more systematically to a stimulus in one group A of \(N\) participants (\(N = 10, \ldots, 50\)) than in another group B of \(N\) participants (e.g., patients vs. controls) we also performed a two sample t-test. We randomly selected two non-overlapping subgroups A and B of \(N\) participants from each dataset, computed the leave-one-out ISC as described for the one-sample t-test, and then perform a two-sample t-test testing the null hypothesis \(\rho_A = \rho_B\) across the two subgroups, again after r-to-z transforming the data for normality.

For each type of test, for each of the 1000 random subsamples, and for each combination of sample size, correction type and cluster size threshold, we stored every cluster of voxels surviving the chosen statistical threshold. The proportion of subsamples with at least one significant cluster is then used to estimate the effective Type I error associated with each scenario, and is compared against the 5% to be expected if parametric tests do control adequately for Type I error.

2.3. True-positive analysis

To assess the sensitivity of the parametric tests, i.e., their ability to detect ISC where there is significant correlation, we used data from a previous experiment where we detected significant ISC values across a group of 19 subjects watching two video clips with an empathic or detached approach [16]. These were healthy, right-handed, native English speaking males recruited from the city of Amsterdam, The Netherlands. Individuals with a history of neurological/psychiatric symptoms or medication usage were excluded from participation. Here we limit our analysis to testing whether \(\rho = 0\) for the first clip in the detached condition. The recording associated with this clip consists of 361 volumes with a TR of 2 s. We show the results from the same thresholding approaches described in the previous section for the one-sample t-test. We then compare the results with that of the non-parametric bootstrap method considered optimal for leave-one-out ISC metrics [11].

3. Results

3.1. False-positive analysis

Figure 2 illustrates that for the one-sample t-test testing whether ISC is significant in one condition, FDR and FWE corrections for multiple comparisons combined with a minimum cluster size of \(k = 5\) voxels or more control false discovery rates to less than 5%. This is true across all three resting state datasets we explored. Inflated Type I errors only occur if no minimum cluster size correction is applied at all, showing that only very small clusters falsely survive this voxelwise threshold. Actually, when applying \(k = 5\) as is standard practice in neuroimaging, both FDR \((q = 0.05)\) and FWE \((\alpha = 0.05)\) corrections are overly conservative, as less than 5% false positives are detected. The same holds true for the stricter requirement on the minimum cluster size \(k = 20\), for which no false positives at all are detected. Unsurprisingly, applying no correction for multiple comparisons, and only applying an uncorrected \(p_{unc} < 0.001\) threshold is the least conservative of the three analyzed cases. In this case both \(k = 0\) and \(k = 5\) do not sufficiently control for Type I error over the entire brain. However, \(k = 20\) suffices to control Type I error, illustrating again, that only relatively small clusters survive.

The false positive rates in Fig. 2a-c increase as a function of sample size across the three different datasets. Because the number of participants in all datasets was finite, we wondered whether this increase in false positives as a function of \(N\) might relate to the fact that as \(N\) increases, the subsamples will increasingly overlap. However, if this were the case, the effect would be stronger in datasets with fewer participants (HCP S100 and ABIDE) than in the dataset with more participants.
Figure 2: One-sample t-test: percentage of analyses displaying at least one significant cluster for FDR (a), FWE (b), uncorrected (c) and using a non-parametric bootstrap ISC (d). The first column displays the percentage of subsamples with at least one significant cluster as a function of sample size and threshold on the minimum cluster size for the HCP S100 dataset. The second column shows the same for HCP S500 and the third for ABIDE. Note that TR=0.72 s voxelsize=2 mm for the HCP datasets, TR=2 s voxelsize=3 mm for the ABIDE dataset.
(HCP S500), but this was not the case. In addition, we performed two simulations where 1000 samples are either drawn from the same data set of 100 simulated brains without systematic correlations, or are drawn independently. Neither of these simulations shows increased false discovery rates with increasing $N$ (see Supplementary Material 2).

To assess whether this effect is specific for our parametric tests, we performed the same analyses using a non-parametric bootstrap algorithm in brainiak [11]. Because the issue of multiple comparisons has been less systematically addressed for such non-parametric approaches, here we present the results of the bootstrap method without correction for multiple comparison (Fig. 2d), at the same threshold $p_{unc} < 0.001$ used for uncorrected parametric analyses in (Fig. 2c). Directly comparing the non-parametric and parametric approaches at the same uncorrected threshold shows that the non-parametric test is slightly less conservative. In particular, with a cluster size threshold of $k = 5$ the fraction of analyses with at least one false positive is always close to 100% in the bootstrap method and consistently higher than in the parametric analyses, particularly for small samples ($N = 10$). Finally, when using larger $k$ values $k = 20$, parametric tests always control Type I error appropriately below 5% while the bootstrap method leads to inflated Type I error rate for small samples ($N = 10$).

A salient observation is also that while the parametric tests experience increased false positive rates as $N$ increases, the reverse is true for the non-parametric tests, which control Type I errors more effectively as sample size is increased [11]. This highlights the fact that also non-parametric tests such as the bootstrap algorithm used in this case have their weaknesses, particularly when only small samples are available.

Figs. 3 and 4 illustrate the parametric results obtained for scenarios in which two conditions are compared within a given participant and when two different groups of participants are compared, respectively. In these scenarios, we observe that Type I errors are more frequent than for the one sample $t$-test. However, the thresholds that successfully control for Type I errors for the one-sample $t$-tests presented above still control Type I errors quite successfully. A FDR correction with $q = 0.05$ in combination with a minimum cluster size of $k = 5$ still controls false positive rates to levels close to the intended 5%. For the paired $t$-tests only the largest sample size $N = 50$ leads to a discovery rate slightly larger than 5% for the connectome datasets. For the two-sample $t$-tests it exceeds the 5% limit only for the ABIDE dataset with a sample size of 10, 20 or 30. When a cluster size threshold of $k = 20$ is used with FDR correction, no false positives are observed at all. For FWE correction with $\alpha = 0.05$ and $k = 5$, no false positives are ever observed. Again, even without correction for multiple comparisons, a $p_{unc} < 0.001$ threshold combined with $k = 20$ ensures that the false positive rate remains below 5% in all cases.

Overall, this additional data is consistent with the observations made for the one-sample $t$-test displayed in Fig. 2. However, while false positive rates increased monotonically with sample size for the one-sample $t$-test, this is less clear for the paired $t$-test and false positive rates actually decrease with increasing sample size in some instances for the two-sample $t$-test (Fig. 4).

### 3.2. True-positive analysis

After verifying that for a one-sample $t$-test FDR and FWE corrections at the voxel level with a minimum cluster size of $k = 5$, as well as $p_{unc} < 0.001$ with $k = 20$, do control Type I error rates to below 5%, we explored the relative sensitivity of these thresholding methods to detect ISC in a dataset in which participants did watch the same stimulus (using data published in [16] and described in the Methods Section). In this dataset, we expect time-locked brain
Figure 3: Paired t-test: percentage of analyses displaying at least one significant cluster for FDR, FWE and uncorrected thresholds. (a) Percentage of subsamples with at least one significant cluster as a function of sample size and threshold on the minimum cluster size for the HCP S100 dataset. (b) Same as (a) for HCP S500. (c) Same as (a) for ABIDE. Note that TR = 0.72 s voxelsize = 2 mm for a-b, and TR = 2 s voxelsize = 3 mm for c.
Figure 4: Two-sample $t$-test: percentage of analyses displaying at least one significant cluster for FDR, FWE and uncorrected thresholds. (a) Percentage of subsamples with at least one significant cluster as a function of sample size and threshold on the minimum cluster size for the HCP S100 dataset. (b) Same as (a) for HCP S500. (c) Same as (a) for ABIDE. Note that TR = 0.72 s voxelsize = 2 mm for a-b, and TR = 2 s voxelsize = 3 mm for c.
activity across a wide network of regions associated with sensory, motor and affective processing \[16\]. In addition, we wished to compare how the spatial distribution of voxels with significant ISC using these parametric methods compare with that observed using the non-parametric bootstrap method. By eye, the results of the different thresholding methods (see Fig. 5) seem to agree on where ISC is highest (as shown in the darkest colours), but to disagree in the extent of the networks that are detected as synchronizing their activity to the stimulus. Clearly, the FDR threshold \(q_{FDR} = 0.05\) with \(k = 5\) is the most permissive among the four algorithms (Fig. 5b), followed by the uncorrected parametric \(t\)-test \(p_{unc} < 0.001\) with \(k = 20\), which looks very similar to the non-parametric bootstrap method using the same \(p_{unc} < 0.001\) with \(k = 20\) threshold. Finally, the FWE thresholding approach is the most conservative among the four (Fig. 5a).

To further quantify these qualitative observations, we quantified the correspondence between the voxels detected as suprathreshold according to those four thresholding methods. This was done using Cohen’s \(\kappa\) to compare the spatial distribution of significant voxels, and using a Venn diagram to quantify the proportion of voxels that overlap across the methods. We found that every pair of methods yields a significant value of Cohen’s \(\kappa\) (\(p\)-value \(< 0.001\)), however there are substantial differences among the methods. The bootstrap and uncorrected parametric method showed the highest agreement (\(\kappa = 0.7\)) while the FDR and FWE methods showed the largest differences (\(\kappa = 0.1\)). These values become easier to interpret in the context of the Venn diagram displayed in Fig. 5. In particular, it becomes evident that bootstrap and parametric methods identify the same voxels, with highly overlapping maps obtained when applying the same threshold (\(p_{unc} < 0.001\)). At this threshold, only 3% of the voxels (purple in Fig. 5) identified by the bootstrap are not identified by the parametric \(t\)-test. However, it is notable that the \(q_{FDR} < 0.05, k = 5\), which controls false positive rates in our resting state datasets to the desired 5% proportion, is nevertheless substantially more sensitive than the bootstrap method, and detects approximately twice the voxels to synchronize with the stimulus than the bootstrap method.

Another important aspect to keep in mind when comparing the result of parametric and non-parametric methods is the metric used in the resulting maps. When performing parametric tests it is customary to plot \(t\)-values \[9\], which are a metric of evidence against the null hypothesis that increases with \(\sqrt{N}\). In contrast, the default estimator for a bootstrap method is the median \(r\)-value \[11\], which reflects the synchrony of the median participant with the average time-course of the other participants rather than the evidence for that voxel to show above chance correlation across the group of participants. We compared the spatial distribution of the \(t\)-statistic computed by SPM and the median \(r\)-value computed with brainIAK in Fig. 6 in a glass brain representation. The different metrics exhibit overall similar features, but they do differ in several details, and the location of the highest values are notably different. When computing a Kendall’s \(\tau\) to quantify the agreement among the two unthresholded maps, we obtain a value of \(\tau = 0.62\), which is significantly larger than zero (\(p < 0.001\)), but also quite far from 1, confirming that although these metrics are related, they do convey slightly different information. Darker regions in the \(t\)-map identify regions more likely to be significantly higher than zero based on their distribution across participants, regardless of their absolute value. The darker regions in the median-\(r\) map are the ones that exhibit the higher synchronization for a typical subject, regardless of the width of the distribution across participants. Of course, \(t\)-maps could be used to determine significant voxels, and the actual median or average \(r\)-
Figure 5: Significant ISC detected while participants watched a movie as a function of thresholding method. (a) Results from a parametric t-test thresholded using $\alpha_{FWE} < 0.05$, $k = 5$. (b) Results from a parametric t-test thresholded using $q_{FDR} < 0.05$, $k = 5$. (c) Results from a parametric t-test thresholded using $p_{unc} < 0.001$, $k = 20$. (d) Results from the non-parametric bootstrap technique thresholded at $p_{unc} < 0.001$, $k = 20$. (e) Pairwise comparison of the spatial pattern of the thresholded maps shown in a-d using Cohen’s $\kappa$. For this analyses subthreshold voxels are coded as 0 and suprathreshold voxels based on their t or median r-value. (f) Venn diagram illustrating the overlap between the suprathreshold voxels in the parametric maps obtained using SPM and the bootstrap map obtained using BrainIAK. Percentages are expressed relative to those obtained using the most lenient threshold (i.e. $q_{FDR} < 0.05$ in SPM).  
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value in those voxels could then be illustrated in the colour maps. Conversely, also in the non-parametric framework one could estimate a quantity similar to a $t$-statistic, for example by dividing the average ISC value by the width of the confidence interval that can be estimated by the bootstrap method [11].

Figure 6: Visual comparison between the $t$-statistics computed with SPM (top) and the median $r$ computed with brainIAK (bottom) on the leave-one-out ISC data of the dataset of empathy control. The Kendall’s $\tau$ value indicated below the brains indicates the association between the values in the two unthresholded maps. Results are shown on a glass brain.

4. Discussion

In this work we present a false positive rate analysis for Inter-Subject Correlation based on publicly available resting state datasets. We verified that parametric tests can be a valuable way of assessing significance in the context of leave-one-out ISC. In particular we explored whether parametric tests appropriately control Type I error, i.e., how often they would falsely detect significant synchronization in resting state datasets in which such synchronization should not be detected.

Our results indicate that parametric tests control Type I errors when testing hypotheses on ISC data in ways that are quite similar to the way they control Type I errors in standard subtraction designs. In particular, FDR corrections ($q_{FDR} < 0.05$) at the voxel level paired with a minimum cluster size of $k = 20$ voxels robustly protected against the false detection of synchrony in all the resting state datasets and types of comparisons we explored. This was true despite the actual differences in voxel-size and smoothing used in the HCP and ABIDE. Importantly, this thresholding method was the most sensitive in detecting synchrony in datasets in which participants watch a common stimulus. FWE corrections at the voxel level ($\alpha_{FWE} < 0.05$) also controls Type I error rates very effectively, even when a minimum cluster size of only $k=5$ voxels is used. However, FWE correction was the least sensitive of the methods we explored, when detecting synchrony in participants viewing the same movie. FDR correction may thus offer a better balance between Type I and Type II error, and may be preferable when scientists investigate smaller effect sizes.

Interestingly, using uncorrected ($p_{unc} < 0.001$) thresholds in combination with a $k = 20$ minimum cluster size also controls Type I error while providing reasonable sensitivity, but this approach is perhaps the least principled of the approaches, as it will fail to adapt to the size of the search-volume that is being investigated.

Our study has a number of limitations. Firstly, finding that a method controls against Type I error in a particular dataset does not ensure that it controls against Type I error in all datasets. That we have tested the method in two fundamentally different resting state datasets that have different TR values (0.72 s vs. 2 s), different isotropic voxel-size (2 mm vs. 3 mm), different smoothing and were acquired using different acquisition schemes (multiband acceleration in the HCP but not the ABIDE) together with the fact that we varied our sample sizes from 10 to 50 participants however suggests that parametric tests robustly control for Type I error across a reasonable range.
of parameters. In addition, we also explored whether our results depend on the length of the neuroimaging data we consider, but our results are robust over a wide range of segment length (see Supplementary Material 1). Secondly, the assumption that resting state data does not include any synchronization between participants might be doubtful. Because data was taken at the same moment relative to the start of data acquisition in all participants, some synchronization may occur across participants in reaction to sensory and affective processes triggered by being scanned in the same fMRI scanner. That parametric tests control against finding synchronization across participants despite this possibility is reassuring. Thirdly, we interpret finding more voxels using FDR correction in a dataset in which participants view a movie as increased sensitivity. Unfortunately, we do not have external evidence that these additional voxels contain “true” activation. However, the pattern of additional voxels identified is similar to those reported in previous studies of natural vision.

Importantly, our results only apply to leave-one-out ISC. Naturally, parametric tests cannot be straightforwardly used on pairwise ISC data, where the numbers of degrees of freedom corresponding to the number of measured subjects is dramatically different from the number of pairs that one can generate with such subjects.

It is our experience that many neuroimagers stay away from using ISC-based neuroimaging paradigms because they shy away from the relatively complex coding necessary to perform robust statistical inference using non-parametric tools. We trust that our results will allow a broad community of neuroimagers trained in using and interpreting parametric second level neuroimaging statistics implemented in SPM or FSL to leverage the conceptual power of ISC. This is because when using parametric statistics, ISC data can be analysed using a pipeline almost identical to that of traditional fMRI analysis, including standard preprocessing, and standard second level analyses. Only the actual calculation of the ISC needs to be done using less standard code, but this step can be easily implemented using toolboxes we provide in [3]. Our findings also naturally extend to more sophisticated forms of ISC, including inter-subject functional connectivity, that rely on very similar, leave-one-out computations [3]. In addition to making analyses easier to run, the use of parametric statistics implemented in standard packages in particular paves the way to the systematic usage of sensitive but robust corrections for multiple comparisons (i.e., FWE and FDR) that adapt to the number of voxels and the spatial smoothness of a dataset. Such adaptive corrections are not currently readily available for non-parametric approaches. Finally, non-parametric approaches for ISC can become prohibitively demanding in terms of computations as sample sizes increase, and parametric tests can thus further improve the efficiency of data analyses. While we by no means wish to argue against non-parametric testing of ISC data, we hope that our validation of parametric tests will provide scientist with an easier-to-implement yet powerful and sensitive method to complement existing non-parametric tests.
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1. False positives as a function of temporal window

Our choice of using 200 TRs from the HCP datasets was somewhat arbitrary. To test the impact this decision has on our Type I error, we repeated our one-sample t-test analysis for a fixed group size of $N = 20$ but varying the number of volumes included from 10 to 400 TRs. Figure 1 shows that FWE ($p_{FWE} < 0.05$, $k = 0.05$) and FDR ($q = 0.05$, $k = 5$) protect against Type I error regardless of the number of volumes included. When detecting nonzero false positive rates (using no minimum cluster size), we notice an increase in Type I error up to approximately 100 TRs, followed by a decrease as larger segments are considered. These results are also important for applications in which short temporal windows are necessary, because analyses attempt to identify moments within a longer stimulus in which a particular network is selectively engaged.

Figure 1: Analysis of the false-positive rate for one-sample t-test on intersubject correlation data at varying the temporal window used for the computation of the leave-one-out isc.
2. Simulations for estimating the effects of sampling from a finite dataset

To check whether sampling 1000 times with different sample size from a finite dataset can lead to artifacts in the false positive rate measured in the main text, we performed numerical simulations. We created two scenarios. In the first scenario, similar to our experimental framework, we generate a dataset of 100 simulated brain data and compute the ISC by sampling this data 1000 times per each sample size. In the second scenario, we compute ISC starting from simulated data which is independently generated at each of the 1000 iterations. To mimic resting state data, we generate simulated data as Gaussian random noise with a finite temporal and spatial correlation. From Fig. 2, we deduce that having a limited dataset consisting of 100 independent measurements does not produce visible effects on the false positive analysis, as the results for the two different scenarios (top and bottom panels, respectively) are consistent with each other.

Figure 2: One sample t-test for simulated brain activity. We compute the ISC starting from simulated activity consisting in gaussian random noise with a finite temporal and spatial correlation. In the top panel a scenario similar to the experimental one, in which only 100 brains are available for random sampling. In the bottom panel a scenario in which the brain activities are independently generated for every step contributing to the overall statistics.