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Abstract: With the completion of the Lianghekou Reservoir, with a multiyear regulation capacity, the operation relationship of the cascade reservoirs in the Yalong River is becoming increasingly complex. In order to study an optimal operation mode of the cascade reservoirs in the Yalong River under different inflow frequencies, based on the shortcomings of the existing single reservoir operation mode and the local joint operation mode of the cascade reservoirs, this paper first proposed a global joint operation mode for the cascade reservoirs to develop the power generation potential of daily regulating reservoirs and then gave a solution method for the cascade reservoirs’ operational model based on an improved stochastic fractal search (ISFS) algorithm. Finally, taking the maximum power generation as the goal and the inflow data of five typical years as the model inputs, this paper analyzed the differences in the power generation and water abandonment results of the cascade reservoirs in the middle and lower reaches of the Yalong River under the above three operation modes. The results show that (1) compared with the stochastic fractal search (SFS) algorithm and the particle swarm optimization (PSO) algorithm, the ISFS algorithm had faster convergence speed and higher precision; (2) the global joint operation mode had a more significant optimization effect in the year with more inflow, followed by the local joint operation mode, and the single reservoir operation mode had the worst; however, the difference in the results of the three operation modes gradually decreased as the inflows gradually decreased.
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1. Introduction

China is the country with the most abundant water resources in the world, and hydropower plays an important role in adjusting China’s energy structure, reducing greenhouse gas emissions and addressing climate change [1]. As the third largest hydropower base in China, the main development task of the Yalong River is power generation. The difference in the inflow between the dry season and the flood season of the Yalong River is obvious, and it seriously affects the power generation benefit of the reservoir. Therefore, it is necessary to build large reservoirs with a good regulating capacity to reasonably regulate and distribute the annual runoff [2].

With the construction and operation of large-scale cascade reservoirs in the lower reaches of the Yalong River, a relationship of the water volume and water head between the upstream and downstream reservoirs has gradually formed [3]. The traditional single reservoir operation method has not been able to meet the needs of the joint operation of the cascade reservoirs [4,5]. The joint operation of the cascade reservoirs is an important way to realize the rational distribution and efficient utilization of water resources [6,7]. Since the dynamic programming (DP) method was proposed in the 1960s, various optimization
methods have been continuously applied to solve the problem of an optimal operation strategy of the cascade reservoirs. For example, Chen et al. [8] and Huang et al. [9] applied the DP and progressive optimization (POA) algorithms to the long-term power generation optimization operation of the Jinxi Reservoir and Ertan Reservoir, respectively. Ji et al. [10] applied multistage dynamic programming (MSDP) to the short-term optimization operation of the Jinxi Reservoir and the Guandi Reservoir. Chen et al. [11] applied the multistep progressive optimization algorithm (MSPOA) to the operation of the gate and the optimal flow of the cascade reservoirs in the lower reaches of the Yalong River. Zhang et al. [12] proposed an improved progressive optimization algorithm (IPOA) by combining the POA algorithm with the spatial mapping principle and applied it to the short-term operational optimization model of the cascade reservoirs in the lower reaches of the Yalong River considering the effect of water flow hysteresis. The study showed that the above traditional optimization methods have a dimensional disaster problem in solving the operational model problem of large-scale cascade reservoirs [13]. With the development of computer technology in the 21st century, various intelligent optimization algorithms have gradually been used in the optimal operation of the Yalong River cascade reservoirs. For example, Xiong et al. [14] applied the genetic algorithm (GA) to the flood-control operation of the Jinxi Reservoir and the Ertan Reservoir. Chen et al. [15] proposed an adaptive multivariable strategy particle swarm optimization algorithm based on the uniform mutation operation of nonoptimal particles and applied it to the cascade reservoir operation in the lower reaches of the Yalong River. Han et al. [16] proposed an adaptive genetic algorithm to obtain the optimal operation rules of the Jinxi Reservoir and the Jindong Reservoir considering the ecological flow. Wang et al. [17] took the Jinxi Reservoir and the Guandi Reservoir as examples and applied the proposed extreme value theory genetic algorithm to short-term power generation planning under different runoff prediction errors.

It can be seen from previous studies that the operational range of the Yalong River cascade reservoirs is mostly from the Jinxi Reservoir to the Tongzilin Reservoir in the downstream. With the completion and operation of the Lianghekou Reservoir with a multiyear regulation capacity in the middle reaches of the Yalong River, the inflow of the downstream reservoirs will be greatly affected [18]; thus, it is necessary to study the optimal operation mode of the Yalong River cascade reservoirs including the Lianghekou Reservoir. Since the cascade reservoirs of the Yalong River are a complex operational system, including multiyear regulation, annual regulation, seasonal regulation and daily regulation, most of the current studies take the water level of the daily regulating reservoir as a fixed value and only optimize the flow process of the Lianghekou Reservoir, Jinxi Reservoir and Ertan Reservoir with good regulating performance [19–21]. However, this local joint operation mode of the cascade reservoirs ignores the power generation potential of the daily regulating reservoirs. Therefore, it is necessary to study the global joint operation mode of the cascade reservoirs including the daily regulating reservoirs.

With the increase in the number of cascade reservoirs in the Yalong River, the operational relationship between reservoirs with different regulating capacities becomes more complex. The joint operation of the cascade reservoirs is a multiconstrained, nonlinear and high-dimensional problem [22]. In addition to exploring the appropriate operation mode, it is crucial to choose an efficient solution method [23]. Inspired by the random growth process in nature and the mathematical concept of fractals, Hamid Salimi, a scholar at the University of Tehran in Iran, proposed the stochastic fractal search (SFS) algorithm in 2015 [24]. The SFS algorithm is widely used in various engineering optimization problems because of its better global search capability [25–27], but it is currently less often used in reservoir operation [28]. Studies have shown that the SFS algorithm has shortcomings such as slow convergence speed and low optimization accuracy when solving complex functions [29,30]. To improve the optimization capability of the SFS algorithm in the cascade reservoirs’ operational model, inspired by the optimization mechanism of the PSO algorithm, this study proposed the improved stochastic fractal search (ISFS) algorithm and applied it to three modes: single reservoir operation, local joint operation of cascade
reservoirs and global joint operation of the cascade reservoirs. In order to study the optimal operation mode of the cascade reservoirs in the Yalong River under different inflow frequencies, this study used the inflow data of five typical years as model inputs.

The remainder of this study is organized as follows: Section 2 describes the cascade reservoirs’ operational optimization model including the single reservoir operational optimization model and the cascade reservoirs’ joint operational optimization model. Section 3 introduces the main steps of the PSO algorithm, SFS algorithm and ISFS algorithm and the model solving method based on the ISFS algorithm. Section 4 presents an overview of the study area, data processing and parameter settings. Section 5 studies and discusses the efficiency of the ISFS algorithm in solving the problem of the cascade reservoirs’ operational model and the optimal operation mode of cascade reservoirs under different inflow frequencies; Section 6 is the conclusion.

2. Cascade Reservoirs’ Operational Optimization Model

In order to formulate the optimal strategy for the cascade reservoirs’ power generation operation, firstly, the corresponding objective function should be determined according to the selected optimization criteria, and then the cascade reservoirs’ operational optimization model should be established according to the known runoff process and constraints. There are three main optimization criteria for cascade reservoir power generation operation: (1) the total power generation during the operational period is the largest; (2) the total power generation benefit is the largest; (3) the minimum output is the largest. In this study, the maximum total power generation was chosen as the objective function, and the single reservoir operational optimization model and the cascade reservoirs joint operational optimization model were developed.

2.1. Single Reservoir Operational Optimization Model

A single reservoir optimal operation means that each reservoir operates in its own most favorable way. On the basis of determining the optimal outflow of an upstream reservoir, the downstream reservoirs are optimized one by one. The total power generation of cascade reservoirs is the sum of the optimal power generation of each reservoir.

2.1.1. Objective Function

With the goal of maximizing the power generation of a single reservoir, the objective function of the single reservoir operational optimization model is shown in Equation (1):

\[ F = \max \sum_{t=1}^{T} K_{k} Q_{k,t} H_{k,t} \Delta t \quad k = 1, 2, \ldots, N \]  

(1)

where \( F \) is the power generation of the \( k \)th hydropower station during the operational period, unit: kWh; \( T \) is the number of stages over the whole operational period; \( N \) is the number of cascade hydropower stations; \( K_{k} \) is the comprehensive output coefficient of the \( k \)th hydropower station; \( Q_{k,t} \) is the outflow through the turbines of the \( k \)th reservoir in the \( t \)th stage, unit: m³/s; \( H_{k,t} \) is the average water head of the \( k \)th hydropower station in the \( t \)th stage, unit: m; \( \Delta t \) is the number of operation hours of each stage, unit: h.

2.1.2. Constraints

(1) The water balance constraint is shown in Equation (2):

\[ V_{k,t+1} = V_{k,t} + (I_{k,t} - q_{k,t}) \Delta t \]  

(2)

where \( V_{k,t+1} \) and \( V_{k,t} \) are the initial and final storage volumes of the \( k \)th reservoir in the \( t \)th stage, respectively, unit: m³; \( I_{k,t} \) and \( q_{k,t} \) are the inflow and the total outflow of the \( k \)th reservoir in the \( t \)th stage, respectively, unit: m³/s.
(2) The hydraulic contact constraint is shown in Equation (3):

\[ l_{k,t} = q_{k-1,t-1} + R_{(k-1,k),t} \]  

(3) The water level constraints are shown in Equation (4):

\[ Z_{k,t}^{\min} \leq Z_{k,t} \leq Z_{k,t}^{\max} \]  

where \( Z_{k,t}^{\min} \) and \( Z_{k,t}^{\max} \) are the minimum and maximum water levels of the \( k \)th reservoir in the \( t \)th stage, respectively, unit: m.

(4) The output constraints are shown in Equation (5):

\[ N_{k,t}^{\min} \leq N_{k,t} \leq N_{k,t}^{\max} \]  

where \( N_{k,t}^{\min} \) and \( N_{k,t}^{\max} \) are the minimum and maximum outputs of the \( k \)th reservoir in the \( t \)th stage, respectively, unit: kW.

(5) The flow constraints are shown in Equations (6) and (7):

\[ q_{k,t}^{\min} \leq q_{k,t} \leq q_{k,t}^{\max} \]  

\[ Q_{k,t}^{\min} \leq Q_{k,t} \leq Q_{k,t}^{\max} \]  

where \( q_{k,t}^{\min} \) is the lower limit of \( q_{k,t} \); \( q_{k,t}^{\max} \) is the upper limit of \( q_{k,t} \); \( Q_{k,t}^{\min} \) is the lower limit of \( Q_{k,t} \); \( Q_{k,t}^{\max} \) is the upper limit of \( Q_{k,t} \).

(6) The boundary conditions limits constraints are shown in Equations (8) and (9):

\[ Z_{k,0} = Z_{k,\text{begin}} \]  

\[ Z_{k,T} = Z_{k,\text{end}} \]  

where \( Z_{k,0} \) is the water level of the \( k \)th reservoir at the beginning of the first stage; \( Z_{k,\text{begin}} \) is the water level of the \( k \)th reservoir at the beginning of the whole operational period; \( Z_{k,T} \) is the water level of the \( k \)th reservoir at the end of the \( T \)th stage; \( Z_{k,\text{end}} \) is the water level of the \( k \)th reservoir at the end of the whole operational period.

2.2. Joint Operational Optimization Model of the Cascade Reservoirs

Taking the cascade reservoirs as a whole, the optimal outflow flow of all reservoirs was determined at the same time, and the power generation could be maximized through the regulation capacity of the cascade reservoirs.

2.2.1. Objective Function

Aiming at maximizing the total power generation of cascade reservoirs, the objective function of the joint operational optimization model of cascade reservoirs is shown in Equation (10):

\[ F = \max \sum_{k=1}^{N} \sum_{i=1}^{T} K_{k}Q_{k,i}H_{k,i} \Delta t \]  

where \( F \) is the total power generation of the cascade reservoirs during the operational period, unit: kWh.

2.2.2. Constraints

The constraints are the same as those of the single reservoir operational optimization model in Section 2.1.2.
2.3. Constraints Handling Strategy

The cascade reservoirs’ operational optimization model mainly includes three constraints: water level, flow and output, which can be transformed into each other through the hydraulic connection between reservoirs. This study used the water level as the decision variable and the water level corridor method to deal with the above constraints. Firstly, the dead water level and normal water level of each reservoir were taken as the initial water level constraint interval. Then, based on the water balance equation and the characteristic curves related to the reservoir, the flow constraints and output constraints were transformed into the corresponding water level interval one by one. Finally, the intersection of the above water level intervals was taken to obtain the feasible water level interval of each operational stage. During the optimization, when the water level exceeded the boundary of the corridor, it was corrected to the boundary value. This method makes the complex constraints handling simpler and more intuitive.

3. Model Solving Based on the ISFS Algorithm

3.1. PSO Algorithm

James Kennedy and Russell Eberhart, in the United States, proposed the PSO algorithm in 1995, which was inspired by the foraging behavior of bird flocks [31]. As a representative of swarm intelligence, the PSO algorithm is widely used in various optimization problems due to the fact of its high optimization efficiency [32]. The feasible solution for each optimization problem is a particle, and the velocity \( v_{id} = (v_{i1}, v_{i2}, \ldots, v_{id}) \) of particle \( i \) in \( d \)-dimensional space determines its flying direction and distance. The position of particle \( i \) is denoted as \( x_{id} = (x_{i1}, x_{i2}, \ldots, x_{id}) \), and then the population updates its velocity and position by dynamically tracking two extreme points. The first one is the optimal solution found by the particle itself in the iterative process, called the individual extreme point \( pbest_i = (pbest_{i1}, pbest_{i2}, \ldots, pbest_{id}) \), and the other one is the optimal solution found by the population in the iterative process, called the global extreme point \( gbest = (gbest_1, gbest_2, \ldots, gbest_d) \). The particle updates its velocity and position according to Equations (11) and (12):

\[
\begin{align}
  v_{id}^{k+1} &= wv_{id}^k + c_1r_1(pbest_{id}^k - x_{id}^k) + c_2r_2(gbest_d^k - x_{id}^k) \\
  x_{id}^{k+1} &= x_{id}^k + v_{id}^{k+1}
\end{align}
\]

where \( k \) is the number of iterations; \( w \) is the inertia weight; \( c_1 \) and \( c_2 \) are acceleration factors; \( r_1 \) and \( r_2 \) are random numbers in [0,1]. The parameter \( w \) controls the effect of the speed of the previous iteration on the speed of the current iteration [33]. A larger value for \( w \) facilitates the search for a global optimal solution, while a lower value for \( w \) facilitates the local search in the current region. A strategy incorporating inertia weights \( w \) is proposed in [34]. A suitable \( c_1 \) and \( c_2 \) can increase the convergence speed and do not easily fall into local optimum; \( c_1 \) and \( c_2 \) are usually taken to be equal to 2 [35]. The velocity of the particle cannot exceed the maximum velocity [36].

3.2. SFS Algorithm

The SFS algorithm mainly includes a diffusion process and two update processes [24].

(1) Diffusion process

After initializing all individuals, each individual diffuses around the current position until a predetermined maximum number of diffusions is reached [37], which increases the chance of finding the global optimum and prevents getting trapped in a local optimum [38]. In order to effectively avoid a sharp increase in the number of individuals during the diffusion process, the best individuals are the only ones that are retained, and the rest are discarded. The Gaussian wander involved in the diffusion process is shown in Equation (13):

\[
GW = \text{Gaussian}(BP, \sigma) + (\epsilon \times BP - \epsilon' \times P_i)
\]
where $\epsilon$ and $\epsilon'$ are random numbers in $[0, 1]$; $BP$ and $P_i$ are the positions of the best individual and individual $i$ in the population, respectively. The calculated value of standard deviation, $\sigma$, is shown in Equation (14), where $g$ is the current number of iterations:

$$\sigma = \left| \frac{\log(g)}{g} \times (P_i - BP) \right|$$  \hspace{1cm} (14)

(2) First update process

After the diffusion process, the value of the fitness function of the individual $P_i$ is first ranked, and then the individual $P_i$ is assigned a probability, $P_{ai}$, according to Equation (15). If the individual $P_i$ satisfies the condition $P_{ai} < \epsilon$, the position of the individual $P_i$ is updated according to Equation (16), where $P'_i$ is the new position of $P_i$; otherwise, the position of the individual $P_i$ remains unchanged. The first update process can be expressed as:

$$P_{ai} = \frac{\text{rank}(P_i)}{N}$$ \hspace{1cm} (15)

$$P'_i(j) = P_r(j) - \epsilon \times (P_t(j) - P_i(j))$$ \hspace{1cm} (16)

where $N$ is the number of individuals in the population; $P_r$ and $P_t$ are randomly selected individuals from the population.

(3) Second update process

As in the first update process, if the individual $P'_i$ satisfies the condition $P'_{ai} < \epsilon$, the current position of $P'_i$ is updated according to Equations (17) and (18), where $P''_i$ is the new position of $P'_i$; otherwise, the position of $P'_i$ is kept unchanged. The new individual $P''_i$ replaces $P'_i$ if its fitness function value is better than $P'_i$. The two ways of the second update process are as follows:

$$P''_i = P'_i - \hat{\epsilon} \times (P'_i - BP) | \epsilon' \leq 0.5$$ \hspace{1cm} (17)

$$P''_i = P'_i + \hat{\epsilon} \times (P'_i - P'_r) | \epsilon' > 0.5$$ \hspace{1cm} (18)

where $P'_r$ and $P'_t$ are randomly selected individuals from the population; $\hat{\epsilon}$ is a random number generated from a Gaussian normal distribution.

3.3. ISFS Algorithm

In order to further improve the convergence speed and accuracy of the SFS algorithm in the optimization process, inspired by the search strategy of the PSO algorithm, the ISFS algorithm proposed in this study uses the global extreme point, $g_{best}$, and the individual extreme point, $p_{best}$, to guide the individual in the second update process. However, it is shown that the vector difference between individuals gradually decreases in the process of chasing the current optimal solution, so that individuals cannot evolve and fall into the local optimal point [39]. To avoid the ISFS algorithm from falling into a local optimum during the optimization process, this study used the adaptive variation rate $F_w$ to control the rate at which individuals move toward the optimal point. The variation rate is taken as a small value at the beginning of the iteration to guide individuals towards the optimal point. The variation rate was taken as an increasing value during the iteration to increase the possibility of the algorithm jumping out of the local optimal point [40]. The flow of the ISFS algorithm is shown in Figure 1.
Step 1: Let the iteration number be \( g = 1 \) and initialize the population including the population size \( \text{sizepop} \), the spatial dimensions of the individual \( \text{dim} \) and the initial position \( P_i(j) \);

Step 2: Calculate the values of the fitness function for all individuals and find the optimal individual \( BP \);

Step 3: Set the diffusion number of the individuals and perform the diffusion process. The current individual position is diffused according to Equations (13) and (14), and the value of the fitness function of the best individual is returned;

Step 4: Perform the first update process. The corresponding probability value, \( P_{ai} \), of the individual \( P_i \) is obtained according to Equation (15). If the individual \( P_i \) satisfies the condition \( P_{ai} < \epsilon \), then the position of the new individual \( P_i' \) is obtained according to Equation (16); otherwise, the position of the individual \( P_i \) remains unchanged. Calculate the fitness function values for all individuals and update the positions of the individual extreme value points, \( pbest_i \), and global extreme value points, \( gbest \);

Step 5: Perform the second update process. If the individual \( P_i' \) satisfies the condition \( P_{ai} < \epsilon \), the position of the new individual \( P_i'' \) is obtained according to Equation (19); otherwise, the position of \( P_i'' \) is kept unchanged. The adaptive variation rate \( F_w \) is calculated as shown in Equation (20), where \( F_{\text{min}} \) and \( F_{\text{max}} \) are the lower and upper limits of the variation rate, respectively.

\[
P_i'' = gbest + F_w \times (pbest_i - P_i')
\]

\[
F_w = F_{\text{min}} + (F_{\text{max}} - F_{\text{min}}) \times (g/G)
\]

Step 6: Let \( g = g + 1 \). If the maximum number of iterations is reached, the algorithm ends; otherwise, return to Step 2.

3.4. Procedure for Solving the Optimal Operation Strategy Using the ISFS Algorithm

The single reservoir operational optimization model takes the water level of each reservoir at the end of the operational stage as the decision variable, and the cascade reservoir operational optimization model takes the water levels of all reservoirs at the end.
of the same operational stage as the decision variable. When the ISFS algorithm is used to solve the problem of the cascade reservoirs’ operational optimization model, the individual is given a specific meaning, which is a feasible water level process in the operational period. The spatial dimensions of an individual is defined as the product of the number of reservoirs $N$ and the total number of operational stages $T$. The procedure for solving the problem of the optimal operation strategy using the ISFS algorithm is shown in Figure 2.

Step 1: Let the iteration number be $g = 1$, set the population size ($sizepop$), the maximum number of iterations ($G$) and the algorithm parameters ($F_{\text{min}}$ and $F_{\text{max}}$).

Step 2: Randomly generate the initial population according to Equation (21), where $P_i(j)$ is the water level at the end of the $j$th stage; $UB_i(j)$ and $LB_i(j)$ are the upper and lower bounds of the water level at each stage.

Output the optimal power generation and water level process, etc.

Figure 2. Flowchart of the procedure for solving the problem of the optimal operation strategy using the ISFS algorithm.
boundaries of the water level obtained according to the operational model and constraint handling strategy in Section 2; $\epsilon$ is random number in [0,1].

$$P_i(j) = LB_i(j) + \epsilon \times (UB_i(j) - LB_i(j))$$  \hspace{1cm} (21)

Step 3: Calculate the objective function value corresponding to each water level process, and find the water level process $BP$ that maximizes the objective function value;

Step 4: The same as Step 3 to Step 5 in the ISFS algorithm, the diffusion process, the first update process and the second update process are executed separately for the population, and the water level beyond the boundary after each change is corrected;

Step 5: Let $g = g + 1$. If the maximum number of iterations is reached, then output the optimal power generation and water level process, etc.; otherwise, return to Step 3 to continue the iterative calculation.

4. Case Study

4.1. Study Area

The cascade reservoirs in the middle and lower reaches of the Yalong River were taken as the case study. The Yalong River is the largest tributary of the Jinsha River in western Sichuan Province, China, with a total length of 1571 km, a natural drop of 3830 m and an annual runoff of 60.9 billion m$^3$. At present, seven reservoirs have been built in the middle and lower reaches of the Yalong River, namely, Lianghekou (LHK), Yangfanggou (YFG), Jinxi (JX), Jindong (JD), Guandi (GD), Ertan (ET) and Tongzilin (TZL), with a total installed capacity of 19,200 MW. The location and characteristic parameters of the cascade reservoirs in the Yalong River Basin are shown in Figure 3 and Table 1, respectively. The Lianghekou Reservoir and Yangfanggou Reservoir in the middle reaches of the Yalong River were completed in September 2021 and November 2021, respectively. The Lianghekou Reservoir, with a multiyear regulation capacity, is the control reservoir in the middle and lower reaches of the Yalong River; therefore, its operation mode has a great influence on the power generation benefit of downstream cascade reservoirs. The Jinxi Reservoir to the Tongzilin Reservoir in the lower reaches of the Yalong River have been fully developed since 2015, among which the Jinxi Reservoir has an annual regulation capacity and Ertan Reservoir has a seasonal regulation capacity. The other four reservoirs are daily regulating reservoirs. With a total regulating capacity of 14.84 billion m$^3$, the Lianghekou Reservoir, Jinxi Reservoir and Ertan Reservoir have an extremely strong runoff regulating capacity, making the Yalong River the only large river in China managed by one owner. In addition, the cascade reservoirs of the Yalong River with a multiyear regulation capacity will also have a positive impact on water resource allocation in the middle and lower reaches of the Yangtze River, reducing the flood risk of the Three Gorges Reservoir and Gezhouba Reservoir in the flood season.

Table 1. Characteristic parameters of the Yalong River cascade reservoirs.
Figure 3. Location of the cascade reservoirs in the Yalong River Basin.

4.2. Data Processing and Parameter Settings

The flood season in the Yalong River Basin lasts from June to November, and the dry season lasts from December to May of the following year. The reservoir reaches its dead level at the beginning of June; thus, the hydrological year of the basin is set to run from June to May. This study took the hydrological year of the Yalong River Basin as the operational period and ten days as an operational stage. In the single reservoir operation mode, the initial and final water levels of each reservoir in the operational period were set as the dead water level, and the cascade reservoirs were optimized one by one. The Yanglanggou Reservoir, Jindong Reservoir, Guandi Reservoir and Tongzilin Reservoir belong to daily regulating reservoirs with small regulating storage capacities and poor water storage capacities. In the local joint operation mode of the cascade reservoirs, the initial and final water levels of the Lianghekou Reservoir, Jinxi Reservoir and Ertan Reservoir were dead levels, while the water level process of each daily regulating reservoir during the operational period was fixed as the average of the dead water level and the normal water level so that the inflow of the daily regulating reservoir was equal to the outflow. In the global joint operation mode of the cascade reservoirs proposed in this study, the water level process of the cascade reservoirs, including the daily regulating reservoirs, was optimized by setting the initial and final water levels of all reservoirs as dead water levels during the operational period.

This study selects the inflow data of five typical years as the model input, namely, the wet year \( (p = 10\%, 2012) \), relatively wet year \( (p = 30\%, 2008) \), normal year \( (p = 50\%, 2015) \), relatively dry year \( (p = 70\%, 2013) \) and dry year \( (p = 90\%, 2006) \), where 2012, 2008, 2015 and 2013 were called nondrought years and 2006 was called a drought year. The ISFS algorithm, SFS algorithm and PSO algorithm were used to solve the above three operation modes, respectively. Considering the solution accuracy and calculation time of the algorithm, the population size \( \text{sizepop} \) and number of iterations \( (G) \) of the three algorithms were set to 100 and 500, respectively, and the individual diffusion number for the SFS algorithm and...
ISFS algorithm was 100. Based on the test results of the ISFS algorithm and PSO algorithm in the optimal operation of the cascade reservoirs in the Yalong River, the upper limit of variability ($F_{\text{max}}$) and the lower limit of variability ($F_{\text{min}}$) in the ISFS algorithm were 0.9 and 0.2, respectively, and the acceleration coefficients ($c_1$ and $c_2$), inertia weight ($w$) and maximum velocity ($v_{\text{max}}$) in the PSO algorithm were 2, 2, 0.8 and 2, respectively.

5. Results and Discussion

5.1. Test of the ISFS Algorithm

In order to test the efficiency of the ISFS algorithm in solving the problem of the operational model of the cascade reservoirs, the ISFS algorithm, SFS algorithm and PSO algorithm were used to solve the single reservoir operation mode (called “Scheme 1”), the cascade reservoirs local joint operation mode (called “Scheme 2”) and the cascade reservoirs global joint operation mode (called “Scheme 3”), respectively. Considering the randomness and instability of the algorithm, each algorithm was run independently for 10 times, and the result closest to the average value of the objective function was taken as the optimal operation strategy for the cascade reservoirs.

Table 2 shows the optimization results of the three schemes obtained by applying the ISFS algorithm, SFS algorithm and PSO algorithm in five typical years. Table 3 shows the improved power generation and water resource utilization rate of the cascade reservoirs by the ISFS algorithm compared with the SFS algorithm and PSO algorithm.

Table 2. Optimization results of the three schemes obtained by applying the ISFS algorithm, SFS algorithm and PSO algorithm in five typical years.

| Year | Algorithm | Scheme 1 | Scheme 2 | Scheme 3 |
|------|-----------|----------|----------|----------|
|      |           | Power Generation | Abandoned Water | Power Generation | Abandoned Water | Power Generation | Abandoned Water |
| 2012 | ISFS      | 1197.23   | 204.17   | 1224.68   | 136.20   | 1231.21   | 131.36   |
|      | SFS       | 1195.43   | 206.38   | 1218.62   | 152.45   | 1223.61   | 142.84   |
|      | PSO       | 1196.33   | 235.18   | 1222.12   | 160.69   | 1228.77   | 158.92   |
| 2008 | ISFS      | 1059.93   | 26.22    | 1074.30   | 0.85     | 1081.00   | 0.70     |
|      | SFS       | 1059.40   | 33.63    | 1065.08   | 5.36     | 1069.40   | 4.91     |
|      | PSO       | 1059.59   | 35.85    | 1072.76   | 1.53     | 1076.44   | 0.87     |
| 2015 | ISFS      | 1000.75   | 17.87    | 1017.88   | 0        | 1023.74   | 0        |
|      | SFS       | 999.13    | 19.32    | 1010.39   | 2.84     | 1013.80   | 2.21     |
|      | PSO       | 1000.21   | 24.07    | 1017.39   | 0        | 1020.19   | 0        |
| 2013 | ISFS      | 937.61    | 11.48    | 946.57    | 0        | 951.38    | 0        |
|      | SFS       | 937.52    | 12.28    | 942.66    | 1.40     | 944.76    | 0.70     |
|      | PSO       | 937.53    | 13.51    | 944.77    | 0        | 947.52    | 0        |
| 2006 | ISFS      | 772.53    | 0        | 764.60    | 0        | 767.82    | 0        |
|      | SFS       | 772.26    | 0        | 757.62    | 0.95     | 761.70    | 0.34     |
|      | PSO       | 772.10    | 0        | 761.26    | 0        | 764.35    | 0        |

The unit for the power generation was $10^8$ kWh, and the unit for the abandoned water was $10^8$ m$^3$.

From the overall optimization results under the different schemes in Table 2, it can be seen that the three algorithms had better optimization results using Scheme 3 in the nondrought years and Scheme 1 in the drought year. From the optimization results of the three algorithms in Table 2 under the same scheme and inflow frequency, it can be seen that the ISFS algorithm could obtain the maximum total power generation and the smallest abandoned water. As can be seen from Table 3, due to the limited regulation capacity of a single reservoir in Scheme 1, the power generation of the five typical years and the water resource utilization of the nondrought years obtained by the ISFS algorithm were higher than those by the SFS algorithm and the PSO algorithm. While in Scheme 2 and Scheme 3, due to the larger regulation capacity of the cascade reservoirs, the power generation and
water utilization rate of the cascade reservoirs obtained by the ISFS algorithm significantly increased compared with the PSO algorithm, and the increase effect was more significant compared with the SFS algorithm. Under the inflow in 2015, 2013 and 2006, the water resource utilization rate of the ISFS algorithm and the PSO algorithm in Scheme 2 and Scheme 3 reached 100%, while the SFS algorithm still had a small amount of abandoned water.

Table 3. Total power generation (10^8 kWh) and water resource utilization rate improved by the ISFS algorithm compared with the SFS algorithm and PSO algorithm.

| Year | Algorithm | Scheme 1 Power Generation | Water Resource Utilization Rate | Scheme 2 Power Generation | Water Resource Utilization Rate | Scheme 3 Power Generation | Water Resource Utilization Rate |
|------|-----------|---------------------------|-------------------------------|---------------------------|-------------------------------|---------------------------|-------------------------------|
| 2012 | SFS       | 1.81                      | 1.07%                         | 6.07                      | 10.65%                        | 7.60                      | 8.04%                         |
|      | PSO       | 0.90                      | 13.19%                        | 2.57                      | 15.24%                        | 2.43                      | 17.34%                        |
| 2008 | SFS       | 0.53                      | 22.03%                        | 9.23                      | 84.10%                        | 11.60                     | 85.74%                        |
|      | PSO       | 0.34                      | 26.87%                        | 1.55                      | 44.15%                        | 4.57                      | 19.40%                        |
| 2015 | SFS       | 1.62                      | 32.12%                        | 7.48                      | 100%                          | 9.94                      | 100%                          |
|      | PSO       | 0.54                      | 19.76%                        | 0.49                      | 0                             | 3.55                      | 0                             |
| 2013 | SFS       | 0.09                      | 6.48%                         | 3.91                      | 100%                          | 6.62                      | 100%                          |
|      | PSO       | 0.08                      | 15.04%                        | 1.80                      | 0                             | 3.86                      | 0                             |
| 2006 | SFS       | 0.27                      | 0                             | 6.98                      | 100%                          | 6.12                      | 100%                          |
|      | PSO       | 0.43                      | 0                             | 3.34                      | 0                             | 3.47                      | 0                             |

Figure 4 shows the convergence process of the three algorithms when solving Scheme 3 with the inflow data of 2008, 2015 and 2013 as the model inputs. It can be seen that the ISFS algorithm not only had a high initial value but also the largest growth rate at the beginning of the iteration so that the objective function value can converge to the approximate optimal value within 100 iterations. In contrast, the PSO algorithm had a slower growth rate and converged to an approximate optimal solution in 300 iterations, and the SFS algorithm had the slowest growth rate and easily fell into a local optimal solution.

5.2. Comparison of the Three Schemes

Then, based on the optimization results of the ISFS algorithm, the differences in the optimization results, power generation rules and outflow processes of the cascade reservoirs in the three schemes adopted in the five typical years were analyzed.

5.2.1. Optimization Results of the Cascade Reservoirs

In Table 2, the total power generation of Scheme 3 in the five typical years increased by 0.54%, 0.62%, 0.58%, 0.51% and 0.42%, respectively, compared to Scheme 2, which indicates that Scheme 3 can better utilize the regulating capacity of the cascade reservoirs; thus,
Scheme 3 obtains a greater total power generation in the five typical years. The total power generation of Scheme 3 in the five typical years increased by 2.85%, 1.99%, 2.30%, 1.47%, and −0.61%, respectively, compared with Scheme 1. It can be seen that although the total power generation of Scheme 3 in the nondrought years was greater than that of Scheme 1, the difference in the power generation between the two schemes generally showed a decreasing trend with the decrease in inflow, and the total power generation of Scheme 1 in the drought years exceeded that of Scheme 3. The reason for this is that an upstream reservoir does not have excess water to recharge the downstream in a dry year, which greatly weakens the adjustment ability of Scheme 3 for cascade reservoirs.

It can be seen from Table 2 that when the inflow data of 2012 and 2008 were used as model inputs, the water resource utilization rate of Scheme 3 increased by 3.56% and 17.89%, respectively, compared with Scheme 2, and increased by 35.66% and 97.33%, respectively, compared with Scheme 1. When the inflow data of 2015 and 2013 were used as the model inputs, Scheme 2 and 3 achieved 100% water utilization, while Scheme 1 had 1.787 billion m$^3$ and 1.148 billion m$^3$ of abandoned water. When the inflow data in 2006 were used as the model input, the water abandonment of the three schemes was 0. This shows that Scheme 1 had the lowest water resources utilization rate in the nondrought years, while Scheme 2 and Scheme 3 could use the regulation capacity of the cascade reservoirs to allocate the water resources reasonably during the operational period, thus improving the overall water resources utilization rate, but Scheme 3 had a higher water resources utilization rate than Scheme 2.

### 5.2.2. Power Generation Rules of Cascade Reservoirs

Table 4 shows the power generation of each reservoir obtained by the three schemes in the five typical years. Table 5 shows that the power generation of each reservoir increased by Scheme 3 over Scheme 1. Table 6 shows that the power generation of the Lianghekou Reservoir, Jinxi Reservoir and Ertan Reservoir as well as the daily regulating reservoirs increased by Scheme 3 compared with Scheme 2.

#### Table 4. Power generation (10$^8$ kWh) of each reservoir obtained by the three schemes in the five typical years.

| Year | Mode | LHK | YFG | JX | JD | GD | ET | TZL |
|------|------|-----|-----|----|----|----|----|-----|
| 2012 | Scheme 1 | 161.19 | 86.75 | 223.49 | 322.36 | 148.38 | 217.97 | 37.10 |
|      | Scheme 2 | 155.88 | 88.54 | 232.40 | 335.40 | 146.51 | 229.83 | 36.12 |
|      | Scheme 3 | 155.04 | 88.59 | 232.59 | 336.40 | 150.80 | 230.73 | 37.16 |
| 2008 | Scheme 1 | 110.94 | 72.45 | 207.93 | 290.93 | 138.51 | 205.02 | 34.15 |
|      | Scheme 2 | 107.47 | 70.52 | 209.13 | 301.30 | 136.01 | 216.29 | 33.58 |
|      | Scheme 3 | 107.43 | 70.59 | 208.03 | 303.10 | 140.06 | 217.28 | 34.51 |
| 2015 | Scheme 1 | 117.07 | 71.12 | 193.20 | 278.04 | 124.47 | 185.78 | 31.07 |
|      | Scheme 2 | 113.53 | 69.57 | 199.78 | 286.64 | 121.74 | 196.09 | 30.53 |
|      | Scheme 3 | 112.75 | 69.47 | 199.56 | 288.52 | 125.14 | 196.91 | 31.39 |
| 2013 | Scheme 1 | 113.00 | 72.29 | 175.83 | 251.86 | 115.72 | 180.33 | 28.58 |
|      | Scheme 2 | 110.09 | 70.86 | 182.74 | 256.04 | 112.44 | 186.35 | 28.04 |
|      | Scheme 3 | 109.72 | 70.77 | 181.09 | 257.31 | 115.88 | 187.88 | 28.73 |
| 2006 | Scheme 1 | 76.39 | 52.16 | 152.25 | 217.01 | 97.05 | 152.77 | 24.91 |
|      | Scheme 2 | 73.03 | 51.04 | 150.18 | 215.16 | 95.21 | 155.47 | 24.50 |
|      | Scheme 3 | 74.03 | 51.27 | 149.01 | 215.65 | 96.29 | 156.28 | 25.29 |
Table 5. Power generation (10^8 kWh) of each reservoir increased by Scheme 3 compared with Scheme 1.

| Year | LHK  | YFG  | JX   | JD   | GD   | ET   | TZL  | Sum  |
|------|------|------|------|------|------|------|------|------|
| 2012 | −6.15| 1.84 | 9.10 | 14.04| 2.42 | 12.76| 0.06 | 34.07|
| 2008 | −3.50| −1.85| 0.10 | 12.17| 1.55 | 12.25| 0.36 | 21.08|
| 2015 | −4.32| −1.66| 6.36 | 10.48| 0.68 | 11.12| 0.32 | 23.00|
| 2013 | −3.28| −1.52| 5.26 | 5.45 | 0.16 | 7.55 | 0.15 | 13.77|
| 2006 | −2.35| −0.89| −3.24| −1.36| −0.76| 3.51 | 0.38 | −4.71|

Table 6. Power generation (10^8 kWh) of the Lianghekou Reservoir, Jinxi Reservoir and Ertan Reservoir as well as the daily regulating reservoirs increased by Scheme 3 compared with Scheme 2.

| Year | LHK, JX and ET | YFG  | JD   | GD   | TZL  | Sum  |
|------|----------------|------|------|------|------|------|
| 2012 | 0.24           | 0.05 | 1.00 | 4.29 | 1.04 | 6.62 |
| 2008 | −0.15          | 0.07 | 1.79 | 4.05 | 0.93 | 6.70 |
| 2015 | −0.18          | −0.10| 1.88 | 3.41 | 0.86 | 5.86 |
| 2013 | −0.49          | −0.10| 1.27 | 3.43 | 0.69 | 4.81 |
| 2006 | 0.64           | 0.23 | 0.49 | 1.08 | 0.79 | 3.22 |

From the results of the power generation in the nondrought years, as shown in Tables 4 and 5, it can be seen that the power generation of the Lianghekou Reservoir in Scheme 1 was higher than that of Scheme 3 when the inflow data of 2012 were used as the model input, but Scheme 3 was more effective in compensating for the power generation from the Yangfanggou Reservoir to the Tongzilin Reservoir. When the inflow data of 2008, 2015 and 2013 were used as the model inputs, the power generation of the Lianghekou Reservoir and the Yangfanggou Reservoir in Scheme 1 was higher than that of Scheme 3, but Scheme 3 compensated for the power generation from the Jinxi Reservoir to the Tongzilin Reservoir. The analysis shows that Scheme 1 aimed at the maximum power generation of a single reservoir without considering the water demand of the downstream reservoirs, resulting in the power generation loss of the downstream cascade reservoirs. While Scheme 3 aimed at maximizing the power generation of the cascade reservoirs so that the power generation of the downstream reservoirs could be compensated more by the regulating capacity of the cascade reservoirs, thus improving the overall power generation of the cascade reservoirs. However, with the gradual reduction of inflow, the compensation range and compensation power generation of the downstream reservoirs in Scheme 3 were reduced. From the results of the power generation in the drought year, as shown in Tables 4 and 5, it can be seen that when the inflow data in 2006 were used as the model input, the power generation from the Lianghekou Reservoir to the Guandi Reservoir in Scheme 3 was significantly lower than that of Scheme 1, while the power generation of the Ertan Reservoir and the Tongzilin Reservoir was higher than that of Scheme 1. The analysis shows that although the Ertan Reservoir and the Tongzilin Reservoir partially compensated for the power generation from the upstream Lianghekou Reservoir to the Guandi Reservoir, it was more advantageous to adopt Scheme 1 in the drought year.

As can be seen from Tables 4 and 6, the total power generation of the Lianghekou Reservoir, Jinxi Reservoir and Ertan Reservoir in Scheme 2 and Scheme 3 did not differ significantly in the five typical years, but the power generation compensation of Scheme 3 to the Jindong Reservoir, Guandi Reservoir and Tongzilin Reservoir in the downstream was more obvious. The analysis shows that although Scheme 2 and Scheme 3 could utilize the regulating capacity of the Lianghekou Reservoir, Jinxi Reservoir and Ertan Reservoir to improve the overall power generation of the cascade reservoirs, Scheme 3 could better optimize the flow process of the daily regulating reservoirs.
5.2.3. Outflow Process of the Cascade Reservoirs

Figures 5–11 show the water levels and flow processes of the cascade reservoirs obtained by the three schemes under the inflow of 2008. In order to make the water level of the cascade reservoirs drop to the dead water level at the end of the operational period, Scheme 1 significantly increased the outflow of the cascade reservoirs in April, resulting in a large amount of abandoned water in the Jindong Reservoir and the Ertan Reservoir during the dry season, while Schemes 2 and 3 increased the outflow of the cascade reservoirs from February so that no water abandonment occurred in the dry season. Compared with Scheme 1, Scheme 2 and Scheme 3 both improved the water resource utilization rate and output of the cascade reservoirs during the dry season. Compared with Scheme 2, the water resource utilization rate and power generation of the cascade reservoirs in Scheme 3 increased by 17.89% and 670 million kWh, respectively. It can be seen that Scheme 3 could more reasonably arrange the outflow processes of the cascade reservoirs during the operational period.

Figure 5. Operation hydrographs of the Lianghekou Reservoir using (a) Scheme 1, (b) Scheme 2 and (c) Scheme 3.

Figure 6. Operation hydrographs of the Yangfanggou Reservoir using (a) Scheme 1, (b) Scheme 2 and (c) Scheme 3.

Figure 7. Operation hydrographs of the Jinxi Reservoir using (a) Scheme 1, (b) Scheme 2 and (c) Scheme 3.
The proposed algorithm was applied to discuss the optimal operation mode of the Yalong River cascade reservoirs and the global joint operational model of the cascade reservoirs were established and solved using the ISFS algorithm proposed in this study. On this basis, the single reservoir operation mode, the local joint operational model of the cascade reservoirs and the global joint operational model of the cascade reservoirs were as follows:

Figure 8. Operation hydrographs of the Jindong Reservoir using (a) Scheme 1, (b) Scheme 2 and (c) Scheme 3.

Figure 9. Operation hydrographs of the Guandi Reservoir using (a) Scheme 1, (b) Scheme 2 and (c) Scheme 3.

Figure 10. Operation hydrographs of Ertan Reservoir using (a) Scheme 1, (b) Scheme 2 and (c) Scheme 3 respectively.

Figure 11. Operation hydrographs of the Tongzilin Reservoir using (a) Scheme 1, (b) Scheme 2 and (c) Scheme 3.

6. Conclusions
Taking the maximum power generation of the cascade reservoirs as the objective function, the single reservoir operation mode, the local joint operational model of the cascade reservoirs and the global joint operational model of the cascade reservoirs were established and solved using the ISFS algorithm proposed in this study. On this basis, the proposed algorithm was applied to discuss the optimal operation mode of the Yalong River.

Conclusion
cascade reservoirs under five typical years. The conclusions drawn from this study are as follows:

(1) Compared with the SFS algorithm and the PSO algorithm, the ISFS algorithm had the fastest convergence speed and the best optimization results in the three operation modes, and the difference in the power generation under the global joint operation mode of the cascade reservoirs was the most obvious;

(2) In the years with larger inflow, the optimization effect of the global joint operation mode was more obvious for cascade reservoirs in the Yalong River. Compared with the single reservoir operation mode, the local joint operation mode and the global operation mode could utilize the regulating storage capacity of the cascade reservoirs to reasonably allocate the water resources of the downstream Jinxi Reservoir to the Tongzilin Reservoir, thereby significantly increasing the power generation and water resource utilization of the cascade reservoirs, but the latter had a more significant optimization effect on the downstream daily regulating reservoirs;

(3) In the years with smaller inflow, the difference among the results of the three operation modes for the cascade reservoirs on the Yalong River was smaller. As the water supply of the upstream reservoirs to the downstream reservoirs gradually decreased, the regulation ability of the cascade reservoirs weakened, and the compensation range and compensation power generation of the global joint operation mode to the downstream reservoirs were reduced. In the drought year of $p = 90\%$, the total power generation of a single reservoir operation mode eventually exceeded that of the global joint operation mode.

The ISFS algorithm proposed in this study effectively avoids the problem that the SFS algorithm easily falls into the local optimal value and provides a new optimization method for the cascade reservoirs’ operational model. In addition, this study also provides a reference for the operation mode selection of complex cascade reservoir systems including daily regulating reservoirs under different inflow frequencies. It should be noted that the global joint operation mode of the cascade reservoirs proposed in the study aimed at maximizing the overall interests of the cascade reservoirs. This method is only applicable to cascade reservoirs under the management of the same owner. When cascade reservoirs are managed by different owners, the global joint operation mode of the cascade reservoirs is often difficult to carry out due to the presence of conflicts of interests. Therefore, in future research, it is urgent to study the operation mode of inter-basin cascade reservoirs with different owners.
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