Investigating Coarse-Grainings and Emergent Quantum Dynamics with Four Mathematical Perspectives
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With the birth of quantum information science, many tools have been developed to deal with many-body quantum systems. Although a complete description of such systems is desirable, it will not always be possible to achieve this goal, as the complexity of such description tends to increase with the number of particles. It is thus crucial to build effective quantum theories aiming to understand how the description in one scale emerges from the description of a deeper scale. This contribution explores different mathematical tools to the study of emergent effective dynamics in scenarios where a system is subject to a unitary evolution and the coarse-grained description of it is given by a CPTP map taking the original system into an effective Hilbert space of smaller dimension. We see that a well-defined effective dynamics can only be defined when some sort of matching between the underlying unitary and the coarse-graining map is satisfied. Our main goal is to use these different tools to derive necessary and sufficient conditions for this matching in the general case.

I. INTRODUCTION

With the development of technology for control of many-body quantum systems, we are able to build and describe quantum devices with an increasing number of individual systems [1–4]. Although a complete description of such systems is desirable, it will not always be possible to achieve this goal, since the complexity of such description increases exponentially with the number of particles. Let alone the inherent laboratory errors every experimentalist has to deal with [5]. It is crucial, then, to the development of new quantum technologies to build effective theories, a machinery to understand how the description in one scale emerges from the description in a deeper scale, an idea that is central not only in (quantum) physics [6–8] but predominant across many different scientific fields [9–11].

Suppose one wants to describe the closed, unitary evolution [12] a quantum system goes through. It might be the case that – either due to imperfections or lack of full knowledge or the high-complexity of the underlying system – one does not have full access to that system and, instead, the observer only has access to or can interact with a less informative part of the original system. Suppose that even in this extremely adverse situation, one still wants to describe the evolution of the system they have access to. This rather unfriendly scenario outlines exactly the situation we want to address with the present work.

Simply put, this contribution can be cast as a mathematical investigation of the physical framework developed in [13]. We employ different mathematical tools to study the emergence of effective dynamics in scenarios where a system is subject to a unitary evolution and where the effective description of the system is given by a coarse-graining map that takes the original system to an effective Hilbert space of smaller dimension. Our main goal is to develop different tools that give necessary and sufficient conditions for this matching in the general case. To facilitate the reading, we also examine few examples and trace a parallel with the “classical case”.

Obtaining necessary and sufficient conditions is not a trivial problem, not even in the classical case. Classically, where the systems are described by random variables, as we will see later on, with the help of classical causal inference, it is possible to show that, although emergent, we can infer some sort of correlational influence between the observed macroscopic, coarse-grained variables. Remarkably, this is no longer true in the quantum case, where we have a well-defined effective dynamics only when some sort of good matching between the underlying unitary and the coarse-graining holds true.

We organised the work as follows: Sec. II paves the road for the rest of the paper, as we discuss and define there what we mean by quantum and classical versions of the coarse-graining problem. We
envisaged this section to let the reader get traction, and intuition, on the topic. After that all the subsequent sections are dedicated to different approaches to the same problem. We kick it off in Sec. III where we show how fiber bundles can help in our problem. Sec. IV, on the other hand, contains quite the opposite toolbox, as it is dedicated to an algebraic approach. Next, through a semi-definite program we establish a very interesting link between our problem and that of Markovianity in Sec. V. Finally, in Sec. VI inspired on two very standard theorems in formalism and further questions. We conclude this work discussing what we have done and pointing out to inherent limitations of our formalism and further questions.

II. THE COARSE-GRAINING PROBLEM

A. Quantum Case

Pragmatically, the evolution of closed quantum systems is dictated by a family of unitary channels \( \mathcal{U}_t \). If \( \rho_0 \) is the initial state of this closed system at \( t = 0 \), its evolved state at any time \( t > 0 \) is given by:

\[
\rho_t = U_t \rho_0 U^*_t. \tag{1}
\]

Nonetheless, as the authors point out in Ref. [13], it might be the case we do not have access to that system unitarily evolving according to \( \mathcal{U}_t \). It might well be the case that either due to imperfections or lack of full knowledge of the underlying system \( \rho_t \), we only have access to or can interact with \( \sigma_t \), a less informative part of the original system (see fig. 1). Even though, we want to ascribe an effective evolution to this system we have in hands.

Keeping things as simple as possible, but already complicated enough, in ref. [13] the authors modelled mathematically this “lack” or “loss” of information using a completely positive trace preserving (CPTP) map \( \Lambda \) [12, 14]. Their idea is that whatever these processes are, ultimately they ought to be quantum mechanical. So that, with no way out, they must be represented by a CPTP map acting on a smaller dimensional effective quantum state [15, 16].

Although artificial at a first sight, the description adopted in [13] turns out to be a mathematically rigorous toy model for coarse-graining. It might be applied to more complex scenarios [17], and –as we will see later on– is valid not only in the quantum case, but also in its classical counterpart.

Simply put, the main question in this framework is:

\[ \text{given an underlying unitary dynamics } \mathcal{U}_t \text{ and a coarse-graining } \Lambda \text{ acting equally on every instant of time, what are the necessary and sufficient conditions for the existence of an emergent map } \Gamma_t \text{ consistent with such a description, or in other words, that makes the diagram in fig. 1 commutes.} \]

The lowermost level of the diagram in Fig. 1 represents the microscopic description, whereas the uppermost arrow represents the macroscopic description. We will centre our attention on conditions involving the microscopic underlying dynamics \( \mathcal{U}_t \) as well as the coarse-graining \( \Lambda \) that give rise to a well-defined, emergent macroscopic dynamics \( \Gamma_t \). We would like to do so regardless of particular choices of initial states. Our main goal is to find out, then, when it is possible to obtain an emergent dynamics \( \Gamma_t \) as a map:

\[
\sigma_0 \mapsto \sum_{k=1}^M \Gamma_{t,k} \sigma_0 \Gamma^*_{t,k}, \tag{2}
\]

with \( \sum_{k=1}^M \Gamma^*_{t,k} \Gamma_{t,k} = \mathbb{1} \), for all \( t \).

In this work, we are considering temporal evolution as successive applications of quantum channels. Because of that, we will focus on just one arbitrary snapshot. That is to say that, at least in this paper, we will not be interested in the role played by the time, so that for sake of simplicity we will frequently omit the sub-index \( t \) from the maps. To uniform the reasoning, we will use \( \rho_0, \sigma_0 \) to mean “initial states” and \( \rho_t, \sigma_t \) to mean “the evolved states at an arbitrary time”.

We conclude this section with an example borrowed from ref. [18], as we want to reassure that the abstract setup we are exploring here can in fact be useful for more practical tasks. In ref. [18] the authors study a general procedure to classify entangled states via a particular coarse-graining map.

The Coarse-Graining Problem

FIG. 1: Coarse-graining diagram. Vertical arrows represent loss, lack or blur of information. Lower horizontal arrow represents the closed, unitary dynamics the system is going through. Uppermost horizontal arrow frames the emergent, perceptible, macroscopic dynamics.
Their main idea is to map qudits into qubits, and given a classification of the latter to try and obtain new information for the former. Their proposed dichotomization map is:

\[ \rho_0 \mapsto \Lambda(\rho_0) := \frac{1}{2} \left( 1 + \frac{2}{D-1} \sum_{i \in \{3\}} \langle J_i \rangle \rho_0 \hat{\sigma}_i \right), \tag{3} \]

where \( J_1, J_2, J_3 \) are the generators of \( SU(2) \) rotations around the \( x, y, z \)-axes (respec.) in the \( D \)-dimensional Hilbert space \( \mathcal{H}_D \), and \( \hat{\sigma}_1, \hat{\sigma}_2, \hat{\sigma}_3 \) are the Pauli matrices. Notice that their \( \Lambda \) is nothing but our coarse-graining map (vertical arrows in Fig. 1). Additionally, their underlying unitary quantum dynamics is given by:

\[ \rho_0 \mapsto \rho_t := e^{-i\alpha(J,\vec{n})} \rho_0 e^{i\alpha(J,\vec{n})}, \tag{4} \]

or simply put, a rotation \( \alpha \) around a given vector \( \vec{n} \).

Interestingly enough, for this specific situation there is a compatible –also unitary– macroscopic emergent quantum dynamics:

\[ \sigma_0 \mapsto \sigma_t := e^{-i\alpha(\vec{\sigma},\vec{n})} \sigma_0 e^{i\alpha(\vec{\sigma},\vec{n})}. \tag{5} \]

In the case of ref. \[18\], for commutativity reasons, it is possible to "interchange" the coarse-graining map with the underlying dynamics. The result of that is (very) a well-defined emergent dynamics. As we will see later on this compatibility is not always true, and we hope our methods can be useful to determine whether or not it is possible to obtain such a behaviour.

### B. Classical Case - Classical Inference

The coarse-graining framework we discuss in this paper can be seen as a mechanism to investigate the emergence of effective quantum dynamics. Simply put, such mechanism is completely inspired by the commutativity expressed in the diagram of fig. 1, where the vertical arrows represent loss of information or lack of full access to the underlying quantum system. It is possible, though, to draw a similar diagram for the classical inference problem [19-21] and also ask a related question about the emergence of a coarser description. It is exactly this classical counterpart we will examine in this subsection. We hope this gives to the reader something more concrete to deal with before diving deeper into the quantum case and its many variations.

Fig. 2 portrays what we mean by classical (inference) scenario. It leverages Pearl’s structural model equation (SME) [19] and can be understood as follows: whenever the outcomes of a random variable are determined in terms of the outcomes of another, we draw a directed arrow from the latter to the former. In the example depicted in fig. 2, there must be functions \( f, g, h \) such that \( X(\omega) = f(A(\omega)), B = g(A(\omega)), \) and \( Y = h(B(\omega)) \). Non-deterministic cases are treated likewise, and we refer to the standard reference [19] for a mathematically rigorous approach to the subject.

In this mechanistic model, the knowledge of the variables at a deeper scale determines completely the knowledge of the coarser variables. However, as we have been discussing, it is not always true we can have access to the deepest possible level of knowledge. It might be the case that it is only granted access to the coarser information, and even though we must infer what is the influence holding in the set of variables we are dealing with.

At any rate, though, as discussed by the authors in [19, 20, 22, 23] for classical inference purposes we can get rid of the underlying structural model equation system and look only at the causal diagrams the approach entails. They codify all the necessary information we need to decide about causal statements. These causal diagrams are nothing but directed acyclic graphs (DAGs), and following Pearl’s approach, it will be on these diagrams we will centre our attention on.

As in the quantum case, one can interpret the lower level random variables \( A, B \) as some sort of inner property of a system that is not fully available to an external observer, either because they cannot access them completely, or because their measurement apparatus is defective. On the other hand, though, \( X \) and \( Y \) are the random variables the observer interact with, and gather data from. One can think of them as being proxies for \( A \) and \( B \). Given that \( A \) influences \( B \), it is natural to expect that also \( X \) influences \( Y \) at an emergent level. At a billiard game, for instance, colour is a very rough, coarse-grained description for each ball on the table. Even though, we rely on this very crude description and instead of saying that “the 10^{23} atoms present at a
particular region got momentum, evolved, interacted with—transferring momentum to—other 10\textsuperscript{23} atoms on another region making them reach a particular place where they finally disappear”, we tend to say “the white ball knocked off the green ball!”. Almost every causal statement, or inference, we make on a daily basis comes from a coarse-grained description of an underlying unattainable system. But how can we transfer this information, making it useful for inferences, from the lower level to the upper most one?

In our naive toy model, the main idea consists of interpreting the information of each random variable in terms of their probability distributions and recognising that influences work like channels, in the very same way we usually do for quantum states and CPTP maps. In this sense, we want to write down $\mathbb{P}(Y)$ as function of $\mathbb{P}(X)$ in a way that looks like some sort of law of total probability \[24\] involving also the other probabilities at play.

As a matter of fact, in clear contrast to the quantum version, we will show that this is always the case:

$$\mathbb{P}(Y) = \sum_{A,B,X} \mathbb{P}(A,B,X,Y)$$
$$= \sum_{A,B,X} \mathbb{P}(Y|B)\mathbb{P}(B|A)\mathbb{P}(X|A)\mathbb{P}(A)$$
$$= \sum_{A,B,X} \mathbb{P}(Y|B)\mathbb{P}(B|A)\mathbb{P}(A|X)\mathbb{P}(X)$$
$$= \sum_{X} \hat{\mathbb{P}}(Y|X)\mathbb{P}(X), \quad (6)$$

where we have defined

$$\hat{\mathbb{P}}(Y|X) := \sum_{A,B} \mathbb{P}(Y|B)\mathbb{P}(B|A)\mathbb{P}(A|X). \quad (7)$$

In summary, eq. (6) says that viewed as an inference problem, the classical version of our quantum scenario always admits an “arrow” connecting the information contained in $Y$ from $X$ which makes the diagram commutative.

Finally, it is also worth to mention that Pearl’s approach is encompassing enough and also provides a slightly different classical analysis of the coarse-graining picture. As a matter of fact, we could have analysed our situation through the lenses of the $do-$calculus \[19, 23, 25, 26\], and instead of using the language of classical probability channels, we could have studied the influence between $X$ and $Y$ via $\mathbb{P}(y|do(X = x))$. We will dedicate this last part of this section for doing so, but we must warn the reader, first, that although inspired on the standard scenario, the $do-$calculus approach we are envisaging here deviates a bit from the standard ones.

The very first deviation already arises in the diagram we have been work with. In the new diagram (fig. 3) influences on $B$ are not restricted to the microscopic level alone, as modifications on $X$ are carried out through $A’$. This new variable, $A’$ is nothing but a proxy for $A$ and has been created only to avoid directed cycles in the causal graph for this scenario. What we are proposing in here intends to naively capture the idea that the macroscopic world also affects the micro-world.

Other than that, the other point where the approach we are discussing here differs from the previous one is on the usage of the counterfactual $\mathbb{P}(Y|do(X = x))$. We refer to ref. \[23\] for a technical and \[26\] for a non-technical introduction to the topic. In either case, the main mathematical element we are basing ourselves on is the $d-$separation and the backdoor criterion \[23, 26\]. Putting together, these two results allows to condition on certain variables (variable $B$ in our case) and render the effect of $X$ on $Y$ identifiable:

$$\mathbb{P}(Y = y|do(X = x)) =$$
$$\sum_{b \in \text{Out}_B} \mathbb{P}(Y = y|B = b, do(X = x))\mathbb{P}(B = b). \quad (8)$$

We hope these two classical ways to see the same quantum problem, summarized in Eqs. (6) and (8), had given traction to the reader, creating not only an illustrative parallel but also showing fundamental differences between them and the quantum case that we work out in the rest of the paper.

**III. GEOMETRIC APPROACH**

The geometric viewpoint for the problem starts from the observation that a coarse-graining map is usually a surjective but not injective map $\Lambda : D_D \rightarrow D_d$. For each state $\rho \in D_d$ there is a (usually large)
set $F(\rho) = \{\psi \in D_D : \Lambda(\psi) = \rho\}$, the fiber over $\rho$ [27]. The existence of effective dynamics on $D_d$ corresponds to the condition that the dynamics on $D_D$ respects such fibering, i.e.: if $\psi$ and $\psi'$ are such that $\Lambda(\psi) = \Lambda(\psi')$, then

$$\Lambda(U(\psi)) = \Lambda(U(\psi')).$$  \hfill (9)

A. Example 1

Consider the coarse-graining $\Lambda$ that takes a three dimensional system to a two dimensional system defined by the Kraus operators

$$K_0 = |0\rangle \langle 0| + |1\rangle \langle 1|,$$

$$K_1 = |1\rangle \langle -|.$$  \hfill (10)

Let us see how the condition (9) constrains the unitaries $U$ acting on the three dimensional system that lead to a well-defined effective dynamics in the two dimensional system.

First we notice that $U$ must be of the block form

$$U = \begin{bmatrix} 1 & 0 \\ 0 & U_2 \end{bmatrix}$$

where $U_2$ is a unitary matrix acting on the subspace generated by $|1\rangle$ and $|2\rangle$. Now let us consider the action of $U$ in states of the form

$$\rho = \begin{bmatrix} 1-p & a & b \\ a^* & p\rho_{11} & p\rho_{12} \\ b^* & p\rho_{21} & p\rho_{22} \end{bmatrix}$$

written in the basis $|0\rangle, |+\rangle_{12}, |-\rangle_{12}$, where

$$|\pm\rangle_{12} = \frac{|1\rangle \pm |2\rangle}{\sqrt{2}}.$$  \hfill (13)

The image of such a state under the action of $\Lambda$ is

$$\begin{bmatrix} 1-p & a \\ a^* & p \end{bmatrix}.$$  \hfill (14)

The image of $\Lambda \circ U$ can not depend on $b$, and this implies that $|\pm\rangle_{12}$ must be eigenvectors of $U_2$, condition that is also sufficient for $U$ to preserve the equivalence classes defined by $\Lambda$.

B. Example 2

Consider the coarse-graining $\Lambda$ that takes a $kd$-dimensional system to a $d$-dimensional system such that $k$ levels are mapped to one level of the coarse-grained system, as illustrated in Fig. 4.

The form of the Kraus maps depend on how coherences are preserved under the action of the coarse-graining map. If coherences are preserved, we have $k$ Kraus maps of the form

$$K_i = \sum_{j=0}^{d-1} |j\rangle \langle u_{ij}|.$$  \hfill (16)

The vectors $|u_{ij}\rangle$ depend on how coherences transform.

If coherences are not preserved, then we have $kd$ Kraus operators of the form

$$K_{ij} = |i\rangle \langle u_{ij}|.$$  \hfill (17)

If some coherences are preserved but not others, we will have something intermediate between one and $d$ Kraus operators for each $k$ level subsystem of dimension $k$ on the original system.

In order to preserve the equivalence classes defined by $\Lambda$, a unitary $U$ must be of block form

$$U = \begin{bmatrix} U_0 & 0 & \ldots & 0 \\ 0 & U_1 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & U_{d-1} \end{bmatrix}.$$  \hfill (18)

This condition is necessary but not sufficient. Extra constrains on the blocks $U_i$ depend on the number of Kraus operators and the vectors $|u_{ij}\rangle$, as we show in the particular case below.

Consider the coarse-graining $\Lambda$ of a 4-dimensional Hilbert space with $k = 2$ given by the Kraus operators

$$K_0 = |0\rangle \langle +|_{01} + |1\rangle \langle +|_{23},$$

$$K_1 = |0\rangle \langle -|_{01} + |1\rangle \langle -|_{23}.$$  \hfill (19)

with $|\pm\rangle_{01} = \frac{|0\rangle \pm |1\rangle}{\sqrt{2}}$ and $|\pm\rangle_{23} = \frac{|2\rangle \pm |3\rangle}{\sqrt{2}}$.

Writing $\rho$ using the basis $\{|\pm\rangle_{01}, |\pm\rangle_{23}\}$ we have that

$$\Lambda(\rho) = \begin{bmatrix} \rho_{00} + \rho_{11} & \rho_{02} + \rho_{13} \\ \rho_{20} + \rho_{31} & \rho_{22} + \rho_{33} \end{bmatrix}.$$  \hfill (20)
Let $\rho$ and $\sigma$ be matrices such that $\Lambda (\rho) = \Lambda (\sigma)$. Taking $U$ of the form (18), we have that $\Lambda (U \rho U^*) = \Lambda (U \sigma U^*)$ if and only if
\[
\text{tr} \left( U_1 C \rho U_2^* \right) = \text{tr} \left( U_1 C \sigma U_2^* \right),
\]
where
\[
C = \begin{bmatrix} \rho_{02} & \rho_{03} \\ \rho_{12} & \rho_{13} \end{bmatrix}
\]
is the coherence matrix between states $|\pm\rangle_{01}$ and $|\pm\rangle_{23}$ for matrix $\rho$ and similar for $C_\sigma$. This in turn implies that the matrix form of $U_1$ with respect to the basis $|\pm\rangle_{01}$ and the matrix form of $U_2$ with respect to the basis $|\pm\rangle_{23}$ must be equal.

IV. ALGEBRAIC APPROACH

We dedicate this section for an algebraic-like approach to our main problem. Our principal question remains the same: we would like to find out how connected the upper level of the diagram in fig.1. Although connected with the previous section, the results we show here may be regarded as being a bit more explicit than those we have provided through geometrical arguments.

To begin with, we will first obtain a condition guaranteeing the existence of such map as a well-defined function [13, 28].

**Theorem 1.** $\Gamma_t$ is a well-defined function if, and only if,
\[
\Lambda(U_t \rho_0) = \Lambda(U_t \tilde{\rho}_0),
\]
whenever $\Lambda(\rho_0) = \Lambda(\tilde{\rho}_0)$.

**Proof.** ($\Rightarrow$) Suppose that there exists a well-defined function $\Gamma_t$ making the diagram commutative. In this case, whenever we take $\rho_0, \tilde{\rho}_0 \in \mathcal{H}_D$ satisfying $\Lambda(\rho_0) = \sigma_0 = \Lambda(\tilde{\rho}_0)$ we know that
\[
\Gamma_t(\sigma_0) = \Gamma_t(\Lambda(\rho_0)) = \Lambda(U_t(\rho_0))
\]
and also that
\[
\Gamma_t(\sigma_0) = \Gamma_t(\Lambda(\tilde{\rho}_0)) = \Lambda(U_t(\tilde{\rho}_0)).
\]
Therefore, $\Lambda(U_t \rho_0) = \Lambda(U_t \tilde{\rho}_0)$.

($\Leftarrow$) Now, let us assume that $\Lambda(U_t \rho_0) = \Lambda(U_t \tilde{\rho}_0)$, when $\Lambda(\rho_0) = \Lambda(\tilde{\rho}_0)$. We must show that for each vector in $\Lambda(\mathcal{H}_D) \subset \mathcal{H}_d$ there is only one vector lying also in $\mathcal{H}_d$, assigned by $\Gamma_t$, that makes the diagram consistent. For each $\sigma_0$ define the following assignment:
\[
\sigma_0 \mapsto (\Lambda \circ U_t) \circ [\Lambda^{-1}(\sigma_0)].
\]
We affirm that the above mapping does define a function making the diagram commutative. Otherwise, it would exist one $\sigma_0$ associated with two different vectors through Eq. (27), and in addition it would also exist at least $\rho_0 \neq \tilde{\rho}_0$ belonging to $\Lambda^{-1}(\sigma_0)$ such that $\Lambda(U_t \rho_0) = \Lambda(U_t \tilde{\rho}_0)$, as both $\rho_0$ and $\tilde{\rho}_0$ belong to the inverse image of $\Lambda$ and therefore preserved by $U_t$, an absurd.

Remarkably, whenever we have $\Gamma_t$ as a well defined function, consistent with the diagram, it will also be linear and positive. It suffices to follow the bottom part of the diagram to see that it holds true:
\[
\Gamma_t(a \sigma_0 + b \tilde{\sigma}_0) = a \Gamma_t(\sigma_0) + b \Gamma_t(\tilde{\sigma}_0), a, b \in \mathbb{C}
\]
and
\[
\Gamma_t(\sigma_0) = \Gamma_t(\Lambda(\rho_0)) = (\Lambda \circ U_t)(\rho_0) \geq 0, \forall \sigma \in \Lambda(\mathcal{D}(\mathcal{H}_D)).
\]

In plain English, thm. 1 says that the existence of an well-defined effective dynamics is guaranteed when there exists some sort of good matching between the underlying unitary $U_t$ and the coarse-graining $\Lambda$. More precisely, whenever the unitary preserves –in the sense of Eq. (24)– inverse images, a linear and positive effective dynamics might be defined.

Exploring a bit further this idea of preservation, or in other words this well-formed-matching between $\Lambda$ and $U_t$, we could ask whether there is some more meaningful condition also implying the existence of an effective dynamics. The answer of this question is at the heart of the following theorem:

**Theorem 2.** Let $\{M_k\}_{k=1}^N$ be the Kraus decomposition for the coarse-graining $\Lambda$, i.e.
\[
\Lambda(\rho) = \sum_{k \in [N]} M_k \rho M_k^*, \forall \rho \in \mathcal{D}(\mathcal{H}_D)
\]
If there exists $V \in \mathbb{M}_{d \times d}$ such that
\[
M_k U_t = VM_k, \text{ for all } k \in [N]
\]
then it is possible to define an effective map $\Gamma_t$ making the diagram commutative.

**Proof.** Using thm. 1, we know it suffices to prove that $U_t$ preserves the inverse image of $\Lambda$. Let, then,
\[ \rho_0, \tilde{\rho}_0 \in \Lambda^{-1}(\sigma_0) : \]
\[ \Lambda(\mathcal{U}_t(\rho_0)) = \sum_{k \in [N]} M_k U_t \rho_0 U_t^* M_k^* = \sum_{k \in [N]} VM_k \rho_0 M_k^* V = \sum_{k \in [N]} VM_k \tilde{\rho}_0 M_k^* V = \sum_{k \in [N]} M_k U_t \rho_0 U_t^* M_k^* = \Lambda(\mathcal{U}_t(\tilde{\rho}_0)) \]  
\[ \blacksquare \]

We should point out, though, that whenever the commutativity expressed in eq. (31) holds true, we may go even further and by recalling that the Kraus decomposition of a CPTP map satisfies \( \sum_{k=1}^{N} M_k^* M_k = \mathbf{1} \) we end up getting:
\[ M_k U_t = VM_k, \forall k \]
\[ \implies M_k^* M_k U_t = M_k^* VM_k, \forall k \]
\[ \implies \sum_{k \in [N]} M_k^* M_k U_t = \sum_{k \in [N]} M_k^* VM_k \]
\[ \implies U_t = \sum_{k \in [N]} M_k^* VM_k. \]  

In conclusion, whenever eq. (31) is valid, it is possible to interpret the content of its relation as saying that we can see the underlying unitary as arising from the application of the dual \( \Lambda^* \) on an fictitious matrix \( V \) in \( \mathcal{V}_{d \times d} \) acting on the upper-most level. Remarkably, this result shows that the action of the dual also holds relevant physical information about the emergent dynamics scenario.

V. SDP APPROACH

In this section we explore a third different point of view that is useful to come up with necessary and sufficient conditions for the existence –in general– of an effective map \( \Gamma_t \) consistent with the diagram contained in fig. 1.

The strategy we implement here employs the connection [29–34] between divisibility of quantum dynamical maps and non-increasing of information. More precisely, we show how our scenario can be understood within the usual framework of deciding whether or not a given dynamics is Markovian [35], and then by using the idea of a completely information decreasing map [29] we will also show how the non-emergence of an effective map can be witnessed through a violation of an information-theoretical inequality.

We start with the following result from ref. [29]:

**Theorem 3.** A given discrete-time quantum dynamical map, represented by a family of CPTP maps
\[ \mathcal{N}_i : \mathcal{D}(\mathcal{H}_D) \rightarrow \mathcal{D}(\mathcal{H}_d), \, i \in [T], \]  
is divisible if, and only if, for any auxiliary Hilbert space \( \mathcal{H}_N \) and for any finite ensemble \( \mathcal{E} = \{ p_x, \tilde{\rho}_{DN}^x \}_x \) in \( \mathcal{H}_D \otimes \mathcal{H}_N \) the following chain of inequalities hold true:
\[ P_{\text{guess}}(\mathcal{E}_1) \geq P_{\text{guess}}(\mathcal{E}_2) \geq \ldots \geq P_{\text{guess}}(\mathcal{E}_T), \]  
where
\[ P_{\text{guess}}(\mathcal{E}_i) := \max_{\{\Pi_x\}} \sum_x p_x \text{Tr}[\Pi_x (\mathcal{N}_i \otimes \text{id})(\tilde{\rho}_{DN}^i)], \]  

with maximum being taken over all POVM’s acting on the product space \( \mathcal{H}_D \otimes \mathcal{H}_N \).

**Corollary 4.** Let \( \mathcal{U}_t \) be a unitary map acting on \( \mathcal{D}(\mathcal{H}_D) \) and \( \Lambda : \mathcal{D}(\mathcal{H}_D) \rightarrow \mathcal{D}(\mathcal{H}_d) \) be a CPTP map representing the effect of a coarse-graining. There exists an emergent dynamics described by a CPTP map
\[ \Gamma_t : \mathcal{D}(\mathcal{H}_D) \rightarrow \mathcal{D}(\mathcal{H}_d) \]

if, and only if, for all finite-dimensional Hilbert spaces \( \mathcal{H}_N \) and for all ensembles \( \{ p_x, \tilde{\rho}_{DN}^x \}_x \) in \( \mathcal{H}_D \otimes \mathcal{H}_N \) the following inequality holds true
\[ \max_{\{\Pi_x\}} \sum_x p_x \text{Tr}[\Pi_x (\Lambda \otimes \text{id})(\tilde{\rho}_{DN}^i)] \geq \max_{\{\Pi_x\}} \sum_x p_x \text{Tr}[\Pi_x (\Lambda \otimes \text{id})(\mathcal{U}_t \otimes \text{id})(\tilde{\rho}_{DN}^i)], \]  

where the maximum is taken over the set of all POVM’s acting on \( \mathcal{H}_d \otimes \mathcal{H}_N \).

Considering the action of the dual maps \( \Lambda^* \) and \( \mathcal{U}_t^* \), and also defining
\[ \tilde{\Pi}_x := (\Lambda^* \otimes \text{id})(\Pi_x), \forall x \]  
we could rewrite the content of ineq. (38) in a more meaningful way:
\[ \max_{\{\Pi_x\}} \sum_x p_x \text{Tr}[\tilde{\Pi}_x \tilde{\rho}_{DN}^x] \geq \max_{\{\Pi_x\}} \sum_x p_x \text{Tr}[\mathcal{U}_t^* \otimes \text{id}](\tilde{\Pi}_x)(\tilde{\rho}_{DN}^i] \]
\[ = \max_{\{\Pi_x\}} \sum_x p_x \text{Tr}[(\mathcal{U}_t^* \otimes \text{id})(\tilde{\Pi}_x)(\mathcal{U}_t \otimes \text{id})\tilde{\rho}_{DN}^i] \]
\[ = \max_{\{\Pi_x\}} \sum_x p_x \text{Tr}[(\tilde{\Pi}_x^T \otimes \text{id})\tilde{\Pi}_x(\mathcal{U}_t \otimes \text{id})], \]  
with \( \tilde{\Pi}_x^T := (\mathcal{U}_t^* \otimes \text{id})\tilde{\Pi}_x(\mathcal{U}_t \otimes \text{id}) \) for all \( x \). This second, more visual version of corollary 4 allows us to formulate the following result:
Corollary 5. Let $\Lambda : \mathcal{H}_D \to \mathcal{H}_d$ be a CPTP map, and let

$$\Pi := \{(\Lambda^* \otimes \text{id})(\Pi_x)\}_{x}; \{\Pi_x\} \text{ is a POVM acting on } \mathcal{H}_D \otimes \mathcal{H}_d; \quad (41)$$

so that whenever

$$(\mathcal{U}_t^* \otimes \text{id})(\Pi) \subset \Pi \quad (42)$$

there is a well-defined CPTP map $\Gamma_t$ making the diagram commutative.

Remark: Note that the set $\Pi$ appearing in eq. (41) is a subset of the set of all POVMs acting on $\mathcal{D}(\mathcal{H}_D) \otimes \mathcal{D}(\mathcal{H}_N)$ generated by the application of $\Lambda^* \otimes \text{id}$. As a matter of fact, as $\Lambda$ is a CPTP map, its dual $\Lambda^*$ is unital, and as such it maps $\mathbb{1}_D$ the identity in $\mathcal{L}(\mathcal{H}_D)$ onto $\mathbb{1}_D$ the identity in $\mathcal{L}(\mathcal{H}_D)$. This guarantees that whenever $\{\Pi_x\}_x$ is a POVM, $\{(\Lambda^* \otimes \text{id})(\Pi_x)\}_x$ also is a valid POVM, acting on a different space though.

In a nutshell, we can interpret corollary 5 above as saying that whenever the underlying unitary $\mathcal{U}_t$ preserves the structure of the measurements arising from the application of the coarse-graining on the set of all POVMs acting on the product $\mathcal{H}_D \otimes \mathcal{H}_N$, it is possible to define an emergent effective dynamics consistent with the diagram. As expected, this result shows that to obtain $\Gamma_t$ as a proper quantum channel, we should enforce some good matching between $\mathcal{U}_t$ and $\Lambda$.

VI. UNITARY EQUIVALENCE

We conclude our list of different approaches to the coarse-graining scenario with what we call the unitary equivalence approach. Despite being rather abstract, and difficult to be checked in practice even in the simpler cases [36], the necessary and sufficient condition we come up with and discuss here shall be seen as a way to study properties of the possible emergent macroscopic dynamics as function of the underlying microscopic evolution.

To a certain extent, the method we work here here is, to a certain extent, a consequence of the well-known equivalence of ensembles [14]:

Theorem 6. Let $\{\psi_i\}_{i=1}^N$ and $\{\phi_i\}_{i=1}^N$ be two set of non-necessarily normalized vectors in $\mathcal{H}$. The equality

$$\sum_{i \in [N]} |\psi_i \rangle \langle \psi_i| = \sum_{i \in [N]} |\phi_i \rangle \langle \phi_i|$$

holds true if, and and only if, there is an $N \times N$ unitary matrix $U$ satisfying

$$|\psi_i \rangle = \sum_{j \in [N]} U_{ij} |\phi_j \rangle, \forall i \in [N]. \quad (44)$$

Remarkably, thm. 6 above says that there is no way out, whenever two ensembles are the same there must be a tight connection linking them together in a manner that it is possible to write down the constituents of one in terms of the other. Being possible, therefore, to analyse properties of one looking at known properties of the other. It is this very same idea we will transport to our problem, and explore from now on in this section.

We start with a rather important corollary of thm. 6:

Corollary 7. Two set of Kraus operators $\{K_i\}_{i=1}^N$ and $\{\tilde{K}_i\}_{i=1}^N$ represent the same quantum channel if, and only if, there is an $N \times N$ unitary $U$ satisfying

$$K_i = \sum_{j \in [N]} U_{ij} \tilde{K}_j \quad (45)$$

We refer to ref. [14] for a proof of this result. In a nutshell, though, the main aspects of the proof goes as follows: first, a translation of the problem from equivalent quantum channels to equivalent states, via Choi-Jamiolkoski isomorphism; and second, the use of thm. 6 for necessary and sufficient conditions for two ensembles. Much in the spirit of thm. 6, the corollary 7 says that whenever two quantum channels are equal, there must be a tight connection – represented by the unitary $U$ in Eq. (45) – between any “different” Kraus representation of such a channel.

Now we have got in hands all the necessary ingredients to establish our desired connection between the microscopic and the macroscopic level of our coarse-graining diagram (fig. 1). To begin with, given $\Lambda$ a coarse-graining map with set Kraus operators being $\{M_i\}_{i=1}^N$, suppose that there exists an emergent CPTP dynamics

$$\Gamma_t(\sigma_0) = \sum_{j \in [M]} K_j \sigma_0 K_j^* \quad (46)$$

making the diagram commutes. In this situation, for all $\rho_0 \in \mathcal{D}(\mathcal{H}_D)$ it must be true that:

$$(\Gamma_t \circ \Lambda)(\rho_0) = (\Lambda \circ \mathcal{U}_t)(\rho_0)$$

$$\sum_{i,j} K_i M_j \rho_0 M_j^* K_i^* = \sum_i M_i U \rho_0 U^* M_i^*, \quad (47)$$

and therefore the two set of Kraus maps for the composition $\{K_i M_j\}_{(i,j)\in [M] \times [N]}$ and $\{M_i U\}_{i \in [N]}$ must be unitary equivalent. Which means that there must exist a unitary matrix $V$ satisfying:

$$K_i M_j = \sum_{k \in [M]} V_{(i,j),k} M_k U \quad (48)$$

for all $i, j$ in $[N] \times [M]$. 

Moving on, on the other hand now, suppose we are given not only a coarse-graining map \( \Lambda \) with Kraus operators \( \{ M_k \}_{k=1}^N \) and the underlying dynamics \( U \), but also a fixed unitary \([37]\) matrix \( W \). In these circumstances it is possible to define a set of Kraus operators \( \{ K_{i,j} \}_{i,j} \) given by

\[
K_{i,j} := \sum_{k \in [N]} W_{(i,j),k} M_k U, \text{ for all } i, j
\]

as well as a map from \( \Lambda(\mathcal{D}(\mathcal{H}_D)) \) onto itself given by

\[
\Gamma(\rho_0) := \sum_{i,j,k} K_{(i,j),k} \rho_0 K_{(i,j),k}^\dagger.
\]

Because eq. (49) unitarily connects \( K_{i,j} \)'s with \( M_k \)'s, corollary 7 says that the uppermost and the lowermost paths in the coarse-graining diagram must coincide. In other words, the emergent map expressed by the composition in Eq. (50) makes the diagram commutes. In other words, we have just proven the following result:

**Proposition 8.** There exists \( \Gamma_t \), with Kraus operators \( \{ K_i \}_{i=1}^M \) making the diagram commutes if, and only if, there is a unitary matrix \( V \) satisfying

\[
K_i M_j = \sum_{k \in [M]} V_{(i,j),k} M_k U, \text{ where } U \text{ represents the underlying unitary dynamics and } \{ M_j \}_{j=1}^N \text{ is the set of Kraus operators for the coarse-graining map } \Lambda.
\]

We summarise the last paragraphs above saying that to have a well-defined emergent macroscopic dynamics, the Kraus decomposition of it must be unitarily connected with both the underlying unitary closed dynamics and the coarse-graining map as expressed in eq. (45), regardless of the initial states in \( \mathcal{D}(\mathcal{H}_D) \) or subsets of \( \Lambda(\mathcal{D}(\mathcal{H}_D)) \) – as noticed by the authors in ref. [13]. That is to say that, although very abstract, our result shows that it is possible to study properties of the emergent map examining, instead, the coarse-graining and the unitary underlying dynamics. On the other way round, let us mention that in the situation in which the emergent \( \Gamma_t \) and the coarse-graining maps are known, it is also possible to infer features of the underlying dynamics the microscopic system is going through.

**VII. DISCUSSION**

This contribution compiles four different approaches to the study of coarse-grained quantum dynamics emerging from loss or lack of information. In our coarse-graining scenario, the inherent imperfections manifested in the macroscopic level are modelled by the action of a CPTP map. Microscopically, where all the information is suppose to be encoded, the system we are interested in evolves unitarily. The existence of an emergent dynamics equals the commutativity of the diagram in fig. 1. To tackle this problem, we have shown how it is possible to use geometrical, set theoretical, optimisation and linear-algebraic arguments. Each of which having their benefits, practical limitations, particularities and similarities. All of them showing that the commutativity asked for the well-definition of the emergent dynamics can be expressed in terms of a good matching between the coarse-graining map and the unitary evolution. In particular, our geometrical construction exemplifies this characteristic quite clearly. The two examples we construct there aim to show how much the coarse-graining maps constrict the possible family of unitary dynamics that would give rise to a well-defined emergent map.

We have also made a classical digression, comparing the usual quantum scenario with two possible classical ones. Differently from the quantum case, both classical approaches say that it is always true that, despite emergent, we can infer some sort of influence between the observed coarse-grained variables. Additionally, we also find this case useful due to its proximity with the conditional quantum state approach [38, 39]. In the latter the authors show that there is always a translation, at least on the structural level, from equations involving classical probability to equations involving quantum conditional states. This opens up another venue of investigation that, we hope, will be further explored in more details in subsequent works.

Still focusing on the classical case, we must mention that even though our claim is correct, there is something not completely satisfactory about it. In the definition of \( \mathbb{P}(Y|X) \) we made use of \( \mathbb{P}(A|X) \). In a certain sense that probability goes towards the wrong direction, as the direction of the arrow connecting \( A \) and \( X \) starts at \( A \) and ends at \( X \). Whereas it does not represent any obstacle from the mathematical point of view, as it always possible to do so, from a physical perspective it blocks off better interpretations of our findings, as it is rather difficult to get a hold of it if we only can access \( X \) from \( A \) and not the other way round. We hope the analysis through quantum conditional states, as we mentioned, together with a novel notion of arrow reversion can shed new light on this problem.

We would like to conclude this paper discussing prospective and future works. We have already pointed out to the possible fruitful connection between conditional quantum states and the coarse-graining scenario: be it to strengthen the parallel between the classical and quantum cases or be it to investigate different and foundational definitions of good-matching for the diagram of fig. 1, as it has been done in ref. [40]. Another dimension that can also be explored ties back to the SDP characteri-
sation of the problem, as we think it is also possible to write down the emergent map (or the Choi-Jamiolkowski image of it) whenever such map happens to exist. Writing down the emergent map is important not only within the scope of our problem but also for studying memory effects in open quantum systems. Finally, we would like to mention that it might also be possible that our diagrams express matching relations much in the same spirit as the compatibility relations present in refs. [41–44]. That would bring in not only another different – and well-developed – mathematical toolbox but also a completely different physical perspective to both problems. We hope to bridge this gap in the near future.
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