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Abstract. Blind motion deblurring involves reconstructing a sharp image from an observation that is blurry. It is a problem that is ill-posed and lies in the categories of image restoration problems. The training data-based methods for image deblurring mostly involve training models that take a lot of time [3, 5]. These models are data-hungry i.e., they require a lot of training data to generate satisfactory results. Recently, there are various image feature learning methods developed which relieve us of the need for training data and perform image restoration and image synthesis, e.g., DIP [11], InGAN [8], and SinGAN [7]. SinGAN is a generative model that is unconditional and could be learned from a single natural image. This model primarily captures the internal distribution of the patches which are present in the image and is capable of generating samples of varied diversity while preserving the visual content of the image. Images generated from the model are very much like real natural images. In this paper, we focus on blind motion deblurring through SinGAN architecture.
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1 Introduction

Image deblurring is the task to restore the images where the corruption occurs due to blurring; for example, motion blur due to camera shake. It could also be used as a preprocessing step for other problems. For example, real-time object identification is better achieved when preprocessing the input image through deblurring. There are several methods proposed for solving the image deblurring problem using Generative Adversarial Net (GAN) [3,13], which have the capability to restore image features that are highly corrupted due to blur. They could model the non-uniform image blur arising from the input images. They are mostly studies in the conditional GAN setting where deblurring is performed conditioned on the edges and other features extracted from the images.

The motion image deblurring methods primarily involve extensive training on a large dataset of images (e.g., [3,5]). Hence, the main requirement for training these deep models is high-end graphic processing units (GPUs) and a lot of resources owing to extensive computational power. Researchers who do not have
access to these resources cannot carry out extensive research. Hence, our main motivation is to train the model on a single image, thus reducing the computational power and cost.

There is a vast interest in developing deep features learning frameworks that do not use the training data. These single image deep feature learning methods have shown remarkable performance for image restoration and image synthesis tasks \cite{1,2,6,11}. Ulyanov et al. showed a handcrafted structure of the convolution neural network (CNN) works as the implicit prior to solving the image restoration, named deep image prior (DIP) \cite{12}. Mataev et al. proposed DeepRED, which leveraged DIP by using explicit regularization called RED (regularization by denoising) \cite{4}. DeepRED is shown to work for the Uniform filter and Gaussian filter deblurring. SelfDeblur performs self-supervised learning for image deblurring \cite{6}. InGAN \cite{8} and SinGAN \cite{7} architectures are single image GAN frameworks that perform internal learning with no prior and works well for image synthesis tasks. Inspired by the SinGAN \cite{7}, this work is closely related to DeblurGAN \cite{3} and SinGAN \cite{7}.

2 Background

In this section, we first define the image deblurring problem. Then we discuss training data-based adversarial framework DeblurGAN \cite{3} and single image GAN framework SinGAN \cite{7}.

2.1 Image Deblurring

The image and videos that are captured by devices such as mobile phones, cameras mostly contain motion blur artifacts, which are caused by a variety of factors, including camera shake and scene content, which is dynamic in nature. If the exposure time is fixed, then the sensor averages the signal across the points in the scene for any movement during the recording. The reconstruction of the sharp latent image from an observation that is blurry is a problem that is not posed correctly, and it can be categorized into two categories - blind or non-blind deconvolution depending on whether we have information regarding the camera shake or not. One way to formulate image deblurring is to assume the possible sources that can cause the blur in the image. One could also reduce blur caused by camera shake by assuming uniform blur across the image.

One can formulate a non-uniform blur kernel as follows:

$$I_{\text{Blur}} = \text{kernel}(M) \ast I_{\text{Sharp}} + N$$

where $I_{\text{Blur}}$ is the blurred image, $k(M)$ are blur kernels which are unknown and are determined by motion filed $M$. $I_{\text{Sharp}}$ is the sharp latent image, $\ast$ denotes the convolution, and $N$ is additive noise. Non-blind deblurring is based on the assumption that the blur kernels $\text{kernel}(M)$ are known. However, for blind deblurring, given the blurred image $I_B$, the goal is to determine the sharp image $I_{\text{Sharp}}$ and blur kernels $\text{kernel}(M)$. 

2.2 DeblurGAN

DeblurGAN [3] is an end-to-end learned method for motion deblurring. DeblurGAN achieves good results for structural similarity and visual appearance. The concise version explaining all details is as follows.

Model Overview. DeblurGAN is a conditional GAN with a modified loss function (multi-content). In a conditional GAN, both the generator and the discriminator models depend upon the class label. When the generator tries to generate images of its own, an additional input (label or class) is given to it to generate images corresponding to the label.

The generator $G_{\theta_g}$ is mainly responsible for deblurring. $I_{\text{Blur}}$ is the input to the generator, and $I_{\text{Sharp}}$ is the corresponding output. The discriminator $D_{\theta_d}$ is responsible for distinguishing the generated image $I_{\text{Sharp}}$ and the sharp latent image. Thus, both the networks are trained in an adversarial manner.

Loss Function. It is combination of adversarial loss $L_{GAN}$ and VGG feature loss $L_{vgg}$, i.e., $L = L_{GAN} + \lambda L_{vgg}$. $L_{GAN}$ and $L_{vgg}$ are defined as follows.

$$L_{GAN} = \sum_{n=1}^{N} -D_{\theta}(G_{\theta_g}(I_{\text{Blur}}))$$

$$L_{vgg} = \frac{1}{W_{i,j}H_{i,j}} \sum_{x=1}^{W_{i,j}} \sum_{y=1}^{H_{i,j}} (\phi_{i,j}(I_{\text{Sharp}})_{x,y} - \phi_{i,j}(G_{\theta_g}(I_{\text{Blur}}))_{x,y})^2$$

Training Details. The generator network takes the blurred image as input and outputs the restored image. The discriminator takes the restored and sharp images and calculates the distance between them. The overall loss consists of the discriminator’s WGAN loss and the perceptional loss.

2.3 SinGAN

SinGAN is an unconditional generative model, learning from just one image. This model primarily captures the internal distribution of different patches within the image at different scales and then produce samples of varied variety and retain the visual quality of the image. In contrast to previous single image GAN frameworks, SinGAN is not conditional. Images generated from the model are very much like real natural images.
Why to use SinGAN for deblurring? SinGAN is very robust in dealing with general natural images containing textures and structures which are complex without relying on the presence of the images of the same class in the training data. The primary reason for this is the architecture, which consists of a pyramid of fully convolutional GANs where the task of each generative network is to capture the patch distribution at a specific different scale. SinGAN is successful in producing images that are semantically similar to the training image apart from enhancing the image with the overall placement of objects. SinGAN has produced good quality results for image super-resolution. Thus, we have taken a step further to explore SinGAN for image deblurring.

3 Blind Motion Deblurring through SinGAN

The main idea is first to train the SinGAN model using a single sharp image and then perform the image deblurring of the blurred image, which is similar to the sharp image but taken at a different angle. We believe that the approach simulates the real-world scenario where one capture multiple pictures, but unfortunately, one of the images turns out to be blurry due to camera shake. In Fig. 1 illustrate the image deblurring results of our approach.
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(a) Training Image (sharp)  (b) Input blurry image  (c) Restored Image

Fig. 1: The model was trained on the leftmost image, the inference was made on the image in the center (at a slightly different angle than the training image), and the rightmost image is the image generated by the model.

3.1 Architecture.

Our proposed model for blind motion deblurring is based on SinGAN architecture. It consists of $n$ GANs stacked on top of one another, where each GAN is responsible for generating an image at a different scale. The training is done in such a way that $G_N$ is responsible for capturing coarse features of the image, while $G_0$ captures the finer features of the image. At the time of inference, the
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finest scale GAN is used iteratively. At each scale, $G_N$ is responsible for generating the image samples that contain patches that are indistinguishable to the patches in the down-sampled training image, $x_n$, by the discriminator $D_N$. The effective patch size decreases as we traverse from the bottom to top in the network. The input to $G_N$ is a random noise image $z_n$, and the image which is generated from the previous scale $\tilde{x}_n$ that is upsampled to the current resolution. This does not apply to the coarsest level, which is only generative in nature. The generation process at level $n$ involves all generators $\{G_N, ..., G_n\}$ and all noise maps $\{z_N, ..., z_n\}$ up to this level. A diagrammatic representation of the entire architecture is as shown in Fig. 2.

![Diagram](image)

Fig. 2: The figure illustrates SinGAN’s multi scale pipeline for image deblurring.

The image features generation at a single scale is shown in Fig. 3. At each scale $n$, the image from the previous scale, $\tilde{x}_{n+1}$, is upsampled and added to the input noise map, $z_n$. The result is passed through five convolution layers that output a residual image, which is added back to $\tilde{x}_{n+1} \uparrow$. It is the output $\tilde{x}_n$ of the generative network $G_N$.

![Diagram](image)

Fig. 3: The figure illustrates SinGAN’s single scale generation.
**Loss Function.** The loss function is a combination of an adversarial loss term, $L_{adv}$, and a reconstruction loss term, $L_{rec}$. We describe the objective function for the training for the $n^{th}$ GAN in Eq. 4

$$\min_{G_N} \max_{D_N} L_{adv}(G_N, D_N) + \alpha L_{rec}(G_N)$$  \hspace{1cm} (4)

The model is trained in a sequential fashion from the coarsest scale for which $G_N$ is responsible to the finest one which is handled by $G_0$. The adversarial loss and reconstruction loss are described in detail in SinGAN [7]. The reconstruction loss is given in Eq. 5 for completeness.

$$L_{rec} = ||G_N(0, (\tilde{x}_{n+1} \uparrow^r) - x_n)||$$  \hspace{1cm} (5)

The adversarial loss $L_{adv}$ puts a penalty on the distance between the patch distribution in $x_n$ and the patch distribution in the generated samples $\tilde{x}_n$. The reconstruction loss $L_{rec}$ ensures for a principle features in the manipulation of images which is the existence of noise maps that are responsible for producing $x_n$.

### 3.2 Details of Architecture Used at Inference

We train the multi-scale model on the sharp ground truth image. We use the weights obtained after the entire model is trained on a single sharp image. At test time, we iteratively upsample the deblurred image and pass it through the GAN which extracts fine features, $G_0$. A diagrammatic representation of the architecture used at the time of inference is given in Fig. 4.

![Fig. 4: The figure illustrating the proposed model for inference](image)

### 3.3 Training Details

The sharp ground truth image is trained up to eight scales as we traverse from the bottom to top in the pyramid, that is from the coarsest scale to the finest scale. While inferencing, we are using the weights obtained after training and up-sampling iteratively and feeding it to the finest level generator. In what follows, we provide visual results for image samples taken from GoPro dataset.
4 Results

We illustrated image deblurring results in Fig. 5. The metrics used for measuring accuracy are SSIM and PSNR. SSIM stands for Structural Similarity Index and is a value between -1 and 1: -1 being that two images are very different from each other, and value equal to 1 means that the two images are very close to each other. PSNR stands for Peak to Signal Noise Ratio and is the mean squared error between the original image and the reconstructed image. The SSIM on a sample of around 100 images randomly chosen from the GoPro Test Dataset is found to be 0.52. The PSNR on a sample of around 100 images randomly chosen from the GoPro Test Dataset is found to be 15.3.

![Image](image.png)

Fig. 5: The figure shows the results produced by our approach. The images in first row (top) are the input blurry images and images in second row (bottom) are the restored images.

5 Conclusion

We show how to perform training data-independent blind motion deblurring using SinGAN. The training data-independent solution to the blind motion deblurring problem could generalize well by learning features from a single image. The challenge comes when the features present in the image are not enough to perform the restoration. It is interesting to note that SinGAN has reported similar limitations for image editing tasks.
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