Nonequilibrium thermodynamics and a fluctuation theorem for individual reaction steps in a chemical reaction network
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Abstract. We have introduced an approach to nonequilibrium thermodynamics of an open chemical reaction network in terms of the propensities of the individual elementary reactions and the corresponding reverse reactions. The method is a microscopic formulation of the dissipation function in terms of the relative entropy or Kullback-Leibler distance which is based on the analogy of phase space trajectory with the path of elementary reactions in a network of chemical process. We have introduced here a fluctuation theorem valid for each opposite pair of elementary reactions which is useful in determining the contribution of each sub-reaction on the nonequilibrium thermodynamics of overall reaction. The methodology is applied to an oligomeric enzyme kinetics at a chemiostatic condition that leads the reaction to a nonequilibrium steady state for which we have estimated how each step of the reaction is energy driven or entropy driven to contribute to the overall reaction.

1. Introduction

Approach of chemical kinetics of bulk reaction systems needs serious modification [1, 2, 3] to apply for small a system containing a few number of molecules to accommodate the significant fluctuation of the species [1, 2, 3, 4, 5, 6, 7, 8, 9]. Stochastic approach becomes the theoretical tool for the description of the inherent statistical nature of the fluctuating dynamics of reaction system [1, 2, 10, 11, 12], as well as chemical master equation [4, 5, 6]. In single molecule kinetics [13, 14], the concentration terms are replaced by the corresponding probabilities and number of molecules of a reacting species is a fluctuating quantity [1, 2, 11, 12, 15, 16, 17].

In terms of master equation the stochastic thermodynamic description of such systems are given starting from a definition of the system entropy in terms of state probabilities [10, 18, 19, 20, 21]. It has been established that closed systems tend to equilibrium whereas open systems can reach a nonequilibrium steady state(NESS) characterized by positive total entropy production rate (EPR) [10, 12]. In chemical reaction systems, NESS can be attained in presence of chemiostatic condition where concentrations of some species are kept constant throughout the reaction [10]. Such situation can arise in a living cell where, e.g., an enzyme catalysis occurs with substrate and product concentrations inside the cell maintained at a constant value through some cellular mechanism that continuously supplies the substrate to and withdraws the product from the system [22]. Recently, the master equation approach has been used...
formulate the nonequilibrium thermodynamics describing generally the first and second laws in terms of various entropy production rates [23, 24, 25] and energetics of reactions occurring far from equilibrium [10, 11, 12, 22].

Here our aim is to determine the role of individual elementary reactions in governing the nonequilibrium thermodynamics of open chemical reaction. We have formulated a theory of nonequilibrium thermodynamics of a chemical reaction using Kullback-Leibler (KL) distance in terms of propensity [4, 5] of each elementary reaction. We are interested to know the work done and various energy functions of the nonequilibrium chemical system, like heat dissipation and work done as well as state functions like internal energy, free energy and system entropy. We have studied how the kinetics and energetics are coupled in this nonequilibrium system, specially at NESS and how the fluctuation relations are connected with it. For this purpose the total epr is formulated using the propensities of an elementary reaction and its reverse reaction assuming that microscopic reversibility holds, similar to the relative entropy or Kullback-Leibler (KL) distance formalism of the dissipation function in terms of forward and (time-)reversed phase space trajectories [26, 27, 28, 29]. We have applied the theory on a single oligomeric enzyme catalysis reaction reaching NESS [11, 12, 22, 15, 30] and studied using real parameters of a single Escherichia coli β- galactosidase enzyme under chemiostatic condition.

The paper is organized as follows. In Sec. II, we have given the scheme of an open nonequilibrium reaction network described by a chemical master equation. Expressions of different entropy production rates corresponding to the irreversible processes are given from this master equation. In Sec. III, a method of calculation of total entropy production rate is devised in terms of the individual reactions based on propensity distance. The theory is applied for the kinetics of a single oligomeric enzyme catalysis in Sec. IV. We have discussed on propensity approach to total EPR of individual sub-reaction in Section V. A Fluctuation Theorem is introduced in Section VI for the total EPR of elementary reactions. A thorough analysis of the contributions of elementary reactions are performed for the single molecule kinetics of a Escherichia coli β- galactosidase enzyme in Sec. VII. The paper is concluded Sec. VIII.

2. Master equation for nonequilibrium reaction

We consider a nonequilibrium steady state reaction network

$$\sum_{i=1}^{a} \nu_{<\mu} i A_i + \sum_{j=1}^{b} \nu_{<\mu} j Z_j \frac{k_{p}}{k_{\mu}} \sum_{i=1}^{a} \nu_{>\mu} i A_i + \sum_{j=1}^{b} \nu_{>\mu} j Z_j .$$

(1)

Here $Z_j$ are the intermediate species and $A_i$ are species whose concentrations are kept constant by connecting the reaction system to reservoirs, known as chemiostatic condition. The system is assumed to be at thermal equilibrium with the reservoir kept at some temperature, $T$. $\mu$ is the elementary reaction index with $\mu = \pm 1, \pm 2, \ldots, \pm k$. So every transition in the population state space due to the reaction $\mu$ has a counterpart in the reverse transition by the reaction $-\mu$. The stoichiometric coefficient, $\nu_\mu^j$, of the species $Z_j$ involved in the $\mu$-th reaction is defined as

$$\nu_\mu^j = \nu_{>\mu}^j - \nu_{<\mu}^j, \quad (j = 1, \ldots, b),$$

(2)

where $\nu_{<\mu}^j$ and $\nu_{>\mu}^j$ are the corresponding coefficient of the $j$-th species for reactant and product, respectively for the $\mu$ reaction. The number of molecules of different intermediate species are collectively denoted by the vector $Z = \{Z_j\}, (j = 1, \ldots, b)$ and the corresponding vector of the stoichiometric coefficients associated with the $\mu$-th reaction is denoted by $\nu_\mu$. The chemical master equation governing the stochastic reaction event is given by [10, 19, 20, 21]

$$\frac{dP(Z,t)}{dt} = \sum_{\mu = \pm 1}^{\pm k} \left[ w_\mu (Z - \nu_\mu | Z) P(Z - \nu_\mu, t) - w_{-\mu} (Z | Z - \nu_\mu) P(Z, t) \right].$$

(3)
Here $P(Z,t)$ is the probability of having population vector $Z$ of the intermediate species at time $t$ and $w_{\mu}(Z - \nu_{\mu}|Z)$ is the transition probability for the jump $Z - \nu_{\mu} \rightarrow Z$ in the population state space via reaction $\mu$. The rate of entropy production from the above master equation (Eq.3), from system’s Shannon entropy [10, 16, 18, 19, 20, 21]

$$S_{sys}(t) = -\sum_{Z} P(Z,t) \ln P(Z,t),$$  \hspace{1cm} (4)

and using Eq.(3), we get the system entropy production rate (EPR) as

$$\dot{S}_{sys}(t) = \frac{1}{2} \sum_{Z,\mu} [w_{\mu}(Z - \nu_{\mu}|Z)P(Z - \nu_{\mu},t) - w_{-\mu}(Z|Z - \nu_{\mu})P(Z,t)] \times \ln \frac{P(Z - \nu_{\mu},t)}{P(Z,t)}. \hspace{1cm} (5)$$

Then the system EPR can be splitted as $\dot{S}_{sys}(t) = \dot{S}_{tot}(t) - \dot{S}_{m}(t)$, where the first term in the r.h.s. gives the total EPR and the second term denotes the medium EPR due to the entropy flux into the surroundings given by

$$\dot{S}_{tot}(t) = \frac{1}{2} \sum_{Z,\mu} [w_{\mu}(Z - \nu_{\mu}|Z)P(Z - \nu_{\mu},t) - w_{-\mu}(Z|Z - \nu_{\mu})P(Z,t)] \times \ln \frac{w_{\mu}(Z - \nu_{\mu}|Z)P(Z - \nu_{\mu},t)}{w_{-\mu}(Z|Z - \nu_{\mu})P(Z,t)}. \hspace{1cm} (6)$$

and

$$\dot{S}_{m}(t) = \frac{1}{2} \sum_{Z,\mu} [w_{\mu}(Z - \nu_{\mu}|Z)P(Z - \nu_{\mu},t) - w_{-\mu}(Z|Z - \nu_{\mu})P(Z,t)] \times \ln \frac{w_{\mu}(Z - \nu_{\mu}|Z)}{w_{-\mu}(Z|Z - \nu_{\mu})}. \hspace{1cm} (7)$$

It is evident from Eq.(6) that $\dot{S}_{tot}(t) \geq 0$. The medium EPR is identified as the temperature-scaled heat dissipation rate that can be positive or negative. Recently, Esposito et al. [24, 25] showed that the total EPR, $\dot{S}_{tot}(t)$ can be separated into adiabatic and nonadiabatic parts, $\dot{S}_{a}(t)$ and $\dot{S}_{na}(t)$, respectively which for this reaction network case can be given by

$$\dot{S}_{a}(t) = \frac{1}{2} \sum_{Z,\mu} [w_{\mu}(Z - \nu_{\mu}|Z)P(Z - \nu_{\mu},t) - w_{-\mu}(Z|Z - \nu_{\mu})P(Z,t)] \times \ln \frac{w_{\mu}(Z - \nu_{\mu}|Z)P^{st}(Z - \nu_{\mu})}{w_{-\mu}(Z|Z - \nu_{\mu})P^{st}(Z)}. \hspace{1cm} (8)$$

and

$$\dot{S}_{na}(t) = \frac{1}{2} \sum_{Z,\mu} [w_{\mu}(Z - \nu_{\mu}|Z)P(Z - \nu_{\mu},t) - w_{-\mu}(Z|Z - \nu_{\mu})P(Z,t)] \times \ln \frac{P(Z - \nu_{\mu},t)P^{st}(Z)}{P^{st}(Z - \nu_{\mu})P(Z,t)}. \hspace{1cm} (9)$$

where $P^{st}(Z)$ is the steady state probability of having the population vector $Z$. Unlike the system and medium contributions, the adiabatic and nonadiabatic parts characterize the rates
of internal energy ($U$) change, free energy ($F$) change and first law can be given in terms of rates of heat dissipation and irreversible work done [23]. It is also shown that the nonadiabatic EPR is negative of the temperature-scaled free energy dissipation rate, $\dot{S}_{na}(t) = -\dot{F}(t)/T$ and the adiabatic EPR, $\dot{S}_a(t)$ is the rate of irreversible work done (temperature-scaled) on the system. The rate of internal energy change behaves as $\dot{U}(t)/T = \dot{S}_a(t) - \dot{S}_{na}(t)$ like first law.

3. Propensity distance for individual reactions

We consider a transition along a stochastic trajectory in the population state space of the chemical reaction network as $(Z,t) \rightarrow (Z + \nu_{\mu}, t + \Delta t)$. This can be described as a transition from the state $(Z)$ to $(Z + \nu_{\mu})$ at time $t$ and then considering a time interval $\Delta t$ such that no further transition takes place in this interval. The system entropy production [31, 32, 33] for the transition due to the elementary reaction $\mu$ over the time interval $\Delta t$ can be written as

$$\Delta s^{(\mu)}_{sys} = -\ln P(Z + \nu_{\mu}, t + \Delta t) - (-\ln P(Z, t)) = \ln \frac{P(Z, t)}{P(Z + \nu_{\mu}, t + \Delta t)}. \quad (10)$$

The medium entropy production or entropy flow associated with this transition along the trajectory is defined as [31, 32, 33, 25]

$$\Delta s^{(\mu)}_{m} = \ln \frac{w_{\mu}(Z|Z + \nu_{\mu})}{w_{-\mu}(Z + \nu_{\mu}|Z)}. \quad (11)$$

Thus we write the total entropy production as

$$\Delta s^{(\mu)}_{tot} = \Delta s^{(\mu)}_{sys} + \Delta s^{(\mu)}_{m} = \ln \frac{P_{\mu}(Z, t|Z + \nu_{\mu})}{P_{-\mu}(Z + \nu_{\mu}, t + \Delta t|Z)}. \quad (12)$$

Here we introduce the propensity, $P_{\mu}(Z, t|Z + \nu_{\mu}) = w_{\mu}(Z|Z + \nu_{\mu})P(Z, t)$ which is the reaction probability density discussed by Gillespie [4, 5, 6]. Then $P_{\mu}(Z, t|Z + \nu_{\mu})dt$ is the probability that the system at time $t$ will go from state $Z$ to state $Z + \nu_{\mu}$ due to the occurrence of an elementary reaction $\mu$ in the next infinitesimal time interval $dt$.

Now all the above expressions of entropy production are for a specific transition as indicated by the lower case ‘s’. Thus we need to average over all the transitions due to the $\mu$-th reaction considering all possible values of the population vector $Z$ to get the overall entropy production due to this elementary reaction. This averaging is done with the probability, $P_{\mu}(Z, t|Z + \nu_{\mu})\Delta t$. Here $\Delta t$ is considered to be small enough so that over this interval $P_{\mu}$ remains constant. Then

$$\Delta S^{(\mu)}_{tot} = \langle \Delta s^{(\mu)}_{tot} \rangle = \sum_{Z} (P_{\mu}(Z, t|Z + \nu_{\mu})\Delta t) \ln \frac{P_{\mu}(Z, t|Z + \nu_{\mu})}{P_{-\mu}(Z + \nu_{\mu}, t + \Delta t|Z)}. \quad (13)$$

Thus the expression of the total entropy production rate becomes

$$\lim_{\Delta t \rightarrow 0} \frac{\Delta S^{(\mu)}_{tot}}{\Delta t} = \dot{S}^{(\mu)} = \sum_{Z} P_{\mu}(Z, t|Z + \nu_{\mu}) \ln \frac{P_{\mu}(Z, t|Z + \nu_{\mu})}{P_{-\mu}(Z + \nu_{\mu}, t|Z)}. \quad (14)$$

The structure of Eq.(14) is similar to the relative entropy or the Kullback-Leibler (KL) distance of two probability distributions [26, 27, 28, 34, 35]. Hence a KL distance type relation given in terms of the forward and reverse propensities, $P_{\mu}$ and $P_{-\mu}$ gives rise to the total entropy production rate due to the $\mu$-th reaction in the forward direction which is similar to the description of the total entropy production given by the KL distance of forward and backward trajectories in phase space [26, 28].
4. Single oligomeric enzyme catalysis

To apply this formulation we consider an example of a prototype chemical reaction network as a single oligomeric enzyme kinetics where the reaction of an active site is written as [15, 17]

\[ \text{E} + \text{S} \xrightleftharpoons[k_{-1}']{k_1} \text{ES} \xrightleftharpoons[k_{-2}']{k_2} \text{E} + \text{P}. \]  

Under chemiostatic condition [10, 12, 22] with concentrations of substrate, S and product, P maintained constant, the above reaction scheme can be reduced to

\[ \text{E} \xrightleftharpoons[K_1]{K_2} \text{ES}, \]  

where \( K_1 = k_1 + k_2 \) and \( K_2 = k_{-1} + k_{-2} \). The pseudo first order rate constants \( k_1 \) and \( k_2 \) are given by \( k_1 = k_1[S] \) and \( k_2 = k_2[P] \). We consider the enzyme to be consisting of \( n_T \) number of identical non-interacting subunits where each subunit has one active site. During the progress of the reaction, the active sites which have already formed the ES-complex are referred to as occupied sites and those lying vacant at that moment are called the vacant sites. The reaction system can thus be viewed in terms of the number of occupied sites present at a particular time. Due to the random occurrence of the four elementary reactions, the number of occupied sites of a single oligomeric enzyme becomes a fluctuating quantity. The state of the system is denoted by the random variable, \( n \) where \( n \) is the number of occupied sites present at time \( t \). After a small time \( \tau \), the system can move to a new state, \( (n + \nu_\mu) \) through any one of the four elementary reactions. Here \( \nu_\mu \) is the stoichiometric coefficient of the \( \mu \)-th reaction with rate constant \( k_\mu \).

Then the stochastic master equation can be written as [15, 16, 17]

\[ \frac{dP(n,t)}{dt} = \sum_{\mu=\pm1}^{\pm2} [w_\mu(n - \nu_\mu|n)P(n - \nu_\mu,t) - w_{-\mu}(n|n - \nu_\mu)P(n,t)]. \]  

Here \( P(n,t) \) is the probability of having \( n \) number of occupied states at time \( t \) with \( \nu_\mu = 1 \) for \( \mu > 0 \) and \( \nu_\mu = -1 \) for \( \mu < 0 \). The transition probabilities are defined as follows,

\[ w_\mu(n - \nu_\mu|n) = k_\mu(n_T - (n - \nu_\mu)), \mu > 0 \]

and

\[ w_\mu(n - \nu_\mu|n) = k_\mu(n - \nu_\mu), \mu < 0. \]  

Then Eq.(17) can be rewritten as

\[ \frac{dP(n,t)}{dt} = K_1(n_T - n + 1)P(n - 1,t) + K_2(n + 1)P(n + 1,t) - K_1(n_T - n)P(n,t) - K_2nP(n,t). \]  

Solving the master equation with the standard approach of generating function method [36, 37] we get the probability distribution function and average number of occupied site [15, 16] assuming that initially all the active sites are vacant.
5. Propensity approach to Total EPR of elementary sub-reaction

Here we shall introduce the approach to calculate the total EPR of individual sub-reactions in terms of propensities. We shall describe the master equation in terms of propensity equation of each sub-reaction. By this procedure one can obtain the property of the irreversible chemical flow system using the microscopic reversibility in the chemical reaction steps.

Now we give a description of the total entropy production rate, where the elementary reactions $\mu = \pm 1$ and $\mu = \pm 2$ form the reaction-'counter'reaction pairs on the basis of ES-complex formation and dissociation. The transition between two states of the system, say state $m$ and state $l$, are governed by Eq.(17). As $\nu_\mu = \pm 1$, so $l = m \pm 1$. In terms of state variable, $n$ we can write $m, l = (n - 1), n$ and $(n + 1)$, for example, for a forward transition, $l > m$ and for a backward transition, $l < m$. Now a specific reaction is not responsible for all the possible transitions between the system states. For example, the system can go from the state $(n - 1)$ to state $n$ by the elementary reaction $\mu = 1$ or $\mu = 2$ but not by $\mu = -1$ or $\mu = -2$. More clearly, for $\mu > 0$, 'l' must be greater than 'm' with $m = (n - 1), n$. Similarly for $\mu < 0$, 'l' is less than 'm' with $m = n, (n + 1)$. If one considers transition from state $m$ to state $l$ at time $t$ via the reaction $\mu$ with the propensity $P_\mu(m, t|l)$ (having the dimension of rate), then the reverse transition occurs through the reaction channel $-\mu$ with the corresponding propensity being $P_{-\mu}(l, t|m)$.

The master equation Eq.(17) can be cast into the form of propensity equation as

$$P_\mu(m, t|l) = w_\mu(m|l)P(m, t)$$

where we call $P_\mu(m, t|l)dt$ is the probability at time $t$ that the system will go from state $m$ to state $l$ in the time interval $dt$ through the $\mu$-th reaction channel. Then one can define the total entropy production rate at time $t$ due to the reaction $\mu$ as

$$\dot{S}_{tot}^{(\mu)}(t) = \sum_{m,l} P_\mu(m, t|l) \ln \left( \frac{P_\mu(m, t|l)}{P_{-\mu}(l, t|m)} \right) \delta_{l,m+1}, \mu > 0$$

$$= \sum_{m,l} P_\mu(m, t|l) \ln \left( \frac{P_\mu(m, t|l)}{P_{-\mu}(l, t|m)} \right) \delta_{l,m-1}, \mu < 0. \quad (21)$$

We now come to specific cases. For the reaction $\mu = 1$, using Eq.(18) along with its solution in Eq.(21), we get

$$\dot{S}_{tot}^{(1)}(t) = \sum_m P_1(m, t|m + 1) \ln \left( \frac{P_1(m, t|m + 1)}{P_{-1}(m + 1, t|m)} \right)$$

$$= \frac{1}{2} \left[ \sum_{n-1} P_1(n - 1, t|n) \ln \left( \frac{P_1(n - 1, t|n)}{P_{-1}(n, t|n - 1)} \right) + \sum_n P_1(n, t|n + 1) \ln \left( \frac{P_1(n, t|n + 1)}{P_{-1}(n + 1, t|n)} \right) \right]$$

$$= (k_1 n_T Y) \ln \left( \frac{k_1 n_T Y}{k_{-1} n_T X} \right). \quad (22)$$

The entropy production rate for other reactions can be calculated similarly. They are given in a compact form as

$$\dot{S}_{tot}^{(\mu)}(t) = (k_\mu n_T Y) \ln \left( \frac{k_\mu n_T Y}{k_{-\mu} n_T X} \right), \mu > 0$$

$$= (k_\mu n_T X) \ln \left( \frac{k_\mu n_T X}{k_{-\mu} n_T Y} \right), \mu < 0, \quad (23)$$
and we can obviously write the overall total EPR as
\[
\dot{S}_{\text{tot}}(t) = \sum_{\mu = \pm 1}^{\pm 2} \dot{S}_{\text{tot}}^{(\mu)}(t).
\] (24)

One can easily verify that this is the same expression one will get using the master equation description starting from the definition of Shannon entropy, as given in Eq.(6). However, Eq.(6) implies that contribution of reaction \( \mu \) towards \( \dot{S}_{\text{tot}}(t) \) is the same as that of reaction \(-\mu\). Now according to Eq.(21), the individual reaction contributions to the total EPR are distinct from each other following the propensity distance formalism. Using this approach, it is also straightforward to calculate the reaction contributions to the various other entropy production rates. This approach has subtle physical connection with the microscopic description of the second law of thermodynamics and the macroscopic law of irreversibility of arrow of time [26, 27, 28].

Now from Eq.(21), we can easily calculate the medium EPR, \( \dot{S}_{m}^{(\mu)}(t) \) and system EPR, \( \dot{S}_{\text{sys}}^{(\mu)}(t) \) for individual reaction and they can be expressed as
\[
\dot{S}_{m}^{(\mu)}(t) = \sum_{m,l} P_{\mu}(m, t|l) \ln \left( \frac{w_{\mu}(m, t|l)}{w_{-\mu}(l, t|m)} \right) \delta_{l,m+1}, \mu > 0
\]
\[
= \sum_{m,l} P_{\mu}(m, t|l) \ln \left( \frac{w_{\mu}(m, t|l)}{w_{-\mu}(l, t|m)} \right) \delta_{l,m-1}, \mu < 0.
\] (25)
and
\[
\dot{S}_{\text{sys}}^{(\mu)}(t) = \sum_{m,l} P_{\mu}(m, t|l) \ln \left( \frac{P(m, t)}{P(l, t)} \right) \delta_{l,m+1}, \mu > 0
\]
\[
= \sum_{m,l} P_{\mu}(m, t|l) \ln \left( \frac{P(m, t)}{P(l, t)} \right) \delta_{l,m-1}, \mu < 0.
\] (26)

The medium EPR, \( \dot{S}_{m}^{(\mu)}(t) \) is related with the heat dissipation rate, \( h_{d} \) as \( h_{d} = T \dot{S}_{m}^{(\mu)}(t) \), where \( T \) is the equilibrium temperature of the surrounding. Now following Esposito et al. [24, 25], the total EPR, \( \dot{S}_{\text{tot}}^{(\mu)}(t) \) can be separated into adiabatic and nonadiabatic EPRs, \( \dot{S}_{a}^{(\mu)}(t) \) and \( \dot{S}_{na}^{(\mu)}(t) \), respectively and they can be expressed as
\[
\dot{S}_{a}^{(\mu)}(t) = \sum_{m,l} P_{\mu}(m|l) \ln \left( \frac{P_{\mu}^{(\text{NESS})}(m|l)}{P_{-\mu}^{(\text{NESS})}(|l|m)} \right) \delta_{l,m+1}, \mu > 0,
\]
\[
= \sum_{m,l} P_{\mu}(m|l) \ln \left( \frac{P_{\mu}^{(\text{NESS})}(m|l)}{P_{-\mu}^{(\text{NESS})}(|l|m)} \right) \delta_{l,m-1}, \mu < 0
\] (27)
and
\[
\dot{S}_{na}^{(\mu)}(t) = \sum_{m,l} P_{\mu}(m|l) \ln \left( \frac{P(m)P(l)^{(\text{NESS})}}{P(l)P(m)^{(\text{NESS})}} \right) \delta_{l,m+1}, \mu > 0,
\]
\[
= \sum_{m,l} P_{\mu}(m|l) \ln \left( \frac{P(m)P(l)^{(\text{NESS})}}{P(l)P(m)^{(\text{NESS})}} \right) \delta_{l,m-1}, \mu < 0.
\] (28)
6. Fluctuation Theorem for the total EPR of elementary reactions

Here we focus entirely on the entropy production rates at NESS of elementary reactions. As the system EPR and the nonadiabatic EPR are zero at NESS both being state functions, so we have \( \dot{S}_{\text{tot}}^{\text{NESS}} = \dot{S}_m^{\text{NESS}} = \dot{S}_a^{\text{NESS}} \). We estimate here the individual reaction contributions to the total EPR and the fluctuation relations in the total entropy production and its possible implications.

The total entropy production during a time interval from \( t \) to \( t + \Delta t \) when the system remains at NESS is simply given by

\[
\Delta S_{\text{tot}}^{(\text{NESS})} = \int_t^{t+\Delta t} \dot{S}_{\text{tot}}^{(\text{NESS})} \, dt = \sum_{\mu} \dot{S}_{\text{tot}}^{\mu(\text{NESS})} \Delta t = \sum_{\mu} \Delta S_{\text{tot}}^{\mu(\text{NESS})}. \tag{29}
\]

\( \Delta S_{\text{tot}}^{\mu(\text{NESS})} \) is the total entropy production due to the elementary reaction \( \mu \) at NESS defined as

\[
\Delta S_{\text{tot}}^{\mu(\text{NESS})} = \sum_{m,l} (P_\mu^{(\text{NESS})})(m|l) \Delta t \ln \left( \frac{P_\mu^{(\text{NESS})}(m|l)}{P_{-\mu}^{(\text{NESS})}(l|m)} \right) \delta_{l,m+1}, \mu > 0 \\
= \sum_{m,l} (P_\mu^{(\text{NESS})})(m|l) \Delta t \ln \left( \frac{P_\mu^{(\text{NESS})}(m|l)}{P_{-\mu}^{(\text{NESS})}(l|m)} \right) \delta_{l,m-1}, \mu < 0. \tag{30}
\]

Now for a particular transition, say from state \( m \) to state \( l \) \((l = m \pm 1)\) via the elementary reaction \( \mu \) at NESS, the entropy production per step (written with lowercase s) can be written following Eq.(12) as

\[
\Delta s_{\text{tot}}^{\mu(\text{NESS})}(\Delta t) = \ln \left( \frac{P_\mu^{(\text{NESS})}(m|l) \Delta t}{P_{-\mu}^{(\text{NESS})}(l|m) \Delta t} \right), \tag{31}
\]

where \( \Delta s_{\text{tot}}^{\mu(\text{NESS})} = \langle \Delta s_{\text{tot}}^{\mu(\text{NESS})} \rangle \), the average being taken with respect to the time-integrated reaction propensity, \( P_\mu^{(\text{NESS})}(m|l) \Delta t \). One can check that the average over all possible transitions for the reaction channel \( \mu \) in terms of the reaction probability, \( P_\mu^{(\text{NESS})} \Delta t \) gives back \( \langle \Delta s_{\text{tot}}^{\mu(\text{NESS})} \rangle \). The fluctuation theorem for a particular transition \( m \rightarrow l \) via the reaction channel \( \mu \) with the entropy production, \( \Delta s_{\text{tot}}^{\mu(\text{NESS})}(\Delta t) \) for some arbitrary time, \( \Delta t \) at NESS follows

\[
P_\mu^{(\text{NESS})}(m|l) = e^{\Delta s_{\text{tot}}^{\mu(\text{NESS})}(\Delta t)}. \tag{32}
\]

As an example, we consider a transition from state \( m \) to state \((m + 1)\) via the elementary reaction \( \mu = 1 \). From Eq.(18), at NESS we get

\[
\Delta s_{\text{tot}}^{1(\text{NESS})} = \ln \left( \frac{k_1K_2}{k \cdot K_1} \right). \tag{33}
\]

The entropy production per step due to reaction \( \mu = 1 \) is thus the same for all the reaction steps at NESS and this is also true for all the other elementary reactions. The above expression can be splitted as

\[
\Delta s_{\text{tot}}^{1(\text{NESS})} = \ln \left( \frac{k_1(nT - m)}{k \cdot (m + 1)} \right) + \ln \left( \frac{K_2(m + 1)}{K_1(nT - m)} \right). \tag{34}
\]

The first term in the right hand side of Eq.(34) contains the logarithm of the ratio of the propensities of the reactions \( \mu = 1 \) and \( \mu = -1 \) for a transition between states \( m \) and \((m + 1)\). The second term gives the logarithm of the ratio of the propensities for the overall dissociation.
(K_2 = k_{-1} + k_{-2}) and formation (K_1 = k_1 + k_2) reactions and it is easy to see that this term is common in all the Δs^μ_{tot}(NESS) expressions except for a sign inversion. Hence the per step entropy production due to an elementary reaction μ at NESS can be separated into local and global contributions.

The deeper significance of the above fluctuation theorem can be shown to be reflected in the relation between the net velocity and total EPR of elementary reactions at NESS. It will be very important to have a relationship between the experimentally measurable v^{NESS}_net and the entropy production rates of the elementary reactions.

By setting k'_{2} ≈ 0, the enzyme kinetics in Eq.(15) tends to the traditional Michaelis-Menten scheme. In this limit, k_2 ≈ 0 with finite values of [P] and K_1 ≈ k_1. The net velocity of the Michaelis-Menten enzyme catalysis at NESS can be defined as v^{NESS}_net = k_{-2}(n)^{NESS}. Using the expression of ⟨n⟩ at NESS, we have

\[ v^{NESS}_\text{net} = nT k_{-2} \frac{K_1}{K_1 + K_2} = \frac{nT k_{-2} [S]}{K_M + [S]} \]  

(35)

This is the celebrated Michaelis-Menten equation of enzyme catalysis which is shown here for the single oligomeric enzyme case with nT number of active sites with K_M = \frac{k_{-1} + k_{-2}}{k_1'} = \frac{k_2'}{k_1'} is the Michaelis-Menten constant. Now at NESS, from Eq.(22) we get

\[ \dot{S}^{1(NESS)}_{\text{tot}} = (k_1 nT Y^{NESS}) \ln \left( \frac{k_1 nT Y^{NESS}}{k_{-1} nT X^{NESS}} \right) \]

\[ = \frac{nT K_2 \ln f[S]}{K_M + [S]}, \quad f = \frac{K_2}{k_1}, k_2' \approx 0. \]  

(36)

Similar treatment for the other reactions gives

\[ \dot{S}^{1(NESS)}_{\text{tot}} = -\frac{nT k_{-1} \ln f[S]}{K_M + [S]}, \]  

(37)

\[ \dot{S}^{2(NESS)}_{\text{tot}} = \frac{nT k_{-2} K_M \ln f'[P]}{K_M + [S]}, \]  

(38)

and

\[ \dot{S}^{2(NESS)}_{\text{tot}} = -\frac{nT k_{-2} \ln f'[S]}{K_M + [S]}, \]  

(39)

where f' = \frac{k_{-2} K_M P}{k_1' K_2 [S]}. From the above equations it is clear that the total EPR for the reactions \( \mu = \pm 1 \) show hyperbolic dependence on substrate concentration at NESS whereas for the reactions \( \mu = \pm 2 \), the dependence is more complicated as the factor f' is a function of [S] and [P]. The Eqs.(36)-(39) can be designated as the ‘Michaelis-Menten analogue’ for the total entropy production rates due to the elementary reactions.

Again from Eq.(36) and Eq.(37), we have

\[ \dot{S}^{1(NESS)}_{\text{tot}} + \dot{S}^{1(NESS)}_{\text{tot}} = v^{NESS}_\text{net} \ln f \]  

(40)

and from Eq.(38) and Eq.(39)

\[ \dot{S}^{2(NESS)}_{\text{tot}} + \dot{S}^{2(NESS)}_{\text{tot}} \approx \dot{S}^{2(NESS)}_{\text{tot}} = -v^{NESS}_\text{net} \ln f'. \]  

(41)
Figure 1. Total EPR, $\dot{S}_{tot}$ and adiabatic EPR, $\dot{S}_a$ are plotted as a function of time at substrate concentration $[S] = 100 \mu M$. The rate constants are: $k_1 = 5 \times 10^7 M^{-1} s^{-1}$, $k_{-1} = 18,300 s^{-1}$, $k_{-2} = 730 s^{-1}$, $k_2 = 1 \times 10^{-5} M^{-1} s^{-1}$.

As a consequence, we obtain

$$\dot{S}^{(NESS)}_{tot} = v^{(NESS)}_{net} \ln \gamma,$$

where $\gamma = \frac{k_1 k_{-2}}{k_{-1} k_2}$. Thus the total entropy production rate often signifies as an arrow of time which is directly measured from the deviation from equilibrium where for $\gamma = 1$, $\dot{S}^{(NESS)}_{tot} = 0$ corresponds to equilibrium.

The method is based on the analogy of a trajectory in phase space of a Hamiltonian system with the path of elementary reactions in a network of chemical process which in general can be an open system. The analogy is very qualitative in nature as it serves here as a motivation for study. It is also interesting to understand more quantitative meaning of this analogy which may provide some new methodology as well as some insight into problems of nonequilibrium thermodynamics of chemical reaction where kinetics and time dependent energetics of the process are highly coupled. Here we have applied the nonequilibrium thermodynamic relations including the fluctuation theorem for a model of oligomeric enzyme kinetics as it is an useful class of reactions and equally applicable to other reactions. Another important point is that the condition of microscopic reversibility is the fundamental requirement for the theory to hold as it needs to consider the time-reversed process. So any rate constant of the elementary reactions can be small but can not be taken exactly zero which may appear as limitation in some cases.

7. Result and Discussion

Here we have studied the individual elementary reaction contributions to various thermodynamic quantities at chemostatic condition for a single Escherichia coli $\beta$- galactosidase enzyme at NESS as well as their time variation. The enzyme is tetrameric with four independent catalytic sites [40, 41, 42] and follows the Michaelis-Menten kinetics [13, 14]. To calculate the thermodynamic quantities for individual reactions of this system, we have taken the rate constants, $k_1 = 5 \times 10^7 M^{-1} s^{-1}$, $k_{-1} = 18,300 s^{-1}$ and $k_{-2} = 730 s^{-1}$, from the single molecule experiment [13]. We set the vanishly small rate constant $k_2 = 1 \times 10^{-5} M^{-1} s^{-1}$ as the calculation of the nonequilibrium thermodynamic quantities as the formalism does not permit any rate constant to be exactly zero. Here $k_1$ and $k_2$ are pseudo first order rate constants depending linearly on the substrate and product concentrations, respectively.
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*Figure 1.* Total EPR, $\dot{S}_{tot}$ and adiabatic EPR, $\dot{S}_a$ are plotted as a function of time at substrate concentration $[S] = 100 \mu M$. The rate constants are: $k_1 = 5 \times 10^7 M^{-1} s^{-1}$, $k_{-1} = 18,300 s^{-1}$, $k_{-2} = 730 s^{-1}$, $k_2 = 1 \times 10^{-5} M^{-1} s^{-1}$.

As a consequence, we obtain

$$\dot{S}^{(NESS)}_{tot} = v^{(NESS)}_{net} \ln \gamma,$$

where $\gamma = \frac{k_1 k_{-2}}{k_{-1} k_2}$. Thus the total entropy production rate often signifies as an arrow of time which is directly measured from the deviation from equilibrium where for $\gamma = 1$, $\dot{S}^{(NESS)}_{tot} = 0$ corresponds to equilibrium.

The method is based on the analogy of a trajectory in phase space of a Hamiltonian system with the path of elementary reactions in a network of chemical process which in general can be an open system. The analogy is very qualitative in nature as it serves here as a motivation for study. It is also interesting to understand more quantitative meaning of this analogy which may provide some new methodology as well as some insight into problems of nonequilibrium thermodynamics of chemical reaction where kinetics and time dependent energetics of the process are highly coupled. Here we have applied the nonequilibrium thermodynamic relations including the fluctuation theorem for a model of oligomeric enzyme kinetics as it is an useful class of reactions and equally applicable to other reactions. Another important point is that the condition of microscopic reversibility is the fundamental requirement for the theory to hold as it needs to consider the time-reversed process. So any rate constant of the elementary reactions can be small but can not be taken exactly zero which may appear as limitation in some cases.

7. Result and Discussion

Here we have studied the individual elementary reaction contributions to various thermodynamic quantities at chemostatic condition for a single Escherichia coli $\beta$- galactosidase enzyme at NESS as well as their time variation. The enzyme is tetrameric with four independent catalytic sites [40, 41, 42] and follows the Michaelis-Menten kinetics [13, 14]. To calculate the thermodynamic quantities for individual reactions of this system, we have taken the rate constants, $k_1 = 5 \times 10^7 M^{-1} s^{-1}$, $k_{-1} = 18,300 s^{-1}$ and $k_{-2} = 730 s^{-1}$, from the single molecule experiment [13]. We set the vanishly small rate constant $k_2 = 1 \times 10^{-5} M^{-1} s^{-1}$ as the calculation of the nonequilibrium thermodynamic quantities as the formalism does not permit any rate constant to be exactly zero. Here $k_1$ and $k_2$ are pseudo first order rate constants depending linearly on the substrate and product concentrations, respectively.
At intermediate times, it was observed that the variation of $\dot{S}$ and numerical results tally very well as depicted in Fig.3(a)-(d). In Fig.3(a), (b) and (c), $\dot{S}$ and $\dot{\mu}$ are almost same as that of $\dot{S}$ whereas $\dot{\mu}$ compared to others and plays no part in governing the thermodynamics. (iii) At NESS, $\dot{\mu}$ is observed to be zero only when some species is absent, e.g., when no ES-complex is formed. (iv) At NESS, $\dot{\mu}$ starts from zero. $\dot{\mu}$ is throughout negligible compared to others and plays no part in governing the thermodynamics. (iii) At NESS, $\dot{\mu}$ and $\dot{\mu}^{-1}$ almost cancel each other and hence the total EPR is governed by $\dot{\mu}^{-2}$. (iv) At intermediate times, $\dot{\mu}^{1}$ and $\dot{\mu}^{-2}$ continuously decreases and increases, respectively, whereas $\dot{\mu}^{(-1)}$ passes through a minimum.

To investigate the individual reaction contributions in total EPR at NESS, we have calculated $\dot{S}^{\mu(NESS)}$ as a function of substrate concentration, $[S]$ from Eqs.(36)-(39). We have also determined the quantities by numerically solving the master equation (Eq.19). The theoretical and numerical results tally very well as depicted in Fig.3(a)-(d). In Fig.3(a), (b) and (c), it is observed that the variation of $\dot{S}^{1(NESS)}$, $\dot{S}^{-1(NESS)}$ and $\dot{S}^{2(NESS)}$ as a function of substrate concentration are hyperbolic in nature with $\dot{S}^{-1(NESS)}$ being negative throughout, its magnitude almost same as that of $\dot{S}^{1(NESS)}$, $\dot{S}^{2(NESS)}$ also remains negative throughout and at higher substrate concentration, it approaches zero as shown in Fig.3(d). However, its value is negligible. Therefore, as $\dot{S}^{1(NESS)}$ and $\dot{S}^{-1(NESS)}$ almost cancel out each other, $\dot{S}^{\mu(NESS)}$ is governed by

**Figure 2.** Total EPR, $\dot{S}_{tot}$ and adiabatic EPR, $\dot{S}_{a}$ are plotted as a function of time at substrate concentration $[S] = 100 \mu M$. The rate constants are: $k_1 = 5 \times 10^7 M^{-1}s^{-1}$, $k_{-1} = 18,300s^{-1}$, $k_{-2} = 730s^{-1}$, $k_2 = 1 \times 10^{-5} M^{-1}s^{-1}$.

In Fig.1(a) and (b), we have plotted the total EPR, $\dot{S}_{tot}(t)$ and the adiabatic EPR, $\dot{S}_{a}(t)$, respectively, as a function of time at substrate concentration $[S] = 100 \mu M$. From Fig.1(a), it is observed that $\dot{S}_{tot}(t)$ shows a sharp decay with time, passes through a minimum and finally attains a constant non-zero value as the system reaches NESS. From Fig.1(b), we see that $\dot{S}_{a}(t)$ increases with time and also saturates at NESS characterizing the irreversible work that has to be done on the system to sustain the NESS by continuous injection of substrate and ejection of product maintaining the chemiostatic condition. It follows from Eq.(8), that if the system obeys detailed balance, $\dot{S}_{tot}(t)$ remains positive for all time; it becomes zero only when some species is absent, e.g., in our case at $t = 0$ when no ES-complex is formed.

Next we have plotted the time evolution of total EPR due to the elementary reactions, $\mu = \pm 1, \pm 2$ in Fig.2(a)-(d). The plots reveal four main features: (i) $\dot{S}^{(1)}_{tot}(t)$, $\dot{S}^{-2}_{tot}(t)$ remain positive over the time course whereas $\dot{S}^{(-1)}_{tot}(t)$, $\dot{S}^{(2)}_{tot}(t)$ remain negative throughout. (ii) Initially, the major contribution to $\dot{S}_{tot}(t)$ (see Fig.1) comes from $\dot{S}^{(1)}_{tot}(t)$. This is because contributions of elementary reactions $\mu = -1, -2$ to total EPR starts from zero. $\dot{S}^{(2)}_{tot}(t)$ is throughout negligible compared to others and plays no part in governing the thermodynamics. (iii) At NESS, $\dot{S}^{(1)}_{tot}$ and $\dot{S}^{(-1)}_{tot}$ almost cancel each out each other and hence the total EPR is governed by $\dot{S}^{(-2)}_{tot}$. (iv) At intermediate times, $\dot{S}^{(1)}_{tot}(t)$ and $\dot{S}^{-2}_{tot}(t)$ continuously decreases and increases, respectively, whereas $\dot{S}^{(-1)}_{tot}(t)$ passes through a minimum.
the entropy production rate of reaction $\mu = -2$ only.

So far we have discussed about the time-dependence of the total EPR as well as its variation with substrate concentration at NESS, analyzing in detail the role of each elementary reaction. Now we determine various entropy productions by integrating the corresponding rates over the time interval starting from $t = 0$ to a fixed final time when the system resides in NESS. We have plotted the individual reaction contributions in these entropy productions as well as the free energy and internal energy changes as a function of $[S]$ at NESS shown in Figs.4(a)-(d). In the figures we have not shown the contribution of reaction $\mu = 2$ due to its negligible value. Keeping in mind the special role of adiabatic entropy production, $\Delta S_a$ as a measure of the (temperature-scaled) irreversible work done on the system that drives the system to NESS and then sustains it.

To investigate how the irreversible work is utilized by the reactions, we have plotted $\Delta S_{\text{tot}}^{(\mu)}$ as it is equal to $\Delta S_{a}^{(\mu)}$ at NESS which is depicted in Fig.4(a). In the figure it is observed that $\Delta S_{\text{tot}}^{(1)}$ has positive contribution whereas $\Delta S_{\text{tot}}^{(-1)}$ has negative contribution towards $\Delta S_{\text{tot}}$ and they are close in magnitude. Thus the irreversible work done on the system due to reaction $\mu = 1$ is almost compensated by the work performed by reaction $\mu = -1$. It becomes evident from Fig.4(a) that the irreversible work done on the system is mostly consumed by the reaction $\mu = -2$, more so at higher substrate concentration. Now first law suggests that some amount of the irreversible work done on the system changes the internal energy of the system and rest of it dissipates as heat to the surroundings. To find out the contribution of individual reactions in the change of free energy and internal energy of the system as a function of $[S]$ in Fig.4(b) and (c), respectively.

The difference between $\Delta U^{(\mu)}/T$ and $\Delta S_{\text{sys}}^{(\mu)}$ gives the temperature-scaled free energy change, $\Delta F^{(\mu)}/T$ (which is also the nonadiabatic entropy production, $\Delta S_{\text{na}}^{(\mu)}$) due to each elementary reaction as shown in Fig.4(b). The magnitude of $\Delta F^{(\mu)}/T$ is small compared to the other quantities due to the quantitative similarity of $\Delta U^{(\mu)}/T$ and $\Delta S_{\text{sys}}^{(\mu)}$. In Fig.4(b), we see that the contribution of reactions $\mu = -1, -2$ are positive as well as small and the major, negative contribution in the total free energy change comes from the reaction $\mu = 1$. This indicates that the irreversible work consumed by the reaction $\mu = -2$ almost entirely dissipates as heat and therefore, the contribution of this reaction to internal energy change, $\Delta U^{(-2)}/T$ is little as
Figure 4. The individual reaction contributions in the system and total entropy productions along with the internal energy change are plotted as a function of $[S]$. The rate constants are: $k_1 = 5 \times 10^7 M^{-1}s^{-1}$, $k_{-1} = 18,300 s^{-1}$, $k_{-2} = 730 s^{-1}$, $k_2 = 1 \times 10^{-5} M^{-1}s^{-1}$ shown in Fig.4(c). The variation of the corresponding contributions of reactions $\mu = \pm 1$ towards the internal energy change, $\Delta U^{(\pm 1)}/T$ show the opposite trend as a function of $[S]$ compared to the variation of $\Delta S_{tot}^{(\pm 1)}$ (see Fig.4(c)). This is expected as heat absorption by the system for an elementary reaction leads to an increase in internal energy due to that reaction whereas heat released by the system results in fall of its internal energy. Same is true for the reaction contributions in the system entropy change, $\Delta S_{sys}^{(\mu)}$ plotted in Fig.4(d).

8. Conclusion
We have formulated the total entropy production rate due to a complex chemical reaction in the spirit of Gillespie’s [4, 5] propensity-concept for each elementary reaction. The formalism is based on the relative entropy or Kullback-Leibler distance of probability distributions for a chemical reaction associated with an elementary reaction and its microscopic reversible ‘counter’ reaction similar to the approach of forward and time-reversed trajectories in phase space. A general chemical reaction network is discussed in presence of chemiostatic condition that leads the open reaction system to a nonequilibrium steady state. To understand how the overall work done on the reaction system is used up in changing the internal energy of the reactants and heat dissipation, we have thoroughly analyzed path functions like heat dissipation and work done as well as state functions like internal energy, free energy and system entropy for each elementary steps. As a real case study, we have taken a single molecule kinetics of the tetrameric Escherichia coli $\beta$-galactosidase enzyme under chemiostatic condition. The variation of total entropy production rate for individual reactions are analyzed with time as well as with substrate concentration at steady state.

To understand the role of each elementary sub-reactions in governing the overall kinetics and thermodynamics, we have shown that it is the fluctuation relations which maintains an intrinsic interdependence of each step. As an implication of fluctuation theorem arises for each sub-reaction at nonequilibrium steady state, we have established relations for total entropy production rate due to each elementary reaction analogous to the Michaelis-Menten equation of enzymatic reaction rate. Total entropy production due to each reaction step is determined and the ratio of the total entropy production rate due to a reaction and its reverse reaction is shown to be constrained by this quantity at steady state. One can also estimate how each step of the
reaction is energy driven or entropy driven to contribute to the overall reaction. Therefore, one can control the overall reaction more effectively by the choice of the proper parameters of the individual steps.

References
[1] McQuarrie D A 1963 J. Chem. Phys. 38 433
[2] McQuarrie D A, Jachimowski C J and Russell M E 1964 J. Chem. Phys. 40 2914
[3] McQuarrie D A 1967 J. Appl. Prob. 4 413
[4] Gillespie D T 1976 J. Comput. Phys. 22 403
[5] Gillespie D T 1977 J. Phys. Chem. 81 2340
[6] Gillespie D T 1992 Physica A 188 404
[7] Delbruck M 1940 J. Chem. Phys. 8 120
[8] Ishida K 1960 Bull. Chem. Soc. Japan 33 1030
[9] Bartholomay A 1956 Bull. Math. Biophys. 20 175
[10] Gillespie D T 1976 J. Comput. Phys. 22 403
[11] Gillespie D T 1977 J. Chem. Phys. 68 2102
[12] Gillespie D T 1992 J. Chem. Phys. 101 565
[13] Qian H 2007 Annu. Rev. Phys. Chem. 58 113
[14] English B P, Min W, van Oijen A M, Lee K T, Luo G, Sun H, Cherayil B J, Kou S C and Xie X S 2006 Nat. Chem. Biol. 2 87
[15] Das B, and Gangopadhyay G 2010 J. Chem. Phys. 132 135102
[16] Das B, Banerjee K, and Gangopadhyay G 2013 J. Math. Chem. 51 588
[17] Banerjee K, Das B, and Gangopadhyay G 2012 J. Chem. Phys. 136 154502
[18] Jiu-li L, Van den Broeck C and Nicolis G 1984 Z. Phys. B 66 165
[19] Nicolis G and Prigogine I 1977 Self-Organization in nonequilibrium Systems (New York: Wiley).
[20] Nicolis G and Prigogine I 1971 Proc. Natl. Acad. Sci. U.S.A. 68 2102
[21] Nicolis G 1972 J. Stat. Phys. 6 195
[22] Min W, Jiang L, Yu J, Kou S C, Qian H and Xie X S 2005 Nano Lett. 5 2373
[23] Ge H and Qian H 2010 Phys. Rev. E 81 051133
[24] Esposito M and Van den Broeck C 2010 Phys. Rev. E 82 011143
[25] Esposito M and Van den Broeck C 2010 Phys. Rev. Lett. 104 090601
[26] Kawai R, Parrondo J M R and Van den Broeck C 2007 Phys. Rev. Lett. 98 080602
[27] Feng E H and Crooks G E 2008 Phys. Rev. Lett. 101 090602
[28] Parrondo J M R, Van den Broeck C and Kawai R 2009 New. J. Phys. 11 073008
[29] Xiao T J, Hou Z and Xin H 2008 J. Chem. Phys. 129 114506
[30] Das B, Banerjee K and Gangopadhyay G 2013 J. Chem. Phys. 139 244104
[31] Seifert U 2005 Phys. Rev. Lett. 95 040602
[32] Schmiedl T and Seifert U 2007 J. Chem. Phys. 126 044101
[33] Schmiedl T, Speck T and Seifert U 2007 J. Stat. Phys. 128 77
[34] Kullback S and Leibler R A 1951 Ann. Math. Stat. 22 79
[35] Crooks G E and Sivak D A 2011 J. Stat. Mech. P06003
[36] Gardiner C W 1985 Handbook of stochastic methods for physics, chemistry and the natural sciences 2nd edn. (New York: Springer).
[37] Vankampen N G 2007 Stochastic processes in physics and chemistry 3rd edn (Amsterdam: Elsevier).
[38] Steinfeld J I, Francisco J S and Hase W L 1999 Chemical Kinetics and Dynamics 2nd edn (Upper Saddle River: Prentice-Hall).
[39] Rae M and Berberan-Santos M N 2004 J. Chem. Educ. 81 436
[40] Jacobson R H, Zhang X J, DuRose R F and Matthews B W 1994 Nature 369 761
[41] Richard J P, Huber R E, Heo C, Amyes T L and Lin S 1996 Biochemistry 35 1238
[42] Marchesi S L, Steers Jr E and Shifrin S 1969 Biochim. Biophys. Acta 181 20