Parametric Decomposition of Pulsed Lidar Signals with Noise Corruption Using FRFT Spectrum Analysis
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Abstract: The parametric decomposition of full-waveform Lidar data is challenging when faced with heavy noise scenarios. In this paper, we report a fractional Fourier transform (FRFT)-based approach for accurate parametric decomposition of pulsed Lidar signals with noise corruption. In comparison with other joint time-frequency analysis (JTFA) techniques, FRFT is found to present a one-dimensional Lidar signal by a particular two-dimensional spectrum, which can exhibit the mathematical distribution of the multiple components in Lidar signals even with a heavy noise interference. A FRFT spectrum-processing solution with histogram clustering and moving LSM fitting is designed to extract the amplitude, time offset, and pulse width contained in the mathematical distribution. Extensive experimental results demonstrate that the proposed FRFT spectrum analysis method can remarkably outperform the conventional Levenberg–Marquardt-based method. In particular, it can accurately decompose the amplitudes, time offsets, and pulse widths of the pulsed Lidar signal with a $-10$-dB signal-to-noise-ratio by mean deviation ratios of 4.885%, 0.531%, and 7.802%, respectively.
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1. Introduction

Pulsed light detection and ranging (Lidar) or laser altimetry is an important application of signal processing techniques in the field of laser remote sensing. Essentially, Lidar utilizes a time-of-flight (ToF) mechanism by projecting a laser on a target and capturing the echo signals backscattered from the entire surface of the target [1,2]. Subsequently, signal processing techniques are used to decompose the ToF, intensity, and other information from the pulsed Lidar signals, which are eventually used for geographic mapping. Currently, many signal processing techniques for parametric decomposition of full waveforms have been proposed and successfully applied, such as Levenberg–Marquardt (LM), Expectation-Maximum (EM), and B-spline algorithms [3–11]. However, almost all of these methods are discussed and tested on the Lidar waveforms in relatively high quality, without considering the heavy noise interference. In fact, laser beams are quite sensitive to environmental factors and optoelectronic systems during the long-distance remote sensing, which hampers the accuracy of these decomposition techniques. Although some approaches such as wavelet thresholding, empirical mode decomposition (EMD), and Kalman filtering have been used practically for denoising and enhancement of Lidar signals [8–10,12–15], they can only support the decomposition techniques to work well in a low-level noise condition. This is because the excessive filtering or denoising under a high-level noise condition will generate nonlinear distortion and residual noise, which still harms the stable and accurate parametric decomposition. To improve the detection range and accuracy in a
noisy environment, more effective methods for parametric decomposition of pulsed Lidar signals with noise corruption are required.

One reason for the lack of robustness of the aforementioned methods to noise is that these methods work poorly in a single domain, namely either time domain or frequency domain. In terms of non-stationary signal processing, it is mostly insufficient to accurately analyze and process non-stationary signals in terms of a single domain, especially in a heavy noise scenario. Thus, a more effective solution called joint time-frequency localization (JTFL) or joint time-frequency analysis (JTFA) has been proposed and utilized to represent and analyze the non-stationary signals \[16–19\]. In principle, JTFA tracks the variations of a signal in time and frequency simultaneously and thereby constructs a two-dimensional (2D) time-frequency spectrum, which provides an overall and exhaustive description of the given signal. Thus, the JTFA techniques are superior to the conventional single-domain techniques in the anti-noise and positioning capabilities, which can facilitate the extraction of a weak signal from a strong noise environment and the decomposition of multiple components \[20–22\]. Some representative JTFA techniques, such as continuous wavelet transform (CWT), synchrosqueezing transform (SST), Wigner-Ville distribution (WVD), and fractional Fourier transform (FRFT), have been proposed for various applications, such as radar, acoustics, communication, and seismology \[16,23–29\]. The effectiveness is mainly attributed to the dedicated representation capabilities of these JTFA techniques for the signals with different characteristics. For example, FRFT and WVD can concentrate the energy of the chirp signals from radar, communications, or acoustics and both CWT and SST can represent a composite harmonic signal in seismology \[30–33\]. While these JTFA techniques have been tested successfully on these signals of different fields, there is a lack of the use of the JTFA technique for processing Lidar signals. A multi-pulse Lidar signal can be deemed a composite of multiple Gaussian components \[34–37\], which is largely different from a chirp or composite harmonic signal. Therefore, either the time variation or the frequency variation of a Lidar signal is continuous, infinite, and scattering, which makes these common JTFA techniques incompatible with Lidar signal analysis in the same way.

To overcome the difficulty of the application of JTFA to Lidar signal analysis and make use of the anti-noise capability of JTFA, we propose a FRFT spectrum analysis approach which outperforms the conventional single-domain technique for accurate parametric decomposition of pulsed Lidar signals with noise corruption. The remainder of this paper is organized as follows. In Section 2, we first review the theory of pulsed Lidar signals and state the requirements of parametric decomposition in a noisy environment. Then, the representative TFA techniques including CWT, SST, WVD, and FRFT are investigated and compared to present the advantage of FRFT in representation of pulsed Lidar signals. In Section 3, the FRFT representations of single-pulse and multi-pulse Lidar signals are mathematically deduced and verified to discover the the particular rules. In Section 4, a FRFT spectrum processing solution is designed for parametric decomposition under a noise condition based on the FRFT spectrum and its inherent rules. In Section 5, extensive experiments are carried out to display the entire operation process according to the previous theory and compare the performance of the proposed FRFT-spectrum method with the performance of the traditional LM-based methods under different noise conditions. Consequently, we validate the superiority of the proposed FRFT-spectrum method for accurate parametric decomposition of pulsed Lidar signals with noise corruption.

2. Related Work

2.1. Problem Formulation of Parametric Decomposition

Lidar possesses the capability of recording multi-pulse complete waveform of the backscattered signal echo; this approach was developed in 2004 to improve the detection efficiency and is called full-waveform Lidar \[38\]. Many full-waveform studies have been
performed by employing the Gaussian model, which describes the Lidar waveforms as a sum of several Gaussian components [39–41]:

$$y(t) = \sum_{k=1}^{K} a_k e^{-(t-t_k)^2/2\sigma_k^2}$$  \hspace{1cm} (1)

where $K$ is the number of Gaussian components, the parameters $\{a_k, t_k, \sigma_k\}$ represent the amplitude, ToF, and pulse width of the $k$-th Gaussian component, respectively. Accordingly, the multi-pulse Lidar aims to parameterize the signal via the parameters $\{a_k, t_k, \sigma_k\}$. Afterwards, the target characteristics including the reflectivity and range can be successfully derived and utilized for 3D imaging.

However, the actual echo signal acquired by the Lidar system suffers from variety of noise corruption. During laser propagation, the Lidar signal is subjected to various noise contaminations, such as atmospheric turbulence, atmospheric attenuation, target interaction, background solar noise, receiving electronic noise, etc. [42–44]. Overall, these noises can be classified into two types: multiplicative and additive noises; the multiplicative noise, i.e., the speckle noise, is manifested by randomly distributed dark and bright spots called speckle, which originates from random movement of atmospheric particles and random interactions of diffuse surfaces; the additive noise, i.e., the Gaussian noise, mainly comes from the receiving factors involving shot noise, amplifier noise, dark current noise, and background solar noise. As a consequence, the speckle noise broadens the Lidar pulse locally while the Gaussian noise has a global effect to bury the Lidar signal. Therefore, it becomes quite challenging to extract key parameters from the Lidar echo signal with strong additive noise. The difficulties are twofold. One issue is the effective extraction of the multi-pulse Lidar signals from the strong noise; the other issue is the accurate decomposition of all components and the attainment of characteristic parameters.

Traditional solution employs a one-dimensional (1D) signal processing technique to solve the two issues one by one. To address the first issue, some approaches were used for noise reduction, such as wavelet thresholding, EMD, and Kalman filtering. Wavelet thresholding is a multi-scale denoising technique, which has good characteristics of TF localization and outstanding performance in non-stationary signal processing. In particular, the wavelet thresholding technique removes the noise to the greatest extent while most of the details are preserved. Therefore, wavelet thresholding and related techniques have become very effective tools for Lidar signal denoising. Regarding the other issue on decomposition algorithms, the Levenberg–Marquardt (LM), Expectation-Maximum (EM), and B-spline algorithms are mostly used [3–11]. However, these algorithms greatly rely on the initial settings from the observed data and quite sensitive to the noise. When the Lidar echo signal is concealed in extremely strong noise, the combined technique of noise reduction and decomposition becomes useless. Therefore, it is significant to explore a better solution to decompose the parameters of the pulsed Lidar signals with strong noise corruption, which will be very useful for distant ranging and more accurate detection.

2.2. Exploration of Typical JTFA Techniques

As a 2D tool for signal analysis, the JTFA method has strong noise resistance and is widely used to extract weak signals from strong noise environments. However, due to the particularity of Lidar signals, no JTFA technique has ever been effectively used for parametric decomposition of pulsed Lidar signals. In this part, we explored the performances of the some representative JTFA methods including CWT, SST, WVD, and FRFT for Lidar signals. Theoretically, CWT has the characteristics of multi-resolution analysis compared with the traditional STFT and thus has the capability of localization in both the time and frequency domains [1,45]; SST improves the aggregation and resolution of TF distribution compared with CWT [2,30,46]; WVD is a bilinear transform (i.e., nonlinear transform) of the original signal to reach a high TF aggregation, which does not introduce any basis function like CWT and SST [23,47]; FRFT as a generalization of FT, rotates the original signal from the
To test the above four candidate JTFA techniques including CWT, SST, WVD, and FRFT, a simulation was implemented and the results are presented in Figure 1. The prior settings include: the laser pulse width is 20 ns; the time offset is 400 ns; the digitized rate is 1 GHz. Accordingly, pure 4-dB SNR and $-10$-dB SNR Lidar signals are simulated and shown in Figure 1(a1,b1,c1). Meanwhile, their CWT, SST, WVD, and FRFT spectra are shown in Figure 1(a2–a5,b2–b5,c2–c5) respectively. Overall, both the CWT and SST exhibit too much energy scattering for representation of pulsed Lidar signal while they generally are effective for representing the composition of discrete mono-harmonic components. With the increase of noise contamination, the CWT and SST spectra can hardly be recognized and extracted. Although WVD performs better than CWT and SST for the more focused energy, the shape of elliptical spectrum becomes deformed with increase of noise, thereby causing inaccurate parametric extraction. Furthermore, WVD will lead to cross items for multi-pulse Lidar signals due to its nonlinear property. In contrast to the previous three JTFA techniques, FRFT shows regular distribution even in a strong noise scenario, as shown in Figure 1(c5). Thus, the theoretical deduction and analysis are carried out in the following sections to verify the essential feasibility and efficiency for parametric decomposition of pulsed Lidar signals.

Figure 1. (a1) Pure Lidar signal and its (a2) CWT, (a3) SST, (a4) WVD, and (a5) FRFT; (b1) noise-contaminated Lidar signal of 4 dB SNR and its (b2) CWT, (b3) SST, (b4) WVD, (b5) FRFT; (c1) noise-contaminated Lidar signal of $-10$ dB SNR and its (c2) CWT, (c3) SST, (c4) WVD, and (c5) FRFT.

3. FRFT Representation of Pulsed Lidar Signals

3.1. FRFT of Gaussian Kernel Function

FRFT was first proposed by Namias in 1980 to provide effective solutions for signal and image enhancement, restoration, recovery, and recognition, thus being widely used in areas of wave propagation, signal processing, and differential equations [28,29,48].
introducing an angle parameter $\alpha$ into the linear integral formula of FT, the $p$-order FRFT of a signal is defined as [24,27,48,49]:

$$X^p(u) = \mathcal{F}^p \{x(t)\}(u) = \int_{-\infty}^{\infty} K_p(u,t)x(t)dt$$

(2)

where $K_p(u,t)$ represents the kernel function of the FRFT, which is described as:

$$K_p(u,t) = \begin{cases} \sqrt{\frac{1-j \cot \alpha}{\sin \alpha}} \exp \left(j \frac{u^2}{2} \cot \alpha - jut \csc \alpha \right) & \alpha \neq n\pi \\ \delta(u-t) & \alpha = 2n\pi \\ \delta(u+t) & \alpha = (2n\pm1)\pi \end{cases}$$

(3)

where $\alpha = p\pi/2$, $p \neq 2n$, $n$ denotes an integer. According to the mathematical definition, some properties of the FRFT can be deduced. For brevity, only those useful to this study are listed as follows.

(a) Time-shifting property:

$$\mathcal{F}^p[x(t-s)] = X^p[u - s \cos \alpha] \exp \left(j \frac{s^2}{2} \sin \alpha \cos \alpha - jus \sin \alpha \right)$$

(4)

(b) Wigner distribution: The TF plane and all coordinates $(u,v)$ of the $p$-order FRFT are the results of rotating an angle relative to the original TF plane and the coordinates $(t,w)$, which can be described as:

$$W_{x^p}(u,v) = W_x(u \cos \alpha - v \sin \alpha, u \sin \alpha + v \cos \alpha)$$

(5)

Mostly, FRFT is used for the processing of linear frequency modulated (LFM) signal namely the chirp signal, of which the WVD is a slash [50,51]. As per Equation (5), the slash is bound to be perpendicular to the $u$ axis in the coordinates $(u,v)$ after a rotation of a certain angle $\alpha$, which means the FRFT result is converted to an impulse function. In other words, FRFT realizes the optimal focus of a single chirp signal at a certain angle and a certain $u$; thus, it can be used to accurate distinction and decomposition of a composite chirp signal even in a strong noise environment [26,52-55]. Different from the chirp signal, the WVD of a single Lidar signal is Gaussian, which means there is no possibility of converting the TF representation into an impulse function by rotation to reach the optimum focus. However, this does not mean there is no other effect of the FRFT on the Lidar signals to facilitate the extraction of the Lidar components from the strong noise.

Before exploring the FRFT of a multi-pulse Lidar signal which is universally represented by Equation (1), we first deduce the FRFT of a Gaussian basis function by substituting $x(t) = \exp(-t^2/2\sigma^2)$ into Equation (2) and thus obtain the following result:

$$X^p(u) = \sqrt{\frac{1-j \cot \alpha}{1/\sigma^2 - j \cot \alpha}} \exp \left(\frac{u^2(-1/\sigma^2 - j \cot \alpha)}{2 \sin^2 \alpha(1/\sigma^4 + \cot^2 \alpha)} + j \frac{u^2 \cot \alpha}{2} \right)$$

(6)

Overall, both the amplitude and the new incoming phase of the FRFT are Gaussian distributions of $u$. Specifically, when $\alpha = \pi/2$, the FRFT is converted into the FT of the Gaussian: $X^p(u)|_{\alpha=\pi/2} = \sigma \exp(-\sigma^2 u^2/2)$. In fact, Equation (6) can be derived from the condition of $\sigma = 1$ with the time-shifting property of the FRFT represented by Equation (4). When $\sigma = 1$, the FRFT of the Gaussian function is $X^p(u)|_{\sigma=1} = \exp(-u^2/2)$, which is no longer related to the order $p$. Essentially, the Wigner distribution plane $(t,w)$ of the Gaussian when $\sigma = 1$ is circular implies that the rotated plane $(u,v)$ always maintains the circular relationship. Consequently, the FRFT of the Gaussian along the $p$ axis is uniform when $\sigma = 1$. 


3.2. FRFT Spectrum of Pulsed Lidar Signal

For a multi-pulse Lidar signal which contains multiple Gaussian components parameterized by \( \{a_k, t_k, \sigma_k\} \), the FRFT of the \( k \)-th component \( x_k(t) = a_k \exp\left(-\frac{(t-t_k)^2}{2\sigma_k^2}\right) \) can be derived according to the time shifting property in Equation (4):

\[
X_k^p(u) = F^p\{x_k(t)\}(u) = a_k X_k^p(u-t_k \cos \alpha) \exp\left(j \frac{t_k^2}{2} \sin \alpha \cos \alpha - j u t_k \sin \alpha\right)
\]

(7)

where \( |X_k^p(u)| \) represents the modulus and \( \xi \) the phase angle. To obtain \( |X_k^p(u)| \), the items in Equation (6) are simplified as:

\[
\begin{align*}
\sqrt{\frac{1-j \cot \alpha}{1/\sigma_k^2-j \cot \alpha}} &= \sqrt{\frac{1+\cot^2 \alpha}{(1/\sigma_k^2-\cot \alpha)(1+j \cot \alpha)}} \\
&= \sqrt{1/\sigma_k^2+\cot^2 \alpha+j \cot \alpha (1/\sigma_k^2-1)} \\
&= |\sin^{-1} \alpha| r^{-1/2} \exp\left(-j \frac{\theta}{2}\right)
\end{align*}
\]

(8)

where \( r \) and \( \theta \) are respectively described by:

\[
\begin{align*}
r &= \sqrt{(1/\sigma_k^2+\cot^2 \alpha)^2+\cot^2 \alpha (1/\sigma_k^2-1)^2} = \frac{1+\sigma_k^4 \cot^2 \alpha}{\sigma_k^2 |\sin \alpha|} \\
\theta &= \arctan \left(-\frac{\cot \alpha (1/\sigma_k^2-1)}{\cot^2 \alpha + 1/\sigma_k^2}\right)
\end{align*}
\]

(9)

(10)

By applying Equation (6) to Equation (7), we eventually obtain \( |X_k^p(u)| \):

\[
|X_k^p(u)| = a_k r^{-1/2} |\sin^{-1} \alpha| \exp\left(-\frac{(u-t_k \cos \alpha)^2}{2 \sin^2 \alpha (1/\sigma_k^2+\sigma_k^2 \cot^2 \alpha)}\right), \alpha \in [0, \pi]
\]

(11)

Here, we assume \( |X_k^p(u)| = A_k G_k(u-t_k \cos \alpha) \), where \( A_k \) is the constant amplitude and \( G_k \) is the Gaussian function of \( u \). \( A_k \) and \( G_k \) are respectively expressed as:

\[
A_k = |\sin^{-1} \alpha| \left|\frac{a_k \sigma_k |\sin^{1/2} \alpha|}{\sqrt{1+\sigma_k^4 \cot^2 \alpha}}\right| = \frac{a_k}{\sqrt{1+\sigma_k^4 \cot^2 \alpha}}
\]

(12)

\[
G_k(u) = \exp\left(-\frac{u^2}{2 \sin^2 \alpha / \sigma_k^2 + 2 \sigma_k^2 \cos^2 \alpha}\right)
\]

(13)

Obviously, the pulse half-width of \( G_k(u) \) becomes:

\[
\sigma_k = \sqrt{\sin^2 \alpha / \sigma_k^2 + \sigma_k^2 \cos^2 \alpha}
\]

(14)

Thus, the three conditions \( \sigma_k > 1, \sigma_k < 1, \) and \( \sigma_k = 1 \) are discussed as follows.
(a) When \( \sigma_k > 1 \): \( A_k \) monotonically increases with the increase of \( a \) within \([0, \pi/2]\) and decreases with the increase of \( a \) within \([\pi/2, \pi]\). When \( a = \pi/2 \), \( A_k \) reaches the maximum, which is \( a_k \sigma_k^2 \). On the other hand, \( \delta_k \) monotonically decreases with the increase of \( a \) within \([0, \pi/2]\) and increases with the increase of \( a \) within \([\pi/2, \pi]\). When \( a = \pi/2 \), \( \delta_k \) reaches the minimum, which is \( \sigma_k^{-1} \). In summary, \( X_k^p(u) = a_k \sigma_k \exp(-\sigma_k^2 u^2/2) \) possesses the maximum amplitude and the minimum pulse width when \( a = \pi/2 \).

(b) When \( \sigma_k < 1 \): \( A_k \) monotonically decreases with the increase of \( a \) within \([0, \pi/2]\) and increases with the increase of \( a \) within \([\pi/2, \pi]\). When \( a = \pi/2 \), \( A_k \) reaches the minimum, which is \( a_k \sigma_k \). On the other hand, \( \delta_k \) monotonically increases with the increase of \( a \) within \([0, \pi/2]\) and decreases with the increase of \( a \) within \([\pi/2, \pi]\). When \( a = \pi/2 \), \( \delta_k \) reaches the maximum, which is \( \sigma_k^{-1} \). In summary, \( X_k^p(u) = a_k \sigma_k \exp(-\sigma_k^2 u^2/2) \) possesses the minimum amplitude and the maximum pulse width when \( a = \pi/2 \).

(c) When \( \sigma_k = 1 \): \( A_k \) and \( \delta_k \) do not vary with \( a \), and \( |X_k^p(u)| \) remains \( a_k \exp(-u^2/2) \).

The statements above indicate that the energy is more focused in the FRFT domain than the time domain when \( \sigma_k > 1 \), less focused in the FRFT domain than the time domain when \( \sigma_k < 1 \) and remains unchanged when \( \sigma_k = 1 \). To demonstrate the rules, simulations on Gaussian signals of \( \sigma_k = 2 \) ns, 0.5 ns and 1 ns are executed and their FRFT distributions are respectively shown in Figure 2a–c. Here, the ToF is assumed as \( t_k = 20 \) ns.

![Figure 2. FRFT distributions of signal-Gaussian signals of (a) \( \sigma_k > 1 \), (b) \( \sigma_k < 1 \) and (c) \( \sigma_k = 1 \).](image)

Furthermore, Figure 2 indicates another characteristic with regard to symmetry. No matter which condition it is, the FRFT distribution within the \((u, p)\) plane is always centro-symmetric relative to a central point \((0, 1)\) since \( A_k(a + \pi/2) = A_k(a - \pi/2) \) and \( G_k(u, a + \pi/2) = G_k(-u, a - \pi/2) \), that is:

\[
|X_k^{p+1}(u)| = |X_k^{p-1}(-u)|
\]

(15)

It should be noted that, when the center of the time domain is not 0, the centro-symmetric point turns to be \((\bar{t}_k, 1)\) where \( \bar{t}_k \) is the central coordinate of the time domain. Moreover, \( \sigma_k \) is not an absolute number but a number related to the digitized rate. For instance, when the pulse width of Lidar signal is 1 ns and the sampling rate is 1 GHz, the FRFT distribution conforms to Condition (c). However, when the sampling rate is set to 2 GHz and 0.5 GHz respectively for the same Lidar signal of 1 ns, the FRFT distribution will transfer to Condition (a) and (c), respectively. Considering that the original sampling rate should satisfy the requirements of the Nyquist theorem for reliable recovery of Lidar pulses, the practical implementation only concentrates on Condition (a).
Based on the foregoing mathematical analysis of the FRFT of a single Gaussian signal and the linearity of the FRFT, the FRFT of a multi-pulse Lidar signal (i.e., multi-Gaussian signal) expressed by Equation (1) can be described by:

$$|Y^p(u)| = \sum_{k}^{K} A_k G_k(u - t_k \cos \alpha)$$

(16)

When $\alpha = \pi/2$, the offsets of all FRFT components are 0. In other words, the FRFT components overlap at point (0,1). Considering the foregoing corollary, we can draw the following conclusion: the FRFT distribution of a multi-pulse Lidar signal consists of multiple centro-symmetric spectral lines that intersect at the same point $({\bar{t}}_k, 1)$ where $\bar{t}_k$ is the central coordinate of the time domain. To test this point, a simulation is provided. The acquired data length is assumed to be 4096 ns under a digitized rate of 1 GHz. The Lidar signal has three components, of which the ToFs are respectively $t_1 = 1331$ ns, $t_2 = 2662$ ns and $t_3 = 3482$ ns; the half-widths are respectively $\sigma_1 = 64$ ns, $\sigma_2 = 77$ ns and $\sigma_3 = 56$ ns; the amplitudes are respectively $a_1 = 2.8$ mV, $a_2 = 3.6$ mV and $a_3 = 3.2$ mV. After performing the FRFT on the Lidar signal, FRFT distribution of this signal over different values of $p$ is presented in Figure 3. It is evident that the three centro-symmetric spectral lines intersect at the point (2048, 1) where the energy is the most focused, which complies with the foregoing theoretical rule.

Figure 3. Theoretical FRFT distribution of multi-pulse Lidar signal without noise.

4. FRFT Spectrum Processing Solution

In the previous sections, we found that the FRFT distribution is regularly recognizable even in strong noise situations and mathematically deduced the FRFT representation of a multi-pulse Lidar signal and summarized the distribution rule. Thus, the original problem of 1D time-domain signal processing is converted into the problem of 2D FRFT spectrum processing. In this section, we further investigate a solution of FRFT spectrum processing for accurate parametric decomposition.

The entire solution consists of three main steps. First, an image enhancement is employed to filter out the image noise and strengthen the components. Second, a ridge clustering method is used to determine the number of components and separate the ridges of the components. Finally, the feature extraction performs a fitting algorithm on the observed data of the separated ridges, finally obtaining ToFs, half-widths, and amplitudes of all components.

4.1. Enhancement of FRFT Spectrum

Image enhancement is a technique for removing as much noise as possible while preserving as many details as possible. To quantitatively evaluate the performance of
the enhancement, we use the peak signal to noise ratio (PSNR) as an indicator, which is mathematically described by [56,57]:

$$PSNR = 10 \log \left( \frac{\text{MAX}_1^2}{\text{MSE}} \right)$$  \hspace{1cm} (17)

For an 8-bit grayscale image, \( \text{MAX}_1 \) is 255. Considering that the observed image is not necessarily quantized to a gray level, \( \text{MAX}_1 \) is the peak intensity of the original image instead. In addition, \( \text{MSE} \) in Equation (17) represents the mean square error (MSE) between the denoised image and the actual image and can be expressed as:

$$\text{MSE} = \frac{1}{M \times N} \sum_{i=1}^{M-1} \sum_{j=1}^{N-1} ||I(i,j) - X(i,j)||^2$$  \hspace{1cm} (18)

where \( M \times N \) is the image size (i.e., length \( \times \) width) and \( I(i,j) \) and \( X(i,j) \) are respectively the filtered and original intensities of the pixel position \((i,j)\).

Existing and effective image enhancement methods include mean filtering, median filtering, wavelet threshold filtering, Butterworth filtering, etc. Compared with median filtering, mean filtering is linear, which is more suitable to perform basic filtering on the noisy FRFT spectrum [58]. The output of pixel \((i,j)\) after mean filtering is:

$$I(i,j) = \sum_{u=-U}^{U} \sum_{v=-V}^{V} w(u,v) X(i+u, j+v)$$  \hspace{1cm} (19)

where \( w(u,v) \) represents the weighted kernel function, which is actually a rectangle window with a size of \( m \times l \), \( U \) and \( V \) are integers that satisfy \( U = -(m-1)/2 \) and \( V = -(n-1)/2 \). The mean filter can result in a different filtering performance when \( w(u,v) \) is set differently. Generally, \( w(u,v) = 1 \), which means the pixels within the windows are accumulated using the same weight.

Wavelet threshold filtering is a multi-scale denoising technique, which possesses good characteristics for TF localization [59–61], including hard thresholds and soft thresholds. Considering that the hard thresholds result in a high-frequency oscillation phenomenon (i.e., Gibbs phenomenon) and in a worse performance than soft thresholds, we choose to use the soft threshold filtering method in this study. There are many kinds of wavelet bases, and the number of wavelet layers can be freely selected. In practical application, we can combine them freely according to the specific situation.

To alleviate the edge loss and blurring produced by noise filtering, the Butterworth filter is further employed for image sharpening [62,63]. The system function of an n-order Butterworth high-pass filter is defined as follows:

$$H_{\text{BHFP}}(u,v) = \frac{1}{1 + \left| \frac{D_0}{D(u,v)} \right|^{2n}}$$  \hspace{1cm} (20)

where \( n \) represents the order of the filter, \( D(u,v) \) is the distance from the pixel position \((u,v)\) to the central position \((N/2, M/2)\), and \( D_0 \) is a degree parameter. The greater \( D_0 \) is, the less high-frequency components of the image are reserved.

### 4.2. Clustering of Components and Extraction of ToFs

As shown in the flowchart in Figure 4, a stepwise processing of the enhanced FRFT spectrum is implemented as follows.
Figure 4. Flowchart of ToF extraction approach.

Step 1: In order to filter out the useless noisy points, a local intensity image is extracted with layered thresholds, which are set as $\bar{x}_p + 3\sigma_p$ where $\bar{x}_p$ is the mean value of the noise domain and $\sigma_p$ is the standard deviation in a $p$-order condition.

Step 2: According to Equation (11), the FRFT peak intensity occurs at $u_p = t_k \cos \alpha$, which means the position of the peak intensity $u_p$ is linearly related to $\cos \alpha$, we can draw a graph of $u_p / \cos \alpha$ according to this conclusion.

Step 3: After the slope of $u_p / \cos \alpha$ is obtained, we make mathematical statistics based on histograms. Essentially, the histogram is to equally divide the objective region into several intervals and record the frequency of the observed data within different interval. In this way, we can filter out some points that do not meet the requirements.

Step 4: Subsequently, automatic clustering is performed to determine the number of clusters and the corresponding points. The clustering algorithm consists of the following steps: (a) points with frequencies greater than a threshold are preserved and regarded as useful cluster points; (b) traverse all the cluster points: if the position of a current point is exactly adjacent to the position of a previous point, the current position is classified into the same cluster of the previous position; otherwise, the current position is classified into a new cluster; (c) Afterwards, traverse the next point and continue (b) until the last cluster point has been determined.

Step 5: After the clusters have been classified, the positions $u$ of the different cluster points are averaged at different values of $\cos \alpha$, which is defined as $\bar{u}_p$. Thus, the relationships between $\bar{u}_p$ and $\cos \alpha$ can be obtained for different clusters.

Step 6: Using $\bar{u}_p$ and $\cos \alpha$, the ToFs of all components can be respectively derived by a curve-fitting algorithm. Here, the LSM is used to parameterize the observed data with $\hat{b}$ and $\hat{c}$ in the form of $y = \hat{b}x + \hat{c}$. Thus, we can obtain the fitting parameters by:

$$\hat{b} = \frac{\sum^n_i x_i y_i - n \bar{y} \bar{x}}{\sum^n_i x_i^2 - n \bar{x}^2} \tag{21}$$

$$\hat{c} = \bar{y} - \hat{b} \bar{x} \tag{22}$$
4.3. Extraction of Pulse Widths and Amplitudes

After the ToFs have been successfully extracted, the pulse width and amplitude require further exploration. According to Equations (12) and (13), we have two pieces of information available for obtaining the solution: one is the pulse distribution $\tilde{\sigma}_k$ and the other is the peak intensity distribution $A_k$. In contrast, the pulse-width information is more easily corrupted by a strong noise environment while the peak-intensity information is better preserved. Therefore, the latter solution is more reasonable and is thus adopted.

According to the foregoing mathematical relationship, we carry out the method shown in Figure 5 to extract the pulse widths and amplitudes of all components. It is vital that the employed FRFT-enhanced spectrum must be the linear image so that the intensity relationship will not be broken. Thus, we employ the mean-filtered FRFT spectrum for extraction of pulse widths and amplitudes. The entire procedure and the details of the steps are described as follows.

![Figure 5](image)

**Figure 5.** Flowchart of pulse-width and amplitude extraction approach.

Step 1: Using the data in Figure 4 and the calculated results $\hat{b}$ and $\hat{c}$, the pending peak intensities $\tilde{I}_{\text{max}}$ for different values of $p$ are first determined by:

$$\tilde{I}_{\text{max}} = I_{\text{enh}} \{\text{round}(\hat{b} \cos \alpha + \hat{c})\}$$

where $I_{\text{enh}}$ represents the intensities of the enhanced FRFT spectrum and round() is a function of rounding a number to the nearest integer.

Step 2: Eliminate the pseudo-peak intensities from $\tilde{I}_{\text{max}}$. In detail, go through all the $I_{\text{max}}$ at different values of $u_p$, select a local interval centering on $u_p$, and find the max intensity of the interval as $I_{\text{max}}'. $ When $I_{\text{max}}$ is far less than $I_{\text{max}}'$, the $I_{\text{max}}$ at current $u_p$ is eliminated. Otherwise if $I_{\text{max}}$ approximates to $I_{\text{max}}'$, the $I_{\text{max}}$ at the current $u_p$ is preserved. After the elimination, the intensities of the remaining data are relabeled by $I_{\text{max}}$.

Step 3: Plot the curve of $\cos \alpha - I_{\text{max}}$ with $\cos \alpha$ and explore the relationship between them. According to Equation (11), the curves should, in theory, approximate to a quadratic parabola. Using the effective peak intensities derived from Step (2), we finally obtain the curves of $\cos \alpha - I_{\text{max}}$. When the error points of the observed data are not considered, we employ the fitting algorithm to determine the quantitative relationship between $I_{\text{max}}$ and $\cos \alpha$, thus deriving the associated parameters. Considering the special relationships between $A_k$, $a_k$ and $\sigma_k$ in Equation (12), the quadratic polynomial formula should be
specially set as \( y = s(1 - r)x^2 + sr \). The LSM aims to find appropriate values of \( s \) and \( \hat{r} \) to minimize the sum of squares of the deviations \( Q(s, r) = \sum_{i=1}^{n} [s(1 - r)x_i^2 + sr - y_i]^2 \) where \( y_i \) are the observed peak intensities. Consequently, the parameters \( \hat{r} \) and \( s \) are respectively determined by:

\[
\hat{r} = \left( 1 + \frac{n \sum_{i=1}^{n} x_i^2 y_i - \sum_{i=1}^{n} x_i^2 \sum_{i=1}^{n} y_i}{n \sum_{i=1}^{n} x_i^2 \sum_{i=1}^{n} y_i - \sum_{i=1}^{n} x_i^2 \sum_{i=1}^{n} x_i^2 y_i} \right)^{-1}
\]

\[
\hat{s} = \left( \frac{(1 - \hat{r}) \sum_{i=1}^{n} x_i^2 y_i + \hat{r} \sum_{i=1}^{n} y_i}{\sum_{i=1}^{n} [(1 - \hat{r})x_i^2 + \hat{r}]^2} \right)
\]

Thus, the half-pulse widths and amplitudes can be finally obtained by \( \hat{\sigma} = \hat{r}^{-\frac{1}{2}} \) and \( \hat{a} = \hat{s}^{-\frac{1}{2}} \). Considering that the current data contain many error points, curve fitting is not supposed to be used before the error points are eliminated.

Step 4: Error points near the center and on both sides of the curves are eliminated. On the one hand, as the central peak intensity is actually the intensity superimposed on the multiple compositions, it should not be used for any clusters. On the other hand, since the intensities of the two sides become relatively smaller as the deviations increase, they should also be ignored. Because the number of central error points is not very large, the former case is more easily handled. Generally, we may set a fixed threshold to filter out the points. The latter situation is more complicated since the degree of noise contamination differs for different clusters. To prune the observed points and determine the less-biased points for optimal fitting, an iterative algorithm is proposed as follows.

Algorithm:

(a) The data length of \( \cos \alpha \) is assumed to be \( L \), a shifting step \( \delta \) is initiated to 0.
(b) Remove \( \delta \)-point data simultaneously from two sides of the observed data. The length of the remaining data is reduced to \( L - 2\delta \). By using Equations (24) and (25), \( \hat{r} \) and \( \hat{s} \) are calculated, and the fitting curve is thus derived. The root-mean-square error (RMSE) between the remaining data and the fitting-curve data is obtained.
(c) When the RMSE is less than a prescribed level \( \xi \) or \( \delta > L/2 \), the iteration ends; the calculated \( \hat{r} \) and \( \hat{s} \) are used for \( \hat{\sigma} \) and \( \hat{a} \); otherwise, \( \delta = \delta + 1 \), continue Step (b).

It is noteworthy that the shifting scale of \( \cos \alpha \) is not the shifting step \( \delta \) but is expressed by \( \Delta = 1 - \cos(\delta \pi / L) \) where \( \Delta \) represents the shifting scale of \( \cos \alpha \).

5. Experimental Results
5.1. Data Acquisition

To investigate the real FRFT distribution of multi-pulsed Lidar signals in a strong noise scenario, we carried out an on-site experiment. The pulsed LIDAR system utilizes a 1064-nm solid laser with adjustable pulse width of 50–80 ns. To determine the real ToF, amplitude, and width, we locate three calibration panels at three prescribed distances as the target surfaces and control the output power and pulse width of the laser emitter. By controlling the output power of the laser to an obviously low level \( \sim 100 \) mW, weak pulsed Lidar signals are finally received by a linear-mode avalanche photodiode and digitized by a 1-GHz digitizer.

The full waveforms of Lidar signals can be recovered, as shown in Figure 6a. For comparison, the FT and CWT representations of the noisy signal are respectively derived and presented in Figure 6b,c. As can be seen from Figure 6a–c, the signals in the three domains of time, frequency, and wavelet are strongly concealed by heavy noise. The frequency spectrum, shown in Figure 6b, realizes good energy convergence of the three components but can hardly distinguish them. Although the wavelet spectrum shown in Figure 6c provides a TF view, it still cannot be used to part the components owing to scattering distributions of Gaussian components among the strong noises. In the absence of intuitive information, methods in Figure 6a–c can hardly realize accurate parameterization.
of the different components. According to the FRFT definition, we obtain the FRFT of the noisy signal and present it in Figure 6d. Different from the foregoing three types of signal representations, FRFT primarily retains the contours of the TF distribution, even with strong noise corruption.

![Figure 6: (a) Noisy multi-pulse Lidar signals and its (b) FT, (c) CWT, and (d) FRFT.](image)

### 5.2. Performance of FRFT Spectrum Enhancement

Based on the raw FRFT spectrum in Figure 6d, image enhancement is implemented. Figure 7a shows the result of mean filtering with a $5 \times 5$ kernel, of which the PSNR is 17.23 dB. As is shown, the details are effectively enhanced accompanied by broadening of the noise domain. Thus, the local noise still needs to be removed. To explore the optimal performance of soft-threshold wavelet filtering, the PSNRs of filtering results with different wavelet levels from 1 to 8 and bases from sym4, coif4, db2, to bior3.5 are tested and compared. As shown in Figure 8, it is evident that a higher level does not mean a better result. In fact, an increase in the wavelet level results in the removal of more details together with the noise, thus resulting in edge loss and image blurring. Here, the optimal denoising result occurs at the PSNR of 18.41 dB under a level of 5 and a base of sym4, which is displayed in Figure 7b.

In order to utilize the attenuation property of the noise accumulation and the multiple shrinking of the wavelets, mean filtering and wavelet thresholding filtering are performed on the noisy image. Here, the optimal wavelet filtering with a basis of sym4 and a level of 5 is used. The kernel for the mean filtering remains at $5 \times 5$. By sequentially executing the mean and wavelet filtering, we obtain a further enhanced performance, as shown in Figure 7c. The PSNR is 18.82 dB, which is higher than the PSNR of using the separate techniques.

Although the combined method of the mean filter and wavelet thresholding filter effectively removes the noise, edge loss and image blurring occur. Thus, image sharpening should be further employed to improve the edges and eliminate the blurring. In the test, we set $n = 2$ and $D_0 = 3$ for Butterworth filtering and derive the result shown in Figure 7d. Visually, the result has better clarity than Figure 7c. Quantitatively, the PSNR is 30.68 dB, which indicates a vast improvement compared with the non-sharpened result. To summarize the previous results, the PSNRs of the denoising results with different filtering methods are listed in Table 1. It is evident that the filtering method combining the mean, wavelet, and butterworth filters results in a particularly effective image enhancement of the FRFT spectrum, facilitating the subsequent parametric decomposition. The enhanced
2D FRFT spectrum exhibits much clearer global distribution of all components of pulsed Lidar signal.

![Figure 7](image)

**Figure 7.** Results of applying (a) mean filter, (b) wavelet-threshold filter, (c) both mean and wavelet-threshold filters, and (d) mean, wavelet-threshold, and Butterworth filters.

![Figure 8](image)

**Figure 8.** PSNRs of soft-threshold wavelet filtering results with levels from 1 to 8 and bases of sym4 (marked by circle), coif4 (marked by triangle), db2 (marked by diamond), and bior3.5 (marked by square).

**Table 1.** The PSNRs of denoising results via different filters.

| Filter(s)          | Mean | Wavelet | Mean & Wavelet | Mean & Wavelet & Butterworth |
|--------------------|------|---------|----------------|------------------------------|
| PSNR (dB)          | 17.23| 18.41   | 18.82          | 30.68                        |

### 5.3. Performance of Parametric Decomposition

As mentioned before, the first step for parametric decomposition is to extract the ToFs from the enhanced spectral image. According to the solution given by Figure 3, we first filter the FRFT intensity image via layered thresholding and obtain the result shown in...
Figure 9a. Then, the changes in $u_p$ as a result of different values of $\cos \alpha$ are graphed in Figure 9b. The result of the statistical analysis contains three straight lines. To further remove the noisy points mixed in Figure 9b, only the points whose $u_p/\cos \alpha$ is greater than 1 or less than 4096 are preserved and used for histogram statistics. Here, the region of $u_p/\cos \alpha$ is divided to 160 times which means the resolution goes to 1 ns, and the histogram is shown in Figure 9c. After automatic clustering and equalization are performed, the graph of $\bar{u}_p$ depicts the changes in $\cos \alpha$ (Figure 9d); different colors represent different clusters. Statistically, $\bar{u}_p$ should approximate the peak positions of different orders. Visually, all the three clusters are linearly distributed. Finally, using the data in Figure 9d, we derive $\hat{b}$ and $\hat{c}$ of the three clusters and list them in Table 2. As the ToFs exist under the condition of $\alpha = 0$, the peak positions of the different components are calculated by $\hat{b} + \hat{c}$ and thus listed in Table 2.

Table 2. The fitting results and the calculated ToFs regarding all clusters.

| Parameters | $\hat{b}$ | $\hat{c}$ | $\hat{t}$ |
|------------|-----------|-----------|-----------|
| Cluster 1  | -705.69   | 2047.21   | 1341.44 ns|
| Cluster 2  | 604.16    | 2047.88   | 2651.90 ns|
| Cluster 3  | 141.99    | 2047.64   | 3467.52 ns|

Figure 9. (a) FRFT distribution over layered thresholds; (b) changes in $u_p$ of the observed data vs. $\cos \alpha$; (c) histogram of $u_p/\cos \alpha$; (d) changes in $\bar{u}_p$ vs. $\cos \alpha$ after clustering and averaging.

After obtaining the number of components and extracting the ToFs, pulse widths and amplitudes need to be further extracted. According to the solution given by Figure 10, pending peak intensities $I_{max}$ are determined and the pseudo-peak intensities are removed. Using the pruned peak intensities, the curve of $I_{max}^{-4}$ with $\cos \alpha$ is plotted, as shown in Figure 10(a1,b1,c1).
Figure 10. Changes in $I_{\text{max}}^4$ vs. $\cos \alpha$ for (a1) Cluster 1, (b1) Cluster 2 and (c1) Cluster 3; fitting curves for observed data of (a2) Cluster 1, (b2) Cluster 2, and (c2) Cluster 3.

Obviously, the three distributions are visually consistent with the theoretical relationship. By using the curve fitting, the pulse widths and amplitudes can be finally obtained. However, the points on the both sides of these curves have great deviations and thus should be removed prior to curve fitting. To balance the tradeoff between more available points and less bias points, the iterative algorithm is used. Finally, we obtain the moving RMSEs of Clusters 1, 2, and 3 and plot the curves of $\Delta$ and the RMSEs as shown in Figure 11. Here, we set $\xi = 1.5 \times 10^{-4}$ and obtain the required $\Delta$ for the three clusters of 0.700, 0.546, and 0.748 respectively. After eliminating the central error data, the useful data intervals are indicated by the double-headed arrows in Figure 10. Thus, the fitting results of the three clusters occurring at the required $\delta$ in the above algorithm are obtained and plotted in Figure 10(a2,b2,c2). Finally, the parameters of $\hat{\sigma}$ and $\hat{a}$ are listed in Table 3.

Table 3. The results of fitting parameters and the calculated pulse widths and amplitudes of all clusters.

| Parameters | $\hat{r}$   | $\hat{s}$ | $\hat{\sigma}$ | $\hat{a}$ |
|------------|-------------|-----------|----------------|-----------|
| Cluster 1  | $5.70 \times 10^{-8}$ | 0.0141   | 64.72 ns       | 2.90 mV   |
| Cluster 2  | $2.58 \times 10^{-8}$ | 0.0056   | 78.87 ns       | 3.66 mV   |
| Cluster 3  | $1.26 \times 10^{-7}$ | 0.0081   | 53.07 ns       | 3.33 mV   |
Figure 11. Changes in the RMSE vs. the shifting scale $\Delta$ from 0 to 1 for the three clusters.

For assessment, the RMSEs of the decomposed parameters regarding all clusters can be calculated as follows.

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{C} (\hat{p}_i - p_i)^2}{C}}
\]

(26)

where $C$ refers to the number of clusters; in the given experiment, $C = 3$. Moreover, $\hat{p}_i$ and $p_i$ respectively refer to the decomposed and the real parameter values of the $i$-th cluster. Accordingly, the RMSEs of the amplitude, ToF, and pulse width obtained by the foregoing FRFT operation are 0.10, 11.84, and 2.05, respectively. For comparison, the most commonly used 1D signal processing method which combines denoising and nonlinear fitting are implemented. In detail, we employ the wavelet thresholding for noise reduction and the LM fitting algorithm for parametric decomposition, which is defined as WT-LM. Since the performance of Lidar signal denoising has great effect on the performance of parametric decomposition, different levels (i.e., level 1 to 8) and wavelet bases (i.e., sym4, sym8, db2 and bior3.5) are tested for noise reduction of the raw Lidar signal. By further use of LM fitting algorithm, the amplitudes, ToFs, and pulse widths of these denoised Lidar signals can be obtained. Thus, the RMSE variations of the three parameters with the increase of wavelet level are shown in Figure 12(a1,a2,a3), respectively. Overall, the proposed FRFT-spectrum method has remarkably better performance of parametric decomposition than the 1D signal processing method based on LM. In particular, the deviations of the pulse widths decomposed by all the candidate WT-LM methods are too large. Even the optimal pulse width decomposed by the WT-LM method with sym4 and level 6 has a deviation 24 times greater than the pulse width decomposed by the FRFT-spectrum method. To investigate the essence, the optimal LM fitting result from the corresponding wavelet denoised waveform (i.e., sym 4 and level 6) are shown in Figure 12b. In contrast to the amplitude and ToF, pulse width is more sensitive to the noise imposed on the real components, which is because the noise distributed on and around the real component easily leads to pulse widening after the denoising or smoothing operations. However, the denoising or smoothing techniques are very essential for the implementation of parametric decomposition in 1D signal processing. Therefore, the proposed FRFT-based approach can get rid of this tradeoff and achieve better parametric decomposition.

To evaluate the performance of our proposed method under different SNRs, both the FRFT-spectrum and WT-LM methods are respectively performed on the simulated Lidar waveforms with SNRs varying from $-10$ dB to 10 dB. Thus, the mean deviations (MDs) of the three decomposed parameters from the real parameters can be respectively calculated by:

\[
\text{MD} = \frac{1}{C} \sum_{i=1}^{C} \frac{|\hat{p}_i - p_i|}{p_i}
\]

(27)
where \( \hat{p}_i \) and \( p_i \) and \( C \) have the same meaning as those in Equation (26). Accordingly, the MDs of amplitudes, time offsets, and pulse widths under different SNRs are recorded and listed in Table 4, where the lower MDs are highlighted for each SNR to represent higher decomposition accuracy. Regarding the operation details, WT-LM requires initial parameter settings to activate the fitting process. In this simulation, we take \([1; 2; 3], [1200; 2400; 3700], \) and \([80; 80; 80] \) for initializations of amplitudes, time offsets, and pulse widths of three components, respectively. However, these appropriate initial settings can hardly be determined in low-SNR conditions without any prior knowledge, which greatly hinders feasible and accurate decomposition via such an iteration method. In contrast, the FRFT-spectrum method does not require exploring and specifying any initial parameters, which indicates a more direct and efficient operation. In terms of entire performance, the variations of WT-LM and FRFT-spectrum results in amplitude, time offset, and pulse width are shown in Figure 13. As illustrated by the red lines, the WT-LM method can reach satisfactory performance for parametric decomposition in a high SNR case, which is remarkably excellent in the decomposition of amplitude and time offset. However, when the SNR declines from \(-6 \) dB, the performance of FRFT drops dramatically. In contrast, the FRFT-spectrum method exhibits better performance in parametric decomposition than the WT-LM when SNR is less than \(-6 \) dB, as shown by the blue lines. In particular, the decomposition of pulse width via the FRFT-spectrum method is always far better than that via the WT-LM, as shown in Figure 13c. Essentially speaking, the heavy noise changes the direct distribution of time-domain signal hugely, thus greatly influencing accurate decomposition by the one-dimensional signal processing method. Meanwhile, the FRFT-spectrum expands the one-dimensional time or frequency domain to a two-dimensional time-frequency spectrum, which still presents real parametric distribution of Lidar signals statistically even in a rather low SNR situation. To summarize the above, our proposed FRFT-spectrum method can overcome the bottleneck of some one-dimensional signal processing methods and achieve excellent performance in parametric decomposition of pulsed Lidar signals under heavy noise scenarios.

![Figure 12](image-url)

**Figure 12.** Changes in RMSEs of (a1) amplitude, (a2) ToF and (a3) pulse width vs. wavelet level for different wavelet bases; (b) the WT-LM fitting result from the wavelet denoised waveform via sym4 and level 8.
Table 4. Comparison of decomposition results between WT-LM and FRFT-S methods.

| SNR (dB) | Method | MD of Amplitude | MD of Time Offset | MD of Pulse Width |
|----------|--------|----------------|------------------|------------------|
| 10       | WT-LM  | 0.648%         | 0.072%           | 41.535%          |
|          | FRFT-S | 0.621%         | 0.079%           | 6.629%           |
| 8        | WT-LM  | 1.007%         | 0.060%           | 42.299%          |
|          | FRFT-S | 1.053%         | 0.188%           | 5.562%           |
| 6        | WT-LM  | 2.750%         | 0.107%           | 42.162%          |
|          | FRFT-S | 1.702%         | 0.082%           | 5.763%           |
| 4        | WT-LM  | 1.243%         | 0.101%           | 43.293%          |
|          | FRFT-S | 1.363%         | 0.157%           | 5.397%           |
| 2        | WT-LM  | 2.189%         | 0.022%           | 39.201%          |
|          | FRFT-S | 2.965%         | 0.082%           | 10.066%          |
| 0        | WT-LM  | 2.112%         | 0.050%           | 49.043%          |
|          | FRFT-S | 1.771%         | 0.172%           | 5.264%           |
| −2       | WT-LM  | 1.298%         | 0.164%           | 40.974%          |
|          | FRFT-S | 1.833%         | 0.223%           | 7.630%           |
| −4       | WT-LM  | 2.189%         | 0.151%           | 51.580%          |
|          | FRFT-S | 3.305%         | 0.247%           | 4.467%           |
| −6       | WT-LM  | 5.141%         | 0.433%           | 42.926%          |
|          | FRFT-S | 3.540%         | 0.231%           | 6.195%           |
| −8       | WT-LM  | 6.287%         | 0.691%           | 44.258%          |
|          | FRFT-S | 4.164%         | 0.284%           | 11.966%          |
| −10      | WT-LM  | 12.758%        | 0.778%           | 62.747%          |
|          | FRFT-S | 4.885%         | 0.531%           | 7.802%           |

Figure 13. Changes in MDs of (a) amplitude, (b) pulse width and (c) time offset vs. SNRs from −10 dB to 10 dB for WT-LM (in red) and FRFT-S (in blue) methods.
6. Discussion

The use of the FRFT for Lidar signals is essentially different from its conventional use for chirp signals. In terms of chirp signals, the FRFT aims to convert the original chirp form into an impulse form by rotating to a certain angle $\alpha$, thereby achieving the maximum energy convergence. Thus, the chirp parameters can be extracted with the specific theoretical relationship between the rotated angle and the parameters themselves. In a strict sense, the key point for chirp extraction lies in a certain angle where the transformed energy is more focused. In contrast, the Gaussian distribution of Lidar signals does not allow for achieving the most focused energy by rotation of a certain angle. However, the entire FRFT spectrum of Lidar signals presents particular characteristics. As deduced and tested before, the FRFT of a Gaussian component is a spectral line which is centro-symmetric to the angle $\alpha$. As for a pulsed Lidar signal, the FRFT spectrum exhibits multiple centro-symmetric spectral lines intersecting at the angle $\alpha = 0$. These interesting characteristics explain why the FRFT can be applicable and efficient for pulsed Lidar signals even when the “most energy focus” principle cannot be applied.

Nevertheless, the present FRFT-spectrum approach only has remarkable performance for a coarse-grained Lidar detection from a long distance, such as detection by the airborne and satellite-borne systems. As for the fine-grained Lidar detection under which the pulse components of Lidar signals are heavily overlapped, our approach can only provide an average parametric measurement for different overlapped zones. Future studies will be devoted to finding a solution for this problem to enable a broader application of the proposed method.

7. Conclusions

This paper presented an FRFT-based approach for parametric decomposition of pulsed Lidar signals with strong noise corruption. To inspire the use of JTFA techniques for representation of pulse Lidar signals, some representative JTFA techniques including CWT, SST, WVD, and FRFT are investigated and compared. This preliminary trial indicates that FRFT distribution of pulsed Lidar signal is somewhat particular and quite robust to noise. Thus, we mathematically deduce the FRFT description of pulsed Lidar signals and find out the inherent rules. Based on the particular FRFT spectrums, we propose an FRFT spectrum processing solution which consists of image enhancement, auto-clustering, and feature extraction to realize the component parameterization. An onsite experiment is carried out to display the process of the foregoing theory. The final results demonstrate that the entire FRFT-based approach can achieve an accurate parametric decomposition of pulsed Lidar signals even in strong noise conditions, which is greatly superior to the traditional 1D signal processing approaches. Although the proposed FRFT-based approach can perform accurate decomposition on the component-separated Lidar waveforms for a coarse-grained Lidar detection, it can hardly distinguish the details of the component-overlapped Lidar waveforms for a fine-grained Lidar detection, which is a shortcoming expected to be overcome in future studies. To sum up, the principle, mechanism, and results reported in this paper can play an important role in improving the performance of many Lidar systems for robust remote sensing.
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