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Abstract

We consider the problem of approximating nonconvex quadratic optimization with ellipsoid constraints (ECQP). We show some SDP-based approximation bounds for special cases of (ECQP) can be improved by trivially applying the extended Pataki's procedure. The main result of this paper is to give a new analysis on approximating (ECQP) by the SDP relaxation, which greatly improves Tseng’s result [SIAM Journal Optimization, 14, 268-283, 2003]. As an application, we strictly improve the approximation ratio for the assignment-polytope constrained quadratic program.
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1. Introduction

In this paper, we consider the following nonconvex quadratic optimization problem with ellipsoid constraints:

\[
\begin{align*}
\min_{x \in \mathbb{R}^n} & \quad f(x) = x^T A x + 2b^T x \\
\text{s.t.} & \quad \|F^k x + g^k\|^2 \leq 1, \quad k = 1, \ldots, m,
\end{align*}
\]

where \(A \in \mathbb{R}^{n \times n}\) symmetric, \(F^k \in \mathbb{R}^{r^k \times n}\), \(b \in \mathbb{R}^n\), \(g^k \in \mathbb{R}^{r^k}\), \(r^k \geq 1\) and \(\| \cdot \|\) denotes the Euclidean norm. Generally, this problem is NP-hard. To avoid trivial cases, we assume the Slater condition holds, i.e., the feasible region of \((\text{ECQP})\) has an interior point. With a proper transformation if necessary, we first make the following assumption.

**Assumption 1.1.** The origin 0 is in the interior of the feasible region of \((\text{ECQP})\), that is,

\[
\|g^k\| < 1, \quad k = 1, \ldots, m.
\]

\((\text{ECQP})\) can be homogenized as

\[
\begin{align*}
\min_{x \in \mathbb{R}^{n+1}} & \quad \sum_{i=1}^{n+1} \sum_{j=1}^{n+1} B_{ij} x_i x_j \\
\text{s.t.} & \quad \sum_{i=1}^{n+1} \sum_{j=1}^{n+1} B^k_{ij} x_i x_j \leq 0, \quad k = 1, \ldots, m, \\
& \quad x_{n+1} = 1,
\end{align*}
\]

where

\[
B = \begin{bmatrix} A & b \\ b^T & 0 \end{bmatrix}, \quad B^k = \begin{bmatrix} (F^k)^T F^k & (F^k)^T g^k \\ (g^k)^T F^k & \|g^k\|^2 - 1 \end{bmatrix}, \quad k = 1, \ldots, m.
\]

By letting \(X = xx^T\) and dropping the rank one constraint, the semidefinite programming relaxation of \((\text{ECQP})\) can be written as follows.

\[
\begin{align*}
\min & \quad B \cdot X \\
\text{s.t.} & \quad B^k \cdot X \leq 0, \quad k = 1, \ldots, m, \\
& \quad X_{n+1,n+1} = 1, \quad X \succeq 0, \quad X \in \mathbb{R}^{(n+1) \times (n+1)}.
\end{align*}
\]

In addition, we need to make the following assumption for \((\text{SDP})\) throughout this paper.
Assumption 1.2. (SDP) has an optimal solution $X^*$. Let $v(\cdot)$ denote the optimal value of problem (\cdot). Obviously, we have

$$v(\text{SDP}) \leq v(\text{ECQP}),$$

and the equality holds if and only if $\text{rank}(X^*) = 1$ with $X^*$ being an optimal solution of (SDP). Generally, the following theorem shows that (SDP) can also give a guaranteed-approximate solution for (ECQP).

**Theorem 1.3 ([8]).** Under Assumptions 1.1 and 1.2, a feasible solution $x$ for (ECQP) can be generated in polynomial time satisfying

$$f(x) \leq \frac{(1 - \gamma)^2}{(\sqrt{m} + \gamma)^2} \cdot v(\text{SDP}),$$

where $\gamma := \max_{k=1,\ldots,m} \|g^k\|$. One special case of (ECQP) is that $b = 0, g^k = 0$ for $k = 1, \ldots, m$ and $\sum_{k=1}^m (F^k)^T F^k$ is positive definite. It was shown in [4] that in this case a feasible solution $x$ can be generated from (SDP) satisfying

$$f(x) \leq \frac{1}{2 \ln(2(m + 1)\mu)} \cdot v(\text{SDP}),$$

with $\mu := \min\{m + 1, \max_{k=1,\ldots,m} \text{rank}((F^k)^T F^k)\}$. In particular, when (ECQP) has a ball constraint, $\mu = \min\{m + 1, n\}$. Also for this special case, Ye and Zhang (Corollary 2.6 in [10]) showed that a feasible solution $x$ satisfying

$$f(x) \leq \frac{1}{\min\{m - 1, n\}} \cdot v(\text{SDP}),$$

can be found. For more detailed results related to this special case, we refer to the survey paper [3].

Another special case is that $A \preceq 0, b = 0$ but $\|g^k\| (k = 1, \ldots, m)$ are allowed to be nonzero. It is shown in [6] that a feasible solution $\tilde{x}$ can be randomly generated in this case such that

$$E(\tilde{x}^T A \tilde{x}) \leq \frac{(1 - \max_{k=1,\ldots,m} \|g^k\|)^2}{4 \ln(4mn \cdot \max\{\text{rank}((F^k)^T F^k)\})} \cdot v(\text{SDP}),$$

where $E(\cdot)$ is the expectation function. To be mentioned, the $n$ in the denominator should be $n + 1$ according to the proof in [3].
This paper is organized as follows. By directly applying the extended Pataki’s procedure, i.e., the algorithm RED in [1], we show in Section 2 that both (5) and (6) can be further improved. Our main result is shown in Section 3. We propose a sharper analysis on the semidefinite approximation bound for (ECQP). More detailedly, from an optimal solution of (SDP), a feasible solution \( x \) for (ECQP) can be generated, which satisfies that

\[
 f(x) \leq \frac{(1 - \gamma)^2}{(\sqrt{\tilde{r}} + \gamma)^2} \cdot v(SDP),
\]

where \( \tilde{r} = \min \left\{ \left\lfloor \frac{\sqrt{8m + 17} - 3}{2} \right\rfloor, n + 1 \right\} \) and \( \gamma \) is defined the same as in Theorem 1.3. This bound improves the result shown in Theorem 1.3 in the order \( m \), i.e., from \( O(1/m) \) to \( O(1/\sqrt{m}) \).

Moreover, in Section 4, for a special case of (ECQP), i.e., the assignment-polytope constrained QP problem (AQP), we show a strictly improved approximation bound compared to the result in [2]. Although, it is claimed in [9] that this ratio can be improved from \( 1/O(n^3) \) to \( 1/O(n^2 \log(4n^4)) \), the analysis technique therein only works for a special case of (AQP). At last, some conclusions are given.

**Notations.** Throughout the paper, \( A \succeq 0 \) stands for the matrix \( A \) is positive semidefinite, \( A \bullet B = \sum_{i,j=1}^{n} a_{ij}b_{ij} \) is the inner product of two matrices \( A, B \). Let \( \mathbb{R}^n \) and \( S^n_+ \) be the \( n \)-dimensional vector space and \( n \times n \) positive semidefinite symmetric matrix space, respectively. The notation “:=” denotes “define”.

### 2. Improved Approximation Bound for Two Special Cases

In this section, two special cases of (ECQP) are considered. Before giving the main results, we first restate the following key theorem given in [1] and omit the proof.

**Theorem 2.1 ([1]).** Let \( r \) be a positive integer. Suppose that (SDP) is solvable and

\[
 m + 1 \leq (r + 2)(r + 1)/2 - 1.
\]

Then (SDP) has a solution \( X^* \) for which \( \text{rank}(X^*) \leq r \).
It can be easily verified that (7) is equivalent to
\[
 r \geq \left\lceil \frac{\sqrt{8m + 17} - 3}{2} \right\rceil := r_0. \tag{8}
\]

Moreover, an algorithm called “algorithm RED” is proposed in [1] to find such a solution with rank less than or equal to \( r_0 \). This algorithm can be regarded as an extension of Pataki’s procedure [5, 6].

**Case I:** Let \( g^k = 0 \) for \( k = 1, \ldots, m \), and assume \( \sum_{k=1}^m (F^k)^T F^k \) is positive definite. In this case, by using (8), we can improve the result given in [4] to be as follows.

**Theorem 2.2.** Let \( X^* \) be an optimal solution of (SDP) with \( \text{rank}(X^*) \leq r_0 \), then a feasible solution \( x \) can be generated from \( X^* \), and we have
\[
 f(x) \leq \frac{1}{2 \ln(2(m + 1)\tilde{\mu})} \cdot v(\text{SDP}),
\]
where \( \tilde{\mu} := \min\{r_0 + 1, \max_{k=1, \ldots, m} \text{rank}((F^k)^T F^k)\} \) and \( r_0 \) is given in (8).

Since the proof of this theorem is almost the same as that in [4] except that we use an optimal solution of (SDP) with the rank being less than or equal to \( r_0 \) by (8) instead of \( m \), we omit the detail here.

**Case II:** We assume \( A \preceq 0, b = 0 \). Similar to Case I, by using (8), we can improve the approximation bound for the SDP relaxation that given in [9]. The new result is shown in the following theorem and the proof is omitted too.

**Theorem 2.3.** Let \( X^* \) be an optimal solution of (SDP) with \( \text{rank}(X^*) \leq r_0 \), then a feasible solution \( \tilde{x} \) can be generated from \( X^* \), and the expectation of the objective satisfies that
\[
 E(\tilde{x}^T A \tilde{x}) \leq \frac{(1 - \max_k \|g^k\|)^2}{4 \ln(4m\tilde{r}^2)} \cdot v(\text{SDP}),
\]
where \( \tilde{r} = \min\{r_0, n + 1\}, \tilde{\tau} = \min\{r_0, \max_k \{\text{rank}(F^k)^T F^k)\}\} \) and \( r_0 \) is given in (8).
3. Improved Approximation Bound for General Case

In this section, we consider (ECQP) in general case. We aim to analyze the approximation bound for (SDP). Before giving the main result, we first introduce the following theorem proposed in [7].

**Theorem 3.1 ([7]).** Let $X$ be a positive semidefinite matrix of rank $r$. Then, $B \cdot X \leq 0$ if and only if there is a rank-one decomposition

$$X = \sum_{i=1}^{r} w_i w_i^T$$

such that $w_i^T B w_i \leq 0$ for $i = 1, \ldots, r$.

Let $X^*$ be an optimal solution of (SDP) and $r$ be the rank of $X^*$. According to Theorem 2.1, we can assume $r$ satisfies (8).

Since $X_{n+1,n+1}^* = 1$, it can be easily checked that $B^* \cdot X^* = 0$ with

$$B^* = \begin{bmatrix} A & b \\ b^T & -v(SDP) \end{bmatrix}.$$ 

It follows from Theorem 3.1 that there are vectors $w_i = (u_i^T, t_i)^T \in \mathbb{R}^n \times \mathbb{R}$, $i = 1, \ldots, r$ such that

$$X^* = \sum_{i=1}^{r} w_i w_i^T,$$

and $w_i^T B^* w_i \leq 0$, $i = 1, \ldots, r$.

Therefore, we obtain

$$u_i^T A u_i + 2t_i b^T u_i \leq v(SDP) t_i^2, \quad i = 1, \ldots, r, \quad \sum_{i=1}^{r} \| F^k u_i + t_i g^k \| ^2 = B^k \cdot X^* + X_{n+1,n+1}^* \leq 1, \quad k = 1, \ldots, m,$$

$$\sum_{i=1}^{r} t_i^2 = X_{n+1,n+1}^* = 1.$$

It follows from (10) that

$$\| F^k u_i + t_i g^k \| ^2 / t_i^2 \leq 1 / t_i^2, \quad i = 1, \ldots, r, \quad k = 1, \ldots, m,$$

where $1/0 := +\infty$.  
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Then, according to (12) and (11), we have

\[
\min_{i=1,\ldots,r} \left\{ \max_{k=1,\ldots,m} \| F^k u_i + t_i g^k \|^2 / t_i^2 \right\} \leq \min_{i=1,\ldots,r} \{ 1/t_i^2 \} \\
\leq \max_{\sum_{i=1}^{r} t_i^2 = 1} \left\{ \min_{i=1,\ldots,r} \{ 1/t_i^2 \} \right\} \\
= \max_{\sum_{i=1}^{r} t_i^2 = 1, \ z \leq 1/t_i^2, \ i=1,\ldots,r} \{ z \} \\
\leq \max_{\sum_{i=1}^{r} 1/z = 1} \{ z \} \\
= r,
\]

where the last inequality actually can hold as an equality. Now, we have shown that there is an index \( \bar{r} \) such that

\[
\| F^k u_i / t_i + g^k \| \leq \sqrt{r}, \ k = 1, \ldots, m. \tag{13}
\]

Define

\[
\bar{x} := \begin{cases} \frac{u_i}{t_i}, & \text{if } b^T u_i / t_i \leq 0, \\
-\frac{u_i}{t_i}, & \text{otherwise,}
\end{cases}
\]

\[
\tau := \max\{ \tau \in [0,1] : \| \tau F^k \bar{x} + g^k \|^2 \leq 1, \ k = 1, \ldots, m \}.
\]

Now, we are ready to present our main result shown in the following theorem, which improves Theorem 1.3 significantly. Though the remaining proof of Theorem 3.2 is very similar to that of Theorem 1.3, we state the theorem and provide the detail proof here for the sake of completeness.

**Theorem 3.2.** Under Assumptions 1.1 and 1.2, the above construction gives a feasible solution \( x = \bar{x} \bar{\tau} \) satisfying

\[
f(x) \leq \frac{(1-\gamma)^2}{\sqrt{\tilde{r} + \gamma}} \cdot v(SDP), \tag{14}
\]

where \( \gamma = \max_{k=1,\ldots,m} \| g^k \| \) and \( \tilde{r} = \min\{ r_0, n+1 \} \).

**Proof.** To be mentioned, we only consider the case that \( m \) is not very large, i.e., \( m < n+1 \), otherwise \( \tilde{r} = n+1 \) and the approximation bound remains the same as that in Theorem 1.3. We first estimate \( \bar{\tau} \). Fix any
\( k \in \{1, \ldots, m\} \). Then from (13), we can get that \( \|F^k \bar{x} + g^k\| \leq \sqrt{r} \) if \( b^T \bar{\tau}/t_\tau \leq 0 \). Otherwise, we have
\[
\|F^k \bar{x} + g^k\| = \|- (F^k u_\tau/t_\tau + g^k) + 2g^k\| \leq \sqrt{r} + 2\|g^k\|.
\]
Therefore, for any \( \tau \in [0, 1] \), we obtain
\[
\|F^k(\tau \bar{x}) + g^k\| = \|\tau(F^k \bar{x} + g^k) + (1 - \tau)g^k\| \leq \tau(\sqrt{r} + 2\|g^k\|) + (1 - \tau)\|g^k\|.
\]
Whenever \( \tau \leq (1 - \|g^k\|)/(\sqrt{r} + \|g^k\|) \), it can be easily checked that \( \|F^k(\tau \bar{x}) + g^k\| \leq 1 \) since \( \|g^k\| \leq 1 \). Thus,
\[
\tau \geq \min_{k=1, \ldots, m} \frac{1 - \|g^k\|}{\sqrt{r} + \|g^k\|} = \frac{1 - \max_{k=1, \ldots, m} \|g^k\|}{\sqrt{r} + \max_{k=1, \ldots, m} \|g^k\|},
\]
where the equality is due to the fact that \( f(\gamma) = (1 - \gamma)/(\sqrt{r} + \gamma) \) is a decreasing function for \( \gamma \in [0, 1] \).

Since \( \tau \in [0, 1] \), we have \( \tau \geq \tau^2 \) and thus
\[
f(\tau \bar{x}) = \tau^2 \bar{x}^T A \bar{x} + \tau b^T \bar{x}
\leq \tau^2 \bar{x}^T A \bar{x} + \tau^2 b^T \bar{x}
\leq \tau^2 \bar{x}^T A \bar{x} + \tau^2 b^T \bar{\tau}/t_\tau
= \tau^2 (u_\tau^T A u_\tau + t_\tau^T u_\tau)/t_\tau^2
\leq \tau^2 v(SDP),
\]
where (15) holds because \( b^T \bar{x} \leq b^T u_\tau/t_\tau \), which is implied by the choice of \( \bar{x} \), and (16) follows from (9). By Assumptions \( \ref{assump:1} \) 0 is a feasible solution to (ECQP) and hence \( v(SDP) \leq v(ECQP) \leq f(0) = 0 \). Then the proof is completed if we set \( \tau = \tau^2 \).

Notice that Theorem \( \ref{thm:3.2} \) remains the same as Theorem \( \ref{thm:1.3} \) when \( m = 1, 2 \) since
\[
m = \left\lceil \frac{\sqrt{8m + 17} - 3}{2} \right\rceil \text{ when } m = 1, 2.
\]
However, it strictly improves Theorem \( \ref{thm:1.3} \) when \( m \geq 3 \) since
\[
m > \left\lceil \frac{\sqrt{8m + 17} - 3}{2} \right\rceil \text{ when } m \geq 3.
\]

For the special case that \( g^k = 0 \) for \( k = 1, \ldots, m \) and there is a \( k \) such that \( (F^k)^T F^k \) is positive definite, our bound (14) strictly improves (5) when \( m \leq 323 \).
4. Application to the assignment-polytope constrained quadratic program

In this section, we consider the following assignment-polytope constrained quadratic program:

\[
\begin{align*}
\text{min} & \quad f(x) = x^T Ax + 2b^T x \\ 
\text{s.t.} & \quad x \in F,
\end{align*}
\]

where \( F = \{ x \in \mathbb{R}^{n^2} : \sum_{i=1}^{n} x_{i,j} = 1, \sum_{j=1}^{n} x_{i,j} = 1, i, j = 1, \ldots, n, x_{i,j} \geq 0 \} \). Denote by \( \bar{p} \) and \( \underline{p} \) the maximal and minimal objective values \( f(x) \) over \( F \), respectively. Then, an \( \epsilon \)-minimal solution (\( \epsilon \in [0, 1] \)) for \( (\text{ASQP}) \) is defined as an \( x \in F \) such that

\[
\frac{f(x) - \underline{p}}{\bar{p} - \underline{p}} \leq \epsilon.
\]

Fu et al.\[2\] showed that a \( \left(1 - \frac{1}{n^2(2n-2)} + \frac{1}{n^3(2n-2)}\right) \)-minimal solution can be found in polynomial time.

Since all the vectors satisfying the equality constraints in \( F \) can be expressed as

\[
x = \frac{1}{n} e + Ny, \quad y \in \mathbb{R}^{(n-1)^2},
\]

where \( N \in \mathbb{R}^{n^2 \times (n-1)^2} \) is the matrix basis of the null space for the equality constraints, and \( e \in \mathbb{R}^{n^2} \) is the vector of all ones, the feasible region \( F \) in terms of \( y \) becomes

\[
-\frac{1}{n} \leq N_i y \leq 1 - \frac{1}{n}, \quad i = 1, \ldots, n^2,
\]

where \( N_i \) is the \( i \)th row of \( N \).

Now, we can reformulate \( (\text{ASQP}) \) as instances of \( (\text{ECQP}) \) in terms of \( y \):

\[
\begin{align*}
\text{min} & \quad h(y) = \left(\frac{1}{n} e + Ny\right)^T A \left(\frac{1}{n} e + Ny\right) + 2b^T \left(\frac{1}{n} e + Ny\right) \\ 
\text{s.t.} & \quad \left(2N_i y + \left(\frac{2}{n} - 1\right)\right)^2 \leq 1, \quad i = 1, \ldots, n^2.
\end{align*}
\]

As a corollary of (6), Ye \[9\] gave an approximation algorithm, which generates a feasible point \( \tilde{y} \) such that

\[
E(\tilde{y}^T N^T A N \tilde{y}) \leq \frac{1}{n^2 \log(4n^4)} \cdot v(\text{ASQP}'),
\]

\[9\]
under the assumption that \( h(y) \) is homogeneous and \( N^T A N \preceq 0 \). We notice that Ye’s result is very special since \( h(y) \) is nonhomogeneous even when \( f(x) \) is homogeneous.

Before applying Theorem 3.2 to \( (ASQP') \), we can easily see that

\[
\gamma = \max_{k=1,\ldots,m} \|g^k\| = 1 - \frac{2}{n} \geq 0
\]
as \( n \geq 2 \). Then, it follows from Theorem 3.2 that we can find a feasible solution \( y \) such that

\[
h(y) - h(0) \leq g(n) \cdot (v(SDP) - h(0)) \leq g(n) \cdot (v(ASQP') - h(0)), \quad (19)
\]

where

\[
g(n) := \frac{4}{n^2 \left( \sqrt{\frac{\sqrt{8n^2+17}-3}{2}} + 1 - \frac{2}{n} \right)^2}.
\]

Now, for \( (ASQP) \), we have

**Corollary 4.1.** We can find a \((1-g(n))-minimizer of (ASQP) in polynomial time.**

**Proof.** We fist find a vector \( y \) satisfying (19) and then generate \( x \) according to (17). Since

\[
f(x) = h(y), \quad f \left( \frac{1}{n} e \right) = h(0) \leq \overline{p}, \quad v(ASQP') = v(ASQP) = \overline{p},
\]
it follows from (19) that

\[
f(x) \leq f \left( \frac{1}{n} e \right) + g(n) \cdot \left( \overline{p} - f \left( \frac{1}{n} e \right) \right) \]
\[
= (1 - g(n)) \cdot f \left( \frac{1}{n} e \right) + g(n) \cdot \overline{p} \]
\[
\leq (1 - g(n)) \cdot \overline{p} + g(n) \cdot \overline{p}
\]

Therefore, it holds that

\[
\frac{f(x) - \overline{p}}{\overline{p} - \overline{p}} \leq \frac{(1 - g(n)) \cdot \overline{p} + g(n) \cdot \overline{p} - \overline{p}}{\overline{p} - \overline{p}} = 1 - g(n).
\]
The proof is complete. □

Our new bound strictly improves that of Fu et al. [2] since

\[
1 - \frac{1}{n^2(2n - 2)} + \frac{1}{n^3(2n - 2)} > 1 - \frac{1}{2}g(n) > 1 - g(n),
\]

which can be verified as follows by noting \( n \geq 2 \):

\[
g(n) = \frac{4}{n^2 \left( \sqrt{\frac{\sqrt{8n^2 + 17} - 3}{2}} + 1 - \frac{2}{n} \right)^2}
\]

\[
> \frac{4}{n^2 \left( \sqrt{2n - 0.7} + 1 - \frac{2}{n} \right)^2} \quad \text{(since } \sqrt{8n^2 + 17} < \sqrt{8n + 1.6})
\]

\[
> \frac{4}{n^2 \left( \sqrt{2n + 0.3} + 1 - \frac{2}{n} \right)^2}
\]

\[
> \frac{4}{n^2 \left( \sqrt{2n + 1.1} - \frac{2}{n} \right)^2} \quad \text{(since } \sqrt{2n + 0.3} < 4\sqrt{2\sqrt{n} + 0.1})
\]

\[
> \frac{4}{n^2 \left( \sqrt{2n + 1.1} \right)^2}
\]

\[
> \frac{4}{n^2 \left( 0.7\sqrt{8\sqrt{n}} \right)^2} \quad \text{(since } \sqrt{2\sqrt{n} + 1.1} < 0.7\sqrt{8\sqrt{n}})
\]

\[
> \frac{1}{n^3}
\]

\[
= 2 \left( \frac{1}{n^2(2n - 2)} - \frac{1}{n^3(2n - 2)} \right).
\]

5. Conclusion

In this paper, we have proposed an improved analysis of the semidefinite approximation bound for nonconvex quadratic optimization problem with ellipsoid constraints. Two special cases are also discussed. As an application, we strictly improves the approximation bound for the assignment-polytope constrained quadratic program. It is still need to be further investigated whether the new bounds are tight or not.
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