Abstract

This paper defines CLTLB\((D)\), an extension of PLTLB (PLTL with both past and future operators) augmented with atomic formulae built over a constraint system \(D\). The paper introduces suitable restrictions and assumptions that make the satisfiability problem decidable in many cases, although the problem is undecidable in the general case. Decidability is shown for a large class of constraint systems, and an encoding into Boolean logic is defined. This paves the way for applying existing SMT-solvers for checking the Bounded Reachability problem, as shown by various experimental results.

1 Introduction

Many extensions of temporal logic or automata have been proposed with the goal of verifying infinite-state systems. Among the many extensions of Propositional Linear Temporal Logic (PLTL), there have been proposals of allowing formulae which may include arithmetic constraints belonging to a specific constraint system [6, 10]. These logics are well-suited to define properties of infinite-state systems, but, unfortunately for the aim of automatic verification, previous results have also shown the undecidability of the satisfiability problem, at least in the general case [12]. Here we define a more general logic, called CLTLB\((D)\), which is an extension of PLTLB (PLTL with Both future and past operators), allowing arithmetic constraints belonging to a generic constraint system. To cope with undecidability, already known for the less general case above, we introduce suitable assumptions concerning the structure of models, but without any syntactic restriction on formulae. Models only consider partial valuations of arithmetic variables: the satisfiability of CLTLB\((D)\) then turns to be decidable, provided that the constraint system \(D\) has a decidable decision procedure. We then define the Bounded Reachability Problem (BRP) for CLTLB\((D)\), which can be decided by showing its equivalence to the satisfiability of CLTLB\((D)\) over partial valuations. We realized a Bounded Reachability Checker by using SMT-solvers natively implementing decision procedures for Quantifier-Free Integer Difference Logic with Uninterpreted Functions (QF-UFIDL) and Quantifier-Free Linear Integer Arithmetic with Uninterpreted Functions (QF-UFLIA). Experimental results using the Zot toolkit [18, 20] show that, the greater expressiveness of CLTLB\((D)\) notwithstanding, the encoding of the propositional part is considerably faster and with smaller memory footprint than existing encodings of PLTL based on SAT.

The paper is structured as follows. Section 2 relates on the state of the art in extending PLTL with constraint systems. Section 3 introduces CLTLB\((D)\), while Section 4 presents various decidability and undecidability results. Section 5 introduces and solves the BRP. Section 6 defines an encoding of CLTLB\((D)\) into logics suitable for SMT-based verification. Section 7 relates on the performance of experimental results of the original SAT-based plugins of Zot with the SMT-based ones on a number of examples taken from different application domains. Finally, Section 8 draws a few conclusions and outlines future research.

2 State of the art

Among the various proposals of extension of LTL, CLTL (Counter LTL) has been defined in [6]. CLTL is, essentially, Propositional LTL with future operators (PLTL), with in addition terms that are arithmetic constraints in Integer Difference Logic (DL). However, by reducing the recurrence problem for Minsky machines to the satisfiability of a CLTL
formula, it is shown that the logic is undecidable, hence unsuitable for automatic verification.

A generalization of CLTL is CLTL(D) [10], where the arithmetic constraints belong to a general constraint system D. If D has an intrinsic counting mechanism, i.e., it contains equality and a binary injective relation R such that its graph is a DAG, then CLTL(D) is undecidable. Indeed, a relation satisfying the hypothesis of the theorem generalizes the “successor” function and can be used to define constraints of the form y = z + 1. [12] proves the undecidability of the satisfiability problem of CLTL(D), which is the restriction of CLTL(DL) to formulae with at most m variables and of depth less or equal to l. CLTL(D) is shown to be \( \Sigma^1_1 \)-hard for \( m > 1 \) and \( l > 1 \), while CLTL(DL) is shown to be PSPACE-complete.

For practical model-checking, a large variety of infinite-state systems can be effectively represented by counters systems. In this case, interesting results on verifying safety and reachability properties can be obtained by constraining the control graph of the counters system to be flat [7, 5], i.e., no control state occurs in more than one simple cycle. Properties are defined by means of Presburger arithmetic constraints but they are not considered in the framework of any temporal logic, for instance, like CLTL or CLTL(DL) described above. In [11], authors extend some results about flat systems to more general classes of infinite-state systems in which some first-order extensions of CTL* have decidable model-checking.

To cope with undecidability, [8] describes a reduction of infinite BMC to a satisfiability problem of Boolean constraints formulae. By translating LTL formulae into a corresponding Büchi automaton, a BMC problem is reduced to the satisfiability of a mixed arithmetic-Boolean formula. The authors also give a proof of soundness and completeness for the U-free fragment of the logic. In this case, the BMC problem is solved by means of a loop-free encoding, since U-free formulae can always be translated into an automaton over finite words accepting a prefix of all infinite paths which satisfy it. In all other cases, generic LTL formulae are translated into a corresponding Büchi automaton with acceptance conditions involving an implicit periodicity constraint over counters. However, this translation does not work when counters do not behave periodically. For instance, consider a transition system defining a non-periodic, strictly-increasing counter x starting at 0. Property \( \forall \mathcal{U}(x < 0) \) does not hold for this system, but the Büchi automaton corresponding to its negation imposes a periodic constraint over the sequence of values of x, which cannot be satisfied. Hence, using the translation outlined above, verification of formula \( \forall \mathcal{U}(x < 0) \) for the strictly-increasing counter improperly yields true.

We define a complementary, purely descriptive, approach which solves this problem. It is also aimed at solving reachability problems for infinite-state systems whose propositional, possibly periodic, behaviors induce a finite prefix of values of variables and satisfying a CLTL(D) specification, instead of LTL properties just over arithmetic constraints.

3 A Temporal Logic over Constraint Systems

This section presents an extension to Kamp’s [16] PLTLB, by allowing formulae over a constraint system. As suggested in [6], and unlike the approach of [9], the propositional variables of this logic are Boolean terms or atomic arithmetic constraints.

Let V be a set of variables; a constraint system is a pair \( D = \langle D, \Pi \rangle \) where D is a specific domain of interpretation for variables and constants and \( \Pi \) is a family of relations on elements of D. An atomic D-constraint is a term of the form \( R^n(x_1, \ldots, x_n) \), where \( R^n \) is an n-ary relation on D and \( x_1, \ldots, x_n \) are variables. D-valuation is a mapping \( v : V \rightarrow D \), i.e., an assignment of a value in D to each variable. A constraint is satisfied by a D-valuation v, written \( v \models R(x_1, \ldots, x_n) \), if \( (v(x_1), \ldots, v(x_n)) \in R \).

Let \( AP \) be a set of atomic propositions and \( D = \langle D, \Pi \rangle \) a constraint system. CLTLB(D) is defined as an extension of PLTLB, by combining Boolean atoms with arithmetic temporal terms defined in D. The resulting logic is actually equivalent to the quantifier-free fragment of FOLTL [13] over signature \( \{ \Pi, AP \} \). The syntax of CLTLB(D) is defined as follows:

\[
\phi := \left\{ \begin{array}{ll}
\{ p \mid R(\varphi_1, \ldots, \varphi_n) \} & \phi \land \psi \mid \neg \phi \\
\mathbf{X} \phi & \mathbf{Y} \phi \mid \phi \mathbf{U} \phi \mid \phi \mathbf{S} \phi \\
\varphi & = x \mid X \varphi \mid Y \varphi
\end{array} \right.
\]

where \( p \in AP \), \( x \in V \), \( \mathbf{X} \) and \( \mathbf{Y} \) are the usual “next” and “previous” operators, \( \mathbf{U} \) and \( \mathbf{S} \) are the usual “until” and “since” operators, \( R \in \Pi \), \( X^2 \) and \( Y^2 \) are shorthands for j applications of \( X \) and \( Y \) (e.g., \( X^2 \equiv XX \)). Each formula \( \varphi \) is called an arithmetic temporal term (a.t.t.). Its depth \( |\varphi| \) is the total amount of temporal shift needed in evaluating \( \varphi \):

\[
|\varphi| = \begin{cases} 0, & |x| = 0, \\
|X(\varphi)| = |\varphi| + 1, & |Y(\varphi)| = |\varphi| - 1.
\end{cases}
\]

Let \( \phi \) be a CLTLB(D) formula, \( x \) a variable and \( \Gamma_x \) the set of all a.t.t.’s occurring in \( \phi \) in which \( x \) appears. We define the “look-forwards” \( [\phi]_x \) and “look-backwards” \( \langle \phi \rangle_x \) of \( \phi \) relatively to \( x \) as:

\[
[\phi]_x = \max_{\varphi_i \in \Gamma_x} \{ 0, |\varphi_i| \}
\]

\[
\langle \phi \rangle_x = \min_{\varphi_i \in \Gamma_x} \{ 0, |\varphi_i| \}
\]
The above definitions may naturally be extended to the set $V$ of all variables (by letting $[\phi] = \max_{x \in V} \{[\phi]_x\}$, $[\phi]_x = \min_{x \in V} \{[\phi]_x\}$). Hence, $[\phi]$ is the largest (smallest) depth of all the a.t.t.’s of $\phi$, representing the length of the future (past) segment needed to evaluate $\phi$ in the current instant.

The semantics of a formula $\phi$ of CLTLB($\mathcal{D}$) is defined w.r.t. a linear time structure $\pi_{\sigma} = (S, s_0, I, \pi, \sigma, L)$, where $S$ is a set of states, $s_0$ is the initial state, $I : \{ j \mid [\phi] \leq j \leq -1 \} \times V \rightarrow D$ is an assignment, $\pi \in s_0 S^n$ is an infinite path, $\sigma : N \times V \rightarrow D$ is a sequence of $D$-valuations and $L : S \rightarrow 2^{AP}$ is a labeling function. From now on, the set of all sequences of $D$-valuations is denoted by $\Sigma$. Function $I$ defines the valuation of variables for each time instant in $\{ j \mid [\phi] \leq j \leq -1 \}$, i.e., for time instants before 0; this way $\sigma$ can be extended to a.t.t.’s. Indeed, if $\varphi$ is an a.t.t., $x$ is the variable in $\varphi$, $i \in N$ and $\sigma^i(x)$ is a shorthand for $\sigma((i,x))$, then:

$$\sigma^i(\varphi) = \left\{ \begin{array}{ll} \pi^i + |\varphi|(x), & \text{if } i + |\varphi| \geq 0; \\ I(i + |\varphi|, x), & \text{if } i + |\varphi| < 0. \end{array} \right.$$  

The semantics of a CLTLB($\mathcal{D}$) formula $\phi$ at instant $i \in N$ over a linear structure $\pi_{\sigma}$ is recursively defined by means of a satisfaction relation $\models$ as follows, for every formulae $\phi, \psi$ and for every a.t.t. $\varphi$:

$$\pi_{\sigma} \models p \iff p \in L(s_i) \text{ for } p \in AP $$

$$\pi_{\sigma} \models R(\varphi_1, \ldots, \varphi_n) \iff \left( (\sigma^i + |\varphi_1|)(x_{\varphi_1}), \ldots, (\sigma^i + |\varphi_n|)(x_{\varphi_n}) \right) \in R $$

$$\pi_{\sigma} \models \neg p \iff \pi_{\sigma} \not\models p $$

$$\pi_{\sigma} \models \varphi \land \psi \iff \pi_{\sigma} \models \varphi \text{ and } \pi_{\sigma} \models \psi $$

$$\pi_{\sigma} \models X \varphi \iff \pi_{\sigma + 1} \models \varphi $$

$$\pi_{\sigma} \models Y \varphi \iff \pi_{\sigma - 1} \models \varphi \land i > 0 $$

$$\pi_{\sigma} \models \varphi U \psi \iff \exists j > i : \pi_{\sigma} \models \psi \land \pi_{\sigma} \models \varphi \land i \leq n < j$$

$$\pi_{\sigma} \models \varphi S \psi \iff \exists 0 \leq j \leq i : \pi_{\sigma} \models \psi \land \pi_{\sigma} \models \varphi \land j \leq n < i$$

where $x_{\varphi_i}$ is the variable that appears in $\varphi_i$. The semantics of $\phi$ is well defined, as any valuation $\sigma$ is defined for all $i \geq [\phi]$, because of assignment $I$. A formula $\phi$ in CLTLB($\mathcal{D}$) is satisfiable if there exists a linear time structure $\pi_{\sigma} = (S, s_0, I, \pi, \sigma, L)$ such that $\pi_{\sigma} \models \varphi$ (in which case $\pi_{\sigma}$ is a model of $\varphi$). Without loss of generality, one may assume that all formulae are in positive normal form, where negation may only occur in front of atomic constraints. In fact, by introducing as primitive the connective $\forall$, the dual operators “release” $R$, “trigger” $T$ and “previous” $Z$ defined as: $\phi R \psi \equiv \neg (\neg \phi U \neg \psi)$, $\phi T \psi \equiv \neg (\neg \phi S \neg \psi)$ and $\phi Z \psi \equiv \neg Y \neg \phi$, and by applying De Morgan’s rules, every CLTLB formula can be rewritten into positive normal form.

4 (Undecidability of CLTLB($\mathcal{D}$))

As a first result, by exploiting well-know properties of PLTLB, we prove the equivalence of CLTLB($\mathcal{D}$) to CLTL($\mathcal{D}$) for a quantifier-free constraint system $\mathcal{D}$, w.r.t. initial equivalence. Then, as a corollary of results described in Section 2, we obtain the undecidability of CLTLB($\mathcal{D}$) for a large class of constraint systems.

In the following, as customary, we denote with $\pi$ a structure for a PLTLB formula.

Definition 1. Two PLTLB formulae $\phi, \psi$ are globally equivalent, written $\phi \equiv_{g} \psi$, if for all linear-time structures $\pi$ it is $\pi^i \models \varphi \iff \pi^i \models \psi$ for all $i \in N$. Two PLTLB formulae $\phi, \psi$ are initially equivalent, written $\phi \equiv_{i} \psi$, when $\pi^0 \models \varphi \iff \pi^0 \models \psi$ for all linear-time structures $\pi$.

In [15] it is shown that any PLTLB formula is initially equivalent to a PLTL formula, while the two logics are not globally equivalent (see [22] for details). In order to extend this result to the constrained case, we need to introduce new temporal operators. CLTLB($\mathcal{D}$), as defined in Section 3, includes the “non-strict” until (resp. since) operator, in which formula $\phi U \psi$ (resp. $\phi S \psi$) holds in an instant $i$ when $\psi$ holds in $i$, and only if $\phi$ holds starting from $i$. The “strict” version of until $U^\omega$, instead, does not require this:

$$\pi_{\sigma} \models \phi U^\omega \psi \iff \left\{ \begin{array}{ll} \exists j > i : \pi_{\sigma} \models \psi \land \\ \pi_{\sigma} \models \phi \land i < n < j \end{array} \right.$$  

and similarly for the strict since $S^\omega$. It is well known that the following global equivalences hold for any $\phi, \psi$:

$$X \phi \equiv_{g} U^\omega \phi, \quad \phi U \psi \equiv_{g} \psi \lor (\phi \land \phi U^\omega \psi);$$

$$Y \phi \equiv_{g} S^\omega \phi, \quad \phi S \psi \equiv_{g} \psi \lor (\phi \land \phi S^\omega \psi).$$

Using the previous equivalences, Gabby [14] proved that any PLTLB formula is globally equivalent to a separated PLTLB formula, i.e. a Boolean combination of formulae containing either $U^\omega$ ($U^\omega$-formulae) or $S^\omega$ ($S^\omega$-formulae), but not both. Since this theorem preserves all semantic properties, i.e., it is actually a rewriting syntactic procedure over formulae, it extends also to the case of CLTLB($\mathcal{D}$), provided that each arithmetic constraint is accounted as a propositional letter. In particular, a.t.t.’s $X \phi / Y \phi$ are not rewritten using strict-until-/since operators, but are considered as is, since their semantics depends on the underlying sequence $\sigma$ as defined before. Then, we need to show that $S^\omega$-formulae can be translated into initially equivalent $U^\omega$-formulae. More precisely, we prove the following:
Theorem 2. Any CLTLB($D$) formula is initially equivalent to a CLTL($D$) formula, while the two logics are not globally equivalent.

Proof sketch. We first prove that CLTL($D$) is not globally equivalent to CLTLB($D$) by providing a counterexample. Formula $\Diamond A$, where $A \in AP$, was shown in [13] to have no globally equivalent PLTL formula. Now, suppose $\phi$ is a CLTL($D$) formula globally equivalent to CLTLB($D$) formula $\Diamond A$. Then, for the above reason, it should constrain at least one of its arithmetic variables, by a non trivial arithmetic formula. Since $\top$ does not constrain any arithmetic variables, some of its models cannot be models of $\phi$.

To prove the initial equivalence we suppose each formula is written using only $U^>$ and $S^>$ operators, using the equivalences above. From Gabbay’s Separation Theorem such a formula can be rewritten to a separated CLTLB($D$) formula which is a Boolean combination of $S^>$- and $U^>$-formulae. The proof is concluded by noticing that any $S^>$-formula is trivially initially equivalent to false.

Corollary 3. Let $D = \langle D, \Pi \rangle$ be a constraint system where $\Pi$ contains equality and a binary relation $R$ such that $(D, R)$ is a DAG; then, satisfiability of CLTLB($D$) is undecidable.

In the following, in the case of a decidable constraint system $D$, we prove the decidability of the satisfiability and the model checking problems for CLTLB($D$) formulae for partial $D$-valuations, in which that for all computations the value of counters will be considered only for a fixed number of steps. The counting mechanism of $D$ is not altered along finite paths by means of constraints imposing periodicity of values of variables and all relations are still considered over infinite, possibly periodic, paths. This allows us to define a complementary approach to the one of [18], aimed at bounded satisfiability checking [19] and BMC of infinite-state systems. With this assumption, any periodic behavior which induces a finite, even periodic, prefix of values of variables ruled by the counting mechanism and satisfying a CLTLB($D$) formula, can be represented. An arithmetic variable varying over a bounded set may still be represented by its Boolean representation and be part of the propositional infinite paths. It is worth noticing that, since we limit the counting mechanism along finite paths, the partial model is an under-approximation, due to the intrinsic undecidability of the general problem.

Definition 4. Let $\phi$ be a CLTLB($D$) formula and $k \in \mathbb{N}$, then a k-partial $D$-valuation $\sigma_k$ for $\phi$ is a relation in $\{i \in \mathbb{Z} \mid i \geq [\phi_x] \} \times V \times D$ with the condition that for each variable $x$ occurring in $\phi$, its restriction over $\{i \in \mathbb{Z} \mid [\phi_x] \leq i \leq k + [\phi_x] \} \times \{x\} \times D$ is a function from $\{i \in \mathbb{Z} \mid [\phi_x] \leq i \leq k + [\phi_x] \} \times \{x\}$ to $D$. Then, $\Sigma_k$ is the set of all $k$-partial $D$-valuations for $\phi$.

Informally, $\sigma_k$ defines a unique value for each counter $x$ from 0 up to the bound $k$ by means of boundaries conditions in the intervals $\{i \in \mathbb{Z} \mid [\phi_x] \leq i < 0\}$ and $\{i \in \mathbb{Z} \mid k < i \leq k + [\phi_x]\}$, and it accounts for relations over infinite, even periodic, paths, after $k$. For the case of $k$-partial $D$-valuation one can define a semantics of CLTLB($D$) formulae. It coincides with the semantics of the (full) $D$-valuations except for the case of arithmetic relations $R$; namely:

$$\pi_k\sigma_k \models R(\varphi_1, \ldots, \varphi_n) \iff \forall y_1, \ldots, y_n \in D \text{ s.t. } \forall 1 \leq j \leq n, (i + [\varphi_j], x_{\varphi_j}, y_j) \in \sigma_k \text{ then } (y_1, \ldots, y_n) \in R,$$

where $x_{\varphi_j}$ is the variable that appears in $\varphi_j$. If $\sigma_k$ is a function, this semantics reduces exactly to the previous one. The satisfiability problem for a CLTLB($D$) formula $\phi$ over k-partial $D$-valuations is that of looking for a (partial) linear time structure $\pi_0 \sigma_k = (S, s_0, \pi, \sigma_k, L)$ such that $\pi_0 \sigma_k \models \phi$. It is worth noticing that the initialization function $I$ is implicit in the definition of $\sigma_k$.

Theorem 5. The satisfiability of a CLTLB($D$) formula $\phi$ over k-partial $D$-valuations is decidable when $D$ is decidable.

Proof sketch. Thanks to the initial equivalence of CLTLB($D$) and CLTLF($D$) formulae (Theorem 2), we assume without loss of generality that $\phi \in$ CLTLF($D$); moreover, we assume that a.t.t.’s do not appear negated (i.e., negated a.t.t.’s are transformed into the positive form of the complement relation) and that constraints in $\phi$ are in disjunctive normal form (i.e., disjunction of conjunction of propositions and a.t.t.’s). Let $C$ be the set containing all conjunctions of such terms, and let $A_\phi$ be the corresponding Büchi automaton whose alphabet is $A = \mathcal{P}(C)$. The satisfiability of $\phi$ is reduced to the emptiness of $L(A_\phi)$. In fact, if $L(A_\phi)$ is empty, then $\phi$ is unsatisfiable. If $L(A_\phi)$ is not empty, then $A_\phi$ has one or more strongly connected components that are reachable from an initial state and contain a final state. Hence, it is enough to check if there exists a path of length $k$ from the initial state (which also considers the initial values of the variables) that can be extended to one of the above components and which satisfies each constraint. This is decidable, because the consistency problem of $D$ is decidable. Finally, it can be shown that the finite sequence of variable assignments appearing in such a path of length $k$ can be extended to a k-partial $D$-valuation on which $\phi$ is satisfied, for example by using the empty relation outside those instants in which the valuation is required to be a function.

Section 6 computes an estimation of the complexity of problem for a large class of constraint system.
5 Bounded Reachability Problem

This section studies the bounded satisfiability of CLTLB(D) formulae by using a finite representation of infinite models. It is then shown that this entails the satisfiability of the same formula with respect to \( k \)-partial \( D \)-valuations. Finally, the section introduces the Bounded (existential) Reachability Problem (BRP) for Kripke structures, showing that BRP also admits a complete procedure.

First, we need to define a bounded semantics, i.e., a semantics of a formula on finite structures. Let \( k > 0 \), let \( \phi \) be a CLTLB(D) formula and let \( \tilde{\sigma}_k : \{ i \in \mathbb{Z} \mid [\phi]_x \leq i \leq k + [\phi]_x \} \times \{ x \} \rightarrow D \), for each \( x \in V \), called a local sequence, be a finite sequence of assignments to variables in \( V \). Informally, sequence \( \tilde{\sigma}_k \) is not only defined between instants 0 and \( k \), but it is bordered by two segments defining variable values before 0 and after \( k \), as shown also in Fig. 2. This is necessary to correctly define the value of all a.t.t’s in the interval from 0 to \( k \); in fact, the evaluation of an a.t.t. may involve also a bounded number of instants before instant 0 or after instant \( k \). Let \( \pi \in S^+ \), called a finite path. A finite path is cyclic if it is of the form \( usus \), for some \( s \in S \), \( u, v \in S^* \). A cyclic finite path can be considered a finite representation of an infinite one, e.g., \( u(sv)^\omega \).

If \( \pi \) is a cyclic path \( usus \), then a bounded semantics for \( \phi \) over \( \pi \) and local assignment \( \tilde{\sigma}_k \) is defined as in the case of a \( k \)-partial \( D \)-valuation of Section 4 by replacing \( \sigma_k \) with \( \tilde{\sigma}_k \) and \( \pi \) with \( u(sv)^\omega \).

The bounded semantics of temporal operators is the same as the one in 3, e.g.:

\[
\pi^i_{\tilde{\sigma}_k} \models_k R(\varphi_1, \ldots, \varphi_n) \iff (\tilde{\sigma}^{i+1+|\varphi_1|}_{k} (x_{\varphi_1}), \ldots, \tilde{\sigma}^{i+1+|\varphi_n|}_{k} (x_{\varphi_n})) \in R
\]

By using the bounded semantics, the following theorem holds:

**Theorem 6.** For every CLTLB(D) formula \( \phi \), if there exist \( k > 0 \), a finite path \( \pi \) of length \( k \) and a local assignment \( \tilde{\sigma}_k \) such that \( \pi\tilde{\sigma}_k \models_k \phi \) then \( \phi \) is satisfiable over \( k \)-partial \( D \)-valuations.

**Proof sketch.** The statement is proven by means of a completion of the sequence \( \tilde{\sigma}_k \) satisfying property 11. A legal completion may also involve undefined values: constraints encompassed in the loop of \( \pi\tilde{\sigma}_k \) can be suitably bordered. In particular, if \( \pi = uv\omega \) and \( l \) is the length of \( v \), for each variable \( x \) such that \( [\phi]_x > 0 \), \( \forall c \in D \), then \( \forall h \geq 0, (k + 1 + hl, x, c) \notin \tilde{\sigma}_k \). By exploiting the results in 3 and a syntactic rewriting of each \( D \) constraint with a propositional letter, which results in a formula \( \phi' \), from \( \phi \), satisfied by a propositional model \( \pi' \), then \( \pi' \models_k \phi' \) implies \( \pi' \models \phi' \).
Definition 7. A \( D \)-Kripke structure is a tuple \( M = \langle S, T, C, \lambda \rangle \) with a finite set of states \( S \), a transition relation \( T \subseteq S \times S \) between states, a set \( C \) of \( D \) relations on a.t.t.’s and a labeling function \( \lambda : S \to 2^{AP} \times C \).

Given a \( D \)-Kripke structure \( M \), a CLTLB\((D)\) formula \( \phi \) and an initial state \( s_0 \), the existential model checking (MC) problem amounts to checking if there exists a linear structure \( \pi_s \) such that \( \pi_s \models \phi \). Because of the undecidability results of Section 2 the existential MC problem must be redefined for \( k \)-partial \( D \)-valuations in order to have a decidable under-approximation. Thanks to the well-known representation of Kripke structures through LTL formulae, and by considering a.t.t.’s in \( C \) as atomic elements, it is possible to obtain a CLTLB\((D)\) formula \( \chi_M \) defining the “propositional” description of the language of \( D \)-Kripke structure \( M \). The \( k \)-partial \( D \)-evaluation model checking problem is defined as the satisfiability of \( \chi_M \land \phi \) over \( k \)-partial \( D \)-valuations.

Theorem 6 may be strengthened for \( D \)-Kripke structures when \( \phi \) is a reachability formula. Formula \( \phi \) is a reachability formula when it is of the form \( F \psi \), where \( \psi \) is a CLTLB\((D)\) formula without temporal operators (which are allowed only in a.t.t.). Then, the Bounded Reachability Problem (BRP) for \( M \) and \( \phi \) is defined as the existence of \( k > 0 \), a finite path \( \tau \) of length \( k \) and a local assignment \( \sigma_k \) such that \( \pi_{\sigma_k} \models \chi_M \land \phi \).

Corollary 8. For every reachability formula \( \phi \) in CLTLB\((D)\) and for every \( D \)-Kripke structure \( M \), the BRP is equivalent to the \( k \)-partial \( D \)-evaluation MC problem.

6 Encoding of the Bounded Reachability Problem

In this section the BRP is encoded as the satisfiability of a quantifier-free formula in the theory EUF \( \cup D \) (QF-UFD), where EUF is the theory of Equality and Uninterpreted Functions, provided that the set \( D \) includes a copy of \( \mathbb{N} \) and that EUF \( \cup D \) is consistent. The last condition is easily verified in the case of a union of two consistent, disjoint, stably infinite theories (as is the case for EUF and arithmetic). In [1] a similar encoding is described for the case of Integer Difference Logic (DL) constraints: in that case it results to be more succinct and expressive than the Boolean one: lengthy propositional constraints are substituted by more concise DL constraints and arithmetic (infinite) domains do not require an explicit finite representation. These facts, considering also that the satisfiability problem for the quantifier-free fragment of EUF \( \cup DL \) (QF-UFIDL) has the same complexity of SAT, make this approach particularly efficient, as demonstrated by the tests outlined in Section 7.

Under the above assumption, the proposed encoding is an effective proof of the decidability of the BRP over \( k \)-partial \( D \)-valuations. In the general case an estimation of the complexity of the satisfiability problem (for quantifier-free formulae) can be performed via the Nelson-Oppen Theorem [17] as shown in Corollary 9.

As discussed before, the BMC problem amounts to looking for a finite representation of infinite (possibly periodic) paths. The Boolean approach [3] encodes finite paths by means of \( 2k+3 \) propositional variables, while the same temporal behavior can be defined by means of one QF-UFD formula involving only one loop-selecting variable \( loop \in D \):

\[
\bigwedge_{i=1}^{k} (loop = i) \Rightarrow (L(s_{i-1}) = L(s_k)).
\]

If the value \( i \) of variable \( loop \) is between 1 and \( k \), then there exists a loop, and it starts at \( i \); notice that the formula \( loop = i \) is well defined since \( D \) contains a copy of \( \mathbb{N} \).

To encode a.t.t.’s, an arithmetic formula function, i.e., an uninterpreted function \( \tau : D \to D \), is associated with each arithmetic temporal subterm of \( \Phi \). Let \( \tau \) be such a subterm, then the arithmetic formula function associated with it (denoted by the same name but written in boldface), is recursively defined w.r.t. the sequence of valuations \( \sigma \) as:

\[
\begin{array}{c|c}
\tau & 0 \leq i \leq k \\
\hline
x & x(i) = \sigma^i(x) \\
X\alpha & \tau(i) = \alpha(i+1) \\
Y\alpha & \tau(i) = \alpha(i-1)
\end{array}
\]

If \( D \) includes a copy of \( \mathbb{Z} \), this semantics is well-defined between 0 and \( k \) thanks to the initialization function \( I \), otherwise we need to consider a shifted function \( \tau \) such that \( \tau(i, \cdot) = \sigma(i - \|[\phi]\|, \cdot) \).

The propositional encoding is based on the one presented in [4], which is modified to take also into account relations over a.t.t.’s. In the case of the Boolean encoding, the truth value of a PLTLB formula \( \Phi \) is defined w.r.t. the truth value of its subformulae. For each subformula \( t \), a set of Boolean variables \( \{t_i \}_{0 \leq i \leq k+1} \) is associated with it: if \( t_i \) holds, then subformula \( t \) holds at instant \( i \). Instant \( k+1 \) is introduced to more easily represent the instant in which the periodic behavior starts. The truth value of a CLTLB\((D)\) formula \( \Phi \) is defined in a similar way. The QF-UFD encoding, however, associates with each subformula \( t \) a formula predicate that is a unary uninterpreted predicate (denoted by the same name but written in boldface) \( \theta \in \mathcal{P}(D) \). When the subformula \( \theta \) holds at instant \( i \) then \( \theta(i) \) holds. As the length of paths is fixed to \( k+1 \) and all paths start from 0, formula predicates are actually subsets of \( \{0, \ldots, k+1\} \). Let \( \theta \) be a subformula of \( \Phi \), \( \alpha_1, \ldots, \alpha_n \) be a.t.t.’s and \( R \) be an \( n \)-ary
Temporal subformulae constraints define the basic temporal behavior of future and past operators, by using their traditional fixpoint characterizations:

\[
\begin{array}{c|c}
\theta & 0 \leq i \leq k+1 \\
p & \theta(i) \iff p \in L(s_i) \\
R(\alpha_1, \ldots, \alpha_n) & \theta(i) \iff R(\alpha_1(i), \ldots, \alpha_n(i)) \\
\neg \phi & \theta(i) \iff \neg \phi(i) \\
\phi \land \psi & \theta(i) \iff \phi(i) \land \psi(i) \\
\end{array}
\]

The complete encoding of \( \Phi \) consists of the logical conjunction of all constraints above, together with \( \Phi \) evaluated at the first instant along the time structure. If \( m \) is the total number of subformulae and \( n \) is the total number of temporal operators \( U \) and \( R \) occurring in \( \Phi \), then the Boolean encoding requires \((2k+3) + (k+2)m + (k+1)n = O(k(m+n))\) fresh propositional variables. The QF-UFD encoding requires only \( n + 1 \) integer variables (\( loop \) and \( j_\psi \)) and \( m \) unary predicates (one for each subformula).

As previously anticipated, if \( D \) is a consistent, stably infinite theory, \( \phi \) is a formula of length \( n \) and \( T(n) \) is the complexity of the satisfiability problem in \( D \) then, by the Nelson-Oppen Theorem, the satisfiability of a CLTLB(D) formula \( \phi \) over \( k \)-partial \( D \)-valuations can be solved in \( O(2^{n^2} (nk \log(nk) + T(nk))) \); moreover, if \( D \) is convex it can be solved in \( O(n^3 (nk \log(nk) + T(nk))) \).

**Corollary 9.** The satisfiability of a CLTLB(D) formula over \( k \)-partial \( D \)-valuations is NP-complete when \( D \) is DL, P when \( D \) is RDL (Real DL) and 4-EXPTIME when \( D \) is LIA (Linear Integer Arithmetic).

### 7 Experimental Results

The encoding presented in Section 6 for CLTLB(DL) has been implemented as a plugin of the Zot tool\(^1\). This implementation exploits SMT solvers as verification engines, and in particular it is based on the SMT-LIB\(^2\) to achieve independence from the particular SMT solver used\(^3\). The Zot plugin has been used to carry out a number of experiments on a variety of examples, old and new. For the sake of brevity, we do not report here the full experimental data\(^4\) and we only briefly summarize them in an informal way.

We carried out two kinds of experiments. First, we used the new encoding to perform BMC on a set of previously defined PLTLB specifications, to compare the performances of the new Zot plugin w.r.t. the existing SAT-based one presented in [20]. The SMT-based encoding showed considerable improvements in the vast majority of experiments, for both of the SMT solvers used. The recorded speedup (computed as the ratio \( T_{SAT}/T_{SMT} \)) was always substantial, and in many cases it was more than tenfold (often considerably more than that). For example, we repeated the experiments of [2] with the new encoding, and the average speedup in the overall verification time was around 2.4 with Z3, and 21.4 with Yices; we point out that the gains in performance were particularly significant for the most complex specifications.

In the second set of experiments we exploited also the new features of CLTLB(DL) w.r.t. PLTLB, and we used

---

1 Zot is available at home.dei.polimi.it/pradella.
2 As SMT solvers we used both Yices (yices.csl.sri.com) and Z3 (research.microsoft.com/en-us/am/redmond/projects/z3).
3 The data are available at home.dei.polimi.it/bersani.
the bounded reachability results presented in Section 5 to analyze some relevant aspects of non-trivial applications based on the Service-Oriented paradigm [1]. On examples that fall in the range of properties expressible through both CLTLB(DL) and PLTLB (e.g., those that involve only bounded domains), the performances of the SMT-based verification are, again, an order of magnitude better than the SAT-based one (the average performance speedup over such properties was 55 with Z3 and 7.4 with Yices).

8 Conclusions and Future Work

In this paper, we introduced the logic CLTLB(D), an extension of PLTLB allowing as subformulae arithmetic constraints belonging to a generic constraint system D. We introduced suitable assumptions concerning the structure of models, to make satisfiability of CLTLB(D) decidable, provided that D has, in turn, a decidable decision procedure. In this case, the Bounded Reachability Problem (BRP) for CLTLB(D) formulae can be solved by means of automatic software verification tools. We built a Bounded Reachability Checker by using SMT-solvers which natively implement decision procedures for QF-UFD when D is DL or LIA, with very encouraging experimental results.

Future work will compare the new arithmetic-based encoding with existing Boolean ones by means of a comprehensive set of tests; we also intend to define new extensions representing infinite behaviors of variables and search for suitable classes of formulae inducing actual \( \omega \)-periodic models.
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