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ABSTRACT Event detection by discovering frequent itemsets is very popular in sensor network communities. However, the recorded data is often a probability rather than a determined value in a really productive environment as sensed data is often affected by noise. In this paper, we study to detect events by finding frequent patterns over probabilistic sensor data under the Possible World Semantics. This is technically challenging as probabilistic records can generate an exponential number of possible worlds. Although several efficient algorithms are proposed in the literature, it is still difficult to mine probabilistic maximal frequent items (PMFIs) in large uncertain database due to the high time complexity. To address this issue, we employ approximate idea to further reduce the time complexity from $O(n\log n)$ to $O(n)$ and propose a two-step solution (Approximation Probabilistic Frequent Itemset-MAX, APFI-MAX in short) including PMFI candidates generation and PMFIs confirmation. We also provide the necessary proofs of our approximation method to make APFI-MAX more solid and convincing. Finally, extensive experiments have been conducted on synthetic and real databases, demonstrating that the proposed APFI-MAX always running faster than state-of-art methods under different parameter settings.

INDEX TERMS Uncertain database, probabilistic maximal frequent patterns, event detection.

I. INTRODUCTION

Event detection or monitoring is a key application for the environmental surveillance in sensor networks [2], [3]. For example, the sensor system should report a "on fire" to the base station to alarm the fire and trigger quick response [4]. One efficient approach for detecting such events is to mine maximal frequent items (FIs). The key idea of those solutions is to calculate all the frequent itemsets and defines events, whose attributions are beyond the frequent itemset description, as anomalous/dangerous observations, since the less frequent attributions indicate a lower occurrence chance.

However, raw data from devices is often affected by noise in many sensor applications due to the dynamics of physical environments and the possible faults of the sensing nodes, such as underground coal mine monitoring [5] and moving object search [6], etc. We name this noise-affected sensed data as probabilistic or uncertain data. An example of uncertain sensed noise data is illustrated in Table 1. Attributes A, B and C represent the events that the amount of gas, dust and water are under normal condition reported by a mine wireless sensor network system. Then corresponding associated probability indicates the possibility of the current records, e.g., the item $A(0.7)$ indicates the probability of the normal gas amount is 0.7.

| ID | Attributes |
|----|------------|
| T1 | (0.7),B(0.6),C(0.3) |
| T2 | B(0.8),C(0.6) |
| T3 | A(0.3),B(0.8) |
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In general, comparing to exact data, the main difference of uncertain data is that the existence of an item is associated with a likelihood measure or existential probability.

To interpret uncertain data, Possible World Semantics (PWS) is often adopted. Even if the PWS is intuitive and useful, the query evaluation and data mining is hard work. There is a probability number of possible worlds in PWS, for instance, Table 3 has $2^3 = 8$ possible worlds, and which is technically challenging for managing the big data. Thus, many algorithms are proposed to address the issue such as Dynamic-Programming Algorithm (DP) [7], Divide-and-Conquer Algorithm (DC) and Top-Down Inheritance of Support Algorithm (TODIS) [8], etc. However, with the size of data becomes larger, these algorithms are still not so efficient and with huge time complexity. In this paper, we study how to extract the FMPIs over uncertain database efficiently and employ approximate idea to further reduce the time complexity.

Our method generally consists of two steps: PMFI candidates generation and PMFIs confirmation. In the first step, to generate smaller candidates set, we improve Apriori algorithm by introducing support expectation of an itemset, which can reduce the candidates set effectively.

Moreover, we give and prove the bound for the support expectation of real PMFIs. In the second step, we present a top-down PMFIs confirmation framework APFI-MAX, which is proved more efficient than state-of-art framework TODIS-MAX [8]. Since probability mass function (pmf) of itemsets must be calculated in TODIS-MAX which is time consuming, we propose an approximation of pmf but high efficient for calculation inspired by the Central Limit Theorem. We also prove the inheritance of our approximation method which is the core of the top-down confirmation framework.

The main contributions of this paper are listed as follows:
- We introduce support expectation of the probabilistic frequent itemsets in candidate generating to reduce the candidate set, thus a novel PMFI generation method is obtained.
- An approximation for probability mass function (pmf) is proposed, which is high efficient in computation and suitable for the top-down PMFIs confirmation framework, due to the proved inheritance.
- We conduct experiments in both real databases and synthetic databases, showing that our algorithm can mine PMFIs with high efficiency, and perform better than the state-of-art approaches in many aspects.

II. RELATED WORK

Many researches focus on the discovery of frequent items (FIs) in exact database. And a set of efficient algorithms, such as the well-known Apriori and FP-growth are proposed. But it is difficult to measure the frequency of a queried itemset in uncertain database, because the support of an itemset in uncertain database is a random variable rather than a fixed occurrence counting. To address this issue, many methods in this area are presented and generally categorized into two groups by their distinct definitions on frequent items in uncertain database.

The methods in first group employ the expectation of the support to measure frequency and define frequent items, referred as the expected support-based frequent itemset [9]–[13]. In this definition, they compute the expectation of support and compare the result with a given threshold like U-Apriori [14], UFP-growth [15], etc. Those algorithms mostly extend from the approaches for mining FIs in exact database.

Point that the approaches based on expected support model may miss the important information of the frequent items in uncertain database. Moreover, they propose a new definition of frequent items in uncertain database, referred as the probabilistic frequent itemset (denote as PFIs) [16]–[24]. This definition introduces the sum of the frequent probabilities in Possible World Semantics (PWS) to capture more inherent information. A set of approaches are subsequently developed to mine PFIs such as DP [7] and DC [8].

However, these approaches are still not so efficient due to the exponential number of possible worlds. Recent research are focused on how to improve the efficiency. As the maximal frequent itemsets can efficiently represent all the frequent itemsets by their subset, some methods propose to only mine maximal frequent itemsets, which can certainly reduce the computing cost and memory size [8]. For example, Li and Zhang et al. [25] propose a new tree structure to mine the PMFIs more efficiently with a novel pruning strategy and Bai et al. [26] proposes a SelPMiner based on selective partitioning to mine maximal frequent itemset. However, their method in practice is a little time-consuming and can not been applied in very big data limited by the tree structure.

Meanwhile, it is worthy to notice that the above methods need computing probability mass function (pmf) whose time complexity is $O(n \log n)$. As the time complexity of the whole mining algorithm is at least $O(n \log n)$, it will be greatly time costing when dealing with very large data. Leung and Hayduk [27] presents a distributed computing method to make it possible to discover the frequent patterns in big data. Another promising solution on this problem is computing pmf in an approximation manner.

Several estimation-based methods are developed to settle this problem. In the probabilistic view, when the scale of data is large enough, the support of an itemset can be viewed as random variable following Poisson Binomial distribution [28], [29]. They make use of the properties of Poisson Binomial distribution to extract PFIs rather than getting the precise probability distribution. Although the set of results is imprecise, the algorithms like Poisson Distribution-based UApriori [28] and Normal Distribution-based UH-Mine can be evaluated in $O(n)$, which is much faster than the precise ones.

Moreover, learning-based methods, e.g., transfer learning [30], [31], meta learning [32] and representation learning [33] show great advantages over tradition methods.
when dealing with high dimensional data with complex pattern. However, we deem that learning-based methods can hardly applied in mining frequent itemset. One key issue of exploiting learning based methods is that they require inputs with fixed dimension while we can observe that dimension varies over different itemsets. Finally, heuristic and meta-heuristic algorithms [34]–[36] can obviously improve the efficiency of dealing with big data. Our further work will concern the methodology to accelerate process of mining frequent itemsets.

In this paper, we propose a further improved method to reduce the time in computing $pmf$ by approximate way with $O(n\log n)$ time complexity. Thus the proposed method can work faster than precise solutions. To further reducing the time for measuring the frequency, we provide a novel candidate algorithm to obtain more precise candidates with a smaller memory costing. Besides, we provide a variance and expectation estimation strategy in frequency measuring process. Owing to those technique, the proposed can spend less than estimation based methods in mining all PFMIs.

III. PROBLEM DEFINITION

A. UNCERTAIN TRANSACTION DATABASE AND POSSIBLE WORLD SEMANTICS

Table 2 shows a simple example of uncertain transaction database. The data is abstracted from the records of environment monitoring in coal mines. The records are usually recorded by wireless monitoring sensor [5] and important to protect safe working conditions in coal mines.

TABLE 2. An example of uncertain database.

| ID | Attributes | Prob |
|----|------------|------|
| T1 | ABCD       | 0.5  |
| T2 | BCD        | 0.6  |
| T3 | ABD        | 0.7  |

To interpret the uncertain database better, the Possible World Semantics (PWS) is often adopted. Conceptually, an uncertain database can be considered as a set of several (zero is included) exact database. Each line contains zero or more tuples in uncertain database. Table 3 shows a PWS generated from Table 2. PW5, for example, represents the occurrence of T2 and the absence of T1, T3 and its existing probability equals $(1 - 0.5) \times 0.3 \times (1 - 0.6) = 0.14$.

B. PROBABILISTIC FREQUENT ITEMSETS

As discussed, there are two definitions of the frequent itemsets on uncertain database. In this paper, we define an itemset as a Probabilistic Frequent Itemset (PFI) by the sum of its frequent probability in PWS [7]. Its formal definition is given in Definition 1.

| TABLE 3. A simple example of PWS generated from Table 2. |
|---------------------------------------------------------|
| PWid | Transactions | Sets of Items | Probability |
|------|--------------|---------------|-------------|
| PW0  | null         | null          | 0.06        |
| PW1  | T1           | ABCD          | 0.06        |
| PW2  | T1,T2        | ABCD,BCD     | 0.14        |
| PW3  | T1,T3        | ABCD,ABD     | 0.09        |
| PW4  | T1,T2,T3     | ABCD,BCD,ABD | 0.21        |
| PW5  | T2           | BCD           | 0.14        |
| PW6  | T2,T3        | BCD,ABD      | 0.21        |
| PW7  | T3           | ABD           | 0.09        |

Definition 1: An itemset is frequent if and only if the sum of the frequent probabilities of this itemset in PWS is larger than or equal to the given probabilistic threshold.

$$P(\text{sup}(X) \geq \text{minsup}) \geq \text{minpro}$$  \hspace{1cm} (1)

More intuitively, $P(\text{sup}(X) \geq \text{minsup})$ measures the probability of the occurrences of item $X$ are larger than a given minimum support $\text{minsup}$.

An observation is that if an item $X$ is a Probabilistic Frequent Itemset (PFI), all its subsets are PFIs too.

Definition 2: For a maximal probability frequent itemset $X$, it will satisfy that if $Y$ is probabilistic frequent and $X \subseteq Y$, then $X = Y$.

C. TODIS-MAX

Sun et al. [8] introduce an efficient algorithm for mining PMFIs named TODIS-MAX. The top-down framework is utilized in TODIS-MAX. Firstly, the candidates are generated by Apriori. Then the candidates are examined from size–1 to size–n. The advantage of TODIS-MAX over traditional method is that the long items which are potentially PFMs can be quickly yielded in finding candidates. However, the cost to get a probability mass function of an itemset is at least $O(n\log n)$, which makes it hard to do such work in big data. To settle this problem, we make an attempt to estimate the probability mass function and reduce the time complexity in this paper.

IV. ALGORITHM DESIGN

In this section, we will design our PMFIs mining algorithm, namely APFI-MAX. Two steps are included in APFI-MAX, candidates generation and PMFIs conforming. Firstly,
we exploit the bound of expectation in the process of yielding PMFI candidates. Moreover, we provide the proof for the expectation bound. Second, an algorithm is designed to extract all the PMFIs from candidates. In this algorithm, a method is presented to measure the frequency of candidates. Then, we prove the inheritance in the measuring method. At last, an estimation method of expectation and variance is given to further improve the efficiency of APFI-MAX. The advantage of the proposed APFI-MAX is time efficiency since APFI-MAX can reduce time consuming in candidates generation, frequency measurement and computation of variance and expectation. Consequentially, the mining precision is discounted as part of information loses when estimating frequency. Fortunately, the APFI-MAX’s impact on accuracy is trivial from experimental results.

A. GENERATE CANDIDATES

The same as the priori work [8], the traditional Apriori algorithm suffer from large candidate set, resulting inefficiency in later processing. This is because Apriori select candidates on the support of itemsets. According to Eq.1, X is a PFI if and only if \( P(sup(x) > T1) \) is larger than a given threshold. This property can be utilized to further accelerate the process of candidates generating. However, we find that computing \( P(sup(x) > T1) \) is non-trivial in practice.

To this aim, we discover a useful bound for \( sup(x) \) for all PMFIs. Specifically, for any PMFI X, we find that there exists a low bound \( T2 \) for \( E(X) \). Owing to \( T2 \), it is obvious that we can get a novel criterion for selecting PMFI candidates i.e., for a PMFI candidate, its support expectation must be larger than \( T2 \). Here, we reformulate the two judging criteria for PFIs candidates.

Algorithm 1 (CGEB) implements the procedure of generating the candidates for probabilistic maximal frequent itemsets based on expectation bound (based on Theorem1). This method improves Apriori by utilizing the low bound of expectation. In particular, line 8–10 calculates the expectation and variance for X to measure the frequency when we obtain all PMFIs. Lines 12–14 indicates that the scanning process is terminated once the expectation is larger than the low bound of expectation and support is no smaller than support threshold. Line 19 refers that the procedure will stop once there is no candidates generating.

The Bound of the Support Expectation of PMFIs: In the following, we will discuss how to lower bound \( T1 \), and give a formal formulation of the lower bound and upper bound of the support expectation of PMFIs and present some proofs to make it more convincing.

**Theorem 1:** For an itemset X in uncertain database UD, given the probabilistic support is \( T \) and probabilistic frequent threshold equals \( \tau \), we can get the lower bound and upper bound of the expectation, denoted \( lb(E(X)) \) and \( ub(E(X)) \) as follows.

\[
\begin{align*}
lb(E(X)) &= 2T + \frac{\ln \tau - \sqrt{\ln^2 \tau - 8\ln \tau}}{2} \\
ub(E(X)) &= T - \ln(1 - \tau) + \sqrt{\ln^2(1 - \tau) - 2\ln(1 - \tau)}
\end{align*}
\]

(3)

**Proof 1:** For an itemset X, we use \( \varepsilon \) to denote its expectation. According to Definition 1, we can get the following inequations.

\[
\begin{align*}
&P_x(sup(X) > T) \leq \tau \\
&P_x(sup(X) \geq T) > \tau
\end{align*}
\]

(4)

If we set \( T = (1 - \xi)\varepsilon \), i.e.,where \( 0 < \xi \leq 1 \), then \( T \geq \varepsilon \), according to the Chernoff Bound,

\[
P_x(sup(X) > T) = P_x(sup(X) > (1 - \xi)\varepsilon) > 1 - e^{-\frac{\xi^2}{2}}
\]
Based on the first inequality in Eq.4, we can get
\[ \tau > 1 - e^{-\frac{\varepsilon^2}{2T}} \]

Thus,
\[ \varepsilon < T - \ln(1-\tau) + \sqrt{\ln^2(1-\tau) - 2\ln(1-\tau)} \quad \text{if } \varepsilon \geq T \] (5)

If we set \( T = (1 + \xi)\varepsilon \), i.e., where \( \xi > 0 \), then \( \varepsilon < T \), according to the Chernoff Bound,
\[ P_r(X \geq T) = P_r(X \geq (1 + \xi)\varepsilon) \leq e^{-\frac{\xi^2}{2T}} \]

Based on the second inequality in Eq.4, we can get
\[ \tau < e^{-\frac{\varepsilon^2}{2T}} = e^{-\frac{(T-\varepsilon)^2}{T+\varepsilon}} \]

Thus,
\[ \frac{2T - \ln\tau - \sqrt{\ln^2(1-\tau) - 8\ln\tau}}{2} < \varepsilon \quad \text{if } \varepsilon \leq T \] (6)

From Eq.5 and Eq.6, we can obtain the range of \( \varepsilon \) is
\[ \left( \frac{2T - \ln\tau - \sqrt{\ln^2(1-\tau) - 8\ln\tau}}{2}, T - \ln(1-\tau) + \sqrt{\ln^2(1-\tau) - 2\ln(1-\tau)} \right) \]

Obviously, when given \( \text{minsup} = T \) and \( \text{minpro} = \tau \), the expectation of a probabilistic frequent itemset is surely larger than the lb(E(X)).

**B. OBTAIN PMFIs**

Upon obtaining the PMFIs candidates set \( C \), the next step is to confirm which itemsets in set \( C \) are real PMFIs by whether these frequencies are larger than a given threshold or not. However, to compute an itemset’s frequency, the probability mass function (pmf) of the itemset must be calculated, which is time-consuming due to the exponential number of possible worlds.

To check the PMFIs candidates in a more efficient way, we propose novel way to estimate the frequency inspired by the Central Limit Theorem. In practice, we find the estimation decreases only little checking accuracy but greatly reduces the checking time. Furthermore, we adopt a top-down PMFIs checking framework like TODIS-MAX [8], which means checking the candidates ordered by their length. We also prove that our estimation method has inheritance characteristic. That is to say, when a candidate is confirmed as a PMFI, its subsets in the candidates set \( C \) are PMFIs directly and need no checking.

To make it more clear, we give our PMFIs confirmation algorithm using frequency estimation and the top-down framework, named APFI-MAX in the following algorithm 2.

Algorithm 2 (APFI-MAX) shows the procedure to extract the probabilistic maximal frequent itemsets in the candidate set \( C \). Like others do, an top-down framework is employed. It is noticed that \( \text{Fre}_\text{Pre} \) records all the PFIs (PMFIs and non-PMFIs) in the previous step. Therefore, in line 6–8, if an itemset is a subset of the PFIs in \( \text{Fre}_\text{Pre} \), it is surely frequent. If not, line 9 measures its frequency in an estimation way. Thus, in the following, we will discuss how to estimate the frequency in Section IV-B1 and prove the inheritance characteristic of this kind of estimation in Section IV-B2.

1) FREQUENCY ESTIMATION

To measure the frequency, convolution computation is needed in \( O(n\log n) \) to get the probability mass function (pmf) for each itemset. This is greatly time costing. A motivation here is that we can find an efficient way to estimate the frequency rather than accurately computing it through pmf.

Given an itemset \( X \), according to Central Limit Theorem, it is known that \( \frac{X - E(X)}{\sqrt{\text{Var}(X)}} \) converges to the standard normal distribution in probability for sufficiently large databases [29]. Inspired by the above fact, we can obtain the following equation:

\[
P_r(X \geq T) = \sum_{n=1}^{N} p_n \left( 1 - \phi \left( \frac{T - E(X)}{\sqrt{\text{Var}(X)}} \right) \right)\]

\[
E(X) = \sum_{n=1}^{N} p_n \quad \text{Var}(X) = \sum_{n=1}^{N} p_n (1 - p_n) \]

(7)

It is not hard to understand the Eq.7. We can consider the every transaction which contains \( X \) as a single coin toss. A little difference is the probability in every toss is not
Algorithm 3 FM

INPUT Itemset X, minsup T, minpro τ, Expectation E, Variable e.

OUTPUT The Boolean Value of the Frequency for X.

Begin
if E ≥ ub(E(X)) then
    Return true
else
    Return the Frequency According to Eq. 6
End

Proof 2: Set minsup = T and minpro = τ, assuming the probability arraies associated with X and Y are [p_1, p_2, p_3, \ldots, p_n], and [p_1, p_2, p_3, \ldots, p_n, p_{n+1}, \ldots, p_{n+k}] respectively. Here k = sup(Y) - sup(X).

Because

\[
\begin{align*}
    P_r(sup(X) \geq T) &= 1 - \phi\left(\frac{T - E(X)}{\sqrt{Var(X)}}\right) \\
    P_r(sup(Y) \geq T) &= 1 - \phi\left(\frac{T - E(Y)}{\sqrt{Var(Y)}}\right),
\end{align*}
\]

and \(\phi(.)\) is an increasing function, it is equivalent to prove

\[
\frac{T - E(X)}{\sqrt{Var(X)^2}} > \frac{T - E(Y)}{\sqrt{Var(Y)^2}}. \tag{8}
\]

Recall that

\[
\begin{align*}
    E(Y) &= E(X) + \sum_{j=1}^{k} p_{n+j} \\
    Var(Y) &= Var(X) + \sum_{j=1}^{k} (p_{n+j} - p_{n+j})^2
\end{align*} \tag{9}
\]

If \(T \geq E(X)\), it is obvious that Eq. 8 is correct. In the other case \(T < E(X)\), the correctness of Eq. 8 can also be proved by using Eq. 9. The details will not be given here due to the space limitation.

In the following, we give the inheritance in frequency measurement in Theorem 4.

Theorem 4: If itemset X is probabilistic frequent obtained by Eq. 6, then for any Y \(\subseteq X\), Y will surely be satisfied to Eq. 6.

Proof 3: Theorem 4 can be obtained directly by Theorem 3.

C. EXPECTATION AND VARIANCE ESTIMATION

Given an itemset X, its expectation and variance are needed to estimate its frequency according to Eq. 7. So we will discuss how to calculate the expectation and variance of X in the following.

Here, we give two choices to achieve this. Firstly, since the preceding Apriori algorithm has scanned part of the database, the expectation and variance of itemset X in the scanned database can be calculated during the scanning process. As to the whole database, a reasonable estimation of \(E(X)\) and \(Var(X)\) are obtained by Eq. 10. This estimation will be used directly in frequency estimation and save a lot of time.

\[
\begin{align*}
    \hat{E}(X) &= \frac{E(X|D') \ast |D|}{|D'|} \\
    \hat{Var}(X) &= \frac{Var(X|D') \ast |D|}{|D'|}. \tag{10}
\end{align*}
\]

where \(D'\) is the scanned database, \(|.|\) is the size of the database. However, the scanned part generally can be considered as a sample of the population. It is not accurate if the associated probabilities of the item are skewly distributed. In experiments, we find that the accuracy of expectation and variance will greatly influence the estimation of frequency. So for the applications which require high accuracy, we recommend the second choice. That is scanning the whole database to get precise expectation and variance. Although it is somehow time-consuming, it will increase the accuracy.
of obtained PMFs. Thus, we adopt precise expectation and variance in this paper unless specifically stated. We also give some comparisons of these two strategies in experiments parts.

V. EXPERIMENTAL EVALUATION

In this section, we design and conduct experiments to evaluate the performance of the presented algorithms. To make experiments, we generate uncertain transaction database like other papers by making each tuple in exact database associated with a probability. The algorithms are evaluated on two synthetic datasets (T10I4D320K and T40I10D100K) generated by the IBM synthetic data generator and two real-life datasets (POWERC and KOSARAK) [18]. The detailed characteristics of these datasets are shown in Table 5.

### TABLE 5. Certain dataset characteristics.

| Dataset    | size     | average | min | max | #    |
|------------|----------|---------|-----|-----|------|
| T25I1D320KK| 320002   | 26      | 1   | 67  | 994  |
| T40I10D100K| 100000   | 39      | 4   | 77  | 1000 |
| POWERC     | 1040002  | 7       | 7   | 121 | 121  |
| KOSARAK    | 990002   | 8       | 1   | 2498| 41270|

Parameter Descriptions: There are three key hyperparameters that can significantly affect the APFI-max’s performance, including data size \( k \), minsup \( T \) and minpro \( \tau \). For selecting data size \( k \), we firstly count the number (denoted as \( K_{\text{real}} \)) of itemsets in each dataset \( (K_{\text{real}} = 100k, 100k, 1000k, 10000k \text{ in T10I4D100K, T40I10D100K, POWERC and KOSARAK, respectively}) \). When evaluating the impacts of data size (FIGURE 1, 3, 6, 7), we select the top 20%, 40%, 60%, 80% and 100% itemsets from each dataset, and then consider them as individual datasets. When evaluating the impacts of minsup \( (T) \) (FIGURE 2, 4) and minpro \( (\tau) \) (FIGURE 5), we fix \( k = 100\% \times K_{\text{real}} \) since the richest information are included with largest data size. For setting minsup \( (T) \), we first take the empirical settings recommended by TODIS-Max [8] as default values when varying data size \( k \) and varying minpro \( (\tau) \). For evaluating the impact of minsup \( (T) \), we increase with two kinds of interval. In particular, if minsup is smaller than 1%, the interval is 0.1% (T10I4D100K and KOSARAK). Otherwise, the increasing interval is 0.5% (T40I10D100K and POWERC). The default minpro is set as 0.6 empirically, recommended by reference [8]. To assess the impact of minpro, we increase the minpro with a fixed interval (0.1) in four datasets.

The rest of this section is organized as follows. In subsection V-A, we give the evaluation of the CGEB by comparing with Apriori, a very classical candidates generation algorithm. Then, the advantage of our proposed APFI-Max algorithm over TODIS algorithm is shown in subsection V-B. At last, we evaluate the accuracy of the result set produced by APFI-Max in subsection V-C.

### A. CGEB VS. APRIORI

This section provides a performance evaluation of our candidates generation algorithm CGEB under varying data size \( k \) and minsup \( T \). According to Theorem 1, CGEB will further reduce the candidates size than the classic Apriori algorithm, since CGEB introduces a novel judge criterion. That is to say, CGEB has a greater pruning ability than Apriori algorithm. Experiments in FIGURE 1 and FIGURE 2 also show the similar results under different parameters choices.

1) EFFECT OF DATA SIZE

In FIGURE 1, we perform CGEB and Apriori algorithms with different data size to evaluate their pruning effects. The relative minimum support is set to a fixed value. As shown in the FIGURE 1, the pruning effect of these two algorithms grows worse with the increasing of the data size. The reason is that when the data size is large, the expectations of frequent itemsets are mainly concentrated between the low bound and up bound in Eq.3, resulting in the bad effect on pruning. While it is worthy to mention that the proposed CGEB algorithm performs better than Apriori algorithm in all the cases.

2) EFFECT OF MINIMUM SUPPORT

In FIGURE 2, we perform CGEB and Apriori algorithms with different relative minsup to evaluate their pruning effects. To make fair comparison, the data size is set to a fixed value. As shown in FIGURE 2, the pruning effect of these two algorithms grows worse with the increasing of the relative minsup. The reason is similar to the above situation. The larger minsup will make expectations of frequent itemsets mainly concentrated between the low bound and up bound in Eq.3, resulting in a bad effect on pruning.

Meanwhile, these pruning effects greatly depend on the database. From the FIGURE 2, The pruning effects over the databases ‘T10I4D100K’ and ‘T40I10D100K’ are better than the effects over the other two databases. We find that the itemsets in ‘POWERC’ and ‘Kosarak’ have a strong inheritance.
In other words, the support difference between subsets and supersets is very little, which may make a bad effect on pruning.

### B. APFI-MAX ALGORITHM

This section provides a performance evaluation of APFI-MAX in running time when data size $k$, relative minsup $T_r$ and minpro $\tau$ varies respectively. To make comparisons with TODIS-MAX, a state-of-art for mining PMFIs algorithm, we also give its results in the same cases as APFI-MAX.

#### 1) EFFECT OF DATA SIZE

In FIGURE 3, we perform two algorithms with different data size to evaluate the scalability of the algorithms. Both of the relative minimum support and the minimum probabilistic threshold are set to fixed values. Note that even though the relative minimum support is fixed, the minimum support changes because the data size is different. As shown in the FIGURE 3, the running time of both algorithms increases linearly with the increasing of data size.

From FIGURE 3, we can see that APFI-MAX always performs better than TODIS-MAX under varying data size in all the four databases. Moreover, it is worth noticing that, the gap between the two lines is growing larger with the increasing of the data size. The reason may be that the time complexity of APFI-MAX is $O(n)$ and lower than TODIS-MAX whose time complexity is $O(n\log n)$. Thus, APFI-MAX algorithm will be much more efficient and scalable than TODIS-MAX when the dataset becomes larger.

#### 2) EFFECT OF MINIMUM SUPPORT

To evaluate the effect of the relative minimum support, the two mining algorithms are conducted with fixed data size and minimum probabilistic threshold. As seen in FIGURE 4, the running time for two algorithms reduces linearly with the increasing of the relative minimum support, and the proposed APFI-MAX outweighs TODIS-MAX in running time in all the cases in this figure.

Similarly, the gap between the two lines is getting smaller with the increasing of $T_r$. The reasons are as follows. On the one hand, the average support of the obtained frequent itemset is bigger when the minsup becomes larger which will make the gap becomes wider as discussed. On the other hand, the number of probabilistic frequent itemsets becomes smaller with the increasing of minsup, which makes the gap become narrower instead. As the gap between the two lines is getting narrow, we can conclude that the influence of minsup weighs more than the influence of frequent itemsets number.
3) EFFECT OF MINIMUM PROBABILISTIC THRESHOLD
We evaluate the effect of minimum probabilistic threshold with fixed minsup and datasize in different databases. The results are shown in FIGURE 5. APFI-MAX performs better in all cases. It is easy to understand higher minimum probabilistic threshold will result in less probabilistic frequent itemsets, which shortens the running time.

C. ACCURACY EVALUATION
In this section, since PMFI-MAX is an approximation of true PMFIs set, we want to give an accuracy evaluation of the proposed PMFI-MAX method. To evaluate the accuracy, we design a similarity measure in the following.

Suppose that $A$ is an approximate set of the true PMFI set $B$. The similarity of $A$ and $B$ (denoted as $S(A, B)$) is defined as Eq.11, i.e., the average of precision (the term $\frac{A \cap B}{A}$) and recall (the term $\frac{A \cap B}{B}$).

$$S(A, B) = \frac{A \cap B}{A} + \frac{A \cap B}{B}. \quad (11)$$

Effect of Data Size: In FIGURE 6, to evaluate the effect of data size, algorithms are conducted with fixed relative minsup and minpro. It is shown that the accuracy increases with the data size growing larger. The reason may be that as the data size becomes larger, the minsup becomes larger, resulting in a more accurate frequency estimation by the central limit theorem (Eq. 7). Meanwhile, from the FIGURE 6, it can be seen that no matter how large the data size, the accuracy is pretty high.

As we mentioned in Section IV-C, the expectation and variance can be rapidly estimated by Eq. 10. However, it will reduce the accuracy of obatained PMFIs. To illustrate it better, we give some comparisons on two mining strategies APFI-MAX-E and APFI-MAX in FIGURE 7. APFI-MAX-E estimates the expectation and variance by Eq. 10, and APFI-MAX estimates the expectation and variance using all the records in the database. Please notice that blue lines in FIGURE 6 is a local enlarged view of these lines in FIGURE 7.

From FIGURE 7, we can see that APFI-MAX undoubtedly outweighs APFI-MAX-E regardless of the size of the database. The reason is that APFI-MAX uses more precise expectation and variance which are important to the accuracy of the detected PMFIs. On the other hand, as the accuracy of APFI-MAX-E is also acceptable, APFI-MAX-E will be a choice if the application is not so focused on the accuracy but the efficiency.

VI. CONCLUSION
In this paper, we study the problem of how to efficiently detect dangerous event by mining probabilistic maximal
frequent itemsets (PMFIs) over noisy sensor data and present a two-step algorithm APFI-MAX which mines PMFIs in an approximation manner. In the first step, according to Chernoff Bound, we present a tight bound of the support expectation of an itemset, which can be utilized to generate more accurate PMFI candidates and largely reduce the size of the candidates set. In the second step, the probability distribution of a candidate is considered as the Normal Distribution and the frequency can be estimated rapidly without computing the probability mass function which is the most time-consuming step in the classic PMFIs mining algorithms. Then, we prove the inheritance of the frequency estimation which can be used to further accelerate the whole mining algorithm. Extensive experiments on different databases and parameters settings are designed and conducted, showing that the presented APFI-MAX always performs better than the state-of-art method TODIS-MAX.
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