Complex magnetic phases enriched by charge density waves in topological semimetals \( \text{GdSb}_x \text{Te}_{2-x-\delta} \)
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The interplay of crystal symmetry, magnetism, band topology and electronic correlation can be the origin of quantum phase transitions in condensed matter. Particularly, square-lattice materials have been serving as a versatile platform to study the rich phenomena resulting from that interplay. In this work, we report a detailed magnetic study on the square-lattice based magnetic topological semimetal \( \text{GdSb}_x \text{Te}_{2-x-\delta} \). We report the \( H-T \) magnetic phase diagrams along three crystallographic orientations and show that, for those materials where a charge density wave distortion is known to exist, many different magnetic phases are identified. In addition, the data provides a clue to the existence of an antiferromagnetic skyrmion phase, which has been theoretically predicted but not experimentally confirmed in a bulk material yet.

I. INTRODUCTION

Square-net materials that exhibit a delocalized, hypervalent chemical bond have been established to be a versatile material platform to host topological electronic states [1]. One interesting class of square-net compounds is the \( \text{MXZ} \) family that crystallizes in the PbFCl-structure, with space group \( P4_{\text{nmm}} \). An example is the topological nodal line semimetal \( \text{ZrSiS} \). Its crystal structure highlights a square net of Si-atoms, which are separated by a puckered Zis bilayer [2]. The band structure near the Fermi level (\( E_F \)) features linear band-crossings which mostly result from the Si \( p_{\text{z}} \) and \( p_{\text{y}} \) bands. Without spin-orbit-coupling (SOC), these linear band crossing points (Dirac nodes) connect to form a diamond-shaped loop.

In addition to such nonmagnetic topological materials, magnetic analogs can be also found in the \( \text{MXZ} \) family [3]. Particularly, \( \text{LnSbTe} \) materials (\( \text{Ln} = \text{lanthanide} \)) that are isostructural and isoelectronic to \( \text{ZrSiS} \) have been explored as promising candidates [4–11]. The introduction of magnetic order can significantly enrich the physics of \( \text{MXZ} \) compounds. For example, it provides an opportunity to access new topological electronic states by breaking time-reversal symmetry; furthermore, the control of magnetic order provides an additional knob to tune the electronic structure and drive it through a manifold of topologically distinct phases [4]. Such interplay of band topology and magnetism would be especially appealing for spintronic applications, such as topological antiferromagnetic spintronics [12].

Beyond the aforementioned properties, \( \text{LnSbTe} \) materials also provide a platform to study the physics of charge density waves (CDWs) when the compounds are off-stoichiometric. In the nonmagnetic \( \text{LaSb}_x \text{Te}_{2-x} \), Di-Masi et al. have reported that the CDW wave vector can be continuously tuned along with the Sb composition, \( x \), from 0 to 1, which is in accordance with the picture of continuous change of band filling and Fermi surface nesting [13]. As an extension, we recently explored the antiferromagnetic \( \text{GdSb}_x \text{Te}_{2-x-\delta} \) series (\( \delta \) indicates the vacancy-level) and found that this system can be tuned to have either commensurate or incommensurate lattice modulations depending on the Sb content. Compared to \( \text{LaSb}_x \text{Te}_{2-x} \), where CDW appears when \( x < 1 \), in \( \text{GdSb}_x \text{Te}_{2-x-\delta} \) the non-distorted tetragonal phase is stable for \( 0.85 < x < 1 \) [9].

Based on the observation of CDWs and band crossings protected by non-symmorphic symmetry [2, 14], we suggested a strategy for using the CDW as a tool to create idealized non-symmorphic Dirac semimetals in the \( \text{LnSbTe} \) phases [15]. We showed that the electronic structure of \( \text{GdSb}_{0.46} \text{Te}_{1.48} \) near \( E_F \) features clean non-symmorphic nodal-line Dirac states, while other states at \( E_F \) are suppressed by CDWs. Since the magnetic susceptibility is affected by the Fermi energy in nodal-line semimetals [16, 17], it would be of particular interest to understand the evolution of the magnetism with varying band filling (in this case, varying Sb content) in the \( \text{GdSb}_x \text{Te}_{2-x-\delta} \) system.

Here, we report a systematic study of the magnetic properties of \( \text{GdSb}_x \text{Te}_{2-x-\delta} \), with a focus on the compounds with CDW distortions (\( x < 0.85 \)). By magnetic susceptibility decoupling and mechanical detwinning, we are able to establish \( H-T \) magnetic phase diagrams along all three crystallographic orientations. The decoupled magnetic properties show clear in-plane magnetic anisotropy, pointing to the important role of the unidirectional CDW distortion in breaking the \( C_4 \) crystal symmetry. Based on the magnetic properties of eleven different compositions with \( H//c \), we also report an Sb-composition dependent phase diagram. Interestingly, the idealized non-symmorphic Dirac semimetal \( \text{GdSb}_{0.46} \text{Te}_{1.48} \) is found to exhibit an anomalously enhanced magnetic susceptibility in a narrow \( H-T \) phase regime. We discuss the possibility that this is a signature of an antiferromagnetic skyrmion phase. Overall, the rich magnetic phase diagrams are linked to the magnetocrystalline anisotropy and its delicate competition with other energy contributions. In order to understand the role...
of the out-of-plane magnetic exchange interaction, we also report the magnetic phase diagram of the antiferromagnetic van der Waals material GdTe$_3$, whose crystal structure features a similar CDW distorted square-net lattice and puckered GdTe bilayers, but exhibits fewer and weaker out-of-plane exchange couplings.

II. METHODS

Single crystals of GdSb$_x$Te$_{2-x-\delta}$ were grown by chemical vapor transport, using iodine as the transport agent. For more details of the growth conditions, see Ref. [9]. By varying the amount of Sb in the starting materials, a series of GdSb$_x$Te$_{2-x-\delta}$ single crystals with varying Sb content was obtained. The elemental composition was determined by energy dispersive x-ray spectroscopy (EDX) using a Verios 460 Scanning Electron Microscope with an Oxford energy dispersive x-ray spectrometer and with incident electron energy of 15 keV. Single crystals of GdTe$_3$ were grown by a self-flux method with excess of tellurium. The growth condition was the same as described in Ref. [18]. The magnetic properties were analyzed by a Quantum Design PPMS DynaCool system via the vibrating sample magnetometer (VSM) option.

III. RESULTS AND DISCUSSION

A. Magnetic behavior of GdSb$_{0.46}$Te$_{1.48}$

Two examples of GdSb$_x$Te$_{2-x-\delta}$ superstructures resolved by single-crystal x-ray diffraction for $x < 0.85$ are shown in Figs. 1(a) and (b), which correspond to GdSb$_{0.21}$Te$_{1.70}$ and GdSb$_{0.45}$Te$_{1.53}$, respectively [9]. Our prior study indicated that the measured effective magnetic moment for all GdSb$_x$Te$_{2-x-\delta}$ is close to the theoretical free-ion value of 7.94 $\mu_B$ for Gd$^{3+}$ with 4$f^7$ configuration [9]. Therefore, the ground state angular momentum of Gd is $J = 7/2$ ($S = 7/2$, $L = 0$). For the simplification of the discussion, we assume the Gd lattice to be of simple rectangular symmetry. Then, at least two nearest-neighbor (nn) magnetic exchange interaction terms, $J_{1a}$ and $J_{1b}$, and one next-nearest-neighbor (nnn) term, $J_{2}$, are expected to be responsible for the in-plane magnetic coupling. Since the structure also exhibits two puckered GdTe layers, which are stacked along the c-axis [Fig. 1(d)], a nn out-of-plane coupling, $J_{c}$, and a nnn out-of-plane coupling, $J_{c}'$, also play a role, as we will discuss below. As mentioned in the introduction, GdSb$_{0.46}$Te$_{1.48}$ was recently found to be a nearly ideal non-symmorphic Dirac nanometal with an almost “clean” Dirac node at the Fermi level [15]. For this reason, we begin our discussion with the magnetic behavior of GdSb$_{0.46}$Te$_{1.48}$.

Figure 2 shows the magnetic properties of GdSb$_{0.46}$Te$_{1.48}$ for $H//c$. The magnetic susceptibility for $\mu_0H = 0.1$ T reveals three magnetic transitions, $T_1 = 7.2$ K, $T_2 = 8.5$ K, and $T_N = 13.2$ K. Under increasing magnetic field, the temperature window between the $T_1$ and $T_2$ transitions gradually shrinks and disappears at a critical field of 1.1 T. Upon further field increase, the magnetic transitions shift to lower temperatures. Figure 2(c) shows the $MH$-data for field sweep between -9 T and 9 T. The almost linear field-dependent $MH$-curves and zero remanent magnetization suggest that the three magnetic ordered phases, AFM1, AFM2, and AFM3 are antiferromagnetic. The field-induced magnetic phase transitions are better revealed in the differential magnetic susceptibility curves [Fig. 2(f)].

To better understand these magnetic phases, we also explored the magnetic properties for fields parallel to the ab-plane. Since a magnetocry staline anisotropy is expected for the two in-plane crystallographic axes (a- and b-axis shown in Fig. 1), due to the unidirectional CDW distortion, we performed two sets of independent magnetization measurements for either $H//IP1$ or $H//IP2$. The results are shown in Figs. 3(a) and (b). IP1 and IP2 are aligned to be either parallel or perpendicular to a- and b-axes, respectively. For crystals that undergo a tetragonal to orthorhombic structural transition from high to low temperature, ferroelastic structural twinning is often observed in the lower-symmetry phase. Examples for this are the iron arsenide superconductors $AFe_2As_2$ ($A = Ca$, Sr and Ba) [19, 20], and $YBa_2Cu_3O_7$—x single crystals [21]. The same happens in the orthorhombic GdSb$_{2-x-\delta}$ system. The inset of Fig. 3(a) shows a polarized optical image of a GdSb$_{0.46}$Te$_{1.48}$ crystal with clear ferroelastic twinning. Magnetization measurements
on such crystals with fields aligned along either $H/IP_1$ or $H/IP_2$ consist of intrinsic magnetic responses from twin domains in which both $H/a$ and $H/b$ contribute; the weight of each intrinsic response depends on their relative domain volume ratio. If the volume of one type of domain is predominant over the other, the in-plane magnetic anisotropy can still be resolved. The temperature dependent magnetic susceptibility ($\chi$) at selected field range from 0.1 T to 9 T. The three magnetic transitions at 0.1 T are indicated by the arrows. (b) Map of the DC magnetic susceptibility in the parameter space of magnetic field and temperature. (c) The temperature derivative of the magnetic susceptibility ($d\chi/dT$) shows clear magnetic phase boundaries. (d) The magnetic phase diagram inferred from magnetic susceptibility measurements. PM indicate the paramagnetic phase. AFM1, AFM2, AFM3 are antiferromagnetic phases. The inferred spin orientations for AFM2 and AFM3 phases are also illustrated. (e) Sampled $MH$-data at selected temperatures. (f) The differential magnetic susceptibility, $\chi_{diff} = dM/dH$, derived from the $MH$-data shown in (e). The field induced magnetic transitions are indicated by the arrows for the data measured at $T = 6.8$ K, 8 K, and 12 K. Note that the magnetic susceptibility data from 2 K to 16 K was reported in Ref. [15], and is replotted here in (b) for the convenience of discussion.

To gain a better understanding on the magnetic anisotropy, we performed further $MH$-measurements for fields parallel to $IP_1$ and $IP_2$ [Figs. 4(a) and (b)]. Two spin-flop transitions can be observed at $\mu_0H \approx 1.7$ T and 5.7 T in the curves measured at $T = 2$ K and 3 K, as indicated by the arrows. For measurements on a single crystal that would only consist of a single domain, the intrinsic $MH$-data can be formally described as a function, $M_a(H)$ for $H/a$ and $M_b(H)$ for $H/b$. If mixed domains are present, the measured magnetization can be considered as a simple summation of the magnetization for the two species of domains (the negligible response from domain wall region is ignored).

\[
M_{IP_1}(H) = \lambda M_a(H) + (1 - \lambda) M_b(H) \tag{1}
\]

\[
M_{IP_2}(H) = \lambda M_b(H) + (1 - \lambda) M_a(H) \tag{2}
\]

where $M_{IP_1}$ and $M_{IP_2}$ denote the magnetization measured along $IP_1$ and $IP_2$ orientations, respectively, and $\lambda$ describes the volume fraction of the $a$-domain, in which the $a$-axis is parallel to $IP_1$ orientation. For $\lambda = 1$, the measurement for $H/IP_1$ is equivalent to $H/a$. From eqs. (1) and (2), the intrinsic magnetic response $M_a(H)$ and $M_b(H)$ can be derived:

\[
M_a(H) = \frac{-\lambda}{1 - 2\lambda} M_{IP_1}(H) + \frac{1 - \lambda}{1 - 2\lambda} M_{IP_2}(H) \tag{3}
\]

\[
M_b(H) = \frac{1 - \lambda}{1 - 2\lambda} M_{IP_1}(H) + \frac{-\lambda}{1 - 2\lambda} M_{IP_2}(H) \tag{4}
\]

Once $\lambda$ is known, the intrinsic magnetic response without a domain mixing effect can be obtained even though...
the measurements were performed on a crystal with CDW twin domains. Here we utilize the features of the field-induced spin-flop transitions at $\mu_0 H \approx 1.7$ T and 5.7 T [Fig. 4(a) and (b)] to evaluate $\lambda$. A detailed description of the $MH$-data decoupling is provided in the Supplemental Material. The intrinsic $MH$-response after decoupling is shown in Figs. 4(c) and (d).

Up to this stage, we have obtained two sets of intrinsic $MH$-data corresponding to field conditions of $H//a$ and $H//b$. However, which set of $MH$-curves corresponds to which field orientation is still unknown. To address this, we took advantage of mechanical detwinning. For orthorhombic crystals with in-plane ferroelastic twinning, external mechanical stress can tune the domain population [19, 20]. With mechanical detwinning, we took advantage of mechanical detwinning. For orthorhombic GdSb$_2$Te$_2$ crystals [19, 20]. Mechanical detwinning is able to facilitate the preferential growth of domains that have the short $b$-axis along the stress direction. Such mechanical approach has been used before to detwin $AFM_2$ and $AFM_5$, single crystals [19, 20]. With mechanical detwinning crystals, we can conclude that the spin-flop transitions at $\mu_0 H \approx 1.7$ T and 5.7 T correspond to $H//a$ and $H//b$, respectively, as indicated in Fig. 4(c) and (d). More details on the mechanical twinning are provided in Supplemental Material. Using the same $MH$-decoupling procedure as described above, we could derive the resulting magnetic phase diagrams for $H//a$ and $H//b$ [(Figs. 4(e)-(f)].

We now discuss the orientation of the magnetic moment in the different magnetic ordered phases. Since Gd strongly absorbs neutrons, it is difficult to determine the magnetic structure with neutron diffraction. Nevertheless, we are able to gain some insight on the nature of the magnetic phases based on the magnetic susceptibility measured along the three principal crystallographic orientations $\chi_c$ in Fig. 2(a), decoupled $\chi_a$ and $\chi_b$ in Fig. S2 in the Supplemental Material. At $T_N$, there is a peak in $\chi_b$, while $\chi_c$ and $\chi_a$ become relatively flat for $T_2 < T < T_N$, thus the spins in the AFM3 phase are clearly oriented along $b$-axis [illustrated in Fig. 2(d)]. For $T_1 < T < T_2$, there is a sharp drop in $\chi_c$, in contrast to a subtle change in the slope of $\chi_a$ and $\chi_b$. This implies a spin-reorientation transition to a new antiferromagnetic phase [AFM2, illustrated in Fig. 2(d)], with the spins flopping from the $b$- to the $c$-axis. Below $T_1$, $\chi_c$ sharply recovers from the dip and remains relatively flat down to the lowest measured temperature, while $\chi_a$ sharply drops, and both $\chi_a$ and $\chi_b$ continuously decrease upon cooling. This suggests another spin-reorientation transition into an antiferromagnetic state with the spins flopping from $c$- to the $ab$-plane. Since $\chi_a$ and $\chi_b$ show similar temperature dependent behavior down to the lowest measured temperature, the magnetic easy axis of the AFM1 phase may point to an in-plane orientation other than $a$- or $b$-axes, or the AFM1 phase exhibits a spiral spin texture with magnetic moments lying in the $ab$-plane.

At higher fields, field-induced magnetic phases, AFM4 and AFM5, appear for $H//b$ [Fig. 4(h)]. Since the $MH$-curves are still linear and the extrapolation of the magnetization down to zero field is nearly zero, we conclude that AFM4 and AFM5 are also antiferromagnetic...
phases. Considering the characteristic spin-flop transitions at $\mu_0H \approx 5.7$ T, both AFM4 and AFM5 phases are likely to have spins oriented along $a$-axis, although their respective antiferromagnetic spin configurations are different.

We next focus on the low-field behavior of GdSb$_{0.46}$Te$_{1.48}$. Figure 5(a) shows $\chi_c(T)$ for a field range from 40 Oe to 3000 Oe. An anomalously enhanced $\chi_c$ is observed in the temperature range of 6.2 K $< T < 7.0$ K. The anomalous behavior is better revealed in the magnetic susceptibility map [Fig. 5(b)], where the anomalous region is surrounded by the AFM1 and AFM2 phases. Since AFM1 and AFM2 phases were concluded to have an in-plane and out-of-plane spin orientation, respectively, the phase regime in between is of particular interest: the in-plane and out-of-plane magnetic anisotropy energy are expected to have a delicate balance. A non-collinear spin texture could be a likely consequence. One possibility could be the appearance of skyrmions [24–26], which are particle-like spin textures of topological origin.

One signature of a skyrmion phase can be revealed by a magnetoentropic analysis, as demonstrated by the recent studies on FeGe [27] and Co$_9$Zn$_9$Mn$_3$ [28]. Formally, the magnetic entropy change $\Delta S_M(T, H)$ is expressed as:

$$\Delta S_M(T, H) = S_M(T, H) - S_M(T, 0) = \int_0^H \left[ \frac{\partial S(T, H)}{\partial H} \right] dH,$$  

where $S$ is the total entropy. With Maxwell’s relation $[\partial S(T, H)/\partial H]_T = [\partial M(T, H)/\partial T]_H$, the equation above can be rewritten as:

$$\Delta S_M(T, H) = \int_0^H \left[ \frac{\partial M(T, H)}{\partial T} \right]_H dH.$$  

Therefore, the magnetocaloric response of a skyrmion host can be experimentally evaluated by a series of $M(T)$ measurements under different applied magnetic fields. To visualize the field-induced isothermal magnetic entropy change in the $H$-$T$ space, the entropy $\Delta S_M(T, H)$ at zero field is considered as a baseline and $\Delta S_M(T, 0)$ is set to zero. Figure 5(c) shows the map of $\Delta S_M(T, H)$ obtained using eq. (6). Figure 5(d) shows the re-scaled zoom-in view, highlighting the enhanced entropy region (outlined by the dashed circle). Such a feature is similar to that observed in FeGe [27] and Co$_9$Zn$_9$Mn$_3$ [28], with an enhanced entropy in the skyrmion lattice regime relative to the neighboring phases.

The existence of skyrmions in magnetic materials is usually a result of a delicate interplay between different energy terms [29]. So far the majority of known skyrmion-hosting materials are noncentrosymmetric, and the critical energy term that is responsible for the non-collinear spin texture of skyrmions is the Dzyaloshinskii-Moriya (DM) interaction [30, 31].

However, it has been theoretically proposed that frustrated exchange interactions [32–34] and higher-order coupling beyond the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction [35, 36] are two possible mechanisms to introduce skyrmions in a centrosymmetric material. For the former mechanism, both triangular and square lattices were discussed due to the competition of nn-interaction and further-nn-interactions. For the latter, the effective multiple spin coupling beyond the conventional RKKY interaction is the key ingredient for stabilization of the skyrmion phase in itinerant electron systems with local magnetic moments. Soon after these theoretical proposals, the emergence of a skyrmion state in a centrosymmetric material was experimentally discovered in the frustrated metallic magnets, Gd$_2$PdSi$_3$ (Gd forms a layered triangular lattice) [37], Gd$_3$Ru$_4$Al$_{12}$ (Gd forms a layered distorted kagomé lattice) [38], and GdRu$_2$Si$_2$ (Gd forms a layered square net) [39]. The origin of skyrmions in these materials was linked to these proposed mechanisms. In GdSb$_{0.46}$Te$_{1.48}$, we believe that these two mechanisms are both active, which lays the foundation for a possible existence of a skyrmion phase. Below we list three aspects of magnetic properties that are similar to these three centrosymmetric skyrmion materials, especially GdRu$_2$Si$_2$.

Firstly, all these systems feature the large local magnetic moment from Gd with $J = 7/2$, which is expected to be minimally affected by thermal fluctuations. This suggests that thermal fluctuations may not play as important of a role as in chiral magnets. Indeed the region of interest in the $H$-$T$ phase diagram for all these systems is located at relatively low temperatures ($T < \sim 20$ K for
Gd$_2$PdSi$_3$, $T < \sim 13$ K for Gd$_3$Ru$_4$Al$_{12}$, $T < \sim 20$ K for GdRu$_2$Si$_2$, and $T < 6.7$ K for GdSb$_{0.46}$Te$_{1.48}$). Theoretically, it was found that the skyrmion phase in a metallic centrosymmetric material can be stabilized as a ground state ($T = 0$) by contributions that are higher-order than the conventional RKKY interactions [35].

Secondly, all these systems are itinerant, and they show frustrations to a certain degree. In a square lattice, frustration comes from the $nn$-interaction competing with additional longer-range-interaction (including the $nnn$-interactions) [34]. Fundamentally, the RKKY coupling, which oscillates as a function of Gd–Gd distance, is likely the origin of the frustration, similar to that in Gd$_3$Ru$_4$Al$_{12}$ [38, 40], Gd$_2$PdSi$_3$ [37] and GdRu$_2$Si$_2$ [41, 42]. The competition in magnetic interactions lead to the formation of many magnetic phases in the $H$-$T$ phase diagram, as was demonstrated in all four systems. A skyrmion phase in almost all known bulk materials features a narrow phase region, which is neighboring multiple magnetic phases in the $H$-$T$ diagram. The small energy difference between these neighboring phases lays the foundation for the formation of skyrmion phase.

Thirdly, superstructures are found in the zero-field magnetic ordered phases in all four systems. In the case of Gd$_2$PdSi$_3$, the crystal structure itself is characterized by a 2×2 enlargement of the unit cell in the hexagonal basal plane and an eight-fold enlargement along the out-of-plane direction [37, 43]. The ground-state magnetic order is characterized by an incommensurate noncoplanar spin texture. In the case of Gd$_3$Ru$_4$Al$_{12}$, spins form an incommensurate helical order at the ground state [38]. In the case of GdRu$_2$Si$_2$, an incommensurate screw magnetic structure was determined as the ground state [39]. For GdSb$_{0.46}$Te$_{1.48}$, a single crystal XRD analysis indicated a five-fold superstructure along one of the in-plane lattice orientations. However, considering the possible limited $q$-resolution of instrument and the tunable CDW wave vector in the GdB$_{x}$Te$_{2-x-\delta}$ series [9], an incommensurate structure is also possible. With strong magnetoelastic coupling, the ground-state AFM1 phase is likely to have an incommensurate noncollinear magnetic order, as mentioned above.

In addition to the aforementioned similarities to some known skyrmion materials, GdSb$_{0.46}$Te$_{1.48}$ also exhibits some distinct magnetic properties. The neighboring phases of the anomalous region in GdSb$_{0.46}$Te$_{1.48}$ [Fig. 5(d)] are antiferromagnetic, in contrast to the typical field-aligned ferromagnetic (FA-FM) or paramagnetic (PM) neighboring phases in many skyrmion materials including centrosymmetric and non-centrosymmetric ones. Examples include the aforementioned Gd$_2$PdSi$_3$ (PM) [37], FeGe (FA-FM) [25], MnSi (FA-FM or PM) [24], and Co$_5$Zn$_2$Mn$_3$ (PM) [28, 44], as well as other compounds, such as VOSe$_2$O$_4$ (PM) [45], Fe$_{0.5}$Co$_{0.5}$Si (FA-FM) [46], and Cu$_2$OSeO$_3$ (PM) [47, 48]) with well-defined phase diagrams. Therefore, if a skyrmion phase in GdSb$_{0.46}$Te$_{1.48}$ is present, it would likely be of different type, for example it could be an antiferromagnetic skyrmion phase.

The concept of antiferromagnetic skyrmions was developed a few years ago [49, 50], but it has been mainly limited to theoretical studies so far [51–55]. In fact, antiferromagnetic skyrmions have not been experimentally observed in bulk materials yet, to the best of our knowledge. The difficulty in identifying promising materials that host antiferromagnetic skyrmions might be related to the vanishing skyrmion Hall effect, as is concluded from both the analytical theory and micromagnetic simulations [49–52, 54, 56]. Such behavior prevents an efficient screening of candidate materials by electrical transport measurements. Antiferromagnetic skyrmions can be considered as two coupled ferromagnetic skyrmions with opposite topological winding numbers due to the presence of antiferromagnetic exchange interactions. Therefore, the winding number of an antiferromagnetic skyrmion is zero. Since the antiferromagnetic exchange interaction is a necessary ingredient, antiferromagnets are naturally the candidates in which to look for antiferromagnetic skyrmions. Based on the discussion above, we expect GdSb$_{0.46}$Te$_{1.48}$ to be a promising candidate.

B. Magnetic properties of GdSb$_{2-2x-\delta}$ with other compositions

To understand the evolution of the magnetic phases with changing Sb content, we additionally studied GdSb$_{2-2x-\delta}$ compounds with Sb contents below and above 0.46.

Figures 6(a) and (b) show the temperature dependent DC magnetic susceptibilities under fields up to 9 T ($H//c$) and the magnetic phase diagram of GdSb$_{0.36}$Te$_{1.60}$, respectively. Overall, GdSb$_{0.36}$Te$_{1.60}$ has similar magnetic properties to GdSb$_{0.46}$Te$_{1.48}$. Three magnetic phases: AFM1, AFM2, and AFM3, can be identified. The shapes of these phase regions in the $H$-$T$ diagram is similar to those of GdSb$_{0.46}$Te$_{1.48}$ [Fig. 2(d)], except that the phase region of AFM2 moves to slightly lower temperature, and it exists at a wider temperature range at low fields. For the AFM1 phase, we found that the magnetic susceptibility at low-field ($\mu_0H = 0.1$ T) is significantly larger than that at high field, which is different to GdSb$_{0.46}$Te$_{1.48}$. This indicates a stronger polarizability along the $c$-axis for the low-field AFM1 phase of GdSb$_{0.36}$Te$_{1.60}$ compared to the same phase in GdSb$_{0.46}$Te$_{1.48}$.

Notably is the low-field magnetic behavior of GdSb$_{0.36}$Te$_{1.60}$ in comparison with GdSb$_{0.46}$Te$_{1.48}$. Figure 6(c) shows the temperature dependent DC magnetic susceptibility under fields up to 200 Oe. Within the AFM2 phase region, anomalous peaks can be resolved for fields up to 180 Oe. This region is highlighted in Fig. 6(d). The existence of such a region with enhanced low-field susceptibility might share the same origin as that in GdSb$_{0.36}$Te$_{1.60}$, although the former region is within the AFM2 phase while the latter one is within the AFM1 phase. The appearance of such a region in two different
phases indicates a change of energy landscape in magnetic interactions, upon a change in Sb/Te ratio.

Moving to compounds with higher Sb composition, we show the temperature dependent DC magnetic susceptibilities and the $H$-$T$ phase diagram of GdSb$_{0.68}$Te$_{1.30}$ in Figs. 6(e) and (f), respectively. Although all three magnetic phases are still observed, the phase space of AFM2 is getting smaller. Additionally, the low-field magnetic susceptibility of the AFM1 phase is clearly smaller than the high-field one [Fig. 6(e)]. We do not observe any regions with anomalously enhanced low-field susceptibility in GdSb$_{0.68}$Te$_{1.30}$, in contrast to that in GdSb$_{0.36}$Te$_{1.60}$ and GdSb$_{0.46}$Te$_{1.48}$.

In Fig. 6(g), we summarize the magnetic phase evolution in respect to the Sb content ($x$) ($\mu_0 H = 0.1$ T). The phase regions of AFM1, AFM2, and AFM3 are all dome-shaped, and the phase transition temperatures summit when $x \sim 0.55 - 0.60$. Additionally, the AFM1 phase disappears at both the low-$x$ and high-$x$ limit.

The increase of the AFM3-AFM2 and AFM2-AFM1 transition temperatures upon decrease in $x$ on the high-$x$ side of the $T - x$ diagram is related to the development of CDW distortion that breaks the $C_4$ symmetry, and the gradual increase of $a/b$ ratio [9]. In this sense, the formation of the AFM1 and AFM2 phases should be related to the emergence of an in-plane magnetocrystalline anisotropy when $x < 0.85$. However, the orthorhombic distortion might not be the only factor that affects the stability of the AFM1 and AFM2 phases, because the maximum transition temperatures appear at $x \sim 0.55 - 0.60$, while the maximum $a/b$-ratio occurs at $x \sim 0.25$ [9]. This implies the contributions from other energy terms. For a metallic antiferromagnet, this could be from long-range RKKY interactions. The RKKY interaction is sensitive to the density of states because it depends on the number of electrons contributing to the spin exchange. With decrease in $x$, the crystal structure of GdSb$_x$Te$_{2-x-\delta}$ tends to distort more, eventually leading to a reduction in the number of conducting electrons to interact with the local spins, which likely disfavors the formation of AFM1 and AFM2 phases.

On the low-$x$ ($x < \sim 0.2$) side of the phase diagram shown in Fig. 6(g), the PM-AFM3 and AFM3-AFM2 transition temperatures appear to slightly increase with lower $x$. This might be related to the structural transition from a unidirectional CDW distortion to a bi-directional one, when $x$ is reduced to below $\sim 0.2$ [9].

C. Magnetic properties of GdTe$_3$

As discussed above, the in-plane magnetic exchange interactions, including two anisotropic $nn$-interactions ($J_{1\alpha}$ and $J_{1\beta}$) and the $nnn$-nearest interaction ($J_2$) shown in Fig. 1, are responsible for the many magnetic ordered phases observed in GdSb$_x$Te$_{2-x-\delta}$. However, the out-of-
plane magnetic exchange interactions ($J_c$), could also play a role. Therefore, we resort to a structurally related material, GdTe$_3$.

The structure of GdTe$_3$, without accounting for the CDW, is illustrated in Fig. 7(a). Just as GdSb$_2$Te$_{2−x−δ}$ ($0.20 < x < 0.85$), GdTe$_3$ also features unidirectional-CDW-distorted square lattices. Therefore, we expect similar in-plane magnetic exchange interaction terms [Fig. 7(b)] as in GdSb$_2$Te$_{2−x−δ}$. However, the structural difference along the out-of-plane direction should lead to different out-of-plane exchange interactions. Each GdTe bilayer is separated by two square-lattice planes in GdTe$_3$, but only one in GdSb$_2$Te$_{2−x−δ}$. Therefore, the interbilayer magnetic exchange interaction ($J'_c$) in GdTe$_3$ is expected to be significantly weaker than that in GdSb$_2$Te$_{2−x−δ}$, and only the intrabilayer out-of-plane exchange interaction ($J_c$) is considered to be a dominant term [Fig. 7(c)].

Figures 7(d) and (e) show the temperature dependent DC magnetic susceptibility ($\chi(T)$) and the $H$-$T$ phase diagram for $H//c$. The low-field susceptibility $\chi_c(T)$ remains fairly flat down to the lowest measured temperature below $T_N$, which is different from GdSb$_{0.46}$Te$_{1.48}$, where the susceptibility dips [Fig. 2(a)]. Therefore, at least the AFM2 phase should be different between these two materials. We expect an in-plane magnetic easy axis for all three magnetically ordered phases in GdTe$_3$.

The difference in the magnetic phase diagrams between GdTe$_3$ and GdSb$_2$Te$_{2−x−δ}$ is linked to the role of the interbilayer out-of-plane exchange coupling term, $J'_c$, in GdSb$_2$Te$_{2−x−δ}$. In the discussion above, we have considered the roles of the in-plane $nnn$-interactions in competition with the $nn$-interaction term in the formation of the complex magnetic phases. Based on the comparison with GdTe$_3$, it can be concluded that the out-of-plane exchange interaction, particularly the interbilayer out-of-plane exchange coupling term also plays an important role for the formation of magnetic phases with an out-of-plane easy axis, and therefore also affects the potential existence of a skyrmion phase.

IV. CONCLUSION AND OUTLOOK

In this work, we have reported the magnetic properties of square-lattice based, topological semimetal candidates GdSb$_2$Te$_{2−x−δ}$. In the orthorhombic phase, we reported rich magnetic phase diagrams for three different field orientations. At low field, we found an anomalous region in the $H$-$T$ phase diagram with enhanced magnetic susceptibility, which suggests the existence of antiferromagnetic skyrmions. To understand the rich magnetic phases, we analyzed the roles of $nn$- and $nnn$-in-plane magnetic exchange interactions, and intrabilayer and interbilayer out-of-plane exchange interactions. An active interplay of all these interactions was found to be responsible for the observed plethora in magnetic phases.

Frustrated RKKY interactions and higher-order coupling beyond the RKKY interactions are the two fundamental motifs contributing to the competition of these terms in GdSb$_2$Te$_{2−x−δ}$ and might lead to an antiferromagnetic skyrmion phase in GdSb$_{0.46}$Te$_{1.48}$. In this context, we would like to mention $R$Mn$_2$Ge$_2$ ($R = $ La, Ce, Pr, and Nd) with a Mn square lattice. Here, the Mn$^{2+}$ forms a high spin state that is largely localized. In this system, it was argued that the long-range RKKY interactions via mobile electrons are a primary source for the out-of-plane Mn-Mn coupling, giving rise to frustrated interactions and the conical spin order [57].

More broadly, we believe the square-lattice system of $Ln$Sb$_2$Te$_{2−x−δ}$ presents an outstanding platform to investigate the rich physics endowed by complex magnetism, CDWs, Dirac semimetal states, and their possible interplay. The possible existence of an antiferromagnetic skyrmion in the same phase that was shown to be an ideal non-symmorphic Dirac semimetal, makes this family of materials even more appealing, as antiferromagnetic skyrmions have not been experimentally observed in any bulk materials before. Our results therefore point to the existence of antiferromagnetic skyrmions in an ideal Dirac semimetal.
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MH-data decoupling

As mentioned in the main text, the measured magnetization can be considered as a simple summation of the magnetization for two species of domains in which the field is either applied parallel to \( a \) or \( b \). If we define \( \lambda \) as the volume fraction of the \( a \)-domain, in which the \( a \)-axis is parallel to field orientation, then the intrinsic magnetic responses \( M_a(H) \) and \( M_b(H) \) can be described by eqs. (3) and (4).

Once \( \lambda \) is known, the intrinsic magnetic response without domain mixing can be obtained also if the measurements were performed on a crystal with ferroelastic twin domains. To determine \( \lambda \), the features visible in the field-dependent magnetic susceptibility can be utilized. For an antiferromagnetic phase, a spin-flop transition can appear at one specific critical field under a specific field orientation. We can use this feature to deconvolute the domain mixing effect. For the field induced transitions (\( \mu_0 H \approx 1.7 \text{ T and } 5.7 \text{ T} \)) shown in Fig. 4(a) and (b), the transition at 1.7 T is more pronounced for \( H//IP1 \) than \( H//IP2 \), while the transition at 5.7 T is more pronounced for \( H//IP2 \) than \( H//IP1 \). We conclude that the weaker transition features, which appear at 5.7 T for \( H//IP1 \) and at 1.7 T for \( H//IP2 \) [indicated by the red arrows in Fig. 4(a) and (b)], come from the domain mixing.

Numerically we continuously tune the values of \( \lambda \) in eqs. (3) and (4) from 0 to 1 and monitor the evolution of the resulting \( M_a(H) \) and \( M_b(H) \). Upon a correct input of \( \lambda \), the weaker features shown in Fig. 4(a) and (b) are expected to diminish, while the dominant transition features [indicated by the black arrows in Fig. 4(a) and (b)] are retained. Our numerical tests indicate that when \( \lambda = 0.75 \), the transition at 1.7 T is only visible in \( M_a(H) \) [Fig. 4(c)], but not in \( M_b(H) \) [Fig. 4(d)]. In the meanwhile, the feature at 5.7 T is almost only seen in \( M_b(H) \). Therefore, the field dependent magnetic susceptibility shown in Fig. 4(c) and (d) is considered as the intrinsic magnetic response without domain mixing.

Mechanical detwinning of GdSb\(_{0.53}\)Te\(_{1.44}\) crystals

For mechanical detwinning, a GdSb\(_{0.53}\)Te\(_{1.44}\) crystal was clamped by two metallic plates inside a vacuum-sealed quartz tube. Figure S2(a) shows an illustration of mechanical de-
twinning by an external compressive stress. The sealed quartz tube was slowly heated to 600 °C to facilitate the detwinning, followed by cooling over 6 hours to room temperature. We found that a slow heating and cooling is important to minimize cracks in the detwinned crystals. Figure S2(b) shows polarized optical images before and after detwinning. The disappearance of the bright-dark contrast of the stripe-like domain suggests successful detwinning. Since the lattice parameter $a$ along CDW wave vector is larger than $b$, the $a$-axis is aligned along the horizontal direction after detwinning. To evaluate the success of detwinning, further isothermal magnetization [Fig. S2(c)] and temperature dependent magnetization [Fig. S2(d)] were measured for $H//a$. The spin-flop transition at $\mu_0 H = 5.6$ T is clearly suppressed in the field dependent magnetization measured after detwinning. Therefore, we conclude that the spin-flop transition at $\mu_0 H = 1.8$ T is intrinsic to field condition of $H//a$, while the transition at $\mu_0 H = 5.6$ T is related to $H//b$. Based on this result, we are able to specify the field orientation for the magnetic phase diagrams shown in Fig. 4 in the main text. We noticed a slight residue of curvature at $\mu_0 H = 5.6$ T in the field dependent magnetization measured after detwinning, which implies the persistence of a small fraction of twin domains. The residual twin domains might be buried inside the crystals, and can not be observed by polarized optical imaging.
FIG. S1. Mechanical detwinning of GdSb$_{0.53}$Te$_{1.44}$ crystals. (a) Illustration of mechanical detwinning of crystals by an external uniaxial compressive stress. The double-headed arrows indicate the CDW wave vector orientation. Different shades of color indicate different ferroelastic domains. (b) Polarized optical image of a GdSb$_{0.53}$Te$_{1.44}$ crystal before and after detwinning. Scale bar at the bottom left corner of each image is 500 µm. (c) and (d) $MH$-curves and temperature dependent magnetization measured on the GdSb$_{0.53}$Te$_{1.44}$ crystal before and after detwinning. Arrows in (c) indicate the locations of two spin-flop transitions.
Temperature dependent in-plane magnetic susceptibility for GdSb$_{0.46}$Te$_{1.48}$

**FIG. S2.** Decoupled temperature dependent magnetic susceptibility for GdSb$_{0.46}$Te$_{1.48}$, for $H//a$, and $H//b$. Dashed lines indicate the three magnetic transition temperatures. Measurements were performed under a DC field of 0.1 T. The decoupling procedure is described in the main text.
H-T phase diagram of GdSb$_{0.63}$Te$_{1.36}$ for $H//a$ and $H//b$

Figures S3(a) and (b) show the magnetic susceptibility maps for the two in-plane orientations, $IP1$ and $IP2$, respectively. The magnetic anisotropy is evident, similar to that of GdSb$_{0.46}$Te$_{1.48}$ [Figs. 4(a) and (b)]. Figures S3(c) and (d) illustrate the $H$-$T$ phase diagrams for $H//a$ and $H//b$, respectively. The magnetic phase diagrams are similar to that of GdSb$_{0.46}$Te$_{1.48}$ [Fig. 4(g) and (h)]. One noticeable change in GdSb$_{0.63}$Te$_{1.36}$, however, is the enlargement of the phase region of AFM4, compared to GdSb$_{0.46}$Te$_{1.48}$: the AFM4-AFM1 phase boundary is pushed to a lower field, and the AFM4-AFM5 phase boundary is pushed to a higher temperature. With further increase of $x$ in GdSb$_x$Te$_{2-x-\delta}$, the AFM4-AFM1 phase boundary is expected to move towards lower fields until the disappearance of AFM1 phase, in accordance with $T$-$x$ phase diagram shown in Fig. 6(g).

FIG. S3. Magnetic phase diagram of GdSb$_{0.63}$Te$_{1.36}$ for field parallel to the in-plane orientations. (a) and (b) Temperature dependent DC magnetic susceptibility at selected field range from 0.1 T to 9 T, for $H//IP1$ and $H//IP2$, respectively. (c) and (d) Magnetic phase diagrams for $H//a$ and $H//b$, respectively. PM indicates the paramagnetic phase. AFM1, AFM2, and AFM3 are antiferromagnetic phases, as discussed in the main text.