A Dimensionality Reduction Algorithm for Unstructured Campus Big Data Fusion
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Abstract: Data modeling and dimensionality reduction are important research points in the field of big data. At present, there is no effective model to realize the consistent representation and fusion of different types of data of students in unstructured campus big data. In addition, in the process of big data processing, the amount of data is too large and the intermediate results are too complex, which seriously affects the efficiency of big data dimension reduction. To solve the above problems, this paper proposes an incremental high order singular value decomposition dimensionality (icHOSVD) reduction algorithm for unstructured campus big data. In this algorithm, the characteristics of audio, video, image and text data in unstructured campus student data are tensioned to form a sub-tensor model, and the semi-tensor product is used to fuse the sub-tensor model into a unified model as the individual student tensor model. On the basis of individual model fusion, the campus big data fusion model was segmented, and each segmented small tensor model was dimensioned by icHOSVD reduction to obtain an approximate tensor as the symmetric tensor that could replace the original tensor, so as to solve the problem of large volume of tensor fusion model and repeated calculation of intermediate results in data processing. The experimental results show that the proposed algorithm can effectively reduce the computational complexity and improve the performance compared with traditional data dimension reduction algorithms. The research results can be applied to campus big data analysis and decision-making.
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1. Introduction

With the continuous penetration of information technology, the type and size of campus data is growing at an unprecedented rate. The term “Big Data” originated from the massive amount of data produced every day [1]. Since the beginning of the 21 century, information technology in the field of education has been developing rapidly, and more and more colleges and universities have begun to build digital campuses and campus big data platforms. The construction of big data platforms has greatly enhanced the management, teaching and research, and teacher-student services of colleges and universities, has accelerated the process of building smart campuses, and improved the level of education modernization [2]. Although the amount of data on campus is huge, most of the data belong to unstructured data. In campus big data, the data that cannot be expressed in a unified structure is campus unstructured big data, mainly including images, text, audio, video, etc. This kind of data is not convenient to be represented by the two-dimensional logical table of the database. Its format is very diverse and its standards are also diverse. In application, unstructured data are more difficult to be standardized and understood. The rise of the era of big data provides a platform for integration, mining and sharing of heterogeneous data. Students’ daily study and life will produce a large number of increasingly complex data. How to deal with and manage these massive information
resources in an orderly and efficient manner and obtain useful data for analysis has become a great challenge for modern scientific research.

At present, colleges and universities all over the country are promoting information construction and forming massive data in school management, which greatly enriches the campus big data repository. However, there is a common phenomenon, that is, the degree of information data structure is not enough, and most of them are pictures, audio, video, text, and so on, and there kinds of semi-structured or unstructured information resources are difficult to be used to form an effective resource chain and provide effective decision support for campus management [3]. Traditional data mining technology is difficult to meet the needs of multi-source heterogeneous high-dimensional campus data when the data dimension and scale are expanded. However, the information content and application value of unstructured campus big data make it very important to use data efficiently. Therefore, it is necessary to study an effective and simple data representation method. How to fuse different types of data in unstructured campus big data into a unified model so as to eliminate data redundancy and obtain high-quality datasets is a big problem in data analysis.

Big data management includes data model construction, data storage, data cleaning, data application and other aspects. The main problem of big data processing is the complexity caused by the existence of multidimensional attributes and heterogeneous attributes [4,5]. Among them, how to establish a concise data model is the most basic link. A big data fusion model aims to merge or inherit different types of data at different abstract levels, so as to get a model that can fuse massive high-dimensional data together. The fused model is already highly usable and consists of complex structures and high dimensions. However, the traditional data model has been unable to handle data with a high dimension and a large volume. In order to achieve accurate classification and analysis of data, we need to identify and remove irrelevant and unimportant dimensions. Dimension reduction can improve the classification accuracy of datasets, computational efficiency, accuracy and time complexity of machine learning algorithms such as classification and clustering.

These are the most important processing steps in data analysis and mining. Therefore, the most important task at present is how to design a data model that can fuse various types of unstructured data together, and implement an effective dimensionality reduction algorithm to obtain high-quality core data.

Aiming at the modeling of massive high-dimensional data, Luo et al. propose a mass data extraction model, which used fuzzy clustering to construct the model. The data with same or similar characteristics would be consolidated and data with different characteristics would be split during data extraction processes. Although the model can extract large amounts of data and reduce data redundancy and noise, there is no unified data representation model [6]. For unstructured data management, Li et al. propose a tetrahedron model. The model represents unstructured data with four facets, and the four facets are a basic attribute facet, a semantic feature facet, a low level feature facet and a raw data facet, and the links among data objects on each facet represent their correlations. To facilitate uniform classification and search, the top of the model adds a data identification. However, the model is complex and its expansibility is not better [7,8]. On the basis of the tetrahedron model, Han et al. propose a galaxy model. The model is optimized by the usage of attributes in the statistical file system. Unstructured data are described according to the set of attribute, but the model relies too much on the subject behavior [9]. Kuang et al. proposed a big data representation model based on a tensor. This model brings the multi-source data together and makes a unified representation of structured, semi-structured and unstructured data. Compared to the tetrahedron and the galaxy model, this model is simple, intuitive, and has good expansibility. However, the model does not fully consider the diversity of unstructured campus data [10,11].

One of the most important characteristics of big data is velocity, and the value of data decreases with time. Therefore, real-time is very important for big data. In recent years, domestic and foreign scholars have done a lot of work on how to deal with the huge amount of high-dimensional data as soon as possible. Nitika Sharma summarized several common
dimensionality reduction algorithms, such as principal component analysis (PCA), linear
discriminant analysis (LDA), feature clustering and so on, and concluded that the type of
dataset should be considered to select the dimensionality reduction algorithm [12]. Yanxia
Li proposed an automatic encoder-learning nonlinear mapping for data dimensionality
reduction, which reduces the dimensionality and retains the nonlinear structure of high-
dimensional data [13]. Some researchers have applied knowledge discovery and artificial
intelligence technology to the flow data [14], and some scholars have used the theory of
singular value decomposition in data dimensionality reduction [15–17]. The core data of
historical data is obtained by performing the singular value decomposition of historical
data. The core data of historical data are quickly integrated with the new data to achieve
the purpose of providing services quickly [18]. Some scholars have applied a high order
singular value decomposition method and a tensor decomposition method (Truck decom-
position, Canonical Polyadic (CP) decomposition, etc.) to tensor flow to extract high-quality
data [19–22]. Jouni, Mohamad used CP decomposition to reduce the dimensionality of the
high-dimensional tensor of the image, and verified its effectiveness [23].

At present, in order to achieve the effective representation of a large-scale high dimen-
sional dataset, researchers have mainly improved the traditional data representation model
by optimizing the parameter setting. On the other hand, data of different structures are
represented by building new data models [24–27]. The data extraction method is still used
in small datasets, and cannot be used in a large data environment. These methods have the
following defects:

1. The unified representation of massive high dimensional data. At present, the representa-
tion model of some specific domain can only be applied to a specific domain, and cannot be
used to represent all big data. This makes it difficult to build a data fusion model.

2. The intermediate results are repeated. In the process of big data processing, the
fast growing intermediate result obviously reduces the performance and efficiency of a big
data processing system. However, the intermediate result is also crucial, and the loss of an
intermediate result may result in the recomputation of all raw data. Therefore, the calculation
of an intermediate result will directly affect the overall performance of the algorithm.

Therefore, in view of massive unstructured campus big data, this paper proposes
an incremental High-Order Singular Value Decomposition (icHOSVD) dimensionality
reduction algorithm for unstructured campus big data. In our algorithm, firstly, the video,
audio and image of unstructured campus data are represented as a unified sub tensor
model by tensor, and a campus big data fusion model based on a semi tensor product is
proposed. Secondly, in the process of dimensionality reduction of the unified representation
data model, the traditional data dimensionality reduction method was improved, and the
big data icHOSVD dimensionality reduction method based on tensor block was proposed.
The new data were used to quickly update the core dataset that had been calculated, so as
to improve the efficiency of the big data dimensionality reduction algorithm.

We summarize our main contributions as follows:

- We construct the fusion model of unstructured campus data. The representation model
  for specific types of data has been very mature, but there is no method to integrate
  the video, audio, image and so on of unstructured campus data into one model. This
  paper proposes a fusion model of heterogeneous campus data. The model transforms
  a variety of heterogeneous campus student data into a corresponding vector form,
  and establishes corresponding sub tensor models according to students’ class video,
  class image, answer audio, evaluation text, etc. Then, the semi tensor product method
  is used to fuse tensors of different orders to realize the fusion of individual sub tensor
  models of students and abstract the labeled student model.
- Extraction of core tensors. After the fusion of a sub-tensor model, heterogeneous
data can be utilized by various algorithms. Due to the large amount of data, this can
cause huge time consumption for subsequent analysis. This paper proposes a core
tensor extraction method. The original tensor is decomposed using singular value
decomposition, and a smaller core tensor is extracted from the original tensor, which can reduce the data storage capacity and the computation time.

The remainder of this paper is organized as follows. In Section 2, we give an overview of relevant background knowledge. In Section 3, the system overview of the algorithm framework is given. The content of the algorithm is introduced in two parts, including the fusion model of heterogeneous campus data, and the HOSVD dimension reduction algorithm. Section 4 will carry out experimental analysis of the mentioned methods. Finally, we summarize the whole paper and look forward to the future work.

2. Related Background Knowledge

In this paper, we will give the basic theoretical methods, definitions, concepts and theorems that need to be understood before the algorithms. A basic theoretical method of tensor is introduced first. A tensor is a multiple linear mapping that is defined in some vector space and some cartesian product in a dual space.

In this article, the letter is used to represent the initial tensor. Its related operations and symbols are as follows:

- \( T_m \) is mode-m unfolded matrix;
- \( \| T \| \) is the frobenius norm of tensor \( T \);
- \( \times_n \) is n-mode product of a tensor;
- \( \otimes \) is Kronecker product;
- \( \propto \) is semi-tensor product.

\[ T \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_p} \] is a P-order tensor, and its p-mode unfolded matrix is \( T_p \in \mathbb{R}^{I_p \times (I_{p+1} \times I_{p+2} \times \cdots \times I_1 \times I_{p-1})} \).

For example, the third order tensor \( T \) is expanded into a matrix, which is to rearrange the tensor \( T \) into a matrix according to n-norm. The 1-norm expansion matrix of the third-order tensor \( t \) is shown Figure 1, where \( I_1, I_2 \) and \( I_3 \) represent the three dimensions of the third-order tensor, \( T_{(1)} \in \mathbb{R}^{I_1 \times I_2 \times I_3} \).

![Figure 1. 1-norm unfolding of third order tensors.](image)

The tensor \( T \) is multiplied by the matrix \( U \) along the p-th order to obtain a new tensor. As shown in Formula (1), the dimension reduction of the p-th order of the tensor can be realized.

\[
(T \times_p U)_{1_1 \times_2 \cdots \times_p} = \sum_{i_{p+1}}^{i_p} (e_{i_1 \times_2 \cdots \times_p} \times u)
\]

(1)

\( U \in \mathbb{R}^{I_p \times I_p} (J_p < I_p) \) is a left singular vector matrix. It can help reduce the tensor dimension from \( I_p \) to \( J_p \).
The Kronecker product of matrix is defined as Formula (2).
\[
A \otimes B = \begin{bmatrix}
a_{11}B & a_{12}B & \cdots & a_{1n}B \\
\vdots & \vdots & \ddots & \vdots \\
a_{m1}B & a_{m2}B & \cdots & a_{mn}B
\end{bmatrix}
\]
(2)

where matrix \(A \in M_{m \times n}\); matrix \(B \in M_{p \times q}\).

Semi-tensor product of matrices is a new matrix product. The semi-tensor product of a matrix refers to the fact that even if the front array of two matrices is different from the back array, the matrix can also be multiplied.

The semi-tensor product of matrix \(A\) and matrix \(B\) is defined as Formula (3).
\[
A \propto B = (A \otimes I_n)(B \otimes I_p)
\]
(3)

where \(T\) the least common multiple of \(n\) and \(p\) is \(t\) and \(t = \text{lcm}\{n, p\}\).

**Theorem 1.** Suppose \(M_1\) is a \(n \times m_1\) matrix, \(M_2\) is a \(n \times m_2\) matrix. The left \(m_1\) columns of matrix \(M_2\) is matrix \(M_1\), and \(m_2 - m_1 = 0\). That is \(M_2 = [M_1, 0]\), \(M_1 = R^{m_1 \times n}\), \(M_2 = R^{m_2 \times n}\), \(m_1 < m_2\). The singular value decomposition of \(M_1\) and \(M_2\) are defined as
\[
M_1 = U_1 \sum_1 V_1^T \\
M_2 = U_2 \sum_2 V_2^T
\]
(4)

where \(U_1\) or \(2\) \((V_1\) or \(2\)) refers to the left (right) singular vector space of \(M_1\) or \(M_2\); \(\sum_1\) or \(2\) a diagonal matrix with non-negative real numbers on the diagonal.

**Corollary 1.** If \(M_2 = [M_1, 0]\), then the two matrices have the same left singular vector basis.

**Theorem 2.** Suppose \(T \in R^{I_1 \times I_2 \times \cdots \times I_P}\) and \(G \in R^{I_1 \times I_2 \times \cdots \times (rI_P) \times \cdots \times I_P}\) are \(P\)-order tensors, and \(r\) is a nonnegative integer. \(M\) is a expansion matrix. Then tensor \(T\) and tensor \(G\) meet the conditions:
\[
T = G \times_p M = G \times_p \begin{bmatrix} I_p \\ O_{rP} \end{bmatrix}
\]
(5)

where \(\times_p\) is \(p\)-mode product of a tensor by a matrix.

### 3. icHOSVD Algorithm for Unstructured Campus Big Data Fusion

In this chapter, icHOSVD dimension reduction algorithm for unstructured campus big data will be introduced in detail. The overall process framework is shown in Figure 2. The overall framework is divided into three layers, each layer has its own task. After obtaining various kinds of data from data sources, the lowest level presents the data tensor to form a unified tensor model, and then the second level reduces the dimension of the data model, and then the results can be used for data analysis and application.

This chapter first gives the overall framework flow chart and the unstructured campus big data icHOSVD dimension reduction algorithm framework. Then it describes the construction of the fusion model of heterogeneous campus data. Finally, the icHOSVD dimension reduction algorithm is described.

#### 3.1. Framework of the icHOSVD Algorithm

The icHOSVD algorithm for unstructured campus big data mainly includes the construction of heterogeneous campus data fusion model and icHOSVD dimension reduction. The algorithm framework is shown in Figure 3. In view of the problem of mass data unified representation, the heterogeneous campus data fusion model converts heterogeneous campus data into a corresponding vector, and the corresponding subtensor model is established. In order to realize the fusion of sub-tensor models of a variety of data, the tensors with different orders are fused by a semi-tensor product.
This chapter first gives the overall framework flow chart and the unstructured campus big data icHOSVD dimension reduction algorithm framework. Then it describes the construction of the fusion model of heterogeneous campus data. Finally, the icHOSVD dimension reduction algorithm is described.

3.1. Framework of the icHOSVD Algorithm

The icHOSVD algorithm for unstructured campus big data mainly includes the construction of heterogeneous campus data fusion model and icHOSVD dimension reduction. The algorithm framework is shown in Figure 3. In view of the problem of mass data unified representation, the heterogeneous campus data fusion model converts heterogeneous campus data into a corresponding vector, and the corresponding subtensor model is established. In order to realize the fusion of sub-tensor models of a variety of data, the tensors with different orders are fused by a semi-tensor product.

After the fusion of heterogeneous campus data, not only is the volume of the tensor fusion model too large, but also a recalculation problem is encountered in the process of extracting core tensor. In the icHOSVD dimensionality reduction part, the singular value decomposition method is used to decompose the original tensor to extract the core tensor from original tensor. The core dataset that has been calculated is updated quickly using the recursive singular value decomposition method of new data. Then, we can obtain the approximate tensor of original data as a symmetric tensor. In turn, the data storage capacity and computing time are reduced.

3.2. Fusion Model of Unstructured Campus Data

The representation model in some specific domain can only be applied to a specific domain and cannot represent heterogeneous massive campus data. The audio, video, image and other data in unstructured campus data have their own characteristics in the encoding scheme. Their encoding schemes are different. Therefore, the data features are different. All this makes data fusion difficult. In this section, our model uses tensors to quantize the audio, video, image and other data in unstructured campus data.
Then, by using the semi-tensor product, each sub-tensor model is fused into a unified tensor model, which is the student’s tensor model. The model N-S diagram is shown in Figure 4.

![Diagram showing the fusion of sub-tensor models into a unified tensor model.](https://example.com/diagram)

**Figure 3.** The framework of the algorithm.

As the audio, video, image data and text data in unstructured campus data are different in the form of feature encoding, different quantitative methods should be adopted for the processing of different types of data. Firstly, the encoding and dimension are provided as the transformation criteria, and different transformation functions are constructed. Different types of data are transformed uniformly to ensure that the internal structure and characteristics of the data remain unchanged. The data feature is mapped to the order of tensor according to the tensor’s advantage that each order represents a feature. The same features are merged to reduce the size of data and to improve the quality of the core set in coding. After encoding the massive heterogeneous data, the data are divided into the raw data part and the expandable part. In the tensor model, each order of the tensor represents the different properties of the data. In order to realize the expansion of tensors, one order of the tensor can be expanded by semi-tensor product operation with a certain order of another tensor.

In real situations, the audio, video, image data and text data in unstructured campus data are represented as a low order tensor model. Tensor extension operation can be used to realize the unification of the number of tensor order. When two tensors have the same number of attributes, they can be combined by a tensor extension operation.
3.2.1. Subtensor Model of Heterogeneous Data from Multiple Sources

In the traditional method, a new tensor can be obtained through multiplying two tensors. This process does not need to consider its internal data link. In the process of representing data with a tensor, the new tensor is obtained. In the meantime, the characteristics of the data in each tensor should be kept unchanged. Unstructured campus data mainly includes three kinds of data: (1) image data, such as student staff photos and campus images; (2) audio data, for example, classroom recording; (3) video data, such as video recorded during the class; (4) text data, for example, textual data about student evaluations and rewards and punishment information.

This section, according to its different characteristics, the audio, video and image data in audio, video, image data will be represented by a tensor first. Then, the corresponding tensor models are to be constructed by the tensors of each data. The specific process is as follows:

(1) The sub-tensor representation method of video data.

The main features of video data are time frame, width, height and color space. Therefore, we use a four-order tensor to represent a video data, as shown in Formula (6).

\[ T_{\text{video}} = R^{I_f \times I_w \times I_h \times I_c} \]

where \( I_f \) is the frame of time; \( I_w \) is video width; \( I_h \) is video height and \( I_c \) is Red-Green-Blue (RGB) color.

(2) The sub-tensor representation method of audio data.
Audio data such as recordings of lectures are encoded using PCM pulses to produce a series of voltage-varying signals. Then, audio data are represented by sampling frequency and amplitude. An audio data can be expressed as a second order subtensor, as shown in Formula (7).

\[ T_{\text{audio}} = R^{I_{hc} \times I_{am}} \]  

where \( I_{hc} \) is sampling frequency; \( I_{am} \) is amplitude.

(3) The sub-tensor representation method of image data.

In unstructured campus data, a campus image is common data that are primarily used for image analysis of a lesion. In this paper, the campus image is represented as a third-order tensor, as shown in Formula (8).

\[ T_{\text{image}} = R^{I_{w} \times I_{h} \times I_{cl}} \]  

where \( I_{w} \) the width of image; \( I_{h} \) is the height of image; \( I_{cl} \) is the space of color.

(4) The sub-tensor representation method of text data.

Textual data such as student evaluation and reward and punishment information are converted into tensor composed of feature weights. In a vector space model, text can be expressed as

\[ D = (t_1, t_1, \ldots, t_n) \]  

where \( t_i \) represents each feature item. In order to express the importance of feature items in text, each feature item is given a weight \( W \). The common weight calculation methods include Boolean weighting, term frequency-inverse document frequency (TF-IDF) weighting and entropy weight. The vector space is extended in a high dimension, and the text is expressed as a second-order tensor

\[ T_{\text{text}} = D \begin{bmatrix} w_{11} & w_{12} & \cdots & w_{1n} \\ w_{21} & w_{22} & \cdots & w_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ w_{m1} & w_{m2} & \cdots & w_{mn} \end{bmatrix} \]  

where \( w_{ij} \) is the weight of feature \( t_{ij} \).

3.2.2. A Tensor Space Fusion Method Based on Semi-Tensor Product

Through the description in the previous section, we have converted video, audio, video and text data of unstructured campus data into sub-tensor models with a lower order. In this section, the subtensor models with a lower order are fused by semi-tensor products, and the unified tensor model of a high order is obtained.

Suppose \( A \in R^{I_1 \times I_2 \times I_3 \times I_4} \) and \( B \in R^{I_5 \times I_6 \times I_7 \times I_8} \). Tensor extension multiplication follows the following functions, as shown in Formula (10).

\[ f = \begin{cases} A \rhd B \rightarrow C, C \in R^{I_1 \times I_2 \times I_3 \times I_4} \\ A \rhd B = (A \otimes I_5)(B \otimes I_8) \end{cases} \]  

The operator \( \rhd \) satisfies the associative law, that is \((A \rhd B) \rhd C = A \rhd (B \rhd C)\). The order of the tensor can be extended to the existing tensor model in different directions through the semi-tensor product operation.

Unstructured campus big data usually includes video data \( d_{vi} \), audio data \( d_{au} \), image data \( d_{im} \) and text data \( d_{te} \), and a unified tensor model can be expressed as:

\[ f : (d_{vi} \rhd d_{au} \rhd d_{im} \rhd d_{te}) \rightarrow T_{\text{video}} \rhd T_{\text{audio}} \rhd T_{\text{image}} \rhd T_{\text{text}} \]  

In Formula (11), the independent variables represent video data, audio data, image data and text data in unstructured campus data. These different types of data are represented as low-order subtensors, and then subtensors are integrated into a unified higher order tensor model by a tensor expansion operator based on the semi-tensor product.
3.3. An icHOSVD Algorithm Based on Tensor

After the data fusion, the video data, audio data, image data and text data in the unstructured campus data have been merged into a unified model by the tensor fusion. In view of large volume of heterogeneous data contained in the model, the traditional dimensionality reduction algorithm cannot effectively reduce the dimensionality of the model. During the calculation of the core data of the tensor, the tensor is expanded by the mode, and the core tensor is obtained by applying a high order singular value method to decompose the mode of the unfolded matrix. However, the raw data and the new data will produce a large number of intermediate results, which will be repeatedly calculated in the process of extracting the core tensor. The calculation of intermediate results will affect the calculation efficiency and the accuracy of the results. In view of the above problems, this section presents an icHOSVD dimensionality reduction algorithm based on tensor partitioning. This algorithm mainly consists of two parts: one part is a tensor partitioning after data fusion; another part is the icHOSVD algorithm that is used to form the high quality core tensor of the original tensor.

3.3.1. Tensor Segmentation

Tensor partition is the partition of a tensor along a certain order of the tensor. When dividing the tensor, divide it as evenly as possible, so that the size of each small piece is about the same.

Suppose that $T$ is an $N$-order tensor, that is $T = R^{I_1 \times I_2 \times \cdots \times I_N}$. The tensor is divided into $n$-blocks along a certain order, and the smaller tensor block can be represented by the following formula. As shown in Formulas (12) and (13).

$$S_{\text{start}} = \begin{cases} \left\lfloor \frac{I_1}{n} \right\rfloor \ast (i - 1) + i & i \leq I_1 \% n \\ \left\lfloor \frac{I_1}{n} \right\rfloor \ast (i - 1) + I_1 \% n & i > I_1 \% n \end{cases} \quad (12)$$

$$S_{\text{end}} = \begin{cases} \left\lfloor \frac{I_1}{n} \right\rfloor \ast i + i & i \leq I_1 \% n \\ \left\lfloor \frac{I_1}{n} \right\rfloor \ast i + I_1 \% n & i > I_1 \% n \end{cases} \quad (13)$$

where $0 < i \leq \left\lfloor \frac{I_1}{n} \right\rfloor$ is the $i$-th slice; $S_{\text{start}}$ is the superscript of the $i$-th slice; $S_{\text{end}}$ is the subscript of the $i$-th slice.

3.3.2. icHOSVD Algorithm

The tensor is divided into tensor blocks. Then the tensor block is expanded according to the mode, and the mode matrix expansion is processed. How to combine the last calculation result with the new data in the process to reduce the computation is a problem that needs to be solved. Therefore, this paper proposes a recursive High Order Singular Value Decomposition (HOSVD) dimensionality reduction algorithm.

First, the decomposition of high order singular values is introduced. The high order singular value decomposition is to decompose a tensor into a core tensor and several unitary matrices. As shown in Formula (14):

$$T = S \times_1 U_1 \times_2 U_2 \cdots \times_n U_n$$

where is the core tensor of tensor $T$; $U_n$ is the left unitary matrix of tensor.

The specific algorithm description of the recursive High Order Singular Value Decomposition (HOSVD) algorithm is shown in Algorithm 1 below.
Algorithm 1. The recursive HOSVD algorithm.

Input: matrix $M_i$, matrix $C_i$
Output: new left unitary matrix $U$, positive semi-definite diagonal matrix $\Sigma$, right unitary matrix $V$
1. if $i > 1$ then
2. $(U_i, \Sigma, C_i) \leftarrow \text{HOSVD}(M_i, C_i)$;
3. $\text{blend}(M_{i-1}, C_{i-1}, U_{i-1}, \Sigma_{i-1}, C_{j-1})$;
4. $i \leftarrow i - 1$;
5. else if $i = 1$
6. $\text{HOSVD}(M_i)$
7. end
8. end
9. return $U$, $\Sigma$, $V$;

In the recursive process, the function $f$ continuously calls itself to decompose the matrix $M_1$ and $C_i$. The final result of the singular value decomposition will be obtained by calling the function $f$. Finally, we can get the matrix $M_1$. As shown in Formula (15):

$$f(M_i, C_i) = \begin{cases} \text{HOSVD}(M_1) & i = 1 \\ \text{blend}(f(M_{i-1}, C_{i-1})) & i > 1 \end{cases}$$

if $i$ is greater than one, the function $f$ will be repeated and the result will be merged through function $\text{blend}$; if $i$ is equal to one, the matrix $M_1$ is decomposed by high order singular values.

In the recursive HOSVD algorithm, the main function of function $\text{blend}$ is to combine the decomposition results of matrix $C_i$ and matrix $M_i$, and matrix $C_i$ will be projected onto the orthogonal basis. The main process is as follows: firstly, the decomposition results of matrix $M_i$ and matrix $C_i$ is combined with matrix $M_{i-1}$ and matrix $C_{i-1}$ as the new input original matrix and incremental matrix. Then, the incremental matrix $C_{i-1}$ is projected onto the orthogonal space $U_j$. The orthogonal matrix $H$ of $U_j$ is calculated and the unit orthogonal basis $J$ of orthogonal matrix $H$. We can get a new matrix by combining $U_j$ with $J$. We can get the new left unitary matrix $U$, the semi-positive diagonal matrix $\Sigma$, and the right unitary matrix $V$ by decomposing the new matrix with the high order singular values. In this way, the new matrix is combined with the original matrix, and then the dynamic update decomposition is completed.

The process of the iHOSVD algorithm is found by supposing the original tensor is $T$ and the new tensor is $K$. According to the Theorem 1 and Corollary 1, the incremental tensor and the original tensor will be expanded to the same dimension. The tensor with different dimensions can get the mode unfolded matrix with different dimensions. Due to the different dimension, the mode unfolded matrix may not be merged.

After extending the original tensor and the new tensor to the same dimension, we can get the mode unfolded matrix of tensor $K$ by unfolding the tensor $K$. The mode unfolded matrix of tensor $K$ can be updated by calling the recursive HOSVD algorithm. For the original tensor, HOSVD is used to obtain the core tensor $S$ and the left unitary matrix $U_1, U_2 \cdots U_n$. Finally, a new symmetric tensor $\hat{T}$ is obtained by combining the model unfolded matrix, which is updated by the recursive matrix HOSVD algorithm and the core tensor $S$ of the original tensor $T$. The flow chart is shown in Figure 5.
In this chapter, the proposed algorithm is verified and analyzed. This chapter consists of three sections: the time complexity of the algorithm theory analysis, the theoretical and experimental analysis of the original tensor and symmetric tensor error ratio and reduction ratio, as well as for the dimension reduction method as the most important means of time efficiency evaluation, by comparing the proposed method and the traditional HOSVD dimension reduction algorithm and other dimensionality reduction algorithms in the real campus data contrast to verify the performance of the algorithm is given in this paper. The experimental results are deeply analyzed.

4. Experiment Analysis

In this chapter, the proposed algorithm is verified and analyzed. This chapter consists of three sections: the time complexity of the algorithm theory analysis, the theoretical and experimental analysis of the original tensor and symmetric tensor error ratio and reduction ratio, as well as for the dimension reduction method as the most important means of time efficiency evaluation, by comparing the proposed method and the traditional HOSVD dimension reduction algorithm and other dimensionality reduction algorithms in the real campus data contrast to verify the performance of the algorithm is given in this paper. The experimental results are deeply analyzed.

(1) Time complexity.

In the recursive icHOSVD process, time complexity mainly consists of three parts, which are matrix unfolding time $T_{iex}$, incremental singular value decomposition time of each unfolded matrix $T_{iun}$, and product time of a tensor by the truncated bases $T_{imu}$.

The total time used in the three processes is shown in Formula (16):

$$Time = T_{iex} + T_{iun} + T_{imu}$$  \hspace{1cm} (16)

In the process of updating the left unitary matrix with function blend, the model unfolded matrix is decomposed by a singular value decomposition. According to Formula (16), the time complexity of updating the left unitary matrix can be obtained by Formula (17).

$$Time(i) = \begin{cases} C_1 & i = 1 \\ Time(i - 1) + C_2 & i > 1 \end{cases}$$ \hspace{1cm} (17)

where $C_1$ and $C_2$ are constants. To begin by adding columns to raw matrix, the time complexity of one unfolded matrix decomposed by a singular value decomposition is $O(k^2n)$, whereas $k$ is the number of truncated left singular vectors. After unfolding, a p-order tensor has p-mode unfolding matrices. The matrix unfolding time is $O(pk^2n)$. The semi-product time of a tensor by a truncated base is $O(k^2n)$. The total semi-product time is $O(pk^2n)$. The total time of icHOSVD algorithm is $O(1) + O(pk^2n) + O(pk^2n)$, which is $O(pk^2n)$. 

![Figure 5. N-S graph of icHOSVD algorithm.](image-url)
(2) Computation accuracy.

The main idea of the icHOSVD dimensionality reduction algorithm is to obtain the core tensor by decomposing the original tensor first, and then to combine the core tensor with the left unitary matrix updated by the recursive HOSVD, and finally to form an approximate tensor that can be substituted for the original tensor. The approximate tensor is a combination of the core tensor and the update left unitary matrix.

In this paper, the reconstruction error between the original tensor and the approximate tensor is used to verify whether the approximate tensor can replace the original tensor. In order to measure an approximation ratio between the original tensor and the approximate tensor, we define two variables.

**Reconstruction error rate:** the formula of reconstruction error rate is shown in Formula (18).

$$\lambda = \frac{\| T - \hat{T} \|_F}{\| T \|_F}$$

where $\| T - \hat{T} \|_F$ and $\| T \|_F$ are Frobenius Norms.

**Dimensionality Reduction Ratio:** the formula of dimensionality reduction ratio is shown in Formula (19).

$$\eta = \frac{\text{nnz}(S) + \sum_{i=1}^{p} \text{nnz}(U_i)}{\text{nnz}(T)}$$

where $S$ is the core tensor; $U_i$ is the mode-i truncated orthogonal basis space; and nnz is the abbreviation of number of nonzero matrix elements. It is a function that returns the number of non-zero elements of a matrix. The dimensionality reduction ratio can effectively represent the degree of big data reduction.

In this paper, we use ($\eta, \lambda$) to reflect the relationship between a dimensionality reduction ratio and a reconstruction error rate. The relationship between a dimensionality reduction ratio and a reconstruction error rate is shown in Figure 6. The abscissa is the number of experiments and the ordinate is the ratio value. We selected the same unstructured image data and set the error rate as 0.5%, 1%, 2%, 4%, 6%, 8%, 10%, 15%, 20% and 25% successively. The larger the error rate, the greater the difference between the symmetric tensor and the original tensor, and the larger the error means that the similarity between the approximate tensor and the original tensor is low.

![Figure 6. The relationship between dimensionality reduction ratio and reconstruction error rate.](image)

As can be seen from Figure 6, the lower the dimensionality reduction ratio is, the higher the reconstruction error rate is. This means that we cannot blindly pursue a low dimension in the process of dimensionality reduction. The dimensionality reduction ratio and the reconstruction error rate can achieve a balance, so that the approximate tensor is
closest to the original tensor in the case of maximum dimensionality reduction. Because different types of data have different forms when constructing symmetric tensors, different error reduction rates and dimensionality reduction rates will be generated. Therefore, the balance between dimensionality reduction and error should be maintained according to the demand.

(3) Comparison with other methods.

In this section, the algorithm is verified by contrasting icHOSVD algorithm and the traditional high order singular value, Tucker and a singular value decomposition (SVD) decomposition method.

The experimental data source of this paper comes from the historical data of a digital campus shared database. The original data includes 58,621 h of video and audio data of students in the main campus classroom in a week; 268,347 images of students in class; and 32,042 pieces of text data of student evaluation. All kinds of attribute data belonging to the same student are extracted and classified, including the student’s image, class video and audio, evaluation text, and the unusable data are cleaned up.

The methods in Section 3.2.1 are used to convert the various types of data into sub-tensors. The image data are transformed into a third-order sub-tensor, audio data into a second-order sub-tensor, video data into a fourth-order sub-tensor, and text data into a second-order sub-tensor. The tensor space fusion method based on the half-tensor product is used to combine the sub-tensors to form a unified tensor, that is, the individual student tensor. Because the students’ classroom images are obtained from the class video, the third order of the images in this experiment are included in the fourth order of the video, and a tensor model \( T \in \mathbb{R}^{I_w \times I_h \times I_c \times I_m \times m \times n} \) with a total of eight orders is constructed. Each order represents the video frame, video width, video height, video RGB color, audio sampling frequency, audio amplitude, number of text feature items and the number of text weight. All kinds of data are embedded together according to the rules. Individual tensors are obtained by fusing subtensors to eliminate ambiguity and redundancy. Due to the high dimension of individual tensors, it is difficult to carry out further processing. The icHOSVD algorithm proposed by us is used to reduce the unified tensors to lower-order tensors, so as to obtain the simplified individual tensor model.

In order to evaluate the icHOSVD dimensionality reduction method, we use unstructured video data to construct a tensor model for experiments, and standardize the tensor decomposition time and tensor size to facilitate a comparison. The tensor model is divided into four parts. Under the same hardware conditions, the size and time of each method are calculated respectively. Comparing the efficiency of the decomposition algorithm of icHOSVD and traditional HOSVD, our experimental results are shown in Figure 7.

![Figure 7](image-url) Figure 7. Comparison between traditional dimensionality reduction methods and icHOSVD.
Figure 7 shows the performance comparison between the method based on icHOSVD and the traditional HOSVD method. In Figure 7, for HOSVD, there is a steep rise in the curve from the normalized tensor value of 0.75, which has greatly exceeded icHOSVD in time. In the icHOSVD method, the rise of time is relatively gentle. Because the HOSVD decomposition method can only reach the standard value of 0.75, there will be memory overflow, so the curve of HOSVD will be cut off to 0.75. In terms of decomposition time, icHOSVD decomposes a tensor of the same size, which takes less time than the traditional HOSVD decomposes. In terms of throughput, icHOSVD can process more data under the same hardware conditions.

In Figure 8, we select several other common dimensionality reduction decomposition algorithms, namely SVD, trucker, CP decomposition algorithm, and use the same tensor model for experiments. Under the same conditions, we compare the time taken by each method to process the tensor size. As can be seen from Figure 8, the decomposition time of icHOSVD is relatively stable from the tensor size 0.25, but the decomposition time of traditional decomposition method and other decomposition methods increase rapidly. Under the same conditions, icHOSVD can decompose a larger tensor, whereas traditional SVD and Trucker and CP decomposition methods can only decompose half of the size of a tensor. Currently, the popular HOSVD decomposition method can only reach the tensor size 0.75, and then run out of memory. Through the above experimental analysis, the icHOSVD decomposition method based on tensor segmentation is more efficient.

5. Summary and Outlook

With the rapid development of information technology, the data scale is growing exponentially, and the value of big data is getting more and more attention. In view of the complex campus heterogeneous big data types, and in the process of obtaining the core tensor, a large number of intermediate computation results will be generated between the original data and the newly added data, which will affect the performance of the algorithm. This paper proposes a dimensionality reduction algorithm based on icHOSVD for unstructured campus big data. Firstly, the video data, audio data, image data and text data in unstructured campus big data are represented as sub tensor models, and the semi tensor product is used to fuse the sub tensor models. Finally, the proposed dimensionality reduction algorithm icHOSVD is applied to the unified tensor for dimensionality reduction. Experiments show that the dimensionality reduction method is more efficient than the traditional dimensionality reduction method, which first divides the tensor into blocks, and then merges the new tensor and the original tensor, and achieves a higher dimensionality reduction effect while maintaining a lower error rate. In this paper, the representation
method of heterogeneous data fusion and the icHOSVD dimension reduction algorithm are proposed to solve the problem of a huge data scale after fusion, which broadens the research field and the depth of heterogeneous data fusion and tensor dimension reduction. The current model can fuse different types of unstructured data and reduce the dimension. After dimensionality reduction, it can improve the accuracy and time complexity of machine-learning algorithms such as dataset classification accuracy, computational efficiency, classification and clustering, and provide a theoretical basis for the subsequent analysis and mining of campus big data and student portraits. However, how to connect the data of various departments and analyze student data mining needs to be further studied. In addition, we also need a set of classification, clustering, prediction, anomaly detection and other methods suitable for tensor models. Through the continuous innovation and development of big data technology, students’ work and management are optimized, so that people can make full use of data resources and tap the value of data, and provide strong support for the development of intelligent management of campus students. At the same time, for different data sources, our proposed dimensionality reduction algorithm can also be applied to different data sources, and the application effect is not the same. Therefore, the tensor model needs to be improved and unified in research.
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