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Abstract

Machine learning (ML) is becoming increasingly crucial in many fields of engineering but has not yet played out its full potential in bioprocess engineering. While experimentation has been accelerated by increasing levels of lab automation, experimental planning and data modeling are still largely depend on human intervention. ML can be seen as a set of tools that contribute to the automation of the whole experimental cycle, including model building and practical planning, thus allowing human experts to focus on the more demanding and overarching cognitive tasks. First, probabilistic programming is used for the autonomous building of predictive models. Second, machine learning automatically assesses alternative decisions by planning experiments to test hypotheses and conducting investigations to gather informative data that focus on model selection based on the uncertainty of model predictions. This review provides a comprehensive overview of ML-based automation in bioprocess development. On the one hand, the biotech and bioengineering community should be aware of the potential and, most importantly, the limitation of existing ML solutions.
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for their application in biotechnology and biopharma. On the other hand, it is essential to identify the missing links to enable the easy implementation of ML and Artificial Intelligence (AI) tools in valuable solutions for the bio-community. There is no one-fits-all procedure; however, this review should help identify the potential automation combining biotechnology and ML domains.
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1. Introduction

In the wake of climate change, many industries are turning to biotechnology to find sustainable solutions. The importance of biotechnological processes in pharmaceuticals is reflected in the growth figures for biopharmaceuticals (up 14% to 30.8% market share from 2020 to 2021) [1]. This trend is currently strongly inhibited by long development times of biotechnological processes. To advance fast in bioprocess development, decisions must be taken under considerable high uncertainty which does not enable a fast transition from laboratory to industrial production at scale with acceptable risks. Usually, different microorganisms or cells are tested to produce an industrial relevant product, i.e., a pharmaceutical substance. The transfer of results from small to large scale represents a central challenge and is very time-consuming and error-prone.

Modern biolabs have automatized and parallelized many tasks aiming to run such a large number of experiments in short periods of time. These Robotic experimental facilities are equipped with Liquid Handling Stations (LHS) [2, 3], parallel cultivation systems, and High Throughput (HT) [4, 5] analytical devices which make them capable of timely generating informative data over a wide range of operating conditions. The past decade’s focus was on hardware development and device integration with fairly simple data management systems lacking automatic association of the relevant metadata for the resulting experimental data. We have not been able to trigger the fruitful symbiosis expected between i. robots that can perform thousands of complex tasks but are
currently waiting for humans to design and operate the experiments, ii. Active Learning (AL) algorithms that still rely on humans to perform the planned experiments, and iii. Machine Learning (ML) tools that are at the present waiting for humans to treat and deliver the data in a digital, machine-actionable format. Hence, end-to-end digitalization of experiments is a pre-requisite to apply ML methods in bioprocessing.

Without complete annotations, the knowledge about how data were actually generated remains hidden, thus limiting the possible degree of automation for control and experimental design, but also hampering the aggregation of data from different contexts. More importantly, difficulties to reproduce experiments prevents sharing and reuse by other researchers of costly experimental data.

Accordingly, with the advent of high-throughput robotic platforms, the bottleneck to efficient experimentation on a micro scale has thus shifted from running a large number of parallel experiments to data management, model building and experimental design, all of which currently rely on a considerable amount of human intervention which makes experiments barely reproducible. Only a proper data management system with standardized machine-actionable data and automated metadata capture would allow an automatic flow of information through all stages of experimentation in bioprocess development and facilitate the use of machine learning models for decision making in the face of uncertainty.

As a representative example of the importance of metadata and experiment reproducibility, let us consider scale-up. Miniaturized and versatile multi-bioreactor systems combined with LHS have the potential to significantly contribute to the effective generation of informative data to increase scale-up efficiency bearing in mind robustness to face the variability in operating conditions during strain selection at the initial stage. When transferring the acquired knowledge in the lab to the industrial scale the remaining uncertainty in model predictions are significantly high due to insufficient data annotation and low levels of automation. Hence, key decisions must be taken under high uncertainty which imposes significant risks to most decisions taken throughout the bioprocess lifecycle.
The different stages of the development cannot be treated in isolation. For example, the variability of operating conditions during strain selection has a direct influence on the reproducibility of productivity levels in the scaled process. Hence, a promising route to faster development of innovative bioprocesses is a comprehensive automation of model building and experimental design across all stages of the development. To drastically speed up the bioprocess development of innovative products, the ubiquitous use of automation in active learning from data and model building must be introduced in all stages from product conceptualization to reproducible end-use properties. At any of these development stages, problem-solving and decision-making require building a model with enough predictive capability as well as a proper evaluation of its associated uncertainty.

In today’s practice, model building and data collection depend heavily on manual tweaking and human intervention, which slows down the development effort and constitute a significant obstacle to lower costs and shorter times to market. Also, ML algorithms should be deployed with higher levels of autonomy to release the end-user from choosing among alternatives for algorithms, hyperparameters and problem representation which are not compatible with their understanding of the methods involved and underlying assumptions.

This review follows two crucial aims. On the one hand, the biotech and bioengineering community should be aware of the potential and, most importantly, some limitations of existing ML methods for their application in biotechnology and biopharma. On the other hand, it is essential to identify the missing links to enable the easy implementation of ML and Artificial Intelligence (AI) solutions in valuable solutions for the bio-community as end-users. To drastically speed up bioprocess development of innovative products, the ubiquitous use of automation in active learning from data and model building must be introduced in all stages from product conceptualization to reproducible end-use properties. At any of these development stages, problem-solving and decision making requires building a model with enough predictive capability to assess the costs at stakes and risks involved.
1.1. Decisions and Models

As shown in Fig. 1, model building is an important activity to assess alternatives and advance fast in the bioprocess lifecycle by making rational decisions that systematically reduce uncertainty. Model-based decision-making is widely used in the development lifecycle of different types of processes and products (e.g., electrical, chemical, aeronautics) for cost-effective design and improved operation in the face of uncertainty. Mainly due to the so-called “small data problem,” bioprocess development has been an exception, though, with a significantly higher degree of empiric procedures, expert-based decisions, and strongly segmented design strategies and strain screening methods. The increased complexity of living organisms with thousands of intracellular biochemical reactions and incomprehended responses in its metabolic activity due to regulatory mechanisms, combined with the difficulties in obtaining trustworthy observations, makes it very difficult to build sound mathematical models since data collected from biological systems are inherently scarce and low-dimensional. However, similar dynamic behaviors within families of genetically modified microorganisms make enough room for transfer learning and meta-learning, using available data (with their metadata) to build predictive models for a new, unseen mutant. Based on such prior knowledge, experiments can be readily designed
to gather informative data to increase the predictive power of models built to effectively support decision making.

1.2. Automated Model-Building

Automation of the model-building cycle aims to assist experts and scientists in facilitating and transforming decision-making in the context of bioprocess engineering and biotechnology, not replacing them. Some aspects of model-building are more difficult to automate because of technological challenges and because they involve open-ended questions and context-dependent tasks that require human cognitive abilities. Perhaps the most difficult challenge to model-building automation is that data sources in the development pipeline are diverse, distributed, and multi-structured. Moreover, not only the available data is highly heterogeneous, but also they may be not informative enough regarding the purpose of the model for a given stage. This fact contrasts sharply with the common assumption that sufficient amounts of high-quality data are available for model building. Data collection methods for bioprocess development are descriptive of an inherently dynamic behavior since many process parameters are gathered online as continuous measurements. They are available and highly dependent on the quality of sensor devices, standard operating procedures, material and methods used, frequency of measurements (e.g., temperature, optical density, pH, oxygen, glucose, oxygen uptake rate, stirring speed), analytical sample processing, device calibration parameters, etc. Then, the optimal design of experiments for gathering information must be an integral part of the model-building cycle. As a result, the model-building at the different stages of bioprocess development will comprise automated procedures for actively seeking or generating highly informative data regarding the objective and type of decisions that must be taken in each stage in Fig. [1]. This is related to the machine learning subfield known as 'active learning' (AL). As an example, data which are informative for strain screening highlights the robustness of different strains to scale up effects where lack of enough aeration influences the physiological state of the bioreactor. However, these data are possibly poorly informative on
how to optimize the productivity of the chosen strain after scale up.

Faced with the choice of a large set of machine learning algorithms and an even larger space of hyperparameter settings, experts often must resort to costly experimentation in time and money to determine what combination works best for a given problem. Hence, automated model-building approaches must include automatic model selection, hyperparameter tuning, model training and model validation. If possible, models should be trained and validated with respect to the final properties of interest based on an end-to-end approach. This not only spares non-experts the time and effort of extensive, often onerous trial-and-error experimentation but also enables bioprocess engineers to obtain substantially better performance with fewer data and faster than possible without automation. In some applications of reinforcement learning to control and optimize, close-loop experimentation must be part and parcel of the model building cycle, making automation even more important. Hyperparameters, in this case, drive learning and define which data is gathered in the learning curve. Without a meta-learning level in model building, the initial setting of hyperparameters can easily prevent learning a predictive model that can make a real difference compared to not using a model at all for taking decisions. The use of ML for model-building automation can be seen as a way of introducing another level of abstraction that allows human experts to focus on higher level cognitive tasks for bioprocess development. First, probabilistic programming is used for the autonomous building of predictive models. Second, ML automatically assesses alternative decisions by planning experiments to test hypotheses and then planning and executing experiments to gather informative data that focus on model selection based on the uncertainty of model predictions. Therefore, ML methods can be seen as meta-algorithms for model-building tasks and automated data generation and hypothesis testing. Finally, the automated model-building uses algorithms that select and configure ML algorithms. That is, meta-meta-algorithms that can be understood as Bayesian machine experimenters that can generate autonomously new data to transform a priori knowledge into rational decisions that further bioprocess development.
1.3. Present State of Data and Models in Bioprocess Development

At the initial stages of development (see 1), fundamental problems are addressed and key decisions are taken, such as strain screening which involves testing their robustness to alternative operating conditions, cultivation media, and bioreactor designs. The availability of Process Analytical Tools (PAT) [7, 8, 9] allows a deeper understanding of the processes and the technological advances of HT and LHS in robotic platforms [10, 11, 12] that can generate large amounts of experimental data to feed the model-building cycle. Yet, the bottleneck step of human-in-the-loop prevents a rapid transition toward design and operating decisions at larger scales. An essential link is missing toward model-based bioprocess systems engineering [13]: the conversion of automated experimental tasks and data (e.g., cultivation, sampling, analytics) into knowledge expressed in mathematical expressions. The large amounts of heterogeneous low quality data make manual treatment and model development almost impossible. Automating model-building using ML is envisioned as the alternative of choice to speed up automated bioprocess development while providing a setting for provenance and reproducibility to transform HT experimental data into information, information into knowledge, and to use this knowledge to understand, control, and optimize the bioprocess throughout its entire lifecycle.

Machine learning tools are already contributing to accelerated drug discovery [14] and have the potential also to speed up process development for biopharmaceuticals. When the ML tools are used in the actual production of pharmaceuticals, the requirements of regulatory bodies (e.g., FDA) for good manufacturing practices and process performance qualifications become an issue. In the context of software as a medical device (SaMD), the FDA published a paper on a proposed regulatory framework [15]. A database of FDA-approved SaMD applications until 2020 contained 64 medical applications based on ML/AI [16], but notably, only 29 of the items used machine learning or artificial intelligence-related terms in the official FDA documents. The FDA used to validate ‘locked’ algorithms only, that is, algorithms with parameters after training such that the same input would always map to the same output. Fortunately, the proposed
regulatory framework shows that the FDA knows that many or perhaps the most relevant machine learning applications would be adaptive and continuously retrained on new data. Instead of a fixed input-output behavior, this requires a total product lifecycle regulatory approach, which determines how exactly models are retrained and validated. How far this approach will determine the FDA’s behavior towards ML in manufacturing remains to be seen. The uncertainty that reigns until an explicit statement by the FDA and other regulatory bodies may, at present, deter companies from using ML in production. But, as we have seen, SaMD devices based on ML, which were not declared as such, have been validated by the FDA. The same may apply to process analytical components that are packaged as soft sensors but rely on ML.

As the developmental stages are more concerned with decisions related design and operating conditions, the model-building should focus on guaranteeing physiological conditions that maximize productivity and product quality. For example, in the fed-batch cultivation phase, both overfeeding and underfeeding typically yield inferior results in cell growth and product formation [17]. Several studies have resorted to mechanistic models for (re)designing HT experiments of several fed-batch mini-bioreactors. The main challenges which are pending to be addressed are i) the use of impulsive control systems due to bolus-feeding for a miniaturized system, ii) ill-conditioned parameter estimation, and iii) low predictive power of mechanistic models.

In the work of [18, 11, 19], optimal experimental design problems were studied to maximize the information content for effective identification of a mechanistic model. Model predictive control using a mechanical model to maximize cell growth was implemented to an in silico system [20] and validated using an HT experiment [21].

However, due to its imperfect structure, a mechanistic model alone cannot significantly reduce the uncertainty related to operating and design decisions at more advanced stages. The latest trend clearly shows that machine learning techniques may give more room for more efficient utilization of available data and automate the generation of highly informative new data. Machine learning
can provide viable and effective solution to the preceding problems. Over the past few decades, biotechnology has seen a significant shift from manual modeling to data-driven modeling, e.g., applying ML, partly due to a large amount of existing data for some biological systems [22, 23, 24]. It is an essential premise for integrating machine learning models that are built based well-informed bio-data which are both FAIR and comprehensively annotated. Thus, data-driven models offer an appealing alternative for autonomous discovering in the field of bioprocessing [25, 26, 27].

Data-driven models are validated by their performance on the tasks for which they are trained. We should, however, bear in mind that unlike models built on first principles models learned from data will only extrapolate well to data coming from the same distribution. This may be the reason for a certain reluctance to adopt machine learning models, seen as black boxes without an interpretation. (It is, of course, possible to analyze or explain a machine learning model, once it is trained.) And yet, whenever no satisfactory first principles model is available, machine learning is the method of choice despite its lack of interpretability.

Machine learning has proved its effectiveness in many areas of biology: 3D structure of proteins [28, 29], up-downstream processes [30, 31, 32, 33], bioprocessing for chemical and biologic product manufacturing [24, 34], enzymes and cell growth [35, 36, 37], cell culture expression systems [38, 39, 40], and many others. However, according to [41], machine learning has not been as extensively used for bioprocess development as one might expect. This may be attributed to various reasons, of which some have already been mentioned. Data management and curation with an appropriate ontology for the metadata is one requirement not yet met. Furthermore, the "small data problem" makes the off-the-shelf use of existing models problematic. Models have to be specially tailored to be expressive enough for the complexity of the investigated phenomena, but constrained enough to be trainable with the available data. Overarching data management standards may also help to aggregate data and to tackle the small data problem from the opposite side. But even with appro-
ropriate models and well managed data, model selection, hyperparameter tuning, training and validation are still cognitive demanding tasks. Automation of this model building cycle is mandatory to increase the adoption of machine learning tools in bioprocess engineering. The selection of the most efficient algorithm and its parameters is based on many factors, including the transformation from a bioprocessing engineering problem into machine learning tasks, the quantity and quality of the data collected, the type of problem being solved (regression, classification, forecasting, control, etc.), the required overall accuracy and performance, availability of prior bioprocessing knowledge to control the hyperparameters tuning [42, 43]. As a result, a key challenge for model building automation is integrating a meta-learning layer for setting all hyper-parameters using techniques such as Bayesian optimization, which can take full advantage of cumulative data in the bioprocess lifecycle to systematically reduce uncertainty.

2. Elucidation of Machine Learning Strategies

2.1. Key Concepts

2.1.1. Brief Definition of Machine Learning in the Context of Bioprocess Engineering

Machine learning is a field of computer science and statistics that deals with data-driven modelling and algorithms. It thus can be seen as a new form of computational statistics applicable when no explicit mathematical description of relationships between data is known from theory. Machine learning has been particularly successful in domains where large amounts of data with a complex structure can be aggregated.

Machine learning approaches can be classified according to different criteria, here we just mention the basic paradigms of supervised, unsupervised and reinforcement learning, see an illustration in Figure 2. The review will mainly deal with supervised learning and reinforcement learning under a perspective
of their applicability in biochemical engineering. Interested readers can refer to many complementary references on machine learning domains [44, 45, 46, 47].

![Figure 2: Sub-fields of machine learning.](image)

The general principles of machine learning are best explained for supervised learning, that is in fact regression and classification. A data source would produce pairs of inputs $x \in \mathcal{X}$ and outputs $y \in \mathcal{Y}$ coming from some unknown distribution on $\mathcal{X} \times \mathcal{Y}$. Usually $x$ is a vector of features and $y$ a vector or real numbers (regression) or class labels (classification).

The data obtained until some time would be collected in a dataset $D = \{(x_1, y_1), (x_2, y_2), \ldots, (x_N, y_N)\}$. The goal of supervised learning is to learn a predictive model from such a dataset, namely a map $f : \mathcal{X} \to \mathcal{Y}, x \mapsto f(x)$ that predicts or estimates $y$ given $x$. Such maps usually are obtained by specifying the parameters of a parametrized family of maps $f_\theta : \mathcal{X} \to \mathcal{Y}$ for $\theta$ in some parameter space. The quality of a prediction $\hat{y}$ is measured by a loss function $\ell(y, \hat{y})$.

Models are usually trained on a dataset by minimizing the so called empirical risk, which is the average loss on a given 'training' dataset

$$\mathcal{L}(\theta) \overset{\text{def}}{=} \frac{1}{N} \sum_{i=1}^{N} \ell(y_i, f_\theta(x_i)) .$$
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The minimization problem to be solved is

\[ \hat{\theta} = \underset{\theta}{\text{argmin}} \mathcal{L}(\theta) = \underset{\theta}{\text{argmin}} \frac{1}{N} \sum_{i=1}^{N} \ell(y_i, f_\theta(x_i)) . \]  

(2)

With a quadratic loss function (the negative log likelihood of Gaussian noise on the \( y \)) this is the classical least squares fitting of the parameters of a parametric regression model.

The purpose of a predictive model is of course to give reliable predictions for new inputs, that is to generalize well. The best model in the family would be the model with lowest expected prediction error (EPE), that is the lowest average loss over all possible data pairs \( \mathbb{E}_{x,y} \ell(y, f_\theta(x)) \) in the limit for infinite sample size.

However, the empirical risk for the optimized parameters

\[ \mathcal{L} \overset{\text{def}}{=} \frac{1}{N} \sum_{i=1}^{N} \ell(y_i, f_\hat{\theta}(x_i)) \]

(3)
on the training dataset is often much smaller than the expected prediction error, namely when the model is overfitting. A small empirical risk on a training set (or a good fit) is no reason to rely on a predictive model.

Overfitting can be an issue even in mechanistic models with only a few parameters and lots of data, but it always is in machine learning, as an ML model would typically use a huge number of parameters to be flexible enough for modelling an unknown relationship. Therefore it is important to estimate the EPE well, in order to be able to assess a model.

Cross-validation is the method of choice to obtain reliable estimates of the EPE under fairly general conditions. One divides the dataset into a training dataset and a test dataset \( D = D_{\text{train}} \cup D_{\text{test}} \). The model is then trained on \( D_{\text{train}} \), while the average loss is reported on \( D_{\text{test}} \), that is on samples never seen during training. Cross-validation somehow simulates applying the model to new data. That’s the basic idea, although it is usually advisable to average this procedure over different splits (N-fold cross-validation); for more sophisticated versions of cross-validation and best practices of data partitioning see [46, 48, 49].
Apparently more interdisciplinary communication would be necessary to make the notion of model assessment by cross-validation well understood and accepted outside ML \cite{50}. There are some caveats: With small amounts of available data cross-validation may be unfeasible. Furthermore the structure of datasets can make partitioning a complex task quite difficult. Different replicates of an experiment should for example all end up in the train or all in the test partition, otherwise the test loss can underestimate the expected prediction error. Doing cross-validation right is of the essence and would usually require communication between a domain expert and a machine learning expert.

Machine learning models are constructed with different architectural choices and also with different regularization techniques to avoid overfitting, which leads to a family of parametrized models instead of just one model. The family itself is parametrized by the so called hyperparameters that control architecture, regularization, training, etc. Each model defined by a specific set of hyperparameters has its trainable parameters to fit the available data.

Now we encounter the classical task of model discrimination and model selection in a new guise. Finding optimal hyperparameters means selecting the model in the family with the best predictive performance, that is the lowest expected prediction error. The estimation of the EPE used in model selection should rely on a validation dataset $D_{\text{validation}}$ different from the test set $D_{\text{test}}$ used for the reporting the EPE of the selected model, otherwise the latter may be grossly underestimated. Thus e would need to partition the dataset in three disjoint datasets $D_{\text{train}}$, $D_{\text{validation}}$ and $D_{\text{test}}$.

Hyperparameter tuning \cite{51,52} is an essential part of machine learning, models rarely work convincingly out of the box, which should not come as a surprise as even simple regularized regression methods like Ridge Regression and Lasso require tuning the regularization parameter in order to pay off. Cross-validation comes with a high computational burden, which cannot be avoided. But it would not require additional mental effort of scientists that want to apply ML, once frameworks automate this procedure.

In machine learning, a baseline is any simple algorithm, with or without
learnable parameters, for solving a task, usually based on a heuristic experience, randomization, or elementary summary statistics [53, 54]. This is an important reminder when tackling new domains with machine learning techniques, such as bioengineering and bioprocessing. Before attempting to develop more sophisticated models, obtaining existing simple baselines is more important. That is, Occam’s Razor or takes the simplest hypothesis which is consistent with the available data. All models and algorithms already established in the domain serve as baselines. A sophisticated time series forecasting model for a bioreactor must be measured against existing reactor models, in order to assess it.

2.1.2. When to Use Machine Learning?

Machine learning is now extensively applied and is even a driving force of discovery all over science, but it is no a panacea. The prominent successes come at the price of the less prominent failures. Quite a few things can go wrong if not heeded, leading to the risk of misinterpretations, over-optimistic results and models that fail to generalize. Recommendations and best practices for the use of machine learning in science [55], or more specifically computational biology and biology [56, 57] can help to avoid these mistakes and to save time and money.

When should we consider deploying and investing in machine learning?

When it is cost-effective. It is difficult to know in advance when the application of machine learning will lead to a cost reduction in bioprocess engineering. Decisions for investments would ideally be based on a comparison of the cost of alternatives [58, 59]. Improved models and algorithms through machine learning may reduce the cost and experimental burden of developing and scaling a bioprocess and possibly lead to more cost efficient control of bioreactors at the industrial scale. But applying machine learning would also create costs, namely for data management and curation, development of models, expensive hardware or cloud computing for training the models, building and running the
infrastructure to deploy and monitor the complete machine learning project life cycle which includes further continuous monitoring the model, collecting new data and keeping the model up to date. However, we believe that given the range of problems that might be solved by machine learning investment in such infrastructure seems reasonable.

When needing regression or classification with enough data. Whenever a problem in the domain can be formalized as one of the basic supervised machine learning problems (regression, classification), and when there is a relatively large amount of aggregated legacy data or the acquirement of new data fairly cheap, machine learning can make useful contributions. Of course, it depends on the quality of the models already in use, whether a significant improvement is to be expected. So it is above all the experts knowledge of the deficiencies of the models and algorithms they use which points to useful applications of machine learning.

As mentioned above good data management and curation is an enabler for machine learning. Data with complete metadata annotations allow for aggregation of data across different situations, e.g. bioprocess data for different strains, scales, reactors. And that is the situation where adequate machine learning models are most advantageous.

When the data consists of images or videos. For image classification, object detection, image segmentation and other image related tasks machine learning models based on convolutional neural networks have consistently beaten all previous methods. Automatic analysis of images allows to turn imaging devices into soft sensors. For example microscopic images of samples from a bacterial fermentation give information on the heterogeneity of the population, inclusion bodies, shapes of bacteria. Building an automatic image analysis pipeline for this purpose is fairly easy, using an open source library for bacterial image analysis. Manually annotated training data would still be mandatory.
2.1.3. Machine Learning Project Life Cycle

Machine learning is implemented as a process containing chained stages: Data cleaning techniques, data transformation or normalization, hyperparameter optimization using cross-validation, model training and validation, deployment, monitoring and maintenance, which includes updating trained models (and possibly also the hyperparameters) when new data come in or possibly querying new data in order to improve the model (active learning) [61, 62, 63, 64].

When applying machine learning for bioprocess engineering the specific problem has to be defined and then to be formalized as a machine learning task or possibly as a composition of several machine learning tasks [65].

If, for example, an application problem can be framed as a supervised learning problem, we have to specify which output quantity should be inferred from which input quantity, what is the relevant loss function to evaluate model predictions, what kind and the amount of data that are available. It might also be necessary to specify requirements on train-test-splits.

After these specifications machine learning pursues a well-defined goal. For supervised learning the procedure would try to obtain a model with lowest expected prediction error among all candidates. If the loss function indeed reflects the requirement of the engineers the model should be useful for them.

However, the goal of a bioprocess engineer is more general, namely to achieve a technological objective with available resources. So the engineer has to care about the cost of lab work, monetary investment, and data collection necessary for a successful solution of the narrower machine learning task.

In general, the life cycle of a machine learning project, illustrated in Figure 3, consists of the following stages: 1) bioengineering, isolate a problem and rephrase it as equivalent machine learning tasks, 2) data engineering, e.g., data collection and preparation, feature engineering, 3) machine learning engineering, e.g., model training, model evaluation and tuning, model deployment, 4) machine learning in production, e.g., model serving, model monitoring,
and maintenance \[66\, 67\, 68\].

Figure 3: Machine learning bioengineering project life cycle.

2.2. Active Learning

2.2.1. What is Active Learning?

ML models are usually trained on large corpora of data created by a potentially unknown process. As stated in Section 2.1.1, supervised machine learning solves a regression or classification problem that requires the data to be given or to be representable as predictors \(x\) and target values or labels \(y\). In some contexts, for example image classification, the target values are also known as annotations. The term refers to a situation where a large data set of predictor data \(x_i\) is available or continuously generated, but human domain experts are needed to annotate, i.e. provide the label \(y_i\) for some of the data points \(x_i\), an expensive and time-consuming procedure. In other contexts the acquisition of new data is inherently expensive, for example if the data are obtained by chemical, biochemical or biological experiments or complex computer simulations. In all cases the cost of data acquisition and a limited budget force ML practitioners to select which data should be acquired or annotated to be most informative for the model. This process is called Active Learning (AL).

The active learning task to query new data beneficially can be seen as a generalization of the classical problem of (sequential) optimal experimental design
Experimental designs can be chosen optimally for different purposes, e.g., to discriminate model hypotheses, estimate model parameters, or predict at specific points.

Since active learning methods are incremental (selecting the next data point based on the current labelled data and model), they often require a so-called seed set. This is a small set of labelled data \((x_i, y_i)_{i \in I}\) used to train the initial model and calibrate the AL method. For a graphical overview of the AL cycle see Figure 4. The labelled set is initially comprised of the seed set. Each cycle adds one or more datapoints to the labelled pool.

![Active Learning Cycle Diagram](image)

Figure 4: The active learning cycle. The seed set contains a small number of labelled samples. Each cycle adds one or more datapoints to the labelled pool. Repeated until some stopping criterion is met (usually a budget constraint or performance threshold).

### 2.2.2. Different Sampling Scenarios

One distinguishes three scenarios as to the way the next data point is sampled.
**Stream-based Selective Sampling** Data $x_i$ is presented in a stream, e.g., images arriving from a camera, and a cost is incurred for acquiring target values $y_i$, e.g., labels by a human expert. The active learning algorithm has to decide on a case-to-case basis if a sample is to be labelled or not.

**Pool-based Sampling** A large pool (or a subset thereof) of unlabelled instances $(x_i)_{i \in I_u}$ is given. The AL algorithm has to pick one or more data points from the pool, which are to be labelled $y_i$.

**Query Synthesis** The AL algorithm uses the current labelled data $(x_i, y_i)_{I}$ to synthesize new cases $x_i$ for which the target value should be queried. This does not rely on existing unlabelled data as in the previous two scenarios but creates new data. These data might e.g. correspond to a real world experiment described by parameters $x_i$, the outcome of which becomes the target value $y_i$.

For all three sampling scenarios, there are potential applications in chemical engineering and bio-engineering. For tasks like anomaly detection in processes one would have a pool of legacy data with a partial annotation of anomaly, an incoming stream of new data without annotation and would chose the cases, for which to require an expert annotation [69]. However, the query synthesis case, is arguably the most important in the biotechnological context: New experiments are designed in order to produce the most informative data.

One should be aware that the distribution of the queries can be expected to differ from the distribution of the ordinary data generating process. If, for example, AL/OED is used to optimize a bioreactor model for later use in the control of the reactor, it is entirely possible that the regular operating regime is different from the data distribution that creates a strong predictive model.

### 2.2.3. Querying the Most Informative Data

A good intuition is that AL and OED will query the most informative data for the purpose at hand, although not all algorithms define "most informative" in the same way.
The expected information gain (EIG), which is the expected reduction of entropy by the queries, is an ideal Bayesian utility function for AL to optimize, however estimating the EIG is computationally very challenging. Most of the AL methods below use a different objective, but a unified view ([70]) is possible, which explains their relation to the EIG. All the following methods use different proxies of EIG to select 'informative' queries.

**Uncertainty Sampling** Beginning with [71] this is a widely used class of methods with different underlying estimators of uncertainty. While working well in some instances, such algorithms can over-sample regions of the space $\mathcal{X}$ where noise dominates.

The most prevalent measurement of uncertainty is the Shannon entropy applied to the output of a classification model (see Fig. 5 (c)). If the model assigns a high probability to one class and low probabilities to all others, the entropy is between those probabilities is low. If the model assigns an equal probability to all classes (the model is uncertain) the entropy is high. A sample is considered informative if it produces high entropy in the model’s output.

**Reducing the version space** Several approaches can be described as reducing the space of hypotheses compatible with the data, the so-called version
space. These approaches maintain an ensemble of many models rather than just one. Each model represents one hypothesis about the available data (see Fig. 6). An informative sample is considered one that produces high disagreement between the hypotheses/models, forcing wrong models to be dropped or updated. Repeating this process will push all models of the ensemble to converge to the "true" hypothesis. Algorithms that fall in this class are Query by committee and Query by disagreement. This method was implemented by [73] and applied to image classification tasks.

Figure 6: Different hypotheses of classification models for two types of classifiers (Ref. [72] Fig. 6). Each line or box respectively represents one correct hypothesis about the given data. An informative sample would be any new point that contradicts one or more of these hypotheses.

Expected error reduction Another proxy of EIG is an estimate of the expected error after seeing a new query. Since all ML approaches rely on some error function to optimize their models, one can estimate the expected improvement in these functions given a selected data point from the unlabeled set. Points associated with a more considerable error reduction are considered more informative. This method has been successfully applied in classification ([74]). Since estimating the error reduction is computationally very expensive, [75] trained a regression model to predict the error reduction and applied it to 3D Electron Microscopy (Striatum) and MRI brain scans (BRATS).
Variance reduction That is where the classical 'alphabetical' frequentist OED criteria can be placed. In maximum likelihood estimation, the covariance of the parameter estimates is bounded below by the inverse of the Fisher information matrix (Cramér-Rao). Different criteria that control the eigenvalues of the Fisher information are used to find an optimal design (D-optimal determinant, A-optimal trace, etc.). Controlling the variance of the parameter estimates has an impact on the predictive variance of the model but is still a different problem. A-optimal design, however, implies minimizing a lower bound on the predictive variance. Calculating and inverting the Fisher information matrices for all parameters of a large ANN is prohibitive, but recently this approach has been applied to just the last layer of an ANN [76]. It should be noted the Crámer-Rao lower bound may underestimate the true variance, and that the variance can be a poor descriptor for non-Gaussian distributions.

Minimizing the EIG A direct estimation of the EIG has usually been considered an intractable problem, but recently useful (sharp) upper and variational lower bounds have been discovered and exploited for Bayesian Optimal Experimental Design (BOED) ([77], [78], [79], [80], [81], [82]). These promising approaches still remain to be tested in the context of bioprocess engineering.

2.2.4. Learning How to Active(ly) Learn

There are three issues to raise with the previously mentioned methods. (i) Most design criteria, even the theoretically sound ones, do not directly improve the utility of the predictions for the final purpose. Increasing a model’s information content or generalization capabilities is excellent, but the exact relation to a specific prediction task or decision problem is not apparent. Therefore it would be advisable to learn an active learning strategy from data for the final task, end-to-end. It directly connects a model’s performance on a given task to the selected queries. (ii) If a new set of queries or experimental designs are selected each time, a
complex nonlinear optimization problem has to be solved. This might require more time. In a real-time setting where, i.e., experiments have to be redesigned based on new incoming data, the sampling process also needs to be fast (iii). All methods discussed so far rely on heuristics to select their samples. These heuristics only use a limited subset of the available information and do so in a static fashion that does not adapt to the presented data.

All three issues can be addressed when recasting the problem as reinforcement learning (RL) by parameterizing a policy that selects. This policy is learned. Crucially, the on-line application of the policy to In this setting, the policy is trained end-to-end concerning the final use of the prediction model, thus avoiding a possible mismatch between the optimization objective and the final use case (solving (i)). Finally, the policy is usually represented by an ANN, so it can incorporate large quantities of information and data and dynamically learn how to utilize them (solving (iii)). This includes summary statistics about the unlabeled pool ([83]) or additional information about the model prediction and confidence ([84]).

This makes 'learning to actively learn' one of the most promising approaches for AL ([81], [85], [83], [86]). Some of the recent BOED methods mentioned above ([77], [82]) are policy based, too.

If no sufficient legacy records of selected samples and improvement in model performance are available, one needs to employ more complex reinforcement learning approaches. The authors of [83] use model-based RL to solve the problem. The agent is primarily trained within a simulation of the AL process and further improved based on the limited real-world data.

The interested reader can refer to section 2.4 or directly to [87] for an introduction into reinforcement learning.

2.2.5. A Special Case

All previously described AL methods are done by analytical and probabilistic models. However, there are also discrete problems amenable to logical analysis in the application domain of this article. The most prominent example is the
Robot Scientist Ada\textsuperscript{[88]}, an automatic system that designs experiments to determine the gene function of yeast using deletion mutations and auxotrophic growth experiments. The active learning strategy of Adam can be formally understood along the previously sketched lines as reducing the hypothesis space by minimizing a probabilistic objective function (expected cost \textsuperscript{[89]}). However, the gene network to be deciphered is treated as a logical problem, and a central ingredient of the algorithm is automatic logical reasoning. This is an interesting case that recalls the ambiguous meaning of 'artificial intelligence, which can refer to logical reasoning systems and to statistical learning models alike.

In real-world scenarios, logical reasoning about complex, encoded information and statistical learning on collected data can both play a role, though the great successes of machine learning of the latter kind have recently eclipsed the former.

2.2.6. Spotlight: Uncertainty Quantification

This section aims to deepen our understanding of uncertainty sampling, as it is the most straightforward and most used implementation of active learning. As stated above, uncertainty sampling aims to measure the model’s confidence for a given prediction and uses this as a proxy for the EIG. The more uncertain a model is, the more informative this sample is considered, and following that, the more useful this sample will be when meaningfully annotated. Figure \textsuperscript{[7]} compares different setups for uncertainty sampling with entropy as uncertainty measure. We will consider a 3-way classification problem so that the model will assign one probability for each class (subfigure (a)). The classic uncertainty sampling will compute the entropy across the three classes (subfigure (b)). Query-by-Committee was previously introduced as an alternative to uncertainty sampling since it was derived from a different theoretical motivation. However, the measurement of uncertainty in both frameworks is very similar. Since Query-by-Committee algorithms maintain an ensemble of many models, uncertainty can be measured on a per-class basis (across models) rather than per model (subfigure (d)). To assign a scalar value to each sample, the per-class
uncertainties are usually summed ([73]). Since maintaining and updating many ANNs is computationally very expensive, some methods try to simulate an ensemble by using an approach called Monte-Carlo Dropout (MC Dropout) ([90]). For MC Dropout, only a single ANN with Dropout-Layers is trained. During prediction, where a single forward pass with a dropout rate of 0 is usually done, MC Dropout performs multiple forward passes with non-zero dropout, resulting in slightly different versions of the prediction. Treating each forward pass as a separate model in an ensemble, the same Query-by-Committee algorithm can be applied ([91], [73]) (subfigure (c)).

2.3. Transfer Learning

Humans do not learn to perform tasks independently, but always make use of previously acquired knowledge and skills, when dealing with a new task. It is an important challenge for machine learning to find ways that mimic this human connectivity of knowledge and allow to reuse information from other
contexts in a new one. Machine learning approaches that try to reuse (parts of) models trained for one task in a new task are known as transfer learning \[92, 93, 94, 95, 96\]. There are other notions to be distinguished from transfer learning, which also imply 'learning from other cases', namely meta learning and multi-task learning. Meta learning applies, when a task refers to datasets drawn from a distribution of datasets, for example with each dataset a collection of bioprocess data for a specific strain of E.coli. The goal is to devise models that will train faster on a new dataset, using information from other datasets. Multi-task learning, on the other hand, is closely related to transfer learning, but it deals with simultaneously training models for different tasks instead of reusing pre-trained models.

Most applications of transfer learning refer to learning tasks where the inputs $x$ have the same data type and can be assumed to be similar in some sense, e.g. images of a certain format, protein amino acid sequences, fermentation data with the same observables in the same format. The outputs $y$, however, can be specific to the different tasks.

Reusing models trained for different tasks can be a very cheap way to overcome the 'small data problem'.

Neural networks for image classification trained on very large image datasets \[97, 98\] have led to the arguably most successful applications of transfer learning \[99\]. Such models process the original image through subsequent stages, each stage producing a new representations. These representations capture image features, some very general and useful outside the original training context, some very specific to the original training task. For a new task on a small dataset, one can use a part of the trained network as a component of a new model and then train the model on the new data. This has been successfully applied to many different image domains (medical histology, plant images, etc.) \[100, 101, 102, 103, 104\].

A biochemical and biotechnological use case of transfer learning that is slowly unfolding its potential is the prediction of protein properties from the underlying sequences. In the very large protein libraries some protein prop-
erties are more frequently available than others. Most proteins are equipped with class labels in a protein classification, fractions of the proteins have 3d structures, enzymatic activities, physico-chemical properties attached. A model trained for predicting some of the frequently available properties or for an unsupervised task on all available protein sequences may learn internal representations that are also useful for other tasks related to rarely available properties [105, 106, 107, 108, 109]. A regression model on a low-dimensional representation may be trainable with only a few examples, whereas any model that directly works on the high-dimensional space of amino acid sequences needs large amounts of data. If protein properties prediction models are good enough at ranking potential protein variants they can speed up directed evolution [109].

Transfer learning has also been applied to modelling lutein production by microalgae [6]. For one species of microalga a comparatively large amount of published data was available, for a second microalga with a somewhat similar growth behaviour there were fewer data. Models were then trained on the data for one species and then transferred to models for the second species. Some data augmentation was done in both cases to improve training.

The particularities of transfer learning are presented in Figure 8.

![Figure 8: Difference between traditional machine learning and transfer learning.](image)

When training a model with a pre-trained part one can decide which of the inherited parameters will be frozen and which will be retrained with the new model. Thus the pre-trained model either serves as a feature extractor [110, 111], see Figure 10 or as an initializer [112], see Figure 9.

In transfer learning learning rate and number of training epochs correspond
to a trade-off between the influence of the data from the original domain and the influence of the new data. The optimal amount of training and the best architecture for the task have, as always, to be determined by cross-validation.

2.4. Reinforcement Learning

Reinforcement learning (RL) is one of the main branches of machine learning. While the supervised and unsupervised learning methods learn the model from a given data set, RL methods learn to act. In other words, the outcome of the RL is the optimal decision rule for a given state, which is also referred to as ‘policy’ given an objective. In general, RL performs the following three-step procedure iteratively: data generation, performance evaluation, and policy improvement. By interacting with the dynamic systems according to the policy, the RL agent receives the data consisting of states, actions, and rewards. The data is used as a reinforcement signal that evaluates the performance of
the policy. The policy is improved based on the performance evaluation with various types of optimization methods. The procedure is usually designed to be stochastic, not only to act against the uncertain systems but also to add exploratory actions to the system to prevent trainable machine learning models from being overfitted [114]. This addresses the trade-off between exploration and exploration explicitly.

RL is deeply connected with process control in the sense that RL solves sequential decision-making problems [115]. RL has several potential advantages over the standard approaches of bioprocess control that use mechanistic models and mathematical programming. First, RL is flexible to work with varying levels of mechanical knowledge and structure of the systems [116, 117, 118]. Model-free is a special characteristic that distinguishes RL from other process control methods, and the reinforcement signal is solely used for policy improvement. Therefore, model-free RL can handle (1) hybrid systems consisting of mixed continuous and discrete states, actions, and events, (2) problems with vari-
ous objective functions encompassing tracking control, economic optimization, and experimental design, and (3) model uncertainties that are not restricted to Gaussian distribution. This flexibility is an appealing characteristic for the bioprocess control and optimization [119], because biological models are often challenging to build, and biological systems have a considerable level of uncertainties. Recent advances in statistical machine learning enable feature analysis of the raw sensory-level data by using deep neural networks and the implementation of various information-theoretic techniques. Synthesis with a deep learning framework, deep RL (DRL) has successfully achieved a scale-up of RL methods to high-dimensional problems, showing remarkable performances in various applications such as process scheduling, reaction mechanism, fluid dynamics, robotics, autonomous driving, etc. [120, 121, 122, 123, 124, 125, 126].

The RL’s second advantage is that most of the computation is done off-line. In contrast, the conventional mathematical programming approaches need consistent re-planning, which can lead to exorbitant on-line computational demand. Because a single model cannot perfectly characterize the complexity of the metabolism, bioprocesses have to be operated in a closed-loop manner, adapting the model to the most recent experimental data [127]. However, the mathematical programming-based approaches such as model predictive control (MPC) cannot match the online computation limit when the complexity is high due to the combination of the model, operating constraints, and uncertainties. Several researchers have focused on the RL framework as a complementary method [128, 129, 130]. It is the nature of RL that the policy is obtained, essentially the closed-loop feedback rule concerning states of the system. An end-to-end closed-loop operation can be achieved if the RL is applied to industrial bioprocesses using massive historical raw data in an offline environment.

Motivated by these advantages, several pioneering pieces of work for the bioprocess control were first appeared in [131, 132, 133]. In these studies, the RL methods use the lookup table that measures the optimality (e.g., ‘cost-to-go’ function or Q-function) with respect to the discretized the state and action space. [131] used a fuzzy lookup-table guided by the expert knowledge in the
frame of a Q-learning algorithm. It showed that the RL could achieve near-optimal performance for the batch process control. [133] combined the fuzzy rule with the Q-learning method to determine the gains of a PID controller for a tracking problem of the fed-batch bioreactor. [132] solved a free-end problem for a fed-batch bioreactor using approximate dynamic programming, an analogous algorithm to the RL. The RL algorithm was tested under different initial conditions and showed optimal performance without additional recomputation. This is the first work that recognizes the merit of RL for the closed-loop operation in the presence of disturbances.

Recent works incorporate DRL methods, which allow for an extension to the optimization under the continuous state and action space [134, 135, 34]. In [134], partially supervised RL was used to solve a tracking problem of a yeast fermentation problem. Neural networks that map the state and setpoint with the control input were trained and refined using RL. A DRL algorithm, asynchronous advantage actor-critic (A3C), was incorporated into the biomass maximization problem of a fed-batch bioreactor [135, 34] utilized the policy gradient method for the optimization and recurrent neural networks (RNN) to approximate the policy function. The RL method was performed preliminary using offline data, and the policy was further trained in the online implementation.

The main drawback of model-free RL is that it is notoriously difficult to use due to the sensitivity to hyperparameters, intractable data requirement, and optimistic estimation of the Q-function values [136, 137, 117]. Even for the optimal control of the most straightforward linear system with the quadratic objective function, model-free RL fails to achieve a reliable solution compared to the standard linear quadratic regulator algorithm [138]. This limits the actual applications to the control and optimization of the real bioprocesses. Model-based RL can help solving the issue by using the mechanistic model as a simulator for the offline training, or utilizing the model equations’ gradients to accelerate the training [139, 140] suggested a two-stage optimal control for a closed-loop dynamic optimization of a fed-batch bioreactor. In the high-level optimizer, dif-
ferential dynamic programming, a model-based RL that uses model gradient, is used for the long-term planning with the economic objective of maximizing productivity. Whereas in the low-level controller, MPC is used for the short-term planning that tracks the high-level plan and, at the same time, rejects disturbances and model-plant mismatch. [141] proposed the integrated formulation of the MPC and RL, where the terminal cost function of the MPC is replaced by the value function obtained by the model-free method. The method was validated for the optimization of an industrial-scale penicillin bioreactor.

Another issue about RL is the consideration of critical process constraints for safety and keeping the operating condition within the valid domain [114]. A typical way to consider process constraints is to augment the amount of constraint violation as the penalization term to the objective. Using augmentation solely cannot always guarantee the feasibility of the exploration. In [142, 143], the probability of constraint violation was formulated as chance constraints, and an adaptive back-off approach was implemented to reduce the violation. Nevertheless, the trade-off between the original objective and constraint penalization is not uniquely determined, therefore adding another hyperparameter to the overall algorithm. This is not the case in conventional mathematical programming-based approaches such as MPC. In this regard, model-based RL can be useful. [144] suggested Gaussian processes regression for the data-driven state-space model and model-based RL for fed-batch fermentation processes. Mechanistic model-based RL approaches [140, 141] can naturally address constraints of fed-batch bioprocesses.

3. Current Integration of Machine Learning in Bioprocess Subfields

Machine learning has significantly contributed to the development of bioprocess engineering, but its application is still limited, hampering the enormous potential for bioprocess automation. In this section, we summarize recent research across several important subfields of bioprocess systems, see Table [1] including bioreactor engineering [145], biodevices and biosensors [146, 147, 148, 149], bio-
Bioreactor engineering studies the correlation and effects between complex intrinsic factors that operate a bioreactor (e.g., contaminant concentrations, temperature, pH level, substrates, stirring and mixing duration, rate of nutrient inflow) and primary cellular metabolism (e.g., product synthesis and nutrient uptake). In this subfield of bioprocess engineering, machine learning has contributed to necessary research such as (1) estimating and predicting state variables at some points in the future (e.g., biomass concentration), (2) monitoring the factors that affect the bioreactor’s performance, and (3) automating the bioprocess regarding safe operation and control purposes. The next subfield of bioprocess engineering is Biodevices and biosensors which machine learning implementation can be found in three primary areas: (1) optimization and control of microbial fuel cells, (2) development of soft and microfluidic sensors, and (3) chemical analysis of data collected from real-time measurements. Next, we also highlight the implementation of machine learning models to assist in the design and engineering of biomaterials in which biological engineers are interested in three primary research goals: (1) the efficient design and production of existing biological materials, (2) acceleration in developing new biological materials or improving the existing functions; and (3) quantification and automation of structural-functional relationships. The next subfield that the authors want to summarize in this review is metabolic engineering, in which the application of machine learning focuses on (1) completing the missing information to reconstruct the metabolic network, (2) identifying essential and influential enzymes and genes expression to product synthesis, and (3) exploiting the complex interactions between omics from fluxomics to genomics and growth kinetics of extracellular microorganisms.

As mentioned in sections earlier, we highlight the bioprocess tasks, experimental datasets, and machine-learning approaches within the subfields. Note that there are two fundamental goals when experts manipulate a bioprocess. The first goal is to make an accurate translation from bioprocess problems to appropriate machine learning tasks that can produce a correct prediction on the
experimental datasets. The second goal is to ensure that anyone in the same laboratory or further researchers can reproduce the experiments. Therefore, we will also provide an in-depth investigation of the reproducibility capability of these mentioned research so that we either believe in the results or build up confidence in reproducing the whole experiments and improving further from there.

Many machine learning models have been utilized and integrated into bioprocess systems are support vector regression (SVR), partial least square regression (PLSR), multi-gene genetic programming (MGGP), artificial neural network (ANN), Gaussian process (GP), Convolutional neural network (CNN), nonlinear model predictive control (NMPC), hierarchical recurrent sensing network (HRSN), recurrent neural network (RNN), multilayer perceptron (MLP), relevant vector machine (RVM), accelerating genetic algorithm (AGA), K-nearest neighbors (KNN), support vector machine (SVM), convolutional neural network (CNN), and principal components analysis (PCA). The authors do not aim to introduce and explain all the above models again, which could be referred to many references [155, 156].
| Subfield            | Task                                                                 | Dataset                                                                                                                                                                                                 | Machine learning model                                                                 | Reproducibility | Meta data | Ref. |
|---------------------|----------------------------------------------------------------------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|----------------------------------------------------------------------------------------|-----------------|-----------|------|
| Bioreactor engineering | Predict the final antibody and lactate concentration.            | Time series data of 134 temporal process parameters in four seed cultures (80L, 400L, 2000L, 12000L). Train-test ratio 90-10. 10-fold cross-validation. Data are not available. | SVR in LIBSVM. PLSR in SIMPLS                                                         | X               | Yes       | 157  |
|                     | Predict the performance of microbial fuel cell (MFC).              | Data were taken from [158]. Train-test ratio 80-20. Data are not available.                                                                                                                                | MGGP in MATLAB R2010b using GPTIPS software. SVR in MATLAB R2010b using LS-SVM toolbox. ANN in statistical software JMP version 9 (1 hidden layer, 2-9 neurons in hidden layer). | X               | Yes       | 159  |
| Subfield                                                                 | Task                                                                 | Dataset                                                                                       | Machine learning model                                                                 | Reproducibility | Meta data | Ref.  |
|-------------------------------------------------------------------------|----------------------------------------------------------------------|---------------------------------------------------------------------------------------------|------------------------------------------------------------------------------------------|----------------|-----------|-------|
| Simulate lutein bioproduction process control and optimization.          | Predict the evolution of multivariate states for lutein production process. | 4 sets of data, each containing 12 datapoints. 50 replications of artificial datasets were produced. Train-test ratio 3/4-1/4. Data are not available. | ANN in pybrain library (2 hidden layers, 20 neurons per hidden layer).                    | X              | Yes       | [160] |
| Simulate the fed-batch production process for cyanobacterial C-phycocyanin. | No clear information about experimented data. Data are not available. | GP. Compare with 1 and 2 hidden layers ANN. Neurons per layer in \{3,5,10,15,20,25\}. |                                                                                         | X              | No        | [161] |
|                                                                         | Biomass concentration, nitrate concentration, and phycocyanin production were measured every 8 hours. The original dataset consists of 135 data points, plus 100 artificially generated data points. Data are not available. |ANN, no configuration given.                                                                 |                                                                                         | X              | No        | [162] |
| Subfield                      | Task                                                                 | Dataset                                                                 | Machine learning model                                                                 | Ref. | Reproducibility | Meta data |
|------------------------------|----------------------------------------------------------------------|------------------------------------------------------------------------|-----------------------------------------------------------------------------------------|------|-----------------|-----------|
|                               | Simulate the algal biomass growth and bisabolene production.         | Data were taken from 40 different experimental scenarios on different 120L photobioreactors. Each scenario contains 9000 data points. Train-test ratio 70-30. Data are not available. | CNN, 1 input layer with 7 neurons, 2 hidden layers containing convolutional blocks, 1 output layer with 3 neurons. |      | X               | low       |
|                               | Compare 6 different GP-based NMPC models for finite horizon control. | Simulated dataset. Data are not available.                            | GP, no configuration given.                                                               |      | X               | high      |
|                               | Characterize microfluidic soft sensor.                               | Data were collected from two soft pressure sensors. The processed data are available on Github. | HRSN based on RNN. The model is provided on Github.                                      |      | X               | no        |
|                               | Process higher-throughput Raman spectroscopy and molecular images.   | Data were collected from 1.5 million hyperspectral Raman images. The processed data are available on Github. | ResUNet. Applied transfer learning technique. The model is provided on Github.          |      | X               | yes       |
| Subfield                                                                 | Task                                                                 | Dataset                                                                 | Machine learning model                                                                 | Reproducibility | Meta data | Ref. |
|------------------------------------------------------------------------|----------------------------------------------------------------------|-------------------------------------------------------------------------|----------------------------------------------------------------------------------------|-----------------|-----------|------|
| Diagnose anatomical ex-vivo eye tissue segments in the usage of Raman spectroscopy. | Classify traumatic brain injury severity via Raman spectroscopy of the retina. | 14400 retina tissue samples were collected from adult male mice. Train-test ratio 80-20. 10-fold cross-validation. Data are not available. | Self optimising Kohonen index network (SKiNET). The model is provided on Github. | X               | Yes       | [168] |
| Predict bioelectricity production in microbial fuel cells.            |                                                                     | Train-test ratio 70-30. Data are not available.                          | MLP with \{2,3,4,5\} neurons. The model is not available.                              | X               | Yes       | [169] |
| Subfield                  | Task                                                                 | Dataset                                                                 | Machine learning model                                                                 | Reproducibility | Meta data | Ref. |
|--------------------------|----------------------------------------------------------------------|-------------------------------------------------------------------------|----------------------------------------------------------------------------------------|----------------|-----------|------|
| Biomaterials engineering | Optimize the operation of multi variable microbial fuel cells.      | Data are not available.                                                 | Combination of uniform design, RVM, and AGA. No configuration given.                    | X              | No        | [170]|
|                          | Predict phase of high-entropy alloys.                                | Data were taken from [171]. Data are not available.                     | KNN with $k = \{1,2,\ldots,10\}$, SVM in MATLAB. ANN (1 input layer with 5 neurons, 3 hidden layers with 5 neurons each, 1 output layer with 3 neurons). | X              | No        | [172]|
|                          | Predict mechanical functionality of protein networks from confocal microscopy imaging. | Data were generated in MATLAB R2019 consisting of 26 calculated structural features of 37 protein networks. 5-fold cross-validation. Data are not available. | Gradient boosting, random forest. The models are provided on Github.                  | X              | No        | [173]|
| Subfield                                                                 | Task                                                                 | Dataset                                                                 | Machine learning model                                                                 | Reproducibility | Meta data | Ref. |
|-------------------------------------------------------------------------|----------------------------------------------------------------------|------------------------------------------------------------------------|----------------------------------------------------------------------------------------|-----------------|-----------|------|
| Predict the performance of metal-organic frameworks (MOFs).            | Predict the performance of metal-organic frameworks (MOFs).          | 3385 MOFs containing 41 distinct network topologies. Processed data are available. | ANN (1 hidden layer with 30 neurons). Experimental reproducibility has given on a dedicated website [174]. | X               | Yes       | [175] |
| Predict injection of microparticles through hypodermic needles          | Predict injection of microparticles through hypodermic needles       | Train-validation-test ratio 60-20-20. Raw data and codes can be provided upon reasonable request. Licensing fees might be applied. | ANN (10 hidden layers) in MATLAB Deep Learning Toolbox. No configuration given.        | X               | Yes       | [176] |
| Detect amino acids with nanoporous single-layer molybdenum disulfide.  | Detect amino acids with nanoporous single-layer molybdenum disulfide. | Raw data and codes can be provided upon reasonable request.            | KNN, random forest, logistic regression. No configuration given.                       | X               | No        | [177] |
| Classify cell shape phenotypes.                                          | Classify cell shape phenotypes.                                      | Data are not available.                                                | SVM in MATLAB. No configuration given.                                                 | X               | Yes       | [178] |
| Subfield                | Task                                           | Dataset                                                                 | Machine learning model                                                                 | Reproducibility | Metadata | Ref. |
|------------------------|-----------------------------------------------|-------------------------------------------------------------------------|-----------------------------------------------------------------------------------------|-----------------|----------|------|
| Machine learning       | Detect scattering effect in light-based 3D printing. | 300 mask-structure pairs plus 600 pairs augmented. Data are not available. | Neural network with 14-layer CNN architecture combined with U-Net skip connections. The model is not available. | X               | Yes      | [179] |
| Metabolic engineering  | Fill gaps in a metabolic network.             | BiGG database [180]. Data are available on BoostGapFill’s Github.       | BoostGapFill open source tool.                                                          | X               | Yes      | [181] |
|                        | Identify specific enzymes limiting production in a pathway. | Data are not available.                                                  | PCA in MATLAB.                                                                           | X               | Yes      | [182] |
|                        | Predict the bacterial central metabolism.     | Data collected from 100 C-metabolic flux analysis papers. Data are available. | MFlux web-based platform. Source codes are available. MFlux applies SVM, KNN, decision tree. | X               | Yes      | [183] |
| Subfield | Task | Dataset | Machine learning model | Reproducibility | Meta data | Ref. |
|----------|------|---------|------------------------|-----------------|---------|-----|
| **Predict essential genes in Escherichia coli metabolism.** | Predict essential genes in Escherichia coli metabolism. | 4094 metabolic reaction-gene pairs. Several additional datasets from private providers and E. coli Gene Expression Database. Data are not available. | SVM. No configuration given. | X | Yes | [184] |
| **Selecting substrates that best expand an enzyme’s promiscuity.** | Selecting substrates that best expand an enzyme’s promiscuity. | BRENDA online enzyme database [185]. | SVM. Apply active learning approach. | X | Yes | [186] |
| **Propose a real-time optimization for the control of co-cultures within the continuous bioreactors.** | Propose a real-time optimization for the control of co-cultures within the continuous bioreactors. | Simulated data of continuous bioreactor, 24h duration, measurement every 5 min. Data is not available. | Neural fitted Q-learning, reinforcement learning. The models are provided on Github. | X | No | [187] |
| **Predict xylose consumption, biomass and xylitol production.** | Predict xylose consumption, biomass and xylitol production. | Datasets were collected every 6 h interval resulting in 340 data points (27 runs). Data are not available. | ANN of 5-10-2 topology in MATLAB Deep Learning Toolbox. | X | Yes | [188] |
| Subfield                                      | Task                                                        | Dataset                                                                 | Machine learning model                          | Reproducibility | Meta data | Ref. |
|----------------------------------------------|-------------------------------------------------------------|-------------------------------------------------------------------------|------------------------------------------------|-----------------|-----------|------|
| Explore the bioretrosynthesis space in synthetic pathway design. | Predict protein expression from promoter sequences.        | Golden dataset of 20 manually curated experimental pathways, 152 metabolic engineering projects. Data are available. | Applied reinforcement learning. The open source solution is provided on Github. | X               | Yes       | [189]|
| Predict protein expression from promoter sequences. | 675,000 constitutive and 327,000 inducible promoter sequences. | Data are available.                                                    | CNN, no configuration given. The model is available on Github. |                |           | [190]|

Table 1: Application of machine learning in various subfields of bioprocess engineering.
Table 1 shows us a huge problem with the information needed to ensure the reliability and reproducibility of the experiment. When we sorted by problem requirements, data, and machine learning models from a machine learning perspective, we witness more clearly the inadequacies and inconsistencies in the information presented in those published studies. Metadata about curation, provenance, and aggregation is not clearly described. The infrastructure condition and data engineering pipeline are not mentioned. Those papers do not record the model construction process or justification for design decisions. It leads to the acceptance of simplifications and assumptions about the system design, environmental context, biological or biochemical features, and other artifacts. Note that the required information will help avoid unnecessary recreation and model version control. A number of data and models in bioengineering are conducted from a simulation process. It is the best practice if all simulation inputs and applied methods, initial conditions, numerical integration algorithms, seed values, and other emerged data should be carefully recorded. If any parameters and hyperparameters are estimated, make sure to share the estimation algorithms and the value ranges. As the results of our mentioned issues, Table 1 is not consistent in how it describes the case studies as in some cases the programming language used is given but not in all. All columns in this figure should contain the same amount of information to allow the readers to compare between studies. How can we collect the required amount of information if they are not provided? It is a clear confirmation of the reproducibility problem that we want to discuss in the paper.

4. Challenges and Future Research Directions

4.1. Challenge 1: Reproducibility Crisis

Machine learning is, to a considerable extent, an experimental science. As a result, the reproducibility of computational pipelines is of significant concern. Machine learning experts have highlighted that the reproducibility of scientific results is a key element of science and credibility of conclusions.
made to the extent that they explicitly encourage replicating the experimental results of any published study \cite{194,195,196,197,198}. In the nine major machine learning conferences, including NeurIPS, ICML, ICLR, ACL-IJCNLP, EMNLP, CVPR, ICCV, AAAI, and IJCAI, the criterion of reproducibility has been highly required in every peer-reviewed process and published research paper \cite{199,200}. To establish which algorithm is better for a learning task, it is an essential rule that any computational experiment for algorithm assessment should be carried out on the same datasets representing the task. This dataset must be publicly available or published together with the first paper addressing this task. The evaluation metrics will be calculated using the same formulas as the first published paper. In the case of using a new set of formulas, it is necessary to re-test the model in the first publication, applying the methods of optimal search for the participants on this new set of formulas. Take an example as follows, we have two algorithms to compare. Algorithm A is our development, and algorithm B is proposed by previous research. The comparison results depend on how much documentation is publicly made available. For example, if we only have access to the written documents as published articles, we have to self-implement algorithm B and test it on the data we collect ourselves. In fact, there is practically no way to verify that we have implemented and configured the algorithm in precisely the same way as the original authors, especially the values used for hyperparameters. Thus, the more literature (articles, algorithmic code, and data) provided by the original authors, the easier it is for independent researchers to reproduce and demonstrate the published results that the claims made are valid. We proceed with the problem further regarding the above algorithms A and B. Suppose we want to test algorithm A on the same published data set. In that case, the question is whether we have to test algorithm B again to verify the correctness or accept the results reported as comparative results. This is a relevant question because newly proposed algorithms are often compared with published models developed by third parties without re-testing. However, one scenario exists when algorithm B compares itself with many previous algorithms, but the code is not publicly available. And
instead, later researchers often take reported results to compare and accept as proven facts. In addition, independent research experts have found it difficult to obtain similar results when re-implementing complete experiments reported in the scientific literature if the values for some important parameters and hyperparameters are not given. Computer science, specifically machine learning, is in a favorable situation where identical empirical procedures can be followed using the same data sets. Although in this case, the biggest challenge is the lab, different hardware, and software where the experiments are conducted. Reproducibility is best demonstrated by applying algorithms A and B on the same data but for different laboratory configurations to produce similar results and arrive at the same conclusions. Interest has grown not only in the machine learning community but also in bioengineering [201][202][203], biomedical engineering [204], biology [205], and genome editing [206] regarding the reproducibility of published scientific results.

However, the reproducibility requirement for biological systems is much more difficult because data are extracted from living organisms, chemicals, and organic interactions, e.g., proteins and strains of cells. In systems biology modeling, the issue of reproducibility involves a combination of not having FAIR experimental data and difficult-to-reproduce model fitting strategies due to missing parameters, initial conditions, and inconsistent model structure [207]. Even the biomass collected during experiments in the same laboratory, on the same bioreactor, differed by the time of year or collected by different technicians. This complicates efforts to apply approaches from the field of machine learning, where data is more stable and redundant. Furthermore, increasingly sophisticated bioengineering tools are making cell biology experiments more complex. The time to conduct biological experiments is also longer, leading to more complex reproducibility. Thorough validation can take months or even years to complete. That makes it difficult for laboratories that are not equipped with modern equipment to reproduce experimental conditions that more qualified laboratories have done. Instead, the biological sciences depend on other less reliable techniques for reproducing experiments, resulting in publications that are
less conditional on comparison with previous studies which makes data difficult to share or reuse.

According to a Nature survey of 1576 researchers, M. Baker points out that the scientific community has a general view that there is an ongoing reproducibility crisis [208]. Surveys have shown that more than 70% of researchers have tried and failed to reproduce other scientists’ experiments, more than 50% have been unable to replicate their own experiments, and more than 30% believe in published results even though they acknowledge that published results may be wrong. Another interesting survey published on Molecular Systems Biology[207] that the authors investigated 455 kinetic models of various biological processes. The authors concluded that 49% of the models could not be reproduced using the information provided in the manuscripts. They even proceeded with an effort by contacting and asking the authors of 455 published papers. And surprisingly, only 12% out of 49% could be reproduced. The plausible reasons for non-reproducibility include inconsistency in model structure, missing parameter values, missing initial concentration, and even unknown reasons. Many bioengineering professionals reuse machine learning as a complete implementation on a particular computing platform. However, another study even concluded that a machine learning platform does not guarantee computational reproducibility and that the test results generated from a machine learning platform cannot be trusted entirely [209].

4.2. Proposed Research 1: Promote a Culture of Inferential Reproducibility in Bioengineering

In addition to the techniques and methodologies proposed in machine learning [210 211 212], we need to change the culture regarding research reproducibility. We must encourage the practice of reproducibility and help subsequent researchers to enforce it as a cornerstone of science [213]. Reproducible models confer essential benefits because they are easier to understand, trust,
modify and reuse. This facilitates our collaboration better and is more open, thus, attracting follow-up studies to construct multi-scale models of larger, more complex systems from the current results. We need to fund and encourage individuals and research groups to confirm (or sometimes disprove) the findings of others with reproducible results. We should not criticize studies whose findings cannot be confirmed. In contrast, our work attempts to replicate highly reproducible studies, even if the results are not precisely the same. Journals can even create a new criteria category for assessing which research supports or integrates research reproducibility. The study replication levels can be found in Figure 11. The lowest level of reproducibility requires a research article and possible supplementary where the researchers should describe how bioprocess experiments have been conducted. Other metadata should also be available. However, the experimental codes and datasets, or the executable scripts can be missing. Hence, by fulfilling those mentioned missing codes, datasets, and scripts, the reproducibility is improved to the Medium level. The High level requires basic machine learning in production where the programming environment, a platform of development, hosting and metadata are presented.

Figure 11: Reproducibility levels from the lowest, e.g., Low Level, to the highest, e.g., High Level. Each level requires some performance and proof.
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4.3. Challenge 2: Benchmark Datasets and Evaluations of Bioengineering approaches

Within computer science, benchmarking is the development of guidelines and best practices. It contains three sub-fields: scientific machine learning benchmark, application benchmark, and system benchmark [214]. Application benchmark concerns the complete deployment of machine learning applications using various hardware and software settings. The benchmark evaluates the use of resources, e.g., file systems, software libraries and versions, hardware configuration, and scaling factor of computing capacity, that affect the time-to-solution of the application. System benchmark concentrates on the availability of a machine learning application in a broader environment. The system benchmark evaluates network throughput and the number of floating-point operations per second. These two benchmarking frameworks are not technically suitable for bioprocess engineering. This article focuses on the machine learning benchmark and how to promote it within bioprocess engineering research. The machine learning benchmark is much simpler and easy to implement as it requires two subjects: datasets and reference models. Firstly, benchmark datasets which are the fundamental cornerstone of machine learning should be made available to the research community. The exact training, validation, and test sets are on which all the reference implementation must be based on. Secondly, proposed approaches and state-of-the-art modeling applications will be developed over time and considered blueprints for further use on different benchmark datasets. Thirdly, an excellent overall design of the machine learning benchmark has fostered great boosters for research and discussion of corresponding areas: out-of-the-box downloading and usage, interoperability, and ease of customization [215, 216]. Bioprocess engineers must be able to understand the most suitable machine learning models by looking at the benchmarking performance on the equivalent datasets and types of investigated problems. More specifically, Bioprocess experts might refer a blossoming of benchmarks on neural networks and applications [217, 218, 219, 220, 221, 222], time series [223, 224, 225, 226, 227], image data [228, 229], text-based source [230, 231, 232], via community
competition\cite{222,223} and many others \cite{233,234}.

4.4. Proposed Research 2: Comprehensive Construction of Bioprocess Engineering Benchmark

The development of standards for bioprocessing engineering is essential to accelerate its growth while also attracting the participation of experts from many other fields. As we discussed above and the lessons learned from the machine learning community for the necessity of an ideal benchmark. More specifically, the benchmark (1) should provide publicly available datasets, while also providing standard procedures on those public datasets like typical machine learning tasks, such as classification, regression, and prediction; and (2) must be generic enough and easily integrated to accommodate different bio-research engineering pipelines. However, an important point that makes the bioprocessing specification more prominent and specific to its field is the bioprocessing metadata \cite{235,236,237,238}. Take a look at the following example of experimental verification.

A laboratory, named A, performed a verification experiment of four optimally designed experiments (two were performed by a kinetic model and the others by an artificial neural network) \cite{239}. These experiments were performed in a glass tubular photoreactor with a capacity of 1 L (length of 15.5 cm and diameter of 9.5 cm). A technician attaches an artificial light source to opposite sides of the reactor using 14 W TL 5 tungsten incandescent lamps, manufactured by Philip Co., China). The experiments started with two hyperparameters of biomass concentration and nitrate concentration set to 0.27 g/L and 9 mM, respectively. The experiments also set two other hyperparameters, the influential nitrate concentration, and the fixed culture temperature of 0.1 M and 35 °C for all experiments. Cultures were continuously aerated with 2.5% CO2 in air at 0.2 vvm and pH = 7.5 at a stirring rate of 300 rpm. The technician varied the

\footnotesize
\textsuperscript{4} https://www.kaggle.com/competitions
\textsuperscript{5} https://paperswithcode.com/
nitrate feeding rate and light intensity daily throughout the experiment.

Let’s assume that laboratory A releases the experimental datasets and reference model, e.g., an artificial neural network in this case. If the laboratory, named B, is interested in the experiments and wants to improve its current project with a similar verification experiment. Then laboratory B must know the exact experimental settings and configuration such as the equipment, chemical origin, spacial location of equipment installation, nitrate feeding rate log, and other necessary metadata. Hence, the bioprocess engineering benchmark should have the third component: bioprocess metadata as presented in Figure 12. Unfortunately, the bioprocess engineering literature witnesses not many the variety of benchmark-ready published articles and dedicated benchmarking [240, 241, 242, 243, 244].

Figure 12: Components of bioprocess engineering benchmark.

5. Conclusion

Bioprocessing engineering is involved in solving many of the world’s greatest challenges, where ML integration has proven immensely useful in bioprocess automation and reducing uncertainty in the decision-making process. However, many barriers and challenges need to be recognized to enhance the impact of the bio-industry. The authors confirm that the increasing use of ML in bioengineering and bioprocess automation will continue to be accelerated soon. This combination has been enabled by important technological advances, hardware, and software, which are continuing to evolve. Automation in experimental biotech-
nology, both at individual laboratories and the level of interlaboratory biosynthesis, coupled with robust decision-making, will be driven by better machine learning models. It could spark the emergence of fully automated, continuous bioprocessing techniques that do not depend on or limit human intervention. Most of the success has come from applying ML approaches developed in other domains directly to biological data sources. In this work, we review the existing applications of machine learning and artificial intelligence in bioprocess engineering automation from the perspective of making a faster and less costly development spiral. We mostly focus on the existing tools that, in our opinion, have not been considered yet despite having a great potential to automate model-building in the different stages to make the computational methods reproducible, which in turn provides full provenance to decisions taken. We have summarized recent ML implementation across several important subfields of bioprocess systems and raise two crucial challenges remaining the bottleneck of bioprocess automation and reducing uncertainty in biotechnology development. Although it is an ambitious goal, the combination of bioprocess engineering and machine learning is likely to yield many of the biggest developments in bioprocess in the coming years. Broader Impact: over the next decade: making bioprocess development comprehensively FAIR [245, 246] - Findable, Accessible, Interoperable, and Reusable.
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