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Task-Oriented Dialogue
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Can we start generating the program and executing it before the user finishes speaking?

Sure. Is this what you are looking for?
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• Uber pool
• Etc.
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Beneficial to start making decisions before seeing all the input!

Ours:
- Online Semantic Parsing
  - Learn the anticipation?
  - How to formally evaluate?
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Assumptions:

- Execution time dominates ⇒ predict early
- Consistent parsing history unnecessary (unlike simultaneous MT) ⇒ reparse from scratch after each token (like *re-translation*: Arivazhagan et al., 2020)

We propose a two-step approach

- **Propose**: predict a complete graph from the current utterance prefix
- **Select**: select the graph nodes (function invocations) that are worth executing at this time
Propose a Program/Graph
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LMComplete + FullToGraph
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Add a pool party with Barack Obama <MASK>

⇓ (fine-tuned BART)
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⇓ (full parser)
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Approach (b)

PREFIX_TO_GRAPH

utterance prefix
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full program
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Approach (b)

PrefixToGraph

Add a pool party with Barack Obama <MASK>  
⇓ (specialized parser)
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Yield Create Event
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Graph-based Semantic Parser
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Yield CreatEvent -RA-(0,:arg0) subject -RA-(1,:arg0)
<str> pool party </str> -RA-(3,:arg0) start
attendees contains FindPerson “Barack Obama”
attendees contains FindPerson “Joe”
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Yield CreateEvent -RA- (0,:arg0) subject -RA- (1,:arg0)

<str> pool party </str> -RA- (3,:arg0) start ...

FindPerson -RA- (22,:arg1) <str> Joe </str> -RA- (31,:arg0)
Graph-based Semantic Parser

Add a pool party with Barack Obama and Joe for tomorrow at 9:00 AM

Model: Transformer with self-pointing mechanism, similar to Zhou et al. (2021)
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Subgraph Selection
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Data and Base Models

| Dataset                        | SMCalFlow | TreeDST |
|-------------------------------|-----------|---------|
| # utterances in training      | 121,024   | 121,652 |
| # utterances in validation    | 13,496    | 22,910  |
| Best reported accuracy†       | 80.4      | 88.3    |
| FULLToGRAPH accuracy          | 80.7      | 90.8    |
| Prefix BLEU (no completion)   | 38.04     | 37.54   |
| LMCOMplete BLEU               | 53.51     | 55.93   |

† both from Platanios et al. (2021)
PrefixToGraph performance on SMCalFlow validation data of varying prefix lengths
Final Latency Reduction vs. Cost

Timing measured by the number of source tokens

[SMCalFlow] Execution Time: 1.0
Best Possible Reduction: 1.85

[TreeDST] Execution Time: 1.0
Best Possible Reduction: 2.21
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Faster Execution

[SMCalFlow] Execution Time: 0.2
Best Possible Reduction: 0.37

- offline full-to-graph
- prefix with full-to-graph
- LM-completion + full-to-graph
- prefix-to-graph

[TreeDST] Execution Time: 0.2
Best Possible Reduction: 0.45

- offline full-to-graph
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Slower Execution

[SMCalFlow] Execution Time: 3.0
Best Possible Reduction: 4.91

- offline full-to-graph
- prefix with full-to-graph
- LM-completion + full-to-graph
- prefix-to-graph

[TreeDST] Execution Time: 3.0
Best Possible Reduction: 5.61

- offline full-to-graph
- prefix with full-to-graph
- LM-completion + full-to-graph
- prefix-to-graph
Average Latency Reduction per Function

| Function Call                      | offline latency | latency reduction |
|------------------------------------|-----------------|-------------------|
| FindEventWrapperWithDefaults       |                 |                   |
| Yield                              |                 |                   |
| DeletePreflightEventWrapper        |                 |                   |
| DeleteCommitEventWrapper           |                 |                   |
| CreatePreflightEventWrapper        |                 |                   |
| CreateCommitEventWrapper           |                 |                   |
| RecipientWithNameLike              |                 |                   |
| UpdatePreflightEventWrapper        |                 |                   |
| UpdateCommitEventWrapper           |                 |                   |
| FindManager                        |                 |                   |
| EventAttendance                    |                 |                   |
| RecipientAvailability              |                 |                   |
| FindReports                        |                 |                   |
Conclusion

• We propose a new task: Online Semantic Parsing, with a rigorous latency reduction evaluation metric

• We show it is possible to reduce latency by 30% – 63% using a strong graph-based semantic parser, either
  • trained to parse the prefix directly, or
  • combined with a language model for utterance completion

• Similar approaches could be applied to other executable semantic representations.
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