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Abstract: Accurate prediction of the throttle value and state for wheel loaders can help to achieve autonomous operation, thereby reducing the cost and accident rate. However, existing methods based on a physical model cannot accurately reflect the operator’s driving habits and the interaction between wheel loaders and the environment. In this paper, a deep-learning-based prediction model is developed to predict the throttle value and state for wheel loaders by learning from driving data. Multiple long–short-term memory (LSTM) networks are used to extract the temporal features of different stages during the operation of the wheel loader. Two backward-propagation neural networks (BPNNs), which use the temporal feature extracted by LSTM as the input, are designed to output the final prediction results of throttle value and state, respectively. The proposed prediction model is trained and tested using the data from two different conditions. The end-to-end LSTM prediction model and BPNNs are used as benchmark models. The results indicate that the proposed prediction model has good prediction accuracy and adaptability. Furthermore, the relationship between the prediction performance and signal sampling frequency is also studied. The proposed prediction method that combines driving data and deep learning can make the throttle action conform to the decisions of an experienced operator, providing technical support for the autonomous operation of construction machinery.
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1. Introduction

As the most common mobile construction machinery, wheel loaders are widely used in the construction and mining industry, which are the important economic sectors across the world [1], due to their flexibility and adaptability. The main task of wheel loaders is to transport materials, including soil and rock, from a site to nearby dumpsite or trucks in a complex and changing working environment [2]. Control of the throttle is critical to the operation of wheel loaders. Accurately predicting the throttle action of a wheel loader expert operator can better achieve autonomous operation. The predicted throttle action can be used to directly control the machine to imitate the expert operator’s operations, to help achieve autonomous operation. In addition, predictions on the state of wheel loaders can be applied to model predictive control and energy management to achieve a good performance in terms of efficiency and fuel consumption.

The automation of construction machinery can reduce the cost and improve the safety of construction sites. Based on this, the last three decades have seen a growing trend towards the automation of construction machinery [3–5]. Many researchers have discussed the division method from manual operation to fully autonomous operation [6,7]. Dadhich et al. [8] proposed five steps to achieve the full automation of wheel loaders: manual operation, in-sight tele-operation, tele-remote operation, assisted tele-remote operation, fully autonomous. Despite the extensive research on automating construction machinery [9–11], a commercial system with autonomous construction machinery is still being explored [12].
Remote-operated construction machinery is being tried for commercial purposes [13,14]. However, this has led to a greater reduction in productivity and fuel efficiency [15] than manual operation because there are not enough sensory inputs to the remote operators. Therefore, to increase the fuel efficiency and productivity of construction machinery, it is necessary to improve the degree of automation of the loader to reduce the operator’s remote intervention.

Most previous works related to the automation of construction machinery are based on a physical model that requires accurate mathematical representations [16–18]. Meng et al. [10] presented a way of optimizing the bucket trajectory for the autonomous loading of load-haul-dump (LHD) machines by solving the optimal trajectory through optimizing the minimum energy consumption calculated by Coulomb’s passive earth pressure theory. Filla et al. [11] analyzed different autonomous scooping trajectories for wheel loaders by developing a simulation model of the uniform gravel pile. Shen and Frank [12,14] introduced dynamic programming into the solution of the optimal control variable trajectory based on a mathematical model of the machine. However, these physical-model-based approaches have some common limitations. The method requires a dynamic model of construction machinery to be built, but the dynamic model simplifies machinery in the real world, and the dynamic model of machinery may change under the condition of wear during the operation. Additionally, modeling the interaction force between the tool and material is challenging, as the working environment is unpredictable and variable, and the properties of the different media to be excavated or moved are diverse.

The data-driven approach makes it possible to deal with the complex machinery dynamics [19–22] et al. used the data collected from tests to construct a nonlinear, non-parametric statistical model to predict the behavior of soil excavated by an excavator bucket. Heteroscedastic Gaussian process regression is used as the prediction framework. Machine learning, as a significant means of analyzing complicated data, can adjust its weight parameters by learning from data. In recent years, machine learning has made remarkable progress in solving pattern classification or prediction problems, such as image recognition [23], pattern recognition [24,25], and fault diagnosis [26]. Deep learning has been widely used in construction machinery [12,27,28]. Kim et al. [29] proposed a vision-based action recognition framework that considers the sequential working patterns of earthmoving machinery to recognize the operation types. The earthmoving machinery’s sequential patterns are modeled and trained with convolutional neural networks and double-layer long–short-term memory (LSTM).

Due to its powerful ability to characterize complicated systems, process big data, and automatically extract features, deep learning has feasibility and superiority in the prediction task. The deep-learning-based prediction has received great attention for the automated operation of machinery. Yao et al. [30] designed a two-stage Convolutional Neural Networks model, including a classifier and some regressors, to automatically extract image features to obtain the piled-up status and payload distribution of the current state. The final prediction result is output via a backward-propagation neural network. Luo et al. [31] proposed a framework to predict the pose of construction machinery based on historical motions and activity attributes. The Gated Recurrent Unit is used to predict future machine poses, considering working patterns and interaction characteristics. Shi et al. [32] constructed a deep long–short-term memory network to predict the brake pedal aperture for different braking types by combining the driving data of experienced drivers in different driving environments with deep learning. Xing et al. [33] proposed an energy-aware personalized joint time-series modeling approach based on a recurrent neural network and LSTM to accurately predict the trajectory and velocity of the vehicle. Dai et al. [34] employed two groups of LSTM networks to predict the trajectory of the target vehicle. One LSTM is used to model the target vehicle and the individual trajectory of the surrounding vehicle, and the other is used to model the interaction between the target vehicle and each of the surrounding vehicles.
In this study, based on driving data of the experienced operator, a deep-learning-based method is proposed to accurately predict the throttle value and states (including lift cylinder, tilt cylinder, engine speed, vehicle velocity) of wheel loaders to help achieve autonomous operation and make predictive control algorithms and energy management strategies work with an acceptable performance. The sensor signals of wheel loaders under different working conditions are used instead of images as an important basis for predicting the throttle value and states of wheel loaders, as images will be inevitably affected by occlusions, deviations in viewpoint and scale, ambient illumination, and other factors [35,36]. Considering the time series characteristics of the working process of wheel loaders, LSTM networks are used to extract features. To reduce the computation load, the prediction of throttle value and state share the same LSTM network structures and weights. Two backward-propagation neural networks (BPNNs) are introduced to output the prediction results, as the throttle is controlled by the driver and the state of the wheel loaders is randomly influenced by the environment. Each working cycle of wheel loaders consists of several working phases, which possess their own unique characteristics, so the prediction results at different stages are output by neural networks with different weights to improve the prediction accuracy. Two different materials are used to study the adaptability of the prediction model. The relationship between the prediction performance and signal sampling frequency is also studied. Compared with the existing works, the method proposed in this study does not require a physical model and can be applied to different working conditions. The method proposed in this study can provide technical support for the autonomous operation of construction machinery and contribute to the intelligent process of the mining and construction industry.

2. Background

2.1. Problem Statement

The task of wheel loaders is to remove materials, including soil and rock, from a material pile to a nearby dumpsite or an adjacent load receiver in the sophisticated and changing working environment. There are many operation modes for wheel-loaders, including I, V, and T-shaped modes, depending on the route taken by wheel loaders during the loading operation. The difference in operation modes increases the difficulty of data analysis. For wheel-loaders, the V-cycle, which is the most common work cycle, is adopted in this experiment, as illustrated in Figure 1. The single V-cycle is divided into six phases, namely, V1 forward with no load (start and approach the pile), V2 bucket filling (penetrates the pile and load), V3 backward with a full load (retract from the pile), V4 forward and hoisting (approach the dumper), V5 dumping, V6 backward with no load (retract from the dumper), as shown in Table 1.

During the entire working cycle of wheel loaders, the operator needs to constantly modulate the throttle to control the movement of the wheel loaders. The throttle greatly determines the productivity and fuel efficiency during the operation of wheel loaders. When the throttle value is too high, wheel slipping will occur, resulting in a loss of traction as the driving force exceeds the adhesion. Wheel slipping damages tires and results in significant increases in operational cost. While the throttle value is too small, the speed of the vehicle will be lower, resulting in a loss of productivity. For the V-cycle of wheel loaders, the road adhesion coefficient is different for different phases. The quality of the vehicle will vary widely due to loading and dumping, which impacts the throttle value. Therefore, in the process of driving, experienced operators are required to perceive the environment information and select the appropriate throttle value. In this paper, the throttle value of the next moment is predicted.

Lift cylinder pressure, tilt cylinder pressure, engine speed and vehicle velocity are all crucial for wheel loaders. Lift cylinder pressure and tilt cylinder pressure can help to identify the working-cycle stages of wheel loaders. Engine speed and vehicle velocity play an important role in energy management. In this paper, the four parameters are called the state of wheel loaders, and every parameter has a corresponding prediction value.
The state prediction is the basis of many control technologies, including model predictive control. The state of wheel loaders is affected by the operator’s driving action and the environment, so the state prediction cannot only take their internal dynamics into account. In the operation process, in addition to the current state, operators usually need to consider the past actions and state of wheel loaders. Thus, the throttle value and state prediction of wheel loaders needs to consider the time series characteristics of the working process.

Figure 1. V-cycle of wheel loaders.

Table 1. V-cycle grouping.

| Phase                          | Path |
|-------------------------------|------|
| Forward with no load          | V1   |
| Bucket filling                | V2   |
| Backward with full load       | V3   |
| Forward and hoisting          | V4   |
| Dumping                       | V5   |
| Backward with no load         | V6   |

2.2. LSTM Network

Deep learning models automatically learn multiple levels of representations and abstractions from the data [37], which solves the problem that features need to be manually designed in traditional machine learning. Recurrent neural network (RNN) is a type of neural network specialized for the processing of sequence data. However, in practice, a simple RNN cannot cope with the challenge of long-term dependence.

The most efficient sequence model used in practical applications is called gated RNN, which is based on the idea of creating paths through time that have derivatives that neither vanish nor explode. Long short-term memory (LSTM) [38] is a type of gated RNN and a popular solution for processing sequence data. It has been shown to learn long-term dependencies more easily than simple recurrent architectures through gating
units. Compared to the gated recurrent unit (GRU), a simpler gated RNN, LSTM is more powerful and more flexible, since it has three gates instead of two. Thus, LSTM is applied in this paper.

The LSTM block diagram is illustrated in Figure 2. The most crucial component of LSTM is the cell state, which is the horizontal line running through the top of the figure, making it easy for information to flow without changing. LSTM’s ability to remove or add information to the cell state is controlled by the structure called gates. Gates consisting of a sigmoid neural net layer and a pointwise multiplication operation can selectively let information through. The first step of LSTM is to determine which information is discarded from the cell state. This decision is made by the forget gate, which outputs a number between 0 and 1 for each number in the previous cell state. Second, the new information that will be stored in the cell state needs to be determined. The input gate determines which values will be updated and a tanh layer creates a vector of new candidate values that could be used to update the current cell state. Finally, the current cell state and output gate are used to output the hidden state. The process of LSTM can be expressed as follows:

\[ i_t = \text{sigmoid}(W_i \cdot [x_t, h_{t-1}] + b_i) \]  
\[ f_t = \text{sigmoid}(W_f \cdot [x_t, h_{t-1}] + b_f) \]  
\[ g_t = \text{tanh}(W_g \cdot [x_t, h_{t-1}] + b_g) \]  
\[ o_t = \text{sigmoid}(W_o \cdot [x_t, h_{t-1}] + b_o) \]  
\[ c_t = f_t \ast c_{t-1} + i_t \ast g_t \]  
\[ h_t = o_t \ast \text{tanh}(c_t) \]

where \( h_t, c_t \) and \( x_t \) represent the hidden states, cell state and the input sequence of LSTM at time \( t \), respectively. \( i_t, f_t \) and \( o_t \) represent input gate, forget gate and output gate, respectively. \( W \) and \( b \) represent the weights and bias, respectively. \( c_t \) and \( g_t \) represent cell state at time \( t \) and candidate cell state at time \( t \). \( \ast \) is the element-wise product.

![Figure 2. Illustration of Long short-term memory (LSTM).](image)

3. Methodology

3.1. The Overview of the Proposed Deep Learning-Based Framework

Operators of different proficiency levels can account for great differences in productivity and fuel efficiency. Consequently, deep learning is used to predict the throttle value of wheel loaders based on the driving data of experienced operators so that the driving process of wheel loaders conforms to the driving decisions of experienced operators to meet the vehicle’s operational requirements, even in sophisticated driving environments, while ensuring productivity and fuel efficiency. Meanwhile, based on the temporal features extracted by LSTM, the BP neural network is also added to predict the state of the wheel
loader, which does not make any assumption regarding its internal behavior and learns the impact of the environment on the state from the data. The flowchart of this proposed framework is shown in Figure 3, which involves three parts.

Part one: Data collection and pre-processing. Neural networks require real driving data from the skilled operator to imitate the experienced operator. For the collection of wheel loader driving data, skilled drivers were required to perform a V-cycle in the actual working environment. To improve the computation speed and prediction accuracy, the driving data are normalized, and the working cycle is divided.

Part two: Sequence model. LSTM, which is capable of extracting temporal features and solving the problem of gradient disappearance in the original RNN, is applied in this paper. Six LSTM networks with the same structure are used for six stages of the working cycle.

Part three: Regression model. In order to output the final results, two BPNNs following the LSTM output of the prediction results of throttle value and state, respectively. Each part is discussed in detail as follows.

![Figure 3. The model presented in this paper.](image)

3.2. Data Collection and Pre-Processing

The data acquisition of the wheel loader is shown in Figure 4, which is equipped with pressure sensors and GPS. Field data were collected in sites with dry ground. To study the adaptability of the proposed prediction approach, it is important to conduct experiments with a variety of materials. Small coarse gravel (SCG) and large coarse gravel (LCG) were used as the operating materials for this experiment, which are shown in Figure 5. Small coarse gravel mainly contains particles with sizes 0–25 mm, while large coarse gravel mainly contains particles with sizes 25–500 mm.

![Figure 4. Experimental wheel loader.](image)
The V-cycle of wheel loaders consists of six working phases, which possess their own unique characteristics. To improve the prediction precision and computation efficiency, six prediction models were constructed for six phases of the working cycle of wheel loaders. Normalization was used to speed up the training. According to the working characteristics of wheel loaders in the V-cycle, the V-cycle was divided by extracting the working condition features of the actuator and walking device to realize the mapping between the collected data and working state, as shown in Figure 6. For different operating materials, 50 sets of data were collected to train and test the prediction model.

3.3. Construction of LSTM

The proposed deep-learning-based prediction method consists of LSTM and BPNN, as illustrated in Figure 7. LSTM can memorize the temporal relationship in time-series data. The particular gate structure of the LSTM allows the networks to learn when to store and when to forget the relationship. Thus, the temporal information of the driving data is encoded into the LSTM network. In the training process, the high-dimensional temporal information was extracted by the hidden layer from the time-series data.
Figure 7. Structure of the proposed LSTM and BPNN.

The LSTM model is developed with triple-stacked LSTM units because this configuration outperformed the double-stacked and the single-stacked LSTM in the training experiment. Meanwhile, compared with quadruple-stacked LSTM, triple-stacked LSTM has similar prediction precision and requires fewer computation resources. This result implies that increasing the structural complexity of the LSTM does not always lead to an improvement in the prediction accuracy.

The prediction of throttle value and state share an LSTM network to extract the temporal features. An alternative option is to use two LSTMs to extract the temporal features and predict the throttle value and state separately. However, two LSTMs introduce the extra burden of training and real-time calculations. In the experiment, both options have a similar effect. A possible explanation for this is that the sequence features required to predict the throttle value and state are similar.

When operators drive wheel loaders to work, the cycle operation time is diverse. Thus, the time-series data have different lengths. For the LSTM network, the time-series data with different sequence lengths need padding to ensure the same length. However, after padding for the time-series data, the prediction ability of the network will be influenced. Therefore, in this paper, the batch-size was set to 1 to ensure prediction accuracy.

The time-series data were taken as the input and the time dimension was \([1, 2, \ldots, t, \ldots, n]\), each sequence has five parameters: lift cylinder, tilt cylinder, engine speed, vehicle velocity and throttle, respectively. In the training process, all previous throttle values and state values were taken as the inputs to output the corresponding prediction values of the next moment via BPNN, and the real values of the next moment were used as the correct mark values.
For the LSTM, the number of output units is 64. To train the neural networks, the learning rate was 0.001, while the loss function was mean squared error (MSE) and expressed as:

\[ \text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (\hat{y}_i - y_i)^2 \]

where \( \hat{y}_i \) and \( y_i \) are, respectively, the predicted value and the actual value of the sampling point in the test set, and \( N \) is the number of samples in the test set.

The solver was the Adam algorithm [39], which is one of the most common solvers and suitable for training RNN. To assess the quality of training results, the root mean square error (RMSE) is taken as the criterion and expressed as:

\[ \text{RMSE} = \sqrt{\text{MSE}} \]

3.4. Construction of BPNN

Two BPNNs with 64 inputs were used to output the prediction results of throttle value and state. The temporal information extracted from all previous data was taken as the input parameter of BPNN at each moment and the BPNN output the prediction values of the next moment. The two BPNNs have the same structure, with two hidden layers, with 64 and 32 units, respectively. The BPNN structure was proven to be effective and accurate. The BPNN part in Figure 4 depicts the network architecture. The Rectified Linear Units were chosen as the activation function of BPNN because they allow for deep neural networks to be trained with acceptable speed and performance [40].

4. Results and Discussion

TensorFlow was employed for the programming implementation of the benchmark and proposed architectures. The time-series data were imported into Python as a list. The label was placed in the other list. The first 40 elements of the lists were used as the training set, and the last 10 elements formed the test set.

4.1. Performance Analysis of Deep Learning Model for Different Materials

To validate the adaptability of the proposed method on the prediction problem, the experimental wheel loader was required to load different materials with the V-cycle operation mode at two different working sites, and the collected driving data at the two test sites were used as the inputs to train two LSTM network individually. Meanwhile, the throttle value and state of the wheel loader at the next time step were used as the output to train the networks. In addition to the different operating materials, the two different working sites have different driving road surfaces. When loading small coarse gravel, the pavement comprised concrete road surfaces, and when loading large coarse gravel, the pavement comprised native soil road surfaces. For each working material, 50 sets of driving data were collected at a 200 Hz sampling frequency. The data were further divided into training data, consisting of 40 sets, and testing data, consisting of 10 sets.

Figure 8 shows the comparison results of the RMSE of the predicted throttle value and state using small and large coarse gravel as working materials for the six working stages and 10 groups of test data, respectively. Each boxplot represents the quartiles of RMSE, where the current throttle value and state are used as the input, and the prediction results belong to the next time step. It can be seen from Figure 8a that the RMSE of the predicted throttle value for two different materials was less than 1.8 and, compared with the RMSE using small coarse gravel as working materials, the RMSE using large coarse gravel had a higher mean and wider variation range, which indicates worse prediction results. In Figure 8b, the RMSE of the predicted state for two different materials are less than 5, with the same comparison results as the predicted throttle value. A possible explanation for this is that the complexity of working environments has an impact on prediction accuracy. If large coarse gravel is used as the working material, the load of the wheel loader will change drastically during the bucket-filling stage (V2) and dumping stage (V5), which
increases the difficulty of prediction. In addition to this, native soil pavement is more complicated than concrete pavement, so the interaction between the wheel loader and the environment has stronger randomness. The predicted results and the actual values under two different working conditions are compared in Figure 9. As shown in Figure 9, during the whole working cycle, the LSTM network can predict the throttle value and state with relatively high accuracy under different working conditions, which means that the proposed prediction model has good adaptability.

Figure 8. Comparison of RMSE from different materials: (a) prediction of throttle value (b) prediction of state. mean and median values are shown with ‘–’ and ‘—’ respectively.

4.2. Comparison with Different Deep Learning Models

The single V-cycle of wheel loaders consists of six stages, which have different operation modes and feature data. To more accurately extract unique feature data for each work stage and obtain high prediction accuracy, six LSTM prediction networks are developed for different stages. A single LSTM prediction network can also be used for this work. A single prediction network takes the complete data containing six stages as input and outputs the prediction result, which is end-to-end deep learning. End-to-end deep learning can reduce the hand-designed features and intermediate steps, but requires a considerable amount of data.

Figure 10 compares the RMSE results of the single LSTM prediction network and multiple LSTM prediction networks using small coarse gravel (SCG) as a working material. From Figure 10, it can be seen that the RMSE obtained by the single prediction networks has a higher mean and wider variation range compared with the RMSE obtained by the multiple prediction networks. Particularly for the bucket-filling stage (V2) and dumping stage (V5), the multiple prediction networks significantly outperforms the single prediction network in the prediction effect. The above finding can be further confirmed by Figure 11, which shows the RMSE comparison results using large coarse gravel (LCG) as a working material. There are two possible reasons for this result. The first reason is that there is a change in the load of the wheel loader during the bucket-filling stage and the dumping stage. The lift and tilt of the working device also account for this result. Therefore, in the case of limited data, to obtain accurate prediction results, it is necessary to establish different prediction networks for different working stages. However, it should be noted that the single prediction network may achieve the same performance as the multiple prediction networks with sufficient data.

BPNN is also used as a benchmark model for different stages. Figures 12 and 13 compare the RMSE results of BPNNs and LSTM networks. The result shows that the LSTM network has a better prediction effect. The better prediction result can be ascribed to the fact that LSTM can extract temporal features, which can make the model understand the environment and wheel loader more accurately. The RMSE of throttle value for different operating materials and models is shown in Table 2, and the RMSR of state is shown in Table 3.
Figure 9. Driving data of experienced drivers and the predicted value from different materials: (a) small coarse gravel (b) large coarse gravel.

Figure 10. RMSE comparison of different LSTM networks using small coarse gravel: (a) prediction of throttle value (b) prediction of state.
4.3. Performance Analysis of LSTM Networks for Different Sampling Frequency

Due to the high integration of the wheel loader and the high signal density, the sampling frequency is severely restricted by the storage capacity of the host. The appropriate sampling frequency should be as low as possible while ensuring prediction accuracy. The low sampling frequency can reduce the amount of data, thereby reducing the cost of data storage and the consumption of computation resources. Therefore, to reduce the cost, it is necessary to study the relationship between the signal sampling frequency and the prediction accuracy. The sampling frequency is reduced to 100, 50, 20, and 10 Hz, respectively.
Table 2. The RMSE of throttle value for different operating materials and models.

| Phase | Multiple LSTM of Using LCG | Multiple LSTM of Using SCG | Single LSTM of Using LCG | Single LSTM of Using SCG | BPNN of Using LCG | BPNN of Using SCG |
|-------|-----------------------------|-----------------------------|--------------------------|--------------------------|-------------------|-------------------|
| V1    | 0.64                        | 0.54                        | 0.71                     | 0.57                     | 0.75              | 0.73              |
| V2    | 1.07                        | 0.89                        | 1.67                     | 1.09                     | 1.36              | 1.14              |
| V3    | 0.83                        | 0.78                        | 0.86                     | 0.92                     | 1.18              | 0.91              |
| V4    | 1.00                        | 0.91                        | 1.02                     | 1.00                     | 1.28              | 1.13              |
| V5    | 0.95                        | 0.87                        | 1.52                     | 1.01                     | 1.26              | 1.10              |
| V6    | 0.96                        | 0.90                        | 1.10                     | 1.06                     | 1.16              | 1.01              |

Table 3. The RMSE of state for different operating materials and models.

| Phase | Multiple LSTM of Using LCG | Multiple LSTM of Using SCG | Single LSTM of Using LCG | Single LSTM of Using SCG | BPNN of Using LCG | BPNN of Using SCG |
|-------|-----------------------------|-----------------------------|--------------------------|--------------------------|-------------------|-------------------|
| V1    | 2.36                        | 1.53                        | 2.57                     | 1.68                     | 4.53              | 1.95              |
| V2    | 3.44                        | 1.34                        | 4.56                     | 1.75                     | 4.49              | 1.85              |
| V3    | 2.36                        | 1.44                        | 2.66                     | 1.67                     | 3.89              | 2.64              |
| V4    | 3.03                        | 1.98                        | 3.36                     | 2.09                     | 4.17              | 2.32              |
| V5    | 3.08                        | 1.18                        | 4.30                     | 1.43                     | 4.01              | 1.89              |
| V6    | 2.28                        | 1.81                        | 2.44                     | 1.96                     | 3.08              | 2.48              |

Figures 14 and 15 show the relationship between prediction performance and signal sampling frequency. Table 4 shows the RMSE of throttle value and state under different sampling frequencies. It can be seen that the prediction effect improves with the increase of the signal sampling frequency. This result may be explained by the fact that the higher sampling frequency can provide sufficient feature information in time. However, the too-high sampling frequency may bring more noise, making it difficult for the neural network model to learn the correct mapping from input to output. At the same time, when the sampling frequency is higher than 50 Hz, the increase in frequency does not significantly improve the prediction performance. In practice, although the increase in sampling frequency will improve the prediction accuracy, it will also lead to an increase in storage costs and a decrease in the real-time calculation rate. Therefore, a trade-off is necessary for the selection of sampling frequency. For example, if a fully automated system is required, a higher sampling frequency is necessary to reduce the prediction error. However, for the assisted driving, a lower sampling frequency should be considered to reduce the storage and computing costs.

![Figure 14](image1.png)  
**Figure 14.** Relationship between sampling frequency and prediction performance using large coarse gravel: (a) prediction of throttle value (b) prediction of state.
5. Conclusions

This paper proposed a deep-learning-based method to predict throttle value and state for wheel loaders. The prediction model can help achieve autonomous operation and reduce the need for remote intervention during remote operation. Additionally, the proposed model can be applied to model predictive control and energy management to achieve a good performance in terms of efficiency and fuel consumption.

The prediction model consists of three main parts, namely, data collection and preprocessing, LSTM and BPNN. Six LSTM networks are used to extract the temporal features of six stages of the V-cycle for wheel loaders. Based on the extracted temporal features, two BPNNs are employed to predict the throttle value and state of wheel loaders, respectively. The data obtained from two different working materials and pavements are used to train and test the proposed prediction model. The results show that the proposed prediction model can achieve a good prediction effect under different working conditions and outperform BPNNs. Moreover, compared with end-to-end deep learning, which only uses a single LSTM network for prediction, the prediction model of multiple LSTM networks shows better prediction performance. However, the prediction model of multiple neural networks requires more hand-designed features. The relationship between signal sampling frequency and prediction accuracy is also studied. In the range of 10 Hz to 200 Hz, as the frequency increases, the prediction performance improves. However, when the signal sampling frequency exceeds 50 Hz, the improvement effect of prediction accuracy is not obvious as the frequency increases. Therefore, in engineering practice, it is necessary to weigh the prediction accuracy and cost. Although this paper takes the wheel loader as the research object, the proposed prediction model can be adapted to other construction machinery. In future, the prediction network will be deployed to a physical wheel loader to improve the efficiency and real-time fuel efficiency using reinforcement learning.
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