A New Machine Learning Approach in Detecting the Oil Palm Plantations Using Remote Sensing Data

Kaibin Xu 1,2, Jing Qian 1,3,4,*, Zengyun Hu 1,4,5, Zheng Duan 6, Chaoliang Chen 1,3,4,5, Jun Liu 7, Jiayu Sun 1, Shujie Wei 1 and Xiuwei Xing 1,3,4

1 Shenzhen Institutes of Advanced Technology, Chinese Academy of Sciences, Shenzhen 518055, China; kb.xu@siat.ac.cn (K.X.); huzengyun@ms.xjb.ac.cn (Z.H.); cl.chen@siat.ac.cn (C.C.); sun.jy@siat.ac.cn (J.S.);
2 School of Information Engineering, Jiangxi University of Science and Technology, Ganzhou 341000, China
3 University of Chinese Academy of Sciences, Beijing 100049, China
4 State Key Laboratory of Desert and Oasis Ecology, Xinjiang Institute of Ecology and Geography, Chinese Academy of Sciences, Urumqi 830011, China
5 Research Center for Ecology and Environment of Central Asia, CAS, Urumqi 830011, China
6 Department of Physical Geography and Ecosystem Science, Lund University, S-223 62 Lund, Sweden; zheng.duan@nateko.lu.se
7 TripleSAI Technology, Shenzhen 518109, China; rsliujun@163.com
* Correspondence: jing.qian@siat.ac.cn; Tel.: +86-189-264-071-98

Abstract: The rapid expansion of oil palm is a major driver of deforestation and other associated damage to the climate and ecosystem in tropical regions, especially Southeast Asia. It is therefore necessary to precisely detect and monitor oil palm plantations to safeguard the ecosystem services and biodiversity of tropical forests. Compared with optical data, which are vulnerable to cloud cover, the Sentinel-1 dual-polarization C-band synthetic aperture radar (SAR) acquires global observations under all weather conditions and times of day and shows good performance for oil palm detection in the humid tropics. However, because accurately distinguishing mature and young oil palm trees by using optical and SAR data is difficult and considering the strong dependence on the input parameter values when detecting oil palm plantations by employing existing classification algorithms, we propose an innovative method to improve the accuracy of classifying the oil palm type (mature or young) and detecting the oil palm planting area in Sumatra by fusing Landsat-8 and Sentinel-1 images. We extract multitemporal spectral characteristics, SAR backscattering values, vegetation indices, and texture features to establish different feature combinations. Then, we use the random forest algorithm based on improved grid search optimization (IGSO-RF) and select optimal feature subsets to establish a classification model and detect oil palm plantations. Based on the IGSO-RF classifier and optimal features, our method improved the oil palm detection accuracy and obtained the best model performance (OA = 96.08% and kappa = 0.9462). Moreover, the contributions of different features to oil palm detection are different; nevertheless, the optimal feature subset performed the best and demonstrated good potential for the detection of oil palm plantations.
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1. Introduction

Oil palm (Elaeis guineensis), whose planting areas are distributed mainly in humid tropical countries such as Indonesia, is one of the most rapidly expanding and productive equatorial crops in the world [1]. Because this crop has multiple uses, high yields, and low production costs, the global demand for palm oil has increased exponentially over the last few decades, generating considerable economic benefits in local areas [2]. However, the rapid expansion of oil palm plantations has also led to deforestation and a series of negative environmental impacts, such as forest estate losses, social costs, alternative revenue losses, reduced biodiversity, and diminished ecological connectivity [3]. In addition, oil palm...
plantations are a substantial and frequent cause of fires in Indonesia, many palm oil producers take advantage of the conditions to clear vegetation for oil palm plantations using the slash-and-burn method, they often spin out of control and spread into protected forested areas, and these fires emit increasing quantities of greenhouse gases that threaten the global climate and ecosystem [4–6]. Therefore, to scientifically manage and supervise this activity and to safeguard forests beneficial for the global climate and ecosystem services, it is necessary to precisely detect and monitor oil palm plantations.

The detection of oil palm plantations using satellite remote sensing data has been carried out in many studies [7–10]. Optical detection methods rely on information extracted from the phenology or image characteristics of oil palm plantations. Phenology-based methods utilize temporal changes in the vegetation spectrum to detect the expansion of oil palm [7]. In addition, oil palm plantations can be detected from satellite images based on their unique textural features, such as the rectangular blocks and geometric shape of industrial plantations [8]. For example, employing an image-based method, Li et al. used the texture features of oil palm trees trained by neural networks to identify them from high-resolution remote sensing images [9,10]. However, some challenges continue to face the detection of oil palm plantations using optical methods; for instance, it remains difficult to separate oil palm plantations from other spectrally similar vegetation (e.g., forests and rubber trees) [11], and the frequent presence of clouds in the humid tropics hinders image-based method analysis [12]. In addition, most high-resolution images are not free. To reduce the difficulty of detecting oil palm plantations in tropical regions, synthetic aperture radar (SAR), which provides global observations under all weather conditions and all times of day, has been the focus of some researchers [13–15], who employed radar satellite data, namely, L-band data from the Advanced Land Observing Satellite (ALOS) Phased Array type L-band Synthetic Aperture Radar (PALSAR) and C-band data from Sentinel-1, as the main source for the detection of oil palm plantations. With radar satellite data, oil palm plantations present a characteristic radar backscatter distribution, which can be easily separated from those of other tropical plantations [13]. However, due to the similar scattering values for palm trees of different ages, it is difficult to distinguish mature and young (<3-year-old) oil palm plantations using only SAR data [16].

To overcome the limitations of using SAR or optical data alone, several recent studies have detected oil palm plantations by using data fusion techniques [17–20]. These studies selected specific backscatter values and reflectance/emissivity characteristics from SAR and optical satellite combinations to identify oil palm plantations (including mature and young oil palm) and other land use types using specific machine learning algorithms. For example, Cheng et al. fused Landsat and PALSAR data to conduct the supervised classification of oil palm plantations in peninsular Malaysia [17], and Poortinga et al. combined Landsat-8, Sentinel-1, and Sentinel-2 to accurately map rubber and oil palm plantations [18]. The results show that the accuracies from data fusion are better than the accuracies from SAR or optical satellite data alone. In addition, several studies have shown that using the appropriate vegetation indices to analyze and select feature combinations can also yield improved results [21–23]. However, due to the low canopy coverage of young palm trees and the poor ability to differentiate young palm trees from bare soil, the detection of young plantations is still very challenging in most data fusion methods, as was reported in a previous study [24]. Moreover, most studies select only spectral bands and a small number of backscatter properties as the characteristic variables; as a result, the detection accuracy of oil palm plantations has remained at approximately 90% [25]. In addition, the selection of machine learning classifiers is fundamental to guarantee the oil palm detection accuracy. These classifiers include support vector machine (SVM) [26], naïve Bayes (NB) classifiers [27], classification and regression trees (CART) [28], and neural networks [29]. However, these classifiers depend on large amounts of sample information to improve the prediction accuracy, and the acquisition of these samples is considerably time- and labor-intensive. Compared with other classifiers, random forest (RF) has low preprocessing requirements for the training data because it is not sensitive to the differences of data
units and can cope with badly unbalanced data [30], and it can make predictions when an observation presents missing values [31]. Furthermore, several studies have shown that, in the selection of machine learning algorithms, using the RF algorithm to classify and select features can yield better results [32]. However, RF and other machine learning classifiers are strongly dependent on the values of the input hyper-parameters [33,34], and thus the detection accuracy of oil palm plantations might be easily affected by the selection of hyper-parameters.

Therefore, this study aims to develop an innovative method to improve the classification accuracy of the oil palm type (mature or young) and to detect oil palm planting areas by fusing Landsat-8 and Sentinel-1 images in Sumatra, Indonesia. We first extract multitemporal spectral characteristics, SAR backscattering values, vegetation indices and texture features to integrate feature combinations. Then, we use the random forest algorithm based on improved grid search optimization (IGSO-RF) and select the optimal feature subsets to establish a classification model and detect oil palm plantations.

2. Study Area and Materials

2.1. Study Area

The study area is located in the province of Riau (0.5333°N, 101.4500°E) on the island of Sumatra, Indonesia, with an area of 91,095 km² (Figure 1). Indonesia is one of the largest producers of oil palm in the world, and Riau is the largest producer of the oil palm-producing provinces in Indonesia, accounting for 24% of the national production [35]. In Riau Province, the area of oil palm plantations has reached 2,400,876 ha, of which more than half of all plantations belong to smallholders (57% or 1,354,503 ha), while the remainder (43% or 1,046,373 ha) belong to industry, the government, or private estates. Due to the expansion of smallholder plantations in Riau Province, the overall oil palm plantation area increased by 21% from 2004 to 2009 [35].

Figure 1. Oil palm plantations in the study area: Riau Province, Indonesia: (a) Overview of Indonesia; (b) Location of Riau province; (c) Landsat-8 composites in 2019 (R-G-B).

2.2. Datasets

This study used all Landsat-8 top-of-atmosphere reflectance (TOA) images and Sentinel-1A data from 1 January 2019 to 31 December 2019 from Google Earth Engine (GEE) platform and
selected the images with minimal cloud cover for the supervised classification of oil palm plantations. The details of the Landsat-8 images and Sentinel-1A data are presented in Table 1.

### Table 1. Descriptions of the data used.

| Sensor | Landsat-8 | Sentinel-1A |
|--------|-----------|-------------|
| Bands  | Blue, Green, Red and Near Infrared(B2, B3, B4, B5) | Dual Polarization (VV, VH) |
| Sensor Type | Thermal Infrared Sensor (TIRS), Pushbroom | S1 Ground Range Detected Scenes |
| Spatial Resolution | 30 m | 10 m |
| Product Type | Top-of-Atmosphere Reflectance Images | Ground Range Detected Image |

#### 2.3. Training Data Collection

To accurately detect and map the oil palm plantations over Riau Province in 2019, the training dataset was based on 3000 data points collected from the visual interpretation of 2019 Landsat-8 images over Riau Province, and validated on high-resolution Google Earth images. We first identified the area of different land-cover types from images based on a previous study [24]. Then, for each land-cover type, we used the criteria of random sampling to obtain sample points, and the number of points were based on the area. The classes of points were visually distinguished as follows: 1. mature oil palm plantations (750 points), 2. young oil palm plantations (917 points), 3. bare land (388 points), and 4. other land uses that are not oil palm plantations (945 points).

Then, we plotted the points on the Sentinel-1 and Landsat-8 composite images to extract the features for the training datasets. The datasets were subdivided into 20% for training and 80% for validation by using fivefold cross-validation.

### 3. Methods

#### 3.1. Overview

The detection of oil palm plantations starts with the compositing of Sentinel-1 images and compositing of Landsat-8 images in GEE platform, which were based on the median values of the daily Landsat-8 and Sentinel-1 images from 1 January 2019 to 31 December 2019, respectively. Then, the Landsat-8 composite images were resampled in GEE platform, the Sentinel-1 and Landsat-8 composites were combined into a single composite image for the classification process. In addition, multitemporal spectral bands, SAR backscattering values and feature extraction were employed to generate additional vegetation indices and texture features to improve the classification model. Then, the IGSO-RF model and feature selection were applied to establish a classification model for oil palm detection with four groups of feature combinations (Table 2): (1) Landsat-8 spectral bands, (2) Landsat-8 spectral bands and Sentinel-1 backscatter values, (3) spectral bands and backscatter values with vegetation indices and texture features, and (4) an optimal subset of all bands and features in group III. Figure 2 shows a schematic representation of the proposed method.

### Table 2. Groups of feature combinations.

| Group | Feature Combination |
|-------|---------------------|
| I     | Spectral bands      |
| II    | Spectral bands and backscatter values |
| III   | Spectral bands, backscatter values, vegetation indices and texture features |
| IV    | Optimal subset of all bands and features |
This study was conducted in GEE platform, a cloud-based computing environment that includes access to the full archive of Landsat and Sentinel imagery [36]. This combination of a large data repository of satellite imagery with a computational platform enables scientists to conduct research on environmental issues at a variety of spatial and temporal scales.

3.2. Sentinel-1 and Landsat-8 Compositing

The Sentinel-1 composited images and Landsat-8 composited images were based on the median values of the daily Sentinel-1 and Landsat-8 images from 1 January 2019 to 31 December 2019, respectively. The images we used were automatically corrected by the GEE platform, and the process of compositing was also performed in GEE platform. For the Sentinel-1 composite, we used two backscatter bands: the single co-polarization VV (vertical transmit/horizontal receive) band and the dual cross-polarization VH (vertical transmit/vertical receive) band at 10 m. For the Landsat-8 composite, four spectral bands were used containing the reflectances in the blue, green, red, and near-infrared bands at 30 m. Additionally, in our case, in order to verify the possibility and ability of SAR images and our model in oil palm plantations detection under the high cloudy areas, we chose the area with high cloud covered from Landsat-8 composited image, and we roughly masked the clouds with a cloud-score algorithm provided in GEE platform [37]. The cloud-score algorithm uses the spectral and thermal properties of clouds to identify and remove pixels with cloud cover from the imagery [18]. The algorithm finds bright and cold pixels and uses Normalized Difference Snow Index (NDSI) to compare the spectral properties of snow and prevent snow from being masked, and the algorithm uses the visible, near-infrared, and shortwave infrared for a scaled cloud-score and then takes the minimum, which can remove pixels with cloud cover as much as possible.

After compositing the Sentinel-1 images and Landsat-8 images respectively, we combined them into a single image for the further classification process. Since GEE does all its computations at a given scale, regardless of the spatial resolution of the original image, we computed all the composite band images at 10 m.

3.3. Feature Extraction

The extraction and selection of features are processes that generate and select, respectively, a set of informative variables (features) from the original dataset to improve the accuracy of the classification model. This study employed four types of features: multitemporal spectral characteristics, SAR backscatter values, vegetation indices, and texture features. Table 3 shows the different types of features, the input bands, and the computing formulas used in the extraction. Table 4 shows the features used in different groups of features combination.
Table 3. Feature variables and calculations.

| Feature Group     | Feature Variables             | Input Bands or Calculation                     | Reference |
|-------------------|-------------------------------|-----------------------------------------------|-----------|
| Spectral Bands    | Blue                          | $B_2$                                         |           |
|                   | Green                         | $B_3$                                         |           |
|                   | Red                           | $B_4$                                         |           |
|                   | Near Infrared                 | $B_5$                                         |           |
| SAR Backscatter    | VV Polarization               | VV                                            |           |
|                   | VH Polarization               | VH                                            |           |
|                   | Difference Ratio              | $VV/VH$                                       |           |
|                   | Normalized Difference Index (NDI) | $NDI = (VV - VH)/(VV + VH)$                     | [38]     |
| Vegetation Indices| Difference Vegetation Index (DVI) | $DVI = B_5 - B_4$                              | [39]     |
|                   | Ratio Vegetation Index (RVI)  | $RVI = B_5/B_4$                                | [40]     |
|                   | Greenness Index (GI)          | $GI = B_3/B_2$                                 |           |
|                   | Normalized Difference Vegetation Index (NDVI) | $NDVI = (B_5 - B_4)/(B_5 + B_4)$               | [41]     |
|                   | Enhanced Vegetation Index (EVI) | $EVI = 2.5(B_5 - B_4)/(B_5 + 6.0B_4 - 7.5B_2 + 1)$ | [42]     |
|                   | Soil-Adjusted Vegetation Index (SAVI) | $OSAVI = (1 + 0.16)(B_5 - B_4)/(B_5 + B_4 + 0.16)$ | [43]     |

Table 4. Feature variables in different groups of features combination.

| Group | Feature Variables              | Numbers of Features |
|-------|--------------------------------|---------------------|
| I     | Blue, Green, Red, Near Infrared| 4                   |
| II    | Blue, Green, Red, Near Infrared, VV, VH, Difference, Ratio, NDI | 9                   |
| III   | Blue, Green, Red, Near Infrared, VV, VH, Difference, Ratio, NDI, DVI, RVI, GI, NDVI, EVI, SAVI, CON, ASM, ENT, COR | 19                  |
| IV    | Most Relevant features         | 15                  |

Multitemporal spectral features, which contain the most critical and direct information of images, are an important and direct basis for distinguishing and classifying various types of ground objects in remote sensing images. The reflectances in the blue, green, red, and near-infrared bands of nine temporal Landsat-8 data were selected as spectral features. SAR backscattering values can provide observations under all weather conditions and all times of day, which is beneficial for studies in the tropics, and thus can compensate for the deficiency of spectral features caused by bad weather and clouds [45]. This study used the available polarization bands from Sentinel-1A data, namely, the dual-polarization VV and VH bands. Previous studies demonstrated that oil palm plantations are best separated by using VV backscatter values or the NDI [8,38]. In addition, Miettinen et al. found that the VV-VH backscatter difference for oil palm exhibits a unique histogram [38]. Therefore, this study also selected the NDI and VV-VH backscatter difference to complement the SAR backscatter value.

Vegetation indices, which are combinations of different bands in remote sensing image data, can reflect crop growth, crop structure, soil background and other related information [46]. Based on a relevant study [19] and the spectral features of oil palm in combination with the characteristics of the study area, this study selected six strongly applicable vegetation indices.

Texture features can fully reflect the features of vegetation in an image, and thus have great significance for the feature extraction and analysis of plants in images [47]. This study
derived several texture features from the Landsat-8 spectral bands using the median filter and texture analysis based on the gray-level co-occurrence matrix (GLCM). The specific process includes extracting a gray-level image, quantifying the gray levels, calculating the feature values, and generating a texture feature image. Ulaby et al. discovered that among the multiple texture features based on the GLCM, only the contrast (CON), angular second moment (ASM), correlation (COR), and entropy (ENT) are uncorrelated [48]. Fortunately, these four features are easy to calculate and can provide a high classification accuracy. Therefore, this paper selected these four features to compose the texture feature dataset and set the sliding window dimensions to $6 \times 6$ for the extraction of texture features based on the surface feature size and texture roughness in the study area.

3.4. Feature Selection

The importance of feature variables and the optimization of feature groups play important roles in remote sensing image classification. Feature selection can reduce the dimensionality of data, enhance the model generalizability, reduce overfitting, and enhance the relationship between features and values [49]. To rank the most relevant features in the classification model and filter out redundant and noninformative data, the extracted features from the optical and SAR images were analyzed with the Gini coefficient importance method. The Gini coefficient importance [50], which is calculated as the total decrease in node impurity averaged over all RF decision trees, is an implicit method in the RF classifier.

3.5. Random Forest Algorithm and Optimization of Parameters

The RF classification algorithm is an effective machine learning method based on decision tree [31]. In this study, the RF algorithm was selected for its fast computing time in model training and sample prediction, its low requirement for preprocessing the training data, and the ability to predict data when observations are missing.

RF is an ensemble machine learning algorithm that involves several decision trees $T = \{T_1(x), T_2(x), \ldots, T_k(x)\}$. In the process of constructing the RF decision trees, the first step is to randomly select $k$ samples from the original training dataset $D$ of size $k$ with replacement to generate a new self-service training dataset $D_k^{(B)}$ and construct $k$ decision trees $T_k(x)$. In addition, the samples that are not selected each time constitute $k$ out-of-bag (OOB) data. The second step is to randomly select a group of $M$ features from a set of features in each node among the decision trees $T_k(x)$. Then, the RF tree is constructed by recursively repeating the above steps for each terminal node in the decision tree until the decision tree can accurately identify the training dataset $D_k^{(B)}$ with the minimum node size. During training, since the classification and regression tree (CART) can divide the datasets into two sub-datasets, we used it to split each node of the decision tree by randomly selecting $m$ split features from among the $M$ features, and the Gini coefficient importance method was used to select one of the $m$ split features for the splitting process.

The accuracy of the RF algorithm depends on the hyper-parameters selected during the training process. It is difficult to select the optimal parameters by relying on experience alone. Fortunately, the grid search optimization (GSO) method [51], which searches the grid area of a variable to find the optimal grid point that satisfies the constraint function, has been widely used in the optimization of classification algorithm hyper-parameters. However, searching all the hyper-parameters on the grid requires a considerable amount of time. In this paper, we proposed the improved GSO (IGSO) algorithm to improve the training speed and construct a better model (IGSO-RF) for oil palm detection. To speed up the search time, we used a long-distance step size for a rough search over a large range and used small-distance steps to further refine the grid near the optimal point. Additionally, based on error rate and information entropy of OOB data, we proposed the estimate function $f_{OOB}$ to estimate the generalization error of the objective function, which can evaluate the strength of a decision tree and the correlations between the decision trees [51]. Suppose that $OOB_N(x)$ is the OOB data of RF classification model, $N$ is the number of OOB data, $n$ is the number of correctly classified data in OOB data, $e_n$ and $H(n)$ are error
rate and information entropy of OOB data, respectively. Then, the estimate function \( f_{\text{OOB}} \) can be defined as in Equation (1):

\[
    f_{\text{OOB}} = H(n) - \log \frac{1 - e_n}{e_n}
\]

where \( e_n = \frac{N-n}{N}, H(n) = -\sum_{n \in N} P(n) \times \log P(n), P(n) = \frac{n}{N}. \)

The specific steps of IGSO algorithm are as follows:

1. The ranges of \( k \) and \( m \), which represent the number of decision trees and the number of split features, respectively, are determined. Then, the step size is set, and a two-dimensional grid is established for the parameter search. The grid nodes are parameter pairs of \( k \) and \( m \).
2. A RF decision tree is constructed for each set of hyper-parameters on the grid node, and estimate function \( f_{\text{OOB}} \) is utilized to estimate the classification error.
3. The parameters \( k \) and \( m \) with the minimum classification error are selected. If either the classification error or the step size meets the requirements, the optimal parameters and classification error are output; otherwise, the step size is reduced, the above steps are repeated, and the search continues.

Other classification models were tested to further justify the performance of IGSO-RF. We compared the performance of IGSO-RF, random forests (RF) [31], support vector machine (SVM) [26], classification and regression tree (CART) [27], naive Bayes (NB) [28], and minimum distance (MD) [52]. The comparison was done with four groups of feature combinations (Table 4), in which the kappa coefficient was evaluated for each model. For this analysis, we chose these classification models because these are implemented in GEE platform, and we used the default parameters set by GEE, thus the model comparison may serve for GEE users in future studies.

3.6. Validation

Each detection result with four groups was evaluated with the overall accuracy [53] and kappa coefficient [53]. Overall accuracy is the rate of correctly classified cells and the kappa coefficient is the most widely used measure for the performance of models generating presence–absence predictions [53]. The models were validated with fivefold cross-validation by using one folds (600 samples) for training and four fold (2400 samples) for validation. The cross-validation is widely adopted as the model selection criterion and validation. In K-fold cross-validation, a part of folds are used for model construction and the hand-out fold is allocated to model validation [54].

4. Results

To obtain the best classification results, we set up four groups of feature combinations in this paper, as shown in Tables 2 and 4. In these groups of feature combinations, the features of groups IV were the most relevant features derived from IGSO-RF model. These groups of feature combinations were input into the IGSO-RF classification model for oil palm detection. Combined with the 2400 validation samples, which included mature oil palm plantations (MOP), young oil palm plantations (YOP), bare land (BL), and other land uses that are not oil palm plantations (OLU), we calculated the confusion matrix for the classification results with different feature combinations and used the overall accuracy and kappa coefficient to compare and analyze the differences among the classification results, as depicted in Figure 3.
uses that are not oil palm plantations (OLU), we calculated the confusion matrix for the classification results with different feature combinations and used the overall accuracy and kappa coefficient to compare and analyze the differences among the classification results, as depicted in Figure 3.

In Figure 3, the overall accuracy and kappa coefficient showed different growth trends among the four groups of feature combinations. For group I (Figure 3a), only the original spectral bands were selected as the features, the overall accuracy was 85.96%, and the kappa coefficient was 0.8076. On the basis of the spectral characteristics, by introducing the SAR backscatter value in group II (Figure 3b), the overall accuracy and kappa coefficient were improved to 90.13% and 0.8645, respectively, showing that the SAR backscatter value is helpful for oil palm detection and land classification. In group III (Figure 3c), after adding vegetation and texture features for oil palm detection, the overall accuracy and kappa coefficient further improved to 93.04% and 0.9045, respectively, reflecting the good detection performance of mature oil palm and young oil palm by the proposed algorithm. For group IV (Figure 3d), compared with those in group III, the classification accuracy was increased by 4.04%, and the kappa coefficient was increased by 4.61%. Hence, with the addition of feature variables, the classification accuracy was gradually improved. When the spectral bands, SAR backscatter values, vegetation indices and texture features were all integrated into the model, mature and young oil palm could be distinguished accurately, indicating that the synthesis of multisource features is conducive to distinguishing types of oil palm (mature and young). In addition, the classification accuracy has different

Figure 3. Confusion matrices of the models trained with random forest algorithm based on improved grid search optimization (IGSO-RF) and five land-cover classes, which included mature oil palm plantations (MOP), young oil palm plantations (YOP), bare land (BL), and other land uses that are not oil palm plantations (OLU). Each confusion matrix is the result of a different feature group: (a) Results of using feature group I; (b) Results of using feature group II; (c) Results of using feature group III; (d) Result of using group IV.
The significant features selected by the Gini coefficient that driven from IGSO-RF are shown in Figure 5. The Gini coefficient method selected a total of 15 features derived from both Landsat-8 and Sentinel-1, with 9 features from Landsat-8 and 6 features from Sentinel-1 data. SAR data were sorted as the first feature, and the VH and VV bands and their difference showed high Gini coefficients in the classification model; hence, these features were important for the detection of oil palm plantations. Furthermore, texture information and vegetation indices were also useful for the classification of vegetation, and sensitivities to different feature types, and the optimal feature subset can improve the classification accuracy more effectively than the combination of features without a feature selection step; moreover, the best performance is achieved when distinguishing young oil palm plantations from bare ground.

Figure 4 shows the performance of the classification models with four groups of feature combinations. These models were used the default hyper-parameters set by GEE platform expect our IGSO-RF model. For IGSO-RF model, the hyper-parameters k and m derived by IGSO algorithm was set to 260 and 4, respectively. In Figure 4, the IGSO-RF model achieved the best accuracy among the four groups (kappa = 0.8076, 0.8645, 0.9045, and 0.9462 in groups I, II, III, and IV, respectively), followed by the SVM classifier in groups I and II (kappa = 0.7794 and 0.8471, respectively) and the RF algorithm in groups III and IV (kappa = 0.8741 and 0.9165, respectively). These results demonstrate that the performance of the RF algorithm is obviously better than that of the SVM and other classifiers with all feature combinations. In contrast, IGSO-RF uses the IGSO algorithm to optimize the RF hyper-parameters, which improves the classification accuracy and obtains better oil palm plantation detection results. Except for the NB and MD models in group I, the models display similar performance with a kappa coefficient above 75% in each of the four groups and exhibit a similar growth trend with the highest kappa in group IV.
texture features improved the oil palm detection accuracy more effectively than did the vegetation indices.

Figure 5. Ranking of the features according to the Gini coefficient method.

Figure 6 shows the oil palm plantation detection result using the RF algorithm in group III and the IGSO-RF model in group IV. For this analysis, we chose the area with high cloud covered to verify the possibility and ability of SAR images and models in oil palm plantations detection under the high cloudy areas. From the Landsat-8 composites after cloud masked (Figure 6a), we can still see the high cloud occurrence in the study area, indicating the cloud-score algorithm of GEE platform still have limitations due to the frequent presence of clouds. Based on a visual comparison with the Landsat-8 composites (Figure 6a), Figure 6b shows the ability of SAR images in oil palm plantations detection under the cloud-covered areas, indicating that the fusion images of Landsat-8 and Sentinel-1 can avoid the impact of high cloud covered. Figure 6c exemplifies the improvement in the IGSO-RF model trained with the optimal features, indicating that our IGSO-RF classification model and optimal feature subset corrected the major issues associated with the detection of young oil palm. In addition, by using the IGSO algorithm to modify the RF hyper-parameters with a feature selection step, the overall detection accuracy of oil palm plantations improved remarkably by 8.2%.

Figure 7 shows the comparison results of RF algorithm using improved grid search optimization (IGSO) and traditional grid search optimization (GSO) [33]. For this analysis, firstly, we used all our sample points and divided into six groups, which means each group has 600 samples. In addition, four spectral bands (Table 3) were selected for features of these samples. Then, for the GSO algorithm, the search steps size of \( k \) and \( m \) will not be changed, which were set to 10 and 1, respectively. However, we used two different step sizes for parameters searching in IGSO algorithm, and the long-distance step size of \( k \) and \( m \) were set to 50 and 2, respectively, while the small-distance step size were set to the same value as the step sizes in GSO algorithm. Additionally, the range of parameters in two algorithm were set to the same value. Figure 7 shows the improvement in the IGSO algorithm, its average running time was only 964s while the average running time of GSO algorithm was 1750s, indicating that the IGSO algorithm can save a lot of time for the parameter optimization due to the long-distance step searching.
were important for the detection of oil palm plantations. Furthermore, texture information and vegetation indices were also useful for the classification of vegetation, and texture features improved the oil palm detection accuracy more effectively than did the vegetation indices.
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Figure 6 shows the oil palm plantation detection result using the RF algorithm in group III and the IGSO-RF model in group IV. For this analysis, we chose the area with high cloud covered to verify the possibility and ability of SAR images and models in oil palm plantations detection under the high cloudy areas. From the Landsat-8 composited images after cloud masked (Figure 6a), we can still see the high cloud occurrence in the study area, indicating the cloud-score algorithm of GEE platform still have limitations due to the frequent presence of clouds. Based on a visual comparison with the Landsat-8 composites (Figure 6a), Figure 6b shows the ability of SAR images in oil palm plantations detection under the cloud-covered areas, indicating that the fusion images of Landsat-8 and Sentinel-1 can avoid the impact of high cloud covered. Figure 6c exemplifies the improvement in the IGSO-RF model trained with the optimal features, indicating that our IGSO-RF classification model and optimal feature subset corrected the major issues associated with the detection of young oil palm. In addition, by using the IGSO algorithm to modify the RF hyper-parameters with a feature selection step, the overall detection accuracy of oil palm plantations improved remarkably by 8.2%.

Figure 6. Examples of the improvements of using the IGSO-RF model and feature selection: (a) Landsat-8 images; (b) Results of using RF and multiple features; (c) Results of using the IGSO-RF model and feature selection.

Figure 7 shows the comparison results of RF algorithm using improved grid search optimization (IGSO) and traditional grid search optimization (GSO) [33]. For this analysis, firstly, we used all our sample points and divided into six groups, which means each group has 600 samples. In addition, four spectral bands (Table 3) were selected for features of these samples. Then, for the GSO algorithm, the search steps size of \( k \) and \( m \) will not be changed, which were set to 10 and 1, respectively. However, we used two different step sizes for parameters searching in IGSO algorithm, and the long-distance step size of \( k \) and \( m \) were set to 50 and 2, respectively, while the small-distance step size were set to the same value as the step sizes in GSO algorithm. Additionally, the range of parameters in two algorithm were set to the same value. Figure 7 shows the improvement in the IGSO algorithm, its average running time was only 964s while the average running time of GSO algorithm was 1750s, indicating that the IGSO algorithm can save a lot of time for the parameter optimization due to the long-distance step searching.

Figure 7. Comparison results of RF algorithm using improved grid search optimization (IGSO) or traditional grid search optimization (GSO).

Figure 8 shows the map of oil palm plantations in Riau Province generated from IGSO-RF model and feature combination group IV using the set of optimal features from Landsat-8 and Sentinel-1. The total area of oil palm plantations is 32,721 km\(^2\), which represents 38.6% of the land surface of Riau on the Sumatran mainland. Of the total surface area of oil palm plantations, 70.8% is composed of mature oil palm plantations, and 29.2% comprises young oil palm plantations.

Figure 8 shows the map of oil palm plantations in Riau Province generated from IGSO-RF model and feature combination group IV using the set of optimal features from Landsat-8 and Sentinel-1. The total area of oil palm plantations is 32,721 km\(^2\), which represents 38.6% of the land surface of Riau on the Sumatran mainland. Of the total surface area of oil palm plantations, 70.8% is composed of mature oil palm plantations, and 29.2% comprises young oil palm plantations.
5. Discussion

This study showed the feasibility of detecting oil palm plantations by using Landsat-8 and Sentinel-1 datasets in the tropics. Moreover, this study developed an innovative method to improve the accuracy of detecting mature and young oil palm plantations by using the IGSO-RF classification model and optimal features with multisource remote sensing data. The bands of Landsat-8 and Sentinel-1 were selected, and further steps used in this study were unprecedented in the topic compared with previous studies that used Landsat-8 and Sentinel-1 images. Furthermore, the relative importance of optical and radar datasets and other features for the detection of oil palm plantations was analyzed, revealing that using the IGSO-RF model and optimal features improved the oil palm plantation detection accuracy. The improvement in the detection accuracy highlights the importance of data fusion and classifier optimization, which integrate multiple data features and optimize the parameters of classifiers to improve the detectability and accuracy of identified details. This is especially important in the tropics, which are characterized by the highest rate of oil palm plantation expansion and where optical-based detection is limited due to high extents of cloud cover.

The result of total area of oil palm plantation detection in Riau Province (32,721 km²), are comparable to the user’s area of 31,020 km² obtained in a recent study [25] for oil palm plantation mapping. The accuracy obtained using the combination of Landsat-8 and Sentinel-1 (OA = 90.13% and kappa = 0.8645), for oil palm detection, confirmed the usefulness of SAR data for mature oil palm detection [55]. The results also show that feature extraction is necessary when detecting young oil palm trees. This is important for further studies that aim to detect precisely the type of oil palm plantations.

The characteristics of oil palm plantations are related to many different types of features. Without feature selection, the accuracy is increased by adding more types of feature variables involved in the classification to the feature combination. Combining all feature types, the overall accuracy of group III was improved to 93.04%, and the kappa coefficient was 0.9045, indicating that using multiple types of features can effectively improve the classification accuracy of mature and young oil palm plantations. In addition, after applying feature selection in group IV, using the optimal subset improved the detection accuracy more effectively than using a feature combination without feature selection.
and exhibited the best performance for distinguishing young oil palm plantations from bare ground.

The model comparison emphasized the effectiveness of the IGSO-RF classifier for rapidly modeling and detecting oil palm plantations, even in cloudy areas such as Indonesia. Compared to other supervised classification models, the IGSO-RF classifier, which uses the IGSO algorithm to optimize the parameters selected for the traditional RF model, delivered higher accuracies. Although other classifiers such as SVM and neural network may perform well at recognizing individuals oil palm trees, they require a large number of samples, and many parameters must be tuned in the training stage [26,29]. Instead, RF is a fast and easy-to-use classification model that requires less parameterization for training [31], and our IGSO-RF classifier optimized the parameter selection to improve the RF classification accuracy; thus, the proposed method can be used extensively for scientific vegetation detection.

The IGSO-RF model also shows the importance of parameter optimization. Since the GSO method can search the grid area of a variable to find the optimal grid point that satisfies the constraint function, it has been widely applied in many classification algorithm parameters, such as SVM [56] and RF [54]. In addition, our IGSO method can improve the classification performance of the random forest algorithm to a certain extent, and it also can save a lot of time compare with the traditional GSO algorithm. However, in rare cases, the continuing search near the best point generated by the long-distance steps searching may fall into the local optimum, which causes the optimal parameters cannot be found. This problem also occurs in many optimization algorithms such as artificial bee colony (ABC) optimization algorithm [57], and ant colony optimization algorithm [58]. Therefore, the step size of optimization algorithm needs to be set more reasonably to avoid this defect. This issue can be further studied in the future.

The Gini coefficient importance score was used to select the features of each feature combination, and the classification accuracy of each group was improved to different degrees. For the same combination of features, feature optimization can effectively improve the classification accuracy. The different feature types contributed to the detection of oil palm to different extents; SAR backscatter values contributed the most, followed by the spectral bands and texture features, while the vegetation indices contributed the least. The characteristic canopy of oil palm plantations might explain the high relevance of SAR backscatter values [25]. In particular, the shapes and structure of palm-like trees result in a characteristically high backscatter response in the VH dual band [38]. The high importance of the SAR backscatter value is further evidenced by the high relevance of the VH band and the VV-VH difference in the feature selection model, which is consistent with the results of a recent study on oil palm detection [38]. Despite the good results for Sentinel-1 in mature oil palm detection, the SAR backscatter value alone cannot distinguish young oil palm trees from other vegetation and requires additional features derived from Landsat-8 and Sentinel-1, which are effective at capturing the shape and density of other vegetation in oil palm plantations.

6. Conclusions

This study developed an innovative method to improve the detection accuracy of mature and young oil palm by using the IGSO-RF classification model and the selection of optimal features with the fusion of Landsat-8 and Sentinel-1 images. The proposed method performed better than other classifiers and improved the detection accuracy of oil palm plantations, thereby resolving the difficulties in distinguishing mature from young oil palm trees by using optical and SAR data; moreover, the proposed method optimized the input parameters in the classification model. This approach may be useful for our method to detect oil palm plantations in the humid tropics with insufficient oil palm samples and high-resolution images obscured by clouds. However, the feature combinations in this study need to be expanded. It is necessary to introduce other features, such as geometric and phenological features, and to thoroughly analyze the impacts of other feature types and
the number of features on the classification accuracy through feature selection. In addition, this study detected only the area of oil palm plantations; hence, it remains necessary to further expand the types of crops to be detected and to select research areas with more complex planting structures.
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