Linear stability analysis of retrieval state in associative memory neural networks of spiking neurons
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Abstract

We study associative memory neural networks of the Hodgkin-Huxley type of spiking neurons in which multiple periodic spatio-temporal patterns of spike timing are memorized as limit-cycle-type attractors. In encoding the spatio-temporal patterns, we assume the spike-timing-dependent synaptic plasticity with the asymmetric time window. Analysis for periodic solution of retrieval state reveals that if the area of the negative part of the time window is equivalent to the positive part, then crosstalk among encoded patterns vanishes. Phase transition due to the loss of the stability of periodic solution is observed when we assume fast $\alpha$-function for direct interaction among neurons. In order to evaluate the critical point of this phase transition, we employ Floquet theory in which the stability problem of the infinite number of spiking neurons interacting with $\alpha$-function is reduced into the eigenvalue problem with the finite size of matrix. Numerical integration of the single-body dynamics yields the explicit value of the matrix, which enables us to determine the critical point of the phase transition with a high degree of precision.

1 Introduction

Synchronized firing of neurons are ubiquitous phenomena in real nervous system, and capability of synchronicity of neurons for information processing has been the subject of many research papers [1-11]. It has been revealed that repeating firing patterns of pyramidal neurons appear in sharp waves of rat hippocampus [12]. This result of experiment suggests the possible role of spatio-temporal patterns of spike timing in encoding information in real nervous system. Associative memory neural networks that memorize spatio-temporal patterns of spike timing is essential for understanding this information processing of spike timing.

Much of fundamental concepts of associative memory neural networks have been developed by replica calculation of Ising spin neural networks with the energy function [13,14,15]. In these neural networks, the standard type of Hebb rule is assumed to define symmetric synaptic connections, which bring about fixed-point-type attractors. These fixed-point-type attractors are, however, useless for encoding spatio-temporal patterns. Asymmetric synaptic connections play a significant role in encoding spatio-temporal patterns, and then the question arises about the learning rule that defines asymmetric synaptic connections so that the network functions as associative memory for spatio-temporal patterns. When we assume synchronous update rule for the dynamics of spin neural networks, a simple extension of the Hebb rule readily realizes associative memory for spatio-temporal patterns [16]. Nevertheless, the problem becomes rather difficult when we assume asynchronous update rule for spin
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neural networks. Complicated learning rules are required to control the continuous transition of network state in sequential retrieval of spatial patterns [17, 18].

In spin neural networks [19, 20], as well as analog neural networks [22, 23, 24, 25, 26, 27, 28, 29], state variables of neurons are assumed to represent their firing rate. In neural networks of phase oscillators, phase variables are used to represent synchronized firing of neurons. The synaptic connections of Hermitian permits networks of oscillators to memorize spatio-temporal patterns of phase differences. Since some theoretical techniques are available for the analysis of phase oscillators, the properties of networks of oscillators have been investigated extensively [30, 31, 32, 33, 34, 35]. Even in the presence of white noise as well as heterogeneity of oscillators we can derive the storage capacity of networks of oscillators analytically [8].

Nevertheless, networks of oscillators may possibly offer a distorted interpretation of synchronized firing in the real nervous system unless interactions among neurons are sufficiently weak. To provide a real understanding of the information processing of spike timing, we must adopt more biologically plausible models of neural networks. For this purpose, neural networks of spiking neurons are considered to be suitable models for investigation, though it remains an unsolved problem to find adequate learning rule for spatio-temporal patterns of spike timing. Since asymmetric synaptic connections bring about sequential firings of spiking neurons [36, 37], one may consider that asymmetric synaptic connections are essential for associative memory neural networks of spiking neurons. In fact, incorporating asymmetric synaptic connections, Gerstner et al. have succeeded in encoding a few number of spatio-temporal patterns in networks of spiking neurons with discrete time dynamics [8].

The spike-timing-dependent synaptic plasticity found in electrophysiological experiments excites a good deal of interest in this connection. It has been revealed that the modification of excitatory synaptic weight depends on the precise timings of presynaptic and postsynaptic firings [38, 39, 40]. Synaptic weight is found to increase if firing of a presynaptic neuron occurs in advance of firing of a postsynaptic neuron, and to decrease otherwise. The spike-timing-dependent synaptic plasticity is described by the time window with the negative part as well as the positive part (Fig. 1), and this asymmetric shape of the time window has been attracting a growing interest of researchers [41, 42, 43, 44, 45, 46, 47]. Since the asymmetric time window brings about asymmetric synaptic connections, the spike-timing-dependent synaptic plasticity is thought to be advantageous to encode spatio-temporal patterns. In the previous study of ours, we have studied associative memory neural networks of spiking neurons in which the asymmetric time window of the spike-timing-dependent synaptic plasticity is used to encode multiple periodic spatio-temporal patterns of spike timing [10]. We have assumed networks of the Hodgkin-Huxley neurons interacting through direct synaptic interaction, as well as indirect synaptic interaction intermediated by firings of interneurons. In the process of memory retrieval, the indirect interactions bring about the oscillatory inhibitory electric currents, which regulate spike timings of neurons as in the case of gamma and ripple oscillations [49, 50, 51]. In order to elucidate the stationary properties of these retrieval state we have derived the periodic solution for retrieval state analytically, and then we have shown that if the area of the negative part of the time window is equivalent to the positive part, crosstalk among encoded patterns vanishes. This theoretical result implies the outstanding nature of the spike-timing-dependent synaptic plasticity for encoding multiple spatio-temporal patterns.

In our previous study, however, we did not carry out a stability analysis for the retrieval state, and hence it remained unclear whether the derived retrieval state are stable or not. We investigate the same models of neural networks also in the present study, but we assume that the $\alpha$-function of the direct interaction decays much faster than the previous one. Then, we find the phase transition due to the loss of the stability of retrieval state. In order to evaluate the critical point of this phase transition we consider employing Floquet theory. Nevertheless, the degree of freedom of the present system is infinite, and the naive application of Floquet theory yields the eigenvalue problem with the infinite size of matrix. Furthermore, $\alpha$-function we assume here exhibits the infinite long-time influence, and its treatment may also require the infinite size of matrix [52]. Without calculating the explicit form of the matrix, Bressloff et al. have investigated the stability of some periodic solutions in networks of integrate-and-fire neurons [53], though its application to other neuron models, such as the FitzHugh-Nagumo neurons and the Hodgkin-Huxley neurons, seems to be limited.
In the present study, we employ two theoretical techniques to reduce the size of the matrix for Floquet theory. We first take the limit of the infinite large number of neurons, which reduces the stability problem of $N$ neurons into the problem of $Q$ sublattices. Then, we define some additional variables for each sublattice and evaluate the infinite long-time influence of $\alpha$-function with the finite size of the matrix. The explicit value of the matrix is calculated from the numerical integration of the single-body dynamics. Therefore, we can explicitly obtain the eigenvalues of the matrix, which enable us to determine the critical point of the phase transition with a high degree of precision, even when we assume networks of Hodgkin-Huxley neurons.

The present paper is organized as follows. In section 2, we present the dynamics of neural networks of spiking neurons, and then introduce the spike-timing-dependent learning rule for associative memory. In section 3, we derive the retrieval state analytically in the limit of the infinite number of neurons. After that, the stability of this retrieval state is analyzed by Floquet theory in section 4. In section 5, we illustrate the typical behavior of network in the process of memory retrieval. The result of numerical simulations are presented, and compared with the theoretical results. In section 6, we discuss the phase transition due to the loss of the stability based on the stability analysis in section 4. In section 7, we investigate the case of slow $\alpha$-function, with which we find two separated retrieval phases. In one of these retrieval phases, neurons obtain the large size of the oscillatory inhibitory synaptic electric currents, which well regulate the spike timing of neurons. Finally, in section 8, we give a brief summary and discuss the biological implication of the present study.

2 Associative memory neural networks of spiking neurons

2.1 Network dynamics

In real nervous system, many regions such as the neocortex and hippocampus are found to comprise a large number of pyramidal neurons as well as interneurons. Our interest in the present study lies in spike timing of pyramidal neurons, and we denote the dynamics of $N$ pyramidal neurons by a set of nonlinear differential equations of the form

\[ \dot{v}_i = f(v_i, w_{i1}, \ldots, w_{in}) + I_i, \]
\[ \dot{w}_{il} = g_l(v_i, w_{i1}, \ldots, w_{in}), \quad l = 1, \ldots, n, \quad i = 1, \ldots, N \]

with

\[ I_i = I_{pp,i} + I_{ip} + I_{ext}, \]

where $v_i$ denotes membrane potential and auxiliary variables $w_{il}$ are used to describe gating of ion channels. Synaptic electric currents $I_i$ denote interaction among neurons, and the definitions of three currents included in $I_i$ will be given later. For the dynamics $f(v_i, w_{i1}, \ldots, w_{in})$ and $g_l(v_i, w_{i1}, \ldots, w_{in})$, many authors assume the integrate and fire equation, the FitzHugh-Nagumo equations [54, 55], the Hodgkin-Huxley equations [56], and so on. In the present study we choose the Hodgkin-Huxley equations, which are summarized in Appendix A.

The synaptic electric current $I_{pp,i}$ in $I_i$ expresses the direct interaction among pyramidal neurons. We define spike timing of neuron $i$ as the time when the membrane potential $v_i$ exceeds the threshold value $\theta = 0$. Denoting $k$-th spike timing of neuron $i$ by $t_i(k)$, we define the current $I_{pp,i}$ as

\[ I_{pp,i} = A_{pp} \sum_{j=1}^{N} J_{ij} \sum_k S_{pp} \left[ t - t_i(k) \right], \]

where $J_{ij}$ represents the synaptic weight, and $\alpha$-function $S_{pp}(t)$ is defined as

\[ S_{pp}(t) = \begin{cases} 0 & \text{for } t < 0, \\ \frac{1}{\tau_{pp,1} - \tau_{pp,2}} \left( e^{-t/\tau_{pp,1}} - e^{-t/\tau_{pp,2}} \right) & \text{for } 0 \leq t. \end{cases} \]
The constant \( A_{\text{pp}} \) is used to control the intensity of the current \( I_{\text{pp},j} \). In the following section, we will investigate the case of the fast \( \alpha \)-function \( S_{\text{pp}}(t) \) with \( \tau_{\text{pp},1} = 3 \) [msec] and \( \tau_{\text{pp},2} = 0.3 \) [msec] as well as the slow \( \alpha \)-function \( S_{\text{pp}}(t) \) with \( \tau_{\text{pp},1} = 20 \) [msec] and \( \tau_{\text{pp},2} = 2 \) [msec].

The synaptic electric current \( I_{\text{pp}} \) in \( I_i \) expresses the indirect interaction among pyramidal neurons that is intermediated by firings of interneurons. Since the threshold value for firing of interneurons is rather small, we assume that when one pyramidal neuron fires, interneurons surrounding the firing pyramidal neuron immediately fire. Then, these firings of interneurons bring about inhibitory synaptic electric currents in all pyramidal neurons, because interneurons are connected to pyramidal neurons via inhibitory synapses. This inhibitory synaptic electric current \( I_{\text{ip}} \), which is independent of index \( i \), is written as

\[
I_{\text{ip}} = A_{\text{ip}} \sum_j K \sum_k S_{\text{ip}} \left[ t - t_j(k) \right],
\]

where \( \alpha \)-function \( S_{\text{ip}}(t) \) is defined as

\[
S_{\text{ip}}(t) = \begin{cases} 
0 & \text{for } t < 0, \\
-1 \left( e^{-t/\tau_{\text{ip},1}} - e^{-t/\tau_{\text{ip},2}} \right) & \text{for } 0 \leq t. 
\end{cases}
\]

We set \( K = 1/N \) for proper scaling. The constant \( A_{\text{ip}} \) is used to control the intensity of \( I_{\text{ip}} \), and the constants \( \tau_{\text{ip},1} \) and \( \tau_{\text{ip},2} \) are always taken to be 10 [msec] and 1 [msec], respectively. The function \( S_{\text{ip}}(t) \) takes negative value so as to represent the inhibitory nature of the connection.

Once note that we neglect the detailed dynamics of interneurons and simply assume that the inhibitory currents \( I_{\text{ip}} \) are induced in all pyramidal neurons immediately after one pyramidal neurons fires \([57]\).

The current \( I_{\text{ext},i} \) in \( I_i \) is used to control initial firings of neurons. For the initial condition of the network, we set all state of neuron \( \{v_i, \{w_{il}\}\} \) to be at the stable fixed point of the dynamics (6) and (7) with \( I_i = 0 \). Since all neurons keep quiescent without any external stimuli, we use the pulsed form of the external electric current \( I_{\text{ext},i} \) to invoke initial firings, which act as a trigger for information processing of the present model. The detailed definition of \( I_{\text{ext},i} \) will be given in section 5. Note that the current \( I_{\text{ext},i} \) is applied only in the beginning of the dynamics (6) and (7). In the theoretical analysis below we always set \( I_{\text{ext},i} = 0 \) because we focus on the stationary state in this analysis.

### 2.2 Spike-timing-dependent learning rule

We investigate associative memory neural network models that memorize multiple periodic spatio-temporal patterns of spike timing. \( P \) periodic spatio-temporal patterns to be memorized are generated randomly according to the equation

\[
s_i = \tilde{s}_i + kT, \quad k = \ldots, -2, -1, 0, 1, 2 \ldots, \mu = 1, \ldots, P, \, i = 1, \ldots, N, \]

with

\[
s_i = \frac{T}{Q} q_i^\mu, \]

where \( Q \) is a natural number controlling the degree of discreteness of spatio-temporal patterns, and random integer \( q_i^\mu \) is chosen from the interval \([0, Q]\) with equal probability. \( T \) denotes the period of the spatio-temporal patterns. We set \( T = 250 \) [msec] and \( Q = 10 \) in what follows.

Let us consider the problem of encoding the spatio-temporal patterns \( \tilde{s}_i \) so that the networks function as associative memory. The recent results of the electrophysiological experiments have revealed that the modification of a synaptic weight depends on the precise timing of presynaptic and postsynaptic spikes \([58, 59, 40]\). Such modification of synaptic weight \( \Delta J \) is approximately written in the form

\[
\Delta J \propto W(\Delta t)
\]
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One possible way to determine the period \( \tilde{T} \) is substituting Eq. (14) into Eqs. (1) and (3)

so as to obtain the periodic synaptic electric current \( I_i = I_{PP,i} + I_{IP} \) in the limit of \( N \to \infty \).

Then, the current \( I_i \) is evaluated as a function of \( \tilde{T} \), and hence we obtain the periodic firing

pattern of \( N \) neurons as a function of \( \tilde{T} \). Comparing the evaluated firing pattern with the

substituted firing pattern \( \tilde{I} \), we can determine the period \( \tilde{T} \) self-consistently [10].

We follow the almost same scheme as above, although we make a slight detour for the

convenience of the calculation below. We first consider the solution of the form

\[
t_i(k) = t_q(k), \quad k = \ldots , -2, -1, 0, 1, 2, \ldots , \quad i \in U_q, \quad q = 0, \ldots , Q - 1,
\]
where the set of indexes \( U_q \) is defined as

\[
U_q = \{ i \mid q_i = q \}.
\]  

(16)

We term a cluster of neurons that belong to \( U_q \) sublattice \( q \). In the solution (15), neurons belonging to the same sublattice are assumed to behave in the same manner. It will be shown that the dynamics (1)-(3) has the solution of the form (15) in the limit of \( N \to \infty \) if \( P \) is finite [8]. We will evaluate the \( Q \)-body dynamics for these sublattices, which has important implication for the stability analysis in section 4. After that, to this \( Q \)-body dynamics of sublattices, we substitute the solution of the form for the stability analysis in section 4. After that, to this \( Q \)-body dynamics of sublattices, we substitute the solution of the form

\[
t_q^*(k) = \frac{T}{Q} q + k T, \quad k = \ldots , -2, -1, 0, 1, 2, \ldots , q = 0, \ldots , Q - 1.
\]  

(17)

Then, we obtain the period \( T \) for the perfect retrieval state (14).

In the analysis below, we always assume finite \( P \) and finite \( Q \). Asterisks are used to indicate the variables in the stationary state.

### 3.1 Dynamics of sublattices

In order to evaluate the dynamics of \( Q \) sublattices, we first evaluate the current \( I_{pp,i} \) in the limit of \( N \to \infty \) under the condition (15). Assuming that neuron \( i \) belongs to sublattice \( q \), we substitute Eqs. (12) and (15) into Eq. (4). Then, we have

\[
I_{pp,i} = A_{pp} \sum_{q' = 0}^{Q-1} \sum_{j \in U_{q'}} J_{i j} \sum_k S_{pp} \left[ t - t_{q'}(k) \right]
\]

\[
= \frac{A_{pp}}{Q} \sum_{q'} \sum_{j \in U_{q'}} \frac{1}{N_{q'}} \sum_k W \left[ \frac{T}{Q} (q - q') \right] S_{pp} \left[ t - t_{q'}(k) \right]
\]

\[
+ \frac{A_{pp}}{Q} \sum_{q'} \sum_{j \in U_{q'}} \sum_{\mu > 1} \frac{1}{N_{q'}} \sum_k W \left[ \frac{T}{Q} (q_i^\mu - q_{j'}^\mu) \right] S_{pp} \left[ t - t_{q'}(k) \right]
\]

\[
= \frac{A_{pp}}{Q} \sum_{q'} \sum_k J_{qq'} S_{pp} \left[ t - t_{q'}(k) \right], \quad i \in U_q,
\]

(18)

where \( N_q \) denotes the number of members in \( U_q \), and variables \( J_{qq'} \) and \( W \) are defined as

\[
J_{qq'} = \frac{1}{Q} \sum_{q' = 0}^{Q-1} W \left( \frac{T}{Q} (q - q') \right) + (P - 1) W,
\]

(19)

\[
W = \frac{1}{Q} \sum_{q = 0}^{Q-1} W \left( \frac{T}{Q} q \right) = \frac{1}{Q} \sum_{q = -\infty}^{\infty} W \left( \frac{T}{Q} q \right).
\]

(20)

Equation (19) shows that the current \( I_{pp,i} \) is independent of index \( i \) in the limit of \( N \to \infty \). Thus, we define the sublattice variable \( I_{pp,q} \) as

\[
I_{pp,q} = I_{pp,q} = \frac{A_{pp}}{Q} \sum_k J_{qq'} S_{pp} \left[ t - t_{q'}(k) \right], \quad i \in U_q, \quad q = 0, \ldots , Q - 1.
\]

(21)

Following the same scheme, we rewrite the current \( I_p \) in Eq. (6) in the form

\[
I_p = \frac{A_{ip}}{Q} \sum_q \sum_k S_{ip} \left[ t - t_{q'}(k) \right].
\]

(22)
Equations (21) and (22) imply that the synaptic electric current $I_i = I_{pp,i} + I_{ip,i}$ depends only on $q$, that is, neurons belonging to the same sublattice obtain the same amount of synaptic electric current. Therefore, the dynamics (10)–(13) has the solution in which neurons belonging to the same sublattice behave in the same manner, as we have assumed in Eq. (15). Such dynamics of sublattices is expressed as

$$
\dot{v}_q = f(v_q, w_{q1}, \ldots, w_{qn}) + I_q, 
$$

with

$$
I_q = I_{pp,q} + I_{ip}
$$

where $(v_q, \{w_{ql}\})$ represents the common state of neurons that belong to sublattice $q$. The common synaptic electric current $I_q$ in Eq. (21) is defined by Eqs. (17) and (23).

### 3.2 Derivation of perfect retrieval state

Let us find the periodic solution for the perfect retrieval state (17) in the dynamics of sublattices (23)–(25). Substituting Eq. (17) into Eq. (21), we have

$$
I^s_{pp,q} = \frac{A_{pp}}{Q} \sum_q \tilde{I}_{qq} \sum_k S_{pp}(t - \left(\tilde{T}/Q + k\tilde{T}\right))
$$

where $T$-periodic function $\tilde{S}_{pp}(t)$ is defined as

$$
\tilde{S}_{pp}(t) = \sum_k S_{pp}(t + k\tilde{T})
$$

$$
= \frac{1}{\tau_{pp,1} - \tau_{pp,2}} \left[ \frac{e^{-t/\tau_{pp,1}}}{1 - e^{-T/\tau_{pp,1}}} - \frac{e^{-t/\tau_{pp,2}}}{1 - e^{-T/\tau_{pp,2}}} \right], \quad 0 \leq t < \tilde{T}.
$$

In the same manner, Eq. (22) is rewritten as

$$
I^s_{ip} = \frac{A_{ip}}{Q} \sum_q \tilde{S}_{ip}(t - \left(\tilde{T}/Q\right)).
$$

where $T$-periodic function $\tilde{S}_{ip}(t)$ is defined as

$$
\tilde{S}_{ip}(t) = \sum_k S_{ip}(t + k\tilde{T})
$$

$$
= \frac{-1}{\tau_{ip,1} - \tau_{ip,2}} \left[ \frac{e^{-t/\tau_{ip,1}}}{1 - e^{-T/\tau_{ip,1}}} - \frac{e^{-t/\tau_{ip,2}}}{1 - e^{-T/\tau_{ip,2}}} \right], \quad 0 \leq t < \tilde{T}.
$$

Therefore, $T$-periodic solution for the perfect retrieval state $(v^*_q, \{w^*_q\})$ obey the dynamics of the form

$$
\dot{v}^*_q = f(v^*_q, w^*_{q1}, \ldots, w^*_{qn}) + I^*_q,
$$

with

$$
I^*_q = I^s_{pp,q} + I^s_{ip}.
$$

As shown in Eqs. (26) and (28), $I^*_q$ and $I^s_{ip}$ are functions of $q$ and $\tilde{T}$, and also $I^*_q$ is a function of $q$ and $\tilde{T}$. Hence, we can calculate the behavior of each sublattice as a function of $q$ and $\tilde{T}$ from the dynamics (30)–(32).
Noting Eqs. (19), (24), and (28), we obtain

$$I^*_q\left(t + \frac{T}{Q}q\right) = I^*_{q'}\left(t + \frac{T}{Q}q'\right).$$  \tag{33}$$

It means that every synaptic electric current $I^*_q$ is identical, except that it exhibits the time shift according to $q$, and the behavior of all sublattices in Eqs. (30)-(32) are evaluated from the time shift of sublattice 0. Therefore, we focus on the analysis of sublattice 0 in what follows.

We can calculate the behavior of sublattice 0 in the dynamics (30)-(32) for the arbitrary value of $\hat{T}$. In the stability analysis in section 4 we will show that if the dynamics (1)-(3) has the stable perfect retrieval state, then the dynamics (30)-(32) also has the stable periodic solution at $\hat{T} = \hat{T}^*$, where $\hat{T}^*$ denotes the solution of the period now under consideration. In almost every cases, for $\hat{T}$ that is sufficiently close to $\hat{T}^*$, sublattice 0 in the dynamics (30)-(32) exhibits the periodic firing motion, and hence the spike timing of sublattice 0 in the stationary state is written as \cite{10}.

$$t_{0}(k) = k\hat{T} + r(\hat{T}), \quad k = \ldots, -2, -1, 0, 1, 2 \ldots \tag{34}$$

On the other hand, from Eq. (17), we obtain the spike timing of sublattice 0 as

$$t^*_0(k) = \frac{\hat{T}^*}{Q}0 + k\hat{T}^* = k\hat{T}^*, \quad k = \ldots, -2, -1, 0, 1, 2 \ldots \tag{35}$$

Comparing Eq. (34) with Eq. (35), we obtain the condition

$$r(\hat{T}^*) = 0. \tag{36}$$

As shown in the previous study \cite{10}, we can easily evaluate the explicit form of the function $r(\hat{T})$ numerically by integrating the single body dynamics of sublattice 0 in Eqs. (30)-(32). Once we evaluate the explicit form of the function $r(\hat{T})$, we obtain the solution $\hat{T}^*$ from the condition (36).

### 3.3 Optimal form of the time window $W(\Delta t)$ to encode multiple spatio-temporal patterns

In general, the properties of the network depend on the number of stored patterns $P$. We can encode a large number of patterns when the network exhibits the weak dependence on $P$. To see to what extent the properties of the network depend on $P$, we decompose $I^*_q = I^*_{qp} + I^*_{ip}$ defined by Eqs. (26) and (28) into the form

$$I^*_q = M^*_q + I^*_{ip} + Z^* \tag{37}$$

with

$$M^*_q = A_{pp}^{q} \sum_{q'} \tilde{W} \left[\frac{T}{Q} \left(q - q'\right)\right] S_{pp}\left(t - \frac{T}{Q}q'\right), \tag{38}$$

$$Z^* = A_{pp}(P - 1)\bar{W} \tilde{S}_{pp}(t), \tag{39}$$

where

$$\tilde{S}_{pp}(t) = \frac{1}{Q} \sum_{q'} S_{pp}\left(t + \frac{T}{Q}q'\right) = \frac{1}{Q} \sum_{q' = -\infty}^{\infty} S_{pp}\left(t + \frac{T}{Q}q'\right). \tag{40}$$

We term $Z^*$ the crosstalk term since this term appears in Eq. (27) as a result of encoding multiple spatio-temporal patterns. The function $\tilde{S}_{pp}(t)$ always takes the positive value. Hence, as $P$ increases, $Z^*$ exhibits a increase or a decrease depending on the sign of $\bar{W}$, until the perfect retrieval state breaks at the critical number of patterns $P = P_c$.

Let us take notice of $\bar{W}$ appearing in Eq. (39). The quantity $\bar{W}$, which is defined by Eq. (20), is the average of the time window $W(\Delta t)$. For the time window $W(\Delta t)$ defined by Eq. (10), one can easily show

$$\bar{W} = 0. \tag{41}$$
In this case, the crosstalk term $Z^*$ vanishes, and hence we can encode the arbitrary number of patterns in the limit of $N \to \infty$ as far as $P$ is finite. It turns out that the present form of the time window $W(\Delta t)$, which is found in experiments, is of great advantage to reduce the size of $W$ and also the crosstalk among encoded patterns.

4 Stability of the perfect retrieval state

Although we have derived the periodic solutions for the perfect retrieval state in the previous section, it still remains unclear whether the derived periodic solutions are stable in the network dynamics (3)-(5). In some cases, the derivation of periodic solutions in the previous section yields unstable solutions, and the network cannot settle into such unstable retrieval state. In the present section, we employ a linear stability analysis for the perfect retrieval state we have derived in the previous section. That is the application of Floquet theory, which yields an eigenvalue problem with the finite size of the matrix.

4.1 Decomposition of the problem: stability of sublattices and stability of the perfect retrieval state in the dynamics of sublattices (30)-(32)

In a linear stability analysis, infinitesimal perturbation is assumed in the initial condition, and then the time evolution of the deviation from the target solution is investigated to the first order in Taylor series expansion. When we apply Floquet theory to the present system, the spike timing of neuron $i$ that belongs to sublattice $q$ is written in the form

$$t_i(k) = t^*_i(k) + \delta t_i(k), \quad k = \ldots , -2, -1, 0, 1, 2, \ldots , i \in U_q, \quad q = 0, \ldots , Q - 1,$$

where we suppose pattern 1 as the retrieved pattern. We assume that the initial condition is correlated only with pattern 1 and the correlation with other patterns does not arise in the time evolution of the network dynamics, that is, we assume $\delta t_i(k)$ is correlated only with $s^j_1 (j = 1, \ldots , N)$. Substituting Eqs. (33) and (42) into Eq. (33), we obtain $I_{pp,i}$ ($i \in U_q$) of the form

$$I_{pp,i} = \frac{A_{pp}}{Q} \sum_{q'} \sum_{j \in U_q} \{ \frac{1}{Q} \sum_{k \in U_q} S_{pp} \left[ t - t^*_q (k) - \delta t_j (k) \right] \}$$

where we utilize the assumption that $\delta t_i(k)$ is correlated only with $s^j_1 (j = 1, \ldots , N)$. Since Eq. (43) shows that $I_{pp,i}$ depends only on $q$, we are allowed to define sublattice variable $I_{pp,q}$ as

$$I_{pp,q} = I_{pp,i} = A_{pp} \sum_{q'} \sum_{j \in U_q} \{ \frac{1}{Q} \sum_{k \in U_q} S_{pp} \left[ t - t^*_q (k) - \delta t_j (k) \right] \}, \quad i \in U_q.$$ 

Performing a truncated Taylor series expansion of Eq. (44), we have

$$I_{pp,q} = I_{pp,q} + \delta I_{pp,q}$$ 

(45)
with

\[
\delta I_{pp,q} = -\frac{A_{pp}}{Q} \sum_q f_{qq} \sum_k S'_{pp} \left( t - t_q^*(k) \right) \delta t_q^*(k),
\]

(46)

where the derivative of \( S_{pp}(t) \) is written as

\[
S'_{pp}(t) = \begin{cases} 
0 & \text{for } t < 0, \\
\frac{-1}{\tau_{pp,1} - \tau_{pp,2}} \left( \frac{1}{\tau_{pp,1}} e^{-t/\tau_{pp,1}} - \frac{1}{\tau_{pp,2}} e^{-t/\tau_{pp,2}} \right) & \text{for } 0 \leq t,
\end{cases}
\]

(47)

and the sublattice variable \( \delta t_q(k) \) is defined as

\[
\delta t_q(k) = \frac{1}{N_q} \sum_{i \in U_q} \delta t_i(k).
\]

(48)

Following the same scheme as \( I_{pp,q} \), we obtain the deviation of \( I_{ip} \) in Eq. (43) as

\[
I_{ip} = I_{ip}^* + \delta I_{ip},
\]

(49)

with

\[
\delta I_{ip} = -\frac{A_{ip}}{Q} \sum_q \sum_k S'_{ip} \left( t - t_q^*(k) \right) \delta t_q^*(k),
\]

(50)

where the derivative of \( S_{ip}(t) \) is written as

\[
S'_{ip}(t) = \begin{cases} 
0 & \text{for } t < 0, \\
\frac{1}{\tau_{ip,1} - \tau_{ip,2}} \left( \frac{1}{\tau_{ip,1}} e^{-t/\tau_{ip,1}} - \frac{1}{\tau_{ip,2}} e^{-t/\tau_{ip,2}} \right) & \text{for } 0 \leq t.
\end{cases}
\]

(51)

We represent deviation appearing in the state of neuron \( i \) by

\[
v_i = v_i^* + \delta v_i,
\]

(52)

\[
w_{il} = w_{il}^* + \delta w_{il}, \quad l = 1, \ldots, n, \quad i \in U_q, \quad q = 0, \ldots, Q - 1.
\]

(53)

Noting Eq. (44), we safely replace \( I_i = I_{pp,i} + I_{ip} \) in Eq. (41) by sublattice variable \( I_q = I_{pp,q} + I_{ip} \). Then, we perform a truncated Taylor series expansion of Eqs. (44)-(46) and obtain the dynamics of the form

\[
\delta \dot{v}_i = \frac{\partial f}{\partial v} \bigl|_{q} \delta v_i + \sum_{l} \frac{\partial f}{\partial w_{il}} \bigl|_{q} \delta w_{il} + \delta I_q,
\]

(54)

\[
\delta \dot{w}_{il} = \frac{\partial g_{il}}{\partial v} \bigl|_{q} \delta v_i + \sum_{l'} \frac{\partial g_{il}}{\partial w_{il'}} \bigl|_{q} \delta w_{il'}, \quad l = 1, \ldots, n, \quad i \in U_q, \quad q = 0, \ldots, Q - 1
\]

(55)

with

\[
\delta I_q = \delta I_{pp,q} + \delta I_{ip},
\]

(56)

where we introduce abbreviations such as \( \frac{\partial f}{\partial v} \bigl|_{q} = \frac{\partial f}{\partial v} (v_i, \{\delta w_{ij}\}) \).

From the definition of spike timing, we have \( v_i [t_q^*(k) + \delta t_q(k)] = \theta \) (\( i \in U_q \)), which yields

\[
\delta t_q(k) = -\frac{\delta v_i [t_q^*(k)]}{c}, \quad i \in U_q,
\]

(57)

where constant \( c \) is defined as

\[
c = v_i^*[t_q^*(k)].
\]

(58)

Note that constant \( c \) is independent of \( q \) and \( k \). Now we can evaluate the time evolution of \( \{\delta v_i, \{\delta w_{ij}\}\} \) from Eqs. (54)-(57). To solve this dynamics we need to calculate \( \delta I_q = \delta I_{pp,q} + \delta I_{ip} \), in which \( \delta t_q(k) \) are required at time \( t = t_q^*(k) \) (\( k = \ldots, -2, -1, 0, 1, 2 \ldots \)) as
shown in Eqs. (60) and (59). We can evaluate $\delta t_q(k)$ from $\{\delta v, t_q^*(k)\}$ by use of Eqs. (48) and (57).

It is a hopeless task to apply Floquet theory directly to the $N$-body dynamics (54)-(57) since that gives the eigenvalue problem with the infinite size of matrix. For the purpose of reducing the degree of freedom, we define the following sublattice variables

$$v_q = \frac{1}{N_q} \sum_{i \in U_q} v_i,$$

$$\bar{w}_{ql} = \frac{1}{N_q} \sum_{i \in U_q} w_{iq}, \quad l = 1, \ldots, n, \; q = 0, \ldots, Q - 1.$$  \hspace{1cm} (60)

Then, from Eqs. (54) and (55), we have

$$\delta \tilde{v}_q = \frac{1}{N_q} \sum_{i \in U_q} \delta \tilde{v}_i = \frac{\partial f}{\partial v} \Big|_q \delta v_q + \sum_{l'} \frac{\partial f}{\partial w_{l'}} \Big|_q \delta w_{ql'} + \delta I_q,$$

$$\delta \bar{w}_{ql} = \frac{1}{N_q} \sum_{i \in U_q} \delta \bar{w}_{il} = \frac{\partial g_l}{\partial v} \Big|_q \delta \bar{v}_q + \sum_{l'} \frac{\partial g_{l'}}{\partial w_{l'}} \Big|_q \delta \bar{w}_{ql'}, \quad l = 1, \ldots, n, \; q = 0, \ldots, Q - 1.$$  \hspace{1cm} (61)

where, from Eqs. (46) and (50), $\delta I_q$ in Eq. (61) is written as

$$\delta I_q = \delta I_{PP} + \delta I_{IP} = - \frac{A_{PP}}{Q} \sum_{q'} \sum_{l} S_{PP} \left[ t - t_q^*(k) \right] \delta t_q(k) - \frac{A_{IP}}{Q} \sum_{q'} \sum_{l} S_{IP} \left[ t - t_q^*(k) \right] \delta t_q(k).$$  \hspace{1cm} (63)

In addition, substituting Eq. (57) into Eq. (48), we have

$$\delta t_q(k) = - \frac{\delta \bar{v}_q(t_q^*(k))}{c}.$$  \hspace{1cm} (64)

Now we obtain the $Q$-body dynamics (61)-(64). Calculation of $\delta t_q$ requires $\{\delta t_q(k)\}$, which are obtained from $\{\delta \tilde{v}_q, t_q^*(k)\}$ together with Eq. (54). To this $Q$-body dynamics we will apply Floquet theory in section 4.2.

The stability of the periodic solution in the $Q$-body dynamics (61)-(64) is the necessary condition for the stability of the retrieval state in the original dynamics (1)-(3), but not the sufficient condition. Therefore, we must investigate the behavior of the following variables

$$\delta \tilde{v}_i = v_i - \bar{v}_q = \delta v_i - \delta \bar{v}_q,$$

$$\delta \bar{w}_{il} = w_{il} - \bar{w}_{ql} = \delta w_{il} - \delta \bar{w}_{ql}, \quad l = 1, \ldots, n, \; i \in U_q, \; q = 0, \ldots, Q - 1.$$  \hspace{1cm} (65)

If the perfect retrieval state is stable, $\{\delta \tilde{v}_i, \delta \bar{w}_{il}\}$ converges into the fixed point $(0, \{0\})$. Subtracting Eqs. (61) and (62) from Eqs. (54) and (55) respectively, we obtain

$$\delta \tilde{v}_i = \frac{\partial f}{\partial v} \Big|_q \delta \tilde{v}_i + \sum_{l'} \frac{\partial f}{\partial w_{l'}} \Big|_q \delta \bar{w}_{il'},$$

$$\delta \bar{w}_{il} = \frac{\partial g_l}{\partial v} \Big|_q \delta \tilde{v}_i + \sum_{l'} \frac{\partial g_{l'}}{\partial w_{l'}} \Big|_q \delta \bar{w}_{il'}, \quad l = 0, \ldots, n, \; i \in U_q, \; q = 0, \ldots, Q - 1.$$  \hspace{1cm} (66)

For the stable perfect retrieval state, the fixed point $(0, \{0\})$ is necessary to be stable in the dynamics (65) and (66). Note that $N$ deviations $\{\delta \tilde{v}_i, \delta \bar{w}_{il}\}$ appearing in the dynamics Eqs. (65) and (66) do not interact with each other since this dynamics includes no interaction term like $\delta I_q$. This stability problem is thus a single body problem, which is easily evaluated numerically.

The stability problem of the perfect retrieval state in the dynamics (1)-(3) is now decomposed into two stability problems: the stability of the perfect retrieval state in the $Q$-body dynamics (61)-(64) and the stability of the fixed point $(0, \{0\})$ in the single-body dynamics (67).
and \cite{8}. What are the implications of these two stability problems? It is straightforward to see that the former problem is equivalent to the stability problem of the perfect retrieval state in the $Q$-body dynamics of sublattices \cite{23, 25}. Hence, we conveniently call the former problem the stability of the perfect retrieval state in the dynamics of sublattices. In the dynamics of sublattices \cite{23, 25} we neglect a distribution of spike timing of neurons in each sublattice, and this distribution of spike timing is treated in the latter problem. We thus term the latter problem the stability of sublattices.

It is of interest that a truncated Taylor series expansion of Eqs. \cite{30} and \cite{31} with fixed $I_q^*$ gives the same stability problem as Eqs. \cite{67} and \cite{68}. This result implies that if the periodic solution \cite{30} and (31) are ensured. We evaluate the periodic solution \cite{30} and \cite{31} by the numerical integration of the dynamics \cite{30} and \cite{31}, and hence it is impossible to obtain the unstable periodic solution of the dynamics \cite{30} and \cite{31}. In other words, the numerically evaluated periodic solution \cite{30} and \cite{31} is always stable, and also the stability of sublattices is always ensured.

Therefore, further investigation on the stability of sublattice is unnecessary, and we focus on the stability of the perfect retrieval state in the dynamics of sublattices in the next section.

### 4.2 Floquet theory for the perfect retrieval state in the dynamics of sublattices

Here, we apply Floquet theory to the $Q$-body dynamics \cite{30}-\cite{31}. In the evaluation of this dynamics, $\delta T_q(k)$ are required at time $t = t_q^*(k)$ ($k = \ldots, -2, -1, 0, 1, 2 \ldots$). One may thus consider it convenient to define the vector

$$\delta x_q(k) = \left( \delta T_q[t_q^*(k)], \delta w_{q1}[t_q^*(k)], \ldots, \delta w_{qN}[t_q^*(k)] \right).$$  \hspace{1cm} (69)$$

The vector $\delta x_q(k)$ represents the deviation at time $t = t_q^*(k)$. Since the vector $\delta x_q(k)$ includes the variable $\delta T_q[t_q^*(k)]$, we can calculate $\delta T_q(k)$ from $\delta x_q(k)$ by use of Eq. \cite{64}. Let us consider the problem of calculating the deviation $\delta x_q(k+1)$ from the past deviations $\delta x_q(k')$ ($q = 0, \ldots, Q-1$, $k' < k+1$).

The $\alpha$-functions $S_{pp}(t)$ and $S_{ip}(t)$ give an infinite long-time influence after the activation, and the derivatives of these $\alpha$-functions appearing in Eqs. \cite{46} and \cite{50} also have an infinite long-time influence. It means that long past deviations $\delta T_q(k')$ and also $\delta x_q(k')$ are necessary in the evaluation of the present value of $\delta I_q^*$. It is again a hopeless task to consider Floquet theory based on the vector $\delta x_q(k)$ since that still gives an eigenvalue problem with the infinite size of matrix.

For the further reduction of the size of matrix, we define the variables

\begin{align*}
I_{1,q} &= \frac{A_{pp}}{Q} \sum_{q} f_{qq} \sum_{t_q^*(k) < t} e^{-[t - t_q^*(k') - \delta T_q(k')]/\tau_{pp,1}} \frac{1}{\tau_{pp,1} - \tau_{pp,2}}, \\
I_{2,q} &= \frac{A_{pp}}{Q} \sum_{q} f_{qq} \sum_{t_q^*(k) < t} e^{-[t - t_q^*(k') - \delta T_q(k')]/\tau_{pp,2}} \frac{1}{\tau_{pp,1} - \tau_{pp,2}}, \\
I_{3,q} &= \frac{A_{ip}}{Q} \sum_{q} \sum_{t_q^*(k') < t} e^{-[t - t_q^*(k') - \delta T_q(k')]/\tau_{ip,1}} \frac{1}{\tau_{ip,1} - \tau_{ip,2}}, \\
I_{4,q} &= \frac{A_{ip}}{Q} \sum_{q} \sum_{t_q^*(k') < t} e^{-[t - t_q^*(k') - \delta T_q(k')]/\tau_{ip,2}} \frac{1}{\tau_{ip,1} - \tau_{ip,2}}.
\end{align*}

Then, for the specific form of $\alpha$-function \cite{5}, we can rewrite Eq. \cite{46} as

$$\delta I_{pp,0} = -\frac{A_{pp}}{Q} \sum_{q} f_{qq} S_{pp}(t - t_q^*(k)) \delta T_q(k).$$
In Eqs. (74) and (77), note that every coefficient in Eqs. (82) and (83) is a constant, which is independent of

t_0(k) < t < t_0(k + 1),

(74)

where

\[
\delta I_{1,0}[t_0^*(k)] = -\frac{A_{pp}}{Q} \sum_q \sum_{r_q^*(k') < t_0^*(k)} f_{0r_q} \frac{e^{-\left[\xi_0^*(k) - \xi_q^*(k')\right]/\tau_{pp,1}}}{\tau_{pp,1} - \tau_{pp,2}} \delta \tau_q^*(k'),
\]

(75)

\[
\delta I_{2,0}[t_0^*(k)] = -\frac{A_{pp}}{Q} \sum_q \sum_{r_q^*(k') < t_0^*(k)} e^{-\left[\xi_0^*(k) - \xi_q^*(k')\right]/\tau_{pp,2}} \frac{\delta \tau_q^*(k')}{\tau_{pp,1} - \tau_{pp,2}}.
\]

(76)

In the same way, we rewrite Eq. (70) as

\[
\delta I_{ip} = -\frac{A_{pp}}{Q} \sum_q S_{ip} \left[ t - t_0^*(k) \right] \delta \tau_q^*(k)
\]

\[
+ \delta I_{3,0}[t_0^*(k)] e^{-\left[\xi_0^*(k) - \xi_0^*(k')\right]/\tau_{pp,1}} + \delta I_{4,0}[t_0^*(k)] e^{-\left[\xi_0^*(k) - \xi_0^*(k')\right]/\tau_{pp,2}}
\]

\[
t_0(k) < t < t_0(k + 1),
\]

(77)

where

\[
\delta I_{3,0}[t_0^*(k)] = -\frac{A_{pp}}{Q} \sum_q \sum_{r_q^*(k') < t_0^*(k)} e^{-\left[\xi_0^*(k) - \xi_q^*(k')\right]/\tau_{pp,1}} \delta \tau_q^*(k'),
\]

(78)

\[
\delta I_{4,0}[t_0^*(k)] = -\frac{A_{pp}}{Q} \sum_q \sum_{r_q^*(k') < t_0^*(k)} e^{-\left[\xi_0^*(k) - \xi_q^*(k')\right]/\tau_{pp,2}} \delta \tau_q^*(k').
\]

(79)

In Eqs. (74) and (77), \( \delta I_{ip,0} \) and \( \delta I_{ip} \) \((t_0^*(k) < t < t_0^*(k + 1))\) are evaluated only from \( \left\{ \delta \tau_q^*(k) \right\} \) and \( \left\{ \delta \tau_q^*(k') \right\} \). Solving the dynamics (61) and (62) with \( \delta I_0 = \delta I_{ip,0} + \delta I_{ip} \) defined by Eqs. (74) and (77) under the condition \( \left\{ \delta \tau_0[t_0^*(k)], \left\{ \delta \tau_0^*[t_0^*(k)] \right\} \right\} \), we obtain the next deviation \( \left\{ \delta \tau_0[t_0^*(k + 1)], \left\{ \delta \tau_0^*[t_0^*(k + 1)] \right\} \right\} \) as a function of \( \left\{ \delta \tau_q^*(k), \left\{ \delta \tau_0^*[t_0^*(k)] \right\} \right\} \), and \( \left\{ \delta \tau_q^*[t_0^*(k + 1)] \right\} \). Hence, we are allowed to define the functions

\[
\delta v_0[t_0^*(k + 1)] = R \left( \left\{ \delta \tau_q^*(k), \delta \tau_0[t_0^*(k)], \left\{ \delta \tau_0^*[t_0^*(k)] \right\}, \left\{ \delta I_e,0[t_0^*(k)] \right\} \right\} \right),
\]

\[
\delta w_0[t_0^*(k + 1)] = S_i \left( \left\{ \delta \tau_q^*(k), \delta \tau_0[t_0^*(k)], \left\{ \delta \tau_0^*[t_0^*(k)] \right\}, \left\{ \delta I_e,0[t_0^*(k)] \right\} \right\} \right),
\]

\[
l = 1, \ldots, n.
\]

(80)

(81)

Because of the form of the dynamics (61) and (62), we obtain

\[
R \left( \left\{ \delta \tau_q^*(k), \delta \tau, \left\{ \delta \tau_0^*[t_0^*(k)] \right\}, \left\{ \delta I_e,0[t_0^*(k)] \right\} \right\} \right)
\]

\[
= \sum_q \frac{\partial R}{\partial \left( \delta \tau_q^*(k) \right)} \delta \tau_q + \sum_{r} \frac{\partial R}{\partial \left( \delta \tau_0^*[t_0^*(k)] \right)} \delta \tau_q + \sum_{s} \frac{\partial R}{\partial \left( \delta I_s,0[t_0^*(k)] \right)} \delta I_s,
\]

(82)

\[
S_i \left( \left\{ \delta \tau_q^*(k), \delta \tau, \left\{ \delta \tau_0^*[t_0^*(k)] \right\}, \left\{ \delta I_e,0[t_0^*(k)] \right\} \right\} \right)
\]

\[
= \sum_q \frac{\partial S_i}{\partial \left( \delta \tau_q^*(k) \right)} \delta \tau_q + \sum_{r} \frac{\partial S_i}{\partial \left( \delta \tau_0^*[t_0^*(k)] \right)} \delta \tau_q + \sum_{s} \frac{\partial S_i}{\partial \left( \delta I_s,0[t_0^*(k)] \right)} \delta I_s,
\]

\[
l = 1, \ldots, n.
\]

(83)

Note that every coefficient in Eqs. (82) and (83) is a constant, which is independent of \( \left\{ \delta \tau_q^*(k), \delta \tau, \left\{ \delta \tau_0^*[t_0^*(k)] \right\}, \left\{ \delta I_e,0[t_0^*(k)] \right\} \right\} \).
Meanwhile, from Eq. (75), we obtain
\[
\delta I_{1,0}[t_0'(k+1)] = -\frac{A_{pp}}{Q} \sum_{q'} I_{0'} e^{-\left[t_0'(k+1)-t_0'(k)\right]/\tau_{pp,1}} \delta \mathbf{T}_{q'}(k) + \delta I_{1,0}[t_0'(k)] e^{-t/\tau_{IP,1}}.
\]
(84)

It means that \( \delta I_{1,0}[t_0'(k+1)] \) is a function of \( \{ \delta \mathbf{T}_{q'}(k) \} \) and \( \delta I_{1,0}[t_0'(k)] \). We obtain the similar relation for the rest of \( \{ \delta I_{1,0}[t_0'(k+1)] \} \), and they are also functions of \( \{ \delta \mathbf{T}_{q'}(k) \} \) and \( \delta I_{1,0}[t_0'(k)] \).

Now, we define the vector
\[
\delta \mathbf{x}_0(k) = (\delta \mathbf{T}_q[t_q(k)], \delta \mathbf{T}_{q_1}[t_{q_1}(k)], \ldots, \delta \mathbf{T}_{q_m}[t_{q_m}(k)], \delta I_{1,q}[t_q(k)], \ldots, \delta I_{k,q}[t_q(k)]),
\]
\[k = \ldots, -2, -1, 0, 1, 2, \ldots, q = 0, \ldots, Q - 1.
\]
(85)

Then, noting Eq. (54), we can summarize Eqs. (80)-(84), and so on in the form
\[
\delta \mathbf{x}_0(k+1) = \sum_{q=1}^{Q-1} A_q \delta \mathbf{x}_q(k) + B \delta \mathbf{x}_0(k),
\]
(86)

where the definitions of the matrices \( A_q \) and \( B \) are given in Appendix B. Furthermore, we define the vectors
\[
\delta \mathbf{X}(0) = \left( \delta \mathbf{x}_{Q-1}(k), \delta \mathbf{x}_{Q-2}(k), \ldots, \delta \mathbf{x}_0(k) \right).
\]
(87)
\[
\delta \mathbf{X}(1) = \left( \delta \mathbf{x}_0(k+1), \delta \mathbf{x}_{Q-1}(k), \ldots, \delta \mathbf{x}_1(k) \right).
\]
(88)

Then, the relation between \( \delta \mathbf{X}(0) \) and \( \delta \mathbf{X}(1) \) is written as
\[
\delta \mathbf{X}(1) = \mathbf{M} \delta \mathbf{X}(0),
\]
(89)

where
\[
\mathbf{M} = \begin{pmatrix} A_{Q-1} & A_{Q-2} & \cdots & A_1 & B \\ E & 0 & \cdots & 0 & 0 \\ 0 & E & \cdots & 0 & 0 \\ \vdots & \ddots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & E & 0 \end{pmatrix}.
\]
(90)

Because of the symmetrical properties of the present system, we have
\[
\delta \mathbf{X}(2) = \mathbf{M} \delta \mathbf{X}(1) = \mathbf{M}^2 \delta \mathbf{X}(0),
\]
(91)

where
\[
\delta \mathbf{X}(2) = \left( \delta \mathbf{x}_1(k+1), \delta \mathbf{x}_0(k+1), \delta \mathbf{x}_{Q-1}(k), \ldots, \delta \mathbf{x}_2(k) \right).
\]
(92)

Following the same scheme, we obtain the vectors of the form
\[
\delta \mathbf{X}(n) = \mathbf{M}^n \delta \mathbf{X}(0), \quad 1 \leq n,
\]
(93)

where \( \delta \mathbf{X}(n) \) represents the deviations in the future.

Now the stability problem of the periodic solution is reduced into the eigenvalue problem with the finite size of the matrix \( \mathbf{M} \). As will be shown in Appendices B and C, we can easily evaluate the matrix \( \mathbf{M} \) numerically since the coefficients in Eqs. (83) and (84) are obtained by numerical integration of the single-body dynamics (111)-(115). In general, the matrix derived in Floquet theory always has the eigenvalue \( \lambda_1 = 1 \) with the eigenvector corresponding to the
time shift in the periodic solution. The matrix $M$ also has the eigenvalue $\lambda_1 = 1$ with the 
eigenvector
\[
\delta X_0 = (\delta x_0, \ldots, \delta x_0)
\]
with
\[
\delta \bar{x}_0 = \left( \delta v_0(t_0(k)), \delta w_0(t_0(k)), \ldots, \delta w_{n_0}(t_0(k)), \delta I_{1,0}(t_0(k)), \ldots, \delta I_{q,0}(t_0(k)) \right),
\]
where we define $\{I_{k,0}(t_0(k))\}$ by substituting $\delta T_q(k') = 0 (k' = \ldots, -2, -1, 0, 1, 2, \ldots, q' = 0, \ldots, Q - 1)$ into the derivatives of Eqs. (90)-(93). If the periodic solution is stable, the absolute value of other eigenvalues $|\lambda_m| (1 < m)$ must be less than 1. Therefore, we can determine the stability of the perfect retrieval state by numerical computation of the eigenvalues of $M$.

In the following sections, we will apply the present analysis to evaluate the stable perfect retrieval state for the various value of parameters. As will be shown, the present analysis is powerful enough to draw the phase diagrams.

5 Retrieval process

In this section, we illustrate the typical behavior of network in the process of memory retrieval. In what follows, we always assume $Q = 10$, which brings about discrete type of firing pattern of memory retrieval. For the initial condition of the network, we set all state of neuron $(v_i, w_d)$ to be at the stable fixed point of the dynamics (91) and (92) with $I_i = 0$. To evoke the retrieval of pattern 1, we give the external stimuli of the form
\[
I_{\text{EXT},i} = \begin{cases} A_{\text{EXT}} \delta (t - t_{\text{EXT}} q_i) & \text{for } 0 \leq t \leq a_{\text{EXT}} T_{\text{EXT}}, \\ 0 & \text{otherwise,} \end{cases}
\]
where $\delta (t)$ represents the delta function, and the parameters $A_{\text{EXT}}, T_{\text{EXT}}$, and $a_{\text{EXT}}$ are chosen so that the initial part of the pattern 1 is forced to be retrieved. In the present study, we set $A_{\text{EXT}} = 30$, $T_{\text{EXT}} \sim T$, and $a_{\text{EXT}} < 0.1$. Note that the external stimuli $I_{\text{EXT},i}$ is applied only in the beginning of the network dynamics.

In Fig. 3(a), we describe the result of the numerical simulation with $P = 3$ and $N = 8000$. The initial firings of the neurons are evoked by the external electric current $I_{\text{EXT},i}$, while other firings are brought about by the synaptic electric current $I_{\text{PP},i} + I_{\text{IP}}$. The firing pattern in Fig. 3(a), which looks like vertical bars, indicates the synchronized firing of a number of neurons. Since it is difficult to see whether the retrieval of pattern 1 is realized in Fig. 3(a), we replot the same result of numerical simulation in Fig. 3(b), where the vertical axes is set to represent $q_i$. In this figure, we clearly see the successful retrieval of pattern 1, in which the neurons belonging to the same sublattice exhibit synchronized firing.

The dynamical behavior of the neuron with $q_1 = 0$ is described in Fig. 3(a). After the transient behavior, the neuron settles into the stationary state, where the neuron exhibits periodic firing. In Fig. 3(b), we describe the periodic solution for retrieval state obtained from Eq. (93). In order to examine the stability of this solution, we calculate the explicit value of the matrix $M$ numerically. In the present case, the largest absolute eigenvalue is 1, and the theoretically evaluated perfect retrieval state in Fig. 3(b) is stable. The good agreement between Fig. 3(a) and (b) implies the validity of the present analysis. It is also worth noting that the theoretical result in Fig. 3(b) is independent of $P$ because of Eq. (41). We set $P = 3$ in the numerical simulation in Fig. 3(a), and this result of numerical simulation is well explained by the $P$-independent solution in Fig. 3(b). We will see the same result of numerical simulation even with the larger value of $P$, as far as $P/N$ is sufficiently small.

6 Phase transition due to the loss of the stability of the perfect retrieval state

Here we investigate the effect of inhibitory synaptic electric current $I_{\text{IP}}$, which is controlled by $A_{\text{IP}}$. From Eq. (56), we obtain $T/Q$ as a function of $A_{\text{IP}}$, which is plotted in Fig. 4(a). As
As \( A_{ip} \) increases, the period of the retrieval process \( \tilde{T} \) becomes longer since each neuron obtains a large amount of inhibitory synaptic electric \( I_{ip} \) with the large value of \( A_{ip} \). Figure 3(b) describes the absolute eigenvalues of the matrix \( M \). Size of the matrix \( M \) is \( 80 \times 80 \), and the largest two absolute eigenvalues are plotted in Fig. 3(b). With \( A_{ip} \geq 500 \) the largest absolute eigenvalue is 1, while it exceeds 1 with \( 500 \leq A_{ip} \), that is to say, the stability of the perfect retrieval state is lost beyond the critical point \( A_{ip} \sim 500 \).

To observe this phase transition in numerical simulations, we calculate the inter spike intervals (ISIs) of all neurons changing the value of \( A_{ip} \), as described in Fig. 3(c). Note that the ISIs we calculate here is based on spike timing of all neurons. When neuron \( i \) and neuron \( j \) fire sequentially at time \( t_i \) and \( t_j \) respectively, we calculate the time difference \( t_j - t_i \) to obtain the ISIs of all neurons. By means of these ISIs, we can evaluate the gaps in spike timing appearing in Fig. 3(a), which corresponds to \( \tilde{T}/Q \). The theoretical result in Fig. 3(a) and (b) explains ISIs in Fig. 3(c) well, although we see some fluctuations due to the finite number of neurons near the critical point \( A_{ip} \). In Fig. 3(d), we calculate the ISIs in the dynamics of sublattices 23-25, in which we have taken the limit of the infinite number of neurons. The theoretically evaluated critical point \( A_{ip} \sim 500 \) explains the loss of the stability observed in Fig. 3(d) with a high degree of precision.

In Fig. 5 we draw \( A_{ip}-A_{pp} \) phase diagram, which is evaluated by the theoretical analysis. We find the stable perfect retrieval state in the region represented by PR. As \( A_{pp} \) decreases, the range of \( A_{ip} \) for the stable perfect retrieval state becomes narrower since a large amount of \( I_{ip} \) is required for the successful memory retrieval under the strong inhibition.

### 7 Two separated perfect retrieval phases appearing with the slow \( \alpha \)-function \( S_{pp}(t) \)

In the previous sections, we assume \( S_{pp}(t) \) with \( \tau_{pp,1} = 3 \) [msec] and \( \tau_{pp,2} = 0.3 \) [msec] as well as \( S_{ip}(t) \) with \( \tau_{ip,1} = 10 \) [msec] and \( \tau_{ip,2} = 1 \) [msec], where \( S_{pp}(t) \) decays much faster than \( S_{ip}(t) \). In order to examine the role of the delay time constants in \( \alpha \)-functions, we investigate the case of the slow \( \alpha \)-function \( S_{pp}(t) \) with \( \tau_{pp,1} = 20 \) [msec] and \( \tau_{pp,2} = 2 \) [msec]. For this slow \( \alpha \)-function \( S_{pp}(t) \), we describe \( A_{ip}-A_{pp} \) phase diagram in Fig. 3. The distinctive feature of this phase diagram is the perfect retrieval phase appearing in the region with the large value of \( A_{ip} \). In the case of the fast \( \alpha \)-function \( S_{pp}(t) \), the strong inhibition with the large value of \( A_{ip} \) tends to suppress the perfect retrieval, as described in Fig. 5. Nevertheless, in Fig. 6 we see two separated perfect retrieval phases in the region with \( 40000 \leq A_{pp} \leq 70000 \), while these two retrieval phases merge with each other in the region with \( 70000 \leq A_{ip} \).

One example of the retrieval process in the region with the large value of \( A_{ip} \) is illustrated in Fig. 3. As a result of the large value of \( A_{ip} \), the neuron obtains a large amount of the inhibitory electric current \( I_{ip} \), which oscillates with the period \( \tilde{T}/Q \). In the retrieval process, \( Q \) sublattices emerge exhibiting synchronized firing of neurons, as described in Fig. 3(a). When one firing of sublattice occurs, all neurons obtain a large amount of the inhibitory synaptic electric current \( I_{ip} \). Then, neurons in the next sublattice cannot fire until this inhibitory electric current decays with the time constant \( \tau_{ip,1} \). In this way, the oscillatory inhibitory electric current \( I_{ip} \) regulates the spike intervals of sublattices, and hence the memory retrieval with the long period \( \tilde{T} \) is realized. The long-time influence of the slow \( \alpha \)-function \( S_{pp}(t) \) is indispensable for this memory retrieval since the time gaps of firings of sublattices (i.e., \( \tilde{T}/Q \)) are considerably large.

In Fig. 3(a) and (b), we describe the result of our analysis with \( A_{pp} = 65000 \), where we see two separated perfect retrieval phases. Near the boundary of the retrieval phases, Eq. (56) yields two different perfect retrieval states, which are indicated by ‘s’ and ‘u’ in Fig. 3(a). As described in Fig. 3(b), the largest absolute eigenvalue of the matrix \( M \) for the state u exceeds 1, while that for the state s always takes 1. This result implies that the state s is stable and the state u is unstable. The ISIs observed in the numerical simulations are plotted as a function of \( A_{ip} \) in Fig. 3(c). To obtain these ISIs, we slowly change the value of \( A_{ip} \) both from \( A_{ip} = 0 \) and from \( A_{ip} = 2000 \). In the present case, neurons cease firing between the critical points \( A_{ip}^c(1) \) and \( A_{ip}^c(2) \). The ISIs observed in the dynamics of sublattices 23-25.

\[ \alpha(t) = \begin{cases} \alpha_0 & t < 0 \\ \alpha_0 e^{-\gamma t} & t \geq 0 \end{cases} \]
are also plotted in Fig. 3 (d). The phase transitions observed in Fig. 3 (c) and (d) are well explained by the theoretical analysis in Fig. 3 (a) and (b).

In order to investigate more details about decay time constants, we describe $A_{\text{IP}} - \tau_{\text{PP},1}$ phase diagram in Fig. 3, in which we fix $\tau_{\text{PP},2} = 0.1 \tau_{\text{PP},1}$. In the region with the long $\tau_{\text{PP},1}$, we find two separated retrieval phases. In this case, stable and unstable solutions of Eq. (36) are found only inside the perfect retrieval phase, as described in Fig. 8. One might thus conceive that the stability analysis is not necessary for the purpose of determining the phase boundary. However, with the short $\tau_{\text{PP},1}$, we find the unstable solution of Eq. (36) outside the perfect retrieval phase, as described in Fig. 4. The stability analysis is hence indispensable to determine the boundary of the perfect retrieval phase, particularly with the short $\tau_{\text{PP},1}$.

8 Discussion

We have investigated associative memory neural networks of spiking neurons memorizing periodic spatio-temporal patterns of spike timing. In encoding the multiple spatio-temporal patterns, we assume the spike-timing-dependent synaptic plasticity with the asymmetric time window $W(\Delta t)$ in Fig. 1. Encoded periodic spatio-temporal patterns of spike timing are reproduced successfully in the periodic firing pattern of neurons in the process of memory retrieval. In this retrieval process, $Q$ sublattices (clusters of neurons) exhibit synchronized firing, and the oscillatory inhibitory electric current $I_{\text{IP}}$, which is supposed to come from interneurons, regulates the spike timing of sublattices.

In order to investigate the stationary properties of the system, we have derived the periodic solution for the retrieval state analytically in the limit of infinite number of neurons. From this analysis, we have shown that if the average of the time window $W(\Delta t)$ takes the value of zero, the crosstalk among encoded patterns vanishes. This result implies that the present form of the time window $W(\Delta t)$, which is found in experiments, has the great advantage in encoding a large number of spatio-temporal patterns.

To elucidate the stability of the derived periodic solution we have employed a linear stability analysis. In this linear stability analysis we have to evaluate the time evolution of infinitesimal deviation so as to obtain the matrix for Floquet theory, although the naive application of Floquet theory yields infinite size of matrix. In order to reduce the size of matrix, we have employed some decomposition of the stability problem, by which the original stability problem with $N$ neurons is reduced into the stability problem with $Q$ sublattices. Then, to take account of the infinite long-time influence of $\alpha$-functions, we have introduced the variables $\{I_{\alpha,q}\}$, which enable us to obtain the finite size of matrix $M$ for Floquet theory. The explicit form of $M$ is computed by the numerical integration of the single-body dynamics (111)-(115), and the stability of solutions are evaluated from the eigenvalues of $M$.

Based on this method of analysis, we have investigated the stationary properties of retrieval state in the case of the fast $\alpha$-function $S_{\text{PP}}(t)$ with $\tau_{\text{PP},1} = 3$ [msec] and $\tau_{\text{PP},2} = 0.3$ [msec]. In Fig. 4 (a), we have obtained periodic solutions for the retrieval state for various value of $A_{\text{PP}}$ by solving Eq. (50). Then, in Fig. 4 (b), we have employed the stability analysis of these periodic solution to obtain the critical point $A_{\text{IP}}^{-}$. The phase transition observed in the numerical simulations in Fig. 4 (c) and (d) is well explained by this critical point $A_{\text{IP}}^{-}$. The condition for the successful memory retrieval is summarized as $A_{\text{IP}} - A_{\text{PP}}$ phase diagram in Fig. 6.

Meanwhile, with the slow $\alpha$-function $S_{\text{PP}}(t)$ with $\tau_{\text{PP},1} = 20$ [msec] and $\tau_{\text{PP},2} = 2$ [msec], we have found two separated retrieval phases, as shown in Fig. 1. The behavior of neurons in the memory retrieval with the large value of $A_{\text{IP}}$ is described in Fig. 7, where we see the large size of oscillatory inhibitory synaptic electric current $I_{\text{IP}}$ regulating the spike timing of neurons. The result of the theoretical analysis is illustrated in Eq. (5), where the stability analysis is used to chose the stable solution from the multiple solutions of Eq. (56).

The heart of the present stability analysis lies in the exact reduction of the size of the matrix for Floquet theory. Since $Q$ sublattices arise in the stationary state, we have to evaluate the matrix with the dimension of $(1 + n + 4)Q$, where $1 + n$ corresponds to the degree of freedom of the neuron dynamics $f(v_i, w_{i1}, \ldots, w_{in})$ and $g_i(v_i, w_{i1}, \ldots, w_{in}) (l = 1, \ldots, n)$, and
additional 4 is required to evaluate the infinite long-time influence of α-functions \(S_{pp}(t)\) and \(S_{IP}(t)\). In the present study we set \(Q = 10\) and \(n = 3\), which yields the matrix with the dimension of 80. Although one might conceive that the size of this matrix is somewhat large, the critical points obtained from this matrix well explain the result of numerical simulations with a high degree of precision, as demonstrated in Figs. 5 and 8. In other network models \([52, 53, 54]\), only a few number of sublattices emerges and the size of matrix becomes small.

The spatio-temporal patterns to be memorized are assumed to be periodic in the present study for ease of analysis. It is worth noting that learning rule based on the spike-timing-dependent synaptic plasticity is applicable to a wide class of spatio-temporal patterns of spike timing. The periodicity of spatio-temporal patterns is not crucial, and it is almost obvious that spike trains generated by independent Poisson process are also well encoded by use of the time window \(W(\Delta t)\). In the case of Poisson process, the firing rate in Poisson process must be adequately low since the refractoriness of neurons is expected to prevent retrieval of Poisson trains with high firing rate.

It is of interest to consider the effect of noise in the present model. With the large value of \(A_{IP}\), neurons obtain the large size of oscillatory inhibitory electric current \(I_{IP}\) as described in Fig. 7, and the effect like stochastic resonance is expected to occur in the presence of noise. The evaluation of the effect of noise, however, seems to be difficult in the present scheme of analysis since we are required to calculate the distribution of spike timing of neurons in this evaluation.

With the large \(A_{IP}\) and the short \(\tau_{PP,1}\) the basin of attractors for spatio-temporal patterns are found to be narrow in the present model (data not shown). In the initial condition, the inhibitory synaptic electric current \(I_{IP}\) is taken to be the value of zero. With the short \(\tau_{IP,1}\) firing of the first sublattice, which is induced by \(I_{EX T,T}\), brings about firing of the second sublattice immediately since some accumulation of inhibitory synaptic electric currents \(I_{IP}\) are necessary to control the next firing. For these reasons, a first few firings of sublattices take place quite rapidly. These rapid firings of sublattices give rise to too much accumulation of inhibitory electric current \(I_{IP}\), and then terminate firings of all neurons. The core of the problem in this phenomenon is too rapid firings of interneurons. To avoid this problem, more sophisticated modeling of interneurons is needed so as to realize adequate control of interspike intervals of interneurons. When we assume that interneurons exhibit periodic firing independently of pyramidal neurons, the inhibitory synaptic electric current \(I_{IP}\) takes the form

\[
I_{IP} = A_{IP} \sum_{k} S_{IP}(t - kT_{IP}),
\]

where \(T_{IP}\) represents the period of firings of interneurons. We can investigate the case of this periodic inhibitory electric current \(I_{IP}\) following the almost same scheme of the present analysis.

Finally, we discuss the biological implication of the present study. The result of the present study strongly suggests the possibility of the concept of temporal coding, in which information is assumed to be processed based on spike timing of neurons. The question then arises about where we can find these kind of information processing in the real nervous system. It is well known that the hippocampus is the important tissue for short term memory. In CA3 region of hippocampus, we see dense recurrent connections among pyramidal neurons, and hence the short term memory is thought to be stored in the CA3 region of hippocampus. Memory stored in hippocampus should be transferred into other regions such as neocortex so that it is stored as the long term memory. Recently, some experimental results begin to suggest that this memory transfer process takes place when sharp waves (SWP) appear in hippocampus \([58]\). In SPW, fast periodic firings of interneurons (\(\sim 200 [Hz]\)) bring about oscillatory inhibitory synaptic electric currents in pyramidal neurons, and these oscillatory electric currents regulate occasional firings of pyramidal neurons \([50]\). Nádasdy et al. have investigated these occasional firings of pyramidal neurons and revealed that repeating firing patterns of pyramidal neurons are present in SPW \([12]\). These results of experiments indicate that spike timing of pyramidal neurons of SPW represent some kind of memory that should be transferred into neocortex. Also in the gamma oscillation, we observe oscillatory inhibitory synaptic electric currents due to periodic firing of interneurons, although its frequency is
somewhat low (20-80 [Hz]). Buzsáki et al. have hypothesized that the firing patterns of pyramidal neurons in the gamma oscillation are stored in the recurrent connections of the CA3 region of hippocampus, and then these stored firing patterns are replayed in the firing patterns in SPW in the time compressed manner [51]. Our theoretical model explains these time compressed replay of firing patterns.

Some aspects of our theoretical model are, however, still biologically implausible. For example, the learning rule (12) gives either negative or positive synaptic weights by chance although synaptic weight among pyramidal neurons are found to be positive in experiments. More precise modeling of interneurons might be needed to acquire a deeper understanding of the time compressed replay of firing patterns. Solving these problems will be part of our future study.

A The Hodgkin-Huxley equations

The Hodgkin-Huxley equations are the ordinary differential equations with four degrees of freedom, which have been developed to describe the spike generation of the squid’s giant axon [56]. In the present study, for the dynamics $f(v, w_1, \ldots, w_n)$ and $g_i(v, w_1, \ldots, w_n)$ ($l = 1, \ldots, n$), we assume the Hodgkin-Huxley equations of the form

$$C_m f(v, w_1, \ldots, w_3) = \mathcal{T}_{Na} w^2 w_1 (v_{Na} - v) + \mathcal{T}_{K} w^3 (v_{K} - v)$$

$$+ \mathcal{T}_{L} (v_{L} - v),$$

(98)

$$g_1(v, w_1, \ldots, w_3) = \alpha_1 (1 - w_1) - \beta_1 w_1, \quad (99)$$

$$g_2(v, w_1, \ldots, w_3) = \alpha_2 (1 - w_2) - \beta_2 w_2, \quad (100)$$

$$g_3(v, w_1, \ldots, w_3) = \alpha_3 (1 - w_3) - \beta_3 w_3 \quad (101)$$

with

$$\alpha_1 = 0.01 (10 - v) \left\{ \exp \left( \frac{10 - v}{10} \right) - 1 \right\}, \quad (102)$$

$$\beta_1 = 0.125 \exp \left( \frac{-v}{80} \right), \quad (103)$$

$$\alpha_2 = 0.1 (25 - v) \left\{ \exp \left( \frac{25 - v}{10} \right) - 1 \right\}, \quad (104)$$

$$\beta_2 = 4 \exp \left( \frac{-v}{18} \right), \quad (105)$$

$$\alpha_3 = 0.07 \exp \left( \frac{-v}{20} \right), \quad (106)$$

$$\beta_3 = 1 \left\{ \exp \left( \frac{30 - v}{10} \right) - 1 \right\}, \quad (107)$$

where $v$ represents the membrane potential, and $w_1$ and $w_2$ the activation and inactivation variables of the sodium current, and $w_3$ the activation variable of the potassium current.

The values of parameters are $v_{Na} = 50 \text{ [mV]}$, $v_{K} = -77 \text{ [mV]}$, $v_{L} = -54.4 \text{ [mV]}$, $\mathcal{T}_{Na} = 120 \text{ [mS/cm}^2\text{]}$, $\mathcal{T}_{K} = 36 \text{ [mS/cm}^2\text{]}$, $\mathcal{T}_{L} = 0.3 \text{ [mS/cm}^2\text{]}$, and $C_m = 1 \text{ [µF/cm}^2\text{]}$. 

B Definition of the matrices $A_q$ and $B$

From Eqs. (64), (80)-(84), and so on, $A_q$ in Eq. (86) is written as

$$
A_q = \begin{pmatrix}
-\frac{1}{c} \frac{\partial R}{\partial (\sigma_q)} & 0 & \cdots & 0 \\
-\frac{1}{c} \frac{\partial R}{\partial (\sigma_q)} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-\frac{1}{c} \frac{\partial R}{\partial (\sigma_q)} & 0 & \cdots & 0 \\
-\Delta_{pp} f_{pp} e^{-\frac{(\tau - \theta)}{\tau_{pp,1}}} & \frac{c Q_{1p,1}}{\tau_{pp,1}} & \cdots & \frac{c Q_{Q-1p,1}}{\tau_{pp,1}} \\
\frac{c Q_{1p,1}}{\tau_{pp,1}} & 0 & \cdots & 0 \\
\frac{c Q_{2p,1}}{\tau_{pp,1}} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\frac{c Q_{Qp,1}}{\tau_{pp,1}} & 0 & \cdots & 0 \\
\end{pmatrix}, \quad q = 1, \ldots, Q - 1. 
$$

(108)

In the same way, we obtain $B$ in Eq. (86) as

$$
B = \begin{pmatrix}
-\frac{1}{c} \frac{\partial R}{\partial (\sigma_q)} + \frac{\partial R}{\partial (\sigma_l)} & \frac{\partial R}{\partial (\sigma_l)} & \cdots & \frac{\partial R}{\partial (\sigma_{ln})} \\
-\frac{1}{c} \frac{\partial R}{\partial (\sigma_q)} + \frac{\partial R}{\partial (\sigma_l)} & \frac{\partial R}{\partial (\sigma_l)} & \cdots & \frac{\partial R}{\partial (\sigma_{ln})} \\
\vdots & \vdots & \ddots & \vdots \\
-\frac{1}{c} \frac{\partial R}{\partial (\sigma_q)} + \frac{\partial R}{\partial (\sigma_l)} & \frac{\partial R}{\partial (\sigma_l)} & \cdots & \frac{\partial R}{\partial (\sigma_{ln})} \\
-\Delta_{pp} f_{pp} e^{-\frac{T}{\tau_{pp,1}}} & \frac{c Q_{1p,1}}{\tau_{pp,1}} & \cdots & \frac{c Q_{Q-1p,1}}{\tau_{pp,1}} \\
\frac{c Q_{1p,1}}{\tau_{pp,1}} & 0 & \cdots & 0 \\
\frac{c Q_{2p,1}}{\tau_{pp,1}} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\frac{c Q_{Qp,1}}{\tau_{pp,1}} & 0 & \cdots & 0 \\
\end{pmatrix} C
$$

(109)

with

$$
C = \begin{pmatrix}
\frac{\partial R}{\partial (\delta l_1)} & \frac{\partial R}{\partial (\delta l_2)} & \cdots & \frac{\partial R}{\delta (\delta_{ln})} \\
\frac{\partial R}{\partial (\delta l_1)} & \frac{\partial R}{\partial (\delta l_2)} & \cdots & \frac{\partial R}{\delta (\delta_{ln})} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial R}{\partial (\delta l_1)} & \frac{\partial R}{\partial (\delta l_2)} & \cdots & \frac{\partial R}{\delta (\delta_{ln})} \\
e^{-\frac{T}{\tau_{pp,1}}} & 0 & \cdots & 0 \\
0 & e^{-\frac{T}{\tau_{pp,2}}} & 0 & 0 \\
0 & 0 & e^{-\frac{T}{\tau_{pp,1}}} & 0 \\
0 & 0 & 0 & e^{-\frac{T}{\tau_{pp,2}}}
\end{pmatrix}.
$$

(110)

In our analysis, we have to evaluate the eigenvalues of $M$ numerically, and hence the numerical evaluation of $A_q$ and $B$ is required. The coefficients appearing in Eqs. (82) and (83) are evaluated in Appendix C. Except for $b_{11}, \ldots, b_{41}$, elements in $A_q$ and $B$ are determined by use of the values of coefficients obtained in Appendix C while we set $b_{11}, \ldots, b_{41}$ so that $M$ has the eigenvalue $\lambda_1 = 1$ with eigenvector (64).
C Numerical evaluation of the coefficients in the functions

\[ R\left( \{ \delta T_q \}, \delta \tau, \{ \delta \vec{w}_l \}, \{ \delta I_s \} \right) \] and \( S_l\left( \{ \delta T_q \}, \delta \tau, \{ \delta \vec{w}_l \}, \{ \delta I_s \} \right) \)

\((l = 1, \ldots, n)\)

In order to evaluate the coefficients in the functions \( R[...] \) and \( S_l[...] \) \((l = 1, \ldots, n)\), we consider the single-body dynamics of the form

\[
\begin{align*}
\dot{v}_0 &= f(v_0, w_{01}, \ldots, w_{0n}) + I_0, \\
\dot{w}_{0l} &= g_l(v, w_{01}, \ldots, w_{0n}), & l = 1, \ldots, n
\end{align*}
\]

with

\[
I_0 = I_{pp,0} + I_{pp},
\]

where

\[
I_{pp,0} = \frac{A_{pp}}{Q} \sum_q I_{0q} S_{pp} \left[ t - t^*_{0q}(k) - \delta t^*_{0q}(k) \right] + \left( I_{1,0}^* t_0^*(k) + \delta I_{1,0}^* t_0^*(k) \right) e^{-\frac{t - t^*_0(k)}{\tau_{pp,1}}}
\]

\[
+ \left( I_{2,0}^* t_0^*(k) + \delta I_{2,0}^* t_0^*(k) \right) e^{-\frac{t - t^*_0(k)}{\tau_{pp,2}}}, \quad t_0^*(k) < t < t_0^*(k + 1)
\]

and

\[
I_{pp} = \frac{A_{pp}}{Q} \sum_q S_{pp} \left[ t - t^*_{0q}(k) - \delta t^*_{0q}(k) \right] + \left( I_{4,0}^* t_0^*(k) + \delta I_{4,0}^* t_0^*(k) \right) e^{-\frac{t - t^*_0(k)}{\tau_{pp,1}}}
\]

\[
+ \left( I_{4,0}^* t_0^*(k) + \delta I_{4,0}^* t_0^*(k) \right) e^{-\frac{t - t^*_0(k)}{\tau_{pp,2}}}, \quad t_0^*(k) < t < t_0^*(k + 1).
\]

From Eqs. (70)-(73), we obtain the explicit form of \( \{ I_{2,0}^* t_0^*(k) \} \) as follows

\[
I_{1,0}^* t_0^*(k) = \frac{A_{pp}}{Q} \sum_q I_{0q} \left. \frac{e^{-\frac{t - t^*_0(k)}{\tau_{pp,1}}}}{1 - e^{-\frac{T}{\tau_{pp,1}}}} \right|_{t_0^*(k)},
\]

\[
I_{2,0}^* t_0^*(k) = \frac{A_{pp}}{Q} \sum_q I_{0q} \left. \frac{-e^{-\frac{t - t^*_0(k)}{\tau_{pp,2}}}}{1 - e^{-\frac{T}{\tau_{pp,2}}}} \right|_{t_0^*(k)},
\]

\[
I_{3,0}^* t_0^*(k) = \frac{A_{pp}}{Q} \sum_q \left. \frac{-e^{-\frac{t - t^*_0(k)}{\tau_{pp,1}}}}{1 - e^{-\frac{T}{\tau_{pp,1}}}} \right|_{t_0^*(k)},
\]

\[
I_{4,0}^* t_0^*(k) = \frac{A_{pp}}{Q} \sum_q \left. \frac{e^{-\frac{t - t^*_0(k)}{\tau_{pp,2}}}}{1 - e^{-\frac{T}{\tau_{pp,2}}}} \right|_{t_0^*(k)}.
\]

We solve the dynamics \((111)\)-\((115)\) under the condition

\[
\begin{align*}
v_0[t_0^*(k)] &= v_0[t_0^*(k)], \\
w_{0l}[t_0^*(k)] &= w_{0l}[t_0^*(k)], & l = 1, \ldots, n.
\end{align*}
\]

Then, we obtain the functions

\[
\begin{align*}
v_0[t_0^*(k + 1)] &= F\left( \{ \delta T_q \}, \delta \tau, \{ \delta \vec{w}_l \}, \{ \delta I_s \} \right), \\
w_{0l}[t_0^*(k + 1)] &= G_l\left( \{ \delta T_q \}, \delta \tau, \{ \delta \vec{w}_l \}, \{ \delta I_s \} \right),
\end{align*}
\]

\((l = 1, \ldots, n).\)

It is straightforward to show

\[
R\left( \{ \delta T_q \}, \delta \tau, \{ \delta \vec{w}_l \}, \{ \delta I_s \} \right)
\]
\[
F(\{\epsilon \delta I_q\}, \epsilon \delta \tau, \{\epsilon \delta \alpha_{\mu}\}, \{\epsilon \delta I_v\}) - v_0^*[(k + 1)] = \\
\lim_{\epsilon \to 0} \frac{S_l(\{\delta I_q\}, \delta \tau, \{\delta \alpha_{\mu}\}, \{\delta I_v\})}{\epsilon}, \quad l = 1, \ldots, n, (124)
\]

where \(0 < \epsilon \delta I_0\). The explicit value of \(F[\ldots]\) and \(G_l[\ldots]\) is easily computed by the numerical integration of the dynamics (111)-(115). We obtain \(R[\ldots]\) and \(S_l[\ldots]\) by evaluating \(F[\ldots]\) and \(G_l[\ldots]\) for sufficiently small \(\epsilon\).

Once we obtain \(R[\ldots]\) and \(S_l[\ldots]\), we can easily evaluate the coefficients appearing in Eqs. (82) and (83). For example, substituting \((\{0\}, 1, \{0\}, \{0\})\) into Eq. (82), we have

\[
R(\{0\}, 1, \{0\}, \{0\}) = \frac{\partial R}{\partial (\delta \tau)}.
\]

Hence, \(\frac{\partial R}{\partial (\delta \tau)}\) is calculated from \(R(\{0\}, 1, \{0\}, \{0\})\), which is computed by Eq. (124) with sufficiently small \(\epsilon\). In the same manner, we obtain every coefficient in Eqs. (82) and (83).
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Figure 1: The shape of the time window $W(\Delta t)$ with $\tau_{W,1} = 25 \text{ [msec]}$ and $\tau_{W,2} = 2.5 \text{ [msec]}$. The modification of synaptic weight is written as $\Delta J \propto W(\Delta t)$, where $\Delta t = t_{\text{post}} - t_{\text{pre}}$ denotes the time difference between the postsynaptic and presynaptic firings.
Figure 2: The retrieval process of pattern 1 observed in the numerical simulation with $A_{pp} = 30000$, $\tau_{pp,1} = 3$ [msec], $\tau_{pp,2} = 0.3$ [msec], $A_{ip} = 250$, $\tau_{pp,1} = 10$ [msec], $\tau_{pp,2} = 1$ [msec], $P = 3$, and $N = 8000$. (a) Spike timing of neurons are plotted by closed circles as a function of time. The initial firings of the neurons are evoked by the external electric current $I_{ext,i}$, while other firings are brought about by the synaptic electric current $I_{pp,i} + I_{ip}$. (b) Setting the vertical axis representing $q_i$, we replot the same result of the numerical simulation. The neurons belonging to the same sublattice exhibit synchronized firing, which are expressed as overlapped closed circles.
Figure 3: (a) The behavior of a neuron with $q_i = 0$ observed in the numerical simulation in Fig. 2. The membrane potential $v_i$ and the synaptic electric current $I_i$ are plotted as a function of time. (b) The result of the theoretical analysis for the stationary state of the neuron, which explains the stationary behavior of the neuron in (a).
Figure 4: (a) \( \tilde{T}/Q \) obtained from Eq. (36) is plotted as a function of \( A_{IP} \). (b) The largest two absolute eigenvalues of the matrix \( M \) are plotted as a function of \( A_{IP} \). One of the absolute eigenvalues exceeds 1 beyond the critical point \( A_{c_{IP}} \sim 500 \), which is represented by the vertical lines in all four figures. The perfect retrieval state we have evaluated in (a) is stable only below the critical point \( A_{c_{IP}} \). (c) Changing the value of \( A_{IP} \), we observe the ISIs of all neurons in the numerical simulations with \( P = 1 \) and \( N = 8000 \). See text for the definition of the ISIs we calculate here. (d) We observe the ISIs also in the dynamics of sublattices (23)-(25). The critical point \( A_{c_{IP}} \) evaluated in (a) and (b) explains the phase transition observed in (c) and (d) well, although we see some fluctuations near \( A_{c_{IP}} \) owing to the finite number of neurons in the case of (c). Beyond the critical point \( A_{c_{IP}} \) the network settles into another stationary state. The value of parameters are \( \tau_{PP,1} = 3 \) [msec], \( \tau_{PP,2} = 0.3 \) [msec], \( A_{PP} = 30000 \), \( \tau_{IP,1} = 10 \) [msec], and \( \tau_{IP,2} = 1 \) [msec].
Figure 5: $A_{IP} - A_{PP}$ phase diagram obtained by the theoretical analysis. The stable perfect retrieval state is found in the region denoted by PR. The value of parameters are $\tau_{PP,1} = 3$ [msec], $\tau_{PP,2} = 0.3$ [msec], $\tau_{IP,1} = 10$ [msec], and $\tau_{IP,1} = 1$ [msec].

Figure 6: The same as Fig. 5 except that $\tau_{PP,1} = 20$ [msec] and $\tau_{PP,2} = 2$ [msec].
Figure 7: The retrieval process of pattern 1 in the case of the slow $\alpha$-function $S_{pp}(t)$ with $\tau_{pp,1} = 20$ [msec] and $\tau_{pp,2} = 2$ [msec] under the strong inhibition with $A_{IP} = 1500$. (a) Spike timing of neurons observed in the numerical simulations with $P = 3$ and $N = 8000$ are plotted as a function of time. Note that the vertical axis represents $q^1_i$. (b) The membrane potential $v_i$ and the synaptic electric current $I_i$ are plotted as a function of time for a neuron with $q^1_i = 0$. The value of parameters are $A_{pp} = 65000$, $\tau_{IP,1} = 10$ [msec], and $\tau_{IP,2} = 1$ [msec].
Figure 8: (a) For the case of the slow $\alpha$-function $S_{PP}(t)$ with $\tau_{PP,1} = 20$ [msec] and $\tau_{PP,2} = 2$ [msec], we plot $\tilde{T}/Q$ obtained from Eq. (36) as a function of $A_{IP}$. Near the boundary, we find two solutions of Eq. (36), which are represented by ‘s’ and ‘u’. (b) The largest absolute eigenvalue of the matrix $M$ is plotted as a function $A_{IP}$. The eigenvalues for state $s$ and state $u$ are represented by $\lambda_s$ and $\lambda_u$, respectively. This result implies that state $s$ is stable, while state $u$ is unstable. The two critical point $A_{IP}^c(1)$ and $A_{IP}^c(2)$ obtained from the theoretical analysis (a) and (b) are represented by the vertical lines in all four figures. (c) The ISIs observed in the numerical simulations with $P = 1$ and $N = 8000$. We slowly change the value of $A_{IP}$ both from $A_{IP} = 0$ and $A_{IP} = 2000$. (d) The ISIs observed in the dynamics of sublattices (23)-(25). The phase transitions observed in the numerical simulations (c) and (d) are well explained by the critical points $A_{IP}^c(1)$ and $A_{IP}^c(2)$. In (c) and (d), all neurons cease firing between $A_{IP}^c(1)$ and $A_{IP}^c(2)$. The value of parameters are $A_{PP} = 65000$, $\tau_{IP,1} = 10$ [msec], and $\tau_{IP,2} = 1$ [msec].
Figure 9: $A_{IP} - \tau_{PP,1}$ phase diagram obtained by the theoretical analysis, where we fix $\tau_{PP,2} = 0.1 \tau_{PP,1}$. The value of parameters are $A_{PP} = 65000$, $\tau_{IP,1} = 10 \text{ [msec]}$, and $\tau_{IP,2} = 1 \text{ [msec]}$. 