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Abstract—Hyperspectral image classification (HIC) is an important but challenging task, and a problem that limits the algorithmic development in this field is that the ground truths of hyperspectral image (HSIs) are extremely hard to obtain. Recently a handful of HIC methods are developed based on the graph convolution networks (GCNs), which effectively relieves the scarcity of labeled data for deep learning based HIC methods. To further lift the classification performance, in this work we propose a graph convolution network (GCN) based framework for HSI classification that uses two clustering operations to better exploit multi-hop node correlations and also effectively reduce graph size. In particular, we first cluster the pixels with similar spectral features into a superpixel, and build the graph based on the superpixels of the input HSI. Then instead of performing convolution over this superpixel graph, we further partition it into several sub-graphs by pruning the edges with weak weights, so as to strengthen the correlations of nodes with high similarity. This second round of clustering also further reduces the graph size, thus reducing computation burden of graph convolution. Experimental results on three widely used benchmark datasets well prove the effectiveness of our proposed framework.

Index Terms—hyperspectral image (HSI) classification, graph convolution network (GCN), semi-supervised learning, superpixel

I. INTRODUCTION

HYPERSPECTRAL images (HSIs) usually consist of hundreds of spectral bands. Such redundant information yields more discriminating feature representations, and on the other hand poses a great challenge to classification. Hyperspectral image classification (HIC) has been a long researched task with wide applications such as weather forecast [1], disaster prevention [2] and mineral exploration [3].

Early works exploit the spectral curves of different ground objects, mainly including kernel classifier based methods [4], [5] and feature representations based ones [6], and pay little attention to the spatial information in HSIs. Their performance is often limited due to the Hughes phenomenon (i.e. classification accuracy increases gradually with more spectral bands or dimensions, but decreases sharply when the band number reaches some value) as well as spectral noise like light intensity and shadow. Later, several spatial-spectral joint classification methods have been proposed [7]–[9]. Among them, Markov random field (MRF) is a popular one, which exploits the strong dependencies between neighboring pixels for classification. However, mining such dependencies often demands setting parameters by prior knowledge, and may harm performance when the spectral information of adjacent pixels is diverse and complex. Also, the handcrafted spectral-spatial features are often not sufficiently representative.

In recent years, the widely successful deep learning (DL) has motivated much advancement in HIC [10]–[15]. DL models like convolution neural networks (CNNs) acquire parameters via automated training, and are able to extract more representative data features including spatial features. Though superior to traditional methods in feature extraction and performance, most DL models require large-scale well-annotated training data, which are extremely challenging, even impossible, to attain in hyperspectral image analysis, since annotating a hyper-spectral image often demands professional field exploration, which is unimaginably costly in terms of manpower and time.

In this work, we adopt graph convolutional networks (GCNs) [16] for tackling the challenging HIC task, which operate on a predefined graph, and aggregate and transform feature information from the neighbors of every graph node. With GCNs, label information is allowed to flow from labeled nodes to unlabeled nodes, thus relaxing the requirement of large-scale training samples while ensuring the performance. Several very recent HIC methods have been developed based on GCNs [17]–[20]. To the best of our knowledge, [17] is the first to deploy GCN for addressing HIC, where the graph is built by calculating the similarities between each pixel and its adjacent pixels to get spatial context information, and then fed into GCN for computing its label. The work [18] argues that the classification of a pixel probably benefits from remote pixels besides its neighbors, and builds a nonlocal graph by measuring similarities of every two hyperspectral pixels in the input HSI. However, due to the great spectral diversity, such pixel-level graphs cannot precisely reflect the intrinsic relations among the pixels. To address this issue, [19] proposes a superpixel-based multi-scale dynamic GCN, which applies superpixel segmentation and multi-scale graph convolution to extensively exploit the spatial information and acquire better feature representation. Furthermore, in [20], a novel version of GCN called miniGCNs is proposed, where regular patches of the original HSI are used for training the GCN model, yielding lower computation cost.

To further lift classification performance, in this work we design a GCN based HIC framework which applies two rounds of clustering in graph construction to make full use of limited training samples and effectively reduce computation
complexity. In particular, given an input hyperspectral image, we first cluster the pixels with homogeneous spectral features into a superpixel using the hyper manifold simple linear iterative clustering (HMS) [21]. This superpixel segmentation operation is also applied in [19], which however uses the simple linear iterative clustering (SLIC) [22] to generate superpixels and builds multi-scale GCN branches to capture spatial information of different scales. Superpixel segmentation is able to directly reduce the size of the initial graph and feature complexity, and also help balance the labeled and unlabeled samples distributions. We then build a superpixel based graph taking into account the ranking of Euclidean distances of each two nodes, as well as the multi-scale adjacent relationships. After graph construction, we propose to partition this superpixel level graph into several sub-graphs using the graph partition approach in [23]. In this process, the unstable edge weights that correspond to relatively weak node dependencies are removed. This second round of clustering can help our model achieve faster training speed and also efficient convergence. More importantly, the GCN is enabled to exhaustively exploit the image features and flexibly preserve the class boundaries. To capture the long-range dependencies and describe the adjacent intrinsic similarities between nodes more accurately, we focus on the top-k similarity relationships between adjacent multi-hop nodes rather than one hop, and fix the weight edge as 1 to deal with spectral diversity.

We conduct extensive experiments on three popular HSI datasets, and the results well show that our method can achieve the state-of-the-art performance when compared with existing methods. To sum up, our main contributions are third-fold. First, we propose a method to construct a more robust graph based on multi-scale and ranked edge weights to help the GCN model to find reliable dependence. Second, we design a dual-clustering in graph construction to help our model achieve faster training speed and also efficient convergence. Third, subgraphs of HSI are found helpful for HSI classification when only limited training samples are provided.

II. RELATED WORK

A. Hyperspectral image classification

Hyperspectral image classification (HIC) has been studied from long ago in remote sensing, with much prior literature like Bayesian methods [24], random forest [25], and kernel methods [26]. SVM is shown effective in case of limited labeled examples [4] but ignores the correlations among different image pixels. Some works address this issue by exploiting spatial information. To name a few, [27] uses SVM with composite kernels for tackling HIC; [28] adopts 3D filtering with a Gaussian kernel and its derivative for spectral– spatial information extraction; in [29] a discriminative low-rank Gabor filtering method is developed to extract spectral–spatial information. MRF is widely used to exploit spatial context information by assuming spatially neighboring pixels are more likely to take the same label [30]. But it may suffer performance drop when the neighboring pixels are highly correlated [31], and thus conditional random field is applied to directly model the class posterior probability which achieves improved performance [32], [33]. These prior methods adopt hand-crafted spectral–spatial features with heavy dependence on human expertise.

Recently, deep learning based methods [34], [35], [36] are successfully applied to HIC, starting from a pioneer work [13] which uses stacked autoencoder for extracting high-level features. Some following works use restricted Boltzmann machine and deep belief network for hyperspectral image feature extraction and pixel classification [37], or adopt the RNN model [38] to learn the spatial dependence of nonadjacent image patches in a 2-D spatial domain. CNN based models like [39], [40] are widely used. [41] develops a two-channel deep CNN to jointly learn spectral–spatial features, each learning spectral and spatial features, respectively. A deep CNN in [42] is built to exploit different local or global regions inputs for joint representation learning. [43] incorporates transfer learning to benefit HIC through transferring knowledge of normal pictures to HIS. Another work [44] presents a lightweight CNN for tackling HIC, which dramatically reduces the parameters as well as the computational complexity for floating-point operations. Though effective, these CNN based models simply apply fixed convolution kernels to different regions in a hyperspectral image and ignore the geometric appearance information of various local regions, often leading to misclassification.

B. Graph convolutional networks

GCN [16] directly operates on a graph and extracts high-level features by aggregating information from neighborhoods of graph nodes. It applies to data with arbitrary non-Euclidean structure and has been widely applied [45], [46].

Graph-based HIC methods have been developed starting from [17] that builds the graph on adjacent pixel-level. However, in [17] the edge weight of the graph is easily affected by the pixel spectral diversity, which cannot accurately reflect the intrinsic relationships of pixels. The work [19] uses a superpixel generation technique named SLIC to reduce the number of graph nodes, and builds a GCN that dynamically updates the graph and fuses multi-scale spectral–spatial information to reduce the impact of a bad predefined graph. However, the conventional texture-based methods exploit contextual relations that are often restricted in a small local region. In [27], instead of using superpixel generation, an adaptively learnable graph projection method is proposed to achieve pixel-to-region assignment and a dynamic graph refinement method is used with a trainable weight matrix to learn an improved distance metric. Furthermore, [48] proposes a graph convolutional subspace clustering (GCSC) framework, taking as input the feature matrix and adjacency matrix of the HSI graph to get a robust graph embedding, then using it as a dictionary for the subsequent affinity learning, and finally outputting classification results by a clustering model. In another work [18], a nonlocal, data-driven graph representation is proposed, which takes the whole hyperspectral image as input and performs information propagation by a couple of graph convolutions based on a learned nonlocal graph.

Though effective, a dynamic multi-scale GCN architecture contains multi-branches with lots of network parameters and
III. PROPOSED METHOD

Given a label set $\tau = \{1, ..., c\}$, a set of known observations $\{(x_i, y_i)\}_{i=1}^{n}$ where $\{y_i\}_{i=1}^{n} \in \tau$, and a set of unknown observations $\{x_i\}_{i=n+1}^{n+m}$, the goal of semi-supervised hyperspectral image classification (HIC) is to find the mapping $f : \chi \rightarrow \tau$. The $f$ is expected to give a good prediction of labels $\{y_i\}_{i=1}^{n+m}$ over the union set $\chi \rightarrow \{x_i\}_{i=1}^{n+m}$ of the labeled and unlabeled data.

In this work, we propose a novel dual-clustering Graph Convolutional Network (GCN) framework for tackling Hyperspectral Image Classification (HIC). An illustration of its overall workflow is shown in Fig. 1. Given an input HSI, we first cluster the homogeneous pixels in terms of spectral features into a superpixel, thus forming a set of superpixels. We then build a superpixel level graph, rather than a pixel level one, to reduce the scale of the initial graph and also the features complexity. To this end, we calculate the spectral similarity between the node and multi hop nodes, and select the $k$ neighbor nodes with highest similarities to construct edges in between, so as to better exploit the feature dependency of adjacent nodes. After that, instead of performing convolution over the whole superpixel level graph for classification, we partition it into several sub-graphs using the approach adopted in a prior method cluster-GCN [49]. This is based on the consideration that some edges in the initial graph may be accurate. We hence remove these weak edge weights, and the remained nodes and edges form a set of super-pixel level sub-graphs. We use these sub-graphs to train the model instead of using the whole. In this way, the dependence between nodes with high similarity can be strengthened, enabling the model to converge more quickly and accurately. Also, the scale of the graph is minimized for a second time. At below, we will elaborate each operation in details.

A. Superpixel segmentation

Given an input HSI, we first cluster it into a set of meaningful regions (i.e., superpixels), inside which the pixels are similar in terms of spectral features. Formally, we denote the given HSI as $I = \{x_k\}_{k=1}^{w \times h}$ with $W \times H \times B$ dimensions, in which $W$, $H$, $B$ represent the width, height, and the number of bands respectively. To segment the HSI $I$, the HMS algorithm [21], which is an extension of the SLIC algorithm [22], is adopted to produce accurate superpixels. Comparing with other superpixel segmentation algorithms, the HMS is more sensitive to the content in HSIs, and the size of its produced superpixels is adjustable by the information density. Using the HMS $\Theta : I \Rightarrow S$, the HSI $I$ is segmented into a set of superpixels denoted as $S = \{s_1^{n_1}, s_2^{n_2}, ..., s_p^{n_p}\}$ where $p$ is the number of superpixels, each superpixel $s_k^{n_k}$ consists of homogeneous pixels $\{x_1^k, x_2^k, ..., x_{n_k}^k\}$, and $\{n_1, n_2, ..., n_p\}$ is the number of pixels that are contained in the superpixels, satisfying $\sum_{k=1}^{p} n_k = W \times H$. 
Above super-pixel segmentation in our method brings several benefits. First, this operation actually takes advantage of the spatial similarity of adjacent hyperspectral pixels. By expressing the HSI in the form of superpixels, the spectral diversity of the image can be effectively reduced, which is conducive to classification. Also, the pixels falling into the same superpixel can share a same label with each other. That is, if a superpixel contains a labeled sample, the rest pixels in it can be assigned with the same class as the labeled one. It is very helpful for balancing the positive and negative samples when only limited labeled samples are provided. Besides, applying superpixel segmentation can significantly reduce the number of nodes in a graph, and thus reduce the computational complexity.

B. Graph construction

We then transform the HSI into a graph denoted as $G = (V, E)$, which consists of $N = |V|$ vertices, equal to the number of superpixels, as well as $|E|$ edges with each edge between any two superpixels $i$ and $j$ representing their similarity. The notation $A$ is an $N \times N$ sparse matrix with $i, j$ denoting the adjacency matrix of $G$, indicating whether each pair of nodes is connected. Also, each node (superpixel) is associated with an $F$-dimensional attribute and $X \in \mathbb{R}^{N \times F}$ denotes the attribute matrix for all $N$ nodes.

By exploiting the correlations of neighboring hyperspectral bands, we apply principal component analysis (PCA) to the input HSI to extract non-correlated features with good computational efficiency. Then we extract the spectral features of the superpixels $S = \{s_1^n, s_2^n, ..., s_p^n\}$ by applying a mean filter to each superpixel to generate the node attribute $\overrightarrow{S}_i$. For each vector $\overrightarrow{S}_i$, we have

$$\overrightarrow{S}_i = \frac{\sum_{j=1}^{n_i} x_j^i}{n_i}. \quad (1)$$

The element $A_{i,j}$ in the adjacency matrix $A$ is usually calculated by a kernel function, such as in MDGCN [19]:

$$A_{i,j} = \begin{cases} e^{-\gamma ||s_i - s_j||^2} & \text{if } i \in \text{Nei}(j) \text{ or } j \in \text{Nei}(i) \\ 0 & \text{otherwise} \end{cases} \quad (2)$$

where $\gamma$ denotes the continuity tuning parameter, for which it is hard to find an optimal value. Though effective for representing the similarity between adjacent nodes, in the above calculation, when the spectral features of the nodes are diverse, the spectral distance between them is unstable, which is prone to cause a bad predefined graph. To tackle this problem, we propose to select the top-k spectral similar nodes in the surrounding nodes, and keep the weight $A_{i,j}$ as 1. In this way, we make the current node depend on the adjacent nodes with strong correlations, and the discrete k value is more conducive to finding the optimal value. We measure $A_{i,j}$ by

$$A^k_{i,j} = \begin{cases} 1 & \text{if } i \in \text{Near}(\text{Nei}(j), k) \text{ or inverse} \\ 0 & \text{otherwise}. \end{cases} \quad (3)$$

And the distance between each two superpixels is the Euclidean spectral distance:

$$\text{dis}_{i,j} = \| \overrightarrow{S}_i - \overrightarrow{S}_j \|_2. \quad (4)$$

According to previous works [19], [50], multi-scale information is useful for hyperspectral image classification problems. This is because the objects in a hyperspectral image usually present different geometric appearances, and the contextual information revealed by different scales is helpful to the model in exploiting the abundant local property of the image regions from diverse levels. In our method, we also adopt a multi-order adjacent matrix, as shown in Fig. 2 to define a more robust graph. Combining with the multi-scale neighbours, we extend $A^k_{i,j}$ into $A^{h,k}$:

$$A^{h,k}_{i,j} = \begin{cases} 1 & i \in \text{Near}(\text{Nei}(j, h), k) \text{ or inverse} \\ 0 & \text{otherwise} \end{cases} \quad (5)$$

where $\text{Nei}(j, h)$ represent the neighbour nodes within $h$ hops.

To combine the weights of different hop adjacent matrices $A^{h,k}$ and highlight the nodes within the top-k range in different scales, we apply an element-wise sum to get more robust dependencies, as blow:

$$A^{k} = \sum_{i=1}^{o} A^{i,k}. \quad (6)$$

where $o$ denotes the scale of the order of nodes covered in our adjacency matrix.

C. Graph partition

Till here, we have obtained a graph $G$ from the input HSI. However, the edges in the graph $G$ we have constructed inevitably contain error due to the complexity of the actual spectrum. To reduce the impact of such error as much as possible, we try to prune the weak edges in the graph.

In a prior method cluster-GCN [49], a graph cluster algorithm (METIS) [23] is used to partition the nodes of the graph into several batches for achieving efficient memory usage on large-scale graphs, especially on deep GCNs. We are then inspired to apply METIS to partition our superpixel level graph $G$. In METIS, the number of edges whose incident vertices belong to different partitions is called the edge-cut of the partition. METIS can produce partitions with substantially smaller edge-cut, which means the unimportant edges would be reduced during the process of clustering.

The METIS algorithm is very suitable for segmenting our superpixel level graph. This is because the edges in our superpixel graph are constructed according to the spatial adjacency, and the sub-graphs generated by METIS are also continuous.
in space. Thus applying METIS to our graph produces little impact on the spatial information of the latter. Also, in the process of graph partition, METIS will produce partition sets with the least cost, and the edges with lower cost have smaller weight in the graph. Cutting off these smaller weight edges is conducive to accelerating the convergence of the model and increasing the classification ability of the model.

Formally, we use METIS to partition the superpixel level graph $G$ to get $c$ clusters $V_1, V_2, V_3, ..., V_c$ based on the proposed adjacent matrix $A$, where $V_i$ represents the vertices subset after clustering, and satisfies $\sum_{i=1}^{c} |V_i| = N$. Subsequently, we use the vertices in the clusters $V_1, V_2, V_3, ..., V_c$ to build the sub-graph set $G_1 = (V_1, E_1), G_2 = (V_2, E_2), G_3 = (V_3, E_3), ..., G_c = (V_c, E_c)$ and their corresponding adjacent matrix $A_1, A_2, A_3, ..., A_c$ and corresponding attribute matrix $X_1, X_2, X_3, ..., X_c$.

### D. Graph classification

We then conduct classification based on the obtained sub-graphs. GCN is a multilayer neural network, which operates directly on a graph and generates node embeddings by gradually fusing the features in the neighborhood. Different from a traditional CNN that only applies to the data represented by regular grids, GCN is applicable to the data with arbitrary non-Euclidean structure. During training, we randomly select a sub-graph from the sub-graphs set as the input of the GCN model. In particular, taking in a sub-graph $G_i = (V_i, E_i)$, and the corresponding attribute matrix $X_i$ and adjacency matrix $A_i$, an L-layer GCN consists of L graph convolution layers and each of them constructs node embedding for the next layer depending on the embedding of the node’s neighbors in the graph $G$ from the previous layer:

$$Z_i^{(l+1)} = A_i'X_i^{(l)}W^{(l)}$$

$$X_i^{(l+1)} = \theta(Z_i^{(l+1)})$$

where $X_i^{(l)} \in \mathbb{R}^{|V_i| \times f_i}$ is the embedding at the $l$-th layer for all the $|V_i|$ nodes in the sub-graph $G_i$, and $X_i^0 = X_i$; $A_i'$ is the normalized and regularized adjacency matrix and $W^{(l)} \in \mathbb{R}^{f_i \times f_{i+1}}$ is the feature transformation matrix which will be learnt during the gradient back-propagation and it is shared between different sub-graphs; $\theta(\cdot)$ means the activation function behind each layer, and in this work we adopt the RELU. The normalized adjacency matrix $A_i$ is calculated by

$$A_i = D^{-\frac{1}{2}}A_iD^{-\frac{1}{2}}$$

where $D$ is the degree matrix of $A_i$.

In actual deployment of GCN, we add a $1 \times 1$ convolution layer as the first layer of the backbone to change the dimension of the node attribution and also enhance the classification capacity of the model. Since deep GCNs may not converge, we fix the number of graph convolution layers as two. In every training step, we get the nodes prediction results $Z_c$ of the sub-graph $G_c = (A_c, E_c)$:

$$Z_c = \text{softmax}(\hat{A}_i \text{RELU}(\hat{A}_i \Theta(X_cW^{(0)})))W^{(1)})$$

where $\Theta$ represents the $1 \times 1$ convolution operator, and $X_c$ represents the corresponding attribute matrix. In our model, the cross-entropy loss $\Gamma$ is adopted to penalize the difference between the network output and labels of the original labeled examples, which is

$$\Gamma = - \sum_{g \in \mathbb{Y}} \sum_{f=1}^{\tau} Y_{gf}\ln O_{gf}$$

where $Y_G$ is the set of indices corresponding to labeled examples, $\tau$ denotes the label set, and $\mathbb{Y}$ denotes the label matrix. During the test, we input all the sub-graphs to get the classification results of all superpixels, which are then mapped back to the original image to get the final classification result. The implementation details of our framework are shown in Algorithm 1.

### Algorithm 1: Proposed framework

**Input:** Input image $I$, label $Y$

**Output:** Predict label $\hat{Y}$ for each pixel in $I$

1. Segment $I$ into superpixels set $S$ via HMS algorithm;
2. Construct initial graph $G = (V, E)$ and adjacent matrix $A$, by using the proposal method that described in Section B;
3. Partition graph nodes $V$ into $c$ clusters $V_1, V_2, V_3, ..., V_c$ by METIS, then form sub-graph set $G = (G_1, G_2, G_3, ..., G_c)$;
4. // Train GCN model;
5. for $\text{iter} = 1, ..., \text{max_iter}$
6. Randomly choose one sub-graph $G_i$ from $G$;
7. Conduct graph convolution according to (11);
8. Compute loss on the sub-graph $G_i$, according to (12);
9. Conduct Adam optimization;
10. Calculate the network output $O$ and labels of pixel $\tau$

### IV. EXPERIMENTS

We conduct extensive experiments to validate the effectiveness of our proposed framework.

**A. Experiment settings**

We adopt three popular benchmark datasets in the experiments, which are introduced as follows.

- **Indian Pines** (abbreviated as IP): This dataset was acquired by Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor over Indian Pines test site in north-western Indiana in 1992 and has 16 classes. Fig.3 shows the false-color image and its ground truth. Origin data consists of 145×145 pixels, 220 spectral bands ranging from 0.4 to 2.5\(\mu\)m, with a spatial resolution of 20m. After removing 20 bands covering the region of water absorption, we use the remaining 200 bands data for our experiments.

- **University of Pavia** (abbreviated as UP): The dataset was collected by the Reflective Optics System Imaging Spectrometer (ROSIS) over the Pavia University in Italy in 2001 and contains 9 classes as shown as Fig.4. It consists of 610×340
TABLE I
INDIAN PINES DATASET SAMPLES STATISTICS

| Label ID | Class          | Labeled | Unlabeled |
|----------|----------------|---------|-----------|
| 1        | Alfalfa        | 30      | 16        |
| 2        | Corn-notill    | 30      | 1398      |
| 3        | Corn-mintill   | 30      | 800       |
| 4        | Corn           | 30      | 207       |
| 5        | Grass-pasture  | 30      | 453       |
| 6        | Grass-trees    | 30      | 700       |
| 7        | Grass-pasture-mowed | 15 | 13 | |
| 8        | Hay-windowed   | 30      | 448       |
| 9        | Oats           | 15      | 5         |
| 10       | Soybean-notill | 30      | 942       |
| 11       | Soybean-mintill| 30      | 2425      |
| 12       | Soybean-clean  | 30      | 563       |
| 13       | Wheat          | 30      | 175       |
| 14       | Woods          | 30      | 1235      |
| 15       | Buildings-grass-trees-drives | 30 | 356 | |
| 16       | Stone-steel-towers | 30 | 63 | |

Fig. 3. Indian Pines. Left: Ground-truth map. Right: False-color image.

pixels with a spatial resolution of 1.3m, 103 spectral bands in the wavelength range from 0.43 to 0.86µm.

- **Salinas** (abbreviated as SA): This image was taken by AVIRIS sensor over Salinas Valley, California, and contains 16 classes. Fig. 5 shows the false-color image and its ground truth. The image size is 512×217 pixels with a spatial resolution of 3.7m and has 224 spectral channels over 0.4 to 2.5µm. After a usual water absorption region removing, we use the remaining 200 channels as experimental data.

For all the three data sets, 30 labeled pixels are randomly selected in all classes for training, and only 15 labeled samples are chosen if the corresponding class has less than 30 examples. Besides, we use 90% of labeled samples to adjust classifier parameters during the training, and the rest 10% labeled samples serve as the validation set. All unlabeled samples are used as the test set to evaluate the classification performance.

Several recent state-of-the-art HSI classification methods are used for comparison with our method, including EMAP [51], pResNet [35], FDSSC [52], RNN [15], SSRN [12], MDGCN [19], S2GCN [17]. Additionally, in order to evade the effect of superpixel segmentation, we conduct our work and MDGCN on a same super-pixel graph. Three evaluation protocols, including overall accuracy (OA), average accuracy (AA), and Kappa Coefficient (K) are used to evaluate the performance of each method.

Our workflow is kept identical for all the datasets. The number of hidden units is fixed as 64; the number of steps for each epoch is five times as much as number of clusters; and the number of epochs and the learning rate are set to 400 and 0.005, respectively. We use ADAM [53] to optimize our model. For each reported result, the experimental trial is repeated ten times and the average and standard deviation are used for measurement.

B. Comparison with other methods

We first compare the classification accuracy of our proposed framework with the aforementioned state-of-the-art methods. Note, we do not conduct the experiment with S2GCN due to its huge memory consumption, and instead, we cite the results of Indian Pines and University of Pavia datasets from [19].

The classification results on Indian Pines data are shown in Fig. 6 and Table IV. It can be observed that RNN gives poor performance on this dataset, which is mostly due to the complex spectral distribution of the land-cover. Compared with other methods, our method achieves the best performance on the three performance metrics, and even 100% accuracy for class 1, 7, 8, 9, 12. Visualization results are shown in Fig. 6, illustrating that our method shows the best spatial consistency compared to other baseline methods.

The results on the University of Pavia dataset are shown in Table V. It can be seen that our method achieves the best OA accuracy, i.e. 96.87%, when only 30 training samples of each
is conductive to classification. Our method still achieves the relatively centralized and the spectral diversity is low, which is seen that more training samples can yield higher accuracy. In this group of experiments, we explore the performance regarding number of training samples.

Table [VI] presents the experimental results of different approaches on Indian Pines and University of Pavia data sets. The main reason may be that the land-cover of Salinas data set is relatively centralized and the spectral diversity is low, which is conductive to classification. Our method still achieves the best performance in terms of the three benchmark metrics. As shown in Fig. [VIII] it can be found that our method gains remarkable accuracy on edges and chunked area of land-cover.

Table VII presents the experimental results of different approaches on Indian Pines and University of Pavia data sets. The main reason may be that the land-cover of Salinas data set is relatively centralized and the spectral diversity is low, which is conductive to classification. Our method still achieves the best performance in terms of the three benchmark metrics. As shown in Fig. [VIII] it can be found that our method gains remarkable accuracy on edges and chunked area of land-cover.

C. Performance regarding number of training samples

In this group of experiments, we explore the performance of our method and other competitors when various numbers of training examples are given. We train each method with the number of samples that is set to be 5, 10, 15, 20, 25, 30 on each dataset. Results are shown in Fig. [IX]. It can be seen that more training samples can yield higher accuracy for every method in the experiments. Generally, we can see that our method outperforms other baseline methods in most class are provided. Note that FDSSC also gets a promising OA accuracy 96.06%. However, its AA accuracy is 2.39% lower than ours. Fig. [VII] illustrates the classification results of the compared methods on University of Pavia data, from which it can be observed that our method generates more homogeneous labels in terms of spatial features.
other convolution methods except RNN, the superpixel-based

training sample number settings on the three dataset, with
only one exception, i.e. when 10 training samples provided
on Salinas dataset. We also observe that, compared with
other convolution methods except RNN, the superpixel-based

Fig. 4. University of Pavia. Left: Ground-truth map. Right: False-color image.

Fig. 5. Salinas. Left: Ground-truth map. Right: False-color image.
methods, i.e. the proposed method and MDGCN, can gain comparably high accuracy provided with fewer samples. The accuracy of our method is higher than that of MDGCN. RNN can achieve better performance than MDGCN when only 5 training samples are provided, especially on Pavia dataset. However, its performance can not get further enhanced as the number of samples increases.

D. Ablation study

We then examine the performance of our method regarding the three hyper-parameters in our algorithm, including 1) $o$ in Eq. (6) in Sec. III-B, which represents the scale of the order of nodes covered in our adjacency matrix; 2) $k$ in Eq. (5) in Sec. III-B, which represents the top-k highest similarities in multi-scale neighbor nodes we select; and 3) $p$ which is the number of sub-graphs after graph partition in Sec. III-C.

- $o$ and $k$: Both hyperparameters are devoted to contributing to graph construction. We thus design an experiment setting for excavating a good pair of $o$ and $k$ from $o$ is set in a range from 1 to 3, the value of $k$ is set in a range from 1 to 10, respectively. In order to eliminate the impact of the second clustering and number of training samples, the number of partitions and number of training samples are fixed as 1 and 30 respectively. In order to eliminate the impact of the second clustering and number of training samples, the number of partitions and number of training samples are fixed as 1 and 30 respectively, which means the second clustering (i.e. graph partition) will not be applied. The results on the three datasets are shown in Fig. [10]. It can be seen that the best result is always achieved when $o$ is set as 2, and when $o$ is set as 1 which means multi-scale adjacency is not considered, the performance is worse than that when $o$ is equal to 2 or 3. These results prove that a multi-scales adjacency matrix indeed brings better performance.

From Fig. [10] we can find the highest accuracy is achieved when $k$ is set as 5, 2, 9, respectively for Indian Pines, University of Pavia and Salinas datasets. After observing the ground-truths of three datasets, we find the size of continuous homogeneous regions for each dataset is different. For the University of Pavia dataset, due to the scattered buildings, its regional continuous homogeneity shows irregular shapes, which means the adjacency of each superpixel is very complex, and the small $k$ (2 in here) is more suitable for finding the reliable relations between a node and its adjacent nodes. For the Indian Pines datatset and Salinas dataset, the distributions of land-cover are more continuous and regular, and the corresponding $k$ achieves the best performance on a relatively large $k$ value which are 5 and 9, respectively. Such results fit the common belief that more neighbors information would be useful for classification over a large and coherent HSI.

- $c$: We conduct experiments with varied values of $c$, namely the number of sub-graphs defined in graph partition of our method, to explore the effects of the graph partition operation. We check the performance of our proposed framework by changing the value of $c$ from 1 (meaning never applying the second clustering on the superpixel graph) to 15. The results are shown in Table [VII]. The hyper-parameters of graph construction are set the same as the best settings, i.e. $o = 2$, $k = 5, 2, 9$ respectively for Indian Pines, University of Pavia, and Salinas datasets. The results show that the second clustering, i.e. the graph partition operation, improves the classification performance in most cases except when $c$ is equal to 3 and 13 on Indian Pines dataset. This is possibly because the second clustering not only reduces the weak dependencies but also cuts some meaningful edges sometimes. The performance on the University of Pavia and Salinas datasets is always higher than that when no second clustering is applied. In particular, the second clustering brings 1.44% and 1.02% when $c$ is 7 and 5 respectively.
In this subsection, we evaluate the run time of our proposed method. Table VIII shows the test time of baseline models including MDGCN, pResNet, FDSSC, RNN, SSRN and our proposed method on the three benchmark datasets. All the test experiments are conducted on a 2.2-GHz Intel Xeon CPU and a GeForce RTX 2020ti GPU. As shown in Table VIII, we find that the bigger a dataset is, the more run time a tested model will cost, except for the superpixels-based methods MDGCN and our method. Our method uses the least run time on the University of Pavia and Salinas datasets. On Indian Pines dataset, the run time of RNN is shorter than our method, but note that this dataset is relatively small. Our model has good time performance on large-scale datasets. Compared with MDGCN, which is also superpixel based graph method, our method achieves less time consumption based on the same superpixels graph due to our simpler model structure and double clustering operations.

**Table VIII**

| Dataset | pResNet | MDGCN | FDSSC | RNN | SSRN | proposed |
|---------|---------|-------|-------|-----|------|----------|
| IP      | 2.09    | 109.12| 3.27  | 0.31| 4.00 | 0.54     |
| UP      | 4.23    | 445.84| 11.50 | 1.44| 18.17| 0.60     |
| SA      | 7.99    | 190.93| 18.43 | 1.66| 21.63| 0.55     |

**E. Run time**

In this subsection, we evaluate the run time of our proposed method. Table VIII shows the test time of baseline models including MDGCN, pResNet, FDSSC, RNN, SSRN and our proposed method on the three benchmark datasets. All the test experiments are conducted on a 2.2-GHz Intel Xeon CPU and a GeForce RTX 2020ti GPU. As shown in Table VIII, we find that the bigger a dataset is, the more run time a tested model will cost, except for the superpixels-based methods MDGCN and our method. Our method uses the least run time on the University of Pavia and Salinas datasets. On Indian Pines dataset, the run time of RNN is shorter than our method, but note that this dataset is relatively small. Our model has good time performance on large-scale datasets. Compared with MDGCN, which is also superpixel based graph method, our method achieves less time consumption based on the same superpixels graph due to our simpler model structure and double clustering operations.
V. CONCLUSION

In this work, we have proposed a novel semi-supervised GCN framework for HSI classification. Given an input HSI, we first transform it into a superpixel level graph to relieve the huge computational consumption. Before applying GCN to classification, we further partition this graph into several sub-graphs, in which process we remove unimportant edges to strengthen those important ones. With such a dual-clustering operation, our framework can better exploit the multi-hop node correlations and effectively reduce the computation burden. Experimental results on three widely used hyperspectral image datasets demonstrate that the proposed framework is able to yield better performance when comparing with state-of-the-art methods.
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