Method for Detecting Surface Defects of Ceramic Tableware Based on Deep Learning
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Abstract. In view of the advantages of simple and high-precision detection methods for surface defects of ceramic tableware based on machine vision, the various links involved in such methods are reviewed. First, it summarizes the various imaging methods and common defect types on the surface of ceramic tableware; secondly, introduces and analyses the existing detection methods according to different mathematical modelling ideas; finally, summarizes the content the future research on the detection method of surface defects of ceramic tableware is prospected. It can be seen that the surface defect detection method of ceramic tableware based on machine vision has made great progress, but there is still room for improvement in the design of feature extraction algorithms, such as the feature extraction algorithm based on deep neural networks.

1. Introduction
With the advancement of computer real-time control technology, the degree of automation of ceramic tableware production system has been greatly improved. This not only reduces the manpower input of manufacturers, but also improves the production efficiency of the production line. However, the current competition in the ceramic tableware manufacturing industry is becoming more and more fierce. In addition, the special use of ceramic tableware makes the manufacturers put forward higher requirements on the appearance quality of the ceramic tableware produced. If the ceramic tableware produced has surface defects, such as black spots, yellow spots, oil stains, wrinkles, cracks, uneven surfaces or shape defects (such as discs that are not round), it will have an adverse effect on the overall sales of tableware, so, Ceramic tableware generally needs to be strictly inspected for the appearance quality of the tableware before leaving the factory to exclude defective products. However, at present, most of the surface quality of ceramic tableware is tested manually, which makes the detection effect often limited by the subjective consciousness of the inspectors and the degree of eye fatigue, resulting in the defect detection accuracy cannot be defined, and the overall inspection efficiency is low. The current popularity of machine vision inspection technology provides a new idea for the detection of ceramic tableware surface defects, that is, using industrial cameras to obtain tableware images, using image processing algorithms to analyse tableware images, and finally determine whether the tableware defect. Industrial machine vision inspection platforms generally vary greatly depending on the detected target and the site environment [1].
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Compared with the above detection methods, the surface defect detection method of ceramic tableware based on machine vision has obvious advantages. It can realize the integration of real-time monitoring, accurate judgment and detection device. With the advantages of convenience and speed, such methods have become the detection of surface defects of ceramic tableware one of the main development directions.

2. Algorithm introduction
The traditional machine learning method is based on the construction of a neural network. Although it has achieved good application results through the construction of a shallow neural network, it is unable to deal with the representation of too many dimensions and complex data. That said, as the number of layers continues to deepen, it not only means a lot of parameter tuning but also faces the risk of gradient disappearance. In 2006, Hinton and others of the University of Toronto proposed a new method for constructing deep neural networks, namely Deep Learning Neural Network (DLNN). The difference between deep learning and traditional deep neural networks is that it overcomes the reduction of deep error feedback caused by the construction of multi-layer neural networks, so that it can approximate a complex function by training and constructing a deep neural network. It has been widely used in image processing, pattern recognition and natural language processing.

2.1. Basic idea
Deep learning uses a layered idea to extract complex signals layer by layer. Assuming a network system \( S(S_1, S_2, \ldots, S_n) \) with layer \( n \), its inputs and inputs are \( I \) and \( O \), respectively, which can be expressed as:

\[
I \Rightarrow S_1 \Rightarrow S_2 \Rightarrow \ldots \Rightarrow S_n \Rightarrow O
\]

(1)

If the output \( O \) is equal to the input \( I \), then it can be said that there is no loss of information after this system change, that is, at any layer \( S_n \) is another representation of the original information \( I \). This layered abstract structure is usually carried out layer by layer Training, which advances layer by layer under the condition that the original information is fully expressed. Its unsupervised learning method can easily obtain the hidden features of the data, which is also one of the reasons why deep learning has become a popular research machine learning. Figure 1 shows the basic structure of deep learning [2].

![Figure 1. Basic structure of deep learning](image)

2.2. Common methods of deep learning
In 2007, Benjio proposed the concept of sparse coding, using the concept of base in linear algebra to improve the condition that the input and output of the automatic encoder are equal, so that it can be expressed in the form of base, that is \( O = a_1 \cdot \varphi_1 + a_2 \cdot \varphi_2 + \ldots + a_n \cdot \varphi_n \). Where \( a_n \) is the base and \( \varphi_n \) is the coefficient, so in the end, the problem of minimizing the difference between input and output is also
introduced, namely \( \text{Min} \ |(I - O)| \), where I is the input and O is the output. By solving this optimization problem, its base \( a_n \) and coefficient can be solved separately \( \varphi_n \), these coefficients and bases are another form of expression for input, which is also obtained through unsupervised learning.

If the regularization limit of the L1 norm is introduced in the previous formula, then \( \text{Min} |I - O| + u \bullet (|a_1| + |a_2| + ... + |a_n|) \) can be derived. Its purpose is to express the input signal using a linear combination of a set of bases, and the number of bases in this conversion expression must be far smaller than the size of the signal input itself; this method is called sparse coding.

The restricted Boltzmann machine model is a bipartite graph, so in the case of \( V \), the hidden layer nodes are independent of each other, that is, \( p(h \mid v) = p(h_v \mid v) = p(h_v \mid v) \). Similarly, in the case of the hidden layer \( h \), all the visible nodes are independent, and because all the sums satisfy the Boltzmann distribution, when \( h \) is input, the hidden layer \( h \) can be obtained through \( p(h \mid v) \), and after the hidden layer \( h \) is obtained, the visible layer can be obtained through \( p(h \mid v) \). By adjusting the parameters, the visible layer obtained from the hidden layer has the same result as the original visible layer. Then it can be said that the hidden layer is another expression of the visible layer, so the hidden layer can also be used as the feature of the input data of the visible layer.

Assuming that the time series samples are Dimensional vectors, K continuous data samples can be expressed as \( (x_1, y_1), ..., (x_k, y_k) \in \mathbb{R}^n \bullet R \), and the linear function is also set to \( f(x) = \omega \bullet x + b \), and the optimization problem is converted to the minimum value \( R(\omega, \xi, \xi^*) = \frac{1}{2} \omega \bullet \omega + C \sum_{i=1}^{k} (\xi + \xi^*) \), and its constraints are:

\[
\begin{align*}
    f(x_i) - y_i &\leq \xi^* + e, i = 1, 2, ..., k \\
    f(x_i) - y_i &\leq \xi + e, i = 1, 2, ..., k \\
    \xi, \xi^* &\geq 0, i = 1, 2, ..., k
\end{align*}
\]

Among them, \( 1/2 \omega \bullet \omega \) can improve the generalization ability of the support vector machine, \( C \sum_{i=1}^{k} (\xi + \xi^*) \) is the penalty term, and \( e \) is the insensitive loss function. The same problem becomes the problem of solving convex quadratic optimization. The Lagrange function is introduced:

\[
L(\omega, b, \xi, \xi^*, a, a^*, \gamma, \gamma^*) = \frac{1}{2} \omega \bullet \omega + C \sum_{i=1}^{k} (\xi + \xi^*) \\
- \sum_{i=1}^{k} a_i |\xi_i + e - y_i + f(x_i)| \\
- \sum_{i=1}^{k} a_i^* |\xi_i + e - y_i + f(x_i)| - \sum_{i=1}^{k} (\gamma_i \gamma_i^* - \xi_i \xi_i^*)
\]

\[ (3) \]

3. Visual image features

3.1. Visual image features

Colour is the most basic characteristic attribute of an image, and the colour attribute of an image is mainly described by the colour value of each pixel in the image in the colour space. The colour histogram feature is currently the most commonly used colour attribute description method. This feature has good stability for the position, size and rotation of the target object in the image. For the statistical distribution of image colour values, colour histograms in different colour spaces may have different performances. At present, the commonly used colour spaces in image processing are RGB, HSV, Lab, YIQ and YCbCr.
Because Lab colour space is more in line with the human eye's visual perception of true colours, it is often used to describe the colour information of images.

The colour histogram is the statistics of the global colour distribution of all pixels in the image. This feature extraction process for pixels is computationally efficient, but it lacks a description of the spatial positional relationship of pixel colour values. To this end, Stricker et al. Developed the colour moment feature. If the distribution of colour values in the image is regarded as a probability distribution, the colour feature can be described by first-order moments and second-order distances. The first-order colour moment is the colour of the image. The mean value describes the overall lightness and darkness of the image; the second-order colour moment is the standard deviation of the colour values, which mainly describes the discrete distribution of these colour values. This feature calculation is also more efficient, the feature vector is relatively simple, and the colour distribution can be obtained without quantizing the colour value, to a certain extent, avoiding the loss of colour information. Both the colour histogram and the colour moment are descriptions of the image's colour features. The main advantages are its efficient calculation process and low feature dimensions, so it is more suitable for the needs of target detection in robot vision.

Texture is also a very important feature attribute in visual images. Texture is a regular distribution structure of pixels in an image, but there is currently no uniform definition of image texture. Local binary mode is a simple but highly discriminative texture feature extraction algorithm. The core idea of LBP is to represent the local structure in the image by using a 0/1 binary string, and the image content is formed by the combination of these regular texture structures. By comparing the size relationship between the centre pixel of the image and its neighbours, 0 or 1 is used to represent this size relationship, and the texture structure near the centre pixel can be represented by this 0/1 binary string. Then the histogram distribution of these local texture structures in the image is counted to obtain the final LBP feature vector. Therefore, the LBP feature is to analyse the texture structure of the grayscale image, which has grayscale invariance and illumination invariance. In order to improve the invariance of this feature to the target rotation, there is also a rotation-invariant LBP feature that further improves the LBP feature. In addition, the texture structure distribution of these binary patterns in the image is not uniform. To this end, they proposed the concept of "equivalent patterns" to reduce the length of feature vectors [3].

As shown in Figure 2, SIFT can be divided into two parts: key point detection and key point feature description. In the retrieval process of key points, first use the scale space model of the image to simulate the formation process of the image in the human eye retina. Therefore, the image in the scale space has more complete image information. The Gaussian difference operator is used to construct the scale space, and the extreme point is defined and detected in the scale space as the potential key point position. In addition, in order to improve the stability of key points and remove some possible noise points, these key points need to be further screened. In the feature description process of the key point, firstly, the coordinate rotation is performed by calculating the main direction of the feature of the point. Before the feature description, the neighbourhood of the key point is spatially rotated, so that the extracted SIFT has rotation invariance; then the gradient direction histogram in the area is calculated, and the histogram statistics weighted by the gradient weight are finally formed 128-dimensional SIFT feature vector. Therefore, in the process of image feature description, SIFT features have invariance to rotation, scale, illumination, and translation, and also have certain anti-interference ability for affine transformation or 3D rotation of objects in the image.
3.2. SLIC super pixel segmentation algorithm

Image super pixel segmentation is to divide a large number of pixels in the image into a small number of integral super pixels. This segmentation is also a preliminary segmentation process for image content, using basic K-means algorithm or conditional random field methods Collect pixels with similar properties into a super pixel. The super pixel segmentation in the image will also greatly reduce the number of nodes in the image. For example, a grayscale image with a size of 300 * 400 contains 120,000-pixel nodes, and super pixel segmentation can generate super pixel nodes by manually specifying the number of nodes greatly reduces the number of nodes. This is very important for the target object detection process based on the visual attention mechanism. When a pixel is used as a graph node and the relationship between pixels is a graph model for the connected edge of the graph node, the process of image object detection is the graph model learning process. At this time, the size of the graph model is directly affected by the number of pixels, and when the graph model is too large, the efficiency of target detection will also decrease.

4. Deep learning machine vision detection method for surface defects of ceramic tableware

The general process of the surface defect detection method of ceramic tableware based on machine vision can be simply summarized as: imaging the surface of the ceramic tableware to obtain the surface of the ceramic tableware based on machine vision The general process of the surface defect detection method of ceramic tableware based on machine vision can be simply summarized as: The surface is imaged to obtain image data of the surface of the ceramic tableware, and then various machine vision methods are used to detect the defect area of the image. Figure 3 shows an example of surface defects of ceramic tableware based on machine vision [4].
According to different mathematical modelling ideas, the existing surface defect detection methods of ceramic tableware based on machine vision can be roughly divided into: gradient-based detection methods, cluster-based detection methods, frequency-domain analysis-based detection methods, matrix decomposition Detection method and detection method based on machine learning. The following will introduce and briefly analyse various methods.

4.1. Detection method based on gradient features

The basis of this kind of method is: the brightness of the surface defect area of the ceramic tableware and the rest are obviously different, and the boundary between the two has a high gradient. The following is a brief introduction to some representative work in such methods. Use the gradient characteristics of the image to sharpen and smooth the image of different gradient areas in the image. Since the gradient value of the defect edge area is higher, the defect area is sharpened first, and the flawless area with a lower gradient value is taken Smoothing, so this method can effectively strengthen the defects while suppressing noise [5]. The diffusion model in this method is characterized by Gray scale and gradient to adjust the diffusion coefficient equation, which is an adaptive smoothing process. Only the pixels with low Gray scale and high gradient in the defect area will produce high diffusion coefficient. Using this model to smooth the suspected defect area can retain the original Gray level of the complete area. By subtracting the diffusion image from the original image, micro cracks can be obtained the obviously enhanced difference image can be segmented by simple binary threshold segmentation and morphological operation. The algorithm block diagram is shown in Figure 4.

![Figure 4. Detection method based on gradient features](image)

4.2. Cluster-based detection method

The core idea of this kind of method is to distinguish defective areas from non-defective areas by clustering algorithm, and finally use threshold segmentation and other algorithms to obtain binary images containing only defective areas. The following is a brief introduction to some representative work in such methods. Detection method of surface defects of ceramic tableware based on the maximum between-class variance. This method first uses a Gaussian filter to smooth the image; secondly, it performs edge positioning and image segmentation to separate individual battery blocks; then, the maximum inter-class variance method is used to threshold the image and divide the image into Defective foreground part and non-defective background part; Finally, Hough transform is used to perform straight line detection on the segmented binary image, and the difference between the resulting image and the original image after smooth pre-processing is used to obtain the defective part.

Literature [5] a new clustering algorithm is used to detect surface defects of ceramic tableware. This method uses defect-free images as training samples. In the training stage, a binary tree clustering algorithm is used to cluster the training samples. Specifically, a consistency measurement criterion based on principal component analysis (PCA) is proposed to evaluate each cluster. If a cluster has the lowest metric score, the fuzzy C-means (FCM) algorithm is used to split the cluster into 2 new cluster. In the
testing phase, the distance between the input data and the centre of each cluster is calculated to measure whether the input data contains defects. As shown in Figure 5.

![Figure 5](image)

**Figure 5.** The application of clustering algorithm in the detection of surface defects of ceramic tableware

4.3. Detection methods based on machine learning

This section mainly introduces the surface defect detection method based on machine learning. The main machine learning methods used include: support vector machine (SVM), independent component analysis and deep learning. The following is a brief introduction to some representative work in such methods. The paper proposes a detection method for surface defects of ceramic tableware based on support vector machine. In the training mode, the method obtains a set of samples marked with cracks and non-cracks in advance, and then uses a set of local descriptors to extract features from these samples, to use the obtained feature vector to represent the sample, and send the feature vector into SVM for training. Among them, the crack widths in the crack samples are different, making the sample set more representative. During online detection, the same local descriptor is used to obtain the feature vector of the input image, and then sent to the SVM to determine whether there is a crack [6]. The block diagram of the algorithm flow is shown in Figure 6.

![Figure 6](image)

**Figure 6.** Block diagram of the algorithm flow of the machine learning detection method
5. Conclusion
With strong feature extraction capabilities, deep learning-based ceramic tableware surface defect detection has become a research hotspot in this field. However, due to the small number of manual annotation samples and the relatively insufficient generalization ability of existing methods, this problem will be weak in the future. Label samples (only mark whether they contain defects or types of defects, but do not know the specific location of the defects, which can reduce the difficulty of manual labelling and facilitate the increase of the number of samples). Semi-supervised learning may be the next research direction. One of the main difficulties in detecting surface defects of current ceramic tableware is that when the brightness difference between the defect and the background area is small, the detection effect is relatively poor. It may be a research direction in the future to study the feature extraction algorithm of subtle defects or design a feature extraction framework based on deep neural networks.
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