Radiation trapping in a dense cold Rydberg gas
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Cold atomic gases resonantly excited to Rydberg states can exhibit strong optical nonlinearity at the single-photon level. We observe that in such samples radiation trapping leads to an additional mechanism for Rydberg excitation. Conversely we demonstrate that Rydberg excitation provides an in situ probe of the spectral, statistical, temporal, and spatial properties of the trapped rescattered light. We also show that absorption can lead to an excitation saturation that mimics the Rydberg blockade effect. Collective effects due to multiple scattering may coexist with cooperative effects due to long-range interactions between the Rydberg atoms, adding a new dimension to quantum optics experiments with cold Rydberg gases.
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I. INTRODUCTION

The study of collective effects in light scattering is an important application of ultracold atomic gases. Multiple scattering plays a key role in laser cooling, where it limits the phase-space density of the magneto-optical trap (MOT) [1]. The reduction in Doppler broadening also facilitates studies of effects such as coherent backscattering [2], weak localization [3,4], and random lasing [5]. More recent experiments have probed coherent collective effects in free induction decay [6]. In such experiments divalent atoms provide a significant advantage, due to the absence of hyperfine structure [6,7] and the presence of narrow intercombination lines.

As the density is increased, the separation between the atoms can become smaller than the optical wavelength and cooperative effects due to dipole-dipole interactions become important [8]. Recent results in this context include observations of the cooperative Lamb shift [9,10] and suppressed transverse scattering [11,12] as well as proposals using divalent atoms to study interacting many-body systems [13–15].

Cooperative nonlinear effects can be induced at lower densities by coupling an optical transition to a high-lying Rydberg level [16]. Here, the strong long-range interactions between Rydberg atoms lead to a blockade effect [17] that restricts the number of excited atoms in a given spatial region. Mapping this blockade onto an optical transition under electromagnetically induced transparency (EIT) conditions [18,19] results in a medium with nonlinear absorption at the single-photon level [20–22], enabling recent demonstrations of single-photon transistors [23,24] and impurity imaging [25,26] and proposals for photonic quantum logic gates [27–30]. In all of these works the medium was required to have a high optical depth since all unwanted photons must be absorbed [21]. Therefore multiple scattering might be expected to also play a role.

In this paper we demonstrate that multiple scattering can play an important role in dense, optically thick Rydberg gases.

Radiation trapping leads to a significant additional population of Rydberg atoms within the cloud (Fig. 1), modifying both the spectrum and statistics of the Rydberg excitation process. Conversely, we show that Rydberg excitation provides a probe of the spectral, spatial, and temporal properties of the trapped light which operates in situ, rather than relying on measurements of the light that escapes. We observe a saturation of the number of Rydberg atoms with increasing density that mimics the effect of the Rydberg blockade, but which in fact occurs due to optical depth effects [31,32]. Finally, we discuss the possible coexistence of collective effects due to both multiple scattering and long-range Rydberg-Rydberg interactions.

II. EXPERIMENTAL SETUP

A schematic of the experiment is shown in Fig. 1(a). A cloud of up to $10^6$ $^{88}$Sr atoms at $<10 \mu K$ was prepared using a two-stage MOT [33]. The atoms were subsequently excited for a duration $\tau$ by probe ($|g\rangle \rightarrow |e\rangle$) and control ($|e\rangle \rightarrow |r\rangle$) laser beams (both larger than the cloud) with wavelength and Rabi frequencies $\lambda_p = 461 \text{ nm}, \Omega_p/(2\pi) = 10 \text{ MHz}$, and $\lambda_C = 413 \text{ nm}, \Omega_C/(2\pi) = 0.6 \text{ MHz}$, respectively. The probe beam was linearly polarized orthogonal to the propagation direction of the circularly polarized coupling beam. Since the intermediate state $|e\rangle$ decays quickly ($\Gamma_p = 2 \times 10^8 \text{ s}^{-1}$, $\Gamma_p > \Omega_p > \Omega_C$) such that the experiment operated in the strong probe [34] and strongly dissipative regime [35–40], where the effect of EIT on the probe beam propagation [41] is less than 1%. Detection of the Rydberg atoms was carried out by applying a 2 $\mu$s autoionization pulse of light resonant with the Sr$^+ D2$ transition at 408 nm [42]. The autoionization beam propagated at 30° to the probe beam and was focused to a $1/e^2$ waist of approximately 6 $\mu$m. It was aligned with the cloud center by measuring the ion signal as a function of position as shown in Fig. 3(b). A voltage pulse applied to split-ring electrodes surrounding the cloud directed the resulting ions toward the microchannel plate (MCP). Voltage pulses corresponding to
individual ions were counted using a fast digital oscilloscope. After 100 repetitions for each set of experimental conditions we obtained the mean number of detected ions \( \langle N \rangle \) and Mandel Q parameter \( Q = [(\langle N^2 \rangle - \langle N \rangle^2)/\langle N \rangle] - 1 \). We have checked carefully for detector saturation and found that it affects the results only when \( \langle N \rangle \gtrsim 60 \). A small background due to spontaneous ionization is detected and removed [43].

Absorption imaging on the probe transition was used to obtain the cloud size along the propagation and gravity directions \( (x_0, y_0) \), respectively, as well as the peak optical depth \( b = \max(x,y,z) \{ -\ln[I_T(y,z)/I_0(y,z)]\} \), where \( I_T(y,z) \) and \( I_0(y,z) \) are the transverse distributions of the transmitted and incident intensity, respectively. Since the cloud was optically thick, these parameters were extracted using a Gaussian fit to the wings of the cloud. The cloud was assumed to be symmetric around the y axis, such that the cloud size along the x axis \( (x_0) \) is equal to that along the z axis \( (z_0) \). We quote the systematic uncertainty in the mean cloud size (standard error). To check for a systematic error due to the high optical thickness, we verified that the atom number obtained from the fit agreed with that measured after ballistic expansion at \( b < 1 \). Fluctuations in the atom number dominate the uncertainty in the density (optical thickness), which is \( \sim 10\% \).

### III. Excitation Spectrum

The excitation spectrum was obtained by varying the probe laser detuning \( \Delta \) while the coupling laser frequency was fixed on resonance. At low \( b \) [Fig. 2(a)], the spectrum is well described by the solution of the optical Bloch equations (OBEs) for noninteracting atoms. To correctly account for the laser polarization we explicitly include the three \( m_j \) sublevels of the intermediate state, leading to a five-level model (see the Appendix). The observed linewidth (FWHM) \( W_l = 4 \text{ MHz} \) is largely determined by technical noise on the excitation lasers. In previous work [42,44] we have shown that the inclusion of the measured technical noise in the OBE model also leads to a quantitative explanation of the observed super-Poissonian \( Q > 0 \) excitation statistics.

As the cloud becomes optically thick [Figs. 2(b)–2(d)] a broad pedestal appears, which grows in amplitude as \( b \) increases. The pedestal exhibits approximately Poissonian statistics \( (Q \approx 0) \), with the region of super-Poissonian statistics remaining confined to the narrow central feature. Slow fluctuations in the laser detunings can cause a shift of \( \sim 2 \text{ MHz} \) of the narrow feature relative to the (fixed) zero detuning point. Within this uncertainty, both features remain centered on resonance.

The results in Fig. 2 indicate the emergence of a new mechanism for Rydberg excitation at high optical depth, with different spectral and noise characteristics from the direct laser excitation. We attribute the appearance of the pedestal to multiple scattering. At \( b = 14 \), the optical mean free path is \( l = x_0/b = 6 \mu \text{ m} \). The probe laser is thus rapidly attenuated [see Fig. 1(c)] and Rydberg excitations are only created by
the probe laser on the edge of the cloud [see Fig. 1(d)]. In contrast, scattered probe photons undergo up to $b^2 = 200$ scattering events before leaving the cloud and become trapped. The pedestal appears because multiple scattering modifies the spectral distribution of the trapped probe light, broadening and shifting it toward the line center. The trapped light combines with the coupling laser (for which the cloud remains transparent) to excite additional Rydberg atoms. Frequency redistribution also leads to the observed reduction in the $Q$ parameter, since the spectrum of the multiply scattered light decouples from that of the probe laser.

IV. TWO-COMPONENT MODEL

We have constructed a model (see the Appendix) for the data in Fig. 2(d) based on the hypothesis that the spectrum consists of two distinct components originating from laser excitation and multiple scattering. We justify this approach in two ways. First, the $Q$ parameter strongly suggests different excitation mechanisms for each part of the spectrum. Second, the rapid attenuation of the probe beam means that laser-excited Rydbergs are created at the edge of the cloud, whereas multiple scattering should favor the central region of the cloud where the density is highest. Therefore the overlap region where Rydberg excitation occurs due to both mechanisms is small. We also treat the atoms as noninteracting, which provides a direct test of the hypothesis that the behavior that we observe is primarily due to multiple scattering.

Under these hypotheses, the shape of the laser-excited (narrow) component is independent of $b$ [45] and can be modeled using an appropriately frequency shifted and amplitude scaled version of the solid curve in Fig. 2(a). To model the pedestal we also use the optical Bloch equations, with the probe laser replaced by the trapped radiation field. To do so we must make a number of assumptions about the spectrum of the trapped light. First, we assume that the spectrum of the light trapped within the cloud evolves to a steady state on a time scale on the order of the photon trapping time

$$t_{\text{trap}} \approx \frac{3}{\alpha \pi^2} \frac{b^2}{\Gamma_P} \approx 60 \text{ ns},$$

where $\alpha = 5.35$ for a spherical Gaussian cloud [46], such that it can be treated as constant during the excitation pulse. Second, we assume that the steady-state bandwidth of the trapped light is set by the Lorentzian absorption coefficient of atoms at rest, since light outside this bandwidth is more likely to escape. Under these assumptions, all of the multiply scattered photons have the same spatiotemporal envelope, determined by $\Gamma_P$ plus any additional power broadening. Therefore, we include the spectral width of the rescattered field as an extra homogeneous broadening term within the optical Bloch equations [47].

Though Doppler broadening has been shown to play a role in multiple scattering even for cold atoms [46,48,49], we find that it remains negligible for our parameters even taking into account measured recoil heating during the probe pulse. Instead, rapid frequency redistribution occurs via spontaneous emission [1], “filling in” the available trapping bandwidth. Since the trapped light may be incident from any direction we assume that it is unpolarized, coupling equally to all the Zeeman sublevels of the intermediate state. The remaining unknown is the detuning-dependent intensity of the trapped light, which strongly influences the shape of the pedestal. We assume that the intensity is proportional to the power absorbed from the laser, which is determined by the Lorentzian absorption coefficient [50]. The Rabi frequency associated with the trapped probe field at line center $(\Delta P = 0) \Omega_c$ and an amplitude scaling factor are treated as fit parameters.

The resulting two-component OBE model is shown in Figs. 2(b)–2(d). The model reproduces the main features of the spectra across roughly an order of magnitude in optical depth. However, close inspection reveals that the model overestimates the wings of the data and empirically we find slightly better agreement using a Gaussian line shape for the pedestal. The fit to the data in Fig. 2(d) yields $\Omega_c/(2\pi) = 8$ MHz, which is comparable to that of the probe laser, emphasizing the importance of the trapped radiation field and the importance of inelastic scattering effects. Concerning the $Q$ parameter, the noninteracting one-body density matrix approach predicts Poissonian excitation statistics, in agreement with the data for the pedestal in Fig. 2. However, super-Poissonian statistics can result if classical fluctuations in the parameters (Rabi frequency, detuning) are present, as observed in the narrow component of the spectrum. The absence of excess noise for the pedestal therefore indicates that the spectrum of the multiply scattered light has decoupled from the classical fluctuations in the excitation lasers. This is expected, since significant frequency redistribution occurs even for a single inelastic scattering event. Sub-Poissonian statistics could also be observed, but cannot be derived from a one-body approach since correlations between the excitation probability of individual atoms are required. The minimum $Q$ that can be observed is bounded by the detection efficiency (5–10%), so within statistical uncertainty the $Q$ values in Fig. 2 provide no evidence for correlated excitation due to Rydberg blockade.

V. EXCITATION SATURATION AND SPATIAL DEPENDENCE

Using the two-component model [51] we extract the amplitude $\langle N \rangle_{\text{Max}}$ [Fig. 3(a)] of both spectral components for the data shown in Fig. 2. The amplitude of the pedestal increases steadily with increasing $b$. To check if this behavior is captured by the OBE model, we assume that $\Omega_c \propto b$ and fix the amplitude scaling factor to that obtained from Fig. 2(d). The resulting prediction for the variation of pedestal amplitude with $b$ is in reasonable agreement with the data.

The amplitude of the narrow component, shown in Fig. 3(a), saturates rapidly as $b$ increases. Saturation of the number of Rydberg excitations is often interpreted as a signature of the Rydberg blockade [52,53]. However, in an optically thick cloud saturation may also occur due to attenuation of the probe laser, since the increase in density is canceled by a concomitant reduction in the illuminated volume of the cloud as shown in Fig. 1(c).

We quantitatively model this effect by solving the OBE model (Sec. IV) for laser excitation as a function of position in the cloud, obtaining the spatial distribution of the probe beam intensity and the density of Rydberg excitations. The five-level OBE model for the narrow component is solved to obtain the dependence of the absorption cross section $\sigma(I)$
and Rydberg population $\rho_{rr}(I)$ on the probe beam intensity $I$. Arrays are used to represent the ground-state density distribution $n(x, y, z)$, intensity $I(x, y, z)$, and Rydberg state population $\rho_{rr}(x, y, z)$. The intensity in the $j$th $y$-$z$ plane is calculated iteratively using the Beer-Lambert law, taking into account the intensity-dependent cross section. The corresponding density distribution of Rydberg atoms is given by $n_{\text{Ryd}}(x, y, z) = n(x, y, z) \rho_{rr}(I(x, y, z))$. Finally, the number of ions is obtained by integrating the result of the model over a volume that approximately corresponds to that of the autoionization beam, such that

$$N_{\text{Ryd}}(Y, Z) = \sum_{x=-L}^{L} \sum_{y=-W}^{W} \sum_{z=-W}^{Z} n_{\text{Ryd}}(x, y, z) dx^3,$$

where $W$ is the size of the autoionization beam in units of the grid cell size $dx$ and $2L$ is the length of the array in the $x$ direction. The angle between the probe and autoionization beams is neglected.

Example results are shown in Fig. 1(d), which clearly show how increasing optical depth confines laser-excited Rydberg atoms to the low-density wings of the cloud. By integrating the model over a detection volume that represents the autoionization beam, we obtain a prediction for the variation of the amplitude of the narrow component with $b$, which is compared to the data in Fig. 3(a). The only fit parameter is an overall detection efficiency $\eta = 0.06$. The curve is in very good agreement with the data, indicating optical depth and not Rydberg blockade is the dominant effect responsible for the saturation we observe. Therefore in order to unambiguously observe Rydberg blockade in the optically thick regime, the full statistical distribution of excitations is required. Sub-Poissonian statistics then provides access to the blockade-induced correlations. A similar conclusion was reached in experiments with Rydberg dark-state polaritons [31,32].

The quantitative agreement of the propagation model with the data in Fig. 3(a) enables us to study the spatial distribution of Rydberg atoms created by radiation trapping. By translating the autoionization beam relative to the cloud along the $y$ axis, we measured the dependence of the total Rydberg signal on position [42] [Fig. 3(b)]. The spatial distribution is clearly not in agreement with the shape of the ground-state density distribution (shaded area). The propagation model provides a quantitative prediction of the spatial distribution of laser-excited atoms, which agrees well with the wings of the cloud but is flat in the center. The flattening occurs because optical depth causes the number of Rydberg atoms to saturate in the dense central region of the cloud, but not in the wings. In contrast, the data show no flattening, instead displaying a clear excess of Rydberg excitations in the center of the cloud. We attribute these extra Rydberg excitations to radiation trapping, and as might be expected they are concentrated in the dense central region where the trapped intensity is the highest.

The time evolution of the excitation spectrum is shown in Figs. 4(a) and 4(b). A pedestal is apparent even for the shortest time we can probe experimentally and the shape of the pedestal does not change as $\tau$ increases. This supports our assumption that fast redistribution occurs on the scale of $R_{\text{trap}}$. The temporal evolution of the two components is shown in Fig. 4(c), along with data taken at low $b$ where the pedestal was negligible. The pedestal grows with $\tau$, since its amplitude is governed by the slow time scale associated with the coupling laser, and its behavior is in reasonable agreement with the OBE model for $\tau < 4 \mu$s. The narrow component agrees very well with the OBE model at low $b$ but the model cannot be scaled to...
reproduce the evolution of the narrow component at high \( b \), with the data rising faster and saturating more quickly than the model predicts.

VI. EFFECT OF INTERACTIONS

To investigate whether these effects could be due to interactions between Rydberg atoms, which we have so far neglected, we modeled the many-body excitation dynamics via a classical Monte Carlo (MC) method. This method has been shown to correctly reproduce the dynamics of the quantum system in the regime \( \Gamma_p > \Omega_p > \Omega_c \) because under these conditions the dynamics of the coherences can be adiabatically eliminated \([36,54,55]\). Here we work in a three-level approximation where the degeneracy of the intermediate state is ignored, and the time-dependent model is solved numerically for a uniform (random) spatial distribution of atoms at each density. Multiple scattering is not included, so the results may only be compared to the narrow component of atoms at each density. Multiple scattering is not included, and the time-dependent model is a three-level approximation where the degeneracy of the intermediate state is ignored, and the time-dependent model is solved numerically for a uniform (random) spatial distribution of atoms at each density. Multiple scattering is not included, so the results may only be compared to the narrow component of the spectrum. The interaction is included as a van der Waals type \( V(R) = C_6/R^6 \), using the \( C_6 \) coefficient from \([56]\). We note that the predicted blockade radius associated with the narrow component is \( R_B = (2C_6/h\Omega_1)^{1/6} \approx 3.4 \mu m \). To find the appropriate density for comparison with the experiment we first solve the propagation model to find the ground-state density that corresponds to the peak number of Rydberg excitations [see Fig. 1(d)]. Qualitatively, the MC model is in better agreement with our data [Fig. 4(c)], although it still fails to reproduce the strong saturation at longer pulse lengths. The measured spontaneous ionization signal (10 counts 4 \( \mu s \)) indicates that we remain below the threshold for the creation of an ultracold plasma \([43,57]\) even for the data in Fig. 4(c).

The MC prediction for the spectrum is shown in Fig. 4(d). The result is in very good agreement with the narrow component observed in the data and the noninteracting OBE model for densities up to \( 10^{14} \) cm\(^{-3}\). At higher density, the line shifts and broadens asymmetrically, as expected from the van der Waals interaction potential. The reason this is not observed in our experiment is provided by the propagation model. As shown in Fig. 1(d), even for the highest density in Fig. 2(d), Rydberg excitation mostly occurs at densities below \( 5 \times 10^{11} \) cm\(^{-3}\) due to the attenuation of the probe beam. Therefore we expect the shape of the narrow component to show little density dependence, in agreement with our observations in Fig. 2.

In summary, our simple noninteracting two-component model reproduces most of the features of our data except at the highest optical depths. In principle, a more complex model that includes multiple scattering together with propagation and interactions \([32]\) could be constructed using Monte Carlo methods \([32,58]\). However, modeling multiple scattering in the inelastic regime is very challenging, since the atomic absorption coefficient, resonance fluorescence spectrum, and coupling to the Rydberg state are all intensity dependent \([59–62]\), leading to a complex, spatially dependent system that must be solved self-consistently. Such a model would be a powerful tool for studying multiple scattering in a gas of interacting scatterers, but is beyond the scope of this paper.

VII. CONCLUSIONS

In conclusion, we have shown that multiple scattering plays an important role in dense Rydberg gases. It is likely to affect quantum devices based on Rydberg-mediated optical nonlinearities. Although photonic gates and single-photon sources operate with weak quantum probe fields, the possibility of creating unwanted additional Rydberg excitations could lead to dephasing or decoherence. For optical transistors that use a single photon to switch a strong classical pulse, multiple scattering may be a significant parasitic effect. Conversely we show that Rydberg excitation makes an excellent local probe of multiple scattering, providing information on the spectral, statistical, spatial, and temporal characteristics of the trapped light within the cloud. This could enable the observation of exotic effects such as photon bubble formation \([63,64]\). Our results suggest that while optical depth effects dominated the behavior, Rydberg-Rydberg interactions may still play a role. By varying the principal quantum number the relative importance of multiple scattering and cooperative nonlinearities due to interactions can be tuned, opening a new regime for optics experiments in cold gases.
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APPENDIX: FIVE-LEVEL OPTICAL BLOCH EQUATION MODEL

We use the time-dependent optical Bloch equation (OBE) to model the noninteracting excitation dynamics of the atomic system. We consider a five-level system with a ground state \( |g\rangle \), three intermediate states \( |e_a\rangle, |e_b\rangle, \) and \( |e_c\rangle \), and one Rydberg excited state \( |r\rangle \) (see Fig. 5). The optical Bloch equation takes

\[
|e_a\rangle \quad |e_b\rangle \quad |e_c\rangle \quad |g\rangle
\]

with transitions

\[
|g\rangle \rightarrow \Omega_c \quad |e_a\rangle \rightarrow \Omega_p \quad |e_b\rangle \rightarrow \Omega_p \quad |e_c\rangle \rightarrow \Omega_c
\]

FIG. 5. Energy level diagrams for (a) laser excitation of Rydbergs, which form the narrow feature, and (b) excitation of Rydbergs with rescattered field, which form the pedestal feature.
the form
\[ \dot{\rho} = i/\hbar [\rho, H] + L(\rho) + L_d(\rho), \]
where \( \rho \) is the density matrix, \( H \) is the Hamiltonian, and \( L(\rho) \) and \( L_d(\rho) \) are the Lindblad operators used to include atomic state decay and additional decoherence due to finite laser linewidths, respectively. An explanation of the implementation of this method for a three-level system can be found in [65]. We have extended this method here to include the multiple intermediate states.

Due to the polarization of the coupling beam and the angular momentum selection rules, only the intermediate state \( |e_i\rangle \) can be excited to \( |r\rangle \). However, decay of the Rydberg state can occur to all three intermediate states with equal branching ratios and a lifetime \( 1/\Gamma_C \). All three intermediate states can decay to the ground state with lifetime \( 1/\Gamma_P \). These decay routes are included in the elements of the Lindblad operator \( L(\rho) \). The diagonal terms of \( L(\rho) \) take the forms \( \Gamma_P\rho_{ee} + \rho_{oo} + \rho_{ee}, -\Gamma_P\rho_{ee} + (\Gamma_C/3)\rho_{rr}, \) and \( -\Gamma_C\rho_{rr} \). The off-diagonal terms between \( |r\rangle \) and \( |e\rangle \) take the form \( -(\Gamma_P + \Gamma_C/3)\rho_{re}/2, \) between \( |r\rangle \) and \( |g\rangle, -\Gamma_C\rho_{eg}/2, \) and between \( |e\rangle \) and \( |g\rangle, -\Gamma_P\rho_{ge}/2. \) Finally, the \( |e_i\rangle \) to \( |e_j\rangle \) off-diagonal terms take the form \(-\Gamma_P\rho_{e_i e_j} .\)

The lifetime of the intermediate state is \( 1/\Gamma_P = 5 \) ns [66]. The very small branching ratio to the \( 5s4d^1\text{D}_2 \) state is negligible for the considered 5-\( \mu \)s excitation time. We experimentally determine the lifetime of the Rydberg state to be \( 1/\Gamma_C = 69 \) \( \mu \)s and in this model we assume the decay is directly to the intermediate states.

To model the narrow feature we used the excitation Rabi frequencies stated in the paper and treated the probe and coupling laser linewidths as fit parameters, which we varied to obtain the best fit to the low-density spectrum in Fig. 2(a). The best fit was obtained with probe and coupling laser linewidths of 0 MHz and \( 2\pi \times 1.6 \) MHz respectively. The same laser linewidths were used to model the time evolution of the laser-excited (narrow) component in Fig. 4 and in the propagation model (see below).

To model the pedestal feature we use the best fit laser linewidth for the coupling beam \( (2\pi \times 1.6 \text{ MHz}) \) and a broadband probe excitation field with linewidth equal to that of the intermediate state. The probe light is assumed to couple equally to all the sublevels of the intermediate state (see Fig. 5), with the Rabi frequency \( \Omega_s \) treated as a fit parameter.
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