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Abstract

Reconfigurable intelligent surface (RIS) has the potential to significantly enhance the network secure transmission performance by reconfiguring the wireless propagation environment. However, due to the passive nature of eavesdroppers and the cascaded channel brought by the RIS, the eavesdroppers’ channel state information is imperfectly obtained at the base station. Under the channel uncertainty, the optimal phase-shift, power allocation, and transmission rate design for secure transmission is currently unknown due to the difficulty of handling the probabilistic constraint with coupled variables. To fill this gap, this paper formulates a problem of energy-efficient secure transmission design while incorporating the probabilistic constraint. By transforming the probabilistic constraint and decoupling the variables, the secure energy efficiency maximization problem can be solved via alternatively executing concave-convex procedure and semidefinite relaxation technique. To scale the solution to massive antennas and reflecting elements scenario, an accelerated first-order algorithm with low complexity is further proposed. Simulation results show that the proposed accelerated first-order algorithm achieves identical performance to the conventional method but saves at least two orders of magnitude in computation time. Moreover, the resultant RIS aided secure transmission significantly improves the energy efficiency compared to baseline schemes of random phase-shift, fixed phase-shift, and RIS ignoring CSI uncertainty.
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I. INTRODUCTION

With huge demand on transmission rate in the era of big data, energy consumption becomes a serious concern for future wireless networks, and energy efficiency (EE) is a key consideration in wireless system design. The recently introduced reconfigurable intelligent surface (RIS) emerges as a promising technology for improving the EE of wireless systems via reconfiguring the signal propagation environment [1]–[3]. Due to the passive nature and programmability of the RIS, the power consumption and added thermal noise during reflection are extremely low. Accordingly, RIS only costs a small amount of energy but could significantly improve the quality-of-service of users who suffer from unfavourable propagation conditions. As a consequence, it has the potential for significantly improving EE and enabling green communications [4].

On the other hand, RIS can also provide a new level of physical layer security. Specifically, when the legitimate receivers and the eavesdroppers are in the same directions to the base station (BS), the channel responses of the legitimate receivers will be highly correlated with those of the eavesdroppers. This makes traditional beamforming, which directs energy toward legitimate receivers, also benefits eavesdroppers. Hence, it is difficult to guarantee the security with the use of beamforming only at the transceivers. Fortunately, the employment of the RIS provides more degrees of freedom for additional transmission links to the legitimate receivers while nulling the directions towards the eavesdroppers, thus reducing the information leakage [5].

Pioneering works on RIS aided transmission with security consideration assume perfect knowledge of the eavesdroppers’ channels and the eavesdroppers are treated as unscheduled active users in the network [6]. Under this assumption, it is shown that secure transmission with RIS achieves a higher secrecy rate than the transmission with random phase-shift or fixed phase-shift matrix [6]–[8]. Although these results are encouraging, the assumption on perfect knowledge of the eavesdroppers’ channels is too strong in practice, especially when there are multiple non-colluding eavesdroppers in the system. Even the eavesdroppers are unscheduled active users in the network, due to the cascaded channel brought by RIS, the channel state information (CSI) estimation and acquisition is more challenging than that in a conventional communication system [9]. Although channel estimation schemes tailored to the RIS system such as matrix quantization or Hadamard-matrix truncation have been recently proposed [10], assuming perfect CSI of eavesdroppers is still far from realistic. Due to the uncertainty in the eavesdroppers’ CSI, the outage of secure transmission should be considered.
To ensure the outage probability is within tolerable level, the secure transmission design in this paper incorporates a probabilistic constraint, which unfortunately is challenging for further analysis. Moreover, since secure EE (defined as the ratio of the secrecy rate to the total power consumption) is used as the objective function, the transmission design belongs to the more challenging problem of fractional programs. To handle the above challenges, this paper first transforms the intractable probabilistic constraint into a deterministic one by leveraging the exponential distribution property of the received signal power. Then, the resultant problem can be decomposed into two subproblems and iteratively solved via block coordinate descent approach, where the interior-point method with concave-convex procedure (CCP) and semidefinite relaxation (SDR) with Gaussian randomization procedure are respectively used to handle each subproblem.

Although the above algorithm provides a workable solution, it does not scale well with the network size. Considering the massive antennas at the BS or large-scale reflecting elements in the RIS, both the interior-point method and SDR technique would be too computationally complex. To make the large-scale RIS aided secure transmission possible, accelerated first-order algorithms are further proposed. In particular, to replace the interior-point method, an accelerated projected-gradient method and the path-following procedure (PFP) are employed to obtain an iterative algorithm, which converges to at least a local optimal solution. On the other hand, to get around SDR technique, an accelerated Riemannian manifold algorithm is employed with convergence to a stationary point guaranteed. It is proved that the overall first-order algorithm is guaranteed to converge, and the complexity order only scales linearly with the number of antennas at the BS/elements in the RIS. Furthermore, simulation results demonstrate that the proposed accelerated first-order algorithm reduces computation time by at least two orders of magnitude while achieving the same performance as the conventional method that alternatively executes the interior-point method and SDR technique. Finally, simulation results also show that the resultant transmission scheme achieves a significantly higher secure EE than the random phase-shift, fixed phase-shift, and RIS ignoring CSI uncertainty.

The rest of this paper is organized as follows. System model and the secure EE maximization problem are formulated in Section II. In Sections III and IV, a conventional method and an accelerated first-order method are respectively proposed for solving the optimization problem. Simulation results are presented in Section V. Finally, conclusion is drawn in Section VI.

**Notation**: Column vectors and matrices are denoted by lowercase and uppercase boldface
Fig. 1. RIS-aided secure multicast network with multiple users and eavesdroppers.

letters, respectively. Conjugate transpose, transpose, trace, the modulus of a scalar, and the $(i,j)^{th}$ element of matrix $X$ are denoted by $(\cdot)^H$, $(\cdot)^T$, $\text{Tr}(\cdot)$, $|\cdot|$ and $X_{i,j}$, respectively. The mathematical expectation is denoted by $E\{\cdot\}$. $\text{diag}\{x_1,\ldots,x_N\}$ denotes a diagonal matrix whose diagonal components are $x_1,\ldots,x_N$. The notations $[x]^+$ and $\text{Pr}(\cdot)$ stand for $\max\{x,0\}$ and probability, respectively. The real part of a complex variable and the Hadamard product between two matrices are denoted by $\Re[\cdot]$ and $\circ$, respectively. $CN(0,a)$ denotes the circularly symmetric complex normal distribution with zero mean and variance $a$, and $\text{Exp}(b)$ denotes the exponential distribution with mean $b$.

II. System Model and Problem Formulation

We consider a downlink secure multicast system with an $N$-antennas BS, one RIS with $M$ reflecting elements (controlled by communication-oriented software), $K$ single-antenna legitimate users, and $J$ passive single-antenna eavesdroppers (Eves). An example is shown in Fig. 1 The BS intends to multicast common data symbols to $K$ users. All wireless channels experience quasi-static flat-fading and perturbed by additive white Gaussian noise [18]. Let the channels from the BS to the RIS, from the RIS to user $k$, from the RIS to Eve $j$, from the BS to user $k$ and from the BS to Eve $j$ be respectively denoted by $H \in \mathbb{C}^{M \times N}$, $h_{r,k} \in \mathbb{C}^{M \times 1}$, $g_{r,j} \in \mathbb{C}^{M \times 1}$, $h_{d,k} \in \mathbb{C}^{N \times 1}$, and $g_{d,j} \in \mathbb{C}^{N \times 1}$ with $k \in \{1,\ldots,K\}$ and $j \in \{1,\ldots,J\}$. The phase-shift coefficients of RIS are modeled as $\Theta = \text{diag}\{e\} \in \mathbb{C}^{M \times M}$ with $e = \{e_m|e_m \in e^{i\theta_m}, \theta_m \in [0,2\pi), \forall m\}$, where $i^2 = -1$, if the phase is modeled as continuous variable. If an RIS with finite resolution is considered, each RIS element can only take one of the $L$ possible phase shifts. As a result, $e$ is modeled as $e = \{e_m|e_m \in \{0,e^{i\frac{2\pi}{L}},\ldots,e^{i\frac{2\pi(L-1)}{L}}\}, \forall m\}$. 
Let the signal transmitted from the BS to all users be $x = ws$, where $w \in \mathbb{C}^{N \times 1}$ is the beamforming vector, and $s$ is the complex information symbol with $\mathbb{E}\{|s|^2\} = 1$. Then, the received signals at user $k$ and Eve $j$ are respectively given by
\begin{align}
y_k &= (\sqrt{\alpha_1} \alpha_{r,k} h_{r,k}^H \Theta H + \sqrt{\alpha_{d,k}} h_{d,k}^H) w s + n_k, \quad \forall k, \\
y_j &= (\sqrt{\alpha_1} \alpha_{r,j} g_{r,j}^H \Theta H + \sqrt{\alpha_{d,j}} g_{d,j}^H) w s + n_j, \quad \forall j,
\end{align}
where $\alpha_1$, $\alpha_{r,k}$, $\alpha_{r,j}$, $\alpha_{d,k}$, and $\alpha_{d,j}$ are the path-loss coefficients for the links BS-RIS, RIS-user $k$, RIS-Eve $j$, BS-user $k$, and BS-Eve $j$, respectively. The receiver noises at user $k$ and Eve $j$ in (1) and (2) are given by $n_k \sim \mathcal{CN}(0, \sigma_k^2)$ and $n_j \sim \mathcal{CN}(0, \sigma_j^2)$, respectively.

Based on (1) and (2), the achievable rates of the user $k$ and Eve $j$ are respectively given by
\begin{align}
C_k &= \log_2 (1 + |(\sqrt{\alpha_1} \alpha_{r,k} h_{r,k}^H \Theta H + \sqrt{\alpha_{d,k}} h_{d,k}^H) w|^2 / \sigma_k^2) \\
C_j &= \log_2 (1 + |(\sqrt{\alpha_1} \alpha_{r,j} g_{r,j}^H \Theta H + \sqrt{\alpha_{d,j}} g_{d,j}^H) w|^2 / \sigma_j^2).
\end{align}
For the $j$th Eve’s channel, since the BS does not acquire its perfect value, the knowledge of $C_j$ is uncertain \[19\]. Consequently, a secrecy outage event occurs at the BS when $C_j$ exceeds the redundancy rate of the user $k$, denoted by $D_{k,j}$, and the secrecy outage probability (SOP) of the user $k$ due to Eve $j$ is given by
\begin{equation}
\text{SOP} : \quad p_{so}^{k,j} = \Pr \left\{ D_{k,j} < \log_2 \left( 1 + |(\sqrt{\alpha_1} \alpha_{r,k} g_{r,j}^H \Theta H + \sqrt{\alpha_{d,j}} g_{d,j}^H) w|^2 / \sigma_j^2) \right) \right\}.
\end{equation}
Furthermore, assuming the non-collaborative eavesdropping model, in which Eves do not exchange their observations or outputs, the instantaneous secrecy rate at user $k$ is expressed as
\begin{equation}
\min_{1 \leq j \leq J} \left[ \log_2 \left( 1 + |(\sqrt{\alpha_1} \alpha_{r,k} h_{r,k}^H \Theta H + \sqrt{\alpha_{d,k}} h_{d,k}^H) w|^2 / \sigma_k^2 \right) - D_{k,j} \right]^+, \quad \text{which is the minimum over the secrecy rates achieved by the BS under wiretapping of all Eves.}
\end{equation}
Notice that the achievable secrecy rate for multicast network is determined by the worst link \[20\]. As a result, the achievable secrecy rate is given by
\begin{equation}
\min_{1 \leq k \leq K, 1 \leq j \leq J} \left[ \log_2 \left( 1 + |(\sqrt{\alpha_1} \alpha_{r,k} h_{r,k}^H \Theta H + \sqrt{\alpha_{d,k}} h_{d,k}^H) w|^2 / \sigma_k^2 \right) - D_{k,j} \right]^+,
\end{equation}
which is the minimum achievable secrecy rate of all users.

The energy consumption of the RIS-assisted downlink system constitutes three major parts: 1) the transmit power; 2) the hardware static power; and 3) the RIS power consumption. Mathematically, the total power consumption is given by \[1\]
\begin{equation}
\frac{1}{\eta} \operatorname{Tr} \left( \mathbf{w} \mathbf{w}^H \right) + P_a + KP_c + MP_s,
\end{equation}
where \( \eta \) is the power amplifier efficiency, \( \text{Tr}(ww^H) \) is the transmit power due to beamforming at the BS, \( P_a, P_c \) and \( P_s \) are the hardware-dissipated power at the BS, the circuit power at each user, and the hardware-dissipated power at each reflecting element, respectively.

Our objective is to design an optimal secure transmission scheme to maximize the EE subject to the SOP constraint and transmit power budget. Since secure EE of the downlink network is defined as a ratio of the achievable secrecy rate to the total power consumption [11], by using (4) and (5), the secure EE maximization problem is thus formulated as

\[
P_0: \max_{w, \Theta, \{D_{k,j}\}} \min_{1 \leq k \leq K, 1 \leq j \leq J} \left[ \log_2 \left( 1 + \frac{\left| (\sqrt{\alpha_1}h_{r,k}^H\Theta h_{d,k} + \sqrt{\alpha_2}h_{d,k}^H)w \right|^2}{\sigma_k^2} \right) - D_{k,j} \right]^+, \tag{6a}
\]

subject to

\[
s.t. \quad p_{k,j}^{p_k} \leq \varepsilon_k, \quad \forall k, j \tag{6b}
\]

\[
|\Theta_{m,m}| = 1, \quad \forall m, \tag{6c}
\]

\[
\text{Tr}(ww^H) \leq P_{\text{max}}, \tag{6d}
\]

where \( \varepsilon_k \in (0, 1) \) is a predefined upper bound representing the maximum tolerable SOP for user \( k \), and \( P_{\text{max}} \) is the maximum transmit power at the BS. The unit modulus constraint (6c) ensures that each reflecting element in the RIS does not change the amplitude of the signal, indicating 100% reflection efficiency. Besides, the feasible set of \( \Theta \) can be either continuous phase-shift coefficients or discrete phase-shift coefficients. Since the solution to discrete phase-shift coefficients can be obtained from the continuous phase-shift case via quantization [21], the algorithm derivations focus on the continuous phase-shift case of \( P_0 \).

Problem \( P_0 \) provides a general formulation to measure the RIS aided secure transmission performance. Notice that if we set \( 1/\eta = 0 \), the denominator of the objective function becomes a constant. Therefore, \( P_0 \) can be employed to investigate not only the secure EE maximization but also the spectral efficiency maximization.

III. SECURE EE MAXIMIZATION

A. Handling the Probabilistic Constraint in \( P_0 \)

From (3), it can be seen that the SOP is a probability of Rayleigh fading induced outage. Due to the passive and unauthorized nature of Eves, the BS only knows the statistical CSI of the channel from the BS to Eve \( j \) [22]. By leveraging the exponential distribution property of the received signal power in the Rayleigh fading environment [12], a closed-form expression of the SOP can be derived and is given in the following theorem, which is proved in Appendix A.
Theorem 1. Supposing \( g_{r,j} \sim \mathcal{CN}(0, \mu_{r,j}^2 I_M) \) and \( g_{d,j} \sim \mathcal{CN}(0, \mu_{d,j}^2 I_N) \), a closed-form expression of the SOP is given by

\[
p_{so}^{k,j} = \exp \left( -\frac{2D_{k,j} - 1}{\kappa_{1,j}(\Theta H w)^H \Theta H w + \kappa_{2,j} w^H w} \right), \quad \forall k, j,
\]

where \( \kappa_{1,j} = \alpha_1 \mu_{r,j}^2 / \sigma_j^2 \) and \( \kappa_{2,j} = \alpha_d \mu_{d,j}^2 / \sigma_j^2 \).

Based on Theorem 1, the SOP constraint (6b) can be expressed as

\[
D_{k,j} \geq \log_2 \left( 1 + (\kappa_{1,j}(\Theta H w)^H \Theta H w + \kappa_{2,j} w^H w) \ln \varepsilon_k^{-1} \right), \quad \forall k, j.
\]

By virtue of (8), \( P_0 \) can be equivalently transformed into

\[
\mathcal{P}1: \quad \max_{w, \Theta, \{D_{k,j}\}} \min_{1 \leq k \leq K, 1 \leq j \leq J} \left[ \log_2 \left( 1 + \frac{|(\sqrt{\alpha_{r,k}} h_{r,k}^H \Theta H + \sqrt{\alpha_{d,k}} h_{d,k}^H H) w|^2 / \sigma_k^2}{\kappa_{1,j}(\Theta H w)^H \Theta H w + \kappa_{2,j} w^H w} \right) - D_{k,j} \right] + \frac{1}{\eta} \text{Tr} (w w^H) + P_a + K P_c + M P_s,
\]

s.t. \( D_{k,j} \geq \log_2 \left( 1 + (\kappa_{1,j}(\Theta H w)^H \Theta H w + \kappa_{2,j} w^H w) \ln \varepsilon_k^{-1} \right), \quad \forall k, j, \quad |\Theta_{m,m}| = 1, \quad \forall m,
\]

\[
\text{Tr} (w w^H) \leq P_{\text{max}}.
\]

Notice that in (9a), decreasing \( D_{k,j} \) would lead to a larger value of the objective function. Hence, the optimal value of \( D_{k,j} \) is obtained when (9b) reaches equality and is expressed as

\[
D_{k,j}^* = \log_2 \left( 1 + (\kappa_{1,j}(\Theta H w)^H \Theta H w + \kappa_{2,j} w^H w) \ln \varepsilon_k^{-1} \right), \quad \forall k, j.
\]

Putting \( D_{k,j}^* \) into the objective function of \( \mathcal{P}1 \), we have

\[
\min_{1 \leq k \leq K, 1 \leq j \leq J} \left[ \log_2 \left( 1 + \frac{|(\sqrt{\alpha_{r,k}} h_{r,k}^H \Theta H + \sqrt{\alpha_{d,k}} h_{d,k}^H H) w|^2 / \sigma_k^2}{1 + (\kappa_{1,j}(\Theta H w)^H \Theta H w + \kappa_{2,j} w^H w) \ln \varepsilon_k^{-1}} \right) \right] + \frac{1}{\eta} \text{Tr} (w w^H) + P_a + K P_c + M P_s
\]

It is observed that the denominator of (11) does not depend on \( k \) and \( j \). As a result, (11) is equivalent to

\[
\min_{1 \leq k \leq K, 1 \leq j \leq J} \left\{ \log_2 \left( 1 + \frac{|(\sqrt{\alpha_{r,k}} h_{r,k}^H \Theta H + \sqrt{\alpha_{d,k}} h_{d,k}^H H) w|^2 / \sigma_k^2}{1 + (\kappa_{1,j}(\Theta H w)^H \Theta H w + \kappa_{2,j} w^H w) \ln \varepsilon_k^{-1}} \right) \right\} + \frac{1}{\eta} \text{Tr} (w w^H) + P_a + K P_c + M P_s
\]

Hence, \( \mathcal{P}1 \) is equivalently transformed into

\[
\mathcal{P}2: \quad \max_{w, \Theta} \min_{1 \leq k \leq K, 1 \leq j \leq J} \left\{ \log_2 \left( 1 + \frac{|(\sqrt{\alpha_{r,k}} h_{r,k}^H \Theta H + \sqrt{\alpha_{d,k}} h_{d,k}^H H) w|^2 / \sigma_k^2}{1 + (\kappa_{1,j}(\Theta H w)^H \Theta H w + \kappa_{2,j} w^H w) \ln \varepsilon_k^{-1}} \right) \right\} + \frac{1}{\eta} \text{Tr} (w w^H) + P_a + K P_c + M P_s
\]

s.t. \( |\Theta_{m,m}| = 1, \quad \forall m, \quad \text{Tr} (w w^H) \leq P_{\text{max}}. \)
Notice that the inner objective function of $\mathcal{P}_2$ only depends on one $k$ or $j$, and $\{k_{1,j}, k_{2,j}\}_{j=1}^J$ are independent of $\{\mathbf{w}, \Theta\}$. Furthermore, parameters $\{\alpha_{r,k}, \alpha_{d,k}, \sigma_k, \varepsilon_k\}_{k=1}^K$ are independent of $\{\mathbf{w}, \Theta\}$. Therefore, the operations of maximization and minimization in $\mathcal{P}_2$ can be interchanged, and we can solve $\mathcal{P}_2$ by separately solving $KJ$ independent maximization problems and selecting the minimum value. Here, the subproblem of user $k$ with respect to Eve $j$ is expressed as

$$\mathcal{P}_{2[k,j]} : \max_{\mathbf{w}, \Theta} \left[ \log_2 \left( \frac{1 + (\sqrt{\alpha_{r,k} h_{r,k}^H \Theta H + \sqrt{\alpha_{d,k} h_{d,k}^H \Theta H}}) \mathbf{w}^H/\sigma_k^2) \varepsilon_k^{-1} + (\kappa_{1,j} (\Theta H \mathbf{w})^H \Theta H + \kappa_{2,j} \mathbf{w}^H \mathbf{w}) \ln \varepsilon_k^{-1}}{1/\eta \text{Tr} (\mathbf{w} \mathbf{w}^H) + P_a + K P_c + M P_s} \right]^- \right],$$

(14a)

subject to

$$|\Theta_{m,m}| = 1, \quad \forall m,$$

(14b)

$$\text{Tr} (\mathbf{w} \mathbf{w}^H) \leq P_{\text{max}}.$$  

(14c)

Compared to the spectral efficiency maximization problem [23]–[25], the objective of EE maximization problem (14a) is defined as the ratio of the spectral efficiency to the total power consumption. Since the spectral efficiency maximization is already a non-concave problem, the EE maximization brings extra non-concave fractional form into the maximization problem, leading to a more challenging class of fractional programming.

In general, if the numerator of the fraction is concave and the denominator is convex (known as concave-convex form), one can employ the quadratic transform [26] to convert the concave-convex fractional program into a sequence of concave subproblems. More specifically, consider a nonnegative concave function $X(\mathbf{w})$, a positive convex function $Y(\mathbf{w})$ and a maximization problem $\max_{\mathbf{w}} \frac{X(\mathbf{w})}{Y(\mathbf{w})}$. Applying quadratic transform leads to a sequence of iterative subproblems, with the $l^{th}$ subproblem expressed as

$$\max_{\mathbf{w}} \sqrt{X(\mathbf{w})} - (z^{(l)})^2 Y(\mathbf{w}),$$

(15)

where $z^{(l)} = \frac{X(\mathbf{w}(l-1))}{Y(\mathbf{w}(l-1))}$ with $\mathbf{w}(l-1)$ being the optimal solution of (15) at the $(l-1)^{th}$ iteration. Since (15) is a strongly concave problem, it can be readily solved by numerical convex tools, such as CVX.

Notice that the denominator of the objective function of $\mathcal{P}_{2[k,j]}$ is convex. So the challenge of solving $\mathcal{P}_{2[k,j]}$ comes from the non-concavity of the numerator in (14a). A general framework for concavifying the non-concave term is the successive concave approximation (SCA). However, depending on the specific non-concave functions, different procedures are needed, and not all procedures can be easily executed. In this work, two procedures are adopted to handle two different forms of non-concave functions:
• If $X(w)$ can be equivalently rewritten as $X(w) = X_1(w) - X_2(w)$, where both $X_1(w)$ and $X_2(w)$ are concave functions, the concave-convex procedure (CCP) [13] can be employed to concavify $X(w)$ at a feasible point $w^{(t)}$ as

$$\hat{X}(w; w^{(t)}) = X_1(w) - (X_2(w^{(t)}) + \nabla_w X_2(w^{(t)})^H (w - w^{(t)})).$$

(16)

• If either $X_1(w)$ or $X_2(w)$ is nonconcave, the CCP is not applicable and we need to construct a surrogate function to lower bound $X(w)$. To be specific, the path-following procedure (PFP) [16] is adopted to concavify $X_1(w)$ as $\hat{X}_1^{(t)}(w)$ and convexify $X_2(w)$ as $\hat{X}_2^{(t)}(w)$, giving a lower bound of $X(w)$ as:

$$X(w) \geq \hat{X}_1^{(t)}(w) - \hat{X}_2^{(t)}(w),$$

(17)

where the equality holds at $w = w^{(t)}$.

**B. Conventional Method to Solve $\mathcal{P}_2[k,j]$**

Noticing that the constraints in $\mathcal{P}_2[k,j]$ are decoupled when either $w$ or $\Theta$ is fixed, $w$ and $\Theta$ can be updated under the alternating maximization (AM) framework. When $\Theta$ is fixed, the subproblem of $\mathcal{P}_2[k,j]$ for updating $w$ is

$$\mathcal{D}_1 : \max_w \frac{[f(w)]^+}{\frac{1}{\eta} \text{Tr}(ww^H) + P_a + KP_c + MP_s}, \quad \text{s.t.} \quad \text{Tr}(ww^H) \leq P_{\text{max}},$$

(18)

where $f(w)$ is given by

$$f(w) = \log_2 \left( \frac{1 + (\sqrt{\alpha_1 \alpha_{r,k}} h_{r,k}^H \Theta H + \sqrt{\alpha_{d,k}} h_{d,k}^H) w |\sigma_k^2 \right) \frac{1}{\log_2 (1 + (\kappa_{1,j} \text{Tr}(\Theta H w) \text{Tr}(\Theta H) + \kappa_{2,j} \text{Tr}(w) \ln \epsilon_k^{-1})).$$

(19)

Our aim is to transform $[f(w)]^+$ into a concave form. In particular, by introducing an auxiliary variable $W = ww^H \in \mathbb{C}^{N \times N}$ with an additional rank constraint $\text{rank}(W) = 1$, $f(w)$ can be rewritten as

$$F(W) = \log_2 \left( 1 + (\sqrt{\alpha_1 \alpha_{r,k}} h_{r,k}^H \Theta H + \sqrt{\alpha_{d,k}} h_{d,k}^H) W (\sqrt{\alpha_1 \alpha_{r,k}} h_{r,k}^H \Theta H + \sqrt{\alpha_{d,k}} h_{d,k}^H) |\sigma_k^2 \right)$$

(20)

$$- \log_2 \left( 1 + (\kappa_{1,j} \text{Tr}(\Theta H W (\Theta H)^H) + \kappa_{2,j} \text{Tr}(W)) \ln \epsilon_k^{-1} \right).$$

(20)
which is a difference of two concave functions. Based on CCP method (16), $F(W)$ can be locally concavified at a feasible point $W^{(n)}$:

$$
\hat{F}(W; W^{(n)}) = F_1(W) - F_2(W^{(n)})
\quad - \frac{(\kappa_1 W - \kappa_2 W^{(n)}) \ln \varepsilon^{-1}}{1 + (\kappa_1 W^{(n)}(\kappa_2 W^{(n)}) \ln \varepsilon^{-1}) ln 2}.
$$

With the help of $W$ and $\hat{F}(W; W^{(n)})$, $\mathcal{D}1$ can be iteratively replaced by a sequence of subproblems with the $(n + 1)^{th}$ subproblem being

$$\max_{W \succeq 0} \frac{[\hat{F}(W; W^{(n)})]^+}{\eta \text{Tr}(W) + P_a + KP_c + MP_s}, \quad \text{s.t. } \text{Tr}(W) \leq P_{\text{max}}, \text{ rank}(W) = 1.$$

Since $\hat{F}(W; W^{(n)})$ is concave on $W$ and pointwise maximum operation preserves concavity [27], $[\hat{F}(W; W^{(n)})]^+$ is a concave function, leading to a concave-convex form of objective function in (22). Accordingly, for a fixed $n$, the quadratic transform method [26] can be further applied to convert (22) into a sequence of subproblems, with the $l^{th}$ subproblem expressed as

$$\max_{W \succeq 0} 2y^{(l)} \sqrt{[\hat{F}(W; W^{(n)})]^+} - (y^{(l)})^2 \left( \frac{\text{Tr}(W)}{\eta} + P_a + KP_c + MP_s \right),$$

s.t. $\text{Tr}(W) \leq P_{\text{max}}, \text{ rank}(W) = 1,$

where $y^{(l)}$ is defined in Algorithm 1. To handle the non-convex rank constraint, (23) can be relaxed by dropping the rank constraint, and the relaxed problem is given by

$$\max_{W \succeq 0} 2y^{(l)} \sqrt{[\hat{F}(W; W^{(n)})]^+} - (y^{(l)})^2 \left( \frac{\text{Tr}(W)}{\eta} + P_a + KP_c + MP_s \right), \quad \text{s.t. } \text{Tr}(W) \leq P_{\text{max}},$$

which is a semidefinite programming and directly solved via the interior-point method with the complexity order of $O(N^3)$ [28]. The property of the solution to (24) is revealed by the following theorem, and the proof is delegated to Appendix B.

Theorem 2. The optimal solution of (24) is always rank-one.
Algorithm 1 Conventional method for solving $D1$

1: Initialize $W^{(0)}$ and set $n := 0$.

2: repeat
3: Initialize $y^{(0)}$ and set $l := 0$.
4: repeat
5: Solve problem (24) with interior-point method and output solution $W^\diamond$.
6: Set $l := l + 1$, and compute $y^{(l)} = (\hat{F}(W^\diamond, W^{(n)}) + P_n + KP_c + MP_s)/\eta \text{Tr}(W^\diamond) + P_a + KP_c + MP_s$.
7: until Stopping criterion is satisfied.
8: Update $W^{(n+1)} = W^\diamond$ and iteration $n := n + 1$.
9: until Stopping criterion is satisfied.

On the other hand, when beamforming vector $w$ is fixed, the subproblem of $P_{2[k,j]}$ for updating $\Theta$ becomes

$$Q1 : \max_{\Theta} \log_2 \left( 1 + \frac{|(\sqrt{\alpha_1}r_k h_{r,k}^H \Theta H + \sqrt{\alpha_d}h_{d,k}^H w|^{2}/\sigma_k^2}{1 + (\kappa_1,j)(\Theta H w)^H \Theta H w + \kappa_2,j w^H w) \ln \varepsilon_k^{-1}} \right), \text{ s.t. } |\Theta_{m,m}| = 1, \forall m,$$  
(25)

where $[\cdot]^+$ is removed since the objective function value of $P_{2[k,j]}$ must be non-negative at optimality. Denoting $A_k = \left[ \sqrt{\alpha_1}r_k \text{diag}(h_{r,k}^H) \right] \in \mathbb{C}^{(M+1) \times N}$, $\hat{H} = [H 0]^T \in \mathbb{C}^{(M+1) \times N}$, and noticing that $\Theta = \text{diag}\{e\}$, we have the following equalities

$$|\left(\sqrt{\alpha_1}r_k h_{r,k}^H \Theta H + \sqrt{\alpha_d}h_{d,k}^H w\right)|^2 = \text{Tr}(A_kww^H A_k^H Q),$$  
(26)

$$\left(\Theta H w\right)^H \Theta H w = \text{Tr}(\hat{H}ww^H \hat{H}^H Q),$$  
(27)

where $Q = [e^T, 1]^T[e^T, 1]$. Putting (26) and (27) into $Q1$, $Q1$ can be equivalently transformed into

$$\max_{Q \succeq 0} \frac{1 + \text{Tr}(A_kww^H A_k^H Q)/\sigma_k^2}{1 + (\kappa_1,j)\text{Tr}(\hat{H}ww^H \hat{H}^H Q) + \kappa_2,j w^H w) \ln \varepsilon_k^{-1}} \text{ s.t. } \text{Tr}(E_m Q) = 1, \forall m, \text{ rank}(Q) = 1,$$  
(28a)

where $E_m$ is a matrix with the $(m, m)^{th}$ element being 1 and 0 in other positions such that (28b) is equivalent to constraint $|\Theta_{m,m}| = 1, \forall m$. Notice that (28) complies with concave-convex form

$^1\log_2$ is removed since logarithm function does not affect the optimization.
such that the quadratic transformation (15) can be employed to solve this problem with the $l^{th}$ subproblem expressed as

$$
\max_{Q \succeq 0} 2^{\tau(0)} \sqrt{1 + \text{Tr}(A_k w w^H A_k^H Q)/\sigma_k^2} - (\tau(0))^2 \left(1 + (\kappa_{1,j} \text{Tr}(\hat{H} w w^H \hat{H}^H Q) + \kappa_{2,j} w^H w) \ln \varepsilon_k^{-1}\right),
$$

(29a)

s.t. $\text{Tr}(E_m Q) = 1, \forall m$, rank$(Q) = 1$,

(29b)

where $\tau(0)$ is defined in Algorithm 2. Subproblem (29) can be directly solved by employing SDR, and Gaussian randomization method is further used to guarantee a feasible solution [14].

The entire procedure for solving $Q_1$ is summarized in Algorithm 2 with iterations over $l$. Since $Q_1$ is equivalent to (28) and (28) is iteratively replaced by quadratic transformation without performance loss, the obtained solution to (29) is a feasible solution to $Q_1$. Notice that (29) has $M$ semidefinite programming constraints, and each involves an $M \times M$ positive semidefinite matrix. Therefore, the computational complexity order of (29) is $O(\sqrt{M}(2M^4 + M^3))$ [28, Theorem 3.12].

---

**Algorithm 2** Conventional method for solving $Q_1$

1: Initialize feasible values of $Q$, $\tau^{(0)}$ and set $l := 0$.

2: repeat

3: Solve problem (29) with SDR method and output solution $Q^\circ$.

4: Update iteration $l := l + 1$ and $\tau(0) = \sqrt{1 + \text{Tr}(A_k w w^H A_k^H Q^\circ)/\sigma_k^2} / [1 + (\kappa_{1,j} \text{Tr}(\hat{H} w w^H \hat{H}^H Q^\circ) + \kappa_{2,j} w^H w) \ln \varepsilon_k^{-1}]$.

5: until Stopping criterion is satisfied.

To sum up, with the feasible initial points of $W$ and $Q$, $P_2^{[k,j]}$ can be solved through iteratively executing Algorithms 1 and 2. However, since the interior-point method is involved in Algorithms 1 and 2, the computational complexity for solving $P_2^{[k,j]}$ is very high when the number of antennas $N$ or the reflecting elements $M$ is large.

---

**IV. LARGE-SCALE OPTIMIZATION ALGORITHM**

To overcome the high complexity challenge brought by Algorithms 1 and 2 when $N$ or $M$ is large, accelerated first-order algorithms are proposed in this section to significantly reduce the time complexity. In particular, we propose an accelerated projected-gradient (PG) algorithm with a PFP for solving $D_1$. Besides, an accelerated Riemannian manifold optimization algorithm is
A. Accelerated PG Algorithm for Solving D1

Although \( f(w) \) in (19) can be concavified via (21) based on CCP of (16), the introduced auxiliary variable \( W \) together with the rank constraint bring extra computational complexity. To maintain the optimization variable as \( w \), we employ the PFP of (17) to derive a lower bound of \( f(w) \) as shown in the following property.

**Lemma 1.** Denote \( \hat{h} = \sqrt{\alpha_{1}\alpha_{r,k}}h_{r,k}^{H}\Theta H + \sqrt{\alpha_{d,k}}h_{d,k}^{H} \). Given any fixed \( w^{(t)} \), we have: \( f(w) \geq R_{1}^{(t)}(w) - R_{2}^{(t)}(w) \) with the equality when \( w = w^{(t)} \), where \( R_{1}^{(t)}(w) \) and \( R_{2}^{(t)}(w) \) are

\[
R_{1}^{(t)}(w) = \log_{2} \left( 1 + \frac{|h\hat{w}|^{2}}{\sigma_{k}^{2}} \right) + \frac{2\Re\{\hat{h}(\hat{h})^{H}\hat{h}w\}}{\sigma_{k}^{2} \ln 2} - \frac{(\sigma_{k}^{2} + |h\hat{w}|^{2})|\hat{h}w|^{2}}{(\sigma_{k}^{2} + |\hat{h}w|^{2})\sigma_{k}^{2} \ln 2} - \frac{|\hat{h}w|^{2}}{\sigma_{k}^{2} \ln 2},
\]

\[
R_{2}^{(t)}(w) = \log_{2} \left( 1 + (\kappa_{1,j}\|\Theta Hw^{(t)}\|^{2} + \kappa_{2,j}\|w^{(t)}\|^{2}) \ln \varepsilon_{k}^{-1} \right)
+ \frac{(\kappa_{1,j}\|\Theta Hw^{(t)}\|^{2} - \|\Theta Hw^{(t)}\|^{2}) + \kappa_{2,j}(\|w\|^{2} - \|w^{(t)}\|^{2})) \ln \varepsilon_{k}^{-1}}{(1 + (\kappa_{1,j}\|\Theta Hw^{(t)}\|^{2} + \kappa_{2,j}\|w^{(t)}\|^{2}) \ln \varepsilon_{k}^{-1}) \ln 2}.
\]

**Proof.** Please see Appendix [C].

Since \( R_{1}^{(t)}(w) \) is a concave function and \( R_{2}^{(t)}(w) \) is a convex function, the lower bound \( R_{1}^{(t)}(w) - R_{2}^{(t)}(w) \) is a concave function. With the sequence of concave functions \( \{R_{1}^{(t)}(w) - R_{2}^{(t)}(w)\}_{t \in \mathbb{N}} \), D1 can be iteratively replaced by a sequence of subproblems with the \( t^{th} \) subproblem given by

\[
w^{(t+1)} = \arg \max_{w} \left[ \frac{R_{1}^{(t)}(w) - R_{2}^{(t)}(w)}{\frac{1}{\eta} \text{Tr} (ww^{H}) + P_{a} + KP_{c} + MP_{s}} \right]^{+}, \quad \text{s.t.} \quad \text{Tr} (ww^{H}) \leq P_{\text{max}}.
\]

(32)

Since the objective function value of (32) must be non-negative at optimality, \([\cdot]^{+}\) in the numerator can be dropped. Recognizing the concave-convex form of (32), quadratic transformation (15) can be applied to (32) with the \( t^{th} \) subproblem written as

\[
\max_{w} \ 2\gamma^{(t)} \sqrt{R_{1}^{(t)}(w) - R_{2}^{(t)}(w) - (\gamma^{(t)})^{2} \left( \frac{1}{\eta} \text{Tr} (ww^{H}) + P_{a} + KP_{c} + MP_{s} \right)}
\]

\[
\Delta \Phi^{(t)}(w), \quad \text{s.t.} \quad \text{Tr} (ww^{H}) \leq P_{\text{max}},
\]

(33a) (33b)

where \( \gamma^{(t)} \) is defined in Algorithm [3].
To solve (33), the PG method with a warm-start initialization $x^{(0)} := w^{(0)}$ can be employed. In the $i^{th}$ iteration, the update of $x$ at the gradient descent step is given by

$$x^{(i + \frac{1}{2})} = x^{(i)} + Z^{(i)} \nabla_w \Phi^{(i)}|_{w=x^{(i)}},$$

where $Z^{(i)}$ is a variable step-size chosen by Armijo condition to guarantee convergence [29], and the gradient of $\Phi^{(i)}(w)$ is given by

$$\nabla_w \Phi^{(i)} = 2\gamma^{(i)} \left( \frac{(hw^{(i)})^H f^H}{\sigma_k^2} - \frac{(hw^{(i)})^H |hw^{(i)}|^2}{(\sigma_k^2 + |hw^{(i)}|^2)\sigma_k^2} \right) - \frac{(k_{1,j}(\Theta H)^H (\Theta H w) + k_{2,j} w) \ln \varepsilon^{-1}}{1 + (k_{1,j} \|\Theta H w^{(i)}\|^2 + k_{2,j} \|w^{(i)}\|^2) \ln \varepsilon^{-1}} \frac{\gamma^{(i)}^2}{\eta} \mathbf{w} \right),$$

$$\sqrt{R_1^{(i)}(w) - R_2^{(i)}(w)}.$$

On the other hand, to project $x^{(i + \frac{1}{2})}$ onto the feasible set of (33), we have an equivalent optimization problem expressed as

$$x^{(i+1)} = \arg \min_{x \in P_x} \|x - x^{(i + \frac{1}{2})}\|^2,$$

where $P_x = \{x | \|x\|^2 \leq P_{\text{max}}\}$ is a convex set. Since (36) is a strongly convex problem, a closed-form solution can be derived based on Karush-Kuhn-Tucker (KKT) condition and is given by the following property, which is proved in Appendix D.

**Lemma 2.** The optimal solution to (36) is given by $x^{(i+1)} = \min \left\{ x^{(i + \frac{1}{2})}, \frac{\sqrt{P_{\text{max}} x^{(i + \frac{1}{2})}}}{\|x^{(i + \frac{1}{2})}\|} \right\}$.

Iteratively executing (34) and Lemma 2 results in the standard projected gradient. But since (33) is a smooth concave optimization problem, the momentum technique [30] can be used to accelerate the PG method. In particular, $x^{(i)}$ in (34) can be augmented by a momentum term, giving an accelerated PG method [30]:

$$x^{(i+1)} = \min \left\{ f^{(i)} + Z^{(i)} \nabla_w \Phi^{(i)}|_{w=f^{(i)}}, \frac{\sqrt{P_{\text{max}} (f^{(i)} + Z^{(i)} \nabla_w \Phi^{(i)}|_{w=f^{(i)}})}}{\|f^{(i)} + Z^{(i)} \nabla_w \Phi^{(i)}|_{w=f^{(i)}}\|} \right\},$$

where $f^{(i)}$ is given by

$$f^{(i)} = x^{(i)} + \frac{a^{(i-1)} - 1}{a^{(i)}} (x^{(i)} - x^{(i-1)}),$$

with a monotonically increasing sequence $\{a^{(i)}\}$ to adjust the momentum $x^{(i)} - x^{(i-1)}$. To achieve a fast convergence rate, $a^{(i)}$ is updated by [30]

$$a^{(0)} = 1, \quad a^{(i)} = \frac{1 + \sqrt{1 + 4(a^{(i-1)})^2}}{2}. $$

(39)
By updating $x$ based on (37)-(39), the global optimal solution $w^*$ to problem (33) can be obtained. Compared to the simple gradient descent, the proposed accelerated PG achieves a convergence rate of $O(1/i^2)$ [30], and the differences are compared in Fig. 2. This $O(1/i^2)$ iteration complexity in fact touches the lower bound for any gradient based algorithm [31], which indicates that the proposed algorithm is theoretically one of the fastest algorithms for this problem.

The entire procedure for solving $D_1$ is summarized in Algorithm 3, where PFP is applied over $t$ and the quadratic transformation is applied over $l$ for the outer iterations, and each subproblem (33) is solved with accelerated PG method over $i$ for the inner iterations, where the convergence property is revealed by Theorem 3, which is proved in Appendix E.

**Theorem 3.** Starting from a feasible point of $w$, the sequence of solutions generated from Algorithm 3 converges to a local optimal point of $D_1$.

### B. Accelerated Riemannian Manifold Algorithm for Solving $Q_1$

To reduce the complexity in solving $Q_1$, we notice that $e = [e^{iθ_1}, \ldots, e^{iθ_M}]^H$ is the diagonal elements of $Θ$, and $Q_1$ can be equivalently rewritten as

$$Q_2: \max_v \log_2 \left( \frac{1 + |v^H A_k w|^2/\sigma_k^2}{1 + (\kappa_{1,j}|w^H H^H v|^2 + \kappa_{2,j}||w||^2) \ln \varepsilon_k^-} \right), \text{ s.t. } [vv^H]_{m,m} = 1, \forall m, \quad (40)$$
Algorithm 3 PFP-based accelerated PG method for solving $D1$

1: Initialize $w^{(0)}$ and set $t := 0$.
2: repeat
3: \hspace{1em} Initialize $\gamma^{(0)}$ and set $l := 0$.
4: \hspace{1em} repeat
5: \hspace{2em} Initialize $x^{(0)} = \mathbf{w}^{(t)}$ and set $i := 0$.
6: \hspace{2em} repeat
7: \hspace{3em} Update $x$ based on (37)-(39) and iteration $i := i + 1$.
8: \hspace{2em} until Stopping criterion is satisfied.
9: \hspace{1em} Output the converged point $x^\diamond$.
10: \hspace{1em} Update iteration $l := l + 1$ and $\gamma^{(l)} = \frac{\sqrt{R_t^1(x^\diamond) - R_t^2(x^\diamond)}}{\frac{1}{2} \text{Tr}(x^\diamond(x^\diamond)^H) + P_x + K P_x + M P_x}$.
11: \hspace{1em} until Stopping criterion is satisfied.
12: \hspace{1em} Update $w^{(t+1)} = x^\diamond$ and iteration $t := t + 1$.
13: until Stopping criterion is satisfied.

where $v = [e^T, 1]^T$. Since the constraint set of $Q2$ forms an oblique manifold \cite{17}, the standard Riemannian conjugate gradient (CG) can be applied to solve $Q2$ via alternatively computing Riemannian gradient, finding conjugate direction, and performing retraction mapping, as has been done in \cite{32}-\cite{34}.

However, notice that the feasible set of $Q2$ is a geodesically convex set \cite{35}, an accelerated Riemannian manifold algorithm \cite{36} can be exploited to further reduce the computation time of the Riemannian CG method. But since the accelerated Riemannian manifold method requires a concave objective function, we need to transform $Q2$ into a sequence of geodesically concave subproblems with the $t^{th}$ subproblem given by

$$v^{(t+1)} = \arg\max_v \hat{\Upsilon}^{(t)}(v), \quad \text{s.t. } [vv^H]_{m,m} = 1, \forall m,$$

where $\{\hat{\Upsilon}^{(t)}(v)\}_{t \in \mathbb{N}}$ is a sequence of concave lower bound functions of $\Upsilon(v)$ obtained by the PFP of \cite{17}, and its explicit expression is shown in (72) of Appendix F. For a given $t$, (41) can be solved by manifold optimization method with a warm-start initialization $z^{(0)} := v^{(t)}$. In particular, at the $t^{th}$ round update, we compute $r^{(t)} \text{grad} \hat{\Upsilon}^{(t)}(z^{(t)})$, where $r^{(t)}$ is a step-size satisfying Armijo condition \cite{29}, and $\text{grad} \hat{\Upsilon}^{(t)}(z^{(t)})$ is the Riemannian gradient \cite{17}:

$$\text{grad} \hat{\Upsilon}^{(t)}(z^{(t)}) = \nabla \hat{\Upsilon}^{(t)}(v)|_{v = z^{(t)}} - \Re \{\nabla \hat{\Upsilon}^{(t)}(v)|_{v = z^{(t)}} \circ ((z^{(t)})^H)^T \} \circ z^{(t)},$$
with $\nabla \hat{\Upsilon}^{(t)}(v)$ being the Euclidean gradient
\[
\nabla \hat{\Upsilon}^{(t)}(v) = \frac{2((v^{(t)})^T A_k w)^T A_k w}{\sigma_k^2 \ln 2} - \frac{2(v^T A_k w)^T A_k w |(v^{(t)})^T A_k w|^2}{(\sigma_k^2 + |(v^{(t)})^T A_k w|^2) \sigma_k^2 \ln 2} - \frac{2 \kappa_{1,j} (w^T H^T v)^T H w \ln \epsilon_k^{-1}}{(1 + (\kappa_{1,j} w^T H^T v)^2 + \kappa_{2,j} ||w||^2) \ln \epsilon_k^{-1} \ln 2}.
\]

Then, the exponential mapping is employed to guarantee the updated point $z^{(l+1)}$ stays in the oblique manifold \[17\] eq. 4.31:
\[
z^{(l+1)} := \exp_{z^{(l)}} \left( r^{(l)} \text{grad} \hat{\Upsilon}^{(t)}(z^{(l)}) \right),
\]
where $\exp_{z^{(l)}}(c^{(l)})$ is defined as $\exp_{z^{(l)}}(c^{(l)}) = z^{(l)} \cos(\|c^{(l)}\|) + \frac{c^{(l)}}{\|c^{(l)}\|} \sin(\|c^{(l)}\|)$.

Iteratively executing (42) and (44) results in the standard manifold optimization. However, since (41) is strongly geodesically concave and the inverse of $\exp_{z^{(l)}}(c^{(l)})$ is well-defined, momentum can be employed to speed up the convergence \[36\]. In particular, by introducing an additional variable $d^{(l)}$ on the manifold, an interpolated point $q^{(l)}$ is computed as
\[
q^{(l)} = \exp_{z^{(l)}} \left( \frac{\left( \sqrt{\beta^2 + 4(1 + \beta) u_g S} - \beta \right) \exp_{z^{(l)}}^{-1}(d^{(l)})}{2 + \sqrt{\beta^2 + 4(1 + \beta) u_g S} + \beta} \right),
\]
where $\exp_{z^{(l)}}^{-1}(d^{(l)})$ is the inverse of the exponential map and defined as \[37\]
\[
\exp_{z^{(l)}}^{-1}(d^{(l)}) = \frac{\cos^{-1}((z^{(l)})^T d^{(l)})}{\sqrt{1 - ((z^{(l)})^T d^{(l)})^2}} (I - z^{(l)}(z^{(l)})^T) d^{(l)},
\]
which projects $d^{(l)}$ from the manifold onto the tangent space. In (45), $S$ is a step-size satisfying $S < 1/L_g$ with Lipschitz gradient constant $L_g$, $\beta > 0$ is the shrinkage parameter, and $u_g$ is a strong concavity constant for $\hat{\Upsilon}^{(t)}(v)$ that can be easily obtained based on \[38\] Definition 2].

From $q^{(l)}$ in (45), the updated points $d^{(l+1)}$ and $z^{(l+1)}$ on the manifold are calculated as \[36\]
\[
d^{(l+1)} = \exp_{q^{(l)}} \left( \frac{u_g (2 - \sqrt{\beta^2 + 4(1 + \beta) u_g S} + \beta) \exp_{q^{(l)}}^{-1}(d^{(l)})}{2u_g(1 + \beta)} - \frac{(\sqrt{\beta^2 + 4(1 + \beta) u_g S} + \beta) \text{grad} \hat{\Upsilon}^{(t)}(q^{(l)})}{2u_g(1 + \beta)} \right),
\]
\[
z^{(l+1)} = \exp_{q^{(l)}} \left( -S \text{grad} \hat{\Upsilon}^{(t)}(q^{(l)}) \right).
\]

It is now clear that $d^{(l)}$ represents the momentum, which affects the momentum at the $(l+1)^{th}$ iteration via (47), and the optimization variable $z^{(l+1)}$ via (48) together with (45).

To sum up, the entire procedure for solving $Q2$ is summarized in Algorithm 4 where PFP is applied over $t$ for the outer iterations, and each subproblem \[41\] is solved with accelerated
Riemannian manifold over $l$ for the inner iterations. The convergence property is revealed by Theorem 4, which is proved in Appendix G.

**Theorem 4.** Starting from a feasible point of $v$, the sequence of solutions generated from Algorithm 4 converges to a stationary point of $Q2$.

**Algorithm 4** Accelerated manifold optimization for solving $Q2$

1. Initialize $v^{(0)}$, $S < 1/L_g$, $\beta > 0$ and set $t := 0$.
2. repeat
3. Initialize $z^{(0)} = v^{(t)}$, $d^{(0)} = z^{(0)}$, and set $l := 0$.
4. repeat
5. Update $z$ based on (45)-(48) and iteration $l := l + 1$.
6. until Stopping criterion is satisfied.
7. Update $v^{(t+1)} = z^*$ with the converged point $z^*$ and iteration $t := t + 1$.
8. until Stopping criterion is satisfied.

The framework of the accelerated manifold is shown in Fig. 3. Compared to standard Riemannian manifold optimization (only involves computing Riemannian gradient and performing exponential mapping in Fig. 3), which has a convergence rate $O\left(\frac{L_g}{u_g \log(1/\varphi)}\right)$, the proposed accelerated version achieves a faster convergence rate of $O\left(\sqrt{\frac{L_g}{u_g \log(1/\varphi)}}\right)$ per iteration, where $\varphi$ is the target solution accuracy [36].

**C. Overall Algorithm for Solving $P2$**

With the alternative update of $w$ and $\Theta$ given by Algorithms 3 and 4 respectively, problem $P2^{[k,j]}$ can be efficiently solved under the AM framework, and the convergence property is
revealed by the following theorem, which is proved in Appendix [H].

**Theorem 5.** Starting from a feasible solution of problem $\mathcal{P}^2_{[k,j]}$, the sequence of solutions generated by alternatively executing Algorithms 3 and 4 converges to a stationary point of problem $\mathcal{P}^2_{[k,j]}$.

Noticing that $\mathcal{P}^2$ consists of $KJ$ parallel subproblems in the form of $\mathcal{P}^2_{[k,j]}$, the overall algorithm for solving $\mathcal{P}^2$ can be implemented in a parallel manner and is summarized in Algorithm 5, where the multi-core computing architecture can be leveraged for speeding up the computation.

**Algorithm 5** Overall algorithm for solving $\mathcal{P}^2$

1: Solve $\mathcal{P}^2_{[k,j]}$ in a parallel manner for all $k, j$ by alternatively executing Algorithms 3 and 4.

2: Compute the optimized objective function value of (14a) for all $k, j$.

3: Select the minimum among $KJ$ objective function values of $\mathcal{P}^2_{[k,j]}$.

For the computational complexity of Algorithm 5, it is dominated by the AM iteration in step 1. To be specific, Algorithm 3 consists of the inner iterations over $i$, and the outer iterations over $l$ and $t$. Notice that the iteration with respect to $i$ is based on the accelerated PG method (i.e., step 7 in Algorithm 3), which only involves first-order differentiation. Therefore, it has $O(N/\varrho)$ complexity order with an accuracy of $\varrho$ [39]. Together with the outer iterations, the complexity order of Algorithm 3 is $O(M_3N/\varrho)$, where $M_3$ is the outer iteration number for Algorithm 3 to converge. On the other hand, Algorithm 4 includes the inner iteration over $l$ and the outer iteration over $t$. The inner iteration is based on accelerated Riemannian manifold, which needs $O(M \log(1/\varphi))$ operations for each outer iteration. Combined with the outer iteration, the complexity order of Algorithm 4 is $O(M_4M \log(1/\varphi))$, where $M_4$ is the outer iteration number.

Based on the above discussion, the complexities order for different algorithms are summarized in Table 1, where $M_1$ and $M_2$ are the numbers of outer iterations for Algorithms 1 and 2 to converge, respectively. Compared with Algorithms 1 and 2, the complexity of accelerated first-order method is linear in $N$ or $M$. Hence, they are suitable for massive antennas and massive reflecting elements networks.

$^2M_i, i \in \{1, \ldots, 4\}$ are within the same order of magnitude.
TABLE I
SUMMARY OF COMPLEXITIES OF DIFFERENT ALGORITHMS

| Type of Methods          | Proposed Algorithms | Complexity Order                  |
|-------------------------|---------------------|-----------------------------------|
| conventional method     | Algorithm 1         | $O(M_1 N^3/\varrho)$             |
|                         | Algorithm 2         | $O(M_2 \sqrt{M(2M^4 + M^3)} \log(1/\varphi))$ |
| accelerated first-order method | Algorithm 3     | $O(M_3 N/\varrho)$              |
|                         | Algorithm 4         | $O(M_4 M \log(1/\varphi))$       |

V. SIMULATION RESULTS AND DISCUSSION

In this section, we evaluate the secure transmission performance of the proposed algorithm through simulations. All problem instances are simulated using MATLAB R2017a on a Windows x64 desktop with 3.2 GHz CPU and 16 GB RAM, and the simulation results are obtained via averaging over 500 simulation trials, with independent users’ and Eves’ locations, channels, and noise realizations in each trial. Unless otherwise specified, the simulation set-up is as follows and kept throughout this section. There are 5 users and 10 Eves in the whole system, The BS and RIS are located at (0 m, 0 m), (50 m, 0 m). All users are uniformly and randomly distributed in a circle centered at (50 m, 20 m) with radius 5 m. The distance from Eves to the RIS is randomly generated between 1 m and 10 m, and the path-loss exponent is set according to the 3GPP propagation environment [1]. As a result, the path-loss coefficients $\{\alpha_1, \alpha_{r,k}, \alpha_{d,k}, \alpha_{r,j}, \alpha_{d,j}\}$ can be respectively obtained based on the signal propagation model [40]. Once the large-scale fading parameters are generated, they are assumed to be known and fixed throughout the simulations. For small-scale fading, the channel coefficients are generated from identically distributed and circularly complex Gaussian random variables, which are chosen from $\mathcal{CN}(0, 1)$ [7]. The bandwidth is set to be 10 MHz and the noise power spectral density for users and Eves are $\sigma^2_k = \sigma^2_j = -96$ dBm/Hz. The power amplifier efficiency is $\eta = 0.311$. The circuit power at the BS and the user are $P_a = 39$ dBm and $P_c = 20$ dBm, respectively [18]. The static hardware-dissipated power at each reflecting element is $P_s = 10$ dBm [18]. Besides, it is assumed that the upper bound of SOP for all users are set to be equal, i.e., $\varepsilon_k = \varepsilon$. To avoid repeating figure descriptions, the settings for $(M, N, K, J, \varepsilon, P_{\text{max}})$ are provided in the caption of each figure.
A. Performance of the Proposed Algorithm

First, we demonstrate the convergence behaviour of Algorithms 3 and 4. Notice that Algorithm 3 consists of multiple layers of iterations. The stopping criterion for each layer depends on the relative change of the corresponding objective function (e.g., less than $10^{-4}$), and the convergence results for updating $w$ under fixed $\Theta$ are shown in Fig. 4(a). It is observed that Algorithm 3 achieves fast convergence under different values of $P_{\text{max}}$, which corroborates the results in Theorem 3. When fixing the number of reflecting elements $M$ and transmit antennas $N$, the objective function value of $D_1$ increases with $P_{\text{max}}$. On the other hand, the convergence of Algorithm 4 is shown in Fig. 4(b). It can be seen that the accelerated Riemannian manifold algorithm for solving $Q_2$ converges within 20 iterations under different values of $P_{\text{max}}$, which corroborates the results in Theorem 4. To verify the overall convergence of Algorithm 5 by alternatively executing Algorithms 3 and 4, Fig. 4(c) shows the objective function value of $P_{\text{22}}^{[k,j]}$ versus the AM iteration. It can be seen that the AM converges rapidly within 25 iterations under different values of $P_{\text{max}}$, which corroborates the convergence result of Theorem 5.

Next, to show the complexity advantage of the proposed Algorithm 5 for solving $P_2$, we compare it with the conventional method by alternatively executing Algorithms 1 and 2 to solve each subproblem of $P_2$. The convergence tolerance and maximum number of iterations for the conventional method are set to $10^{-4}$ and 50, respectively. As shown in Fig. 5(a) and Fig. 5(b), with the increase of transmit antennas at the BS and reflecting elements in the RIS, the proposed Algorithm 5 reduces the computation time by at least two orders of magnitude compared with the conventional method and the advantage becomes more prominent as the number of transmit antenna or reflecting element increases. Since the proposed accelerated first-order algorithms
Fig. 5. Performance comparison with the conventional method with $\varepsilon = 0.5$ and $P_{\text{max}} = 0$ dBm.

replace the steps in conventional method that uses the interior-point method, the number of layers of iterative processes does not increase but the computation time is significantly reduced. On the other hand, Fig. 5(c) and Fig. 5(d) show that the proposed Algorithm 5 achieves almost the same average secure EE as the conventional method.

Furthermore, with an increase of $J$, the average secure EE is degraded due to more Eves in the system as shown in Fig. 5(c). With the increase of $M$, the average secure EE is increasing under different values of $K$ as shown in Fig. 5(d). However, the average secure EE decreases when the number of users increases, since the overall performance is determined by the worse case user in network. Since the degrees of freedom increase with the increase of antennas or reflecting elements, the average secure EE is increasing in $N$ or $M$. Due to the computational
complexity advantage of the accelerated first-order algorithm, we only provide the solution to \( P_2 \) obtained via Algorithm 5 in the following discussion.

### B. Performance Comparison with Other RIS Schemes

First, we demonstrate the performance of RIS with discrete phase shifts, where the average secure EE versus transmit power under different numbers of allowable phase shifts \( L \) is shown in Fig. 6. For the discrete case, we simply take the optimized RIS phases from Algorithm 5 and then project them to the nearest allowable values. It is observed that with the increase of \( L \), the average secure EEs approach that of the continuous phase shift case due to a finer resolution of reflecting coefficients of RIS. Furthermore, we can observe from Fig. 6 that the case of \( L = 4 \) is already close to the continuous phase case. It is expected that the quantization loss will be insignificant when \( L > 4 \).

Next, we compare the proposed RIS scheme with a random phase-shift (RPS) baseline scheme, where the phase-shift coefficients are randomly generated with equal probability and Algorithm 5 is applied without updating the phase-shift of RIS. To make a fair comparison with the RPS scheme [6], we simulate all schemes under the same security requirement and select \( K = J = 1 \). Furthermore, we compare the proposed scheme with the fixed phase-shift (FPS) baseline scheme [18] that only optimizes the beamforming vector, i.e., \( \Theta = I_M \). To show the importance of considering the imperfect CSI of Eves’ channels, we also compare the proposed scheme with the RIS aided secure transmission that ignoring CSI uncertainty. Without loss of generality, only
the results of continuous phase shift is presented here, as it can be regarded as an upper bound of the discrete phase case.

To begin with, we illustrate the impact of SOP constraint on the system performance, where all average secure EEs are increasing in $\varepsilon$ as shown in Fig. 7(a) and the proposed scheme always achieves a significantly higher average secure EE than other baseline schemes and the RIS ignoring CSI uncertainty. Besides, the FPS scheme has a better performance than the RPS scheme, since some optimized phase shifts are quite close to 1. When comparing RIS schemes under different values of $P_{\text{max}}$, Fig. 7(b) shows that the proposed scheme significantly improves the average secure EE. Moreover, the performance gaps between the proposed solution and other baseline schemes increase with an increase of $\varepsilon$ or $P_{\text{max}}$. The results from Fig. 7 validate the strength of the proposed RIS aided transmission scheme.

VI. CONCLUSION

This paper studied the massive RIS aided secure multicast transmission with channel uncertainty, and proposed accelerated first-order algorithms to maximize the secure EE by optimizing the transmit beamformer, RIS phase-shift, and transmission rate. The proposed accelerated first-order algorithm has a linear complexity order with respect to transmit antennas at the BS and reflecting elements in the RIS, making it ideal for massive antennas and massive RIS applications. Numerical results demonstrated that the proposed accelerated first-order algorithm achieves identical performance to the conventional method but saves at least two orders of magnitude.
in computation time, and it significantly improves the secure EE compared to baseline schemes of random phase-shift, fixed phase-shift, and RIS ignoring CSI uncertainty.

**APPENDIX A**

**PROOF OF THEOREM 1**

Denote \( \Omega = \sqrt{\alpha_1 \alpha_{r,j} g_{r,j}^H \Theta H} + \sqrt{\alpha_{d,j} g_{d,j}^H} \in \mathbb{C}^{1 \times N} \), the SOP of (3) can be rewritten as

\[
p_{so}^{k,j} = \Pr \left\{ \log_2 \left( 1 + \frac{\Omega w}{\sigma_j^2} \right) > D_{k,j} \right\} = \Pr \left\{ w^H \Omega^H \Omega w > \sigma_j^2 (2^{D_{k,j}} - 1) \right\}.
\]  

(49)

Since \( g_{r,j} \sim \mathcal{CN}(0, \mu_{r,j}^2 I_M) \), we have \( \Theta H g_{r,j} \sim \mathcal{CN}(0, \alpha_{r,j} \mu_{r,j}^2 \Theta H(\Theta H)^H) \). Therefore, the random vector \( \mathcal{X} := \sqrt{\alpha_1 \alpha_{r,j} g_{r,j}^H} \Theta H \) satisfies \( \mathcal{X} \sim \mathcal{CN}(0, \alpha_1 \alpha_{r,j} \mu_{r,j}^2 \Theta H(\Theta H)^H) \). On the other hand, since \( g_{d,j} \sim \mathcal{CN}(0, \mu_{d,j}^2 I_N) \), the random vector \( \mathcal{Y} := \sqrt{\alpha_{d,j} g_{d,j}^H} \) satisfies \( \mathcal{Y} \sim \mathcal{CN}(0, \alpha_{d,j} \mu_{d,j}^2 I_N) \).

Furthermore, since \( \mathcal{X} \) and \( \mathcal{Y} \) are independent random vectors, we have

\[
\Omega = \mathcal{X} + \mathcal{Y} \sim \mathcal{CN}(0, \alpha_1 \alpha_{r,j} \mu_{r,j}^2 \Theta H(\Theta H)^H + \alpha_{d,j} \mu_{d,j}^2 I_N),
\]  

(50)

and the expectation of \( w^H \Omega^H \Omega w \) is given by \[41\]

\[
\mathbb{E} \{ w^H \Omega^H \Omega w \} = w^H (\alpha_1 \alpha_{r,j} \mu_{r,j}^2 \Theta H(\Theta H)^H + \alpha_{d,j} \mu_{d,j}^2 I_N) w.
\]  

(51)

Moreover, it is known that the received signal power follows the exponential distribution \[12\]. Together with (51), we have \( w^H \Omega^H \Omega w \sim \text{Exp}(\alpha_1 \alpha_{r,j} \mu_{r,j}^2 \Theta H(\Theta H)^H \Theta Hw + \alpha_{d,j} \mu_{d,j}^2 w^H w) \), and a closed-form expression of (49) can be obtained as shown in (7).

**APPENDIX B**

**PROOF OF THEOREM 2**

Since the function value of \( \hat{F}(W; W^{(n)}) \) must be non-negative at optimality of problem (22), the pointwise maximum operation \([\cdot] + \) in (24) can be dropped, and problem (24) is rewritten as

\[
\max_{W \succeq 0} 2y^{(l)} \sqrt{\hat{F}(W; W^{(n)})} - (y^{(l)})^2 \left( \frac{1}{\eta} \text{Tr} (W) + P_a + KP_c + MP_s \right), \text{ s.t. } \text{Tr} (W) \leq P_{\text{max}}.
\]  

(52)

Then the Lagrangian function of (52) is given by

\[
\mathcal{L} (W, \Xi, \mu) = -2y^{(l)} \sqrt{\hat{F}(W; W^{(n)})} + (y^{(l)})^2 \left( \frac{1}{\eta} \text{Tr} (W) + P_a + KP_c + MP_s \right)
+ \mu (\text{Tr} (W) - P_{\text{max}}) - \text{Tr} (\Xi W),
\]  

(53)
Hence, the optimal primal variable $W^*$ and dual variable $\Xi^*$ should satisfy

$$\Xi^* = -\frac{y^{(l)}(\hat{F}(W; W^{(n)}))}{\sigma_k^2 + BWB^H} W^* + \Lambda. \quad (55)$$

By putting $\Xi^*$ into condition $\Xi W = 0$, the optimal $W^*$ must satisfy

$$\Lambda W^* = \frac{y^{(l)}(\hat{F}(W; W^{(n)}))}{\sigma_k^2 + BWB^H} W^*. \quad (56)$$

Notice that matrix $\Lambda$ of (54) is invertible. As a result, (56) can be rewritten as

$$W^* = \Lambda^{-1} \frac{y^{(l)}(\hat{F}(W; W^{(n)}))}{\sigma_k^2 + BWB^H} W^*. \quad (57)$$

Then taking the rank on both sides of (57), we have the following rank relation

$$\text{rank}(W^*) = \text{rank} \left( \Lambda^{-1} \frac{y^{(l)}(\hat{F}(W; W^{(n)}))}{\sigma_k^2 + BWB^H} W^* \right) \leq \text{rank} \left( \frac{y^{(l)}(\hat{F}(W; W^{(n)}))}{\sigma_k^2 + BWB^H} W^* \right) \leq \text{rank} \left( \Lambda^{-1} \frac{y^{(l)}(\hat{F}(W; W^{(n)}))}{\sigma_k^2 + BWB^H} W^* \right) = \text{rank} \left( \frac{B^H B}{\sigma_k^2 + BWB^H} \right), \quad (58)$$

where (58) follows from [42, Lemma 4].

On the other hand, notice that $\text{rank}(q) = \text{rank}(q^H q) \leq 1$ always holds for $q \in \mathbb{C}^{1 \times N} \quad [43]$. By substituting $B = q$ into (59), we can obtain $\text{rank}(W^*) \leq 1$. By eliminating the trivial solution of $W^* = 0$, we can conclude that $\text{rank}(W^*) = 1$ holds.

APPENDIX C

PROOF OF LEMMA 1

From (19), $f(w)$ can be rewritten as

$$f(w) = \log_2 \left( 1 + \frac{|\hat{w}|^2}{\sigma_k^2} \right) = \log_2 \left( 1 + (\kappa_{1,j} \Theta H w)^2 + \kappa_{2,j} \|w\|^2 \right) \ln \varepsilon_k^{-1}. \quad (60)$$
Based on (60), we first derive a lower bound of \( f_1(w) \) by applying the linear interpolation with the help of an auxiliary function \( g_1(x, y) := -\log_2(1 - |x|^2/y) \), which is a convex function based on (44). Then by using the first-order Taylor series expansion of \( g_1(x, y) \) at any fixed point \((\hat{x}, \hat{y}) \in S\), we have
\[
g_1(x, y) \geq g_1(\hat{x}, \hat{y}) + (x - \hat{x}) \nabla_\hat{x} g_1(x, \hat{y}) + (y - \hat{y}) \nabla_\hat{y} g_1(\hat{x}, y) = g_1(\hat{x}, \hat{y}) + 2\Re\{\hat{x}(x - \hat{x})\} / (\hat{y} - |\hat{x}|^2) \ln 2 - (y - \hat{y}) |\hat{x}|^2 / (\hat{y} - |\hat{x}|^2) \ln 2. \tag{61}
\]
By substituting \( b := y - |x|^2 \) and \( \hat{b} := \hat{y} - |\hat{x}|^2 \) into (61), we obtain
\[
\log_2 \left( 1 + \frac{|x|^2}{b} \right) \geq \log_2 \left( 1 + \frac{|\hat{x}|^2}{\hat{b}} \right) + \frac{2\Re\{\hat{x}\hat{x}(x - \hat{x})\}}{\hat{b} \ln 2} - \frac{(b + |x|^2)|\hat{x}|^2}{(b + |\hat{x}|^2)b \ln 2} - \frac{|\hat{x}|^2}{b \ln 2}. \tag{62}
\]
Finally, by putting \( x = \hat{h}w \), \( \hat{x} = \hat{h}w^{(t)} \), \( b = \sigma_k^2 \) and \( \hat{b} = \sigma_k^2 \) into (62), a lower bound of \( f_1(w) \) is obtained as \( f_1(w) \geq R_1^{(t)}(w) \) with the equality holds at \( w = w^{(t)} \), where \( R_1^{(t)}(w) \) is shown in (30).

On the other hand, we provide an upper bound of \( f_2(w) \) with the help of an auxiliary function \( g_2(z) := \log_2(1 + z) \). Since \( g_2(z) \) is a concave function on \( z \geq 0 \), by using the first-order Taylor series expansion of \( g_2(z) \) at any fixed point \( \hat{z} \geq 0 \), we have
\[
\log_2(1 + z) \leq \log_2(1 + \hat{z}) + \frac{(z - \hat{z})}{(1 + \hat{z}) \ln 2}. \tag{63}
\]
By putting \( z = (\kappa_{1,j}\|\Theta H w\|^2 + \kappa_{2,j}\|w\|^2) \ln \varepsilon_k^{-1} \) and \( \hat{z} = (\kappa_{1,j}\|\Theta H w^{(t)}\|^2 + \kappa_{2,j}\|w^{(t)}\|^2) \ln \varepsilon_k^{-1} \) into (63), we obtain an upper bound of \( f_2(w) \) as \( f_2(w) \leq R_2^{(t)}(w) \) with the equality holds at \( w = w^{(t)} \), where \( R_2^{(t)}(w) \) is shown in (31).

Based on above discussion, a lower bound for \( f(w) \) can be obtained as \( f(w) \geq R_1^{(t)}(w) - R_2^{(t)}(w) \) with the equality holds at \( w = w^{(t)} \).

**APPENDIX D**

**PROOF OF LEMMA 2**

Based on feasible set \( P_x \), the Lagrangian function of problem (36) is given by
\[
\mathcal{L}(x, \zeta) = \|x - x^{(i+\frac{1}{2})}\|^2 + \zeta \left( \|x\|^2 - P_{\text{max}} \right), \tag{64}
\]
where \( \zeta \) is the corresponding dual variable. The optimal solutions \( x^\circ \) and \( \zeta^\circ \) must satisfy the following KKT conditions: \((1 + \zeta^\circ)x^\circ = x^{(i+\frac{1}{2})} \), \( \zeta^\circ \left( \|x^\circ\|^2 - P_{\text{max}} \right) = 0 \), \( \|x^\circ\|^2 - P_{\text{max}} \leq 0 \), and \( \zeta^\circ \geq 0 \). Therefore, \( x^\circ \) is derived as \( x^\circ = x^{(i+\frac{1}{2})}/(1 + \zeta^\circ) \). Together with dual feasibility \( \zeta \geq 0 \),
ζ is given by ζ^o = (∥x^(i+1/2)∥/√P_{max} - 1)I(ζ > 0), where I(H) is the indicator function with I(H) = 1 if the event H occurs and I(H) = 0 otherwise. By putting ζ^o into x^o, the optimal x^o is given by

\[ x^o = \begin{cases} x^{(i+1/2)}, & \text{if } ∥x^{(i+1/2)}∥ ≤ P_{max}, \\ \frac{√P_{max}}{∥x^{(i+1/2)}∥}x^{(i+1/2)}, & \text{if } ∥x^{(i+1/2)}∥ > P_{max}. \end{cases} \tag{65} \]

Therefore, the optimal solution to (36) is obtained as shown in Lemma 2.

**APPENDIX E**

**PROOF OF THEOREM 3**

Firstly, it is noticed that problem (33) is solved via accelerated PG method. Since the objective function is smooth concave and the constraint set is closed and convex, the iteration with respect to \( \nabla w \) is guaranteed to converge to the global optimal point of (33) [30, Theorem 4.4]. Since (33) is strongly concave over \( w \), the obtained global optimal point must satisfy KKT conditions of (33) and the optimal \( w^* \) is a KKT solution to problem (33). Moreover, it is known that problem (33) is reformulated from (32) based on the quadratic transformation and the objective function of (32) is in concave-convex form. As a result, as iteration number \( l \) increases, the solution is guaranteed to converge to a local optimal solution to (32) [26]. Finally, notice that (32) is the \( i^{th} \) subproblem with PFP, to prove the convergence of the iteration with respect to \( t \), we establish the following property:

**Lemma 3.** Denote the gradient of \( f(w) \), \( R_1^{(t)}(w) \) and \( R_2^{(t)}(w) \) as \( \nabla f(w) \), \( \nabla R_1^{(t)}(w) \) and \( \nabla R_2^{(t)}(w) \), respectively, we have \( \nabla f(w(t)) = \nabla R_1^{(t)}(w(t)) - \nabla R_2^{(t)}(w(t)). \)

**Proof.** From (60), \( \nabla f(w) \) is given by

\[ \nabla f(w) = \frac{2}{\ln 2} \left( \frac{(\hat{h}w)^H \hat{H}H}{\sigma_k^2 + |\hat{h}w|^2} - \frac{(\kappa_{1,j}(\Theta H)^H \Theta Hw + \kappa_{2,j}w) \ln \varepsilon_k^{-1}}{1 + (\kappa_{1,j}||\Theta Hw||^2 + \kappa_{2,j}||w||^2) \ln \varepsilon_k^{-1}} \right). \tag{66} \]

Based on Lemma 1, \( \nabla R_1^{(t)}(w) \) and \( \nabla R_2^{(t)}(w) \) are respectively given by

\[ \nabla R_1^{(t)}(w) = \frac{2(\hat{h}w(t))^H \hat{H}H}{\sigma_k^2 \ln 2} - \frac{2(\hat{h}w(t))^H \hat{H}H |\hat{h}w(t)|^2}{(\sigma_k^2 + |\hat{h}w(t)|^2)\sigma_k^2 \ln 2}, \tag{67} \]

\[ \nabla R_2^{(t)}(w) = \frac{2(\kappa_{1,j}(\Theta H)^H \Theta Hw + \kappa_{2,j}w) \ln \varepsilon_k^{-1}}{(1 + (\kappa_{1,j}||\Theta Hw||^2 + \kappa_{2,j}||w||^2) \ln \varepsilon_k^{-1}) \ln 2}. \tag{68} \]

By substituting \( w = w(t) \) into (66)-(68), we can verify that the equality \( \nabla f(w(t)) = \nabla R_1^{(t)}(w(t)) - \nabla R_2^{(t)}(w(t)) \) holds, which completes the proof. \[ \square \]
Based on Lemma 1 and Lemma 3, it is known that the constructed lower bound of $f(w)$ satisfies the gradient consistency. As a result, the convergence with respect to $t$ is a KKT point of $D1$ [45, Theorem 1].

To sum up, there is no performance loss from (33) to (32), and the sequence of solutions obtained based on (32) with the PFP iterations converges to a KKT solution to $D1$. Therefore, the sequence of solutions generated from Algorithm 3 converges to a KKT point, which is at least a local optimal point of $D1$.

### APPENDIX F

#### DERIVATION OF A LOWER BOUND OF $\Upsilon(v)$

From (40), $\Upsilon(v)$ can be rewritten as

$$\Upsilon(v) = \log_2 \left( \frac{1 + |v^H A_k w|^2/\sigma_k^2}{\hat{\Upsilon}_1(v)} \right) - \log_2 \left( \frac{1 + (\kappa_{1,j} |w^H \hat{H} v|^2 + \kappa_{2,j} \|w\|^2) \ln \varepsilon_k}{\hat{\Upsilon}_2(v)} \right).$$  \hspace{1cm} (69)

Using the procedures similar to Appendix C, given any fixed $v^{(t)}$, a lower bound of $\Upsilon_1(v)$ and an upper bound of $\Upsilon_2(v)$ can be derived as

$$\Upsilon_1(v) \geq \log_2 \left( 1 + |(v^{(t)})^H A_k w|^2/\sigma_k^2 \right) + \frac{2\Re\{((v^{(t)})^H A_k w)^H (v^H A_k w)^H \}}{\sigma_k^2 \ln 2} - \frac{\sigma_k^2}{\sigma_k^2 + |(v^{(t)})^H A_k w|^2} \frac{|(v^{(t)})^H A_k w|^2}{\sigma_k^2 \ln 2} - \frac{|(v^{(t)})^H A_k w|^2}{\sigma_k^2 \ln 2},$$  \hspace{1cm} (70)

$$\Upsilon_2(v) \leq \log_2 \left( 1 + (\kappa_{1,j} |w^H \hat{H} v^{(t)}|^2 + \kappa_{2,j} \|w\|^2) \ln \varepsilon_k^{-1} \right) + \frac{\kappa_{1,j} \left( |w^H \hat{H} v^{(t)}|^2 - |w^H \hat{H} v^{(t)}|^2 \right) \ln \varepsilon_k^{-1}}{(1 + (\kappa_{1,j} |w^H \hat{H} v^{(t)}|^2 + \kappa_{2,j} \|w\|^2) \ln \varepsilon_k^{-1}) \ln 2},$$  \hspace{1cm} (71)

with the equality holds at $v = v^{(t)}$. Based on (70) and (71), a lower bound of $\Upsilon(v)$, denoted by $\tilde{\Upsilon}^{(t)}(v)$, can be obtained as

$$\tilde{\Upsilon}^{(t)}(v) = \log_2 \left( 1 + |(v^{(t)})^H A_k w|^2/\sigma_k^2 \right) + \frac{2\Re\{((v^{(t)})^H A_k w)^H (v^H A_k w)^H \}}{\sigma_k^2 \ln 2} - \frac{|(v^{(t)})^H A_k w|^2}{\sigma_k^2 \ln 2} - \log_2 \left( 1 + (\kappa_{1,j} |w^H \hat{H} v^{(t)}|^2 + \kappa_{2,j} \|w\|^2) \ln \varepsilon_k^{-1} \right) - \frac{\kappa_{1,j} \left( |w^H \hat{H} v^{(t)}|^2 - |w^H \hat{H} v^{(t)}|^2 \right) \ln \varepsilon_k^{-1}}{(1 + (\kappa_{1,j} |w^H \hat{H} v^{(t)}|^2 + \kappa_{2,j} \|w\|^2) \ln \varepsilon_k^{-1}) \ln 2}.$$

\hspace{1cm} (72)
APPENDIX G

PROOF OF THEOREM 4

Notice that the inner iteration is to solve a geodesically concave optimization problem, and the iteration with respect to \( l \) is guaranteed to converge to a local optimal solution to (41) \[56\]. For outer iteration with the PFP, since the constructed concave functions \( \{\hat{\Upsilon}^{(t)}(v)\}_{t \in \mathbb{N}} \) satisfy \( \nabla \hat{\Upsilon}^{(t)}(v^{(t)}) = \nabla \Upsilon(v^{(t)}) \) and \( \Upsilon(v) \geq \hat{\Upsilon}^{(t)}(v) \) with equality holds at \( v = v^{(t)} \), \( \hat{\Upsilon}^{(t)}(v) \) satisfies the gradient consistency. Therefore, the iteration over \( t \) converges to a stationary point of \( Q^2 \) \[45\]. Notice that there is no performance loss for solving (41), and the sequence of solutions to (41) with the PFP converges to a stationary solution to \( Q^2 \). Therefore, the sequence of solutions generated from Algorithm 4 converges to a stationary point.

APPENDIX H

PROOF OF THEOREM 5

Define \( \Theta_r \) and \( w_r \) as the solution generated from Algorithm 3 and 4 respectively, under AM framework at the \( r^{th} \) iteration with the corresponding objective function of \( P^2[k,j] \) denoted by \( Y(\Theta_r, w_r) \). To prove Theorem 5, we provide the following property.

**Lemma 4.** The sequence of solutions \( \{\Theta_r, w_r\}_{r \in \mathbb{N}} \) is bounded and must have a limit point \((\Theta^*, w^*)\).

**Proof.** First, we prove the objective function value \( Y(\Theta_r, w_r) \) is monotonically increasing as \( r \) increases. According to Theorem 3 it is known that the obtained solution in Algorithm 3 is a local optimal point for \( D_1 \), and it must be a saddle-point for \( P^2[k,j] \). Together with the property of saddle-points, we have the following inequality \[46\]

\[
Y(\Theta_r, w_{r+1}) \geq Y(\Theta_r, w_r), r \in \mathbb{N}.
\]  

(73)

On the other hand, the optimization over \( \Theta \) is independent on \( w \). Furthermore, according to Theorem 4, the obtained point \( \Theta_{r+1} \) is a stationary point. Hence, we have the following inequality

\[
Y(\Theta_{r+1}, w_{r+1}) \geq Y(\Theta_r, w_{r+1}), \forall r \in \mathbb{N}.
\]

(74)

Combining (73) and (74), we conclude that

\[
Y(\Theta_{r+1}, w_{r+1}) \geq Y(\Theta_r, w_r) \geq \cdots \geq Y(\Theta_0, w_0), r \in \mathbb{N},
\]

(75)

where \( Y(\Theta_0, w_0) \) is any finite initial value of the objective function.
Now we prove the boundedness of \( \{\Theta_r, w_r\}_{r \in \mathbb{N}} \). It is known that the constraint (14c) can be rewritten as a norm constraint \( \|w\|^2 \leq P_{\text{max}} \). As a result, \( w \) is located in a closed set and the sequence of solutions \( \{w_r\}_{r \in \mathbb{N}} \) is bounded by constraint (14c). On the other hand, since the obtained solution of \( Q_2 \) is guaranteed to converge to a maximizer, every solution of \( Q_2 \) converges to a compact and connected set \([47]\). As a result, the set of stationary points is a compact set. Therefore, the sequence of solutions \( \{v_r\}_{r \in \mathbb{N}} \) is bounded. After linear transformation of a vector \( v \) to a matrix \( \Theta \), \( \{\Theta_r\}_{r \in \mathbb{N}} \) is also bounded. Together with non-decreasing property of (75), there must exist a limit point \((\Theta^*, w^*)\) based on Bolzano-Weierstrass theorem \([48]\).

To further investigate the property of limit point \((\Theta^*, w^*)\), we transform the constrained optimization problem \( P_2^{[k,j]} \) into an unconstrained problem based on proximal alternating maximization method \([49]\). Specifically, to deal with constraint (14b), an indicator function \( I_1(\Theta) \) is introduced with \( I_1(\Theta) = 0 \) if \( \Theta \) satisfies (14b) and \( I_1(\Theta) = -\infty \) otherwise. Similarly, constraint (14c) is characterized by an indicator function \( I_2(w) \). With the help of \( I_1(\Theta) \) and \( I_2(w) \), the constrained problem \( P_2^{[k,j]} \) can be equivalently written as an unconstrained form:

\[
\max_{\Theta, w} Y(\Theta, w) + I_1(\Theta) + I_2(w) .
\] (76)

Then, we can establish the following property based on (76).

**Lemma 5.** The limit point \((\Theta^*, w^*)\) is the maximizer of problem (76) and satisfies the first-order optimality condition.

**Proof.** Notice that the converged point \( w_{r+1} \) for the \( r^{th} \) iteration is a local optimal point of \( D_1 \) according to Theorem \([3]\). On the other hand, since \( Q_2 \) is equivalent to \( Q_1 \) and the obtained solution of \( v \) is a stationary point of \( Q_2 \) according to Theorem \([4]\), the converged point \( \Theta_{r+1} \) for the \( r^{th} \) iteration is a stationary point of \( Q_1 \). Furthermore, since constraint sets of \( w \) and \( \Theta \) are independent and separable, functions \( I_1(\Theta) \) and \( I_2(w) \) are independent. Hence, \((\Theta_{r+1}, w_{r+1})\) is the maximizer of (76) for the \( r^{th} \) iteration. As a result, we have

\[
Y(\Theta, w) + I_1(\Theta) + I_2(w) \leq Y(\Theta_{r+1}, w_{r+1}) + I_1(\Theta_{r+1}) + I_2(w_{r+1}) .
\] (77)

Accordingly, the following inequalities hold:

\[
Y(\Theta, w_{r+1}) + I_1(\Theta) \leq Y(\Theta_{r+1}, w_{r+1}) + I_1(\Theta_{r+1}), \forall \Theta,
\] (78)

\[
Y(\Theta_{r+1}, w) + I_2(w) \leq Y(\Theta_{r+1}, w_{r+1}) + I_2(w_{r+1}), \forall w.
\] (79)
On the other hand, since constraints (14b) and (14c) respectively represent separable compact constraint sets, \( \mathbb{I}_1(\Theta) \) and \( \mathbb{I}_2(w) \) are upper semi-continuous functions \([50]\). As a result, we have

\[
\limsup_{r \to \infty} \mathbb{I}_1(\Theta_{r+1}) \leq \mathbb{I}(\Theta^*),
\]

\[
\limsup_{r \to \infty} \mathbb{I}_2(w_{r+1}) \leq \mathbb{I}(w^*).
\]

Furthermore, due to the continuity of \( Y(\Theta, w) \) over both \( \Theta \) and \( w \), together with the non-decreasing property of (75), we have

\[
\lim_{r \to \infty} Y(\Theta_{r+1}, w_{r+1}) \leq Y(\Theta^*, w^*).
\]

Taking \( r \to \infty \) on both sides of (78)-(79) and applying (80)-(82), we have

\[
Y(\Theta, w^*) + \mathbb{I}_1(\Theta) \leq Y(\Theta^*, w^*) + \mathbb{I}_1(\Theta^*), \quad \forall \Theta,
\]

\[
Y(\Theta^*, w) + \mathbb{I}_2(w) \leq Y(\Theta^*, w^*) + \mathbb{I}_2(w^*), \quad \forall w,
\]

which indicate that \( \Theta^* \) is the maximizer of \( Y(\Theta, w^*) + \mathbb{I}_1(\Theta) \) and \( w^* \) is the maximizer of \( Y(\Theta^*, w) + \mathbb{I}_2(w) \). Hence, we obtain

\[
0 \in \nabla_\Theta Y(\Theta, w^*)|_{\Theta = \Theta^*} + \partial_\Theta \mathbb{I}_1(\Theta)|_{\Theta = \Theta^*},
\]

\[
0 \in \nabla_w Y(\Theta^*, w)|_{w = w^*} + \partial_w \mathbb{I}_2(w)|_{w = w^*},
\]

where \( \partial_\Theta \mathbb{I}_1(\Theta) \) and \( \partial_w \mathbb{I}_2(w) \) are the limiting subdifferential of the non-smooth functions \( \mathbb{I}_1(\Theta) \) and \( \mathbb{I}_2(w) \), respectively \([51]\). Since \( \mathbb{I}_1(\Theta) \) does not depend on \( w \), \( 0 \in \partial_w \mathbb{I}_1(\Theta^*)|_{w = w^*} \) holds. Similarly, we have \( 0 \in \partial_\Theta \mathbb{I}_2(w^*)|_{\Theta = \Theta^*} \). Together with (85)-(86), we have

\[
0 \in \nabla_\Theta Y(\Theta^*, w^*)|_{\Theta = \Theta^*} + \partial_\Theta \mathbb{I}_1(\Theta)|_{\Theta = \Theta^*} + \partial_\Theta \mathbb{I}_2(w^*)|_{\Theta = \Theta^*},
\]

\[
0 \in \nabla_w Y(\Theta^*, w)|_{w = w^*} + \partial_w \mathbb{I}_1(\Theta^*)|_{w = w^*} + \partial_w \mathbb{I}_2(w)|_{w = w^*}.
\]

Hence, the limit point \((\Theta^*, w^*)\) is the maximizer of (76) and \((\Theta^*, w^*)\) satisfies the first-order optimality condition of (76) over \( \Theta \) and \( w \).

Based on Lemma 5, the limit point \((\Theta^*, w^*)\) is a critical point of (76) \([49]\). Since \( \mathcal{P}^{2[k,j]} \) is equivalently written as (76), \((\Theta^*, w^*)\) is a stationary point of \( \mathcal{P}^{2[k,j]} \).
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