First detection of the Hubble variation correlation and its scale dependence
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The sample variance due to our local density fluctuations in measuring our local Hubble-constant ($H_0$) can be reduced to the percentage level by choosing the Hubble-flow type Ia supernovae (SNe Ia) outside of the homogeneity scale. In this Letter, we have revealed a hidden trend in this one-percent $H_0$ variation both theoretically and observationally. We have derived for the first time our local $H_0$ variation measured from any discrete sample of distant SNe Ia. We have also identified a residual linear correlation between our local $H_0$ fitted from different groups of SNe Ia and their ambient density contrasts of SN-host galaxies evaluated at a given scale. We have further traced the scale dependence of this residual linear trend, which becomes more and more positively correlated with the ambient density contrasts of SN-host galaxies estimated at larger and larger scales, on the contrary to but still marginally consistent with the theoretical expectation from the $\Lambda$-cold-dark-matter model. This might indicate some unknown corrections to the peculiar velocity of the SN-host galaxy from the density contrasts at larger scales or the smoking gun for the new physics.

Introduction.— The Hubble constant $H_0$ measures the current background expansion rate of our observable Universe. Although $H_0$ is not one of six base parameters of the $\Lambda$-cold-dark-matter ($\Lambda$CDM) model, its derived value is crucial in establishing a concordant cosmology among different observations \cite{1}. The most stringent value $H_0 = 67.27 \pm 0.60 \text{ km/s/Mpc}$ comes from globally fitting the $\Lambda$CDM model to the cosmic microwave background (CMB) data of Planck 2018 results \cite{2}. However, local measurements from type Ia supernovae (SNe Ia) calibrated by Cepheids \cite{3,7} favor significantly higher values in tension with CMB constraints. This Hubble tension \cite{8,15} seems to be a crisis \cite{16,19} since the most recent measurement $H_0 = 73.04 \pm 1.04 \text{ km/s/Mpc}$ \cite{20} with an unprecedented $\sim 5\sigma$ discrepancy. A comprehensive list of analysis variations considered to date have been thoroughly investigated to contribute insignificantly to the total error budget, offering no particularly promising solution to the Hubble tension.

As the systematic errors from the external photometric calibration have been persistently reduced over the years, recent renewed focus \cite{21,27} has been shifted to the physical origin of the intrinsic scatter of standardized SN Ia brightnesses. The most pronounced variation in the standardized SN Ia brightness comes from an ad-hoc step-like correction as a function of the host-galaxy stellar mass, which, as a global property of the SN-host galaxy, is hardly directly related to the SN itself, yet strongly correlated to the distance-modulus residuals. This host-galaxy stellar mass correlation \cite{28,33} to the Hubble residual remains elusive as a long-standing puzzle over the past decade, during which considerable efforts \cite{34,42} have been made towards possible interpretations as a result of Hubble residual correlations to other global and local properties of SN-host galaxy.

Perhaps the most global property of SN-host galaxy is its local density contrast. It is well-known that \cite{43-46} our local $H_0$ measurement can be deviated from the global value due to our own local density contrast with its standard deviation decreasing with an enlarging sample volume. Therefore, to reduce this sample variance to the percentage level, a redshift range $0.023 < z < 0.15$ \cite{47-50} is usually adopted for the sample selection to obviate the effects from a large local density contrast around us and the dark energy at higher redshift. Indeed, our local density contrast has been checked to be incapable of accounting for the Hubble tension \cite{51-58}. However, the effect on our local $H_0$ measurement from the local density contrasts of the SN-host galaxies has never been explored before. This can be motivated from the aforementioned Hubble residual correlation to the stellar masses of SN-host galaxies that usually populate in the denser regions for more massive halos than less massive halos \cite{59}.

In this Letter, we have theoretically derived for the first time our local $H_0$ variation from arbitrary discrete sample of distant SNe Ia. A hidden trend is then revealed by fitting our local $H_0$ from different groups of SNe Ia selected in such a way that they share the same value for their ambient density contrasts estimated at a given scale. Increasing this scale leads to a more and more positive correlation between the local $H_0$ values fitted from different groups of SNe Ia and their corresponding ambient density contrasts of SN-host galaxies, which is in direct contrast to but still marginally consistent with our theoretical estimation from the $\Lambda$CDM model. This might be caused by unknown systematics or new physics. We stress that the current study is not aimed at solving the Hubble tension, or explaining the mass step correction, or testing for a large local void, but revealing a new Hubble-constant variation correlation in SN data.
Host-galaxy stellar mass correlation.— It has long been known [28–33] that the SNe Ia appear to be intrinsically fainter in the host galaxies with higher stellar masses than those with lower stellar masses. Therefore, SNe Ia in high mass galaxies would be more luminous after the standardization corrections than those in low mass galaxies. To account for this host mass correlation in the observed distance modulus, 

\[ \mu_{\text{obs}} = m_B - M_B + \alpha x_1 - \beta c + \Delta_M + \Delta_{\text{bias}}, \]  

(1)
a step-like correction \( \Delta_M \) is usually added by hand in addition to corrections due to the stretch \( x_1 \) and color \( c \) as well as predicted biases \( \Delta_{\text{bias}} \) from simulations. Here \( m_B \) is the observed B-band peak magnitude, and \( M_B \) is the absolute B-band magnitude of a fiducial SN Ia with \( x_1 = 0 \) and \( c = 0 \) obtained externally from local distance ladder calibrations. On the other hand, the distance modulus can also be modeled theoretically as

\[ \mu_{\text{mod}} = 5 \log \left( \frac{D_L(z)}{10 \text{pc}} \right) = 5 \log d_L(z) + 5 \log \left( \frac{c}{H_0} \right) + 25, \]  

(2)

where \( c \) is the value of the speed of light \( c \) in the unit of \( \text{km/s} \) and \( \langle H_0 \rangle \equiv 100h \) is the value of \( H_0 \) in the unit of \( \text{km/s/Mpc} \). Here \( d_L(z) = D_L(z)/c/H_0 \approx (1+z)^2 \int_0^z dz'/E(z') \) is the dimensionless luminosity distance evaluated at, for example, the \( \Lambda \mathrm{CDM} \) model with \( E(z) \equiv H(z)/H_0 = \Omega_m (1+z)^3 + 1 - \Omega_m \)^{1/2} approximated at the late time from the current matter fraction \( \Omega_m \). Then, the Hubble residual is defined as

\[ \Delta \mu \equiv \mu_{\text{obs}} - \mu_{\text{mod}} \equiv m_B^{\text{cor}} - m_B^{\text{mod}}, \]  

(3)

where \( m_B^{\text{cor}} \equiv m_B + \alpha x_1 - \beta c + \Delta_M + \Delta_{\text{bias}} \) and \( m_B^{\text{mod}} \equiv 5 \log d_L(z) + M_B \) with \( M_B \equiv M_B + 5 \log (c/H_0) + 25 \). If the mass step correction is not included, then the binned Hubble residual would admit a decreasing trend with respect to the host mass, which could be more visible by directly looking at the \( H_0 \) values fitted from different groups of SNe Ia by their host masses. For the Pantheon sample [60, 61], the mass step correction reads

\[ \Delta_M = \gamma \times \left[ 1 + \exp \left( -\frac{m_{\text{host}} - m_{\text{step}}}{\tau} \right) \right]^{-1}. \]  

(4)

Here \( \gamma = 0.054 \pm 0.009 \) is a relative offset in luminosity, \( m_{\text{host}} \equiv \log M_{\text{host}}/M_\odot \) and \( m_{\text{step}} \equiv \log M_{\text{step}}/M_\odot \) are in logarithmic scales, and \( \tau = 10.13 \pm 0.02 \) is a mass step for the split. The exponential transition term measured by \( \tau = 0.001 \pm 0.071 \) describes the relative probability of masses being on one side or the other of the split to allow for uncertainties in the mass step and host masses. For the Pantheon+ sample [62, 63], the mass step correction takes the form \( \Delta_M \to \Delta_M - \gamma/2 \) with \( \gamma = 0.06, \ m_{\text{step}} = 10, \ \tau = 0.001 \) [64]. We adopt \( \chi^2 \)-test by estimating

\[ \chi^2 = \Delta \mu^T \cdot C^{-1} \cdot \Delta \mu \]  

(5)

with the Markov chain Monte Carlo (MCMC) code EMCEE [65] when fitting to \( H_0 \) with a flat prior for given \( M_B = -19.253 \) [20] and \( \Omega_m = 0.315 \) [2]. Here the total covariance matrix \( C = C_{\text{stat}} + C_{\text{sys}} \) contains both statistical and systematic contributions [60, 61].

The fitted \( H_0 \) values are shown in the left panel of Fig. 1 for the Pantheon sample with \( N = 1002 \) SNe Ia [60] first presorted by their host masses as \( \{m_i\}_{n=1}^N \) and then fitted by taking every 100 SNe out as a group each time for the MCMC analysis. The grouping strategy \( N = 100 + (k - 1)s \) is 1002 = 100 + 82 \times 11 so that the \( i \)-th \( H_0^{(i)} \) value can be fitted from the \( i \)-th group.
\{M_{1+(i-1)s}, \cdots, M_{1+100+(i-1)s}\}$ with respect to its average host mass \(M_{\text{host}}^{(i)} = (M_{1+(i-1)s} + \cdots + M_{1+100+(i-1)s})/100\) for \(i = 1, \cdots k\) with a shift \(s\) between each neighbouring groups. As can be seen from Fig. 1 without the mass step correction, there is a overall step-like shape in the local \(H_0\) values with respect to the averaged host masses.

**Host-galaxy ambient density correlation.** — The aforementioned host mass concentration motivates us to consider whether there is also an inherited correlation to the local matter density contrast of SN-host galaxy since massive halos containing SN-host galaxies with higher stellar masses prefer to populate in the denser regions than less massive halos \([52]\). This is reminiscent of the well-known sample variance \([43, 46]\) for our local \(H_0\) measurements affected by our local density contrast. Measuring a local Hubble expansion rate \(H_0^{\text{bac}}(r_0)\) at \(r_0\) from a group of SNe Ia within a 3-ball \(B_R^3(r_0)\) of radius \(R\) centered at \(r_0\) would result in a local variation \(\delta_H(r_0; B_R^3(r_0)) \equiv (H_0^{\text{loc}}(r_0) - H_0^{\text{bac}})/H_0^{\text{bac}}\) as

\[
\delta_H(r_0; B_R^3(r_0)) = f(\Omega_m) \int \frac{dk}{(2\pi)^3} \bar{P}_m(k) \tilde{L}(kR)e^{ikr_0}\tag{6}
\]
on top of the background Hubble expansion rate \(H_0^{\text{bac}}\), where \(f(\Omega_m) \approx \Omega_m^{-0.55}\) is the linear growth rate from the ΛCDM model, and \(\bar{P}_m(k)\) is the Fourier mode of the density contrast \(\delta_m(r) \equiv (\bar{\rho}_m(r) - \rho_m)/\bar{\rho}_m\) on top of the mean matter density \(\bar{\rho}_m\). All small-scale modes with \(kR > 1\) are integrated out by the window function \(\tilde{L}(kR) \equiv \left(3/(kR)^3\right)[\sin(kR) - \pi(kR)]\) with the sine integral \(\text{Six} = \int_{0}^{R} \text{dy} \sin y/y\). The sample variance

\[
\langle \delta_H^2(r_0; B_R^3(r_0)) \rangle = \frac{f(\Omega_m)}{2\pi^2 R^2} \int_0^\infty dk P_m(k)[kR\tilde{L}(kR)]^2
\]
monotonically decreases with \(R\) given the linear-order matter power spectrum \(P_m(k) \equiv \langle \delta_m(k)\delta_m(k)\rangle\). This sample variance can be used to select the Hubble-flow SNe outside of the homogeneity scale \([67]\) \(R > R_{\text{homo}} \approx 70\text{ Mpc}/h\) (corresponding to \(z > 0.023\) in the ΛCDM model with \(\Omega_m \approx 0.3\)) so that the corresponding sample variance can be reduced to the percentage level \([47, 50]\).

On the other hand, for a sufficiently local sample with \(R \to 0\), the limit \(\tilde{L}(kR) \to -1/3\) would give rise to the well-known Turner-Cen-Ostriker (TCO) relation \([43]\)

\[
\delta_H(r_0; B_{R \to 0}^3(r_0)) = -\frac{f(\Omega_m)}{3} \delta_m(r_0),\tag{7}
\]
hence, an observer in a local under-dense region would always overestimate its local Hubble expansion rate. Unfortunately, such a large local void sufficiently deep to resolve the Hubble tension has been ruled out by the current observations \([51, 58]\). In particular, the TCO relation \([7]\) can be used to define a local slope \(K_{\text{local}} \equiv \delta_H(r_0; B_{R \to 0}^3(r_0))/\delta_m(r_0) = -f(\Omega_m)/3\) as the ratio of the Hubble-constant variation with respect to the density contrast at the same local point \(r_0\). This local slope hard to be tested with the real data since it is not only subjected to the large cosmic variance from the particular choice of a local position \(r_0\), but also limited to the large sample variance from a small sample volume required to be sufficiently local at \(r_0\). This is why Ref. \([53]\) can only estimate \(\delta_H(r_0; B_3^3(r_0))\) from averaging \(\delta_H(r_i; B_3^3(r_i))\) by positioning the observers at SN-host galaxies \(r_i\) in the simulation data for a non-vanishing \(R \lesssim 120\text{ Mpc}/h\).

However, as we will see shortly below, there is also a hidden trend within the aforementioned percentage-level Hubble-constant variation \(\delta_H(r_0; B_3^3 > R_{\text{homo}}(r_0))\) from the usual SN sample outside of the homogeneity scale as long as our local Hubble constants are fitted from different groups of SNe Ia preselected by their ambient density contrasts estimated at a given scale. In the supplemental material \([68]\), we have derived for the first time from the ΛCDM model a theoretical estimation,

\[
\bar{\delta}_H(0; \{r_i \mid \delta^R_m(r_i) = \delta^R_m\}) \approx -\frac{f(\Omega_m)}{3} \left(\frac{R^2}{r_i^2}\right) \delta^R_m,\tag{8}
\]
on the variation in the measured local Hubble constant at \(r_0 = 0\) from an arbitrary discrete sample of distant SNe Ia at \(r_i\) preselected with the same averaged density contrast \(\delta^R_m(r_i) = \delta^R_m\) over a local 3-ball centered at \(r_i\) of radius \(R < R_{\text{homo}} \ll r_i\). Different from the TCO relation \([7]\), this new Hubble-constant variation relation \([8]\) is not only detached to the specific size and shape of the sample volume but also free from the large cosmic and sample variances. The large comic variance is evaded by pre-selecting different groups of SNe Ia with different ambient densities \(\delta^R_m(r_i) = \delta^R_m\) at different scales. The large sample variance is absent for sufficiently distant SNe Ia at \(r_i \gg R_{\text{homo}}\). Our Hubble-constant variation correlation \([8]\) also defines a non-local slope,

\[
K \equiv \frac{\bar{\delta}_H(r_0 \equiv 0)}{\delta^R_m(r_i)} = -\frac{f(\Omega_m)}{3} \left(\frac{R^2}{r_i^2}\right) \approx -\frac{f(\Omega_m)Q}{3},\tag{9}
\]
as the ratio of the Hubble-constant variation with respect to the density contrast at different points \(r_0 \equiv 0\) and \(r_i\). We then turn to search for this host-galaxy ambient density correlation in the observational data.

**Observational search and analysis.** — The data we adopt for estimating the ambient density contrasts of the SN-host galaxies comes from the cosmic matter density field reconstruction \([63]\) from the final data release (DR12) \([70, 71]\) of the Baryon Oscillation Spectroscopic Survey (BOSS). Since the density field is reconstructed from the velocity field of the galaxy tracers located at the local peaks of the underlying density field, the density reconstruction process from a galaxy survey would return back \(N\) different reconstructions of the density contrast fields \(\delta^R_m(r_i) \equiv (\bar{\rho}_m(r_i) - \rho_m)/\bar{\rho}_m, I = 1, \cdots, N\)
at the reconstruction cell $r_i$. We have identified $M = 163$ ($M = 202$) SNe Ia in the Pantheon+ sample at positions $d_i$ within the BOSS survey volume, which will be used for fitting the local Hubble constant with respect to different groups of SNe Ia according to their ambient density contrasts. To estimate the ambient density contrast for each selected SN at $d_i$, we can average a total number $n_i$ of density field points $r_j$ over a sphere of radius $R$ centered at $d_i$, that is $|r_j(d_i) - d_i|^2 < R^2$, $j = 1, 2, \cdots, n_i$. Therefore, the ambient density contrast of that SN from the $I$-th ensemble can be estimated as

$$\bar{\delta}_m^I(d_i) = \frac{1}{n_i} \sum_{j=1}^{n_i} \delta_m(r_j(d_i)).$$

The grouping strategy is similar to that of left panel of Fig. 1. After assigning the ambient density contrast to each selected SN from different reconstructions of BOSS density fields, we first put all the selected SNe Ia in an ascending order $P^I$ as $\bar{\delta}_m^I(d_{P^I_1}^I) \leq \bar{\delta}_m^I(d_{P^I_2}^I) \leq \cdots \leq \bar{\delta}_m^I(d_{P^I_{n_i}}^I)$ according to their ambient density contrasts $\bar{\delta}_m^I(d_i)$ in the $I$-th density field. Then, we can take every 100 SNe Ia out as a group each time for fitting the $H_0$ value $H_0(\bar{\delta}_m^I)$ with 1σ uncertainty $\sigma_{H_0}(\bar{\delta}_m^I)$ with respect to the group-averaged ambient density contrast

$$\langle \bar{\delta}_m^I \rangle_k = \frac{1}{100} \sum_{j=1}^{100} \delta_m^{P^I_{j+(k-1)100}}$$

of the $k$-th group shifted by $s$ each time between two neighboring groups. Therefore, the grouping strategy $n = 100 + (m - 1)s$ is 163 = 100 + 9 × 7 for the Pantheon sample and 202 = 100 + 6 × 17 for the Pantheon+ sample. The field-average of all the $H_0(\bar{\delta}_m^I)$ values fitted from $k$-th group reads

$$H_0 \left( \bar{\delta}_m^I \right) = \frac{1}{N} \sum_{i=1}^{N} \bar{\delta}_m^I$$

where $\delta_m^I(d_i)$ is the ambient density contrast of the $I$-th ensemble. The standard deviation of observational $H_0(\bar{\delta}_m^I)$ with respect to the $\Lambda$CDM prediction for the slope $K(R)$ is shown with green dashed line and the Planck constraint on $H_0$ is shown with the red band for comparison with the intercepts.

We exemplify this linear fitting in the right panel of Fig. 2 for an illustrative smoothing scale $R = 70$ Mpc/h. The $H_0(\bar{\delta}_m^I)$ values with the inclusion (blue) and exclusion (red) of the mass step correction are fitted from the $k$-th group of Pantheon SNe Ia in the $I$-th density field. The field-averaged $H_0(\bar{\delta}_m^I)$ values over $N = 2000$ density fields are denoted in black with 1σ error bars $\sigma_{H_0}(\bar{\delta}_m^I) = \langle \sigma_{H_0}^2(\bar{\delta}_m^I) \rangle^{1/2}$ averaging over all 1σ uncertainties from all density fields at each density group. Hence, the slope $K$ and intercept $H_0^{\text{base}}$ can be fitted from these field-averaged data points $(\bar{\delta}_m^I, H_0(\bar{\delta}_m^I), \sigma_{H_0}(\bar{\delta}_m^I))$. The direct-binned $H_0$ values from all $H_0(\bar{\delta}_m^I)$ values are also shown in gray. In both cases with and without the mass step correction, there is always a mild linear correlation between the fitted local Hubble constants and the ambient density contrasts of different groups of SNe Ia. The results for the Pantheon+ sample are similar but not presented here for simplicity.
We then trace the scale dependence of this non-local slope in Fig. 2. In the left panel, we repeat the previous analysis at \( R = 15, 20, 30, 40, 50, 60, 70 \) Mpc/h for Pantheon(+) samples shown in lighter (darker) colors. Here \( R = 15 \) Mpc/h is roughly the minimal resolution scale of the BOSS density reconstructions. The fitted intercept \( H_0^{\text{base}} \) values are shown with red points, reproducing the usual Hubble tension when compared to the Planck constraint on \( H_0 \) shown with the red band. More intriguingly, the fitted slopes \( K \) (blue points) become more and more positive at larger and larger scale \( R \), which is in direct contrast to our theoretical estimation [9] shown with a green dashed line. The 1σ error bars in \( K(R) \) are extracted from diagonal elements of an inverse covariance matrix characterizing the correlations between different smoothing scales as detailed in the supplemental material [68]. The deviation significance between the observational \( K(R) \) and ΛCDM prediction at each smoothing scale is quantified in the right panel with the largest deviation significance close to 3σ at \( R = 60 \) Mpc/h, though the averaged deviation significance is 1.76σ (1.44σ) for Pantheon(+) samples. Therefore, this observational \( K(R) \) is still marginally consistent with the ΛCDM expectation, but future galaxy surveys would enlarge the SN sample and improve the density reconstructions to further reduce the scattering in fitting this non-local slope.

**Conclusion and discussion.**— The current Hubble tension has drawn much attention recently for model buildings and systematics checks, among which the calibration errors are claimed to be well controlled, while the physical origin for the scatter in the SN standardization remains mysterious especially for the Hubble residual correlation to the stellar mass of the SN-host galaxy. Since the more massive halos that usually contain the more massive SN-host galaxies tend to populate in the denser regions than the less massive halos, a Hubble residual correlation to the ambient density contrast of SN-host galaxy might be expected. By fitting the local Hubble constant to a group of Pantheon(+) SNe Ia selected with the same ambient density contrast of their SN-host galaxies at a given scale, we have revealed this host-galaxy ambient density correlation with and without the mass step corrections. We have also found that this residual linear correlation becomes more and more positive at larger and larger scales, on the contrary to the slightly negative correlation predicted by the ΛCDM model. Several comments are given below concerning about this new Hubble-variation correlation and its scale dependence:

First, although the host density correlation we consider is originally motivated from the host mass correlation, it is there in the data regardless of the inclusion or exclusion of the mass step correction, yielding this host density correlation as a new independent residual correlation from the usual host mass correlation instead of a direct inheritance of the latter one. This is not surprising since it is rather indirect via the host halo mass of the SN-host galaxy to relate the stellar mass of the SN-host galaxy to its ambient density contrast estimated at a given scale.

Second, this Hubble-variation correlation perfectly matches our theoretical estimation at small scales but becomes more and more positive when going to the larger scales, indicating some uncounted corrections to the peculiar velocity of the SN-host galaxy from its ambient density contrast at larger scales, for example, large-scale external flow [64], and it cannot be of astrophysical origins alone since the scale at which we estimate the ambient density contrast of the SN-host galaxy is much larger than any astrophysical scales.

Third, if there is no new systematics found to contribute to the peculiar velocity of the SN-host galaxy, this new Hubble-variation correlation and its scale dependence could be a smoking gun of new physics. For example, a recently proposed model of the chameleon dark energy [2] admits a higher effective cosmological constant in the denser regions, driving the dense regions to expand locally faster than the less dense regions. Since all regions become less dense when tracing back in time, this model could naturally predict a smaller early-time background Hubble constant than the late-time local measurements.
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**Appendix A. The Hubble-constant variation**

In this appendix, we will derive for the first time in the ΛCDM model a theoretical estimation on the variations in the measured local Hubble constants from an arbitrary discrete sample of distant SNe Ia with the same ambient density contrast estimated at a given scale. Before we dive into the details of the theoretical estimation on the Hubble-constant variation from a discrete sample of distant SNe Ia, we first look into the Hubble-constant variation...
variations from continuous samples of local distance indicators within a local ball, a local shell, a local sphere, and distant sphere. See Fig. 4 for a schematics demonstration.

The Hubble-constant variations from a local ball and a local point

To estimate the local Hubble expansion rate \( H_0^{\text{loc}}(r_0) \) at position \( r_0 \), one can first measure the relative redshift \( z_i \) and distance \( D_i \equiv D_i = |r_i - r_0| \) for a sample of local distance indicators at positions \( r_i (i = 1, 2, \ldots, N) \) within a 3-ball \( B_r^3(0) \) of radius \( R \), then the local Hubble constant can be approximated by the mean value \[ \bar{H} \]

\[
H_0^{\text{loc}}(r_0) \approx \bar{H}_0^{\text{loc}}(r_0) = H_0^{\text{bac}} + \frac{1}{N} \sum_{i=1}^{N} |r_i - r_0|^2,
\]

(14)

where \( v_i \) is the peculiar velocity on top of the background Hubble-flow velocity \( H_0^{\text{bac}}D_i \) satisfying \( \bar{z}_i = H_0^{\text{bac}}D_i + v_i \cdot \hat{D}_i \). This operational definition would necessarily lead to a local variation in the measured Hubble constant \( \delta_H(r_0) \equiv (\bar{H}_0^{\text{loc}}(r_0) - H_0^{\text{bac}})/H_0^{\text{bac}} \), or in a continuous form as \[ L \]

\[
\delta_H(r_0; B_R^3(r_0)) = \frac{1}{H_0^{\text{bac}}} \int d^3r \frac{v(r) \cdot (r - r_0)}{|r - r_0|^2} W_R(r - r_0)
\]

(15)

for a continuous peculiar velocity field \( v(r) \), where the window function \( W_R(\mathbf{r}) = (4\pi R^3)^{-1} \Theta(\mathbf{r}) \) with the step function \( \Theta(\mathbf{r}) \) is used for selecting all local distance indicators within a ball of radius \( R \).

For the \( \Lambda \)CDM model, the linear perturbation theory has related the Fourier mode of the peculiar velocity field \( v(r) = (2\pi)^{-3} \int d^3k \tilde{v}(k)e^{ik \cdot r} \) to the Fourier mode of the density contrast field \( \delta_m(r) \equiv (\rho_m(r) - \bar{\rho}_m)/(2\pi)^{-3} \int d^3k \tilde{\delta}_m(k)e^{ik \cdot r} \) by the so-called Peebles relation \[ M \]

\[ \tilde{v}(k) = if(\Omega_m)H_0^{\text{bac}}\tilde{\delta}_m(k)/k^2, \]

(16)

where the growth factor \( f(\Omega_m) \approx \Omega_m^{0.55} \) from the \( \Lambda \)CDM model will be abbreviated simply as \( f \) hereafter. Hence the local Hubble-constant variation can be expressed as

\[
\delta_H(r_0; B_R^3(r_0)) = f \int \frac{d^3k}{(2\pi)^3} \tilde{\delta}_m(k)e^{ik \cdot r_0} \bar{L}(kR),
\]

(17)

where the window function \( \bar{L}(kR) \) is evaluated as

\[
\bar{L}(kR) = \int d^3D \frac{e^{ik \cdot D}}{k^2D^2} \frac{\Theta(R - D)}{4\pi R^3},
\]

(18)

\[
= \int_0^R dD \frac{1D/k}{2\pi R^3} \int_0^{2\pi} \frac{d\varphi}{4\pi} \int_0^\pi \sin \theta d\theta e^{ikD \cos \theta},
\]

\[
= \frac{3}{(kR)^3} \left( \sin kR - \int_0^{kR} \frac{dx}{x} \sin x \right),
\]

(19)

\[
= \frac{3}{(kR)^3} (\sin kR - \sin kR).
\]

(20)

For sufficiently local measurements at \( r_0 \) with \( R \to 0 \), the window function approaches to \( \bar{L}(kR) \to -1/3 \), therefore, the well-known Turner-Cen-Ostriker (TCO) relation \[ N \]

\[
\bar{H}(r_0; B_R^3(r_0)) = -\frac{f}{3} \int \frac{d^3k}{(2\pi)^3} \tilde{\delta}_m(k)e^{ik \cdot r_0}
\]

\[
= -\frac{f}{3} \delta_m(r_0),
\]

(21)

which can also be recovered from going to the real space as we will derive below.

For a finite \( R \), we can further evaluate the local Hubble-constant variation \( \delta_H(r_0; B_R^3(r_0)) \) by inserting back the inverse Fourier transform of the density contrast mode \( \delta_m(k) = f \int d^3r \delta_m(r)e^{-ik \cdot r} \). After abbreviating \( D = r - r_0 \), the second integral

\[
\int \frac{d^3k}{(2\pi)^3} e^{-ik \cdot D} \bar{L}(kR) = \int \frac{k^2dk}{(2\pi)^3} \frac{3}{(kR)^3} \left( \sin kR - \sin kR \right)
\]

\[
\times \int_0^{2\pi} \frac{d\varphi}{4\pi} \int_0^\pi \sin \theta d\theta e^{-ikD \cos \theta}
\]

can be performed first by changing to the new variable \( x = kR \) with a ratio \( \lambda \equiv D/R \) as

\[
\int \frac{d^3k}{(2\pi)^3} e^{-ik \cdot D} \bar{L}(kR) = \frac{3}{2\pi^2R^3} \int_0^{\infty} dx \left( \frac{\sin x}{x} - \frac{\sin x}{x} \right) \sin \lambda x \lambda x,
\]

which is mathematically equivalent to

\[
\int \frac{d^3k}{(2\pi)^3} e^{-ik \cdot D} \bar{L}(kR) = \frac{\Theta(1 - \lambda)}{\lambda^2 \pi R^3} \ln \lambda \equiv W_R(D) \ln \frac{D}{R}
\]

Therefore, we find that the local Hubble-constant variation \( \delta_H(r_0; B_R^3(r_0)) \) can be generally obtained in the real space as

\[
\delta_H(r_0; B_R^3(r_0)) = f \int d^3D \delta_m(r_0 + D)W_R(D) \ln \frac{D}{R},
\]

(22)
indicating that using a continuous sample of local distance indicators within a sphere of radius $R$ would necessarily lead to a local variation in the measured Hubble constant proportional to the weighted density contrast averaged within the radius $R$. In particular, for sufficiently local measurements at $r_0$ in the limit $0 < D < R \to 0$, the density contrast $\delta_m(r_0 + D) \to \delta_m(r_0)$ can be factorized out, and the resulted local Hubble-constant variation

$$\bar{\delta}_H(r_0; B_{R \to 0}^3(r_0)) = f \delta_m(r_0) \int_0^R 4\pi D^2 dD \frac{1}{3} \frac{\pi R^3}{\ln \frac{D}{R}}$$

$$= -\frac{f}{3} \delta_m(r_0)$$

(23)

exactly reproduces the well-known TCO relation $[21]$. Unfortunately, for a finite $R$, the local Hubble-constant variation $[22]$ in real space cannot be evaluated further due to the random values taken by the density contrast field $\delta_m(r_0 + D)$. However, this is not the case for a continuous sample of local distance indicators constrained on a local sphere as we will elaborate below.

**The Hubble-constant variations from a local shell and a local sphere**

We can generalize the above derivations into the case where the selected local distance indicators are located within a shell $B_{R \to 0}^3(r_0) \setminus B_{R_1}^3(r_0) \equiv Sh_{R_2}^R(r_0)$ with innermost and outermost radii being $R_1$ and $R_2$, respectively, then with the window function

$$W(D; R_1, R_2) = \frac{\Theta(R_2 - D)\Theta(D - R_1)}{\frac{4}{3} \pi (R_2^3 - R_1^3)}$$

(24)

the corresponding variation in the Hubble constant

$$\bar{\delta}_H(r_0; Sh_{R_1}^{R_2}(r_0)) = \int d^3D \frac{\mathbf{v}(r_0 + D) \cdot D}{H_0^2 D^2} W(D; R_1, R_2)$$

(25)

can be similarly evaluated in the momentum space as

$$\bar{\delta}_H(r_0; Sh_{R_1}^{R_2}(r_0)) = f \int \frac{d^3k}{(2\pi)^3} \tilde{\delta}_m(k) e^{i k \cdot r_0} \tilde{L}(k; R_1, R_2)$$

(26)
with the window function of the form
\[
\tilde{L}(k; R_1, R_2) = \frac{3}{k^3(R_2^2 - R_1^2)} \left( \sin k R - \text{Si} k R \right)|_{R_1}^{R_2},
\]
(27)
or in the real space as
\[
\delta_H(r_0; \text{Sh} R^2_0(r_0)) = f \int d^3D \delta_m(r_0 + D) \mathcal{L}(D; R_1, R_2)
\]
(28)
with the window function of the form
\[
\mathcal{L}(D; R_1, R_2) = \int \frac{d^3k}{(2\pi)^3} e^{-ik \cdot D} \tilde{L}(k; R_1, R_2)
\]
(29)
\[
= W(D; R_1, R_2) \ln \frac{D}{R_2} + \frac{\Theta(R_0 - D)}{\frac{4}{3}\pi(R_2^2 - R_1^2)} \ln \frac{R_1}{R_2}.
\]
(30)
In particular, for the distance indicators constrained within an infinitely thin shell in the limit \( R_1 \rightarrow R_2 \equiv R \),
\[
\lim_{R_1 \rightarrow R_2 \equiv R} \tilde{L}(k; R_1, R_2) = - \frac{j_1(kR)}{kR},
\]
(31)
\[
\lim_{R_1 \rightarrow R_2 \equiv R} \mathcal{L}(D; R_1, R_2) = \frac{1}{3} W_R(D)
\]
(32)
we can derive the Hubble-constant variation from the distance indicators on a sphere of a radius \( R \) at \( r_0 \) as
\[
\delta_H(r_0; S^2_R(r_0)) = - \frac{f}{3} \tilde{\delta}_m^R(r_0),
\]
(33)
where the ambient density contrast \( \tilde{\delta}_m^R(r_0) \) is the averaged density contrast within a local sphere of radius \( R \),
\[
\tilde{\delta}_m^R(r_0) = \int d^3D \delta_m(r_0 + D) W_R(D).
\]
(34)
This new relation \( (33) \) can also be derived directly from
\[
\delta_H(r_0; S^2_R(r_0)) = \int d^3D \frac{v(r_0 + D) \cdot D}{H_0^{\text{bac}}|D|^2} \frac{\delta(D - R)}{4\pi R^2}
\]
\[
= \int d^3D \int \frac{d^3k}{(2\pi)^3} e^{ik \cdot (r_0 + D)} \tilde{\mathbf{v}}(k) \cdot D \frac{\delta(D - R)}{H_0^{\text{bac}}|D|^2}
\]
\[
= \int d^3D \frac{1}{k^2} \tilde{\mathbf{v}}(k) \cdot D \delta(D - R)
\]
\[
= f \int d^3r \delta_m(r_0 + r) \int \frac{d^3k}{(2\pi)^3} e^{ik \cdot r} \frac{i}{k^2} \frac{j_1(kR)}{kR}
\]
\[
= f \int d^3r \delta_m(r_0 + r) \left( -\frac{1}{3} W_R(r) \right) = - \frac{f}{3} \tilde{\delta}_m^R(r_0)
\]
(35)
by replacing the shell window function \( W(D; R_1, R_2) \) with a Dirac delta function \( \delta(D - R) \) confined on a sphere.
In the second line, we have gone to the momentum space of the peculiar velocity field, which has been replaced in the third line by the Fourier mode of the density contrast field according to the Peebles relation \( (16) \). In the fourth line, the integration over \( D \) is first performed by choosing \( k \) as the \( z \)-axis, and then the density contrast field has been put back to the real space around \( r_0 \). In the last line, the integration over \( k \) is obtained by choosing \( r \) as the \( z \)-axis. Note that technique we take for going back and forth between the momentum space and real space will be very useful when dealing with other examples below.

In estimating \( \tilde{\delta}_m^R(r_0) \) from the real data, it would quickly converges to 0 after averaging the density contrast over a larger and larger radius \( R \). Therefore, using a distance indicator sample sufficiently distant would largely reduce the measured Hubble-constant variation. This is why the local distance ladder measurements would select SNe Ia on the Hubble flow in the redshift range \( 0.0233 < z < 0.15 \) with the lower redshift \( z = 0.0233 \) corresponding to the homogeneity scale \( R_{\text{homog}} = 70 \text{Mpc}/h \) \cite{72}, where the fractal dimension \( \text{Fr} \) of the galaxy number counting in such a sphere deviates only one percent from the expectation of the cosmic homogeneity, so that the measured Hubble-constant variation can be reduced below the percent level.

### The Hubble-constant variation from a distant sphere

An immediate generalization of the Hubble-constant variation from a local sphere would be a displaced one, \( \delta_H(r_0; S^2_R(r_i)) \)
\[
\delta_H(r_0; S^2_R(r_i)) = \int d^3D \frac{v(r_i + D) \cdot (r_0 + D)}{H_0^{\text{bac}}|r_i + D|^2} \frac{\delta(D - R)}{4\pi R^2},
\]
(36)
where the local distance indicators are located on a sphere \( S^2_R(r_i) \) of radius \( R \) centered at \( r_i \) different from the observer at \( r_0 = 0 \).
At the limit of a distant small sphere, \( R \ll |r_i - r_0| \equiv r_0 \) so that \( |r_i + D|^2 \approx r_i^2 \), the peculiar velocity field \( v(r_i + D) \) can be expanded in the neighborhood of \( r_i \) to the first order in \( D \) as
\[
v(r_i + D) \approx v(r_i) + \nabla v(r_i) D,
\]
(37)
where \( \nabla_v \cdot v(r_i) = \partial^a v_a(r_i)/\partial h^b \) is the Jacobian matrix given by the partial derivative of \( v = (v_x, v_y, v_z) \) with respect to \( r \equiv (x, y, z) \) at \( r_i \). For the Fourier transformation \( v(r) = (2\pi)^{-3} \int d^3k \tilde{v}(k)e^{ik \cdot r} \), the Jacobian matrix term reads
\[
\left( \nabla_v \cdot v(r_i) \right) D = \int \frac{d^3k}{(2\pi)^3} e^{ik \cdot r} \left[ ik \cdot (\nabla_v \otimes r_i) D \right] \tilde{v}(k)
\]
\[
= \int \frac{d^3k}{(2\pi)^3} e^{ik \cdot r} \left[ ik \cdot D \right] \tilde{v}(k)
\]
(38)
since \( \left( \nabla_v \otimes r_i \right) = \text{diag}(1, 1, 1) \) is simply an identity matrix. With above approximations in mind, we can split the
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The first contribution is simply the Hubble-constant variation measured from a single distant indicator at \( r_i \),

\[
\int d^3D \frac{\delta(D - R)}{4\pi R^2} \frac{v(r_i) \cdot r_i}{H_0^{\text{bac}r_i^2}} = \frac{v(r_i) \cdot r_i}{H_0^{\text{bac}r_i^2}}.
\]  

(40)

The second contribution can be directly calculated as

\[
\int d^3D \frac{\delta(D - R)}{4\pi R^2} \frac{v(r_i) \cdot r_i}{H_0^{\text{bac}r_i^2}} = \frac{v(r_i) \cdot r_i}{H_0^{\text{bac}r_i^2}}.
\]  

(39)

for the integration. The third contribution can also be directly calculated as

\[
\int d^3D \frac{\delta(D - R)}{4\pi R^2} \frac{v(r_i) \cdot r_i}{H_0^{\text{bac}r_i^2}} = 0,
\]  

(41)

where we have used the Jacobian matrix (38) and the Peebles relation (16), and the integral over \( D \) is also vanished if we choose \( k \) as the \( z \)-axis for the integration.
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\int d^3D \frac{\delta(D - R)}{4\pi R^2} \frac{v(r_i) \cdot r_i}{H_0^{\text{bac}r_i^2}} = \frac{v(r_i) \cdot r_i}{H_0^{\text{bac}r_i^2}}.
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for the integration. The third contribution can also be directly calculated as

\[
\int d^3D \frac{\delta(D - R)}{4\pi R^2} \frac{v(r_i) \cdot r_i}{H_0^{\text{bac}r_i^2}} = 0,
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(41)

where we have used the Jacobian matrix (38) and the Peebles relation (16), and the integral over \( D \) is also vanished if we choose \( k \) as the \( z \)-axis for the integration.
Similarly, the fourth contribution can be calculated as
\[
\int d^3D \frac{[\left(\nabla_r \otimes v(r_i)\right) \cdot D \delta(D - R)]}{H_0^{bacc} r_i^2} \quad \frac{d}{4\pi R^2}
\]
\[
= \int d^3D \int \frac{d^3k}{(2\pi)^3} e^{i k \cdot r_i} \left(\frac{1}{2} R^2 \right) \delta(D - R) \quad \frac{d}{4\pi R^2}
\]
\[
= -f \int d^3r \delta_m(r_i + r) \int \frac{d^3k}{(2\pi)^3} e^{-i k \cdot r_i} \left(\frac{1}{2} R^2 \right) \delta(D - R) \quad \frac{d}{4\pi R^2}
\]
\[
= -f \int d^3r \delta_m(r_i + r) \int \frac{d^3k}{(2\pi)^3} \delta_m(k) e^{-i k \cdot r_i} \left(\frac{1}{2} R^2 \right) \delta(D - R) \quad \frac{d}{4\pi R^2}
\]
\[
= -f \int d^3r \delta_m(r_i + r) \int \frac{d^3k}{(2\pi)^3} e^{-i k \cdot r_i} \left(\frac{1}{2} R^2 \right) \delta(D - R) \quad \frac{d}{4\pi R^2}
\]
\[
= -f \int d^3r \delta_m(r_i + r) \int \frac{d^3k}{(2\pi)^3} e^{-i k \cdot r_i} \left(\frac{1}{2} R^2 \right) \delta(D - R) \quad \frac{d}{4\pi R^2}
\]
where the integration over \( k \) simply results in a Dirac delta function \( \delta(k) \) that picks out the local density contrast \( \delta_m(r_i) \) at \( r_i \) in the last line. However, since all the above derivations are carried out in the linear perturbation regime, the would-be Dirac delta function is actually smeared with a small but finite width so that \( \delta_m(r_i) \) is actually not the local density contrast exactly at \( r_i \), but should be smoothed over the minimal local scale \( R_{lin} = 8 \text{ Mpc}/h \) around \( r_i \).

Therefore, the local Hubble-constant variation from a continuous sample of local distance indicators on a distant small sphere of radius \( R \) centered at \( r_i \) can be estimated analytically as
\[
\bar{\delta}_H(0; S^2_R(r_i)) \approx \frac{v(r_i) \cdot r_i}{H_0^{bacc} r_i^2} - f \frac{\delta_m(r_i)}{3} \frac{R^2}{r_i^2}.
\]

\textbf{The Hubble-constant variation from a distant discrete sample}

An immediate application of the estimation would be the Hubble-constant variation from a discrete sample of local distance indicators at \( r_i \) (\( i = 1, 2, \cdots, N \)) (see Fig. 4) estimated at a scale \( R \ll r_i \) as
\[
\bar{\delta}_H(0; \{r_i| r_i \gg R\}) \equiv \frac{1}{N} \sum_{i=1}^{N} \frac{v(r_i) \cdot r_i}{H_0^{bacc} r_i^2}
\]
\[
\approx \frac{1}{N} \sum_{i=1}^{N} \left[ \bar{\delta}_H(0; S^2_R(r_i)) + \frac{f}{3} \bar{\delta}_m(r_i) \frac{R^2}{r_i^2} \right],
\]
where the first term can be further evaluated as
\[
\bar{\delta}_H(0; S^2_R(r_i)) \approx \int d^3D \frac{v(r_i + D) \cdot D \delta(D - R)}{H_0^{bacc} r_i^2} \quad \frac{d}{4\pi R^2}
\]
\[
= \int d^3D \frac{v(r_i + D) \cdot D \delta(D - R)}{H_0^{bacc} r_i^2} \quad \frac{d}{4\pi R^2}
\]
\[
= -f \frac{\delta_m(r_i)}{3} \frac{R^2}{r_i^2}.
\]

Here the first approximate equality is taken due to the approximation \( r_i + D \approx r_i^2 \) made for \( D \rightarrow R \ll r_i \). The second line is arrived since the difference between first two lines is approximately vanished,
\[
\int d^3D \frac{v(r_i + D) \cdot r_i \delta(D - R)}{H_0^{bacc} r_i^2} \quad \frac{d}{4\pi R^2}
\]
\[
= \int d^3D \frac{d^3k}{(2\pi)^3} e^{i k \cdot (r_i + D)} \frac{\delta(D - R)}{H_0^{bacc} r_i^2} \quad \frac{d}{4\pi R^2}
\]
\[
= f \int d^3D \frac{d^3k}{(2\pi)^3} \bar{\delta}_m(k) e^{i k \cdot r_i} \frac{\delta(D - R)}{k^2 r_i^2} \quad \frac{d}{4\pi R^2}
\]
\[
= f \int d^3D \frac{d^3k}{(2\pi)^3} e^{i k \cdot r_i} \frac{\delta(D - R)}{k^2 r_i^2} \quad \frac{d}{4\pi R^2}
\]
\[
= f \int d^3r \delta_m(r_i + r) \int \frac{d^3k}{(2\pi)^3} e^{-i k \cdot r_i} \frac{\delta(D - R)}{k^2 r_i^2} \quad \frac{d}{4\pi R^2}
\]
\[
= f \int d^3r \delta_m(r_i + r) \frac{\cos \theta_{rr}}{4\pi r_i^2} \quad \frac{d}{\Theta(r - R) \approx 0},
\]
where we first choose \( k \) as the \( z \)-axis for the integration over \( D \) and then choose \( r \) as the \( z \)-axis for the integration over \( k \). We have also used \( \cos \theta_{rr} = \cos \theta_{rr} \cos \theta_{rr} + \sin \theta_{rr} \sin \theta_{rr} \cos(\varphi_{rr} - \varphi_{rr}) \) for the \( k \cdot r_i \) term in the integration over \( k \), where \( \theta_{ab} \) and \( \varphi_{ab} \) are the differences in the polar and azimuthal angles between \( a \) and \( b \), respectively. The final integration is approximately vanished due to the asymmetry of the \( \cos \theta_{rr} \) term and isotropy of \( \delta_m(r_i + r) \) at large scale \( r \gg R \) under reflection \( r \rightarrow -r \). The final integral can be directly calculated as
\[
\int d^3D \frac{v(r_i + D) \cdot D \delta(D - R)}{H_0^{bacc} r_i^2} \quad \frac{d}{4\pi R^2}
\]
\[
= \int d^3D \frac{d^3k}{(2\pi)^3} e^{i k \cdot (r_i + D)} \frac{\delta(D - R)}{H_0^{bacc} r_i^2} \quad \frac{d}{4\pi R^2}
\]
\[
= f \int d^3D \frac{d^3k}{(2\pi)^3} \bar{\delta}_m(k) e^{i k \cdot r_i} \frac{\delta(D - R)}{k^2 r_i^2} \quad \frac{d}{4\pi R^2}
\]
\[
= f \int d^3D \frac{d^3k}{(2\pi)^3} e^{i k \cdot r_i} \frac{\delta(D - R)}{k^2 r_i^2} \quad \frac{d}{4\pi R^2}
\]
\[
= f \int d^3D \frac{d^3k}{(2\pi)^3} e^{-i k \cdot r_i} \frac{\delta(D - R)}{k^2 r_i^2} \quad \frac{d}{4\pi R^2}
\]
\[
= f \frac{3}{f} \int d^3D \frac{\delta_m(r_i + r) W_R(r) \frac{R^2}{r_i^2}}{4\pi R^2}
\]
\[
= f \frac{3}{f} \delta_m(r_i) \frac{R^2}{r_i^2}.
\]
Therefore, the Hubble-constant variation from a discrete sample of local distance indicators at \( r_i \) (\( i = 1, 2, \cdots, N \)) can be estimated analytically at a scale \( R \ll r_i \) as
\[
\bar{\delta}_H(0; \{r_i| r_i \gg R\}) \approx -f \frac{1}{3} \left[ \bar{\delta}_m(r_i) - \bar{\delta}_m(r_i) \right] \frac{R^2}{r_i^2}
\]
with the bra-ket symbol denoting the spatial average over all local distance indicators in the given discrete sample.
Appendix B. The slope for the Hubble variation

We now turn to the observational perspective for testing the theoretical predictions from the ΛCDM model on the Hubble-constant variations under different circumstances as we have derived in \(^{(22), (28), (33), (44)}\) and \(^{(40)}\) in addition to the well-known TCO relation \(^{(21)}\), which will be discussed separately below and briefly summarized in Table I.

First, although the Hubble-constant variation from our local position \(^{(21)}\) can be theoretically predicted as a definite form \(\delta_H(r_0; B^H_R(r_0)) = -(f/3)\delta_m(r_0)\), it is actually hard to be tested with the real observational data due to (1) a large cosmic variance in \(\delta_m(r_0)\) induced by the particular choice of a local position \(r_0\), and (2) a large sample variance in \(\delta_H(r_i; B^H_R(r_i))\) induced by a small sample volume at \(r_0\) required to be sufficiently local with \(R \rightarrow 0\). The first drawback from the large cosmic variance can be made small by approximating \(\delta_H(r_0; B^H_R(r_0))\) as the averaged \(\delta_H(r_i; B^H_R(r_i))\) over all positions of SNe Ia at \(r_i\). However, the second drawback cannot be made small since the \(R \rightarrow 0\) limit in the TCO relation would necessarily lead to a large sample variance. Nevertheless, it is still widely used in the literature as a practical approximation to test the large local void scenario as a solution to the Hubble tension.

Second, the derived Hubble-constant variations from our local ball \(^{(22)}\) and local shell \(^{(28)}\) also suffer from a large cosmic variance from our local position. The sample variance for the Hubble-constant variation from a local shell can be made small as long as the inner-most radius is larger than the homogeneity scale. However, this is not the case for the Hubble-constant variation from a local ball as it always contains a local point in the center. Furthermore, no definite theoretical prediction can be made for both cases due to the spatial integration of some weighted density contrast field that is in nature random. For example, the slope defined by the ratio of the Hubble-constant variation with respect to our ambient density contrast,

\[
K = \frac{\int d^3D \delta_m(r_0 + D)W_R(D) \ln D/R}{\int d^3D \delta_m(r_0 + D)W_R(D)},
\]

(50)
cannot conclude whether there is such a correlation from the theoretical ground since the exact value taken by the density contrast field at any particular point is unknown. Nevertheless, we can still define a statistical slope \(K\) as

\[
\langle K \rangle = \frac{\int d^3D \int d\delta_m \delta_m p(\delta_m, R)W_R(D) \ln D/R}{\int d^3D \int d\delta_m \delta_m p(\delta_m, R)W_R(D)}
\]

(51)
if the probability \(p(\delta_m, R)\) for the density contrast field \(\delta_m(r_0 + D)\) to take a given value \(\delta_m\) within \(R\) is known. For example, at linear scales, the density contrast field can be described by a Gaussian random field distribution

\[
p(\delta_m, R) = \frac{1}{\sqrt{2\pi}\sigma_R} e^{-\frac{\delta_m^2}{2\sigma_R^2}}
\]

(52)
with its variance \(\sigma_R^2\) given by

\[
\sigma_R^2 = \int \frac{k^2dk}{2\pi^2} P_m(k) \left[\frac{3j_1(kR)}{kR}\right]^2
\]

(53)
from the matter power spectrum \(P_m(k)\) at the linear order. As a simple reflection of the cosmological Copernican principle that \(r_0 + D\) is not any special position, the probability \(p(\delta_m, R)\) admits no dependence on the specific position \(r_0 + D\) at all, therefore, the integration over \(\delta_m\) can be canceled out in the numerator and denominator, and this statistical slope \(\langle K \rangle\) for the Hubble-constant variation from our local ball with respect to our ambient density contrast could have a definite prediction as

\[
\langle K \rangle = -\frac{f}{3}.
\]

(54)
We point out that it is this statistical slope that is actually tested in the literature for the large local void scenario when estimating the Hubble-constant variation from a local sample volume that is not too small.

Third, although the Hubble-constant variation \(^{(35)}\) from a local sphere is exact with a definite form \(\delta_H(r_0; S^2_R(r_0)) = -(f/3)\delta^2_m(r_0)\), it is still generally difficult to be test directly from our current observational data since the number of the well-observed SNe Ia on the same local sphere centered at our position \(r_0 = 0\) is usually less than a few, which is too small to yield a sensible constraint on the corresponding Hubble-constant variation. Furthermore, even if we have enough well-observed SNe Ia on our local spheres so that \(\delta_H(r_0; S^2_R(r_0))\) is well-determined for different radii \(R\), it is still not possible to directly infer whether there is such a correlation between the measured Hubble-constant variation and our own ambient density contrast since we only have one local Universe to observe, that is, for any given \(R\), there is only one data point \((\delta^2_m(r_0), \delta_H(r_0; S^2_R(r_0)))\) to work with, which is not enough to determine whether there is such a slope or not at this scale.

Finally, we propose to test the more general Hubble-constant variation \(^{(19)}\) from a discrete sample of distant SNe Ia but grouped by their own ambient density contrasts at some scales. This proposal could remedy all the aforementioned difficulties: it is not only detached to the specific size and shape of the sample volume, but also free from the large cosmic/sample variances in order to extract the slope of the Hubble-constant variation with respect to their own ambient density contrasts.

For a discrete sample of SNe Ia at the positions \(\{r_i\}_{i=1,2,\cdots,N}\) within a spherical shell \(R_1 < r_i < \)
TABLE I. A brief summary for the cosmic and sample variances, the ability to select a sample, and the prediction on the slope for the Hubble-constant variation measured by the SN samples from a local position, a local ball, a local shell, a local sphere, a distant sphere, and an arbitrary discrete sample of distant SNe Ia.

| Sample region          | Cosmic variance            | Sample variance | Sample selection | Prediction on the slope |
|------------------------|----------------------------|-----------------|------------------|------------------------|
| Local position         | Large but can be made small| Large           | Difficult        | Definite               |
| Local ball             | Large but can be made small| Large           | Easy             | Random                 |
| Local shell            | Large but can be made small| Can be made small| Easy             | Random                 |
| Local sphere           | Large but can be made small| Can be made small| Difficult        | Definite               |
| Distant sphere         | Small                      | Can be made small| Difficult        | Approximately definite |
| Distant discrete sample| Small                      | Small           | Easy             | Approximately definite |

$R_2$ centered at our position $r_0 \equiv 0$, if the innermost radius $R_1 > R_{\text{homo}}$ is larger than the cosmic homogeneity scale $R_{\text{homo}} = 70 \text{ Mpc}/h$, then the measured Hubble-constant variation from these SNe Ia would be less than one percent as expected analytically from (53). However, as we will show shortly below, there is actually a hidden trend (namely a slope) even in this sub-percent Hubble-constant variation if these SNe Ia are selected in such a way that their own ambient density contrasts at a scale $R$ (focusing on the case with $R_{\text{lim}} < R < R_{\text{homo}}$) are all equal to the same value $\delta_m^0$. In this case, the Hubble-constant variation is approximately definite at a given scale $R$ can be estimated by (50) as

$$\bar{\delta}_R(0; \{r_j|\bar{\delta}_R(r_j) = \delta_m^R\}) \equiv -\frac{f}{3} \left(\frac{R^2}{r_i^3}\right) \delta_m^R, \quad (55)$$

where the local term $(\delta_m^0(r_j)R^2/r_i^3)$ has been omitted by checking it numerically in the real data to be smaller than the right-hand-side of (55) since the selection condition $\delta_m^R(r_j) = \delta_m^R$ puts no constraint on the local density contrast $\delta_m^0$ at the minimal linear scale. Hence, $\bar{\delta}_m^0$ can be still described by a Gaussian random field distribution with zero mean. This is a good approximation since the BOSS density reconstruction we used for estimating the ambient density contrasts of the SN-host galaxies admits a resolution $15 \text{ Mpc}/h$ larger than the minimal linear scale. Therefore, the $\Lambda$CDM model predicts a negative slope $K$ at a given scale $R$ centered at $r_0$ by

$$K \equiv \frac{\delta_H(0; \{r_j|\delta_m^R(r_j) = \delta_m^R\})}{\delta_m^R} = -\frac{f}{3} \left(\frac{R^2}{r_i^3}\right) \equiv -\frac{f}{3} Q, \quad (56)$$

where the magnitude for the mean value of the inverse distance-square can be estimated with a continuous form within a shell as

$$Q \equiv \left(\frac{R^2}{r_i^3}\right) \approx \int d^3r \frac{R^2}{r_i^2} W(r; R_1, R_2) = \frac{3(R_2^2 - R_1^2)R_2^2}{R_2^2 - R_1^2}. \quad (57)$$

Note here that the slope $K$ can be extracted without a large cosmic variance since now we can have more than one data point to fit the slope $K$ at a given scale $R$ by selecting different samples of SNe Ia with different ambient density contrasts at the same scale $R$. Changing the scale $R$, we can even trace the evolution of the slope $K$ with respect to the scale $R$. It turns out as a surprise that, using the real data from the selected Pantheon(+) SNe Ia samples grouped by their ambient density contrasts estimated at a given scale from the BOSS density reconstructions, the slope for the measured Hubble-constant variations becomes more and more positively correlated with the ambient density contrasts of the SN-host galaxies at larger and larger scales as we have found in the main context.

**Appendix C. Statistical significance**

In the main context, with observation data from a total number $M$ of SNe within the total number $N$ of reconstructed density contrast fields, we have first estimated the ambient density contrast $\bar{\delta}_m^I(d_i)$ at each $d_i$ with a smoothing scale $R$ in the $I$-th density field by averaging over a total number $n_i$ of density contrast $\delta_m^I(r_j)$ at $r_j$ within a sphere of radius $R$ centered at $d_i$ as

$$\bar{\delta}_m^I(d_i) = \frac{1}{n_i} \sum_{j=1}^{n_i} \delta_m^I(r_j(d_i)), \quad (58)$$

and then presented these number $M$ of SNe by their ambient density contrast at scale $R$ in the $I$-th density field as $\bar{\delta}_m^I(d_{P,I}) \leq \bar{\delta}_m^I(d_{P,I}) \leq \cdots \leq \bar{\delta}_m^I(d_{P,I})$, from which we can pick every 100 SNe out as a group each time for fitting the $H_0$ value $H_0(\bar{\delta}_m^I)$ with $1\sigma$ uncertainty $\sigma_{H_0}(\bar{\delta}_m^I)$. Here the $k$-th group-averaged ambient density contrast is defined by

$$\langle \bar{\delta}_m^I \rangle_k = \frac{1}{100} \sum_{j=1}^{100} \delta_m^I(d_{P,I+(k-1)s}) \quad (59)$$

with neighboring groups shifted by a number $s$ of SNe according to the grouping strategy $M = 100 + (m -$
1s. Next, we can average the \( H_0(\bar{\delta}_m^I) \) values over all reconstructed density fields for the \( k \)-th group as

\[
\bar{H}_0\left(\bar{\delta}_m^I\right)_k \equiv \frac{1}{N} \sum_{I=1}^{N} \left(\bar{\delta}_m^I\right)_k \equiv \frac{1}{N} \sum_{I=1}^{N} H_0(\bar{\delta}_m^I) \quad (60)
\]

with the corresponding uncertainty of form

\[
\sigma_{\bar{H}_0}(\bar{\delta}_m^I)_k = \left( \frac{1}{N} \sum_{I=1}^{N} \sigma_{H_0}(\bar{\delta}_m^I)_k \right)^{1/2} . \quad (61)
\]

Finally, we can fit these field-averaged data points

\[
(\bar{\delta}_m^I)_k, \bar{H}_0(\bar{\delta}_m^I)_k, \sigma_{\bar{H}_0}(\bar{\delta}_m^I)_k
\]

from different density groups \( k = 1, 2, \cdots, m \equiv \frac{M-100}{s} \) by a linear ansatz

\[
\bar{H}_0(\bar{\delta}_m^I)_k = H_0^{\text{base}} K(R) | \bar{\delta}_m^I | + H_0^{\text{base}} \quad (62)
\]

with a slope \( K(R) \), an intercept \( H_0^{\text{base}} \), and a corresponding 1\( \sigma \) uncertainty \( \sigma_K(R) \). As a comparison, the \( \Lambda \)CDM prediction for this non-local residual correlation reads

\[
K_{\Lambda \text{CDM}}(R) = -\frac{f}{3} Q(R) \equiv -\frac{f}{3} \left( \frac{1}{M} \sum_{i=1}^{M} R^2 d_i^2 \right) . \quad (63)
\]

One might naively estimate the deviation significance between the observational \( K(R) \) and theoretical \( K_{\Lambda \text{CDM}}(R) \) at each smoothing scale \( R \) by

\[
\sigma(R) = \frac{|K(R) - K_{\Lambda \text{CDM}}(R)|}{\sigma_K(R)} . \quad (64)
\]

However, the deviation significance defined in this way could be underestimated as the non-local slope \( K(R) \) at different smoothing scales might be correlated with each other if there is an alternative model other than the \( \Lambda \)CDM model predicting more positive \( K(R) \) at larger scale \( R \). To quantify this correlation between different smoothing scales, we evaluate the covariance matrix by

\[
C_{ab} = \frac{1}{N-1} \sum_{I=1}^{N} \left[ K_I(R_a) - \bar{K}(R_a) \right] \left[ K_I(R_b) - \bar{K}(R_b) \right] , \quad (65)
\]

where the non-local residual slope \( K_I(R) \) from the \( I \)-th density field is obtained by fitting the data points \( (\bar{\delta}_m^I)_k, H_0(\bar{\delta}_m^I)_k, \sigma_{H_0}(\bar{\delta}_m^I)_k, k = 1, 2, \cdots, m \) with a linear model \( H_0(\bar{\delta}_m^I)_k = H_0^{\text{base},I} K_I(R) | \delta_m^I | + H_0^{\text{base},I} \), and \( \bar{K}(R) = (1/N) \sum I K_I(R) \) is the corresponding mean value over all reconstructed density fields. In Fig. 5 we present the associated correlation matrix \( \text{Corr}_{ab} = C_{ab}/(\sigma_a \sigma_b), \sigma_c = \sqrt{C_{cc}} \) of this non-local slope between different smoothing scales. Therefore, from the unbiased inverse covariance matrix \( \Sigma_{ab} = \frac{N-1}{N-m} C_{ab} \), the 1\( \sigma \) uncertainty of \( K(R) \) can be extracted as

\[
\sigma_{\text{Corr}}(R_c) = (\Sigma^{-1})_{cc}^{1/2} , \quad (66)
\]

from which the deviation significance for the observational non-local slope \( K(R) \) with respect to the \( \Lambda \)CDM prediction can be estimated at each smoothing scale by

\[
\sigma(R) = \frac{|K(R) - K_{\Lambda \text{CDM}}(R)|}{\sigma_{\text{Corr}}(R)} . \quad (67)
\]

Finally, the overall deviation significance between observational \( K(R) \) and theoretical \( K(R) \) can be estimated as \( \sigma = \sqrt{\langle \sigma^2(R) \rangle_R} \) from averaging each deviation significance-square \( \sigma(R)^2 \) over all smoothing scales, which is 1.76\( \sigma \) (1.44\( \sigma \)) for Pantheon(+) samples.
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