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Abstract

Dengue is an infection of increasing global importance, yet uncertainty remains regarding critical aspects of its virology, immunology and epidemiology. One unanswered question is how infection is controlled and cleared during a dengue infection. Antibody is thought to play a role, but little past work has examined the kinetics of both virus and antibody during natural infections. We present data on multiple virus and antibody titres measurements recorded sequentially during infection from 53 Vietnamese dengue patients. We fit mechanistic mathematical models of the dynamics of viral replication and the host immune response to these data. These models fit the data well. The model with antibody removing virus fits the data best, but with a role suggested for ADCC or other infected cell clearance mechanisms. Our analysis therefore shows that the observed viral and antibody kinetics are consistent with antibody playing a key role in controlling viral replication. This work gives quantitative insight into the relationship between antibody levels and the efficiency of viral clearance. It will inform the future development of mechanistic models of how vaccines and antivirals might modify the course of natural dengue infection.

Author Summary

Dengue is a globally important viral disease. Despite this, there is still much unknown about the immunology, virology and epidemiology of dengue. As for all viral infections, the interaction between virus and immune response is a complex one. Using data collected from patients, we model how the virus replicates in an infected individual and how the human antibody response acts to control that replication. We show that the timing and magnitude of the growth and decline of virus and antibody levels in dengue-infected
patients are consistent with antibody playing a key role in controlling infection. Our results are of use in the evaluation of potential antiviral drugs and vaccines.

Introduction

In contrast to malaria, dengue is a vector-borne infection with a growing geographical range, which is therefore responsible for an increasing burden of disease [1]. Much remains to be understood about the epidemiology and pathogenesis of infection, notably how infection with one serotype modifies viral replication and disease in a later infection with a different serotype. Multiple studies have examined the role of antibody in enhancing infection [2], antigenic sin in T or B cells [2, 3] and protection afforded against infection or disease [4]. However, only a limited amount of past work has examined how the kinetics of the antibody response interact with the dynamics of viral replication within the infected patient, and investigated the causes of viral clearance during infection. Previous viral dynamic modelling work for dengue has fit mechanistic models of various immune responses to viral titres [5, 6]. Here we extend this work to fit to both viral and antibody titres during infection.

One previous study [7] analysed a small number of serial antibody measurements from primary dengue infections to examine whether antibody titres, along with NS1 measurements, could be used as an alternative diagnostic method for detecting infection. The study showed that IgM antibodies were detectable in 43% of cases on day 3 of symptoms, though in some individuals they were detectable from day 1 and were detectable in 100% of individuals by day 8. Some individuals also had detectable IgG antibodies by day 8. Though generally only two measurements were available per patient, the study highlighted high levels of heterogeneity between patients in antibody responses.

These results echo what was seen in an older study [8] which showed that in primary infection IgM antibody developed more quickly and to higher levels than IgG, but that the reverse was true in secondary infection. This work led to the use of the ratio of IgG vs. IgM titres to classify primary and secondary infection. IgM was also noted to become detectable at around the same time point as virus became undetectable, but since the main focus of the work was the use of antibody titre measurements as a diagnostic tool, mechanistic explanations of antibody and virus dynamics were not considered. Zompi and colleagues [9] considered the kinetics of antibody and B cell populations during acute secondary DENV3 infection in Nicaragua. Early in infection they found that the majority of antibody was cross-reactive with more antibody directed towards DENV2 than DENV3. Most recently, a study of Mexican patients compared (at a single time-point) viral titres in patients with or without detectable IgM [10]. Lower virus titres were observed in individuals with detectable IgM.

There are two mechanisms by which dengue infection can be controlled: limiting the rate of production of new virus particles (by blocking virus entering the cell or preventing the cell from releasing virus) or increasing the clearance of infected cells or virus (neutralisation or opsonisation and clearance). Antibody can play a role in the clearance of virus through neutralisation [11] and in the clearance of infected cells through antibody dependent cell cytotoxicity (ADCC) [12]. In this paper, we explore whether sequential antibody and virus measurements from a closely observed set of Vietnamese dengue patients are temporally and mechanistically consistent with either or both of these mechanisms for antibody action.
Results

Virus and antibody titres were measured throughout DENV1 and 2 infections (Figs 1 and 2). A summary of characteristics of the dataset is given in Table 1. The levels of IgG titres in patients with primary infection were too low during infection for IgG to play a role in viral clearance. We therefore fitted the IgG data only to data from patients with secondary infections and the IgM titres to both primary and secondary infections. Since measurements only started after patients sought healthcare (and therefore after symptoms had started), data are only typically
available from around the time of peak RNA titres. A peak in RNA titre (defined as an observed increase in titre relative to the first measurement, followed by a decline) was observed in 12 out of the 32 DENV1 patients and 7 of 21 DENV2 patients. Subject 15 (marked in black in Fig 1) was an outlier in having very low peak RNA titres and therefore we excluded this patient from the model fitting.

We explored models of virus replication and immune control with two extreme cases for the action of antibody: direct neutralisation of free virus, and killing of infected cells (e.g. via ADCC). We found that either assumption was able to fit the data well, pointing towards a dominant role for antibody in shaping DENV RNAemia dynamics, in particular IgM. Though both models fit qualitatively well, the fit of the virus neutralisation model was statistically significantly better (judged by the log likelihood difference) than the ADCC model (Tables 2 and 3). This model fit

Fig 2. As Fig 1 but for DENV2-infected subjects. The left hand axis shows log_{10} viral copies/ml of plasma in black. The right hand axis shows IgG titres in red and IgM titres in purple (both on a linear scale). Each box represents the viral and antibody measurements of a different individual. Unfilled marker symbols show measurements below the assay limit of detection for virus and above the upper limit of reliable (linear) quantification for IgG and IgM [13]. All subjects were classified as secondary infections.

doi:10.1371/journal.pcbi.1004951.g002

Table 1. Summary of data characteristics.

|                        | DENV1 | DENV2 |
|------------------------|-------|-------|
| No. of patients        | 32    | 21    |
| No. of measurements per person virus, IgG, IgM (mean, s.d.) | 11.4, 0.5 | 11.4, 0.5 |
| Day symptoms at first measurement (mean, median, s.d.) | 1.6, 1.7, 0.35 | 1.5, 1.6, 0.30 |
| % Secondary            | 84    | 100   |
| RNA decrease rate log_{10} per day (mean, median, s.d.) | -1.2, -1.3, 0.70 | -1.5, -1.4, 0.40 |
| RNA titre at start of decrease log_{10} (mean, median, s.d.) | 9.0, 9.3, 1.2 | 8.2, 8.1, 0.9 |
| Day of RNA decrease start (symptoms) (mean, median, s.d.) | 4.2, 4.3, 1.4 | 3.9, 3.7, 1.5 |
| IgM at start of decrease (mean, median, s.d.) | 3.8, 2.4, 3.7 | 4.1, 2.3, 4.9 |
| IgG at start of decrease (mean, median, s.d.) | 1.7, 0.9, 2.8 | 4.5, 1.6, 11.6 |

doi:10.1371/journal.pcbi.1004951.t001
better for 24 out of 31 individuals. We also see in comparing the fit of the antibody neutralization model to the virus and IgM antibody titres (Figs 3 and 4) with the model fit of the ADCC model (Figs 5 and 6), that the first model captures the magnitude and timing of the early viral titres better than the second. Parameter estimates for both model variants are given in Tables 2 and 3. The model fits for both models to the virus and IgG titres are shown in the Figs A-D in S1 Text with the parameters in Tables A-B in S1 Text.

Table 2. Parameter estimates for the model with virus neutralisation, in which antibody removes virus (Model 2). The model was separately fitted to IgM data for DENV1 and DENV2 infections. For immune response parameters and the incubation period which are patient specific parameters, median (IQR) and min and max are reported. For the group-level parameter δ, the median and (95% CI) are reported. Parameters z₀, η₁, η₂, IP and SF were fitted as patient specific and others as common to all patients in the fitted group.

| Serotype | Parameter | Parameter Estimates |
|----------|-----------|---------------------|
| DENV1    | z₀        | 0.121 [0.0401, 0.351] (1.70x10⁻³, 1.24) |
|          | η₁        | 1.19 [1.03, 1.38] (0.496, 2.13) |
|          | IP        | 5.51 [4.68, 6.66] [3.88, 8.29] |
|          | SF        | 0.177 [0.0987, 0.293] (0.017, 1.41) |
|          | η₂        | 2.41x10⁵ [7.63x10⁴, 2.28x10⁶] (1.40, 1.11x10⁶) |
|          | δ         | 3.30 (3.07, 3.48) |
| Log-likelihood |       | -539               |
| DENV2    | z₀        | 0.177 [0.0712, 0.471] (9.54x10⁻³, 0.941) |
|          | η₁        | 1.04 [0.815, 1.22] [0.562, 1.99] |
|          | IP        | 5.57 [4.57, 6.44] [3.54, 7.86] |
|          | SF        | 0.151 [0.0616, 0.192] (0.0346, 0.748) |
|          | η₂        | 1.62x10⁴ [4.42x10³, 1.66x10⁵] (41.6, 1.22x10⁷) |
|          | δ         | 3.54 (3.38, 3.67) |
| Log-likelihood |       | -647               |

doi:10.1371/journal.pcbi.1004951.t002

Table 3. Parameter estimates for the model with ADCC, in which antibody removes infected cells (Model 1). The model was separately fitted to IgM data for DENV1 and DENV2 infections. For patient specific parameters (i.e. the immune response parameters and the incubation period, IP), median (IQR) and (minimum, maximum) estimates across subjects are reported. For parameters assumed to be the same for all infections with the same serotype (κ), the median posterior estimate and 95% CI are reported. Parameters z₀, η₁, η₂, IP and SF were fitted as patient-specific and others as common to all patients in the fitted group.

| Serotype | Parameter | Parameter Estimates |
|----------|-----------|---------------------|
| DENV1    | z₀        | 0.0319 [0.0118, 0.169] (6.79x10⁻⁴, 0.658) |
|          | η₁        | 1.15 [0.932, 1.380] [0.489, 1.83] |
|          | IP        | 6.26 [5.25, 7.21] [4.09, 8.55] |
|          | SF        | 0.411 [0.22, 0.621] [0.0408, 3.65] |
|          | η₂        | 15.1 [3.29, 2.62x10⁵] (4.31x10⁻⁴, 2.7x10⁵) |
|          | κ         | 4.01 (3.92, 4.10) |
| Log-likelihood |       | -675               |
| DENV2    | z₀        | 0.0418 [0.0242, 0.10] (0.00101, 0.455) |
|          | η₁        | 0.987 [0.803, 1.20] [0.479, 1.83] |
|          | IP        | 5.95 [4.98, 6.56] [4.09, 9.10] |
|          | SF        | 0.224 [0.151, 0.362] [0.0423, 0.714] |
|          | η₂        | 0.625 [0.0806, 8.93] (4.54x10⁻⁵, 2.75x10⁵) |
|          | κ         | 3.99 (3.90, 4.14) |
| Log-likelihood |       | -685               |

doi:10.1371/journal.pcbi.1004951.t003
The scaling factor, $SF$, relating ELISA measured antibody levels to actual effective antibody titres, was fitted independently for each patient; this is equivalent to assuming that a specific density of antibody has differing effectiveness in clearing virus or infected cell clearance across subjects. However, the estimated differences between individuals in the value of $SF$ were not large, and it is possible to fit the data reasonably (though less well, with more predicted target

Fig 3. Fit of the model to virus and IgM measurements for DENV1-infected subjects for the model variant in which antibody removed virus. Each plot shows an individual patient. Virus data is shown in black and IgM data in purple. Parameters $z_0$, $\eta_1$, $\eta_2$, $IP$ and $SF$ fitted as patient specific, other parameters fitted per group. Mauve, grey and blue curves show 100 samples from the posterior distributions of antibody, virus and target cell trajectories, respectively. Median fits are shown as bold lines (purple shows IgM, black shows virus). Parameter estimates are shown in Table 2. Subjects classified as primary infections highlighted with green outline.

doi:10.1371/journal.pcbi.1004951.g003
cell limitation) assuming this parameter takes the same value for all individuals (see Figs E and F in S1 Text).

**Discussion**

In this paper, we used dynamical modelling to show that the measured titres of antibody and virus throughout dengue infection are consistent with antibody playing a dominant role in...
shaping virus dynamics. Antibody kinetics as measured by IgG and IgM ELISA were able to explain infection dynamics and clearance in secondary dengue cases, while only IgM kinetics were able to for primary cases. That only IgM can explain the clearance in primary cases points towards a clear role for IgM in RNA clearance. The strength of this modelling approach is that we can take into account the feedback processes between viral kinetics and the immune response.
response; the immune response is stimulated by the virus and then acts to control viral replication.

We found that the viral and antibody data are consistent with models in which antibody acts on either the virus or infected cells. This is consistent with previous modelling work that suggested that models of target cell limitation was not able to explain viral dynamics [6]. The fit was better for the model which assumed antibody directly neutralises free virus. However

Fig 6. As Fig 5 but for DENV2-infected subjects. Fit of the model to virus and IgM measurements for DENV1-infected subjects for the ADCC model variant. Each plot shows an individual patient. Virus data is shown in black and IgM data in purple. Parameters $z_0$, $\eta_1$, $\eta_2$, $\text{IP}$ and $\text{SF}$ fitted as patient specific, other parameters fitted per group. Mauve, grey and blue curves show 100 samples from the posterior distributions of antibody, virus and target cell trajectories, respectively. Median fits are shown as bold lines (purple shows IgM, black shows virus). Parameter estimates are shown in Table 3. All subjects were classified as secondary infections.

doi:10.1371/journal.pcbi.1004951.g006
the estimated infected cell lifespan was a third of a day for this model variant, a low value compared with other viral infections (e.g. HIV [14]). Such a short lifespan might suggest an additional important role for dengue infection lysing cells, ADCC or T cells in clearing infected cells later in infection (i.e. from the peak of RNA titre on) or for other immune actions still to be understood; unfortunately we do not have data on RNA or antibody titres prior to the onset of symptoms, or on measures of T cell activation.

The small but significant differences in estimates of the SF parameter (effectively antibody efficacy) between individuals seen in the best fit model could reflect limitations of the ELISA assay, which captures all anti-dengue antibody. This crude measure of all anti-dengue antibody will most likely include multiple different levels of responses (with different epitope-specific affinities) to each serotype. The efficacy of this response will depend on the previous infecting serotype, and how long ago this infection occurred, so will likely vary between individuals. Further work with serotype specific neutralizing titres or epitope specific measures will be of interest here.

We find that even relatively low-levels of antibody (measured by ELISA) were able to begin to control infection, possibly suggesting that the immune response substantially overshoots (in terms of antibody levels attained) compared with the minimum response required for control. Our ability to quantify the relationship between antibody and RNA titres is limited by the fact that ELISA assays give results on a linear scale, while RNA titre measurements (quantified via PCR) have a dynamic range of 5 or 6 orders of magnitude, given their measurement errors are on a logarithmic scale. Our analysis suggests antibodies start to control dengue replication at concentrations below the lower limit of quantification of the ELISA assay. Use of antibody dilution assays would therefore provide better resolution of the detailed relationship between virus and antibody kinetics and would therefore allow us to explore more rigorously whether antibody trends are consistent with antibody playing the dominant role in viral control, or whether another aspect of the immune response (e.g. the innate response) must also be playing an important role. In addition, this ‘RNAemia’ as measured by RT-PCR is an imperfect proxy of infectious virus titre, and the relationship between titre and infectiousness may well break down in the latter stages of infection- close to defervescence. Non-infectious (e.g. because it is bound to neutralising Ab) virus will nonetheless continue to give a signal in the PCR assay. Measures of infectivity of individuals throughout and particularly in the latter stages of infection will be of use to clarify the magnitude of this effect.

Previous early work by Innis et al. [8] also considered IgG and IgM dynamics during infection. We adopted the criterion proposed by that work in classifying patients without quantifiable (<10) IgG antibodies by the end of infection as primary infections and the remainder as secondary. For secondary infections, Innis et al noted IgG developing more quickly than IgM. In our data, however, we observe a range of IgG and IgM kinetics for secondary cases (Figs 1 and 2). Though IgG reaches high levels ultimately in all secondary cases, in some individuals IgG and IgM growth is concurrent, or IgM actually develops more quickly than IgG. This individual heterogeneity is consistent with observations in a recent work by Hu et al. [7]. It implies that primary/secondary classification using the IgG to IgM ratio might be highly sensitive to the timings of the measurements used.

In incorporating a single monolithic immunity variable and the one to one relationship of clearance, our model makes highly simplifying assumptions about the development and binding of the immune response to dengue virus. In reality there are probably multiple arms of the immune response contributing to the control of viral replication and a more complex binding process occurring [15]. For example, in addition to B-cell mediated responses considered here, there is evidence from mice that the innate immune response may assist in viral clearance and that T-cells may be important [16]. Our model currently predicts some role for target cell
depletion in infection dynamics, which may be the result of our model fits adjusting to cope with the absence of data on other parts of the immune response. Measurements of anti-viral innate immune responses (such as nonspecific Type I interferon activation) and T cell response dynamics throughout infection, paired with virus titres, will therefore be informative in disentangling which arms of the immune response play the dominant role at which stage of pathogenesis. To understand the antibody response further, multiple antigen-specific antibody measurements (possibly coupled with measurements of the capacity of sera to neutralise/enhance) would be highly informative. It would be particularly valuable to obtain such data (from human challenge models or otherwise) from early in infection, as currently we have little data on the early growth kinetics of virus or the immune response.

An understanding of how the dynamics of virus replication and the immune response interact during infection gives insight into pathogenesis and how disease course might be modulated. In this paper, the fit of mathematical models of immune system and viral dynamics to dengue patient data, sheds light on this key relationship. We have presented the first study which quantitatively and mechanistically links measured dengue virus and antibody dynamics throughout infection. We found a mathematical model of dengue antibody playing a role in controlling infection was consistent with the RNA and antibody titres throughout dengue infection.

Materials and Methods

Ethics statement

The trial protocol was approved by Oxford University Tropical Research Ethical Committee and the Scientific and Ethical Committee of the Ministry of Health, Vietnam. The trial was registered at [http://www.clinicaltrials.gov](http://www.clinicaltrials.gov) (NCT01096576).

Virus and antibody titres

We use RNA titre data presented in a prior publication of a clinical trial of the drug balapavir to treat dengue infection [13]. Informed consent was obtained from the study participants as described in [13]. That study saw no differences between treatment arms, so both were combined and used here. Patients were enrolled within 48 hours of fever onset. The trial had 32 subjects with DENV1 infection and 21 with DENV2 infection. All patients had twice daily viral load measurements [13].

Antibody titre measurements were also measured throughout infection in this study, and these data are presented for the first time here. IgG and IgM antibodies were measured using an ELISA assay [17–19] with quantitation via measurement of optical density. The ELISA assay does not measure antibody to a specific epitope, but overall binding of the antibody to virus. Measurements are thought to be linearly proportional to total binding levels below 25 optical density units, but above 25 the relationship becomes non-linear as optical density measurements saturate at high levels of binding. We excluded one patient (patient 15 in Fig 1) from the analysis due to the outlier virus and immune titres seen.

Using the antibody titre measurements, individuals could be classed as primary or secondary infections [8]. We categorised patients as primary infections if they had IgG titres less than 10 in the specimen collected at the time of patient discharge from hospital and as secondary (or later) infections otherwise. Using this algorithm, 5 of the DENV-1 cases were classified as primary and the remainder as secondary infections. All DENV-2 cases were classified as secondary infections.
Mathematical model

We extended an existing mathematical model of dengue virus and immune dynamics within a host [5] to explore the extent to which antibody kinetics are consistent with a key role for antibody in limiting dengue infection. In this model (similar to those used for influenza [20, 21]), the target cells (x) and free virus (v) interact to infected cells (y), which can then go onto produce more virus. Whilst this is occurring, antibody levels (z) are increasing with the aim of halting infection (and in future providing protection against a subsequent infection). The following equations define the model.

\[
\begin{align*}
\frac{dx}{dt} & = A - \gamma x - \beta xv \\
\frac{dy}{dt} & = \beta xv - \delta y - \alpha_2 zy \\
\frac{dv}{dt} & = \omega y - \kappa v - \varepsilon zv \\
\frac{dz}{dt} & = f(v, y, z)
\end{align*}
\]  

Parameters of the model and their meaning are given in Table 4. We fit two model variants representing different mechanisms of antibody action: Model 1: antibody acting to kill infected cells e.g. via antibody dependent cell cytotoxicity (ADCC), and Model 2: antibody neutralising and clearing the virus. We model antibody acting to kill infected cells by assigning \( \varepsilon = 0 \) and \( \alpha > 0 \) and virus neutralization and clearance by assigning \( \alpha = 0 \) and \( \varepsilon > 0 \).

Table 4. The parameters of the model and values if fixed. References for fixed parameter assignments are given.

| Parameter | Meaning | Value/Estimated | Reference |
|-----------|---------|----------------|-----------|
| A         | Constant target cell production/ml/day | 1.4x10⁶ |          |
| γ         | Cell death rate/day | 1/7 per day |          |
| \( \beta \) | Infection rate of target cells per virion | Model 1: Primary 1.72x10⁻¹⁰ Secondary: 2.5x10⁻¹⁰ Model 2: Primary: 3.83x10⁻¹¹ Secondary: 5x10⁻¹¹ |          |
| \( \alpha \) | Removal rate of infected cells/day per immune cell | Model 1: 1 Model 2: 0 | arbitrary |
| \( \varepsilon \) | Removal rate of virus/day per virion | Model 1: 0 Model 2: 1 | arbitrary |
| \( \delta \) | Infected cell death rate/day | Model 1:1/7 per day Model 2: estimated | [26] |
| \( \omega \) | Production rate of virions/day per infected cell | 1x10⁴ | [27] |
| \( \kappa \) | Virion clearance rate/day | Model 1: estimated Model 2: 3.5 per day | From influenza |
| \( \eta_1 \) | Proliferation rate of immune cells/day per infected cell | Estimated | - |
| \( \eta_2 \) | Threshold parameter for the immune response proliferation | Estimated | - |
| SF | Scaling factor of immune response | Estimated | - |
| \( z_0 \) | Initial population size of immune effector population | Estimated | - |
| \( v_0 \) | Initial inoculum of virus | 1/ml | arbitrary |
| \( y_0 \) | Initial population size of infected cells | 0 | Assuming virus is inoculated |
| \( x_0 \) | Initial population size of target cells | Model 1: 10⁷ Model 2: 10⁸ |          |
| \( IP \) | Incubation period | Estimated | - |

doi:10.1371/journal.pcbi.1004951.t004
Key to modelling the interaction between viral and immune system dynamics is how the different parts of the immune response proliferate in response to infection, represented in the model by the function \( f(y, v, z) \). In preliminary fitting we saw that the mass action formulation \([5]\), \( f(y, v, z) = \eta_2 z \) was unable to fit the IgG and IgM data. Hence we used a more realistic saturating function of infected cell or virus density; \( f(y, v, z) = (\eta_1 y z / (\eta_2 + y)) \) (infected cell killing model) or \( f(y, v, z) = (\eta_1 v z / (\eta_2 + v)) \) (virus neutralisation model), respectively. This functional form implicitly incorporates the processes of B cell maturation and antibody production, and similar forms have been used to model immune cell proliferation to viral infection in previous work \([22]\).

We simultaneously fitted both viral titres and antibody levels. In order to assess which antibody measures best explained viral dynamics, we fitted the models separately to IgG and IgM data, fitting the same viral titre data in each case. Since model (1) allows for both target cell-limited and immune control of the virus, how it fits the data will shed light on the mechanism driving infection control. If the antibody and the virus dynamics are consistent with a model in which antibody is controlling virus, we would expect to find a minimal role for target cell limitation \([23]\).

The models were fitted using Markov Chain Monte Carlo (MCMC) methods, implemented in R \([24]\) and C, as described in previous work \([5]\). For each subject we estimate the length of the incubation period (i.e. the time from infection to symptom onset) using the reported day of symptom onset and an informative prior distribution for the incubation period. Informed by early human challenge studies \([25]\), the prior distribution used was a left-truncated normal with mean of 5.7 days and standard deviation of 3 days. Antibody measurements were also included in the model likelihood, with the upper limit of reliable quantification modelled using the cumulative distribution function. The likelihood for a single subject is:

\[
\prod_{i=1}^{n} \phi(\log D_{v_i}) \log(v_i), \sigma_v^{-2} \Phi(\log LD, \log(v_i), \sigma_v^{-2}) \phi(D_{a_i}|SFz_i, \sigma_a^{-2})^{1-\alpha_i} (1 - \Phi(LD_a|SFz_i, \sigma_a^{-2})^\alpha_i)
\]

Here \( \phi \) and \( \Phi \) are the probability density function and cumulative density function of the normal distribution, respectively. The number of observations for a single individual is denoted by \( n \), \( D_{v_i} \) is the \( i \)th viral titre measurement and \( v_i \) is the model prediction of viral titre at the \( i \)th measurement. \( LD_v \) is the limit of detection of viral titre and \( \sigma_v \) is the error of viral titre measurements on a log10 scale, assumed to be 1. The indicator function, \( \epsilon_a \), is 0 if \( D_{a_i} > LD_a \) and 1 if not. In addition, \( D_{a_i} \) is the \( i \)th antibody level measurement, \( z_i \) is the model prediction of antibody level at the \( i \)th measurement and \( SF \) is a scaling factor for antibody measurements (discussed below). \( LD_a \) is the upper limit of reliably quantification of antibody levels and \( \sigma_a \) is the error in antibody measurements assumed to be 1. The indicator function, \( \epsilon_a = 1 \) if the \( i \)th antibody level measurement is above the limit of reliable quantification \( (LD_a) \), and 0 if not.

Since the optical density based measurements of antibody levels obtained via the ELISA assay do not provide a direct measurement of antibody density per ml of plasma, we introduce a fitted multiplicative scaling factor, \( SF \), to transform the state variable \( z \), which represents antibody densities in the model, into the same scale as the antibody level measurements.

The full likelihood is given by the product of the likelihood over all patients and we use the natural logarithm of the likelihood (log-likelihood) as a measure of goodness of fit.

We fit some model parameters as patient-specific and others as group-specific, with the groups here being defined by the infecting serotype (DENV1 or DENV2). Parameters relating to the host immune response (\( z_0, \eta_1, \eta_2 \) and \( SF \)) were treated as patient-specific, whilst virus parameters (\( \beta \) and \( \kappa \) and \( \delta \)) were assumed to be the same for all subjects. The assignment \( \alpha = 1 \) or \( \epsilon = 1 \) and does not affect model results; \( \alpha \) and \( z_0 \) are unable to be estimated simultaneously.
since the antibody level measurements available are relative, not absolute measures of antibody density. We estimated $\kappa$ and fixed $\beta$ and $x_0$ to values from previous work; higher for secondary than primary cases, however the results are not sensitive to these values, and with different values for each of the model formulations (required for each model to reach the peak titers) [5]. Table 4 gives a complete list of model parameters and definitions.

Supporting Information

S1 Text. Description of results of fitting model variants. (PDF)

S1 Data. Virus (PCR), IgG and IgM (ELISA) titers data. (XLSX)

Author Contributions

Conceived and designed the experiments: CPS NMF HEC. Performed the experiments: THQ DTHK. Analyzed the data: HEC NMF. Contributed reagents/materials/analysis tools: CPS. Wrote the paper: CPS HEC ID NMF.

References

1. Bhatt S, Gething PW, Brady OJ, et al (2013) The global distribution and burden of dengue. Nature 496:504–7 doi: 10.1038/nature12060 PMID: 23563266
2. Beltramello M, Williams KL, Simmons CP, et al (2010) The human immune response to dengue virus is dominated by highly cross-reactive antibodies endowed with neutralizing and enhancing activity. Cell Host Microbe 8:271–283 doi: 10.1016/j.chom.2010.08.007 PMID: 20833378
3. Midgley CM, Bajwa-Joseph M, Vasananawathana S, et al (2011) An in-depth analysis of original antigenic sin in dengue virus infection. J Virol 85:410–21 doi: 10.1128/JVI.01826-10 PMID: 20980526
4. Endy TP, Nisalak A, Chunsuttiwat S, Vaughn DW, Green S, Ennis FA, Rothman AL, Libraty DH (2004) Relationship of preexisting dengue virus (DV) neutralizing antibody levels to viremia and severity of disease in a prospective cohort study of DV infection in Thailand. J Infect Dis 189:990–1000 PMID: 14999601
5. Clapham HE, Tricou V, Chau NVV, Simmons CP, Neil M, Ferguson NM (2014) Within-host viral dynamics of dengue serotype 1 infection. J R Soc Interface 11:20140094 doi: 10.1098/rsif.2014.0094 PMID: 24829280
6. Ben-Shachar R, Koelle K (2014) Minimal within-host dengue models highlight the specific roles of the immune response in primary and secondary dengue infections. J R Soc Interface 12:20140886–20140886
7. Hu D, Di B, Ding X, Wang Y, Chen Y, Pan Y, Wen K, Wang M, Che X (2011) Kinetics of non-structural protein 1, IgM and IgG antibodies in dengue type 1 primary infection. Viral J 8:47 doi: 10.1186/1743-422X-8-47 PMID: 21284891
8. Innis BL, Nisalak a., Nimmanitya S, Kusalerdchariya S, Chongswaadi V, Suntayakorn S, Puttisri P, Hoke CH (1989) An enzyme-linked immunosorbent assay to characterize dengue infections where dengue and Japanese encephalitis co-circulate. Am J Trop Med Hyg 40:418–427 PMID: 2540664
9. Zompi S, Montoya M, Pohl MO, Balmaseda A, Harris E (2012) Dominant cross-reactive B cell response during secondary acute dengue virus infection in humans. PLoS Negl Trop Dis. doi: 10.1371/journal.pntd.0001568
10. De La Cruz Hernández SI, Flores-Aguilar H, González-Mateos S, López-Martínez I, Ortiz-Navarrete V, Ludert JE, Del Angel RM (2013) Viral load in patients infected with dengue is modulated by the presence of anti-dengue IgM antibodies. J Clin Virol 58:258–261 doi: 10.1016/j.jcv.2013.06.016 PMID: 23845853
11. van der Schaar HM, Wilchuch JC, Smit JM (2009) Role of antibodies in controlling dengue virus infection. Immunobiology 214:613–29 doi: 10.1016/j.imbio.2008.11.008 PMID: 19261353
12. Laoprasopwattana K, Libraty DH, Endy TP, Nisalak A, Chunsuttiwat S, Ennis FA, Rothman AL, Green S (2007) Antibody-dependent cellular cytotoxicity mediated by plasma obtained before secondary infection.
13. Nguyen NM, Tran CNB, Phung LK, et al (2013) A randomized, double-blind placebo controlled trial of balapiravir, a polymerase inhibitor, in adult dengue patients. J Infect Dis 207:1442–50 doi: 10.1093/infdis/jis470 PMID: 22807519

14. Perelson AS, Neumann AU, Markowitz M, Leonard JM, Ho DD (1996) HIV-1 dynamics in vivo: virion clearance rate, infected cell life-span, and viral generation time. Science 271:1581–1586 PMID: 8599114

15. Dowd KA, Jost CA, Durbin AP, Whitehead SS, Pierson TC (2011) A dynamic landscape for antibody binding modulates antibody-mediated neutralization of West Nile virus. PLoS Pathog. doi: 10.1371/journal.ppat.1002111

16. Shresta S, Kyle JL, Snider HM, Basavapatna M, Beatty PR, Harris E (2004) Interferon-dependent immunity is essential for resistance to primary dengue virus infection in mice, whereas T- and B-cell-dependent immunity are less critical. J Virol 78:2701–10 PMID: 14990690

17. Cardosa MJ, Hooi TP, Kaur P (1995) Japanese encephalitis virus is an important cause of encephalitis among children in Penang. Southeast Asian J Trop Med Public Health 26:272–5 PMID: 8629059

18. Hang VT, Nguyet NM, Trung DT, et al (2009) Diagnostic accuracy of NS1 ELISA and lateral flow rapid tests for dengue sensitivity, specificity and relationship to viraemia and antibody responses. PLoS Negl Trop Dis. doi: 10.1371/journal.pntd.0000360

19. Chau TNB, Hieu NT, Anders KL, et al (2009) Dengue virus infections and maternal antibody decay in a prospective birth cohort study of Vietnamese infants. J Infect Dis 200:1893–900 doi: 10.1086/648407 PMID: 19911991

20. Smith AM, Perelson AS (2011) Influenza A virus infection kinetics: Quantitative data and models. Wiley Interdiscip Rev Syst Biol Med. 3:429–445 doi: 10.1002/wsbm.129 PMID: 21197654

21. Smith AM, Ribeiro RM (2010) Modeling the viral dynamics of influenza A virus infection. Crit Rev Immunol 30:291–8 PMID: 20370636

22. DEBOER RJ, PERELSON AS (1995) TOWARDS A GENERAL FUNCTION DESCRIBING T-CELL PROLIFERATION. J Theor Biol 175:567–576 PMID: 7475092

23. Baccam P, Beauchemin C, Macken C a, Hayden FG, Perelson AS (2006) Kinetics of influenza A virus infection in humans. J Virol 80:7590–9 PMID: 16840338

24. Team R (2013) R Development Core Team. R A Lang Environ Stat Comput 55:275–286

25. Nishiura H, Hailstead SB (2007) Natural history of dengue virus (DENV)-1 and DENV-4 infections: reanalysis of classic studies. J Infect Dis 195:1007–13 PMID: 17330791

26. Gonzalez-Mejia ME, Doseff AI (2009) Regulation of monocytes and macrophages cell fate. Front Biosci 14:2413–2431

27. Cologna R, Rico-Hesse R (2003) American genotype structures decrease dengue virus output from human monocytes and dendritic cells. J Virol 77:3929–38 PMID: 12634353
Author/s:
Clapham, HE; Than, HQ; Duong, THK; Dorigatti, I; Simmons, CP; Ferguson, NM

Title:
Modelling Virus and Antibody Dynamics during Dengue Virus Infection Suggests a Role for Antibody in Virus Clearance

Date:
2016-05-01

Citation:
Clapham, HE; Than, HQ; Duong, THK; Dorigatti, I; Simmons, CP; Ferguson, NM, Modelling Virus and Antibody Dynamics during Dengue Virus Infection Suggests a Role for Antibody in Virus Clearance, PLOS COMPUTATIONAL BIOLOGY, 2016, 12 (5)

Persistent Link:
http://hdl.handle.net/11343/104485

File Description:
Published version