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Abstract

We consider the number of crossings in a random labelled tree with vertices in convex position. We give a new proof of the fact that this quantity is asymptotically Gaussian with mean $n^2/6$ and variance $n^3/45$. Furthermore, we give an estimate for the Kolmogorov distance to a Gaussian distribution which implies a convergence rate of order $n^{-1/2}$.
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1 Introduction

Random trees have been broadly studied in many directions. Here we are interested in the number of crossings in a random labelled tree in convex position. As proved by Arizmendi et al. [1], this quantity satisfies a normal approximation as the number of vertices goes to infinity. This note considers a quantitative version of such result.

Theorem 1. Let $X_n$ be the number of crossing in a random labelled tree with $n$ points in convex position. Then, as $n$ goes to infinity, $X_n$ approaches a normal distribution with mean $\approx n^2/6$ and variance $\approx n^3/45$ with convergence rate $n^{-1/2}$. Moreover, we have

$$\sup_{z \in \mathbb{R}} |P\left(\frac{X_n - n^2/6}{\sqrt{n^3/45}} \leq z\right) - P(Z \leq z)| \leq \frac{C}{\sqrt{n}},$$

where $Z$ is a standard Gaussian random variable and $C$ is a constant independent of $n$.

We will use Stein’s method, in the form of the size biased transform developed by Goldstein y Reinert [4]. We shall mention that our methods are similar to Paguyo’s [7] where he gives a quantitative version of the classical result of Flajolet and Noy [3].
2 Preliminaries

2.1 Size Bias Transform

Let $X$ be a positive random variable with mean $\mu$ finite. We say that the random variable $X^s$ has the size bias distribution with respect to $X$ if for all $f$ such that $\mathbb{E}[Xf(X)] < \infty$, we have

$$\mathbb{E}[Xf(X)] = \mu \mathbb{E}[f(X^s)].$$

In the case of $X = \sum_{i=1}^{n} X_i$, with $X_i$’s positive random variables with finite mean $\mu_i$, there is a recipe to construct $X^s$ (Proposition 3.21 from [8]) from the individual size bias distributions of the summands $X_i$:

1. For each $i = 1, \ldots, n$, let $X_i^s$ having the size bias distribution with respect to $X_i$, independent of the vector $(X_j)_{j \neq i}$ and $(X_j^s)_{j \neq i}$. Given $X_i^s \equiv x$, define the vector $(X_j^{(i)})_{j \neq i}$ to have the distribution of $(X_j)_{j < i}$ conditional to $X_i = x$.

2. Choose a random index $I$ with $\mathbb{P}(I = i) = \mu_i/\mu$, where $\mu = \sum \mu_i$, independent of all else.

3. Define $X^s = \sum_{j \neq I} X_j^{(I)} + X_i^s$.

It is important to notice that the random variables are not necessarily independent or have the same distribution. Also, $X$ can be an infinite sum (See Proposition 2.2 from [2]).

If $X$ is a Bernoulli random variable, we have that $X^s = 1$. Indeed, if $\mathbb{P}(X = 1) = p$, $\mathbb{E}(X) = p = \mu$ and then

$$\mathbb{E}[Xf(X)] = (1 - p)(0f(0)) + p(1f(1)) = pf(1) = \mu f(1) = \mu \mathbb{E}[f(1)].$$

Therefore, we have the following corollary (Corollary 3.24 from [8]) by specializing the above recipe.

**Corollary 1.** Let $X_1, X_2, \ldots, X_n$ be Bernoulli random variables with parameter $p_i$. For each $i = 1, \ldots, n$ let $(X_j^{(i)})_{j \neq i}$ having the distribution of $(X_j)_{j \neq i}$ conditional on $X_i = 1$. If $X = \sum_{i=1}^{n} X_i$, $\mu = \mathbb{E}[X]$, and $I$ is chosen independent of all else with $\mathbb{P}(I = i) = p_i/\mu$, then $X^s = 1 + \sum_{j \neq I} X_j^{(I)}$ has the size bias distribution of $X$.

The following result (Theorem 5.3 from [2]) gives us bounds for the Kolmogorov distance, in the case that a bounded size bias coupling exists. This distance is given by

$$d_{kol}(X, Y) := \sup_{z \in \mathbb{R}}|F_X(z) - F_Y(z)|,$$

where $F_X$ and $F_Y$ are the distribution functions of the random variables $X$ and $Y$.

**Theorem 2.** Let $X$ be a non negative random variable with finite mean $\mu$ and finite, positive variance $\sigma^2$, and suppose $X^s$, have the size bias distribution of $X$, may be coupled to $X$ so that $|X^s - X| \leq A$, for some $A$. Then with $W = (X - \mu)/\sigma$,

$$d_{kol}(W, Z) \leq \frac{6\mu A^2}{\sigma^3} + \frac{2\mu \Psi}{\sigma^2}, \quad (2.1)$$

where $Z$ is a standard Gaussian random variable, and $\Psi$ is given by

$$\Psi = \sqrt{\text{Var}(\mathbb{E}[X^s - X|X])} \quad (2.2)$$
2.2 Random Trees

The main object of study in this paper is the uniform random labelled tree. We will be interested in the number of crossing when the vertices are in convex position. In order to get that information, we need the probabilities of certain configurations having such crossing. This translates in the probability of having certain forests as subgraphs.

Let $T_n$ be a uniform random labelled tree on $n$ vertices, that is a tree chosen uniformly at random over the set of $n^{n-2}$ possibles trees on $n$ vertices with its vertices labelled. Using Pitman’s techniques (see [6]) one can see that the probability that a random labelled tree contains certain forest $t_1, t_2, \ldots, t_n$ is given by

\[ P(t_1, t_2, \ldots, t_n) = \frac{1}{n^E} \prod_{i=1}^{n} v_i, \]  

where $E$ is the number of edges of the forest $t_1, t_2, \ldots, t_n$, and $v_i$ is the number of vertices of each subtree $t_i$. In particular, this shows that containing subtrees which are disjoint are independent events.

3 Proofs

Let $T_n$ be a uniform random labelled tree with its vertices in convex position on the set $[n] = \{1, 2, \ldots, n\}$, and we denote by $X_n := X_n(T_n)$ the random variable that counts the number of crossing of $T_n$. In this case, we write $X_n$ as a sum of $\binom{n}{4}$ Bernoulli variables corresponding to the different possible crossings. That is,

\[ X_n = \sum_{1 \leq a < b < c < d \leq n} \mathbb{I}_{a \sim c} \mathbb{I}_{b \sim d} = \sum_{j \in \binom{n}{4}} \mathbb{I}_{\{T_n \text{ has a crossing in } j\}} = \sum_{j \in \binom{n}{4}} Y_j. \]  

3.1 Mean and Variance of $X_n$

Directly from (2.3), we notice $Y_j$ is a Bernoulli random variable having probability of success

\[ \mathbb{P}(Y_j = 1) = \frac{4}{n^2}, \]

from where we obtain that

\[ \mathbb{E}(X_n) = \binom{n}{4} \frac{4}{n^2} = \frac{(n-1)(n-2)(n-3)}{6n} \sim \frac{n^2}{6}. \]  

One can further calculate the variance of the number of crossings $X_n$, by expanding $X_n^2$ as a double sum of crossings and splitting by cases to obtain (see [1]),

\[ \text{Var}(X_n) = \frac{n^3}{45} - \frac{3n^2}{40} - \frac{17n}{72} + \frac{35}{24} - \frac{1003}{360n} + \frac{157}{60n^2} - \frac{1}{n^3} \sim \frac{n^3}{45}. \]  

3
3.2 Size Bias Transform for the Number of Crossings

Let \( X^s_n \) having the size bias distribution of the number of crossings \( X_n \) defined in (3.1). By Corollary 1, we have that \( X^s_n \) is given by

\[
X^s_n = \sum_{j \in \binom{n}{4}} Y^{(I)}_j,
\]

where \( I \) is a random index choose with \( \mathbb{P}(I = i) = 1/\binom{n}{4} \) independent of \( \{Y_j\} \) and the distribution of \( (Y^i_j) \) is given by \( Y^i_j = 1 \) and \( (Y^{(I)}_j)_{j \neq i} \equiv (Y_j)_{j \neq i} | Y_i = 1 \). With the previous construction, we have that \( Y^{(I)}_j = Y_j \) if \( Y_I \perp Y_j \), which follows if \( I \neq j \), because disjoints trees are independent, so

\[
|X_n - X^s_n| = |\hat{X}_n - \hat{X}^s_n|
\]

with

\[
\hat{X}_n = \sum_{j \in C_I} Y_j, \quad \hat{X}^s_n = \sum_{j \in C^{(I)}} Y^{(I)}_j,
\]

(3.4)

where \( C_I \) is the set of crossings that are not disjoint with \( I \). The number of crossings which are independent of a crossing \( j \) is \( \binom{n-4}{4} \), which is the number of crossings that we can make with \( n - 4 \) vertices. Thus, we have that for any crossing,

\[
|C_I| = \binom{n}{4} - \binom{n-4}{4} = \frac{n(n-1)(n-2)(n-3)}{24} - \frac{(n-4)(n-5)(n-6)(n-7)}{24} = \frac{2}{3}n^3 - 7n^2 + \frac{79}{3}n - 35 := c_n.
\]

Moreover, \( j \in C_i \iff i \in C_j \). Thus that define a symmetric (but not transitive) relation: \( i \sim j \) if \( i \in C_j \) (or \( j \in C_i \)).

Finally, we explicitly construct the size bias transform \( X^s \). Given a tree \( T \), choose a crossing \( I = (a,b,c,d) \) uniformly at random from \( \binom{n}{4} \), independent of \( T \). We construct the tree \( T^s \) as follows:

- If \( I \) is a crossing of \( T \), that is \( Y_I = 1 \), set \( T = T^s \).
- If \( I \) is not a crossing of \( T \), we consider the unique path \( P_{ac} \) between \( a \) and \( c \) and we form a cycle putting the edge \( ac \). Then we erase one of the edges incident to the vertices \( a \) or \( c \) in \( P_{ac} \) with equal probability. We do the same process for the vertices \( b \) and \( d \). We set \( T^s \) as the resulting tree.

With this construction, we have that \( T^s \) is a tree with a crossing in the index \( I \). \( X^s \) is then the number of crossings considering \( T^s \), instead of \( T \).
3.3 Bounding the Conditional Variance

Finally, our goal is to find a upper bound for the variance of the random variable given by the conditional expectation, \( E[X_n^s - X_n|X_n] \). First, we notice that

\[
E[X_n^s - X_n|X_n] = \sum_{i \in (\binom{n}{4})} E[X_n^s - X_n|X_n, I = i] \mathbb{P}(I = i)
\]

\[
= \frac{1}{\binom{n}{4}} \sum_{i \in (\binom{n}{4})} (X_n^{(i)} - X_n),
\]

where \( X_n^{(i)} \) denote \( X_n^s \) conditioned to have a crossing in the index \( i \). This gives that

\[
\text{Var}(E[X_n^s - X_n|X_n]) = \frac{1}{\binom{n}{4}^2} \sum_{i,j} \text{Cov}(X_n^{(i)} - X_n, X_n^{(j)} - X_n).
\]

To bound such covariances we will use the following lemma (see Lemma 2.6 in [7] or Lemma 5.1 in [5]). We give a proof for the convenience of the reader.

**Lemma 1.** Let \( X \) and \( Y \) be random variables with \( |X| \leq C_1 \) and \( |Y| \leq C_2 \). Let \( A \) be some event such that conditional on \( A \), \( X \) and \( Y \) are uncorrelated. Then

\[
|\text{Cov}(X, Y)| \leq 4C_1C_2 \mathbb{P}(A^c).
\]

**Proof.** Let \( \mu_X \) and \( \mu_Y \) be the mean of \( X \) and \( Y \) respectively, then \( |X - \mu_X| \leq 2C_1 \) and \( |Y - \mu_Y| \leq 2C_2 \). Now, if \( A \) is a event such that \( \mathbb{P}(A) > 0 \) and conditional on \( A \), \( X \) and \( Y \) are uncorrelated, we obtain

\[
|\text{Cov}(X, Y)| = |E[(X - \mu_X)(Y - \mu_Y)]| = |E[(X - \mu_X)(Y - \mu_Y)]1_A + E[(X - \mu_X)(Y - \mu_Y)]1_{A^c}| = |E(X - \mu_X)(Y - \mu_Y)1_{A^c}| \leq E|X - \mu_X||Y - \mu_Y|1_{A^c} \leq 4C_1C_2 \mathbb{E}1_{A^c} = 4C_1C_2 \mathbb{P}(A^c).
\]

Now, notice that \( |X_n^{(i)} - X_n| \leq 4(n - 3) \), because in order to obtain \( X_n^{(i)} \) we want to have an specific crossing, and each edge introduces at most \( n - 3 \) crossings. Now, we can identify two kinds of terms in the summation of the covariance: when the indices satisfy \( |i \cap j| \neq 0 \) or when they satisfy \( |i \cap j| = 0 \).

**Case** \( |i \cap j| \neq 0 \): In the case we can have intersection of one, two, three or four vertices, we have

\[
\binom{n}{4} \left[ \binom{n-4}{3} + \binom{n-4}{2} + \binom{n-4}{1} + 1 \right] \sim n^7
\]
terms. Additionally, we have that for any index \(i\),
\[
\text{Var}(X_n^{(i)} - X_n) \leq \mathbb{E}(X_n^{(i)} - X_n)^2 \leq 16(n - 3)^2,
\]
it follows that
\[
|\text{Cov}(X_n^{(i)} - X_n, X_n^{(j)} - X_n)| \leq \sqrt{\text{Var}(X_n^{(i)} - X_n)\text{Var}(X_n^{(j)} - X_n)} \leq 16(n - 3)^2.
\]
Thus, the contribution of the terms \(|i \cap j| \neq \emptyset\) is bounded by \(O(n^7n^2) = O(n^9)\).

- **Case** \(|i \cap j| = 0\): In this case we have \(\binom{n}{4}\binom{n-4}{4} \sim n^8\) terms in the summation of the covariance. Let \(A\) be the event in which the neighbours of the index are disjoints, that is
\[
A = \{C_i \cap C_j = \emptyset\}.
\]
We have that conditional on the event \(A\), \(X_n^{(i)} - X_n\) and \(X_n^{(j)} - X_n\) are independent. Indeed,
\[
X_n^{(i)} - X_n = \sum_{k \in C_i} (Y_n^{(i,k)} - Y_k), \quad \text{and} \quad X_n^{(j)} - X_n = \sum_{l \in C_j} (Y_n^{(j,l)} - Y_l),
\]
so each random variable depends only of the crossings \(C_i\) and \(C_j\) respectively, thus they are independent. Now, we have that if \(k \in C_i \cap C_j\) then \(i, j \in C_k\), this follows using the fact that \(k \in C_i \iff i \in C_k\), therefore in the set \(A^c\) there are the crossings such that have vertices of \(i\) and \(j\). With this, we have
\[
\mathbb{P}(A^c) = \mathbb{P}\left(\{k : i, j \in C_k\}\right) \leq \mathbb{P}\left(\bigcup_{u \in i, v \in j} \{u \sim v\}\right) \leq \sum_{u \in i, v \in j} \mathbb{P}(u \sim v) = \frac{32}{n}.
\]
Using the Lemma 1,
\[
|\text{Cov}(X_n^{(i)} - X_n, X_n^{(j)} - X_n)| \leq 4(4(n - 3))^2 \frac{32}{n} = \frac{2048(n - 3)^2}{n},
\]
thus, the contribution of this terms are bounded by \(O(n^8n) = O(n^9)\).

As a result, we obtain that
\[
\text{Var}(\mathbb{E}[X_n^* - X_n|X_n]) = \frac{1}{\binom{n}{4}^2} \sum_{i,j} \text{Cov}(X_n^{(i)} - X_n, X_n^{(j)} - X_n) \leq cn
\]
for some constant \(c\) independent of \(n\). Thus, we proved the following

**Lemma 2.** Let \(X_n\) be the number crossing of a random labelled tree in convex position with \(n\) vertices, and let \(X_n^*\) have the size bias distribution with respect to \(X_n\). Then
\[
\text{Var}(\mathbb{E}[X_n^* - X_n|X_n]) \leq cn, \tag{3.5}
\]
where \(c\) is a constant independent of \(n\).

**Remark 1.** The constant \(c\) in the above lemma could be taken to be 2112.
4 Rate of Convergence

4.1 Kolmogorov Distance

Using the previous result, we obtain the hypothesis of Theorem 2. Therefore, we find the convergence rates for the asymptotic normality of the number of crossings in a random labelled tree.

**Theorem 3.** Let \( X_n \) be the number of crossings of a random labelled tree in convex position with \( n \) vertices. Let \( \mu_n \) and \( \sigma_n^2 \) be the mean and the variance of \( X_n \). Then, with \( W_n = (X_n - \mu_n)/\sigma_n \),

\[
d_{Kol}(W_n, Z) \leq \frac{C}{\sqrt{n}},
\]

where \( Z \) is a standard Gaussian random variable and \( C \) is a constant independent of \( n \).

**Proof.** By construction we have that \( |X_n^s - X_n| \leq 4(n - 3) \). Also by (3.2) and (3.3),

\[
\mu_n \sim n^2/6, \quad \sigma_n^2 \sim n^3/45.
\]

By Lemma 4.1,

\[
\psi = \sqrt{\text{Var}(\mathbb{E}(X_n^s - X_n|X_n))} \leq \sqrt{cn},
\]

then using Theorem 2,

\[
d_{Kol}(W_n, Z) \leq \frac{6\mu A^2}{\sigma^3} + \frac{2\mu \Psi}{\sigma^2} \leq \frac{16n^2(n - 3)^2}{(\sigma^2)^{3/2}} + \frac{n^2 \sqrt{cn}}{\sigma^2} \leq \frac{16n^4}{(\sigma^2)^{3/2}} + \frac{\sqrt{cn}^{5/2}}{3\sigma^2} \leq \frac{C}{\sqrt{n}}. \]

\[\Box\]

4.2 Other Distances

In the case that a bounded size bias coupling exists, it is possible to obtain bounds for a distances defined as supremums over functions classes, in which a Kolmogorov distance is a particular case. Following the Section 5.4 of [2], we need the following condition over the class of functions.

**Condition 1.** \( \mathcal{H} \) is a class of real valued measurable functions on \( \mathbb{R} \) such that

1. The functions \( h \in \mathcal{H} \) are uniformly bounded in absolute value by 1.

2. For any \( c, d \in \mathbb{R} \) and \( h(x) \in \mathcal{H} \), the function \( h(cx + d) \in \mathcal{H} \).
3. For any $\epsilon > 0$ and $h \in \mathcal{H}$, the functions $h_\epsilon^+, h_\epsilon^-$ are also in $\mathcal{H}$, and

$$\mathbb{E}[h_\epsilon^+(Z) - h_\epsilon^-(Z)] \leq a\epsilon,$$

for some constant $a$ that depends only of the class $\mathcal{H}$, where

$$h_\epsilon^+(x) = \sup_{|y| \leq \epsilon} h(x + y), \quad h_\epsilon^-(x) = \inf_{|y| \leq \epsilon} h(x + y).$$

Given a class $\mathcal{H}$ and random variables $X$ and $Y$, let

$$\| \mathcal{L}(X) - \mathcal{L}(Y) \|_{\mathcal{H}} = \sup_{h \in \mathcal{H}} |\mathbb{E}h(X) - \mathbb{E}h(Y)|.$$

A direct application of Theorem 5.8 from [2] in our case give the following result.

**Theorem 4.** Let $X_n$ be the crossing number of a random labelled tree in convex position with $n$ vertices. Let $\mu_n$ and $\sigma_n^2$ the mean and the variance of $X_n$. Then for some class $\mathcal{H}$ that satisfy Condition 1 for some constant $a$, with $W_n = (X_n - \mu_n)/\sigma_n$,

$$\| \mathcal{L}(W_n) - \mathcal{L}(Z) \|_{\mathcal{H}} \leq \frac{C_a}{\sqrt{n}}, \quad (4.2)$$

where $Z$ is a standard Gaussian random variable and $C_a$ is a constant independent of $n$.

As pointed out in [2], naturally, the constant in Theorem 3 is better that the one in Theorem 4.
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