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Many electromagnetic properties of graphene can be described by the Hubbard model on a honeycomb lattice. However, this system suffers strongly from the sign problem if a chemical potential is included. Tensor network methods are not affected by this problem. We use the imaginary time evolution of a fermionic projected entangled pair state, which allows to simulate both parity sectors independently. Incorporating the fermionic nature on the level of the tensor network allows to fix the particle number to be either even or odd. This way we can access the states at half filling and with one additional electron. We calculate the energy and other observables of both states, which was not possible before with Monte Carlo methods.
1. Introduction

In lattice field calculations Quantum Monte Carlo (QMC) methods are well established and a powerful tool to simulate physical systems. However, parts of the phase space are often inaccessible due to the infamous sign problem. In these cases alternative methods have to be established, tested and improved. One such physical system is the Hubbard model with a chemical potential, which often serves as a test ground for new methods.

The Hubbard model on a honeycomb lattice, as studied here, is a model for graphene. The material graphene has gained a lot of attention in recent years with a vast range of applications [1]. The model undergoes a first order phase transition from a semi-metallic to a Mott-insulating phase [2]. The semi-metallic behavior of graphene, for example, was used to build transistors with a much higher switching rate than silicon-based transistors [3].

The Hubbard model is well studied theoretically as well. The Hamiltonian reads as

$$H = -\kappa \sum_{\langle x,y \rangle,s} c_{x,s}^\dagger c_{y,s} + \frac{U}{2} \sum_x q_x^2 + B \sum_x \left( c_{x,\uparrow}^\dagger c_{x,\uparrow} - c_{x,\downarrow}^\dagger c_{x,\downarrow} \right) + \mu \sum_{x,s} \left( c_{x,s}^\dagger c_{x,s} - \frac{1}{2} \right). \quad (1)$$

The first term is called the hopping term which allows the electrons to jump to a nearest neighbor. The corresponding coupling strength is $\kappa$. The sum runs over all nearest neighbors $\langle x,y \rangle$ on the honeycomb lattice, whereas $s \in \{\uparrow, \downarrow\}$ denotes the two possibilities for the spin of an electron. $c_{x,s}^\dagger$ ($c_{x,s}$) is a creation (annihilation) operator of an electron at position $x$ with spin $s$. The second term is the onsite interaction with a strength $U$ connected to the local charge $q_x = c_{x,\uparrow}^\dagger c_{x,\uparrow} + c_{x,\downarrow}^\dagger c_{x,\downarrow} - 1$. An external magnetic field of strength $B$ changes the energy according to the magnetization of the system. The last term couples the chemical potential $\mu$ to the total electron number.

The most established method to study the system is QMC. Many results are available, especially on the nature of the phase transition [2, 4, 5]. However, the stochastic Monte Carlo method suffers from the sign problem if the chemical potential is included. Only the case of half filling can directly be simulated, where the chemical potential vanishes and the number of electrons is half its maximum. Other methods than QMC are needed to explore the phase space including the chemical potential.

Tensor network based approaches are immune to the sign problem and are therefore a perfect choice. We use a fermionic projected entangled pairs state (PEPS) [6, 7] as an ansatz to find the ground state. Moreover, we can restrict the state to a specific parity sector. This allows us to compute the properties of the state with one additional electron or hole compared to the ground state. More details of our methods and further results can be found in [8]. Here, we give a short introduction regarding the method and summarize the most important results. In addition to [8] we also present the dependence of the measured particle number on the chemical potential for a small system.

2. Fermionic PEPS

To implement the fermionic anti-commutation relations on the level of the PEPS ansatz, we closely follow the proposal of [6]. The main idea is to define the parity on all links of the tensor network and to introduce swap gates that ensure the correct sign flips when fermions are exchanged. Additionally,
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The PEPS consists of only even parity tensors. This allows for a simple graphical representation of the fermionic PEPS, see fig. 1, where tensors are denoted as nodes, indices correspond to links and swap gates, represented as diamonds, are placed on all line crossings in the two-dimensional graphical representation. Lines can then be moved freely, even across nodes, if new line crossings get equipped with swap gates.

![Fermionic PEPS on a honeycomb lattice](image1)

**Figure 1:** Fermionic PEPS on a honeycomb lattice. Circles: PEPS tensors; solid lines: internal indices; dashed lines: physical indices; dotted line: parity index; diamonds: swap gates; see [8] for details.

We use a PEPS on a honeycomb lattice as depicted in fig. 1 as an ansatz for the states. Since it consists of tensors of even parity, it can only be used for states with overall even parity. Therefore, we include an additional parity link on one of the tensors, see the dotted line in fig. 1. This index has only one value of either even or odd parity, which defines the overall parity of the state. In this manner we are able to simulate the even- and odd-parity sectors independently, corresponding to the ground state and a single particle excitation with one additional electron or hole.

3. Algorithm and Improvements

We use an imaginary time evolution of the Trotter-decomposed Hamiltonian [7, 9] in order to find the ground state in each parity sector. The bond dimension grows when a local gate is applied to neighboring tensors during the evolution. Using the simple update routine, we truncate the singular values to keep the bond dimension $D$ bounded [6, 7, 10]. While decreasing the imaginary time step in each update step, the system eventually converges to the ground state. An optimization of the imaginary time evolution step sizes $\delta t$ and an extrapolation in $\delta t$ allows for an efficient usage of resources. For the optimized evolution we introduce a way to estimate the ground state energy without contracting the whole network [8].

Finally, expectation values like the energy or the particle number can be measured. An exact calculation of these observables requires a sum over all indices of the tensor network, which scales exponentially in the length of the system and is therefore not applicable for larger volumes. Instead, we use the boundary matrix product state (MPS) method [10] to approximate parts of the network.
The calculation of an expectation value of a two site operator is shown in fig. 2. The operator acts on two neighboring tensors and their conjugates. The rest of the network is approximated by a boundary MPS with a bond dimension of $\chi$, shown as gray circles without stars.

\[ \langle \hat{O} \rangle = \frac{\langle \psi_{\text{ground}} | \hat{O} | \psi_{\text{ground}} \rangle}{\langle \psi_{\text{ground}} | \psi_{\text{ground}} \rangle} \]

**Figure 3:** Dependence of different operators $\langle O \rangle$ on the boundary MPS bond dimension $\chi$ for the ground state in the odd parity sector. Shown are the relative errors compared to results at $\chi = 144$ and absolute values for the standard deviation of the norm. Honeycomb Hubbard model with $D = 12$, lattice size $V = 12 \times 6$, $\kappa = 1$, $U = 2$, $\mu = 0.1$, $B = 0.01$. See [8, 11] for details.

In previous simulations $\chi \geq D^2$ was typically chosen [6, 10]. We find that a much smaller boundary MPS bond dimension is sufficient to gain an acceptable accuracy. In fig. 3 the relative errors of several observables measured in a ground state are shown when different boundary MPS bond dimensions are used. The results are compared to $\chi = D^2 = 144$. A sub percent accuracy is already obtained with $\chi = 16$ for these observables. In further simulations we therefore calculate expectation values with $\chi = 2D$ and $\chi = 3D$ and find no significant deviations in most cases. This allows the use of larger bond dimensions $D$ to gain a better overall accuracy.

The standard deviation of the norm $\Delta I$ evaluated at different lattice sites [8] gives a good approximation of the relative errors introduced by a finite $\chi$, as seen in fig. 3.

The algorithm is less accurate or can even become unstable if the ground state is degenerate. To solve this problem in the case of $\mu = B = 0$ we introduce a small chemical potential $\mu$ and magnetic field $B$ to break these degeneracies. These small, perturbative effects can afterwards be removed [8]. In cases where the energy gap $\Delta_{\text{exc}}$ in one sector is small compared to the single particle excitation gap $\Delta_{\text{sp}}$, however, simple update faces instabilities that can not be cured so easily. Using a non-local update procedure like full update [6, 7] can possibly help to increase the range of parameters where stable simulations are possible.
4. Results

We study the $3 \times 4$ lattice with open boundary conditions and calculate the energy and particle number for different chemical potentials. For this moderate system size the results can be compared to those of an exact diagonalization. Figure 4 shows the energies of the even- and odd-parity sectors. They converge to the correct values if the bond dimension increases. By subtracting the energies of the even- and odd-parity ground states for a given value of $\mu$, we extract the single particle excitation gap $\Delta_{sp} = |E_{\text{even}} - E_{\text{odd}}|$ as shown in fig. 5(a). Finally, fig. 5(b) shows the measured particle number $n$.

![Figure 4](image_url)

**Figure 4:** Energies of the $3 \times 4$ hexagonal lattice with $\kappa = 1, U = 2$ and $B = 0$ at different values of $\mu$. Duplicate points correspond to $\chi = 2D$ and $\chi = 3D$. See [8, 12] for details.

Only in cases where the ground state in one sector is degenerate or nearly degenerate, we see significant deviations from the exact results. This is the case in the odd parity sector at $\mu = 0$ and close to the kinks, where the particle number of the ground state changes. Otherwise we obtain reliable results, also for values of the chemical potential where Monte Carlo methods suffer from a very severe sign problem [8].

We are able to reproduce the expected step function of the particle number as shown in fig. 5(b). A similar study has been done using the tensor renormalization group approach for the Hubbard
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Figure 5: Single particle gap and particle number of the $3 \times 4$ hexagonal lattice with $\kappa = 1$, $U = 2$ and $B = 0$ at different values of $\mu$. Duplicate points correspond to $\chi = 2D$ and $\chi = 3D$. See [8, 12] for details and calculated values.

model on a square lattice [13]. We compare the energies of the two independent sectors to decide which sector corresponds to the ground state. If the system is close to a phase transition the single particle gap becomes small, which can lead to a wrong choice due to the errors of the energy calculations. This can be seen in fig. 5(b) close to the steps, where occasionally the particle number of the wrong phase got chosen. We see that the particle number becomes correct if we increase the bond dimension and therefore the precision of the calculated energies. An alternative approach to find the phase transitions was used in [14]. The energy scales linearly in the chemical potential within one phase. Determining the intersections with a linear fit of several data points with varying $\mu$ can help to find the phase transitions more accurately. We plan to use this method in the future for a better determination of the transition points.

After this proof of principle we simulate a larger $30 \times 15$ lattice to show the scalability of the algorithm. In fig. 6 we present the energies for a finite chemical potential in the non-interacting limit and for $U = 2$. We find empirically that the error of the energy scales as $D^{-2}$ in the bond dimension. This allows us to extrapolate to the infinite bond dimension limit. The extrapolated results for $U = 0$ are compatible with the energies from an exact diagonalization of the hopping
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5. Conclusion

We studied the Hubbard model using a fermionic PEPS algorithm. The method was successfully applied to cases with a chemical potential, where Monte Carlo methods fail due to the sign problem. Using an additional parity link on one of the PEPS tensors allowed us to study physical systems in both parity sectors, which is a great novelty.

To calculate expectation values, we used the boundary matrix product state method with a truncated bond dimension $\chi$. Our analyses showed that a linear scaling of $\chi$ in the PEPS bond dimension $D$ was sufficient and the popularly used $[6,10]$ scaling $\chi \propto D^2$ was too conservative for this particular

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{energies.png}
\caption{Energies with finite chemical potential ($\kappa = 1, \mu = 0.5, B = 0$) for the $30 \times 15$-lattice against the inverse squared bond dimension. Duplicate points correspond to $\chi = 2D$ and $\chi = 3D$. See [8, 12] for details.}
\end{figure}

matrix: $E_{\text{even}} = -693.2(17)$ and $E_{\text{odd}} = -692.1(18)$; the exact energies are $E_{\text{exact}} \approx -692.3$ for both sectors on our level of precision. In the interacting case no exact results are available, which demonstrates that we can use our method to explore new, unknown areas of the phase space. Our final results for the energies of the system in fig. 6(b) are $E_{\text{even}} = -483.5(14)$ and $E_{\text{odd}} = -483.8(12)$. 

$\chi$.
system. A smaller $\chi$ allowed us to increase $D$ and gain an overall higher precision with limited computational resources.

The ground state energies were calculated to high accuracy for a small system size as well as for a large system with vanishing onsite interaction. In the latter case an accuracy of the order of $10^{-3}$ was achieved with extrapolations in the squared inverse bond dimension. We also simulated a system at large volume with onsite interaction and chemical potential. This opens the path to exploring the phase diagram of the Hubbard model also when a chemical potential is added, an enterprise we want to follow in the future.
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