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Bandit algorithms are often used in the e-commerce industry to train Machine Learning (ML) systems when pre-labeled data is unavailable. However, the industry setting poses various challenges that make implementing bandit algorithms in practice non-trivial. In this paper, we elaborate on the challenges of off-policy optimisation, delayed reward, concept drift, reward design, and business rules constraints that practitioners at Booking.com encounter when applying bandit algorithms. Our main contributions is an extension to the Open Bandit Pipeline (OBP) framework. We provide simulation components for some of the above-mentioned challenges to provide future practitioners, researchers, and educators with a resource to address challenges encountered in the e-commerce industry.

1 INTRODUCTION

In recent years the application of bandit algorithms in e-commerce has yielded convincing results [25]. These methods are commonly used when pre-labeled data is non-trivial to obtain or unavailable. At Booking.com we have experienced many challenges while designing production ML systems using bandit algorithms, which have been described extensively in previous work [13, 14]. These challenges include: (i) choosing between on-policy and off-policy algorithms; (ii) deciding on how to handle delayed reward; (iii) dealing with various types of concept drift; (iv) defining realistic rewards; and (iv) optimising bandit policies under external business rules with constantly changing available arms.

A critical consequence of overlooking the challenges mentioned above is that it could cause practitioners to end up with sub-optimal policies. Ignoring these challenges may slow down their work, decrease incremental revenue, and create barriers to understanding why the bandit algorithms do not work in practice.

Research on bandit algorithms frequently consists of executing experiments on open source data, proprietary data, and simulations. Similarly, practitioners in industry need simulators to speed up experimentation [4]. Various simulation frameworks for recommender systems and bandit algorithms exist [16, 17, 32, 36, 45]. Unfortunately, the majority of these simulations have limited documentation, tests, and ongoing development activity. These limitations make it challenging to use and extend these frameworks. Recently, Saito et al. [34] released the Open Bandit Pipeline (OBP), which provides a modular and extendable framework for researching bandit algorithms and off-policy methods. To the best of our knowledge, this simulation framework has the most extensive documentation, code quality standards, and extensibility of the available open-source bandit simulation frameworks. In this paper, we extend OBP by providing new components that can facilitate researchers and educators in the field of bandit algorithms to start addressing the industry challenges we experienced at Booking.com. In particular, we aim to provide a resource that future practitioners can refer to as they address the challenges we encounter in the e-commerce industry.

2 INDUSTRY BANDIT CHALLENGES

In this section we expand on the industry challenges described above and introduce some key questions that practitioners encounter when trying to address them.

1 https://github.com/st-tech/zr-obp/pull/177
2.1 On-policy vs Off-policy

Bandit algorithms are commonly optimised on-policy. This means that at each round, an action is sampled to either exploit from the policy or explore. Subsequently, the production policy is updated with the observed reward in that round. Off-policy optimisation, in contrast, uses already-existing training data to learn a policy, which is then deployed to production. This is commonly achieved by optimising a policy using some form of inverse-propensity weighting (IPW) to debias the logged data[38]. To the best of our knowledge there is limited work providing insights under which circumstances on-policy or off-policy methods trained on logged data are more favorable. Some studies provide recommendations on using on-policy and off-policy in settings such as learn to rank [18]. Those commonly favor the use of on-policy learning or propose to combine both on-policy and off-policy [30, 31]. In practice, on-policy learning can be expensive in terms of experimentation and training as each policy needs to be able to interact with users, possibly negatively affecting user experience. Similarly, when comparing multiple candidate policies, each policy has to be able to explore independently. By using off-policy methods practitioners can compare endless configurations in parallel without affecting the user experience. In practice, we are often faced with the following challenges when deciding between on-policy and off-policy methods:

Q2.1.1 In which scenarios does off-policy learning outperform on-policy methods?
Q2.1.2 How frequently should off-policy trained models be updated?
Q2.1.3 Which strategies of collecting counterfactual examples for off-policy (re-)training are most effective?

2.2 Concept Drift & Non-stationarity

Productionisation of ML systems often faces the challenge of learning under concept drift [21, 26, 39, 44], where feature and label distributions are non-stationary and evolve over time. For instance, at Booking.com, we observed users’ preferences changing during impactful events, such as the Covid pandemic. During this time preferences shifted to domestic trips due to restrictions on traveling abroad [14]. The events affecting the environment can cause different types of drift [7] such as: (i) sudden/abrupt, like natural disasters; (ii) incremental events, during slow-moving events such as economic crises; (iii) gradual, during events such as the Covid pandemic; and (iv) recurring/seasonal, during events such as summer vacations or Christmas breaks. For example, seasonality is a kind of concept drift that typically happens in industry settings such as in e-commerce, as well as in other domains such as in music streaming platforms. Here people’s music taste changing over time as shown by [3]. While the classic stochastic bandit assumes a stationary environment[23], various bandit algorithms have been proposed that adapt in non-stationary environments. [15, 27, 33, 37, 43]. However, in practice we often face questions such as:

Q2.2.1 How many rounds does it take for on-policy methods to recover from drift?
Q2.2.2 Which types of drift are more challenging in different settings and for different algorithms?
Q2.2.3 How to apply off-policy methods when your environment is non-stationary?

2.3 Delayed Reward

In e-commerce, we observe that reward may take many rounds to arrive, as opposed to the theoretical bandit formulation in which the reward is typically available after each prediction [23, 41]. The length of the delay can depend on various factors. For instance, in marketing e-mails we expect a shorter delay from clicks on e-mails and a longer delay from purchases after opening an e-mail. In the simplest case a delay is unbiased, eg. constant or sampled from a distribution. In more complicated cases the delay distribution can depend on the context, action, or even the expected reward
of an arm, e.g. if a less-desirable recommendation causes a user to hesitate longer. The authors of [19] showed that delay causes additive regret in stochastic bandits, while being multiplicative in adversarial problems. Recently, many approaches to learning under delayed reward have been proposed [5, 21, 22, 40, 40]. However, in practice we commonly face uncertainty about the effects of delays on model performance, such as:

Q2.3.1 What is the extra regret due to delayed reward in (non-)stationary environments?
Q2.3.2 Is the delay biased and how does this influence the policy performance?

2.4 Reward Design and Multi-Reward

In an ideal scenario the reward for a bandit algorithm is identical to its business objective [10]. However, in practice directly using a business objective, e.g. conversions, as rewards is commonly infeasible due to sparsity, delay, or attribution complexity. For example, we could use a bandit algorithm to decide whether a user should be incentivized to book a hotel with either 1) a free taxi with every booking, or 2) 15% discount on every booking, and show it as a banner in the search results. We would like to reward the model if the banner leads to a booking. However, determining whether a booking was made due to the picked banner, and not any other part of the search results page, is non-trivial. On the other hand, determining whether a given banner was seen or clicked can be straightforward, but is a weaker indicator of commercial success. Even when a conversion can be attributed to an action, this reward can still be too sparse or too delayed for the algorithm to learn effectively. In those cases, practitioners can decide to use a surrogate reward such as clicks [8] or combining multiple rewards within a funnel [28, 42] to speed up the learning process. However, these types of surrogate rewards might lead to sub-optimal policies or even clickbait. To effectively design rewards for bandit algorithms in practice, we are commonly faced with questions such as:

Q2.4.1 What is the effect of using a surrogate reward on your primary business metric?
Q2.4.2 How do we deal with sparse primary rewards?
Q2.4.3 How can we optimise a bandit model when attribution of rewards to actions is challenging?
Q2.4.4 Can we combine multiple rewards effectively to overcome challenges in our primary reward?

2.5 Business Rules and Arm Availability

In literature, the bandit problem is often presented in isolation. A policy samples actions, such as travel destinations based on a visitor's context, and observes the reward of this action. In practice, these actions are typically subject to various business constraints. For example, only destinations with available rooms can be shown, or similar destinations should not be shown in the same set of recommendations. Consequently, actions sampled by the policy may not be shown, which restricts the ability of the policy to control exploration. Additionally, debiasing the logged data is non-trivial, as the propensities of some actions can become very small or even non-existent at all. Recent work has proposed to factor out business rules in a stand-alone components [11, 35]. However, evaluating the legality of all possible actions before calling the model can be non-trivial or expensive. Previous research has yielded bandit variants incorporating various constraints on arm availability directly into the bandit model, e.g. (Contextual) Blocking Bandits [2, 6], Sleeping Bandits [20], Any-m Feasible Arm Identification [1], or, in some sense, Bayesian Meta-Learning [29].

In addition to business rules adjusting the available actions on each round, the pool of available arms is likely to change over the bandit’s life-cycle. Many existing algorithms naturally extend to introducing new arms in principle but suffer from it in practice [12, 24]. [24], show UCB suffering linear regret in a scenario in which arms get added frequently, leading to over-exploration. Questions arising in practice are:
Q2.5.1 How is the performance of various bandit models affected when sampled arms are blocked by the system?
Q2.5.2 How do we debias data produced with biased business rules?
Q2.5.3 How can off-policy models be used when arms are continuously added and removed?
Q2.5.4 How can we effectively learn policies from a large pool of constantly changing arms?

3 EXTENSIONS TO OPEN BANDIT PIPELINE

In this section we will expand on the components we introduced in OBP to facilitate researchers and educators with simulations that represent the industry challenges we experience at Booking.com. We restrict ourselves to the concepts described in sections 2.1, 2.2, and 2.3. The remaining challenges are left for future work.

We extend OBP with a `BanditEnvironmentSimulator` and `BanditPolicySimulator` class. The `BanditEnvironmentSimulator` samples one or multiple rounds of contexts and rewards for all arms. The `BanditPolicySimulator` takes any bandit algorithm and iterates over the generated rounds to select actions and update the policy.

To allow experiments that can answer the question in Section 2.1, the `BanditPolicySimulator` keeps a log of its behaviour. This allows us to use these logs in the off-policy parts of the OBP framework. Using the reward of all arms provided by the `BanditEnvironmentSimulator` we can compare the performance of on-policy and off-policy methods on the same dataset. An example of such a simulation can be found in Appendix A.1.

For the challenges described in Section 2.2, we implemented functionality to simulate various types of drift. The simulations calculate an expected reward based on the interaction of a user-context, action-context, and a set of matching coefficients. We introduce a `CoefficientDrifter` class, which controls the coefficients in each round based on an interval, transition period, transition type, and seasonality parameter. These parameters can be used to create the four types of concept drift as described by [7] and more. An example using the `CoefficientDrifter`, showing how sudden and seasonal drift affect the performance of existing bandit algorithms, can be found in Appendix A.1.

Finally, for the challenges described in Section 2.3, we extended the `BanditEnvironmentSimulator` with a `delay_function` parameter. When provided, this function adds a delay rounds field to each round. If this field is present, the model parameters are only updated after delay rounds have passed, instead of updating immediately after each round.

Additionally, we provide an `ExponentialDelaySampler` containing both an unbiased and reward-dependent [22] delay function. In unbiased delay, $d_t$ is sampled from an exponential distribution. In this scenario, the delay is the same for each arm per round. However, in the reward-dependent [22] setting the random delay $d_t$ at each round depends on the individual expected rewards for each arm in that round. The sample is taken by interpolating between two exponential distributions at different scales. We use exponential distributions for delays as they are commonly found in real-world situations as described by [9, 21]. In Appendix A.3 you can find an experiment demonstrating how the delay functions can be used in a stationary environment.

4 CONCLUSION AND FUTURE WORK

In this paper, we describe challenges we encounter in the industry and provide ways to simulate those challenges by extending OBP. Our extended version and working notebooks are available for future practitioners interested in answering questions around the challenges we elaborated on. We hope our contributions can speed up the work of industry practitioners as well as researchers and serve as a tool for educational purposes. In future work we want to continue extending OBP additional simulation capabilities covering more of our described challenges as well as implement functionality to tackle other challenges such as slate recommendations.
Appendices

A EXAMPLE EXPERIMENTS

To provide future practitioners with a starting point to use our simulations, we highlight some examples of experiments in this appendix. Each experiment demonstrates how a mentioned challenge can affect the learning of various bandit algorithms and off-policy methods.

A.1 Off-Policy Outperforming On-Policy

In this appendix we compare the performance of various standard bandit algorithms with an off-policy learned policy using Inverse Propensity Weighting (IPW). Each bandit is first optimised for $n$ rounds, after which we show the performance on an evaluation period of the same number of rounds. The IPW learning is trained on the logged data of a training period of $n$ rounds and then also evaluated on the same dataset as the bandits. In contrast to IPW, all the bandit models can continue learning during the evaluation period. Each policy needs to optimise a stationary environment with 10 arms.

In figure 1, we clearly see that the IPW learner starts outperforming the bandit policies after approximately 5,000 rounds. This aligns with some of our own experiments where an IPW learner showed significantly better performance than bandit algorithms that have been running on-policy. Practitioners can adjust use similar setup’s to understand how to answer Q2.1.1 for their own situation.

In Figure 1, the IPW learner is trained on the logs produced by the $\text{egreedy}_{0.1}$ model with 10% random exploration (epsilon) traffic. However, using the simulations we can also easily compare how the IPW learner would perform using logs created by different bandit policies (Q2.1.3). In Figure 2, we show how the performance of the IPW learner can significantly differ depending on the logging policy. This difference in performance is likely caused by the quality of the learned propensity model feeding into the IPW learner.
A.2 Drift and On-Policy Bandits

In this appendix, we demonstrate how the effect of drift of bandit algorithms (Q:2.2.2) can be observed using the simulation described in this paper. Two types of simulations are shown: 1) Sudden drift after 25,000 steps, and 2) dual seasonal drift shifting every 5000 steps for a total of 50,000 steps, i.e. 5 full seasons of each type.

In both simulations, we run Epsilon Greedy (0.10 epsilon), binary Thompson sampling (bts), Linucb, and Linear Thompson (lits) sampling. Additionally, we show how bts and a fully random policy would have performed on non-drifting data. During the drift the base coefficient weight is set to 0.3 to sustain some parts of the original coefficients while drifting.

In Figure 3 we see that all the bandit algorithms lose significant reward when the environment starts shifting. Neither of the experiments show that the bandit algorithms are able to recover the lost reward within a reasonable timeframe. Here we call "reasonable" a similar timeframe it took to get to the original performance of the bandit.

Moreover, we can observe that the seasonal bandit stabilizes at the end of the simulation at a subpar performance compared to the stationary bandit.

Fig. 3. Comparing two types of drift with the performance of bts and random policies in a stationary environment.
A.3 Unbiased and Reward-Depend Delay

In this appendix we demonstrate how to simulate different effects of delayed reward on the learning ability of bandit policies.

In Figure 4 we compare a count-based epsilon greedy policy with 10% exploration under unbiased exponential delay, reward-dependent exponential delay, and no delay (Q2.3.2). We’ve fixed the exponential scale between 900, for the reward-dependent experiment, and 1000 and ran the experiment 1000 times for statistical power. It is apparent from the figure that both policies optimised under delay take longer to converge. However, after approximately 10,000 steps both the delayed and non-delayed policies are receiving a non-significant different average reward. This plot seems to indicate that the bandit policy can be optimised under delayed reward with minimal cost to the total reward.

Fig. 4. A comparison of count-based epsilon greedy under drift in a stationary environment.

However, when we introduce a non-stationary seasonal environment in figure 5, we observe that the drift significantly affects the total reward.

Fig. 5. A comparison of count-based epsilon greedy under drift in a non-stationary (seasonal) environment.