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Abstract—Locally recoverable (LRC) codes provide a solution to single node failure in distributed storage systems, where it is a very common problem. On the other hand, linear complementary dual (LCD) codes are useful in fault injections attacks on storage systems. In this paper, we establish a connection between LRC codes and LCD codes. We derive some conditions on the construction of cyclic LRC codes so that they are also LCD codes. A lower bound on the minimum distance of such codes is determined. Some examples have been given to explain the construction.
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I. INTRODUCTION

Due to exponential growth of data, node failures have become a common phenomenon in distributed and cloud storage systems. The most common scenario in this is the failure of a single node. The existing methods of data recovery do not address this problem efficiently. Locally recoverable (LRC) codes provide an efficient solution to this problem. They have been therefore studied quite extensively in the literature in recent years [1]–[3]. A linear code $C$ is said to be an LRC code if the value at any coordinate position of a codeword in $C$ can be determined by accessing a small number of other coordinates of the codeword. The set of coordinate positions that are used to determine the value at a specified coordinate position is called the recovering set for that coordinate position. If the size of the recovering set for every coordinate in $C$ is less than or equal to $r$, where $r$ is a positive integer, then $C$ is said to have locality $r$. Smaller locality represents better local recovery.

Constructions of LRC codes have been studied in a number of recent papers [3]–[7]. Tamo and Barg [5] have given a construction of LRC codes which is a generalization of the construction of classical Reed-Solomon (RS) codes. These codes are known as RS-like LRC codes. Bounds on the minimum distance of LRC codes have also been studied by several researchers [3], [5], [8], [9]. A generalization of the classical Singleton bound for LRC codes is given in [3]. Codes whose minimum distance attains this bound are called optimal LRC codes. Several constructions of optimal LRC codes have been proposed in the literature [4]–[7]. Goparaju et al. [10] have studied binary cyclic LRC codes and have given a construction of LRC codes using the zeros of the generator polynomial. In [11], Tamo et al. have given a construction of RS-like cyclic LRC codes.

A linear code $C$ whose intersection with its dual is the zero code, i.e., $C \cap C^\perp = \{0\}$ or equivalently, $C \oplus C^\perp = F_q^n$, is called a linear complementary dual (LCD) code. LCD codes were introduced by Massey [12] in 1992. These codes are proved useful in communication systems, data storage and cryptography. Recently, in [13], Carlet and Guilley showed that LCD codes helps to secure the communication against the side-channel attacks and fault injection attacks. In [14], Yang and Massey proved that reversible cyclic codes over finite fields are LCD codes by providing a necessary and sufficient condition for a cyclic code to have complementary dual. LCD codes are well explored in the literature [15]–[18]. LCD codes that are also LCD codes may prove more useful for distributed data storage systems as they provide protection against node failures and also protection against side-channel attacks and fault injection attacks on such systems.

In this paper we study cyclic LRC codes that are also LCD codes. We call such codes (cyclic) LRC-LCD codes. We derive some conditions on the construction of cyclic LRC codes so that the codes so constructed are also LCD codes. A lower bound on the minimum distance of these codes is determined. Some examples have been given to explain the construction.

II. PRELIMINARIES

Let $F_q$ be a finite field of size $q$, where $q$ is a prime power. An $[n,k,d]$-linear code $C$ is a subspace of $F_q^n$ with dimension $k$, where $d$ denotes the minimum Hamming distance. The dual of $C$, denoted by $C^\perp$, is the set of all vectors of $F_q^n$ that are orthogonal to all elements of $C$, i.e., $C^\perp = \{x \in F_q^n \mid x \cdot c = 0 \quad \forall \ c \in C\}$. $C$ is called a cyclic code if codewords in $C$ are invariant under the cyclic shifts, i.e., for every $c = (c_0, c_1, \ldots, c_{n-1}) \in C$, $\sigma(c) = (c_{n-1}, c_0, c_1, \ldots, c_{n-2}) \in C$. If each vector $a = (a_0, a_1, \ldots, a_{n-1})$ of $F_q^n$ corresponds to the polynomial $a(x) = a_0 + a_1 x + \ldots + a_{n-1} x^{n-1}$ of $F_q[x]$, then a cyclic code $C$ of length $n$ is an ideal of the quotient ring $R = F_q[x]/\langle x^n - 1 \rangle$. Since $R$ is a principal ideal ring, $C$ is...
generated by a unique monic polynomial $g(x)$, called the generator polynomial of $C$. The zeros of $g(x)$ in its splitting field over $\mathbb{F}_q$ are called the zeros of $C$, and the set of all zeros of $g(x)$ is called the defining set of $C$. The polynomial $h(x) = (x^n - 1)/g(x)$ is called a parity-check polynomial of $C$ and its reciprocal polynomial $h^*(x) = x^{\deg h(x)}h(1/x)$ generates the dual code $C^\perp$.

A code $C \subseteq \mathbb{F}_q^n$ is said to be a reversible code if for every $(c_0, c_1, \ldots, c_{n-1}) \in C$, the word $(c_{n-1}, c_{n-2}, \ldots, c_0)$ is also in $C$.

Now we give some basic definitions and results on LRC codes and cyclic LCD codes (reversible cyclic codes).

**Definition 1** (LRC codes). Let $C$ be an $[n, k, d]$ code over $\mathbb{F}_q$. Then $C$ is said to have locality $r$ if for every $c = (c_1, c_2, \ldots, c_n) \in C$, $1 \leq i \leq n$, there exists a subset $R_i \subseteq \{1, 2, \ldots, n\}\{i\}$, $|R_i| \leq r$, such that $c_i$ can be recovered by using the values of the coordinates associated with $R_i$. The set $R_i$ is called a recovering set of the $i$th coordinate and code $C$ is called an $(n, k, r)$ LRC code.

In [4], a bound on the minimum distance of LRC codes has been given. If $C$ is an $(n, k, r)$ LRC code then the minimum distance $d$ satisfies,

$$d \leq n - k - \left\lceil \frac{k}{r} \right\rceil + 2 \ . \quad (1)$$

An LRC code is called an optimal LRC code if its minimum distance attains the above bound.

Let $n$ be a positive integer such that $n|(q-1)$. Let $k$ and $r$ be positive integers such that $(r+1)|n$ and $r|k$. The following result gives a construction of RS-like cyclic LRC codes of length $n$.

**Theorem 1.** [17] Let $\alpha$ be a primitive $n$-th root of unity, $\ell$ be an integer with $0 \leq \ell < r$, and $b \geq 1$ be an integer such that $\gcd(b, n) = 1$. Let $\mu = \frac{k}{r}$. Consider the following sets of elements of $\mathbb{F}_q^n$:

$$L = \{\alpha^s \mid s \mod (r+1) = \ell\} \ ,$$

and

$$D = \{\alpha^{(s+b)} \mid s = 0, 1, \ldots, n - \mu(r+1)\} \ ,$$

where $\alpha^{j} \in L$. Then the cyclic code with the defining set $L \cup D$ is an optimal $(n, k, r)$ cyclic LRC code over $\mathbb{F}_q$.

Here the set $L$ determines the locality and the set $D$ ensures the minimum distance of the code.

**Theorem 2.** [14], [19] Let $C$ be a cyclic code of length $n$ over $\mathbb{F}_q$ with the generator polynomial $g(x)$. Then $C$ is an LCD code if one of the following conditions holds:

1. $g(x)$ is self-reciprocal.
2. Inverse of every zero of $g(x)$ is also a zero of $g(x)$.
3. $q^n \equiv -1 \mod n$ for some positive integer $\ell$.

Let $q$ be a prime power and $n, m$ be two positive integers such that $n|(q^m-1)$. Then the $q$-cyclotomic coset of a modulo $n$, where $a \in \{0, 1, \ldots, n-1\}$, is defined as

$$[a] = \{a, aq, aq^2, \ldots, aq^{n-1}\} \ ,$$

where $r$ is the smallest positive integer such that $aq^r \equiv a \mod n$. Following results are straightforward and will be useful for our discussion later.

**Proposition 1.** Let $a \in \{0, 1, \ldots, n-1\}$ and let $[a]$ represent the $q$-cyclotomic coset of a modulo $n$. Then for any $b \in [a]$, $n - b \in [n - a]$.

**Proposition 2.** Let $a \in \{0, 1, \ldots, n-1\}$. Then the cardinality of $[a]$ is a divisor of $\text{Ord}_n(a)$. Further, $|[1]| = \text{Ord}_n(q)$.

**III. MAIN RESULTS**

**A. Binary LRC-LCD codes**

Goparaju et al. have presented some constructions of binary cyclic LRC codes in [10]. In this subsection we determine some conditions for these codes to be LCD codes.

**Construction 1** ([10]). Let $n = 2^m-1$, $r+1$ be a factor of $n$, and $\alpha$ be a primitive element of $\mathbb{F}_{2^m}$. Let $C$ be a binary cyclic code of length $n$ with the generator polynomial $g(x)$ having zeros $\alpha^{j(r+1)}$, where $j$ ranges from 0 to $\left(\frac{n}{r+1}\right) - 1$. Then $C$ is an LCD code with locality $r$ and dimension $k = \frac{n}{r+1}$.

**Theorem 3.** Code $C$ constructed in Construction 1 is an LCD code.

**Proof.** Let $Z$ be the set of zeros of $C$, i.e.,

$$Z = \left\{\alpha^j(r+1) \mid j = 0, 1, \ldots, \left(\frac{n}{r+1} - 1\right)\right\} \ .$$

Let $0 \leq i \leq \left(\frac{n}{r+1} - 1\right)$. Then $\alpha^{(r+1)} \in Z$. Since $(r+1)|n$,

$$\alpha^{-i(r+1)} = \alpha^{n-i(r+1)} \in Z.$$  

From Theorem 2, $C$ is a reversible cyclic code and hence an LCD code. \hfill $\Box$

Construction 1 gives distance optimal binary cyclic LRC codes with the minimum distance $2$. To improve the minimum distance, more zeros can be added to $Z$, and the generator polynomial be modified accordingly. It is well known that if $\alpha$ is a zero of $g(x)$ then every element of the cyclotomic coset of $\alpha$ is a zero of $g(x)$. The inverses of the elements of a cyclotomic coset form another cyclotomic coset modulo $n$, which may be the same coset as the original cyclotomic coset. Hence to maintain reversibility of the code, while adding some cyclotomic coset to $Z$, we need to also add to $Z$ the corresponding cyclotomic coset of inverse elements.

**Theorem 4** (Construction 2). Let $n = 2^m-1$, $(r+1) \mid n$ and $\alpha$ be a primitive element of $\mathbb{F}_{2^m}$. Let $g(x)$ be the generator polynomial of a cyclic code $C$ having the set of zeros

$$Z = \left\{\alpha^{j(r+1)} \mid j = 0, 1, \ldots, \left(\frac{n}{r+1} - 1\right)\right\} \cup [a] \cup [a^{n-1}] \ .$$

Then $C$ is an LCD code and also an LRC with locality $r$, minimum distance $d \geq 6$ and the dimension

$$k = \frac{r}{r+1}(2^m - 1) - 2m \ .$$
Proof. Clearly $C$ is an LRC code by Construction 1. For $n = 2^m - 1$, $m > 1$, $\alpha$ and $\alpha^{-1}$ are in two distinct cyclotomic cosets modulo $n$. Since $Z$ contains $\alpha^{n-2}, \alpha^{n-1}, \alpha^0, \alpha^1, \alpha^2, \alpha^3$ consecutive roots, the minimum distance of $C$ satisfies $d \geq 6$. The dimension of $C$ is

$$k = n - |z| = n - \left(\frac{n}{r+1} + 2m\right) = \frac{r}{r+1}(2^m - 1) - 2m.$$ 

Further by Theorem 2, $C$ is an LCD code since for every zero $\beta$ of $g(x)$, $\beta^{-1}$ is also a zero of $g(x)$.

Remark. 1) If $r = 2$, then $Z$ contains consecutive roots $\alpha^{n-4}, \alpha^{n-3}, \alpha^{n-2}, \alpha^{n-1}, \alpha^0, \alpha^1, \alpha^2, \alpha^3$ of $g(x)$. Hence the minimum distance of the code $C$ is at least 10 and its dimension is

$$k = \frac{2}{3}(2^m - 1) - 2m.$$ 

2) The minimum distance of the code can further be improved by adding suitable cyclotomic cosets. If $r > 2$ and $Z$ contains $\alpha^j(r+1)$, where $j = 0, 1, \ldots, \left(\frac{r}{r+1}-1\right)$, and cyclotomic cosets $[\alpha], [\alpha^{n-1}], [\alpha^3]$ and $[\alpha^{n-3}]$, then the minimum distance of $C$ is at least 10 and its dimension is

$$k = n - |z| \geq n - \left(\frac{n}{r+1} + 4m\right) = \frac{r}{r+1}(2^m - 1) - 4m.$$ 

Example 1. Let $n = 2^6 - 1 = 63$, $m = 6$ and $r = 2$. Consider the set 

$$Z = \{\alpha^{3j} | j = 0, 1, \ldots, 20\} \cup [\alpha] \cup [\alpha^{62}].$$ 

Let $C$ be the corresponding cyclic code. Clearly $Z$ contains 9 consecutive roots of $C$ from $\alpha^{-4}$ to $\alpha^{4}$. Hence the minimum distance of $C$ is at least 10 and the dimension is $k = 30$.

Example 2. Let $n = 2^8 - 1 = 255$, $m = 8$ and $r = 4$. Consider the set 

$$Z = \{\alpha^{5j} | j = 0, 1, \ldots, 50\} \cup [\alpha] \cup [\alpha^{254}] \cup [\alpha^3] \cup [\alpha^{252}].$$ 

Let $C$ be the corresponding cyclic code. Clearly $Z$ contains 13 consecutive roots of $C$ from $\alpha^{-6}$ to $\alpha^{6}$. Hence the minimum distance of $C$ is at least 14 and the dimension is $k = 172$.

B. LRC-LCD codes over $\mathbb{F}_q$

Now we will prove that $C$ is an LCD code. From Theorem 2, $C$ is an LCD code if and only if $\beta^{-1}$ is also a root of $g(x)$ whenever $\beta$ is a root of $g(x)$, where $g(x)$ is the generating polynomial of $C$.

Proof. First we will prove that $C$ is an LCD code. From Theorem 2, $C$ is an LCD code if and only if $\beta^{-1}$ is also a root of $g(x)$ whenever $\beta$ is a root of $g(x)$.

Let $\alpha^i \in Z = L \cup D$. If $\alpha^i \in D$ then clearly $\alpha^{-i} \in D$. If $\alpha^i \in L$ then $i \bmod (r + 1) = 0$. Therefore $\alpha^{-i} = \alpha^{-i} \in L$, as $(n - i) \bmod (r + 1) = 0$. So $C$ is an LCD code.

Now we will prove that $C$ is an optimal LRC code. From Theorem 1, the set $L$ determines the locality of code $C$ when $\ell = 0$, i.e., for the present case. Dimension of $C$ is

$$n - |Z| = n - (|L| + |D| - |L \cap D|) = n - \frac{n}{r+1} - (2t + 1) + \left(2 \left\lfloor \frac{t}{r+1} \right\rfloor + 1\right) = \frac{nr}{r+1} - 2 \left(t - \left\lfloor \frac{t}{r+1} \right\rfloor \right) = \frac{nr}{r+1} - 2 \left(n - \frac{k(r+1)}{r} \right) - \left(\frac{1}{2} \left(\frac{n}{r+1} - \frac{k}{r} \right) \right) = \frac{nr}{r+1} - \left(\frac{nr}{r+1} - k \right) = k.$$ 

Since $D$ contains $2t + 1$ consecutive roots, the minimum distance $d$ of $C$ satisfies

$$d \geq 2t + 2 = n - \frac{k(r+1)}{r} + 2 = n - k - \frac{k}{r} + 2.$$ 

Example 3. Let $q = 37$, $n = 36$ and $r = 5$. Let $\alpha$ be a primitive $n$-th root of unity. Then we have

$$L = \{\alpha^0, \alpha^6, \alpha^{12}, \alpha^{18}, \alpha^{24}, \alpha^{30}\}.$$ 

For $k = 20$, $\left(\frac{n}{r+1} - \frac{k}{r} \right) = 2$ is even. So

$$t = \frac{1}{2} \left(n - \frac{k(r+1)}{r} \right) = 6.$$ 

Hence we get $D = \{\alpha^{-6}, \alpha^{-5}, \alpha^{-4}, \alpha^{-3}, \alpha^{-2}, \alpha^{-1}, \alpha^0, \alpha^1, \alpha^2, \alpha^3, \alpha^4, \alpha^5, \alpha^6\}$. If $C$ is the cyclic code with the defining set $Z = L \cup D$, then $C$ is an LRC-LCD cyclic code of length $n = 36$, dimension $k = 20$, locality $r = 5$ and the minimum distance $d \geq 14$. From (1), we have

$$d \leq n - k - \left\lfloor \frac{k}{r} \right\rfloor + 2 = 14.$$ 

Therefore $d = 14$, and hence $C$ is an optimal LRC code.

In the next result we propose a construction of cyclic LRC-LCD codes of length $n$ over $\mathbb{F}_q$ without imposing the condition $r|k$. In some cases, codes are still distance optimal but in other
cases minimum distance is reduced by one from the optimal value.

**Theorem 6.** Let \( n | (q - 1) \) and \( \alpha \) be a primitive \( n \)-th root of unity. Let \( k \) and \( r \) be integers such that \( 1 \leq r \leq k \) and \( (r + 1)|n \). Let \( t = \left\lceil \frac{nr - k(r + 1)}{2r} \right\rceil \), and suppose \( 2r \) \( \big\lceil \frac{nr - k(r + 1)}{2r} \big\rceil \geq t \). Consider two sets

\[
L = \left\{ \alpha^i \mid i \bmod (r + 1) = 0 \right\}
\]

and

\[
D = \left\{ \alpha^s \mid s = -t, -t + 1, \ldots, -1, 0, 1, \ldots, t - 1, t \right\}.
\]

If \( C \) is the cyclic code with the defining set \( Z = L \cup D \), then \( C \) is an LRC-LCD cyclic code of length \( n \) over \( \mathbb{F}_q \) with the minimum distance

\[
d \geq n - k - \left\lceil \frac{k}{r} \right\rceil + 1.
\]

Further, \( C \) is an optimal LRC code for \( a = 0 \) and \( a = r \).

**Proof.** It can easily be shown that \( C \) is an LCD code by the same argument as in Theorem 5. From Theorem 11, the set \( L \) guarantees the locality of the code \( C \) to be \( r \) for \( \ell = 0 \). Dimension of \( C \) is

\[
n - |Z| = n - (|L| + |D| - |L \cap D|) = \frac{nr}{r + 1} - 2 \left( t - \left\lceil \frac{t}{r + 1} \right\rceil \right). \tag{2}
\]

Now

\[
t - \left\lceil \frac{t}{r + 1} \right\rceil = \left\lceil \frac{n}{2} - \frac{k(r + 1)}{2r} \right\rceil - \left\lceil \frac{n}{2(r + 1)} - \frac{k}{2r} \right\rceil. \tag{3}
\]

For some real numbers \( x \) and \( y \), if \( x - y \) is an integer then \( \lfloor x \rfloor - \lfloor y \rfloor = \lfloor x - y \rfloor \). Since \( 2r \big\lceil \frac{nr - k(r + 1)}{2r} \big\rceil \geq t \),

\[
\frac{n}{2} - \frac{k(r + 1)}{2r} - \left( \frac{n}{2(r + 1)} - \frac{k}{2r} \right) = \frac{nr}{2(r + 1)} - \frac{k}{2r} + a
\]

\[
= \frac{r}{2r} \left( \frac{nr}{2(r + 1)} - k - 2a \right) + a
\]

is an integer. Hence from equation (3),

\[
t - \left\lceil \frac{t}{r + 1} \right\rceil = \frac{1}{2} \left( \frac{nr}{r + 1} - k \right).
\]

and from equation (2), dimension of \( C \) is \( k \).

Since the set \( D \) contains \( 2t + 1 \) consecutive roots of the generator polynomial \( g(x) \) of \( C \), we get

\[
d \geq 2t + 2
\]

\[
= 2 \left\lceil \frac{nr - k(r + 1)}{2r} \right\rceil + 2
\]

\[
= 2 \left\lceil \frac{(r + 1)}{2r} \left( \frac{nr}{r + 1} - k \right) \right\rceil + 2
\]

\[
= 2 \left\lceil \frac{(r + 1)}{2r} \left( \frac{nr}{r + 1} - k - 2a \right) + \frac{a(r + 1)}{r} \right\rceil + 2.
\]

Since \( 2r \big\lceil \frac{nr - k(r + 1)}{2r} \big\rceil = (r + 1) \left( \frac{nr}{r + 1} - k - 2a \right) \) is an integer. Hence

\[
d \geq n - k - \left( \frac{nr - k(r + 1)}{2r} \right) - \frac{2a(r + 1)}{r} + 2 \left\lceil \frac{a(r + 1)}{r} \right\rceil + 2
\]

\[
= n - k - \frac{k(r + 1)}{r} - \frac{2a(r + 1)}{r} + 2 \left\lceil \frac{a(r + 1)}{r} \right\rceil + 2
\]

\[
= n - k - \frac{k}{r} - \frac{2a(r + 1)}{r} - \left( \frac{a(r + 1)}{r} \right) + 2 \left\lceil \frac{a(r + 1)}{r} \right\rceil + 2
\]

\[
\geq n - k - \left\lceil \frac{k}{r} \right\rceil - \frac{2a(r + 1)}{r} - \left( \frac{a(r + 1)}{r} \right) + 2 \left\lceil \frac{a(r + 1)}{r} \right\rceil + 2.
\]

For \( a = 0 \) and \( a = r \),

\[
\frac{a(r + 1)}{r} - \frac{a(r + 1)}{r} = 0,
\]

which implies that

\[
d \geq n - k - \left\lceil \frac{k}{r} \right\rceil + 2.
\]

From Theorem 2.1, \( C \) is an optimal LRC code.

For \( 0 < a < r \),

\[
\frac{a(r + 1)}{r} - \frac{a(r + 1)}{r} < 1,
\]

which implies that

\[
d > n - k - \left\lceil \frac{k}{r} \right\rceil + 1.
\]

\[\square\]

**Remark.** For \( a = 0 \), Theorem 6 reduces to Theorem 5.

**Example 4.** Let \( q = 17 \), \( n = 16 \) and \( r = 3 \). Let \( \alpha \) be a primitive \( n \)-th root of unity. Then we have

\[
L = \{ \alpha^0, \alpha^4, \alpha^8, \alpha^{12} \}.
\]

For \( k = 8 \),

\[
t = \left\lceil \frac{nr - k(r + 1)}{2r} \right\rceil = 2.
\]

and \( a = t \bmod (r + 1) = 2 \). Since \( \frac{nr}{r + 1} - k - 2a \) is divisible by \( 2r \), take the set \( D \) as

\[
D = \{ \alpha^{-2}, \alpha^{-1}, \alpha^0, \alpha^1, \alpha^2 \}.
\]

If \( C \) is the cyclic code with the defining set \( Z = L \cup D \), then \( C \) is an LCD code and also LRC code of length \( n = 16 \), dimension \( k = 8 \), locality \( r = 3 \) and the minimum distance \( d \geq 6 \). It satisfies the bound on the minimum distance given in Theorem 5, i.e.,

\[
d \geq n - k - \left\lceil \frac{k}{r} \right\rceil + 1 = 6.
\]

In the following example, it is shown that for some value of \( k \), we get optimal cyclic LRC codes and for some value of \( k \) the minimum distance is one less than the optimal value.

**Example 5.** Let \( q = 67 \), \( n = 66 \) and \( r = 5 \). Let \( \alpha \) be a primitive \( n \)-th root of unity. Then we have

\[
L = \{ \alpha^0, \alpha^6, \alpha^{12}, \alpha^{18}, \alpha^{24}, \alpha^{30}, \alpha^{36}, \alpha^{42}, \alpha^{48}, \alpha^{54}, \alpha^{60} \}.
\]
For $k = 35$, 
\[ t = \left\lceil \frac{nr - k(r + 1)}{2r} \right\rceil = 12, \]
and $a = 0$. Then \( \left( \frac{nr}{r + 1} - k - 2a \right) = 20 \), which is divisible by 2r. Take the set $D$ as 
\[ D = \{ \alpha^{-12}, \alpha^{-11}, \ldots, \alpha^{-1}, \alpha^0, \alpha^1, \ldots, \alpha^{11}, \alpha^{12} \}. \]
If $C$ is the cyclic code with the defining set $Z = L \cup D$, then $C$ is an LRC-LCD code of length $n = 66$, dimension $k = 35$, locality $r = 5$ and the minimum distance $d \geq 26$. Further $d$ satisfies the upper bound given in (1), i.e., 
\[ d \leq n - k - \left\lceil \frac{k}{r} \right\rceil + 2 = 26, \]
Therefore $C$ is an optimal LRC code.

For $k = 37$, 
\[ t = \left\lceil \frac{nr - k(r + 1)}{2r} \right\rceil = 10, \]
and $a = t \mod (r + 1) = 4$. Then \( \left( \frac{nr}{r + 1} - k - 2a \right) = 10 \), which is divisible by 2r. Take the set $D$ as 
\[ D = \{ \alpha^{-10}, \alpha^{-9}, \ldots, \alpha^{-1}, \alpha^0, \alpha^1, \ldots, \alpha^9, \alpha^{10} \}. \]
If $C$ is the cyclic code with the defining set $Z = L \cup D$, then $C$ is an LRC-LCD code of length $n = 66$, dimension $k = 37$, locality $r = 5$ and the minimum distance $d \geq 22$. It satisfies the bound on the minimum distance given in Theorem \[6\] i.e., 
\[ d \geq n - k - \left\lceil \frac{k}{r} \right\rceil + 1 = 22. \]

IV. Conclusion

In this paper, we have established a connection between LRC codes and LCD codes. We obtained some conditions on the construction of cyclic LRC codes which are also LCD (reversible) codes. We believe that the LRC-LCD codes constructed here would be useful for distributed data storage systems.
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