Entanglement Hamiltonian of interacting fermionic models
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Recent numerical advances in the field of strongly correlated electron system allow the calculation of the entanglement spectrum and entropies for interacting fermionic systems. An explicit determination of the Entanglement (modular) Hamiltonian has proven to be a considerably more difficult problem, and only few results are available. We introduce a technique to directly determine the Entanglement Hamiltonian of interacting fermionic models by means of auxiliary field Quantum Monte Carlo simulations. We implement our method for the one-dimensional Hubbard chain partitioned into two segments, and for the Hubbard ladder, partitioned into two chains. In both cases we study the evolution of the entanglement Hamiltonian as a function of the physical temperature.

**Introduction.** The advent of quantum information techniques in the field of condensed matter physics has boosted a variety of new insights in old and new problems. In particular, recent years have witnessed a rapidly growing number of investigations of the quantum entanglement in strongly correlated many-body systems [1]. The simplest approach is the so-called bipartite entanglement, where one divides a system into two parts, and a reduced density matrix describing one of the subsystems is obtained by tracing out the degrees of freedom of the other part. Arguably, the most studied quantities in this context are the entropies of the reduced density matrix, that is the von Neumann and especially the Renyi entropies. In the ground state, the entanglement entropies generically satisfy an area law, i.e., to the leading order they are proportional to the area between the two subsystems [2]. Among the many results, it is well established that in a 1+1 Conformal Field Theory (CFT) corrections to the area law allows to extract the central charge of a model [3].

More information is contained in the Entanglement Hamiltonian, also known as modular Hamiltonian, which is defined as the negative logarithm of the reduced density matrix. Its spectrum, dubbed as “entanglement spectrum”, has been shown to feature the edge physics of topologically ordered phases such as the fractional Quantum Hall state [4] as well as of symmetry-protected topological states of matter [5–8]. The entanglement Hamiltonian also plays a central role in the first law of entanglement [9]. Beside the entanglement spectrum and the associated eigenvectors, the knowledge of the Entanglement Hamiltonian opens the possibility of characterizing the reduced density matrix as a thermal state. Perhaps not surprisingly, compared to the computation of entanglement entropies, an explicit determination of the Entanglement Hamiltonian has proven to be a considerably more difficult problem, and only a few solvable results are available. Aside from limiting cases, such as in the absence of interactions between the two subsystems, or the high-temperature limit, where the entanglement Hamiltonian can be easily determined, a particularly important result concerns a relativistic field theory in flat $d$-dimensional Minkowski space. For a bipartition of the space into two semi-infinite subsystem, translationally invariant along $d-1$ dimensions, the entanglement Hamiltonian is given by an integral of the energy-momentum tensor, with a weight proportional to the distance $x$ from the boundary [10, 11]. In the presence of additional conformal symmetry, a mapping of the semi-infinite space to a ball allows again to express the entanglement Hamiltonian as an integral of the energy-momentum tensor, with a space-dependent weight [12]. Ref. [13] provides a recent review of the cases in 1+1 CFT where the entanglement Hamiltonian is obtained as a weighted integral of the energy-momentum tensor.

For condensed matter models on a lattice, essentially no solvable cases are known. Even for the deceptively simple case of a free (nonrelativistic) fermionic chain, the explicit computation of the entanglement Hamiltonian for a segment proved to be a rather difficult task. Although for a free fermionic system an exact formula for the entanglement Hamiltonian is known [14], its explicit calculation for a finite segment eluded an analytical treatment so far. Notice that, in the continuum limit, the low-energy physics of such a system is described by a CFT, hence the entanglement Hamiltonian follows from the aforementioned field-theoretical results. Nevertheless, on a lattice the entanglement Hamiltonian contains intriguing corrections to the CFT prediction, which, remarkably, persist even in the limit of a long segment [15].

In this letter we introduce a numerically exact quantum Monte Carlo (QMC) method which allows to determine the entanglement Hamiltonian of interacting model of fermions. The method is applied to the Hubbard chain and two-legs Hubbard ladder, where we compute the one- and two-body terms of the entanglement Hamiltonian as a function of temperature.

**Method.** The method presented here is based on QMC simulations using the auxiliary field algorithm [16], whose basic formulation is reported in the following. The Hamiltonian of the system $H$ is separated into a sum of a free part $\hat{T}$ (containing, e.g., hopping terms) and an interaction part $\hat{V}$ (e.g., a Hubbard repulsion). At finite inverse temperature $\beta$, one introduces a Trotter decomposition of the density matrix operator $\exp(-\beta \hat{H})$; in the models considered here we found important to choose a symmetric decomposition $\exp(-\beta \hat{H}) = \exp(-\beta \hat{T}) \exp(-\beta \hat{V})$.
ordered many-body operators: 

\[ \exp(-\Delta \tau \hat{T}) \exp(-\Delta \tau \hat{V}) \exp(-\Delta \tau \hat{T})/2)N + O(\Delta \tau^2), \]

with \( \beta = N \Delta \tau \) thereby ensuring the hermiticity of the imaginary time propagation. Then, the interaction term is decoupled via a Hubbard-Stratonovich (HS) decomposition, introducing discrete HS fields \( \{s\} \). The QMC consists in a stochastic sampling of the probability distribution \( P(\{s\}) \) associated with the HS fields. The ALF package provides a framework to program auxiliary field QMC simulations \[17\]. The introduction of the HS transformation results in a free fermionic system in the HS fields \( \{s\} \). For such a system, the reduced density matrix associated with a subpartition \( A \) of the Hilbert space can be written exactly in terms of the Green’s functions of the model, restricted to the subsystem \( A \) \[18\]. One then arrives to the following expression for the reduced density matrix \( \hat{\rho}_A \) \[19\]:

\[
\hat{\rho}_A = \int d\{s\} P(\{s\}) \det (1 - G_A(\{s\})) \exp(-\hat{a}_i^\dagger h_{ij}(\{s\}) \hat{a}_j), \\
h(\{s\}) = \log \left( (G_A(\{s\})^T)^{-1} \right),
\]

(1)

where \( \hat{a}_i^\dagger, \hat{a}_i \) are the fermionic creation and annihilation operators in the subsystem \( A \), and \( i, j \) are super-indices labeling the possible states in \( A \); here and in the following we assume an implicit summation over repeated indices. The Green’s function matrix \( G_A(\{s\})_{ij} \equiv \langle \hat{a}_i^\dagger \hat{a}_j \rangle \) restricted to \( A \), and at a given configuration of \( \{s\} \), is readily accessible in the auxiliary field algorithm and it is computed at a fixed imaginary-time slice. Eq. (1) has been exploited to compute the Renyi entropies \[7, 19–21\]. Alternatively, Renyi entropies can be computed exploiting the replica trick, in fermionic \[8, 22–24\], bosonic \[25\], as well as spin systems \[26, 27\].

Eq. (1) suggests to introduce a new measure \( \tilde{P}(\{s\}) \propto P(\{s\}) \det (1 - G_A(\{s\})) \), such that \( \tilde{\rho}_A \) is obtained as an expectation value over the measure \( \tilde{P}(\{s\}) \):

\[
\tilde{\rho}_A \propto \langle \exp(-\hat{a}_i^\dagger h_{ij}(\{s\}) \hat{a}_j) \rangle \tilde{P}.
\]

(2)

As discussed in the Supplemental Material (SM) For the models considered here it can be proven that \( P(\{s\}) \), as well as the determinant \( \det (1 - G_A(\{s\})) \) are positive, hence \( \tilde{P}(\{s\}) \) can be sampled by a QMC simulations without a sign problem. Furthermore, as proven in the SM, the exponential on the right-hand side of Eq. (2) admits an expansion in normal-ordered many-body operators:

\[
e^{-\hat{a}_i^\dagger h_{ij}(\{s\}) \hat{a}_j} = 1 + \hat{a}_i^\dagger \left( e^{h(\{s\})} - 1 \right)_{ij} \hat{a}_j \\
+ \frac{1}{2} \hat{a}_i^\dagger \hat{a}_k \left( e^{h(\{s\})} - 1 \right)_{ij} \left( e^{-h(\{s\})} - 1 \right)_{kl} \hat{a}_l \hat{a}_j + \ldots.
\]

(3)

By inserting Eq. (3) in Eq. (2), we obtain an expansion of \( \tilde{\rho}_A \) as a sum of many-body operators, whose coefficients can be sampled with a QMC simulation. This gives us an unbiased QMC determination of \( \tilde{\rho}_A \).

In order to compute the entanglement Hamiltonian \( \hat{H}_A \), we first calculate the matrix elements \( M \) of \( \hat{\rho}_A \). The matrix \( N \equiv -\log(M) \) represents, by definition, the matrix elements of \( H_E \). The entanglement Hamiltonian is then obtained by determining the many-body operator whose matrix elements are \( N \). As for \( \tilde{\rho}_A \), we expand \( \hat{H}_E \) as a sum of normal-ordered many-body operators:

\[
\hat{H}_E = -\log(\tilde{\rho}_A) = c_{\text{const}} - \hat{a}_i^\dagger t_{ij} \hat{a}_j + \hat{a}_i^\dagger \hat{a}_k^\dagger U_{ijk} \hat{a}_l \hat{a}_j + \ldots
\]

(4)

Crucially, it is possible to prove that, in order to compute \( \hat{H}_E \) up to the two-body term \( \hat{a}_i^\dagger \hat{a}_k^\dagger U_{ijk} \hat{a}_l \hat{a}_j \), it is sufficient to truncate the sampling of \( \tilde{\rho}_A \) to the two-body term, as done on the right-hand side of Eq. (3). Under this condition, the computational cost for sampling \( \tilde{\rho}_A \) and determine \( \hat{H}_E \) is only polynomial in the size of the subsystem \( A \). More technical details on this step of the algorithm are reported in the SM.

Results. We have applied the method outlined above to the Hubbard chain and the Hubbard two-legs ladder at half-filling. The Hamiltonian for a Hubbard chain of length \( L \) is

\[
\hat{H} = -t \sum_{i=1}^L \hat{c}_{i,\sigma}^\dagger \hat{c}_{i+1,\sigma} + \hat{c}_{i+1,\sigma}^\dagger \hat{c}_{i,\sigma} \\
+ U \sum_{i=1}^L \left( \hat{n}_{i,\uparrow} - \frac{1}{2} \right) \left( \hat{n}_{i,\downarrow} - \frac{1}{2} \right), \quad \sigma = \uparrow, \downarrow
\]

(5)

where by imposing periodic boundary conditions we identify the lattice site \( L + 1 \) with 1. For this model, we cut a subsystem \( A \) consisting in a segment of length \( L_a \) and compute the one-body term \( t_{ij} \) defined in Eq. (4). In Fig. (4) we show the resulting hopping terms \( t_{i,i+1} \) between nearest-neighbors lattice sites \( i \) and \( i + 1 \), as a function of \( i \) and for three inverse temperatures \( \beta = 1, 2, \) and \( 3 \). At a high temperature \( \beta = 1 \) we find that \( t_{i,i+1} \) attains the value of 1 for all lattice

![Fig. 1. Nearest-neighbor hopping terms of the Entanglement Hamiltonian for a segment of \( L_a = 8 \) sites in a Hubbard chain of total length \( L = 32 \), and parameters \( t = 1, U = 4 \), as a function of the temperature. The dashed line indicates the expected values far from the boundary, see main text.](image-url)
Accordingly, we observe a plateau with $t_{i,i+1} \simeq \beta t = \beta$ in the central part of the plots in Fig. 1 whose extension shrinks as the temperature is lowered and the entanglement grows. For $\beta = 3$ only for a single site in the middle we find $t_{i,i+1} \simeq \beta$, whereas close to the boundaries we observe an approximately linear dependence of $t_{i,i+1}$ on $i$, which grows (respectively, decreases) when close to the left (respectively, right) boundary. Such a behavior resembles qualitatively the case of a CFT [13], and of integrable spin chains [28]. For the Hamiltonian parameters considered, the other hopping terms in $H_E$, such as the next-nearest-neighbors ones $t_{i,i+2}$ are negligible. For reasons expanded upon in the SM it is technically hard, for this specific model, to reach lower temperatures and especially to investigate temperature scales below which the magnetic correlation length is substantial.

In contrast, for the Hubbard model on a two-legs ladder, we were able to reach low temperatures. The Hamiltonian is defined as:

$$\hat{H} = -t \sum_{i,\sigma, O=A,B} \hat{c}^\dagger_{i,O,\sigma} \hat{c}_{i+1,O,\sigma} + \hat{c}^\dagger_{i+1,O,\sigma} \hat{c}_{i,\sigma}$$

$$-t_\perp \sum_{i,\sigma} \hat{c}^\dagger_{i,A,\sigma} \hat{c}_{i,B,\sigma} + \hat{c}^\dagger_{i,B,\sigma} \hat{c}_{i,A,\sigma}$$

$$+ U \sum_{i,O=A,B} \left( \hat{n}_{i,O,\uparrow} - \frac{1}{2} \right) \left( \hat{n}_{i,O,\downarrow} - \frac{1}{2} \right),$$

where $t$ and $t_\perp$ indicate the intra- and inter-legs hopping constants, respectively, and $A$, $B$ label the two legs. For this geometry we trace out one leg and obtain a translationally-invariant Entanglement Hamiltonian for a single leg, i.e., defined on a chain geometry. At half filling the ground state of the model consists a single fully gapped phase [29, 30]. The charge gap $\Delta_C$ and the spin gap $\Delta_S$, with $\Delta_C \gg \Delta_S$ are monotonically increasing with $t_\perp$ and $U$. Gapped systems exhibit, as a function of the linear size, a fast approach to the thermodynamic limit [31, 32].

Fig. 2 illustrates the temperature dependence of the nearest-neighbor hopping term $t_{i,i+1}$ in $H_E$ for $t_\perp = 2, 2.5$, and fixed coupling constants $t = 1, 4$. At high temperatures $t_{i,i+1}$ grows linearly with $\beta$, $t_{i,i+1} \simeq \beta t$, in agreement with the theoretical expectation $H_E = \beta H_A + O(\beta^2)$, $\beta \to 0$, which follows easily by Taylor-expanding the density matrix $\rho \sim \exp(-\beta H)$ to the lowest order in $\beta$. Upon decreasing the temperature, one eventually crosses the charge and spin gaps, leading to a suppression of the charge fluctuations. The Entanglement Hamiltonian reflects this physics, showing a non-monotonic temperature-dependence of $t_{i,i+1}$, which starts to decrease for large enough values of $\beta$. The value of $\beta$ at which $t_{i,i+1}$ stops to grow decreases upon increasing $t_\perp$, because the gaps increase with $t_\perp$ [29, 30]. Fig. 2 confirms this observation. Furthermore, a semilog plot of the data shown in the inset of Fig. 2 supports an exponential suppression of the hopping constants $t_{i,i+1}$ for $\beta \to \infty$. We notice that the charge gaps and spin gaps are $\Delta_C \approx 1.6$, $\Delta_S \approx 0.6$ for $t_\perp = 2$, and $\Delta_C \approx 2.1$, $\Delta_S \approx 1.3$ for $t_\perp = 2.5$ [29], hence the data in Fig. 2 for the largest values of $\beta$ are well below the gaps and essentially approach the ground state of the model.

For this model we are able to compute the two-body terms in $H_E$. In Fig. 3 we show on-site Hubbard repulsion $U$. As for the hopping term, it exhibits the expected linear increase with $\beta$ for high temperature. However, upon crossing the gaps $U$ saturates to a $t_\perp$-dependent value. The Entanglement Hamiltonian contains also interaction terms which are absent in Eq. (6), such that a nearest-neighbor antiferromagnetic spin-spin interaction $J\mathbf{S}_i \cdot \mathbf{S}_{i+1}$, and a next-nearest-neighbor...
Summary In this Letter we present a general framework for computing the reduced density matrix and the entanglement Hamiltonian of an interacting fermionic model. The method is formulated within the auxiliary field QMC method, and allows to unbiassly determine the reduced density matrix and the entanglement Hamiltonian as a series of normal-ordered many-body operators. The method is applied to the Hubbard chain and two-legs models, where we present the first numerically exact determination of the one-body and two-body terms of the entanglement Hamiltonian. The results clearly show the increase of correlations and entanglement upon lowering the temperature, and for the two-legs model a change in the physical behavior of the model upon crossing the gaps, with the emergence of qualitatively different interactions in the entanglement Hamiltonian. The generality of the method described here paves the way for future investigations of interacting models, where the knowledge of the entanglement Hamiltonian may provide new useful insights. The method lends itself to study the reduced density matrix for a subsystem $A$ embedded into a potentially large system $B$. Thus, one may investigate the extension and space dependence of entanglement by, e.g., considering a possibly small, spatially disconnected, subsystem $A$.
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SUPPLEMENTAL MATERIAL

QMC simulations

In this section we discuss some technical details of the QMC simulations. First we prove that the measure \( \bar{P}(\{s\}) \propto P(\{s\}) \det (\mathbb{1} - G_A(\{s\})) \) used in Eq. (2) is positive, hence amenable to Monte Carlo (MC) sampling. In the case of a repulsive Hubbard interaction

\[
\hat{V} = U \left( \hat{n}_\uparrow - \frac{1}{2} \right) \left( \hat{n}_\downarrow - \frac{1}{2} \right) = -\frac{U}{2} (\hat{n}_\uparrow - \hat{n}_\downarrow)^2 + \frac{U}{4},
\]

up to an irrelevant constant, the HS decomposition can written as [1]

\[
\exp \left\{ \Delta \tau U (\hat{n}_\uparrow - \hat{n}_\downarrow)^2 / 2 \right\} = \frac{1}{4} \sum_{s=\pm 1,\pm 2} \gamma(s) e^{\sqrt{\Delta \tau U} / 2 \eta(s)(\hat{n}_\downarrow - \hat{n}_\uparrow)} + O(\Delta \tau^4),
\]

with \( \gamma(\pm 1) = 1 + \sqrt{6}/3, \eta(\pm 1) = \pm \sqrt{2(3 - \sqrt{6})} \), and \( \gamma(\pm 2) = 1 - \sqrt{6}/3, \eta(\pm 2) = \pm \sqrt{2(3 + \sqrt{6})} \). This choice of the HS transformation does not introduce a sign problem, hence \( P(\{s\}) > 0 \). Due to the conservation of the \( S^z \)-symmetry on every configuration of the HS fields \( \{s\} \), the determinant \( \det (\mathbb{1} - G_A(\{s\})) \) appearing in Eq. (1) factorizes into

\[
\det (\mathbb{1} - G_A(\{s\})) = \det \left( \mathbb{1} - G_A^I(\{s\}) \right) \det \left( \mathbb{1} - G_A^V(\{s\}) \right),
\]

where \( G_A^\sigma(\{s\}) \) indicates the Green’s function matrix in the \( \sigma \)-sector, \( \sigma = \uparrow, \downarrow \). Being the HS decomposition of Eq. (8) real, the involved Green’s function matrices are real. Furthermore, \( G_A^\sigma(\{s\}) \) can be obtained by applying the antisymmetry particle-hole transformation to \( G_A^\sigma(\{s\}) \). By the usual Kramers degeneracy theorem, it follows that to each eigenvalue \( \lambda \) of \( G_A^\sigma(\{s\}) \) corresponds a complex-conjugate eigenvalue \( \lambda^* \) of \( G_A^\sigma(\{s\}) \), such that the product on the right-hand side of Eq. (9) is positive. We notice that the positiveness of \( \bar{P}(\{s\}) \) can also be easily proved in the case of an attractive Hubbard interaction, by using a real HS decomposition that preserves the full \( SU(2) \) symmetry [1]. In this case the positivity immediately follows from \( \det (\mathbb{1} - G_A(\{s\})) = \det (\mathbb{1} - G_A^\uparrow(\{s\})) \). 

We observed two main limitations to the method presented in this letter. The first one is related to the stability of the MC sampling of the measure \( P(\{s\}) \). In the auxiliary field QMC method, the probability measure \( P(\{s\}) \) is, up to a normalization constant,

\[
P(\{s\}) \propto \alpha(\{s\}) \det (\mathbb{1} - G(\{s\}))^{-1},
\]

\[
\alpha(\{s\}) = \prod_i \gamma(s_i),
\]

where \( G(\{s\}) \) is the full Green’s function matrix at a given HS configuration \( \{s\} \) and fixed imaginary-time slice. In Eq. (10), the term \( \alpha(\{s\}) \), inessential for the present discussion, is the product of \( \gamma(s_i) \) factors introduced in Eq. (8), each depending on the HS field \( s_i \), introduced to decouple the Hubbard interaction at the site \( i \). It follows from Eq. (10) that configurations with large values of the Green’s function are effectively suppressed in a stochastic sampling of \( P(\{s\}) \). On the other hand, when considering the modified measure \( \bar{P}(\{s\}) \)

\[
\bar{P}(\{s\}) \propto \alpha(\{s\}) \det (\mathbb{1} - G(\{s\}))^{-1} \det (\mathbb{1} - G_A(\{s\})),
\]

the additional factor \( \det (\mathbb{1} - G_A(\{s\})) \) can reduce such a suppression, leading to larger fluctuations in the values of the Green’s function during a MC sampling of \( P(\{s\}) \). This effect becomes more pronounced on lowering the temperature, potentially hindering a reliable sampling. A peculiarity of the auxiliary field algorithm is the so-called “fast update”: in a Metropolis sampling scheme, when updating the HS configuration at a given imaginary time slice, the acceptance probability depends only on the Green’s function at the same time slice. Moreover, when a move is accepted, a fast update of the same Green’s function can be implemented via the Sherman-Morrison formula [1]. Thus, fast updates avoid computationally expensive calculations of the determinant in Eq. (10). However, in a finite-temperature simulation they give rise to a numerical error which cumulates over successive applications of Sherman-Morrison formula. To numerically stabilize the algorithm, one introduces a systematic recalculation of the Green’s function matrix, whose value after the recalculation is compared to the one obtained via the fast updates, as to ensure numerical correctness. We defer to Ref. [1] for a discussion on the numerical stabilization of finite-temperature auxiliary field simulations. The fast update method can also be formulated in the case of the measure \( P(\{s\}) \) of Eq. (11). On the other hand, the appearance of larger fluctuations severely deteriorates the numerical stability. To reduce this problem, during the simulations we have increased the frequency of the Green’s function recalculation, which we set to be performed whenever the accepted change in the Green’s function exceeds some threshold. In the results presented in this letter, the QMC simulations exhibit a satisfactory numerical stability.

The second issue regards the positive definiteness of the sampled reduced density matrix. While obviously \( \hat{\rho}_A \) is a positive-definite operator, QMC simulations do not preserve at every configuration the positive-definiteness of \( \hat{\rho}_A \) and hence, a finite QMC sample may result in a non-positive definite \( \hat{\rho}_A \). In other words, although the sampled eigenvalues of \( \hat{\rho}_A \) are positive within error bars, their statistical fluctuations can be large enough so as to fluctuate between positive and negative values. If this is the case, the computation of the logarithm of \( \hat{\rho}_A \) is ill-defined. This problem is particularly relevant for the smallest eigenvalue of \( \hat{\rho}_A \). Although we are not able to give a physical meaning to the smallest eigenvalue, we observed that this issue is more severe in the computation of the two-body term, rather than the one-body term. To cir-
cumvent this problem, one needs to collect a sufficiently large number of MC samples, so as to reduce the statistical fluctuations until the positive-definiteness of the sampled $\hat{\rho}_A$ is ensured. It is important to observe that the normalization of the eigenvalues of $\hat{\rho}_A$ is strictly related to the probability measure used to sample it. It follows from Eq. (3) that the measure $\mathcal{P}(\{s\})$ fixes the normalization such that in the 0-particle sector the eigenvalue of $\hat{\rho}_A$ is 1. It is conceivable that a different probability measure may mitigate the aforementioned problems.

While the above issues are general, their severity is model-dependent, as our results show.

Expansion of the reduced density matrix

In this section we prove Eq. (3). As in the main text, we assume an implicit summation over repeated indexes, unless otherwise stated. The exponential appearing on the left-hand side of Eq. (3) resembles an operator creating a Gaussian state. However, it is important to notice that the matrix $h(\{s\})$ is generically nonhermitian, since hermiticity of the model is broken by the QMC algorithm at the level of single realizations of $\{s\}$, and recovered only after the average over the QMC configurations. Still, one can safely assume that $h(\{s\})$ can be diagonalized, since the set of diagonalizable matrices is dense. For the sake of simplicity, in the following we neglect the dependence of the various matrices on $\{s\}$. Let $U$ the matrix such that

$$h = U^{-1}DU, \quad D = \text{diag}(\lambda_1, \ldots, \lambda_N),$$

where $\lambda_i$ are the eigenvalues of $h$ (not necessarily real). We define the following operators:

$$\hat{g}^i := \hat{a}_i U^{-1},$$

$$\hat{f} := U\hat{a},$$

$$\hat{m}_i := \hat{g}_i^i \hat{f},$$

where $\hat{a}$ (respectively, $\hat{a}^\dagger$) is the column (respectively, row) vector of operators $\{\hat{a}_i\}$ (respectively, $\{\hat{a}^\dagger_i\}$), and no summation over the index $i$ is implied in the definition of $\hat{m}_i$. Using Eq. (13), the term in the exponential of Eq. (3) can be written as

$$\hat{a}^\dagger h \hat{a} = \hat{a}^\dagger U^{-1}DU \hat{a} = \hat{g}^\dagger D \hat{f} = \lambda_i \hat{m}_i.$$  

If $h$ is hermitian, one can find $U$ such that $U^{-1} = U^\dagger$ and $\hat{f} = \hat{g}$, but in general this does not hold and the transformation is not canonical. Nevertheless, the useful (anti-)commutation relations are still valid. In particular:

$$\{\hat{f}_i, \hat{g}^j\} = \{U_i \hat{a}_i, U^\dagger_m \hat{a}_m U^{-1}_{m3}\} = U_i U^{-1}_{i3} = \delta_{ij}.$$  

$$(15)$$

$$\{\hat{g}_i, \hat{g}^j\} = \{\hat{a}_i U^{-1}_{i3}, U^\dagger_m \hat{a}_m U^{-1}_{m3}\} = 0.$$  

$$(16)$$

$$\{\hat{f}_i, \hat{f}^j\} = \{U_i \hat{a}_i, U_j \hat{a}_j \hat{a}_m \} = 0.$$  

$$(17)$$

Eqs. (16) and (17) imply also that

$$(\hat{g}^i)^2 = 0, \quad (\hat{f}_j)^2 = 0.$$  

$$(18)$$

By repeatedly using the anticommutation relations given in Eqs. (15)-(17), it is easy to show that

$$\hat{m}_i \hat{m}_j = \hat{m}_i \delta_{ij} \left( -\hat{g}^i_{j} \hat{f}_i + \hat{g}^i_1 \hat{f}_j \right),$$  

$$(19)$$

where the right-hand side is not meant to be summed over the index $j$. In Eq. (19), the last term vanishes because either $i \neq j$ so that $\delta_{ij}$ in front vanishes, or $i = j$ and the term in the parenthesis vanishes. We conclude that

$$[\hat{m}_i, \hat{m}_j] = 0.$$  

$$(20)$$

We also need to compute $\hat{m}_i^2$. By employing Eq. (15) we have

$$\hat{m}_i^2 = \hat{g}^i_1 \hat{f}_i = \hat{g}^i_1 \left( 1 - \hat{g}^i_1 \hat{f}_i \right) \hat{f}_i = \hat{g}^i_1 \hat{f}_i - \hat{g}^i_1 \hat{g}^i_1 \hat{f}_i \hat{f}_i,$$  

$$(21)$$

where no summation over $i$ is intended. The last term on the right-hand side of Eq. (21) vanishes because of Eq. (18), thus

$$\hat{m}_i^2 = \hat{m}_i.$$  

$$(22)$$

The results obtained so far allow to compute the exponential appearing on the left-hand side of Eq. (3). First, we observe that, due to Eq. (14) and Eq. (20), $\exp(-\hat{a}^\dagger h \hat{a})$ can be expressed as a product of mutually commuting terms $\exp(-\lambda_i \hat{m}_i)$ (with no summation over $i$). Each of such exponentials can be computed as

$$e^{-\lambda_i \hat{m}_i} = 1 + \sum_{k=1}^{\infty} \frac{1}{k!} (-\lambda_i)^k \hat{m}_i^k = 1 + \sum_{k=1}^{\infty} \frac{1}{k!} (-\lambda_i)^k \hat{m}_i,$$

$$(23)$$

where no summation over $i$ is implied, and we have used Eq. (22). Using Eq. (14) and Eq. (23), we have

$$e^{-\hat{a}^\dagger h \hat{a}} = \prod_i \left[ 1 + (e^{-\lambda_i} - 1) \hat{m}_i \right].$$  

$$(24)$$

In Eq. (24) each term in the product commutes with each other [see Eq. (20)], therefore by developing the product, we obtain

$$e^{-\hat{a}^\dagger h \hat{a}} = 1 + \sum_k (e^{-\lambda_k} - 1) \hat{m}_k$$

$$+ \sum_{i<j} (e^{-\lambda_i} - 1) \hat{m}_i (e^{-\lambda_j} - 1) \hat{m}_j + \ldots$$

$$= 1 + \sum_{n \geq 1} \sum_{k_1 < \ldots < k_n} (e^{-\lambda_{k_1}} - 1) \hat{m}_{k_1} \cdot \ldots$$

$$(25)$$

$$= 1 + \sum_{n \geq 1} \frac{1}{n!} \sum_{k_1, \ldots, k_n} \prod_{k \neq k_p} (e^{-\lambda_{k_1}} - 1) \hat{m}_{k_1}.$$
In Eq. (25) the right-hand side contains a product of $\hat{m}_i$ operators which can be written in terms of $\hat{g}_j$ and $\hat{f}_j$ using Eq. (13):
\[
\prod_{i=1}^{n} \hat{m}_{k_i} = \hat{g}_{k_1}^{\dagger} \hat{f}_{k_1} \cdots \hat{g}_{k_n}^{\dagger} \hat{f}_{k_n} \tag{26}
\]
Since in each term of the sum of Eq. (25) the indexes $k_1 \ldots k_n$ are different with each other, the operators $\hat{g}_{k_i}^{\dagger}$, $\hat{f}_{k_i}$ on the right-hand side of Eq. (26) all anticommute with each other [see Eqs. (15)-(17)]. They can be brought in a normal-order form by bringing the $\hat{g}_{k_i}^{\dagger}$ operators on the left and the $\hat{f}_{k_i}$ operator on the right as $\hat{g}_{k_1}^{\dagger} \cdots \hat{g}_{k_n}^{\dagger} \hat{f}_{k_n} \cdots \hat{f}_{k_1}$. For $n \geq 2$, we need 1 exchange for moving $\hat{g}_{k_2}^{\dagger}$ to the left, 2 for $\hat{g}_{k_2}^{\dagger}$, etc., for a total of $1 + \ldots + (n - 1) = n(n - 1)/2$ single permutations of $\hat{g}_{k_i}^{\dagger}$ operators. The same number of exchanges are needed to reorder $\hat{f}_{k_1} \cdots \hat{f}_{k_n}$ to $\hat{f}_{k_n} \cdots \hat{f}_{k_1}$, such that the parity of the complete reordering is 1 and we have
\[
\hat{g}_{k_1}^{\dagger} \hat{f}_{k_1} \cdots \hat{g}_{k_n}^{\dagger} \hat{f}_{k_n} = \hat{g}_{k_1}^{\dagger} \hat{g}_{k_2}^{\dagger} \cdots \hat{g}_{k_n}^{\dagger} \hat{f}_{k_n} \cdots \hat{f}_{k_1} \tag{27}
\]
By using Eq. (27) the $n$–term in the sum of Eq. (25) can be written as
\[
\sum_{k_1 \ldots k_n} \hat{g}_{k_1}^{\dagger} \cdots \hat{g}_{k_n}^{\dagger} \hat{f}_{k_n} \cdots \hat{f}_{k_1} = (e^{-\lambda_{k_1}} - 1)(e^{-\lambda_{k_2}} - 1) \cdots (e^{-\lambda_{k_n}} - 1). \tag{28}
\]
We can now relax the constraint $k_p \neq k_q$, because, if two indexes are equal, due to Eq. (13) the product vanishes. Inserting back Eq. (13), we obtain
\[
\sum_{k_1 \ldots k_n} \sum_{i_1 \ldots i_n} \hat{a}_{i_1}^{\dagger} U_{i_1,k_1} \cdots \hat{a}_{i_n}^{\dagger} U_{i_n,k_n}

\]
\[
\cdot U_{k_n,j_n} \hat{a}_{j_n} \cdots U_{k_1,j_1} \hat{a}_{j_1}

\cdot (e^{-\lambda_{k_1}} - 1) \cdots (e^{-\lambda_{k_n}} - 1). \tag{29}
\]
We can now carry out the sum over $k_1, \ldots, k_n$. Using Eq. (12), the sum over $k_p$ is
\[
\sum_{k_p} U_{k_p,k_p}^{-1} (e^{-\lambda_{k_p}} - 1) U_{k_p,j_p} = (e^{-h} - 1)_{j_p} \tag{30}
\]
Inserting Eq. (39) in Eq. (29), and the result in Eq. (25), we finally obtain the expansion of $e^{-\hat{a}^{\dagger} \hat{a}}$ to any order
\[
e^{-\hat{a}^{\dagger} \hat{a}} = 1 + \sum_{n \geq 1} \sum_{i_1 \ldots i_n} \hat{a}_{i_1}^{\dagger} \cdots \hat{a}_{i_n}^{\dagger}

\cdot (e^{-h} - 1)_{i_1,j_1} \cdots (e^{-h} - 1)_{i_n,j_n}.
\]
\[
\hat{a}_{j_1} \cdots \hat{a}_{j_n}. \tag{31}
\]
The truncation of the sum to $n = 2$ reproduces Eq. (3). In the sum of Eq. (31) only the terms which are antisymmetric in the creation indexes $i_1, \ldots, i_n$ and in the annihilation indexes $j_1, \ldots, j_n$ contribute to the sum. It is therefore convenient to accordingly antisymmetrize the product of matrices.

**Computation of $\hat{H}_E$**

In this section we illustrate how to compute the negative logarithm of $\hat{\rho}_A$, i.e. the entanglement Hamiltonian, in an expansion of normal-ordered many-body operators, as in Eq. (4).

As is evident from Eq. (3) and Eq. (31), $\hat{\rho}_A$ conserves the particle number. This statement generically holds when the Hamiltonian conserves the particle number $\bar{N}$ and the bipartition is such that the operator $\bar{N}$ is split into commuting number operators for the subsystems $A$ and $B$, that is, if $\bar{N} = \bar{N}_A + \bar{N}_B$, with $[\bar{N}_A, \bar{N}_B] = 0$.

The Hilbert space $\mathcal{H}_A$ for the subsystem $A$ can be decomposed into a direct sum of subspaces with a fixed particle number $n$ as $\mathcal{H}_A = \mathcal{H}_A^{(0)} \oplus \mathcal{H}_A^{(1)} \oplus \ldots \mathcal{H}_A^{(n)} \oplus \ldots$. An orthonormal basis for the $n$–particles subspace $\mathcal{H}_A^{(n)}$ can be formed using the free-particles states $|v_i^{(n)}\rangle = \hat{a}_{i_1}^{\dagger} \cdots \hat{a}_{i_n}^{\dagger}|0\rangle$. Choosing such bases for $\mathcal{H}_A^{(n)}$, we first compute the matrix elements of $\hat{\rho}_A$ in $\mathcal{H}_A^{(n)}$. Due to the particle-number conservation, the matrix is block diagonal. In the block corresponding to $\mathcal{H}_A^{(n)}$, the matrix elements of $\hat{\rho}_A$ are of the form
\[
\langle v_i^{(n)}|\hat{\rho}_A|v_j^{(n)}\rangle = \langle 0|\hat{a}_{j_n} \cdots \hat{a}_{j_1} \hat{\rho}_A \hat{a}_{i_n}^{\dagger} \cdots \hat{a}_{i_1}^{\dagger}|0\rangle. \tag{32}
\]
Given the matrix representation $M$ of $\hat{\rho}_A$, the matrix $N \equiv -\text{log}(M)$ is, by definition, the matrix representation of $\hat{H}_E$, in the same base of free-particles states. As for $M$, $N$ is block-diagonal and in the subspaces $\mathcal{H}_A^{(n)}$, its elements $N_{ij}^{(n)}$ are of the form [compare with Eq. (32)]
\[
N_{ij}^{(n)} = \langle v_i^{(n)}|\hat{H}_E|v_j^{(n)}\rangle. \tag{33}
\]
Since the basis is orthonormal, we can write the operator $\hat{H}_E$ as
\[
\hat{H}_E = \sum_{n} \sum_{ij} N_{ij}^{(n)} \langle v_i^{(n)}|v_j^{(n)}\rangle

\]
\[
= \sum_{n} \sum_{ij} N_{ij}^{(n)} \hat{a}_{i_1}^{\dagger} \cdots \hat{a}_{i_n}^{\dagger}|0\rangle\langle 0|\hat{a}_{j_n} \cdots \hat{a}_{j_1} \tag{34}
\]
where the first sum is over the subspaces $\mathcal{H}_A^{(n)}$, and the second sum is over the base elements of $\mathcal{H}_A^{(n)}$. Finally, the vacuum projector $|0\rangle\langle 0|$ can be written as
\[
|0\rangle\langle 0| = \prod_k (1 - \hat{n}_k) = \prod_k \left(1 - \hat{a}_k^{\dagger} \hat{a}_k\right). \tag{35}
\]
By inserting Eq. (35) into Eq. (34) we finally obtain
\[
\hat{H}_E = \sum_{n} \sum_{ij} N_{ij}^{(n)} \hat{a}_{i_1}^{\dagger} \cdots \hat{a}_{i_n}^{\dagger} \prod_k \left(1 - \hat{a}_k^{\dagger} \hat{a}_k\right) \hat{a}_{j_n} \cdots \hat{a}_{j_1}. \tag{36}
\]
It is important to observe that in Eq. (35) and Eq. (36) the product over the indexes $k$ extends over all the single-particle labels of $\mathcal{H}_A$, whereas for each $n$ the sum over $i, j$ refers to the $n$–particles free states of $\mathcal{H}_A$. After a normal-reordering,
Eq. (36) provides an explicit expression for $\hat{H}_E$. An analysis program which computes the entanglement Hamiltonian from the QMC measurements along these lines has been developed using the TRIQS library [2] for manipulating the fermionic operators, and the Armadillo library [3] for the linear algebra.

Several important simplifications are in order. Inspecting the right-hand side of Eq. (36), we observe that a normal-reordering of a term with particle-number index $n$ results in a sum of normal-ordered $m$-body operators with $m \geq n$. Therefore, if we want to determine $\hat{H}_E$ in a normal-order expansion, as in Eq. (4), up to the $m$–body term it is sufficient to truncate the sum on the right-hand side of Eq. (36) to $n \leq m$. It follows that we only need to compute matrix elements of $\hat{H}_E$, and accordingly of $\hat{\rho}_A$, in the subspaces $\mathcal{H}_A^{(n)}$, with $n \leq m$ particles. In an expansion of $\hat{\rho}_A$ into normal-ordered many-body terms, a $k$–body term contains $k$ annihilation operators on the right. Upon inserting it in Eq. (32), it can give a nonzero matrix element only in subspaces with $n \geq k$ particles. Thus, in the computation of matrix elements in the subspaces $\mathcal{H}_A^{(n)}$, $n \leq m$, only the $k$–body terms with $k \leq m$ can give a nonzero contribution. All in all, a determination of $\hat{H}_E$ up to the $m$–body terms requires the computation of $\hat{\rho}_A$ up to the $m$–body terms. This justifies the truncation to the two-body terms done in Eq. (3) and Eq. (4), when calculating $\hat{H}_E$ up to the two-body terms. For a fixed $L_\alpha$, the computational cost grows approximately exponential in $m$ when $m \ll L_\alpha$, and saturates to a cost exponentially large in $L_\alpha$ when $m \gg L_\alpha$.

An additional interesting simplification occurs for the computation of the one-body term $t_{ij}$ in Eq. (4) of the entanglement Hamiltonian. Up to an inessential normalization constant, $\hat{\rho}_A$ is the expectation value of the right-hand side of Eq. (2) on the measure $\tilde{P}$ [see also Eq. (2)]. Its matrix elements in the subspaces $\mathcal{H}_A^{(0)}$ and $\mathcal{H}_A^{(1)}$ are

$$M^{(0)}_{ij} = \langle 0 | \hat{a}_i | 0 \rangle = 1,$$

$$M^{(1)}_{ij} = \langle 0 | \hat{a}_i \left[ 1 + \hat{a}_k \left( e^{-h\{s\}} - 1 \right) \right] P \hat{a}_j | 0 \rangle = \langle e^{-h\{s\}} \rangle_{ij} \tilde{P}.$$

(37)

where, in agreement with the previous notation, $\langle \ldots \rangle$ indicates the matrix elements of an operator in $\mathcal{H}_A$, and $\langle \ldots \rangle_{\tilde{P}}$ the expectation value over the QMC measure $\tilde{P}$. Inserting Eq. (37) into Eq. (36) we find, up to the one-body term,

$$\hat{H}_E = \text{const} - \log (M^{(1)})_{ij} \hat{a}_i \left[ \prod_k (1 - \hat{a}_k^\dagger \hat{a}_k) \right] \hat{a}_j,$$

(38)

where the const term arises from the normalization constant of $\hat{\rho}_A$ implicit in Eq. (2). Up to the one-body term, in the right-hand side of Eq. (38) we can substitute the product of $1 - \hat{n}_k$ operators with 1, leading to a simple expression for the one-body coefficients $t_{ij}$ appearing in Eq. (4)

$$t_{ij} = \log (M^{(1)})_{ij}.$$

(39)

Eq. (39) may also be proven by computing the Mercator series for the logarithm of the right-hand side of Eq. (3), after taking the expectation value over $\tilde{P}$.
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