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Abstract. We reformulate, modify and extend a comparison criteria of $L^p$ norms obtained by Nazarov-Podkorytov and place it in the general setting of interpolation theory and majorization theory. In particular, we give norm comparison criteria for general scales of interpolation spaces, including non-commutative $L^p$ and Lorentz spaces. As an application, we extend the classical Ball’s integral inequality, which lies at the basis of his famous result on sections of the $n$-dimensional unit cube.
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1. Introduction: Background and plan of the paper

The starting point of our research is the integral inequality (cf. [4], [5], [38])

\[(1.1) \int_{-\infty}^{+\infty} \left| \frac{\sin \pi x}{\pi x} \right|^p dx < \sqrt{\frac{2}{p}} \text{ for every } p > 2,\]

(for \(p = 2\), it turns into an identity), which lies at the basis of Ball’s famous result on sections of the \(n\)-dimensional unit cube (cf. [4], for more background on these problems we refer to the recent survey [28]). The original proof of (1.1) involved a large number of unappealing numerical computations. Subsequently, Nazarov-Podkorytov [38] gave a new interesting proof introducing a variant of the classical method of comparison of \(L^p\)-norms of functions through pointwise comparison of their distribution functions. More recently, this approach was intensively developed and used to establish sharp Khintchine-type inequalities (cf. [3], [29], [37], [12] and the references therein) as well as sharp comparison of moments for various classes of random variables appearing in a geometric context [15]. This was an additional motivation for us to work on reformulating the Nazarov-Podkorytov approach in the more general context of norm comparisons of elements belonging to an interpolation scale. In particular, we introduce new majorization criteria connected with interpolation that extends and clarifies the methods of [38]. As an application, we obtain general variants of Ball’s \(L^p\)-integral inequality (1.1), and improvements on related recently published inequalities (cf. [12] and the references therein).

The method of [38] starts with a reformulation of inequality (1.1). Using the Euler-Poisson integral formula, \(\int_{-\infty}^{+\infty} e^{-\pi x^2} dx = 1\), Ball’s inequality (1.1) can be rewritten as follows. Let

\[(1.2) \quad f(x) := e^{-\pi x^2/2}, \quad g(x) := \left| \frac{\sin \pi x}{\pi x} \right|, \quad x \in (0, \infty),\]

then we want to prove that for \(p > 2\)

\[(1.3) \quad \int_0^{+\infty} g(x)^p dx < \int_0^{+\infty} f(x)^p dx,\]

with equality when \(p = 2\). At this point our problem is to compare the \(L^p\)-norms of the given functions \(f\) and \(g\). We shall now review some of the considerations involved when comparing \(L^p\)-norms.

Let \((\Omega, \mu)\) be a measure space\(^1\). Given a measurable function \(f : \Omega \to \mathbb{R}\), its distribution function is defined by

\[\lambda_f(\tau) = \mu\{|f| > \tau\}, \quad \tau > 0.\]

Suppose that there exists \(C > 0\), such that \(f, g\) satisfy

\[(1.4) \quad \lambda_g(\tau) \leq C \lambda_f(\tau), \quad \text{for all } \tau > 0,\]

then we can easily conclude that

\[\|g\|_p \leq C^{1/p} \|g\|_p, \quad \text{for all } p \in [1, \infty)\]

(in what follows, \(\| \cdot \|_p\) denotes the norm of \(L^p(\Omega)\)).

It turns out, however, that in order to successfully obtain (1.3) it is not possible to apply this elementary comparison criteria to the functions \(f\) and \(g\) that were

---

\(^1\)We assume our measure spaces are “resonant” in the sense of [7].
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defined in (1.2). Indeed, on the one hand, we would need for the constant $C$
that appears in (1.4) to be equal to 1, while on the other, since we know that $\|f\|^2 - \|g\|^2 = 0$, it follows that

$$\int_0^\infty 2\tau [\lambda_f(\tau) - \lambda_g(\tau)] \, d\tau = 0.$$  

Therefore, the fact that the function $\lambda_f(\tau) - \lambda_g(\tau)$, $\tau > 0$, is not identically zero implies the existence of $\tau_0 > 0$, where this function changes signs and, consequently, (1.4) cannot hold (with $C = 1$) for all $\tau > 0$.

But not all is lost, in [38] the authors show that for the functions defined in (1.2), the change of signs is unique, and propose a modified general comparison criteria, replacing the assumption (1.4) by a weaker condition to accommodate changes of signs. Let $f$ and $g$ be two arbitrary measurable functions and, moreover, suppose that there exists $0 < \tau_0 < \infty$ such that

$$(1.5) \quad \lambda_f(\tau) \begin{cases} \leq \lambda_g(\tau) & \text{for } \tau < \tau_0 \\ \geq \lambda_g(\tau) & \text{for } \tau > \tau_0. \end{cases}$$

Furthermore, suppose that there exists $p_0 \geq 1$ such that

$$(1.6) \quad \int_\Omega (|f|^{p_0} - |g|^{p_0}) \, d\mu \geq 0.$$  

Under these assumptions, a version of the Nazarov-Podkorytov Lemma [38, p. 250-251] asserts that for all $p > p_0$, such that $|f|^p - |g|^p \in L^1(\Omega)$, we have

$$(1.7) \quad \int_\Omega (|f|^p - |g|^p) \, d\mu \geq 0.$$  

It is shown in [38] that, indeed, for the functions $f$ and $g$, defined in (1.2), there exists a unique $\tau_0 > 0$ such that (1.5) holds. Consequently, since (1.6) is valid (with equality) for $p_0 = 2$, the above result allows us to obtain (1.3), from which (1.1) follows.

The proof given in [38] that (1.5) and (1.6) imply (1.7), is both elementary and ingenious. As it turns out, two ideas are crucial: the use of distribution functions and the formulation of the result in terms of differences. It will be useful for our future development to go over the details.

Suppose that $f$ and $g$ are two arbitrary functions that satisfy the assumptions (1.5) and (1.6); furthermore, suppose that $p > p_0$ is such that $|f|^p - |g|^p \in L^1(\Omega)$. Then, by computation, we have

$$\int_\Omega (|f|^p - |g|^p) \, d\mu = p \int_0^\infty (\lambda_f(s) - \lambda_g(s)) s^{p-1} \, ds$$

$$= p \tau_0^{p-1} \int_0^\infty (\lambda_f(s) - \lambda_g(s)) \left( \frac{s}{\tau_0} \right)^{p-1} \, ds.$$  

Therefore (1.7) will be proved once we verify that

$$\phi_{f,g}(p) := \int_0^\infty (\lambda_f(s) - \lambda_g(s)) \left( \frac{s}{\tau_0} \right)^{p-1} \, ds \geq 0.$$  

To accomplish this goal, we compare $\phi_{f,g}(p)$ with the known nonnegative quantity $\phi_{f,g}(p_0)$ (cf. (1.6)), and write

$$(1.8) \quad \phi_{f,g}(p) - \phi_{f,g}(p_0) = \int_0^\infty (\lambda_f(s) - \lambda_g(s)) \left( \frac{s}{\tau_0} \right)^{p-1} - \left( \frac{s}{\tau_0} \right)^{p_0-1} ds.$$ 

To analyze the sign of the integrand we split $(0, \infty) = (0, \tau_0) \cup (\tau_0, \infty)$. Since $\ln(\frac{s}{\tau_0}) > 0$ iff $s > \tau_0$, it holds that $\gamma(p) := \left( \frac{s}{\tau_0} \right)^{p-1} = e^{(p-1)\ln(\frac{s}{\tau_0})}$, as a function of $p \geq 1$, is increasing for each $s \in (\tau_0, \infty)$ and is decreasing for $s \in (0, \tau_0)$. This fact, combined with (1.5), shows that the factors $(\lambda_f(s) - \lambda_g(s))$ and $\left( \frac{s}{\tau_0} \right)^{p-1} - \left( \frac{s}{\tau_0} \right)^{p_0-1}$, have the same signs in each of the two intervals under consideration. Therefore,

$$\phi_{f,g}(p) - \phi_{f,g}(p_0) \geq 0.$$

Finally, since $\phi_{f,g}(p_0) \geq 0$, we conclude that

$$(1.9) \quad \phi_{f,g}(p) \geq 0, \text{ for } p > p_0,$$

which is equivalent to (1.7).

In the first part of the paper we extend the comparison method of $L^p$-norms of [38] to the context of $L(p,q)$-spaces and non-commutative Schatten ideals. As an application we obtain a new $L(p,q)$ version of the Ball’s inequality (1.1). To describe the result we recall that for $0 < p, q < \infty$, the Lorentz $L(p,q)$-spaces can be defined using the quasi-norms

$$(1.10) \quad \|f\|_{L(p,q)} := \left( \int_0^\infty (\lambda_f(s))^{q/p} d(s^q) \right)^{1/q}.$$ 

Equivalently, by a change of variables argument, we can write (1.10) in terms of non-increasing rearrangements:

$$(1.11) \quad \|f\|_{L(p,q)} = \left( \int_0^\infty f^*(s)^q d(s^{q/p}) \right)^{1/q}.$$ 

In Section 2.2 we obtain necessary and sufficient conditions on the parameters $p$ and $q$ under which a version of the Nazarov-Podkorytov Lemma holds for the $L(p,q)$-spaces. More precisely, let $0 < p_0, q_0 < \infty$ be fixed. Let us denote by $\mathcal{A}(p_0, q_0)$ the set of all pairs $(p, q)$, $0 < p, q < \infty$, such that for arbitrary measurable functions $f, g$, that satisfy condition (1.5) for some $\tau_0 > 0$ and, moreover,

$$\int_0^\infty (f^*(t)^{q_0} - g^*(t)^{q_0}) d(t^{q_0/p_0}) \geq 0,$$

2 An alternative method to prove that $\phi_{f,g}(p)$ is an increasing function of $p$ is to show that for $p > p_0$

$$\frac{d}{dp}\phi_{f,g}(p) = \int_0^\infty (\lambda_f(s) - \lambda_g(s)) \left( \frac{s}{\tau_0} \right)^{p-1} \ln\left( \frac{s}{\tau_0} \right) ds \geq 0.$$ 

In fact, the analysis of the signs of the factors $(\lambda_f(s) - \lambda_g(s))$ and $\ln(\frac{s}{\tau_0})$ is exactly the same as the one provided above.

3 The non-increasing rearrangement $f^*$ of a measurable function $f : \Omega \to \mathbb{R}$ can be defined by the formula

$$f^*(s) := \inf\{t > 0 : \lambda_f(t) \leq s\}, \quad s \in (0, \mu(\Omega)).$$
from

\((f^*(t)^q - g^*(t)^q) t^{q/p - 1} \in L_1(0, \infty)\)

it follows

\[\int_0^\infty (f^*(t)^q - g^*(t)^q) d(t^{q/p}) \geq 0.\]

In Theorem 2, we show that

\[\mathcal{A}(p_0, q_0) = \{(p, q) : p \geq p_0, q \geq q_0, q/p \leq q_0/p_0\} \]

As an application, in Theorem 3 of Section 2.3 we prove the following version of Ball's inequality (1.1): if \(q \geq 2\) and \(0 < \alpha \leq 1\), then

\[
\int_0^{+\infty} \left( \frac{\sin \pi t}{t} \right)^q t^{\alpha - 1} dt \leq \frac{1}{2q^{-\alpha/2}} (2\pi)^{\alpha/2} \Gamma(\alpha/2),
\]

where \(\Gamma(t)\) is the \(\Gamma\)-function. We also compare (1.12) with recent related inequalities obtained by Chasapis, König and Tkocz in [12].

One can formulate an analogous comparison method also for non-commutative \(L^p\)-spaces. Given two compact operators, \(F, G\), say, acting on a Hilbert space, we compare their Schatten \(L^p\)-norms by comparing their non-commutative distribution functions or rearrangements (cf. [18], [40]) and we can easily state comparison criteria of “Nazarov-Podkorytov type” to prove that a suitable version of (1.7) holds. This is done in Section 3.

In order to reach the widest possible audience we have chosen to present our results concerning \(L(p, q)\)-spaces and Schatten ideals without explicit use of the notation of interpolation theory. But simply remark here that since through the use of the functionals of real interpolation one can recover distribution functions and rearrangements, it is not difficult to see that these results can be unified in the general framework of scales of interpolation spaces. This point of view is developed in the next sections.

Interpolation theory plays a more substantial rôle in our development in a different direction. In fact, the connection between interpolation and majorization led us to discover that the crossing conditions of distribution functions of [38] imply majorization conditions which, in turn, via the Calderón-Mityagin interpolation theorem, allow us to prove much stronger results and inequalities. Indeed, the results in the applications are apparently out of the reach of previous methods.

In Section 4.1 we extend (1.1) to the class of rearrangement invariant spaces (we use their definition given in [32]) as follows.

**Theorem 1.** Let \(X\) be an exact \(2\)-convex rearrangement invariant space. Then,

\[
\left\| \frac{\sin \pi t}{\pi t} \right\|_X \leq \left\| e^{-\pi t^2/2} \right\|_X.
\]

Let \(M\) be an Orlicz function on \([0, \infty)\), i.e., a continuous convex increasing function such that \(M(0) = 0\) and \(\lim_{u \to \infty} M(u) = \infty\). Denote by \(L_M\) the Orlicz space equipped with the Luxemburg norm

\[
\|f\|_{L_M} := \inf \left\{ \lambda > 0 : \int_0^\infty M \left( \frac{|f(s)|}{\lambda} \right) \, ds \leq 1 \right\}.
\]

Applying Theorem 1 to the Orlicz spaces, we obtain
Corollary 1. If $M(u)$ is an Orlicz function such that $M(\sqrt{u})$ is also an Orlicz function, then
\[
\left\| \frac{\sin \pi t}{\pi t} \right\|_{L_M} \leq \left\| e^{-\pi t^2/2} \right\|_{L_M}.
\]

Let us emphasize that it is not possible to prove Theorem 1 using the “$L^p$ trick” of [38] as described above. Our proof exploits instead the connection between interpolation theory and the classical theory of majorization (cf. [10], [39]). We shall now discuss the main features of our approach.

Recall that the classical majorization order $\geq$ of Hardy-Littlewood-Polya can be defined in terms of non-increasing rearrangements as follows:
\[
(f \geq g) \iff \int_0^t f^*(s) \, ds \geq \int_0^t g^*(s) \, ds \text{ for all } t > 0.
\]

Another condition, that is often added to the majorization assumptions, is that $\|f\|_{L^1} = \|g\|_{L^1}$, although here often we shall only require an inequality, namely
\[
\|f\|_{L^1} \geq \|g\|_{L^1}.
\]

One connection between real interpolation and majorization is provided by the formula for the $K$–functional for the pair $(L^1, L^\infty)$ which is given by
\[
K(t, f; L^1, L^\infty) := \inf \{ \|f_1\|_{L^1} + t \|f_2\|_{L^\infty} : f = f_1 + f_2, f_1 \in L^1, f_2 \in L^\infty \}
\]
\[
= \int_0^t f^*(s) \, ds, \quad t > 0
\]
(cf. [8, Theorem 5.2.1] or [7, Theorem 5.1.6]). Thus, (1.14) can be written as
\[
f \geq g \iff K(t, f; L^1, L^\infty) \geq K(t, g; L^1, L^\infty) \text{ for all } t > 0.
\]

It is easy to see that (1.4) (with $C = 1$) implies (1.14) but the converse does not hold in general. On the other hand, if $f$ and $g$ satisfy $f \geq g$, then by the Calderón-Mityagin theorem (cf. [10], [36], [7, Theorem 4.6]), for all rearrangement invariant function spaces $X$ we have
\[
\|f\|_X \geq \|g\|_X.
\]

More generally one can consider other types of majorization associated with other $K$–, $E$–functionals or some functionals equivalent to them and this is done in Sections 4 – 6 below.

We now present the key argument that leads to our proof of Theorem 1 (see Section 5).

Lemma 1. Suppose that functions $f$ and $g$ satisfy condition (1.5) and, for some $p_0 \geq 1$, $f \in L^{p_0}$ and $\|f\|_{p_0} \geq \|g\|_{p_0}$. Then, the function $|g|^{p_0}$ is majorized by the function $|f|^{p_0}$ in the Hardy-Littlewood-Polya order, i.e., for all $t > 0$,
\[
\int_0^t g^*(s)^{p_0} \, ds \leq \int_0^t f^*(s)^{p_0} \, ds.
\]

\footnote{We refer to the treatise [39] devoted exclusively to majorization and its applications.}
\footnote{See Section 4.1.
Proof. Since \( \lambda_f \) and \( f^* \) are generalized inverses for each other, condition (1.5) can be rewritten in terms of rearrangements as follows: there exists \( 0 < t_0 < \infty \) such that

\[
(1.18) \\
f^*(t) \begin{cases} \\
\geq g^*(t) & \text{for } t \leq t_0 \\
\leq g^*(t) & \text{for } t \geq t_0.
\end{cases}
\]

To prove (1.17) we need to estimate \( \int_0^t g^*(s)^{p_0} \, ds \) for all \( t > 0 \). When \( t \leq t_0 \), (1.18) implies directly that (1.17) holds. It remains to consider the case when \( t > t_0 \). By the cancellation condition \( \| f \|^{p_0} \geq \| g \|^{p_0} \), and hence we can write

\[
\int_0^t g^*(s)^{p_0} \, ds = \int_0^\infty g^*(s)^{p_0} \, ds - \int_t^\infty g^*(s)^{p_0} \, ds
\leq \int_0^\infty f^*(s)^{p_0} \, ds - \int_t^\infty g^*(s)^{p_0} \, ds.
\]

Now, for \( t > t_0 \), (1.18) implies that \( \int_t^\infty g^*(s)^{p_0} \, ds \geq \int_t^\infty f^*(s)^{p_0} \, ds \), and, therefore, we have

\[
\int_0^t g^*(s)^{p_0} \, ds \leq \int_0^\infty f^*(s)^{p_0} \, ds - \int_t^\infty f^*(s)^{p_0} \, ds
\leq \int_0^t f^*(s)^{p_0} \, ds, \quad \text{for all } t > 0,
\]
as we wished to show. \( \square \)

In Section 7, which is somewhat more informal, we consider some comparison of norms that is connected with developments associated with derivatives of norms and entropies (e.g. Log Sobolev inequalities, Commutator Inequalities, etc.).

Finally, we have added an Appendix, addressed primarily to those readers who might not be familiar with interpolation theory. In Section 8.1, we give a simplified version of the Nazarov-Podkorytov Lemma, showing that an inequality of the type \( \|g\|_p \leq \|f\|_p \), for \( p \) large enough, can be obtained whenever we know that \( g^*(t) \leq f^*(t) \), for all small \( t > 0 \) (see Proposition 6). However, in contrast to [38], in this regime we cannot indicate an initial value \( p_0 \), such the norm inequality holds for \( p \geq p_0 \). We close the paper (cf. Section 8.2) showing a close connection between the Nazarov-Podkorytov Lemma and the well-known classical Karamata inequality. In particular, general Nazarov-Podkorytov type results, for modular forms, follow.

2. Results of Nazarov-Podkorytov type for Lorentz \( L(p,q) \)-spaces

2.1. Sufficient conditions. The main purpose of this section is to formulate a sharp result of Nazarov-Podkorytov type in the context of the \( L(p,q) \)-spaces. Although we retain the basic idea of the original argument, the extension is not completely straightforward and, in particular, requires suitable restrictions on the parameters. In Section 2.2 we prove the necessity of the aforementioned conditions.

Proposition 1. Let \( 0 < p_0, q_0, p, q < \infty \). Suppose that \( f \) and \( g \) are measurable functions such that (1.5) holds for some \( \tau_0 > 0 \). Moreover, suppose that one of the following conditions is satisfied: (a) \( q > q_0 \), \( q/p = q_0/p_0 \), or (b) \( q = q_0, p > p_0 \).

Furthermore, suppose that

\[
(2.1) \\
\int_0^\infty (f^*(t)^{p_0} - g^*(t)^{p_0}) \, d(t^{q_0/p_0}) \geq 0
\]
and, moreover,
\begin{equation}
(2.2) \quad (f^*(t)^q - g^*(t)^q)t^{q/p-1} \in L_1(0, \infty).
\end{equation}

Then, we have
\begin{equation}
(2.3) \quad \int_0^\infty (f^*(t)^q - g^*(t)^q) d(t^{q/p}) \geq 0.
\end{equation}

As a consequence, if \( f, g \in L(p, q) \), then
\[
\|g\|_{L(p, q)} \leq \|f\|_{L(p, q)}.
\]

**Proof.** The argument follows the main lines of the proof of the Nazarov-Pokorytov Lemma, as explained in the Introduction.

(a) First, we prove that condition (2.2) ensures that
\begin{equation}
(2.4) \quad \int_0^\infty (f^*(t)^q - g^*(t)^q)t^{q/p-1} \, dt = p \int_0^\infty \left( (\lambda_f(u))^{q/p} - (\lambda_g(u))^{q/p} \right) u^{q-1} \, du.
\end{equation}

We set \( h_1(t) := f^*(t)^q, h_2(t) := g^*(t)^q \), and \( h(t) := \min_{i=1,2} h_i(t) \). Then, \( h_1 - h \geq 0 \) and \( h_1 - h \leq |h_1 - h_2| \), whence from (2.2) it follows that \( (h_1(t) - h(t))t^{q/p-1} \in L_1(0, \infty) \). Let
\[
A_i := \{(t, v) \in (0, \infty) \times (0, \infty) : h(t) \leq v \leq h_i(t)\}, \quad i = 1, 2.
\]

Since \( h_1 \) and \( h_2 \) are decreasing, we get
\[
A_i = \{(t, v) \in (0, \infty) \times (0, \infty) : \lambda_h(v) \leq t \leq \lambda_{h_i}(v)\}, \quad i = 1, 2.
\]

Computing iterated yields for \( i = 1, 2 \)
\[
\int_0^\infty \int_0^\infty \chi_{A_i}(t, v) t^{q/p-1} \, dv \, dt = \int_0^\infty (h_1(t) - h(t))t^{q/p-1} \, dt < \infty
\]
and
\[
\int_0^\infty \int_0^\infty \chi_{A_i}(t, v) t^{q/p-1} \, dt \, dv = \int_0^\infty \int_{\lambda_{h_i}(v)}^{\lambda_h(v)} t^{q/p-1} \, dt \, dv
\]
\[
= \frac{p}{q} \int_0^\infty \left( (\lambda_{h_i}(v))^{q/p} - (\lambda_h(v))^{q/p} \right) \, dv.
\]

Therefore, applying Fubini’s theorem, we obtain for \( i = 1, 2 \)
\[
\int_0^\infty (h_i(t) - h(t))t^{q/p-1} \, dt = \frac{p}{q} \int_0^\infty \left( (\lambda_{h_i}(v))^{q/p} - (\lambda_h(v))^{q/p} \right) \, dv,
\]
whence
\[
\int_0^\infty (h_2(t) - h_1(t))t^{q/p-1} \, dt = \frac{p}{q} \int_0^\infty \left( (\lambda_{h_2}(v))^{q/p} - (\lambda_{h_1}(v))^{q/p} \right) \, dv.
\]

From the definitions, \( \lambda_{h_1}(v) = \lambda_f(v^{1/q}), \lambda_{h_2}(v) = \lambda_g(v^{1/q}) \); therefore, after a suitable change of variables, we arrive at (2.4). Introducing the parameter \( \tau_0 \), we obtain
\begin{equation}
(2.5) \quad \int_0^\infty (f^*(t)^q - g^*(t)^q) d(t^{q/p}) = q \tau_0^{q-1} \int_0^\infty \left( (\lambda_f(u))^{q/p} - (\lambda_g(u))^{q/p} \right) \left( \frac{u}{\tau_0} \right)^{q-1} \, du.
\end{equation}

For \( 0 < \gamma, \beta < \infty \), let
\[
\psi_{f,g}(\gamma, \beta) := \int_0^\infty \left( (\lambda_f(u))^{\beta/\gamma} - (\lambda_g(u))^{\beta/\gamma} \right) \left( \frac{u}{\tau_0} \right)^{\beta-1} \, du.
\]
Using the fact that $q/p = q_0/p_0$, we find
\[
\psi_{f,g}(p,q) - \psi_{f,g}(p_0,q_0) = \int_0^\infty \left( \left( \frac{u}{\tau_0} \right)^{q-1} - \left( \frac{u}{\tau_0} \right)^{q_0-1} \right) (\lambda_f(u)^{q_0/p_0} - \lambda_g(u)^{q_0/p_0}) \, du.
\]

Since $q > q_0$, from (1.5) it is easy to verify that the factors
\[
\left( \lambda_f(u)^{q_0/p_0} - \lambda_g(u)^{q_0/p_0} \right) \quad \text{and} \quad \left( \frac{u}{\tau_0} \right)^{q-1} - \left( \frac{u}{\tau_0} \right)^{q_0-1}
\]
have the same signs on each of the intervals $(0, \tau_0)$ and $(\tau_0, \infty)$. Thus,
\[
\psi_{f,g}(p,q) - \psi_{f,g}(p_0,q_0) \geq 0.
\]

Consequently, by (2.1), (2.5) and the fact that $\psi_{f,g}(p_0,q_0) \geq 0$, we see that $\psi_{f,g}(p,q) \geq 0$, and (2.3) follows.

**(b)** Since $h^*$ and $\lambda_0$ are generalized inverses of each other, from (1.5) it follows that there exists $t_0$ such that (1.18) holds. Then, we have
\[
\int_0^\infty (f^*(t)^q - g^*(t)^q) \, dt = \frac{q}{p} \int_0^\infty (f^*(t)^q - g^*(t)^q) \left( \frac{t}{t_0} \right)^{q/p-1} \, dt.
\]

Next, setting
\[
\kappa_{f,g}(\gamma, \beta) := \int_0^\infty (f^*(t)^{\beta} - g^*(t)^{\beta}) \left( \frac{t}{t_0} \right)^{\beta/\gamma - 1} \, dt,
\]
we verify by computation that
\[
\kappa_{f,g}(p,q) - \kappa_{f,g}(p_0,q_0) = \int_0^\infty (f^*(t)^{q_0} - g^*(t)^{q_0}) \left( \frac{t}{t_0} \right)^{q_0/p-1} - \left( \frac{t}{t_0} \right)^{q_0/p_0-1} \, dt.
\]

Using (1.18) and the fact that $p > p_0$, we can analyze the sign of the integrand, as in the proof of case **(a)** above, to conclude that
\[
\kappa_{f,g}(p,q) - \kappa_{f,g}(p_0,q_0) \geq 0.
\]

Appealing once again to (2.1), it follows that $\kappa_{f,g}(p,q) \geq 0$, and (2.3) follows. \(\square\)

The next result shows that if the supports of $f$ and $g$ have finite measure\(^6\), then condition (1.5) can be somewhat weakened.

**Proposition 2.** Let $0 < p_0, p < \infty$, $1 < q_0 < q < \infty$, $q/p = q_0/p_0$, and let $f$, $g$ be measurable functions with finite support satisfying (2.1). Moreover, suppose that $f, g \in L(p, q)$ and there exists $\tau_1 \in [0, \infty)$ such that
\[
\int_\tau^\infty \lambda_g(s)^{q_0/p_0} \, ds \leq \int_\tau^\infty \lambda_f(s)^{q_0/p_0} \, ds \quad \text{if} \quad \tau \geq \tau_1,
\]
and
\[
\int_\tau^\infty \lambda_f(s)^{q_0/p_0} \, ds \leq \int_\tau^\infty \lambda_g(s)^{q_0/p_0} \, ds \quad \text{if} \quad \tau \leq \tau_1.
\]
Then,
\[
\|g\|_{L(p,q)} \leq \|f\|_{L(p,q)}.
\]

\(^6\)By abuse of language we will say simply that $f$ and $g$ have “finite support”.

---

**MAJORIZATION REVISITED: COMPARISON OF NORMS IN INTERPOLATION SCALES**
Proof. We only consider in detail the case \( \tau_1 > 0 \), the case when \( \tau_1 = 0 \) is easier.

Using (1.10) and integration by parts, we can write

\[
\int_0^\infty (f^*(t)^q - g^*(t)^q) \, d(t^{q/p}) = q \tau_1^{q-1} \int_0^\infty \left( \lambda_f(s)^{q/p} - \lambda_g(s)^{q/p} \right) \left( \frac{s}{\tau_1} \right)^{q-1} \, ds
\]

\[
= -q \tau_1^{q-1} \int_0^\infty \left( \frac{s}{\tau_1} \right)^{q-1} \, d\left( \int_s^\infty \left( \lambda_f(u)^{q/p} - \lambda_g(u)^{q/p} \right) \, du \right)
\]

\[
= q(q-1) \tau_1^{q-2} \int_0^\infty \left( \frac{s}{\tau_1} \right)^{q-2} \int_s^\infty \left( \lambda_f(u)^{q/p} - \lambda_g(u)^{q/p} \right) \, du \, ds
\]

\[+ \,(I) + (II),\]

where

\[ (I) = q \lim_{s \to 0} s^{q-1} \int_s^\infty \left( \lambda_f(u)^{q/p} - \lambda_g(u)^{q/p} \right) \, du, \]

\[ (II) = -q \lim_{s \to \infty} s^{q-1} \int_s^\infty \left( \lambda_f(u)^{q/p} - \lambda_g(u)^{q/p} \right) \, du. \]

We shall now verify that \((I) = 0\) and \((II) = 0\). The first equation will be proved once we show that

\[ (A) := \lim_{s \to 0} s^{q-1} \int_s^\infty \lambda_f(u)^{q/p} \, du = 0, \quad (B) := \lim_{s \to 0} s^{q-1} \int_s^\infty \lambda_g(u)^{q/p} \, du = 0. \]

Let us note that, as it will become apparent, the proof that \((A) = 0\) can be applied verbatim to verify that \((B) = 0\). Let \( \|f\|_0 \) denote the measure of the support of \( f \) (see (4.6)), then since \( f \in L(p,q) \) and \( q > 1 \), we obtain

\[ (A) = \lim_{s \to 0} s^{q-1} \left\{ \int_s^1 \lambda_f(u)^{q/p} \, du + \int_1^\infty \lambda_f(u)^{q/p} \, du \right\} \]

\[ \leq \lim_{s \to 0} s^{q-1} \left\{ \|f\|_0^{q/p} + \int_1^\infty \lambda_f(u)^{q/p} u^{q-1} \, du \right\} \]

\[ \leq \lim_{s \to 0} s^{q-1} \left( \|f\|_0^{q/p} + \|f\|_L(p,q) \right) = 0. \]

The fact that \((II) = 0\) follows by observing that, for \( s > 0 \),

\[ s^{q-1} \int_s^\infty \lambda_f(u)^{q/p} \, du \leq \int_s^\infty \lambda_f(u)^{q/p} u^{q-1} \, du, \]

and that, in view of the fact that \( f \in L(p,q) \), the right-hand side tends to zero when \( s \to \infty \).

Summarizing the previous discussion, we have shown that integrating by parts yields

\[ \int_0^\infty (f^*(t)^q - g^*(t)^q) \, d(t^{q/p}) = q(q-1) \tau_1^{q-2} \int_0^\infty \left( \frac{s}{\tau_1} \right)^{q-2} \int_s^\infty \left( \lambda_f(u)^{q/p} - \lambda_g(u)^{q/p} \right) \, du \, ds. \]

Let

\[ \Psi_{f,g}(p,q) := \int_0^\infty \left( \frac{s}{\tau_1} \right)^{q-2} \int_s^\infty \left( \lambda_f(u)^{q/p} - \lambda_g(u)^{q/p} \right) \, du \, ds. \]

On account of the fact that \( q/p = q_0/p_0 \), we can write

\[ \Psi_{f,g}(p,q) - \Psi_{f,g}(p_0,q_0) = \int_0^\infty \left( \left( \frac{s}{\tau_1} \right)^{q-2} - \left( \frac{s}{\tau_1} \right)^{q_0-2} \right) \int_s^\infty \left( \lambda_f(u)^{q_0/p_0} - \lambda_g(u)^{q_0/p_0} \right) \, du \, ds. \]
Using inequalities (2.6) and (2.7), we see that the factors
\[ \int_s^\infty \left( \lambda_f(u^{\tau_0/p_0}) - \lambda_g(u^{\tau_0/p_0}) \right) du \quad \text{and} \quad \left( \frac{s}{\tau_1} \right)^{q-2} - \left( \frac{s}{\tau_1} \right)^{q_0-2} \]
have the same signs on each of the intervals \((0, \tau_1)\) and \((\tau_1, \infty)\). Therefore,
\[ \Psi_{f,g}(p, q) - \Psi_{f,g}(p_0, q_0) \geq 0, \]
and, since \(\Psi_{f,g}(p_0, q_0) \geq 0\) by (2.1), we see that \(\Psi_{f,g}(p, q) \geq 0\), which is equivalent to (2.3). □

Applying Proposition 2 with \(p_0 = q_0 > 1\), we derive the following version of the Nazarov-Podkorytov Lemma in the \(L^p\)-setting.

**Corollary 2.** Let \(p \geq p_0 > 1\). Suppose that functions \(f \in L^p\), \(g \in L^p\) have finite support and such that \(\|g\|_{p_0} \leq \|f\|_{p_0}\). Suppose, moreover, that there exists \(\tau_1 \in [0, \infty)\) such that
\[ \int_\tau^\infty \lambda_g(s) ds \leq \int_\tau^\infty \lambda_f(s) ds \quad \text{if} \quad \tau \geq \tau_1, \tag{2.8} \]
\[ \int_\tau^\infty \lambda_f(s) ds \leq \int_\tau^\infty \lambda_g(s) ds \quad \text{if} \quad \tau \leq \tau_1. \tag{2.9} \]
Then, \(\|g\|_p \leq \|f\|_p\).

**Remark 1.** One can easily see that conditions (2.8) and (2.9) are weaker than condition (1.5), that is, (1.5) implies (2.8) and (2.9) for some \(\tau_1 \in [0, \tau_0]\), but the converse does not hold in general.

### 2.2. Sharp conditions

Next we show that Proposition 1 implies a more general result of the Nazarov-Podkorytov type for \(L(p, q)\)-spaces.

**Corollary 3.** Let \(0 < p_0 \leq p < \infty\), \(0 < q_0 \leq q < \infty\) and \(q/p \leq q_0/p_0\). Suppose that \(f\) and \(g\) are measurable functions such that (1.5) holds for some \(\tau_0 > 0\). Moreover, assume that
\[ \int_0^\infty (f^*(t)^{q_0} - g^*(t)^{q_0}) d(t^{q_0/p_0}) \geq 0 \]
and
\[ (f^*(t)^q - g^*(t)^q) t^{q/p-1} \in L^1(0, \infty). \]
Then, we have
\[ \int_0^\infty (f^*(t)^q - g^*(t)^q) d(t^{q/p}) \geq 0. \]
Consequently, if \(f, g \in L(p, q)\), then
\[ \|g\|_{L(p, q)} \leq \|f\|_{L(p, q)}. \]

Before going through the proof of Corollary 3, it will be convenient to adopt the following notation.

Let \(0 < p_0, q_0 < \infty\) be fixed. Denote by \(A(p_0, q_0)\) the set of all pairs of indices \((p, q)\), \(0 < p, q < \infty\), such that for arbitrary measurable functions \(f, g\), that satisfy condition (1.5) for some \(\tau_0 > 0\) and the inequality
\[ \int_0^\infty (f^*(t)^{q_0} - g^*(t)^{q_0}) d(t^{q_0/p_0}) \geq 0, \]
from the validity of the condition

\[ (f^*(t)^q - g^*(t)^q)t^{q/p - 1} \in L^1(0, \infty) \]

we can deduce that

\[ \int_0^\infty (f^*(t)^q - g^*(t)^q) d(t^{q/p}) \geq 0. \]

The main aim of this section is to provide a complete characterization of the set \( A(p_0, q_0) \) showing the sharpness of the conditions imposed on parameters of Lorentz spaces \( L(p, q) \) in Corollary 3.

For our purposes the following transitivity property, which is a routine unraveling of the definitions, will be useful.

**Lemma 2.** If \((p_1, q_1) \in A(p, q)\) and \((p_2, q_2) \in A(p_1, q_1)\), then \((p_2, q_2) \in A(p, q)\).

**Proof of Corollary 3.** Since \(q/p \leq q_0/p_0\), we can select \( \gamma \geq p_0 \) such that \( q = q_0 p/\gamma \).

Then, from the definition of the set \( A(p, q) \) and Proposition 1 it follows that \( (\gamma, q_0) \in A(p_0, q_0) \) and \((p, q) \in A(\gamma, q_0)\). Therefore, by Lemma 2, we have \( (p, q) \in A(p_0, q_0) \).

This completes the proof. \( \square \)

**Theorem 2.** Let \( 0 < p_0, q_0 < \infty \), then

\[ A(p_0, q_0) = \{(p, q) : p \geq p_0, q \geq q_0, q/p \leq q_0/p_0\}. \]

**Proof.** For notational convenience, let \( \Delta(p_0, q_0) \) be the set of pairs \((p, q)\) defined by the right-hand side of (2.10).

By Corollary 3, we have \( \Delta(p_0, q_0) \subset A(p_0, q_0) \). To prove the converse, it suffices to show that from \((p, q) \notin \Delta(p_0, q_0)\) it follows \((p, q) \notin A(p_0, q_0)\). We consider three cases separately.

(i) \( p < p_0 \). Let

\[ f(t) = \chi_{[0,1]}(t), \quad g(t) = a\chi_{[0,1]}(t) + b\chi_{(1,\infty]}(t), \quad \text{where } 1 > a \geq b > 0, h > 1. \]

By inspection, we see that \( f(t) > g(t) \) if \( 0 < t \leq 1 \), and \( f(t) \leq g(t) \) if \( t > 1 \). Moreover, it is also plain that \( f(t) = f^*(t), \quad g(t) = g^*(t) \). A simple computation yields

\[ \|f\|_{r,s}^p = 1 \quad \text{and} \quad \|g\|_{r,s}^p = a^s + b^s(h^{s/r} - 1) \quad \text{for all } 0 < r, s < \infty. \]

Hence, from

\[ a^{q_0} + b^{q_0}(h^{q_0/p_0} - 1) = 1, \]

it follows that \( \|f\|_{p_0, q_0} = \|g\|_{p_0, q_0} \). We now show that for a suitable choice of the parameters \( a, b, h \) which satisfy (2.12) we have \( \|g\|_{p, q} > \|f\|_{p, q} \).

Since \( \|f\|_{r,s} = 1 \) for all \( 0 < r, s < \infty \), it suffices to prove that, under condition (2.12), it holds

\[ a^q + b^q(h^{q/p} - 1) > 1. \]

Select \( a = b \). Then solving (2.12) for \( a \), we get \( a = b = h^{-1/p_0} \). Thus, computing the left-hand side of (2.13), and taking into account the fact that \( p < p_0 \) and \( h > 1 \), yields

\[ h^{-q/p_0} + h^{-q/p_0}(h^{q/p} - 1) = h^{q(1/p - 1/p_0)} > 1, \]

and (2.13) follows.

(ii) \( q < q_0 \). Let \( f \) and \( g \) be defined once again by (2.11). Since for any \( \alpha > 0 \)

\[ \lim_{h \to 1} \frac{h^\alpha - 1}{h - 1} = \alpha, \]
we can choose \( h > 1 \) so that
\[
(2.14) \quad h^{q/p} - 1 > \frac{q}{2p}(h - 1) \quad \text{and} \quad h^{q_0/p_0} - 1 < \frac{2q_0}{p_0}(h - 1).
\]

Fix \( h > 1 \) satisfying (2.14). Using the fact that \( q < q_0 \), select \( b \in (0, h^{-1/p_0}) \), such that
\[
(2.15) \quad b^{q-q_0} > \frac{4q_0p}{pq_0}.
\]
Setting \( a = (1 - b^{q_0}(h^{q_0/p_0} - 1))^{1/q_0} \), we see that \( 0 < b < a < 1 \), and the triple \((a, b, h)\) satisfies (2.12).

Now we show that (2.13) holds. Indeed, taking into account (2.12), (2.15), (2.14) and the fact that \( q < q_0 \), we can write
\[
a^q + b^q(h^{q/p} - 1) - 1 = a^q - a^{q_0} + b^q(h^{q/p} - 1) - 1 + a^{q_0}
\]
\[
= (a^q - a^{q_0}) + (b^q(h^{q/p} - 1) - b^{q_0}(h^{q_0/p_0} - 1))
\]
\[
> \left( \frac{q}{2p} - \frac{2q_0}{p_0} b^{q_0} \right)(h - 1)
\]
\[
= b^{q_0} \left( \frac{q}{2p} b^{q-q_0} - \frac{2q_0}{p_0} \right)(h - 1)
\]
\[
> 0.
\]

(iii) \( q/p > q_0/p_0 \). Let \( a, b, h \) be parameters such that \( a > 1 > b > 0 \), \( 0 < h < 1 \), whose precise values will be specified later. Let
\[
f(t) = a\chi_{[0,h]}(t) + b\chi_{[h,1]}(t), \quad g(t) = a\chi_{[0,1]}(t).
\]
It is plain that \( f(t) > g(t) \) if \( 0 < t < h \), while \( f(t) < g(t) \) if \( t > h \). Moreover, since \( f \) and \( g \) are decreasing, \( f(t) = f(t), g(t) = g(t) \). Our aim is to prove that for a suitable choice of the parameters \( a, b, h \) we have that
\[
(2.16) \quad ||f||_{p_0,q_0} = ||g||_{p_0,q_0} \quad \text{and} \quad ||f||_{p,q} < ||g||_{p,q}.
\]

By computation,
\[
||f||_{p_0,q_0} = a^{q_0}h^{q_0/p_0} + b^{q_0}(1 - h^{q_0/p_0}) = b^{q_0} + (a^{q_0} - b^{q_0})h^{q_0/p_0} \quad \text{and} \quad ||g||_{p_0,q_0} = 1.
\]
Therefore, \( ||f||_{p_0,q_0} = ||g||_{p_0,q_0} \) is equivalent to
\[
(2.17) \quad b^{q_0} + (a^{q_0} - b^{q_0})h^{q_0/p_0} = 1.
\]
Likewise, \( ||f||_{p,q} < ||g||_{p,q} \) can be rewritten as
\[
a^q h^{q/p} + b^q(1 - h^{q/p}) < 1 = b^{q_0} + (a^{q_0} - b^{q_0})h^{q_0/p_0},
\]
and after some further elementary manipulations, can be seen to be equivalent to
\[
(2.18) \quad (a^{q_0} - b^{q_0})h^{q_0/p_0 - q/p} - (a^q - b^q) > (b^q - b^{q_0})h^{-q/p}.
\]

Clearly, we can additionally assume here that \( q_0 \leq q \). Therefore, from the inequality \( b < 1 \) it follows that the right-hand side of (2.18) is non-positive. Consequently, (2.18) would be proved once we show that
\[
(2.19) \quad (a^{q_0} - b^{q_0})h^{q_0/p_0 - q/p} - (a^q - b^q) > 0.
\]
Since from (2.17) it follows that
\[
(2.20) \quad h = \left( \frac{1 - b^{q_0}}{a^{q_0} - b^{q_0}} \right)^{p_0/q_0},
\]
if we let $\beta = q p_0 / (pq_0)$, we see that (2.19) is equivalent to the inequality
\[
\left( \frac{1 - b^{q_0}}{a^{q_0} - b^{q_0}} \right)^{1 - \beta} > \frac{a^{q} - b^{q}}{a^{q_0} - b^{q_0}}
\]
or
\[(2.21) \quad (1 - b^{q_0})^{1 - \beta} > (a^{q} - b^{q}) (a^{q_0} - b^{q_0})^{-\beta}.\]

Let $a > 1$ be fixed. Then, since $\beta > 1$, we can choose $b < 1$ sufficiently close to 1 so that (2.21) holds. Let $h \in (0, 1)$ be defined by (2.20). Then the triple $(a, b, h)$ satisfies both (2.17) and (2.18). Consequently, (2.16) holds completing the proof of the theorem. \qed

2.3. Integral inequalities of Ball’s type for $L(p, q)$-norms. As we have seen in the Introduction, Ball’s integral inequality (1.1) can be reformulated as the comparison of the $L^p(0, \infty)$-norms of the functions $f$ and $g$ defined by (1.2). Since for $p = 2$ inequality (1.3) becomes an identity and the distribution functions of $f$ and $g$ satisfy (1.5) for some $\tau_0 > 0$, we can apply Corollary 3 to obtain the following $L(p, q)$-version of Ball’s integral inequality.

**Theorem 3.** For every $2 \leq q \leq p < \infty$, we have
\[
(2.22) \quad \int_0^{+\infty} \left( \left( \frac{\sin \pi t}{\pi t} \right)^{\alpha} \right)^q t^{q/p - 1} dt \leq \int_0^{+\infty} e^{-\pi q t^2 / 2} t^{q/p - 1} dt.
\]

Equivalently, for all $q \geq 2$ and $0 < \alpha \leq 1$,
\[
(2.23) \quad \int_0^{+\infty} \left( \left( \frac{\sin t}{t} \right)^{\alpha} \right)^q t^{\alpha - 1} dt \leq \frac{1}{2} q^{-\alpha/2} (2\pi)^{\alpha/2} \Gamma(\alpha/2),
\]

where $\Gamma(x)$ is the gamma-function.

**Proof.** Inequality (2.22) is an immediate consequence of Corollary 3 with $p_0 = q_0 = 2$. To derive (2.23), we make a change of variables: $u = \pi t$ on the left-hand side of (2.22), $u = \pi q t^2 / 2$ on the right-hand side, and let $\alpha = q/p$. Then, by straightforward calculations, we obtain
\[
\int_0^{+\infty} \left( \left( \frac{\sin u}{u} \right)^{\alpha} \right)^q u^{\alpha - 1} du \leq \frac{1}{2} q^{-\alpha/2} (2\pi)^{\alpha/2} \int_0^{+\infty} e^{-u^{\alpha/2} - 1} du = \frac{1}{2} q^{-\alpha/2} (2\pi)^{\alpha/2} \Gamma(\alpha/2).
\]

\qed

Recently, in [12], Chasapis, König and Tkocz have obtained a sharp $L_{-1} - L_2$ Khintchine type inequality (see [27], [19]), based on an extension of Ball’s integral inequality they proved in the same paper. It will be instructive to compare the version of Ball’s inequality given in [12] with our inequality (2.23). For this purpose, let us define for every $\alpha \in (0, 1)$ the constants Let us define first for every $\alpha \in (0, 1)$ the constants
\[
c_2(\alpha) := \frac{2^{1-\alpha/2}}{(1 - \alpha)(2 - \alpha)}, \quad c_\infty(\alpha) := \frac{(3/2)^{\alpha/2}}{\sqrt{\pi}} \Gamma \left( \frac{1 - \alpha}{2} \right), \quad C_\alpha := \max \{c_2(\alpha), c_\infty(\alpha)\},
\]
which are of a certain probabilistic nature (cf. [12]). It was shown in [12], that there exists a unique $\alpha_0 = 0.793...$ such that $c_2(\alpha_0) = c_\infty(\alpha_0)$ with $C_{\alpha} = c_\infty(\alpha)$.
if $\alpha \in (0, \alpha_0)$ and $C_\alpha = c_2(\alpha)$ if $\alpha \in (\alpha_0, 1)$. Then (cf. [12]), for all $q \geq 2$ and $0 < \alpha < 1$,

$$
\int_0^{+\infty} \left| \sin t \right|^q t^{\alpha-1} \, dt \leq 2^{\alpha-1} q^{-\alpha/2} \sqrt{\frac{\pi}{\Gamma(1-\alpha)/2}} C_\alpha.
$$

Since the function $t^{\alpha-1}$ decreases for $t > 0$, the term on the left-hand side of inequality (2.23) is larger than the corresponding term of inequality (2.24) (see e.g. [30, § II.2]). Let us now compare the constants from the right-hand sides of these inequalities.

Suppose first $\alpha \in (0, \alpha_0)$. Then, $C_\alpha = c_\infty(\alpha)$ and the right-hand side of (2.24) is equal to

$$
2^{\alpha-1} q^{-\alpha/2} (3/2)^{\alpha/2} \pi^{\alpha/2} \Gamma(\alpha/2) = \frac{1}{2} q^{-\alpha/2} 6^{\alpha/2} \pi \Gamma(\alpha/2).
$$

We see that the ratio of the constant from inequality (2.23) to that of inequality (2.24) is $(\pi/3)^{\alpha/2}$, i.e., it is close to 1 and, actually, tends to 1 as $\alpha \to 0$.

Let now $\alpha \in (\alpha_0, 1)$. In this case $C_\alpha = c_2(\alpha)$ and the right-hand side of (2.24) is equal to

$$
\frac{2^{\alpha/2} \sqrt{\pi}}{(1-\alpha)(2-\alpha)} \frac{\Gamma(\alpha/2)}{\Gamma(1-\alpha)/2} q^{-\alpha/2}.
$$

Therefore, the ratio we are interested in, equals the fraction

$$
\frac{(1-\alpha)(2-\alpha)}{2 \pi^{(1-\alpha)/2}} \frac{\Gamma(\alpha/2)}{\Gamma(1-\alpha)/2} q^{-\alpha/2}.
$$

From elementary properties of the $\Gamma$-function it follows that this expression tends to 1 as $\alpha \to 1$.

Since both sides of (2.23) are larger than the corresponding ones of (2.24), we can summarize our findings as saying that inequalities (2.23) and (2.24) are not comparable, i.e., neither of them is weaker or stronger than the other.

3. Non-commutative results of Nazarov-Podkorytov type

As it was alluded in the Introduction, Nazarov-Podkorytov type inequalities can be also formulated and proved in the non-commutative setting.

Let $H$ be a separable complex Hilbert space. For every compact operator $A$ in $H$ let $s(A) = \{s_n(A)\}_{n=1}^\infty$ be the sequence of $s$-numbers of $A$ determined by the Schmidt expansion [16]. For every $p, q > 0$, the class $\mathcal{S}^{p,q}$ consists of all compact operators $A : H \to H$ such that

$$
\|A\|_{p,q} := \|s(A)\|_{\ell(p,q)} < \infty,
$$

where $\ell(p,q)$, the discrete version of the function space $L(p,q)$, consists of all sequences $x = (x_n)_{n=1}^\infty$ of real numbers such that the quasi-norm

$$
\|x\|_{\ell(p,q)} := \left( \sum_{n=1}^\infty (x_n^*)^q n^{\cdot \frac{1}{p} - 1} \right)^{\frac{1}{q}}
$$

is finite. Here, $x^* = (x_n^*)_{n=1}^\infty$ denotes the nonincreasing permutation of the sequence $(x_n)_{n=1}^\infty$.

The classes $\mathcal{S}^{p,q}$, $p, q > 0$, are two-sided symmetrically quasi-normed ideals in the space of all bounded operators in $H$, which sometimes are referred to as Lorentz ideals. The classical Schatten-von Neumann ideals $\mathcal{S}^p$ correspond to the case $p = q$, i.e., $\mathcal{S}^p = \mathcal{S}^{p,p}$.
We introduce a following discrete variant of the condition (1.5). Let \( x = (x_n)_{n=1}^{\infty} \) and \( y = (y_n)_{n=1}^{\infty} \) be two sequences of real numbers. We shall write \( x \preceq y \) (or \( y \succeq x \)) if for some \( n_0 \in \mathbb{N} \) we have

\[
x_n^* \leq y_n^* \quad \text{if } n \leq n_0 \quad \text{and} \quad x_n^* \geq y_n^* \quad \text{if } n > n_0.
\]

Correspondingly, if \( A \) and \( B \) are compact operators in \( H \), we write \( A \subseteq B \) iff \( s(A) \subseteq s(B) \).

The main result of this section is a non-commutative version of Theorem 4. For any \( p_0, q_0 > 0 \) we denote

\[
\tilde{\Delta}(p_0, q_0) = \{(p, q) : 0 < p \leq p_0, 0 < q \leq q_0, q_0/p_0 \leq q/p\}.
\]

**Theorem 4.** Let \( p_0, q_0 > 0 \), and let \( A \) and \( B \) be bounded compact operators on a complex separable Hilbert space \( H \) such that \( A \subseteq B \) and \( \|A\|_{p_0, q_0} \geq \|B\|_{p_0, q_0} \). Then, the condition \((p, q) \in \tilde{\Delta}(p_0, q_0)\) implies that

\[
\|A\|_{p, q} \geq \|B\|_{p, q} \quad \text{resp.} \quad \|A\|_{p, q} > \|B\|_{p, q}.
\]

Conversely, if \((p, q) \notin \tilde{\Delta}(p_0, q_0)\), then there exist two-dimensional operators \( A \) and \( B \) such that

\[
A \subseteq B, \quad \|A\|_{p_0, q_0} > \|B\|_{p_0, q_0} \quad \text{and} \quad \|A\|_{p, q} < \|B\|_{p, q}.
\]

Theorem 4 is an immediate consequence of the above definitions and the following result for the \( \ell(p, q) \)-spaces.

**Proposition 3.** Let \( p_0, q_0 > 0 \).

If \( x \preceq y \) and \( \|x\|_{\ell(p_0, q_0)} \geq \|y\|_{\ell(p_0, q_0)} \) (resp. \( \|x\|_{\ell(p_0, q_0)} > \|y\|_{\ell(p_0, q_0)} \)), then the condition \((p, q) \in \Delta(p_0, q_0)\) implies that

\[
\|x\|_{\ell(p, q)} \geq \|y\|_{\ell(p, q)} \quad \text{resp.} \quad \|x\|_{\ell(p, q)} > \|y\|_{\ell(p, q)}.
\]

Conversely, if \((p, q) \notin \Delta(p_0, q_0)\), then there exist sequences \( x \) and \( y \), having at most two non-zero entries, such that

\[
x \preceq y, \quad \|x\|_{\ell(p_0, q_0)} > \|y\|_{\ell(p_0, q_0)} \quad \text{and} \quad \|x\|_{\ell(p, q)} < \|y\|_{\ell(p, q)}.
\]

**Proof.** We consider first the case when \( q/p = q_0/p_0 \) and \( q < q_0 \). Let \( r = q/q_0 \) and \( u_0 \) be the solution of the equation \( f'(u) = 1 \), where \( f(u) = u^r \), i.e., \( u_0 = r^{1/r} \). Therefore, since \( r < 1 \), \( f'(u) \) decreases. It follows that for \( v \geq u \geq u_0 \) we have

\[
v^r - u^r \leq v - u,
\]

while for \( v \leq u \leq u_0 \), it holds

\[
v^r - u^r \geq v - u.
\]

Let now \( x \preceq y \) and \( \|x\|_{\ell(p_0, q_0)} \geq \|y\|_{\ell(p_0, q_0)} \). Without loss of generality, we can assume that \( x = x^*, y = y^* \). Moreover, observe that for each \( s > 0 \) the inequalities \( \|sx\|_{\ell(p, q)} \leq \|sy\|_{\ell(p, q)} \) and \( \|x\|_{\ell(p, q)} \leq \|y\|_{\ell(p, q)} \) (resp. \( \|sx\|_{\ell(p, q)} > \|sy\|_{\ell(p, q)} \) and \( \|x\|_{\ell(p, q)} < \|y\|_{\ell(p, q)} \)) are equivalent. Therefore, we can also assume that \( x_{n_0} = u_0 \).
Then, using inequalities (3.1), (3.2) and (3.3), we obtain

\[
\|x\|_\ell^{q}_{(p,q)} - \|y\|_\ell^{q}_{(p,q)} = \sum_{n=n_0+1}^{\infty} (x_n^q - y_n^q)n^{\frac{q}{p}-1} - \sum_{n=1}^{n_0} (y_n^q - x_n^q)n^{\frac{q}{p}-1}
\]

\[
= \sum_{n=n_0+1}^{\infty} ((x_n^q + y_n^q) - (y_n^q + x_n^q))n^{\frac{q}{p}-1} - \sum_{n=1}^{n_0} ((y_n^q - x_n^q) + (y_n^q - x_n^q))n^{\frac{q}{p}-1}
\]

\[
\geq \sum_{n=n_0+1}^{\infty} (x_n^q - y_n^q)n^{\frac{q}{p_0}-1} - \sum_{n=1}^{n_0} (y_n^q - x_n^q)n^{\frac{q}{p_0}-1}
\]

\[
= \|x\|_{\ell^{q_0}_{(p_0,q_0)}} - \|y\|_{\ell^{q_0}_{(p_0,q_0)}} \geq 0.
\]

Consider now the case \( q = q_0, p < p_0 \). Since \( \frac{2}{p} - \frac{2}{p_0} > 0 \), we have

\[
n^{\frac{q}{p_0}} - \frac{q}{p} \leq n_0^{\frac{q}{p_0}} \quad \text{if} \quad n < n_0, \quad \text{and} \quad n^{\frac{q}{p_0}} - \frac{q}{p} \geq n_0^{\frac{q}{p_0}} \quad \text{if} \quad n > n_0.
\]

Hence,

\[
\|x\|_{\ell^{q}_{(p,q)}} - \|y\|_{\ell^{q}_{(p,q)}} = \sum_{n=n_0+1}^{\infty} (x_n^q - y_n^q)n^{\frac{q}{p_0}-1} - \sum_{n=1}^{n_0} (y_n^q - x_n^q)n^{\frac{q}{p_0}-1}
\]

\[
= \sum_{n=n_0+1}^{\infty} (x_n^q - y_n^q)n^{\frac{q}{p_0}-1} - \sum_{n=1}^{n_0} (y_n^q - x_n^q)n^{\frac{q}{p_0}-1}
\]

\[
\geq \sum_{n=n_0+1}^{\infty} (x_n^q - y_n^q)n^{\frac{q}{p_0}-1} - \sum_{n=1}^{n_0} (y_n^q - x_n^q)n^{\frac{q}{p_0}-1}
\]

\[
= n_0^{\frac{q}{p_0}} \left( \|x\|_{\ell^{q_0}_{(p_0,q_0)}} - \|y\|_{\ell^{q_0}_{(p_0,q_0)}} \right) \geq 0.
\]

A similar argument shows that \( \|x\|_{\ell^{q}_{(p,q)}} > \|y\|_{\ell^{q}_{(p,q)}} \) implies \( \|x\|_{\ell^{q}_{(p,q)}} > \|y\|_{\ell^{q}_{(p,q)}} \).

Finally, for any \((p, q) \in \tilde{\Delta}(p_0, q_0)\), the desired result can be achieved by a transitivity argument (see Lemma 2), i.e., passing successively from \((p_0, q_0)\) to \((p_0q/q_0, q)\) and then to \((p, q)\).

To prove the second assertion, suppose that \((p, q) \notin \tilde{\Delta}(p_0, q_0)\). Then, \((p, q) \in F_1 \cup F_2 \cup F_3\), where the sets \( F_1, F_2 \) and \( F_3 \) are defined by

\( F_1 = \{ (p, q) : p > 0, q > q_0 \}, \quad F_2 = \{ (p, q) : q = q_0, p > 0, q/p < q_0/p_0 \}, \quad F_3 = \{ (p, q) : p > 0, 0 < q < q_0, q/p < q_0/p_0 \}. \)

It will be convenient to identify a two-dimensional vector \( \vec{x} = (x_1, x_2) \) with the sequence \( x = (x_n)_{n=1}^{\infty} \) with \( x_n = 0 \) for \( n > 2 \). Let

\[ r := \frac{q}{q_0}, \quad \gamma := \frac{q}{p} - 1, \quad \gamma_0 := \frac{q_0}{p_0} - 1, \]

and consider a two-dimensional vector \( \vec{z}(\alpha) = (z_1(\alpha), z_2(\alpha)) \) with coordinates \( z_i = z_i(\alpha), i = 1, 2 \), selected such that

\[ z_1^{q_0} = 1 - \alpha \cdot 2^\gamma_0 \geq \alpha \quad \text{and} \quad z_2^{q_0} = \alpha \geq 0. \]

Then,

\[ z_1 \geq z_2 \geq 0, \quad \|z(\alpha)\|_{\ell^{q_0}_{(p_0,q_0)}} = z_1^{q_0} + z_2^{q_0} \cdot 2^\gamma_0 = 1. \]
Let
\[ \varphi(\alpha) := \|z(\alpha)\|_{\ell(p,q)}^q = z_1^q + z_2^q \cdot 2^\gamma = (1 - \alpha \cdot 2^{\gamma_0})^{r-1} + \alpha^r \cdot 2^\gamma, \]
and by computation
\begin{equation}
\varphi'(\alpha) = -r2^{\gamma_0}(1 - \alpha \cdot 2^{\gamma_0})^{r-1} + r2^\gamma \alpha^{r-1} = r2^\gamma \alpha^{r-1} \left(1 - 2^{\gamma_0 - \gamma} \left(\frac{1}{\alpha} - 2^{\gamma_0}\right)^{r-1}\right).
\end{equation}

Suppose first that \((p,q) \in F_1 \cup F_2\). Then, either \(r > 1\), or \(r = 1\) and \(\gamma_0 - \gamma > 0\). In either of these cases, using \((3.4)\) we see that there exists \(\delta > 0\) such that \(\varphi'(\alpha) < 0\) if \(\alpha \in (0, \delta)\). Therefore, for each \(\alpha \in (0, \delta)\) we have
\[ \|z(\alpha)\|_{\ell(p,q)}^q < \|z(0)\|_{\ell(p,q)}^q = 1.\]

Next, fix any \(\alpha_0 \in (0, \delta)\) such that \(1 - \alpha_0 \cdot 2^{\gamma_0} > \alpha_0\) or equivalently \(\alpha_0 < 1/(1 + 2^{\gamma_0})\). For \(\varepsilon > 0\), let \(x_1\) and \(x_2\) be defined by
\[ x_1^{q_0} = 1 - \alpha_0 \cdot 2^{\gamma_0}, \quad x_2^{q_0} = \alpha_0 + \varepsilon, \]
Therefore, if we choose \(\varepsilon > 0\) sufficiently small, then the preceding discussion shows that the sequences \(x\) and \(y\) corresponding to the vectors \(\bar{x} = (x_1, x_2)\) and \(\bar{y} = (1, 0)\) satisfy the required inequalities
\[ x \preceq y, \quad \|x\|_{\ell(p,q)} > \|y\|_{\ell(p,q)}, \quad \text{and} \quad \|x\|_{\ell(p,q)} < \|y\|_{\ell(p,q)}.\]

Assume now that \((p,q) \in F_3\). Then, we have
\begin{equation}
\varphi'(\alpha) = 0, \quad \text{and} \quad \gamma_0 - \gamma > 0.
\end{equation}
Using \((3.4)\) and a direct calculation, we find that the root \(\alpha_1\) of the equation \(\varphi'(\alpha) = 0\), is given by
\[ \alpha_1 = \frac{1}{2^{\gamma_0 - \gamma} + 2^{\gamma_0}}. \]
Moreover, from \((3.5)\) it follows that \(\varphi\) attains a strict maximum at \(\alpha_1\) and \(\frac{1}{2^{\gamma_0 - \gamma}} > 0\). Consequently,
\[ 1 - \alpha_1 \cdot 2^{\gamma_0} = 1 - \frac{2^{\gamma_0}}{2^{\gamma_0 - \gamma} + 2^{\gamma_0}} = \frac{2^{\gamma_0 - \gamma}}{2^{\gamma_0 - \gamma} + 2^{\gamma_0}} = 2^{\gamma_0 - \gamma} - \alpha_1 > \alpha_1. \]
Furthermore, if \(\alpha_2 := 1/(1 + 2^{\gamma_0})\), then \(\alpha_1 < \alpha_2 < 1\). Thus, setting
\[ x_1^{q_0} = x_2^{q_0} = \alpha_2 + \varepsilon, \quad y_1^{q_0} = 1 - \alpha_1 \cdot 2^{\gamma_0} \quad \text{and} \quad y_2^{q_0} = \alpha_1, \]
we see that selecting \(\varepsilon > 0\) sufficiently small, the sequences \(x\) and \(y\), corresponding to the vectors \(\bar{x} = (x_1, x_2)\) and \(\bar{y} = (y_1, y_2)\), satisfy the desired inequalities
\[ x \preceq y, \quad \|x\|_{\ell(p,q)} > \|y\|_{\ell(p,q)} \quad \text{and} \quad \|x\|_{\ell(p,q)} < \|y\|_{\ell(p,q)}.\]
This completes the proof of the proposition. \(\square\)

Remark 2. A result similar to Proposition 3 holds also for the \(N\)-dimensional spaces \(\ell_N(p,q), N \geq 2\), equipped with the quasi-norms
\[ \|x\|_{\ell_N(p,q)} := \left(\sum_{n=1}^{N} (x_n^*)^q \cdot n^{\frac{2}{p} - 1}\right)^{\frac{1}{q}}. \]
Precisely in the same way we can obtain the following counterpart of Theorem 4 (cf. Theorem 2).
Theorem 5. Let \( p_0, q_0 > 0 \), and let \( A \) and \( B \) be bounded compact operators on a complex separable Hilbert space \( H \) such that \( A \gtrsim B \) and \( \|A\|_{p_0,q_0} > \|B\|_{p_0,q_0} \) (resp. \( \|A\|_{p_0,q_0} > \|B\|_{p_0,q_0} \)). Let
\[
\Delta(p_0, q_0) := \{ (p, q) : p \geq p_0, q \geq q_0, q_0/p_0 \geq q/p \}.
\]
Then, the condition \( (p, q) \in \Delta(p_0, q_0) \) implies that
\[
\|A\|_{p,q} \geq \|B\|_{p,q} \quad \text{resp.} \quad \|A\|_{p,q} > \|B\|_{p,q}.
\]
Conversely, if \( (p, q) \notin \Delta(p_0, q_0) \), then there exist two-dimensional operators \( A \) and \( B \) such that
\[
A \gtrsim B, \quad \|A\|_{p_0,q_0} > \|B\|_{p_0,q_0} \quad \text{and} \quad \|A\|_{p,q} < \|B\|_{p,q}.
\]

4. Interpolation methods

For further background information we refer the reader to \([8, 7, 32] \) and \([30] \).

4.1. The real \( K \)-method. As we pointed out in the Introduction (cf. (1.14)), one of the possible equivalent formulations of the Hardy-Littlewood-Polya order can be written using the maximal averages of \( f \) and \( g \), i.e., the functions
\[
\int_0^t f^*(s) \, ds = K(t, f; L^1, L^\infty) \quad \text{and} \quad \int_0^t g^*(s) \, ds = K(t, g; L^1, L^\infty).
\]
More generally, we will consider majorization conditions associated to the \( K \)-functional of a given pair \( (X, Y) \) of compatible\(^7\) Banach (quasi-Banach) spaces. We define the Peetre \( K \)-functional for \( h \in X + Y, \ t > 0 \), by
\[
K(t, h; X, Y) = \inf \{ \|f_1\|_X + t \|f_2\|_Y : h = f_1 + f_2, f_1 \in X, f_2 \in Y \}, \quad t > 0.
\]
The \( K \)-functional itself provides an interpolation between \( X \) and \( Y \) that corresponds to the computations
\[
\lim_{t \to \infty} K(t, h; X, Y) = \|h\|_X, \quad \lim_{t \to 0} \frac{K(t, h; X, Y)}{t} = \|h\|_Y,
\]
which are valid whenever the spaces \( X \) and \( Y \) are Gagliardo complete with respect to the sum \( X + Y \) (see e.g. [7, p. 295-296]). This leads to the corresponding extended majorization of the Hardy-Littlewood-Polya type \( \succeq_{K(X,Y)} \) defined by
\[
f \succeq_{K(X,Y)} g \iff K(t, f; X, Y) \geq K(t, g; X, Y) \quad \text{for all} \quad t > 0,
\]
where the classical case corresponds to the pair \( (X, Y) = (L^1, L^\infty) \). Likewise, for \( t_1 > 0 \), we define
\[
f \succeq_{t_1 K(X,Y)} g \iff \begin{cases} K(t, f; X, Y) \geq K(t, g; X, Y) & \text{for} \ t < t_1, \\ K(t, f; X, Y) \leq K(t, g; X, Y) & \text{for} \ t \geq t_1. \end{cases}
\]
Recall that the Lions-Peetre interpolation spaces \( (X, Y)_{\theta,q} \), \( 0 < \theta < 1, \ 0 < q \leq \infty \), are defined by
\[
(X, Y)_{\theta,q} = \{ f : \|f\|_{(X,Y)_{\theta,q}} := \left\{ \int_0^\infty [t^{-\theta} K(t, f; X, Y)]^q \frac{dt}{t} \right\}^{1/q} < \infty \},
\]
with the usual modification when \( q = \infty \).

\(^7\)We shall say that a pair \( (X, Y) \) of Banach (or quasi-Banach) spaces is compatible if \( X \) and \( Y \) are both linearly and continuously embedded in some Hausdorff linear topological space. For example, if \( (X, Y) \) is an “ordered pair” (that is, e.g. \( Y \subset X \)), then the pair is obviously compatible.
The natural corresponding “extra” cancellation condition in this case corresponds to demand that for some \((\theta_0, q_0) \in (0, 1) \times (0, \infty)\) we have

\[ \|f\|_{(X,Y)_{\theta_0,q_0}} \geq \|g\|_{(X,Y)_{\theta_0,q_0}}. \]

In what follows when dealing with the \(K\)-functional of an element \(f\) and when the pair \((X,Y)\) is understood, we will simplify the notation and just write \(K(t,f)\).

**Theorem 6.** Let \(0 < \theta, \eta < 1, 0 < p < q < \infty\), satisfy the inequality \(q(1-\eta) \leq p(1-\theta)\). Let \((X,Y)\) be a Banach pair, \(f, g \in X + Y\). Suppose that there exists \(t_1 > 0\) such that

\[ (4.1) \]

Furthermore, from the inequality \(q(1-\eta) \leq p(1-\theta)\) it follows that \(\alpha \geq p(1-\theta)\), and hence \(\theta + \alpha/p \geq 1\).

\[ f \geq_{t_1} K(X,Y) g, \]

Then, from

\[ (4.2) \]

\(|g|_{(X,Y)_{\eta,p}} \leq |f|_{(X,Y)_{\eta,p}}\]

it follows that

\[ (4.3) \]

\(|g|_{(X,Y)_{\eta,q}} \leq |f|_{(X,Y)_{\eta,q}}\].

**Proof.** Suppose first that \(q = p\). Then, \(0 < \theta \leq \eta\). Let

\[ \phi_{f,g}(\eta) := t^{np}_1 \|f\|_{(X,Y)_{\eta,p}} - t^{np}_1 \|g\|_{(X,Y)_{\eta,p}}, \]

and compute

\[ \phi_{f,g}(\eta) - \phi_{f,g}(\theta) = \int_0^\infty (K(s,f)^p - K(s,g)^p) \left( \frac{s}{t_1} \right)^{-\eta} ds \]

\[ - \int_0^\infty (K(s,f)^p - K(s,g)^p) \left( \frac{s}{t_1} \right)^{-\theta} ds \]

\[ = \int_0^\infty (K(s,f)^p - K(s,g)^p) \left( \left( \frac{s}{t_1} \right)^{-\eta} - \left( \frac{s}{t_1} \right)^{-\theta} \right) ds. \]

Suppose that \(s \in (0, t_1)\). Then, \((s/t_1)^{-\eta}\) is an increasing function of \(\eta\), and \((s/t_1)^{-\eta} - (s/t_1)^{-\theta} \geq 0\) for \(\eta \geq \theta\). This fact combined with assumption \((4.1)\) yields that for \(s \in (0, t_1)\) we have

\[ (4.4) \]

\[(K(s,f)^p - K(s,g)^p) \cdot ((s/t_1)^{-\eta} - (s/t_1)^{-\theta}) \geq 0.\]

Similarly, if \(s \in (t_1, \infty)\) then \((s/t_1)^{-\eta}\) is a decreasing function of \(\eta\), and \((4.4)\) holds since now both factors are negative. Thus, it follows that

\[ \phi_{f,g}(\eta) - \phi_{f,g}(\theta) \geq 0. \]

In addition, by \((4.2)\), we have \(\phi_{f,g}(\theta) \geq 0\). Combining inequalities, we obtain that \(\phi_{f,g}(\eta) \geq 0\), which is equivalent to desired inequality \((4.3)\). This concludes the proof in the case when \(q = p\).

Let now \(q > p\). We will show that matters can be reduced to an application of Proposition 1 (a).

One can easily check that \(\eta + \alpha/q = \theta + \alpha/p\) for

\[ \alpha = \frac{(\eta - \theta) pq}{q - p} \]

Moreover, from the inequality \(q(1-\eta) \leq p(1-\theta)\) it follows that \(\alpha \geq p(1-\theta)\), and hence \(\theta + \alpha/p \geq 1\).
Let $h \in X + Y$. Define the function $u_h(t)$, for $t > 0$, by

$$u_h(t) := \frac{K(t, h)}{t^{\eta + \alpha/p}} = K(t, h).$$

Since $K(t, h)/t$ is a nonincreasing function in $t$ and $\eta + \alpha/q = \theta + \alpha/p \geq 1$, it follows that $u_h(t)$ is a decreasing function. By the definition of the Lions-Peetre interpolation spaces and the Lorentz $L(p, q)$-spaces (cf. (1.11)), we can write

$$\|h\|_{(X, Y)_{\eta, q}}^p = \int_0^\infty \left( \frac{K(t, h)}{t^{\theta + \alpha/p}} \right)^p t^{\alpha - 1} dt$$

and likewise,

$$\|h\|_{(X, Y)_{\eta, q}}^q = \|u_h\|_{(L(\eta, q))}^q.$$  

Moreover, hypothesis (4.1) yields

$$u_f(t) \leq u_f(t) \text{ if } t \leq t_1, \text{ and } u_g(t) \geq u_f(t) \text{ if } t > t_1.$$

Therefore, since $u_f(t)$ and $u_g(t)$ are decreasing functions, there exists $\tau_0 > 0$ such that

$$\lambda_{u_f}(\tau) \left\{ \begin{array}{ll}
\leq \lambda_{u_f}(\tau) & \text{for } \tau < \tau_0 \\
\geq \lambda_{u_g}(\tau) & \text{for } \tau > \tau_0.
\end{array} \right.$$

Moreover, from (4.2) we have $\|u_f\|_{L(\eta, q), p} \geq \|u_g\|_{L(\eta, q), p}$. Since $q > p$, we can apply Proposition 1(a), to obtain

$$\|f\|_{(X, Y)_{\eta, q}}^q = \|u_f\|_{(L(\eta, q), p)}^q \geq \|u_g\|_{(L(\eta, q), p)}^q = \|g\|_{(X, Y)_{\eta, q}}^q,$$

and the desired result follows. \hfill $\square$

In particular, if $(X, Y)$ is the pair $(L^1, L^\infty)$ we get

**Corollary 4.** Let $0 < \theta, \eta < 1$, $0 < p \leq q < \infty$, be so that $q(1 - \eta) \leq p(1 - \theta)$. Suppose that functions $f, g \in L^1 + L^\infty$ satisfy:

$$\int_0^t f^*(s) ds \left\{ \begin{array}{ll}
\geq \int_0^t g^*(s) ds & \text{for } t < t_1, \\
\leq \int_0^t g^*(s) ds & \text{for } t > t_1.
\end{array} \right.$$  

for some $t_1 > 0$, and

$$\|g\|_{(L^1, L^\infty)_{\eta, p}} \leq \|f\|_{(L^1, L^\infty)_{\eta, p}}.$$

Then,  

$$\|g\|_{(L^1, L^\infty)_{\eta, q}} \leq \|f\|_{(L^1, L^\infty)_{\eta, q}}.$$

**Remark 3.** Suppose $0 < \eta < 1$, $0 < q < \infty$ are arbitrary. It is well known (see e.g. [8, Theorem 5.2.1]) that $(L^1, L^\infty)_{\eta, q} = L(p, q)$ (with equivalence of norms), where $p = 1/(1 - \eta)$. Therefore, one can see that the result of the last corollary differs sharply from that of Theorem 2, where the spaces $L(p, q)$ are defined using the quasi-norms (1.10).
Remark 4. Let $a > 0$. Similar results hold also for the modified interpolation spaces $\langle X,Y \rangle_{\theta,q}$ defined by

$$\langle X,Y \rangle_{\theta,q} = \{ f : \| f \|_{\langle X,Y \rangle_{\theta,q}} := \left\{ \int_0^a [t^{-\theta}K(t,f;X,Y)]^q \frac{dt}{t} \right\}^{1/q} < \infty \}. $$

4.2. The $E$-method. Similarly we can formulate results of Nazarov-Podkorytov type in the context of the $E-$method of interpolation. In this section we give only a brief outline of this direction of research.

Recall that the distribution function and the non-increasing rearrangement are special instances of $E$-functionals for suitable pairs of function spaces. Indeed, let

$$E(t,f;L^\infty,L^0) = \inf_{\| h \|_{L^\infty} \leq t} \{ \| f - h \|_{L^0} \},$$

where $L^0$ denotes the set of all measurable functions $f$ with finite support, i.e., such that

$$\| f \|_{L^0} = \mu \{ x : f(x) \neq 0 \} < \infty.$$

Then, by a simple computation (cf. [8], [41]), we find

$$E(t,f;L^\infty,L^0) = \lambda_f(t).$$

Likewise, reversing the order of the spaces, we obtain the generalized inverse of $\lambda_f$, i.e. $f^*$:

$$E(t,f;L^0,L^\infty) = \inf_{\| h \|_{L^0} \leq t} \{ \| f - h \|_{L^\infty} \} = f^*(t).$$

At this point we see that the basic elements of the Nazarov-Podkorytov method for $L(p,q)$-spaces can be easily extended to general approximation spaces as follows. For a compatible pair of quasi-Banach spaces $(X,Y)$ we define the “error” functional $E(t,f;X,Y)$ by (cf. [8, Chapter 7])

$$E(t,f;X,Y) := \inf_{\| h \|_{X} \leq t} \{ \| f - h \|_{Y} \},$$

and the corresponding spaces using the quasi-norms given by (cf. [8, Chapter 7], [41])

$$\| f \|_{(X,Y)_{p,q;E}} = \left\{ \int_0^\infty (E(t,f;X,Y))^{q/p} d(t^q) \right\}^{1/q}, \quad 0 < p,q < \infty. $$

The Nazarov-Podkorytov type results for $(X,Y)_{p,q;E}$ spaces now follow *mutatis mutandis* by means of reformulating the assumption (1.5) in terms of $E-$functionals. This approach subsumes the results presented in the previous sections concerning $L(p,q)$-spaces and their non-commutative counterparts. We shall leave the details to the interested readers.

5. Going beyond $L^p$ inequalities: Majorization via $K-$functionals

As we have seen, $K-$functionals can be used to provide a far reaching extension of the classical theory of majorization. Here, we use further ideas from interpolation theory to establish Nazarov-Podkorytov type results using majorization with respect to some natural functionals appearing in this theory.

We have observed that the connection between majorization and interpolation is provided by the *exact* formula for the $K-$functional for the pair $(L^1,L^\infty)$ (see

---

8See Section 7.2.
(1.16)). However, $K$--functionals are generally known only up to constants. For example, the corresponding formula for the pair $(L^{p_0}, L^\infty)$, $p_0 > 1$, takes the form (cf. [8, Theorem 5.2.1])

$$K(t, f; L^{p_0}, L^\infty) \asymp \left( \int_0^t f^*(s)^{p_0} \, ds \right)^{1/p_0}, \quad t > 0,$$

where $\asymp$ indicates the existence of two-sided estimates with constants. This leads to the following definition:

$$f \geq_{p_0} g \iff \int_0^t f^*(s)^{p_0} \, ds \geq \int_0^t g^*(s)^{p_0} \, ds, \quad t > 0.$$

Let $f, g \in L^{p_0}$ satisfy condition (1.5) and suppose moreover that inequality $\|f\|_{p_0} \geq \|g\|_{p_0}$ holds. Then, by Lemma 1, we find that

$$\int_0^t f^*(s)^{p_0} \, ds \geq \int_0^t g^*(s)^{p_0} \, ds \text{ for all } t > 0. \tag{5.2}$$

Therefore, if $X$ is a rearrangement invariant space endowed with a norm of the form

$$\|h\|_X = \left\| \left( \int_0^{t^{p_0}} h^*(s)^{p_0} \, ds \right)^{1/p_0} \right\|_F, \tag{5.3}$$

where $F$ is a Banach lattice on $(0, \infty)$, it follows that (5.2) implies

$$\|f\|_X \geq \|g\|_X \tag{5.4}$$

(with the convention that $\|h\|_X = \infty$ if $h \not\in X$).

The spaces $X$ that can be normed by expressions of the form (5.3) are precisely characterized using interpolation theory. Indeed, since $(L^{p_0}, L^\infty)$ is a $K$-monotone or Calderón-Mityagin pair [34] (see also [42]), by a well-known result due to Brudnyi-Kruglyak [9, Theorem 4.4.5], all interpolation spaces between $L^{p_0}$ and $L^\infty$ admit a renorming of the form (5.3). This application of abstract interpolation gives an extension of the Nazarov-Podkorytov Lemma to interpolation spaces for the pair $(L^{p_0}, L^\infty)$, modulo an appropriate renorming. We now show that for a suitable class of interpolation spaces renorming is not necessary.

Let $1 < p < \infty$. A Banach lattice $E$ is said to be $p$-convex, if there exists a constant $C > 0$ such that, for all sequences $\{f_k\}_{k=1}^n \subset E$, we have

$$\left\| \left( \sum_{k=1}^n |f_k|^p \right)^{1/p} \right\|_E \leq C \left( \sum_{k=1}^n \|f_k\|_E^p \right)^{1/p}. \tag{5.5}$$

If the constant $C$ can be chosen to be 1, then we say that $E$ is exact $p$-convex. It is well known that every $p$-convex rearrangement invariant space is an interpolation space with respect to the pair $(L^p, L^\infty)$, $1 < p < \infty$ (cf. [22, Theorem 7.3]). Moreover, if $X$ is an exact $p$-convex rearrangement invariant space, then we can write $\|f\|_X = \|f|_Y^p |_Y^{1/p}$, where $Y$ is a rearrangement invariant space (see e.g. [32, 1.d]). Therefore, if $X$ is exact $p_0$-convex and (5.2) holds for some functions $f \in X$ and $g$, we achieve estimate (5.4) without renormings. In particular, this result contains the original Nazarov-Podkorytov Lemma since one can easily verify that $L^q$ is an exact $p$-convex rearrangement invariant space if and only if $q \geq p$.

Summarizing, we have obtained the following result.
Theorem 7. Let $1 \leq p < \infty$.

(i) Suppose $X$ is an interpolation space between $L^p$ and $L_\infty$. Then $X$ admits a renorming $\| \cdot \|_X'$ such that, if functions $f \in L^p$ and $g$ satisfy condition (1.5) and $\|f\|_p \geq \|g\|_p$, it follows that $\|f\|_X' \geq \|g\|_X'$.

(ii) If, moreover, $X$ is an exact $p$-convex rearrangement invariant space, then under the same assumptions we actually get $\|f\|_X \geq \|g\|_X$.

In particular, Theorem 7(ii) proves the extension of Ball’s integral inequality (1.1) stated in Theorem 1. Likewise, it is well known (see e.g. [24]) that an Orlicz space $L_M$ equipped with the Luxemburg norm (see (1.13)) is exact $p$-convex if and only if the function $M(u^{1/p})$, $u > 0$, is convex. This observation combined with Theorem 1 proves Corollary 1.

Remark 5. It is important to note here that the class of rearrangement invariant spaces that are interpolation spaces between $L^{p_0}$ and $L_\infty$ is much wider than the class of exact $p_0$-convex rearrangement invariant spaces. For example, the Lorentz space $L(p,1)$, with $p > p_0$, is an interpolation space between $L^{p_0}$ and $L_\infty$, that is not $r$-convex for any $r > 1$ (cf. e.g. [11] or [25]).

Remark 6. Going back to the results for $L(p,q)$-spaces obtained in Section 2, we note that, for every $p_0 > 1$, the set $A(p_0,p_0) = \{(p,q) : p \geq q \geq p_0\}$ consists precisely of the pairs of parameters $(p,q)$, for which the space $L(p,q)$ is exact $p$-convex (see [11] or [25]). Hence, on the one hand, we see that Corollary 3, which gives sufficient conditions under which a Nazarov-Podkorytov type result holds for $L(p,q)$-spaces, can be established in the special case when $p_0 = q_0$ also by applying Theorem 7(ii). On the other hand, Theorem 2, which asserts that these conditions are also necessary, shows that the assumption about the exact $p_0$-convexity of $X$ cannot be removed from Theorem 7(ii), even in the case of $L(p,q)$-spaces.

Moreover, recall that $L(p,q)$ is an interpolation space between $L^{p_0}$ and $L_\infty$ whenever $p > p_0$, $1 \leq q \leq \infty$, or $p = q = p_0$ (see e.g. [8, Theorem 5.2.1]). Therefore, if $p,q$ satisfy these conditions, by Theorem 7(i), there exists a rearrangement invariant norm $\| \cdot \|_{L(p,q)}'$ on $L(p,q)$, equivalent to the initial norm $\| \cdot \|_{L(p,q)}$, such that from the assumptions $f \in L^{p_0}$, $\|f\|_{p_0} \geq \|g\|_{p_0}$, and (1.5), it follows that $\|f\|_{L(p,q)} \geq \|g\|_{L(p,q)}'$.

6. AN EXTENSION OF NAZAROV-PODKORYTOV APPROACH TO REARRANGEMENT INVARIANT SPACES

Let us say that a pair of measurable functions $(f,g)$ satisfies the $NP$ condition (in brief, $(f,g) \in NP$) whenever condition (1.18) holds for some $t_0 > 0$. In Section 5, we have shown that if $(f,g) \in NP$ and, moreover, the inequality $\|f\|_p \geq \|g\|_p$ holds, then $\|f\|_Y \geq \|g\|_Y$ for every rearrangement invariant space $Y$ equipped with a norm of the form

$$\|f\|_Y = \left( \int_0^t f^*(s)^p \, ds \right)^{1/p},$$

where $F$ is a Banach function lattice on $(0, \infty)$. Furthermore, taking into account equivalence (5.1) and the fact that $(L^p, L_\infty)$ is a Calderón-Mityagin couple, we deduced that this class of spaces includes (up to equivalence of norms) all interpolation spaces with respect to the pair $(L^p, L_\infty)$. It is natural to ask: what happens when we replace $L^p$ by a rearrangement invariant space $X$?
We shall follow the analysis given in Section 5. Recall that the $K-$functional for the pair $(X, L^\infty)$ satisfies, modulo absolute constants of equivalence,

$$K(t, f; X, L^\infty) \asymp \|f^*(\cdot)\chi_{(0, \phi_X^{-1}(t))}(\cdot)\|_X, \quad t > 0,$$

where $\phi_X$ is the fundamental function of $X$, i.e., $\phi_X(t) := \|\chi_{(0, t)}\|_X$, and $\phi_X^{-1}(t)$ is its inverse function.\footnote{Without loss of generality, we can assume that $\phi_X$ is a strictly increasing function on $(0, \infty)$.} Let $\mathcal{X}$ be the class of all rearrangement invariant spaces $X$ such that for every $(f, g) \in NP$, with $\|f\|_X \geq \|g\|_X$, we can assert that

$$\|f^*(\cdot)\chi_{(0, s)}(\cdot)\|_X \geq \|g^*(\cdot)\chi_{(0, s)}(\cdot)\|_X, \quad \text{for all } s > 0. \quad (6.1)$$

If $X \in \mathcal{X}$, then for all $(f, g) \in NP$ such that $\|f\|_X \geq \|g\|_X$, we immediately see that

$$\|f\|_Y \geq \|g\|_Y$$

for any rearrangement invariant space $Y$ defined by

$$\|h\|_Y = \left\|\|h^*(\cdot)\chi_{(0, \phi_X^{-1}(t))}(\cdot)\|_X\|_F\right\| < \infty,$$

where $F$ is a Banach function lattice on $(0, \infty)$.

A complete characterization of the class $\mathcal{X}$ is an open problem. Here we shall content ourselves with presenting examples of familiar spaces that belong to the class $\mathcal{X}$, and others that do not.

We start with a positive result. Let $\varphi$ be an increasing concave function on $[0, \infty)$ such that $\lim_{t \to 0} \varphi(t) = 0$ and let $1 \leq r < \infty$. The Lorentz space $\Lambda_r(\varphi)$ consists of all measurable functions $f$ on $(0, \infty)$ such that

$$\|f\|_{\Lambda_r(\varphi)} := \left(\int_0^\infty f^*(t)^r d\varphi(t)\right)^{1/r} < \infty,$$

(cf. [33], [32, p. 121], [23]).

**Proposition 4.** Every Lorentz space $\Lambda_r(\varphi)$ belongs to the class $\mathcal{X}$. In particular, $L(p, q) \in \mathcal{X}$ if $1 < p < \infty$, $1 \leq q \leq p$.

**Proof.** To the contrary, let us suppose that for some $\varphi$ and $1 \leq r < \infty$, $\Lambda_r(\varphi) \notin \mathcal{X}$. Then, there exists a pair $(f, g) \in NP$ with $\|f\|_{\Lambda_r(\varphi)} \geq \|g\|_{\Lambda_r(\varphi)}$, such that (6.1) does not hold: i.e., there is $s_0 > 0$ such that

$$\|f^*(\cdot)\chi_{(0, s_0)}(\cdot)\|_{\Lambda_r(\varphi)} < \|g^*(\cdot)\chi_{(0, s_0)}(\cdot)\|_{\Lambda_r(\varphi)} \quad (6.2)$$

Let $t_0$ be the positive number associated with $(f, g) \in NP$, then we must have

$$\|f^*(\cdot)\chi_{(0, s)}(\cdot)\|_{\Lambda_r(\varphi)} \geq \|g^*(\cdot)\chi_{(0, s)}(\cdot)\|_{\Lambda_r(\varphi)}$$

if $s \leq t_0$. Hence, $s_0 > t_0$. Therefore, by (1.18), for $t > s_0$ we have $f^*(t) \leq g^*(t)$, which implies that

$$\int_{s_0}^\infty f^*(t)^r d\varphi(t) \leq \int_{s_0}^\infty g^*(t)^r d\varphi(t).$$
Thus, by (6.2),
\[ \|f\|_{\Lambda_r(\varphi)} = \int_0^{s_0} (f^*(t))^r \, d\varphi(t) + \int_{s_0}^{\infty} (f^*(t))^r \, d\varphi(t) \]
\[ = \|f^*(\cdot)\chi_{(0,s_0)}(\cdot)\|_{\Lambda_r(\varphi)}^r + \int_{s_0}^{\infty} (f^*(t))^r \, d\varphi(t) \]
\[ < \|g^*(\cdot)\chi_{(0,s_0)}(\cdot)\|_{\Lambda_r(\varphi)}^r + \int_{s_0}^{\infty} (g^*(t))^r \, d\varphi(t) = \|g\|_{\Lambda_r(\varphi)}^r, \]
a contradiction. Consequently $\Lambda_r(\varphi) \in \mathcal{X}$. The second part of the Proposition follows from the first since, for $1 < p < \infty$, $1 \leq q \leq p$, we have, with equality of norms, $L(p, q) = \Lambda_q(\varphi)$, where $\varphi(t) = t^{q/p}$.

Let $\varphi$ be an increasing concave function on $[0, \infty)$ such that $\lim_{t \to 0} \varphi(t) = 0$ and $\lim_{t \to \infty} \varphi(t) = \infty$. It is well known that (see e.g. [30, Theorem II.5.2]) $\Lambda_1(\varphi)^* = M(\varphi)$, where $M(\varphi)$ is the Marcinkiewicz space equipped with the norm
\[ \|f\|_{M(\varphi)} := \sup_{t > 0} \frac{1}{\varphi(t)} \int_0^t f^*(u) \, du. \]
In contrast to Proposition 4, we have the following negative result for Marcinkiewicz spaces.

**Proposition 5.** $M(\alpha) \notin \mathcal{X}$ for every $0 < \alpha < 1$.

We will need the following elementary lemma.

**Lemma 3.** For each $0 < \alpha < 1$ it holds
\[ 1 - 2^{-\alpha} < \alpha < 2(1 - 2^{-\alpha}). \]

**Proof.** For the left-hand side inequality, it suffices to observe that the function $F(\alpha) := \alpha - 1 + 2^{-\alpha}$ increases for $\alpha \geq 0$ and $F(0) = 0$.

To check the remaining inequality, introduce the function $G(\alpha) := 2(1 - 2^{-\alpha}) - \alpha$. Using calculus one can easily verify that $G$ has a strict maximum at a point $\alpha_0 \in (0, 1)$: it increases on $(0, \alpha_0)$ and decreases on $(\alpha_0, 1)$. Since $G(0) = G(1) = 0$, the desired result follows.

**Proof of Proposition 5.** Let $0 < \alpha < 1$, $\varphi(t) = t^\alpha$. Consider the pair of functions $(f, g)$ defined by
\[ f(t) = \chi_{(0,1)}(t) + t^{-\alpha} \chi_{[1,\infty)}(t) \quad \text{and} \quad g(t) = \chi_{(0,2)}(t) + t^{-\alpha} \chi_{[2,\infty)}(t), \quad t > 0. \]
It is readily verified that the pair $(f, g)$ satisfies the NP condition with $t_0 = 1$. To complete the proof we will show that $\|f\|_{M(\varphi)} = \|g\|_{M(\varphi)}$, but there exists $s > 0$ such that inequality (6.1) fails.

Observe that for $0 < t < 1$,
\[ \frac{\varphi(t)}{t} \int_0^t f(u) \, du = t^\alpha, \]
while for $t > 1$ we have
\begin{equation}
\frac{\varphi(t)}{t} \int_0^t f(u) \, du = t^{\alpha - 1} \left( 1 + \frac{1}{1-\alpha} (t^{1-\alpha} - 1) \right) = \frac{1}{1-\alpha} - \frac{\alpha t^{\alpha-1}}{1-\alpha}.
\end{equation}
Hence,
\[ \|f\|_{M(\varphi)} = \lim_{t \to \infty} \frac{\varphi(t)}{t} \int_0^t f(u) \, du = \frac{1}{1 - \alpha}. \]

Also from (6.3) we find
\[ \|f \chi_{(0,2)}\|_{M(\varphi)} = \frac{1}{1 - \alpha} (1 - \alpha 2^{\alpha-1}). \]

Similarly, for \(0 < t < 2\)
\[ \frac{\varphi(t)}{t} \int_0^t g(u) \, du = t^\alpha, \]
and, for \(t > 2\),
\[ \frac{\varphi(t)}{t} \int_0^t g(u) \, du = t^{\alpha-1} \left(2 + \frac{1}{1 - \alpha} (t^{1-\alpha} - 2^{1-\alpha})\right) = \frac{1}{1 - \alpha} - 2t^{\alpha-1} \left(\frac{2^{-\alpha}}{1 - \alpha} - 1\right). \]

By Lemma 3, \(\frac{1}{1 - \alpha} > 2^\alpha\) or equivalently \(\frac{2^{-\alpha}}{1 - \alpha} - 1 > 0\). Therefore,
\[ \|g\|_{M(\varphi)} = \lim_{t \to \infty} \frac{\varphi(t)}{t} \int_0^t g(u) \, du = \frac{1}{1 - \alpha}. \]

Also, applying Lemma 3 once again, we infer
\[ \|g \chi_{(0,2)}\|_{M(\varphi)} = 2^\alpha > \frac{1}{1 - \alpha} (1 - \alpha 2^{\alpha-1}). \]

Thus, \(\|f\|_{M(\varphi)} = \|g\|_{M(\varphi)}\) and
\[ \|f \chi_{(0,2)}\|_{M(\varphi)} < \|g \chi_{(0,2)}\|_{M(\varphi)}. \]

Consequently, \(M(\varphi) \notin \mathcal{X}\). \(\square\)

Our next result deals with Orlicz spaces.
An Orlicz function \(M\) on \([0, \infty)\) satisfies the \(\Delta_2\)-condition (briefly, \(M \in \Delta_2\)) whenever there exists a constant \(C > 0\) such that
\[ M(2u) \leq CM(u) \text{ for all } u > 0. \]

Let \(L_M\) be the Orlicz space \(L_M\) equipped with the Luxemburg norm defined by (1.13).

**Theorem 8.** Let \(M\) be an Orlicz function on \([0, \infty)\) such that \(M \in \Delta_2\). Suppose that the function
\[ \frac{M'(\varepsilon x)}{M'(x)} \text{ does not increase in } x \text{ on } (0, \infty) \text{ for each } \varepsilon \in (0,1). \]

Then, the Orlicz space \(L_M\) belongs to the class \(\mathcal{X}\).

**Proof.** Let \((f, g) \in NP\) for some \(t_0 > 0\) and, moreover, \(\|f\|_{L_M} \geq \|g\|_{L_M}\). Without loss of generality, we may assume that \(f\) and \(g\) are continuous on \((0, \infty)\) and \(\|f\|_{L_M} = 1\). Then, since \(M \in \Delta_2\), we have
\[ \int_0^\infty M(g^*(t)) \, dt \leq \int_0^\infty M(f^*(t)) \, dt \leq 1. \]

Suppose that \(L_M \notin \mathcal{X}\), then (cf. the proof of Proposition 4) we have
\[ \|f^*(\cdot) \chi_{(0,t)}(\cdot)\|_{L_M} < \|g^*(\cdot) \chi_{(0,t)}(\cdot)\|_{L_M}. \]
for some $s_0 > t_0$. Therefore, using once again that $M \in \Delta_2$, we can find $a > 1$ such that
\begin{equation}
\int_0^{s_0} M(a g^*(t)) \, dt > 1 \geq \int_0^{s_0} M(a f^*(t)) \, dt.
\end{equation}
Moreover, the same condition ensures that
\begin{equation}
\int_0^{s_0} M(a g^*(t)) \, dt < \infty.
\end{equation}
Thus, to prove the desired result, it suffices to show that the hypothesis (6.4) of the theorem implies that inequalities (1.18), (6.5) and (6.6) are inconsistent. To this end, we need only to prove that from the inequality
\begin{equation}
\int_0^{s_0} M(a g^*(t)) \, dt > \int_0^{s_0} M(a f^*(t)) \, dt,
\end{equation}
it follows that
\begin{equation}
\int_0^{s_0} M(g^*(t)) \, dt > \int_0^{s_0} M(f^*(t)) \, dt.
\end{equation}
Indeed, since $g^*(t) \geq f^*(t)$ for $t > s_0 > t_0$ (see (1.18)), the last inequality implies that
\begin{equation}
\int_0^{\infty} M(g^*(t)) \, dt > \int_0^{\infty} M(f^*(t)) \, dt,
\end{equation}
which contradicts inequality (6.5).

Observe that condition (1.18) holds as well for any scalar multiples of the functions $f^*$ and $g^*$. Therefore, denoting $a f^*$ and $a g^*$ by $F$ and $G$ respectively, it suffices to check that from the inequality
\begin{equation}
\int_0^{s_0} M(G(t)) \, dt > \int_0^{s_0} M(F(t)) \, dt
\end{equation}
it follows that
\begin{equation}
\int_0^{s_0} M(\varepsilon G(t)) \, dt > \int_0^{s_0} M(\varepsilon F(t)) \, dt
\end{equation}
for any $\varepsilon \in (0, 1)$.

Further, we may assume that $F(t) = G(t) = 0$ if $t > s_0$ (because the values of $F(t)$ and $G(t)$ for $t > s_0$ play no role in the inequalities (6.8) and (6.9)). Hence,
\begin{equation*}
\lim_{y \to 0} M(y)\lambda_F(y) = \lim_{y \to 0} M(y)\lambda_G(y) = 0.
\end{equation*}
Moreover, taking into account (6.6) and (6.7), we see that the functions $M(F)$ and $M(G)$ belong to the space $L^1(0, \infty)$, whence
\begin{equation*}
\lim_{t \to 0} \int_0^t M(F(s)) \, ds = \lim_{t \to 0} \int_0^t M(G(s)) \, ds = 0,
\end{equation*}
Therefore, since $M(F)$ and $M(G)$ are decreasing,
\begin{equation*}
\lim_{t \to 0} M(F(t)) t = \lim_{t \to 0} M(G(t)) t = 0,
\end{equation*}
and, passing to their distribution functions $\lambda_F$ and $\lambda_G$, we get
\begin{equation*}
\lim_{y \to \infty} M(y)\lambda_F(y) = \lim_{y \to \infty} M(y)\lambda_G(y) = 0.
Thus, setting \( \tau_0 := F(t_0) = G(t_0) \) (see (1.18)) and integrating by parts, we can rewrite (6.8) as follows:

\[
\int_0^{\tau_0} (\lambda_G(y) - \lambda_F(y)) M'(y) \, dy > \int_{\tau_0}^{\infty} (\lambda_F(y) - \lambda_G(y)) M'(y) \, dy
\]

(note that both integrands are nonnegative on their integration domains). Since for all functions \( h \), we have \( \lambda_{ch}(y) = \lambda_h(y/\varepsilon) \), the inequality (6.9) can be rewritten similarly:

\[
\int_0^{\tau_0} (\lambda_G(y) - \lambda_F(y)) M'(\varepsilon y) \, dy > \int_{\tau_0}^{\infty} (\lambda_F(y) - \lambda_G(y)) M'(\varepsilon y) \, dy.
\]

Then, by using (6.4) and (6.10), we get

\[
\int_0^{\tau_0} (\lambda_G(y) - \lambda_F(y)) M'(\varepsilon y) \, dy = \int_0^{\tau_0} (\lambda_G(y) - \lambda_F(y)) \frac{M'(\varepsilon y)}{M'(y)} M'(y) \, dy \\
\geq \frac{M'(\varepsilon \tau_0)}{M'(\tau_0)} \int_0^{\tau_0} (\lambda_G(y) - \lambda_F(y)) M'(y) \, dy \\
> \frac{M'(\varepsilon \tau_0)}{M'(\tau_0)} \int_{\tau_0}^{\infty} (\lambda_G(y) - \lambda_F(y)) M'(y) \, dy \\
\geq \int_{\tau_0}^{\infty} (\lambda_G(y) - \lambda_F(y)) \frac{M'(\varepsilon y)}{M'(y)} M'(y) \, dy \\
= \int_{\tau_0}^{\infty} (\lambda_G(y) - \lambda_F(y)) M'(\varepsilon y) \, dy,
\]

and (6.11) follows, completing the proof.

The function \( M(t) = t^p \), \( 1 \leq p < \infty \), is the simplest example of an Orlicz function that satisfies all conditions of Theorem 8. Indeed, for each \( \varepsilon > 0 \) we have

\[
\frac{M'(\varepsilon x)}{M'(x)} = \frac{p(\varepsilon x)^{p-1}}{p^{p-1}} = \varepsilon^{p-1},
\]

and hence (6.4) holds.

Let us now present some non-trivial examples of Orlicz functions which satisfy the conditions of Theorem 8.

**Example 1.** Let \( 0 < p < q \) and let \( N(u) = \max\{u^p, u^q\} \) for \( u \in [0, \infty) \). Therefore \( N(u) \) is positive and increasing on \((0, \infty)\), and

\[
M(x) := \int_0^x N(u) \, du = \begin{cases} 
\frac{x^{p+1}}{p+1} & \text{if } x \in [0, 1], \\
\frac{x^q}{q} + \frac{x^{p+1}}{p+1} & \text{if } x \in (1, \infty),
\end{cases}
\]

is an Orlicz function such that \( M \in \Delta_2 \). Moreover, for every \( \varepsilon \in (0, 1) \)

\[
\frac{M'(\varepsilon x)}{M'(x)} = \frac{N(\varepsilon x)}{N(x)} = \begin{cases} 
\varepsilon^p & \text{if } x \in (0, 1), \\
\varepsilon^{p+q-1} & \text{if } x \in [1, 1/\varepsilon], \\
\varepsilon^q & \text{if } x \in (1/\varepsilon, \infty)
\end{cases}
\]

is non-increasing on \((0, \infty)\). Therefore, \( M \) satisfies the conditions of Theorem 8, and therefore, \( L_M \in \mathcal{X} \).
Example 2. Let \( N(u) \) be defined on \([0, \infty)\) by
\[
N(u) = \begin{cases} 
  u & \text{if } u \in [0, 1], \\
  u^2 \ln(eu) & \text{if } u \in (1, \infty).
\end{cases}
\]
Then, \( N(u) \) is positive, and since
\[
N'(u) = \begin{cases} 
  1 & \text{if } u \in [0, 1], \\
  u(2 \ln(eu) - 1) \frac{\ln(eu)}{u^2} & \text{if } u \in (1, \infty),
\end{cases}
\]
we see that \( N(u) \) is increasing on \((1, \infty)\). It follows that,
\[
M(x) = \int_0^x N(u) \, du
\]
is an Orlicz function. One can easily verify that \( M(x) \) satisfies the \( \Delta_2 \)-condition. Indeed, for \( x > 1 \),
\[
M(2x) = M(x) + \int_x^{2x} N(u) \, du \leq M(x) + \frac{1}{\ln(ex)} \int_x^{2x} u^2 \, du = M(x) + \frac{7x^3}{3 \ln(ex)},
\]
and
\[
M(x) \geq \int_1^x N(u) \, du \geq \frac{1}{\ln(ex)} \int_1^x u^2 \, du = \frac{x^3 - 1}{3 \ln(ex)}.
\]
Consequently, there exists \( C > 0 \), such that for \( x \) sufficiently large we have \( M(2x) \leq CM(x) \). Since \( M(x) = \frac{x^2}{2}, \ x \in [0, 1], \) see that there exists \( C_1 > 0 \), such that \( M(x) \) for some \( C_1 > 0 \) and all \( x \in (0, \infty) \).

Next, for each \( \varepsilon \in (0, 1) \) the function
\[
\frac{M'(\varepsilon x)}{M'(x)} = \frac{N(\varepsilon x)}{N(x)} = \begin{cases} 
  \varepsilon & \text{if } x \in (0, 1), \\
  \varepsilon \frac{\ln(ex)}{\ln(\varepsilon ex)} & \text{if } x \in [1, 1/\varepsilon], \\
  \varepsilon^2 \frac{\ln(ex)}{\ln(\varepsilon ex) + \ln x} & \text{if } x \in (1/\varepsilon, \infty),
\end{cases}
\]
is nonincreasing on \((0, \infty)\). Then, by Theorem 8, the Orlicz space \( L_M \) belongs to the class \( \mathcal{X} \).

Example 3. Similarly, if we let
\[
N(u) = \begin{cases} 
  u \frac{\ln(eu)}{u^2} & \text{if } u \in [0, 1], \\
  u^2 & \text{if } u \in (1, \infty),
\end{cases}
\]
then the Orlicz function \( M \), defined by
\[
M(x) = \int_0^x N(u) \, du,
\]
satisfies the conditions of Theorem 8, and therefore \( L_M \in \mathcal{X} \).

7. Comparison of norms: differential inequalities and extrapolation

7.1. Introduction. As we have shown through this paper, the Nazarov-Podkorytov Lemma can be naturally placed in the context of the more general problem of comparing norms of elements that belong to an interpolation scale. Let \( \{X_\theta\}_{\theta \in (0, 1)} \) be an interpolation scale and let \( f, g \) be elements, for which we know, for example, that for some \( \theta_0 \in (0, 1) \)
\[
\|f\|_{X_{\theta_0}} = \|g\|_{X_{\theta_0}}.
\]
What other conditions do we need to impose in order to ascertain that there exists a constant $C$ (independent of $f$ and $g$) such that for some $\theta_1 \neq \theta_0$

$$\|g\|_{X_{\theta_1}} \leq C \|f\|_{X_{\theta_1}}?$$

As we have seen, in the case of real interpolation scales it is natural to formulate conditions on the underlying $K$- or $E$-functionals, which, in turn, are generalizations of the classical real analysis concepts of distribution functions and rearrangements, etc. Here, we indicate a different set of conditions to compare the norms of $f$ and $g$ which is based on comparing the derivatives of their norms as we move through the scale (i.e., as $\theta$ changes). In this fashion the comparison criteria that we formulate will be based on the fundamental theorem of calculus!

Moreover, as we will show, there are mechanisms to use these ideas to obtain estimates on the underlying $K$- and $E$-functionals themselves. Needless to say that to fully develop this topic falls outside the scope of the present work, but we feel it is important to indicate some basic results and their connection to the Nazarov-Podkorytov approach.

Indeed, taking derivatives of the norms appeared early on in the theory of Banach spaces. Of particular interest to us are computations that involve a scale of interpolation spaces. For example, in [35] it was shown that the $L^p$-norm is Frechet differentiable and its directional derivatives were computed.

**Example 4.** Let $\Omega$ be a probability space and let $g \in L^q(\Omega)$. Then for $p < q$, we have (cf. [35], [17, (2.6), page 1065])

$$\frac{d}{dp}(\|g\|_p) = \frac{1}{p} \|g\|_p^{1-p} \cdot \int_{\Omega} |g|^p \ln \frac{|g|}{\|g\|_p} ds.$$  

In this section we consider a method to compare norms in interpolation scales via differential inequalities. Related ideas but framed in a slightly different language appeared in some form already in [13] and [14] but at that time it was not clear what was the direction to take concerning applications and connections with other topics. We proceed to informally explain the simple underlying ideas. Let $\{X_\theta\}_{\theta \in (0,1)}$ be an ordered interpolation scale of Banach spaces in the sense that $X_1 \subset X_{\theta_1} \subset X_{\theta_0} \subset X_0$, when $0 < \theta_0 < \theta_1 < 1$. In particular, under this assumption, we have $\frac{d}{d\theta} \|\cdot\|_{X_{\theta}} \geq 0$, when it makes sense. Suppose that $0 < \theta_0 < \theta_1 < 1$ are fixed, and $f, g$ are elements that belong to $X_{\theta_i}$ such that

$$\|g\|_{X_{\theta_1}} \leq \|f\|_{X_{\theta_0}}.$$  

Our aim, just like in other parts of this paper, is to estimate $\|g\|_{X_{\theta_1}}$ in terms of $\|f\|_{X_{\theta_0}}$. Suppose that we can compare $\frac{d}{d\theta}(\|g\|_{X_{\theta}})$ with $\frac{d}{d\theta}(\|f\|_{X_{\theta}})$ as follows: There exists a constant $C > 0$ such that

$$\frac{d}{d\theta}(\|g\|_{X_{\theta}}) \leq C \frac{d}{d\theta}(\|f\|_{X_{\theta}}), \text{ for all } \theta_0 < \theta < \theta_1.$$
Then, using the Fundamental Theorem of Calculus, we find
\[
\|g\|_{X_{\theta_1}} - \|g\|_{X_{\theta_0}} = \int_{\theta_0}^{\theta_1} \frac{d}{d\theta}(\|g\|_{X_{\theta}}) \, ds
\]
\[
\leq C \int_{\theta_0}^{\theta_1} \frac{d}{d\theta}(\|f\|_{X_{\theta}}) \, ds
\]
\[
= C \left( \|f\|_{X_{\theta_1}} - \|f\|_{X_{\theta_0}} \right).
\]
Therefore, if \( C \geq 1 \), then in view of (7.2),
\[
\|g\|_{X_{\theta_1}} \leq C \|f\|_{X_{\theta_1}} + \left( \|g\|_{X_{\theta_0}} - C \|f\|_{X_{\theta_0}} \right) \leq 0 \leq C \|f\|_{X_{\theta_1}}.
\]
One can conceive the process of integrating differential inequalities we have described as an extrapolation result, where we obtain an end point result from a family of estimates. Indeed, for example, one could replace the constant \( C \) by a weight \( C(\theta) \) and apply the mechanisms of extrapolation theory (cf. [1], [2]) to obtain a more general family of such results.

In the next section we show a connection between norm comparisons, derivatives of norms, \( K \)-functionals and certain operators associated to their computation.

7.2. \( \Omega \) operators and derivatives of norms. Recall that we work with ordered pairs of Banach spaces \((X_0, X_1)\), that is, we assume that with continuous embedding,

\[
(7.3) \quad X_1 \subset X_0.
\]

In this setting sometimes it is convenient to renormalize the definition of the interpolation spaces. For \( \theta \in (0, 1), 1 \leq q \leq \infty \), we define (cf. [2] and references therein)

\[
(7.4) \quad [X_0, X_1]_{\theta, q} = \{ f \in X_0 : \|f\|_{[X_0, X_1]_{\theta, q}} = \left\{ \int_0^{1/2} [s^{-\theta} K(s, f; X_0, X_1)]^{1/q} \, ds \right\}^{1/q} \}
\]

with the usual modification when \( q = \infty \). The difference between the usual norm \( \|f\|_{(X_0, X_1)_{\theta, q}} \) and \( \|f\|_{[X_0, X_1]_{\theta, q}} \) is that in (7.4) the interval of integration is \((0, 1/2)\) rather than \((0, \infty)\). However, since we are under the regime (7.3) the \( K \)-functional becomes constant for \( t \) large enough (say \( t \) bigger than the norm of the embedding (7.3)) and therefore the classical and the modified norms\(^{10}\) are equivalent.

Associated with the computation of the \( K \)-, \( E \)-, \( J \)-functionals are certain operators that also play a rôle in the calculations below. We present a brief summary of the relevant definitions and results for the convenience of the reader.

Suppose that \( f \in X_0 \), and for each \( t \in (0, 1) \) select a decomposition

\[
f = a_0(t) + a_1(t), \quad a_i(t) \in X_i, \quad i = 0, 1,
\]

\(^{10}\)On the other hand, the modified spaces \([X_0, X_1]_{\theta, q}\) are useful to define limiting cases, e.g. \( \theta = 0 \), for which the usual norms can only be finite on the null element.
such that with constants of equivalence independent of $t$,

$$K(t, f; X_0, X_1) \asymp \|a_0(t)\|_{X_0} + t \|a_1(t)\|_{X_1}, \quad t \in (0, 1).$$

The $\Omega$ operator is defined (modulo bounded operators) by

$$\Omega f := \Omega_{(X_0, X_1)} f = \int_0^{1/2} a_0(s) \frac{ds}{s} - \int_{1/2}^1 a_1(s) \frac{ds}{s}.$$ 

Then, for any $t \in (0, 1/2)$

$$\Omega f = \int_0^t a_0(s) \frac{ds}{s} + \int_t^{1/2} a_0(s) \frac{ds}{s} - \int_{1/2}^1 a_1(s) \frac{ds}{s}
= \int_0^t a_0(s) \frac{ds}{s} + \int_t^{1/2} (a_0(s) + a_1(s)) \frac{ds}{s} - \int_t^1 a_1(s) \frac{ds}{s}
= \int_0^t \frac{a_0(s)}{s} \, ds - \int_t^1 \frac{a_1(s)}{s} \, ds - f \log 2t.$$

It follows that\footnote{Since by definition $\|a_0(s)\|_{X_0} \leq K(s, f),$ and $\|a_1(s)\|_{X_1} = \frac{2}{s} \|a_1(s)\|_{X_1} \leq \frac{K(s, f)}{s}.$}

$$K(t, \Omega f + f \log 2t) \leq \left\| \int_0^t a_0(s) \frac{ds}{s} \right\|_{X_0} + t \left\| \int_t^1 a_1(s) \frac{ds}{s} \right\|_{X_1}
\leq \int_0^t \|a_0(s)\|_{X_0} \frac{ds}{s} + t \int_t^1 \|a_1(s)\|_{X_1} \frac{ds}{s}
\leq \int_0^1 K(s, f) \min\{1, \frac{t}{s}\} \frac{ds}{s}.$$

In particular, if $T$ is a bounded operator, $T : X_i \to Y_i, i = 0, 1,$ then letting $[\Omega, T] f := T\Omega_{(X_0, X_1)} f - \Omega_{(Y_0, Y_1)} T f$ we have

$$K(t, [\Omega, T] f; Y_0, Y_1) \leq K(t, T(\Omega_{(X_0, X_1)} f - f \log 2t); Y_0, Y_1)
+ K(t, (\log 2t)T f - \Omega_{(Y_0, Y_1)} T f; Y_0, Y_1)
\leq \|T\| \int_0^1 K(s, f; X_0, X_1) \min\{1, \frac{t}{s}\} \frac{ds}{s}
\leq \|T\| S(K(\cdot, f; X_0, X_1))(t),$$

where $S$ is the Calderón operator defined by $S\phi(t) = \int_0^1 \phi(s) \min\{1, \frac{t}{s}\} \frac{ds}{s}.$ Consequently, if we let

$$\|\phi\|_{L^q_2} = \left\{ \int_0^1 [\phi(t)t^{-\theta}]^q \frac{dt}{t} \right\}^{1/q} < \infty, \quad 0 < \theta < 1, \quad 1 \leq q < \infty,$$

we can select $c(\theta, q)$ such that for all $\phi,$

$$\|S\phi\|_{L^q_2} \leq c(\theta, q) \|\phi\|_{L^q_2},$$

and we obtain

$$[\Omega, T] f \|_{Y_0, Y_1_{s, q}} \leq \|T\| c(\theta, q) \|f\|_{X_0, X_1_{s, q}}.$$
For some calculations it is preferable to use $E-$, $J-$functionals or some variants of these and $K-$functionals, for which corresponding versions of (7.5) also hold (cf. [21], [14]). For example, for the $E-$method, if $0 < \alpha < \infty$, $q > 0$ and

$$(X_0, X_1)_{\alpha, q; E} = \left\{ f : \|f\|_{(X_0, X_1)_{\alpha, q; E}} = \left\{ \int_0^\infty \left[ s^{\alpha} E(s, f, X_0, X_1) \right]^q \frac{ds}{s} \right\}^{1/q} < \infty, $$

for $\theta = 1/(\alpha + 1)$ we have (cf. [8, Theorem 7.1.7, page 178], [14])

$$\|f\|_{(X_0, X_1)_{\alpha, q; E}} = \|f\|_{(X_0, X_1)_{\theta, q; E}}^\theta.$$

To fix ideas we only consider the case $q = 1$ and let

$$\|f\|_{X_{\theta}} = \|f\|_{X_{\theta}; 1, 1}. $$

Then (cf. [13], [14])

$$\frac{d}{d\theta}(\|h\|_{X_{\theta}}) = \int_0^{1/2} \left[ s^{-\theta} \log \frac{1}{s} K(s, h; X_0, X_1) \right] \frac{ds}{s} \lesssim \|h\|_{X_{\theta}} + \|h\|_{X_{\theta}}.$$

In particular, conditions of the form

$$\frac{d}{d\theta}(\|g\|_{X_{\theta}}) \leq C \frac{d}{d\theta}(\|f\|_{X_{\theta}}) \text{ uniformly for all } \theta \in (\theta_0, \theta_1) \leqno(7.6)$$

are equivalent to

$$\int_0^{1/2} \left[ s^{-\theta} \log \frac{1}{s} K(s, g; X_0, X_1) \right] \frac{ds}{s} \leq \int_0^{1/2} \left[ s^{-\theta} \log \frac{1}{s} K(s, f; X_0, X_1) \right] \frac{ds}{s},$$

uniformly for all $\theta \in (\theta_0, \theta_1)$.

Consequently, we have a different way to formulate condition (7.6), which combined with an inequality of the form $\|g\|_{X_{\theta_0}} \leq C \|f\|_{X_{\theta_0}}$, allows to conclude that

$$\|g\|_{X_{\theta_1}} \leq C \|f\|_{X_{\theta_1}}.$$

By choosing suitable $E-$ or $J-$methods we can easily compute derivatives of more “complicated” norms, but again here we just wanted to present the basic ideas of the method.

8. Appendix

8.1. A simplified version of the Nazarov-Podkorytov Lemma. We prove an elementary result showing that inequalities of the type $\|f\|_p \geq \|g\|_p$, for $p$ sufficiently large, can be obtained under essentially weaker conditions than those imposed in the Nazarov-Podkorytov Lemma.

**Proposition 6.** Let $1 \leq p_0 < \infty$, $0 < t_0 < \infty$, and let $f, g$ be such that $f, g \in L^{p_0}$, $f^*(t_0) > g^*(t_0)$ and $f^*(t) \geq g^*(t)$ for all $0 < t < t_0$. Suppose that the set $\mathcal{P} := \{ p > 0 : |f|^p - |g|^p \in L^1(0, \infty) \}$ is unbounded. Then, for all $p \in \mathcal{P}$, that are large enough, we have

$$\int_0^\infty (|f(t)|^p - |g(t)|^p) dt > 0.$$
Proof. Suppose that \( h \in L^{p_0} \cap L^\infty \). Then, \( h \in L^p \) for all \( p \in [p_0, \infty) \). Let us prove that

\[
\lim_{p \to \infty} \|h\|_p = \|h\|_\infty.
\]

From the fact that \( h \in L^{p_0} \), it follows that for any \( \varepsilon > 0 \) there exists \( t_1 = t_1(\varepsilon) \) such that \( h^*(t) < \varepsilon \) for all \( t > t_1 \). Consequently, for \( p > p_0 \),

\[
\|h\|_p \leq \left( \int_0^{t_1} (h^*(s))^p ds \right)^{1/p} + \left( \int_{t_1}^{\infty} (h^*(s))^p ds \right)^{1/p}.
\]

\[
\leq \|h\|_\infty \cdot \left( t_1^{1/p} + \left( \int_{t_1}^{\infty} (h^*(s))^p \cdot \varepsilon^{p-p_0} ds \right)^{1/p} \right)
\]

\[
\leq \|h\|_\infty \cdot \left( t_1^{1/p} + \varepsilon^{p-p_0} \cdot \|h\|_{p_0}^{p_0/p} \right).
\]

Since the right-hand side of this inequality tends to \( \|h\|_\infty (1 + \varepsilon) \) as \( p \to \infty \), we get

\[
\limsup_{p \to \infty} \|h\|_p \leq \|h\|_\infty.
\]

From the fact that \( h \in L^\infty \), we can find \( t_2 > 0 \), such that \( h^*(t_2) > \|h\|_\infty - \varepsilon \). Hence,

\[
\|h\|_p \geq \left( \int_0^{t_2} (h^*(s))^p ds \right)^{1/p} \geq (\|h\|_\infty - \varepsilon) t_2^{1/p}.
\]

Therefore, passing to the limit as \( p \to \infty \), we arrive at the inequality

\[
\|h\|_p \geq \|h\|_\infty - \varepsilon.
\]

Thus,

\[
\liminf_{p \to \infty} \|h\|_p \geq \|h\|_\infty.
\]

Combining these inequalities, we establish (8.1).

Let \( p \in \mathcal{P} \). Combining in a familiar manner the fact that \( |f|^p - |g|^p \in L^1(0, \infty) \), and Fubini’s theorem (cf. the proof of Proposition 1), yields

\[
\int_0^\infty (|f(t)|^p - |g(t)|^p) \, dt = \int_0^\infty (f^*(t))^p - (g^*(t))^p \, dt.
\]

By [30, Theorem II.3.1] it follows that \( f^*(t)^p - g^*(t)^p \) belongs to \( L^1(0, \infty) \) together with \( |f(t)|^p - |g(t)|^p \), and by assumption,

\[
\int_0^{t_0} (f^*(s)^p - g^*(s)^p) \, ds \geq 0.
\]

Pick \( \varepsilon > 0 \) so that \( f^*(t_0) > g^*(t_0) + 2\varepsilon \), then applying (8.1) to the functions \( f^* \cdot \chi_{(t_0, \infty)} \) and \( g^* \cdot \chi_{(t_0, \infty)} \), we see that for all \( p \) large enough

\[
\|f^* \cdot \chi_{(t_0, \infty)}\|_p > f^*(t_0) - \varepsilon > g^*(t_0) + \varepsilon > \|g^* \cdot \chi_{(t_0, \infty)}\|_p.
\]

Therefore, by (8.2) and (8.3), for those values of \( p \in \mathcal{P} \) we have

\[
\int_0^\infty (|f(t)|^p - |g(t)|^p) \, dt = \int_0^{t_0} (f^*(t))^p - (g^*(t))^p \, dt + \int_{t_0}^\infty (f^*(t))^p - (g^*(t))^p \, dt
\]

\[
\geq \|f^* \cdot \chi_{(t_0, \infty)}\|_p^p - \|g^* \cdot \chi_{(t_0, \infty)}\|_p^p > 0.
\]
Remark 7. The conditions of Proposition 6 are weaker than those of the Nazarov-Podkorytov Lemma but do not allow to determine a value $p_0$ for which $\|f\|_p \geq \|g\|_p$ holds for $p \geq p_0$.

8.2. Modular inequalities of Nazarov-Podkorytov type and Karamata inequality. To conclude we show that there are close connections between the Nazarov-Podkorytov Lemma and the well-known classical Karamata inequality. More specifically, using the latter inequality, one can easily obtain rather general Nazarov-Podkorytov type results for modulars.

We recall a discrete version of Karamata’s inequality (see e.g. [26], [20], [6, Ch. I, §28]). Suppose that $x = (x_n)_{n=1}^{\infty}$, $y = (y_n)_{n=1}^{\infty}$ are two nonincreasing sequences of real numbers, and let $\Phi = \Phi(u)$ be an arbitrary nondecreasing convex function. Then, from

\[(8.4) \quad \sum_{j=1}^{k} x_j \geq \sum_{j=1}^{k} y_j, \quad \text{for all } k = 1, 2, \ldots\]

it follows that

\[\sum_{j=1}^{\infty} \Phi(x_j) \geq \sum_{j=1}^{\infty} \Phi(y_j).\]

It is now easy to see that the usual cancellation argument implies a rather general discrete Nazarov-Podkorytov type result for modulars. Recall (see Section 3), that if $x = (x_n)_{n=1}^{\infty}$ and $y = (y_n)_{n=1}^{\infty}$ are two sequences, we write $x \gtrless y$, whenever for some $n_0 \in \mathbb{N}$

$x_n^* \geq y_n^*$ if $n \leq n_0$ and $x_n^* \leq y_n^*$ if $n > n_0$.

Proposition 7. Suppose that $\Phi$ is a nondecreasing function and $\Psi$ is a nondecreasing and convex function on $[0, \infty)$. Then, for any sequences $x = (x_n)_{n=1}^{\infty}$ and $y = (y_n)_{n=1}^{\infty}$, which satisfy the conditions: $x \gtrless y$ and

\[\sum_{j=1}^{\infty} \Phi(|x_j|) \geq \sum_{j=1}^{\infty} \Phi(|y_j|),\]

we have

\[\sum_{j=1}^{\infty} \Psi(\Phi(|x_j|)) \geq \sum_{j=1}^{\infty} \Psi(\Phi(|y_j|)).\]

Proof. Since $\Phi$ is nondecreasing, the nonincreasing permutation of the sequence $(\Phi(|x_n|))_{n=1}^{\infty}$ (resp. $(\Phi(|y_n|))_{n=1}^{\infty}$) coincides with $(\Phi(x_n^*))_{n=1}^{\infty}$ (resp. $(\Phi(y_n^*))_{n=1}^{\infty}$). Proceeding as in Section 5 (see Lemma 1), it follows that these sequences satisfy a condition analogous to (8.4), i.e.,

\[\sum_{n=1}^{k} \Phi(x_n^*) \geq \sum_{n=1}^{k} \Phi(y_n^*) \quad \text{for all } k = 1, 2, \ldots\]

Therefore, applying Karamata’s inequality to the sequences $(\Phi(x_n^*))_{n=1}^{\infty}$, $(\Phi(y_n^*))_{n=1}^{\infty}$ and the function $\Psi$, we obtain the desired inequality.  \(\square\)

Karamata’s inequality can be also formulated for measurable functions defined on $(0, \infty)$ (see e.g. [20], [31], [6, Ch. I, §32]). As a consequence we obtain
Proposition 8. Suppose that $\Phi$ is a nondecreasing function and $\Psi$ is a nondecreasing and convex function on $[0, \infty)$. Then, for any pair of functions $f$ and $g$, which satisfy condition (1.18), for some $t_0 > 0$, and moreover, such that
\begin{equation}
\int_0^\infty \Phi(|f(t)|) \, dt \geq \int_0^\infty \Phi(|g(t)|) \, dt,
\end{equation}
we have
\begin{equation}
\int_0^\infty \Psi(\Phi(|f(t)|)) \, dt \geq \int_0^\infty \Psi(\Phi(|g(t)|)) \, dt.
\end{equation}

A special case of the previous proposition, i.e., letting $\Phi(u) = u^p$, $\Psi(u) = u^{q/p}$, $q > p > 0$ gives the Nazarov-Podkorytov Lemma.
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