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Abstract. Software-defined networks face not only traditional network security threats, but also new network security threats brought by centralized and programmable control planes. To address the above problems, this paper proposes a business chain design mechanism for security protection functions based on software-defined security, which constructs a security service function chain according to user requirements and also realizes security resource scheduling according to the load of hosts, and the security service function chain rules classify and redirect network flows to corresponding security devices sequentially in the form of OpenFlow flow tables to realize network traffic Dynamic control of network traffic. The test shows that this mechanism can effectively realize security service virtualization and provide flexible and dynamic security protection mechanism according to security service requirements.

1. Introduction

With the advent of the mobile Internet era, the rapid landing of cloud computing applications and the upcoming Internet of Things era, the Internet has long penetrated into various industry sectors and lives such as people's livelihood, transportation, healthcare, finance and education. The traditional network security service function chain has revealed more and more drawbacks[1], mainly in two aspects: on the one hand, it is coupled with the network topology, which makes deployment difficult and management control not easy; on the other hand, when the service function chain needs to be expanded or changed, the physical topology of the network needs to be changed and the configuration of the network equipment needs to be updated, which increases the investment of human and material resources and is not easy to operate and manage. Traditional security service function provisioning is increasingly difficult to adapt to the increasingly complex needs of virtualized network security protection. In order to solve the drawbacks of the traditional network security function service approach, it is urgent to study a new dynamic and flexible security service function chain mechanism with scalability.

The primary task is to address the redesign and deployment of network devices and security devices in the cloud computing environment, so that the new security service function chain has dynamic and flexible customizability[2]. The OpenFlow-based SDN technology emerged, which is based on Ethan[3] as a prototype of the network architecture and refers to the SANE[4] and 4D[5] architectures, separating the control logic layer from the data forwarding layer in the traditional network architecture, and programming the switching devices with standard programming interfaces through controllers with logical control at the control logic layer In the control logic layer, the controller with logical control programs the switching equipment with standard programming interface to realize the control of the data forwarding layer. The applications written on the controller according
to the security business logic requirements can flexibly and dynamically redirect the network data flow to each security function service node in turn to realize the forwarding behavior of the network, so as to achieve the purpose of network data flow detection and protection.

The SDN architecture, with its separation of the logical and physical planes, open API interfaces, and software-based programming, received widespread attention and was subsequently extended to other domains, resulting in a series of concepts such as software-defined storage and software-defined systems, and the application of these features of network evolution to the security domain, thus giving rise to the concept of software-defined security [6]. 2012 Gartner proposed the SDS architecture [7], in which the security logical control function is extracted from the traditional security architecture to form a security control plane and a security data plane, decoupling network security devices from their access and deployment methods, virtualizing security devices through NFV technology to form a security resource pool on the security data plane, and automating management on the security control plane through a software-defined The security data plane is virtualized to form a security resource pool through NFV technology, and the security control plane is managed automatically through a software-defined approach, ultimately realizing flexible and efficient development and deployment of security business requirements. In the virtual network environment, the realization of dynamic, flexible and on-demand security protection mechanisms requires consideration of the following points.

(1) How to achieve flexible deployment of resources without changing the existing network underlying physical connectivity and existing service configuration.

(2) Make full use of the virtualization characteristics of the network to achieve dynamic scheduling of security services.

(3) Build a logical security service function chain design and realize the mapping of logical security service function chain to physical forwarding path.

(4) Improving the efficiency of virtual security resource scheduling for security service function chains and improving network resource utilization. In summary, this paper will study the dynamic scheduling and deployment of security service function chains in virtual network environments based on the service function chain framework of SDS, mainly discussing the construction of security service function chains, scheduling of virtual security devices and traffic scheduling aspects to achieve a dynamic, on-demand security protection mechanism.

2. Background

2.1. Software Defined Networking
SDN architecture is proposed in a white paper [8] provided by ONF (Open Networking Foundation), which is a network architecture that separates the logical control plane from the data forwarding plane in the traditional network architecture. The logical control function of the control plane is realized by the controller, and the SDN switch realizes the data forwarding function of the data plane. This network architecture reduces the burden on the data plane by means of a logically centralized SDN controller and an open OpenFlow standard interface, and the controller realizes flexible and fast forwarding behaviour in a software-defined manner according to the business logic requirements, thus improving. The diagram of SDN network architecture is shown in Figure 1, which shows that the architecture of SDN can be divided into three layers from bottom to top: infrastructure layer, control layer, and application layer [9]. Infrastructure layer: it is at the bottom of the whole architecture and consists of physical or virtual switches, routers, and other network components, which can be managed and controlled by the SDN controller to realize the network forwarding and other functions in the data plane, and the network components can communicate with the controller through SSL secure connection channels. The OpenFlow protocol is the most common and standard protocol for communication and interaction between the controller and data plane devices. Control layer: the control layer consists of software-based SDN controllers, which provide network control management and monitor network forwarding functions, and provide programming interfaces for communication between controllers and network devices and between controllers and controllers. The application
layer consists of one or more end-user applications (security applications, visualization applications, etc.). The application layer interacts with the control layer through the application programming interface (i.e., the northbound interface), and users can realize customized management of application requirements through the northbound interface. This enables automation and intelligence of network control and management.

2.2. Software-Defined Security
The software-defined security architecture system decouples the control plane of security from the data plane, and the architecture is shown in Figure 2 and can be divided into three parts: a security resource pool to implement security functions, a software-defined security control platform, and a security application.

Security resource pool: through security capability abstraction and resource pooling, security devices are abstracted into a resource pool with security capabilities to provide basic security protection capabilities;
Security control layer: the security control platform provides programmable APIs for the security application layer in the north direction, provides pooled management of security device resources in the south direction, and adapts to different business management platforms in the east-west direction, such as infrastructure management platforms;

Security application Interface: located at the top layer of the architecture, pushing user-defined security requirements to the security control layer and changing the traditional offline transaction model.
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3.1. SDS-based security service function chain architecture
The SDS-based security service function chain architecture can be divided into four parts: a security application interface, a security resource pool that implements security functions, a software-defined security controller, and a software-defined SDN controller, as shown in Figure 3.

Security application interface: located at the top layer of the architecture, pushing user-defined security requirements to the security controller.

Security resource pool: consists of security protection devices and virtualized security protection devices, which are abstracted into a resource pool with security capabilities through security capability abstraction and resource pooling to provide basic security protection capabilities.

Security controller: the security controller interacts with security applications in the north direction for data and security requirements; the south direction provides management of registration and scheduling of basic security protection components; the west direction is docked with the SDN controller to generate the required logical topology and scheduling instructions for data flow; and

SDN Controller: Maintains the network-wide view, monitors the network-wide topology, and implements the function of network traffic redirection according to the flow instructions delivered by the security controller.

3.2. Security Resource Scheduler
Security resource pooling is provided by Security Fabric Manager Scheduler (SFMS), a security resource pooling management scheduler, to provide the virtual security appliance instance lifecycle operation interface, including: start instance, stop instance, restart instance, delete instance, and other operations. In terms of the business requirements of the security resource pool, the most important
business is to start the virtual security appliance for users. In order to make full use of the resources of the hosts in the security resource pool and improve load balancing, three resource metrics (memory, CPU and disk space) are considered in a comprehensive scheduling algorithm when starting the virtual security appliance.

Scheduling is divided into two steps: first, the nodes that do not meet the requirements are filtered out; then the remaining nodes are calculated and the optimal scheduling node is selected.

(1) Filter nodes: compare whether the free memory, CPU, and disk space of each host node is greater than the memory, CPU, and disk space occupied by the virtual security device to be started, and filter out the host node if one of the metrics does not meet the requirements.

(2) Calculation phase: Calculate the normalized utility value of the remaining host resource metrics.

1) $MEM_{max}$ denotes the maximum free memory value among the remaining hosts, $MEM_{min}$ denotes the minimum free memory value among the remaining hosts, and the memory normalized utility value $U_m$ is calculated for a host with free memory $X$ as shown in Equation (1).

$$U_m = \frac{(X - MEM_{min})}{(MEM_{max} - MEM_{min})}$$  \hspace{1cm} (1)

2) $CPU_{max}$ denotes the maximum number of idle CPUs in the remaining hosts, $CPU_{min}$ denotes the minimum number of idle CPUs in the remaining hosts, and the CPU normalized utility value $U_c$ for a host with $Y$ idle CPUs is calculated as shown in Equation (2).

$$U_c = \frac{(Y - CPU_{min})}{(CPU_{max} - CPU_{min})}$$  \hspace{1cm} (2)

3) $DISK_{max}$ denotes the maximum free disk space value among the remaining hosts, and $DISK_{min}$ denotes the minimum free disk space value among the remaining hosts. The normalized utility value $U_d$ of the disk space of a host with free disk space $Z$ is calculated by Equation (3).

$$U_d = \frac{(Z - DISK_{min})}{(DISK_{max} - DISK_{min})}$$  \hspace{1cm} (3)

4) The utility value of the combined three resource metrics, the combined utility value $U$ of the host node is calculated as shown in Equation (4).

$$U = U_m W_1 + U_c W_2 + U_d W_3$$  \hspace{1cm} (4)

Where $W_1$, $W_2$, and $W_3$ represent the corresponding weights of the three resource metrics (memory, CPU and disk space) and $W_1 + W_2 + W_3 = 1$. The node with the largest $U$ value is the optimal scheduling node to be selected.

4. Experiment and Conclusion

In order to verify the flexibility and effectiveness of the software-defined security-based service function chain for security protection in the virtual environment proposed in this paper, a topology was built on the physical server with SSFC1, with the SDN controller (OpenDayLight) and security controller activated in the topmost virtual machine in the figure, Classifier, SFF1, and SFF2 as OpenvSwitch switches, VSD1 and VSD2 as virtual security appliances Firewall and IPS respectively. Classifier, SFF1, and SFF2 are OpenvSwitch switches, and VSD1 and VSD2 are virtual security devices Firewall and IPS respectively. H1 communicates with H2, requiring the communication process to pass through the virtual security device VSD1 (Firewall), VSD2 (IPS) in turn, the IP address to be configured for the virtual security device VSD1 (Firewall) is 192.168.1.30, and the IP address to be configured for the virtual security device VSD2 (IPS) is 192.168.1.30. VSD2 (IPS) will be configured with an IP address of 192.168.1.40.
The running environment and configuration of the experiment are shown in Table 4. There are five virtual machines, two of which are virtual security appliances VSDs, one running OpenDayLight (ODL) controller and security controller, and the ODL controller is connected to three virtual switches (OpenvSwitch) of Classifier/SFF1/SFF2; the other two are simulated as virtual machines for two users.

After enabling the controller and requesting a security service function chain, it was verified by (1) that the virtual security devices VSD1 (Firewall) and VSD2 (IPS) were up. Then, the communication from the H1 end of the network to the H2 end was tested to be connected using the ping command; then, the flow tables in the virtual switches Classifier, SFF1, and SFF2 were viewed to analyze the flow of data and to determine the change of data in the messages by capturing packets.

The flow direction of the data stream from H1 to H2 is shown in the steps 1 to 6 in Figure 4, and the experimental data are as follows.

Step 1: The packet from H1 arrives at Classifier, the packet is encapsulated with NSH and exits from port 2. The flow table is as follows.

Step 2: The data stream reaches SFF1 and matches the following flow table, nsp=44, nsi=255, destination address=192.168.1.30, out from port 1.

Step 3: VSD1 processes the packet, nsp=44, nsi=254, and then forwards the data packet to SFF1.

Step 4: The data packet matches the following flow table, nsp=44, nsi=254, out of port 1.

Step 5: The data packet matches the following flow table, nsp=44, nsi=254, destination address=192.168.1.40, out from port 1.

Step 6: VSD2 processes the packet, nsp=44, nsi=253, and then forwards the data packet to SFF2.
The design of the service function chain based on software-defined security is proven feasible through experiments. In the virtual network environment, the data flow is made to pass through each virtual security device in an orderly sequence according to the user's security requirements, and the dynamic control of network traffic is realized.
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