Planning of Distributed Energy Storage Systems in μGrids Accounting for Voltage Dips
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Abstract: This paper deals with the optimal planning of the electrical energy storage systems in the microgrids aimed at cost minimization. The optimization accounts for the compensation of the voltage dips performed by the energy storage systems. A multi-step procedure, at the first step, identifies a set of candidate buses where the installation of a storage device produces the maximum benefit in terms of dip compensation; then, the life cycle costs in correspondence of different alternatives in terms of size and location of the storage systems are evaluated by considering an optimized use of the energy storage systems. The simulations on a medium voltage microgrid allowed validating the effectiveness of the proposed procedure.
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1. Introduction

The role of the systems for storing the electrical energy is gaining more and more importance in the frame of modern power systems. This is thanks to the electrical energy storage systems’ (EESSs) ability to provide a number of benefits across multiple levels [1–3]. Focusing on the distribution level of electrical energy systems, the EESSs’ benefits are mainly related to the compensation action of the intermittent effects of renewable power sources and to the support to the operation of the network by providing services aimed at regulating voltage levels, at reducing losses, and deferring the investment on the distribution system [4–6]. End-users can also benefit from EESSs through reduction of the cost for the energy purchased as well as for the improvement of power quality (PQ) and reliability [7].

The convenience of the installation of the EESSs is still a critical issue and is strictly related to the number of benefits that can be achieved contemporaneously from their installation [8]. In the case of the microgrids (μGs), cost reduction and PQ improvement are matters of particular interest for both grid operators and end-users.

Cost reduction refers to the ability of the μG owner to increase the share of power produced from renewables inside the μG thus reducing the cost sustained for the imported power, as well as to increase the system efficiency and reduce the network losses. PQ improvement refers to possibility of reducing the level of the PQ disturbances at least up to the ranges admissible for the loads fed by the μG. The typical characteristics of a μG make the objective of the PQ improvement more difficult to attain than in the traditional distribution systems. The network structure, the lengths of the lines, the installed powers and the levels of short circuit power jointly contribute to limiting the PQ robustness of a μG, defined as its intrinsic capacity to maintain assigned disturbance levels when the external conditions change [9,10]. The improvement of the performance of a μG in terms of voltage dips, one of the most critical PQ disturbances, represents an attractive challenge for different reasons. First of
all, the voltage dips are the disturbances with serious consequences on processes and activities that
could evolve in higher sustained costs. Secondly, these costs are important not only for the industrial
users, for which are certainly the most critical [11], but also for commercial and service activities. Loss
of production, damages to equipment, halt of processes and data losses are some of the effects of
voltage dips, which unavoidably evolve into significant financial losses [12]. Further, the detrimental
effects of voltage dips can regard also residential customers, which can suffer for uncomfortable supply
service. Also, in the frame of smart grids, most of the new smart technologies are based on electronic
devices and control systems, which are particularly sensitive. Finally, it is worth emphasizing that the
importance of the improvement of the voltage dip performance is also proved by the fact that most of
the regulations on the quality of voltage by the national authorities in Europe started with actions on
voltage dips, even if only with wide measurement campaigns like in Italy [13].

In this context, where assuring high voltage dips performance is a primary issue, a possible
solution could be given by installing a number of EESSs in the µG, able to fast respond to the occurrence
of voltage dips. Clearly, the installation of EESSs is not without drawbacks, particularly those related to
the cost of this technology. Thus, EESSs need to be optimally sized by maximizing their benefits while
minimizing costs and need to be installed in those nodes considered strategical for the maximization
of their value in terms of dip compensation.

In the relevant literature, great effort has been paid to the optimal planning of EESSs in µGs with
the objective of the cost reduction. Optimal planning of EESSs in the distribution grids is proposed
in [6], based on the minimization of the investment and operation costs. In [14], a planning procedure
is proposed, which takes into account the minimization of the cost of energy imported from the
external grid while considering voltage support and minimization of network losses. The problem
of the optimal siting and sizing of EESSs in µGs is faced in [15] through the minimization of both
installation and operation costs, as well as power losses. Minimization of investment and operation
costs in distribution networks is considered in the planning tool proposed in [16], which accounts
for constraints on bus voltages. Costs of both power losses and EESS‘ operation are included in the
analytical planning tool presented in [17]. In [18], the optimal allocation of EESSs in distribution
networks is performed on the basis of a tradeoff among investment and operation costs, technical
constraints and network losses. A planning tool is proposed in [19] aimed at the minimization of
installation and operation costs while accounting for the network technical constraints in the presence
of uncertainties. The mitigation of voltage dips thanks to the installation of the storage devices is
analyzed in [20], where a cost-benefit analysis is proposed. To the best of our knowledge, approaches
that include the benefits related to voltage dip compensation within the EESS planning has never been
proposed in the current technical literature.

In this paper, a minimum cost strategy for the planning of EESSs in a µG is proposed where
the cost is avoided thanks to the voltage dip compensation being taken into account. At this aim,
the optimal siting and sizing of EESSs in the µG is formulated in terms of a multi-period, non-linear,
constrained optimization problem. A multi-step approach is proposed based on the identification
of a limited set of candidate buses among the most exposed to the voltage dips. An optimization
tool is used to identify the total cost related to the possible design alternatives (size and location of
EESSs). The selection of the candidate buses allows optimizing EESSs’ installation while reducing
computational complexity. The reduced computational burden allows analyzing all the possible design
alternatives and choosing the optimal solution as the one corresponding to the maximum benefit.
Compared to the existing technical literature, the main contribution of this paper in terms of novelty
refers to the inclusion of the voltage dips’ cost in the planning of EESSs in µGs.

The paper is organized as follows. The problem formulation of the proposed planning method is
reported in Section 2. In Section 3, the method used to identify the set of candidate buses is described.
Section 4 reports the optimization tool used to derive the total cost of the planning solutions. Some
results related to the application of the proposed method to a case study based on an MV test system
are summarized and discussed in Section 5. Our conclusions are drawn in Section 5 together with some comments on future research work.

2. Problem Formulation

The planning problem refers to a three-phase, MV, balanced, μG including residential, industrial and commercial loads. The μG is connected to an upstream grid through the Point of Common Coupling (PCC). The distributed resources including Distributed Generation (DG) units and EESSs are connected to the μG through power converters, and are supposed to be owned by the μG operator.

The contribution of both the DG units and EESSs is the provision of active power to supply part of the loads and, reactive power to support the μG operation. The active power profile of the EESSs (that is, their charging/discharging profile), and the reactive power of both DG units and EESSs are determined on the basis of a minimum cost strategy. More specifically, the strategy is aimed at minimizing the cost sustained by the μG operator for the energy imported from the upstream grid. The size and location of the DG units are assigned whereas, the size and location of the EESSs are identified according to the proposed planning problem based on the minimization, a total cost function. The total cost function includes the installation cost of the EESSs, the operation cost of the μG, and the benefit derived from the voltage dip compensation over the whole planning period.

The planning problem is developed in four steps, as shown in the flow chart in Figure 1. The first step refers to the selection of the candidate nodes, chosen as those resulting among the most vulnerable in terms of exposure to the voltage dips. For this reason, these nodes correspond to the sites of the installation of the EES units with the preferred performance in terms of dip compensation. The procedure for the selection is presented in Section 4.

![Figure 1. Flow chart of the proposed planning procedure.](image)

The second step refers to the identification of all the possible configurations in terms of size and location for the EESS installation (limiting the installation only to the set of nodes derived from the Step 1). For each of the possible configurations (planning alternatives), the total cost sustained by the μG owner is evaluated according to the procedure detailed in the Section 5 (third step).

Finally, in the fourth step, the best planning alternative is selected as that corresponding to the maximum benefit (BF) derived by the installation of the EESSs. This BF can be evaluated for each
alternative by comparing the total cost sustained by the $\mu G$’s owner in absence of the EESSs ($C_{\text{no EESS}}^T$) and that resulting when the EESSs are installed ($C_{\text{ESS}}^T$):

$$BF(A_i) = C_{\text{no EESS}}^T(A_i) - C_{\text{ESS}}^T(A_i) \quad i = 1 \ldots N_A$$

where $N_A$ is the number of the design alternatives. The total cost evaluated when the EESSs are installed includes the reduction of the cost item related to the voltage dips and of that related to the grid operation thanks to the price arbitrage.

3. Identification of the Set of Buses Most Exposed to the Voltage Dips

A fault in a node can cause a voltage dip in one or more nodes of the electrical network in function of several parameters that determine the electrical power system response to a short circuit. These parameters are linked to the structural characteristics of the network and to the features of the installed components. Examples of such “hardware characteristics” of the electrical system are the network configuration, the installed generator powers, and the size, length and type of the lines.

The numbers of the voltage dips or their frequency in a time horizon, usually one year, is instead linked to the frequency of the causes, the short circuits, which originated them.

The choice of the candidate nodes where the $\mu G$ operator can place a compensating unit of the voltage dips has been made according to the hardware characteristics of the network that constitutes the $\mu G$. In particular, the set of candidate nodes are those nodes that mostly experience the voltage dips whose residual voltage is below a critical value, $V_{cr}$, regardless the frequency of the faults which originated these voltage dips.

This choice allows ascertaining the sensitiveness of the nodes directly to the effects of the short circuits in any node of the network in terms of voltage dips linked to the characteristics of the network and of the installed components. Consequently, for any possible configuration of the network (radial, meshed, ring) the set of the candidate nodes is different for the same $V_{cr}$.

Inside a $\mu G$, the figure $V_{cr}$ represents the limit value of vulnerability of the loads supplied by the system, that is the minimum value below which the equipment experiences a trip, the most critical effect of a voltage dip.

Theoretically, the value of $V_{cr}$ should vary in function of the specific load fed at every node of the $\mu G$. However, a more realistic scenario in a planning stage allows accounting for the vulnerability limits of classes of equipment, as indicated by the International Standards IEC [21]. In the case of equipment supplied by the $\mu G$ are of Class II or Class III, $V_{cr}$ corresponds to the limit value of 70% or 40% of the declared voltage, respectively, for the voltage dips lasting up to 200 ms.

Summarizing, for every possible configuration of the $\mu G$ network, the set of candidate busses for the installation of a compensating units is the set of busses which experience the largest number of voltage dips whose residual voltage is below $V_{cr}$, regardless the frequency of the faults which caused these voltage dips.

The Fault Position Method (FPM) is the most effective tool for the selection of the candidate bus set in the given assumptions.

In fact, for a system with $N$ nodes the FPM allows obtaining the $(N \times N)$ matrix of the during fault voltages in any node for short circuit in every node, $[\mathbf{V}_{df}]$, by means of the following equation for a three-phase fault in every node of the system:

$$[\mathbf{V}_{df}] = [\mathbf{E}_{pf}] - [\mathbf{Z}_{SC}] (\text{diag}[\mathbf{Z}_{SC}])^{-1} \text{diag}[\mathbf{E}_{pf}]$$

(2)
where \( Z_{SC} \) is the nodal short circuit impedance matrix, \( E_{pf} \) is the pre-fault voltage matrix and \( (\text{diag}(Z_{SC}))^{-1} \) is the matrix formed by the inverse of the diagonal elements of the short circuit impedance matrix. If the pre-fault voltages are assumed to be 1 p.u., relation (2) can be written as:

\[
[V_{df}] = [\text{ones}] - [Z_{SC}] (\text{diag}(Z_{SC}))^{-1} \text{diag}[\text{ones}]
\]

where \([\text{ones}]\) is a matrix full of ones and such that dimension is equal to the dimension of \([Z_{SC}]\).

Any element \( V_{ik} \) of \([V_{df}]\) with magnitude less than 0.9 p.u. represents a voltage dip in the node \( i \) caused by a three-phase short circuit in the node \( k \). For different types of short circuits, similar equations can be drawn [22].

For every network configuration of the \( \mu G \) with \( N \) nodes, starting from the matrix \([V_{df}]\) obtained by the FPM, the set of candidate busses is chosen as constituted by the \( m \) nodes such that:

\[
|V_{ik}| \leq V_{cr}, \quad i = 1, \ldots, m \text{ and } k = 1, \ldots, N.
\]

As mentioned above, the value of \( V_{cr} \) in the equation (4) is chosen from the Standard (e.g., [23]).

### 4. Total Cost Evaluation

For each alternative, the total costs, \( C_T \), related to the inclusion of the EESSs in the \( \mu G \) is given by the sum of the cost of installation, \( C_{inst} \), and replacement, \( C_{rep} \), of the EESSs, the operation costs of the \( \mu G \), \( C_{op} \), and the cost due to voltage dips.

\[
C_T(A_i) = C_{inst}(A_i) + C_{rep}(A_i) + C_{op}(A_i) + C_{vd}(A_i)
\]

All the cost items refer to the whole planning period and are detailed in the following sub-sections. In (5), maintenance cost can be also added as a percentage of the installation cost. For ease of notation, in the following equations, the reference to alternative \( A_i \) is omitted.

#### 4.1. Installation Cost

The installation cost includes both the cost of the battery and the cost of the power converter interfacing the storage device to the grid. The cost of the battery depends on the energy capacity, whereas the cost of the power converter is related to the rated power. In case of EESSs, the rated energy and power are linked through the nominal C-rate. Then, a unitary installation cost can be provided once the nominal C-rate has been specified. In this case, the installation cost of the EESSs is given by the product of the capacity unitary installation cost, \( IC_{EESS} \), and the battery size. Obviously, the former depends on the considered battery technology and the latter refers to the specific design alternative. The installation cost is then given by:

\[
C_{inst} = \sum_{i=1}^{nb} IC_{EESS} E_{size_{EESS_i}}
\]

where \( nb \) is the number of installed EESSs and \( E_{size_{EESS_i}} \) is the size of the \( i \)th EESS.

#### 4.2. Replacement Cost

Based on the expected battery lifetime, which is given in terms of number of charging/discharging cycles—and that depends on the battery’s stress factors, the replacement of the device could be necessary during the considered planning period. The replacement cost is given by:
\[ C_{\text{rep}} = \sum_{i=1}^{n_b} r_i R_{C_\text{ESS}} E_{\text{ESS}}^{\text{size}} \]  

where \( R_{C_\text{ESS}} \) is the unitary cost for the battery replacement, and \( r_i \) indicates the number of times the \( i \)th battery needs to be replaced. To evaluate \( r_i \), the battery’s lifetime duration must be evaluated and compared to the planning period. The battery’s lifetime, in years, \( (L_b) \) can be evaluated based on the lifecycle (i.e., life expressed in terms of number of charging/discharging cycles), \( N_{\text{cycles}} \), and on the number of cycles per day, \( n_{\text{cycles},d} \):

\[ L_b = \frac{N_{\text{cycles}}}{365 n_{\text{cycles},d}} \]  

\( N_{\text{cycles}} \) represents the total number of cycles the battery can be used before the replacement; it strictly depends on the battery technology and on the way stress factors act \([24,25]\). Its value is provided by the battery manufacturer, and it is related to specified operation conditions, such as ambient temperature and depth of discharge (DoD). The value of \( n_{\text{cycles},d} \) depends on the way the battery is operated, which depends on the operation strategy.

### 4.3. Operation Cost

The operation cost of the \( \mu G \) refers to the cost of the energy imported from the upstream grid. It is supposed that the \( \mu G \) is not able to sell energy to the upstream grid. The cost of the energy imported implies the evaluation of the overall costs:

- sustained by the \( \mu G \)’s owner to (i) supply the loads, (ii) charge the EESSs, (iii) compensate for the power losses;
- avoided thanks to the EESS discharged energy.

The planning time horizon includes \( n_y \) years, each represented by \( n_{d_y} \) typical days. Forecasted daily profiles of the power requested by the loads, of the power delivered by the distributed generation, and those of the energy price are known for each typical day of the first year. These profiles are known with reference to all the \( n_t \) time intervals—of duration \( \Delta t \)—in which each day is divided. The corresponding profiles for the subsequent years are evaluated based on a specified yearly growth. The operation cost for the whole planning period is then provided by the net present value of the sum of the costs sustained at each typical day:

\[ C_{\text{op}} = \sum_{y=1}^{n_y} \sum_{d=1}^{n_{d_y}} N_{y,d} \sum_{k=1}^{n_t} \left( P_{1,k(y,d),\Delta t} \right) \left( P_{k(y,d)} \right) \]  

where \( a \) is the discount rate, \( N_{y,d} \) is the number of days represented by the \( d \)th typical day in the year \( y \), \( P_{1,k(y,d),\Delta t} \) and \( P_{k(y,d)} \) are the power imported from the upstream network and the energy price, respectively, at the \( k \)th time interval of the \( d \)th typical day of the year \( y \).

In order to evaluate the power imported from the upstream grid, \( P_{1,k(y,d),\Delta t} \), a minimum cost strategy is formulated for the \( \mu G \), on the basis of a two-stage procedure which allows decoupling the hourly optimization algorithm so reducing the computational burden.

In the first stage, the hourly active power of the EESSs is evaluated. According to the cost minimization approach, the value of the power of each EESS is derived by charging the battery during low-price hours and discharging it during the high price hours, while constraints are imposed on the rated power and energy capacity of the EESSs.

In the second stage an OPF is solved, at each time interval, with respect to the known variables (i.e., specified values of loads’ active and reactive powers and active powers of DG units and EESSs) and unknown variables (i.e., active and reactive power at the PCC, reactive powers of both DG units
Coherently with the cost minimization strategy, the OPF minimizes the power imported at the PCC while satisfying the constraints on both the μG and the interfacing converters.

a. 1th Stage: EESS Profile Optimization

The power that can be charged or discharged by the EESSs at each time interval depends on the stored energy available in the battery, on the rated power and on the price of energy corresponding to that interval. A this aim, two sets of time intervals are identified in a day: the first set is related to the highest price—where the EESSs can be discharged to reduce the costs of the imported power—Ω_dch(y,d), the second set is related to the lowest price—where the EESSs can be charged—Ω_ch(y,d). Two different iterative procedures are applied in Ω_dch(y,d) and Ω_ch(y,d) (Figure 2).

**Figure 2.** Flow chart of the iterative procedure for the determination of the EESS profile during (a) Ω_dch(y,d) and (b) Ω_ch(y,d).
The iterative procedure that applies to $\Omega'_{dch(y,d)}$ allows obtaining the EESS’s profile during the discharging stage (Figure 2a). The procedure is based on the identification of the time intervals included in $\Omega'_{dch(y,d)}$ and on the identification of the set $\Omega'_{dch(y,d)}$ which includes the time intervals of $\Omega'_{dch(y,d)}$ sorted by decreasing price of energy. Then, at each time interval $t_k$ included in $\Omega'_{dch(y,d)}$, with $k = 1, \ldots, K$, the power discharged by the battery is identified as the minimum between the EESS rated power ($P_{rtd}^b$) and the power corresponding to the battery SoC ($P_{aux,dch}^{b,t_k}$):

$$P_{b,t_k(y,d)} = \min\left\{P_{rtd}^b, P_{aux,dch}^{b,t_k}\right\}$$

(10)

With reference to the first interval in which the battery can be discharged, $k = 1$, it is assumed that the battery is fully charged, thus

$$P_{aux,dch}^{b,t_1} = \frac{1}{\Delta t} \delta E_{rtd}^b$$

(11)

where $E_{rtd}^b$ is the rated energy capacity of the battery, and $\delta$ is the admissible DoD. Once the battery power is known through (10), the power corresponding to the SoC is updated:

$$P_{aux,dch}^{b,t_k+1} = \frac{1}{\Delta t} \delta E_{rtd}^b - \frac{1}{\eta_{dch}} \sum_{j=t_1}^{t_k} P_{b,j(y,d)}$$

(12)

where $\eta_{dch}$ is the discharging efficiency of the EESS. The procedure ends when all of the time intervals in $\Omega'_{dch(y,d)}$ are explored (i.e., $k = K$) or $P_{aux,dch}^{b,t_k+1} \leq 0$. Outputs of the procedure are the EESSs’ power profiles during the discharging stage (i.e., $P_{b,k(y,d)} \forall k \in \Omega'_{dch(y,d)}$) and the total energy which can be discharged by the battery:

$$e_{b(y,d)} = \frac{1}{\eta_{dch}} \sum_{k \in \Omega'_{dch(y,d)}} P_{b,k(y,d)} \Delta t$$

(13)

The iterative procedure, which applies in $\Omega'_{ch(y,d)}$, allows obtaining the EESS’s profile during the charging stage (Figure 2b). The procedure is based on the identification of the time intervals included in $\Omega'_{ch(y,d)}$ and on the identification of the set $\Omega'_{ch(y,d)}$ which includes the time intervals of $\Omega'_{ch(y,d)}$ sorted by increasing price of energy. Then, at each time interval $t_h$ included in $\Omega'_{ch(y,d)}$, with $h = 1, \ldots, H$, the discharged power of the battery is identified as the minimum between the EESS rated power ($P_{rtd}^b$) and the power corresponding to the battery SoC ($P_{aux,ch}^{b,h}$):

$$P_{b,h(y,d)} = \min\left\{P_{rtd}^b, P_{aux,ch}^{b,h}\right\}$$

(14)

With reference to the first interval in which the battery can be charged, $h = 1$, it is assumed that the battery is empty, thus

$$P_{aux,ch}^{b,h_1} = -\frac{1}{\Delta t} e_{b(y,d)}$$

(15)

where $e_{b(y,d)}$ is given by (13). Once the battery power is known through (10), the power corresponding to the SoC is updated:

$$P_{aux,ch}^{b,h_{k+1}} = \frac{1}{\Delta t} e_{b(y,d)} - \frac{1}{\eta_{ch}} \sum_{j=h_1}^{h_k} P_{b,j(y,d)}$$

(16)
Where $\eta_{ch}$ is the charging efficiency of the EESS. The procedure ends when all of the time intervals in $\Omega_{ch(y,d)}$ are explored (i.e., $h = \overline{H}$) or $P_{b,h(y,d)} \leq 0$. Outputs of the procedure are the EESS’s power profile during the charging stage (i.e., $P_{b,h(y,d)}$ for $h \in \Omega_{ch}$) and the total energy, which can be charged by the battery:

$$ e_{b(y,d)} = -\eta_{ch} \sum_{h \in \Omega_{ch(y,d)}} P_{b,h(y,d)} \Delta t $$

(17)

In order to make the strategy feasible, it is required that during each day, the energy charged and discharged must be the same:

$$ e_{b(y,d)} = e_{r(y,d)} $$

(18)

In the case that (18) is not satisfied, the procedure for the discharging stage (Figure 2) must be repeated by replacing $\delta E_{id} = e_{r(y,d)}$.

b. 2nd Stage: Optimal Power Flow

The Optimal Power Flow (OPF) in its general form is formulated as:

$$ \min_{f_{obj}(x)} ( \text{obj} ) $$

(19)

$$ \psi_{i}(x) = 0 \quad v = 1, \ldots, n_{eq} $$

(20)

$$ \phi_{\gamma}(x) \leq 0 \quad \gamma = 1, \ldots, n_{ineq} $$

(21)

where the minimization of the objective function $f_{obj}$ is subject to equality and inequality constraints, $\psi$ and $\phi$ applied to the vector $x$ of the optimization variables. Inputs of the OPF are the forecasted values of the power load demand, the DG power production, the energy price and the EESS power. Outputs are the active and reactive powers at the PCC. All these quantities are required to be known at all the time intervals of each typical day $d$ of year $y$. In order to minimize the operation costs defined in (9), the objective function is:

$$ f_{obj}(x) = \left( P_{1,k(y,d)} \Delta t \right) P_{rk(y,d)} $$

(22)

The constraints to be satisfied in the OPF include the classical power flow equations:

$$ P_{i,k(y,d)} = V_{i,k(y,d)} \sum_{j=1}^{n} V_{j,k(y,d)} \left[ G_{ij} \cos(\delta_{ij,k(y,d)}) + B_{ij} \sin(\delta_{ij,k(y,d)}) \right] $$

(23)

$$ Q_{i,k(y,d)} = V_{i,k(y,d)} \sum_{j=1}^{n} V_{j,k(y,d)} \left[ G_{ij} \sin(\delta_{ij,k(y,d)}) - B_{ij} \cos(\delta_{ij,k(y,d)}) \right] $$

(24)

$$ V_{1,k(y,d)} = V_{spec} $$

(25)

$$ \delta_{1,k(y,d)} = 0 $$

(26)

where $n$ is the number of network buses and, with reference to the time interval $k$ of the day $d$ in the year $y$, $\delta_{ij,k(y,d)}$ is the difference between the phase angles at nodes $i$ and $j$, $P_{i,k(y,d)}$ and $Q_{i,k(y,d)}$ are the active and reactive powers at bus $i$, $V_{i,k(y,d)}$ is the $ith$ bus voltage amplitude, $G_{ij}$ and $B_{ij}$ are the $(i, j)$-terms of the matrices of the conductance and susceptance, respectively. Constraints (25) and (26) refer to slack bus ($i = 1$), that is the PCC.

The active and reactive powers in (19) and (20) include the powers absorbed by the loads, the power charged/discharged by the EESSs and the power produced by the DG units.
The active and reactive power exchanged at the PCC must comply with the transformer rate, \( S_{tr}^{rd} \), that is:

\[
\left( P_A, y, d \right) + \left( P_R, y, d \right) \leq S_{tr}^{rd}
\]

\[
k = 1, \ldots, nt, \quad y = 1, \ldots, ny, \quad d = 1, \ldots, nd_y
\]

The same applies to the power flowing through the converters interfacing the EESSs and the DG units, which cannot exceed the converter rated power, \( S_{DESS,i}^{rd} \) and \( S_{DG,i}^{rd} \):

\[
\left( P_{b,i,k(y,d)} \right) + \left( Q_{b,i,k(y,d)} \right) \leq S_{DESS,i}^{rd}
\]

\[
i \in \Omega_{DESS}
\]

\[
\left( P_{dgi,k(y,d)} \right) + \left( Q_{dgi,k(y,d)} \right) \leq S_{DG,i}^{rd}
\]

\[
i \in \Omega_{DG}
\]

\[
k = 1, \ldots, nt, \quad y = 1, \ldots, ny, \quad d = 1, \ldots, nd_y
\]

where \( P_{b,i,k(y,d)} \) has been previously derived in Step 1, \( Q_{b,i,k(y,d)} \) is the EESS reactive power, and \( P_{dgi,k(y,d)} \) and \( Q_{dgi,k(y,d)} \) are the DG active and reactive powers, \( \Omega_{DESS} \) and \( \Omega_{DG} \) are the sets of buses, where the EESSs DG units are connected, respectively.

Further constraints refer to the limits imposed to the bus voltage and line current magnitudes:

\[
V_{min} \leq V_{i,k(y,d)} \leq V_{max}
\]

\[
k = 1, \ldots, nt, \quad y = 1, \ldots, ny, \quad d = 1, \ldots, nd_y
\]

\[
l_{i,k(y,d)} \leq I_{l,max}
\]

\[
l \in \Omega_l, \quad k = 1, \ldots, nt, \quad y = 1, \ldots, ny, \quad d = 1, \ldots, nd_y
\]

being \( V_{min} \) and \( V_{max} \) the minimum and maximum voltage magnitude values, \( I_{i,k(y,d)} \) the current flowing through the \( lth \) line of the set \( \Omega_l \) of network lines, which cannot exceed the maximum value, \( I_{l,max} \) (i.e., line ampacity).

In this case, the 2nd stage does not converge due to constraint violation, it will be iteratively applied by reducing the EESS contribution (i.e., by reducing \( P_{b,i,k(y,d)}, k = 1, \ldots, nt \)), till convergence is reached.

4.4. Cost of Voltage Dips

The cost of the voltage dips is strictly connected to the economic value the effects of the voltage dips have on the equipment’s and the operating processes or the activities. The most critical effect of the voltage dips is the trip of the device that is subject to the dip. The economic value of this detrimental effect represents, in turn, the cost of the voltage dip, and depends on the function of the device into the process or activity, the type of the process or activity, the linkage of the process in case stopped with other processes of the same production line, in case of industrial manufacturing loads, or with other supportive functions, in case of loads different from manufacturing industries.

Generally, the cost of the voltage dips is the sum of three main components: direct, indirect and hidden costs [23]. The direct costs relate to the interruptions of the specific device or equipment. They include, for example, lost work, lost production, damaged equipment; the indirect costs include the investment costs sustained by the end user to prevent or to solve the damages due to the interruptions caused by voltage dips. Finally, the hidden costs account for any second level effects that reflect on the performance of the business, such as retaining customers, satisfying customers, and protecting the company’s reputation. The hidden costs in some studies are included inside the indirect costs [26].
The cost of the voltage dips can be estimated by means of direct methods or indirect methods. The direct methods are analytical methods that require at least the availability of the voltage dips measured at the load site, the deep knowledge of several characteristics of the devices or equipment (dip susceptibility curve, operating mode, functional linkage of each device with other devices of the same equipment, and of the same process, structure and topology of the electric lines feeding each device and equipment), and the detection of the areas of the process exposed to the stoppage. They are usually conducted as after-the-fact-case studies of the events of voltage dips occurred at a specific site [26–28]. A direct method can also use the voltage dips expected at the site feeding the sensitive loads obtained by means of the simulation of the electric system in short circuit conditions. The two main methods available and widely used are the fault position method (FPM) and the critical distance method (CDM). The most adequate method to use depends on several parameters, as reported in the comparative study of [8]. Whichever of these methods obviously requires the knowledge of the electrical system feeds the load sites.

The indirect methods estimate the cost of a disturbance without passing through the analytical quantification of the effects of that disturbance on specific devices or equipment’s. They can use macroeconomic analysis [11] or surveys of the customers asked to directly estimate their suffered costs due to the supply disturbances or to provide qualitative economic figures of the electric supply linked to that disturbance. In the case of the supply interruptions, for example, the National economic regulation of continuity in Italy started with an extensive survey aimed to estimate two indices: the willingness to pay (WTP) and the willingness to accept (WTA) [29]. WTP measures the additional price of the electric service the users would pay for avoiding the interruptions; WTA instead measures the amount of money they would accept for having to experience the outage. These indices allowed fixing the incentive rate for the penalties and the rewards in the first regulatory scheme of the National Authority of electricity ARERA, formerly AEEG [30].

The existence of the economic regulation of a disturbance could solve the problem of establishing the costs for the loads, especially in the planning activities with long-term horizons, as in the case of this study. In such cases, in fact, the specific details of the loads are not obtainable and would not be reliable to assign them.

Unfortunately, no economic regulation of the voltage dips is still active [31]. However, some preliminary studies [32,33] offer valuable figures resulting from measurements, survey and simulations, which can guide in deriving the economic value to assign to the voltage dips.

In this paper, we referred to [32] where the authors analyzed the economic and technical data collected for a number of medium-voltage (MV) industrial users that participated in the cost assessment project and the monitoring campaign. In particular, the authors used an indirect method based on a monitoring-and-survey approach to estimate the direct costs faced by a large variety of industrial customers. As detailed in the paper, the costs were presented both as annual value per kW and as event value for kW, with the latter independent from frequency. In this paper, we used the event value per kW of the installed power of the load.

For the evaluation of the total costs of the voltage dips over a long-time horizon, the frequency of occurrence of the voltage dips must be evaluated. The annual frequency can be estimated in average from data measured on real systems. In this paper, we referred to the measured data on the MV Italian National Grid (with reference to year 2016) at the MV busbars of the HV/MV substations (Table 1) [34].

Finally, the cost related to voltage dips over the planning period, $C_{vd}$, can be evaluated as:

$$C_{vd} = \sum_{i=1}^{n_{vd}} \sum_{y=1}^{n_y} \frac{1}{(1 + a)^{y-1}} \sum_{r \epsilon \Omega_{rv}} n_{vd_{rv},y} c_{vd_{rv},y} P_{i,y}$$

(32)

where $n_{vd}$ is the number of busses sensitive to the voltage dips, $n_y$ is the planning time horizon (years), $a$ is the discount rate and, with reference to the voltage dip belonging to the residual voltage class, $rv$, $c_{vd_{rv},y}$ is the cost suffered by the customer due to the single event of voltage dip at the year $y$, $n_{vd_{rv},y}$ is
the number of the voltage dip events at year \( y \), and \( \Omega_{rv} \) is the set of residual voltage classes which the voltage dip event refers to (i.e., first column of Table 1). \( P_{i,y} \) is the power value to be considered for the dip cost identification, with reference to the user connected to the \( i \)th bus of the \( \mu \)G at year \( y \). In this paper, we referred to the load nominal value.

Table 1. Annual Average Voltage Dip Number for MV substations connected to the Italian National Grid (data taken from [34]).

| Residual Voltage [%] | Annual Average Voltage Dip Number | Duration of the Voltage Dips [ms] |
|----------------------|-----------------------------------|----------------------------------|
|                      |                                   | 20–200  | 200–500 | 0.5–1 \( \times \) 10^3 | 1–5 \( \times \) 10^3 | 5–60 \( \times \) 10^3 |
| 80 ≤ u ≤ 90          | 33.93                             | 4.35    | 0.93    | 0.34 | 0.05 |
| 70 ≤ u ≤ 80          | 12.91                             | 3.01    | 0.38    | 0.21 | 0.07 |
| 40 ≤ u ≤ 70          | 17.07                             | 3.95    | 0.31    | 0.11 | 0.03 |
| 5 ≤ u ≤ 40           | 5.22                              | 1.39    | 0.12    | 0.02 | 0.00 |
| 1 ≤ u ≤ 5            | 0.27                              | 0.05    | 0.07    | 0.03 | 0.10 |
| Total                | 69.4                              | 12.74   | 1.82    | 0.72 | 0.25 |

We assumed that the EEC units compensate only to voltage dips at the node where the EES is installed. This assumption is very cautious, since the beneficial effects of the compensating action can be wider, involving also further nodes electrically close to the installation node of the EES. With structures of the network other from radial, the detection of the area, in which the voltage dips are compensated by the EES installed in one node, requires the simulation of the system in short circuit conditions with EES acting as voltage dip compensating unit. A FPM, applied in the presence of the EES, giving as result the propagation of the voltage dips for short circuits in every node of the system, could allow obtaining this result.

5. Numerical Applications

The planning procedure has been applied to an MV \( \mu \)G, which refers to the MV Cigrè benchmark system [35]. The system under study is a 12.47 kV, three-phase, balanced, distribution network (Figure 3). This network is constituted by 15 buses and it is connected to an upstream HV network by means of two 115/12.47 kV transformers of 25 and 20 MVA, which connect the PCC (bus #1) to two feeders: the first feeder is connected at the secondary side of the 25 MVA transformer (bus #2); the second feeder is connected at the secondary side of the 20 MVA transformer (bus #13). The network includes three switches: \( S_1 \) (between buses #9 and #15), \( S_2 \) (between buses #7 and #8) and \( S_3 \) (between buses #5 and #12).

The loads connected to the network are grouped in residential and commercial/industrial and are listed in Table 2. The loads are assumed to have a yearly growth of 1%. The per unit power profiles assumed for residential and industrial/commercial customers are reported in Figure 4. Two PV units are connected to the buses #9 and #15 with rated powers of 5 MW and 2 MW, respectively. Figure 5 shows the per unit power profile of the PV generation at bus #9.

The assumed energy pricing tariff refers to the hourly values of the Italian market price. With reference to the first year, the price values refer to a day of November 2019 [36] (Figure 6). A yearly growth of 1% has also been assumed for the energy prices. Regarding the cost, which the customers have to sustain due to the single voltage dip event, the value 2.9 €/kW [32] has been assumed with a yearly growth of 1% for the industrial/commercial loads; for the residential loads, instead, the value of zero was assumed. The number of events is evaluated according to the data reported in Table 1. Particularly, the events related to the threshold voltage dip value, \( V_{cr} \), of 70% has been assumed.
Regarding the EESSs to install, nickel manganese cobalt Li-ion battery technology has been considered suitable for this application. The data of the various EESS’ features are reported in Table 3 [37], which refer to values expected for 2020. Regarding the battery replacement cost, the value of the cost expected for the 2025 has been considered. Note that the costs in Table 3 have been converted in Euro (conversion rate of November 2019) before applying them in the proposed procedure.

The planning design alternatives refer to the installation of two EESSs whose size must be selected among the rated power values 0, 5, 10 and 15 MW with a discharging nominal time of five hours.

![Figure 3. The microgrid under study.](image)

### Table 2. Load Input data.

| Bus # | Rated Power (MVA) | Load Type     | cos φ | Bus # | Rated Power (MVA) | Load Type     | cos φ |
|-------|-------------------|---------------|-------|-------|-------------------|---------------|-------|
| 2     | 13.8              | Residential   | 0.93  | 8     | 0.30              | Comm./industrial | 0.95  |
|       | 9.16              | Comm./industrial | 0.87 | 9     | 0.25              | Residential   | 0.90  |
| 3     | 0.35              | Residential   | 0.95  | 10    | 0.35              | Residential   | 0.95  |
|       | 0.80              | Comm./industrial | 0.85 | 11    | 0.50              | Residential   | 0.90  |
| 4     | 0.25              | Residential   | 0.90  | 12    | 0.10              | Residential   | 0.95  |
|       | 0.24              | Comm./industrial | 0.80 |       |                   |               |       |
| 5     | 0.40              | Residential   | 0.90  | 13    | 3.20              | Residential   | 0.90  |
| 6     | 0.20              | Residential   | 0.95  | 14    | 0.68              | Comm./industrial | 0.85  |
|       | 0.30              | Comm./industrial | 0.85 |       |                   |               |       |
| 7     | 0.15              | Residential   | 0.95  | 15    | 0.27              | Comm./industrial | 0.90  |
| 8     | 0.10              | Residential   | 0.95  |       |                   |               |       |
Regarding the EESSs to install, nickel manganese cobalt Li-ion battery technology has been considered suitable for this application. The data of the various EESS’ features are reported in Table 3 [37], which refer to values expected for 2020. Regarding the battery replacement cost, the value of the cost expected for the 2025 has been considered. Note that the costs in Table 3 have been converted in Euro (conversion rate of November 2019) before applying them in the proposed procedure.
Table 3. EESS Data (data taken from [37]).

| Parameter                              | Value       | Parameter                              | Value       |
|----------------------------------------|-------------|----------------------------------------|-------------|
| Battery round trip efficiency          | 99 %        | Battery Cycle life                     | 4800 cycles |
| Maximum Depth of Discharge             | 100 %       | Converter round trip efficiency        | 98 %        |
| Battery installation cost              | 153 $/kWh   | Converter installation cost            | 59.6 $/kW   |
| Battery replacement cost               | 110 $/kWh   | Maintenance cost                       | 1.5%        |

The planning design alternatives refer to the installation of two EESSs whose size must be selected among the rated power values 0, 5, 10 and 15 MW with a discharging nominal time of five hours.

In order to show the ability of the method to satisfy the technical constraints imposed on the EESSs and on the µG, Figures 7 and 8 report the daily profiles of the active power of an EESS and of the voltage values at the buses where an EESS and a PV unit are connected. The figures refer to the first year of the planning period of the case study 1 and detail the profiles of the EESS connected at the bus #6 and of the PV unit connected at the bus #15.

![Figure 7. Active power of the EESS connected at the bus #6 (case study 1).](image1)

![Figure 8. Voltage values along a day of the first year of the planning period at the bus where EESS (bus #6) and PV unit (bus #16) are connected (case study 1).](image2)

During the µG operation, the breakers can be operated open or closed depending on the operator decisions aimed at avoiding undesired conditions or based on economic strategies. The states of the breakers strongly affect the values that line currents and bus voltages can assume. In order to consider the influence of the states of the breakers in terms of exposure of the buses to the voltage dips, the proposed planning procedure has been applied with reference to the following case studies:
- **Case 1**: $S_1$, $S_2$, $S_3$: open
- **Case 2**: $S_1$, $S_2$, and $S_3$: closed
- **Case 3**: $S_1$: closed, $S_2$, $S_3$: open
- **Case 4**: $S_1$, $S_3$: open, $S_2$: closed
- **Case 5**: $S_1$, $S_2$: open, $S_3$: closed
- **Case 6**: Case 1 (0.45), Case 2 (0.10), Case 3 (0.15), Case 4 (0.15), Case 5 (0.15)

**Case 6** refers to the probability of occurrence of different network configurations (the probability of occurrence of each configuration is indicated within the brackets).

The application of the procedure of Section 3 for the identification of candidate buses based on voltage dip sensitiveness leads to the candidate buses reported in Table 4 that correspond to the threshold voltage dip value of 70%. The results of the planning procedure corresponding to each case study are reported in Table 5. In the table, the BF of each planning solution is reported together with the reduction of the cost of voltage dips obtained thanks to the installation of the EESSs. For comparative purposes, the planning results are reported for both the cases in which the reduction of voltage dip cost is taken into account and those in which this cost reduction is neglected. Negative values of BF are obtained in the cases where installation of EESSs is not convenient.

### Table 4. Candidate buses (70% threshold values).

| Case Study | Case 1 | Case 2 | Case 3 | Case 4 | Case 5 | Case 6 |
|------------|--------|--------|--------|--------|--------|--------|
|            | 3      | 6      | 8      | 3      | 3      | 8      |
|            | 4      | 7      | 9      | 4      | 4      | 9      |
|            | 5      | 8      | 10     | 5      | 5      | 10     |
|            | 6      | 9      | 11     | 6      | 6      | 11     |

### Table 5. Siting and sizing of EESSs.

| Case Study | Accounting for Voltage Dip Costs | BF (M$) | Voltage Dip Cost Reduction (M$) | EESSs’ Nodes | EESSs’ Sizes (MW) |
|------------|---------------------------------|--------|--------------------------------|---------------|-------------------|
|            |                                 |        |                                | EESS n. 1     | EESS n. 2         |
|            |                                 |        |                                | EESS n. 1     | EESS n. 2         |
| 1          | Yes                             | 4.81   | 1.63                           | 3             | 6                 |
|            | No                              | 3.19   | -                              | 3             | 6                 |
|            |                                 |        |                                | 10            | 10                |
| 2          | Yes                             | −0.16  | 0.44                           | 6             | -                 |
|            | No                              | −0.59  | -                              | 9             | -                 |
| 3          | Yes                             | −0.34  | 0.31                           | 9             | -                 |
|            | No                              | −0.65  | -                              | 9             | -                 |
| 4          | Yes                             | 4.75   | 1.63                           | 3             | 6                 |
|            | No                              | 3.16   | -                              | 3             | 4                 |
|            |                                 |        |                                | 15            | 5                 |
| 5          | Yes                             | 4.70   | 1.63                           | 3             | 6                 |
|            | No                              | 3.21   | -                              | 3             | 5                 |
|            |                                 |        |                                | 15            | 5                 |
| 6          | Yes                             | 4.46   | 0.50                           | 8             | 10                |
|            | No                              | 3.96   | -                              | 8             | 10                |

The results reported in Table 5 show that the convenience of installing EESSs in the µG basically depends on the cost reduction obtained thanks to the price arbitrage. In fact, in the cases where the price arbitrage does not allow installing EESSs (cases 2 and 3), the added benefits derived from the voltage dip compensation is not sufficient to justify the adoption of the storage devices. This is probably due to the fact that, being the candidate buses mainly characterized by residential loads, the
benefit derived by dip compensation in terms of cost reduction is not significant (we remind that the

cost of voltage dip for the residential load was neglected). Moreover, in the cases where it is convenient
to install the EESSs (cases 1, 4, 5, and 6) the beneficial effect of dip compensation clearly appears only
when they are used in buses with large industrial loads. In fact, in cases 4 and 5, the installation of the
EESS n. 2 in bus #6 instead of bus #4 and in bus #6 instead of bus #5, respectively, allows obtaining
higher benefits.

In order to better prove the effect of the dip compensation on the total cost reduction, in Table 6, the
percentage values of the benefit related to the voltage dip cost reduction are reported, with reference
to the cases in which the planning procedure provides a solution. It is interesting to note that the
percentage benefit due to the voltage dip cost reduction falls within the range [33–35] % in cases 1, 4,
and 5. In case 6, the percentage value is lower (about 11%). This is mainly due to the fact that in case 6,
the solution associated to the largest total benefit corresponds to allocation buses (buses #8 and #10)
with voltage dip costs lower than those corresponding to the nodes selected in cases 1, 4, and 5.

Table 6. Benefit corresponding to the voltage dip cost reductions.

| Case Study | Percentage Value of the Voltage Dip Cost Reduction on the Total Benefit (%) | Percentage of Value of the Voltage Dip Cost Reduction on the Installation and Replacement Cost (%) |
|------------|--------------------------------------------------------------------------------|--------------------------------------------------------------------------------------------------|
| 1          | 33.89                                                                           | 6.55                                                                                              |
| 4          | 34.32                                                                           | 6.55                                                                                              |
| 5          | 34.68                                                                           | 6.55                                                                                              |
| 6          | 11.21                                                                           | 1.61                                                                                              |

In Table 6, the percentage values of the benefit corresponding to the voltage dip reduction
compared to the EESS’s installation and replacement costs are also reported. The value of about 6%
is obtained in the cases 1, 4 and 5. A lower value (about 2%), instead, is obtained in case 6. This is
due to two aspects: the first refers again to the reduced benefit in terms of voltage dip cost reduction
(compared to the other cases), the second refers to the increased size of storage, which is allocated in
this case study.

Figure 7 clearly shows that the maximum power that is charged/discharged by the EESS is always
lower than the rated power. Moreover, the comparison of Figures 6 and 7, reveals that the battery
absorbs power during the lowest price hours, and injects power to the grid during the highest price
hours. This is coherent with the considered minimum cost strategy. The SoC profile—here not reported
for the sake of conciseness—also satisfies the constraints on the rated battery capacity.

Figure 8 shows that the voltage at the critical buses, i.e., the buses where an EESS or a DG are
connected, falls within admissible ranges (0.9–1.1) p.u. The increased variation of the voltage in the
nodes where an EESS is connected which appears in the figure is due to the charge/discharge of the
EESS. In the node where a DG is connected, instead, a smooth profile appears; this is due to the power
rating of the generation system lower than that of the EESS and to the presence of the high load power
in the buses close to this node.

Still referring to the case study 1—first year of the planning period—Figure 9 shows the active
power imported at the PCC. Coherently with the minimum cost strategy, thanks to the use of the EESSs,
most of the requested power is shifted from the highest price hours to the lowest price hours.
6. Conclusions

In this paper, the planning of the electrical energy storage systems in the microgrids was considered. A cost minimization approach was proposed including the benefits obtained through the voltage dip compensation. Particularly, the cost reduction is obtained by shifting the load from the hours of high energy price to those of low energy prices and by considering the voltage dip cost avoided thanks to the compensation action. The motivation of this study is twofold. The first relies on the importance of power quality aspects in the modern power systems characterized by widespread use of electronic devices and control systems which are highly vulnerable to the voltage dips. The latter refers to the benefits derived from the ability the storage systems have in providing multiple services, which concur to sustain their high installation cost. The proposed method is based on a multi-step planning tool which allows identifying the optimal location and size of the storage systems. The results of the numerical simulations clearly showed that voltage dip compensation allowed obtaining non-negligible economic benefits. Clearly, these benefits strictly depend on the cost assumed for the voltage dip events, which can be specified only through a deep knowledge of the end-users. Future works will be aimed at improving the procedure in order to better identify the areas of the network that achieve a beneficial effect in terms of dip compensation from the installation of EESSs.
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