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Abstract. Spiking neural networks (SNNs) can perform complex spatio-temporal information computations in precise temporal coding. These networks differ from previous models in that spiking neurons convey information by time rather than rate of spikes. Most existing training algorithms are based on gradient descent with inherent defects, such as local optimum and over-fitting. In this paper, we investigate the performance of the Genetic Algorithm Involving Mechanism of Simulated Annealing, as a supervised training algorithm for SNNs. The key idea is to adopt global search, which effectively avoid local optima and over-fitting. According to the experiment results, this approach has higher accuracy than other learning algorithms on well-known classification problems.

1. Introduction
SNNs fall into the third generation of artificial neural network models, increasing the level of realism in a neural simulation [1]. It is theoretically shown that SNNs, where coding information resides in individual spike trains, are computationally more powerful than neural networks with sigmoid activation functions [2]. The main motivation behind the SNNs model is the fact that computation in the brain is primarily carried out by spiking neurons. In addition to the neuronal synaptic state, SNNs incorporate time into their operating model.

The Error Backpropagation (BP) algorithm based on gradient descent is a general method of training Artificial Neural Networks (ANNs). The first BP algorithm for multi-layer feed forward spiking neural network is called SpikeProp algorithm [3]. After that, lots of BP family methods were applied to train SNNs. [4] [5] There are other methods training networks by adjusting the internal structure of SNNs. The normalized perceptron based learning rule trains only the selected misclassified time points and the target ones [6]. In [7], there is an unary spiking circuit for a serial multiplier with variable dendritic delays. The application of the Widrow-Hoff learning rule to train networks of multiple spiking neurons is proposed [8]. For large SNNs, NeuCube SNNs architecture is used to train [9].

Genetic algorithm (GA) is a kind of computational algorithm to solve the optimization algorithm in mathematics, which belongs to evolutionary algorithms. It was originally developed learning from some phenomena in evolutionary biology, including inheritance, mutation, natural selection, and hybridization, etc. GA is usually implemented as a computer simulation. For an optimization problem, a certain number of candidate solutions (called individuals) can be abstractly expressed as chromosomes, allowing the population to evolve to better solutions [10]. The application of GA is also very extensive. The nondominated sorting genetic algorithm II was presented to find much better spread of solutions and better convergence in solving multi-objective problems [11]. And there is an algorithm based on GA which can guarantee a rigorously proven upper bound on its optimization time [12].
In the present paper, we consider the Genetic Algorithm Involving Mechanism of Simulated Annealing (SAGA) to the problem of supervised training of SNNs. The threshold function is approximated linearly to get around of the discontinuous nature of spiking neurons. The paper is organized as follows; Section 2 provides a brief introduction to the neural network structure and spike-response model. Section 3 describes the genetic algorithms involving mechanism of simulated annealing. The experimental results are reported and discussed in Section 4. The paper ends with conclusions and ideas for future research.

2. Network Architecture

The spiking nature of biological neurons has recently led to explorations of the computational power associated with temporal information coding in single spikes. The structure of SNN is similar to traditional neural network, except the synaptic delay and the number of synaptic terminals between of neurons in adjacent layers [13]. This structure is not a single wire connected between the neurons, but a complex multi-line network connection. The specific neural network structure is shown in figure 1. The I, H and O in part A respectively represent the input layer, the hidden layer and the output layer. Part B demonstrates connection between any two neurons i and j in adjacent layers.

Figure 1. A) Feed-forward spiking neural network. B) Connection consisting of multiple delayed synaptic terminals.

In [14] Gerstner introduced the spike-response model (SRM) to describe the contact between the input spiking and the interval state variable. This model can be adapted to reflect the dynamics of different spiking neurons if proper spike response functions are selected. In the context of spiking neural network, the current activation level (modeled as some differential equation) is normally considered to be the neurons' state, with incoming spikes pushing this value higher, and then either firing or decaying over time.

Consider a neuron j, having a set D_j of immediate feedforward pre-synaptic neurons, receiving a set of spikes with firing times t_i, i ∈ D_j. It is assumed that any neuron can generate at most one spike during the simulation interval and discharge when the internal state variable reaches a threshold. The dynamics of the internal state variable x_j(t) are described by the following function

\[ x_j(t) = \sum_{i \in D_j} w_{ij} y_j(t) \]  

(1)

where \( w_{ij} \) is synaptic weight and \( y_j(t) \) is the effect of a feedforward neuron on state variable.

Consider the synapses' every connection, it is assumed that there are m synaptic terminals between two neurons, the effect of a single synaptic terminal on the state variables is recorded as \( y_j^k(t) \). The
neuron $j$ will receive spikes, which are released by all neurons of last layer. The dynamic process of interval state variables $x_j(t)$ affected by all neurons is represented by the following equation

$$x_j(t) = \sum_{i \in D_j} \sum_{k=1}^{m} w^k_{ij} y^k_j(t)$$  \hspace{1cm} (2)

The post synaptic potential $y^k_j(t)$, $t_i$ and $d^k$ have the following functional relationship

$$y^k_j(t) = \epsilon(t - t_i - d^k)$$  \hspace{1cm} (3)

where $t_i$ is the excitatory time of the former neuron and $d^k$ is synaptic delay of synaptic terminals. The delay $d^k$ of a synaptic terminal $k$ is defined as the difference between the firing time of the pre-synaptic neuron and the time when the post-synaptic potential starts rising.

The spike response function $\epsilon(t)$, comes from the $\alpha$ function, is given by

$$\epsilon(t) = \frac{t}{\tau} e^{-\frac{t}{\tau}}.$$  \hspace{1cm} (4)

where $\tau$ is the membrane potential decay time constant, that describes the rise and decay of synaptic potential. It is assumed that $\epsilon(t) = 0$ for $t \leq 0$.

3. Genetic Algorithm Involving Mechanism of Simulated Annealing

The SAGA is a meta-heuristic inspired by the process of natural selection that belongs to the larger class of Evolutionary Algorithm (EA). SAGA is commonly used to generate high-quality solutions to optimization and search problems relying on bio-inspired operators such as mutation, crossover and selection [15]. Simulated annealing is a meta-heuristic to approximate global optimization in a large search space. Involving mechanism of simulated annealing can prevent Genetic Algorithm (GA) premature and make its global search ability better.

To apply the SAGA to train SNNs, we start with a population having a specific size $P$, called parental generation consisting of $P$, D-dimensional weight vectors, and evolve them over time. $P$ is fixed throughout the training process. All the weights are randomly initialized in the interval $[0,1]$, following the uniform probability distribution. At each iteration, called generation, all the individuals in the population are evolved independently in parallel, until a genetic operation is decided. Genetic manipulation includes selection, crossover, and mutation. Our selection operation bases on the value of fitness by the roulette rules. Two-point crossover method is used in the crossover operation

$$I_1 = \alpha I_2 + (1 - \alpha) I_1, I_2 = \alpha I_1 + (1 - \alpha) I_2,$$  \hspace{1cm} (5)

where $I_1, I_2$ are the selected individuals in the population and $\alpha$ is randomly generated in the interval $[0, 1]$. Mutation operation takes a simple single point method. After the evolution of the best individuals, the offspring population continues to evolve as before.

The emphasis of SAGA is fitness function, but for randomly generated population we can only calculate the error function of each individual. This paper presents a new type of relationship formula about fitness value and the sum of squared errors

$$F(i) = e^{\left(\frac{E(i) - E_{min}}{E_{max} - E_{min}}\right)^2}$$  \hspace{1cm} (6)

where $E_{min}$ is the minimum value of the error function in this generation, $E_{max}$ is the maximum value. It makes the individual with greater error less adaptive and thus be eliminated, improving the efficiency of genetic algorithm.

Different from standard genetic algorithm (SGA), the value will be used to calculate the cost function value $f$ after the new individual in the offspring generation has calculated the error function value $E$, population size is $SamNum$ and the smallest error of the previous generation is defined as be

$$f(i) = \frac{E(i) - be}{SamNum}$$  \hspace{1cm} (7)
The new individual is accepted with a certain probability related to the cost function value.

4. Experimental Results

For the test problems considered, we made no effort to tune the cross probability and mutation probability, $C_r$ and $M_r$ respectively, to obtain optimal or at least nearly optimal convergence speed. Instead, the fixed values $C_r = 0.94$ and $M_r = 0.05$, were used. The weight population were initialized with random numbers in the interval $[0, 1]$. Regarding total population size, experimental results have shown that a good choice is $30 < P < 50$. Clearly, using a larger population size promotes a finer exploration of the weight space, but this practice usually increases the number of function evaluations performed. On the other hand, small values of $P$ render the algorithm inefficient and more generations are required to converge to the minimum. The simulated annealing initial temperature was set to 1 and the termination temperature was set to $0.1^{30}$, current temperature. $T_{\text{now}} = T_{\text{before}} \times 0.999$.

Regarding the set of constants that are employed in the equations that describe the spike-response model equation (1) - equation (4), the following values were used. The value of the post synaptic potential threshold $v$ was set to 5 and the number of synapses between two neurons $m$ was set to 16, the time constant, $\tau = 7$. These values of parameters set were selected experimentally. Proper fine-tuning of these parameters can further improve the performance of the SNNs.

4.1. The Exclusive-OR Problem with Gaussian Disturbance

The first test problem we considered is the Exclusive-OR (XOR) Boolean function problem, which historically has been considered as a good test of a network model and learning algorithm. A $3 \times 4 \times 1$ SNN has been used for the simulations. In order to make the experiment more comparable, this paper, replicated original data into 160 samples, then added Gaussian disturbance to the input pattern of them.

![Figure 2. SNN with SAGA for the XOR problem with Gaussian disturbance.](image)

In the SNNs, all information is encoded and processed with precise spike time. To encode the data of this problem in spike times the values of the input variable were normalized in the range $[0, 10]$. The normalized values represent the number of uniformly distributed spikes over the simulation period. In this simulation, SAGA iterative process depicted in figure 2. The performance of the trained SNNs is compared with that of SNNs trained through BP algorithm and SGA. The maximum number of generations was 50 for SAGA trained SNNs. The learning rate was set to 0.1 and the maximum number of iterations was 1000 for BP algorithm. The hyperparameters of SGA were same as SAGA. We divided the data sets into groups A and B on average, respectively, to calculate their classification error rate. The results of 100 independent experiments for the Gaussian Perturbation XOR problem are exhibited in table 1. The mean error of group B of the SNNs trained with the BP algorithm is 11.62%. With the SAGA the error reduces to 7.75%.
Table 1. XOR problem with Gaussian disturbance test set classification error (%).

| Algorithm       | Group | Mean | Max  | Min  |
|-----------------|-------|------|------|------|
| SNN with BP     | A     | 8.00 | 8.75 | 7.50 |
|                 | B     | 11.62| 12.50| 11.25|
| SNN with SGA    | A     | 8.25 | 8.75 | 7.50 |
|                 | B     | 9.75 | 11.25| 7.50 |
| SNN with SAGA   | A     | 7.55 | 8.75 | 6.75 |
|                 | B     | 7.75 | 8.75 | 6.25 |

4.2. The Iris Problem

The Iris benchmark dataset consists of 150 samples, each having four features. The dataset consists of three classes, two of which are non-linearly separable. Each class contains 50 instances and refers to a type of iris plant. The dataset was temporarily encoded by normalizing all input values to integers in the range [0, 10]. As before, the value of the integer was then transformed to uniformly distributed spikes over the simulation period. The SNN topology used was 4 – 4 – 1. If the number of output spikes of the network was in the range [0, 13] the input pattern was classified to the first class, if the number of spikes was in (13, 16] then the pattern was classified to the second class. Otherwise, the input pattern was assigned to the third class. In this simulation, SAGA iterative process depicted in figure 3. These algorithms can achieve higher accuracy in more complex network structures.

Figure 3. SNN with SAGA for the iris problem

Table 2. Iris problem test set classification error (%).

| Algorithm            | Mean | Max  | Min  |
|----------------------|------|------|------|
| BP                   | 5.24 | 8.00 | 2.66 |
| MBP                  | 5.70 | 10.66| 4.00 |
| SMBP                 | 5.20 | 6.66 | 4.00 |
| SNN with PARDE       | 4.73 | 6.75 | 2.70 |
| SNN with SAGA        | 4.67 | 6.67 | 3.33 |

The results of 100 runs on this dataset are reported in table 2. The results of other algorithms in Table 2 come from Spiking Neural Network Training Using Evolutionary Algorithms [16]. In this test
5. Conclusions
This paper investigates the SAGA on the problem of supervised training of feed forward SNNs. The experimental results on two well-known classification problems indicate that the proposed approach can produce networks having generalization ability comparable to that of standard multilayer perceptrons trained through gradient descent based algorithms. In a future correspondence we intend to apply genetic operation to adjust not only the weights of the network but also the parameters of the spike-response model. The crossover probability and mutation probability in SAGA will be adaptive, and the acceptance probability of new individuals in simulated annealing will be further optimized.
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