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ABSTRACT Providing security to the Supervisory Control and Data Acquisition (SCADA) systems is one of the demanding and crucial tasks in recent days, due to the different types of attacks on the network. For this purpose, there are different types of attack detection and classification methodologies have been developed in the conventional works. But it limits with the issues like high complexity in design, misclassification results, increased error rate, and reduced detection efficiency. In order to solve these issues, this paper aims to develop an advanced machine learning models for improving the SCADA security. This work comprises the stages of preprocessing, clustering, feature selection, and classification. At first, the Markov Chain Clustering (MCC) model is implemented to cluster the network data by normalizing the feature values. Then, the Rapid Probabilistic Correlated Optimization (RPCO) mechanism is employed to select the optimal features by computing the matching score and likelihood of particles. Finally, the Block Correlated Neural Network (BCNN) technique is employed to classify the predicted label, where the relevancy score is computed by using the kernel function with the feature points. During experimentation, there are different performance indicators have been used to validate the results of proposed attack detection mechanisms. Also, the obtained results are compared with the RPCO-BCNN mechanism for proving the superiority of the proposed attack detection system.

INDEX TERMS Supervisory control and data acquisition (SCADA), Markov chain clustering (MCC), preprocessing, security, rapid probabilistic correlated optimization (RPCO), block correlated neural network (BCNN) and attack detection.

I. INTRODUCTION
In the recent days, the Supervisory Control and Data Acquisition (SCADA) [1], [2] is one of the widely used control systems in the industrial sectors like traffic maintenance, electric power generation, nuclear systems, water/waste water treatment oil mining, and space stations. It is highly important to secure the SCADA systems against the attacking activities of malfunctioning and threatening [3]–[5]. The present SCADA systems comprise certain security features (such as user interfaces, communication, and control logic), which helps to increase the system complexity, but maintaining those features is one the critical task [6]. Moreover, controlling the large amount of data in SCADA systems is highly difficult due to the data loss availability, which makes the architecture is more vulnerable to the attackers. The general communication structure [7] of SCADA systems is depicted in Fig 1, which contains the components of master station unit, sub-control unit, Programmable Logic Controller (PLC), Remote Terminal Unit (RTU) and Intelligent End Device (IED).

Typically, the attack detection [8]–[10] in SCADA network or mining system is performed based on the dynamic update of data obtained from the network database. In the traditional works, there are different optimization and classification methods [11]–[13] have been developed for attack prediction in SCADA systems. Also, the matching prediction
is highly complicated due to the presence of more irrelevant features in the database [14]. Thus, the existing works could use the machine learning techniques [15], [16] for selecting the best matching features between the query data and set of extracted features. The different types of machine learning [2], [17]–[20] techniques used in the conventional works are Support Vector Machine (SVM), Relevance Vector Machine (RVM), Neural Networks (NN), and other deep learning models. In which, the sequence pattern analysis and neural network techniques are widely used for identifying the attacking activities based on the relevant features. Still, it facing the challenges in predicting the accurate class of data with respect to the large amount of node characteristics. In order to solve this problem and to increase the classification accuracy, an improved feature optimization and classification methodologies are implemented in the proposed work. The major objectives behind this work are as follows:

- To pre-process the given data by eliminating the irrelevant information and to offer the normalized output data, the Markov Chain Clustering (MCC) mechanism is utilized in the attack detection system.
- To reduce the time complexity of processing the large amount of sensor data with best feature selection, a new optimization technique, named as, Rapid Probabilistic Correlated Optimization (RPCO) is developed.
- To improve the attack classification performance by identifying the best matching features, the Block Correlated Neural Network (BCNN) based classifier is implemented.

The remaining sections of this paper are structuralized as follows: the conventional feature optimization and classification techniques related to the SCADA attack detection process are reviewed in Section II. Then, the detailed description about the proposed RPCO-BCNN attack detection and classification system is presented in Section III. The experimental and comparative analysis of both existing and proposed techniques are validated in Section IV. Finally, the overall paper is concluded with its future scope in Section V.

II. RELATED WORKS

This section reviews the conventional feature extraction, optimization, and classification methodologies used for improving the security of SCADA systems. Typically, the SCADA systems [21] are extensively used monitoring and controlling the distribution networks for ensuring the reliability and maintaining the operational cost consumption of network. Due to the increased utilization of SCADA systems [22], it is very challenging task for providing security to these control systems. Also, the reliability and security [23] are the major factors that must be addressed for ensuring the reliability of SCADA networks. The cyber-security [24] is one of the key issue involved in the SCADA systems, because the cyber-attacks could damage the components and performance of controlling system. So, it must be addressed by deploying the proper risk assessment and security mechanisms. This paper [25] intends to detect the malicious activities on the SCADA systems by using the temporal pattern analysis model. It finds the set of temporal patterns and used as the feature vectors for improving the attack recognition performance of classifier. A semi-supervised learning [26] methodology has been utilized to detect the anomalies by increasing the cyber-defense capabilities of SCADA systems. The cyber-physical systems [27] are monitored and controlled with the deployment of SCADA systems, which facilitates an efficient cyber-physical operations against the harmful attacks.

Ghosh and Sampalli [28] presented a comprehensive survey on various security standards and protocol layers used for establishing the secure communication in SCADA systems, where the mechanisms are reviewed under the categories of attack prevention and detection. The SCADA network could face different types of security threats such as data repudiation, loss of integrity, confidentiality, and availability. Moreover, this paper investigates the major security guidelines and crypto suits used in the recent days for SCADA systems. Based on this study, it is analyzed that providing end-to-end security and addressing the key management issues are need to be highly concentrated in the SCADA network for an efficient attack detection and prevention processes. In paper [6], the special features are illustrated for improving the security of SCADA systems. For this analysis, the gas pipeline dataset has been utilized to validate the efficiency of the decision tree mechanism. Moreover, the different types of metrics used for the implementation of IDS in SCADA systems are also discussed, which includes application logs, host logs, physical metrics and network traffic. Here, the network and payload based feature attributes are mainly considered for classification, in which the network feature set contains...
five different types of attributes, and payload set contains 12 different attributes. Based on this study, it is observed that the performance of SCADA-IDS systems are highly depends on the set of features used for classification. In paper [9], a clear survey is presented about the different types of security protocols, and threats in SCADA system. Also, it discussed about various communication protocols used in the SCADA systems with its corresponding data rates, maximum distance measures, and topologies.

Ferrag et al. [29] investigated the performance of seven different deep learning mechanisms used for developing a cyber-security IDS, where the dataset selection plays a vital role for the detection of intrusions. For this analysis, around 35 distinct datasets have been utilized for estimating the efficiency and accuracy of deep learning models. Gumaei et al. [4] developed a new security control approach for efficiently detecting the cyber-attacks by the use of correlation based feature selection mechanism. The main intention of using this technique is to improve the attack detection efficiency by removing the irrelevant features. Then, these optimal set of features are used by the Instance based Learning (IBL) classification technique for predicting the cyber-attacks from the dataset. From this work, it is studied that the accuracy and detection performance of IDS is highly depends on the optimal set of features. In work [30], an integrated framework has been developed for detecting anomalies using the cyber-physical systems with the help of Gaussian Mixture Model (GMM) and Kalman Filtering (KF) approach. For this analysis, two different public datasets such as UNSW-NB15 and power system are utilized to assess the performance of suggested framework. Based on this concept, it is analyzed that privacy preservation and anomaly detection are the most essential factors for improving the security of SCADA systems. Khan and Serpen [2] analyzed the impacts of some common threats against SCADA systems such as MPCI, MSCI, DoS, MFCI, Recon, CMRI and NMRI. Here, a binary classification technique is utilized to categorize the normal and attacking classes based on the set of patterns. To validate the performance of the technique, there are different types of datasets have been tested in this work.

Khan et al. [11] developed a hybrid model for automatically predicting the anomalies in SCADA systems by using the reliable feature extraction mechanism. Here, three different feature reduction mechanisms such as Independent Component Analysis (ICA), Principal Component Analysis (PCA), and Canonical Correlation Analysis (CCA) have been utilized to reduce the dimensionality of features for improving the accuracy of intrusion detection and classification. Krithivasan et al. [31] deployed a hypergraph based CNN model for the detection of cyber-attacks in an Industrial Control System (ICS) with the use of PCA based dimensionality reduction mechanism. The motive of this paper is to minimize the input feature space for eliminating the Geometrical features based on the Helly property of hypergraph, which helps to obtain a reduced false positives and increased precision values. Based on this work, it is analyzed that the uninformative features could degrade the performance of entire attack detection and classification system. For this purpose, the most set of features are selected by using the PCA model and, the optimal feature attributes are fed to the CNN model for predicting the anomalies. Lai et al. [18] intended to extract the critical features by using the CNN for improving the efficiency of attack detection in SCADA systems. Here, the strong correlation between the feature vectors are estimated for the detection of anomalies with the help of feature mapping model. The main concentrations behind this work are ensure the timely attack prediction, to obtain the reduced cost of error, and to improve the ability of imbalanced data handling. From this work, it is studied that the efficiency of attack classification is based on the feature selection and imbalance data processing models. Table 1 presents the survey on various existing techniques used attack detection and classification in SCADA systems, which also discuss about the advantages of disadvantages of each technique.

From this above survey, it is analyzed the attack detection and classification on SCADA systems is highly depends on the features of dataset, which plays a vital role in many SCADA application systems. Also, the entire performance of classification system is based on the set of attributes extracted from the input data. Moreover, the detection efficiency and accuracy are considered as the major measures and extensively used for evaluating the effectiveness of SCADA systems.

III. PROPOSED METHODOLOGY

This section presents the clear illustration about the proposed attack detection and classification mechanisms used for SCADA security. Here, a combination of RPCO-BCNN mechanisms are implemented for accurately detecting the attacks from the given dataset. The novel contribution behind this work is based on the selection of optimal parameters used for improving the security of SCADA network architecture. Here, the RPCO technique is implemented to select the most suitable parameters by reducing the set of features, which helps to reduce training time of classifier. The major parameters considered during this process are entropy, output weights of sensors, energy properties, trust ratings, Lebesgue measure, probability density of sequence, overall power, likelihood ratio, average sigma parameter, and amount of packets transmitted. Based on the optimized set of features, the BCNN classification technique accurately predicts the intrusions from the given datasets. Moreover, it separates the dataset into various blocks according to the clustered index obtained from MCC, then it finds the relevancy between the training and testing feature sets. This type of optimal clustering and classification of SCADA dataset can efficiently improves the accuracy of entire system.

The overall flow of the proposed system is depicted in Fig 2, which comprises the following working stages:

1. Preprocessing
2. Feature Selection based optimization
3. Classification
### TABLE 1. Survey on existing attack detection and classification methodologies.

| Author & Year          | Methodology                                                                 | Advantages/Disadvantages                  |
|------------------------|-----------------------------------------------------------------------------|-------------------------------------------|
| Ghosh and Sampali [28] | Various security standards and protocols for establishing secure communication n in SCADA systems. | 1. Increased end-to-end security.         |
|                        |                                                                             | 2. Crypto-suitability.                    |
|                        |                                                                             | 3. Inefficient attack detection.          |
|                        |                                                                             | 4. Reduced performance outcomes.          |
| Al-Asiri [6]           | Cyberphysical IDS for SCADA systems.                                        | 1. Average performance metrics.           |
|                        |                                                                             | 2. Increased accuracy.                    |
|                        |                                                                             | 3. High false positive rate.              |
|                        |                                                                             | 4. It does not have the ability to handle large dimensional data. |
| Gumaci, et al [4]      | Correlation based Feature Selection (CFS) with Instance based Learning (IBL) mechanism for developing an efficient IDS. | 1. Reduced overhead.                      |
|                        |                                                                             | 2. High accuracy.                         |
|                        |                                                                             | 3. Reduced computational efficiency.      |
|                        |                                                                             | 4. Not having the ability to process the large data with varying size. |
| Keshk, et al [30]      | GMM-KF based anomaly detection framework for SCADA systems.                 | 1. Better feature mapping.                |
|                        |                                                                             | 2. Consumes the minimized amount of time for processing the transformed data. |
|                        |                                                                             | 3. It does not the space to transform the high dimensional data into a low dimensional data. |
| Khan and Serpan [2]    | Three stage classification system for intrusion detection in SCADA systems.  | 1. It is capable of handling of different datasets. |
|                        |                                                                             | 2. Still, it limits with the problems of reduced accuracy and detection efficiency. |
| Khan, et al [11]       | Hybrid Multi-Level (HML) IDS for predicting anomalies in SCADA systems.      | 1. Minimized false acceptance rate.       |
|                        |                                                                             | 2. Simple training process.               |
|                        |                                                                             | 3. High complexity in algorithm design.   |
|                        |                                                                             | 4. Reduced detection efficiency.          |
| Kirthivasan, et al [31]| Hypergraph based CNN model is developed for predicting anomalies in ICS.    | 1. High accuracy.                         |
|                        |                                                                             | 2. It restricts the presence uninformative feature attributes.               |
|                        |                                                                             | 3. Minimal time requirement for processing. |
|                        |                                                                             | 4. It failed to analyze the inconsistent data during the prediction.         |
|                        |                                                                             | 5. Reduced efficiency.                   |
| Lai, et al [18]        | Deep neural network based classification model is utilized to predict the anomalies in ICS. | 1. Efficient feature representation.      |
|                        |                                                                             | 2. Reduced time consumption.              |
|                        |                                                                             | 3. Imbalanced data processing.            |
|                        |                                                                             | 4. Reduced efficiency of attacking classification.                            |
|                        |                                                                             | 5. High computational complexity.         |

### FIGURE 2. Overall flow of the proposed attack prediction system.

At first, the given input dataset is preprocessed for eliminating the irrelevant information and to perform the attribute labeling process. Then, the cluster points are initialized from the preprocessed dataset for organizing the feature sets. During the dataset training, the RPCO technique is implemented to perform the relevancy mapping between the query data and entire dataset. Based on the relevancy level, the best optimal features are selected and are given to the input of BCNN classification technique. Then, it predicts the output label as whether normal or abnormal by estimating the matching score of the correlated blocks. The major benefits of the proposed RPCO-BCNN techniques are reduced time complexity, accurate detection, ability of handling large datasets, and improved classification performance.

### A. PREPROCESSING

Typically, the value of the raw dataset should be improved because that has the strong influence on determining the overall performance of the SCADA systems. At first, the original SCADA network input dataset is preprocessed for manipulating the data based on the concepts of normalization, balancing, segmentation, and removal of irrelevant information. For this purpose, the Markov Chain Clustering (MCC) model is implemented in this work, which performs both the data preprocessing and clustering for improving the quality of data. After loading the dataset, the attribute labeling, initialization of cluster index, and segmentation can be performed for arranging the feature values. In this algorithm, the original network data HDSs taken as the input and the clustered network data is obtained as the output. At first, the feature values of the given data can be normalized with respect to the minimum
and maximum values as shown in below:

\[
H_N = \left[ \frac{(H_D - H_{D_{\text{min}}})}{(H_{D_{\text{max}}} - H_{D_{\text{min}}})} \right] \quad H_N = \left[ \frac{(H_D - H_{D_{\text{min}}})}{(H_{D_{\text{max}}} - H_{D_{\text{min}}})} \right] \tag{1}
\]

where, \(H_N\) is the normalized dataset, \(H_{D_{\text{min}}}\) indicates the minimum value and \(H_{D_{\text{max}}}\) represents the maximum value. Then, the features in the normalized data can be arranged based on the number of number of rows and columns in the dataset, which is represented as follows:

\[
H_N = \begin{bmatrix}
f_{11} & f_{12} & \cdots & f_{1m} \\
f_{21} & f_{22} & \cdots & f_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
 f_{n1} & f_{n2} & \cdots & f_{nm}
\end{bmatrix} \tag{2}
\]

where, \(m\) and \(n\) represents the row and column size of feature set respectively. Consequently, the distance \(D_i\) between the particles \(F_i\) computed as shown in below:

\[
D_i = K [F_i] [H_N (f_i) - H_N (f_j)] \quad \forall i, 1, 2, \ldots m & j, 1, 2, \ldots n \tag{3}
\]

Consequently, the weight value \(\omega\) of the MARKOV model is estimated for the normalized data based on the distance computation.

\[
\omega = - \sum_{j=1}^{M} H_N (i) \cdot \log (D_j) \tag{4}
\]

If the present weight value is greater than the previous one, the grouping can be performed. The algorithmic steps involved in the MCC clustering technique are illustrated as follows:

**B. RPCO OPTIMIZATION**

Typically, the data points of the feature vectors are not in a complete form, which leads to a misclassified results at the time of classification. So, it must be solved by implementing an optimization technique for selecting the most suitable features. Thus, the RPCO mechanism is designed in this work, which helps to improve the classification accuracy by selecting the best feature attributes from the input set of input feature vectors. The main motive of using this technique is to extract the optimal set of features from the preprocessed data based on the best parameter selection process. The different types of parameters considered in this work are

1. Entropy
2. Output weight of sensors
3. Energy properties
4. Trust ratings
5. Lebesgue measure
6. Probability density of sequence
7. Overall power
8. Average sigma
9. Amount of packets transmission
10. Likelihood ratio

In this mechanism, different parameters have been optimally selected and its fitness functions are computed for improving the convergence speed of each and every iteration. These attributes are used to simplify the process of classifier and training and testing with reduced computational complexity. Also, it helps to obtain an improved accuracy by integrating the objective functions with the selected feature attributes.

After pre-processing, the optimal set of features are selected from the training dataset by using the RPCO mechanism. The intention of implementing this optimization technique is to reduce the number of input features based on the fitness function. In which, the learning features have been computed with respect to the weight and distance values. The major benefit of using this technique is, it evaluates the separate data features that are related to each class. The clustered network data \(TD\) is given as the input for this technique, and it provides the optimal selection of attributes \(TD\) \((s)\) the output. Here, the \(m\) number of particles \(x\) are initialized with the weight value of \(\omega_i\) which is computed as follows:

\[
\omega_i (n) = \left( \frac{P_i^m (x (n))}{\sum_{l=1}^{N} P_l^m (x (n))} \right) \quad \forall n = 1, 2, \ldots, m \tag{5}
\]

where, \(\omega_i (n)\) represents the weight value of particles for \(i^{th}\) iteration, and \(P_i^m\) indicates the potential of particle as represented as below:

\[
P_i^m = e^{- \sum_{y \in TD} f_i (y)} \tag{6}
\]

After finding the potential, the likelihood of the particles \(L_i^m\), re estimated by using the following equation:

\[
L_{i-1}^m = L_{i-1}^m \times L_i^m \quad \forall n = 1, 2, \ldots, m \tag{7}
\]

\[
L_i^m = \frac{1}{N} \sum_{l=1}^{N} P_i^m (x (n)) \tag{8}
\]

Algorithm I – MCC Clustering

**Input:** Network Data \(H_D\)

**Output:** Clustered Network Data \(TD\)

**Step 1:** Normalize the feature value of input network data by using equation (1).

**Step 2:** The features in the normalized data can be arranged by using equation (2).

**Step 3:** Estimate the distance between particles as shown in equation (3).

**Step 4:** Calculate weight value of Markov model using equation (4).

For \(i = 1\) to \(N\)

If \(\omega (i) < \omega (i + 1)\) then

\[
N_i = \begin{cases} 
  k, & \text{if } (1 + e^{\omega (i)}) < 0 \\
  0, & \text{otherwise}
\end{cases}
\]

\(k = k + 1\)

End if

End loop
Consequently, the weight value of each particle is updated based on the following:

$$\omega_i (n + 1) = \sum_{l=1}^{N} \omega_i (n) \delta (x_n)$$

(9)

Then, the particle updating is performed as follows:

$$x (n + 1) = \frac{1}{N} \sum_{l=1}^{N} \delta (x_n)$$

(10)

After that, the maximum likelihood \(m^*_n\) and fitness values \(\omega^*_n\) re-computed for the updated particles with respect to the weight value, which are represented as follows:

$$m^*_n = \max (L_{1:d}^m)$$

(11)

$$\omega^*_n (n) = \max \{ P_i^n (x (n)) \omega_i (n) \}$$

(12)

Based the maximum likelihood, the coordinates particles are updated with the best fitness value.

Fig 3 shows the convergence plot of RPCO based feature selection process, where the fitness is evaluated with respect to different iterations.

**C. BCNN CLASSIFIER**

During the attack classification process, the optimally selected features are given to both the training and testing dataset. For this purpose, the BCNN technique is designed in this work, which works based on the concept of NN algorithm. Also, this technique contains three operating layers such as input layer, hidden layer, and output layer. In which, the input layer accepts the selected features as the input data, and the classification processes are carried out in the hidden layer. Finally, the predicted class of label is produced as the result in the output layer. Based on the parameters of RPCO mechanism, the feature attributes are obtained and integrated as an objective function of optimization, which is used to improve the overall efficiency of classification. The novelty of this technique is, it separates the blocks of information for processing the given datasets, which is highly related to the parallel processing structure. So, it has the ability to process the large dimensional datasets in the form of correlated blocks by estimating the maximum correlation efficiency. Due to this process, the accuracy of classification has been increased with reduced number of features. Then, the BCNN technique utilize these optimally selected feature attributes for classifying the intrusions from the given datasets with high accuracy and efficiency. Also, it provided the benefits of high reliability, reduced computational complexity, and improved detection performance. After selecting the most suited features, the training set \(T_D (s)\) can be given as the input for classification, and the classified result \(V (k)\) is obtained as the output. In this stage, the feature properties can be initialized based on the sequential order as shown in below:

$$T_D (s) = \{ T_{D1} (s), T_{D2} (s), \ldots, T_{Dm} (s) \}$$

(13)

Then, the input data sequences are arranged in the matrix format at the input layer of the network for separating the blocks, which is represented as follows:

$$X_D (s) = \begin{bmatrix} T_{D1} (s) \\ T_{D2} (s) \\ \ldots \\ T_{Dm} (s) \end{bmatrix}$$

(14)

Sequentially, the correlation features of each block are computed in order to arrange the matrix as represented...
as follows:
\[ F(X_D(s), X_D^*(s)) = X_D^*e^{T - T_m} \quad (15) \]

where, ‘T’ and ‘T_m’ represents the attribute values of matrix \( X_D(s) \). Then, the kernel model of classifier is constructed with respect to the range of feature distance \( r \) and length of feature vector \( l \) which is illustrated as follows on the following model:
\[ K_m = \frac{1}{2^{q-1}} \left( \frac{\sqrt{2q}}{l} \right)^q k_q \left( \frac{\sqrt{2q}r}{l} \right) \quad \forall q = 1, 2, \ldots, N \quad (16) \]

Then, the relevancy level is estimated based on the kernel function with its corresponding feature points as shown in below:
\[ t_n = F^T \omega_n \quad (17) \]
\[ u_m = F^T \omega_m \quad (18) \]

where, \( \omega_n \) indicates the weight value of attributes and \( F^T \) is the feature points. Then, the network is constructed by extracting the training features, which is illustrated as follows:
\[ T_r = \{t_1, t_2, \ldots, t_n\} \quad (19) \]
\[ X_b = \bar{X}_b + \sum_{i=1}^{N} t_i (d)p^i \quad (20) \]

Based on the relevancy level, the matching score is computed for the correlated blocks by using the following model:
\[ \hat{S} = \left( (X_b^d - \bar{X}_b^d)^T (p^f) \right)^T \quad (21) \]

where, the relevance factor \( X_b^d \in R^{(T - T_p)M} \) is indicated by,
\[ R^{(T - T_p)M} = T_s^T Q^T + \pi_d \quad (22) \]

where, \( P \) and \( Q^T \) are the predicted components. Finally, the output predicted label can be represented with the help of distance matrix \( d_{ij} \) and relevance matrix \( R \) values.
\[ V(k) = \frac{d_{ij}}{R_j - R_i} \quad (23) \]

Fig 4 shows the prediction chart of BCNN based attack classification system, where the colored plots indicate the class of attack in the SCADA network data.

The major advantages of the proposed RPCO-BCNN based IDS are listed as follows:

1. It provides an increased attack detection efficiency and accuracy by extracting the most suited feature attributes based on the optimal selection of parameters.
2. It increases the convergence speed of optimization by evaluating the fitness function for the specified attributes.
3. It has the ability to handle large dimensional datasets by splitting it into different types of blocks. Then, it parallelly processing these blocks based on the maximum correlation estimation.

Algorithm III– BCNN Classification

**Input:** Training set \( T_D(s) \)

**Output:** Classified Result \( V(k) \)

**Step 1:** The input series are arranged in the sequential as shown in equation (13)

**Step 2:** In the input layer of neural network, the data sequence can be formed as the matrix based on equation (14)

**Step 3:** Form the matrix arrangement, the block correlation feature can be estimated by \( F(X_D(s), X_D^*(s)) \) which is represented in equation (15).

**Step 4:** Estimate the kernel model of classifier by using equation (16).

**Step 5:** Estimate the relevancy using kernel function with feature points based on equations (17) and (18).

**Step 6:** Extract the training features and form the network by using equations (19) and (20).

**Step 7:** Estimate the matching score for the correlated blocks by using equations (21) and (22).

**Step 8:** The predicted label can be provided as the output shown in equation (23).

**IV. RESULTS AND DISCUSSION**

This section evaluates the performance and analysis of both existing and proposed attack detection mechanisms by using various performance measures. It includes ROC analysis, False Negative Rate (FNR), Error Rate (ER), precision, recall, and F1-measure. Table 2 describes the different types of datasets used in this work for evaluating the performance of proposed system.

Here, the real time dataset, named as, Cyber-Physical Model is taken for evaluating the performance of the proposed mechanism. This dataset details are presented in

**FIGURE 4. Classification prediction chart.**

4. It obtains high accuracy in attack detection by utilizing the optimal features for classification.
5. It consumes reduced amount of time due to the parallel processing of blocks.
TABLE 2. Different types of datasets used in this analysis.

| Datasets                          | Description                                                                                                                                      | Pros and Cons |
|-----------------------------------|--------------------------------------------------------------------------------------------------------------------------------------------------|---------------|
| Cyber-Physical Model [32]         | It is a real time dataset contains the different types of attacks like moving files, uploading executable files, Modbus conversion, and creating Modbus traffic. |               |
| ICS network traffic dataset [33]  | It is a kind of publicly available dataset and extensively used for assessing the performance of various security mechanisms.                     |               |
| Real vehicle dataset [34]         | It is publicly available that contains the information related to network traffic and other fabricated messages.                                 |               |
| CSE-CIC-IDS 2018 [29]             | It contains the attacking information related to DoS, DDoS, Bruteforce, and web attack.                                                           |               |
| Bot-IoT dataset [29]              | It is a type of IoT traffic based dataset, which contains more than 72,000 records related to the different types of attacks.                 |               |

TABLE 3. Attacking information of cyber physical model for scada systems.

| Name and Notation          | Depiction                                                                                     | Number of Samples | Number of Attacking Samples |
|-----------------------------|------------------------------------------------------------------------------------------------|-------------------|-----------------------------|
| 6RTU_with_operate (Attack 1) | It uses some Metasploit information from one compromised RTU to another RTU.                  | 1856              | 1200                        |
| CnC_uploading_exe (Attack 2) | It shares the executable files from RTU to another.                                             | 1426              | 121                         |
| Moving_two_files (Attack 3) | Sharing of two files from one RTU to other.                                                     | 3319              | 75                          |
| Characterization (Attack 4) | It categorize the available registers by transmitting the series of Modbus commands.           | 12296             | 6719                        |
| Send_a_fake_command (Attack 5)| It uses both the proxychains tool and Metasploit proxy functions for Modbus writing operation.| 11166             | 10                          |
| Channel_4d_12s (Attack 6)   | It makes use of Modbus covert channel.                                                          | 44977             | 44977                       |
| Modbus_polling_only (Attack 7)| Creates the Modbus traffic with polling.                                                        | 58325             | 0                           |

Table 3 with the information of different attacks, description, number of samples, and number of attacking samples. It contains the information related to the series of real world attacks on SCADA system like cyber-attack against the Ukrainian power grid. In addition to that, some other existing datasets such as ICS network traffic dataset [33], real vehicle dataset [34], CSE-CIC-IDS 2018, and Bot-IoT [29] are also used to test and compare the performance of the proposed technique.

For the Cyber Physical model dataset, the confusion matrix has been defined for both existing and proposed techniques with respect to the different types of attacks as shown in Table 4 and Table 5. From the analysis, it is clear that the proposed RPCO-BCNN technique provides the reduced FPs and FNs by accurately predicting the attacks from the real time dataset. The values are comparatively improved than the existing method, because the optimal parameter selection based feature attributes extraction helps to improve the accuracy of classification approach.

Then, the real vehicle dataset contains the logging information of network traffic and injected fabricated messages. Table 6 presents the total number of normal and injected messages with respect to different types of attacks such as DoS attack, fuzzy attack, gear spoofing and RPM. Typically, the DoS attack intends to damage the availability of normal
TABLE 4. Confusion matrix of existing mechanism (risk assessment model).

| Attack   | TP   | TN   | FP  | FN  |
|----------|------|------|-----|-----|
| Attack 1 | 1200 | 656  | 0   | 0   |
| Attack 2 | 120  | 1305 | 0   | 1   |
| Attack 3 | 73   | 3244 | 0   | 2   |
| Attack 4 | 6719 | 5385 | 192 | 0   |
| Attack 5 | 10   | 11122| 34  | 0   |
| Attack 6 | 44977| 0    | 0   | 0   |
| Normal Data | 0    | 58142| 183 | 0   |

TABLE 5. Confusion matrix of proposed mechanism (RPCO-BCNN).

| Attack   | TP   | TN   | FP  | FN  |
|----------|------|------|-----|-----|
| Attack 1 | 1200 | 656  | 0   | 0   |
| Attack 2 | 120  | 1306 | 0   | 0   |
| Attack 3 | 73   | 3245 | 0   | 1   |
| Attack 4 | 6771 | 5385 | 140 | 0   |
| Attack 5 | 17   | 11122| 27  | 0   |
| Attack 6 | 44977| 0    | 0   | 0   |
| Normal Data | 67   | 58142| 116 | 0   |

TABLE 6. Attacking information of real vehicle dataset.

| Attack type         | Normal messages | Injected messages |
|---------------------|-----------------|-------------------|
| DoS Attack          | 30,78,250       | 5,87,521          |
| Fuzzy Attack        | 33,47,013       | 4,91,847          |
| Gear Spoofing       | 27,66,522       | 5,97,252          |
| RPM Spoofing        | 22,90,185       | 6,54,897          |

A. CONFUSION MATRIX

Table 7 and 8 depict the confusion matrix of both existing DCNN and proposed RPCO-BCNN techniques with respect to five different types of attacks represented in Dataset 2. Here, the confusion matrix is formed to analyze the accuracy of classifier based on the differential ratio of the sum of values mentioned in the diagonal matrix with respect to the values in other side. Moreover, the overall efficiency and accuracy of the attack detection system can be determined based on the confusion matrix. Here, the matrix is constructed for both existing and proposed techniques based on the detection of number of attacks in the entire dataset 2. From the evaluation, it is evident that the RPCO-BCNN technique exactly detects the types of attacks from the dataset, when compared to the conventional DCNN technique.

B. ROC ANALYSIS

Fig 5 to Fig 8 shows the ROC analysis of the existing DNN and proposed RPCO-BCNN techniques with respect to varying TPR and FPR values. Here, the ROC is evaluated for each attack mentioned in the vehicle dataset. Generally, the ROC can be estimated to validate the performance of classification technique with respect to varying threshold values. From the results, it is analyzed that the RPCO-BCNN technique outperforms the DNN technique by providing an improved results for all types of attacks.

C. OVERALL PERFORMANCE EVALUATION

Table 4 and Fig 9 compares the existing and proposed attack detection methodologies based on the measures of sensitivity, specificity, precision, F1-measure, and Matthews Correlation Coefficient (MCC). Typically, the sensitivity is defined based on the ratio of the number of TP rate and the value of TP with FN. Similarly, the specificity is defined by the ratio of network operations. Then, the fuzzy attack is more similar to the DoS attack, but it performs malfunctioning on the vehicles. Similarly, the gear and RPM spoofing attacks contain the messages related to the drive gear and RPM gauge, which affects the instrument panel.

FIGURE 5. ROC analysis for DoS attack.
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Moreover, the measures of precision, recall, MCC and F1 score are used to determine how the classifier could actually predict the accurate values during the attack detection process. The sensitivity is also termed as recall, and the other measures are calculated as follows (26)–(31), as shown at the bottom of the next page, where, TP indicates the True Positive, TN represents the True Negative, FP defines the False Positive, and FN represents the False Negative. Table 9 compares the accuracy, detection rate and f1-score of both existing and proposed intrusion detection approaches used in the SCADA security systems, which includes the existing techniques of decision tree, boosted decision, decision jungle, and risk assessment model. From the evaluation, it is observed that the RPCO-BCNN technique outperforms the other techniques by accurately detecting the intrusions from the given dataset based on the optimal number of feature selection and classification process. This shows the overall effectiveness of the proposed technique, when compared to the other existing techniques.

Moreover, the relevancy level of actual and predicted class labels can be estimated based on the classified outcomes, which ensures an improved performance of the proposed technique with reduced training level. From Table 10, it is evident that the RPCO-BCNN technique provides an increased sensitivity, specificity, precision, f1-score, kappa coefficient and MCC values, when compared to the DNN technique. Because, the clustering based optimization technique helps
TABLE 10. Comparative analysis between existing DNN and proposed RPCO-BCNN.

| Parameters      | DNN          | RPCO-BCNN   |
|-----------------|--------------|-------------|
| Sensitivity     | 0.998971     | 1           |
| Specificity     | 0.990566     | 0.997462    |
| Precision       | 0.980104     | 0.989922    |
| F1_Score        | 0.972632     | 0.999363    |
| MCC             | 0.986955     | 0.993405    |
| Kappa coefficient| 0.971        | 0.985       |

The classifier to accurately predict the attacks as normal or malicious.

Moreover, the overall effectiveness of the attack detection mechanism is highly dependent on the measure of accuracy. It is calculated based on the percentage of accurately detected flows with respect to the total number of predictions as shown in below:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (32)
\]

Fig 10 and 11 shows the accuracy value and AUC of existing DNN, binary classification, and proposed RPCO-BCNN techniques. This result indicated that the proposed technique provides an increased accuracy value, when compared to the other techniques by estimating the matching score based on the number of trained features.

Moreover, the error rate Fig 12 represents the error rate and FPR of existing DNN and proposed RPCO-BCNN techniques, which are calculated as follows:

\[
\text{FPR} = \frac{FP}{FP + TN} \quad (33)
\]
\[
\text{Error rate} = 1 - \text{Overall accuracy} \quad (34)
\]

In which, the increasing value of TPR ensures an improved accuracy, and the FPR is inversely proportional to TPR. The lowest FPR confirms the reduced error rate of classifier with misclassified results. Then, these results indicated that the proposed RPCO-BCNN outperforms the DNN technique with reduced error rate and FPR values.

D. DETECTION EFFICIENCY

The measure of detection rate is used to estimate the attack identification efficiency of the classification technique. In Fig 13 and Table 11, the detection efficiency of both existing [11] and proposed classification techniques are evaluated.
based on the different types of attacks. It includes Naïve Malicious Response Injection (NMRI), Complex Malicious Response Injection (CMRI), Malicious Parameter Command Injection (MPCI), Malicious State Common Injection (MSCI), Malicious Function Code Injection (MFCI), Denial of Service (DoS), and Reconnaissance (Reconn), which are the different types of attacks degrade the performance of SCADA systems. So, it must be detected based on the proper feature extraction and optimization models. Then, these results stated that the proposed RPCO-BCNN technique outperforms the other techniques with increased detection efficiency.

Table 12 and Fig 14 shows the kappa-coefficient of both existing and proposed classification techniques, which is one of the extensively used measure for testing the exactness of classifier and is estimated as follows:

\[
kappa \text{ coefficient} = \frac{P_o - P_e}{1 - P_e}
\]  

Based on this analysis, it is evident that the RPCO-BCNN technique outperforms the other techniques with increased kappa coefficient.

Table 13 and Fig 15 compares the conventional and proposed classification techniques based on the measures of accuracy, precision, recall, f-measure. Typically, it is defined that the detection performance and overall effectiveness of
any classification technique is highly depends on the measures of accuracy, precision, recall and f-measure. From the results, it is evident that the RPCO-BCNN technique offers an increased performance rate (around 99%), when compared to the other techniques. Because, the RPCO technique optimally selects the attributes based on the estimation of maximum likelihood and fitness function, which helps to improve the overall performance of the classification system.

Table 14 and 15 evaluates the False Acceptance Rate (FAR) and detection rate of both existing and propose RPCO-BCNN techniques for both CSE-CIC-IDS 2018 and Bot-IoT dataset respectively. The existing techniques considered for this evaluation are CNN, DNN, RNN, RF, NB, SVM and ANN, and the results stated that the proposed RPCO-BCNN provides the reduced FAR and increased detection ratio for both datasets. When compared to the other approaches, the proposed RPCO-BCNN technique provides an improved performance results.

E. COMPARATIVE ANALYSIS WITH OTHER CLASSIFICATION APPROACHES

Fig 16 and Table 16 compares the existing and proposed classification techniques based on the different measures of precision, recall, F1-score, error rate and FNR. Also, various classification techniques compared in this analysis are reduced inception-ResNet, LSTM (256 hidden units), ANN (2 hidden layers), Support Vector Machine (SVM), k-Nearest Neighbour (kNN) $k = 5$, Naïve Bayes (NB), and Decision Tree (DT). Based on these results, it is clear that the proposed RPCO-BCNN technique provides an increased precision, recall, F1-score and, reduced FNR and error rate, which
shows the overall efficacy of the proposed attack classification system. Table 17 evaluates the average classification accuracy of the existing [10] and proposed classification techniques with respect to the average and standard deviation measures. From the results, it is concluded that the RPCO-BCNN technique performs better than the other methods with increased training and testing values.

V. CONCLUSION

This paper proposed an advanced RPCO-BCNN mechanisms for accurately detecting and classifying the attacks in the SCADA systems. The main intention of this work is to provide an optimal solution for detecting the abnormal activities in the network architecture. Then, this objective is attained by applying the data clustering and feature selection models. Here, the MCC clustering technique is utilized to preprocess the input dataset by eliminating the noise contents and cluster the attribute labels. Then, the RPCO based feature selection mechanism is implemented to compute the best fitness function based on the weight value of each particle. Consequently, the BCNN technique is deployed to classify the predicted label as attack or non-attack based on the set of selected features. The main advantage of this work is, it selected the best suited features with reduced computational time. Also, the performance of this model is validated by using two different datasets such as ICS network traffic data, and real time vehicle dataset. The various evaluation metrics used in this analysis are sensitivity, specificity, accuracy, precision, f1-score, error rate, kappa-coefficient, and FPR. In addition to that, the obtained values of the proposed RPCO-BCNN is compared with some other conventional classification techniques. From the results, it is proved that the RPCO-BCNN technique outperforms the other technique with improved detection efficiency and overall performance. In future, this work can be extended by implementing a deep learning model for increasing the security of SCADA systems.

In future, this work has been extended by implementing a new prototype model for analyzing the different types of SCADA networking datasets. Also, an advanced risk assessment strategy can be employed for differentiating the different types of attacks by optimally tuning the parameters.
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