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Abstract

With large quantities of data typically available nowadays, forecasting models that are trained across sets of time series, known as Global Forecasting Models (GFM), are regularly outperforming traditional univariate forecasting models that work on isolated series. As GFMs usually share the same set of parameters across all time series, they often have the problem of not being localised enough to a particular series, especially in situations where datasets are heterogeneous. We study how ensembling techniques can be used with generic GFMs and univariate models to solve this issue. Our work systematises and compares relevant current approaches, namely clustering series and training separate submodels per cluster, the so-called ensemble of specialists approach, and building heterogeneous ensembles of global and local models. We fill some gaps in the existing GFM localisation approaches, in particular by incorporating varied clustering techniques such as feature-based clustering, distance-based clustering and random clustering, and generalise them to use different underlying GFM model types. We then propose a new methodology of clustered ensembles where we train multiple GFMs on different clusters of series, obtained by changing the number of clusters and cluster seeds. Using Feed-forward Neural Networks, Recurrent Neural Networks, and Pooled Regression models as the underlying GFMs, in our evaluation on eight publicly available datasets, the proposed models are able to achieve significantly higher accuracy than baseline GFM models and univariate forecasting methods.
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1. Introduction

Nowadays, many businesses and industries, such as retail, energy, and tourism, routinely collect massive amounts of time series from similar sources that require accurate forecasts for
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better decision making and strategic planning. Recently, global forecasting models (GFM) that build a single model across many time series [1], have shown their potential in providing accurate forecasts under these circumstances, e.g., by winning the prestigious M4 and M5 forecasting competitions [2, 3]. Compared with traditional univariate forecasting methods, such as Exponential Smoothing [ETS, 4] and Auto-Regressive Integrated Moving Average models [ARIMA, 5] that build separate models to forecast each series, GFMs are built using all the available time series, and are capable of exploiting cross-series information and control overall model complexity better through shared parameters [6], though their complexity is often required to be controlled based on heterogeneity and amount of the training data available [7].

A GFM in its purest form, e.g., a pooled regression model [PR, 8, 9], shares all parameters across all series, and can therewith be seen as an extreme opposite case of a traditional univariate forecasting model that has only per-series parameters. Such GFMs now consequently often have the problem that they are not localised enough for particular series, especially when the time series datasets are heterogeneous. To address this issue, researchers have developed special models with both global parameters shared across all series and parameters per each series [10, 11]. However, another more generally applicable and generic approach to address this problem that can be used with any GFM is to build models across subsets of the overall time series database. This strategy allows both to control model complexity and to build more localised models, focused on certain groups of time series. The challenge then is how to define these subgroups of series and how to combine the outputs of the resulting submodels.

Clustering is one approach that can be used, both as a way to make the overall model more complex in a controlled way and to address data heterogeneity. Montero-Manso and Hyndman [6] show that random clustering can improve forecasting accuracy, as it increases overall model complexity. To address data heterogeneity, Bandara et al. [12] propose an approach that initially clusters the time series based on a similarity measure, and then trains separate GFMs on each identified cluster. Similarly, clusters can be defined using domain knowledge, for example by using spatial proximity in applications such as environmental prediction and weather prediction [13]. The winning method of the M4 forecasting competition [10] uses an ensembling approach known as ensemble of specialists. This approach trains a group of GFMs that specialise by being more likely to train on series they already perform better on than the other models in the ensemble. Yet another approach is to combine global and local models in a forecast combination approach, as in [14].

The first main contribution of our study is to systematically compare the different generic approaches of localising GFMs proposed in the literature, namely clustering, ensemble of specialists, and forecast combination of local and global models. Therefore, we generalise the ensemble of specialists and clustering approaches from the literature, using them with different baseline GFM architectures. Also, the current work in the literature only uses random and feature-based clustering approaches for subgrouping the time series. We fill this gap by additionally using distance-based clustering.

In machine learning, ensembling techniques are used very successfully to reduce model variance and model bias, and to quantify the uncertainty by aggregating predictions over
multiple models [see, e.g., 15, 16]. But also in the field of forecasting, it is well established for decades that forecast combinations lead to improved accuracy [17, 18]. Forecast combinations address the limitations following from the No Free Lunch Theorem by Wolpert [19] which states that there is no single best prediction algorithm that is suitable for any application. Forecast combinations containing diverse models [20] incorporate the strengths of different models and hence, they are capable of providing accurate forecasts for many applications compared with single forecasting models.

This motivates us to propose an ensembling approach to localise GFMs which is the second main contribution of this study. Our proposed ensemble models contain localised GFMs trained over subsets of collections of time series with different model complexities. In particular, we first subgroup the time series using two feature-based clustering approaches: K-means [21] and K-means++ [22], and a distance-based clustering approach, K-medoids [23] with Dynamic Time Warping (DTW) distance in multiple iterations by either varying the number of clusters or the cluster seed. Then, multiple GFMs are trained per each identified subgroup, for multiple iterations, generating multiple forecasts for each time series. These forecasts are then averaged to obtain the final predictions. Here, the issue of information loss in traditional clustering-based GFM approaches, as series are assigned to either one cluster or another and only one model is built per cluster, is addressed by building multiple GFMs over different clusters. We also show that more sophisticated clustering is a good way to add model complexity in a directed and focused way, especially if the amount of data is limited. Furthermore, we quantify in our extensive experimental study how localisation and increasing model complexity affect the performance of GFMs. As the primary forecasting modules of our framework, we use linear and non-linear GFM models, namely: PR models, Feed-Forward Neural Networks (FFNN), and Recurrent Neural Networks (RNN). All implementations of this study are publicly available at: https://github.com/rakshitha123/Localised_Ensembles.

The remainder of this paper is organized as follows: Section 2 reviews the related work. Section 3 introduces the problem statement and the methods used for the experiments such as FFNNs, RNNs with Long Short-Term Memory (LSTM) cells, PR models, and ensemble and non-ensemble models. Section 4 explains the experimental framework, including the datasets, hyperparameter tuning, error metrics and benchmarks. We present an analysis of the results in Section 5. Section 6 concludes the paper and discusses possible future research.

2. Related Work

In the following, we discuss related work and the theoretical basis in the areas of global models, localisation of global models, ensembling, and time series clustering.

2.1. Global Models in Forecasting

GFMs [1] are a relatively recent trend in forecasting and have become popular after being the base of the winning solution of the M4 forecasting competition [10]. Usually, GFMs build a single model with a set of global parameters across many series. In contrast to local models, they are capable of learning the cross-series information during model training with
Monteiro-Manso and Hyndman [6] show that the complexity of local models increases with the number of series as a separate model is fitted for each series whereas the complexity of global models remains the same regardless of the amount of series. Those authors also prove that for a particular set of series, there always exists a global model that can produce the same forecasts as given by a collection of local models. Thus, in principle GFMs are applicable to any forecasting problem, not only in situations where series are related, as in earlier work typically postulated [7]. However, the proof does not provide a way to construct such global models, so that in practice, there are still complex interdependencies between the degree of relatedness of series, the amount of data available, and the complexity of the models [7]. Hewamalage et al. [7] perform a simulation study to characterise these interdependencies, and define relatedness using a model-based definition, in the way that series are defined to be related if their data generating processes are similar.

In terms of particular GFMs proposed in the literature, in an early work, Duncan et al. [24] use a Bayesian pooling approach to extract information from similar time series to train GFMs. A linear auto-regressive GFM trained across a set of time series is known as a PR model, as discussed by Trapero et al. [8]. Smyl and Kuber [25] use global RNNs for forecasting. Salinas et al. [26] propose a global auto-regressive RNN named DeepAR for probabilistic forecasting. Since 2018, many more models have been proposed in this space, e.g., Oreshkin et al. [27] propose the forecasting framework N-BEATS which trains deep neural networks incorporating cross-series information, and Hewamalage et al. [28] present an overview of globally trained RNNs. The M5 forecasting competition [3] was won by a globally trained gradient-boosted tree, and also all recent Kaggle competitions in forecasting were won by global models [29].

Though GFMs may be relatively new in their appreciation in forecasting, similar concepts have been used in other fields, most prominently pooled regression models [9], e.g., in the social sciences, and sub-population models in medicine [30]. Gelman and Hill [9] argue that developing prediction models with pooling and without pooling data are extreme opposite cases where both approaches have their own issues. The no-pooling approach tends to overfit the data, especially for instances with a smaller amount of training data. On the other hand, pooling or a global approach may underfit the data and tends to provide averaged predictions for all instances and therewith it will ignore specifics of individual instances (see also Kent and Hayward [30]). Thus, those authors argue that the middle ground between pooling and no-pooling approaches is often more desirable, which in their context is called multilevel analysis. In line with this concept, in our work, we use a middle ground between global (pooling) and local (no-pooling) approaches where we train global models across sets of time series, ensuring that the models are adequately localised by using more appropriate time series groups to train them.
applied to existing GFM models, to enable them to achieve more localised learning.

ES-RNN not only has local and global parameters, but it also has a mechanism for
localisation, called the ensemble of specialists. This architecture first assigns the series
randomly to train a set of GFM experts. Then, it identifies the most suitable series to train
each specialist based on the errors corresponding to a validation dataset. This procedure is
iteratively repeated until the average forecasting error on the validation set starts growing.
Finally, forecasts for each time series are computed by aggregating the forecasts of GFM
specialists that correspond to each time series. In this approach, data heterogeneity is
addressed by selecting the most suitable series to train each specialist, and generating the
final forecasts using multiple GFM specialists.

The only prior work that uses time series clustering for localising and addressing data
heterogeneity of GFMs, to the best of our knowledge, is the work of Bandara et al. [12].
This work implements feature-based clustering approaches using K-means [21], DBScan
[31], Partition Around Medoids [PAM, 32] and Snob [33] as base clustering algorithms.
For each identified cluster, those authors build a separate GFM, using RNN as the base
forecasting algorithm. That work also has been extended to address real-world forecasting
challenges in retail and healthcare [34, 35]. However, these approaches have the limitation
of information loss that may occur due to the suboptimal grouping of time series. As the
method makes a hard binary decision about which GFM to use for a particular time series,
based on the clustering, a wrong selection here leads to a sub-optimal model being used.
Our proposed framework addresses this limitation by aggregating the forecasts generated
by a set of clusters in multiple iterations. On top of this, we use both feature-based and
distance-based clustering techniques to identify subgroups of time series, where prior work
has been only based on feature-based clustering.

Montero-Manso and Hyndman [6] see clustering as a method to add more complexity to
a GFM. Those authors show that increasing model complexity can improve the forecasting
accuracy, thus localising GFMs by using techniques such as clustering supports to improve
the performance of GFMs. They only consider random clustering for their experiments. We
use their work as a theoretical base and a starting point, also addressing data heterogene-
ity by using more sophisticated clustering techniques, and therewith also increasing model
complexity in a directed and focused way.

The main notion of GFMs is typically that all series used for training are relevant for
evaluation, which is why it is beneficial to develop a GFM that will perform well on average
across these series (and localise accordingly). Another related topic is data augmentation,
where, e.g., Bandara et al. [36] use simulated series to improve the performance of GFMs.
However, as here the GFM does not need to perform well on the augmented series, here
the GFM needs to be trained in a pooled way across real and augmented data, without
localisation, so that the GFM can generalise across both real and augmented data, to prevent
overfitting on the real data.

2.3. Ensembling for Forecasting: Forecast Combinations

In time series forecasting, ensembling is known under the name of forecast combina-
tion [18, 37, 38]. As in many ensembling techniques, forecast combination techniques usually
Train multiple submodels independently, and then aggregate over the submodels to compute final forecasts. The submodel aggregation technique plays a crucial role in forecast combination approaches. Simple averaging and weighted averaging are widely used to aggregate forecasts [18].

Krogh and Vedelsby [39] show that the squared error of a linearly combined ensemble model can be explained as the addition of two distinct components: average squared errors of the individual base models and a term that quantifies the interactions or diversity among the base model predictions. Those authors show that this second term which represents the diversity is always positive. Thus, the squared error of the ensemble model is always less than or equal to the average squared error of the individual base models. This phenomenon shows that higher diversity of base models produces a larger gain for the ensemble model over the average performance of the individual base models. Furthermore, Brown et al. [40] show that diversity acts as an extra degree of freedom in the bias-variance trade-off which allows the ensemble model to find functions that are hard to find with an individual forecasting model. Thus, ensemble models are expected to provide better results when submodel forecasts are uncorrelated, and heterogeneous base learners are more likely to generate uncorrelated forecasts [41, 42]. Torgo and Oliveira [43] propose an ensemble of bagged trees approach, where diversity among the model trees is increased by using different time series representations. Cerqueira et al. [41] propose an ensemble approach with dynamic heterogeneous submodels that uses a weighting scheme. These heterogeneous ensemble models have been used to address many real-world forecasting problems, such as power forecasting [44], electricity load forecasting [45], and price forecasting [46].

Ensembling and localisation have been used together to improve the prediction accuracy. Masoudnia and Ebrahimpour [47] discuss prediction methods that incorporate a mixture of experts concept where multiple neural networks are trained for different parts of the problem space. The work by Laurinec et al. [48] provides insights on how clustering based ensembling techniques can be used specifically to forecast electricity consumption.

Meta-learning based weighted ensembles are also popular. The second-winning approach in the M4 forecasting competition, Feature-based Forecast Model Averaging [FFORMA, 49] uses a weighted ensembling approach that combines base models using a meta-learner, which is trained using time series features. The third-winning approach [50] also uses an ensemble technique to optimally combine the forecasts generated by a set of statistical models. The meta-learning approach proposed by Cerqueira et al. [51] uses the prediction of the loss of sub-models to determine the weights that should be used when combining their forecasts.

2.4. Time Series Clustering

Clustering, or identifying similar groups of data that have similar characteristics, is a widely used approach to handle data heterogeneity [52]. Three main classes of time series clustering approaches are distance-based, feature-based, and model-based approaches [53]. The distance-based clustering techniques group time series based on the similarity of raw observations of time series. Here, the similarity of point values is captured using a distance metric, such as Euclidean distance, Manhattan distance, Pearson correlation, Spearman correlation, or DTW. As the performance of distance-based clustering techniques depends
heavily on the distance metric used, choosing the appropriate distance measure can be a challenging task in this approach. In contrast, feature-based clustering techniques first extract a set of features from each time series. Then, a traditional clustering technique is applied to the extracted feature matrix to identify similar groups of time series. Compared to distance-based clustering, feature-based clustering approaches are typically more interpretable and more resilient to missing data [54]. On the other hand, model-based clustering assumes the data are originally generated from a group of models and therefore attempts to recover the models from the data [55]. Here, expectation-maximisation algorithms are used to assign each series to the cluster with maximum likelihood.

3. Methods

This section first gives a brief overview of the proposed methodology and the primary prediction models used to implement the GFMs in this study and their corresponding preprocessing techniques. Then, we describe the GFM-based ensemble variants introduced.

3.1. Methodology Overview: Localisation of GFMs Through Ensembling

Time series forecasting refers to predicting the future values of a given set of time series based on their past values. In our experimental framework, we consider a dataset as a set of time series. As shown in Figure 1, we split each time series in a dataset into training and test parts where the training parts are used to train GFMs and the test parts represent the actual values corresponding with the expected forecast horizon. In the GFM context, the training set consists of the past values from a group of time series, whereas the test set consists of their corresponding future values.

Our proposed framework first clusters a given collection of time series based on their similarity, and then trains a set of localised GFMs, one per each time series cluster, where the training set of each GFM consists of the training parts of the corresponding time series cluster. The future values of each time series are obtained using their corresponding localised GFM. This procedure is repeated multiple times either by changing the number of clusters or cluster seed. Therefore, for each series, we obtain multiple forecasts provided by a set of localised GFMs in multiple iterations. The final forecasts for a given series are obtained by averaging the forecasts provided by the corresponding localised GFMs. Though there is research in the literature around the use of weighted averages and other techniques to obtain the final forecasts [38, 41], and there are situations where weighted averaging provides superior results over simple averaging [49, 14], a consensus in the forecasting literature is that a simple average is hard to beat and often performs best [18, 56]. Thus, we limit our experiments to simple averages as we deem this particular question not to be the main focus of our paper.

3.2. Global Forecasting Models

We use FFNNs, RNNs, and PR models as the baseline GFMs in our work. FFNNs have the universal function approximation property and therewith are capable of approximating any (non-linear) function [57]. RNNs belong to the NN family and they are especially
suitable for sequence modelling problems [58] due to their capability of addressing temporal order and temporal dependencies of sequences. Furthermore, global RNNs have been recently used as a central part of the winning method of the M4 forecasting competition, making them one of the state-of-the-art models in the forecasting space [10]. As both FFNNs and RNNs are non-linear GFMs, we also consider linear GFMs in our work. Hence, we also consider PR models [8] in our work which use linear functions of lagged values of time series to predict their future. Further details of these GFMs are detailed in the following.

3.2.1. Feed-Forward Neural Networks

FFNN is a strong non-linear standard model, which has the universal function approximation property [57]. For further details of FFNNs, we refer to Goodfellow et al. [59]. In our work we use the implementation available in R in the nnet function from the nnet package [60]. To use an FFNN for time series forecasting, the time series are preprocessed as explained in Section 3.2.4. We then train the FFNNs using the single-step ahead forecasting strategy, where models are iteratively used to obtain the forecasts for the required forecast horizon [61].

3.2.2. Recurrent Neural Networks with Long Short-Term Memory Cells

RNNs are a type of NNs that are especially suited for sequence modelling [58]. In RNNs, feedback loops address the temporal order and temporal dependencies of sequences, which may be less aptly handled by traditional NNs [62]. Recently, RNN-based GFMs are
becoming a popular NN architecture among forecasting practitioners [10, 12, 28, 34, 63, 26],
and have been used as the primary architecture in the winning solution of the M4 forecasting
competition. Based on recommendations by Hewamalage et al. [28], we use the LSTM
network as our primary RNN architecture and implement the Stacking Layers design pattern
to train the network [64, 14]. However, we highlight that the proposed methodology can
be generalised to any RNN variant such as Elman RNN [58], Gated Recurrent Units [GRU,
65], and others. We implement the proposed RNN architectures using TensorFlow [66],
based on the framework developed by Hewamalage et al. [28]. Similar to FFNN, time series
are preprocessed as discussed in Section 3.2.4. Then, we use the RNN stacked architecture
with the multi-step ahead forecasting strategy to train the network, following the procedure
recommended by Hewamalage et al. [28].

3.2.3. Pooled Regression Models

PR models [8] are, similar to FFNNs and in contrast to RNNs, purely auto-regressive,
and use a linear function of the lagged values of a time series to predict its future. They
estimate a set of constant coefficients corresponding to each considered lagged value. PR
models train on a pool of time series during model training and the coefficients are computed
by minimising the overall training error. The lagged values are then multiplied by their
corresponding coefficients and an intercept is added to obtain the final forecasts. PR models
use the single-step ahead forecasting strategy and therefore the models are iteratively used
to obtain the forecasts for the required forecast horizon. In our experiments, we use the glm
function in the glmnet package [67] to implement the proposed PR variants.

3.2.4. Preprocessing for Global Forecasting Models

For FFNN and RNN models, the time series are first normalised by dividing them by
their corresponding mean values. Next, the normalised series are transformed to a log
scale to stabilise the variance and to avoid placing the outputs in the saturated areas of
the NN’s activation function. There are two main approaches to handle the seasonality of
time series when using RNNs: deseasonalisation or using original observations with seasonal
exogenous variables [63]. Depending on the characteristics of the datasets and the results
of prior work [28], we determine the datasets that require deseasonalisation (Section 4.1). If
required, deseasonalisation is performed by applying the Seasonal and Trend Decomposition
using Loess (STL) method [68], and the deseasonalised series are used to train the RNN
model. For the datasets that do not require deseasonalisation, the preprocessed series are
directly used to train the RNN model, along with the seasonal regressors. In particular, for
multiseasonal datasets, we use Fourier terms [69], a set of sine and cosine terms, together
with the preprocessed series when training the RNN model following the procedure suggested
by Bandara et al. [63]. The stl and fourier functions in the forecast package [70] are
used, respectively, for deseasonalisation and Fourier terms calculation. Finally, the moving
window scheme is applied to the preprocessed series to create the input and output window
pairs required to train the NN models [28]. On the other hand, when implementing the
PR models, only mean normalisation is used to preprocess the time series. This is because,
unlike in NNs, PR models do not have activation functions, and therewith do not show
saturation effects in the way NNs do [28]. Once the forecasts are obtained from the GFMs, to bring them to the original scale, the corresponding preprocessing techniques are reversely applied. Figure 2 shows the overall workflow of the proposed ensembled GFMs.

3.3. Ensemble Models to Localise Global Forecasting Models

In the following, we describe the different types of GFM-based ensemble models used in our experiments.

3.3.1. Ensemble of Specialists/Experts

The ensemble of specialists was proposed by Smyl [10], and used by the same author in ES-RNN, the winning solution of the M4 forecasting competition [2]. The ES-RNN implementation uses RNN with LSTM cells as the primary specialist/expert prediction unit.
Algorithm 1 Ensemble of Specialists Algorithm

1: Parameters
2: training_set - Contains the training parts of each series of the dataset
3: validation_set - Contains the training and validation parts of each series of the dataset
4: test_set - Contains all full-length time series
5: validation_results - Contains actual data corresponding with the validation parts of each series
6: num_of_specialists - Number of GFMs to be used in the algorithm
7: N - Number of top GFMs whose forecasts are combined to obtain the final forecasts
8:
9: procedure ENSEMBLE_OF_SPECIALISTS(training_set, validation_set, test_set, validation_results, num_of_specialists, N)
10:     gfms ← [] Stores GFM specialists
11:     train_series ← [] Stores training series corresponding with each GFM
12:     val_predictions ← [] Stores validation forecasts given by GFMs for a particular iteration
13:     test_predictions ← [] Stores GFM forecasts corresponding with testing period
14:     final_predictions ← [] Stores final output forecasts
15:     val_errors ← [] Stores validation errors given by each GFM in a particular iteration
16:     prev_errors ← [] Stores validation errors given by GFMs in the previous iteration
17:     val_error_growing ← FALSE Whether the validation set error is growing or not
18:     iterations ← 1
19:     for i in 1 to num_of_specialists do
20:         gfm[i] ← init_gfm_model() Randomly allocate training series for GFMs
21:         train_series[i] ← random(training_set, 0.5)
22:     end for
23:     while val_error_growing == FALSE do
24:         if iterations > 1 then
25:             Re-assign series to their corresponding top performing GFMs
26:             train_series ← reassign_series(val_errors, N)
27:         end if
28:         for i in 1 to num_of_specialists do
29:             gfm[i] ← train_gfm(gfm[i], train_series[i]) Train GFMs
30:             val_predictions[i] ← test_gfm(gfm[i], validation_set) Get validation forecasts
31:         end for
32:         Calculate validation errors
33:         val_errors[i] ← calc_errors(val_predictions[i], validation_results)
34:     end while
35:     if iterations > 1 then
36:         Check whether the average validation error is growing or not
37:         val_error_growing ← check_error_growing(val_errors, prev_errors)
38:     end if
39:     prev_errors ← val_errors
40:     iterations ← iterations + 1
41: end procedure
Get forecasts corresponding with the testing period from trained GFMs

for $i$ in 1 to specialists do

\[
test\_predictions[i] \leftarrow test\_gfm(gfm[i], test\_set)
\]

end for

The final forecasts of each series are obtained by averaging the forecasts provided by its top performing GFMs

for $s$ in 1 to len(test_set) do

\[
final\_predictions[s] \leftarrow combine\_best\_predictions(test\_predictions, N, s)
\]

end for

return final_predictions

end procedure

Algorithm 1 shows the training and testing phases of the ensemble of specialists method. In the training phase, the algorithm learns a group of GFMs simultaneously to obtain the best GFMs to model each time series. In the first iteration, 50% of the time series are randomly allocated for each GFM to train. Then, each GFM is trained using its assigned series and the forecasts are obtained from the trained GFMs for a validation dataset. The GFMs are then ranked for each time series based on the validation errors and the time series are re-allocated for their corresponding top $N$ (in our case $N = 2$) GFMs. The series allocation procedure is repeated for each GFM until the average validation error starts to grow. In the testing phase, for each test series, the average of the forecasts corresponding to the top $N$ GFMs forms the final forecast. We tune the number of specialists ($K$) as a hyperparameter using a validation dataset (refer to Section 4.3).

3.3.2. Clustering-based Ensemble Models

In this approach, we use a combination of feature and distance-based clustering techniques to build ensemble models. Table 1 summarises the clustering techniques used in our experiments. Here, the Category column indicates the approach to which the clustering algorithm is applied, and the Package and Function columns provide a reference to the software implementation used in our experiments.

| Clustering Technique          | Category       | Package   | Function |
|------------------------------|----------------|-----------|----------|
| K-means                      | feature-based  | stats [71]| kmeans   |
| K-means++                    | feature-based  | LICORS [72]| kmeanspp|
| K-medoids with DTW Distance  | distance-based | dtwclust [73]| tsclust |

Table 1: Overview of Clustering Techniques

For the feature-based clustering approach, we use K-means [21] and K-means++ [22] as the primary clustering algorithms. Here, the K-means++ algorithm is used to address the weak centroid initialisation problem present in the traditional K-means algorithm. We extract a set of self-explainable features [74] from each time series and cluster them to identify similar groups of time series. This approach is similar to the methodology suggested by
The extracted features include mean, variance, first order of autocorrelation, trend, linearity, curvature, entropy, lumpiness, spikiness, level shift, variance change, flat spots, crossing points, maximum Kullback-Leibler (KL) shift and time KL shift. We use the `tsfeatures` function from the `tsfeatures` package [75] to extract these time series features. In this way, we represent each time series as a vector of features. We then apply the target clustering algorithms to determine the optimal feature grouping, which represents the subgroups of time series that are used to train the GFMs. There have been other feature extraction procedures proposed in the literature, such as catch22 [76] or tsfresh [77], and their use would most likely result in different clustering outcomes. However, `tsfeatures` is a popular and well-established package in the forecasting space, and has been used in a similar setting by Bandara et al. [12], which is why we focus on this package.

To implement the distance-based clustering approach, we use the K-medoids clustering [23] algorithm, using DTW as the primary distance measure. The K-medoids algorithm handles noise and outliers better compared with K-means. As distance-based clustering algorithms work directly on the raw observations of the time series, a prior preprocessing phase is not necessary.

Based on the above clustering approaches, we introduce the following model variants to our framework:

**GFM.Cluster.Number** We apply clustering algorithms multiple times by varying the number of clusters. Multiple GFMs are then trained per each identified cluster, for multiple iterations, generating multiple forecasts per each series. These forecasts are then averaged to obtain the final forecasts.

**GFM.Cluster.Seed** We use the elbow method [52] to determine the optimal number of clusters, and then apply the K-means or K-means++ algorithms multiple times with the optimal number of clusters by changing the cluster seed. Finally, multiple GFMs are trained per each cluster, for multiple iterations and the forecasts are ensembled following the same procedure used in GFM.Cluster.Number.

To determine the optimal number of clusters, the elbow method runs a clustering algorithm multiple times by gradually increasing the number of clusters. It calculates the sum of squared errors in clustering for each considered number of clusters and plots the errors against their respective number of clusters. At the beginning, the error is expected to quickly decrease as the number of clusters increases. At some point, the error reduction rate slows down leading to a situation of diminishing returns. This point can be determined as the point of maximum curvature (forming an elbow) in the plot and the number of clusters corresponding with that point is considered as the optimal number of clusters to be used with the considered clustering algorithm. We visualise the results of the elbow method with our experimental datasets using the R package `factoextra` [78].

Figure 3 illustrates the GFM.Cluster.Number variant used in our experiments, and Algorithms 2 and 3 show the training and testing phases of the GFM.Cluster.Number and
Figure 3: In the GFM.Cluster.Number variant, we consider the cluster range from two to seven. Six forecasts are generated for each time series by varying the cluster number. Finally, these forecasts are averaged to obtain the final forecasts. On the other hand, the GFM.Cluster.Seed variant uses the same number of clusters, the optimal cluster number, varying the clusters from iteration to iteration by varying the cluster seeds.

GFM.Cluster.Seed models, respectively. We note that the range of cluster numbers for GFM.Cluster.Number is defined in a way that the optimal number of clusters found by the elbow method is placed within that range.

The feature clustering technique is applied for both the GFM.Cluster.Number and GFM.Cluster.Seed variants, whereas the distance-based clustering technique is only applied for the GFM.Cluster.Number variant. This is because, the GFM.Cluster.Seed algorithm requires an optimal number of clusters to operate. According to the best of our knowledge, there is no straightforward method to identify the optimal number of clusters for K-medoids clustering with DTW distances. So, altogether there are five clustered ensemble models that we use in the experiments: K-means, K-means++ and K-medoids (DTW) with the GFM.Cluster.Number variant, and K-means and K-means++ with the GFM.Cluster.Seed variant.

3.3.3. Forecast Combinations of Global and Local Forecasting Models

We combine the predictions of six RNN-based GFMs with the predictions of two traditional univariate forecasting models. The RNN-based models are a single RNN and five clustered ensemble models based on RNNs, namely: RNN.Cluster.Number with K-means, K-means++ and K-medoids, and RNN.Cluster.Seed with K-means and K-means++ methods. The traditional techniques are ETS [4] and ARIMA [5]. The RNN-based forecasts are averaged with ETS forecasts as well as with both ETS and ARIMA forecasts, making 12 forecast combination models.

When applying forecast combinations to multi-seasonal benchmark datasets, we replace the ETS and ARIMA methods with the Trigonometric, Box-Cox, ARMA, Trend, Seasonal [TBATS, 79] and the Dynamic Harmonic Regression ARIMA [DHR-ARIMA, 80] methods,
Algorithm 2 GFM.Cluster.Number Algorithm

1: Parameters
2: training_set - Contains the training parts of each series of the dataset
3: test_set - Contains all full-length time series
4: cluster_range - A vector of clusters numbers
5: clustering_method - The clustering technique e.g. K-means
6:
7: procedure ensemble_of_clustering_GFM_Cluster_Number(training_set, test_set, 
      cluster_range, clustering_method) 
8:     predictions ← [] Stores forecasts of all iterations 
9:     final_predictions ← [] Stores final average forecasts 
10:    iterations ← 1 
11:    seed ← generate_seed() 
12:    for cluster_num in cluster_range do 
13:       cluster all series for the numbers specified in cluster_range iteratively 
14:       cluster_ids ← cluster_series(test_set, cluster_num, clustering_method, seed) 
15:          for c in cluster_num do 
16:             series_ids ← cluster_ids[c] 
17:             gfm ← init_gfm_model() 
18:             gfm ← train_gfm(gfm, train_series[series_ids]) Train GFMs using clustered series 
19:             Obtain forecasts for the test series in clusters using the trained GFMs 
20:             predictions[series_ids][iterations] ← test_gfm(gfm, test_series[series_ids]) 
21:          end for 
22:          iterations ← iterations + 1 
23:    end for 
24:    Calculate the average of forecasts produced in each iteration 
25:    final_predictions ← row_wise_avg(predictions) 
26:    return final_predictions 
27: end procedure
Algorithm 3 GFM.Cluster.Seed Algorithm

1: Parameters
2: training_set - Contains the training parts of each series of the dataset
3: test_set - Contains all full-length time series
4: optimal_num_of_clusters - The optimal number of clusters to be used given by the elbow method
5: num_of_iterations - Number of cluster generating iterations
6: clustering_method - The clustering technique e.g. K-means

7: procedure ensemble_of_clustering_GFM_Cluster.Seed(training_set, test_set, optimal_num_of_clusters, num_of_iterations, clustering_method)
8: predictions ← [] Stores forecasts of all iterations
9: final_predictions ← [] Stores final average forecasts
10: for iter in num_of_iterations do
11:     seed ← generate_seed() Generate a random seed in each iteration
12:     Cluster all series into the optimal number of clusters with the generated seed
13:     cluster_ids ← cluster_series(test_set, optimal_num_of_clusters, clustering_method, seed)
14:     for c in optimal_num_of_clusters do
15:         series_ids ← cluster_ids[c]
16:         gfm ← init_gfm_model() Train GFMs using clustered series
17:         gfm ← train_gfm(gfm, train_series[series_ids])
18:         Obtain forecasts for the test series in clusters using the trained GFMs
19:         predictions[series_ids][iter] ← test_gfm(gfm, test_series[series_ids])
20:     end for
21: end for
22: Calculate the average of forecasts produced in each iteration
23: final_predictions ← row_wise_avg(predictions)
24: return final_predictions
25: end procedure
which are capable of forecasting time series with multiple seasonal patterns.

3.3.4. Ensemble Baseline

Ensembling can be used in many different ways with different objectives. E.g., boosting lowers bias, and bagging lowers variance, by addressing model, parameter, and/or data uncertainty. Therefore, we employ an ensembling baseline to be able to quantify how much accuracy is gained from localisation versus from other effects. In particular, we implement a straightforward approach to address the parameter uncertainty of GFMs by training GFMs multiple times using different seeds. We train global RNN/FFNN models using all the available time series with five different seeds. The forecasts generated by these five seeds are then averaged to obtain the final forecasts.

4. Experimental Framework

In this section, we discuss the benchmark datasets, hyper-parameter optimisation approaches, error metrics, and benchmarks used in our experiments.

4.1. Datasets

We use eight publicly available datasets\footnote{The experimental datasets are available at https://drive.google.com/drive/folders/16xqLEFyLn_gJcXrIp1LWyAD_KvJjBSHn?usp=sharing.} to evaluate the performance of our proposed variants. Table 2 provides summary statistics of these benchmark datasets, and a brief overview is as follows:

- M3 Dataset [81]: Monthly dataset from the M3 forecasting competition. This dataset contains six subcategories of time series, namely micro, macro, industry, demo, finance, and other. When executing our proposed variants, we use this information as the domain knowledge and a separate global model is trained for each subcategory.

- M4 Monthly Dataset [2]: Monthly dataset from the M4 forecasting competition. This dataset contains the same six subcategories as the M3 dataset, and the GFMs are built per subcategory accordingly.

- CIF 2016 Dataset [82]: Monthly dataset from the CIF 2016 forecasting competition, containing 24 time series from the banking domain and 48 simulated series. We use all simulated and real-world series to train models and to evaluate their performance with this dataset. Hence, the simulated series also contribute to the final forecasting accuracy of the dataset.

- Kaggle Wikipedia Web Traffic Dataset [83]: A subset of time series from the Kaggle Wikipedia Web Traffic forecasting competition that contains numbers of daily hits/traffic for a given set of Wikipedia web pages. The missing observations of this dataset are treated as zeros, following the procedure suggested by Hewamalage et al. [28].
| Dataset Name          | No. of Time Series | Forecast Horizon | Frequency | Minimum Length | Maximum Length |
|----------------------|--------------------|------------------|-----------|----------------|----------------|
| M3                   | 1428               | 18               | Monthly   | 48             | 126            |
| M4                   | 48000              | 18               | Monthly   | 42             | 2794           |
| CIF 2016             | 72                 | 6, 12            | Monthly   | 22             | 108            |
| Wikipedia Web Traffic| 997                | 59               | Daily     | 550            | 550            |
| Ausgrid Half-Hourly  | 300                | 96               | Half-Hourly | 1488         | 1488           |
| Ausgrid Monthly      | 1405               | 12               | Monthly   | 38             | 88             |
| Tourism              | 427                | 8                | Quarterly | 22             | 122            |
| Hospital             | 767                | 12               | Monthly   | 72             | 72             |

Table 2: Datasets Information

- **Ausgrid Half-Hourly Dataset [84]**: A half-hourly time series dataset, representing the energy consumption of Australian households. In this dataset, time series may exhibit multiple seasonal patterns, such as hourly, daily, and weekly seasonality.

- **Ausgrid Monthly Dataset [84]**: A collection of monthly time series, representing the energy consumption of Australian households. In our experiments, we only include time series with more than 49 observations, to avoid possible constraints in our hyper-parameter tuning process.

- **Tourism Quarterly Dataset [85]**: Quarterly dataset from a tourism forecasting competition.

- **Hospital Dataset**: A collection of monthly time series, representing patient counts related to medical products. This dataset was extracted from the R package `expsmooth` [86].

### 4.2. Dataset Specific Preprocessing

The input window size of NNs or the number of lagged values used in the PR models are determined using the heuristic suggested by Hewamalage et al. [28]. Furthermore, we deseasonalise the M3, M4, CIF 2016 and Kaggle web traffic time series datasets to train RNN models, following the results of Hewamalage et al. [28]. For the Ausgrid monthly, Ausgrid half-hourly dataset, Tourism and Hospital datasets, we run preliminary experiments with different methods to address the seasonality, and as a result deseasonalise the Tourism and Hospital series, do not deseasonalise the Ausgrid monthly series, and use Fourier terms to handle multiple seasonalities in the Ausgrid half-hourly dataset.

### 4.3. Hyperparameter Tuning

The base learners RNN and FFNN have various hyper-parameters. The RNN models include number of epochs, epoch size, mini-batch size, cell dimension, number of hidden layers, L2 regularisation weights, standard deviation of random normal initialiser and standard deviation of Gaussian noise [28]. The COntinuous COin Betting [COCOB, 87] algorithm
is used as the learning algorithm to train the RNN-based variants, which does not require tuning of the learning rate. The FFNN models have number of nodes in the hidden layers and learning rate decay as model hyper-parameters. Furthermore, the number of specialists required by the ensemble of specialists model is also tuned as a separate hyper-parameter for each base learner. Meanwhile, the PR-based model variants do not have hyper-parameters that require tuning. We autonomously determine the optimal values of the hyper-parameters of our base models using the sequential model-based algorithm configuration (SMAC), a variant of Bayesian Optimisation proposed by Hutter et al. [88]. In our experiments, the Python implementation of SMAC [89] is used. The initial hyperparameter ranges used in the SMAC algorithm for each dataset are shown in Table 3. The SMAC algorithm then finds the optimal values for each hyperparameter within the defined range using a predefined number of iterations or a time limit. We use a sequence of observations from the end of each series of length equivalent to the intended forecast horizon as the validation set for hyperparameter tuning. The GFMs are trained using the remaining observations of each series and the forecasts corresponding to the validation set are used to optimise the hyperparameters.

In general, the hyperparameter optimisation process is conducted using all the time series in a dataset. However, our ensemble models use different groups of time series to train multiple submodels and hence, performing separate hyperparameter tuning for each submodel is not efficient. To overcome this issue, a set of time series is randomly chosen from a given dataset with a size of the number of series divided by the maximum number of submodels considered in one iteration of an ensemble model, e.g., the maximum number of submodels used in one iteration of the ensemble of specialists or clustered ensemble models. The hyperparameters are tuned based on this chosen set of time series. The same set of hyperparameters are then used to train each submodel in the considered ensemble models. We also train non-ensemble models using the same set of hyperparameters, for a consistent comparison against ensemble models.
4.4. Error Metrics

We measure the performance of our models using the symmetric Mean Absolute Percentage Error (sMAPE), Mean Absolute Scaled Error [MASE, 90], Mean Absolute Error [MAE, 23] and Root Mean Squared Error (RMSE) which are commonly used error metrics in the field of time series forecasting. Equations 1, 2, 3 and 4 define the sMAPE, MASE, MAE and RMSE error metrics, respectively. Here, $M$ is the number of instances in the training set, $N$ is the number of data points in the test set, $F_k$ are the forecasts, $Y_k$ are the actual values for the required forecast horizon and $S$ is the length of the seasonal cycle.

\[
sMAPE = \frac{100\%}{N} \sum_{k=1}^{N} \frac{|F_k - Y_k|}{(|Y_k| + |F_k|)/2} \quad (1)
\]

\[
MASE = \frac{\sum_{k=1}^{N} |F_k - Y_k|}{\frac{N}{M-S} \sum_{k=S+1}^{M} |Y_k - Y_{k-S}|} \quad (2)
\]

\[
MAE = \frac{\sum_{k=1}^{N} |F_k - Y_k|}{N} \quad (3)
\]

\[
RMSE = \sqrt{\frac{\sum_{k=1}^{N} (F_k - Y_k)^2}{N}} \quad (4)
\]

For datasets containing zeros, namely the Ausgrid datasets and the Kaggle web traffic dataset, we use a variant of the sMAPE error measure proposed by Suilin [91], to avoid possible division by zero problems. To achieve this, the denominator of Equation 1 is changed to \( \max(|Y_k| + |F_k| + \epsilon, 0.5 + \epsilon) \), where we set $\epsilon$ to its proposed default value of 0.1.

Since all these error measures are defined for each time series, we calculate the mean and median values of them across a dataset to measure the model performance. Therefore, each model is evaluated using eight error metrics: mean sMAPE, median sMAPE, mean MASE, median MASE, mean MAE, median MAE, mean RMSE and median RMSE.

4.5. Benchmarks and Variants

To compare against our proposed ensemble variants, we use two univariate forecasting models, ETS [4] and ARIMA [5], which are competitive and commonly used benchmarks in time series forecasting research. Furthermore, we use TBATS [79] and DHR-ARIMA [80] as the univariate benchmarks for the Ausgrid half-hourly dataset, as ETS and ARIMA are not well-suited to handle the multiple seasonal patterns present in half-hourly data. We use the default implementations available from the forecast package of these methods. Furthermore, we use a grid-search approach to determine the optimal number of Fourier terms for DHR-ARIMA, which controls the smoothness of the seasonal pattern to be modelled.

We also use 2 deep learning benchmarks, DeepAR [26] and N-BEATS [27]. DeepAR is a global auto-regressive RNN used with probabilistic forecasting. N-BEATS is an interpretable deep neural network based forecasting framework which uses backward and forward residual links with a deep stack of fully-connected layers. In our work, we use the implementations of
DeepAR and N-BEATS available from the Python package GluonTS [92] with their default hyperparameters.

As a benchmark based on gradient boosted trees, we use CatBoost [93]. In contrast to other popular implementations of gradient boosted trees, it considers the order of the data points during model training, thus making it more appropriate for time series forecasting. In our work, we use the implementation of CatBoost available from the R package catboost [93] with its default hyperparameters that are expected to provide good results.

As an ensemble benchmark, we use FFORMA, which combines the forecasts from a set of univariate models based on the weights obtained by training a gradient boosted tree model using 42 features, which are calculated from the original time series. This method achieved the overall second place in the M4 forecasting competition [49]. In our work, we use the implementation of FFORMA available from the M4metalearning package [94]. Apart from these, the following benchmarks are used in our experiments.

**Baseline** The forecasts provided by a single FFNN, RNN, or PR model trained across a full dataset.

**Kmeans.OC** Use K-means clustering with optimal number of clusters to cluster the features, then train separate GFMs per cluster, so that forecasts for a series are obtained by one particular GFM.

**KmeansPlus.OC** The same as Kmeans.OC, but using the K-means++ clustering algorithm.

**Xmeans** The same as the last two methods, but with Xmeans clustering [95], which is able to automatically identify an optimal number of clusters. We use the xMeans function in the RWeka package [96] to implement Xmeans clustering.

Furthermore, we benchmark the proposed methods against random clustering methods, as suggested in Montero-Manso and Hyndman [6]. Random clustering methods are proposed as a way to increase model complexity. In particular, we use three models based on random clustering as benchmarks, as follows:

**Random.OC** Cluster series randomly, train separate GFMs with each series cluster and obtain forecasts for each series once with its corresponding GFM.

**Random.Number** Cluster series randomly and build the GFM.Cluster.Number model.

**Random.Seed** Cluster series randomly and build the GFM.Cluster.Seed model.

The five variants of the clustered ensemble models (Section 3.3.2), ensemble of specialists and ensemble of NNs are used as follows:

**DTW.Number** Apply K-medoids clustering with DTW distances for series and build GFM.Cluster.Number model.
**Kmeans.Number** Apply K-means clustering for features and build the GFM.Cluster.Number model.

**KmeansPlus.Number** Apply K-means++ clustering for features and build the GFM.Cluster.Number model.

**Kmeans.Seed** Apply K-means clustering for features and build the GFM.Cluster.Seed model.

**KmeansPlus.Seed** Apply K-means++ clustering for features and build the GFM.Cluster.Seed model.

**Ensemble.Specialists** Ensemble of Specialists using RNNs, FFNNs and PR as the base models.

**Ensemble.Seed** Train NNs with different seeds in multiple iterations and average the results.

### 4.6. Statistical Testing of the Results

We consider the recommendations given by Demsar [97] to analyse the statistical significance of results provided by different forecasting methods across the experimental datasets. The null hypothesis of no difference between the methods is tested by applying a Friedman test [98], and if the null hypothesis is rejected, a pairwise statistical comparison: the Wilcoxon signed-rank test with Holm’s alpha correction ($\alpha = 0.05$) is used following the recommendations given by Benavoli et al. [99]. The results of statistical tests are visualised using a critical difference diagram [97]. We consider ETS and TBATS, and ARIMA and DHR-ARIMA as pairs together for statistical testing as we do not evaluate these models with each dataset. All other 45 models including FFORMA, DeepAR, N-BEATS, CatBoost and GFMs based on RNNs, FFNNs, and PR are individually considered for statistical testing. We do not consider the M4 monthly dataset for statistical testing, as due to its much large size compared with the other datasets it would dominate the results. Finally, the mean sMAPE results of 47 models across the other 7 experimental datasets are used for statistical testing. We use the Python implementation `cd-diagram` available on Github to plot the critical difference diagram [100].

### 5. Analysis of Results

This section provides a comprehensive analysis of the results of all considered models across the experimental datasets. Table 4 summarises the overall performance of the proposed variants and the benchmarks, in terms of mean sMAPE across all experimental datasets. The conclusions we draw by analysing the mean sMAPE values are in agreement with the other seven error metrics that are available in the Online Appendix$^2$.

---

$^2$The online appendix is available at https://drive.google.com/file/d/11JuG0vG400-U00Sh8KvEFeNhEvE75W/view?usp=sharing.
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| Model               | M3   | M4   | CIF | Ausgrid HH | Ausgrid M | Kaggle | Tourism | Hospital |
|---------------------|------|------|-----|-------------|-----------|--------|---------|----------|
| ETS                 | 14.14| 13.53| 12.18| 26.49       | 52.54     | 15.07  | 17.46   |
| ARIMA               | 14.25| 13.08| 11.70| 26.69       | 47.96     | 15.58  | 17.79   |
| TBATS               | -    | -    | -    | 36.20       | -         | -      | -       |
| DHR-ARIMA           | -    | -    | -    | 39.31       | -         | -      | -       |
| FFORMA              | 14.51| 12.64| 13.23| 46.40       | 26.30     | 48.65  | 14.88   | 17.13    |
| CatBoost            | 16.41| 14.05| 14.87| 44.07       | 24.92     | 51.50  | 18.09   |
| DeepAR              | 15.74| 14.29| 13.58| 68.47       | 24.75     | 57.79  | 15.29   | 17.45    |
| N-BEATS             | 14.76| 13.40| 11.72| 44.87       | 25.30     | 48.65  | 16.84   | 17.77    |
| ARIMA               | 14.25| 13.08| 11.70| 26.49       | 47.96     | 15.58  | 17.79   |
| TBATS               | -    | -    | -    | 36.20       | -         | -      | -       |
| DHR-ARIMA           | -    | -    | -    | 39.31       | -         | -      | -       |
| FFORMA              | 14.51| 12.64| 13.23| 46.40       | 26.30     | 48.65  | 14.88   | 17.13    |
| CatBoost            | 16.41| 14.05| 14.87| 44.07       | 24.92     | 51.50  | 18.09   |
| DeepAR              | 15.74| 14.29| 13.58| 68.47       | 24.75     | 57.79  | 15.29   | 17.45    |
| N-BEATS             | 14.76| 13.40| 11.72| 44.87       | 25.30     | 48.65  | 16.84   | 17.77    |
| ARIMA               | 14.25| 13.08| 11.70| 26.49       | 47.96     | 15.58  | 17.79   |
| TBATS               | -    | -    | -    | 36.20       | -         | -      | -       |
| DHR-ARIMA           | -    | -    | -    | 39.31       | -         | -      | -       |
| FFORMA              | 14.51| 12.64| 13.23| 46.40       | 26.30     | 48.65  | 14.88   | 17.13    |
| CatBoost            | 16.41| 14.05| 14.87| 44.07       | 24.92     | 51.50  | 18.09   |
| DeepAR              | 15.74| 14.29| 13.58| 68.47       | 24.75     | 57.79  | 15.29   | 17.45    |
| N-BEATS             | 14.76| 13.40| 11.72| 44.87       | 25.30     | 48.65  | 16.84   | 17.77    |
| ARIMA               | 14.25| 13.08| 11.70| 26.49       | 47.96     | 15.58  | 17.79   |
| TBATS               | -    | -    | -    | 36.20       | -         | -      | -       |
| DHR-ARIMA           | -    | -    | -    | 39.31       | -         | -      | -       |
| FFORMA              | 14.51| 12.64| 13.23| 46.40       | 26.30     | 48.65  | 14.88   | 17.13    |
| CatBoost            | 16.41| 14.05| 14.87| 44.07       | 24.92     | 51.50  | 18.09   |
| DeepAR              | 15.74| 14.29| 13.58| 68.47       | 24.75     | 57.79  | 15.29   | 17.45    |
| N-BEATS             | 14.76| 13.40| 11.72| 44.87       | 25.30     | 48.65  | 16.84   | 17.77    |

Table 4: Mean sMAPE results. The benchmark models, the RNN-based models, the FFNN-based models, and the PR-based models are separated with double lines. The corresponding best-performing model for each section is highlighted in boldface.
5.1. Relative Performance of Clustered Ensemble Models

We compare the relative performance of seven clustered ensemble models: Kmeans.Number, KmeansPlus.Number, Random.Number, DTW.Number, Kmeans.Seed, KmeansPlus.Seed and Random.Seed across all datasets. Figure 4 shows the mean sMAPE ranks of these clustered ensemble models implemented using the 3 base GFMs: RNNs, FFNNs and PR models using violin plots enabling to compare their performance in terms of the inter-quantile ranges and density distributions of error ranking.

![Violin plots showing the relative performance of clustered ensemble models](image)

The clustered ensemble models that correspond to different GFMs show varied performances. According to Figure 4, we see that for the RNN and FFNN models, the DTW.Number cluster variant obtains the best mean sMAPE rank whereas the Kmeans.Number cluster variant obtains the best mean sMAPE rank for the PR models. The inter-quantile ranges of DTW.Number and Kmeans.Number cluster variants are respectively lower across NN and PR models. Furthermore, higher density areas of the DTW.Number and Kmeans.Number cluster variants are respectively located much lower along the y axis across NN and PR models. The results also indicate that overall, the GFM.Cluster.Number based cluster variants outperform the GFM.Cluster.Seed based cluster variants.

With respect to the random clustering models, overall, Random.Number and Random.Seed perform worst since their inter-quantile ranges and density distributions are located much higher along the y-axis compared to other variants. Hence, our experiments
clearly show that increasing the model complexity by using sophisticated clustering techniques is able to improve the forecasting accuracy.

5.2. Relative Performance of Clustered Non-Ensemble Models

Figure 5 shows the relative performance of clustered non-ensemble models: Kmeans.OC, KmeansPlus.OC, Random.OC and Xmeans based on mean sMAPE ranks for the 3 base GFM s. Xmeans shows the best performance over all GFM s. Random.OC shows the worst performance with RNNs and PR models, whereas Kmeans.OC shows the worst performance with FFNNs since the higher density areas of those variants are located much higher across the y axis.

Xmeans identifies the optimal number of clusters to be used by itself and therefore, it is capable of reducing the prediction error compared to Kmeans.OC and KmeansPlus.OC where the optimal number of clusters is determined using the elbow method [52] with a graphical approach.

5.3. Performance of Clustered Ensemble Models Vs. Clustered Non-Ensemble Models

In Table 4 we see that our proposed five clustered ensemble variants: DTW.Number, Kmeans.Number, KmeansPlus.Number, Kmeans.Seed, and KmeansPlus.Seed show a better performance compared to clustered non-ensemble models across all the datasets with all GFM s except for 3 cases: RNN Xmeans and PR KmeansPlus.OC on the CIF 2016 dataset, PR Xmeans on the Ausgrid monthly dataset.
In non-ensemble clustering, information loss can happen due to training multiple models with different subgroups of datasets. Ensembling of the results of clustering models in multiple iterations helps to mitigate the information loss while properly addressing data heterogeneity during model training. With this, the methods can provide more accurate forecasts than the clustered non-ensemble methods.

5.4. Performance of Non-Clustering based Ensemble Models and Deep Learning Benchmarks

From Table 4, we can furthermore see that the Ensemble.Specialists variant shows an overall better performance compared to the Baseline models across all GFMs. However, our feature and distance-based clustered ensemble models outperform the Ensemble.Specialists for all GFMs across all benchmark datasets, except for 6 cases: CIF 2016, Kaggle web traffic and Tourism on RNNs, Tourism on FFNNs and Ausgrid half-hourly and Tourism on PR. Although the ensemble of specialists considers data heterogeneity during model training, it does not outperform the clustered ensemble techniques in many cases. For our experiments, we use a generic version of Ensemble.Specialists. We also note that the original implementation of the Ensemble.Specialists method uses a different base method than we do. Thus, the Ensemble.Specialists variant may require advanced preprocessing techniques, advanced GFM architectures based on datasets and a set of hyperparameter values chosen based on expert knowledge to provide better results, where in our version, the design choices do not depend on the dataset or expert knowledge.

Overall, the Ensemble.Seed variants show a better performance compared to the Baseline models. The RNN Baseline only outperforms the RNN Ensemble.Seed on the M4 and Tourism datasets and the FFNN Baseline only outperforms the FFNN Ensemble.Seed variant on the Kaggle web traffic dataset. As the Ensemble.Seed models address parameter uncertainty they are able to achieve better performance than the Baseline models. However, all other ensemble variants show an overall better performance compared with the Ensemble.Seed models.

The FFORMA method outperforms our clustered ensemble models on the M4, Tourism and Hospital datasets across all GFMs, and shows better performance compared to FFNN and PR on the M3 dataset and the Kaggle web traffic dataset, respectively. However, overall our clustered ensemble models outperform FFORMA. Moreover, Ensemble.Specialists models show a mixed performance compared to FFORMA across all baseline GFMs. The poor performance of the FFORMA method on the Kaggle web traffic and Ausgrid half-hourly datasets can be attributed to its instability around forecasting time series with consecutive zeros/constant values. Also, the limited amount of time series available for model training may be a reason for the underperformance of FFORMA on the CIF 2016 dataset.

Our clustered ensemble models outperform the considered gradient boosted trees based benchmark, CatBoost, for all GFMs across all datasets, except for 5 cases: Ausgrid monthly and Hospital on RNNs, Ausgrid monthly and Tourism on FFNNs and Kaggle web traffic on PR.

Furthermore, our clustered ensemble models overall outperform DeepAR across all datasets and N-BEATS across 7 datasets: M3, M4, CIF 2016, Kaggle web traffic, Ausgrid half hourly, Ausgrid monthly and Hospital.
5.5. Performance of Global Models and Traditional Univariate Forecasting Models

According to the results of Table 4, overall, RNNs show a better performance than FFNNs across all experimental datasets. Furthermore, RNNs and PR-based GFM variants show a competitive performance. RNNs outperform the PR models for the CIF 2016, Kaggle web traffic, and Ausgrid half-hourly datasets, while for the remaining 5 datasets, PR models demonstrate a better performance than RNNs.

We further compare the performance of the traditional univariate forecasting models and the three GFMs: RNNs, FFNNs, and PR models. As shown in Table 4, even the RNN Baseline outperforms the individual univariate forecasting models on the CIF 2016, Ausgrid half-hourly and Kaggle web traffic datasets. The PR Baseline model outperforms the univariate forecasting models on the Ausgrid monthly dataset. For the Tourism dataset, all GFM baselines and for the Hospital dataset, the PR baseline show a better performance than ARIMA. For the M3 and M4 datasets, the traditional univariate benchmarks show a better performance than the Baseline GFMs. But our clustered ensemble models and ensemble of specialist models based on GFMs, outperform the univariate forecasting benchmarks across all benchmark datasets.

| Local Models | RNN Variant | M3 | M4 | CIF | Ausgrid IH | Ausgrid M | Kaggle | Tourism | Hospital |
|--------------|-------------|----|----|-----|------------|----------|--------|---------|---------|
| ETS/TBATS    | Baseline    | 13.86 | 13.10 | 11.32 | 34.30 | 24.18 | 48.49 | 14.39 | 17.79 |
|              | DTW.Number  | 13.67 | 12.80 | 11.18 | 34.27 | 23.93 | 49.13 | 14.50 | 17.68 |
|              | Kmeans.Number | 13.68 | 12.95 | **11.03** | 34.22 | 23.83 | 49.10 | 14.55 | 17.65 |
|              | KmeansPlus.Number | 13.66 | 12.95 | 11.07 | 34.23 | 23.83 | 49.37 | 14.56 | 17.67 |
|              | Kmeans.Seed | 13.71 | 13.02 | 11.17 | 34.18 | 24.14 | 49.25 | 14.54 | 17.70 |
|              | KmeansPlus.Seed | 13.73 | 13.03 | 11.20 | **34.12** | 24.10 | 49.10 | 14.51 | 17.71 |

Table 5: Mean sMAPE Results of Forecast Combinations Across All Experimental Datasets

5.6. Performance of Forecast Combinations with Global and Local Models

We compare the performance of 6 RNN-based models: RNN Baseline and 5 feature and distance-based clustered ensemble models against the forecast combinations that combine the forecasts of RNN-based models and traditional univariate forecasting models. Table 5 shows the performance of the forecast combinations compared with the RNN-based models on mean sMAPE. The performance of all RNN-based models increases after combining them with traditional univariate forecasting models on the M3, M4, Ausgrid half-hourly, Ausgrid monthly, Tourism and Hospital datasets in terms of mean sMAPE. Furthermore, the ensemble model that combines the predictions of DTW.Number, ETS and ARIMA has provided the second-most accurate forecasts on the M4 monthly dataset based on the mean sMAPE, outperforming FFORMA. For the CIF 2016 dataset, forecast combinations show a mixed performance. Forecast combinations are substantially outperformed by the RNN-based models on the Kaggle web traffic dataset due to the poor performance of univariate
forecasting models. Overall, the performance of forecast combinations that use 2 univariate forecasting models are better than the combinations that only use a single univariate forecasting model.

In summary, the results indicate that the accuracy of globally trained models can be further increased by combining them with locally trained univariate models as they incorporate the strengths of both global and local models while mitigating the weaknesses of each other. These forecast combination models contain heterogeneous base models and hence, they are more capable of addressing the heterogeneity in the time series.

5.7. Computational Performance

Our experiments are extensive, which is why we have to execute them on different hardware and thus computational times are in general not comparable. To perform a comparison study of computational performance, we execute a subset of the experiments in a controlled environment, namely an Intel(R) Core(TM) i7 processor (2.6GHz) and 32GB of main memory.

Table 6 shows the computational times of twenty models executed in the controlled environment for the Kaggle web traffic dataset. This dataset contains 997 series where each series contains 550 data points. It is the second largest dataset in terms of total data points. Hence, we consider the Kaggle web traffic dataset as a representative dataset to compare the computational times across models.

For each ensemble and non-ensemble clustering model of each baseline GFM, one model is run and its computational time recorded, as we assume that the time taken to cluster is small compared with the time taken to build the models, so that computational times are similar across the clustering variations of the same baseline GFM. The reported computational times of RNN and FFNN based models include hyperparameter tuning time, training time, and forecast calculation time.

We can see from the table that RNN and PR based models have the highest and lowest computational times, respectively. The ensemble of specialists has the highest computational time across RNN and PR based models whereas Kmeans.Number has the highest computational time across FFNN based models. Traditional univariate benchmarks, DeepAR, N-BEATS and FFNN based models have similar computational times which are higher than the computational time of PR models and lower than the computational time of RNNs. CatBoost and the PR Baseline have similar computational performance. Though the ensembling procedures approximately double the computational complexity, we note that the choice of base model is more important for the computational complexity, with RNNs being approximately 8 times slower than FFNNs, and FFNNs being about 20 times slower than the linear PR approach. Thus, we conclude that the choice of base model is more important than the choice for ensembling, regarding computation time, and ensembling is feasible for all base models considered.

5.8. Overall Performance of Ensemble and Non-Ensemble Models

Overall, the proposed ensemble variants outperform the non-ensemble models across all experimental datasets, except on the Kaggle web traffic dataset. The performance of the
| Model              | Computational Time (Minutes) |
|--------------------|------------------------------|
| ETS                | 7                            |
| ARIMA              | 16                           |
| FFORMA             | 45                           |
| CatBoost           | 0.39                         |
| DeepAR             | 9                            |
| N-BEATS            | 21                           |
| RNN Baseline       | 68                           |
| RNN Kmeans.OC     | 65                           |
| RNN Kmeans.Number  | 109                          |
| RNN Ensemble.Specialists | 114                     |
| RNN Ensemble.Seed  | 89                           |
| FFNN Baseline      | 9                            |
| FFNN Kmeans.OC    | 8                            |
| FFNN Kmeans.Number | 24                          |
| FFNN Ensemble.Specialists | 15                   |
| FFNN Ensemble.Seed | 14                          |
| PR Baseline        | 0.38                         |
| PR Kmeans.OC      | 0.08                         |
| PR Kmeans.Number   | 0.45                         |
| PR Ensemble.Specialists | 5                      |

Table 6: Computational times (in minutes) of twenty models for Kaggle web traffic dataset. The benchmark models, the RNN-based models, the FFNN-based models, and the PR-based models are separated with double lines. One computational time is reported per each ensemble and non-ensemble clustering type of each baseline GFM as the computational times of the clustering variations with a given baseline GFM are similar.
Figure 6: Critical difference diagram showing statistical difference comparison of all considered models. The models are ordered based on their average ranks, which are indicated next to the models, starting from the top right model. Twelve GFMs show a significantly better performance than the traditional univariate benchmarks: ETS, ARIMA, TBATS, and DR-ARIMA. Horizontal lines that connect the groups of models indicate that the connected models are not significantly different from each other.
ensemble variants depend on the characteristics of the datasets. The Kaggle web traffic dataset is a homogeneous dataset, where most of the time series share similar characteristics. For such datasets, global models that share the same parameters across all series perform best. The clustered ensemble models and the ensemble of specialists perform better on heterogeneous datasets as they group similar series and train different submodels per each subgroup. Hence, ensembling is quite helpful in increasing the forecasting accuracy, especially when the time series data are heterogeneous.

Figure 6 shows a critical difference diagram comparing the models we considered for our experiments. The average ranks are indicated next to the models. The horizontal lines that connect the groups of models indicate that the connected models are not significantly different from each other. Twelve GFM variants show a significantly better performance than the traditional univariate benchmarks: ETS, ARIMA, TBATS and DHR-ARIMA. The KmeansPlus.Number cluster variant based on RNNs shows the overall best performance, whereas CatBoost shows the worst performance, out of all considered models. The FFNN-based GFM variants overall show a poor performance compared to the RNN and PR-based GFM variants. Our ensembled GFM variants outperform the benchmarks, based on their average ranks.

As shown in Figure 6, models based on random clustering, namely Random.OC, Random.Number, and Random.Seed, show a better performance compared with the baseline GFM variants across PR models. Across RNNs, the Random.Number and Random.Seed models show a better performance whereas across FFNNs, the Random.Seed model shows a better performance compared with the corresponding baseline GFM variants. Hence, our results show that increasing the model complexity can improve the forecasting accuracy. When the series are partitioned with more sophisticated clustering techniques to train multiple GFM variants, the model complexity gets further increased and the data heterogeneity issues are also properly addressed showing an improved performance over both baseline GFM variants and random clustering based GFM variants. Ensembling GFM variants trained over multiple iterations further increases the model complexity, addresses data, model and parameter uncertainties, and mitigates the information loss that may occur due to the sub-optimal grouping of series. Hence, our clustered ensemble models obtain the top ranks in our evaluation.

Based on our results, we recommend to use GFM.Cluster.Number approaches over GFM.Cluster.Seed and Ensemble.Specialists approaches to address data heterogeneity (Section 5.4). We further recommend to use the distance-based clustering variant, DTW.Number, or the feature-based clustering variant, KmeansPlus.Number, as the base for GFM.Cluster.Number techniques (Section 5.1). As the base GFM, we recommend to use RNNs or PR models over FFNNs (Section 5.5).

6. Conclusions and Future Research

Global forecasting models that are trained across time series have recently become popular in the field of forecasting due to their better performance compared with univariate models that are trained per time series.

In this paper, we have investigated general methodologies to improve the accuracy of GFM variants by better localising them, using clustered ensemble models, ensembles of specialists,
and ensembles of local and global models, to adequately address data heterogeneity and control model complexity. We have used three base GFMs, namely RNNs, FFNNs, and PR models.

Across eight publicly available datasets, we have shown that ensembling can improve the forecasting accuracy of GFMs trained over heterogeneous time series compared with the non-ensemble models such as GFM Baselines, clustered non-ensemble models, two deep learning benchmarks: DeepAR and N-BEATS, and four traditional univariate benchmarks: ETS, ARIMA, TBATS, and DHR-ARIMA.

From our experiments, we conclude that the performance of GFMs can be improved by localising them and by properly addressing data heterogeneity during model training. We further conclude that ensembling is beneficial if a dataset contains diverse time series. Ensembling does not considerably improve the forecasting accuracy for homogeneous datasets, namely the Kaggle web traffic dataset in our experiments, where the GFM Baselines produce better forecasts. The forecast combinations that use both global and local model forecasts have provided the best results over many datasets as they incorporate the strengths of both global and local models while mitigating the weaknesses of each other.

Some areas for further research are as follows. In this research, we have only used simple averaging to aggregate the forecasts provided by the localised GFMs. Weighted averaging can be further incorporated to improve the performance of our proposed ensembled localised GFMs. Furthermore, we have only considered point forecasts in a univariate context. Ensembling can be further incorporated to address data uncertainty through probabilistic forecasting. Also, many real-world forecasting problems are multivariate, including more than one time-dependent variable and ensembling can be further useful to improve the forecasting accuracy of such forecasting problems.
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