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Abstract: Big data is extremely huge data sets analyzed computationally to expose patterns, trends, and prediction in order to make simpler the decision making. Predicting diseases became very important, it can be obtained with a large dataset using classification techniques. Various big data analytics tools are available for classification. Classification is the general technique used in the medical analysis for data prediction. In these paper classification algorithms like Support vector machine, Naïve Bayesian and C4.5 are discussed. The Pima Indian Diabetes Database (PIDD) is used in the analysis of the Classification algorithms to sort out and classify the people with diabetes positive and with diabetes negative it is openly accessible machine learning database found at UCI. The objective is to find the best suitable technique for prediction. Here, we used the comparison method with the results of three supervised learning algorithms based on three criteria, computation time taken, accuracy rate and error rate using the Tanagra tool. The classification algorithms are used to predict diabetes based on the data given. Accordingly, many classification techniques are there, from this study a few classification techniques suggested to be used in big data analysis, which has the probability to significantly progress the prediction. As a result, a representative confusion matrix is displayed for making the verification process faster. From the results, it is concluded that C4.5 algorithm is best suited for predicting diabetes disease and also can be used in other disciplinary for making better prediction.

Index Terms: Big data, Classification techniques, C4.5, Diabetes, Naïve Bayesian, SVM, Tanagra.

I. INTRODUCTION

It is a complicated effort to process the big data efficiently via the conventional applications that previously exist which have humongous volumes of data. The data is processed from unstructured data. Big data analytics represents hidden patterns, correlations and also further insights with bulky of data. Predicting the future by estimating the prospect of a certain event’s occurrence is prediction it prognosticates what may come about in the future [19]. According to certain behavior they are characterized as structured data, unstructured data, and semi-structured data. By using expertise tools available now, analyzing the data and getting the required data accurately is possible at once. Big data analytics is the extraction of valuable information. Based on some behavioral patterns data are categorized into structured, unstructured and semi-structured data.

Using specialized software tools and applications data analytics is classically performed to examine a large volume of data for predictive analytics, data mining, text mining, and possibilities [1]. After collecting the data we start to analyze it. Four types of analytics are used for different types of data. They are predictive, prescriptive, diagnostic, and descriptive.

Predictive analysis analyzes and extracts information from the current and historical facts to predict what may possibly happen in the future, also gives probabilities of what would occur using statistical model and forecasts techniques. The prescriptive analysis is the area of business analytics (BA) which is dedicated to finding the best course of action or outcome among various alternatives for a given situation. It suggests possible outcomes using optimization and simulation algorithms. The diagnostic analysis measures the historical data to besides other data to find why something happened. Descriptive aims to afford insight into what happened in the past using data aggregation and data mining. From the perspective of the information and communication technology, big data is a robust motivation to the next generation of information technology industries, which are broadly built on the third platform, mainly referring to big data, cloud computing, internet of things, and social business [2].

There are various mining tools available to classify here we use Tanagra tool. Those tools and software offer methods and algorithms which helps us to analyze them in a much better way. It helps in analyzing the cluster, visualization of data, regression analysis, decision trees, predictive analytics, text mining, etc. In this paper, we conducted a comparison experiment with classification algorithms like support vector machine, c4.5 and naive bayesian using the Tanagra tool. The performance of the classification algorithm is identified by an accuracy measure that represents the approximate instance.

II. REVIEW OF LITERATURE

Big data has been applied to a variety of healthcare domains and in other domains to improve decision making and prediction. Mining consistent facts from diagnosis, however, have major challenges in healthcare domain. The application of various big data classification techniques is reviewed here, that is applied to the different analytical datasets.

M. Rajeshwaran, A. Ahila, discussed the ultrasound liver cancer tumor using SVM classifier and detected the seed point for the given ultrasound liver image as well as segment the ultrasound liver images also classified the ultrasound liver cancer tumor image as normal, benign and malignant using SVM classifier [11]. Ms. Poonam Bonde, Mr. Sachin Barahate, suggested for successively classifying the data and handle big data effectively the incremental SVM is combined with Hadoop map reduce. To alleviate the processing time for classification big data files can be sent to multiple nodes. Processing time can be reduced further, by
leveraging big data files on multiple nodes [12].

Sunita Joshi, Bhuwaneshwari Pandey, Nitin Joshi, performed a comparative study with Naive Bayes and J48 algorithm, based on the probability and decision tree. Using diabetes dataset and concluded that Naive Bayes uses less time to construct the model, more instances are classified correctly and prediction accuracy is also found to be better in Naive Bayes than of J48. And so they accomplished that Naive Bayes achieves much better [13]. Lopamudra Dey, Sanjay Chakraborty, discussed the overall accuracy, precisions, and recall of the values of K-NN and Naive Bayesian. Naive Bayes results for movie reviews and hotel reviews are taken. So they said to analyze movie reviews Naive Bayesian classifier can be effectively used [14].

Eka Sugiyarti, Kamarul Azmi Jasmi, Bushrah Basiron, Mihtachul Huda, Shankar K., Andino Maseleno, used C4.5 algorithm to predict selection of scholarship grantee to senior high school student from external factors and internal students. Their tested results and analysis gave 94.7% accuracy. C45 algorithm can help to better and make better efficiency than previous as well as in earnings reports obtained can be minimized in error [15]. Efori Buulolo, Fadlina, Natalia Silalahi, Robbi Rahim, discussed earthquakes that occurred earlier can be used to predict the incidence of the quake will possibly happen someday. They used the c4.5 algorithm to predict. The results of C4.5 decision tree form, decision trees characteristic or condition of the earthquake and the decision, where the decision is an outgrowth of the earthquake that occurred modeling. C4.5 can predict the impact of the quake based on seismic data that has ever happened is modeled in the form of a decision tree [16].

III. CLASSIFICATION ALGORITHMS USED IN THE EXPERIMENT

Acquiring a precise diagnosis of certain important information is a major problem in bioinformatics analysis and in medical science. The clustering and classification of large scale data generally involve several analysis phases for a significant diagnosis [20]. Data classification is the process of organizing data into categories for its most efficient and effective use. A Classification Algorithm is a way that selects the best fit of observations by the assumption from a set of alternatives. Assigning items in a collection that targets the categories or classes is a classification function. For each case in the data, the objective is to precisely predict the target class. In machine learning and statistics, classification is a supervised learning approach where the computer program classifies new observation by learning from the data given as input to it.

A. Support Vector Machine

A support vector machine is a classification technique for analyzing data in 1990. SVMs have frequently been found to provide maximum classification accuracies than other widely used pattern recognition techniques, such as the maximum likelihood and the multilayer perceptron neural network classifiers. SVMs are one of the most promising machines learning algorithms and there are many examples, where SVMs are used successfully, e.g. text classification, face recognition, and Bioinformatics [3]. The SVM algorithm is one of the best-advanced technique for the Big Data classification. At present, for different classification problems in various applications, the SVM algorithm is used with immense achievement [4].

B. 3.2 Naive Bayesian

The Naive Bayesian classifier is a compilation of Bayes theorem based algorithms, which are not the distinct algorithm. A classification algorithm contributes to a general principle, which is related to it. Naive Bayesian is a predictive modeling approach. A Naive Bayes classifier is one of the probabilistic machine learning models, which is used for the classification task. Naive Bayes imposes fewer training data to approximate parameters essential for classification that makes a benefit of using it [5]. Based on Bayesian theorem it is the simplest classifier that has a well-built independence hypothesis, which is principally suited when the dimensionality of input is high [6].

C. 3.3 C4.5

C4.5 is the conservatory of Quinlan's earlier ID3 algorithm. It overcomes from various drawbacks of it. C4.5 is frequently referred to as a statistical classifier because the trees generated from it are widely used in classification technique. In decision making the attributes that have maximum normalized information gain is preferred [7]. C4.5 algorithm simplifies the grouping and searching process, it is furthermore expected to classify inventory data; hence, it proves to be as a statistical classifier algorithm [8].

IV. TOOL DESCRIPTION

Enormous data is utilized for a gathering of informational indexes so vast and complex that it is hard to process utilizing customary applications or devices [10]. Tanagra is free software which is used for academic and research purposes. Tanagra supports numerous of typical mining tasks such as data visualizing, descriptive statistics, instance assortment, feature selection, feature construction, regression and to examine the analysis factor, categorization of the data, clustering techniques, and then the association rule learning. Tanagra makes outstanding conciliation along with the statistical perspectives that are parametric tests and non-parametric statistical tests, then the multivariate analysis tasks that is factor analysis, cluster analysis, regression techniques that include neural network, support vector machine, decision trees and random forest [9]. The foremost aim of Tanagra project is to provide researchers, students, and professionals a user-friendly software, conforming to the present software development in this domain and allowing analyzing either real or synthetic data [17].

V. EXPERIMENT

A. Dataset Source and Description

Extracting knowledge and patterns for the diagnosis and treatment of disease from the medical database becomes more significant to promote the innovation of telemedicine and community medicine [18]. The dataset is initially from the National Institute of Diabetes and Digestive and Kidney disease. It contains 3072 instances having 1072 data with diabetes and 2000 data without diabetes. The intention is to predict diagnostically whether the patient has diabetes or not, based on certain diagnostic...
measurements included in the dataset. Some constraints were placed on the selection of these instances from a large database. Particularly all patients here are females at least 21 years old. Fig 1 is the decision tree for pregnancy by the C4.5 classification algorithm.

- **Pregnancy**: Indicates the number of times pregnant
- **Glucose**: Shows plasma Glucose concentration
- **Diastolic BP**: The diastolic Blood Pressure(mm Hg)
- **Skin Thickness**: It is Triceps Skin Fold Thickness(mm)
- **Insulin**: The Serum Insulin(mg/ml) level
- **BMI**: The Body Mass Index(Weight in Kg/(Height in mm)^2) of patient
- **DP Function**: Is Diabetes Pedigree Function
- **Age**: Age in Years
- **Diabetes**: Healthy represents no Diabetes, Sick represents Diabetes

**Decision tree**

- Pregnancies < 6.5000 then Diabetes = Healthy (71.12 % of 2396 examples)
- Pregnancies >= 6.5000
  - Pregnancies < 13.5000
    - Pregnancies < 9.5000 then Diabetes = Sick (58.56 % of 444 examples)
    - Pregnancies >= 9.5000
      - Pregnancies < 10.5000 then Diabetes = Healthy (58.33 % of 96 examples)
      - Pregnancies >= 10.5000
        - Pregnancies < 11.5000 then Diabetes = Sick (61.64 % of 44 examples)
        - Pregnancies >= 11.5000 then Diabetes = Healthy (52.63 % of 76 examples)
  - Pregnancies >= 13.5000 then Diabetes = Sick (100.00 % of 16 examples)

**Figure 1**: Decision tree representing pregnancy using C4.5 Algorithm

**B. Evaluation of classification Algorithm using Tanagra tool**

In this division experimental results and analysis is done. The performance of the classification algorithm is estimated by using the confusion matrix, with a table that indicates true versus predicted values is shown. The confusion matrix for the support vector machine, Naïve Bayes, and c4.5 is depicted from the Table (1-3).

**a) 5.2.1. Support Vector Machine**

Table 1 contains the information of the SVM algorithm displayed in the confusion matrix, computed on learning sample (Classifier performance). The error rate is 0.22. We have the recall and (1.0-precision) for every value of the intent attribute.

| Error rate | 0.2266 |
|------------|--------|
| Values prediction | Confusion matrix |
| Value | Recall | 1-Precision | Sick | Healthy | Sum |
| Sick | 0.5634 | 0.2740 | Sick | 604 | 468 | 1072 |
| Healthy | 0.8860 | 0.2089 | Healthy | 228 | 1772 | 2000 |
| Computation time: 343 ms. | | | | 832 | 2240 | 3072 |

**b) Naïve Bayesian**

Table 2 contains the information of the Naïve Bayes algorithm displayed in the confusion matrix, computed on learning sample (Classifier performance). The error rate is 0.23. We have the recall and (1.0-precision) for every value of the intent attribute.

| Error rate | 0.2370 |
|------------|--------|
| Values prediction | Confusion matrix |
| Value | Recall | 1-Precision | Sick | Healthy | Sum |
| Sick | 0.615 | 0.3238 | Sick | 660 | 412 | 1072 |
| Healthy | 0.842 | 0.1966 | Healthy | 316 | 1684 | 2000 |
| Sum | 976 | 2096 | 3072 |

**c) C4.5**

Table 3 contains the information of the C4.5 algorithm displayed in the confusion matrix, computed on learning sample (Classifier performance). The error rate is 0.03. We have the recall and (1.0-precision) for every value of the intent attribute.

| Error rate | 0.0326 |
|------------|--------|
| Values prediction | Confusion matrix |
| Value | Recall | 1-Precision | Sick | Healthy | Sum |
| Sick | 0.944 | 0.0380 | Sick | 1012 | 60 | 1072 |
| Healthy | 0.980 | 0.0297 | Healthy | 40 | 1960 | 2000 |
| Sum | 1052 | 2020 | 3072 |

**VI. RESULTS AND DISCUSSION**

Tanagra a machine-learning tool is used in this experiment to complete the objectives that are predictable. The fraction of time taken to compute the classification, accuracy rate of algorithms and error rate of algorithms are the parameters, which are used to measure various classification techniques. The parameters help us to suggest the high value of accurateness and low value of inaccuracy or error rate for the classification technique, which is applied to the applied on a dataset. The obtained classifier appropriately classifies the dataset as well.
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Figure 2: Representation of Diabetes positive using Lift curve.

Figure 3: Representation of Diabetes negative using Lift Curve

Figure 4 is the decision tree for analyzed diabetes datasets which shows the attributes such as pregnancy, glucose, diastolic BP, skin thickness, insulin, BMI, DP Function, age and their corresponding values which helps in making the decision.

The classification techniques performance with the given dataset based on accuracy, error rate, the time is taken to compute was compared, which is defined as follows,

Table: 4 Comparisons between Classification Algorithms in Tanagra.

| Algorithm Used | Time Taken(ms) | Accuracy | Error Rate |
|----------------|----------------|----------|------------|
| 1. SVM         | 343            | 77%      | 0.226      |
| 2. Naïve Bayesian | 16             | 76%      | 0.237      |
| 3. C4.5        | 62             | 96%      | 0.032      |

From the above table, the time taken by Naïve Bayes is very low compared with the SVM algorithm also the accuracy of the Naïve Bayes algorithm is low comparing with the C4.5 algorithm. The error rate of the C4.5 algorithm is very less when analyzing it with other two classification algorithm.

Figure 5 shows the line chart for Table 4.

VII. CONCLUSION AND FUTURE WORK

In this experiment, diabetes patient’s dataset from the National Institute of Diabetes and Digestive and Kidney disease is taken into consideration. Since most of the people are affected by diabetes today, it’s necessary to have a prediction system for this disease. Accuracy is more important in disease prediction, hence we have taken three classification techniques and the results are compared to show which one yields best result. In the experimental result, the C4.5 algorithm gives more accuracy and low error rate compared with the other two algorithms, also the time taken to compute the analysis is better. Next to
C4.5 algorithm Naive Bayesian gives better computation time comparing with SVM, and the accuracy, error rate are also better. The SVM gives better accuracy but the computation time is very high. So by analyzing three algorithms, C4.5 algorithm is suggested to be the best one for predictive analysis. We can get better results by applying further techniques, innovative approaches, and diverse tools over the newer version of the identical dataset. In the future, it helps healthcare professionals for improved decision making and prediction.
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