PROOF MINING AND EFFECTIVE BOUNDS IN DIFFERENTIAL POLYNOMIAL RINGS

WILLIAM SIMMONS AND HENRY TOWSNER

Abstract. Using the functional interpretation from proof theory, we analyze nonconstructive proofs of several central theorems about polynomial and differential polynomial rings. We extract effective bounds, some of which are new to the literature, from the resulting proofs. In the process we discuss the constructive content of Noetherian rings and the Nullstellensatz in both the classical and differential settings. Sufficient background is given to understand the proof-theoretic and differential-algebraic framework of the main results.

1. Introduction

This paper is concerned with proofs of finitary statements which pass through an ultraproduct construction as an intermediate step. The basic idea is illustrated by the following theorem:

Theorem ([53], Theorem 2.5). For every $n$ and $d$, there is a bound $b$ so that whenever $K$ is a field and $\Lambda$ is a finite set of generators in $K[\{X\}_1, \ldots, \{X\}_n]$ with total degree bounded by $d$, the following implication holds: if either $f \in (\Lambda)$ or $g \in (\Lambda)$ for all $fg \in (\Lambda)$ such that $fg$ has total degree $\leq b$, then $(\Lambda)$ is prime.

Their proof proceeds as follows: suppose this were false for some $n$ and $d$. That is, for each $b$, there exists some field $k_b$ and some $\Lambda_b$ in $k_b[\{X\}_1, \ldots, \{X\}_n]$ with total degree bounded by $d$ satisfying the assumption but with $(\Lambda_b)$ not prime. They take an ultraproduct $K = \prod U_k$ and $\Lambda = \prod U_{\Lambda}$ and then work in the ring $K[\{X\}_1, \ldots, \{X\}_n]$ to obtain a contradiction. Details on the ultraproduct construction can be found, for instance, in [28], but this will not concern us here, since our interest is on how to eliminate—“unwind”—the use of ultraproducts.

The disadvantage to such a proof is that it appears to be non-constructive—one assumes, towards a contradiction, that the $\Lambda_b$ exist for all $b$, but this does not directly tell us how large the bound $b$ actually is. By eliminating the ultraproduct construction from these proofs, we will obtain explicit calculations of these bounds.
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1.1. **Unwinding Ultraproduct Proofs.** The essential technique comes from proof theory: one views a proof of a property $\sigma$ in an ultraproduct as a sequence of statements

$$\sigma_1, \ldots, \sigma_n, \sigma$$

where each step follows from the earlier ones. In order to obtain a direct proof, we replace each step “$\sigma_i$ is true in the ultraproduct” with some related fact “$\sigma'_i$ is true in every field”. For most of the results we are interested in, the conclusion $\sigma$ is the same as $\sigma'$, which is, of course, the point. The difficulty is that, for intermediate statements, this may not be true: sometimes $\sigma_i$ is true in an ultraproduct, but *not* true in arbitrary fields. In this case we need to replace $\sigma_i$ with some different formula $\sigma'_i$.

It turns out that the right translation is a tool called the *monotone functional interpretation* \[30\]. The functional (or “Dialectica”) interpretation was introduced by Gödel \[15\]; the monotone variant was developed by Kohlenbach to make it easier to apply to ordinary mathematical proofs. (See also \[2, 14, 29, 51, 52\] for more background on the functional interpretation.)

The functional interpretation tells us to look at the syntactic form of the statement $\sigma$ in (a suitable language of) first-order logic. Our main conclusions, like Theorem 2.5 of \[53\], turn out to be equivalent to $\Pi_2$—that is, $\forall\exists$—statements. (In many cases, including Theorem 2.5 of \[53\], this equivalence is not obvious.) Relatedly, the functional interpretation is essentially the identity on $\Pi_2$ statements, as we would expect.

Intermediate steps, however, may be more complicated. For example, the proofs below will use Hilbert’s Basis Theorem, which may be stated as:

For every $n$ and every increasing sequence of ideals $I_1 \subseteq I_2 \subseteq \cdots \subseteq I_n \subseteq \cdots$ in $K[X_1, \ldots, X_n]$, there is an $m$ so that for all $m' > m$, $I_m = I_{m'}$.

For our purposes, we will take the $I_i$ to be finitely generated. Then this can be seen as a $\Pi_3$ statement:\[1\]:

$$\forall\{I_i\} \forall n \exists d \forall d' \cdots .$$

The functional interpretation tells us to replace this with a function bound \[25\]:

For every $n$, every function $D$, and every function $F$, there is an $M$ so that whenever $(\Lambda_1) \subseteq (\Lambda_2) \subseteq \cdots$ is an increasing sequence of finitely-generated ideals in $K[X_1, \ldots, X_n]$ where each polynomial in $\Lambda_i$ has total degree $\leq D(i)$, there is an $m \leq M$ so that $\Lambda_{F(m)} \subseteq (\Lambda_m)$.

The conclusion is weaker: we no longer ask for an $I_m = (\Lambda_m)$ which is the ultimate union of the sequence of ideals, but instead ask for a long interval

\[1\]Technically, first-order logic cannot include the outer quantifier over the $\{I_i\}$, but a standard trick is to add a symbol to the language which will represent the sequence $\{I_i\}$, and this is equivalent to allowing a single universal quantifier on the outside of the formula, which is precisely what we need here.
on which the sequence seems to have stabilized. In return, we obtain that
the bound is uniform—it does not depend on the field \( K \) or the particular
polynomials \( \Lambda_i \), only on bounds on the total degree of the \( \Lambda_i \)—and can be
computed from \( n, D, \) and \( F \). (We will compute such bounds below in the
simpler but equivalent case where \( F(i) = i + 1 \), which is the only case we
need.)

What the functional interpretation guarantees is that any application
of Hilbert’s Basis Theorem as an intermediate step in the proof of a \( \Pi_2 \)
statement can actually be replaced by the version with a function bound for
the right choice of \( F \): in other words, a proof of a \( \Pi_2 \) statement never needs
to use an \( I_m \) which is truly maximal; it always suffices to choose \( I_m \) so that
\( I_{F(m)} \subseteq I_m \) for some big enough function \( F(m) \).

1.2. Insights from unwound proofs. The functional interpretation is a
formal technique whose properties are established by rigorous theorems (29
presents many of the main technical results). Such theorems establish
critical properties of the functional interpretation such as modularity: rather
than transforming an entire proof at once, one can refine large steps into
sublemmas whose interpretations are more tractable [51].

Importantly, though, the reader need not be familiar with the details in
order to understand the output of the method, which can be expressed as
constructive arguments in standard mathematical language. Even for the
practitioner, the functional interpretation can be used as a heuristic for con-
verting unformalized nonconstructive proofs into algorithmic ones without
having to go through a formal language [14], [51]. Accordingly, throughout
the paper we keep the machinery of the functional interpretation in the
background while retaining the product: explicit procedures for computing
desired objects and quantitative bounds on the complexity of those proce-
dures.

A great virtue of the functional interpretation is that it is systematic
and applies in many situations. Proofs often have a “hidden combinatorial
core” [29] that the functional interpretation can identify. (For instance, the
intricate combinatorics in Szemerédi’s proof of his regularity lemma [49]
automatically emerge from the functional interpretation [16][50].)

In this paper, we aim to use the perspective provided by the functional
interpretation to analyze ultraproduct proofs of the Nullstellensatz and re-
lated results found in [53] and [23]. Our systematic use of tactics suggested
by the functional interpretation gives an alternate route to effective versions
of these important theorems.

1.3. Plan of the paper. We briefly review the Nullstellensatz and differ-
ential Nullstellensatz prior to outlining our path in the rest of the paper.
A standard form of Hilbert’s Nullstellensatz states that for an algebraically
closed field \( K \), given an ideal \( I \subseteq K[X_1, \ldots, X_n] \), the radical ideal \( \sqrt{I} \) con-
sists of all polynomials over \( K \) that vanish on the common zero locus \( V(I) \)
of $I$. This is a nonconstructive statement, owing to the existential nature of the definition of radical ideals, and the usual proofs are also ineffective.

The “effective Nullstellensatz” is the problem of finding uniform bounds on radical ideal membership valid for all fields and only depending on the number of algebraic unknowns and degrees of the generators. Brownawell, Kollár, Dubé, and subsequent authors have employed analytic, algebraic, and combinatorial techniques to show that single exponential bounds suffice \([5, 9, 32]\). In contrast, van den Dries and Schmidt justify their focus on nonstandard methods by observing that “by concentrating on existence proofs for bounds, rather than on their construction, it is possible to gain a lot of efficiency of exposition” \([53]\). We do not explicitly state their results and arguments, but we cite the corresponding nonconstructive analogues. Our unwindings of their proofs show that van den Dries and Schmidt’s ultraproduct strategy is not only elegant, but also (implicitly) preserves much more effective content than one might suppose.

Our other basic source for nonstandard proofs is \([23]\) by Harrison-Trainor, Klys, and Moosa, who adapt the techniques of van den Dries and Schmidt to the more complicated differential case. Differential fields enrich the field structure by adding commuting derivations (additive endomorphisms obeying the usual product rule for derivatives). Ritt \([43]\) and Raudenbush \([41, 42]\) enunciated differential-algebraic versions of the basis theorem and Nullstellensatz, the latter of which Cohn \([7]\) and Seidenberg \([46]\) approached from an algorithmic angle (without giving explicit bounds). The effective differential Nullstellensatz consists of giving bounds on radical differential ideal membership or, equivalently, consistency of systems of polynomial differential equations.

Recently there has been considerable interest in analyzing the effective content of the differential Nullstellensatz \([8, 18, 20, 22, 34]\), with the methods employed coming from algebra and model theory \([11, 37, 40]\). Other constructive problems in differential algebra and differential algebraic geometry have also gained attention \([4, 12, 13, 19, 21, 26, 35]\).

In the rest of the section, we preview the technical part of the paper. We list our main results and indicate how they should be understood. Because our results require stating a series of explicit functions bounding various properties, we include an index to where the definitions of these functions can be found and, where appropriate, where bounds on their rate of growth are proven:
Table 1. Table of Notations and Bounds

| Function | Definition | Calculated Bounds |
|----------|------------|-------------------|
| $d_n$    | Notation 2.14 (p. 8) |                   |
| $c_n$    | Notation 2.9 (p. 9)     |                   |
| $\zeta_n$| Notation 2.17 (p. 12)   |                   |
| $p_n$    | Notation 2.19 (p. 13)   | Lemma 6.7 (p. 37) |
| $m$      | Notation 3.5 (p. 15)    | Lemma 6.10 (p. 39) |
| $m^*$    | Notation 3.5 (p. 15)    | Lemma 6.10 (p. 39) |
| $g$      | Notation 4.14 (p. 21)   |                   |
| $u_F$    | Notation 4.18 (p. 22)   | Lemma 6.12 (p. 39) |
| $u_F^*$  | Notation 4.20 (p. 23)   | Lemma 6.12 (p. 39) |
| $f$      | Notation 4.26 (p. 24)   | Lemma 6.13 (p. 39) |
| $h_{n,m}$| Notation 4.30 (p. 25)   | Lemma 6.18 (p. 41) |
| $i_{n,m}^{\text{sat}}$ | Notation 4.39 (p. 27) | Lemma 6.19 (p. 42) |
| $i_{n,m}^{\text{cohere}}$ | Notation 4.39 (p. 28) | Lemma 6.20 (p. 42) |
| $i_k$    | Notation 4.44 (p. 29)   | Lemma 6.14 (p. 40) |
| $j_{n,m}$| Notation 4.47 (p. 30)   | Lemma 6.21 (p. 43) |
| $\lambda$ | Theorem 5.2 (p. 34)     | Lemma 6.22 (p. 43) |
| $j_{n,m}$| Notation 5.3 (p. 34)    | Lemma 6.27 (p. 45) |

Our goal in Section 2 is to unwind the existence proof of a bound on prime ideals given by Theorem 2.5 of [53]. The main ingredients are finitary counterparts of prime ideals and vector space bases, as well as bounds on flat extensions of polynomial rings (Theorem 2.5 and Lemma 2.6). The result 2.20, which has a form typical of others in the paper, is

**Theorem.** Let $n, d$ be given. If $\Lambda \subseteq K[X_{[n]}]_{\leq d}$ is such that $(\Lambda)$ is prime up to $p_n(d)$ then $(\Lambda)$ is prime.

The subscript denotes a bound on the degree of the polynomials in question (see Definition 2.2). “Primality up to some value” (Definition 2.13) is a “local” - in particular, easily seen to be computable - notion of primality suggested by the functional interpretation. The symbol $p_n$ represents a certain recursively-defined bounding function (Notation 2.19) on the degree of possible counterexamples to primality of an ideal $I \subseteq K[X_1, \ldots, X_n]$, where $K$ is an arbitrary field. Such a bound is implicit in the sense that we must analyze the recursive definition in order to establish the growth rate of $p_n$ in comparison to some well-known benchmark. See Section 6 for such an analysis.

Our actual bounds tend to be rough, and it is not surprising that in many cases carefully optimized arguments (e.g., Theorem 3.4 of [22]) give tighter bounds. The functional interpretation’s output is dependent on its input and so cannot improve on the implicit constructive content of a given ineffective proof. It is nonetheless meaningful to expose that content, especially since general classes of bounds are often of most intrinsic interest. Like the bounds
obtained in [18, 22, 34, 37], our main bounds are non-primitive recursive. This indicates either an actual complexity barrier or the need for fundamentally new ideas that can qualitatively lower the bounds beyond what any existing proofs provide.

Section 3 deals with the underlying complexity of Noetherianity and its consequences. Using a bound on Dickson’s Lemma from the literature (Theorem 3.7) as a shortcut, we unwind proofs of Hilbert’s Basis Theorem and the Nullstellensatz (Theorems 3.9 and 3.10):

**Theorem.** Suppose $(\Lambda_1) \subseteq (\Lambda_2) \subseteq \cdots \subseteq K[X[n]]$ with $\Lambda_i \subseteq K[X[n]] \leq D(i)$. Then there is a $j \leq m^*(D, n)$ such that $(\Lambda_{j+1}) \subseteq (\Lambda_j)$.

(Here $D$ denotes a given nondecreasing function from $\mathbb{N}$ to $\mathbb{N}$ and $m^*$ is the aforementioned bound on Dickson’s Lemma.)

**Theorem** (Based on [53], Cor 2.7(ii)). For any $n, d$ there is $m = m^*(i \mapsto p^i_n(d), n)$ so that if $\Lambda \subseteq K[X[n]] \leq d$ and $f^k \in (\Lambda)$ (for any $k$) then $f = \sum_i c_i r_i$ where each $r_i^{2^m} \in (\Lambda)$.

The use of Noetherianity is the key factor driving our bounds, as well as those found in other papers that examine the complexity of the differential Nullstellensatz. Morally, many of the bounds we extract are non-primitive recursive because the original nonconstructive proof invokes Noetherianity. (Moreno Socías proved non-primitive recursiveness of bounds on Hilbert’s Basis Theorem in [37]. Also, Simpson has shown in the sense of reverse mathematics that proving Hilbert’s Basis Theorem is equivalent to proving that Ackermann’s function–well known to not be primitive recursive–is a total function [47].) The resulting bounds, as shown in Section 6, are far larger than the doubly-exponential bounds from the slick proof of the effective Nullstellensatz in 3.11 which does not appeal to Noetherianity.

Section 4 is the longest of the paper and establishes many of our basic effective results on differential polynomial rings. Our treatment is largely self-contained, but additional details on differential algebra are found in, e.g., [6, 27, 31, 36, 48]. After describing the framework we establish bounds relating differential ideals and algebraic ideals (for example, bounds on the complexity of coherent sets and Rosenfeld’s lemma, Proposition 4.40 and Lemma 4.45). The basic ingredient for these bounds is a quantitative version of the theorem that there are no infinite descending chains of autoreduced sets (Theorem 4.31).

Our efforts in this section culminate in several new bounds. In [12], Freitag, Li, and Scanlon remark that “producing explicit equations for differential Chow varieties in specific cases would require effectivizing Theorem 6.1” of [23], which is precisely the content of Theorem 4.48 and its corollary 4.49.

**Theorem.** Suppose $\Lambda \subseteq K\{X[n]\} \leq b$ and let $P$ be a minimal prime $\Delta$-ideal containing $\Lambda$. Then $P$ has a characteristic set $\Sigma \subseteq K\{X[n]\} \leq \mathrm{char}(b)$.
EFFECTIVE BOUNDS IN DIFFERENTIAL POLYNOMIAL RINGS

In the differential setting, subscripts now indicate bounds on order as well as degree; see Definition 1.2. Moreover, Corollary 4.50 and Lemma 6.21 give an explicit bound, not on primality of differential ideals (which is open and equivalent to the well-known Ritt problem [17]), but on the weaker Theorem 5.4 of [23] that bounds only one factor:

**Theorem.** Let $\Lambda \subseteq K\{X_1\} \leq b$ be given with $1 \not\in [\Lambda]$. If either $f \in [\Lambda]$ or $g \in [\Lambda]$ for all $f, g \in K\{X_1\}$ with $fg \in [\Lambda]$ and $f \in K\{X_1\} \leq \text{char}(b)$, then $[\Lambda]$ is prime.

Section 5 is concerned with bounds on what we call “Ritt-Noetherianity”, the Noetherianity of radical differential ideals. The finitary version 5.4 of the Ritt-Raudenbush basis theorem is new:

**Theorem.** Let $i_0, \Lambda, \Lambda_0 \subseteq \Lambda_1 \subseteq \cdots, D, F, d$ be given such that:

- $\Lambda \subseteq K\{X_1\} \leq d$ is autoreduced, and
- $\Lambda_i \subseteq K\{X_1\} \leq D(i)$ for all $i$.

Then there is an $i \in [i_0, i(i_0, D, F, d, \Lambda)]$ so that $\Lambda_{F(i)} \subseteq \{\Lambda \cup \Lambda_i\}$.

We analyze the corresponding explicit bounds in 6.27. Using our finitary basis theorem, it is possible to unwind the proof of the differential Nullstellensatz found in [23] (Corollary 4.5/Theorem 6.3), but we do not include the details here; see the discussion at the beginning of Section 5.

With the unwinding work behind us, in Section 6 we show how to interpret the bounds produced by the functional interpretation in preceding sections. For most of our results we analyze the functions’ growth rates and find their place in the Grzegorczyk hierarchy of fast-growing functions [38]. For instance, the bound $p_n$ on primality in Section 2 lies in the second stage of the fast-growing hierarchy. To minimize disruption, we place in Appendix A the results on ordinal arithmetic needed to justify the calculations in this section.

2. **Explicit Bounds for Testing Primality**

In [53], van den Dries and Schmidt prove a number of results about ultraproducts of polynomial rings $K[X]$, and derive the existence of uniform bounds independent of $K$. Since these results are used extensively in [23], in this section we obtain effective versions using the methods described in the previous section.

We have two purposes: to demonstrate, in the simpler algebraic setting, the methods we will later use in the differential setting, and to produce actual explicit bounds we will need later. In some cases, effective proofs have been given by other means (often before [53]), and these bounds are often substantially more efficient than those given by unwinding the ultraproduct arguments. When this happens, we will sometimes simply cite the known bounds; at other times, unwinding the ultraproduct proof illustrates a useful technique, so we will also describe the less efficient proof.
Throughout this section we are concerned with an arbitrary field $K$ and its polynomial extension $K[X_1, \ldots, X_n]$.

**Notation 2.1.** We abbreviate $K[X_1, \ldots, X_n]$ by $K[X_n]$. More generally, we abbreviate $K[X_i, X_{i+1}, \ldots, X_j]$ by $K[X_{i,j}]$.

We prefer this to the more common abbreviations $K[\bar{X}]$ or even $K[X]$ because we wish to be explicit about the number of variables.

### 2.1. Internal Flatness and Faithful Flatness.

**Definition 2.2.** We write $K[X_n] \leq d$ for the set of polynomials in $K[X_n]$ of total degree at most $d$.

We say $K[X_n]$ is **internally flat bounded by** $D$ if for every $b$, whenever $f_1, \ldots, f_k \in K[X_n] \leq b$ are coefficients of a homogeneous linear equation $\sum_i f_i y_i = 0$ and $g_1, \ldots, g_k \in K[X_n]$ is a solution, there exist $h_{ij} \in K[X_n] \leq D(b)$ and $c_j \in K[X_n]$ so that $\sum_i f_i h_{ij} = 0$ for each $j$ and $\sum_j c_j h_{ij} = g_i$ for each $i$.

Internal flatness states that every solution to $\sum_i f_i y_i = 0$ is a linear combination of solutions of bounded degree. The name “internal flatness” refers to the fact when $K = \prod K_i$ is an ultraproduct, $K[X_n]_{\text{int}} = \prod K_i[X_n]$ is a flat extension of $K[X_n]$ if and only if there is some $D$ so that most $K_i[X_n]$ are internally flat bounded by $D$.

**Remark 2.3.** Although we will not need this notion, we can define internal flatness for any graded ring $R = \oplus_i R_i$ with $R_{\leq i} = \oplus_{|j| \leq i} R_j$: $R$ is internally flat bounded by $D, S$ if for every $k, b$, whenever $f_1, \ldots, f_k \in R_{\leq b}$ are coefficients of a homogeneous linear equation $\sum_i f_i y_i = 0$ and $g_1, \ldots, g_k \in R$ are a solution, there exist $h_{ij} \in R_{\leq D(k,b)}$ with $1 \leq j \leq S(k, b)$ and $c_j \in R$ so that $\sum_i f_i h_{ij} = 0$ for each $j$ and $\sum_j c_j h_{ij} = g_i$ for each $i$.

The bounds $b, S$ are unnecessary for polynomial rings because $K[X_n] \leq d$ is finite dimensional with dimension bounded in $n, d$.

**Notation 2.4.** We write $d_n(b) = (2b)^n$.

**Theorem 2.5 (H.43).** $K[X_n]$ is internally flat bounded by $d_n$.

More generally, given a system of $m$ homogeneous equations with coefficients in $K[X_n] \leq b$, the space of solutions is generated by solutions in $K[X_n] \leq d_n(m,b)$.

We also expect an analog of faithful flatness. It is standard that a flat extension is faithfully flat exactly when the extension does not create solutions to any unsolvable inhomogeneous linear equations with coefficients from the base ring. Then “internal faithful flatness” just says that if an inhomogeneous equation is solvable, the size of the solution should be bounded in the degrees of the coefficients. This is the same as giving bounds on ideal membership.
Lemma 2.6 ([24]). For any $n$ and any $f_i \in K[X_{[n]}]_{\leq b}$, if $\sum_{i \leq k} f_i g_i = h$ where $h$ has degree $b$ then there are $g_1', \ldots, g'_k \in K[X_{[n]}]_{\leq \vartheta_n(b)}$ such that $\sum_{i \leq k} f_i g_i' = h$.

2.2. Bounds on Primality. Working in the ultraproduct setting with $K = \prod \mathbf{K}_i$ and $K[X_{[n]}]_{\text{int}} = \prod \mathbf{K}_i(K[X_{[n]}])$, van den Dries and Schmidt [53] show

Theorem 2.7. If $I$ is an ideal in $K[X_{[n]}]$ then $I$ is prime iff $IK[X_{[n]}]_{\text{int}}$ is prime in $K[X_{[n]}]_{\text{int}}$.

The standard analog of this is

Theorem 2.8. There is a function $p_n(b)$ so that for any $\Lambda \subseteq K[X_{[n]}]_{\leq b}$ with $(\Lambda)$ not prime, there are $f, g \in K[X_{[n]}]_{\leq p_n(b)}$ so that $fg \in (\Lambda)$ but $f, g \not\in (\Lambda)$.

In [44] Schmidt-Göttsch shows that $p_n(b)$ has the form $b^{\beta(n)}$ for some $\beta$. Here we extract bounds with a worse dependence on $b$ directly from the simpler proof given in [53].

Notation 2.9. $\varepsilon(n, b) = 2(b+\vartheta_n-1(b))^{n-1}+1+1+b+\vartheta_n-1(b)$.

Lemma 2.10. Suppose $\phi : K(X_1) \to L$ is a field extension and $\lambda_1, \ldots, \lambda_k \in K[X_{[n]}]_{\leq b}$. Writing $\phi$ for the map $\phi : K(X_1)[X_{[2,n]}] \to L[X_{[2,n]}]$ as well, any solution in $L$ to $\sum_i \phi (\lambda_i) y_i = 0$ is a linear combination of images under $\phi$ of solutions from $K[X_{[n]}]_{\leq \varepsilon(n, b)}$.

Proof. By internal flatness, solutions to $\sum_i \phi (\lambda_i) y_i$ are linear combinations of solutions from $L[X_{[2,n]}]_{\leq \vartheta_n-1(b)}$. Let $M_1, \ldots, M_j$ list the $\leq (b+\vartheta_n-1(b))^{n-1}$ monomials of degree $\leq b+\vartheta_n-1(b)$ in $X_{[2,n]}$; then we may rewrite $\sum_i \phi (\lambda_i) y_i = 0$ as

$$\sum_i \phi (\sum_j f_{i,j} M_j) (\sum_j y_{i,j} M'_{j}) = 0$$

where $f_{i,j} \in K[X_{[1]}]_{\leq b}$. So we may expand this into a system of $\leq (b+\vartheta_n-1(b))^{n-1}$ equations of the form

$$\sum_i \sum_j \phi (f_{i,j}) y_{i,j} - j = \sum_k \phi (g_{k,j}) x_k = 0.$$

The solutions to a single equation $\sum_i \phi (g_{k,j}) x_k = 0$ are generated by the solutions of the form $(\phi (g_{k,j_0}), \ldots, -\phi (g_{1,j_0}), \ldots)$ (because $L$ is a field); by substituting $x_1 = \sum_k z_k \phi (g_{k,j_0})$ and $x_k = -z_k \phi (g_{k,j_0})$, we obtain a system of equations with one fewer equation and coefficients in $\phi (K[X_{[1]}]_{\leq 2b})$.

Repeating this, we eventually reduce to a single equation whose solutions are generated by the image of solutions from $K[X_{[1]}]_{\leq 2(b+\vartheta_n-1(b))^{n-1}b}$. Undoing the sequence of substitutions, we see that the original $x_i$ are generated by the images of solutions from $K[X_{[1]}]_{\leq 2(b+\vartheta_n-1(b))^{n-1}1b}$, and so the $y_i$ are generated by the images of solutions from $K[X_{[2,n]}]_{\leq 2(b+\vartheta_n-1(b))^{n-1}1b+b+\vartheta_n-1(b)}$. □
Lemma 2.11 (Based on [53], Lemma 2.3). For any \( n, b \) and \( \Lambda \subseteq K[X_{[n]}]_{\leq b} \), if \( f \in K[X_1] \) has degree \( > \varepsilon(n, b) \) and is irreducible then for any \( g \in K[X_{[n]}] \) such that \( fg \in (\Lambda) \), also \( g \in (\Lambda) \).

Proof. Let \( \lambda_1, \ldots \) enumerate \( \Lambda \). Suppose \( fg = \sum_i a_i \lambda_i \). Since \( f \) is irreducible, \( L = K[X_1]/(f) \) is a field; let \( \phi : K \to L \) be the natural embedding. We have a solution \( \sum_i \phi(a_i) \phi(\lambda_i) = 0 \) in \( L[X_2, \ldots, X_n] \). By the previous lemma, the solutions are generated by the images of solutions from \( K[X_{[n]}]_{\leq \varepsilon(n, b)} \).

Since \( f \) has degree \( > \varepsilon(n, b) \), we also have \( a_i = \sum_j c_j a_{ij} + f q_i \). Therefore

\[
fg = \sum_i a_i \lambda_i \\
= \sum_i (\sum_j c_j a_{ij} + f q_i) \lambda_i \\
= \sum_j c_j \sum_i a_{ij} \lambda_i + f \sum_i \lambda_i q_i \\
= f \sum_i \lambda_i q_i
\]

and therefore \( g = \sum_i \lambda_i q_i \in (\Lambda) \). \( \square \)

Lemma 2.12 (Based on [53], Corollary 2.4). For any \( n, b \) and any \( \Lambda \subseteq K[X_{[n]}]_{\leq b} \), one of the following holds:

- there is an \( f \in K[X_1]_{\leq \varepsilon(n-1, k)} \) and a \( g \) so \( \deg(g) \leq \varepsilon(n, b) + \varepsilon_{n-1}(b) + b \), \( fg \in (\Lambda) \), but \( g \notin (\Lambda) \), or

- whenever \( f \in K[X_1] \) and \( fg \in (\Lambda) \), \( g \in (\Lambda) \).

Proof. Suppose there is some \( f \in K[X_1] \) and some \( g \) so that \( fg \in (\Lambda) \) but \( g \notin (\Lambda) \). We may choose \( f \) with minimal degree such that this happens. Then \( f \) is irreducible—if \( f = f_0 f_1 \) then \( f_0(f_1 g) \in (\Lambda) \), so either \( f_1 g \notin (\Lambda) \) (so \( f_0 \) is a witness of smaller degree) or \( f_1 g \in (\Lambda) \) (so \( f_1 \) is a witness of smaller degree). By the previous lemma, \( f \in K[X_1]_{\leq \varepsilon(n, b)} \).

We have \( fg = \sum_i a_i \lambda_i \). Let \( L = K[X_1]/(f) \) and let \( \phi : K[X_1] \to L \) be the natural embedding, so \( \sum_i \phi(a_i) \phi(\lambda_i) = 0 \), and so by internal flatness, \( \phi(a_i) = \sum_j c_j a_{ij} \) where \( a_{ij} \in L[X_{[2, n]}]_{\leq \varepsilon_{n-1}(b)} \). We may assume \( a_{ij} = \phi(a'_{ij}) \) with \( a'_{ij} \in K[X_{[n]}]_{\leq \varepsilon(n, b) + \varepsilon_{n-1}(b)} \). We have \( a_i = \sum_j c_j a_{ij} + f q_i \) and \( \sum_i \lambda_i a_{ij} = f q'_j \).

Since \( \deg(\lambda_i a_{ij}) \leq \varepsilon(n, b) + \varepsilon_{n-1}(b) + b \), also \( \deg(q'_j) \leq \varepsilon(n, b) + \varepsilon_{n-1}(b) + b \).

There must be some \( j \) so \( q'_j \notin (\Lambda) \), and therefore \( f, q'_j \) is the witness to the first case. Otherwise, towards a contradiction, each \( q''_j = \sum_i \lambda_i q'_{ji} \), and therefore

\[
fg = \sum_i a_i \lambda_i \\
= \sum_i (\sum_j c_j a_{ij} + f q_i) \lambda_i \\
= \sum_j c_j \sum_i a_{ij} \lambda_i + \sum_i f q_i \lambda_{k,i}
\]
\[
\sum_j c_j f q_j' + \sum_i f q_i \lambda_i
= f \sum_j c_j \sum_i \lambda_i q_j' + f \sum_i q_i \lambda_i
= f \sum_i \lambda_i (\sum_j c_j q_j' + q_i),
\]
and therefore \(g = \sum_i \lambda_i (\sum_j c_j q_j' + q_i)\) so \(g \in (\Lambda)\), giving the needed contradiction. \(\square\)

**Definition 2.13.** We say an ideal \(I \subseteq K[X_n]\) is prime up to \(b\) if whenever \(fg \in (\Lambda)\) with \(f, g \in K[X_n]_{\leq b}\), either \(f \in (\Lambda)\) or \(g \in (\Lambda)\).

Notation 2.14. We write \(K(X)[Y_n]\) for those elements of \(K(X)[Y_n]\) whose total degree in the \(Y\) variables is at most \(r\). We write \(K(X)[Y_n]_{\leq X,Yr}\) for those elements of \(K(X)[Y_n]\) whose total degree in \(X, 1/X, Y_n\) is at most \(r\).

The proof in the ultraproduct involves using the fact that \(K_{int}(X)\) is freely generated over \(K(X)\). Therefore, given \(fg = \sum \lambda_i\) where the \(\lambda_i\) come from \((K_{int}(X))[Y_n]\), we can view the \(\lambda_i\) as coming from \(K(X, Z[m])[Y_n]\) where the \(Z[m]\) are a basis for some subspace large enough to contain the \(\lambda_i\).

In the finitary world, the analog of the basis \(Z[m]\) is a "local basis": a collection of elements \(Z_1, \ldots, Z_m\) such that, on the one hand, each \(a_i\) is algebraic in \(Z[m]\) using "small" coefficients (in the sense of the grading), but there are no algebraic dependencies among the \(Z(m)\) even using much larger coefficients.

**Definition 2.15.** We write \(K(X)_{\leq d}\) for \([K[X, 1/X]_{\leq d}\). Let \(S\) be a set of elements in \(K(X)\) and let \(F : \mathbb{N} \to \tilde{\mathbb{N}}\). An \(F\)-local basis for \(S\) is a set \(Z\) and a bound \(w\) such that:

- \(S \subseteq K(X, Z)_{\leq w}\),
- if \(z \in Z\) then \(z \notin K(X, Z \setminus \{z\})_{\leq F(w)}\).

**Lemma 2.16.** For any \(S \subseteq K(X, S)\) and any \(F\), letting \(F'(x) = xF(x)\), there is an \(F\)-local basis \(Z, w\) such that \(Z \subseteq S\) and \(w \leq (F')^{|S|}(1)\).

**Proof.** Set \(S_0 = S\) and \(w_0 = 1\). Given \(S_i, w_i\), if this is an \(F\)-local basis for \(S_i\), we are done. Otherwise, define \(S_{i+1}, w_{i+1}\) as follows: chose \(z \in S_i\) so that \(z \in K(X, S_i \setminus \{s\})_{\leq F(w_i)}\) and set \(S_{i+1} = S_i \setminus \{z\}\) and \(w_{i+1} = w_i F(w_i)\). Then for each \(s \in S_i\), since \(s \in K(X, S_i)_{\leq w_i}\), also \(s \in K(X, S_{i+1})_{\leq w_i F(w_i)}\).

Since \(S_{i+1} \subseteq S_i\), this process stops in at most \(|S|\) steps. \(\square\)
Notation 2.17.

- ζ₀(n, d) = \binom{n + b_n(d)}{n}, the number of monomials of degree ≤ d_n(d) in n variables,
- ζ₁(n, d, b) = \binom{b_n(d) + 2}{n}ζ₀(n, d),
- ζ₂(n, d, b) = (ζ₁(n, d, b) + 1)^{2ζ₁(n,d,b)} - 1.

This leads to the following crucial result. We show that sufficient primality in the sense of ≤_{X,Y} implies primality in the sense of ≤_Y. This is a weak form of the result we are attempting to prove: we begin with an ideal which is prime only for f, g with total degree in both X and Y bounded, and we obtain primality for f, g with Y-degree bounded, but arbitrary X-degree.

Lemma 2.18. Let n, b ≤ d be given. Then whenever Λ ⊆ K(X)[Y_{\lfloor n\rfloor}]_{≤_{X,Y}b} so that (Λ) is prime up to ζ₁(n, d, b)ζ₂(n, d, b) in the sense of ≤_{X,Y}, also (Λ) is prime in K(X)[Y_{\lfloor n\rfloor}] up to d in the sense of ≤_Y.

Proof. Let d and Λ ⊆ K(X)[Y_{\lfloor n\rfloor}]_{≤_{X,Y}b} be given so that (Λ) is prime up to ζ₁(n, d, b)ζ₂(n, d, b) in the sense of ≤_{X,Y}. Let f, g ∈ K(X)[Y_{\lfloor n\rfloor}]_{≤_Yd} be given with fg ∈ (Λ). This implies that fg = \sum a_i\lambda_i and, by Lemma 2.16, we may assume the a_i ∈ K(X)[Y_{\lfloor n\rfloor}]_{≤_{Yb_n(d)}}. Note that we may assume |Λ| ≤ (b_n(d) + 1), the dimension of K(X)[Y_{\lfloor n\rfloor}]_{≤_b} as a vector space over K(X).

We enumerate the monomials in Y_{\lfloor n\rfloor} appearing in the a_i as M_0, . . . , M_j, . . . . There are at most ζ₀(n, d) such monomials. We may write a_i = \sum\sum a_{ij}M_j, f = \sum u_jM_j, and g = \sum v_jM_j where a_{ij}, u_j, v_j are elements of K(X).

Let S_0 = \{a_{ij}\}_{i,j} \cup \{u_j, v_j\}. Note that |S_0| ≤ ζ₁(n, d, b). Let F be the function given by F(x) = xζ₁(n, d, b) + 1. By Lemma 2.16 there is an S ⊆ S_0 and a w ≤ ζ₂(n, d, b) so that S, w is an F-local basis for S_0.

We have

\[ (\sum_j u_jM_j)(\sum_j v_jM_j) = fg = \sum_i \sum_j a_{ij}M_j\lambda_i. \]

Writing each u_i, v_i, a_{ij} as an element of K(X, S)_{≤w}—that is, as a rational polynomial involving X, S where the degrees of the top and bottom add to at most w—we may multiply through to clear denominators. So we have

\[ (\sum_j u'_jM_j)(\sum_j v'_jM_j) = \sum_i \sum_j a'_{ij}M_j\lambda_i \]

where the u', v', a'_{ij} are polynomials in X, S with degrees bounded by wζ₁(n, d, b).

We will now rearrange our sums to focus on monomials from S. Write M_0^*, . . . , M_j^*, . . . for the monomials in S arranged so that M_0^* = 1 and M_i^*M_j^* = M_{ij}^* where we have

\[ (\sum_j u_j^*M_j^*)(\sum_j v_j^*M_j^*) = \sum_j (\sum_i a_{ij}^*\lambda_i)M_j^* \]
where the $u''_j, v''_j, a''_{ij}$ are elements of $K[X,Y_{[n]}]$ with $X$ degree bounded by $w\zeta_1(n,d,b)$ and $Y_{[n]}$ degree bounded by $\delta_n(d)$. By our choice of pseudobasis, we can separate this out by monomial: for each $j$,  
\[ \sum_i a''_{ij} \lambda_i = \sum_{k_0 + k_1 = j} u''_{k_0} v''_{k_1}. \]

We follow the standard argument to solve this monomial by monomial, keeping track of bounds along the way. We show by induction on $J$ that there are $k_0, k_1$ with $k_0 + k_1 = J$ so that for each $j < k_0$, $u''_j = \sum_i b_{ij} \lambda_i$ and for each $j < k_1$, $v''_j = \sum_i c_{ij} \lambda_i$.

Suppose we have chosen such $k_0, k_1$. Then  
\[ \sum_i a''_{ij} \lambda_i = \sum_{j \leq J} u''_{j} v''_{j} = u''_{k_0} v''_{k_1} + \sum_{j < k_0} u''_{j} v''_{j} + \sum_{j < k_1} u''_{j} v''_{j}, \]

so  
\[ u''_{k_0} v''_{k_1} = \sum_i (a''_{ij} + \sum_{j < k_0} u''_{j} b_{ij} + \sum_{j < k_1} u''_{j} c_{ij}) \lambda_i. \]

Since $\Lambda$ is prime up to $w\zeta_1(n,d,b)$ in the sense of $\leq_{X,Y}$, we have either $u''_{k_0} = \sum_i b_{k_0} \lambda_i$ (and we replace $k_0$ with $k_0 + 1$) or $v''_{k_1} = \sum_i c_{k_1} \lambda_i$ (and we replace $k_1$ with $k_1 + 1$).

We may continue until either $k_0 = (w\zeta_1(n,d)+w)$ or $k_1 = (w\zeta_1(n,d)+w)$. Suppose the first case happens (the second is symmetric); then we have  
\[ f = \sum_j u''_j M_j^* = \sum_i \sum_j b_{ij} \lambda_i M_j^* = \sum_i (\sum_j b_{ij} M_j^*) \lambda_i, \]

and therefore $f = \sum_i b_i \lambda_i$. \qed

We now arrive at the main result of this section: showing that we can “upgrade” from internal primality up to a certain point to actual primality.

**Notation 2.19.**

- $p_1(d) = d$,
- $v(n,d) = \zeta_1(n-1,p_{n-1}(d),d)\zeta_2(n-1,p_{n-1}(d),d)$,
- $\rho(n,d) = \max\{2^{v(n,d)+n}v(n,d),\epsilon(n-1,d)\}$,
- $p_n(d) = \rho(n,d)$.

**Theorem 2.20** (Based on [53], Theorem 2.5). Let $n,d$ be given. If $\Lambda \subseteq K[X_{[n]}]_{\leq d}$ is such that $(\Lambda)$ is prime up to $p_n(d)$ then $(\Lambda)$ is prime.

**Proof.** By induction on $n$. When $n = 1$ this is straightforward: $(\Lambda)$ is principal iff there is a single element of $\Lambda$ generating the ideal.

So suppose $n > 1$. First, suppose that for each $i$ there is an $h_i \in K[X_{[i]}]_{\leq \rho(n,d)}$ with $h_i \in (\Lambda)$. Then $K[X_{[n]}]/(\Lambda)$ is a field extension of $K$ where each $X_i$ is algebraic of degree $\leq \rho(n,d)$. In particular, any element $f$ of $K[X_{[n]}]$ may be written $f = f_0 + f'$ where $f' \in (\Lambda)$ and $f_0$ has total degree $\leq \rho(n,d)n$. So if $fg \in (\Lambda)$ then we have $fg = (f_0 + f')(g_0 + g') = f_0g_0 + c$ with $c \in (\Lambda)$. Therefore $f_0g_0 \in (\Lambda)$ and since $f_0g_0$ has degree $\leq 2\rho(n,d)n$,
the assumption applies, and either \( f_0 \in (\Lambda) \) or \( g_0 \in (\Lambda) \). Therefore either \( f = f_0 + f' \in (\Lambda) \) or \( g = g_0 + g' \in (\Lambda) \).

So suppose this does not hold: for some \( i \leq n \), \( K[X_i]_{\leq p(n,d)} \cap (\Lambda) = \emptyset \). We will apply the inductive hypothesis to the ring \( K(X_i)[X_{[1,i-1]},X_{[i+1,n]}] \).

By rearranging the variables, it suffices to assume \( i = 1 \).

**Claim 2.20.1:** For every \( u \in K[X_1] \), if \( fu \in (\Lambda) \) then \( f \in (\Lambda) \).

*Proof.* We apply Lemma 2.12. It suffices to rule out the first case: suppose there were an \( f \in K[X_1]_{(n-1,d)} \) and a \( g \in K[X_n]_{\leq \ell(n-1,d)+d} \) so that \( fg \in (\Lambda) \) but \( g \not\in (\Lambda) \). Since, by assumption, \( f \not\in (\Lambda) \), this violates the primality of \( (\Lambda) \) up to \( \ell(n-1,d)+d \).

**Claim 2.20.2:** \( (\Lambda) \) is prime in \( K(X_1)[X_{[2,n]}] \) up to \( v(n,d) \) in \( X_{[1,n]} \)-degree.

*Proof.* Suppose \( fg \in (\Lambda) \) with \( f, g \in K(X_1)[X_{[2,n]}]_{\leq v(n,d)} \), so \( fg = \sum a_i \lambda_i \).

Clearing denominators, \( f'g'h = \sum a_i' \lambda_i \lambda_i \) where \( h \in K[X_1]_{\leq 2(v(n,d)+\ell(n,d))} \) and \( f', g' \in K[X_n]_{\leq v(n,d)} \).

Since \( K[X_1]_{\leq 2(v(n,d)+\ell(n,d))} \cap (\Lambda) = \emptyset \), we have \( h \not\in (\Lambda) \). By primality of \( (\Lambda) \) up to \( 2\ell(n,d) \), \( f', g' \in (\Lambda) \), and so, without loss of generality, \( f' \in (\Lambda) \). Then \( f = f'/h' \) for some \( h' \in K[X_1] \), and since \( f' = \sum b_i \lambda_i \), also \( f = \sum b_i(h'/h') \lambda_i \), and therefore \( f \in (\Lambda) \).

**Claim 2.20.3:** \( (\Lambda) \) is prime in \( K(X_1)[X_{[2,n]}] \).

*Proof.* Since \( (\Lambda) \) is prime up to \( v(n,d) \) in \( K(X_1)[X_2,\ldots,X_n] \) in \( X_{[1,n]} \)-degree, by Theorem 2.13 also \( (\Lambda) \) is prime up to \( p_{n-1}(d) \) in \( K(X_1)[X_{[2,n]}] \) in \( X_{[1,n]} \)-degree. By the inductive hypothesis applied to \( K(X_1)[X_{[2,n]}] \), we have that \( (\Lambda) \) is prime in \( K(X_1)[X_{[2,n]}] \).

We can now complete the proof: suppose \( fg \in (\Lambda) \) in \( K[X_n] \) (with \( \deg(fg) \) arbitrary). Then certainly \( fg \in (\Lambda) \) in \( K(X_1)[X_{[2,n]}] \), so without loss of generality, \( f = \sum b_i \lambda_i \) with the \( b_i \in K(X_1)[X_{[2,n]}] \). Clearing denominators again, \( fu = \sum b_i' \lambda_i \lambda_i \) with the \( b_i' \in K[X_{[n]}] \) and \( u \in K[X_1] \). Applying the first claim above, we must have \( f \in (\Lambda) \), completing the proof. \( \square \)

3. **Hilbert’s Basis Theorem, Noetherianity, and the Nullstellensatz**

For some results we will need an effective version of Hilbert’s Basis Theorem—that is, of the Noetherianity of \( K[X_n] \). Such theorems are given without bounds in several places in the literature, such as Hertz [25] and Perdry and Schuster [39]. Moreno Socías proved that bounds on the length of ascending chains of polynomial ideals are non-primitive recursive in the number of indeterminates (Cor. 7.5, [37]). As a warm-up for the differential case, we use our methods to obtain an effective basis theorem and Nullstellensatz.

To give bounds on Hilbert’s Basis Theorem, we use a function given by Figueira et al [10] to bound witnesses to Dickson’s Lemma. (León Sánchez...
and Ovchinnikov give related bounds in [34].) For the remainder of the discussion we fix an arbitrary monotonically increasing function \( D : \mathbb{N} \to \mathbb{N} \).

**Notation 3.1.** Consider a nonempty finite set \( X \) with elements from \( \mathbb{N}^\omega_1, \ldots, \mathbb{N}^\omega_r \). Let \( \tau_X \) (or simply \( \tau \) when \( X \) is understood) be the multiset containing one copy of \( n_i \) for every element of \( X \) belonging to \( \mathbb{N}^n_i \).

Given any multiset \( \tau \) containing a natural number \( k > 0 \), we denote by \( \tau \langle k, i, D \rangle \) the multiset obtained by removing one copy of \( k \) from \( \tau \) and introducing \( k \cdot (D(i) - 1) \) new copies of \( k - 1 \). This operation introduces 0 into the multiset if \( k = 1 \). If \( \tau \) contains 0, define \( \tau \langle 0, i, D \rangle \) to be the result of removing one copy of 0 from \( \tau \).

**Example 3.2.** Suppose \( X = \{(1, 2, 3), (4, 5, 6), (1, 2)\} \). Then \( \tau \) is the multiset \( \{3, 3, 2\} \) and \( \tau \langle 3, i, D \rangle \) is the multiset \( \{3, 2, \ldots, 2\} \) containing \( 3 \cdot (D(i) - 1) + 1 \) copies of 2. The multiset \( \tau \langle 2, i, D \rangle \) is \( \{3, 3, 1, \ldots, 1\} \) and contains \( 2 \cdot (D(i) - 1) \) copies of 1.

We can compare multisets lexicographically:

**Proposition 3.3.** The collection of finite multisets on \( \mathbb{N} \) is well ordered by the relation \( \leq_{\text{multi}} \) defined as follows:

\[ \sigma \leq_{\text{multi}} \tau \text{ if and only if } \sigma = \tau \text{ or } \tau \text{ contains strictly more copies of } k \text{ than does } \sigma, \text{ where } k \text{ is the greatest value such that } \tau \text{ and } \sigma \text{ contain different numbers of copies of } k. \]

**Example 3.4.**

- \( \{1, 1, 1, 1, 1\} \leq_{\text{multi}} \{2\} \)
- \( \{3, 1, 0\} \leq_{\text{multi}} \{3, 2\} \)

Note that \( \tau \langle k, i, D \rangle \leq_{\text{multi}} \tau \), whence the following recursive definition makes sense:

**Notation 3.5.** We define \( m_{\tau, D}(i) \) by:

- \( m_{\emptyset, D}(i) = 0 \).
- \( m_{\tau, D}(i) = 1 + m_{\tau_{\min \tau, i, D}, D}(i + 1) \), where \( \tau \neq \emptyset \) and \( \min \tau \) is the least element of the multiset \( \tau \).

For future convenience, denote the expression \( m_{\{n\}, D+1}(0) + 1 \) by \( m^*(D, n) \).

**Example 3.6.** Let \( D(i) = i + 2 \).

\[
\begin{align*}
m_{\{2\}, D}(0) &= 1 + m_{\{1, 1\}, D}(1) \\
&= 2 + m_{\{1, 0\}, D}(2) \\
&= 3 + m_{\{1, 0\}, D}(3) \\
&= 4 + m_{\{1\}, D}(4) \\
&= 5 + m_{\{0, 0, 0, 0\}, D}(5) \\
&= 6 + m_{\{0, 0, 0, 0\}, D}(6) \\
&\vdots
\end{align*}
\]
When \( \vec{a} = (a_1, \ldots, a_n) \in \mathbb{N}^n \), we write \(|\vec{a}|\) to represent \( \max_{i \leq n} \{a_i\} \) (the infinity norm). We write \((a_1, \ldots, a_n) \preceq (b_1, \ldots, b_n)\) if for each \( i \leq n, a_i \leq b_i \). The bound we need concerns sequences \( \vec{a}_1, \vec{a}_2, \ldots \) such that for each \( i, |\vec{a}_i| \leq D(i) \).

**Theorem 3.7** (See [10], Lemma V.I). Let \( \vec{a}_1, \vec{a}_2, \ldots \) be a sequence in \( \mathbb{N}^n \) such that for each \( i, |\vec{a}_i| \leq D(i) \). There exist \( i < j \leq m^*(D, n) \) such that \( \vec{a}_i \preceq \vec{a}_j \).

**Remark 3.8.** The existence of bounds follows from Dickson’s Lemma, which implies that there are no infinite bad sequences such that \( \vec{a}_i \preceq \vec{a}_j \) for all \( i < j \) (equivalently, \((\mathbb{N}^n, \preceq)\) is a well-quasiordering) [10].

We now give an effective version of Hilbert’s Basis Theorem.

**Theorem 3.9.** Suppose \((\Lambda_1) \subseteq (\Lambda_2) \subseteq \cdots \subseteq K[X_{[n]}] \) with \( \Lambda_i \subseteq K[X_{[n]}]_{\leq D(i)} \). Then there is a \( j \leq m^*(D, n) \) such that \( (\Lambda_{j+1}) \subseteq (\Lambda_j) \).

**Proof.** We associate the monomial \( X_1^{a_1} \cdots X_n^{a_n} \) with the tuple \( \vec{a} \). We place a linear ordering on \( \mathbb{N}^n \), and so also on monomials, by saying \( \vec{a} < \vec{b} \) if either \( \sum_{1 \leq k \leq n} a_k < \sum_{1 \leq k \leq n} b_k \) or both \( \sum_{1 \leq k \leq n} a_k = \sum_{1 \leq k \leq n} b_k \) and, taking \( l \) least so \( a_l \neq b_l, a_l < b_l \). (The linear ordering < should not be confused with the partial ordering \( \preceq \).)

We define a sequence of elements of \( K[X_{[n]}] \) as follows. Suppose we have defined \( f_i \) for \( i < j \) so that \( f_i \in K[X_{[n]}]_{\leq D(i)} \). We reduce each element of \( \Lambda_j \) by \( f_1, \ldots, f_{j-1} \). That is, if \( f \in \Lambda_j \) and \( f \) contains monomials divided by the leading monomial (i.e., greatest with respect to \( < \)) of \( f_1 \), divide \( f \) by \( f_1 \); the remainder \( r_1 \) is a reduction of \( f \) with respect to \( f_1 \).

The total degree \( \deg(r_1) = \deg(f - \alpha \cdot f_1) \) for some \( \alpha \) such that \( \deg(\alpha \cdot f_1) \leq \deg(f) \), so \( r_1 \in K[X_{[n]}]_{\leq D(j)} \). Reduce \( r_1 \) with respect to \( f_2 \), the resulting remainder with respect to \( f_3 \), and so on. Since \( \Lambda_j \subseteq K[X_{[n]}]_{\leq D(j)} \), it follows that the reductions are contained in \( K[X_{[n]}]_{\leq D(j)} \). If all elements reduce to \( 0 \), we are done. Otherwise, we take \( f_j \) to be the reduction with the greatest leading monomial.

Let \( \vec{a}_1, \ldots, \vec{a}_j, \ldots \) be the leading monomials of \( f_1, \ldots, f_j, \ldots \). If \( i < j \), then \( \vec{a}_i \preceq \vec{a}_j \) because \( f_j \) is reduced with respect to \( f_i \) and hence \( \vec{a}_i \) does not divide \( \vec{a}_j \). Note that if the sum of the entries of \( \vec{a}_j \) is bounded by \( D(j) \), then \( |\vec{a}| \leq D(j) \) so by 3.7 this process must terminate at some \( j \leq m^*(D, n) \). □

The final result from [53] we need is Corollary 2.7(ii). We include the following proof, which is the unwinding of the proof in [53].

**Theorem 3.10** (Based on [53], Cor 2.7(ii)). For any \( n,d \) there is \( m = m^*(i \mapsto p_{[d]}(d), n) \) so that if \( \Lambda \subseteq K[X_{[n]}]_{\leq d} \) and \( f^k \in (\Lambda) \) (for any \( k \)) then \( f = \sum_i c_i r_i \) where each \( r_i \in (\Lambda) \).
Proof. We will produce a tree of finitely generated ideals as follows. When \( \sigma \) is a node of this tree, we write \( \Gamma_\sigma \) for the finite set of generators. We will inductively maintain that:

- \( \Gamma_\sigma \subseteq K[X_{[n]}]_{\leq p_{n}^{|\sigma|}(d)} \) and
- if \( \sigma \subseteq \tau \) then \( \Gamma_\sigma \subseteq \Gamma_\tau \).

We begin by setting \( \Gamma_{[]} = \Lambda \). Given \( \Gamma_\sigma \), we check whether \( f \in (\Gamma_\sigma) \); if so, \( \sigma \) is a leaf. If not, since \( f^k \in (\Gamma_\sigma) \), \( (\Gamma_\sigma) \) is not prime, so we find \( gh \in (\Gamma_\sigma) \) with \( g, h \not\in (\Gamma_\sigma) \) and \( \deg(g), \deg(h) \leq p_{n}(|\sigma|)(d) \). We define \( \Gamma_{\sigma^{-}(0)} = \Gamma_\sigma \cup \{g\} \) and \( \Gamma_{\sigma^{-}(1)} = \Gamma_\sigma \cup \{h\} \). Inductively we see that \( \Gamma_\sigma \subseteq K[X_{[n]}]_{\leq p_{n}^{|\sigma|}(d)} \).

The previous theorem ensures that each branch has length \( \leq m^*(i \mapsto p_{n}^i(d), n) \), so the tree has at most \( 2m^*(i \mapsto p_{n}^i(d), n) \) leaves. Take \( m = m^*(i \mapsto p_{n}^i(d), n) \). Note that the ideal corresponding to each leaf contains \( f \), so for each \( \sigma \) we have \( f = \sum c_{i,\sigma} \gamma_{i,\sigma} \). Fix some leaf \( \sigma_0 \), and consider the system of equations of the form \( \sum_i \gamma_{i,\sigma_0} y_{i,\sigma_0} - \sum_j \gamma_{j,\sigma} y_{j,\sigma} = 0 \). This is a system of at most \( 2^m \) equations whose coefficients have degree at most \( p_{n}^m(d) \). The \( \{c_{i,\sigma}\} \) give a solution, and so by Lemma 2.5 there are solutions \( c'_{i,j,\sigma} \) such that \( c_{i,\sigma} = \sum_j d_{j,i,\sigma} \) and the \( d_{j,i,\sigma} \) have degree at most \( d_{n}(p_{0}^m(d)2^m) \).

Let \( f_j = \sum_i \gamma_{i,\sigma_0} c'_{i,j,\sigma} \). Note that, since for each \( i, j, \sigma, \sum_i c'_{i,j,\sigma} \gamma_{i,\sigma} = \sum_i c'_{i,j,\sigma} \gamma_{i,\sigma} \), also \( f_j = \sum_i \gamma_{i,\sigma} c_{i,j,\sigma} \), so \( f_j \in (\Gamma_\sigma) \) for each leaf \( \sigma \). We now show inductively that if \( |\sigma| = i \) then \( f_{j}^{2^m-i} \in (\Gamma_\sigma) \). For leaves this is immediate. If \( f_{j}^{2^m-i} \in (\Gamma_{\sigma^{-}(0)} \cap (\Gamma_{\sigma^{-}(1)})) \), recall that there are \( g, h \) so \( \Gamma_{\sigma^{-}(0)} = \Gamma_\sigma \cup \{g\} \) and \( \Gamma_{\sigma^{-}(1)} = \Gamma_\sigma \cup \{h\} \), so \( f_{j}^{2^m-i} = \sum_i \gamma_{i,\sigma} u_i + gu = \sum_i \gamma_{i,\sigma} v_i + hv \), so

\[
f_{j}^{2^m-i} = (\sum_i \gamma_{i,\sigma} u_i + gu)(\sum_i \gamma_{i,\sigma} v_i + hv) = \sum_i \gamma_{i,\sigma} u_i' + ghuv,
\]

so \( f_{j}^{2^m-(i-1)} \in (\Gamma_\sigma) \).

In particular, \( f_{j}^{2m} \in (\Gamma) \). Since \( f = \sum_i c_{i,\sigma_0} \gamma_{i,\sigma_0} = \sum_i \sum_j d_{j,i,\sigma_0} \gamma_{i,\sigma_0} = \sum_j d_{j,i,\sigma_0} \), we have shown the claim. \( \square \)

In fact, these bounds are embarrassingly poor compared to those given by a different method.

**Theorem 3.11.** Suppose \( \Lambda \subseteq K[X_{[n]}]_{\leq d} \) and \( f^k \in (\Lambda) \) with \( \deg(f) \leq d \). Then \( f_{n+1}(d+1) \in (\Lambda) \).

**Proof.** We use the Rabinowitsch trick: since \( f^k \in (\Lambda) \), by the Nullstellensatz we have \( 1 = \sum_i g_i \lambda_i + g(1 - Y f) \) for some \( \lambda_i \in \Lambda \) and \( g, g \in K[X_{[n]}, Y] \). By Lemma 2.6 we may assume that the \( g_i \) have degree \( \leq d_{n+1}(d+1) \). Therefore, substituting \( 1/f \) for \( Y \) and multiplying both sides by \( f_{n+1}(d+1) \) to clear denominators, we get \( f_{n+1}(d+1) = \sum_i g_i \lambda_i \). \( \square \)

Note, however, that the proof-mined result is a little more uniform: unlike in 3.11, there is no restriction on the degree of \( f \) in 3.10.
4. Bounds in Differential Polynomial Rings

4.1. Rankings and Faithful Flatness. We now turn to the differential case. Henceforth we fix a field $K$ of characteristic 0 equipped with a set $\Delta = \{\delta_1, \ldots, \delta_m\}$ of commuting partial derivations (i.e., additive homomorphisms satisfying the usual product rule). We write $\Theta = \{\delta_1^{k_1} \cdots \delta_m^{k_m} \mid k_1, \ldots, k_m \geq 0\}$ for the set of $\Delta$-operators; for convenience we will also refer to these as derivations. By the term “derivative” we mean an expression like $\theta X_i$; i.e., a differential indeterminate $X_i$ to which a derivation $\theta \in \Theta$ has been applied. The order of $\theta X_i$ is $\sum_i k_i$.

Definition 4.1. A ranking $<$ on a set of derivatives is a well-ordering such that for all derivatives $u, v$ and nontrivial $\theta \in \Theta$:

1. If $u < v$, then $\theta u < \theta v$ and
2. $u < \theta u$.

Throughout our discussion, we assume a fixed ranking of order-type $\omega$, so we can associate a derivative $\theta X_i$ to a natural number $o(\theta X_i)$. In order to give concrete bounds, we further assume an orderly ranking on derivatives: $\delta_1^{k_1} \cdots \delta_m^{k_m} X_r < \delta_1^{l_1} \cdots \delta_m^{l_m} X_s$ if and only if $\sum_i k_i < \sum_i l_i$ or $\sum_i k_i = \sum_i l_i$ and $k_1 = l_1, k_2 = l_2, \ldots, k_i < l_i$ for some $1 \leq i \leq m$ or all these quantities are the same and $r < s$. This allows us to equate the differential polynomial ring $K\{X_{[n]}\}$ in $n$ differential indeterminates with the algebraic polynomial ring $K[Z_{[b]}]$ in countably many indeterminates, where $Z_{o(\theta X_i)}$ is associated with $\theta X_i$.

There are two natural gradings we might consider: either treating the degree of polynomials and the number of algebraic indeterminates separately, or combining these into a single grading.

Definition 4.2. We write $K[Z_{[b]}] = K[Z_1, \ldots, Z_b]$. 
$K\{X_{[n]}\}_{\leq b}$ is $K[Z_{[b]}]_{\leq b}$.
$K\{X_{[n]}\}_{\leq b,d}$ is $K[Z_{[b]}]_{\leq d}$.

Remark 4.3. Order and ranking are related but not equal. The ranking can be significantly greater because the number of derivatives of a given order grows with the order. For example, using our chosen orderly ranking, if $n = 1, m = 2$, then $\delta_2 X_1$ is the second-least derivative in the ranking but $\delta_1 \delta_2 X_1$ is the fifth-least even though the order only increased by 1. There are $(N+m-1) \cdot n$ derivatives of order $N$ in $K\{X_{[n]}\}, \Delta = \{\delta_1, \ldots, \delta_m\}$.

Definition 4.4. The leader of a differential polynomial $f \in K\{X_{[n]}\} \setminus K$ is the greatest derivative (in the ranking) appearing in $f$. The initial $I_f$ of $f$ is the coefficient of the highest-degree term in the leader of $f$, considering $f$ as a univariate polynomial in the leader. The separant $S_f$ of $f$ is the initial of any proper derivative $\theta f$ of $f$ (equivalently, the formal partial derivative in the usual calculus sense with respect to the leader.) The rank of $f$ is the ordered pair $(\mu_f, \deg(\mu_f))$ consisting of the leader $\mu_f$ of $f$ and the highest degree in which it appears in $f$; ranks are compared lexicographically.
See [48] for further discussion and examples of rankings, leaders, and related notions.

We first show a version of internal flatness for $K \{X_{[n]}\}$.

**Lemma 4.5** (Based on [23], 4.1, flatness). Whenever $f_1, \ldots, f_k \in K \{X_{[n]}\}_{\leq b}$ and $\sum_i g_i f_i = 0$, there exist $h_{ij} \in K \{X_{[n]}\}_{\leq b, d_{0}(b)}$ and $c_j \in K \{X_{[n]}\}$ so that $\sum_i h_{ij} f_i = 0$ for each $j$ and $\sum_j c_j h_{ij} = g_i$ for each $i$.

**Proof.** Consider an equation $\sum_{i \leq l} f_i Y_i = 0$ with the $f_i$ in $K \{X_{[n]}\}_{\leq b}$ and suppose $\sum_i f_i g_i = 0$. We may write the solutions $g_i$ as polynomials in those variables $Z_k$ with $k > b$, with coefficients in $K[Z_{[b]}]$: $g_i = \sum_j g_{ij} W_j$. Since $W_j$ is transcendental over $K[Z_{[b]}]$, $\sum_i f_i g_i = 0$ implies that, for each $j$, $\sum_i f_i g_{ij} = 0$. Internal flatness of $K[Z_{[b]}]$ says that the $g_{ij}$ must be linear combinations of solutions in $K[Z_{[b]}]_{\leq d_{0}(b)}$. The space of such solutions is finite dimensional, say $u_1, \ldots, u_r$ where each $u_k = (u_{k0}, \ldots, u_{kl})$ with $\sum_i f_i u_{ki} = 0$. So for each $j$, the $g_{ij}$ must be a linear combination of such solutions, $g_{ij} = \sum_k c_{jk} u_{ki}$. Then $g_i = \sum_j \sum_k c_{jk} u_{ki} W_j = \sum_k (\sum_j c_{jk} W_j) u_{ki}$. So, setting $c'_k = \sum_j c_{jk} W_j$, we have $g_i = \sum_k c'_k u_{ki}$. \hfill $\square$

**Lemma 4.6** (Based on [23], 4.1, faithful flatness). For any $n$ and any $f_i, h \in K \{X_{[n]}\}_{\leq b}$, if $\sum_{k \leq b} f_i g_i = h$ then there are $g'_i \in K \{X_{[n]}\}_{\leq b, d_{0}(b)}$ such that $\sum_{i \leq b} f_i g'_i = h$.

**Proof.** Suppose $\sum_i f_i g_i = h$ where $f, h \in K \{X_{[n]}\}_{\leq b} = K[Z_{[b]}]_{\leq b}$. Then we may write each $g_i$ as a sum of monomials, and have $g_i = g_i^+ + g_i^-$ where $g_i^+$ consists only of those monomials in $Z_{[b]}$ and $g_i^-$ contains all monomials with at least one term outside of $Z_{[b]}$. Then $\sum_i f_i g_i^- = 0$, so $\sum_i f_i g_i^+ = h$. By Lemma 2.6 there are $g'_i \in K[Z_{[b]}]_{\leq d_{0}(b)} = K \{X_{[n]}\}_{\leq b, d_{0}(b)}$ so that $\sum_i f_i g'_i = h$. \hfill $\square$

### 4.2. Stratified Ideals and Autoreduced Sets.

**Notation 4.7.** If $\Lambda \subseteq K \{X_{[n]}\} \setminus K$ is finite, we write $H_\Lambda$ for $\prod_{\Lambda \subseteq \Lambda} I \Lambda S_\Lambda$.

**Notation 4.8.** Given $\Lambda \subseteq K \{X_{[n]}\}$, we denote by $(\Lambda), [\Lambda]$, and $\{\Lambda\}$, respectively, the ideal, differential ideal (i.e., closed under derivation), and perfect ideal (radical ideal generated by $[\Lambda]$; it is automatically differential in our case) generated in $K \{X_{[n]}\}$ by $\Lambda$.

**Notation 4.9.** We frequently work with the following saturation ideals:

$$(\Lambda): H_{\Lambda}^\infty = \{ g \mid \exists n H_{\Lambda}^n g \in (\Lambda) \}$$

and

$$[\Lambda]: H_{\Lambda}^\infty = \{ g \mid \exists n H_{\Lambda}^n g \in [\Lambda] \}.$$ 

Because the ideals $(\Lambda): H_{\Lambda}^\infty$ and $[\Lambda]: H_{\Lambda}^\infty$ need not be finitely generated, we need a more nuanced way to work with them if we want effective bounds.

**Definition 4.10.** A stratified ideal $(\Lambda_k)_k$ in $K \{X_{[n]}\}$ is an increasing sequence $(\Lambda_1) \subseteq (\Lambda_2) \subseteq \cdots \subseteq K \{X_{[n]}\}$ so that, for each $k$, $\Lambda_k \subseteq K \{X_{[n]}\}_{\leq k}$. 


We identify a stratified ideal \( (\Lambda_k)_k \) with the ideal \((\bigcup_k \Lambda_k)\). Note that there is no assumption that \( K\{X_{[n]}\}_{\leq k} \cap (\bigcup_k \Lambda_k) = (\Lambda_k) \)—new elements of \( K\{X_{[n]}\}_{\leq k} \) might appear in \( \Lambda_k \) with \( k' \) much larger than \( k \).  

We pick canonical stratifications associated with the ideals \((\Lambda) : H^\infty_\Lambda \) and \([\Lambda] : H^\infty_\Lambda \).

**Notation 4.11.** We write
\[
\Lambda^H_{(k)} = \{ g \in K\{X_{[n]}\}_{\leq k} \mid H^k_\Lambda g \in (\Lambda) \},
\]
\[
\Lambda_{[k]} = \{ \theta \lambda \mid \lambda \in \Lambda \text{ and } o(\theta \lambda) \leq o(\lambda) + k \},
\]
and
\[
\Lambda^H_{[k]} = \{ g \in K\{X_{[n]}\}_{\leq k} \mid H^k_\Lambda g \in (\Lambda_{[k]}) \}.
\]

Before discussing primality of stratified ideals, we introduce the important topic of autoreduced sets.

**Definition 4.12.** A differential polynomial \( f \in K\{X_{[n]}\} \) is partially reduced with respect to \( g \in K\{X_{[n]}\} \setminus K \) if \( f \) has no proper derivative of the leader \( \mu_g \) of \( g \). \( f \) is reduced with respect to \( g \) if \( f \) is partially reduced with respect to \( g \) and additionally the degree of \( \mu_g \) in \( f \) is strictly less than the degree of \( \mu_g \) in \( g \). \( f \) is reduced with respect to a subset \( S \subseteq K\{X_{[n]}\} \setminus K \) if \( f \) is reduced with respect to every element of \( S \), and \( S \) is autoreduced if every element of \( S \) is reduced with respect to every other element of \( S \).

If a finite set \( \Lambda \subseteq K\{X_{[n]}\}_{\leq b} = K[Z_{[b]}]_{\leq b} \) is autoreduced, one may check that \((\binom{2b}{b})\) is an upper bound on the number of distinct monomials in \( Z_1, \ldots, Z_b \) and hence on the cardinality of \( \Lambda \). In particular, this implies that \( H_\Lambda \in K\{X_{[n]}\}_{\leq b, 2b(\binom{2b}{b})} \).

Given \( f \in K\{X_{[x]}\} \), we can find a closely related remainder \( \tilde{f} \) that is reduced with respect to \( \Lambda \); the process of obtaining \( \tilde{f} \) is called pseudodivision. The exact remainder obtained from reduction depends on the sequence of elements from \( \Lambda \), but we can still find effective bounds on the complexity regardless of the choices made during pseudodivision.

**Example 4.13.** Choose a ranking in which \( z > \delta_1 x > \delta_2 y \). Let \( g_1 = \delta_2 y (\delta_1 x)^2 + x \delta_1 x, \) \( g_2 = \delta_2 y \delta_1^2 x + x, \) and \( f = z + x \delta_1^2 x + T_f \) (where the trailing terms \( T_f \) have lower rank). We illustrate a single step of pseudodivision of \( f \) with respect to \( g_1 \) and \( g_2 \), respectively:

- \( f \) contains a proper derivative of the leader of \( g_1 \), so we differentiate \( g_1 \) to obtain
  \[ \delta_1 g_1 = (2\delta_2 y \delta_1 x + x) \delta_1^2 x + (\delta_1 \delta_2 y + 1)(\delta_1 x)^2. \]

  Multiply \( f \) by \( S_{g_1} \) and subtract a suitable multiple of \( \delta_1 g_1 \). The remainder \( r_1 \) after one step is
  \[ S_{g_1} f - x \cdot \delta_1 g_1 = S_{g_1}(z + T_f) - x \cdot (\delta_1 \delta_2 y + 1)(\delta_1 x)^2. \]

\footnote{Formally, we are representing membership in these ideals as an existential property.}
• $f$ contains the leader of $g_2$ but no proper derivatives thereof, so to pseudodivide $f$ by $g_2$ we simply multiply $f$ by $I_{g_2}$ and divide to obtain

$$I_{g_2}f - x \cdot g_2 = I_{g_2}(z + T_f) - x^2.$$  

Note that the actual leader $z$ of $f$ never came into play; we only eliminated terms that prevented $f$ from being reduced with respect to $g_1$ or $g_2$. Also, if we were reducing $f$ with respect to the set $\{g_1, g_2\}$, we would instead continue reducing $r_1$ with respect to $g_1$ until the remainder $r$ was reduced with respect to $g_1$. We would then reduce $r$ with respect to $g_2$. See [48] for further explanation of reduction algorithms.

**Notation 4.14.** $g(b, d) = d(1 + b)^d$.

**Lemma 4.15 (Based on [31], I(9), Proposition 1).** Let $\Lambda \subseteq K\{X_{[n]}\}_{\leq b}$ be autoreduced and let $f \in K\{X_{[n]}\}_{\leq d}$. Then there exist $\tilde{f} \in K\{X_{[n]}\}_{\leq d, g(b, d)}$ reduced with respect to $\Lambda$ and $k_\lambda, l_\lambda \leq g(b, d)$ for each $\lambda \in \Lambda$ such that

$$\left(\prod_{\lambda \in \Lambda} I_{\lambda}^{k_\lambda} S_{\lambda}^{l_\lambda}\right) f - \tilde{f} \in (\Lambda_{[d]}).$$

**Proof.** Pseudodivide repeatedly to eliminate the highest ranking term in the current remainder that is not reduced with respect to $\Lambda$. This rank decreases at each step (either by reducing order or degree), so the process terminates with a remainder $\tilde{f}$ that is reduced with respect to $\Lambda$. Repeated multiplication by initials and separatants throughout this process yields the form $\left(\prod_{\lambda \in \Lambda} I_{\lambda}^{k_\lambda} S_{\lambda}^{l_\lambda}\right) f - \tilde{f} \in (\Lambda_{[d]})$ for some $k_\lambda, l_\lambda$.

Recursively define $B(i)$ as follows:

• $B(0) = d$,
• $B(i + 1) = B(i)(1 + b)$.

We claim that $B(i)$ is an upper bound on the degree of the remainder after reducing $i$-many times the highest ranking term not reduced with respect to $\Lambda$.

By hypothesis, $d = B(0)$ bounds the degree of $f$, so we start out correctly. For the inductive step, suppose that the remainder after eliminating $i$-many derivatives belongs to $K\{X\}_{\leq d, B(i)}$. The number of division steps required to eliminate a derivative is at most the current degree in that derivative, hence it is bounded by $B(i)$. Each multiplication by an initial or separant increases the degree by at most $b$. The degree after eliminating the $i + 1$-st derivative is consequently bounded by $(current\ bound) + b \cdot (maximal\ number\ of\ divisions) = B(i) + b \cdot B(i) = B(i)(1 + b) = B(i + 1)$. Pseudodivision cannot increase the order, so the new remainder belongs to $K\{X\}_{\leq d, B(i + 1)}$. Thus the final bound on the degree of $\tilde{f}$ is $B(d) = d(1 + b)^d = g(b, d)$. 
To find a bound on $k_{\lambda}, l_{\lambda}$ we add up the total number of division steps required to eliminate each derivative. Again we see that $g(b, d)$ is an upper bound: $d + d(1 + b) + \cdots + d(1 + b)^{d-1} = d \left(\frac{(1+b)^d-1}{b}\right) \leq g(b, d)$. \hfill \qed

4.3. Local Primality. The right notion of primality for stratified ideals is a “local primality” notion which tells us not only that when $fg \in (\bigcup_k \Lambda_k)$ that either $f \in (\bigcup_k \Lambda_k)$ or $g \in (\bigcup_k \Lambda_k)$, but incorporates a bound $F$, so that $fg \in (\Lambda_k)$ implies that either $f \in (\Lambda_{F(k)})$ or $g \in (\Lambda_{F(k)})$.

**Definition 4.16.** Let $(\Lambda_k)_k$ be a stratified ideal. We say $(\Lambda_k)_k$ is $F$-prime up to $b$ if for each $k \leq b$, whenever $fg \in (\Lambda_k)$, either $f \in (\Lambda_{F(k)})$ or $g \in (\Lambda_{F(k)})$.

We also need the bounded version of primality, analogous to the notion of “prime up to $d$”.

**Definition 4.17.** Let $(\Lambda_k)_k$ be a stratified ideal. We say $(\Lambda_k)_k$ is boundedly $F$-prime up to $b$ if for each $k \leq b$, whenever $fg \in (\Lambda_k) \cap K\{X[n]\}_{n \leq k}$, either $f \in (\Lambda_{F(k)})$ or $g \in (\Lambda_{F(k)})$.

We always assume that the function $F$ is monotone—that is, $a \leq b$ implies $F(a) \leq F(b)$.

**Notation 4.18.** Given $F$, let $F_d(b) = F(p_d(b))$. Set $u_F(x) = F_m^{x^i \mapsto F_i(x)}(x)$.

**Lemma 4.19** (Based on [23, 4.1a].) If $\Lambda \subseteq K\{X[n]\}_{n \leq b}$ is such that $(\Lambda^H_k)$ is boundedly $F$-prime up to $p_d(u_F(d))$, then $(\Lambda^H_k)$ is $u_F$-prime up to $d$.

**Proof.** To show $u_F$-primality up to $d$, we must show the statement for each $d \leq d$, but without loss of generality (because $F$ is monotone) it suffices to show that whenever $fg \in (\Lambda^H_k)$, either $f \in (\Lambda^H_{u_F(d)})$ or $g \in (\Lambda^H_{u_F(d)})$.

Consider $\Lambda^*_{\lambda}(k) = \Lambda^H_{\lambda}(k) \cap K\{X[n]\}_{n \leq d,k}$. Observe that $(\Lambda^*_k)$ is also boundedly $F_d$-prime up to $p_d$($u_F(d)$): if $fg \in (\Lambda^*_k) \cap K\{X[n]\}_{n \leq d,k} \subseteq (\Lambda^H_k)$ for $k \leq p_d(u_F(d))$ then, without loss of generality, $f \in (\Lambda^H_{F(k)}) \cap K\{X[n]\}_{n \leq d,k}$, so $f \in (\Lambda^*_{F(k)})$.

Consider the sequence of ideals $(\Lambda^*_i) \subseteq (\Lambda^*_i_{F_d(d)}) \subseteq (\Lambda^*_i_{F_d(d)}) \subseteq \cdots$. By Theorem 3.9 there is some $i \leq m(i \mapsto F^i_d(d), d)$ so that $(\Lambda^*_i_{F^i_d(d)}) \subseteq (\Lambda^*_i_{F^i_d(d)}(d))$. Let $k = F^i(d) \leq u_F(d)$, so $d \leq k \leq u_F(d)$ and $(\Lambda^*_i_{F_d(d)}) \subseteq (\Lambda^*_i_{F_d(d)}(d))$. In particular, since $p_F(k) \leq u_F(d)$, if $fg \in (\Lambda^*_k) \cap K\{X[n]\}_{n \leq d,k}$ then either $f$ or $g$ belongs to $(\Lambda^*_i_{F_d(d)(k)}) = (\Lambda^*_i_{F_d(d)(k)}) \subseteq (\Lambda^*_i_{F_d(d)}(d))$, so $(\Lambda^*_i)$ is prime up to $p_d(k)$. By Theorem 2.22 $(\Lambda^*_i_{F_d(d)}(d))$ is prime.

Now suppose $fg \in (\Lambda^H_k) \subseteq (\Lambda^H_k)$. Then $fg \in K\{Z[m]\}$ for some $m$. Let $M_0, \ldots, M_j, \ldots$ enumerate the monomials over the variables $Z_{[d+1, m]}$. We may write $fg = \sum_{i,j} u_{i,j} \gamma_i M_j$ with $\gamma_i \in (\Lambda^H_k) \subseteq (\Lambda^*_i)$, $f = \sum_j b_j M_j$ and
\[ g = \sum_j c_j M_j. \] Then for each \( j \),
\[ \sum_{j_0 + j_1 = j} b_{j_0} c_{j_1} = \sum_i u_{i,j} \gamma_i. \]

We resolve this monomial by monomial. We show by induction on \( J \) that there are \( k_0, k_1 \) with \( k_0 + k_1 = J \) so that for each \( j < k_0 \), \( b_j \in (\Lambda^*_k) \) and for each \( j < k_1 \), \( c_j \in (\Lambda^*_k) \). When \( J = 0 \), this is immediate. Suppose the claim holds for \( J \); we have
\[ b_{k_0} c_{k_1} = \sum_i u_{i,j} \gamma_i - \sum_{j_0 < k_0} b_{j_0} c_{j-J-j_0} - \sum_{j_1 < k_1} b_{j-J}, c_{j_1}, \]
and therefore \( b_{k_0} c_{k_1} \in (\Lambda^*_k) \). Since this is a prime ideal, we have either \( b_{k_0} \in (\Lambda^*_k) \), in which case we increment \( k_0 \), or similarly with \( c_{k_1} \).

When \( J \) is large enough, we see that we must have either \( b_j \in (\Lambda^*_k) \) for all \( j \) or \( c_j \in (\Lambda^*_k) \) for all \( j \), so we have either \( f \in (\Lambda^*_k) \subseteq (\Lambda^*_H) \subseteq (\Lambda^*_H(\mathfrak{uf}(d))) \) or \( g \in (\Lambda^*_k) \subseteq (\Lambda^*_H(\mathfrak{uf}(d))) \).

\[ \square \]

**Notation 4.20.** \( \mathfrak{uf}(b) = \max\{\mathfrak{uf}(b), \mathfrak{d}_{b+1}(2b(2b)^b) + 1\} \).

**Lemma 4.21** (Based on [23], 4.2b). If \( \Lambda \subseteq K\{X[n] \leq b\}, |\Lambda| \leq (2b)^b \), and \( \langle \Lambda^H \rangle \) is boundedly \( \mathfrak{F} \)-prime up to \( p_b(\mathfrak{uf}(b)) \), then \( (\Lambda):H^\infty_\Lambda \subseteq (\Lambda^H_{\langle \mathfrak{uf}(b) \rangle}) \).

**Proof.** Suppose \( H^N_\Lambda g \in (\Lambda) \) for some \( N \). Then certainly \( H^N_\Lambda g \in (\Lambda^H_{\langle \mathfrak{uf}(b) \rangle}) \) since \( \Lambda \subseteq (\Lambda^H_{\langle \mathfrak{uf}(b) \rangle}) \). Since \( \langle \Lambda^H \rangle \) is boundedly \( \mathfrak{F} \)-prime up to \( p_b(\mathfrak{uf}(b)) \), by Lemma 4.19 it is \( \mathfrak{uf}(b) \)-prime up to \( b \) and either \( H^N_\Lambda \in (\Lambda^H_{\langle \mathfrak{uf}(b) \rangle}) \) or \( g \in (\Lambda^H_{\langle \mathfrak{uf}(b) \rangle}) \); in the latter case we are done.

Suppose \( H^N_\Lambda \in (\Lambda^H_{\langle \mathfrak{uf}(b) \rangle}) \), so also \( H^{N+\mathfrak{uf}(b)}_\Lambda \subseteq (\Lambda) \). Then by Theorem 3.11 already \( H^b_{\mathfrak{uf}(b)(2b(2b)^b) + 1} \subseteq (\Lambda) \). But this implies that \( 1 \in (\Lambda^H_{\mathfrak{uf}(b)(2b(2b)^b) + 1}) \), so also \( g \in (\Lambda^H_{\mathfrak{uf}(b)(2b(2b)^b) + 1}) \).

\[ \square \]

Later we will need a slight refinement of these notions, where we restrict to the subring of \( K\{X[n] \} \) containing only those indeterminates that are not proper derivatives of the leaders of \( \Lambda \) (that is, those elements partially reduced with respect to \( \Lambda \)).

**Definition 4.22.** \( K\{X[n] \mid \Lambda \} \) is the ring \( K[Z_S] \) where \( S \) is the (possibly infinite) set of indices of indeterminates which are not proper derivatives of any \( u_\lambda \) with \( \lambda \in \Lambda \). We write \( K\{X[n] \mid \Lambda \} \leq b \) for \( K\{X[n] \mid \Lambda \} \cap K\{X[n] \} \leq b \).

We say \( \langle \Lambda \rangle \) is \( \text{pr}(\Lambda) \)-\( \mathfrak{F} \)-prime up to \( b \) if for each \( k \leq b \), whenever \( f g \in (\Lambda_k) \cap K\{X[n] \mid \Lambda \} \), either \( f \in (\Lambda_{\mathfrak{F}(k)}) \) or \( g \in (\Lambda_{(\mathfrak{F}(k)}) \).

We say \( \langle \Lambda \rangle \) is boundedly \( \text{pr}(\Lambda) \)-\( \mathfrak{F} \)-prime up to \( b \) if for each \( k \leq b \), whenever \( f g \in (\Lambda_k) \cap K\{X[n] \mid \Lambda \} \leq k \), either \( f \in (\Lambda_{\mathfrak{F}(k)}) \) or \( g \in (\Lambda_{(\mathfrak{F}(k)}) \).

Inspection of the proofs of the previous two lemmas gives:
Lemma 4.23. If $\Lambda \subseteq K\{X_{[n]}\}_{b}$ is such that $\langle \Lambda^H_{(k)} \rangle$ is boundedly pr($\Lambda$)-$\mathbf{F}$-prime up to $p_d(u_{\mathbf{F}}(d))$, then $\langle \Lambda^H_{(k)} \rangle$ is pr($\Lambda$)-$u_{\mathbf{F}}$-prime up to $d$.

Lemma 4.24. If $\Lambda \subseteq K\{X_{[n]}\}_{b}$, $|\Lambda| \leq \binom{2b}{b}$, and $\langle \Lambda^H_{(k)} \rangle$ is boundedly pr($\Lambda$)-$\mathbf{F}$-prime up to $p_b(u_{\mathbf{F}}(b))$, then $(\Lambda): H^\infty_\Lambda \cap K\{X_{[n]} \uparrow \Lambda\} \subseteq \langle \Lambda^H_{(u_{\mathbf{F}}(b))} \rangle$.

Then we get:

Lemma 4.25. If $\Lambda \subseteq K\{X_{[n]}\}_{b}$ is autoreduced and $\langle \Lambda^H_{(k)} \rangle$ is boundedly pr($\Lambda$)-$\mathbf{F}$-prime up to $p_b(u_{\mathbf{F}}(b))$, then $(\Lambda): H^\infty_\Lambda \subseteq \langle \Lambda^H_{(u_{\mathbf{F}}(b))} \rangle$.

Proof. Given $g \in (\Lambda): H^\infty_\Lambda$, we have $g \in K\{X_{[n]} \uparrow \Lambda\}[Z_T]$ for some finite set of additional indeterminates $Z_T$, each a derivative of some leader in $\Lambda$. Then we may write $g = \sum_i g_i M_i$ with the $g_i \in K\{X_{[n]} \uparrow \Lambda\}$. The $Z_T$ do not appear in $\Lambda$ (by autoreducedness of $\Lambda$), so by Lemma 4.24 and induction on the number of $Z_T$ appearing in $g$ we must have each $g_i \in (\Lambda): H^\infty_\Lambda \cap K\{X_{[n]} \uparrow \Lambda\} \subseteq \langle \Lambda^H_{(u_{\mathbf{F}}(b))} \rangle$. This proves $g \in (\Lambda^H_{(u_{\mathbf{F}}(b))})$. $\square$

Notation 4.26.
- $N = \partial_{u_{\mathbf{F}}^+(b)}(u_{\mathbf{F}}^+(b)) + u_{\mathbf{F}}^+(b)$.
- $f(F, b) = \partial_{u_{\mathbf{F}}^+(b)}((\sum_{i \in b} N_i + b) \cdot u_{\mathbf{F}}^+(b)) + N$.

Lemma 4.27 (Based on [23], 4.2c). Suppose $\Lambda \subseteq K\{X_{[n]}\}_{b}$ is autoreduced and $\langle \Lambda^H_{(k)} \rangle$ is boundedly pr($\Lambda$)-$\mathbf{F}$-prime up to $p_b(u_{\mathbf{F}}(b))$. Suppose there is a $g \in (\Lambda): H^\infty_\Lambda$ which is non-zero and reduced with respect to $\Lambda$. Then there is an $f \in (\Lambda^H_{(u_{\mathbf{F}}(b))}) \cap K\{X_{[n]}\}_{\leq u_{\mathbf{F}}(b), f(F, b)}$ which is non-zero and reduced with respect to $\Lambda$.

Proof. Suppose $g \in (\Lambda): H^\infty_\Lambda$ is non-zero and reduced with respect to $\Lambda$. Then by Lemma 4.25, $g \in (\Lambda^H_{(u_{\mathbf{F}}(b))})$. Let $T[t]$ list the variables appearing as leaders in $\Lambda$ (so $t \leq b$) and let $Y_{[y]}$ list all variables appearing in $g$ which are not derivatives of the variables $T[t]$. Since $g$ is reduced relative to $\Lambda$, $g \in K[T[t], Y_{[y]}]$. Without loss of generality we may assume that $t + y \leq u_{\mathbf{F}}(b)$ and that $\Lambda^H_{(u_{\mathbf{F}}(b))} \subseteq K[T[t], Y_{[y]}]$. We then have $g = \sum_i c_i \gamma_i$ for some $\gamma_i \in \Lambda^H_{(u_{\mathbf{F}}(b))}$ and $c_i \in K[T[t], Y_{[y]}]$.

Consider the field $L = K(Y_{[y]})$. Then $g \in L[T[t]]_{\leq b}$ (since its degree in the leading variables of $\Lambda$ is bounded by the degrees of $\Lambda$). Since $g = \sum_i c_i \gamma_i$, by Lemma 2.6, we have $g = \sum_i c'_i \gamma_i$ with $c'_i \in L[T[t]]_{\leq u_{\mathbf{F}}(b)}$. Clearing denominators, we have $f = hg = \sum_i h_i \gamma_i$ where the $h_i \in K[T[t], Y_{[y]}]$ have the same $T[t]$-degree as the $c'_i$. Note that $f$ is still non-zero and reduced with respect to $\Lambda$.

We expand this into a system of equations with one equation for each monomial from $T[t]$. There are at most $(\sum_i c'_i)$-many equations because there
are \(t\)-many variables and the \(T[y]\)-degree of the system is bounded by \(N\), the sum of the \(T[y]\)-degrees of \(h_i\) and \(\gamma_i\). By Theorem 2.5, the system has solutions \(h_i'\) with \(Y[y]\)-degree at most \(\delta_{u_F^+(b)}((N+t)^i \cdot u_F^+(b))\) such that \(f' = \sum_i h_i'\gamma_i\) is non-zero in the same monomials \(f\) is. Further, since \(f'\) is zero in all monomials \(f\) is, \(f'\) is still reduced with respect to \(\Lambda\). By using the fact that \(t \leq b\) and adding the total degrees of \(h_i'\) and \(\gamma_i\), we obtain the final bound on \(f'\).

\[\square\]

4.4. Chains of Autoreduced Sets and Coherent Sets. The derivatives in \(K\{X_{[n]}\}\) are well-quasiordered: that is, given any infinite sequence \(u_1, u_2, \ldots, u_n, \ldots\), there must be some \(i < j\) and some derivation \(\theta\) so that \(\theta u_i = u_j\).

**Definition 4.28.** A bad leader sequence is a sequence of derivatives \(\langle u_1, \ldots, u_m \rangle\) so that \(u_1 < u_2 < \cdots < u_m\) and if \(i < j\) then there is no \(\theta\) with \(\theta u_i = u_j\).

It is an easy consequence of Dickson’s Lemma that there are no infinite bad leader sequences; in particular, we can speak of the “tree of bad leader sequences”, and carry out proofs by induction on this tree.

There is a standard ordering associated with autoreduced sets:

**Definition 4.29.** Let \(\Lambda \subseteq K\{X_{[n]}\}\) be autoreduced. List \(\Lambda = \{f_1, \ldots, f_r\}\) in order of ascending rank. We write \(\Gamma(\Lambda)\) for the sequence \(\langle (\mu_1, b_1), \ldots, (\mu_r, b_r) \rangle\) where \(\mu_i\) is the leader of \(f_i\) and \(b_i\) is the degree of \(\mu_i\) in \(f_i\)—that is, \((\mu_i, b_i)\) is the rank of \(f_i\).

Given such a sequence \(\gamma = \langle \langle \mu_1, b_1 \rangle, \ldots, \langle \mu_r, b_r \rangle \rangle\), we write \(\gamma_\mu = \langle \mu_1, \ldots, \mu_r \rangle\) and \(\gamma_b = \langle b_1, \ldots, b_r \rangle\).

Given two sequences \(\gamma_1 = \langle \langle \mu_1, b_1 \rangle, \ldots, \langle \mu_r, b_r \rangle \rangle\) and \(\gamma_2 = \langle \langle \mu_1', b_1' \rangle, \ldots, \langle \mu_s', b_s' \rangle \rangle\), we say \(\gamma_1\) has lower rank than \(\gamma_2\) if either:

1. there is an \(i \leq \min(r, s)\) so that for all \(j < i\), \(\langle \mu_j, b_j \rangle = \langle \mu_j', b_j' \rangle\),
   but \(\langle \mu_i, b_i \rangle < \langle \mu_i', b_i' \rangle\), or
2. \(s > r\) and for all \(j \leq r\), \(\langle \mu_j, b_j \rangle = \langle \mu_j', b_j' \rangle\).

By abuse of notation, we often say \(\Lambda_1\) has lower rank than \(\Lambda_2\) when \(\Gamma(\Lambda_1)\) has lower rank than \(\Gamma(\Lambda_2)\).

Rank forms a well-order on the sequences \(\Gamma(\Lambda)\); we now obtain explicit bounds on the length of decreasing sequences in this ordering.

The idea is that we suppose we have a long sequence \(\Gamma(\Lambda_0), \ldots, \Gamma(\Lambda_d)\) all beginning with the same initial sequence \(\gamma\). In the worst case, where this sequence is as long as possible, \(\Gamma(\Lambda_0) = \gamma\) and for all \(i > 0\), \(\Gamma(\Lambda_i)\) must properly extend \(\gamma\)—that is, each \(\Gamma(\Lambda_i)\) must begin with some \(\gamma^{-} \langle \langle u_i, k_i \rangle \rangle\).

We break the interval \([1, d]\) into subsequences based on \(u_i\), and then further subsequences based on \(k_i\).

We first write down hypothetical worst case bounds: we inductively bound each subinterval, and then add these all up to bound the whole interval.
**Notation 4.30.** We define a bound \( h_{n,m}(D, \gamma) \) by recursion on \( \gamma\), taking \( D_{i_0}(i) = D(i_0 + i) \). We usually drop \( n, m \) when they are clear from context. We define:

- when \( \gamma\) is maximal, \( h(D, \gamma) = 1 \),
- when \( \gamma\) is not maximal, we define two helper sequences, \( w_u \) for \( u \in [-1, D(1)] \) and \( v_{u,k} \) for \( u \in [-1, D(1)], k \in [0, D(w_u)] \):
  - \( w_{D(1)} = 1 \),
  - if \( \gamma_{\mu}(u) \) is not a bad leader sequence then \( w_{u-1} = w_u \),
  - if \( \gamma_{\mu}(u) \) is a bad leader sequence then
    - \( v_{u,D(w_u)} = w_u \),
    - \( v_{u,k-1} = v_{u,k} + h(D_v, k, \gamma_{\mu}(k)) \),
    - \( w_{u-1} = v_{u,0} \),
- and set \( h(D, \gamma) = w_{-1} \).

We set \( h(D) = h(D, \emptyset) \).

Roughly speaking, the gap \( v_{u,k-1} - v_{u,k} \) is a bound on how long the subinterval of \( i \) so that \( \Gamma(A_i) \) begins with \( \gamma \) could be.

**Lemma 4.31.** Let a monotonic function \( D : \mathbb{N} \to \mathbb{N} \) be given and let \( \gamma = \langle (\mu_1, b_1), \ldots, (\mu_r, b_r) \rangle \). Suppose that for each \( i, A_i \) is an autoreduced set in \( K\{X_n\}_{\leq D(i)} \) so that \( \Gamma(A_i) \) begins with \( \gamma \). Then there is an \( i \leq h(D, \gamma) \) such that \( \Gamma(\Lambda_{i+1}) \) does not have lower rank than \( \Gamma(A_i) \).

**Proof.** We proceed by induction on \( \mu \). When \( \gamma\) is maximal, 1 suffices: if \( \Gamma(A_0) \) and \( \Gamma(A_1) \) both begin with \( \gamma \) then both must be equal to \( \gamma \) (because \( \gamma\) is a maximal bad leader sequence), so they have the same rank.

Suppose \( \gamma\) is not maximal, so that other than \( A_0 \), we may assume each \( \Gamma(A_i) \) is a proper extension of \( \gamma \). That is, each \( \Gamma(A_i) \) begins \( \gamma \) for some \( u \leq D(1) \). For each \( (u, b) \), take \( \hat{w}_u \) to be least so that \( \Gamma(A_{\hat{w}_u}) \) begins \( \gamma \) for some \( u' \leq u \) and take \( \hat{v}_{u,b} \) to be least so that \( \Gamma(A_{\hat{v}_{u,b}}) \) begins \( \gamma \) for some \( b' \leq b \).

To prove that our bounds work, we compare the actual gaps \( \hat{v}_{u,k-1} - v_{u,k} \) to our bounds \( v_{u,k-1} - v_{u,k} \). The idea is there must be some first interval in which the actual interval is at least as long as our bound, and the inductive hypothesis will guarantee that we find our witness in this interval.

Taking \( \hat{v}_{u-1} = \hat{w}_{u-1} \), we look for the smallest \( (u, b) \) so that \( \hat{v}_{u,b} > v_{u,b} \). Note that we must have \( \hat{v}_{u,b} \leq v_{u,b} \) (otherwise this would have happened for a smaller \( (u, b) \)). Then for every \( i \) such that \( \gamma \) begins \( \gamma \) for every \( i \) in \( [\hat{v}_{u,b}, \hat{v}_{u,b} - 1] \), \( \Gamma(A_i) \) begins \( \gamma \), so we may apply the inductive hypothesis with \( D_{\hat{v}_{u,b}} \) and obtain the desired witness.

In particular, when \( \gamma \) is the empty sequence,

**Corollary 4.32.** Let a monotonic function \( D : \mathbb{N} \to \mathbb{N} \) be given. Suppose that for each \( i, A_i \) is an autoreduced set in \( K\{X_n\}_{\leq D(i)} \). Then there is an \( i < h(D) \) such that \( \Gamma(\Lambda_{i+1}) \) does not have lower rank than \( \Gamma(A_i) \).
This bound is relevant for several important operations. Our first application takes as input a finite set and outputs an autoreduced set that is closely related to the original.

**Notation 4.33.** $D_{b,n,m}^\text{sat}$ is the function defined inductively by:

- $D_{b,n,m}^\text{sat}(0) = b$.
- $D_{b,n,m}^\text{sat}(i + 1) = g(D_{b,n,m}^\text{sat}(i), b)$.

We set $\iota_{n,m}(b) = D_{b,n,m}^\text{sat}(h_{n,m}(D_{b,n,m}^\text{sat}(0)))$.

Here $n$ is the number of indeterminates and $m$ is the number of derivations; when $n, m$ are fixed, we simply write $\iota^\text{sat}(b)$.

**Proposition 4.34.** Let $\Lambda \subseteq K\{X_{[n]}\}^\leq b$ be finite. Then there exists an autoreduced set $\Lambda' \subseteq [\Lambda] \cap K\{X_{[n]}\}^\leq b^\text{sat}(b)$ such that $\Lambda \subseteq [\Lambda'] : H_\Lambda^\infty$. Further, if $\Lambda^*$ is an autoreduced subset of $\Lambda$ then $\Lambda'$ has rank less than or equal to that of $\Lambda^*$.

**Proof.** Consider the following procedure: Let $\Lambda_0$ be an autoreduced subset of $\Lambda$ having minimal rank. We are done if $\Lambda$ is non-zero. Let $\Lambda_1$ be an autoreduced subset of $\Lambda_0 \cup \{\bar{f}\} \subseteq \Lambda$ having minimal rank. Repeat the process to recursively define a sequence $\Lambda_0, \Lambda_1, \Lambda_2, \ldots$ of autoreduced subsets of $\Lambda$. By Corollary 4.32 it suffices to verify that $\Lambda_{i+1} < \Lambda_i$ as autoreduced sets and that $\Lambda_i \subseteq K\{X_{[n]}\}^\leq b^\text{sat}(i)$.

Let $\bar{f}$ be the remainder used in defining $\Lambda_{i+1}$ from $\Lambda_i$. Note that elements of $\Lambda_i$ of lower rank than $\bar{f}$ are reduced with respect to $\bar{f}$. Since $\bar{f}$ is reduced with respect to $\Lambda_i$, the set of elements of $\Lambda_i$ having rank lower than that of $\bar{f}$ is an autoreduced subset of $\Lambda_i \cup \{\bar{f}\}$ having strictly lower rank than that of $\Lambda_i$.

Lastly, note that $\Lambda_0 \subseteq K\{X_{[n]}\}^\leq b = K\{X_{[n]}\}^\leq b^\text{sat}(0)$. Assume $\Lambda_i \subseteq K\{X_{[n]}\}^\leq b^\text{sat}(i)$. By Lemma 4.15 pseudodiving an element of $\Lambda \subseteq K\{X_{[n]}\}^\leq b$ with respect to $\Lambda_i$ gives a remainder belonging to $g(D_b^\text{sat}(i), b) = D_b^\text{sat}(i + 1)$.

**Notation 4.35.** Let $v$ be a derivative and let $\Lambda \subseteq K\{X_{[n]}\}$ be a finite set. We write $\Lambda_{[<v]}$ for the set $\{\theta \lambda \mid \lambda \in \Lambda, \theta \in \Theta, \text{ and } \mu_{\theta\lambda} < v\}$.

**Notation 4.36.** Consider $f, g \in K\{X_{[n]}\} \setminus K$ and $\theta_g, \theta_f$ derivations such that $\theta_g f$ and $\theta_f g$ have the same leader $v$. We define the $\Delta$-$S$-polynomial of $f$ and $g$ with respect to $v$, denoted $\Delta(f, g, v)$, to be $S_c \theta_g f - S_c \theta_f g$. If $v$ is the least such derivative, we simply write $\Delta(f, g)$.

The following property is key:

**Definition 4.37.** An autoreduced set $\Lambda \subseteq K\{X_{[n]}\} \setminus K$ is coherent if for all $f, g \in \Lambda$ with derivatives that share a common leader $v$ we have $\Delta(f, g, v) \in (\Lambda_{[<v]} : H_\Lambda^\infty)$. 

To have coherence it suffices for the least such leader to satisfy this condition. In practice, it is convenient to work with a slightly stronger notion. This costs us nothing, since the standard construction of a coherent set actually gives the stronger property.

**Definition 4.38.** An autoreduced set $\Lambda \subseteq K\{X_{[n]}\}\setminus K$ is reduction-coherent if for all $f, g \in \Lambda$ with derivatives that share a common leader $v$, the $\Delta$-polynomial $\Delta(f, g, v)$ reduces to 0 with respect to $\Lambda$.

It is easy to check that any reduction-coherent set is coherent. See [31, 48] for further details and generalizations.

Using essentially the same strategy as in [43], we give effective bounds on coherent sets. See [33, 5.5.12] for the algorithm (but without the bound).

**Notation 4.39.** $D_b^{\text{cohere}}$ is the function defined inductively by:

1. $D_b^{\text{cohere}}(b, n, m, 0) = b$,
2. $D_b^{\text{cohere}}(b, n, m, i + 1) = g(D_b^{\text{cohere}}(b, n, m, i), (2D_b^{\text{cohere}}(b, n, m, i + 1) + m - 1) \cdot n \cdot D_b^{\text{cohere}}(b, n, m, i + 1))$.

We set $i_{m, n}(b) = D_b^{\text{cohere}}(b, n, m, (D_b^{\text{cohere}}(b, n, m, m)))$.

Again we usually omit $n, m$.

**Proposition 4.40.** Let $\Lambda_0 \subseteq K\{X_{[n]}\}_{\leq b}$ be an autoreduced set. Then there exists a reduction-coherent set $\Lambda \subseteq [\Lambda_0]_{\leq b} \cap K\{X_{[n]}\}_{\leq 1}$.

**Proof.** Given an autoreduced set $\Lambda_0$, form the $\Delta$-polynomials corresponding to pairs of elements of $\Lambda_0$. Pseudodivide each $\Delta$-polynomial by $\Lambda_0$ and let $R_0$ be the set of remainders. If $R_0 = \{0\}$, then $\Lambda_0$ is already reduction-coherent. If not, select an autoreduced subset $\Lambda_1$ of $\Lambda_0 \cup R_0$ having minimal rank and repeat the process.

The output is automatically reduction-coherent if the procedure terminates. Termination follows from Corollary 4.32 because $\Lambda_{i+1} < \Lambda_i$ as autoreduced sets using the same argument as before: given $p \in R_i$, the set of elements of $\Lambda_i$ having rank lower than that of $p$ and $\{p\}$ is an autoreduced subset of $\Lambda_i \cup R_i$ having strictly lower rank than that of $\Lambda_i$. We claim that the intermediate sets are bounded by $D_b^{\text{cohere}}$. Suppose $\Lambda_i \subseteq K\{X_{[n]}\}_{\leq D_b^{\text{cohere}}(i)}$. Then the degree of a $\Delta$-polynomial of two elements of $\Lambda_i$ is at most $2D_b^{\text{cohere}}(i)$. The ranking grows more, though, because there are $(2D_b^{\text{cohere}}(i) + m - 1) \cdot n$ derivatives of order $2D_b^{\text{cohere}}(i)$. Hence doubling the order of a derivative in $K\{X_{[n]}\}_{\leq D_b^{\text{cohere}}(i)}$ cannot place the result beyond $K\{X_{[n]}\}_{\leq (2D_b^{\text{cohere}}(i) + m - 1) \cdot n \cdot D_b^{\text{cohere}}(i) + 1}$.

By Lemma 4.15, pseudodividing with respect to $\Lambda_i$ gives a remainder bounded by $g(D_b^{\text{cohere}}(i), (2D_b^{\text{cohere}}(i) + m - 1) \cdot n \cdot (D_b^{\text{cohere}}(i) + 1)) = D_b^{\text{cohere}}(i + 1)$. Hence the algorithm terminates by step $b(D_b^{\text{cohere}})$. □

An easy extension of this argument gives:
Proposition 4.41. Let \( \Lambda_0 \subseteq K\{X_{[n]}\}_{\leq b} \) be an autoreduced set. Then there exists a reduction-coherent set \( \Lambda \subseteq [\Lambda_0]_{\leq \text{cohere}(b)} \cap K\{X_{[n]}\}_{\leq \text{cohere}(b)} \) such that \( \Lambda_0 \subseteq [\Lambda] : H^\infty_{\Lambda} \).

Proof. As in the previous proof, we form a sequence of autoreduced sets \( \Lambda_0, \Lambda_1, \ldots \) of decreasing rank. If \( \Lambda_i \) is not reduction-coherent then we choose \( \Lambda_{i+1} \) as in the previous lemma.

If \( \Lambda_i \) is reduction-coherent, we ask whether there is any \( f \in \Lambda_0 \) so that the remainder \( \bar{f} \) with respect to \( \Lambda_i \) is non-zero. If so, we take \( \Lambda_{i+1} \) to be a minimal rank autoreduced subset of \( \Lambda_i \cup \{ \bar{f} \} \).

This must still terminate within \( h(D_b^\text{cohere}) \) steps with some \( \Lambda_i \) which is reduction-coherent and whenever \( f \in \Lambda_0 \), the remainder \( \bar{f} \) with respect to \( \Lambda_i \) is 0. Therefore by the definition of the remainder, \( H^k_{\Lambda_i} f \in ((\Lambda_i)[g]) \) for some \( k \), so \( f \in [\Lambda_i] : H^\infty_{\Lambda_i} \).

Lemma 4.42 (Based on \[23\], 4.4(1)). Suppose \( \Lambda \subseteq K\{X_{[n]}\}_{\leq b} \) is coherent and autoreduced and \( \Lambda^H \) is \( F \)-prime up to \( p_0(u_F(b)) \). Suppose \( g \in [\Lambda] : H^\infty_{\Lambda} \cap K\{X_{[n]}\}_{\leq d} \). Then \( g \in (\Lambda^H_{[g][b]+u_F^+(b)}) \).

Proof. Let \( \bar{g} \) be the remainder of \( g \) with respect to \( \Lambda \), so also \( g' \in [\Lambda] : H^\infty_{\Lambda} \).

By \[31\] III(8), Lemma 5, also \( g' \in (\Lambda) : H^\infty_{\Lambda} \), and then by Lemma 4.21
\[ g', g' \in (\Lambda^H_{[g][b]+u_F^+(b)}) \] so \( H^u_{\Lambda} g' \in (\Lambda) \subseteq (\Lambda[d]) \). Since \( H^u_{\Lambda} g' \in (\Lambda[d]) \) as well, we have \( H^u_{\Lambda} g' \in (\Lambda[d]) \), so \( g \in (\Lambda^H_{[b][b]+u_F^+(b)}) \).

Lemma 4.43 (Based on \[23\], 4.4(2)). Suppose \( \Lambda \subseteq K\{X_{[n]}\}_{\leq b} \) is autoreduced and \( [\Lambda] : H^\infty_{\Lambda} \) contains no non-zero elements of degree \( \leq b \) reduced with respect to \( \Lambda \), that \( P \) is any prime \( \Delta \)-ideal, and that there is some \( g \in [\Lambda] : H^\infty_{\Lambda} \) \( \setminus P \). Then there is an \( h \in K\{X_{[n]}\}_{\leq b} \) that \( h \in [\Lambda] : H^\infty_{\Lambda} \setminus \Delta P \).

Proof. If \( \Lambda \not\subseteq P \), this is immediate, so assume \( \Lambda \subseteq P \). Since \( g \in [\Lambda] : H^\infty_{\Lambda} \), also \( H^d g \in P \) for some \( d \). Since \( P \) is prime, either \( g \in P \) or \( I_\lambda \) or \( S_\lambda \) belongs to \( P \) for some \( \lambda \in \Lambda \). Since we have ruled out \( g \in P \), we have \( I_\lambda \in P \) or \( S_\lambda \in P \). But both \( I_\lambda \) and \( S_\lambda \) have degree \( \leq b \) and are reduced with respect to \( \Lambda \), so they do not belong to \( [\Lambda] : H^\infty_{\Lambda} \).

Notation 4.44.

- \( z^0(d, b) = d \),
- \( z^{k+1}(d, b) = 3^k(d_{b+d}((g(b + d - 1, \max\{b + d - 1, 2b\}) + d + 1)(2b)2b + d) + g(b + d - 1, \max\{b + d - 1, 2b\}) + d + 1, b)) \).

Lemma 4.45 (Based on \[31\], III.8, Lemma 5). Suppose \( \Lambda \subseteq K\{X_{[n]}\}_{\leq b} \) is autoreduced and reduction-coherent. Then if \( g \in (\Lambda^H_{[d][b]+u_F^+(b)}) \cap K\{X_{[n]}\}_{\leq d} \) is partially reduced with respect to \( \Lambda \), \( g \in (\Lambda^H_{[b][d]+u_F^+(b)}) \).
Proof. We may write
\[ H^d_{\Lambda} g = \sum_{j \leq r} c_j(\theta_j \lambda_j) + \sum_i d_i \lambda_i \]
where \( \theta_j \lambda_j \in K\{X_{[n]}\}_{\leq b+d} \). Let \( m \) be the least upper bound on indices \( l \)
such that \( Z_l \) is the leader of some proper derivative \( \theta_j \lambda_j \) appearing in the
sum. We will show by induction on \( m \) that \( g \in (A^H_{[\Lambda]}(d,b)) \). When \( m = 0 \)
(that is, there are no \( c_j \theta_j \lambda_j \) terms), this is immediate.

So suppose the claim holds for values less than \( m \) and there is some \( j \)
with \( \mu_{\theta_j \lambda_j} = Z_m \) and \( Z_m \) is the largest leader; we write
\[ H^d_{\Lambda} g = \sum_{j < q} c_j(\theta_j \lambda_j) + \sum_{q < j < r} c_j(\theta_j \lambda_j) + \sum_i d_i \lambda_i \]
where \( \mu_{\theta_j \lambda_j} = Z_{k_j} \) so \( k_j < m \) if \( j < q \) and \( k_j = m \) if \( q \leq j < r \).

We multiply both sides by \( S_{\lambda_q} \), so
\[ S_{\lambda_q} H^d_{\Lambda} g = \sum_{j < q} c_j'(\theta_j \lambda_j) + \sum_i d_i' \lambda_i + \sum_{q < j < r} c_j(S_{\lambda_q} \theta_j \lambda_j - S_{\lambda_j} \theta_q \lambda_q) + \sum_{q < j < r} c_j S_{\lambda_j} \theta_q \lambda_q. \]

By assumption, the remainder of \( S \) with respect to \( \Lambda_{[d-1]} \) is 0. Since
\( S \in K\{X_{[n]}\}_{\leq b+d-1,2b} \) and \( \Lambda_{[d-1]} \subseteq K\{X_{[n]}\}_{\leq b+d-1,b} \), by \[4.15 \] we have
\[ H^d_{\Lambda}^{b(d-1,\max\{b+d-1,2b\})+d+1} S \in (\Lambda_{[d-1]}). \]
It follows that
\[ H^d_{\Lambda}^{b(b+d-1,\max\{b+d-1,2b\})+d+1} g = \sum_{j < q} c_j''(\theta_j \lambda_j) + \sum_i d_i'' \lambda_i + c^*(\theta_q \lambda_q). \]

By internal faithful flatness, we may assume \( c_j'', d_i'', c^* \) have degree at most
\( D = d(b+d-1,\max\{b+d-1,2b\})+d+1 \). Since \( g \) is partially reduced with respect to \( \Lambda \), in particular \( Z_m = \mu_{\theta_q \lambda_q} \) does not
appear on the left side of the equation. We have \( \theta_q \lambda_q = S_{\lambda_q} Z_m + h \) where \( h \)
has lower rank than \( Z_m \), so we may replace \( Z_m \) with \( -\frac{h}{S_{\lambda_q}} \). The degree of
\( Z_m \) is at most \( D \), so we multiply by \( H^D_{\Lambda} \) to clear denominators, giving
\[ H^D_{\Lambda}^{b(b+d-1,\max\{b+d-1,2b\})+d+1} g = \sum_{j < q} c_j'''(\theta_j \lambda_j) + \sum_i d_i''' \lambda_i. \]

The claim now follows by the inductive hypothesis since each \( \mu_{\theta_j \lambda_j} = Z_l \)
with \( l < m \). \qed

4.5. Characteristic Sets.

Definition 4.46. Let \( I \subseteq K\{X_{[n]}\} \) be a \( \Delta \)-ideal. An autoreduced subset \( \Sigma \)
of \( I \) having minimal rank is a characteristic set of \( I \).

We use Rosenfeld’s lemma and effective bounds on reduction-coherent
sets to find effective bounds on characteristic sets.

Notation 4.47. \( D^\text{char}_b \) is the function defined inductively by:
- \( \mathbb{P}^\text{char}_b(k) = j^{k+1}(k, g(c, k)), \)
\( D_{b,n,m}(0) = b, \)

\( D_{b,n,m}(i+1) = \max \{ g(D_{b,n,m}(i)), \left( \frac{2D_{b,n,m}(i) + m - 1}{m - 1} \right) \cdot n \cdot (D_{b,n,m}(i) + 1), \)
\( \mathfrak{p}_{D_{b,n,m}}(i)\left( u_{F_{\text{char}}} \left( D_{b,n,m}(i) \right) \right), \)
\( f(\mathfrak{p}_{D_{b,n,m}}(i), D_{b,n,m}(i)) \} \).

We set \( i_{\text{char}}(b) = D_{b,n,m}(h_{n,m}(D_{b,n,m})) \).

Once again, we usually omit \( n, m \).

**Theorem 4.48** (Based on [23], Lemma 5.6/Theorem 6.1). Let \( \Lambda \subseteq K \{ X_{[n]} \} \leq b \). Let \( P \) be a proper \( \Delta \)-ideal containing \( \Lambda \) such that whenever \( fg \in P \) with \( f \in K \{ X_{[n]} \} \leq \text{char}(b) \), either \( f \in P \) or \( g \in P \). Then \( P \) contains a set \( \Sigma \subseteq K \{ X_{[n]} \} \leq \text{char}(b) \) which is the characteristic set of a prime ideal containing \( \Lambda \) where \( H_\Sigma \not\subseteq P \).

**Proof.** We construct a series of autoreduced sets so that \( \Lambda_{i+1} \) has lower rank than \( \Lambda_i \). Take \( \Lambda_0 \subseteq K \{ X_{[n]} \} \leq b \) to be some minimal rank autoreduced subset of \( \Lambda \). Given \( \Lambda_i \subseteq K \{ X_{[n]} \} \leq D_{b \text{char}(i)} \cap P \), we proceed as follows.

First, if \( \Lambda_i \) is not reduction-coherent, we proceed as in Proposition 4.40 take \( \Lambda_{i+1} \) to be a minimal rank autoreduced subset of \( \Lambda_i \cup R \) where \( R \) consists of the \( \Delta \)-\( S \)-polynomials of pairs from \( \Lambda_i \). As in Proposition 4.40 we have \( \Lambda_{i+1} \subseteq K \{ X_{[n]} \} \leq g(D_{b \text{char}(i)}(A_0^{2D_{b \text{char}(i)}(i)+m-1}) \cdot n \cdot (D_{b \text{char}(i)+1})) \).

If \( \Lambda_i \) is reduction-coherent but \( \Lambda \not\subseteq (\Lambda_i) : H_{\Lambda_i}^{\infty} \), we proceed as in Proposition 4.34, pick \( f \in \Lambda \) so that the remainder \( \tilde{f} \) with respect to \( \Lambda_i \) is non-zero and let \( \Lambda_{i+1} \) be a minimal rank autoreduced subset of \( \Lambda_i \cup \{ f \} \). As in Proposition 4.34 we have \( \Lambda_{i+1} \subseteq K \{ X_{[n]} \} \leq D_{b \text{char}(i)}(g(D_{b \text{char}(i)}, b) \subseteq K \{ X_{[n]} \} \leq g(D_{b \text{char}(i)}(2D_{b \text{char}(i)}(i)+m-1}) \cdot n \cdot (D_{b \text{char}(i)+1})) \).

If neither of the previous cases hold and \( H_{\Lambda_i} \not\subseteq P \), pick some \( u \in \{ I_f, S_f | f \in \Lambda_i \} \cap P \) and take a minimal rank autoreduced subset \( \Lambda_{i+1} \) of \( \Lambda_i \cup \{ u \} \). Then \( \Lambda_{i+1} \subseteq K \{ X_{[n]} \} \leq D_{b \text{char}(i)}(i) \).

If \( \langle (\Lambda_i)_{H_{\Lambda_i}}^d \rangle \) is not boundedly \( \text{pr}(\Lambda_i) \cdot F_{\text{char}}(D_{b \text{char}(i)}(i)) \cdot (D_{b \text{char}(i)}(i)) \) prime up to \( p_{D_{b \text{char}(i)}}(i) \cdot u_{F_{\text{char}}} \left( D_{b \text{char}(i)}(i) \right) \) then there is some \( k \leq p_{D_{b \text{char}(i)}}(i) \cdot u_{F_{\text{char}}} \left( D_{b \text{char}(i)}(i) \right) \) and some \( f, g \in \langle (\Lambda_i)_{H_{\Lambda_i}}^d \rangle \cap K \{ X_{[n]} | \Lambda_i \} \leq k \) so that \( f, g \not\in \langle (\Lambda_i)_{H_{\Lambda_i}}^d \rangle \). Then \( H_{\Lambda_i}^k f, g \in P \). Since \( H_{\Lambda_i} \not\subseteq P \), we may assume \( f \in P \). Let \( \tilde{f} \) be the remainder of \( f \) with respect to \( \Lambda_i \), so there are \( l_0, l_1 \leq g(D_{b \text{char}(i)}, k) \) so that

\[ I_{\Lambda_i}^{l_0} a_{\Lambda_i}^l f - \tilde{f} \in (\Lambda_i) \].
Suppose $\tilde{f} = 0$; then $H^i_{\Lambda_i} f \in (\Lambda_i^{(k)})$, so $f \in (\Lambda_i)^{H^i_{\Lambda_i}}(\mathcal{D}_b^\text{char}(i),k))$. But then by Lemma 4.45 $f \in ((\Lambda_i)^{H^i_{\Lambda_i}}(\mathcal{D}_b^\text{char}(i),k))) = ((\Lambda_i)^{H^i_{\Lambda_i}}(\mathcal{D}_b^\text{char}(i),k)))$. But this contradicts the assumption that $f g$ witnessed the failure of bounded $\mathcal{D}_b^\text{char}(i)$-primality. So $\tilde{f} \neq 0$. Since $\tilde{f} \in P$, let $\Lambda_{i+1}$ be a minimal rank autoreduced subset of $\Lambda_i \cup \{\tilde{f}\}$.

Suppose none of the cases above hold, and there is a $g \in (\Lambda_i) : \Lambda_i^{\infty}$ which is non-zero and reduced with respect to $\Lambda_{i+1}$. Then by Lemma 4.45, there is an $f \in (\Lambda_i^{H^i_{\Lambda_i}}(\mathcal{D}_b^\text{char}(i)),\mathbb{K}[X[n]]) \leq u_{\mathcal{D}_b^\text{char}(i),f}(\mathcal{D}_b^\text{char}(i),\mathbb{K}[X[n]])$ which is non-zero and reduced with respect to $\Lambda_{i+1}$. Then we may take $\Lambda_{i+1}$ to be a minimal rank autoreduced subset of $\Lambda_i \cup \{f\}$.

By Lemma 4.32, there is an $i < b(\mathcal{D}_b^\text{char})$ so that none of these cases occurs: $\Lambda_i$ is reduction-coherent, $H_{\Lambda_i} \notin P$, $(\Lambda_i^{H^i_{\Lambda_i}}) d$ is boundedly prime to $\mathcal{D}_b^\text{char}(i)$ prime up to $\mathcal{D}_b^\text{char}(i)$. But in the former case $\Lambda_i$ is the characteristic set of the prime $\Delta$-ideal $[\Lambda_i] : H_i^{\infty}$. Since $\Lambda \subseteq [\Lambda_i] : H_i^{\infty}$, we are done.

**Corollary 4.49.** Suppose $\Lambda \subseteq K\{X[n]\}_{\leq b}$ and let $P$ be a minimal prime $\Delta$-ideal containing $\Lambda$. Then $P$ has a characteristic set $\Sigma \subseteq K\{X[n]\}_{\leq \text{char}(b)}$.

**Proof.** $P$ contains some $\Sigma$ which is the characteristic set of a prime ideal $[\Sigma] : H_\Sigma^{\infty}$ containing $\Lambda$ with $H_\Sigma \notin P$. Suppose $f \in [\Sigma] : H_\Sigma^{\infty}$, so $H_\Sigma f \in [\Sigma] \subseteq P$ for some $k$. Since $P$ is prime and $H_\Sigma \notin P$, we have $f \in P$, so $[\Sigma] : H_\Sigma^{\infty} \subseteq P$. By minimality of $P$, we must have $[\Sigma] : H_\Sigma^{\infty} = P$. □

**Corollary 4.50** (Based on [23], Proposition 5.3/Theorem 5.4). Let $\Lambda \subseteq K\{X[n]\}_{\leq b}$ be given with $1 \notin [\Lambda]$. If either $f \in [\Lambda]$ or $g \in [\Lambda]$ for all $f, g \in K\{X[n]\}$ with $fg \in [\Lambda]$ and $f \in K\{X[n]\}_{\leq \text{char}(b)}$, then $[\Lambda]$ is prime.

**Proof.** We apply the theorem to obtain a characteristic set $\Sigma \subseteq [\Lambda] \cap K\{X[n]\}_{\leq \text{char}(b)}$ with $H_\Sigma \notin [\Lambda]$. Since $\Lambda \subseteq [\Sigma] : H_\Sigma^{\infty}$, we also have $[\Lambda] \subseteq [\Sigma] : H_\Sigma^{\infty}$. It remains to show the reverse containment. If $g \in [\Sigma] : H_\Sigma^{\infty}$ then for some $N \in \mathbb{N}$ we have $H_\Sigma^N g \in [\Sigma] \subseteq [\Lambda]$. Let $N$ be least so that $H_\Sigma^N g \in [\Lambda]$. If $N > 0$ then either $H_\Sigma \in [\Lambda]$ or $g \in [\Lambda]$ (because the factors of $H_\Sigma$ are bounded by $\text{char}(b)$). But in the former case $H_\Sigma \in [\Lambda] \subseteq [\Sigma] : H_\Sigma^{\infty}$. Therefore $g \in [\Lambda]$.

**Remark 4.51.** Proposition 5.3 of [23] states this for a radical ideal, but their argument similarly applies to a differential ideal with minor modifications.

5. Ritt-Noetherianity

In this section we give an effective version of Ritt-Noetherianity. There are two approaches we might take, depending on the question of whether
we treat membership in a radical differential ideal as decidable—that is, given $h \in K\{X_{[n]}\}_{\leq d}$ and $\Lambda \subseteq K\{X_{[n]}\}_{\leq b}$, whether there is some bound $k$ depending on $n, b, d$ so that $h \in \{\Lambda\}$ iff $h^k \in (\Lambda_{[k]})$.

Of course, there is such a bound, given first in [18] with refinements in [11, 20, 22, 34]. But [23] uses Ritt-Noetherianity to prove the existence of such a bound, so one might choose to avoid existing bounds and use the functional interpretation to obtain an explicit version of the bound from [23]. The resulting version of Ritt-Noetherianity, however, is rather unwieldy (as the functional interpretation of a $\Pi_1$ statement, it requires the use of higher-order functions on functions), and the bounds one gets are much worse than those in the literature.

Therefore in the work below, we use the bounds from [18] on testing membership in radical differential ideals. This makes Ritt-Noetherianity a $\Pi_3$ statement, directly analogous to the effective version of Noetherianity discussed in Section 8. This will have roughly the form

For any functions $D, F$ there is a bound $M$ so that whenever $\Lambda_i \subseteq K\{X_{[n]}\}_{\leq D(i)}$ for all $i$, there is an $m \leq M$ so that $\Lambda_{F(m)} \subseteq \{\Lambda_m\}$. 

Along the way, we will need to inductively prove cases of similar but weaker statements (roughly speaking, we will replace the conclusion with $\Lambda_{F(m)} \subseteq \{\Lambda_m \cup \{u\}\}$ for various choices of $u$). Once we prove several of these, we will need to arrange for their conjunction to hold uniformly—that is, once we can find $m_1$ so that $\Lambda_{F(m_1)} \subseteq \{\Lambda_{m_1} \cup \{u_1\}\}$ and $m_2$ so that $\Lambda_{F(m_2)} \subseteq \{\Lambda_{m_2} \cup \{u_2\}\}$, we will need to find a single $m$ so that $\Lambda_{F(m)} \subseteq \{\Lambda_m \cup \{u_1\}\} \cap \{\Lambda_m \cup \{u_2\}\}$.

**Lemma 5.1 (Knitting Lemma).** Let $J$ be a finite set. Suppose that for each $j \in J$, any function $F$, and any $d$, there is a $k \in [d, \mathcal{G}_j(F, d)]$ so that for all $i \in [k, F(k)]$, $\phi_j(i)$ holds. Then there is a functional $\mathcal{G}_J$ so that for any $d$ and any $F$, there is a $k \in [d, \mathcal{G}_J(F, d)]$ so that, for each $j \in J$ and each $i \in [k, F(k)]$, $\phi_j(i)$ holds.

The existence of such a lemma is guaranteed by the proof of correctness of the functional interpretation. We began with statements $\forall x \exists y \forall z \phi_j(x, y, z)$, and it follows that $\forall x \exists y \forall j \in J \exists y_j \leq Y \forall z \phi_j(x, y_j, z)$. The functional interpretation promises that if the latter follows from the former then bounds on the functional interpretation of the latter must be derivable from bounds on the functional interpretation of the former. The knitting lemma is simply the statement that the functional interpretation works in one specific case. (Compare to Lemma 6.2 of [33], which deals with essentially the same issue.)

**Proof.** By induction on $|J|$. When $|J| = 1$, this is trivial—$\mathcal{G}_{\{j\}}$ is simply $\mathcal{G}_j$. So suppose $|J| > 2$ and pick some $j_0 \in J$. The inductive hypothesis gives us a function $\mathcal{G}_{J \setminus \{j_0\}}$.

For any $d'$, define $F_{d'}(d) = F(\max\{d, d'\})$. Let $G(d') = F(\mathcal{G}_{j_0}(F_{d'}, d'))$. Let $\mathcal{G}_J(F, d) = \mathcal{G}_{J \setminus \{j_0\}}(G, d)$. 


For any \( d \), there is a \( d' \in [d, \mathcal{G}_{J,\{j_0\}}(\mathbf{G}, d)] \) so that for all \( i \in [d', \mathbf{G}(d')] \) and all \( j \in J \setminus \{j_0\} \), \( \phi_j(i) \) holds. There is also a \( k \in [d', \mathcal{G}_{j_0}(\mathbf{F}^{d'}, d')] \) so that, for all \( i \in [k, \mathbf{F}^{d'}(k)] \), \( \phi_{j_0}(i) \) holds. Since \( k \leq \mathcal{G}_{j_0}(\mathbf{F}^{d'}, d') \), also \( \mathbf{F}(k) \leq \mathcal{F} \mathcal{G}_{j_0}(\mathbf{F}^{d'}, d') = \mathbf{G}(d') \), so \( [k, \mathbf{F}(k)] \subseteq [d', \mathbf{G}(d')] \), so \( k \) is the desired witness.

\[ \square \]

**Theorem 5.2 (IS).** There is a function \( \mathfrak{t} \) so that whenever \( \Lambda \subseteq K \{X_{[n]}\}_{\leq b} \) and \( h \in K \{X_{[n]}\}_{\leq b} \cap \{\Lambda\} \), also \( h \in \sqrt{\langle \Lambda |_{[n,b]} \rangle} \).

**Notation 5.3.** We define \( i_{n,m}(i_0, d, \mathbf{F}, d, \Lambda) \) by recursion on the rank of \( \Lambda \).

Suppose \( i_{n,m}(i_0, d, \mathbf{F}, d, \Lambda) \) has been defined for \( \Lambda' \) with rank less than the rank of \( \Lambda \). Let \( J \) consist of all (finitely many) autoreduced sets \( \Lambda^* \subseteq K \{X_{[n]}\}_0 \), for each \( \Lambda^* \in J \) and each \( d \), we have functionals \( \mathcal{G}_{\Lambda^*,d}(\mathbf{F}, i) = i_{n,m}(i, d, \mathbf{F}, i_{s\text{at}}(d), \Lambda^*) \), so by the Knitting Lemma, we have a functional \( \mathcal{G}_{J,d} \).

Then we define \( i_{n,m}(i_0, d, \mathbf{F}, d, \Lambda) \) to be the maximum of:
\[
i_{n,m}(\mathcal{G}_{J,d}(\mathbf{F}, i_0), d, \mathbf{F}, d(\mathcal{G}_{J,d}(\mathbf{F}, i_0))) + \mathfrak{t}(n, d(\mathcal{G}_{J,d}(\mathbf{F}, i_0))), \Lambda_*)
\]
where \( \Lambda_* \) ranges over autoreduced sets in \( K \{X_{[n]}\}_{\leq d} \), with lower rank than \( \Lambda \).

Again, we usually omit \( n, m \).

**Theorem 5.4 (Based on [36], Theorem 1.16, p. 47).** Let \( i_0, \Lambda, \Lambda_0 \subseteq \Lambda_1 \subseteq \cdots, \mathbf{D}, \mathbf{F}, d \) be given such that:

- \( \Lambda \subseteq K \{X_{[n]}\}_{\leq d} \) is autoreduced, and
- \( \Lambda_0 \subseteq K \{X_{[n]}\}_{\leq \mathbf{D}(i)} \) for all \( i \).

Then there is an \( i \in [i_0, i(i_0, \mathbf{D}, d, \Lambda)] \) so that \( \mathbf{A}_{\mathbf{F}(i)} \subseteq \{\Lambda \cup \Lambda_i\} \).

**Proof.** We proceed by induction on the rank of \( \Lambda \). We assume that whenever \( \Lambda' \) is an autoreduced set so that \( \Lambda' \) has lower rank than \( \Lambda \), the claim holds of \( \Lambda' \).

The functional \( \mathcal{G}_{J,d} \) is as above.

**Claim 5.4.1:** There is an \( i \in [i_0, \mathcal{G}_{J,d}(\mathbf{F}, i_0)] \) so that for every \( u \in \{I_x, S_x \mid \lambda \in \Lambda\} \), \( \Lambda_{\mathbf{F}(i)} \subseteq \{\Lambda \cup \{u\} \cup \Lambda_i\} \).

**Proof.** For every \( u \in \{I_x, S_x \mid \lambda \in \Lambda\} \), Proposition 4.34 gives a \( \Lambda_* \subseteq [\Lambda \cup \{u\}] \cap K \{X_{[n]}\}_{\leq s\text{at}(d)} \) so that \( \Lambda \cup \{u\} \subseteq [\Lambda_*]_\Lambda : H^\Lambda_* \) and the rank of \( \Lambda_* \) is less than the rank of \( \Lambda \). Necessarily \( \Lambda_* \subseteq [\Lambda \cup \{u\}]_{\leq s\text{at}(d)} \).

In particular, \( \Lambda_* \in J \), so \( \Lambda_{\mathbf{F}(i)} \subseteq \{\Lambda \cup \Lambda_i\} \subseteq \{\Lambda \cup \{u\} \cup \Lambda_i\} \).

For each \( h \in \Lambda_{\mathbf{F}(i)} \) and each derivation \( \theta \leq \mathfrak{t}(n, \mathbf{D}(i)) \), consider the remainder \( \tilde{h} \) of \( \theta h \) with respect to \( \Lambda_* \). Suppose that for some \( h, \theta \), the remainder \( \tilde{h} \neq 0 \). Let \( \Lambda_* \subseteq [\Lambda \cup \{\tilde{h}\}] \cap K \{X_{[n]}\}_{\leq s\text{at}(\mathfrak{t}(n, \mathbf{D}(i)))} \) be autoreduced so that \( \Lambda \cup \{\tilde{h}\} \subseteq [\Lambda_*]_\Lambda : H^\Lambda_* \) and \( \Lambda_* \) has lower rank than \( \Lambda \). Then the inductive hypothesis applies and we find an \( i' \in [i, j(i, \mathbf{B}, \mathbf{D}, \mathbf{B}(\mathbf{F}(i)), \mathbf{i}_{\text{sat}}(\mathfrak{t}(n, \mathbf{D}(i))), \Lambda_*)] \)
so that $\Lambda_{\mathbf{F}(i')} \subseteq \{\Lambda_u \cup \Lambda_{i'} \} \subseteq \{\Lambda \cup \{\bar{h}\} \cup \Lambda_{i'}\}$. But since $\Lambda_{\mathbf{F}(i')} = \Lambda_{\mathbf{F}(i)}$, we have $\bar{h} \in \{\Lambda_u \cup \Lambda_{i'} \}$. Therefore $i'$ is the desired witness.

In the remaining case, for each $h \in \Lambda_{\mathbf{F}(i)}$ and each derivation $\theta \leq \epsilon(n, \mathbf{D}(i))$, the remainder with respect to $\Lambda_a$ is $0$—that is, for some $M, H_{\lambda}^M \theta h \in (\Lambda_{\mathbf{D}(i)+ord(\theta)}^\theta)$.

**Claim 5.4.2:** For every $h \in \Lambda_{\mathbf{F}(i)}$ and all sets of derivations $\left\{\theta_u \right\}_{u \in \{I_{\lambda}, S_{\lambda} | \lambda \in \Lambda_{a}\}}$, $\theta'$ with $\sum_u ord(\theta_u) + ord(\theta') \leq \epsilon(n, \mathbf{D}(i))$, we have

$$
(\prod_u \theta_u)(\theta'h) \in \{\Lambda \cup \Lambda_i\}.
$$

**Proof.** By induction on $\sum_u ord(\theta_u)$. When $\sum_u ord(\theta_u) = 0$, we have $\Pi_u \theta_u u = \Pi_u H_{\lambda}$. Since the reduction of $\theta'h$ with respect to $\Lambda$ is $0$, we have $H_{\lambda}^M(\theta'h) \in [\Lambda] \subseteq \{\Lambda \cup \Lambda_i\}$. Since this is a radical ideal, also $H_{\lambda}(\theta'h) \in \{\Lambda \cup \Lambda_i\}$.

Otherwise, take some $u_0$ with $ord(\theta_{u_0}) > 0$, so $\theta_{u_0} = \delta\theta_{u_0}'$. For $u \neq u_0$, take $\theta'_u = \theta_u$. Note that

$$
\delta((\prod_u \theta'_u)(\theta'h)) = \sum_u ((\delta\theta'_u) \prod_{u' \neq u} \theta'_u u')(\theta'h) + (\prod_u \theta'_u)(\delta\theta'h).
$$

Since $(\prod_u \theta'_u)(\theta'h)$ and $(\prod_u \theta'_u)(\delta\theta'h)$ are both in $\{\Lambda \cup \Lambda_i\}$, also

$$
\sum_u ((\delta\theta'_u) \prod_{u' \neq u} \theta'_u u')(\theta'h) \in \{\Lambda \cup \Lambda_i\}.
$$

Multiply this by $\prod_u \theta_u$, so $\sum_u ((\delta\theta'_u) \theta_u u) \prod_{u' \neq u} \theta'_u u' u' u'')(\theta'h) \in \{\Lambda \cup \Lambda_i\}$. Any term in this sum where $u \neq u_0$ now has the form $\gamma(\prod_u \theta'_u)(\theta'h)$ and therefore belongs to $\{\Lambda \cup \Lambda_i\}$. Therefore the remaining term,

$$
((\delta\theta'_{u_0}) \theta_{u_0} u_0) \prod_{u' \neq u_0} \theta'_u u' u' u'')(\theta'h) = \prod_u \theta_u u^2(\theta'h) \in \{\Lambda \cup \Lambda_i\}.
$$

Since the ideal is radical, also $(\prod_u \theta_u)(\theta'h) \in \{\Lambda \cup \Lambda_i\}$ as desired.

Consider some $h \in \Lambda_{\mathbf{F}(i)}$. Then for each $u \in \{I_{\lambda}, S_{\lambda} | \lambda \in \Lambda_{a}\}$ we have $h \in \{\Lambda \cup \Lambda_i \cup \{u\}\}$, so for each $u$ there is some $m$ so

$$
h^m = \sum_i \gamma_{i,u} \delta_{i,u}
$$

where each $\delta_{i,u}$ has the form $\theta_{i,u} \mu_{i,u}$ where $\theta_{i,u}$ is a derivative of order $\leq \epsilon(n, \mathbf{D}(i))$ and $\mu_{i,u} \in \Lambda \cup \Lambda_i \cup \{u\}$.

Suppose we multiply these all together, $h^m = \Pi_u \sum_i \gamma_{i,u} \delta_{i,u}$, and so also

$$
h^{m+1} = \Pi_u h \sum_i \gamma_{i,u} \delta_{i,u}.
$$

Expanding the product, each term has the form $h \prod_u \gamma_{i,u} \delta_{i,u}$. Consider some such term. If there is some $u$ with $\mu_{i,u} \in \Lambda \cup \Lambda_i$ then $h \prod_u \gamma_{i,u} \delta_{i,u} \mu_{i,u} = \gamma \theta_{i,u} \mu_{i,u} \in \{\Lambda \cup \Lambda_i\}$. 


For each term $\prod_u \gamma_{i_u, u} \delta_{i_u, u} h$ with every $\mu_{i_u, u} = u$, we have

$$h \prod_u \gamma_{i_u, u} \delta_{i_u, u} = \gamma(\prod_u \theta_{i_u, u} u) h.$$ 

But we have shown that $(\prod_u \theta_{i_u, u}) h \in \{ \Lambda \cup \Lambda_1 \}$.

Therefore $h^{\nu' + 1}$ is a sum of terms belonging to $\{ \Lambda \cup \Lambda_1 \}$, so we have $h \in \{ \Lambda \cup \Lambda_1 \}$.

6. Making Bounds Explicit

6.1. Ordinal Length Iteration of Functions. We need the concept of ordinal length iterations of a function. We first recall some basic theory of ordinals below $\varepsilon_0$ (which more than suffices for our purposes—the largest ordinals we will need are in the vicinity of $\omega^{\omega^\omega}$).

**Definition 6.1.** Any ordinal $\alpha < \varepsilon_0$ has a unique Cantor normal form given by a finite set $I$ of ordinals below $\varepsilon_0$ and, for each $\beta \in I$, a positive natural number $c_\beta$, so that $\alpha = \sum_{\beta \in I} \omega^\beta c_\beta$.

When $\alpha = 0$, we have $I = \emptyset$. We sometimes think of this representation as being given recursively: $\alpha = \sum_{\beta \in I} \omega^\beta c_\beta$, and each $\beta$ can further be expressed in Cantor normal form. Note that each $c_\beta$ must be strictly positive (when $c_\beta = 0$, should omit $\beta$ from $I$).

**Definition 6.2.** When $\alpha = \sum_{\beta \in I} \omega^\beta c_\beta > 0$ (so $I$ is non-empty), we write $\max \alpha$ and $\min \alpha$ for $\max I$ and $\min I$, respectively.

When $\min I > 0$, we call $\alpha$ a limit ordinal. When $\min I = 0$, we call $\alpha$ a successor ordinal.

When $\min I = 0$, we have $\alpha = \alpha' + \omega^0 c_0 = \alpha' + c_0$ where $\alpha'$ is a limit ordinal.

**Definition 6.3.** For any $\alpha = \sum_{\beta \in I} \omega^\beta c_\beta > 0$ and any $x \in \mathbb{N}$, we define $\alpha[x] < \alpha$ recursively by $\alpha - 1$ if $\min \alpha = 0$ and

$$\alpha[x] = \sum_{\beta \in I \setminus \{ \min \alpha \}} \omega^\beta c_\beta + \omega^{\min \alpha}(c_{\min \alpha} - 1) + \omega^{(\min \alpha)[x]} x$$

otherwise.

When $\alpha$ is a successor, $\alpha[x]$ is always $\alpha - 1$. When $\alpha = \gamma + \omega^n$, $\alpha[x] = \gamma + \omega^{n-1} x$. When $\alpha = \gamma + \omega^\omega$, $\alpha[x] = \gamma + \omega^x x$, and so on. $\alpha[x]$ is the canonical sequence of approximations to $\alpha$; in particular, when $\alpha$ is a limit, $\lim_x \alpha[x] = \alpha$.

**Definition 6.4.** If $\alpha = \sum_{\beta} \omega^\beta c_\beta$, we define the coordinate bound $|\alpha| \in \mathbb{N}$ recursively by $|\alpha| = \max \{c_\beta, |\beta|\}$.

$|\alpha|$ is the upper bound on the coefficients that appear anywhere in the Cantor normal form of $\alpha$.

**Definition 6.5.** Let $g$ be a function. We define:
• $g^0(b) = b$,
• $g^\alpha(b) = g^\alpha[b](g(b))$.

In particular, it is helpful to introduce a canonical list of functions to serve as benchmarks for our bounds.

**Definition 6.6.** Let $G(b) = b + 1$.

Then $G^\omega(b) = 2b$, $G^{\omega^2}(b) \geq 2^b b$, $G^{\omega^3}(b)$ is essentially a tower of exponents of height $b$, $G^{\omega^4}$ is roughly the unary Ackermann function.

This is similar to the fast-growing functions [38], sometimes called the Grzegorczyk hierarchy. We have chosen a slower indexing because it matches our applications: roughly speaking, $G^{\omega^\alpha}$ is the $\alpha$-th function in the fast-growing hierarchy.

We will need various properties about the behavior of these iterations which are included in Appendix A.

6.2. Some Bounds on Order of Magnitude.

**Lemma 6.7.** For each $n$ and $d \geq n$, $p_n(d) \leq G^{\omega^{2n^2}}(d)$.

**Proof.** By induction on $n$. Clearly $p_1(d) = d = G^0(d)$.

Suppose the claim holds for $n$. Note that for $d \geq n$,

$$
\epsilon(n, d) = 2^{(d + \delta_{n-1}(d))^{n-1} + 1} d + \delta_{n-1}(d)
$$

$$
= 2^{(d + (2d)^{n-1})^{n-1} + 1} d + (2d)^{2n-1}
$$

$$
\leq G^{\omega^{2 + \omega}}(d).
$$

Then for $d \geq n$,

$$
\zeta_1(n, p_n(d), d) = \left(\frac{d + n}{n}\right) + 2\zeta_0(n, p_n(d))
$$

$$
= \left(\frac{d + n}{n}\right) + 2 \left(\frac{n + \delta_n(p_n(d))}{n}\right)
$$

$$
= \left(\frac{d + n}{n}\right) + 2 \left(\frac{n + (2p_n(d)^{2n})}{n}\right)
$$

$$
< \left(\frac{d + n}{n}\right) (n + (2p_n(d)^{2n})) e^2
$$

$$
\leq ((d + n + 2)(n + (2p_n(d)^{2n})) e^2)^n
$$

$$
\leq ((d + n + 2)(n + (2G^{\omega^{2n^2}}(d)^{2n})) e^2)^n
$$

$$
\leq ((d + n + 2)(n + (2G^{\omega^2}(G^{\omega^{2n^2}}(d))) e^2)^n
$$

$$
\leq ((d + n + 2)G^{\omega^{2 + \omega^4 + n}}(G^{\omega^{2n^2}}(d)))^n
$$

$$
\leq G^{\omega^{2 + \omega^{2n^2}}(d)).
$$
and
\[
\zeta_2(n, p_n(d), d) = (\zeta_1(n, p_n(d), d) + 1)^{2^G(n, p_n(d), d) - 1} \\
\leq G^{2^2 \cdot 3} (G^{\omega^2} (G^{\omega^2} 8n(d))) \\
\leq G^{\omega^2 \cdot 5} (G^{\omega^2} 8n(d)).
\]

We therefore have
\[
\nu(n + 1, d) = \zeta_1(n, p_n(d), d) \zeta_2(n, p_n(d), d) \\
\leq G^{\omega^2 \cdot 2} (G^{\omega^2} 8n(d)) G^{\omega^2 \cdot 5} (G^{\omega^2} 8n(d)) \\
\leq (G^{\omega^2 \cdot 5} (G^{\omega^2} 8n(d)))^2 \\
\leq G^{\omega^2 \cdot 6} (G^{\omega^2} 8n(d))
\]
and
\[
p_{n+1}(d) = \max\left\{ 2^{\left( \nu(n + 1, d) + n + 1 \right)} \nu(n + 1, d), c(n, d) \right\} \\
\leq \max\left\{ 2^{\left( \nu(n + 1, d) + n + 1 \right) e} n + 1 \nu(n + 1, d), G^{\omega^2 + 2 + \omega}(d) \right\} \\
\leq G^{\omega^2 \cdot 7 + \omega^4 + n + 1} (G^{\omega^2} 8n(d)) G^{\omega^2 \cdot 6} (G^{\omega^2} 8n(d)) \\
\leq G^{\omega^2 \cdot 8} (G^{\omega^2} 8n(d)) \\
= G^{\omega^2} 8(n+1)(d).
\]

To get bounds on \( m \), we first need the following observation:

**Lemma 6.8.** Suppose \( \tau = \tau^0 \cup \tau^1 \) and for every \( a \in \tau^0 \) and \( b \in \tau^1 \), \( a \leq b \). Then
\[
m_{\tau, D}(i) = m_{\tau^0, D}(i) + m_{\tau^1, D}(i) + m_{\tau^0, D}(i).
\]

**Proof.** We proceed by induction on \( \tau^0 \). When \( \tau^0 = \emptyset \), this is immediate from the definition. Suppose the claim holds for all \( \tau_0 <_{\text{mult}} \tau^0 \). Then
\[
m_{\tau, D}(i) = 1 + m_{\tau^0, D}(i + 1) \\
= 1 + m_{\tau^0, D}(i + 1) \\
= 1 + m_{\tau^0, D}(i + 1) + m_{\tau^1, D}(i + 1) \\
= m_{\tau^0, D}(i) + m_{\tau^1, D}(i + 1)
\]
as needed. \( \square \)

**Definition 6.9.** If \( \tau \) is a multiset with \( \max \tau = n \) and, for each \( i \leq n \) with \( 0 < i \), \( c_i \) copies of \( i \), then
\[
o(\tau) = \sum_{0 < i \leq n} \omega^{i-1} c_i + 2|\tau|.
\]
Lemma 6.10. For any \( \tau \) and any monotone \( D \) so that \( D(b) \geq 2b \), whenever \( b \geq |\tau| \) we have

\[
m_{\tau, D}(b) \leq D^{\omega}(b).
\]

Proof. We proceed by induction on max \( \tau \).

When max \( \tau = 0 \), \( m_{\tau, D}(b) = r \), so \( m_{\tau, D}(b) \leq D^{0}(b) \) once \( b \geq r = |\text{max } \tau| \).

Suppose the claim holds for values less than \( n \) and proceed by side induction on the number of copies of \( n \) in \( \tau \). Suppose we are given \( \tau \) and \( n \in \tau \) is maximal so \( \tau = \tau_0 \cup \{n\} \). Then, letting \( \sigma_b \) be the multiset with \( D(b) \) copies of \( n - 1 \),

\[
m_{\tau, D}(b) = m_{\tau_0, D}(b) + m_{\{n\}, D}(b + m_{\tau_0, D}(b)) = m_{\tau_0, D}(b) + m_{\sigma_b + m_{\tau_0, D}(b), D}(b + 1 + m_{\tau_0, D}(b)) \leq D^{\omega}(b) + D^{\omega - 2}(b + D^{\omega}(b))(b + 1 + D^{\omega}(b)) \leq D^{\omega}(b) + D^{\omega - 1}(b + D^{\omega}(b)) \leq D^{\omega}(b) + D^{\omega - 1 + \omega}(b) \leq D^{\omega - 1 + \omega + 2}(b) = D^{\omega}(b).
\]

\[ \square \]

Corollary 6.11. If \( D(b) \geq \max\{2b, b + 1\} \) then \( m^*(D, n) \leq D^{\omega - 1 + 1}(0) \).

Recall that \( F_x(b) = F(p_x(b)) \).

Lemma 6.12. If \( F(b) \geq 2b \) for all \( b \) then \( u_F(b) \leq F^{\omega \omega + \omega + 1}(b) \).

Proof. Let \( D_c(i) = F^i(c) \). By induction on \( \alpha \), we claim that \( D^\alpha_c(i) \leq F^{\omega \times \alpha + i}(c) \). When \( \alpha = 0 \), \( D^\alpha_c(0) = 0 \leq F^0(0) \). When \( \alpha > 0 \),

\[
D^\alpha_c(i) = D^\alpha_c[i](D_c(i)) = D_c^a[i](F^i_c(c)) \leq F^{\omega \times (\alpha[i])}(F^i_c(c)) \leq F^{\omega \times \alpha + i}(c).
\]

So we have \( m^*(i) \mapsto F^i_x(x, x) = m^*(D_x, x) \leq D^{\omega^2 - 1 + 1}(0) \leq F^{\omega^2 + 1}(x) \). Therefore

\[
u_F(x) \leq F^{\omega^2 + 1}(x) \leq F^{\omega}(F^{\omega^2 + 1}(x)) \leq F^{\omega^2 + \omega + 1}(x).\]

\[ \square \]

Note that, under the same assumptions, \( F^{\omega \omega + \omega + 1}(b) \) is much larger than \( \omega^b + 2b(2b)^b + 1 \), so the same bound holds for \( u_F^+ \).

Lemma 6.13. If \( F(b) \geq 2b \) for all \( b \) then \( f(F, b) \leq F_b^{\omega \omega + \omega^2 + \omega + 8}(b) \).
Definition 6.15. assignment of ordinals to bad leader sequences.

Bounds on Lemma 4.31 and its Consequences.

Lemma 6.16. \(\mathcal{L}(47)\)

Lemma 6.17. With \(m\) derivatives and \(n\) differential indeterminates, there is an assignment of ordinals \(o(\langle u_1, \ldots, u_k \rangle) \leq \omega^m \cdot n\) to bad leader sequences so that \(o(\langle \rangle) = \omega^n\), \(o(\langle \vec{a}_1, \ldots, \vec{a}_m \rangle) < o(\langle \vec{a}_1, \ldots, \vec{a}_m, \vec{a}_{m+1} \rangle)\), and if each \(u_i \in K\{X_{[n]}\}_{\leq d}\) then \(o(\langle u_1, \ldots, u_k \rangle) \leq nk^m\).
For each $k$, When $u \leq k$ we will show that for each $T$. Taking $o((u_1, \ldots, u_k)) = \sum_{j \leq m} \omega^j \cdot (\sum_i c_{i,j})$ gives the desired bound. \hfill \Box

The quantity $\sum_{j \leq m} \omega^j \cdot (\sum_i c_{i,j})$ is an instance of the “natural” or “commutative” sum for ordinals.

**Lemma 6.18.** Let $g$ be a fixed monotonic function with $g(b) \geq 2b$ for all $b$. For each $c$, let $D_c$ be the function $D_c(i) = g^{c+i}(b)$.

Then for any $\gamma$ with $o(\gamma) = \alpha$ and any $b \geq \max\{|\gamma|, n, m + 2\}$,

$$h_{n,m}(D_c, \gamma) \leq g^{\omega^{\alpha^2+\omega+c+2}}(b).$$

In particular,

$$h_{n,m}(D) \leq g^{\omega^{\omega^m-2n+\omega+2}}(b).$$

**Proof.** By induction on $o(\gamma)$. When $o(\gamma) = 0$, so $\gamma$ is maximal, $h_{n,m}(D_c, \gamma) = 1 \leq b = g^0(b)$.

Suppose $o(\gamma) = \alpha$ and for all $\gamma'$ with $o(\gamma') < \alpha$, the claim holds. Let $d = D_c(1) = g^{c+1}(b)$ and $b' = g^\omega(d) \geq n(|\gamma| + 1)d^m$. Let $\beta = \alpha[b']$. For each $u \in [-1, d]$, we will show that

$$w_u \leq g^{\omega^{\beta^2+1}(d-u)+\omega(d-u)+(d-u)(b')}.$$  

When $u = b'$, this is immediate.

Let $\delta_u = \omega^{\beta^2+1}(d-u) + \omega(d-u) + (d-u)$, and suppose we have shown that $w_u \leq g^{\delta_u}(b')$. Then $D_c(w_u) = g^{u_u+c}(b) \leq g^{u_u}(b')$. Let $c_u = D_c(w_u)$.

We will show that for each $k \in [0, c_u]$,

$$v_{u,k} \leq g^{\omega^{\beta^2}(c_u-k)+\omega(2(c_u-k)+2(c_u-k))(g^{\delta_u}(b')).$$

When $k = c_u$, this is immediate.

Suppose the claim holds for $k$. Then we have

$$v_{u,k-1} = v_{u,k} + h_{n,m}(D_{u,k}, \gamma \sim ((u, k)))$$

$$\leq v_{u,k} + g^{o(\gamma \sim ((u, k))))} + \omega^{\beta^2+1}(u,k+2)(b)$$

$$\leq v_{u,k} + g^{\omega^{\beta^2+1}(u,k+2)+\omega(v_{u,k+2}(b))}$$

$$= v_{u,k} + g^{\omega^{\beta^2+1}(u,k+2)+\omega(g^{\delta_u}(b'))(g^{\delta_u}(b'))}$$

$$\leq v_{u,k} + g^{\omega^{\beta^2+1}(u,k+2)+\omega(2(g^{\delta_u}(b'))(g^{\delta_u}(b'))(g^{\delta_u}(b')))}$$

$$\leq g^{\omega^{\beta^2}(c_u-k)+\omega(2(c_u-k)+2(c_u-k))(g^{\delta_u}(b'))} + g^{\omega^{\beta^2}(c_u-(k+1))+\omega(2(c_u-(k+1))+2(c_u-k))(g^{\delta_u}(b'))}$$

$$\leq 2g^{\omega^{\beta^2}(c_u-(k+1))+\omega(2(c_u-(k+1))+2(c_u-k))(g^{\delta_u}(b'))}$$

$$\leq g^{\omega^{\beta^2}(c_u-(k+1))+\omega(2(c_u-(k+1))+2(c_u-(k+1))(g^{\delta_u}(b')))}. $$
In particular, \( v_{u,0} \leq g^{\omega \beta^2 c_u + \omega 2c_u + 2c_u (g^{\delta_u} (b'))} \). Therefore \( w_{u-1} = v_{u,0} \)
\[
\leq g^{\omega \beta^2 c_u + \omega 2c_u + 2c_u (g^{\delta_u} (b'))} \\
\leq g^{\omega \beta^2 + 1 + 1 (g^{\omega^2 (g^{\delta_u} (b'))})} \\
= g^{\omega \beta^2 + 1 + 1 (g^{\omega (g^{\omega^2 + 1 (d-u) + \omega (d-u) + (d-u) (b'))})} \\
\leq g^{\omega \beta^2 + 1 (d-(u+1) + \omega (d-(u+1) + (d-(u+1) (b')))}
\]

Therefore
\[
h_{n,m}(D, \gamma) = w_{-1} \\
\leq g^{\omega \beta^2 + 1 (d+1) + \omega (d+1) + d+1 (b')} \\
\leq g^{\omega \beta^2 + 1 + (b')} \\
\leq g^{\omega_2 + 1 + (b')} \\
\leq g^{\omega_2 + \omega + c + 2 (b')}
\]

Lemma 6.19.
\[
i^\text{sat}_{n,m}(b) \leq G^{\omega^{mn+2} + \omega^{m^2} + \omega^2} (b).
\]

**Proof.** Let \( g_*(d) = g(d, d) = d(1 + d)^d \leq G^{\omega^2 + 1 (d)}. \) Then the function \( b \mapsto D_{b}^\text{sat}(i) \) is bounded by \( g_*(b) \), and therefore
\[
h_{n,m}(D_{b}^\text{sat}) \leq g_*^{\omega^{mn} + \omega + 2 (b)} \\
\leq (G^{\omega^2 + 1 (\omega^{mn} + \omega + 2 (b)} \\
\leq G^{\omega^{mn+2} + \omega^{m^2} + \omega^2} (b).
\]
Then
\[
i^\text{sat}_{n,m}(b) \leq g_* (G^{\omega^{mn+2} + \omega^{m^2} + \omega^2} (b)) \leq G^{\omega^{2n+2} + \omega^{m^2} + \omega^2} (b).
\]

**Lemma 6.20.** When \( b \geq \max \{m, n\} \),
\[
i^\text{cohere}_{n,m}(b) \leq G^{\omega^{mn+2} + \omega^{m^2} + \omega^2} + \omega^{m^2} + \omega^2 + 3 (b).
\]

**Proof.** We use the same reasoning as in the previous lemma, but with the function
\[
g_* (b) = g(b, \left( \frac{2b + m - 1}{m - 1} \right) \cdot n (b + 1)) \\
\leq G^{\omega^2 + \omega + 1 (b)},
\]
so
\[ i_{n,m}^\text{cohere} (b) \leq \mathcal{G}^{\omega^{m+2n+2}+\omega^{m+2n+1}+\omega^{m+2n}+\omega^26+\omega^2+3} (b). \]

**Lemma 6.21.** When \( b \geq \max\{m, n\} \),
\[ i_{n,m}^\text{char} (b) \leq \mathcal{G}^{\omega^{m+2n+\omega+\omega^m+2n+5+\omega^{m+15}+\omega^2+2+\omega^2+5} (b). \]

**Proof.** Observe that
\[
\mathcal{F}^\text{char}_c (k) = 3^{k+1}(k, g(c, k)) \\
\leq \mathcal{G}^{\omega^24k+\omega6k+3k}(\max\{c, k\}) \leq \mathcal{G}^{\omega^2(4k+1)+\omega6k+3k+1}(\max\{c, k\}).
\]
Also
\[
\mathcal{F}^\text{char}_c (p_c (k)) \leq \mathcal{G}^{\omega^2(4k+1)+\omega6k+3k+1}(\max\{c, \mathcal{G}^\omega 8c (k)\}) \\
\leq \mathcal{G}^{\omega^2(4k+8c+1)+\omega6k+3k+1}(\max\{c, k\}),
\]
\[
\mathcal{u}_{\mathcal{F}^\text{char}_b (j)} (b) \leq (\mathcal{G}^{\omega^2(4i+8b+1)+\omega6i+3i+1}(\max\{b, i\}) \omega^b + \omega^1 \\
\leq \mathcal{G}^{\omega^b+2(4i+8b+1)+\omega^{b+1}6i+\omega^b(3i+1)+\omega^3(4i+8b+1)+\omega^2(10i+8b+1)+\omega7i+3i+1}(\max\{b, i\}),
\]
and
\[
f (\mathcal{F}^\text{char}_b, b) \leq (\mathcal{G}^{\omega^2(12b+1)+\omega6b+3b+1}) \omega^b + \omega^2 \omega^b + \omega^8 (b) \\
\leq \mathcal{G}^{\omega^b+2(12b+1)+\omega^{b+1}6b+\omega^b(3b+1)+\omega^4(72b+6)+\omega^3(48b+1)+\omega^2(102b+14)+\omega(51b+1)+24b+8} (b).
\]
This time we use the function
\[
g_*(b) = \max\{g(b, \frac{2b + m - 1}{m - 1} n(b + 1)), p_b(\mathcal{u}_{\mathcal{F}^\text{char}_b (b)}), f(\mathcal{F}^\text{char}_b, b)\} \\
\leq \mathcal{G}^{\omega^b+2a_0+\omega^{b+1}a_1+\omega^b a_2} (b) \\
\leq \mathcal{G}^{\omega^b+\omega^5} (b)
\]
so
\[ i_{n,m}^\text{char} (b) \leq \mathcal{G}^{\omega^{m+2n+\omega+\omega^m+2n+5+\omega^{m+15}+\omega^2+2+\omega^2+5}+\omega^10} (b). \]

6.4. **Bounds on Ritt-Noetherianity.**

**Lemma 6.22 (IS).** When \( d \geq n \), \( \mathfrak{f} (n, d) \leq \mathcal{G}^{\omega^d+n+8} (d) \).

**Lemma 6.23.** Suppose that \( \mathfrak{B} (F, d) \leq \mathcal{F}^\alpha (d) \). Then \( \mathfrak{B} (F, d) \leq \mathcal{F}^{\alpha + |J| + 1} (d) \).

**Proof.** By induction on \(|J|\), we show that \( \mathfrak{B} (F, d) \leq \mathcal{F}^{(\alpha + 1)^\otimes n} (d) \) where \( (\alpha + 1)^\otimes n \) is iterated commutative multiplication, as described in the appendix. The conclusion follows since \( (\alpha + 1)^\otimes n \leq \alpha^{n+1} \).

When \(|J| = 1\), this is immediate. Observe that \( \mathfrak{G}(d') \leq \mathcal{F}^{\alpha+1}(d') \), so \( \mathfrak{B} (F, d) = \mathfrak{B} (F \setminus \{j_0\}) G, d) \leq \mathcal{G}^{(\alpha + 1)^\otimes (|J|-1)} (d) \leq \mathcal{F}^{(\alpha+1)^\otimes |J|} (d) \).
We assign an explicit ordinal \( o(\Lambda) \) to autoreduced sets so that when \( \Lambda' \) has lower rank than \( \Lambda \), \( o(\Lambda') < o(\Lambda) \).

**Lemma 6.24.** With \( m \) derivatives and \( n \) differential indeterminates, there is an assignment of ordinals \( o(\Lambda) \leq \omega^{\omega m \cdot n} \) to autoreduced sets so that \( o(\Lambda) \leq \omega^{\omega m \cdot n} \) and if \( \Lambda' \) has lower rank than \( \Lambda \) then \( o(\Lambda') < o(\Lambda) \).

**Proof.** Let \( \Gamma(\Lambda) = (\mu_1, b_1), \ldots, (\mu_r, b_r) \). Set
\[
o(\Lambda) = \sum_{i \leq r} \omega^{o(\mu_1, \ldots, \mu_i)} b_i + \omega^{o(\mu_1, \ldots, \mu_r)}.
\]

If \( \Lambda' \) has lower rank than \( \Lambda \), so \( \Gamma(\Lambda') = (\mu'_1, b'_1), \ldots, (\mu'_{r'}, b'_{r'}) \) then either there is some \( i \leq \min\{r, r'\} \) so that \( \sum_{j < i} \omega^{o(\mu_1, \ldots, \mu_j)} b_j = \sum_{j < i} \omega^{o(\mu'_1, \ldots, \mu'_j)} b'_j \) but \( \omega^{o(\mu_1, \ldots, \mu_i)} b_i > \omega^{o(\mu'_1, \ldots, \mu'_i)} b'_i \), and therefore \( \omega^{o(\mu_1, \ldots, \mu_i)} b_i > \sum_{j \geq i} \omega^{o(\mu'_1, \ldots, \mu'_j)} b'_j + \omega^{o(\mu'_1, \ldots, \mu'_i)} \), or \( r' > r \) and we have \( \omega^{o(\mu_1, \ldots, \mu_r)} > \sum_{j > r} \omega^{o(\mu'_1, \ldots, \mu'_j)} b'_j + \omega^{o(\mu'_1, \ldots, \mu'_i)} \). \( \square \)

**Definition 6.25.** Let \( \Lambda \) be autoreduced and let \( \Gamma(\Lambda) = (\mu_1, b_1), \ldots, (\mu_r, b_r) \). Set
\[
\text{Let } \Gamma(\Lambda) = \langle (\mu_1, b_1), \ldots, (\mu_r, b_r) \rangle.
\]

**Lemma 6.26.** Assume \( F(i) \geq i + 1 \) for all \( i \) and \( F, D \) are monotonic. Without loss of generality, let \( F(i) \geq D(i) \) for all \( i \).

Then \( j_{n, m}(i_0, D, F, d, \Lambda) \leq F^{\omega^{o(\Lambda)} + \omega^{m \cdot n + 2}}(\max\{d, n, i_0\}) \).

**Proof.** Write \( o(\Lambda) \) for the ordinal rank of \( \Lambda \). We proceed by induction on \( o(\Lambda) \). When \( o(\Lambda) = 0 \), \( j_{n, m}(i_0, D, F, d, \Lambda) = i_0 \).

Suppose \( o(\Lambda) = \gamma \) and the claim holds for all \( \Lambda \) with \( o(\Lambda) < \gamma \). Let \( b = n(\text{stat}(d) + n)^n \leq n(\text{stat}(d))^n + 1 \) when \( d \geq n \), so when \( \Lambda \subseteq K\{X[n]\} \leq \text{stat}(d) \), \( |o(\Lambda)\| \leq b \). Then
\[
\mathfrak{G}_{j, D}(F, i_0) \leq F^{\omega^{\gamma[b_1] \cdot 2 + \omega^{m \cdot n + 2} + 3}(\max\{d, n, i_0\})}
\]
\[
\leq F^{\omega^{\gamma[b_1] \cdot \omega^{\max\{2(\text{stat}(d) + n)^n, i_0\}}}}
\]
\[
\leq F^{\omega^{\gamma[b_1] + 1 \cdot \omega^2}(\max\{\text{stat}(d) + n, i_0\})}
\]
\[
\leq F^{\omega^{\gamma[b_1] + 1 \cdot \omega^{m \cdot n + 2} + \omega^2 \cdot n^2 + \omega^2 \cdot 7 + 3}(\max\{d, n, i_0\})}
\]

Therefore
\[
D(F(\mathfrak{G}_{j, D}(F, i_0))) \leq F^{\omega^{\gamma[b_1] + 1 + \omega^{m \cdot n + 2} + \omega^2 \cdot n^2 + \omega^2 \cdot 7 + 5}(\max\{d, n, i_0\})}
\]
and
\[
\mathfrak{f}(n, D(\mathfrak{G}_{j, D}(F, i_0))) \leq F^{\omega^{\gamma[b_1] + 1 + \omega^{m \cdot n + 2} + \omega^2 \cdot n^2 + \omega^2 \cdot 8 + \omega^2 \cdot 4}(\max\{d, n, i_0\})}
\]

We may bound the sum of these by \( b' = F^{\omega^{\gamma[b_1] + 1 + \omega^{m \cdot n + 2} + 3}(\max\{d, n, i_0\})} \).
Now let \( b'' = n(b')^{n+1} \), so when \( \Lambda^* \subseteq K\{X_{[n]} \} \leq \text{sat}(\tau(n,D(i))) \), \( |o(\Lambda_*)| \leq b'' \). Then
\[
j_{n,m}(i_0, D, F, d, \Lambda) \leq M^{p(g^n|b'| + \omega^{\gamma|b'|+1} + \omega^m2n+23}(\max\{d, n, i_0\})
\]
\[
\leq M^{\omega^\gamma 2 + \omega^m2n+23}(\max\{d, n, i_0\})
\]
\[\square\]

**Corollary 6.27.** Assume \( F(i) \geq i + 1 \) for all \( i \) and \( F, D \) are monotonic. Without loss of generality, let \( F(i) \geq D(i) \) for all \( i \). Then \( j_{n,m}(i_0, D, F, d, \Lambda) \leq M^{p(\omega^{\omega\omega\omega\omega^m}n^2 + \omega^{\omega^m2n+23}(\max\{d, n, i_0\})} \).

**Appendix A. Ordinal Iterations**

The next several lemmas show identities relating ordinal arithmetic to function iteration. Throughout this section we assume that \( g \) is monotonic and \( g(b) \geq b + 1 \) for all \( b \) and we consider \( b \geq 1 \).

**Lemma A.1.** Let \( \alpha \) and \( \beta \) be ordinals with \( \min \beta \leq \max \alpha \). Then
\[
g^{\alpha + \beta}(b) = g^\alpha(g^\beta(b)).
\]

**Proof.** By induction on \( \beta \). When \( \beta = 0 \), this is trivial.
\[
g^{\alpha + \beta}(b) = g^{(\alpha+\beta)}(g(b)) = g^{\alpha+\beta}(g(b)) = g^{\alpha}(g^\beta(g(b))) = g^{\alpha}(g^\beta(b))
\]
using the inductive hypothesis since \( \beta[b] < \beta \).
\[\square\]

The main difficulty when dealing with ordinal iterations is that they are not strictly monotonic: we do not, in general, have \( \alpha < \beta \) implies \( g^\alpha(b) \leq g^\beta(b) \) (consider the case where \( b \) is much smaller than \( n \): we may have \( g^n(b) > g^\omega(b) \)).

When considering the effect of \( \alpha \) on the size of \( g^\alpha(b) \), both the size of \( \alpha \) and the size of its coefficients matter.

We next establish some lemmas showing some cases when we can obtain monotonicity. First, note that when \( \max \beta \leq \min \alpha \) we have
\[
g^\alpha(b) \leq g^\alpha(g^\beta(b)) = g^{\alpha + \beta}(b).
\]

**Lemma A.2.** \( g^{\omega^\alpha}(b) > g^\alpha(b) \).

**Proof.** By induction on \( \alpha \). When \( \alpha = 0 \),
\[
g^{\omega^0}(b) = g(b) \geq b + 1 > b = g^0(b).
\]

When \( \alpha > 0 \),
\[
g^{\omega^\alpha}(b) = g^{\omega^{\alpha[b]}(g(b))} \geq g^{\omega^{\alpha[b]}(g(b))} > g^{\alpha[b]}(g(b)) = g^\alpha(b).
\]
\[\square\]

**Lemma A.3.** \( g^{\omega^\alpha c}(b) \geq g^c(b) \).
Proof. By induction on $\alpha$. When $\alpha = 0$ the two sides are identical. When $\alpha > 0$ we have

$$g^{\alpha^+}(b) = g^{\alpha^+}(\cdots (g^{\alpha^+}(b)) \cdots)$$

$$> g^\alpha(\cdots (g^\alpha(b)) \cdots)$$

$$\geq g^{\max\alpha}(\cdots (g^{\max\alpha}(b)) \cdots)$$

$$= g^{\max\alpha}(b)$$

$$\geq g^\gamma(b).$$

Lemma A.4. \textit{For any $\epsilon > \delta$ and any $d \geq g^\delta(b)$, $\epsilon[d] \geq \delta$.}

Proof. We proceed by induction on $\delta$. When $\delta = 0$, this is trivial.

Write $\epsilon = \epsilon' + \omega^\gamma$ where $\gamma = \min \epsilon$. If $\gamma \leq \max \delta$ then since $\epsilon > \delta$, we must have $\epsilon' \geq \delta$, so $\epsilon[d] = \epsilon' + \omega^\gamma[d] \geq \epsilon' \geq \delta$.

So suppose $\gamma > \max \delta$. If $\epsilon' \neq 0$ then $\epsilon' \geq \omega^\gamma > \delta$ and we are done, so assume $\epsilon' = 0$ and therefore $\epsilon = \omega^\gamma$. We have $\epsilon[d] = \omega^\gamma[d]d$.

By the inductive hypothesis, since $\gamma > \max \delta$ and $d \geq g^\delta(b) \geq g^{\max\delta}(b)$, we also have $\delta[d] \geq \max \delta$. If $\delta[d] > \max \delta$ then $\epsilon[d] > \delta$.

So suppose $\delta[d] = \max \delta$. Then

$$d \geq g^\delta(b) \geq g^{\max \delta c_{\max \delta}(b)} \geq g^{\max\delta}(b) > c_{\max \delta}.$$

So $\epsilon[d] = \omega^\gamma[d]d \geq \omega^{\max \delta(c_{\max \delta} + 1)} > \delta$. \hfill \Box

Lemma A.5. \textit{Let $\alpha = \sum_{\gamma \in I} \omega^\gamma c_{\gamma}$. Let $\beta, \delta \in I$ with $\delta < \beta$, and let $c'_{\delta} = c_{\beta} - 1$, $c'_{\delta} = c_{\delta} + 1$, and $c'_{\gamma} = c_{\gamma}$ if $\gamma \notin \{\beta, \delta\}$. Let $\alpha' = \sum_{\gamma \in I} \omega^\gamma c'_{\gamma}$. Then $g^{\alpha'}(b) \leq g^{\alpha}(b)$.}

Proof. It suffices to consider the case where $I \cap (\beta, \delta) = \emptyset$, since we get the general case by applying this case several times. So we have

$$\alpha = \alpha^+ + \omega^\gamma + \omega^\delta + \alpha^-$$

where $\min(\alpha^+) \geq \gamma$ and $\delta \geq \max(\alpha^-)$. Since

$$g^{\alpha}(b) = g^{\alpha^+}(g^{\omega^\gamma + \omega^\delta}(g^{\alpha^-}(b)))$$

and

$$g^{\alpha'}(b) = g^{\alpha^+}(g^{\omega^\delta 2}(g^{\alpha^-}(b)))$$

it suffices to show that when $\gamma > \delta$,

$$g^{\omega^\gamma + \omega^\delta}(b) \geq g^{\omega^\delta 2}(b).$$
We show this by induction on $\gamma$:

\[
g^{\omega^\gamma + \omega^\delta} (b) = g^{\omega^\gamma} (g^{\omega^\delta} (b))
\]

\[
= g^{\omega^\gamma [\omega^\delta (b)]} g((g^{\omega^\delta} (b)))
\]

\[
\geq g^{\omega^\gamma [\omega^\delta (b)] + \omega^\delta} (b)
\]

\[
\geq g^{\omega^\delta 2} (b).
\]
So we assume \( \beta = \omega^\delta \) and proceed by induction on \( \alpha \). Writing \( \alpha = \alpha' + \omega^\epsilon \) where \( \epsilon = \min \alpha \); if \( \alpha' \neq 0 \), we have

\[
g^\beta(g^\alpha(b)) = g^\beta(g^{\alpha'}(g^{\omega^\epsilon}(b)))
\leq g^{\alpha'+\beta}(g^{\omega^\epsilon}(b))
= g^{\alpha'}(g^\beta(g^{\omega^\epsilon}(b)))
\leq g^{\alpha'}(g^{\omega^\epsilon+\beta}(b))
= g^{\alpha+\beta}(b)
\]

using the inductive hypothesis twice. So we may reduce to the case where \( \alpha = \omega^\epsilon \).

If \( \epsilon = \delta \) then this follows from work above, so we may assume \( \epsilon > \delta \). Therefore \( \omega^\epsilon[g^\beta(b)] \geq \beta \), which must mean that \( \epsilon[g^\beta(b)] \geq \delta \). Then we have:

\[
g^\beta(g^{\omega^\epsilon}(b)) = g^\beta(g^{\omega^\epsilon}[b](g(b)))
= g^\beta(g^{\omega^\epsilon}[b]g(b))
\leq g^\beta(g^{\omega^\epsilon}[\omega^\beta(b)][b](g(b)))
\leq g^\beta(g^{\omega^\epsilon}[\omega^\beta(b)][b+1](b))
\leq g^{\omega^\epsilon}[\omega^\beta(b)][b+1](g^\beta(b))
\leq g^{\omega^\epsilon}[\omega^\beta(b)][\omega^\beta(b)](g^\beta(b))
= g^{\omega^\epsilon}(g^\beta(b))
= g^{\omega^\epsilon+\beta}(b).
\]

\[\square\]

**Definition A.8.** Let \( \alpha = \sum_{\gamma \in I} \omega^\gamma c_\gamma \) and \( \beta = \sum_{\delta \in J} \omega^\delta d_\delta \). Then \( \alpha \# \beta = \sum_{\gamma \in I, \delta \in J} \omega^{\gamma + \delta}c_\gamma d_\delta \) (where \( c_\gamma = 0 \) for \( \gamma \not\in I \) and \( d_\delta = 0 \) for \( \delta \not\in J \)).

Let \( \alpha = \sum_{\gamma \in I} \omega^\gamma c_\gamma \) and \( \beta = \sum_{\delta \in J} \omega^\delta d_\delta \). Then \( \alpha \otimes \beta = \sum_{\gamma \in I, \delta \in J} \omega^{\gamma \delta}c_\gamma d_\delta \).

These are the “natural” or “commutative” addition and multiplication on ordinals. Our work above shows

**Lemma A.9.** \( g^\alpha(g^\beta(b)) \leq g^{\alpha \# \beta}(b) \).

**Lemma A.10.** \( (g^\alpha)^\beta(b) \leq g^{\alpha \otimes \beta}(b) \).

**Proof.** By induction on \( \beta \). When \( \beta = 0 \) this is immediate. Otherwise,

\[
(g^\alpha)^\beta(b) = (g^\alpha)^{\beta[b]}(g(b))
\leq (g^{\alpha \otimes \beta[b]})(g(b))
\leq (g^{(\alpha \otimes \beta)[b]})(g(b))
= g^{\alpha \otimes \beta}(b).
\]

\[\square\]
Lemma A.11. If $|\beta| < b$ and $\beta < \alpha$ then $\beta \leq \alpha[b]$.

Proof. By main induction on $\beta$ and side induction $\alpha$. When $\alpha = \alpha' + 1$, this is immediate from the inductive hypothesis.

Suppose $\alpha = \alpha' + \omega^\gamma$, so $\alpha[b] = \alpha' + \omega^\gamma[b]$. If $\gamma \leq \max \beta$ then $\alpha' \geq \beta$ so $\alpha[b] \geq \beta$ as well. So suppose $\gamma > \max \beta$. Then by the main inductive hypothesis, $\gamma[b] \geq \max \beta$, and since $|\beta| < b$, $\beta < \omega^{\max \beta}b \leq \omega^\gamma[b] \leq \alpha[b]$. □

Lemma A.12. If $\alpha > \beta$ and $|\beta| < b$ then $g^\beta(b) \leq g^\alpha(b)$.

Proof. Let $\beta, g, b$ be fixed and proceed by induction on $\alpha$. If $\alpha = \beta$ this is trivial, and if $\alpha = \alpha' + 1$ this follows immediately from the inductive hypothesis and the monotonicity of $g$.

If $\alpha$ is a limit ordinal then $g^\alpha(b) = g^{\alpha[b]}(g(b)) \geq g^\beta(b)$ by the inductive hypothesis and the fact that $\alpha[b] \geq \beta$. □
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