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Abstract

The number of research articles in business and management has dramatically increased along with terminology, constructs (i.e., conceptual terms that describe a distinct entity), and measures. Proper classification of organizational performance constructs from research articles plays an important role in categorizing the literature and understanding to whom its research implications may be relevant. In this work, we classify constructs (i.e., concepts and terminology used to capture different aspects of organizational performance) in 125 research articles collected from ISI Web of Science database into a three-level categorization: (a) performance and non-performance categories (Level 0); (b) for performance constructs, stakeholder group-level of performance concerning investors, customers, employees, and the society (community and natural environment) (Level 1); and (c) for each stakeholder group-level, subcategories of different ways of measurement (Level 2). We observed that increasing contextual information with features extracted from surrounding sentences and external references improves classification of disaggregate-level labels, given limited training data. Our research has implications for computer-assisted construct identification and classification - an essential step for research synthesis.

1 Introduction

Organizational performance is defined as the extent to which an organization is effective in creating and delivering well-being for its stakeholders (e.g., investors, customers, employees, and the community). According to ISI Web of Science, there are thousands of research articles related to organizational performance management and more being published each day. A keyword search of “organizational performance” yields more than 28,000 documents in the year 2021 alone. A persistent challenge for a timely synthesis of this literature is the diversity and proliferation of constructs (i.e., concepts and terminologies) used to capture different aspects of organizational performance. Kang et al. (2020) summarizes the toolkits and procedural steps that are critical for employing NLP in management research. This work reviews the NLP methodologies that are used in research by dividing them into four parts: text preprocessing, text representation, model training, and model evaluation. In this research, we explore novel ways of classifying organizational performance constructs using various natural language processing (NLP) and machine learning (ML) techniques.

A collection of research papers are collected from quality refereed journals, and the hypotheses which have the organizational performance constructs are detected and extracted through a machine reading algorithm developed by Chen et al. (2021a). From these hypotheses, both the organizational performance constructs and other constructs (e.g., independent variables) are extracted through the same package of machine reading algorithm developed by Chen et al. (2021a) and annotated manually to three levels of categories capturing different approaches of defining organizational performance. At the most aggregate level (Level 0), constructs were grouped into performance and non-performance constructs. The performance category was further divided into Level 1- stakeholder relevance (investors, customers, employees, and the society) and the Level 2 subcategories int terms the specific approaches that inform measurement for each of the four stakeholders. This work seeks to train NLP and ML models to automatically classify the labels into Level 0, Level 1, and Level 2 categories given the constructs. Consider the sentence the following sentence:
A change in customer satisfaction will be correlated with a change in financial performance, a time series analysis was conducted.

The constructs extracted from this sentence would be change in customer satisfaction and change in financial performance. Since customer satisfaction and financial performance capture an organization’s effectiveness in the creation and delivery of well-being for its stakeholders (customers and investors, respectively), it will be treated as an instance of the PERFORMANCE class.

2 Related work

To the best of our knowledge, there is no prior work specifically addressing classification of performance and non-performance labels (i.e., Level 0). Ghose et al. (2012) take a supervised learning approach to estimating readability and subjectivity. They train a 4-gram dynamic language model to derive the probability of subjectivity in customers’ review.

Li et al. (2020) propose behavioral ontology learning from text based on which they develop a search engine which will help the researchers to search for the constructs, construct relationships, antecedents and consequents. They are automatically extracting the hypotheses, constructs, relation and network. Then they design TheoryOn, which utilizes sentence classifier to extract hypothesis using rule based and deep learning methods. This present research has a similar purpose, but our approach engages human domain experts on organizational performance in the beginning, and uses supervised learning to train classification models. In addition, we append our limited training data with context embedding by drawing surrounding sentences from all publications where our constructs were extracted and S&P company reports where performance constructs are often discussed. In this way, we create more features to predict the classification, and the results improved in disaggregate-level classification, when the training data is very limited.

For comparing and analyzing the causal theories, Mueller (2015) suggests a new method. It represents the causal theories with a meta-model and also gives a taxonomy of inter-theory relationships. The proposed approach visualizes the evolution of theories, and identifies the contributions of a theory in a network of theories. It also creates a new ones by identifying the differences and similarities of related theories easily.

To the existing meta-model of causal theories, Mueller (2016) presents a meta-model of empirical study, methods for automatically inferring the expected empirical outcome of a causal theory, and proposes a visualization of relationship between theory and empirical data.

Ludwig et al. (2020) uses natural language processing techniques to tackle the construct identity problem. The work compares a GloVe word embedding model and different document projection methods with latent semantic analysis (LSA). The comparison of the results of GloVe and LSA show that both of them result in almost equal performance.

Larsen and Bong (2016) designed and evaluated the construct identity detector (i.e., constructs which share semantically similar measurement items), by adapting Natural language algorithms. The recall performance in full text results show that the participants can find relevant articles containing specific construct on average only 9% of the time and 3% of the time participants can find the relevant articles containing a pair of common constructs.

3 Approach

To ground the NLP models into the domain of organizational research, we first collected a sample of papers related to organizational research in social sciences. We restricted our search of papers based on the explicit inclusion of organizational performance as part of the research question. In line with the new paradigm of multi-stakeholder and multi-dimensional conceptualization of corporate purpose (Harrison et al., 2020), we defined organizational performance as an organization’s effectiveness in meeting the expectations of two or more stakeholder groups (investors, employees, customers, and communities).

Based on the ISI Web of Science database of publications, all empirical publications (excluding meta-analysis) with at least one keyword directly suggesting a stakeholder group1 were re-
retrieved and preprocessed. A snowball approach was adopted, in which each newly found performance construct was added as a new keyword for the next search until no new construct was found. With the pool of papers collected above, we further shortlisted papers that included theoretical developments related to performance measures concerning at least two stakeholder groups. This sample represents high-quality scientific journal articles and offers a viable corpus of testable knowledge (i.e., hypotheses) concerning organizational performance.

The primary studies included two stakeholder groups for measuring organizational performance: the correlations between a factor and at least two stakeholder values. In total, we have identified and downloaded 138 peer-reviewed articles published between 1990 and 2018. We further removed 13 papers of which the PDFs were of poor quality for optical character recognition (OCR). The remaining 125 papers represent cross-disciplinary literature in social sciences in 1990-2018 to explain different organizational performance dimensions.

Five doctoral students were engaged to manually extract all the hypotheses, and then deconstruct them into separate constructs.

We follow the taxonomy on organizational performance developed by Chen et al. (2021b). The details about the labels and the number of examples per class present in our data is given in Table 1:

Specifically, they define investor benefits (INV) as organizational performance concerning investors (e.g., shareholders) or, more specifically, the economic outcome of the firm, which benefits investors. They distinguish financial performance based on its factual basis, time horizon, as well as subjectivity. Specifically, to capture the factual basis of past performance and future expectations, they first distinguish (a) accounting-based performance (INV1) (e.g., return on assets, profitability, labor productivity, asset efficiency) and (b) stock market performance (INV2) (e.g., net income over the market value of equity, Tobin’s q, market-to-book value). To capture an organization’s long-term viability that is not often captured by accounting or stock market measures, we then include (c) growth of the firm (INV3) (e.g., sales growth, profit growth). To capture subjectively measured performance, they further include (d) survey-based satisfaction for financial positions of the firm (INV4) (e.g., a manager’s reporting, and an expert’s assessment).

Second, Chen et al. (2021b) define customer benefits (CUS) as organizational performance for customers or, more specifically, the benefit and the utility of products/services the firm creates for and delivers to customers. From a marketing perspective, performance is the extent to which an organization has satisfied its customers Andy (1999); Andy et al. (1995). They include four different aspects of customers’ perspectives: (a) customer commitment (CUS1) (e.g., customer loyalty, customer retention), (b) customer satisfaction (CUS2) (e.g., satisfaction with product/service quality), (c) customer recognition of the firm (CUS3) (e.g., public reputation), and (d) objectively measured product/service quality (CUS4) (e.g., new product innovation, product safety).

Third, they define employee benefits (EMP) as organizational performance for employees or, more specifically, the benefits and welfare employees receive from an organization. Following Clarkson (2016), they include (a) employee commitment (EMP1) (e.g., turnover, organizational commitment), (b) employee satisfaction (EMP2) (e.g., job satisfaction, perceived justice), (c) employee compensation, protection, and benefits (EMP3) (e.g., compensation, job security), and (d) employee health (EMP4) (e.g., job burnout, physical health indicators).

Community/environment benefits (SOC) are de-
fined as organizational performance for the community/environment or, more specifically, an organization’s efforts and impacts on addressing societal, environmental, and general public concerns. Community/environment benefits can be distinguished into five subcategories including (a) symbolic measures of social concerns (SOC1) (e.g., societal mission statement, meeting agenda on societal issues), (b) substantive impact on the community (SOC2) (e.g., donation and philanthropy), (c) symbolic measures of environmental concerns (SOC3) (e.g., environmental mission statement, meeting agenda on environmental issues), (d) substantive impact on the natural environment (SOC4) (e.g., pollution control, waste disposal); and (e) combined index (SOC5) (e.g., the quality of social and environmental reporting).

Finally, we added an additional category of performance to their taxonomy for constructs that are unclear on which subgroup it may belong to. We label them as unclassified constructs. Constructs that do not belong to any of the above categories will be labeled as non-performance.

Five PhD students in organization science, finance, and business were trained to manually label the data. Each construct is labeled independently by at least two coders. The initial inter-rater agreement was 81%. After a direct conversation about disagreements, the inter-rater agreement reached 100%.

After extracting the constructs from the research documents, we have a total of 689 constructs. We split the data using stratified 5-fold cross validation to train and evaluate a series of models using BERT, multinomial naïve bayes, logistic regression, XGBoost, SVM, and fasttext using both latent and engineered features. We report our results in section 4.

4 Results and discussion

Performance for each of the machine learning models described in Section 3 are summarized in Tables 3, 4, 5. For engineered features, we simply use TF-IDF scores and raw counts for token n-grams in the range of 1-3. The results show that a simple logistic regression using counts and TF-IDF scores to represent token n-gram features outperforms all other models for Levels 0 and 1, while the same linear model with embedding-based features work best for the larger number of categories in the Level 2 classification task.

Table 2: Counts with bag of n-gram for the engineered features

| Feature       | Description     |      |
|---------------|-----------------|------|
| Engineered    | Bag of n-gram values | [1,3] |
|               | seed            | [1,4] |
scores of $n$-grams as features achieves the best overall performance, far exceeding the recall and F1 achieved by fine-tuned transformers. For our most granular label set (Level 2), word embeddings are more informative features overall. In future work, we seek to explore few shot learning approaches to classifying rare taxonomic categories.
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