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ABSTRACT

A common network analysis task is comparison of two networks to identify unique characteristics in one network with respect to the other. For example, when comparing protein interaction networks derived from normal and cancer tissues, one essential task is to discover protein-protein interactions unique to cancer tissues. However, this task is challenging when the networks contain complex structural (and semantic) relations. To address this problem, we design ContraNA, a visual analytics framework leveraging both the power of machine learning for uncovering unique characteristics in networks and also the effectiveness of visualization for understanding such uniqueness. The basis of ContraNA is CNRL, which integrates two machine learning schemes, network representation learning (NRL) and contrastive learning (CL), to generate a low-dimensional embedding that reveals the uniqueness of one network when compared to another. ContraNA provides an interactive visualization interface to help analyze the uniqueness by relating embedding results and network structures as well as explaining the learned features by CNRL. We demonstrate the usefulness of ContraNA with two case studies using real-world datasets. We also evaluate ContraNA through a controlled user study with 12 participants on network comparison tasks. The results show that participants were able to both effectively identify unique characteristics from complex networks and interpret the results obtained from CNRL.
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1 INTRODUCTION

A network is a common form for modeling various types of relationships in real-world applications, such as social connections [14, 22], biological interactions [18, 59], and supercomputer communications [75]. In practice, comparative analysis of two networks is vital [28, 85], especially for the identification of the uniqueness of one network compared to another. We call this task contrastive network analysis. For example, when studying the effect of Alzheimer’s disease on a human brain [37], neuroscientists want to find unique functional connections in the brain network of a patient with Alzheimer’s disease by comparing to that of a healthy subject. Also, for researchers collaborations in different disciplines [62], analysts in a funding agency may want to reveal unique ways of collaboration in the disciplines for decision making.

Despite the demands for network comparison, there is little adequate visual analytics support. Most of the existing methods (e.g., [4, 55, 81]) presuppose the existence of node-correspondence (i.e., pairwise correspondence between nodes in two different networks) [85]. This is a critical limitation since we usually do not know such information in advance when the networks are collected from different resources. One potential solution is identifying the node-correspondence by using network alignment (or graph matching) [28, 85]. However, these algorithms notoriously have high computational costs [28, 85], and thus are only suitable for treating small networks (e.g., 100 nodes). Also, there may not exist a clear correspondence between nodes.

Another approach for visual comparison of networks is based on statistical measures (e.g., network density) [31], centralities (e.g., degree centrality) [92], graphlets [61], or a combination of these [89]. For example, with graphlets [74] (small, connected, and non-isomorphic subgraph patterns in a network), the similarities of two networks can be measured by comparing the frequency of appearance of each graphlet in each network [61]. While these approaches can provide a (dis)similarity between different networks, they compare networks only based on simple measures, which are often insufficient. Also, they only provide network-level similarities, and thus cannot compare networks at more detailed levels (e.g., a node-level). Without a detailed-level comparison, it is difficult to find which part of a network relates to its uniqueness.

To address the above problems, we introduce a novel visual analytics framework, ContraNA, for comparative network analysis, which integrates contrastive network representation learning (cNRL) [36] into interactive visualization. Empowered by CNRL, our framework allows for discovering unique characteristics of one network by contrasting with another in a comprehensive (i.e., using multiple advanced measures) and detailed (i.e., analyzing a node or subnetwork level) manner without node-correspondence information. Specifically, we employ an interpretable version of CNRL (i-cNRL) [36] to provide human-understandable explanations of discovered characteristics that are further revealed by novel visual representations. We enhance i-cNRL by designing an interactive visual interface that allows analysts to integrate their domain knowledge into the automated analysis. Particularly, we introduce a method to visually identify the uniqueness in one network based on the i-cNRL result, a visual summary to intuitively inform network features that highly contribute to the result, and interactive linkings with the existing network visualizations to explain and refine the result.

In summary, our main contributions include:

- A CNRL-based visual analytics framework, ContraNA, which aims to support a new network analysis approach, named contrastive network analysis, to effectively reveal unique characteristics in one network relative to another.
- Enhancements of i-cNRL with a visual interface that provides four major abilities—
  - Discovery of uniqueness in networks,
  - Interpretability of features generated by i-cNRL,
  - Intuitive analysis with common visualizations, and
  - Flexibility of adjusting i-cNRL based on analysts’ interests.
- Two case studies and a controlled user study with multiple real-world datasets, which assess the effectiveness and usefulness of ContraNA for contrastive network analysis.

2 BACKGROUND AND RELATED WORK

In this section, we first describe network representation learning and contrastive learning—two machine learning schemes used in ContraNA. Then, we review the relevant works for visual network comparison.

2.1 Network Representation and Contrastive Learning

Network representation learning (NRL) [17, 95], also known as graph embedding, aims to learn low-dimensional latent vectors that represent a network while maximally preserving certain network information, such as the structural and semantic characteristics. Once a low-dimensional representation obtained, we can easily and efficiently conduct network analysis tasks (e.g., node classification...
A comprehensive survey is provided by Beck et al. [11]. Here, we integrate the above two machine learning schemes. There exist three general approaches in visual comparison: juxtaposition, superposition, and explicit encoding [41]. Through a comprehensive survey, Gleicher [40] provided a framework of considerations for visual comparison, such as tasks, challenges, strategies, and designs. Here we review the relevant works in visual network comparison.

2.2 Visualization for Network Comparison

There exist three general approaches in visual comparison: juxtaposition, superposition, and explicit encoding [41]. A contrastive learning (CL) [99] focuses on finding patterns that are more salient in one dataset relative to another [2]. This is unlike discriminant analysis (e.g., linear discriminant analysis [52]), which aims to discriminate data points based on their classes. Several CL methods have been developed in the machine learning community, such as contrastive versions of latent Dirichlet allocation [99], hidden Markov models [99], and regressions [38]. CL methods for representation learning have been also introduced [21], [27], [35], [80], such as contrastive PCA (cPCA) [2] [38] and contrastive variational autoencoder (cVAE) [3] [80].

Recently, contrastive network representation learning (cNRL) [36] integrates the above two machine learning schemes to achieve comparative network analysis. It uses NRL to generate two sets of latent vectors for two networks and then employs CL to perform comparative analysis based on the vectors. This approach embeds network nodes into a low-dimensional space that reveals the uniqueness of one network compared to another. To offer interpretability, ContraNA uses a specific cNRL method (see Sect. 3) and further provides novel visual analysis capabilities to enable effective network comparison.

2.2.1 Static Network Comparison

Comparing multiple static networks has been a classic problem in visualization research. Alper et al. [4] presented several superposition designs for node-link and adjacency matrix visualizations to support weighted network comparison. TileMatrix [68] uses juxtaposition to place the triangular adjacency matrices of two networks onto upper and lower areas of a square matrix. On the other hand, John et al. [53] juxtaposed each pair of weighted links in a matrix cell. MatrixWave further extended this approach to support the comparison of multi-layer networks [68].

Researchers have focused on developing techniques for comparing brain networks due to its special characteristics (e.g., very dense) and importance. Shi et al. [81] opted to visualize links that are significantly different between two brain networks. Yang et al. [91] used a clustering algorithm with NodeTrix [50], a hybrid of node-link and adjacency matrix representations. Fujiwara et al. [32] enabled the comparison of a larger number of brain networks by providing an overview with dimensionality reduction. Some other domains have been addressed as well, such as genome interaction [53] and egocentric networks [65].

All the above methods require the information of exact node-correspondence [28], unlike ContraNA. While a few works [69] [67] applied network alignment [28] to find node-correspondence before visualization, they do not scale well due to the computation cost.

2.2.2 Dynamic Network Comparison

Dynamic networks contain nodes and/or links changing over time. A comprehensive survey is provided by Beck et al. [11]. Here, we focus on the comparison of networks at different timestamps.

One approach is based on the juxtaposition of networks at different timestamps. Federico et al. [29] applied a 2D network layout that produces stable node positions across time and then juxtaposed networks at multiple time points in a 2.5D view. On the other hand, TimeArcs [25] lays out a network at each time point in 1D, and uses an arc diagram to display links. A wall-size display was used to juxtapose an array of networks [63]. Moreover, animated transitions have been employed, which can be viewed as juxtaposition in the temporal domain, e.g., GraphDiaries [8] and DiffAni [78].

Moreover, several works summarize a dynamic network based on the similarity of the network at each timestamp. For example, Small MultiPiles [7] groups similar weighted adjacency matrices across consecutive time points and then shows a representative matrix for each group. EgoLines [97] effectively visualizes a k-hop dynamic egocentric network with a “subway map” metaphor. van den Elzen et al. [89] utilized dimensionality reduction to overview the similarities of networks across time. A similar approach was used to visualize dynamic brain networks [9] and compare dominance variation in animal groups [19].

Lately, researchers have started to utilize time-series or topological analysis to summarize or identify important trends in a dynamic network. Examples include using graph wavelet transform to classify nodes [24] and persistent homology to capture topological changes [45]. Fujiwara et al. [35] applied change point detection [5] to segment a dynamic network and generate summaries. Several works extended this approach in other cases, such as visualizing streaming networks [55] [72].

Again, the above methods still require the information of node-correspondence. To overcome this limitation, we utilize NRL to capture the network’s topological and semantic features.

2.2.3 Comparison without Node-Correspondence

Several systems were developed to support network comparison without the limitation of knowing node-correspondence. ManyNets [31] uses a tabular interface to list several basic network statistics (e.g., degree centrality) for each network. von Landesberger et al. [89] used graphlet frequencies and other network-statistics measures and to generate a self-organization map for arranging networks on a 2D grid. A similar approach was used by Harrigan et al. [47] to visualize egocentric networks, and by Kwon et al. [61] to show similar networks given an input network. In addition to node-level features, Gove [43] suggested network-level features (e.g., density) that are easier to interpret and faster to compute. Along this line, Graph Thumbnails [92] uses the k-core number in a nested circle packing representation of networks.

While the above methods can be used for comparing networks without node-correspondence, they lack the ability to compare networks from multiple levels. ContraNA addresses this by employing the state-of-the-art NRL method, allowing for comparison at both node and subgraph levels. Further, by leveraging CL, we focus on revealing the uniqueness in one network relative to another, which is different from the purpose of the above works (i.e., identifying similarities of networks). To the best of our knowledge, the only work using CL for visual analytics [44] focuses on high-dimensional data. However, ContraNA focuses on comparative analysis of networks.

In sum, the existing methods have limited flexibility in use due to the requirement of node-correspondence or to insufficient analysis ability due to the absence of multiple level comparison. ContraNA addresses these issues by utilizing cNRL, which we describe in Sect. 3. Then, with interactive visualizations, ContraNA further supplements cNRL’s limitations that are identified in Sect. 4.

3 CONTRASTIVE NETWORK REPRESENTATION LEARNING

Here, we provide a brief introduction to the core analysis method used in ContraNA: contrastive network representation learning (cNRL) [36].

3.1 cNRL Architecture

Fig. 1 shows an overview of the cNRL architecture. Given two networks, a target network GT and a background network GB, the
The features consist of the base feature of a node. Moreover, the RFO can be applied repeatedly. For example, when using in-degree and out-degree as base features, \( \Phi_{\text{mean}} \) and \( \Phi_{\text{sum}} \) as RFOs, and 2 as the maximum number of hops, DeepGL may generate the network features \( \{ \text{in-degree}, \text{out-degree}, \Phi_{\text{mean}}(\text{in-degree}), \Phi_{\text{sum}}(\text{in-degree}) \} \).

CL with cPCA. From the target and background feature matrices \( X_T \) and \( X_B \), cPCA produces contrastive principal components (cPCs), which are analogous to principal components (PCs) in ordinary PCA. cPCs are low-dimensional representative directions where \( X_T \) has high variance but \( X_B \) has low variance. That is, \( Y_T \), an embedding of \( X_T \) with cPCs, depicts unique characteristics (with the consideration of variance) of a target network \( G_T \) relative to a background network \( G_B \).

cPCA requires one hyperparameter \( \alpha (0 \leq \alpha \leq \infty) \), called a contrast parameter. The contrast parameter \( \alpha \) controls the trade-off between having high target variance and low background variance in cPCs. When \( \alpha = 0 \), cPCs only maximize the variance of \( X_T \), the same as those in classical PCA. As \( \alpha \) increases, cPCs place greater emphasis on directions that reduce the variance of \( X_B \). Because \( \alpha \) has a strong impact on the result, researchers have developed semi-automatic [2] and automatic [35] selection of \( \alpha \).

Similar to PCs in PCA, cPCs are represented as linear transforms of \( d \) features of \( X_T \) and \( X_B \). Analogous to PC loadings, cPCA provides cPC loadings, which indicate how strongly each of the \( d \) input features contributes to the corresponding cPC. By examining a list of \( d \) learned features via NRL and cPC loadings, we can understand the relationships between the \( d \) features and cPCs; and we can also interpret the contrastive representation \( Y_T \).

## 4 Design Considerations

The aforementioned i-cNRL can generate a contrastive representation which highlights the uniqueness of a target network. However, to thoroughly understand the uniqueness, we opt to empower the automated analysis with interactive visualization, which can tightly integrate the knowledge and adaptability of human experts with the statistical learning of machines [79, 84]. We comprehensively identify a set of limitations to i-cNRL for contrastive network analysis in depth, which leads to the following design considerations for our visual analytics framework, ContraNA. In general, we aim to amplify the Discovery, Interpretability, Intuitiveness, and Flexibility (DIIF) in visual contrastive network analysis.

**DC1: Support the discovery of whether a target network is unique compared to a background network, and which part of the network relates to the uniqueness.** The uniqueness of a target dataset relative to the base is embedded in the contrastive representation \( Y_T \) generated by CL-based representation learning methods, including cNRL. Many previous works attempted to display this data to reveal the uniqueness [2, 3, 27]. However, because \( Y_T \) only contains the information of the target network \( G_T \), reviewing only \( Y_T \) is not sufficient to understand how well the CL method finds uniqueness. Also, it is difficult to identify which data points (i.e., network nodes in our case) highly relate to the found uniqueness. The visual analytics framework should support discovering the uniqueness and the associated nodes by presenting the information in both the target and background networks.

**DC2: Enhance the interpretability of the features learned by NRL and the cPCs generated by CL.** Investigating the relationships among the network features, cPCs, and the representation \( Y_T \) is important to interpret the uniqueness of \( G_T \). While i-cNRL is designed

### 3.2 Interpretable cNRL (i-cNRL)

In ContraNA, to interactively examine the identified unique characteristics with human-understandable explanations, we employ an interpretable version of cNRL, called i-cNRL, where DeepGL [77] and cPCA [2] are used as the NRL and CL methods, respectively. Providing interpretability is the core feature of ContraNA as it helps the analysts understand the meaning of unique characteristics found in one network and the reason why such uniqueness can be seen in only that network.

**NRL with DeepGL.** Using DeepGL [77] as NRL, i-cNRL generates feature matrices \( X_T \) and \( X_B \) with interpretable network features. The features consist of the base feature and relational function \( f \).

A base feature \( x \) is a measure we can obtain for each node, such as in-, out-degree, degeneracy (k-core numbers) [73], PageRank [73], or an attribute (e.g., gender of a node in a social network).

A relational function \( f \) is a combination of relational feature operators (RFOs), each of which summarizes base feature values of one-hop neighbors of a node. For example, the operator can be a computation of the mean, sum, maximum base feature values of one-hop neighbors of a node. Also, the neighbors can be either in-, out-, total-neighbors. Together with the summary measure \( S \), the operators are denoted \( \Phi_S \), \( \Phi_d \), and \( \Phi_g \), respectively. For example, \( \Phi_{\text{mean}}(x) \) computes the mean of the in-neighbors of a node. Moreover, the RFO can be applied repeatedly.
Figure 2: The analyst is using ContraNA to conduct a contrastive analysis of the Dolphin social network [69] (the target network) and the Zacharys karate club network [94] (the background network). (a) A contrastive representation view shows contrastive representations of target and background networks. (b) A feature contribution view visualizes network features generated by DeepGL and their contributions to each cPC (i.e., scaled cPC loadings). (c) A probability distribution view depicts target and background networks’ probability distributions of the selected network feature in (b). (d)(e) A network layout view draws laid-out target and background networks, respectively. (f) The analyst can change several settings of the algorithm and visualizations from the drop-down menu.

Figure 3: Contrastive network analysis workflow with ContraNA.

to provide interpretable network features and cPCs, understanding them from i-cNRL's direct outputs is not straightforward. For example, DeepGL could generate a sophisticated relational function such as \((\Phi_{\text{sum}} \circ \Phi_{\text{max}} \circ \Phi_{\text{mean}})(x)\). Moreover, examining cPC loadings for each feature would be time-consuming when DeepGL produces many network features. The framework should provide visualizations to facilitate easy understanding of the above information.

DC3: Offer intuitiveness in understanding a target network’s uniqueness by relating it to common network visualizations. The contrastive representation \(Y_T\) generated could contain complicated patterns that are difficult to understand. Thus, it is not intuitive enough to just view these patterns directly based on the i-cNRL results in the embedding space. To help analyze such patterns, the framework should provide links between the results of i-cNRL and commonly used visualizations for network analysis, such as laid-out networks and probability distributions of network centralities.

DC4: Provide the flexibility to interactively adjust the i-cNRL parameters to generate results based on the analysts’ interest. The results of i-cNRL heavily depend on the parameters used for each embedding step. For example, changing a value of the contrast parameter \(\alpha\) might reveal different unique characteristics in \(G_T\). For analysts with advanced knowledge on NRL and CL, the framework should provide abilities for interactively tuning the i-cNRL results based on their needs.

5 Framework Overview

Grounded by the DIIF design considerations, we develop ContraNA which augments the back-end i-cNRL algorithm with interactive visualization (Fig. 2), supporting visual contrastive network analysis. Fig. 3 shows a workflow of conducting contrastive network analysis with ContraNA. The workflow starts from (A) generation of the i-cNRL results that includes NRL with DeepGL and CL with cPCA (Fig. 1). Afterward, the analyst can first (B) identify whether or not there are any unique characteristics only found in a target network from the contrastive representations visualized by ContraNA (Fig. 2-a). If such characteristics exist, to understand the uniqueness, the analyst can (C) interpret the network features and cPCs generated by i-cNRL with visualizations in Fig. 2-b. They can also (D) analyze the contrastive representations, network features, and cPCs by relating them with probability distributions (Fig. 2-c) and laid-out networks (Fig. 2-d, e). Based on findings during the exploration, the analyst might want to adjust the parameters of i-cNRL.

The above procedure is our expected main analysis workflow as indicated by the thick blue arrows in Fig. 3. However, the ContraNA UI provides the flexibility in the analysis activities, shown by the solid gray arrows in Fig. 3. For example, the analyst might want to start to (D) see laid-out networks in order to grasp the topological differences between target and background networks at a glance, and then (B) examine the differences with the contrastive representations. Also, such an interactive analysis often requires to go back and forth between different views to validate findings obtained in one view.

Due to the high computational cost of NRL with DeepGL (e.g., 20 seconds for a network of 6k nodes and 20k links), we decided to support the interactive parameter adjustment only for cPCA. After the analyst updates DeepGL’s parameters and generates the network features, they can analyze the results with the ContraNA UI.

We have developed ContraNA as a web application. For the back-end algorithms, we use Python to integrate the existing i-cNRL implementation [36]. The front-end UI is implemented with a com-
b) Highlighting of Visual representations in ContraNA.
(c) Selection with lasso

With the results generated by i-cNRL, the first step of our anal-
ysis workflow (Fig. 3-A), ContraNA’s contrastive representation view (Fig. 1-a) visualizes the results to reveal whether or not there is uniqueness in the target network compared to the background network, serving as the following step (Fig. 3-B, DC1-Discovery).

Visual Identification of Target Network’s Uniqueness. Similar to existing works [2, 7, 89], a potential solution is comparing the results of ordinary PCA and cPCA. For example, given the two protein interaction networks, LC-multiple [75, 93] and Combined-AP/MS [21, 93], as shown in Fig. 4-a1, cPCA reveals that TC has much higher scatteredness than TB. Moreover, we can easily grasp which parts of a target network have strong uniqueness.

Similar to other representation learning methods (e.g., PCA and MDS [68]), a distance in the embedding space of cPCA represents a dissimilarity between nodes. Thus, when the target network nodes are highly unique, they are placed far away from the nodes in the background network (e.g., the nodes in the red boxes of Fig. 4-a4).

6.1 Visualization of Contrastive Representations

With the results generated by i-cNRL, the first step of our analysis workflow (Fig. 3-A), ContraNA’s contrastive representation view (Fig. 1-a) visualizes the results to reveal whether or not there is uniqueness in the target network compared to the background network, serving as the following step (Fig. 3-B, DC1-Discovery).

Visual Identification of Target Network’s Uniqueness. Similar to existing works [2, 7, 89], a potential solution is comparing the results of ordinary PCA and cPCA. For example, given the two protein interaction networks, LC-multiple [75, 93] and Combined-AP/MS [21, 93], as shown in Fig. 4-a1, cPCA reveals that TC has much higher scatteredness than TB. Moreover, we can easily grasp which parts of a target network have strong uniqueness.

The problem is mainly because we do not know how nodes in a background dataset distribute in the embedding space generated by CL. Thus, we introduce a method that plots the contrastive representations of target and background datasets, YT and YB, together. As shown in Fig. 4-a3, a4, h3, b4, YT and YB are visualized as green circles and brown triangles, respectively.

When a network has high variance in the embedded space, its nodes are widely distributed along cPCs. Thus, the uniqueness of a target network GT can be identified by comparing the scatteredness of nodes in YT and YB. As shown in Fig. 4-a4, b4, cPCA reveals that YT has much higher scatteredness than YB. Moreover, we can easily grasp which parts of a target network have strong uniqueness.

Simultaneously, the analyst can highlight the target or the background network (e.g., the nodes in the red boxes of Fig. 4-a4).

Figure 5: Node highlighting and selection supported in the contrastive representation view.

Figure 6: Representations of network features in DeepGL and ContraNA. Here, as an example, we use a complex feature (consisting of three relational feature operators) that DeepGL may produce. (a) and (b) represent the same feature: the sum of out-neighbors of the sum of all-neighbors of the mean of in-neighbors of total-degrees. (c) shows an example of the computational flow of this feature. In (c), the circles and arrows represent nodes and directed links of a network.

6.2 Interpretation of Network Features and cPCs

With the above observation from the contrastive representation view, we move on to interpret the network features and cPCs (Fig. 3-C, DC2-Interpretability) with the feature contribution view (Fig. 2-b).

Visual Representation of Network Features. The left part of the feature contribution view lists all the network features generated by DeepGL. They usually consist of a few relational feature operators (RFOs), which are represented with mathematical notations (Fig. 6-a). However, it is difficult for analysts to interpret features with such notations. We thus design an intuitive visual representation of the features (Fig. 6-b).

A network feature learned by DeepGL consists of the base feature (e.g., total-degree), summary measures (e.g., mean), and neighbor...
types (e.g., in-neighbors). We use a gray rectangle and an ellipse with text labels to denote a base feature and a summary measure, respectively. Then, we connect them with a line and, to indicate the neighborhood type, annotate with a text label (in, out, or all). Also, for in- and out-neighbors, we use an arrowhead to indicate the direction.

Lastly, we order them from left to right based on the computational flow to obtain the feature value. The resultant representation in Fig. 7 (from left to right) visualizes PageRank values of $G_T$’s nodes, the maximum of all-neighbors of PageRank values, and the mean of all-neighbors of them. Thus, the analyst can visually understand how the base feature values spread across the neighbors and how the final network feature values are derived.

Through the analysis from Fig. 3 A to D, we can conclude that the Dolphin network $G_T$ has unique characteristics relative to the Karate network $G_B$. The uniqueness highly relates to F8: eigenvector centralities of each node’s neighbors, and it clearly reveals the separation of the two communities in $G_T$, which cannot be seen in $G_B$.

### 6.4 Refinement of Contrastive Representations

The cPCA used in i-cNRL automatically selects the contrastive parameter $\alpha$ and computes cPCs to generate the optimized contrastive representations, i.e., maximizing the variation in $X_T$ while simultaneously minimizing the variation in $X_B$ [39] (Fig. 1). However, the update of $\alpha$ in cPCA causes an arbitrary sign flipping for each cPC, similar to PCA [38]. Fig. 8-a shows an example of the flipping along both horizontal and vertical directions when $\alpha$ is changed, making it difficult to follow.

To address this, we employ a similar solution used for PCA [87]. For each of cPC1 and cPC2, we compute the cosine similarity between the coordinates of all nodes before and after the update; then if the similarity is negative, we flip the sign generated by cPCA. Fig. 8-b shows the result with the sign adjustment. As $\alpha$ decreases to 38, the orange node annotated with the green rectangle moves toward the right-bottom and the separation of nodes with low (purple) and higher values (pink, orange, and yellow) becomes more salient.

### Adjustment of Contrastive Principal Components

We introduce an interactive method for customizing cPCs, which can be

---

**Figure 7:** Visualization of intermediate computational results of feature F15.
used for both PCA and cPCA. First, in the contrastive representation view, a preferable axis direction for cPC1 can be drawn as a straight line (Fig. 9 a). We then rotate the projection based on the angle between the drawn line and cPC1 (Fig. 9 b). As a result, we also need to update the cPC loadings shown in Fig. 2 as described in Section 3.3. Similar to the rotation in ordinary PCA [76], the cPC loadings can be obtained by simply multiplying a rotation matrix with the above user-defined angle. For example, Fig. 9 a, b show a subset of the cPC loadings corresponding to F7-10 before and after the rotation. We can see that F8 has a strong contribution to both cPC1 and cPC2 and F10 has a stronger contribution to cPC1 than before.

Note that we can also use a method developed by Kwon et al. [69] for general scatterplots, including cPCA projection results. It generates new axes based on the user-drawn freeform line over the plot and nonlinear transformation. However, we use the above linear transformation, so that we can update cPC loadings, which are important to interpret the result of cPCA.

7 Case Studies

In Sect. 6 we have shown the effectiveness of ContraNA through an example of comparing two social networks. Here, we demonstrate two additional case studies, including an evaluation of a network model and a comparison of protein interaction networks.

7.1 Study 1: Evaluation of a Network Model

Network modeling is essential to simulate and understand real-world networks (e.g., how they grow and shrink). It also can be used to perform what-if analysis (e.g., what elimination of a hub node will cause), as well as to generate synthetic datasets [42]. ContraNA can help evaluate network models by comparing them with real-world networks. In this case study, we focus on peer-to-peer (P2P) networks, where a precise network model is essential for analyzing the robustness of a P2P network [66]. P2P networks are often scale-free [69], thus, we use the Price’s model [73] as an evaluation target. As listed in Table 1 (see Sect. 8), to identify which characteristics the Price’s model does not simulate well, we set a real-world P2P network (p2p-Gnutella08) as GT, and the network generated with the Price’s model (Price 2) as GB.

As shown in Fig. 10, the contrastive representation view indicates the differences in the node distributions of GT and GB. The P2P network (GT) has clear groups of nodes, unlike Price 2 (GB). From Fig. 10, in-degree, total-degree, and k-core are identified as main contribution features. After selecting in-degree in Fig. 10, we can review the related information with the other views (Fig. 10 CR1, TG1, BG1), we notice that GT has a region where nodes have a much higher in-degree than the other nodes, as annotated with the green boxes in Fig. 10 CR1, TG1. Similar findings appear when the total-degree is selected in Fig. 10 FC. As for the k-core number (Fig. 10 CR2, TG2, BG2), there is no obvious difference of this feature in GB, but a clear distinction with 8 groups of nodes in GT, as annotated in Fig. 10 CR2. Moreover, from Fig. 10 FC, we can see that cPC1 is more related to the k-core values and cPC2 is more related to the degree of nodes. Therefore, unique characteristics in the P2P network have been identified.

Also, the result above reveals more variations of the k-core number in the P2P network GT. The k-core number informs that a node at least connects to other k nodes [73], indicating that the Price’s model presents a significant difference in the network robustness from the P2P network. This issue arises because the Price’s model forms networks by always adding a new node with a fixed number of links; as a result, the generated nodes have a constant k-core number. Therefore, to better simulate the P2P network, we should develop or use a model that can generate multiple k-core numbers, such as the dual-Barabási-Albert model [71] or its extension [35].

7.2 Study 2: Comparison of Interactome Networks

In this case study, we compare two interactome networks, LC-multiple and Combined-AP/MS [93], which represent protein-
Figure 11: Case study 2. (FC) shows a subset of features in the feature contribution view. (CR1, TG1, BG1) show the contrastive representation, target network layout, background network layout views after selecting F8. Similarly, (CR2, TG2, BG2) are the results after selecting F9. ①–④ at the bottom show the zoomed regions from TG2 and BG2.

Therefore, additional validation would be needed before deciding their importance based on only one dataset.

8 Controlled User Study

In addition to the case studies, we conducted a controlled user study to assess the usefulness of ContraNA for contrastive network analysis. We aimed to answer these research questions: (Q1) Can analysts effectively identify unique characteristics in a target network (compared to a background network), and (Q2) Can analysts properly interpret and explain the found uniqueness? We expected that Q1 would be primarily addressed by the contrastive representation view, and that all the other coordinated views would help answer Q2. We provide the materials used for the study online [1], including the datasets listed in Table 1, their visualized results with ContraNA, and questionnaires.

8.1 Study Design

As far as we know, ContraNA is the first framework designed for contrastive network analysis, and thus we were not able to find a baseline system to compare against. Therefore, we design the following study to evaluate the usability of ContraNA in terms of discovering a target network’s uniqueness and interpreting it.

Datasets. As shown in Table 1, we generated random networks (Random 1, 2) with Gilbert’s random graph [10] and scale-free networks (Price 1, 2) with the Price’s preferential attachment models [73], as well as used several public datasets. We categorized the analysis tasks into three by carefully selecting target and background networks: (a) no uniqueness is in \( G_T \) (# of RFOs is \( W/A \)), (b) the uniqueness in \( G_T \) can be identified and interpreted with a network feature containing only the base feature (# of RFOs = 0), and (c) containing RFOs (# of RFOs \( \geq 1 \)). As the number of RFOs increases, a feature becomes more complicated and the task becomes harder.

Participants. We recruited 12 participants (4 females and 8 males; aged 18–44) at a local university, with 10 from computer science and 2 from political science. There were 1 postdoc-fellow, 10 PhDs, and 1 Master’s. We pre-screened participants to ensure that they have fundamental knowledge of network science. Their self-reported familiarity with network analysis had the median of 5 (not familiar) to 7 (use regularly). Out of 7 network centralities/measures used in the study (i.e., degree, closeness, betweenness, eigenvector, Katz centralities, PageRank, and \( k \)-core number [73]), participants’ knowledge of these had the median of 3 (not familiar).

Apparatus. The study was conducted on an iMac (4 GHz Intel Core i7, 16GB 1,600 MHz DDR3) with a 27-inch display (5, 120 × 2, 880 pixels), connected with an Apple Magic Mouse 2. The UI was presented with Google Chrome in full-screen mode. Because the refinement of contrastive representations (Sect. 6.4) was not relevant to our study tasks, we disabled the related functionalities.

Tasks and Design. Based on Q1 and Q2, given target and background networks, participants were asked to perform comparative analysis using ContraNA and complete two subtasks, (ST1) and (ST2): (ST1) identifies whether or not the target network has any uniqueness compared to the background network, and (ST2) explains the found uniqueness (if any) or the reason of concluding there is no uniqueness. ST1 required a selection from options of Yes, No, and I’m not sure; for ST2, participants were asked to write down their explanation. We employed a within-subjects design for our study. Each participant completed three comparative network analysis tasks in our main study, using three different pairs of networks (Tasks A, B, and C in Table 1). The order of tasks was counterbalanced across participants.

Procedure. At the beginning, participants provided their demographics and backgrounds on a survey. A brief tutorial was then presented including explanations of the definition of the uniqueness, the above 7 network centralities/measures, the usage of ContraNA,
Table 1: Networks used for the controlled user study and case studies, where \( n \) and \( l \) represent the numbers of nodes and links, respectively.

| Tutorial | Target Network \( G_T \) | Background Network \( G_B \) | \# of RFOs* |
|----------|--------------------------|--------------------------|------------|
| Tutorial 1 | Princl \((n = 100, l = 294)\) | Random1 \((n = 100, l = 471)\) | 0 |
| Tutorial 2 | Random2 \((n = 100, l = 525)\) | Combined-AP/MS \((n = 100, l = 525)\) | N/A |
| Tutorial 3, Case Study 2 | LC-multiple \((n = 1, 536, l = 925)\) | School-Day1 \((n = 1, 622, l = 9, 070)\) | 1 |

Training

| Task A | Brain-Low \((n = 238, l = 369)\) | Brain-High \((n = 1, 366, l = 5, 355)\) | N/A |
| Task B, Case Study 1 | p2p-Gnutella08 \((n = 6, 301, l = 20, 777)\) | Princl \((n = 6, 233, l = 19, 897)\) | 0 |
| Task C | Delphs \((n = 66, n = 159)\) | Karate \((n = 34, l = 78)\) | 1 |

* \# of RFOs in a network feature that highly contributes to the uniqueness in \( G_T \).

Figure 12: Accuracy (left) and completion time (right) for each subtask.

and 3 concrete analysis examples. Afterward, participants completed a training session, allowing them to get familiar with ContraNA and the task, followed by the real study consisting of three tasks. The datasets used in the tutorials, training, and study tasks are shown in Table 1. Think aloud protocol was used during the training and task sessions. They were allowed to ask questions about the ContraNA UI and the network centralities and measures. No time limit was set for the tasks. Lastly, participants provided their feedback with the NASA TLX [99], a questionnaire about ContraNA’s visual interface, and a semi-structured interview. The whole study lasted around 1 hour per participant.

8.2 Results

This section reports our controlled study results including task accuracy, completion time, and participants’ subjective feedback.

Accuracy. The accuracy for each subtask is shown in Fig. 12. Two network science experts independently rated participants’ explanations in ST2 with a scale of 1 (the worst) to 5 (the best) based on correctness and comprehensiveness. Weighted Cohen’s kappa coefficient indicates high reliability of the ratings (\( \kappa = 0.83, \) in the range of 0.81–1.00: almost perfect agreement) [20].

In general, Task B has the highest mean accuracy for both ST1 (100%) and ST2 (92%), which might be because the uniqueness of the target network can be understood easily with the base feature. However, for ST1, a Cochran’s Q test [70] does not show any significant differences across tasks. For ST2, a Friedman test [70] reveals significant differences (\( \chi^2 = 7.55, p < 0.05 \)) shows a weak positive correlation (Pearson’s correlation coefficient \( \rho = 0.31 \)) with the numbers of known network centralities/measures they knew, which generally represent their level of expertise in network science. Thus, higher expertise seems to help provide better explanations.

Completion Time. Fig. 12-right shows the completion time for each task. However, a Friedman test does not show any significant difference across tasks. There is a weak negative correlation (\( \rho = -0.33 \)) between the completion times and the numbers of known network centralities/measures (i.e., the expertise helped finish tasks faster). For Tasks A and B, ST2 (2.7 minutes and 3.5 minutes, respectively) took longer than ST1 (both 2.5 minutes). But for Task C, it is the opposite (ST1: 3.5 minutes, ST2: 2.7 minutes). From our observation, the reason might be that participants tried to find the explanation (ST2) before deciding their answer to ST1.

Subjective Feedback. Fig. 13 lists participants’ ratings with the NASA TLX. Generally, ST2 has higher mean values than ST1 in each task; however, a Wilcoxon signed-rank test does not show any significant differences in each pair of subtasks. Participants expressed relatively high mental demand and effort for performing the tasks, which is plausible because the network analysis needs high concentration. Fig. 14 shows the questionnaire results on the impression of ContraNA. Overall, participants felt that ContraNA is easy to learn, easy to use, and useful to perform ST1 and ST2. For the usefulness of each UI function, the contrastive representation, feature contribution, and network layout views receive high ratings, especially the contrastive representation view, whereas the probability distribution view has relatively low scores. Also, a Friedman test (\( \chi^2 = 18.0, p < 0.001 \)) shows significant differences between the contrastive representation views of ContraNA’s visualization of intermediate computational results (Fig. 7), which is used to understand complicated network features: “Those are particularly useful because you can see the levels of how these [i.e., features] are getting computed like that” (p3). Two participants with expert knowledge mentioned that they wanted to use the opposite order from the current representation (i.e., from left to right, placing RFOs first and then a base feature) because they mentally converted each network feature in this order. However, others stated that they were used to understand each feature from a base feature.
9 Discussion

We have presented ContraNA and validated it with case studies and a controlled user study. Here, we provide a thematic discussion on additional aspects of ContraNA as well as the studies.

Limitations in Visual Scalability. While the studies indicate the usefulness and effectiveness of ContraNA, it is not without limitations. ContraNA employs scatterplots, node-link diagrams, and heatmaps in its interface, but these techniques suffer from scalability issues. We can enhance these techniques with filtering, aggregation, and focus+context methods to mitigate the issues [23]. A specific scalability issue in ContraNA is the visual representation of network features, where we use rectangles in the feature contribution view, ellipses, lines with text labels. This may limit the number of ROIs to display in a network feature. However, this is not a major issue, because NRL methods (including DeepGL) that generate features based on relationships of node neighbors are generally utilized with only a few hops (typically 2 or 3) of neighbors [55][57]. Another issue could be caused when NRL produces a large number of features (e.g., 100 features). This issue can be addressed by only displaying features that highly contribute to cPCs as such features are most important to interpret the cNRL results.

Ambiguity of Uniqueness. In spite of high mental demand and effort, participants achieved high accuracy in identifying (Q1) and explaining (Q2) the uniqueness in a target network when it actually exists (Tasks B and C). However, when a target network did not have clear uniqueness (Task A), the accuracy for ST1 was relatively low, though there was no significant difference [Sect. 8.2]. Potential reasons might be associated with the ambiguity of uniqueness and participants’ expectation, as noted by p1: “It wasn’t too difficult [to learn and use the contrastive representation view] but I had a question of how much separation is enough to define uniqueness.” While the contrastive representation view in Task A showed the similar scatteredness between target and background networks, participants were able to find some small regions that seemed to relate to the uniqueness if they had an expectation for uniqueness. We found that all 5 participants who answered Yes for Task A-ST1 did not provide a convincing explanation, with mean accuracy for Task A-ST2 52% (Fig. 12). How to better define and inform a threshold of containing the uniqueness should be addressed in the further work.

Importance of Interpretable and cNRL. One notable result is that participants spent similar time in completing ST1 and ST2. This surprises us because we expected that ST1 would be finished much faster because they only needed to review the contrastive representation view and select an answer, while ST2 required the use of multiple views and writing an explanation. From our observation, we noticed that although they quickly recognized the uniqueness from the contrastive representation view, before selecting the answer, they tried to understand the reasons behind to convince themselves. This points out the importance of providing the interpretability in algorithms, including NRL and CL methods. This fact also influenced the mean accuracy of Task C-ST1. Three participants chose I’m not sure because they were not able to completely understand why the target network was unique while the potential uniqueness was found, which may be due to their lower expertise in network science.

All the views except for the probability distribution view seemed to be useful according to participants. From our interviews, several participants mentioned that for easier tasks (e.g., Task B) it was not necessary to use the probability distribution view; for more difficult tasks (e.g., Task C), the probability distribution view was not helpful to reveal the uniqueness. This indicates the limitation of network comparison based on probability distributions, which is a popular analysis approach, and the necessity of more advanced embedding based approaches, such as cnRL. Further, when asked about how to perform similar tasks without ContraNA, participants provided approaches of either comparing probability distributions of basic network centralities or comparing laid-out networks. Also, they mentioned that they might be able to find the uniqueness with their stated approach but it would be “awful” (p9) and “take longer” (p1), and “I might miss some uniqueness” (p5). In contrast, using ContraNA is “much easier because it supports a lot of stuff you need to deal with... Comparing the target and background in the contrastive representation view is really helpful. If you see spreading patterns of a target, it might be unique.” (p1).

Usage with Other Algorithms. ContraNA employs i-cNRL because of its interpretability; however, most of ContraNA functionalities are generic enough to be well adapted with other NRL and CL methods in the architecture. For example, if the interpretability is not required, DeepGL can be replaced with GraphSAGE [46], where only network features are changed. Thus, ContraNA is still applicable by updating the visual representations of features in the feature contribution view. Similarly, we can switch cPCA with the other CL methods, such as cVAE [3][80] which can find uniqueness in a target dataset even when its data points and latent features have nonlinear relationships. As we cannot obtain the features’ contributions, in this case, we can simply remove the heatmap from the feature contribution view. Also, once other interpretable CL methods are developed, we do not need any changes to integrate them into ContraNA. Another potential extension is cooperating with link feature learning, which is also supported by DeepGL. In this case, we just need to add visual encodings of links to the views of ContraNA.

Adaptation for Application Domains. As presented, the linking with laid-out networks is important to intuitively understand uniqueness. Networks are often visualized in a specific manner according to the application domain. For example, when analyzing brain networks, neuroscientists often use adjacency-matrix based visualizations or 2/3D node-link diagrams [30]. This is because the former is useful to find correlated brain regions with matrix-reordering algorithms [12] and the latter can help relate analysis results to the actual locations in a brain. By customizing the network layout views, ContraNA can support such analysis tasks in this specific domain. Also, as shown in Sect. 8.2, the way to understand network features generated by DeepGL is different by the analyst. Therefore, we should consider adding settings to customize the representation of network features based on the analyst’s preference.

10 Conclusion and Future Work

We have presented ContraNA, a visual analytics framework for network comparison, which utilizes two machine learning schemes—network representation learning and contrastive learning—together with an intuitive visual interface. ContraNA provides the capability for effectively identifying and understanding unique characteristics of one network relative to another, supporting four key capabilities as outlined by DIFH. As our case studies indicate, ContraNA promises to extract insights from networks found in various application domains. Our controlled user study also reflects the usefulness and effectiveness of ContraNA with carefully-designed analysis tasks. In the future, to provide more variations for contrastive network analysis, we plan to extend the framework for comparison of two groups of multiple networks, including dynamic network comparison. We also wish to adapt ContraNA to other CNRL algorithms (e.g., based on GraphSAGE [46], cVAE [80], etc.) and application domains (e.g., brain network analysis).
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