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We study the performance of a typical near-future full sky CMB space mission, aiming at the characterization of the large scale $B$-modes polarization anisotropies with precision on $r \sim 0.001$, after a map-based parametric cleaning of galactic dust and synchrotron, and in the case of spatially varying astrophysical spectral emission laws. Ignoring the spatial variability of the spectral emission laws may result in a bias on $r$ as high as $\mathcal{O}(0.01)$ for realistic models of the variability. However, we show that the component separation formalism can be extended to suppress this bias efficiently. We demonstrate this within the context of the semianalytic formalism of [1], which we generalize to such cases and use it to propagate the foreground residuals to a cosmological likelihood on tensor-to-scalar ratio, $r$. In particular, we investigate the effects due to introducing extra, independent sets of scaling parameters for different sky areas and including additional scaling parameters per sky area. We then show that the residuals resulting in such cases can be efficiently described with help of extra terms introduced in a model of the covariance of the component-separated CMB maps and which lead to suppression of the bias on $r$ down to the level lower than the expected statistical uncertainty. We discuss how these additional terms can be constructed self-consistently from the available data.

I. INTRODUCTION

The characterization of CMB polarization is in a prosperous period, with many ground-based projects already observing (among which POLARBEAR [2], BICEP-Keck [3], SPTPol [4], ACTPol [5], BICEP 3 [6], Simons Array [7], Advanced-ACTPol [8], SPT-3G [9]) or about to observe (e.g. Simons Observatory [10], BICEP Array [11], CMB-S4 [12]), along with proposed space projects such as LiteBIRD [13], PIXIE [14] or PICO [15]. Although their science cases are generally broad, the characterization of the $B$-modes polarization patterns on the largest angular scales is one of the most exciting goals: if detected, it would help us understanding the inflationary mechanism, and open up an observational window onto the physics at the highest energies [16]. If not detected, we would be able to discriminate entire class of inflationary models [17, 18]. Yet, reaching this tiny signal requires an exceptional instrumental sensitivity and exquisite control of the noise on the largest angular scales as well as systematic effects. We study in this paper polarized galactic foregrounds, constituting one of the most important contaminants, which, if not taken into account in the analysis, can produce spurious polarization signal corresponding to values of the tensor-to-scalar ratio, $r$, as high as 0.01 in the cleanest frequency bands as well as in the cleanest parts of the sky [19].

Polarized galactic foregrounds are dominated by dust and synchrotron emissions, which are still only poorly known with the best constraints due to Planck [20–22]. The limited knowledge of spectral emission densities (SEDs) of these signals leaves the possibility of a rather complex sky, even at high galactic latitudes. This view is further corroborated by several theoretical and observational works [23–25], which indicate that spectral indices, parametrizing synchrotron and dust SEDs, are typically to be expected to vary across the sky. If this is indeed the case, the component separation methods need to estimate these emissions in various parts, or regions, of the sky. This will be particularly pertinent in the analysis of (nearly) entire sky data, as expected from future satellites, where neglecting the SEDs variability could lead to a false detection of the tensor-to-scalar ratio $r \approx 0.005–0.01$ [26, 27]. However, given the projected and limited sensitivity of the future CMB instruments, such a generalization of the foreground cleaning procedure will unavoidably affect the quality of the characterization of the SEDs, consequently, allowing for more of the leaked galactic foregrounds signal in the final, estimated, cleaned CMB map [28]. This could potentially undermine the feasibility of reaching the scientific target of $r \leq 0.001$ as defined for the future missions, even in the cases when the spatial dependence of the foregrounds spectral indices is known a priori. In this paper we generalize the approach of [1] and study foreground residuals arising in such more general applications, showing how to model residuals of a different origin and how to incorporate them in the cosmological likelihood on $r$.

The paper is organized as follows. In section II we describe our component separation method, which is based on a parametric, pixel-based maximum-likelihood approach — but adapted to deal with the spatial variability of spectral emission laws. We also detail the assumptions regarding the sky simulations, the specifications of a typical space CMB instrument, as well as the implementation of the algorithm. We present our results in section III, which are split between two cases: an ideal case where we know a priori the regions where spectral indices can be assumed constant, and a more realistic case where we do not have such information. Finally, we discuss our...
results and the potential developments of such method in section IV.

II. METHOD

We adopt the parametric component separation method [29, 30] throughout this work and therefore assume that dust and synchrotron spectral emission distributions can be parametrized by a set of parameters denoted $\beta$. The fact that we let the SEDs to vary between different regions of the sky [31] or even different line-of-sights has two major consequences which have to be accounted for in a high precision analysis: we not only need to allow for different scaling laws in different sky areas, but may have to adopt more complex scaling laws, which appear naturally as a result of averaging the signal over multiple line-of-sight falling into the same sky pixels [32]. This would also be expected due to averaging over different SEDs along the same line of sight, or even different SEDs due to multiple dust species [23]. This latter effect will typically call for more scaling parameters per sky area needed to describe such a more complex scaling law, while the former will need for more sets of the scaling parameters used to characterize different sky areas.

One of the attractive features of the pixel-based parametric technique is that it straightforwardly permits assigning different sets of spectral parameters to different sky areas. In the most extreme case, this can correspond to having a single set of spectral parameters for each considered sky pixel. On the other extreme, there will be only one set of spectral parameters for the entire available map. The former case is in principle the most conservative and robust as it would lead to no bias in the results as long as the assumed scaling laws are sufficiently close to the true ones. However, this comes at the cost of as many as $n_\beta n_{\text{pix}}$ extra degrees of freedom and is therefore bound to boost up significantly the statistical uncertainty of the estimates. In contrast, assuming a single set of spectral indices for the entire map, while clearly beneficial from the point of view of the statistical errors, can be potentially detrimental as far as the bias is concerned. Given what we know about the polarized foregrounds, this latter occurrence is indeed likely to be the case and we therefore may need to consider intermediate options which trade the systematic for the statistical uncertainty, in principle allowing to achieve the smallest statistical errors while keeping the systematic ones negligible.

Therefore, in order to account for the spatial variability of spectral indices, we explore the possibility of dividing the full observed sky into a set of disjoint sky regions, and assigning a different set of spectral indices to each of those. We then fit independently for each of the sets of indices. For simplicity and definiteness, the regions are defined to follow a HEALPIX grid [33] with a resolution set by the HEALPIX parameter $n_{\text{side}}$. Similarly, the true sky scaling parameters are assumed to vary over another HEALPIX grid with a resolution defined by $n_{\text{side}}^\beta$. In this work, for fixed value of $n_{\text{side}}^\beta$, we study settings with different values of the $n_{\text{side}}^\beta$ parameters, $0 \leq \{n_{\text{side}}^\beta, n_{\text{side}}^\beta\} \leq n_{\text{side}}$, thus exploring intermediate cases for which the trade-off between the statistical and systematic errors is different. While these assumptions are clearly oversimplifying the actual circumstances, they allow us to investigate and clarify the impact of different factors in a controlled manner.

A. Rendering of parametric maximum-likelihood component separation

Similarly to e.g. [34], for each sky pixel $p$, we model the data as,

$$d_{p,\text{obs}} = A^\nu(\beta_p) s_p + n_{p,\text{obs}}^\nu, \quad (1)$$

where,

- $d_{p,\text{obs}}$ is a vector containing the observed Stokes parameters, $\{Q,U\}$, at a frequency $\nu$;
- $s_p$ is the sky signal containing the $\{Q,U\}$ amplitudes of the real sky components, cosmological and astrophysical, namely

$$s_p \equiv \{Q_p^{\text{CMB}}, U_p^{\text{CMB}}, Q_p^{\text{dust}}, U_p^{\text{dust}}, Q_p^{\text{sync}}, U_p^{\text{sync}}\}, \quad (2)$$

if we assume that the polarized sky is composed of CMB, dust and synchrotron.

- $n_{p,\text{obs}}^\nu$ is the frequency-dependent instrumental noise, and,
- $A^\nu$ is the so-called mixing matrix, parametrized by a set of spectral indices, $\beta$, which can be different for each sky patch, $P$, ranging from the full sky to individual pixels. We distinguish between the true spectral indices $\beta^{\text{true}}$, used to simulate the observed frequency maps following Eq. 1, and the estimated spectral indices, $\hat{\beta}$, which are recovered from the mock data sets as discussed in the following. The latter not only can be assumed to vary over the sky differently than the former but can indeed have a different physical interpretation. Specifically, as mentioned earlier, we assume that $\beta^{\text{true}}$ is uniquely defined for each HEALPIX pixel with a resolution $n_{\text{side}}^\beta$. This can be different from the HEALPIX grid with a resolution $n_{\text{side}}^\beta$, used to define the sky patches, $P$, and assumed during the component separation. For each of these regions, we estimate a different set of spectral parameters, $\hat{\beta}$.

For a given set of observed frequency maps, $d_{p,\text{obs}}^\nu$, and the knowledge of the noise covariance, $N = N_{\nu\nu'}^p = \langle n_{p}^{\nu} n_{p'}^{\nu'}^T \rangle$, it is possible to estimate the set of spectral parameters $\hat{\beta}$ and hence the scaling law of each sky component:

$$\hat{\beta} \equiv \arg\max (L_{\text{spec}}(\beta)) \quad (3)$$
where the spectral likelihood, $\mathcal{L}_{\text{spec}}$, is defined as, \cite{34},

$$-2 \log(\mathcal{L}_{\text{spec}}(\beta)) \equiv \left( A^T N^{-1} d \right)^T \left( A^T N^{-1} A \right)^{-1} \left( A^T N^{-1} d \right). \tag{4}$$

This likelihood can be either obtained via maximization of the original likelihood over the sky signal estimates or marginalization over them \cite{34}. In this latter case, an additional term proportional to the logarithm of the determinant of the sky signal covariance would appear on the right hand side leading to biases of the estimated spectral parameters \cite{34}. This can be corrected for by adapting a Jeffrey-like prior on spectral parameters \cite{?}. Eq. 4 assumes implicit sums over sky pixels $p$ and frequencies $\nu$ so that $-2 \log(\mathcal{L}_{\text{spec}}(\beta))$ is a scalar. It can be used not only to estimate the best-fit value of $\beta, \tilde{\beta}$, Eq. 3, but also to approximate its uncertainty by the curvature of the spectral likelihood at its peak, i.e.,

$$\sigma(\beta_i) \approx \Sigma^{1/2}(\beta_i, \beta_i), \tag{5}$$

with

$$\Sigma(\beta_i, \beta_j) = \left. \frac{\partial^2 \mathcal{L}}{\partial \beta_i \partial \beta_j} \right|_{\beta}, \tag{6}$$

where, as in any Fisher approach, we first need to invert the Hessian defined by Eq. 6 before taking the square root of the $(\beta, \beta)$ element of the inverse matrix, Eq. 5, so that the estimated uncertainty of the parameter $\beta, \sigma(\beta)$, correctly incorporates the effect of marginalization over all other spectral parameters. Errard et al. \cite{35} proposed a semianalytical expression for the average curvature of the spectral likelihood, Eq. 6, which reads,

$$\left[ \Sigma^{-1}_{\text{analytic}} \right]_{(\beta_i, \beta_j)} \equiv \left. \left( \frac{\partial^2 \mathcal{L}}{\partial \beta_i \partial \beta_j} \right) \right|_{\beta} \simeq \text{tr} \left( \left( \frac{\partial A}{\partial \beta_i} \right)^T N^{-1} A (A^T N^{-1} A)^{-1} A^T N^{-1} \frac{\partial A}{\partial \beta_j} \right) \right|_{\beta}$$

$$- \text{tr} \left( \left( \frac{\partial A}{\partial \beta_i} \right)^T N^{-1} A (A^T N^{-1} A)^{-1} A^T N^{-1} \frac{\partial A}{\partial \beta_j} \right) \right|_{\beta} \left( \sum_p s_p s_p^T \right), \tag{7}$$

In this work, we take $\Sigma_{\text{analytic}}$ given by Eq. 7 as the approximation of the error bar on $\beta$ (we notice that it is in general numerically more stable than computing the Hessian at the peak of the spectral likelihood). Given the
estimated spectral parameters, \( \hat{\beta} \), (Eq. 3) and therefore the estimated mixing matrix \( \hat{A} \equiv A(\hat{\beta}) \), the estimate of the sky signal, \( \hat{s} \), is given by:

\[
\hat{s} = \left( \hat{A}^T N^{-1} \hat{A} \right)^{-1} \hat{A}^T N^{-1} d \equiv W d
\]

where \( d \) are the observed frequency maps introduced in Eq. 1. The noiseless foregrounds residuals, \( \Delta_{\text{CMB}} \), are defined as the difference between the recovered and true CMB sky corrected for the presence of the noise,

\[
\Delta_{\text{CMB}} = \hat{s} - \hat{s} - n_{\text{CMB}}
\]

where \( n_{\text{CMB}} \) is the actual noise in the final CMB map as propagated from the multifrequency data,

\[
n_{\text{CMB}} \equiv [WN]_{\text{CMB}}.
\]

Whenever \( \langle \hat{\beta} \rangle = \beta_{\text{true}} \) we can develop the foreground residuals to first order in \( \delta \beta \equiv \beta - \beta_{\text{true}} \ll \beta_{\text{true}} \), and write [28]:

\[
\Delta_{\text{CMB}} \approx \Delta_{\text{stat}} \approx \sum_{j,k} \delta \beta_k \alpha^j_k(\hat{\beta}) \hat{s}_p(k),
\]

what defines the statistical part of the residuals, i.e., those generated by the statistical uncertainty in a determination of the spectral parameters from noisy data. The \( \alpha \) elements in Eq. 11 are given by

\[
\alpha^j_k(\hat{\beta}) \equiv - \left( A^T N^{-1} A \right)^{-1} A^T N^{-1} \frac{\partial A}{\partial \beta_k} |_{\beta_k} \left( \text{CMB,} j \right)
\]

where \((\text{CMB,} j)\) denotes a relevant element of the 2D matrix and each \( \delta \beta_j \) element in Eq. 11 follows approximately a Gaussian distribution with mean 0 and a standard deviation given by \( \sigma(\hat{\beta}) \), as approximated in Eq. 5. As described in [1, 28, 35], nonzero uncertainties on the recovered spectral parameters i.e. \( \sigma(\hat{\beta}) \neq 0 \) would necessarily lead to the nonvanishing power of the statistical foreground residuals in the clean CMB map, i.e. \( \langle (\Delta_{\text{CMB}})^2 \rangle \neq 0 \).

More generally, for instance, when the true spectral parameters, \( \beta_{\text{true}} \), are spatially varying, but our adopted model assumes a single set of \( \hat{\beta} \) over the entire sky, \( \langle \hat{\beta} \rangle \neq \beta_{\text{true}} \) and the foreground residuals will be composed of two terms, the statistical residuals due to the scatter of actual recovered values of \( \beta \) around their average, \( \langle \hat{\beta} \rangle \), and systematic residuals due the fact that \( \langle \hat{\beta} \rangle \neq \beta_{\text{true}} \), i.e.,

\[
\Delta_{\text{CMB}} = \Delta_{\text{stat}} + \Delta_{\text{sys}}.
\]

In such circumstances, by amending our modeling of foregrounds SEDs by adding more \( \beta \) parameters we can potentially trade the systematic for statistical residuals.

---

**FIG. 2.** \( \langle \delta \beta_d(P) \delta \beta_d(P') \rangle_{\text{noise}} \), as a function of \( P \) and \( P' \), averaged over 100 simulations of noise. This matrix is diagonal dominated, as suggested by Eqs. 16 and 17. The variability of the amplitude of the diagonal elements is due to the variability of the foregrounds amplitude across the sky, since \( \delta \beta \sim \sqrt{\Sigma} \propto |s_p| \), cf. Eq. 7. To avoid too important variations of the sky signal, we only consider, for this specific figure, sky patches which are within the \( f_{\text{sky}} = 20\% \) at the highest galactic latitudes.

---

**B. Toward a “multipatch” approach**

The approach we consider here is arguably the most straightforward extension of the standard parametric component separation technique that can accommodate spatial variability of the foreground SEDs. We refer to it as a multipatch approach as it invokes some partition of the observed sky in a set of disjoint sky regions called hereafter “patches”, and assumes that a different set of the spectral parameters, \( \beta \), is assigned to each of them. All these parameters have to be determined as part of the component separation procedure before the cleaned CMB map can be produced. As our goal is to study the effects of introducing these additional degrees of freedom on the quality of the separation procedure, we leave aside practical issues such as how in practice such patches should be defined (see, however, Section IV).

Once the sky patches are defined, in our case they are set by a HEALPIX grid with \( n_{\text{side}} \), our component separation procedure follows the usual steps, which now have to be performed for each of the patches. Therefore, for each patch, we first solve Eq. 3 to estimate the spectral parameters, \( \beta \), and then Eq. 8 to recover all the sky components, \( \hat{s} \). The CMB signal recovered in this way, in addition to the actual CMB signal will unavoidably contain some foreground residuals, \( \Delta_{\text{CMB}} \), as given by Eq. 11. If the latter are driven by statistical uncertainties on the estimated spectral indices, as it is the case when the assumed scaling relations and their sky variability coincide.
TABLE I. Specifications of the considered space mission. We assume that angular resolution of each channel is \(\sim 1\) deg i.e. the angular size of the considered frequency maps’ pixels, defined with a HEALPIX \(n_{\text{side}}^{\text{map}} = 64\).

| central frequency [GHz] | 40 | 50 | 60 | 68 | 78 | 89 | 100 | 119 | 140 | 166 | 195 | 235 | 280 | 337 | 402 |
|------------------------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| polarization sensitivity \(\mu\text{K-arcmin}\) | 38 | 23 | 15 | 13 | 10 | 9  | 5   | 5   | 4   | 5   | 5   | 9   | 12  | 21  |

with those of the true sky signals, then the angular power spectrum of foregrounds residuals, \(C_{\ell}^P\), can be expressed as,

\[
C_{\ell}^P \equiv \sum_{P} \sum_{i,j,k,l} \Sigma_{P}^P \kappa_{i,j}^P \rho_{j,k}^P \delta_{\ell}^P, \tag{14}
\]

which generalizes Eq. 27 of [28] to the case with multiple sky patches. Here \(\kappa_{i,j}^P = \alpha_i^P \alpha_j^P\), and we have assumed no correlation between the estimated \(\hat{\beta}\) and \(\hat{s}\) for any given patch, and no correlation between \(\delta\beta\) computed for different patches (see below). The cross spectra of the sky signals, \(C_{\ell}^P, P\) are noiseless cross-spectra of the actual cosmological and astrophysical sky components, \(\hat{s}\) (Eq. 2), computed within the sky patch \(P\). \(C_{\ell}^P, P\), like all Fourier quantities involved in this work, are estimated using a simple pseudo-C\(\ell\) computation (using tools provided by the HEALPY\(^1\) library), and we confirmed our results using NAMASTER software\(^2\) [? ]. Since \(E\) and \(B\)-modes for foregrounds and residuals have roughly similar amplitudes, power spectrum estimation in this particular study does not suffer from e.g. \(E\)-to-\(B\) leakage. The covariance of errors on spectral indices, \(\Sigma_{\ell}^P \equiv \langle \delta\beta \delta\beta^T \rangle\), is estimated using Eq. 7 for each sky patch \(P\). The sum over patches in Eq. 14 explicitly assumes that statistical residuals are, on average, decorrelated from one sky patch to another, i.e.,

\[
\langle \delta\beta(\mathcal{P}) \rangle = 0 \tag{15}
\]

\[
\langle \delta\beta(\mathcal{P}) \delta\beta(\mathcal{P}')^T \rangle = \Sigma_{\beta \beta} \quad \text{when } \mathcal{P} = \mathcal{P}' \tag{16}
\]

\[
\langle \delta\beta(\mathcal{P}) \delta\beta(\mathcal{P}')^T \rangle = 0 \quad \text{when } \mathcal{P} \neq \mathcal{P}' \tag{17}
\]

where the averages \(\langle \cdot \rangle\) are taken over noise realizations. The decorrelation in Eq. 17 is due to the statistical property of the deviations of the recovered \(\hat{\beta}\) from the true values, \(\beta^{\text{true}}\). This is determined by the foreground signals and the instrumental noise, the latter being assumed to be uncorrelated in this study. Spatially correlated noise will obviously affect this picture, and break the equality in Eq. 17. Such case is not studied in this work. The updated form of Eq. 14 in this case will have to be generalized, and possibly derived using numerical simulations based on this correlated noise.

Eqs 15 and 16 are illustrated in Fig. 1, where we show the distribution of \(\delta\beta(\mathcal{P})\) for three spectral parameters, \(\beta \in \{\beta_d, \beta_s, T_d\}\), which we will define in Section II C, in a case where \(n_{\text{side}} = 16\), \(\hat{\beta}_{\text{side}} = 8\). These distributions are centered on zero, and their standard deviations match quite well the diagonal elements of the error matrix, \(\Sigma\), averaged over sky patches \(\mathcal{P}\). Eq. 17 is illustrated in Fig. 2 where we show an estimate of the \(\langle \delta\beta(\mathcal{P}) \delta\beta(\mathcal{P}')\rangle\) matrix, as a function of \(\mathcal{P}\) and \(\mathcal{P}'\), for \(\beta = \beta_d\) (involved in the dust SED as defined in Section II C 2), averaged over 100 simulations of noise. The diagonal is clearly dominating the entire matrix. These observations and their consequences are discussed in detail in section III.

Once we have an estimate of the spectral indices, of the CMB map over the entire sky, \(s_{\text{CMB}}\), as well as its harmonic coefficients, \(a_{\ell m}^{\text{CMB}}\), the likelihood on tensor-to-scalar ratio \(r\) can be expressed as [37],

\[
-2\log(\mathcal{L}_{\text{cosmo}}) = \frac{1}{f_{\text{sky}}} \sum_{jj'} (\tilde{a}_j^{\text{CMB}}) (C^{-1})_{jj'} (\tilde{a}_{jj'}^{\text{CMB}}) + \log |\det(C)|, \tag{18}
\]

where \(j \equiv \ell^2 + \ell + m\) and \(C\) is the model covariance, which in addition to the standard terms due to the CMB signal and noise, includes the contribution due to the statistical residuals, see Eq. 41 of [1]:

\[
C_{jj'} = \langle (\tilde{a}_j^{\text{CMB}}) (\tilde{a}_{jj'}^{\text{CMB}})^\dagger \rangle_{\text{CMB+noise}} = C_{\ell}^{\text{CMB+noise}} \delta_{jj'} + \Xi_{jj'} \tag{19}
\]

with

\[
C_{\ell}^{\text{CMB+noise}} \equiv C_{\ell}^{\text{prim, BB}}(r) + C_{\ell}^{\text{len, BB}} + N_{\ell} \tag{20}
\]

and \(\Xi_{jj'}\) is the Fourier representation of \(\langle s' \alpha^T \Sigma \alpha s' \rangle_{\text{CMB+noise}}\), with \(s\) the sky signal, \(\alpha\) given in Eq. 12 and \(\Sigma\) in Eq. 7. As detailed in paragraph II C 2, the \(f_{\text{sky}}\) factor in Eq. 18 is taken to be 60\%, as we mask the most contaminated regions of the galaxy. This likelihood can be also derived from the standard likelihood for both the sky component maps and spectral parameters, see e.g., Eq. 5 of [34] via marginalization over the spectral parameters and foreground maps, assuming Gaussian approximation, no correlations between the estimated spectral parameters and sky components, and that the assumed scaling relations for the foregrounds are correct, see Appendix A of [34]. In actual applications, this marginalized covariance would be computed with help of numerical marginalization as the true underlying sky model is not known. For simulations, when the sky model is known, these equations provide a quick
FIG. 3. Distributions of spectral indices $\beta_d$, $\beta_s$ and $T_d$ (gray curves) computed from the PySM [36] “d1s1” templates, assuming a $f_{\text{sky}} = 60\%$ galactic mask. For information, we also show the Gaussian fit of these histograms (orange curves), along with the best-fit means and standard deviations.

A way of computing the marginalized likelihood without invoking heavy numerical calculations, a property we capitalize on in this work.

We note that many component separation methods proceed in two steps. First, they estimate the mixing matrix, in a parametric or nonparametric way, which then they employ to compute the estimates of the sky components, Eq. 8. The recovered CMB map is then used to derive constraints on cosmological parameters often with help of a likelihood function as in Eq. 18. This can however only succeed if the covariance assumed in the likelihood includes the statistical residual term. Indeed, as we discuss this later on neglecting it will typically result in significant bias. We find that the statistical residual term can be efficiently computed from the data itself by replacing the true objects by the estimated ones at least in the regime of the experimental sensitivities as considered in this work.

While in general, the statistical residual contribution, $\Xi$, to the overall covariance, $C$, is nondiagonal, it is typically diagonal dominated. Indeed, we find that approximating it as,

$$\Xi_{jj'} \approx C_\ell \delta_{jj'},$$

affects the final error bar on $r$ on a subpercent level in the specific cases of interest in this paper. For simplicity we will therefore apply this approximation throughout the rest of this work. The relative importance of the off-diagonal terms of $\Xi$ is determined by the magnitude of the error bars on spectral indices, as given by $\Sigma$, with the off-diagonal terms becoming less important with the errors decreasing.

On averaging this likelihood over CMB and noise realizations as in [1] and on defining the ensemble average data covariance, $D$, as,

$$D_{jj'} \equiv \langle (a_{\text{CMB}}^*)_j a_{\text{CMB}}^*_{j'} \rangle_{\text{CMB+noise}} \approx D_\ell \delta_{jj'}.$$

we then obtain,

$$\langle -2 \log(L_{\text{cosmo}}) \rangle_{\text{CMB+noise}} =$$

$$f_{\text{sky}} \left( \text{tr} \ C^{-1} D + \log \det \ C \right)$$

$$\approx f_{\text{sky}} \left( \sum_\ell \frac{2\ell + 1}{2} C_\ell^{-1} D_\ell + \log [\det(C)] \right).$$

Whenever the assumed covariance, $C$, provides a good model for the actual data, $D$, i.e., whenever the assumed and true scaling relations coincide and the statistical residual term is included, the likelihood peaks at the true value of $r$. If a scaling laws mismatch is present, this in general will not be the case, leading to some bias of the best fit value with respect to the true one. However, as long as the bias is smaller than the relevant statistical uncertainty, we will consider the assumed covariance to be sufficient for our purpose. Similarly, neglecting the statistical residuals contribution to the foreground-cleaned CMB map covariance, $C$, may also result in statistically significant biases, as we discuss this in the following Sections.

Importantly, a computation of the ensemble average likelihood requires only auto- and cross- spectra of some well-defined objects [1]. This is explicitly the case in Eq. 23, thanks to the assumptions in Eqs. 21 and 22, but it holds more generally when the off-diagonal elements of $\Xi$ and $D$, are taken into account as shown in [1].
is in practice very beneficial as these are typically more robustly known than the full covariances of all harmonic modes of these objects, given our limited, present-day knowledge of the foregrounds, and consequently the predictions derived using this formalism are more robust and representative.

C. Simulations setup

1. Instrument

We consider a full-sky space mission, equipped with 15 frequency bands between 40 and 400 GHz, following the specifications summarized in Table I. These roughly correspond to a typical large scale satellite mission as considered for a deployment within the next decade. Without loss of generalities, we consider $\delta$ bandpasses in this work — although the presented formalism is transparent to more realistic bandpasses. That said, one should keep in mind that imperfect bandpasses can significantly affect the performance of the parametric component separation [38–40].

2. Input skies

We use the templates of spectral parameters $\beta$ from the “d1s1” model of PySM [36], which are degraded and smoothed down to angular scales corresponding to a HEALPIX pixelization ranging from $0 \leq \theta_{\text{side}} \leq 64$. This $\theta_{\text{side}}$ defines the “true” sky patches, in opposition to the ones used in the component separation, defined by $\theta_{\text{side}}^\beta$. Fig. 3 shows the distribution of spectral indices, $\beta_d$, $\beta_s$, and $T_d$ as obtained with a $f_{\text{sky}} = 60\%$ sky mask. Given these templates, we also use the PySM maps of dust and synchrotron to generate sets of noisy frequency $\{Q,U\}$ maps following Eq. 1. Note that although we degrade and smooth the $\beta$ maps to $2 \leq \theta_{\text{side}} \leq 64$, we consistently keep the final resolution of the frequency maps, $\theta_{\text{map}}^\beta$, set to $n_{\text{map}}^\beta = 64$. Throughout this work, we apply a 60% galactic mask, as constructed for the analysis of the Planck’s HFI dust maps. Except when mentioned otherwise, we assume a power law for synchrotron emission and a modified black body for dust, expressed as:

$$A_{\text{sync}}(\nu, \beta_s) \equiv \nu^{\beta_s}$$

$$A_{\text{dust}}(\nu, \beta_d, T_d) \equiv \left( \frac{h\nu}{kT_d} \right)^{\beta_d} B_\nu(T_d)$$

where $B_\nu$ is a black body at a temperature $T_d$, and all spectral indices $\beta \in \{\beta_d, \beta_s, T_d\}$ are dependent on the considered sky patch, $\beta = \beta(P)$.

3. Implementation

The implementation of the method detailed in section II.B is illustrated in Fig. 4. The process can be summarized as follows:

- we generate foregrounds-only frequency maps using the PySM templates for dust, synchrotron, $\beta_d$, $\beta_s$ and $T_d$. We degrade the dust and synchrotron templates to $n_{\text{map}}^\beta = 64$, and the $\beta$ templates to $2 \leq \theta_{\text{side}}^\beta \leq n_{\text{side}}^\beta$ — each case is then independently analyzed and described in section III;

- for each foregrounds simulation, we generate 10 simulations of CMB (assuming Planck’s best-fit fiducial $\Lambda$CDM parameters [41], with $^3\tau = 0.055$ and $r = 0.001$) and white instrumental noise (following the specification detailed in Table I);

- we then distribute, to the available CPUs, groups of sky patches which are given by each HEALPIX pixel with a $n_{\text{side}}^\beta$ resolution (equal or different from $n_{\text{side}}^\beta$);

- for each patch and each CMB+noise simulation, we estimate the spectral indices, the associated error matrix and the sky signals (CMB, dust and synchrotron $\{Q,U\}$ maps);

- once all patches and all simulations have been analyzed, we combine all sky patches to produce a nearly full sky map of reconstructed sky signals (CMB, dust, synchrotron), as well as noise, spectral indices, $\Sigma$, etc.;

- we then estimate the angular power spectra $\hat{C}_\ell$ of these full-sky components, residuals, noise, etc., avoiding the low galactic regions — as mentioned earlier, we apply Planck’s $f_{\text{sky}} = 60\%$ galactic mask;

- we compute $C_\ell^\Sigma$, Eq. 14, using $\Sigma$ and the angular power spectra estimated at the previous steps;

- we finally evaluate and optimize the likelihood on tensor-to-scalar ratio $r$, Eq. 23, and estimate the corresponding 68% C.L. error bar. When estimating $C(r)$, we perform two runs, including the $C_\ell^\Sigma$ term or not in the modeled covariance, cf. the $\Xi$ term in Eq. 19.

$^3$ Changing the reionization optical depth $\tau$ from 0.055 to 0.050 changes the final uncertainty on tensor-to-scalar ratio $r$ by $\leq 10\%$. 
We present in this section the results of running the previously detailed analysis for several values of $n_{\beta \text{side}}$ (defining the true $\beta$) and $\tilde{n}_{\text{side}}$ (defining the patches for the analysis):

- first, in Section III A, in the case of a “simple” and ideal sky i.e. when patches used during the component separation, defined with $\tilde{n}_{\text{side}}$, match the ones used to simulate the sky, $n_{\beta \text{side}}$;

- second, in Section III B, in the case of a systematic mismatch either between the SED parametrization or between the analysis patch and the true spatial variations of spectral indices considered in the simulation i.e. $n_{\beta \text{side}} \neq \tilde{n}_{\text{side}}$.

These two cases allow us to probe two regimes for the foregrounds residuals, $\Delta_{\text{CMB}}^{\beta}$, Eq 13, statistical and systematic, and the potential trade-offs between the two. From this perspective, the focus of Section III A is on the statistical residuals, $\Delta_{\text{CMB}}^{\beta \text{stat}}$, whereas the systematic residuals, $\Delta_{\text{CMB}}^{\beta \text{sys}}$, are considered in Section III B.

A. Ideal cases for which $n_{\beta \text{side}} = \tilde{n}_{\text{side}}$

In the ideal case where the sky patches used in the analysis match the ones assumed to simulate the sky, the performance of the component separation is expected to be limited by the statistical errors associated with the estimation of spectral indices. This can be the case when the modeling has enough degrees of freedom, and when the instrument has enough frequency coverage and sensitivity to break degeneracies between spectral indices. The fact that $n_{\beta \text{side}} = \tilde{n}_{\text{side}}$ but us in the situation where the spectral analysis has exactly the right number of degrees of freedom: in our study, three free parameters, $\beta_d$, $\beta_s$ and $T_d$, for each sky patch. In addition, as detailed in Errard et al. [35], $\Sigma$ is primarily driven by the distribution of sensitivities and frequencies of the instrument.

In the case of $n_{\beta \text{side}} = \tilde{n}_{\text{side}} = 8$, Fig. 1 shows the distribution of the deviations between the recovered $\beta$ and the true ones. These distributions are centered on zero with a standard deviation well approximated by $\Sigma$. Using the same type of sky simulations, Fig. 2 shows the $\langle \delta \beta_d(P) \delta \beta_d(P') \rangle$ matrix, averaged over 100 simulations of CMB and noise.

Fig. 5 shows the power spectrum of foregrounds residuals, Eq. 9, after performing the component separation independently in patches following a HEALPIX pixelization with $2 \leq n_{\beta \text{side}} = \tilde{n}_{\text{side}} \leq 64$. As already men-
given by the error bars on spectral indices, $\Sigma$, as detailed in Eq. 7. The oscillatory behavior of the residuals over the inner-patch size correspond to harmonics of the chosen patch size. This is a result of the estimated values of the spectral parameters, $\beta$, abruptly changing between the patches. In more realistic circumstances, where the sizes of different patches would typically vary, these oscillations would be smoothed out.

The modeled statistical foregrounds residuals (orange curves) in Fig. 5 are consistent with the observed residuals estimated from simulations (light gray curves), up to the cases for which $n^d_{\text{side}} \leq 16$. Beyond that value, the signal-to-noise per sky patch becomes too poor to estimate $\beta$ parameters given the instrumental specifications, Table I, and leads to slightly biased estimates of $\beta$, breaking the relations in Eqs. 15, 16 and 17. Although the assumed modelling of the SEDs is correct, poor signal-to-noise leads to numerical instabilities of the spectral likelihood optimization. Including priors on $\beta$ could certainly mitigate some of these cases. This can be particularly seen in Fig. 5 with the light gray curves for the $n^d_{\text{side}} = 64$ case, which shows a slight excess of power on the largest angular scales. This situation could be improved with help of theoretical or observational priors imposed on the spectral parameters $\beta$, what is however not explored in this article. The angular power spectra of the noise after component separation are unchanged from case to case, which is expected in this formalism: noise levels are given by the CMB element of the noise covariance $\left( \tilde{\mathbf{A}}^2 \mathbf{N}^{-1} \tilde{\mathbf{A}} \right)^{-1}$, cf. Eq. 8, and this amplitude does not depend on the chosen sky patches.

Finally, for completeness, we show in Fig. 5 that the residuals obtained in the multipatch approach in the case $n^d_{\text{side}} = n^d_{\text{side}} = 64$ correspond to the noise after component separation, when the spatial variability of the foreground properties is accounted for by expanding the mixing matrix to first order in $\delta \beta$, i.e.,

$$\mathbf{A}(\beta) \approx \mathbf{A}(\beta) + \delta \beta \left. \partial \mathbf{A} / \partial \beta \right|_{\beta} ,$$  

and recasting the data model in Eq. 1 by introducing an extra sky component, $\delta \beta s_p$, and an extended mixing matrix $\mathbf{A}' \equiv [\mathbf{A}(\beta), \partial \mathbf{A} / \partial \beta]_{|\beta}$. The extra sky component results in a higher noise in the component-separated CMB map, i.e. the (CMB, CMB) elements of the $(\mathbf{A}'^2 \mathbf{N}^{-1} \mathbf{A}')^{-1}$ matrix. This boosted noise is illustrated as the dashed, orange curve in Fig. 5 and matches very well the foregrounds residuals obtained when performing our analysis over $n^d_{\text{side}} = 64$ independent sky patches showing that both these approaches lead to similar statistical uncertainty of the recovered CMB map but only if both sources of statistical errors, noise and statistical residuals, are taken into account.

The post component separation products are then propagated to the cosmological likelihood, Eq. 23. The likelihoods are computed over a range of tensor-to-scalar ratios, as shown in Fig. 7. Each panel of the figure cor-

### FIG. 5. Angular power spectra of the noiseless foreground residuals, gray curves, Eq. 9, and the noise after component separation, blue solid lines, in the ideal case where the patches used in the analysis match the input patches, i.e. $n^d_{\text{side}} = n^d_{\text{side}}$, and obtained from 10 different CMB+noise simulations for each value of $n^d_{\text{side}}$. The modeled statistical curves, in orange, are computed using Eq. 14. The “single $\beta$” case, orange dashed line, corresponds to the case when a single set of spectral parameters, $\beta$ is fit for and the spatial variability of the spectral indices is modeled as an extra sky component, resulting from the first order expansion of the foreground scaling laws around the mean values of the parameters as in Eq. 26, see, e.g. Errard et al. [35]. Finally, the black solid and dash curves are the theoretical total and primordial $B$-modes, assuming $r = 0.001$ and $\tau = 0.055$.}

---

**Note:** The above text appears to be a continuation from a previous page and might require context from the preceding text to fully understand. The figure and equations mentioned seem to be part of a scientific discussion related to cosmology or astrophysics, focusing on foreground residuals and their statistical properties. The text likely discusses the implications of these residuals on the estimation of cosmological parameters, such as spectral indices. The presence of specific equations and figures indicates a technical and detailed analysis, typical of research in this field.
responds to a different value of \( n^\beta_{\text{side}} = n^\beta_{\text{side}} \). The gray curves correspond to the cases where we do not include the statistical residual term in the modeled total covariance \( \Sigma \) of the CMB signals, Eq. 19. The orange curves are computed with this term included. As it could be expected from the amplitudes of the foreground residuals at the power spectrum level in Fig. 5, the effect of including \( C^F \) is crucial to ensure no bias in the recovered tensor-to-scalar ratio \( r \), which is taken as \( r = 0.001 \) in the input sky simulations. The bias on \( r \), seen in the cases with the statistical residuals term neglected, follows the amplitude of statistical foreground residuals: the higher \( n^\beta_{\text{side}} = n^\beta_{\text{side}} \), the larger the residuals are and the larger is the bias on \( r \). For \( n^\beta_{\text{side}} = n^\beta_{\text{side}} = 8 \), we see that we recover \( r \approx 0.008 \) (instead of the input \( r = 0.001 \)) with \( \sigma(r) \sim 5 \times 10^{-4} \) in both these cases. More generally, the uncertainty on \( r \), \( \sigma(r) \), vary from \( \approx 4 \times 10^{-4} \) for \( n^\beta_{\text{side}} = n^\beta_{\text{side}} = 2 \) up to \( \approx 7 \times 10^{-4} \) for \( n^\beta_{\text{side}} = n^\beta_{\text{side}} = 16 \). This slight increase of the constraints on \( r \) is due to the increase of the final variance, due to the power of statistical foregrounds residuals, which scale as \( \Sigma \propto (\# \text{ of pixels per patch})^{-1} \propto (n^\beta_{\text{side}})^2 \), cf. Fig. 6.

B. Cases for which \( n^\beta_{\text{side}} \neq n^\beta_{\text{side}} \)

We now explore cases for which the assumed parametrization of the SEDs is systematically incorrect, either because the true scaling relations are inherently more complex, or because of the unaccounted for spatial variability of the foreground scaling, \( n^\beta_{\text{side}} \neq n^\beta_{\text{side}} \).

In such cases, the foreground residuals are not only sourced by statistical errors on \( \beta \), as described in the previous section, but also by systematic errors. The mismatch between the true and assumed foreground properties will typically break the equalities in Eqs. 15, 16 and 17, and in particular lead to \( \langle \delta \beta \rangle \neq 0 \).

To illustrate these systematics effects, we produce two new sets of foregrounds simulations:

- **sim#1** — frequency maps with \( \beta \in \{\beta_d, T_d, \beta_s\} \) are varying on a \( n^\beta_{\text{side}} = 64 \) HEALPix grid, but we keep \( 2 \leq n^\beta_{\text{side}} \leq 8 \) in the component separation method. This way, the effective SEDs, averaged over the analysis patches, will not follow Eqs. 24 and 25 anymore, but would introduce effective curvatures [32];

- **sim#2** — frequency maps using the option “a2d6s3” of PySM — corresponding to 2% polarized AME, dust model from Vansyngel et al. [23] and curved synchrotron following Kogut [44], with all the frequency scaling laws spatially varying over a \( n^\beta_{\text{side}} = 64 \) HEALPix grid. We assume \( n^\beta_{\text{side}} = 4 \) in the component separation method.

We show in Fig. 8 the foreground residuals obtained after running the component separation on the two foregrounds simulations described above. For reference, we also show the case where \( n^\beta_{\text{side}} = n^\beta_{\text{side}} = 4 \), referred to as fiducial in the following and the one already depicted in Fig. 5. These two new sets of foregrounds simulations allow us to probe two distinct systematic effects that are described below.

In **sim#1**, spectral indices \( \beta \) are spatially varying on a denser HEALPix grid than the analysis one, \( n^\beta_{\text{side}} = 64 > n^\beta_{\text{side}} \). The resulting foreground residuals computed for these cases are displayed as color bands in the left panel of Fig. 8 and show significantly more power not only with respect to the fiducial case, but also as compared to the statistical residuals which are calculated analytically as before and depicted with color, solid lines. We note that while the statistical residuals decrease with the decreasing value of \( n^\beta_{\text{side}} \) and thus an increasing size of the patches assumed for the recovery, the total residuals as calculated numerically from the simulations tend to increase in particular at the low-\( \ell \) part of the spectra. This is expected as the larger patches lead to smaller statistical uncertainties on the recovered spectral parameters, i.e., smaller statistical residuals, but also to larger discrepancies between the assumed and effective foreground scaling relations, i.e., larger systematic residuals, and these are the latter which quickly dominate. Fig. 9 shows the corresponding likelihood obtained for the various cases \( \{n^\beta_{\text{side}}, n^\beta_{\text{side}}\} \in \{\{4, 4\}, \{64, 2\}, \{64, 4\}, \{64, 8\}\} \). Unsurprisingly, even when including the modeled statistical foregrounds as we detailed in Section III A and Fig. 7, the bias on tensor-to-scalar ratio \( r \) is very significant, driven
by the unaccounted for in any way systematic residuals. One possibility to mitigate these effects at the component separation level is to include extra free spectral parameters in the effective modeling of dust and synchrotron SEDs, as they, due to averaging of different SED within the patches, no longer correspond to simple power laws or modified black bodies. We explore here an idea developed in Chluba et al. [32], which proposes an expansion with moments of the SEDs to model the effect of spatially averaging nonlinear functions, like power law or modified black body. They analytically demonstrated that this average over different line-of-sight leads to a modification of the scaling laws — typically, for $A$ being a power-law,

$$\langle A^\nu \rangle_{\text{sky pixels}} \approx \nu^\beta + \alpha \log(\nu) + \alpha' [\log(\nu)]^2 + \ldots.$$  \hspace{1cm} (27)

In our study, driven by the limited signal-to-noise per sky patch, we decide to expand the list of free $\beta$ by only one new parameter — a running index, $\alpha_d$, in the dust emission law. This parameter, as the other $\{\beta_d, \beta_s, T_d\}$, is to be adjusted in each sky patch, assuming here $n_{\text{side}} = 4$ for the analysis patches and $n_{\text{side}} = 64$ to produce the sky simulations. One should note that adding too many free spectral parameters could affect the Gaussian behavior in Eq. 16, i.e. the fact that error bars on spectral parameters can be simply approximated by the curvature of the spectral likelihood. This could lead to a wrong estimation of the statistical foregrounds residuals, and sometimes leading to significant degeneracies affecting the optimization of $\mathcal{L}_{\text{spec}}$, Eq. 4. When including the free running index for the dust SED, we also include a prior $\Pi$ on $\alpha_d$, in order to keep the posterior approximately Gaussian,

$$\Pi_{\alpha_d} = \mathcal{G}(0.0, 0.1).$$  \hspace{1cm} (28)

In practice, this prior would have to be estimated from simulations or from high-resolution estimations of the foregrounds SEDs. The prior, Eq. 28, is then added to the likelihood defined in Eq. 4. We also update the computation of the analytical error bars on spectral parameters by taking $\Sigma^{-1} \rightarrow \Sigma^{-1} + 1/\sigma_{\Pi}^2$, where $\sigma_{\Pi}$ is the width of the Gaussian in Eq. 28. The resulting foregrounds residuals as well as their modeling are shown on the right panel of Fig. 8, as the deep orange curves. Despite an increase of their amplitudes, these two residuals now agree quite well. Beyond angular power spectra, this agreement can also be seen in Fig. 9, where the estimation of $r$ is now essentially unbiased and close to the fiducial case.

In **sim#2**, the parametric form of the modeled SEDs do not match what is assumed in the input simulations. Among other differences, there is polarized AME in the sky whereas the model does not assume its existence. When estimating the usual set of spectral indices, $\beta \in \{\beta_d, T_d, \beta_s\}$, the maximum of the spectral likelihood is therefore biased. As described in [1], this generates systematic residuals, in addition to the statistical ones described in the previous section. The systematic effect is illustrated by the turquoise curve in the right panel of Fig. 8. It shows a significant spurious power at the largest angular scales.

This rise of power at low-$\ell$ cannot be fully mitigated by including $\alpha_d$, as shown as the turquoise likelihood in Fig. 9: the bias on $r$ turns out to be significantly high, $\sim 0.01$ with an uncertainty an order of magnitude smaller. Considering a higher order moment expansion has been looked at, but requires either a higher sensitivity than what is provided by the assumed instrumental specifications, or the addition of priors on spectral parameters — and, in particular, on the additional moments. Finding these latter would require numerous foregrounds simulations that has not been explored in this study, but which should lead to similar performance than what is proposed in the next paragraph.
FIG. 8. As Fig. 5 but for complex foregrounds simulations, described in section III B. Colored bands show the scatter of foreground residuals obtained for a set of 10 independent CMB+noise simulations implementing different foreground models and/or component separation assumptions as described in the legends. The results shown in the left panel are for 

sim#2, i.e., when \( n_{\text{side}} = 64 \) and \( \tilde{n}_{\text{side}} = 4 \), and the input foregrounds include more complex emissions than previously assumed. The color solid lines show the analytic predictions for the statistical residuals computed for each of the considered cases. The gray bands are added for reference in both panels and depict the marginalization of the likelihood on \( r \) and \( \gamma \) marginals, Fig. 10 shows the sampling of \( \mathcal{L}_{\text{cosmo}}(r, \gamma, \Lambda_{i \in (d, s, d \times s)}) \) using the average of the simulated foregrounds residuals power spectra taken from Fig. 8.

The gray contours correspond to the fiducial case, \( \tilde{n}_{\text{side}} = 64 \), for which we already showed \( \mathcal{L}_{\text{cosmo}}(r) \) in Fig. 7. In this case, the fitted \( \gamma \) is compatible with 1 and the elements of \( \Lambda \) are all compatible with zero. The recovered \( r \) is, as previously found, compatible with the input \( r = 0.001 \).

The dark blue contours, corresponding to the case with

---

Here, \( \tilde{C}_{\ell}^{(i,j)} \) denotes the \( n_{\text{comp}} \times n_{\text{comp}} \times \ell_{\text{max}} \) angular cross power spectra, estimated from the reconstructed nearly-full sky components \( \tilde{s} \), Eq. 8. The \( d \times d \), \( s \times s \), and \( d \times s \) indices correspond to the dust, synchrotron and dust \( \times \) synchrotron auto- and cross-power spectra. \( \Lambda \) is assumed to be a symmetric \( n_{\text{comp}} \times n_{\text{comp}} \) matrix whose elements are let free. We can therefore update the model for \( C_{\ell} \), Eq. 19, by adding \( \gamma \) and \( \Lambda \) as free parameters, so that the cosmological likelihood on \( r \) can be re-expressed as \( \mathcal{L}_{\text{cosmo}}(r) \to \mathcal{L}_{\text{cosmo}}(r, \gamma, \Lambda_{i \in (d, s, d \times s)}) \). The constraints on the tensor-to-scalar ratio can now be marginalized over the amplitude of boosted statistical foregrounds residuals, through \( \gamma \), as well as the modeled systematic foregrounds residuals with \( \Lambda \). Fig. 10 shows the sampling of \( \mathcal{L}_{\text{cosmo}}(r, \gamma, \Lambda_{i \in (d, s, d \times s)}) \) using the average of the simulated foregrounds residuals power spectra taken from Fig. 8.

---

To reduce this bias on tensor-to-scalar ratio, we explore here the possibility of marginalizing the likelihood on \( r \) over templates of foregrounds that are by-products of the proposed component separation algorithm, see Fig. 4. We propose to update the expression for the modeled covariance of the estimated CMB map, Eq. 19, with a new term \( C_{\ell}^A \) and a new scalar parameter \( \gamma \) such that \( r \) and \( \Lambda \) are all compatible with zero. The recovered \( r \) is, as previously found, compatible with the input \( r = 0.001 \).

The dark blue contours, corresponding to the case with
\[ \{n_{\text{side}}, \tilde{n}_{\text{side}}\} = \{64, 4\}, \] for which we keep on adjusting \(\{\tilde{\beta}_d, \tilde{\beta}_s, T_d\}\) in each sky patch, shows a slightly, although not very significant, bias on \(r = 0.001\). Yet, through the marginalization of the cosmological likelihood over \(\gamma\) and \(\Lambda\) parameters, the bias is much smaller than what is observed in Fig. 9. The marginalization results in a best fit \(\gamma > 1\), as it could have been expected from the left panel of Fig. 8. This case shows the consequence of a mismatch between the “true” patches and the ones used for the analysis, and how the resulting systematic residuals can be mitigated through the proposed marginalization at the level of angular spectra.

The deep orange contours, corresponding to the case with \(\{n_{\text{side}}, \tilde{n}_{\text{side}}\} = \{64, 4\}\) where we include a running index in the dust SED, \(\alpha_d\), is also compatible with the input \(r = 0.001\), as it was already observed in Fig. 8. Yet, one can see that the best fit shows some nonzero \(\Lambda\) elements, which betrays possible degeneracies sourced by the addition of these new free parameters. This case shows that moment expansion is an interesting way to handle the averaging effect, and to keep the modeling of statistical foregrounds residuals valid, even in the case of a mismatch between the “true” and the analysis patches.

Finally, the case of complex foregrounds simulations benefits from this marginalization and shows an \(r\) which is now compatible with \(r = 0.001\) (compared to the \(\sim 10\)–\(\sigma\) bias in Fig. 9): the turquoise contours, obtained with the “a2d6s3” PySM simulations, show that our model describes relatively well the foregrounds residuals. The best fit shows \(\Lambda_{\epsilon\in\{d,s,d+s\}} \neq 0, \gamma \neq 1\), and results in a slightly, though statistically not significantly, biased estimate of \(r\), along with an expected increased uncertainty compared to the fiducial case.

In practice, for a given instrumental configuration and a given definition of the sky patches, we suggest to proceed in two steps: 1) fit for running indices up to the highest order achievable. This will control the consequences of averaging the non-linear SEDs within the patches. The number of these extra parameters will have to be estimated by looking at e.g. the condition of the \(\Sigma\) matrix and the consequences of possible degeneracies with other spectral parameters; 2) marginalize the cosmological likelihood over \(\gamma\) and \(\Lambda\) parameters, in order to correct for possible systematic leakages of foregrounds into the final cleaned CMB map.

### IV. CONCLUSIONS

In this work, we investigate the performance of the parametric component separation method in the presence of the spatial variability of dust and synchrotron SEDs in the context of future nearly-full sky, satellite-like experimental effort targeting a reliable measurement of the tensor-to-scalar ratio, \(r\), as low as \(r = 0.001\). We find that using the simplest rendition of the parametric approach, with a single set of spectral parameters used to describe the foregrounds over the entire observed sky, can lead to a spurious detection of value of \(r\) as high as 0.01. Consequently, we study a straightforward extension
of the method, which includes independent sets of scaling parameters, $\beta$, assigned to different, disjoint regions of the observed sky.

We show that in the cases when the adapted regions capture well the actual variability of foreground properties then, given the assumed sensitivities, we can robustly recover the values of $r$ as low as the target value of $r = 0.001$, but only if the presence of the so-called statistical foreground residuals in the CMB maps and unavoidably arising as a result of the component separation procedure is taken into account. This can be done by introducing an additional term to the covariance matrix of the estimated CMB map. In contrast, neglecting this term can lead to bias as high as an order of magnitude higher than the true value and the estimated statistical uncertainty. In a consistent likelihood approach, where both the sky components, $s$, and the spectral parameters, $\beta$, are considered simultaneously, the extra variance arises naturally as a result of a marginalization over the foreground degrees of freedom, but it has to be introduced manually if the tensor-to-scalar ratio is estimated from the CMB map directly. We propose a generalization of the semianalytic model introduced in [1], which suitable for the multipatch analysis, and discuss how the
correction term can be computed from the available data.

We also study the angular power spectra of these residuals and elucidate their dependence on the assumptions and the underlying sky model. We show that on angular scales larger that a typical size of the sky patches the statistical residuals are decorrelated and their spectra follow a white noise spectrum. This is due to the fact that the values of $\beta$ estimated for different sky patches are uncorrelated. On smaller angular scales, the spectra have a peak at the scale corresponding to the typical patch size and start decaying at a typical rate of $C_{\ell}^{\text{res}} \propto \ell^{-2.4-2.6}$ on still smaller angular scales. The amplitude of the decaying part is proportional to the input foregrounds spectrum, with the coefficient of proportionality depending on the error bars, $\Sigma$, on the recovered spectral indices, which for a fixed total observed sky area are in turn typically proportional to the number of independent patches, $\Sigma \propto (\bar{n}^\beta_{\text{side}})^2$.

In more complex cases, the residuals will also arise due to systematic discrepancies between the assumed and underlying sky models, whenever the component separation model does not have enough flexibility to reflect the reality of foregrounds emissions with sufficient precision. For example, this may be the case when a new, and unaccounted for, sky component is present, such as polarized AME, or the typical scale of the true foregrounds simulations, assuming that spatial variations of $\beta$ occur on subdegree scales whereas we keep on analyzing SEDs over a $2 \leq \bar{n}^\beta_{\text{side}} \leq 8$ HEALPIX grid. In this case, we show that adding a free running index to the modeled dust SED captures the averaging of the multiple gray body emissions over the analysis patch size. This reduces the systematic foregrounds residuals while slightly boosting the statistical ones. We note that the limited signal-to-noise ratio to constrain the dust running index forces us to add a prior on the spectral likelihood. In practice, this latter would be coming from theory and simulations, or from dedicated, sensitive, low- and high-frequency measurements.

We finally looked at extended simulations with polarized AME, complex dust model and curvature in the synchrotron emission, while keeping the setup for the component separation unchanged. This case shows significant leakage of foregrounds power to the final CMB map, at all angular scales. To mitigate these systematic residuals, we propose an extra term to the cosmological likelihood which contains 4 new parameters: a multiplicative factor on the statistical foregrounds residuals, and 3 parameters corresponding to the leakage coefficients applied to the recovered full-sky dust and synchrotron auto- and cross-spectra.

We conclude based on 10 CMB and noise simulations, that this approach turns out to significantly reduce the bias on the recovered tensor-to-scalar ratio.

We emphasize the fact that we have not used any priors on $\beta$ while optimizing the spectral likelihood, Eq. 3, except when including a free running index in the dust SED. Such priors can in principle significantly improve the estimation of $\beta$ and therefore reduce the power of the final foregrounds residuals. This external information would have to be chosen carefully, certainly spatially varying, in order to capture the full complexity of the SEDs across the sky.

In practice, several tests could be designed to probe the presence of statistical or systematic contaminants in real datasets:

- note that statistical foregrounds residuals, at the power spectrum domain, do not depend on the amplitude of input foregrounds signals [35]:

$$\Sigma \propto |s_p|^2, \text{ cf. Eq. 7}$$

$$\Rightarrow C_{\ell}^{\Sigma} \propto |s_p|^2 \propto \text{constant}$$

The statistical foregrounds residuals also seem to have a white-noise power spectrum on the largest angular scales, which can a priori be disentangled from the primordial $B$-modes theoretical template. This is true as long as the instrumental noise is also decorrelated from one sky patch to another.

- on the contrary, systematic foregrounds residuals are leakages from the input foregrounds to the cleaned $B$-modes map i.e.

$$C_{\ell}^{\text{sys res}} \propto |s_p|^2$$

Looking for nonisotropic [45] and non-Gaussian signature in the final $B$-modes map, or for any deviation from the black body spectrum are post-processing checks which could be of interest in front of real data sets.

The behaviors of these residuals as a function of the sky signals, $s_p$, can in principle be probed by running independently the component separation on different regions of the sky.

Finally, this paper describes possible ways to mitigate statistical and systematic foregrounds residuals in the final CMB $B$-modes map, assuming a predefined set of sky patches. In reality, properties of foregrounds SEDs will not follow a simple HEALPIX grid with e.g. $n^\beta_{\text{side}} = 8$. A way to move forward would be to adaptively characterize and optimize the sizes and shapes of the patches used for the component separation, given the estimated spatial variations of $\beta$ (sourcing the systematic errors and residuals) and given the associated statistical error bars $\Sigma$ (sourcing the statistical errors and residuals). For fixed instrumental specifications, it should be in principle possible to construct patches for each $\beta$ independently, and therefore reduce the statistical foregrounds residuals while keeping the systematic
ones under control. This approach will be explored in a later work.
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