On the convergence of Jacobi-type algorithms for Independent Component Analysis
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Abstract—Jacobi-type algorithms for simultaneous approximate diagonalization of real (or complex) symmetric tensors have been widely used in independent component analysis (ICA) because of their good performance. One natural way of choosing the index pairs in Jacobi-type algorithms is the classical cyclic ordering, while the other way is based on the Riemannian gradient in each iteration. In this paper, we mainly review in an accessible manner our recent results in a series of papers about weak and global convergence of these Jacobi-type algorithms. These results are mainly based on the Łojasiewicz gradient inequality.
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I. INTRODUCTION

Let $\mathcal{M}$ be the orthogonal group $O_n$ or the unitary group $U_n$. In this paper, we mainly study the following problem, which is to maximize a smooth function

$$f : \mathcal{M} \rightarrow \mathbb{R}.$$ (1)

The cost functions in Example I.1 and Example I.2 are all in the form of problem (1), and they are important in blind source separation and Independent Component Analysis (ICA) [1]–[4].

Let $\mathbb{F} = \mathbb{R}$ or $\mathbb{C}$. Let $\mathbb{F}^{n_1 \times \cdots \times n_d}$ def $\mathbb{F}^{n_1} \otimes \cdots \otimes \mathbb{F}^{n_d}$ be the linear space of $d$-th order tensors [5]–[9]. For $\mathcal{W} \in \mathbb{F}^{n_1 \times \cdots \times n_n}$, we denote by $\text{diag}\{\mathcal{W}\}$ the vector of its diagonal elements, and $\text{tr}\{\mathcal{W}\}$ the trace function. We denote by $\|\cdot\|$ the Frobenius norm of a tensor or a matrix, or the Euclidean norm of a vector. Operator $\cdot_p$ denotes contraction on the $p$-th index of a tensor; when contracted with a matrix, it is understood that summation is always performed on the second index of the matrix. For instance, $(\mathbf{A} \cdot_1 \mathbf{M})_{ijk} = \sum_p A_{i,p} M_{p,jk}$.
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Example I.1 ([10, Section 1]). Let $\{\mathbf{A}^{(\ell)}\}_{1 \leq \ell \leq L} \subseteq \mathbb{R}^{n \times \cdots \times n}$ be a set of $d$-th order real symmetric tensors$^1$ [11]. The simultaneous approximate diagonalization of symmetric tensors problem is to maximize

$$f(Q) = \sum_{\ell=1}^L \|\text{diag}\{\mathbf{A}^{(\ell)} \cdot_1 Q^T \cdots \cdot_d Q^T\}\|^2,$$ (2)

where $Q \in O_n$. This problem includes the following well-known problems in ICA as special cases:

(i) approximate tensor diagonalization problem [2], [12]–[14], if $L = 1$ and $d > 2$;

(ii) simultaneous approximate matrix diagonalization problem [15], if $L > 1$ and $d = 2$.

Example I.2 ([16, Section 2]). Let $\mathbf{A}^{(\ell)} \in \mathbb{C}^{n_1 \times \cdots \times n_d}$ be a $d_\ell$-th order complex tensor for $1 \leq \ell \leq L$ (orders $d_1, \ldots, d_L$ are potentially different). For integers $t_\ell$ satisfying $0 \leq t_\ell \leq d_\ell$ and $\alpha_\ell \in \mathbb{R}$ (possibly negative), the cost function is defined as

$$f(U) = \sum_{\ell=1}^L \alpha_\ell \|\text{diag}\{\mathcal{W}^{(\ell)}\}\|^2,$$ (3)

where

$$\mathcal{W}^{(\ell)} = \mathbf{A}^{(\ell)} \cdot_1 U^{(H)} \cdots \cdot_{t_\ell} U^{(H)} \cdot_{t_\ell+1} U^T \cdots \cdot_{d_\ell} U^T.$$ (4)

Let $d = \max(d_1, \ldots, d_L)$. It can be shown$^2$ that $f$ admits representation (3) if and only if there exists a $2d$-th order Hermitian$^3$ [18] complex tensor $\mathcal{B}$, such that $f$ has a representation

$$f(U) = \text{tr}\{\mathcal{V}\},$$ (4)

where

$$\mathcal{V} = \mathcal{B} \cdot_1 U^{(H)} \cdots \cdot_{d_1} U^{(H)} \cdot_{d_2+1} U^T \cdots \cdot_{2d} U^T.$$ (4)

This cost function includes the following well-known problems in ICA as special cases:

$^1$The entries do not change under any permutation of indices.

$^2$A proof can be found in [16, Section 4] (see also [17, Prop. 3.5]).

$^3$It means that $B_{i_1 \cdots i_d j_1 \cdots j_d} = B_{j_1 \cdots j_d i_1 \cdots i_d}$. 
(i) simultaneous approximate Hermitian diagonalization of complex matrices [19]. Let $A^{(l)} \in \mathbb{C}^{n \times n}$. The cost function is defined as
\[
f(U) = \sum_{l=1}^{L} \| \text{diag}(U^H A^{(l)} U) \|^2.
\] (5)

(ii) approximate diagonalization of a 3rd order complex tensor [3], [4]. Let $\mathcal{A} \in \mathbb{C}^{n \times n \times n}$. The cost function is defined as
\[
f(U) = \| \text{diag}(\mathcal{A} \mathcal{O}_1 U^H) \|^2.
\] (6)

(iii) approximate diagonalization of a 4th order complex tensor [20]. Let $\mathcal{B} \in \mathbb{C}^{n \times n \times n \times n}$ be Hermitian. The cost function is defined as
\[
f(U) = \| \text{tr}(\mathcal{B} \mathcal{O}_1 U^H \mathcal{O}_2 U^H \mathcal{O}_3 U^T \mathcal{O}_4 U^T) \|^2.
\] (7)

To solve problem (1), Jacobi-like sweeping procedure is a popular method, which can break a high-dimensional optimization problem into a sequence of one or two dimensional subproblems. This method often has a very high speed, as the solution of the subproblem can often be written in closed form. In particular, there have been several Jacobi-type algorithms proposed for the cost functions (2) and (3) in ICA, e.g., the well-known Jacobi CoM2 algorithm [1], [2], [4], [12] and Joint approximate diagonalization of eigenmatrices (JADE) algorithm [15], [19].

In this paper, we mainly review our recent results [10], [16], [21], [22] about the weak convergence4 and global convergence5 of Jacobi-type algorithms on $\mathcal{M}$. In Section II, we introduce the general Jacobi algorithm on $\mathcal{M}$, as well as the Jacobi-C algorithms. In Section III, we introduce the Jacobi-G algorithms, and present our convergence results about them. Section IV includes some experiments.

II. JACOBI-TYPE ALGORITHMS

A. General Jacobi algorithm on $\mathcal{O}_n$

Let $\theta \in \mathbb{R}$ be an angle and $(i, j)$ be a pair of indices with $1 \leq i < j \leq n$. Denote by $G^{(i,j,\theta)}$ the Givens rotation matrix, as defined e.g., in [4], [10], [23]. The general Jacobi algorithm for problem (1) on $\mathcal{O}_n$ can be summarized as in Algorithm 1. In this algorithm, if several equivalent maximizers are present in (8), we choose the one with the angle of smallest magnitude.

Algorithm 1 General Jacobi algorithm on $\mathcal{O}_n$

1: Input: a starting point $Q_0$
2: Output: sequence of iterates $Q_k$
3: for $k = 1, 2, \ldots$ do
   4: Choose the pair $(i_k, j_k)$ according to a certain pair selection rule
   5: Compute $\theta_k$ that maximizes $h_k(\theta) \equiv f(Q_{k-1} G^{(i_k,j_k,\theta)})$
   6: Update $Q_k = Q_{k-1} G^{(i_k,j_k,\theta_k)}$
7: end for

B. General Jacobi algorithm on $\mathcal{U}_n$

Let $\Psi \in \mathcal{U}_n$. Denote by $G^{(i,j,\Psi)}$ the plane transformation matrix, as defined e.g., in [4], [16]. The general Jacobi algorithm for problem (1) on $\mathcal{U}_n$ can be summarized as in Algorithm 2.

Algorithm 2 General Jacobi algorithm on $\mathcal{U}_n$

1: Input: a starting point $U_0$
2: Output: sequence of iterates $U_k$
3: for $k = 1, 2, \ldots$ do
   4: Choose the pair $(i_k, j_k)$ according to a certain pair selection rule
   5: Compute $\Psi_k$ that maximizes $h_k(\Psi) \equiv f(U_{k-1} G^{(i_k,j_k,\Psi)})$
   6: Update $U_k = U_{k-1} G^{(i_k,j_k,\Psi_k)}$
7: end for

C. Jacobi-C algorithms

One natural pair selection rule in Algorithm 1 and Algorithm 2 is in cyclic fashion [4], [23] as follows:
\[
(1,2) \rightarrow (1,3) \rightarrow \cdots \rightarrow (1,n) \rightarrow (2,3) \rightarrow \cdots \rightarrow (2,n) \rightarrow \cdots \rightarrow (n-1,n) \rightarrow (1,2) \rightarrow (1,3) \rightarrow \cdots.
\]

(10)

The Jacobi algorithm with cyclic rule (10) is called Jacobi-C algorithm. Although this cyclic rule is very simple, the convergence of Jacobi-C algorithms is difficult to study. In [21, Remark 6.5], we proved that, if $f$ is the cost function in (2) with $d = 3$ and $L = 1$, then Jacobi-C algorithm may converge to a saddle point of $f$. To our knowledge, the convergence of Jacobi-C algorithms for cost functions (2) and (3) is still unknown, except in the single matrix case [23].
III. CONVERGENCE ANALYSIS OF JACOBI-G ALGORITHMS

In this section, we mainly present our recent results [10], [16], [22] about weak and global convergence of Algorithm 1 and Algorithm 2 under a gradient based pair selection rule. Before that, we need to first recall the well-known Łojasiewicz gradient inequality [24–27].

A. Łojasiewicz gradient inequality

Let $T_xM$ be the tangent space at $x$. Let $\nabla f(x)$ be the Euclidean gradient, and $\text{grad} f(x)$ be the projection of $\nabla f(x)$ on $T_xM$, i.e., the Riemannian gradient [28]. The following results were proved in [26].

**Lemma III.1.** Let $M \subseteq \mathbb{R}^n$ be an analytic submanifold. Then any point $x \in M$ satisfies a Łojasiewicz inequality for $\text{grad} f(\cdot)$, that is, there exist $\delta > 0$, $\sigma > 0$ and $\zeta \in (0, 1/2]$ such that for all $y \in M$ with $\|y - x\| < \delta$, it holds that

$$\|f(y) - f(x)\|^{1-\zeta} \leq \sigma \|\text{grad} f(y)\|.$$  \hfill (11)

**Theorem III.2** ([26, Theorem 2.3]). Let $M \subseteq \mathbb{R}^n$ be an analytic submanifold and $\{x_k\}_{k \geq 1} \subseteq M$ be a sequence. Suppose that $f$ is real analytic and, for large enough $k$,

(i) there exists $\sigma > 0$ such that

$$|f(x_{k+1}) - f(x_k)| \geq \sigma \|\text{grad} f(x_k)\| \|x_{k+1} - x_k\|;$$

(ii) $\text{grad} f(x_k) = 0$ implies that $x_{k+1} = x_k$.

Then any accumulation point $x_*$ of $\{x_k\}_{k \geq 1} \subseteq M$ is the only limit point.

If, in addition, for some $\kappa > 0$ and for large enough $k$ it holds that

$$\|x_{k+1} - x_k\| \geq \kappa \|\text{grad} f(x_k)\|,$$

then the following convergence rates apply

$$\|x_k - x_*\| \leq C\begin{cases} e^{-ck}, & \text{if } \zeta = \frac{1}{2} \text{ (for some } c > 0), \\ k^{-\frac{1-\zeta}{2}}, & \text{if } 0 < \zeta < \frac{1}{2}; \end{cases}$$

where $\zeta$ is the parameter in (11) at the limit point $x_*$.\hfill (12)

B. Convergence of Jacobi-G algorithm on $O_n$

A gradient based pair selection rule of Algorithm 1 was proposed in [30], which chooses a pair $(i_k, j_k)$ in each iteration satisfying that

$$|h_k(0)| \geq \delta \|\text{grad} f(Q_{k-1})\|,$$ \hfill (13)

where $\delta$ is a small positive constant. The main idea behind this rule is to choose Givens rotations that are well aligned with the Riemannian gradient of $f$. We call the Jacobi algorithm with this rule the Jacobi-G algorithm, which is summarized in Algorithm 3.

**Algorithm 3** Jacobi-G algorithm on $O_n$

1: **Input:** a starting point $Q_0$, a positive constant $0 < \delta < 2/n$
2: **Output:** sequence of iterates $Q_k$
3: for $k = 1, 2, \ldots$ do
4: Choose the pair $(i_k, j_k)$ satisfying (12)
5: Compute $\theta_k^*$ that maximizes the function (8)
6: Update $Q_k = Q_{k-1}G^{(i_k, j_k, \theta_k^*)}$
7: **end for**

It was shown in [30, Lemma 5.2] and [10, Lemma 3.1] that, in Algorithm 3, we can always choose such a pair $(i_k, j_k)$ satisfying condition (12). Then, based on the proof of [30, Theorem 5.4], we can easily get the following result about the weak convergence of Algorithm 3.

**Theorem III.3** ([10, Theorem 3.3]). Let $f$ be smooth. Then every accumulation point of the iterates in Algorithm 3 is a stationary point of $f$.\hfill (13)

Based on Theorem III.2, the following global convergence result of Algorithm 3 was proved.

**Theorem III.4** ([10, Theorem 5.6]). Let $f$ be the cost function in (2) with $d = 2$ or $d = 3$. Then, for any starting point $Q_0$, the iterates in Algorithm 3 always converge to a stationary point of $f$.\hfill (13)

C. Convergence of Jacobi-G algorithm on $U_n$

As a complex generalization of Algorithm 3, the following Jacobi-G algorithm on $U_n$ was formulated in [16, Section 2].

**Algorithm 4** Jacobi-G algorithm on $U_n$

1: **Input:** a starting point $U_0$, a positive constant $0 < \delta < \sqrt{2}/n$
2: **Output:** sequence of iterates $U_k$
3: for $k = 1, 2, \ldots$ do
4: Choose an index pair $(i_k, j_k)$ satisfying
5: Compute $\Psi_k^*$ that maximizes the function (9)
6: Update $U_k = U_{k-1}G^{(i_k, j_k, \Psi_k^*)}$
7: **end for**

\textit{See [29, Definition 2.7.1] or [10, Definition 5.1] for a definition of an analytic submanifold.}
It was shown in [16, Section 4] that, in Algorithm 4, we can always choose such a pair \((i_k, j_k)\) satisfying condition (13). Then, based on [31, Theorem 2.5], the following weak convergence result of Algorithm 4 was proved in [16, Section 5].

**Proposition III.5.** Let \( f \) be the cost function in (3). Then every accumulation point of the iterates in Algorithm 4 is a stationary point of \( f \).

For \( U \in \mathcal{U}_n \) and \( 1 \leq i < j \leq n \), we define the restriction of \( f \) as

\[
h_{(i,j),U}(c, s_1, s_2) = f(U_{12}^{(i,j)}),
\]

When maximizing \( h_{(i,j),U} \), we only consider

\[
\Psi = \Psi(c, s_1, s_2) = \begin{bmatrix} c & -s_1 + is_2 \\ s_1 - is_2 & c \end{bmatrix},
\]
satisfying \( c^2 + s_1^2 + s_2^2 = 1 \). It was proved in [16, Section 4] that, if \( f \) is the cost function in (4) with \( d \leq 3 \), there exists a real symmetric matrix \( \Gamma^{(i,j),U} \in \mathbb{R}^{3 \times 3} \) such that

\[
h_{(i,j),U}(c, s_1, s_2) = r^T \Gamma^{(i,j),U} r,
\]

where

\[
r = (2c^2 - 1, -2cs_1, -2cs_2)^T.
\]

Therefore, the cost functions (5), (6) and (7) in Example I.2 all satisfy (14). Now, we define

\[
\delta^{(i,j)}_U \defeq 2 \begin{pmatrix} \Gamma_{1,1}^{(i,j),U} & \Gamma_{1,2}^{(i,j),U} & \Gamma_{1,3}^{(i,j),U} \\ \Gamma_{2,1}^{(i,j),U} & \Gamma_{2,2}^{(i,j),U} & \Gamma_{2,3}^{(i,j),U} \\ \Gamma_{3,1}^{(i,j),U} & \Gamma_{3,2}^{(i,j),U} & \Gamma_{3,3}^{(i,j),U} \end{pmatrix} - \Gamma_{1,1}^{(i,j),U} I_2.
\]

Let \( \text{Hess}_x f \) be the Riemannian Hessian\(^8\) of \( f \) at \( x \in \mathcal{M} \), which is a linear map \( T_x \mathcal{M} \to T_x \mathcal{M} \). Based on Theorem III.2, the following global convergence result of Algorithm 4 was proved in [16, Section 7].

**Theorem III.6.** Let \( f \) be the cost function in (4) with \( d \leq 3 \). Let \( U_* \) be an accumulation point of the iterates in Algorithm 4 (and thus \( \text{grad} f(U_*) = 0 \) by Proposition III.5). Assume that \( \delta^{(i,j)}_U \) is negative definite for all pairs \((i, j)\). Then

(i) \( U_* \) is the only limit point and convergence rates in Theorem III.2 apply.

(ii) If the rank of Riemannian Hessian is maximal at \( U_* \) (i.e., rank[\( \text{Hess}_{U_*} f \)] = \( n(n-1) \)), then the speed of convergence is linear.

\(^7\)this is reasonable; see [16, Section 2] for more discussions.

\(^8\)see [28, p.105] for a detailed definition.

IV. Experiments

In this section, we make some experiments to see the convergence behaviours of Jacobi-C and Jacobi-G algorithms on \( O_n \).

**Example IV.1.** We randomly generate two symmetric tensors \( \mathbf{A}_1 \in \mathbb{R}^{10 \times 10 \times 10} \) and \( \mathbf{A}_2 \in \mathbb{R}^{10 \times 10 \times 10} \). Let \( f \) be the cost function in (2) with \( L = 1 \). Let the starting point \( Q_0 = I_{10} \) in Jacobi-C algorithm and Algorithm 3, and \( \delta = 0.1 \) in Algorithm 3. The results are shown in Figure 1.
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(a) \( \mathbf{A}_1 \in \mathbb{R}^{10 \times 10 \times 10} \)

(b) \( \mathbf{A}_2 \in \mathbb{R}^{10 \times 10 \times 10} \)

Fig. 1. Results of Jacobi-C and Jacobi-G algorithms on \( O_n \).

V. Conclusion

In this paper, we mainly review our results [10], [16], [21], [22] about the convergence of Jacobi-type algorithms on \( O_n \) and \( \mathcal{U}_n \). For the moment, there are still some open problems:

(i) If \( f \) is the cost function in (2) with \( d \geq 4 \), the global convergence of Algorithm 3 is still unknown.

(ii) The global convergence of Jacobi-C algorithm is still unknown.
