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Abstract—Airports are important targets in both military and civilian tasks. Synthetic aperture radar (SAR)-based airport detection has received increasing attention in recent years. However, due to the high cost of the SAR imaging and annotation process, there is no publicly available SAR dataset for airport detection, which leads to the fact that deep learning methods have not been applied to airport detection and no unified evaluation benchmark for traditional methods. To provide a benchmark for airport detection studies in SAR images, a large SAR airport dataset is presented in this article. It contains 624 SAR images from Sentinel 1B, covering 104 instances of airports with different scales, orientations, and shapes, which can realistically reflect the real world. Experiments with four deep learning-based methods and three traditional methods on this dataset demonstrate its effectiveness and challenge. It serves for deep learning-based methods and three traditional methods on this dataset demonstrate its effectiveness and challenge. It serves for
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I. INTRODUCTION

Airports are highly valuable civilian and military facilities, where aircraft take off, land, and park. The detection of airports plays an important role in many practical applications, such as airport navigation, aerial reconnaissance, etc. In addition, accurate airport detection is also helpful for aircraft detection as aircraft are usually parked at the airport.

Compared with optical remote sensing, synthetic aperture radar (SAR) has the characteristics of all-weather and all-day imaging on the Earth’s surface. Currently, airport detection in SAR images is already receiving extensive concern.

There are four major types of methods for airport detection in remote sensing images, including line-based, saliency-based, image segmentation-based, and deep learning-based. The difference in backscatter intensity between the airport runway and the surrounding environment results in significant line segments around the airport runway. The line-based methods utilize these line segments to detect the airport. Line segments are mainly detected by Hough transform [1], Radon transform, or line segment detector (LSD) [2]. After obtaining the line segments, airport detection is achieved by judging the length of the line segments [3]. There are also some improved methods. They obtain the airport support regions by line segments and then select the proper regions as the airports based on some prior information, such as size [4] and aspect ratio [5]. Saliency-based methods aim at predicting a saliency map, where the airport regions will have high saliency values. The saliency maps are commonly calculated based on line segments [6]–[9], frequency domain features [10], and superpixelwise geometric information [11]–[13]. Both methods rely on accurately identifying the line segments of the runway, however, identifying the complete line segments in the SAR image is a difficult task. Furthermore, there are several line segments in the SAR image, and identifying runways from these line segments also makes airport detection more difficult. The image segmentation-based approaches identify the airports according to the texture features [14]–[17], structural features [8], and intensity information [18]. Nevertheless, the complex feature extraction process and pixel-level analysis of these methods lead to high computational costs and poor practicability.

In recent years, with the development of deep learning theories [19], [20], deep learning-based methods have attracted a lot of attention in the field of remote sensing image processing. Wu et al. [21] proposed a Fourier-based rotation-invariant feature boosting (FRIFB) to achieve geographic object detection in optical images. Based on FRIFB, Wu et al. [22] proposed a spatial-frequency channel feature and constructed the optical remote sensing imagery detector (ORSIm detector). Graph convolutional network has also been applied to remote sensing image processing due to its powerful representation and analysis of irregular data [23]. Deep learning-based approaches have also achieved some success in the field of airport detection. Deep learning-based object detection models are utilized as a framework. Then some optimizations are performed on this basis, such as changing the anchor scale [24] or employing image segmentation modules [25] to achieve more accurate localization. Object detection models can be divided into two main categories: 1) two-stage and 2) single-stage. The two-stage detection models mainly consist of RCNN [26], fast RCNN [27], faster RCNN [28], and mask RCNN [29]. Nowadays, all research...
on airport detection is conducted based on two-stage detection models. For example, Yin et al. [30] used faster RCNN with the addition of hard sample mining to solve the problem of sample imbalance due to insufficient datasets. Chen et al. [31] also took faster RCNN as the basic detection network and modified the size of the convolution kernel and the anchor size to achieve more accurate airport localization. Zeng et al. [32] added a separate CNN after faster RCNN to further remove the false alarms. The main single-stage detection models include YOLO v3 [33], YOLO v4 [34], and YOLO v5. Up to now, few methods use single-stage detection models to detect airports. The reason is that single-stage object detection models localize and classify the object only once, which makes it difficult to achieve satisfactory detection results with small training datasets.

The deep learning-based methods have powerful feature extraction and feature representation capabilities. However, deep learning is a data-driven concept, and the performance of respective deep learning-based approaches strongly depends on the quality and quantity of given data [35]. A challenging and excellent dataset can accelerate the development of the field. In case of insufficient data, some methods use natural images for pretraining [36]–[38]. Other methods address the sample imbalance of data by hard sample mining [39]. However, the difference between remote images and natural images makes transfer learning unsatisfactory. And applying hard sample mining on a small dataset also does not help the model to fit adequately.

All of the above methods are applied to optical remote sensing images, but there are some interference factors in optical images, such as clouds, fog, light, etc., which will increase the difficulty of image preprocessing [40]. And the above airport datasets are not publicly available. In a contrast, SAR can achieve all-day and all-weather imaging of the Earth’s surface. Therefore, an excellent SAR airport dataset can facilitate the development of airport detection.

With the rapid increase in the number of SAR images, many datasets have emerged in the SAR field, such as OpenSARUrban [41] for urban area interpretation, SSDD [42] for ship detection and GFB [43] for building semantic segmentation, which have played an important role in their respective interpretation tasks. However, there is no publicly available dataset for SAR airports. Intending to fill this gap and advance airport detection research in SAR images, in this article, we present a large-scale SAR airport dataset (SAD), which has been collected from Sentinel-1B images, and annotated by experts in aerial image interpretation. All the mentioned datasets are summarized in Table I.

Unlike natural images and optical images, SAR actively emits electromagnetic waves to the Earth’s surface and processes the backscattered electromagnetic signal returned by the irradiated object to form an image, the intensity of the backscattered electromagnetic signal is determined by the material of the object itself. According to the roughness of the target surface, the backscattering can be classified as single scattering, double scattering, and volume scattering. The runway as a microrough surface, single scattering is the main scattering mechanism, the terminal building, oil tank, and other buildings in the airport will behave as double scattering, and the nearby forest will form volume scattering. The reason for the inaccurate detection of airports in SAR images is that the scattering of targets, such as lakes, roads, and shadows is similar to that of runways, causing errors in airport detection, which cause false detection of airport detection, as illustrated in Fig. 1.

In order to solve the problems that arise in airport detection, we propose an SAR airport detection method based on the fusion of line segment detector and deep network (FLDNet), which we hope will facilitate the development of future airport detection algorithms.

The main contributions of this article are summarized as follows.

1) A large-scale public dataset has been proposed for airport detection in SAR images. To the best of our knowledge, SAD is the first publicly available SAR airport dataset. It provides a benchmark resource for developing state-of-the-art airport detection algorithms or other relevant tasks.

2) We benchmarked state-of-the-art deep learning-based object detection algorithms and traditional airport detection algorithms on SAD, which can serve as a baseline for the development of future airport detection algorithms.
3) To solve the problem of airport detection, FLDNet is proposed, and its effectiveness has been experimentally proven.

The rest of this article is organized as follows. Section II describes the details of the SAD. In Section III, a brief description of seven algorithms is given, which will be used for benchmark validation. The experimental results and analysis are reported in Section IV. An introduction to the structure and experiments of FLDNet is presented in Section V. Finally, Section VI concludes this article.

II. SAD: SAR AIRPORT DATASET

In this section, the SAD collection and annotation process is first described. Then we illustrate the challenges posed by the SAD for SAR image airport detection in terms of the size, aspect ratio, orientation, numbers of airport runways, and complex background of the airport targets.

In order to promote airport detection in the SAR field, we will publicly provide the original images with ground truth for the training set and testing set. Meanwhile, to facilitate the expansion and visualization of SAD, we converted all images in the dataset into JPG format and the annotation files into TXT format, and visualize the annotation results of all samples.

A. Images Collection of SAD

Images in SAD are collected from Sentinel 1B. Sentinel 1B is equipped with a C-band SAR sensor. It can provide measurement data for land, forest, ocean, and glacier monitoring and mapping. In this study, we use Level-1 interferometric wide swath GRD products. The spatial resolution is 10 × 10 m and the incidence angle is about 20°–45°. The polarization modes are VV and VH. And the number of looks is 5.

To increase the diversity of data, we collect images from multiple cities in multiple countries, which are carefully chosen by experts in aerial image interpretation. There are 624 airfield images of 2048 × 2048 pixels in SAD, which cover 104 airfield targets. The imaging time and polarization modes are varied for different images of the same airport. We mark the geographical location of some airports in Fig. 2. The airports in SAD cover a wide range of countries in Asia, Europe, Africa, North America, and South America, which makes the types of airports more diverse.

B. Annotation Method

Considering that the airport targets are sparsely distributed, we use horizontal bounding boxes for annotation. The usual representation of horizontal bounding boxes is \((c, x_c, y_c, h, w)\), where \(c\) marks the category and \((x_c, y_c)\) denotes the positions of the bounding boxes’ center in the image. \(w\) and \(h\) are the width and height of the bounding box, respectively. In the process of annotation, we refer to the location of the airport given in Google Earth. Some annotated images in SAD are shown in Fig. 3.

C. Dataset Splits

SAD is divided into the training set with the amount of 420 images, and the test set with 204 images. It is worth mentioning...
Fig. 3. Samples of annotated images in SAD.

TABLE II

STATISTICS OF AIRPORT AREA SIZE IN SAD

| Pixel Size | Small | Middle | Large |
|------------|-------|--------|-------|
| Proportion | 52.4% | 39.7%  | 7.9%  |

that different images of the same airport are uniformly classified as training or testing sets when we divide the dataset.

D. Various Pixel Sizes of Airports

Following the convention in [44], we refer to the area of a horizontal bounding box, which we call pixel size for short, as a measurement for airport size. Fig. 4(a) illustrates the distribution of pixel sizes for the airport in our dataset. The pixel size of the smallest airport is 26 244 and the largest is 1 142 500, which occupies 27.239% of the whole image. We divide all instances in the dataset into three groups based on their pixel size: small (20 000 to 100 000), medium (100 000 to 300 000), and large for the range above 300 000. Table II illustrates the percentages of the three instance splits in SAD. It is clear that several small airports exist in SAD, and it is a difficult task to accurately detect all of them at a lower resolution (10 m). And the huge change in the number of pixels of different airports poses a challenge to the detection model.

E. Various Numbers of Airport Runways

As an essential infrastructure in airports, runways play an important role in distinguishing airports from similar areas of airports. The difference in the number, length, and width of airport runways is also a major challenge for airport detection. Table III shows the statistics on the number of runways in SAD, which shows that most airports have one or two runways, but three or four runways still exist. The runway length ranges from 2400 to 4500 m and the width of the runway ranges from 24 to 80 m. In summary, the number, length, and width of runways in SAD are highly variable, which makes accurate detection of airports more challenging.

F. Various Aspect Ratios of Airports

Aspect ratio is an important factor that affects the detection accuracy of anchor-based object detection models, such as faster RCNN, YOLO v3, etc. The aspect ratio of all targets in our dataset is counted to provide a reference for better model design. Fig. 4(b) illustrates the distribution of aspect ratios for airport targets in our dataset. We can see that airports vary greatly in aspect ratio. The aspect ratios of the airport targets in SAD are distributed between 0.2 and 5.2, with a relatively large cluster at around 0.8. Moreover, there are a large number of targets with a large aspect ratio in our dataset. Three airport targets with large aspect ratio variations are shown in Fig. 5. The wide distribution of aspect ratios poses a challenge for detection models to accurately locate complete airports.

G. Various Orientations of Airports

As shown in Table IV, SAD achieves a good balance in the airports of different orientations, which requires the detection model to have good detection of targets in each direction. Moreover, our dataset is closer to real scenes, because it is common to see airports in all kinds of orientations in the real world. This article does not make a study of rotating anchor airport detection, but the uniform orientation distribution of SAD can pose a great challenge for rotating target detection.

H. Complex Background

As described in Section I, one of the biggest difficulties to detect airports is the existence of airport-like regions in SAR images with the same scattering intensity as airports, i.e., lakes, roads, etc. SAD contains airports in several scenes, including seaside, mountains, cities, rivers, etc. Locating the airport accurately from several complex backgrounds is a challenging task.

III. BENCHMARKING ALGORITHMS FOR SAD

To demonstrate that SAD is effective and challenging in the field of airport detection, and to provide some representative benchmark algorithms for this dataset, we carry out airport detection on our SAD. A comprehensive analysis of popular deep learning-based algorithms and several representative traditional
airport detection methods for SAR images in recent years has been conducted to achieve this task.

The reason for using deep learning algorithms in this study is the astonishing achievements they have already achieved. We select RetinaNet [45], YOLO v3 [33], YOLO X [46], and YOLO v5 as the deep learning algorithms to evaluate our dataset. We choose four deep learning algorithms, RetinaNet [45], YOLO v3 [33], YOLO X [46], and YOLO v5, to evaluate our dataset. To be specific, YOLO v3, RetinaNet, and YOLO v5 are anchor-based models, YOLO X represents detection models that perform detection in an anchor-free manner.

For the evaluation of traditional methods, three popular SAR image airport detection methods, including CSA-SOACM [18], LSG [7], and MSA [13] are used to evaluate the effectiveness and challenges of SAD.

To be fair, all the above methods use the optimal parameters of their respective papers. A description of each of the seven methods will be presented below.

**A. RetinaNet**

RetinaNet, for the first time, matches the state-of-the-art accuracy of the complex two-stage detector, such as R-CNN, faster R-CNN, and mask R-CNN. RetinaNet identifies class imbalance during training as the main obstacle impeding the one-stage detector from achieving state-of-the-art accuracy and proposes a new loss function, i.e., focal loss, which eliminates this barrier. Airport detection tasks suffer from a quantitative imbalance between positive and negative samples, so RetinaNet is considered to be well suited as a benchmark method for SAD. In addition, RetinaNet has been widely used for various tasks after its proposal, including ship detection in SAR images [47], [48], multiscale objects detection [49], etc.

**B. YOLO v3**

YOLO series, as the most important detection algorithm in the single-stage detector, can provide excellent detection results. YOLO v3, as the last detection network updated by the authors of the YOLO series, adds many small technologies compared to the previous versions, such as data augmentation, multiscale training, and batch normalization, among others. And DarkNet-53 become the new feature extractor network. In addition, YOLO v3 demonstrated for the first time that logical classifiers are more effective than Softmax. YOLO v3 is widely used for the detection of brick kilns [50] and deep-sea debris [51] in remote sensing images.

**C. YOLO v5**

YOLO v5 is put forth by ultralytics. Compared to previous versions of YOLO and other object detection models. YOLO v5 significantly improves the training speed while maintaining detection accuracy. CSPNet [52] is adopted as the backbone on account of its processing time. In order to deal with object scale changes, PANet [53] is used as a model neck to construct feature pyramids. It consists of YOLO v5s, YOLO v5m, YOLO v5l, and YOLO v5x network structures of different depths and widths. In the field of remote sensing, YOLO v5 is applied to crop circle detection [54] and vessel detection [55].

**D. YOLO X**

YOLO X performs object detection in an anchor-free manner, meanwhile, a decoupled head and the leading label assignment strategy SimOTA is employed to accomplish state-of-the-art detection results. It chooses Darknet-53 and a spatial pyramid
pooling (SPP) layer as the backbone, but the anchor-free detection makes the number of predictions per position lower. Recently, YOLO X has been applied to ship detection [56].

E. CSA-SOACM

CSA-SOACM utilizes vision-oriented saliency, knowledge-oriented saliency, and active contour models (ACM) [57] to achieve airport detection in SAR images. Specifically, superpixel segmentation and mathematical morphological filter are first employed to reduce the computational complexity of the subsequent steps. Then, a two-way complementary saliency analysis (CSA) scheme, which combines vision-oriented saliency and knowledge-oriented saliency, is proposed for the estimation of airport locations. With CSA, the airport support region can be obtained. Finally, the accurate airport area is obtained by relying on the powerful contour recognition ability of ACM. It is worth mentioning that SOACM only performs energy evolution in regions with high saliency, which will not only make the operation results more accurate but also greatly reduce the operation consumption time.

F. LSG

LSG implements airport detection via line segment grouping and saliency analysis in large-scale SAR images. First, the line segment detection (LSD) algorithm is modified to use a ratio-based approach to replace the differential approach to obtain the gradient calculation results in SAR images, which leads to more accurate line segment detection results. During the line segment grouping step, airport support regions are obtained based on the a priori knowledge. The airports have an abundance of line segments that are typically parallel or vertical to each other and occur in clusters. Without complete detection of all line segments in the airport area, resulting in the possibility of dividing an airport into multiple airport support regions, selective nonmaximum suppression is used to merge overlapping airport support regions and nonoverlapping but close to each other airport support regions in the image. Finally, according to the knowledge that the grey value of runways in SAR images is relatively smaller than other regions, false alarm control is achieved by histogram statistics of airport support regions, and the final airport detection results are obtained.

G. MSA

MSA is a multilayer abstraction saliency model for airport detection in SAR images. SLIC [58] superpixel generation method is first used to obtain superpixels, which are utilized along with the line segment detection results to obtain the airport support region. Superpixels are classified into three categories: 1) seed superpixel (intersecting directly with a line segment), 2) straddle superpixel (intersecting with a seed superpixel), and 3) useless superpixel (others). Taking the seed superpixel as the clustering center, by calculating the histogram intersection distance between different superpixels as the similarity measure, which achieves the aggregation of airport support regions. Next, three saliency cues for airport detection in SAR images are proposed. Local contrast saliency is proposed based on the fact that the gray value of the airport runway in the SAR image is relatively small. The spatially compact distribution of airports induces adobe deformation saliency. Considering the large scale of SAR images and the uniqueness of airports, the global uniqueness saliency is appropriate for airport detection. Finally, three saliency maps are integrated to obtain the final airport detection results.

IV. EXPERIMENTS AND ANALYSIS

In this section, we show and analyze the experimental results of the seven methods introduced in Section III. The experimental environment is first briefly introduced, and then the evaluation criteria of deep learning methods and traditional airport detection algorithms are unified. On this criterion, we conducted the comparison of the results of the complete SAD and the comparison of the results under low-shot, respectively, from which the results are analyzed.

A. Implementation Details

All deep learning-based methods use Pytorch as the deep learning framework. The remaining three traditional airport detection methods are programmed with MATLAB. All experiments are implemented on Intel Core i5-11400 CPU at 2.60 GHz and 8-GB RAM, and NVIDIA GeForce GTX 1080 with 16-G memory.

Considering the purpose of the experiments is to validate the effectiveness and challenge of SAD, none of the deep learning-based methods are pretrained by SAR or natural images. It can also ensure the deep learning-based methods and traditional methods are compared in a fair way.

B. Evaluation Criteria

In the field of deep learning-based object detection, valid metrics commonly employed to evaluate method performance include precision (P), recall (R), F1-score, average precision (AP), etc. Precision is the probability that the actual positive samples are predicted to be positive. The recall is the probability that the actual positive samples are predicted to be positive. F1-score can consider both accuracy and recall together, thus reflecting the performance of the algorithm in a balanced way. Average precision is proposed by VOC2010. Specifically, assuming that N anchors are detected, and there are M positive cases, we will get M recall (from 1/M to M/M). Then for each recall R, we can calculate the maximum precision. The final AP value is the average of M precisions. True positive (TP) indicates that the model correctly predicts the positive category. False positive (FP) indicates that the model incorrectly predicts the positive category. True negative (TN) indicates that the model correctly predicts the negative category. False negative (FN) indicates that the model incorrectly predicts the negative category. Precision, recall, and F1-score scores can be calculated by the following formula:

\[
\text{Precision} = \frac{TP}{TP + FP},
\]

(1)
The deep learning-based approach uses a box to mark the predicted region. Traditional airport detection methods use a binary map to distinguish the airport from the background. In order to make the evaluation criteria consistent between traditional and deep learning methods. According to the definition in the literature [18], we label the airport detection results with the minimum horizontal bounding rectangle (MHBR).

The IoU between the predicted box or MHBR and the ground truth is calculated to verify the accuracy of the detection results

$$\text{IoU} (\text{pred}, \text{gt}) = \frac{\text{Area}(\text{pred} \cap \text{gt})}{\text{Area}(\text{pred} \cup \text{gt})}$$

where $\text{pred}$ and $\text{gt}$ denote the predicted box and ground truth, respectively. We set the IoU threshold for all methods to 0.5, i.e., we consider it a correct detection if IoU(pred, gt) is greater than 0.5.

With the above definition, the P, R, and F1-score of the traditional method can be calculated, and we do not use AP to compare the traditional method and the deep method simultaneously.

C. Experimental Results for Baselines

To verify the effectiveness of the SAD and to establish a valid baseline for the SAD. The experiments are first conducted on the complete SAD using seven methods, and the results are presented in Table V. From Table V, it can be seen that the deep learning-based detection method is better than the traditional airport detection method, which is because the deep learning-based method can adjust the model parameters through the training set in the training stage. Compared to deep learning-based methods, traditional detection methods use the local contrast, line segments, and other characteristics of the airport for detection, which makes it unnecessary to train and saves a lot of training time. The focal loss helps RetinaNet balance positive and negative samples during training, making the model more fully trained, so its P, AP, and F1-score are the best among all methods. YOLO v5 builds a multilayer feature pyramid by adding PANet on the basic of FPN [59], which helps YOLO v5 to detect more small airports, so it can be seen that it has the highest R. It should be noted that since CSA-SOACM keeps only one detection result on each SAR image, it has the same P and R. In contrast, LSG and MSA do not limit the number of detections per image to detect more airports. And to ensure more valid results, we remove smaller regions that are unlikely to be airports from the detection results.

In addition, we divided the test set according to the description in Section II-D and tested them separately. From the experimental results in Table V, we find that the deep learning-based methods are less effective in detecting small airports because they usually contain only a small number of pixels, which makes it difficult to distinguish them from their surroundings, and the single runway of small airports also leads to a large variation in the aspect ratio of the airport target.
which makes it difficult to locate it accurately. However, they show better detection results for large airports, which occupy a larger area in the image, resulting in less background and easier detection. Traditional airport detection methods, in contrast to deep learning-based methods, are more accurate for small airports. Since they are performing airport detection based on line segments and contrast, the lines of small airports are simpler (usually a pair of parallel lines). Nevertheless, they are much less effective in detecting large airports with complex structures and multiple pairs of parallel lines. Overall, both types of methods have good detection results for middle-sized airports, but small and large airports pose a greater challenge for them.

In order to see the detected result more directly, we selected five representative SAR images to show the detection results in Fig. 6. All images contain airport interference regions, such as rivers, roads, etc., which pose a considerable challenge for airport detection. Among the results of the deep learning-based approach, it can be seen that false detections are mainly concentrated in areas, such as rivers or shadows because those areas have low grey values similar to the airport runways. In addition, some airports (fifth row of Fig. 6) are located in the weakly scattered region, which makes the deep learning-based model miss it. CSA-SOACM uses the local contrast and line segment characteristics of airports to select airport support regions, but it misses most of the airports because the local contrast of some airports is not obvious and it retains only the most likely regions of airports in each SAR image. Compared with CSA-SOACM, LSG acquires airport support regions using only line segments, so more airport regions are lost. Also LSG uses line segments for region growth, which makes it appear to have large airport detection results. Based on LSG, MSA utilizes the histogram intersection distance between regions to merge airport support regions, which effectively reduces the appearance of large regions. However, regions, such as urban, rivers, and shadows also have high contrast, and the histogram intersection distance of the same type of scattered regions is low, which makes MSA have a lot of false detections in urban and river regions.

The boxes of all seven methods appear to fail to fit the target accurately, which is highly related to the varying aspect ratio, size, and orientations of the airport in SAD. For the deep learning-based approach, the large aspect ratio variation makes it difficult to fit all airports closely by setting the anchor in advance. YOLO v5 is the most effective of the four deep learning-based methods, thanks to its adaptive anchor calculation ability. In the traditional algorithm, when the airport is not vertically or horizontally distributed, it will not be marked accurately by the box. This is because all three methods calculate the gradient in vertical and horizontal directions to get the line segments in SAR images, and the accuracy of detection will be reduced if the line segments are not vertical or horizontal. Furthermore, the discontinuity of the line segments also leads to the division of an airport into multiple areas, which is most serious in the MSA.
D. Low-Shot Experimental Results for Baselines

Deep learning is a data-driven concept, and the performance of respective deep learning-based approaches strongly depends on the quality and quantity of the given data. To test the effectiveness of SAD and whether it can pose a greater challenge for airport detection with reduced training samples, we perform low-shot experiments on SAD using RetinaNet, YOLO v3, YOLO X, and YOLO v5.

We randomly select 150, 240, and 320 training samples from the entire training set and the testing set is not modified. As the number of training samples decreases, the training set cannot completely cover the background and the features of the airports. Therefore, the generalization ability of the model becomes especially important. The results of the four detection models are presented in Fig. 7. The detection performance of all models decreases to different degrees as the training samples are reduced, which indicates that a small number of SAD training samples can pose a greater challenge for airport detection.

The four models maintain a qualified airport detection performance when the number of the training sample is equal to or greater than 330. It should be noted that RetinaNet shows a drop in $R$ when the training sample changes from 330 to 420, which is due to the use of focal loss. When the model learns sufficiently for simple targets, focal loss makes the model pay more attention to difficult targets, which makes the weight update of the model tend to detect airports in complex scenes. It makes the model miss detection of some simple airports. YOLO v5 still maintains a good detection performance when the training samples reduce to 240, and the other three methods have shown seriously missed detections. YoloX misses 40% of the airports and is unable to complete the task of airport detection properly. The $R$ of all four methods drops below 0.7 when the sample is reduced to 150, and $P$ also shows a considerable decrease. In summary, when the number of training samples is less than 240, all the methods have a large number of missed detections, which is an unacceptable error for the airport detection task.

V. FLDNET

By reading the literature related to airport detection and experimenting on SAD, we realize that the existing airport detection methods have false detection in lake or river areas. To address these problems, we propose an SAR airport detection method based on the FLDNet, which further improves the detection accuracy. In this section, we introduce FLDNet and analyze the results and parameters.

A. Structure of FLDNet

FLDNet consists of two branches, i.e., the airport region of interest (ROI) detector branch and the line segment detector branch, as shown in Fig. 8. Line segment detection is performed on the complete SAR image due to the uncertainty about the area and number of ROIs. After acquiring the ROI, the line segments in the ROI are acquired in the result of line segment detection, achieving the fusion of line segment and deep features. We choose YOLO v5 as the airport ROI detector branch and establish the line segment detector branch by SARLSD [60]. YOLO v5 has been introduced in Section III, and we introduce the SARLSD and fusion process as follows.
As shown in Fig. 9, SARLSD has four steps: 1) gradient calculation, 2) region growth, 3) rectangular approximation, and 4) line segment validation.

1) \textbf{Gradient calculation} is responsible for computing the gradient and the gradient direction of each pixel in the SAR image. The finite difference scheme is a commonly used gradient calculation method, however, applying it to SAR images results in false gradients due to the multiplicative nature of the speckle. To implement gradient calculation in SAR images, SARLSD references [61], a ratio-based calculation is used, which is implemented as follows. For a given pixel at the position \((x, y)\) in image \(I\), we first calculate the weighted ratio \(R^h(x, y)\) in the horizontal direction. As shown in Fig. 9(a), the red box and blue box with the size of \(W \times 2W\) represent the pixels on the left region and right region of \((x, y)\). \(m^1_h(x, y)\) and \(m^2_h(x, y)\) denote the weighted values of the pixels in the red and blue boxes, respectively. They are defined as

\[
m^1_h(x, y) = \sum_{x'=x-W}^{x+W} \sum_{y'=1}^{y+1} I(x+x', y+y') \times e^{-\frac{|x+x'|}{\beta}} \quad (5)
\]

\[
m^2_h(x, y) = \sum_{x'=x-W}^{x+W} \sum_{y'=y-W}^{1} I(x+x', y+y') \times e^{-\frac{|x+x'|}{\beta}} \quad (6)
\]

where \(\beta\) is set to control the dependencies of adjacent pixels. \(|.|\) stands for absolute value. \(W\) controls the size of the red and green boxes and is defined as

\[
W = \lceil \log(10) \times \beta \rceil . \quad (7)
\]

Once \(m^1_h(x, y)\) and \(m^2_h(x, y)\) are obtained, the weighted ratio \(R^h(x, y)\) in the horizontal direction of \((x, y)\) is obtained by

\[
R^h(x, y) = \frac{m^1_h(x, y)}{m^2_h(x, y)} . \quad (8)
\]

The ratio \(R^v(x, y)\) in the vertical direction can be calculated in the same way. Then the horizontal gradient component \(G^h(x, y)\) and the vertical gradient component \(G^v(x, y)\) are defined as

\[
G^h(x, y) = \log \left( R^h(x, y) \right) . \quad (9)
\]

\[
G^v(x, y) = \log \left( R^v(x, y) \right) . \quad (10)
\]

The absolute value of the gradient \(|GR(x, y)|\) and the gradient direction \(\text{ang}(GR(x, y))\) of the pixel \((x, y)\) are defined as

\[
|GR(x, y)| = \sqrt{G^h(x, y)^2 + G^v(x, y)^2} \quad (11)
\]

\[
\text{ang}(GR(x, y)) = \arctan \frac{G^v(x, y)}{G^h(x, y)}. \quad (12)
\]

Repeating the above gradient calculation for each pixel in \(I\), the complete gradient map of \(I\) can be obtained.

2) \textbf{Region growth} is then used to obtain line segment candidates by aggregating pixels whose gradient direction difference is less than the angular tolerance \(\tau\). Specifically, each region is grown starting from a pixel that is not assigned to any region, and then the neighboring pixels of this region are tested. The pixels are added to the region if the gradient direction difference between that pixel and the region is less than \(\tau\). This process is repeated until no other pixel can be added to the region. It is worth pointing out that the pixels selected as initial regions always have larger gradient values, since they are more likely to belong to line segments. Moreover, the direction \(\alpha\) of the region needs to be updated in each region growth iteration

\[
\alpha = \arctan \left( \frac{\sum_{i=1}^{n} \sin (\text{ang}(GR(x_i, y_i)))}{\sum_{i=1}^{n} \cos (\text{ang}(GR(x_i, y_i)))} \right) \quad (13)
\]

here \(n\) is the number of pixels in the current region. The region growth is repeated until all pixels of \(I\) are assigned to any region. In Fig. 9(b), different line segment candidates are represented by different colors.

3) \textbf{Rectangular approximation} aims at employing the minimum bounding rectangle to approximately represent each candidate region, as shown in Fig. 9(c), to simplify subsequent calculations. The rectangle is described by four parameters: 1) center, 2) angle, 3) length, and 4) width. The center of the rectangle [red dot in Fig. 9(c)] is defined as the center of mass, and the mass of each pixel is the absolute value of its gradient. The angle of the rectangle [i.e., \(\alpha\) in Fig. 9(c)] is defined as the angle between the principal axis.
of inertia and the horizontal axis. The length and width are indicated in Fig. 9(c) as \( w \) and \( h \), respectively.

4) **Line segment validation** is to calculate the number of false alarms (NFA) to determine if the line segment candidate region is a true line segment. According to the Helmholtz principle [62], no meaningful structure should happen by chance in a random configuration. Therefore, the line segment can be verified by NFA. It is known that when all pixels of an image satisfies both uniform distribution and independent distribution in local directions, the line segment can be judged by NFA [63]. Let \( H_0 \) indicate a model meeting the uniform distribution and independent distribution in the local direction.

A key concept in the calculation of NFA is that of the aligned pixel, namely, the pixels in the rectangle whose direction is equal to the rectangle’s direction, up to a tolerance \( \tau \). We will reduce the width of the rectangle if the density of aligned pixels inside the rectangle is below the density threshold \( D \).

For simplicity, let \( r \) denote a rectangle in \( I \) and the number of pixels in \( r \) is \( n(r) \), and \( k(r) \) denote the number of aligned pixels. And suppose \( I_0 \) is a random image that obeys \( H_0 \). A rectangle of size \( n(r) \) in \( I_0 \) contains \( k_0(r) \) aligned pixels. Then the NFA can be written as

\[
NFA(r) = N_R \times P_{H_0}(k_0(r) \geq k(r))
\]

where \( N_R \) denotes the number of rectangles in \( I \) and it can be approximated as \( 5 \times (M \times N)^{5/2} \) in an image of size \( M \times N \) [60]. The \( P_{H_0}(k_0(r) \geq k(r)) \) can be calculated by

\[
P_{H_0}(k_0(r) \geq k(r)) = \sum_{x_1+x_n(r) \geq k(r)} P(X_1=x_1) \prod_{i=2}^{n(r)} P(X_i=x_i | X_{i-1}=x_{i-1})
\]

(15)

which can be obtained using a dynamic programming algorithm and decreasing induction method [63]. Let \( k = k(r) \), \( n = n(r) \), \( Y_i = \sum_{i=1}^{n} X_i \), where \( X_i \) indicates whether the \( i \)th pixel is aligned with the rectangle, i.e., \( X_i = 1 \) if \( X_i \) is an aligned pixel and \( 0 \) otherwise, we can get

\[
P(Y_i \geq k)
= P(Y_{i+1} \geq k | X_t = 0) \times P(X_t = 0) \\
+ P(Y_{i+1} \geq k-1 | X_t = 1) \times P(X_t = 1).
\]

(16)

Moreover, for \( x \in \{0, 1\} \) and \( k' > 1 \)

\[
P(Y_{t+1} \geq k' | X_t = x)
= \sum_{y \in \{0, 1\}} P(Y_{t+2} \geq k' - y, X_{t+1} = y | X_t = x)
= P(Y_{t+2} \geq k' | X_{t+1} = 0) \times P(X_{t+1} = 0 | X_t = x) \\
+ P(Y_{t+2} \geq k' - 1 | X_{t+1} = 1) \times P(X_{t+1} = 1 | X_t = x)
\]

(17)

\[
P(Y_n \geq k' | X_{n-1} = x) \quad \text{can be given by the following equation:}
\]

\[
P(Y_n \geq k' | X_{n-1} = x) = \begin{cases} 1 & \text{if } k' = 0 \\ P(1|x) & \text{if } k' = 1 \\ 0 & \text{otherwise} \end{cases}
\]

Calculating the NFA(\( r \)) of all \( r \) in \( I \). Retain the rectangle \( r \) if the NFA(\( r \)) is less than the NFA threshold parameter \( \tau \), otherwise the rectangle is removed. The final result after removing the error rectangles is shown in Fig. 9(d). NFA and \( D \) are simultaneously applied to all rectangles in \( I \), enabling SARLSD to obtain slender rectangles that represent line segments.

NFA and \( D \) are simultaneously applied to all rectangles in \( I \), enabling SARLSD to obtain slender rectangles that represent line segments.

The above four steps can detect the line segments in SAR images. But there are still too many redundant line segments for subsequent detection results fusion, as shown in Fig. 10(b). Hence, we further remove some too short line segments. According to the prior knowledge about the airport runway lengths (usually greater than 800 m) and SAR image resolution, the least pixel length of the line segments on the airport runway can be calculated. Those line segments shorter than this length will be removed from the line segment set. In Fig. 10(c), the postprocess can greatly decrease the number of line segments.

Airport ROI contains not only the airport area but also some airport-like areas, i.e., lakes, roads, and shadows. We find that the particular characteristic of the airport areas is that runways in SAR images always have long parallel line segments. While the false ROIs usually do not contain parallel lines, or the parallel lines are short in length. Hence, the parallel lines in ROIs are the key to performing the fusion of line segments and ROIs from deep network results.

1) **Parallel Line Segment Searching in ROIs:** The angles of the line segments are the key to determining whether they are parallel. In the origin SARLSD algorithm, the angle information of the line segment is not available.

Therefore, we make an improvement to SARLSD so that it can get the angle information of each line segment. Let \( (x_1, y_1) \) and \( (x_2, y_2) \) represent the coordinates of the two endpoints of a line segment, its angle \( \eta \) can be obtained by

\[
\eta = \arctan \left( \frac{y_2 - y_1}{x_2 - x_1} \right)
\]

(19)
Fig. 11. Process of ROI refining is based on the longest parallel line segments in ROI. In the airport rectangle, the length of the diagonal is close to the length of the longest parallel lines inside it; on the contrary, the length of the parallel lines in the nonairport ROI tends to be shorter.

Note that we set $\eta$ to $\pi/2$ when $x_1$ and $x_2$ are equal. Two line segments are judged to be parallel if their angle difference is less than the angle threshold $\mu$.

In our method, the distance between two line segments is not used as a criterion for judging whether they are parallel or not. Because, a line segment, requires calculating the distance between it and all the other line segments, which is a huge computational burden.

2) Airport ROI Refining Based on Parallel Line Segments:
As an airport often have multiple runways, an airport ROI may contain multiple parallels. But the main runway is the longest and most representative of the airport. Therefore, the longest parallel (corresponding to the main runway of the airport) is first selected when determining whether the ROI is an airport.

Fig. 11 illustrates the process of ROI refining. In the airport ROI, the longest internal parallel is close to the length of the main diagonal. On the contrary, the length of the parallel lines in the nonairport ROI tends to be far shorter than that of the diagonal. Hence, the false ROI can be further removed by comparing the length of the ROI’s diagonal and that of the longest parallel line in the ROI. The lengths of the parallels have been given in refined SARLSD. The length of the diagonal can be obtained by

$$L = \lambda \times \sqrt{(X_2 - X_1)^2 + (Y_2 - Y_1)^2}$$  \hspace{1cm} (20)

where $(X_1, Y_1)$, $(X_2, Y_2)$ are the horizontal and vertical coordinates values of the upper-left and lower-right corners of the ROI, respectively. $\lambda$ is the scaling factor that determines the scaling of the diagonal length of the ROI. If the lengths of the longest parallel lines exceed the threshold $L$, the ROI will be retained. Otherwise, the ROI will be removed from the results.

In addition, it is worth mentioning that the line segment detector branch and the airport ROI detection network branch do not interfere with each other, so the airport ROI detector branch can be replaced with any deep learning-based object detection network.

In our method, the distance between two line segments is not used as a criterion for judging whether they are parallel or not. Because, a line segment, requires calculating the distance between it and all the other line segments, which is a huge computational burden.

B. Experimental Analysis of FLDNet
The reason for the superior performance of FLDNet over other detection models is the introduction of line segment detector branches. To illustrate that the introduction of line segment detector branches can improve the accuracy rate of airport detection, we compare YOLO v5 and FLDNet. The results in Fig. 12 show that the line segment detector can greatly improve P from 86.5% to 91.4%. AP increases from 91.7% to 92.5% and the F1 score also increases from 87% to 90%.

Five representative images of the airport and the corresponding detection results are given in Fig. 13. It can be seen that the biggest difficulty in airport detection is the presence of airport-like regions, such as rivers, roads, lakes, and shadows. As can be seen in Fig. 13(c), the airport detection results obtained using YOLO v5 are susceptible to interference from these regions. The weak scattering and regular shape of the airport runway, as described in Section I, cause parallel lines to appear in the airport, which is also verified in Fig. 13(d). Combining the line segments with the deep detection results, we can achieve the removal of the false detection regions and get better results, and obtain the results as in Fig. 13(e).

FLDNet improves the airport detection accuracy, but also increases the test time. For the single image test, YOLO v5 consumes 8.5 ms, which can be obtain from Table V. In comparison, FLDNet requires 204.3 ms for testing. The increase in test time is caused by the presence of line segment detector and the fusion of line segment and deep features. The former consumes more time, about 183.9 ms, and feature fusion takes 11.9 ms. Moreover, through experiments, we find that the number of ROIs does not affect the time cost of feature fusion, attributing to the simplicity of feature fusion.

C. Detection Performance With Different Parameter Settings
Several free parameters exist for FLDNet, and different parameters can have an impact on the final detection results. For airport ROI detector branch, a detailed explanation can be found...
Four parameters exist in line segment detector branch, we found that the NFA threshold $\epsilon$ has little effect on the detection result and is usually set to 1. The ratio calculation weight $\beta$ is used to control the size of the pixel block used to calculate the gradient, with $\beta$ being small, the gradient calculation will become inaccurate, to make the detection results more accurate, $\beta$ needs to be set to 4 or 5. $\tau$ is used to control the angle range when clustering pixels. More regions of line segments are obtained as $\tau$ increases. $D$ represents the density of aligned pixels within a rectangle, which aims to avoid situations where two straight edges are present in the region with an angle between them smaller than the tolerance $\tau$. Low values of $D$ lead to inconsistent detections, while too large values of $D$ will have the effect of overcutting the line segments into smaller sizes. A detailed analysis of the four parameter settings for the line segment detection can be found in [55].

During the fusion of line segments and airport ROIs, two parameters need to be set, i.e., the angle threshold $\mu$ and the scaling factor $\lambda$. $\mu$ is used to determine whether line segments are parallel, and when $\mu$ is larger, more parallel lines appear, and thus, more ROIs are preserved. On the contrary, more ROIs are judged to be falsely detected ROIs, which are removed when $\mu$ becomes small. We explored the variation of $P$, $R$, and $AP$ between $\mu$ from 0 to 7 and show it in Fig. 14(a). When $\mu$ is at 0 to 3, more ROIs are removed, the removed ROIs contain both airport and nonairport, so $R$ is compromised, and the change in $P$ varies according to the ratio of airports to nonairports.

![Fig. 13. Detection results of FLDNet. (a) Original SAR image. (b) SAR image with ground truth. (c) Detection results without line segments. (d) The result of line detection [red marked boxes are manually marked to highlight the detection result area in (c)]. (e) Detection results after adding line segments.](image-url)
in the removed ROIs. After $\mu$ is greater than 4, parallel lines are detected in all airport ROIs, so that P is increased without harming R. It can be seen that the optimal values of P, R, and AP are achieved when $\mu = 4$ or 5.

$\lambda$ is the parameter that controls the diagonal length L. As $\lambda$ increases, L becomes larger, which makes it difficult for the parallel line length h to be larger than L. And more airport ROIs will be judged as nonairports and removed. When $\lambda$ is reduced, more airports may be detected, but more false detection areas are inevitable. Therefore, we investigated the effect of varying $\lambda$ from 0.09 to 0.16 on P, R, and AP. The results are presented in Fig. 14(b). As can be seen that P and R are more sensitive to the change of $\lambda$, and the AP curve is relatively robust. R shows a decreasing trend when the $\lambda$ is from 0.11 to 0.14. On the contrary, P is unchanged when $\lambda$ is between 0.11 and 0.14. FLDNet performs poorly when $\lambda$ is greater than 0.14. With $\lambda$ in the interval from 0.09 to 0.11, FLDNet can achieve a rise in P without damaging R. Hence, we set $\lambda$ as the median of this interval in our experiments, i.e., $\lambda = 0.1$.

VI. CONCLUSION

In this article, we first expose an SAD. It provides a benchmark resource for developing airport detection algorithms or other related tasks. Four state-of-the-art deep learning-based algorithms and three traditional airport detection algorithms demonstrate that SAD is a challenging SAR dataset for airport detection and can serve as a baseline for future algorithm development. In addition, an SAR airport detection method based on the line segment detector and deep network is proposed in this article. By fusing the airport ROIs obtained from the airport ROI detection network and the parallel line segments obtained from SARLSD, the detection accuracy is further improved and the number of false alarms has been effectively reduced especially in complex SAR images.
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