Abstract—In this paper, we propose a precoded faster-than-Nyquist (FTN) signaling technique for time-domain single-carrier index modulated (IM) symbol transmission. More precisely, eigenvalue decomposition precoding is adopted for the FTN transmission of data bits modulated by single-carrier time-domain IM. While the FTN scheme increases the spectral efficiency and data rate by packing more transmit symbols per block duration than those defined in the Nyquist criterion, time-domain IM works towards the same objective while maintaining symbol sparsity. We analytically derive the constrained capacity of the proposed system. Our simulation results show that the proposed scheme has better bit error ratio (BER) performance over the conventional FTN-IM scheme, particularly for the scenario of a higher packing ratio. In the proposed scheme, 2.5-dB performance gain is observed at the BER of $10^{-4}$, employing the packing ratio of 0.7 and the roll-off factor of 0.5 in a channel-uncoded scenario.
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I. INTRODUCTION

The scarcity of communication bandwidth, as well as the demand for higher spectral efficiency, is at a record high [1], [2]. For the sake of increasing spectral efficiency, faster-than-Nyquist (FTN) signaling [3] packs signal pulses tighter in time than in Nyquist signaling. Such packing of signals with high density by violating Nyquist’s zero inter-symbol interference (ISI) criterion, and hence requiring advanced signal processing techniques to mitigate the deliberately introduced ISI has gained increased attention. After the original introduction of FTN signaling in [4], [5], Mazo [6] showed in his seminal work that the minimum Euclidean distance (MED) remains unaffected if the signal packing ratio $\tau$ satisfies $0.802 \leq \tau \leq 1$ for sinc pulses, hence capable of transmitting 25% faster than the rate of Nyquist signaling. In [7], the capacity of FTN signaling was derived to show that the FTN signaling is capable of the excess bandwidth. In [8], the FTN concept was extended to the frequency-domain counterpart as well as both the time-frequency domain one [9], outperforming orthogonal frequency-division multiplexing (OFDM).

In recent years, FTN has been regarded as a promising candidate for beyond 5G wireless systems [10] and optical systems as well [11]. However, the improvement in spectral efficiency may be attainable at the cost of the introduction of severe ISI, which requires powerful equalization and coding techniques. Maximum-likelihood (ML) sequence estimation using the Viterbi algorithm provides the optimal decoding performance [12], although it imposes a prohibitively high complexity on the receiver. To this end, sub-optimal successive interference cancellation aided maximum a-posteriori detector was developed [7]. As a low-complexity alternative, frequency-domain equalization (FDE) was introduced in FTN [13].

Alternatively, precoding FTN signals has gained interest because of the benefits of low complexity at the receiver [14]–[16]. More specifically, a precoder pre-equalizes ISI specific to FTN signaling at the transmitter based on the fact that the effects of ISI are predetermined by the packing ratio and the roll-off factor $\beta$ of a shaping filter. In the linearly precoded FTN system, input symbols are multiplied by a precoding matrix in advance of pulse shaping at the transmitter, while at the received vector, the received signals are multiplied by a decoding matrix after matched filtering, as shown in Fig. 1-(a). In [16], singular-value decomposition (SVD) based precoding was discussed. The key idea behind SVD-precoded
FTN relies on the fact that the ISI-contaminated symbol streams are decomposed into independent parallel substreams, as shown in Fig. 1-(b), similar to spatial-multiplexing multiple-input multiple-output (MIMO) channels [17, Sec. 10.2]. More recently, in [15], optimal power allocation (PA) scheme was introduced in SVD-precoded-FTN, which outperformed conventional SVD-precoded-FTN, although it operates only if the packing ratio is in the range of \( 1/(1+\beta) \leq \tau \leq 1 \) in a practical sense.

Index modulation [18], [19] refers to a class of modulation techniques where an activated index of communication resources (e.g., in the time, frequency, or spatial domains) is used to convey information bits, in addition to those modulated with the conventional modulation schemes, such as amplitude, frequency, and the phase of a signal. The origin of IM dates back to the classic permutation modulation [20] and parallel combinatorial modulation [21]. In the 2000s, IM in the spatial domain was rediscovered as spatial modulation (SM) [22] in the context of MIMO systems in [23], [24]. SM activated only a subset of transmit antennas, and an activated antenna index is modulated as additional information. Subsequently, IM found application in multi-carrier systems as subcarrier IM (SIM) [25]. Furthermore, IM in the time domain was introduced even more recently [26], where a subset of symbols is selected for transmission, which imparts sparsity to transmit signals. It is worthy to note that time-domain IM does not require multi-antenna (as in SM) or a multi-carrier (as in SIM), and hence is a low-cost technique to improve spectral efficiency. In [27], time-domain IM was exploited for FTN signaling, which is referred to as FTN-IM. To the best of our knowledge, precoded FTN-IM signaling has not been attempted despite its potential of further improving the achievable performance.

Against this backdrop, the novel contribution of this paper is that we propose a precoded FTN signaling scheme for single-carrier time-domain IM symbols. FTN and IM both complement each other in improving the spectrum efficiency since IM is based on symbol sparsity, while FTN is based on symbol density. We demonstrate that the proposed scheme using EVD-preceding aided with PA outperforms the conventional design of FTN-IM signaling. The remainder of this paper is organized as follows. Section II introduces our proposed system model, while Section III derives the constrained capacity. In Section IV, we show the simulated BER results of the proposed system and comparison with the conventional scheme. Finally, Section V concludes the paper.

Notations: We use boldface uppercase letters to denote matrices, boldface lowercase letters for vectors, and lowercase letters with a suffix to denote elements of a vector. \( C^{j \times k} \) and \( R^{j \times k} \) denote the complex and real fields of dimensions \( j \times k \), respectively. Transpose and Hermitian operations are denoted by \( (.)^T \) and \( (.)^H \) respectively.

II. PROPOSED EVD-PRECODED FTN SIGNALING OF SINGLE-CARRIER TIME-DOMAIN IM SYMBOLS

In this section, we introduce our proposed system model. Inspired by the recent results on precoded FTN with PA [15], we design a precoded FTN signaling system with PA for time-domain IM symbols. As illustrated in Fig. 2, the proposed transmitter is constituted by the blocks of IM and APSK modulation, the blocks of PA and EVD precoding, and the block of FTN signaling, which are detailed as follows.

A. IM-APSK Modulation

Consider that random information bits are transmitted using hybrid symbols modulated based on time-domain IM and amplitude and phase-shift keying (APSK), as shown in Fig. 3. The information bits are first divided into \( L \) sub-blocks, each containing \( B \) bits, where each modulated sub-block corresponds to an IM-APSK symbol. In each sub-block, \( B \) information bits are further divided into \( B_1 \) and \( B_2 \) bits. The first \( B_1 \) bits are modulated based on IM, where \( K \) out of \( M \) slots are activated, and no transmission is scheduled in the remaining \( M-K \) slots, hence having the relationship of \( B_1 = \lfloor \log_2 \frac{M}{K} \rfloor \). Then, in the activated \( K \) slots, the remaining \( B_2 \) bits are modulated with the aid of \( P \)-ary APSK, where we have \( B_2 = K \log_2 P \). Note that our IM-APSK scheme is characterized by the parameters of \( (M, K, P) \).

Thus, we obtain an IM-APSK symbol vector of

\[
s = [(s_0^T), (s_1^T), \ldots, (s^{L-1})^T] \in \mathbb{C}^{LM},
\]

and

\[
s_l = [s_0^l, s_1^l, \ldots, s^{L-1}_l]^T \in \mathbb{C}^M \quad (0 \leq l < L),
\]

Here, we have the energy constraint of \( \mathbb{E}[s_l^H s_l] = ME_{tx} \), and \( E_{tx} \) is the average transmit energy per slot. Note that the transmit energy of activated symbols is scaled by \( M/K \) to maintain the total transmit energy per block [26].

B. Power Allocation and EVD Precoding

The symbol vector \( s \) is multiplied by a PA matrix \( \Psi = \text{diag}\{\sqrt{\psi_0}, \sqrt{\psi_1}, \ldots, \sqrt{\psi_{LM-1}}\} \in \mathbb{R}^{LM \times LM} \). The power-allocated symbol vector \( \Psi s \) is then precoded by an orthogonal matrix \( V \in \mathbb{R}^{LM \times LM} \), which is derived from the EVD of an FTN-induced ISI matrix [15], [16], [28], as derived in the following subsection. Thus, the precoded symbol vector is denoted as

\[
x = [x_0, x_1, \ldots, x_{LM-1}]^T \in \mathbb{C}^{LM}
\]

\[
= V \Psi s.
\]

C. FTN Signaling

The symbols in \( x \) are band-limited using an RRC shaping filter \( h(t) \) with roll-off factor \( \beta \), and transmitted with an FTN symbol interval of \( T = \tau T_0 \) over the channel, where the symbol interval in an FTN signal \( T \) is \( \tau < 1 \) times that of the Nyquist counterpart \( T_0 \), thus transmitting more symbols in the same time interval. Throughout this paper, we maintain the transmit energy of FTN symbols \( x_i \quad (0 \leq i < LM) \) to be the same as that of Nyquist symbols.
The continuous-time transmit signal is expressed as
\[ x(t) = \sum_{n=0}^{LM-1} x_n h(t - nT) \]  
(5)

For the sake of simplicity, we consider an additive white Gaussian noise (AWGN) channel. However, the proposed scheme operates in the frequency-flat fading channel without imposing any modifications. The received signal contaminated with the AWGN is represented by
\[ u(t) = \sum_{n=0}^{LM-1} x_n h(t - nT) + n(t), \]  
(6)

where \( n(t) \) is a complex-valued white Gaussian random process with a zero mean and a spectral density of \( N_0 \). Then, \( u(t) \) is processed with a matched filter \( h^*(-t) \), and the output is given by
\[ y(t) = \sum_{n=0}^{LM-1} x_n g(t - nT) + \eta(t), \]  
(7)

where \( g(t) = \int h(k)h^*(k-t)dk \) and \( \eta(t) = \int n(k)h^*(k-t)dk \). Subsequently, \( y(t) \) is sampled at the FTN sampling instants \( t = iT \) to obtain
\[ y(iT) = \sum_{n=0}^{LM-1} x_n g(iT - nT) + \eta(iT). \]  
(8)

Moreover, (8) is rewritten in the block representation by
\[ y = Gx + \eta \in \mathbb{C}^{LM}, \]  
(9)

where \( G \in \mathbb{R}^{LM \times LM} \) denote the ISI matrix resulting from FTN signaling. Since \( G \) is a positive-definite Toeplitz matrix [15], we arrive at the EVD of \( G = \mathbf{V} \Lambda \mathbf{V}^T \), such that \( \mathbf{V} \in \mathbb{R}^{LM \times LM} \) is an isometric matrix and \( \Lambda = \text{diag}\{\lambda_0, \lambda_1, \ldots, \lambda_{LM-1}\} \in \mathbb{R}^{LM \times LM} \) is a diagonal matrix containing the eigenvalues \( \lambda_n \) of \( G \). Hence, (9) is further modified to
\[ y = \mathbf{V} \Lambda \mathbf{V}^T \mathbf{s} + \eta \]  
(10)

By multiplying \( y \) by \( \mathbf{V}^T \), the received block is diagonalized as
\[ y^\dagger = \mathbf{V}^T y \in \mathbb{C}^{LM} \]  
(12)
\[ = \Lambda \mathbf{s} + \eta^\dagger, \]  
(13)

where \( \eta^\dagger = \mathbf{V}^T \eta \). Note that \( \eta \) are correlated noises, while \( \eta^\dagger \) are uncorrelated ones [15]. Since \( \mathbf{V} \) and \( \Lambda \) are diagonal matrices, (13) simply translates to
\[ y^\dagger_n = \sqrt{\psi_n} \lambda_n s_n + \eta^\dagger_n. \]  
(14)

As evident from (14), \( y^\dagger \) can be viewed as the output from \( LM \) parallel channels (as illustrated earlier in Fig. 1-(b)), each with channel gain equal to \( \sqrt{\psi_n} \lambda_n \) and additive noise \( \eta^\dagger_n \), obeying the complex-valued Gaussian distribution with the zero-mean and the variance of \( N_0 \lambda_n \).

It may be possible to choose the values of PA coefficients \( \psi_n \) in a manner so as to maximize mutual information. However, optimizing PA coefficients for the proposed FTN-IM signaling is non-trivial since computing the closed-form expression for the mutual information is challenging in our model. To avoid such complications, we employ the PA scheme of [15], which was shown to be optimal for non-IM FTN signaling over the AWGN channel, which is given by
\[ \psi_n = \frac{1}{\lambda_n}. \]  
(15)
Note that in [15], the optimal power coefficients of (15) are derived under the idealistic assumption that all the eigenvalues of \( G \) are positive even for an infinite block length \( n \to \infty \). However, this may not be true unless the packing ratio is as high as \( 1/(1 + \beta) \leq \tau \leq 1 \). Hence, in order to maintain all the positive \( N \) eigenvalues, in this paper we consider only the limited packing ratio range of \( 1/(1 + \beta) \leq \tau \leq 1 \).

Subsequently, \( y^l \) is demodulated based on symbol-by-symbol ML detection. Let us divide \( y^l \) as \( L \) sub-blocks as follows:

\[
y^l = [(y^{0\ell})^T, (y^{1\ell})^T, \cdots, (y^{L-1\ell})^T]^T \in \mathbb{C}^{LM}.
\]

Then, in order to estimate information bits \( b^l = [b^l_1, b^l_2] \) in the \( l \)th block, we carry out the exhaustive search of

\[
b^l = \arg \min_{(b^l_1, b^l_2)} \| y^l - s|_{(b^l_1, b^l_2)} \|^2.
\]

The transmission rate of the proposed method is given by

\[
R = \frac{1}{\tau(1 + \beta)} \frac{K \log_2 |P| + |\log_2 (M/K)|}{M} \text{bits/s/Hz.} \tag{18}
\]

III. ACHIEVABLE CONSTRAINED CAPACITY OF THE PROPOSED SCHEME

Unconstrained ergodic (Shannon) capacity is given by maximizing the average mutual information (AMI) between the input and output of a continuous input continuous output memoryless channel (CCMC) under the assumption of Gaussian input symbols. However, when employing a discrete modulation technique, a more pertinent metric is the constrained AMI, which is the discrete-input continuous output memoryless channel (DCMC) capacity [29]. In this section, we formulate the DCMC capacity of our proposed scheme.

With the PA \( \Psi^* = \Lambda^{-\frac{1}{2}} \) of (15), (13) is rewritten as

\[
y^l = \Lambda^{-\frac{1}{2}} s + \eta^l,
\]

where we have the noise covariance matrix of

\[
E[\eta^l \eta^H_l] = V^T E[\eta \eta^H_0] V = N_0 \Lambda. \tag{20}
\]

Equalizing \( y^l \) by \( \Lambda^{-\frac{1}{2}} \), we have

\[
\Lambda^{-\frac{1}{2}} y^l = s + \Lambda^{-\frac{1}{2}} \eta^l. \tag{21}
\]

The DCMC capacity of the proposed EVD-FTN-IM scheme for \( M = 2^{L}B \) symbols in the two-dimensional signal space is expressed as [29]

\[
C_{\text{DCMC}}^{\text{proposed}} = \arg \max_{p(s)} \sum_{m=0}^{M-1} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p(y^l|m)p(s^m) \left( \frac{p(y^l|m)p(s^m)}{\sum_{n=0}^{M-1} p(y^l|s^n)p(s^n)} \right) dy^l \text{bits/symbol}, \tag{23}
\]

where the term \( p(y^l|m) \) in (23) is given by

\[
p(y^l|m) = \frac{1}{(\sqrt{\pi N_0})^N} \exp \left( \frac{-\|\Lambda^{-\frac{1}{2}} y^l - s\|^2}{N_0} \right). \tag{24}
\]

Furthermore, for maximizing the average mutual information, the symbols are assumed to be equiprobable. Thus, the logarithm term in (23) is simplified to

\[
\log_2 \left( \frac{p(y^l|m)p(s^m)}{\sum_{n=0}^{M-1} p(y^l|s^n)p(s^n)} \right) = \log_2 M - \log_2 \left( \sum_{n=0}^{M-1} p(y^l|s^n) \right). \tag{25}
\]

Moreover, based on (24), we can calculate

\[
\frac{p(y^l|m)p(s^m)}{\sum_{n=0}^{M-1} p(y^l|s^n)p(s^n)} = \exp \left( -\frac{\|\Lambda^{-\frac{1}{2}} y^l - s\|^2}{N_0} \right) = \exp \left( \frac{-\|s^m - s\|^2 - \|\Lambda^{-\frac{1}{2}} \eta^l\|^2}{N_0} \right). \tag{26}
\]

Finally, we arrive at the DCMC capacity of (27)–(29), which are shown on the top of the following page. Also, the DCMC capacity in the unit of bits/s/Hz is given by

\[
R = \frac{1}{\tau(1 + \beta)} \times \left( \log_2 M - \frac{1}{M} \sum_{m=0}^{M-1} \mathbb{E} \left[ \log_2 \left( \sum_{n=0}^{M-1} \exp(\varphi_m) |s^m) \right) \right] \right). \tag{30}
\]

which is only valid for the packing ratio range of \( 1/(1 + \beta) \leq \tau \leq 1 \), for the above-mentioned reason.

IV. NUMERICAL RESULTS

In this section, we provide our performance results to characterize the achievable performance of the proposed EVD-FTN-IM scheme in the channel-uncoded scenario. Also, we considered the three benchmark schemes, i.e., the conventional FTN-IM scheme with FDE [27], SC-IM scheme with ML detection [26], and the classic Nyquist signaling scheme with ML detection, each employing the RRC filter with the roll-off factor of \( \beta \) similar to the proposed scheme. The frame length was set to \( LM = 512 \). The CP length was set to 20 for the SC-IM and FTN-IM schemes while ignoring the related SNR penalty. The IM parameters of \( (M, K, P) = (4, 1, 4) \) were considered for the proposed EVD-FTN-IM, the conventional FTN-IM, and the SC-IM schemes, while BPSK was employed for the Nyquist signaling benchmark. Hence, the transmission rate of the SC-IM and the Nyquist signaling benchmarks was given by \( 1/(1 + \beta) \) bits/s/Hz, while that of the proposed and conventional FTN-IM schemes was \( 1/\tau(1 + \beta) \).
Fig. 4 shows the BER performance for the roll-off factor of $\beta = 0.5$, while the packing ratio of the proposed and conventional FTN-IM schemes was given by $\tau = 0.9, 0.8$, and 0.7. Observe in Fig. 4 that the proposed EVD-FTN-IM scheme exhibited better performance than the conventional FTN-IM scheme, where the performance advantage increased upon decreasing the packing ratio. More specifically, almost 2.5-dB gain was observed at the BER of $10^{-4}$ for $\tau = 0.7$. Note that the BER curves of the proposed EVD-FTN-IM scheme achieved the lower bound represented by the SC-IM scheme, despite the proposed scheme’s 1/$\tau$ times higher transmission rate.

Note that the proposed FTN-IM scheme requires precise calculations of the eigenvalues $\lambda_n$ [30]. However, significantly low eigenvalues are avoided in our scheme by choosing the packing ratio of $\tau \geq 1/(1 + \beta)$, where all the eigenvalues were accurately calculated in a double-precision environment.

Finally, Fig. 5 shows the BER performance for the roll-off factor of $\beta = 0.25$, where the packing ratio was given by $\tau = 0.9$ and 0.8. Similar to Fig. 4, it was found that the proposed scheme outperforms the conventional FTN-IM scheme by a gap of about 2.0 dB at the BER of $10^{-4}$ for $\tau = 0.8$.

**V. CONCLUSION**

In this paper, we proposed the novel EVD-precoded FTN-IM signaling scheme with PA, which is capable of achieving higher performance than the conventional FTN-IM scheme and Nyquist-based signaling scheme. The DCMC capacity of the proposed scheme was derived, and the numerical BER results were provided. It was demonstrated that the proposed scheme outperforms the conventional FTN-IM scheme and the classic Nyquist signaling scheme and is capable of achieving the limit of the SC-IM scheme while maintaining 1/$\tau$ times higher transmission rate.
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