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Abstract

We establish interior Lipschitz regularity for continuous viscosity solutions of fully nonlinear, conformally invariant, degenerate elliptic equations. As a by-product of our method, we also prove a weak form of the strong comparison principle, which we refer to as the principle of propagation of touching points, for operators of the form $\nabla^2 \psi + L(x, \psi, \nabla \psi)$ which are non-decreasing in $\psi$.
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1 Introduction

The main goal of this paper is to prove interior Lipschitz regularity for continuous viscosity solutions of fully nonlinear, conformally invariant, degenerate elliptic equations arising from conformal geometry.

Let $\mathbb{R}^n$ denote the Euclidean space of dimension $n$,

$$\Gamma \subset \mathbb{R}^n$$

be an open symmetric cone with vertex at the origin, (1)
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satisfying
\[ \Gamma \supset \Gamma + \Gamma_n = \{ \lambda + \mu : \lambda \in \Gamma, \mu \in \Gamma_n \}, \] (2)
where \( \Gamma_n = \{ \mu \in \mathbb{R}^n : \mu_i > 0, i = 1, \ldots, n \} \). Let \( f \in C^1(\Gamma) \cap C^0(\Gamma) \) be a symmetric function satisfying
\[ f = 0 \text{ on } \partial \Gamma \text{ and } f > 0, \quad \frac{\partial f}{\partial \lambda_i} > 0 \text{ in } \Gamma \text{ for } i = 1, \ldots, n. \] (3)

In the above, the symmetry of \( (f, \Gamma) \) is understood in the sense that if \( \lambda \in \Gamma \), then \( \tilde{\lambda} \in \Gamma \) and \( f(\tilde{\lambda}) = f(\lambda) \) for any permutation \( \tilde{\lambda} \) of \( \lambda \).

It should be noted that we do not assume that \( \Gamma \) be convex.

For a function \( u \) defined on a Euclidean domain, let \( A^u \) denote its conformal Hessian matrix, i.e.
\[ A^u := -\frac{2}{n-2} u^{-\frac{n+2}{2}} \nabla^2 u + \frac{2n}{(n-2)^2} u^{-\frac{n-2}{2}} \nabla u \otimes \nabla u - \frac{2}{(n-2)^2} u^{-\frac{n-2}{2}} \nabla u^2 I, \]
where here and below \( I \) denotes the \( n \times n \) identity matrix, and, for \( p, q \in \mathbb{R}^n \), \( p \otimes q \) denotes the \( n \times n \) matrix with entries \((p \otimes q)_{ij} = p_i q_j \). Let \( \lambda(A^u) \) denote the eigenvalues of \( A^u \).

In recent years, there has been a growing literature on the following two equations:
\[ f(\lambda(A^u)) = 1, \quad u > 0 \quad \text{and} \quad \lambda(A^u) \in \Gamma, \] (4)
and
\[ \lambda(A^u) \in \partial \Gamma, \quad \text{and} \quad u > 0. \] (5)

Note that, in view of (3), equation (5) is equivalent to
\[ f(\lambda(A^u)) = 0, \quad u > 0 \quad \text{and} \quad \lambda(A^u) \in \Gamma. \]

Equation (4) and (5) are second order fully nonlinear elliptic and degenerate elliptic equations, respectively. Fully nonlinear elliptic equations involving \( f(\lambda(\nabla^2 u)) \) was investigated in the classic paper [9].

The equations (4) and (5) arose from conformal geometry. On a Riemannian manifold \((M, g)\) of dimension \( n \geq 3 \), consider the Schouten tensor
\[ A_g = \frac{1}{n-2} \left( \text{Ric}_g - \frac{1}{2(n-1)} R_g g \right), \]
where \( \text{Ric}_g \) and \( R_g \) denote, respectively, the Ricci tensor and the scalar curvature. Let \( \lambda(A_g) = (\lambda_1, \ldots, \lambda_n) \) denote the eigenvalues of \( A_g \) with respect to \( g \). It is
well known that, in a conformal change of the metric, the “main contribution” to the curvature tensor is captured in the change of the Schouten tensor. One is thus naturally led to study, in the hope of finding some sort of “best metric” in a conformal class of metrics, the problem (see e.g. [10, 45])

\[ f \left( \lambda(A_{u^{-\frac{1}{2}} g}) \right) = 1, \quad u > 0, \quad \text{and} \quad \lambda(A_{u^{-\frac{1}{2}} g}) \in \Gamma \text{ on } M. \]  

This problem is sometimes referred to in the literature as a fully nonlinear version of the Yamabe problem. When \( M \) is a Euclidean domain and \( g = g_{\text{flat}} \) is the flat metric, equation (6) is exactly equation (4). Furthermore, both equation (4) and equation (5) appear naturally in the study of blow-up sequences of solutions of (6) on manifolds.

Important examples of \((f, \Gamma)\) are \((f, \Gamma) = (\sigma_k, \Gamma_k), 1 \leq k \leq n, \) where \( \sigma_k(\lambda) := \sum_{1 \leq i_1 < \cdots < i_k \leq n} \lambda_{i_1} \cdots \lambda_{i_k} \) is the \( k \)-th elementary symmetric function, and \( \Gamma_k \) is the connected component of \( \{ \lambda \in \mathbb{R}^n : \sigma_k(\lambda) > 0 \} \) containing the positive cone \( \{ \lambda \in \mathbb{R}^n : \lambda_i > 0, i = 1, \cdots, n \} \). When \((f, \Gamma) = (\sigma_1, \Gamma_1)\), (6) is the classical Yamabe problem in the so-called positive case.

In this paper, we establish the following regularity result for continuous viscosity solutions of (5). See [34, Definition 1.1] and Definition 1.3 below for the definition of viscosity solutions.

**Theorem 1.1** (Local Lipschitz regularity). For \( n \geq 3 \), let \( \Omega \) be an open subset of \( \mathbb{R}^n \), and \( \Gamma \) satisfy (1) and (2). Assume that \( u \) is a continuous positive viscosity solution of (5) in \( \Omega \). Then \( u \in C^{0,1}_{\text{loc}}(\Omega) \). Furthermore, for any \( \omega'' \subset \omega' \subset \Omega \), there exists a constant \( C \) depending only on \( n, \omega'', \omega' \) and \( \| \ln u \|_{C^{0,1}(\omega')} \) such that

\[ \| \ln u \|_{C^{0,1}(\omega'')} \leq C. \]

**Remark 1.2.** As a consequence of Theorem 1.1, several previously known results for Lipschitz continuous solutions of (5) hold for continuous solutions. This includes the Liouville-type Theorem 1.4, the symmetry results Theorem 1.18 and Theorem 1.23 in [34]; the Bôcher-type Theorems 1.2 and 1.3, the Harnack-type Theorem 1.5, and the asymptotic behavior results Corollary 1.7 and Theorem 1.8 in [37].

Although there have been many works on a priori estimates for solutions to (4) and (5) and closely related issues (see e.g. [10, 11, 15, 16, 17, 18, 19, 25, 26, 32, 33, 34, 37, 38, 40, 41, 44, 46, 47]), our theorem above appears to be the first regularity result for viscosity solutions in this context.
The equation (5) is degenerate elliptic and is not necessarily of non-concave type. We remark that, for general non-concave and uniformly elliptic equations, $C^{1,\alpha}$ regularity (for some $\alpha > 0$ depending only on the dimension and the ellipticity) is known; see Cabré and Caffarelli [6, 7], Trudinger [43]. Furthermore, in [40], Nadirashvili and Vlăduţ showed that, for any $\epsilon \in (0, 1)$, there exists a solution to a uniformly elliptic and conformally invariant equation in a ball $B \subset \mathbb{R}^5$ which belongs to $C^{1,\epsilon}(B) \setminus C^{1,\epsilon+}(B)$. (The ellipticity of these equations depends on $\epsilon$ and deteriorates as $\epsilon \to 0$.) The question whether one can improve the Lipschitz regularity in Theorem 1.1 to $C^{1}$ regularity remains for further study.

It is sometimes more convenient to write $u = e^{-\frac{n-2}{2} \psi}$ or $u = w^{-\frac{n-2}{2}}$. An easy computation gives $A^u = A_w = e^{2\psi} A[\psi]$ where

$$A_w = w \nabla^2 w - \frac{1}{2} |\nabla w|^2 I,$$

$$A[\psi] = \nabla^2 \psi + \nabla \psi \otimes \nabla \psi - \frac{1}{2} |\nabla \psi|^2 I.$$

In addition to Theorem 1.1, we also study the Dirichlet boundary value problem for a class of degenerate elliptic equations which includes the conformal operator $A[\psi]$. Consider operators of the form

$$F[\psi] = \nabla^2 \psi + \alpha \nabla \psi \otimes \nabla \psi - \beta |\nabla \psi|^2 I$$

(7)

where $\alpha$ and $\beta$ are constant, and the equation

$$F[\psi] \in \partial U,$$

where $U$ is a non-empty open subset of $\mathcal{S}^{n \times n}$ satisfying a degenerate ellipticity condition:

$$\text{if } A \in U, B \in \mathcal{S}^{n \times n} \text{ and } B > 0, \text{ then } A + B \in U.$$ (Note that (8) implies that $\partial U$ is Lipschitz.)

In the context of Theorem 1.1, $U$ is the set of symmetric matrices whose eigenvalues belong to $\Gamma$, as equation (5) can be written equivalently as $A^u \in \partial U$. We note for future use that our results below apply also to the setting of fully nonlinear Yamabe problem of “negative type” by considering the set $U$ of symmetric matrices whose eigenvalues belong to $\mathbb{R}^n \setminus (-\bar{\Gamma})$, where

$$-\bar{\Gamma} = \{ \lambda \in \mathbb{R}^n : -\lambda \in \bar{\Gamma} \}.$$ 

In both cases, (8) holds thanks to (1) and (2).
For any set $S \subset \mathbb{R}^n$, we use $\text{USC}(S)$ to denote the set of functions $\psi : S \to \mathbb{R} \cup \{-\infty\}$, $\psi \not\equiv -\infty$ in $S$, satisfying
\[
\limsup_{x \to \bar{x}} \psi(x) \leq \psi(\bar{x}), \quad \forall \bar{x} \in S.
\]
Similarly, we use $\text{LSC}(S)$ to denote the set of functions $\psi : S \to \mathbb{R} \cup \{+\infty\}$, $\psi \not\equiv +\infty$ in $S$, satisfying
\[
\liminf_{x \to \bar{x}} \psi(x) \geq \psi(\bar{x}), \quad \forall \bar{x} \in S.
\]

We now give the definition of viscosity subsolutions, supersolutions and solutions to the degenerate elliptic equation $F[\psi] \in \partial U$.

**Definition 1.3.** Let $\Omega \subset \mathbb{R}^n$, $n \geq 2$, be an open set, and $U$ be a non-empty open subset of $S^{n \times n}$ satisfying (8). For a function $\psi$ in $\text{USC}(\Omega)$ ($\text{LSC}(\Omega)$), we say that $F[\psi] \in U$ ($F[\psi] \in S^{n \times n} \setminus U$) in $\Omega$ in the viscosity sense if for any $x_0 \in \Omega$, $\varphi \in C^2(\Omega)$, $(\psi - \varphi)(x_0) = 0$ and
\[
\psi - \varphi \leq 0 \quad (\psi - \varphi \geq 0), \quad \text{near } x_0.
\]
there holds
\[
F[\varphi](x_0) \in \mathring{U} \quad (F[\varphi](x_0) \in S^{n \times n} \setminus U).
\]
We say that a function $\psi \in C^0(\Omega)$ satisfies
\[
F[\psi] \in \partial U \text{ in the viscosity sense} \tag{9}
\]
in $\Omega$ if $F[\psi]$ belongs to both $\mathring{U}$ and $S^{n \times n} \setminus U$ in $\Omega$ in the viscosity sense.

When $F[\psi] \in \overline{U}$ ($F[\psi] \in S^{n \times n} \setminus U$) in $\Omega$ in the viscosity sense, we also say interchangeably that $\psi$ is a viscosity subsolution (supersolution) to (9) in $\Omega$.

Our next result is a uniqueness statement for (9) when $U$ satisfies
\[
A \in U \text{ and } c > 0 \Rightarrow cA \in U. \tag{10}
\]

**Theorem 1.4 (Uniqueness for the Dirichlet Problem).** Let $\Omega \subset \mathbb{R}^n$ ($n \geq 2$) be a non-empty bounded open set, and $U$ be a non-empty open subset of $S^{n \times n}$ satisfying (8) and (10). Assume that $F$ is of the form (7). Then, for any $\varphi \in C^0(\partial \Omega)$, there exists at most one solution $\psi \in C^0(\bar{\Omega})$ of (9) satisfying $\psi = \varphi$ on $\partial \Omega$.

We also prove the following existence theorem using Perron’s method (see [22]).
**Theorem 1.5** (Existence by sub- and supersolution method). Let $\Omega$ and $(F,U)$ be as in Theorem 1.4. Let $w \in LSC(\overline{\Omega})$ and $v \in USC(\overline{\Omega})$ be respectively supersolution and subsolution of (9) in $\Omega$ such that $w \geq v$ in $\Omega$ and $w = v$ on $\partial \Omega$. Then there exists a viscosity solution $u \in C^0(\overline{\Omega})$ of (9) in $\Omega$ satisfying
\[
v \leq u \leq w \quad \text{in } \Omega,
u = w = v \quad \text{on } \partial \Omega.
\]

One main ingredient of the proofs of Theorems 1.1, 1.4 and 1.5 is a comparison principle. In recent years, comparison principles (for viscosity solutions) have been very successfully applied to derive estimates and symmetry properties for solutions to (both degenerate and non-degenerate elliptic) equations in conformal geometry; see [34] and the references therein. Our paper can be viewed as a continuation in this line of work.

In fact, we will establish a variant of the comparison principle for more general operators of the form
\[
F[\psi] = \nabla^2 \psi + \alpha(\cdot, \psi) \nabla \psi \otimes \nabla \psi - \beta(\cdot, \psi)|\nabla \psi|^2 I
\]
where $\alpha, \beta : \Omega \times \mathbb{R} \to \mathbb{R}$ and $\Omega$ is an open subset of $\mathbb{R}^n$. Throughout the paper, we will assume that
\[
\text{the function } L(x, s, p) := \alpha(x, s)p \otimes p - \beta(x, s)|p|^2 I \text{ is non-decreasing in } s.
\]
Note that this condition is consistent with both $A[\psi]$ and $\frac{1}{w} A_w$ defined above.

In the sequel, we say that the principle of propagation of touching points holds for $(F,U)$ if for any supersolution $w \in LSC(\overline{\Omega})$ and subsolution $v \in USC(\overline{\Omega})$ of (9) in $\Omega$ one has
\[
w \geq v \text{ in } \Omega \text{ and } w > v \text{ on } \partial \Omega \quad \Rightarrow \quad w > v \text{ in } \Omega.
\]
(In other words, if $w \geq v$ in $\Omega$ then every non-empty connected component of the set \{ $x \in \Omega : w(x) = v(x)$ \} contains a point of $\partial \Omega$.) This principle can be viewed as a weak version of the strong comparison principle.

We say that the comparison principle holds for $(F,U)$ if for any supersolution $w \in LSC(\overline{\Omega})$ and subsolution $v \in USC(\overline{\Omega})$ of (9) in $\Omega$ one has
\[
w \geq v \text{ on } \partial \Omega \quad \Rightarrow \quad w \geq v \text{ in } \Omega.
\]
It should be noted that, for general degenerate elliptic equations, $w \geq v$ in $\Omega$ does not imply the dichotomy that $w > v$ or $w \equiv v$ in $\Omega$. (This is in contrast with the uniformly elliptic case.)
Remark 1.6. If \( L(x,s,p) \) is independent of \( s \), then the principle of propagation of touching points is equivalent to the comparison principle.

We prove that the principle of propagation of touching points holds when \( (F,U) \) satisfies, in addition to (8), (10) and (12), the following structural conditions:

\[
\begin{align*}
\text{either} \quad & |\beta(x,s)| > \beta_0 > 0 \text{ for some constant } \beta_0, \\
\text{or} \quad & \alpha \text{ and } \beta \text{ are constant.}
\end{align*}
\]  

(13)

Theorem 1.7 (Principle of propagation of touching points). Let \( F \) be of the form (11) where \( \alpha, \beta \in C^{0,1}_{loc}(\Omega \times \mathbb{R}) \) satisfy (12) and (13). Let \( \Omega \subset \mathbb{R}^n \ (n \geq 2) \) be a non-empty bounded open set, and \( U \) be a non-empty open subset of \( S^{n \times n} \) satisfying (8) and (10). Assume that \( w \in \text{LSC}(\bar{\Omega}) \) and \( v \in \text{USC}(\bar{\Omega}) \) are respectively a supersolution and a subsolution of (9) in \( \Omega \).

(a) If \( w \geq v \) in \( \Omega \) and \( w > v \) on \( \partial \Omega \), then \( w > v \) in \( \Omega \).

(b) In case \( \alpha \) and \( \beta \) are constant, if \( w \geq v \) on \( \partial \Omega \), then \( w \geq v \) in \( \Omega \).

Remark 1.8. When \( F[\cdot] \) satisfies \( F[\psi] = F[\psi + c] \) for any constant \( c \), one can assume without loss of generality in proving Theorem 1.7 that \( w \) and \( v \) are locally Lipschitz. Indeed, if \( w \) and \( v \) are not locally Lipschitz, one replaces them by their \( \epsilon \)-lower and \( \epsilon \)-upper envelopes \( w_\epsilon \) and \( v_\epsilon \), respectively (see Section 2), which are locally Lipschitz and satisfy the hypotheses of Theorem 1.7 for small \( \epsilon > 0 \). In particular, if \( F[\psi] = A[\psi] \), then Theorem 1.7 is a consequence of an earlier result of the first named author [34].

The proof of Theorem 1.7 yields the propagation principle for an even larger class of operators; see Theorem 3.2 (where the assumption on the quadratic dependence of \( F[\psi] \) on \( \nabla \psi \) is somewhat relaxed to a super-linear dependence). One ingredient of the proof is a first variation result which, roughly speaking, allows one to perturb a given function \( \psi \) to another function \( \tilde{\psi} \) such that \( F[\tilde{\psi}] \) are either “more inside” or “more outside” the set \( U \) than \( F[\psi] \) in a detailed controlled fashion. There are two delicate points of this process. On the one hand, one needs to ensure that the gain obtained is strong enough to counter-balance the error accrued in either regularization or handling the difficulties created by degenerate ellipticity. On the other hand, the whole process is carried out in such a way that it depends only on an upper bound and a lower bound of \( \psi \), and not on \( \nabla \psi \) or \( \nabla^2 \psi \). It is in this first variation argument that the assumptions that \( \beta \) does not change sign and that \( L \) is non-decreasing are crucially used. See subsection 3.5 for examples which hint that these assumptions cannot simply be dropped.
Our study of comparison principle for operators more general than $A[\psi]$ are motivated by the desire to have a version on Riemannian manifold. Theorem 1.7 as well as Theorem 3.2 falls just short of this goal. They do not apply directly to the analogues of (4) and (5) on Riemannian manifolds. Such an application involves operators of the form

$$F_{ij}[\psi] = A^{kl}_{ij}(\cdot) \nabla_k \nabla_l \psi + \alpha(\cdot, \psi) \nabla_k \psi \nabla_l \psi - B^{kl}(\cdot) \nabla_k \nabla_l \psi \delta_{ij} + C_{ij}(\cdot).$$

There is a delicate point in handling $x$-dependence, and in particular the term $A^{k}_{ij}(\cdot) \nabla_k \psi$, as suggested by counterexamples; see subsection 3.5. We note however that, in a forthcoming work [35], the first and second named authors apply the method developed in the present paper together with a necessary and sufficient global geometric structure to prove, for convex $\Gamma$ and on a given compact manifold $(M^n, g)$, the existence and uniqueness of a (continuous) conformal metric $u^{\frac{4}{n-2}} g$ with finitely many prescribed singularities such that away from the singularities the Schouten tensor $A_{u^{\frac{4}{n-2}} g}$ of the deformed metric belongs to $\partial \Gamma$ and near the singularities the metric open up to an asymptotically flat end. $C^{1,1}$ regularity of the solution is also established. To some extent, the solution to the above problem can be considered as a generalized Green function in this fully nonlinear (and conformally invariant) context and is expected to play an important role in the study of (6).

Comparison principles for different classes of (degenerate) elliptic operators are available in the literature. See [1, 2, 3, 4, 5, 12, 13, 14, 20, 21, 22, 23, 24, 27, 28, 29, 30, 31, 42] and the references therein. Most of these works assumed a kind of “properness/non-degeneracy” of the operator with respect to the unknown $\psi$ (e.g. $L$ is decreasing with respect to $s$) which is not applicable to our setting (see condition (12)). In the present paper, we exploit instead some non-degeneracy with respect to the derivatives $\nabla \psi$ of the unknown.

It is natural to ask if the method we follow here can be tweaked together with the more familiar treatment for proper operators to treat a broader class of operators, but this goes beyond the scope of the present paper. We however note that (non-strict) properness of the operator is far from ensuring the validity of a comparison/propagation principle; see Proposition 3.11.

Using results on removable singularities in [8], we obtain the following comparison principle on domains with singularities when $U$ satisfies in addition the condition

$$U \subset \{ M \in S^{n \times n} : \text{tr}(M) > 0 \},$$

where $\text{tr}(M)$ denotes the trace of $M$. For the proof, see Section 3.
Corollary 1.9. Let $\Omega \subset \mathbb{R}^n$ ($n \geq 2$) be a bounded non-empty open set, $E \subset \Omega$ be a closed set with zero Newtonian capacity, and $(F, U)$ be as in Theorem 1.7 with constant $\alpha$ and $\beta$. If $w \in \text{LSC}(\bar{\Omega})$ and $v \in \text{USC}(\bar{\Omega} \setminus E)$ satisfy
\[ w \text{ is a supersolution to } (9) \text{ in } \Omega, \]
\[ v \text{ is a subsolution to } (9) \text{ in } \Omega \setminus E, \]
$w \geq v$ in $\Omega \setminus E$ and $w > v$ on $\partial \Omega$, and if
\[ \text{either } \sup_{\Omega \setminus E} v < +\infty, \tag{15} \]
\[ \text{or } \alpha - n\beta < 0, \tag{16} \]
then $\inf_{\Omega \setminus E} (w - v) > 0$.

Remark 1.10. It is interesting to identify the set $S_k$ of $(\alpha, \beta)$ for which one cannot drop the assumption that $v$ is bounded from above when $U$ is the set of symmetric matrices whose eigenvalues belong to $\Gamma_k$ with $2 \leq k \leq n$. Note that by the above result, $S_k \subset \{ \alpha - n\beta \geq 0 \}$. For $k = 1$, equation (9) becomes $\Delta \psi + (\alpha - n\beta)|\nabla \psi|^2 = 0$, from which one can see that $S_1 \subset \{ \alpha - n\beta > 0 \}$. In fact, $S_1 = \{ \alpha - n\beta > 0 \}$. To see this, note that the functions $\psi_\mu(x) = \frac{1}{\alpha - n\beta} \ln(|x|^2 - n + \mu)$ with $\mu \geq 0$ are solutions of (9) in $B_1(0) \setminus \{0\}$. In particular, $w = \psi_1$ is a supersolution of (9) in $B_1(0)$, $v = \psi_0$ is a subsolution of (9) in $B_1(0) \setminus \{0\}$, $w \geq v$ in $B_1(0) \setminus \{0\}$, and $w > v$ on $\partial B_1(0)$, but $\inf_{B_1(0) \setminus \{0\}} (w - v) = 0$.

When $F[\psi]$ is the conformal operator $A[\psi]$, Corollary 1.9 was proved by the first named author in [34] under the assumption that $E \subset \Omega$ containing at most finitely many points, $U = \{ M \in S^{n \times n} : \lambda(M) \in \Gamma \}$, $w \in C^{0,1}(\bar{\Omega})$ and $v \in C^{0,1}(\bar{\Omega} \setminus E)$.

A related issue of interest is whether the strong maximum principle and the Hopf lemma holds. It turns out that, in this degenerate elliptic setting, both fail for a large class of operators. See [8, 39] for further discussion.

Last but not least, the proof of Theorem 1.1 uses not only the comparison principle (Theorem 1.7) but also conformal invariance properties of $A[\psi]$ (i.e. of $A^\alpha$). We remark that, for general $F$ and $U$, the comparison principle itself is far from ensuring (Lipschitz) regularity of viscosity solutions. See Section 5 for further discussion.

The rest of the paper is structured as follows. We start in Section 2 with some preliminaries about regularizations of semi-continuous functions by lower and upper envelops. In Section 3, we prove a generalization of Theorem 1.7 for more general operators and give counterexamples to highlight the importance of the conditions in the theorem. In Section 4, we prove the uniqueness Theorem 1.4 and the existence result Theorem 1.5. Finally, in Section 5, we prove the regularity result Theorem 1.1 together with some generalization.
2 Preliminaries

We briefly recall a well-known regularization of semi-continuous functions which will be used later in the paper.

Assume $n \geq 1$ and let $\Omega$ be an open bounded set in $\mathbb{R}^n$. For a function $v \in USC(\bar{\Omega})$ and $\epsilon > 0$, we define the $\epsilon$-upper envelop of $v$ by

$$v^\epsilon(x) := \max_{y \in \bar{\Omega}} \left\{ v(y) - \frac{1}{\epsilon} |y - x|^2 \right\}, \quad \forall x \in \bar{\Omega}. \quad (17)$$

Likewise, for a function $w \in LSC(\bar{\Omega})$, its $\epsilon$-lower envelop is defined by

$$w_\epsilon(x) := \min_{y \in \bar{\Omega}} \left\{ w(y) + \frac{1}{\epsilon} |y - x|^2 \right\}, \quad \forall x \in \bar{\Omega}. \quad (18)$$

Although our definition of upper and lower envelopes is slightly different from the definition in Cabré and Caffarelli [7], all relevant properties established in [7, Lemma 5.2] remain valid with minor modification. We collect below some useful properties.

(i) $v^\epsilon, w_\epsilon$ belong to $C(\bar{\Omega})$, are monotonic in $\epsilon$ and

$$v_\epsilon \to v, \ w_\epsilon \to w \text{ pointwise as } \epsilon \to 0. \quad (19)$$

(ii) $v^\epsilon$ and $w_\epsilon$ are punctually second order differentiable (see e.g. [7] for a definition) almost everywhere in $\Omega$ and

$$\nabla^2 v^\epsilon \geq -\frac{2}{\epsilon} I, \quad \nabla^2 w_\epsilon \leq \frac{2}{\epsilon} I, \quad \text{a.e. in } \Omega. \quad (20)$$

(iii) For any $x \in \Omega$, there exists $x^* = x^*(x) \in \bar{\Omega}$ such that

$$v^\epsilon(x) = v(x^*) - \frac{1}{\epsilon} |x^* - x|^2 \text{ and } |x^* - x|^2 \leq \epsilon (\max_{\Omega} v - v(x)).$$

Likewise, for any $x \in \Omega$, there exists $x_\ast = x_\ast(x) \in \bar{\Omega}$ such that

$$w_\epsilon(x) = w(x_\ast) + \frac{1}{\epsilon} |x_\ast - x|^2 \text{ and } |x_\ast - x|^2 \leq \epsilon (w(x) - \min_{\Omega} w).$$
(iv) If it holds for some non-empty open subset \( \omega \) of \( \Omega \) that \( \inf_\omega v > -\infty \) and \( \sup_\omega w < +\infty \), then

\[
|\nabla v^\epsilon| \leq \frac{2}{\epsilon^{1/2}} \left[ \max_\Omega v - \inf_\omega v \right]^{1/2}
\]
and

\[
|\nabla w^\epsilon| \leq \frac{2}{\epsilon^{1/2}} \left[ \sup_\omega w - \min_\Omega w \right]^{1/2}
\]

(21)

almost everywhere in \( \omega \).

(v) The bounds for \(|x^*-x|\) and \(|x_*-x|\) in (iii) can be improved when \( v \) and \( w \) are more regular. In fact, if \(|v(x) - v(y)| \leq m(|x - y|)\) for all \( x, y \in \Omega \) and for some non-negative continuous non-decreasing function \( m : [0, \infty) \to [0, \infty) \) satisfying \( m(0) = 0 \), then

\[
|x^*-x| \leq \left[ \epsilon m((2\epsilon \sup_\Omega |v|)^{1/2}) \right]^{1/2}.
\]

Analogously, if \(|w(x) - w(y)| \leq m(|x - y|)\) for all \( x, y \in \Omega \), then

\[
|x_*-x| \leq \left[ \epsilon m((2\epsilon \sup_\Omega |w|)^{1/2}) \right]^{1/2}.
\]

Nevertheless, the bounds for \(|x^*-x|\) and \(|x_*-x|\) in (iii) are generally sharp for semi-continuous functions.

Properties (i)-(iii) can be found in [7]. To see Property (iv), we let \( x_0 \in \omega \) be a point of differentiability of \( v^\epsilon \), and estimate, for \( x_1 \in \Omega \),

\[
v^\epsilon(x_0) \geq v((x_1)^*) - \frac{1}{\epsilon} |(x_1)^* - x_0|^2
\]

\[
\geq v((x_1)^*) - \frac{1}{\epsilon} |(x_1)^* - x_1|^2 - \frac{2}{\epsilon} |(x_1)^* - x_1||x_1 - x_0| - \frac{1}{\epsilon} |x_1 - x_0|^2
\]

\[
= v^\epsilon(x_1) - \frac{2}{\epsilon} |(x_1)^* - x_1||x_1 - x_0| - \frac{1}{\epsilon} |x_1 - x_0|^2
\]

for all \( x_0, x_1 \in \Omega \),

which implies, in view of Property (iii), that

\[
\frac{v^\epsilon(x_1) - v^\epsilon(x_0)}{|x_1 - x_0|} \leq \frac{2}{\epsilon^{1/2}} \max_{\Omega} v - v(x_1) + \frac{1}{\epsilon} |x_1 - x_0|.
\]

Sending \( x_1 \to x_0 \) and recalling Property (ii), we obtain the assertion. Property (v) follows from (iii) and the estimate

\[
\frac{1}{\epsilon} |x^* - x|^2 = v(x^*) - v^\epsilon(x) \leq v(x^*) - v(x) \leq m(|x^* - x|).
\]
The sharpness of the estimates for $|x^* - x|$ and $|x_* - x|$ in (iii) is demonstrated by the following example. Consider $\Omega = (-1, 1)$. For $x \in [-1, 1]$, define

$$w(x) = \begin{cases} 
1 & \text{if } 2^{-(2k+2)} < |x| \leq 2^{-(2k+1)} \text{ for some } k \geq 0, \\
2 - 2^{2k+1}|x| & \text{if } 2^{-(2k+1)} < |x| \leq 2^{-2k} \text{ for some } k \geq 0, \\
0 & \text{if } x = 0.
\end{cases}$$

Then $w \in LSC([-1, 1]) \cap L^\infty([-1, 1])$. For $k > 1$, let $\epsilon_k = 2^{-(2k+3)}$ and $x_k = 2^{-(2k+3)}$. We have

$$w_{\epsilon_k}(x_k) \leq w(0) + \frac{1}{\epsilon_k}|x_k|^2 = \frac{1}{16}.$$ 

On the other hand, for $|y - x_k| < 2^{-(2k+4)} = \frac{1}{8}\sqrt{\epsilon_k}$, we have $w(y) > \frac{1}{2}$ and

$$w(y) + \frac{1}{\epsilon_k}|y - x_k|^2 \geq \frac{1}{2}.$$ 

It follows that $|(x_k)_* - x_k| \geq \frac{1}{8}\sqrt{\epsilon_k}$.

We conclude the section with a simple lemma about the stability of envelopes with respect to semi-continuity.

**Lemma 2.1.** Assume that $v \in USC(\bar{\Omega})$ and $\inf_{\bar{\Omega}} v > -\infty$. Then for all sequences $\epsilon_j \to 0$ and $x_j \to x \in \Omega$, there holds

$$\limsup_{j \to \infty} v^{\epsilon_j}(x_j) \leq v(x).$$

Likewise, if $w \in LSC(\bar{\Omega})$ and $\sup_{\bar{\Omega}} w < +\infty$, then

$$\liminf_{j \to \infty} w_{\epsilon_j}(x_j) \geq w(x).$$

**Proof.** We will only show the first assertion. Assume by contradiction that there exist some sequences $\epsilon_j \to 0$, $x_j \to x \in \Omega$ such that

$$v^{\epsilon_j}(x_j) \geq v(x) + 2\delta \text{ for some } \delta > 0.$$ 

By the semi-continuity of $v$, there exists $\theta > 0$ such that

$$v(y) \leq v(x) + \delta \text{ for all } |y - x| < \theta.$$ 

By property (iii), there exists $\hat{x}_j$ such that

$$v^{\epsilon_j}(x_j) = v(\hat{x}_j) - \frac{1}{\epsilon_j}|x_j - \hat{x}_j|^2 \text{ and } |x_j - \hat{x}_j|^2 \leq \epsilon_j(\sup_{\bar{\Omega}} v - v(x_j)) \to 0,$$

where we have used $\inf_{\bar{\Omega}} v > -\infty$. It then follows that $|\hat{x}_j - x| < \theta$ for all sufficiently large $j$ and so

$$v^{\epsilon_j}(x_j) \leq v(\hat{x}_j) \leq v(x) + \delta,$$

which amounts to a contradiction. $\square$
3 The principle of propagation of touching points

In this section, we prove Theorem 1.7. We will establish the propagation principle for more general operators of the form

$$F[\psi] = \nabla^2 \psi + L(\cdot, \psi, \nabla \psi),$$  \hspace{1cm} (22)

where $L : \Omega \times \mathbb{R} \times \mathbb{R}^n \to S^{n \times n}$, under some structural assumptions on $L$ and $U$ which we will detail below. (Clearly, Definition 1.3 extends to this general setting.)

It is natural to require that $L$ be locally Lipschitz continuous. When $L$ is only Hölder continuous, the propagation principle fails in a manner similar to the non-uniqueness of first order ODE with non-Lipschitz right hand side. The following example is well-known: Consider the equation $\Delta \psi = |\nabla \psi|^\gamma$ with $\gamma \in (0, 1)$, i.e. $F[\psi] = \nabla^2 \psi - |\nabla \psi|^\gamma I$ and $U = \{M \in S^{n \times n} : \text{tr}(M) > 0\}$. This equation admits $\hat{\psi}(x) \equiv 0$ and $\hat{\psi}(x) = \frac{1}{(\lambda + 1)(\lambda + n - 1)} |x|^\lambda$ as classical solutions, where $\lambda = \frac{1}{1-\gamma}$. As $\hat{\psi} \geq \psi$ on $\mathbb{R}^n$ and equality holds only at $x = 0$, the propagation principle fails.

We note that the degenerate ellipticity condition (8) and local Lipschitz regularity of $L$ are far from enough to ensure the correctness of the propagation principle (even for rotationally symmetric and proper operators); see subsection 3.5 for counterexamples.

The following structural conditions on $(F, U)$ are directly motivated by the conformal operator $A[\psi]$. First, we assume that $U$ satisfies

$$A \in U, c \in (0, 1) \Rightarrow cA \in U. \hspace{1cm} (23)$$

Second, we assume that, for every $R > 0$ and $\Lambda > 0$, there exist $m \geq 0$, $\bar{\theta} > 0$ and $C > 0$ such that, for $x \in \Omega$ and $p \in \mathbb{R}^n$,

$$|\nabla_x L(x, s, p)| \leq C|x|^m \hspace{1cm} \forall |s| \leq R, \hspace{1cm} (24)$$

$$0 \leq L(x, s', p) - L(x, s, p) \leq C(s' - s) |p|^m \hspace{1cm} \forall -R \leq s \leq s' \leq R, \hspace{1cm} (25)$$

$$p \cdot \nabla_p L(x, s, p) - L(s, x, p)$$

$$+ \theta \Lambda |\nabla_p L(x, s, p)| I - \theta I \leq C p \otimes p - \frac{1}{C} |p|^m I \hspace{1cm} \forall \theta \in [0, \bar{\theta}], |s| \leq R. \hspace{1cm} (26)$$

Note that, (25) and (26) should be understood as inequalities between real symmetric matrices: $M \leq N$ if and only if $N - M$ is non-negative definite. Also, (25) implies that $L$ is non-decreasing in $s$. 
Example 3.1. For all $m \geq 2$ and $\alpha, \beta \in C^0_{\text{loc}}(\mathbb{R})$ such that $\beta(s) > \beta_0 > 0$ for some constant $\beta_0$, $\alpha$ is non-decreasing and $\beta$ is non-increasing, the operator

$$F[\psi] = \nabla^2 \psi + \alpha(\psi) \nabla \psi \otimes \nabla \psi - \beta(\psi)|\nabla \psi|^m I$$

satisfies conditions (24)-(26).

We now state our principle of propagation of touching points for operators of the form (22).

Theorem 3.2. Let $\Omega \subset \mathbb{R}^n$ ($n \geq 2$) be a non-empty bounded open set, $L : \Omega \times \mathbb{R} \times \mathbb{R}^n \to S^{n \times n}$ be locally Lipschitz continuous and satisfy (24), (25) and (26) for some $m > 1$, $F$ be given by (22) and $U$ be a non-empty open subset of $S^{n \times n}$ satisfying (8) and (23). If $w \in LSC(\bar{\Omega})$ and $v \in USC(\bar{\Omega})$ are respectively a supersolution and a subsolution of (9) in $\Omega$, and if $w \geq v$ in $\Omega$ and $w > v$ on $\partial \Omega$, then $w > v$ in $\Omega$.

Interchanging the role of $\psi$ and $-\psi$ and of $U$ and $S^{n \times n} \setminus (-\bar{U})$ (where $-\bar{U} = \{-M : M \in \bar{U}\}$), we see that an analogous result holds if one replaces (23) by

$$A \in U, c \in (1, \infty) \Rightarrow cA \in U,$$

and (26) by: for every $R > 0$ and $\Lambda > 0$, there exist positive constants $\bar{\theta}, C > 0$ such that, for $0 < \theta \leq \bar{\theta}$, $x \in \Omega$, $|s| \leq R$ and $p \in \mathbb{R}^n$,

$$p \cdot \nabla_p L(x, s, p) - L(x, s, p) - \theta \Lambda |\nabla_p L(x, s, p)| I + \theta I \geq -Cp \otimes p + \frac{1}{C} |p|^m I. \quad (28)$$

We then obtain an equivalent statement of Theorem 3.2:

Theorem 3.3. Let $\Omega \subset \mathbb{R}^n$ ($n \geq 2$) be a non-empty bounded open set, $L : \Omega \times \mathbb{R} \times \mathbb{R}^n \to S^{n \times n}$ be locally Lipschitz continuous and satisfy (24), (25) and (28) for some $m > 1$, $F$ be given by (22) and $U$ be a non-empty open subset of $S^{n \times n}$ satisfying (8) and (27). If $w \in LSC(\bar{\Omega})$ and $v \in USC(\bar{\Omega})$ are respectively a supersolution and a subsolution of (9) in $\Omega$ and if $w \geq v$ in $\Omega$ and $w > v$ on $\partial \Omega$, then $w > v$ in $\Omega$.

Assuming the correctness of the above theorem for the moment, we proceed with the

Proof of Theorem 1.7. If $\beta > \beta_0 > 0$, the result is covered by Theorem 3.2. If $\beta < -\beta_0 < 0$, the result is covered by Theorem 3.3. It remains to consider the case $\beta \equiv 0$ and $\alpha$ is constant. The operator $F$ then takes the form

$$F[\psi] = \nabla^2 \psi + \alpha \nabla \psi \otimes \nabla \psi.$$
When $\alpha \neq 0$, we note that the functions $\tilde{w} = \frac{\alpha}{|\alpha|}e^{\alpha w}$ and $\tilde{v} = \frac{\alpha}{|\alpha|}e^{\alpha v}$ satisfy $\tilde{w} \in \text{LSC}(\Omega)$, $\tilde{v} \in \text{USC}(\Omega)$ and, in view of (10),

$$\nabla^2 \tilde{w} = |\alpha| |\tilde{w}| F[w] \in S^{n \times n} \setminus U$$

and

$$\nabla^2 \tilde{v} = |\alpha| |\tilde{v}| F[v] \in \tilde{U}.$$ 

Therefore, we can assume without loss of generality that $\alpha = 0$, i.e.

$$F[\psi] = \nabla^2 \psi.$$ 

In this case, note that

$$F[\psi + \mu |x|^2] = F[\psi] + 2\mu I.$$ \quad (29)

An easy adaption of the proof of Theorem 3.2 below (but using (29) instead of Lemma 3.5) yields the result. \hfill $\square$

We turn now to the proof of Theorem 3.2.

### 3.1 Error in regularizations

The following result is a direct adaption of [7, Theorem 5.1] which estimates the error to (9) when making regularizations by lower and upper envelopes.

**Proposition 3.4.** Assume $n \geq 2$. Let $\Omega \subset \mathbb{R}^n$ be a bounded open set, $U$ be an open subset of $S^{n \times n}$ satisfying (8), $L : \Omega \times \mathbb{R} \times \mathbb{R}^n \to S^{n \times n}$ be a locally Lipschitz continuous function satisfying (24) and the second inequality in (25) for some $m \geq 0$, and $F$ be given by (22). For any $M > 0$, there exists $a > 0$ such that if $w \in \text{LSC}(\Omega)$ is a supersolution of (9) in $\Omega$ and if $w_\epsilon$ is punctually second order differentiable at a point $x \in \Omega$ and $|w_\epsilon(x)| + |w_\epsilon(x^*)| \leq M$ (where $x^*$ is as defined in Section 2), then

$$F[w_\epsilon](x) - a|\epsilon_\epsilon - x|(1 + \frac{1}{\epsilon_\epsilon}|\epsilon_\epsilon - x|) |\nabla w_\epsilon(x)|^m I \in S^{n \times n} \setminus U.$$ 

Analogously, if $v \in \text{USC}(\Omega)$ is a subsolution of (9) in $\Omega$, and if $v_\epsilon$ is punctually second order differentiable at a point $x \in \Omega$ and $|v_\epsilon(x)| + |v_\epsilon(x^*)| \leq M$, then

$$F[v_\epsilon](x) + a|x^* - x|(1 + \frac{1}{\epsilon_\epsilon}|x^* - x|) |\nabla v_\epsilon(x)|^m I \in U.$$ 

**Proof.** We only give the proof of the first assertion. The second assertion can be proved in a similar way.
We have
\[ w_\epsilon(x + z) \geq w_\epsilon(x) + \nabla w_\epsilon(x) \cdot z + \frac{1}{2} z^T \nabla^2 w_\epsilon(x) z + o(|z|^2), \quad \text{as } z \to 0. \] (30)

By the definition of \( w_\epsilon \), we have
\[ w_\epsilon(x + z) \leq w(x_\ast + z) + \frac{1}{\epsilon} |x_\ast - x|^2, \]
and therefore, in view of (30),
\[ w(x_\ast + z) \geq w_\epsilon(x + z) - \frac{1}{\epsilon} |x_\ast - x|^2 \]
\[ \geq P_\epsilon(x_\ast + z) + o(|z|^2), \quad \text{as } z \to 0, \]
where \( P_\epsilon \) is a quadratic polynomial with
\[ P_\epsilon(x_\ast) = w_\epsilon(x) - \frac{1}{\epsilon} |x_\ast - x|^2 = w(x_\ast), \]
\[ \nabla P_\epsilon(x_\ast) = \nabla w_\epsilon(x), \]
\[ \nabla^2 P_\epsilon(x_\ast) = \nabla^2 w_\epsilon(x). \]

Since \( w \) is a supersolution of (9), we thus have
\[ \nabla^2 w_\epsilon(x) + L(x_\ast, w(x_\ast), \nabla w_\epsilon(x)) = F[P_\epsilon](x_\ast) \in \mathcal{S}^{n \times n} \setminus U. \]

On the other hand, in view of (24), (25) and \( w(x_\ast) = w_\epsilon(x) - \frac{1}{\epsilon} |x_\ast - x|^2 \leq w_\epsilon(x), \)
\[ L(x, w_\epsilon(x), \nabla w_\epsilon(x)) - L(x_\ast, w(x_\ast), \nabla w_\epsilon(x)) \leq C( |x - x_\ast| + \frac{1}{\epsilon} |x - x_\ast|^2 ) |\nabla w_\epsilon(x)|^m I. \]

The conclusion is readily seen thanks to (8).

3.2 First variation of \( F[\psi] \)

As mentioned in the introduction, we would like to perturb a given function \( \psi \) to another function \( \tilde{\psi} \) in such a way that \( F[\tilde{\psi}] \) is bounded from above/below by a multiple of \( F[\psi] \) and with a favorable excess term. This will be important in controlling error accrued in other parts of the proof of Theorem 3.2 (e.g. in regularizations).
Lemma 3.5. Let $\Omega$ be an open bounded subset of $\mathbb{R}^n$, $n \geq 2$, $L : \Omega \times \mathbb{R} \times \mathbb{R}^n \rightarrow S^{n \times n}$ be a locally Lipschitz continuous function satisfying (25) and (26) for some $m > 1$, $F$ be given by (22), and $\psi : \Omega \rightarrow \mathbb{R} \cup \{\pm \infty\}$. For any $M > 0$, there exist positive constants $\mu_0, \alpha, \beta, \delta, K_0 > 0$, depending only on an upper bound of $M$, $L$ and $\Omega$, such that

$$\mu_0 \beta \sup_{\Omega} e^{-\beta \psi} \leq \frac{1}{2},$$

and, for any $0 < \mu < \mu_0$, $\tau \in \mathbb{R}$, the function $\tilde{\psi}_{\mu, \tau} = \psi + \mu (e^{\alpha |x|^2} + e^{-\beta \psi} - \tau)$ satisfies

$$F[\tilde{\psi}_{\mu, \tau}] \geq (1 - \mu \beta e^{-\beta \psi}) F[\psi] + \mu K_0 [(1 + |\nabla \psi|^m) I + \nabla \psi \otimes \nabla \psi]$$

in the set

$$\Omega^{M, \delta} := \left\{ x \in \Omega : \psi \text{ is punctually second order differentiable at } x, \right. \left. |\psi(x)| \leq M, \text{ and } e^{\alpha |x|^2} + e^{-\beta \psi(x)} - \tau \geq -\delta \right\}. \quad (31)$$

Proof. In the proof, $C$ will denote some large positive constant which may become larger as one moves from lines to lines but depends only on an upper bound for $M$, $L$ and $\Omega$. Eventually, we will choose large $\beta = \beta(C) > 0$, small $\alpha = \alpha(\beta, M, C) > 0$, and finally small $\mu_0 = \mu_0(\alpha, \beta, M, C) > 0$.

We set $\varphi(x) = e^{\alpha |x|^2}$, $f(\psi) = -e^{-\beta \psi}$ and abbreviate $\tilde{\psi}_\mu = \tilde{\psi}_{\mu, \tau} = \psi + \mu (\varphi - f(\psi) - \tau)$. Note that $f'(\psi) > 0$.

We assume in the sequel that $\alpha < 1$, $\delta < 1$ and

$$\mu_0 \sup_{\Omega} [1 + f'(\psi)] \leq \frac{1}{C} < \frac{1}{2}. \quad (32)$$

The following computation is done at a point in $\Omega^{M, \delta}$. We have

$$F[\tilde{\psi}_\mu] \geq (1 - \mu f'(\psi)) F[\psi] - \mu f''(\psi) \nabla \psi \otimes \nabla \psi + 2 \mu \alpha \varphi I + L(x, \tilde{\psi}_\mu, \nabla \tilde{\psi}_\mu) - (1 - \mu f'(\psi)) L(x, \psi, \nabla \psi).$$

Noting that $\varphi - f(\psi) - \tau \geq -\delta$ in $\Omega^{M, \delta}$, we deduce from (25) and (32) that

$$L(x, \tilde{\psi}_\mu, \nabla \tilde{\psi}_\mu) \geq L(x, \psi, \nabla \tilde{\psi}_\mu) - C \mu \delta (|\nabla \psi|^m + \mu^m \alpha^m \varphi^m I).$$

Therefore,

$$F[\tilde{\psi}_\mu] \geq (1 - \mu f'(\psi)) F[\psi] - \mu f''(\psi) \nabla \psi \otimes \nabla \psi + 2 \mu \alpha (1 - C \delta \mu^m \alpha^{m-1} \varphi^{m-1}) \varphi I - C \mu \delta |\nabla \psi|^m I + L(x, \psi, \nabla \tilde{\psi}_\mu) - (1 - \mu f'(\psi)) L(x, \psi, \nabla \psi). \quad (33)$$
We proceed to estimate $L(x, \psi, \nabla \tilde{\psi}_\mu) - (1 - \mu f'(\psi))L(x, \psi, \nabla \psi)$. For $0 \leq t \leq \mu$, let

$$g(t) = \frac{L(x, \psi, \nabla \tilde{\psi}_t)}{1 - tf'(\psi)}.$$ 

We have

$$\frac{d}{dt} g(t) \geq f'(\psi) \left[ - C \nabla \tilde{\psi}_t \otimes \nabla \tilde{\psi}_t + \frac{1}{C} |\nabla \tilde{\psi}_t|^m I \right] - \frac{1}{2} \alpha \varphi I.$$

Thus, in view of (26) and (32), if $\alpha, \beta$ and $\delta$ satisfy

$$\alpha \sup \varphi[\frac{1}{f'(\psi)} + 1] \leq \frac{1}{C},$$

then, with $\Lambda = 8C$ and $\theta = \frac{\alpha \varphi}{sf(\psi)}$ in (26),

$$\frac{d}{dt} g(t) \geq f'(\psi) \left[ - C \nabla \psi \otimes \nabla \psi + \frac{1}{C} |\nabla \psi|^m I \right] - \alpha \varphi I.$$

This implies

$$L(x, \psi, \nabla \tilde{\psi}_\mu) - (1 - \mu f'(\psi))L(x, \psi, \nabla \psi)$$

$$= (1 - \mu f'(\psi))[g(\mu) - g(0)]$$

$$\geq \mu f'(\psi) \left[ - C \nabla \psi \otimes \nabla \psi + \frac{1}{C} |\nabla \psi|^m I \right] - \mu \alpha \varphi I.$$

Combining (33) and (35) and using (34), we obtain

$$F[\tilde{\psi}_\mu] \geq (1 - \mu f'(\psi))F[\psi] + \mu \alpha (1 - 2C\delta \mu^m \alpha^{m-1} \varphi^{m-1}) \varphi I$$

$$+ \frac{1}{C} \mu (f'(\psi) - C\delta) |\nabla \psi|^m I$$

$$+ \mu \left[ - f''(\psi) - C f'(\psi) \right] \nabla \psi \otimes \nabla \psi.$$  

We now fix $C$ and proceed with the choice of $\alpha, \beta, \delta$ and $\mu_0$. First, choosing $\beta \geq 2C$ and recalling the definition of $f$, we have

$$- f''(\psi) - C f'(\psi) = \beta(\beta - C)e^{-\beta \psi} \geq \frac{1}{2} \beta f'(\psi).$$
Next, choose \( \alpha \) such that (34) is satisfied and choose \( \delta \) such that \( 1 - 2C\delta \mu^m \alpha^{m-1} \varphi^{m-1} > \frac{1}{2} \) and \( f'(\psi) - C\delta \geq \frac{1}{2} f'(\psi) \). Finally, choose \( \mu_0 \) such that (32) holds. We hence obtain from (36) that

\[
F[\tilde{\psi}] \geq (1 - \mu f'(\psi))F[\psi] + \frac{1}{2} \mu \alpha \varphi I + \frac{1}{C} \mu f'(\psi) |\nabla \psi|^m I + \frac{1}{2} \beta \mu f'(\psi) \nabla \psi \otimes \nabla \psi.
\]

This completes the proof. \( \square \)

**Lemma 3.6.** Let \( \Omega \) be an open bounded subset of \( \mathbb{R}^n \), \( n \geq 2 \), \( L : \Omega \times \mathbb{R} \times \mathbb{R}^n \to S^{n \times n} \) be a locally Lipschitz continuous function satisfying (25) and (26) for some \( m > 1 \), \( F \) be given by (22), and \( \psi : \Omega \to \mathbb{R} \cup \{\pm \infty\} \). There exist positive constants \( \mu_0, \alpha, \beta, \delta, K_0 > 0 \), depending only on an upper bound of \( \sup_{\Omega} |\psi| \), \( L \) and \( \Omega \), such that, for any \( 0 < \mu < \mu_0 \), \( \tau \in \mathbb{R} \), the function \( \hat{\psi}_{\mu, \tau} = \psi - \mu(e^{\alpha|x|^2} + e^{-\beta \psi} - \tau) \) satisfies

\[
F[\hat{\psi}_{\mu, \tau}] \leq (1 + \mu \beta e^{-\beta \psi})F[\psi] - \mu K_0[(1 + |\nabla \psi|^m) I + \nabla \psi \otimes \nabla \psi]
\]

in the set \( \Omega^{M, \delta} \) defined by (31).

**Proof.** The proof is similar to that of Lemma 3.5 and is omitted. \( \square \)

### 3.3 Proof of Theorem 3.2

Arguing by contradiction, we suppose that there exists \( \gamma > 0 \) such that

\[
\max_{\Omega} (v - w) = 0 \quad \text{and} \quad (v - w)(x) \leq -\gamma, \quad \forall x \in \Omega \setminus \Omega_\gamma
\]

where \( \Omega_\gamma = \{ x \in \Omega : \text{dist}(x, \partial \Omega) > \gamma \} \).

For \( \epsilon > 0 \), let \( v^\epsilon \) and \( w_\epsilon \) be the \( \epsilon \)-upper and \( \epsilon \)-lower envelopes of \( v \) and \( w \) respectively (see Section 2). We note that

\[
v \leq v^\epsilon \leq \max_{\Omega} v < +\infty \quad \text{and} \quad w \geq w_\epsilon \geq \min_{\Omega} w > -\infty.
\]

In the sequel, we use \( C \) to denote some positive constant which depends on \( \max_{\Omega} v, \min_{\Omega} w \), \( L \) and \( \Omega \) but is always independent of \( \epsilon \).

By Lemma 3.5, we can find \( \bar{\mu} > 0 \), \( \delta > 0 \) and a smooth positive function \( f : \mathbb{R}^n \times \mathbb{R} \to (0, \infty) \), depending only on \( \max_{\Omega} v, \min_{\Omega} w \), \( L \) and \( \Omega \), such that \( f \) is decreasing with respect to the \( s \)-variable, \( \bar{\mu} \sup_{\Omega} |\partial_s f(\cdot, v^\epsilon)| \leq \frac{1}{2} \) and, for \( \mu \in (0, \bar{\mu}) \), \( \tau \in \mathbb{R} \), and \( \tilde{v}_{\epsilon, \tau} = v^\epsilon + \mu(f(\cdot, v^\epsilon) - \tau) \), there holds

\[
F[\tilde{v}_{\epsilon, \tau}] \geq (1 - \mu |\partial_s f(\cdot, v^\epsilon)|)F[v^\epsilon] + \frac{\mu}{C}(1 + |\nabla v^\epsilon|^m) I
\]

(37)
in the set
\[ \tilde{\Omega}_\epsilon := \left\{ x \in \Omega_{\gamma/2} : v^\epsilon \text{ is punctually second order differentiable at } x, \right. \]
\[ \left. v^\epsilon(x) \geq \min_{\Omega} w - 1 \text{ and } f(x, v^\epsilon(x)) - \tau \geq -\delta \right\}. \]

Note that \( \tilde{\mu} \) and \( \delta \) are independent of \( \epsilon \). Furthermore, in view of (19), there exists \( \bar{\eta} > 0 \) independent of \( \epsilon \) such that, for all small \( \epsilon \) and \( \eta \in (0, \bar{\eta}) \), one can (uniquely) find \( \tau = \tau(\epsilon, \eta) \) such that the function \( \xi_{\epsilon, \eta} := \tilde{v}_{\epsilon, \tau} - w_{\epsilon} \) satisfies
\[ \max_{\bar{\Omega}} \xi_{\epsilon, \eta} = \eta \text{ and } \xi_{\epsilon, \eta} < -\frac{\gamma}{2} \text{ in } \bar{\Omega} \setminus \bar{\Omega}_{\gamma}. \]

Let \( \Gamma_{\xi_{\epsilon, \eta}^+} \) denote the concave envelope of \( \xi_{\epsilon, \eta}^+ := \max\{\xi_{\epsilon, \eta}, 0\} \) on \( \bar{\Omega} \). Then by (20), we have
\[ \nabla^2 \xi_{\epsilon, \eta} \geq -\frac{4}{\epsilon} I \text{ a.e. in } \bar{\Omega}_{\gamma}. \]

By [7, Lemma 3.5], we have
\[ \int_{\{\xi_{\epsilon, \eta} = \Gamma_{\xi_{\epsilon, \eta}^+}\}} \det(-\nabla^2 \Gamma_{\xi_{\epsilon, \eta}^+}) > 0, \]
which implies that the Lebesgue measure of \( \{\xi_{\epsilon, \eta} = \Gamma_{\xi_{\epsilon, \eta}^+}\} \) is positive. Then there exists \( \tilde{x}_{\epsilon, \eta} \in \{\xi_{\epsilon, \eta} = \Gamma_{\xi_{\epsilon, \eta}^+}\} \cap \Omega_{\gamma} \) such that both of \( v^\epsilon \) and \( w_{\epsilon} \) are punctually second order differentiable at \( x_{\epsilon, \eta} \),
\[ 0 < \xi_{\epsilon, \eta}(x_{\epsilon, \eta}) \leq \eta, \] \[ |\nabla \xi_{\epsilon, \eta}(x_{\epsilon, \eta})| = |\nabla \tilde{v}_{\epsilon, \tau}(x_{\epsilon, \eta}) - \nabla w_{\epsilon}(x_{\epsilon, \eta})| \leq C\eta, \]
and
\[ \nabla^2 \xi_{\epsilon, \eta}(x_{\epsilon, \eta}) = \nabla^2 \tilde{v}_{\epsilon, \tau}(x_{\epsilon, \eta}) - \nabla^2 w_{\epsilon}(x_{\epsilon, \eta}) \leq 0. \]

From (38) and the definition of \( \tilde{v}_{\epsilon, \tau} \), we have
\[ f(x_{\epsilon, \eta}, v^\epsilon(x_{\epsilon, \eta})) - \tau > \frac{1}{\mu}(w_{\epsilon}(x_{\epsilon, \eta}) - v^\epsilon(x_{\epsilon, \eta})). \]

Note that, as \( w \geq v \) in \( \Omega \), Lemma 2.1 implies that
\[ \liminf_{\epsilon \to 0, \eta \to 0} \left[ w_{\epsilon}(x_{\epsilon, \eta}) - v^\epsilon(x_{\epsilon, \eta}) \right] \geq 0. \]
Hence, by shrinking $\mu$ and $\bar{\eta}$ if necessary, we may assume for all small $\epsilon$ that

$$f(x_{\epsilon,\eta}, v^\epsilon(x_{\epsilon,\eta})) - \tau \geq -\delta, \quad v^\epsilon(x_{\epsilon,\eta}) \geq \min_{\bar{\Omega}} w - 1, \quad \text{and} \quad w_\epsilon(x_{\epsilon,\eta}) \leq \max_{\bar{\Omega}} v + 1.$$  

We deduce that $x_{\epsilon,\eta} \in \tilde{\Omega}_{\epsilon,\delta}$ and thus obtain from (37) that

$$F[\tilde{v}_{\epsilon,\tau}](x_{\epsilon,\eta}) \geq (1 - \mu|\partial_x f(x_{\epsilon,\eta}, v^\epsilon(x_{\epsilon,\eta}))|)F[v^\epsilon](x_{\epsilon,\eta}) + \frac{\mu}{C}(1 + |\nabla v^\epsilon(x_{\epsilon,\eta})|^m) I. \quad (42)$$

Next, the proof of (21) implies that, for any unit vector $e$,

$$\partial_e v^\epsilon(x_{\epsilon,\eta}) \geq -\frac{C}{\sqrt{\epsilon}} \quad \text{and} \quad \partial_e w_\epsilon(x_{\epsilon,\eta}) \leq \frac{C}{\sqrt{\epsilon}}.$$  

This together with (39) implies that, for all sufficiently small $\eta$,

$$|\nabla \tilde{v}_{\epsilon,\tau}(x_{\epsilon,\eta})| + |\nabla w_\epsilon(x_{\epsilon,\eta})| \leq \frac{C}{\sqrt{\epsilon}}.$$  

Thus, by the local Lipschitz regularity of $L$,

$$L(x_{\epsilon,\eta}, w_\epsilon(x_{\epsilon,\eta}), \nabla w_\epsilon(x_{\epsilon,\eta})) - L(x_{\epsilon,\eta}, \tilde{v}_{\epsilon,\tau}(x_{\epsilon,\eta}), \nabla \tilde{v}_\epsilon(x_{\epsilon,\eta})) \geq -C(\epsilon)\eta I.$$  

This together with (40) implies that

$$F[w_\epsilon](x_{\epsilon,\eta}) \geq F[\tilde{v}_{\epsilon,\tau}](x_{\epsilon,\eta}) - C(\epsilon)\eta I. \quad (43)$$

Recalling (42), we can find $\hat{\eta} = \hat{\eta}(\epsilon)$ such that, for $0 < \eta < \hat{\eta}(\epsilon)$, there holds

$$F[w_\epsilon](x_{\epsilon,\eta}) \geq (1 - \mu|\partial_x f(x_{\epsilon,\eta}, v^\epsilon(x_{\epsilon,\eta}))|)F[v^\epsilon](x_{\epsilon,\eta}) + \frac{\mu}{C}(1 + |\nabla v^\epsilon(x_{\epsilon,\eta})|^m) I. \quad (44)$$

We next claim that

$$\liminf_{\epsilon \to 0, \eta \to 0} \frac{1}{\epsilon} \left[ |(x_{\epsilon,\eta})^* - x_{\epsilon,\eta}|^2 + |(x_{\epsilon,\eta})^* - x_{\epsilon,\eta}|^2 \right] \leq C\mu^2. \quad (45)$$

Assuming this claim for now, we use Proposition 3.4 to find $a > 0$ independent of $\epsilon$ and $\eta$ such that one has, in $\Omega_\gamma$,

$$F[w_\epsilon](x_{\epsilon,\eta}) - a |(x_{\epsilon,\eta})^* - x_{\epsilon,\eta}|(1 + \frac{1}{\epsilon}|(x_{\epsilon,\eta})^* - x_{\epsilon,\eta}|) |\nabla w_\epsilon(x_{\epsilon,\eta})|^m I \in S^{n \times n} \setminus U, \quad (46)$$

$$F[v^\epsilon](x_{\epsilon,\eta}) + a |(x_{\epsilon,\eta})^* - x_{\epsilon,\eta}|(1 + \frac{1}{\epsilon}|(x_{\epsilon,\eta})^* - x_{\epsilon,\eta}|) |\nabla v^\epsilon(x_{\epsilon,\eta})|^m I \in U, \quad (47)$$
where $x_*$ and $x^*$ are as in Section 2. The relations (44), (46) and (47) amount to a contradiction for sufficiently small $\mu$ thanks to (8) and (23). Therefore, to conclude the proof it suffices to prove the claim (45).

Pick some $\eta(\epsilon) < \hat{\eta}(\epsilon)$ such that $\eta(\epsilon) \to 0$ as $\epsilon \to 0$. Pick a sequence $\epsilon_m \to 0$ such that, for $x_m := x_{\epsilon_m, \eta(\epsilon_m)}$, the sequence $\frac{1}{\epsilon_m}[(x_m)^* - x_m^2 + (x_m')^2 - x_m^2]$ converges to a limit which we will show to be no larger than $C\mu^2$. We will abbreviate $\tau_m := \tau(\epsilon_m, \eta(\epsilon_m)), v_m^\epsilon = v_{\epsilon_m}, w_m^\epsilon = w_{\epsilon_m}$. Without loss of generality, we may also assume that $x_m \to x_0 \in \Omega, f(x_m, v_m^\epsilon(x_m)) \to f_0$ and $\tau_m \to \tau_0$.

As $\max_{\Omega} \xi, \eta = \eta$, we have in view of (19) that

$$v(x_0) - w(x_0) + \mu(f(x_0, v(x_0)) - \tau_0) = \lim_{m \to \infty} \left\{ v_m^\epsilon(x_0) - w_m(x_0) + \mu(f(x_0, v_m^\epsilon(x_0)) - \tau_m) \right\} \leq 0. \quad (48)$$

On the other hand, by (38) and the fact that $f$ is decreasing in $s$, we have

$$f(x_0, \limsup_{m \to \infty} v_m^\epsilon(x_m)) \leq f_0 = \lim_{m \to \infty} f(x_m, v_m^\epsilon(x_m)) \leq \limsup_{m \to \infty} f(x_m, w_m^\epsilon(x_m) - \mu(f(x_m, v_m^\epsilon(x_m)) - \tau_m)) \leq f(x_0, \liminf_{m \to \infty} w_m^\epsilon(x_m) - \mu(f_0 - \tau_0)),$$

which implies, in view of Lemma 2.1 and the fact that $w \geq v$, that

$$f(x_0, w(x_0)) \leq f(x_0, v(x_0)) \leq f_0 \leq f(x_0, w(x_0) - \mu(f_0 - \tau_0)),$$

which further implies that

$$0 \leq f_0 - f(x_0, v(x_0)) \leq C\mu.$$

Together with (48), this implies that

$$v(x_0) - w(x_0) + \mu(f_0 - \tau_0) \leq C\mu.$$

We are now ready to wrap up the argument. As $(x_\epsilon)^* - x_\epsilon \to 0$ and $(x_\epsilon')^* - x_\epsilon \to 0$ as $\epsilon \to 0$, we have $(x_m')^* \to x_0$ and $(x_m)^* \to x_0$. As $v$ is upper semi-continuous and $w$ is lower semi-continuous, we have

$$\limsup_{m \to \infty} v((x_m)^*) \leq v(x_0) \quad \text{and} \quad \liminf_{m \to \infty} w((x_m')^* \geq w(x_0).$$
Thus, by the left half of (38),
\[
0 \leq \limsup_{m \to \infty} \frac{1}{\epsilon_m} ||(x_{\epsilon_m})^* - x_{\epsilon_m}||^2 + ||(x_{\epsilon_m})_* - x_{\epsilon_m}||^2
\]
\[
\leq \limsup_{m \to \infty} \left\{ v((x_{\epsilon_m})^*) - w((x_{\epsilon_m})_*) + \mu(f(x_{\epsilon_m}, v^{\epsilon_m}(x_{\epsilon_m})) - \tau(\epsilon_m, \eta(\epsilon_m))) \right\}
\]
\[
\leq v(x_0) - w(x_0) + \mu(f_0 - \tau_0) \leq C\mu^2.
\]
We have proved (45), and thus concluded the proof. \qed

3.4 Proof of Corollary 1.9

We will use a result from [8].

**Theorem 3.7 ([8]).** Let \( n \geq 1, \Omega \subset \mathbb{R}^n \) be a non-empty open set, and let \( a, b \in C^0(\Omega \times \mathbb{R} \times \mathbb{R}^n) \) satisfy
\[
a(x, z, p) \geq 0 \text{ for all } x \in \Omega, z \in \mathbb{R}, p \in \mathbb{R}^n,
\]
and \( U \subset S^{n \times n} \) be a non-empty open set satisfying (8). If \( u \in LSC(\bar{\Omega}) \) satisfies
\[
\Delta u \leq C \text{ in } \Omega \text{ in the viscosity sense,}
\]
and, for some subset \( E \) of \( \Omega \) of zero Lebesgue measure,
\[
a(x, u, Du)\nabla^2 u + b(x, u, \nabla u) \in S^{n \times n} \setminus U \text{ in } \Omega \setminus E \text{ in the viscosity sense},
\]
then
\[
a(x, u, Du)\nabla^2 u + b(x, u, \nabla u) \in S^{n \times n} \setminus U \text{ in } \Omega \text{ in the viscosity sense.}
\]

**Remark 3.8.** This result was not stated as above in [8]. However, the proof of [8, Theorem 1.2] in effect yields the above result.

**Proof of Corollary 1.9.** Note that constant functions are solutions of (9) and the max of two subsolutions is a subsolution. It thus suffices to consider the case when
\[
\inf_{\Omega} v > -\infty.
\]

By (14),
\[
\Delta v + (\alpha - n\beta)|\nabla v|^2 \geq 0 \text{ in } \Omega \setminus E \text{ in the viscosity sense.}
\]
Note that when (16) holds, then the function $\tilde{u} = e^{-\frac{1}{|\alpha-n\beta|}v}$ satisfies

$$\Delta \tilde{u} \leq 0 \text{ in } \Omega \setminus E \text{ in the viscosity sense.}$$

As $\tilde{u} > 0$ in $\Omega \setminus E$ and $E$ has zero capacity, the maximum principle then implies that $\tilde{u} > \frac{1}{c} > 0$ in $\tilde{\Omega} \setminus E$, and hence $\sup_{\tilde{\Omega} \setminus E} v < +\infty$. Thus we can assume without loss of generality that (15) holds.

In view of the comparison principle Theorem 1.7(b), it suffices to show that

$$F[v] \in U \text{ in } \Omega \text{ in the viscosity sense,}$$

where we define, for $x \in E$,

$$v(x) = \limsup_{y \to x, y \in \Omega \setminus E} v(y) < +\infty.$$  

Indeed, we note that, for $C > |\alpha - n\beta|$, the function $u = -e^{Cv} \in LSC(\tilde{\Omega})$ satisfies

$$\inf_{\tilde{\Omega}} u > -\infty, \sup_{\tilde{\Omega}} u < 0$$

and

$$\Delta u = Cu(\Delta v + C|\nabla v|^2) \leq 0 \text{ in } \Omega \setminus E \text{ in the viscosity sense.}$$

Since $u > 0$ in $\Omega \setminus E$ and $E$ has zero capacity, it follows that

$$\Delta u \leq 0 \text{ in } \Omega \text{ in the viscosity sense.}$$

An application of Theorem 3.7 (to the set $\tilde{U} = S^{n \times n} \setminus (-\tilde{U})$) then implies that

$$F[v] = \frac{1}{C} \nabla^2 u - \frac{1}{C} \nabla u \otimes \nabla u + L(x, \frac{1}{C} \ln(-u), \frac{\nabla u}{Cu}) \in \tilde{U} \text{ in } \Omega \text{ in the viscosity sense,}$$

which proves (49), and hence the assertion. \hfill \Box

### 3.5 Counterexamples to the propagation principle

It this section, we give examples to illustrate that (8), i.e. degenerate ellipticity, the properness and regularity of $L$ is insufficient to ensure the correctness of the propagation principle. These examples will also illustrate the importance of various technical assumptions in Theorems 1.7 and 3.2.

Let $a, b \in C^1_{loc}([0, \infty))$ and consider for now a rotationally invariant operator $F$ of the form

$$F[\psi] = \nabla^2 \psi + a(|\nabla \psi|) \nabla \psi \otimes \nabla \psi + b(|\nabla \psi|)I.$$  

(50)
In other words, we have
\[ L(p) = a(|p|)p \otimes p + b(|p|) I. \]

Note that although \( a, b \) are locally differentiable, \( L \) is in general only locally Lipschitz. \( L \) is locally differentiable if and only if \( b'(0) = 0 \).

The following example suggests that some delicate attention should be paid if one allows \( m = 1 \) in condition (26) (in the context of Theorem 3.2).

**Proposition 3.9.** Let \( a, b \in C^1([0, \infty)) \) and \( F \) be of the form (50). If
\[ b(0) = 0 \text{ and } b'(0) \neq 0, \]
then the propagation principle does not hold for \( F \), namely there exist a bounded domain \( \Omega \in \mathbb{R}^n \), a non-empty open set \( U \subset S^{n \times n} \) satisfying (8), and a supersolution \( w \in C^2(\overline{\Omega}) \) and a subsolution \( v \in C^2(\overline{\Omega}) \) of (9) in \( \Omega \) such that \( w > v \) on \( \partial \Omega \), but \( \min_{\overline{\Omega}} (w - v) = 0 \).

**Proof.** Considering \( F[-\psi] \) and \( S^{n \times n} \setminus U \) instead of \( F[\psi] \) and \( U \) if necessary, we can assume without loss of generality that
\[ b'(0) < 0. \quad (51) \]

Let \( U \) be the set of positive definite symmetric \( n \times n \) matrices. Note that \( v \equiv 0 \) is a solution of (9) on \( \mathbb{R}^n \). Since \( L \) is independent of \( \psi \), it suffices to exhibit a bounded domain \( \Omega \), and a supersolution \( w \in C^2(\overline{\Omega}) \) of (9) in \( \Omega \) such that \( w > v \) on \( \partial \Omega \), but \( \min_{\overline{\Omega}} w = 0 \).

In view of (51) and the fact that \( b(0) = 0 \), there exists some \( r_0 > 0 \) and \( \delta > 0 \) such that
\[ b(s) < 0 \text{ and } r_0 > \frac{s}{|b(s)|} \text{ for all } s \in (0, \delta). \quad (52) \]

Let \( \Omega = \{r_0 - 1 < |x| < r_0 + 1\} \) and \( w(x) = w(|x|) \) for some \( w \in C^2([r_0 - 1, r_0 + 1]) \) satisfying \( w(r_0) = w'(r_0) = 0 \) and
\[ w'(r) \in (-\delta, 0) \text{ for } r \in [r_0 - 1, r_0), \quad (53) \]
\[ w'(r) \in (0, \delta) \text{ for } r \in (r_0, r_0 + 1]. \quad (54) \]

Then \( w > 0 \) on \( \partial \Omega \) and \( \min_{\overline{\Omega}} w = 0 \).

To conclude the proof, we check that \( F[w] \) is not positive definite. Indeed, the eigenvalues of \( F[w] \) are given by
\[ \lambda(F[w]) = (\mu, \nu, \ldots, \nu) \text{ where } \mu = w'' + a(|w'|)w'^2 + b(|w'|) \text{ and } \nu = \frac{1}{r}w' + b(|w'|). \]
Now, for $r < r_0$, we have $w' < 0$ (thanks to (53)) and $b(|w'|) < 0$ and so $\nu < 0$. For $r > r_0$, we have, in view of (52) and (54),

$$\nu = w'\left(\frac{1}{r} - \frac{|b(w')|}{w'}\right) < w'\left(\frac{1}{r} - \frac{1}{r_0}\right) < 0.$$ 

Also, $\nu = 0$ when $r = r_0$. It thus follows that $\nu \leq 0$ in $(r_0 - 1, r_0 + 1)$, i.e. $F[w]$ is not positive definite. The proof is complete.

The previous result show that the propagation principle does not hold for general operators of the form (22). However, it is easy to see that the function $L$ in Proposition 3.9 is Lipschitz but not $C^1$. We will next construct some counterexamples with smooth $L$.

For $\alpha \in \mathbb{R}$, consider the rotationally invariant operator

$$F[\psi] = \nabla^2 \psi - (\psi^3 |\nabla \psi|^{10} + \alpha \psi |\nabla \psi|^{6} + |\nabla \psi|^4)I,$$

i.e.

$$L(s,p) = -(s^3|p|^{10} + \alpha s|p|^6 + |p|^4)I,$$

which is an analytic function of $s$ and $p$. Note that neither condition (26) nor condition (28) is satisfied for this function $L$. Note also that the leading part of $L(s,p)$ changes sign as $s$ varies – this should be compared the assumption that $\beta(w)$ is of one sign in Theorem 1.7.

**Proposition 3.10.** Let $n \geq 2$, $U$ be the set of positive definite symmetric $n \times n$ matrices, and $F$ be of the form (55) for some $\alpha < -\frac{5}{2}$. Then the propagation principle does not hold: there exists a bounded domain $\Omega$, a supersolution $w$ and a subsolution $v$ of (9) in $\Omega$ such that $w > v$ on $\partial \Omega$ but $\min_{\bar{\Omega}}(w - v) = 0$.

**Proof.** Fix some $r_0 > 0$. For $t \in \mathbb{R}$, let

$$\psi_t(x) = \psi_t(r) = t^{\frac{3}{2}} |r - r_0|^{\frac{5}{2}}, \quad \text{where } r = |x|.$$ 

(56)

The eigenvalues of $F[\psi_t]$ are $(\lambda_{1,t}, \lambda_{2,t}, \ldots, \lambda_{2,t})$ where

$$\lambda_{1,t} = \psi''_t - \psi^3_t|\psi'_t|^{10} - \alpha \psi_t|\psi'_t|^6 - |\psi'_t|^4$$

$$= -\frac{2}{59049} t^{\frac{5}{2}} (8P_3(t) + 6561) |r - r_0|^{\frac{3}{2}},$$

$$\lambda_{2,t} = \frac{1}{r} \psi'_t - \psi^3_t|\psi'_t|^{10} - \alpha \psi_t|\psi'_t|^6 - |\psi'_t|^4$$

$$= -\frac{2}{59049} t^{\frac{5}{2}} (8P_3(t) - 19683 \frac{r - r_0}{r}) |r - r_0|^{\frac{3}{2}},$$
and where $P_4(t) = 64t^4 + 324 \alpha t^2 + 729t$.

Note that $P_4(0) = 0$, and, as $\alpha < -\frac{5}{2}$,

$$
P_4(-2) = -434 + 1296 \alpha < -3674,
\quad
P_4\left(\frac{9}{4}\right) = \frac{6561}{4}(2 + \alpha) < -\frac{6561}{8}.
$$

It follows that the equation $8P_4(t) + 6561 = 0$ has four roots $t_1, \ldots, t_4$ satisfying $t_1 < -2 < t_2 < 0 < t_3 < \frac{9}{4} < t_4$. In particular, we have $\lambda_{1,t_i}(r) = 0$ for $r \neq r_0$, $i = 1, \ldots, 4$. Also, from the expression of $\lambda_{2,t}$, we can find some small $\delta > 0$ such that

$$
t_i \lambda_{2,t_i}(r) > 0 \text{ for } r \neq r_0, |r - r_0| \leq \delta.
$$

In addition, there exists $t_0 < t_1$ such that

$$
\lambda_{1,t_0}(r) > 0 \text{ and } \lambda_{2,t_0}(r) > 0 \text{ for } r \neq r_0, |r - r_0| \leq \delta.
$$

We define,

$$
w(x) = w(r) = \begin{cases} 
\psi_{t_4}(r) & \text{for } r_0 \leq r \leq r_0 + \delta, \\
\psi_{t_4}(r) & \text{for } r_0 - \delta \leq r < r_0.
\end{cases}
$$

$$
v(x) = v(r) = \begin{cases} 
\psi_{t_3}(r) & \text{for } r_0 \leq r \leq r_0 + \delta, \\
\psi_{t_0}(r) & \text{for } r_0 - \delta \leq r < r_0.
\end{cases}
$$

It is readily seen that $w$ and $v$ are respectively a supersolution and a subsolution of (9) in $\Omega = \{|r - r_0| < \delta\}$, $w \geq v$ in $\Omega$ and $\{w = v\} = \{r = r_0\}$. This finishes the proof. \qed

The previous example can be modified to give a counterexample to the propagation principle with $L$ being non-increasing in $s$.

**Proposition 3.11.** Let $n \geq 2$ and $U$ be the set of positive definite symmetric $n \times n$ matrices. There exists a smooth function $L : \mathbb{R} \times \mathbb{R}^n \to \mathcal{S}^{n \times n}$ such that $L$ is non-increasing in $s$ but the propagation principle does not hold for $F$ of the form (22): there exists a bounded domain $\Omega$, a supersolution $w$ and a subsolution $v$ of (9) in $\Omega$ such that $w > v$ on $\partial \Omega$ but $\min_{\bar{\Omega}}(w - v) = 0$.

**Proof.** For $\alpha \in \mathbb{R}$ to be fixed, consider

$$
\tilde{L}(s, p) = -(s^3|p|^{10} + \alpha s|p|^6 + \frac{1}{100}|p|^4)I.
$$
It is readily seen that \( \tilde{F} = \nabla^2 + \tilde{L} \) as in the proof of Proposition 3.10.

Fix some \( r_0 > 0 \). For \( t \in \mathbb{R} \), define \( \psi_t \) by (56). The eigenvalues of \( \tilde{F}[\psi_t] \) are \((\lambda_{1,t}, \lambda_{2,t}, \ldots, \lambda_{2,t})\) where

\[
\lambda_{1,t} = \psi''_t - \psi^3_t|\psi'_t|^{10} - \alpha \psi_t|\psi'_t|^6 - \frac{1}{100} |\psi'_t|^4 \\
= - \frac{2}{1476225} t^4 \left( 2 \tilde{P}_4(t) + 164025 \right) \frac{1}{|r - r_0|^4},
\]

\[
\lambda_{2,t} = \frac{1}{r} \psi'_t - \psi^3_t|\psi'_t|^{10} - \alpha \psi_t|\psi'_t|^6 - \frac{1}{100} |\psi'_t|^4 \\
= - \frac{2}{1476225} t^4 \left( 2 \tilde{P}_4(t) - 492075 \right) \frac{1}{|r - r_0|^4},
\]

and where \( \tilde{P}_4(t) = 6400 t^4 + 32400 \alpha t^2 + 729 t \).

We next fix \( \alpha = -\frac{36}{25} \). Then \( \tilde{P}_4(-2) = -85682, \tilde{P}_4(-\frac{8}{5}) = -\frac{1966568}{25}, \tilde{P}_4(-\frac{2}{5}) = \frac{1908824}{25}, \tilde{P}_4(2) = -82766 \) and so the equation \( 2 \tilde{P}_4(t) + 164025 = 0 \) has four roots \( \tilde{t}_1, \ldots, \tilde{t}_4 \) satisfying \( \tilde{t}_1 < -2 < \tilde{t}_2 < -\frac{8}{5} < \frac{8}{5} < \tilde{t}_3 < 2 < \tilde{t}_4 \). Note that \( \lambda_{1,\tilde{t}_i}(r) = 0 \) for \( r \neq r_0, i = 1, \ldots, 4 \). Also, we can find some small \( \delta > 0 \) such that

\[
\tilde{t}_i \lambda_{1,\tilde{t}_i}(r) > 0 \text{ for } r \neq r_0, |r - r_0| \leq \delta, i \in \{2, 3, 4\}.
\]

As \( \tilde{P}_4(-3) = 96309 > 0 \), we can also assume for \( \tilde{t}_0 = -3 \) that

\[
\lambda_{1,\tilde{t}_0}(r) > 0 \text{ and } \lambda_{2,\tilde{t}_0}(r) > 0 \text{ for } r \neq r_0, |r - r_0| \leq \delta.
\]

We define,

\[
w(x) = w(r) = \begin{cases} \psi_{\tilde{t}_i}(r) & \text{for } r_0 \leq r \leq r_0 + \delta, \\
\psi_{\tilde{t}_2}(r) & \text{for } r_0 - \delta \leq r < r_0,
\end{cases}
\]

\[
v(x) = v(r) = \begin{cases} \psi_{\tilde{t}_3}(r) & \text{for } r_0 \leq r \leq r_0 + \delta, \\
\psi_{\tilde{t}_0}(r) & \text{for } r_0 - \delta \leq r < r_0.
\end{cases}
\]

It is readily seen that \( w \) and \( v \) are respectively a supersolution and a subsolution of (9) for the operator \( \tilde{F}[\psi] = \nabla^2 \psi + \tilde{L}(\psi, \nabla \psi) \) in \( \Omega = \{ |r - r_0| < \delta \} \), \( w \geq v \) in \( \Omega \) and \( \{w = v\} = \{r = r_0\} \).

Now we proceed to modify \( \tilde{L} \) to our desired \( L \) as \( \tilde{L} \) is not non-decreasing in \( s \).

We note that, as \( |\tilde{t}_2| > \frac{8}{5} \) and \( |\tilde{t}_3| > \frac{8}{5} \), \((w(x), \nabla w(x))\) and \((v(x), \nabla v(x))\) belong to the set

\[
N := \{(s, p) \in \mathbb{R} \times \mathbb{R}^n : s \ |p|^2 \in \mathbb{R} \setminus (-\frac{32}{45}, \frac{32}{45}) \} \text{ for all } x \in \Omega \setminus \{r = r_0\}.
\]
As \( \partial_s \tilde{L}(s,p) = -|p|^6(3s^2|p|^4 + \alpha)I = -|p|^6(3s^2|p|^4 - \frac{36}{25})I \), we see that \( \tilde{L} \) is non-increasing in \( s \) for \((s,p) \in N\).

Next, note that, for a fixed \( p \neq 0 \),
\[
\tilde{L}\left(\frac{-32}{45} |p|^{-2},p\right) = -\frac{245821}{364500} |p|^4 I < 0 < \frac{238531}{364500} |p|^4 I = \tilde{L}\left(\frac{32}{45} |p|^{-2},p\right).
\]

Therefore, there exists a smooth function \( L: \mathbb{R} \times \mathbb{R}^n \rightarrow \mathcal{S}^{n \times n} \) which is non-increasing in \( s \) such that \( L \equiv \tilde{L} \) in \( N \) (e.g. by smoothly interpolating in \( s \) the values of \( \tilde{L} \) on the boundary of \( N \)). Then \( w \) and \( v \) are also a supersolution and a subsolution of (9) for the operator \( F[\psi] = \nabla^2 \psi + L(\psi, \nabla \psi) \) in \( \Omega \). This completes the proof. \( \square \)

4 Perron’s method

We begin with the

Proof of Theorem 1.4. The conclusion a direct consequence of Theorem 1.7(b). \( \square \)

In the rest of this section, we prove Theorem 1.5. We introduce some notations. For \( O \subset \mathbb{R}^n \), \( \xi: O \rightarrow [-\infty, +\infty] \), let
\[
\xi^*(x) := \lim_{r \to 0^+} \sup \{ \xi(y) \mid y \in O, |y - x| < r \},
\]
\[
\xi^*(x) := \lim_{r \to 0^+} \inf \{ \xi(y) \mid y \in O, |y - x| < r \}.
\]
It is easy to see that, if \( \xi^*(x) < +\infty \) for all \( x \in O \), then \( \xi^* \in USC(O) \). Likewise, if \( \xi^*(x) > -\infty \) for all \( x \in O \), then \( \xi^* \in LSC(O) \).

\( \xi^* \) is called the upper semicontinuous envelope of \( \xi \), it is the smallest upper semicontinuous function satisfying \( \xi \leq \xi^* \) in \( O \). Similarly, \( \xi_* \) is called the lower semicontinuous envelope of \( \xi \), it is the largest lower semicontinuous function satisfying \( \xi \geq \xi_* \) in \( O \).

Note that, for any constant \( c \), \( F[c] = 0 \in \partial U \). Thus, replacing \( v \) by \( \max(v, c) \) with some \( c < \inf_{\partial \Omega} w \) and \( w \) by \( \min(w, c') \) with some \( c' > \sup_{\partial \Omega} v \) if necessary, we can assume that
\[
-\infty < \inf_{\Omega} v \leq \sup_{\Omega} w < +\infty.
\]

Here we have used the fact that the maximum of two subsolutions is a subsolution and the minimum of two supersolutions is a supersolution.
Note that by hypotheses, $w \geq v$ in $\Omega$. Define
\[
    u(x) := \inf\{\xi(x) \mid v \leq \xi \leq w \text{ in } \overline{\Omega}, \xi = v = w \text{ on } \partial \Omega, \xi \in LSC(\overline{\Omega}), \xi \text{ is a supersolution of (9) in } \Omega\}. \tag{57}
\]
Clearly
\[
    \inf_{\overline{\Omega}} u \geq \inf_{\overline{\Omega}} v > -\infty.
\]
We will prove that the above defined $u$ satisfies the requirement of Theorem 1.5.

**Lemma 4.1.** Let $O \subset \mathbb{R}^n$ be an open set, $L : O \times \mathbb{R} \times \mathbb{R}^n \to \mathcal{S}^{n \times n}$ be continuous, $F$ be given by (22), and let $\mathcal{F}$ be a family of supersolutions of (9) in $O$. Let
\[
    \eta(x) := \inf\{\xi(x) \mid \xi \in \mathcal{F}\}, \quad x \in O.
\]
Assume that $\eta_*(x) > -\infty \forall x \in O$. Then $\eta_*$ is a supersolution of (9) in $O$.

**Proof.** Suppose for some $x \in O$ that there exists a polynomial $P$ of the form
\[
    P(y) := a + p \cdot (y - x) + \frac{1}{2}(y - x)^t M (y - x),
\]
with $a \in \mathbb{R}, p \in \mathbb{R}^n, M \in \mathcal{S}^{n \times n}$, such that, for some $\epsilon > 0$,
\[
    P(x) = \eta_*(x) \text{ and } P(y) \leq \eta_*(y) \quad \forall \ |y - x| < \epsilon. \tag{58}
\]
We will show that
\[
    F[P](x) \in \mathcal{S}^{n \times n} \setminus U. \tag{59}
\]
It is standard that this implies that $\eta_*$ is a supersolution of (9) in the sense of Definition 1.3.

By the definition of $\eta_*$, there exists $r_i \to 0^+, |x_i - x| < r_i$ such that
\[
    \inf_{B_{r_i}(x)} \eta \leq \eta(x_i) \leq \inf_{B_{r_i}(x)} \eta + \frac{1}{i} \leq \eta_*(x) + \frac{1}{i} \quad \text{and } \eta(x_i) \to \eta_*(x).
\]
Moreover, there exists $\xi_i \in \mathcal{F}$, such that $\xi_i \geq \eta \geq \eta_*$ and
\[
    0 \leq \xi_i(x_i) - \eta(x_i) < \frac{1}{i}.
\]
We see from the above that
\[
    \xi_i \geq \eta \geq \eta_* \geq P \quad \text{in } B_i(x),
\]
and
\[ \xi_i(x_i) \to \eta_*(x) = P(x). \]

For every \( 0 < 2\delta < \min\{\epsilon, \text{dist}(x, \partial O)\} \), consider
\[ P_\delta(y) := P(y) - \delta|y - x|^2. \]

Then
\[ \xi_i \geq P_\delta \text{ in } B_\epsilon(x), \quad \xi_i \geq P_\delta + \delta^3 \text{ in } B_\epsilon(x) \setminus B_\delta(x), \quad \text{and } \xi_i(x_i) - P_\delta(x_i) \to 0. \]

It follows that there exists \( \beta_i = o(1) \geq 0 \) and \( x_i^* \in B_\delta(x) \) such that
\[ \xi_i(y) \geq P_\delta(y) + \beta_i, \quad \text{in } B_\epsilon(x), \quad \xi_i(x_i^*) = P_\delta(x_i^*) + \beta_i. \quad (60) \]

As \( \xi_i \) is also a supersolution of (9) in \( O \). Thus,
\[ F[P_\delta + \beta_i](x_i^*) \in S^{n \times n} \setminus U. \quad (61) \]

Claim. \( x_i^* \to x \).

Indeed, after passing to a subsequence, \( x_i^* \to \bar{x} \), for some \( \bar{x} \) satisfying \( |\bar{x} - x| \leq \delta \). By (60) and the definition of \( \eta \) and \( \eta_* \),
\[ \eta_*(x_i^*) - \beta_i \leq \xi_i(x_i^*) - \beta_i = P_\delta(x_i^*). \]

Sending \( i \) to infinity in the above, and using the lower-semicontinuity property of \( \eta_* \), we have \( \eta_*(\bar{x}) \leq P_\delta(\bar{x}) = P(\bar{x}) - \delta|\bar{x} - x|^2 \). On the other hand, \( P(\bar{x}) \leq \eta_*(\bar{x}) \) according to (58). Thus \( \bar{x} = x \), and the claim is proved.

With the convergence of \( x_i^* \) to \( x \) and of \( \beta_i \) to 0, sending \( \delta \) to 0 and \( i \) to \( \infty \) in (61) yields (59). Lemma 4.1 is established.

Proof of Theorem 1.5. We know that
\[ \max(v, u_*) \leq u \leq \min(u^*, w), \quad \text{in } \overline{\Omega}, \quad (62) \]
where \( u \) is defined by (57). Clearly,
\[ v = u_* = u = u^* = w, \quad \text{on } \partial \Omega, \quad (63) \]
By Lemma 4.1, \( u^* \) is a supersolution of (9) in \( \Omega \). By the comparison principle Theorem 1.7(ii), \( u^* \geq v \). Hence, by the definition of \( u \), \( u \leq u^* \) in \( \bar{\Omega} \). Thus \( u = u^* \) in \( \bar{\Omega} \), and \( u \) is a supersolution of (9) in \( \Omega \).

Note that
\[
\sup_{\Omega} u^* \leq \sup_{\Omega} w < +\infty.
\]

**Claim.** \( u^* \) is a subsolution of (9) in \( \Omega \).

To prove this claim, we follow Ishii’s argument ([22]). Indeed, if the claim does not hold, there exist \( x \in \Omega \) and some quadratic polynomial
\[
P(y) = a + p \cdot (y - x) + \frac{1}{2}(y - x)^t M (y - x),
\]
with \( a \in \mathbb{R} \), \( p \in \mathbb{R}^n \), \( M \in \mathcal{S}^{n \times n} \), such that for some \( \bar{\epsilon} > 0 \)
\[
P(y) \geq u^*(y) \quad \text{for} \quad y \in B_{\bar{\epsilon}}(x), \quad P(x) = u^*(x), \quad (64)
\]
but
\[
F[P](x) \in \mathcal{S}^{n \times n} \setminus \overline{U}, \quad (65)
\]
Since \( \mathcal{S}^{n \times n} \setminus \overline{U} \) is open, there exists \( 0 < 2\delta < \min\{\bar{\epsilon}^2, 1\} \) such that for all \( 0 < \delta < \bar{\delta} \), the function
\[
P_\delta(y) := P(y) + \delta|y - x|^2 - \delta^2
\]
satisfies
\[
P_\delta(x) = P(x) - \delta^2 < u^*(x), \quad (66)
\]
and
\[
F[P_\delta](y) \in \mathcal{S}^{n \times n} \setminus \overline{U}, \quad \forall |y - x| < \delta^{1/9}. \quad (67)
\]
Clearly,
\[
P_\delta(y) > P(y), \quad \forall |y - x| \geq \delta^{1/5}. \quad (68)
\]
Define
\[
\hat{u}(y) := \begin{cases} 
\min\{u(y), P_\delta(y)\}, & \text{if } |y - x| < \delta^{1/5}, \\
u(y), & \text{if } |y - x| \geq \delta^{1/5}.
\end{cases}
\]
By (67), \( P_\delta \) is a supersolution of (9) in \( \{y : |y - x| < \delta^{1/9}\} \). By (68), and using \( P \geq u^* \geq u \), we have
\[
\hat{u}(y) = u(y) = \min\{u(y), P_\delta(y)\}, \quad \delta^{1/5} \leq |y - x| \leq \delta^{1/6}.
\]
It follows that \( \hat{u} \), being the minimum of two supersolutions, is a supersolution of (9) in \( \Omega \), and, because of the definition of \( u \),

\[
  u \leq \hat{u} \quad \text{in} \quad \Omega. \tag{69}
\]

On the other hand we see from (66), the definition of \( \hat{u} \) and (69) that there exists \( \epsilon \in (0, \delta^{1/5}) \) such that

\[
  u(y) \leq \hat{u}(y) \leq P_\delta(y) < u^*(x) - \epsilon, \quad \forall |y - x| < \epsilon.
\]

Thus

\[
  u^*(x) = \lim_{r \to 0^+} \sup \{ u(y) \mid |y - x| < r \} \leq u^*(x) - \epsilon,
\]

a contradiction. The claim is proved, i.e. \( u^* \) is a subsolution of (9) in \( \Omega \).

Now we have proved that \( u^*_+ = u \) and \( u^* \) are respectively supersolution and subsolution of (9) in \( \Omega \), and \( u^*_+ = u^* \) on \( \partial \Omega \). By the comparison principle Theorem 1.7(ii), \( u^* \leq u \) in \( \Omega \) and so \( u = u^*_+ = u^* \) is a solution of (9).

To conclude the section, let us remark that:

**Remark 4.2.** The conclusion of Theorem 1.5 is still valid for more general \((F,U)\) as in Theorem 1.7, or Theorem 3.2 or Theorem 3.3 provided that the function \( L(x,s,p) \) is independent of \( s \) and

\[
-\infty < \inf_{\Omega} v \leq \sup_{\Omega} w < +\infty.
\]

## 5 Lipschitz regularity of viscosity solutions

In this section we prove Theorem 1.1, as an application of the comparison principle Theorem 1.7. We also consider some mild generalization regarding Lipschitz regularity of viscosity solutions for operator of the form (22).

**Proof of Theorem 1.1.** Without loss of generality, we may assume that \( \Omega = B(0,1) \), and we only need to prove that \( u \) is Lipschitz continuous on \( B(0, \frac{1}{2}) \).

For any \( x \in B(0, \frac{1}{2}) \), \( 0 < \lambda \leq R := \frac{1}{4} \left[ \frac{\sup_{u(0,\frac{3}{4})} u}{\inf_{u(0,\frac{3}{4})} u} \right]^{\frac{1}{n-2}} \) (note that \( R \) is positive as \( u \) is continuous and positive), we define \( u_{x,\lambda} \), the Kelvin transform of \( u \), as

\[
  u_{x,\lambda}(y) := \frac{\lambda^{n-2}}{|y - x|^{n-2}} u(x + \frac{\lambda^2(y - x)}{|y - x|^2}), \quad \forall y \in B(0, \frac{3}{4}) \setminus B(x, \lambda). \tag{70}
\]
For any \( y \in \partial B(0, \frac{3}{4}) \), we have
\[
u_{x, \lambda} \leq (4R)^{n-2} \sup_{B(0, \frac{3}{4})} u = \inf_{B(0, \frac{3}{4})} u \leq u(y).
\]

Also, we know that
\[
\lambda(A^{u_{x, \lambda}}) \in \partial \Gamma, \quad \text{in } B(0, \frac{3}{4}) \setminus \overline{B(x, \lambda)}, \quad \text{in the viscosity sense.}
\]

Since \( u_{x, \lambda} = u \) on \( \partial B(x, \lambda) \), by applying the comparison principle Theorem 1.7(b) with \( \Omega = B(0, \frac{3}{4}) \setminus \overline{B(x, \lambda)} \), \( U = \{ M \in S_{n \times n} : \lambda(M) \in \Gamma \} \), \( F[\psi] = A[\psi] \), \( w = -\frac{2}{n-2} \ln u_{x, \lambda} \) and \( v = -\frac{2}{n-2} \ln u \), we have
\[
u_{x, \lambda} \leq u \quad \text{in } B(0, \frac{3}{4}) \setminus \overline{B(x, \lambda)} \quad \text{for any } 0 < \lambda \leq R, x \in B(0, \frac{1}{2}). \quad (71)
\]

By [36, Lemma 2], (71) implies that \( u \) is Lipschitz continuous on \( B(0, \frac{1}{2}) \). This concludes the proof.

As pointed out in the introduction, the above proof of Theorem 1.1 uses not only comparison principles but also conformal invariance property of the conformal Hessian. For general operators of the form (22), one does not expect a purely local regularity as in Theorem 1.1, as illustrated by the following example.

**Example 5.1.** Let \( U \) be the set of symmetric \( n \times n \) matrices \( M \) with \( M_{11} > 0 \), and \( L \equiv 0 \). The equation \( F[\psi] \in \partial U \) becomes
\[
\partial_{x_1}^2 \psi = 0.
\]

Then, the comparison principle holds (by considering the restriction of \( \psi \) to each line parallel to the \( x_1 \)-axis). Nevertheless, for any continuous function \( f : \mathbb{R}^{n-1} \rightarrow \mathbb{R} \), \( \psi(x_1, x_2, \ldots, x_n) = f(x_2, \ldots, x_n) \) is a viscosity solution of \( F[\psi] \in \partial U \), and clearly, the regularity of \( \psi \) (with respect to the \( x_2, \ldots, x_n \) variables) is not better than that of \( f \).

Despite the above negative example, by a variant of the proof of Theorem 1.1 which uses translational invariance rather than conformal invariance, we have the following partial generalization:

**Corollary 5.2.** Assume \( n \geq 2 \). Let \( \Omega \subset \mathbb{R}^n \) be a bounded open set, \( (F, U) \) be as in Theorem 1.7 with constant \( \alpha \) and \( \beta \). Assume that \( \psi \in C^0(\Omega) \) is a viscosity solution to (9) in \( \Omega \). If \( \psi \in C^{0,1}(\overline{N \cap \Omega}) \) for some open neighborhood \( N \) of \( \partial \Omega \), then \( \psi \in C^{0,1}(\Omega) \) and
\[
\sup_{\Omega} |\nabla \psi| \leq \sup_{N \cap \Omega} |\nabla \psi|.
\]
Before giving a proof, we remark that, in general, the Lipschitz regularity of $\psi$ on $\partial \Omega$ does not ensure that the solution $\psi$ is Lipschitz continuous in $\bar{\Omega}$.

**Example 5.3.** Consider the equation

$$F[\psi] = \nabla^2 \psi - |\nabla \psi|^m I \in \partial U$$ (72)

where $m > 2$ and $U$ is the set of symmetric $n \times n$ matrices with at least one positive eigenvalue. (This equation can be written equivalently as

$$\det(F[\psi]) = 0 \text{ and } F[\psi] \leq 0.$$)

Then $\psi(x) = -(m-1)\frac{m-2}{m-2} (|x| - 1)^{\frac{m-2}{m-1}}$ is a solution to (72) on $\Omega_a = \{1 < |x| < a\}$ for any $a > 1$. Clearly $\psi$ is constant on each component of the boundary $\partial \Omega_a$, but $\psi \notin C^{0,1}(\bar{\Omega}_a)$.

**Proof of Corollary 5.2.** Shrinking $\Omega$ and $N$ if necessary, we may assume that $\psi \in C^{0,1}(\bar{N})$.

We note that for any vector $e \in \mathbb{R}^n$ and any constant $c \in \mathbb{R}$, the function

$$\psi_e(x) := \psi(x + e)$$

satisfies $F[\psi_e + c] \in \partial U$ in $\Omega_e := \{x : x + e \in \Omega\}$ in the viscosity sense. Thus, by the comparison principle Theorem 1.7(b),

$$\psi \leq \psi_e + \max_{\partial(\Omega \cap \Omega_e)} (\psi - \psi_e) \text{ in } \Omega \cap \Omega_e.$$  

In particular, there is some $\delta > 0$ such that for $|e| < \delta$, we have $\partial(\Omega \cap \Omega_e) \subset \bar{N}$ and

$$\psi \leq \psi_e + \sup_{\bar{N}} |\nabla \psi||e| \text{ in } \Omega \cap \Omega_e.$$  

This implies the assertion.
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