Analytical Derivation of the Impulse Response for the Bounded 2-D Diffusion Channel
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Abstract

This paper focuses on the derivation of the distribution of diffused particles absorbed by an agent in a bounded environment. In particular, we analogously consider to derive the impulse response of a molecular communication channel in 2-D and 3-D environment. In 2-D, the channel involves a point transmitter that releases molecules to a circular absorbing receiver that absorbs incoming molecules in an environment surrounded by a circular reflecting boundary. Considering this setup, the joint distribution of the molecules on the circular absorbing receiver with respect to time and angle is derived. Using this distribution, the channel characteristics are examined. Furthermore, we also extend this channel model to 3-D using a cylindrical receiver and investigate the channel properties. We also propose how to obtain an analytical solution for the unbounded 2-D channel from our derived solutions, as no analytical derivation for this channel is present in the literature.

1 Introduction

Molecular communication (MC) has gained much attention recently as a promising method for communication among nanodevices. An agent of such communication is the diffusion of molecules in biological environments, where the messenger molecules are used to mediate signals between transmitters and receivers. Due to the biocompatibility of proposed nanodevices, medical applications constitute a promising application field. Therefore, examining the response of molecular communication channels is an important task to determine communication characteristics and possible communication scenarios.

The receivers in molecular communication channels can be either absorbing that consume the incoming molecules, or observing that track the number of molecules inside a volume without absorbing them. In the literature, impulse response for both types of channel models have been derived. In general, these channels can be categorized into two groups according to their environments. While one group of channels is placed in a free unbounded environment, the other group is placed in a bounded (and usually tubular) environment. For the first group, in [1], the impulse response for a 1D channel is derived, while in [2] the 3D channel’s impulse response is examined for a point transmitter and a spherical absorbing receiver under angular symmetry assumption. On the other hand, impulse response in a 2-D unbounded medium for a point transmitter and a circular absorbing receiver has not been derived, except for some special cases presented scenarios in [3, 4]. Not only the channels with point transmitters, but also the ones with spherical transmitters are considered in the 3-D medium in [5] and [6].

As stated in [7], vessel-like channels have beneficial effects for long-range molecular communication by preserving released molecules in a bounded range. Therefore, they have higher power efficiency, which is one of the reasons why many biological systems evolved in this direction. Since the molecules are not dispersed too much compared to the case of unbounded environments and due to their possible practical use in health applications, bounded and particularly vessel-like channels gained much attention in the literature. In [8], 1-D and 3-D hitting location distribution of messenger molecules to a planar receiver is examined when there is no flow in the vessel-like environment. In [9] and [10], the impulse response of a 3-D vessel-like channel is obtained for a spherical observer receiver when there is a laminar flow in the environment. In [11], the flow models of microfluidic channels with different cross-section areas are presented, and the impulse response is derived by
Figure 1: General Channel Model for a point transmitter situated at $r = r_0$, a cylindrical absorbing receiver with radius $d_0$ and height $h$ surrounded by a larger cylindrical reflecting walls with radius $D_0$ and height $h$ (a). Note that the diffusion of the molecules is confined inside a finite annular volume as the $z$-dependence is suppressed through symmetry arguments (b). The receiver is modified to count only the particles inside the angle range $(-\theta_f, \theta_f)$ (c).

solving the 1-D diffusion-advection equation, which is only valid for some specific cases. Besides the channel impulse response, the capacity of the single-input single-output molecular communication channels with flow and drift is derived in [12]. In [13], an angle dependent approach is taken to consider a diffusion-based molecular communication system in a biological cylindrical environment.

In the nature, it is quite common to encounter diffusion processes that are bounded by membranes. One such example is the transmission of messengers inside a spherical cell bounded by the cell membrane, which can be modelled by a diffusion channel consisting of an absorbing spherical receiver and a reflecting spherical boundary [14]. In general, the spherical model is not enough to describe the diffusion processes inside the cell. In some cases, a cylindrical cell model can be more accurate. There are similar structures in the living organisms, like oval cells in the liver or simple columnar epithelium. In this paper, we derive the impulse response of a concentric cylindrical diffusion channel that involves a point transmitter and a cylindrical absorbing receiver to describe the diffusion inside such systems. Due to the symmetry of the system, we show that it can be reduced to a channel with a point transmitter and a circular absorbing receiver in a 2-D environment bounded by a reflecting circle. Therefore, our derived formula finds the impulse response of not only a microfluidic channel with an absorbing cylindrical receiver, but also of a channel in a 2-D environment bounded by a reflective circle, a point transmitter, and a circular receiver. Furthermore, we derive the generalized angle dependent impulse response for an annular channel, where the receiver only counts certain particles, which are absorbed inside the angle range $[-\theta_f, \theta_f]$. In summary, this paper deals with obtaining analytical expressions for:

- the impulse response of the microfluidic channel with a point transmitter and a cylindrical receiver,
- the impulse response of a 2-D environment with a reflective circular boundary, a point transmitter, and a circular absorbing receiver,
- the angle dependent characteristics of the channel impulse response.

### 2 System Model

The system model is depicted in Fig.1. As indicated in the figure, a coaxial cylindrical absorbing receiver is placed at the center of the microfluidic channel whose boundaries are reflecting and a point transmitter transmits messages by releasing molecules to this receiver. Assuming that there is no flow in the environment, the movement of the released molecules are modelled by Brownian Motion as

\[
\Delta x \sim \mathcal{N}(0, 2D\Delta t), \\
\Delta y \sim \mathcal{N}(0, 2D\Delta t), \\
\Delta z \sim \mathcal{N}(0, 2D\Delta t),
\]

where $D$ is diffusion coefficient, $\Delta x$, $\Delta y$ and $\Delta z$ are the incremental step sizes in the three dimensions, $\Delta t$ is time step, and $\mathcal{N}(\mu, \sigma^2)$ is the normal distribution with mean $\mu$ and variance $\sigma^2$. The cylindrical receiver
absorbs the molecules that come to the vicinity of its receptors and makes a decision by counting these absorbed molecules. If the heights of the channel and the receiver $h$ are the same, then this system can be reduced to a 2-D bounded environment that has a concentric absorbing receiver and reflecting boundaries. In practice, as in the case of oval cells, the length of the receiver can be smaller than the length of the channel. Therefore, we shall evaluate the required condition for the height of the receiver $h$ and height of the position of the transmitter $h_0$ for reducing this system to 2-D. The distribution of the released molecules along the $z$-axis can be modelled using $N(h_0, 2Dt)$ as a random variable $Z$. Therefore, if the arrival probability of any molecule at the bases of the receiver is almost 0, then our reduction is still valid. In other words, the microfluidic channel with coaxial cylindrical receiver can be reduced to 2-D if the following condition \[ P(z < 0) + P(z > h) < \epsilon \] is satisfied. Then, using the distribution of $z$, we can write this condition explicitly as \[ Q\left(\frac{h - h_0}{\sqrt{2Dt}}\right) + Q\left(\frac{h_0}{\sqrt{2Dt}}\right) < \epsilon, \] where $t$ represents the maximum time of interest. Taking $h_0 = h/2$, one can arrive at \[ 2Q\left(\frac{h}{2\sqrt{2Dt}}\right) < \epsilon. \] Therefore, it can be concluded that if $h >> 2\sqrt{2Dt}$, then the system can be reduced to 2-D. We shall only discuss such systems and leave a more general analysis as a future work which shall be carried out using simulations rather than analytical derivations.

3 Channel Impulse Response

Before performing the mathematical derivations, we first invoke a symmetry argument. As the receiver absorbs molecules at every height $z$ and any molecule for which $z < 0$ or $z > h$ is reflected through the boundaries, the $z$-dependence of the channel can be suppressed. This is equivalent to a system model consisting of a 2-D annular channel and a point transmitter, as depicted in Fig. 1(b). Therefore, in order to derive the impulse response of the channel, we need to derive the probability density function of the molecules in the annular 2-D channel. To describe the diffusion of the molecule inside the annular region, we shall find a solution to the Fick’s Law, satisfying the necessary boundary conditions

\[ D\Delta P(r,t|r_0) = \frac{\partial P(r,t|r_0)}{\partial t}, \]

where $\triangle$ is the Laplacian operator and $P(r,t|r_0)$ is the probability density function (PDF) of the molecules inside the diffusion channel. The circular boundaries at $r = D_0$ are reflecting. Furthermore, the transmitter is assumed to be situated at a distance $r = r_0$ from the origin. In this section, we are interested in the absorption probability (an angle-independent quantity) of the molecules by the receiver. Therefore, our calculations include an SO(2) (angular) symmetry. In Section IV, the angle of absorption will be of interest; hence, we shall remove the SO(2) symmetry assumption. Finally, the probability distribution $P(r,t|r_0)$ should be zero when the molecules hit the receiver (assuming a perfect receiver due to simplicity), which results in the boundary conditions given as

\[ \frac{\partial P(r,t|r_0)}{\partial r} \bigg|_{r=D_0} = 0, \] \[ P(r,t|r_0) \bigg|_{r=d_0} = 0, \] \[ P(r,0|r_0) = \frac{1}{2\pi} \delta(r - r_0), \]

where we recall that, since the boundaries are described by both Neumann and Dirichlet boundary conditions, the Laplacian operator is guaranteed to have a unique solution.

We shall start with the separation of variables Ansatz defined as

\[ P(r,t|r_0) = \phi(r,\theta)T(t), \]

which leads to the equation \[ D\frac{\Delta \phi(r,\theta)}{\phi(r,\theta)} = \frac{T'(t)}{T(t)} = -\mu^2, \]
from which we can easily deduce
\[ T(t) = e^{-\mu^2 t} \]
and arrive at the eigenvalue problem for Laplacian operator as
\[ \Delta \phi(r, \theta) = -\frac{\mu^2}{D} \phi(r, \theta). \]

As the boundary conditions are given by either Neumann or Dirichlet conditions, the eigenvalues \( \mu^2 / D \) are non-negative and real, as well as eigenvectors corresponding to the distinct eigenvalues are orthogonal and form a basis for all possible solutions \[ [15] \]. Here, we invoke the idea of SO(2) symmetry in our system. Due to angular symmetry, the position-dependent part of the Ansatz depends only on the distance from the origin and not the angle, i.e. \( \phi(r, \theta) = \phi(r) \). This choice eliminates certain eigenvalues (and corresponding eigenvectors) from the solution. Nonetheless, the coefficients corresponding to non-symmetrical eigenvectors are zero due to the symmetry of the system, removing our burden for further calculations.

Rewriting the eigenvalue equation in polar coordinates, we obtain
\[ r^2 \phi''(r) + r \phi'(r) + \frac{\mu^2}{D} r^2 \phi(r) = 0, \]
which has the most general solution
\[ \phi(r) = c_1 J_0 \left( \frac{\mu}{\sqrt{D}} r \right) + c_2 Y_0 \left( \frac{\mu}{\sqrt{D}} r \right), \]
where \( J_0 \) and \( Y_0 \) are the Bessel functions of the first and second kind, respectively. We are now ready to shape our solution according to the boundary conditions given in (6).

From which we can easily deduce
\[ \frac{\mu^2}{D} \phi(r, \theta) = 0, \]
and arrive at the eigenvalue problem for Laplacian operator as
\[ \Delta \phi(r, \theta) = -\frac{\mu^2}{D} \phi(r, \theta). \]

As the boundary conditions are given by either Neumann or Dirichlet conditions, the eigenvalues \( \mu^2 / D \) are non-negative and real, as well as eigenvectors corresponding to the distinct eigenvalues are orthogonal and form a basis for all possible solutions \[ [15] \]. Here, we invoke the idea of SO(2) symmetry in our system. Due to angular symmetry, the position-dependent part of the Ansatz depends only on the distance from the origin and not the angle, i.e. \( \phi(r, \theta) = \phi(r) \). This choice eliminates certain eigenvalues (and corresponding eigenvectors) from the solution. Nonetheless, the coefficients corresponding to non-symmetrical eigenvectors are zero due to the symmetry of the system, removing our burden for further calculations.

Rewriting the eigenvalue equation in polar coordinates, we obtain
\[ r^2 \phi''(r) + r \phi'(r) + \frac{\mu^2}{D} r^2 \phi(r) = 0, \]
which has the most general solution
\[ \phi(r) = c_1 J_0 \left( \frac{\mu}{\sqrt{D}} r \right) + c_2 Y_0 \left( \frac{\mu}{\sqrt{D}} r \right), \]
where \( J_0 \) and \( Y_0 \) are the Bessel functions of the first and second kind, respectively. We are now ready to shape our solution according to the boundary conditions given in \[ [15] \].

At this point, we shall stress that we cannot dispose off \( Y_0 \), since we do not require a solution for \( r = 0 \), i.e. \( r = 0 \) is not in the domain of the analytical function that we are interested in. We shall define the special function \( \eta_0(\beta_n x) \) as
\[ \eta_0(\beta_n x) = J_0 (\beta_n x) + c_n Y_0 (\beta_n x) \]
such that \( \eta_0'(\beta_n) = -\eta_1(\beta_n) = 0 \) and \( \eta_0(\alpha \beta_n) = 0 \), where \( \alpha = d_0 / D_0 \) and \( \eta_0'(x) \) denote the derivative of \( \eta_0(x) \) with respect to \( x \). Similarly, \( \eta_m(\beta_n x) \) is defined with the corresponding Bessel functions \( J_m \) and \( Y_m \) and the same coefficients \( \beta_n \) and \( c_n \). We shall discuss the construction of such a function in Section V. For now, we note that \( \{ \beta_n \} \), called as eigenvalues from now on, is an (increasingly) ordered, discrete, and infinite set. It is verified through straightforward algebra that the function \( \phi(r) = \eta_0(\beta_n r / D_0) \) satisfies the two boundary conditions and is a radial solution for the diffusion equation given in \[ [5] \]. The following orthogonality condition can be shown to hold for \( \eta_0(\beta_n x) \):
\[ \int_0^1 \eta_0(\beta_n x) \eta_0(\beta_m x) x \, dx = \frac{1}{2} \left( \frac{\eta_0^2(\beta_n) - \alpha^2 \eta_0^2(\alpha \beta_n)}{\eta_0^2(\beta_n)} \right) \delta_{nm}. \]

Bringing the radial \( \phi(r) \) and time \( T(t) \) solutions together, we find the most general to be of the form
\[ P(r, t | r_0) = \sum_{n=1}^{\infty} A_n \eta_0 \left( \beta_n \frac{r}{D_0} \right) e^{-\frac{\beta_n^2}{D_0} \frac{r_0^2}{D_0}}, \]
where we note that \( \beta_1 > 0 \) (see Table 1 in Appendix), hinting that the final probability density will be zero everywhere in space. Taking the orthogonality condition into account, we can find the general normalization constant \( A_n \) as
\[ A_n = \frac{1}{\pi D_0^2 \eta_0(\beta_n D_0)} \left( \frac{\eta_0(\beta_n D_0)}{\left( \eta_0^2(\beta_n) - \alpha^2 \eta_0^2(\alpha \beta_n) \right)^{1/2}} \right), \]
from which we find the solution to be
\[ P(r, t | r_0) = \sum_{n=1}^{\infty} \eta_0 \left( \beta_n \frac{r}{D_0} \right) \eta_0 \left( \beta_n \frac{r_0}{D_0} \right) e^{-\frac{\beta_n^2}{D_0} \frac{r_0^2}{D_0}}, \]
where we recall that \( \{ \beta_n \} \) are defined such that \( \eta_0(\alpha \beta_n) = 0 \) and \( \eta_1(\beta_n) = 0 \) to satisfy boundary conditions.

Now that we have the PDF \( P(r, t | r_0) \), we can calculate the hitting number as
\[ \bar{n}_{hit}(t) = 2\pi d_0 D \left. \frac{\partial P(r, t | r_0)}{\partial r} \right|_{r=d_0}, \]

4
Figure 2: Simulations of hitting number $n_{hit}(t)$ versus time for $D = 80 \mu m^2/s$, $D_0 = 100 \mu m$, $d_0 = 1 \mu m$ (a,b) and $d_0 = 10 \mu m$ (c,d), $r_0 = 20 \mu m$ (a,c) and $r_0 = 70 \mu m$ (b,d). Note the correspondence between the analytical solution and the simulation in each case.

where $D \frac{\partial P(r,t|r_0)}{\partial r} \bigg|_{r=d_0}$ represents the probability current into the absorbing receiver. From the probability density function given in (7), we find the hitting number to be

$$n_{hit}(t) = -2D \sum_{n=1}^{\infty} \frac{\alpha \beta_n \eta_0 \left( \beta_n \frac{r_0}{D_0} \right)}{D_0^2 \left( \eta_0^2 (\beta_n) - \alpha^2 \eta_1^2 (\alpha \beta_n) \right)} \eta_1 (\beta_n \alpha) e^{-\beta_n^2 \frac{D}{D_0^2}}. \quad (8)$$

Moreover, having found the PDF $P(r,t|r_0)$, we can find the radial distribution $p(r,t|r_0)$ as

$$p(r,t|r_0) = 2\pi r P(r,t|r_0).$$

In this article, we mainly discuss the hitting number $n_{hit}(t)$; nonetheless, the radial distribution can be useful for modelling the behavior of the molecules in the presence of a flow for further analysis.

4 Angular Dependent Channel Impulse Response

Inspired from the nature of diffusion, it is shown that using a partially-counting receiver based on angular position has beneficial effects in molecular communications [16]. Since molecules move slowly, it takes much higher expected time to move to the part of the receiver, which are far from the transmitter. These parts can also be represented by the reception angle as shown in Fig. 1(c) and angle-dependent channel impulse response can be used to improve the channel performance by reducing inter symbol interference as proposed in [16].

The receiver (in Fig. 1(c)) absorbs all the molecules incident upon itself, but counts only those that arrive inside the angle interval $[-\theta_f, \theta_f]$ and disregards the rest. We can modify our previous calculations to find an analytical solution for this case as well, which is carried out in the Appendix.

For this channel, we define the hitting number as probability of a single released molecule to hit the receiver inside the angle range $[-\theta_f, \theta_f]$ between times $t$ and $t + dt$

$$n_{hit}(\theta_f, t) = \int_{-\theta_f}^{\theta_f} D d_0 \partial_\theta P(r,t|r_0) \bigg|_{r=d_0}.$$
From [18], we find the hitting number as
\[ n_{hit}(\theta_f, t) = \sum_{n=1}^{\infty} \theta_f \frac{D0 \eta_m}{\pi D0 n} \eta_m \left( \beta_m, \frac{r_0}{D0} \right) \eta_0 \left( \beta_m, \frac{d_0}{D0} \right) e^{-\beta_m^2 \frac{d_0}{D0} t} + \sum_{m=1, n=1}^{\infty} \frac{2D0 \beta_{0} \eta_m}{m \pi D0 n} \sin(m \theta_f) \eta_m \left( \beta_m, \frac{r_0}{D0} \right) \eta_0 \left( \beta_m, \frac{d_0}{D0} \right) e^{-\beta_m^2 \frac{d_0}{D0} t} \]

(9)

Analytical and simulation result comparison for this channel type is given in Fig. 3. For the scope of this paper, we focus on the receiver type with \( \theta_f = \pi \), for which (9) reduces to (8).

5 Numerical Example and Comparison with the Simulation

Having found the analytical solution for the 2-D annular channel, we shall now focus on verifying our findings through comparison with a simulation, and then discuss the effects of reflecting boundary on the channel response. In this section, we first describe the simulation model, derive the numerical solutions for \( \eta_0(\beta_n x) \), then simulate the hitting number \( n_{hit}(t) \) for different aspect ratios \( \alpha = \frac{d_0}{D0} \), and finally define and interpret certain channel characteristics.

In our simulations, we take the radius of the outer cylinder as \( D0 = 100 \mu m \) and simulate the system for the different receiver radii \( d_0 \) by changing \( \alpha = \frac{d_0}{D0} \). Our channel is controlled by a diffusion process, and we model it with a diffusion coefficient \( D = 80 \mu m^2/s \).

5.1 Derivation of \( \eta_0(\beta_n x) \)

When finding the impulse response of the 2-D channel, we have assumed that there exist functions \( \eta_0(\beta_n x) \) such that \( \eta_0(\beta_n) = 0 \) and \( \eta_0(\alpha \beta_n) = 0 \). In this section, we shall discuss how to construct such functions and illustrate an algorithm to find \( \beta_n \)’s.

To begin with, we can rearrange the radial solution slightly differently, ignoring the general normalization constant for now as
\[ \phi(r) = J_0 (ar) + c Y_0 (ar) , \]
where we define \( a = \frac{\mu}{\Sigma D} \) for simpler algebra. Using the boundary conditions (6a) and (6b), we find the following set of linear equations:

\[ -aJ_1(aD0) - c aY_1(aD0) = 0 , \]
\[ J_0(ad_0) + c Y_0(ad_0) = 0 . \]

Rearranging the terms, we can obtain
\[ c = -\frac{J_1(aD0)}{Y_1(aD0)} , \]
\[ c = -\frac{J_0(ad_0)}{Y_0(ad_0)} , \]

where setting \( aD0 = \beta \) and \( \alpha = \frac{d_0}{D0} \), we look for the solutions of the equation
\[ \frac{J_1(\beta)}{Y_1(\beta)} - \frac{J_0(\alpha \beta)}{Y_0(\alpha \beta)} = 0 , \]
which we call the characteristic equation. There are infinitely many solutions for this equation, each of which corresponds to a distinct eigenvalue and an eigenfunction of the Laplacian operator. We also note that \( c \) is fully determined by the procedure above. Finally, we finish our derivations by defining the function
\[ \eta_0(\beta_n x) = J_0(\beta_n x) + c_n Y_0(\beta_n x) . \]

Without a given aspect ratio \( \alpha \), this is the most general function we can define. If \( \alpha \) is given, then we can construct a code that finds the roots of the characteristic equation. This is feasible, because the roots are inside certain periodic intervals even though they are not periodic. Once the roots \( \beta_n \) are found, we can construct the eigenvectors \( \eta_0(\beta_n x) \) by finding \( c_n \)’s.
5.2 Hitting Number Comparison

Now that we have constructed both our analytical solution and the simulation results, we shall compare the hitting number, $n_{hit}(t)$, for different aspect ratios, $\alpha$, and different initial positions, $r_0$, in Figure 2. As can be seen from the figure, the simulation and the analytical function are in agreement for multiple scenarios, as expected.

To understand the channel performance, we propose the following definitions for different channel characteristics:

**Definition 1 (Peak time)** The peak time $\tau_{peak}$ is defined as the time such that the hitting number is maximum, e.g.

$$\frac{\partial n_{hit}(t)}{\partial t} \bigg|_{t=\tau_{peak}} = 0.$$  

**Definition 2 (Average time)** The average time $\tau_{average}$ is defined as the expectation value of the time where the hitting number $n_{hit}(t)$ is taken to be the probability density function, i.e.,

$$\tau_{average} = <t> = \int_0^\infty t n_{hit}(t) \, dt.$$  

Note that the hitting number being the probability density function for time is a direct consequence of the continuity equation.

**Definition 3 (Half time)** The half time $\tau_{half}$ is defined as the time it takes for the molecule to be absorbed with a probability of 0.5, i.e.,

$$\int_0^{\tau_{half}} n_{hit}(t) \, dt = 0.5.$$  

One should keep in mind that we are required to find different eigenvalues for each aspect ratio $\alpha$ to construct the special functions $\eta_0(\beta_n x)$. Once the analytical solution is constructed, it can be shown to agree with the simulations as presented in this section.

Moreover, the infinite sum presented in (8) can be practically terminated at a $\beta_N$-th term, as long as for the final term the condition

$$\exp\left(-\beta_N^2 \frac{Dt}{D_0^2}\right) \ll 1,$$

where $t$ is the time after which the simulation and the truncated analytical solutions are in agreement, is satisfied. Such comparison can be found in Fig. 4 for different number of terms of the summation.

5.3 Peak-time, Average Time and Half-time Simulations

The 2-D annular channel characteristics can be captured through the peak, average, and half-time values and their dependence on initial release point $r_0$, which can be seen in Fig. 5.

Figure 3: Comparison of Simulation and the Angle Dependent Analytical Solution for $D_0 = 100 \mu m$, $d_0 = 10 \mu m$, $r_0 = 20 \mu m$, $D = 80 \mu m^2/s$, $\theta_f = \pi/2$ (a) and $\theta_f = \pi/6$ (b). Comparing with Fig. 2(c), one can see that for $r_0 = 20 \mu m$ almost all particles hit inside the angle range $[-\pi/2, \pi/2]$. 

The effect of the reflecting boundary can best be seen from the peak time $\tau_{peak}$. When the molecule is initially close to the receiver, the effect of the boundary is negligible and we observe a square-law dependence between the distance and the peak-time $\tau_{peak}$, as was the case for a 3-D spherical receiver and a point transmitter. Defining the channel length $l_c = D_0 - d_0$, we realize that the deviation from the square-law is apparent when
Figure 4: Comparison of Simulation and Analytical Solution for finite number of terms in \( S \) for \( D_0 = 100 \mu m \), \( d_0 = 10 \mu m \), \( r_0 = 25 \mu m \) (a) and \( r_0 = 75 \mu m \) (b).

Figure 5: The channel characteristic times (\( \tau_{average} \), \( \tau_{half} \) and \( \tau_{peak} \)) for different aspect ratios \( \alpha \). Note the apparent trend change for \( \tau_{peak} \) once the initial release point \( (r_0 - d_0) \approx \frac{2}{3}l_c \), where \( l_c = D_0 - d_0 \) is the channel length. This is due to molecules reflecting from the boundary being dominant for the absorption. For closer initial release points \( r_0 \), the peak time vs. initial distance scales as \( \tau_{peak} \sim (r_0 - d_0)^2 \) in agreement with the 3-D spherical receiver point transmitter case [2]. The channel characteristics are calculated and represented for \( D_0 = 500 nm \) and \( D = 80 \mu m^2/s \). Nonetheless due to inherent space scaling symmetry, the shape of the curves are the same for micro-scales as well, with the exception of larger time values.
the release distance is \((r_0 - d_0) \simeq \frac{2}{3} l_c\). The same transition is not as apparent with \(\tau_{\text{half}}\) and \(\tau_{\text{average}}\), as the existence of the reflecting boundary ensures that the molecule is eventually absorbed. Therefore, the effect of the boundary on these values is present even when the molecule is initially very far away from the boundary and close to the receiver.

As there are infinitely many summed terms in the expression for \(n_{\text{hit}}(t)\), it is unfortunately not straightforward to obtain a formula for \(\tau_{\text{peak}}\) and \(\tau_{\text{half}}\). Nonetheless, one can find the average time analytically and show through a comparison test that its analytical expression is, indeed, convergent:

\[
\tau_{\text{average}} = -2 \sum_{n=1}^{\infty} \frac{\alpha D_0^2 \eta_0 \left( \beta_n \frac{r_0}{\tau_n} \right) \eta_1 (\beta_n \alpha)}{D \beta_n^3 \left( \eta_0^2 (\beta_n) - \alpha^2 \eta_1^2 (\beta_n) \right)}. \tag{13}
\]

6 Conclusion

In our work, we derive the impulse response of a diffusion channel with point transmitter and coaxial cylindrical absorbing receiver first for \(SO(2)\) symmetric initial conditions and then breaking the symmetry while offering a more rigorous and angle dependent description for the impulse response inside the channel. Due to symmetry of the system in \(z\) coordinates, we are able to reduce the channel behavior onto 2-D and find the impulse response of a 2-D annular channel with a point transmitter. In this pursuit, we define a special function \(\eta_n(\beta_n x)\) (or \(\eta_{mn}(\beta_{mn} x)\) in general), which is a combination of Bessel functions of the first and second kind, for the impulse response to both satisfy the necessary boundary conditions and to be an exact solution to the diffusion equation. This method of obtaining an impulse response leads to an infinite number of terms, sum of which converge for \(t > 0\).

Through corresponding Monte-Carlo simulations, it is shown that the infinite sum in the analytical solution can be truncated after certain number of terms depending on the time interval one is interested in. If an analytical solution is desired for even later times, less terms in the analytical solution will be required to accurately depict the behavior of the channel. Furthermore, we show the equivalence between the Monte-Carlo simulations and the analytical solutions for different channel and receiver parameters, such as the aspect ratio \(\alpha\), the boundary radius \(D_0\) and the receiver radius \(d_0\). This equivalence lays evidence for the accuracy of our findings.

Afterwards, we explore the dependency of certain channel characteristics on the initial position of the transmitter. As is clear from the peak time \(\tau_{\text{peak}}\) simulations, the effect of the boundary on the peak time is more apparent as the initial position of the transmitter is around \(2/3l_c\), where \(l_c = D_0 - d_0\) is the channel length. As \(r_0 > l_c\), there is an apparent trend shift in the behavior of the peak time caused by the boundary. Nonetheless, this trend shift is not as apparent for the average and half time, \(\tau_{\text{average}}\) and \(\tau_{\text{half}}\), respectively. The intuitive reason behind this phenomenon can be explained through the tail effect. The average and half time values are more dependent on the existence of the boundary as they rely not only on the peak of the hitting number, but also on the behavior of the tail that follows the peak. As the transmitter is placed further from the receiver, the contribution from the tail surpasses greatly the contribution from the peak, hence smoothing out the distinct trend shift for \(r \simeq 2/3l_c\). An evidence for this phenomenon can be observed from the relatively large values of average and half times compared to lower values of the peak times, as the difference, as depicted in Fig. 5 is approximately an order of magnitude.

Finally, we conclude by noting that by incorporating a reflecting boundary, one can describe the impulse response behavior of a cylindrical channel in a more realistic and exact manner. Through our analytical approach, we develop a formalism allowing comparisons between unbounded and bounded channels, as well as pawing the way for exploring the time-dependent response of the unbounded 2-D circular channel, where we can approximately widen our results to the unbounded case under the condition \(D_0 >> r_0, d_0\) and \(D_0 >> \sqrt{Dt}\). As a future work, we plan to explore the angular dependent impulse response of a point transmitter and the corresponding channel characteristics.
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To describe the diffusion of the molecule inside the annular region under angle dependent conditions, we shall find a solution to the Fick’s Law, satisfying the necessary boundary conditions

\[
\frac{\partial P(r,t|r_0)}{\partial r} \bigg|_{r=D_0} = 0, \quad (14a)
\]

\[
P(r,t|r_0) \bigg|_{r=d_0} = 0, \quad (14b)
\]

\[
P(r,0|r_0) = \frac{1}{r} \delta(r-r_0)\delta(\theta-\theta_0), \quad (14c)
\]

where we recall that, since the boundaries are described by both Neumann and Dirichlet boundary conditions, the Laplacian operator (\(\triangle\)) is guaranteed to have a unique solution.

We shall start with the separation of variables ansatz

\[
P(r,t|r_0) = \phi(r,\theta)T(t), \quad (15)
\]
which leads to

\[ T(t) = e^{-\mu^2 t} \]

and

\[ \frac{R''}{R} + \frac{R'}{rR} + \frac{\Theta''}{r^2\Theta} = -\frac{\mu^2}{D}. \]

Let us now set:

\[ \Theta'' = -m^2 \Theta \implies \Theta(\theta) = A_m \cos(m\theta) + B_m \sin(m\theta). \]

Then, the solution to the radial equation becomes

\[ R(r) = J_m \left( \frac{\mu}{\sqrt{D}r} \right) + c Y_m \left( \frac{\mu}{\sqrt{D}r} \right), \quad (16) \]

Here, we shall define the function \( \eta_m(\beta_{mn}x) \) as

\[ \eta_m(\beta_{mn}) = J_m(\beta_{mn}x) + c_m Y_m(\beta_{mn}x) \quad (17) \]

such that \( \eta_m(\beta_{mn})' = 0 \) and \( \eta_m(\beta_{mn}\alpha) = 0 \), where \( \alpha = \frac{D_0}{D_0} \) as usual. Then, \( \eta_m(\beta_{mn} \frac{r}{D_0}) \) are indeed solutions to the radial equation with the boundary conditions satisfied, where \( \beta_{mn} = \frac{D_0}{\sqrt{D}} \). In general, to find \( \beta_{mn} \), we shall solve a linear set of equations similar to what we have done for \( \eta_0(\beta_{nx}) \).

Before continuing, we shall give the normalization condition for the special function \( \eta_m(\beta_{mn}x) \) as

\[ \int_0^1 \eta_m(\beta_{mn}x)\eta_{m'}(\beta_{n'm'}x)dx = \delta_{mm'} \delta_{mn}, \]

where we note that \( I_{mn} \) can be written in terms of linear combinations of Bessel functions of the first and second kind. Without loss of generality, we can set \( \theta_0 = 0 \) and find the probability density function for the molecules as

\[ P(r, t|r_0) = \sum_{n=1}^{\infty} \frac{1}{2\pi D_0^2 I_{0n}^2} \eta_0 \left( \beta_{0n} \frac{r}{D_0} \right) \eta_0 \left( \beta_{0n} \frac{r_0}{D_0} \right) e^{-\beta_{0n}^2 \frac{D_0^2}{D}} + \sum_{m=1, n=1}^{\infty} \frac{1}{\pi D_0^2 I_{mn}^2} \cos(m\theta) \eta_m \left( \beta_{mn} \frac{r}{D_0} \right) \eta_m \left( \beta_{mn} \frac{r_0}{D_0} \right) e^{-\beta_{mn}^2 \frac{D_0^2}{D}}. \quad (18) \]

Some \( \beta_{mn} \) values are given in Table 1 in the following page.
| m | n=1 | n=2 | n=3 | n=4 | n=5 | n=6 | n=7 | n=8 | n=9 | n=10 | n=11 | n=12 | n=13 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 1 | 1.000 | 0.979 | 0.954 | 0.927 | 0.896 | 0.862 | 0.826 | 0.788 | 0.747 | 0.704 | 0.659 | 0.612 | 0.563 |
| 2 | 1.000 | 0.979 | 0.954 | 0.927 | 0.896 | 0.862 | 0.826 | 0.788 | 0.747 | 0.704 | 0.659 | 0.612 | 0.563 |
| 3 | 1.000 | 0.979 | 0.954 | 0.927 | 0.896 | 0.862 | 0.826 | 0.788 | 0.747 | 0.704 | 0.659 | 0.612 | 0.563 |
| 4 | 1.000 | 0.979 | 0.954 | 0.927 | 0.896 | 0.862 | 0.826 | 0.788 | 0.747 | 0.704 | 0.659 | 0.612 | 0.563 |
| 5 | 1.000 | 0.979 | 0.954 | 0.927 | 0.896 | 0.862 | 0.826 | 0.788 | 0.747 | 0.704 | 0.659 | 0.612 | 0.563 |
| 6 | 1.000 | 0.979 | 0.954 | 0.927 | 0.896 | 0.862 | 0.826 | 0.788 | 0.747 | 0.704 | 0.659 | 0.612 | 0.563 |
| 7 | 1.000 | 0.979 | 0.954 | 0.927 | 0.896 | 0.862 | 0.826 | 0.788 | 0.747 | 0.704 | 0.659 | 0.612 | 0.563 |
| 8 | 1.000 | 0.979 | 0.954 | 0.927 | 0.896 | 0.862 | 0.826 | 0.788 | 0.747 | 0.704 | 0.659 | 0.612 | 0.563 |
| 9 | 1.000 | 0.979 | 0.954 | 0.927 | 0.896 | 0.862 | 0.826 | 0.788 | 0.747 | 0.704 | 0.659 | 0.612 | 0.563 |
| 10 | 1.000 | 0.979 | 0.954 | 0.927 | 0.896 | 0.862 | 0.826 | 0.788 | 0.747 | 0.704 | 0.659 | 0.612 | 0.563 |
| 11 | 1.000 | 0.979 | 0.954 | 0.927 | 0.896 | 0.862 | 0.826 | 0.788 | 0.747 | 0.704 | 0.659 | 0.612 | 0.563 |
| 12 | 1.000 | 0.979 | 0.954 | 0.927 | 0.896 | 0.862 | 0.826 | 0.788 | 0.747 | 0.704 | 0.659 | 0.612 | 0.563 |
| 13 | 1.000 | 0.979 | 0.954 | 0.927 | 0.896 | 0.862 | 0.826 | 0.788 | 0.747 | 0.704 | 0.659 | 0.612 | 0.563 |

Table 1: $\beta_{mn}$ Values for $\alpha = 0.1$ Calculated By Our Algorithm