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Abstract: Do larger cities still suffer from higher crime rates? The scaling relationship between the number of crimes and the population size for the maximum of 758 cities with more than 50,000 inhabitants in the United States from 1999 to 2014 was analyzed. For the total group of cities, the relationship is superlinear for both violent and property crimes. However, for the subgroups of the top 12, top 24, and top 50 largest cities, the relationship changes to sublinear for both violent and property crimes. Results from the panel data analysis are in support of these findings. Along with population size, income per capita and population density also influence the outcome of crime counts. Implications from these findings will be discussed.
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1. Introduction

What is the relationship between the crime count and population size of cities? Do larger cities always experience higher crime rates compared to smaller cities? Although larger cities have historically experienced higher crimes rates in the past [1,2], this situation may have changed in recent years so that very large cities may be experiencing lower crime rates compared to middle-sized cities [3,4]. If this new trend continues, it will have a significantly positive impact on mitigating overall crime rates in the future, because an increasingly large number of people will reside in larger cities with populations of more than one million, with lower crime rates. For example, there are 12 cities in the U.S with populations of more than one million people, ranging from New York City with 8.6 million to San Jose with 1 million residents as of 2014. As the number of cities and their residents continues to grow, they will benefit from lower crime rates in the future. Brooking’s study [5] estimated that the combination of direct monetary losses and the costs of pain and suffering among crime victims in the U.S amount to nearly 6 percent of the gross domestic product.

Therefore, the major question of this research is to determine whether the crime rate varies among subgroups of cities with different population sizes. For example, does the subgroup of the top 12 largest cities with more than one million inhabitants display lower crime rates in comparison to other subgroups of cities with smaller populations? This question will be examined for violent crime and property crime, covering between 91 and 758 cities in the U.S with more than 50,000 inhabitants from 1999 to 2014. For the methodology, we used the urban scaling model proposed by Bettencourt et al. [6]. We used yearly bivariate regression as well as multiple regression by adding two control variables of income per capita and population density. We also ran panel data analysis.
Following this introduction, this paper contains four additional sections. The second section presents the literature survey of empirical studies dealing with relationship between crime and city size. Particular emphasis is given to findings dealing with lower crime rates being experienced by subgroups of very large cities. In the third section, we develop our methods of analysis and explain the data we used. The fourth section presents results of our analysis. The final section presents conclusions and policy implications as well as the limitations of this study.

2. Literature Review

There have been a large number of empirical studies conducted in the past which show that crime rates in larger cities are significantly higher than those in smaller cities. One of the early studies using the U.S. Uniform Crime Statistics for 1971 showed that the homicide rate for cities with over 250,000 people was 1.9 per 10,000 inhabitants, which was nearly five times higher than the 0.4 found for cities with less than 10,000 inhabitants [1]. In the case of robberies, the rate was more than 20 times higher for cities with over 25,000 people at 63.3, compared with 3.1 for cities with under 10,000 inhabitants. The finding of the bigger the city, the higher the crime rate was also reported by several other earlier studies [7–9].

One of the most cited studies was by Gleaser and Sacerdote [2], in which they discovered an overall elasticity of 0.16 when they regressed serious crimes per capita to the population size of cities, using 1982 data from Uniform Crime Reports (UCR) published by the Federal Bureau of Investigation. Using the 1970 UCR data, the elasticity was higher at 0.28. Both results support the earlier findings that the bigger the city, the higher the crime rate.

Bettencourt et al. (2007) proposed urban scaling theory, suggesting that several undesirable social and environmental measures such as crime, infectious disease, congestion, and poverty may increase proportionately more as the population size of a city increases [10]. In other words, the relationship between crime incidence to population size of a city may be superlinear. The general quantitative relationship is defined by a simple power function of:

\[ Y_i = a P_i^b, \]  

where \( Y \) is the crime count, \( P \) is the population size of the city, \( a \) is a constant, and \( i \) indexes the individual city. The exponent \( b \) determines the scaling relationship between \( Y \) and \( P \). When the relationship is superlinear, \( b > 1 \); when the relationship is sublinear, \( b < 1 \); when the relationship is linear, \( b = 1 \).

For example, the elasticity of 0.16 discovered by Gleaser and Sacerdote [2] is equivalent to a superlinear exponent \( b \) of 1.125. The result of the first empirical study generated the superlinear exponent of 1.16 [10], followed by another superlinear exponent of 1.2 from 2008 violent crime counts in Japan [11]. Another superlinear exponent of 1.2 was also reported for violent crime counts in Brazil [12]. Most recently, Bettencourt reported the superlinear exponents of eleven different types of crime counts for total, violent, and property crimes, as well as eight individual types of crimes involving 189 to 250 U.S. cities with over 100,000 inhabitants during the period of 1995 to 2010 [13]. The result was that all 176 scale exponents displayed superlinear relationships, ranging from 1.32 as the averaged exponent for violent crimes and 1.16 as the averaged exponent for property crimes.

Such conclusive evidence of the superlinear relationship of crime counts to the population size of cities can be explained by several well-known sociological theories [14–21]. However, none of these theories indicate any specific quantitative relationship between crime and the size of the city. Because of the overwhelming evidence in support of superlinear relationships between crime and city size, very few academic studies examining alternative relationships have been published so far.

However, there are some interesting new developments occurring in other related fields which are also subjected to urban scale theory. For example, in the field of traffic congestion, there now exist two schools—one advocating an urban congestion advantage [22–24] for large size cities versus the urban
congestion penalty [25,26]. In the field of health care, there are also two schools—one advocating the urban health advantage for larger cities [13,27–30] versus the urban health penalty [25,26]. Similarly, in the field of pollution, there exist two schools—one advocating an urban pollution advantage [31–36] for large cities versus the urban pollution penalty [37–39].

One interesting common theme that urban scale advantage claims is that the bigger the size of the city, the less the negative impact from the measures associated with large size cities, such as disease, pollution, congestion, and crime. Another common theme is that urban advantage theory claims to reflect more recent new developments in large sized cities, so that larger cities in modern times become greener, healthier, less congested, and safer from crimes than small sized cities and rural areas.

In light of these recent developments in urban scale advantage, it may be useful to examine the question of urban crime advantage by examining more recent empirical data. We find such data available in James (2018) [3]. Using the crime data from the FBI in the U.S. from 1990 to 2016, he shows that violent crime rates during the period of 1990 to 2003 were indeed the highest for the group of largest cities with populations over one million, followed by the group of cities with populations of 250,000 to 499,999, and by the group of cities with populations of 500,000 to 999,999. On the other hand, the group of cities with less than 250,000 to 100,000, and with less than 100,000 to 50,000, displayed substantially lower violent crime rates.

Beginning in 2003 and thereafter, violent crime rates from the group of cities with a population of over one million became lower than the rate of the group with a population of 250,000 to 499,999. Beginning in 2005 and thereafter, the rates of the group with a population of over one million also began to trail the rates of the group with a population of 500,000 to 999,999. During 2006 to 2016, yearly violent crime rates were consistently the highest among the group with a population of 500,000 to 999,999, followed next by the group with a population of 250,000 to 499,999, and then followed by the group with a population of over one million. For example, for the year 2014, the highest violent crime rates per 100,000 people was 874.4 from the group with a population of 500,000 to 999,999 people, followed by 717.9 from the group with a population of 250,000 to 499,999, and followed next with a substantially lower rate of 658.7 by the group with a population of over one million people.

In short, the group of cities with the largest population size displayed yearly violent crime rates which were consistently lower than the two groups of cities with populations of 500,000 to 999,999 and 250,000 to 499,999 people. In other words, in the U.S. the largest cities, with a population of more than one million people, have become safer from violent crime incidences in recent years, compared to cities with less than one million people.

Comparisons of the homicide rate also follow the same ranking. During the period of 2002 to 2016, homicide rates for the group with a population of over one million were lower than those from the groups of cities with less than one million to 250,000 people. For example, for the year 2014, the highest homicide rate was recorded by the group with a population of 500,000 to 999,999 people at 11.3 per 100,000 people, followed by 10.6 by the group with a population of 250,000 to 499,999, and 7.4 by the group with a population of over one million—again according to the report by James [3].

The fact that the group of the 68 largest cities with more than 250,000 inhabitants in the U.S. showed a lower average property crime rate in comparison to those from the group of 166 cities with 100,000 to 249,999 inhabitants was reported much earlier [40]. Litman also wrote that crime rates peak in medium size cities (250,000 to 500,000 residents), and are significantly lower (23% lower violent crime rates and 32% lower property crime rates) for the largest cities of over a million residents [41]. He suggested that this is a fairly recent phenomenon. These reductions in crime in large cities may be due to a combination of factors, such as the aging population, lower blood lead levels, improved passive surveillance, improved policing methods, and declining drug use in the largest cities.

However, the proposition that crime rates are lower in the largest cities in the U.S. is still not accepted by a majority of scholars. Therefore, additional data-driven articles such as this article may be needed to make this proposition appear credible to the public in the future.
3. Method and Data

Taking the natural logarithm of the basic scaling Equation (1), we have our estimation equation:

$$\ln Y_i = \ln a + b \ln P_i + \varepsilon_i.$$  \hspace{1cm} (2)

A general form of Equation (2) has been used extensively to empirically test the scaling relationship between socio-economic activity measures and the population size of urban centers \[10,11,42\].

In this study, Equation (2) was used to run bivariate cross-sectional ordinary least square regressions corrected for heteroscedasticity for different group of cities each year, during the period of 1999 to 2014. For the panel data analysis, Equation (2) was expanded into Equation (3), as follows:

$$\ln Y_{it} = \ln a + b \ln P_{it} + \varepsilon_{it},$$  \hspace{1cm} (3)

where \(t\) represents the unit of year.

To estimate a panel for Equation (3) for each subgroup, we used a Prais-Winsten (PW) regression model with panel corrected standard errors. This method uses a generalized least squared framework which corrects for AR (1), autocorrelation within panels, and cross-sectional correlation and heteroscedasticity across panels \[43\].

Next, the bivariate Equation (2) was expanded into a multivariate equation by adding the two control variables of income per capita and population density for individual cities, by borrowing from the environmental principle of \(I = \text{PAT}\), where \(I\) stands for the environmental impact from the population (\(P\)), affluence (\(A\)), and technology (\(T\)). While IPAT has been widely used in ecological studies due to its clarity and simplicity, it has some drawbacks like the assumption of proportionality between factors and the lack of hypothesis testing capacity \[44,45\]. To overcome such limitations, a reformulated version, STIRPAT (for \(S\)tochastic \(I\)mpacts by \(R\)egression on \(P\)opulation, \(A\)ffluence, and \(T\)echnology), was developed in stochastic form so that parameters and a residual term can be estimated by such standard statistical methods as regression analysis \[44–47\]. Although the STIRPAT model had not been used in the analysis of crime counts in the past, the use of the STIRPAT model conceptually may be appropriate. The reason for this is that crime counts, like other environmental and ecological measures, are greatly influenced by such underlying elements as population size, income level, and technology. Another reason for the use of the STIRPAT model is the ready availability of necessary data.

Representing personal income per capita (\(I\)) for affluence and population density (\(PD\)) for technology, Equation (2) was expanded into Equation (4) and Equation (3) into Equation (5), as follows:

$$\ln Y_i = \ln a + b(\ln P_i) + c(\ln I_i) + d(\ln PD_i) + \varepsilon_i,$$  \hspace{1cm} (4)

and

$$\ln Y_{it} = \ln a + b(\ln P_{it}) + c(\ln I_{it}) + d(\ln PD_{it}) + \varepsilon_{it},$$  \hspace{1cm} (5)

For the estimation of Equation (4), the ordinary least square method of cross-sectional multiple regression corrected for heteroscedasticity was used. This methodology was used for the years of 1999 to 2014 for each subgroup. For the panel data estimation of Equation (5), the same Prais-Winsten regression method was used.

For the data source, the Uniform Crime Reports (UCR) published annually by the FBI was used \[48\]. More specifically, the index of crime, Metropolitan Statistical Area (MSA), was used for our data source on violent and property crime counts, as well as the population size of cities of at least 50,000 people from 1999 to 2014. In 1999, the total number of cities in our 1999 sample group was 562, which increased to 759 cities by 2014. Due to missing data; however, the total number of cities subjected for bivariate analysis of violent crime counts was somewhat less, with 454 cities in 1999 and
758 cities in 2014. For bivariate analysis of property crime counts, the total number of cities in 1999 was 504 cities, and it was 755 cities in 2014.

For multivariate analysis, the value of income per capita from 1999 to 2014 for individual cities was obtained from the U.S. Department of Commerce, Bureau of Economic Analysis (BEA) [49]. For the technology in the STIRPAT model, we used the population density of individual cities [50–53], which may be an important factor in influencing crime incidences. Population density is calculated by dividing population size by the land areas of individual cities, which was obtained from the World Atlas during the same period of 1999 to 2014. However, due to missing data for a large number of cities, multivariate analysis was possible only for the minimum of 91 cities in 1999, and the maximum of 120 cities in 2010.

4. Results

The results of yearly cross-sectional bivariate regressions of violent crime counts as a function of population sizes of all cities, listed in Table 1, show strong superlinear relationships during the period of 1999 to 2014. The maximum value of the exponents is 1.468 in 2001, and the minimum value of the exponents is 1.324 in 1999. Table 1 shows that all 16 exponents are statistically significant at less than the 1% level. The R$^2$ for yearly regressions ranges from 0.618 to 0.700 with a median of 0.647. The number of cities analyzed varies from the minimum of 454 cities in 1999 to the maximum of 755 cities in 2014.

| Year | Scale Exponent |
|------|----------------|
|      | Top 12 Cities | Top 25 Cities | Top 50 Cities | Top 100 Cities | Top 200 Cities | Top 400 Cities | All Cities |
| 1999 | 1.294 ***      | 1.042 ***     | 0.990 ***     | 1.197 ***     | 1.300 ***     | 1.315 ***     | 1.324 ***   |
| 2000 | 1.265 ***      | 1.024 ***     | 0.998 ***     | 1.210 ***     | 1.286 ***     | 1.355 ***     | 1.356 ***   |
| 2001 | 1.203 ***      | 1.042 ***     | 1.026 ***     | 1.229 ***     | 1.359 ***     | 1.405 ***     | 1.468 ***   |
| 2002 | 1.194 **       | 1.071 ***     | 1.001 ***     | 1.220 ***     | 1.360 ***     | 1.396 ***     | 1.436 ***   |
| 2003 | 1.187 **       | 1.060 ***     | 1.019 ***     | 1.205 ***     | 1.321 ***     | 1.375 ***     | 1.428 ***   |
| 2004 | 1.156 **       | 1.026 ***     | 0.970 ***     | 1.177 ***     | 1.322 ***     | 1.370 ***     | 1.424 ***   |
| 2005 | 1.048 **       | 0.986 ***     | 0.907 ***     | 1.146 ***     | 1.304 ***     | 1.370 ***     | 1.440 ***   |
| 2006 | 0.995 **       | 0.951 ***     | 0.950 ***     | 1.145 ***     | 1.292 ***     | 1.369 ***     | 1.408 ***   |
| 2007 | 0.975 **       | 0.871 ***     | 0.892 ***     | 1.161 ***     | 1.304 ***     | 1.364 ***     | 1.405 ***   |
| 2008 | 0.992 **       | 0.861 ***     | 0.925 ***     | 1.140 ***     | 1.340 ***     | 1.377 ***     | 1.381 ***   |
| 2009 | 0.998 **       | 0.873 ***     | 0.926 ***     | 1.156 ***     | 1.297 ***     | 1.350 ***     | 1.380 ***   |
| 2010 | 1.011 **       | 0.911 ***     | 0.936 ***     | 1.229 ***     | 1.294 ***     | 1.339 ***     | 1.389 ***   |
| 2011 | 0.998 ***      | 0.853 ***     | 0.923 ***     | 1.210 ***     | 1.350 ***     | 1.397 ***     | 1.403 ***   |
| 2012 | 0.967 ***      | 0.850 ***     | 0.916 ***     | 1.214 ***     | 1.352 ***     | 1.419 ***     | 1.424 ***   |
| 2013 | 1.011 ***      | 0.854 ***     | 0.915 ***     | 1.229 ***     | 1.374 ***     | 1.424 ***     | 1.454 ***   |
| 2014 | 1.170 ***      | 0.897 ***     | 0.958 ***     | 1.211 ***     | 1.374 ***     | 1.438 ***     | 1.459 ***   |
| Panel Data | 1.074 *** | 0.928 *** | 0.941 *** | 1.180 *** | 1.310 *** | 1.359 *** | 1.419 *** |

** significant at the 5% level, *** significant at the 1% level.

The same set of cross-sectional bivariate regressions for the top 12 most populous cities with a minimum of one million inhabitants in 2014 show, however, a mixture of moderate superlinear relationships from 1999 to 2004, and linear relationships from 2005 to 2014. The maximum value of the exponents is 1.294 in 1999, whereas the minimum value of the exponents is sublinear at 0.969 in 2012. Once again, all 16 exponents are statistically significant at less than the 5% or 1% level.

The results from regressions for the top 25 cities with a minimum of 650,000 residents in 2014 show clear-cut linear relationships from 1999 to 2004, followed by strong sublinear relationships from 2005 to 2014. The maximum value of the exponents is 1.071 in 2002, while the minimum value of the exponents is 0.850 in 2012, indicating a strong sublinear relationship. All 16 exponents are significant at less than
the 1% level. Similar results are obtained from the regressions of the top 50 cities with a minimum of 357,000 residents in 2014, as shown in Table 1. All 16 scale exponents are statistically significant at less than the 1% level, and indicate linear relationships in earlier years and then somewhat moderate sublinear relationships in later years. The maximum value of the exponents is 1.026 in 2001, while the minimum value of the exponents is 0.892 in 2007.

Moving to the results of regressions for the top 100 cities with a minimum of 208,000 residents in 2014, the top 200 cities, and the top 400 cities, the values of the scale exponents begin to increase toward stronger superlinear relationships. For example, the maximum value of the scale exponents is 1.229 in 2001, 2010, and 2013 for the top 100 cities, but increases to 1.374 in 2013 and 2014 for the top 200 cities, and then increases further to 1.438 in 2014 for the top 400 cities, approaching the maximum value of 1.468 from all 755 cities. Similarly, the minimum value of the exponents is 1.145 in 2006 for the top 100 cities, which increases to 1.286 in 2000 for the top 200 cities. The value of the exponent increases further to 1.315 in 1999 for the top 400 cities, approaching the minimum value of 1.324 for all 755 cities. All 110 exponents are statistically significant, with the exception of two years.

Figure 1 shows the trends of the scale exponents of violent crime counts for the same seven subgroups of cities from 1999 to 2014. The four subgroups of 100 cities to all cities display a moderate increase in scale exponents over time, whereas the two subgroups of 25 and 50 cities display a moderate decline in their scale exponents. The one exception is the subgroup of 12 cities, displaying a more abrupt up and down fluctuation during the period.

![Figure 1](image.png)

**Figure 1.** Scale exponents for violent crime counts from annual bivariate analyses for seven subgroups of cities (1999–2014).

The result of the panel data analysis of bivariate regressions on violent crime counts, as shown in Table 1, also supports the trend of sublinear relationships associated with the top 12, 25 and 50 cities, evolving toward stronger superlinear relationships beginning from the top 100 cities toward all of the 755 cities. The lowest value of the exponents from the panel data analysis is 0.928 for the top 25 cities, which increases to 1.18 for the top 100 cities, 1.359 for the top 400 cities, and eventually increases to 1.459 for all 755 cities, as displayed in Figure 2.

![Figure 2](image.png)

**Figure 2.** Scale exponents for property crime counts from annual bivariate analyses for seven subgroups of cities (1999–2014).

The same type of yearly cross-sectional bivariate regressions of property crime counts for all cities show moderate superlinear relationships during 1999 to 2014, compared to the results from violent crime counts. The maximum value of the exponents is 1.229 in 2001, and the minimum value is 1.102 in 2000. The $R^2$ for yearly regressions ranges from 0.651 to 0.794 with a median of 0.783. Table 2 shows that all 16 exponents are statistically significant at less than the 1% level. The number of cities analyzed ranges from the minimum of 504 cities in 1999, to the maximum of 755 cities in 2014.
The cross-sectional bivariate regressions for the top 12 cities, however, show sublinear relationships in a majority of the years analyzed, with only two years in which the scale exponents showed linear relationships—2000 and 2001. The maximum value of the exponents in 2001 is 1.011, while the minimum value of the exponents is 0.656 in 2013, indicating a strong sublinear relationship. All 16 exponents are statistically significant at less than the 5% or 1% level.

The results from the regressions for the top 25 cities generated even stronger sublinear relationships for each year, without exception. The maximum value of the exponents is 0.837 in 2002, while the minimum value is 0.671 in 2006, representing the strongest sublinear relationship. Once again, all 16 exponents are statistically significant at less than the 5% or 1% level.

The results from the top 50 cities once again show sublinear relationships for every year. However, the sublinear relationships are more moderate compared to the results from the top 25 cities. The maximum value increases to 0.884 in 2002, while the minimum value also increases to 0.749 in 2000.

Moving to the results from the top 200 and top 400 cities, the values of the scale exponents return to superlinear relationships. For example, the maximum values of the exponents are 1.169 in 2000 and 1.213 in 2001, while the minimum values are 1.072 in 2009 and 1.123 in 2010 for the top 200 and...
top 400 cities, respectively. In other words, these maximum and minimum values begin to approach	hose superlinear exponents estimated for all 504 and 755 of the cities. All of the 112 exponents are
statistically significant at less than the 5% level or 1% level.

Figure 3 displays the trends of changing scale exponents for property crime for the same seven
subgroups of cities during 1999 to 2014. Similar to violent crime, the top 25 and 50 cities display
moderate declines in their exponents of property crime counts. However, the four subgroups of the
top 100, top 200, top 400, and all cities display more or less stationary trends. Only the top 12 cities
display an abrupt decline in the year 2003, followed by a more stationary trend thereafter.

![Figure 3](image)

**Figure 3.** Scale exponents for property crime counts from annual bivariate analyses for seven subgroups of cities (1999–2014).

The result of panel data analysis on property crime counts, as shown in Table 2, also supports
the trend of strong sublinear relationships associated with the top 12, 25, 50 and 100 cities, evolving
towards moderate superlinear relationships beginning from the top 200 cities. More specifically, the
exponent value of 0.682 associated with the top 12 cities increases to 0.784 for the top 50 cities, 0.967 for
the top 100 cities, and then increases further to 1.095 for the top 200 cities, 1.145 for the top 400 cities,
and finally to 1.179 for all cities, as displayed in Figure 4.

![Figure 4](image)

**Figure 4.** Scale exponents for property crime counts from bivariate panel data analyses for seven
subgroups of cities (1999–2014).
In summary, the results of bivariate regressions indicate that the values of the scale exponents decrease as the number of cities under analysis decreases. This finding applies to both violent and property crime counts. However, the type of scale relationship between crime counts and population size of cities varies by the type of crime. In the case of violent crime, the strong superlinear relationships associated with the subgroups of many cities evolve toward linear and moderate sublinear relationships for the subgroups of fewer cities, including the top 50 to top 12 cities. In the case of property crime, the moderate superlinear relationships associated with groups of many cities evolve toward strong sublinear relationships for the subgroups of fewer cities, including the top 100 to top 12 cities.

To provide a robustness check for these findings, the panel data analysis of multiple regressions for both violent and property crime counts are conducted. The additional control variables introduced are income per capita and population density. Due to missing data, however, the number of cities selected for multivariate analysis is much smaller compared to the number of cities analyzed in the bivariate regression.

The results from the panel data analysis of multiple regressions, shown in Table 3, for violent crime counts for the group of all cities, indicate that the scale exponent of the population size of the group of all cities is 1.22. The coefficients for income per capita and population density are −0.455 and +0.299. All three coefficients are statistically significant at less than the 1% level. These findings indicate that the violent crime count as a function of population size is superlinear when the impact from income and density is held constant. As for the impact from income, the well-to-do cities experience fewer violent crimes when impacts from the two other factors are held constant. In terms of the impact from density, high density cities experience higher violent crime counts when other factors are held constant. The results of the multiple regression from 1999 and ending in 2014 shows that the statistically significant scale exponents of the population are also superlinear, at 1.156 and 1.249, respectively. However, the coefficients for income and density are not statistically significant.

The results from the same type of analysis for the next group of 50 populous cities show that statistically significant scale coefficients of the population for the penal data is again superlinear, at 1.155. Coefficients associated with density are also statistically significant, but this is not the case for income. The yearly scale exponents for 2014 and 1999 are also statistically significant, at 1.163 and 1.196 respectively.

The results from the next group of the 25 most populous cities generate a statistically significant population scale exponent from the penal data at 0.818, representing a strong sublinear relationship. The coefficients associated with income and density are also statistically significant, with the same signs. The yearly scale exponents for 2014 and 1999 are again significant at 1.03 and 0.855, respectively.

Finally, the results from the 12 most populous cities produce a statistically significant population exponent at 0.875, which is again a clear-cut sublinear relationship from the panel data. The yearly population exponents are statistically significant at 0.830 and 1.194, respectively, for 2014 and 1999.

The coefficients associated with income and density are again statistically significant, with the same sets of signs. Figure 5 displays the trend of evolving population scale exponents from the panel data analysis of multiple regression, moving from clear-cut sublinear relationships for the 12 and 25 most populous cities, toward superlinear relationships for the 50 most populous cities, and for all cities under analysis.

The results from the panel data analysis of multiple regressions for property crime counts in Table 4 indicate that the population exponent is statistically significant, at 1.085 for all cities. The statistically significant coefficients of income and density are, respectively, −0.372 and −0.048. These results indicate that property crime counts as a function of population size are linear when the impact from income and density are held constant. As for the impact from income, rich cities experience lower property crime counts when the two other factors are held constant. Similarly, the more densely populated cities experience slightly lower property crime counts when the two other factors are held constant. The results from the multiple regressions for the years of 1999 and 2014 generate statistically significant population exponents, at 1.128 and 1.087 respectively.
Table 3. Cross-sectional panel data multivariate analysis of violent crime counts for the reduced four subgroups (1999–2014).

|           | Top 12 | Top 25 | Top 50 | All cities |
|-----------|--------|--------|--------|------------|
|           | 1999   | 2014   | Panel Data | 1999   | 2014   | Panel Data | 1999   | 2014   | Panel Data | 1999   | 2014   | Panel Data |
| Population| 1.194 *** | 0.830 ** | 0.875 *** | 0.130 *** | 0.855 *** | 0.818 *** | 1.196 *** | 1.163 *** | 1.155 *** | 1.156 *** | 1.249 *** | 1.220 *** |
|           | (0.057) | (0.170) | (0.052) | (0.097) | (0.167) | (0.046) | (0.081) | (0.132) | (0.382) | (0.056) | (0.065) | (0.019) |
| Income Per Capita | -1.102 *** | -0.688 * | -0.611 *** | -0.593 ** | -0.177 | -0.396 *** | -0.062 | 0.061 | -0.088 | -0.071 | -0.423 | -0.445 *** |
|           | (0.105) | (0.212) | (0.063) | (0.167) | (0.262) | (0.062) | (0.280) | (0.321) | (0.067) | (0.250) | (0.247) | (0.050) |
| Population Density | 0.449 ** | 0.611 ** | 0.581 *** | -0.448 ** | 0.526 ** | 0.555 *** | 0.203 | 0.188 | 0.034 *** | 0.166 | 0.165 | 0.229 *** |
|           | (0.721) | (0.151) | (0.040) | (0.128) | (0.230) | (0.041) | (0.127) | (0.195) | (0.041) | (0.095) | (0.092) | (0.257) |
| Constant  | -0.794 | -0.522 | -1.644 * | -2.766 | -5.689 | -0.963 *** | -8.439 ** | -9.577 ** | -8.657 *** | -7.529 ** | -5.300 * | -5.118 *** |
|           | (0.756) | (1.132) | (0.726) | (1.479) | (2.833) | (0.734) | (2.559) | (3.297) | (0.758) | (2.402) | (2.487) | (0.525) |

R² | 0.982 | 0.879 | 0.965 | 0.915 | 0.743 | 0.907 | 0.831 | 0.755 | 0.787 | 0.813 | 0.770 | 0.714 |

* Significant at the 10% level, ** significant at the 5% level, *** significant at the 1% level. Standard errors of coefficient estimates appear in parentheses.

Table 4. Cross-sectional panel data multivariate analysis of property crime counts for the reduced four subgroups (1999–2014).

|           | Top 12 | Top 25 | Top 50 | All cities |
|-----------|--------|--------|--------|------------|
|           | 1999   | 2014   | Panel Data | 1999   | 2014   | Panel Data | 1999   | 2014   | Panel Data | 1999   | 2014   | Panel Data |
| Population | 0.818 *** | 0.667 ** | 0.771 *** | 0.875 *** | 0.744 *** | 0.770 *** | 0.994 *** | 0.971 *** | 0.969 *** | 1.128 *** | 1.087 *** | 1.085 *** |
|           | (0.111) | (0.140) | (0.039) | (0.104) | (0.120) | (0.031) | (0.073) | (0.081) | (0.027) | (0.044) | (0.043) | (0.012) |
| Income Per Capita | -0.527 | -0.418 | -0.510 *** | -0.195 | -0.116 | -0.243 *** | 0.016 | -0.002 | -0.073 | -0.257 | -0.162 | -0.372 *** |
|           | (0.246) | (0.221) | (0.556) | (0.131) | (0.175) | (0.047) | (0.204) | (0.201) | (0.044) | (0.140) | (0.147) | (0.029) |
| Population Density | 0.002 | 0.311 | 0.127 *** | 0.057 | 0.222 | 0.088 ** | -0.012 | 0.003 | -0.018 | 0.050 | -0.073 | -0.048 ** |
|           | (0.098) | (0.181) | (0.029) | (0.077) | (0.135) | (0.026) | (0.084) | (0.118) | (0.026) | (0.053) | (0.060) | (0.016) |
| Constant  | -4.930 | 3.053 * | 4.321 *** | 0.298 | -0.548 | 1.832 *** | -2.887 | -3.008 | -1.808 *** | -1.543 | -2.157 | 0.053 |
|           | (3.001) | (1.264) | (0.589) | (0.173) | (2.017) | (0.485) | (2.030) | (2.362) | (0.495) | (1.605) | (1.742) | (0.331) |

R² | 0.882 | 0.810 | 0.979 | 0.866 | 0.818 | 0.958 | 0.849 | 0.838 | 0.914 | 0.871 | 0.881 | 0.855 |

* Significant at the 10% level, ** significant at the 5% level, *** significant at the 1% level. Standard errors of coefficient estimates appear in parentheses.
The results from the next group of 50 most populous cities generate a statistically significant population exponent from the panel data at 0.969, representing a sublinear relationship. However, the coefficients associated with income and density are not statistically significant. The yearly statistically significant population exponents are 0.971 and 0.994 for the years of 2014 and 1999, respectively. The results from the next group of 25 most populous cities again produces a statistically significant population exponent at 0.77 from the panel data, representing a strong sublinear relationship. The coefficients associated with income and density are also statistically significant, with a negative coefficient for income. The yearly population exponents are 0.744 from 2014 and 0.875 from 1999, both of which are statistically significant.

Lastly, the results from the 12 most populous cities generate a statistically significant population exponent of 0.771, which represents another strong sublinear relationship. Statistically significant coefficients for income and density are also derived, with a negative sign for income. The yearly statistically significant populations exponents for property crime counts are 0.667 from 2014 and 0.818 from 1999. Figure 6 displays the trend of changing population exponents from the panel data analysis, moving from strong sublinear relationships associated with the 12 and 25 most populous cities toward a linear relationship for all cities in the sample group.

**Figure 5.** Scale exponents for violent crime counts from multivariate panel data analyses for the smaller four subgroups of cities (1999–2014).

**Figure 6.** Scale exponents for property crime counts from the multivariate panel data analyses for the smaller four subgroups of cities (1999–2014).
In short, the results from the multivariate analyses are similar to the earlier findings from bivariate analyses, which generated a changing trend of population scale exponents as the number of cities under analysis changed from the few most populous cities to many cities of varying population size. In the case of violent crime, the relationship changes from sublinear to superlinear. In the case of property crime, the relationship changes from strongly sublinear to linear. Thus, the results from multivariate analyses, as a robustness test, tend to support the results obtained earlier from the bivariate analyses.

5. Discussion

The key findings from our analysis can be summarized in Figures 7 and 8. Figure 7 compares the population scale exponents of violent and property crime counts from the panel data analysis of the bivariate regressions, which are categorized according to the seven subgroups of cities with varying population sizes. On the other hand, Figure 8 compares the population scale exponents of violent and property crime counts from the panel data analysis of the multiple regressions, which are categorized according to the four subgroups which contain a much smaller number of cities.

Figure 7 summarizes several important findings from this study. First, the population exponents from the bivariate regression of the panel data display superlinear relationships for violent crime, as well as for property crime, for the total group of about 760 cities. Second, the superlinear relationship for violent crime counts at the exponent of 1.419 is much higher than the more moderate superlinear relationship for property crime counts at the exponent of 1.179. Both of these findings are in support of the findings from earlier studies [2,13]. Third, the values of the population exponents of violent and property crime counts from the subgroup of the top 400 and top 200 cities are quite similar to those estimated for the total group of all cities, showing strong superlinear relationships for violent crime, and moderate superlinear relationships for property crime. Fourth, the scale exponent for violent crime changes from a strong superlinear relationship to a superlinear relationship for the subgroup of the top 100 cities, while the superlinear relationship of property crime changes to a linear relationship.

Fifth, when the number of cities in the subgroup is further reduced to the top 50, top 25, and top 12 cities, the scaling relationship for violent crimes becomes moderately sublinear, while the relationship for property crime changes to strongly sublinear. Sixth, the values of the population exponents derived for violent crime exceed those derived for property crime counts, without exception. Nearly all the population exponents are statistically significant at less than the 5% or 1% level.

![Figure 7](image-url)  
Figure 7. Scale exponents for violent and property crime counts from bivariate panel data analyses for seven subgroups of cities (1999~2014).
Figure 8 summarizes several findings in support of the findings shown in Figure 7. First, both population exponents from the multiple regression of the panel data generate superlinear relationships for violent and property crime for the much smaller total group of all cities, at about 120 cities. Second, the scale exponent of violent crime changes from a superlinear relationship to a sublinear relationship when the sample subgroup is reduced to 25 and 12 populous cities. For property crime, the scale relationship becomes strongly sublinear under the subgroups of 25 and 12 populous cities.

Third, the values of the population exponent derived for violent crime exceed those derived for property crime, without exception. Furthermore, the values of the population exponent from the multivariate analysis are somewhat smaller than those estimated from the bivariate analysis. Fourth, all the population exponents from the multivariate analysis are statistically significant. Furthermore, the coefficients associated with the two other control variables, income per capita and population density, are statistically significant with a few exceptions. The sign of the coefficient for income is always negative, while the sign of the coefficient for density is always positive.

Among these multiple findings, perhaps the most important is the fact that the variations of the population scale among subgroups are so much wider than expected. In the bivariate analysis, the maximum value of the population exponent is 1.419 for violent crime, derived from the total group of all cities, whereas the minimum is 0.928 from the subgroup of the top 25 cities. Thus, the maximum difference between the two exponents is 0.491, which means about a 40.5% difference in violent crime counts for every 100% difference in population size between these two subgroups of cities. In the multivariate analysis, the maximum difference is somewhat less at 0.402, which still means about a 32% difference of violent crime counts as a function of doubling the population size between the two subgroups of cities.

In terms of policy implications, the findings from this research establish the advantageous position for individual cities whose population sizes are large enough to position themselves within the top 50 cities. These cities can expect relatively fewer crime counts to occur, resulting from a future population increase. In the case of violent crime counts, a 100% increase in population size may generate about a 92% increase in crime counts derived from the population exponent of 0.941. In the case of property crime counts, a 100% increase in population may generate about a 72.2% increase (derived from a population exponent of 0.784) in property crime counts. Furthermore, they can implement a set of policy options to keep their cities attractive, so that their future population continues to grow. The results from our multivariate analysis suggest that maintaining the growth of income per capita, and reducing population density in their cities, can also help to lessen the number of crime counts.

![Figure 8](image-url)

**Figure 8.** Scale exponents for violent and property crime counts from multivariate panel data analyses for the smaller four subgroups of cities (1999–2014).
If the population size of individual cities is smaller, placing them into the top 100 or top 200 cities, scaling relations from this research indicate that they would be in a somewhat disadvantageous position of a moderate superlinear relationship in the case of violent crime counts. In property crime counts, they would be in a neutral position with a linear relationship. In other words, a 100% increase in population is likely to increase their property crime counts.

In short, an individual city of any population size can use the scaling relationship developed in this study to project how many more crime counts can be expected in the future, based on their projected future population increase. Furthermore, the resource allocation system for law enforcement, criminal justice systems, and other crime prevention measures may incorporate the most appropriate scaling relationships associated with the particular population size of the city involved.

There are several limitations to this research, each of which can be suggested as a topic for future research. One such limitation deals with the lack of comprehensive treatment of multiple control variables in the multivariate analysis. For example, such control variables as the unemployment rate, percentage of males divorced, the Gini index, the percent of the population size aged 15–29, poverty, native-born status, residential stability, and many others have been used as additional variables in other research [54–56]. Another limitation deals with the fact that the coverage of this study is limited to cities in the U.S.

Despite these limitations, this research has provided in-depth empirical evidence in support of the proposition that the bigger the city, the lower its crime rates.
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