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Abstract. We address the energy transfer in the differential system
\[
\begin{aligned}
    u_{ttt} + \alpha u_{tt} - \beta \Delta u_t - \gamma \Delta u &= -\eta \Delta \theta \\
    \theta_t - \kappa \Delta \theta &= \eta \Delta u_{tt} + \alpha \eta \Delta u_t
\end{aligned}
\]
made by a Moore-Gibson-Thompson equation in the supercritical regime, hence antidis-
sipative, coupled with the classical heat equation. The asymptotic properties of the
related solution semigroup depend on the strength of the coupling, ruling the compe-
tition between the Fourier damping and the MGT antidamping. Exponential stability
will be shown always to occur, provided that the coupling constant is sufficiently large
with respect to the other structural parameters. A fact of general interest will be also
discussed, namely, the impossibility of attaining the optimal exponential decay rate of a
given dissipative system via energy estimates.

1. Preamble: The MGT Equation

The Moore-Gibson-Thompson (MGT) equation is the third-order in time PDE
\[
\frac{\partial}{\partial t}^3 u + \alpha \frac{\partial}{\partial t}^2 u - \beta \Delta \frac{\partial}{\partial t} u - \gamma \Delta u = 0,
\]
ruled by the evolution of the unknown variable \( u = u(x, t) : \Omega \times [0, \infty) \to \mathbb{R} \), where \( \Omega \subset \mathbb{R}^N \)
is a bounded domain with sufficiently smooth boundary \( \partial \Omega \). Here, \( -\Delta \) is the Laplace-
Dirichlet operator, while \( \alpha, \beta, \gamma > 0 \) are fixed structural parameters.

Equation (1.1) originally arises in the modeling of wave propagation in viscous thermally
relaxing fluids [36, 39]. Nonetheless, its first appearance goes back to a very old paper of
Stokes [38]. Later on, several authors understood that the MGT equation may pop up
in the description of a large variety of physical phenomena, ranging from viscoelasticity
to thermal conduction. In particular, we want to highlight the interpretation of (1.1) as
a model for the vibrations in a standard linear viscoelastic solid [14, 21]. Such a model
can also be obtained as a particular case of the equation of linear viscoelasticity deduced
within a rheological framework using a linear combination of springs and dashpots (see
e.g. [19])
\[
\frac{\partial}{\partial t} u(t) - g(0) \Delta u(t) - \int_0^\infty g'(s) \Delta u(t - s) \, ds = 0,
\]
upon choosing the exponential kernel
\[
g(s) = \kappa e^{-\alpha s} + \frac{\gamma}{\alpha},
\]
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where the constant

\begin{equation}
\kappa = \beta - \frac{\gamma}{\alpha}
\end{equation}

must be strictly positive (see [17]).

As far as the mathematical analysis of (1.1) is concerned, there is nowadays a vast literature (see, e.g., [7, 8, 17, 24, 25, 26, 34] and references therein). Let us briefly subsume the main results obtained so far. For every choice of the parameters \(\alpha, \beta, \gamma > 0\), the MGT equation turns out to generate a strongly continuous semigroup of solutions on the natural weak energy space

\[ H^1_0(\Omega) \times H^1_0(\Omega) \times L^2(\Omega). \]

Here, with standard notation, \(L^2\) is the Lebesgue space of square summable functions, while \(H^1_0\) is the Sobolev space of square summable functions along with their first derivatives, with null trace on the boundary \(\partial \Omega\). However, the asymptotic behavior of the solutions dramatically depends on the constant \(\kappa\) defined in (1.2), which in the MGT context is usually referred to as the stability number. Indeed, depending on the sign of \(\kappa\), the equation may exhibit dissipative or antidissipative features. More precisely, we have the following picture:

\begin{itemize}
  \item If \(\kappa > 0\) the solutions decay exponentially fast.
  \item If \(\kappa = 0\) the (nontrivial) solutions are bounded but do not decay.
  \item If \(\kappa < 0\) there are solutions with an exponential blow up.
\end{itemize}

For this reason, the regimes \(\kappa > 0\), \(\kappa = 0\) and \(\kappa < 0\) are usually referred to in the literature as subcritical, critical and supercritical, respectively. In particular, when \(\kappa = 0\) there is the conservation of an appropriate energy, equivalent to the square norm in the phase space. In view of our previous discussion, we may conclude that the MGT equation is a model of viscoelasticity only in the subcritical regime, whereas when \(\kappa \leq 0\) the viscoelastic interpretation is completely lost. Nonetheless the critical and supercritical regimes remain very interesting, both from the physical and the mathematical viewpoint.

In the critical regime, one might also ask whether or not a further damping mechanism (e.g., of memory type) could induce the uniform decay of the energy, hence driving the regime into subcritical. In general, this is false: an example in this direction has been given in [15]. In fact, each damping mechanism is peculiar, and it may require a sharp dedicated analysis. It is then not a coincidence that almost all the results available in the literature are set in the subcritical regime.

2. Introduction

2.1. The MGT-Fourier model. The object of our analysis is the system obtained by coupling the MGT equation (1.1) with the classical Fourier heat equation

\begin{equation}
\begin{cases}
u_{ttt} + \alpha u_{tt} - \beta \Delta u_t - \gamma \Delta u = -\eta \Delta \theta, \\
\theta_t - \kappa \Delta \theta = \eta \Delta u_{tt} + \alpha \eta \Delta u_t,
\end{cases}
\end{equation}

supplemented with the Dirichlet boundary conditions

\[ u(x, t) = \theta(x, t) = 0, \quad x \in \partial \Omega. \]
Here $\alpha, \beta, \gamma > 0$ are the usual MGT parameters, $\kappa > 0$ is the thermal conductivity, while $\eta \neq 0$ is the coupling constant.

System (2.1) has been first addressed by the authors of [2], within the key assumption that the stability number $\kappa$ defined in (1.2) be strictly positive. In which case, there is a clear physical interpretation, namely, a thermoviscoelastic model describing the vibrations in a viscoelastic heat conductor obeying the Fourier heat conduction law. The main result of [2], besides the generation of the solution semigroup, is that the total energy decays exponentially fast for every value of the coupling constant $\eta$. Let aside the undeniable interest for the model, which also happens to be the first example in the literature of a coupled MGT equation, the predicted exponential decay is not that surprising. Indeed, each single equation of (1.2) gives rise to an exponentially stable semigroup. In addition, the coupling is fairly nice, in the sense that when one performs the basic estimates in the weak energy space, the contributions produced by the $\eta$-terms (which in principle could create problems) cancel each other. In fact, the action of the coupling is typically the one of transferring energy, as well as dissipation, between the equations of a given system. But in this case both equations exhibit enough dissipation by themselves from the very beginning. It is also worth mentioning that for the analogous system modeling a thermoviscoelastic plate

\[
\begin{align*}
    & u_{ttt} + \alpha u_{tt} + \beta \Delta^2 u_t + \gamma \Delta^2 u = -\eta \Delta \theta, \\
    & \theta_t - \kappa \Delta \theta = \eta \Delta u_{tt} + \alpha \eta \Delta u_t,
\end{align*}
\]

where in the MGT equation $-\Delta$ is replaced by the bilaplacian, the solution semigroup is not only exponentially stable, but also analytic (see [10]).

2.2. A general discussion. There are instead interesting situations where a system is made, say, by two equations, one of which dissipates through a damping mechanism, while the other one preserves the energy. Now the coupling becomes essential, since its action allows to transfer dissipation to the undamped equation, in such a way that the whole system becomes globally stable as time goes to infinity. Several examples of this kind can be found in the literature. For instance, we address the reader to the works [1, 3, 4, 5, 6, 11, 12, 16, 18, 20, 22, 27, 28, 29, 30, 31, 32, 33, 37, 40], just to name a few. In some of these contributions, the dissipation is not mechanical, but only thermal through a heat equation of Fourier type. On the other hand, it is well known that the latter possesses highly regularizing properties, due to the fact that the Fourier damping mechanism is particularly strong. As a byproduct, even a very small coupling (e.g., with a coupling constant $|\eta| \ll 1$) is enough to get stability. But let now push our discussion a little bit further. We may ask what happens if we couple a dissipative equation with an antidissipative one. The picture now is more intriguing, and the strength of the coupling comes into play. To hope for stability, it is necessary that the equations share their energies to a certain extent. This translates into the fact that the coupling cannot be too weak. But even if the coupling is strong enough to bypass a certain critical threshold, the system may remain unstable if the action of the antidamping is more effective than the one of the damping. To the best of our knowledge, the first analysis of this kind has been made in the very recent paper [9], where a simple (yet not so simple) system of ODEs is
considered, that is,
\[
\begin{cases}
\ddot{u} + u + a\dot{u} = \eta\dot{v}, \\
\ddot{v} + v - b\dot{v} = -\eta\dot{u},
\end{cases}
\]
a, b > 0 being a damping and an antidamping parameter, respectively. Here, stability occurs only if \(a > b\) and \(|\eta|\) is sufficiently large. Loosely speaking, we need not only more damping than antidamping, but also a fairly good communication between the two equations. There is also another interesting issue in connection with the case \(a > b\), namely, to find the value of \(\eta\) ensuring the best decay. The answer, in contrast to what one might think, is not \(|\eta|\) as large as possible; on the contrary, there is an optimal finite value of \(|\eta|\), depending on the parameters \(a\) and \(b\). However, this is not the general rule. For instance, one can construct a similar system of two oscillators, but with a different coupling involving \(u\) and \(v\) rather than their derivatives, where the best decay rate is reached asymptotically when \(|\eta| \to \infty\).

2.3. The supercritical case. In the light of our previous comments, we can now move to the core of the present paper, which can be summarized by the following question:

What happens if we consider the MGT-Fourier system \((2.1)\) when the stability number \(\kappa\) is zero, or even negative?

If \(\kappa \leq 0\), the MGT equation is no longer dissipative, and the only dissipation mechanism is contributed by the heat equation. Even more so, if \(\kappa\) is strictly negative, then we have a competition between the two equations, as the MGT one becomes antidissipative. In this case, we will prove that if the coupling constant is very small in modulus, the two equations are almost unrelated, and the explosive character of the MGT one becomes predominant, pushing the total energy to exponential blow up. Instead, if \(|\eta|\) is sufficiently large and \(\kappa\) slightly negative, it is reasonable to expect that the dissipation provided by the Fourier component should prevail. But as \(\kappa \to -\infty\) the antidamping becomes stronger and stronger. Thus, in principle, it is hard to predict if stability can still be attained via the coupling. Nevertheless, for any value of \(\kappa\), no matter how negative, there exists a critical threshold for \(|\eta|\) beyond which exponential stability occurs, meaning that the damping mechanism of the classical heat equation is stronger than any possible structural antidamping of the MGT equation. From the mathematical viewpoint, the main difficulty lies in the fact that in \([2]\) all the estimates are obtained using the functional

\[
W = \int_{\Omega} |u_{tt} + \alpha u_t|^2 dx + \frac{\gamma}{\alpha} \int_{\Omega} |\nabla u_t + \alpha \nabla u|^2 dx + \kappa \int_{\Omega} |\nabla u_t|^2 dx + \int_{\Omega} |\theta|^2 dx,
\]

which, for \(\kappa > 0\), turns out to be equivalent to the energy, and appears in a natural way when performing the basic multiplications dictated by the phase space of the problem. Unfortunately, \(W\) becomes a pseudoenergy when \(\kappa = 0\), so that its decay provides no information on the decay of the energy itself. And \(W\) ceases to be even a pseudoenergy when \(\kappa < 0\), as it may assume negative values. Accordingly, a more refined analysis is required, via further energy-like functionals. Each of them contributes with terms with the right sign, but introducing at the same time terms playing against dissipation. A delicate balance is needed, in order to convey the whole system towards stability.
2.4. The results. We consider system (2.1), where the MGT equation lies either in the critical or in the supercritical regime. Hence, defining
\[ \mu = \gamma - \alpha \beta = -\alpha \kappa, \]
we restrict our analysis to the novel case \( \mu \geq 0 \). After proving the existence of the solution semigroup \( S(t) \) on the natural weak energy space
\[ \mathcal{H} = H^1_0(\Omega) \times H^1_0(\Omega) \times L^2(\Omega), \]
we will show that, for every value \( \mu \geq 0 \), the exponential decay of the energy takes place provided that the coupling constant \( \eta \) is sufficiently large in modulus. More precisely, there exists a structural threshold \( t > 0 \), independent of \( \eta \), such that exponential stability occurs whenever
\[ \eta^2 > t\mu. \]
This tells in particular that in the critical regime \( \mu = 0 \) we have exponential stability for \( \text{every } \eta \neq 0 \). Conversely, in the supercritical regime \( \mu > 0 \), exponentially growing trajectories always arise if \( |\eta| \) is small.

Aiming to deepen our comprehension of the phenomenon in the supercritical regime \( \mu > 0 \), a further question is to be addressed:

*How does the thermal conductivity \( \kappa \) influence the stability threshold \( t \)?*

We will see that \( t \to \infty \) when \( \kappa \to 0 \), which is highly expected: if the heat equation is weakly damped, a large coupling constant is needed in order to transfer enough dissipation to the mechanical part. Much more surprising, at first glance, is that \( t \to \infty \) when \( \kappa \to \infty \) either, as one might reckon that a stronger dissipation in the Fourier law would transmit a stronger dissipation to the whole system. If so, one should obtain the uniform decay of the energy by keeping \( \eta \) fixed, upon arbitrarily increasing \( \kappa \). On the contrary, we propose the following physical interpretation, complying with our findings: If \( \kappa \) is very large, then \( \theta \) tends to decay in a very short time, and the effect is that the mechanical part, which would blow up in absence of heat interaction, does not see the coupling, unless \( |\eta| \) is sufficiently large compared with \( \kappa \).

A further issue concerns with the decay rate in dependence of \( \eta \), once all the other quantities are fixed. What happens is that the optimal decay occurs for a certain value \( \pm \eta_* \) of the coupling constant, depending on the structural parameters, that clearly satisfies the condition \( \eta_*^2 > t\mu \), but at the same time is relatively small in modulus. So there exists the most efficient coupling in terms of energy transmission. And when \( |\eta| \to \infty \), the decay rate eventually deteriorates, becoming zero in the limit. But finding the *exact* value of the best decay rate is quite another story. Indeed, in the final Appendix we will show that, in general and in particular in our case, establishing the best exponential decay rate via energy estimates is a hopeless task.

3. Functional Setting and Notation

Let \((H, \langle \cdot, \cdot \rangle, \| \cdot \|)\) be a real Hilbert space, and let \( A : H \to H \) be a strictly positive selfadjoint operator with domain \( \mathcal{D}(A) \subset H \), where the embedding is not necessarily compact. For \( \sigma \in \mathbb{R} \), we define the hierarchy of continuously nested Hilbert spaces
\[ H^\sigma = \mathcal{D}(A^{\sigma/2}), \]
endowed with the scalar products and norms ($\sigma$ will be always omitted whenever zero)
\[ \langle u, v \rangle_\sigma = \langle A^{\sigma/2}u, A^{\sigma/2}v \rangle \quad \text{and} \quad \|u\|_\sigma = \|A^{\sigma/2}u\|. \]
For $\sigma > 0$, it is understood that $H^{-\sigma}$ denotes the completion of the domain, so that $H^{-\sigma}$ is the dual space of $H^\sigma$. The symbol $\langle \cdot, \cdot \rangle$ will also denote the duality pairing between $H^{-\sigma}$ and $H^\sigma$. We recall the Poincaré inequality
\[ \|u\|_{\sigma-1} \leq \frac{1}{\sqrt{\lambda_1}} \|u\|_\sigma, \quad \forall u \in H^\sigma, \]
where $\lambda_1 > 0$ is the minimum of the spectrum of $A$ (the first eigenvalue if the spectrum is discrete). Finally, we introduce the phase space of our problem, namely, the product Hilbert space
\[ \mathcal{H} = H^1 \times H^1 \times H \times H, \]
endowed with the norm
\[ \|(u, v, w, \theta)\|_{\mathcal{H}}^2 = \|v + \alpha u\|_1^2 + \|w + \alpha v\|_1^2 + \|v\|_1^2 + \|\theta\|^2. \]
Such a norm, which comes from the MGT structure, is well known to be equivalent to the standard product norm in $\mathcal{H}$ (see, e.g., [17]).

4. The Solution Semigroup

In greater generality, we consider the abstract problem
\[(4.1)\]
\[ \begin{align*}
    u_{ttt} + \alpha u_{tt} + \beta Au_t + \gamma Au &= \eta A\theta, \\
    \theta_t + \kappa A\theta &= -\eta Au_{tt} - \alpha \eta Au_t,
\end{align*} \]
in the MGT critical or supercritical regime, i.e., with
\[ \mu = \gamma - \alpha \beta \geq 0. \]
The system is subject to the initial conditions
\[(4.2)\]
\[ \begin{align*}
    u(0) &= u_0, \\
    u_t(0) &= v_0, \\
    u_{tt}(0) &= w_0, \\
    \theta(0) &= \theta_0,
\end{align*} \]
where $u_0 = (u_0, v_0, w_0, \theta_0) \in \mathcal{H}$ is an arbitrarily given initial datum.

Remark 4.1. For the concrete system (2.1) of the Introduction, $A$ is the Laplace-Dirichlet operator $-\Delta$ acting on the Hilbert space $H = L^2(\Omega)$, while $H^1 = H^1_0(\Omega)$.

The first result addresses the well-posedness of the problem.

Theorem 4.2. For every $u_0 \in \mathcal{H}$, problem (4.1)-(4.2) admits a unique weak solution
\[ t \mapsto u(t) = (u(t), u_t(t), u_{tt}(t), \theta(t)) \in C([0, \infty), \mathcal{H}), \]
satisfying, for every fixed $t \geq 0$, the further continuity property
\[ u_0 \mapsto u(t) \in C(\mathcal{H}, \mathcal{H}). \]
Accordingly, system (4.1) generates a strongly continuous semigroup $S(t) : H \to H$, acting by the rule
$$S(t)u_0 = u(t),$$
whose corresponding energy at time $t$, for the initial datum $u_0$, reads
$$E(t) = \frac{1}{2} \|S(t)u_0\|_H^2 = \frac{1}{2} \left[ \|u_t(t) + \alpha u(t)\|_1^2 + \|u_{tt}(t) + \alpha u_t(t)\|_1^2 + \|u_t(t)\|_1^2 + \|\theta(t)\|_1^2 \right].$$

Proof of Theorem 4.2. The conclusion follows by showing that the energy $E(t)$ of any Galerkin approximate solution is uniformly bounded on every time-interval $[0,T]$, with a bound of the form $E(0)h(T)$, for some positive increasing function $h$. Indeed, from the one side this produces the required uniform bound of the solution. From the other side, since the equation is linear, the same bound holds for the difference of two Galerkin approximants, yielding the convergence of the entire approximating sequence to its (unique) limit in the topology of $C([0,T], H)$. By the same token, the energy of the difference of two solutions satisfies the same estimate, yielding the continuous dependence.

To this end, we set
$$\alpha_m = \alpha + m,$$
where we choose $m > 0$ large enough that
$$\kappa_m = \beta - \frac{\gamma}{\alpha_m} = \frac{m\beta - \mu}{\alpha + m} > 0.$$

This trick, first devised in [17], allows to rewrite (4.1) in the form
$$\begin{cases}
u_{ttt} + \alpha_m u_{tt} + \beta Au_t + \gamma Au = \eta A\theta + mu_{tt}, \\
\theta_t + \kappa A\theta = -\eta A_{uu} - \alpha_m \eta A u_t + m \eta A u_t.
\end{cases}$$

Note that now the first equation is a subcritical MGT one, plus some lower order terms, which can be multiplied by the standard MGT multiplier $u_{tt} + \alpha_m u_t$, to get
$$\frac{d}{dt} \left[ \frac{\gamma}{\alpha_m} \|u_t + \alpha_m u\|_1^2 + \|u_{tt} + \alpha_m u_t\|_1^2 + \kappa_m \|u_t\|_1^2 \right] + 2\alpha_m \kappa_m \|u_t\|_1^2
= 2\eta \langle A\theta, u_{tt} + \alpha_m u_t \rangle + 2m \langle u_{tt}, u_{tt} + \alpha_m u_t \rangle.$$n
Multiplying instead the second equation of the new system by $\theta$, we obtain
$$\frac{d}{dt} \|\theta\|^2 + 2\kappa \|\theta\|_1^2
= -2\eta \langle A_{uu} + \alpha_m A u_t, \theta \rangle + 2m \eta \langle A u_t, \theta \rangle.$$n
Defining the energy functional
$$W_m(t) = \frac{\gamma}{\alpha_m} \|u_t(t) + \alpha_m u(t)\|_1^2 + \|u_{tt}(t) + \alpha_m u_t(t)\|_1^2 + \kappa_m \|u_t(t)\|_1^2 + \|\theta(t)\|_1^2,$$
and adding the two differential identities, we end up with
$$\frac{d}{dt} W_m + 2\alpha_m \kappa_m \|u_t\|_1^2 + 2\kappa \|\theta\|_1^2
= 2m \langle u_{tt}, u_{tt} + \alpha_m u_t \rangle + 2m \eta \langle A u_t, \theta \rangle.$$

(4.3)
Note that $W_m$ is equivalent to the original energy $E$ (and we write $W_m \sim E$), that is,

$$\frac{1}{c} E \leq W_m \leq c E,$$

for some $c > 1$. This is true because of the strict positivity of the parameter $\kappa_m$. Making use of the Young and Poincaré inequalities, along with the equivalence above, the right-hand side of (4.3) is immediately controlled by

$$2\alpha_m \kappa_m \|u_t\|_1^2 + 2\kappa \|\theta\|_1^2 + kW_m,$$

for some $k > 0$. This leads to the differential inequality

$$\frac{d}{dt} W_m \leq kW_m,$$

and a final application of the Gronwall lemma yields

$$W_m(t) \leq W_m(0)e^{kt},$$

providing the sought uniform bound. □

**Remark 4.3.** Clearly, the proof remains valid in the subcritical regime $\mu < 0$, where one can simply take $m = 0$. In which case, (4.3) actually tells that $S(t)$ is a contraction semigroup with respect to the equivalent norm in $H$ dictated by $W_0$.

Once the well-posedness result is established, the *quasienergy*

$$W(t) = \frac{\gamma}{\alpha} \|u_t(t) + \alpha u(t)\|_1^2 + \|u_{tt}(t) + \alpha u_t(t)\|_1^2 - \frac{\mu}{\alpha} \|u_t(t)\|_1^2 + \|\theta(t)\|_1^2,$$

corresponding to a solution $u(t)$, is easily seen to fulfill the equality

(4.4) \[\frac{d}{dt} W(t) + 2\kappa \|\theta(t)\|_1^2 = 2\mu \|u_t(t)\|_1^2,\]

for all sufficiently regular initial data. Indeed, $W$ is nothing but the functional $W_0$ of the previous proof, hence (4.4) is merely obtained by setting $m = 0$ in (4.3). In particular, all the terms containing the coupling constant $\eta$ disappear. The reason why we refer to $W$ as a quasienergy is that it may assume negative values when $\mu > 0$, whereas it is actually a *pseudoenergy* in the critical regime $\mu = 0$. Although $W$, contrary to what happens in the subcritical case analyzed in [2], cannot possibly be equivalent to the energy, the identity (4.4) will turn out to be crucial in order to prove the exponential stability of the semigroup.

### 5. Exponential Blow Up

In the MGT supercritical regime $\mu > 0$, we show that system (4.1) exhibits solutions whose energy blows up exponentially fast, whenever the coupling constant $\eta$ is small in modulus. We suppose for simplicity that the operator $A$ has at least one eigenvalue $\lambda > 0$. Choosing then a corresponding eigenvector $w$, we look for solutions to (4.1) of the form

$$u(t) = \phi(t) w \quad \text{and} \quad \theta(t) = \psi(t) w,$$
for some $\phi \in C^3([0, \infty))$ and $\psi \in C^1([0, \infty))$. The functions $\phi$ and $\psi$ are easily seen to fulfill the linear system of ODEs

$$\begin{align*}
\phi'''' + \alpha \phi'' + \beta \lambda \phi' + \gamma \lambda \phi - \eta \lambda \psi &= 0, \\
\psi' + \kappa \lambda \psi + \eta \lambda \phi'' + \alpha \eta \lambda \phi' &= 0.
\end{align*}$$

From the classical ODE theory [23], it is well known that the asymptotic properties of the solutions to (5.1) are completely determined by the (complex) roots of the characteristic polynomial

$$p_\eta(z) = z^4 + (\alpha + \kappa \lambda)z^3 + (\beta \lambda + \alpha \kappa \lambda + \eta^2 \lambda^2)z^2 + (\gamma \lambda + \beta \kappa \lambda^2 + \alpha \eta^2 \lambda^2)z + \gamma \kappa \lambda^2.$$

In particular, if $p_\eta$ has a root with strictly positive real part, then there are exponentially blowing up solutions. Accordingly, our claim follows from the next proposition.

**Proposition 5.1.** Let $\mu > 0$. Then, for every $\eta \in \mathbb{R}$ with $|\eta|$ small enough, $p_\eta$ possesses a complex root $z_\eta$ with $\Re z_\eta > 0$.

**Proof.** We first examine the case $\eta = 0$, corresponding to the uncoupled system, whose characteristic polynomial simplifies into

$$p_0(z) = (z + \kappa \lambda)q_0(z),$$

where

$$q_0(z) = z^3 + \alpha z^2 + \beta \lambda z + \gamma \lambda.$$

The roots of $q_0$ have been carefully analyzed in [17], where it is proved that when $\mu > 0$ there are always two complex conjugate solutions with positive real part, for every fixed $\lambda > 0$. Therefore, $p_0$ has a root $z_0$ with $\Re z_0 > 0$. At this point, we use the continuous dependence of the roots of a polynomial on its coefficients (see [11]). Indeed, it is apparent that the coefficients of the polynomial $p_\eta$ converge to those of $p_0$ as $\eta \to 0$. This implies that, for every $\varepsilon > 0$, there exists $\delta > 0$ with the following property: the polynomial $p_\eta$ has a root $z_\eta$ falling within an $\varepsilon$-neighborhood of $z_0$, provided that $|\eta| < \delta$. Choosing $\varepsilon < \Re z_0$, we are done. \[\square\]

**Remark 5.2.** The request that $A$ has at least one eigenvalue is not really necessary to prove the result, although it greatly simplifies the analysis. If $A$ has no eigenvalues, the same conclusion can be drawn by analyzing the spectrum of the generator of the semigroup $S(t)$, which leads to the study of the equation $p_\eta(z) = 0$, for values of $\lambda$ in the spectrum of $A$. In which case, the existence of a root with positive real part provides a lower bound for the growth rate of the semigroup (see [17]).

6. **EXPOENTIAL STABILITY**

We now come to the core of our work, regarding the uniform exponential decay of the solutions to (4.1). Let us first recall two definitions.

**Definition 6.1.** System (4.1), or more precisely its related semigroup $S(t)$, is said to be **exponentially stable** if

$$E(t) \leq M E(0) e^{-\omega t},$$

for some constants $\omega > 0$ and $M \geq 1$, both independent of the initial data of the problem.
Definition 6.2. The exponential decay rate of the energy $E$ is the best (in the sense of largest) $\omega > 0$ for which exponential stability holds; namely, it is the number

$$
\omega_\star = \sup \{ \omega > 0 : E(t) \leq M E(0) e^{-\omega t} \text{ for some } M \geq 1 \}.
$$

In order to state a quantitatively precise result, we define the stability threshold $t$ depending on $\kappa$, besides the other structural quantities of the problem but $\eta$, as

$$
t(\kappa) = \begin{cases} 
\frac{2\kappa}{\alpha^2} \left( 1 - \frac{\alpha}{\kappa \lambda_1} + \frac{\alpha^2}{\kappa^2 \lambda_1^2} \right) & \text{if } \kappa < \frac{\alpha}{\lambda_1}, \\
\frac{2\kappa}{\alpha^2} & \text{if } \kappa \geq \frac{\alpha}{\lambda_1}, 
\end{cases}
$$

which attains its global minimum at $\kappa = \frac{\alpha}{\lambda_1}$. Recall that $\lambda_1 > 0$ is the minimum of the spectrum of $A$.
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**Theorem 6.3.** Let $\alpha, \beta, \gamma > 0$ be fixed and such that $\mu = \gamma - \alpha \beta \geq 0$. Assume that

$$
\eta^2 > t(\kappa) \mu.
$$

Then system (4.1) is exponentially stable.

Theorem 6.3 tells that in the critical regime $\mu = 0$ we have exponential stability for every $\eta \neq 0$. On the other hand, in the supercritical regime $\mu > 0$, the exponential decay of the energy depends on the interplay between the coupling constant $\eta$ and the Fourier coefficient $\kappa$. Observe also that at the global minimum we have

$$
t(\frac{\alpha}{\lambda_1}) = \frac{2}{\alpha \lambda_1}.
$$

Thus the value $\kappa = \frac{\alpha}{\lambda_1}$ is “optimal”, being the one requiring the weakest coupling to drive the system to stability. For such a $\kappa$ condition (6.3) reads

$$
\eta^2 > \frac{2 \mu}{\alpha \lambda_1}.
$$

The proof, carried out in the next section, requires several steps.

7. **Proof of Theorem 6.3**

As customary, we will work with sufficiently regular solutions, which stand the forthcoming calculations. The final conclusions follow by density.
7.1. **Auxiliary functionals.** We introduce the auxiliary functionals

\[ F(t) = \eta \langle \theta(t), u_t(t) \rangle + \frac{\eta^2}{2} \| u_t(t) \|_1^2 + \frac{1}{2} \| \theta(t) \|_2^2, \]

\[ G(t) = -\langle u_t(t) - \alpha u(t), u_{tt}(t) + \alpha u_t(t) \rangle. \]

**Lemma 7.1.** The following inequality holds:

\[ \frac{d}{dt} F + \frac{\alpha \eta^2}{2} \| u_t(t) \|_1^2 \leq \kappa \| \theta(t) \|_1^2 + \left( \frac{\alpha}{\lambda_1} - \kappa \right) \| \theta(t) \|_2^2. \]

**Proof.** Via direct computations,

\[ \frac{d}{dt} F + \frac{\alpha \eta^2}{2} \| u_t(t) \|_1^2 = -\kappa \eta \langle \theta, u_t \rangle_1 - \kappa \| \theta \|_2^2 - \alpha \eta \langle \theta, u_t \rangle_1. \]

Using the Young and Poincaré inequalities, we estimate the terms in the right-hand side as

\[ -\alpha \eta \langle \theta, u_t \rangle \leq \frac{\alpha}{\lambda_1} \| \theta \|_2^2 + \frac{\alpha \eta^2}{4} \| u_t \|_1^2, \]

and

\[ -\kappa \eta \langle \theta, u_t \rangle_1 \leq \frac{\kappa^2}{\alpha} \| \theta \|_2^2 + \frac{\alpha \eta^2}{4} \| u_t \|_1^2. \]

This will do. \( \square \)

**Remark 7.2.** In the Young inequalities above we used the weights \((1/2, 1/2)\). One might argue that the more general weights \((\nu/2, 1/2\nu)\) should be used instead, looking eventually for \(\nu > 0\) producing the best estimate. However, doing so, one would realize *a posteriori* that the optimal value is indeed \(\nu = 1/2\).

**Lemma 7.3.** The following inequality holds:

\[ \frac{d}{dt} G + \frac{\gamma}{2\alpha} \| u_t + \alpha u \|_1^2 + \frac{1}{2} \| u_{tt} + \alpha u_t \|_1^2 \leq \ell \| u_t \|_1^2 + \eta \langle \theta, u_t + \alpha u_t \rangle_1 - 2\eta \langle \theta, u_t \rangle_1, \]

where \( \ell = \frac{4\gamma^2 + \mu^2}{2\alpha \gamma} + \frac{2\alpha^2}{\lambda_1}. \)

**Proof.** Via direct computations,

\[ \frac{d}{dt} G + \frac{\gamma}{\alpha} \| u_t + \alpha u \|_1^2 + \| u_{tt} + \alpha u_t \|_1^2 \]

\[ = \frac{2\gamma + \mu}{\alpha} \langle u_t, u_t + \alpha u \rangle_1 + \eta \langle \theta, u_t + \alpha u_t \rangle_1 \]

\[ - 2\eta \langle \theta, u_t \rangle_1 - \frac{2\mu}{\alpha} \| u_t \|_1^2 + 2\alpha \langle u_t, u_{tt} + \alpha u_t \rangle. \]

By the Young inequality,

\[ \frac{2\gamma + \mu}{\alpha} \langle u_t, u_t + \alpha u \rangle_1 \leq \frac{\gamma}{2\alpha} \| u_t + \alpha u \|_1^2 + \frac{(2\gamma + \mu)^2}{2\alpha^2} \| u_t \|_1^2, \]

\[ 2\alpha \langle u_t, u_{tt} + \alpha u_t \rangle \leq \frac{1}{2} \| u_{tt} + \alpha u_t \|_1^2 + \frac{2\alpha^2}{\lambda_1} \| u_t \|_1^2, \]

yielding the claim. \( \square \)
We are now ready to define our energy functional
\[ L(t) = W(t) + \rho F(t) + \varepsilon^2 G(t), \]
for some \( \rho > 0 \) and \( \varepsilon > 0 \) to be chosen later. Combining Lemma 7.1 and Lemma 7.3 together with (4.4), we get
\[
\frac{d}{dt} L + \varepsilon^2 \frac{\gamma + \alpha u}{2} \| u_t + \alpha u \|_1^2 + \varepsilon^2 \frac{\rho F}{2} \| u_t + \alpha u \|_1^2 \\
+ \left( \frac{\rho \alpha \eta^2}{2} - 2\mu - \varepsilon^2 \ell \right) \| u_t \|_1^2 + \rho \left( \kappa - \frac{\alpha}{\lambda_1} \right) \| \theta \|_1^2 + \left( 2\kappa - \frac{\rho \kappa^2}{\alpha} \right) \| \theta \|_1^2 \\
\leq \varepsilon^2 \eta \langle \theta, u_t + \alpha u \rangle_1 - 2\varepsilon^2 \eta \langle \theta, u_t \rangle_1.
\]
We control the right-hand side as
\[
\varepsilon^2 \eta \langle \theta, u_t + \alpha u \rangle_1 \leq \frac{\varepsilon \eta}{2} \| \theta \|_1^2 + \frac{\varepsilon^3 \eta}{2} \| u_t + \alpha u \|_1^2, \\
-2\varepsilon^2 \eta \langle \theta, u_t \rangle_1 \leq \varepsilon \eta \| \theta \|_1^2 + \varepsilon^3 \eta \| u_t \|_1^2.
\]
Hence, we end up with
\[
(7.1) \quad \frac{d}{dt} L + \frac{\varepsilon^2}{2} \left( \frac{\gamma}{\alpha} - \varepsilon \eta \right) \| u_t + \alpha u \|_1^2 + \frac{\varepsilon^2}{2} \| u_t + \alpha u \|_1^2 \\
+ \left( \frac{\rho \alpha \eta^2}{2} - 2\mu - \varepsilon^2 \ell - \varepsilon^3 \eta \right) \| u_t \|_1^2 \\
+ \rho \left( \kappa - \frac{\alpha}{\lambda_1} \right) \| \theta \|_1^2 + \left( 2\kappa - \frac{\rho \kappa^2}{\alpha} - \frac{3\varepsilon \eta}{2} \right) \| \theta \|_1^2 \leq 0.
\]
At this point, we show that we can choose \( \rho \) and \( \varepsilon \) in such a way to obtain a satisfactory differential inequality. Here, assumption (6.3) plays a crucial role.

**Lemma 7.4.** Let (6.3) hold. Then, there exists \( \rho > 0 \) with the following property: for every \( \varepsilon > 0 \) sufficiently small, there is \( \omega = \omega(\varepsilon) > 0 \) such that
\[
\frac{d}{dt} L + \omega E \leq 0.
\]

**Proof.** Recalling the definition of \( t(\kappa) \) given in (6.2), we fix the value of \( \rho > 0 \) to be
\[
(7.2) \quad \rho = \frac{4(\mu + \kappa)}{\alpha \eta^2 + \alpha \kappa t(\kappa)},
\]
and we set
\[
\sigma = \frac{2\kappa(\eta^2 - t(\kappa)\mu)}{\eta^2 + \kappa t(\kappa)}.
\]
Observe that (6.3) ensures that \( \sigma > 0 \). It is convenient to consider two cases.

(i) If \( \kappa \leq \alpha/\lambda_1 \) the coefficient of \( \| \theta \|_1^2 \) in (7.1) is negative. So, we apply the Poincaré inequality to get
\[
\rho \left( \kappa - \frac{\alpha}{\lambda_1} \right) \| \theta \|_1^2 + \left( 2\kappa - \frac{\rho \kappa^2}{\alpha} - \frac{3\varepsilon \eta}{2} \right) \| \theta \|_1^2 \geq \left( 2\kappa - \frac{\rho \kappa^2}{\alpha} + \frac{\rho \kappa}{\lambda_1} - \frac{\rho \alpha}{\lambda_1^2} - \frac{3\varepsilon \eta}{2} \right) \| \theta \|_1^2.
\]
By the choice of \( \rho \) and the definition of \( \sigma \), we see that

\[
\frac{\rho \alpha \eta^2}{2} - 2\mu = 2\kappa - \frac{\rho \kappa^2}{\alpha} + \frac{\rho \kappa}{\lambda_1} - \frac{\rho \alpha}{\lambda_1^2} = \sigma.
\]

Accordingly, (7.1) becomes

\[
\frac{d}{dt} L + \varepsilon^2 \left( \frac{\gamma}{\alpha} - \varepsilon \eta \right) \| u_t + \alpha u \|_1^2 + \frac{\varepsilon^2}{2} \| u_{tt} + \alpha u_t \|_1^2 + \frac{1}{2} \| u_t \|_1 - (\sigma - \varepsilon^2 \ell - \varepsilon^3 \eta) \| u_t \|_1 + \frac{1}{2} (2\sigma - 3\varepsilon \eta) \| \theta \|_1^2 \leq 0.
\]

It is then apparent that when \( \varepsilon \) is sufficiently small, all the coefficients become positive. Hence, calling

\[
\omega = \min \left\{ \varepsilon^2 \left( \frac{\gamma}{\alpha} - \varepsilon \eta \right), \varepsilon^2, 2(\sigma - \varepsilon^2 \ell - \varepsilon^3 \eta), \lambda_1(2\sigma - 3\varepsilon \eta) \right\},
\]

and making a further use of the Poincaré inequality, we arrive at the desired conclusion.

(ii) If \( \kappa > \alpha/\lambda_1 \) the coefficient of \( \| \theta \|_1^2 \) in (7.1) is positive and can be neglected. With \( \rho \) and \( \sigma \) as above, we now have

\[
\frac{\rho \alpha \eta^2}{2} - 2\mu = 2\kappa - \frac{\rho \kappa^2}{\alpha} = \sigma.
\]

So we end up with (7.3), and we conclude exactly as in the previous step.

\[\square\]

7.2. Equivalence of the energy. The next step is showing that the functional \( L \) is actually equivalent to the energy \( E \).

**Lemma 7.5.** Assume that

\[
\eta^2 > \frac{\mu}{\alpha \lambda_1} \quad \text{and} \quad \rho > \frac{2\mu \lambda_1}{\alpha \eta^2 \lambda_1 - \mu}.
\]

Then, there exists \( c > 1 \) such that

\[
\frac{1}{c} E \leq L \leq c E,
\]

for every \( \varepsilon > 0 \) small.

**Proof.** Throughout this proof, \( c > 1 \) will denote a generic constant, depending only on \( \rho \) and the structural parameters of the problem. The inequality

\[
L \leq c E
\]

is a straightforward consequence of the Young and Poincaré inequalities (recall that \( \varepsilon \) is small). By the same token, it is also clear that

\[
|G| \leq c E.
\]

Therefore, we are left to prove the remaining inequality

\[
\frac{1}{c} E \leq W + \rho F.
\]
Since
\[ W + \rho F = \|u_t + \alpha u_t\|^2 + \frac{\gamma}{\alpha} \|u_t + \alpha u\|^2 + \left(\frac{\rho \eta^2}{2} - \frac{\mu}{\alpha}\right) \|u_t\|^2 + \rho \eta \langle \theta, u_t \rangle + \|\theta\|^2 + \frac{\rho}{2} \|\theta\|^2_1, \]
we only need to show that
\[
\left(\frac{\rho \eta^2}{2} - \frac{\mu}{\alpha}\right) \|u_t\|^2_1 + \rho \eta \langle \theta, u_t \rangle + \|\theta\|^2 + \frac{\rho}{2} \|\theta\|^2_1 \geq c \left[\|u_t\|^2_1 + \|\theta\|^2\right].
\]
Indeed,
\[
\langle \theta, u_t \rangle \geq -\eta \nu \frac{\eta}{2} \|u_t\|^2_1 - \frac{1}{2\nu \eta} \|\theta\|^2_1,
\]
for every \(\nu \in (0, 1)\). Therefore,
\[
\left(\frac{\rho \eta^2}{2} - \frac{\mu}{\alpha}\right) \|u_t\|^2_1 + \rho \eta \langle \theta, u_t \rangle + \|\theta\|^2 + \frac{\rho}{2} \|\theta\|^2_1 \\
\geq \left(\frac{\rho \eta^2}{2}(1 - \nu) - \frac{\mu}{\alpha}\right) \|u_t\|^2_1 + \|\theta\|^2 - \frac{\rho}{2\nu} (1 - \nu) \|\theta\|^2_1 \\
\geq \left(\frac{\rho \eta^2}{2}(1 - \nu) - \frac{\mu}{\alpha}\right) \|u_t\|^2_1 + \left(1 - \frac{\rho}{2\nu \lambda_1} (1 - \nu)\right) \|\theta\|^2.
\]
The conclusion follows if we find \(\nu \in (0, 1)\) for which the two coefficients in the right-hand side are positive, which amounts to requiring, besides \(\nu > 0\),
\[
1 - \frac{2\lambda_1}{2\lambda_1 + \rho} < \nu < 1 - \frac{2\mu}{\rho \alpha \eta^2}.
\]
This is possible since
\[
\frac{\mu}{\rho \alpha \eta^2} < \frac{\lambda_1}{2\lambda_1 + \rho} < \frac{1}{2},
\]
and the first inequality is nothing but (7.5). \(\square\)

7.3. **Conclusion of the proof.** We choose \(\rho\) as in (7.2), so that Lemma 7.4 applies. Besides, we know from (6.3) that
\[
\rho > \frac{4\mu}{\alpha \eta^2},
\]
and
\[
\eta^2 > \min_{\kappa > 0} t(\kappa) \mu = \frac{2\mu}{\lambda_1 \alpha}.
\]
Combining the two inequalities, we obtain
\[
\rho (\alpha \eta^2 \lambda_1 - \mu) > 4\mu \lambda_1 - \frac{4\mu^2}{\alpha \eta^2} \geq 2\mu \lambda_1,
\]
meaning that (7.5) holds true. Therefore, Lemma 7.5 applies as well. Accordingly, fixing \(\varepsilon > 0\) small enough, and redefining \(\omega\) up to the multiplicative constant \(c\), we are led to
\[
\frac{d}{dt} L + \omega L \leq 0.
\]
The Gronwall lemma then gives
\[
L(t) \leq L(0) e^{-\omega t}.
\]
Since $L \sim E$, we finally arrive at the sought energy inequality (6.1): □

8. Optimal Decay Rate

Once the exponential stability of the system is established, another relevant issue concerns with the exponential decay rate $\omega_*$ of the energy $E$, introduced in Definition 6.2. Indeed, one might want to look for the value of $\eta$ that maximizes $\omega_*$, once all the other parameters are fixed. We already knew from Section 5 that when $\eta \to 0$ exponential stability is lost. Let us see what happens when $|\eta| \to \infty$, where exponential stability certainly occurs in view of Theorem 6.3.

**Proposition 8.1.** Let $\alpha, \beta, \gamma, \kappa$ be fixed. Then the exponential decay rate of the energy goes to zero as $|\eta| \to \infty$.

**Proof.** As in Proposition 5.1, we assume that $A$ has at least one eigenvalue $\lambda > 0$, but again this simplifying assumption is not really necessary. Looking for single-mode solutions to (4.1), we boil down once more to system (5.1). Accordingly, all we need to show is that the characteristic polynomial $p_\eta$ of Section 5 has at least a root whose real part tends to zero as $|\eta| \to \infty$. Note that

$$p_\eta(0) = \gamma \kappa \lambda^2 > 0.$$  

Besides, choosing

$$\varepsilon_\eta = \frac{\gamma \kappa \lambda^2 + 1}{\alpha \lambda^2} \frac{1}{\eta^2},$$

it is readily seen that

$$\lim_{|\eta| \to \infty} p_\eta(-\varepsilon_\eta) = -1.$$  

Thus, for $|\eta|$ large enough, $p_\eta(-\varepsilon_\eta)$ becomes negative, implying that $p_\eta$ has a (negative) real root $-x_\eta \in (-\varepsilon_\eta, 0)$, where $\varepsilon_\eta \to 0$. This means that the exponential decay rate is less than or equal to $2x_\eta \to 0$. □

**Remark 8.2.** We should observe that the conclusions of Proposition 8.1 hold no matter if $\mu$ is positive or not. Thus, when $|\eta| \to \infty$ the decay rate of the energy deteriorates also in the subcritical case $\mu < 0$ studied in [2].

Accordingly, the exponential decay rate, which is easily seen to be continuous in $\eta$, attains its maximum when $\eta = \pm \eta_*$, for some $\eta_* > 0$, being clear that the picture depends only on the modulus of $\eta$. This complies with our calculations: when $\alpha, \beta, \gamma, \kappa$ are fixed, the best decay rate $\omega_b = \omega_b(\eta)$ predicted by Theorem 6.3 is obtained, up to a multiplicative constant, by maximizing (7.4) with respect to $\varepsilon > 0$. In turn, the function $\eta \mapsto \omega_b(\eta)$ reaches its maximum for some $\eta = \pm \eta_b$, with

$$\sqrt{t(\kappa)} \mu < \eta_b < \infty,$$

although it is not easy at all to compute such an $\eta_b$ explicitly. Nevertheless, this does not solve the problem of finding the actual value $\omega_*$ of the exponential decay rate (for any fixed $\eta$ large enough). First, because our estimates provide only sufficient conditions. But, more importantly, because it is generally impossible to establish the exponential decay rate of a linear system via energy estimates. This fact will be discussed in detail in the final Appendix.
Actually, there is a last interesting question to be addressed, namely, to see what happens in the limit situations when the thermal conductivity $\kappa$ becomes either very small or very large. More precisely, for fixed $\alpha, \beta, \gamma$, let us consider the exponential decay rate
\[
\omega_* = \omega_*(\kappa, \eta).
\]
This function is defined for every $\kappa > 0$ and every $\eta$ with $|\eta|$ large enough. Then, for every $\kappa > 0$, we set
\[
\omega_\kappa = \max_\eta \omega_*(\kappa, \eta).
\]
In other words, $\omega_\kappa$ is the best possible decay rate for a fixed $\kappa$, which is obtained by suitably modulating the coupling constant $\eta$. It is reasonable to expect that $\omega_\kappa \to 0$ as $\kappa \to 0$. This is indeed true, but not so impressive from the physical viewpoint (and we omit the proof). On the contrary, it would seem reasonable to bet on $\omega_\kappa \to \infty$ as $\kappa \to \infty$.

The next proposition tells that you would lose.

**Proposition 8.3.** Let $\alpha, \beta, \gamma$ be fixed. Then there exists $\xi = \xi(\alpha, \beta, \gamma) > 0$ such that
\[
\limsup_{\kappa \to \infty} \omega_\kappa \leq 2\xi.
\]

**Proof.** We parallel the proof of Proposition 8.1, considering the characteristic polynomial of Section 5, that here we simply call $p$, which fulfills $p(0) = \gamma \kappa \lambda^2 > 0$. We will establish the claim by showing that there exists $0 < \zeta \leq \xi$ such that
\[
p(-\zeta) < 0,
\]
for every $\kappa$ large enough. This means that $p$ has a real root in $(-\xi, 0)$, implying that $\omega_\kappa \leq 2\xi$. To this aim, we introduce the positive number (as $\mu \geq 0$)
\[
\rho = \frac{\alpha^2 \lambda}{\alpha^3 - 4\alpha \beta \lambda + 8\gamma \lambda},
\]
and we call $\xi$ the unique real solution to the equation
\[
-\xi^3 + \left(\alpha + \frac{\lambda}{\rho}\right)\xi^2 + \gamma \lambda = 0.
\]
It is straightforward to check that $\xi > \alpha$. Then, we split $p$ into the sum
\[
p(z) = f(z) + g(z),
\]
where
\[
f(z) = \kappa \lambda z^3 + (\alpha \kappa \lambda + \eta^2 \lambda^2)z^2 + (\beta \kappa \lambda^2 + \alpha \eta^2 \lambda^2)z + \gamma \kappa \lambda^2,
\]
\[
g(z) = z^4 + \alpha z^3 + \beta \lambda z^2 + \gamma \lambda z.
\]
Note that $g$ is independent of $\kappa$ and $\eta$. If $\kappa/\eta^2 \leq \rho$, we set $\zeta = \alpha/2$ to obtain
\[
f(-\zeta) = \frac{\alpha^2 \lambda^2 \eta^2}{8} \left(-2 + \frac{\kappa}{\eta^2 \rho}\right) \leq \frac{-\alpha^2 \lambda^2 \eta^2}{8} \leq -\frac{\alpha^2 \lambda^2 \kappa}{8 \rho}.
\]
Instead, if $\kappa/\eta^2 > \rho$, we set $\zeta = \xi$ and, from the very definition of $\xi$, we get
\[
f(-\zeta) = -\kappa \lambda^2 \left(\beta \xi + \frac{\kappa - \rho \eta^2}{r \kappa} \xi^2 + \frac{\alpha \eta^2}{\kappa} \xi \right) \leq -\beta \xi \lambda^2 \kappa.
\]
In both cases, we conclude that \( p(-\zeta) = f(-\zeta) + g(-\zeta) \to -\infty \) as \( \kappa \to \infty \). □

**Remark 8.4.** Actually, the same is true also in the subcritical regime \( \mu < 0 \). Just note that \( p(-\alpha) = \lambda \mu (\kappa \lambda - \alpha) \to -\infty \) as \( \kappa \to \infty \).

### 9. Comparison with Numerical Results

The aim of this section is to verify to what extent our theoretical findings are consistent with the numerical simulations. This is of some importance, since our main Theorem 6.3 establishes only sufficient conditions on the exponential decay. As a model, we consider the one-dimensional version of (4.1), i.e., where the underlying Hilbert space \( H \) is simply \( \mathbb{R} \) and \( A = 1 \), implying in turn \( \lambda_1 = 1 \). As far as the MGT parameters are concerned, we take

\[
\alpha = 2, \quad \beta = 1, \quad \gamma = 3,
\]

meaning that we sit in the supercritical regime with \( \mu = 1 \). But, in fact, nothing really changes in the forthcoming analysis by selecting different parameters complying with \( \mu > 0 \). Accordingly, our system reads

\[
\begin{align*}
\left\{ \begin{array}{l}
u''' + 2u'' + u' + 3u = \eta \theta, \\
\theta' + \kappa \theta = -\eta u'' - 2\eta u',
\end{array} \right.
\]

where the prime stands time-derivative, and whose characteristic polynomial is

\[
p(z) = z^4 + (2 + \kappa)z^3 + (1 + 2\kappa + \eta^2)z^2 + (3 + \kappa + 2\eta^2)z + 3\kappa.
\]

#### 9.1. The stability threshold.

The first task is comparing the theoretical stability threshold \( t(\kappa) \) provided by (6.2) with the actual stability threshold \( t_*(\kappa) \), which certainly exists in the light of Proposition 5.1. With the aid of Mathematica™ we compute \( t_*(\kappa) \) as

\[
t_*(\kappa) = \sup \{ \eta^2 : p \text{ has a root with positive real part} \},
\]

and we compare the two thresholds in the following figure.

![Theoretical t(\kappa) (blue) vs actual t_*(\kappa) computed numerically (red).](image)

As expected, \( t(\kappa) > t_*(\kappa) \) for every \( \kappa \). Nonetheless, both functions have a linear growth for \( \kappa \) large, and they also exhibit the same behavior when \( \kappa \to 0 \). This is quite clear from the graph of the ratio \( t/t_* \).
Remark 9.1. Note that $t(\kappa)$ does not really depend on the particular operator $A$, but only on the minimum $\lambda_1$ of its spectrum. However, we might add that, in the one-dimensional case, our theoretical results are in fact better and closer to the numerical simulations, since in the estimates (precisely those of Lemma 7.4) we can lean on the fact that the 0-norm and the 1-norm coincide. Indeed, we actually have

$$t(\kappa) = \frac{2\kappa}{\alpha^2} \left( 1 - \frac{\alpha}{\kappa \lambda_1} + \frac{\alpha^2}{\kappa^2 \lambda_1^2} \right), \quad \forall \kappa > 0.$$ 

9.2. Optimal decay. As already mentioned, the value $\omega_b$ found in Theorem 6.3 is certainly worse than the actual decay rate $\omega_\star$, the latter being easily computed from the roots of $p$. Nonetheless, their shapes as functions of $\eta$ are similar, and the maximum points are pretty close. We perform the numerical analysis for $\kappa = 2$, and we recall that, up to a multiplicative constant, $\omega_b$ is computed by means of (7.4), which for this particular choice of the parameters reads

$$\omega = \omega(\eta) = \min \left\{ \varepsilon^2 \left( \frac{3}{2} - \varepsilon \eta \right), \varepsilon^2, 2\sigma - \frac{133}{6} \varepsilon^2 - 2\varepsilon^3 \eta, 2\sigma - 3\varepsilon \eta \right\}.$$ 

Accordingly,

$$\omega_b = \omega_b(\eta) = \sup_{\varepsilon > 0} \omega(\eta).$$

Note that $\eta_b \approx 1.86$ whereas $\eta_\star \approx 2.15$. 

![Figure 3: Ratio $t(\kappa)/t_\star(\kappa)$ for $\kappa < 5$.](image1)

![Figure 4: Theoretical decay rate $\omega_b(\eta)$ (left) vs actual decay rate $\omega_\star(\eta)$ (right) for $\eta < 10$.](image2)
Appendix:
Exponential Decay Rate and Energy Estimates

In general, for a given linear differential system, it is impossible to attain the exponential decay rate (in the sense of Definition 6.2) via energy estimates, except in the trivial situation where the energy inequality (6.1) holds for $M = 1$. To show this fact, we look at the simplest possible example, namely, the semigroup generated by the second-order differential equation

$$x'' + x' + x = 0,$$

modeling the position $x = x(t) \in \mathbb{R}$ of an oscillator subject to dynamical friction. Setting $y = x'$, the total energy of (A.1), which is the sum of the elastic potential and the kinetic energies, reads

$$e = \frac{1}{2} [x^2 + y^2].$$

The exponential decay rate of $e$ is completely determined by the complex roots of the characteristic polynomial

$$p(\lambda) = \lambda^2 + \lambda + 1.$$

Since the (conjugate) roots have both real part equal to $-1/2$, we deduce the exponential decay rate $\omega_\star = 1$. Let us see now what happens if we try to attain the exponential decay via energy estimates. For the case under investigation, one multiplies equation (A.1) by $y + \varepsilon x$, for $\varepsilon \in (0, 1)$. Incidentally, such a multiplier is the classical one used in the asymptotic analysis of hyperbolic ODEs and PDEs. Then, straightforward computations entail the differential identity

$$\frac{d}{dt} g + f = 0,$$

having set

$$g = (1 + \varepsilon) x^2 + y^2 + 2\varepsilon xy \quad \text{and} \quad f = 2\varepsilon x^2 + 2(1 - \varepsilon) y^2.$$

Both $g$ and $f$ are equivalent to the energy $e$, due to the fact that $\varepsilon \in (0, 1)$. At this point, the (only possible) strategy is showing that

$$\omega g \leq f,$$

for some $\omega > 0$. In which case, one infers from (A.2) the differential inequality

$$\frac{d}{dt} g + \omega g \leq 0,$$

and an application of the Gronwall lemma yields

$$g(t) \leq g(0) e^{-\omega t}.$$

From the equivalence $g \sim e$, we conclude that $e$ decays at an exponential rate $\omega$ as well. In fact, we are looking for the best possible $\omega$ that can be obtained by means of this procedure, which coincides with the largest $\omega$ such that (A.3) holds or, equivalently, with the largest $\omega$ such that the inequality

$$(2\varepsilon - \omega - \omega\varepsilon)t^2 - 2\omega\varepsilon t + 2 - 2\varepsilon - \omega \geq 0$$

holds.
is verified for all $t \in \mathbb{R}$. This translates into the conditions

$$
\begin{cases}
2\varepsilon - \omega - \omega \varepsilon > 0, \\
(2\omega \varepsilon)^2 - 4(2\varepsilon - \omega - \omega \varepsilon)(2 - 2\varepsilon - \omega) \leq 0.
\end{cases}
$$

(A.4)

We have fallen into a simple optimization problem in two variables: maximize the function

$$
F(\varepsilon, \omega) = \omega
$$
on the admissible region

$$
\mathcal{A} = \{ (\varepsilon, \omega) \in (0, 1) \times (0, 1] \text{ such that (A.4) holds} \}.
$$

The maximum of the (linear) extension of $F$ on the closure of $\mathcal{A}$ is attained on the boundary. Since equality in the first constraint of (A.4) leads to a minimum, $F$ assumes its maximum when equality holds in the second constraint, yielding

$$
\omega = 1 - \sqrt{\frac{1 - 3\varepsilon + 3\varepsilon^2}{1 + \varepsilon - \varepsilon^2}}.
$$

By elementary computations, the latter quantity is maximized when $\varepsilon = 1/2$, where $\omega = \omega_b$ with

$$
\omega_b = 1 - \sqrt{\frac{5}{5}}.
$$

Since the pair $(1/2, \omega_b) \in \mathcal{A}$, the problem is solved. Summarizing, the best possible decay obtained through this method is exactly $\omega_b \approx 0.55$, with a sizable gap compared to the actual decay rate $\omega^* = 1$.

**Remark A.1.** As we mentioned above, for a linear semigroup $S(t)$ acting on a Hilbert space $\mathcal{H}$, the exponential decay rate is attained via energy estimates when (6.1) is satisfied with $M = 1$. This occurs if and only the inequality

$$
\langle Au, u \rangle_{\mathcal{H}} \leq -\frac{\omega}{2} \|u\|^2_{\mathcal{H}}
$$

holds true for all vectors $u$ in the domain of $A$, being $A$ the infinitesimal generator of $S(t)$. Certainly this is not the case for the system (4.1) of this paper, and not even for the much simpler equation (A.1). It is however true for the semigroup generated by the linear parabolic equation

$$
u_t + Au = 0,$$

with $A$ as in Section 3.
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