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Abstract
The fractional arboricity of a digraph \(D\), denoted by \(\gamma(D)\), is defined as \(\gamma(D) = \max_{H \subseteq D, |V(H)| > 1} \frac{|A(H)|}{|V(H)| - 1}\). Frank proved that a digraph \(D\) decomposes into \(k\) branchings, if and only if \(\Delta(D) \leq k\) and \(\gamma(D) \leq k\). In this paper, we study digraph analogues for the Nine Dragon Tree Conjecture. We conjecture that, for positive integers \(k\) and \(d\), if \(D\) is a digraph with \(\gamma(D) + \frac{d - k}{d + 1}\) and \(\Delta(D) \leq k + 1\), then \(D\) decomposes into \(k + 1\) branchings \(B_1, \ldots, B_k, B_{k+1}\) with \(\Delta'(B_{k+1}) \leq d\). This conjecture, if true, is a refinement of Frank’s characterization. A series of acyclic bipartite digraphs is also presented to show the bound of \(\gamma(D)\) given in the conjecture is best possible. We prove our conjecture for the cases \(d \leq k\). As more evidence to support our conjecture, we prove that if \(D\) is a digraph with the maximum average degree \(\text{mad}(D) \leq 2k + \frac{2(d - k)}{d + 1}\) and \(\Delta(D) \leq k + 1\), then \(D\) decomposes into \(k + 1\) pseudo-branchings \(C_1, \ldots, C_k, C_{k+1}\) with \(\Delta'(C_{k+1}) \leq d\).
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1 | INTRODUCTION

In this paper, we consider graphs or digraphs which may have multiple edges or arcs but no loops. For a graph $G$, a decomposition of $G$ consists of edge-disjoint subgraphs with union $G$; a decomposition of a digraph $D$ is defined similarly. The arboricity of $G$ is the minimum number of forests needed to decompose it. The fractional arboricity of $G$ is defined as

$$\gamma(G) := \max_{H \subseteq G, |V(H)| > 1} \frac{|E(H)|}{|V(H)| - 1}.$$ 

This notion was introduced by Payan [13]; see also [1, 6]. For a digraph $D$, the fractional arboricity of $D$ is defined to be the fractional arboricity of its underlying graph, written as $\gamma(D)$. The celebrated Nash-Williams’ Theorem states a necessary and sufficient condition for the arboricity of $G$ to be at most $k$.

**Theorem 1.1** (Nash-Williams’ Theorem, [12]). A graph $G$ can be decomposed into $k$ forests if and only if $\gamma(G) \leq k$.

When $k < \gamma(G) < k + 1$, by Theorem 1.1, $G$ decomposes into $k + 1$ forests. However, when $\gamma(G) = k + \epsilon$ is closer to $k$ than to $k + 1$, then not only does $G$ decompose into $k + 1$ forests, but one of the forests can be small (Refer [3, corollary 3.7] for this). Montassier et al. [11] gave two definitions of this special forest, called $\epsilon$-forest: (i) a forest whose maximum degree is bounded by a function of $\epsilon$, (ii) a forest consisting of small subtrees, that is, subtrees whose sizes are bounded by a function of $\epsilon$. Based on the two different definitions, they proposed the Nine Dragon Tree (NDT) Conjecture and Strong NDT Conjecture. A graph is $d$-bounded if its maximum degree is at most $d$.

**Conjecture 1.2** (The NDT Conjecture, [11]). For nonnegative integers $k$ and $d$, if $G$ is a graph with $\gamma(G) \leq k + \frac{d}{k+d+1}$, then $G$ decomposes into $k + 1$ forests with one being $d$-bounded.

**Conjecture 1.3** (The Strong NDT Conjecture, [11]). For nonnegative integers $k$ and $d$, if $G$ is a graph with $\gamma(G) \leq k + \frac{d}{k+d+1}$, then $G$ decomposes into $k + 1$ forests, with one of them consisting of subtrees of sizes at most $d$.

In [11], Montassier et al. proved the fractional arboricity bound is sharp and the NDT Conjecture holds when $(k, d) = (1, 1)$ or $(1, 2)$. Many partial results [2, 10, 14] on the NDT Conjecture came until Jiang and Yang [9] proved it. The strong NDT Conjecture is only proved for cases $(k, d) = (1, 2)$ [10] and $d = 1$ [14].

**Theorem 1.4** (The NDT Theorem, [9]). The NDT Conjecture is true.

This paper will study some directed versions of Conjectures 1.2 and 1.3. We shall use the concepts of “arborescence” and “branching”, which are well studied in digraphs, and are the directed versions of “tree” and “forest”.


Let \( D = (V, A) \) be a digraph. A subdigraph of \( D \) is spanning if its vertex set is \( V \). A subdigraph \( F \) (it may not be spanning) of \( D \) is an \( r \)-arborescence if its underlying graph is a tree, \( r \in V(D) \) and for any \( u \in V(F) \), there is exactly one directed path in \( F \) from \( r \) to \( u \). We say that the vertex \( r \) is the root of the arborescence \( F \).

A branching \( B \) in \( D \) is a spanning subdigraph each component of which is an arborescence, and the root set \( R(B) \) of \( B \) consists of all roots of its components. Frank [5] characterized a digraph which decomposes into \( k \) branchings.

For \( v \in V(D) \), let \( \partial_D^+(v) \) denote the set of arcs in \( D \) with \( v \) as their head, \( \partial_D^-(v) \) denote the set of arcs in \( D \) with \( v \) as their tail, \( d_D^+(v) := |\partial_D^+(v)| \) and \( d_D^-(v) := |\partial_D^-(v)| \). \( \Delta^+(D) := \max_{v \in V} d_D^+(v) \), and \( \Delta^-(D) := \max_{v \in V} d_D^-(v) \).

**Theorem 1.5** (Frank [5]). A digraph \( D \) decomposes into \( k \) branchings if and only if \( \Delta^+(D) \leq k \) and \( \gamma(D) \leq k \).

Analogous to the NDT Conjecture 1.2, we propose the following conjecture as its corresponding directed version.

**Conjecture 1.6.** For positive integers \( k \) and \( d \), if \( D \) is a digraph with \( \gamma(D) \leq k + \frac{d-k}{d+1} \) and \( \Delta^-(D) \leq k + 1 \), then \( D \) decomposes into \( k + 1 \) branchings \( B_1, ..., B_k, B_{k+1} \) with \( \Delta^+(B_{k+1}) \leq d \).

In Section 2, we shall prove Conjecture 1.6 for cases \( d \leq k \). Note that in Conjecture 1.6, the condition of \( \Delta^+(D) \leq k + 1 \) is necessary: if \( D \) decomposes into \( k + 1 \) branchings \( B_1, ..., B_{k+1} \), then \( \Delta(B_i) \leq 1 \) for \( 1 \leq i \leq k + 1 \), thus \( \Delta^+(D) \leq k + 1 \). In Section 4, by constructing a series of acyclic bipartite digraphs, we show the following theorem, which says that the bound of \( \gamma(D) \) given in Conjecture 1.6 is best possible.

**Theorem 1.7.** For positive integers \( k, d \) and any \( \varepsilon > 0 \), there exists an acyclic bipartite digraph \( D \) such that \( \gamma(D) < k + \frac{d-k}{d+1} + \varepsilon \) and \( \Delta^+(D) \leq k + 1 \), but \( D \) cannot be decomposed into \( k + 1 \) branchings \( B_1, ..., B_k, B_{k+1} \) with \( \Delta^+(B_{k+1}) \leq d \).

It is tempting to make some analogous conjecture in digraphs corresponding to the Strong NDT Conjecture 1.3. Unfortunately, we construct an example next which shows some naively analogous conjecture is not true.

Construct a sequence of digraphs whose underlying graphs are trees, \( D_0 \subseteq D_1 \subseteq ... \subseteq D_n \): (i) \( D_0 \) is a single vertex; (ii) for each \( i \in \{0, 1, ..., n - 1\} \), construct \( D_{i+1} \) from \( D_i \) by adding \( (k+1)^{i+1} \) new vertices and \( (k+1)^{i+1} \) new arcs such that for already existing vertices \( v \in V(D_i) \), \( d_{D_{i+1}}^-(v) = k + 1 \). As an example, Figure 1 shows the sequence of digraphs \( D_i \), \( i \in \{0, 1, 2, 3\} \), of \( k = 1 \) and \( n = 3 \).

Note that in \( D_n \), for any \( v \in V(D_{n-1}) \), \( d_{D_n}^-(v) = k + 1 \); for any \( u \in V(D_n) \setminus V(D_{n-1}) \), \( d_{D_n}^-(u) = 0 \), and \( u \) is an in-neighbor of some vertex in \( V(D_{n-1}) \setminus V(D_{n-2}) \). This leads to the fact that, up to isomorphism, \( D_n \) has only one decomposition into \( k + 1 \) branchings, each containing a directed path of length \( n \).

Since \( \Delta^+(D_n) = k + 1 \) and \( \gamma(D_n) = 1 \), this example shows that for \( \Delta^+(D) \leq k + 1 \), the fractional arboricity \( 1 + \varepsilon \) (where \( \varepsilon \) is any small positive value) cannot guarantee that a digraph decomposes into \( k + 1 \) branchings with one consisting of arborescences of bounded sizes. So it seems that it is still a puzzle to solve even for a conjecture along this direction.
A slightly different sparseness condition places a bound on the average vertex degree in all subgraphs. The maximum average degree of a graph $G$, denoted by $\text{mad}(G)$, is defined as

$$\text{mad}(G) := \max_{H \subseteq G} \frac{2|E(H)|}{|V(H)|}.$$ 

For a digraph $D$, let $\text{mad}(D) := \text{mad}(G[D])$, where $G[D]$ is the underlying graph of $D$.

A graph is a pseudo-forest if there exists an orientation $\sigma$ of $G$ such that $\Delta(G^\sigma) \leq 1$, where $G^\sigma$ is the oriented graph of $G$ under $\sigma$. Hakimi [8] characterized a graph which decomposes into $k$ pseudo-forests.

**Theorem 1.8** (Hakimi [8]). A graph $G$ decomposes into $k$ pseudo-forests if and only if $\text{mad}(G) \leq 2k$.

Fan et al. [4] proved the pseudo-forest analogue of the NDT Theorem. Later, Grout and Moore [7] proved the pseudo-forest analogue of the Strong NDT Conjecture.

**Theorem 1.9** (Fan et al. [4]). For nonnegative integers $k$ and $d$, if $G$ is a graph with $\frac{1}{2}\text{mad}(G) \leq k + \frac{d}{k + d + 1}$, then $G$ decomposes into $k + 1$ pseudo-forests with one being $d$-bounded.

**Theorem 1.10** (Grout and Moore [7]). For nonnegative integers $k$ and $d$, if $G$ is a graph with $\frac{1}{2}\text{mad}(G) \leq k + \frac{d}{k + d + 1}$, then $G$ decomposes into $k + 1$ pseudo-forests $F_1, \ldots, F_{k+1}$ such that each component of $F_{k+1}$ has at most $d$ edges.

A pseudo-branching $C$ in a digraph $D$ is a spanning subdigraph with $\Delta^+(C) \leq 1$.

The same example above in the analysis for an analogue in digraphs corresponding to the Strong NDT Conjecture 1.3 says we need some more (unknown) ingredients to have an analogue in digraphs corresponding to Theorem 1.10. Here we give a digraph analogue to Theorem 1.9, stated below:

**Theorem 1.11.** For positive integers $k$ and $d$, if $D$ is a digraph with $\frac{1}{2}\text{mad}(D) \leq k + \frac{d-k}{d+1}$ and $\Delta^+(D) \leq k + 1$, then $D$ decomposes into $k + 1$ pseudo-branchings $C_1, \ldots, C_k, C_{k+1}$ with $\Delta^+(C_{k+1}) \leq d$.

Theorem 1.11 serves as one more piece of evidence to support Conjecture 1.6. We shall prove Theorem 1.11 in Section 3. The bound on $\text{mad}(D)$ in Theorem 1.11 is best possible, this shall be explained in Section 4.
We need some notation for our proofs. Suppose \( D = (V, A) \) is a digraph. For \( X \subseteq V \), let \( N_D^-(X) = \{ y \in V : y \not\in X, \text{ and } \exists x \in X, \text{ such that } \overrightarrow{xy} \in A \} \). \( N_D^+(X) = \{ z \in V : z \not\in X, \text{ and } \exists x \in X, \text{ such that } \overrightarrow{zx} \in A \} \). \( D[X] \) denote the subdigraph of \( D \) induced by \( X \). When \( X = \{v\} \), we write \( N_D^{-}(v) \) for \( N_D^{-}(\{v\}) \) and name it the in-neighbors of \( v \); \( N_D^{+}(v) \) for \( N_D^{+}(\{v\}) \), and name it the out-neighbors of \( v \). Sometimes, for simplicity, we use \( AX \) to denote the arc set of \( DX \).

For \( A_0 \subseteq A \), we define \( A_0^d := \{ (v, A \setminus A_0) \} \). When \( A_0 = \{a_0\} \), write \( A_0^d := \{ (v, A \cup \{a_0\}) \} \). Let \( \Omega \) be a finite set. For a function \( f : \Omega \to \mathbb{N} \), define \( \sim f : \mathbb{N} \to \mathbb{N} \) as \( \sim f(X) = \sum_{x \in X} f(x) \), where \( X \subseteq \Omega \).

\section{The Branching Analogue for the NDT Theorem}

In this section, we prove the cases \( d \leq k \) of Conjecture 1.6. Our proof relies on the following proposition.

**Proposition 2.1.** For digraph \( D = (V, A) \), suppose \( \{S, T\} \) is a partition of \( V \), \( f : V \to \mathbb{N} \) is a nonnegative function. If for any \( \emptyset \neq X \subseteq T \),

\[
\tilde{f}(N_D^-(X)) \geq |X|,
\]

then there exists a branching \( B \) in \( D \) such that

(i) for any \( v \in T \), \( d_B^-(v) = 1 \);
(ii) for any \( v \in V \), \( d_B^+(v) \leq f(v) \).

**Proof.** Initialize the branching \( B \) with vertex set \( V \) and empty arc set. If \( T = \emptyset \), then \( B \) is the branching as demanded. Suppose \( T \neq \emptyset \).

In the proof, we use three dynamic variables \( S^*, T^* \) and \( f^* \), their values will be updated in the process. Initially, let \( S^* := S, T^* := T, \) and \( f^* := f \). We shall maintain the following three properties at any time of our proof:

(a) for any \( v \in T \setminus T^* \), \( d_B^-(v) = 1 \);
(b) for any \( v \in S^* \), \( d_B^-(v) + f^*(v) \leq f(v) \);
(c) for any \( v \in T^* \), \( d_B^+(v) = d_B^-(v) = 0 \).

Note that initially properties (a), (b), and (c) are satisfied. By Inequality (1), \( \tilde{f}(N_D^-(T^*)) = \tilde{f}^*(N_D^-(T^*)) \geq |T^*| = |T| > 0 \); since \( \{S, T\} \) is a partition of \( V \), \( N_D^-(T^*) \subseteq S^* \); it follows that there exists \( s_0 \in N_D^-(T^*) \subseteq S^* \) such that \( f^*(s_0) > 0 \).

In the proof, we shall construct the demanded branching \( B \) by adding “suitable” arcs one by one. To find a suitable arc, we begin with an \( s_0 \in N_D^-(T^*) \subseteq S^* \) such that \( f^*(s_0) > 0 \). Then we look for a “suitable” \( t_0 \in T^* \) such that \( s_0t_0 \in A \). Then we update \( B := B + \overrightarrow{s_0t_0} \), \( S^* := S^* + t_0 \), \( T^* := T^* - t_0 \), and \( f^*(s_0) := f(s_0) - 1 \). It is clear that \( \{S^*, T^*\} \) is still a partition of \( V \), \( B \) is a branching, and Properties (a), (b), and (c) are still
satisfied. This “suitable” $t_0$ needs to satisfy that after we do the update above, the following inequality still holds:

$$\forall X \subseteq T^*, \mathcal{F}(N_{\overline{D}}(X)) \geq |X|. \tag{2}$$

The above process continues until $T^* = \emptyset$. Then Properties (a) and (b) imply the final branching $B$ is the one as demanded.

Now suppose at the induction step of the above process, $T^* \neq \emptyset$. Inequality (2) holds by induction hypothesis. By Inequality (2), there exists an $s_0 \in N_{\overline{D}}(T^*) \subseteq S^*$ such that $f^*(s_0) > 0$.

Next, we show that there exists a $t_0 \in T^*$ such that $s_0t_0 \in A$ and Inequality (2) still holds after we update $B := B + s_0t_0, S^* := S^* + t_0, T^* := T^* - t_0$ and $f^*(s_0) := f^*(s_0) - 1$.

**Case 1:** Suppose there exists no $X \subseteq T^*$ such that $s_0 \in N_{\overline{D}}(X)$ and $\mathcal{F}(N_{\overline{D}}(X)) = |X|$. Then for any $X \subseteq T^*$ such that $s_0 \in N_{\overline{D}}(X)$, by Inequality (2), we have

$$\mathcal{F}(N_{\overline{D}}(X)) > |X|. \tag{3}$$

Since $s_0 \in N_{\overline{D}}(T^*)$, there exists a $t_0 \in T^*$ such that $s_0t_0 \in A$. Update $B := B + s_0t_0, S^* := S^* + t_0, T^* := T^* - t_0$ and $f^*(s_0) := f^*(s_0) - 1$.

We show that Inequality (2) still holds in the induction step. Let $X \subseteq T^*$. If $s_0 \notin N_{\overline{D}}(X)$, then by the induction hypothesis of Inequality (2), $\mathcal{F}(N_{\overline{D}}(X)) \geq |X|$. If $s_0 \in N_{\overline{D}}(X)$, then by (3), in the induction step, $\mathcal{F}(N_{\overline{D}}(X)) + 1 > |X|$, thus $\mathcal{F}(N_{\overline{D}}(X)) \geq |X|$.

**Case 2 (not Case 1).** Suppose there exists some $X_0 \subseteq T^*$ such that $s_0 \in N_{\overline{D}}(X_0)$ and $\mathcal{F}(N_{\overline{D}}(X_0)) = |X_0|$. Define

$$\mathcal{E} = \{X \subseteq T^*: s_0 \in N_{\overline{D}}(X) \text{ and } \mathcal{F}(N_{\overline{D}}(X)) = |X|\}.$$

Next we show two claims.

**Claim 2.2.** For $X_1, X_2 \subseteq T^*$ such that $s_0 \in N_{\overline{D}}(X_1) \cap N_{\overline{D}}(X_2)$,

$$\mathcal{F}(N_{\overline{D}}(X_1)) + \mathcal{F}(N_{\overline{D}}(X_2)) \geq \mathcal{F}(N_{\overline{D}}(X_1 \cup X_2)) + \mathcal{F}(N_{\overline{D}}(X_1 \cap X_2)). \tag{4}$$

Moreover, if the equality holds, then $s_0 \in N_{\overline{D}}(X_1 \cup X_2) \cap N_{\overline{D}}(X_1 \cap X_2)$.

**Proof.** For $X \subseteq V$, define $\chi_X: V \to \{0, 1\}$ as

$$\chi_X(v) = \begin{cases} 1, & v \in X, \\ 0, & v \notin X. \end{cases}$$
Then $\tilde{f}^*(X) = \sum_{v \in V} f^*(v)X(v)$. Next, we show that for any $v \in V$,
\[
\chi_{\tilde{N}^\mu(X_i)}(v) + \chi_{\tilde{N}^\mu(X_j)}(v) \geq \chi_{\tilde{N}^\mu(X_i \cup X_j)}(v) + \chi_{\tilde{N}^\mu(X_i \cap X_j)}(v).
\] (5)

If $\chi_{\tilde{N}^\mu(X_i \cup X_j)}(v) = 1$, that is $v \in N^\mu(D(X_i \cup X_j))$, then $v \in N^\mu(D(X_i))$ or $N^\mu(D(X_j))$; thus $\chi_{\tilde{N}^\mu(X_i)}(v) = 1$ or $\chi_{\tilde{N}^\mu(X_j)}(v) = 1$. If $\chi_{\tilde{N}^\mu(X_i \cap X_j)}(v) = 1$, then $v \notin X_i \cap X_j$; thus $v \in N^\mu(D(X_i \cap X_j))$. If $\chi_{\tilde{N}^\mu(X_i \cup X_j)}(v) = \chi_{\tilde{N}^\mu(X_i \cap X_j)}(v) = 1$, then $v \notin X_i \cup X_j$; thus $\chi_{\tilde{N}^\mu(X_i \cup X_j)}(v) = 1$ implies $v \in N^\mu(D(X_i)) \cap N^\mu(D(X_j))$. These three cases prove Inequality (5).

It follows from (5) that
\[
\sum_{v \in V} f^*(v)\chi_{\tilde{N}^\mu(X_i)}(v) + \sum_{v \in V} f^*(v)\chi_{\tilde{N}^\mu(X_j)}(v) \\
\geq \sum_{v \in V} f^*(v)\chi_{\tilde{N}^\mu(X_i \cup X_j)}(v) + \sum_{v \in V} f^*(v)\chi_{\tilde{N}^\mu(X_i \cap X_j)}(v).
\] (6)

This proves $\tilde{f}^*(N^\mu(D(X_i))) + \tilde{f}^*(N^\mu(D(X_j))) \geq \tilde{f}^*(N^\mu(D(X_i \cup X_j))) + \tilde{f}^*(N^\mu(D(X_i \cap X_j)))$.

By assumption, $s_0 \in N^\mu(D(X_i)) \cap N^\mu(D(X_j))$ and $f^*(s_0) > 0$. If the equality of (4) (or equivalently, the equality of (6)) holds, it follows from (5) that
\[
\chi_{\tilde{N}^\mu(X_i)}(s_0) + \chi_{\tilde{N}^\mu(X_j)}(s_0) = \chi_{\tilde{N}^\mu(X_i \cup X_j)}(s_0) + \chi_{\tilde{N}^\mu(X_i \cap X_j)}(s_0).
\]

Since $s_0 \in N^\mu(D(X_i)) \cap N^\mu(D(X_j))$, we have $s_0 \in N^\mu(D(X_i) \cup X_j) \cap N^\mu(D(X_i \cap X_j))$. This proves the claim.

\begin{claim} If $X_1, X_2 \in \mathcal{E}$, then $X_1 \cap X_2 \in \mathcal{E}$.
\end{claim}

\textbf{Proof.} Note that $|X_1| + |X_2| = |X_1 \cup X_2| + |X_1 \cap X_2|$. Combining this with Inequality (4) of Claim 2.2, we have
\[
\tilde{f}^*(N^\mu(D(X_1))) - |X_1| + \tilde{f}^*(N^\mu(D(X_2))) - |X_2| \\
\geq \tilde{f}^*(N^\mu(D(X_1 \cup X_2))) - |X_1 \cup X_2| + \tilde{f}^*(N^\mu(D(X_1 \cap X_2))) - |X_1 \cap X_2|.
\] (7)

Since $X_1, X_2 \in \mathcal{E}$, we have $\tilde{f}^*(N^\mu(D(X_i))) = |X_i|$ ($i = 1, 2$). It follows from (7) that
\[
0 \geq \tilde{f}^*(N^\mu(D(X_1 \cup X_2))) - |X_1 \cup X_2| + \tilde{f}^*(N^\mu(D(X_1 \cap X_2))) - |X_1 \cap X_2|.
\] (8)

By Inequality (2), $\tilde{f}^*(N^\mu(D(X_1 \cup X_2))) \geq |X_1 \cup X_2|$ and $\tilde{f}^*(N^\mu(D(X_1 \cap X_2))) \geq |X_1 \cap X_2|$; combining Inequality (8), we have $\tilde{f}^*(N^\mu(D(X_1 \cup X_2))) = |X_1 \cup X_2|$ and $\tilde{f}^*(N^\mu(D(X_1 \cap X_2))) = |X_1 \cap X_2|$.

So the equality of (7) holds, therefore the equality of (4) holds. Since $X_1, X_2 \in \mathcal{E}$, $s_0 \in N^\mu(D(X_1)) \cap N^\mu(D(X_2))$. By Claim 2.2, we have $s_0 \in N^\mu(D(X_1 \cup X_2)) \cap N^\mu(D(X_1 \cap X_2))$. Hence, $X_1 \cap X_2 \in \mathcal{E}$. \hfill \Box
For $X_1, X_2 \in \mathcal{E}$, define $X_1 < X_2$ if and only if $X_1 \subseteq X_2$. By Claim 2.3, we can suppose $\emptyset \neq X_0 \in \mathcal{E}$ is a minimal element in $\mathcal{E}$ with respect to $\subsetneq$. We pick a $t_0 \in X_0$ with $s_0 t_0 \in A$. Update $B := B + \overrightarrow{s_0 t_0}$, $S^* := S^* + t_0$, $T^* := T^* - t_0$, and $f^*(s_0) := f^*(s_0) - 1$.

We are left to show that Inequality (2) still holds after these updates.

Suppose $\emptyset \neq X \subseteq T^*$. If $s_0 \notin N_D^{+}(X)$, then by induction hypothesis of (2), $\tilde{f}^*(N_D^{+}(X)) \geq |X|$. Next, suppose $s_0 \in N_D^{+}(X)$, and suppose to the contrary of Inequality (2), that $\tilde{f}^*(N_D^{+}(X)) < |X|$, then $\tilde{f}^*(N_D^{+}(X)) + 1 \leq |X|$. By induction hypothesis of (2), we have $\tilde{f}^*(N_D^{+}(X)) + 1 \geq |X|$. Thus $\tilde{f}^*(N_D^{+}(X)) + 1 = |X|$. Combining $s_0 \in N_D^{+}(X)$, we have $X \in \mathcal{E}$ before the updates. Applying Claim 2.3, we have $\emptyset \neq X \cap X_0 \in \mathcal{E}$. Notice the fact that $t_0 \in X_0 \setminus X$. Hence, $X \cap X_0 \subsetneq X_0$. The contradiction proves $\tilde{f}^*(N_D^{+}(X)) \geq |X|$. This proves Case 2, thus Proposition 2.1.

Next we use Proposition 2.1 proving the cases $d \leq k$ of Conjecture 1.6.

**Theorem 2.4.** For positive integers $k$ and $d$ with $d \leq k$, if $D = (V, A)$ is a digraph with $\gamma(D) \leq k + \frac{d-k}{d+1}$ and $\Delta(D) \leq k + 1$, then $D$ decomposes into $k + 1$ branchings $B_1, ..., B_k, B_{k+1}$ with $\Delta^+(B_{k+1}) \leq d$.

**Proof.** Note that since $d \leq k$, we have $\gamma(D) \leq k + \frac{d-k}{d+1} \leq k$. Suppose $S = \{v \in V : d_D^-(v) \leq k\}$, $T = \{v \in V : d_D^-(v) = k + 1\}$, then $\{S, T\}$ is a partition of $V$.

Define $f : V \to \mathbb{N}$ as $f(v) = d$ for all $v \in V$.

If $T = \emptyset$, then $\Delta^+(D) \leq k$. As $\gamma(D) \leq k$, by Theorem 1.5, $D$ decomposes into $k$ branchings. So we suppose $T \neq \emptyset$.

For $\emptyset \neq X \subseteq T$, let $D_X$ denote the subdigraph of $D$ induced by $X \cup N_D^-(X)$. Then $d_D^-(v) = k + 1$ for each $v \in X$, and $|A(D_X)| \geq \sum_{v \in X} d_D^+(v) = (k + 1)|X|$. By the assumption $\gamma(D) \leq k + \frac{d-k}{d+1} = \frac{d(k+1)}{d+1} + 1$, we have

$$\frac{(k+1)|X|}{|X| + |N_D^-(X)|} \leq \frac{|A(D_X)|}{|V(D_X)|} < \frac{|A(D_X)|}{|V(D_X)| - 1} \leq \gamma(D) \leq \frac{d(k+1)}{d+1}.$$

It follows that $d|N_D^-(X)| > |X|$, that is $\tilde{f}(N_D^{-}(X)) > |X|$.

By Proposition 2.1, there exists a branching $B_{k+1}$ such that: (i) for any $v \in T$, $d_{B_{k+1}}^+(v) = 1$; (ii) for any $v \in V$, $d_{B_{k+1}}^+(v) \leq f(v) = d$, that is $\Delta^+(B_{k+1}) \leq d$. Since $\Delta(D) \leq k + 1$ and $d_{B_{k+1}}^+(v) = 1$ for $v \in T$, $\Delta^+(D - A(B_{k+1})) \leq k$. Since $\gamma(D - A(B_{k+1})) \leq \gamma(D) \leq k$, by Theorem 1.5, $D - A(B_{k+1})$ decomposes into $k$ branchings $B_1, ..., B_k$. This proves that $D$ decomposes into $k + 1$ branchings $B_1, ..., B_k, B_{k+1}$ with $\Delta^+(B_{k+1}) \leq d$. This proves Theorem 2.4. \qed

### 3. THE PSEUDO-BRANCHING ANALOGUE FOR THE NDT THEOREM

In this section, we prove an analogue in digraphs corresponding to Theorem 1.9, which is the following theorem. Note that Theorem 1.11 is also a pseudo-branching analogue of Conjecture 1.6 in digraphs.
**Theorems 1.11.** For positive integers \( k \) and \( d \), if \( D \) is a digraph with \( \frac{1}{2} \text{mad}(D) \leq k + \frac{d-k}{d+1} \) and \( \Delta(D) \leq k + 1 \), then \( D \) decomposes into \( k + 1 \) pseudo-branchings \( C_1, \ldots, C_k, C_{k+1} \) with \( \Delta'(C_{k+1}) \leq d \).

**Proof.** The proof is by contradiction. Suppose \( D \) is a counterexample of Theorem 1.11 with minimal number of arcs. By Theorem 1.8, we suppose \( D \) decomposes into \( k + 1 \) pseudo-branchings \( C_1, \ldots, C_k, C_{k+1} \) such that \( \lambda = \sum_{v \in V(D)} \max[d_{C_i}^+(v) - d, 0] \) is minimum. Then \( \Delta'(C_{k+1}) > d \) and \( \lambda > 0 \). We name \( \lambda \) the residue of this decomposition.

**Claim 3.1.** For vertices \( v \in V(D) \), if \( d^-_D(v) > 0 \), then \( d^-_D(v) = k + 1 \).

**Proof.** As \( \Delta'(D) \leq k + 1 \), we have \( d^-_D(u) \leq k + 1 \) for all \( u \in V(D) \). Suppose to the contrary that there exists some vertex \( v \in V(D) \) such that \( 0 < d^-_D(v) \leq k + 1 \). By the minimality of \( A(D) \), \( D - \delta^-_D(v) \) decomposes into \( k + 1 \) pseudo-branchings \( C'_1, \ldots, C'_k, C'_{k+1} \) such that \( \Delta'(C'_{k+1}) \leq d \). Suppose \( \delta^-_D(v) = \{a_i, \ldots, a_l\} \), where \( 1 \leq l \leq k \). For \( 1 \leq i \leq l \), \( C'_i + a_i \) is still a pseudo-branching. Hence, \( D \) decomposes into \( k + 1 \) pseudo-branchings \( C'_1 + a_1, \ldots, C'_i + a_i, C'_{i+1}, \ldots, C'_{k+1} \) such that \( \Delta'(C'_{k+1}) \leq d \), a contradiction to the assumption.

For all \( v \in V(D) \), since each \( (C_i 1 \leq i \leq k + 1) \) is a pseudo-branching, \( d^-_C(v) \leq 1 \). Throughout the proof, we fix a vertex \( v_0 \) such that \( d^+_C(v_0) > d \). An alternating trail (from \( v_0 \)) is a vertex-arc sequence \( v_0 \overrightarrow{a_1v_1} \overrightarrow{a_2v_2} \ldots \overrightarrow{a_{2t-1}v_{2t-1}} \overrightarrow{a_{2t}v_{2t}} \) such that \( a_1, a_2, \ldots, a_{2t-1}, a_{2t} \) are distinct and alternating in directions along the trail, \( \overrightarrow{a_{2i-1}} = v_{2i-2}v_{2i-1} \in A(C_{k+1}) \) and \( \overrightarrow{a_{2i}} = v_{2i-1}v_{2i} \in A(D) \) for \( 1 \leq i \leq t \). An alternating trail is allowed to have an odd number of arcs by omitting the last arc in the above definition.

Note the following fact: For \( 1 \leq i \leq t \), since \( \overrightarrow{a_{2i-1}} = v_{2i-2}v_{2i-1} \in A(C_{k+1}) \) and \( d^-_{C_{k+1}}(v_{2i-1}) = 1 \), we derive that \( \overrightarrow{a_{2i}} \notin A(C_{k+1}) \).

**Claim 3.2.** If \( v_0 \overrightarrow{a_1v_1} \overrightarrow{a_2v_2} \ldots \overrightarrow{a_{2t-1}v_{2t-1}} \overrightarrow{a_{2t}v_{2t}} \) is an alternating trail, then \( d^+_C(v_{2i}) \geq d \) for \( 1 \leq i \leq t \).

**Proof.** Suppose otherwise, and \( i_0 \) is the minimum such that \( 1 \leq i_0 \leq t \) and \( d^+_C(v_{2i_0}) < d \). For \( 1 \leq i \leq i_0 \), we suppose \( \overrightarrow{a_{2i}} \in A(C_{j_i}) \), then \( C_{j_i} \neq C_{k+1} \).

Do the following updates in turn: \( C_{k+1} := C_{k+1} - \overrightarrow{a_1} + \overrightarrow{a_2} + \overrightarrow{a_1} \), \( C_{j_i} := C_{j_i} - \overrightarrow{a_{2i}} + \overrightarrow{a_{2i}} \), \( \ldots \), \( C_{k+1} := C_{k+1} - \overrightarrow{a_{2i_0-1}} + \overrightarrow{a_{2i_0}} \) and \( C_{j_0} := C_{j_0} - \overrightarrow{a_{2i_0}} + \overrightarrow{a_{2i_0}} \). Observe that, after this series of updates, \( C_1, \ldots, C_k, C_{k+1} \) are still pseudo-branchings; \( d^+_C(v_0) \) is decreased by \( 1 \), \( d^+_C(v_{2i_0}) \) is increased by \( 1 \), and \( d^+_C(v) \) does not change for \( v \neq v_0 \) or \( v_{2i_0} \). Hence, \( \sum_{v \in V(D)} \max[d^+_C(v) - d, 0] \) is decreased by \( 1 \), this contradicts that originally we have picked a decomposition with the minimum residue \( \lambda \).

Next, we define \( V(v_0) := UV(Q) \), and \( A(v_0) := UA(Q) \), where \( Q \) is an alternating trail from \( v_0 \).

Let \( D(v_0) = (V(v_0), A(v_0)) \). The following observation comes from the definitions.
Observation 3.3.

(i) \( \bar{\delta}^{+}_{C_{k+1}}(v_0) \subseteq A(v_0) \);

(ii) For \( v \in V(v_0) \), if \( d_{\bar{D}}(v_0)(v) > 0 \), then \( \bar{\delta}^{+}(v) \subseteq A(v_0) \);

(iii) For \( v \in V(v_0) \), if \( d^{+}_{\bar{D}}(v_0)(v) > 0 \), then \( \bar{\delta}^{+}(v) \subseteq A(v_0) \).

Let \( Z_1 = \{ v \in V(v_0) : d_{\bar{D}}(v_0)(v) > 0 \} \), \( Z_2 = V(v_0) \setminus Z_1 \). For \( v \in Z_1 \), since \( d_{\bar{D}}(v_0)(v) > 0 \), by Observation 3.3(ii), we have \( \bar{\delta}^{+}(v) \subseteq A(v_0) \); applying Claim 3.1, we have \( d_{\bar{D}}(v_0)(v) = d_{\bar{D}}(v) = k + 1 \); thus \( |A(v_0)| = \sum_{v \in Z_1} d_{\bar{D}}(v_0)(v) = (k + 1)|Z_1| \).

For \( v \in Z_2 \), since \( d_{\bar{D}}(v_0)(v) = 0 \), we have \( d^{+}_{\bar{D}}(v_0)(v) > 0 \). By Observation 3.3(iii), \( \bar{\delta}^{+}_{C_{k+1}}(v) \subseteq A(v_0) \). Since each \( C_{k+1} \) is a pseudo-branching, for any vertex \( u \), \( d_{C_{k+1}}^{+}(u) \leq 1 \); thus, in \( D(v_0) \), each vertex in \( Z_2 \) has at least \( d^{+}_{C_{k+1}}(v) \) distinct out-neighbors in \( Z_1 \), thus \( |Z_1| \geq \sum_{v \in Z_2} d^{+}_{C_{k+1}}(v) \). Applying Claim 3.2, we have \( d^{+}_{C_{k+1}}(v) \geq d \).

By Observation 3.3(i), \( \bar{\delta}^{+}_{C_{k+1}}(v_0) \subseteq A(v_0) \). Recall that \( d^{+}_{C_{k+1}}(v_0) > d \). This proves \( |Z_1| > d|Z_2| \) (no matter if \( v_0 \in Z_1 \) or \( v_0 \in Z_2 \)). It follows that

\[
\frac{1}{2} \text{mad}(D) \geq \frac{1}{2} \text{mad}(D(v_0)) \geq \frac{|A(v_0)|}{|V(v_0)|} = \frac{(k + 1)|Z_1|}{|Z_1| + |Z_2|} > \frac{(k + 1)|Z_1|}{|Z_1| + \frac{d}{d + 1}|Z_1|} = k + \frac{d - k}{d + 1}.
\]

This contradicts the assumption that \( \frac{1}{2} \text{mad}(D) \leq k + \frac{d - k}{d + 1} \), and finishes the proof. \( \square \)

4 SHARPNESS OF THE BOUNDS

In this section, by constructing a series of acyclic bipartite digraphs, we prove Theorem 1.7, which says the bound of \( \gamma(D) \) given in Conjecture 1.6 is best possible. The same digraphs will be used to show the bound of \( \text{mad}(D) \) in Theorem 1.11 is best possible, this shall be explained at the end of this section.

Suppose \( G = (V, E) \) is a graph and \( D \) a digraph on the same vertex set \( V \). For \( X, Y \subseteq V \), denote by \( [X, Y]_{D} \) the number of edges \( uv \in E(G) \) with \( u \in X \) and \( v \in Y \), by \( [X, Y]_{D} \) the number of arcs \( \overrightarrow{uv} \in A(D) \) with \( u \in X \) and \( v \in Y \).

Theorems 1.7. For positive integers \( k, d, \) and any \( \varepsilon > 0 \), there exists an acyclic bipartite digraph \( D \) such that \( \gamma(D) < k + \frac{d - k}{d + 1} + \varepsilon \) and \( \Delta'(D) \leq k + 1 \), but \( D \) can not decompose into \( k + 1 \) branchings \( B_1, ..., B_k, B_{k+1} \) with \( \Delta'(B_{k+1}) \leq d \).

Proof. For positive integers \( k, d, \) and any \( \varepsilon > 0 \), since \( \lim_{n \to \infty} \frac{d(k + 1)n}{(d + 1)n - 1} = \frac{d(k + 1)}{d + 1} < k + \frac{d - k}{d + 1} + \varepsilon \), there is an integer \( n \) such that \( \frac{d(k + 1)n}{(d + 1)n - 1} < k + \frac{d - k}{d + 1} + \varepsilon \) and \( n \geq k + 1 \). Define \( U = \{u_0, ..., u_{n - 1}\}; Z_n = \{0, ..., n - 1\} \). For convenience, for \( t \in Z \) (or index \( t \) in \( U \)), since \( (i + tn) \mod n = i \), we regard \( i + tn \) as \( i \).
For each \( i \in \mathbb{Z}_n \), let \( W_i \) be a set of \( d \) vertices, such that, for distinct \( i, j \), the sets \( W_i \) and \( W_j \) are disjoint from each other. Define \( D_0 \) as a bipartite digraph with vertex bipartition \( U \) and \( \cup_{i \in \mathbb{Z}_n} W_i \), and

\[
A(D_0) = \{ u_{i+j} : u_{i+j} \in U, \text{ and } w \in W_i, \text{ and } 0 \leq j \leq k \} \\
= \{ u_{i}w : u_{i} \in U, w \in W_{i-j}, \text{ and } 0 \leq j \leq k \}.
\]

By taking two disjoint copies \( D_1, D_2 \) of \( D_0 \) and identifying two copies of \( u_0 \) into a single vertex \( u_0^* \), we obtain a digraph \( D \). We shall show that \( D \) satisfies the theorem. It is clear that \( \Delta^e(D) = k + 1 \), \( D \) is acyclic and bipartite.

**Claim 4.1.** Suppose \( D_0 \) decomposes into \( k + 1 \) branchings \( B_1', ..., B_k', B_{k+1}' \) such that \( \Delta^e(B_{k+1}') \leq d \), then \( d_{B_{k+1}'}^+ (u) = d \) for all \( u \in U \).

**Proof.** For \( w \in \cup_{i \in \mathbb{Z}_n} W_i \), since \( k + 1 = d_{B_0}^- (w) = \sum_{j=1}^{k+1} d_{B_j}^- (w) \leq k + 1 \) (the last inequality comes from the fact that \( B_j \) is a branching, thus \( d_{B_j}^- (w) \leq 1 \)), we deduce that \( d_{B_j}^- (w) = 1 \) (for \( 1 \leq j \leq k + 1 \)). So

\[
d_{B_{k+1}'}^+ (u) = d_{B_{k+1}'}^+ (u) = d_{B_{k+1}'}^+ (u) \leq \Delta^e(B_{k+1}') n \leq dn.
\]

Therefore \( d_{B_{k+1}'}^+ (u) = d \) for all \( u \in U \).

Assume that \( D \) decomposes into \( k + 1 \) branchings \( B_1, ..., B_k, B_{k+1} \) with \( \Delta^e(B_{k+1}) \leq d \). Then \( D_l \) \((l = 1, 2)\) decomposes into branchings \( B_1[V(D_l)], ..., B_{k+1}[V(D_l)] \) with \( \Delta^e(B_{k+1}[V(D_l)]) \leq d \). By Claim 4.1, \( d_{B_{k+1}[V(D_l)]}^+ (u_0^*) = d \). Thus \( d_{B_{k+1}^+}^+ (u_0^*) = 2d \), this contradicts that \( \Delta^e(B_{k+1}) \leq d \). This proves that \( D \) can not decompose into \( k + 1 \) branchings \( B_1, ..., B_k, B_{k+1} \) with \( \Delta^e(B_{k+1}) \leq d \).

In the rest of the proof, it suffices for us to show that \( \gamma(D) \leq k + \frac{d-k}{d+1} + \epsilon \). Note that

\[
\frac{|A(D)|}{|V(D)| - 1} = \frac{2dn(k + 1)}{(2dn + n) - 1} - 1 = \frac{d(k + 1)n}{(d + 1)n - 1} = \frac{|A(D_0)|}{|V(D_0)| - 1} < k + \frac{d-k}{d+1} + \epsilon.
\]

By the construction and symmetry between \( D_1 \) and \( D_2 \) of \( D \), we have \( \gamma(D_0) = \gamma(D) \). To see this, let \( \emptyset \neq X \subseteq V(D) \). If \( X \subseteq V(D_1) \) or \( V(D_2) \), then by definition, \( |A[X]| \leq \gamma(D_0)(|X| - 1) \). Otherwise, \( |A[X]| = \gamma(D_0)(|X_1| - 1) \) and \( |X_1| + |X_2| \leq |X| + 1 \), where \( X_1 = X \cap V(D_1) \) for \( l = 1, 2 \). Then we have \( |A[X]| = |A[X_1]| + |A[X_2]| \leq \gamma(D_0)(|X_1| - 1) + \gamma(D_0)(|X_2| - 1) \leq \gamma(D_0)(|X| - 1) \). Hence, if
$|X| > 1$, then $\frac{|A(X)|}{|X| - 1} \leq \gamma(D_0)$; thus $\gamma(D) \leq \gamma(D_0)$. Since $D_0$ is isomorphic to a subdigraph of $D$, we have $\gamma(D_0) \leq \gamma(D)$. So $\gamma(D_0) = \gamma(D)$.

Suppose $V^* \subseteq V(D_0)$, $D_0[V^*]$ witnesses $\gamma(D_0)$, and subject to this, $V^*$ is maximal. In Claim 4.3 we shall prove that if $V^* \subseteq V(D_0)$, then $\frac{|A(V^*)|}{|V^*| - 1} \leq k + \frac{d - k}{d + 1}$. Since $\frac{|A(D_0)|}{|V(D_0)| - 1} = \frac{d(k + 1)n}{(d + 1)n - 1} > \frac{d(k + 1)n}{(d + 1)n} = k + \frac{d - k}{d + 1}$, we have $V^* = V(D_0)$. Then by Inequality (9), this will prove $\gamma(D) < k + \frac{d - k}{d + 1} + \varepsilon$.

Claim 4.2. For $i_0 \in \mathbb{Z}_n$, if $V^* \cap W_{i_0} \neq \emptyset$, then $W_{i_0} \subseteq V^*$.

Proof. Since $D_0[V^*]$ witnesses $\gamma(D_0)$, $\frac{|A(V^*)|}{|V^*| - 1} = \gamma(D_0)$. Then for $w \in V^* \cap W_{i_0}$, we have

$$\gamma(D_0)(|V^*| - 1) - d_{D_0}(w) = \frac{|A(V^*)| - d_{D_0}(w)}{|V^*| - 1} = \frac{|A[V^* - w]|}{|V^* - w| - 1} \leq \gamma(D_0).$$

This gives us $d_{D_0}(w) \geq \gamma(D_0)$.

Assume there exists $w' \in W_{i_0} \setminus V^*$. Add $w'$ to $D_0[V^*]$. Note that $d_{D_0[V^* + w']}(w') = d_{D_0}(w) \geq \gamma(D_0)$. Then

$$\gamma(D_0[V^* + w']) \geq \frac{|A[V^* + w']|}{|V^* + w'| - 1} = \frac{|A[V^*] + d_{D_0[V^* + w']}(w')}{(|V^*| - 1) + 1} \geq \gamma(D_0).$$

Therefore $D_0[V^* + w']$ also witnesses $\gamma(D_0)$, this contradicts the maximality of $V^*$.

By Claim 4.2, suppose $V^* = U^* \cup (\cup_{i \in I} W_i)$, where $U^* \subseteq U$, $I \subseteq \mathbb{Z}_n$. Let $D^* = D_0[V^*]$, then $D^*$ is a bipartite graph with vertex bipartition $U^*$ and $\cup_{i \in I} W_i$, and $|V(D^*)| = |U^*| + \bigcup_{i \in I} W_i = |U^*| + d|I|$.

Claim 4.3. If $V^* \subseteq V(D_0)$, then $\frac{|A(D^*)|}{|V(D^*)| - 1} = \frac{|A(V^*)|}{|V^*| - 1} \leq \frac{d(k + 1)}{d + 1} = k + \frac{d - k}{d + 1}$.

Proof. If $|U^*| > |I|$, then $|V(D^*)| \geq |I| + 1 + d|I| = (d + 1)|I| + 1$. For any $w \in \cup_{i \in I} W_i$, we have $d_{D^*}(w) \leq d_{D_0}(w) \leq k + 1$. Thus

$$\frac{|A(D^*)|}{|V(D^*)| - 1} = \frac{\sum_{w \in \cup_{i \in I} W_i} d_{D^*}(w)}{|V(D^*)| - 1} \leq \frac{d|I|(k + 1)}{(d + 1)|I|} = \frac{d(k + 1)}{d + 1}.$$ 

If $|U^*| < |I|$, then $|V(D^*)| \geq |U^*| + d(|U^*| + 1) \geq (d + 1)|U^*| + 1$. For any $u \in U^*$, we have $d_{D^*}(u) \leq d_{D_0}(u) \leq d(k + 1)$. Thus

$$\frac{|A(D^*)|}{|V(D^*)| - 1} = \frac{\sum_{u \in U^*} d_{D^*}(u)}{|V(D^*)| - 1} \leq \frac{d(k + 1)|U^*|}{(d + 1)|U^*|} = \frac{d(k + 1)}{d + 1}.$$ 

In the rest of proofs, we suppose $|U^*| = |I| < n$, then $|V(D^*)| = (d + 1)|I|$. Suppose $G_0$ is a bipartite graph with vertex bipartition $U$ and $\mathbb{Z}_n$, $E(G_0) = \{iu_{i+j} : i \in \mathbb{Z}_n, \text{ and } 0 \leq j \leq k\}$. Then $G_0$ is $(k + 1)$-regular.
Claim 4.4. Suppose \( U^* \subseteq U, I \subseteq \mathbb{Z}_n \), and \( |U^*| = |I| \). Then \( |U \setminus U^*, I| \) \( G_0 \geq \frac{k+1}{2} \).

Proof. Suppose \( E^* \) is the set of edges between \( U^* \) and \( I \) in \( G_0 \). For \( 0 \leq j \leq k \), let \( M_j := \{ u_{i+j} i \in E(G_0) : i \in I \} \), then \( M_j \) is a matching of \( G_0 \), and the set of edges between \( U \) and \( I \) in \( G_0 \) are the disjoint union of \( M_0, \ldots, M_k \). We prove the claim by contradiction. Assume that \( |U \setminus U^*, I| \) \( G_0 < \frac{k+1}{2} \). Then less than \( \frac{k+1}{2} \) of \( \{ M_j \}_{j=0}^k \) contain edges between \( U \setminus U^* \) and \( I \). So more than \( \frac{k+1}{2} \) of \( \{ M_j \}_{j=0}^k \) are contained in \( E^* \).

Suppose there exists \( 0 \leq j_0 \leq k \) such that \( M_{j_0}, M_{j_0+1} \subseteq E^* \). Since \( |U^*| = |I| \), \( M_{j_0} \subseteq E^* \) implies \( U^* = \{ u_i : i \in I + j_0 \} \), and \( M_{j_0+1} \subseteq E^* \) implies \( U^* = \{ u_i : i \in I + j_0 + 1 \} \). Hence, \( I = I + j_0 = I + j_0 + 1 \). Thus \( I = \mathbb{Z}_n \), but this contradicts \( I \subseteq \mathbb{Z}_n \).

Therefore we can suppose there exists no \( j_0 \) \((0 \leq j_0 \leq k) \) such that \( M_{j_0}, M_{j_0+1} \subseteq E^* \). Since more than \( \frac{k+1}{2} \) of \( \{ M_j \}_{j=0}^k \) are contained in \( E^* \), if \( k \) is odd, then there exists some \( 0 \leq j_0 \leq k \) such that \( M_{j_0}, M_{j_0+1} \subseteq E^* \), this is a contradiction.

For the last case, we have \( k \) is even, and exactly \( \{ M_{j_2} : 0 \leq i \leq \frac{k}{2} \} \) are contained in \( E^* \). Since \( |U^*| = |I| \), \( M_0 \subseteq E^* \) implies \( U^* = \{ u_i : i \in I \} \), and \( M_2 \subseteq E^* \) implies \( U^* = \{ u_i : i \in I + 2 \} \). Hence, \( n \) is even, \( I = 2\mathbb{Z}_n \) or \( I = 2\mathbb{Z}_n + 1 \), and \( U^* = \{ u_i : i \in I \} \).

Then \( M_0 \) is contained in the set of edges between \( U \setminus U^* \) and \( I \), thus \( |U \setminus U^*, I| \) \( G_0 \geq |M_0| = \frac{n}{2} \geq \frac{k+1}{2} \), but this contradicts the assumption \( |U \setminus U^*, I| \) \( G_0 < \frac{k+1}{2} \). \( \square \)

Since \( |U^*, I| \) \( G_0 + |U \setminus U^*, I| \) \( G_0 = |U, I| \) \( G_0 = (k+1)|I| \), Claim 4.4 implies \( |U^*, I| \) \( G_0 = (k+1)|I| - |U \setminus U^*, I| \) \( G_0 \leq (k+1)|I| - \frac{k+1}{2} \).

To count \( A(D^*) \), note that for any \( u \in U^* \) and \( i \in I \), each edge \( ui \) in \( G_0 \) corresponds to \( d \) arcs from \( u \) to \( W_i \) in \( D^* \). Hence, \( |A(D^*)| = |U^*, U_{j \in I} W_j|_D = d |U^*, I| \) \( G_0 \). Then

\[
\frac{|A(D^*)|}{|V(D^*)| - 1} = \frac{d |U^*, I| \) \( G_0}{(d+1)|I| - 1} \leq \frac{d(k+1)|I| - \frac{d(k+1)}{2}}{(d+1)|I| - 1} \leq \frac{d(k+1)|I| - \frac{d(k+1)}{d+1}}{(d+1)|I| - 1} \frac{d(k+1)}{d+1}.
\]

This proves Claim 4.3. \( \square \)

This finishes the proof of Theorem 1.7. \( \square \)

Theorem 1.7 shows the bound of Theorem 2.4 is sharp. For positive integers \( k, d \) and \( \varepsilon > 0 \), let \( D \) be the digraph as stated in Theorem 1.7. Then \( \frac{1}{2} \) mad(\( D \)) \( \leq \gamma(D) < k + \frac{d-k}{d+1} + \varepsilon \). Since \( D \) is acyclic, a subdigraph of \( D \) is a branching if and only if it is a pseudo-branching. Hence, \( D \) can not decompose into \( k+1 \) pseudo-branchings \( C_1, \ldots, C_k, C_{k+1} \) with \( \Delta^+(C_{k+1}) \leq d \). This shows the bound of Theorem 1.11 is sharp.
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