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Abstract
The sparsely-activated models have achieved great success in natural language processing through large-scale parameters and relatively low computational cost, and gradually become a feasible technique for training and implementing extremely large models. Due to the limit of communication cost, activating multiple experts is hardly affordable during training and inference. Therefore, previous work usually activate just one expert at a time to alleviate additional communication cost. Such routing mechanism limits the upper bound of model performance. In this paper, we first investigate a phenomenon that increasing the number of activated experts can boost the model performance with higher sparse ratio. To increase the number of activated experts without an increase in computational cost, we propose SAM (Switch and Mixture) routing, an efficient hierarchical routing mechanism that activates multiple experts in a same device (GPU). Our methods shed light on the training of extremely large sparse models and experiments prove that our models can achieve significant performance gain with great efficiency improvement.

1 Introduction
Recently, we have observed the great success of large-scale models in many areas. For example, in natural language processing (NLP), many models (Brown et al., 2020; Narayanan et al., 2021; Radford and Narasimhan, 2018; Radford et al., 2019; Raffel et al., 2019; Lewis et al., 2019) based on Transformer (Vaswani et al., 2017) have been proposed to address the problems existing in natural language understanding (Devlin et al., 2018; Liu et al., 2019) and natural language generation (Raffel et al., 2019; Lewis et al., 2019). To make these models more powerful, we need to increase the parameter size (Brown et al., 2020; Devlin et al., 2018; Kaplan et al., 2020). Unfortunately, for dense models, extremely large parameter size always comes with extremely huge computational cost. Thus, to reduce computational cost for large models, the sparse activation mechanism is implemented. In contrast to dense models, sparse models only activate partial parameters for computing. (Shazeer et al., 2017) uses a Mixture of Experts (MoE) layer to expand LSTM (Hochreiter and Schmidhuber, 1997) and trains a giant model up to 137B parameters. (Lepikhin et al., 2020) proposed G-Shard which scales up the Transformer model with Sparsely-Gated Mixture-of-Experts layer. However, because of the implementation mechanism of sparsely activated models and the limitations of current hardware, it inevitably produces the communication cost among the drivers when activating multiple experts. To address this, (Fedus et al., 2021) propose Switch Transformer which selects one expert for calculation, trains a sparsely activated model based on T5 towards the trillion level, and achieves SOTA results in many NLP tasks.

Although Switch Transformer (Fedus et al., 2021) can considerably reduce computational cost, we find that activating only one expert at a time may limit the upper bound of model performance, compared with activating multiple experts. To illustrate this, we introduce a concept of sparsity ceiling to denote the optimal performance of sparse model under different sparsity. Let sparse ratio denote ratio of the total number of experts to the number of active experts. As shown in Figure 1, we can see the performance of model activating single expert (using Switch routing) will get the optimal result when sparsity ratio is 32. Moreover, the model performance cannot be improved further when the
The performance of Switch routing which activates single expert will reach the ceiling when sparsity ratio is 32. When activating 4 experts (also use Switch routing), this ceiling will be achieved when sparsity ratio is 128, and the performance is also better than activated single expert.

Another observation is that increasing the number of activated experts can improve the optimal sparsity ratio and the sparsity ceiling.

However, for current sparse routing mechanism, increasing the number of activated experts will greatly increase the communication overhead. To address this issue, we propose SAM routing mechanism, which adopts a hierarchical routing to reach the extremely sparsity ratio with acceptable cost. Specifically, we deploy untrained experts in different devices and group them based on their position. In the forward calculation, the router will activate multiple experts in one expert group. Through gathering in a single device, we decouple the communication overhead with the number of activated experts to achieve efficient and scalable sparsely activated models. Experiments show that SAM routing achieves a significant improvement compared with previous work.

To summarize, our contributions are listed as follows:

1. We analyzed the relationship between the sparsity and the performance of sparsely activated models, and found there is a ceiling when increasing the sparsity continuously. Increasing the number of activated experts will break through the ceiling and achieve the extreme sparsity of sparsely activated models.

2. In order to decouple the communication cost with the number of activated experts, we propose the SAM routing, which implements an efficient and scalability sparse routing mechanism through expert grouping and gathering inner group. Through the SAM routing, we can increase the number of activated experts with a constant communication overhead to increase the scale of the model.

3. Furthermore, we have designed two losses to align the best experts of local and global, so that the experts we selected through hierarchical routing will be the most suitable ones among all the experts.

4. The extensive experiments demonstrate that the SAM routing improves the model performance significantly with constant computational cost and communication cost.

2 Background and Analysis

2.1 Sparsely Activated Models

Sparsely activated models are currently considered as very advantageous structures for training huge models. By routing samples to different experts, the model parameter size can be greatly increased and consequently performance can be improved. G-Shard (Lepikhin et al., 2020) use Mixture of Experts (MoE) layer to train a sparsely activated model based on Transformer (Vaswani et al., 2017), and the architecture is shown in Figure 2. The token will be routed by router to different experts based on the representation of it. Specifically, token \( x \) will be routed to \( i \)-th expert according to its score (Shazeer et al., 2017):

\[
g(x) = (w \cdot h_x) + \text{noise}(h_x), \quad (1)
\]

\[
p(x)_i = \text{softmax}(\text{topk}(g(x)))_i, \quad (2)
\]
where $h_x$ is the representation of $x$ in the previous layers, $w$ is learnable parameters in this router and $p(x)_i$ is the score that $x$ will be routed to $i$-th expert. The Switch Transformer (Fedus et al., 2021) argues that activating more than one expert will result in unacceptable communication cost, but the router of MoE layer is non-differentiable using only single expert. Therefore, Switch Transformer simplifies the router and calculates the score as:

$$p(x)_i = \text{softmax}(w \cdot h_x)_i.$$  \hfill (3)

For input $x$, the output is determined by the selected expert of the results:

$$y = \sum_{i \in T} p(x)_i E(x)_i.$$  \hfill (4)

As shown in the Equation (4), $E_i(x)$ represents the output of $i$-th expert, $\mathcal{T}$ represents the set of index of the selected experts. The final output of the MoE layer is the weighted sum of the output of the selected experts.

### 2.2 Expert Parallel

Training huge scale model requires distributed training system with high performance and quite some large-scale pre-trained models based on Transformer are successfully trained through parallel training. In addition to data parallelism and model parallelism, expert parallelism, which assigns experts from a single device to multiple devices (generally GPU), is also used when training sparsely activated models, as shown in Figure 3.

As the Figure 3 shown, when activating multiple experts, AllToAll operator will cause the communication overhead. This operator will dispatch the token to multiple experts and gather the results after computation. As (Lepikhin et al., 2020) described, this communication overhead increases sublinearly when the number of device grows.

Switch Transformer (Fedus et al., 2021) propose activating only a single expert to avoid this additional communication overhead. However, activating single expert limits the gain obtained through increasing the model capacity, and when the model capacity reaches a certain limit, the model obtains no gains. The details will be discussed in Section 2.3.

### 2.3 Rethinking Sparsity and Beyond

According to the model structure of sparsely activated models, one of their advantages is that only part of experts will be activated for forward calculation, which reduces the calculation cost of the models. Previous work (Shazeer et al., 2017; Lepikhin et al., 2020; Fedus et al., 2021) has shown that increasing the total number of experts can improve the performance of the model. However, we found when the number of experts is sufficiently high, no further improvement can be obtained in the sparsely activated models.

Before we introduce our finding, we first define some notations about the sparsely activated models: $k$ is the number of activated experts in each layer, $n_{\text{expert}}$ is the number of experts in each layer, $s_{\text{model}}$ is the parameter size of the layer, $d_{\text{model}}$ is the dimension of the model embedding, $d_{\text{ffn}}$ is the dimension of the Feed-Forward Network (FFN) layer. To measure the sparsity of a sparsely activated model, we further define sparsity ratio as $SR = n_{\text{expert}}/k$. Model with higher sparsity ratio is sparser.

**Proof** For the MoE layer, the computational cost is proportional to $k$:

$$\text{cost}_{\text{compute}} \propto k \cdot d_{\text{model}} \cdot d_{\text{ffn}},$$  \hfill (5)

and the relation of $s_{\text{model}}$ and $n_{\text{expert}}$ (ignore the size of router) is:

$$s_{\text{model}} = n_{\text{expert}} \cdot d_{\text{model}} \cdot d_{\text{ffn}}.$$  \hfill (6)

According to Eq. (5), Eq. (6) and the definition of sparsity ratio, we have:

$$s_{\text{model}} \propto SR \cdot \text{cost}_{\text{compute}}.$$  \hfill (7)

Therefore, we can conclude that the model size is only proportional to the sparsity ratio at a certain computational cost.
First, we conduct experiments on the sparsely activated models with \( k = 1 \) using Switch routing (Fedus et al., 2021). As shown in Figure 1, we found that when the sparsity ratio of the model is 32, the performance of the model is optimal. With the sparsity ratio further increased, the capacity of the model is enlarged, but the performance of the model cannot be improved anymore. Therefore, with single activated expert, when the sparsity ratio is 32, the performance of the model reaches its optimal, which we call sparsity ceiling.

As shown in Figure 1, when \( k = 4 \), the performance of the model becomes saturated when the sparsity ratio is 128. That is, when we activate four experts, the sparsity ratio with which the model reaches the best performance is larger than activating only one expert, and the performance of the model is better, too. By further increasing \( k \), we can see that the sparsity ratio reaching the best performance of model will become larger and larger, and its performance will also be improved. In other words, increasing \( k \) value will not only enhance the performance of the model, but also enhance the scalability of the model.

In summary, increasing \( k \) not only breaks through the performance ceiling of the model, but also improves the scalability, and the performance of larger models can be fully utilized. However, due to the current hardware limitations, increasing \( k \) will add unacceptable communication cost into the model calculation process, which seriously affects the model efficiency. To address this issue, in next section, we propose a novel hierarchical routing mechanism which is called Switch and Mixture routing (SAM). Specifically, we group experts according to their location, which means experts on the same device are in the same group. During the forward computation, we first select one group and then activate multiple experts located in this group (also means in the same device). Obviously, with the SAM routing, the communication cost will be decoupled with the number of activated experts, thus the efficiency is guaranteed.

In SAM routing as shown in Figure 4, the first router (called Switch Router) is used to select one group of experts, while the second (called Mixture Router) is used to select \( k \) experts in the selected group.

Firstly, similarly with recent works (Lepikhin et al., 2020; Fedus et al., 2021), we use Shared Router to implement it.

3 Switch and Mixture Routing

To achieve extreme sparsity of sparsely activated models with low communication cost, we propose a Switch and Mixture layer (SAM layer), to improve the performance and scalability with low communication cost. The main architecture of SAM layer is shown in Figure 4. In this section, we will introduce the SAM layer in three parts: hierarchical routing, alignment loss and load balance.

3.1 Hierarchical Routing

As we have analyzed in Section 2.3, in order to boost the performance of large-scale sparse models, increasing \( k \) (the number of activated experts) is a necessary choice. Meanwhile, such huge models require computations in distributed systems with many devices (usually GPUs). However, as \( k \) increases, the cost of communication between devices gradually becomes unacceptable. To address this, we propose a novel hierarchical routing mechanism which is called Switch and Mixture routing (SAM). Specifically, we group experts according to their location, which means experts on the same device are in the same group. During the forward computation, we first select one group and then activate multiple experts located in this group (also means in the same device). Obviously, with the SAM routing, the communication cost will be decoupled with the number of activated experts, thus the efficiency is guaranteed.

In SAM routing as shown in Figure 4, the first router (called Switch Router) is used to select one group of experts, while the second (called Mixture Router) is used to select \( k \) experts in the selected group.
3.1.1 Shared Router

In Shared Router implementation, a router is shared when selecting groups and experts. It computes scores of experts globally:

\[ p(x)_i = \text{softmax}(w_s \cdot h_x)_i, \]  

(8)

where \( w_s \) is the learnable parameters of the shared router, \( h_x \) is the hidden state of token \( x \) and \( p(x)_i \) is the score of \( i \)-th expert. Accordingly, the score for each group will be calculated as the sum of Top-k scores in the group:

\[ g(x)_w = \sum_{i \in T_w} p(x)_i, \]  

(9)

where \( T_w \) is the set of Top-k experts in \( w \)-th group. \( g(x)_w \) is the score of \( w \)-th group and according this score, router will select the best group to compute. In selected group, we select the experts with Top-k scores given by the Shared router and use \( T \) to represent this set, the final result will be calculate as:

\[ y = \sum_{i \in T} p(x)_i E(x)_i, \]  

(10)

However, using Shared Router can not represent the diversity between groups efficiently, further, we propose non-shared router to improve this.

3.1.2 Non-shared Router

In Non-shared Router implementation, we propose Switch Router which calculate the scores of groups and Mixture Router calculate the scores of experts. As for Switch Router, the score of \( w \)-th group calculated as:

\[ g(x)_w = \text{softmax}(w_{ns} \cdot h_x)_w, \]  

(11)

where \( w_{ns} \) is the parameters of the Switch Router of Non-shared Router and \( g(x)_w \) is the score of \( w \)-th group.

After selecting the best group according Switch Router, Mixture Router calculate the score of \( i \)-th expert as:

\[ p_w(x)_i = \text{softmax}(w^{w}_{nm} \cdot h_x)_i, \]  

(12)

where \( w^{w}_{nm} \) is the parameters of the Mixture Router of \( w \)-th group and \( p_w(x)_i \) is the score of \( i \)-th expert which located in \( w \)-th group. Each group have independent Mixture Router, and each Mixture Router calculate the scores inner experts of group.

Finally each expert in the selected group has two scores: one is the score of the selected group \( g(x)_w \) and the other is of the selected expert \( p_w(x)_i \). The output is given by:

\[ y = \sum_{i \in T} g(x)_w \cdot p_w(x)_i \cdot E^w_i(h_x), \]  

(13)

where \( w \)-th group is selected group, \( g(x)_w \) is the score of this group, \( p_w(x)_i \) is score of \( i \)-th expert located in \( w \)-th group, \( T \) is set of the selected experts, and \( E^w_i(h_x) \) is the output of the \( i \)-th expert in \( w \)-th group.

3.2 Alignment Loss

With hierarchical routing, especially Shared Router, we find that the Top-k scores of experts in the selected group may not be the best Top-k in global. So we design a loss to align the best score of local with global:

\[ loss = \sum_{e \in T} \max ((p(x)_e - p(x)_K), 0), \]  

(14)

where \( T \) is the set of experts not located in the group that we selected and \( p(x)_K \) is the \( k \)-th highest score of the selected experts. Using this loss restricts the scores of other experts lower than selected experts.

Relatively, as for non-shared router, we also design a loss function to restrict results of routers:

\[ loss = -\log \frac{g(x)_k}{\sum_{w \in W} g(x)_w}, \]  

(15)

where \( g(x)_k \) means the score of selected group and \( W \) is the set of groups.

3.3 Load Balance

In the sparsely activated models, due to activating experts sparsely for calculation, the load imbalance of tokens may occur when tokens are allocated. When the load imbalance occurs, a large proportion of the tokens will be routed to a small number of experts, leading to inadequate training of other experts. As a result, the performance will be deteriorated.

In Switch Router, we use auxiliary loss like (Fedus et al., 2021) to keep the load balance between groups and in Mixture Router, we use it to keep balance between experts.
4 Experiments

4.1 Experimental Details

In this work, we use GPT-base (Radford and Narasimhan, 2018) as the backbone model. We replace all the FFN layers in GPT-base with Switch routing and SAM routing, and obtain two kinds of sparsely activated models called Switch-GPT and SAM-GPT, respectively.

Following the original settings in (Radford and Narasimhan, 2018), the model size of all the discussed models is set to 768. The hidden size of FFN layers in GPT-base and Switch-GPT (always activates a single FFN expert at a time) is 3072 (4 times model size). In order to keep computational cost of all the models consistent, the hidden size of SAM-GPT is 3072/k, where k is the number of activated FFN experts in sparse routing. All the models are optimized by the Adam (Kingma and Ba, 2015) optimizer with batch size 128.

In order to explore the ability of the model, we test the perplexity for the language model in the pre-training stage. The pre-training corpus will be introduced in the next section. Section 4.3 and Section 4.4 respectively show experiments to prove performance and efficiency improvement. At the same time, in order to explore the model’s ability to model long-distance in natural language and measure the amount of knowledge, we carry out some downstream tasks in Section 4.5.

4.2 Pre-training Dataset

To prevent inadequate training due to the insufficiency of data, we follow the work of (Shoeybi et al., 2019) and aggregate three datasets for pre-training, including Wikipedia (Devlin et al., 2018), RealNews (Zellers et al., 2019) and OpenWebText (Radford et al., 2019). Wikipedia is a dataset composed of extracted texts from wikipedia without lists, tables and headers. RealNews is a large scale dataset about news articles from Common Crawl. OpenWebText dataset contains a large amount of text data from social media platform Reddit. They scraped all outbound links from Reddit as data sources and extracted texts from HTML responses. To avoid data leakage, we deleted the data in WikiText-103. All together, the combined dataset contains nearly 165GB data.

4.3 Breaking though the Ceiling of Sparsity

In this section, we conduct experiments to show that using SAM layer we can break through the ceiling of sparsity described in Section 2.3.

As shown in Figure 5(a), Switch-GPT which activated a single expert, will get better result than the dense model with the same computational cost. As the number of experts increases, the performance becomes better. When sparsity ratio is 32, Switch-GPT gets the best result. However, as the sparsity increases continuously, the performance of the model does not improve accordingly. In other words, the Switch-GPT model reaches the Ceiling of Sparsity when the sparsity ratio is 32.

In contrast, Figure 5(b) and Figure 5(c) show the performance comparison of SAM routing with different sparsity ratios at different $k$ values. Figure 5(b) shows the performance of SAM layer which activates 2 experts. Compared with dense model (GPT-base) with the same computational cost, SAM-GPT has a great improvement even when sparsity ratio is 32. As the sparsity ratio increases further, the model performs better and
Table 1: Benchmarking SAM-GPT, Switch-GPT and GPT. In this table, we compare the performance of GPT-base, Switch-GPT and SAM-GPT with same computational cost. SAM-GPT achieves better performance compared with Switch-GPT and dense model (GPT-base). SAM-GPT with $k=2$ reaches the best performance when the sparsity ratio is 128 and corresponding perplexity is 18.88. When the value of $k$ is further increased to 4, the best performance will be further improved accordingly with a lower perplexity of 18.53.

When sparsity ratio is 128, it takes SAM-GPT only 22k steps to achieve the performance of Switch-GPT. In addition, compared with sparsity ratio is 64, the model is sparser and the performance is much better. In summary, the experiments show that when two experts are activated, not only is the performance of the SAM-GPT significantly better than Switch-GPT, but its sparsity is much higher, too.

By further increasing the number of activated experts, in Figure 5(c), the improvement will be much better than activating only two experts. It is reasonable to believe that increasing the number of activated experts through SAM-GPT extends the performance upper bound and extensibility of the model to some extent. Compared with other work, we can activate more experts to improve the model’s performance and train efficient sparsely activated models based on this.

The overall results are shown in Table 1. With the same computational cost, the performance of sparsely activated models is better than dense model. The perplexity of GPT-base is 25.89 and Switch-GPT and SAM-GPT are both always better than it. In the case of under the same communication cost and calculation cost, SAM-GPT can activate multiple experts for calculation, and its effect will be much better than Switch-GPT. With the same sparsity ratio, activating 2 experts reaches 19.39 PPL, and activating 4 gets 19.17. Further increase sparsity ratio, the performance will be better. As the table shows, SAM-GPT ($k=2$) will get the best performance when sparsity ratio is 128 and PPL is 18.88, SAM-GPT ($k=4$) will get the best result is 18.53.

Figure 6: The performance of Switch-GPT, SAM-GPT ($k=2$) and SAM-GPT ($k=4$) in same sparsity ratio. In this Figure, the computational cost is same, and all model’s sparsity ratio is 128. We can see the result of SAM-GPT ($k=4$) is better than other models and get 1.4x speedup in training compared with Switch-GPT.

4.4 Efficiency of SAM Transformer

Compared with Switch-GPT, SAM-GPT has a significant improvement not only in performance but also in efficiency. In Figure 6, we can observe that the performance of SAM-GPT is better than Switch-GPT, even when activating only 2 experts. Furthermore, at the same step, SAM-GPT will be better than Switch-GPT. Unlike dense model, the performance improvement due to capacity growth by increasing the sparsity does not give rise to the increase of computational cost. As shown in the Figure 6, it takes SAM-GPT only 20k training steps to achieve the best performance of Switch-GPT. According to this, we can use the SAM routing to increase the number of activated experts and sparsity of the model and then improve the performance. SAM-GPT decreases the communication cost by expert grouping, however, comparing steps
| Model    | LAMB. (Acc.) | Wiki. (PPL) | LAMA (P@1) |
|----------|-------------|-------------|-------------|
| GPT-base | 0.2304      | 40.57       | 0.1084      |
| Switch-GPT | 0.2581   | 38.46       | 0.1365      |
| SAM-GPT  | 0.2806      | 28.48       | 0.1549      |

Table 2: Zero-shot results on LAMBADA (LAMB.), WikiText-103 (Wiki.) and LAMA.

cannot show the efficiency of the SAM routing clearly. Further, we will compare Switch routing and MoE routing in total elapsed time and show the efficiency of the SAM routing. General speaking, the SAM routing gives a choice to build such a huge and economic model for natural language processing.

4.5 Downstream Task

In this section, we conduct some experiments to evaluate the performance of SAM-GPT in some downstream tasks about neural language generation and modeling.

In Table 2, We choose LAMBADA (Paperno et al., 2016), WikiText-103 (Merity et al., 2016) and LAMA (Petroni et al., 2019) to test the ability of models to model long-term dependencies in text and report the results of GPT-base, Switch-GPT and SAM-GPT. The metric of LAMBADA and LAMA is accuracy and WikiText-103 is perplexity. As shown in Table 2, SAM-GPT outperforms Switch-GPT nearly 2.2 points in LAMBDA, 10 PPL in WikiText-103 and 2 points in LAMA. SAM-GPT has the best result in such knowledge-heavy tasks.

5 Related Work

Pre-training has become a focus in the field of artificial intelligence, especially in natural language processing. After Transformer (Vaswani et al., 2017) is proposed, pre-training has become a common choice in natural language processing, and enhancing downstream tasks through pre-training has become the mainstream method. (Devlin et al., 2018; Liu et al., 2019; Lewis et al., 2019; Radford et al., 2019; Brown et al., 2020) For example, (Devlin et al., 2018) proposed BERT which constructed Bidirectional Encoder based on self-attention mechanism, and trained it as a masked language model, which greatly improved the modeling and understanding ability of the language model.

(Kaplan et al., 2020) have explored various factors that affect the neural network and found that model size is a significant factor to affect model performance. However, if we increase the number of layers or the size of hidden layers, training instability and gradient explosion may occur during training. Besides, increasing the model size of a dense model will greatly increase the computational cost of the model. Inspired by the Mixture of Experts (Jacobs et al., 1991; Jordan and Jacobs, 1993; Shazeer et al., 2017), some researchers begin to study sparsely activated models to improve pre-trained models based on self-attention mechanism. In recent years, with the rapid development of distributed training and parallel computing, a large amount of large-scale pre-trained language model research has been released. (Lepikhin et al., 2020) expanded their FFN layers based on Transformer and acquired SOTA on translation tasks of various languages. (Fedus et al., 2021) propose Switch Transformer, which simplifies the routing of MoE, reduces communication cost, and expands the scale to trillion. Although previous studies have scaled the model to trillion, the benefits of performance are not as good. This work improves the performance bottleneck of scaling up the model, and reduces the communication overhead through hierarchical routing to achieve a truly efficient large-scale language model.

6 Conclusion and Future Work

In this work, we experiment several factors related to the performance of sparsely activated models, and find that when increasing the number of experts, the improvement of performance will reach a ceiling. Continuing to increase the sparsity of model will not get the benefit of performance. Furthermore, we find that increasing the number of activated experts can effectively improve the performance and break through the ceiling of sparsity. However, due to hardware limitations, activating multiple experts can always incur unacceptable communication cost.

Therefore, we propose SAM routing to select experts by hierarchical routing. The Switch router selects a device and the Mixture router chooses experts in the selected device. This decouples the communication cost with the number of activated experts to reduce communication cost. Experiments show that our method is significantly better than Switch routing in terms of both performance
and efficiency.

At present, most sparsely activated models based on Transformer choose to expand the FFN layer to improve the performance of expanding model capacity. We think that not only can we expand the FFN layer, but also on the self-attention layer. Further, we can expand the whole Transformer layer or the whole model to store and model knowledge and release the ability of understanding. In addition, there is still a certain gap between SAM routing and MoE routing in the final effect. We consider that the diversity of experts may be restricted due to grouping, which remains as an important research direction in our future work.
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