SpectralWeight: a spectral graph wavelet framework for weight prediction of pork cuts
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Abstract. In this paper, we propose a novel approach for the quality assessment of pork carcasses using 3D shape analysis. First, we make a 3D model of a pork half-carcass using a 3D scanner and then we take advantage of spectral graph wavelet signature (SGWS) to build a local spectral descriptor. Next, we aggregate the extracted features using the bag-of-geometric-words paradigm to globally represent the half-carcass shape. We then employ partial least-squares regression to predict the weight of pork cuts for the quality assessment of carcasses. Our results demonstrate that SpectralWeight can predict the weight of different pork cuts and tissues with high accuracy. Although in this study we evaluate the performance of SGWS for the weight prediction of pork dissection, our framework is fairly general and enables new ways to estimate the quality and economical value of carcasses of different animals.
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1 Introduction

Quality assessment of hog carcasses has long been practiced in Canada and many other countries [8,23]. The quality of a pork carcass can be determined based on its overall body composition by measuring the amount of muscle, fat, skin and bone, or according to the quantity of these tissues inside the primary and commercial cuts. In the literature, there have been different research objectives to evaluate carcasses’ quality and cuts. Gispert et al. [10] characterized pork carcasses based on their genotypes information, and measurements were taken using a ruler and the Fat-O-Meater. Marcoux et al. [13] employed dual-energy X-ray absorptiometry (DXA) technology to predict carcass composition of three genetic lines with a wide range of varying compositions. Pomar et al. [22] compared two grading systems based on Destron (DPG) and Hennessy (HGP) probe measurements to verify if both grading approaches result in similar lean yields and grading indices in actual pork carcasses. Engel et al. [7] proposed a different sampling scheme by considering some of the predictive variables to check the accuracy and the approval of new grading systems in slaughterhouses. Picouet et al. [21] suggested a predictive model based on a density correction equation to determine weight and lean content. In an effort to replace traditional procedures such as dissection, Vester-Christensen et al. [30] took advantage of computed tomography (CT)-scans and a contextual Bayesian classification scheme to classify pork carcasses into three types of tissues. The cutout and dissection procedure proposed by Nissen et al. [20] is a well-recognized reference method to assess the quality of pork carcasses. However, this approach is time-consuming, and financially expensive.
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and requires attention, space and qualified personnel in addition to the risk of bias between butchers.

Hence, the pork industry, including all stakeholders from production to meat sale, is seeking a way to make the most profitable decisions. One solution is to carry out carcass quality evaluations to know the results coming from a choice of genetic lines, a diet or a breeding method. However, due to the difficulties in conducting the cutting and dissection procedure by butchers, the commercial environment has more constraints than the research environment. Therefore, it becomes more important to develop a simple, fast and precise method to replace the traditional approaches in the commercial environment.

In this paper, we digitize carcasses in three-dimensions using a 3D scanner and then make a triangular mesh model of each pork half-carcass to develop a framework for weight prediction of the different cuts and their tissue composition. Unlike images, triangular meshes have irregular connectivity which demands an efficient and concise design to capture the intrinsic information of the object while staying robust against different triangulation. This requires the design of a descriptor (signature) that is invariant to isometric deformation of a meshed object while keeping discriminative geometric information. To this end, we employ a compact signature based on spectral analysis of the Laplace-Beltrami Operator (LBO) to capture the intrinsic geometric properties of shapes. This compact representation of 3D objects simplifies the problem of shape comparison to the problem of signature comparison and provides a relatively accurate prediction of pork cut weights.

The spectral signatures can be employed in a broad range of applications including medical shape analysis, 3D object analysis, shape matching, and segmentation. In the literature, there has been a surge of interest in eigenmodes (eigenvalues and eigenvectors) of LBO to build local or global spectral signatures. The power of spectral signatures is mainly due to the spectrum related to the natural frequencies and the associated eigenvectors that yield the wave pattern.

The local spectral signatures are defined on each vertex of a mesh and provide information about the neighborhood around a vertex. Intuitively, points around a neighborhood share similar geometric information, hence their corresponding local descriptors should represent similar patterns. The local spectral signatures include heat kernel signature (HKS), wave kernel signature (WKS), and global point signature (GPS). From the graph Fourier view, HKS captures information related to the low-frequency component that relies on macroscopic information of a 3D object. Moreover, WKS allows access to the information of the high-frequency component, which corresponds to the microscopic properties of a 3D model. Furthermore, in GPS we might face the problem of eigenvector’s switching when their corresponding eigenvalues are close to each other.

On the other side, global signatures encode information about the geometry of the entire 3D object. Shape-DNA was introduced by Reuter et al. as a global signature defined by a non-trivial truncated sequence of eigenvalues normalized by mesh area that are arranged in ascending order. Gao et al. proposed compact Shape-DNA by applying the discrete Fourier transform to eigenvalues of the LBO. A new version of GPS developed by Chaudhari et al., called GPS embedding, is a global descriptor defined as a truncated sequence of inverse square roots eigenvalues.
of the LBO. However, global spectral signatures give us limited representation and fail to recognize the fine-grained patterns in a 3D model.

Recently, spectral graph wavelet signature (SGWS) has been developed by Masoumi et al. [15] as an efficient and informative local spectral signature, which allows analysis of the 3D mesh in different frequencies. Dissimilar to GPS, HKS, and WKS, SGWS leverages the power of the wavelet to provide the information of both macroscopic and microscopic geometry of shape, leading to a more discriminative feature. In this paper, we introduce SpectralWeight, in which each 3D model is represented by SGWS to computerize estimation of the weight of pork cuts. Our objective in this study is to verify the accuracy of prediction for different variables of interest and possibly integrate the calculation method into a complete tool that can be used in a commercial environment. To the best of our knowledge, this is the first study on employing SGWS for weight prediction of pork carcasses.

The contribution of this paper is twofold: (1) we propose a framework to precisely model a pork half-carcass by harnessing the power of the spectral graph wavelets, which is called SpectralWeight; and (2) we exploit the SpectralWeight as a predictive model to weigh different cuts of pork.

2 Material and Methods

2.1 Sampling scheme

To meet the objectives of this project, we selected 195 pork carcasses, including 100 barrows and 95 females, from commercial slaughterhouses in Quebec, Canada. To obtain a high variability of conformation, carcasses were sampled in a weight range of 83.8 kg to 116.2 kg and a backfat thickness range of 7.6 mm to 30.6 mm. Backfat thickness was measured using a ruler at the cleft and the level of the fourth-last thoracic vertebra. However, the official backfat measurement was retaken using a digital caliper on a chop cut at the same thoracic level (fourth-last vertebra) 7 cm from the cleft perpendicular to the skin. The conformation of the carcasses is divided into four different classes represented by the letters C, B, A and AA. Class C represents a long carcass with a thin-looking leg, while class AA represents a stocky carcass with a highly-rounded leg shape (Figure 1). At the time of weighing, the hot carcass was presented with the head, tail, leaf fat, hanging tender and kidneys. We retained only carcasses properly split in the middle of the spinal column and without tissue ablation. Therefore, each carcass side was considered to be bilaterally symmetric. The scale of variation within each sampling criterion is intended to provide a more robust estimate of the predictive model parameters at the extremes of weight and backfat thickness [6]. Only the left half-carasses were transported to the Sherbrooke Research and Development Center (RDC) of Agriculture and Agri-Food Canada (AAFC). The carcasses were stored in a cooler at 2°C in a plastic bag to minimize water loss. The 3D scanning, cutout, dissection and determination of meat cut fat content were completed within days of receipt of the carcasses at the AAFC RDC.

2.2 Half-carcass preparation and modeling

Before being digitized in 3D, the half-carasses were prepared in a standard way by removing the tail, the hanging tender and the remains of leaf fat present in the carcass cavity. The jowl was shortened to a uniform length of 15 cm from the base of the shoulder. The final weight of the half-carass
was subsequently recorded. The total length of the half-carcass was measured using a tape measure from the tip of the rear hooves to the first cervical vertebrae. This length was used to determine the cutting site for the shoulder and ham. Three-dimensional scanning of each half-carcass was performed using the Go!SCAN 3DTM (Model 50, Creaform, Levis, Quebec, Canada) and post-processed by 3D software (Vxelement, Version 6.3 SR1, Creaform, Levis, Quebec, Canada). The 3D scanner uses white structured light technology without requiring targets affixed to the carcass or additional lighting. Quality control was performed at the beginning of each day by scanning a target provided by the company. All quality controls were passed during the project. The resolution between the mesh points was set to 0.2 cm and 3D models were saved and used in OBJ format.

2.3 Cutout and dissection

Once the half-carcass was scanned, the four primal cuts (leg, shoulder, loin, and belly) were prepared. The leg and shoulder were cut at proportional distances of 40.90% and 85.54% from the total length of the half-carcass, respectively. These proportions were determined in a previous cutout expertise (unpublished results). The primal loin and flank were separated by applying a straight cut passing 1.5 cm from the tenderloin and 10 cm from the base of the ribs opposite the fourth-last thoracic vertebra. The primal cuts were then prepared into commercial cuts according to different standards. The commercial cuts are presented with or without the skin, more or less defatted, and with or without bone, as appropriate. The skin and ribs from the primal belly were removed. Subsequently, the mammary glands and a portion at the posterior end of the belly (belly trimmings) were cut to create a rectangular appearance. Specifications for the preparation of commercial cuts and their identification codes are presented in the Canadian Pork Handbook and the Distributor Education Program (DEP) [1]. The cuts illustrated and described in this manual correspond to the basic specifications followed by the Canadian pork industry. It is worth noting that there are no reference numbers for the four primal cuts (Leg, Loin, Shoulder, and Belly) presented in [1]. Figure 2 clearly illustrates the four primal cuts, belly commercial trim C‘400, and belly trimmings. The
cutout work resulted in the following parts: Pork leg C100, Shoulder blade C325, Boneless shoulder blade C325, Hock C355, Shoulder picnic C311, Loin C200, Boneless loin C201, Skinless tenderloin C228, Back ribs C505, Belly commercial trim C400, Side ribs C500, and Belly trimmings. The amounts of bone, skin, and meat (muscle and fat not separated) contained in the primal and commercial cuts were obtained by dissection procedure, and weights were recorded. The meat contained in the main commercial cuts (Pork leg C100, Boneless loin C201, Loin C200, Belly commercial trim C400, Shoulder picnic C311, Boneless shoulder blade C325, Belly trimmings) was minced, and a representative sample was taken to determine lipid, protein and dry matter content using near-infrared transmittance [28]. It should be noted that lipid content was used in this study to calculate the weight of fat in the meat of the main commercial cuts. To convert the lipid content to dissected fat weight, a sample of pure muscle and pure fat from each meat mass was also analyzed for lipid content using the same method. Using the data collected from the muscle and fat samples for each cut, an equation was developed to convert the meat lipid content to the dissected fat content. This procedure allows an equivalent amount of fat to be obtained without physically separating the muscle and fat from the meat from the entire mass using a knife.

2.4 Problem statement and method

We model a pork half-carcass $T$ as a triangulated mesh defined as $(V, E)$, where $V = \{v_i | i = 1, \ldots, N\}$ is the set of vertices, and $E = \{e_{ij}\}$ is the set of edges. For any vertex coordinate $P = (p_1, p_2, p_3) : V \rightarrow \mathbb{R}^3$, our objective is to build a local descriptor $f(v_i) \in \mathbb{R}^d$ for each vertex $v_i$. Figure 3 (left) represents an example of triangulated mesh on a random pork half-carcass.

We build the SpectralWeight framework based on the eigensystem of the LBO that are invariant to the deformation of non-rigid shapes. To achieve the eigenvalues and eigenvectors, we discretize the LBO using a cotangent weight scheme as proposed by [19]. We build our Laplacian matrix by:

$$L = A^{-1}(D - W),$$

where $A = \text{diag}(a_i)$ is a mass matrix, $D = \text{diag}(d_i)$ is a degree matrix constructed by $d_i = \sum_{j=1}^{n} w_{ij}$, and $W = (w_{ij}) = (\cot \alpha_{ij} + \cot \beta_{ij})/2a_i$ is a sparse weight matrix if $v_i \sim v_j$. Also, $\alpha_{ij}$ and $\beta_{ij}$ are the angles $\angle(v_i, v_{k_1}, v_j)$ and $\angle(v_i, v_{k_2}, v_j)$ of two adjacent triangles $t^0 = \{v_i, v_j, v_{k_1}\}$.
and \( t^\beta = \{ v_i, v_j, v_{k_2} \} \), and \( a_i \) is the area of the Voronoi cell at vertex \( v_i \), the shaded area. Finally, the eigensystem of LBO is obtained by solving the \textit{generalized eigenvalue problem}, such that:

\[
C \xi_\ell = \lambda_\ell A \xi_\ell,
\]

where \( C = D - W \), and \( \lambda_\ell \) and \( \xi_\ell \) are the eigenvalues and eigenfunctions of LBO, respectively. We define the spectral graph wavelet based for vertex \( j \) and scale \( t \) as \cite{15}:

\[
s_L(j) = \{ W_{\delta_j}(t_k, j) \mid k = 1, \ldots, L \} \cup \{ S_{\delta_j}(j) \},
\]

where \( W_{\delta_j}(t_k, j) \) and \( S_{\delta_j}(j) \) are the spectral graph wavelet and scaling function coefficients at resolution level \( L \), respectively, as follows (readers are referred to \cite{15} for detailed description):

\[
W_{\delta_j}(t, j) = \langle \delta_j, \psi_{t,j} \rangle = \sum_{\ell=1}^{m} g(t \lambda_\ell) \xi^2_\ell(j),
\]

and

\[
S_{\delta_j}(j) = \langle \delta_j, \phi_{t} \rangle = \sum_{\ell=1}^{m} h(\lambda_\ell) \xi^2_\ell(j).
\]

We consider the Mexican hat wavelet as a generating filter, which treats all frequencies as equally-important and improves the discriminative power of the SpectralWeight. The SpectralWeight takes advantage of nice properties like insensitivity to isometric deformations and efficiency in computation. Moreover, SpectralWeight merges the advantages of both band-pass and low-pass filters for building the local descriptor. Figure 4 depicts a representation of SGWT when computing a \( \chi^2 \)-distance from a highlighted point on the belly from other points on the carcass. As can be observed, regions with similar geometrical structures share the same color, while regions with dissimilar structures from the specified point bear different colors.

The SpectralWeight framework includes the subsequent steps: We first compute an SGWS matrix \( D \) for each half-carcass in the dataset \( S \), where \( D = (d_1, \ldots, d_m) \in \mathbb{R}^{p \times m} \), and \( d_i \) is the \( p \)-dimensional point signature at vertex \( i \) and \( m \) is the number of mesh points. In the second step, we construct a \( p \times k \) dictionary matrix \( V = (v_1, \ldots, v_k) \) through an unsupervised learning algorithm, i.e. clustering, by assigning each \( m \) local descriptor into the \( k \)-th cluster with the nearest
mean. In the next step, we employ the soft-assignment coding to map SGWSs $s_i$ to high-dimensional mid-level feature vectors. This leads to a $k \times m$ matrix $C = (c_1, \ldots, c_m)$ whose columns are the $k$-dimensional mid-level feature codes. In a bid to aggregate the learned high-dimensional local features, we build a $k \times 1$ histogram $h_r = \sum_{i=1}^{m} c_{ri}$ for each half-carcass by sum-pooling the cluster assignment matrix $C$. Then, we concatenate the SpectralWeight vectors $x_i$ of all $n$ half-carcasses in the dataset $S$ into a $k \times n$ data matrix $X = (x_1, \ldots, x_n)$. Afterward, we calculate geodesic distance $g$ \cite{11} to extract the diameter of the 3D mesh as well as the volume $v$ of each half-carcass $T_i$ and then aggregate them into $X$ to provide further discrimination power for SpectralWeight. Finally, a partial least-squares regression (PLS) is performed on the data matrix $X$ to find the equation giving the best fit for a set of data observations. The main steps of SpectralWeight framework are briefly outlined in Algorithm \ref{alg:algorithm}.

\begin{algorithm}
\caption{SpectralWeight algorithmic steps}
\label{alg:algorithm}
\textbf{Input:} Set of triangular meshes of $n$ pork half-carcasses $S = \{T_1, \ldots, T_n\}$ and their weights $w$
1: Simplify each model to have a uniform number of vertices.
2: for $j = 1$ to $n$ do
3: Compute SGWS matrix $D_j$ of size $p \times m$ for each half-carcass $T_j$.
4: Employ soft-assignment coding to determine the $k \times m$ code assignment matrix $C_j$, where $k > p$.
5: Represent each half-carcass $T_j$ as a $k \times 1$ histogram $h$ by pooling of code assignment matrix $C_j$.
6: Calculate volume $v_j$ and diameter of the mesh through geodesic distance $g_j$ for each 3D model in $S$.
7: end for
8: Arrange all the $n$ histograms $h$ into a $n \times k$ data matrix $X = (x_1, \ldots, x_n)^T$.
9: Aggregate mesh diameter, volume $v$ and weight $w$ to $n \times (k + 3)$ data matrix $X$.
10: Perform partial least-squares regression on $X$ to find the $n$-dimensional vector $\hat{y}$ of predicted cut weights.
\textbf{Output:} $n$-dimensional vector $\hat{y}$ containing predicted weights of pork composition.
\end{algorithm}
We carried out the experiments on a laptop using an Intel Core i7 processor with 2.00 GHz and 16 GB RAM. Also, our implementation was done in MATLAB. We also considered 301 eigenvalues and corresponding eigenvectors of the LBO. In this study, we set the resolution parameter as \( R = 2 \), leading to an SGWS matrix of size \( 5 \times m \), where \( m \) is the number of points in our 3D half-carcass model. Besides, we considered four components for our PLS regression. It is noteworthy that the training process is performed offline on concatenated \( p \times mn \) SGWS matrices from \( n \) meshes in dataset \( S \) achieved by applying k-means algorithm for the dictionary building process.

3 Results and Discussion

We assessed the performance of our proposed SpectralWeight framework for measuring hog carcass quality via extensive experiments. We created 3D models of 195 half-carcasses using a 3D scanner, followed by downsampling the mesh surfaces to have roughly 3000 vertices for each model. We subsequently applied SpectralWeight to extract geometric features of 3D models and then employed the PLS regression to find the best parameters for the weight prediction of pork compositions. The basic idea behind PLS \([32]\) is to project high-dimensional features into a subspace with a lower dimension. The features in the new subspace, so-called latent features, are a linear combination of the original features. PLS is useful in cases where the number of variables \((k+3)\) in a data matrix \(X\) are substantially greater than the number of observations \(n\). We took advantage of PLS regression since multiple linear regression fails due to multicollinearity among \(X\) variables. The regression is consequently performed on the latent variables.

To evaluate the performance of the SpectralWeight, we utilized some performance measurements such as coefficient of determination \( (R^2 - \text{score}) \), root mean square error \( (RMSE) \), and coefficient of variation error \( (CVe) \). It is worth noting that since \( CVe \) considers the information of the average weight of the cut, it is a more reliable and fair evaluation metric. To circumvent overfitting, we carefully performed leave-one-out cross-validation over the pork shapes by randomly sampling a set of training instances from our pork carcass dataset for learning and a separate hold-out set for testing. Tables 1 to 4 demonstrate the descriptive characteristics and predicted weight of primal cuts, commercial cuts, tissue composition in major commercial cuts, and tissue composition in half-carcasses, respectively.

Table 1 shows the accuracy of weight prediction for primal cuts. Also, the standard deviation and mean of each primal cut is computed and considered. As can be seen, the lowest prediction

| Dependent variables | \( n = 195 \) | Mean (kg) | S. D. | Min | Max | \( R^2 \) | RMSE | CVe (%) |
|---------------------|-------------|-----------|-------|-----|-----|----------|------|--------|
| Ham                 | 12.032      | 0.844     | 9.371 | 14.003 | 0.80 | 0.377    | 3.13 |
| Shoulder            | 12.507      | 0.879     | 9.976 | 14.778 | 0.79 | 0.399    | 3.19 |
| Loin                | 12.318      | 0.984     | 9.448 | 15.041 | 0.73 | 0.507    | 4.12 |
| Belly               | 8.692       | 0.863     | 6.288 | 10.986 | 0.78 | 0.406    | 4.67 |
error belongs to Ham cut with $CV_e = 3.13$, while the highest prediction error corresponds to Belly cut with $CV_e = 4.67$.

Table 2 shows the performance of our algorithm for predicting the weights of commercial cuts. As shown, pork leg C100 achieved the highest accuracy of prediction with $CV_e = 3.22$, while Tenderloin (skinless) C228 has the lowest accuracy with $CV_e = 8.97$.

We extended our experiments to further evaluating the major commercial cuts by predicting their tissue composition. The two major commercial cuts of pork leg C100 and shoulder picnic C311 consist of four tissues, i.e. muscle, fat, bone and skin. As can be observed from Table 3, best weight predictions correspond to the muscle tissue of pork leg C100 and bone tissue of shoulder picnic C311 with a correlation of variation error of 4.95 and 8.66, respectively. Shoulder blade boneless C325, loin boneless C201, belly C400 and belly trimmings are the other tissues of the major commercial cuts that are composed of only muscle and fat. As shown in Table 3, for all the four tissues, muscle tissue gained the highest prediction accuracy with $CV_e$ of 6.51, 6.91, 8.53, and 12.80, respectively.

In a bid to investigate the amount of the total tissue composition of muscle, fat, bone, and skin in the half-carcasses, we present Table 4 in which the characteristic information of each tissue for the 195 half-carcasses is demonstrated separately. More precisely, the amount of muscle is achieved by summing up the major commercial cuts including C100, C311, C325, C201, C400 and the belly trimmings. For the fat, we took into account the major commercial cuts containing C100, C311, C325, C201, C400, and in the belly trimmings. To calculate the amount of bone, we considered the sum of bone tissue from the half-carcass except the bone tissue contained in the feet, the hock, and the ribs. Also, the amount of skin is obtained by adding the skins from the half-carcass except the skin on the feet, the hock, and the jowl.
To further ameliorate the discrimination power of SpectralWeight, we merged information of mesh diameter and volume to our pipeline. As the results show, our proposed method can predict the weight of different cuts and tissues of a pork half-carass with high accuracy and hence is practical to be employed in the pork industry.

4 Conclusions

In this study, we introduced SpectralWeight to estimate the quality of pork carasses by weight prediction of pork cuts. We first built the spectral graph wavelet signature for every mesh point locally and then aggregated them as a global feature through the bag-of-geometric-words notion. To further ameliorate the discrimination power of SpectralWeight, we merged information of mesh diameter and volume to our pipeline. As the results show, our proposed method can predict the weight of different cuts and tissues of a pork half-carass with high accuracy and hence is practical to be employed in the pork industry.

Table 3. Descriptive characteristics and predicted weight of tissue composition in major commercial cuts.

| Items of composition | n = 195 | Tissue composition | Mean (kg) | S. D. | Min | Max | \( R^2 \) | RMSE | CVe (%) |
|----------------------|---------|--------------------|----------|-------|-----|-----|---------|-------|---------|
| Pork leg C100        |         | Muscle             | 8.014    | 0.704 | 5.860 | 10.124 | 0.68     | 0.396  | 4.95    |
|                      |         | Fat                | 1.934    | 0.427 | 1.115 | 3.102 | 0.67     | 0.243  | 12.59   |
|                      |         | Bone               | 0.941    | 0.080 | 0.757 | 1.172 | 0.56     | 0.053  | 5.62    |
|                      |         | Skin               | 0.391    | 0.061 | 0.257 | 0.619 | 0.28     | 0.052  | 13.22   |
| Shoulder picnic C311 |         | Muscle             | 3.016    | 0.390 | 1.965 | 4.053 | 0.42     | 0.297  | 9.83    |
|                      |         | Fat                | 0.937    | 0.200 | 0.484 | 1.572 | 0.56     | 0.133  | 14.18   |
|                      |         | Bone               | 0.380    | 0.042 | 0.313 | 0.563 | 0.38     | 0.033  | 8.66    |
|                      |         | Skin               | 0.164    | 0.024 | 0.100 | 0.230 | 0.21     | 0.021  | 12.93   |
| Shoulder blade boneless C325 | | Muscle             | 3.178    | 0.315 | 2.263 | 4.026 | 0.57     | 0.207  | 6.54    |
|                      |         | Fat                | 0.890    | 0.169 | 0.472 | 1.372 | 0.53     | 0.116  | 13.01   |
| Loin boneless C201   |         | Muscle             | 5.847    | 0.645 | 3.503 | 7.516 | 0.61     | 0.404  | 6.91    |
|                      |         | Fat                | 1.523    | 0.255 | 0.757 | 2.205 | 0.63     | 0.155  | 10.17   |
| Belly C400           |         | Muscle             | 2.689    | 0.374 | 1.835 | 3.620 | 0.62     | 0.229  | 8.53    |
|                      |         | Fat                | 1.947    | 0.474 | 0.778 | 3.077 | 0.70     | 0.260  | 13.36   |
| Belly Trimmings      |         | Muscle             | 0.811    | 0.124 | 0.297 | 1.154 | 0.29     | 0.104  | 12.80   |
|                      |         | Fat                | 0.994    | 0.204 | 0.512 | 1.699 | 0.45     | 0.151  | 15.18   |

Table 4. Descriptive characteristics and predicted weight of tissue composition in half-carass.

| Items of composition | n = 195 | Mean (kg) | S. D. | Min | Max | \( R^2 \) | RMSE | CVe (%) |
|----------------------|---------|-----------|-------|-----|-----|---------|-------|---------|
| Muscle               | 23.553  | 2.041     | 16.394 | 28.451 | 0.77 | 0.968  | 4.11  |
| Fat                  | 10.575  | 2.158     | 5.076 | 16.152 | 0.73 | 0.771  | 9.37  |
| Bone                 | 2.968   | 0.257     | 2.377 | 3.641 | 0.68 | 0.145  | 4.88  |
| Skin                 | 1.541   | 0.173     | 1.100 | 2.053 | 0.33 | 0.141  | 9.15  |

As can be seen, our proposed framework is able to predict the weight of muscle tissue with a lower correlation variation of 4.11 as well as a higher correlation of determination of \( R^2 = 0.77 \) than the other tissues, respectively. Since muscle is a more valuable tissue for commercial uses, our results for estimating muscle tissue make our algorithm a potential candidate for replacing the traditional methods of carcass quality assessment.
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