Measuring Surface Moisture on a Sandy Beach based on Corrected Intensity Data of a Mobile Terrestrial LiDAR
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Abstract: Surface moisture plays a key role in limiting the aeolian transport on sandy beaches. However, the existing measurement techniques cannot adequately characterize the spatial and temporal distribution of the beach surface moisture. In this study, a mobile terrestrial LiDAR (MTL) is demonstrated as a promising method to detect the beach surface moisture using a phase-based Z&F/Leica HDS6100 laser scanner mounted on an all-terrain vehicle. Firstly, two sets of indoor calibration experiments were conducted so as to comprehensively investigate the effect of distance, incidence angle and sand moisture contents on the backscattered intensity by means of sand samples with an average grain diameter of 0.12 mm. A moisture estimation model was developed which eliminated the effects of the incidence angle and distance (it only relates to the target surface reflectance). The experimental results reveal both the distance and incidence angle influencing the backscattered intensity of the sand samples. The standard error of the moisture model amounts to 2.0% moisture, which is considerably lower than the results of the photographic method. Moreover, a field measurement was conducted using the MTL system on a sandy beach in Belgium. The accuracy and robustness of the beach surface moisture derived from the MTL data was evaluated. The results show that the MTL is a highly suitable technique to accurately and robustly measure the surface moisture variations on a sandy beach with an ultra-high spatial resolution (centimeter-level) in a short time span (12 x 200 m per minute).
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1. Introduction

The measurement of surface moisture on a beach is a fundamental component of field studies that seek to model the aeolian transport from the beach (which contributes to dune growth and recovery after erosion from storm-wave processes) [1–9], or investigate the distribution of the beach groundwater [10–13]. However, the surface moisture is determined by complex hydraulics of tidal and wave action, groundwater and capillary flow, and evaporation and precipitation. As a result, the distribution of surface moisture can vary greatly over space and time [14]. This requires measuring...
techniques to adequately detect the surface moisture on a substantial beach section and over timescales of seconds to months [15]. The techniques which have been used for measuring the beach surface moisture could generally be classified into three approaches: (a) soil moisture probes, (b) sample gravimetric method, (c) the optical remote sensing methods. The soil moisture probes are mainly applied to detect the near-surface moisture through inserting probes in the sand rather than the actual top surface, which is most important for the aeolian sand transport [1–4,10,16–19]. Although the probes could be modified to reduce the sampling depth, their measurement results overestimate the actual surface moisture by an average of 2.5% and 4.4% gravimetric moisture contents for the 1.5 cm and 6 cm sampling depths respectively, according to [1]. By means of the sample gravimetric method, one needs to collect sand samples from the beach surface (i.e., 5 mm thickness) for a laboratory analysis. After drying the samples, one determines the gravimetric moisture contents by calculating the difference between the wet and dry samples [1,5,8,20]. While it is time-consuming to sample the moisture contents across large areas with a detailed resolution, this method is more accurate than the soil moisture probes. Secondly, the ability to repetitively sample at the exact same location is compromised due to the surface destruction of sampling sites, which restrict the utility of this approach for many applications (e.g., an analysis of temporal variation in the surface moisture).

Instead of using destructive/disturbing and time-consuming methods, the optical remote sensing method holds great promise with a faster and repeatable detection of the real surface moisture [1]. This approach is based on the principle that wet sand darkens upon wetting because of a reduced reflectance and there are at least two different theoretical hypotheses explaining this phenomenon. The first hypothesis is the reasoning that the total internal reflection within water films surrounding the sand grains decreases the sand reflectance [14,21,22]. Another explanation is that the relative index of the refraction between water and sand is lower than the one between air and sand. As with the case of internal reflection, this increases the interaction of light with sand and results in more light absorption by the sand [23,24]. Philpot [25] attributed the darkening of wetted soil to multiple mechanisms and believed this two fundamental explanations are both important. Several studies employed the optical remote sensing techniques so as to calculate the beach surface moisture by relating the beach surface brightness derived from digital cameras to the surface moisture contents [9,15,26–29]. However, this technique only works during daylight hours and requires careful control for changing illumination. In addition, the accuracy level of the approach is comparatively small, with the lowest standard error of 3–4% moisture [15,30]. According to [23,25], the reliance on the visible wavelengths is the main contributing factor to the low accuracy in these cases. Once the pore water surrounding the sand grains is sufficient to cover the sand grains, the increasing moisture contents no longer have a significant impact on the surface reflectance. The infrared wavelengths are considered to have better characteristics than the visible wavelengths for determining the moisture contents of the beach surface due to a stronger absorption of the light energy by water. Using infrared spectroscopy, a portable narrow band radiometer (λ = 1940 nm) [30] and a spectroradiometer (λ = 970 nm) [1] were tested for measuring the beach surface moisture, the standard error of the narrow band radiometer averaged to about 1% moisture, which is comparable to the gravimetric moisture contents determined from the 1.5 mm deep surface scrapes. While the narrow band radiometer slightly outperforms the spectroradiometer [30], the two instruments are still time-consuming to deploy on a large spatial scale.

Terrestrial laser scanning (TLS) is a more convenient remote sensing technique for measuring beach surface moisture, which records both the target position and backscattered intensity of the beach surface. Because the TLS is an active sensor, it can scan the beach repetitively without correction for changes in illumination [7,31–34]. Based on the LiDAR equation, the backscattered intensity is a function of the beach surface properties and scanning geometry, which can be calibrated to the beach surface moisture when the other surface properties remain constant (e.g., the mineral composition, grain size distribution, packing density and surface roughness) [14,33,35–39]. The potential of terrestrial laser scanning was first demonstrated for measuring the beach surface moisture by [7,31,32], where a Leica Scanstation 2 with a wavelength of 532 nm was used to quantify the relation between the beach
surface moisture contents and the TLS backscattered intensity. The experimental results revealed that
the latter could discriminate within 1–2% gravimetric moisture contents in the moisture below 7% [32].
The same principle was tested by [33] and [34] with a RIEGL VZ-400 on a sandy beach, where the
RIEGL VZ-400 is a laser scanner with a higher moisture sensitivity utilizing a 1550 nm wavelength.
A robust negative relation between the beach surface reflectance and surface moisture was found for
the full range of possible surface moisture contents (0–25%) with a standard error of 2.7% moisture.
However, because of the existence of intensity reducing in the near-distance, only the intensity values
within 20 to 60 m were used. In addition, the intensity values were only corrected by a factor of $1/R^2$
and the impact of incidence angles was ignored [33]. For the sandy beach of (very) fine sand (grain
diameter < 0.25 mm), the roughness level of the beach surface is comparatively low and thus the effects
of the incidence angles (especially when $> 60^\circ$) on the backscattered intensity should also be taken
into account.

Here, we examine the suitability of a mobile terrestrial LiDAR (MTL) to measure the sandy beach
surface moisture, where a red laser scanner Z&F/Leica HDS6100 ($\lambda = 650–690$ nm) was mounted
on an all-terrain vehicle. Although the most notable absorption peaks of light in water occur at the
infrared wavelengths (e.g., 760, 970, 1200, 1470 and 1940 nm), there are still two small absorption peaks
visible between the wavelengths 650 nm and 690 nm [14]. In this study, two sets of indoor calibration
experiments were conducted in order to investigate the effect of the distance, incidence angles and
sand moisture contents on the backscattered intensity in detail using the Z&F/Leica HDS6100, where
the moisture contents of sand samples vary from 0% to 25%, the incidence angles from 0° to 80°
and the scanning distance from 1 to 20 m. Afterwards, a moisture estimation model was developed so
as to correct the influence of the incidence angles and distance on the backscattered intensity and
to relate the corrected intensity values to the sand moisture contents. At last, a field measurement
was carried out using the MTL system on a Belgian beach with very fine sand (and the accuracy and
robustness of the derived beach surface moisture from the MTL data was evaluated). We also explored
how the derived surface moisture from the MTL data could be utilized to compute the variation on
the beach surface moisture with a high spatial and temporal resolution. We start with a theoretical
introduction on the manner in which the distance, incidence angles and sand moisture contents’ impact
on the backscattered intensity should be quantified, followed by the indoor calibration experiments
and data processing.

2. Theory

2.1. Surface Moisture-Reflectance Models

The surface reflectance of a sandy beach depends predominantly on its surface moisture contents,
assuming that other surface properties such as the mineral composition, grain size distribution, packing
density and surface roughness are relatively constant. Hence, it is possible to quantify the relation
between the beach surface moisture and its reflectance [14,33,35–40]. The interaction between the
incident light and wetted sand is a complex optical phenomenon which encompasses reflection,
refraction and diffraction. It is determined by the light’s wavelength, incidence angle and optical
properties of the medium [14,41]. Based on the hypothesis of Philpot, a light portion is directly reflected
from the surface water film of saturated sand (path $R_1$), as shown in Figure 1. The remaining fraction
of the incidental light is transmitted through the water surface and is subject to reflection from the
sand grains and absorption by the water (path $R_2$).

Philpot [25] proposed an exponential model to express the effect of various moisture conditions
on the soil surface reflectance (Equation (1)), which is also applicable to describe the relation
between the sand surface moisture and its reflectance. Several previous studies also used exponential
models [14,15,23,42,43] but the meaning of coefficients and variables are not exactly the same.
The exponential model as proposed by Philpot is given by

$$
\rho = f_w \rho_w + (1 - f_w) \rho_s e^{ad}
$$

(1)
where $\rho$, $\rho_w$ and $\rho_s$ denote the total reflectance, the Fresnel reflectance from the water surface and the reflectance from sand grains, respectively. $f_w$ is a fraction which describes the contribution of the water surface reflection to the total reflectance. $d$ is the optical path length of light through the pore water which describes the contribution of the water absorption to the reduction of reflectance, and $\alpha$ (a negative value) represents the wavelength dependent absorption coefficient for liquid water. In the special case of absence of surface water, $f_w$ equals zero and a simplified reflectance expression would be

$$\rho = \rho_s e^{\alpha d}$$  

(2)

Here, only the reflection from sand grains and pore water absorption have an impact on the final reflectance. According to the study findings of [14,25], the optical path length $d$ increases almost linearly upon the soil wetting. We try to describe $d$ with $d = bM$, $b$ and $M$ demonstrating the slope coefficient and the moisture contents in sand respectively. When the optical path length $d = 0$, the reflectance $\rho$ is equal to the $\rho_s$. Furthermore, based on the LiDAR equation [44,45], the backscattered intensity is proportional to the spectral reflectance of the target surface. We try to describe the backscattered intensity $I$ with $I = k\rho$, where $k$ represents the slope coefficient. Thus, the Equation (2) could be modified as

$$I = k\rho e^{abM}$$  

(3)

setting $\delta_0 = k\rho_s$ and $c = ab$, the Equation (3) could be expressed as

$$I = \delta_0 e^{M}$$  

(4)

where parameters $\delta_0$ and $c$ are two constants for a fixed laser wavelength and sand type and their values can be obtained by means of a regression analysis.

**Figure 1.** Illustration of the interaction between the incidence light and wetted sand. The path $R_1$ denotes the light directly reflected from the surface water film of saturated sand. Path $R_2$ demonstrates the remaining light that is transmitted through the water surface and subject to reflection from sand grains and absorption by water.

### 2.2. Correction of the Backscattered Intensity

In this study, a simplified LiDAR formula is adopted to explain the effect of the distance, incidence angle and surface reflectance on the backscattered intensity. As given by

$$I = \frac{\rho \cos \theta}{R^2} C$$  

(5)

where $I$ shows the backscattered intensity, $\rho$ stands for the reflectance of the target’s surface, $\theta$ is the incidence angle and $R$ denotes the range. The parameter $C$ describes the system and the atmospheric factor. Numerous studies [33,39,45–48] revealed that the original backscattered intensity is inapplicable to discriminate the target surface properties directly. The radiometric correction is necessary to eliminate the impact of the distance and incidence angle on the intensity data and to convert the raw intensity into a corrected value that is proportional or equal to the target’s reflectance [39,45,46,49–61]. However, regarding the distance effect, due to the possible existence of automatic reducers for the near-distance backscattered signals and amplifiers for weak backscattered signals [46,62], only the part of the intensity
data within a specific distance follows the theoretical LiDAR formula [39,48,61,63] and can be corrected effectively through $1/R^2$ [33,34]. On the other hand, the effect of the incidence angle is mainly related to the target surface properties and surface irregularities [35,39,64,65] and the cosine law is the most common method to rectify the effect of the incidence angles on the backscattered intensity [45]. Tan [47] proposed an empirical method in order to rectify the impact of the incidence angle using four standard Lambertian targets. However, considering the possible differences between the standard Lambertian targets and the real sand surface, the empirical method should be investigated by means of real sand samples at various incidence angles. However, few studies [35,39,65] investigated the effect of the incidence angle (from 0° to 40°) on the TLS intensity using sandblasting sand samples of two different grain sizes (0.1–0.6 mm and 0.5–1.2 mm). Nield [32] and Smit [33] believe that the influence of the incidence angle could be ignored when detecting the sandy beach surface moisture using TLS. It is noteworthy that the roughness level of the beach surface is comparatively lower in this study due to the smaller grain size, which means that the effect of the incidence angle on the backscattered intensity increases. Moreover, the height of the MTL scanner used in this study is merely about 1.75 m, where the incidence angle exceeds 81° at a corresponding scanning distance of 12 m. Thus, the impact of incidence angles should also be taken into account. In this study, an empirical correction method is adopted using sand collected from the selected research area. Based on the LiDAR formula, the effects of the distance and incidence angle on the intensity are independent from each other and could be corrected separately by a regression analysis [46,47,58–60,65]. The original backscattered intensity $I$ can be expressed as [46,47,58–60]

$$I = F_1(\rho) \cdot F_2(\cos \theta) \cdot F_3(R) \quad (6)$$

where $F_1$, $F_2$ and $F_3$ represent a function of the target reflectance $\rho$, the cosine of the incidence angle $\cos \theta$ and the distance from the laser scanner $R$ respectively and $0 \leq \cos \theta \leq 1, R_{\text{min}} \leq R \leq R_{\text{max}}$ ($R_{\text{min}}$ and $R_{\text{max}}$ denote the minimum and maximum distance that the TLS could detect respectively). According to the Weierstrass approximation theorem, a continuous function on a closed interval can be approximated by a polynomial series [47]. Therefore, the functions $F_2$ and $F_3$ can be expressed by a polynomial. Combining Equations (4) and (6) generates:

$$I = \delta_0 e^{cM \sum_{i=0}^{N_2} [\beta_i(\cos \theta)^i] \cdot \sum_{i=0}^{N_3} (\gamma_i R^i)} \quad (7)$$

with

$$\begin{align*}
F_1(\rho) &= \delta_0 e^{cM} \\
F_2(\cos \theta) &= \sum_{i=0}^{N_2} [\beta_i(\cos \theta)^i] \\
F_3(R) &= \sum_{i=0}^{N_3} (\gamma_i R^i)
\end{align*} \quad (8)$$

where $N_2$ and $N_3$ denote the degree of the polynomials and $\beta_i$ and $\gamma_i$ are the polynomial coefficients. In previous studies, the intensity correction normally converts the original intensity into a corrected value that is proportional or equal to the target reflectance [46,47,58–60]. In this study, we directly convert the original intensity into the target moisture contents, which are also independent of the scanning distance and incidence angle but exponentially correlate to the target reflectance. Therefore, the function of the target moisture contents $M$ can be described by

$$M = \frac{1}{c} \ln \left( \frac{I}{\delta_0 \sum_{i=0}^{N_2} [\beta_i(\cos \theta)^i] \cdot \sum_{i=0}^{N_3} (\gamma_i R^i)} \right) \quad (9)$$

For the determination of the parameters of Equation (8), a number of indoor calibration experiments were conducted using the sand samples. The principle is similar to the methods in [46,47,59] but in the calibration experiments commercial target panels of known reflectance were adopted rather than
natural targets. In order to estimate the parameters of function $F_1(\rho)$, the incidence angle and scanning distance of the target samples should be unchanged, while the moisture contents of the samples vary in the indoor experiments. In these conditions, $F_2(\cos \theta)$ and $F_3(R)$ are considered as two constants, setting $c_1 = F_2(\cos \theta)\cdot F_3(R)$ and the intensity is merely related to the moisture contents $M$ expressed as

$$I = c_1 \delta_0 e^M$$ \hspace{1cm} (10)

Through a least-squares fit, the values of $c_1 \delta_0$ and $c$ can be estimated. To reduce random errors, several sets of $c_1 \delta_0$ and $c$ should be considered, defining a total average of $c$ as the final parameter of the function $F_1(\rho)$. Similarly, to estimate the parameters of the polynomial $F_2(\cos \theta)$, the target samples should be scanned at various incidence angles, keeping the moisture and distance constant. In these conditions, $F_1(\rho)$ and $F_3(R)$ are two constants, setting $c_2 = F_1(\rho)\cdot F_3(R)$. The intensity level $I$ can be expressed as

$$I = c_2 \sum_{i=0}^{N_2} [\beta_i (\cos \theta)^i]$$ \hspace{1cm} (11)

The value of $N_2$ is determined to maintain a balance of the simplicity and accuracy of the model. Setting the coefficient of the highest degree $\beta_{N_2} = 1$ resulted in $c_2 = c_2 \beta_{N_2}$ and $\beta_i = c_2 \beta_i / c_2$. The average of $\beta_i$ is calculated as the final polynomial coefficients of $F_2(\cos \theta)$ based on several sets of incidence angle experiments. Similarly, setting $c_3 = F_1(\rho)\cdot F_2(\cos \theta)$, the intensity value $I$ can be expressed as Equation (12). The parameters of the polynomial $F_3(R)$ can be estimated based on the distance control experiments where the target samples are scanned at a variable distance but with a constant moisture level and incidence angle.

$$I = c_3 \sum_{i=0}^{N_3} (\gamma_i R^i)$$ \hspace{1cm} (12)

After estimating the parameters $F_1(\rho), F_2(\cos \theta)$ and $F_3(R)$, the intensity value $I$ can be expressed as

$$I = K e^M \sum_{i=0}^{N_2} [\beta_i (\cos \theta)^i] \cdot \sum_{i=0}^{N_3} (\gamma_i R^i)$$ \hspace{1cm} (13)

The value of $K$ can be obtained by substituting the intensity data obtained from the calibration experiments and the known values of the incidence angles, distance and moisture contents into the Equation (13) and then determining the average of $K$. The final function of the target moisture contents $M$ can be expressed as

$$M = \frac{1}{c} \ln \left( \frac{I}{K \sum_{i=0}^{N_2} [\beta_i (\cos \theta)^i] \cdot \sum_{i=0}^{N_3} (\gamma_i R^i)} \right)$$ \hspace{1cm} (14)

It is noteworthy that Equation (14) not only derives the target moisture contents but it also eliminates the effects of the incidence angles and distance at the same time. In previous studies [7,31–34], the intensity correction and target moisture derivation were mostly conducted in two steps, which can contribute to additional errors. In terms of the calculation of the incidence angle, we conduct a plane-fitting with the adjacent points surrounding the target points and then obtain the normal vector of the fitted planes. The equation of the incidence angle is expressed as

$$\cos \theta = \left| \frac{v_{ps} \cdot v_n}{R} \right|$$ \hspace{1cm} (15)

where $v_{ps}$ and $v_n$ denote the vectors from the target points to the scanner centre and the normal vectors of the fitted planes respectively. $R$ represents the distance between the target points and the scanner centre. The length of the normal vector $v_n$ is equal to 1.
3. Indoor Calibration Experiments

3.1. Terrestrial Laser Scanner

A phase-based laser scanner Z&F/Leica HDS6100 was used in the indoor calibration experiments, with the main parameters listed in Table 1. It utilizes a red laser with a sampling frequency of up to 508,000 points/second and a position accuracy of 5 mm within a 1–25 m range. Its scan density is up to $1.6 \times 1.6$ mm at a 10 m distance and $4.0 \times 4.0$ mm at 25 m for the ‘ultra-high’ density mode; $6.3 \times 6.3$ mm at 10 m and $15.9 \times 15.9$ mm at 25 m for the ‘high density’ mode. In this study, we adopt the ultra-high density mode for the indoor calibration experiments and the high density mode for the field beach measurements. The point cloud data are recorded in the form of x, y and z coordinates and the intensity of the return signal. Raw intensity values are stored as dimensionless numbers to denote the target reference level and do not have any physical meaning. It should be noted that the Z&F/Leica HDS6100 can theoretically measure distances up to 50 m at 18% albedo but in actual scans, the maximum measured distance measures considerably less than 50 m, especially on a wet beach.

Table 1. Main parameters of the Z&F/Leica HDS6100.

| Attribute             | Value                      |
|-----------------------|----------------------------|
| Wavelength            | 650–690 nm                 |
| Maximum range         | 50 m at 18% albedo         |
| Field of View         | $360^\circ \times 310^\circ$|
| Laser beam divergence | 0.22 mrad                  |
| Position accuracy     | 5 mm (1–25 m), 9 mm (25–50 m)|

3.2. Incidence Angle Experiments

Several studies have investigated the relation between the surface reflectance and moisture contents in sand or soil over the full range of the gravimetric moisture contents (0–25%) [14,17,19,29]. However, few studies [31,35,61] investigated the effect of various incidence angles (0–40°) on the sand surface reflectance at a fixed TLS scanning distance, because it is hard to avoid disturbing the surface of the sand samples due to movement of dry sand and flowing of water inside the sand samples. In this study, we placed the sand samples horizontally by means of the specific structure of an indoor staircase. As shown in Figure 2a, the laser scanner was placed on the stair landing of a staircase. Eleven black platforms were horizontally fixed at the stairs, using triangle brackets which had the same distance (5 m) from the scanner centre but various incidence angles ranging from 0 to 80° in steps of 10°, supplemented with 2 platforms at 65 and 75°. The black platforms avoid the disturbing influence of the environmental lightning on the backscattered intensity signal, the positions and levelness were checked by a pre-scanning. The sand used in these experiments were collected from the study area of Groenendijk beach (Koksijde, Belgium) and was oven dried at 105 °C for 24 hours before executing the experiments. The sand grain size was analyzed by a sieving device which sorts the sand particles according to their size. Once the sand is sieved, it is weighed and the ratio of the total weight is computed. The final results show the grain size distribution of the sand used in this study, which is a mixture of very fine sand (70.5%), fine sand (26.6%), medium sand (2%) and coarse sand (0.3%) with an average sand grain diameter of 0.12 mm.

For each scan, a certain weight of dry sand was mixed with a certain weight of pure water and then carefully put in a 5 mm depth plastic container that was laid on each of the eleven horizontal platforms. As shown in Figure 3, in the experiment of the incidence angles, the gravimetric moisture contents of the samples includes 0%, 1%, 2%, 3%, 4%, 5% and then, in steps of 2%, up from a 7% to a 25% moisture. In order to test the reflection of the surface water film of saturated sand, two additional sand samples (the sample of 26% moisture and the sample with a 2 mm water layer) were scanned too. The samples were weighed using an electronic scale with a milligram precision. According to the studies of [35,53,64], the roughness and irregularity of the natural target surface plays a key role in the
incidence angle effect. In this study, in order to approximate the real irregularity level of a sandy beach surface, a scraper was used to flat the sand surface by means of gently removing the overflow sand from the plastic containers. A total of 18 scans were executed.

Figure 2. (a) The sketch of incidence angle experiments: the laser scanner is placed on the stair landing of a staircase and the sand samples are laid on eleven horizontal platforms. These eleven platforms have a fixed distance (5 m) from the scanner centre but different incidence angles varying from 0° to 80°. (b) The sketch of the distance experiments: the distance from the laser scanner to the target samples varied in steps of 1 m from 1 to 4 m and then in steps of 2 to 20 m by setting up the scanner at different floors. The sand samples were placed on the ground floor.

Figure 3. The close-up images of the sand samples with different moisture contents. The size of each plastic container has a 5 mm depth × a 10 cm width × a 20 cm length.

3.3. Distance Experiments

Numerous studies [39,46,47,53,65] investigated the effect of the TLS scanning distance on the target surface intensity using standard reflectance panels. However, to our knowledge, no study has investigated the distance effect on the backscattered intensity by means of sand samples of various moisture contents. In this study, a distance experiment was conducted using the sand samples whose moisture contents ranged from 0% to 25% moisture.
As shown in Figure 2b, the target sand samples were placed on the ground level. Through setting up the scanner at different floors, the distance from the scanner centre to the target samples varied in 1 m increments from 1 to 4 m and then in 2 m increments from 6 to 20 m, the incidence angle was kept constant at a normal incidence. Each time the scanner setup was established at a new height, a pre-scanning was conducted to check the distance to the target samples, then the heights of the target samples were fine-tuned to meet the designed scanning distances. Based on the prior experiments of beach scanning using Z&F/Leica HDS6100, the effective maximum scanning range on the wet beach amounted to approximately 12 m with a scanner height of 1.75 m. Considering that the goal of the calibration experiments is the application of the MTL on the beach, longer-distance experiments were not conducted. The preparation process of the sand samples is similar to the experiment of the incidence angles. At each scanner position, 16 sand samples with different moisture contents were scanned in turn and then the scanner moved to the next floor. A total of 192 scans were executed.

4. Results

4.1. Experimental Data Analysis

After executing the indoor calibration experiments, the point clouds were manually sampled over the centre area (5 × 5 cm) of each plastic container using CloudCompare v2.11, the average intensity of each sample was calculated for the subsequent analysis. The effect of the incidence angle on the intensity is presented in Figure 4. One could notice that the overall decreasing trend of the original intensity upon the increasing incidence angle is similar for different moisture contents, with, as expected, the dry sand sample showing the highest intensities. The value of the original intensity decreases slightly with the increasing incidence angles from 0° to 30°, which is similar to the results in [65] and then declines gradually until 80°. Comparing with the experiments of [35,39,65], the incidence angle effect on the original intensity of TLS seems to be more significant in this study. A possible reason is the grain size of the sand used in this study, which is comparatively smaller. Consequently, the incidence angle effect should be eliminated for a further exploitation of the intensity data. On the other hand, the overall trend of the original intensity data upon the increasing gravimetric moisture contents is almost the same for different incidence angle from 0° to 80° and the impact of the sand moisture contents on the backscattered intensity seems to follow the exponential model Equation (4), which is similar to the findings of the studies [14,33,53]. The intensity values initially decrease dramatically from 0% to 3%. This means that a little water inside the sand samples has a huge effect on the backscattered intensity of the TLS. Beyond a 3% moisture, the intensity value decreases more gradually from 3% to 26%. Therefore, we could draw the conclusion that the intensity data of the Z&F/Leica HDS6100 have potential to discriminate the sand moisture contents for a full range of 0% to 25% when scanning at non-normal incidence angles. It is noteworthy that the intensity evolution in the incidence angles near 80° fluctuate due to the decreased point density.

The effect of the distance on the intensity is presented in Figure 5. Initially, the original intensity increases drastically and reaches the intensity peak at about 3 m. Afterwards, the intensity decreases gradually until 20 m. Therefore, the intensity trend upon the increasing scanning distance does not follow the LiDAR formula. Similar trends were observed in the studies of [39,45,47,65] and the most probable reason is the effect of the near-distance reducers of TLS. In the studies [33,34], only the intensity data of a specific distance following the LiDAR formula were adopted and corrected by 1/R^2 to fit the curve of the beach surface moisture. In this study, the intensity data from the distance below 3 m, which do not follow the LiDAR formula, were also drawn.
The surface moisture of the sand samples was estimated according to Equation (14). Before the moisture estimation, we set them to zero. The process of the moisture estimation was executed in MATLAB 2014a. The effect of the distance on the intensity is presented in Figure 5. Initially, the original intensity increases drastically and reaches the intensity peak at about 3 m. Afterwards, the intensity decreases gradually until 20 m. Therefore, the intensity trend upon the increasing scanning distance does not follow the LiDAR formula. Similar trends were observed in the studies of [39,45,47,65] and the most probable reason is the effect of the near-distance reducers of TLS. In the studies [33,34], only the intensity data of a specific distance following the LiDAR formula were adopted and corrected by polynomial and a fifth-degree polynomial were adopted to fit the curve of the beach surface moisture. In this study, the intensity data from the distance below 3 m, which do not follow the LiDAR formula, were also drawn.

4.2. Moisture Estimation

The overall trend (of the original intensity data upon the increasing sand moisture) is similar at different scanning distance from 1 to 20 m. Comparing with the results of the incidence angle experiments in Figure 4, an obvious difference includes the fact that the intensity values have been gradually estimated, the intensity value of the dry sand scanned from 5 m and 70° had been normalized to 1. Considering the height of the MTL scanner used in the beach measurement, which is merely about 1.75 m where the effective scanning range measures from about 2 to 12 m with the gravimetric moisture contents (0–25%) when scanning sand samples orthogonally.

The backscattered intensity of the sand sample with a 2 mm water layer (in the additional incidence angles varying from about 30 to 80°) and the gravimetric moisture contents (0–26%) when scanning sand samples from a fixed 5 m distance. The reflection of the surface water film coating upon the sand grains is considered to contribute to this phenomenon. More obvious evidence is the original intensity value of dry sand at a normal incidence angle. This means that the effect of the sand exponential model of the Equation (4) when scanning orthogonally.

Contour lines of the Z&F/Leica HDS6100 original intensity versus the distance (1–20 m) and the gravimetric moisture contents (0–26%) when scanning sand samples from a fixed 5 m distance. The effect of the distance on the intensity is presented in Figure 5. Initially, the original intensity increases drastically and reaches the intensity peak at about 3 m. Afterwards, the intensity decreases gradually until 20 m. Therefore, the intensity trend upon the increasing scanning distance does not follow the LiDAR formula. Similar trends were observed in the studies of [39,45,47,65] and the most probable reason is the effect of the near-distance reducers of TLS. In the studies [33,34], only the intensity data of a specific distance following the LiDAR formula were adopted and corrected by polynomial and a fifth-degree polynomial were adopted to fit the curve of the beach surface moisture. In this study, the intensity data from the distance below 3 m, which do not follow the LiDAR formula, were also drawn.

Figure 4. Contour lines of the Z&F/Leica HDS6100 original intensity versus the incidence angle (0–80°) and the gravimetric moisture contents (0–26%) when scanning sand samples from a fixed 5 m distance.

Figure 5. Contour lines of the Z&F/Leica HDS6100 original intensity versus the distance (1–20 m) and the gravimetric moisture contents (0–25%) when scanning sand samples orthogonally.
The overall trend (of the original intensity data upon the increasing sand moisture) is similar at different scanning distance from 1 to 20 m. Comparing with the results of the incidence angle experiments in Figure 4, an obvious difference includes the fact that the intensity values have been increasing gradually from 21% to 25%. The reflection of the surface water film coating upon the sand grains is considered to contribute to this phenomenon. More obvious evidence is the original backscattered intensity of the sand sample with a 2 mm water layer (in the additional incidence angles experiments, not presented in Figure 6), which peaked at $249 \times 10^4$, which is factor 7 above the intensity value of dry sand at a normal incidence angle. This means that the effect of the sand moisture contents on the backscattered intensity of the TLS does not completely follow the exponential model of the Equation (4) when scanning orthogonally.

4.2. Moisture Estimation

The surface moisture of the sand samples was estimated according to Equation (14). Before the parameter estimation, the intensity value of the dry sand scanned from 5 m and 70° had been normalized to 1. Considering the height of the MTL scanner used in the beach measurement, which is merely about 1.75 m where the effective scanning range measures from about 2 to 12 m with incidence angles varying from about 30 to 80°. Only this part of the experimental data was adopted to fit the best moisture model parameters for the next usage of the MTL data in this study. On the other hand, based on the analysis in Section 4.1, the intensity data of a 23% and a 25% moisture (when scanning at normal incidence) obviously do not follow the exponential model and were therefore not adopted to estimate the parameters. Based on the method introduced in Section 2, a first-degree polynomial and a fifth-degree polynomial were adopted to fit the $F_2(\cos \theta)$ and $F_3(R)$, respectively, after testing different degrees of polynomials. Afterwards, the parameters of $F_1(\rho)$, $F_2(\cos \theta)$ and $F_3(R)$ were estimated by the least-squares adjustment with the mean correlation-coefficient square ($R^2$) 0.90 ± 0.05, 0.98 ± 0.01 and 0.99 ± 0.003 respectively. Finally, the mean values of these parameters were calculated (see Table 2) and after obtaining the average of $K$, the surface moisture of the sand samples could be calculated based on Equation (14). If the derived moisture values were negative, we set them to zero. The process of the moisture estimation was executed in MATLAB 2014a.

| Table 2. Mean values of the parameters in Equation (14). |
|--------------------------------------------------------|
| $F_1$                                                  |
| $c$                                                   |
| $-3.23 \pm 0.28$                                       |
| $F_2$                                                  |
| $N_2$                                                  |
| $\beta_0$                                             |
| $0.75 \pm 0.13$                                        |
| $\beta_1$                                             |
| $1$                                                    |
| $F_3$                                                  |
| $N_3$                                                  |
| $\gamma_0$                                             |
| $-10,398.95 \pm 1509.62$                               |
| $\gamma_1$                                             |
| $13,064.05 \pm 2391.26$                                |
| $\gamma_2$                                             |
| $2391.26 \pm 2391.26$                                  |
| $\gamma_3$                                             |
| $13,064.05 \pm 2391.26$                                |
| $\gamma_4$                                             |
| $540.70 \pm 540.70$                                    |
| $\gamma_5$                                             |
| $-38.29 \pm 1.48$                                     |
| $K$                                                    |
| $1.65 \times 10^{-4}$                                  |

Figure 6 and Table 3 present the derived sand moisture from the intensity data of the incidence angle experiments. Before correction, the original intensity data (scanned from different incidence angles) varied significantly despite the fact that they have the same moisture contents and scanning distance as shown in Figure 4. However, the values of the derived sand moisture are almost equal except for the values near the incidence angle of 80°, where the fluctuation of the derived moisture values is high due to the decreased point density. The maximum standard deviation is 1.8% (moisture), meaning that the impact of incidence angles on the moisture measurements of sand samples seem to have been eliminated. There are better correction results for the data of the distance experiments as shown in Figure 7 and Table 4. The standard deviations of the derived sand moisture are even less than 1.0% except for the sample of 25% moisture. Therefore, we can draw the conclusion that the derived moisture contents of sand samples no longer depend on the scanning incidence angles and
distance after correction and that they are therefore solely associated with the intrinsic reflectance of the sand samples.

Figure 6. Contour lines of the derived moisture versus the incidence angle (30–80°) and the gravimetric moisture contents (0–25%) based on the incidence angle experiments.

Table 3. Derived samples’ moisture contents based on the incidence angle experiments.

| Moisture (%) | Incidence Angle | Mean | Std.Dev. | Std.Error |
|--------------|-----------------|------|----------|-----------|
|              | 30°  | 40°  | 50°  | 60°  | 65°  | 70°  | 75°  | 80°  |       |       |       |
| 0            | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |
| 1            | 0.8  | 0.2  | 0    | 0    | 0.3  | 0    | 0.1  | 0.2  | 0.3  | 0.8  | 0.8  |
| 2            | 3.7  | 3.1  | 2.7  | 2.6  | 1.8  | 2.8  | 2.0  | 4.3  | 2.9  | 0.8  | 0.9  |
| 3            | 5.5  | 4.5  | 3.6  | 4.2  | 3.3  | 3.8  | 3.9  | 4.7  | 4.2  | 0.7  | 1.2  |
| 4            | 6.9  | 5.8  | 5.1  | 5.0  | 4.1  | 3.4  | 4.0  | 4.4  | 4.9  | 1.1  | 1.0  |
| 5            | 7.4  | 6.8  | 5.3  | 5.9  | 4.7  | 4.7  | 5.3  | 4.9  | 5.6  | 1.0  | 0.8  |
| 7            | 8.1  | 7.7  | 7.3  | 8.4  | 6.6  | 6.8  | 7.1  | 5.8  | 7.2  | 0.8  | 0.7  |
| 9            | 10.6 | 9.7  | 8.9  | 9.6  | 7.2  | 8.7  | 8.7  | 9.3  | 9.1  | 1.0  | 0.7  |
| 11           | 12.1 | 11.8 | 11.0 | 11.1 | 10.7 | 12.2 | 10.8 | 13.5 | 11.6 | 1.0  | 0.8  |
| 13           | 14.0 | 13.3 | 12.2 | 11.3 | 12.1 | 11.9 | 13.7 | 13.9 | 12.8 | 1.0  | 0.9  |
| 15           | 15.4 | 15.2 | 13.9 | 12.8 | 12.4 | 13.7 | 13.9 | 14.4 | 14.0 | 1.1  | 1.2  |
| 17           | 15.3 | 16.2 | 16.6 | 15.1 | 14.1 | 15.6 | 15.6 | 17.1 | 15.7 | 0.9  | 1.3  |
| 19           | 17.4 | 17.2 | 17.1 | 16.4 | 17.4 | 15.9 | 16.2 | 20.2 | 17.2 | 1.3  | 2.1  |
| 21           | 18.6 | 18.7 | 18.4 | 18.0 | 19.2 | 18.9 | 20.3 | 20.6 | 19.1 | 0.9  | 1.9  |
| 23           | 19.2 | 17.9 | 19.4 | 19.6 | 20.9 | 20.9 | 24.0 | 19.4 | 20.2 | 1.8  | 3.1  |
| 25           | 20.8 | 21.2 | 21.2 | 21.9 | 24.5 | 25.0 | 23.2 | 24.4 | 22.8 | 1.7  | 2.2  |

Total Std. Error: 1.2
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It has to be mentioned that the derived sand moisture from the samples of 23% and 25% moisture are less than the real moisture values, especially those based on the data of the distance experiments (where the scans were conducted orthogonally). Their standard errors measure up to 5.8% and 10.0% moisture, respectively. The remarkable increase of the backscattered intensity, due to the reflection of the significant surface water film, contributes to the errors. In other moisture levels (0–21%),
including the range of a 0% to 8% moisture where the threshold lies for the aeolian transport [33],
the derived moisture values show good concordance with the maximum standard error of 2.1% for the
non-normal incidence scanning and 3.5% for the orthogonal scanning. The total average standard error
of all computed moisture contents is only around 2.0%. The average error is 1.2% moisture for the
non-normal angle experiments in Table 3 and 2.9% for the distance experiments in Table 4. Both results
are considerably better than the results of the photographic methods [1,30] and the formerly mentioned
TLS method with a wavelength of 532 nm [31,32]. In the actual measurements of the TLS or MTL,
the incidence angle of scanning is non-normal; therefore, we could theoretically compute quite accurate
moisture levels using this method. Regarding the sand samples with moisture contents ranging from
19% to 25% (cfr. Table 3), the moisture values could be further corrected by adding a 2% moisture to
the initially calculated value.

5. Application of MTL

5.1. Study Site

A field measurement using the MTL was conducted at the North Sea beach of Groenendijk
(Koksijde, Belgium) as shown in Figure 8a. It is a gently sloping (1–1.5%) and ultra-dissipative natural
beach with a width of about 500 m at low tide. There are three main beach surface morphologies
except the inundated bar-troughs on the measurement beach (Figure 8b): flat surface, flat surface
with razor shell dumps and flat surface with ripples. The Belgian coast is situated in a macro-tidal
regime ranging from 3.5 m at neap tide to 5 m at spring tide [66]. The orthometric height values
in Belgium are generally taken towards the TAW reference level (Tweede Algemene Waterpassing),
which is an equipotential gravity surface of approximately 2.3 m under the conventional geoid EGM96.
The coordinate reference system used in this study is called the Belgian Lambert 72, an orthogonal
cone projection with two intersecting parallels at 49d50’ and 51d10’.

![Figure 8. (a) Study site at the beach of Groenendijk and DEM of a 40 × 50 m area scanned three times. The black points denote the positioning targets. The photos in (b) represent three main morphologies on the measurement beach: flat surface, flat surface with razor shell dumps and flat surface with ripples.](image)

5.2. MTL System and Beach Measurements

MTL is a complex real-time, multi-tasking and multi-sensor system and in this study, all the
sensors were mounted on an all-terrain vehicle (Kymco) (Figure 9). The main devices include the
same Z&F/Leica HDS6100 laser scanner used in the calibration experiments, an inertial measurement unit (IMU), two GNSS antennas with Real-Time Kinematic (RTK) precision and a rugged PC with hydrographic data acquisition software (QINSy). By the aid of RTK, the GNSS could provide positioning accuracy at centimeter level. However, it is virtually impossible to maintain the GNSS signal throughout the entire mobile survey because of the multipath effects and periods of GNSS outage [67], and as a result, the combination of GNSS with IMU was adopted in this study. It is noteworthy that the calibration must be executed to find the mounting angle errors (roll, pitch and heading) of the MTL system before the measurements. The time delay errors were solved by the PPS device and a latency check was done by surveying a line with two different speeds over a slope (based on the principle that the two slopes should be on top of each other when there is no latency) [68].

The field measurement using MTL was carried out on 14 November 2018 and the weather was cloudy. The surveying area measured about 200 × 200 m from the dyke to the intertidal zone in which a small area of 40 × 50 m near the high-tidal line was repeatedly scanned three times at 12:30, 14:00 and 15:30, respectively, between the low (11:31) and high tide (17:19). The DEM of the repeated scanning area was shown in Figure 8a. On the other hand, eight representative samples of beach sand were collected by a scraper from the sites next to the targets (Figure 8) after the first scanning. The sand samples taken demonstrated a 5 mm thickness over an area of 0.4 × 0.4 m. Their gravimetric moisture contents were calculated by double weighing, before and after the oven drying.

Before the calculation of the beach surface moisture, a pre-processing of the point cloud data was performed by CloudCompare v2.11 and MATLAB 2014a. The non-ground outliers were manually removed and the incidence angles were calculated using Equation (15) based on a plane-fitting of a 10 cm radius. In order to eliminate the difference between the outdoor and indoor backscattered intensity at similar scanning conditions, all intensity values of the MTL point cloud were normalized against the original intensity values of dry sand (scanned at a 5 m distance and 70° incidence angle). In this study, a known dry sand area near the dunes was selected as the reference area where surface sand grains could move easily by breeze blowing. The point cloud at a 5 m distance and 70° incidence angle was extracted from this reference region and the mean intensity (215,386) of these points was calculated as the final denominator of normalization. In fact, the mean intensity was almost equal to the intensity value (224,820) of the indoor experiments.

5.3. Beach Surface Moisture

Before the calculation of the beach surface moisture, a pre-processing of the point cloud data was performed by CloudCompare v2.11 and MATLAB 2014a. The non-ground outliers were manually removed and the incidence angles were calculated using Equation (15) based on a plane-fitting of a 10 cm radius. In order to eliminate the difference between the outdoor and indoor backscattered intensity at similar scanning conditions, all intensity values of the MTL point cloud were normalized against the original intensity values of dry sand (scanned at a 5 m distance and 70° incidence angle). In this study, a known dry sand area near the dunes was selected as the reference area where surface sand grains could move easily by breeze blowing. The point cloud at a 5 m distance and 70° incidence angle was extracted from this reference region and the mean intensity (215,386) of these points was calculated as the final denominator of normalization. In fact, the mean intensity was almost equal to the intensity value (224,820) of the indoor experiments.
Based on the parameter values in Table 3, the beach surface moisture was calculated using Equation (14). The negative derived values were set to zero denoting dry sand and the values larger than 26% were set to 26% denoting saturated sand or water surface. Afterwards, the point cloud data were transferred to a raster (DEM) with a 10 × 10 cm cell size. As shown in Figure 10a, before correction, the original intensity data heavily depend on the scanning incidence angles and distance. In contrast, the beach surface moisture in Figure 10b is independent of the scanning geometry. The details of the beach terrain also become clearer, such as the ripples in Line 1 and 2 and the tire tracks in Line 3 and 4. In order to further assess the accuracy of the derived beach surface moisture, the average moisture values at eight sampling sites were computed from the point cloud data over a 0.4 × 0.4 m area and compared with the real moisture contents using the sample gravimetric method. Besides, the average moisture values over a larger area of 1 × 1 m at eight sampling sites were also calculated for comparison. As shown in Table 5, the moisture contents of the sampling sites is representative and the surface of the sampling area is relative flat (except for the inundated trough area of S1 and S7). Overall, the derived surface moisture is relatively accurate with a maximum difference of a 2.7% moisture in S3 compared to the real moisture contents. It is noteworthy that in S3 and S4, the differences between the real and the derived moisture are relative large but at the same time, the standard deviation of the surface moisture in these areas is also larger than others. Moreover, a lot of shell debris is present at the sampling site of S3 (as shown in the close-up image of S3 in Table 5). For the sampling site of S1 and S7, several points were obtained from the non-water areas.

![Figure 10.](a) Beach surface with the original intensity of four survey lines before correction and (b) beach surface moisture content of the same four survey lines after correction.)
Table 5. The difference between the real sample moisture contents and the derived moisture content based on eight sand samples collected from the target beach.

| Moisture (%) | S1 | S2 | S3 | S4 | S5 | S6 | S7 | S8 |
|--------------|----|----|----|----|----|----|----|----|
| Real moisture | Trough | 26.9 | 20.1 | 13.5 | 8.1 | 5.9 | Trough | 1.2 |
| 0.4 × 0.4 m | Derived moisture (Std.Dev.) | No points | 26.0 ± 0.2 | 22.8 ± 4.2 | 15.2 ± 5.2 | 9.4 ± 1.8 | 7.3 ± 3.4 | 25.4 ± 1.9 | 0.1 ± 1.4 |
| Difference | -0.9 | 2.7 | 1.7 | 1.3 | 1.4 | None | -1.1 |
| 1 × 1 m | Derived moisture (Std.Dev.) | 22.8 ± 3.9 | 25.7 ± 2.4 | 22.0 ± 5.0 | 16.7 ± 4.3 | 9.6 ± 2.1 | 7.9 ± 3.6 | 25.5 ± 1.7 | 0.1 ± 1.0 |
| Difference | None | -1.2 | 1.9 | 3.2 | 1.5 | 2.0 | None | -1.1 |

The robustness of the overlapping strips is also important for the MTL measurements. Figure 11a depicts the absolute values of the surface moisture differences in the overlapping strip of adjacent survey lines for the first scan. The moisture raster maps were subtracted using the GIS raster calculator of QGIS. As shown in Figure 11a, the difference of almost overlapping areas amounts to less than a 2% moisture. Relative larger differences exist along the tracks and the edge of scanning strips, such as in the overlapping area of Line 2–Line 3. The possible reason is the distortion of the laser footprint at a great scanning distance and incidence angles. Another explanation could be the scanning areas of Line 2 and 3 at the transition zone from trough area to flat beach, in which the beach surface moisture varies greatly as shown in Line 1 of Figure 10b and the existence of tided debris also influences the accuracy of the derived surface moisture. In Figure 11b, there are relatively greater standard deviations of the surface moisture content noticeable along the tire tracks and in the transition zone from the trough area to the flat beach.

5.4. Beach Surface Moisture Variation

Figure 12a shows the rasterized surface moisture maps on three different moments in time, 12:30, 14:00 and 15:30, on 14 November 2018 during the rising tide. The red colours indicate dry sand, which are visible on the back beach in front of the dunes. The surface moisture varies spatially from 0% to 25%. Towards the sea, the beach surface moistures increase, depicted with green, yellow, blue to dark blue colours. The tire tracks have a lower moisture than their surroundings. Only few points are noticeable in the trough during the first scan but over time, more data points become visible. Figure 12b visualizes the surface moisture differences between the three time moments which give a clear illustration of the manner in which the beach surface moisture varies over time. Over three hours, the latter shows great variation, especially in the area between the dry sand and trough. The tire tracks demonstrate the greatest moisture variation in which the majority of the moisture variation is exceeds the 8% moisture.
The robustness of the overlapping strips is also important for the MT L measurements. Figure 11a depicts the absolute values of the surface moisture differences in the overlapping strip of adjacent survey lines for the first scan. The moisture raster maps were subtracted using the GIS raster calculator of QGIS. As shown in Figure 11a, the difference of almost overlapping areas amounts to less than a 2% moisture. Relative larger differences exist along the tracks and the edge of scanning strips, such as in the overlapping area of Line 2–Line 3. The possible reason is the distortion of the laser footprint at a great scanning distance and incidence angles. Another explanation could be the scanning areas of Line 2 and 3 at the transition zone from trough area to flat beach, in which the beach surface moisture varies greatly as shown in Line 1 of Figure 10b and the existence of tided debris also influences the accuracy of the derived surface moisture. In Figure 11b, there are relatively greater standard deviations of the surface moisture content noticeable along the tire tracks and in the transition zone from the trough area to the flat beach.

Figure 11. (a) Absolute values of the surface moisture difference in the overlapping strip of adjacent survey lines and (b) standard deviation of the derived moisture contents with grid cells of 10 × 10 cm.

Additionally, a moisture map of a 200 × 200 m area is shown in Figure 13, which integrates 24 survey lines of MTL. In the left corner, a simultaneously acquired orthophoto of the study site is given (which was obtained through UAV photogrammetry). The black dotted box indicates the repeated scanning area in Figure 12 and the points S1–S8 localize the eight sampling sites. By comparing with the orthophoto, the derived moisture map could accurately describe the distribution of the dry sand area (red colour) and trough (dark blue colour or no data points). The division between the areas with a different surface moisture is very clear. It is noteworthy that it took in total only 40 min to measure the 200 × 200 m area and each survey line (12 × 200 m) lasted about one minute, which means that the MTL could map the moisture variations of the mesoscale beach surface in a timescale of minutes.
noticeable in the trough during the first scan but over time, more data points become visible. Figure 12b visualizes the surface moisture differences between the three time moments which give a clear illustration of the manner in which the beach surface moisture varies over time. Over three hours, the latter shows great variation, especially in the area between the dry sand and trough. The tire tracks demonstrate the greatest moisture variation in which the majority of the moisture variation is exceeds the 8% moisture.

Figure 12. (a) The beach surface moisture at 12:30, 14:00 and 15:30, respectively and (b) the moisture differences between these three time moments. The moisture map of 12:30 also presents the position of the samples S1–S7.
the orthophoto, the derived moisture map could accurately describe the distribution of the dry sand area (red colour) and trough (dark blue colour or no data points). The division between the areas with a different surface moisture is very clear. It is noteworthy that it took in total only 40 minutes to measure the 200 × 200 m area and each survey line (12 × 200 m) lasted about one minute, which means that the MTL could map the moisture variations of the mesoscale beach surface in a timescale of minutes.

Figure 13. The beach surface moisture map of 200 × 200 m on the beach of Groenendijk, Belgium based on 24 survey lines of MTL. In the left corner, a simultaneously acquired orthophoto of the study site is given where we clearly see the distribution of the trough. The black dotted box indicates the repeated scanning area and the points S1–S8 localize the eight sampling sites.

6. Conclusions

This study comprehensively investigates the effect of the sand moisture contents on the backscattered intensity with moisture contents of sand samples from 0% to 25%, scanning incidence angles from 0 to 80° and measuring distances from 1 to 20 m using a Z&F/Leica HDS6100 laser scanner. Based on the experimental calibration data, a moisture estimation model was developed which eliminates the impact of the incidence angle and scanning distance and only reflects the surface reflectance. Moreover, to our knowledge, this is the first time that an MTL system was used to measure the beach surface moisture on a sandy beach. The main conclusions of this study include:

- Both the scanning incidence angle and scanning distance have an influence on the backscattered intensity of the flat sand samples (the average sand grain diameter is 0.12 mm), in which the intensity values decrease gradually with incidence angles between 30 to 80°. When scanning orthogonally, the surface water film coating sand grains could contribute to a remarkable increase of the backscattered intensity (which is factor 7 above the intensity value of dry sand).
- The original intensity values decrease strongly from dry sand to a 3% moisture. This means that even a little moisture in sandy areas has a huge effect on the backscattered intensity of TLS.
- The proposed moisture model could effectively eliminate the effect of the scanning geometry on the backscattered intensity of TLS. The accuracy of the derived surface moisture amounts to a total standard error of a 2.0% moisture. Regarding the non-normal scanning, the method could
accurately derive the full range of the sand moisture contents from 0% to 25% with a standard error of a 1.2% moisture. The result is considerably better than the previous TLS methods (using a Leica Scanstation 2 or a RIEGL VZ-400).

- Based on the proposed moisture model, the MTL system (using a Z&F/Leica HDS6100 laser scanner) is a promising technique to accurately and robustly measure the surface moisture on a sandy beach with an ultra-high spatial resolution (centimeter level) in a short time span (12 × 200 m per minute).

- On the other hand, some improvements should be considered in future studies. For example, the calibration experiments for varying distances could be conducted with a non-normal incidence angle. In addition, more sand samples could be collected from the target beach, in Groenendijk-Belgium, by a multi-person cooperation and the scanning efficiency of MTL could be increased by augmenting the laser scanner height or using a long-range LiDAR.
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