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Abstract

We propose Self-Supervised Implicit Attention (SSIA), a new approach that adaptively guides deep neural network models to gain attention by exploiting the properties of the models themselves. SSIA is a novel attention mechanism that does not require any extra parameters, computation, or memory access costs during inference, which is in contrast to existing attention mechanism. In short, by considering attention weights as higher-level semantic information, we reconsidered the implementation of existing attention mechanisms and further propose generating supervisory signals from higher network layers to guide lower network layers for parameter updates. We achieved this by building a self-supervised learning task using the hierarchical features of the network itself, which only works at the training stage. To verify the effectiveness of SSIA, we performed a particular implementation (called an SSIA block) in convolutional neural network models and validated it on several image classification datasets. The experimental results show that an SSIA block can significantly improve the model performance, even outperforms many popular attention methods that require additional parameters and computation costs, such as Squeeze-and-Excitation and Convolutional Block Attention Module. Our implementation will be available on GitHub.

1 Introduction

In recent years, researchers have made many efforts to solve the problem of training very deep neural networks, such as designing better optimizers [46][19], normalizing the initialization of model parameters [10][13], using residual structures [14][18], and so on. As these techniques have evolved, it has become possible to train very deep networks. These deep models, such as [34][14][5], have been proven to be powerful tools in various fields [23][30][2]; however, improving model performance by increasing the model parameters and computation is inefficient, and making models difficult to implement in practice. Therefore, self-attention methods that can improve model performance with fewer parameters and lower computation costs are becoming popular.

Existing attention methods proposed for convolutional neural network (CNN) models are typically designed as specialized modules, they inserted directly into the baseline CNN models to calculate attention weights along different dimensions of the feature maps [37][17][40][16][4][39]. These calculated attention weights are believed to guide the baseline models to focus on what and where, which is manually applied to the input features to produce a refined feature map with element-wise multiplication, as in Squeeze-and-Excite (SE) [17] and Convolutional Block Attention Module (CBAM) [40], or addition, such as in the Non-local Neural Networks (NLN) [39] and Global Context Network (GCNet) [11]. These attention modules typically do not require additional supervision and are trained together with the baseline models to learn the distribution of the weights likely to identity useful features. We argue that these attention modules act on the feature maps explicitly and that their training is driven only by the weak supervisory signals generated from the top layer of the
network with task-related annotations (e.g., category labels). We call this type of attention weakly supervised explicit attention. Such attention methods generally require additional parameters and computational costs. Although several attention methods requiring only a few (or even no) parameters or computational costs have been proposed recently [38, 42], they, as explicit attention, still require the inferring of attention weights and refining of feature maps. This increases the memory access and computational process, and hence reducing the inference speed.

In this paper, we proposed Self-Supervised Implicit Attention (SSIA) and its particular implementation, the SSIA block. SSIA is a fundamentally different attention mechanism that requires no additional parameters, computation, or memory access costs during inference. The core idea of implementing SSIA is to use the model’s intermediate feature maps to guide the attention of the model itself. By exploiting the inherent nature of deep neural networks during the training phase, supervisory signals, which guide parameter updates in the low network layers, are generated from the intermediate outputs of the networks. Since the SSIA implementation does not require refining feature maps explicitly but rather guides the baseline model to learn feature representations with better attentional properties during training, it does not need to calculate attention weights explicitly at the inference phase. In this aspect, SSIA seems to behave more like a regularization approach, such as weight decay [21] or dropout [33]. Probably the studies most closely related to ours are the recent works [24, 22, 29] attempting to train attention modules through more direct supervised signals, such as extra annotation information [24] or reinforcement learning [22]. However, they still follow the idea of the mainstream explicit attention methods, which consider the attention module to be a specialized module functionally separated from the baseline model and implement attention by manually refining feature maps. In contrast, our SSIA builds self-supervised learning tasks from the baseline model itself by leveraging the feature hierarchical nature [11, 47, 43], and gives the low layer features better attention properties by learning. Because SSIA does not work by explicitly modifying feature maps, we argue that it imposes implicit attention on baseline models.

In summary, our main contributions are as follows:

1. We reconsidered the implementation of existing attention mechanisms in deep learning models and propose a self-supervised attention training technique. The result is SSIA, a novel attention mechanism.
2. We designed a novel attention module, the SSIA block, to implement the proposed SSIA mechanism on computer vision tasks and study its advantages.
3. We validate the SSIA block on several classification datasets, which showed that it significantly improves the model performance without requiring extra parameters, computation, or memory access costs during inference.

2 Method

2.1 Motivation

Fundamentally, we know that the essence of attention mechanism is the perception of global-level information and its use in the assignment of computational weights. Thus, the models with attention can retain more task-relevant valuable information at a (relatively) more global level in the low-to-high forward-propagation process. We considered this definition of attention and made the following two observations:

- **First**, we observed that previous attention approaches [17, 40, 27, 38, 42] could be generally divided into three steps: (1) modeling the context of the input features to generate global descriptors, (2) performing nonlinear transformations on global descriptors to generate attention weights, (3) refining the input feature maps by applying these attention weights. The pipeline is shown in Figure [10]. We argue that these attention methods actually perform the perception of global-level information in Steps 1 and 2, and perform the assignment of computational weights in Step 3.
- **Second**, according to previous studies [47, 43], features learned by deep convolutional neural networks (DCNNs) have a self-organized and hierarchical feature representation, that is, a hierarchical-feature nature [11]. This means that DCNN models produce feature maps with higher-level semantic representations at the higher network layers (in both spatial and channel dimensions), which naturally have a more global-level perception than lower network layers.
Combining these two observations, we reexamined previous implementations of the attention mechanism and concluded that the three-steps process, as shown in Figure 1a, is not necessary — it is not necessary to generate attention weights explicitly and assign computational weights manually. Attention can also be implemented in a neural network model if the original low-layer features can acquire the perception of global-level information (denoted as macro-perception) through the training process, allowing subsequent network layers to perform adaptive assignment of computational weights. Combined with the hierarchical-feature nature of CNNs, we posed an intuitive question: can low network layers benefit from the natural macro-perception of higher network layers during training, thus guiding the model to gain attention?

Based on the above idea, we devised our novel attention mechanism, SSIA, and built a particular implementation called the SSIA block for typical CNN models. As shown in Figure 1b, the SSIA block attempts to build a self-supervised learning task that enables the features learned in lower network layers to predict higher-level features using a weak predictor and penalizing prediction failures. To reduce the prediction error, the trained low network layers tend to produce features with more high-level semantic properties, which the subsequent network layers can use. The SSIA block can be discarded after training, whereas the SSIA attention is implemented in the model.

2.2 SSIA Block

SSIA is implemented on CNNs by a computational unit called an SSIA block, which is plugged into the baseline model during the training phase. Each SSIA block accepts two different layers of feature maps as input and yields an auxiliary self-supervised loss. Specifically, each SSIA block contains three main parts: (i) a weak predictor, the macro-perception predictor (MPP), which predicts the macro-perception information that the input low-layer features should have when they forward-propagate to the higher layers, (ii) an untrainable supervisory signal generator, which uses high-layer features to generate supervisory signals, and (iii) an SSIA loss which measures the deviation of the predictions.

The workflow of an SSIA block is shown in Figure 2. These three components work together to guide the MPP and low network layers in updating. For simplicity, we denote the input side of the MPP in the SSIA block as the prediction side and the input side of the supervisory signal generator as the signal side. The backward gradients are only passed at the prediction side and stop gradients at the signal side.

Since MPP is a weak predictor, it is inherently limited in its capability. Therefore, to reduce the self-supervised loss introduced by the SSIA block during back-propagation, the network tends to learn feature representations that have significant macro-perception semantics so that the weak MPP can easily use this information to make good predictions. Finally, the network outputs intermediate feature maps with better macro-perception information (i.e., better attentional properties), which the higher layers can further use.
More formally, let the input of the baseline model be \( I \), forward-propagated on the network to obtain the \( l \)-th layer feature map \( X^{(l)} \in \mathbb{R}^{C \times H \times W} \), which can be summarized as \( X^{(l)} = f_\theta(I) \). Then, \( X^{(l)} \) continues to forward-propagate to the \( h \)-th layer feature map \( X^{(h)} \in \mathbb{R}^{C' \times H' \times W'} \), this process can be summarized as \( X^{(h)} = g_\psi(X^{(l)}) \). We feed \( X^{(l)} \) and \( X^{(h)} \) into the prediction side and the signal side, respectively, of an SSIA block. Due to the hierarchical-feature nature of the neural network, the high-layer feature map \( X^{(h)} \) finds information on a more global level than the lower-layer feature map \( X^{(l)} \). Using these notational conventions, we describe the details of each part of our SSIA block implementation in the following.

**Supervisory Signal Generator.** To guide low network layers with high-level features, the supervisory signal generator takes the high-layer feature map \( X^{(h)} \) as input and generates different types of the supervisory signals \( G_1, G_2, \ldots, G_m \). These supervisory signals can be considered as the descriptions of different aspects of the macro-perception information, which the high-layer feature map \( X^{(h)} \) naturally has. This process can be expressed as \( G_1, G_2, \ldots, G_m = q(X^{(h)}) \), where \( q(\cdot) \) denotes the supervisory signal generator, and \( G_1, G_2, \ldots, G_m \) depend on the types of implicit attention to be imposed. We only generate spatial supervisory signal \( G_s \in \mathbb{R}^{1 \times H' \times W'} \) and channel supervisory signal \( G_c \in \mathbb{R}^{C' \times 1 \times 1} \) of the high-layer feature map \( X^{(h)} \).

In our SSIA block implementation, \( q(\cdot) \) first generates the spatial and channel global descriptors by using global pooling operations, then normalize them in the corresponding dimensions to obtain \( G_s \) and \( G_c \). This is more formally expressed as:

\[
G_s = \text{Norm}(\text{AVG}_s(X^{(h)})), \\
G_c = \text{Norm}(\text{AVG}_c(X^{(h)})),
\]

where \( \text{Norm}(\cdot) \) denotes the normalization operation applied to tensors (i.e., subtract their mean and divide the variance). \( \text{AVG}_s \) and \( \text{AVG}_c \) denote global average pooling operations along the spatial and channel dimensions, respectively.

**Macro-Perception Predictor.** The MPP takes the low-level feature \( X^{(l)} \) of an image as input and makes predictions \( F_1, F_2, \ldots, F_m \) about the macro-perception information it propagates to the high-level feature map \( X^{(h)} \). This process can be expressed as \( F_1, F_2, \ldots, F_m = p(\xi(X^{(l)})) \), where \( p(\cdot) \) denotes the weak predictor MPP with the trainable parameters \( \xi \). The predicted macro-perception information, \( F_1, F_2, \ldots, F_m \), corresponds to the supervisory signals \( G_1, G_2, \ldots, G_m \). Therefore, we only predict the macro-perception information \( F_s \in \mathbb{R}^{1 \times H' \times W'} \) and \( F_c \in \mathbb{R}^{C' \times 1 \times 1} \) related to the spatial and channel dimensions, respectively, with the same tensor sizes as the supervisory signals.
The predictions \( F_s \) and \( F_c \) are analogous to the spatial attention (maps) and channel attention (vectors) in existing attention methods (e.g., CBAM \[40\] and BAM \[27\]), which we call spatial macro-perception prediction and channel macro-perception prediction.

In our SSIA block implementation, \( F_s \) and \( F_c \) are computed as follows: 1) obtain the spatial descriptor \( \phi_s \) and channel descriptor \( \phi_c \) using global average pooling operations along different dimensions of the low-layer feature map \( X(i) \) to aggregate statistical information, then 2) (optional) normalize \( \phi_s \) and \( \phi_c \) and scale the spatial descriptor to reduce the computational cost, and finally, 3) forward \( \phi_s \) and \( \phi_c \) to their respective multilayer perceptron (MLP) predictors to produce the macro-perception predictions \( F_s \) and \( F_c \), respectively. The overall process can be expressed as follows:

\[
F_s = MLP_s(\phi_s) = MLP_s(AVG_s(X(i))), \tag{3}
\]

\[
F_c = MLP_c(\phi_c) = MLP_c(AVG_c(X(i))), \tag{4}
\]

where both \( MLP_s \) and \( MLP_c \) are MLPs with a single hidden layer (with a batch normalization layer). We compress the hidden layer size of \( MLP_s \) and \( MLP_c \) to a lower dimension to reduce their parameters and computational costs during training. Note that the formula description above ignores, for simplicity, the optional normalization of \( \phi_s \) and \( \phi_c \) and the scaling of \( \phi_s \). In practice, the spatial descriptor \( \phi_s \) can be scaled by bilinear interpolation or local average pooling, which reduces the parameters and computational costs of \( MLP_s \).

SSIA Loss. The total training loss is the weighted summation of the total SSIA loss, \( \mathcal{L}_{total}^{ssia} \), and the baseline model’s task loss, \( \mathcal{L}_{task}^{total} \), more formally describe as \( \mathcal{L} = \lambda_{task} \mathcal{L}_{task} + \lambda^b \mathcal{L}_{total}^{sb} \), where \( \lambda_{task} \) and \( \lambda^b \) are hyperparameters of the relative contribution of these two losses. The total SSIA loss generated by all \( N \) inserted SSIA blocks is \( \mathcal{L}_{total}^{sb} \), which finally guides the model’s attention during the back-propagation process. It is calculated as follows:

\[
\mathcal{L}_{total}^{sb} = \sum_{n=1}^{N} \lambda_n^{sb} \mathcal{L}^{sb}(X(i)_n, X(h)_n), \tag{5}
\]

where \( \mathcal{L}^{sb}(X(i)_n, X(h)_n) \) denotes the self-supervised loss introduced by the \( n \)-th SSIA block, and \( X(i)_n \) and \( X(h)_n \) denote the input feature maps of the \( n \)-th SSIA block’s prediction and signal sides, respectively, which are the intermediate feature maps output from the baseline model. \( \lambda_n^{sb} \) is a hyperparameter indicating the relative contribution of the \( n \)-th SSIA block.

The loss of a single SSIA block is given by \( \mathcal{L}^{sb}(X(i)_n, X(h)_n) = \sum_{i=1}^{m} \lambda_i^{ssia} \mathcal{L}^{ssia}(F_i, sg(G_i)), \) where \( sg(\cdot) \) denotes the stop-gradient operation, \( \mathcal{L}^{ssia} \) is the SSIA loss measure for each predicted macro-perception, and \( \lambda_i^{ssia} \) is the hyperparameter. We only use the supervisory signals in spatial and channel dimensions, so the self-supervised loss can be simplified to:

\[
\mathcal{L}^{sb}(X(i)_n, X(h)_n) = \lambda_s \mathcal{L}^{ssia}(F_s, G_s) + \lambda_c \mathcal{L}^{ssia}(F_c, G_c). \tag{6}
\]

The SSIA loss function \( \mathcal{L}^{ssia} \) measures the deviation between prediction results \( F_1, F_2, \ldots, F_m = p_s(X(i)) \) and their corresponding supervisory signals \( G_1, G_2, \ldots, G_m = q(X(h)) \). It is related to how the MPP prediction task is constructed. We constructed the MPP prediction task through regression to leverage the supervisory signals and guide the parameter updates. Thus, \( \mathcal{L}^{ssia} \) is calculated as follows:

\[
\mathcal{L}^{ssia}(F, G) = \sum_k \frac{\text{valid}(G(k))}{\varepsilon + \sum_k \text{valid}(G(k))} \cdot (F(k) - G(k))^2, \tag{7}
\]

where \( F \) indicates the MPP macro-perception prediction result of (for us, \( F_s \) and \( F_c \)), and \( G \) indicates the supervisory signal corresponding to it (for us, \( G_s \) and \( G_c \)). The variable \( k \) traverses all spatial locations when \( G = G_s \); similarly, the variable \( k \) traverses all channels when \( G = G_c \). \( \varepsilon \) is a small positive real number that serves to prevent division errors (e.g., \( \varepsilon = 10^{-5} \)). The function \text{valid}(\cdot) is used to limit the supervisory signals to a specific intensity range. Specifically,

\[
\text{valid}(G(k)) = \mathbb{I}[|G(k)| > \eta] \cdot \mathbb{I}[|G(k)| < 10], \tag{8}
\]
where \( \mathbb{I} \) is an indicator function that takes the value 1 when the condition inside the square brackets is true and 0 otherwise. On the right side of the above equation, the first term ignores the effect of ambiguous supervisory signals (those close to 0), and the second term limits the intensity of valid supervisory signals to the range \((-10, 10)\), avoiding extreme loss values caused by outliers. \( \eta \) is the supervisory signal threshold for both positive and negative feature activation.

For convenience, we refer to the implicit attention imposed by the SSIA loss in the spatial (using \( F_s \) and \( G_s \)) and channel (using \( F_c \) and \( G_c \)) dimensions as spatial SSIA and channel SSIA, respectively. Note that, although we used the same SSIA loss function, \( \mathcal{L}_{ssia} \), for all types of macro-perception predictions, \( F_i \), for similarity, it is possible to design different SSIA losses for each.

## 3 Experiments

In this section, we first perform a series of ablation experiments on the classification task over the mini-ImageNet dataset \([36]\) to prove the effectiveness of our proposed SSIA and analyze the design choices of the SSIA block. Next, we compare the performance to that of other state-of-the-art attention methods on the CIFAR datasets \([20]\) and ImageNet-1K dataset \([30]\). Finally, we perform a visual analysis of the baseline model trained with the SSIA block. To evaluate the performance of the SSIA block fairly, all our experiments were implemented in the PyTorch framework \([28]\) with the same backbone, ResNet \([14]\), as the baseline model. For other attention modules, we use the hyperparameter settings in their papers.

### 3.1 Implement Details

It is worth noting that the primary purpose of our experiments was to validate the effectiveness of the SSIA as an attention mechanism, not to find the specific best-performing implementation of an SSIA block. Moreover, the best hyperparameter settings and connection positions for the SSIA block may be different for specific tasks and baseline models. However, based on experimental experience, these minor differences in hyperparameter settings usually do not significantly influence the performance of the SSIA block. In fact, an appropriately placed SSIA block nearly always works on any baseline model. Therefore, unless otherwise noted, the hyperparameters and prediction side placement described below were used for the SSIA block in all the experiments.

Regarding connecting the SSIA block in the baseline model, both the prediction side and signal side of the SSIA block can receive any size of feature maps as input, so, theoretically, it can be plugged into any position in a model. For example, with the typical ResNet \([14]\) as the baseline model, we created only three SSIA blocks, and we plugged the output feature maps of stages 1-3 into their prediction side, while the output feature maps of each stage were plugged into their signal sides. As the example shown in Figure 3, each SSIA block takes the output feature maps of the next stage of its prediction side location as the signal side inputs.

Regarding the hyperparameters settings, we used the same settings for all inserted SSIA blocks. Specifically, to reduce the parameters and computational costs, we set the bottleneck layer size to \( d = 64 \) and applied bilinear interpolation to reduce the size of the spatial descriptors (if needed). Note that different downsampling approaches may lead to slightly different results. The hyperparameters that control the relative contributions of spatial and channel SSIA losses are \( \lambda_s = 1 \) and \( \lambda_c = 3 \); the positive/negative example threshold is \( \eta = 0.5 \). The relative contribution coefficients are \( \lambda_{sb}^1 = 1 \), \( \lambda_{sb}^2 = 2 \), and \( \lambda_{sb}^3 = 3 \) (numbering from the lowest layer to highest layer), and the contribution ratios between the total SSIA loss and the classification task loss are \( \lambda_{task} = 1 \) and \( \lambda_{sb} = 0.2 \).

All models in our experiments followed the standard training pipeline. Specifically, the \( 224 \times 224 \) image used for training was a randomly scaled cropped version of the original image or its horizontal mirror image. During the evaluation, it was a centrally cropped \( 224 \times 224 \) image after scaling the shortest edge of the image to 256 pixels (preserving the aspect ratio). We used an stochastic gradient descent (SGD) optimizer with a momentum of 0.9 and a weight decay factor of 4e-5, the learning rate starting from 0.1 with cosine descent as in \([15]\). Without extra declaration, all networks were trained on a single GPU with a mini-batch size of 32 and 100 epochs totally.
### 3.2 Ablation Studies

In this subsection, we used ResNet-50 [14] as the baseline model and performed ablation experiments over the mini-ImageNet [36] dataset. The hyperparameters settings and connection positions of the SSIA blocks were the same as described above unless otherwise specified. Mini-ImageNet is a subset of the ImageNet dataset, which contains 60,000 images in 100 categories, with 600 images per category. The original mini-ImageNet dataset is used for few-shot learning [36] with different training and testing categories. We reintegrated it into a classification task dataset, took 20% of the images from each category as the validation set, and used the remaining images as the training set. The classification accuracy reported is for the validation set.

**Spatial SSIA vs. Channel SSIA.** We experimentally verified that both channel SSIA and spatial SSIA could effectively improve model performance. Table 1 shows their comparative results, where "Ch." or/and "Sp." indicates the type of SSIA imposed (Channel or/and Spatial). These experiments used the same hyperparameters settings and training pipeline except that, when only spatial SSIA was used, we set $\lambda_s = 1$ and $\lambda_c = 0$; when only channel SSIA was used, we set $\lambda_s = 0$ and $\lambda_c = 3$; when both were used, we set $\lambda_s = 0.5$ and $\lambda_c = 1.5$.

The experimental results show that SSIA in both the spatial and channel dimensions can significantly improve the accuracy of the baseline model, and their combination further improves the accuracy. This suggests that the attention guided by different supervisory signals has different properties: they appear to guide different aspects of the global-level perceptibility of the baseline models. Therefore, we use spatial SSIA and channel SSIA simultaneously in all subsequent experiments.

**Signal Side Selection.** As previously described, the SSIA block can use the feature maps of any layer as the signal side input and produce supervisory signals, we experimentally compare the impact of this difference in choice on performance. Intuitively, the higher the feature map is, the more semantic (and more global-level) information it contains, but also the more difficult it is to predict from low-layer features. Because there are too many options for choosing the signal side location, we only show several representative schemes, each SSIA block is connected to the signal side with: (i)
Table 3: Comparisons between different attention modules and our SSIA block, with ResNet-50 as the baseline. Includes the top-1 accuracies (%) on the CIFAR-10 (C10), CIFAR-100 (C100) and ImageNet-1K (ImageNet) datasets, the increments in parameters (+Params), computation (+FLOPs), and memory usage (+MUs) compared to the baseline model. These baseline model costs shown in the table are for the backbone network (with no classifier head).

| Model          | C10  | C100 | ImageNet | +Params   | +FLOPs   | +MUs   |
|----------------|------|------|----------|-----------|----------|--------|
| ResNet50 (baseline) | 93.63| 74.45| 76.21    | (23.51M)  | (4.116G) | (109.68M) |
| + SE           | 95.35| 77.25| 76.98    | 2.52M     | 0.009G   | 0.12M  |
| + CBAM         | 95.37| 77.67| 77.21    | 2.53M     | 0.012G   | 0.4M   |
| + BAM          | 94.86| 77.28| 77.07    | 0.36M     | 0.091G   | 3.05M  |
| + ECA          | 95.55| 76.16| 76.75    | 86        | 0.006G   | 0.18M  |
| + SimAM        | 95.65| 78.42| 76.91    | 0         | 0.001G   | 21.06M |
| + SSIA block   | 95.69| 78.59| 77.13    | 0         | 0        | 0      |

The output feature maps of the last stage, (ii) the output feature maps of the next stage of its prediction side location (Figure 3), and (iii) the output feature maps of the same location as the prediction side. In this experiment, the selection of the prediction sides and other settings were kept the same. In addition, we scaled the spatial supervisory signals of connected SSIA blocks to 28×28, 14×14, and 7×7 (from low to high) in all schemes for a fair comparison. The experimental results are shown in Table 2, where the final SSIA, cascade SSIA, and identity SSIA correspond to schemes (i), (ii), and (iii) described above, respectively.

The experimental results show that scheme (ii) is the best choice, followed by scheme (i). While scheme (iii), which uses the same layer feature maps as the signal side, performed significantly poorer than the other schemes because it does not introduce any more global-level perceptual information than the prediction side. In fact, our further studies proved that the unexpected improvement of scheme (iii) came from some unexpected regularization effects of SSIA loss in the initial training stage. To eliminate this phenomenon just ignore the SSIA loss in the first few iterations of training. It also proves that the guidance of macro-perception information (in higher layer feature maps) to the lower network layers was the main reason for the performance improvement. Therefore, we use scheme (ii) for the choice of signal sides in all subsequent experiments.

### 3.3 Image Classification

In this subsection, we compare the performance of the SSIA block to that of other attention methods used in CNNs on the CIFAR datasets [20] and ImageNet dataset [30], including the widely used SE [17], CBAM [40], and BAM [27]; we also compare them to the lightweight attention methods efficient channel attention (ECA) [38] and SimAM [42]. Note that on ImageNet-1K dataset, the performance of our SSIA block was related to the batch size (see the Appendix for details), we report the results with a batch size of 64. The attention methods we compared were trained under the same settings. As shown in Table 3, our implicit attention module, the SSIA block, significantly improved the performance of the baseline model, it takes ~4.2% accuracy improvement on the CIFAR-100 dataset, even surpassing all other explicit attention methods. On ImageNet-1K dataset, SSIA block also effectively improves model performance (by nearly 1% accuracy improvement) and outperforms most of the state-of-the-art attention methods we compared.

Besides achieving a considerable performance improvement, the SSIA block has the following two additional advantages: (1) it generates more substantial and direct supervisory signals to guide attention by building self-supervised learning tasks without designing complex procedures or requiring additional manual annotation, and (2) it works entirely during the training phase and does not introduce any parameters, computation, or memory access costs at the inference phase.

Since many attention modules are designed to be very lightweight with few additional parameters and computational costs (such as ECA and SimAM), the second advantage of SSIA block may not seem obvious. However, in practice, an explicit attention method always introduces branching structures, they introduce a much larger inference time cost than intuitively we think. How branching structures affect the inference speed of a model has been discussed in detail in recent works (e.g., RepVGG [6]) that attempt to eliminate branching structures in networks.
3.4 Visualization Results

To verify whether the SSIA block helped the baseline model acquire better attentional capabilities, we used class activation mapping (CAM) to visualize the results. As shown in Figure 4, the CAM activation of the SSIA-block-integrated model produced more significant attentional properties than the vanilla model.

It can be seen in most cases that the model integrated with the SSIA block more effectively suppressed the background and covered a more complete area of the main object regions, which indicates that the model has better attentional properties. Because the SSIA block does not work during inference, we argue that these benefits are due to the SSIA block guiding the baseline model to obtain explicit attention (i.e., the SSIA attention) during training. Moreover, this suggests that specialized attention modules are not a necessary component for implementing attention mechanisms.

4 Conclusion

In this paper, we review the implementation of existing attention mechanisms and propose SSIA, a novel implementation paradigm for attention mechanism. We further explore a particular implementation, called the SSIA block, for implementing SSIA in CNN models. The SSIA block plugged into the baseline model can simply be discarded after the training phase, so it does not introduce any costs during the inference phase. Our experimental results showed that the SSIA block works well in visual classification tasks and is very competitive with other well-known explicit attention methods used in CNNs. Our visualization results proved that the baseline model integrated with an SSIA block has better attentional properties. In future work, we plan to investigate various SSIA implementations and use them in other computer-vision tasks. To the best of our knowledge, this paper is the first to propose the use of implicit attention instead of explicit attention. We hope that our work will inspire new studies on the attention methods used in deep-learning models.
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A Appendix

MPP Prediction Results. We visualized the spatial perception prediction results of the trained MPP, as shown in Figure 5. It can be seen that the macro-perception predictions of the SSIA block exhibit strong target and background discrimination capabilities, with some even made at low network layers. With existing attention methods such as BAM, whose prediction results are also shown in Figure 5, it is difficult to distinguish the main object and background semantically in the predicted attention maps because these methods are guided only by weakly supervised signals. The attention maps predicted by the BAM block appear to discriminate the saliency of regions based on texture features, especially in the lower layers of the network.

Because these results were output as intermediate results in the forward-propagation process, a trained MPP could predict global-level semantics directly from the current layer feature maps, comparable to that of high-layer feature maps. These by-products of the SSIA block may be useful for other computer-vision tasks or approaches.

Relationship to Contrastive Learning. Self-supervised learning is a sub-branch of representation learning, which aims to mine supervisory information from large-scale unlabeled data by pretext tasks and train the network with that supervised information to learn representations that are useful for the target task. Consider the SSIA block as a self-supervised learning strategy that is not designed to learn robust feature representations of images but to make the feature representations with better attentional properties (i.e., SSIA). In fact, the core idea of implementing SSIA is to obtain supervisory signals by mining the intermediate feature representations of the previous version of the network rather than relying on annotation information. These supervisory signals serve as a target to guide the lower layers to perform parameter updates, producing the next version of the feature representations. That version of the feature representations can produce the next guide target in turn, and so forth. This process is very similar to some contrastive learning methods using twin networks, such as. To further reveal the subtle relationship between SSIA and the contrastive learning paradigm, we have given the Siamese network form of the SSIA block and compared it with such contrastive learning methods in the following.

Figure 6a shows a simplified version of SimSiam, where the target network is a replicated version of the online network (an encoder) sharing the same model parameters. Two different augmented views of the same input image are formed as a pair of samples as input to the Siamese network, and a weak predictor (a MLP) predicts the output vector of the target network from the output vector of the online network. The output vector of the target network is used as supervisory signals with a stop-gradient operation, and the weak predictor and the baseline model are updated by back-propagation to maximize the similarity between the prediction results and the supervisory signals.
Figure 6: Comparison on the SSIA block and the contrastive learning paradigm. Where (a) is a simplified SimSiam architecture, and (b) is the siamese network form of the SSIA block, "sg" means stop-gradient operation. This figure mainly focuses on the process of generating losses from intermediate feature maps, and the network layers are not illustrated for simplicity (denoted by ellipsis dots and letters).

Table 4: Top-1 accuracy (%) for ResNet-50 in its vanilla version (baseline) and the SSIA-block-integrated version on ImageNet-1K dataset, with different batch size settings. Both spatial and channel SSIA was used for all SSIA block, with the cascaded connection scheme.

| Model                      | batch size |       |       |       |
|----------------------------|------------|-------|-------|-------|
|                            | 64         | 128   | 256   |       |
| ResNet50 (baseline)        | 76.21      | 76.17 | 76.28 |       |
| + SSIA block               | 77.13      | 76.93 |       | 76.41 |

Figure 6b shows our proposed SSIA implementation, the SSIA block, with its Siamese network form implementation, its workflow is nearly the same as the contrastive learning workflow in Figure 6a, except (1) the online and target networks of the SSIA block have the same input image, (2) the weak predictor generates macro-perception predictions from the intermediate feature map of the online network, and (3) the supervisory signals are generated from the intermediate feature map of the target network.

It can be seen that the SSIA learning process is similar to the representation learning process driven by contrastive learning methods, as both use the feature representations of the data from the previous version of the baseline model during training. Those features are used as supervisory signals for updating the model parameters in the next step. It appears that the SSIA block performs some type of representation learning for better attention properties through such a self-supervised paradigm.

Note that the Siamese network form is proposed only for the convenience of understanding how SSIA is related to contrastive learning methods. An SSIA block only forward-propagates once for each sample in practice (only the target network).

**Image Classification on ImageNet-1K.** On ImageNet-1K dataset, the effectiveness of SSIA block is related to the batch size. In general, the performance improvement brought from the SSIA block becomes weaker as the batch size increases, as shown in Table 4. Too large batch size ($\geq 256$) will lead to a weak effect of SSIA block.

We will investigate the reasons for this phenomenon and its countermeasures in future work. Nevertheless, the experiments still confirm that SSIA is an effective attention mechanism.

**SSIA Block in Different CNN Backbones.** We compared the performance of the vanilla version and the SSIA-block-integrated version of several popular CNN backbones in Table 5 on the mini-ImageNet [36] dataset, including VGG-16 [32], ResNet-18/50/101 [14], Wide ResNet-18 [45] and
Table 5: Top-1 and Top-5 accuracies (%) for different backbone models in their vanilla version and the integrated-SSIA-block version on the mini-ImageNet dataset. We use both spatial and channel SSIA with the cascaded connection scheme for all SSIA block.

| Backbone                | baseline models | with SSIA block |
|-------------------------|-----------------|-----------------|
|                         | Top-1 acc.      | Top-5 acc.      | Top-1 acc.      | Top-5 acc.      |
| VGG16                   | 73.39           | 90.88           | **74.41 (+1.02)** | **91.58 (+0.70)** |
| ResNet18                | 78.32           | 92.85           | **80.19 (+1.87)** | **93.74 (+0.89)** |
| ResNet50                | 79.59           | 93.45           | **82.31 (+2.72)** | **94.65 (+1.20)** |
| ResNet101               | 80.57           | 94.04           | **82.86 (+2.29)** | **94.97 (+0.95)** |
| WideResNet18 (widen=1.5)| 78.78           | 93.16           | **81.03 (+2.25)** | **93.95 (+0.79)** |
| WideResNet18 (widen=2.0)| 79.58           | 93.49           | **81.60 (+2.02)** | **94.41 (+0.92)** |
| ResNeXt50 (32x4d)       | 80.25           | 93.79           | **82.31 (+2.06)** | **94.76 (+0.97)** |
| ResNeXt101 (32x4d)      | 81.28           | 94.36           | **82.90 (+1.62)** | **94.71 (+0.35)** |
| MobileNetV2             | 78.18           | 93.81           | **78.82 (+0.64)** | **93.93 (+0.12)** |
| ShuffleNetV2            | 78.33           | 93.59           | **78.97 (+0.64)** | **93.75 (+0.16)** |

ResNeXt-50/101 [41]. All the baseline models with the SSIA block significantly outperformed their vanilla versions, which suggests the proposed SSIA block can work well on various CNN backbones.

We also applied the SSIA block to the lightweight CNN networks, such as MobileNet [31] and ShuffleNet [48], as shown in Table 5. Their improvement is not as evident as on other backbone networks, so it appears that the SSIA block works especially well on typical CNN networks with residual connections. However, we found that the SSIA loss declined during training in lightweight networks (as in other networks), which implies that the lower network layers indeed learn features with better macro-perception information. This may hint us that some design within such lightweight networks influences the use of these features in higher network layers, such as depthwise separable convolutions.

The way to make SSIA attention work well on lightweight networks is a valuable topic for implementing deep-learning models in practice, which we intend to investigate in the future.