THE TRUNCATED MOMENT PROBLEM ON THE UNION OF PARALLEL LINES

ALJAŽ ZALAR

ABSTRACT. In this article we study the bivariate truncated moment problem (TMP) of degree $2k$ on the union of parallel lines. First we present an alternative proof of Fialkow’s solution [28] to the TMP on the union of two parallel lines (TMP–2pl) using the solution of the truncated Hamburger moment problem (THMP). We add a new equivalent solvability condition, which is then used together with the THMP, to solve the TMP on the union of three parallel lines (TMP–3pl), our second main result of the article. Finally, we establish a sufficient condition for the existence of a solution to the TMP on the union of $n$ parallel lines in the pure case, i.e. when the moment matrix $M_k$ is of the highest possible rank, or equivalently the only column relations come from the union of $n$ lines. The condition is based on the feasibility of a certain linear matrix inequality, corresponding to the extension of $M_k$ by adding rows and columns indexed by some monomials of degree $k+1$. The proof is by induction on $n$, where $n \geq 2$ and for the base of induction $n=2$ we use the solution of the TMP–2pl.

1. INTRODUCTION

For $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$ and $i = (i_1, \ldots, i_d) \in \mathbb{Z}_+^d$, we set $|i| = i_1 + \ldots + i_d$ and $x^i = x_1^{i_1} \cdots x_d^{i_d}$. Given a real $d$-dimensional multisequence $\beta = \beta^{(2k)} = \{\beta_i\}_{i \in \mathbb{Z}_+^d, |i| \leq 2k}$ of degree $2k$ and a closed subset $K$ of $\mathbb{R}^d$, the truncated moment problem ($K$–TMP) on $K$ for $\beta$ asks to characterize the existence of a positive Borel measure $\mu$ on $\mathbb{R}$ with support in $K$ such that

$$\beta_i = \int_K x^i d\mu(x) \quad \text{for} \quad i \in \mathbb{Z}_+^d, |i| \leq 2k.$$  

If such a measure exists, we say that $\beta$ has a representing measure supported on $K$ and $\mu$ is its $K$–representing measure.

We denote by $M_k = M_k(\beta) = (\beta_{i+j})_{i,j \in \mathbb{Z}_+^d, |i|, |j| \leq k}$ the moment matrix associated with $\beta$, where the rows and columns are indexed by $X^i := X_1^{i_1} \cdots X_d^{i_d}, i = (i_1, \ldots, i_d) \in \mathbb{Z}_+^d, |i| \leq k,$ in degree-lexicographic order. Let $\mathbb{R}[x] := \mathbb{R}[x_1, \ldots, x_d]$ be the set of real polynomials in $d$ variables. We write $\mathbb{R}[x]_k := \{p \in \mathbb{R}[x] : \deg p \leq k\}$ for the set of polynomials in $d$ variables of degree at most $k$. Here the degree stands for the total degree, i.e., the maximal sum of the exponents of the variables over all monomials. For every $p := \sum_{i \in \mathbb{Z}_+^d, |i| \leq k} a_i x^i \in \mathbb{R}[x]_k$, we denote by $p(X) = \sum_{i \in \mathbb{Z}_+^d, |i| \leq k} a_i X^i$ the corresponding vector from the column space $C(M_k)$ of the matrix $M_k$. We say that the matrix $M_k$ is recursively generated (rg) if whenever $p, q, pq \in \mathbb{R}[x]_k$ and $p(X) = 0$, also $(pq)(X) = 0$, where $0$ stands for the zero vector.
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A concrete solution to the $K$–TMP is a set of necessary and sufficient conditions for the existence of a $K$–representing measure $\mu$, that can be tested in numerical examples. Among necessary conditions, $M_k$ must be positive semidefinite (psd) and $\text{rg} \ [14, 25]$, and by [10] for every polynomial $p \in \mathbb{R}[x]_k$ satisfying $p(X) = 0$, the inclusion $\text{supp}(\mu) \subseteq \mathcal{Z}(p) := \{ x \in \mathbb{R}^d : p(x) = 0 \}$ must hold. In 1991, Curto and Fialkow [9] started their investigation of the TMP by solving the three well-known univariate cases, i.e. the truncated Hamburger moment problem for $K = \mathbb{R}$ (THMP), the truncated Stieltjes moment problem for $K = [a, \infty)$, $a \in \mathbb{R}$, and the truncated Hausdorff moment problem for $K = [a, b]$, $a, b \in \mathbb{R}$, $a < b$. Then, in the following few decades they completely solved the TMP on quadratic varieties in a series of papers [13, 14, 15, 28] by applying their far-reaching flat extension theorem (FET) (see [10, Theorem 7.10], [16, Theorem 2.19], [35]). This theorem was the main tool also in some other cases of the TMP [30, 22, 27, 17, 18].

In our previous work we presented how the TMP on some varieties can be reduced to the univariate setting. More precisely, the TMP on $xy = 0$ can be solved by the use of the THMP [4, Section 6], the TMP on $xy = 1$ by the use of the strong THMP where also negative moments (i.e. $\beta_i$ for $2k \leq i \leq -1$) are given [43] and the TMP on $y = x^2$ of degree $2k$ by the use of the THMP of degree $6k$ with a missing moment $\beta_{6k-1}$ [42]. This approach also gives solutions to the TMP on some other varieties such as $y^2 = x^3$, $xy^2 = 1$ and special cases of $y = x^4$, $y^3 = x^4$ [42, 43]. These results motivated us to investigate if the TMP on the other three canonical quadratic varieties, i.e. $y = x^2$, $x^2 + y^2 = 1$ and $y^2 = 1$, can be solved by reducing it to the univariate setting. Substituting $y$ with $x^2$ the moment $\beta_{i,j}$ corresponds to the moment $\beta_{i+2j,0}$ and it is easy to check that the TMP of degree $2k$ on the variety $y = x^2$ corresponds to the THMP of degree $4k$. The case $x^2 + y^2 = 1$ is solved in [13, Section 2] by reduction to the univariate trigonometric TMP [9, Theorem 6.12]. So it remains to study the case $y^2 = 1$ or equivalently the TMP on the union of two parallel lines (TMP–2pl), first solved in [28] using the FET as the main tool.

Concerning the TMP on varieties beyond the quadratic ones, the solutions typically require testing some additional numerical conditions which depend on given moments [20, 21, 40, 41]. Among other cases of the TMP let us mention the recent core variety approach which yielded important new results for the TMP [29, 24, 6]. For the solution of the cubic TMP see [32]. For some other results and variants of the TMP see also [38, 34, 7, 36, 5, 8, 31, 33, 19, 19].

The first contribution of this article is an alternative solution to the TMP–2pl (Theorem 3.1), which is more concrete than Fialkow’s original solution [28, Theorem 1.2] in the sense explained in the remainder of this paragraph. [28, Theorem 1.2] states that $\beta$ has a representing measure on $K := \{(x, y) \in \mathbb{R}^2 : (y-\alpha_1)(y-\alpha_2) = 0 \}$, $\alpha_1, \alpha_2 \in \mathbb{R}$, $\alpha_1 \neq \alpha_2$, if and only if $M_k$ is psd, $\text{rg}$, has a column relation $(Y-\alpha_1)(Y-\alpha_2) = 0$ and satisfies the variety condition $\text{rank} M_k \leq \text{card} \mathcal{V}(M_k)$, where $\mathcal{V}(M_k) := \bigcap_{p \in \mathbb{R}[x]_k \ p(x)=0} \mathcal{Z}(p)$. These conditions can be easily verified numerically, but are sequence specific in the sense that $\text{rg}$ relations and the variety $\mathcal{V}(M_k)$ are not the same for all $\beta$. In our solution we replace these two conditions by rank conditions on certain submatrices of $M_k$, which are the same for all $\beta$. The first advantage of our solution is that computing ranks of matrices is numerically an easier task than checking the variety condition, since the latter requires computing zero sets of polynomials. The second advantage is that our solution is also concrete enough to be used when solving the TMP on the union of three parallel lines (TMP–3pl) by reduction to the solvability of the TMP–2pl and the THMP.

In this paragraph we describe the basic idea for our solution to the TMP–2pl. The approach is based on the reduction to the univariate setting. The crucial technical step is the application of the affine linear transformation (ALT) such that the lines become $y = 0$ and $y = 1$. Then $\beta$ has a representing measure on $y(y-1) = 0$ if and only if it can be decomposed as $\beta = \tilde{\beta} + \hat{\beta}$,
where \( \tilde{\beta} = \{ \tilde{\beta}_i \}_{i \in \mathbb{Z}_+^2, |i| \leq 2k} \) has a representing measure on \( y = 0 \) and \( \beta = \{ \beta_i \}_{i \in \mathbb{Z}_+^2, |i| \leq 2k} \) has a representing measure on \( y = 1 \). It turns out that all the moments of \( \tilde{\beta}, \beta \) are uniquely determined except \( \tilde{\beta}_{2k,0}, \tilde{\beta}_{2k,0} \) which satisfy the relation \( \tilde{\beta}_{2k,0} + \beta_{2k,0} = \beta_{2k,0} \). Using the solution to the THMP we characterize exactly in terms of the ranks of certain submatrices of \( M_k \) when the decomposition \( \beta = \tilde{\beta} + \beta \) exists. Moreover, our approach is constructive and produces a \( (\text{rank } M_k) \)-atomic representing measure, which is also the minimal possible in terms of the number of atoms of any representing measure.

The second contribution of the article is the solution to the TMP–3pl (Theorem 4.2). In this case we again apply the ALT such that one of the lines becomes \( y = 0 \). Then \( \beta \) has a representing measure on the union of three parallel lines if and only if it can be decomposed as in \( \beta = \tilde{\beta} + \beta \), where \( \tilde{\beta} \) has a representing measure on \( y = 0 \) and \( \beta \) has a representing measure on the union of two other horizontal lines. Based on our solution to the TMP–2pl and the THMP, we exactly characterize when such a decomposition exists. It turns out that all the moments of \( \tilde{\beta}, \beta \) are uniquely determined except \( \tilde{\beta}_{2k-1,0}, \tilde{\beta}_{2k-1,0}, j = 0, 1 \), which satisfy the relations \( \tilde{\beta}_{2k-1,0} + \tilde{\beta}_{2k-1,0} = \beta_{2k-1,0}, j = 0, 1 \). The special case of the sextic (i.e. \( 2k = 6 \)) TMP–3pl was studied by Yoo in [40]. The author’s main focus was on the pure case, i.e. when \( M_3 \) has only one column relation define by the three lines. He characterized the existence of a representing measure in terms of the solvability of two quadratic equations in the unknowns \( \tilde{\beta}_{5,0}, \tilde{\beta}_{6,0} \). Our solution to the TMP–3pl in the pure case is general for any \( 2k \geq 6 \) and requires (besides the obvious column relations and \( M_k \) being psd) only checking if a certain matrix precisely determined by \( \beta \) is psd. In [40], the author also studies the non-pure sextic case but only under the symmetry assumption on the variety \( V(M_3) \), while our solution of the non-pure case is general for any \( 2k \geq 6 \) and does not require any additional assumption on the variety or the sequence \( \beta \).

Finally, for \( n \in \mathbb{N} \) we study the TMP on the union of \( n \) parallel lines (TMP–\( n \)pl) in the pure case, i.e. when the moment matrix \( M_k \) has the highest possible rank or equivalently the column relation defined by the \( n \) lines and the ones obtained from it by recursive generation are the only nontrivial column relations of \( M_k \). We apply the ALT such that one of the lines becomes \( y = 0 \). Then \( \beta \) has a representing measure on the union of \( n \) parallel lines if and only if it can be decomposed as in \( \beta = \tilde{\beta} + \beta \), where \( \tilde{\beta} \) has a representing measure on \( y = 0 \) and \( \beta \) has a representing measure on the union of other \( n - 1 \) horizontal lines. Using our solution to the TMP–3pl and the THMP we noticed a sufficient condition for the solvability of the pure TMP–4pl, which is based on the feasibility of a certain linear matrix inequality corresponding to the extension of \( M_k \) with the addition of the rows and columns indexed by some monomials of degree \( k + 1 \). It turns out that this condition extends to any \( n \geq 4 \), where the proof goes by induction on \( n \) and we can in fact use the \( n = 2 \) case as a base case (Theorem 5.1).

1.1. Readers Guide. The paper is organized as follows. In Section 2 we fix notation and introduce some tools needed in the proofs of our main results. In Section 3 we present a variant of the solution of the TMP–2pl with the proof based on the use of the THMP (see Theorem 3.1), apply it to solve the pure and almost pure cases (see Corollary 3.2) and provide a numerical example (see Example 3.4). In Section 4 we solve the TMP–3pl (see Theorem 4.2), apply it to solve the pure case (see Corollary 4.3) and give numerical examples demonstrating the statement of the solution (see Examples 4.9–4.12). Finally, in Section 5 a sufficient condition for the solvability of the pure TMP–\( n \)pl is established (see Theorem 5.1).
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2. Preliminaries

In this section we fix some terminology, notation and present some tools needed in the proofs of our main results.

Let $k \in \mathbb{N}$ and $\beta = \beta^{(2k)} = \{\beta_{i,j}\}_{i,j \in \mathbb{Z}_+, 0 \leq i+j \leq 2k}$ be a bivariate sequence of degree $2k$. In the degree-lexicographic order $1, X, Y, X^2, XY, Y^2, \ldots, X^k, X^{k-1}Y, \ldots, Y^k$ of rows and columns, the corresponding moment matrix to $\beta$ is equal to

$$M_k(\beta) := \begin{pmatrix} M[0, 0](\beta) & M[0, 1](\beta) & \cdots & M[0, k](\beta) \\ M[1, 0](\beta) & M[1, 1](\beta) & \cdots & M[1, k](\beta) \\ \vdots & \vdots & \ddots & \vdots \\ M[k, 0](\beta) & M[k, 1](\beta) & \cdots & M[k, k](\beta) \end{pmatrix},$$

where

$$M[i, j](\beta) := \begin{pmatrix} \beta_{i+j,0} & \beta_{i+j-1,1} & \beta_{i+j-2,2} & \cdots & \beta_{i+j} \\ \beta_{i+j-1,1} & \beta_{i+j-2,2} & \beta_{i+j-3,3} & \cdots & \beta_{i-1,j+1} \\ \beta_{i+j-2,2} & \beta_{i+j-3,3} & \beta_{i+j-4,4} & \cdots & \beta_{i-2,j+2} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \beta_{j,i} & \beta_{j-1,i+1} & \beta_{j-2,i+2} & \cdots & \beta_{0,i+j} \end{pmatrix}.$$

Note that each matrix $M[i, j](\beta)$ is a $(i+1) \times (j+1)$ Hankel matrix, i.e., it is constant on each cross-diagonal. Let $Q_1, Q_2$ be subsets of the set $\{X^iY^j : i, j \in \mathbb{Z}_+, 0 \leq i+j \leq k\}$. We denote by $(M_k)|_{Q_1, Q_2}$ the submatrix of $M_k$ consisting of the rows indexed by the elements of $Q_1$ and the columns indexed by the elements of $Q_2$. In case $Q := Q_1 = Q_2$, we write $(M_k)|_Q = (M_k)|_{Q, Q}$ for short. We write $\mathbb{R}^{n \times m}$ for the set of $n \times m$ real matrices. For a matrix $M$ we denote by $\mathcal{C}(M)$ its column space. The set of real symmetric matrices of size $n$ will be denoted by $S_n$. For a matrix $A \in S_n$ the notation $A \succ 0$ (resp. $A \succeq 0$) means $A$ is positive definite (pd) (resp. positive semidefinite (psd)). We write $I_n$ for the $n \times n$ identity matrix. We will also use $I$ to denote the identity matrix of appropriate size.

For $x \in \mathbb{R}^d$, we use $\delta_x$ to denote the probability measure on $\mathbb{R}^d$ such that $\delta_x(\{x\}) = 1$. By a finitely atomic positive measure on $\mathbb{R}^d$ we mean a measure of the form $\mu = \sum_{j=0}^\ell \rho_j \delta_{x_j}$, where $\ell \in \mathbb{N}$, each $\rho_j > 0$ and each $x_j \in \mathbb{R}^d$. The points $x_j$ are called atoms of the measure $\mu$ and the constants $\rho_j$ the corresponding densities.

2.1. Affine linear transformations. Let $K \subseteq \mathbb{R}^2$ and $\beta$ as above. The existence of a $K$–representing measure for $\beta$ is invariant under invertible affine linear transformations of the form

$$\phi(x, y) = (\phi(x), \phi(y)) := (a + bx + cy, d + ex + fy), \ (x, y) \in \mathbb{R}^2,$$

$a, b, c, d, e, f \in \mathbb{R}$ with $bf - ce \neq 0$. Indeed, if $L_\beta : \mathbb{R}[x, y]_{\leq 2k} \to \mathbb{R}$ is the Riesz functional of the sequence $\beta$ defined by

$$L_\beta(p) := \sum_{i,j \in \mathbb{Z}_+, 0 \leq i+j \leq 2k} a_{i,j} \beta_{i,j}, \quad \text{where} \quad p = \sum_{i,j \in \mathbb{Z}_+, 0 \leq i+j \leq 2k} a_{i,j} x^i y^j,$$
and we denote by $\tilde{\beta}$ the 2–dimensional sequence defined by 
$$
\tilde{\beta}_{i,j} = L_\beta(\phi(x,y)^i \cdot \phi(x,y)^j),
$$
then:

**Proposition 2.1** ([15, Proposition 1.9]). Assume the notation above.

1. $M_k(\beta)$ is psd if and only if $M_k(\tilde{\beta})$ is psd.
2. rank $M_k(\beta) = \text{rank } M_k(\tilde{\beta})$.
3. $M_k(\beta)$ is rg if and only if $M_k(\tilde{\beta})$ is rg.
4. $\beta$ admits a $r$–atomic $K$–representing measure iff $\tilde{\beta}$ admits a $r$–atomic $\phi(K)$–representing measure.

In the rest of the paper we write $\phi(\beta)$ and $\phi(M_k(\beta))$ to denote $\tilde{\beta}$ and $M_k(\tilde{\beta})$, respectively.

### 2.2. Generalized Schur complements.

Let $n, m \in \mathbb{N}$ and

$$
\mathcal{M} = \begin{pmatrix}
A & B \\
C & D
\end{pmatrix} \in S_{n+m},
$$

where $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$, $C \in \mathbb{R}^{m \times n}$ and $D \in \mathbb{R}^{m \times m}$. The **generalized Schur complement** of $A$ (resp. $D$) in $\mathcal{M}$ is defined by

$$
\mathcal{M}/A = D - CA^\dagger B \quad \text{ (resp. } \mathcal{M}/D = A - BD^\dagger C),
$$

where $A^\dagger$ (resp. $D^\dagger$) stands for the Moore-Penrose inverse of $A$ (resp. $D$) [44].

Let us recall now a characterization of psd $2 \times 2$ block matrices in terms of Schur complements.

**Theorem 2.2** ([1]). Let $n, m \in \mathbb{N}$ and

$$
\mathcal{M} = \begin{pmatrix}
A & B \\
B^T & C
\end{pmatrix} \in S_{n+m},
$$

where $A \in S_n$, $B \in \mathbb{R}^{n \times m}$ and $C \in S_m$. Then:

1. The following conditions are equivalent:
   (a) $\mathcal{M} \succeq 0$.
   (b) $C \succeq 0$, $C(B^T) \subseteq C(C)$ and $\mathcal{M}/C \succeq 0$.
   (c) $A \succeq 0$, $C(B) \subseteq C(A)$ and $\mathcal{M}/A \succeq 0$.
2. If $\mathcal{M} \succeq 0$, then $\text{rank } \mathcal{M} = \text{rank } A$ if and only if $\mathcal{M}/A = 0$.

The following proposition expresses the rank of a psd $2 \times 2$ block matrix in terms of the ranks of a diagonal block and its Schur complement.

**Proposition 2.3.** Assume the notation of Theorem 2.2. Let $\mathcal{M} \succeq 0$. Then:

$$
\begin{align*}
\begin{pmatrix}
I_n & 0 \\
-B^T A^\dagger & I_m
\end{pmatrix} \mathcal{M} \begin{pmatrix}
I_n & -A^\dagger B \\
0 & I_m
\end{pmatrix} &= \begin{pmatrix}
A & 0 \\
0 & \mathcal{M}/A
\end{pmatrix}, \\
\begin{pmatrix}
I_n & -B C^\dagger \\
0 & I_m
\end{pmatrix} \mathcal{M} \begin{pmatrix}
I_n & 0 \\
-C^\dagger B^T & I_m
\end{pmatrix} &= \begin{pmatrix}
\mathcal{M}/C & 0 \\
0 & C
\end{pmatrix},
\end{align*}
$$

and hence

$$
\text{rank } \mathcal{M} = \text{rank } A + \text{rank } \mathcal{M}/A = \text{rank } C + \text{rank } \mathcal{M}/C.
$$
Proof. First note that the condition $\mathcal{M} \succeq 0$ implies by Theorem 2.2 that $\mathcal{C}(B) \subseteq \mathcal{C}(A)$ and hence
\begin{equation}
AA^\dagger B = B \quad \text{and} \quad B^T A^\dagger A = B^T.
\end{equation}

We will use (2.5) to verify the equality (2.2):
\begin{align*}
&\begin{pmatrix}
I_n & 0 \\
-B^T A^\dagger & I_m
\end{pmatrix}
\begin{pmatrix}
A & B \\
B^T & C
\end{pmatrix}
\begin{pmatrix}
I_n & -A^\dagger B \\
0 & I_m
\end{pmatrix} \\
&= \begin{pmatrix}
A & B \\
-B^T A^\dagger A + B^T & -B^T A^\dagger B + C
\end{pmatrix}
\begin{pmatrix}
I_n & -A^\dagger B \\
0 & I_m
\end{pmatrix} \\
& \overset{(2.5)}{=} \begin{pmatrix}
A & 0 \\
0 & -B^T A^\dagger B + C
\end{pmatrix}
\begin{pmatrix}
I_n & 0 \\
0 & I_m
\end{pmatrix} \\
& \overset{(2.5)}{=} \begin{pmatrix}
A & 0 \\
0 & M/A
\end{pmatrix}.
\end{align*}

Finally, since \( \begin{pmatrix} I_n & -A^\dagger B \\ 0 & I_m \end{pmatrix} \) and \( \begin{pmatrix} I_n & 0 \\ -B^T A^\dagger & I_m \end{pmatrix} \) are invertible, the equality (2.2) implies that
\[ \text{rank } \mathcal{M} = \text{rank } \begin{pmatrix} A & 0 \\ 0 & M/A \end{pmatrix} \]
and consequently the first equality in (2.4) holds.

The equality (2.3) can be easily derived from (2.2). Let \( P = \begin{pmatrix} 0 & I_m \\ I_n & 0 \end{pmatrix} \) be the block permutation matrix. Replacing $\mathcal{M}$ by $P \mathcal{M} P^T$, using (2.2) for $P \mathcal{M} P^T$ as $\mathcal{M}$ and multiplying the obtained equality by $P^T$ from the left and by $P$ from the right side, we obtain (2.3). \( \square \)

An interesting application of the previous result is the following extension principle for psd matrices.

**Lemma 2.4.** Let $A \in S_n$ be positive semidefinite, $Q$ a subset of the set \( \{1, \ldots, n\} \) and $A|_Q$ the restriction of $A$ to the rows and columns from the set $Q$. If $A|_Q v = 0$ for a nonzero vector $v$, then $A\tilde{v} = 0$ where $\tilde{v}$ is a vector with the only nonzero entries in the rows from $Q$ and such that the restriction $\tilde{v}|_Q$ to the rows from $Q$ equals to $v$.

**Proof.** We may assume that $A|_Q$ is the upper left-hand corner of $A$, i.e. $A = \begin{pmatrix} A|_Q & B \\ B^T & C \end{pmatrix}$. Taking $\mathcal{M} = A$ in Proposition 2.3, using (2.2) and the equality
\[ \begin{pmatrix} I & 0 \\ -B^T (A|_Q)^\dagger & I \end{pmatrix}^{-1} = \begin{pmatrix} I & 0 \\ B^T (A|_Q)^\dagger & I \end{pmatrix}, \]

it follows that
\begin{equation}
\begin{pmatrix} A|_Q & B \\ B^T & C \end{pmatrix} = \begin{pmatrix} I & 0 \\ B^T (A|_Q)^\dagger & I \end{pmatrix} \begin{pmatrix} A|_Q & 0 \\ 0 & A|_Q \end{pmatrix} \begin{pmatrix} I & (A|_Q)^\dagger B \\ 0 & I \end{pmatrix}.
\end{equation}

Now, the statement of the lemma easily follows by applying $\tilde{v}$ on both sides of (2.6). \( \square \)
2.3. **Hankel matrices.** Let \( k \in \mathbb{N} \). For \( \beta = (\beta_0, \ldots, \beta_{2k}) \in \mathbb{R}^{2k+1} \) we define the corresponding Hankel matrix as

\[
A_\beta := (\beta_{i+j})_{i,j=0}^k = \begin{pmatrix}
\beta_0 & \beta_1 & \beta_2 & \cdots & \beta_k \\
\beta_1 & \beta_2 & \cdots & \cdots & \beta_{k+1} \\
\vdots & \vdots & \ddots & \cdots & \vdots \\
\beta_2 & \cdots & \cdots & \cdots & \beta_k \\
\beta_k & \beta_{k+1} & \cdots & \beta_{2k-1} & \beta_{2k}
\end{pmatrix} \in S_{k+1}.
\]

Observe that \( A_\beta \) is precisely the associated moment matrix \( M_k(\beta) \) to \( \beta \). Let \( v_j := (\beta_{j+i})_{i=0}^k \) be the \((j+1)\)–th column of \( A_\beta \), \( 0 \leq j \leq k \). In this notation, we have that

\[
A_\beta = \begin{pmatrix} v_0 & \cdots & v_k \end{pmatrix}.
\]

As in [9], the **rank** of \( \beta \), denoted by \( \text{rank} \beta \), is defined by

\[
\text{rank} \beta = \begin{cases} k + 1, & \text{if } A_\beta \text{ is nonsingular,} \\
\min \{ i : v_i \in \text{span}(v_0, \ldots, v_{i-1}) \}, & \text{if } A_\beta \text{ is singular.}
\end{cases}
\]

For \( m \in \mathbb{N} \) with \( m \leq 2k \), the notation \( A_\beta(m) \) stands for the upper left–hand corner of \( A_\beta \) of size \( m+1 \), i.e.,

\[
A_\beta(m) = (\beta_{i+j})_{i,j=0}^m \in S_{m+1}.
\]

The following proposition is an alternative description of \( \text{rank} \beta \) if \( A_\beta \) is singular.

**Proposition 2.5** ([9, Proposition 2.2]). Let \( k \in \mathbb{N} \), \( \beta = (\beta_0, \ldots, \beta_{2k}) \in \mathbb{R}^{2k+1} \), and assume that \( A_\beta \) is positive semidefinite and singular. Then

\[
\text{rank} \beta = \min \{ j : 0 \leq j \leq k \text{ such that } A_\beta(j) \text{ is singular} \}.
\]

An important property of psd Hankel matrices is the following rank principle.

**Theorem 2.6** ([9, Corollary 2.5]). Let \( k \in \mathbb{N} \), \( \beta = (\beta_0, \ldots, \beta_{2k}) \in \mathbb{R}^{2k+1} \), \( \tilde{\beta} = (\beta_0, \ldots, \beta_{2k-2}) \in \mathbb{R}^{2k-1} \), \( A_\beta \geq 0 \) and \( r = \text{rank} \beta \). Then:

1. \( \text{rank} A_{\tilde{\beta}} = r \).
2. \( r \leq \text{rank} A_\beta \leq r + 1 \).
3. \( \text{rank} A_\beta = r \) if and only if \( \beta_{2k} = \varphi_0\beta_{2k-r} + \cdots + \varphi_{r-1}\beta_{2k-1} \), where

\[
\begin{pmatrix}
\varphi_0 & \cdots & \varphi_{r-1}
\end{pmatrix}^T := (A_\beta(r-1))^{-1} \begin{pmatrix}
\beta_r & \cdots & \beta_{2r-1}
\end{pmatrix}^T.
\]

We will use the following corollary of Proposition 2.5 and Theorem 2.6 in the sequel.

**Corollary 2.7.** In the notation of Theorem 2.6, the assumptions \( A_\beta \geq 0 \), \( A_\beta \) is singular and \( r = \text{rank} \beta \), imply that

\[
r = \text{rank} \beta = \text{rank} A_\beta(r-1) = \text{rank} A_\beta(r) = \ldots = \text{rank} A_\beta(k-1) = \text{rank} A_{\tilde{\beta}}.
\]

2.4. **Solution of the truncated Hamburger moment problem.** For \( x = (x_0, \ldots, x_m) \in \mathbb{R}^{m+1} \) we denote by \( V_x \in \mathbb{R}^{(m+1)\times(m+1)} \) the Vandermonde matrix

\[
V_x := \begin{pmatrix}
1 & 1 & \cdots & 1 \\
x_0 & x_1 & \cdots & x_m \\
\vdots & \vdots & \ddots & \vdots \\
x_0^m & x_1^m & \cdots & x_m^m
\end{pmatrix}.
\]
Theorem 2.8 ([9, Theorems 3.9 and 3.10] and [2, Theorem 2.7.5]). For \( k \in \mathbb{N} \) and \( \beta = (\beta_0, \ldots, \beta_{2k}) \in \mathbb{R}^{2k+1} \) with \( \beta_0 > 0 \), the following statements are equivalent:

1. There exists a \( \mathbb{R} \)-representing measure for \( \beta \), i.e., supported on \( \mathbb{R} \).
2. There exists a \( (\text{rank } \beta) \)-atomic representing measure for \( \beta \).
3. \( A_\beta \geq 0 \) and \( \text{rank } A_\beta = \text{rank } \beta \).
4. \( A_\beta \geq 0 \) and \( \text{rank } A_\beta(k-1) > 0 \) or \( \text{rank } A_\beta(k-1) = \text{rank } A_\beta \).
5. \( A_\beta \geq 0 \) and \( (\beta_{k+1} \cdot \cdots \cdot \beta_{2k})^T \in \mathcal{C}(A_\beta(k-1)) \).

Moreover, if \( \beta \) with \( r := \text{rank } \beta \) has a \( \mathbb{R} \)-representing measure and:

i. \( r \leq k \), then the \( \mathbb{R} \)-representing measure \( \mu \) is unique and of the form \( \mu = \sum_{i=0}^{r-1} \rho_i \delta_{x_i} \), where \( \{x_0, \ldots, x_{r-1}\} = \{x(t - (\varphi_0 + \varphi_1 t + \cdots + \varphi_{r-1} t^{r-1}))\} \).
ii. \( r = k+1 \), then there are infinitely many \( \mathbb{R} \)-representing measures for \( \beta \). All \( (k+1) \)-atomic ones are obtained by choosing \( \beta_{2k+1} \in \mathbb{R} \) arbitrarily, defining \( \beta_{2k+2} := A_\beta^{-1} \nu^{(k)}_{k+1} \), where \( \nu^{(k)}_{k+1} = (\beta_{k+1} \cdot \cdots \cdot \beta_{2k+1})^T \), and proceeding as in (i) for \( \beta := (\beta_0, \ldots, \beta_{2k+1}, \beta_{2k+2}) \in \mathbb{R}^{2k+3} \).

3. The TMP on the union of two parallel lines

For \( k \geq 2 \), let \( \beta := \beta^{(2k)} = (\beta_{i,j})_{i,j \in \mathbb{N}, i+j \leq 2k} \) be a real bivariate sequence of degree \( 2k \) such that \( \beta_{0,0} > 0 \) and let \( M_k \) be its associated moment matrix. To establish the existence of a representing measure for \( \beta \) supported on the union of two parallel lines, we can assume, after applying the appropriate affine linear transformation, that the variety is

\( K = \{(x, y) \in \mathbb{R}^2 : (y - \alpha_1)(y - \alpha_2) = 0\} \),

where \( \alpha_1, \alpha_2 \in \mathbb{R} \) are pairwise distinct nonzero real numbers with \( \alpha_1 < \alpha_2 \). We write

\( X^{(i)} := (1, X, \ldots, X^{k-i}) \quad \text{and} \quad Y^j X^{(i)} := (Y^j, Y^j X, \ldots, Y^j X^{k-i}) \)

for \( i = 0, \ldots, k \) and \( j \in \mathbb{N} \) such that \( j \leq i \). Let \( P \) be a permutation matrix such that moment matrix \( PM_k P^T \) has rows and columns indexed in the order \( \tilde{X}^{(0)}, Y \tilde{X}^{(1)}, Y^2 \tilde{X}^{(2)}, \ldots, Y^k \). Let

\[
M := (PM_k P^T)|_{\{\tilde{X}^{(0)}, Y \tilde{X}^{(1)}\}} = (X^{(0)})^T A (X^{(1)})^T (Y \tilde{X}^{(1)})^T (Y \tilde{X}^{(1)})^T \begin{pmatrix} X^{(1)} & X^k & Y \tilde{X}^{(1)} \end{pmatrix}
\]

and

\[
N := (PM_k P^T)|_{\{\tilde{X}^{(1)}, Y \tilde{X}^{(1)}\}} = (X^{(1)})^T A_1 (Y \tilde{X}^{(1)})^T (Y \tilde{X}^{(1)})^T \begin{pmatrix} \tilde{X}^{(1)} & Y \tilde{X}^{(1)} \end{pmatrix}
\]

be the restrictions of the moment matrix \( PM_k P^T \) to the rows and the columns in the sets \( \{\tilde{X}^{(0)}, Y \tilde{X}^{(1)}\} \) and \( \{\tilde{X}^{(1)}, Y \tilde{X}^{(1)}\} \), respectively.
Theorem 3.1. Let $K := \{(x, y) \in \mathbb{R}^2 : (y - \alpha_1)(y - \alpha_2) = 0\}$, $\alpha_1, \alpha_2 \in \mathbb{R}$, $\alpha_1 \neq \alpha_2$, be a union of two parallel lines and $\beta := \beta^{(2k)} = (\beta_{i,j})_{i,j \in \mathbb{Z}_+, i+j \leq 2k}$, where $k \geq 2$. Then the following statements are equivalent:

1. $\beta$ has a $K$–representing measure.
2. $\beta$ has a $(\text{rank } M_k)$–atomic $K$–representing measure.
3. $M_k$ is positive semidefinite, recursively generated and satisfies the column relation

\[(Y - \alpha_1)(Y - \alpha_2) = 0.\]

4. $M$ is positive semidefinite, the relations

\[\beta_{i,j+2} = (\alpha_1 + \alpha_2) \cdot \beta_{i,j+1} - \alpha_1 \alpha_2 \cdot \beta_{i,j}\]

hold for every $i, j \in \mathbb{Z}_+$ with $i + j \leq 2k - 2$ and one of the following statements holds:

(a) $B_1 - \alpha_1 A_1$ is invertible.
(b) $\alpha_2 A_1 - B_1$ is invertible.
(c) rank $M = \text{rank } N$.

The following corollary states that $\beta$ such that $M_k$ is psd always admits a representing measure on the union of two lines in the following two cases:

- $\beta$ is pure, i.e. the only column relations of $M_k$ come from the union of the lines.
- $\beta$ is almost pure, i.e. except the column relations coming from the union of the lines we also have $X^k \in C(\tilde{X}(1), Y \tilde{X}(1))$.

Corollary 3.2. Let $K := \{(x, y) \in \mathbb{R}^2 : (y - \alpha_1)(y - \alpha_2) = 0\}$, $\alpha_1, \alpha_2 \in \mathbb{R}$, $\alpha_1 \neq \alpha_2$, be a union of two parallel lines, $\beta := \beta^{(2k)} = (\beta_{i,j})_{i,j \in \mathbb{Z}_+, i+j \leq 2k}$ where $k \geq 2$ and $M, N$ as in Theorem 3.1. If the relations $\beta_{i,j+2} = (\alpha_1 + \alpha_2) \cdot \beta_{i,j+1} - \alpha_1 \alpha_2 \cdot \beta_{i,j}$ hold for every $i, j \in \mathbb{Z}_+$ with $i + j \leq 2k - 2$, $M$ is positive semidefinite and rank $N \in \{2k - 1, 2k\}$, then $\beta$ has a $K$–representing measure.

Remark 3.3. (1) As already described in Section 1, the main idea behind the proof of Theorem 3.1 is applying the ALT such that one of the lines becomes $y = 0$ and then studying the existence of the decompositions $\beta = \tilde{\beta} + \hat{\beta}$ such that $\tilde{\beta}, \hat{\beta}$ have representing measures supported on $y = 0$ and on $y = 1$, respectively. Note that due to the form of the atoms it suffices to study the representations of $(M_k(\tilde{\beta}))_{\{\tilde{X}(0)\}}$ and $(M_k(\hat{\beta}))_{\{\hat{X}(0)\}}$, since $M_k(\hat{\beta})$ is non-zero only when restricted to the rows/columns in $\{\tilde{X}(0)\}$ and in $M_k(\hat{\beta})$ the blocks $(M_k(\tilde{\beta}))_{\{Y_1 \tilde{X}(0), Y_2 \tilde{X}(0)\}}$ are copies of $(M_k(\tilde{\beta}))_{\{\tilde{X}(0)\}}$. To study the representations of $(M_k(\tilde{\beta}))_{\{\tilde{X}(0)\}}$ and $(M_k(\hat{\beta}))_{\{\hat{X}(0)\}}$ we need to use the solution to the THMP. Note that due to the column relation $Y = 1$, which must hold in $M_k(\hat{\beta})$, the only undetermined moment is $\hat{\beta}_{2k,0}$. Computing a Schur complement of $(M_k)_{\{Y \tilde{X}(1)\}}$ in the $2 \times 2$ block decomposition of $(M_k)_{\{X(0), Y \tilde{X}(1)\}}$ gives us a candidate for $\hat{\beta}_{2k,0}$ and hence $\tilde{\beta}_{2k,0} = \beta_{2k,0} - \hat{\beta}_{2k,0}$. Further, we are able to characterize in terms of the ranks of certain submatrices of $M_k$ (see Theorem 3.1) the conditions on $\hat{\beta}_{2k,0}$ such that $\tilde{\beta}, \hat{\beta}$ both satisfy the THMP.

(2) Let us compare our Theorem 3.1 with Fialkow’s original solution to the TMP–2pl [28, Theorem 2.1]. As already commented in Section 1, [28, Theorem 2.1] requires $M_k$ being rg and fulfilling the variety condition rank $M_k \leq \text{card } \mathcal{V}(M_k)$. The variety condition is numerically more difficult to check than the rank conditions in Theorem 3.1 above, since it requires computing the variety of $M_k$. Moreover, to further apply the solution to the TMP–2pl when solving the TMP–3pl, [28, Theorem 2.1] is not concrete enough when applied for
a symbolic sequence $\beta$ which we will need in Section 4, while using Theorem 3.1 turns out to be concrete enough for this aim.

(3) Let us also compare the proofs of Theorem 3.1 and [28, Theorem 2.1]. The idea of the proof of Theorem 3.1 described in (1) is technically not very demanding. The most demanding part is keeping track on the ranks of the matrices $M_k(\tilde{\beta})$ and $M_k(\beta)$ when manipulating $\hat{\beta}_{2k,0}, \tilde{\beta}_{2k,0}$ but this is only to have a control on the number of atoms in the constructed measure. On the other hand the proof of [28, Theorem 2.1] is technically more demanding. The proof is separated in the pure and the non-pure case. In the pure case the basic tool used is the flat extension theorem [15, Theorems 1.1,1.2] which requires constructing a rank preserving extension of $M_k(\beta)$ to the moment matrix

$$M_{k+1} = \begin{pmatrix} M_k(\beta) & B_{k+1} \\ B_{k+1}^T & C_{k+1} \end{pmatrix} = \begin{pmatrix} M_k(\beta) & B_{k+1} \\ B_{k+1}^T & B_{k+1}^T (M_k(\beta))^T B_{k+1} \end{pmatrix}.$$ 

It turns out that there is a two parametric family of possible blocks $B_{k+1}$ and the difficult part is to argue about the existence of a block $B_{k+1}$ such that $B_{k+1}^T (M_k(\beta))^T B_{k+1}$ has a Hankel structure. This requires symbolically inverting $(M_k(\beta))|_{\{\tilde{X}(0), Y\tilde{X}(1)\}}$ and then comparing specific entries of $B_{k+1}^T (M_k(\beta))^T B_{k+1}$, the approach first used in Fialkow’s solution to the TMP on the variety $y = x^3$ [27]. In the remaining non-pure case the author further separates two subcases. In one subcase $M_k$ has the property of being recursively determinate [26] and is solved in [17], while in the other subcase $M_k$ does not have this property and a flat extension $M_{k+1}$ of $M_k$ is constructed with a less demanding analysis as for the pure case above.

(4) Let us comment on the solution of the TMP–2pl in case a sequence $\beta = (\beta_{i+1})_{i,j \in \mathbb{Z}_+, i+j \leq 2k-1}$ of degree $2k - 1$, $k \geq 2$, is given. Assume the notation of Theorem 3.1. In this case the following statements are equivalent:

(a) $\beta$ has a $K$–representing measure.

(b) $(PM_kPT)|_{\{\tilde{X}(1)\}}$ is positive semidefinite, the relations (3.2) hold for every $i, j \in \mathbb{Z}_+$ such that $i + j \leq 2k - 3$ and $(PM_kPT)|_{\{\tilde{X}(2)\}, \{X^k\}} \in C((PM_kPT)|_{\{\tilde{X}(2)\}, \{\tilde{X}(1)\}})$.

To justify this we need to study when $\beta$ can be extended to the degree $2k$ sequence $\tilde{\beta}$ satisfying (4) of Theorem 3.1. Since the relations (3.2) must hold, all the moments $\tilde{\beta}_{2k-j-2, j+2}$ with $0 \leq j \leq 2k - 2$ are uniquely determined. So the only undetermined moments are $\tilde{\beta}_{2k,0}$ and $\tilde{\beta}_{2k-1,1}$. The question is when can we choose those two moments such that $M$ will by psd and one of the statements in (4) of Theorem 3.1 holds. The conditions $(PM_kPT)|_{\{\tilde{X}(1)\}}$ is psd and $(PM_kPT)|_{\{\tilde{X}(2)\}, \{X^k\}} \in C((PM_kPT)|_{\{\tilde{X}(2)\}, \{\tilde{X}(1)\}})$ ensure that the moment matrix $(PM_kPT)|_{\{\tilde{X}(0)\}}$ is partially psd, and hence can be extended to the psd matrix $M$. By decreasing $\tilde{\beta}_{2k,0}$ so that $X^k$ becomes linearly dependent of the other columns gives the condition $\text{rank } M = \text{rank } N$ which proves the equivalence above.

Now we prove Theorem 3.1.

Proof of Theorem 3.1. We will prove the following implications: (4) $\Rightarrow$ (2) $\Rightarrow$ (1) $\Rightarrow$ (3) $\Rightarrow$ (4).

First we prove the implication (4) $\Rightarrow$ (2). The relations (3.2) imply that $M_k$ has column relations $Y^2 X^i = (\alpha_1 + \alpha_2) Y X^i - \alpha_1 \alpha_2 X^i$, $i = 0, 1, \ldots, k - 2$. So the column space $C(M_k)$ is spanned by
the columns in the set \( \{ \vec{X}(0), Y \vec{X}(1) \} \). It follows that \( M_k \) is of the form

\[
(3.3) \quad P^T \begin{pmatrix} M & MW \\ W^T M & W^T MW \end{pmatrix} P = P^T \begin{pmatrix} I & 0 \\ W^T & I \end{pmatrix} M \begin{pmatrix} I & W \\ 0 & I \end{pmatrix} P
\]

where \( P \) is a permutation matrix such that moment matrix \( P M_k P^T \) has rows and columns indexed in the order \( \vec{X}(0), Y \vec{X}(1), Y^2 \vec{X}(2), \ldots, Y^k \), \( W \in \mathbb{R}^{(2k+1) \times \frac{(k-1)k}{2}} \) is some matrix, while \( I \) and \( 0 \) are identity and zero matrices of appropriate sizes, respectively. The equality (3.3) first implies that

\[
(3.4) \quad \text{rank } M_k = \text{rank } M,
\]

and second since \( M \succeq 0 \), also \( M_k \succeq 0 \). Applying the affine linear transformation

\[
\phi(x, y) = (x, (\alpha_2 - \alpha_1)^{-1}(y - \alpha_1)),
\]

\( \phi(M_k) \) has the column relations

\[
(3.5) \quad Y^2 X^i = Y X^i, \quad i = 0, 1, \ldots, k - 2,
\]

while \( \phi(\beta) \) satisfies the equalities

\[
\phi(\beta)_{i,0} = \beta_{i,0} \quad \text{for} \quad i = 0, \ldots, 2k,
\]

\[
\phi(\beta)_{i,1} = \frac{1}{\alpha_2 - \alpha_1}(\beta_{i,1} - \alpha_1 \beta_{i,0}) \quad \text{for} \quad i = 0, \ldots, 2k - 1,
\]

\[
\phi(\beta)_{i,2} = \frac{1}{(\alpha_2 - \alpha_1)^2}(\beta_{i,2} - 2\alpha_1 \beta_{i,1} - \alpha_1^2 \beta_{i,0})
\]

\[
= \frac{1}{(\alpha_2 - \alpha_1)^2} \left( ((\alpha_1 + \alpha_2)\beta_{i,1} - \alpha_1 \alpha_2 \beta_{i,0}) - 2\alpha_1 \beta_{i,1} - \alpha_1^2 \beta_{i,0} \right)
\]

\[
= \frac{1}{\alpha_2 - \alpha_1}(\beta_{i,1} - \alpha_1 \beta_{i,0}) \quad \text{for} \quad i = 0, \ldots, 2k - 2.
\]

By Proposition 2.1, \( \phi(M_k) \) is psd and \( \text{rank } \phi(M_k) = \text{rank } M_k \). By (3.6), \( (P\phi(M_k)P^T)\big|_{\vec{X}(0), Y \vec{X}(1)} \), which we denote by \( \phi(M) \), is equal to

\[
\begin{pmatrix}
\vec{X}(1) \\
X^k \\
(Y \vec{X}(1))^T
\end{pmatrix}
\begin{pmatrix}
\alpha_1 & a \\
a^T & \beta_{2k,0} \\
\frac{1}{\alpha_2 - \alpha_1}(B_1 - \alpha_1 A_1) & \frac{1}{\alpha_2 - \alpha_1}(b - \alpha_1 a) \\
\frac{1}{\alpha_2 - \alpha_1}(B_1 - \alpha_1 A_1)
\end{pmatrix}
\begin{pmatrix}
\vec{X}(1) \\
X^k \\
(Y \vec{X}(1))^T
\end{pmatrix}
\begin{pmatrix}
\frac{1}{\alpha_2 - \alpha_1}(B_1 - \alpha_1 A_1) & \frac{1}{\alpha_2 - \alpha_1}(b - \alpha_1 a)
\end{pmatrix}
\begin{pmatrix}
\frac{1}{\alpha_2 - \alpha_1}(B_1 - \alpha_1 A_1)
\end{pmatrix}
\]

Note that

\[
(3.7) \quad \phi(M) = \begin{pmatrix} I_k & 0 & 0 & 0 \\ 0 & 1 & 0 & \frac{1}{\alpha_2 - \alpha_1}I_k \\ 0 & 0 & \frac{1}{\alpha_2 - \alpha_1}I_k
\end{pmatrix} M \begin{pmatrix} I_k & 0 & 0 & 0 \\ 0 & 1 & 0 & \frac{1}{\alpha_2 - \alpha_1}I_k \\ 0 & 0 & \frac{1}{\alpha_2 - \alpha_1}I_k
\end{pmatrix}
\]

The equality (3.7) implies that

\[
(3.8) \quad \text{rank } \phi(M) = \text{rank } M \quad \text{and} \quad \phi(M) \succeq 0.
\]

We write

\[
(3.9) \quad D := \frac{1}{\alpha_2 - \alpha_1}(B_1 - \alpha_1 A_1) \quad \text{and} \quad d := \frac{1}{\alpha_2 - \alpha_1}(b - \alpha_1 a).
\]
We use the equivalence between (1a) and (1b) of Theorem 2.2 for the $2 \times 2$ block matrix decomposition

$$(3.10) \quad \begin{pmatrix} (\vec{X}^{(0)})^T \\ (Y \vec{X}^{(1)})^T \end{pmatrix} \begin{pmatrix} \phi(M)_{11} & \phi(M)_{12} \\ \phi(M)_{21} & \phi(M)_{22} \end{pmatrix} = \begin{pmatrix} (\vec{X}^{(0)})^T \\ (Y \vec{X}^{(1)})^T \end{pmatrix} \begin{pmatrix} \phi(M)_{11} & d^T \\ D & d^T \end{pmatrix},$$

of a psd matrix $\phi(M)$, to conclude that

$$(3.11) \quad D \succeq 0, \quad C(\begin{pmatrix} D & d \end{pmatrix}) \subseteq C(D) \quad \text{and} \quad \phi(M)/\phi(M)_{22} \succeq 0.$$

Further on, (3.11) is equivalent to

$$(3.12) \quad D \succeq 0, \quad d \in C(D) \quad \text{and} \quad \phi(M)/\phi(M)_{22} \succeq 0.$$

The third condition in (3.12) is equivalent to

$$E := \phi(M)/\phi(M)_{22} = \phi(M)_{11} - \begin{pmatrix} D & d \end{pmatrix} D^\dagger \begin{pmatrix} D \\ d^T \end{pmatrix}$$

$$(3.13) \quad = \begin{pmatrix} A_1 & a \\ a^T & \beta_{2k,0} \end{pmatrix} - \begin{pmatrix} DD^\dagger D & DD^\dagger d \\ d^T D^\dagger D & d^T D^\dagger d \end{pmatrix}$$

$$= \begin{pmatrix} A_1 & a \\ a^T & \beta_{2k,0} \end{pmatrix} - \begin{pmatrix} D & d \\ d^T & d^T D^\dagger d \end{pmatrix}$$

$$= \begin{pmatrix} A_1 - D & a - d \\ a^T - d^T & \beta_{2k,0} - d^T D^\dagger d \end{pmatrix} \succeq 0,$$

where in the third equality we used the facts that $DD^\dagger D = D$ and $DD^\dagger d = d$, which follows from the solvability of the system $Dx = d$ (see the second condition in (3.12)). We write

$$F := \begin{pmatrix} D \\ d^T d^\dagger d \end{pmatrix} \quad \text{and} \quad D_1 := \begin{pmatrix} D \\ d^T \end{pmatrix}.$$

The first two conditions in (3.12) and $F/D = 0$ imply, by the equivalence between (1a) and (1c) of Theorem 2.2, that $F \succeq 0$. Note that $\begin{pmatrix} D & d \end{pmatrix} = (\phi(\beta)_{i+j,1})_{0 \leq i \leq k, 0 \leq j \leq k}$ and $\phi(M)_{11} = (\phi(\beta)_{i+j,0})_{0 \leq i \leq k, 0 \leq j \leq k} = (\beta_{i+j,0})_{0 \leq i \leq k}$ are Hankel matrices. So in the notation (2.7), $F = A_{\tilde{\beta}(1)} \in S_{k+1}$ and $\phi(M)_{11} = A_{\tilde{\beta}(2)} \in S_{k+1}$ where

$$\tilde{\beta}^{(1)} := (\phi(\beta)_{0,1}, \phi(\beta)_{1,1}, \ldots, \phi(\beta)_{2k-1,1}, d^T D^\dagger d) \in \mathbb{R}^{2k+1},$$

$$\tilde{\beta}^{(2)} := (\beta_{0,0}, \beta_{1,0}, \ldots, \beta_{2k,0}) \in \mathbb{R}^{2k+1}.$$

Finally, $E = A_{\tilde{\beta}(2)} - A_{\tilde{\beta}(1)} = A_{\tilde{\beta}(2) - \tilde{\beta}(1)}$ is a Hankel matrix. Further on, using (2.4) of Proposition 2.3 for the block decomposition (3.10) of $\phi(M)$, it follows that

$$(3.14) \quad \text{rank } \phi(M) = \text{rank } E + \text{rank } D.$$

We use the equivalence between (1a) and (1c) of Theorem 2.2 for the block decomposition (3.13) of $E$, to conclude that

$$(3.15) \quad A_1 - D \succeq 0, \quad a - d \in C(A_1 - D) \quad \text{and}$$

$$\delta := (\beta_{2k,0} - d^T D^\dagger d) - (a^T - d^T) (A_1 - D)^\dagger (a - d) \succeq 0.$$

We separate three cases:
We use Theorem (3.16) to derive the equalities (3.17) that determine \( \tilde{\beta} \) and \( \hat{\beta} \), respectively, where

\[
\tilde{\beta} = \beta - \beta(1) - \delta e_{2k+1} + \beta(3) + \delta e_{2k+1} \in \mathbb{R}^{2k+1},
\]

and \( e_{2k+1} = (0, \ldots, 0, 1) \in \mathbb{R}^{2k+1} \). By assumption of the case (i), \( A_{\tilde{\beta}(3)}(k-1) = D > 0 \), while by (3.18), \( \text{rank} A_{\tilde{\beta}(4)}(k-1) = \text{rank} A_{\tilde{\beta}(4)} \). So \( A_{\tilde{\beta}(3)} \) and \( A_{\tilde{\beta}(4)} \) satisfy (4) of Theorem 2.8, which implies that \( \tilde{\beta}(3) \) and \( \tilde{\beta}(4) \) have (rank \( F \))–atomic and (rank \( G \))–atomic representing measures, respectively. The equalities (3.17), (3.18) together with (3.14) imply that \( \phi(M) = \text{rank} \tilde{F} + \text{rank} G \). This together with (3.8) and (3.4) provides that \( \text{rank} M_k = \text{rank} \tilde{F} + \text{rank} G \). Note that

\[
\phi(M) = \phi(M)^{(1)} + \phi(M)^{(2)},
\]

where

\[
\phi(M)^{(1)} := (\tilde{X}^{(0)})^T \begin{pmatrix} \tilde{X}^{(0)} & Y \tilde{X}^{(1)} \\ (Y \tilde{X}^{(1)})^T & D_1 & D_2 & D \end{pmatrix} \quad \text{and} \quad \phi(M)^{(2)} := (\tilde{X}^{(0)})^T \begin{pmatrix} G & 0 \\ 0 & 0 \end{pmatrix}.
\]

By the form (3.16) of \( \tilde{F} = A_{\tilde{\beta}(3)} \) and the forms of \( \phi(M)^{(1)} \), \( \phi(M)^{(2)} \), it follows that:

- If \( \sum_{i=1}^{\text{rank} \tilde{F}} \rho_i^{(3)} \delta_{x_i^{(3)},i} \), where each \( \rho_i^{(3)} > 0 \) and each \( x_i^{(3)} \in \mathbb{R} \) is a representing measure for \( \tilde{\beta}^{(3)} \), then \( \sum_{i=1}^{\text{rank} \tilde{F}} \rho_i^{(3)} \delta_{x_i^{(3)},i} \) is a representing measure for \( \phi(M)^{(1)} \).
- If \( \sum_{j=1}^{\text{rank} G} \rho_j^{(4)} \delta_{x_j^{(4)},j} \), where each \( \rho_j^{(4)} > 0 \) and each \( x_j^{(4)} \in \mathbb{R} \) is a representing measure for \( \tilde{\beta}^{(4)} \), then \( \sum_{j=1}^{\text{rank} G} \rho_j^{(4)} \delta_{x_j^{(4)},j} \) is a representing measure for \( \phi(M)^{(2)} \).
Using the equality (3.19) we conclude that

$$\sum_{i=1}^{\text{rank } \tilde{F}} \rho_i^{(3)} \delta_{(x_i^{(3)},1)} + \sum_{j=1}^{\text{rank } G} \rho_j^{(4)} \delta_{(x_j^{(4)},0)}$$

is a representing measure for $\phi(M)$. Now, since all atoms $(x_i^{(3)}, 1)$ and $(x_j^{(4)}, 0)$ satisfy the relations $y^2x^i = yx^i$, $i = 0, \ldots, k - 2$, the moment matrix $\tilde{M}_k$ corresponding to the measure (3.20) has column relations (3.5). Since $(P\phi(M_k)P^T)|_{\{\bar{X}(0), Y\bar{X}(1)\}} = \phi(M) = (P\tilde{M}_kP^T)|_{\{\bar{X}(0), Y\bar{X}(1)\}}$ and both $\phi(M_k), \tilde{M}_k$ satisfy the column relations (3.5), it follows that

$$P\phi(M_k)P^T = \begin{pmatrix} \phi(M)W_1 & \phi(M)W_1 \end{pmatrix} = P\tilde{M}_kP^T$$

for some matrix $W_1 \in \mathbb{R}^{(2k+1) \times (k-1)k}$. Hence, (3.20) is a $(\text{rank } M_k)$–atomic representing measure for $\phi(\beta)$. By (4) of Proposition 2.1, $\beta$ also has a $(\text{rank } M_k)$–atomic representing measure. This concludes the proof of the implication (4) $\Rightarrow$ (2) in this case.

In the case (ii), $0 < (\alpha_2 - \alpha_1)^{-1}(\alpha_2 A_1 - B_1) = A_1 - D = A_{\beta(2)-\beta(1)}(k - 1)$. Recall from above that $\text{rank } F = \text{rank } A_{\beta(1)} = \text{rank } A_{\beta(2)}(k - 1)$ and $F \succeq 0$. So $A_{\beta(1)}$ and $A_{\beta(2) - \beta(1)}$ satisfy (4) of Theorem 2.8, which implies that $\tilde{\beta}(1)$ and $\tilde{\beta}(2) - \tilde{\beta}(1)$ have $(\text{rank } A_{\beta(1)}) = (\text{rank } F)$–atomic and $(\text{rank } E) = (\text{rank } A_{\beta(2) - \beta(1)})$–atomic representing measures, respectively. Note that

$$\phi(M) = \phi(M)^{(3)} + \phi(M)^{(4)},$$

where

$$\phi(M)^{(3)} := \begin{pmatrix} \bar{X}^{(0)} \bar{Y} \bar{X}^{(1)} \end{pmatrix}^T \begin{pmatrix} F & D_1 \\ D_1^T & D \end{pmatrix}$$

and

$$\phi(M)^{(4)} := \begin{pmatrix} \bar{X}^{(0)} \bar{Y} \bar{X}^{(1)} \end{pmatrix}^T \begin{pmatrix} E & 0 \\ 0 & 0 \end{pmatrix}.$$
The equality (3.22) implies that

\[(3.24) \quad \text{rank } \phi(N) = \text{rank } N,\]

while the equality (3.23) that

\[(3.25) \quad \text{rank } \phi(N) = \text{rank}(A_1 - D) + \text{rank } D.\]

The assumption \(\text{rank } M = \text{rank } N\) of the case (iii) together with (3.14) and (3.25) leads to

\[(3.26) \quad \text{rank } A_{\hat{\beta}(2) - \hat{\beta}(1)}(k - 1) = \text{rank } (A_1 - D) = \text{rank } E = \text{rank } A_{\hat{\beta}(2) - \hat{\beta}(1)}.\]

Now we proceed as in the case (ii):

- By Theorem 2.8, \(\hat{\beta}(1)\) and \(\hat{\beta}(2) - \hat{\beta}(1)\) have \(\text{rank } F\)–atomic and \(\text{rank } E\)–atomic representing measures, respectively.
- If \(\sum_{i=1}^{\text{rank } F} \rho_i^{(1)} \delta_{x_i^{(1)}}\) and \(\sum_{j=1}^{\text{rank } E} \rho_j^{(2)} \delta_{x_j^{(2)}}\), where each \(\rho_i^{(k)} > 0\) and each \(x_i^{(k)} \in \mathbb{R}\), are representing measure for \(\hat{\beta}(1)\) and \(\hat{\beta}(2) - \hat{\beta}(1)\), respectively, then \(\sum_{i=1}^{\text{rank } F} \rho_i^{(1)} \delta_{x_i^{(1)},1} + \sum_{j=1}^{\text{rank } E} \rho_j^{(2)} \delta_{x_j^{(2)},0}\), is a representing measure for \(\phi(\beta)\), which is \(\text{rank } M_k\)–atomic by (3.8), (3.24), (3.25), \(\text{rank } F = \text{rank } D\) and \(\text{rank } M = \text{rank } N\).
- By (4) of Proposition 2.1, \(\beta\) also has a \(\text{rank } M_k\)–atomic representing measure.

This concludes the proof of the implication \((4) \Rightarrow (2)\) in this case.

The implication \((2) \Rightarrow (1)\) is trivial, while the implication \((1) \Rightarrow (3)\) follows from the necessary conditions \(\text{rank } M_k\) must satisfy if \(\beta\) has a representing measure (see Section 1). It remains to prove the implication \((3) \Rightarrow (4)\). The column relation (3.1) and \(\text{rank } M_k\) being \(\text{rg}\) imply that the relations (3.2) must hold. If (4a) or (4b) holds, we are done. Otherwise \(B_1 - \alpha_1 A_1\) and \(\alpha_2 A_1 - B_1\) are singular and we have to prove that \(\text{rank } M = \text{rank } N\). We have that

\[(\alpha_2 - \alpha_1)^{-1}(\alpha_2 A_1 - B_1) = A_1 - D = A_{\hat{\beta}(2) - \hat{\beta}(1)}(k - 1).\]

Since \(A_{\hat{\beta}(2) - \hat{\beta}(1)}(k - 1)\) is singular and \(A_{\hat{\beta}(2) - \hat{\beta}(1)}\) is psd, it follows by Corollary 2.7 used for \(\beta = \hat{\beta}(2) - \hat{\beta}(1)\) that \(\text{rank } A_{\hat{\beta}(2) - \hat{\beta}(1)}(k - 1) = \text{rank } A_{\hat{\beta}(2) - \hat{\beta}(1)}(k - 2)\). Therefore there is a vector \(v = (v_0 \ldots v_{k-2})^T \in \mathbb{R}^{k-1}\) such that

\[(3.27) \quad (A_{\hat{\beta}(2) - \hat{\beta}(1)}(k - 1)) v = (\alpha_2 A_1 - B_1)v = 0,\]

where \(v = \begin{pmatrix} v^T & 1 \end{pmatrix}^T\). By Lemma 2.4 used for \(A = E\), it follows that \(E \begin{pmatrix} v^T & 0 \end{pmatrix}^T = 0\). In particular,

\[(3.28) \quad (a - d)^Tv = (\alpha_2 - \alpha_1)^{-1}(\alpha_2 a - b)^Tv = 0.\]

Using (3.27) and (3.28) we get

\[
M \begin{pmatrix} \alpha_2 v \\ 0 \\ -v \end{pmatrix} = \begin{pmatrix} (\alpha_2 A_1 - B_1)v \\ (\alpha_2 a - b)^Tv \\ (\alpha_2 B_1 - C)v \end{pmatrix} = \begin{pmatrix} (\alpha_2 A_1 - B_1)v \\ (\alpha_2 a - b)^Tv \\ \alpha_1(\alpha_2 A_1 - B_1)v \end{pmatrix} = 0,
\]

where in the second equality we used the fact that the column relation (3.1) implies that

\[(3.29) \quad C = (\alpha_1 + \alpha_2)B_1 - \alpha_1 \alpha_2 A_1.\]
By Lemma 2.4 used for $A = M_k$, it follows that $M_k$ satisfies the column relation

\[(3.30)\quad \sum_{i=0}^{k-2} (\alpha_2 v_i) X^i + \alpha_2 X^{k-1} - \sum_{i=0}^{k-2} v_i Y X^i - Y X^{k-1} = 0.\]

Similarly, the singularity of $B_1 - \alpha_1 A_1$ implies that $D = A_{\tilde{\beta}(1)}(k - 1)$ is singular. Together with $A_{\tilde{\beta}(1)} \succeq 0$ this implies, by Corollary 2.7 used for $\beta = \tilde{\beta}(1)$, that $\text{rank} A_{\tilde{\beta}(1)}(k - 1) = \text{rank} A_{\tilde{\beta}(1)}(k - 2)$. Therefore that there is a vector $u = (u_0 \cdots u_{k-2})^T \in \mathbb{R}^{k-1}$ such that

\[(3.31)\quad \left(A_{\tilde{\beta}(1)}(k - 1)\right) u = (B_1 - \alpha_1 A_1) u = 0,
\]

where $u = (\bar{u}^T \ 1)^T$. By Lemma 2.4 used for $A = F$, it follows that $F(\ u^T \ 0\ )^T = 0$. In particular,

\[(3.32)\quad (\alpha_2 - \alpha_1)^{-1}(b - \alpha_1 a)^T u = 0.
\]

Using (3.31) and (3.32) we get

\[M \begin{pmatrix} -\alpha_1 u \\ 0 \\ u \end{pmatrix} = \begin{pmatrix} (B_1 - \alpha_1 A_1) u \\ (b - \alpha_1 a)^T u \\ (C - \alpha_1 B_1) u \end{pmatrix} = \begin{pmatrix} (B_1 - \alpha_1 A_1) u \\ (b - \alpha_1 a)^T u \\ \alpha_2(B_1 - \alpha_1 A_1) u \end{pmatrix} = 0.
\]

where we used (3.29) in the second equality. By Lemma 2.4 used for $A = M_k$, it follows that $M_k$ satisfies the column relation

\[(3.33)\quad \sum_{i=0}^{k-2} (-\alpha_1 u_i) X^i - \alpha_1 X^{k-1} + \sum_{i=0}^{k-2} u_i Y X^i + Y X^{k-1} = 0.
\]

Summing up (3.30) and (3.33) we get the column relation

\[(3.34)\quad \sum_{i=0}^{k-2} (\alpha_2 v_i - \alpha_1 u_i) X^i + (\alpha_2 - \alpha_1) X^{k-1} + \sum_{i=0}^{k-2} (u_i - v_i) Y X^i = 0.
\]

Since $M_k$ is rg, multiplying (3.34) with $X$ gives a new column relation

\[(3.35)\quad \sum_{i=0}^{k-2} (\alpha_2 v_i - \alpha_1 u_i) X^{i+1} + (\alpha_2 - \alpha_1) X^k + \sum_{i=0}^{k-2} (u_i - v_i) Y X^{i+1} = 0.
\]

Since $\alpha_2 - \alpha_1 \neq 0$, $X^k \in C(\{1, \ldots, X^{k-1}, Y, \ldots, Y X^{k-1}\})$. Hence, $\text{rank} M = \text{rank} N$ which proves (4c) and concludes the proof of the implication (3) $\Rightarrow$ (4). \qed

The following is the proof of Corollary 3.2.

**Proof of Corollary 3.2.** Let $\phi$ be the linear transformation from the proof of Theorem 3.1. By (3.9), (3.24) and (3.25) we have that $\text{rank} N = \text{rank} \phi(N) = \text{rank}(\alpha_2 A_1 - B_1) + \text{rank}(B_1 - \alpha_1 A_1)$. Under the assumption $\text{rank} N \in \{2k - 1, 2k\}$, at least one of $\alpha_2 A_1 - B_1$ and $B_1 - \alpha_1 A_1$ is of rank $k$ and hence invertible. The corollary follows by applying Theorem 3.1. \qed

The following example demonstrates the use of Theorem 3.1 and its proof to construct a representing measure supported on the union of two parallel lines for the sequence $\beta$. The *Mathematica* file with numerical computations for the following example can be found on the link [https://github.com/ZalarA/TMP_parallel_lines](https://github.com/ZalarA/TMP_parallel_lines).
Example 3.4. Let $\beta = \left( \frac{8}{11}, \frac{12}{11}, \frac{4}{11}, \frac{28}{11}, \frac{26}{11}, \frac{6}{11}, \frac{4}{11}, \frac{72}{11}, \frac{14}{11}, \frac{14}{11}, \frac{6}{11}, \frac{4}{11}, \frac{196}{11}, \frac{143}{11}, \frac{36}{11}, \frac{14}{11}, \frac{7164}{143}, \frac{98}{11}, \frac{36}{11}, \frac{14}{11}, \frac{6}{11}, \frac{4}{11}, \frac{1331888}{143}, \frac{3582}{143}, \frac{98}{11}, \frac{36}{11}, \frac{14}{11}, \frac{6}{11}, \frac{4}{11} \right)$ be a bivariate sequence of degree 6. We will prove below that $\beta$ has a 6-atomic representing measure on the union of parallel lines $y = 0$ and $y = 1$. Let $P$ be the permutation matrix such that moment matrix $PM_3P^T$ has rows and columns indexed in the order $X(0), YX(1), Y^2X(2), Y^3$. 

\[
PM_3P^T = \begin{pmatrix}
1 & X & X^2 & X^3 & Y & YX & YX^2 & Y^2 & Y^2X & Y^3 \\
1 & \frac{8}{11} & \frac{12}{11} & \frac{28}{11} & \frac{72}{11} & \frac{4}{11} & \frac{14}{11} & \frac{6}{11} & \frac{1}{11} & \frac{1}{11} \\
X & \frac{12}{11} & \frac{28}{11} & \frac{72}{11} & \frac{196}{11} & \frac{6}{11} & \frac{36}{11} & \frac{1}{11} & \frac{1}{11} & \frac{1}{11} \\
X^2 & \frac{28}{11} & \frac{72}{11} & \frac{196}{11} & \frac{7164}{143} & \frac{14}{11} & \frac{36}{11} & \frac{98}{11} & \frac{14}{11} & \frac{36}{11} \\
X^3 & \frac{72}{11} & \frac{196}{11} & \frac{7164}{143} & \frac{1331888}{9295} & \frac{36}{11} & \frac{98}{11} & \frac{143}{11} & \frac{36}{11} & \frac{36}{11} \\
Y & \frac{4}{11} & \frac{6}{11} & \frac{14}{11} & \frac{36}{11} & \frac{4}{11} & \frac{14}{11} & \frac{6}{11} & \frac{4}{11} & \frac{4}{11} \\
YX & \frac{6}{11} & \frac{14}{11} & \frac{36}{11} & \frac{98}{11} & \frac{6}{11} & \frac{14}{11} & \frac{36}{11} & \frac{6}{11} & \frac{6}{11} \\
YX^2 & \frac{14}{11} & \frac{36}{11} & \frac{98}{11} & \frac{3582}{143} & \frac{14}{11} & \frac{36}{11} & \frac{98}{11} & \frac{14}{11} & \frac{36}{11} \\
Y^2 & \frac{4}{11} & \frac{6}{11} & \frac{14}{11} & \frac{36}{11} & \frac{4}{11} & \frac{14}{11} & \frac{6}{11} & \frac{4}{11} & \frac{4}{11} \\
Y^2X & \frac{6}{11} & \frac{14}{11} & \frac{36}{11} & \frac{98}{11} & \frac{6}{11} & \frac{14}{11} & \frac{36}{11} & \frac{6}{11} & \frac{6}{11} \\
Y^3 & \frac{4}{11} & \frac{6}{11} & \frac{14}{11} & \frac{36}{11} & \frac{1}{11} & \frac{6}{11} & \frac{14}{11} & \frac{1}{11} & \frac{1}{11} \\
\end{pmatrix}
\]

$PM_3P^T$ is psd with the eigenvalues $169.371, 6.0285, 1.10273, 0.289673, 0.112422, 0.0231819, 0, 0, 0, 0$ and has the column relations

\[
Y^3 = Y, \quad Y^2X = YX, \quad Y^2 = Y, \quad X^3 = \frac{57}{13} \cdot X^2 - \frac{283}{65} \cdot X + \frac{12}{65} \cdot 1.
\]

The transformation $\phi$ is the identity, i.e., $\phi(x, y) = (x, y)$. The matrices $F = \begin{pmatrix} D & d^T \\ d & D^T \end{pmatrix}$ and $\phi(M)_{11}$ from the proof of Theorem 3.1 are equal to $A_{\tilde{\beta}(1)} \in S_4$ and $A_{\tilde{\beta}(2)} \in S_4$, respectively, where $\tilde{\beta}^{(1)} = \left( \frac{4}{11}, \frac{6}{11}, \frac{14}{11}, \frac{36}{11}, \frac{98}{11}, \frac{3582}{143}, \frac{665944}{9295} \right) \in \mathbb{R}^7$ and $\tilde{\beta}^{(2)} = \left( \frac{8}{11}, \frac{12}{11}, \frac{28}{11}, \frac{72}{11}, \frac{196}{11}, \frac{7164}{143}, \frac{1331888}{9295} \right) \in \mathbb{R}^7$. The matrix $(P\phi(M_k)P^T)_{\{1, X, X^2\} - D}$ is positive definite with the eigenvalues $\approx 10.312, 0.205027, 0.0284288$ and so the case (ii) from the proof of Theorem 3.1 applies. A calculation shows that $\tilde{\beta}^{(2)} = 2\tilde{\beta}^{(1)}$ and hence $A_{\tilde{\beta}(2) - \tilde{\beta}(1)} = A_{\tilde{\beta}(1)}$. $A_{\tilde{\beta}(1)}$ is a psd Hankel matrix satisfying the column relation

\[
X^3 = \frac{57}{13} \cdot X^2 - \frac{283}{65} \cdot X + \frac{12}{65} \cdot 1.
\]

By (i) of Theorem 2.8, $\tilde{\beta}^{(1)}$ and $\tilde{\beta}^{(2)} - \tilde{\beta}^{(1)}$ have the unique $\mathbb{R}$-representing measure $\rho_1\delta_{x_1} + \rho_2\delta_{x_2} + \rho_3\delta_{x_3}$, where $(x_1, x_2, x_3) \approx (0.0445476, 1.17328, 3.53217)$ are the solutions of the equation (3.36),

\[
\begin{pmatrix}
\rho_1^{(1)} \\ \rho_2^{(1)} \\ \rho_3^{(1)}
\end{pmatrix} = V_x^{-1} \begin{pmatrix} \frac{4}{11} & \frac{6}{11} & \frac{14}{11} \end{pmatrix} \approx \left( 0.0541354, 0.233231, 0.0762695 \right)
\]

and $x = (x_1, x_2, x_3)$. Thus, $\beta$ has a representing measure on the union of the lines $y = 0$ and $y = 1$:

\[
\rho_1\delta_{(x_1, 1)} + \rho_2\delta_{(x_2, 1)} + \rho_3\delta_{(x_3, 1)} + \rho_1\delta_{(x_1, 0)} + \rho_2\delta_{(x_2, 0)} + \rho_3\delta_{(x_3, 0)}.
\]
4. The TMP on the Union of Three Parallel Lines

Let \( k \geq 3 \) and \( \beta := \beta^{(2k)} = (\beta_{i,j})_{i,j \in \mathbb{Z}_+} \) be a real bivariate sequence of degree \( 2k \) such that \( \beta_{0,0} > 0 \) and let \( M_k \) be its associated moment matrix. To establish the existence of a representing measure for \( \beta \) supported on the union of three parallel lines, we can assume, after applying the appropriate affine linear transformation, that the variety is

\[
K = \{(x, y) \in \mathbb{R}^2: (y - \alpha_1)(y - \alpha_2)(y - \alpha_3) = 0\},
\]

where \( \alpha_1, \alpha_2, \alpha_3 \in \mathbb{R} \) are pairwise distinct nonzero real numbers with \( \alpha_1 < \alpha_3 \) and \( \alpha_2 < \alpha_3 \). Hence, \( M_k \) must satisfy the column relations

\[
Y^3 X^i = (\alpha_1 + \alpha_2 + \alpha_3) \cdot Y^2 X^i - (\alpha_1 \alpha_2 + \alpha_1 \alpha_3 + \alpha_2 \alpha_3) \cdot Y X^i + \alpha_1 \alpha_2 \alpha_3 \cdot X^i
\]

for \( i = 0, \ldots, k - 3 \). We write

\[
\tilde{X}^{(i)} := (1, X, \ldots, X^{k-i}) \quad \text{and} \quad Y^j \tilde{X}^{(i)} := (Y^j Y^{-1} X, \ldots, Y^j X^{k-i})
\]

for \( i = 0, \ldots, k - 1 \) and \( j \in \mathbb{N} \) such that \( j \leq i \). In the presence of all column relations (4.1), the column space \( C(M_k) \) is spanned by the columns in the set \( C^{(2)} = \{\tilde{X}^{(0)}, Y \tilde{X}^{(1)}, Y^2 \tilde{X}^{(2)}\} \). Let \( P \) be a permutation matrix such that moment matrix \( PM_k P^T \) has rows and columns indexed in the order \( \tilde{X}^{(0)}, Y \tilde{X}^{(1)}, Y^2 \tilde{X}^{(2)}, \ldots, Y^k \). Let

\[
M := (PM_k P^T)|_{C^{(2)}} = \begin{pmatrix}
\tilde{X}^{(0)} & Y \tilde{X}^{(1)} & Y^2 \tilde{X}^{(2)} \\
Y \tilde{X}^{(1)} & (A_{11}^0 & A_{12}^0) \\
Y^2 \tilde{X}^{(2)} & (A_{12}^0 & A_{22}^0)
\end{pmatrix}
\]

be the restriction of the moment matrix \( PM_k P^T \) to the rows and columns in the set \( C^{(2)} \). Applying the affine linear transformation \( \phi(x, y) = (x, y - \alpha_1) \), the moment matrix \( \phi(M_k) \) satisfies the column relations

\[
Y (Y - \tilde{\alpha}_2)(Y - \tilde{\alpha}_3) X^i = 0
\]

for \( i = 0, \ldots, k - 3 \), where \( \tilde{\alpha}_2 := \alpha_2 - \alpha_1, \tilde{\alpha}_3 := \alpha_3 - \alpha_1 \). On the level of moments the relations (4.3) mean that

\[
\tilde{\beta}_{i+j,3+\ell} = (\tilde{\alpha}_2 + \tilde{\alpha}_3) \tilde{\beta}_{i+j,2+\ell} - \tilde{\alpha}_2 \tilde{\alpha}_3 \tilde{\beta}_{i+j,1+\ell}
\]

for every \( i, j, \ell \in \mathbb{N} \cup \{0\} \) such that \( i + j + 3 + \ell \leq 2k \). The matrix \( (P \phi(M_k) P^T)|_{C^{(2)}} \), which we denote by \( \phi(M) \), is equal to

\[
\phi(M) = J^T M J := \begin{pmatrix}
\tilde{X}^{(0)} & Y \tilde{X}^{(1)} & Y^2 \tilde{X}^{(2)} \\
(A_{11}^0 & A_{12}^0) & (A_{12}^0 & A_{22}^0)
\end{pmatrix}
\]

where

\[
J = \begin{pmatrix}
I_{k+1} & -\alpha_1 & \alpha_1^2 \\
0_{k \times (k+1)} & I_k & -2 \alpha_1 \\
0_{(k-1) \times (k+1)} & 0_{(k-1) \times k} & I_{k-1}
\end{pmatrix}
\]
and $0_{k_1 \times k_2}$ is a zero matrix of size $k_1 \times k_2$.

**Proposition 4.1.** The matrix $\phi(M)|_{(\tilde{X}^{(1)},R)} = (B)T \cdot C$ satisfies the relations

\[(Y^2)^X_i = (\tilde{\alpha}_2 + \tilde{\alpha}_3) Y^X_i - \tilde{\alpha}_2 \tilde{\alpha}_3 X^i\]

for every $i = 0, \ldots, k - 2$.

**Proof.** The relations (4.4) imply the statement of the proposition. \qed

Further on, we write

\[(X^{(1)})^T \begin{pmatrix} \tilde{X}^{(1)} & Y \tilde{X}^{(1)} & Y^2 \tilde{X}^{(2)} & Y^2 X^{k-1} \\ \hat{A}_{00} & \hat{A}_{01} & \hat{A}_{02} & c \\ \hat{A}_{01}^T & \hat{A}_{11} & \hat{A}_{12} & b \\ \hat{A}_{02}^T & \hat{A}_{21}^T & \hat{A}_{22} & a \end{pmatrix} \in \mathbb{R}^{(3k-3) \times (3k-3)},\]

\[
\begin{pmatrix}
\mathcal{N}
\end{pmatrix}
= \begin{pmatrix}
Y^2 X^{k-1}
\end{pmatrix}
\begin{pmatrix}
\tilde{B}_{00} = (\tilde{\alpha}_2 \tilde{\alpha}_3)^{-1} \cdot (\tilde{\alpha}_2 + \tilde{\alpha}_3) \cdot \hat{A}_{01} - (\hat{\tilde{A}}_{02} \cdot c) \\
\end{pmatrix}
\in \mathbb{R}^{(k-1) \times (k-1)},

\begin{pmatrix}
h = (\tilde{\alpha}_2 \tilde{\alpha}_3)^{-1} \cdot ((\tilde{\alpha}_2 + \tilde{\alpha}_3) \cdot \hat{a}_{01} - \hat{a}_{02}) \in \mathbb{R}^{k-1},
\end{pmatrix}

where

\[
\hat{A}_{00} = (A_{00})|_{\{\tilde{X}^{(1)}\}}, \quad \hat{A}_{01} = \begin{pmatrix} \hat{A}_{01} \\ (\tilde{a}_{01})^T \end{pmatrix}, \quad \hat{A}_{02} = \begin{pmatrix} \hat{A}_{02} \\ (\tilde{a}_{02})^T \end{pmatrix},
\]

\[
a = \begin{pmatrix} \tilde{\beta}_{k-1,4} & \tilde{\beta}_{2k-4,4} & \tilde{\beta}_{2k-3,4} \end{pmatrix}^T, \quad b = \begin{pmatrix} \tilde{\beta}_{k-1,3} & \tilde{\beta}_{2k-3,3} & \tilde{\beta}_{2k-2,3} \end{pmatrix}^T,
\]

\[
c = \begin{pmatrix} \tilde{\beta}_{k-1,2} & \tilde{\beta}_{2k-2,2} \end{pmatrix}^T
\]

and

\[
\tilde{\beta}_{2k-3,4} = (\tilde{\alpha}_2 + \tilde{\alpha}_3) \cdot \tilde{\beta}_{2k-3,3} - \tilde{\alpha}_2 \tilde{\alpha}_3 \cdot \tilde{\beta}_{2k-3,2},
\]

\[
\tilde{\beta}_{2k-2,3} = (\tilde{\alpha}_2 + \tilde{\alpha}_3) \cdot \tilde{\beta}_{2k-2,2} - \tilde{\alpha}_2 \tilde{\alpha}_3 \cdot \tilde{\beta}_{2k-2,1},
\]

\[
\tilde{\beta}_{2k-2,4} = (\tilde{\alpha}_2 + \tilde{\alpha}_3) \cdot \tilde{\beta}_{2k-2,3} - \tilde{\alpha}_2 \tilde{\alpha}_3 \cdot \tilde{\beta}_{2k-2,2}.
\]

**Theorem 4.2.** Let $K := \{(x, y) \in \mathbb{R}^2 : (y - \alpha_1)(y - \alpha_2)(y - \alpha_3) = 0\}$, $\alpha_1, \alpha_2, \alpha_3 \in \mathbb{R}$, $\alpha_1 < \alpha_2 < \alpha_3$, be a union of three parallel lines and $\beta := \beta^{(2k)} = (\beta_{i,j})_{i,j \in \mathbb{Z}_+, i+j \leq 2k}$, where $k \geq 3$. Assume also the notation above. Then the following statement are equivalent:

(1) $\beta$ has a $K$-representing measure.

(2) $M_k$ is positive semidefinite, the relations

\[
\beta_{i,j+3} = (\alpha_1 + \alpha_2 + \alpha_3) \cdot \beta_{i,j+2} - \alpha_1 \alpha_2 \alpha_3 \cdot \beta_{i,j+1}
\]

hold for every $i, j \in \mathbb{Z}_+$ with $i + j \leq 2k - 3$, $N$ is positive semidefinite and one of the following statements holds:

(a) $\hat{A}_{01} - \tilde{\alpha}_2 \tilde{B}_{00}$ is invertible.
(b) \((\alpha_3 - \alpha_1)\tilde{B}_{00} - \tilde{A}_{01}\) is invertible.
(c) Denoting by \(v \in \mathbb{R}^{k-2}\) any vector such that
\[
(\alpha_3 - \alpha_1)\tilde{B}_{00} - \tilde{A}_{01} \quad (v^T \quad 1)^T = 0,
\]
defining real numbers
\[
t' = \frac{(\tilde{a}_{01})^Tv - \tilde{\alpha}_3h^Tv + \tilde{\beta}_{2k-1,1}}{\alpha_3 - \alpha_1},
\]
\[
u' = \left( h^T \quad t' \quad (\tilde{a}_{01})^T \right) \left( \begin{array}{cc} \tilde{B}_{00} & \tilde{A}_{01} \\ \tilde{a}_{01}^T & \tilde{A}_{11} \end{array} \right)^+ \left( \begin{array}{c} h \\ t' \\ \tilde{a}_{01} \end{array} \right)
\]
and a Hankel matrix
\[
A_\gamma := A_{00} - \left( \begin{array}{c|c} \tilde{B}_{00} & h \\ \hline h^T & t' \end{array} \right) \left( \begin{array}{c} t' \\ u' \end{array} \right) \in S_{k+1},
\]
where \(\gamma \in \mathbb{R}^{2k+1}\), it holds that
\[
A_\gamma \text{ is invertible} \quad \text{or} \quad \text{rank } A_\gamma = \text{rank } A_\gamma(k).
\]
Moreover, if the \(K\)-representing measure for \(\beta\) exists, then there is a \((\text{rank } M_k)\)-atomic \(K\)-representing measure if \(\text{rank } N \leq \text{rank } M_k\) and \((\text{rank } M_k + 1)\)-atomic otherwise.

The following corollary states that in the pure case, i.e. the only column relations of \(M_k\) come from the union of three lines by recursive generation, the representing measure for \(\beta\) supported on these lines exists if and only if \(M_k\) is psd, rg and \(N\) is psd.

\textbf{Corollary 4.3.} Let \(K := \{(x, y) \in \mathbb{R}^2 : (y - \alpha_1)(y - \alpha_2)(y - \alpha_3) = 0\}, \alpha_1, \alpha_2, \alpha_3 \in \mathbb{R}, \alpha_1 < \alpha_2 < \alpha_3,\) be a union of three parallel lines and \(\beta := \beta^{(2k)} = (\beta_{i,j})_{i,j \in \mathbb{Z}_{+}, i + j \leq 2k},\) where \(k \geq 3,\) Assume that \(M_k\) has a column relation \((Y - \alpha_1)(Y - \alpha_2)(Y - \alpha_3) = 0,\) is recursively generated and \((M_k)|_{(c)} > 0.\) Assume also the notation of Theorem 4.2. Then \(\beta\) has a \(K\)-representing measure if and only if \(N\) is positive semidefinite.

Moreover, if \(\beta\) has a \(K\)-representing measure, then a \((\text{rank } M_k)\)-atomic \(K\)-representing measure exists.

\textbf{Remark 4.4.} (1) As already described in Section 1, the main idea behind the proof of Theorem 4.2 is applying the ALT such that one of the lines becomes \(y = 0\) and then studying the existence of the decompositions \(\beta = \tilde{\beta} + \tilde{\beta}\) such that \(\tilde{\beta}, \tilde{\beta}\) have representing measures supported on \(y = 0\) and the union of two other horizontal lines, respectively. It turns out that all the moments of \(\tilde{\beta}, \tilde{\beta}\) are uniquely determined except \(\tilde{\beta}_{2k-1,0}, \tilde{\beta}_{2k,0}, \tilde{\beta}_{2k-1,0} + \beta_{2k,0}.\) Before proving Theorem 4.2 we establish some preliminary results supporting this idea and characterizing the conditions \(\beta_{2k-1,0}, \beta_{2k,0}, \beta_{2k-1,0}, \beta_{2k,0} \) have to satisfy for the existence of the representing measure for \(\beta.\) In the proof of Theorem 4.2 we show that these conditions are equivalent to the conditions in (2) of Theorem 4.2 by using our solution to the TMP–2pl and the THMP. Then we establish Corollary 4.3 and finally, we give some examples demonstrating the use of Theorem 4.2.

(2) Let us compare our Theorem 4.2 with Yoo’s results [40]. In [40], the sextic TMP–3pl is studied, i.e. \(2k = 6.\) Since having another column relation in \(M_k\) except the one defining the given three parallel lines leads to either the singular quartic TMP solved in [13] or the
sextic TMP already covered by the results in [21], the author focuses on the pure case, when \( M_3 \) has only one column relation defined by the three lines. In the non-pure case he additionally assumes that the variety \( \mathcal{V}(M_3) \) is symmetric about the \( y \)-axis. In the pure case he also reduces the problem to the study of the decompositions \( \beta = \tilde{\beta} + \hat{\beta} \) described in (1) above and separates the analysis to four cases according to the strict positivity or positivity of the determinants of certain submatrices of \( M_3(\tilde{\beta}) \) and \( M_3(\hat{\beta}) \). In the solutions of two of the cases, the existence of a representing measure is characterized by the solvability of the system of two inequalities in \( \tilde{\beta}_{5,0} \) and \( \tilde{\beta}_{6,0} \), which are quadratic in \( \tilde{\beta}_{5,0} \) and linear in \( \tilde{\beta}_{6,0} \) and hence easily handled. However, our Corollary 4.3 above covers all four cases at once by only checking psd and rank conditions on two matrices which depend only on \( \beta \). Moreover, Corollary 4.3 covers pure cases of all even degrees \( 2k \geq 6 \). Concerning the non-pure cases, our Theorem 4.2 also covers all even degrees \( 2k \geq 6 \) and we do not need to assume any additional condition on the variety \( \mathcal{V}(M_k) \). The conditions in Theorem 4.2 are also explicit in \( \beta \) and numerically easy to test, since only positive (semi)definiteness and invertibility of certain matrices needs to be checked, a vector from a kernel of certain matrix and a Moore-Penrose pseudoinverse of a certain matrix computed.

(3) In [41] the author extends his results from [40] described in (2) above from the sextic TMP–3pl to the sextic TMP on a reducible cubic column relation. Also here he focuses on the pure case and characterizes the existence of a representing measure by the solvability of the system of inequalities in \( \tilde{\beta}_{5,0} \) and \( \tilde{\beta}_{6,0} \). It would be interesting to study if our approach can be also used for the TMP on a reducible cubic column relation to extend the results from [41] to any even degree \( 2k \geq 6 \) and also not necessarily pure case.

(4) Similarly as in the case of the TMP–2pl we can ask ourselves what is the solution of the TMP–3pl in case a sequence \( \beta = (\beta_{i+1})_{i,j\in\mathbb{Z}_+} \) of degree \( 2k - 1, k \geq 2 \), is given. The question is when \( \beta \) can be extended to the degree \( 2k \) sequence \( \tilde{\beta} \) satisfying the condition (2) in Theorem 4.2. Note that the moments \( \tilde{\beta}_{2k-j-3,j+3} \) with \( 0 \leq j \leq 2k - 3 \) are uniquely determined by (4) above. So the only undetermined moments are \( \tilde{\beta}_{2k,0}, \tilde{\beta}_{2k-1,1} \) and \( \tilde{\beta}_{2k-1,2} \). Characterizing when \( M_k \) and \( N \) are psd in terms of \( \tilde{\beta}_{2k,0}, \tilde{\beta}_{2k-1,1} \) and \( \tilde{\beta}_{2k-1,2} \) can be done, but since one of the entries of \( \tilde{B}_{00} \) also depends on \( \tilde{\beta}_{2k-1,2} \), it is not obvious when one of the conditions \( 2a, 2b \) or \( 2c \) will be true. This is a possible question for future research.

We define a matrix function

\[
F : \mathbb{R}^{(k+1)\times(k+1)} \to \mathbb{R}^{3k\times3k}, \quad F(Z) = \begin{pmatrix} Z & \tilde{B} \\ (\tilde{B})^T & \tilde{C} \end{pmatrix}.
\]

We have that

\[
\phi(M) = F(Z) + ((A_{00} - Z) \oplus 0_{2k-1}),
\]

where \( 0_{2k-1} \) represents a \( (2k - 1) \times (2k - 1) \) matrix with only zero entries. If \( \phi(\beta) \) has a \( K \)-representing measure \( \mu \), then it is supported on the union of parallel lines \( y = 0, y = \tilde{\alpha}_2 \) and \( y = \tilde{\alpha}_3 \). Since the moment matrix generated by the measure supported on \( y = 0 \) can be nonzero only when restricted to the columns and rows indexed by \( \tilde{X}^{(0)} \), it follows that the restriction of the moment matrix generated by \( \mu |_{\{y=\tilde{\alpha}_2\}\cup\{y=\tilde{\alpha}_3\}} \) (resp. \( \mu |_{\{y=0\}} \)) to the columns and rows from \( \mathcal{C}^{(2)} \) is of the form \( F(B_{00}) \) (resp. \( (A_{00} - B_{00}) \oplus 0_{2k-1} \)), where \( B_{00} \in S_{k+1} \) is a Hankel matrix. This discussion establishes the implication \((\Rightarrow)\) of the following lemma.
**Lemma 4.5.** $\beta$ has a $K$–representing measure if and only if there exist a Hankel matrix $B_{00} \in S_{k+1}$, such that:

1. The sequence with the moment matrix $F(B_{00})$ has a $\widehat{\phi(K)}$–representing measure, where

\begin{equation}
\phi(K) = \{(x, y) \in \mathbb{R}^2 : (y - \tilde{\alpha}_2)(y - \tilde{\alpha}_3) = 0\}.
\end{equation}

2. The sequence with the moment matrix $A_{00} - B_{00}$ has a $\mathbb{R}$–representing measure.

**Proof.** The implication ($\Rightarrow$) follows from the discussion in the paragraph before the lemma. It remains to establish the implication ($\Leftarrow$). Let $M_k^{(1)}$ (resp. $M_k^{(2)}$) be the moment matrix generated by the measure $\mu_1$ (resp. $\mu_2$) supported on $\phi(K)$ (resp. $y = 0$) such that $(PM_k^{(1)} P^T)|_{C(2)} = F(B_{00})$ (resp. $(PM_k^{(2)} P^T)|_{C(2)} = (A_{00} - B_{00}) \oplus 0_{2k-1}$), where $P$ is the permutation matrix such that moment matrices $PM_k^{(i)} P^T$, $i = 1, 2$, have rows and columns indexed in the order $X^{(0)}, YX^{(1)}, Y^2X^{(2)}, \ldots, Y^k$. Since all points on the variety $\phi(K) \cup \{y = 0\}$ satisfy the equations $y(y - \tilde{\alpha}_2)(y - \tilde{\alpha}_1)x^i = 0$, $i = 0, \ldots, k - 3$, the moment matrix $\tilde{M}_k = M_k^{(1)} + M_k^{(2)}$ corresponding to the measure $\mu_1 + \mu_2$ has column relations (4.3). Since $(P\phi(M_k)P^T)|_{C(2)} = \phi(M) = (P\tilde{M}_k P^T)|_{C(2)}$ and both $\phi(M_k), \tilde{M}_k$ satisfy the column relations (4.3), it follows that

$$
P\phi(M_k)P^T = \begin{pmatrix} \phi(M) \\ W^T \phi(M) \end{pmatrix} \begin{pmatrix} \phi(M)W \\ W^T \phi(M)W \end{pmatrix} = P\tilde{M}_k P^T$$

for some matrix $W \in \mathbb{R}^{2k \times \frac{(k-2)(k-1)}{2}}$ and hence $\phi(M_k) = \tilde{M}_k$. This concludes the proof of the implication ($\Leftarrow$). \hfill $\square$

The existence of a $\widehat{\phi(K)}$–representing measure for $F(B_{00})$ is characterized by Theorem 3.1, while the existence of a $\mathbb{R}$–representing measure for $A_{00} - B_{00}$ by Theorem 2.8. So it remains to study when there exists $B_{00}$ such that $F(B_{00})$ satisfies the condition (4) of Theorem 3.1 and $A_{00} - B_{00}$ satisfies the condition (4) of Theorem 2.8.

We define the matrix function

$$H : \mathbb{R}^2 \to \mathbb{R}^{(k+1) \times (k+1)}, \quad H(t, u) = \begin{pmatrix} \tilde{B}_{00} \\ h(t) \\ h^T \end{pmatrix} = \begin{pmatrix} \tilde{B}_{00} \\ (h(t))^T \end{pmatrix},$$

where $h(t)^T = (h^T \ t)$. The following lemma states that there are only two parameters in the matrix $B_{00}$ which are not already determined by $\beta$.

**Lemma 4.6.** Assume there is a Hankel matrix $B_{00}$ such that the sequence with the moment matrix $F(B_{00})$ admits a $\widehat{\phi(K)}$–representing measure $\mu_1$. Then

\begin{equation}
B_{00} = H(\tilde{\beta}_{2k-1,0}(\mu_1), \tilde{\beta}_{2k,0}(\mu_1)),
\end{equation}

where $\tilde{\beta}_{2k-1,0}(\mu_1)$ and $\tilde{\beta}_{2k,0}(\mu_1)$ are the moments of the monomials $x^{2k-1}$ and $x^{2k}$, respectively, with respect to $\mu_1$.

**Proof.** Let $M_{k+1}^{(1)}$ be the moment matrix generated by the measure $\mu_1$ and $P$ the permutation matrix such that $PM_k^{(1)} P^T$ has rows and columns indexed in the order $X^{(0)}, YX^{(1)}, Y^2X^{(2)}, \ldots, Y^k$. We
have that \((PM_{k+1}^{(1)}P^T)\}_{c(\mathfrak{c})} = F(B_{00})\) and \((PM_{k+1}^{(1)}P^T)\}_{c(\mathfrak{c}) \cup \{Y^2X^{k-1}\}}\) is equal to
\[
\begin{pmatrix}
\tilde{X}^{(0)}\\
Y \tilde{X}^{(1)}\\
Y^2 \tilde{X}^{(2)}\\
Y^2 X^{k-1}
\end{pmatrix}
\begin{bmatrix}
B_{00} & \tilde{A}_{01} & \tilde{A}_{02} & c \\
(\tilde{A}_{01})^T & \tilde{A}_{11} & \tilde{A}_{12} & b \\
(\tilde{A}_{02})^T & (\tilde{A}_{12})^T & \tilde{A}_{22} & a \\
c^T & \beta_{2k-1,2}(\mu_1) & b^T & a^T & \beta_{2k-2,4}
\end{bmatrix}.
\]
Since \(\mu_1\) is supported on \(\tilde{\phi}(\tilde{K})\), the matrix \(M_{k+1}^{(1)}\) satisfies the column relations
\[
Y^2 X^i = (\tilde{\alpha}_2 + \tilde{\alpha}_3) \cdot Y X^i - \tilde{\alpha}_2 \tilde{\alpha}_3 \cdot X^i \quad \text{for} \quad i = 0, \ldots, k - 1,
\]
and hence \(B_{00}\mid_{\mathfrak{c}(\mathfrak{c})} = \tilde{B}_{00}\) and \(B_{00}\mid_{\{X^k\} \cup \{X^{(2)}\}} = h\). Thus, the equality (4.16) holds. \(\square\)

By Lemmas 4.5 and 4.6, the existence of a \(K\)–representing measure for \(\beta\) is equivalent to the existence of \(t, u \in \mathbb{R}\) such that \(F(H(t, u))\) admits a \(\tilde{\phi}(K)\)–representing measure and \(A_{00} - H(t, u)\) admits a \(\mathbb{R}\)–representing measure. The following proposition characterizes the existence of a \(\tilde{\phi}(K)\)–representing measure for \(F(H(t, u))\).

**Proposition 4.7.** Assume the notation above and \(t', u' \in \mathbb{R}\) are real numbers. The sequence with the moment matrix \(F(H(t', u'))\) admits a \(\tilde{\phi}(K)\)–representing measure if and only if \(F(H(t', u'))\) is psd and one of the following statements hold:

1. At least one of the matrices \(\tilde{A}_{01} - \tilde{\alpha}_2 \tilde{B}_{00}\) or \(\tilde{\alpha}_3 \tilde{B}_{00} - \tilde{A}_{01}\) is invertible.
2. We have that \(t'\) and \(u'\) are of the form (4.11) and (4.12), respectively.

Further, if \(F(H(t', u'))\) admits a \(\tilde{\phi}(K)\)–representing measure, then a \((\operatorname{rank} F(H(t', u'))\)–atomic \(\tilde{\phi}(K)\)–representing measure exists.

**Proof.** By Theorem 3.1, \(F(H(t', u'))\) admits a \(\tilde{\phi}(K)\)–representing measure if and only if \(F(H(t', u'))\) is psd and one of the following statements holds:

1. \(\tilde{A}_{01} - \tilde{\alpha}_2 \tilde{B}_{00}\) or \(\tilde{\alpha}_3 \tilde{B}_{00} - \tilde{A}_{01}\) is invertible.
2. \(\operatorname{rank} \begin{pmatrix} H(t', u') & \tilde{A}_{01} \\ (\tilde{A}_{01})^T & \tilde{A}_{11} \end{pmatrix} = \operatorname{rank} \begin{pmatrix} \tilde{B}_{00} & \tilde{A}_{01} \\ (\tilde{A}_{01})^T & \tilde{A}_{11} \end{pmatrix}\).

(i) is equivalent to (1), so it remains to prove that under the assumption that \(F(H(t', u'))\) is psd and \(\tilde{A}_{01} - \tilde{\alpha}_2 \tilde{B}_{00}, \tilde{\alpha}_3 \tilde{B}_{00} - \tilde{A}_{01}\) are singular, (ii) is equivalent to (2).

**Claim.** There exists \(\gamma \in \mathbb{R}\) such that
\[
\mathcal{M}^{(1)} := \begin{pmatrix}
\tilde{\alpha}_3 \tilde{B}_{00} - \tilde{A}_{01} & \tilde{\alpha}_3 h(t') - \tilde{\alpha}_{01} \\
(\tilde{\alpha}_3 h(t') - \tilde{\alpha}_{01})^T & \gamma
\end{pmatrix}
\]
is a psd Hankel matrix.
Proof of Claim. First we explain that $\mathcal{M}^{(1)}$ is a Hankel matrix. We have

$$\mathcal{M}^{(1)} = \begin{pmatrix} \tilde{\alpha}_3 \tilde{B}_{00} & \tilde{\alpha}_3 h(t') \\ \tilde{\alpha}_3 h(t')^T & \gamma \end{pmatrix} = \begin{pmatrix} \hat{A}_{01} & \tilde{\alpha}_{01} \\ (\tilde{\alpha}_{01})^T & 0 \end{pmatrix}. $$

Since $\mathcal{M}^{(1,1)}$ differs from a Hankel matrix $\tilde{B}_{00}$ only in the last two cross–diagonals, it is also Hankel. In the notation (2.7), $\mathcal{M}^{(1,1)} = A_{\tilde{\beta}(1)} \in S_{k+1}$ and $\mathcal{M}^{(1,2)} = A_{\tilde{\beta}(2)} \in S_{k+1}$ where

$$\tilde{\beta}^{(1)} := (\tilde{\alpha}_3 \phi(\beta)_{0,0}, \tilde{\alpha}_3 \phi(\beta)_{1,0}, \ldots, \tilde{\alpha}_3 \phi(\beta)_{2k-2,1}, \tilde{\alpha}_3 t', \gamma) \in \mathbb{R}^{2k+1},$$

$$\tilde{\beta}^{(2)} := (\phi(\beta)_{0,1}, \phi(\beta)_{1,1}, \ldots, \phi(\beta)_{2k-1,1}, 0) \in \mathbb{R}^{2k+1}.$$

Thus, $\mathcal{M}^{(1)}$ is Hankel.

It remains to prove that $\mathcal{M}^{(1)}$ is psd for some $\gamma \in \mathbb{R}$. Since $F(H(t', u'))$ is psd, we have that

$$G(t', u') := \begin{pmatrix} I_k & -\tilde{\alpha}_2 (\tilde{\alpha}_3 - \tilde{\alpha}_2)^{-1} \cdot I_k \\
0 & (\tilde{\alpha}_3 - \tilde{\alpha}_2)^{-1} \cdot I_k \end{pmatrix}^T F(H(t', u')) \begin{pmatrix} I_k & -\tilde{\alpha}_2 (\tilde{\alpha}_3 - \tilde{\alpha}_2)^{-1} \cdot I_k \\
0 & (\tilde{\alpha}_3 - \tilde{\alpha}_2)^{-1} \cdot I_k \end{pmatrix}$$

is psd, where

$$G_{22} = (\tilde{\alpha}_3 - \tilde{\alpha}_2)^{-1}(\hat{A}_{01} - \tilde{\alpha}_2 \tilde{B}_{00}),$$

$$G_{12}(t') = \begin{pmatrix} G_{22} \\
(g_{12}(t'))^T \end{pmatrix} = \begin{pmatrix} (\tilde{\alpha}_3 - \tilde{\alpha}_2)^{-1}(\hat{A}_{01} - \tilde{\alpha}_2 \tilde{B}_{00}) \\
(\tilde{\alpha}_3 - \tilde{\alpha}_2)^{-1}(\hat{A}_{01} - \tilde{\alpha}_2 \hat{h}(t'))^T \end{pmatrix}. $$

(4.18)

By the equivalence between (1a) and (1c) of Theorem 2.2 used for $\mathcal{M} = G(t', u')$, it follows that $K(t', u') := G(t', u')/G_{22}$ is psd. We have that

$$K(t', u') = G(t', u')/G_{22} = H(t', u') - G_{12}(t') G_{22}^T G_{12}(t')^T$$

$$= H(t', u') - \begin{pmatrix} G_{22} G_{22}^T G_{22} & G_{22} g_{12}(t') \\
(g_{12}(t'))^T G_{22}^T G_{22} & (g_{12}(t'))^T G_{22}^T g_{12}(t') \end{pmatrix}$$

$$= \begin{pmatrix} \tilde{B}_{00} - G_{22} & h(t') - G_{22} g_{12}(t') \\
(h(t') - G_{22} g_{12}(t'))^T & u' - (g_{12}(t'))^T G_{22}^T g_{12}(t') \end{pmatrix}$$

$$= \begin{pmatrix} (\tilde{\alpha}_3 - \tilde{\alpha}_2)^{-1}(\alpha_3 \tilde{B}_{00} - \hat{A}_{01}) & h(t') - G_{22} g_{12}(t') \\
(h(t') - G_{22} g_{12}(t'))^T & u' - (g_{12}(t'))^T G_{22}^T g_{12}(t') \end{pmatrix}$$

$$= \begin{pmatrix} (\tilde{\alpha}_3 - \tilde{\alpha}_2)^{-1}(\tilde{\alpha}_3 \hat{B}_{00} - \hat{A}_{01}) & (\tilde{\alpha}_3 - \tilde{\alpha}_2)^{-1}(\tilde{\alpha}_3 h(t') - \tilde{\alpha}_0) \\
(\tilde{\alpha}_3 - \tilde{\alpha}_2)^{-1}(\tilde{\alpha}_3 h(t') - \tilde{\alpha}_0)^T & u' - (g_{12}(t'))^T G_{22}^T g_{12}(t') \end{pmatrix},$$

where in the fourth equality we used that $G_{22} G_{22}^T G_{22} = G_{22}$, while in the last equality we used $G_{22} G_{22}^T g_{12}(t') = g_{12}(t')$ (which is true since $g_{12}(t') \in \mathcal{C}(G_{22})$ by $G(t', u')$ being psd) and (4.18).

Defining $\gamma := (\tilde{\alpha}_3 - \tilde{\alpha}_2)(u' - (g_{12}(t'))^T G_{22}^T g_{12}(t'))$ we have that $(\tilde{\alpha}_3 - \tilde{\alpha}_2) K(t', u') = \mathcal{M}^{(1)}$, which
proves the claim.

Since \( \mathcal{M}^{(1)} = A_{\tilde{\beta}(1) - \tilde{\beta}(2)} \in S_{k+1} \) from Claim is psd and by assumption \( A_{\tilde{\beta}(1) - \tilde{\beta}(2)}(k - 1) = \tilde{\alpha}_3 \tilde{B}_{00} - \tilde{A}_{01} \) is singular, it follows by Corollary 2.7 used for \( \beta = \tilde{\beta}(1) - \tilde{\beta}(2) \) that \( \operatorname{rank} A_{\tilde{\beta}(1) - \tilde{\beta}(2)}(k - 1) = \operatorname{rank} A_{\tilde{\beta}(1) - \tilde{\beta}(2)}(k - 2) \). Therefore there is a vector \( v \in \mathbb{R}^{k-2} \) such that (4.10) holds. By Lemma 2.4 used for \( A = \mathcal{M}^{(1)} \), it follows that \( \mathcal{M}^{(1)} \left( v^T \quad 1 \quad 0 \right)^T = 0 \) which is equivalent to \( t' \) being of the form (4.11).

It remains to prove that \( u' \) is of the form (4.12). We have that
\[
\begin{align*}
\operatorname{rank} \begin{pmatrix}
H(t', u') & \tilde{A}_{01} \\
(\tilde{A}_{01})^T & \tilde{A}_{11}
\end{pmatrix}
= & \operatorname{rank} \begin{pmatrix}
\tilde{B}_{00} & h(t') & \tilde{A}_{01} \\
(h(t'))^T & u' & (\tilde{a}_{01})^T \\
(\tilde{A}_{01})^T & \tilde{a}_{01} & \tilde{A}_{11}
\end{pmatrix} \\
= & \operatorname{rank} \begin{pmatrix}
\tilde{B}_{00} & h(t') \\
(\tilde{A}_{01})^T & \tilde{a}_{01} \\
(h(t'))^T & (\tilde{a}_{01})^T \\
\end{pmatrix}
\end{align*}
\]
where the first equality follows by definitions of \( H(t', u') \) and \( \tilde{A}_{01} \), the second by permuting rows and columns and the last by the assumption (ii). Finally, using (2) of Theorem 2.2 for \( \mathcal{M} = \mathcal{M}^{(2)} \) implies that \( u' \) is of the form (4.12).

\[ \boxed{\text{Remark 4.8.}} \] If \( \tilde{\alpha}_3 \tilde{B}_{00} - \tilde{A}_{01} \) is singular, then there is at most one \( t' \in \mathbb{R} \) such that \( F(H(t', u')) \) is psd for some \( u' \in \mathbb{R} \). Indeed, observing the first paragraph after the proof of Claim in the proof of Proposition 4.7 we see that \( v \in \mathbb{R}^{k-2} \) was an arbitrary vector such that \( (\tilde{\alpha}_3 \tilde{B}_{00} - \tilde{A}_{01}) \left( v^T \quad 1 \right)^T = 0 \). If \( F(H(t', u')) \) and \( F(H(t'', u'')) \) are both psd for some \( t', t'', u', u'' \in \mathbb{R} \), we see that the equality \( (\tilde{\alpha}_3 h \quad \tilde{\alpha}_3 t') \left( v^T \quad 1 \right)^T = (\tilde{\alpha}_3 h \quad \tilde{\alpha}_3 t'') \left( v^T \quad 1 \right)^T = 0 \) holds, which implies \( t' = t'' \).

Now we are ready to prove Theorem 4.2.

\[ \text{Proof of Theorem 4.2.} \] First we prove the implication \( (1) \Rightarrow (2) \). We denote by \( M_{k+1} \) the moment matrix associated to the sequence generated by some \( K \)-representing measure \( \mu \) for \( \beta \). The following statements hold:

- The matrix \( M_k \) is psd (see Section 1).
- The extension of \( \phi(M)|_{C^{(2)} \setminus \{X^k\}} \) with a row and column \( Y^2 X^{k-1} \) is equal to the matrix \( N \) due to the relation \( Y(Y - \tilde{\alpha}_2)(Y - \tilde{\alpha}_3) X^{k-2} \) which is satisfied by the moment matrix \( M_{k+1} \).
- The matrix \( N \) is psd as the restriction of \( M_{k+1} \).

Using Lemmas 4.5 and 4.6, there exist \( t', u' \in \mathbb{R} \) such that the sequence with the moment matrix \( F(H(t', u')) \) admits a \( \tilde{\phi}(K) \)-representing measure. If (2a) or (2b) of Theorem 4.2 holds, we are done. Otherwise Proposition 4.7 implies that \( t', u' \) are of the forms (4.11), (4.12), respectively. By Lemma 4.5, \( A_{00} - H(t', u') \) admits a representing measure on \( \mathbb{R} \), which by Theorem 2.8 implies (4.14) and thus (2c) of Theorem 4.2 holds.
It remains to prove the implication (1) \(\Rightarrow\) (2). We denote by \((\phi(M))(t)\) the moment matrix which extends \(\phi(M)\) with the additional column and row \(Y^2X^{k-1}\):

\[
(\phi(M))(t) = \begin{pmatrix}
(X(0))^T & YX(1) & Y^2X(2) & Y^2X^{k-1}
\end{pmatrix}
\begin{pmatrix}
A_{00} & A_{01} & A_{02} & c \\
\tilde{A}_{01} & \tilde{A}_{12} & b \\
\tilde{A}_{02} & \tilde{A}_{22} & a \\
c^T & t
\end{pmatrix}
= \begin{pmatrix}
A_{00} & \tilde{B}(t) \\
(\tilde{B}(t))^T & \tilde{C}
\end{pmatrix}.
\]

Note that \(N\) is equal to the restriction \((\phi(M))(t)\)\(\mid_{C(2)\cup\{Y^2X^{k-1}\}\setminus\{X^k\}}\). By [23, Theorem 2.3], there exists \(t_0 \in \mathbb{R}\) such that \((\phi(M))(t_0) \succeq 0\) and

\[
\text{rank}(\phi(M))(t_0) = \text{max}(\text{rank }\phi(M), \text{rank }N) = \text{max}(\text{rank }M, \text{rank }N),
\]

where we used (4.7) in the second equality. Let \(\tilde{C}(2) := (YX(1), Y^2X(2), Y^2X^{k-1})\) and

\[
\mathcal{M}^{(1)} = (X(0))^T \begin{pmatrix}
\tilde{C}(2)
\end{pmatrix}^T \begin{pmatrix}
\tilde{B}(t_0)(\tilde{C})^\dagger(\tilde{B}(t_0))^T & \tilde{B}(t_0) \\
(\tilde{B}(t_0))^T & \tilde{C}
\end{pmatrix}.
\]

By the equivalence between (1a) and (1b) of Theorem 2.2 used for \(\mathcal{M} = \mathcal{M}^{(1)}\), we have that \(\mathcal{M}^{(1)} \succeq 0\). By (2.4) of Proposition 2.3 used for \(\mathcal{M} = \mathcal{M}^{(1)}\), we have that

\[
(4.19) \quad \text{rank }\mathcal{M}^{(1)} = \text{rank }\tilde{C}.
\]

Claim 1. The matrix \(\mathcal{M}^{(1)}\) satisfies the column relations (4.6) for \(i = 0, \ldots, k-1\).

Proof of Claim 1. Since \(\text{rank }\mathcal{M}^{(1)} = \text{rank }\tilde{C}\), there is a matrix \(W \in \mathbb{R}^{2k \times (k+1)}\) such that

\[
\mathcal{M}^{(1)} = \begin{pmatrix}
W^T\tilde{C}W & W^T\tilde{C}
\end{pmatrix}.
\]

Moreover, if \(W'\) is any matrix satisfying \(\tilde{C}W' = (\tilde{B}(t_0))^T\), then

\[
(W')^T\tilde{C}W' = (W')^T\tilde{C}W = W^T\tilde{C}W,
\]

where we used \(\tilde{C}W' = \tilde{C}W\) in the first equality and \(W')^T\tilde{C} = W^T\tilde{C}\) in the second.

Relations (4.4) and definitions (4.8) imply that the restriction

\[
(\mathcal{M}^{(1)})\mid_{C(2)\cup\{Y^2X^{k-1}\}} = \begin{pmatrix}
(\tilde{B}(t_0))^T & \tilde{C}
\end{pmatrix}
\]

satisfies the relations (4.6) for \(i = 0, \ldots, k-1\). Thus, there is \(s \in \mathbb{R}^{2k}\) such that \((\tilde{B}(t_0))^T = \tilde{C}W'\) where

\[
W' = \begin{pmatrix}
(\tilde{\alpha}_2 + \tilde{\alpha}_3)(\tilde{\alpha}_2\tilde{\alpha}_3)^{-1} \cdot I_k \\
-(\tilde{\alpha}_2\tilde{\alpha}_3)^{-1} \cdot I_k
\end{pmatrix}
\in \mathbb{R}^{2k \times (k+1)}
\]

and finally \(W^T\tilde{C}W = (W')^T\tilde{C}W'\). Hence, \(\mathcal{M}^{(1)}\) also satisfies the relations (4.6) for \(i = 0, \ldots, k-1\). \(\blacksquare\)
By \((4.19)\), the column space \(C(\mathcal{M}^{(1)})\) is spanned by the columns in the set \(\{Y\vec{X}^{(1)}, Y^2\vec{X}^{(1)}\}\). Using also Claim 1, the column space \(C(\mathcal{M}^{(1)})\) is spanned by the columns in the set \(\{\vec{X}^{(1)}, Y\vec{X}^{(1)}\}\). Therefore
\[
\operatorname{rank}(\{\mathcal{M}^{(1)}\}|_{\{\vec{X}^{(1)}, Y\vec{X}^{(1)}\}}) = \operatorname{rank}(\mathcal{M}^{(1)}).
\]

Claim 2. There exists \(u_0 \in \mathbb{R}\) such that
\[
H(\alpha(t_0), u_0) = \widehat{B}(t_0)(\widehat{C})^\dagger \widehat{B}(t_0)^T, \tag{4.21}
\]
where \(\alpha(t_0) = (\alpha_2, \alpha_3)^{-1} \cdot ((\alpha_2 + \alpha_3)\beta_{2k-1,1} - t_0).
\]

Proof of Claim 2. By the definition of \(\alpha(t_0)\) and \(H(t, u)\), it follows that \(H(\alpha(t_0), u)\) agrees with \(\widehat{B}(t_0)(\widehat{C})^\dagger (\widehat{B}(t_0))^T\) in the first \(k\) columns and rows. So the only remaining entry is the lowest right corner which can be obviously chosen such that \((4.21)\) holds. This proves the claim.

We write
\[
A_{00} = (\vec{X}^{(1)})^T \begin{pmatrix} \vec{X}^{(1)} & X^k \end{pmatrix}
\]
and define the matrix function
\[
U : \mathbb{R}^2 \to \mathbb{R}^{(k+1) \times (k+1)}, \quad U(t, u) := A_{00} - H(t, u) = A_{00} - \begin{pmatrix} \vec{A}_{00} - \vec{B}_{00} & \vec{a}_{00} - h(t) \end{pmatrix}
\]
By the equivalence between \((1a)\) and \((1b)\) of Theorem 2.2 used for \(\mathcal{M} = (\phi(M))(t_0)\), it follows that \(A_{00} \succeq \vec{B}(t_0)(\widehat{C})^\dagger \vec{B}(t_0)^T\) or equivalently \(U(\alpha(t_0), u_0) \succeq 0\), where \(\alpha(t_0)\) and \(u_0\) are as in Claim 2. By the equivalence between \((1a)\) and \((1c)\) of Theorem 2.2 used for \(U(\alpha(t_0), u_0)\), it follows that
\[
\delta := (\beta_{2k,0} - u_0) - (\vec{a}_{00} - h(\alpha(t_0)))^T (\vec{A}_{00} - \vec{B}_{00})^\dagger (\vec{a}_{00} - h(\alpha(t_0))) \succeq 0
\]
and by (2) of Theorem 2.2 used for \(\mathcal{M} = U(\alpha(t_0), u_0)\), we have that
\[
\operatorname{rank}U(\alpha(t_0), u_0) = \begin{cases} 
\operatorname{rank}(\vec{A}_{00} - \vec{B}_{00}), & \text{if } \delta = 0, \\
\operatorname{rank}(\vec{A}_{00} - \vec{B}_{00}) + 1, & \text{if } \delta > 0.
\end{cases}
\]
By (2.4) of Proposition 2.3 used for \(\mathcal{M} = (\phi(M))(t_0)\), we have that
\[
\operatorname{rank}((\phi(M))(t_0)) = \operatorname{rank}(U(\alpha(t_0), u_0)) + \operatorname{rank} \vec{C}.
\]
We separate two cases:

Case 1: \(\vec{A}_{01} - \alpha_2 \vec{B}_{00}\) or \(\vec{A}_{01} - \vec{C} \vec{B}_{00}\) is invertible.

Case 2: \(\vec{A}_{01} - \vec{C} \vec{B}_{00}\) and \(\vec{B}_{00} - \vec{A}_{01}\) are singular.

Case 1. By definition of \(\delta\) \((4.22)\), it follows that \(U(\alpha(t_0), u_0 + \delta)/\vec{A}_{00} - \vec{B}_{00}) = 0\). We use Theorem 2.2 for \(\mathcal{M} = U(\alpha(t_0), u_0 + \delta)\) twice:

- The equivalence between \((1a)\) and \((1c)\) implies that
\[
U(\alpha(t_0), u_0 + \delta) \succeq 0.
\]
- (2) gives
\[
\operatorname{rank}U(\alpha(t_0), u_0 + \delta) = \operatorname{rank}(\vec{A}_{00} - \vec{B}_{00}).
\]
In the notation (2.7), $U(\alpha(t_0), u_0 + \delta) = A_{\beta(1)} \in S_{k+1}$ for some $\beta(1) \in \mathbb{R}^{2k+1}$. Using (4.25) and (4.26) we have that $A_{\beta(1)} \succeq 0$ and rank $A_{\beta(1)}(k-1) = \text{rank} A_{\beta(1)}$. By Theorem 2.8 used for $\beta(1)$, $\beta(1)$ has a (rank$(\tilde{A}_{00} - \tilde{B}_{00})$)-atomic $\mathbb{R}$-representing measure. We have that

\begin{equation}
(4.27) \quad r := \text{rank } F(H(\alpha(t_0), u_0 + \delta)) = \begin{cases} 
\text{rank } \tilde{C}, & \text{if } \delta = 0, \\
\text{rank } \tilde{C} + 1, & \text{if } \delta > 0,
\end{cases}
\end{equation}

where we used that $(\mathcal{M}^{(1)})|_{\gamma(2)} = F(H(\alpha(t_0), u_0)$ and (4.20). By Proposition 4.7, the sequence with the moment matrix $F(H(\alpha(t_0), u_0 + \delta))$ admits a $r$-atomic representing measure on the variety $\phi(K)$ (4.15). The equalities (4.23), (4.24), (4.25) and (4.27) imply that the sequence $\phi(\beta)$ admits a (rank$(\phi(M)(t_0))$)-atomic representing measure. This concludes the proof in this case.

\textbf{Case 2.} Since $\tilde{A}_{01} - \tilde{a}_2 \tilde{B}_{00}, \tilde{a}_3 \tilde{B}_{00} - \tilde{A}_{01}$ are singular and $F(\alpha(t_0), u_0)$ is psd, Remark 4.8 implies that $\alpha(t_0)$ is equal to $t'$ defined by (4.11). The equality (4.20) implies that

\begin{equation}
\text{rank } \begin{pmatrix} \tilde{B}_{00} \\ (\tilde{A}_{01})^T \end{pmatrix} = \text{rank } \begin{pmatrix} \tilde{B}_{00} & h(t') & \tilde{A}_{01} \\ (h(t'))^T & u_0 & (\tilde{a}_{00})^T \\ (\tilde{A}_{01})^T & \tilde{a}_0 & \tilde{A}_{11} \end{pmatrix}
\end{equation}

where the second equality follows by permuting rows and columns. Using (2) of Theorem 2.2 for $\mathcal{M} = \mathcal{M}^{(2)}$, $u_0$ is equal to $u'$ defined by (4.12). Now by Proposition 4.7, $F(H(t', u'))$ admits a measure. Further on, Lemma 4.5 implies that the measure for $\beta$ exists only if also the sequence with the moment matrix $U(t', u')$ has a $\mathbb{R}$-representing measure. Note that $U(t', u') = A_{\gamma}$, as in (2c) of Theorem 4.2. By Theorem 2.8 used for $\gamma$, $\gamma$ has a (rank $U(t', u')$)-atomic $\mathbb{R}$-representing measure iff (4.14) holds, in which case a (rank$(U(t', u'))$)-atomic representing measure exists.

Using (4.19), (4.20) and (4.24), it follows that the measure for $\phi(\beta)$ is (rank $\phi(M)(t')$)-atomic.

Finally we prove Corollary 4.3.

\textbf{Proof of Corollary 4.3.} First note that the moreover part follows immediately from the moreover part in Theorem 4.2 by noticing that under the assumption $(M_k)|_{\gamma(2)} \succneq 0$ it holds that rank $N \leq$ rank $M_k$.

It remains to prove the equivalence ($\iff$) in the corollary. The nontrivial implication is ($\Rightarrow$). Following the proof of the implication ($1$) $\Leftrightarrow$ ($2$) of Theorem 4.2 under the assumption that $M$ is positive definite, note that

\begin{equation}
(4.28) \quad \text{rank } F(H(\alpha(t_0), u_0)) = \begin{cases} 
2k - 1, & \text{if } \text{rank } \tilde{C} = \text{rank } C, \\
2k, & \text{otherwise},
\end{cases}
\end{equation}

(We used the fact that rank $\tilde{C} \in \{\text{rank } C, \text{rank } C + 1\} = \{2k - 1, 2k\}$). We have that

\[
(F(H(\alpha(t_0), \gamma_0))|_{\{\tilde{X}(1)\}, \{Y^T \tilde{X}(1)\}} = \begin{pmatrix} \tilde{B}_{00} & \tilde{A}_{01} \\ \tilde{A}_{01} & \tilde{A}_{11} \end{pmatrix}.
\]
Claim. \( \text{rank}(F(H(\alpha(t_0), u_0)))_{\{\vec{X}^{(1)}\},\{Y\vec{X}^{(1)}\}} \geq 2k - 1. \)

Proof of Claim. By (4.28), we only need to consider two cases:

1. \( \text{rank } F(H(\alpha(t_0), u_0)) = 2k: \) In this case the claim is obvious.
2. \( \text{rank } F(H(\alpha(t_0), u_0)) = 2k - 1: \) In this case the facts that \( \text{rank } C = \text{rank } \tilde{C} \) and that the moment matrix \( F(H(\alpha(t_0), u_0)) \) satisfies the column relations (4.6) for \( i = 0, \ldots, k - 2, \) imply that \( \text{rank}(F(H(\alpha(t_0), \gamma_0)))_{\{\vec{X}^{(1)}\},\{Y\vec{X}^{(1)}\}} = 2k - 1. \)

This proves the claim. \( \square \)

Note that

\[
(\phi(F(H(\alpha(t_0), \gamma_0))))_{\{\vec{X}^{(1)}\},\{Y\vec{X}^{(1)}\}} = \begin{pmatrix} \tilde{B}_{00} & c(\hat{A}_{01} - \tilde{\alpha}_2 \tilde{B}_{00}) \\ c(\hat{A}_{01} - \tilde{\alpha}_2 \tilde{B}_{00}) & c(\hat{A}_{01} - \tilde{\alpha}_2 \tilde{B}_{00}) \end{pmatrix},
\]

where \( c = (\alpha_3 - \alpha_2)^{-1}, \)

\[
(4.29) \quad \text{rank}(F(H(\alpha(t_0), \gamma_0)))_{\{\vec{X}^{(1)}\},\{Y\vec{X}^{(1)}\}} = \text{rank}(\phi(F(H(t_0, \gamma_0))))_{\{\vec{X}^{(1)}\},\{Y\vec{X}^{(1)}\}}
\]

and

\[
(4.30) \quad C(\phi(F(H(\alpha(t_0), \gamma_0))))_{\{\vec{X}^{(1)}\},\{Y\vec{X}^{(1)}\}} = C(\begin{pmatrix} c(\tilde{\alpha}_3 \tilde{B}_{00} - \hat{A}_{01}) & c(\hat{A}_{01} - \tilde{\alpha}_2 \tilde{B}_{00}) \\ 0 & c(\hat{A}_{01} - \tilde{\alpha}_2 \tilde{B}_{00}) \end{pmatrix}).
\]

Now, the Claim, (4.29) and (4.30) imply that at least one of \( \tilde{\alpha}_3 \tilde{B}_{00} - \hat{A}_{01} \) and \( \hat{A}_{01} - \tilde{\alpha}_2 \tilde{B}_{00} \) must be invertible and the statement of the corollary follows by Theorem 4.2. \( \square \)

The following examples 4.9–4.12 demonstrate the use of Theorem 4.2 and its proof to either construct a representing measure supported on the union of three parallel lines for the sequence \( \beta \) or show that a representing measure does not exist. The Mathematica file with numerical computations for the following examples can be found on the link https://github.com/ZalarA/TMP_parallel_lines. In all examples we assume the notation from Theorem 4.2 and its proof. Further on, \( P \) will be the permutation matrix such that moment matrix \( PM_3P^T \) has rows and columns indexed in the order \( \vec{X}^{(0)}, Y\vec{X}^{(1)}, Y^2\vec{X}^{(2)}, Y^3. \)

Example 4.9. Let \( \beta = \left(1, \frac{3}{2}, 0, \frac{7}{2}, 0, \frac{5}{2}, 0, 0, 1, 0, \frac{49}{2}, 0, \frac{7}{3}, 0, \frac{2}{3}, 69, 0, \frac{101}{32}, 0, 1, 0, \frac{397}{2}, 0, \frac{49}{3}, 0, \frac{7}{3}, 0, \frac{2}{3}\right) \) be a bivariate sequence of degree 6. We will prove below that \( \beta \) does not have a \( \mathbb{R}^2 \)-representing
measure. The moment matrix $PM_3 P^T$ is equal to:

$$PM_3 P^T = \begin{pmatrix}
1 & X & X^2 & X^3 & Y & YX & YX^2 & Y^2 & Y^2X & Y^3 \\
1 & \frac{3}{2} & \frac{7}{2} & 9 & 0 & 0 & 0 & \frac{2}{3} & 1 & 0 \\
X & \frac{3}{2} & \frac{7}{2} & 9 & \frac{49}{2} & 0 & 0 & 0 & 1 & \frac{7}{3} & 0 \\
X^2 & \frac{7}{2} & 9 & \frac{49}{2} & 69 & 0 & 0 & 0 & \frac{7}{3} & \frac{191}{32} & 0 \\
X^3 & 9 & \frac{49}{2} & \frac{397}{2} & 69 & 0 & 0 & 0 & \frac{191}{32} & \frac{49}{3} & 0 \\
Y & 0 & 0 & 0 & 0 & \frac{2}{3} & 1 & \frac{7}{3} & 0 & 0 & \frac{2}{3} \\
YX & 0 & 0 & 0 & 1 & \frac{7}{3} & \frac{191}{32} & 0 & 0 & 1 & 0 \\
YX^2 & 0 & 0 & 0 & 0 & \frac{7}{3} & \frac{191}{32} & \frac{49}{3} & 0 & 0 & \frac{7}{3} \\
Y^2 & \frac{2}{3} & 1 & \frac{7}{3} & \frac{191}{32} & 0 & 0 & 0 & \frac{2}{3} & 1 & 0 \\
Y^2X & 1 & \frac{7}{3} & \frac{191}{32} & \frac{49}{3} & \frac{3}{2} & 0 & 0 & 1 & \frac{7}{3} & 0 \\
Y^3 & 0 & 0 & 0 & \frac{2}{3} & 1 & \frac{7}{3} & 0 & 0 & \frac{2}{3} & \frac{3}{2}
\end{pmatrix}.$$  

$PM_3 P^T$ is psd with the eigenvalues 227.591, 19.2501, 1.91716, 0.677211, 0.648649, 0.283553, 0.0727021, 0.0539334, 0.00565968, 0 and satisfies the column relation $Y^3 = Y$. The transformation $\phi$ is the identity, i.e., $\phi(x, y) = (x, y)$. The matrix $N$ is equal to

$$N = \begin{pmatrix}
1 & X & X^2 & Y & YX & YX^2 & Y^2 & Y^2X & Y^2X^2 \\
1 & \frac{3}{2} & \frac{7}{2} & 0 & 0 & 0 & \frac{2}{3} & 1 & \frac{7}{3} \\
X & \frac{3}{2} & \frac{7}{2} & 9 & 0 & 0 & 0 & 1 & \frac{7}{3} & \frac{191}{32} \\
X^2 & \frac{7}{2} & 9 & \frac{49}{2} & 0 & 0 & 0 & \frac{7}{3} & \frac{191}{32} & \frac{49}{3} \\
Y & 0 & 0 & 0 & \frac{2}{3} & 1 & \frac{7}{3} & 0 & 0 & 0 \\
YX & 0 & 0 & 0 & 1 & \frac{7}{3} & \frac{191}{32} & 0 & 0 & 0 \\
YX^2 & 0 & 0 & 0 & \frac{7}{3} & \frac{191}{32} & \frac{49}{3} & 0 & 0 & 0 \\
Y^2 & \frac{2}{3} & 1 & \frac{7}{3} & 0 & 0 & \frac{2}{3} & 1 & \frac{7}{3} \\
Y^2X & 1 & \frac{7}{3} & \frac{191}{32} & 0 & 0 & 0 & 1 & \frac{7}{3} & \frac{191}{32} \\
Y^2X^2 & 0 & 0 & 0 & \frac{2}{3} & 1 & \frac{7}{3} & 0 & 0 & \frac{49}{3}
\end{pmatrix}.$$  

However, the matrix $N$ is not psd, since the eigenvalues are 43.0994, 18.8854, 4.16403, 0.863394, 0.382338, 0.132343, 0.0775933, 0.0656297, −0.00347317. By Theorem 4.2, $\beta$ does not have a representing measure supported on $y^3 = y$. Since any representing measure $\mu$ for $\beta$ must satisfy $\text{supp } \mu \subseteq \{(x, y) : y^3 = y\}$, $\beta$ does not have any $\mathbb{R}^2$–representing measure.

**Example 4.10.** Let $\beta = \left(1, \frac{15}{11}, 0, 3, 0, \frac{8}{11}, \frac{81}{11}, 0, \frac{12}{11}, 0, \frac{213}{11}, 0, \frac{28}{11}, 0, \frac{8}{11}, \frac{585}{11}, 0, \frac{72}{11}, 0, \frac{12}{11}, 0, \frac{107121}{113}, 0, \frac{196}{11}, 0, \frac{28}{11}, 0, \frac{8}{11}\right)$ be a bivariate sequence of degree 6. We will demonstrate below how Case 1 from the proof of Theorem 4.2 can be applied to construct a 9–atomic representing measure for $\beta$ supported
on the union of parallel lines $y = 0, y = 1$ and $y = -1$. The moment matrix $P M_3 P^T$ is equal to:

$$PM_3 P^T = \begin{pmatrix} 1 & X & X^2 & X^3 & Y & YX & YX^2 & Y^2 & Y^2X & Y^3 \\ 1 & \frac{15}{11} & 3 & \frac{81}{11} & 0 & 0 & 0 & \frac{8}{11} & \frac{12}{11} & 0 \\ X & \frac{15}{11} & 3 & \frac{81}{11} & \frac{213}{11} & 0 & 0 & 0 & \frac{12}{11} & \frac{28}{11} & 0 \\ X^2 & 3 & \frac{81}{11} & \frac{213}{11} & \frac{585}{11} & 0 & 0 & 0 & \frac{28}{11} & \frac{72}{11} & 0 \\ X^3 & \frac{81}{11} & \frac{213}{11} & \frac{585}{11} & \frac{107121}{715} & 0 & 0 & 0 & \frac{72}{11} & \frac{196}{11} & 0 \end{pmatrix}.$$  

$P M_3 P^T$ is psd with the eigenvalues $174.128, 21.0215, 1.64351, 0.734399, 0.379065, 0.266664, 0.0622926, 0.0387818, 0, 0$ and the column relations

$$Y^3 = Y, \quad Y^2X = -\frac{10}{9} \cdot 1 + \frac{310}{27} \cdot X - \frac{95}{9} \cdot X^2 + \frac{65}{27} \cdot X^3 + \frac{2}{3} \cdot Y^2.$$  

The transformation $\phi$ is the identity, i.e., $\phi(x, y) = (x, y)$. The matrix $N$ is positive definite with the eigenvalues $42.3043, 20.624, 1.18246, 0.780712, 0.410054, 0.126054, 0.0568576, 0.0557925, 0.0052612$. The matrix $\phi(M)(t)$ is equal to

$$\begin{pmatrix} 1 & X & X^2 & X^3 & Y & YX & YX^2 & Y^2 & Y^2X & Y^2X^2 \\ 1 & \frac{15}{11} & 3 & \frac{81}{11} & 0 & 0 & 0 & \frac{8}{11} & \frac{12}{11} & \frac{28}{11} \\ X & \frac{15}{11} & 3 & \frac{81}{11} & \frac{213}{11} & 0 & 0 & 0 & \frac{12}{11} & \frac{28}{11} & \frac{72}{11} \\ X^2 & 3 & \frac{81}{11} & \frac{213}{11} & \frac{585}{11} & 0 & 0 & 0 & \frac{28}{11} & \frac{72}{11} & \frac{196}{11} \\ X^3 & \frac{81}{11} & \frac{213}{11} & \frac{585}{11} & \frac{107121}{715} & 0 & 0 & 0 & \frac{72}{11} & \frac{196}{11} & t \end{pmatrix}.$$  

The parameter $t_0$ from the proof of Theorem 4.2 satisfies $\det \phi(M)(t_0) = 0$, since $\text{rank } \phi(M)(t_0) = \text{max}(\text{rank } M, \text{rank } N) \leq 9$. A calculation shows that $\det \phi(M)(t) = -\frac{201800}{337185619815} (143t - 7164)^2$, which means that $t_0 = \frac{7164}{143}$. By definition of $\alpha(t)$ we have $\alpha(t_0) = t_0 = \frac{7164}{143}$ (here $\bar{\alpha}_2 = -1$ and $\bar{\alpha}_3 = 1$). The parameter $u_0$ from the proof of Theorem 4.2 is equal to the right lower corner of the
matrix $B(t_0)(\hat{C})^t(B(t_0))^T$, where

$$B(t_0) = (\phi(M)(t_0))|_{\tilde{X}^{(0)},\{Y,\tilde{X}^{(1)},Y^2,\tilde{X}^{(1)}\}} \quad \text{and} \quad \hat{C} = (\phi(M)(t_0))|_{\{Y,\tilde{X}^{(1)},Y^2,\tilde{X}^{(1)}\}}.$$  

A calculation shows that $u_0 = \frac{3231888}{9295}$, while

$$B(t_0)(\hat{C})^t(B(t_0))^T = H(\alpha(t_0), u_0) = A_{\hat{\beta}(1)} \in S_4$$

where $\hat{\beta}(1) = \left( \begin{array}{cccc}
8 & 12 & 28 & 72 \\
9 & 11 & 11 & 143 \\
196 & 143 & 1331888 & 9295 \\
1331888 & 9295 & 7164 & 143 \\
\end{array} \right) \in \mathbb{R}^7$. Further on,

$$U(\alpha(t_0), u_0) = \phi(M)|_{\tilde{X}^{(0)}} - H(\alpha(t_0), u_0) = A_{\hat{\beta}(2)} \in S_4$$

where $\hat{\beta}(2) = \left( \begin{array}{cccc}
3 & 5 & 5 & 17 \\
9 & 11 & 11 & 143 \\
441 & 143 & 12137 & 1859 \\
1331888 & 9295 & 7164 & 143 \\
\end{array} \right) \in \mathbb{R}^7$. A calculation shows that $\delta = 0$, where $\delta$ is equal to the value of the generalized Schur complement of the $3 \times 3$ leading principal submatrix of $U(\alpha(t_0), u_0)$. Further on,

$$\tilde{B}_{00} - \tilde{A}_{01} = (H(\alpha(t_0), u_0))|_{\tilde{X}^{(0)}} - (\phi(M))|_{\tilde{X}^{(0)}} = (H(\alpha(t_0), u_0))|_{\{Y,\tilde{X}^{(1)}\}}$$

is invertible with the eigenvalues 20.6, 0.41, 0.056 and hence Case 1 from the proof of Theorem 4.2 applies:

- The matrix $U(\frac{7164}{143}, \frac{1331888}{9295}) = A_{\hat{\beta}(2)}$ has a column relation $X^3 = \frac{57}{13}X^2 - \frac{62}{13}X + \frac{6}{13}1$ and hence by Theorem 2.8, it has the unique $\mathbb{R}$-representing measure $\mu_1 = \rho_1\delta_{x_1} + \rho_2\delta_{x_2} + \rho_3\delta_{x_3}$, where $(x_1, x_2, x_3) \approx (0.107053, 1.62587, 2.65169)$ are the solutions of the column relation, $(\rho_1(1) \rho_2(1) \rho_3(1))^T = V_x^{-1}(\frac{3}{11} \frac{3}{11} \frac{5}{11})^T \approx (0.1199 0.1414 0.01126)$ and $x = (x_1, x_2, x_3)$.

- The moment matrix $F(H(\frac{7164}{143}, \frac{1331888}{9295}))$ satisfies the relations $Y^3 = Y, Y^2X = X, Y^2 = 1$ and $X^3 = \frac{57}{13}X^2 - \frac{283}{65}X + \frac{12}{65}1$. After using an affine linear transformation $\phi(x, y) = (x, \frac{1}{2}y + \frac{1}{2})$, it turns out that $\phi(F(H(\frac{7164}{143}, \frac{1331888}{9295})))$ is precisely the matrix from Example 3.4 above. Hence, $F(H(\frac{7164}{143}, \frac{1331888}{9295}))$ is equal to the moment matrix generated by the measure

$$\mu_2 = \rho_1\delta_{\phi^{-1}(x'_{1,1})} + \rho_2\delta_{\phi^{-1}(x'_{2,1})} + \rho_3\delta_{\phi^{-1}(x'_{3,1})} + \rho_1\delta_{\phi^{-1}(x'_{1,0})} + \rho_2\delta_{\phi^{-1}(x'_{2,0})} + \rho_3\delta_{\phi^{-1}(x'_{3,0})}$$

$$= \rho_1\delta_{x'_{1,1}} + \rho_2\delta_{x'_{2,1}} + \rho_3\delta_{x'_{3,1}} + \rho_1\delta_{x'_{1,-1}} + \rho_2\delta_{x'_{2,-1}} + \rho_3\delta_{x'_{3,-1}},$$

where $x'_{1} \approx 0.0445476, x'_{2} \approx 1.17328, x'_{3} \approx 3.53217$ and $\rho_1 \approx 0.0541354, \rho_2 \approx 0.233231, \rho_3 \approx 0.0762695.$

We conclude that $\beta = \phi(\beta)$ has a 9-atomic representing measure $\mu_1 + \mu_2$ supported on the union of the lines $y = -1, y = 0$ and $y = 1$.

**Example 4.11.** Let $\beta = \left( 1, \frac{5}{7}, 0, 1, 0, 0, 4, \frac{11}{7}, 0, \frac{2}{7}, 0, \frac{10}{7}, 0, \frac{2}{7}, 0, \frac{4}{7}, 5, 0, \frac{2}{7}, 0, \frac{2}{7}, 0, \frac{6}{7}, 0, \frac{2}{7}, 0, \frac{2}{7}, 0, \frac{2}{7} \right)$ be a bivariate sequence of degree 6. We will demonstrate below how Case 2 from the proof of Theorem 4.2 can be applied to construct a 7-atomic representing measure for $\beta$ supported on the union of
parallel lines $y = 0$, $y = 1$ and $y = -1$. The moment matrix $PM_3P^T$ is equal to:

$$PM_3P^T = \begin{pmatrix} 1 & X & X^2 & X^3 & Y & XY & YX^2 & Y^2 & Y^2X & Y^3 \\ 1 & 5 & 1 & \frac{11}{7} & 0 & 0 & 0 & \frac{4}{7} & \frac{2}{7} & 0 \\ X & \frac{5}{7} & 1 & \frac{11}{7} & \frac{19}{7} & 0 & 0 & \frac{2}{7} & \frac{2}{7} & 0 \\ X^2 & 1 & \frac{11}{7} & \frac{19}{7} & 5 & 0 & 0 & \frac{2}{7} & \frac{2}{7} & 0 \\ X^3 & \frac{11}{7} & \frac{19}{7} & 5 & \frac{67}{7} & 0 & 0 & \frac{2}{7} & \frac{2}{7} & 0 \\ Y & 0 & 0 & 0 & 0 & \frac{4}{7} & \frac{2}{7} & \frac{2}{7} & 0 & 0 & \frac{4}{7} \\ YX & 0 & 0 & 0 & 0 & \frac{2}{7} & \frac{2}{7} & \frac{2}{7} & 0 & 0 & \frac{2}{7} \\ YX^2 & 0 & 0 & 0 & 0 & \frac{2}{7} & \frac{2}{7} & \frac{2}{7} & 0 & 0 & \frac{2}{7} \\ Y^2 & \frac{4}{7} & \frac{2}{7} & \frac{2}{7} & \frac{2}{7} & 0 & 0 & \frac{4}{7} & \frac{2}{7} & 0 \\ Y^2X & \frac{2}{7} & \frac{2}{7} & \frac{2}{7} & \frac{2}{7} & 0 & 0 & \frac{2}{7} & \frac{2}{7} & 0 \\ Y^3 & 0 & 0 & 0 & 0 & \frac{4}{7} & \frac{2}{7} & \frac{2}{7} & 0 & 0 & \frac{4}{7} \end{pmatrix}$$

$PM_3P^T$ is psd with eigenvalues $13.3804, 1.49602, 1.36779, 0.2337, 0.218266, 0.138494, 0.0224999, 0, 0, 0$ and the column relations $Y^3 = Y$, $YX^2 = YX$ and $X^3 = 3X^2 - 2X$. The transformation $\phi$ is the identity, i.e., $\phi(x, y) = (x, y)$. Moreover, $N$ is psd with the eigenvalues $4.35783, 1.07956, 0.97549, 0.318458, 0.167368, 0.0866196, 0.0146715, 0, 0, a matrix $\tilde{B}_{00} - \tilde{A}_{01} = A_{\tilde{\beta}(1)} \in S_3$ where $\tilde{\beta}^{(1)} = (\frac{4}{7}, \frac{2}{7}, \frac{2}{7}, \frac{2}{7}, \frac{2}{7}) \in \mathbb{R}^5$ is singular with the eigenvalues $0.97549, 0.167368, 0$ and $\tilde{A}_{01} = 0$ is also singular. Hence, Case (2c) of Theorem 4.2 applies. Computing $t'$ and $u'$ using formulas (4.11) and (4.12) (the vector $v$ is equal to $(0, \ldots, 0)^T$), we get $t' = u' = \frac{1}{7}$ and thus $A_\gamma$ as in (4.13) has $\gamma = (\frac{3}{7}, \frac{3}{7}, \frac{3}{7}, \frac{17}{7}, \frac{33}{7}, \frac{65}{7}) \in \mathbb{R}^7$. The matrix $A_\gamma(3)$ is invertible with eigenvalues $3.35337, 0.200729, 0.017325$. It has a column relation $X^3 = 3X^2 - 2X$ which is satisfied by $x_1 = 0, x_2 = 1, x_3 = 2$. By Theorem 2.8, $\gamma$ has the unique $\mathbb{R}$-representing measure $\mu_1 = \frac{1}{7}\delta_0 + \frac{1}{7}\delta_1 + \frac{1}{7}\delta_2$, where we obtained the densities by $(\frac{1}{7}, \frac{1}{7})^T = V_{(0,1,2)}^{-1}(\frac{3}{7}, \frac{3}{7})$. It remains to compute the measure for $F(H(t', u'))$, which has the column relation $Y^2 = 1$. After using an affine linear transformation $\phi(x, y) = (x, \frac{1}{2}(y + 1))$, the matrix $\phi(F(H(t', u'))) has the column relation $Y^2 = Y$. Using the proof of Theorem 3.1 to construct the measure for $\phi(F(H(t', u')))$, the matrices $F$ and $E$ are both equal to $A_{\tilde{\beta}(2)} \in S_4$, where $\tilde{\beta}^{(2)} = (\frac{2}{7}, \frac{1}{7}, \frac{1}{7}, \frac{1}{7}, \frac{1}{7}) \in \mathbb{R}^7$. $A_{\tilde{\beta}(2)}$ is a psd Hankel matrix satisfying the column relation $X^2 - X = 0$ and hence by Theorem 2.8, $\tilde{\beta}^{(2)}$ has the unique $\mathbb{R}$-representing measure $\frac{1}{7}\delta_0 + \frac{1}{7}\delta_1$, where we obtained the densities by $(\frac{1}{7}, \frac{1}{7})^T = V_{(0,1)}^{-1}(\frac{3}{7}, \frac{3}{7})$. Hence, $M_3$ admits a $(\text{rank } M_3)$-atomic measure on the variety $y^3 = y$ with the atoms $(0, 0), (1, 0), (2, 0), (0, -1), (1, -1), (0, 1), (1, 1)$, all with densities $\frac{1}{7}$.

**Example 4.12.** Let $\beta = (1, \frac{1}{7}, 1, 0, \frac{1}{7}, \frac{1}{14}, (-1 - 2\sqrt{23}), 0, 0, \frac{1}{7}, 2, 0, \frac{2}{7}, 0, \frac{3}{7}, \frac{1}{10}, (4 - 9\sqrt{23}), 0, \frac{2}{7}, 0, \frac{2}{7}, 5, 0, \frac{2}{7}, 0, \frac{2}{7}, 0, \frac{2}{7})$ be a bivariate sequence of degree 6. We will demonstrate below how Case (2c) from the proof of Theorem 4.2 can be applied to prove that $\beta$ does not have a representing
measure supported on $\mathbb{R}^2$. The moment matrix $PM_3P^T$ is equal to:

$$PM_3P^T = \begin{pmatrix}
1 & X & X^2 & X^3 & Y & YX & YX^2 & Y^2 & Y^2X & Y^3 \\
1 & 0 & 0 & \beta_{3,0} & 1 & \frac{1}{7} & 0 & 0 & \frac{3}{7} & \frac{2}{7} & \frac{1}{7} \\
X & 0 & 1 & \beta_{3,0} & 2 & 0 & 0 & 0 & \frac{2}{7} & \frac{2}{7} & 0 \\
X^2 & 1 & \beta_{3,0} & 2 & \beta_{5,0} & 0 & 0 & 0 & \frac{2}{7} & \frac{2}{7} & 0 \\
X^3 & \beta_{3,0} & 2 & \beta_{5,0} & 5 & 0 & 0 & 0 & \frac{2}{7} & \frac{2}{7} & 0 \\
Y & \frac{1}{7} & 0 & 0 & 0 & \frac{3}{7} & \frac{2}{7} & \frac{1}{7} & 0 & \frac{3}{7} \\
YX & 0 & 0 & 0 & 0 & \frac{2}{7} & \frac{2}{7} & 0 & 0 & \frac{2}{7} \\
YX^2 & 0 & 0 & 0 & 0 & \frac{2}{7} & \frac{2}{7} & 0 & 0 & \frac{2}{7} \\
Y^2 & \frac{3}{7} & \frac{2}{7} & \frac{2}{7} & \frac{1}{7} & 0 & 0 & \frac{3}{7} & \frac{2}{7} & \frac{1}{7} \\
Y^2X & \frac{2}{7} & \frac{2}{7} & \frac{2}{7} & \frac{1}{7} & 0 & 0 & \frac{2}{7} & \frac{2}{7} & 0 \\
Y^3 & \frac{1}{7} & 0 & 0 & 0 & \frac{3}{7} & \frac{2}{7} & \frac{1}{7} & 0 & \frac{3}{7} 
\end{pmatrix}.$$  

where $\beta_{3,0} = \frac{1}{14}(-1 - 2\sqrt{23})$ and $\beta_{5,0} = \frac{1}{16}(4 - 9\sqrt{23})$. $PM_3P^T$ is psd with the eigenvalues $7.2968, 2.0162, 1.28926, 0.286198, 0.16608, 0.0883151, 0, 0, 0, 0$, and the column relations

$$Y^3 = Y, \quad YX^2 = YX,$$

$$Y^2X = -0.42 \cdot 1 + 0.77 \cdot X + 0.65 \cdot X^2 + 0.42 \cdot Y - 0.42 \cdot YX,$$

$$Y^2 = -0.42 \cdot 1 + 0.77 \cdot X + 0.65 \cdot X^2 + 1.42 \cdot Y - 1.42 \cdot YX.$$

The transformation $\phi$ is the identity, i.e., $\phi(x, y) = (x, y)$. The matrix $N$ is psd with the eigenvalues $2.99455, 1.6278, 0.915861, 0.304399, 0.157391, 0, 0, 0, 0$, a matrix $\tilde{B}_{00} - \tilde{A}_{01} = A_{\beta(1)} \in S_3$ where $\tilde{\beta}(1) = (\frac{2}{7}, \frac{2}{7}, \frac{2}{7}, \frac{2}{7}, \frac{2}{7}) \in \mathbb{R}^5$ is psd and singular with the eigenvalues $\frac{2}{7}, 0, 0$ and $\tilde{A}_{01} = A_{\beta(2)} \in S_3$ where $(\frac{2}{7}, 0, 0, 0, 0) \in \mathbb{R}^5$ is also psd and singular. Hence, Case (2c) of Theorem 4.2 applies. Computing $t'$ and $u'$ using formulas (4.11) and (4.12) (the vector $v$ is equal to $(-1, 0)^T$), we get $t' = u' = \frac{4}{7}$ and thus $A$, as in (4.13) has $\gamma = \left(\frac{4}{7}, -\frac{2}{7}, \frac{2}{7}, \beta_{3,0}, \frac{12}{7}, \beta_{5,0}, \frac{33}{7}\right) \in \mathbb{R}^7$, where $\beta_{3,0} = \frac{1}{14}(-1 - 2\sqrt{23}) - \frac{2}{7}$ and $\beta_{5,0} = \frac{1}{16}(4 - 9\sqrt{23}) - \frac{2}{7}$. We have that $\text{rank}(A_3) = 3 > \text{rank}(A_3(3)) = 2$. By Theorem 4.2, $A$ does not have a representing measure supported on $y^3 = y$. Since any representing measure $\mu$ for $\beta$ must satisfy $\text{supp} \mu \subseteq \{(x, y) : y^3 = y\}$, $A$ does not have any representing measure supported on $\mathbb{R}^2$.

5. THE TMP ON THE UNION OF PARALLEL LINES IN THE PURE CASE

Let $k, n \in \mathbb{N}$, $k \geq n \geq 2$ and $\beta := \beta(2k) = (\beta_{i,j})_{i,j \in \mathbb{Z}_{+}, i+j \leq 2k}$ be a real bivariate sequence of degree $2k$ such that $\beta_{0,0} > 0$ and let $M_k = M_k(\beta)$ be its associated moment matrix. To establish the existence of a representing measure for $\beta$ supported on the union of $n$ parallel lines, we can assume, after applying the appropriate affine linear transformation, that the variety is

$$K_{n, n} := \big\{(x, y) \in \mathbb{R}^2 : y \cdot \prod_{i=1}^{n-1}(y - \alpha_i) = 0\big\}.$$
where \( \alpha = (\alpha_1, \ldots, \alpha_{n-1}) \in \mathbb{R}^{n-1} \) and \( \alpha_i \in \mathbb{R} \setminus \{0\} \) are pairwise distinct nonzero real numbers. For \( \ell = 0, \ldots, n-1 \) we denote by

\[
c_\ell = \sum_{1 \leq j_1 < j_2 < \cdots < j_\ell \leq n-1} \alpha_{j_1} \cdots \alpha_{j_\ell}
\]

the sum of all products of \( \ell \) pairwise distinct numbers from the set \( \{\alpha_1, \ldots, \alpha_{n-1}\} \). If a \( K_{n,\alpha} \)-representing measure for \( \beta \) exists, then \( M_k \) must satisfy the column relations

\[
Y^n X^j = c_1 \cdot Y^{n-1} X^j - c_2 \cdot Y^{n-2} X^j + \cdots + (-1)^n c_{n-1} \cdot Y X^j
\]

for \( j = 0, \ldots, k-n \). On the level of moments the relations (5.1) mean that

\[
\beta_{i+j,n+\ell} = c_1 \cdot \beta_{i+j,n-1+\ell} - c_2 \cdot \beta_{i+j,n-2+\ell} + \cdots + (-1)^n c_{n-1} \cdot \beta_{i+j,1+\ell}
\]

for every \( i, j, \ell \in \mathbb{N} \cup \{0\} \) such that \( i+j+n+\ell \leq 2k \). We write

\[
X^{(i)} := (1, X, \ldots, X^{k-i}) \quad \text{and} \quad Y^j X^{(i)} := (Y^j, Y^j X, \ldots, Y^j X^{k-i})
\]

for \( i = 0, \ldots, n-1 \) and \( j \in \mathbb{N} \). In the presence of column relations (5.1), the column space \( \mathcal{C}(M_k) \) is spanned by the columns in the set \( \mathcal{C}^{(n)} := \{X^{(0)}, Y X^{(1)}, \ldots, Y^{n-1} X^{(n-1)}\} \). Let \( P \) be a permutation matrix such that moment matrix \( P M_k P^T \) has rows and columns indexed in the order \( X^{(0)}, Y X^{(1)}, Y^2 X^{(2)}, \ldots, Y^k \). Let

\[
S_{k,n}^{(\beta)} := (P M_k(\beta) P^T)|_{\mathcal{C}^{(n)}} = \begin{pmatrix} A_{00} & B \\ BT & C \end{pmatrix} \in \mathbb{R}^{s(k,n) \times s(k,n)},
\]

where \( s(k,n) = \sum_{i=0}^{n-1} (k+1-i) = \frac{1}{2} n (2k + 3 - n) \), be the restriction of the moment matrix \( P M_k P^T \) to the rows and columns in the set \( \mathcal{C}^{(n)} \) and

\[
A_{00} = (P M_k P^T)|_{\{X^{(0)}\}}, \quad B = (P M_k P^T)|_{\{X^{(0)}\} \setminus \{X^{(0)}\}}, \quad C = (P M_k P^T)|_{\mathcal{C}^{(n)} \setminus \{X^{(0)}\}}.
\]

If a \( K_{n,\alpha} \)-representing measure for \( \beta \) exists, then it generates some extension of \( \beta \) with moments of higher degrees. In particular, \( S_{k,n}^{(\beta)} \) can be extended to the moment matrix by adding the rows and columns indexed by

\[
X^i Y^j, \quad \text{where} \quad 2 \leq j \leq n-1 \quad \text{and} \quad k+1-j \leq i \leq k-1.
\]

The moments corresponding to monomials

\[
x^i y^j, \quad \text{where} \quad 2 \leq j \leq n-1 \quad \text{and} \quad 2k+1-j \leq i \leq 2k-1,
\]

are parameters which we denote by \( t_{i,j} \), while other moments in the extension can be expressed from the original moments and parameters \( t_{i,j} \) using the relations (5.2) which are satisfied in the extension. We write

\[
t_{(k,n)} := (t_{2k-1,2}, t_{2k-2,3}, t_{2k-1,3}, \ldots, t_{2k+2-n,n-1}, \ldots, t_{2k-1,n-1}).
\]

Hence, the moment matrix extending \( S_{k,n}^{(\beta)} \) by the rows and columns indexed by monomials in (5.5) in the order

\[
\begin{pmatrix}
X^{(0)}, Y X^{(1)}, Y^2 X^{(2)}, \ldots, Y^k, Y^2 X^{k-1}, Y^3 X^{k-2}, Y^3 X^{k-1}, \ldots, Y^{n-1} X^2, Y^{n-1} X^{k-1}
\end{pmatrix}
\]

old rows/columns rows/columns added
is a linear matrix function in the parameters \( t_{i,j} \), which we denote by

\[
S_{k,n}^{(\beta)}(\mathbf{t}(k,n)) = \begin{pmatrix}
S_{k,n}^{(\beta)} & B(\mathbf{t}(k,n)) \\
(B(\mathbf{t}(k,n)))^T & C(\mathbf{t}(k,n))
\end{pmatrix}
\]

(5.7)

\[
= \begin{pmatrix}
A_{00} & B & B_1(\mathbf{t}(k,n)) \\
B^T & C & B_2(\mathbf{t}(k,n)) \\
(B_1(\mathbf{t}(k,n)))^T & (B_2(\mathbf{t}(k,n)))^T & C(\mathbf{t}(k,n))
\end{pmatrix} \in \mathbb{R}^{t(k,n)\times t(k,n)},
\]

where \( t(k,n) = s(k,n) + \binom{n-1}{2} \).

The following theorem gives a sufficient condition for the existence of a \( K_{n,\underline{c}} \)-representing measure for \( \beta \) in terms of the feasibility of the linear matrix inequality \( S_{k,n}^{(\beta)}(\mathbf{t}(k,n)) \succeq 0 \).

**Theorem 5.1.** Let \( k, n \in \mathbb{N} \), \( k \geq n \geq 2 \) and \( K_{n,\underline{c}} := \{(x, y) \in \mathbb{R}^2 : y \cdot \prod_{i=1}^{n-1}(y - \alpha_i) = 0\} \) be a union of \( n \) parallel lines, where \( \underline{c} = (\alpha_1, \ldots, \alpha_{n-1}) \in \mathbb{R}^{n-1} \) and \( \alpha_i \in \mathbb{R} \setminus \{0\} \) are pairwise distinct nonzero real numbers. Let \( \beta := \beta^{(2k)} = (\beta_{i,j})_{i,j \in \mathbb{Z}, i+j \leq 2k} \) be a real bivariate sequence of degree \( 2k \) such that \( M_k \) is positive semidefinite and satisfies the column relations (5.1) for \( j = 0, \ldots, k-n \). Assume also the notation above. If there exists \( \mathbf{t}(k,n) \in \mathbb{R}^{n+1} \) such that \( S_{k,n}^{(\beta)}(\mathbf{t}(k,n)) \succeq 0 \), then \( \beta \) has a \( K_{n,\underline{c}} \)-representing measure.

**Remark 5.2.**

(1) Mimicking the idea with which we solved the TMP–npl for \( n = 2 \) and \( n = 3 \), also in the general case \( n \in \mathbb{N} \) we will apply the ALT such that one of the lines becomes \( y = 0 \) and then study the existence of the decompositions \( \beta = \beta + \hat{\beta} \) such that \( \hat{\beta}, \hat{\beta} \) have representing measures supported on \( y = 0 \) and on the other \( n-1 \) parallel lines, respectively. In the TMP–2pl only the moment \( \beta_{2k,0} \) was a parameter, while in the TMP–3pl only the moments \( \beta_{2k-1,0} \) and \( \beta_{2k,0} \) were parameters. Both cases were small enough so that we could characterize precisely when the representing measure for \( \beta \) exists. In the general case, the moments \( \beta_{2k-1,n+1,0}, \ldots, \beta_{2k,0} \) are parameters and we are not able to handle all cases to characterize precisely when the representing measure for \( \beta \) exists. However, at least in the special pure case, which could be also called purely pure, because not only the parallel lines determine the only column relations of \( M_k \) but also \( M_k \) can be extended to the matrix of highest possible rank when we add the rows and columns indexed by monomials in (5.1), we can prove that the representing measure exists.

(2) The proof of Theorem 5.1 will be by induction on the number \( n \) of parallel lines. But first we will establish some lemmas which will be used in the proof. One of them is the analog of Lemma 4.5 for general \( n \in \mathbb{N} \). This lemma can be possibly used in future to handle also not purely pure cases of \( \beta \). However, a very demanding analysis will be needed to control the \( (n-1) \)-dimensional parameter space \( \beta_{2k-n+1,0}, \ldots, \beta_{2k,0} \) described in (1) above.

We define a matrix function

\[
F_{k,n}^{(\beta)} : \mathbb{R}^{(k+1)\times(k+1)} \to \mathbb{R}^{s(k,n)\times s(k,n)}, \quad F_{k,n}^{(\beta)}(Z) = \begin{pmatrix} Z & B \\ B^T & C \end{pmatrix},
\]

where \( B \) and \( C \) are defined by (5.4). It holds that

\[
S_{k,n}^{(\beta)} = F_{k,n}^{(\beta)}(Z) + ((A_{00} - Z) \oplus \mathbf{0}_{s(k,n) - k-1}),
\]

where \( \mathbf{0}_{s(k,n) - k-1} \) stands for a \( (s(k,n) - k - 1) \times (s(k,n) - k - 1) \) zero matrix. If \( \beta \) admits a \( K_{n,\underline{c}} \)-representing measure \( \mu \), then it is supported on the union of parallel lines \( y = 0, y = \alpha_1, \ldots, \).
y = α_{n-1}. Since the moment matrix generated by the measure supported on y = 0 can be nonzero only when restricted to the columns and rows indexed by X(0), it follows that the restriction of the moment matrix generated by \( \mu_{\{y=\alpha_i\}} \) (resp. \( \mu_{\{y=0\}} \)) to the columns and rows from \( C^n \) is of the form \( F_{k,n}^{(2)}(B_{00}) \) (resp. \( (A_{00} - B_{00}) \oplus O_{s(k,n) - k-1} \)), where \( B_{00} \in S_{k+1} \) is a Hankel matrix. This discussion establishes the implication \( \Rightarrow \) of the following lemma.

**Lemma 5.3.** \( \beta \) has a \( K_{n,\underline{\alpha}} \)–representing measure if and only if there exist a Hankel matrix \( B_{00} \in S_{k+1} \), such that:

1. The sequence with the moment matrix \( F_{k,n}^{(2)}(B_{00}) \) has a \( K_{n,\underline{\alpha}} \)–representing measure, where
   \[
   \widehat{K}_{n,\underline{\alpha}} := \left\{ (x, y) \in \mathbb{R}^2 : \prod_{i=1}^{n-1} (y - \alpha_i) = 0 \right\}.
   \]

2. The sequence with the moment matrix \( A_{00} - B_{00} \) has a \( \mathbb{R} \)–representing measure.

**Proof.** The implication \( \Rightarrow \) follows by the discussion in the paragraph before the lemma. It remains to establish the implication \( \Leftarrow \). Let \( P \) be a permutation matrix such that moment matrix \( PM_kP^T \) has rows and columns indexed in the order \( X(0), YX(1), Y^2X(2), \ldots, Y^k \). Let \( M_k^{(1)} \) (resp. \( M_k^{(2)} \)) be the moment matrix generated by the measure \( \mu_1 \) (resp. \( \mu_2 \)) supported on \( \widehat{K}_{n,\underline{\alpha}} \) (resp. \( y = 0 \)) such that \( (PM_kP^T)|_{C(n)} = F_{k,n}^{(2)}(B_{00}) \) (resp. \( (PM_kP^T)|_{C(n)} = (A_{00} - B_{00}) \oplus O_{s(k,n) - k-1} \)).

Since \( \text{supp}(\mu_1) \subset K_{n,\underline{\alpha}}, i = 1, 2 \), the moment matrix \( \widehat{M}_k = M_k^{(1)} + M_k^{(2)} \) corresponding to the measure \( \mu_1 + \mu_2 \) has column relations (5.1). Since \( (PM_kP^T)|_{C(n)} = S_{k,n}^{(\beta)} = (PM_kP^T)|_{C(n)} \) and both \( M_k, \widehat{M}_k \) satisfy the column relations (5.1), it follows that

\[
M_k = \left( \begin{array}{cc} S_{k,n}^{(\beta)} & S_{k,n}^{(\beta)}W \\ WT S_{k,n}^{(\beta)} & WT S_{k,n}^{(\beta)}W \end{array} \right) = \widehat{M}_k
\]

for some matrix \( W \in \mathbb{R}^{s(k,n) \times \frac{(k,n+1)(k,n+2)}{2}} \). This concludes the proof of the implication \( \Leftarrow \). \( \square \)

For \( i = 0, \ldots, 2k - n + 1 \) we define the numbers \( \gamma_i \in \mathbb{R} \) by

\[
\gamma_i = (-1)^n c_{n-1} \left( \beta_{i,n-1} - c_1 \cdot \beta_{i,n-2} + \cdots + (-1)^{n-1} c_{n-2} \cdot \beta_{i,1} \right).
\]

We define the matrix function

\[
H_{k,n}^{(\beta)} : \mathbb{R}^{n-1} \rightarrow S_{k+1}, \quad H_{k,n}^{(\beta)}(u_1, \ldots, u_{n-1}) = A_{(\gamma_0, \ldots, \gamma_{2k-n-1}, u_1, \ldots, u_{n-1})},
\]

where \( A_{(\gamma_0, \ldots, \gamma_{2k-n-1}, u_1, \ldots, u_{n-1})} \) is defined as in (2.7). The following lemma describes the form of the matrix \( B_{00} \) from Lemma 5.3.

**Lemma 5.4.** Assume there is a Hankel matrix \( B_{00} \) such that the sequence with the moment matrix \( F_{k,n}^{(2)}(B_{00}) \) admits a \( K_{n,\underline{\alpha}} \)–representing measure \( \mu_1 \) where \( \widehat{K}_{n,\underline{\alpha}} \) is as in (5.8). Then

\[
B_{00} = H_{k,n}^{(\beta)}(\beta_{2k-n+2,0}(\mu_1), \ldots, \beta_{2k,0}(\mu_1)),
\]

where \( \beta_{2k-i,0}(\mu_1) \) are the moments of the monomials \( x^{2k-i} \) with respect to \( \mu_1 \).

**Proof.** Let \( M_k^{(1)} \) be the moment matrix generated by the measure \( \mu_1 \). Since \( \text{supp}(\mu_1) \subset \widehat{K}_{n,\underline{\alpha}} \), the moments \( \beta_{i,j}(\mu_1) \) in \( M_k^{(1)} \) satisfy the relations

\[
\beta_{i,j+n-1}(\mu_1) = c_1 \cdot \beta_{i,j+n-2}(\mu_1) - c_2 \cdot \beta_{i,j+n-3}(\mu_1) + \cdots + (-1)^n c_{n-1} \cdot \beta_{i,j}(\mu_1),
\]
for \(i, j \in \mathbb{N} \cup \{0\}\) such that \(0 \leq i + j + n - 1 \leq 2k + 2\). Equivalently, (5.11) can be expressed in the form

\[
\tilde{\beta}_{i,j}(\mu_1) = (-1)^n c_{n-1}^{-1} \left( \sum_{k} \tilde{\beta}_{i,j+k-1}(\mu_1) - \sum_{k} \beta_{i,j+k-1}(\mu_1) \right).
\]

Since \(\tilde{\beta}_{i,j} = \beta_{i,j}\) for every \(i, j \in \mathbb{N} \cup \{0\}\) with 
\(j > 0\) and 
\(i + j \leq 2k\), we have that

\[
\tilde{\beta}_{i,0}(\mu_1) = (-1)^n c_{n-1}^{-1} \left( \sum_{k} \beta_{i,n-k-1} - \sum_{k} \beta_{i,n-k} \right).
\]

for every \(i \leq 2k - n + 1\). The equalities (5.12) imply the equality (5.10). \(\square\)

Now we are ready to prove Theorem 5.1.

**Proof of Theorem 5.1.** Let us fix \(k \in \mathbb{N}, k \geq 2\). The proof will be by induction on the number of lines \(n\).

**Base of induction – Theorem 5.1 holds for \(n = 2\):**

Note that \(S_{k,2}^{(\beta)}(\vec{t}_{(k,2)}) = S_{k,2}^{(\beta)}\). So the assumption \(S_{k,2}^{(\beta)}(\vec{t}_{(k,2)}) > 0\) is equivalent to \(S_{k,2}^{(\beta)} > 0\). Hence, in the notation of Section 3, \(M = S_{k,2}^{(\beta)} > 0\) and \(\mathcal{N} = (S_{k,2}^{(\beta)})_{\{X(0), Y X(0)\}} > 0\). Using Corollary 3.2, \(\beta\) has a \(K_{2,\omega}\)-representing measure.

**Induction step – If Theorem 5.1 holds in the case of \(n - 1\) lines where \(2 \leq n - 1 < k\), then it also holds in the case of \(n\) lines:**

We assume that Theorem 5.1 holds in the case of \(n - 1\) lines where \(2 \leq n - 1 < k\). By Lemmas 5.3 and 5.4, proving Theorem 5.1 in the case of \(n\) lines is equivalent to showing that there exist \(u_1, \ldots, u_{n-1} \in \mathbb{R}\) such that the sequence with a matrix \(F_{k,n}^{(\beta)}(H_{k,n}^{(\beta)}(u_1, \ldots, u_{n-1}))\) admits a \(\tilde{K}_{n,\omega}\)-representing measure and the sequence with a matrix \(A_{00} - H_{k,n}^{(\beta)}(u_1, \ldots, u_{n-1})\) admits a \(\mathbb{R}\)-representing measure. By the equivalence between (1a) and (1b) of Theorem 2.2 used for \(\mathcal{M} = S_{k,n}^{(\beta)}(\vec{t}_{(k,n)})\), we have that

\[
S_{k,n}^{(\beta)}(\vec{t}_{(k,n)}) / \begin{pmatrix} C \\ (B_2(\vec{t}_{(k,n)})) T \end{pmatrix} = A_{00} - H > 0,
\]

where

\[
H := \begin{pmatrix} B & B_1(\vec{t}_{(k,n)}) \end{pmatrix} \cdot \begin{pmatrix} C & B_2(\vec{t}_{(k,n)}) \\ (B_2(\vec{t}_{(k,n)})) T & C(\vec{t}_{(k,n)}) \end{pmatrix} \cdot \begin{pmatrix} B^T \\ (B_1(\vec{t}_{(k,n)})) T \end{pmatrix}.
\]

**Claim 1.** \(H = H_{k,n}^{(\beta)}(u_1, \ldots, u_{n-1})\) for some \(u_i \in \mathbb{R}, i = 1, \ldots, n - 1\).

**Proof of Claim 1.** Let \(Q\) be a permutation matrix such that moment matrix \(Q S_{k,n}^{(\beta)}(\vec{t}_{(k,n)}) Q^T\) has rows and columns indexed in the order \(\vec{X}(0), Y \vec{X}(1), Y^2 \vec{X}(1), \ldots, Y^{n-1} \vec{X}(1)\). Then \(Q S_{k,n}^{(\beta)}(\vec{t}_{(k,n)}) Q^T\)
is equal to
\[
\begin{pmatrix}
\tilde{X}^{(0)} & \cdots & \tilde{X}^{(1)} & \cdots & Y^{n-1} \tilde{X}^{(1)}
\end{pmatrix}^T
\begin{pmatrix}
A_{00} & \cdots & A_{0j}(\tilde{r}_{(k,n)}) & \cdots & A_{0,n-1}(\tilde{r}_{(k,n)}) \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
A_{i0}(\tilde{r}_{(k,n)}) & \cdots & A_{ij}(\tilde{r}_{(k,n)}) & \cdots & A_{i,n-1}(\tilde{r}_{(k,n)}) \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
A_{n-1,0}(\tilde{r}_{(k,n)}) & \cdots & A_{n-1,j}(\tilde{r}_{(k,n)}) & \cdots & A_{n-1,n-1}(\tilde{r}_{(k,n)})
\end{pmatrix},
\]
where \(A_{ij}(\tilde{r}_{(k,n)})\) are Hankel matrices. By construction of \(H\) we have that
\[
(5.14) \quad H\big|_{\{\tilde{X}^{(0)}, \{\tilde{X}^{(1)}\}\}} = (-1)^n \frac{c_{n-1}}{c_{n-1}} (A_{0,n-1}(\tilde{r}_{(k,n)}) - c_1A_{0,n-2}(\tilde{r}_{(k,n)}) + \ldots + (-1)^{n-1}c_{n-2}A_{01}(\tilde{r}_{(k,n)})).
\]
Hence, \(H\big|_{\{\tilde{X}^{(0)}, \{\tilde{X}^{(1)}\}\}}\) is a Hankel matrix. Since \(H\) is also a symmetric matrix, it follows that \(H\) is Hankel and thus equal to \(A_{\gamma^{(i)}}\in S_{k+1}\) for some \(\gamma^{(1)} = (\gamma_0^{(1)}, \ldots, \gamma_1^{(1)}) \in \mathbb{R}^{2k+1}\). It remains to prove that \(\gamma_i^{(1)} = \gamma_i\) for \(i = 0, \ldots, 2k + 1 - n\), where \(\gamma_i\) are defined by (5.9). By (5.14) we have that for \(i < k\):
\[
\gamma_i^{(1)} = (-1)^n \frac{c_{n-1}}{c_{n-1}} \left( (A_{0,n-1}(\tilde{r}_{(k,n)}))_{0,i} - c_1(A_{0,n-2}(\tilde{r}_{(k,n)}))_{0,i} + \ldots + (-1)^{n-1} c_{n-2}(A_{01}(\tilde{r}_{(k,n)}))_{0,i} \right)
= (-1)^n \frac{c_{n-1}}{c_{n-1}} \left( \beta_{i,n-1} - c_1\beta_{i,n-2} + \ldots + (-1)^{n-1} c_{n-2}\beta_{i,1} \right) = \gamma_i,
\]
while for \(k \leq i \leq 2k + 1 - n\):
\[
\gamma_i^{(1)} = (-1)^n \frac{c_{n-1}}{c_{n-1}} \left( (A_{0,n-1}(\tilde{r}_{(k,n)}))_{i-k+1,k-1} - c_1(A_{0,n-2}(\tilde{r}_{(k,n)}))_{i-k+1,k-1} + \ldots + (-1)^{n-1} c_{n-2}(A_{01}(\tilde{r}_{(k,n)}))_{i-k+1,k-1} \right)
= (-1)^n \frac{c_{n-1}}{c_{n-1}} \left( \beta_{i,n-1} - c_1\beta_{i,n-2} + \ldots + (-1)^{n-1} c_{n-2}\beta_{i,1} \right) = \gamma_i.
\]
This proves the claim. \(\blacksquare\)

Using (5.13) and Claim 1, we have that \(T := A_{00} - H_{k,n}^{(\beta)}(u_1, \ldots, u_{n-1} + \delta) > 0\) for \(0 < \delta\) small enough. Since \(T\) is Hankel, it is equal to \(A_{\gamma^{(2)}}\) for some \(\gamma^{(2)} \in \mathbb{R}^{2k+1}\). By Theorem 2.8 used for \(\gamma^{(2)}\), a \((\text{rank } T)\)–atomic \(\mathbb{R}\)–representing measure for \(\gamma^{(2)}\) exists. To conclude the induction step, it remains to prove that the sequence with the moment matrix
\[
F_{k,n}^{(\beta)}(H_{k,n}^{(\beta)}(u_1, \ldots, u_{n-1} + \delta)) = \begin{pmatrix}
H_{k,n}^{(\beta)}(u_1, \ldots, u_{n-1} + \delta) & B \\
B^T & C
\end{pmatrix}
\]
admits a \(\tilde{F}_{k,n}^{(\beta)}\)–representing measure. Let \(P\) be the permutation matrix defined before Theorem 5.1. Note that \(F_{k,n}^{(\beta)}(H_{k,n}^{(\beta)}(u_1, \ldots, u_{n-1} + \delta))\) is equal to \((PM_k(\tilde{\beta}))^TP)\big|_{C^{(n)}}\) where \(\tilde{\beta}\) is a bivariate sequence of degree \(2k\) that differs from \(\beta\) only in the numbers \(\tilde{\beta}_{i,0}\) where \(0 \leq i \leq 2k\). Moreover, since \(M_k(\beta)\) satisfies the column relations (5.1) for \(j = 0, \ldots, k - n\) where the numbers \(\beta_{i,0},\)
0 \leq i \leq 2k, do not occur, it follows that $M_k(\tilde{\beta})$ also satisfies these column relations. For $\tilde{\beta}$ to have a $K_{n,\underline{\alpha}}$-representing measure we also have to prove that $M_k(\tilde{\beta})$ satisfies the column relations

\begin{equation}
Y^{n-1}X^j = c_1 \cdot Y^{n-2}X^j - c_2 \cdot Y^{n-3}X^j + \cdots + (-1)^nc_{n-1} \cdot X^j
\end{equation}

for $j = 0, \ldots, k - 1$.

**Claim 2.** $M_k(\tilde{\beta})$ satisfies the column relations (5.15) for $j = 0, \ldots, k - 1$ and

\begin{equation}
\text{rank } M_k(\tilde{\beta}) = (n - 1)k + 1.
\end{equation}

**Proof of Claim 2.** Let

\[
\mathcal{M}^{(1)} = \begin{pmatrix}
H & B & B_1(\tilde{t}(k,n)) \\
B^T & C & B_2(\tilde{t}(k,n)) \\
(B_1(\tilde{t}(k,n)))^T & (B_2(\tilde{t}(k,n)))^T & C(\tilde{t}(k,n))
\end{pmatrix}.
\]

By the equivalence between (1a) and (1b) of Theorem 2.2 used for $\mathcal{M} = \mathcal{M}^{(1)}$, we have that $\mathcal{M}^{(1)} \succeq 0$. Further on,

\begin{equation}
\text{rank } \mathcal{M}^{(1)} = \text{rank } \hat{C}(\tilde{t}(k,n)) = (n - 1)k,
\end{equation}

where we used (2.4) of Proposition 2.3 for $\mathcal{M} = \mathcal{M}^{(1)}$ in the first equality and invertibility of $S_{k,n}(\tilde{t}(k,n))$ in the second equality. Since $(PM_k(\tilde{\beta})P^T)|_{c^a} \succeq \mathcal{M}^{(1)}$ and $(PM_k(\tilde{\beta})P^T)|_{c^a}$ differs from $\mathcal{M}^{(1)}$ only in the entry of the row and column $X^k$, we conclude that:

- The equality (5.16) follows from (5.17) also using the fact that the column $X^k$ is linearly dependent from the other columns in $\mathcal{M}^{(1)}$, while in $M_k(\tilde{\beta})$ this is not true.
- To show that $M_k(\tilde{\beta})$ satisfies the column relations (5.15) for $j = 0, \ldots, k - 1$, it suffices to prove that $\mathcal{M}^{(1)}$ satisfies the column relations (5.15) for $j = 0, \ldots, k - 1$.

Since $\text{rank } \mathcal{M}^{(1)} = \text{rank } \hat{C}(\tilde{t}(k,n))$, there is a matrix $W \in \mathbb{R}^{(n-1)k \times (k + 1)}$ such that

\[
\mathcal{M}^{(1)} = \begin{pmatrix}
W^T \hat{C}(\tilde{t}(k,n))W & W^T \hat{C}(\tilde{t}(k,n)) \\
\hat{C}(\tilde{t}(k,n))W & \hat{C}(\tilde{t}(k,n))
\end{pmatrix}.
\]

Moreover, if $W'$ is any matrix satisfying $\hat{C}(\tilde{t}(k,n))W' = (\hat{B}(\tilde{t}(k,n)))^T$, then

\begin{equation}
(W')^T \hat{C}(\tilde{t}(k,n))W' = (W')^T \hat{C}(\tilde{t}(k,n))W = W^T \hat{C}(\tilde{t}(k,n))W,
\end{equation}

where we used $\hat{C}(\tilde{t}(k,n))W' = \hat{C}(\tilde{t}(k,n))W$ in the first equality and $(W')^T \hat{C}(\tilde{t}(k,n)) = W^T \hat{C}(\tilde{t}(k,n))$ in the second. Relations (5.2) and the definition of the extension of $\beta$ imply that the restriction

\[
(\mathcal{M}^{(1)})|_{\cup_{i=1}^{n-1} \{Y^i X(1^i)\}, \cup_{i=0}^{n-1} \{Y^i X(1^i)\}} = (\hat{B}(\tilde{t}(k,n)))^T \hat{C}(\tilde{t}(k,n))
\]

satisfies the relations (5.15) for $j = 0, \ldots, k - 1$. Using also (5.18), it follows that $\mathcal{M}^{(1)}$ satisfies the relations (5.15) for $j = 0, \ldots, k - 1$. ■

Let $\phi(x, y) = (x, y - \alpha_1)$. By Proposition 2.1, $\tilde{\beta}$ admits a $K_{n,\underline{\alpha}}$-representing measure iff $\phi(\tilde{\beta})$ admits a $\phi(K_{n,\underline{\alpha}})$-representing measure, where

\[
\phi(K_{n,\underline{\alpha}}) = \{ (x, y) \in \mathbb{R}^2 : y \cdot \prod_{i=2}^{n-1} (y - (\alpha_i - \alpha_1)) = 0 \}.
\]
We see that $\phi(\vec{K}_{n,\vec{a}}) = K_{n-1,\vec{a}}$ where $\vec{a} = (\vec{a}_2, \ldots, \vec{a}_{n-1}) \in \mathbb{R}^{n-2}$. By Claim 2, $C(M_k(\phi(\vec{b})))$ is spanned by the columns from the set $\{\vec{X}^{(0)}, Y \vec{X}^{(1)}, \ldots, Y^{n-2} \vec{X}^{(1)}\}$ and these columns are linearly independent. Note that $S^{(\phi(\vec{b})))}_{k,n-1}(P_{k,n-1} = (PM_k(\phi(\vec{b}))P^T)|_{\vec{X}^{(0)}, Y \vec{X}^{(1)}, \ldots, Y^{n-2} \vec{X}^{(1)}}) \succ 0$, where $\vec{t}_{k,n} = (\vec{t}_{k,n-1}, t_{2k+2-n,n-1}, \ldots, t_{2k-1,n-1})$. By the induction hypothesis used for $\phi(\vec{b})$ and the set $K_{n-1,\vec{a}}$, $\phi(\vec{b})$ admits a representing measure on $K_{n-1,\vec{a}}$, which concludes the proof of the induction step.

This concludes the proof of the theorem. \qed

Note that in the case of two lines we have that $S^{(\beta)}_{k,2}(\vec{t}_{(k,2)}) = S^{(\beta)}_{k,2}$ and hence Theorem 5.1 is precisely the pure case solved by Corollary 3.2 (which was also used to prove the base of induction in Theorem 5.1). In the case of three lines $S_{k,3}(\vec{t}_{(k,3)})$ is equal to $\phi(M)(\vec{t})$ from the proof of Theorem 4.2. Using Corollary 4.3 under the assumption $S_{k,3} \succ 0$, $\beta$ admits a representing measure iff also $\phi(M)(\vec{t})|_{C(0)\cup\{Y^2X^{k-1}\} \setminus \{X^k\}} \succeq 0$ which is independent of $\vec{t}$. The smallest $n$ where solving the linear matrix inequality $S^{(\beta)}_{(k,n)}(\vec{t}_{(k,n)}) \succ 0$ in Theorem 5.1 is necessarily $n = 4$, which we illustrate in the following example.

Example 5.5. Let $n = 4, k \geq n, \vec{a} = (\alpha_1, \alpha_2, \alpha_3) \in \mathbb{R}^3$ and $\beta$ be a bivariate sequence of degree $2k$. If the measure for $\beta$ supported on $K_{4,\vec{a}} = \{(x, y) \in \mathbb{R}^2 : y(y - \alpha_1)(y - \alpha_2)(y - \alpha_3) = 0\}$ exists, then it generates some extension of $\beta$, where the moments

\[
\begin{align*}
\beta_{2k-3,4} &= (\alpha_1 + \alpha_2 + \alpha_3) \cdot \beta_{2k-3,3} - (\alpha_1 \alpha_2 + \alpha_1 \alpha_3 + \alpha_2 \alpha_3) \cdot \beta_{2k-3,2} + \alpha_1 \alpha_2 \alpha_3 \cdot \beta_{2k-3,1}, \\
\beta_{2k-4,5} &= (\alpha_1 + \alpha_2 + \alpha_3) \cdot \beta_{2k-4,4} - (\alpha_1 \alpha_2 + \alpha_1 \alpha_3 + \alpha_2 \alpha_3) \cdot \beta_{2k-4,3} + \alpha_1 \alpha_2 \alpha_3 \cdot \beta_{2k-4,2}, \\
\beta_{2k-5,6} &= (\alpha_1 + \alpha_2 + \alpha_3) \cdot \beta_{2k-5,5} - (\alpha_1 \alpha_2 + \alpha_1 \alpha_3 + \alpha_2 \alpha_3) \cdot \beta_{2k-5,4} + \alpha_1 \alpha_2 \alpha_3 \cdot \beta_{2k-5,3}, \\
\beta_{2k-4,6} &= (\alpha_1 + \alpha_2 + \alpha_3) \cdot \beta_{2k-4,5} - (\alpha_1 \alpha_2 + \alpha_1 \alpha_3 + \alpha_2 \alpha_3) \cdot \beta_{2k-4,4} + \alpha_1 \alpha_2 \alpha_3 \cdot \beta_{2k-4,3}, \\
\beta_{2k-5,5} &= (\alpha_1 + \alpha_2 + \alpha_3) \cdot \beta_{2k-5,4} - (\alpha_1 \alpha_2 + \alpha_1 \alpha_3 + \alpha_2 \alpha_3) \cdot \beta_{2k-5,3} + \alpha_1 \alpha_2 \alpha_3 \cdot \beta_{2k-5,2}, \\
\beta_{2k-3,6} &= (\alpha_1 + \alpha_2 + \alpha_3) \cdot \beta_{2k-3,5} - (\alpha_1 \alpha_2 + \alpha_1 \alpha_3 + \alpha_2 \alpha_3) \cdot \beta_{2k-3,4} + \alpha_1 \alpha_2 \alpha_3 \cdot \beta_{2k-3,3},
\end{align*}
\]

are already determined by $\beta$, while the moments

\[
\begin{align*}
\beta_{2k-2,4}(\vec{t}_1) &= (\alpha_1 + \alpha_2 + \alpha_3) \cdot \vec{t}_1 - (\alpha_1 \alpha_2 + \alpha_1 \alpha_3 + \alpha_2 \alpha_3) \cdot \beta_{2k-2,2} + \alpha_1 \alpha_2 \alpha_3 \cdot \beta_{2k-2,1}, \\
\beta_{2k-5}(\vec{t}_1) &= (\alpha_1 + \alpha_2 + \alpha_3) \cdot \beta_{2k-4}(\vec{t}_1) - (\alpha_1 \alpha_2 + \alpha_1 \alpha_3 + \alpha_2 \alpha_3) \cdot \vec{t}_1 + \alpha_1 \alpha_2 \alpha_3 \cdot \beta_{2k-2,2}, \\
\beta_{2k-6}(\vec{t}_1) &= (\alpha_1 + \alpha_2 + \alpha_3) \cdot \beta_{2k-5}(\vec{t}_1) - (\alpha_1 \alpha_2 + \alpha_1 \alpha_3 + \alpha_2 \alpha_3) \cdot \beta_{2k-4}(\vec{t}_1) + \alpha_1 \alpha_2 \alpha_3 \cdot \vec{t}_1,
\end{align*}
\]

also depend on $\vec{t}_1$, which is the moment of $x^{2k-2}y^3$. We denote by $\vec{t}_2, \vec{t}_3$ the moments corresponding to $x^{2k-1}y^2$, $x^{2k-1}y^3$, respectively. The moment matrix $S_{k,4}(\vec{t}_1, \vec{t}_2, \vec{t}_3)$ extending $S_{k,4}$ with the
additional columns and rows $Y^2 X^{k-1}, Y^3 X^{k-2}, Y^3 X^{k-1}$ is equal to

\[
\begin{pmatrix}
\vec{X}^T & y \vec{X}^{(1)} & y^2 \vec{X}^{(2)} & y^3 \vec{X}^{(3)} & y^3 X^{k-1} & y^3 X^{k-2} & y^3 X^{k-1}
\end{pmatrix}
\]

\[
\begin{pmatrix}
A_{00} & A_{01} & A_{02} & A_{14} & d_1 & d_2 & t_1 & t_2 & t_3
\end{pmatrix}
\]

where

\[
a_1 = (\beta_{k-1.5} \cdots \beta_{2k-4.5})^T, \quad b_1 = (\beta_{k-1.4} \cdots \beta_{2k-3.4})^T,
\]

\[
c_1 = (\beta_{k-1.3} \cdots \beta_{2k-3.3})^T, \quad d_1 = (\beta_{k-1.2} \cdots \beta_{2k-2.2})^T,
\]

\[
a_2 = (\beta_{k-2.6} \cdots \beta_{2k-5.6})^T, \quad b_2 = (\beta_{k-2.5} \cdots \beta_{2k-4.5})^T,
\]

\[
c_2 = (\beta_{k-2.4} \cdots \beta_{2k-3.4})^T, \quad d_2 = (\beta_{k-2.3} \cdots \beta_{2k-3.3})^T,
\]

\[
a_3 = (\beta_{k-1.6} \cdots \beta_{2k-4.6})^T, \quad b_3 = (\beta_{k-1.5} \cdots \beta_{2k-3.5})^T,
\]

\[
c_3 = (\beta_{k-1.4} \cdots \beta_{2k-3.4})^T, \quad d_3 = (\beta_{k-1.3} \cdots \beta_{2k-3.3})^T
\]

are vectors. By Theorem 5.1, a $K_{D_4}$-representing measure for $\beta$ exists if there are $t_1, t_2, t_3 \in \mathbb{R}$ such that the matrix $S_{k,4}(t_1, t_2, t_3)$ is positive definite.

Under the assumption $S_{k,n} \succ 0$, the sufficient condition $S_{k,n}(\mathbf{t}_{k,n}) \succ 0$ from Theorem 5.1 for the existence of a $K_{D_4}$-representing measure is not always necessary already for $n = 3$ by the following example (for $n = 2$ it is necessary due to a trivial reason $S_{k,2}(\mathbf{t}_{k,2}) = S_{k,2}$). For the Mathematica file with the numerical computations see https://github.com/ZalarA/TMP_parallel_lines

**Example 5.6.** Let $k = n = 3$. The intersection of the varieties

\[0 = (y - 1)(y - 2)(y - 3) \quad \text{and} \quad 0 = y^2 x^2 + x(x + 1)(x + 2),\]

are 9 real points, which can be checked using Mathematica:

\[p_1 = (0, 1), \ p_2 = (0, 2), \ p_3 = (0, 3), \ p_4 \approx (-3.41, 1), \ p_5 \approx (-0.59, 1), \ p_6 \approx (-11.83, 3), \ p_7 \approx (-0.17, 3), \ p_8 \approx (-6.70, 2), \ p_9 \approx (-0.298, 2),\]

We generate the moment matrix $M_3$ with the atoms $p_i, \ i = 1, \ldots, 9$, all with densities $\frac{1}{9}$. 

**Claim 1.** The submatrix $S_{3,3} = (PM_3 P^T)|_{C(2)}$ cannot be extended with the row and column $Y^2 X^2$ to a positive definite matrix.

**Proof of Claim 1.** Since the atoms $p_i, \ i = 1, \ldots, 9$, lie on the union of lines $y = 1, \ y = 2$ and $y = 3$, the moment matrix $M_3$ has a column relation $(Y - 1)(Y - 2)(Y - 3) = 0$. The extension $S_{3,3}(\mathbf{t}_{2,3})$ defined by (5.7) has only one unknown entry $t_{5,2}$ in the column $Y^2 X^2$ and row $X^3$ which we denote by $t$ for short. Note that $S_{3,3}(\mathbf{t}_{2,3}) = S_{3,3}(t)$ has the same form as $(\phi(M))(t)$ for $k = 3$ from the proof of Theorem 4.2. The restricton $(S_{3,3}(t))|_{C(2) \cup \{Y^2 X^2\} \setminus \{X^3\}}$ is independent of $t$ and
since the atoms in the measure lie on the variety \( y^2x^2 + x(x + 1)(x + 2) = 0 \), it has the column relation \( Y^2X^2 + YX(X + 1)(X + 2) = 0 \). By Lemma 2.4 used for the psd extension \( M = S_{3,3}(t) \) of \( S_{3,3}, S_{3,3}(t) \) must also satisfy this column relation. This proves the claim. ■

**Claim 2.** \( S_{3,3} \) is positive definite.

**Proof of Claim 2.** The matrix \( S_{3,3} \) is equal to \( \sum_{i=1}^{9} \frac{1}{9} v_i v_i^T \), where

\[
v_i = \begin{pmatrix} 1 & x_i & x_i^2 & x_i^3 & y_i & y_ix_i & y_ix_i^2 & y_i^2 & y_i^2x_i \end{pmatrix}^T
\]

and \( p_i = (x_i, y_i) \). The vectors \( v_1, \ldots, v_9 \) are linearly independent, which can be checked using Mathematica by computing the determinant \( \approx 1.83 \cdot 10^8 \) of the \( 9 \times 9 \) matrix with columns \( v_1, \ldots, v_9 \) and hence \( S_{3,3} \) is positive definite. ■
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