Multiple positive solutions for a slightly subcritical Choquard problem on bounded domains
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Abstract
In this paper we study a slightly subcritical Choquard problem on a bounded domain $\Omega$. We prove that the number of positive solutions depends on the topology of the domain. In particular when the exponent of the nonlinearity approaches the critical one, we show the existence of $\text{cat}(\Omega) + 1$ solutions. Here $\text{cat}(\Omega)$ denotes the Lusternik–Schnirelmann category.
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1 Introduction
In the last few years a lot of mathematical efforts have been devoted to the Choquard type equation
\begin{equation}
- \Delta U + V(x)u = (|x|^{-\mu} * |u|^q)|u|^{q-2}u \quad \text{in } \mathbb{R}^N
\end{equation}
where $N \geq 3$, $0 < \mu < N$ and $V(x)$ is the external potential. This equation was introduced by Pekar to study the quantum theory of a polaron at rest. Then Choquard applied it to model an electron trapped in its own hole, in an approximation to the Hartree-Fock theory of one-component plasma [15]. In some cases Eq. (1) is known also as the Schrödinger-Newton equation. There are a lot of studies about the existence, multiplicity and properties of solutions of the nonlinear Choquard equation (1). In particular, if $N = 3$, $q = 2$, $\mu = 1$, and the potential is constant, the existence of ground states of Eq. (1) was established in [15,16] through variational methods, while uniqueness and nondegeneracy were obtained respectively in [14,15,23].
Regularity, positivity, radial symmetry and decay property of the ground states for 
\( \mu \in (0, N) \) and \( 1 + \frac{\mu}{N} < q < \frac{N + \mu}{N - 2} \) were shown in [8,18,20]. In [19], Moroz and Van Schaftingen proved the existence of positive ground states under the assumptions of Berestycki-Lions type, while the existence of sign changing solutions of the nonlinear Choquard equation was considered in [9,12,13]. This equation has many similarities with its local elliptic equation

\[-\Delta U + V(x)u = |u|^{p-2}u.\]

In particular the condition \( q > 1 + \frac{\mu}{N} \) replaces the super linearity condition \( p > 2 \), while \( q = \frac{N + \mu}{N - 2} \) is the Choquard counterpart of the well known critical exponent \( p = \frac{2N}{N-2} \). The conditions on the exponent \( q \) are sharp, in the sense that if \( q \leq 1 + \frac{\mu}{N} \) or \( q \geq \frac{N + \mu}{N - 2} \) the problem does not admit regular nontrivial variational solutions. Moreover, if \( V \equiv 0 \) the critical case \( q = \frac{N + \mu}{N - 2} \) admits a family of solutions in the homogeneous Sobolev space \( D^{1,2} \), which are the well known Talenti–Aubin functions (see Sect. 4). We suggest [18] to the reader which is interested on this topic.

Recently, Gao and Yang established in [11] some existence result for the nonlocal counterpart of the well known Brezis–Nirenberg problem, that is

\[-\Delta u - \lambda u = \left( \int_{\Omega} |u|^{2^*_\mu}(x) \frac{1}{|x-y|^{\mu}} \, dy \right) |u|^{2^*_\mu-2}u \quad \text{in } \Omega, \tag{2}\]

where \( \Omega \subset \mathbb{R}^N \) is a bounded domain with Lipschitz boundary, \( \lambda > 0, N \geq 3 \) and \( 2^*_\mu := (2N - \mu)/(N - 2) \) with \( 0 < \mu < N \). In this paper the authors exploit the concentration properties of the Talenti–Aubin functions to prove a mountain pass type result.

At this point it is natural to ask whether it is possible to prove, in analogy with local problems, and using again the concentration phenomenon to balance the nonlocal effect of the nonlinearity, a multiplicity result for slightly subcritical Choquard equations in a bounded domain, that is

\[
\begin{cases}
-\Delta u - \lambda u = \left( \int_{\Omega} |u|^{p_\varepsilon}(x) \frac{1}{|x-y|^{\mu}} \, dy \right) |u|^{p_\varepsilon-2}u & \text{in } \Omega \\
 0 & \text{in } \mathbb{R}^N \setminus \Omega \\
 u > 0 & \text{in } \Omega,
\end{cases} \tag{3}
\]

where \( \varepsilon > 0, \Omega \) is a regular bounded domain of \( \mathbb{R}^N, N > 3 \), \( 0 < \mu < N, \lambda \geq 0 \) and \( p_\varepsilon := 2^*_\mu - \varepsilon, \) with \( 2^*_\mu \) that is the critical exponent defined as \( 2^*_\mu := \frac{2N - \mu}{N - 2} \).

We show that the number of positive solutions of nonlinear Choquard equation depends on the topology of the domain when the exponent is very close to the critical one. More precisely we obtain the following result:

**Theorem 1.1** There exists \( \bar{\varepsilon} > 0 \) such that for every \( \varepsilon \in (0, \bar{\varepsilon}) \), Problem (3) has at least \( \text{cat}_{\Omega}(\Omega) \) low energy solutions. Moreover, if \( \Omega \) is not contractible, there exists another solution with higher energy.

Here \( \text{cat}_{\Omega}(\Omega) \) denotes the Lusternik–Schnirelmann category of \( \Omega \).

This type of result was historically introduced by Bahri and Coron for local problems in [4] and recovered by Benci and Cerami [6] and by Benci et al. [7].

A first application of these methods to nonlocal problems was exhibited by Siciliano [21], which investigated the existence of positive solutions to the Schrödinger-Poisson-Slater system.
\[
\begin{cases}
-\Delta u + u + l \Phi u = |u|^{p-2}u & \text{in } \Omega \\
-\Delta \Phi = u^2 & \text{in } \Omega \\
u = \Phi = 0 & \text{on } \partial \Omega,
\end{cases}
\]

where \( \Omega \subset \mathbb{R}^3 \) is a bounded domain, \( l > 0 \) is a fixed parameter and \( p < 2^* \). Siciliano proved that, when the power exponent is near to the critical Sobolev exponent, the number of positive solutions is greater than the Lusternik–Schnirelmann category of \( \Omega \).

In similar spirit, in [1], Alves et al. studied the semiclassical limit for the singularly perturbed Choquard equation

\[
-\varepsilon^2 \Delta u + V(x)u = \varepsilon^{-3} \left( \int_{\mathbb{R}^3} \frac{Q(y)G(u(y))}{|x-y|^\mu} \, dy \right) Q(x)g(u) \quad \text{in } \mathbb{R}^3
\]

with \( 0 < \mu < 3 \), \( \varepsilon > 0 \), \( V \) and \( Q \) that are two continuous real functions on \( \mathbb{R}^3 \) and \( G \) that is the primitive of \( g \) which is of critical growth. They proved, under suitable assumptions on \( g \), the existence of ground states for the critical Choquard equation with constant coefficients, the existence and multiplicity of semi-classical solutions, and they used variational methods to characterize the concentration behavior. Similarly, in [2] the authors prove that the problem

\[
-\Delta u + (\lambda a(x) + 1)u(x) = \left( \frac{1}{|x|^{\mu}} * u^p \right) u^{p-2} \quad \text{in } \mathbb{R}^3
\]

admits, for \( \lambda \) large, multi bump solutions whose peaks are located in the wells of the potential \( a \). Here \( p \in (2, \ p - \mu) \) and \( a(x) \) is a nonnegative continuous function.

To tackle Problem (3) we use variational methods and hence we look for critical points of a suitable functional and we prove a multiplicity result through category methods. If \( \text{cat}_\Omega(\Omega) = 1 \) we get the existence of a solution (which can be obtained in a simpler way by the Mountain Pass Theorem); on the other side, if \( \Omega \) is not contractible, we obtain \( \text{cat}_\Omega(\Omega) \) low energy solutions, and another solution with higher energy. For this reason, hereafter, we assume \( \text{cat}_\Omega(\Omega) > 1 \).

In particular, to prove Theorem 1.1 we construct a map \( \psi_\varepsilon \) from \( \Omega^- \) to a suitable subspace \( \mathcal{N} \subset H^1_0(\Omega) \) and a function \( \beta : \mathcal{N} \rightarrow \Omega^+ \), defined respectively in (69) and in (51), where

\[
\Omega^+_r := \{ x \in \mathbb{R}^N : d(x, \Omega) \leq r \}, \\
\Omega^-_r := \{ x \in \Omega : d(x, \partial \Omega) \geq r \}
\]

and \( r > 0 \) is chosen sufficiently small such that both sets are homotopically equivalent to \( \Omega \). Then a classical result in critical point theory (recalled in Sect. 2) gives us the existence of \( \text{cat}_\Omega(\Omega) \) solutions of (3). Also, we construct a compact and contractible set \( T_\varepsilon \subset H^1_0(\Omega) \) which gives the existence of another solution if \( \Omega \) is not contractible. The variational structure of this problem and the functional setting are introduced in in Sect. 3, while the main theorem is proved in Sect. 5. Also, in Sect. 4 we present two limit cases of the Problem (3) whose study is useful to achieve the proof.

## 2 Notation and preliminaries

Given \( u : \mathbb{R}^N \rightarrow \mathbb{R} \) a measurable function, for \( p \in [1, +\infty) \) we denote with \( |u|_{L^p(\Omega)} \) the standard \( L^p \)-norm of the function \( u \) in \( \Omega \). When the domain is clear we use the notation \( |u|_p \).
As usual $D^{1,2}(\Omega)$ is the completion of $C^0_0(\Omega)$ with respect to the norm $\|u\|^2_{D^{1,2}(\Omega)} := \int_{\Omega} |\nabla u|^2 \, dx$, $H^1_0(\Omega)$ is the Sobolev space with squared norm
\[ \|u\|^2 = |\nabla u|^2 + |u|^2 \]
and $H^{-1}$ is its dual. Since $\lambda \geq 0$,
\[ \|u\|^2 = |\nabla u|^2 + \lambda |u|^2 \]
is an equivalent norm in $H^1_0(\Omega)$.

We use $B_{\rho}(y)$ for the closed ball of center $y$ and radius $\rho > 0$. When $y = 0$ we will simply write $B_{\rho}$.

Hereafter we will use the letter $c$ to denote a positive constant whose value can be different from a line to another.

We remind some preliminary results which will be useful in the sequel (see [3]).

**Definition 2.1** Let $H$ be a Hilbert space and $I \in C^1(H)$. We say that $I$ satisfies the $(PS)$-condition on $H$ if every subsequence $\{u_n\}_{n \in \mathbb{N}}$ such that
\[ \{I(u_n)\} \text{ is bounded and } I'(u_n) \to 0 \text{ in } H^{-1}(\Omega), \]
has a converging subsequence. If a sequence satisfies (5) it is called Palais-Smale sequence (or $(PS)$-sequence).

**Definition 2.2** Let $X$ be a topological space. The category of $A \subseteq X$ with respect to $X$, denoted by $\text{cat}_X(A)$, is the least integer $k$ such that $A \subseteq A_1 \cup \cdots \cup A_k$ with $A_i$ closed and contractible in $X$ for every $i = 1, \ldots, k$.

We set $\text{cat}_X(\emptyset) = 0$, $\text{cat}_X(A) = +\infty$ if there are no integers with the above property and we will write $\text{cat}(X)$ for $\text{cat}_X(X)$.

**Remark 2.3** (see [6]) Let $X$ and $Y$ be topological spaces. If $f : X \to Y$, $g : Y \to X$ are continuous operators such that $g \circ f$ is homotopic to the identity on $X$, then $\text{cat}_X(X) \leq \text{cat}_X(Y)$.

For the proof of the main theorem we will use the following result (see [7]):

**Theorem 2.4** Let $J$ a $C^1$ real functional on a complete $C^{1,1}$ Banach manifold $M$. If $J$ is bounded from below and satisfies the $(PS)$-condition on $M$, then $J$ has at least $\text{cat}(J^d)$ critical points in $J^d$, where $J^d := \{u \in M : J(u) < d\}$. Moreover if $M$ is contractible and $\text{cat}(J^d) > 1$, there is at least one critical point $u \notin J^d$.

Finally we briefly recall the well-known Hardy-Littlewood-Sobolev inequality and some results linked to it (see [11,17]):

**Proposition 2.5** Let $t, r > 1$ and $0 < \mu < N$ with $1/t + \mu/N + 1/r = 2$, $f \in L^t(\mathbb{R}^N)$ and $u \in L^r(\mathbb{R}^N)$. There exists a constant $C(t, N, \mu, r)$, independent of $f$ and $u$, such that
\[ \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{f(x)u(y)}{|x-y|^\mu} \, dx \, dy \leq C(t, N, \mu, r)|f|_t|u|_r. \]
Equality in (6) holds if and only if $t = r = \frac{2N}{2N-\mu}$ and $f = Cu$ and
\[ u = \frac{A}{(\gamma^2 + |x-a|^2)^{\frac{2N-\mu}{2}}} \text{ where } a \in \mathbb{R}^N, A \in \mathbb{R}, \gamma \in \mathbb{R} \setminus 0. \]
So, for all $u \in D^{1,2}(\mathbb{R}^N)$ we have
\[
\left( \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u(x)|^2 + |u(y)|^2}{|x - y|^2} dx \, dy \right)^{\frac{N-2}{2N-2}} \leq C(N, \mu) \left( \int_{\mathbb{R}^N} |u|^{\frac{2^*_\mu}{\mu}} \right)^{\frac{N-2}{2N-2}}
\]
and denoting with $S_{H,L}$ the best constant defined by
\[
S_{H,L} := \inf_{u \in D^{1,2}(\mathbb{R}^N) \setminus \{0\}} \frac{\int_{\mathbb{R}^N} |\nabla u|^2 \, dx}{\left( \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u(x)|^2 + |u(y)|^2}{|x - y|^2} dx \, dy \right)^{\frac{N-2}{2N-2}}}, \tag{8}
\]
we note from Proposition 2.5 that it is achieved if and only if
\[
u(x) = U_{R,a}(x) := C \left( \frac{R}{1 + R^2 |x - a|^2} \right)^{\frac{N-2}{2}}, \tag{9}
\]
where $C := (N(N - 2))^{-\frac{N-2}{2}}$, $a \in \mathbb{R}^N$ and $R \in (0, +\infty)$. In addition
\[
S_{H,L} = \frac{S}{C(N, \mu)^{\frac{N-2}{2N-2}}}
\]
where $S$ is the best Sobolev constant.

Lemma 2.6 [11, Lemma 1.3] Let $N \geq 3$. For every $\Omega \subset \mathbb{R}^N$ open, we have
\[
S_{H,L}^\Omega := \inf_{u \in D^{1,2}_0(\Omega) \setminus \{0\}} \frac{\int_{\Omega} |\nabla u|^2 \, dx}{\left( \int_{\Omega} \int_{\Omega} \frac{|u(x)|^2 + |u(y)|^2}{|x - y|^2} dx \, dy \right)^{\frac{N-2}{2N-2}}} = S_{H,L}. \tag{10}
\]
Moreover $S_{H,L}^\Omega$ is never achieved unless $\Omega = \mathbb{R}^N$.

3 Variational setting

To study Problem (3), we consider the associated functional $I_\epsilon : H_0^1(\Omega) \to \mathbb{R}$ given by
\[
I_\epsilon(u) := \frac{1}{2} \int_{\Omega} |\nabla u|^2 \, dx + \frac{\lambda}{2} \int_{\Omega} u^2 \, dx - \frac{1}{2p_\epsilon} \int_{\Omega} \int_{\Omega} \frac{(u^+(x))^{p_\epsilon} (u^+(y))^{p_\epsilon}}{|x - y|^2} \, dx \, dy, \tag{11}
\]
where $u^+(x) := \max\{u(x), 0\}$ is the positive part of the function $u$.

Proposition 3.1 The critical points of $I_\epsilon$ coincide with the solutions of (3).

Proof It is easy to see that critical points of (3) are solutions of
\[
\begin{cases}
-\Delta u + \lambda u = \left( \int_{\Omega} \frac{(u^+(x))^{p_\epsilon}}{|x - y|^2} \, dx \right) (u^+)^{p_\epsilon - 2} u^+ & \text{in } \Omega, \tag{12} \\
u = 0 & \text{in } \mathbb{R}^N \setminus \Omega.
\end{cases}
\]
We claim that (12) is equivalent to (3). Indeed, if $u \in H_0^1(\Omega)$ is a solution of (3), $u > 0$ in $\Omega$, so $u = u^+$. Therefore $u$ is a solution of (12).
On the other hand, if \( u \) is a critical point for \( I_\varepsilon \),
\[
0 = I'_\varepsilon(u)[u^+] = \int_\Omega |\nabla u^+|^2 \, dx + \lambda \int_\Omega |u^+|^2 \, dx + \int_\Omega \int_\Omega \frac{(u^+(x))^{p_\varepsilon}(u^+(y))^{p_\varepsilon} - u^+(y)u^-(y)}{|x - y|^\mu} \, dx \, dy.
\] (13)

Since
\[
\int_\Omega \int_\Omega \frac{(u^+(x))^{p_\varepsilon}(u^+(y))^{p_\varepsilon} - u^+(y)u^-(y)}{|x - y|^\mu} \, dx \, dy = 0,
\]
we get that \( u^- = 0 \) a.e. from which \( u = u^+ \geq 0 \). Then, the Maximum Principle ensures that \( u > 0 \) in \( \Omega \) and hence \( u \) solves (3).

Note that the functional \( I_\varepsilon \) is unbounded from above and from below. Indeed if we compute \( I_\varepsilon(tu) \) we have \( I_\varepsilon(tu) \to -\infty \) as \( t \to +\infty \) because \( p_\varepsilon > 1 \), and if we evaluate \( I_\varepsilon \) on \( u_n(x) := \sin(n \pi x) \) for \( n \in \mathbb{N} \) and \( x \in \Omega \) we obtain \( I_\varepsilon(u_n) \to +\infty \) as \( n \to +\infty \). Hence we want to restrict our functional \( I_\varepsilon \) to a suitable manifold \( \mathcal{N} \) so that \( I_\varepsilon \) is bounded from below on \( \mathcal{N} \). We define the Nehari manifold associated to functional (11) as
\[
\mathcal{N}_\varepsilon := \{ u \in H_0^1(\Omega) \setminus \{0\} : G_\varepsilon(u) = 0 \},
\]
where
\[
G_\varepsilon(u) := I'_\varepsilon(u)[u] = \int_\Omega (|\nabla u|^2 + \lambda u^2) \, dx - \int_\Omega \int_\Omega \frac{(u^+(x))^{p_\varepsilon}(u^+(y))^{p_\varepsilon} - u^+(y)u^-(y)}{|x - y|^\mu} \, dx \, dy.
\] (14)

It is easy to see that on \( \mathcal{N}_\varepsilon \) the functional (11) becomes
\[
I_{\varepsilon|\mathcal{N}_\varepsilon}(u) = \frac{p_\varepsilon - 1}{2p_\varepsilon} \| u \|^2_{L^2} \geq 0.
\] (15)

We recall some properties of the Nehari manifold.

**Lemma 3.2** We have

i) \( \mathcal{N}_\varepsilon \) is a \( C^1 \) manifold;

ii) there exists \( c > 0 \) such that for every \( u \in \mathcal{N}_\varepsilon \), it results \( c \leq \| u \| \);

iii) for every \( u \neq 0 \) there exists a unique \( t_\varepsilon(u) > 0 \) such that \( t_\varepsilon(u)u \in \mathcal{N}_\varepsilon \);

iv) Set
\[
m_\varepsilon := \inf_{u \in \mathcal{N}_\varepsilon} I_\varepsilon(u).
\]

We have that \( m_\varepsilon > 0 \) and the following equalities are true
\[
m_\varepsilon = \inf_{u \neq 0} \max_{t_\varepsilon > 0} I_\varepsilon(t_\varepsilon u) = \inf_{g \in \Gamma_\varepsilon} \max_{t_\varepsilon \in [0,1]} I_\varepsilon(g(t_\varepsilon)),
\]

where
\[
\Gamma_\varepsilon := \{ g \in C([0, 1], H_0^1(\Omega)) : g(0) = 0, I_\varepsilon(g(1)) \leq 0, g(1) \neq 0 \}.
\]

Moreover \( m_\varepsilon \) is achieved by a function \( u_\varepsilon \in \mathcal{N}_\varepsilon \), i.e.
\[
m_\varepsilon = \min_{u \in \mathcal{N}_\varepsilon} I_\varepsilon(u) = I_\varepsilon(u_\varepsilon).
\]
such that

t of two limit cases of Problem (3), which are here introduced. First, we study the critical

Then, for a complete proof).

Finally we prove (16) and (17) we get

\[ t_{\varepsilon,1}(u) \|u\|^2_t = t_{\varepsilon,2}(u) \|u\|^2_t \]

Combining (18) and (19) we get

\[ t_{\varepsilon,1}(u) = t_{\varepsilon,2}(u). \]

We have also the following result, whose proof is standard and will be omitted (see [3]

Lemma 3.3 The Nehari manifold \( N_\varepsilon \) is a natural constraint for \( I_\varepsilon \).

Then, if \( \{u_n\}_{n \in \mathbb{N}} \subset N_\varepsilon \) is a (PS)-sequence for \( I_\varepsilon|_{N_\varepsilon} \), it is a (PS)-sequence for the free functional \( I_\varepsilon \) on \( H_0^1(\Omega) \).

From now on we will deal with the restricted functional on the Nehari manifold. For the sake of simplicity we will write \( I_\varepsilon \) instead of \( I_\varepsilon|_{N_\varepsilon} \).

4 Two limit problems

The key result of this section is Proposition 4.5 in which we compute \( \lim_{\varepsilon \to 0} m_\varepsilon \) by means of two limit cases of Problem (3), which are here introduced. First, we study the critical problem in \( \mathbb{R}^N \)

\[
\begin{cases}
-\Delta u = \left( \int_{\Omega} \frac{(u^2(x))^{2\mu}}{|x-y|^{\mu}} dx \right) (u^{2\mu+2})^{2\mu-2} u & \text{in } \mathbb{R}^N \\
u > 0 & \text{in } \mathbb{R}^N
\end{cases}
\]
and the corresponding functional $I_* : \mathcal{D}^{1,2}(\mathbb{R}^N) \to \mathbb{R}$ defined as

$$I_*(u) := \frac{1}{2} \int_{\mathbb{R}^N} |\nabla u|^2 \, dx - \frac{1}{2} \frac{2^*_\mu}{2^*_\mu} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(u^+(x))^{2^*_\mu} (u^+(y))^{2^*_\mu}}{|x - y|^\mu} \, dx \, dy. \quad (21)$$

We call $\mathcal{N}_*$ the Nehari manifold associated to $I_*$ given by

$$\mathcal{N}_* := \{ u \in \mathcal{D}^{1,2}(\mathbb{R}^N) : (I_*)'(u)[u] = 0 \} = \left\{ u \in \mathcal{D}^{1,2}(\mathbb{R}^N) : \int_{\mathbb{R}^N} |\nabla u|^2 \, dx = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(u^+(x))^{2^*_\mu} (u^+(y))^{2^*_\mu}}{|x - y|^\mu} \, dx \, dy \right\}. \quad (22)$$

We compute the value of $m_* := \inf_{\mathcal{N}_*} I_*$ in the following lemma:

**Lemma 4.1** It results

$$m_* = \left( \frac{2^*_\mu - 1}{2 \cdot 2^*_\mu} \right)^{\frac{2^*_\mu}{2^*_\mu - 1}} S_{H,L}^{2^*_\mu - 1},$$

where $S_{H,L}$ [defined in (8)] is the best constant. Moreover $m_*$ is achieved by functions $U_{R,a}$ [defined in (9)].

**Proof** First of all we prove that if $A, B > 0$, we have

$$\max_{t > 0} \left\{ \frac{t^2}{2} \frac{A}{2^*_\mu} - \frac{1 - 2^*_\mu}{2 \cdot 2^*_\mu} B \right\} = \left( \frac{2^*_\mu - 1}{2 \cdot 2^*_\mu} \right) \left( \frac{A}{B} \right)^{\frac{1}{2^*_\mu - 1}}. \quad (23)$$

Then,

$$m_* = \inf_{u \neq 0} \max_{t_* > 0} I_*(t_* u) \geq \left( \frac{2^*_\mu - 1}{2 \cdot 2^*_\mu} \right)^{\frac{2^*_\mu}{2^*_\mu - 1}} S_{H,L}. \quad (23)$$

Additionally, since functions $U_{R,a}$ satisfy (20), $U_{R,a} \in \mathcal{N}_*$, and we get

$$m_* \leq I_*(U_{R,a}) = \left( \frac{1}{2} - \frac{1}{2 \cdot 2^*_\mu} \right) \int_{\mathbb{R}^N} |\nabla U_{R,a}|^2 \, dx = \left( \frac{2^*_\mu - 1}{2 \cdot 2^*_\mu} \right)^{\frac{2^*_\mu}{2^*_\mu - 1}} S_{H,L}. \quad (23)$$

The minimizers for $m_*$, i.e. the bubble functions, will be the model functions to construct approximating sequences for $\{m_\varepsilon\}_{\varepsilon > 0}$.

For $R > 1$ and $x_0 \in \Omega_\varepsilon^-$ we define

$$u_{R,x_0}(\cdot) := R^{\frac{N-2}{2}} U_1(R(\cdot - x_0)) \chi_{B_r(x_0)}(\cdot) = U_{R,x_0}(\cdot) \chi_{B_r(x_0)}(\cdot), \quad (24)$$

where $U_1$ is the standard bubble function [defined in (9) with $R = 1$ and $a = 0$] and $\chi_{B_r(x_0)}$ is the cut-off function defined as

$$\chi_{B_r(x_0)}(x) := \begin{cases} 0 & \text{if } |x - x_0| > r \\ 1 & \text{if } |x - x_0| < \frac{r}{2}. \end{cases} \quad (25)$$

Notice that if $x_0 \in \Omega_\varepsilon^-$, then $u_{R,x_0} \in H^1_0(\Omega)$.

It is easy to see that $u_R$ satisfies

$$\int_{\Omega} |\nabla u_{R,x_0}|^2 \, dx = \int_{\mathbb{R}^N} |\nabla U_1|^2 \, dx + o_R(1) \quad (26)$$

\( \text{Springer} \)
Recalling (26), (28) and (27), since the map 

\[ \delta \] 

This completes the proof since

\[
\text{Lemma 4.2} \quad \text{It holds}
\]

\[
\lim_{\varepsilon \to 0} \sup m_\varepsilon \leq m_*. 
\]

\textbf{Proof} Let \( u_{R_0} \) be the function defined in (24). For any \( \varepsilon > 0 \), consider the unique \( t_\varepsilon(u_{R_0}) > 0 \) such that \( t_\varepsilon(u_{R_0})u_{R_0} \in \mathcal{N}_\varepsilon \). Then

\[
\|t_\varepsilon(u_{R_0})u_{R_0}\|_2^2 = t_\varepsilon^{2p_\varepsilon}(u_{R_0}) \int \int \frac{|u_{R_0}(x)|_{L^2(\Omega)}^2 |u_{R_0}(y)|_{L^2(\Omega)}^{2p_\varepsilon}}{|x - y|^\mu} \, dx \, dy, \tag{29}
\]

from which

\[
t_\varepsilon^{2p_\varepsilon - 2}(u_{R_0}) = \frac{\|u_{R_0}\|_2^2}{\int \int \frac{|u_{R_0}(x)|_{L^2(\Omega)}^{p_\varepsilon} |u_{R_0}(y)|_{L^2(\Omega)}^{p_\varepsilon}}{|x - y|^\mu} \, dx \, dy. \tag{30}
\]

Recalling (26), (28) and (27), since the map \( p_\varepsilon \mapsto \int \int \frac{|u_{R_0}(x)|_{L^2(\Omega)}^{p_\varepsilon} |u_{R_0}(y)|_{L^2(\Omega)}^{p_\varepsilon}}{|x - y|^\mu} \, dx \, dy \) is continuous, passing to the limit in (30), we obtain

\[
\lim_{\varepsilon \to 0} t_\varepsilon(u_{R_0}) = \left( \frac{|\nabla U_1|_{L^2(\Omega)}^2 + o_R(1)}{\int \int \frac{|U_1(x)|_{L^2(\Omega)}^{2p_\varepsilon} |U_1(y)|_{L^2(\Omega)}^{2p_\varepsilon}}{|x - y|^\mu} \, dx \, dy + o_R(1)} \right)^{\frac{1}{2p_\varepsilon - 2}} = 1 + o_R(1). \tag{31}
\]

Therefore

\[
I_\varepsilon(t_\varepsilon(u_{R_0})u_{R_0}) = p_\varepsilon - 1 \|t_\varepsilon(u_{R_0})u_{R_0}\|_2^2 = t_\varepsilon^{2p_\varepsilon}(u_{R_0}) \frac{p_\varepsilon - 1}{2} |\nabla U_1|_{L^2(\Omega)}^2 + o_R(1) \tag{32}
\]

and passing to the limit for \( \varepsilon \to 0 \), in light of (31), we have

\[
\lim_{\varepsilon \to 0} I_\varepsilon(t_\varepsilon(u_{R_0})u_{R_0}) = \frac{2^*_\mu}{2} |\nabla U_1|_{L^2(\Omega)}^2 + o_R(1). \tag{33}
\]

For \( \delta > 0 \) small, we choose \( R \) such that \( o_R(1) < \delta \), using (33) and Lemma 4.1 we get

\[
\limsup_{\varepsilon \to 0} m_\varepsilon \leq \lim_{\varepsilon \to 0} I_\varepsilon(t_\varepsilon(u_{R_0})u_{R_0}) < \frac{2^*_\mu - 1}{2} |\nabla U_1|_{L^2(\Omega)}^2 + \delta = m_* + \delta. \tag{34}
\]

This completes the proof since \( \delta \) is arbitrary. \( \square \)
Remark 4.3 Observe that, since \( \{m_\varepsilon\}_{\varepsilon > 0} \) is uniformly bounded in \( \varepsilon \), the groundstates are bounded too. In fact

\[
\|u_\varepsilon\|_\lambda^2 = \frac{2p_\varepsilon}{p_\varepsilon - 1} I_\varepsilon(u_\varepsilon) = \frac{2p_\varepsilon}{p_\varepsilon - 1} m_\varepsilon. \tag{35}
\]

Now we introduce a limit problem which acts as mediator between Problems (3) and (20). It will have a crucial role in the computation of the limit of \( m_\varepsilon \). We consider

\[
\begin{aligned}
-\Delta u + \lambda u &= \left( \int_\Omega \frac{(u(x))^2}{|x-y|^\mu} \, dx \right) \left( u \right)^{2^*_\mu - 2} u & \quad & \text{in } \Omega \\
 u &> 0 & \quad & \text{in } \Omega \\
 u &= 0 & \quad & \text{in } \mathbb{R}^N \setminus \Omega;
\end{aligned} \tag{36}
\]

its solutions are critical points of the functional \( I^\Omega_\ast : H^1_0(\Omega) \to \mathbb{R} \) defined as

\[
I^\Omega_\ast(u) := \frac{1}{2} \int_\Omega |\nabla u|^2 \, dx + \frac{\lambda}{2} \int_\Omega |u|^2 \, dx - \frac{1}{2} \cdot 2^*_\mu \int_\Omega \int_\Omega \frac{(u^+(x))^2}{|x-y|^\mu} \left( u^+(y) \right)^{2^*_\mu} \, dx \, dy \tag{37}
\]

As usual, the Nehari manifold associated to functional (37) is

\[
N^\Omega_\ast := \{ u \in H^1_0(\Omega) \setminus \{0\} : G^\Omega_\ast(u) = 0 \}
\]

where

\[
G^\Omega_\ast(u) := (I^\Omega_\ast(u))'[u] = \|u\|^2_\lambda - \int_\Omega \int_\Omega \frac{(u^+(x))^2}{|x-y|^\mu} \left( u^+(y) \right)^{2^*_\mu} \, dx \, dy.
\]

For \( u \in N^\Omega_\ast \) we have that

\[
I^\Omega_\ast(u) = \left( \frac{1}{2} - \frac{1}{2} \cdot 2^*_\mu \right) \|u\|_\lambda^2 \tag{38}
\]

and \( m^\Omega_\ast := \inf_{N^\Omega_\ast} I^\Omega_\ast \).

Lemma 4.4 Note that \( m^\Omega_\ast = m_\ast \) and \( m^\Omega_\ast \) is not achieved.

Proof Obviously, \( m_\ast \leq m^\Omega_\ast \). Moreover, for all \( x_0 \in \Omega^- \) and \( R > 0 \), we take \( u_{R,x_0} \) defined as in (24) and \( I^\Omega_\ast(u_{R,x_0}) > 0 \) be the unique value such that \( I^\Omega_\ast(u_{R,x_0})u_{R,x_0} \in N^\Omega_\ast \). Proceeding as in Lemma 4.2, we have that for every \( \delta > 0 \) there exists \( R > 0 \) such that

\[
m^\Omega_\ast \leq I^\Omega_\ast(u_{R,x_0}) < m_\ast + \delta.
\]

For the arbitrariness of \( \delta \) we get \( m^\Omega_\ast \leq m_\ast \). Hence \( m_\ast = m^\Omega_\ast \).

We show that \( m^\Omega_\ast \) is never a minimum. Indeed, suppose by contradiction that \( v \in H^1_0(\Omega) \) is such that \( I^\Omega_\ast(v) = m^\Omega_\ast \). Then
We extend \( v \) to zero outside \( \Omega \) and we call this extension \( \bar{v} \). Let \( t_\ast(\bar{v}) > 0 \) the unique value such that \( t_\ast(\bar{v}) \in \mathcal{N}_\ast \). Since \( v \in \mathcal{N}_\ast \), it results

\[
I^\Omega_\ast(\bar{v}) = \left( \frac{1}{2} - \frac{1}{2 \cdot 2^\mu} \right) \int_{\Omega} \int_{\Omega} \frac{(v^+(x))^2 \cdot (v^+(y))^2}{|x - y|} \, dx \, dy = m^\Omega_\ast. \tag{39}
\]

(40)

Hence, computing

\[
I_\ast(t_\ast(\bar{v}) \bar{v}) = \left( \frac{1}{2} - \frac{1}{2 \cdot 2^\mu} \right) t_\ast 2^\mu(\bar{v}) \int_{\Omega} \int_{\Omega} \frac{(\bar{v}^+(x))^2 \cdot (\bar{v}^+(y))^2}{|x - y|} \, dx \, dy
\]

we have a contradiction.

On the other hand, if \( \lambda = 0 \), since \( v \in \mathcal{N}_\ast \) we get that \( t_\ast(\bar{v}) = 1 \), so \( \bar{v} \in \mathcal{N}_\ast \). We recall from Proposition 3.1 that \( v \geq 0 \), hence \( \bar{v} \geq 0 \). Moreover \( I_\ast(\bar{v}) = m^\Omega_\ast = m_\ast = \min_{\mathcal{N}_\ast} I_\ast \). Thus \( \bar{v} \) satisfies Problem (36). By the Maximum Principle it follows that \( \bar{v} > 0 \), but from its construction it is not.

Now we prove the main result of this section:

**Proposition 4.5** It holds

\[
\lim_{\varepsilon \to 0} m_\varepsilon = m_\ast.
\]

**Proof** By Lemma 4.2 it is sufficient to show that

\[
m_\ast \leq \liminf_{\varepsilon \to 0} m_\varepsilon. \tag{43}
\]

Let \( u_\varepsilon \in \mathcal{N}_\varepsilon \) such that \( I_\varepsilon(u_\varepsilon) = m_\varepsilon \). Let \( I^\Omega_\ast(u_\varepsilon) > 0 \) the unique value such that \( I^\Omega_\ast(u_\varepsilon)u_\varepsilon \in \mathcal{N}_\ast \), that is

\[
(t^\Omega_\ast(u_\varepsilon))^2 \|u_\varepsilon\|_\ast^2 = (t^\Omega_\ast(u_\varepsilon))^2 \int_{\Omega} \int_{\Omega} \frac{(u^+_\varepsilon(x))^2 \cdot (u^+_\varepsilon(y))^2}{|x - y|} \, dx \, dy. \tag{44}
\]
Recalling that \( u_\varepsilon \in \mathcal{N}_\varepsilon \), we obtain

\[
(t^\varepsilon_\Omega(u_\varepsilon))^{2-2\mu} \leq \frac{\|u_\varepsilon\|^2}{\mu} = \int_\Omega \left( \int_\Omega \frac{(u^+_\varepsilon(x))^{p_\varepsilon}(u^+_\varepsilon(y))^{p_\varepsilon}}{|x-y|^\mu} \, dx \, dy \right) \leq \int_\Omega \left( \int_\Omega \frac{(u^+_\varepsilon(x))^{2\mu}(u^+_\varepsilon(y))^{2\mu}}{|x-y|^\mu} \, dx \, dy \right) \cdot (C(\Omega))^{\frac{c}{2\mu}}.
\]

(45)

We claim that

\[
\limsup_{\varepsilon \to 0} (t^\varepsilon_\Omega(u_\varepsilon))^{2-2\mu} \leq 1.
\]

(46)

To see this, we write

\[
\int_\Omega \int_\Omega \frac{(u^+_\varepsilon(x))^{p_\varepsilon}(u^+_\varepsilon(y))^{p_\varepsilon}}{|x-y|^\mu} \, dx \, dy = \int_\Omega \int_\Omega \frac{(u^+_\varepsilon(x))^{p_\varepsilon}(u^+_\varepsilon(y))^{p_\varepsilon}}{|x-y|^\mu} \cdot \frac{1}{|x-y|^{(1-p_\varepsilon/2\mu)}} \, dx \, dy
\]

and by Hölder inequality we have

\[
\int_\Omega \int_\Omega \frac{(u^+_\varepsilon(x))^{p_\varepsilon}(u^+_\varepsilon(y))^{p_\varepsilon}}{|x-y|^\mu} \, dx \, dy \leq \left( \int_\Omega \int_\Omega \frac{(u^+_\varepsilon(x))^{2\mu}(u^+_\varepsilon(y))^{2\mu}}{|x-y|^\mu} \, dx \, dy \right)^{\frac{p_\varepsilon}{2\mu}} \cdot \left( \int_\Omega \int_\Omega \frac{1}{|x-y|^{(1-1/2\mu)}} \, dx \, dy \right)^{\frac{2\mu}{2\mu}}.
\]

(47)

By the change of variables \( \xi = x - y, \eta = x + y \), for \( \rho = \rho(\Omega) > 0 \) sufficiently large, we get that

\[
\int_{B_\rho} \int_{B_\rho} \frac{1}{|\xi|^\mu} \, d\xi \, d\eta \leq C(\rho) \int_{B_\rho} \frac{1}{|\xi|^\mu} \, d\xi = C(\rho),
\]

(48)

being \( \mu < N \). Since \( \rho \) depends only on \( \Omega \) we obtain

\[
\int_\Omega \int_\Omega \frac{(u^+_\varepsilon(x))^{p_\varepsilon}(u^+_\varepsilon(y))^{p_\varepsilon}}{|x-y|^\mu} \, dx \, dy \leq \left( \int_\Omega \int_\Omega \frac{(u^+_\varepsilon(x))^{2\mu}(u^+_\varepsilon(y))^{2\mu}}{|x-y|^\mu} \, dx \, dy \right)^{\frac{p_\varepsilon}{2\mu}} \cdot (C(\Omega))^{\frac{c}{2\mu}}.
\]

(49)

Then, putting (49) in (45) we have

\[
(t^\varepsilon_\Omega(u_\varepsilon))^{2-2\mu} \leq \left( \int_\Omega \int_\Omega \frac{(u^+_\varepsilon(x))^{2\mu}(u^+_\varepsilon(y))^{2\mu}}{|x-y|^\mu} \, dx \, dy \right)^{\frac{p_\varepsilon}{2\mu}-1} \cdot (C(\Omega))^{\frac{c}{2\mu}}
\]

\[
= \left( \frac{C(\Omega)}{\int_\Omega \int_\Omega \frac{(u^+_\varepsilon(x))^{2\mu}(u^+_\varepsilon(y))^{2\mu}}{|x-y|^\mu} \, dx \, dy} \right)^{\frac{p_\varepsilon}{2\mu}}.
\]

(50)

Since \( u_\varepsilon \in \mathcal{N}_\varepsilon \) and Proposition 6 holds, \( \int_\Omega \int_\Omega \frac{(u^+_\varepsilon(x))^{2\mu}(u^+_\varepsilon(y))^{2\mu}}{|x-y|^\mu} \, dx \, dy \) is uniformly bounded in \( \varepsilon \), and hence from (50) we deduce (46).
Thus
\[ m_* = m_*^\Omega \leq I_{\ast}^\Omega (t_{\ast}^\Omega (u_\varepsilon)) = (t_{\ast}^\Omega (u_\varepsilon))^{2-2_p} \left( \frac{1}{2} - \frac{1}{2 \cdot 2_p} \right) \int_\Omega \int_\Omega \frac{(u_\varepsilon^n(x))^2_{2p} (u_\varepsilon^n(y))^{2_p}}{|x-y|^a} \, dx \, dy \]
\[ = (t_{\ast}^\Omega (u_\varepsilon))^{2-2_p} \left( \frac{1}{2} - \frac{1}{2 \cdot 2_p} \right) \|u_\varepsilon\|_2^2 = (t_{\ast}^\Omega (u_\varepsilon))^{2-2_p} \frac{1}{2} - \frac{1}{2 \cdot 2_p} \|u_\varepsilon\|_2^2 \]
\[ \leq (1 + o(1)) m_\varepsilon, \]
where \( o(1) \to 0 \) as \( \varepsilon \to 0 \) and \( m_\varepsilon \) is bounded from Lemma 4.2. Therefore (43) is showed.
\[ \square \]

5 The barycenter map

We introduce the barycenter of a function \( u \in H^1(\mathbb{R}^N) \) as
\[ \beta(u) := \frac{\int_{\mathbb{R}^N} x^i |\nabla u|^2 \, dx}{\int_{\mathbb{R}^N} |\nabla u|^2 \, dx}. \] (51)

Now we state a splitting lemma which gives us a complete description of the functional \( I_{\ast}^\Omega \) [defined in (37)]:

**Theorem 5.1** Let \( \Omega \) be a regular and bounded domain of \( \mathbb{R}^N \), \( N > 3 \) and let \( \{v_n\}_{n \in \mathbb{N}} \) a (PS) sequence for \( I_{\ast}^\Omega \) in \( H_0^1(\Omega) \).

Then there exist \( k \in \mathbb{N}_0 \), a sequence \( \{x^j_{n}\}_{n \in \mathbb{N}} \) of points \( x^j_{n} \in \Omega \), a sequence \( \{R^j_{n}\}_{n \in \mathbb{N}} \) of radii \( R^j_{n} \to +\infty \) as \( n \to +\infty \) (1 \( \leq j \leq k \)), a solution \( v \in H_0^1(\Omega) \) of (36) and non-trivial solutions \( v^j \in \mathcal{D}^{1,2}(\mathbb{R}^N) \), 1 \( \leq j \leq k \), to the limit problem (20) such that a subsequence \( \{v_n\}_{n \in \mathbb{N}} \) satisfies
\[ \|v_n - v - \sum_{j=1}^{k} v^j_{R_n,x_n} \|_{\mathcal{D}^{1,2}(\mathbb{R}^N)} \to 0. \] (52)

Here \( v^j_{R_n,x_n} \) denotes the rescaled functions
\[ v^j_{R_n,x_n}(x) := (R^j_{n})^{-\frac{N-2}{2}} v^j(R^j_{n}(x - x^j_{n})) \quad 1 \leq j \leq k. \]

Moreover we have the following splitting
\[ I_{\ast}^\Omega (v_n) \to I_{\ast}^\Omega (v) + \sum_{j=1}^{k} I_\varepsilon (v^j). \] (53)

This theorem is a variant of the classical result in nonlinear problems contained in [22].

For the sake of completeness, we sketch the proof in the “Appendix”.

**Remark 5.2** If we have a (PS)-sequence \( \{v_n\}_{n \in \mathbb{N}} \) for \( I_{\ast}^\Omega \) at level \( m_{\ast}^\Omega \), from Lemma 4.4 we know that \( m_{\ast}^\Omega \) is not achieved, thus from Theorem 5.1 we have that the only contribution in the r.h.s of (53) comes from \( U_{R,a} \), i.e.
\[ v = 0, \quad k = 1 \quad \text{and} \quad v^1 = U_{R,a}. \]
and hence
\[ v_n - U_{R_n, \epsilon_n} \to 0 \text{ in } D^{1,2}(\mathbb{R}^N). \] (54)

By Theorem 5.1 we can prove the following property:

**Proposition 5.3** There exist \( \delta_0 > 0 \) and \( \epsilon_0 = \epsilon(\delta_0) > 0 \) such that for any \( \delta \in (0, \delta_0] \) and for any \( \epsilon \in (0, \epsilon_0] \) it holds
\[ u \in \mathcal{N}_\epsilon \text{ and } I_\epsilon(u) < m_\epsilon + \delta \Rightarrow \beta(u) \in \Omega^+_r. \]

**Proof** By contradiction we suppose that there exist sequences \( \delta_n \to 0, \epsilon_n \to 0 \) and \( u_n \in \mathcal{N}_{\epsilon_n} \) such that
\[ I_{\epsilon_n}(u_n) \leq m_{\epsilon_n} + \delta_n \text{ and } \beta(u_n) \notin \Omega^+_r. \] (55)

From this inequality and Proposition 4.5 we deduce that
\[ I_{\epsilon_n}(u_n) \to m_* \] (56)
and \( \{u_n\}_{n \in \mathbb{N}} \) is bounded in \( H^1_0(\Omega) \). We take \( I_{1,n}^{\Omega}(u_n) > 0 \) the unique value such that \( I_{1,n}^{\Omega}(u_n) = \mathcal{N}_\epsilon^\Omega \). Defined \( p_n := 2^* - \epsilon_n \), we evaluate
\[ I_{\epsilon_n}(u_n) - I_{1,n}^{\Omega}(u_n)u_n) = \left( \frac{1}{2} - \frac{1}{2p_n} \right)\|u_n\|^2_\lambda - \left( \frac{1}{2} - \frac{1}{2 \cdot 2^*} \right)\|t_{1,n}^{\Omega}(u_n))^2\|u_n\|^2_\lambda \]
\[ = \left( \frac{1}{2} - \frac{1}{2p_n} \right)(1 - (t_{1,n}^{\Omega}(u_n))^2)\|u_n\|^2_\lambda - \left( \frac{1}{2p_n} - \frac{1}{2 \cdot 2^*} \right)\|t_{1,n}^{\Omega}(u_n))^2\|u_n\|^2_\lambda. \] (57)

Proceeding as in Proposition 4.5, we have \( t_{1,n}^{\Omega}(u_n) \leq 1 + o(1) \) where \( o(1) \to 0 \) as \( n \to +\infty \), and hence
\[ \left( \frac{1}{2} - \frac{1}{2p_n} \right)(1 - (t_{1,n}^{\Omega}(u_n))^2)\|u_n\|^2_\lambda \geq o(1) \]
and since \( p_n \to 2^* \), we get
\[ \left( \frac{1}{2p_n} - \frac{1}{2 \cdot 2^*} \right)\|t_{1,n}^{\Omega}(u_n))^2\|u_n\|^2_\lambda = o(1). \]
from which
\[ I_{\epsilon_n}(u_n) - I_{1,n}^{\Omega}(t_{1,n}^{\Omega}(u_n)u_n) \geq o(1). \]

Then, thanks to (56), we obtain
\[ m_* = m_\lambda^* \leq \lim_{n \to +\infty} I_{1,n}^{\Omega}(t_{1,n}^{\Omega}(u_n)u_n) \leq \lim_{n \to +\infty} \left( I_{\epsilon_n}(u_n) + o(1) \right) = m_*, \]
that is
\[ I_{1,n}^{\Omega}(t_{1,n}^{\Omega}(u_n)u_n) \to m_* \text{ as } n \to +\infty. \]

Now, Ekeland’s variational principle gives us the existence of \( \{v_n\}_{n \in \mathbb{N}} \subset \mathcal{N}_\Omega^* \) and \( \{\mu_n\}_{n \in \mathbb{N}} \subset \mathbb{R} \) such that
\[ \|t_{1,n}^{\Omega}(u_n)u_n - v_n\| \to 0 \]
\[ I_{1,n}^{\Omega}(v_n) = \left( \frac{1}{2} - \frac{1}{2 \cdot 2^*} \right)\|v_n\|^2_\lambda \to m_* \]
\[(I^\Omega_\omega)'(v_n) - \mu_n(G^\Omega_\omega)'(v_n) \to 0.\] (58)

Applying Lemma 3.3, we obtain that \(\{v_n\}_{n \in \mathbb{N}}\) is a \((PS)\)-sequence also for the free functional \(I^\Omega_\omega\) at level \(m_\omega\), hence Remark 5.2 implies that

\[v_n - UR_{n,x_n} \to 0\quad \text{in}\quad D^{1,2}(\mathbb{R}^N)\]

where \(\{x_n\}_{n \in \mathbb{N}} \subset \Omega\) and \(R_n \to +\infty\). In an equivalent way, we can write

\[v_n = UR_{n,x_n} + w_n,\]

with \(\|w_n\|_{D^{1,2}(\mathbb{R}^N)} \to 0\). From (58), unless to relabel \(w_n\), we have that

\[I^\Omega_{\omega,n}(u_n) = UR_{n,x_n} + w_n.\] (59)

Using this equality, if \(x = (x^1, \ldots, x^N) \in \mathbb{R}^N\), we get that

\[
\beta(I^\Omega_{\omega,n}(u_n)^i \|I^\Omega_{\omega,n}(u_n)u_n\|^2_{D^{1,2}(\mathbb{R}^N)})
= \int_{\mathbb{R}^N} x^i |\nabla UR_{n,x_n}(x)|^2 \, dx + \int_{\mathbb{R}^N} x^i |\nabla w_n(x)|^2 \, dx
+ 2 \int_{\mathbb{R}^N} x^i \nabla UR_{n,x_n}(x) \nabla w_n(x) \, dx =: J_1 + J_2 + 2J_3.
\] (60)

Since \(UR_{n,x_n}(x) = R_n^{N-2} U_1(R_n(x-x_n))\), using the change of variables \(y = R_n(x-x_n)\), we obtain

\[
J_1 := \int_{\mathbb{R}^N} x^i |\nabla UR_{n,x_n}(x)|^2 \, dx = \int_{\mathbb{R}^N} x^i R_n^N |\nabla U_1(R_n(x-x_n))|^2 \, dx
= \frac{1}{R_n} \int_{\mathbb{R}^N} y^i |\nabla U_1(y)|^2 \, dy + x_n^i \int_{\mathbb{R}^N} |\nabla U_1(y)|^2 \, dy
= o_n(1) + x_n^i \int_{\mathbb{R}^N} |\nabla U_1(y)|^2 \, dy \quad \text{since} \quad N > 3,
\] (61)

where \(o_n(1) \to 0\) as \(n \to +\infty\).

Analogously, from (59), we obtain

\[
\|I^\Omega_{\omega,n}(u_n)\|^2_{D^{1,2}(\mathbb{R}^N)} = \|U_1\|^2_{D^{1,2}(\mathbb{R}^N)} + o_R(1).
\] (62)

To evaluate \(J_2\), we recall that \(\{v_n\}_{n \in \mathbb{N}}\) is a subsequence supported in \(\Omega\), so

\[UR_{n,x_n} = -w_n \quad \text{in} \quad \mathbb{R}^N \setminus \Omega\]

and hence, since \(w_n \to 0\) in \(D^{1,2}(\mathbb{R}^N)\),

\[
J_2 := \int_{\mathbb{R}^N} x^i |\nabla w_n(x)|^2 \, dx = \int_{\Omega} x^i |\nabla w_n(x)|^2 \, dx + \int_{\mathbb{R}^N \setminus \Omega} x^i |\nabla w_n(x)|^2 \, dx
= o_n(1) \quad + \frac{1}{R_n} \int_{\mathbb{R}^N \setminus R_n(\Omega-x_n)} \left( \frac{y^i}{R_n} + x_n^i \right) |\nabla U_1(y)|^2 \, dy
= o_n(1) \quad + \frac{1}{R_n} \int_{\mathbb{R}^N \setminus R_n(\Omega-x_n)} y^i |\nabla U_1(y)|^2 \, dy + x_n^i \int_{\mathbb{R}^N \setminus R_n(\Omega-x_n)} |\nabla U_1(y)|^2 \, dy
= o_n(1).
\] (63)
Finally in the same way
\[ J_3 = o_n(1). \]  
(64)

Putting (62), (61) and (64) in (60) we obtain
\[ \beta(u_n) = \beta(i_{\ast,n}(u_n)u_n) = \frac{x_n' \| U_1 \|_{D^{1,2}(\mathbb{R}^N)} + o_n(1)}{\| U_1 \|_{D^{1,2}(\mathbb{R}^N)} + o_n(1)}. \]  
(65)

Since \( \{x_n\}_{n \in \mathbb{N}} \subset \Omega \), from (65), we deduce that \( \beta(u_n) \in \Omega_r^+ \) for \( n \) large, which contradicts (55) and concludes the proof. \( \square \)

At this point we are ready to prove our main theorem:

**Proof of Theorem 1.1** Fix \( \delta_0 > 0 \) and \( \varepsilon_0(\delta_0) > 0 \) as in Proposition 5.3. Then, for all \( \varepsilon < \varepsilon_0(\delta_0) \) it holds
\[ u \in \mathcal{N}_\varepsilon \quad \text{and} \quad I_\varepsilon(u) < m_\varepsilon + \delta_0 \Rightarrow \beta(u) \in \Omega_r^+. \]  
(66)

In correspondence of \( \delta_0 \), by Proposition 4.5, there exists \( \tilde{\delta}(\delta_0) > 0 \) such that
\[ |m_\ast - m_\varepsilon| < \frac{\delta_0}{2} \quad \forall \varepsilon < \tilde{\delta}(\delta_0). \]  
(67)

Moreover, by Lemma 4.2, there exists \( \tilde{\delta}(\delta_0) > 0 \) such that for all \( \varepsilon < \tilde{\delta}(\delta_0) \) there exists \( R = R(\delta_0, \varepsilon) > 1 \) such that
\[ I_\varepsilon(t_\varepsilon(u_{R,x_0})u_{R,x_0}(x)) \leq m_\ast + \frac{\delta_0}{2}, \]  
(68)

where \( u_{R,x_0} \) is introduced in (24) and \( t_\varepsilon(u_{R,x_0}) > 0 \) is the unique value such that \( t_\varepsilon(u_{R,x_0})u_{R,x_0} \in \mathcal{N}_\varepsilon \).

Then, taking \( \varepsilon < \min\{\varepsilon_0(\delta_0), \tilde{\delta}(\delta_0), \tilde{\delta}(\delta_0)\} \) and choosing \( R = R(\delta_0, \varepsilon) > 1 \), we define as
\[ \psi_\varepsilon : \Omega_r^- \rightarrow \mathcal{N}_\varepsilon \]
\[ \psi_\varepsilon(x) := t_\varepsilon(u_{R,x_0})u_{R,x_0}(x). \]  
(69)

From (67)–(69), we get that
\[ \psi_\varepsilon(\Omega_r^-) \subset \mathcal{N}_\varepsilon \cap I_\varepsilon^{m_\ast + \delta_0/2} \subset \mathcal{N}_\varepsilon \cap I_\varepsilon^{m_\ast + \delta_0}, \]  
(70)

where, for \( c \in \mathbb{R} \), \( I_\varepsilon^c := \{u_\varepsilon \in \mathcal{N}_\varepsilon : I_\varepsilon(u) \leq c\} \) denotes the sublevel set.

From (70) and (66), the following maps are well-defined
\[ \Omega_r^- \xrightarrow{\psi_\varepsilon} \mathcal{N}_\varepsilon \cap I_\varepsilon^{m_\ast + \delta_0} \xrightarrow{\beta} \Omega_r^+ \]
and \( \beta \circ \psi_\varepsilon \) is homotopic to the identity on \( \Omega_r^- \). So, thanks to Remark 2.3 we get
\[ \text{cat}_{I_\varepsilon^{m_\ast + \delta_0}}(\psi_\varepsilon(\Omega_r^-)) \geq \text{cat}_{\Omega_r^+}(\Omega_r^-) = \text{cat}_{\Omega_r^+}(\Omega_r^-) \geq 1, \]  
(71)

hence we found a sublevel \( I_\varepsilon \) of \( \mathcal{N}_\varepsilon \) whose category is greater than \( \text{cat}_{\Omega_r}(\Omega_r^-) \). Then, we can apply Theorem 2.4 to obtain the existence of at least \( \text{cat}_{\Omega_r}(\Omega_r^-) \) critical points in \( I_\varepsilon^{m_\ast + \delta_0} \).

It remains to show that there exists another solution of (3) such that \( I_\varepsilon(\bar{u}) > m_\varepsilon + \delta_0 \).

To obtain this, proceeding as in [5, Section 6], we construct a set \( T_\varepsilon \) such that
\[ \psi_\varepsilon(\Omega_r^-) \subset T_\varepsilon \subset \mathcal{N}_\varepsilon \cap I_\varepsilon^{c_\varepsilon} \]
for some \( c_\varepsilon, T_\varepsilon \) is contractible in \( \mathcal{N}_\varepsilon \cap I^c_\varepsilon \) and it contains only positive functions. Then, by Theorem 2.4, we have the claim. We can also show that \( c_\varepsilon \leq c \) for all \( \varepsilon \).

Consider \( v \in H^1_0(\mathbb{R}^N) \) any positive function and for \( \tilde{x} \in \Omega^-_\varepsilon \) we set

\[
\tilde{v}(\cdot) := v(\cdot) \chi_{B_\varepsilon(\tilde{x})}(\cdot),
\]

where \( \chi_{B_\varepsilon(\tilde{x})} \) is defined as in (25).

We denote with

\[
C_\varepsilon := \{ \theta \tilde{v}(x) + (1 - \theta)\Psi(x) : \theta \in [0, 1], \ \Psi \in \psi_\varepsilon(\Omega^-_\varepsilon) \} \subset H^1_0(\Omega).
\]

\( C_\varepsilon \) is compact, contractible in \( H^1_0(\Omega) \) and it contains only positive functions.

Given \( u \in H^1_0(\Omega) \), we take the unique value \( t_\varepsilon(u) > 0 \) such that \( t_\varepsilon(u)u \in \mathcal{N}_\varepsilon \), that is

\[
(t_\varepsilon(u))^2 p_c - 2 := \frac{\|u\|_{2}^{2}}{\int_{\Omega} \int_{\Omega} |u^+(x)|^{p_c} |u^+(y)|^{p_c} \frac{\mu}{|x - y|^\mu} \, dx \, dy}
\]

and we set

\[
T_\varepsilon := \{ t_\varepsilon(u)u : u \in C_\varepsilon \} \subset \mathcal{N}_\varepsilon.
\]

We see that \( \psi_\varepsilon(\Omega^-_\varepsilon) \subset T_\varepsilon, T_\varepsilon \) is compact and contractible in \( \mathcal{N}_\varepsilon \) and \( T_\varepsilon \) contains only positive functions.

Finally, denoting with

\[
c_\varepsilon := \max_{u \in C_\varepsilon} I_\varepsilon(t_\varepsilon(u)u),
\]

we get that \( T_\varepsilon \subset \mathcal{N}_\varepsilon \cap I^c_\varepsilon \).

**Lemma 5.4** There exists \( c > 0 \) such that for every \( \varepsilon > 0 \) it results \( c_\varepsilon < c \).

**Proof** By the definition of \( \mathcal{N}_\varepsilon \) we know that if \( u \in C_\varepsilon \) we have

\[
I_\varepsilon(t_\varepsilon(u)u) = \frac{p_c - 1}{2p_c} (t_\varepsilon(u))^2 \|u\|_{2}^{2}.
\]

Now, from the definition of \( C_\varepsilon \) and since \( u, v \in H^1_0(\Omega) \), it follows that

\[
\|u\|_{D^{1,2}(\Omega)} \leq \|v\|_{D^{1,2}(\Omega)} + \|u_{R,x_0}\|_{D^{1,2}(\Omega)} \leq c
\]

and

\[
|u|_2^2 \leq |v|_2^2 + |u_{R,x_0}|_2^2 \leq c.
\]

Moreover, since the domain \( \Omega \) is bounded, we denote with \( \text{diam} \ \Omega \) its diameter. For all \( (x, y) \in \Omega \times \Omega \) we have \( |x - y| \leq 2|\text{diam} \ \Omega| \), so

\[
\int_{\Omega} \int_{\Omega} \frac{|u^+(x)|^{p_c} |u^+(y)|^{p_c}}{|x - y|^\mu} \, dx \, dy \geq \frac{1}{(2|\text{diam} \ \Omega|)^\mu} \int_{\Omega} \int_{\Omega} |u^+(x)|^{p_c} |u^+(y)|^{p_c} \, dx \, dy
\]

\[
= \frac{1}{(2|\text{diam} \ \Omega|)^\mu} |u^+|^{2p_c}_{p_c}.
\]

We claim that

\[
\frac{1}{(2|\text{diam} \ \Omega|)^\mu} |u^+|^{2p_c}_{p_c} > 0
\]
so that, recalling (72), we obtain the boundedness of \( t_\varepsilon(u) \). To see this, we note that for \( \varepsilon \) small enough, we find constants \( c_1 > 0, c_2 > 0 \) such that
\[
|\tilde{v}|^{p_\varepsilon} \geq |v|^{2\mu} - c_1 > 0 \quad |u_{R,\varepsilon}|^{p_\varepsilon} \geq |U_1|^{2\mu} - c_2 > 0.
\]
Therefore, since \( \bar{v} \) and \( u_{R,\varepsilon} \) are positive functions and \( \theta \in [0, 1] \), it results
\[
|u^+|^{p_\varepsilon} \geq \max\{\theta|\bar{v}|^{p_\varepsilon}, (1 - \theta)|u_{R,\varepsilon}|^{p_\varepsilon}\} \geq \frac{1}{2} \min\{|v|^{2\mu} - c_1, |U_1|^{2\mu} - c_2\} > 0,
\]
and the claim is proved. Putting together (73)–(75) and (77) we obtain the thesis. \( \square \)

**Appendix A. Proof of Theorem 5.1**

For the sake of completeness, we sketch here the proof of Theorem 5.1. We follow Lemma 2.3, Theorem 3.1 and Lemma 3.3 of [22].

First of all we recall that a \((PS)\)-sequence for \( I_\varepsilon^\Omega\) is bounded. Hence, up to a subsequence, we may assume \( u_n \rightharpoonup u \) in \( H_0^1(\Omega) \) and \( u \) solves Problem (36). Then, if we consider \( w_n = v_n - v \) we have \( w_n \to 0 \) in \( L^2(\Omega) \) and, by Vitali’s convergence
\[
\int_{\Omega} (|\nabla (v_n)|^2 - |\nabla w_n|^2) \, dx = \int_{\Omega} \int_0^1 \frac{d}{dt} |\nabla v_n + (t - 1)\nabla v|^2 \, dt \, dx
\]
\[
= 2 \int_0^1 \int_{\Omega} (\nabla v_n + (t - 1)\nabla v) \nabla v \, dx \, dt \to 2 \int_0^1 \int_{\Omega} t|\nabla v|^2 \, dx \, dt
\]
\[
= \int_{\Omega} |\nabla v|^2 \, dx
\]
as \( n \to +\infty \). Similarly we obtain
\[
\int_{\Omega} (|v_n|^2 - |w_n|^2) \, dx \to \int_{\Omega} |v|^2 \, dx
\]
as \( n \to +\infty \). Then, by [11, Lemma 2.2] it holds
\[
\int_{\Omega} \int_{\Omega} \frac{|v_n(x)|^{2\mu}|v_n(y)|^{2\mu}}{|x - y|^\mu} \, dx \, dy = \int_{\Omega} \int_{\Omega} \frac{|w_n(x)|^{2\mu}|w_n(y)|^{2\mu}}{|x - y|^\mu} \, dx \, dy
\]
\[
+ \int_{\Omega} \int_{\Omega} \frac{|v(x)|^{2\mu}|v(y)|^{2\mu}}{|x - y|^\mu} \, dx \, dy + o(1)
\]
where \( o(1) \to 0 \) as \( n \to +\infty \).

Therefore we obtain
\[
I_\varepsilon^\Omega(v_n) = I_\varepsilon^\Omega(v) + I_\varepsilon^\Omega(w_n) + o(1)
\]
and in the same way
\[
(I_\varepsilon^\Omega)'(v_n) = (I_\varepsilon^\Omega)'(v) + (I_\varepsilon^\Omega)'(w_n) + o(1) = (I_\varepsilon^\Omega)'(w_n) + o(1)
\]
where \( o(1) \to 0 \) as \( n \to +\infty \).

We need the following lemma:

**Lemma A.1** [22, Lemma 3.3] Let \( \{z_n\}_{n \in \mathbb{N}} \) be a \((PS)\)-sequence for \( I_\varepsilon^\Omega \) in \( H_0^1(\Omega) \) such that \( z_n \rightharpoonup 0 \). Then there exist two sequences \( \{x_n\}_{n \in \mathbb{N}} \subset \Omega \) of points and \( \{R_n\}_{n \in \mathbb{N}} \) of radii, \( R_n \to \)
as \( n \to +\infty \), a non-trivial solution \( z \) to the limit problem (20) and a \((PS)\)-sequence \( \{w_n\}_{n\in\mathbb{N}} \) for \( I^\Omega_{\ast} \) in \( H^1_0(\Omega) \) such that for a subsequence \( \{z_n\}_{n\in\mathbb{N}} \) there holds

\[
z_n = w_n + R_n^{N-2}_n z (R_n (\cdot - x_n)) + o(1)
\]

where \( o(1) \to 0 \) as \( n \to +\infty \). In particular \( w_n \to 0 \) and

\[
I^\Omega_{\ast} (w_n) = I^\Omega_{\ast}(z_n) - I_*(z) + o(1).
\]

Moreover

\[
R_n \text{ dist}(x_n, \partial \Omega) \to +\infty.
\]

Finally if \( I^\Omega_{\ast}(z_n) \to m < m_\ast \), the sequence \( \{z_n\}_{n\in\mathbb{N}} \) is relatively compact and hence \( z_n \to 0 \) in \( H^1_0(\Omega) \), \( I^\Omega_{\ast}(z_n) \to m = 0 \) as \( n \to +\infty \).

**Proof** We begin noticing that, being \( m_{\ast}^\Omega := \inf_{\mathcal{X}^\Omega_{\ast}} I^\Omega_{\ast} \), we can suppose that \( I^\Omega_{\ast}(z_n) \to m \geq m_{\ast}^\Omega = \left( \frac{2^\mu - 1}{2 \cdot 2^\mu} \right) S_{H, L}^{\frac{2^\mu - 1}{2^\mu - 1}} \).

Then, being \( (I^\Omega_{\ast})'(z_n) \to 0 \) we have

\[
\left( \frac{2^\mu - 1}{2 \cdot 2^\mu} \right) \|z_n\|^2_\lambda = I^\Omega_{\ast}(z_n) - \frac{1}{2} \|z_n\| \langle I^\Omega_{\ast}(z_n), (I^\Omega_{\ast})'(z_n) \rangle \to m
\]

and hence

\[
\liminf_{n \to +\infty} \|z_n\|^2_\lambda = m \left( \frac{2 \cdot 2^\mu}{2^\mu - 1} \right) \geq S_{H, L}^{\frac{2^\mu - 1}{2^\mu - 1}}. \tag{83}
\]

Let we call

\[
Q_n(r) := \sup_{x \in \Omega} \int_{B_r(x)} (|\nabla z_n|^2 + \lambda |z_n|^2) \, dx,
\]

choose \( x \in \Omega \) and consider

\[
\tilde{z}_n := R_n^\frac{2-N}{2} z_n \left( \frac{x}{R_n} + x_n \right).
\]

It results

\[
\tilde{Q}_n(1) = \sup_{x \in \mathbb{R}^N} \int_{B_1(x)} (|\nabla \tilde{z}_n|^2 + \lambda |\tilde{z}_n|^2) \, dx = \int_{B_1(0)} (|\nabla \tilde{z}_n|^2 + \lambda |\tilde{z}_n|^2) \, dx = \frac{1}{2L} S_{H, L}^{\frac{2^\mu - 1}{2^\mu - 1}}
\]

where \( L \in \mathbb{N} \) is such that \( B_2(0) \) is covered by \( L \) balls of radius 1. It is easy to see that, from (83), \( R_n \geq R_0 > 0 \) uniformly in \( n \). Now denote with \( \tilde{\Omega}_n := \{ x \in \mathbb{R}^N : \frac{x}{R_n} + x_n \in \Omega \} \) so that we can regard \( \tilde{z}_n \in H^1_0(\tilde{\Omega}_n) \subset H^1(\mathbb{R}^N) \). It holds

\[
\|\tilde{z}_n\|^2_\lambda = \|z_n\|^2_\lambda \to m \left( \frac{2 \cdot 2^\mu}{2^\mu - 1} \right) < \infty,
\]

so we can assume \( \tilde{z}_n \to z \) in \( H^1(\mathbb{R}^N) \).

Proceeding as in [21, Lemma 3.3], replacing \( \beta^* \) with \( m_{\ast}^\Omega \) and \( E_0 \) with \( I^\Omega_{\ast} \), we obtain that \( \tilde{z}_n \to z \) in \( H^1(\Omega') \) for any \( \Omega' \subset \subset \mathbb{R}^N \).

Now we distinguish two cases:
1) $R_n \text{ dist}(x_n, \partial \Omega) \leq c < \infty$ uniformly.

In this case, less than a rotation, we may suppose that the sequence $\hat{\Omega}_n$ exhausts
$$\hat{\Omega}_\infty = \mathbb{R}_+^N = \{x = (x_1, \ldots, x_N); x_1 > 0\}.$$ 

2) $R_n \text{ dist}(x_n, \partial \Omega) \to \infty$ that implies $\hat{\Omega}_n \to \hat{\Omega}_\infty = \mathbb{R}^N$.

In both cases, for any $\varphi \in C_0^\infty(\hat{\Omega}_\infty)$, we get $\varphi \in C_0^\infty(\hat{\Omega}_n)$ for $n$ large, so
$$\langle \varphi, (I_n^\Omega)(z, \hat{\Omega}_\infty) \rangle = \lim_{n \to \infty} \langle \varphi, (I_n^\Omega)(\tilde{z}_n, \hat{\Omega}_n) \rangle = 0$$

for all these $\varphi$. Hence $z \in H_0^1(\hat{\Omega}_\infty)$ and weakly solves (20) on $\hat{\Omega}_\infty$. But in the case 1) by [11, Theorem 1.5] and [10, Theorem 1.1.], $z \equiv 0$. Therefore it has to be $R_n \text{ dist}(x_n, \partial \Omega) \to \infty$.

We conclude the proof letting $\varphi \in C_0^\infty(\mathbb{R}^N)$ such that $0 \leq \varphi \leq 1$, $\varphi \equiv 1$ in $B_1(0)$, $\varphi \equiv 0$ outside $B_2(0)$ and
$$w_n(x) = z_n(x) - R_n^N z(R_n(x - x_n)) \cdot \varphi(R_n(x - x_n)) \in H_0^1(\Omega),$$
where $\{R_n\}_{n \in \mathbb{N}}$ is chosen such that $\tilde{R}_n := R_n(R_n) \to \infty$ as $n \to +\infty$, i.e.
$$\tilde{w}_n = R_n^{-N} w_n\left(\frac{x}{R_n} + x_n\right) = \tilde{z}_n(x) - z(x)\varphi\left(\frac{x}{R_n}\right).$$

Then we may proceed as in [22, Proof of Lemma 3.3] obtaining $\tilde{w}_n = \tilde{z}_n - z + o(1)$ with $o(1) \to 0$ as $n \to +\infty$ and using (80)–(82) we get
$$I_n^\Omega(\tilde{w}_n) = I_n(\tilde{z}_n) - I_n^\Omega(z) - o(1)$$
and
$$\|(I_n^\Omega)'(w_n, \Omega)\|_{H^{-1}} = \|(I_n^\Omega)'(w_n, \tilde{\Omega}_n)\|_{H^{-1}} \leq \|(I_n^\Omega)'(\tilde{z}_n, \tilde{\Omega}_n)\|_{H^{-1}} + \|((I_n^\Omega)'(z, \mathbb{R}^N))\|_{H^{-1}} + o(1) = \|(I_n^\Omega)'(\tilde{z}_n, \Omega)\|_{H^{-1}} + o(1) \to 0$$
as $n \to \infty$ and this concludes the proof. 

Applying Lemma A.1 to sequence $z^1_n := v_n - v$, $z^j_n := v_n - v - \sum_{i=1}^{j-1} v_n^i = z^{j-1}_n - v_n^{j-1}$ with $j > 1$ and
$$v_n^j(x) := (R_n^j)^{-\frac{N-2}{2}} v^j(R_n^j(x - x_n^j)),$$
by induction we get
$$I_n^\Omega(z^j_n) = I_n^\Omega(v_n) - I_n^\Omega(v) - \sum_{i=1}^{j-1} I_n^\Omega(v^i) + o(1) 
\leq I_n^\Omega(v_n) - (j - 1)m^* + o(1).$$

Note that for large $j$, the latter will be negative, so by Lemma A.1 the induction will stop after some index $k > 0$. For this index we have
$$z^{k+1}_n = v_n - v - \sum_{j=1}^{k} v_n^j \to 0$$
and
$$I_n^\Omega(v_n) - I_n^\Omega(v) - \sum_{j=1}^{k} I_n^\Omega(v^j) \to 0,$$
so we conclude the proof.
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