Advantages of Applying Large-Scale Energy Storage for Load-Generation Balancing
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Abstract: The continuous development of energy storage (ES) technologies and their wider utilization in modern power systems are becoming more and more visible. ES is used for a variety of applications ranging from price arbitrage, voltage and frequency regulation, reserves provision, black-starting and renewable energy sources (RESs), supporting load-generation balancing. The cost of ES technologies remains high; nevertheless, future decreases are expected. As the most profitable and technically effective solutions are continuously sought, this article presents the results of the analyses which through the created unit commitment and dispatch optimization model examines the use of ES as support for load-generation balancing. The performed simulations based on various scenarios show a possibility to reduce the number of starting-up centrally dispatched generating units (CDGUs) required to satisfy the electricity demand, which results in the facilitation of load-generation balancing for transmission system operators (TSOs). The barriers that should be encountered to improving the proposed use of ES were also identified. The presented solution may be suitable for further development of renewables and, in light of strict climate and energy policies, may lead to lower utilization of large-scale power generating units required to maintain proper operation of power systems.
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1. Introduction

Nowadays, the cost of most energy storage (ES) technologies remains high, making it impossible to ensure return on investment for many grid applications [1]. This claim applies, inter alia, to battery technologies [2–4]. The profitability of a given technology and application is also dependent on additional factors, such as specific market conditions and installation site [5]. On the one hand, only the most profitable and technically effective solutions are currently chosen by new investors, but on the other, further reduction of ES costs can increase their profitability and scope of application [6–8]. It is therefore expected that new ways of ES exploiting will emerge shortly.

The most popular applications of ES in the power system include price arbitrage, voltage and frequency regulation, reserves provision, black-starting, renewable energy sources (RESs) supporting and load-generation balancing [9,10]. The use of ES for grid balancing was analysed mainly in the scope of distribution networks (medium voltage (MV) and low voltage (LV) networks). The battery ES intended to provide balancing services at MV distribution feeder was presented, inter alia, in [11,12]. The ES technologies may also perform balancing services compensating renewables energy fluctuations, as shown in [13,14]. The current research covered multiple services which combine balancing with reactive power compensation [15] and power loss minimization [16]. Illustrative applications in LV networks cover the balancing performed by centrally located and dispersed ES [17], services performed by multiple ES cooperating with smart buildings [18].
and residential photovoltaic (PV) installations [19]. A high potential is also demonstrated by vehicle-to-grid (V2G) technologies and utilization of reused vehicle batteries which lead to better performance of renewables, reducing their curtailment and better utilizing excess energy [20–22].

To the best knowledge of the authors, only a little attention has been paid to the balancing services performed by large-scale ES which allow not only for the compensation of load-generation fluctuations but also for the reduction of the number of starting-up centrally dispatched generating units (CDGUs) required to satisfy the peak electricity consumption. Consequently, the remainder of the article will focus on this particular ES application.

The best opportunities to provide load-balancing services by the ES appear during significant, fast changes in electricity demand. In many power systems, such fast changes occur in the morning, such as in the example presented in Figure 1, where demand may change by about 30% over a few hours [23,24].

The fast-growing demand is satisfied by starting-up peak power generating units. The peak units have higher costs and, unlike baseload generation, adjust their output power in a greater scope as a response to changes in the electricity demand.

The starting-up generating unit injects fixed portions of energy to the power grid following its start-up characteristic, as presented in Figure 2. The fixed course of the characteristic is related to the warming-up processes of plant installations and machinery. During the start-up, a given unit cannot be controlled and does not take active participation in the load-generation balancing. The start-up of a power generating unit lasts until the unit reaches its required minimum output power, and from that point it can be controlled by the power system operator [26].

Figure 1. An example of the daily electricity demand and the operation of base and peak generating units.Own development based on [25].
The utilization of ES for load-generation balancing, taking into account the number of CDGU start-ups, has been described, e.g., in [23,24]. The author presented the mixed-integer linear programming (MILP) optimization model with an objective function aimed at the reduction of CDGU start-ups and shut-downs. The simulations performed for different shares of ES in the modeled system present the first insight into the analysed problem. In [28], the use of unit commitment and dispatch models are incorporated; nevertheless, the simulations assume a fixed number of CDGU start-ups during the simulation horizon and are intended only to show general patterns of large-scale ES operation. A concept assuming the replacement of combined cycle gas turbines (CCGTs) operating during peaks of demand by large-scale ES is presented in [29]. The results indicate a significant impact on
the limitation of CCGT operation and carbon dioxide (CO₂) reductions; nevertheless, the idea cannot be applied for other types of CDGUs as specific fixed start-up characteristics were not considered. The authors of [30] assumed dedicated large-scale ES charged by wind power plant output energy. The presented approach resulted in the reduction of peak-load CDGUs, but the outcome depends on the wind/storage ratio. Another approach is presented in [31] where the limitation of start-ups, taking into account coal-based units, is performed by distributed assets located in the MV network as a positive consequence of the load profile smoothing services.

A novel approach presented within this article constitutes a development of the previously published works. Firstly, it shows the utilization of large-scale ES for the balancing purposes on the transmission grid level, oppositely to concepts presented in [11–22] where considered ES are located in distribution systems (LV and MV networks). Subsequently, an improved MILP unit commitment and dispatch model based on [28,32–35] is introduced. The model allows for analyses of different simulation scenarios, thus various operation patterns and parameters of ES can be implemented. Additionally, the model can be easily reproduced. Thirdly, the performed simulations show the specific operation of ES reducing the number of CDGU start-ups and facilitating load-generation balancing. The additional barriers in further service provision are also identified. The presented work increases the scope and the application of the findings presented in [23,24,29,30]. Finally, the conclusions of the article indicate the future field of studies related to restrictions imposed by climate and energy policies and cost-benefit analyses.

The remainder of the paper is organized as follows: the second section presents the developed unit commitment and dispatch simulation model. Section 3 describes the main assumptions and simulation scenarios. Section 4 discusses the results of the simulations, while the last section concludes the article.

2. Simulation Model

The core of the presented MILP unit commitment and dispatch simulation model is based on the methodology presented in [28,32–35]. The model reflects a transmission system that includes large-scale power generating units (CDGUs), large-scale ES, non-dispatchable generation (renewables, combined heat and power (CHP), import and industry) and loads. The copper plate interpretation of the power grid is implemented assuming a lack of constraints and unlimited energy transmission between connected entities. Further simulation horizon reflects 24 h with 1-h intervals.

2.1. Power Generating Units

Centrally dispatched large-scale power generating units constitute the majority of the generating assets in the modeled system and assume the main responsibility for load-generation balancing. Two types of CDGUs can be distinguished: base-load and peak-load. The first have lower operational costs and change their output power only in a limited range, while the latter have higher costs, change their output power in a greater scope and start up and shut down in a response to significant demand changes.

For the whole simulation horizon T, the output power \( p_{G_{\text{out}}} (g,t) \) of all CDGUs \( G \) has to be limited within their lower and upper limits denoted respectively as \( P_{G_{\text{min}}} (g) \) and \( P_{G_{\text{max}}} (g) \) (Equation (1)) [32,33].

\[
\forall g \in G, \forall t \in T: P_{G_{\text{min}}} (g) \cdot \text{bin}_G (g,t) \leq p_{G_{\text{out}}} (g,t) \leq P_{G_{\text{max}}} (g) \cdot \text{bin}_G (g,t) \quad (1)
\]

The possible variations in the output power \( p_{G_{\text{out}}} (g,t) \) are constrained by an increase (ramp-up) and decrease (ramp-down) limits, denoted respectively as \( r_u (g) \) and \( r_d (g) \) (Equation (2)) [32,33].

\[
\forall g \in G, \forall t \in \{2..24\}: p_{G_{\text{out}}} (g,t - 1) - r_d (g) \leq p_{G_{\text{out}}} (g,t) \leq p_{G_{\text{out}}} (g,t - 1) + r_u (g) \quad (2)
\]
The peak load CDGUs are committed into production when periods of higher consumption occur. As mentioned before, during their start-ups CDGUs have to follow the fixed characteristic related to warming-up processes of installations and machinery. An assumed start-up pattern is shown in Figure 3.

To satisfy the increased demand, it is necessary to activate subsequent peak-load CDGUs. The synchronization of a unit starts after time \( t_1 \) from the beginning of the start-up. In the presented model the signal for the synchronization \( \text{sync} (g,t) \) of a given CDGU \( g \) is determined by the binary variables \( \text{bin}_G (g,t) \) responsible for its OFF and ON states (Equation (3)). Additionally, variable \( \text{sync} (g,t) \) is limited to be positive or zero (Equation (4)).

\[
\forall g \in G, \forall t \in [2..24]: \text{sync} (g,t) \geq \text{bin}_G (g,t) - \text{bin}_G (g,t-1) \quad (3)
\]

\[
\forall g \in G, \forall t \in [2..24]: \text{sync} (g,t) \geq 0 \quad (4)
\]

The \( \text{sync} (g,t) \) variable is used to count the total sum of start-ups (\( \text{sum}_{\text{start-up}} \)) during the simulation period (Equation (5)). This sum is used in the following part of the paper to depict the results that show the impact of energy storage on the operation of CDGUs (Section 4).

\[
\text{sum}_{\text{start-up}} = \sum_{t=1}^{T} [\sum_{g=1}^{G} \text{sync} (g,t)] \quad (5)
\]
After the synchronization, a given CDGU begins to inject its output energy into the power system. During the initial phase the amount of energy is consistent with the start-up characteristic (Figure 3). From the moment of reaching the output power equal to \( P_{\text{MIN}} = P_{\text{DIS}} \), a unit is operating according to its optimal pattern or it is modified to provide ancillary services (ASs) depending on the requirements of the power system operator. The model assumes that CDGUs do not provide any additional services during the simulations.

2.2. Energy Storage

Large-scale ES, thanks to its bulk parameters and fast response time, can provide a load-generation balancing service next to the CDGUs.

The chosen ES model described in [34,35], by specifying required parameters, allows for the implementation of any type of ES. Equation (6) presents the minimum \( E_{\text{ES min}} \) and the maximum \( E_{\text{ES max}} \) limits of ES capacity \( E_{\text{ES}}(t) \) for the whole simulation horizon \( T \).

\[
\forall t \in T: E_{\text{ES min}} \leq E_{\text{ES}}(t) \leq E_{\text{ES max}}
\]

Operating power constraints (Equations (7) and (8)) reflects maximum charge power \( P_{\text{ES char max}} \) and maximum discharge power \( P_{\text{ES dischar max}} \) of ES. They also contain binary variables \( \text{bin}_{\text{ES}}(t) \) responsible for switching between charging, discharging and idle modes of ES.

\[
\forall t \in T: P_{\text{ES char}}(t) \leq \text{bin}_{\text{ES}}(t) \cdot P_{\text{ES char max}}
\]

\[
\forall t \in T: P_{\text{ES dischar}}(t) \leq (1 - \text{bin}_{\text{ES}}(t)) \cdot P_{\text{ES dischar max}}
\]

Modeled ES maintains energy \( E_{\text{ES}}(t) \) through charge and discharge cycles according to Equation 9. The charge cycle is defined by charge power \( P_{\text{ES char}}(t) \), charge time \( t_{\text{ES char}} \) and charge efficiency \( \eta_{\text{ES char}} \) when the discharge cycle by discharge power \( P_{\text{ES dischar}}(t) \), discharge time \( t_{\text{ES dischar}} \) and discharge efficiency \( \eta_{\text{ES dischar}} \).

\[
\forall t \in [2..24]: E_{\text{ES}}(t) = E_{\text{ES}}(t-1) + P_{\text{ES char}}(t) \cdot t_{\text{ES char}} \cdot \eta_{\text{ES char}} - P_{\text{ES dischar}}(t) \cdot t_{\text{ES dischar}} / \eta_{\text{ES dischar}}
\]

2.3. Non-Dispatchable Generation and Loads

Non-dispatchable generation cannot be controlled by the system operator and therefore does not take part in load-generation balancing. It covers renewables, CHP, import and industry and is modeled by a fixed profile.

The presented analysis focuses on the large-scale ES, and therefore all loads are assumed to be passive. The demand to be covered by all power generating units is also modeled by a fixed pattern.

The assumed fixed profiles related to the non-dispatchable generation and loads are presented in the following section (Section 3).

2.4. Global Constraint

A global constraint given by Equation (10) ensures that the total demand \( \text{Dem}(t) \) and the energy required for ES charging \( E_{\text{ES char}}(t) \) are balanced with total generation consisting of the energy generated by all CDGUs \( G(E_{\text{out}}(g,t)) \), energy injected by starting-up CDGUs after synchronization \( E_{\text{start-up}}(g,t) \), energy discharged by ES \( E_{\text{ES dischar}}(t) \) and output energy from all non-dispatchable assets \( E_{\text{non-dis}}(t) \) [28].

\[
\forall t \in T: \text{Dem}(t) + E_{\text{ES char}}(t) = \sum_{g=1}^{G} (E_{\text{out}}(g,t) + E_{\text{start-up}}(g,t)) + E_{\text{ES dischar}}(t) + E_{\text{non-dis}}(t)
\]

2.5. Objective Functions

The objective function reflects the unit commitment and dispatch aimed at minimization of the overall costs of the power system operation. In the first step of further simulations, the load-generation balancing is provided only by CDGUs and the objective
function is given by Equation (11). The costs of CDGUs are represented by the cost of energy injected into the power system during their normal operation \((C_G (g,t))\) and during start-ups \((C_{SU} (g,t))\).

\[
\text{obj} = \min \{ \sum_{t=1}^{T} [\sum_{g=1}^{G} (C_G (g,t) + C_{SU} (g,t))] \}
\]

(11)

In the subsequent simulations ES also takes part in load-generation balancing, therefore the objective function takes into account ES costs \((C_{ES} (t))\) related to the accumulation and transformation of the energy which is further injected by them into the modeled system and is expressed as follows (Equation (12)):

\[
\text{obj} = \min \{ \sum_{t=1}^{T} [\sum_{g=1}^{G} (C_G (g,t) + C_{SU} (g,t)) + C_{ES} (t))] \}
\]

(12)

3. Assumptions

3.1. Electricity Demand

The simulation model adopts the power system created to satisfy an electricity demand with peak consumption equal to about 22 GW. The assumed load (demand) profile is presented in Figure 4.

![Figure 4](image-url)

**Figure 4.** The assumed fixed load (demand) profile. Data source [25].

The assumed demand profile represents an exemplary daily load from the operation of the real power system [25]. Despite other analyses in the literature that take into account the annual profile because they focus on economic assessments, only a one-day load profile was adopted in the paper. The choice of this representative day was considered and motivated by the significant change in the demand during the morning hours visible in Figure 4. The load covers the whole considered system.

The non-dispatchable generation, such as renewables, CHP, import and industry, also takes part in the covering of the total demand. Their assumed fixed profile is presented in Figure 5.

Due to the fixed character of the non-dispatchable generation, further optimization covers only the demand to be satisfied by CDGUs (the electricity consumption to be covered by non-renewable generation was deducted from the total demand profile). The resulting profile is denoted as the remaining demand and presented in Figure 6.
Due to the fixed character of the non-dispatchable generation, further optimization covers only the demand to be satisfied by CDGUs (the electricity consumption to be covered by non-renewable generation was deducted from the total demand profile). The resulting profile is denoted as the remaining demand and presented in Figure 6.

3.2. Power Generating Units

The load-generation balancing of the modeled power system is based on 45 CDGUs differentiated according to technical parameters and operating costs. The main technical and economic parameters are presented in Table 1.

Table 1. Parameters of the model—centrally dispatch power generating units (CDGUs). Cost parameters based on [27,37].

| Number of Units | Rated Output Power | Minimum Output Power | Maximum Ramp | Type          | Operating Costs/MWh | Start-Up Costs/MWh |
|-----------------|--------------------|----------------------|--------------|---------------|---------------------|--------------------|
| 25              | 200 MW             | 80 MW                | 120 MW/h     | Peak-load     | High (100%)         | High (160%)        |
| 15              | 400 MW             | 160 MW               | 200 MW/h     | Base-load 1   | Medium (60%)        | -                  |
| 5               | 1000 MW            | 400 MW               | 200 MW/h     | Base-load 2   | Low (30%)           | -                  |

Operating costs/MWh cover the overall costs of electricity production by a given type of unit. The peak-load generating units are characterized by the highest costs, denoted as...
100%, which also constitutes the reference for costs of other CDGUs and ES. For base-load units generating costs are lower and are equal respectively to 60% and 30% of the peak-load generating costs. Start-up costs/MWh are borne by peak-load units committed into production during periods of high electricity consumption. Those costs are equal to 160% of normal operating costs due to the specific character of start-up processes described in previous sections.

Table 2 presents parameters related to the assumed start-up characteristic presented previously in Figure 3.

### Table 2. Parameters of the modelled start-up characteristic.

| Parameter          | Value                                      |
|--------------------|--------------------------------------------|
| Output power $P_1$ | 0.5 $PMIN$ [MW]                            |
| Output power $P_2$ | 0.7 $PMIN$ [MW]                            |
| Output power $PMIN$| According to Table 1 [MW]                  |
| Time interval $t_1$| 2 h                                        |
| Time interval $t_2$| 1 h                                        |
| Time interval $t_3$| 1 h                                        |
| Time interval $t_4$| 1 h                                        |

3.3. Energy Storage

The parameters of the ES are related to the further simulation scenarios and will be specified in the following subsection. For all ES, the round-trip efficiency is assumed at 81% (90% charge efficiency and 90% discharge efficiency) and operating costs/MWh as 140% of peak-load generating costs [38]. The assumed parameters can be modified according to the chosen ES technology.

3.4. Simulation Scenarios

The simulation scenarios assume different shares of ES in the modeled power system to analyse their impact on the power system operation, especially in terms of the limitation of the number of CDGU start-ups. The set of the main simulation scenarios is presented in Table 3.

### Table 3. Description of the main simulation scenarios, where ES—energy storage.

| Scenario       | Description                  |
|----------------|------------------------------|
| Reference scenario | No ES operation             |
| Scenario 1     | ES: 250 MW/750 MWh          |
| Scenario 2     | ES: 500 MW/1500 MWh         |
| Scenario 3     | ES: 1000 MW/3000 MWh        |
| Scenario 4     | ES: 2000 MW/6000 MWh        |
4. Simulation and Results

The graphical presentation of the simulations’ results covers the fulfillment of the demand by the different generating units and the ES (Figure 7) and energy stored in the ES (Figure 8).

Figure 7. Cont.
The reference scenario assumes the operation of the modeled power system without the ES influence. The energy injected by the CDGUs during start-ups is additionally highlighted. Scenarios 1–4 assume the use of the ES in different shares according to the data presented in Table 2.

The fast-growing demand (especially during the morning ramp) has to be covered by additional CDGUs committed into production as already committed units are not able to respond to such rapid changes. The results show that ES discharging replaces expensive start-up energy and can reduce the number of CDGUs necessary to cover the daily demand. The amount of start-up energy is subsequently limited by the growing share of ES. The ES discharging takes place only during the periods of CDGU start-ups and does not occur in
the remaining periods, even during peaks of demand, because high costs do not allow ES to compete with other generating units.

Figure 8 shows the utilization of the ES expressed as a percentage relation between energy stored and full available capacity and indicates that ES capacity is not fully utilized in all scenarios. The best results were obtained in Scenario 3 where ES capacity was exploited at 80%. Lower ES parameters and their further increase resulted in significantly lower utilization. This indicates that the parameters of ES should be properly sized. The ES capacity may not be fully utilized and thus cause a lack of profitability for undersized and oversized installations. The problem is especially visible in the case of oversized ES—the power system can absorb a certain capacity and its excess remains idle.

The number of start-ups for main simulations is presented in Figure 9.

![Figure 9. The number of start-ups for main simulations.](image)

The growing share of ES in the modeled power system resulted in a lower number of CDGU start-ups. This positive effect can facilitate load-generation balancing as fixed start-ups are limited and more regulation abilities can be controlled by the power system operator. However, after exceeding the ES share of 1000 MW and 3000 MWh, further reduction of start-ups does not occur—a certain number of CDGUs is required to maintain the operation of the power system after total discharging of ES capabilities. It should be also noticed that the first significant reduction of the CDGU start-ups required only 250 MW/750 MWh ES capabilities (Scenario 1 with three fewer start-ups comparing to the reference scenario) while the subsequent significant reduction occurs with four-times more ES capabilities (Scenario 3 with 1000 MW/3000 MWh ES and five fewer start-ups comparing to the Scenario 1).

Scenarios 1–4 assumed four examples of ES characterized by the power to capacity ratio equal to 1/3. Additional simulations analyse the impact of different range of ES rated parameters (in terms of power and capacity) on the number of CDGU start-ups to verify if other power to capacity ratios may have a greater impact on the analysed problem. The results are presented in Figure 10.
The above-presented results take into account ES with a power to capacity ratio bigger than 1/6 and smaller than 1. It can be seen that increasing ES capacity has a minor impact on the number of start-ups, especially in cases of large ES (for example in the case of ES with power equal to 1800 MW and 2000 MW). It may indicate that the high cost of ES operation constitutes a barrier for further reduction of CDGU start-ups because ES is not able to exploit the whole available capacity. The strongly reduced capacity results in the greater number of CDGU start-ups which is visible for small ES.

The last additional simulation presents the operation of the modeled power system assuming a significantly lower cost of ES operation. The cost is assumed to be lower than the costs of the most expensive peak power generating units (75% of the peak-load generating costs). The 2000 MW/6000 MWh ES was taken into consideration. The results are presented in Figures 11 and 12.

![Figure 10](image-url)  
**Figure 10.** Impact of energy storage (ES) rated parameters on the number of CDGUs start-ups.

The above-presented results take into account ES with a power to capacity ratio bigger than 1/6 and smaller than 1.

It can be seen that increasing ES capacity has a minor impact on the number of start-ups, especially in cases of large ES (for example in the case of ES with power equal to 1800 MW and 2000 MW). It may indicate that the high cost of ES operation constitutes a barrier for further reduction of CDGU start-ups because ES is not able to exploit the whole available capacity. The strongly reduced capacity results in the greater number of CDGU start-ups which is visible for small ES.

The last additional simulation presents the operation of the modeled power system assuming a significantly lower cost of ES operation. The cost is assumed to be lower than the costs of the most expensive peak power generating units (75% of the peak-load generating costs). The 2000 MW/6000 MWh ES was taken into consideration. The results are presented in Figures 11 and 12.

![Figure 11](image-url)  
**Figure 11.** Results of the additional simulation—operation of the modeled system assuming lower costs of energy storage (ES).
The lower costs of ES allow for their peak shaving operation and, as a result, the further reduction of CDGU start-ups as demand to be covered by CDGUs is lower. The discharging takes place also during the afternoon and the evening peaks. The ES capacity in this case is better utilized and used to more than 90%. For the presented simulation, number of start-ups is equal to 19 and is smaller by 3 when comparing to the best results obtained in Scenarios 3 and 4 (Figure 13).

The subsequent reduction of the number of CDGUs necessary to cover the daily electricity demand may bring additional benefits related to fulfillment of the provisions included in climate and energy policies. Nowadays, generation from conventional units such as fossil and gas power plants is burdened with additional costs related to i.e., European Union Emissions Trading System (EU ETS) [39] and provisions imposed by the Clean Energy for All Europeans Package issued by the European Commission [40]. It should be noted that in many power systems conventional generation represents a majority of the centrally dispatched assets able to provide load-generation balancing services to the power system operators, and their limitation may bring additional advantages. The
impact of the proposed use of large-scale ES on the fulfillment of the provisions given by the climate and energy policies should be therefore analysed in further research.

5. Conclusions

The article presents the use of large-scale energy storage (ES) for the provision of load-generation balancing services allowing for the reduction of the number of centrally dispatched generating units (CDGUs) necessary to cover the daily electricity demand. The analysis based on the mixed-integer linear programming (MILP) optimization model and different simulation scenarios show the advantages of the proposed solution and identify barriers that should be faced to increase the proposed use of ES.

The reduction of CDGU start-ups results in more regulation abilities in periods of growing demand and therefore causes an increase in the power system’s operation security and consequently may allow for a better adaptation of variable generation such as renewables. Further advantages cover the limitation of more expensive peak power generating units to be committed into production and the limitation of additional spending related to expensive start-up processes.

Nevertheless, the scope of the proposed service is limited due to the high costs of ES operation. The increased share of ES in the modeled system, both in terms of rated power as well as rated capacity, does not improve the scope of the service. The performed simulations also showed that subsequent significant reductions of the CDGU start-ups require several times more ES capabilities.

The parameters of ES should be properly sized. The ES capacity may not be fully utilized and thus cause a lack of profitability for undersized and oversized installations.

The further limitation of CDGU start-ups will be followed by a decrease in ES overall costs, which may occur shortly. This will also bring better utilization of the available ES rated parameters.

The subsequent benefits and precise impact of the proposed solutions on the implementation of the requirements given by the climate and energy policies should be analysed in further research. In particular, the European Union Emissions Trading System (EU ETS) and provisions imposed by the Clean Energy for all Europeans Package should be analysed. The cost-benefit analysis of the presented problem involving long-duration profiles (for a month, season or year) should be also performed to identify required earnings and the profitability of this ES application. In addition, the identification of the appropriate rated parameters of the ES providing the proposed service may be a challenge.
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