An Optimized Method of Wind Speed Prediction with Support Vector Machine and Genetic Algorithm
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Abstract—Due to the randomness of wind speed and direction, the output power of wind turbine also has randomness. After large-scale wind power integration, it will bring a lot of adverse effects on the power quality of the power system, and also bring difficulties to the formulation of power system dispatching plan. In order to improve the prediction accuracy, an optimized method of wind speed prediction with support vector machine and genetic algorithm is put forward. Compared with other optimization methods, the simulation results show that the optimized genetic algorithm not only has good convergence speed, but also can find more suitable parameters for data samples. When the data is updated according to time series, the optimization range of vaccine and parameters is adaptively adjusted and updated. Therefore, as a new optimization method, the optimization method has certain theoretical significance and practical application value, and can be applied to other time series prediction models.
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I. INTRODUCTION

Wind power not only provides clean energy for the society, but also brings a series of new problems to the stable operation of power system. Due to the randomness of wind speed and direction, the output power of wind turbine also has randomness. After large-scale wind power integration, it will bring a lot of adverse effects on the power quality of the power system, and also bring difficulties to the formulation of power system dispatching plan [1-4]. Wind speed prediction is of great significance to reduce the cost of wind power integration and to make a reasonable dispatching plan for the power sector.

Wind speed prediction is to predict the future wind speed based on the existing data samples, and its prediction accuracy is the key problem. The development of short-term wind speed prediction is generally based on historical data, and its main methods are Kalman filter method [5], time series method [6], artificial neural network [7-8], support vector machine (SVM) [9], etc. Among them, SVM takes structural risk minimization as the goal, and the prediction results are generally more accurate than neural network algorithm based on empirical risk minimization [10]. In addition, SVM is based on small sample learning [11], so it has been widely valued. However, the setting of penalty parameters and kernel parameters has a great impact on the performance of SVM prediction model. In reference [12], genetic algorithm (GA) is used to optimize the parameters of SVM, which effectively improves the accuracy of short-term prediction. However, GA has the problems of slow convergence and premature convergence. In reference [13], Niche algorithm is used to optimize GA algorithm and SVM short-term prediction model is established. This method improves the premature convergence of GA algorithm and improves the prediction accuracy of the model, but the problem of slow convergence speed has not been effectively improved.

In this paper, the optimized genetic algorithm is used to support vector machine. The self-adaptive update of vaccine factor and parameter optimization range are studied based on the parallelism of genetic algorithm, the self-organization and self-adaptive mechanism in the process of optimization, the information processing mechanism of vaccine factor in immune algorithm, the maintenance mechanism of niche algorithm for population diversity, and the time-series variation of wind speed data. A SVM short-term wind speed prediction model based on optimization genetic algorithm is proposed. The example results show that the SVM based on the optimized genetic algorithm has higher prediction accuracy and shorter prediction time, which proves that the SVM optimized by the optimized genetic algorithm is feasible in short-term wind speed prediction.
II. SUPPORT VECTOR MACHINE

The basic idea of support vector machine (SVM) is to find a real valued function \( g(x) \) on \( \mathbb{R}^n \), and infer the output value \( y \) corresponding to any input \( x \) with \( y=g(x) \). For data samples \( (x_1, y_1), (x_2, y_2), \ldots, (x_m, y_m) \), \( i=1, 2, \ldots, m \), \( m \) are the number of training samples, and \( R \) is a set of real numbers, so the linear regression function is shown in formula (1).

\[
y(x) = \langle \omega, \varphi(x) \rangle + b
\]  

In this formula, \( \omega \) is the weight vector, \( \varphi(x) \) is the transformation of the n-dimensional vector \( x \) from nonlinear mapping to Hilbert space in two-dimensional space, and \( b \) is a constant.

According to the principle of structural risk minimization, formula (1) is transformed into formula (2),

\[
\min_{\omega, b, \xi} \frac{1}{2} \| \omega \|^2 + C \sum_{i=1}^{m} (\xi_i + \xi_i^*)
\]

\[
\begin{cases}
\langle \omega, \varphi(x_i) \rangle + b - y_i \leq \xi_i + \xi_i^* \\
y_i - \langle \omega, \varphi(x_i) \rangle - b \leq \xi_i^* \\
\xi_i \geq 0
\end{cases}
\]

Among them, the value of relaxation variable \( \xi_i \) represents the distance of outliers at corresponding points, and the size of penalty parameter \( C \) represents the importance of outliers in regression model. The introduction of \( C \) value finds a balance between the generalization and accuracy of the regression model. The reasonable choice of \( C \) value has a profound impact on the generalization performance of the regression model.

In order to find out the optimization problem expressed by formula (2), Lagrange multiplier vector is introduced and transformed into formula (3).

\[
\min_{a, \delta} \frac{1}{2} \sum_{i,j=1}^{m} (a_i^* - a_j)(a_i^* - a_j)K(x_i, x_j) + \delta \sum_{i=1}^{m} (a_i^* + a_i) - \sum_{i=1}^{m} y_i(a_i^* - a_i)
\]

\[
s.t. \begin{align*}
&\sum_{i=1}^{m} (a_i^* - a_i) = 0 \\
&0 \leq a_i^* \leq C
\end{align*}
\]

In formula (3), \( a^* = (a_1^*, a_2^*, \ldots, a_m^*)^T \) is the Lagrange multiplier vector, \( K(x_i, x_j) \) is the kernel function, which represents the inner product value of the transformation function.

Finally, the decision function is constructed by the optimal solution \( a^{(\ast)} = (a_1^{(\ast)}, a_2^{(\ast)}, \ldots, a_m^{(\ast)})^T \), as shown in formula (4).

\[
f(x) = \sum_{i=1}^{m} (a_i^{(\ast)} - a_i)K(x_i, x_j) + \bar{b}
\]

Where \( a_i^{(\ast)} \) and \( a_i \) are Lagrange multiplier components in the open interval \((0, C)\). The value of \( \bar{b} \) is determined by the \( a_i^{(\ast)} \) component between \((0, C)\). If \( a_j \) is selected, its value is shown in formula (5).

\[
\bar{b} = y_j - \sum_{i=1}^{m} (a_i^{(\ast)} - a_i)(x_j \cdot x_j)
\]

There are polynomial kernel, Gaussian radial basis function (RBF) kernel and Sigmoid kernel in support vector machine. Because RBF kernel directly reflects the distance between two data vectors, it is widely used. Therefore, this paper selects Gaussian radial basis function as the kernel function of SVM regression model, and the formula of RBF kernel function is shown in formula (6).

\[
K(x, x') = \exp\left(-\frac{\|x - x'\|^2}{\delta^2}\right)
\]

After the kernel function is determined, the parameters involved in wind energy regression fitting prediction by SVM are penalty parameter \( C \) and kernel parameter \( \delta \).

III. PARAMETER OPTIMIZATION BASED ON OPTIMIZED GENETIC ALGORITHM

Genetic algorithm (GA) is a stochastic global search and optimization algorithm suitable for complex system optimization, which originates from the simulation of biological evolution mechanism.

Niche algorithm, through the simulation of competition and cooperation among different species in the niche environment, compares the similarity between individuals in the population in a given environment, and adjusts the fitness of individuals, so as to achieve the purpose of maintaining the diversity of the population.

Vaccine factor in IA (Immune Algorithm) is a kind of feature information which contains one or more continuous genes extracted from the prior knowledge of the specific problem to be solved. It can also be regarded as an estimation of the best individual matching pattern to be solved.

The standard genetic algorithm has no restrictions on the fields and types of problems. It is a parallel search method that does not depend on specific problems. It has fewer parameters,
but it has obvious disadvantages. After several iterations, inbreeding will be formed among individuals with high fitness in the population, resulting in premature and reduced diversity. The initial value of the population is generated randomly, which takes a long time to get the result from the beginning to the end, and the efficiency is low.

In the process of iteration, niche algorithm adjusts individual fitness, which can effectively avoid the situation that individuals with larger fitness occupy the whole population quickly. The vaccine factor in immune algorithm is used to immunize the initial population, which can effectively reduce the evolution time of the population and improve the search efficiency. Therefore, niche algorithm and immune algorithm are introduced into genetic algorithm, and an optimized genetic algorithm is proposed. The principle of the algorithm is as follows.

The vaccine factor is used to guide the generation of the initial population, so that the individuals in the initial population have some segments of excellent individuals. After the genetic operators (selection, crossover and mutation) are calculated, the fitness distance between individuals is compared. If the distance is within the niche radius, the individuals with small fitness are punished to ensure the diversity of the population and avoid the premature phenomenon in the genetic algorithm.

Optimization genetic algorithm has three core parts:

1) For the selection of niche radius \( L \), the method of reference [13] is used to set. It can adaptively adjust its size according to the evolution of population.

2) In the optimization genetic algorithm, the individual with the largest fitness searched by niche genetic algorithm can be considered as the optimal value of parameters \((C, \delta)\), which is used as the initial vaccine to inoculate the initial population of the optimization genetic algorithm, and the optimal solution obtained is used as the vaccine factor.

3) The parameter optimization range can automatically update. The wind speed data changes according to the time series. When the data is updated, the parameter optimization range must also be updated. If the design of parameter \((C, \delta)\) optimization range is larger, the optimization time of the parameter will increase, and if the design of parameter \((C, \delta)\) optimization range is smaller, the parameter will converge to the local optimal solution. In order to achieve a balance between the search speed and the search accuracy of the algorithm, the position of the vaccine factor (optimal parameters \((C, \delta)\)) in the parameter range is determined at the initial stage of the algorithm. If it is within a certain range of the minimum value, the setting range of the parameters will be reduced correspondingly. If it is within a certain range of the maximum value, the range of the corresponding parameters will be increased, otherwise, the optimization range of the parameters will remain unchanged.

The wind speed can be predicted using the proposed method as shown in Fig.1.

![Fig.1 The proposed method for the prediction of wind speed](image)

The implementation steps of the algorithm are as follows.

Step 1. Initialize the control parameters (population size, genetic algebra, crossover and mutation probability, etc.) and the optimization range of parameters \((C, \delta)\).

Step 2. Judge whether the vaccine factor reaches a certain extreme value of the optimization range of relevant parameters \((C, \delta)\), and adjust the optimization range accordingly.

Step 3. The vaccine factor is used to guide the generation of the initial population, and the fitness of individuals in the population is calculated.

Step 4. Judge the ending condition. If the ending condition is satisfied, store the code of the individual with the best fitness in the vaccine factor and output the optimization result. Otherwise, turn to step 5.

Step 5. Carry out selection, crossover, mutation and other genetic operations.

Step 6. Compare the Gauss distance \(d\) between two individuals. If \(d\) is within \(L\), punish those with small fitness.

Step 7. Rank the adaptability of each individual according to the new fitness value, update \(M\) with the minimum Gauss distance of the first \(m\) individuals, and go to step 4.

IV. EXAMPLE ANALYSIS

In order to verify the effectiveness of the optimized genetic algorithm in the search accuracy and speed, the program algorithm is compiled, and the parameters are set as follows:
population size $N=50$, genetic number $Gen=300$, crossover probability $P_x=0.8$, binary code length $2\times8$. According to the research of reference [14], when $C$ is fixed and $\delta$ is increased from 0 to a certain range, the test accuracy increases rapidly while the training accuracy decreases slightly. When $\delta$ is fixed and $C$ increases from 0 to a certain range, the accuracy of test and training increases rapidly with the increase of $C$. Therefore, according to the results of many experiments, the initial optimization range of parameters after data normalization is set as $C\in[0,20]$ and $\delta\in[0,8]$.

The hourly wind speed data measured by a 100 m high anemometer tower in a certain area is used, and the data collection time is from January 2020 to December 2020. 501 data were randomly selected according to the time sequence, the first 285 data were used to establish the prediction model, and the last 48 data were predicted. For the same wind speed data samples, GA optimization in reference [15], NGA optimization in reference [16], SVM prediction method in reference [17], and BP neural network prediction method are used for prediction.

The mean absolute error (MAE) and mean standard error (MSE) can be expressed as

$$MAE = \frac{1}{k} \sum_{n+k}^{n+k} \left| \frac{s_i - s_j}{s_i} \right| \times 100\% \quad (7)$$

$$MSE = \sqrt{\frac{1}{k} \sum_{n+k}^{n+k} \left( \frac{s_i - s_j}{s_i} \right)^2} \quad (8)$$

The prediction time and absolute error values of each method are shown in Table 1.

Table 1. The prediction times and errors of wind speed (m/s) forecasting by different algorithm

| Index | GA-SVM | SVM | BPNN | NGA | GA |
|-------|--------|-----|------|-----|----|
| $T/s$ | 119.06 | 36.55 | 29.71 | 50.23 | 42.36 |
| $e$   | 3.81%  | 9.05% | 13.25% | 16.25% | 18.97% |

It can be seen from Table 1 that the optimized genetic algorithm in this paper can find more suitable parameters for the given data samples, and the average absolute percentage prediction error $e$ is significantly less than the $e$ obtained by BP neural network and SVM with directly setting relevant parameters, and the SVM prediction error smaller than GA optimization and NGA optimization with changing niche radius. Compared with BP neural network and SVM without optimization, the optimization time is longer, but shorter than GA and NGA.

At the same time, in order to verify the prediction accuracy of the model after the optimization range of vaccine factors and parameters is automatically updated with the change of data, 1-60 samples (20 data are updated each time and completed in three times) after the selection of training data are tested. The specific prediction results are shown in Figures 2 to 3, and the prediction time and prediction error are shown in Table 2.

![Fig.2 The prediction result of update data](image1)

![Fig.3 The prediction error for update data](image2)

Table 2. The prediction error and times for data updated

| Sample number | 1-20 | 21-40 | 41-60 |
|---------------|------|-------|-------|
| $e$           |      |       |       |
| $T/s$ | 75.67 | 78.23 | 79.72 |
|------|-------|-------|-------|
| $e$  | 3.02% | 7.63% | 9.47% |

It can be seen from Fig. 2 ~ Fig. 3 and Table 2 that in the wind speed prediction model, when the wind speed data series is updated, the parameters optimization range and vaccine factors are automatically updated to guide the generation of the initial population, which can not only reduce the optimization time, but also reduce the error of wind speed prediction and improve the prediction accuracy.

The relative analysis from several prediction algorithms mentioned is done to evaluate superiority in Figure 4. The error of GA-SVM is the smallest in those prediction algorithms.

The prediction value analysis from several prediction algorithms are shown in Figure 4. The error distribution range of GA-SVM is 0.38% -12.54%, BP-ANN is 2.16% - 18.31%, and SVM is 1.76% - 15.02%. Therefore, GA-SVM has higher prediction accuracy.

The prediction error analysis from several prediction algorithms are shown in Figure 5. The MAE and MSE of several prediction algorithms are lowest for MAE and MSE value than several prediction algorithms.

The MAE and MSE of several prediction algorithms are shown in Figure 6 and Figure 7. The GA-SVM algorithm is lowest for MAE and MSE value than several prediction algorithms.
In this paper, we will optimize the SVM based on the optimized genetic algorithm. In short-term wind speed forecasting, niche algorithm is used to maintain the diversity of population, combined with the global convergence ability of genetic algorithm, and the vaccine factor of immune algorithm is introduced to guide the generation of initial population, which can reduce the search time and ensure the diversity of population, avoid the premature and slow optimization of genetic algorithm, and improve the speed and accuracy of optimization.

Compared with other optimization methods, the simulation results show that the optimized genetic algorithm not only has good convergence speed, but also can find more suitable parameters for data samples. When the data is updated according to time series, the optimization range of vaccine and parameters is adaptively adjusted and updated. Therefore, as a new optimization method, the optimization method has certain theoretical significance and practical application value, and can be applied to other time series prediction models.

In the future, some novel models can be constructed by much related research and the accuracy of prediction results can be improved.
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Fig.7 MAE value of several prediction algorithms

V. CONCLUSION
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