Boundary Deformation Measurement by Mesh-Based Digital Image Correlation Method
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Abstract: Digital image correlation (DIC) is a popular photomechanics method for deformation measurement. The conventional subset-based DIC method obtains the displacement vectors at the subset centers, but cannot calculate the deformation on the specimen edges, which may contain very useful information because specimens usually have greater deformation on edges, especially on curved edges due to stress concentration. In this study, the capability of a mesh-based DIC method using 8-node quadrilateral elements (Q8-mesh-DIC) in boundary deformation measurement was investigated and highlighted for specimens with non-uniform deformation. The results were compared with those obtained by some conventional subset-based DIC methods, and the accuracy of the boundary deformation measurement was verified through simulated and real experiments. The Q8-mesh-DIC appears to be more suitable for the boundary deformation measurement of non-uniform deformation fields.
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1. Introduction

The digital image correlation (DIC) method [1], also known as the digital speckle correlation method, is a non-contact photomechanics method based on the analysis of speckle images. Conventional subset-based DIC extracts full-field deformation information by matching the corresponding locations in the images recorded before and after the deformation of a specimen. The difference between the coordinates of the center points of each pair of matched subsets is as the measured displacement [2,3]. As a powerful and flexible tool for surface deformation measurement, subset-based DIC has been widely accepted and commonly used in the field of experimental mechanics.

Because only the displacement vectors at the subset centers can be calculated, and the subsets cannot contain invalid pixels from the background, an obvious drawback of conventional subset-based DIC is that the deformation near the specimen edge cannot be measured directly. That is, the deformation in an area along the specimen edge will be excluded, and the width of the missing area depends on the subset size. In general, for high-precision deformation measurement, a contradiction exists between the measurement precision and missing information. The reason is that a large subset size is usually selected to ‘collect’ sufficient information and guarantee high precision [4]; however, a larger subset size will, in turn, cause more missing information near the specimen edge. It is well known that, for many specimens with complex shapes, yielding or damage usually initiates on the curved edges. Thus, the deformation near the curved edges is particularly important in mechanical or failure analyses. For example, for a ring component under diametrical compression, cracks initiate from the hole edge owing to the local stress concentration [5].
From this perspective, the accurate measurement of deformations near or on the curved edges of specimens or structures plays a very important role in practical applications. However, based on conventional subset-based DIC, more information is missed near curved edges than straight ones. To obtain this useful information near the edges, some methods, including extrapolation or changing the subset shape, have been employed in references [6–9]. In the extrapolation method [6], the deformation near the specimen edges that cannot be measured directly is extrapolated from the inner measured displacement field. In principle, the extrapolation method is easy to implement, but the deformation pattern near the edges may substantially differ from that of the inner region owing to factors like high-stress concentration; as a result, the extrapolated result may fail to reflect the true deformation. The half-subset method [8,9] is another method for calculating the boundary deformation based on the conventional subset-based DIC model. In this method, valid and invalid pixels are labeled in the subsets across the edge, and only the valid points are used in the correlation analysis. That is, only parts of the subsets or irregular subsets are used to calculate the displacements near or on the edges, which generally results in insufficient matching information and low measurement accuracy. From the above discussion, it can be concluded that it is difficult to calculate the displacements near the specimen edges accurately using the subset-based DIC methods.

As alternatives to overcome the drawbacks of the subset-based DIC methods in boundary deformation measurement, mesh-based DIC methods [10–12] have their potential prospects. Following the concept of the finite element method (FEM), mesh-based DIC methods discretise the area of interest (AOI) of a speckle image into several elements to ensure continuity of the deformation field within the entire AOI. By placing the element nodes on the edges, boundary deformation can be achieved using such methods. Sun et al. [10] and Besnard et al. [11] established the 4-node-quadrangular mesh-based DIC (Q4-DIC) method for deformation measurement. However, as only two nodes exist on one element edge, only linear interpolation can be realized, and the deformation cannot be measured accurately when the element exhibits complex deformation. More importantly, when the displacement field near or on the curved edges needs to be measured, Q4-DIC cannot cover the AOI very effectively, owing to the straight element edges. To improve on this, Ma et al. [12] introduced 8-node quadrilateral elements into the DIC model (abbreviated as Q8-DIC). High-order shape function interpolation with three nodes on each edge was used in this technique, enabling the Q8 element to be mapped to an element with second-order curved edges. Hence, with this method, quadratic interpolation can be achieved, and the displacement of points close to or even on the curved edges can be measured.

In this study, the capability of Q8-DIC with spatial continuity in boundary deformation measurement was explored and highlighted for specimens with non-uniform deformation. The measurement results were compared with those from the extrapolation and half-subset methods, both of which are based on conventional subset-based DIC. The method was verified using simulated tests and effectively applied to actual experiments. The results demonstrated that the calculation accuracy of Q8-DIC in deformation measurement near curved edges was much higher than those of the extrapolation and half-subset methods. The remainder of this paper is organized as follows. In Section 2, the basic principles of the conventional subset-based methods and their deficiencies in terms of boundary deformation measurement are briefly explained. Section 3 compares the accuracy of the three methods in measuring the deformation near curved edges using simulated speckle images. In Section 4, the application of the three methods in a real experiment is presented. Finally, several concluding remarks are provided.

2. Basic Principles
2.1. Conventional Methods and Their Deficiencies in Boundary Deformation Measurement

The basic idea of the traditional subset-based DIC method is to match (or track) the same physical points located in the reference (or source) image and deformed (or target) image. Relevant work in this area has been discussed in detail in articles [3,13]. Although
it is simple in principle and implementation, the existing DIC technique exhibits certain deficiencies. For example, to measure the displacement of a point located near the edge of a specimen, the subset may contain unwanted or foreign pixels outside of the specimen, as illustrated in Figure 1. In such cases, errors will be induced in the correlation and interpolation calculation. That is, the boundary deformation cannot be calculated, and the displacements in a strip along the specimen edge will be missing. Therefore, a smaller subset size is usually selected to obtain more deformation information near the specimen edges. However, a smaller subset will lead to a larger standard deviation (SD) in the displacements. A conflict always exists between the standard deviation and measuring area loss near the edges. A numerical experiment can be used to understand and explain these two conflicting aspects more intuitively. In this experiment, a speckle image with a size of 500 × 500 pixels and 256 gray levels was used as the reference image (Figure 1). The speckle pattern was obtained by randomly spraying black and white paints onto the surface of a flat specimen. To form the deformed image, random Gaussian noise with a gray-scale intensity variance of 4 was added to the reference image. Based on these two images, the displacement field was calculated with subset sizes ranging from 11 × 11 to 77 × 77 pixels, with an interval of 6 pixels. As no actual deformation occurred, the SD error of the measured displacement field can be expressed as

\[
\sigma = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} d_i^2}
\]  

where \( N \) is the total number of measuring points and \( d_i \) represents the displacement component (\( u \) or \( v \)) of point \( i \). The SD error reflects the deviations of the measured displacements from their mean values. Figure 2 illustrates the SD error of the \( u \)-displacement and measuring area loss versus the subset size. It is clear that, with an increase in the subset size, the SD error decreased, but the area loss increased. To solve this contradiction, i.e., to obtain the inner displacement field precisely with a relatively larger subset, as well as the boundary deformation, conventional techniques such as the extrapolation and half-subset methods can be used. The basic principles of these two methods in boundary deformation measurement are briefly introduced next.

![Figure 1. Speckle image with subset located near the specimen edge.](image)

Extrapolation is an interpolation method whereby the displacements near the specimen boundary are obtained using those calculated by the conventional subset-based DIC method inside the specimen (Figure 3a). However, the extrapolated boundary deformation may not be accurate if the deformation pattern near the specimen edge differs from that inside the specimen. For example, owing to the high-stress concentration, the material near the edge may already yield, while it remains elastic in other regions. In this case, a reliable result cannot be always assured.
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Figure 2. Standard deviation (SD) error of u-displacement and area loss near specimen edge vs. subset size.

Figure 3. Conventional methods for boundary displacement calculation: (a) Extrapolation method and (b) half-subset method.

The half-subset method proposed by Pan et al. [9] is another approach for tackling the boundary deformation problem. In this method, for a subset centered at a point close to or on the AOI boundary (Figure 3b), a binary mask is established to identify the valid points within the AOI and the invalid points outside the AOI but within the subset. During the correlation analysis, only the labeled valid points are used, while the invalid points are excluded. Further details regarding the half-subset method can be found in reference [9]. Although the half-subset method can extend the deformation measurement area towards the AOI boundary, the accuracy and precision of the calculated displacements with half subsets are generally lower than those calculated using full subsets, owing to the lower amount of pixels used for correlation coefficient optimization. Theoretically, the number of valid points contained in a subset should be substantially greater than the number of unknown parameters to be determined; otherwise, the displacements at the centre point may not be obtained.

2.2. Basic Principle of Q8-DIC in Boundary Deformation Measurement

Using the concept of the FEM, Q8-DIC divides the AOI into several elements connected through nodes, thereby ensuring the continuity of the displacement field within the entire AOI. The boundary deformation can be calculated directly when the element nodes are placed on the edges (Figure 4). Instead of matching the subsets individually to obtain the displacements of each point, an objective function combining the reference and deformed images was constructed to resolve the displacements of all searched points in Q8-DIC. A brief introduction to Q8-DIC is provided below.
An 8-node isoparametric quadrangular element in the global coordinate system $xoy$ can be mapped onto a square in the local coordinate system $\xi \eta$ (Figure 5). The relationship between the two coordinate systems is expressed as follows:

\[
x = \sum_{i=1}^{8} N_i(\xi, \eta)x_i \\
y = \sum_{i=1}^{8} N_i(\xi, \eta)y_i
\]  

(2)

where $\xi$ and $\eta$ are the horizontal and vertical coordinates in the local coordinate system, $x$ and $y$ are the corresponding coordinates in the global coordinate system and $N_i(\xi, \eta)$ is the shape function of the $i$th node of the element, which has the same form as the shape function in the FEM.

The displacements of a point in the global coordinate system can be obtained by the corresponding shape function and displacements of the elemental nodes in the local coordinate system:

\[
u_{\Omega_m}(x, y) = \sum_{i=1}^{8} N_i(\xi, \eta)u_{mi} \\
v_{\Omega_m}(x, y) = \sum_{i=1}^{8} N_i(\xi, \eta)v_{mi}
\]  

(3)

where $\Omega_m$ represents the $m$th element, $u_{\Omega_m}$ and $v_{\Omega_m}$ are the displacement components of the point with the coordinate $(x, y)$ in $\Omega_m$, and $u_{mi}$ and $v_{mi}$ are the displacement components of the $i$th node in $\Omega_m$. The displacements of each node are essentially the parameters to be optimized. By selecting an appropriate objective function, the solution of the displacement field can finally be transformed into an optimization problem. The objective function can be expressed as follows:

\[
loss = \sum_{m=1}^{M} \sum_{(x,y) \in \Omega_m} (f(x, y) - g(x + u_{\Omega_m}(x, y), y + v_{\Omega_m}(x, y)))^2
\]  

(4)
where \( f \) and \( g \) represent the gray intensity of the AOI in the reference and deformed images, respectively. An iterative algorithm (such as the Newton–Raphson algorithm [13], Levenberg–Marquardt (LM) algorithm [14], genetic algorithm [15], and the inverse compositional Gauss–Newton algorithm [16]) can be used to minimize the objective function. The displacement vectors near or even on the edges can be obtained by Equation (4) once the solution is complete.

3. Verification of Q8-DIC in Boundary Deformation Measurement

To verify the accuracy and efficiency of the three methods described in Section 2 for deformation measurement near curved edges, a simple simulated test was conducted in the form of a square plate under open-hole compression (Figure 6a). The reference image, with a size of \( 1001 \times 1001 \) pixels and hole radius of \( a = 240 \) pixels, was cropped from a real speckle image. Distributed loading was applied on the top and bottom with a load density of \( q \). Based on the solution of the displacement field of the problem, the deformed image was obtained from the reference image by cubic interpolation. The pixel intensities of the deformed image were encoded into 8-bit integers with values ranging from 0 to 255.

The theoretical elastic solution of the displacement field of the open-hole compression problem can be expressed by Equation (5):

\[
\begin{bmatrix}
  u \\
  v
\end{bmatrix} = 
\begin{bmatrix}
  \cos \theta & -\sin \theta \\
  \sin \theta & \cos \theta
\end{bmatrix}
\begin{bmatrix}
  u_r \\
  u_\theta
\end{bmatrix}
\]  

(5)

where

\[
u_r = \frac{(1 + \nu) qr}{2E} \left\{ \frac{1 - \nu}{1 + \nu} + \frac{a^2}{r^2} + \left[ 1 + \frac{4}{1 + \nu} \frac{a^2}{r^2} - \frac{a^4}{r^4} \right] \cos 2\theta \right\}
\]

(6)

\[
u_\theta = -\frac{(1 + \nu) qr}{2E} \left[ 1 + \frac{2 - 2\nu a^2}{1 + \nu} \frac{1}{r^2} + \frac{a^4}{r^4} \right] \sin 2\theta
\]

(7)

in which \( r \) and \( \theta \) are the polar coordinates with the origin at the hole center, and \( a \) represents the hole radius. In this simulated test, the load density \( q = 1.4 \times 10^7 \) N/pixel, Young’s modulus \( E = 10 \) GPa, and Poisson’s ratio \( \nu = 0.33 \).

Based on the reference and deformed images, the \( v \) displacement field was first solved by the subset-based DIC. The commercial image correlation software VIC-2D was used with a subset size of 47 pixels to assess the displacement distribution. The displacements near the specimen edges that could not be directly calculated by the subset-based DIC were obtained using cubic extrapolation and the half-subset method. The displacement field was also calculated by Q8-DIC with the meshing scheme illustrated in Figure 6b. In total, there were 8 elements and 40 nodes. The LM optimization algorithm was employed, and the optimization iteration was stopped when the change of loss in Equation (4) was
less than $1 \times 10^{-6}$ or the variations in the parameters to be optimized were less than $1 \times 10^{-3}$.

It can be observed from Figure 7 that the displacement field calculated by Q8-DIC was smoother and more consistent with the theoretical elastic solution than those obtained by the extrapolation and half-subset methods. This is because the continuity of the entire displacement field was considered in the Q8-DIC method. For a clearer comparison of the accuracy of the three methods in the boundary deformation measurement, the displacement distribution around different circles near the hole can be plotted. Figure 8a,b presents the vertical displacements around two circles with radii of 241 and 255 pixels, respectively. It can be observed that even on the hole edge ($r = 241$ pixels), Q8-DIC could yield a sufficiently accurate result, while the extrapolation method provided completely unreasonable displacements. The accuracy of the calculated displacements improved with an increasing distance from the hole edge. When $r = 255$ pixels, the displacement distributions already agreed strongly with the theoretical solution, except for the relatively large error near the top ($\theta = 90^\circ$) and bottom ($\theta = 270^\circ$) of the circle in the extrapolation method. Figure 8c illustrates the absolute errors of the three methods compared with the theoretical solution; the non-smoothness of the displacement field obtained by the half-subset method can be clearly observed.

![Figure 7. Displacement fields obtained by different methods.](image)

Figure 9 presents the relative errors of the displacements measured by the three methods along a radius ($\theta = 90^\circ$). The relative error is defined as the difference between the measured and theoretical values, divided by the theoretical value. The Q8-DIC method could provide accurate displacements along the entire radius, starting from the hole edge. The extrapolation method exhibited a relative error within 30%, which decreased along the radius, and became negligible when the radius was larger than 264 pixels at the junction of the subset DIC and extrapolation regions. Reasonable displacement could not be obtained near the hole edge by the half-subset method, but the accuracy improved more significantly along the radius compared to the extrapolation method.
Figure 8. Displacements and measurement errors near the hole edge: (a) \( r = 241 \) pixels, (b) \( r = 255 \) pixels, (c) measurement errors of displacements \( (r = 255 \) pixels).

Figure 9. Relative errors along radius at \( \theta = 90^{\circ} \).

4. Application in Real Experiment

To compare the three methods in terms of real deformation measurements near curved edges, a diametrical compression test was performed using a ring made of aluminum alloy 6061. Figure 10a and Table 1 present the ring specimen dimensions and the mechanical properties of the aluminum alloy 6061. An irregular speckle pattern was created on the specimen beforehand by spraying black and white paints on the front surface. The test was conducted on a universal WDW-50E testing machine (Figure 11). Displacement control was applied with a loading rate of 0.05 mm/min. During the loading process, an imaging system consisting of a charge coupled device (CCD) camera with a spatial resolution of 1628 × 1236 pixels and a 50 mm fixed-focus lens was used to capture images of the specimen front surface at a speed of 1 fps. Figure 11 presents the undeformed image with an inner radius of 243 pixels and an outer radius of 486 pixels for the ring. The collected deformed images were processed using the VIC-2D software with a subset size of 47 pixels, the extrapolation method, the half-subset method, and Q8-DIC to obtain the displacement field of the front surface. The meshing scheme illustrated in Figure 10b, with a total of 42 elements and 154 nodes, was used in the Q8-DIC, and the rules for meshing in Q8-DIC referred to the papers [12,17].

Table 1. Specimen dimensions and mechanical properties of aluminum alloy 6061.

| d (mm) | D (mm) | b (mm) | Modulus (GPa) | Poisson's Ratio |
|-------|-------|-------|---------------|----------------|
| 25    | 50    | 15    | 68.9          | 0.33           |

Figure 10. Diametrical compression test diagram of the aluminum ring (a) and meshing scheme in Q8-DIC (b).
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| d (mm) | D (mm) | b (mm) | Modulus (GPa) | Poisson’s Ratio |
|-------|-------|-------|---------------|----------------|
| 25    | 50    | 15    | 68.9          | 0.33           |

![Figure 11. Experimental setup of diametrical compression test.](image)
A 2-dimensional FE model (Figure 12) of the diametrical compression test was created by using the commercial software ABAQUS. The loading and supporting platens were modeled as analytical rigid bodies, and the frictionless contact option was used between the ring and platens. A concentrated force was applied at the reference point of the loading plate. The ring was discretized into 6000 4-node plane stress elements (CPS4R in ABAQUS notation), with 30 elements in the radial direction and 200 elements in the circumferential direction. Isotropic properties were assigned to the elements, as detailed in Table 1.

![Finite element model of diametrical compression test.](image)

**Figure 12.** Finite element model of diametrical compression test.

Figure 13 presents the load–displacement curve of the indenter during the diametrical compression test. For comparison with the elastic solution obtained by the finite element analysis, the image captured at a very early loading stage (point A in Figure 13) was selected to calculate the displacement field. Figure 14 illustrates the calculated displacement fields in the vertical direction using different methods. In general, all measured displacement distributions agreed strongly with the simulated result. However, as the Q8-DIC method considered the continuity constraint for the entire field, it produced a smoother displacement field than the other two methods.

![Load–displacement curve of indenter in diametrical compression test.](image)

**Figure 13.** Load–displacement curve of indenter in diametrical compression test.

![Displacement fields using different methods.](image)

**Figure 14.** Displacement fields using different methods.
To provide an intuitive comparison of the three methods’ accuracy in the deformation measurement near curved edges, the displacement distributions around 2 circles with radii of 244 and 259 pixels were plotted in Figure 15a,b, respectively. It can be observed that the Q8-DIC calculation result was always in strong agreement with that predicted by the FE model, even on the hole edge \(r = 244\) pixels). The extrapolation method could also indirectly produce the displacements on the hole edge, but with relatively large deviations from the FEM result. The half-subset method even failed to provide a reasonable displacement distribution around the hole. However, the measurement accuracy of the half-subset method improved with increasing distance from the hole edge. On the circle with a radius of 259 pixels, the measured displacements from the half-subset method were already almost the same as the Q8-DIC result. Figure 15c illustrates the absolute errors of the three methods compared to the FEM result. It was clearly indicated that, although the absolute errors were at the same level for the half-subset and Q8-DIC methods, the latter provided a substantially smoother deformation field. This was certainly owing to the continuity constraint over the entire displacement field in the Q8-DIC method.

Figure 15. Displacements and measurement errors near ring edge: (a) \(r = 244\) pixels, (b) \(r = 259\) pixels, and (c) measurement errors of displacements \((r = 259\) pixels).
5. Conclusions

Despite its wide application, the conventional subset-based DIC method exhibits a fundamental defect in boundary deformation calculation. Boundary deformation information is of paramount importance in many mechanical problems because damage or yielding generally initiates from the boundary, particularly on curved edges as a result of stress concentration. To resolve this issue, the capability of the novel Q8-DIC in deformation near curved edges was explored and highlighted in this work. The effectiveness and efficiency of Q8-DIC in the boundary deformation calculation were compared with those of two conventional methods, namely the extrapolation and half-subset methods, by means of simulated and real experiments. The results revealed that, owing to the continuity constraint over the entire displacement field, Q8-DIC provided significantly higher accuracy in boundary deformation measurement and a substantially smoother displacement field than the other two methods. A precise whole field (including the boundary) deformation is very useful for material property characterization or failure prediction. For example, mesh-based DIC and finite element model updating methods can be combined to inversely obtain the damage evolution law or yielding criterion of material under complex loading. Further studies will be performed in these fields.
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