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Abstract—Given an image collection of a social event with a huge number of pictures, it is very useful to have tools that can be used to analyze how the individuals—that are present in the collection—interact with each other. In this paper, we propose an optimal graph representation that is based on the ‘connectivity’ of them. The connectivity of a pair of subjects gives a score that represents how ‘connected’ they are. It is estimated based on co-occurrence, closeness, facial expressions, and the orientation of the head when they are looking to each other. In our proposed graph, the nodes represent the subjects of the collection, and the edges correspond to their connectivities. The location of the nodes is estimated according to their connectivity (the closer the nodes, the more connected are the subjects). Finally, we developed a graphical user interface in which we can click onto the nodes (or the edges) to display the corresponding images of the collection in which the subject of the nodes (or the connected subjects) are present. We present relevant results by analyzing a wedding celebration, a sitcom video, a volleyball game and images extracted from Twitter given a hashtag. We believe that this tool can be very helpful to detect the existing social relations in an image collection.

Index Terms—Face recognition, gender recognition, expression recognition, facial analysis, graph representation, image collection, deep learning.

1 INTRODUCTION

In the last decades, it has been a common practice to have collections of a huge number of images [1]. For example, a social event—like a wedding celebration—can have thousands of pictures. Moreover, we can download thousands of images from social networks given a hashtag. In practice, it is not so simple to browse all images, and it can be very helpful to analyze the faces and build a graph representation with information extracted from all faces that are present in the images as illustrated in Fig. 1, where the nodes represent the subjects and the edges are the connections between them.

In recent years, we have witnessed tremendous improvements in face recognition by using complex deep neural network architectures trained with millions of face images (see for example advances in face recognition [2] [3] [4] and in face detection [5] [6]). In addition, there are very impressive advances in applications [7], face clustering [8] [9], and in the recognition of age [10], gender [11], facial expressions [12], eye gaze [13], head pose [14] and facial landmarks [15].

In this field, many works deal with applications that can be developed using the face analysis tools. Here some examples: In [16], social networks are built by detecting and tracking faces in news videos, the idea is to establish how much and with whom a politician appears on TV news. In [17], a facial behavior analysis is presented. The method can extract expressions and action units (facial movements such as ‘inner portion of the brows is raised’ or ‘lips are relaxed and closed’), that could be used to build interactive applications. In [18], ‘social relations’ (defined as the association like warm, friendliness and dominance, between two or more persons) are detected in face images in the wild. In [19], face-based group-level emotion recognition is proposed to study the behavior of people participating in social events. Similar advances have been made in video analysis using the information of the location and actions of people in videos. See for example [20], where a ‘context aware’ configuration model is proposed for detecting groups of persons and their interactions (e.g., handshake, hug, etc.) in TV material.

It is evident that the state of the art in this field is far from perfect, and any contribution that can help to detect and measure the interaction of individuals in an image collection will play a relevant role when analyzing social relations.

Our contributions are threefold. Given an image collection and a set of subjects that are present in the collection: i) We define a ‘connectivity’ measurement between every pair of subjects of the set that gives a score that represent how connected they are. The connectivity is based on co-occurrence, closeness, facial expressions, and the orientation of the head when they are looking to each other. ii) We estimate an optimal graph in which the nodes represent the subjects of the set, and the length of the edges that connect the nodes depends on the connectivity of the
subjects (the closer the nodes, the more connected are the subjects). iii) We developed a graphical user interface in which by clicking onto the nodes (or the edges), the user can display the corresponding images of the collection in which the subject of the nodes (or the connected subjects) are present.

2 PROPOSED METHOD

In this section, we present our method that can be used for a facial graph representation in an image collection. The method follows Fig. 1. Before we perform the analysis, it is necessary to do some preliminary computations. After that, we define some matrices that can be used to measure the ‘connectivity’ between the subjects that are present in the collection, and finally we estimate and define the graph representation.

2.1 Preliminary Computations: Feature Extraction

The idea of our approach is to analyze a set \( \mathcal{I} \) of \( n \) images \( \{ I_t \} \), for \( t = 1 \cdots n \). We detect all faces of \( \mathcal{I} \) using Multi-task Cascaded Convolutional Networks (MTCNN) [5] that has been demonstrated to be very robust in unconstrained environments. All detected faces are stored as set \( \mathcal{F} \) of \( m \) face images \( \{ F_k \} \), for \( k = 1 \cdots m \). In addition, we store in vector \( z \) of \( m \) elements the image index of the detected face image, i.e., \( z_k = t \), if face image \( F_k \) was detected in image \( I_t \). Furthermore, the \( m \) bounding boxes of the detected faces are stored in matrix \( B \) of \( m \times 4 \) elements with coordinates \( b_k = (x_1, y_1, x_2, y_2)_k \) for face image \( k \). After face detection is performed, for each face image \( k \), we compute the width and height \( (w_k, h_k) \) of the bounding box. Afterwards, we compute: i) the age \( a_k \), the gender \( g_k \) using the library py-agender [21] that offers very good results. ii) The facial expressions \( e_k \) are defined as a vector of seven probabilities [12] for: angry, disgust, scared, happy, sad, surprised, and neutral. iii) The 68 facial landmarks \( l_k \) give the coordinates \( (x, y) \) of the eyebrows (left and right), eyes (left and right), nose, mouth, and jawline. For this end, we use the library Dlib [22], iv) the pose vector \( v_k \) defines the direction where the face is looking to, for this end we use the projection of the roll vector obtained in [14], and v) the face descriptor of \( d \) elements \( (x_k) \), in this case we use descriptor with unimorm. In our experiments, we use ArcFace [3], that computes an embedding of \( d = 512 \) elements with outstanding results. The descriptors of \( m \) detected faces are stored in matrix \( X \) of \( m \times 512 \) elements. In addition, we have a list of \( n_e \) enrolled subjects that we want to analyze. It can be defined manually or using a face clustering algorithm. The descriptors of the enrolled faces have uni-norm and they are stored in a matrix \( X_e \) of \( n_e \times 512 \) elements. It is very simple to detect if the enrolled subjects are present in the image collection: we compute the \( m \times n_e \)-element matrix \( Y = X X_e^T > \theta \), where \( \theta \) is a threshold that we set to 0.4. If \( Y(k, i) = 1 \), that means that subject \( S_i \) was detected in image \( z_k \).

2.2 Analysis: Connectivity Matrices

The following matrices have \( n_e \times n_e \) elements. The indices of the elements of the matrices are \( (i, j) \). Element \( (i, j) \) gives a ‘connectivity measure’ between subjects \( S_i \) and \( S_j \). The matrices are symmetric, that means for matrix \( X \), \( X_{ij} = X_{ji} \). In addition, \( X_{ii} = 0 \). In all connectivity matrices of our approach, a high/low value of \( X_{ij} \) means that the connectivity between \( S_i \) and \( S_j \) is high/low.

1. Co-occurrence Matrix (C): Element \( C_{ij} \) is defined as the number of images in the collection in which subjects \( S_i \) and \( S_j \) are present. This matrix is easily computed by defining a ‘presence matrix’ \( P \) of \( n_e \times n \) elements in which element \( P_{it} \) is 1/0 if subject \( S_i \) is present/absent in image \( I_t \).

2. Closeness Matrix (D): Element \( D_{ij} \) is defined as the sum of the ‘closeness factors’ of subjects \( S_i \) and \( S_j \) in those images of the collection in which \( S_i \) and \( S_j \) are present. The factor is computed as follows: For subjects \( S_i \) and \( S_j \), we measure the size in pixels of the bounding box of the faces as \( a_i = \sqrt{w_i h_i} \) and \( a_j = \sqrt{w_j h_j} \), the average \( (a_i + a_j)/2 \), and the distance \( d \) in pixels between the centers of the bounding boxes in the image. The ‘closeness factor’ is computed for those images that have similar face...
sizes \((\min(a_i/a_j, a_j/a_i) < 0.7)\) and for the faces that are close enough \((d/a < n_f)\). In our experiments, we set \(n_f\) to 4. With the first criterium, we can avoid faces that are close in the image but because of the perspective they are far away in 3D space. With the second criterium, we consider only those pairs of images that are close enough. In our case, the faces must be closer than \(4a\) (4 ‘faces’). Thus, the ‘closeness factor’ is defined as \((n_f - d/a)/n_f\). In this case, the factor is close to one, if the faces are very close; it is for example 0.25, if the distance of the faces is 3\(a\), and it is zero if the distance is greater than 4\(a\).

3. **Connection Matrix** \((Z)\): Element \(Z_{ij}\) is defined as the sum of the ‘connection factors’ of subjects \(S_i\) and \(S_j\) in those images of the collection in which \(S_i\) and \(S_j\) are present. The factor is computed as follows: For subject \(S_i\) and \(S_j\), we compute the intersection of vectors \(v_i\) and \(v_j\) defined as the projected roll vectors (computed from the head pose) that start at the point that is in the middle of both eyes (computed as the center of the landmarks corresponding to the eyes of the face). If the intersection of the vectors are in front of the faces, we compute both distances from intersection point to the middle of both eyes (computed as the center of the landmarks). If the distance of the faces is \(3a\), the ‘closeness factor’ is close to one (or zero), if the expressions of subjects \(S_i\) and \(S_j\) are present. The factor is computed as follows: For subject \(S_i\) and \(S_j\), we extract the fourth element of the expression vector (that corresponds to the happiness) and define the ‘empathy factor’ as the dot product of them.

4. **Empathy Matrix** \((E)\): Element \(E_{ij}\) is defined as the sum of the ‘empathy factors’ of subjects \(S_i\) and \(S_j\) in those images of the collection in which \(S_i\) and \(S_j\) are present. The factor is computed as follows: For subject \(S_i\) and \(S_j\), we measure the first six elements of the expression vector (we avoid the neutral expression) as vectors \(e'_i\) and \(e'_j\). The idea of the ‘empathy factor’ is to be close to one (or zero), if the expressions of subjects \(S_i\) and \(S_j\) are similar (or different). For this end, we use the cosine similarity, that means, we normalize the vectors as \(|e'_i||e'_j|\) and \(|e'_i||e'_j|\) and define the ‘empathy factor’ as the dot product of them.

5. **Happiness Matrix** \((H)\): Element \(H_{ij}\) is defined as the sum of the ‘happiness factors’ of subjects \(S_i\) and \(S_j\) in those images of the collection in which \(S_i\) and \(S_j\) are present. The factor is computed as follows: For subject \(S_i\) and \(S_j\), we extract the fourth element of the expression vector (that corresponds to the happiness) \(h_i = e_{ij}(4)\) and \(h_j = e_{ij}(4)\), and define the ‘happiness factor’ as the average \((h_i + h_j)/2\).

Finally, the total connectivity matrix \(T\) is defined as the average: \(T = (C + D + Z + E + H)/5\). We tested different weighted sums with similar results.

### 2.3 Graph Construction

In order to build a graph that represent the connectivity of the subjects to be analyzed, we define a graph of \(n_c\) nodes (one for each subject) and locate them in a 2D space in position \((x_i, y_i)\) for \(i = 1 \cdots n_c\). The key idea of the graph, is that the closer are the nodes \(i\) and \(j\), the higher the connectivity between them. That means, the distance of both nodes \(\Delta_{ij} = ||(x_i, y_i) - (x_j, y_j)||\) should be a value that represents the ‘no-connectivity’ between subjects \(S_i\) and \(S_j\). In our approach, we use the ‘connectivity’ defined in previous section (see matrix \(T\)). We tested several definitions for ‘no-connectivity’ and the best one—in terms of the visualization of the graph—was given by \(W_{ij} = 1/\sqrt{Q_{ij} + T}\), where \(Q_{ij} = 99 \times T_{ij}/\max (T)\), that means the ‘no-connectivity’ \(W_{ij}\) for subjects \(S_i\) and \(S_j\), gives values between 0.1 (when the connectivity is maximal) and 1.0 (when there is no connectivity). In addition, we set \(W(i, i) = 0\). The idea of our method is to find the coordinates of the nodes \((x_i, y_i)\), so that the distance of the nodes \(\Delta_{ij}\), should be similar to the ‘no-connectivity’ \(W_{ij}\). This is an optimization problem that can be represented by minimizing the Frobenius norm: error = \(||\Delta - W||^2\) \(\rightarrow\) min. We solve this problem using the simplex search method [23] with a starting point given by the solution of a graph drawing by force-directed placement [24], in which the length of each edge in the graph is proportional to its weight \(W_{ij}\). In our experiments, we report the Mean Absolute Error (MAE), as a metric of the performance of the graph, defined as the mean difference \(|\Delta_{ij} - W_{ij}|\) in all pairs of nodes. Obviously, MAE cannot be zero in many cases where (e.g., A is friend of B and C, but B and C are enemies).

### 2.4 Graph Representation

For the node representation: a node is typically represented as a point or a circle. Alternatives in this case can be the size of the circle, color of the circle and color of the boundary of the circle. In our case for node \(i\), we put the face of subject \(S_i\) in a circle (the radius is related to the number of images in which \(S_i\) is present), and the color of the boundary is related to the predominant facial expression of \(S_i\). We use the colors based on [25]: scare (dark gray), angry (red), disgusted (green), sad (blue), surprised (white), happy (yellow), neutral (gray). For the edge representation: an edge is typically represented as a line, or (bi)directional arrow. Alternatives in this case can be the color and the width of the line. In our case for edge \((i, j)\), we decided to use lines (and not arrows) to make the graph simpler. In addition, our connectivity matrix is symmetric and it has no sense to use arrows. The color of the lines, in our case, is set to the most common expression between subjects \(S_i\) and \(S_j\), and the width of the line corresponds to the number of images in which both subjects are present. If \(S_i\) and \(S_j\) do not have pictures together \((C_{ij} = 0)\), there will be no edge between them.

1. Nevertheless, the definition of connection given by matrix \(Z\) can be changed, if we consider the case when subject \(S_i\) is looking to subject \(S_j\) but not vice-versa. In this case, directional arrows can be used.
Since the information of the co-occurrence matrix and presence matrix is stored, we propose to display the graph in a Graphical User Interface (GUI) in which the user can interact with the nodes and edges. By clicking onto a node, the user can obtain information related to the subject of the node: e.g., gender, age and facial expressions. In addition, the images of the collection in which the subject is present can be displayed according to the facial expression (the images can be sorted using the expression ‘happiness’ for example). On the other hand, by clicking onto an edge (that connect two nodes, in our case two subjects), the user can display the corresponding images of the connected subjects (images of the collection in which both subjects are present).

3 EXPERIMENTAL RESULTS

In this section, we report the results obtained in four experiments that we used to validate the proposed approach. The implementation was done in Python 3.6.4 (for face detection and feature extraction) and Matlab R2019b (for connectivity matrices, graph construction and representation and Graphical User Interface).

3.1 Private Wedding

We took a private family album of a wedding celebration in which we participated. That means, we know exactly the subjects that are present and the relations that they have. In order to protect the privacy of the participants, we public only the attributes and descriptors of the faces, and for the graph representation we use synthetic faces generated by a GAN model [26]. This dataset has 639 images and 2280 faces. The obtained graph is illustrated in Fig. 2-A1. In Fig. 2-A2, we provide an additional graph with the same nodes, in which the edges are drawn manually according to the existing relation between the participants (couples, parents, sons, daughters, siblings and friends).

→ Discussion: (MAE = 0.1944) In the graph, we observe that main participants are the bride and the
groom. In the GUI, we show the histogram of the expressions of the bride (she was happy in 78% of the pictures). The main facial expression of the wedding is ‘happiness’ (yellow), however, there are some people that is angry (the parents of the bride). It is very impressive, how close are the nodes in the graph for many of the strongest relationships of the participants.

3.2 Friends

We downloaded videos of the sitcom ‘Friends’ with a compilation of the six main characters (Rachel, Phoebe, Monica, Joey Chandler and Ross) and guest stars (like Julia Roberts, Brad Pitt, Robin Williams, etc.)\(^2\). This dataset has 16429 images and 27647 faces. For the enrollment, we select the six main characters and 18 guest stars. The obtained graph is illustrated in Fig. 2-B.

→ Discussion: (MAE = 0.2313) From the graph, we observe that the main participants coincide with the six main characters of Friends. The main facial expression in the graph for this comedy is ‘happiness’ (yellow).

There is for example a connection with Brad Pitt (he was present in 363 images, and from them, Ross was present in 67 as well). In the GUI, we can display the images with co-occurrences.

3.3 Volleyball Game

On July 2nd, 2019, we downloaded from Flickr the album “VBVBA RVC 2 2010” of pictures taken by Bruce A Stockwell \(^3\). In these pictures, we observe pictures of different volleyball games played on April 2010 by teenage players. This dataset has 1131 images and 4550 faces. The obtained graph is illustrated in Fig. 2-C. In this set, there are two teams of players (see red and white stars included manually in the graph). For the enrollment, we select the players of both teams.

3.4 Discussion:

(MAE = 0.0679). 16% and 6% of the detected faces belong to the red and white teams respectively. We observe in the graph, that both teams are clustered, and the main participants (size of the faces) are from the red team. The facial expressions are ‘scared’ (gray) and ‘happiness’ (yellow). This is very typical in a game that stress and happiness co-exist. The GUI shows images of some of the main participants. In addition, we show the images of player 14 sorted according to her ‘happiness’.

3.5 Donald Trump – The Squad

On July 19th, 2019, we downloaded images from Twitter given the hashtags #Trump and #DonaldTrump. In those days, there was a problem between Trump and four Democratic congresswomen (known as The Squad). This dataset has 494 images (126 were automatically removed because they were duplicated), and 677 faces. The obtained graph is illustrated in Fig. 2-D. For the enrollment we select Trump and some relatives, some politicians and the four congresswomen.

→ Discussion: (MAE = 0.1251). In the graph, we observe that main participant is Trump, he has a ‘happy’ relation to his wife and daughter, and a ‘sad’ and ‘angry’ relation to Putin and Merkel respectively. An independent cluster is given by The Squad with only one connection to Trump (given by a photo montage). For this connection we use dark gray to show that there is no common facial expression.

4 Conclusions

In this paper, we presented a graphical tool that can be used to detect and analyze social relations in an image collection. We proposed an optimal graph representation that is based on the ‘connectivity’ of the subjects. We based our measurement on co-occurrence, closeness, facial expressions, the orientation of the head. The nodes represent the subjects of the collection, and the edges are their connectivities. In our solution, the closer the nodes, the more connected are the subjects. We propose a representation for the nodes and edges (colors are related to facial expressions and size are related to presence). The graph can be used in a graphical user interface (GUI) in which we can display the original images that shows the connection of the people. Finally, we present relevant results by analyzing a wedding celebration, a sitcom video, a volleyball game and images extracted from twitter given a hashtag. We believe that this tool can be very helpful to detect the existing social relations in an image collection. For future work, we would like to expand to three or more people by analyzing the connectivity matrix.
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