Real-Time Prediction of Probabilistic Crack Growth with a Helicopter Component Digital Twin
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To deploy the airframe digital twin or to conduct probabilistic evaluations of the remaining life of a structural component, a (near) real-time crack-growth simulation method is critical. In this paper, a reduced-order simulation approach is developed to achieve this goal by leveraging two methods. On the one hand, the symmetric Galerkin boundary element method–finite element method (SGBEM-FEM) coupling method is combined with parametric modeling to generate the database of computed stress intensity factors for cracks with various sizes/shapes in a complex structural component, by which hundreds of samples are automatically simulated within a day. On the other hand, machine learning methods are applied to establish the relation between crack sizes/shapes and crack-front stress intensity factors. By combining the reduced-order computational model with load inputs and fatigue growth laws, a real-time prediction of probabilistic crack growth in complex structures with minimum computational burden is realized. In an example of a round-robin helicopter component, even though the fatigue crack growth is simulated cycle by cycle, the simulation is faster than real-time (as compared with the physical test). The proposed approach is a key simulation technology toward realizing the digital twin of complex structures, which further requires fusion of model predictions with flight/inspection/monitoring data.

Nomenclature

\[ a = \text{crack length} \]
\[ C, \gamma = \text{generalized Frost–Dugdale law coefficients} \]
\[ D = \text{database of fracture mechanics simulation} \]
\[ K = \text{Stress Intensity Factor} \]
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\( K^b \) = Stress Intensity Factor under a benchmark load

\( L_{ia}, L_{ic} \) = initial crack shape parameters

\( p^b \) = benchmark load

\( r \) = threshold of the cumulative variance contribution rate of principal components

\( S \) = spline parameter set of the original front curve nodes

\( s \) = spline parameter set of the original nodes

\( t_p \) = trim percentage of a curve

\( R \) = stress ratio

\( x \) = equispaced nodes along a crack front

\( X \) = non-equispaced nodes along a crack front

\( \beta \) = cumulative variance contribution rate of principal components

\( \Delta K \) = Stress Intensity Factor range

\( \varepsilon \) = training or test error

Subscripts

\( \text{equi} \) = processed form with equispaced nodes

\( \text{ori} \) = original form with non-equispaced nodes

### I. Introduction

Helicopter dynamic components are some of the most fatigue-critical components on the helicopter structure, which consist of main and tail rotors, rotor hub, drive shafts and gear boxes, and whose integrity during service life directly affects the safety of the helicopter. Different from fixed-wing aircraft, helicopter dynamic components are mostly subjected to low amplitude and high-frequency loads. Thus, the duration in which a small crack propagates to the critical size, which leads to failure, is relatively short. Therefore, helicopters are more likely to incur accidents caused by fatigue damage.

For a long time, the safe life method has been used to address the structural fatigue of helicopter dynamic components. In the safe life method, all key fatigue components, assumed to have no preexisting defects, are assigned a finite service life, which is determined by the Palmgren Miner nominal stress rule [1] or other rules, and the components are required to be retired when reaching the service life. However, fatigue failures are often caused by unexpected factors such as process defects, maintenance errors and damage induced by usage, which are not considered in the safe life method and result in the occurrence of numerous flight accidents, indicating that the safe life design cannot completely guarantee the safety of helicopter structures.

In the past few decades, there was a growing interest in using Damage Tolerance Methodology to determine the life
Fracture mechanics methodology is used to predict the fatigue crack growth in the structure, and inspection intervals are devised to ensure that the crack does not grow to the critical size. However, there are many uncertainties in the crack growth process. For example, loads, structural geometry, and crack growth behaviors may have some level of dispersions between various aircraft and flight missions. As a result, methods are proposed to track and control such uncertainties within the life of structural components.

Individual structural life and maintenance managements are attracting increasing interests recently, where Digital Twin is a potential solution. The digital twin philosophy, originally presented by Michael Grieves in 2003, aims to create a digital representation of the corresponding physical product in the life-cycle of the product. In 2009, the National Research Council Canada proposed a roadmap for the probabilistic life usage monitoring of helicopters, which can be seen as a preliminary version of the digital twin concept for helicopters. In 2011, the U.S. Air Force Research Laboratory (AFRL) proposed to apply the digital twin philosophy to the life management of airframes. NASA Langley Research Center conducted a feasibility study in which in-situ diagnostics and prognostics are coupled in a probabilistic framework to track and control uncertainties in structural fatigue. National Research Council Canada also proposed to use a CF–188 full-scale component test to assess the adaptability of ADT approach for Royal Canadian Air Force (RCAF) fleets.

In order to deploy the airframe Digital Twin or to conduct individualized evaluations of the remaining life of a structural component, a (near) real-time crack growth simulation method is critical. However, full-order fracture mechanics simulation methods cannot fulfill this requirement. T. D. West at Arnold Air Force presented concerns about the cost of developing and deploying an airframe digital twin. One of his examples is that a finite element simulation of the crack growth in a plate with notches and holes (modeled with 5.5 million DoFs finite elements) required a 4-days wall-clock computational time. In this regard, the reduced-order model (ROM), which approximates the full-order model and significantly reduces the computational burden with an acceptable accuracy, is a feasible alternative.

A limited set of investigations have been reported on using ROMs for fracture mechanics simulations, which are focused on establishing the relation between crack sizes/shapes to crack front Stress Intensity Factors. In general, the reduced order modelling of the crack growth can be divided into two stages: the offline stage and the online stage. In the offline stage, a database containing various cracks is established by full-order fracture mechanics simulations, and the reduced-order model is constructed using the database; while in the online stage, the ROM is used in the crack growth prediction and the remaining life assessment as a surrogate of the full-order simulation. During this procedure, constructing the database of fracture mechanics simulations is crucial, which nevertheless requires significant computational burden, especially when cracks in complex three-dimensional structural components are
considered. In [16], analytical solutions are used to calculate the Stress Intensity Factors of simple-shape cracks. In [6] a characteristic crack length was defined and related to crack-front SIFs, where influences of detailed crack-shapes on SIFs are disregarded. Other studies limit the database of cracks by merely sampling from a sequence of cracks in a crack growth simulation [6, 12, 13]. With this in mind, a simple, efficient and automatic approach which can quickly generate models of various cracks and efficiently perform fracture mechanics simulations, is desirable for constructing the ROM, and for realizing the digital twin of complex structural components.

In this paper, a reduced-order simulation approach is developed to address this challenge by leveraging two methods. Firstly, a fast and efficient fracture mechanics simulation method, the SGBEM (Symmetric Galerkin Boundary Element Method) - FEM (Finite Element Method) coupling method, is adopted to generate the fracture mechanics database of cracks with various sizes and shapes in a complex structural component, which is the latest development within a series of fracture mechanics simulation methods. The basic thought of this series of works is to model the complex structure with an unchanging finite element model with no cracks, and to model cracks in an efficient way, either by complex variable, special functions, or by SGBEMs. The original version is the Finite Element Alternating method (FEAM) [17], which uses the Schwartz-Neumann alternation between the finite element solution of the entire structure and the analytical solution for an infinite body containing the crack. It was later successfully extended to BIE (Boundary Integral Equation) -FEM alternating method to simulate arbitrarily 2D curved cracks in [18], and SGBEM-FEM Alternating method for arbitrary 3D non-planar embedded and surface cracks in [19, 20]. Recent developments are the SGBEM super element - FEM coupling method [21] in which a SGBEM "Super Element" describing a local subdomain containing arbitrary cracks is directly coupled with finite elements, using the simple assembly procedure. It is shown in the examples of this study that, with the SGBEM super element - FEM coupling method, hundreds of samples of cracks can be simulated in one day using an ordinary desktop PC. Furthermore, the reduced-order model, which is composed of PCA-based dimensionality reduction of crack front coordinates and a surrogate-based Stress Intensity Factor computation, is established. Several regression methods are explored to establish the surrogate model and their performance is compared. Finally, the proposed method is applied to the crack growth prediction and the remaining life evaluation of a round-robin test helicopter component. Even though the crack-growth is simulated cycle by cycle, the total computational time is only 20 minutes using an ordinary desktop PC. When the step size (load cycles per calculation) is increased, near real-time simulations can be realized without compromising the simulation accuracy.

The remainder of this paper is organized as follows. Section II introduces the method of constructing a fracture mechanics database based on the "SGBEM super element - FEM coupling method". Section III presents a data-driven reduced-order modeling approach using the constructed database, and further compares the Stress Intensity Factor predictions using different regression methods. In Section IV an example of a round-robin helicopter component is used to demonstrate the capability of the constructed reduced-order model for deterministic crack growth predictions.
and probabilistic remaining life evaluations. In Section this study is completed with some concluding remarks.

II. An Automatic and Efficient Fracture Mechanics Simulation Approach to Generate a Database of SIFs for Various Cracks

To construct the database of SIFs for various cracks, there are generally three steps: (1) Characterize cracks of interests with several parameters, and sample in the parameter space to generate cracks of various locations/shapes/sizes. (2) For each sample crack, construct the CAE model with meshes, material parameters, loads, etc. (3) Conduct batch fracture mechanics simulations to obtain the Stress Intensity Factors for each sample crack. In this process, the human labor of mesh-generation in step (2) and the computational burden to simulate the structure with various cracks, can be significantly reduced by the exploring the advantages of the "SGBEM super element - FEM coupling method" [21].

In the SGBEM super element - FEM coupling method [21], the uncracked global structure is modelled by the finite element method (FEM), while the three-dimensional crack with a local finite-sized subdomain containing the crack is modelled by a SGBEM super element. The boundary mesh for the SGBEM cracked subdomain can be automatically generated using a simple crack-surface mesh and the FEM mesh of the uncracked structure, by grouping FEM elements in a finite region surrounding the crack and taking only the information of the boundary/surface elements. A FEM-type of stiffness matrix of the SGBEM super element containing the crack can be obtained by rearranging the boundary integral equations [21], therefore the FEM model of the uncracked structure and the SGBEM model of the cracked subdomain can be directly coupled by the assembly of stiffness matrices.

Such an approach of modeling the uncracked structure (by FEM) and the cracked local sub-domain (by SGBEM) with different methods can significantly simplify and accelerate the process of constructing the database of SIFs for various cracks, as shown in Fig. 1. On the one hand, because of the independence of the FEM mesh and crack surface mesh in the preprocessing stage, step (2) can be significantly simplified. It is worth noticing that the finite element model of the uncracked global structure needs to be constructed only once, and the surface mesh of crack with various shapes/size can be automatically done by parametrized modeling tools, as shown in the next subsection. On the other hand, due to the accuracy of SGBEM for modeling a small cracked region and the efficiency of FEM for modeling uncracked complex structure, such a combined simulation approach can significantly reduce the computational time in step (3). The computational accuracy and simulation efficiency of the coupled SGBEM-FEM method for fracture and fatigue analyses of 2D and 3D complex structures have also been systematically evaluated and demonstrated in [22, 23]. In this paper, we demonstrate the procedure of constructing the database of various cracks by this approach using a round-robin helicopter component, as shown in the next 2 subsections.
A. The Round-robin Helicopter Component and the FEM Model

A round-robin helicopter component, the lift frame described in Cansdale and Perret \cite{24} and Irving, Lin and Bristow \cite{25}, is used for demonstration.

1. Geometric and Finite Element Modeling

The geometry of the component is a flanged plate with a central lightning hole, where a 2 mm corner crack is initiated, (see Fig. 2) according to which the finite element model was constructed. Then the geometry model is constructed in SOLIDWORKS and imported in MSC/PATRAN to generate the finite element model of the uncracked structure, where uniform tensile loads is applied at both ends, and the materials and load spectrum are given as follows.

2. Material

As shown in \cite{27}, the helicopter component was made of AL 7010-T73651, whose average room temperature fracture toughness in the (L–T) orientation is 33.4 MPa√m. It is assumed to have a Young’s modulus of 70,000 MPa and a Poisson’s ratio of 0.3 in this study.

3. Load Spectrum

The component was subjected to the Asterix spectrum, a representative helicopter spectrum loading, which is shown in Fig. 3. The Asterix spectrum was derived from the strain data measured on a helicopter lift frame. It has an average R value of 0.82 and a limited number of negative R ratio excursions \cite{28}. There are very few load-cycles...
Fig. 2 Geometry of the helicopter lift frame. Adapted with permission from [26]. Copyright 2006 John Wiley and Sons.

with an R ratio of less than $R = 0.7$. The Asterix spectrum, which represents a single load block, corresponds to 190.5 flight hours with 371,610 load cycles. In this paper, the largest far field stress in the spectrum is set to 130 MPa.

B. Constructing Sample of Various Cracks based on Parametric Modeling

The SGBEM super element - FEM coupling method takes two inputs for the fracture mechanics simulation, the finite element model of the uncracked structure and the crack surface mesh. In order to construct the database of SIFs with various cracks, a large number of cracks with various sizes/shapes need to be generated and meshed, which can
be time-consuming and labor-intensive if done manually. In this paper, a PATRAN-based parametric modeling tool is implemented to automate and speed up the process.

The process of crack growth in the helicopter component can be divided into several stages as shown in Fig. 4. At each stage, the PATRAN parameterized modeling script is generated by an in-house MATLAB code, which is then run to automatically to generate a meshed crack surface. Such a parametrized modeling process is as follows.

1) In each stage, divide the boundaries of the crack surface into geometric boundaries which can be determined from unchanged geometric nodes (marked as green triangles), and the crack front which can be determined by B-spline interpolation of edge nodes (red circles) and control nodes (blue diamond), as shown in Fig. 4. Then, generate a sufficient number of edge and control nodes by Latin hypercube sampling method.

2) Using the unchanged geometric nodes and the generated edge and control nodes, generate a PATRAN parametric modeling script and define the crack surface in the order of points, curves and the surface.

3) Generate the crack-surface mesh automatically by the PATRAN mesh generation module.

In the Latin hypercube sampling, there are six sampling parameters at each stage, which is divided into two types. The first type is the coordinate parameters of the two edge nodes (in a local x–y plane, x coordinates for the line on the top or the line on the bottom, y coordinates for the line on the left, and the trim percentage of the curve (tp)), by which the location of the crack can be determined; The second type is the disturbance coefficients $\epsilon \in [0, 1]$ which determine the shape of the crack front. The original location of the control nodes are the two trisection points of the line segment between the upper and lower edge nodes, which are then random disturbed in two directions. The amplitude of the
disturbance is set as the disturbance coefficient multiplied by 1/3 of the distance between the upper and lower nodes in coordinate \( x \) or \( y \). The sampling parameters of each stage are shown in the Table. |1|

**Table 1 Sampling parameters of Latin hypercube sampling at each stage**

| parameter | coordinates 1 |  | coordinates 2 |  | disturbance coefficient |
|---|---|---|---|---|---|
| stage | coordinates | type | range |  | coordinates | type | range |  | \( x_{1/3} \) | \( y_{1/3} \) | \( x_{2/3} \) | \( y_{2/3} \) |
| 1 | \( x \) |  | [2.5] |  | \( y \) |  | [2.6] |  | [0.1] | [0.1] | [0.1] | [0.1] |
| 2 | \( tp \) |  | [0.1] |  | \( y \) |  | [2.6] |  | [0.1] | [0.1] | [0.1] | [0.1] |
| 3 | \( tp \) |  | [0.1] |  | \( x \) |  | [0.5] |  | [0.1] | [0.1] | [0.1] | [0.1] |
| 4 | \( tp \) |  | [0.1] |  | \( tp \) |  | [0.1] |  | [0.1] | [0.1] | [0.1] | [0.1] |
| 5 | \( x \) |  | [7.828,12] |  | \( x \) |  | [0.5] |  | [0.1] | [0.1] | [0.1] | [0.1] |
| 6 | \( x \) |  | [7.828,12] |  | \( tp \) |  | [0.1] |  | [0.1] | [0.1] | [0.1] | [0.1] |
| 7 | \( x \) |  | [7.828,20] |  | \( x \) |  | [7.828,20] |  | [0.1] | [0.1] | [0.1] | [0.1] |

**C. Batch SGBEM-FEM Simulation to Calculate the Stress Intensity Factor**

As shown in Fig. 5 after the construction of the FEM model and a sufficient number of crack surface samples, the in-house code of the SGBEM super element - FEM coupling method is called in batches to calculate the Stress Intensity Factor of each sample crack under a benchmark load. The reason why a benchmark load is used is that the Stress Intensity Factor is proportional to the load, as shown in Fig. 6. It is worth noting that, due to the high efficiency of the SGBEM super element - FEM coupling method, about three hundred samples in the first stage were simulated in half a day using an ordinary desktop (Intel Core i7-6700, 16 GB memory).

The generated database is denoted as \( D_{ori} = \{(C_{ori,i}, K_{ori,i}^b) : i = 1, 2, \ldots, N\} \), where \( C_{ori,i} \) is the location vector...
Fig. 5  Schematic diagram of the SGBEM super element - FEM coupling method for the fracture mechanics simulation.

Fig. 6  For a 1/4 corner crack with a radius of 2.5 mm, the ratio of the Stress Intensity Factor to the load amplitude $K/F$ remains unchanged under three different load amplitudes.

of the $i^{th}$ sample and $K_{ori,i}^b$ is the corresponding SIF under a benchmark load.

The quality of the database is crucial for constructing ROM, which in this case is the accuracy of the computed Stress Intensity Factors. The computational accuracy of the SGBEM-FEM method has been systematically verified in our two-part paper in 2013 [22, 23], where many examples of 2D through-thickness cracks and 3D embedded/surface cracks.

D. Nodal Spacing Equalization

In the parametric crack-surface modeling process, the generated number of nodes at the crack front may be different for various cracks, and the nodal spacing may also be non-uniform. Therefore, to establish the relation between nodal
coordinates and the SIFs at crack fronts for different cracks, a nodal spacing equalization procedure in [12] is used here to set the same number of equidistant nodes along the crack front for a consistently parameterized representation of the crack fronts between different cracks.

The node spacing equalization aims to set the same number of equidistant nodes on the front curve to generate a consistently parameterized representation of the crack fronts between different cracks. In this paper, the method in [12] is used, but corresponding improvements are made for specific problems.

For a crack front curve with non-equispaced nodes, we can represent the nodes with coordinates:

$$X = \{X_1, X_2, ..., X_m\}$$ (1)

where $m$ is the number of the nodes. $X_i$ is the location vector for the $i^{th}$ node.

A cubic spline interpolation is used to generate a spline representation $f_1(\xi)$ of the crack front, where $\xi \in [0, 1]$ is the spline’s natural parameter. Assuming that $p + 1$ equispaced nodes along the crack front are to be generated, the spline parameter for these nodes are:

$$s = \{0, \frac{1}{p}, \frac{2}{p}, ..., \frac{p-1}{p}, 1\}$$ (2)

and the location vector of the generated equispaced nodes along the crack-front can be calculated by $x = f_1(\xi)$:

$$x = \{x_0, x_2, ..., x_p\}$$ (3)

For each node $x_i$, we can have two representations: Cartesian coordinate and corresponding spline parameter. Meanwhile, the spline parameter values corresponding to the original non-equispaced nodes $X_i$ can be obtained by $\xi = f_1^{-1}(X)$, which can be expressed as:

$$S = \{0, \xi_1, \xi_2, ..., \xi_{m-1}, 1\}$$ (4)

The cubic spline interpolation is also used to fit the Stress Intensity Factor.

$$K^b = f_2(\xi)$$ (5)

Then the corresponding Stress Intensity Factor at the newly generated equispaced nodes $K^b_{equi}$ can be obtained by the spline function $f_2$.

$$K^b_{equi} = \{K_0, K_1, K_2, ..., K_p\}$$ (6)
A comparison of the generated equispaced nodes and the original non-equispaced nodes of a sample crack is shown in Fig. 7.

![Fig. 7 Comparison of the generated equispaced nodes and the original non-equispaced nodes of a sample crack.](image)

By equispacing all samples, a set of crack front curves with a consistently parameterized representation can be obtained, which can be represented as a matrix \( C_{\text{equi}} \). Then the database with equispaced nodes is denoted as \( \mathcal{D}_{\text{equi}} = \left\{ (C_{\text{equi},i}, K_{\text{equi},i}^b) : i = 1, 2, ..., N \right\} \).

### III. Data-driven Reduced-order Fracture Mechanics Modeling of Cracked Complex Structure

In this paper, a reduced-order model \( \mathcal{M}' \) is used to replace the time-consuming fracture mechanics simulation model \( \mathcal{M} \). In this model, the input consists of parameterized parameters of the crack-front, and the output is the corresponding Stress Intensity Factors along the crack front under a benchmark load \( P^b \). The ROM can be expressed as:

\[
K^b = \mathcal{M}'(a)
\]

where \( a \) are crack parameters, and \( K^b \) are Stress Intensity Factors (SIF) along the crack front under a benchmark load \( P^b \), which is set to be 130MPa.

The reduced-order model consists of two parts: the PCA-based dimensionality reduction of crack-front nodal coordinates and the surrogate-based Stress Intensity Factor prediction, as described below.
A. PCA-based Dimensionality Reduction of Crack-Front Nodal Coordinates

In the simulation database, the vector $C_{equ,i}$, which contains the Cartesian coordinates of equispaced nodes at the crack front, is a high-dimensional representation of the crack front. Directly using $C_{equ,i}$ to construct the surrogate model would affect the computational burden and the prediction accuracy of the surrogate model. In this study, the Principal Component Analysis (PCA) is firstly conducted for the dimensionality reduction of nodal coordinates at the crack front.

In the matrix $C_{equ}$, each column represents a sample crack, the total number of samples is denoted as $N$, and the number of rows $M = 2p$ in which $p$ represents the number nodes along the crack front or original features. The principal component analysis is conducted to reduce the dimension of the database, in the following process.

First, the $C_{equ}$ is subtracted by the mean value of the total samples $\bar{C}$.

$$A = C_{equ} - \bar{C}_{equ}$$  \hspace{1cm} (8)

Then the Singular Value Decomposition (SVD) is executed for $A$.

$$A_{m \times n} = U_{M \times M} \Sigma_{M \times N} V_{N \times N}^T$$  \hspace{1cm} (9)

where $U \in \mathbb{R}^{M \times M}$ and $V \in \mathbb{R}^{N \times N}$ are orthogonal matrices, and $\Sigma = \text{diag}_{M \times N} \{\sigma_1, \sigma_2, \ldots, \sigma_N\}$ contains the singular values $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_M \geq 0$.

After SVD of $A$, the first $q$ singular values can be used to approximate the matrix $A$.

$$A \approx U_{M \times q} \Sigma_{q \times q} V_{q \times N}^T$$  \hspace{1cm} (10)

The value of $q$ is determined so that the cumulative variance contribution rate of principal components $\beta$, or the retained cumulative information, should exceed a threshold $r$. In this paper, $r$ is set to be 0.99. Fig. shows the cumulative variance contribution rate as the number of singular values increases. When the number of singular values $q = 10$, the cumulative variance contribution rate exceeds 99%.

$$\beta(q) = \frac{\sum_{i=1}^{q} \sigma_i^2}{\sum_{j=1}^{N} \sigma_j^2} \geq r$$  \hspace{1cm} (11)

With this approximation, a crack front $C_t$ can be projected into a $q$-dimensional subspace by

$$W_t = U_{M \times q}^T (C_t - \bar{C})$$  \hspace{1cm} (12)
where \( W_i \) is the principal component coefficients corresponding to the first \( q \) singular values, which can also be regarded as a \( q \)-dimensional latent space representation of the crack front nodal coordinates \( C_{equi,i} \).

Conversely, the formula below can be used to restore the \( W_i \) to the full-order space.

\[
C_i = U_{M \times q} W_i + \bar{C}
\]  

(13)

For all samples in the database, the principal component coefficients of each sample can be combined to form a matrix \( W \), which is a low-order representation of \( C_{equi} \) in the database \( D_{equi} \). Thus, the final database can be denoted as \( D = \{(W_i, K^b_i) : i = 1, 2, ..., N\} \).

Fig. 8 The relationship between the cumulative variance contribution rate \( \beta \) and the number of singular values \( q \) for Stage 1. When the number of singular values \( q = 10 \), the cumulative variance contribution rate \( \beta \) exceeds 0.99.

B. Surrogate-Based Stress Intensity Factor Prediction

The database \( D \) is used to construct the surrogate model, in which the input is the principal component coefficients \( W \) and output is the corresponding SIF. In this paper, four widely used methods are adopted to construct the models, which are least square support vector regression (LS-SVR) [29, 30], Gaussian process regression (GPR) [31, 32], multi-variable polynomial regression (MPR) [33] and artificial neural network (ANN) [34], respectively. For succinctness the four methods are not discussed in detail, interested readers can refer to [29, 32, 34] for more information.

Here, the accuracy of the four surrogate models trained with the database of the first stage (273 samples) are shown in Table 2. The training set consists of 205 samples and the test set consists of 68 samples. The error is defined as
\[ \varepsilon = \frac{1}{p \times N} \sum_{i=1}^{p} \sum_{j=1}^{N} \left| \hat{y}_{ij} - y_{ij} \right| y_{ij} \]  

(14)

where \( N \) is the number of samples in the training or test set, \( p \) is the number of crack front nodes, \( \hat{y} \) is the prediction by the surrogate model and \( y \) is the SIFs obtained by the original full-order simulations.

The training error and test error of the four reduced-order models are listed in the Table 2. As can be seen, in this stage, the accuracy of the reduced-order models are similar, which are all about 3%-5%. Results between the LS-SVR model prediction and the original SIFs calculated by the SGBEM super element -FEM coupling method of two samples are shown in Fig. 9 where very good agreement is demonstrated.

**Table 2** Comparison of training and test error of four reduced-order models.

| Model   | LS-SVR | GPR   | MPR   | ANN   |
|---------|--------|-------|-------|-------|
| Training error | 0.0277 | 0.0222 | 0.0287 | 0.0324 |
| Test error   | 0.0307 | 0.0287 | 0.0434 | 0.0508 |

![Fig. 9 Prediction vs. simulation results with typical 3% error](image)

In addition, as a surrogate to the high-fidelity model, the computational efficiency of the reduced-order model is much higher. The typical computation time of each call in the seven different stages of the high-fidelity simulation by the SGBEM-BEM method was compared with that of the reduced order simulation shown in Fig. 10. It is important to note that the computational time is plot using a logarithmic scale. The computation time per call of the reduced order model is about 0.015 seconds, which is roughly 4 orders of magnitudes smaller than the time needed for the high-fidelity Simulation.
Fig. 10  Comparison of the computation time per call between the high-fidelity simulation and ROM method. The efficiency is improved by about four orders of magnitudes.

IV. Real-time Reduced-order Crack Growth Prediction and Remaining Life Assessment of a Helicopter Component

In this section, we firstly demonstrate how to embed the reduced order model into a deterministic crack growth prediction algorithm, which can take online monitored load data and give real-time prediction of crack growth. And then we combine this approach with Monte Carlo simulations to evaluate the probabilistic remaining life of a helicopter component, taking into account various uncertainties in crack growth.

A. Deterministic Crack Growth Prediction

Since the four regression models show comparable performance in the prediction of crack-front SIFs, the reduced-order model trained by the LS-SVR method is chosen for demonstration. In order to have an integrated algorithm of crack growth simulation, the fatigue crack growth law and boundary corrections are also needed, which are illustrated in the next two sections.

1. Fatigue Crack Growth Law

Fatigue crack growth laws, which relate the crack growth rate $da/dN$ to fracture mechanics parameters (such as the range of Stress Intensity Factors $\Delta K$), can significantly influence the crack growth predictions. Widely used crack growth models include the Paris formula [35], the Forman formula [36], the NASGRO model [37], are more likely to be an empirical fitting to the experiment data. One may also empirically postulate a crack growth model from crack-growth test-data, using various data-fitting or regression methods, such as by the Moving Least Squares in [38]. In this paper, as adopted in [27], a generalized version of the Frost–Dugdale law is used as the crack growth model:
\[
\frac{da}{dN} = C a^{1-\gamma/2} \Delta \kappa^\gamma
\]  

(15)

where C and \( \gamma \) are material constants, \( C = 1.28 \times 10^{-11} \), \( \gamma = 3 \) [27] for the material used for this round-robin helicopter component. \( \Delta \kappa \) as the crack driving force, for which several common forms are:

\[
\Delta \kappa = \Delta K; = \Delta K_{eff}; = \Delta K^{(1-r)} K_{max}^{p}
\]

(16)

However, as discussed in [27], since the Asterix load spectrum has only a small number of load cycles with R ratio less than 0.7, the crack driving force can be simplified as \( \Delta \kappa = \Delta K \) without influencing the prediction accuracy. This simplification is adopted in this study.

2. Boundary Correction

When simulating the crack growth, the entire process is divided into several load steps. In each step, after calculating the SIFs based on the cycles of loads, the direction and size of crack growth at each node along the crack-front is calculated by the fatigue growth law, and the locations of crack-front nodes after growth is thus determined. However, the boundary of the newly determined crack front may not fall exactly on the boundary of the structural geometry. In such cases, linear interpolation and extrapolation are used to correct the boundary of the after-growth crack front curve. The schematic diagram is shown in Fig. 11.

![Schematic diagram of boundary correction](image)

**Fig. 11** Schematic diagram of boundary correction. The scale is larger than it actually is for illustrating the mechanism.

3. The Simulation Process and Results for the Helicopter Component

The simulation process of fatigue crack growth is illustrated in Fig. 12.
The crack growth is calculated for a number of load cycles in each step. Within the step, for a crack front with equi-spaced nodes, it is first determined which stage it belongs to, and then projected to the PCA subspace by Eq. 12 first to obtain principal component coefficients, which are then fed into the reduced-order fracture mechanics model to calculate the Stress Intensity Factors under the reference stress $\hat{\kappa}$. Then, according to the load cycle in the current step, the normalized stress range $\Delta \sigma$ can be extracted, and the SIF range $\Delta \kappa$ can be obtained by Eq. 17. It should be noted that, at stage 3 and stage 5, the lower end of the crack front is located in the lower line segment, and the two cracks may be separated. Therefore, interpolation between the two leading edges is required.

$$\Delta \hat{\kappa} = \Delta \sigma \cdot \hat{\kappa}$$  \hspace{1cm} (17)

The crack growth increment can be calculated by the crack growth model shown in Eq. 15. By adding the increment to the current crack front, a new crack front can be obtained. The boundary of the newly computed crack-front may not fall on the boundary of the structure, and the new nodal spacing may not be equal. The boundary correction is conducted for the new crack-front and then node equi-spacing is executed. Such a process is repeated for each load step, unless the critical crack size is reached. In this study, the critical crack size is set to be 20 mm.

**Fig. 12 Flow chart of the crack growth prediction.**

Additionally, in order to increase the flexibility of online deployment, a system model of fatigue crack growth prediction was established based on Simulink. Compared with the script program, Simulink has the advantage of
modularization and visualization, in which the flow of simulation data can be seen more intuitively.

In the Simulink implementation, the input is the sequence of applied loads, which is currently from the MATLAB workspace and may be instantly obtained from the data exchange interface for an online deployment in the future. The discrete state-space block is used to represent the development of the crack front. The dimension of the state variables is 43, where the first 42 variables are the coordinates of the 21 crack front nodes, and the last value is used to indicate whether the crack front is split. A MATLAB function is written for the selection of the crack growth stage, which is based on the coordinates of the upper and lower edge nodes, followed by the PCA projector to projects the crack front coordinates into the PCA coefficients. Considering the different stages and whether the front is split, a total of nine feed-forward neural network models, exported from the MATLAB artificial neural network toolbox, are implemented, where the switching is realized through the multiport switch block. When the Stress Intensity Factors under the reference load is obtained using the surrogate model, the corresponding stress intensity factors in the current load cycle can be obtained by the product block implemented Eq. 17. Based on the MATLAB function block, the crack growth module and boundary correction module are implemented respectively. In order to control the ending time of the simulation, a switch block and a stop block is deployed, by which the simulation is stopped when the surface crack reaches 20 mm. The complete process is shown in Fig. 15, and the information of various modules is shown in Table 3.

![Fig. 13 Schematic diagram of the system simulation of the fatigue crack growth](image-url)
Table 3  Main modules of the system model of the fatigue crack growth

| Module name       | Type                      | Count | Description                                                                 |
|-------------------|---------------------------|-------|-----------------------------------------------------------------------------|
| Crack State       | Discrete State-space      | 1     | Store the state of the crack front                                          |
| Model Selector    | MATLAB Function           | 1     | Determine the crack stage to select an appropriate ROM                      |
| Switch 1          | Switch                    | 1     | Switch to corresponding ROMs set by the indicator of SPLITTED               |
| Model Switch      | Multiport Switch          | 2     | Switch to corresponding ROM according to m_index                            |
| PCA Projector     | MATLAB Function           | 9     | Project the crack front into a low-dimensional subspace as the input of the surrogate model |
| Surrogate Model   | Feed-Forward Network      | 9     | Predict the Stress Intensity Factors under the reference stress $\hat{K}$     |
| Load Spectrum     | Signal From Workspace     | 1     | Provide the stress range $\Delta \sigma$ of each load cycle                |
| Product           | Product                   | 1     | The $\hat{K}$ and $\Delta \sigma$ are multiplied to obtain SIF range $\Delta \hat{K}$ |
| FCG               | MATLAB Function           | 1     | Predict the new crack front by the fatigue crack growth law                 |
| Boundary Correction| MATLAB Function           | 1     | Correct the boundary of the new crack front                                |
| Switch 2          | Switch                    | 1     | Indicate whether a critical crack length has been reached                   |
| Stop Simulation   | Stop                      | 1     | Stop the fatigue crack growth simulation                                   |

The predicted path of crack growths from 2 mm to 20 mm by the reduced-order model is shown in Fig. 14. It can be seen that, starting from a 2 mm corner crack, the crack gradually grows across the thickness and then transforms into a through-thickness crack.

The comparison of the crack growth simulation and the round-robin test data is shown in Fig. 15, from which we can see that fairly good agreements are obtained. In the first 150 hours, the predicted growth is slightly faster than that in the test, while after that, the predicted crack growth is slightly slower.

4. Influence of the load step size

In terms of the computation time, when the step size is set to 1, which means the calculation is conducted cycle by cycle of about half a million cycles, the computation time is only 20 minutes on an ordinary desktop PC. In this case, each call of the reduced-order model takes about 0.015 seconds, which is about four orders of magnitude less than that of the original SGBEM-FEM simulation. If the step size is set to be 1000, the entire simulation takes only about 12 seconds. In order to accelerate the simulation, using a larger load step size is beneficial.

In order to study the effect of the step size on the simulation accuracy, six step sizes are adopted for the crack growth simulation which are 100, 300, 500, 1000, 1500, 2000, respectively. The result is shown in Fig. 16. It can be seen that the influence of the step size is very small. Keeping in mind that with a load step of 1000 cycles, the entire
Fig. 14  Crack growth path from 2 mm to 20 mm. The initial crack is a 2 mm corner crack at the upper left corner of the figure (red curve), and the 20 mm crack is in the right side of the figure (blue line).

Fig. 15  Comparison of the reduced-order model predictions and round-robin test data[24]
simulation is completed in about 12 seconds, we may say that the simulation by this approach is faster than real-time (as compared to the physical test which takes slightly less than 300 hours).

![Graph showing crack growth and remaining life under different load steps](image1.png)

**Fig. 16** Comparison of the crack growth and remaining life under different load steps

B. Probabilistic Assessment of the Crack-growth Life Considering Uncertainties

For the deployment of a structural digital twin, prior distributions of various uncertainties, such as parameters of the fatigue crack growth model, and size/shape of the initial crack, need to be specified to conduct probabilistic crack growth simulations. These uncertainties will significantly affect the predicted remaining useful life of the structural component, and they should be continuously tracked and controlled by the fusion of probabilistic predictions and monitoring/inspection data in the following service stage. The reduced-order modeling method proposed in this paper provides a powerful tool to reduce the computational burden of probabilistic crack growth simulations. In this subsection, the following uncertain parameters are considered for demonstration:

1) parameters of the generalized Frost-Dugdale law: $C$ and $\gamma$.

2) shape parameters of the initial corner crack $L_a$ and $L_c$.

| Table 4 | Prior distribution of uncertain parameters |
|---------|-------------------------------------------|
| Parameters | Distribution | Description |
| $C$ | U(0.28E-11,1.58E-11) | Uniform distribution |
| $\gamma$ | N(3,0.01) | Normal distribution |
| $L_a$ | U(1.5,2.5) | Uniform distribution |
| $L_c$ | U(1.5,2.5) | Uniform distribution |

A Monte Carlo simulation is conducted to demonstrate the capacity of the reduced order modeling approach in the probabilistic remaining life assessment. 2000 samples with different fatigue growth law parameters and different
(a) Crack growth predictions. (b) Distribution of the computed life, the mean value is 422.9h, and the median value is 309.5h.

Fig. 17  Crack growth curve and remaining life distribution by the Monte Carlo simulation

Fig. 18  Effect of the number of samples on the crack growth life distribution
initial crack sizes are generated by the Latin hypercube sampling from the prior distribution shown in Table 4, and crack-growth predictions are carried out for each sample. The crack growth predictions and the computed distribution of the computed life distribution are shown in Fig 17. The computed life of different samples varies from 64.5714h to 3477.8h, which demonstrates the influence of uncertain parameters. It can be seen that the distribution of crack-growth life has a long tail effect, which is caused by a small number of samples with relatively small \( \gamma \) and thus have a very large crack growth life. Regarding the effect of the number of samples on the computed distribution of the crack-growth life, as can be seen from Fig. 18 when the number of samples exceeds 800, the computed mean value, 90% and 95% confidence bounds are overall very stable.

It should be noted that, with the reduced-order crack growth simulation tool proposed in this paper, the fusion of probabilistic crack-growth prediction and multi-source data obtained from an in-service structural component can be done quite easily. Under the framework of digital twin, utilizing traditional visual inspection data, nondestructive testing data, structural health monitoring (SHM) data as well as potential early fatigue signatures/damage precursors may effectively track and control the uncertainties for the fatigue crack growth. This will be studied in our future work.

V. Conclusion

This paper proposes a real-time simulation approach to conduct deterministic/probabilistic predictions of crack growth and the remaining life of a structural component. This approach is featured by combining the advantages of the SGBEM super element - FEM coupling method for fracture mechanics simulations to construct an offline database, and advantages of the reduced-order modeling approach to accelerate the online simulation efficiently. Compared with existing methods, the proposed method is advantageous for the real-time simulation of the growth of complex-shaped cracks in complex structures, which has potential applications in constructing digital twins of complex engineering structures.

The SGBEM super element - FEM coupling method combined with a parametric modeling method are employed to generate the database of SIFs of different cracks in a complex round-robin helicopter component. It builds the FEM model of the uncracked global structure and the SGBEM model of a cracked subdomain separately, and couples them by the assembly of stiffness matrices in the simulation process. It significantly reduces the human labor for preprocessing, and improves the computational efficiency for full-order fracture mechanics simulations.

Principal Component Analysis and four surrogate modeling methods are used to construct reduced-order models from the database, to replace full-order fracture mechanics simulations. Using the reduced-order model, the predicted crack growth path and life of the helicopter component under a Asterix load spectrum are close to the test results. To increase the flexibility of online deployment, a system model of fatigue crack growth prediction was established based on Simulink. Further, a simple Monto-Carlo simulation is conducted to evaluate the remaining life distribution of the
component. Real-time simulations can be realized by using the reduced order model (as compared to the time required for the physical test).

It is expected that the methodology can be easily extended to non-planar growth of crack surfaces and crack-fronts under more complex mixed mode loadings. Furthermore, by utilizing the data of load/usage monitoring and crack inspections for a servicing structural component, the proposed reduced modeling method can be used for the deployment of helicopter component digital twin, leading to an intelligent framework of inspection and repair. This will be the focus of our future studies.
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