Smooth bang-bang shortcuts to adiabaticity for atomic transport in a moving harmonic trap
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Bang-bang optimization, as a shortcut to adiabaticity, provides a simple but fast protocol allowing high-fidelity shuttling of cold atoms or trapped ions, with the wide applications in interferometry, metrology, and quantum information processing. Such time-optimal control with at least two discontinuous switches requires the sudden jumps, which costs extra efforts and harms the overall performance as well. To circumvent these problems, we investigate the smooth bang-bang protocols with near-minimal time for fast atomic transport in a moving harmonic trap. Smoothening is accomplished by the Pontryagins maximal principle with the constraint that limits the first and second derivatives of control input. Moreover, the multiple shooting method is numerically presented for a smoothing procedure for the minimal-time optimization with the same constraints. By numerical examples and comparisons, we conclude that the smooth control input is capable of eliminating the energy excitation and sloshing amplitude at the cost of a slight increase in minimal time. Our smooth bang-bang protocols presented here are more practical and feasible in the relevant experiments, and can be easily extended to other classical and quantum systems where the shortcuts to adiabaticity are requested and implemented.

I. INTRODUCTION

In recent years, efficient transporting or launching of trapped ions, ultracold atoms and even quantum degenerate gases with moving macroscopic traps or chip traps are quite demanding in plenty of applications ranging from atom interferometry, metrology, holography, atom lithography to quantum information processing [1–18]. Currently, space-borne Bose-Einstein condensates (BECs) allows the reproducibility of more sophisticated protocols for transporting or shaping in low-gravity conditions [19, 20]. Motivated by this, more attention has been paid to fast and reliable transporting, by using shortcuts to adiabaticity supplemented by optimal control theory [21, 22] and machine learning [23, 24].

It goes beyond dispute that the typically adiabatic transport is the simplest way to transport the cold atoms or trapped ion without residual energy excitation [1–5], regardless of its requirements of sufficient slowness. However, this may be unacceptable for many reasons, e.g. if the repetition is requested for operation, or the accumulation of perturbation or noise will ruin the desired state. Nowadays, the techniques of “shortcuts to adiabaticity” (STA) [25–27], in addition to optimal control [9, 16] and Fourier transformation [8], are well developed, providing an alternative protocol for speeding up adiabatic progress. Among them, there are fast-forwarding scaling [28, 29] and counter-diabatic driving [30, 31], accelerating the adiabatic transport by modifying the trap trajectory or adding the auxiliary interaction directly to compensate the inertial force. Moreover, the invariant-based inverse engineering and its extension [32–36] can work as versatile toolboxes for designing the optimally fast and robust shuttling of cold atoms or trapped ions, since a family of trap trajectories designed inversely has more freedom left, with the appropriate initial and final boundary conditions. Through the Pontryagins maximal principle or other methods of optimal control, the shortcut-to-adiabaticity protocols can be further optimized with respect to transfer time [37, 38], anharmonic effect [39–41], fluctuation or noise in the trap frequency and position [42–45]. However, the time-optimal solution requires the so-called “bang-bang” control, namely, the sudden jump of controller at switching times [37, 38]. This may ruin the overall performance of STA, since the abrupt transition of control input excites more dynamical modes. Therefore, more boundary conditions and physical constraints on trap velocity/acceleration are needed [46, 47], from the implementation point of view, to prevent the final residual energy during the transport.

With this motivation, we focus on the near-minimal-time problem on the fast atomic transport in a moving harmonic trap. The basic idea is to smooth bang-bang control, by solving the time-optimal transport with the constraints that bounds the first and second derivatives of control input. The analytical solutions are discussed and compared with the numerical methods of multiple shooting method [48]. We demonstrate that the energy excitation and sloshing amplitude can be significantly eliminated by smooth bang-bang control in the cost of minimal-time increase. The smoother control input makes the experiments more feasible, and improve the overall performance of STA. Finally, we shall emphasize that our results can be easily extended to other different scenarios [49–53], although the smooth bang-bang control is applied here to atomic transport on a heuristic basis.

II. HAMILTONIAN AND MODEL

We consider the time-dependent Hamiltonian, describing the transport of cold atoms or trapped ions in a rigid harmonic trap with center \( q_0(t) \equiv q_0 \) and trap frequency \( \omega_0 \), see Fig. 1, as follows,

\[
H(t) = \frac{\hat{p}^2}{2m} + \frac{1}{2} m \omega_0^2 (\hat{q} - q_0(t))^2. \tag{1}
\]
where \( \hat{p} \) and \( \hat{q} \) are momentum and position operators, \( \omega_0 \) is the trap frequency. This is a good approximation of optical dipole potential implemented by a Gaussian beam in an realistic experiment, neglecting the anharmonic terms [41, 47]. This Hamiltonian possesses a quadratic-in-momentum Lewis-Riesenfeld invariant [32, 54–56],

\[
I(t) = \frac{1}{2m}(\hat{p} - m\hat{q})^2 + \frac{1}{2m\omega_0^2}[\hat{q} - q_c(t)]^2, \tag{2}
\]

accordingly, where \( q_c(t) \equiv q_c \) satisfies an ancillary equation

\[
\ddot{q}_c + \omega_0^2(q_c - q_0) = 0, \tag{3}
\]

to guarantee self-consistency because of the invariant condition

\[
\frac{dI(t)}{dt} = \frac{d\tilde{I}(t)}{dt} + \frac{1}{i\hbar}[I(t), H(t)] = 0. \tag{4}
\]

Apparently, Eq. (3) is nothing but the Newton’s equation for classical trajectory in the forced harmonic oscillator. As well, this is the center of transport modes described as

\[
\psi_n(q, t) = e^{\frac{i\omega_0}{\hbar}t} \phi_n(q - q_c), \tag{5}
\]

where \( \phi_n \) are the eigenstates of a static harmonic oscillator. The solution of time-dependent Schrödinger equation, 

\[
i\hbar \frac{d}{dt}\Psi(q, t) = H(t)\Psi(q, t),
\]

is constructed as the superposition of “transport modes”, \( \Psi(q, t) = \sum_n c_n \exp(i\alpha_n)\psi_n(q, t) \), where \( c_n \) are time-independent coefficients and \( \psi_n(q, t) \) are the eigenstates of dynamical invariant \( I(t) \) with the constant eigenvalues \( \lambda_n \), satisfying \( I(t)\psi_n(t) = \lambda_n\psi_n(t) \), and the Lewis-Riesenfeld phase \( \alpha_n \) are calculated as

\[
\alpha_n(t) = -\frac{1}{\hbar} \int_0^t [(n + \frac{1}{2})\hbar\omega_0 + \frac{1}{2}m\dot{q}_c^2] dt', \tag{6}
\]

It is noted that all transport modes are orthogonal to each other at any time, and all centered at \( q_c(t) \).

For the transport problem, the instantaneous energy, \( E(t) = \langle \Psi(t)|H(t)|\Psi(t) \rangle \), reads [37],

\[
E(t) = \hbar\omega_0(n + \frac{1}{2}) + \frac{m}{2}\dot{q}_c^2 + \frac{m}{2}\omega_0^2(q_c - q_0)^2, \tag{7}
\]

where the second and third terms are the form of kinetic energy and potential energy for a classical particle in a moving harmonic trap. As a consequence, we can finally write down the time-averaged potential energy,

\[
\overline{E_p} \equiv \frac{1}{t_f} \int_0^{t_f} E_p dt = \frac{1}{t_f} \int_0^{t_f} \frac{m}{2}\omega_0^2(q_c - q_0)^2 dt, \tag{8}
\]

to characterize the energy excitation during the process. In addition, we are also interested in the sloshing amplitude \( A \),

\[
A(t_f) = \left| \int_0^{t_f} q_0(t)e^{-i\omega_0 t'} dt' \right|, \tag{9}
\]

which is the Fourier component at the trap frequency of the trap velocity trajectory. The zero final sloshing can improve the performance of STA in current realistic experiment [47].

In order to design the shortcut trajectory of harmonic trap by using inverse engineering as usual, we suppose that the harmonic trap is moving from \( q_0(0) = 0 \) to \( q_0(t_f) = d \) at finite short time \( t_f \). To avoid the final energy excitation, the boundary conditions

\[
q_c(0) = 0; \quad \dot{q}_c(0) = 0; \quad \ddot{q}_c(0) = 0, \tag{10}
\]

\[
q_c(t_f) = d; \quad \dot{q}_c(t_f) = 0; \quad \ddot{q}_c(t_f) = 0, \tag{11}
\]

are imposed along with Eq. (3). In addition, more boundary conditions

\[
\dddot{q}_c(0) = 0; \quad \dddot{q}_c(t_f) = 0, \tag{12}
\]

are required, as suggested in Ref. [47], to eliminate the sloshing amplitude \( A(t_f) \), which encapsulates the energy in the transport mode. Here we use a simple polynomial ansatz to interpolate the center of transport mode,

\[
q_c(t) = d \left[ 35s^4 - 84s^3 + 70s^2 - 20s^3 \right], \tag{13}
\]

with \( s = t/t_f \). Once \( q_c(t) \) is fixed, satisfying the eight boundary conditions listed above, the trap trajectory \( q_0(t) \) can be inversely designed through Eq. (3). However, this trajectory is far from a time-optimal solution, which will be addressed below.

### III. SMOOTH BANG-BANG CONTROL WITH NEAR-MINIMAL-TIME

In this section, we shall exploit the Pontryagin’s maximal principle to solve the near-minimal-time transport by using smooth bang-bang control input. To solve the time-optimal control problem, we define the cost functional

\[
J_T = \int_0^{t_f} 1 dt, \tag{14}
\]

and a control Hamiltonian,

\[
H_c[p(t), x(t), u] = p_0 + p_T \cdot f[x(t), u], \tag{15}
\]

that represents the dynamic system \( \dot{x} = f[x(t), u] \), governed by Eq. (3). According to the Pontryagin’s maximal principle
[57], the extremal solutions of the problem satisfy the canonical equations
\[ \mathbf{x} = \frac{\partial H_c}{\partial \mathbf{p}}, \quad \mathbf{p} = -\frac{\partial H_c}{\partial \mathbf{x}}. \] (16)
All the components of join state vector \( \mathbf{p} \) are nonzero and continuous that \( H_c \) reaches its maximum value at \( u \equiv u(t) \) for almost all \( 0 \leq t \leq t_f \).

### A. bang-bang time-optimal control

We first review the time-optimal control with the bounded relative displacement for completeness before analyzing the smooth "bang-bang" control. By introducing a new notation,
\[ x_1 = q_c, \quad x_2 = \dot{q}_c, \quad u(t) = q_c - q_0, \] (17)
we reformulate Eq. (3) the state of the system in optimal control theory as follows,
\[ \dot{x}_1 = x_2, \] (18)
\[ \dot{x}_2 = -\omega_0^2 u(t), \] (19)
where \( x_{1,2} \) are the components of state vector \( \mathbf{x} \) and \( u(t) \) is the scalar control function. Due to the anharmonicity of traps [41], the relative displacement \( u(t) \) should be bounded by \( |u(t)| \leq \delta \). With this constraint, the time-optimal problem is to minimize a cost functional \( J_f \), see Eq. (14), under the constraint \( |u(t)| \leq \delta, \) with \( u(0) = 0 \) and \( u(t_f) = 0 \), such that the transport starts at \( x_1(0) = 0, \quad x_2(0) = 0 \), ends at \( x_1(t_f) = \delta, \quad x_2(t_f) = 0 \). In this case, the control Hamiltonian (15) can be written as
\[ H_c(\mathbf{p}, \mathbf{x}, u, \dot{u}) = p_0 + p_1 x_2 - p_2 \omega_0^2 u(t), \] (20)
and the canonical equation (16) is translated into a set of costate equations
\[ \dot{p}_1 = 0, \] (21)
\[ \dot{p}_2 = -p_1. \] (22)
Once we solve the costate functions mentioned above, the time-optimal control function \( u(t) \) of bang-bang type is solved as
\[ u(t) = \begin{cases} 0, & 0 \leq t \leq t_1 \\ -\delta, & t_1 < t < t_f \\ 0, & t_f \leq t \end{cases} \] (23)
where the minimal time is obtained as
\[ t_f^{\text{min}} = \frac{2}{\omega_0} \sqrt{\frac{d}{\delta}}, \] (24)
and the switching time \( t_1 = t_f/2 \). Fig. 2 illustrates the function of controller \( u(t) \) and trajectories of mass center of atoms \( q_c(t) \) and trap center \( q_0(t) \), where the parameters are chosen to adapt to the transport experiment [8], such as \( \omega_0 = 2\pi \times 20 \text{ Hz} \), the transport distance \( d = 1 \times 10^{-2} \text{ m} \), \( m = 1.44269 \times 10^{-25} \text{ kg} \), the mass of \( ^{87}\text{Rb} \) atoms. Here the constraint on relative displacement \( \delta/d = 0.1 \) is fixed, therefore the minimal time \( t_f^{\text{min}} = 50.3 \text{ ms} \). However, there exists three sudden jumps in the control function \( u(t) \), leading to infinite relative speed of trap at switching times, which could be problematic in the experiment. To remedy the difficulty, we need to develop a smooth bang-bang trajectory by adding more constraint conditions on the relative velocity and even acceleration.

### B. smooth bang-bang control with constrained relative velocity/acceleration

Motivated by the problem arised from bang-bang time-optimal control, we introduce more constraints to fix the sudden jumps while fitting the experimental requests as well. A new component \( x_3 \) is added into the state vector \( \mathbf{x} \), with the relations between two nearby components to be
\[ x_1 = q_c, \quad x_2 = \dot{q}_c, \quad x_3 = -\omega_0^2 u(t), \quad u(t) = q_c - q_0, \] (25)
and after considering the relative speed limitation, Eq. (3) can be rewritten into the form for solving the time-optimal control...
problem as
\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= x_3, \\
\dot{x}_3 &= -\omega_0^2 \dot{u}(t).
\end{align*}
\] (26) (27) (28)

The new control Hamiltonian \( H_c \) (15) can be updated with the cost functional \( J_f \) in Eq. (14),
\[
H_c(p, x, u, \dot{u}) = p_0 + p_1 x_2 + p_2 x_3 + p_3 \omega_0^2 \dot{u}(t),
\] (29)

and the canonical equations (16) add a new equation into the original costate equations as
\[
\begin{align*}
\dot{p}_1 &= 0, \\
\dot{p}_2 &= -p_1, \\
\dot{p}_3 &= -p_2.
\end{align*}
\] (30) (31) (32)

which can be solved easily as \( p_1 = c_1 \), \( p_2 = -c_1 t + c_2 \) and \( p_3 = -c_1 t^2/2 + c_2 t + c_3 \) with the constants \( c_1, c_2 \) and \( c_3 \). Based on the Pontryagin’s maximum principle [57], the time-optimal control \( u(t) \) maximizes the control Hamiltonian (29) with the new constraint on the relative velocity, \( |u(t)| \leq \epsilon \). In order to smooth the function of controller \( u(t) \), \( \dot{u}(t) \) can be given by
\[
\dot{u}(t) = \begin{cases} 
-\epsilon, & 0 \leq t < t_1 \\
\epsilon, & t_2 < t < t_3 \\
-\epsilon, & t_4 < t \leq t_f \\
\end{cases},
\] (33)

By combining the previous constraint on the relative displacement, \( |u(t)| \leq \delta \), the “sudden-jump-free” control function \( u(t) \) is
\[
\begin{align*}
\dot{u}(t) &= \begin{cases} 
-\epsilon t + c_1, & 0 \leq t < t_1 \\
\epsilon t + c_3, & t_2 < t < t_3 \\
-\epsilon t + c_5, & t_4 < t \leq t_f
\end{cases},
\end{align*}
\] (34)

where \( c_2 = -c_4 = -\delta \), \( c_1 = 0 \), \( c_3 = -\delta (t \leq t_2) \) and \( c_5 = \epsilon t_f \). According to boundary conditions, the symmetry and continuity conditions, one can find four switching times \( t_1, t_2, t_3 \) and \( t_4 \) with the values \( \delta / \epsilon, t_f/2 - \delta / \epsilon, t_f/2 + \delta / \epsilon \) and \( t_f - \delta / \epsilon \), respectively. Substituting \( u(t) \) into Eq. (3), and with boundary conditions, see Eqs. (10) and (11), we find the solution of \( q_c(t) \) in different time intervals as follows
\[
q_c(t) = \begin{cases} 
\frac{1}{6} \omega_0^2 \epsilon \delta^3 t^3 & \text{for } 0 \leq t < t_1 \\
\frac{1}{6} \omega_0^2 \delta \left( t^3 - \frac{2}{3} t + \frac{\delta^2}{\epsilon} \right) & \text{for } t_1 < t < t_2 \\
-\frac{1}{6} \omega_0^2 \epsilon \delta (t - \frac{\delta}{\epsilon})^3 - \frac{1}{2} \omega_0^2 \delta t \left( \frac{2}{3} \epsilon \delta - \frac{1}{2} \right) - \frac{1}{2} \omega_0^2 \delta t \left( \frac{2}{3} \epsilon \delta - \frac{1}{2} \right) & \text{for } t_2 < t < t_3 \\
-\frac{1}{6} \omega_0^2 \delta \left( t - \frac{\delta}{\epsilon} \right)^3 - \frac{1}{2} \omega_0^2 \delta \left( \frac{2}{3} \epsilon \delta - \frac{1}{2} \right) & \text{for } t_3 < t < t_4 \\
\frac{1}{6} \omega_0^2 \delta \left( t - \frac{\delta}{\epsilon} \right)^3 & \text{for } t_4 < t \leq t_f
\end{cases}
\] (35)

from which the trajectory of the trap center \( q_0(t) \) can be easily obtained through Eq. (3), but the lengthy expression is omitted for convenience. After straightforward calculation, we obtain the near-minimal time as follows,
\[
t_f = \frac{\delta}{\epsilon} + \frac{2}{\omega_0} \sqrt{\frac{\delta^3}{\epsilon^2} + \frac{\omega_0^2 \delta^2}{4 \epsilon^2}},
\] (36)

which tends to the minimal time in Eq. (24), when there is no limit to the relative velocity, namely, \( \epsilon \rightarrow \infty \). Fig. 2 demonstrates the trajectories of trap center and the mass center of atoms with the smoother controller \( u(t) \) at switching times, when the relative velocity is bounded. Apparently, the constraint in relative velocity prolongs the process of time-optimal transport, as shown also in Fig. 3, where the trajectory becomes smoother, by taking the relative velocity constraint into consideration. In details, the transport time increases from \( t_f = 58.9 \) ms to \( t_f = 68.7 \) ms, when the constraint on the relative velocity decreases from \( \epsilon/(\omega_0) = 0.1 \) to \( \epsilon/(\omega_0) = 0.05 \), with the same constraint on the relative displacement, \( \delta/d = 0.1 \).

Next, we shall find the near-minimal-time protocol with an extra constraint condition on the relative acceleration, namely \( |\dot{u}(t)| \leq \zeta \), where there exists discontinuity of speed which leads to infinite acceleration in previous protocols. To set the limit to the second derivative of controller, the new notation \( x_4 = \dot{x}_3 = -\omega_0^2 \dot{u}(t) \) is added to equations for defining the control Hamiltonian as
\[
H_c(p, x, u, \dot{u}, \ddot{u}) = p_0 + p_1 x_2 + p_2 x_3 + p_3 x_4 + p_4 \omega_0^2 \dot{u},
\] (37)

from which we use canonical equation (16) to obtain the following costate functions:
\[
\begin{align*}
\dot{p}_1 &= 0, \\
\dot{p}_2 &= -p_1, \\
\dot{p}_3 &= -p_2, \\
\dot{p}_4 &= -p_3.
\end{align*}
\] (38) (39) (40) (41)

With the same method mentioned above, the components of the new \( p \) can be calculated as well. According to the Pontryagin’s maximum principle, the time-optimal control \( u(t) \) maximizes the control Hamiltonian in Eq. (37). The optimal control that maximizes \( H_c \) is determined by the sign of \( p_4 \),

FIG. 3. Phase diagram of smooth bang-bang control of fast transport with different relative velocity constraints, where the relative displacement is bounded by \( \delta/d = 0.1 \), while the constraint on the relative velocity is variable. The trajectories with \( \epsilon/(\omega_0) = 0.05 \) (solid red) and \( \epsilon/(\omega_0) = 0.1 \) (dotted black) become much smoother with larger time \( t_f \) of 68.7 ms and \( t_f \) of 58.9 ms, calculated by Eq. (36), respectively, as compared to the case of bang-bang control \( t_f = 50.3 \) ms in Fig. 2. Other parameters are the same as those in Fig. 2.
when \( \ddot{u}(t) \) is bounded by \( |\ddot{u}(t)| \leq \zeta \). Here we apply three constraints simultaneously, with the other two to be \( |u(t)| \leq \delta \) and \( |\dot{u}(t)| \leq \epsilon \). The near-minimal-time protocol meets the limitation to the relative acceleration, velocity, and displacement together. As a consequence, the appropriate controller, \( \ddot{u}(t) \), has the bang-bang type of

\[
\ddot{u}(t) = \begin{cases} 
-\zeta, & 0 \leq t < t_1 \\
0, & t_1 \leq t < t_2 \\
\zeta(t-t_2), & t_2 \leq t < t_3 \\
0, & t_3 \leq t < t_4 \\
\zeta, & t_4 \leq t < t_5 \\
0, & t_5 \leq t < t_6 \\
-\zeta, & t_6 \leq t < t_7 \\
0, & t_7 \leq t < t_8 \\
-\zeta, & t_8 \leq t < t_9 \\
0, & t_9 \leq t \leq t_{10} \\
\zeta, & t_{10} \leq t < t_f 
\end{cases}
\]

(42)

With boundary conditions at switching times, after a simple integration, \( \ddot{u}(t) \) can be given by

\[
\ddot{u}(t) = \begin{cases} 
-\zeta t, & 0 \leq t < t_1 \\
-\epsilon, & t_1 \leq t < t_2 \\
\zeta(t-t_2) - \epsilon, & t_2 \leq t < t_3 \\
0, & t_3 \leq t < t_4 \\
\zeta(t-t_4), & t_4 \leq t < t_5 \\
\epsilon, & t_5 \leq t < t_6 \\
-\zeta(t-t_6) + \epsilon, & t_6 \leq t < t_7 \\
0, & t_7 \leq t < t_8 \\
-\zeta(t-t_8), & t_8 \leq t < t_9 \\
-\epsilon, & t_9 \leq t < t_{10} \\
\zeta(t-t_{10}) - \epsilon, & t_{10} \leq t \leq t_f 
\end{cases}
\]

(43)

from which the switching times can be calculated, using the symmetry, boundary conditions and continuity conditions of \( \dot{u}(t) \) and \( \ddot{u}(t) \), as

\[ t_1 = \epsilon/\zeta, \quad t_2 = \delta/\epsilon + \epsilon/\zeta, \quad t_3 = t_1 + t_2 = \epsilon/\zeta + \zeta/\epsilon, \quad t_4 = t_3 + t_5 = \epsilon/\zeta + \zeta/\epsilon + \delta, \quad t_5 = t_4 + t_5 = \epsilon/\zeta + \zeta/\epsilon + 2\delta, \quad \text{and} \quad t_{10} = t_f - t_1. \]

Once we have the switching times, the control function, see Fig. 4, is finally expressed by

\[
u(t) = \begin{cases} 
-\frac{1}{2}\zeta^2 + \epsilon(t - \frac{\delta}{\epsilon}) - \frac{\zeta^2}{\epsilon^2}, & 0 \leq t < t_1 \\
-\frac{1}{2}\zeta^2 + \epsilon(t - \frac{\delta}{\epsilon}) - \frac{\zeta^2}{\epsilon^2} + \frac{4\delta^2}{3\epsilon^2} + \frac{\zeta^2}{\epsilon^2}, & t_1 \leq t < t_2 \\
-\frac{1}{2}\zeta^2 + \epsilon(t - \frac{\delta}{\epsilon}) - \frac{\zeta^2}{\epsilon^2} + \frac{4\delta^2}{3\epsilon^2} + \frac{\zeta^2}{\epsilon^2} + \frac{(\epsilon(t - \frac{\delta}{\epsilon}) - 2\delta)^2}{8\epsilon^2\zeta}, & t_2 \leq t < t_3 \\
-\delta + \frac{(\epsilon^2 + \epsilon\zeta + \epsilon(t-t_3)^2)}{\epsilon}, & t_3 \leq t < t_4 \\
-\delta + \frac{(\epsilon^2 + \epsilon\zeta + \epsilon(t-t_4)^2)}{\epsilon}, & t_4 \leq t < t_5 \\
-\frac{\epsilon^2 + \epsilon\zeta + \epsilon(t-t_5)^2}{\epsilon}, & t_5 \leq t < t_6 \\
-\frac{\epsilon^2 + \epsilon\zeta + \epsilon(t-t_6)^2}{\epsilon}, & t_6 \leq t < t_7 \\
-\frac{\epsilon^2 + \epsilon\zeta + \epsilon(t-t_7)^2}{\epsilon}, & t_7 \leq t < t_8 \\
-\frac{\epsilon^2 + \epsilon\zeta + \epsilon(t-t_8)^2}{\epsilon}, & t_8 \leq t < t_9 \\
-\frac{\epsilon^2 + \epsilon\zeta + \epsilon(t-t_9)^2}{\epsilon}, & t_9 \leq t < t_{10} \\
\frac{\epsilon^2 + \epsilon\zeta + \epsilon(t-t_{10})^2}{2\epsilon}, & t_{10} \leq t < t_f \\
\frac{\epsilon^2 + \epsilon\zeta + \epsilon(t-t_f)^2}{2\epsilon}, & t_f \leq t \leq t_f 
\end{cases}
\]

(44)

Here we omit the lengthy expression, but the trajectories of trap center \( q_0(t) \) and mass center of cold atoms \( \bar{q}_c(t) \) can be easily calculated through Eq. (3), see Fig. 4. Obviously, this shows a feasible way to realize smooth transport, only taking a little more time as cost, than the bang-bang case and smooth bang-bang case with the bounded velocity. The minimum time for transport \( t_f \) can be calculated from \( q_0(t) \) if the atom is transported by a distance \( d \). As a result, the final expression of near-minimal time in this case is given by

\[
t_f = \delta + \frac{\delta \epsilon}{\zeta} + \frac{2}{\omega_0} \sqrt{\frac{d}{\delta} + \frac{\omega_0^2 \delta^2}{4\epsilon^2}}.
\]

(45)

The minimal time given here is just increase a bit by \( \delta \epsilon / \zeta \), which is the exact price for smooth bang-bang control by setting the constrain on the relative acceleration. For instance, we choose the different constraints in Fig. 4, where \( \epsilon/(\omega_0 d) = 0.1, \zeta/(\omega_0 d) = 0.5 \) (solid red), \( \epsilon/(\omega_0 d) = 0.2, \zeta/(\omega_0 d) = 1 \) (dashed blue), \( \epsilon/(\omega_0 d) = 0.5, \zeta/(\omega_0 d) = 2 \) (dotted black), and other parameters are the same as those in Fig. 2. In those cases, the near-minimal times are \( t_f = 60.5 \) ms, \( t_f = 56.1 \) ms, and \( t_f = 53.9 \) ms, accordingly, given by Eq. (45). (b,c) The corresponding trajectories of mass center \( q_0(t) \) of cold atoms and trap center \( q_0(t) \) under different constraints.

FIG. 4. (a) Control function \( u(t) \) with different constraints, where \( \epsilon/(\omega d) = 0.1, \zeta/(\omega d) = 0.5 \) (solid red), \( \epsilon/(\omega d) = 0.2, \zeta/(\omega d) = 1 \) (dashed blue), \( \epsilon/(\omega d) = 0.5, \zeta/(\omega d) = 2 \) (dotted black), and other parameters are the same as those in Fig. 2. (b,c) The corresponding trajectories of mass center \( q_0(t) \) of cold atoms and trap center \( q_0(t) \) under different constraints.
Fig. 2. It is obvious that the larger constraint we have, the control function $u(t)$ is more likely to the original bang-bang control in Fig. 2, which is harder to be implemented experimentally. Meanwhile, the near-minimal times, $t_f = 60.5$ ms, $t_f = 56.1$ ms and $t_f = 53.9$ ms, accordingly, become closer to the minimal time, $t_f^{\text{min}} = 50.3$ ms, given by Eq. (24). Here we should emphasize that one can further smooth by adding more constraints on high-order derivative of controller $u(t)$, since the second derivative of controller, $\dot{u}(t)$ still keeps the bang-bang form.

Figure 5 illustrates how much price that we pay to smooth the bang-bang control by restricting the relative velocity and acceleration. In general, the influence of constraint on the relative velocity is more pronounced, as compared to the constraint on the relative acceleration. When the constrains are slacked, the operation time approaches the minimal time $t_f^{\text{min}}$ from bang-bang control. From Fig. 5, it is concluded that we can smooth bang-bang time-optimal solution with sudden changes of control input by setting more constraints on the first and second derivatives of controller, but the price that we paid is to increase the transport time a bit more.

Moreover, we present the potential energy (8) and sloshing amplitude (9) for the smooth bang-bang protocols in Fig. 6. The energy excitation during the shortcuts is suppressed by smoothing the control input, since the time-averaged potential energy (8) is proportional to the square of $u(t)$, see Fig. 6, where the time-averaged potential energy $\bar{E}_p$ is rescaled by $\bar{E}_p^0$, the time-averaged potential energy for time-optimal bang-bang control. For additional comparison, we calculate $\mathcal{A}(t_f) = 4 \times 10^{-3}$ for the time-optimal bang-bang control, while $\mathcal{A}(t_f) \approx 10^{-12}$ for the polynomial ansatz (13) with $t_f \in (1.1 t_f^{\text{min}}, 1.24 t_f^{\text{min}})$. Apparently, the sloshing amplitude $\mathcal{A}(t_f)$ is completely nullified by adding more physical constraints on the relative velocity and acceleration, as compared to that for time-optimal bang-bang control. This implies that the smooth bang-bang protocol can improve the overall performance of STA in a realistic experiment [47], in the manner that the energy excitation modes can be significantly avoided by stopping the trap smoothly at the final time, with more strict constraints on relative velocity/acceleration.

IV. NUMERICAL MULTIPLE SHOOTING ALGORITHM

In this section, we shall present the numerical method to solve such time-optimal control with the two-fold reasons. On one hand, the solvable and analytical expressions become complicated, when high-order derivative of controller is considered. Thus, the numerical algorithm is required to calculate automatically the switching times and minimum time with different constraints for double-check and simplicity. On the other hand, when a shooting method is applied, one may encounter numerical difficulty for solving the optimal control because the shooting function is not smooth when the control is bang-bang [48]. In what follows, we shall formulate the boundary-value problem, and solve the smoothing proce-
dure by using multiple shooting method. The detailed steps of our multiple shooting algorithm are shown as follows:
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(vi) Repeat Step.v until the norm of is smaller than an acceptable fixed tolerance value.

To demonstrate the algorithm, we give an example of smooth transport calculated with multiple shooting method and plot the norm of vector , showing how the transport protocol converges to time-optimal solution with Fig. 7, where the constraint conditions are .

Besides time-optimal control, the relevant energy minimization can also be dealt with the numerical algorithm mentioned above. In fact, the time-averaged potential energy during the process characterizes the energy excitation, that is, the energy cost of shortcuts. Particularly, when the anharmonic effect is considered, high potential energy during the process will make the atom escape from the trap easily, harming the performance of STA. Therefore, one has to minimize the time-averaged potential energy . From Eq. (8), the cost functional reads

leading to costate equations in Eq. (30) and (31). Thus, by using the Pontryagin’s maximal principle, the “unbounded control”, i.e., without any constraints on , gives the lowest bound
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Obviously, the controller is not zero at and , thus requiring the sudden transition at time edges. The case of bounded can be calculated as well in Ref. [37]. However, the analytical method is too complicated to obtain the smooth controller at initial and final times, when higher-order derivative of controller is requested. Here, we use multiple shooting method to find control trajectories with arbitrary dimension of states and constraints. Transport interval is partitioned by grid points, where control functional consists of subintervals with length of . For finding solution of boundary value problems, we define a state and its derivative , initializing it by . We define a timestep as a criterion. The norm of this column vector should be zero when all the switching times are optimized.
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FIG. 8. Controller $u(t)$ that minimizes the time-averaged potential energy $E_p$ within a fixed time $t_f = 60$ ms. Controller $u(t)$ is bounded by $\delta/d = 0.1$ (solid red); $\delta/d = 0.1$ and $\epsilon/(d\omega_0) = 0.1$ (dashed blue); and $\delta/d = 0.1$, $\epsilon/(d\omega_0) = 0.1$ and $\zeta/(d\omega_0^2) = 0.5$ (dotted black), respectively. The corresponding time-averaged potential energies $E_p/E_p^{\text{min}}$ are 1.0002, 1.4918 and 1.6099, which are larger than the lowest bound for the potential energy in unbounded control. We let $N = 100$, $M = 10$, and other parameters to be the same as those in Fig. 2.

FIG. 9. Phase diagram of smooth bang-bang control of fast transport, minimizing the time-averaged potential energy $E_p$ with numerical algorithms. Constraint conditions and parameters are the same as those in Fig. 8.

In summary, we present analytical and numerical methods for smooth bang-bang transport of cold atoms in a moving trap, achieving the near-minimal-time shortcuts to adiabaticity. Since the time-optimal bang-bang control requires the sudden jump of control input, resulting in higher residual energy or difficulty in practical implementation, we propose the smooth bang-bang control, corresponding to the near-minimal time, by setting more constraints on the first and second derivatives of controller. Comparison demonstrates the energy excitation and sloshing amplitude are significantly suppressed for smooth bang-bang control while the time is slightly increased at cost. To make our results more applicable, the numerical multiple shooting algorithm is developed for time minimization and energy minimization, to avoid the sudden transition of control input. Of course, the different ansatz with smooth polynomial or triangular functions can be compared and used to approach (sub-)optimal solutions.

Finally, we should emphasize that the analytical and numerical methods proposed for smooth bang-bang control are useful in the field of quantum control, since the time-optimal bang-bang control are ubiquitous, for instance, in the atom cooling [49–51] and ground-state preparation [52, 53]. Moreover, our results can be supplemented by machine learning [23, 24, 59] for the rapid transport with a harmonic trap [43–45] and optical lattice [60–62] in presence of noise or spin-orbit coupling [63], and will be extended to other problems, including the load manipulation by cranes in classical system [64], and Brownian motion in statistical physics as well [65].
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