Abstract. This paper proposes a novel model for predicting subgraphs in dynamic graphs, an extension of traditional link prediction. This proposed end-to-end model learns a mapping from the subgraph structures in the current snapshot to the subgraph structures in the next snapshot directly, i.e., edge existence among multiple nodes in the subgraph. A new mechanism named cross-attention with a twin-tower module is designed to integrate node attribute information and topology information collaboratively for learning subgraph evolution. We compare our model with several state-of-the-art methods for subgraph prediction and subgraph pattern prediction in multiple real-world homogeneous and heterogeneous dynamic graphs, respectively. Experimental results demonstrate that our model outperforms other models in these two tasks, with a gain increase from 5.02% to 10.88%.
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1 Introduction

An essential part of network analysis is network evolution analysis [27,4,1], especially subgraph evolution analysis, such as the purchase intention of a group of users in user-product networks. However, previous subgraph research studies [2,5,29] rarely focus on the subgraph prediction problem in subgraph evolution analysis: predicting future connectivity within a subgraph in dynamic graphs.

An intuitive approach for subgraph prediction is a two-stage scheme, including a node embedding method and traditional link prediction. Firstly, a node embedding method [9,18] generates low-dimensional vector representations of nodes. Then, the edge existence of $\frac{k(k-1)}{2}$ edges in a $k$-node subgraph is independently predictable through traditional link prediction.

However, there are two limitations to this approach. First, traditional link prediction typically requires users to specify or learn a global threshold from data to determine the existence of edges rather than adaptively adjusting the threshold for different local subgraphs. Second, higher-order structures [3,22],
such as network function blocks [28], are ignored. Due to higher-order structures, edges in networks are not independent, i.e., an edge’s establishment or disappearance may depend on both the similarity between two nodes and their adjacent edges [22]. Subgraph pattern neural networks (SPNN) [15] uses a joint prediction mechanism to solve the edge dependency limitation. However, SPNN focuses on the subgraph pattern prediction problem, which requires both subgraph patterns predefined by humans and subgraphs with a fixed size. Therefore, we design a new method for the subgraph prediction to solve both limitations.

Besides the global threshold and edge dependency limitations, previous research studies on subgraphs redefine [15] or ignore [2,5,29] the collaborative relationship between node attribute information and topology information, e.g., extracting important information from node attributes and topologies separately, and concatenating their representations at last [2]. However, important topology information may also be based on node attribute information, and critical node attribute information may also be related to topology information, which means we cannot deal with them separately. For instance, many topology structures in subgraphs are more important than other topology structures for subgraph evolution due to their specific node attributes, such as meta-path [26] and local structures with high-connection nodes [10]. Similarly, nodes with higher topology centrality in subgraphs are more critical than other nodes in subgraph evolution [13]. Although previous research studies can redefine the collaborative relationship artificially, the real collaborative relationship changes with graphs and only a part of this relationship (e.g., only the relationship between 3-nodes) is covered by the predefined relationship. Therefore, we propose a new method that integrates node attribute information and topology information to extract essential data features for subgraph evolution without human participation.

This paper proposes a novel end-to-end Subgraph Prediction Attention Network (SPAN) model to learn a mapping from subgraph structures in the current snapshot to subgraph structures in the next snapshot. For the global threshold limitation, we introduce an end-to-end learning mechanism to avoid the global threshold. We also use a joint prediction mechanism [15,3] to solve the edge dependency limitation. Furthermore, we develop a twin-tower module with the cross-attention mechanism to extract important data features for subgraph evolution by considering the collaborative relationship between node attribute information and topology information. Our main contributions are summarized as follows:

- We propose a new model, named SPAN, for subgraph prediction and a variant named SPAN-H for subgraph pattern prediction. To the best of our knowledge, SPAN is the first end-to-end model designed to predict the evolution of arbitrary size subgraphs.
- We propose a new mechanism named cross-attention with a twin-tower module for solving the collaborative limitation.
- Experimental results demonstrate that our method is more effective and scalable than state-of-the-art subgraph prediction and subgraph pattern prediction methods.
2 Related Work

Previous methods based on node embeddings and traditional link prediction can be divided into static graph embedding methods and dynamic graph embedding methods. Static graph embedding methods [12,8,24,25,9] are not designed for dynamic graphs, predicting the future connectivity of subgraphs solely based on the current snapshot. In contrast, dynamic graph embedding methods [16,31,30] predict subgraphs’ future connectivity based on current and previous snapshots. Recently, with the massive success of the attention mechanism in temporal information extraction, some attention-based dynamic graph embedding methods have been proposed [20,18].

Dynamic subgraph prediction methods focus on the dynamic evolution of subgraphs, which involves higher-order structures with multiple nodes. Previous dynamic subgraph prediction methods are limited, such as edge dependency limitation and global threshold limitation. Higher-order link prediction [3] and SPNN [15] overcome the edge dependency limitation by jointly predicting the connection between multiple nodes. Nevertheless, these methods still have some restrictions, such as human-predefined fixed-sized subgraphs and subgraph evolution patterns. Compared with previous methods, our method overcomes these two limitations and removes these restrictions using a more powerful model and new mechanisms. We also identify a new collaborative limitation that the collaborative relationship between node attribute information and topology information on subgraph evolution, which has been ignored or predefined by humans in previous subgraph research. We address this new limitation using a new mechanism named cross-attention.

3 Proposed Method

Our method is composed of a Bayesian subgraph sampling algorithm and SPAN. Bayesian subgraph sampling is responsible for generating subgraphs, and SPAN model is used for the subgraph prediction of dynamic graphs.

3.1 Bayesian Subgraph Sampling

Given a dynamic graph $Γ$ with $T$ snapshots $\{G_1, ..., G_T\}$, $G_t = (V_t, E_t)$ is a continuous-time graph (i.e., one snapshot), $V_t$ is a node set with node attributes and $E_t$ is an edge set with weights. A subgraph $S_t = (V_{t}^s, E_{t}^s)$ is a subset of the snapshot $G_t$, such that $V_{t}^s \subseteq V_t$ and $E_{t}^s = \{(u, v) | u \in V_{t}^s, v \in V_{t}^s, \text{ and } (u, v) \in E_t\}$. Bayesian subgraph sampling aims to sample a series of subgraph evolution pairs $(S_t, S_{t+1}), ...$ from $Γ$.

First, we randomly choose a snapshot $G_t = (V_t, E_t)$. Second, we sample a node $v$ from $G_t$ randomly, initialize the subgraph $V_t^s = \{v\}$ and determine the number of nodes $n$ sampled from a uniform distribution between 3 and $k$ (the maximum size of subgraphs). Third, we randomly select a node $v_i$ from $V_t^s$ with the probability $1 - \alpha$ for connected subgraphs or randomly select a node $v_j$ in
$V_t/V_s^t$ with the probability $\alpha$ ($\alpha = 0.01$) for disconnected subgraphs. For $v_i$, we randomly select an adjacent node $v_j$ with the transfer probability $p(v_j|v_i)$ to expand the subgraph. Motivated by the Bayesian network theory, the transfer probability $p(v_j|v_i)$ can be computed as

$$p(v_j|v_i) = \frac{w_{j,i}}{\sum_{(u,v) \in E_t} w_{k,i}},$$

where $w_{j,i}$ is the weight of an edge $(v_j, v_i)$ for weighted graphs, and $w_{j,i} = 1$ for unweighted graphs. For $v_j$, we add this node to the subgraph as a random jump operation. Repeat this node expansion process until the number of nodes in $V_s^t$ reaches $n$ to generate a subgraph. Finally, according to the node set $V_s^t$, we sample $S_t$ from the current snapshot $G_t$. $S_{t+1}$ can be constructed via $V_{t+1}^s = V_t^s$ and $E_{t+1}^s = \{(u,v)|u \in V_t^s, v \in V_{t+1}^s, and (u,v) \in E_{t+1}\}$ to compose an evolution pair of subgraphs $(S_t, S_{t+1})$.

Repeating Bayesian subgraph sampling, we obtain sufficient connected/disconnected subgraph evolution pairs. In addition, the Bayesian network theory minimizes the probability that nodes with many links to the subgraph (i.e., nodes having significant influence over the subgraph) are not included in the subgraph.

### 3.2 Subgraph Prediction

Given a $k$-node subgraph $S_t = (V_t^s, E_t^s)$ in the snapshot $G_t$ ($t \in [1, T - 1]$), the goal of subgraph prediction is to predict the structure of the subgraph $S_{t+1}$ =
(V^*_t, E^*_t) in G_{t+1}, where V^*_t = V^*_t+1. Therefore, we propose an end-to-end subgraph pattern/structure prediction model named SPAN.

As shown in Figure 1, the architecture of SPAN has two inputs \( Y \in \mathbb{R}^{k \times D} \) and \( C \in \mathbb{R}^{k \times D} \), where \( D \) is the dimension of the embedding space. For each pair of subgraphs \( (S_t, S_{t+1}) \), we consider the structure of \( S_t \) and \( S_{t+1} \) as the source and target language, respectively. Thus, we flatten the subgraph as a node sequence using the sampling order of nodes during Bayesian subgraph sampling. Each node can be assigned a dense embedding vector to encode its information. All embedding vectors of the entire graph are stored in a latent matrix. The first input \( Y \) of SPAN is the nodes’ self-information in the subgraph by extracting the corresponding embedding vectors \( y^* \) from the latent matrix and constructing a set \( Y = (y_1, ..., y_k) \). In detail, the latent matrix represents the graph’s node attribute information, \( Y \) represents the subgraph’s node attribute information, and \( y_i \) represents the node embedding vector of the \( i \)th node in the subgraph, which can be initialized with the degree information of this node in the current snapshot. If the number of nodes \( n \) in \( S_t \) is less than \( k \), we can use zero padding for \( y_i, i \in [n + 1, k] \). The second input \( C \) of SPAN is the nodes’ context information, generated by combining a Bayesian attention layer with the latent matrix to generate inner attention representations \( C = (c_1, ..., c_k) = PY \), where \( P \in \mathbb{R}^{k \times k} \) is the Bayesian attention matrix. Intuitively, the second input represents the topological information of the subgraph. We combine all paths (topology information) from node \( v_i \) to node \( v_j \) in \( S_t \) as a Bayesian network \( S_{i,j} \); thus, we can compute the joint probability of \( S_{i,j} \) as the attention score of node \( i \) to node \( j \) as follows:

\[
P_{i,j} = \prod_{v_k \in S_{i,j}} p(v_k|\text{parents}(v_k)).
\]

Based on two inputs \( Y \) and \( C \), we design a twin-tower module to synchronously encode the global node attribute information and topology information to generate the intermediate representations \( M^b_Y \) and \( M^b_C \in \mathbb{R}^{k \times D} \). Each tower is stacked by \( b \) identical attention-based blocks (A-Block). The output of each layer is the input of the next layer. Based on \( M^b_Y \) and \( M^b_C \), we design different prediction modules for subgraph prediction (SPAN) and subgraph pattern prediction (SPAN-H).

**Attention-based Block.** Each attention-based block has three layers: a self-attention layer, a cross-attention layer and a feed-forward layer. A simple self-attention (SA) operation has an input \( Y \) representing query, key and value as

\[
SA(Y) = \text{softmax}(\frac{YY^T}{\sqrt{D}})Y.
\]

However, it is difficult for the self-attention mechanism to integrate all dimensional information about queries, keys, and values. Therefore, motivated by the transformer structure [23], we apply the multi-head attention mechanism to our model for integrating all information. Multi-head attention (MA) [23], composed
of $h$ linear projection modules with the same structure, enables the model to focus on different representation subspaces at different positions. Also, because of the collaborative relationship between node attribute information and topology information, they cannot be treated separately. Node attribute information can facilitate the extraction of essential topology information, and topology information can help extract essential node attribute information for subgraph prediction. For example, nodes with high-connection attributes (high-degree nodes) play a more important role than nodes with low-connections, i.e., local topology structures with high-connection attributes in subgraphs have faster evolution speed worth more attention [10]. Nodes with similar attributes may have different effects on subgraph evolution due to different subgraph topologies. For instance, nodes with high topology centrality in subgraphs usually have a stronger influence than other nodes on subgraph evolution [13]. If we extract essential topology information only based on topologies for subgraph evolution, data features of some important topology structures (e.g., meta-path, local structures with high-connection nodes) will be unidentified and lost. The same thing happens with existing methods that extract important node attribute information for subgraph evolution only based on node attribute information. Similarly, as the complex collaborative relationship between node attribute and topology information varies with graphs and node number of subgraphs, it could not be predefined fully by humans. For example, according to the collaborative relationship, SPNN [15] defines some important structures artificially and pays more attention to the data features of these structures, but these predefined structures are incomplete, e.g., excluding the local structures with more than four nodes and high-connection nodes. Therefore, we propose a variant of MA named cross-attention to extract important data features based on topology information and node attribute information and include it in A-Block. The formula of the attention block with the cross-attention layer can be described as follows.

First, the formula of MA is

$$MA(Y) = \text{Concat}(\text{head}_1, \ldots, \text{head}_h)W^o,$$

where $W^o \in \mathbb{R}^{hD \times D}$, $W^Q_i \in \mathbb{R}^{D \times D}$, $W^K_i \in \mathbb{R}^{D \times D}$ and $W^V_i \in \mathbb{R}^{D \times D}$ are the linear projection weight matrices. To approximate a more complex similarity function, each multi-head attention layer is concatenated with a feed-forward layer, which has the same dimension of input and output with the multi-head attention layer as follows:

$$\text{FFN}(x) = \text{Max}(0, xW_1 + b_1)W_2 + b_2.$$  

Thus, each attention block with the cross-attention layer in the left tower is

$$M^{i+1}_y = \text{FFN}(MA(M^i_c, M^i_y, SA(M^i_y))),$$

where $M^i_c \in \mathbb{R}^{k \times D}$ is the $i$-th output from the other tower, $M^0_c = C$ and $M^0_y = Y$. Similarly, each block in the right tower is

$$M^{i+1}_c = \text{FFN}(MA(M^i_y, M^i_c, SA(M^i_c))).$$
To improve convergence, we add normalization and residual sum after each layer in the attention-based block.

**SPAN.** We use multi-sigmoid as the final activation function to predict existence probabilities of edges in the subgraph as follows:

$$M_f^{S_t} = \text{MultiSigmoid}(M_y^b(M^b)^T).$$

(9)

Since this paper focuses on subgraph prediction of undirected graphs, the prediction matrix, i.e., the adjacency matrix, should be symmetric. We enforce this symmetry by the average of the prediction matrix and its transposition as

$$M_f = \frac{M_f^{S_t} + M_f^{S_t}}{2}.$$  

Finally, we employ the cross entropy as the loss function as follows:

$$L = \sum_{S_t \in \hat{S}_t} \sum_{i,j} A^{S_{t+1}}_{i,j} \log M^{S_t}_{f_{i,j}} + (1 - A^{S_{t+1}}_{i,j}) \log(1 - M^{S_t}_{f_{i,j}}),$$

(10)

where $A^{S_{t+1}} \in R^{k \times k}$ is the adjacency matrix of $S_{t+1}$ and $\hat{S}_t$ is the set of sampled subgraphs in the current snapshot.

**SPAN-H.** We develop SPAN-H for subgraph pattern prediction in heterogeneous networks. Heterogeneous networks have more abundant node attributes, and subgraph pattern prediction is not the same as subgraph prediction. Therefore, we make two modifications for SPAN. First, we increase the dimensions of the original node embedding vectors to encode abundant node attribute information. Second, subgraph pattern prediction requires embedding vectors for subgraphs. Therefore, we employ a weighted attention layer and a concatenation operation to replace the multi-sigmoid layer in SPAN, as shown in Figure 1. The weighted attention layer can be computed by

$$M^{S_t}_{wy} = \sum_{v \in S_t} \alpha_v M^b_{yw},$$

(11)

$$M^{S_t}_{wc} = \sum_{v \in S_t} \beta_v M^b_{wc},$$

(12)

where $M^b_{yw}$ and $M^b_{wc}$ are the attention information of node $v$ in the output of the last A-Block, as shown in Figure 1. The attention score is computed by

$$\alpha_v = \frac{e^{(M^b_{yw}, \sum_{u \in S_t} M^b_{wu})}}{\sum_{r \in S_t} e^{(M^b_{yr}, \sum_{u \in S_t} M^b_{ru})}},$$

(13)

$$\beta_v = \frac{e^{(M^b_{wc}, \sum_{u \in S_t} M^b_{wu})}}{\sum_{r \in S_t} e^{(M^b_{wr}, \sum_{u \in S_t} M^b_{ru})}}.$$  

(14)

Then, the final output is

$$M^{S_{t+1}}_h = \text{Sigmoid}(M^{S_t}_{wy}, M^{S_t}_{wc}W^s),$$

$$L = \sum_{S_t \in \hat{S}_t} B^{S_{t+1}} \log M^{S_t}_h + (1 - B^{S_{t+1}}) \log(1 - M^{S_t}_h),$$

(15)
Table 1: Statistics of dynamic graphs. $|V|$ = number of nodes; $|E|$ = number of temporal edges; $|T|$ = number of days.

| Dataset         | V     | E       | T     |
|-----------------|-------|---------|-------|
| ia-facebook     | 46,952| 876,993 | 1,591 |
| soc-epinions    | 131,828| 841,372 | 944   |
| sx-askubuntu    | 159,316| 964,437 | 2,047 |
| sx-superuser    | 194,085| 1,443,339| 2,426 |
| wiki-talk       | 1,140,149| 7,833,140| 2,268 |

where $W^s \in R^{2D \times 1}$ is the linear projection weight matrix as a classifier, and $M_h \in [0,1]$ is the probability of the predefined subgraph pattern. Thus, the loss function becomes where $B^{St+1} \in \{0,1\}$ is a binary value for indicating whether the subgraph pattern exists in the next snapshot. In summary, we introduce essential mechanisms for the three main limitations in subgraph prediction: twin-tower module with the cross-attention mechanism for the collaborative limitation, joint prediction for the edge dependency limitation, and end-to-end learning for the global threshold limitation.

4 Experiments

We evaluate our models on two tasks: subgraph prediction and subgraph pattern prediction. Subgraph prediction focuses on general subgraphs, whereas subgraph pattern prediction focuses on the evolution of the predefined relationship between nodes in subgraphs. The experiments were conducted on a machine with Intel i7 8700K (CPU) and RTX2070. We use Adam optimizer [11] to train our model, and the initial learning rate is 0.005. In addition, all experiments were repeated ten times, and the average performance of each method is reported.

4.1 Subgraph Prediction

The subgraph prediction task evaluates the ability to capture the evolution of subgraphs in discrete-time dynamic graphs with multiple snapshots. Therefore, multiple snapshots are set as model inputs to predict the next snapshot in this task. As shown in Table 1, we use five public datasets from Network Repository [19] for subgraph prediction. We split the dynamic graph into ten equal parts based on timestamps and construct ten snapshots for each dataset. The first nine snapshots are the training dataset, and the last snapshot is used for testing.

The hyperparameters in our method are set as $D = 128$, $k = 10$, and $b = 6$, which will be discussed in Sec. 4.4. We select four state-of-the-art dynamic embedding methods as the baseline methods, including EvolveGCN [18], Dyngraph2vec [6], DynamicTriad [30], and DynGEM [7]. For EvolveGCN, EvolveGCN-H is selected for comparison because it uses the GRU mechanism with better
Table 2: AUC scores of subgraph prediction ($D = 128, k = 10, b = 6$).

| Dataset     | DynamicTriad | DynGEM  | Dyngraph2vec | EvolveGCN | SPAN | Gain      |
|-------------|--------------|---------|--------------|-----------|------|-----------|
| ia-facebook | 0.833        | 0.753   | 0.771        | 0.785     | 0.921| 10.56%   |
| soc-epinions| 0.778        | 0.723   | 0.791        | 0.804     | 0.869| 8.08%    |
| sx-askubuntu| 0.816        | 0.811   | 0.844        | 0.841     | 0.908| 7.58%    |
| sx-superuser| 0.871        | 0.856   | 0.884        | 0.896     | 0.941| 5.02%    |
| wiki-talk   | OOM          | OOM     | OOM          | OOM       | 0.943|          |

Table 3: Parameter statistics of different methods ($D = 128, k = 10, b = 6$).

| Dataset     | DynamicTriad | DynGEM  | Dyngraph2vec | EvolveGCN | SPAN  | SPAN       |
|-------------|--------------|---------|--------------|-----------|-------|------------|
| ia-facebook | 15,776,259   | 500,212,854 | 72,184,652 | 61,527   | 4,248,800 |          |
| soc-epinions| 44,294,931   | 948,889,485 | M199,583,528 | 26,175,567 | 9,001,464 |          |
| sx-askubuntu| 53,530,563   | 1,067,104,722 | 240,843,016 | 18,225,525 | 10,540,792 |          |
| sx-superuser| 65,212,947   | 1,213,544,964 | 293,031,285 | 80,957,922 | 12,487,856 |          |
| wiki-talk   | OOM          | OOM     | OOM          | OOM       | 65,467,440 |          |

According to the suggestions in [18], we specify the number of GCN layers as two and set the learning rate interval as [0.0001, 0.1]. For Dyngraph2vec, we use the AERNN version because it has higher accuracy than the default version. In addition, we set the look back size as $l = 1, 2, 3$ and other hyperparameters as suggested at [6]. For DynamicTriad [30], we set hyperparameters $\beta_1 \in \{0.1, 1, 10\}$ and $\beta_2 \in \{0.1, 1, 10\}$ alternatively to achieve the best performance. For DynGEM, we set the initial sizes of autoencoders as $[500, 300]$, $\alpha \in [10^{-6}, 10^{-5}]$, $\beta \in [2, 5]$, $\nu_1 \in [10^{-6}, 10^{-4}]$, $\nu_2 \in [10^{-5}, 10^{-2}]$ as suggested in [7]. We iteratively train SPAN via learning subgraph prediction in adjacent snapshots in chronological order, and other node embedding methods learn node embeddings for each snapshot. In testing, SPAN predicts the subgraphs in $G_{10}$ based on $G_9$ directly, and other node embedding methods use the node embeddings of $G_9$ to predict links separately in these sampled subgraphs in $G_{10}$.

Table 2 lists the AUC scores of the subgraph prediction task. SPAN outperforms other state-of-the-art dynamic methods with an improvement from 5.02% to 10.56%. The method for calculating gain is the same as described in [16]: (the accuracy of our method - the highest accuracy of other methods) / the highest accuracy of other methods. According to Table 2, in our experiment, previous methods fail to predict subgraphs for large dynamic graphs (more than 1 million nodes) due to out-of-memory (OOM) in our experiment environment. As shown in Table 3, the number of parameters in SPAN is lower than other methods and increases linearly with the graph size. The main reason is that SPAN can learn a subgraph with arbitrary size each time and is memory efficient compared to other methods based on the adjacency matrix of all snapshots or graphs.
Table 4: AUC scores of subgraph pattern prediction \((D = 128, b = 6)\).

| Dataset      | SPNN | HAN | HGT | SPAN | SPAN-H | Gain  |
|--------------|------|-----|-----|------|--------|-------|
| email-eu     | 0.872| 0.859| 0.876| 0.885| 0.941  | 7.42% |
| DBLP         | 0.838| 0.816| 0.834| 0.861| 0.889  | 6.09% |
| mathoverflow | 0.855| 0.831| 0.840| 0.877| 0.915  | 7.01% |

### 4.2 Subgraph Pattern Prediction

Subgraph pattern prediction predicts that the subgraph would be transformed into a predefined subgraph pattern in a period of time. According to the task definition [15], we select three real-world heterogeneous dynamic graphs for this task. The email network Email-eu [14] is constructed using emails from a large European research institution, comprising 986 staff members, 50,572 emails, and 42 departments. The sampled subgraph has four staff members \((k = 4)\), and at least two staff work in different departments in the subgraph. The subgraph pattern is the communication between different departments, i.e., the connectivity between staff members in different departments. DBLP [21] is a scientific paper co-author network with timestamps, including different entity types: 14,376 papers, 14,475 authors, 8,920 topics and 20 venues. We predict the evolution of 3-node subgraphs (author, topic, and venue), i.e., whether an author will publish in a venue and on a topic that the author has not published in the current snapshot. Mathoverflow [17] is a temporal network collected from the same website, including 24,818 users and 506,550 interactions, such as answers to questions, comments to questions, and comments to answers. The subgraph pattern is whether four users will interact more frequently over a period \((k = 4)\), i.e., whether there will be more edges of 4-node subgraphs in a period.

The evolution that transforms the subgraph into a predefined subgraph pattern may involve establishing multiple edges at different times, implying that this evolution may include multiple intermediate states in multiple discrete snapshots. However, we cannot ensure the appearance or nonappearance of subgraph patterns based on these intermediate states. Thus, to avoid these intermediate states, we discuss the appearance or nonappearance of subgraph patterns in a continuous-time rather than dividing the time into multiple snapshots. We divide each dynamic graph into two continuous-time graphs. The first continuous-time graph is constructed using the first 70% edges for training, and the second is constructed using the last 30% edges for testing. We sample subgraphs from the first continuous-time graph and train the model by predicting subgraph patterns in the first continuous-time graph. In testing, we predict subgraph patterns in the second continuous-time graph based on subgraphs in the first continuous-time graph.

We compare three state-of-the-art methods, namely, SPNN [15], HAN [25], and HGT [9], with SPAN-H in the subgraph pattern prediction task. SPNN is designed for subgraph pattern prediction based on limited and predefined subgraph patterns. HAN and HGT are based on the attention and graph convolution
mechanisms to learn node embeddings for heterogeneous networks. We generate subgraph embeddings for HAN and HGT by averaging node embeddings and predicting subgraph pattern evolution using subgraph embeddings. We also set $D = 128$ and other hyperparameters, as suggested [15, 25, 9]. Table 4 shows the AUC scores of subgraph pattern prediction on three heterogeneous networks, and that SPAN-H achieves the best performance increasing from 6.09% to 7.42%, compared to other methods. The proposed model can learn the evolution of subgraphs in heterogeneous dynamic graphs more effectively. Compared with previous methods, SPAN-H completely learns the existing subgraph patterns from data and uses a twin-tower module with the cross-attention mechanism to capture the evolution of subgraphs based on diverse information.

4.3 Model Analysis

Our model achieves the best performance on both subgraph prediction and subgraph pattern prediction tasks. We attribute this benefit to some new mechanisms, such as Bayesian attention, the twin-tower module and the cross-attention mechanism. In this section, we discuss how these mechanisms gradually improve our model. As shown in Figure 2, we design four models for comparative analysis on the subgraph pattern prediction task using the same dataset in Sec. 4.2. As shown in Figure 2, model 1 only uses node attribute information, model 2 uses context information (the fusion of node attribute information and topology information generated by Bayesian attention), model 3 extends the tower module based on model 2, and model 4 extends model 3 with cross-attention. The reason for choosing this task is that heterogeneous networks have rich subgraph patterns and have numerous practical applications. Figure 3 shows the results of the four models.

As shown in Figure 3, model 2 outperforms model 1, which means the node attribute information and topology information both play a significant role in subgraph evolution. In addition, model 3 outperforms model 2 because node attribute information will become fuzzy during the Bayesian attention process in model 2 even though context information can be regarded as the fusion of node attribute information and topology information. Figure 3 also shows that model 4 achieves higher accuracy and faster convergence speed than model 3. The benefit is attributable to the cross-attention mechanism. Important topology information or node attribute information may also be related to each other in subgraph evolution. The cross-attention mechanism integrates topology information and node attribute information to extract important features rather than isolated extraction, enabling our method to avoid feature loss.

4.4 Hyperparameter Analysis

We discuss the significant hyperparameters of subgraph sampling and model learning, respectively. For subgraph sampling, the maximum node size of subgraphs is $k$ even though subgraphs can be generated with an arbitrary size.
Fig. 2: Model architectures for comparison: (a) model 1 using only node attribute information, (b) model 2 using only context information, (c) model 3 using both context information and node attribute information, (d) model 4 using a cross-attention mechanism to fuse node and context information in multi-level.

Fig. 3: The loss curves (a) and AUC score curves (b) of four models over epochs. These curves are averaged across three datasets in subgraph pattern prediction.

Fig. 4: (a), (c), and (d) are the AUC scores of discrete-time subgraph prediction for different settings on hyperparameters $k$, $D$ and $b$; (b) is the training time of SPAN with different $k$ (minutes).
(≤k) in the subgraph sampling process. Figure 4(a) illustrates that smaller subgraphs can be learned better than larger subgraphs because the evolution pace of bigger subgraphs becomes larger, and effectively predicting these subgraphs is difficult. The number of nodes also affects the training time. We set the hyperparameters (D = 128 and b = 6) to evaluate the training time of SPAN. Figure 4(b) shows that the training time increases with k and is almost linear with the subgraph size. For model learning, the dimension of node embedding vectors in the latent matrix is D, and Figure 4(c) demonstrates performance changes with different D. Our model’s number of attention-based blocks is b, and the stacking of multiple blocks is used to learn the complex function for subgraph evolution. Figure 4(d) shows that the model’s performance is generally proportional to b, as fewer blocks would be under-fitted. Since the model’s performance increases gradually when b > 6, we set the hyperparameter b = 6 to reduce the number of parameters and avoid overfitting.

5 Conclusion

In this study, we propose a novel end-to-end model for subgraph prediction in dynamic graphs. We evaluate our model by comparing it with several state-of-the-art methods, including node embedding-based methods and graph neural network-based methods in dynamic graphs with two tasks: subgraph prediction and subgraph pattern prediction. Experimental results demonstrate that our model can achieve substantial gains, from 5.02% to 10.88%.

6 Acknowledgements

This work was supported by National Natural Science Foundation of China (61972343).

References

1. Albert, R., Barabasi, A.L.: Topology of evolving networks: Local events and universality. Physical review letters 85, 5234–7 (01 2001)
2. Alsentzer, E., Finlayson, S., Li, M., Zitnik, M.: Subgraph neural networks. In: Advances in Neural Information Processing Systems. vol. 33, pp. 8017–8029 (2020)
3. Benson, A.R., Abebe, R., Schaub, M.T., Jadbabaie, A., Kleinberg, J.: Simplicial closure and higher-order link prediction. Proceedings of the National Academy of Sciences 115(48), 11221–11230 (2018)
4. Borgnat, P., Fleury, E., Guillaume, J.L., Magnien, C., Robardet, C., Scherrer, A.: Evolving networks. In: Mining Massive Data Sets for Security, vol. 19, pp. 198–203 (2008)
5. Chiang, W.L., Liu, X., Si, S., Li, Y., Bengio, S., Hsieh, C.J.: Cluster-gcn: An efficient algorithm for training deep and large graph convolutional networks. In: Proceedings of the 25th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining. pp. 257–266 (2019)
6. Goyal, P., Chhetri, S.R., Canedo, A.: dyngraph2vec: Capturing network dynamics using dynamic graph representation learning. Knowledge-Based Systems 187, 104816 (2020)
7. Goyal, P., Kamra, N., He, X., Liu, Y.: Dyngem: Deep embedding method for dynamic graphs. In: IJCAI International Workshop on Representation Learning for Graphs (ReLiG) (2017)
8. Hamilton, W., Ying, Z., Leskovec, J.: Inductive representation learning on large graphs. In: Advances in Neural Information Processing Systems 29. pp. 1024–1034 (2017)
9. Hu, Z., Dong, Y., Wang, K., Sun, Y.: Heterogeneous graph transformer. In: Proceedings of The Web Conference 2020. pp. 2704–2710 (2020)
10. Jeong, H., Néda, Z., Barabási, A.L.: Measuring preferential attachment in evolving networks. EPL (Europhysics Letters) 61(4), 567 (2003)
11. Kingma, D.P., Ba, J.: Adam: A method for stochastic optimization. International Conference on Learning Representations (2015)
12. Kipf, T.N., Welling, M.: Semi-supervised classification with graph convolutional networks. In: International Conference on Learning Representations. pp. 1120–1134 (2017)
13. König, M.D., Tessone, C.J.: Network evolution based on centrality. Physical Review E 84(5), 056108 (2011)
14. Leskovec, J., Kleinberg, J., Faloutsos, C.: Graph evolution: Densification and shrinking diameters. ACM transactions on Knowledge Discovery from Data (TKDD) 1(1), 2–es (2007)
15. Meng, C., Mouli, S.C., Ribeiro, B., Neville, J.: Subgraph pattern neural networks for high-order graph evolution prediction. In: Proceedings of the AAAI Conference on Artificial Intelligence. vol. 32 (2018)
16. Nguyen, G.H., Lee, J.B., Rossi, R.A., Ahmed, N.K., Koh, E., Kim, S.: Continuoustime dynamic network embeddings. In: 3rd International Workshop on Learning Representations for Big Networks, pp. 969–976 (2018)
17. Paranjape, A., Benson, A.R., Leskovec, J.: Motifs in temporal networks. In: Proceedings of the Tenth ACM International Conference on Web Search and Data Mining. pp. 601–610. ACM (2017)
18. Pareja, A., Domeniconi, G., Chen, J., Ma, T., Suzumura, T., Kanezashi, H., Kaler, T., Schardl, T., Leiserson, C.: Evolvegcn: Evolving graph convolutional networks for dynamic graphs. In: Proceedings of the AAAI Conference on Artificial Intelligence. vol. 34, pp. 5363–5370 (2020)
19. Rossi, R., Ahmed, N.: The network data repository with interactive graph analytics and visualization. In: Proceedings of the AAAI Conference on Artificial Intelligence. vol. 29 (2015)
20. Sankar, A., Wu, Y., Gou, L., Zhang, W., Yang, H.: Dysat: Deep neural representation learning on dynamic graphs via self-attention networks. In: Proceedings of the 13th International Conference on Web Search and Data Mining. p. 519–527 (2020)
21. Sun, Y., Han, J., Yan, X., Yu, P.S., Wu, T.: Pathsim: Meta path-based top-k similarity search in heterogeneous information networks. Proceedings of the VLDB Endowment 4(11), 992–1003 (2011)
22. Tang, J., Lou, T., Kleinberg, J.: Inferring social ties across heterogeneous networks. In: Proceedings of the fifth ACM international conference on Web search and data mining. pp. 743–752 (2012)
23. Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A.N., Kaiser, L., Polosukhin, I.: Attention is all you need. In: Advances in Neural Information Processing Systems 29. pp. 5998–6008 (2017)
24. Veličković, P., Cucurull, G., Casanova, A., Romero, A., Lio, P., Bengio, Y.: Graph attention networks. In: International Conference on Learning Representations. pp. 1710–1721 (2018)
25. Wang, X., Ji, H., Shi, C., Wang, B., Ye, Y., Cui, P., Yu, P.S.: Heterogeneous graph attention network. In: The World Wide Web Conference. pp. 2022–2032 (2019)
26. Wang, X., Lu, Y., Shi, C., Wang, R., Cui, P., Mou, S.: Dynamic heterogeneous information network embedding with meta-path based proximity. IEEE Transactions on Knowledge and Data Engineering (2020)
27. Watts, D.J., Strogatz, S.H.: Collective dynamics of ‘small-world’networks. nature 393(6684), 440–442 (1998)
28. Yang, C., Liu, M., Zheng, V.W., Han, J.: Node, motif and subgraph: Leveraging network functional blocks through structural convolution. In: 2018 IEEE/ACM International Conference on Advances in Social Networks Analysis and Mining (ASONAM). pp. 47–52 (2018)
29. Zeng, H., Zhou, H., Srivastava, A., Kannan, R., Prasanna, V.: GraphSAINT: Graph sampling based inductive learning method. In: International Conference on Learning Representations (2020)
30. Zhou, L., Yang, Y., Ren, X., Wu, F., Zhuang, Y.: Dynamic network embedding by modeling triadic closure process. In: Proceedings of the AAAI Conference on Artificial Intelligence. vol. 32, pp. 571–578 (2018)
31. Zhu, L., Guo, D., Yin, J., Ver Steeg, G., Galstyan, A.: Scalable temporal latent space inference for link prediction in dynamic social networks. IEEE Transactions on Knowledge and Data Engineering 28(10), 2765–2777 (2016)