Performance Evaluation of Novel Convolution Neural Network Architecture for Melanoma Skin Cancer Diagnosis on Different Hardware Processing Units
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Abstract. Skin cancer is one of the major public health concerns among the white population with more than a hundred thousand cases every year. Melanoma is one of the deadliest forms of skin cancer which is responsible for thousands of deaths in US alone in recent years and, therefore, early diagnosis is very important to increase the survival rate of melanoma patients. In last few years Deep neural networks have been utilized by researchers to build best models for classifying or diagnosing skin cancer. In this paper Deep neural network-based CNN architectures to classify Melanoma is proposed. The CNN architecture proposed in this work is implemented on CPU, GPU and TPU and the performance of the model is shown on all these platforms. The proposed model is compared to other works done so far for melanoma diagnosis in terms of various performance metrics like prediction accuracy, specificity, sensitivity and it is observed that the proposed models outperformed them. The dataset utilized in training and testing the proposed models is ISIC archive dataset which contains 4750 skin images for two classes i.e. melanoma and benign. The results of our study have proved that utilizing GPU and TPU speeds up the training 38 times faster than CPU and can accelerate the performance of CNN for features extraction, optimization and classification of skin cancer images and the proposed model has outperformed the other models compared with it.

1. Introduction

Among all types of cancer skin cancer is most common. Taking about melanoma than it accounts for only 1% of all skin cancers but it is responsible for large number of casualties or deaths. According to the survey of American Cancer Society total number of melanoma cases estimated to be diagnosed in the United States alone for 2020 are about 100,350 and number of people who have died of melanoma in 2020 is estimated to be about 6,850[1]. If we consider skin tone than white peoples‘ have chances of melanoma 20 times more than in African Americans. Overall, the risk of getting melanoma for white people once in their lifetime is about 2.6% (1 in 38), for blacks it is 0.1% (1 in 1,000), and for Hispanics it is 0.6% (1 in 167) [1]. Nowadays, lot of advancement is done in in the field of medical treatment techniques, such as radiation therapy, immunotherapy and surgery combined with both [2]. The survival rate is 5 years‘ if melanoma reaches advanced stage which is around 15% while more than 95% if it is early-stage melanoma [3]. This difference in survival rate in early and later stage shows that there is a need for early diagnosis of melanoma for the survival of the patients. Diagnosis of melanoma by physicians often rely on years of experience and evaluation of patient’s lesions on a case-by-case basis. The patient’s local lesion patterns are examined by the dermatologist compared to that of the entire body...
Without computer-based assistance, the accuracy of clinical diagnosis for detection of melanoma is found to be between 65 to 80% [5]. Nowadays, computer-aided decision systems are used when evaluating and diagnosing medical images accurately [6]. For example, computer aided diagnosis (CAD) system for detecting breast cancer on mammograms in the US [7]. It is one of the major research subjects in medical imaging and diagnostic radiology [7]. For early detection of a disease an accurate CAD system can be used thereby allowing for earlier treatment, which could save lives [8]. In 1990 CAD systems for skin lesion detection were introduced [9]. To address the challenging task of skin classification a lot of methods have been published. Most of the algorithms proposed used the manual evaluation method which is based on the ABCD rules proposed by Nachbar et al. in [10]. The rules are based on asymmetry (A), border (B), color (C), and differential structure (D). For the proper integration of these rules into a computer-based system several problems should be handled. The first is the segmentation of the skin lesion which is very important for the analysis of asymmetry and the border. Many methods are proposed for skin segmentation like thresholding technique, region and edge based techniques, soft computing techniques and deformable models [11] and one proposed by [12] using neutrosophic logic. Most of the techniques including traditional machine learning techniques developed for skin cancer detection are dependent on hand crafted features. Tasks like pre-processing of image, image segmentation and feature extraction are very complex in basic machine learning approaches which leads to degradation of system performance regarding training time and classification accuracy. To overcome all of these shortcomings of basic machine learning techniques, deep learning concept came into existence which is been used to extract the important information or features directly from the input raw images during training phase and then use those features for classifications process [13, 14]. So there is no need for feature extraction separately. Deep learning based on Convolution Neural Network (CNN) models has achieved great success in the last few years in the field of medical image analysis like detection of diabetic retinopathy, breast cancer [15], tumor detection [16], skin disease and its classification [17] etc. Provided the large datasets the CNN application works very well but if the dataset is small then it fails to achieve significant performance gains. To achieve higher accuracy on small data set transfer learning technique can be used [18]. Instead of random initialization of weights a pre-trained network on large datasets, i.e. ImageNet [19], that contains 1.2 million images labeled with 1,000 classes can be used.

In this paper, we have developed a novel CNN model for melanoma classification and have implemented it on CPU, GPU and TPU. The model is trained using variable learning rate and tested on skin lesion ISIC Archive dataset and the results are compared with some other work done so far in melanoma diagnosis. The rest of the paper is structured as follows: Section 2 reviews some related work, Section 3 describes the materials and methods, Section 4 presents the results of experiments and finally, Section 5 offers concluding remarks and directions for future work.

2. Related Work
Recently, deep learning techniques for image classification have become very popular since the publication of AlexNet architecture in 2012. In this section, focus is on the recent studies that have used deep learning for the skin cancer classification. A model proposed in [20] focused on knowledge transfer by utilizing pretrained network which was trained don image net datasets. The authors have shown the significance of more deep models for classification task. In [21] an automated deep learning based melanoma recognition system was proposed, combined with so called hand-crafted RSurf features and Local Binary Patterns. Their results show high classification accuracy compared to some other works. In the system proposed in [22], preprocessing of input images are done in order to reduce noise and illumination and fed to a pre-trained deep learning based convolutional neural network. The CNN classifier proposed used binary classification to classify melanoma and benign cases. A deep learning based approach is used in [23] for automatic segmentation of skin tumor from the input skin image using fully convolutional deconvolutional architecture and a simple CNN and VGG-16 architecture used for the classification of skin tumor. The work done in [24] evaluate the main architectures of CNN for melanoma skin cancer diagnosis. The PH2 dataset of dermatoscopic images is used on different
classifiers and the best result was obtained by the combination of the VGG19 network and logistic regression having accuracy of 92.5% and 85.71% of precision. Another deep learning based ensemble model is proposed in [25] using aggregation of robust CNNs into one single neural net architecture, where the weighted output of the member CNNs provide the final classification.

A similar method is proposed in [26], just like [25], where the ensemble of deep CNN is used for ternary classification i.e. melanoma, nevus, and seborrheic keratosis. A deep neural network architecture is developed by fusing the outputs of the classification layers of four different models. The weighted output of the member CNNs fused together gives the final classification. Several methods are proposed for fusing the different architectures and each of the fusion method outperforms the individual network architecture in terms of classification accuracy. The average value of area under the receiver operating characteristic curve is 0.891 for ternary classification task. Similarly, a method proposed in [27] consists of many CNNs each of which is having different architecture and each of them consist of a number of pre-trained networks having same architecture with different hyper parameter settings and are fine-tuned on skin lesion images. Different SVM classifiers were trained from features obtained from the deep layers of each network. Finally, the classification is obtained by taking the average value of prediction probability which was obtained by fusion of classification vectors from different sets. The area under receiver operating characteristic curve of 87.3% for melanoma classification is obtained for propose algorithm. In the method proposed in [28] a fully convolutional deconvolutional architecture is used for skin tumor segmentation from the input skin image. For classification, concept of transfer learning is used with a simple CNN and VGG-16 architecture. The average value of 0.507 is obtained for Jaccard index and the AUC of 0.763 and 0.869 for two different lesion classifications using VGG16 is obtained using transfer learning approach. The work done in [29] had tested different classifiers on the PH2 dataset of dermatoscopic images by extraction of the characteristic vectors by the networks. The best performance is achieved when the VGG19 network is combined with logistic regression, obtaining the accuracy of 92.5% and 85.71% of precision.

3. Materials and methods
This study aims to perform a binary classification of melanoma versus benign from skin images. The sequence of important general steps in the proposed skin lesion classification method are as follows:

a. Data Preparation
b. Selecting the CNN model architecture
c. Training the model to build a classifier and predicting labels for test data

3.1. Dataset Preparation
Before training the classifier the dataset is passed through various stages as follows:

3.1.1. Preprocessing and Data Splitting
In our proposed method, the pre-processing steps are kept to a minimum so that our models have better generalization ability when tested on other datasets. We have used International Skin Imaging Collaboration (ISIC) archive dataset, which consists of 4570 images of two class benign and malignant. To prepare the images for the CNN, each of the training images was resized to 224 pixels by 224 pixels. Then, the input images are rescaled by normalizing the pixel values to a [0, 1] range by multiplying each pixel value by a factor of 1/255. After that data is split into train, validation, and test in the ratio 60:30:10 respectively.

We get the images in each set of data in the form of matrices of following size:
Train data size: (2755, 224, 224, 3)
Validation data size: (1358, 224, 224, 3)
Test data size: (457, 224, 224, 3)
3.1.2. Data Augmentation
To avoid the overfitting of the proposed CNN models, data augmentation of the training dataset is done. The data can be augmented in lot of ways, and for this study we have utilized vertical flipping, horizontal flipping, rotating images with 180° angle, width shift, height shift and zooming by 0.15, 0.15 and 0.25 respectively. Horizontal and vertical flip are also done for each image. Using these transformations, we have not increased our data size and it remains same as the original one.

3.2. Convolution Neural Network Architecture
The CNN proposed for classification of melanoma and benign is shown in the figure 1 below. This CNN has very powerful convolve filters for getting important features from the input images. The model consists of 3 convolution layer each of them followed by max pool layer. The first convolution layer has 16 filters of 3x3, second has 32 filters of 3x3 and last convolution layer has 64 filters of 3x3 each. Each of the convolution layer used relu as an activation function. Each of the max pooling layer has stride of 2x2 with no zero padding so as to downgrade the size of the input image. A drop out of 50% is added after max pool, which is actually a form of regularization and its purpose is to prevent overfitting by providing enhanced testing accuracy. For each batch in our training set, dropout layers, with probability \( p \), randomly disconnect inputs from the preceding layer to the next layer in the network architecture. Following this the Flatten layer is there which takes multi-dimensional volume and flattens it into a 1D array prior to feeding the inputs into the next layer i.e. Dense or fully-connected layer. The dense layer has 512 output nodes after which another drop out of 50% is applied and finally the last fully connected or output layer is there with two nodes for each of the two classes in the dataset.

![Figure 1. Proposed CNN Model](image-url)
3.3. Training the model to build a classifier and predicting labels for test data
In this section the training and testing of the proposed model is discussed. The model is trained on ISIC dataset of skin lesion images which is publicly available [28]. The training dataset consists of 2755 images of benign and malignant and the validation is also done side by side on the set of 1358 images. The model is tested on 457 images obtained after partitioning of data above. The model is fine tuned with various hyper parameters as discussed below:

3.3.1 Model Hyper Parameters:
Hyper parameters are properties that control the entire training process. The proposed model hyper parameters are:

3.3.1.1 Learning Rate:
When training deep convolution neural networks, the learning rate has to be fine-tuned as the training progresses. We have used the variable learning rate which increase linearly in the beginning and then exponentially decays as the training progresses as shown in the figure 2. The method we used for variable learning rate (lr) is as follows:

\[
\text{if current\_epoch < power\_epoch then:} \\
\begin{align*}
    lr &= \left( \frac{\text{max\_lr} - \text{starting\_lr}}{\text{power\_epoch}} \right)^{\text{current\_epoch}} + \text{starting\_lr} \\
    \text{else:} \\
    lr &= \text{max\_lr} \times \text{decay\_rate}^{\frac{\text{current\_epoch} - \text{power\_epoch}}{\text{power\_epoch}}} \\
\end{align*}
\]

here, \( \text{decay\_rate} = \left( \frac{\text{min\_lr}}{\text{max\_lr}} \right)^{\frac{\text{global\_epoch}}{\text{power\_epoch}}} \)

Where,

- \( \text{global\_learning\_rate} = 1 \times 10^{-4} \) or 0.0001
- \( \text{global\_epoch} = 64 \); (i.e. number of times learning model algorithm has to train on entiredataset)
- \( \text{min\_lr} = 1 \times 10^{-6} \) or 0.000001; (i.e. minimum learning rate).
- \( \text{max\_lr} = \text{global\_learning\_rate} \) (i.e. maximum learning rate)

\( \text{starting\_lr} = \left( \frac{\text{global\_learning\_rate}}{\text{total number of processing unit threads}} \right) \); (i.e. starting learning rate)

here, number of processing threads for CPU or GPU is 2 and for TPU is 8.

- \( \text{current\_epoch} = \) the epoch running currently during training process (i.e. from 0 to 63).
- \( \text{power\_epoch} = \text{global\_epoch}/20 \); (i.e. taking only integer part of the division).
3.3.1.2 Optimizer
We have used Adam [29] optimizer which is designed specifically for training deep convolution neural networks and it is an adaptive learning rate optimization algorithm.

3.3.1.3 Loss function
A loss function quantifies the difference between our predicted class labels with ground-truth labels. We have used sparse categorical cross entropy loss to compute the cross entropy loss between the labels and predictions.

3.3.1.4 Activation function
Activation function are used in hidden layer as well as output layer of CNN. The commonly used activation functions in hidden layers are ReLu, sigmoid and tanh etc. But we’re here to talk about the activation function in the output layer. A function that takes the values from output nodes and transforms them into a probability distribution is softmax activation function. It reports back the confidence score for each class in the dataset. The total value of class score will sum up to one as we are dealing with probabilities in softmax output. The predicted class (benign or malignant in our dataset) is the one with the highest confidence score.

3.3.1.5 Learning Process Controller
We have use the early stopping criterion for controlling the learning process of the classifier. The classifier will stop learning when the validation loss will not decrease further beyond a certain point. So in this case the number of epochs may or may not reach to total epochs decided for training the classifier model. This will help us to reduce unnecessary training of our model as we may get best performance in less epochs also.

3.3.1.6 Epoch and Batch Size
One training epoch means that one pass has been made through the training dataset by the learning algorithm. In our training of model, we have used total of 64 epochs but number of epochs may not reach 64 because of early stopping criterion used. Batch size tells about the number of training examples used to estimate the error gradient. We have used the batch size of 32 during the training of our classifier.

Figure 2. Variable Learning rate graph for CPU, GPU and TPU
model. This means that before the model weights are updated 32 samples from the training dataset will be used to estimate the error gradient.

### 3.3.2 Testing of model

After training is completed the CNN classifier model is tested on unlabeled dataset to predict whether the image is benign or malignant. The test set consists of total of 457 images belonging to two classes. The loss function used is sparse categorical cross entropy loss and various metrics are calculated to evaluate the performance of the classifier.

### 4. Experimental Results

In this section the proposed method is evaluated using the commonly used metrics on training, validation and test dataset. The proposed model is implemented on different processing units like CPU, GPU and TPU in google colabs. The result of the model performance is evaluated on all these processing units using the same dataset and same model hyper parameters. We have divided this section into two parts i.e. training/validation results and testing results as follows:

#### 4.1 Training & validation results

The training and validations results of the proposed model on CPU, GPU and TPU is shown in the table 1 below and the graph is also shown in the figure 3, 4, 5 and 6.

From the table 1 and figure 3,4,5 and 6 it is observed that model performance is better on GPU as compared to TPU and CPU. All the evaluation metrics have higher values in case of GPU implementation. Training accuracy and time are very less on GPU implementation. It is also observed that due to the use of variable learning rate the number of epochs has been reduced in all the three implementations. The model only learns up to when it reaches maximum value of validation accuracy and then it stops when validation accuracy is not increased beyond a certain epoch. Thus a lot of time is saved during model training as we don’t have to go up to 64 epochs.

| Evaluation Metrics | Processing Unit                  |
|---------------------|----------------------------------|
|                     | CPU (Intel(R) Xeon(R) CPU @ 2.20GHz) | GPU (Tesla P100-PCIE-16GB) | TPU (Cores: 8) |
| Time Taken          | 2817 seconds                      | 75 seconds                  | 95.42 seconds  |
| Epochs Reached      | 18                               | 20                         | 15             |
| Training Loss       | 0.1148                            | 0.1098                      | 0.1304         |
| Training Accuracy   | 95.83                             | 95.93                       | 95.39          |
| Validation Loss     | 0.1696                            | 0.1739                      | 0.1772         |
| Validation Accuracy | 94.11                             | 94.32                       | 94.26          |
Figure 3. Training accuracy CPU vs GPU vs TPU

Figure 4. Validation Accuracy CPU vs GPU vs TPU
Figure 5. Training loss CPU vs GPU vs TPU

Figure 6. Validation loss CPU vs GPU vs TPU
4.2 Test results

The proposed model is tested on set of 457 images belonging to two categories benign and malignant. The loss function used here is sparse categorical cross entropy loss and activation at output layer to predict class score is softmax activation function. The various metrics results are shown in the table 2 below.

| Evaluation Metrics | CPU  | GPU   | TPU  |
|--------------------|------|-------|------|
| sparse_cc_loss     | 0.170001 | 0.166274 | 0.16216 |
| benign_accuracy    | 94.52 | 95.19 | 94.97 |
| malignant_accuracy | 94.53 | 95.18 | 94.96 |
| avg_accuracy       | 94.53 | 95.19 | 94.97 |
| avg_AUC            | 97.67 | 97.88 | 98.01 |
| avg_precision      | 0.914167 | 0.925434 | 0.911741 |
| avg_recall         | 0.914745 | 0.926334 | 0.912533 |
| avg_specificity    | 0.914745 | 0.926334 | 0.912533 |
| avg_sensitivity    | 0.914745 | 0.926334 | 0.912533 |

From the above results we can say that the proposed model has slightly higher accuracy on GPU and higher average AUC on TPU. Others metrics like precision, recall, sensitivity and specificity is more on GPU than TPU and CPU. Now in the figures below ground truth vs predicted images are shown.

Figure 7. Ground truth vs Predicted image on CPU
Now the proposed model is compared with some other work done so far on same dataset that we have used. The table 3 below shows the result and it’s clear that our proposed model has outperformed the other works done so far in this field in terms of sensitivity, specificity and accuracy.

| Methods                                      | Sensitivity | Specificity | Accuracy |
|----------------------------------------------|-------------|-------------|----------|
| Spotmole [31]                                | 0.82        | 0.57        | 0.67     |
| MED-NODE texture descriptor [32]             | 0.62        | 0.85        | 0.76     |
| [30]                                         | 0.81        | 0.80        | 0.81     |
| [33]                                         | 0.46        | 0.87        | 0.70     |
| Proposed CNN model                           | **0.92**    | **0.92**    | **0.98** |

5. Conclusion & Future Work
In this paper, a novel CNN model based on deep learning is proposed for melanoma classification with minimum requirements for preprocessing operations on the skin images. The proposed method is implemented on CPU, GPU and TPU in google colabs. Early stopping criterion and variable learning rate used in this work has improved the model performance specially on GPU as the time required for
training on GPU and TPU is almost 38 times faster as compared to CPU. The general performance of the proposed method is far better than other state-of-the-art methods. The concept of transfer learning can be utilized in future in which a pretrained model on imagenet dataset can be used for skin classification task by fine tuning the model and adding or removing some layers in the network depending upon the problem domain and number of classes in the dataset. The same can be implemented on different processing units to get better results. Image segmentation can also be done as a part of preprocessing to get better output results.
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