FLAWLESSNESS OF $h$-VECTORS OF BROKEN CIRCUIT COMPLEXES
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ABSTRACT. One of the major open questions in matroid theory asks whether the $h$-vector $(h_0, h_1, \ldots, h_s)$ of the broken circuit complex of a matroid $M$ satisfies the following inequalities:

$$h_0 \leq h_1 \leq \cdots \leq h_{\lfloor s/2 \rfloor} \quad \text{and} \quad h_i \leq h_{s-i} \text{ for } 0 \leq i \leq \lfloor s/2 \rfloor.$$ 

This paper affirmatively answers the question for matroids that are representable over a field of characteristic zero.

1. INTRODUCTION

The notion of broken circuit complexes goes back to Whitney [39], who used his broken circuit idea to interpret the coefficients of the chromatic polynomial of a graph. This notion was later extended to matroids by Rota [27] and Brylawski [6]. Given a loopless matroid $M$ on ground set $E$, which is endowed with a linear ordering $<$, a broken circuit of $(M, <)$ is a circuit of $M$ with its least element removed. The broken circuit complex of $(M, <)$, denoted by $BC_{<}(M)$ (or briefly $BC(M)$ if no confusion may arise), is defined by

$$BC(M) := \{ F \subseteq E : F \text{ contains no broken circuit} \}.$$ 

Broken circuit complexes have shown to be important in multiple ways. From the algebraic point of view, they play an interesting role in the study of hyperplane arrangements. In particular, the broken circuit idea was used to construct bases for two fundamental algebraic objects associated with a hyperplane arrangement, namely, the Orlik–Solomon algebra and the Orlik–Terao algebra [2, 25]. Through these constructions, broken circuit complexes have been an essential tool for studying important algebraic and homological properties of those algebras [11, 12, [7, 18, 21].

From the combinatorial point of view, $f$-vectors and $h$-vectors of broken circuit complexes encode very useful information about the underlying matroids. Recall that the characteristic polynomial of a matroid $M$ is defined as $\chi(M; t) := \sum_{X \subseteq E} (-1)^{|X|} t^{r(M) - r(X)}$, where $r(\cdot)$ denotes the rank function of $M$. This polynomial, which was introduced by Rota [27] as a generalization of the chromatic polynomial of a graph, plays a prominent role in the study of many combinatorial problems; see, e.g., [8, 41]. A fascinating property of $f$-vectors of broken circuit complexes, which primarily makes these complexes
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and Welsh [38] on the unimodality and log-concavity of the circuit complexes. In particular, the long-standing conjectures of Rota–Heron [28, 13] recently, great advances have been made in the study of complexes are among the most interesting numerical invariants in matroid theory. Recently, great advances have been made in the study of -vectors and h-vectors of broken circuit complexes. In particular, the long-standing conjectures of Rota–Heron [28, 13] and Welsh [38] on the unimodality and log-concavity of the f-vector of BC(M) have been resolved by Adiprasito, Huh and Katz [1]. Additionally, Huh [16] proved that the h-vector of BC(M) is log-concave if M is representable over a field of characteristic zero. Recall that a sequence (a_0, a_1, ..., a_n) of real numbers is said to be log-concave if a_j^2 \geq a_{j-1}a_{j+1} for all 1 \leq j \leq n - 1. Also, this sequence is called unimodal if there exists 0 \leq p \leq n such that a_0 \leq a_1 \leq \cdots \leq a_p \geq a_{p+1} \geq \cdots \geq a_n. Observe that if a sequence of positive numbers is log-concave, then it is unimodal.

Despite the significant advances mentioned above, f-vectors and h-vectors of broken circuit complexes are still rather mysterious. In fact, the problem of characterizing these vectors is widely regarded as out of reach at the moment. A more realistic problem would be to find as many restrictions on these vectors as possible.

Such restrictions are predicted by the following conjecture, which is in the focus of this paper:

**Conjecture 1.1.** Let M be a loopless matroid. Let (h_0, h_1, ..., h_s) be the h-vector of BC(M), where s is the largest index j with h_j \neq 0. Then the following inequalities hold:

h_0 \leq h_1 \leq \cdots \leq h_{\lfloor s/2 \rfloor} \quad \text{and} \quad h_i \leq h_{s-i} \quad \text{for} \quad 0 \leq i \leq \lfloor s/2 \rfloor.

A sequence (h_0, h_1, ..., h_s) of real numbers that satisfies the inequalities in the above conjecture is called strongly flawless, and it is called flawless if h_i \leq h_{s-i} \quad \text{for} \quad 0 \leq i \leq \lfloor s/2 \rfloor. Clearly, the strongly flawless condition can be rephrased as h_i \leq h_j \quad \text{for} \quad 0 \leq i \leq j \leq s - i. Moreover, for a unimodal sequence, being flawless is equivalent to being strongly flawless.

[1.1] goes back to a still wide open conjecture of Stanley [32], which anticipates that the h-vector of the independence complex IN(M) of a matroid M is a pure O-sequence. The reader is referred to [3] for the definition of pure O-sequences as well as recent developments in the study of these interesting objects. Recall that IN(M) is the collection of all independent sets in M, and that it contains BC(M) as a subcomplex. In [14], Hibi showed that a pure O-sequence is strongly flawless. Inspired by this result, he proposed a weaker version of Stanley’s conjecture in [15], predicting that the h-vector of IN(M) must be strongly flawless. This conjecture was resolved by Chari [9], who proved that IN(M) has a convex ear decomposition. Subsequently, an algebraic version of Chari’s proof, which shows the existence of g-elements for a general Artinian reduction of the
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Stanley–Reisner ring of \( IN(M) \), was given by Swartz in [34]. Therein, 1.1 was also mentioned implicitly. As the set of \( h \)-vectors of independence complexes is strictly contained in the set of \( h \)-vectors of broken circuit complexes (see [6]), 1.1 is stronger than and, in particular, implies Hibi’s conjecture. It is worth emphasizing that the techniques of Chari and Swartz for proving Hibi’s conjecture do not work in the case of broken circuit complexes, and thus cannot be used to establish 1.1. Indeed, Swartz [34] provided examples of matroids whose broken circuit complexes do not admit \( g \)-elements and hence also fail to have a convex ear decomposition.

The main goal of this paper is to verify 1.1 for matroids representable over a field of characteristic zero. In fact, we prove a somewhat stronger result. We say that a class of matroids \( \mathcal{M} \) has a certain property (such as unimodal or strongly flawless) if the \( h \)-vector of the broken circuit complex of every matroid in \( \mathcal{M} \) has that property. The main result of this paper is as follows.

**Theorem 1.2.** Let \( \mathcal{M} \) be a minor-closed class of matroids. If \( \mathcal{M} \) is unimodal, then it is strongly flawless.

Note that this theorem implies 1.1 for matroids representable over a field of characteristic zero, by virtue of Huh’s log-concavity result [16] (see Corollary 3.5).

Let us briefly outline how the proof of Theorem 1.2 proceeds. As mentioned before, a unimodal, flawless sequence is also strongly flawless. So it suffices to show that the \( h \)-vector of \( BC(M) \) is flawless for every matroid \( M \in \mathcal{M} \). To this end, we first reduce the proof to the case where \( M \) is minimally connected (see Lemma 3.1). In this case, \( M \) contains a removable series class \( S \) (see Lemma 2.2). We then find two different ways to relate the \( h \)-vector of \( BC(M) \) to the \( h \)-vector of \( BC(M/S) \) (see Lemmas 3.2 and 3.3). Combining these comparisons, the flawlessness of the \( h \)-vector of \( BC(M) \) will follow by induction and the unimodality of the \( h \)-vector of \( BC(M/S) \).

This paper is organized as follows. In the next section, we review the basic notions of matroids and broken circuit complexes. Section 3 contains the proof of Theorem 1.2 and its immediate application to Orlik–Terao algebras. Finally, some questions related to our work are discussed in Section 4.

2. Preliminaries

2.1. Matroids. The notion of matroids was introduced by Whitney [40] as a common generalization of dependence in linear algebra and graph theory. Since then a rich theory of matroids has been developed which provides a framework for approaching many combinatorial problems. In the following, we collect the needed facts and definitions from matroid theory, referring to the seminal book by Oxley [24] for more details.

**Definition 2.1.** A matroid \( M = (E, \mathcal{I}) \) consists of a finite ground set \( E \) and a nonempty collection \( \mathcal{I} \) of subsets of \( E \), called independent sets, satisfying the following conditions:

(i) If \( I \in \mathcal{I} \) and \( J \subseteq I \), then \( J \in \mathcal{I} \).

(ii) If \( I, I' \in \mathcal{I} \) and \( |I| < |I'| \), then there exists \( e \in I' - I \) such that \( I \cup e \in \mathcal{I} \).

In a matroid \( M = (E, \mathcal{I}) \), a basis is a maximal independent set. A subset of \( E \) is called dependent if it is not a member of \( \mathcal{I} \). A circuit is a minimal dependent set, and
an \(m\)-circuit is a circuit of cardinality \(m\). For any set \(X \subseteq E\), all maximal independent subsets of \(X\) have the same size, which is called the \textit{rank} \(r(X)\) of \(X\). In particular, the rank of \(E\), which is the common cardinality of all the bases of \(M\), is also called the \textit{rank} of \(M\) and denoted by \(r(M)\). A matroid can be specified by either its collection of bases, its collection of circuits, or its rank function. In fact, there are equivalent definitions of matroids in terms of bases, circuits, and rank functions.

Two matroids \(M = (E, \mathcal{I})\) and \(M' = (E', \mathcal{I}')\) are isomorphic if there exists a bijection \(\varphi : E \to E'\) such that for every subset \(X \subseteq E\), \(X \in \mathcal{I}\) if and only if \(\varphi(X) \in \mathcal{I}'\).

The prototypical example of a matroid is the \textit{vector matroid} \(M[A]\) of a matrix \(A\): the ground set \(E\) of \(M[A]\) is taken to be the set of columns of \(A\), and a subset \(I \subseteq E\) is independent if and only if the corresponding columns are linearly independent. A matroid is representable over a field \(K\) if it is isomorphic to the vector matroid of a matrix over \(K\). It should be noted, however, that not every matroid is representable over some field; see [24, Proposition 6.1.10].

Let \(M\) be a matroid on the ground set \(E\). Let \(\mathcal{B}\) be the collection of bases of \(M\). Then \(\mathcal{B}^* = \{E - B : B \in \mathcal{B}\}\) is also the collection of bases of a matroid \(M^*\). We call this matroid the \textit{dual} of \(M\). For example, \(M[A]^* \cong M[A^*]\) for any matrix \(A\), where \(A^*\) is a matrix whose row space is the orthogonal space of the row space of \(A\).

An element \(e \in E\) is called a \textit{loop} if \(\{e\}\) is a circuit of \(M\). We say that \(M\) is \textit{loopless} if it has no loops. A loop of \(M^*\) is called a \textit{coloop} of \(M\). More generally, circuits of \(M^*\) are called \textit{cocircuits} of \(M\). A \textit{series class} \(S\) of \(M\) is a maximal subset of \(E\) such that \(S\) contains no coloops and if \(e, f\) are distinct elements of \(S\), then \(\{e, f\}\) is a cocircuit of \(M\). A series class is \textit{non-trivial} if it contains at least two elements. Notice that if \(S\) is a series class and \(C\) is a circuit of \(M\), then either \(C \cap S = \emptyset\) or \(S \subseteq C\). This follows from the well-known fact that a circuit and a cocircuit of \(M\) cannot have just a single element in common; see [24, Proposition 2.1.11].

Let \(X\) be a subset of \(E\). The \textit{deletion} of \(X\) from \(M\), denoted \(M - X\), is the matroid on ground set \(E - X\) whose independent sets are the independent sets of \(M\) that are contained in \(E - X\). The \textit{contraction} of \(X\) from \(M\) is defined to be \(M/X = (M^* - X)^*\). Note that the operations of deletion and contraction commute, i.e., \((M - X)/Y = M/Y - X\) for disjoint subsets \(X\) and \(Y\) of \(E\). A \textit{minor} of \(M\) is a matroid which can be obtained from \(M\) by a sequence of deletions and contractions. A class of matroids \(\mathcal{M}\) is said to be \textit{minor-closed} if for every \(M \in \mathcal{M}\), all minors of \(M\) are also members of \(\mathcal{M}\).

Let \(M_1\) and \(M_2\) be matroids on disjoint ground sets \(E_1\) and \(E_2\). Their \textit{direct sum} \(M_1 \oplus M_2\) is the matroid on ground set \(E_1 \cup E_2\) whose independent sets are all possible unions of an independent set of \(M_1\) with an independent set of \(M_2\). The direct sum of a finite collection of matroids is then defined by iterating the previous construction. A matroid is called \textit{connected} if it is not the direct sum of two smaller matroids. Otherwise, it is called \textit{disconnected}. An arbitrary matroid \(M\) can be decomposed uniquely (up to ordering) as a direct sum \(M = M_1 \oplus \cdots \oplus M_k\), where \(M_1, \ldots, M_k\) are connected matroids. In that case, the matroids \(M_1, \ldots, M_k\) are called the \textit{connected components} of \(M\).

Let \(M\) be a connected matroid on \(E\). Then \(M\) is called \textit{minimally connected} if \(M - e\) is disconnected for every \(e \in E\). On the other hand, a series class \(S\) of \(M\) is said to be \textit{removable} if \(M - S\) is connected. Evidently, every removable series class of a minimally
connected matroid is non-trivial. For the existence of removable series classes we will need the following result.

**Lemma 2.2.** Let $M$ be a connected matroid on the ground set $E$ with at least two elements. Then $M$ contains a removable series class. In particular, if $M$ is minimally connected, then it contains a non-trivial removable series class.

**Proof.** If $M$ has exactly one series class, then $E$ forms a circuit and hence $E$ itself is a removable series class of $M$. When $M$ contains at least two series classes, the result follows from [33, Proposition 5.3]. □

Let $M_1$ and $M_2$ be matroids on ground sets $E_1$ and $E_2$ with $E_1 \cap E_2 = \{e\}$. Assume that $e$ is neither a loop nor a coloop of $M_1$ or $M_2$. Let $\mathcal{C}(M_i)$ denote the collection of circuits of $M_i$. The parallel connection $P(M_1, M_2)$ of $M_1$ and $M_2$ with respect to $e$ is the matroid on $E_1 \cup E_2$ whose collection of circuits is given by

$$\mathcal{C}(P(M_1, M_2)) = \mathcal{C}(M_1) \cup \mathcal{C}(M_2) \cup \{C_1 \cup C_2 - e : e \in C_i \in \mathcal{C}(M_i) \text{ for } i = 1, 2\}.$$ 

The deletion $P(M_1, M_2) - e$ is called the 2-sum of $M_1$ and $M_2$, denoted by $M_1 \oplus_2 M_2$. Note that the circuits of $M_1 \oplus_2 M_2$ are the circuits of $P(M_1, M_2)$ not containing $e$; see [24, 3.1.14]. Thus

$$(2) \quad \mathcal{C}(M_1 \oplus_2 M_2) = \mathcal{C}(M_1 - e) \cup \mathcal{C}(M_2 - e) \cup \{C_1 \cup C_2 - e : e \in C_i \in \mathcal{C}(M_i) \text{ for } i = 1, 2\}.$$ 

The following simple observation will be useful in Section 3. For brevity’s sake we call a matroid an $m$-circuit if its ground set is an $m$-circuit.

**Lemma 2.3.** Let $S$ be a series class of a matroid $M$ with $|S| = m$. Set $\tilde{M} = M/(S - e)$ for some $e \in S$. Then $M \cong \tilde{M} \oplus_2 C$, where $C$ is an $(m + 1)$-circuit containing $e$.

**Proof.** By a slight abuse of notation we identify $C$ with its ground set. Then we may write $C = S' \cup e$, where $|S'| = |S|$. Notice that the collection $\mathcal{C}(\tilde{M})$ of circuits of $\tilde{M}$ consists of the minimal nonempty members of $\mathcal{D} := \{D - (S - e) : D \in \mathcal{C}(M)\}$; see [24, Proposition 3.1.11]. Since $S$ is a series class, either $D \cap S = \emptyset$ or $S \subseteq D$ for every $D \in \mathcal{C}(M)$. Hence, all members of $\mathcal{D}$ are minimal and nonempty. This yields

$$\mathcal{C}(\tilde{M}) = \mathcal{D} := \{D : D \in \mathcal{C}(M), D \cap S = \emptyset\} \cup \{D - (S - e) : D \in \mathcal{C}(M), S \subseteq D\}.$$ 

Now by (2),

$$\mathcal{C}(\tilde{M} \oplus_2 C) = \mathcal{C}(\tilde{M} - e) \cup \mathcal{C}(C - e) \cup \{C \cup D - S : D \in \mathcal{C}(M), S \subseteq D\} = \{D : D \in \mathcal{C}(M), D \cap S = \emptyset\} \cup \{S' \cup (D - S) : D \in \mathcal{C}(M), S \subseteq D\}.$$ 

It then follows readily that $M \cong \tilde{M} \oplus_2 C$, as desired. □

**Example 2.4.** Let $M$ be the cycle matroid of the complete bipartite graph $K_{2,3}$, with the edges labelled as in Figure 1(a). Then $S = \{1, 2\}$ is a series class of $M$. The 2-sum of $\tilde{M} = M/\{1\}$ and the 3-circuit $C = \{2, 1', 2'\}$, which is the cycle matroid of the graph depicted in Figure 1(d), is clearly isomorphic to $M$. 
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By iterating, the operation of parallel connection can be defined for special families of more than two matroids. Let $M_1, \ldots, M_n$ be matroids on ground sets $E_1, \ldots, E_n$ such that $E_{i+1} \cap (\bigcup_{j=1}^i E_j) = \{e_i\}$ for $i = 1, \ldots, n-1$. Here, $e_1, \ldots, e_{n-1}$ need not be distinct. Assume further that each $e_i$ is neither a loop nor a coloop of the matroids containing it. Then we can form $P(M_1, M_2), P(P(M_1, M_2), M_3)$, and so on. The last matroid obtained in this way, denoted by $P(M_1, \ldots, M_n)$, is called the parallel connection of $M_1, \ldots, M_n$ with respect to $e_1, \ldots, e_{n-1}$.

Assume $M$ is a connected matroid on $E$. Then $M$ is called parallel irreducible at $e \in E$ if either $|E| = 1$ or $M$ is not a parallel connection of two smaller matroids with respect to $e$. We say that $M$ is parallel irreducible if it is parallel irreducible at every element of $E$. The following result, which was essentially proved by Brylawski [5] Propositions 5.8, 5.9 (see also [19, Lemma 2.1]), indicates that in certain matroid arguments the general result can be obtained by restricting attention to the parallel irreducible case.

**Lemma 2.5.** Let $M$ be a connected matroid on the ground set $E$. Then the following statements hold:

(i) If $M = P(M_1, M_2)$ with respect to $e$, then $M/e$ is disconnected:

$$M/e = M_1/e \oplus M_2/e.$$  

Conversely, if $M/e$ is disconnected, then $M$ is a parallel connection of two smaller matroids with respect to $e$. Hence, $M$ is parallel irreducible if and only if $M/e$ is connected for every $e \in E$.

(ii) $M$ admits a decomposition $M = P(M_1, \ldots, M_n)$, where each $M_i$ is connected and parallel irreducible.

### 2.2. Broken circuit complexes

Let $M$ be a matroid, whose ground set $E$ is endowed with a linear order $<$. We further assume that $M$ is loopless, since otherwise $BC(M) = \emptyset$, which is not interesting for us here. Let $r = r(M)$. Then it is well-known that $BC(M)$ is an $(r - 1)$-dimensional shellable simplicial complex; see [26] or [2, 7.4]. Let $f(M) = (f_0(M), \ldots, f_r(M))$ be the $f$-vector of $BC(M)$, where $f_i(M)$ is the number of faces of $BC(M)$ of cardinality $i$. Notice that $f(M)$ is independent of the chosen order $<$, as is easily seen from the Whitney–Rota formula [11]. Define the $h$-vector $h(M) = (h_0(M), \ldots, h_r(M))$ and the $h$-polynomial (or shelling polynomial) $h(M; t) = \sum_{i=0}^r h_i(M)t^{r-i}$ of $BC(M)$ by the polynomial identity $h(M; t) = (-1)^r \chi(M; 1-t)$. Thus, the $f$-vector and the $h$-vector of
Evidently, \( T(M;t) \) are the corresponding properties of the Tutte polynomial \( T(M; x, y) \) of \( M \), which is defined by

\[
T(M; x, y) = \sum_{X \subseteq E} (x - 1)^{|E| - |X|} (y - 1)^{|X| - r(X)}.
\]

In the sequel, for convenience, we make the convention that \( h_i(M) = 0 \) for \( i < 0 \) or \( i > r \). Moreover, when it is clear from the context which matroid we are referring to, we will just write \( h_i \) instead of \( h_i(M) \).

Note that both \( \chi(M; t) \) and \( h(M; t) \) are, up to sign, evaluations of the Tutte polynomial \( T(M; x, y) \) of \( M \), which is defined by

\[
T(M; x, y) = \sum_{X \subseteq E} (x - 1)^{r(E) - r(X)} (y - 1)^{|X| - r(X)}.
\]

For later usage we collect here several basis properties of the \( h \)-polynomial of \( BC(M) \). They follow easily from the corresponding properties of the Tutte polynomial of \( M \); see [8, 6.2] and [7, p. 182].

**Lemma 2.6.** Let \( M \) be a loopless matroid of rank \( r \) on the ground set \( E \). Let \( h(M; t) = \sum_{i=0}^{r} h_i t^{r-i} \) be the \( h \)-polynomial of \( BC(M) \). Then the following statements hold:

(i) \( h_i \geq 0 \) for \( i = 0, \ldots, r \). Moreover, if \( M \) has \( c \) connected components, then \( r - c \) is the largest index \( i \) such that \( h_i \neq 0 \).

(ii) (Deletion-contraction) Suppose \( |E| \geq 2 \) and \( e \in E \). Then

\[
h(M; t) = \begin{cases} 
  th(M - e; t) & \text{if } e \text{ is a coloop of } M, \\
  h(M - e; t) + h(M / e; t) & \text{otherwise}.
\end{cases}
\]

Thus, in particular, if \( M \) is connected, then either \( M - e \) or \( M / e \) is connected.

(iii) If \( M \) is an \((r + 1)\)-circuit, then \( h(M; t) = t^r + t^{r-1} + \cdots + t \).

(iv) Assume that \( M \) is either the direct sum or the parallel connection of two matroids \( M_1 \) and \( M_2 \). Then

\[
h(M; t) = \begin{cases} 
  h(M_1; t) h(M_2; t) & \text{if } M = M_1 \oplus M_2, \\
  t^{-1} h(M_1; t) h(M_2; t) & \text{if } M = P(M_1, M_2).
\end{cases}
\]

As an important step in the proof of Theorem 1.2, we will relate the \( h \)-vector of \( BC(M) \) to the \( h \)-vectors of broken circuit complexes of certain minors of \( M \) which are obtained from \( M \) by deleting or contracting elements in a series class. For this, the following simple facts will be necessary.

**Lemma 2.7.** Let \( S = \{e_1, \ldots, e_m\} \) be a series class of a loopless matroid \( M \). For \( 0 \leq j \leq m - 1 \), set \( M_j = M / \{e_1, \ldots, e_j\} \) and \( S_j = \{e_{j+1}, \ldots, e_m\} \). Then the following statements hold:

(i) \( r(M - S) = r(M) - m + 1 \).

(ii) \( r(M_j) = r(M) - j \), and if \( M \) is connected, so is \( M_j \).

(iii) \( S_j \) is a series class of \( M_j \) and \( M_j - S_j = M - S \).

(iv) For every \( e \in S \) and \( e' \in S_j \) the \( h \)-vectors of the broken circuit complexes of the matroids \( M - e \), \( M - S \) and \( M_j - e' \) coincide.
Proof. (i) Since, by definition, $e_1$ is not a coloop of $M$, we have that $r(M - e_1) = r(M)$; see, e.g., [24, 3.1.5]. Now as every element of $S_1$ is a coloop of $M - e_1$, it holds that
\[
r(M - S) = r((M - e_1) - S_1) = r(M - e_1) - |S_1| = r(M) - m + 1.
\]

(ii) As $M_j = M_{j-1}/e_j$ and $e_j$ is not a loop of $M_{j-1}$, we have $r(M_j) = r(M_{j-1}) - 1$; see, e.g., [24, 3.1.7]. In addition, $M_{j-1} - e_j$ is not connected since every element of $S_j$ is a coloop of this matroid. Hence, by Lemma 2.6(ii), $M_j$ is connected if $M_{j-1}$ is so. The assertion now follows by induction.

(iii) By definition, it is easy to see that $S_j$ is a series class of $M_j$. Now since $e_1, \ldots, e_j$ are coloops of $M - S_j$, it follows from [24, Corollary 3.1.25] that
\[
M_j - S_j = (M - S_j)/\{e_1, \ldots, e_j\} = (M - S_j) - \{e_1, \ldots, e_j\} = M - S.
\]

(iv) Since the elements of $S - e$ are coloops of $M - e$, Lemma 2.6(ii) yields $h(M - e; t) = t^{m-1}h(M - S; t)$. Similarly, $h(M_j - e'; t) = t^{m-j}h(M_j - S_j; t)$. As $M - S = M_j - S_j$ by (iii), the assertion follows. \qed

3. FLAWLESSNESS OF h-VECTORS OF BROKEN CIRCUIT COMPLEXES

This section is devoted to the proof of Theorem 1.2 and its applications. We begin with the following lemma, which is essential for reducing the proof of Theorem 1.2 to the case of minimally connected matroids. Recall that a sequence $(a_0, a_1, \ldots, a_n)$ is symmetric if $a_i = a_{n-i}$ for $0 \leq i \leq n$. Let us say that a polynomial $a_0t^{n+u} + a_1t^{n+u-1} + \cdots + a_n t^u$ with $a_0, a_n \neq 0$ and $u \geq 0$ has a certain property (such as symmetric, unimodal or strongly flawless) if its coefficient sequence $(a_0, a_1, \ldots, a_n)$ has that property.

Lemma 3.1. If $\varphi(t)$ and $\psi(t)$ are strongly flawless polynomials with nonnegative coefficients, then so is their product.

Proof. By definition, a polynomial is strongly flawless if and only if its product with any power $t^u$ ($u \geq 0$) is so. Hence without loss of generality we may assume that $\varphi(t)$ and $\psi(t)$ have the following form:
\[
\varphi(t) = a_0 t^n + a_1 t^{n-1} + \cdots + a_{n-1} t + a_n,
\]
\[
\psi(t) = b_0 t^m + b_1 t^{m-1} + \cdots + b_{m-1} t + b_m,
\]
where $a_0, a_n, b_0, b_m > 0$. We will argue by induction on
\[
d_{\varphi, \psi} := |\{0 \leq i \leq \lfloor n/2 \rfloor : a_i < a_{n-i}\}| + |\{0 \leq j \leq \lfloor m/2 \rfloor : b_j < b_{m-j}\}|.
\]
If $d_{\varphi, \psi} = 0$, then $\varphi(t)$ and $\psi(t)$ are symmetric polynomials. Observe that for a symmetric polynomial, being strongly flawless is equivalent to being unimodal. So $\varphi(t)$ and $\psi(t)$ are symmetric and unimodal. It follows that their product $\varphi(t)\psi(t)$ is also symmetric and unimodal (see, e.g., [33, Proposition 1]). Thus, $\varphi(t)\psi(t)$ is strongly flawless, and we are done in this case.

Now consider the case $d_{\varphi, \psi} > 0$. We may suppose that $a_i < a_{n-i}$ for some $0 \leq i \leq \lfloor n/2 \rfloor$. Set $k := \min\{0 \leq i \leq \lfloor n/2 \rfloor : a_i < a_{n-i}\}$. Let $\overline{\varphi}(t)$ be the polynomial obtained from $\varphi(t)$ by replacing the term $a_{n-k}t^k$ of $\varphi(t)$ with $a_k t^k$, i.e., $\overline{\varphi}(t) = \varphi(t) + (a_k - a_{n-k})t^k$. Then
it is readily seen that $\psi(t)$ is strongly flawless. Moreover, $d_{\psi, \psi} = d_{\varphi, \psi} - 1$. Writing $$\varphi(t) \psi(t) = \sum_{i=0}^{m+n} c_i t^{m+n-i}$$ and $\bar{\psi}(t) \psi(t) = \sum_{i=0}^{m+n} c'_i t^{m+n-i}$, we get

$$c_i = \sum_{u+v=i} a_u b_v = \begin{cases} c'_i & \text{if } i < n - k \text{ or } i > m + n - k, \\ c'_i + (a_{n-k} - a_k) b_{i+k-n} & \text{otherwise.} \end{cases}$$

(3)

Since $a_{n-k} > a_k$ and the coefficients of $\psi(t)$ are nonnegative, it holds that $c_i \geq c'_i$ for all $i$. Now let $0 \leq i \leq j \leq m + n - i$. We have to show that $c_i \leq c_j$. Note that $c'_i \leq c'_j$ by induction. So, if $i < n - k$, then it follows from (3) that $c_i = c'_i \leq c'_j \leq c_j$. Now suppose $i \geq n - k$. Then $i \geq k$ since $k \leq [n/2]$. Hence $j \leq m + n - i \leq m + n - k$. Again by (3) we have

$$c_j - c_i = c'_j - c'_i + (a_{n-k} - a_k)(b_{j+k-n} - b_{i+k-n}) \geq (a_{n-k} - a_k)(b_{j+k-n} - b_{i+k-n}).$$

Thus, the inequality $c_i \leq c_j$ will be confirmed once we have shown that $b_{i+k-n} \leq b_{j+k-n}$. But the last inequality holds since $0 \leq i+k-n \leq j+k-n \leq m-(i+k-n)$ (which follows easily from $n-k \leq i \leq j \leq m+n-i$ and $k \leq [n/2]$) and $\psi(t)$ is strongly flawless. This completes the proof.

In the sequel, for our purposes, it will be convenient to consider $h$-vectors with zero entries at the end removed. So, if we say that $h(M) = (h_0(M), h_1(M), \ldots, h_s(M))$ is the $h$-vector of $BC(M)$, then $s$ is the largest index $i$ with $h_i(M) \neq 0$. In this case, recall from Lemma 2.6(i) that $s = r - c$, where $r = r(M)$ and $c$ is the number of connected components of $M$.

Now let $M$ be a loopless matroid and let $h(M) = (h_0(M), h_1(M), \ldots, h_s(M))$ be the $h$-vector of $BC(M)$. Define

$$\tilde{h}_i(M) := \begin{cases} h_{s-i}(M) - h_i(M) & \text{for } 0 \leq i \leq [s/2], \\ 0 & \text{otherwise.} \end{cases}$$

Following Swartz \[36\], we call $\tilde{h}(M) := (\tilde{h}_0(M), \tilde{h}_1(M), \ldots, \tilde{h}_{[s/2]}(M))$ the complementary $h$-vector of $BC(M)$. For convenience we set $\tilde{h}(M) = (0)$ if $M$ contains a loop.

The next two lemmas present two different interpretations of the complementary $h$-vector of $BC(M)$ which involve the $h$-vector of $BC(M/S)$, where $S$ is a (removable) series class of $M$. Recall our convention that $h_i(M/S) = 0$ for $i < 0$ or $i > r(M/S)$.

**Lemma 3.2.** Let $M$ be a connected matroid and $S$ a non-trivial removable series class of $M$ with $|S| = m$. Let $h(M) = (h_0(M), h_1(M), \ldots, h_s(M))$ be the $h$-vector of $BC(M)$. Then for every $e \in S$ and $0 \leq i \leq [s/2]$,

$$\tilde{h}_i(M) = \tilde{h}_i(M/e) + \tilde{h}_{i-m+1}(M - S) + (h_{i-m+1}(M/S) - h_{i-m}(M/S)).$$

**Proof.** If $M$ is a 2-circuit, then the statement is easily seen to be true. So assume that $M$ is not a 2-circuit. Suppose $S = \{e_1, \ldots, e_m\}$ with $e = e_1$. Set $M_j = M/\{e_1, \ldots, e_j\}$ for $j = 1, \ldots, m$. We will show via induction that

$$\tilde{h}_j(M) = \tilde{h}_j(M/e_1) + \tilde{h}_{j-m+1}(M - S) + (h_{j-m+1}(M_j) - h_{j-m}(M/S))$$

$$+ (h_{j-m+1}(M - S) - h_{j-m+1}(M - S))$$

(4)

for $j = 1, \ldots, m$. The case $j = m$ then gives the desired assertion.
Using the deletion-contraction formula (Lemma 2.6(ii)) and Lemma 2.7(iv), we have

\[
\tilde{h}_i(M) = h_{s-i}(M) - h_i(M) \\
= (h_{s-i}(M - e_1) + h_{s-i-1}(M/e_1)) - (h_i(M - e_1) + h_{i-1}(M/e_1)) \\
= (h_{s-i-1}(M/e_1) - h_i(M/e_1)) + (h_{s-i}(M - S) - h_i+m_1(M - S)) \\
+ (h_i(M/e_1) - h_{i-1}(M/e_1)) + (h_{i-m_1}(M - S) - h_{i}(M - S)).
\]

(5)

By Lemma 2.7(ii), \(M/e_1\) is connected and \(r(M/e_1) = r(M) - 1\). Thus, in particular, \(M/e_1\) is loopless since \(M\) is not a 2-circuit. So from Lemma 2.6(i) it follows that \(h_{s-1}(M/e_1) \neq 0\), and hence \(\tilde{h}_i(M/e_1) = h_{s-i-1}(M/e_1) - h_i(M/e_1)\). Similarly, as \(M-S\) is connected and \(r(M - S) = r(M) - m + 1\) (see Lemma 2.7(ii)), it holds that \(h_{s-m_1}(M-S) \neq 0\) and \(\tilde{h}_{i-m_1}(M-S) = h_{s-i}(M-S) - h_{i+m_1}(M-S)\). Thus (5) implies that (4) is true for \(j = 1\). To complete the induction argument, it suffices to show that

\[
(h_{i-j+1}(M_j) - h_{i-j}(M_j)) + (h_{i-m_1}(M - S) - h_{i-j+1}(M - S)) \\
= (h_{i-j}(M_{j+1}) - h_{i-j-1}(M_{j+1})) + (h_{i-m_1}(M - S) - h_{i-j}(M - S)),
\]
or equivalently,

\[
h_{i-j+1}(M_j) - h_{i-j}(M_j) = (h_{i-j}(M_{j+1}) + h_{i-j+1}(M - S)) \\
- (h_{i-j-1}(M_{j+1}) + h_{i-j}(M - S)).
\]

But the last equality follows from the deletion-contraction formula, since \(M_{j+1} = M/j/e_{j+1}\) and \(h_k(M-S) = h_k(M-j/e_{j+1})\) (by Lemma 2.7(iv)). This finishes the proof.

Lemma 3.3. Let \(M\) be a connected matroid and \(S\) a series class of \(M\) with \(|S| = m\). Set \(\tilde{M} = M/(S-e)\) for some \(e \in S\). Let \(h(M) = (h_0(M), h_1(M), \ldots, h_s(M))\) be the h-vector of \(BC(M)\). Then

\[
\tilde{h}_i(M) = \begin{cases} 
\sum_{j=0}^{\min\{i,s-m-1\}} \tilde{h}_j(\tilde{M}) + \sum_{j=1}^{i} (h_{i-j}(M/S) - h_{s-m_1-j}(M/S)) & \text{if } 0 \leq i \leq \min\{m-1,s-m+1\}, \\
\sum_{j=\min\{i,s-m-1\}}^{m-1} \tilde{h}_j(\tilde{M}) + \sum_{j=1}^{m-1} (h_{i-j}(M/S) - h_{s-i-j}(M/S)) & \text{if } m-1 \leq s-m+1 \text{ and } m-1 \leq i \leq \lfloor s/2 \rfloor, \\
0 & \text{if } s-m+1 \leq m-1 \text{ and } s-m+1 \leq i \leq \lfloor s/2 \rfloor.
\end{cases}
\]

Proof. Note that \(\tilde{M}\) is connected by Lemma 2.7(ii). So \(\tilde{M}\) contains a loop if and only if it is itself a loop, which means that \(M\) is a circuit. Since the lemma is clearly true in this case, we may henceforth assume that \(\tilde{M}\) is loopless. By Lemma 2.3, \(M \cong P(M, C) - e\), where \(C\) is an \((m+1)\)-circuit containing \(e\). Thus, the deletion-contraction formula, Lemma 2.5(i)
and Lemma 2.6(iv) yield

\[
\begin{align*}
\ h(M; t) &= h(P(\tilde{M}, C); t) - h(P(\tilde{M}, C)/e; t) \\
&= h(P(\tilde{M}, C); t) - h(\tilde{M}/e \oplus C/e; t) \\
&= \frac{h(\tilde{M}; t)h(C; t)}{t} - h(M/S; t)h(C/e; t).
\end{align*}
\]

Since \( r(\tilde{M}) = r(M) - m + 1 \) \( = s - m + 2 \) (see Lemma 2.7(ii)) and \( r(M/S) = r(\tilde{M}) - 1 \) \( = s - m + 1 \), we may write

\[
\begin{align*}
\ h(\tilde{M}; t) &= h_0(\tilde{M})t^{s-m+2} + h_1(\tilde{M})t^{s-m+1} + \ldots + h_{s-m+1}(\tilde{M})t \quad \text{and} \\
\ h(M/S; t) &= h_0(M/S)t^{s-m+1} + h_1(M/S)t^{s-m} + \ldots + h_{s-m}(M/S)t.
\end{align*}
\]

Plugging these polynomials into (6) and using Lemma 2.6(iii) we get

\[
(7) \quad h(M; t) = \left( \sum_{j=0}^{s-m+1} h_j(\tilde{M})t^{s-m-j} \right) \left( \sum_{k=0}^{m-1} t^k \right) - \left( \sum_{j=0}^{s-m} h_j(M/S)t^{s-m-j} \right) \left( \sum_{k=1}^{m-1} t^k \right).
\]

From this formula we will derive formulas for the coefficients of \( h(M; t) \), and thereby obtain the desired formula for the complementary \( h \)-vector. We distinguish two cases:

Case 1: \( m - 1 \leq s - m + 1 \).

Note that \( h_i(M) \) is the coefficient of \( t^{s-i+1} \) in \( h(M; t) \). So from (7) we get

\[
(8) \quad h_i(M) = \begin{cases} 
\sum_{j=0}^{i} h_j(\tilde{M}) - \sum_{j=0}^{i-1} h_j(M/S) & \text{for } i \leq m - 1, \\
\sum_{j=i-m+1}^{i} h_j(\tilde{M}) - \sum_{j=i-m+1}^{i-1} h_j(M/S) & \text{for } m - 1 \leq i \leq s - m + 1, \\
\sum_{j=i-m+1}^{s-m+1} h_j(\tilde{M}) - \sum_{j=i-m+1}^{s-m} h_j(M/S) & \text{for } s - m + 1 \leq i \leq s.
\end{cases}
\]

As \( \tilde{M} \) is loopless and connected, it follows from Lemma 2.6(i) that \( h_{s-m+1}(\tilde{M}) \neq 0 \). Thus

\[
\tilde{h}_j(\tilde{M}) = h_{s-m+1-j}(\tilde{M}) - h_j(\tilde{M}) \quad \text{for } 0 \leq j \leq \left\lfloor \frac{s-m+1}{2} \right\rfloor.
\]

Now it is readily seen from (8) that

\[
\tilde{h}_i(M) = h_{s-i}(M) - h_i(M) = \begin{cases} 
\sum_{j=0}^{\min\{i,s-m-i\}} \tilde{h}_j(\tilde{M}) + \sum_{j=1}^{i} (h_{i-j}(M/S) - h_{s-m+1-j}(M/S)) & \text{for } 0 \leq i \leq m - 1, \\
\sum_{j=\min\{i,s-m-i\}}^{m-1} \tilde{h}_j(\tilde{M}) + \sum_{j=1}^{m-1} (h_{i-j}(M/S) - h_{s-i-j}(M/S)) & \text{for } m - 1 \leq i \leq \lfloor s/2 \rfloor.
\end{cases}
\]
Case 2: $s - m + 1 < m - 1$.
In this case, (7) gives

$$h_i(M) = \begin{cases} 
\sum_{j=0}^{i} h_j(\tilde{M}) - \sum_{j=0}^{i-1} h_j(M/S) & \text{for } i \leq s - m + 1, \\
\sum_{j=m+1}^{s-m+1} h_j(\tilde{M}) - \sum_{j=0}^{s-m} h_j(M/S) & \text{for } s - m + 1 \leq i \leq m - 1, \\
\sum_{j=i-m+1}^{s-m+1} h_j(\tilde{M}) - \sum_{j=i-m+1}^{s-m} h_j(M/S) & \text{for } m - 1 \leq i \leq s.
\end{cases}$$

Hence

$$\tilde{h}_i(M) = \begin{cases} 
\min(i, s - m - i) & \\
\sum_{j=0}^{\min(i, s - m - i)} h_j(\tilde{M}) + \sum_{j=1}^{i} (h_{i-j}(M/S) - h_{s-m+1-j}(M/S)) & \text{for } 0 \leq i \leq s - m + 1, \\
0 & \text{for } s - m + 1 \leq i \leq \lfloor s/2 \rfloor.
\end{cases}$$

The desired formula for $\tilde{h}_i(M)$ is obtained by combining the two cases above. \qed

**Example 3.4.** Let us revisit the cycle matroid $M$ of the complete bipartite graph $K_{2,3}$ discussed in Example 2.4. Notice that the series class $S = \{1, 2\}$ of $M$ is removable. The graphs corresponding to the minors $\tilde{M} = M/\{1\}$, $M - S$, $M/S$ of $M$ are depicted in Figure 2. Using Lemma 2.6 one easily finds that $h(M/S;t) = t^2$, $h(M - S;t) = t^3 + t^2 + t$, $h(\tilde{M};t) = t^3 + 2t^2 + t$, and $h(M;t) = t^4 + 2t^3 + 3t^2 + t$. Thus $\tilde{h}(M) = (1 - 1, 3 - 2) = (0, 1)$. This agrees with the computation of $\tilde{h}(M)$ using Lemma 3.2 or Lemma 3.3. For example, by Lemma 3.2,

$$\tilde{h}_1(M) = \tilde{h}_1(M/\{1\}) + \tilde{h}_0(M - S) + (h_0(M/S) - h_{-1}(M/S)) = 0 + 0 + (1 - 0) = 1.$$

On the other hand, by Lemma 3.3,

$$\tilde{h}_1(M) = \tilde{h}_0(\tilde{M}) + (h_0(M/S) - h_1(M/S)) = 0 + (1 - 0) = 1.$$

![Figure 2. Minors of $M$ related to removable series class $S = \{1, 2\}$](image)
Proof of Theorem 4.2. Let $M \in \mathcal{M}$ and let $h(M) = (h_0(M), h_1(M), \ldots, h_s(M))$ be the $h$-vector of $BC(M)$. Since $h(M)$ is unimodal by assumption, it suffices to prove that $h(M)$ is flawless, i.e., the complementary $h$-vector of $BC(M)$ is nonnegative. We proceed by induction on the cardinality of the ground set $E$ of $M$.

If $|E| = 1$, then $h(M) = (1)$ and we have nothing to prove. So suppose $|E| \geq 2$. We first show that we can reduce to the case where $M$ is minimally connected. By Lemmas 2.5(ii), 2.6(iv) and 3.1, we may assume that $M$ is connected, and furthermore, parallel irreducible. Thus, by Lemma 2.5(i), $M/e$ is connected for every $e \in E$. We will show that $\bar{h}_i(M) \geq 0$ for $0 \leq i \leq \lfloor s/2 \rfloor$ if there exists $e \in E$ with $M - e$ connected. Indeed, if $s$ is even and $i = s/2$, then $\bar{h}_i(M) = 0$. Now assume that $s$ is odd or $i < s/2$. Then $i \leq \lceil (s-1)/2 \rceil$. Using the deletion-contraction formula we have

$$\begin{align*}
\bar{h}_i(M) &= h_{s-i}(M) - h_i(M) \\
&= (h_{s-i}(M) - e) + h_{s-i-1}(M/e) - (h_i(M) - e) + h_{i-1}(M/e)) \\
&= (h_{s-i}(M) - e) + h_{s-i-1}(M/e) - h_i(M/e)) \\
&+ (h_i(M/e) - h_{i-1}(M/e)) \\
&= \bar{h}_i(M - e) + \bar{h}_i(M/e) + (h_i(M/e) - h_{i-1}(M/e)).
\end{align*}$$

The last equality follows since $M - e$ and $M/e$ are connected. By the induction hypothesis, the $h$-vectors of $BC(M - e)$ and $BC(M/e)$ are strongly flawless, implying that each summand of $\bar{h}_i(M)$ in the last row of (9) is nonnegative. Therefore, $\bar{h}_i(M)$ is nonnegative as well.

Henceforth we may assume that $M$ is minimally connected. Then $M$ contains a non-trivial removable series class by Lemma 2.2. Let $S$ be such a series class of $M$ with $|S| = m$. Given $0 \leq i \leq \lfloor s/2 \rfloor$, let us verify that $\bar{h}_i(M) \geq 0$. If $i \leq m - 1$, then $\bar{h}_i(M) \geq 0$ by Lemma 3.2 and the induction hypothesis. Now consider the case $i > m - 1$. Since $i \leq \lfloor s/2 \rfloor$, we must have $m - 1 < s - m + 1$. It then follows from Lemmas 3.2, 3.3 and the induction hypothesis that

$$\bar{h}_i(M) \geq \max\{h_{i-m+1}(M/S) - h_{i-m}(M/S), \sum_{j=1}^{m-1} (h_{i-j}(M/S) - h_{s-i-j}(M/S))\}.$$

Thus, if $h_{i-m+1}(M/S) \geq h_{i-m}(M/S)$, then $\bar{h}_i(M) \geq 0$. Suppose now that $h_{i-m}(M/S) > h_{i-m+1}(M/S)$. Then the unimodality of the $h$-vector of $BC(M/S)$ yields

$$h_{i-m+1}(M/S) \geq \cdots \geq h_{i-1}(M/S) \geq \cdots \geq h_{s-i-1}(M/S).$$

It follows that for $1 \leq j \leq m - 1$, we have $h_{i-j}(M/S) \geq h_{s-i-j}(M/S)$, because $i - m + 1 \leq i - j \leq s - i - j \leq s - i - 1$. Hence

$$\sum_{j=1}^{m-1} (h_{i-j}(M/S) - h_{s-i-j}(M/S)) \geq 0,$$

which also implies that $\bar{h}_i(M) \geq 0$. The proof is complete. \hfill \Box

As a consequence of Theorem 1.2 we verify 1.1 for matroids representable over a field of characteristic zero.
Corollary 3.5. Let $M$ be a matroid representable over a field of characteristic zero. Then the $h$-vector of $BC(M)$ is strongly flawless.

Proof. Let $\mathcal{M}$ be the class of matroids representable over a field of characteristic zero. Then it is well-known that $\mathcal{M}$ is minor-closed; see [24, Proposition 3.2.4]. Moreover, it follows from Huh’s log-concavity result [16, Theorem 3] that $M$ is unimodal. So $\mathcal{M}$ is strongly flawless by Theorem 1.2. □

Let us now derive an application of Corollary 3.5 to Orlik–Terao algebras. Recall that a (central) complex hyperplane arrangement $\mathcal{A} = \{H_1, \ldots, H_n\}$ is a collection of hyperplanes in $\mathbb{C}^r$, all of which contain the origin of $\mathbb{C}^r$. Suppose each hyperplane $H_i$ of $\mathcal{A}$ is given as the kernel of a linear form $\alpha_i$. Then the Orlik–Terao algebra of $\mathcal{A}$ is defined to be the $\mathbb{C}$-algebra generated by reciprocals of the $\alpha_i$’s:

$$C(\mathcal{A}) := \mathbb{C}[1/\alpha_1, \ldots, 1/\alpha_n].$$

This algebra was introduced by Orlik and Terao in [23]. Since then it has appeared in different contexts and received considerable attention; see e.g., [4, 11, 18, 20, 21, 22, 25, 29, 30, 31, 37]. An interesting property of $C(\mathcal{A})$ is that it degenerates flatly to the Stanley–Reisner ring of the broken circuit complex of the underlying matroid $M(\mathcal{A})$ of $\mathcal{A}$ [25, Theorem 4]. Thus, in particular, $C(\mathcal{A})$ is a Cohen–Macaulay ring and its $h$-vector coincides with the $h$-vector of $BC(M(\mathcal{A}))$. Recall that the underlying matroid $M(\mathcal{A})$ is defined to be the matroid on ground set $\mathcal{A}$ such that a subset $B = \{H_{i_1}, \ldots, H_{i_p}\}$ of $\mathcal{A}$ is independent if and only if the corresponding linear forms $\alpha_{i_1}, \ldots, \alpha_{i_p}$ are linearly independent. Evidently, $M(\mathcal{A})$ is representable over $\mathbb{C}$. So from Corollary 3.5 we immediately get the following:

Corollary 3.6. Let $\mathcal{A}$ be a complex hyperplane arrangement. Then the $h$-vector of the Orlik–Terao algebra of $\mathcal{A}$ is strongly flawless.

It should be noted here that $C(\mathcal{A})$ has a canonical linear system of parameters [25, Proposition 7] and that, similar to Swartz’s examples mentioned in the introduction, the corresponding Artinian reduction of $C(\mathcal{A})$ needs not have $g$-elements [25, Remark 8]. It would therefore be difficult to provide an algebraic proof of the above corollary.

4. Concluding remarks

In view of our main result (Theorem 1.2), (i) would follow from the first one of the following successively stronger conjectured assertions:

Conjecture 4.1. Let $h(M) = (h_0, h_1, \ldots, h_s)$ be the $h$-vector of the broken circuit complex of a matroid $M$. Set $h'_i = h_i / \binom{h_{i+1}}{i}$ for $i = 0, 1, \ldots, s$. Then

(i) $h(M)$ is unimodal.
(ii) $h(M)$ is log-concave.
(iii) $h(M)$ is strongly log-concave, i.e., the sequence $(h'_0, h'_1, \ldots, h'_s)$ is log-concave.

This still wide open conjecture was proposed by Brylawski [7, p. 232]. Therein, he also showed that (ii) is stronger than Rota–Heron’s conjecture [28, 13] and Welsh’s conjecture [38]. As we mentioned before, significant progress towards proving (ii) was...
made by Huh [16], who verified it for matroids representable over a field of characteristic zero.

Concerning [1,1] it is also worth noting the following question:

**Question 4.2.** Let $M$ be a matroid and let $h(M) = (h_0, h_1, \ldots, h_s)$ be the $h$-vector of $BC(M)$, where $h_s \neq 0$. Define $g(M) = (1, h_1 - h_0, \ldots, h_{[s/2]} - h_{[s/2]-1})$ to be the $g$-vector of $BC(M)$. Is it always true that $g(M)$ is an $O$-sequence?

This question together with [1,1] was posed by Swartz in [34], where he gave an affirmative answer to the question in the case of independence complexes. We believe that this question should also have an affirmative answer for broken circuit complexes in general. However, we would like to remark that it is not clear whether the question can be reduced to the case of parallel irreducible matroids. For this, one would, in analogy with Lemma [3,1], need that the property of the $g$-vector being an $O$-sequence is preserved under taking products. Currently, in joint work with Uwe Nagel, the first author is investigating this problem.

**Remark 4.3.** (This remark is not contained in the published version of the paper.) At a recent workshop in Oberwolfach (from 11 to 17 December 2016), June Huh informed the second author that he and his coauthors had resolved [4,1(ii)] by mimicking their method applied to $f$-vectors in [1]. Thus [1,1] now holds true in its full generality.
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