Polygenic risk scores (PRS) for epithelial ovarian cancer (EOC) have the potential to improve risk stratification. Joint estimation of Single Nucleotide Polymorphism (SNP) effects in models could improve predictive performance over standard approaches of PRS construction. Here, we implemented computationally efficient, penalized, logistic regression models (lasso, elastic net, stepwise) to individual level genotype data and a Bayesian framework with continuous shrinkage, “select and shrink for summary statistics” (S4), to summary level data for epithelial non-mucinous ovarian cancer risk prediction. We developed the models in a dataset consisting of 23,564 non-mucinous EOC cases and 40,138 controls participating in the Ovarian Cancer Association Consortium (OCAC) and validated the best models in three populations of different ancestries: prospective data from 198,101 women of European ancestries; 7,669 women of East Asian ancestries; 1,072 women of African ancestries, and in 18,915 BRCA1 and 12,337 BRCA2 pathogenic variant carriers of European ancestries. In the external validation data, the model with the strongest association for non-mucinous EOC risk derived from the OCAC model development data was the S4 model (27,240 SNPs) with odds ratios (OR) of 1.38 (95% CI: 1.28–1.48, AUC: 0.588) per unit standard deviation, in women of European ancestries; 1.14 (95% CI: 1.08–1.19, AUC: 0.538) in women of East Asian ancestries; 1.38 (95% CI: 1.21–1.58, AUC: 0.593) in women of African ancestries; hazard ratios of 1.36 (95% CI: 1.29–1.43, AUC: 0.592) in BRCA1 pathogenic variant carriers and 1.49 (95% CI: 1.35–1.64, AUC: 0.624) in BRCA2 pathogenic variant carriers. Incorporation of the S4 PRS in risk prediction models for ovarian cancer may have clinical utility in ovarian cancer prevention programs.
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INTRODUCTION

Rare variants in known high and moderate penetrance susceptibility genes (BRCA1, BRCA2, BRIIP1, PALB2, RAD51C, RAD51D and the mis-match repair genes) account for about 40% of the inherited component of EOC disease risk [1, 2]. Common susceptibility variants, reviewed in Kar et al. and Jones et al., explain about 6% of the heritability of EOC [1, 3]. Polygenic risk scores (PRS) provide an opportunity for refined risk stratification in the general population and in carriers of rare moderate or high risk alleles.

A PRS is calculated as the weighted sum of the number of risk alleles carried for a specified set of variants. The best approach to identify the variant set and their weights to optimize the predictive power of a PRS is unknown. A common approach involves selecting a set of variants that reach a threshold for association based on the p-value for each variant with or without pruning to remove highly correlated variants [4, 5]. More complex machine learning approaches that do not assume variant independence have also been used [6, 7], but these methods have produced only modest gains in predictive power for highly polygenic phenotypes [6, 8]. Penalized regression approaches such as the lasso, elastic net and the adaptive lasso have also been used with individual level data [9], but a major drawback is the computational burden required to fit the models [9, 10].

We present novel, computationally efficient PRS models using two approaches: (1) penalized regression models including the lasso, elastic net and minimax concave penalty (MCP) for use with individual genotype data; and (2) a Bayesian regression model with continuous shrinkage priors for use where only summary statistics are available—referred to as the “select and shrink with summary statistics” (S4) method. We compare these models with two commonly used methods, stepwise regression with p-value thresholding and LDPred.

MATERIALS (SUBJECTS) AND METHODS

Model development study population

EOC is a highly heterogeneous phenotype with five major histotypes for invasive disease—high-grade serous, low-grade serous, endometrioid, clear cell, and mucinous histotype. The mucinous histotype is the least common and its origin is the most controversial with up to 60% of diagnosed cases of mucinous ovarian cancer often being misdiagnosed metastasis from non-ovarian sites [11]. Therefore, in this study, we performed PRS modeling and association testing for all cases of invasive, non-mucinous EOC. We used genotype data from 23,564 invasive non-mucinous EOC cases and 40,138 controls with >80% European ancestries from 63 case-control studies included in the Ovarian Cancer Association Consortium (OCAC) for model development. The distribution of cases by histotype was high-grade serous (13,669), low-grade serous (2,749), endometrioid (2,877), clear cell (1,427), and others (2,902). Sample collection, genotyping, and
quality control have been previously described [12]. Genotype data were imputed to the Haplotype Reference Consortium reference panel using 470,825 SNPs that passed quality control. Of the 32 million SNPs imputed, 10 million had imputation $r^2 > 0.3$ and were included in this analysis.

Model validation study populations
We validated the best-fitting PRS models developed in the OCAC data in 657 prevalent and incident cases of invasive, non-mucinous EOC and 198,101 female controls of European ancestries from the UK Biobank. Samples were genotyped using either the Affymetrix UK BILEVE Axiom Array or Affymetrix UK Biobank Axiom Array (which share 95% marker content), and then imputed to a combination of the Haplotype Reference Consortium, the 1000 Genomes phase 3 and the UK10K reference panels [13]. We restricted analysis to genetically confirmed females of European ancestries. We excluded individuals if they were outliers for heterozygosity, had low genotyping call rate <95%, had sex chromosome aneuploidy, or if they were duplicates (cryptic or intended) [12]. All SNPs selected in the model development phase were available in the UK Biobank.

We investigated transferability of the best-fitting PRS models to populations of non-European ancestries using genotype data from females of East Asian and African ancestries genotyped as part of the OCAC OncoArray Project [14, 15]. Women of East Asian ancestries—2,841 non-mucinous invasive EOC and 4,828 controls—were identified using a criterion of >80% Asian ancestries. This included samples collected from studies in China, Japan, Korea, and Malaysia as well as samples collected from women of Asian ancestry in studies conducted in the US, Europe and Australia [14]. Similarly, women of African ancestries—368 cases of non-mucinous invasive EOC and 704 controls—mainly from studies conducted in the US, were identified using a criterion of >80% African ancestries as described previously [15].

We also assessed the performance of the best-fitting PRS models in women of European ancestries (>80% European ancestries) with the pathogenic BRCA1 and BRCA2 variants from the Consortium of Investigators of Modifiers of BRCA1/2 (CIMBA). We used genotype data from 18,915 BRCA1 (2,053 invasive EOC cases) and 12,337 BRCA2 (717 invasive EOC cases) pathogenic variant carriers from 63 studies contributing to CIMBA [16]. Genotyping, data quality control measures, intercontinental ancestries assessment and imputation to the HRC reference panel are as described for the OCAC study population.

STATISTICAL ANALYSIS
Polygenic risk models
For all PRS models, we created scores as linear functions of the allele dosage in the general form $PRS_i = \sum_j x_j \beta_j$, where genotypes are denoted as $x$ (taking on the minor allele dosages of 0, 1, and 2), with $x_j$ representing the $i$th individual for the $j$th SNP (out of $p$ SNPs) on an additive log scale and $\beta_j$ represents the weight—the log of the odds ratio—for the $j$th SNP. We used different approaches to select and derive the optimal weights, $\beta_j$, in models as described below.

---

**Fig. 1** PRS model development using penalized regression and LDpred Bayesian approach. Shown in the left panel is the two-stage approach with five-fold cross validation used for individual level genotype data while the right panel shows the LDpred approach used for summary level data.
Penalized logistic regression models
A penalized logistic regression model for a set of SNPs aims to identify a set of regression coefficients that minimize the regularized loss function given by

\[ p(x; \lambda, \kappa) = \begin{cases} 
  x - \lambda \text{sign}(x)/(1 - \kappa) \frac{1}{1 + \kappa} & |x| < \lambda/\kappa \text{ and } |(x)| > \lambda \\
  x & |x| \geq \frac{\lambda}{\kappa} \\
  0 & \text{if } |x| < \lambda 
\end{cases} \]

where \( x \) is the effect estimate of a SNP, \( \lambda \) is the tuning parameter and \( \kappa \) is the threshold (penalty) for different regularization paths, \( \lambda \) and \( \kappa \) are parameters that need to be chosen during model development to optimize performance. The lasso, elastic net, MCP, and \( \kappa \)-value thresholds are instances of the function with different \( \kappa \) values. We minimized the winner’s curse effect on inflated effect estimates for rare SNPs by penalizing rarer SNPs more heavily than common SNPs. Details are provided in the Supplementary Methods.

We used a two-stage approach to reduce computational burden without a corresponding loss in predictive power. The first stage was a SNP selection stage using a sliding windows approach, with 5.5 Mb data blocks and a 500 kb overlap between blocks. SNP selection was performed for each block and selected SNPs were collated. Single SNP association analyses were then run, and all SNPs with a \( \chi^2 \) test statistic of less than 2.25 were excluded. The 2.25 cutoff was arbitrary and selected to maximize computational efficiency without loss in predictive power. Penalized regression models were applied to the remaining SNPs using \( \lambda \) values of 3.0 and \( \kappa \) values of 0.0, 0.2, 0.4, 0.6, 0.8 and 1.0. SNPs selected in any of these models were included in subsequent analyses. In the second stage, we fit penalized regression models to the training dataset with \( \lambda \) values ranging from 3.0 to 5.5 in increments of 0.1 iterated over \( \kappa \) values from \(-3.0\) to \(1\) in increments of 0.1. The lasso model (\( \kappa = 0 \)) for each value of \( \lambda \) was fitted first, to obtain a unique maximum. From the fitted maximum the \( \kappa \) value was changed, and the model refitted.

We applied this two-stage approach with five-fold cross-validation (Fig. 1). In each iteration, the data set was split into five, with one part constituting the test data and the other four constituting the training data. The variants and their weights from the two-stage penalized logistic regression modeling in the training data were used to calculate the area under the receiver operating characteristic curve (AUC) in the test data in each iteration. AUC estimates for each \( \kappa \) were obtained. We repeated this process for each cross-validation iteration to obtain a mean AUC for each combination of \( \lambda \) and \( \kappa \). Finally, we selected the tuning and threshold parameters from the lasso, elastic net and MCP models with the maximum mean cross-validated AUC and fitted penalized logistic regression models with these parameters to the entire OCAC dataset to obtain SNP weights for PRS scores.

Stepwise logistic regression with variable \( p \)-value threshold
This model is a general PLR model with \( \kappa = 1 \). As with the other PLR models, we investigated various values for \( \lambda \) values (corresponding to a variable \( p \)-value threshold for including a SNP in the model). However, we observed that the implementation of this model on individual level data was more difficult than for other \( \kappa \) values because the model would sometimes converge to a local optimum rather than the global optimum. Therefore, we applied an approximate conditional and joint association analysis using summary level statistics correcting for estimated LD between SNPs, and utilizing a reference panel of 5,000 individual level genotype OCAC data as described in Yang et al. [17]. Details are provided in the Supplementary Methods.

LDPred
LDPred is a Bayesian approach that shrinks the posterior mean effect size of each marker based on a point-normal prior and LD information from an external reference panel. We derived seven candidate PRSs assuming the fractions of associated variants were 0.001, 0.003, 0.01, 0.03, 0.1, 0.3, and 1.0 respectively using the default parameters as detailed in Vilhjálmsdóttir et al. [18] and an LD reference panel of 503 samples of European ancestries from the 1000 Genomes phase 3 release with effect estimates from the OCAC model development data.

Select and shrink using summary statistics (S4)
The S4 algorithm is similar to the PRS-CS algorithm [19]—a Bayesian method that uses summary statistics and between-SNP correlation data from a reference panel to generate the PRS scores by placing a continuous shrinkage prior on effect sizes. We adapted this method with penalization of rarer SNPs by correcting for the standard deviation resulting in the selection of fewer SNPs. We varied three parameters, \( a, b, \varphi \), which control the degree of shrinkage of effect estimates. \( \varphi \), the overall shrinkage parameter, is influenced by values of \( a \) which controls shrinkage of effect estimates around 0 and \( b \) which control shrinkage of larger effect estimates. We generated summary statistics for each cross-validation training set and selected the parameters that gave the best results on average from the cross-validation and applied these to the set of summary statistics for the complete OCAC data set to obtain the final set of weights.

PRS based on meta-analysis of OCAC-CIMBA summary statistics
We conducted a meta-analysis of the EOC associations in \( BRCA1 \) variant carriers, \( BRCA2 \) variant carriers and the participants participating in OCAC (see Supplementary Methods) and constructed two PRS models. An S4 PRS was generated by applying the \( a, b \) and \( \varphi \) parameters from the S4 model described above. A stepwise PRS was generated by selecting all SNPs that were genome-wide significant (\( p < 5 \times 10^{-8} \)) in the meta-analysis, along with any independent signals in the same region with \( p < 10^{-5} \) from the histotype specific analyses for low-grade serous, high-grade serous, endometrioid, clear cell ovarian cancer and non-mucinous invasive EOC.

Polygenic risk score performance
The best lasso, elastic net, stepwise and S4 models from the model development stage were validated using two independent data sources: the UK Biobank data and \( BRCA1/BRCA2 \) pathogenic variant carriers from the CIMBA. In the UK Biobank data, we evaluated discriminatory performance of the models using the AUC and examined the association between standardized PRS and risk of non-mucinous EOC using logistic regression analysis. For the CIMBA data, we assessed associations for each version of the PRS and invasive non-mucinous EOC risk using weighted Cox regression methods [20]. PRSs in the CIMBA data were scaled to the same PRS standard deviations as the OCAC data, meaning that per standard deviation hazard ratios estimated on CIMBA data are comparable to PRS associations in the OCAC and UK Biobank data. The regression models were adjusted for birth cohort (<1920, 1920–1929, 1930–1939, 1940–1949, ≥1950) and the first four ancestries informative principal components (calculated separately by iCOGS/OncoArray genotyping array) and stratified by Ashkenazi Jewish ancestries and country. Absolute risks by PRS percentiles adjusting for competing risks of mortality from other causes were calculated as described in the Supplementary Material.

Transferability of PRS scores to non-European ancestries
We implemented two straightforward approaches to disentangle the role of ancestries on polygenic risk scoring. We selected homogeneous ancestral samples by using a high cut-off criterion of 80% ancestries and we standardized the PRSs by mean-centering within each population. These approaches led to a more uniform
distribution of PRSs within each ancestral population. Further adjustments using principal components of ancestries did not attenuate risk estimates.

RESULTS
Model development
The results for the models based on individual level genotype data are shown in Table 1. The elastic net model had the best predictive accuracy (AUC = 0.586). The optimal value of λ obtained from regularization paths for the MCP model was 3.3 meaning the best MCP model was equivalent to the lasso model. The best-fitting model based on summary statistics was the S4 (AUC = 0.593) and the LDPred model had the poorest performance of the methods tested (AUC = 0.552). Therefore, the LDPred model was not considered for further validation in other datasets. All SNPs selected and the associated weights for each model are provided in Supplementary Tables 1–6.

Model validation in women of European ancestries
Overall the PLR models performed slightly better in the UK Biobank than the model development data (Table 2). Of the models developed using the OCAC model development data, the association was strongest with the S4 PRS. In BRCA1 and BRCA2 variant carriers, prediction accuracy was generally higher among BRCA2 carriers than BRCA1 carriers. Consistent with results from the general population in the UK Biobank, the S4 PRS model also had the strongest association and predictive accuracy for invasive EOC risk in both BRCA1 and BRCA2 carriers. Sensitivity analyses were conducted in which the unadjusted models for BRCA1 and BRCA2 carriers were progressively adjusted for birth cohort and 6 principal components. There was little difference in HR estimates and association P-values going from the unadjusted model to the model adjusting for six principal components (Supplementary Table 7). The PRS models developed using the OCAC-CIMBA meta-analysis results had better discriminative ability in the UK Biobank than the PRS models developed using only OCAC data. Compared with the S4 PRS using only OCAC data, the S4 PRS model derived from the meta-analysis had fewer SNPs, a stronger association with invasive EOC risk and better predictive accuracy. Similarly, the stepwise model from the OCAC-CIMBA meta-analysis performed better than the stepwise model from only OCAC data, but included more SNPs.

The observed distribution of the OR estimates within centiles of the PRS distribution were consistent with ORs from predicted values under the assumption that all SNPs interact multiplicatively (Fig. 2), with all 95% confidence intervals intersecting with the theoretical estimates for women of European ancestries. Compared with women in the middle quintile, women of European ancestry (UK Biobank) in the top 95th percentile of the lasso derived PRS model had a 2.23-fold increased odds of non-mucinous EOC (95% CI: 1.64 - 3.02) (Table 3).

Absolute risk of developing ovarian cancer by PRS percentiles
We estimated cumulative risk of EOC within PRS percentiles for women in the general population (Fig. 3), by applying the odds

| Table 1. Performance of different PRS models in five-fold cross-validation of OCAC data. |
|-----------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Model                             | Number of SNPs<sup>a</sup> | Tuning parameter for best performance | AUC   | OR per 1 SD of PRS | 95% CI          |
|-----------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| (a) Models based on individual level genotype data |          |          |          |          |          |
| Lasso                             | 1403            | λ = 3.3        | 0.583           | 1.35           | 1.30–1.39       |
| Elastic net                       | 10,797          | λ = 3.3, κ = 2.2 | 0.586           | 1.36           | 1.31–1.40       |
| MCP                               | 1403            | λ = 3.3        | 0.583           | 1.35           | 1.30–1.39       |
| (b) Models based on summary statistics |        |          |          |          |          |
| LDPred                            | 5,291,719       | ρ = 0.001      | 0.552           | 1.21           | 1.13–1.29       |
| Stepwise                          | 22              | λ = 5.4        | 0.572           | 1.30           | 1.26–1.34       |
| Select and Shrink (OCAC)          | 27,240          | a = 2.75, b = 2, φ = 3e–6 | 0.593           | 1.39           | 1.34–1.44       |

AUC area under the receiver operating characteristic (ROC) curve, OR odds ratio, SD standard deviation, PRS polygenic risk score, CI confidence interval, NA not applicable.

<sup>a</sup>Number of SNPs in PRS model run on full OCAC data set after selection of model parameters.

| Table 2. External validation of PRS models in European populations using data from UK Biobank and CIMBA. |
|-----------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Model (data set)                  | SNPs            | UK Biobank AUC | CI              | CIMBA BRCA1 carriers<sup>a</sup> |                |
|-----------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| (a) PRS models based on OCAC data |          |          |          |          |          |
| Lasso (OCAC)                      | 1403            | 0.587           | 1.37           | 1.27–1.48       | 0.573           | 1.27           | 1.21–1.34       | 0.627           | 1.48           | 1.33–1.63       |
| Elastic net (OCAC)                | 10,797          | 0.588           | 1.36           | 1.26–1.47       | 0.583           | 1.32           | 1.26–1.39       | 0.617           | 1.47           | 1.33–1.63       |
| Stepwise (OCAC)                   | 22              | 0.588           | 1.35           | 1.26–1.46       | 0.563           | 1.21           | 1.16–1.26       | 0.605           | 1.39           | 1.26–1.54       |
| Select and shrink (OCAC)          | 27,240          | 0.588           | 1.38           | 1.28–1.48       | 0.592           | 1.36           | 1.29–1.43       | 0.624           | 1.49           | 1.35–1.64       |
| (b) PRS models based on meta-analysis of OCAC and CIMBA data |          |          |          |          |          |
| Stepwise (OCAC-CIMBA)<sup>b</sup> | 36              | 0.595           | 1.39           | 1.29–1.50       | NA              | NA              | NA              | NA              | NA              | NA              |
| Select and shrink (OCAC-CIMBA)    | 18,007          | 0.596           | 1.42           | 1.32–1.54       | NA              | NA              | NA              | NA              | NA              | NA              |

AUC area under the receiver operating characteristic curve, OR odds ratio, HR hazards ratio.
<sup>a</sup>Estimates are from unadjusted models.
<sup>b</sup>Results in CIMBA are overfitting.
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ratio from the PRS models to age-specific population incidence and mortality data for England in 2016. For \textit{BRCA1} and \textit{BRCA2} pathogenic variant carriers, we applied the estimated hazard ratios from PRS models to age-specific incidence rates obtained from Kuchenbaecker et al. [21]. For women in the general population, the estimated cumulative risks of EOC by age 80 for women at the 99th centile of the PRS distribution were 2.24%, 2.18%, 2.54%, and 2.81% for the lasso, elastic net, stepwise and S4 models, respectively. In comparison, the absolute risks of EOC by age 80 for women at the 1st centile were 0.76%, 0.78%, 0.64%, and 0.56% for the lasso, elastic net, stepwise and S4 models, respectively.

The absolute risks of developing EOC in \textit{BRCA1} and \textit{BRCA2} pathogenic variant carriers were considerably higher than for women in the general population (Figs. S1 and S2). The estimated absolute risk of developing ovarian cancer by age 80 for \textit{BRCA1} carriers at the 99th PRS centiles were 63.2%, 66.3%, 59.0%, and 68.4% for the lasso, elastic net, stepwise and S4 models, respectively. The corresponding absolute risks for women at the 1st PRS centile were 27.7%, 25.6%, 30.8%, and 24.2%. For \textit{BRCA2} carriers the absolute risks for women at the 99th centile were 36.3%, 36.3%, 33.0%, and 36.9%; and 7.10%, 7.12%, 8.24%, and 6.92% at the 1st centile for the lasso, elastic net, stepwise and S4 models, respectively.

**PRS distribution and ancestries**

To investigate the transferability of the PRS to other populations, we applied the scores to women of African (\(N = 1,072\)) and Asian (\(N = 7,669\)) ancestries genotyped as part of the OncoArray project. In general, the distributions of the raw PRS were dependent on both the statistical methods used in SNP selection and ancestral group. PRS models that included more variants had less dispersion, such that the elastic net models had the least between individual variation in all ancestral groups (standard deviation = 0.15, 0.19, and 0.22 for individuals of Asian, African and European ancestries respectively), while the distributions from the stepwise models were the most dispersed (standard deviation = 0.23, 0.27, and 0.30 for individuals of Asian, African and European ancestries respectively). As expected, given the variation in variant frequencies by population, the distribution of polygenic scores was significantly different across the three ancestral groups, with the least dispersion among women of Asian ancestries and the most...
Table 3. Association between polygenic risk scores and non-mucinous EOC by PRS percentiles and ancestry.

| Percentile | UK Biobank (Controls (n) | Cases (n) | OR (95% CI) | East Asian (Controls (n) | Cases (n) | OR (95% CI) | African (Controls (n) | Cases (n) | OR (95% CI) |
|------------|--------------------------|-----------|-------------|-------------------------|-----------|-------------|---------------------|-----------|-------------|
| (a) Lasso   | 0-5 9880 12 0.42 (0.22–0.72) 278 106 0.65 (0.51–0.83) 35 19 0.89 (0.47–1.65) | 5-10 9870 24 0.83 (0.52–1.27) 271 112 0.71 (0.55–0.90) 41 13 0.52 (0.25–1.01) | 10-20 19,733 53 0.92 (0.66–1.27) 487 280 0.98 (0.62–1.51) 81 26 0.53 (0.31–0.94) | 20-40 39,468 104 0.90 (0.69–1.18) 993 541 0.93 (0.80–1.08) 154 60 0.64 (0.42–0.99) | 40-60 39,457 115 1.00 967 566 1.00 133 81 1.08 (0.85–1.35) 941 593 1.08 (0.85–1.35) 41 13 0.52 (0.25–1.01) |
|            | 60-80 39,425 147 1.28 (1.00–1.64) 941 593 1.08 (0.93–1.25) 136 78 0.94 (0.64–1.39) | 80-90 19,699 87 1.52 (1.14–2.00) 466 301 1.10 (0.92–1.32) 63 44 1.15 (0.71–1.84) | 90-95 9842 51 1.78 (1.27–2.46) 214 169 1.35 (1.07–1.69) 34 20 0.97 (0.51–1.78) | 95-100 9830 64 2.23 (1.64–3.02) 211 173 1.40 (1.12–1.76) 27 27 1.64 (0.90–3.00) | 0-5 9876 17 0.67 (0.39–1.09) 277 107 0.72 (0.56–0.92) 35 19 0.90 (0.47–1.64) | 5-10 9876 17 0.67 (0.39–1.09) 271 112 0.78 (0.61–0.99) 41 13 0.52 (0.25–1.01) | 10-20 19,740 45 0.89 (0.62–1.26) 497 270 1.02 (0.85–1.22) 81 26 0.53 (0.31–0.88) | 20-40 39,453 120 1.19 (0.91–1.55) 967 567 1.10 (0.95–1.28) 154 60 0.64 (0.42–0.96) | 40-60 39,471 101 1.00 1000 533 1.00 133 81 1.08 (0.85–1.35) 941 593 1.08 (0.85–1.35) 41 13 0.52 (0.25–1.01) |
|            | 60-80 39,413 159 1.58 (1.23–2.03) 926 608 1.23 (1.06–1.43) 136 78 0.94 (0.64–1.39) | 80-90 19,695 91 1.80 (1.36–2.40) 457 310 1.27 (1.06–1.52) 63 44 1.15 (0.71–1.84) | 90-95 9841 52 2.07 (1.47–2.87) 226 157 1.30 (1.04–1.64) 34 20 0.97 (0.51–1.78) | 95-100 9839 55 2.18 (1.56–3.02) 207 177 1.60 (1.28–2.01) 27 27 1.64 (0.90–3.00) | 0-5 9880 13 0.39 (0.21–0.76) 254 130 0.90 (0.71–1.14) 40 14 0.75 (0.37–1.44) | 5-10 9874 19 0.57 (0.34–0.91) 268 115 0.76 (0.59–0.96) 43 11 0.55 (0.26–1.01) | 10-20 19,742 44 0.67 (0.47–0.93) 494 273 0.98 (0.81–1.17) 80 27 0.72 (0.42–1.21) | 20-40 39,470 102 0.77 (0.60–1.00) 970 564 1.03 (0.89–1.19) 142 72 1.09 (0.73–1.63) | 40-60 39,440 132 1.00 979 564 1.00 146 68 1 |
|            | 60-80 39,414 158 1.20 (0.95–1.51) 951 583 1.08 (0.94–1.25) 130 84 1.39 (0.93–2.07) | 80-90 19,697 88 1.33 (1.02–1.75) 456 311 1.21 (1.01–1.44) 61 46 1.62 (1.00–2.61) | 90-95 9853 41 1.24 (0.86–1.75) 236 147 1.10 (0.87–1.38) 35 19 1.17 (0.61–2.17) | 95-100 9834 60 1.82 (1.33–2.46) 220 164 1.32 (1.04–1.65) 27 27 2.15 (1.17–3.95) | 0-5 9957 16 0.54 (0.31–0.89) 279 105 0.63 (0.49–0.81) 38 16 0.71 (0.36–1.33) | 5-10 9888 15 0.51 (0.29–0.85) 254 129 0.85 (0.67–1.08) 41 13 0.53 (0.26–1.03) | 10-20 19,812 51 0.87 (0.62–1.20) 489 278 0.96 (0.80–1.14) 81 26 0.54 (0.32–0.90) | 20-40 39,435 113 0.97 (0.75–1.25) 1013 521 0.86 (0.75–1.00) 156 58 0.62 (0.41–0.94) | 40-60 39,512 117 1.00 961 572 1.00 134 80 1 |
|            | 60-80 39,316 158 1.36 (1.07–1.73) 950 584 1.03 (0.89–1.20) 137 77 0.94 (0.63–1.40) | 10-20 20-40 40-60 60-80 |
variation in women of European ancestries. The difference in PRS distribution was minimized after correction for ancestry by standardizing the PRS to have unit standard deviation using the control subjects for each ancestral group.

High PRSs were significantly associated with risk of non-mucinous EOC in both Asian and African ancestries (Table 4), although the effects were weaker than in women of European ancestries. For example, with the lasso model, the odds ratio per unit standard deviation increment in polygenic score was 1.16 (95% CI: 1.11–1.22) in women of East Asian ancestries, 1.28 (95% CI: 1.13–1.45) in women of African ancestries and 1.37 (95% CI: 1.27–1.48) in women of European ancestries (p for heterogeneity <0.0001). Variability in effect sizes among ancestral groups was highest for the stepwise model (p2 = 92%) versus 84% and 83% for elastic net and lasso derived polygenic scores respectively. The best discriminative model among women of East Asian and African ancestries were the elastic net PRS (AUC = 0.543) and the S4 PRS derived from OCAC-CIMBA meta-analysis (AUC = 0.596) respectively. Women of African ancestries in the top 5% of the PRS had about two-fold increased risk compared to women in the middle quintile (lasso OR: 1.64, 95% CI: 0.90–3.00; elastic net OR: 1.64, 95% CI: 0.90–3.00; stepwise OR: 2.15, 95% CI: 1.17–3.95; S4 OR: 1.80, 95% CI: 0.99–3.31) (Table 3). Effect estimates were smaller in women of East Asian ancestries with women in the top 5% of the PRS, having about a 1.5 fold increased risk compared to women in the middle quintile (lasso OR: 1.40, 95% CI: 1.12–1.76; elastic net OR: 1.60, 95% CI: 1.28–2.01; stepwise OR: 1.32, 95% CI: 1.04–1.65; S4 OR: 1.32, 95% CI: 1.05–1.66) (Table 3).

**DISCUSSION**

Genetic risk profiling with PRSs has led to actionable outcomes for cancers such as breast and prostate [22, 23]. Previous PRS scores for invasive EOC risk in the general population and BRCA1/BRCA2 pathogenic variant carriers have been based on genetic variants for which an association with EOC risk had been established at nominal genome-wide significance [20, 24, 25]. Here, we explored the predictive performance of computationally efficient, penalized, regression methods in modeling joint SNP effects for EOC risk prediction in diverse populations and compared them with common approaches. By leveraging the correlation between SNPs which do not reach nominal genome-wide thresholds and including them in PRS models, the PRSs derived from penalized regression models provide stronger evidence of association with risk of non-mucinous EOC than previously published PRSs in both the general population and BRCA1/BRCA2 pathogenic variant carriers.

Recently, Barnes et al. derived a PRS score using 22 SNPs that were significantly associated with high-grade serous EOC risk (PRSHGS) to predict EOC risk in BRCA1/BRCA2 pathogenic variant carriers [20]. To make effect estimates obtained in this analysis comparable to the effect estimates obtained from the PRSHGS, we standardized all PRSs using the standard deviation from unaffected BRCA1/BRCA2 carriers and provide estimates which are directly comparable to the PRSHGS in Supplementary Table 9. All PRS models in this analysis except the Stepwise (OCAC only) had higher effect estimates [20]. The AUC estimates from the adjusted PLR methods implemented in this analysis, are higher than the corresponding PRSHGS estimates for BRCA1 carriers (0.604). In BRCA2 carriers, the AUC estimates for the lasso and S4 models did slightly better than the PRSHGS AUC estimate (0.667), while the stepwise did slightly worse and the elastic net estimate was comparable. The AUC estimates for women in the general population, as estimated from the UK Biobank, are slightly higher than estimates from previously published PRS models for overall EOC risk by Jia et al. (AUC = 0.57) and Yang et al. (AUC = 0.58) [25, 26].

The level of risk for women above the 95th percentile of the PRS is similar to that conferred by pathogenic variants in moderate penetrance genes such as FANCM (RR = 2.1, 95% CI = 1.1–3.9) and
The inclusion of other risk factors such as family history of ovarian cancer, presence of rare pathogenic variants, age at menarche, oral contraceptive use, hormone replacement therapy, parity, and endometriosis in combination with the PRS could potentially improve risk stratification as implemented in the CanRisk tool (www.canrisk.org), which currently uses a 36-SNP PRS with the potential to use other PRS models [29, 30].

We found that the discrimination of the PRS varied by ancestry with greater discrimination in women of European ancestries than in women of African and East Asian ancestries. The better performance in African than East Asian populations is in contrast to what one would expect given human demographic history, and the performance of PRS for other phenotypes in African populations. This may simply be the play of chance given the small number of samples of African ancestries. Alternatively it reflects the fact that the allele frequencies of the PRS SNPs were more similar between the African and European populations than they were with the East Asian population (Supplementary Tables 10–14).

Further optimization of the models could be achieved by varying the penalty function based on prior knowledge. For example, varying the penalty function to select more SNPs from genomic regions with known susceptibility variants given that susceptibility variants tend to cluster together. Alternatively, the penalty functions could be modified to incorporate information about functionally active regions of the genome such a promoters, enhancers, and transcription factor binding sites. However, incorporating functional annotation has resulted in limited gains in prediction accuracy for complex traits such as breast cancer, celiac disease, type 2 diabetes, and rheumatoid arthritis [31].

Machine/deep learning approaches are alternative ways to constructing PRS, but methods such as the neural net, support vector machine, and random forest have been shown to be computationally prohibitive or produce inferior results to other approaches [32, 33]. Other machine learning methods, such as those based on gradient boosting do not perform well in genomic regions where strong genetic interactions are present, for which alternative approaches such as the LDpred may perform better [18]. Our approach has several benefits over alternative machine learning methods, including its simplicity, and intrinsic robustness to minor misspecification of LD or association strength.
In conclusion, our results indicate that using the lasso model for individual level genotype data and the S4 model for summary level data in PRS construction provide an improvement in risk prediction for non-mucinous EOC over more common approaches. Our approach overcomes the computational limitations in the use of penalized methods for large-scale genetic data, particularly in the presence of highly correlated SNPs and when the use of cross-validation for parameter estimation is preferred. In practical terms, the PRS provides sufficient discrimination, particularly for women of European ancestries, to be considered for inclusion in risk prediction and prevention approaches for EOC in the future. Further studies are required to optimize these PRSs in ancestrally diverse populations and to validate their performance with the inclusion of other genetic and lifestyle risk factors.
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