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Abstract

Nowadays the CNN is widely used in practical applications for image classification task. However the design of the CNN model is very professional work and which is very difficult for ordinary users. Besides, even for experts of CNN, to select an optimal model for specific task may still need a lot of time to train many different models. In order to solve this problem, we proposed an automated CNN recommendation system for image classification task. Our system is able to evaluate the complexity of the classification task and the classification ability of the CNN model precisely. By using the evaluation results, the system can recommend the optimal CNN model and which can match the task perfectly. The recommendation process of the system is very fast since we don’t need any model training. The experiment results proved that the evaluation methods are very accurate and reliable.

1. Introduction

The recent development of convolutional neural network (CNN) has made it a powerful tool for image classification tasks. For example, the natural image [1] and character image [2] classification. This is because the structure of CNN is very suitable for representing various types of images. Now the performance of CNN is good enough for many practical image classification applications. Many companies want to try CNN to “read” images instead of people to improve the efficiency and reduce the cost.

However the design of CNN needs expert knowledge since there are many parameters to be determined, such as the depth, width and the layer distribution. Moreover, even an expert may still need much time to test different CNN models and then choose the optimal one for the task. If the CNN model is too large for the task, there will be an overfitting problem and waste of computing resource. In contrast, if the model is too small, the accuracy may be much lower than what we can actually achieve (based on the same training data). Consequently, now the urgent demand of the industry is to find a method which can automatically recommend the “perfect” CNN model for specific image classification task. This is also helpful for researchers since it can save a lot of time on searching the optimal CNN model.

There are not so many trials which focus on the automated CNN model recommendation. In [3] the authors proposed methods which can generate the neural network structure automatically during the training. Nevertheless, these methods can only generate small neural networks (not large deep neural network) for regression problems. To our knowledge, up to now there is no perfect solution to recommend large deep neural network for classification tasks.

In this paper, we propose an automated CNN recommendation system for image classification tasks. Different from the trials above, our system is able to recommend very large deep neural network for any image classification task. The detailed merits of the proposed system are shown as follows.

• By analyzing the training data of a certain classification task, we can directly recommend the optimal CNN model. Compared with the conventional way of model selecting, we don’t need to train any model. Therefore, the proposed system can save a lot of time.

• The analysis of the training data is a quantitative analysis. We evaluate the training data and give a specific “complexity score” for it. The complexity score represents the difficulty level of the classification task. As a result, the recommended optimal CNN model based on the complexity score will be very accurate. In other words, our recommended CNN model is able to match the classification task perfectly. The manually selected CNN model may not be that perfectly match since the number of tested model is very limited.
The proposed system uses the “ability score” to describe the classification ability of the CNN model. The ability score is evaluated by considering the total calculation times, the shape (depth and width) of the model and the gradient vanishing problem. It means that we can give a specific ability score for any CNN model. Consequently, it is able to find the accurate optimal CNN model according to the ability score.

This paper is organized as follows. Section 2 introduces the framework of the system and the detailed evaluation method for both classification task (complexity score) and CNN model (ability score). The experimental analysis is shown in Section 3. Finally, Section 4 gives the conclusion and future works to do.

2. methodology

The framework of the proposed system is shown in Fig. 1. First, the complexity score of the training data of the classification task is evaluated. Meanwhile, the ability scores of the CNN models of different structures are also evaluated. Second, a matching function is created by fitting the ability score to the complexity score. The parameters of the matching function is determined through experiments. Please note that the experiments are only conducted for the matching function estimation. After the matching function is fixed, we don’t need to do any experiment for recommending the CNN model. Finally, the system is able to recommend the optimal CNN model for user’s classification task. If the user has other requirement, for example, the calculation speed, then the system can generate the performance curve by training the optimal model and an extra model. User is able to choose any model they want according to the curve.

2.1. Complexity score of the training data

The image classification tasks mainly vary from the following two aspects. First, the class number of the task is various. It may be a number from two to thousands. For example, the MNIST database and the CIFAR10 database both have 10 classes while the ImageNet database has 1,000 classes. Second, the image appearances of different tasks are very different. For example, in character images there are always grayscale strokes with uniform background while in CIFAR or ImageNet databases the images are colorful and has complicated background. Since we have to give the complexity score for all the image classification tasks, both of the variances should be considered in our score evaluation method.

In the proposed system, the class number variance is solved by converting all the classification tasks into a 2-class problem. This conversion is based on the hypothesis as follows. First of all, we only consider two different classification results: correct or incorrect. That is to say, if the classification result of a test sample is incorrect, we don’t care which the incorrect class is. We treat all the incorrect classes as the same.

Then assume now we have a classification task of \( n \) classes, which are \( c_1, c_2, ..., c_n \). If we want to classify a test sample \( s \in c_k \), we need some classifier. Assume the classifier can calculate the similarity by function \( D() \). If it satisfy the condition

\[
D(s,c_k) > \max(D(s,c_i), i \neq k),
\]

the \( s \) is correctly classified. This condition means that for \( s \), if its similarity to \( c_k \) is larger than the specific class \( c_m (m = \arg \max_i D(s,c_i)) \), the \( s \) is correctly classified. In this classification process, except \( c_k \) and \( c_m \), the rest of the classes will not influence the classification result. In other words, the classification result of \( s \) is determined by the comparison between its similarities to \( c_k \) and \( c_m \). Consequently, our hypothesis is that, for this test sample \( s \), its classification can be seen as a 2-class classification problem of \( c_k \) (the test sample belongs to) and \( c_m \) (the class with the highest similarity from the classes that the test sample doesn’t belong to).

The above hypothesis can also be interpreted in the following way. The classification process of \( s \) can be seen as a group of independent 2-class classification problems: \((c_k, c_i), i \in (1, n), i \neq k\). If the classification results of these 2-class problems are all correct, the final classification result of \( s \) is correct. Otherwise, the result is incorrect.
For example, as shown in Fig. 2 (a), for an original 2-class (A and B) problem, if we simply use the distance to the class center as the similarity measurement, we can divide the sample distribution area into several parts according to the classification result. The A class samples in yellow area and the B class samples in red area will be classified incorrectly since they are closer to the incorrect class center. Assume all the samples are evenly distributed in each class, then for each class, the classification error rate is the ratio of the colored area of incorrectly classification to the circle of the class. Obviously, the error rate of this 2-class problem is also e.

As shown in Fig. 2(b), if we add a new class C, then the 2-class problem becomes 3-class problem. Assume there is no overlapping among all the colored area, then for each class, the error rate is doubled since the color area of incorrectly classification is doubled. As a result, the error rate of this 3-class problem is 2e. This means that if we ignore the overlapping of the colored area, the error rate of a classification task is proportional to its class number. In conclusion, it is reasonable to describe the complexity of a classification task by converting it to a 2-class problem.

After converting the classification task into 2-class problem, the complexity score is given as follows. We define that the complexity score should describe the complexity for a certain classifier to classify the training data. Therefore, each sample in the training data should have a complexity score to describe the difficulty for the classifier to classify it. The complexity score C for sample s (s ∈ c_k) is

\[ C = \frac{D(s, c_k)}{D(s, c_k) + \max(D(s, c_i), i \neq k)}. \]  

The complexity score \( C_{all} \) for the whole training data is just the average score of all the training samples. Assume the total sample number of the training data is I, then \( C_{all} \) is calculated as

\[ C_{all} = \overline{C} = \frac{1}{I} \sum_{j=1}^{I} C_j. \]  

In order to solve the image variance of different tasks, a simple classifier and general feature extraction method are used for calculating the complexity score. First, as shown in Fig. 3 for each training sample, a SURF descriptor is extracted by considering the whole image as one single keypoint. The size of the keypoint is the same with the image and the center of which is just the image center. Besides, the rotation angle of this keypoint is also set to 0. By doing so, each training sample is represented as a feature vector (sample vector). Since SURF is a manually designed feature for general image processing tasks, it has been widely used for various image classification tasks [4][8]. Therefore, the SURF feature can represent the variance image appearances in a stable way. Second, a simple centroid classifier is employed to classify the training samples in the feature space. Similarly, for the stability, this classifier is not obtained by learning from samples. For each class, the centroid is just the average of all the sample vectors of this class. The similarity is just measured by the Euclidean distance between the sample vector and the centroid. Assume \( \vec{s} \) is a certain sample vector and \( \vec{c} \) is some centroid, then the similarity of this sample vector to this centroid is given as

\[ D(\vec{s}, \vec{c}) = e^{-||\vec{s} - \vec{c}||}. \]

With this similarity calculation function, according to (1) and (2), the complexity score can be calculated.

### 2.2. Ability score for CNN models

There are a lot of parameters which can determine the structure of the CNN model. Therefore, in the proposed system, we first give a CNN model generation method and then evaluate the ability score of each generated CNN model by considering the parameters. In order to reduce the variance, in the generation method, several parameters are fixed. The unfixed parameters are also changed under strict rules. The fixed parameters are shown as follows. These parameters have weak influence on the classification ability of the CNN model, thus we can directly use optimal settings.

- **Input image size:** 52 × 52.
- **Convolutional kernel size:** 3 × 3 for all the convolutional layers.
- **Convolutional kernel stride:** 1 or 2, depends on whether we need shrinking the feature map size or not.
- **Bounding box padding size:** 1, since the kernel size is 3 × 3, this size can ensure that the feature map size remains the same after the convolutional calculation (if stride is 1).
- **Pooling kernel size:** 3 × 3 for all the pooling layers.
- **Pooling kernel stride:** 2, this means after the pooling layer the feature map size will be reduced by half.
- **Pooling layer type:** max pooling.
- **Activation function:** ReLU.
The measurement of the structure is mainly based on the total number of calculations of the model. The \( g() \) is a correction based on the gradient vanishing problem, thus it is related to the model depth \( N \). With \( g() \), the \( \chi \) will be decreased if \( N \) is too large. Several generated CNN models and corresponding ability score are shown in Table 1. These models will be used for the experimental analysis.

| Model     | \( N \) | \( S \) | \( M \) | \( \vec{q} \) | \( \chi \) |
|-----------|--------|--------|--------|-----------|--------|
| Model-1   | 3      | 16     | 3      | (1, 1, 1) | 5.41   |
| Model-2   | 4      | 16     | 4      | (1, 1, 1, 1)| 5.44  |
| Model-3   | 4      | 64     | 4      | (1, 1, 1, 1)| 6.04  |
| Model-4   | 6      | 64     | 4      | (1, 1, 2, 2)| 6.12  |
| Model-5   | 8      | 64     | 4      | (2, 2, 2, 2)| 6.34  |
| Model-6   | 13     | 64     | 4      | (3, 3, 3, 4)| 6.53  |

One interesting observation is that, because of \( g() \), the \( \chi \) has a maximum value. This is because compared with the depth, the width of the CNN model has very little contribution to its classification ability. In other words, no matter how deep is the CNN model, its classification ability is limited to a certain value. Consequently, although now we have very powerful hardware for CNN, the ability of which is limited.

### 2.3. Matching function

After the complexity score of the database and the ability score of the CNN models are obtained, the next step is to find the relationship between these two scores. Let \( m() \) denotes the matching function and which is defined as

\[
\chi = m(C_{\text{all}}). \tag{4}
\]

In which the \( \chi \) is the ability score and \( C_{\text{all}} \) is the complexity score. This matching function means that for an input complexity score of a certain classification task we can find its corresponding ability score. Afterwards the CNN model with the same ability score is the matching model for this task.

The matching function is obtained by testing several classification tasks. In our definition, if one CNN model can just achieve 100% classification rate on training data of a certain task, it is seen as the optimal model for this task. This is because theoretically, for a CNN model, it can only learn from the training data for classification. When a CNN model has higher ability than achieving 100% classification rate on training data, there will be a risk of overfitting. Therefore, for a test classification task, we will match it with the ability score of the CNN model which can just achieve 100% classification rate on training data. With several test tasks and their matching ability score, we can build the matching function \( m() \).

However, there is also some experience which indicates that the model of the best performance is always a little bit
overfitting for the task. Consequently, we will recommend those CNN models which have a little bit higher ability score than the optimal model for the classification task.

3. Experimental analysis

The experiments were divided into three parts: the experiments of complexity score, the experiments of ability score and the experiments of the recommendation. The experiments of first two parts were used to test the reliability of the evaluated complexity score and ability score. The experiments of last part were used to show the process of the whole system.

3.1. Experiments of complexity score

In order to test the reliability of our evaluation method for complexity score, a variety of image classification databases were used. These databases are shown as follows.

- MNIST: an image database of handwritten digits. The class number is 10. This database contains 60,000 training samples and 10,000 test samples.
- SVHN: the google street view images of house numbers. The class number is 10. This database contains 73,257 training samples and 26,032 test samples.
- CASIA-3755: an database of handwritten characters from CASIA-HWDB. We used its competition version [9] and which contains 3,755 classes. This database contains 2,148,324 training samples and 534,563 test samples.
- CASIA-1000: the same with the database introduced above. This database can be seen as a subset and which is simply created by selecting 1,000 classes from CASIA-3755. This database contains 573,302 training samples and 141,389 test samples.
- CIFAR10: a database of images of different objects. The class number is 10. This database contains 50,000 training samples and 10,000 test samples.
- CIFAR100: a database just like CIFAR10, except it contains 100 classes. There are 50,000 training samples and 10,000 test samples.
- ImageNet: a very large image database and which contains variety of objects, scenes and so on. The class number is 1,000. There are 1,281,167 training samples and 50,000 test samples.

The databases listed above were tested on two different CNN models: Model-3 and Model-5 of Table. Since the same model has the same ability score, if we test different databases on the same model, we should find a positive correlation between their classification rates of training data and their complexity scores. The test results of Model-3 are shown in Fig. 5 (a). Obviously, with the increase of the complexity score, the classification rate got higher and higher. This proved that the complexity score is reliable for describing the complexity of the task. In Fig. 5 (b), since Model-5 is larger than Model-3, most of the databases achieved 100% classification rate except the ImageNet.

3.2. Experiments of ability score

Similar with the experiments of complexity score, in order to evaluate the reliability of the ability score, different CNN models were tested on the same database. As shown in Fig. 6 on the CIFAR100, all the CNN models of Table. were tested. Similarly, according to the experimental results, it is able to find a positive correlation between the classification rates of training data and ability score. However, the curve was not as smooth as the curve of the complexity score. This means that the we still need to improve the ability score evaluation method.

3.3. Recommendation by performance curve

Besides directly recommending the optimal CNN, the system is also able to generate the performance curve for users to select any CNN model they need. The performance curve describes the relationship between the classification rate on validation data and the average forward processing time of the models. With this curve, users can find balance models between accuracy and speed according to their own demand.

In order to obtain the performance curve, we have to train two CNN models and get their classification rate on validation data: one is the recommended optimal CNN model and the other is a smaller model. The classification rate on validation data can represent the performance of the model in practical application. In the experiments, the SVHN was used as the test task and the rest of the databases were used for obtaining the matching function (4). The performance curve of SVHN is shown in Fig. 7. Model-5 of Ta-
Figure 5. The reliability of complexity score. (a) shows the experimental results on small model (Model-3) while (b) shows the experimental results on large model (Model-5).

Figure 7. The performance curve of SVHN.

4. Conclusion

In this paper, we proposed an system which can evaluate the complexity score of the classification task as well as the classification ability score of the CNN model. By using these two scores, it is possible to recommend proper CNN model for users who are not familiar with deep learning technology. Besides, the recommendation process doesn’t need any training process of the CNN model, thus it is very fast.

In the future, we will continue to improve the accuracy of the evaluation of the two scores. Besides, it is possible to extend the proposed system to other tasks of deep learning, for example, the object detection.
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