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Abstract—Fuzzy c-means based clustering algorithms are frequently used for Takagi-Sugeno-Kang (TSK) fuzzy classifier antecedent parameter estimation. One rule is initialized from each cluster. However, most of these clustering algorithms are unsupervised, which waste valuable label information in the training data. This paper proposes a supervised enhanced soft subspace clustering (SESSC) algorithm, which considers simultaneously the within-cluster compactness, between-cluster separation, and label information in clustering. It can effectively deal with high-dimensional data, be used as a classifier alone, or be integrated into a TSK fuzzy classifier to further improve its performance. Experiments on nine UCI datasets from various application domains demonstrated that SESSC based initialization outperformed other clustering approaches, especially when the number of rules is small.
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I. INTRODUCTION

Takagi-Sugeno-Kang (TSK) fuzzy systems [1] have achieved great success in numerous applications [2]–[4]. They use fuzzy sets to model linguistic and numerical uncertainties [5], and IF-THEN rules to approximate the human reasoning process. Therefore, TSK fuzzy systems are more interpretable than many other (black-box) machine learning models such as neural networks. Early fuzzy systems were usually built from expert knowledge. However, data-driven modeling [6]–[8] has become more and more popular recently.

Many data-driven algorithms have been proposed to tune TSK fuzzy systems [6]–[11]. Optimizing a TSK fuzzy system involves fine-tuning both the antecedent parameters and the consequent parameters, which can be done separately or simultaneously [7], [8], [10]–[17]. When they are optimized separately, the consequent parameters are usually obtained by least squares estimation (LSE), e.g., in an adaptive neuro fuzzy inference system (ANFIS) [10].

However, regardless of how the antecedent and consequent parameters of a TSK fuzzy system are tuned, they must be initialized first. One of the most popular approaches for initializing the antecedents of a TSK fuzzy system is fuzzy c-means (FCM) clustering [9]. Unlike k-means clustering, in which each data sample only belongs to one cluster, FCM assigns each data sample to all clusters at different membership degrees. FCM works well on low-dimensional datasets; however, it may fail when the data dimensionality is high [18]. (e.g., Winkler et al. [18] demonstrated that randomly initialized FCM can only be used when the data dimensionality is smaller than 20), because the Euclidean distances used in it become less distinguishable.

Subspace clustering [20], [21] may be used to deal with the curse of dimensionality. It selects a subset of features instead of using them all in determining the clusters. Many different subspace clustering approaches have been proposed for high dimensional datasets. They can be divided into two categories: hard subspace clustering and soft subspace clustering (SSC). The former [22]–[24] finds exact subspaces for different clusters. On the contrary, SSC assigns weights to different features in different clusters, which reflect their contributions to the corresponding cluster. SSC may be more flexible than hard subspace clustering, and hence has drawn more attention recently [25].

There have been a few FCM based SSC algorithms. Keller and Klawonn [26] proposed the features weighting FCM (AWFCM), which uses weighted Euclidean distances in FCM. Frigui and Nasraoui [27] proposed simultaneous clustering and attribute discrimination (SCAD) and its variants, which add $L_2$ regularization and an exponential term to the feature weights of AWFCM. Zhou et al. [28] proposed entropy weighting FCM (EWFCM) and kernel EWFCM with entropy regularization for feature weighting. Deng et al. [19] proposed enhanced SSC (ESSC) to consider the within-cluster compactness and between-cluster separation simultaneously. ESSC has also been integrated with sparse learning to construct concise TSK fuzzy systems [29].

All above SSC approaches are unsupervised. This paper proposes supervised ESSC (SESSC), which further takes the label information into consideration for better discriminability. SESSC can then be used to initialize TSK fuzzy classifiers. Experiments on nine real-world UCI datasets demonstrated that the proposed SESSC can indeed improve the classification performance compared with other initialization approaches, especially when the number of clusters is small.

The remainder of this paper is organized as follows: Section II introduces background knowledge on TSK fuzzy classifiers and FCM based clustering approaches, and proposes SESSC and SESSC-LSE. Section III evaluates the performances of SESSC and SESSC-LSE on synthetic and real-world datasets. Section IV draws conclusions.
II. ALGORITHMS

This section introduces the details of a TSK fuzzy system for multi-class classification, FCM and FCM based SSC algorithms, and our proposed SESSC and SESSC-LSE. The code for SESSC and SESSC-LSE is available at https://github.com/YuqiCui/SESSC.

The main notations are summarized in Table I. Matrices and vectors are denoted by uppercase letters and lowercase bold letters, respectively, e.g., $x_n$ denotes the $i$-th row of matrix $X$.

### TABLE I

| Notation | Meaning |
|----------|---------|
| $X_{n,i}$ | The $(n,i)$-th element of matrix $X$ |
| $x_n$ | The $n$-th row of matrix $X$ |
| $x_n,i$ | The $i$-th element of vector $x_n$ |
| $X, x, x_n$ | The $i$-th column of matrix $X$ |
| $|x|$ | $L_2$-norm of vector $x$ |
| $|x - v|$ | Weighted Euclidean distance between vectors $x$ and $v$ |
| $N$ | Number of training samples |
| $D$ | Feature dimensionality |
| $C$ | Number of classes |
| $R$ | Number of rules in a TSK fuzzy classifier |

A. Multi-class TSK Fuzzy Classifier

Let the training dataset be $D = \{x_n, y_n\}_{n=1}^N$, in which $x_n = [x_{n,1}, ..., x_{n,D}]^T$ is a $D$-dimensional input vector, and $y_n = [y_{n,1}, ..., y_{n,C}]$ the corresponding $C$-class one-hot encoding label vector. $X \in \mathbb{R}^{N \times D}$ is the input matrix containing all inputs, and $Y \in \mathbb{R}^{N \times C}$ the corresponding label matrix.

Suppose the TSK fuzzy classifier has $R$ rules, in the following form:

**Rule**: IF $x_1$ is $\hat{X}_{r,1}$ and \cdots and $x_D$ is $\hat{X}_{r,D}$, THEN $y^1_r(x) = b^1_{r,0} + \sum_{d=1}^D b^1_{r,d} \cdot x_d$

$$
\vdots
$$

$$
y^C_r(x) = b^C_{r,0} + \sum_{d=1}^D b^C_{r,d} \cdot x_d
$$

where $\hat{X}_{r,d}$ $(r = 1, ..., R; d = 1, ..., D)$ is a Gaussian membership function (MF) for the $d$-th antecedent in the $r$-th rule, and $b^C_{r,d}$ $(c = 1, ..., C)$ are the consequent parameters for the $c$-th class.

Let $V_{r,d}$ be the center of the Gaussian MF $\hat{X}_{r,d}$, and $\Sigma_{r,d}$ be the corresponding standard deviation. Then, the membership grade of $x_{n,d}$ on $\hat{X}_{r,d}$ is:

$$
\mu_{\hat{X}_{r,d}}(x_{n,d}) = \exp \left( \frac{-(x_{n,d} - V_{r,d})^2}{2\Sigma_{r,d}^2} \right),
$$

and its firing level on the $r$-th rule is:

$$
f_{n,r} = \prod_{d=1}^D \mu_{\hat{X}_{r,d}}(x_{n,d}).
$$

The normalized firing level is:

$$
\bar{f}_{n,r} = f_{n,r} / \sum_{i=1}^R f_{n,i}, \quad (4)
$$

and the estimate for the $c$-th class, $\hat{y}^c(x_n)$, is:

$$
\hat{y}^c(x_n) = \sum_{r=1}^R y^c_r(x) \bar{f}_{n,r}. \quad (5)
$$

Once the antecedent parameters are initialized, LSE can be used to estimate the consequent parameters.

For a zero-order TSK fuzzy classifier, i.e., $b^C_{r,0}$ is adjustable whereas $b^C_{r,d} = 0$ $(r = 1, ..., R; d = 1, ..., D; c = 1, ..., C)$, we can define:

$$
\hat{x}_n = [\hat{f}_{n,1}, \hat{f}_{n,2}, \ldots, \hat{f}_{n,R}] \in \mathbb{R}^{1 \times R}
$$

$$
\hat{X} = [\hat{x}_1; \ldots; \hat{x}_N] \in \mathbb{R}^{N \times R}
$$

$$
B = [b^1_{0,0}; b^1_{0,1}; \cdots; b^C_{R,0}; b^C_{R,1}] \in \mathbb{R}^{R \times C}
$$

Then, the one-hot coding matrix $Y$ is estimated by:

$$
\hat{Y} = \hat{X}B,
$$

and the optimal $B$ can be solved by LSE, i.e.,

$$
B = (\hat{X}^T \hat{X} + \lambda I)^{-1} \hat{X}^T \hat{Y},
$$

where $\lambda$ is the weight of $L_2$ regularization in LSE.

For first-order TSK fuzzy classifier, we can define:

$$
\hat{x}_n = [\hat{f}_{n,1}, \hat{f}_{n,2}, \ldots, \hat{f}_{n,R}, \hat{x}_{n,R}] \in \mathbb{R}^{1 \times (R+D)}
$$

$$
\hat{X} = [\hat{x}_1; \ldots; \hat{x}_N] \in \mathbb{R}^{N \times (R+D)}
$$

$$
B_r = \begin{bmatrix}
    b^1_{1,0} & b^1_{1,1} & \cdots & b^C_{1,0} \\
    b^1_{2,0} & b^1_{2,1} & \cdots & b^C_{2,1} \\
    \vdots & \vdots & \ddots & \vdots \\
    b^1_{R,0} & b^1_{R,1} & \cdots & b^C_{R,1}
\end{bmatrix} \in \mathbb{R}^{(D+1) \times C}
$$

$$
B = [B_1; \cdots; B_R] \in \mathbb{R}^{(R+1) \times C}
$$

Then, the optimal $B$ is still solved by $\hat{X}$.

B. FCM

FCM [9] can be used to initialize the antecedent part of the $R$ rules of a multi-class TSK fuzzy classifier:

$$
\min_{U,V} \sum_{n=1}^N \sum_{r=1}^R U_{n,r} \|x_n - v_r\|_2^2
$$

s.t., $U_{n,r} \in [0, 1]$, 

$$
\sum_{r=1}^R U_{n,r} = 1, \quad n = 1, \ldots, N
$$

where $U_{n,r}$ is the membership grade of $x_n$ in the $r$-th cluster, $v_r$ (the $r$-th row of $V$) the center of the $r$-th cluster, and $m$ the fuzzy index.

Once $U$ and $V$ are obtained, the standard deviation of $\hat{X}_{r,d}$ can be estimated by:

$$
\Sigma_{r,d} = h \left[ \frac{\sum_{n=1}^N U_{n,r} (x_{n,d} - V_{r,d})^2}{\sum_{n=1}^N U_{n,r}} \right]^{1/2}, \quad (6)
$$

where $h$ is an adjustable scaling parameter.
C. Integration of FCM and SSC

When the data dimensionality is high, the pairwise distances \(\|x_n - v_r\|^2\) in (15) become similar for different \(n\) and \(r\). As a result, the cluster centers obtained by the original FCM converge to the center of the input data space \([18]\), losing their discriminability. To remedy this problem, SSC uses weighted Euclidean distances, i.e.,

\[
\|x_n - v_r\|^2_{w_r} = \sum_{d=1}^{D} w_{r,d} (x_{n,d} - v_{r,d})^2, \tag{17}
\]

where \(w_r \in R^{1 \times D}\) is a weight vector associated with \(v_r\).

The cost function of AWFCM \([26]\), using weighted Euclidean distances, is:

\[
J_1(V, W, U) = \sum_{n=1}^{N} \sum_{r=1}^{R} U_{n,r}^m \|x_n - v_r\|^2_{w_r}, \tag{18}
\]

where \(W = [w_1; \ldots; w_R] \in R^{R \times D}\).

The cost function of SCAD \([27]\), which further adds an exponential term \(t\) to the weights, is:

\[
J_2(V, W, U) = \sum_{n=1}^{N} \sum_{r=1}^{R} U_{n,r}^m \|x_n - v_r\|^2_{w_r} + \gamma \sum_{r=1}^{R} \sum_{d=1}^{D} W_{r,d} \ln(W_{r,d}), \tag{19}
\]

where \(\gamma\) is a user-specified regularization parameter.

In addition to the within-cluster compactness, the between-cluster separation is also very important in clustering \([30]\). ESSC \([19]\) takes the between-cluster separation into consideration, and its cost function is

\[
J_4(V, W, U) = \sum_{n=1}^{N} \sum_{r=1}^{R} U_{n,r}^m \|x_n - v_r\|^2_{w_r} + \gamma \sum_{r=1}^{R} \sum_{d=1}^{D} W_{r,d} \ln(W_{r,d}) - \eta \sum_{r=1}^{R} \left( \sum_{n=1}^{N} U_{n,r}^m \right) \|v_r - v_0\|^2_{w_r}, \tag{21}
\]

where \(v_0 = \frac{1}{N} \sum_{n=1}^{N} x_n\) is the center of all data samples, and \(\eta \in [0, 1]\) is a user-specified regularization parameter.

D. Supervised Fuzzy Partition (SFP)

Although SSC can be used to learn a better cluster structure than the traditional FCM, it does not utilize the label information in supervised learning. Ideally, a cluster should only contain data samples with the same label. Recently, supervised fuzzy partition (SFP) \([31]\) was proposed to tackle this problem. Its objective function integrates SSC and label information:

\[
\min_{U, V, W, Z} \sum_{n=1}^{N} \sum_{r=1}^{R} U_{n,r} \|x_n - v_r\|^2_{w_r} + \alpha \sum_{n=1}^{N} \sum_{r=1}^{R} U_{n,r} \ell(y_n, z_r) + \gamma \sum_{n=1}^{N} \sum_{r=1}^{R} U_{n,r} \ln(U_{n,r}) + \lambda \sum_{r=1}^{R} \sum_{d=1}^{D} W_{r,d} \ln(W_{r,d}) \tag{22}
\]

s.t. \(U_{n,r} \in [0, 1]\), \(W_{r,d} \in [0, 1]\)

where \(z_r \in R^{1 \times C}\) indicates the label prediction for Cluster \(r\), and \(\ell\) a loss function.

In addition to the utilization of label information, SFP uses the entropy, instead of the fuzzy index \(m\), to regularize the membership grades \(U\). However, it does not consider the between-cluster separation, compared with ESSC.

E. SESSC

We propose SESSC to integrate the label information with ESSC, which uses the following cost function to constrain the labels in each cluster, following \([31]\):

\[
J_l = \sum_{n=1}^{N} \sum_{r=1}^{R} U_{n,r}^m \left[ - \sum_{c=1}^{C} Y_{n,c} \ln(Z_{r,c}) \right], \tag{23}
\]

where \(Z_{r,c}\) indicates the probability that Cluster \(r\) belongs to Class \(c\). Clearly, \(\sum_{c=1}^{C} Z_{r,c} = 1, r = 1, \ldots, R\).

An equivalence of (23) is:

\[
J'_l = \sum_{n=1}^{N} \sum_{r=1}^{R} U_{n,r}^m \|y_n - z_r\|^2, \tag{24}
\]

where \(z_r = [Z_{r,1}, \ldots, Z_{r,C}]\). (24) can be easily extended to regression problems.

Minimizing (23) or (24) leads to the optimal label \(Z_{r,c}\):

\[
Z_{r,c} = \frac{Z'_{r,c}}{\sum_{i=1}^{R} Z'_{i,c}}, \tag{25}
\]

where

\[
Z'_{r,c} = \frac{\sum_{n=1}^{N} U_{n,r}^m \cdot y_{n,c}}{\sum_{n=1}^{N} U_{n,r}^m}. \tag{26}
\]
Adding (23) to the cost function of ESSC, we obtain the cost function for our proposed SESSC:

\[
\min_{V,W,U,Z} \sum_{n=1}^{N} \sum_{r=1}^{R} U_{n,r}^m \|x_n - v_r\|_{w_r}^2 
+ \gamma \sum_{r=1}^{R} \sum_{d=1}^{D} W_{r,d} \ln(W_{r,d}) 
- \eta \sum_{r=1}^{R} \left( \sum_{n=1}^{N} U_{n,r}^m \right) \|v_r - v_0\|_{w_r}^2 
+ \beta \sum_{n=1}^{N} \sum_{r=1}^{R} U_{n,r}^m \left[ - \sum_{c=1}^{C} Y_{n,r,c} \ln(Z_{r,c}) \right] 
\text{s.t.}\ U_{n,r} \in [0,1], \ W_{r,d} \in [0,1] 
\sum_{r=1}^{R} U_{n,r} = 1, \ \sum_{d=1}^{D} W_{r,d} = 1.
\]  

where \( \alpha = [\alpha_1, ..., \alpha_N] \) and \( \zeta = [\zeta_1, ..., \zeta_R] \) are Lagrange multiplier coefficients.

When \( V, W \) and \( Z \) are fixed, we can compute the optimal value of \( U \) by setting \( \partial J / \partial U_{n,r} = 0 \) and \( \partial J / \partial \alpha_n = 0 \), i.e.,

\[
\frac{\partial J}{\partial U_{n,r}} = m U_{n,r}^{m-1} \|x_n - v_r\|_{w_r}^2 - \eta \|v_r - v_0\|_{w_r}^2 
+ \beta \left[ - \sum_{c=1}^{C} Y_{n,r,c} \ln(Z_{r,c}) \right] - \alpha_n = 0 
\]  

(29)

\[
\frac{\partial J}{\partial \alpha_n} = \sum_{r=1}^{R} U_{n,r} - 1 = 0, 
\]  

(30)

which lead to

\[
U_{n,r} = \frac{D_{n,r}^{-1/(m-1)}}{\sum_{r=1}^{R} D_{n,r}^{-1/(m-1)}}. 
\]  

(31)

and SESSC are shown in Fig. 1. The data samples were generated from a 2-dimensional Gaussian distribution \( \mathcal{N}(0, 1) \), and each quadrant represents a different class. Clearly, the cluster centers generated from SESSC are more reasonable, and each quadrant represents a different class. The pseudo-code of SESSC is summarized in Algorithm 1.

The pseudo-code of SESSC is summarized in Algorithm 1. The center matrix \( V \) is initialized from \( k \)-means clustering.

A toy example illustrating a four-class classification problem and the corresponding cluster centers obtained from ESSC and SESSC are shown in Fig. 1. The data samples were generated from a 2-dimensional Gaussian distribution \( \mathcal{N}(0, 1) \), and each quadrant represents a different class. Clearly, the cluster centers generated from SESSC are more reasonable, and hence may lead to better classification performance when used to initialize a TSK fuzzy classifier.

G. SESSC as a Classifier

SESSC itself can be used as a classifier. Following the approach used in (31), for a test sample \( x_t \), we can estimate the memberships by:

\[
U'_{t,r} = \frac{D_{t,r}^{-1/(m-1)} D_{t,r}^{-1/(m-1)}}{\sum_{i=1}^{R} D_{t,i}^{-1/(m-1)}},
\]  

(39)

where

\[
D'_{t,r} = \|x_t - v_r\|_{w_r}^2 - \eta \|v_r - v_0\|_{w_r}^2.
\]  

(40)
Algorithm 1: Pseudo-code of the SESSC.

**Input:** Input data matrix, \(X \in \mathbb{R}^{N \times D}\); Input label matrix, \(Y \in \mathbb{R}^{N \times C}\); Number of clusters, \(R\); Regularization weights \(\gamma, \eta\) and \(\beta\); Maximum number of iterations, \(T\); Error threshold to stop iteration, \(\epsilon\).

**Output:** Cluster center matrix \(V\); Cluster weight matrix \(W\); Membership grade matrix \(U\); Cluster label matrix \(Z\).

1. Initialize \(V\) by \(k\)-means (\(k = R\)) clustering on \(X\); \(v_0 = \frac{1}{N} \sum_{n=1}^{N} x_n\);
2. Initialize \(W_{r,d} = 1/D, r = 1,...,R; d = 1,...,D\);
3. Initialize \(Z_{r,c} = 1/C, r = 1,...,R; c = 1,...,C\);
4. for \(t = 1 : T\) do
   1. Update \(U\) by (31);
   2. Update \(V\) by (34);
   3. Update \(W\) by (37);
   4. Update \(Z\) by (28);
   5. if \(\|\hat{V} - V\|_2 < \epsilon\) then
      1. break;
   6. else
      1. \(\hat{V} = V\);
   end

Algorithm 2: The SESSC-LSE algorithm.

**Input:** Training data \(X \in \mathbb{R}^{N \times D}\); Training label matrix \(Y \in \mathbb{R}^{N \times C}\); Test data \(X_t \in \mathbb{R}^{N_t \times D}\); Number of clusters, \(R\); Regularization weight parameters \(\gamma, \eta\) and \(\beta\); Maximum number of iterations, \(T\); Error threshold to stop iteration, \(\epsilon\); Weight of \(L_2\) regularization, \(\lambda\); Scaling parameter \(h\).

**Output:** Predicted label matrix \(\hat{Y}_t\);

1. Compute \(V\) and \(U\) by SESSC in Algorithm 1;
2. Compute \(\Sigma\) by (16);
3. Compute \(\tilde{f}\) and \(\hat{f}_t\) for the training data and test data, respectively, by (4);
4. Compute \(\tilde{X}\) by (2) using \(\tilde{f}\);
5. Estimate the consequent parameters \(B\) by (10);
6. Compute \(\hat{X}_t\) by (7) using \(\hat{f}_t\);
7. Compute the prediction matrix \(\hat{Y}_t\) by (9) using \(\hat{X}_t\);

III. EXPERIMENTS

This section evaluates the performance of our proposed SESSC and SESSC-LSE on both synthetic and real-world datasets. Both zero-order and first-order TSK fuzzy classifiers were considered.

A. Synthetic 2-Dimensional Datasets

First, we evaluated the performances of our proposed SESSC and SESSC-LSE on two synthetic 2-dimensional datasets, concentric circles and spiral. The parameters of SESSC were \(R = \{5, 10, 15, 20\}, \gamma = 100, \eta = 0.01\) and \(\beta = 0.1\). Zero-order SESSC-LSE was used here for a fair comparison. Additional parameters for SESSC-LSE were \(h = 1\) and \(\lambda = 0.01\). The results are shown in Fig. 2, in which the dots represent the generated data samples, and the black curves the decision boundaries learned by SESSC and SESSC-LSE.

Fig. 2 shows that:

1) When \(R\), the number of clusters, increased, the SESSC decision boundaries became smoother and closer to the true decision boundaries. This demonstrated that our proposed SESSC can fit smooth decision boundaries and achieve good generalization performance.

2) For the same \(R\), SESSC-LSE outperformed SESSC, which indicated that SESSC-LSE can further improve the classification performance.

B. Real-World High-Dimensional Datasets

Next, we evaluated our proposed algorithms on nine classification datasets from the UCI Machine Learning Repository\[1\]. Their characteristics are summarized in Table II. For each dataset, we randomly selected 70% samples as the training set and the remaining 30% as the test set 30 times to get 30

\[1\) http://archive.ics.uci.edu/ml/index.php
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different data splits. We ran each algorithm on these 30 data splits and report the average performance.

Some datasets contain both numerical and categorical features. The categorical features were converted to numerical ones by one-hot encoding. Then, all features were normalized by z-score using mean and standard deviation computed from the training set.

### C. Performance Measures

Since some datasets have significant class imbalance, both raw classification accuracy (RCA) and balanced classification accuracy (BCA) were used as the performance measure:

- **RCA**: The total number of correct classifications divided by the total number of samples.
- **BCA**: The average of per-class RCAs, which is less affected by class imbalance.

### D. Algorithms

We used LSE to compute the consequent parameters for all TSK fuzzy classifiers [see (10)]. We replaced SESSC in SESSC-LSE by three different clustering algorithms (FCM, EWFCM, and ESSC) to compare their performances with SFP and the proposed SESSC and SESSC-LSE. Because SFP and SESSC are zero-order fuzzy classifiers, we did not compare them with first-order fuzzy classifier (FCM-LSE, EWFCM-LSE, ESSC-LSE and SESSC-LSE).

The values or search ranges of the parameters in different algorithms are shown in Table III. We set $R = 30$ to keep the fuzzy classifiers concise so they can have interpretability. Note that in the original SFP paper [31], the number of clusters $R$ was optimized in $[D, N]$, which was much larger than 30 used in our experiments. This might be the reason why SFP performed worse than other SSC based fuzzy classifiers. In the actual implementation [31], SFP used modified parameters $\gamma'$, $\alpha'$, $\lambda'$ during grid research, where $\gamma = (1 - \gamma')/\gamma'$, $\alpha = (1 - \alpha')/\alpha'$ and $\lambda = (1 - \lambda')/\lambda'$.

We tuned all parameters using 5-fold cross validation on the training set and chose the combination with the highest average BCA. The best $\gamma$, $\eta$ and $\beta$ from SESSC were used in SESSC-LSE.

### E. Experimental Results

The average test RCAs and BCAs of zero-order fuzzy classifiers are shown in Table IV. The best performance on each dataset is marked in bold. The ranks of the average RCAs and BCAs are shown in Table V.

Tables IV and V show that:

1) For zero-order fuzzy classifiers, our proposed SESSC-LSE achieved the best RCA on six out of the nine datasets, and best BCA on eight out of the nine datasets. SESSC-LSE’s performance was also close to the best on the remaining datasets. On average, SESSC-LSE achieved the best RCA and BCA, and also ranked the first.

2) Our proposed SESSC and SESSC-LSE performed better on datasets with class imbalance. For instance, FCM-LSE and EWFCM-LSE achieved much higher RCAs
on WPBC, but their BCAs were almost random (50% BCA for binary classification). Although SESSC had a lower average RCA than EWFCM-LSE and ESSC-LSE, its average BCA was higher. The proposed SESSC-LSE further improved the BCA performance of SESSC.

3) On average, all four SSC-based algorithms (EWFCM-LSE, ESSC-LSE, SFP and SESSC-LSE) outperformed FCM-LSE. This demonstrated that SSC-based clustering algorithms can result in clusters with higher discriminability on high-dimensional datasets.

We also compared four first-order TSK classifiers and show their performances in Tables [VIII] and [IX]. All four of them performed similarly, and all three SSC-based classifiers had stable performances (first-order FCM-LSE performed significantly worse than SSC-based classifiers on the Satellite dataset). This suggests that when the consequent complexity of the TSK fuzzy classifier increases, the antecedent initialization may become less important.

F. Statistical Analysis

To further evaluate if the performance improvements of our proposed SESSC-LSE over others were statistically significant, we also performed non-parametric multiple comparison tests on the RCAs and BCAs using Dunn’s procedure [32], with a p-value correction using the False Discovery Rate method [33]. The results are shown in Tables [VIII] and [IX], respectively for zero-order and first-order TSK classifiers, where the statistically significant ones are marked in bold. Table [VIII] shows that our proposed zero-order SESSC-LSE significantly outperformed all other approaches. In addition,
TABLE VI

AVERAGE RCAS AND BCAS OF THE FOUR FIRST-ORDER ALGORITHMS ON THE NINE DATASETS.

| Dataset | FCM-LSE | EWFCM-LSE | ESSC-LSE | SESSC-LSE | FCM-LSE | EWFCM-LSE | ESSC-LSE | SESSC-LSE |
|---------|---------|-----------|----------|-----------|---------|-----------|----------|-----------|
| WPBC    | 76.72   | 68.72     | 71.22    | 70.11     | 64.69   | 56.99     | 58.95    | 61.05     |
| WDBC    | 96.14   | 95.98     | 96.84    | 96.08     | 95.12   | 95.26     | 96.16    | 95.58     |
| Vehicle | 83.31   | 83.67     | 83.32    | 82.49     | 83.50   | 83.85     | 83.50    | 82.69     |
| Biodeg  | 85.67   | 86.92     | 86.74    | 87.02     | 83.47   | 85.02     | 84.70    | 84.88     |
| DRD     | 71.10   | 71.06     | 70.36    | 70.01     | 71.38   | 71.36     | 70.69    | 70.29     |
| Steel   | 74.32   | 73.15     | 74.07    | 74.83     | 75.74   | 74.84     | 75.32    | 76.20     |
| IS      | 94.98   | 94.54     | 94.53    | 94.61     | 94.98   | 94.54     | 94.53    | 94.61     |
| Vehicle | 83.31   | 83.67     | 83.32    | 82.49     | 83.50   | 83.85     | 83.50    | 82.69     |
| Biodeg  | 85.67   | 86.92     | 86.74    | 87.02     | 83.47   | 85.02     | 84.70    | 84.88     |
| DRD     | 71.10   | 71.06     | 70.36    | 70.01     | 71.38   | 71.36     | 70.69    | 70.29     |
| Steel   | 74.32   | 73.15     | 74.07    | 74.83     | 75.74   | 74.84     | 75.32    | 76.20     |
| IS      | 94.98   | 94.54     | 94.53    | 94.61     | 94.98   | 94.54     | 94.53    | 94.61     |
| Average | 83.71   | 83.44     | 83.81    | 83.56     | 81.43   | 81.79     | 82.05    | 82.20     |

TABLE VII

RCA AND BCA RANKS OF THE FOUR FIRST-ORDER ALGORITHMS ON THE NINE DATASETS.

| Dataset | FCM-LSE | EWFCM-LSE | ESSC-LSE | SESSC-LSE | FCM-LSE | EWFCM-LSE | ESSC-LSE | SESSC-LSE |
|---------|---------|-----------|----------|-----------|---------|-----------|----------|-----------|
| WPBC    | 1       | 4         | 2        | 3         | 1       | 4         | 3        | 2         |
| WDBC    | 2       | 4         | 1        | 3         | 4       | 3         | 1        | 2         |
| Vehicle | 3       | 1         | 2        | 4         | 2       | 1         | 2        | 4         |
| Biodeg  | 4       | 2         | 3        | 1         | 4       | 1         | 3        | 2         |
| DRD     | 1       | 2         | 3        | 4         | 1       | 2         | 3        | 4         |
| Steel   | 2       | 4         | 3        | 1         | 2       | 4         | 3        | 1         |
| IS      | 1       | 3         | 4        | 2         | 1       | 3         | 4        | 2         |
| Vehicle | 3       | 4         | 2        | 1         | 3       | 4         | 2        | 1         |
| Biodeg  | 4       | 2         | 1        | 3         | 4       | 3         | 1        | 2         |
| DRD     | 1       | 2         | 3        | 4         | 1       | 2         | 3        | 4         |
| Steel   | 2       | 4         | 3        | 1         | 2       | 4         | 3        | 1         |
| IS      | 1       | 3         | 4        | 2         | 1       | 3         | 4        | 2         |
| Average | 2.3     | 2.9       | 2.3      | 2.4       | 2.4     | 2.8       | 2.4      | 2.2       |

TABLE VIII

p-VALUES OF NON-PARAMETRIC MULTIPLE COMPARISONS OF THE RCAS AND BCAS ON THE ZERO-ORDER ALGORITHMS.

|          | FCM-LSE | EWFCM-LSE | ESSC-LSE | SFP | SESSC |
|----------|---------|-----------|----------|-----|-------|
| RCA      |         | 0.0003    | 0.2927   |     |       |
|          |         | 0.0000    | 0.0254   | 0.0978 | 0.0477 |
|          |         | 0.0036    | 0.0029   | 0.0105 | 0.0000 | 0.0002 |
| BCA      |         | 0.0000    | 0.3133   |     |       |
|          |         | 0.0000    | 0.0024   | 0.0005 |
|          |         | 0.0000    | 0.0137   | 0.2624 | 0.0000 |
|          |         | 0.0000    | 0.0004   | 0.0019 | 0.0000 | 0.0124 |

TABLE IX

p-VALUES OF NON-PARAMETRIC MULTIPLE COMPARISONS OF THE RCAS AND BCAS ON THE FIRST-ORDER ALGORITHMS.

|          | FCM-LSE | EWFCM-LSE | ESSC-LSE |
|----------|---------|-----------|----------|
| RCA      |         | 0.4934    | 0.5079   |
|          |         | 0.0606    | 0.4405   | 0.4738 |
| BCA      |         | 0.1286    | 0.0000   |
|          |         | 0.1319    | 0.5112   |
|          |         | 0.2636    | 0.6387   | 0.4998 |

all SSC-based clustering algorithms, except SFP, significantly outperformed FCM-LSE, indicating that the SSC-based clustering algorithms are more suitable for initializing TSK fuzzy classifiers on high-dimensional datasets.

Table IX shows that different clustering approaches do not affect the performance of first-order TSK fuzzy classifiers significantly.

G. Performances versus the Number of Rules (Clusters)

Since the performance of a TSK fuzzy classifier varies with the number of rules, we changed the number of rules from 10 to 100, while keeping all other parameters at their optimal values (γ = 10, η = 0.1, β = 1, α = 0.01 and h = 100 for SESSC and other TSK fuzzy classifiers; γ’ = 0.9, α’ = 0.45 and λ’ = 0.05 for SFP) on the Vehicle dataset to study the performances of the five algorithms. The results are shown in Fig. 3. On average, SESSC-LSE always performed the best. SESSC and SESSC-LSE performed much better than other unsupervised clustering algorithms when the number of rules was small.

H. Convergence of SESSC

We analyzed the convergence of our proposed SESSC algorithm on the Vehicle dataset with different number of clusters. The median value of the cost function from different runs are shown in Fig. 4. SESSC converged quickly after a small number of iterations, e.g., four, which is desirable in practice.

I. Parameter Sensitivity Analysis

The proposed SESSC algorithm has four parameters, R, γ, η and β. We also tested how they affected the classification
IV. Conclusions

This paper has proposed SESSC, a supervised FCM based clustering algorithm to generate the antecedent parameters of TSK fuzzy classifiers. Unlike traditional unsupervised clustering algorithm, SESSC utilizes the label information for better discriminability among different clusters. SESSC is then combined with LSE to further generate the consequent parameters of a TSK fuzzy classifier. Experiments on nine UCI datasets shown that SESSC-LSE outperformed traditional unsupervised FCM based initializations, especially when the number of rules is small.
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