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ABSTRACT. In the context of locally constant skew-products over the shift with circle fiber maps, we introduce the notion of measures with periodic repetitive pattern, inspired by [13] and which includes the non-hyperbolic measures they construct. We prove that these measures have atomic disintegration along the central fibers.

1. INTRODUCTION

Many important accomplishments in Ergodic Theory come from the study of the disintegration of measures with respect to some dynamically relevant foliation. Just to mention a couple of them, it goes from the classical work of Anosov [1] that established ergodicity of conservative Anosov diffeomorphisms, for which the disintegration of volume along the stable and unstable foliations was needed to be understood, to the seminal work of Ledrappier and Young [15, 16] which establishes and compile many links between disintegration of measures and entropy. See also the book [8].

This makes the measure-theoretical behaviour of such foliations play a relevant role in dynamics. In some situations, this behaviour may be somewhat unexpected. Ruelle and Wilkinson [22] provide the first dynamical example of a pathological (meaning atomic) behaviour for a foliation. They exhibit a partially hyperbolic skew product $f$ for which the compact center foliation $\mathcal{F}^c$ has atomic disintegration with respect to volume measure: that is, there exists a set with full volume measure which intersects each center leaf in finite points. Later, Ponce, Tahzibi and Varão [20] have extended the ideas from [22] to provide a minimal foliation (that is all leaves are dense) such that volume has monoatomic disintegration: there exists a set of full volume which intersects each leaf in just one point.

Prior to Ruelle and Wilkinson’s work, Milnor [19] wrote an example given by Katok of a foliation which has atomic disintegration for the volume measure. This was called Fubini’s nightmare since atomic disintegration is far from the intuition we get from Fubini’s theorem of integration.

We may see the opposite of atomic disintegration when the conditional measures are equivalent to Lebesgue measures. This may also give important consequences for the dynamics ([3, 24, 23] and references therein). It turns out that in dynamics it is not unusual to obtain either atomic or some “higher” regular disintegration (meaning for instance equivalent to Lebesgue) in many contexts ([21, 3, 18, 9]).

A very important feature present in many of the result mentioned before is the presence of some form of hyperbolicity. It turns out that it is much easier to analyse any dynamical property if we have some form of hyperbolicity. No hyperbolicity at all is a delicate subject although there are some attempts to deal with it (see [21 and references therein]).

Moreover, for measures which have nice structure on the base the Invariance Principle ([2] and references therein) is also a very effective way to deal with these structures. It gives us precise information on the disintegration of a measure once we have zero entropy on the fiber taken into consideration. Applications of the Invariance Principle in general
conclude that measures with non zero Lyapunov exponent on the fiber have atomic disintegration while zero Lyapunov exponent measures have “higher” regular disintegration (see [3, 2, 24, 14] for instance).

On a different perspective, many researchers have devoted attention to the problem of finding robust classes of dynamical systems which have at least one zero Lyapunov exponent. For instance, the existence of non-hyperbolic ergodic measures for most partially hyperbolic systems is a difficult problem and the known cases involve delicate constructions (see [13, 5, 6, 4, 7]). In particular, the structure of the measures obtained is not completely understood. For instance, only very recently it was proved in [11] that the non-hyperbolic ergodic measures constructed in [13] have zero entropy.

Even if one performs constructions such as [13, 5, 6, 4, 7] in the toy model scenario of a locally constant skew-product with circle fibers and with a shift map on the base, the resulting measures are far from being fully understood.

Therefore, this paper is motivated by the following question: what is the disintegration along the fibers of the GIKN [13] measures? We attack this question in the setting of a locally constant skew product with circle fiber maps and the shift space with finitely many symbols on the base, the original (and simpler) setting of the GIKN construction. We solve the question, in this setting, by introducing the notion of measures with periodic repetitive pattern (see Definition 2.4), from which the GIKN measures form a particular case. We study some ergodic theoretic properties of measures with periodic repetitive pattern (for instance, we prove they have always zero entropy, as does the GIKN measures due to [11]) and prove that, when they are ergodic, their disintegration along the fibers is atomic (see the next section for precise definitions and statements). In particular, this shows that the GIKN measures have atomic disintegration. This is interesting as we are able to analyse the disintegration of these measures in the context of zero Lyapunov exponent and zero entropy.

We point out that the quest for understanding the structure and fine properties of non-hyperbolic measures within the setting of partially hyperbolic dynamics is a strongly active and wide open area of research. Let us mention for instance the recent work by Diaz-Gelfert-Rams [10] in which they pursue this direction for non-trivial models of partially hyperbolic dynamics, given as a skew-product over a shift with concave interval fiber maps. In their work, the atomicity of the disintegration of all ergodic measures (Theorem 2.15) plays an important role.

This paper is organized as follows: in Section 2 we present our setting, give the definition of measures with periodic repetitive pattern and state precisely our results. In Section 3 we show that measures with periodic repetitive pattern always have zero entropy. Our main result, about the disintegration of such measures is proven in Section 4.
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2. Setting and statement

We fix \( k \in \mathbb{N} \) and consider \( k \) diffeomorphisms \( f_j : S^1 \to S^1 \), of class \( C^1 \). Let \( \Sigma_k = \{1, \ldots, k\}^\mathbb{Z} \) be the space of two-sided sequences over a finite alphabet with \( k \) symbols.

\(^1\)Unfortunately, we are not able to tell if a measure with periodic repetitive pattern is always ergodic or not. We give some information on this direction, though. See Theorem 1.
We denote by $\sigma : \Sigma_k \to \Sigma_k$ the shift map. As we shall have to deal with sequences of sequences, in general the elements of $\Sigma_k$ will be denoted as $\xi = (\omega_n)_{n \in \mathbb{Z}}$.

Consider $M \overset{\text{def}}{=} \Sigma_k \times \mathbb{S}^1$ and the locally constant skew product map $T : M \to M$, which is given by

$$T((\xi, x)) = (\sigma(\xi), f_{\omega_n}(x)).$$

The positive action of $T$ on the fibers of $M$ is determined by the semi-group $G^+(f_1, \ldots, f_k)$ of all possible compositions $f_{\omega_n} \circ \cdots \circ f_{\omega_1}$. Given $\xi \in \Sigma_k$, we denote $f_{\omega_n}^\xi(q) \overset{\text{def}}{=} f_{\omega_n} \circ \cdots \circ f_{\omega_1}(q)$.

Notice that if a point $x \in M$ is periodic for $T$, then there must exist a finite sequence $\omega_1\omega_2\ldots\omega_n$ of symbols $\{1, \ldots, k\}$ so that considering the point $\xi = \ldots\omega_1\ldots\omega_n\omega_1\ldots\omega_n\ldots$ in $\Sigma_k$ we have $x = (\xi, q)$ for some $q \in \mathbb{S}^1$. In this case, we shall make an abuse of notation and refer the finite sequence $\omega_1\omega_2\ldots\omega_n$ as the point $\xi \in \Sigma_k$, or sometimes we say that $\xi \in \Sigma_k$ is determined by the finite sequence $\omega_1\omega_2\ldots\omega_n$.

2.1. Probability measures. For a compact metric space $(X, d)$, we shall denote by $\mathcal{P}(X)$ the space of probability measures over $X$, endowed with its weak-star topology. Given a discrete time dynamical system $T : X \to X$, we denote by $\mathcal{P}_T(X)$ those measures which are invariant under $T$. We denote by $h_T(T)$ the measure theoretical entropy of $T$ with respect to an element $\mu \in \mathcal{P}_T(X)$. See [25] for definitions and basic concepts in ergodic theory.

2.2. Measure disintegration. As we are exclusively working on $M = \Sigma_k \times \mathbb{S}^1$ and the foliation considered is $\{\{\xi\} \times \mathbb{S}^1\}_{\xi \in \Sigma_k}$ we state Rohklin’s disintegration theorem already for this context (see [12] or the appendix on measure disintegration of [8] for more general statements).

**Theorem 2.1.** Let $\mu$ be a Borel measure on $M$. Then there exists a family of probabilities $\{\mu_\xi\}_{\xi \in \Sigma_k}$ such that $\mu_\xi(\{\xi\} \times \mathbb{S}^1) = 1$ and

$$\mu(A) = \int_{\Sigma_k} \mu_\omega(A) d\nu,$$

where $\nu = \pi_\ast \mu$, and $\pi : M \to \Sigma_k$ is natural the projection map onto the base coordinate.

The family $\{\mu_\xi\}_{\xi \in \Sigma_k}$ is known as the conditional measures of $\mu$, this family is unique $\nu$ almost every point $\xi$.

**Definition 2.2.** We say that a measure $\mu \in \mathcal{P}_T(M)$ has atoms in its disintegration if there exists a set $W \subset \Sigma_k$ with $\nu(W) > 0$ such that if $\xi \in W$ then the conditional measure $\mu_\xi$ is atomic. We say that $\mu$ has atomic disintegration with respect to the vertical fibers provided that the conditional measures of $\mu$ are atomic measures $\nu$-almost every $\xi \in \Sigma_k$.

**Remark 2.3.** Notice that if $\mu \in \mathcal{P}_T(M)$ is ergodic and has atoms in its disintegration then actually $\mu$ has atomic disintegration, as the set of atoms is an invariant set.

2.3. GIKN measures. In [13], Gorodetski, Ylyashenko, Kleptsyn and Nalsky provided a construction of ergodic measures with zero fiber Lyapunov exponent\(^2\) for an open class skew-product maps $T : M \to M$, meaning that the map $G : M \to M$ associated with $\{g_1, \ldots, g_k\}$ also has a measure with the same property, whenever $g_i$ is close enough to $f_i$ for every $i = 1, \ldots, k$.

The motivating problem for our work was to try to determine the disintegration of the GIKN measures.

\(^2\)Since we will not use the concept of fiber Lyapunov exponent in our work, we refer the reader to [13] for its definition.
For the sake of completeness, let us briefly summarize the construction. The measure \( \mu \) is obtained as a limit of Dirac measures uniformly distributed along periodic orbits. One starts with an element \( g_0 \in G^+(f_1, \ldots, f_k) \), having an attractive fixed point \( q_0 \) and having a Lyapunov exponent \( \lambda_0 \). One fixes the point \( \xi_0 \in \Sigma_k \) determined by the finite word \( \omega_{\pi_0} \ldots \omega_{\pi_1} \) such that \( g_0 = f^{\xi_0}_{\pi_0} \). Then \((\xi_0, q_0) \in M \) is \( T \)-periodic. The sequence of periodic points \((\xi_n, q_n)\) is obtained by an inductive procedure (which is precisely described in Lemma 3 of [13]).

More precisely, to define the \( n+1 \)-th-periodic orbit from the \( n \)-th one, they choose a small interval \( J_n \) around the point \( q_n \) in the circle, and apply to it a new map \( g_{n+1} = T R_n \circ g_{k_{n+1}} \), where \( g_n = f^{\xi_n}_{\pi_n} \), while \( T R_n \in G^+(f_1, \ldots, f_k) \) is a composition of \( R_n \) maps. This “noisy” which is introduced in the previous periodic orbit \((\xi_n, q_n)\) is devised to decrease the Lyapunov exponent and spread a little more the support of the measure. The noisy is also chosen so that \( g_{n+1}(J_n) \subset J_n \) with \( |g'_{n+1}|J_n| < 1 \). Thus, there exists a \( g_{n+1} \)-fixed point \( q_{n+1} \in J_n \), and the finite word \( \xi_{n+1} \) associated with the composition \( g_{n+1} \) gives a new periodic orbit \((\xi_{n+1}, q_{n+1})\). The important parameters in the construction are the large number \( k_{n+1} \), the noisy map \( T R_n \) and the small interval \( J_n \). They are chosen so that the Lyapunov exponent \( \lambda_{n+1} \) of the new measure satisfies \( \lambda_n / 2 \leq \lambda_{n+1} < 0 \). For the ergodicity of the limit measure, it is fundamental that the new orbit follows a “repetitive pattern” with respect to the initial one. This is translated by two conditions: there exists a constant \( C = C(f_1, \ldots, f_k) \) such that

\[
\frac{R_{n+1}}{k_{n+1} \pi_n} \leq C \lambda_n,
\]

and also that

\[
(\max_j |f'_j|) \pi_n |J_n| < \gamma_n,
\]

where the sequence \( \gamma_n \) is summable. These two condition taken together ensure that all the subsequent orbits shadow the \( n \)-th orbit from time 0 to \( \pi_n - 1 \) during a very large proportion of their own period. Using this, they manage to show (in Lemma 2) that the limit measure is ergodic.

\[\text{Figure 1. The iterative procedure in the GIKN construction.}\]
2.4. Periodic orbits with repetitive pattern. We propose the definition below, in which we have tried to extract the essential features in the GIKN construction, with respect to the problem of determining the disintegration of the limit measure.

Given an interval \( J \subset \mathbb{S}^1 \) we denote by \(|J|\) its length. Also, for a map \( g : \mathbb{S}^1 \rightarrow \mathbb{S}^1 \), we denote its derivative by \( g' \). The following definition is largely inspired by [13].

**Definition 2.4.** We say that a sequence \( X_n = O((\xi_n, q_n)) \) of \( T \)-periodic orbits, where \( \xi_n \in \Sigma_k \) is generated by the finite sequence \( \omega_0^{n_1} \cdots \omega_{n_k} \), has a repetitive pattern if

1. There exists a nested sequence of intervals \( J_{n+1} \subset J_n \subset \mathbb{S}^1 \) such that \( q_n \in J_n \). Moreover, for every \( n \), \( 0 < |J_{n+1}| < |J_n| \) and \( |J_n| \to 0 \).
2. The intervals \( J_0 \) and \( f_{\omega_0} \cdots f_{\omega_{n_1}}(J_0) \), for \( \ell = 1, \ldots, n_0 - 1 \) are two by two disjoint.
3. For each \( n \geq 0 \), the map \( g_n \coloneqq f_{\omega_0} \cdots f_{\omega_{n_1}} \) satisfies: \( q_n \in \text{Fix}(g_n) \) and \( |g_n'| J_n | < 1 \). Moreover, for each \( n \geq 1 \), there exists \( T_{R_n} \) which is a composition of \( R_n \geq 1 \) maps \( f_1, \ldots, f_k \) and an integer \( k_n \geq 2 \) such that \( g_n = T_{R_n} \circ g_{n-1}^{k_n} \).
4. The numerical sequence \( \lambda_n \coloneqq \frac{R_n}{k_n n_{n-1}} \) is summable.

By condition (1) in the definition, the intersection \( J_0 \cap \cdots \cap J_n \) is a singleton, whose element we denote by \( g \). In this definition, the family of maps \( g_n : \mathbb{S}^1 \rightarrow \mathbb{S}^1 \) works as a kind of *first return* maps to the initial interval \( J_0 \) of the construction. Each \( g_n \) is a contraction of a sub-interval of \( J_0 \).

![Figure 2. Definition 2.4.](image)

Figure 2. Definition 2.4. \( g_0 \) is a contraction of the black interval \((J_0)\) to itself, and fixes \( q_0 \); \( g_1 \) contracts the blue interval to itself \((J_1)\) and fixes \( q_1 \); \( g_2 \) fixes \( q_2 \) and contracts the red interval \((J_2)\) to itself.

2.5. Ergodic properties of periodic orbits with repetitive pattern. As it may be of independent interest, we study here some ergodic theoretical properties of sequences of periodic orbits with repetitive pattern. We apply the tools of [11] to establish the following

**Theorem 1.** Let \( X_n = O((\xi_n, q_n)) \) be a sequence of periodic orbits with repetitive pattern. Then, the sequence of projected measures

\[
\nu_n \coloneqq \frac{1}{n} \sum_{\ell=0}^{n-1} \delta_{\sigma^\ell(x_n)}
\]

converges to a \( \sigma \)-invariant and ergodic measure \( \nu \), with \( h_\nu(\sigma) = 0 \).

Despite of this theorem, the behaviour of the sequence of \( T \)-invariant measures

\[
\mu_{X_n} \coloneqq \frac{1}{n} \sum_{\ell=0}^{n-1} \delta_{F^\ell(x_n)}
\]

seems to be more complicated. We do not know if this sequence always converges, nor assuming it converges, whether or not the limit is an ergodic measure. Nevertheless, we introduce the following terminology
Definition 2.5 (Measures with periodic repetitive pattern). We say that a probability measure $\mu$ over $M$ has periodic repetitive pattern if there exists a sequence $X_n = O((\xi_n, q_n))$ of $T$-periodic orbits with repetitive pattern such that the measures $\mu_{X_n}$ converges to $\mu$.

Using Theorem 1 we obtain

**Corollary 2.6.** If $\mu$ is an $T$-invariant measure with periodic repetitive pattern then its entropy satisfies $h_\mu(T) = 0$.

Concerning disintegration, which is the main theme of this paper, we have the following.

**Theorem 2.** Let $\mu$ be a probability measure with periodic repetitive pattern. Then, $\mu$ has atoms in its disintegration. In particular, if $\mu$ is ergodic then its disintegration along the fibers of $M$ is atomic.

As we discussed above, the GIKN measures [13] are ergodic measures with periodic repetitive pattern. We obtain thus:

**Corollary 2.7.** The GIKN measures have atomic disintegration along the fibers.

3. Entropy of measures with periodic repetitive pattern

Our goal in this section is to prove that measures with periodic repetitive pattern have always zero entropy. Our strategy is to prove that the projection of the measure on the base has zero entropy, and then to use Ledrappier-Walters’ formula [17]. The proof that the projected measure has zero entropy uses [11]. For this, we begin this section recalling the notion of Feldman-Katok convergence of measures, introduced in [11].

3.1. The Feldman-Katok pseudometric. We shall recall briefly this concept here. For more details the reader may consult [11].

Let $(X, d)$ be a compact metric space and denote $X^\infty \overset{\text{def}}{=} X^\mathbb{N}$. The Feldman-Katok pseudometric is a pseudo-metric on the space $X^\infty$. Let us present its definition. Fix $x, y \in X^\infty$. Given $n \in \mathbb{N}$, a $(n, \delta)$-match between $x$ and $y$, or simply a $(n, \delta)$-match if there is no risk of confusion, is an order preserving bijection $p : D \rightarrow R$, with $D, R \subset \{0, \ldots, n - 1\}$ which identifies points on the sequences $x$ and $y$ that are $\delta$-close, i.e. if $i \in D$ then $d(x_i, y_{p(i)}) < \delta$. The fit size of a $(n, \delta)$-match is the cardinality $\#D$ of its domain.

**Definition 3.1 ((n, δ)-gap function).** Given $x, y \in X^\infty$ the $(n, \delta)$-gap between $x$ and $y$ is the number

$$\mathcal{F}_{n, \delta}(x, y) \overset{\text{def}}{=} 1 - \max\left\{\#D ; p : D \rightarrow R \text{ is a } (n, \delta) \text{-match}\right\}.$$

The $(n, \delta)$-gap function measures the proportion of points in the two sequences $x$ and $y$ which are far apart within a certain scale, up to time $n$. Intuitively, we see that if two sequences satisfy $\lim_{n \rightarrow \infty} \mathcal{F}_{n, \delta}(x, y) = 0$, for every $\delta$, then the ergodic behaviour of the sequences should be indistinguishable. Therefore, in some sense, analysing the asymptotic behaviour of the numerical sequence $\mathcal{F}_{n, \delta}(x, y)$ should give information on how distinct from the ergodic point of view the two sequences are. This motivates considering the number

$$\mathcal{F}_\delta(x, y) \overset{\text{def}}{=} \limsup_{n \rightarrow \infty} \mathcal{F}_{n, \delta}(x, y),$$

which is called the $\mathcal{F}_\delta$-pseudo-distance. We are finally in position to present the Feldman-Katok pseudometric.
Definition 3.2 (The Feldman-Katok pseudometric). The Feldman-Katok pseudometric is the function defined by
\[
F_K(x, y) \overset{\text{def}}{=} \inf \{\delta > 0; \overline{f}_\delta < \delta\}.
\]

We shall need the lemma below, whose proof we refer to [11], page 9.

Lemma 3.3. (a) If \( x, y \in X^\infty \) are periodic sequences with a common period \( N \) then
\[
\overline{f}_\delta(x, y) = \lim_{m \to \infty} \overline{f}_{mN, \delta}(x, y).
\]
(b) If, for some \( \delta, \varepsilon > 0 \), one has \( \overline{f}_\delta(x, y) \leq \varepsilon \) then \( F_K(x, y) \leq \delta + \varepsilon \).

3.2. \( F_K \) Cauchy sequences of orbits. Now, we assume that there exists a discrete time dynamical system \( T : X \to X \) acting on the space \( X \). Notice that the orbit of a point \( x_0 \in X \) determines a point in \( x \in X^\infty \). We recall now the notion of a Cauchy sequence in the space of sequences.

Definition 3.4 (\( F_K \) Cauchy sequence). We say that a sequence \( x_n \in X^\infty \) is \( F_K \)-Cauchy if for every \( \varepsilon > 0 \) there exists \( n_0 \in \mathbb{N} \) such that \( m, n \geq n_0 \) implies \( F_K(x_n, x_m) < \varepsilon \).

We state below a result taken from [11] in a form suitable for our purposes. We remark that stronger statements are obtained in [11], but as we will not use their entire force we prefer to remain in a simper context.

The setting is the following. Recall that \( \mathcal{P}(X) \) denotes the space of probabilities measures over \( X \) endowed with the weak* topology. Consider \( \{\xi_n\} \subset X \) a sequence of \( T \)-periodic points, with period \( \pi_n \), and let \( x_n \in X^\infty \), for each \( n \), denote the orbit \( O_T(\xi_n) \) in the space of sequences. Then, \( x_n \) is a generic sequence for the measure
\[
\nu_n = \frac{1}{\pi_n} \sum_{\ell=0}^{\pi_n-1} \delta_{T^\ell(\xi_n)}.
\]

Recall that a sequence \( x \in X^\infty \) is said to be a generic sequence for some measure \( \mu \in \mathcal{P}(X) \) if the sequence of measures \( 1/m \sum_{\ell=0}^{m-1} \delta_{x_\ell} \) converges to \( \mu \) in the space \( \mathcal{P}(X) \).

The next theorem is a compilation of several statements from [11], applied to the particular case we are interested.

Theorem 3.5. If the sequence of periodic orbits \( x_n \in X^\infty \) is \( F_K \)-Cauchy then there exists a probability measure \( \nu \) over \( X \) such that \( \nu_n \to \nu \) in \( \mathcal{P}(X) \). Moreover, \( \nu \) is an ergodic measure satisfying \( h_\nu(T) = 0 \).

Proof. By Lemma 28 of [11] there exists a sequence \( x \in X^\infty \) such that \( F_K(x_n, x) \to 0 \). Since, for each \( n \), the sequence \( x_n \in X^\infty \) is a generic sequence for the measure \( \nu_n \), Theorem 33 of [11] implies there exists a measure \( \nu \in \mathcal{P}(X) \) so that \( x \) is a generic sequence for \( \nu \) and \( \nu_n \to \nu \). This measure is ergodic by Theorem 40 of [11] and since \( h_\nu(T) = 0 \), for every \( n \) the lower semicontinuity of entropy with respect to \( F_K \) convergence, established in Theorem 41 of [11] yields the zero entropy claim, concluding.

3.3. The projection of a sequence of periodic orbits with repetitive pattern is \( F_K \) Cauchy. We return now to our context of a locally constant skew product \( T : M \to M \) over a shift of \( k \)-symbols on the base. Let \( \omega_{\xi_n, q_n} \) be a sequence of periodic orbits with repetitive pattern. Then, projecting down on the base space \( \Sigma_k \) we have a sequence of \( \sigma \)-periodic points \( \xi_n \), generated by a finite word \( \omega_1^n \ldots \omega_{\pi_n}^n \) of symbols over the alphabet \( \{1, \ldots, k\} \), satisfying
(1) for every $n \geq 1$, there exists $k_n \geq 2$ and a finite word $\alpha_n = \alpha_1^n \ldots \alpha_{R_n}^n$ of length $R_n \geq 1$ so that the finite word $\xi_n$ can be written

$$\xi_n = \xi_{k_n-1}^{k_n} \alpha_n.$$ 

(2) The sequence of real numbers $\lambda_n = \frac{R_n}{k_n \pi_n - 1}$ is summable.

**Remark 3.6.** Since $k_n \geq 2$ and $\pi_n = \pi_{n-1} k_n + R_n$, for every $n$, we have that $\pi_n > 2^n$. This is going to be used in the proof of Lemma 3.7.

We shall apply the Feldman-Katok pseudometric on the space $X^\infty$, where $X = \Sigma_k$, endowed with the standard metric $d$.

As we mentioned above in a wider generality, the orbit of the point $\xi_n \in X$ under the shift map $\sigma : X \to X$ gives a point on the space $X^\infty$, which we will denote by $y_n$. The main result of this section, is the following estimation

**Lemma 3.7.** $\mathcal{T}_K(y_n, y_{n+1}) \leq \lambda_{n+1} + \frac{n+1}{2^n}$.

Notice that Lemma 3.7 implies that $x_n \in X^\infty$ is an $\mathcal{T}_K$-Cauchy sequence of orbits, and therefore Theorem 1 follows directly from Theorem 3.5.

**Proof of Lemma 3.7.** We fix $\delta = 2^{-n}$, aiming to apply Lemma 3.3. Notice that our choice of $\delta$ depends on the points $y_n, y_{n+1}$ whose $\mathcal{T}_K$ distance we want to estimate. Also, recall from the definition of the distance function on the shift space $X = \Sigma_k$, two terms in the sequences $y_n, y_{n+1}$ are $\delta$-close if they correspond to sequences in $\Sigma_k$ which are equal from positions $-n$ to $n$.

Now let $N = \pi_n \pi_{n+1}$ be a common period for the sequences $y_n, y_{n+1}$, and $m \in \mathbb{N}$. Then, looking at $\xi_{n+1}$ as a finite word of length $mN$ over the alphabet $\{1, \ldots, k\}$, we see that it is composed by $m \pi_n$ blocks of $k_{n+1}$ repetitions of the finite word $\xi_n = \omega_1^\pi \ldots \omega_{\pi_n}^\pi$ and each block is followed by the word $\alpha_1^n \ldots \alpha_{R_n}^n$. On the other hand, the word $\xi_n$ is simply a block of $m \pi_{n+1}$ repetitions of $\omega_1^\pi \ldots \omega_{\pi_n}^\pi$.

Since $\pi_{n+1} > k_{n+1} \pi_n$ we see that in both sequences $\xi_n, \xi_{n+1}$ we have (at least) $mk_{n+1} \pi_n$ repetitions of the word $\omega_1^\pi \ldots \omega_{\pi_n}^\pi$, and these repetitions come in blocks of $k_{n+1}$ repetitions. Along each one of these blocks we have at least $\pi_n k_{n+1} - 2n$ positions in which the two sequences coincide from $n$ positions backwards to $n$ positions forward.

Therefore, we can define a $(mN, \delta)$-match between $y_n$ and $y_{n+1}$ whose fit size is $m \pi_n (\pi_k k_{n+1} - 2n)$. It follows that

$$\mathcal{T}_{mN, \delta}(y_n, y_{n+1}) \leq 1 - \frac{m \pi_n (\pi_k k_{n+1} - 2n)}{N} \leq \frac{R_{n+1} + 2n}{\pi_{n+1}}.$$ 

Now, by definition of $\lambda_{n+1}$, we have $\frac{R_{n+1}}{\pi_{n+1}} = \frac{\lambda_{n+1}}{1 + \lambda_{n+1}}$ and by Remark 3.6 $\frac{2n}{\pi_{n+1}} < \frac{n}{2^n}$. We deduce from (a) of Lemma 3.3 that

$$\mathcal{T}_{\delta}(y_n, y_{n+1}) \leq \lambda_{n+1} + \frac{n}{2^n}.$$ 

Since $\delta = 2^{-n}$, it suffices now to apply (b) of Lemma 3.3 to conclude. \qed

---

4Recall that when $\xi \in \Sigma_k$ is $\sigma$-periodic we make the abuse of notation of using $\xi$ also to denote the finite word $\omega_1 \ldots \omega_\pi$. In this notation, $\xi^k$ means the finite word obtaining from repeating the $\xi$ exactly $k$ times.
3.4. **Proof of Corollary 2.6.** Let \( \mu \in \mathcal{P}_T(M) \) be a measure with periodic repetitive pattern. Consider \( \pi : M \to \Sigma_k \) the projection map onto the first coordinate. By definition of \( F \), we have \( \pi \circ F = \sigma \circ \pi \). Then, \( \nu = \pi_* \mu \) is a \( \sigma \)-invariant measure. By Ledrappier-Walters formula [17], we have that

\[
(1) \quad h_\mu(T) \leq h_\nu(\sigma) + \int_{\Sigma_k} h(T, \pi^{-1}(\xi)) d\nu(\xi).
\]

Let \( X_n = O((\xi_n, q_n)) \) be a sequence of periodic orbits with repetitive pattern generating \( \mu \), i.e. such that the sequence of measures \( \mu_{X_n} = 1/\pi_n \sum_{\ell=0}^{\pi_n-1} \delta_{\pi^{-\ell}(\xi_n,q_n)} \) converges to \( \mu \) in \( \mathcal{P}(M) \). Notice that \( \pi_* \mu_{X_n} = \nu_n \), where \( \nu_n = 1/\pi_n \sum_{\ell=0}^{\pi_n-1} \delta_{\sigma^\ell(\xi_n)} \). By Theorem 1, \( \nu_n \) must converge to some ergodic \( \sigma \)-invariant, with zero entropy measure. On the other hand, since \( \pi_* : \mathcal{P}_T(M) \to \mathcal{P}_\sigma(\Sigma_k) \) is continuous with respect to the weak* topologies on both spaces, one deduces that \( \nu_n \to \nu \). Therefore, \( h_\nu(\sigma) = 0 \). By (1) it only remains to show the following

\[
(2) \quad h(T, \pi^{-1}(\xi)) = 0, \text{ for every } \xi \in \Sigma_k.
\]

This is the precise formulation of the fact the our skew product map \( T \) carries no entropy in the fibers. This is somewhat folklore, but for the sake of completeness let us present a short proof. The goal is to show that for every \( \varepsilon > 0 \) small enough, the cardinality of an \((n,\varepsilon)\)-spanning set grows at most linearly with \( n \), which directly implies (2). The argument is essentially the same as the one in the proof of the well-known fact that circle homeomorphisms have zero topological entropy (see [25], page 180 for the details).

Fix \( n \) and let \( K \subset \pi^{-1}(\xi) \) be a \((n,\varepsilon)\)-spanning set. We claim that adding no more than \([1/\varepsilon]+1\) points (where \([\ ]\) denotes the integer part) one obtains a \((n+1,\varepsilon)\)-spanning set. Indeed, it suffices to consider the intervals of the fiber \( \pi^{-1}(\sigma^n(\xi)) \) whose endpoints are determined by the second coordinate of the points \( T^n(x), T^n(y) \), with \( x, y \in K \), and just add points to those intervals (if necessary) so that the new set is \( \varepsilon \)-dense in the fiber. Taking the pre-image under \( T^n \), one obtains no more than \([1/\varepsilon]+1\) on the initial fiber \( \pi^{-1}(\xi) \). If \( \varepsilon > 0 \) is small enough, by continuity of \( T \), the new set is \((n+1,\varepsilon)\)-spanning. Since the cardinality of a \((1,\varepsilon)\)-spanning set is clearly bounded by \([1/\varepsilon]+1\), this proves that the cardinality of a \((n,\varepsilon)\)-spanning set is bounded by \( n([1/\varepsilon]+1) \), which establishes (2). This completes the proof of Corollary 2.6.

4. **Proof of Theorem 2**

The main idea for the proof can be extracted from Figures 2 and 1 and the recursive equation

\[
\pi_{n+1} = k_{n+1} \pi_n + R_{n+1}.
\]

A portion of the periodic orbit \( X_n \), on the fiber, consists in applying the initial contractive map \( g_0 \). This portion of the orbit can be localized inside smaller and smaller “horizontal strips” \( \Sigma_k \times A_n \), where \( A_n \) is a disjoint union of finitely many small intervals of the circle. The key is that the proportion of \( X_n \) occupied by this part decreases but stabilizes in a positive number, due to the summability condition (4) in Definition 2.4.

4.1. **Reduction to a statistical lemma.** Using our convention for periodic orbits, we denote \( x_n = (\xi_n, q_n) \) where \( \xi_n \in \Sigma_k \) is an infinite repetition of a finite sequence \( \omega_1^n \ldots \omega_n^n \).

Fix \( n > 0 \) and fix any interval \( J' \subset J_n \) such that \( q_n \in J' \) and \( J_{n+1} \subset J' \). For each such \( J' \) consider the union of intervals (see Figure 2).

\[
I_n(J') \overset{\text{def}}{=} \bigcup_{\ell_0=0}^{k_n} \bigcup_{\ell_{n-1}=0}^{k_{n-1}} \cdots \bigcup_{\ell_1=0}^{k_1} g_{\ell_1}^{f_1} \circ g_{\ell_2}^{f_2} \circ \cdots \circ g_{\ell_n}^{f_n}(J')
\]
and

\[ A_n(J') \overset{\text{def}}{=} I_n(J') \cup \left( \bigcup_{k=0}^{\pi_0} f_{\omega_0} \circ \cdots \circ f_{\omega_k}(I_n(J')) \right). \]

Notice that \( A_n(J') \) is a union of two-by-two disjoint intervals because the maps \( g_n \) are contractions. Since \( 0 < |J_{n+1}| < |J_n| \) one can choose \( J' \) as above, satisfying moreover that \( \mu(\partial(\Sigma_k \times A_n(J'))) = 0 \), for every \( n \geq 1 \). For simplicity, we shall denote \( A_n \overset{\text{def}}{=} A_n(J') \), with this special choice of \( J' \), for each \( n \). This yields the lemma below.

**Lemma 4.1.** For every \( n \geq 1 \) the following two properties hold.

1. If \( m > n \) then \( A_m \subset A_n \).
2. \( \mu(\Sigma_k \times A_n) = \lim_{m \to \infty} \mu_{X_m}(\Sigma_k \times A_n) \)

The key lemma of our proof is the following statistical estimation about the periodic orbits \( X_n \).

**Lemma 4.2.** There exists \( \rho > 0 \) such that \( \mu_{X_n}(\Sigma_k \times A_n) \geq \rho \), for every \( n \geq 1 \).

Let us show how to conclude Theorem 2 from this lemma.

**Proof of Theorem 2.** Consider \( \mathcal{U} = \bigcap_{n=1}^{\infty} \Sigma_k \times A_n \). Fix \( n \geq 1 \). By (1) of Lemma 4.1 and by Lemma 4.2 for every \( m > n \) one has that

\[ \mu_{X_m}(\Sigma_k \times A_n) \geq \mu_{X_n}(\Sigma_k \times A_m) \geq \rho. \]

Thus, by (2) of Lemma 4.1 we deduce that \( \mu(\mathcal{U}) \geq \rho > 0 \).

Let \( \nu \) be the projection of \( \mu \) in \( \Sigma_k \) so that \( \mu = \int_{\Sigma_2} \mu_{\xi} d\nu \), where for \( \nu \) almost all \( \xi \in \Sigma_2 \), \( \mu_{\xi} \) is a probability over the fiber \( \{\xi\} \times S^1 \), the disintegration of \( \mu \) along that fiber. In particular,

\[ \mu(\mathcal{U}) = \int_{\Sigma_2} \mu_{\xi}(\mathcal{U}) d\nu \geq \rho. \]

Notice that for \( \nu \) almost all \( \xi \in \Sigma_2 \) one has \( \mu_{\xi}(\mathcal{U}) = \mu_{\xi}(\{\xi\} \times S^1) \cap \mathcal{U} \). Also, one has that

\[ (\{\xi\} \times S^1) \cap \mathcal{U} = \bigcup_{n=1}^{\infty} \bigcup_{\ell=1}^{\pi_0} \bigcup_{k=0}^{k_n-1} \bigcup_{k_1}^{k_1} \bigcup_{\ell_1=0}^{1} \{\xi\} \times f_{\omega_0} \circ \cdots \circ f_{\omega_k} \circ g_{\ell_1}^0 \circ g_{\ell_1}^1 \circ \cdots \circ g_{\ell_1}^{k_1}(\{q\}). \]

Let \( \{a_n^\xi\} \) be an enumeration of the set on the right-hand side of the above equality. This implies that \( \mu_{\xi}(\mathcal{U}) = \sum_{n=1}^{\infty} \mu_{\xi}(a_n^\xi) \), for \( \nu \) almost all \( \xi \in \Sigma_2 \). On the other hand, formula (3) implies that there exists a set \( W \subset \Sigma_2 \) with \( \nu(W) > 0 \) such that \( \xi \in W \) implies \( \mu_{\xi}(\mathcal{U}) > 0 \).

Therefore, for \( \nu \) almost every \( \xi \in W \) there exists some \( n \) such that \( \mu_{\xi}(a_n^\xi) > 0 \), and so the measure \( \mu_{\xi} \) is atomic. This achieves the desired conclusion.

\[ \square \]

4.2. **The iterative estimate.** Recall from (4) in Definition 2.4 that the sum \( \sum_{n=1}^{\infty} \lambda_n \) is finite. Let us denote this sum by \( \lambda \). Define recursively a sequence \( \rho_n \) by

\[ \rho_1 \overset{\text{def}}{=} \frac{1}{1 + \lambda_1} \quad \text{and} \quad \rho_{n+1} = \frac{\rho_n}{1 + \lambda_{n+1}}. \]

The recursive formula for \( \rho_n \) yields that \( \rho_n \) is a decreasing sequence satisfying

\[ \rho \overset{\text{def}}{=} \lim_{n \to \infty} \rho_n \geq e^{-\lambda} > 0. \]

Now, Lemma 4.2 is a direct consequence of the following
Proposition 4.3. For each \( n \) the proportion of the orbit \( X_n \) whose fiber coordinate belongs to \( A_n \) is larger than \( \rho_n \), i.e.
\[
\frac{\# \{ \ell \in \{1, \ldots, \pi_n\} : f_{\omega^\ell_0} \circ \cdots \circ f_{\omega^\ell_1}(q_n) \in A_n \}}{\pi_n} \geq \rho_n,
\]
for every \( n \geq 1 \).

The proof of this proposition has two main parts. First, we decompose the word \( \omega^n \) as several repetitions of the initial word \( \omega_0 \) plus the “noisy” words with length \( R_i \) and we prove that along each such repetition of \( \omega_0 \) the orbit of \( x_n \) has its fiber coordinate inside \( A_n \). The second step is to estimate the proportion that such repetitions occupy inside the word \( \omega^n \).

We now conclude the proof of Theorem 2 by establishing Lemma 4.3.

Proof of Proposition 4.3. Since \( g_1 = T_{R_1} \circ \alpha_{R_1}^{k_1} \), due to condition (3) in Definition 2.4 we must have \( \xi_1 = (\xi_0)^{k_1} \circ \alpha_{R_1} \), where \( \alpha_{R_1} \) is a finite word of length \( R_1 \). Similarly, since \( g_2 = T_{R_2} \circ \alpha_{R_2}^{k_2} \) there must exist a finite word \( \alpha_{R_2} \) of length \( R_2 \) such that
\[
\xi_2 = (\xi_0)^{k_2} \circ \alpha_{R_2} = [(\xi_0)^{k_1} \circ \alpha_{R_1}^{k_2} \circ \alpha_{R_2}].
\]

Proceeding in this way, we see that for each \( n \) the finite word \( \xi_n \) is composed by blocks of the form \( \omega_1^0 \ldots \omega_0^0 \) plus blocks \( \alpha_{R_1} \). We claim that for each \( \ell \) so that \( \omega_\ell^n \) belongs to one of the blocks \( \omega_1^0 \ldots \omega_0^0 \), then \( f_{\omega_\ell^n} \circ \cdots \circ f_{\omega_1^n}(q_n) \in A_n \).

Before proving the claim, observe that for every such \( \ell \) one has that
\[
\text{for some } j = 1, \ldots, \pi_0 - 1 \text{ and some choice of numbers } \ell_k \text{ satisfying } \ell_k \in \{1, \ldots, k_n\}.
\]

Let us now prove the claim by induction over \( n \). The equality \( \xi_1 = (\xi_0)^{k_1} \circ \alpha_{R_1} \) and the fact that \( g_0 = f_{\omega_0^n} \circ \cdots \circ f_{\omega_1^n} \) establishes the validity of the claim for \( n = 1 \). Assume it has been shown for \( n \) and let us prove it for \( n + 1 \). As before, the equality \( g_{n+1} = T_{R_{n+1}} \circ \alpha_{R_{n+1}}^{k_{n+1}} \) implies that \( \xi_{n+1} = (\xi_n)^{k_{n+1}} \circ \alpha_{R_{n+1}} \). In particular, this implies that \( \omega_\ell^{n+1} = \omega_\ell^n \) for every \( \ell \leq \pi_n \).

Therefore, the induction hypothesis, the definition of the sets \( A_n \) and equality (4) all taken together imply that for every \( \ell \leq \pi_n \) so that \( \omega_\ell^n \) belongs to one of the blocks \( \omega_1^0 \ldots \omega_0^0 \) inside \( \xi_n \), we have that \( f_{\omega_\ell^n} \circ \cdots \circ f_{\omega_1^n}(q_{n+1}) \in A_{n+1} \) if and only if \( f_{\omega_\ell^n} \circ \cdots \circ f_{\omega_1^n}(q_n) \in A_n \).

Notice also that \( f_{\omega_{n+1}^1} \circ \cdots \circ f_{\omega_{n+1}^{k_{n+1}}} = g_{n+1} \). Take \( \pi_n < \ell < k_{n+1} \pi_n \) and \( r = 1, \ldots, \pi_n \) so that \( \ell = d \pi_n + r \), for some positive integer \( d \).

By the induction hypothesis and by (4), for every \( r \) such that \( \omega_\ell^n \) belongs to one of the blocks \( \omega_1^0 \ldots \omega_0^0 \) that compose \( \xi_n \) (say \( \omega_\ell^n = \omega_0^n \)) we have that \( f_{\omega_\ell^n} \circ \cdots \circ f_{\omega_1^n}(q_{n+1}) \) belongs to
\[
f_{\omega_\ell^n} \circ \cdots \circ f_{\omega_1^n} \left( \bigcup_{\ell_n=0}^{k_n} \cdots \bigcup_{\ell_1=0}^{k_1} g_{\ell_1}^1 \circ \cdots \circ g_{\ell_{n-1}}^{k_{n-1}} \circ g_{\ell_n}^{k_n} (J_{n+1}) \right).
\]

Since the right-hand side above is contained in \( A_{n+1} \), this establishes the claim.

Using this claim, we are reduced to estimate the proportion of \( \ell = 1, \ldots, \pi_n \) such that there exists some \( j = 1, \ldots, \pi_0 \) such that \( \omega_{\ell+i-1} = \omega_0^n \), for every \( i = 1, \ldots, \pi_0 \).

We proceed again by induction over \( n \). Let us begin by proving it for \( n = 1 \). As \( \omega_1^n = (\omega_0^n)^{k_1} \circ \alpha_{R_1} \), the proportion we are looking for is certainly larger or equal than
\[
\frac{k_1 \pi_0}{\pi_1} = \frac{k_1 \pi_0}{k_1 \pi_0 + R_1} = \rho_1.
\]
Now, assume the estimate is proven for $n$, and let us prove for $n+1$. The induction assumption says that at least $\rho_n \pi_n$ numbers $\ell \in \{1, \ldots, \pi_n\}$ satisfy $\omega_{\ell+i-j}^n = \omega_i^0$, for every $i = 1, \ldots, \pi_0$ and some $j = 1, \ldots, \pi_0$.

Since $\omega_{n+1} = (\omega_n)^{R_{n+1}+1}$, where $\alpha_{R_{n+1}}$ is a finite sequence of symbols with length $R_{n+1}$, we deduce that the proportion of $\ell = 1, \ldots, \pi_{n+1}$ such that $\omega_{\ell+i-j}^{n+1} = \omega_i^0$, for every $i = 1, \ldots, \pi_0$ and some $j = 1, \ldots, \pi_0$ is larger or equal than

$$\frac{k_{n+1} \rho_n \pi_n}{\pi_{n+1}} = \frac{k_{n+1} \rho_n \pi_n}{k_{n+1} \pi_n + R_{n+1}} = \rho_{n+1}.$$

This establishes the induction and concludes the proof. \qed
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