First-principles calculation of the electronic nematicity in FeSe
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We report a density functional theory calculation that produces the nonmagnetic electronic nematic state in FeSe, without explicit breaking of the tetragonal lattice symmetry. We incorporate orbital-resolved interactions by +U and hybrid functional, and precondition the initial wavefunction to find local energy minima with spontaneous symmetry breaking. The lowest-energy nematic state we find features an anti-ferro hexadecapolar charge order, instead of a simple ferro-orbital order, which is important to produce the correct Fermi surface topology in FeSe. We propose that the weak inversion symmetry breaking induced by this multipolar order can be detected by high-precision measurement of the band dispersion as well as second-harmonic generation.

First-principles calculation within the framework of density function theory (DFT) has played an important role in understanding the iron-based superconductors. For the high-temperature phase, the standard local density approximation can already qualitatively describe the Fermi surface topology and its orbital components [1–3]. For the magnetic phase, the local spin density approximation or its generalized gradient approximation (GGA) extension can obtain the correct ground-state spin order in most cases [1–2, 4, 5]. Additional corrections to the electronic correlation effects, e.g. the dynamical mean-field theory (DMFT), further reduce some quantitative discrepancies, such as the overestimation of the bandwidth and the magnetic moment [5–6].

However, a first-principles description of the nematic order remains elusive. Dictated by a C4 rotational symmetry breaking, the nematic phase typically resides between the high-temperature symmetric phase and the low-temperature magnetic phase [7]. The attempt to explicitly break the C4 symmetry by straining the lattice in the DFT simulation results in only negligible changes on the electronic structure [8], which is not surprising, since there is strong experimental evidence suggesting that the nematic order is of an electronic origin [9].

There are two main scenarios to explain the electronic mechanism of nematicity [7]. One is to view it as a precursor of the magnetic phase, in which the spin quadrupolar fluctuation first diverges before the ordering of the spins [10–12]. The other is to invoke a spontaneous ferro-orbital ordering [13–15]. In general, these two types of order parameters are intertwined [10], and the C4 symmetry breaking manifests in both the spin and the orbital degrees of freedom simultaneously.

From the DFT perspective, there is no apparent way to take a composite spin order into account. Nevertheless, orbital-resolved approaches, e.g. the +U [17] or hybrid functional [15], renders probe of the nematic order in the orbital channel. We consider FeSe as an ideal target to perform such kind of calculation, because no magnetic order has thus far been observed in FeSe, unless high pressure is applied [19]. Considering that the magnetic correlation remains small within the nematic phase [20], it is reasonable to speculate that the orbital instability might be more noticeable. In addition, inspired by the high superconducting transition temperature of monolayer FeSe on SrTiO3 substrate [21, 22], extensive experimental data have been collected and crosschecked, in particular high-resolution angle-resolved photoemission spectroscopy (ARPES) data [8, 23–38], and thus systematic evaluation of the calculation results is possible.

The main finding of this Letter is that for FeSe a nonmagnetic state with C4 symmetry breaking can indeed be self-consistently obtained from first principles. More surprisingly, the calculation also suggests unexpected multipole order, which further reconstructs the Fermi surface, and reproduces important features of the electronic structure as observed experimentally. In previous theories, orbital splitting with opposite signs around Γ and M points is the dominant order parameter which reproduces the ARPES observations [29–31], but this order parameter cannot arise from mean-field treatment of local correlations on single Fe atoms, and sophisticated many-body theory has to be employed to generate it [30, 31]. Our results show that the ARPES Fermi surface topology can be reproduced by careful treatment of local correlations in DFT.

DFT can be viewed as a Landau-type field theory \( E_{DFT}(\rho(\mathbf{r})) \), in which the electron density \( \rho(\mathbf{r}) \) acts as the order parameter dictating the energy of the system, and the first-principles calculation is to search for the ground state electron density \( \rho_{GS}(\mathbf{r}) \) that minimizes \( E_{DFT} \). It is possible to enlarge the energy functional
into $E_{\text{DFT}}[\rho(\mathbf{r}), \mathbf{s}(\mathbf{r})]$ by including spin density $\mathbf{s}(\mathbf{r})$ as another order parameter. These two order parameters naturally cover the charge density wave and spin density wave instabilities. It is understood that if the ground-state many-body wavefunction $|\Psi_{GS}\rangle$ is known, the order parameters are calculated as $\rho_{GS}(\mathbf{r}) = \langle \Psi_{GS} | \hat{n}(\mathbf{r}) | \Psi_{GS} \rangle$ and $\mathbf{s}_{GS}(\mathbf{r}) = \langle \Psi_{GS} | \mathbf{S}(\mathbf{r}) | \Psi_{GS} \rangle$, in which $\hat{n}$ and $\mathbf{S}$ are the particle number and spin operators, respectively.

One important numerical issue not sufficiently addressed before is that for a correlated system like FeSe, the landscape of $E_{\text{DFT}}$ could be rather complicated, and thus the numerical minimization could be easily trapped to some local minimum point. The common practice to perform the DFT minimization is to iteratively update a set of auxiliary single-particle orbitals, so-called Kohn-Sham orbitals $\{\psi_i(\mathbf{r})\}$, which connects with electron density as $\rho(\mathbf{r}) = \sum_i f_i |\psi_i(\mathbf{r})|^2$ and $f_i$ is the occupation function. Starting from an initial $\rho_0(\mathbf{r})$ that respects the full symmetry of the underlying lattice, the iteration can easily end at a $\rho_{GS}(\mathbf{r})$ without symmetry breaking, if a symmetric local minimum exists. Therefore, to probe potential symmetry breaking, it is beneficial to purposely drag $\rho_0(\mathbf{r})$ away from the symmetric basin by preconditioning the initial $\{\psi_i(\mathbf{r})\}$. For example, to test whether the nematic order can spontaneously develop, we first generate a set of $\psi_i(\mathbf{r})$ from a preparatory calculation on a manually distorted FeSe lattice that explicitly breaks the four-fold rotation symmetry. Then this set of $\{\psi_i(\mathbf{r})\}$ is fed to an undistorted FeSe lattice as a starting point to see whether it flows to a different local minimum. We note that preconditioning is merely a numerical treatment to better search the complicated energy landscape. It does not change the landscape. In other words, no matter how the initial $\{\psi_i(\mathbf{r})\}$ is preconditioned, the energy functional $E_{\text{DFT}}[\rho(\mathbf{r})]$ for the production run is always ensured to be an invariant of the space group P4/nmm. Besides preconditioning, the minimization algorithm is also a matter of concern. We notice that the damped velocity friction algorithm (for electronic minimization) sometimes has a better performance of escaping a shallow local minimum than the blocked Davidson iteration scheme and the direct inversion in the iterative subspace scheme.

Another important point we should note is that all the calculations below focus on the $\mathbf{s}(\mathbf{r}) = 0$ basis. This choice is based on the experimental fact that no intrinsic magnetic ordering transition has been observed in FeSe, and it is theoretically speculated that the ground state is a quantum paramagnet. As long as $|\Psi_{GS}\rangle$ does not break the time-reversal symmetry, $\langle \Psi_{GS} | \mathbf{S}(\mathbf{r}) | \Psi_{GS} \rangle$ is guaranteed to be zero. We note that spin fluctuation, i.e., a nonvanishing $\langle \Psi_{GS} | \Sigma_2(\mathbf{r}) | \Psi_{GS} \rangle$, will certainly renormalize the electronic structures as demonstrated by DMFT. In the present work, this effect is not explicitly taken into account.

The previous DFT works have shown that starting from an initial state with large spin polarization, the minimization can converge to various magnetic configurations with almost degenerate energy. However, none of these magnetic configurations naturally reproduces the ARPES band structure. Some DFT studies suggested artificially adopting higher-energy magnetic configurations, e.g., a Néel order or a superposition of multiple magnetic configurations in order to improve the description. Technically, there is no wonder that $\mathbf{s}(\mathbf{r})$ can provide an additional knob to tune the electronic structure. However, in our calculation, we insist that the time-reversal symmetry should not be explicitly broken. For clarity, we remove $\mathbf{s}(\mathbf{r})$ from the functional in the following discussion.

With the considerations above, $E_{\text{DFT}}[\rho(\mathbf{r})]$ is constructed from the experimental lattice of bulk FeSe and the minimization is performed starting from various initial $\{\psi_i(\mathbf{r})\}$. We first try Perdew-Burke-Ernzerhof functional - one of the most widely employed GGA functional. The calculation does not give any $\rho_{GS}(\mathbf{r})$ with symmetry breaking, which suggests that the standard DFT functional is insufficient to describe the nematic order. This result is in some sense expected, since the nematic order is closely related to the strong interactions among the Fe 3d-orbitals, where the deficiency of the standard DFT is seen most clearly.

There are two widely-employed recipes to improve the description of localized orbitals. One is the DFT+U method, and the other is hybrid functional. One unified view on these two recipes is that they both attempt to cancel the most conspicuous errors in the standard DFT functional: the Hartree-Fock potential of an electron with itself, which is significant for a localized orbital. Accordingly, the +U method re-evaluates the interaction terms by projecting $\rho(\mathbf{r})$ onto the local orbitals and explicitly exclude the self-interaction term. On the other hand, the hybrid functional incorporates a portion of the exact Fock energy that is also expected to cancel the unphysical self-interaction. Although both recipes still stay within the Hartree-Fock level, they were shown to give a qualitative improvement compared with the standard DFT, when applied to a wide range of transition metal and rare-earth metal compounds.

It is insightful to inspect how such a correction will modify the $E_{\text{DFT}}[\rho(\mathbf{r})]$ landscape based on the simplest rotational invariant DFT+U functional as introduced by Dudarev et al. $E_{\text{DFT}+U} = E_{\text{DFT}} + U \sum_j (\text{Tr} \tilde{n}_j - T \tilde{n}_j^2)$, in which $j$ labels the Fe site, and $\tilde{n}_j$ is the density matrix within the 3d-orbital subspace. Explicitly, $\tilde{n}_j^{\alpha\beta} = \sum_i f_i^j \langle \alpha | \psi_i | \beta \rangle^2$, in which $\alpha$ and $\beta$ label the five 3d-orbitals of the $j$-th Fe atom. The first term $T \tilde{n}_j^2$ in the summation is the total occupancy of the 3d-orbitals, which is designed to adjust the total energy such that the correction term vanishes if the local orbitals are fully occupied or empty. We note that this term could
mization by using $E_{DFT+U}$ with a typical $U = 3.6$eV for iron-based superconductors, we identify additional local minima, and the symmetric $\rho(r)$ is no longer the global minimum. Fig. 1(b) shows the electron density contour at the symmetric local minimum [$\rho_{\alpha}(r)$]. The overall density distribution at the two new local minima [$\rho_{\beta/\gamma}(r)$] barely changes, because $\rho(r)$ contains contribution from all the valence electrons. In Figs. 1(c) and (d), we subtract $\rho_{\alpha}(r)$ from $\rho_{\beta/\gamma}(r)$. Now, the change of the density [$\delta\rho_{\beta/\gamma}(r)$] exhibits clear symmetry breaking patterns. The same type of symmetry breaking is reproduced by using the HSE06 hybrid functional [54, 55], which does not contain any material specific parameter (See below). We will also discuss the evolution of symmetry breaking as a function of $U$ as well as other structural parameters later.

$\delta\rho_{\beta}(r)$ can be easily associated with the ferro-orbital nematic order $\Delta_{FO}$. Indeed, the most noticeable change of $\tilde{n}_j$ after the system reaches local minimum $\beta$ is that $\tilde{n}^{z,z}_{x,z} - \tilde{n}^{y,z}_{y,z} \neq 0$. $\delta\rho_{\beta}(r)$ in the form of high-rank multipoles is however unexpected. More surprisingly, while $\rho_{\beta}(r)$ gives an $E_{DFT+U}$ very close to $\rho_{\alpha}(r)$, $\rho_{\gamma}(r)$ significantly reduces the total energy [Fig. 1(a)].

By inspecting $\tilde{n}_j$ at local minimum $\gamma$, we notice the emergence of the off-diagonal terms $\tilde{n}^{y,z}_{x,z} - \tilde{n}^{x,z}_{x,y} \approx 0$. We can define this orbital hybridization as a new order parameter:

$$\Delta_{HO} = (\tilde{n}^{y,z}_{x,z} - \tilde{n}^{x,z}_{x,y})/2.$$  

Without breaking the time-reversal symmetry, $\Delta_{HO}$ is real, which leads to a charge-density modulation around Fe atoms:

$$\delta\rho_{HO}(r) = \Delta_{HO}\{\psi_{y,z}(r)\psi_{x,z}(r) - \psi_{x,z}(r)\psi_{y,z}(r)\} 
\sim \Delta_{HO}R_{3d}(r)\sin^3 \theta \cos \theta \sin 3\phi 
\sim Y_{4}^{3}(\theta, \phi),$$

in which $R_{3d}(r)$ is the radial wavefunction of 3d-orbitals, $(\theta, \phi)$ is the angular coordinate of $r$ and $Y_{lm}$ is the spherical harmonic function. It is straightforward to check that $\delta\rho_{HO}$ indeed reproduces the basic features of $\delta\rho_{\gamma}$. Arising from the product of two $l = 2$ d-orbitals, it can be viewed as a g-wave orbital with the angular momentum $l = 4$. In addition, Fig. 1(d) shows that $\Delta_{HO}$ changes sign at the two Fe sites within a unit cell. Thus, our calculation suggests that an anti-ferro hexadecapolar order is favored in FeSe.

The emergence of $\Delta_{FO}$ or $\Delta_{HO}$ will generate novel reconstruction of the electronic structure. Let us first perform a simple group analysis. The factor group $(P4/nmm)/T$ is isomorphic to the point group $D_{4h}$, where $T$ consists of all the lattice translation operators. A nonvanishing $\Delta_{FO}$ breaks $D_{4h}$ down to the $D_{2h}$ point group. A nonvanishing $\Delta_{HO}$ further breaks $D_{2h}$ down to the $C_{2v}$ point group. As indicated in the inset of Figs. 1(c) and (d), the remaining symmetry operators are: (1) a

---

**FIG. 1.** (a) Schematic of the three local minimum points in the energy landscape. (b) Charge density contour at the symmetric local minimum ($\rho_{\alpha}$) with $a_{1,2}$ as the two lattice vectors of the 2-Fe unit cell; (c) and (d) Charge density change at the two symmetry-breaking local minima ($\delta\rho_{\beta}$ and $\delta\rho_{\gamma}$). The blue (yellow) color of the isovalue contour stands for the positive (negative) sign of $\delta\rho$. The zoomed-in distribution of $\delta\rho$ in three dimensions around a single Fe, i.e. the orbital-order parameters $\Delta_{FO}$ and $\Delta_{HO}$ are displayed below. The inset shows the $C_{2}$ rotation axis and the $xy$-glide mirror plane that maintain unbroken.

affect the p-d hybridization but does not induce orbital order within the 3d-orbitals. The second term $-Tr\tilde{n}^2$ is a self-interaction correction, which can be most easily recognized if $\tilde{n}_j$ is diagonal. In general, this term introduces new order parameters in the form of linear combinations of $\tilde{n}^{j\beta}_{j\beta}$. For example, the most-widely discussed ferro-orbital nematic order

$$\Delta_{FO} = \tilde{n}^{x,z}_{x,z} - \tilde{n}^{y,z}_{y,z}$$

is naturally covered by such a self-interaction correction term. When this negative quadratic term overturns the positive quadratic term coefficient of $E_{DFT}[\rho(r)]$ in a certain orbital-ordering channel, the corresponding symmetry breaking occurs.

After repeating the aforementioned numerical mini-
C$_2$ rotation along the $x$-axis; (b) a glide mirror reflection with respect to the $xy$-plane; and (3) the combination of the previous two, which can be viewed as a $xz$ mirror passing the Se atoms.

In Fig. 2, we plot the DFT+U bands corresponding to $\rho_{\alpha, \beta, \gamma}$. The symmetric $\rho_{\alpha}$ produces the typical band structure of iron-based superconductors at the high-temperature tetragonal phase. Despite the widely-known overestimation of the band width and the pocket depth \cite{5}, the band degeneracy and orbital components around the $\Gamma$ point (hole pocket) and the $M$ point (electron pocket) can be compared with the ARPES data above the nematic transition temperature \cite{24}\textendash{}\cite{27}. It is also well known that the degeneracy of $d_{xz}$ and $d_{yz}$ orbitals at these two points relies on the $C_4$ rotation. Breaking this symmetry thus leads to a splitting. Both $\rho_\beta$ and $\rho_\gamma$ correctly reproduce this feature.

A property that differentiates $\rho_\alpha$ from $\rho_\beta$ is whether the crossing of $d_{xz}$ and $d_{yz}$ bands along the $M$\textendash{}$\Sigma_y$ direction as marked by the right dashed circle in Fig. 2(b) is gapped out. This crossing is protected by the $C_2$ rotation along the $y$-axis, under which the $d_{xz}$ and $d_{xy}$ orbitals have the opposite parity and thus do not hybridize \cite{59}. This symmetry remains for $\rho_\beta$ ($D_{2h}$ group), but is broken for $\rho_\gamma$. Consequently, the $d_{xy}$($d_{2h}$)-band that originally crosses the Fermi level between $M$ and $\Sigma_y$ ($\Sigma_x$) is gapped out [Fig. 2(d)]. On the other hand, the crossing of the $d_{yz}$ and $d_{xy}$ bands along the $M$\textendash{}$\Sigma_x$ direction is not affected, because the $C_2$ rotation along the $x$-axis still exists in the $C_{2v}$ point group. This in combination reduces the two electron pockets at the $M$ point in the symmetric state [Fig. 2(b)] to one in the symmetry-broken state [Fig. 2(d)]. The missing of electron pocket in FeSe is long noticed in experiment, but controversies on the interpretation exist \cite{25, 27, 32, 37, 38, 57, 58}. This feature becomes more evident recently, thanks to the availability of fully detwinned single crystals \cite{87}\textendash{}\cite{88}. In addition, such orbital hybridization near the Fermi level causes a redistribution of electron population between the $d_{xz}$ and $d_{xy}$ orbitals, which was recently observed by nuclear magnetic resonance (NMR) at Fe sites \cite{59}. In Figs. 3(a) and (c), we compare the DFT+U and hybrid functional band structures at local minima $\gamma$, it is clear that these important features associated with $\Delta_{H\text{O}}$ can also be obtained by hybrid functional calculation that does not contain any material specific parameter. We note that we have purposely adopted the same colors to denote the $d_{xz}$, $d_{yz}$ and $d_{xy}$ orbitals as commonly used in experiment, so a direct comparison can be made between our calculated bands and the experimental results, e.g. Fig. 4 in Ref. \cite{87}.

Besides, there is another feature uniquely associated with $\Delta_{H\text{O}}$: while both $D_{4h}$ and $D_{2h}$ contain the inversion operator, it is lost in the $C_{2v}$ point group. The original inversion center of FeSe is the mid point of two nearest-neighbor Fe. It is easy to examine that $\delta_\rho$ has a major component which is odd under such an inversion.

One immediate consequence of inversion symmetry breaking is that in general the double degeneracy of the bands (including the spin degree of freedom) will be re-
moved. To give a quantitative characterization, we include spin-orbit coupling (SOC) in $E_{DFT+U}$, and Figs. 3(b) and (d) highlight the regions, where the band splitting is most noticeable. Along the $M-\Sigma_y$ direction, double degeneracy is maintained, owing to the $xz$ mirror symmetry. Nevertheless, the crossing of $d_{yz}$ and $d_{xy}$ bands, which is four-fold degenerate, gets split. The SOC gap size is of the order of $10\text{meV}$, much smaller than the $\Delta_{HO}$-induced gap along the $M-\Sigma_y$ direction. Along the $M-\Sigma_y$ direction, SOC-induced splitting can be observed within the whole range, which might be resolved in high energy-resolution ARPES data. We notice that such type of splitting can already be observed in some existing ARPES data, e.g. Figs. 5(a) and (b) in the Supplementary Material of Ref. [34].

Another consequence of inversion symmetry breaking is the anisotropy of the electron spin. Noticing that the $xy$-plane is still a glide mirror in $C_{2v}$, the absence of inversion symmetry only generates electric field within the $xy$-plane. Coupling with the in-plane electron motion, the electron spin will be polarized along the $z$-direction. This is consistent with the recent neutron scattering measurement [10].

Moreover, the electronic inversion symmetry breaking couples to a special type of lattice distortion. According to the structural relaxation based on HSE06 functional, there is a small relative slide (0.002 Å) between Fe and Se layers along the (110) direction, i.e. the $C_2(x)$ axis as shown in Fig. 1. This type of lattice distortion was previously observed in LaFeAsO$_{1-x}$F$_x$ by X-ray diffraction (XRD) with a larger magnitude (0.13 Å) [60].

We note that the ARPES, neutron and XRD data mentioned above have alternative explanations. Therefore, the partial consistence between our results with the experiments cannot pin down the existence of an exotic parity-odd multipole orbital order. We propose that optical measurements sensitive to inversion symmetry breaking, e.g. second-harmonic generation [61, 62], can be applied to further test our scenario.

In the end, we summarize in Fig. 4 the evolution of symmetry breaking when we artificially tune the interaction strength ($U$), Fe-Fe distance ($a/\sqrt{2}$) and the out-of-plane coordination of Se ($Z_{Se}$). According to the energy evolution, as long as symmetry breaking occurs, our calculation indicates that the pure ferro-orbital ordering ($E_\beta$) in general has a higher energy than the multipolar one ($E_\gamma$). The multipolar ordering consists of a mixture of $\Delta_{HO}$ and $\Delta_{FO}$, and typically $\Delta_{HO}$ has a larger amplitude. The multipole order vanishes when (1) the interaction strength becomes weak; (2) the lattice is compressive strained and (3) the buckling of the Se-Fe-Se sandwich is reduced.
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