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Abstract
The difficulty of description of the radiative transfer in disordered photonic crystals arises from the necessity to consider on an equal footing the wave scattering by periodic modulations of the dielectric function and by its random inhomogeneities. We resolve this difficulty by approaching this problem from the standpoint of the general multiple scattering theory in media with an arbitrary regular profile of the dielectric function. We use the general asymptotic solution of the Bethe–Salpeter equation in order to show that for a sufficiently weak disorder the diffusion limit in disordered photonic crystals is presented by incoherent superpositions of the modes of the ideal structure with weights inversely proportional to the respective group velocities. The radiative transfer and the diffusion equations are derived as a relaxation of long scale deviations from this limiting distribution. In particular, it is shown that in general the diffusion is anisotropic unless the crystal has sufficiently rich symmetry, say, the square lattice in 2D or the cubic lattice in 3D. In this case, the diffusion is isotropic and only in this case can the effect of the disorder be characterized by a single mean free path depending on frequency.

(Some figures in this article are in colour only in the electronic version)

1. Introduction
The interest in structures with periodic modulations of the dielectric function (photonic crystals [1]) was motivated initially by the possibility to modify substantially the spontaneous emission in such media. One of the main motives of the study, therefore, has been the existence of the complete band-gap [2] when the propagation of light is completely inhibited inside some frequency region. Only recently has it been realized that the periodicity of the refractive index in photonic crystals by itself results in a number of unusual properties even in the absence of the complete band-gap [3–8]. These properties do not necessarily require a strong contrast of the periodic modulation, i.e. the ratio of the minimum and the maximum values of the refractive index, and, particularly, can be observed even if the contrast is much weaker than needed for the gap to open. One of the illustrative examples is provided by dark modes [9–11], which are not coupled to plane waves propagating outside the structure. The existence of these modes is related to the point symmetry of the photonic crystal and, therefore, the dark modes present even if the contrast is very low. The dark modes, as well as other phenomena such as self-collimation and negative refraction, demonstrate that periodic spatial modulations of the dielectric function have more ways to affect the propagation of light than just producing a gap in the spectrum.

Real photonic crystal structures always contain one or another type of disorder regardless of manufacturing procedure. It is crucially important, therefore, to understand to what extent disorder affects properties of these structures. This issue is of great interest because an interplay between periodic and random variations of the refractive index creates new challenges for a theory of light propagation in inhomogeneous media, and promises new and unusual effects in the radiative transport.

The problem of the disorder in photonic crystals can be approached from two perspectives. On one hand, there is an
issue of effects of disorder on spectral features of photonic crystals and their manifestation in such characteristics as reflection or transmission spectra. This research direction involves, for instance, studying such problems as a dependence of the width of the photonic band-gap on the degree of the disorder [12–14]. A different type of question arises when one is concerned with effects of disorder on propagation of light inside the photonic structure within the framework of the transport theory. Problems considered in this case include diffusion in the photonic crystals [15, 16] or enhanced backscattering [17–19].

The main objective of the current paper is to develop a general theoretical approach to wave transport in disordered photonic crystals, which would systematically, from first principles, take into account the periodic nature of the average refractive index. The microscopic nature of our approach distinguishes it from earlier papers, which relied either on ad hoc modifications of results obtained within the multiple scattering theory in statistically homogeneous media [19, 18], or on phenomenological assumptions regarding the distribution of the field in the bulk of the photonic crystal [16, 17]. For instance, it was assumed in the latter papers that propagation of light in the bulk of the photonic structure is the same as in statistically homogeneous random media, and the band structure of the photonic crystal only manifests itself within a narrow surface layer of the sample. This idea is obviously based on the assumption that multiple scattering destroys photonic modes of an ideal periodic structure so that the structure of the electromagnetic field in the bulk of the photonic crystal becomes indistinguishable from that of a regular disordered medium. A number of experimental and numerical results, however, cast doubts on this assumption. For instance, it was shown in [20] that photonic modes are completely developed in samples with linear dimensions as small as just a few periods. It was also determined experimentally that the mean free path, \( \ell \) (see equations (60) and (72)), due to disorder in real photonic crystals (see, e.g. table I in [21]), substantially exceeds the lattice constant of the photonic crystal. Even for relatively high frequencies \( \Omega a/2\pi c \approx 1.6 \) it was found that \( \ell/a \approx 4 \). Thus, even in this least favourable case there are about a hundred elementary cells in a volume with the linear dimensions of the order of \( \ell \). Comparing these two results and invoking ideas of the separation of length scales it is reasonable to expect that the underlying periodicity of the photonic crystals must still manifest itself even in the presence of disorder. In our paper we show that this expectation is indeed justified, and demonstrate explicitly the effects of periodicity on wave transport in the diffusive regime.

The standard multiple scattering theory of wave transport in disordered media depends significantly on the plane wave representation of the scattered field. The role of the plane waves is explicitly emphasized by the use of the Wigner function in derivations of the radiative energy transfer equations [22–25]. In photonic crystals, however, approaches based on plane waves encounter significant difficulties because plane waves are not normal modes of the underlying ideal periodic structure. While the Wigner representation of the field–field correlation function itself remains, of course, valid even in such structures, the Wigner function, however, ceases to be a smooth function of coordinates, which is essential for the derivation of the radiative transfer and diffusion equations.

Qualitatively, one of the difficulties of the plane wave based approaches is due to the fact that the plane waves are scattered not only by the random fluctuations of the refractive index but also by its periodic modulation. The latter is a purely deterministic process and is responsible for the formation of photonic crystal modes, which can be considered as coherent superpositions of the plane waves. Thus, in order to describe wave transport in disordered photonic crystals one has to be able to separate the deterministic contribution to the scattering from the one caused by the disorder. This can be achieved by developing the transport theory on the basis of photonic modes of an ideal crystal, but as we will see even within this approach the discrimination between coherent and incoherent processes is highly non-trivial. The second, more technical, difficulty in adapting the standard multiple scattering theory to photonic crystals arises from the fact that the theory developed for statistically uniform media heavily depends on certain assumptions (e.g. the translational invariance of the averaged Green’s function) that are not valid in disordered photonic crystals.

In the present paper we resolve these difficulties and develop a consistent multiple scattering theory of light transport in media with the periodic-on-average dielectric function. Some of the results obtained are actually valid also in media with arbitrary modulation of the background (average) dielectric functions. We introduce the interpretation of the field–field correlation function as the density matrix and show how it can be used to separate coherent and incoherent contributions in the transport. Using this idea we generalize the concept of specific intensities to the case of photonic crystals and derive respective radiative transfer equations. We also find an asymptotic solution of the Bethe–Salpeter equation describing a steady state intensity distribution in an infinite medium far away from sources, which we use to derive a diffusion equation in a steady state regime describing long scale spatial relaxation of the intensity toward the limiting distribution.

2. Multiple scattering in disordered photonic crystals

In the framework of the scalar model, the spatial distribution of the wave field at frequency \( \omega \) in a disordered photonic crystal is governed by the Helmholtz equation

\[
\Delta E_\omega(r) + \omega^2 \tilde{\epsilon}(r) E_\omega(r) = j(r),
\]

(1)

where \( j(r) \) is the external source. Here and henceforth we use units with \( c = 1 \). In (1) we have introduced the dielectric function

\[
\tilde{\epsilon}(r) = \epsilon(r) + \Delta \epsilon(r),
\]

(2)

which consists of two components. The periodic part, \( \epsilon(r + \alpha) = \epsilon(r) \), constitutes the photonic crystal with \( \alpha \) being the vector of lattice translations. The zero-mean random term, \( \Delta \epsilon(r) \), describes the deviation of the dielectric function from the ideal periodic form. We assume that the random part of
the refractive index is a zero-mean Gaussian random field, i.e. its statistical properties are completely characterized by the covariance \( K(r_1, r_2) = \langle \Delta \varepsilon(r_1) \Delta \varepsilon(r_2) \rangle \). In appendix A we provide a model of such inhomogeneities relevant for disordered photonic crystals. With this assumption (1) can be readily analysed by standard diagrammatic techniques based on the Born series representation of the solutions of the integral (Lippmann–Schwinger) formulation of (1), which were developed in the theory of multiple wave scattering in statistically uniform media [26–28]. This approach is virtually model independent and can be applied for structures with arbitrary spatial profile of the deterministic part of the refractive index.

The Dyson equation for the Green’s function of (1) averaged over realizations of the disorder, \( \tilde{\mathcal{G}} \equiv \langle \mathcal{G} \rangle \), is obtained using the standard diagrammatic technique and has the form

\[
\tilde{\mathcal{G}}_{\omega}(r, r') = G_0(r, r') + \int d \mathbf{r}_1 d \mathbf{r}_2 G_0(r, r_1) \Sigma_\omega(r_1, r_2) \tilde{\mathcal{G}}_{\omega}(r_2, r'),
\]

(3)

where \( \Sigma_\omega \) is the self-energy ‘defined’ as a sum of all irreducible diagrams. We use somewhat cumbersome coordinate representation in order to emphasize its generality and independence of a particular form of the regular modulation \( \varepsilon(r) \). The latter determines the non-perturbed Green’s function, \( G_0(r, r') \), which is assumed to be known. In particular, in disordered photonic crystals \( G_0(r, r') \) is the Green’s function of the ideal periodic structure.

The main difference between statistically uniform media and disordered photonic crystals is reflected in this equation through symmetry properties of the unperturbed Green’s function. In periodic-on-average systems, this function is invariant with respect to lattice translations and the group of point symmetries of the underlying photonic structure, while in the uniform disordered systems it has full translational and rotational symmetry. In appendix B we demonstrate that the averaged Green’s function and the self-energy possess the same translational and point symmetries as \( G_0(r, r') \). We utilize these properties by expanding all related quantities in terms of photonic Bloch modes,

\[
\Psi_{n,k}(r) = e^{i \mathbf{k} \cdot \mathbf{r}} u_{k,n}(r),
\]

(4)

where \( u_{k,n}(r) \) is periodic with the period of the photonic lattice, \( k \) is the Bloch wavevector lying inside the first Brillouin zone, and \( n \) enumerates photonic bands. Using these functions we introduce the matrix representations of the quantities appearing in (3) according to

\[
G_0(r_1, r_2) = \sum_{k,n} g_{n}(k) \Psi_{k,n}(r_1) \Psi_{k,n}^{*}(r_2),
\]

\[
\tilde{\mathcal{G}}_{\omega}(r_1, r_2) = \sum_{k,n,m} G_{n,m}(k) \Psi_{k,n}(r_1) \Psi_{k,m}^{*}(r_2),
\]

\[
\Sigma_\omega(r_1, r_2) = \sum_{k,n,m} \Sigma_{n,m}(k) \varepsilon(r_1) \Psi_{k,n}(r_1) \Psi_{k,m}^{*}(r_2) \varepsilon(r_2).
\]

(5)

The respective matrix elements in these expansions are

\[
g_n(k) = \frac{1}{\omega(k)}.
\]

(6)

\[
G_{n,m}(k) = \frac{1}{V^2} \int d \mathbf{r}_1 d \mathbf{r}_2 \varepsilon(r_1) u_{k,n}^{*}(r_1) \tilde{G}_\omega(r_1, r_2) u_{k,m}(r_2) \varepsilon(r_2),
\]

\[
\Sigma_{n,m}(k) = \frac{1}{V^2} \int d \mathbf{r}_1 d \mathbf{r}_2 u_{k,n}^{*}(r_1) \Sigma_\omega(r_1, r_2) u_{k,m}(r_2),
\]

where \( \omega(k) \) is the dispersion law of the \( n \)th band, the integration is performed over the elementary cell of the ideal structure, and \( V \) is the volume of the elementary cell. Deriving (6) we use the orthogonality condition of the Bloch functions

\[
\int d \mathbf{r} \varepsilon(r) \Psi_{n,k}^{*}(r) \Psi_{m,q}(r) = \delta_{nm} \delta(k - q).
\]

(7)

Using (6) we can rewrite (3) in the matrix form

\[
G_{mn}(k) = g_m(k) \delta_{nm} + \sum_l g_m(k) \Sigma_{ml}(k) G_{ln}(k).
\]

(8)

This equation emphasizes the fact that the translational invariance of the self-energy prevents modes with different Bloch vectors being mixed while states corresponding to the same Bloch vector but belonging to different bands are coupled by non-diagonal elements of the self-energy \( \Sigma_{mn} \).

In order to analyse the general effect of the disorder, we separate the diagonal, \( \Sigma_d(k) \), and the off-diagonal, \( \Sigma_o(k) \), parts of the self-energy, representing the latter in the form

\[
\tilde{\Sigma}(k) = \Sigma_d(k) + \Sigma_o(k).
\]

(9)

The diagonal part \( \Sigma_d(k) \) modifies each band independently. It can be accounted for by introducing a modified Green’s function

\[
\tilde{G}_0(k) = \frac{1}{G_0^{-1}(k) - \Sigma_d(k)},
\]

(10)

which is determined by a Dyson equation similar to the one written for the standard case of a statistically homogeneous medium. In terms of the modified Green’s function (8) takes the form

\[
\tilde{G} = \tilde{G}_0 + \tilde{G}_0 \tilde{\Sigma}_o \tilde{G}.
\]

(11)

Equations (10) and (11) show the twofold role of the disorder in disordered photonic crystals. The disorder not only modifies each band separately, similar to the case of the statistically homogeneous media, but also couples these modified bands. It is important to note that the band coupling is a subject of various selection rules. First, the most restrictive rule comes from the translational symmetry of the self-energy. As has been noted, it prevents states characterized by different Bloch vectors being coupled. In other words, from the perspective of a band diagram one can have only ‘vertical’ coupling. The second rule follows from the point symmetries. The self-energy transforms according to identity representation of the symmetry group of a given point in the reciprocal space of the photonic crystal. As a result, its matrix elements between
states corresponding to different irreducible representations vanish. This selection rule has important implications for high symmetry points and directions. In particular, it means that disorder does not lift the degeneracy at the points where the degenerate states are described by different or by multidimensional irreducible representations. The first can be shown by direct calculations of the respective matrix elements of the self-energy. The second follows from the following argument. The states corresponding to a representation with a dimension higher than 1 can be coupled only with the states that transform according to the same presentation. As a result the modified state also transforms according to this presentation and, hence, the respective state should also be degenerate. This implies, in particular, that the degeneracy is not lifted at high frequency Γ-points.

In order to analyse the effect of the band coupling in more detail, we consider a two-band model when all bands but two (denoted by 1 and 2) remain uncoupled. The solution of the Dyson equation describing the coupled bands has the form

\[ \hat{G} = \frac{1}{D_{12}} \left( g_{12}^{-1} - \Sigma_{22} \right) = \frac{g_{12}^{-1} - \Sigma_{12}}{D_{12}}, \]

(12)

where \( g_{ij} \) and \( \Sigma_{ij} \) are the respective matrix elements of the unperturbed Green’s function and the self-energy, respectively. The zeros of the function

\[ D_{12} = (g_{11}^{-1} - \Sigma_{11})(g_{22}^{-1} - \Sigma_{22}) - \Sigma_{12}\Sigma_{21} \]

(13)

give the spectrum of averaged excitations. Introducing \( \omega_{1,2}(k) \), the unperturbed dispersion laws of the interacting bands, the poles of the averaged Green’s function can be written in the form

\[ \tilde{\omega}_{1,2}^2 = \omega_{1,2}^2 - \frac{\Delta_{12}}{2}\sqrt{1 + \eta_{12}}. \]

(14)

Here \( \tilde{\omega}_{1,2}^2 = \omega_{1,2}^2 - \Sigma_{11,22} \) are the band frequencies after the diagonal modification, \( \Delta_{12} = \tilde{\omega}_{1}^2 - \tilde{\omega}_{2}^2 \), and

\[ \eta_{12} = 4\frac{\Sigma_{12}\Sigma_{21}}{\Delta_{12}}. \]

(15)

is the parameter characterizing the strength of the band coupling. As one could expect, this parameter is proportional to the matrix elements of the self-energy between the coupled bands and is inversely proportional to the frequency separation of the modified bands. When this parameter is small, \( \eta_{12} \ll 1 \), the effect of the band coupling can be neglected and the photonic crystals can be described in a single band approximation. It should be noted, however, that in spite of formal similarity between the averaged Green’s function in the single band approximation and the respective expression for the uniform disordered medium, the transport properties of the two systems remain substantially different. The condition \( \eta_{12} \ll 1 \) can be more easily satisfied at lower frequencies, when the band separation is of the order of magnitude of the fundamental band-gap. For higher frequency bands, however, the band coupling may play a significant role even in the case of photonic crystals with weak disorder and strong contrast of the refractive index.

3. Transport in disordered photonic crystals

3.1. General formalism

The transport properties of disordered media are characterized by the field–field correlation function

\[ \rho_{\alpha\beta,\gamma\delta}(r_1, r_2) = \langle E_{\alpha\beta}(r_1) E^*_{\gamma\delta}(r_2) \rangle, \]

(16)

which can be used to describe transfer of energy and, generally, spatial distributions and time evolutions of any quantity quadratic in the field. A relation between \( \rho_{\alpha\beta,\gamma\delta}(r_1, r_2) \) and the external sources is provided by the intensity propagator \( \Pi(r_1, r_2; r_1', r_2') = \langle G_{\alpha\beta}(r_1, r_1') G^*_{\gamma\delta}(r_2, r_2') \rangle \) according to

\[ \rho_{\alpha\beta,\gamma\delta}(r_1, r_2) = \int \mathrm{d}r_1' \mathrm{d}r_2' \Pi(r_1, r_1'; r_2, r_2') \rho_{\alpha\beta,\gamma\delta}(r_1', r_2'). \]

(17)

Using the standard diagrammatic technique one can show that the intensity propagator satisfies the Bethe–Salpeter equation, which can be written as

\[ \Pi(r_1, r_2; r_1', r_2') = \tilde{G}_{\alpha\beta}(r_1, r_1') \tilde{G}^*_{\gamma\delta}(r_2, r_2') \]

\[ + \int \mathrm{d}r_3 \mathrm{d}r_4 \mathrm{d}r_5 \tilde{G}_{\alpha\beta}(r_1, r_3) \tilde{G}^*_{\gamma\delta}(r_4, r_2) \times U_{\alpha\gamma,\beta\delta}(r_3, r_4; r_1', r_2') \Pi(r_3, r_4; r_1', r_2'). \]

(18)

The kernel \( U_{\alpha\gamma,\beta\delta}(r_1, r_2; r_1', r_2') \) is the irreducible vertex presented formally as a sum of irreducible diagrams [26]. We would like to emphasize that, similarly to the Dyson equation, the Bethe–Salpeter equation holds for an arbitrary regular spatial modulation of the dielectric function, not necessarily periodic. We show in appendix B that, regardless of the spatial dependence of the regular part of the dielectric function, the irreducible vertex possesses an important property of reciprocity

\[ U_{\alpha\gamma,\beta\delta}(r_1, r_2; r_1', r_2') = U_{\alpha\gamma,\beta\delta}(r_1', r_2'; r_1, r_2). \]

(19)

Additionally, in disordered photonic crystals this quantity is invariant with respect to lattice translations (see appendix B), suggesting the following representation for the vertex:

\[ U_{\alpha\gamma,\beta\delta}(r_1, r_2; r_1', r_2') = \sum_{\gamma_1,1,\gamma_2} \epsilon(r_1)\epsilon(r_2)\epsilon(r_1')\epsilon(r_2') \]

\[ \times \frac{U_{\alpha\gamma_1,\beta\delta}(q_1, q_2; q_1', q_2')}{(q_1 + q_2 - q_1 - q_2)} \]

\[ \times \Psi_{q_1,r_1} \Psi_{q_2,r_2} \Psi^*_{q_1',r_1'} \Psi^*_{q_2',r_2'}. \]

(20)

where the bar over a vector denotes the vector reduced to the first Brillouin zone.

Using the Bethe–Salpeter equation, equations (18) and (17), one can derive an equation for the field–field correlation function \( \rho_{\alpha\beta,\gamma\delta}(r_1, r_2) \). We present it in an integrodifferential form, which is the most convenient for further analysis. To derive such an equation one can apply operators

\[ \frac{1}{\epsilon(r_1, r_2)} \Delta_{12} + \alpha_{1,2}^2, \]

(21)

where indices 1 and 2 indicate a coordinate acted upon by the Laplacian, to both sides of (17). As a result, in the region of
space free of external sources, one has
\[ \frac{1}{\epsilon(r_1)} \Delta_1 - \frac{1}{\epsilon(r_2)} \Delta_2 + \omega_1^2 - \omega_2^2 \right] \rho_{\omega_1,\omega_2}(r_1, r_2) \\
= \int d^3 r'_1 d^3 r'_2 F_{\omega_1,\omega_2}(r_1, r_2; r'_1, r'_2) \rho_{\omega_1,\omega_2}(r'_1, r'_2), \quad (22) \]

where
\[ F_{\omega_1,\omega_2}(r_1, r_2; r'_1, r'_2) = \frac{1}{\epsilon(r_1)} \Sigma_{\omega_1}(r_1, r'_1) \delta(r_2 - r'_2) \\
- \frac{1}{\epsilon(r_2)} \Sigma^*_{\omega_2}(r_2, r'_2) \delta(r_1 - r'_1) \\
+ \int d^3 r_1'' d^3 r_2'' \left[ \frac{\delta(r_1 - r_1'')}{\epsilon(r_1)} \vec{G}_{\omega_1}(r_1'', r_2'') \right. \\
- \left. \frac{\delta(r_2 - r_2'')}{\epsilon(r_2)} \vec{G}^*_{\omega_2}(r_1, r_2'') \right] \\
\times U_{\omega_1,\omega_2}(r_1'', r_2'', r'_1, r'_2). \quad (23) \]

This equation has been a subject of numerous investigations [26, 29], most of which were concerned with the radiative transfer or diffusion regimes in statistically homogeneous media. In many of those works, diffusion was understood as a transport process characterized by asymptotically slow (both in time and space) changes of the field intensity. In the spectral domain this behaviour manifests itself in the form of the characteristic ‘diffusion’ pole of the intensity propagator, which is proportional to \((\Omega - D Q^2)^{-1}\) in the limits \(Q \to 0, Q \to 0\). Here frequency and wavevector transfers, \(\Omega = \omega_1 - \omega_2\) and \(Q = q_1 - q_2\), characterize slow spatiotemporal dynamics of intensity, and wavevectors \(q_1\) and \(q_2\) arise from the plane wave representation of the scattered field. This reliance on the plane waves significantly complicates generalization of standard microscopic derivations of radiative transfer or diffusive equations to the case of disordered photonic crystals.

In order to better recognize the source of these difficulties and find a way to circumvent them, it is necessary to re-examine basic physical ideas about diffusion of light in disordered media. As a first step in this direction, in the current paper we consider time independent spatial distribution of the wave intensity in an infinite medium far away from the sources. This regime arises in the case of a monochromatic source, when the field in the structure harmonically depends on time, \(\Delta \propto \exp(-i\omega t)\), so that \(\Omega = 0\). In this case, the equation for the field–field correlation function \(\rho = \langle E_\omega E^*_\omega \rangle\) (hereafter we omit the lower index corresponding to frequency) can be obtained from (22) by setting \(\omega_1 = \omega_2 = \omega\):
\[ \left[ \frac{1}{\epsilon(r_1)} \Delta_1 - \frac{1}{\epsilon(r_2)} \Delta_2 \right] \rho(r_1, r_2) \\
= \int d^3 r_1'' d^3 r_2'' F(r_1, r_2; r_1'', r_2'') \rho(r_1'', r_2''), \quad (24) \]

where \(F \equiv F_{\omega_1,\omega_2}\). Using (24), the optical theorem (the Ward identity) can be derived [26] in the form \(F(r_1, r_1'', r_2'') = 0\), which is especially useful from the technical point of view. Integrating this equation over \(r\) we obtain the Ward identity in the form
\[ \Sigma(r_2, r_1) = \Sigma^*(r_1, r_2) \\
= \int d^3 r_1'' d^3 r_2'' \left[ \vec{G}^*(r_1'', r_1') \vec{G}^*_\omega(r_1', r_2'') \right] U(r_1'', r_2''; r_1, r_2), \quad (25) \]

The physical picture of the transport in disordered media is developed using close relation of the function \(\rho(r_1, r_2)\) to both transport characteristics and coherence properties of the field. The description of transport (e.g. the energy density and the flux) is based on the property that the averaged values of any quantity quadratic in field can be expressed in terms of convolution of respective operators with \(\rho(r_1, r_2)\) (see equations (33) and (39) below). The coherence properties are described considering \(\rho(r_1, r_2)\) as the coherence function [30, 31].

A quantity that simultaneously describes such transport related characteristics as energy density and flux and coherence properties of the system is well known in quantum statistics. It is called the density matrix [32]. Indeed, on the one hand the density matrix can be used to calculate current and energy densities, and on the other hand the density matrix describes mixed states, which can be characterized as incoherent superpositions of pure or coherent states. Using the density matrix analogy one can think of the field–field correlation function as a characteristic of such a mixed state of the wave field in disordered media. Separation of coherent and incoherent properties of the field would then involve finding states whose incoherent superposition would reproduce the field at the level of function \(\rho(r_1, r_2)\). However, before developing this idea any further, we need to demonstrate that the field–field correlation function has indeed all the formal properties of the density matrix.

We expand \(\rho(r_1, r_2)\) in terms of the eigenstates of the non-perturbed system, say the modes of the ideal photonic crystal, writing
\[ \rho(r_1, r_2) = \sum_{\mu, \nu} \rho_{\mu, \nu} \Psi_\mu(r_1) \Psi^*_\nu(r_2), \quad (26) \]

where summation over indices \(\mu\) and \(\nu\) enumerating the eigenstates can involve integration. It is easy to see from the definition of the correlation function that coefficients \(\rho_{\mu, \nu}\) constitute a Hermitian matrix. This matrix can be diagonalized, which corresponds to the spectral representation of the statistical operator in quantum mechanics, by means of a unitary transformation to another basis
\[ \Psi_\xi = B_{\xi\mu} \Psi_\mu \quad (27) \]

so that one has (Mercer’s theorem [30, 33])
\[ \rho(r_1, r_2) = \sum_{\xi} \rho_\xi \Psi_\xi(r_1) \Psi^*_\xi(r_2) \quad (28) \]

with \(\rho_\xi \geq 0\), which follows from the fact that \(\rho(r_1, r_2)\) is non-negatively defined [34]. Following the standard quantum mechanical interpretation, \(\rho\) in the diagonal form represents an incoherent superposition or mixture of pure states \(\Psi_\xi\), which, according to (27) are coherent superpositions of states \(\Psi_\mu\). In order to clarify the exact meaning of this expression let us show that the correlation function can be used to calculate the energy density of the field and its Poynting vector in much the same way as the density matrix is used in quantum statistics.

The energy density of the field in a steady state can be presented as
\[ \omega(r) = \frac{1}{\hbar} \left[ \omega \vec{E}(r)|E(r)|^2 + |\nabla E(r)|^2 \right], \quad (29) \]
where $\epsilon(r)$ is the total dielectric function including both regular and the random components. By introducing the operator

$$\hat{\mathbf{w}} = -(\nabla_1 - \nabla_2)^2/4,$$  \hspace{1cm} (30)

one can show that the averaged energy density can be expressed in terms of the function

$$w(r_1, r_2) = \hat{\mathbf{w}} \rho(r_1, r_2),$$  \hspace{1cm} (31)

as

$$\langle w(R) \rangle = w(R, \mathbf{R}),$$  \hspace{1cm} (32)

where we used the Helmholtz equation to arrive at (32). One can see that this equation can be presented in the form typical for quantum statistics as

$$\langle w(R) \rangle = \text{Tr}[\hat{\mathbf{w}} \rho_R],$$ \hspace{1cm} (33)

where $\hat{w}_R = \delta(r_1 - \mathbf{R})\delta(r_2 - \mathbf{R})\hat{\mathbf{w}}$.

As an example let us consider the case when the density matrix has the form of an incoherent superposition of the eigenstates $\Psi_{\mu}$ of the ideal system. Then from (33) we find

$$\langle w(R) \rangle = \sum_{\mu} \rho_{\mu} w_{\mu}(R),$$ \hspace{1cm} (34)

where we have introduced the energy density of the $\mu$th mode

$$w_{\mu}(R) = \hat{\mathbf{w}} (\Psi_{\mu}(r_1)\Psi_{\mu}^*(r_2))|_{r_1=r_2=R}.$$ \hspace{1cm} (35)

This expression provides a clear explanation of the notion of incoherent superposition. Indeed, the average energy of the field in this expression is presented as a sum of energies of individual modes $\Psi_{\mu}(r)$ as expected for the addition of incoherent fields as opposed to the sum of the field amplitudes expected for the coherent fields.

Similar expressions can be obtained for the average value of the Poynting vector, $S = \text{i}\omega [E^* \nabla E - E \nabla E^*]/2$, which can be calculated using the operator

$$\hat{S} = -\frac{\text{i}\omega}{2} (\nabla_1 - \nabla_2),$$ \hspace{1cm} (36)

which gives

$$\langle S(R) \rangle = S(R, \mathbf{R}),$$ \hspace{1cm} (37)

where

$$S(r_1, r_2) = \hat{S} \rho(r_1, r_2).$$ \hspace{1cm} (38)

In the case when the density matrix is diagonal in the basis of the eigenfunctions of the ideal system we see again that the average Poynting vector is a sum of Poynting vectors of each mode, which indicates the absence of any interference effects in the superposition of modes $\Psi_{\mu}(r)$:

$$\langle S(R) \rangle = \text{Tr}[\hat{S} \rho_R] = \sum_{\mu} \rho_{\mu} S_{\mu}(R),$$ \hspace{1cm} (39)

where $\hat{S}_R = \delta(r_1 - \mathbf{R})\delta(r_2 - \mathbf{R})\hat{S}$ and $S_{\mu}(R)$ is the distribution of the Poynting vector in the $\mu$th mode

$$S_{\mu}(R) = \hat{S} (\Psi_{\mu}(r_1)\Psi_{\mu}^*(r_2))|_{r_1=r_2=R}.$$ \hspace{1cm} (40)

It is seen from equations (34) and (39) that $\rho_{\mu}$ have the meaning of the weights of the incoherent superposition. More generally, if we normalize $\rho(r_1, r_2)$ in such a way that Tr$[\hat{\mathbf{z}}] = 1$, we can interpret $\rho_{\mu}$, the eigenvalues of the matrix $\rho_{\mu,\nu}$, as the distribution function in the space of the states $\Psi_{\mu}$. The values of any quantity quadratic in field averaged over the disorder realizations, therefore, can be calculated as the average over the distribution function $\rho_{\mu}$ in a similar way as is done in quantum mechanics. We would like to emphasize here that the emergence of the incoherent superposition in the problem of wave propagation is directly related to averaging over realizations of disorder. Without averaging, the density matrix defined in (28) would have a form $\rho_{\mu,\nu} \propto a_{\mu}a_{\nu}^*$, and matrices of such form have a single non-zero eigenvalue. As a result, the sums in (34) and (39) would consist of just one term, indicating that $\rho$ represents a pure or coherent state.

The notion of incoherent superposition expressed by equations (34) and (39) also allows one to provide a physical meaning for the states $\Psi_{\mu}$ diagonalizing the density matrix. The spatial field distribution in a random medium can be in principle presented as a linear combination of functions from any full system: plane waves, Bloch waves, etc. The concept of normal modes as well defined spatial distributions of the fields that can be excited separately one from another is not very useful here. Indeed the distribution of the field in a random medium is so complex that at any given frequency it is impossible to excite a single mode out of infinitely many degenerate modes. In this situation, functions $\Psi_{\mu}$ play a special role as such distributions of the field whose linear combination is purely incoherent in the sense of equations (34) and (39). The form of these functions is determined by remaining coherence effects in the scattered waves, and thus by using the density matrix formalism we achieve a separation between coherent and incoherent contributions to the energy transport in disordered systems. In other words, one can say that the functions diagonalizing the density matrix describe the modes which provide the energy transfer.

In order to illustrate these general ideas, let us consider a case of wave scattering in a homogeneous random medium. In the case of an infinite medium and asymptotically far away from the sources the field–field correlation function restores its translational invariance: $\rho(r_1, r_2) \rightarrow \rho(r_1 - r_2)$. Using plane waves as a basis we can rewrite (26) for this particular case as

$$\rho(r_1, r_2) = \int dq \text{dk} \rho_{\text{us}}(k)\delta(k - q).$$ \hspace{1cm} (41)

One can see that the density matrix in this case is diagonal in the basis of the plane waves so that they are responsible for the incoherent transport.

3.2. The field–field correlation in an infinite photonic crystal: asymptotic behaviour

In this section we consider a solution of the steady state Bethe–Salpeter equation (24) for the correlation function $\rho(r_1, r_2)$ valid in an infinite photonic crystal asymptotically far away from the sources. Besides providing an important non-trivial example of the application of our formalism, this solution
shows how the periodicity of the underlying photonic structure affects the asymptote of the intensity distribution in the disordered structure and provides a starting point for deriving the diffusion equation. Using equations (19) and (25) one can check that (24) is solved by

$$\rho^{(\infty)}(r_1, r_2) = \frac{1}{2iN} [\tilde{G}^*(r_2, r_1) - \tilde{G}(r_1, r_2)]$$  \hspace{1cm} (42)

where $N$ is a normalization constant independent of coordinates. Using the reciprocity theorem [26] this is rewritten as

$$\rho^{(\infty)}(r_1, r_2) = - \text{Im} [\tilde{G}(r_1, r_2)] / N.$$  \hspace{1cm} (43)

This solution is valid in a general case regardless of the specific form of the regular modulation of the dielectric function and the distribution of the disorder. In the case of statistically uniform media it is reduced to a form found in [35] and [36]. Thus we can consider this function as the asymptotic function and the distribution of the disorder. In the case of disordered photonic crystals, the function $\rho^{(\infty)}(r_1, r_2)$ can be expanded in terms of normal modes of the underlying periodic structure. According to (5) we can present this expansion in the following form:

$$\rho^{(\infty)}(r_1, r_2) = \sum_{k,n,m} \rho^{(\infty)}_{m,n}(k) \Psi_{k,n}(r_1) \Psi^*_{k,m}(r_2).$$  \hspace{1cm} (44)

where

$$\rho^{(\infty)}_{m,n}(k) = [\tilde{G}^*_{n,m}(k) - \tilde{G}_{m,n}(k)] / 2iN$$

$$= \int dV \int dV \epsilon(r_1) u_{k,n}(r_1)$$

$$\times \text{Im} \tilde{G}_{m,n}(r_1, r_2) u_{k,m}(r_2) \epsilon(r_2).$$ \hspace{1cm} (45)

This expression shows that in the basis of normal modes of an ideal periodic structure the density matrix is diagonal with respect to the quasi-wavevector $k$, but is not diagonal with respect to the band indices. Following equations (26)–(28) we diagonalized the matrix $\rho^{(\infty)}_{m,n}(k)$ by a unitary transformation

$$\tilde{\Psi}_{k,m} = \sum_n B_{m,n}(k) \Psi_{k,n}.$$ \hspace{1cm} (46)

Since the diagonalization procedure involves only band indices and leaves the Bloch vector intact, functions $\tilde{\Psi}_{k,m}(r)$ can also be presented in the Bloch form similar to (4)

$$\tilde{\Psi}_{k,m}(r) = e^{ikr} \tilde{u}_{k,m}(r).$$ \hspace{1cm} (47)

Transformation (46) preserves the scalar product because of unitarity so that

$$\int dV \epsilon(r) \tilde{\Psi}^*_{k,m}(r) \tilde{\Psi}_{q,n}(r) = \delta(k - q) \delta_{mn}.$$ \hspace{1cm} (48)

Using this property we normalize $\rho^{(\infty)}$ defining

$$N = - \pi \int dV \epsilon(r) \text{Im} [\tilde{G}(r, r)].$$ \hspace{1cm} (49)

where the integration is performed over the elementary cell of the ideal structure. Equations (42) and (49) define $\rho^{(\infty)}$ as the asymptotic form of the density matrix, which according to equations (44) and (46) is an incoherent superposition of the states $\Psi_{k,m}$ with respective weights.

As was discussed, the eigenvalues of $\rho^{(\infty)}$ define the probability distribution function on the space of the states $\Psi_{k,m}(r)$ parametrized by the number of the band $n$ and by the point in the first Brillouin zone $k$. As follows from the Dyson equation the singularities of the averaged Green’s function and, respectively, of the eigenvalues of $\rho^{(\infty)}$ are determined by the dispersion law of the average excitations (see e.g. (13)). For more detailed analysis we consider the situation when we can neglect the band coupling so that the averaged Green’s function is given by (10). In this case, the eigenvalues of the density matrix as functions of the quasi-wavevector have the largest values when $k$ obeys the dispersion equation for a given frequency. In other words, these eigenvalues reach maximum values on equifrequency surfaces, $F_{\omega}(\omega)$, corresponding to different bands of the ideal photonic crystal. The width of these maxima is proportional to $\text{Im} [\Sigma_{\omega}(\omega)]$ (see (9)). If the disorder is weak in the sense of the Ioffe–Regel criterion (see below), then for frequencies which do not lie at band edges we can obtain

$$\rho^{(\infty)}(r_1, r_2) \approx \frac{\pi}{2N\omega} \sum_m \int_{F_{\omega}(\omega)} d\omega \frac{1}{|v_m(\omega)|}$$

$$\times e^{-i\epsilon_m(k)(r_1 - r_2)} \Psi_{k,m}(r_1) \Psi^*_{k,m}(r_2),$$ \hspace{1cm} (50)

where the integration runs along the equifrequency surfaces, $v_m(\omega) = \nabla_k \Sigma_{\omega}(\omega)$ is the group velocity, and

$$\epsilon_m(\omega) = - \frac{\text{Im} [\Sigma_{\omega}(\omega)] v_m(\omega)}{2\omega v^2_m(\omega)} = \frac{1}{2} \ell_m^{-1}(\omega) \tilde{v}_m(\omega).$$ \hspace{1cm} (51)

Here $\tilde{v}_m(\omega)$ is the unit vector along the direction of the group velocity and we have expressed the imaginary part of the self-energy in terms of the respective mean free path $\ell_m(\omega)$, which is defined later in (60).

As follows from (50) in the limit of vanishing disorder, which corresponds to the on-shell approximation [26, 29, 37–39] in the standard theory of transport in statistically homogeneous media, the density matrix takes the universal limit

$$\rho^{(\infty)}_0(r_1, r_2) = \frac{\pi}{2N\omega} \sum_m \int_{F_{\omega}(\omega)} d\omega \frac{1}{|v_m(\omega)|} \Psi_{k,m}(r_1) \Psi^*_{k,m}(r_2).$$ \hspace{1cm} (52)

The magnitude of the group velocity is, in general, not constant along the equifrequency surfaces. As a result, different states are not equally presented in the equilibrium distribution, as is seen from equations (50) and (52). In particular, if there are flat bands [40] with low group velocity near the frequency $\omega$, then these bands would give the main contribution to $\rho^{(\infty)}_0$. Another example of a highly inhomogeneous distribution is provided by the frequencies when an equifrequency surface touches the boundary of the Brillouin zone. In this case, the magnitude of the group velocity becomes very low at the points of contact, resulting in an increased weight of the respective states in the equilibrium distribution (see figure 1).
approximation \((50)\) for the density matrix is no longer valid for the modes lying at the edge of the gap. This means that the flux in this state vanishes: \(\bar{\rho}(r_1, r_2) = 0\), which can be demonstrated by the factor \(1 - \frac{1}{4\omega\ell_m(k)}\) for the energy density of each mode. Thus, we can conclude that even in the asymptotic regime in the infinite medium. In order to evaluate the correction, we note that \(\omega\ell_m(k)\) is a parameter of the Ioffe–Regel type \([27]\), which is expected to be much larger than unity far from the localization regime, so that the deviation of the equilibrium density matrix from \((52)\) can be neglected in the analysis of transport quantities.

The problem of special interest is what happens in the immediate vicinity of the complete band-gap. Formal application of \((60)\) gives vanishing mean free path for the modes lying at the edge of the gap. This means that the density matrix in the on-shell approximation yields the energy density as a sum of contributions of different modes \((34)\):

\[
\langle w(R) \rangle = \sum_{k,m} \rho^{(\infty)}_{k,m} w_{k,m}(R),
\]

where \(w_{k,m}(R)\) is the energy density of the mode \(\Psi_{k,m}\) of the ideal photonic crystal. The exponential term in \((50)\) can be shown to modify each contribution by the factor

\[
\sim 1 - \frac{1}{4\omega\ell_m(k)}. \quad (54)
\]

In order to evaluate the correction, we note that \(\omega\ell_m(k)\) is a parameter of the Ioffe–Regel type \([27]\), which is expected to be much larger than unity far from the localization regime, so that the deviation of the equilibrium density matrix from \((52)\) can be neglected in the analysis of transport quantities.

The problem of special interest is what happens in the immediate vicinity of the complete band-gap. Formal application of \((60)\) gives vanishing mean free path for the modes lying at the edge of the gap. This means that the density matrix in the on-shell approximation is no longer valid and that the modes of the ideal photonic crystal are not a good approximation for the modes \(\Psi_m\). Such non-perturbatively reconstructed modes constitute a special problem and is not considered in the present paper. Therefore, in what follows we restrict ourselves to the frequencies which are not too close to the complete gap so that the condition \(\omega\ell_m(k) > 1\) can always be fulfilled if the magnitude of the inhomogeneities is not too high.

Let us conclude the analysis of the equilibrium distribution by outlining two significant differences between the transport in statistically homogeneous media and disordered photonic crystals. The most essential difference is that the radiative transport in photonic crystals is provided not by plane waves but by the modes which reflect properties of the ideal structure. Indeed, these are the modes of the photonic crystals that constitute \(\rho^{(\infty)}(r_1, r_2)\) rather than pure plane waves. As a result, even in the asymptotic distribution of the energy density the disorder does not wash out the features specific for the ideal structure. In the case of weak disorder when the energy density can be approximated by \((53)\), one can see explicitly that for frequencies near the fundamental gap and higher, the spatial profile of \(w_{k,m}(R)\) is highly inhomogeneous on the length scale of the elementary cell \([41]\). This inhomogeneity is stable, to some extent, with respect to averaging over the equilibrium distribution function. Most clearly this effect should be seen for frequencies near the lower edge of the fundamental gap. Indeed, as follows from the variational principle \([1]\) at such frequencies the field distribution takes higher values in the regions with higher values of the refractive index for each point on the equifrequency surface. The same obviously holds for the energy density of each mode. Thus, we can conclude that even the long scale asymptotic behaviour of intensity in disordered photonic crystals is highly inhomogeneous. This property is unexpected from the point of view of the transport in statistically homogeneous media, where the distinctive feature of this limit is the homogeneous distribution of the energy density \([42]\).

The second important feature of the field distribution in photonic crystals is its significant anisotropy as a function of direction of the Bloch vector. Anisotropy itself is not, of course, the specific feature of disordered photonic crystals. The similar effect can be expected in regular anisotropic media, where the group velocity depends on the direction of the wavevector. In disordered photonic crystals, however, this anisotropy can be very pronounced, especially near the frequencies corresponding to the edges of (partial) band-gaps.

3.3. The radiative transfer equation

Applying \((37)\) to the equilibrium state described in the previous subsection,

\[
S^{(\infty)}(r_1, r_2) = \bar{S} \rho^{(\infty)}(r_1, r_2),
\]

and using the symmetry properties of the equilibrium distribution given as \(\rho^{(\infty)}(r_1, r_2) = \rho^{(\infty)}(r_2, r_1)\), we can immediately see that the flux in this state vanishes: \(S^{(\infty)}(R, R) = 0\). This is of course a result expected for an asymptotic regime in the infinite medium. In order to
describe states with a non-zero flux, which are most relevant to experimental situations, we have to consider the correlation function at a finite distance from the sources or in a finite-sized medium. In this case, we cannot expect that the same modes $\Psi$ will diagonalize the correlation function, but if the deviations from the equilibrium state are small we can assume that non-diagonal elements decay very fast when one moves away from the main diagonal of the density matrix. Then, instead of trying to find the true diagonalizing states we will follow the same approach as in the standard transport theory in a statistically homogeneous medium and convert the non-diagonal density matrix into a function slowly changing in real space. The field–field correlator in this representation takes the form of

$$\rho(r_1, r_2) = \sum_{k, m} \mathcal{I}_{k, m}(\mathbf{R}) \tilde{\Psi}_{k, m}(r_1) \tilde{\Psi}_{k, m}^*(r_2),$$

(56)

where $\mathbf{R} = (r_1 + r_2)/2$ and $\mathcal{I}_{k, m}(\mathbf{R})$ are smooth functions of the coordinate $\mathbf{R}$. The functions $\mathcal{I}_{k, m}(\mathbf{R})$ can be interpreted as specific intensities of the respective modes $\tilde{\Psi}_{k, m}$. In order to show this let us calculate the average energy density and the average Poynting vector. Using representation (56) in equations (32) and (37) we obtain

$$\langle \omega(\mathbf{R}) \rangle = \sum_{k, m} \mathcal{I}_{k, m}(\mathbf{R}) \omega_{k, m}(\mathbf{R}),$$

$$\langle S(\mathbf{R}) \rangle = \sum_{k, m} \mathcal{I}_{k, m}(\mathbf{R}) S_{k, m}(\mathbf{R}),$$

(57)

where we have used equations (35) and (40) to define formally the energy density, $\omega_{k, m}$, and the Poynting vector, $S_{k, m}$, corresponding to the states $\tilde{\Psi}_{k, m}$. Equations (57) agree with the intuitive concept of the specific intensity, justifying our identification for functions $\mathcal{I}_{k, m}$.

In order to derive an equation for the specific intensities, we calculate the matrix element of both sides of (24) between the states $\tilde{\Psi}_{k+q/2, \bar{m}}$ and $\tilde{\Psi}_{k-q/2, \bar{m}}$ and then use the assumption of smooth $\mathcal{I}_{k, m}(\mathbf{R})$ as expressed by (C.8). Calculations based on the separation of length scales (see details in appendix C) lead to the radiative transfer equation in the form

$$\omega V_{\bar{m}}(k) \cdot \mathbf{V}_{R} \mathcal{I}_{k, m}(R) = \Im \sum_{\bar{n}} \sigma_{\bar{m}, \bar{n}}(k, q) \mathcal{I}_{\bar{n}, \bar{n}}(R) + \int dq \sum_{\bar{n}} \sigma_{\bar{m}, \bar{n}}(k, q) \mathcal{I}_{\bar{n}, \bar{n}}(R).$$

(58)

Here and below the matrix elements for the self-energy and the irreducible vertex in the basis provided by the states $\tilde{\Psi}_{\bar{n}}$ are related to the matrix elements defined in equations (6) and (20) through transformation (46).

In equation (58) we have introduced several important quantities. The velocity $V_{\bar{m}}(k)$ determines the direction of the ‘ray’ corresponding to the mode $\tilde{\Psi}_{k, m}$ and is expressed in terms of the group velocity of the photonic crystal modes as

$$V_{\bar{m}}(k) = \frac{1}{\omega} \sum_{\bar{n}} |B_{\bar{m}, \bar{n}}(k)|^2 \omega_{\bar{n}}(k) V_{\bar{n}}(k).$$

(59)

The spatial decay of the initial distribution $\mathcal{I}_{k, m}(\mathbf{R})$ concentrated in a single mode towards equilibrium is quantified by the mean free path

$$\ell_{\bar{m}}^{-1}(k) = -\frac{\Im [\Sigma_{\bar{m}, \bar{n}}(k)]}{\omega V_{\bar{m}}(k)}.$$  

(60)

As follows from the optical theorem, the decay is a result of the redistribution of energy between the modes specified by different points in the first Brillouin zone and different band numbers. Making use of representation (20) the scattering kernel, which describes the redistribution, can be shown to have the form

$$\sigma_{\bar{m}, \bar{n}}(k, q) = N \rho_{\bar{m}}(k) U_{\bar{n}, \bar{n}}(k, k, q, q).$$

(61)

Initially, in relatively small samples or near the boundary of a big sample, the distribution of energy can be arbitrary complex. For example, almost all energy can be concentrated in only a few modes. The distribution changes along the sample according to (58) and eventually $\mathcal{I}_{k, m}(\mathbf{R})$ tends to $\rho_{k, m}^{(\infty)}$, which cancels both sides of (58). This confirms our interpretation of $\rho_{k, m}^{(\infty)}$ as the asymptotic equilibrium distribution.

If we can neglect the interband coupling and use the on-shell approximation, which is justifiable in the limit of weak and short scale disorder, the picture significantly simplifies since in this approximation $B_{\bar{m}, \bar{n}}(k)$ become just identity matrices and the density matrix can be approximated by (52). This means that the transport is provided by the modes of the ideal photonic crystal corresponding to the frequency $\omega$ and the specific intensity $\mathcal{I}_{k, m}$ has the transparent meaning of the intensity of these modes. The spatial distribution of the specific intensity is governed by the same equation (58) with the velocity $V_{\bar{m}}(k)$ substituted by the respective group velocity $V_{\bar{m}}(k) \rightarrow v_{\bar{m}}(k)$ as follows from (59).

In order to illustrate the specific features of the radiative transfer equation in disordered photonic crystals, we calculate the scattering kernel $\sigma_{\bar{m}, \bar{n}}(k, q)$ for a 2D structure made of dielectric discs in the limit of weak disorder. We approximate the intensity propagator by the sum of the ladder diagrams and additionally assume the $\delta$-correlated disorder when $K(r_1, r_2) = V^2 \delta(r_1 - r_2) \delta(r_1 - r_2)$, where $r_2$ denotes points lying in a thin shell near the surface of the ideal disc (see appendix A). In this case the specific intensity is concentrated at the equifrequency surfaces $F_{\bar{m}}(\omega)$ so that it can be presented as $\mathcal{I}_{k, m}(\mathbf{R}) \sim \mathcal{I}_{k, m}(\mathbf{R}) \delta[|\omega^2 - \omega_{\bar{m}}^2(k)|]$. The amplitudes $\mathcal{I}_{k, m}(\mathbf{R})$ satisfy the radiative transfer equation of the same structure as (58) with the scattering amplitude between the states on the equifrequency surface given by

$$\sigma_{\bar{m}, \bar{n}}(k, q) = \frac{\omega^3 V^2}{v_{\bar{m}}(q)} \int d^2r |u_{k, m}(r)|^2 |u_{q, n}(r)|^2,$$

(62)

where the integration is performed in a thin shell near the surface of the ideal disc. We show the dependence of $\sigma_{\bar{m}, \bar{n}}(k, q)$ on the direction of the final Bloch wavevector in figure 2(b) for two cases when the frequency $\omega$ is well below the frequency of the fundamental gap $\omega_G \approx 0.28$ for the structure used in the numerical calculations) and when $\omega \gtrsim \omega_G$. As one can see, for low frequencies the scattering amplitude is close to isotropic (the variation of the scattering amplitude is not visible on this scale), which is the consequence of slow spatial variation of the Bloch amplitudes $u_{k, m}(r)$ and the shape of the equifrequency surface close to spherical. However, when $\omega$ approaches $\omega_G$ both
Figure 2. (a) The band structure of the ideal photonic crystal with the same parameters as in figure 1. Only two bands used in calculations for figures 1 (b) and 3 are shown. The horizontal lines correspond to the frequencies $\omega/2\pi = 0.21$ and 0.41. (b) The scattering amplitude $\sigma(k, q)/\omega^3 V^2$ between the states belonging to the first ($\omega/2\pi = 0.21$, the internal points) and the second ($\omega/2\pi = 0.41$, the points corresponding to higher values) bands as a function of the angle between the vectors $k$ and $q$. The direction of the initial Bloch wavevector $q$ is taken along the $\Gamma X$ direction for both frequencies, thus the angle in (b) is counted from the $\Gamma X$ direction.

Figure 3. The directional dependence of the mean free path $\ell(\omega) \omega^4 V^2$ for frequencies $\omega/2\pi = 0.21$ (curve 1), 0.31 (curve 2) and 0.41 (curve 3). The angle is counted from the $\Gamma X$ direction.

3.4. The diffusion equation

The right-hand side of (58) describing spatial variations of the specific intensities consists of the sum of two terms. In order to appreciate their physical significance let assume that at small distances from the source only a single mode is excited so that the specific intensity can be presented in the following form:

$$I_{k,m} \propto I(R) \delta_{m,m_0} \delta(k - k_0).$$

(64)

The first of the right-hand terms in (58) describes exponential spatial decay of this specific intensity due to scattering and redistribution of the energy among other modes. As small distances from the source exceeding the mean free path this term diminishes and the second, integral, term starts determining the spatial distribution of the specific intensities, which is no longer exponential. One can
describe this situation at asymptotically large distances taking into account that in this limit the density matrix \( \rho(r_1, r_2) \) must be close to its limiting value \( \rho^{(\infty)}(r_1, r_2) \) so that one can present \( \rho(r_1, r_2) \) using an appropriate expansion near \( \rho^{(\infty)} \). Drawing an analogy with the diffusion approximation in the standard case \([29, 42, 27]\) and assuming respectively, which do not depend on spatial coordinates. With an appropriate choice of these quantities one can show that \( u_d(R) \) and \( S_d(R) \) as in (65) can be presented as

\[
\begin{align*}
I_{k,m}(R) &= \frac{1}{\nu_m(k)} \left[ W^{-1} u_d(R) + \tilde{\nu}_m(k) T^{-1} S_d(R) \right],
\end{align*}
\]

where \( u_d(R) \) and \( S_d(R) \) are assumed to be slowly changing functions of \( R \), while \( W \) and \( T \) are scalar and tensor respectively, which do not depend on spatial coordinates. With an appropriate choice of these quantities one can show that \( u_d(R) \) and \( S_d(R) \) in (65) can be presented as

\[
\begin{align*}
\frac{1}{\nu_m(k)} \left[ W^{-1} u_d(R) + \tilde{\nu}_m(k) T^{-1} S_d(R) \right],
\end{align*}
\]

where the integration is performed over the elementary cell with the coordinate \( R; \) \( u(r_1, r_2) \), and \( S(r_1, r_2) \) are defined by equations (31) and (38), respectively. These expressions clarify the physical meaning of \( u_d(R) \) and \( S_d(R) \) as long scale envelopes of the averaged energy density and the flux, respectively. \( W \) and \( T \) in (65) are found to be

\[
\begin{align*}
W &= \frac{1}{2} \lambda(\omega), \\
T &= \frac{1}{2} \sum_m \int dk \tilde{\nu}_m(k) \otimes \tilde{\nu}_m(k).
\end{align*}
\]

where \( \otimes \) denotes the tensor product, \( (v \otimes u)_{ij} = v_i u_j \) and \( \lambda(\omega) \) is the density of states of the photonic crystal defined as \( \lambda(\omega) = \sum_q \delta(\omega - \omega_q) \).

The equations with respect to \( u_d(R) \) and \( S_d(R) \) can be derived from the radiative transfer equation. Summation over all states on the respective eigenfrequency surface yields the energy conservation law

\[
\nabla \cdot S_d(R) = 0.
\]

Multiplying both sides of (58) by \( \tilde{\nu}_m(k) \) and summing over all states we obtain

\[
\nabla \nabla \cdot u_d(R) = 0,
\]

where the diffusion tensor \( D(\omega) \) up to a constant factor is defined by \( D(\omega) = TM^{-1}T \) with the current relaxation kernel \( [43] \)

\[
\begin{align*}
M = & \frac{\omega^2 \lambda(\omega)}{4} \sum_m \int dk \left[ \ell^{-1}_m(k) \\
& - \sum_n \int dq \frac{\sigma_{mn}(k, q)}{\omega v_m(k)} \tilde{\nu}_m(k) \otimes \tilde{\nu}_n(q) \right].
\end{align*}
\]

It is important to note that despite the scalar character of the initial Helmholtz equation (1) the diffusion in photonic crystals is characterized by a diffusion tensor rather than by a single diffusion constant. In particular, if the periodic modulation is characterized by a rectangular (non-cubic) elementary cell then the eigenvalues of the tensor corresponding to different principal directions will be different, resulting in anisotropic diffusion.

This diffusion anisotropy, however, appears only in low symmetry photonic crystals. If the point symmetry group of a particular structure is such that irreducible representations of the full rotation group remain irreducible for the point group of the crystal, the diffusion tensor is reduced to a scalar form. Indeed, crystals with such symmetries, e.g. crystals with square and hexagonal lattices in 2D and cubic and fcc lattices in 3D, do not allow non-trivial tensors of the second rank \([44]\). In this case the diffusion, despite the strong directional dependence of the scattering kernel \( \sigma_{mn}(k, q) \), is isotropic and is characterized by the diffusion constant

\[
D = \frac{F(\omega)}{d \lambda(\omega)} \frac{\ell(\omega)}{1 - \cos(\theta)},
\]

where \( d \) is the dimensionality of the problem, \( F(\omega) = \sum_m \int dk 1 \) is the total area of the eigenfrequency surface,

\[
\ell^{-1}(\omega) = \frac{1}{F(\omega)} \sum_m \int dk \ell^{-1}_m(k)
\]

and

\[
\langle \cos(\theta) \rangle \equiv \frac{\ell(\omega)}{F(\omega)} \sum_{m,n} \int dk dq \frac{\sigma_{mn}(k, q)}{\omega v_m(k)} \tilde{\nu}_m(k) \cdot \tilde{\nu}_n(q).
\]

The expression for the diffusion coefficient has the same general structure as for statistically homogeneous media \([29]\) with the transport velocity \( v_E(\omega) = F(\omega)/\lambda(\omega) \) and the ‘transport mean free path’ \( \ell(\omega)/(1 - \cos(\theta)) \). The transport velocity is independent of the details of the disorder distribution owing to the \( \delta \)-functional approximation for the correlation function \( K(r_1, r_2) \), which is valid if the frequencies corresponding to morphological resonances at the typical inhomogeneity size are much higher than the range of frequencies under consideration \([45-47]\). Figure 4 shows the frequency dependence of \( \ell(\omega) \) for a disordered photonic crystal with a square lattice. It should be noted that the minimum of \( \ell(\omega) \) is reached at the band edge in the \( 1X \) direction (see figure 2(a)) and is due to the significant drop of the group velocity when the eigenfrequency surface touches the boundary of the \( 1 \) Brillouin zone.

It should be emphasized, however, that the possibility to introduce a single scalar diffusion constant and, respectively, to describe transport by a single transport mean free path is not a result of the disorder destroying the effect of periodicity but rather is the consequence of the underlying symmetry of the photonic crystal. In the case of low symmetry structures the diffusion is described by a tensor, and is characterized by different effective mean free paths for different principal directions of the diffusion tensor.

4. Conclusion

In this paper we have developed a systematic approach based on multiple scattering analysis to the theoretical description of
incoherent transport properties of disordered photonic crystals in the steady state regime. The main difficulty in developing such a theory using a standard plane wave based multiple scattering approach lies in the separation between waves scattering due to periodic modulations of the dielectric constant and scattering due to random deviations from the periodicity. One might think that this difficulty is readily resolved by incorporating modes of the ideal photonic crystal instead of plane waves into the standard transport theory. However, such a straightforward approach fails because of the inherent presence of two spatial scales, the period of the crystal and the main free path, both of which have to be retained in the theory. As a result, a formally constructed Wigner distribution, which is the main technical tool in deriving the radiative transfer equation in the regular case of a statistically homogeneous medium, loses its smooth spatial dependence and, hence, its methodological usefulness.

We have shown that these difficulties can be overcome if one incorporates the concept of the radiative transfer as an incoherent process into the foundation of the theory. In order to achieve this, we showed that the field–field correlation function, ρ(r1, r2) = ⟨E(r1)E∗(r2)⟩, has all the properties of a density matrix defined in quantum statistics, and hence can be interpreted as such. This interpretation allowed us to separate coherent and incoherent contributions to the transport and eventually obtain radiative transfer and diffusion equations for media with periodically modulated average dielectric function.

We found an exact asymptotic solution, ρ(∞), of the Bethe–Salpeter equation (42), which describes the limiting form of the correlation function in an infinite medium asymptotically far away from the sources. This function determines the asymptotic distribution of the intensity of the field, which was shown to be highly spatially non-uniform and anisotropic. This result should be contrasted with the case of statistically homogeneous medium, in which the asymptotic distribution of intensity is spatially uniform. It is important that the properties of the intensity distribution even inside an infinite photonic crystal are determined by the normal modes of the underlying periodic structure. This result casts serious doubts on the assumption made in [15, 16] that the field distributions deep inside a photonic crystal and a statistically homogeneous media do not differ from each other, and that the anisotropy of the light emerging from photonic crystals is formed within a narrow layer at the boundary.

The asymptotic character of ρ(∞) is expressed by the absence of flux in this state. Using analogy with the statistical physics we can interpret ρ(∞) as an equilibrium distribution. In order to describe actual energy transfer, one needs to consider small deviations from equilibrium. We derived generalized forms of radiative transfer and diffusion equations valid for disordered photonic crystals and obtained general expressions for the scattering cross-section, mean free path, and diffusion coefficient. As an example, we calculated the cross-section for one particular model of a photonic crystal and demonstrated how the underlying periodic structure effects disorder induced scattering of photonic modes. In particular, we found that the scattering cross-section describing the redistribution of the energy between modes becomes highly anisotropic at high frequencies. The mean free path of a particular mode, which describes the rate of redistributing the correspondent specific intensity, also depends strongly on the direction of the respective Bloch vector. The numerical calculations show that for a chosen frequency near the (partial) band-gap the mean free path may vary almost by an order of magnitude. Such significant variation presents especial interest from the perspective of the problem of the Anderson localization.

The interesting feature of the transport in the disordered photonic crystals is that even if scattering between different modes may be highly anisotropic it does not necessarily imply an anisotropic diffusion. Indeed, if the point symmetry of the crystal is sufficiently rich, e.g. in 2D this is rotational symmetry of the third order or higher, then all tensors of the second rank describing the intrinsic macroscopic properties are proportional to the unit tensor. That is, the diffusion is necessarily isotropic and is characterized by a single diffusion constant. The mean free path appears in this constant averaged over the respective equifrequency surface.

The derivation of the transport equations can be generalized to describe the radiative transport in more general situations than considered in the paper. Principally, the equilibrium distribution given by ρ(∞) holds in the presence of the boundary as well. The latter is accounted for through the boundary conditions determining Green’s functions. However, whether the respective density matrix can be described near the boundary as a long scale perturbation of ρ(∞) or not presents a special interesting problem.

Finally, we would like to comment on the possibility to extend the consideration provided in the paper to a non-steady-state regime. By a direct analogy with the standard case, a slow dynamics in the diffusion regime can be accounted for by assuming wτ in (65) to be time dependent. However, a rigorous theory which would yield this limit is yet to be developed. From the perspectives of the presented consideration, the main formal obstacle is the fact that ρw1,ω2 is generally not non-negatively defined if ω1 ≠ ω2. This problem, of course, exists.

Figure 4. The dependence of the effective mean free path ℓ(ω)/V2 (dashed line, squares) on frequency in a log–log scale. The solid line (circles) shows the dependence ℓ(ω)/V2 on frequency in a log–log scale. The solid line (circles) shows the dependence of the effective mean free path ℓ(ω)/V2 on frequency in a log–log scale.
and is recognized in the standard theory of multiple scattering in homogeneous media as well. In order to ensure positivity of the specific intensities, it was suggested to consider a coarse-grained Wigner distribution [48]. A possibility to generalize our approach to time-dependent correlation functions and their possible relation with the density matrix formalism is an open problem.
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Appendix A. A model of Gaussian inhomogeneities in photonic crystals

A Gaussian random field $\Delta \epsilon(r)$ can be defined in two equivalent ways. The functional definition is based on the requirement of an integral

$$ I_f = \int dr \ f(r) \Delta \epsilon(r) \quad (A.1) $$

to be a Gaussian random variable for an arbitrary function $f(r)$. The statistical definition states that a multi-point correlation function of a zero-mean Gaussian field is expressed in terms of the two-point correlation function

$$ \langle \Delta \epsilon(r_1) \cdots \Delta \epsilon(r_{2n}) \rangle = \sum_{\text{pairs}} K(r_a, r_b) \cdots K(r_y, r_z), \quad (A.2) $$

where the summation is taken over all possible pairings of the points $r_1, \ldots, r_{2n}$ and $K(r_1, r_2) = \langle \Delta \epsilon(r_1) \Delta \epsilon(r_2) \rangle$.

The property of integral (A.1) being a Gaussian random variable is consistent with the intuitive idea about a Gaussian random field, while property (A.2) is convenient from the technical point of view for developing the perturbation theory [26]. Both these properties, however, might seem somewhat artificial from the perspective of a disordered photonic crystal. Here we would like to present a simple model of the disorder in a photonic crystal that naturally results in simulation of the inhomogeneities by a Gaussian random field.

Let the ideal structure be constituted by spheres with the dielectric constant $\epsilon_i$ at the sites of a periodic lattice. Furthermore, we assume that the disorder in this system is constituted by slight variations of the size of the spheres, while their positions are fixed. Thus, we can represent the spatial modulation of the dielectric function in the disordered crystal in the form

$$ \tilde{\epsilon}(r) = \epsilon_0 + \sum_R \delta \epsilon_R(r + R), \quad (A.3) $$

where $R$ are the lattice vectors, $\epsilon_0$ is the background dielectric constant, and $\delta \epsilon_R(r + R)$ is the deviation from the background value in the elementary cell with the coordinate $R$. By the construction $\delta \epsilon_R(r) = \epsilon_1 - \epsilon_0$ inside the sphere and is equal to 0 elsewhere. We represent the spatial distribution of the dielectric function in the form adopted in (1), i.e. $\tilde{\epsilon}(r) = \epsilon(r) + \Delta \epsilon(r)$, where $\epsilon(r)$ describes the distribution in the ideal structure and

$$ \Delta \epsilon(r) = \sum_R (\delta \epsilon_R(r + R) - \delta \epsilon_0(r + R)) \quad (A.4) $$

with $\delta \epsilon_0(r)$ being the deviation from the background value in the ideal structure.

Clearly $\Delta \epsilon(r)$ is not zero in shells near the boundaries of the spheres constituting the ideal structure. It is positive in the spheres with the radius larger than the radius of the ideal spheres and is negative in smaller spheres. We simulate this function by presenting it in the form

$$ \Delta \epsilon(r) = \sum_R \Delta \epsilon_R u(r + R), \quad (A.5) $$

where $u(r)$ is a non-random function different from zero in a thin shell near the boundary of the ideal sphere and the random amplitudes $\Delta \epsilon_R$ have the Gaussian distribution with zero mean value and are independent in different elementary cells. Using (A.5) in the integral in (A.1), one has a Gaussian random variable and, hence, $\Delta \epsilon(r)$ is the Gaussian random field.

This model, obviously, can be generalized by allowing the random variables $\Delta \epsilon_R$ to be a (usual) Gaussian random field rather than a constant inside each elementary cell. Such a model of the disorder would account not only for the size dispersion of the spheres but also for the roughness of their surfaces. Assuming that $\Delta \epsilon_R$ in different elementary cells are not correlated we obtain

$$ K(r_1, r_2) = \langle \Delta \epsilon_{r_1} \Delta \epsilon_{r_2} \rangle u(r_1)u(r_2) \quad (A.6) $$

if $r_1$ and $r_2$ are situated inside the same elementary cell and $K(r_1, r_2) = 0$ otherwise. For calculations in the main text we have used the simplest model of spheres with uniform sizes and with centres at the sites of an ideal lattice but with rough surfaces. Thus we take $u(r) = 1$ in a thin shell around the ideal sphere (respectively, the circle in 2D) and

$$ \langle \Delta \epsilon_{r_1} \Delta \epsilon_{r_2} \rangle = V^2 \delta(r_1 - r_2). \quad (A.7) $$

Appendix B. Symmetries of the averaged Green’s function, the self-energy and the irreducible vertex

Leaving the problem of convergence of the perturbational series aside, the symmetry properties of the averaged Green’s function $\langle G(r_1, r_2) \rangle$, the self-energy $\Sigma(r_1, r_2)$, and the irreducible vertex $U'(r_1', r_2'; r_1, r_2)$ can be proven on a diagram by diagram basis [26]. We demonstrate the typical line of arguments by proving that if the correlation function of inhomogeneities is invariant with respect to lattice translations then so is the averaged Green’s function.

Any diagram in the perturbational expansion of $\langle G(r_1, r_2) \rangle$ has the form of a line with $2n$ internal ($n \geq 0$) and 2 terminating vertices. The internal vertices divide the line on $2n + 1$ segments, which are the graphical representations
of the non-perturbed Green’s function of the ideal structure. The internal vertices are connected pair-wise by the lines of the correlation function.

Clearly, the value of a diagram with fixed values of the coordinates corresponding to the vertices does not change if we shift the coordinates of all points (internal and terminating) by the vector of the lattice translation. Indeed, the Green’s function lines and the lines corresponding to the correlation functions do not change because of the translational invariance of these functions. Furthermore, we note that in order to obtain the contribution of the diagram to \( G(r_1, r_2) \) we need to integrate with respect to coordinates of the internal vertices. Finally, we observe that the uniform shift of the coordinates of all vertices produces the diagram which corresponds to the perturbational series for \( G(r_1 + R, r_2 + R) \).

This line of argument proves the translational invariance of the averaged Green’s function, the self-energy and the irreducible vertex. In order to prove the reciprocity of the Green’s function and the self-energy

\[
G(r_1, r_2) = G(r_2, r_1), \quad \Sigma(r_1, r_2) = \Sigma(r_2, r_1),
\]

we need the version of the arguments sketched above, which includes the directionality of the lines constituting the diagram. The reciprocity would follow then from invariance of the diagram with respect to the reversion of the directionality of all lines. For the irreducible vertex we additionally need to take into account that the correlation function connecting upper and lower lines is mapped to itself upon reverting. Thus, we have

\[
U(r_1, r_2; r_1', r_2') = U(r_1', r_2'; r_1, r_2).
\]

We complete the consideration of the symmetry properties by proving the invariance of the self-energy with respect to the point symmetries of the photonic crystal. More specifically, we show that if the correlation function transforms according to the identity representation of the respective group, then so does the self-energy. The proof is based on the property of the unperturbed Green’s function \( G_0(r_1, r_2) \) to transform according to the identity representation

\[
\mathcal{T} G_0(r_1, r_2) = G_0(\mathcal{T}^{-1} r_1, \mathcal{T}^{-1} r_2) = G_0(r_1, r_2),
\]

where \( \mathcal{T} \) is an element of the point symmetry group. The proof of the invariance of the self-energy uses the same arguments as above with the only difference that now instead of shift or inversion operators we act with \( \mathcal{T} \) on all points of the diagram.

It follows from this consideration that the eigenfunctions of the Dyson equation can be classified according to the irreducible representations of the group of the point symmetries of the ideal structure. We use this fact in the paper when we discuss the effect of the disorder on the degenerate points in the spectrum of the photonic crystal.

**Appendix C. Separation of spatial scales in close-to-equilibrium regimes**

The main assumption used for the derivation of the radiative transfer equation and the diffusion equation in the paper is that the spatial scales of variation of the specific intensity or the envelope of the energy density and of the functions describing the modes of the ideal photonic crystal can be separated. Physically this assumption implies that the slowly varying functions do not lead to coupling between different Bloch modes. As a result, one can neglect the smooth functions while calculating the respective scalar products.

In order to give a formal expression for the separation of length scales we consider a photonic crystal mode \( \Psi_{k,m}(r) \) modulated by a smooth function \( f(r) \)

\[
h_{k,m}(r) = f(r)\Psi_{k,m}(r).
\]

The smoothness of the function \( f(r) \) can be quantified by \( \langle p \rangle_f \) and \( \langle p^2 \rangle_f \), where

\[
\langle p \rangle_f = \int dp p f(p)
\]

and \( f(p) \) is the Fourier image of \( f(r) \). The limit of smooth \( f(r) \) can, thereby, be formalized as \( \langle p \rangle_f \to 0 \) and \( \langle p^2 \rangle_f \to 0 \). In this limit the weighted scalar product of \( h_{k,m}(r) \) with the mode \( \Psi_{q,n}(r) \) is written as

\[
\langle \Psi_{q,n}, h_{k,m} \rangle = \int d\epsilon \epsilon(r)\Psi_{q,n}^*(r) h_{k,m}(r) = f(k - q)\mathcal{U}_{n,m}(q, k),
\]

where

\[
\mathcal{U}_{n,m}(q, k) = \int d\epsilon \epsilon(r)u_{q,n}^*(r)u_{k,m}(r).
\]

The inverse Fourier transform of (C.3) with respect to \( k - q \) gives for \( m = n \)

\[
\int dp \langle \Psi_{k-p/2,m}, \Psi_{k+p/2,m} \rangle e^{-ipr} = f(r) + O(f’(r)),
\]

where the remainder is small together with the derivatives of \( f(r) \).

Similarly, the notion of the smooth modulation can be applied for functions of the form

\[
\rho(r_1, r_2) = \sum_{k,m} \mathcal{I}_{k,m} \left[(r_1 + r_2)/2 \right] \Psi_{k,m}(r_1)\Psi_{k,m}^*(r_2),
\]

where \( \mathcal{I}_{k,m}(r) \) are smooth functions. The weighted matrix element of \( \rho(r_1, r_2) \) between \( \Psi_{p+q/2,n} \) and \( \Psi_{p-q/2,n} \) is

\[
\langle \Psi_{p+q/2,n} | \rho | \Psi_{p-q/2,n} \rangle = \sum_m \mathcal{I}_{p,m}(q)\mathcal{U}_{m,n}(p + q/2, p)\mathcal{U}_{n,m}(p, p - q/2).
\]

The inverse Fourier transform with respect to \( q \) gives

\[
\int dq e^{-iqR} \langle \Psi_{p+q/2,n} | \rho | \Psi_{p-q/2,n} \rangle = \mathcal{I}_{p,m}(R)
\]

up to terms vanishing with the derivatives of \( \mathcal{I}_{k,m}(r) \).

Additionally, for derivation of the radiative transfer equation one needs to compare the scales related to the irreducible vertex. Analysing the diagrammatic expansion for \( U(r_1, r_2; r_1', r_2') \) one can see that there are two typical spatial
scales determining the decay of the irreducible vertex with the distance between the first and second pairs of the points. The ‘short’ scale is proportional to the correlation radius of the inhomogeneities. This spatial decay is characteristic for ladder and maximal crossed diagram approximations. Assuming that the correlations vanish at the scale of the elementary cell one can approximate

\[ \int \frac{d \mathbf{r}_1}{d \mathbf{r}_2} U_{a,b}(r_1, r_2; r'_1, r'_2) \mathcal{I} \left[ \left( r'_1 + r'_2 \right)/2 \right] \cdots \]

\[ \approx \mathcal{I} \left[ \left( r_1 + r_2 \right)/2 \right] \int \frac{d \mathbf{r}_1}{d \mathbf{r}_2} U_{a,b}(r_1, r_2; r'_1, r'_2) \cdots . \]

(C.9)

This approximation has been used for derivation of (58).

There are additional terms in the diagrammatic expansion of the irreducible vertex that go beyond the ladder and maximally crossed diagram approximations and lead to the spatial decay on the scale of the mean free path. These terms would result in a non-local term in the radiative transfer equation. The effect of the non-local scattering on the radiative transfer in disordered photonic crystals will be studied elsewhere.
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