Multi-task Federated Learning for Heterogeneous Pancreas Segmentation
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Abstract. Federated learning (FL) for medical image segmentation becomes more challenging in multi-task settings where clients might have different categories of labels represented in their data. For example, one client might have patient data with "healthy" pancreases only while datasets from other clients may contain cases with pancreatic tumors. The vanilla federated averaging algorithm makes it possible to obtain more generalizable deep learning-based segmentation models representing the training data from multiple institutions without centralizing datasets. However, it might be sub-optimal for the aforementioned multi-task scenarios. In this paper, we investigate heterogeneous optimization methods that show improvements for the automated segmentation of pancreas and pancreatic tumors in abdominal CT images with FL settings.
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1 Introduction

Fully automated segmentation of the pancreas and pancreatic tumors from CT volumes is still challenging due to the low contrast and significant variations across subjects caused by different scanning protocols and patient populations. A great deal of progress has been made to improve the pancreas segmentation performance in the last decade with the rapid development of convolutional neural network (CNN) based approaches to this medical image segmentation task \cite{12,20,11,9}. Still, highly accurate and generalizable pancreas and corresponding tumor segmentation models are encouraged as a prerequisite for computer-aided diagnosis (CAD) systems.

One limitation for pancreas segmentation using deep learning-based approaches is the lack of annotated training data. Distinct from natural images, collecting extensive training data from various resources may lead to multiple technical, legal, and privacy issues in healthcare applications. Federated learning (FL) is an innovative technique that enables to learn a deep learning-based model among distributed devices, i.e. clients, collaboratively without having to centralize the training data in one location \cite{10}.
FL techniques currently attract increasing attention in the medical image analysis field because the acquisition of annotated medical images from the real world is challenging and costly. A growing number of studies have been made to handle these difficulties by using the FL strategy. Furthermore, FL shows great effectiveness on segmentation tasks in abdominal organs [16,1], brain tumors [13,7] and COVID-19 image analysis [2,3,17,18] both in simulation and real-world FL applications.

One question remaining is on how to integrate best models trained on heterogeneous tasks among clients is difficult to determine. Most commonly, the Federated Averaging (FedAvg) is used to aggregate the model from each client and to update the global model on the server using a weighted sum where the weights are typically derived from the local training dataset sizes and kept constant during the training [10]. FedProx was introduced to handle data heterogeneity in FL by adding a regularization loss on the client that penalizes divergence from the current global model [6]. Techniques proposed for multi-task learning can be an alternative to tackle the heterogeneous statistical problems [15]. Dynamic task prioritization (DTP) specifies a prioritization for each task in multi-task learning based on the task-specific metrics[4]. Dynamic weight averaging (DWA) investigates a weight for each task calculated through the change of loss [8].

This work employs three public annotated datasets for pancreas segmentation to model three heterogeneous clients during FL. One dataset consists of pancreas and tumors, and the other two are consist of healthy pancreas cases. Our main contributions are as follows: 1) introduce the dynamic task prioritization for FL optimization; 2) investigate dynamic weight averaging aggregation method to re-weight the model from each client. 3) compare the effect of our improvements with FedAvg and FedProx on the pancreas and tumor segmentation task.

2 Methods

A standard FL system consists of a server and several clients. In a new FL round, each client receives the global model from the server and fine-tunes it on their local dataset. Then the client only shares a weight update with the server after the local training. The server is designed to receive the model updates from the specified minimum of clients and aggregates the updates based on the aggregation weight of each client. It then updates the global model with the aggregated updates and distributes the updated global model for the next round of FL training. An illustration of the FL system is shown in Fig. 1. The standard FL tries to minimize

$$\mathcal{L} = \min \sum_{k}^{K} \eta_k \mathcal{L}_k,$$

where the $k$-th client tries to optimize the local loss function $\mathcal{L}_k$. The total number of clients is $K$ and the proportion that each client contributes to the global model update is $\eta_k \geq 0$, where $\sum_{k}^{K} \eta_k = 1$. In this work, our aim is to investigate a multi-task FL optimization method for heterogeneous pancreas segmentation where clients exhibit different types of images and labels in their data.
In this section, we first revisit the FedAvg [10] and FedProx [6] methods which are widely used in FL tasks. Then, we adapt two optimization methods from the multi-task learning literature to the FL setting: dynamic task prioritization and dynamic weight averaging.

2.1 FedAvg

In standard FedAvg, to reduce the heavy communication cost and to handle dropping clients, only a subset $K$ clients are used, instead of total $N$ clients to update the global model in each round. Here, we have $K << N$. The weight $\eta_k$ of client $k \in K$ is a constant number which can be calculated by

$$\eta_k = \frac{n_k}{n},$$

where $n_k$ is the number of local training data in client $k$. The total number of training data in all clients can be derived from $n = \sum K n_k$. In FedAvg, the client with larger local training data contributes more to the updated global model.

2.2 FedProx

FedProx is an improved federated optimization algorithm for learning from distributed heterogeneous datasets [6]. The FedProx algorithm is an extension of the standard FedAvg scheme. The FedProx algorithm adopted the aggregation scheme and added another learning constraint for each client, namely a regularization. The regularization term can help the local client model to stay close to server model. The local client try to minimize

$$\hat{L}_k = L_k + \frac{\mu}{2} \|w_k - w\|^2,$$

where $\hat{L}_k$ specifies the learning target of client $k$, and $w_k$ stands for the local model parameters. The $w$ is the model parameter from the FL global model, and $\| \cdot \|^2$ indicates the L2 normalization. As mentioned in section 2, $L_k$ is the local loss function.
This learning constraint ensures the consistency of gradients from different clients. The more consistent gradient can prevent model divergence of client models and improve the convergence of the global model.

2.3 Dynamic Task Prioritization

Dynamic task prioritization (DTP) for multi-task learning adjusts the weights between different tasks by estimating the key performance index (KPI) $\kappa$. $\kappa$ is a monotone increasing function ranged from 0 to 1; the larger value of $\kappa$ stands for better performance of the specific task. DTP concentrates on challenging tasks by increasing corresponding weights and lowering the weights of easier tasks. We generalized the DTP for federated learning by considering each client as a different task. In this work, we define the KPI of client $k$ as

$$\kappa_{k,i} = d_{k,i},$$

$$W_{k,i} = -(1 - \kappa_{k,i})^\gamma \log \kappa_{k,i}.$$  

(4)

(5)

To stabilize the weights between each batch, an exponential average $\overline{\kappa}_{k,i}$ is used:

$$\overline{\kappa}_{k,i} = (1 - \alpha) \kappa_{k,i} + \alpha \overline{\kappa}_{k,i-1}.$$ 

(6)

Here, $\alpha$ is a number between 0 and 1 and $\gamma$ is a tunable hyperparameter.

2.4 Dynamic Weight Averaging

In dynamic weight averaging (DWA), we try to optimize the FL procedure by focusing on server model aggregation instead of applying a constraint on loss function. This method is inspired by optimization approaches from classical multi-task learning tasks [8]. In FL, finding a suitable balance to aggregate the model updates from heterogeneous clients is challenging. However, to specify the proper weight requires a large number of experiments and priority knowledge. In DWA, we investigate a method that defines the client weights on each round automatically. The server learns to weigh each client based on the variation of loss values from the previous round. The weight of client $k$ in round $r$ can be define as

$$\lambda_{k,r} = \frac{\xi \exp(\rho_{k,r-1}/T)}{\sum_{i=1}^{K} \exp(\rho_{i,r-1}/T)},$$

(7)

where $\rho_{k,r-1} \in (0, +\infty)$ represents the dynamic proportion of the loss value $L$ changes in client $k$ from the round before previous round $r-2$ to the previous round $r-1$, which can be defined as $\rho_{k,r-1} = L_{k,r-1}/L_{k,r-2}$. To control the effeteness of dynamic proportion, $T$ is defined as similar in the MTL in [8]. When $T \to +\infty$, the weight of each client is tend to be equally $\rho_k \to 1$. We introduce $\xi \in \mathbb{N}$ to adjust the impact of weights in DWA. Different from the way to calculate loss value $L_{k,r}$ in [8], we average the local loss value of each iteration in one round, which can be defined as

$$L_{k,r} = \frac{1}{J} \sum_{j=1}^{J} L_{k,j},$$

(8)
where \( j \) is the local iteration number within the total \( J \) iterations. The average operation will make the loss value of each round more stable. For the first round (when \( r = 1 \)), we initialize the \( L_{k,r-1} = 1, L_{k,r-2} = 1 \) so that we can have the \( \rho_{k,1} = 1 \) after the first round.

3 Experiments and Results

3.1 Datasets

The experiment is conducted with one federated server for model aggregation and three clients for training. The server does not own any validation data and only aggregates the client’s model parameters. Each client owns a dataset from a different source. The first dataset is the Pancreas-CT from The National Institutes of Health Clinical Center (TCIA)\(^5\). This dataset contains 82 abdominal contrast-enhanced CT scans with manual segmentation labels for the healthy pancreas. The second dataset is the Task07 pancreas from the Medical Segmentation Decathlon challenge (MSD)\(^6\). This dataset contains 281 portal venous phase CT scans with manual labels for the pancreas and pancreatic tumors (intraductal mucinous neoplasms, pancreatic neuroendocrine tumors, or pancreatic ductal adenocarcinoma). The third dataset is from the MICCAI Multi-Atlas Labeling Beyond the Cranial Vault challenge (Synapse)\(^7\). This dataset contains 30 portal venous contrast phase CT scans with manual labels for 13 abdominal organs includes the pancreas. We only keep the pancreas labels for the third dataset and discard the labels for the other 12 organs. We randomly shuffled the three datasets separately and split them into training, validation, and testing sets with the ratio of 60%, 20%, and 20%. Among the total 231 training cases, 165 cases have both pancreas and pancreatic tumor labels.

3.2 Experimental details

We use NVIDIA Clara Train SDK 3.1\(^8\) as the federated learning framework. During the experimentation, the server and associated clients are physically on the same machine and running in individual Docker containers. The server has no access to GPU, and each client has one V100 32GB GPU. We run the experiments on two machines, the first one is a DGX-Station with 20 CPU cores, 256GB system memory, and 4 V100 32GB GPUs, and the second one is a DGX-1 with 40 CPU cores, 512GB system memory, and 8 V100 GPUs. All CT volumes were resampled to isotropic spacing with \( 1.0 \times 1.0 \times 1.0 \text{ mm}^3 \). To ensure the CT volumes were in the same orientation, we arranged the voxel axes as close as possible to RAS+ orientation. The Hounsfield unit (HU) intensity in the range [-200, 250] HU were rescaled and clipped into [-1, 1]. We used a network found by coarse-to-fine architecture search (C2FNAS)\(^9\) using a TensorFlow implementation in all experiments. The training loss function is the sum

\(^5\)https://wiki.cancerimagingarchive.net/display/Public/Pancreas-CT
\(^6\)http://medicaldecathlon.com
\(^7\)https://www.synapse.org/#!Synapse:syn3193805/wiki/217785
\(^8\)https://docs.nvidia.com/clara/clara-train-archive/3.1/index.html
of Dice loss and cross entropy. The Adam optimizer with cosine annealing learning rate scheduler was adopted with the initial learning rate $5 \times 10^{-4}$. The input patch size of our network is $96 \times 96 \times 96$. The total round number of FL was 60 with local epoch number of 10. The minimum client number was 3. Despite running FL in simulation on public datasets, we employed a percentile sharing protocol as a privacy-preserving measure [7]. We only share 25% of the model updates with the largest absolute values to ensure that our approach could be employed in a real-world setting.

3.3 Results

Our experimental results include the standalone training model on each dataset (TCIA local, MSD local, and Synapse local) and the FL global best model (determined using the average client validation scores during each FL round) for FedAvg, FedProx, DTP, and DWA. Table 1 compares the Dice score across all experiments with different hyperparameter settings. For standalone training model: TCIA local, MSD local, and Synapse local, the performance on other datasets is quite unsatisfactory. FL global models have markedly better generalizability than standalone models. Both DTP and DWA methods rely on precise hyperparameter settings. For FedAvg, the Dice score on the MSD dataset is highest; however, the performance is not ideal on the Synapse dataset. The average Dice score with FedProx improves over FedAvg. The TCIA dataset and Synapse dataset have the highest Dice score with DWA ($T=2, \xi=2$). The average Dice score with DWA is 4.5% and 2.9% higher than FedAvg and FedProx.

Axial visualizations of the segmentation results are shown in Fig. 3. The performance of using FedAvg and FedProx is close: the segmentation results on TCIA and MSD data are acceptable but not ideal on relatively small Synapse data. In contrast, the DWA method shows a more stable performance on three different datasets. We visualize the dynamically chosen weights by the DTP, and DWA approaches in Fig. 2.

4 Discussion

As shown in Table 1, the FedAvg is the standard federated learning baseline to compare with other methods. Three local models are standalone-training results for
Table 1: Comparison of Dice Score for the pancreas and tumor segmentation on local models which trained from scratch with single datasets (TCIA, MSD and Synapse); and on FL server best global model with FedAvg, FedProx, DTP and DWA optimization. Best scores are shown in **bold. Italic** scores indicate the local models performance on its own test data. Non-italic numbers show the lack of generalizability of local models evaluated on other clients’ test data.

|                  | TCIA  | MSD  | Synapse | All avg |
|------------------|-------|------|---------|---------|
|                  | pancreas | pancreas | tumor | pancreas |
| TCIA local \(N_{train} = 48\) | 79.4% | 71.8% | 0.0% | 5.0% | 40.1% |
| MSD local \(N_{train} = 165\) | 61.9% | 77.8% | 31.1% | 4.4% | 40.3% |
| Synapse local \(N_{train} = 18\) | 9.8% | 0.4% | 0.0% | 61.1% | 23.7% |
| FedAvg [10]      | 80.6% | **75.1%** | **20.2%** | 42.6% | 56.9% |
| FedProx [6]      | 80.6% | 75.0% | 19.5% | 47.6% | 58.5% |
| DTP(\(\gamma = 1, \alpha = 0.9, r = 1\)) | 64.1% | 54.8% | 14.4% | 34.5% | 44.4% |
| DTP(\(\gamma = 2, \alpha = 0.9, r = 1\)) | 46.0% | 57.3% | 12.4% | 27.6% | 36.1% |
| DTP(\(\gamma = 1, \alpha = 0.5, r = 1\)) | 64.4% | 57.2% | 12.4% | 39.2% | 46.1% |
| DTP(\(\gamma = 1, \alpha = 0.5, r = 2\)) | 64.3% | 55.7% | 12.4% | 39.3% | 45.9% |
| DWA(\(T = 1\)) | 65.3% | 59.8% | 9.5% | 49.8% | 49.9% |
| DWA(\(T = 1.5\)) | 76.1% | 71.7% | 13.7% | 53.0% | 57.3% |
| DWA(\(T = 2\)) | 78.2% | 72.4% | 6.8% | 56.2% | 58.0% |
| DWA(\(T = 2, \xi = 2\)) | **80.9%** | 73.4% | 13.9% | **59.6%** | **61.4%** |
| DWA(\(T = 2, \xi = 3\)) | 68.7% | 59.8% | 7.7% | 39.3% | 47.3% |

Their corresponding datasets. The global model resulting from FedAvg performs well in the TCIA dataset, and the MSD pancreas compares to local models. Moreover, for the MSD tumor and Synapse dataset, although the performance is not as high as corresponding local models, there is still a significant improvement to other local models, indicating the improved generalizability of the global models. The FedProx model shows similar performance as the FedAvg model. In the MSD dataset, the average Dice score of the pancreas and tumor is slightly lower than the result of the FedAvg model. However, the average Dice score of the Synapse dataset is significantly higher than the result of the FedAvg model. The performance of DTP models is generally lower than the FedAvg baseline and DWA results. Nonetheless, in most settings, DTP models still outperform the local models. Furthermore, compared to the DWA results, the performance on MSD tumors is more consistent. Both FedAvg and FedProx are commonly used in FL, and our experiments suggest that both methods already provide a strong baseline performance even on heterogeneous datasets.

In DTP, the dynamic prioritization weight focuses on the most challenging tasks by adjusting the magnitude of the loss. However, each client only calculates the prioritization weights using local batch data. The lack of a global perspective of the training can therefore limit the performance of DTP. Also, DTP scales the magnitude of the loss, disrupting the optimization and increasing the need for further hyperparameter tuning. In contrast, with most DWA configurations, the Synapse dataset’s performance is markedly higher than the FedAvg baseline. The results show that DWA can outperform both FedAvg and FedProx on average with properly selected hyperparameters.
5 Conclusion

In this work, we investigated two multi-task optimization methods for FL in medical imaging with heterogeneous datasets: DTP and DWA. The application of both methods was inspired by the analogy and similarity between FL and multi-task learning. We evaluated each method within an FL framework and compared the global model performance with FedAvg and FedProx. The Dice of DTP is lower than FedAvg and FedProx, likely because of limited manual tuning. However, the global model from DTP still outperforms the local models. DWA model aggregation method shows significant improvement, especially on the Synapse client whose training data is relatively smaller than other two clients.
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