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Abstract In this paper, we study the exact solution of linear Fredholm integral equations using some classical methods including degenerate kernel method and Fredholm determinants method. We propose an analytical method for solving such integral equations. This work has some goals related to suggested technique for solving Fredholm integral equations. The primary goal gives analytical solutions of such equations with minimum steps. Another goal is to compare the suggested method used in this study with classical methods. The final goal is that the propose method is an explicit formula that can be studied in detail for non-algebraic function kernels by using Taylor series expansion and for system of Fredholm integral equations.

1. Introduction

A variety of analytical and numerical methods are used to handle linear Fredholm integral equations such as successive approximation method, adomain decomposition method, modified decomposition method, direct computation method, Laplace transform method, Chebyshev collection method, the Taylor series method, Galerkin method, variational iteration method, spline collection method and other methods [4,10]. Avazzadeh [2], Bakodah [3] and Wazwaz [9] studied in particular a comparison between certain analytical and numerical methods for solving integral equations. Integral equations are one of the most useful mathematical tools in both pure and applied analysis [8]. The solutions of integral equations have a major role in the fields of science and engineering. The development of science has led to the formation of many physical laws, which, when restated in mathematical form, often appear as differential equations, an integral equations or an integro-differential equations or a system of these. Engineering problems can be mathematically described by differential equations or integral equations, and thus it play very important roles in the solution of practical problems. For example, Newton’s law, stating that the rate of change of the momentum of a particle is equal to the force acting on it, can be translated into mathematical language as a differential equation. Similarly, problems arising in electric circuits, chemical kinetics, and transfer of heat in a medium can all be represented mathematically as differential equations or integral equations [6,7].

Fredholm integral equations arise in many scientific applications and can be derived from boundary value problems. Erik Ivar Fredholm (1866–1927) is the best remembered for his work on integral equations and spectral theory. Fredholm was a Swedish mathematician who established the theory of integral equations and his 1903 paper in Acta Mathematica played a major role in the establishment of operator theory [1].

An integral equation is said to be a Fredholm integral equation if the integral containing the unknown function \( y(x) \) is characterized by fixed limits of integration of the form:

\[
y(x) = f(x) + \lambda \int_a^b K(x,t) y(t) dt ,
\]

where \( a \) and \( b \) are constants, \( y(x) \) is the unknown function to be determined, the function \( f(x) \) and the kernel \( K(x,t) \) are given real-valued functions and \( \lambda \) is a parameter; see more details in [1,6,8].
2. Methods

There are a variety of methods to solve integral equations analytically and numerically. We solve linear Fredholm integral equations using analytical methods. Some of these methods are always known and used such as degenerate kernel method and Fredholm determinants method. These two methods were selected because they depend on the fixed laws can be applied and find the exact solution of any Fredholm integral equation.

2.1 Degenerate Kernel Method

The kernel $k(x,t)$ of Fredholm integral equation of the second kind is called degenerate if it is the sum of finite number of products of functions of $x$ alone by functions of $t$ alone; i.e., if it is of the form:

$$k(x,t) = \sum_{k=1}^{n} a_k(x) \ b_k(t) \quad .$$

We will consider the functions $a_k(x)$ and $b_k(t)$ for $k=1,2,...,n$ , continuous in the basic square $a \leq x \leq b$, $t \leq b$ are linearly independent. The integral equation with degenerate kernel (1) is solved in the following manner.

Rewrite the equation (2) as:

$$y(x) - \lambda \int_{a}^{b} \left[ \sum_{k=1}^{n} a_k(x)b_k(t) \right] y(t) \ dt = f(x) \quad ,$$

and introduce the notations:

$$\int_{a}^{b} \sum_{k=1}^{n} b_k(t) \ y(t) \ dt = C_k \quad (k = 1,2,...,n) \quad .$$

Then the equation (3) becomes

$$y(x) = f(x) + \lambda \sum_{k=1}^{n} C_k \ a_k(x) \quad (5)$$

where $C_k$ for $k=1,2,...,n$ are unknown constants, since the function $y(x)$ is unknown. Thus, the solution of an integral equation with degenerate kernel reduces to finding the constants $C_k$ ($k=1,2,...,n$). Putting the expression (5) into the integral equation (2), the equation takes the following form after simple manipulations:

$$\sum_{m=1}^{n} \left[ C_m - \int_{a}^{b} b_m(t) \{ f(t) + \lambda \sum_{k=1}^{n} C_k \ a_k(t) \} \ dt \right] a_m(x) = 0 \quad ,$$

Whence it follows, by virtue of the linear independence of the functions $a_m(x)$, that

$$\left[ C_m - \lambda \sum_{k=1}^{n} C_k \ a_k(t)b_m(t) \ dt \right] = \int_{a}^{b} b_m(t) \ f(t) \ dt \quad (m=1,2,...,n)$$

For the sake of brevity, we introduce the notations

$$a_{km} = \int_{a}^{b} a_k(t) \ b_m(t) \ dt \quad , \quad f_m = \int_{a}^{b} b_m(t) \ f(t) \ dt$$
and find that \( C_m - \lambda \sum_{k=1}^{n} a_{km} C_k = f_m \), \( m = 1, 2, \cdots, n \)

or, in expanded form:

\[
\begin{align*}
(1 - \lambda a_{11}) C_1 - \lambda a_{12} C_2 - \cdots - \lambda a_{1n} C_n &= f_1, \\
- \lambda a_{21} C_1 + (1 - \lambda a_{22}) C_2 - \cdots - \lambda a_{2n} C_n &= f_2, \\
& \quad \vdots \\
- \lambda a_{n1} C_1 - \lambda a_{n2} C_2 - \cdots + (1 - \lambda a_{nn}) C_n &= f_n.
\end{align*}
\]

(6)

Using Cramer’s rule or substituting method to solve the system (6) for finding the unknowns coefficients \( C_k \).

The solution of the integral equation (2) is the function \( y(x) \) defined by the equality:

\[ y(x) = f(x) + \lambda \sum_{k=1}^{n} C_k a_k(x). \]

**Example:** Consider the integral equation \( y(x) = x + \lambda \int_{0}^{1} (x t^2 + x t) y(t) dt \), and using degenerate kernel method, we rewrite the given integral equation as \( y(x) = x + \lambda x \int_{0}^{1} t^2 y(t) dt + \lambda x^2 \int_{0}^{1} t y(t) dt \)

let \( c_1 = \int_{0}^{1} t^2 y(t) dt \), \( c_2 = \int_{0}^{1} t y(t) dt \), then

\[ y(x) = x + \lambda x c_1 + \lambda x^2 c_2, \quad (7) \]

\[
\begin{align*}
c_1 &= \int_{0}^{1} t^2 [t + \lambda t c_1 + \lambda t^2 c_2] y(t) dt = \frac{1}{4} + \frac{\lambda c_1}{4} + \frac{\lambda c_2}{5}, \\
\Rightarrow \quad & (20 - 5\lambda) c_1 - 4\lambda c_2 = 5, \quad (8) \end{align*}
\]

and \( c_2 = \int_{0}^{1} [t + \lambda t c_1 + \lambda t^2 c_2] y(t) dt = \frac{1}{3} + \frac{\lambda c_1}{3} + \frac{\lambda c_2}{4}, \)

\[
\Rightarrow \quad -4\lambda c_1 + (12 - 3\lambda) c_2 = 5. \quad (9)
\]

Solving (8) and (9) for \( c_1 \) and \( c_2 \), analytically we obtain

\[
c_1 = \frac{60 + \lambda}{240 - 120\lambda - \lambda^2}, \quad c_2 = \frac{80}{240 - 120\lambda - \lambda^2}.
\]

Substituting these values of \( c_1 \) and \( c_2 \) into equation (7), we obtain the solution of the given integral equation as follows:

\[
y(x) = x + \frac{\lambda x(60 + \lambda)}{240 - 120\lambda - \lambda^2} + \frac{80\lambda x^2}{240 - 120\lambda - \lambda^2},
\]

as a result \( y(x) = \frac{(240 - 60\lambda)x + 80\lambda x^2}{240 - 120\lambda - \lambda^2} \) is a solution of the given Fredholm integral equation.
2.2 Fredholm Determinants Method

The solution of the Fredholm integral equation of the second kind
\[ y(x) - \lambda \int_{a}^{b} K(x, t) y(t) \, dt = f(x) \]  

is given by the following formula
\[ y(x) = f(x) + \lambda \int_{a}^{b} R(x, t; \lambda) f(t) \, dt, \]

where the function \( R(x, t; \lambda) \) is called the Fredholm resolvent kernel of equation (10) and is defined by the equation
\[ R(x, t; \lambda) = \frac{D(x, t; \lambda)}{D(\lambda)}, \]

Provided that \( D(\lambda) \neq 0 \). Here \( D(x, t; \lambda) \) and \( D(\lambda) \) are power series in \( \lambda \):
\[ D(x, t; \lambda) = k(x, t) + \sum_{n=1}^{\infty} \frac{(-1)^n}{n!} B_n(x, t) \lambda^n, \]

\[ D(\lambda) = 1 + \sum_{n=1}^{\infty} \frac{(-1)^n}{n!} C_n \lambda^n. \]

Whose coefficients are given by the following equations:
\[ B_n(x, t) = C_n k(x, t) - n \int_{a}^{b} k(x, z) B_{n-1}(z, t) \, dz, \]

\[ C_n = \int_{a}^{b} B_{n-1}(z, t) \, dz. \]

Knowing that the coefficients \( C_0 = 1 \) and \( B_0(x, t) = k(x, t) \).

We can use the formulas (15) and (16) to calculate \( C_n \) and \( B_n(x, t) \) for \( n = 1, 2, 3, \ldots \) analytically, [5].

Example: We apply Fredholm Determinants method (Recurrence Relations) to solve the integral equation
\[ y(x) = x + \lambda \int_{0}^{1} (x t^2 + x^2 t) y(t) \, dt. \]

As we note that
\[ B_0(x, t) = k(x, t) = x t^2 + x^2 t, \quad C_0 = 1, \]

\[ C_1 = \int_{0}^{1} B_0(z, z) \, dz = \int_{0}^{1} 2z^3 \, dz = \frac{1}{2}, \]

\[ B_1(x, t) = C_1 k(x, t) - \int_{a}^{b} k(x, z) B_0(z, t) \, dz = \frac{1}{2} (x t^2 + x^2 t) - \int_{0}^{1} (x z^2 + x^2 z) (z t^2 + z^2 t) \, dz. \]

Hence
\[ B_1(x, t) = xt \left( \frac{x + t}{4} - \frac{xt}{3} + \frac{1}{5} \right). \]

and
\[ C_2 = \int_{0}^{1} B_1(z, z) \, dz = \int_{0}^{1} [z^2 (\frac{z}{2} - \frac{z^3}{3} - \frac{1}{5})] \, dz = -\frac{1}{120}, \]
\[ B_2(x,t) = C_2 k(x,t) - \int_a^b k(x,z) B_1(z,t) \, dz = -\frac{1}{120} (xt^2 + x^2 t) - \int_0^t (x^2 z^2 + x^2) [z(t) \left( \frac{z + t}{4} - \frac{zt}{3} - \frac{1}{5} \right)] \, dz = 0. \]

As a result, \[ B_2(x,t) = 0 \] therefore \[ B_n(x,t) = 0 \] and \[ C_n = 0 \] for all \( n \geq 3 \). Substituting these values into (15) and (16), we have

\[ D(x,t; \lambda) = k(x,t) + \sum_{n=1}^{\infty} \frac{(-1)^n}{n!} B_n(x,t) \lambda^n = xt^2 + x^2 t - xt \lambda \left( \frac{x + t}{4} - \frac{xt}{3} - \frac{1}{5} \right), \]

and

\[ D(\lambda) = 1 + \sum_{n=1}^{\infty} \frac{(-1)^n}{n!} C_n \lambda^n = 1 - \frac{\lambda}{2} - \frac{\lambda^2}{120}, \]

we get

\[ R(x,t; \lambda) = \frac{D(x,t; \lambda)}{D(\lambda)} = \frac{xt^2 + x^2 t - xt \lambda \left( \frac{x + t}{4} - \frac{xt}{3} - \frac{1}{5} \right)}{1 - \frac{\lambda}{2} - \frac{\lambda^2}{120}}. \]

Hence, the exact solution of the given integral equation is

\[ y(x) = x + \int_0^1 R(x,t; \lambda) f(t) \, dt \]

\[ = x + \int_0^1 \left[ \frac{xt^2 + x^2 t - xt \lambda \left( \frac{x + t}{4} - \frac{xt}{3} - \frac{1}{5} \right)}{1 - \frac{\lambda}{2} - \frac{\lambda^2}{120}} \right] dt \]

\[ = \frac{(240 - 60 \lambda)x + 80 \lambda x^2}{240 - 120 \lambda - \lambda^2}. \]

### 3. Results and Discussions

Solving linear Fredholm integral equations analytically are sometimes very difficult, and they are required more computational steps. In order to have the solutions for such problems, we propose an analytical technique for solving Fredholm integral equations. The suggested method is named by algebraic function kernel method. The method depends on the kernel of linear Fredholm integral equations. Therefore, we have two main cases based on the kernels for such equations:

**Case One.** If the kernel of the integral equation is algebraic function of degree \( n \), then the solution of the integral equation with algebraic function kernel is also algebraic function of degree \( n \), where \( n = 1,2,3, \ldots \)

We consider the non-homogeneous linear Fredholm integral equation of the second kind

\[ y(x) = f(x) + \lambda \int_0^1 K(x,t) y(t) \, dt. \]  \hspace{1cm} (17)

In this case, the variable \( t \) appear with the variable \( x \) in the kernel of the integral equation, i.e.

\[ K(x,t) = x^n t^m + x^{n-1} t^{m-1} + \cdots + t^r, \quad n,m,r = 1,2,3, \ldots \]

and the integral equation (17) becomes

\[ y(x) = f(x) + \lambda \int_0^1 \left( x^n t^m + x^{n-1} t^{m-1} + \cdots + t^r \right) y(t) \, dt, \quad n,m,r = 1,2,3, \ldots \]  \hspace{1cm} (18)
Then the solution of the integral equation is

\[ y(x) = ax^n + a_1x^{n-1} + \cdots + a_n. \]  \hfill (19)

Substituting equation (19) into equation (18), we have

\[ ax^n + a_1x^{n-1} + \cdots + a_n = f(x) + \lambda \int_0^1 \left( x^n t^m + x^{n-1} t^{m-1} + \cdots + t^r \right) (at^n + a_1t^{n-1} + \cdots + a_n) \, dt , \]  \hfill (20)

Now we solve the second term in right side of equation (20) to get

\[ ax^n + a_1x^{n-1} + \cdots + a_n = f(x) + \lambda \left[ \left( \frac{a}{n+m+1} + \frac{a_1}{n+m} + \cdots + \frac{a_n}{m+1} \right) x^n + \left( \frac{a}{n+m} + \frac{a_1}{n+m-1} + \cdots + \frac{a_n}{m} \right) x^{n-1} + \left( \frac{a}{n+r+1} + \frac{a_1}{n+r} + \cdots + \frac{a_n}{r+1} \right) \right] \]  \hfill (21)

Both sides of the equation (21) are equal only when the coefficients of the variable \( x \) are equally in both sides, meaning that

\[
\begin{align*}
    a &= \lambda \left( \frac{a}{n+m+1} + \frac{a_1}{n+m} + \frac{a_n}{m+1} \right), \\
    a_1 &= \lambda \left( \frac{a}{n+m} + \frac{a_1}{n+m-1} + \frac{a_n}{m} \right), \\
    \vdots \\
    a_n &= \lambda \left( \frac{a}{n+r+1} + \frac{a_1}{n+r} + \frac{a_n}{r+1} \right).
\end{align*}
\]  \hfill (22)

We write the matrix \( A \) of eigen values to the parameter \( \lambda \) as follows:

\[
A = \begin{bmatrix}
1 - \lambda a_{11} & -\lambda a_{12} & \cdots & -\lambda a_{1n} \\
-\lambda a_{21} & 1 - \lambda a_{22} & \cdots & -\lambda a_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
-\lambda a_{n1} & -\lambda a_{n2} & \cdots & 1 - \lambda a_{nn}
\end{bmatrix}.
\]

From equation (22) the determinant of the matrix \( A \) is

\[
\det(A) = 
\begin{vmatrix}
1 - \lambda & -\lambda & \cdots & -\lambda \\
\frac{a}{n+m+1} & \frac{a}{n+m} & \cdots & \frac{a}{m+1} \\
\frac{a}{n+m} & 1 - \lambda & \cdots & \frac{a}{m} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{a}{n+r+1} & \frac{a}{n+r} & \cdots & 1 - \frac{\lambda}{r+1}
\end{vmatrix} = 0. \]  \hfill (23)

After known \( n, m, r \) and substituting into equation (22) or (23) to find the values of the coefficients of the variable \( x \) by substituting method or Cramer’s rule, then substitute the values of the coefficients of the variable \( x \) into equation (19) to find the solution of the integral equation (18).
Example: To solve the integral equation

\[ y(x) = x + \lambda \int_{0}^{1} (x^{2} + x^{3}) y(t) \, dt \]

by algebraic function kernel method, we observe the kernel of the integral equation

\[ K(x, t) = x^{2} + x^{3} t \]

is an algebraic function of second degree then the solution of given integral equation is also an algebraic function of second degree i.e.

\[ y(x) = ax^2 + bx + c \] \tag{24}

then substituting the given algebraic equation into the given integral equation to obtain

\[ ax^2 + bx + c = x + \lambda \int_{0}^{1} (x^{2} + x^{3}) (at^2 + bt + c) \, dt \]

\[ = x + \lambda \int_{0}^{1} (ax^4 + bx^3 + cxt^2 + ax^3t^3 + bx^2t^2 + cx^2t) \, dt \]

\[ = x + \frac{a\lambda x}{5} + \frac{b\lambda x}{4} + \frac{c\lambda x}{3} + \frac{a\lambda x^2}{4} + \frac{b\lambda x^2}{3} + \frac{c\lambda x^2}{2} \]

\[ = (1 + \frac{a\lambda}{5} + \frac{b\lambda}{4} + \frac{c\lambda}{3}) x + (\frac{a\lambda}{4} + \frac{b\lambda}{3} + \frac{c\lambda}{2}) x^2 \]

By comparing the coefficients of the same power of \( x \) , then we can find \( a, b \) and \( c \) as follows

\[ a = \frac{a\lambda}{4} + \frac{b\lambda}{3} + \frac{c\lambda}{2}, \]

\[ b = 1 + \frac{a\lambda}{5} + \frac{b\lambda}{4} + \frac{c\lambda}{3} \]

and \( c = 0 \)

Hence

\[ (1 - \frac{\lambda}{4}) a - \frac{\lambda}{3} b = 0, \] \tag{25}

\[ -\frac{\lambda}{5} a + (1 - \frac{\lambda}{4}) b = 1. \] \tag{26}

From equations (25) and (26) we have the matrix

\[ A = \begin{bmatrix} 1 - \frac{\lambda}{4} & -\frac{\lambda}{3} \\ -\frac{\lambda}{5} & 1 - \frac{\lambda}{4} \end{bmatrix} = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad \det(A) = \frac{240 - 120 \lambda - \lambda^2}{240} \]
By Cramer’s rule we obtain

\[
a = \frac{0 - \frac{\lambda}{3}}{240 - 120\lambda - \lambda^2} = \frac{80\lambda}{240 - 120\lambda - \lambda^2}
\]

and

\[
b = \frac{1 - \frac{\lambda}{4}}{240 - 120\lambda - \lambda^2} = \frac{240 - 60\lambda}{240 - 120\lambda - \lambda^2}
\]

Now substituting (27) and (28) and \(c = 0\) into (24), we obtain

\[
y(x) = \frac{80\lambda x^2}{240 - 120\lambda - \lambda^2} + \frac{(240 - 60\lambda)x}{240 - 120\lambda - \lambda^2} + 0
\]

\[
= \frac{(240 - 60\lambda)x + 80\lambda x^2}{240 - 120\lambda - \lambda^2}.
\]

Which is the solution of the given Fredholm integral equation.

**Case Two.** If the kernel of the integral equation is non-algebraic function, then we use Taylor series expansion method in order to transform non-algebraic kernel to algebraic one. After that we use the same process as we used in case one for having some analytical approximate solutions for such integral equations.

Generally speaking, the proposed method gives a good step forward regarding analytical solutions for solving linear Fredholm integral equations with algebraic and non-algebraic kernel functions. It provides a simple mathematical procedure to solve problems in integral equations analytically. On the other hand, there are some difficulties in applying the suggested method to linear Fredholm integral equations. One difficulty is that having algebraic kernel functions in higher order gives a system of equations, and this is sometimes computationally very expensive. Another difficulty is related to non-algebraic kernel functions because some non-algebraic kernel functions cannot be transformed to the algebraic kernel function by using Taylor series expansion method.

**4. Conclusion**

Solving Fredholm integral equations analytically are sometimes a difficult task in mathematics. This difficulty generally depends on the variety of the kernel functions of such equations. In this paper, an analytical method is proposed for solving Fredholm integral equations when the kernel and absolute terms are algebraic functions, i.e. the algebraic function kernel method depends on the kernel of linear Fredholm integral equations. Therefore, if the kernel of the integral equation is algebraic function of degree \(n\), then the solution of the integral equation with algebraic function kernel is also algebraic function of degree \(n\), where \(n = 1, 2, 3, \ldots\). It can be argued that the proposed
method in this work is more applicable and computationally cheap for solving Fredholm integral equations with algebraic kernels, because it has less steps compared to the other methods as we mentioned in literature review. The suggested method can also be applied for non-algebraic kernel functions. Interestingly, we can use the ideal of Taylor series expansion for such kernels and then apply our proposed technique. The proposed technique can also be applied for solving linear system of Fredholm integral equations.
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