Spatio-temporal downscaling emulator for regional climate models
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Abstract
Regional climate models (RCM) describe the mesoscale global atmospheric and oceanic dynamics and serve as dynamical downscaling models. In other words, RCMs use atmospheric and oceanic climate output from general circulation models (GCM) to develop a higher resolution climate output. They are computationally demanding and, depending on the application, require several orders of magnitude of compute time more than statistical climate downscaling. In this article, we describe how to use a spatio-temporal statistical model with varying coefficients (VC), as a downscaling emulator for a RCM using VC. We set up a simulation to compare the performance of both methods for building a statistical downscaling emulator for RCM, and then show that the emulator works properly for NARCCAP data. The results show that the model is able to estimate non-stationary marginal effects, which means that the downscaling output can vary over space. Furthermore, the model has flexibility to estimate the mean of any variable in space and time, and has good prediction results. INLA was the fastest method for all the cases, and the approximation with best accuracy to estimate the different parameters from the model and the posterior distribution of the response variable.
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INTRODUCTION

Regional climate models (RCM) describe the mesoscale global atmospheric and oceanic dynamics and serve for downscaling coarser resolution climate models. In other words, RCMs use atmospheric and oceanic climate output in general circulation models (GCM) to develop a higher resolution climate output, which is influenced by smaller scale climate dynamics and a higher resolution topography, coastlines, inland water, or land-surface characteristics. They represent a tool for assessing climate variability and change impacts, to develop seasonal climate predictions, and are a powerful tool in general for improving our understanding of regional climate processes (Amador & Alfaro, 2009; Wang et al., 2004).

The North American Regional Climate Change Assessment Program (NARCCAP) is an international program that has as a main goal generating climate scenarios for use in impacts research (Mearns et al., 2009). They have proposed and applied a dynamical downscaling technique that consists of embedding RCMs within GCMs to obtain higher resolution evaluations of the climate model over the domain of interest, using different combinations of RCMs and GCMs. As Wilby and Wigley (1997) state: “RCMs are computationally demanding and require orders of magnitude more compute time than statistical downscaling to compute equivalent scenarios.” Since this dynamical downscaling technique is computationally expensive, a downscaling emulator can serve as a fast statistical approximation to perform sensitivity analysis, to downscale a large set of GCM data or for making informed prior judgments relating the GCM drivers for an RCM; therefore is of high value.

Previous work on statistical emulators from Castruccio et al. (2014), Overstall and Woods (2016), Mearns et al. (1999), O'Hagan (2006) and Hernandez et al. (2022) have been used on climate models’ projections and on computer experiment output. Moreover, spatio-temporal models have been used as statistical emulators for storm surge models (Hutchings et al., 2023), for modeling precipitation during tropical cyclones Kleiber et al. (2022) and to calibrate flood hazard models (Roth et al., 2022). In this work, we describe how to use a spatio-temporal statistical model with varying coefficients (VC), as a downscaling emulator for a RCM. The general structure of our proposed emulator follows the lines of the wide field of surrogate modeling, according to Gramacy and Lee (2012), Sacks et al. (1989), in the sense that we incorporate zero-mean gaussian processes as modeling ingredients. Other experiments to emulate regional models using the NARCCAP output and downscaling techniques have been performed, as described in Wood et al. (2004) and Laflamme et al. (2016). Nevertheless, to the best of our knowledge there are no attempts to emulate RCM using VC models. Despite of the above, other fields have employed VC models to solve research problems, for example in epidemiology Wang et al. (2022) and ecology Finley (2011).

Most of the models that use VCs are based on the seminal work by Gelfand et al. (2003). A myriad of applications for this model have been developed in epidemiology, ecology, among others, and some in climate models, such as Li and Sun (2019), but not for downscaling as in this study. These models allow for marginal effects to be non-stationary over space, time or both, and thus offer a higher degree of flexibility than a simple fixed coefficient spatio-temporal model. Due to the computational burden that inverting big matrices including in these models can have with big data, a proposal that uses VCs in space, time or both, needs to be computationally efficient.

Comparisons between methods for analyzing large spatial data, such as the one presented in Heaton et al. (2018), have compared the speed and accuracy of spatial models but have not included VC methods. In this work, two methods for estimating spatio-temporal downscaling emulators that use VC models are being compared: (i) integrated nested Laplace approximation (INLA), as presented in (Rue et al., 2009); and (ii) the approach from Dambon et al. (2021) (varycoef). Both are implemented in R packages that are already published: INLA and varycoef, respectively. However, varycoef is implemented using frequentist approach while we adapted varycoef to the Bayesian approach.

A multi-resolution (MRA) approach such as the one in Katzfuss (2017) can help with the computational burden, and it has been shown to work with massive spatially distributed data Katzfuss and Hammerling (2016) in the context of regular Gaussian processes. However, its implementation is not straight forward in R, since there are no packages on CRAN for that. In this work, we concentrate on showing the results for INLA and compare them with the method of Dambon et al. (2021) instead. To the best of our knowledge, INLA has limited work on VC models, but Blangiardo et al. (2013) have shown how to work with linear models with random effects. Additionally, the method of Dambon et al. (2021) is the only method with a R package that has been exclusively proposed for spatially VC models to use on medium-size data sets. The objective of this article is to compare the performance of INLA and varycoef for building a statistical downscaling emulator for RCM, and then show that the emulator works properly for NARCCAP data.

The outline of this article is as follows: Section 2 describes the spatio-temporal downscaling emulator, and gives an overview on the estimation details for each method. Section 3 describes two simulation studies: the first one investigates
the performance of each of the methods when estimating the statistical emulator, and the second one explores the fitting of two different models to emulate data with similar characteristics as the real data application. Section 4 presents the NARCCAP data, the motivation for the problem, and the results from a real data application of the model. Finally, Section 5 presents the discussion and conclusions.

## 2 | STATISTICAL METHODS

### 2.1 | Spatio-temporal downscaling emulator

Consider a climate-related variable represented as a random variable \( C_t(s) \) indexed by time \( t \) and spatial location \( s \in S \). The spatial set \( S \) is assumed to be regularly-spaced with a fixed resolution. Assume there exists a set of \( q \) covariates linearly related with the dependent variable \( C_t(s) \) in the following way:

\[
C_t(s) = \alpha + \beta^T X_t(s) + \epsilon_t(s),
\]

where \( \alpha \) and \( \beta \) are random parameters and \( \epsilon_t(s) \) is a white noise in both space and time with variance \( \xi^2 \). The main idea is to model the random field \( C_t(\cdot) \) over a set of finer resolution on the same spatial domain \( S \). Let \( \mathcal{W} \) be such set, and assume that the resolution satisfies that each location \( s \in S \) can be placed as a center of a rectangle containing several (or none) locations \( w_1, \ldots, w_K \) on the finer set \( \mathcal{W} \). Figure 1 shows how the location of both sets can be visualized when \( K = 4 \).

Consider an arbitrary point \( w \in \mathcal{W} \) which is located within the rectangle whose center is \( s \). We assume that (1) holds on this scale, but we adjust the local relationship among the response and predictor as follows:

\[
C_t(w) = [\alpha + \alpha_t^*(w)] + [\beta + \beta_t^*(w)]^T X_t(s) + \epsilon_t(s) + \gamma_t(w),
\]

where

- \( \alpha_t^*(\cdot) \sim N(\beta_0, \Sigma_{0}(\theta_0)) \),
- \( \beta_t^*(\cdot) \sim N(\beta_1, \Sigma_{1}(\theta_1)) \),
- \( \gamma_t(\cdot) \sim N(0, \tau^2) \).

**Figure 1** Illustration of points in \( S \) (blue) and \( \mathcal{W} \) (black).
and $\Sigma_0$ and $\Sigma_1$ are separable spatio-temporal covariance matrices parameterized with the vectors $\theta_0$ and $\theta_1$ respectively and the parameters $\beta_0$ and $\beta_1$ take into account any resulting bias due to the resolution change. The random terms $\alpha^r_i(w)$, $\beta^r_i(w)$, and $\gamma^r_i(w)$ account for the increase in uncertainty due to the downscaling process. Based on the above, we are interested in the following model:

$$Y_t(w) := C_t(w) - C_t(s) = \alpha^r_t(w) + \beta^r_t(w)^T X_t(s) + \gamma^r_t(w), \quad (3)$$

where $C_t(s)$ is treated as a known covariate in this model and hence we are interested in the modeling of the difference $Y_t(w)$ in order to get predictions on the finer variable $C_t(w)$. Note that $\alpha^r(\cdot)$ and $\beta^r(\cdot)$ represent random spatio-temporal correction terms on $\alpha$ and $\beta$ in (1) due to the use of the predictor $X_t(s)$ over the coarser set $S$ and (2) the change in scale between the sets $S$ and $W$.

Under a Bayesian approach, we are interested in the conditional distribution of the dependent vector $Y := (Y_t(w))_{t,w}$ given the parameters $\Phi := (\beta_0, \beta_1, \theta_0, \theta_1, \tau^2)$:

$$Y|\Phi \sim N(\beta_0 + X^T \beta_1, \Sigma_Y),$$

where

$$\Sigma_Y = X^T (\Sigma_0(\theta_0) + \Sigma_1(\theta_1)) X + \tau^2 I_n,$$

and $X$ is a block-diagonal matrix whose $i$th sub-matrix is $X^T(s_i)$, $i = 1, \ldots, n$ and $n$ is the number of locations in $S$. In order to evaluate the likelihood of $Y$ we need to evaluate the inverse and determinant of $\Sigma_Y$ which can be time-consuming for a combination of a large $n$ and/or a large number of times $t$. Several methods have been proposed to bypass calculating the inverse and determinant of $\Sigma_Y$ for large data using approximations. In the next section, these methods are explained in light of our model.

### 2.2 Approximation methods

Depending on both the temporal and spatial dimensions, the inverse of the resulting covariance matrix in its Gaussian likelihood can be time-consuming to compute, especially when any (or both) dimensions are large. The likelihood calculation is required to estimate the parameters of (3), either by a frequentist or Bayesian approach. For the purpose of this work, we are interested in the Bayesian inference of the model because we want to measure the uncertainty due to downscaling in a more exact way, compared with asymptotic alternatives provided by classical methods. We aim to remedy the computational issues by means of varycoef and INLA because those methods are modern alternatives to accelerate the direct computation of the likelihood function.

#### 2.2.1 Dambon approach

As we mentioned before, the model in (3) is a spatially-varying model when the time $t$ is considered as fixed. A first approach that we use in this case is the likelihood approximation according to Dambon et al. (2021). This approach has two important assumptions, first it assumes mutual prior independence of the random effects $\alpha^r(\cdot)$ and $\beta^r(\cdot)$ and furthermore it assumes that each random effect has tapering on its covariance matrix. The first assumption allows the covariance matrix of $Y$ in model (3) to be written as:

$$\Sigma_Y = \sum_{i=1}^p \Sigma^i \otimes \mathcal{X}^i + \tau^2 I_n,$$

where $\otimes$ is the Hadamard product and $\mathcal{X}^i := x^{(i)}(x^{(i)})^T$ uses the $j$th covariate $x^{(i)}$. In order to ease the computation burden, Dambon et al. (2021) incorporate the tapered covariance matrix, $\Sigma_{\text{tap}}^j := \Sigma^j \otimes C_{\rho^*}$, where $\rho^*$ is the tapering range. In this
case, it is a sparse matrix with $[\Sigma^j_{\text{tap}}]_{kl} = 0$ for $||s_k - s_l|| \geq \rho^*$. As a result, the covariance matrix can be simplified as:

$$\Sigma_{Y,\text{tap}} = \sum_{i=1}^{p} \Sigma^j_{\text{tap}} \circ \Sigma^j_{\text{tap}} + \tau^2 I_n.$$ 

The tapering, together with the sparsity of the matrix $X$ let the execution time to be reduced. This approach is fully implemented with maximum likelihood estimation on the R package `varycoef`, available on CRAN. We adapted the approach by using MCMC estimation.

2.2.2 Integrated nested Laplace approximation

The computational challenge of MCMC inference in model (3) is due to the frequent evaluation of the likelihood during the Metropolis–Hastings steps. A possible strategy is to rely on INLA to accelerate the MCMC procedure. The INLA approach is applicable to a general specification for which the mean $\eta_i$ of the observations $y_i$ follows a linear structure:

$$\eta_i = \alpha + \sum_{m=1}^{M} \beta_m x_m + \sum_{l=1}^{L} f_l(z_{li}),$$

where $\alpha$ represents an intercept, the coefficients $\beta = (\beta_1, \ldots, \beta_M)$ relate $M$ covariates $(x_1, \ldots, x_M)$ to $\eta_i$, and $f = \{f_1(\cdot), \ldots, f_L(\cdot)\}$ is a collection of random effects defined on a set of $L$ covariates $(z_1, \ldots, z_L)$ (see Blangiardo et al., 2013; Rue et al., 2009).

In model (3), if we consider $y_i = \eta_i = Y_t(w)$ and the varying intercept and slope are the latent variables with fixed effects as their respective means $\beta_0$ and $\beta_1$, then our models fall into the general specification of INLA. The main objective of our Bayesian estimation is to compute the marginal posterior distribution of each parameter in $\Phi$. To attain computational advantages, INLA assumes that the prior of vector $\Phi$ is a multivariate normal random vector with a precision matrix that depends on a certain set of hyperparameters. INLA further approximates the conditional distribution of $\Phi$ by using a simplified Laplace approximation together with optimization procedures (see Rue et al., 2009).

3 SIMULATION STUDY

Two independent simulation studies were performed to evaluate the predictive ability of the proposed emulator. A first exercise was done to compare INLA (Rue et al., 2009) and `varycoef` (Dampon et al., 2021; R Package) in a spatial temporal setting. This was done to choose the final estimation method for the emulator. The results from this simulation are presented in Appendix A. In summary, INLA outperforms `varycoef` in predictive capacity and elapsed time. Furthermore, INLA is a better alternative in more-complex settings as the spatio-temporal one presented in Appendix A.

A second simulation study was done with the objective of evaluating the performance of the downscaling approximation using INLA. Nine independent settings to generate data were used with a spatio-temporal varying intercept following a random noise process (see (2)), where the spatial covariance structure. Three different variability scenarios were combined and three different spatial resolutions. The same model used to generate the data was fitted using INLA, and assuming (a) independence in the errors, and (b) assuming an AR(1) structure with $\rho = 0.8$.

We study the in-sample and out-of-sample fitting performance of the same model, and the different scenarios to generate the data. Our main focus is to describe how well we can estimate a simulated response according to (2), and we compare goodness-of-fit performance for different structures of spatial correlation when estimating the response variable and the parameters involved, according to elapsed time and the final model estimation in (3). For that, we use the following statistics: mean elapsed time to estimate the model (3) (in min), mean squared error (MSE) and interval score (IS) (Gneiting & Raftery, 2007) and for each estimated model. The latter metric is defined as:

$$IS_\alpha = \frac{1}{n} \sum_{i,w} \left[ \left( U_i(w) - L_i(w) \right) + \frac{2}{1 - \alpha} \left( L_i(w) - Y_i(w) \right) \cdot 1_{Y_i(w) < L_i(w)} \right] + \frac{2}{1 - \alpha} \left( Y_i(w) - U_i(w) \right) \cdot 1_{Y_i(w) > U_i(w)} ,$$

(5)
where \( n \) is the number of observations, \( Y_t(w) \) is the response, \( L_t(w) \) is the \((1-\alpha)\%\)-predictive lower bound and \( U_t(w) \) is the \((1-\alpha)\%\)-predictive upper bound at location \( w \) and time \( t \) over the period of study. \( IS_\alpha \) can be interpreted as an utility function in interval estimation that addresses width as well as coverage. This means that estimations with narrow prediction intervals are rewarded, and whenever the observation is outside of the interval, there is a penalty of size \( \alpha \). Previous studies employed this metric to evaluate the predictive capacity of different models on a diversity of environmental studies (Barboza et al., 2014, 2019; Bracher et al., 2021; Gao et al., 2022).

In the spatial region \([0, 20]^2\), we set three different resolutions for the regularly-spaced set \( S \) and the finer set \( W \). If \((g \times g)\) and \((r \times r)\) denote the resolution size for \( S \) and \( W \) respectively, we will denote \((g \times r)\) as a way to simplify the notation for a single scenario. To be precise, we use \((20 \times 10)\) as Resolution 1, \((40 \times 20)\) as Resolution 2, and \((60 \times 10)\) as Resolution 3. Moreover, \( T = 12 \) periods of time were simulated for each scenario. For each simulated data, we divided it into two sets: a training data set containing the first \(5/6\) periods of time, and a testing data set, containing the last \(1/6\) periods of time. For the three different variability scenarios, we set the spatial varying intercept \( \theta_0 \) with \( \theta_0 = (\phi = 5, \sigma, \nu = 1) \), where \( \sigma = 0.003, 0.0003, 0.00003 \). Recall that \( \phi \) and \( \sigma \) are known as the range and variance parameters of the Matérn covariance structure and \( \nu \) is its smoothness parameter. For each of the nine scenarios we generate 30 replications.

At these locations, we simulate two models according to (1) and (2) with \( q = 0 \), and \( \alpha = 5.707 \), \( \beta_0 = 5.706 \), \( e_i(s) \sim N(0, \varsigma^2) \) with \( \varsigma^2 = 0.001 \) and \( \tau^2 = 1/700,000 \). We choose these parameter values based on the calculated values for the climate variable of interest in Section 4. Furthermore, in order to recover the climate variable and compute its predictive metrics, we transformed back the simulated log-transformed \( C_i(\cdot) \) using an exponential function (for more details, see Section 4).

### 3.1 Simulation results

Data was analyzed using a penalized complexity (PC) prior in all cases according to Franco-Villoria et al. (2019). These priors avoid overfitting, and are implemented in the INLA R package. Table 1 presents the goodness of fit metrics by model and resolution, and Table 2 includes the elapsed time in minutes for each of the resolutions and models.

| Model | Scenario | Data   | Resolution | 1 MSE | IS 95 | 2 MSE | IS 95 | 3 MSE | IS 95 |
|-------|----------|--------|------------|-------|------|-------|------|-------|------|
| 1     | 1        | Training| 271.7244   | 495.0508 | 272.8882 | 501.3870 | 272.8240 | 499.5025 |
|       |          | Testing | 272.6720   | 496.3769 | 273.6045 | 501.3925 | 272.1695 | 498.8784 |
| 2     |          | Training| 26.9863    | 142.8168 | 27.1295  | 145.6285 | 27.1019  | 144.4780 |
|       |          | Testing | 27.2869    | 143.6768 | 27.3409  | 145.8234 | 27.2076  | 144.2540 |
| 3     |          | Training| 2.6793     | 34.4497  | 2.7136   | 35.8174  | 2.7252   | 36.6192 |
|       |          | Testing | 2.8473     | 35.5102  | 2.8477   | 36.1113  | 2.8371   | 36.1891 |
| 2     | 1        | Training| 270.6382   | 496.5986 | 274.6296 | 505.4288 | 273.2237 | 505.3798 |
|       |          | Testing | 273.8565   | 497.7994 | 274.5304 | 505.5153 | 272.7651 | 505.4381 |
| 2     |          | Training| 26.9412    | 145.4542 | 27.3155  | 147.1426 | 27.1747  | 147.0658 |
|       |          | Testing | 27.3255    | 146.0270 | 27.4488  | 147.5109 | 27.2652  | 147.2583 |
| 3     |          | Training| 2.6833     | 35.0120  | 2.7314   | 35.9817  | 2.7268   | 36.6530 |
|       |          | Testing | 2.8372     | 35.9747  | 2.8640   | 36.3788  | 2.8393   | 36.2942 |
TABLE 2  Mean elapsed time (in min) of two models (assuming independent errors and AR(1) structure with $\rho = 0.8$) using a training data (first 5/6 periods) and a testing data (last 1/6), according to three variability scenario ($\theta_0$ with $\theta_0 = (\phi = 5, \sigma, \nu = 1)$, where $\sigma = 0.003, 0.0003, 0.00003$) and three different spatial resolution ($g \times r$) = (20 x 10) as Resolution 1, (40 x 20) as Resolution 2, and (60 x 10) as Resolution 3, using $T = 12$.

| Model | Scenario | Resolution 1 | Resolution 2 | Resolution 3 |
|-------|----------|--------------|--------------|--------------|
|       |          | 1 | 2 | 3 | 1 | 2 | 3 | 1 | 2 | 3 |
| 1     | 1        | 0.1309 | 0.2254 | 0.3770 | 0.6885 | 1.2371 | 1.6814 | 0.1593 | 0.2279 | 0.4283 |
|       | 2        | 0.1608 | 0.2289 | 0.3759 | 0.9042 | 1.2554 | 1.8950 | 0.1593 | 0.2279 | 0.4283 |
|       | 3        | 0.1593 | 0.2279 | 0.4283 | 0.8310 | 1.1442 | 2.1358 | 0.1593 | 0.2279 | 0.4283 |

From Table 1, it is important to note that the results per model are not significantly different in terms of MSE and IS, but model 1 has slightly smaller IS than model 2, particularly as the resolution increases. When comparing between resolutions, there is no specific trend when the resolution increases or decreases, and the difference between 1, 2, and 3 are relatively small for all the settings. Furthermore, there is no evidence of overfitting, since the differences among testing and training for all the scenarios are not big either. Both MSE and IS are quite sensible to reductions of one order of magnitude in the variance of the random spatial effect. The finer the resolution from the data generated the better our downscaling performs, which is an expected result.

Results from Table 2 show that the elapsed time to perform the estimation increases substantially when the resolution is finer. In summary, our downscaling method perform better in terms of fit with finer resolutions, but this improvement is relatively expensive in terms of computational time.

4 | ANALYSIS OF NARCCAP DATA

Our main source of data is NARCCAP (Mearns et al., 2007). Our data set consists of mean air surface temperature (ts) measured in Kelvin from the Canadian Regional Climate Model (CRCM) (Caya et al., 1995), seasonal mean pressure vertical velocity measured in Pa/s (OMEGA) and mean air surface temperature (TREFHT) measured in Kelvin from the Community Climate System Model (CCSM), which is the global model embedded in the CRCM\(^1\). The two climate models have different resolutions and projections, as presented in Figure 2, for the study area of interest.

The area of study was defined using the intersection between NARCCAP data and the monsoon area as defined by Higgins et al. (2006); IPCC (2021), given that it is an important climate region that drives weather changes in Central America and the Caribbean.

There are 2482 points in the regional-model resolution grid, and 270 points for the global-based one. Monthly data from 1990 to 1998 (inclusive) was used to fit the model, and to test the model we used observed surface air temperature records from the National Climatic Data Center (NCDC) first-order and cooperative observer summary of the day dataset, known as DSI-3200 NCD (2003). These data were used and described over the contiguous United States by Groisman et al. (2004) and in the western states by Alfaro et al. (2006). The locations of the observed temperatures are shown as blue points in Figure 2. The main objective of the emulator is to use the CCSM output to infer the values of the CRCM output. For that propose, it is important to recognize the non-stationary nature of the relationship between the CCSM output and the regional model response, as well as giving the model enough flexibility to describe a non-stationary mean in space and time, together with an acceptable downscaling performance.

A descriptive analysis to gather evidence about this non-stationary relationship was done with the data, and it was found that the mean difference\(^2\) between both outputs in log-scale was not constant over space (see Figure 3), and that

---

\(^1\)The complete data sets can be accessed through: [https://www.earthsystemgrid.org/project/NARCCAP.html](https://www.earthsystemgrid.org/project/NARCCAP.html).

\(^2\)We computed this mean difference over time, taking both a CRCM grid point and its closest CCSM location.
defining the mean as constant in space and time could limit the ability of the model to predict the response accurately. A spatio-temporal downscaling emulator that can incorporate spatio-temporal VC is described in the next section.

A formal application of the spatio-temporal downscaling emulator was performed using the NARCCAP data set described in Section 2. We chose the regional resolution as the main spatial domain of this analysis. The response variable is the temperature from the CRCM regional model, measured in kelvin, for this variable we choose to keep the model units and also to transform the response variable using a log scale, to attain approximately normal behavior. Therefore, we put attention on a varying coefficient model according to (3) with:

- $C_t(\cdot) = \log T_t(\cdot)$, where $T_t$ is the temperature and the domains $S$ and $W$ correspond to the global and regional domains respectively.
- $X_t(\cdot) = OMEGA_{t}(\cdot)$ Vertical rising rate of air parcels. Provides a measure of large scale rising and sinking motions in the atmosphere. It was obtained from the CCSM model.
The physical reasoning behind the model with the above variables can be justified by the fact that negative values of OMEGA indicate rising and a tendency for convection (and cooler temperatures), and positive values indicate sinking motions associated with warmer temperatures and high pressure (see Hostetler et al., 2011). The chosen area of interest is known for presenting this rising motion associated with the monsoonal effect during the boreal summer. Other covariates were considered in the statistical emulator of (3), such as the sea level pressure (PSL) and horizontal wind components (U and V), but they were not as strongly associated with the log-difference between the regional-level temperature in the CRCM and the global-level temperature in the CCSM.

In order to compare the predictive performance of the model and choose an adequate emulator for our data, we use the following four alternatives:

**Model 0:** Non varying intercept model.

\[ Y_t(w) = \alpha + \gamma_t(w). \]

**Model 1:** Spatio-temporal varying intercept following a random noise process, where the spatial covariance structure follows a Matérn\((\nu = 1)\).

\[
\begin{align*}
Y_t(w) &= \alpha_t(w) + \gamma_t(w) \\
\alpha_t(w) &= c_t(w).
\end{align*}
\]

**Model 2:** Spatio-temporal varying intercept following an AR(1) process, where the spatial covariance structure follows a Matérn\((\nu = 1)\).

\[
\begin{align*}
Y_t(w) &= \alpha_t(w) + \gamma_t(w) \\
\alpha_t(w) &= \rho \alpha_{t-1}(w) + c_t(w).
\end{align*}
\]

**Model 3:** Spatio-temporal varying intercept following an AR(1) process with a fixed-parameter covariate:

\[
\begin{align*}
Y_t(w) &= \alpha_t(w) + \beta \cdot \text{OMEGA}_t(w) + \gamma_t(w) \\
\alpha_t(w) &= \rho \alpha_{t-1}(w) + c_t(w).
\end{align*}
\]

Note that the models are increasing in complexity, from a simple model where the mean behavior does not depend on space or time and its error term is uncorrelated, to a model where the mean structure depends linearly on the external covariate OMEGA and the intercept depends simultaneously on space and time. On the other hand, the error structures of the models also increase in complexity, considering in the last model a slightly more dependent structure than the completely independent case.

The models are fitted using INLA package, in particular by the stochastic partial differential equation (SPDE) approach of Lindgren et al. (2011). In order to use this method, we train the above models with historical data from 1990 to 1998 (inclusive) at a monthly basis and we use 1999 data as a testing set. The global-model spatial domain is used as knots for the mesh construction in the SPDE approach to reduce the dimensionality of the linear model due to the regional resolution of the RCM. The priors of the non-varying mean coefficients are assumed to be gaussian with the default parameterization of INLA. The prior of the range \((\phi)\) and standard deviation \((\sigma)\) in each of the Matérn structures is assumed to be a PC prior (see Fuglstad et al., 2019) satisfying: \(P[\phi < 700] = 0.5\) and \(P[\sigma > 0.32] = 0.01\) based on descriptive analysis on the temperature from RCM. A PC prior was also used for the correlation coefficient in the AR1 model, using as hyperparameters 0 and 0.9.

In order to compare the predictive performance of the three models, we apply the squared-root MSE and interval score between the observed and predicted temperatures over the 1-year testing period using the emulator on each scenario. We chose a 1-year testing period to consider the minimum length of time where the annual cycle can be visualized and predicted (Hidalgo & Alfaro, 2015). For each location of the observed temperatures (blue dots in Figure 2) we computed...
TABLE 3  Comparison of models according to the predictive metrics (1990–1998: training period, 1999: testing period) and elapsed time in minutes.

| Year | RCM Model0 | Model1 | Model2 | Model3 |
|------|------------|--------|--------|--------|
|      | MSE        | IS$_{95}$ | MSE | IS$_{95}$ | MSE | IS$_{95}$ | MSE | IS$_{95}$ | MSE | IS$_{95}$ |
| 1990 | 28.96      | 23.23  | 108.48 | 29.21  | 145.11 | 29.01  | 146.20 | 29.02  | 146.22 |
| 1991 | 32.07      | 18.98  | 96.64  | 32.16  | 153.97 | 31.94  | 155.17 | 31.93  | 155.18 |
| 1992 | 29.35      | 29.96  | 129.75 | 29.72  | 147.84 | 29.50  | 148.91 | 29.50  | 148.93 |
| 1993 | 28.28      | 28.87  | 128.90 | 28.77  | 138.62 | 28.56  | 139.78 | 28.56  | 139.82 |
| 1994 | 28.31      | 29.84  | 127.32 | 28.78  | 141.38 | 28.56  | 142.64 | 28.57  | 142.67 |
| 1995 | 23.56      | 24.49  | 110.77 | 23.86  | 128.43 | 23.67  | 129.60 | 23.66  | 129.61 |
| 1996 | 39.79      | 29.87  | 130.64 | 39.98  | 172.70 | 39.77  | 174.02 | 39.78  | 174.04 |
| 1997 | 23.88      | 20.76  | 97.22  | 24.29  | 128.93 | 24.10  | 129.99 | 24.10  | 129.99 |
| 1998 | 24.52      | 15.39  | 78.82  | 24.79  | 129.84 | 24.61  | 130.96 | 24.61  | 131.01 |
| 1999 | 29.41      | 38.38  | 149.91 | 37.85  | 36.52  | 40.32  | 40.42  | 40.78  | 41.17  |

Elapsed time 5–10 days$^a$  2.87  9.69  36.55  36.57

Source: *Giorgi (2019)

TABLE 4  Parameter estimates and prediction interval for the best scenario (Model 1).

|         | Lower 95% | Estimate | Upper 95% |
|---------|-----------|----------|-----------|
| $\beta_0$ | −0.00238 | −0.00166 | −0.00094 |
| $\phi$  | 7.2622    | 7.4539   | 7.6463    |
| $\sigma$ | 0.0152    | 0.0155   | 0.0157    |
| $\tau$  | 0.00001977| 0.00001989| 0.00002001|

Note that there is significant difference among the IS obtained over the testing period for Model 0 and Model 1, which is an indicator that the spatial-temporal structure over the intercept is a valid assumption. If we make the temporal structure as AR(1), there is not a gain in terms of predictive performance, but the addition of OMEGA as covariate is not improving the IS metric at all comparing with respect to Model 2. In terms of computational time, the Model 1 offers an interesting alternative. The downscaling capacity of the model can be visualized in Figure 4. It is interesting to note that the general patterns and trends of the observed temperature was predicted successfully by the emulator in most of the months, but when the observed temperature raises during the summer months, the emulator was not able to capture warmer temperatures and it predicts warmer temperatures than the observed when the observed was cooler over certain locations on September 1999. Moreover, the predicted temperatures of the emulator are closer to the observed ones in November 1999 than the estimated ones by the RCM. In general terms, the distribution of errors between the observations and the models has very similar ranges, all with maximum deviations of approximately 10 K (see Figure B1 in Appendix). Additionally, there are months where the emulator slightly underestimates the observed values, but this behavior also
FIGURE 4  Upper panels: Estimated temperatures according to Model 1 (emulator), observed temperatures and RCM. Lower panel: interquartile range for four chosen months during the testing period. Missing values are drawn in gray.

occurs in the case of the RCM, not necessarily for the same periods. Parameter estimates and prediction intervals are shown for Model 1 in Table 4, where we were able to do quite precise inference in terms of standard errors for all the parameters of interest, but due to the identifiability issues found in simulation II, it would not be surprising to have large bias in the variance parameters.

5 | CONCLUSIONS

A spatio-temporal downscaling emulator for regional models was proposed using spatial VC. Among the advantages of the said model, we are able to estimate non-stationary marginal effects, which means that the downscaling function can vary over space. Furthermore, the model has flexibility to estimate the mean of any variable in space and time, as shown on the real data application, although with some restrictions. Finally, that the model has good prediction results for reproducing the annual cycles for one particular year, as shown on both the simulation results, and the analysis of NARCCAP data. This good results in terms of prediction happens in spite of the possible identification issues observed in the same sections.

In a test simulation, INLA was by far the best model for both the spatial and spatial temporal versions of the proposed model, when it is compared with alternatives as varycoef, under different tapering coefficients. Moreover, INLA was the fastest method for all the cases, and the approximation with best accuracy to estimate the different parameters from the model and the posterior distribution of the response variable. While other programming languages may provide faster computational times, this study is limited to comparing the possibilities achievable through the use of R.
When dealing with this kind of spatio-temporal models, obtaining prior information about $\tau$ and $\sigma$ is not an easy task, due to the fact that both are sources of variability in the model. An initial prior for $\tau$ can be computed using the variograms, but prior for $\sigma$, as the variance of the VC, is challenging to define. However, by using PC prior this specification can be solved. For future model extensions, different values can be tested in order to avoid identification issues with the model.

The downscaling emulator showed potential for predicting accurately output from RCM using the output from a GCM. Specifically, temperature from the CRCM can be predicted using mean pressure vertical velocity output from CCSM with an out of sample MSE of approximately 34 units for all models proposed, and with a 95% IS that is significantly lower for Models 2 and 3, compared to the other options, as shown in Table A1. Furthermore, when adding the elapsed time to run the models, and given that Model 1 and Model 2 give very similar predictive performance results, then Model 1 is preferred, since it can be run in less than one third of the time that takes to complete Model 2.

For future work, there are several directions that can be taken. First, more combinations of RCMs and GCMs can be tested, using the data from NARCCAP. In addition, more variables can be used from the GCM output, in order to improve an emulator with the structure of Model 3. Lastly, another programming language such as Python or Julia can be used with the same methods, in order to improve the computational time.

6 | COMPUTATIONAL RESOURCES AND CODE

All the analysis were run using an HP Proliant DL380 Gen9 server, Intel(R) Xeon(R) CPU E5-2630 v3 @ 2.40GHz, with 16 logical cores, and 128GB RAM. The R scripts to read and wrangle the NARCCAP data, as well to run all of the models described in this article are available at https://github.com/LEA-UCR/MRA-ST and were run using RStudio Server 2022.02.2 Build 485. Packages and R version are specified in the Readme repository file.
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APPENDIX A. APPROXIMATION METHODS COMPARISON IN THE SPATIAL CASE

We study the fitting performance of two approximation methods for a spatially VC model: Dambon Approach and INLA. For the Dambon Approach, we used the package varycoef with tapering of 0.05 and 0.1, available on CRAN, and adapted its likelihood evaluations to use it with a MCMC. Finally, we used the INLA package available on CRAN.

Our main focus is to describe how well we can estimate a simulated response according to (2), and compare goodness-of-fit performance for different structures of spatial correlation when estimating the response variable and the parameters involved, according to elapsed time and the final model estimation in (3). For that, we use the following statistics: interval score (IS) and MSE for each estimated model; where the former metric is defined in Equation (5) and we complement the performance of each approximation technique by means of the mean elapsed time to estimate the model (3) (in min).

In the spatial region $[0, 1]^2$, we set three different resolutions for the regularly-spaced set $S$ and the finer set $\mathcal{W}$. We use $25 \times 10, 40 \times 20,$ and $55 \times 25$ as three different resolution scenarios for this simulation and for each scenario we generate 10 replications, using the notation defined in Section 3.

At these locations, we simulate two models according to (1) and (2) with $q = 1$, and $\alpha = 5.6$, $\beta_0 = -0.05$, $\beta = 0.015$ and $\beta_1 = -0.005, \epsilon_i(s) \sim \mathcal{N}(0, \zeta^2)$ with $\zeta^2 = 2$ and $r^2 = 1$. In this simulation, we consider a spatially varying intercept with a spatial covariance structure following either a Matérn ($\phi = 0.1, \sigma = 0.001, \nu = 0.8$) or an Exponential ($\phi = 0.1, \sigma = 0.001$).

A.1 Simulation results

Data is analyzed using a PC prior in all cases according to Franco-Villoria et al. (2019). Table A1 presents the goodness of fit metrics by model and resolution, including the elapsed time in minutes for each of the approximation methods.

With a relatively small number of points ($40 \times 20$), varycoef has less elapsed time than INLA in both covariance structures, but their predictive metrics are larger. In general, INLA is a very superior option in both time and accuracy,
TABLE A1  Goodness of fit, and elapsed time (in min) by approximation method, covariance structure of the data, and resolution.

| Resolution | Covariance | Model | MSE | $I_{0.95}$ | Elapsed time | MSE | $I_{0.95}$ | Elapsed time | MSE | $I_{0.95}$ | Elapsed time |
|------------|------------|-------|-----|------------|-------------|-----|------------|-------------|-----|------------|-------------|
| 25 × 10    | Exponential| varycoef0.05 | 12.328 | 10.176 | 4.52 | 20.598 | 10.579 | 50.713 | 28.517 | 10.536 | 322.653 |
|            | varycoef0.1 | 12.588 | 10.276 | 5.80 | 20.674 | 10.450 | 63.44 | 28.984 | 10.593 | 450.32 |
|            | INLA       | 5e−08 | 0.0837 | 8.70 | 2e−08 | 0.0852 | 10.44 | 1e−08 | 0.0847 | 17.10 |
| 40 × 20    | Matérn     | varycoef0.05 | 12.309 | 10.176 | 4.55 | 20.339 | 10.553 | 52.464 | 28.858 | 10.484 | 324.973 |
|            | varycoef0.1 | 12.660 | 10.224 | 5.94 | 20.620 | 10.414 | 62.16 | 28.963 | 10.586 | 430.62 |
|            | INLA       | 6e−08 | 0.0820 | 8.63 | 1e−08 | 0.0853 | 11.11 | 1e−08 | 0.0844 | 15.81 |
| 55 × 25    |            |       |       |       |       |       |       |       |       |       |

as shown in Table A1. It is worth noting that despite choosing two different scenarios for the tapering parameter, both resulted in prediction metrics that differ from those offered by INLA. Furthermore, it is possible to infer that even when using a hypothetical scenario that is “close to diagonal” in the covariance matrix, the values obtained by INLA may not be reached.

Although this article aims to measure the predictive capacity of the emulator proposed in (3), we found that the range and variance parameters under the Matérn distribution has large bias when comparing the parameter estimates with their actual values. As our estimation using INLA uses the SPDE approach on a regular grid, we believe that this behavior may confirm the results obtained in Guinness (2022) where the range parameter is affected when considering higher frequency data under regular grid structures. But as the same author confirms, this possibly may not be a problem from a predictive standpoint. It is important to add that the parameter estimation did not present much of a difference for the approximation methods, in terms of bias or variability.

Given these results, we select INLA as the approximation method of choice for Sections 3 and 4.

APPENDIX B. ADDITIONAL PLOTS

FIGURE B1  Estimated distributions of the difference among the estimated temperatures for the best model (Diff_Emu) and the RCM (Diff_RCM) and the observed temperatures.