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In order to enable Social Internet of Vehicles devices to achieve the purpose of intelligent and autonomous garbage classification in a public environment, while avoiding network congestion caused by a large amount of data accessing the cloud at the same time, it is therefore considered to combine mobile edge computing with Social Internet of Vehicles to give full play to mobile edge computing features of high bandwidth and low latency. At the same time, based on cutting-edge technologies such as deep learning, knowledge graph, and 5G transmission, the paper builds an intelligent garbage sorting system based on edge computing and visual understanding of Social Internet of Vehicles. First of all, for the massive multisource heterogeneous Social Internet of Vehicles big data in the public environment, different item modal data adopts different processing methods, aiming to obtain a visual understanding model. Secondly, using the 5G network, the model is deployed on the edge device and the cloud for cloud-side collaborative management, aiming to avoid the waste of edge node resources, while ensuring the data privacy of the edge node. Finally, the Social Internet of Vehicles devices is used to make intelligent decision-making on the big data of the items. First, the items are judged as garbage, and then the category is judged, and finally the task of grabbing and sorting is realized. The experimental results show that the system proposed in this paper can efficiently process the big data of Social Internet of Vehicles and make valuable intelligent decisions. At the same time, it also has a certain role in promoting the promotion of Social Internet of Vehicles devices.

1. Introduction

Social Internet of Vehicles (SIoV) is considered to be the core component of the future intelligent transportation system, and it is also one of the most promising practical technologies for 5G vertical applications [1]. Since the US Department of Transportation issued the “Intelligent Transport System (ITS) Strategic Plan” in 2015, SIoV technology has been vigorously developing around the two themes of intelligence and information sharing [2]. On November 11, 2020, the World Intelligent Connected Vehicle Conference released the “Intelligent Connected Vehicle Technology Roadmap 2.0,” which further pointed out the direction for the development of intelligent vehicle networking [3]. It is a feasible solution to use vehicle as edge node device to provide computing services and offload tasks to the edge of the network. In recent years, with the development of social economy and the improvement of material consumption, the appearance of domestic waste has become more and more diversified and complicated, and the global waste production has also shown a cliff-like growth compared with previous years. In response to this, my country has successively introduced a series of policies. In December 2016, the fourteenth meeting of the Central Finance and Economics Leading Group hosted by General Secretary Xi Jinping proposed that “it is necessary to accelerate the establishment of a garbage disposal system for classified release, classified collection, classified transportation, and classified treatment, and form a waste treatment system based on the rule of law, promoted by the
government, and a garbage classification system with participation of the whole people, urban and rural planning, and local conditions, and strive to increase the coverage of the garbage classification system. The latest revision of the “Law of the People’s Republic of China on the Prevention and Control of Environmental Pollution by Fixed Wastes” in 2020 requires that local people’s governments at or above the county level should speed up the establishment of a domestic waste management system for classified release, classified recycling, transportation, and treatment. At present, China’s economy is developing rapidly, people’s quality of life has been greatly improved, public environmental issues have become the focus of attention, and one of the key factors affecting the public environment is the garbage issue. At this stage, garbage classification is mainly concentrated in the outdoor public environment for fixed groups of people to deal with according to categories. There are problems such as high labor intensity, low sorting efficiency, and poor working environment, people’s low awareness of classification, and a wide variety of garbage. Therefore, from the perspectives of practicability, environmental protection, and intelligence, it is of great significance to study and design an intelligent garbage sorting vehicle system based on edge computing of SIoV. In recent years, with the rapid development of artificial intelligence and robotics, service robots have attracted widespread attention. At present, there have not been public reports about the work carried out by service robots for autonomous garbage detection and classification. At the same time, service robots are one of the edge devices in SIoV. Therefore, it is of great practical significance to implement garbage classification and detection algorithms on service robots. However, only using the detection and classification model can only realize the identification and positioning of garbage, and the degree of intelligence is not high. If you want to make robots have the ability to recognize and discriminate objects in a public environment like humans, for example, humans can understand what they see. The items in the scene can be inferred and classified based on the association and imagination based on these items, so they should not only rely on the appearance and geometric characteristics of the items, but also rely on the guidance and reasoning of the high-level prior knowledge of the items. Public environmental goods information has the characteristics of diversity, semantics, and relevance, so it can be considered to use knowledge graphs to express and store this rich prior knowledge in a structured form. Then, the effective garbage detection and classification algorithm is used to complete the identification and positioning of items. The use of 5G networks to realize collaborative computing between edge device nodes and the cloud and intelligent decision-making of garbage classification on the big data of items in the scene are the key issues studied in this paper. The main innovations and contributions of this paper include the following: First, build a new visual understanding model. This model uses the knowledge graph to uniformly characterize and store the multimodal information of items in the public environment and combines the YOLOv4 detection algorithm to identify and locate items in the scene; the second is to propose the use of cloud-side collaborative computing. Using the 5G network, the visual understanding model deployed on the edge device and the cloud are used for cloud-side collaborative management. The cloud is used to store a large amount of data, while avoiding the waste of edge node resources, while ensuring the data privacy of the edge node; the third is to build an intelligent garbage sorting system based on edge computing and visual understanding of SIoV. Common items can be detected, identified, and classified by edge devices; abnormal items can be connected to the cloud for identification, reasoning, and decision-making.

The organizational structure of the rest of this paper is as follows. Related work will be discussed in the second part. The third part introduces the overall design of the system in detail. The fourth part mainly introduces the experimental setup and result analysis. The fifth part is the summary of this paper.

2. Related Work

2.1. Deep Learning. Deep learning is an important breakthrough in the field of artificial intelligence in the past decade, and it is widely used in target detection and classification. Target detection can be divided into two categories in terms of methods. One is the regression-based one-stage algorithm represented by the YOLO [4] series and the SSD series, and the other is based on the candidate region two-stage algorithm represented by Fast R–CNN and Faster R–CNN. In recent years, many researchers have used deep learning technology in the research of garbage identification, classification, and detection. Literature [5] proposed a method of automatic identification of garbage types combined with ResNet-50 and multilevel SVM. GCNet [6] consists of a feature extractor and a classifier. The feature extractor uses ResNet101 as the backbone network, which contains 5 Bottlenecks, and each Bottleneck adds an attention mechanism, and then the extracted different features are merged. Literature [7] proposed an improved network’s robustness framework DNN-TC for junk image recognition. The network adds two fully connected layers after the output layer and the global average pooling layer of the classification latency to reduce model parameter redundancy. The last layer uses the log softmax function to calculate the confidence of each label. Literature [8] uses DenseNet with higher detection accuracy and at the same time modifies the connection mode between dense blocks to achieve the purpose of improving the detection speed. Ma Wen et al. [9] used ResNet50 to replace the original VGG16 basic network in Faster R–CNN and Soft-NMS instead of the original NMS, which improved accuracy and reduced time. Wang Mingjie [10] used K-mean++ to determine the size of the prior frame and then used migration learning to complete the location and classification of garbage using YOLOv3 and classified the waste into recyclable items, dry garbage, wet garbage, and hazardous garbage. However, with the increasing demand for garbage classification by mobile edge devices and considering the accuracy and real-time performance, this paper uses YOLOv4 as the basic network. However, in order to distinguish it from the existing YOLO
gence is gradually migrating from the cloud to the embedded smart homes, and smart connected cars, artificial intelligence products and application scenarios such as smart phones, industry. With the popularization and development and has received extensive attention from academia and computer system and a new format in the information field.

### 2.2. Knowledge Graph

The knowledge graph can use the knowledge triples composed of nodes and relationships to intuitively represent the association relationships between items in the scene, and it can be stored in a structured form at the same time. Therefore, in a public environment, it is a very effective method to use knowledge graph to express rich visual associate on information and prior knowledge of objects. Knowledge Graph (KG) [11] is a technical method that uses graph models to describe the relationship between knowledge and modeling the world. KG was first applied to improve the capabilities of search engines; after that, KG showed greater application value in assisting intelligent question and answering, natural language processing, big data analysis, recommendation calculations, and interpretable artificial intelligence [12–14]. Marino et al. [15] studied the application of structured prior knowledge in the form of knowledge graphs in image classification. Jiang et al. [16] proposed a hybrid knowledge routing module in view of the current detection algorithm ignoring the semantic association information of the target in the scene and the long tail phenomenon of the sample size distribution of different categories. Chen et al. [17] introduced statistical target objects and their possible coexistence of prior knowledge to constrain the relationship prediction space to improve the accuracy of the model in fewer categories. Wang et al. [18] introduced the prior knowledge of the association between the characters in the scene and the surrounding objects and performed explicit reasoning based on knowledge. Wu et al. [19] proposed a visual question and answer method, which constructs a textual representation of the semantic content of an image and merges it with the textual information from the knowledge base to achieve a deeper understanding of the scene.

### 2.3. Edge Computing

As a new paradigm, edge computing can sink the computing functions and services of the cloud to the network edge devices, providing real-time data analysis and intelligent processing nearby, which can effectively solve the problems of network congestion and network delay caused by the transmission and processing of massive data. At present, edge computing accelerates the transformation and upgrading of the economy by providing key-capabilities such as computing, network, and intelligence nearby. It has gradually become a new direction of the computer system and a new format in the information field and has received extensive attention from academia and industry. With the popularization and development of products and application scenarios such as smart phones, smart homes, and smart connected cars, artificial intelligence is gradually migrating from the cloud to the embedded end of the edge, and intelligent edge computing has emerged from this [20]. The concept based SloV is an extension of the Internet of Things. Real-time collection of vehicle operating data is achieved through on board sensing units, roadside acquisition modules, vehicle-to-road communication units, and other equipment, then builds a data platform for monitoring large-scale vehicle real-time operating information, and provides various data service [21]. In the era of the Internet of everything, the massive amounts of data generated by various smart devices have put forward higher requirements on computing, storage, and network service capabilities. In order to relieve the computing pressure on the cloud and at the same time improve the computing power and operating efficiency of the mobile side, some services are deployed at the network edge close to the mobile side to build a mobile edge computing system [22–24]. The introduction of edge computing based SloV is an inevitable trend. However, edge computing is deployed near the network infrastructure. On the one hand, it is vulnerable to attacks from edge vehicles and network infrastructure such as counterfeiting, privacy theft, and false information; on the other hand, unauthorized internal attackers may also access and steal storage at the edge. Sensitive information is in the data center [25–27]. Therefore, the efficient processing and valuable intelligent decision-making [28] based SloV big data on the edge device side can protect the privacy and safety of vehicles in the edge computing of SloV.

### 2.4. SLAM

Simultaneous localization and mapping (SLAM) is a process in which the robot uses its own vision, laser, and other sensors to complete its own positioning while constructing environmental maps and path planning [29]. The SLAM system that uses the camera to collect image information as the source of environmental perception information is called Visual SLAM (VSLAM). Compared with other SLAM systems, VSLAM can perceive richer colors, textures, and other environmental information. With the rapid development of deep learning technology, it has very successful applications in various fields of Computer Vision (CV). For example, SLAM technology is playing an increasingly important role in the fields of service robots and driverless cars. In this context, in recent years, more and more SLAM researchers use deep learning-based methods to extract environmental semantic information to obtain high-level scene perception and understanding and apply it in the VSLAM [30] system to assist VSLAM. The system improves positioning performance and map visualization, thereby giving robots more efficient human-computer interaction capabilities. The combination of deep learning and SLAM improves the limitations caused by manual design features and potentially improves the learning ability and intelligent level of the robot [31]. VSLAM can construct a 3D map of the surrounding environment and calculate the position and direction of the camera. The combination of deep learning and SLAM is a hot research direction in recent years. Among them, the semantic SLAM combining VSLAM and deep learning obtains environmental geometric information during the mapping process and at the same time recognizes
3. Overall System Design

3.1. Overall Design. This paper experimentally designs an intelligent garbage sorting system based on edge computing and visual understanding of SIoV. The overall architecture of the system is shown in Figure 1. This architecture diagram is divided into three parts:

(1) Visual understanding model: First, the KG is used to uniformly characterize and store the multimodal information knowledge of items in the public environment. The YOLOv4 detection algorithm is used to identify and locate the items in the scene, and the constructed multimodal KG is combined with the YOLOv4 visual detection method. Construct a visual understanding model, as shown in Figure 2. Then put the model on the cloud server for large-scale data training and then deploy it to the NVIDIA Jetson Nano development board after the training is completed. Finally, when the edge device is in a public scene, use the camera to collect pictures in real time and transmit the pictures wirelessly to the development board. The development board uses the trained model to detect whether there is garbage in the picture, and if it exists, it sends it to the driver board STM32 through the serial port. STM32 controls the robotic arm to grab the garbage and put it into the corresponding garbage bin according to the recognition and classification results. The judgment of this process is to realize the intelligent decision-making of items through intelligent question and answer technology and realize the goal of garbage classification.

(2) Cloud edge collaboration: What is used here is an edge-oriented cloud-side collaborative computing form. In this form, the cloud is only responsible for the initial training work, and the model is downloaded to the edge after the training is completed. While performing computing tasks at the edge, it will also use real-time on-site data to perform subsequent calculations on the model. This model can meet individual application requirements, make better use of local data, and avoid waste of edge node resources to ensure the edge data privacy of the node.

(3) Edge device applications: The mapping navigation unit is based on the ROS distributed framework, uses lidar to collect the environmental information of the cleaning area, realizes the SLAM function based on the scanning matching algorithm, and uses the optimal path algorithm to autonomously plan and traverse the cleaning area. During the traversal process of the edge sorting device, the target detection algorithm detects and classifies the real-time images obtained by the camera and obtains the coordinates and angle information of the target as the input information of the sorting control unit and controls the robotic arm to perform the garbage capture task.

In order to enable edge device to achieve intelligent and automated garbage classification in a public environment, while avoiding network congestion caused by simultaneous access to a large amount of data, and considering the combination of mobile edge computing and SIoV, in order to give full play to the high bandwidth and low latency characteristics of mobile edge computing, this paper builds an intelligent garbage sorting system based on edge computing and visual understanding of SIoV (Figure 2). First of all, according to the existence of two modalities of video and image in the public environment, the YOLOv4 detection algorithm is used to extract the location of the entity category; use BLSTM-LCRF and PCNN-BLSTM-Attention proposed by Wang Huan et al. [33] to extract entities and relationships from text modalities. The open source structured data collected from the Internet and the entity relationship extracted above form a knowledge triple. Secondly, the knowledge triples are used to uniformly represent and store the semantic description information, attribute information, and spatial location information of the items in the scene using the KG. Finally, when detecting and classifying garbage items in a public environment, the YOLOv4 detection algorithm will perform real-time detection to obtain its location and category information. At the same time, it will use OCR technology to obtain the description information of the item’s outer packaging, and the previously constructed KG will be further developed through VQA technology. The auxiliary detection model matches and determines whether the item is garbage and what type of garbage in the form of intelligent question and answer and makes further intelligent decision-making.

3.2. Multimodal Knowledge Graph. With the continuous popularization of the Internet and media technologies, information from different sources such as text, images, video, audio, etc. collectively portrays the same or related content, presenting complex and multilevel semantic relationships, forming “multimodal” information. First of all, multimedia data containing different modalities present internally synchronized semantic associations, while information from different sources and modalities across media presents dynamic, complex, multilayered temporal and semantic associations. Secondly, the cross-media forms are heterogeneous, the content is diverse, and the distribution is complex. The traditional analysis and processing methods are mostly based on the assumption of independent and identical distribution, and it is difficult to effectively utilize and learn the massive and complex cross-media information. Finally, the application scenarios involved in cross-media are more extensive, such as cross-media content...
search, recommendation, question and answer, etc. Abundant item data has been accumulated in public scenarios, such as “item name,” “item packaging,” “item category,” and “item production information.” However, the data are not related to each other, failing to form effective knowledge. Constructing the item data into a KG and developing upper-level applications can effectively enable garbage classification in public scenarios, solve the pain points of the scenario, and give full play to the value of knowledge. The construction and application process of the KG is shown in Figure 3.

The process of building knowledge graphs of objects in public scenarios: ontology design, knowledge extraction, knowledge mapping, knowledge fusion, and disambiguation. Ontology design is a process of knowledge modeling. This process requires the realization of ontology design by summarizing the knowledge in the field. Generally speaking, RDFS, OWL, and other languages can be used for modeling. The semiautomated form realizes the paper knowledge modeling in public scenarios and quickly completes the paper KG ontology design. The ontology includes concepts such as item names, item attributes, and associations between items. Knowledge extraction completes the extraction of knowledge triples based on relevant algorithms by collecting relevant data. For structured data, after simple conversion, triples can be generated. For unstructured data, the document format needs to be converted first to obtain easy-to-handle text formats such as txt and docx; literature [30] proposed BLSTM-LCRF and PCNN-BLSTM-Attention models to extract entities and relationships from text data. Knowledge mapping, the triples obtained in the information extraction stage, needs to map the extraction results to the ontology through knowledge mapping, in order to generate a KG. If the amount of data is large, the process can be accelerated with the help of big data technologies such as Hadoop. Finally, it is necessary to integrate and disambiguate heterogeneous data under a unified standard for the knowledge from different data sources to complete the creation of the KG. For example, an item with the same apple name can actually refer to both fruits and apple mobile phones. Typical applications included in the paper KG based on public scenarios include intelligent question answering, intelligent reasoning, and intelligent decision-making.

3.3. YOLOv4 Network. Based on the YOLOv3 algorithm, Alexey B officially launched YOLOv4 in 2020 (shown in Figure 4). Its network structure is divided into input, backbone feature extraction network (CSPDarknet53), enhanced feature extraction network (Spatial Pyramid Pooling, SPP, and Path Aggregation Network, PANet), and detection network (YOLO Head). The principle of YOLOv4 model detection is to divide the image into an $S \times S$ grid, where each cell in the grid is responsible for predicting $B$ location bounding boxes and conditional probabilities belonging to $C$ categories, and finally output whether the bounding box contains the target and the bounding box confidence information. YOLOv4 uses CSPDarknet53 instead of Darknet53 in its backbone network. The main changes are as follows: first, the introduction of CSPNet (Cross Stage Partial Network) network structure. The gradient variability is integrated and mapped to the feature map from beginning to end, and then the feature map is divided into two parts: one part performs residual stacking operation, and the other part is directly combined with the last convolution result, which effectively solves the gradient information factor in
Figure 2: Visual comprehension model.

Figure 3: Knowledge graph construction and application flow chart.
the deep network processing; repeated learning causes the problem of increased calculation. The second is to replace the activation function LeakyReLU with the Mish activation function, so that the overall network detection has a higher accuracy rate. Introduce the Spatial Pyramid Pooling (SPP) layer and use the maximum pooling of different pooling core sizes to pool the input feature layer, using the maximum pooling method of $1 \times 1$, $5 \times 5$, $9 \times 9$, and $13 \times 13$, respectively. This structure can use different dimensions of the same image as input to obtain pooling features of the same length. The SPP network can effectively increase the range of feature acceptance and extract more important contextual features without reducing the network operation speed.

PANet is created on the basis of FPN (Feature Pyramid Networks) in YOLOv3. It is a bottom-up path enhancement designed to promote information flow and use accurate low-level positioning information to enhance the overall feature level, thereby shortening the information path between the low-level and top-level features. This structure makes full use of feature fusion and changes the previous additive fusion method to multiplicative fusion, so that the network has higher detection accuracy. The detection part still uses YOLO Head detection using the YOLOv3 algorithm.

4. Experimental Setup and Result Analysis

4.1. Experimental Environment Configuration. The experiment in this paper is completed under the Ubuntu system. CUDA is a general parallel computing architecture launched by NVIDIA; CUDNN is a GPU acceleration library for deep neural networks. The data is trained through the cooperation of the two, and the experimental environment is configured, as shown in Table 1.

First, the collected image data is cleaned to remove some invalid images; then the processed valid data set is labeled according to the PASCAL VOC data set format; then the migration learning method is adopted, and the pretraining of yolov4.pt provided on the official website is used. The weight is used as the initial parameter of network training; finally, after 70 epochs of iteration, the loss function reaches a minimum and tends to a balanced state, and the training is stopped to obtain the best weight file. The model training loss function curve in this paper is shown in Figure 5. Some network parameter descriptions are shown in Table 2.

The model training process in this paper: calculate and predict the input data through forward propagation to obtain the loss function of the network model, then use the
It can be seen from formula (1) that the entire loss function is composed of three parts: the first two lines in the formula represent the error of the center coordinates and width and height of the prediction box, which is the first part, where \((x_i, y_i, w_i, h_i)\) represents the center coordinates and width and height of the prediction box, which means marking the center coordinates and width and height of the box. The third row represents the confidence error, which is the second part. The left half of the third row represents the confidence error that the prediction box contains the target, and the right half represents the confidence error that the prediction box does not contain the target, where \(C_i\) indicates that the prediction box contains the object confidence, where \(C^i\) represents the IOU of the predicted box and the marked box. The fourth row represents the category error of the target, which is the third part, where \(p_i (c)\) represents the marked category value and \(p^i (c)\) represents predicted category value. In formula (1), \(W_{ij}^{\text{obj}}\) means that the target is detected by the \(j\) prediction frame in the first \(i\) grid, and \(W_{ij}^{\text{noobj}}\) means that the target is not detected, and \(W_{ij}^{\text{obj}}\) means that the target is in the first \(i\) grid.

4.2. Data Collection. The data set used in this paper has a total of 15,000 domestic garbage pictures, most of which come from the data set in the garbage classification competition held by Alibaba Cloud Tianchi and some pictures of domestic garbage collected by the author. The data set can be divided into four categories in general, namely, recyclable garbage, kitchen waste, hazardous garbage, and other garbage. Each category contains multiple objects. Among them are recyclable trash: power bank, bag, wash supplies, plastic toy, plastic utensils, plastic hangers, glassware, metalware, courier bags, plug wire, old clothes, ring-pull can, pillow, plush toy, shoes, cutting board, carton, wine bottle, metal food can, ironware, wok, edible oil drum, drink bottle, paper books; harmful trash: dry battery, unguentum, expired drugs; other trash: disposable snack box, stained plastic, butt, toothpick, flowerpot, chinaware, chopsticks, stained paper; use the LabellImage tool to label the items in the picture, and divide the data set into a training set and a test set at a ratio of 8:2.

| Parameter name | Parameter values |
|----------------|------------------|
| Learning rate  | 0.001            |
| Momentum       | 0.9              |
| Decay          | 0.0005           |
| Batch size     | 64               |

4.3. Experimental Results and Analysis. The evaluation criteria of the results of this experiment are mainly Precision (P), Recall (R), Mean Average Precision (MAP), and detection speed Frames Per Second (FPS). Among them, P represents the ratio of the real samples in the recognized positive samples, namely,

\[
\text{precision} = \frac{TP}{TP + FP} \quad (2)
\]

Among them, \(R\) represents the proportion of correctly identified positive samples in the total number of samples, namely,

\[
\text{recall} = \frac{TP}{TP + FN} \quad (3)
\]
TP is the number of positive samples that correctly classify the target, FP is the number of positive samples that are incorrectly classified as the target, and FN refers to the number of positive samples that are incorrectly classified as negative samples.

In order to verify the effectiveness of this test method, the visual understanding model and YOLOv4 proposed in this paper were trained and verified with different algorithms according to the network parameters in Table 2. The $P$, $R$, MAP, and FPS are shown in Table 3.

| Algorithm  | $P$ (%) | $R$ (%) | MAP (%) | FPS |
|------------|---------|---------|---------|-----|
| YOLOv4     | 84.3    | 81.9    | 72.5    | 26  |
| Our model  | 84.6    | 82.3    | 73.8    | 24  |

Table 3: Algorithm detection result.
From the results in Table 3, the model proposed in this paper has better performance than YOLOv4. Under the premise of equivalent detection speed, the MAP can reach nearly 74%. Figure 6 shows part of the visualization results of the model detection proposed in this paper.

Taking into account the limited equipment in the actual public environment, this paper uses a trolley to simulate an indoor scene. The results of mapping, navigation, and recognition results are shown in Figure 7, Figure 8 and Figure 9.

Figure 10 shows the constructed knowledge graph of the local scene. Different colors represent different types, among which red is harmful trash, blue is recyclable trash, green is food trash, and gray is other trash. Through the YOLOv4 algorithm, the entity name and location information of the...
item in the scene can be obtained, the identified entity target object is matched with the entity in the KG, and the location relationship or attribute information between the entities is used to make further intelligent decisions and judgments. If the item is garbage, determine the specific type of garbage and return it to the corresponding garbage bin to facilitate the next step of sorting by the edge device; if it is not garbage, the model will not process it. Figure 11 is the result of querying the target entity in the KG and performing garbage classification. For example, a deformed beverage bottle on the ground is a recyclable trash and should be placed in a recyclable trash can.

5. Conclusions

This paper builds an intelligent garbage sorting system based on edge computing and visual understanding of SIoV. Experimental results show that the system can provide efficient and valuable intelligent decision-making, free human hands, reduce back-end waste processing, and improve work efficiency; at the same time, through cloud-side collaborative computing, the use of edge devices can be fully utilized, which can avoid cloud network congestion. It also guarantees the data privacy of edge nodes. In addition, due to the limited data set currently collected, the constructed KG is not complete, and the classification effect of some uncommon or severely defaced items is relatively poor. On the one hand, future research work can add multimodal data analysis experiments to visual understanding; on the other hand, it can also consider using 5G networks to achieve collaborative work between multiple edge devices and increase related algorithm analysis and experiments in SIoV.
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