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Abstract
Randomly initialized wide neural networks transition to linear functions of weights as the width grows, in a ball of radius \(O(1)\) around initialization. A necessary condition for this result is that all layers of the network are wide enough, i.e., all widths tend to infinity. However, the transition to linearity breaks down when this infinite width assumption is violated. In this work we show that linear networks with a bottleneck layer learn bilinear functions of the weights, in a ball of radius \(O(1)\) around initialization. In general, for \(B - 1\) bottleneck layers, the network is a degree \(B\) multilinear function of weights. Importantly, the degree only depends on the number of bottlenecks and not the total depth of the network.

1 Introduction

For a wide neural network (WNN), when the network width is sufficiently large, there exists a linear function of parameters, arbitrarily close to the network function, in a ball of radius \(O(1)\) in the parameter space around random initialization. This local linearity explains the equivalence to the neural tangent kernel (NTK) regression for optimizing wide neural networks with small learning rates, first shown in [13]. However, an important assumption for this transition to linearity [18] to hold is that each layer must be sufficiently wide. If there is even one narrow “bottleneck” hidden layer, resulting in a so-called bottleneck neural network (BNN), the work [18] showed that the transition to linearity does not occur.

An immediate question at this point is, *What functions of the weights does a neural network with a bottleneck layer represent?*

In this paper we answer this question for linear networks, i.e., networks with linear activations. We show that an arbitrary fixed depth linear network with \(B - 1\) bottleneck layers transitions to a \(B\)-th degree polynomial of weight parameters when the width of non-bottleneck layers approaches infinity. Importantly, the degree of the polynomial is independent of the depth of the network and depends only on the number of bottleneck layers.

Note that the network function, due to linear activations, is linear in each weight matrix. However, as a function of all weights together, it is a polynomial of degree equal to total number of layers. Our analysis of bottleneck networks shows that, as the width of non-bottleneck layers grows, the degree of this polynomial reduces to the number of bottleneck layers in the network plus 1, and becomes independent of the total number of layers. For wide networks without bottlenecks, this recovers the result of transition to linearity of wide neural networks.

In our technical analysis, for a BNN with \(B - 1\) bottleneck layers, we show that the spectral norm of the \(B + 1^\text{st}\) derivative of the network function with respect to parameters, scales as with \(1/\sqrt{m}\) where \(m\) is the width of non bottleneck layers, but the spectral norm of the \(B\)-th derivative is \(\Omega(1)\). As a result, when \(m\) goes to infinity, the network function transitions to a \(B\)-th order polynomial of the weights. We further strengthen this claim by showing this polynomial is in fact a multilinear function, where the network function is jointly linear in layer weights between consecutive bottleneck layers.
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1.1 Main contributions

1. Our first result Theorem 1 states that a 4 layer linear network with 1 bottleneck learns bilinear functions. We corroborate this via numerical experiments. See Section 3.

2. We generalize the above result to show that linear networks with $B - 1$ bottlenecks transition to $B^{th}$ degree polynomial functions, independent of the total number of layers. See Section 4.

**Linearity of WNNs does not imply bilinearity of BNNs.** A cascade of two WNNs results in a BNN. While WNNs are known to transition to linearity for a large class of nonlinear activation functions, their cascade is in general not bilinear or quadratic. Figure 1 provides a counter-example where a cascade of two shallow WNNs with the tanh activation does not result in the network being a quadratic function of weights. We provide a detailed description below.

Consider two infinitely wide WNNs, $x \mapsto f_1(W_1; x)$ and $x \mapsto f_2(W_2; x)$ which can be approximated as a linear models,

$$f_1(W_1; x) \approx \psi_1(x) + \langle W_1, \phi_1(x) \rangle,$$
$$f_2(W_2; x) \approx \psi_2(x) + \langle W_2, \phi_2(x) \rangle,$$

where $W_i$ are trainable parameters, $x$ is the input, $\psi_i(x)$ are offsets, and $\phi_i(x)$ are feature maps. The cascade of $f_1$ and $f_2$ is given by $x \mapsto g(W_1, W_2; x)$ where,

$$g(W_1, W_2; x) := f_2(W_2; f_1(W_1; x)) \approx \psi_2(f_1(W_1; x)) + \langle W_2, \phi_2(f_1(W_1; x)) \rangle$$

$$\approx \psi_2(\psi_1(x) + \langle W_1, \phi_1(x) \rangle) + \langle W_2, \phi_2(\psi_1(x) + \langle W_1, \phi_1(x) \rangle \rangle$$

Note that $\psi_2$ and $\phi_2$ are, in general, nonlinear in their input. Hence $g$ is not bilinear in $(W_1, W_2)$.

**Consequence of linear activations.** However, when the activations of $f_1$ and $f_2$ are linear, we know that $\psi_2$ and $\phi_2$ are linear in their inputs. Consequently, $g$ could be bilinear in $(W_1, W_2)$, if the approximation errors in equations (1-4) can be controlled together. Figure 1 details an experiment where this bilinearity is observed.

In this work, we rigorously prove that $g$ is well approximated with a bilinear model. We also provide a generalization to the case where a $B - 1$ bottleneck network, which is a cascade of $B$ linear networks, is well approximated with a multilinear model with degree $B$.

1.2 Background and related works

Nearly linear training dynamics of Wide Neural Networks (WNNs) allows an accurate analysis on the network evolution during training, especially with gradient descent and its variants [9, 17, 27, 1]. Besides, the complexity of WNNs can be controlled in a ball of parameters with finite radius. Hence some generalization bounds were developed for shallow neural networks [4] as well as deep ones [6]. This literature applies only to WNNs does not provide much insight into the behavior of bottleneck neural networks (BNNs).

BNNs have been shown to be effective in many vision, speech and language tasks [26, 19, 12]. Yet, we lack understanding for the training, optimization and generalization behavior of such networks. Some specific network architectures, such as autoencoders [16], are BNNs.

Linear neural networks are non-linear in parameters and hence provide an analytically friendly way to draw insights about non-linear networks. For example, [20] explored the transition between the “kernel” and “non-kernel” regimes on diagonal linear networks, which had been seen in wide non-linear neural networks [7]. The convergence of gradient descent was analyzed on deep linear neural networks in [2, 8, 5]. Linear networks also shed light on understanding implicit regularization [15, 22, 11, 10] and matrix factorization [3, 24].

The optimization of bilinear models, though non-convex, has been well studied in previous works [21, 14] with several convergence guarantees. Our work connects BNNs to bilinear models, leaving open the question of optimization in learning BNNs.
Figure 1: We consider a 4 layer neural network, with 1 input unit, 1 output unit, and hidden layer widths $[10^4, 1, 10^4]$, i.e., the network has 1 bottleneck layer. The network weights are $W = (W_1, W_2)$, where $W_1 = (W_1^{(1)}, W_1^{(2)})$ are weights before the bottleneck, and $W_2 = (W_2^{(1)}, W_2^{(2)})$ are weights after.

**Network function along a 1D subspace:** For a fixed input $x$, we plot the output $g(W + t\Delta, x)$ v/s $t$, as the weights are varied along a randomly chosen direction $\Delta$ of the parameter space, under different settings.

Figure (1a): \texttt{tanh} activation. The inflection point proves the network is not a quadratic function of weights.

Figure (1b): \texttt{identity} activation. The plot shows the network function along 5 directions. The network function exhibits quadratic behavior along each perturbation direction $\Delta$. Theorem 1 provides a rigorous statement and proof of this quadratic behavior. In fact, this quadratic function is actually a bilinear function of $W$, which is linear in $W_1$, and linear in $W_2$, as demonstrated by figures (1c-1d).

Figure (1c): \texttt{identity} activation. Here we restrict perturbations to directions $\Delta_1$ that align with $(W_1, 0)$. The network function is linear in $W_1$. A rigorous statement and proof is provided in Theorem 1.

Figure (1d): same setting as (1c) with directions $\Delta_2$ that align with $(0, W_2)$. The network is linear in $W_2$.

## 2 Preliminaries

We use lowercase bold letters, $w$, for vectors, uppercase letters, $W$, for matrices, uppercase bold letters, $\mathbf{W}$, for tuples of vectors or matrices, calligraphic uppercase letters $\mathcal{W}$ for tuples of tuples, and sans serif letters $\mathbb{W}$ for tensors. We denote the set $\{1, 2, \cdots, n\}$ by $[n]$ for all $n \in \mathbb{N}$. We use $\langle \cdot, \cdot \rangle$ as the standard inner product for these objects, and the norms $\|w\|, \|W\|, \|\mathcal{W}\|, \|\mathbb{W}\|$ to denote their respective Frobenius norms. We use $\|A\|_{\text{op}}$ to denote the operator norm of a linear operator represented as a tensor $A$. We use $\otimes$ to denote
the Kronecker product and outer product. Given a vector \( v \in \mathbb{R}^p \), we denote the Kronecker product of \( n \) copies of \( v \) by \( v \otimes^n \), which is a rank-1 tensor of order \( n \).

We denote by \( \frac{\partial^k f}{\partial w^k} (w_0) \) the \( k \)-th derivative of \( f(w) \) evaluated at \( w_0 \). This is a tensor of order \( k \).

**Degree-\( n \) polynomial.** A function \( f(w) : \mathbb{R}^m \rightarrow \mathbb{R} \) is said to be a degree-\( k \) polynomial if

\[
\| \frac{\partial^k f}{\partial w^k} (w) \|_{\text{op}} > 0 \quad \text{and} \quad \| \frac{\partial^{k+1} f}{\partial w^{k+1}} (w) \|_{\text{op}} = 0, \quad \forall w \in \mathbb{R}^m.
\]

Note that \( \frac{\partial^k f}{\partial w^k} \) is a tensor and the norm above is defined as in equation (7).

**Definition 1 (Tuple product).** For a tensor \( A \in \mathbb{R}^{r_1 \times r_2 \times \cdots \times r_k} \) and a tuple of vectors \( V = (v^1, v^2, \ldots, v^k) \) where \( v^i \in \mathbb{R}^{r_i} \) for \( i \in [k] \), we denote

\[
(A, V) = \sum_{i_k=1}^{r_k} \cdots \sum_{i_1=1}^{r_1} A_{i_1, i_2, \ldots, i_k} v^1_{i_1} v^2_{i_2} \cdots v^k_{i_k}.
\]

Another way to interpret this is \( \langle A, V \rangle_T = \langle A, V \rangle \) where \( V = (v^1 \otimes v^2 \otimes \cdots \otimes v^k) \) is a rank-1 tensor.

**Definition 2 (Tensor spectral norm).** Given a tensor \( A \in \mathbb{R}^{r_1 \times r_2 \times \cdots \times r_k} \), its spectral norm is defined as

\[
\| A \|_{\text{op}} = \sup_{\| V \|=1} \langle A, V \rangle = \sup_{\| V \|=1} \langle A, V \rangle_T = \sup_{\| V \|=1} \langle A, V \rangle,
\]

where \( V = (v^1, v^2, \ldots, v^k) \) and \( v^i \in \mathbb{R}^{r_i} \) for \( i \in [k] \).

**Definition 3 (2-norm ball).** The 2-norm ball \( B(V_{\text{init}}, R) \) is defined as:

\[
B(V_{\text{init}}, R) := \{ V = (V_1, V_2, \ldots, V_k) \mid \| V_{\text{init}} - V \| \leq R, \forall i \in [k] \}
\]

**Definition 4 (Taylor expansion).** Consider a function \( f(w) : \mathbb{R}^m \rightarrow \mathbb{R} \) and suppose \( \frac{\partial^{n+1} f}{\partial w^{n+1}} (w) \) is continuous in the neighborhood \( U \subset \mathbb{R}^m \) of a given point \( w_0 \). Then in \( U \), \( f(w) \) can be written as

\[
f(w) = f(w_0) + \sum_{k=1}^{n} \frac{1}{k!} \left( \frac{\partial^k f}{\partial w^k} (w) \right)_{w=w_0} \langle w - w_0 \rangle^k + R_{n+1}(w, \xi),
\]

where \( \xi \in U \).

**Definition 5 (n-jet).** The \( n \)-jet of \( f \) at the point \( w_0 \) is defined to be the polynomial

\[
(J^n_{w_0} f)(v) = f(w_0) + \sum_{k=1}^{n} \frac{1}{k!} \left( \frac{\partial^k f}{\partial w^k} (w) \right)_{w=w_0} \langle v \rangle^k.
\]

Therefore, there exists a \( \xi \) such that

\[
f(w) = (J^n_{w_0} f)(w - w_0) + R_{n+1}(w, \xi) \quad \text{(Mean Value Theorem)}
\]

\[
R_{n+1}(w, \xi) := \frac{1}{(n+1)!} \left( \frac{\partial^{n+1} f}{\partial w^{n+1}} (w) \right)_{w=w_0} \langle (w - w_0) \rangle^{n+1}.
\]

**Definition 6 (Multilinear function).** A function

\[
f(w_1, w_2, \ldots, w_k) : \mathbb{R}^{m_1} \times \mathbb{R}^{m_2} \times \cdots \times R^{m_k} \rightarrow \mathbb{R}^c
\]

is said to be a multilinear function in \( k \) variables, or \( k \)-linear function, if \( \forall i \in [k] \), \( f \) is linear in \( w_i \), assuming all variables but \( w_i \) are held constant.
2.1 Bottleneck Networks

We introduce some notations related to bottleneck neural networks. These are summarized in Figure 2 and detailed in the equations below.

**Definition 7** (Wide Neural Network (WNN)). An $L$-layer WNN, $f(W; x) \in \mathbb{R}^c$, with width $m$ is defined to be

$$f(W; x) = \frac{1}{\sqrt{m}} W^{(L)} \frac{1}{\sqrt{m}} W^{(L-1)} \ldots \frac{1}{\sqrt{d}} W^{(1)} x,$$

(11)

where $W := (W^{(1)}, W^{(2)}, \ldots, W^{(L)})$ are trainable parameters with $W^{(\ell)} \in \mathbb{R}^{m \times m}$ for $\ell \in \{2, 3, \ldots, L\}$, $W^{(1)} \in \mathbb{R}^{m \times d}$, $W^{(L)} \in \mathbb{R}^{c \times m}$, and $x \in \mathbb{R}^d$ is the input.

A bottleneck network with $(B - 1)$ bottlenecks can be viewed as a cascade of $B$ wide networks. Hence we define it in a recursive manner (see an illustration in Figure 2):

**Definition 8** (Bottleneck Neural Network (BNN)). A BNN, $g(W, x)$, with $B - 1$ bottleneck layers is a recursion of $B$ WNNs $\{f_b\}^B_{b=1}$, where each $f_b(W_b; \cdot) : \mathbb{R}^{d_{b-1}} \rightarrow \mathbb{R}^{d_b}$ is an $L_b$-layer WNN with weights $W_b = (W^{(1)}_b, \ldots, W^{(L_b)}_b)$ for $i \in [L]$, and $x \in \mathbb{R}^d$ is the input. The trainable parameters of $g$ are,

$$W = W_B \quad \text{where} \quad W_b := (W_1, W_2, \ldots, W_b) \quad b = 1, 2, \ldots, B.$$ 

(12)

**Remark 1.** Note that for $B = 1$, a BNN is simply a WNN. One can think of $g$ as a single neural network, however $d_b \ll m$ for all $b \in \{0, 1, 2, \ldots, B - 1\}$, which justifies the name bottlenecks.

**Network initialization.** In this paper, we initialize each trainable weight parameter of a neural network by drawing independent and identically distributed samples from the standard normal distribution $\mathcal{N}(0, 1)$. This initialization is also referred as NTK initialization [13].
By Definition 3, the 2-norm ball for $\mathcal{W}$ around initialization is defined as:

$$\mathbb{B}(\mathcal{W}_{\text{init}}, R) = \left\{ \mathcal{W} = \left( W^{(\ell)}_b \right)_{\ell_b=1}^B \mid \| W^{(\ell)}_b - W^{(\ell)}_{b,\text{init}} \| \leq R, \quad \ell \in [L_b], b \in [B] \right\}$$

3 Linear network with one bottleneck

In this section, we consider a 4-layer linear network with 1 bottleneck layer of width $r = O(1)$, i.e., $B = 2$, $L_1 = L_2 = 2$ and $d_0 = d, d_1 = r, d_2 = k$ in the notation described above. We show that this BNN transitions to a bilinear function of weights, in a ball with radius $O(1)$ around random initialization, when the network width goes to infinity.

We consider the following network

$$g(\mathcal{W}; x) = \frac{1}{\sqrt{m}} W^{(2)}_2 \frac{1}{\sqrt{r}} W^{(1)}_2 \frac{1}{\sqrt{m}} W^{(2)}_1 \frac{1}{\sqrt{d}} W^{(1)}_1 x,$$

$$\mathcal{W} := (W_1, W_2), \text{ with } W_1 := \left( W^{(1)}_1, W^{(2)}_1 \right), \text{ and } W_2 := \left( W^{(1)}_2, W^{(2)}_2 \right),$$

where $W^{(1)}_1 \in \mathbb{R}^{m \times d}, W^{(2)}_1 \in \mathbb{R}^{r \times m}, W^{(1)}_2 \in \mathbb{R}^{m \times r}, W^{(2)}_2 \in \mathbb{R}^{k \times m}$ and $x \in \mathbb{R}^d$ is the input. Here the input dimension is $d$, the bottleneck width is $r$ and the output dimension is $k$. In this section, we assume $k = 1$. We note that the results can be easily extended to multiple output case, i.e., $k > 1$.

Alternatively, we can regard $g(\mathcal{W}; x)$ as a cascade of two wide neural networks $f_1$ and $f_2$, where the output of $f_1$ serves as the input of $f_2$. Specifically, for any $x \in \mathbb{R}^d, z \in \mathbb{R}^r$, we can define

$$f_1(W_1; x) = \frac{1}{\sqrt{m}} W^{(2)}_1 \frac{1}{\sqrt{d}} W^{(1)}_1 x, \quad f_2(W_2; z) = \frac{1}{\sqrt{m}} W^{(2)}_2 \frac{1}{\sqrt{r}} W^{(1)}_2 z,$$

where $W_1 := \left( W^{(1)}_1, W^{(2)}_1 \right)$ and $W_2 := \left( W^{(1)}_2, W^{(2)}_2 \right)$.

Then it is not hard to see that

$$g(\mathcal{W}; x) = f_2(W_2; f_1(W_1; x)).$$

Observe that $g(\mathcal{W}; x)$ is a $4^{th}$ degree polynomial in $\mathcal{W}$, as it is a 4 layer network function. However, if the network width is sufficiently large, i.e., $m = \omega(1)$, we show that the degree is approximately only 2.

To state our result, we define the following derivatives at initialization,

$$g_{\text{init}} := \frac{\partial g(\mathcal{W}, x)}{\partial \mathcal{W}} \big|_{\mathcal{W}_{\text{init}}} \quad H_{\text{init}} := \frac{\partial^2 g(\mathcal{W}, x)}{\partial \mathcal{W}_i \partial \mathcal{W}_j} \big|_{\mathcal{W} = \mathcal{W}_{\text{init}}}$$

Our main result shows the transition of the network function to a bilinear form.

**Theorem 1** (Transition to bilinearity). Given a ball $\mathbb{B}(\mathcal{W}_{\text{init}}, R)$ with $R = O(1)$, with probability at least $1 - 12e^{-m/32}$, for a fixed input $x \in \mathbb{R}^d$, the function $\mathcal{W} \mapsto g(\mathcal{W}; x)$ can be accurately approximated by a bilinear function $q(\mathcal{W})$,

$$|g(\mathcal{W}; x) - q(\mathcal{W})| = O \left( \frac{1}{\sqrt{m}} \right),$$

$$g(\mathcal{W}) := g(\mathcal{W}_{\text{init}}; x) + g_{\text{init}}^T (\mathcal{W} - \mathcal{W}_{\text{init}}) + (\mathcal{W}_1 - \mathcal{W}_{1,\text{init}})^T H_{\text{init}} (\mathcal{W}_2 - \mathcal{W}_{2,\text{init}})$$

where $g(\mathcal{W})$ is linear in $\mathcal{W}_1$ and linear in $\mathcal{W}_2$. 
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Proof of Theorem 1. Our proof is based on an application of the mean value theorem. Given $R = O(1)$, the Taylor expansion with a Lagrange remainder term, assures that there exists a $\xi \in \mathbb{B}(W_{\text{init}}, R)$ such that

$$g(W; x) = J^2_{W_{\text{init}}} \{g(\cdot, x)\} (W - W_{\text{init}}) + R_3(W, \xi),$$

where $J^2_{W_{\text{init}}} g(\cdot; x))$ is the 2-jet of $g$, defined in definition 5, and $R_3(W, \xi)$ is the remainder term defined in equation (10).

To prove the result we first show that the second term above is negligible, i.e., $|R_3(W, \xi)| = O(m^{-1/2})$, using a Cauchy-Schwarz inequality. We then show that the first term is well approximated by the bilinear form in the statement of the result, i.e.,

$$\|J^2_{W_{\text{init}}} \{g(\cdot, x)\} (W - W_{\text{init}}) - q(W)\| = O(m^{-1/2}).$$  \hspace{1cm} (19)

For multiple output case, i.e., $k > 1$, we can apply the same analysis to bound $R_3$ for each output component. Therefore, each component of the output, i.e., $g_i$ for $i \in [k]$ will transition to a bilinear function.

The intermediate results are stated in the following lemma.

Lemma 1. The following statements hold for randomly initialized $W_{\text{init}}$.

(a) With probability at least $1 - 8e^{-m/2}$, we have

$$|R_3(W, \xi)| \leq \left( \frac{8\sqrt{m} + 2\sqrt{r} + \sqrt{d} + 1 + 4R}{m\sqrt{rd}} \right) \|x\| R^3, \quad \forall \xi \in \mathbb{B}(W_{\text{init}}, R).$$  \hspace{1cm} (20)

(b) With probability at least $1 - 4e^{-m/2}$ over random initialization, we have

$$\left\| \frac{\partial^2 g(W; x)}{\partial W^2} \right\|_{W_{\text{init}}} - \left[ \begin{array}{cc} 0 & H_{\text{init}} \end{array} \right] \leq \frac{2(\sqrt{6} + \sqrt{d})\|x\| \log m}{\sqrt{md}} = \tilde{O} \left( \frac{1}{\sqrt{m}} \right),$$  \hspace{1cm} (21)

where

$$\|H_{\text{init}}\|_{\text{op}} \geq \frac{\|x\|}{24\sqrt{rd}}.$$  \hspace{1cm} (22)

Note that if $\|x\| = 0$, $g(W; x) = 0$ hence we can find $q(W) = 0$ which is a bilinear function. Otherwise, $\|H_{\text{init}}\|_{\text{op}} = \Omega(1)$ with high probability, which justifies the quadraticity of $q(W)$.

Together this yields the result using triangle inequality. This concludes the proof of Theorem 1. \hfill $\square$

Before proceeding to the proofs of the intermediate lemma used in proving theorem 1, we pause to visualize the bilinear model. We consider 15 different perturbations from the initial weights. The first 5 perturbations apply to all weights of the network, as shown in Figure 1b. The next 5 perturbations are applied to only the first block of the network, i.e., before the bottleneck (figure 1c), and the last 5 are applied to the weights after the bottleneck (figure 1d).

Observe that while the network function is quadratic in the weights, it is in fact linear in $W_1$ and $W_2$ the two blocks of weights separated by the bottleneck.

Remark 2. We note that the class of bilinear functions is a proper subset of the class of quadratic functions, which is important for the complexity of the class of bottleneck neural networks.

Remark 3. Optimization of bilinear models can be much easier than that of general quadratic models [21].
3.1 Proof of Lemma 1

It is instructive to note the derivatives of the network function with respect to the weight matrices.

\[
\nabla g(W;z) = \left[ \frac{\partial g}{\partial W^{(1)}}, \frac{\partial g}{\partial W^{(2)}}, \frac{\partial g}{\partial W^{(3)}} \right]^\top = \frac{1}{m} \left[ \begin{array}{c}
\text{vec}((W_2^{(2)} W_1^{(1)}) \otimes x) \\
\text{vec}((W_2^{(2)} W_1^{(1)} \otimes (W_1^{(1)} x))) \\
\text{vec}(W_2^{(2)} \otimes (W_1^{(1)} x)) \end{array} \right] \in \mathbb{R}^{d(2r + 1)}.
\]

**Proof of Lemma 1(a).** By Lemma 10, the norm of \( \frac{\partial^3}{\partial W^3} g(W) \) can be bounded by the summation of the norm of blocks with respect to the weights in each layer. Specifically,

\[
\left\| \frac{\partial^3 g}{\partial W^{(1)} \partial W^{(2)} \partial W^{(3)}} \right\|_{\text{op}} \leq 6 \left\| \frac{\partial^3 g}{\partial W^{(1)} \partial W^{(2)} \partial W^{(1)}} \right\|_{\text{op}} + 6 \left\| \frac{\partial^3 g}{\partial W^{(1)} \partial W^{(2)} \partial W^{(2)}} \right\|_{\text{op}} + 6 \left\| \frac{\partial^3 g}{\partial W^{(2)} \partial W^{(1)} \partial W^{(2)}} \right\|_{\text{op}}.
\]

Take the first quantity on the RHS of the above inequality as an example:

\[
\left\| \frac{\partial^3 g}{\partial W^{(1)} \partial W^{(2)} \partial W^{(1)}} \right\|_{\text{op}} = \sup_{\|v_{(1)}\| = \|v_{(2)}\| = 1} \left\| \frac{1}{\sqrt{m}} W_2^{(2)} \frac{1}{\sqrt{r}} V_2^{(1)} \frac{1}{\sqrt{m}} V_1^{(2)} \frac{1}{\sqrt{d}} V_1^{(1)} x \right\|.
\]

Note that \( W_{2,\text{init}}^{(2)} \) is a random matrix with i.i.d. standard normal entries. Therefore we use a concentration inequality, detailed in Lemma 9, to bound its norm. For the choice \( t = \sqrt{m} \), we have that, \( \left\| W_{2,\text{init}}^{(2)} \right\|_{\text{op}} \leq 2\sqrt{m} + 1 \), with probability at least \( 1 - 2e^{-m/2} \). Thus,

\[
\left\| \frac{\partial^3 g}{\partial W^{(1)} \partial W^{(2)} \partial W^{(1)}} \right\|_{\text{op}} \leq \frac{(2\sqrt{m} + 1 + R)\|x\|}{m\sqrt{rd}}, \quad \text{w.p.} \geq 1 - 2e^{-m/2}.
\]

We can similarly bound the rest of the blocks, and apply union bound over the randomness of the four layers. This yields that with probability at least \( 1 - 8e^{-m/2} \), we have,

\[
\left\| \frac{\partial^3}{\partial W^3} g(W) \right\|_{\text{op}} \leq 12 \left( \frac{(2\sqrt{m} + \sqrt{r} + R)\|x\|}{m\sqrt{rd}} + 6 \left( \frac{(2\sqrt{m} + \sqrt{d} + R)\|x\|}{m\sqrt{rd}} + (2\sqrt{m} + 1 + 4R)\|x\| \right) \right)
\]

\[
= \frac{6(8\sqrt{m} + 2\sqrt{r} + \sqrt{d} + 1 + 4R)\|x\|}{m\sqrt{rd}}.
\]

Next, for any \( \xi \in \mathcal{B}(W_{\text{init}}, R) \) with \( R = O(1) \), a Cauchy–Schwarz inequality yields,

\[
|R_3(W, \xi)| \leq \frac{\max_{\xi \in \mathcal{B}(W_{\text{init}}, R)}}{62} \left( \frac{\partial^3}{\partial W^3} g(W) \right)_{W = \xi} \|W - W_{\text{init}}\|_{\text{op}}^3
\]

\[
\leq \frac{1}{6} \max_{\xi \in \mathcal{B}(W_{\text{init}}, R)} \left\| \frac{\partial^3}{\partial W^3} g(W) \right\|_{W = \xi} \|W - W_{\text{init}}\|_{\text{op}}^3
\]

\[
\leq \frac{(8\sqrt{m} + 2\sqrt{r} + \sqrt{d} + 1 + 4R)\|x\|}{m\sqrt{rd}} R_3 = O \left( \frac{1}{\sqrt{m}} \right), \quad \text{w.p.} \geq 1 - 8e^{-m/2}.
\]

This concludes the proof of Lemma 1(a). \( \square \)
Proof of Lemma 1(b). We will show \( \frac{\partial^2 g}{\partial W^2} \bigg|_{W_{\text{int}}} \) is close to \( \begin{bmatrix} 0 & H_{\text{init}} \\ H_{\text{init}} & 0 \end{bmatrix} \). Notice that the off-diagonal blocks are close by definition.

For the upper left block, i.e.,
\[
\begin{bmatrix}
\frac{\partial^2 g}{\partial W_1^{(1)}} & \frac{\partial^2 g}{\partial W_1^{(2)} \partial W_1^{(2)}} \\
\frac{\partial^2 g}{\partial W_1^{(2)} \partial W_1^{(1)}} & \frac{\partial^2 g}{\partial W_1^{(2)}}
\end{bmatrix},
\]
it is not hard to see that
\[
\left( \frac{\partial^2 g}{\partial W_1^{(1)}} \right)^2 = 0, \quad \left( \frac{\partial^2 g}{\partial W_1^{(2)}} \right)^2 = 0.
\]

Further, by definition, we have,
\[
\left\| \frac{\partial^2 g}{\partial W_1^{(1)} \partial W_1^{(2)}} \right\|_{W=W_{\text{int}}} = \left\| \frac{\partial^2 g}{\partial W_1^{(2)} \partial W_1^{(1)}} \right\|_{W=W_{\text{int}}},
\]
which is a Gaussian random variable with variance \( \left\| \left( \frac{\partial^2 g}{\partial W_1^{(1)}} \right) \right\|^2 \) conditioned on \( W_{2,\text{init}}^{(1)} \). We apply Lemma 8 and choose \( t = \frac{1}{2} \) to get,
\[
\frac{m}{2} \leq \left\| \left( W_{2,\text{init}}^{(1)} \right) \right\|^2 \leq \frac{3m}{2}, \quad \text{w.p.} \geq 1 - 2e^{-m/32}.
\]

We can bound \( W_{2,\text{init}}^{(2)} \left( W_{2,\text{init}}^{(1)} \right) \), by setting \( t = \frac{\sqrt{6m}}{2} \log m \) in Lemma 7, which gives
\[
\left\| W_{2,\text{init}}^{(2)} \left( W_{2,\text{init}}^{(1)} \right) \right\| \leq \frac{\sqrt{6m}}{2} \log m, \quad \text{w.p.} \geq 1 - 2e^{-m/2}.
\]

Applying union bound over the indices \( j \in [r] \), we have,
\[
\left\| W_{2,\text{init}}^{(2)} W_{2,\text{init}}^{(1)} \right\|_{\text{op}} \leq \sqrt{r} \frac{\sqrt{6m} \log m}{2}, \quad \text{w.p.} \geq 1 - 2re^{-m/32} - 2e^{-m/2}.
\]

The above bound along with equations (23) gives the following high-probability bound,
\[
\left\| \frac{\partial^2 g}{\partial W_1^{(1)} \partial W_1^{(2)}} \right\|_{W=W_{\text{int}}} \leq \frac{\sqrt{6} \|x\| \log m}{2\sqrt{md}} = \tilde{O} \left( \frac{1}{\sqrt{m}} \right), \quad \text{w.p.} \geq 1 - 2re^{-m/32} - 2e^{-m/2}.
\]

Therefore, the upper left block of \( \frac{\partial^2 g(W; x)}{\partial W^2} \bigg|_{W_{\text{int}}} \) will be close to 0 with high probability, for large enough \( m \).
Applying a similar analysis, we can bound the lower right block, i.e.,
\[
\begin{bmatrix}
\frac{\partial^2 g}{\partial W_1^{(1)} \partial W_2^{(2)}} & \frac{\partial^2 g}{\partial W_1^{(1)} \partial W_2^{(1)}} \\
\frac{\partial^2 g}{\partial W_2^{(1)} \partial W_2^{(2)}} & \frac{\partial^2 g}{\partial W_2^{(1)} \partial W_1^{(2)}}
\end{bmatrix}
\]
as well.

Specifically, we get that,
\[
\left\| \frac{\partial^2 g}{\partial W_1^{(1)} \partial W_2^{(2)}} \right\|_{op} \leq \frac{\sqrt{6} \| x \| \log m}{2\sqrt{m}} = \tilde{O} \left( \frac{1}{\sqrt{m}} \right), \quad \text{w.p.} \geq 1 - 2de^{-m/2} - 2re^{-\log^2 m/2}.
\]

Combining the results together, with probability at least \(1 - 4(d + r)e^{-m/2} - 4(r + e)2^{-\log^2 m/2}\),
\[
\left\| \frac{\partial^2}{\partial W_2} g(W) \right\|_{op} - \left[ \begin{array}{cc} 0 & H_{\text{init}}^\top \\ H_{\text{init}} & 0 \end{array} \right] \leq \frac{2(\sqrt{6} + \sqrt{d})\| x \| \log m}{\sqrt{md}} = \tilde{O} \left( \frac{1}{\sqrt{m}} \right).
\]

Finally, we show \(\|H_{\text{init}}\|_{op}\) is separated from 0. Consider the unit vector with the same shape of flattened \(W\):
\[
v = \frac{1}{\sqrt{\|W_1^{(1)}e_1\|^2 + \|W_2^{(1)}e_2\|^2}} \left[ 0^\top, \frac{e_1^\top W_1^{(1)} e_{1,\text{init}}^\top}{\text{w.r.t. (}W_1^{(1)}{)}_{\text{init}}}, 0^\top, \frac{e_2^\top W_1^{(1)} e_{2,\text{init}}^\top}{\text{w.r.t. (}W_2^{(1)}{)}_{\text{init}}} \right]^\top,
\]
where \(e_1 = (1, 0, 0, \ldots, 0)^T \in \mathbb{R}^d\) and \(e_2 = (1, 0, 0, \ldots, 0)^T \in \mathbb{R}^r\).

Then we have
\[
v^\top H_{\text{init}} v = \frac{1}{m\sqrt{d}} \left\| \frac{e_1^\top W_1^{(1)} e_{1,\text{init}}^\top}{\text{w.r.t. (}W_1^{(1)}{)}_{\text{init}}} \right\|^2 + \left\| \frac{e_2^\top W_1^{(1)} e_{2,\text{init}}^\top}{\text{w.r.t. (}W_2^{(1)}{)}_{\text{init}}} \right\|^2 = \frac{1}{m\sqrt{d}} \left\| \frac{e_1^\top W_2^{(1)} e_{1,\text{init}}^\top}{\text{w.r.t. (}W_2^{(1)}{)}_{\text{init}}} \right\|^2.
\]

Since \(\left\| W_{1,\text{init}} e_1 \right\|^2 \sim \chi^2(m)\) and \(\left\| W_{2,\text{init}} e_2 \right\|^2 \sim \chi^2(m)\), we can apply Lemma 8 and use \(t = 1/2\) to bound their norms. Specifically, we get with probability at least \(1 - 4e^{-m/2}\),
\[
\frac{m}{2} \leq \left\| W_{1,\text{init}} e_1 \right\|^2 \leq \frac{3m}{2}, \quad \frac{m}{2} \leq \left\| W_{2,\text{init}} e_2 \right\|^2 \leq \frac{3m}{2}.
\]

Consequently, we have that,
\[
\|H_{\text{init}}\|_{op} \geq \left| v^\top H_{\text{init}} v \right| \geq \frac{\| x \|}{24\sqrt{rd}}, \quad \text{w.p.} \geq 1 - 4e^{-m/2}.
\]
This concludes the proof of Lemma 1(b).

## 4 Neural networks with multiple bottlenecks

In this section, we extend our results to deep linear networks with multiple bottleneck layers. We show that linear networks with \(B - 1\) bottlenecks will transition to \(B\)-degree polynomials of the weights, or more accurately, \(B\)-linear functions. Importantly, this is independent of the total depth of the network.

**Theorem 2 (Transition to \(B\)-th degree polynomials).** Given a ball \(B(W_{\text{init}}, R)\) with \(R = O(1)\), with probability at least \(1 - e^{-\Omega(m)}\), \(g(W)\) can be accurately approximated by a \(B\)-th degree polynomial. Specifically,
\[
\left\| g(W) - (J_{W_{\text{init}}}^B g(\cdot; x)) (W - W_{\text{init}}) \right\| = O \left( \frac{1}{\sqrt{m}} \right), \tag{27}
\]
where
\[
(J_{W_{\text{init}}}^B g(\cdot; x))(W - W_{\text{init}}) = g(W_{\text{init}}; x) + \sum_{k=1}^{B} \frac{1}{k!} \left( \frac{dg^k(W; x)}{dW^k} \right)_{W=W_{\text{init}}}, (W - W_{\text{init}})^\otimes k).
\]

Furthermore, this polynomial function is multilinear in $W$ with degree $B$. Consequently, as $m \to \infty$, $g(W; x)$ transitions to a $B$-th degree multilinear function of $W$.

**Proof of Theorem 2.** The proof follows a similar idea with the proof of Theorem 1. Without lose of generality, we assume the output dimension of $g(W; x)$ is 1, i.e., $d_B = 1$. The result can be easily extend to multiple output of $g$ by analyzing each component of the output.

Given $R = O(1)$, by Taylor expansion with Lagrange remainder term, there exists a $\xi \in \mathbb{B}(W_{\text{init}}, R)$ such that
\[
g(W; x) - (J_{W_{\text{init}}}^B g(\cdot; x))(W - W_{\text{init}}) = R_{B+1}(W, \xi),
\]
where
\[
R_{B+1}(W, \xi) = \frac{1}{(B+1)!} \left( \frac{dg^{B+1}(W; x)}{dW^{B+1}} \right)_{W=W_{\text{init}}}, (W - W_{\text{init}})^\otimes (B+1)\right).
\]

We use the following lemma which upper bounds the $(B+1)$-th derivative of $g$:

**Lemma 2.** With probability at least $1 - 2 \sum_{b=1}^{B} (L_b - 1)e^{-m/2}$ over random initialization $W_0$, a BNN $g(W; x)$ with $B-1$ bottleneck layers satisfies
\[
\left\| \frac{d^{B+1}g(W; x)}{dW^{B+1}} \right\|_{\text{op}} \leq \frac{(3 + R/\sqrt{m})^B \|x\|}{\sqrt{\prod_{b=1}^{B-1} d_b} \sqrt{m}}.
\]

for $W \in \mathbb{B}(W_{\text{init}}, R)$.

We apply Lemma 2, and use Cauchy–Schwarz inequality:
\[
|R_{B+1}(W, \xi)| \leq \max_{\xi \in \mathbb{B}(W_{\text{init}}, R)} \frac{1}{(B+1)!} \left( \frac{dg^{B+1}(W; x)}{dW^{B+1}} \right)_{W=W_{\text{init}}}, (W - W_{\text{init}})^\otimes (B+1)\right) \leq \frac{1}{(B+1)!} \left( \frac{dg^{B+1}(W; x)}{dW^{B+1}} \right)_{W=W_{\text{init}}}, \|W - W_{\text{init}}\|_{\text{op}}^{B+1} \leq \frac{(3 + R/\sqrt{m})^B \|x\|}{\sqrt{\prod_{b=1}^{B-1} d_b} \sqrt{m}} R^{B+1} = O \left( \frac{1}{\sqrt{m}} \right),
\]

with probability at least $1 - 2 \sum_{b=1}^{B} (L_b - 1)e^{-m/2}$.

We use the following lemma to lower bound the $B$-th derivative of $g$:

**Lemma 3.** With probability at least $1 - 2 \sum_{b=1}^{B} L_b e^{-m/32}$ over random initialization of $W_{\text{init}}$, a BNN $g(W; x)$ with $B-1$ bottleneck layers satisfies
\[
\left\| \frac{d^B g(W; x)}{dW^B} \right\|_{W=W_{\text{init}}}, \|W - W_{\text{init}}\|_{\text{op}} \geq 2 \|x\| \prod_{b=1}^{B} \frac{1}{2^{L_b/2} \sqrt{d_b - 1}}.
\]
Therefore, by Lemma 3, the degree of $(J^B_{W_{\text{in}}^m}g(\cdot; x))(W - W_{\text{init}})$ is guaranteed to be $B$. Note that if $\|x\| = 0$, then $g$ is a zero function which is included in the class of $B$-th degree polynomial. Picking $R = O(1)$, we finish proving the approximation result.

Since $g(W; x)$ is linear in $W^{(\ell)}_b$ for $b \in [B], \ell \in [L_b]$, according to Definition 6, $g(W; x)$ is a multilinear function. And the degree of multilinear will be $B$ when $m \rightarrow \infty$ as $g(W; x)$ will transition to a $B$-th degree polynomial.

5 Conclusion and discussion

In this work, we show a linear bottleneck neural network (BNN) with $B - 1$ bottleneck layers transitions to a $B$-th degree polynomial of parameters when the width of non-bottleneck layers approaches to infinity. This expands the results about the transition to linearity of wide neural networks (WNN).

We also note that a similar result will hold if the first WNN block $f_1$, in a BNN has non-linear activations.
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Appendix

A Proof of Lemma 2

Since $W = (W_1, \cdots, W_B)$ and for each $b \in [B]$, $W_b = (W_b^{(1)}, \cdots, W_b^{(L_b)})$, we split the tensor $\frac{d^{B+1}g(W; x)}{dW^{B+1}}$ into blocks where each block is with respect to weight matrices $W_b^{(\ell)}$ for $b \in [B]$, $\ell \in [L_b]$. Specifically, each block will take the following form:

$$\frac{d^{B+1}g(W; x)}{\partial W_{i_1}^{(j_1)} \cdots \partial W_{i_{B+1}}^{(j_{B+1})}}, \quad k \in [B + 1], \ i_k \in [B], \ j_k \in [L_{i_k}].$$

Define $C_{L,B} = \left( \sum_{b=1}^{B} L_b \right)^{B+1}$. Therefore, there will be in total $C_{L,B}^{B+1}$ blocks. By Lemma 10, the spectral norm of $\frac{d^{B+1}g(W; x)}{dW^{B+1}}$ is bounded by the summation of the spectral norm of tensor blocks. Due to the symmetry of the derivative, we only need to consider the “upper triangle” of the tensor:

$$\left\| \frac{d^{B+1}g(W; x)}{dW^{B+1}} \right\|_{op} \leq C_{L,B}^{B+1} \sum_{i=b+1}^{B} \sum_{j=b+1}^{B} \left\| \frac{d^{B+1}g(W; x)}{\partial W_{i_1}^{(j_1)} \cdots \partial W_{i_{B+1}}^{(j_{B+1})}} \right\|_{op}.$$

By definition, given the tensor block, letting $V_{B+1} = (V_1, \cdots, V_{B+1})$ where $V_b$ has the same shape with $W_{i_b}^{j_b}$ for $b \in [B + 1]$, we have

$$\left\| \frac{\partial^{B+1}g(W; x)}{\partial W_{i_1}^{(j_1)} \cdots \partial W_{i_{B+1}}^{(j_{B+1})}} \right\|_{op} = \sup_{\|V_b\|_F = 1, \forall b \in [B+1]} \left\langle \frac{\partial^{B+1}g(W; x)}{\partial W_{i_1}^{(j_1)} \cdots \partial W_{i_{B+1}}^{(j_{B+1})}}, V_{B+1} \right\rangle_T.$$

Note that $g(W; x)$ is linear in each $W_{i_b}^{j_b}$. Therefore, $\left\langle \frac{\partial^{B+1}g(W; x)}{\partial W_{i_1}^{(j_1)} \cdots \partial W_{i_{B+1}}^{(j_{B+1})}}, V_{B+1} \right\rangle_T$ is equal to the output of $g(W; x)$ by replacing $W_{i_b}^{j_b}$ in $W$ by $V_b$ for $b \in [B + 1]$. Specifically, since each $g_b(W_b; x) = f_b(W_b; g_{b-1}(W_{b-1}; x))$ is linear in $g_{b-1}(W_{b-1}; x)$, we can equivalently write $\left\langle \frac{\partial^{B+1}g(W; x)}{\partial W_{i_1}^{(j_1)} \cdots \partial W_{i_{B+1}}^{(j_{B+1})}}, V_{B+1} \right\rangle_T$ in a recursive format by distributing $V_{B+1}$ to $B$ WNNs:

$$h_1(W_1; x) = \left\langle \frac{\partial^{p_1} f_1(W_1; x)}{\partial W_{1}^{(a_{1_1})} \cdots \partial W_1^{(a_{p_1})}}, V_{p_1} \right\rangle_T,$$

$$h_b(W_b; x) = \left\langle \frac{\partial^{p_b} f_b(W_b; h_{b-1}(W_{b-1}; x))}{\partial W_{b}^{(a_{b_1})} \cdots \partial W_b^{(a_{p_b})}}, V_{p_b} \right\rangle_T, \quad 2 \leq b \leq B,$$

$$h(W; x) = h_B(W_B; x) = \left\langle \frac{\partial^{B+1}g(W; x)}{\partial W_{i_1}^{(j_1)} \cdots \partial W_{i_{B+1}}^{(j_{B+1})}}, V_{B+1} \right\rangle_T,$$

where $\sum_{b=1}^{B} p_b = B + 1$ and $\bigcup_{b=1}^{B} \{(b, a_{p_b})\}_{p=1}^{p_b} = \{(i_1, j_1), \cdots, (i_{B+1}, j_{B+1})\}$. And $V_{p_b} = (V_{i_1}, \cdots, V_{i_{p_b}})$ where each $V_{i_b}$ has same shape with $W_b^{(a_{i_b})}$ with $\|V_{i_b}\|_F = 1$ for $b \in [B]$, $i \in [p_b]$ and $(V_{p_1}, \cdots, V_{p_B}) = V_{B+1}$.

Note that

$$\|h_b(W_b; x)\| \leq \sup_{\|z\| = \|h_{b-1}(W_{b-1}; x)\|} \left\| \frac{\partial^{p_b} f_b(W_b; z)}{\partial W_{b}^{(a_{b_1})} \cdots \partial W_b^{(a_{p_b})}} \right\|_{op}. \quad (28)$$
If \( p_b = 0 \), according to Lemma 5, the RHS is bounded by

\[
\sup_{\|z\|=\|h_{b-1}(W_{b-1};x)\|} \left\| \frac{\partial^{p_b} f_b(W_b; z)}{\partial W_b^{(a_1)} \cdots \partial W_b^{(a_{p_b})}} \right\|_{\text{op}} \leq \sup_{\|z\|=\|h_{b-1}(W_{b-1};x)\|} \| f_b(W_b; z) \|
\]

\[
\leq \sqrt{d_b(\sqrt{b}/2 + R/\sqrt{m})^{L_b} \log m} \frac{\|h_{b-1}(W_{b-1};x)\|}{d_b^{-1}}
\]

with probability at least \( 1 - 2d_b e^{-\log m/2} - 2d_b( L_b - 1) \exp(-m/32) \).

If \( p_b > 0 \), by Lemma 6,

\[
\sup_{\|z\|=\|h_{b-1}(W_{b-1};x)\|} \left\| \frac{\partial^{p_b} f_b(W_b; z)}{\partial W_b^{(a_1)} \cdots \partial W_b^{(a_{p_b})}} \right\|_{\text{op}} \leq \frac{(3\sqrt{m} + R)^{L_b-p_b}}{(\sqrt{m})^{L_b-1} d_b} \| h_{b-1}(W_{b-1}; x) \|
\]

with probability at least \( 1 - 2 (L_b - p_b) \exp(-m/2) \).

Comparing these two results, i.e., Eq. (29) and (30), we notice that if \( p_b = 0 \), the RHS of Eq. (28) is bounded by \( \tilde{O}(1) \), otherwise it is bounded by \( O((\sqrt{m})^{3-p_b}) \). Therefore, if \( p_b = 1 \), two bounds are of the same order; if \( p_b > 1 \), Eq. (30) provides a better bound.

Note Eq. (29) and (30) are in a recursive format, and ultimately lead to a bound on \( \| h_1(W; x) \| \). Since \( \sum_{b=1}^{B} p_b = B+1 \), the worst case, i.e., the largest bound on \( \| h(W; x) \| \) will be first letting \( p_1 = p_2 = \cdots = p_b = 1 \), then adding \( 1 \) to any \( p_i \) since the bound decreases by the same factor \( 1/\sqrt{m} \). Without lose of generality, we pick \( p_B = 2 \). As a result, with probability at least \( 1 - 2 \sum_{b=1}^{B-1} (L_b - 1) \exp(-m/2) - 2(L_B - 2) \exp(-m/2) \),

\[
\| h(W; x) \| \leq \frac{(3 + R/\sqrt{m})^B \| x \|}{\sqrt{\prod_{b=1}^{B-1} d_b} \cdot \sqrt{m}}.
\]

This concludes the proof of Lemma 2.

B Proof of Lemma 3

We will find a direction \( V_B = (v_1, \cdots, v_B) \) where each \( v_b \) has the same shape with vec\( (W) \) and \( \| v_b \| = 1 \) for all \( b \in [B] \) such that

\[
\left\langle \frac{d^B g(W; x)}{dW^B}, V_B \right\rangle_T = \Omega(1).
\]

Therefore,

\[
\left\| \frac{d^B g(W; x)}{dW^B} \right\|_{\text{op}} \geq \left\langle \frac{d^B g(W; x)}{dW^B}, V_B \right\rangle_T = \Omega(1).
\]

Note that the weight matrices at bottleneck layers of \( g \) have rank smaller than \( m \), e.g., \( d_b \). We take the derivative of \( g \) with respect to those matrices, and find a direction vector which aligns with the derivative. This low rank property of the weight matrices at bottleneck layers will give us a lower bound for the norm of the \( B \)-th derivative of \( g \).

Specifically, for each \( b \in [B] \), we choose

\[
v_b = \begin{pmatrix} 0^T, \cdots, 0^T, \frac{u_b^T}{\|u_b^\text{init}\|}, \cdots, 0^T \end{pmatrix}^T,
\]

w.r.t. \( (W_b^{(b)})_{1,i} \) in \( W \).
where \( e_b^1 = (1, 0, 0, \ldots, 0) \in \mathbb{R}^{d_b-1} \), and

\[
u_{b, \text{init}} := \frac{1}{\sqrt{m}} W_{b, \text{init}}^{(L_b - 1)} \cdots \frac{1}{\sqrt{d_b - 1}} W_{b, \text{init}}^{(1)} e_b^1 \in \mathbb{R}^m.
\]

It is not hard to see that

\[
\left\langle d^B g(W; x), V_B \right\rangle_T = 2\|x\|((\sqrt{m}) - B \prod_{b=1}^B \|u_{b, \text{init}}\|).
\]

By Lemma 4, we can bound each \( \|u_{b, \text{init}}\| \) for \( b \in [B] \). Then we apply union bound over indices \([B]\). We have with probability at least \( 1 - 2 \sum_{b=1}^B L_b e^{-m/32} \),

\[
\left\langle d^B g(W; x), V_B \right\rangle_T \geq \frac{2\|x\|}{2 \sum_{b=1}^B L_b / \sqrt{\prod_{b=1}^B d_b}}.
\]

This concludes the proof for Lemma 3.

C Lemmas for deep bottleneck networks

**Lemma 4.** For each \( b \in [B] \), with probability at least \( 1 - 2L_b e^{-m/32} \),

\[
\|u_{b, \text{init}}\| \geq \frac{\sqrt{m}}{2L_b / \sqrt{d_b - 1}}.
\]

**Proof.** Due to the recursive format of \( u_b \), we will prove the result recursively.

When \( k = 1 \), since \( \|W_{b, \text{init}}^{(1)} e_b^1\|^2 \sim \chi^2(m) \), we use the tail bound for \( \chi^2 \) distribution. We pick \( t = 1/2 \) in Lemma 8, hence we have with probability at least \( 1 - 2e^{-m/32} \),

\[
\|W_{b, \text{init}}^{(1)} e_b^1\|^2 \geq m/2,
\]

hence \( \frac{1}{\sqrt{d_b - 1}} \|W_{b, \text{init}}^{(1)} e_b^1\| \geq \frac{\sqrt{m}}{\sqrt{2d_b - 1}} \).

Suppose when \( k = \ell \), with probability at least \( 1 - 2e^{-m/32} \),

\[
\left\| \frac{1}{\sqrt{m}} W_{b, \text{init}}^{(\ell)} \frac{1}{\sqrt{m}} W_{b, \text{init}}^{(\ell - 1)} \cdots \frac{1}{\sqrt{d_b - 1}} W_{b, \text{init}}^{(1)} e_b^1 \right\| \geq \frac{\sqrt{m}}{2^{\ell/2} \sqrt{d_b - 1}}.
\]

Then when \( k = \ell + 1 \), we have

\[
\left\| \frac{1}{\sqrt{m}} W_{b, \text{init}}^{(\ell + 1)} \frac{1}{\sqrt{m}} W_{b, \text{init}}^{(\ell)} \frac{1}{\sqrt{m}} W_{b, \text{init}}^{(\ell - 1)} \cdots \frac{1}{\sqrt{d_b - 1}} W_{b, \text{init}}^{(1)} e_b^1 \right\|^2 \sim \chi^2(m),
\]

with probability at least \( 1 - 2e^{-m/32} \) over the randomness of \( W_{b, \text{init}}^{(1)} \cdots W_{b, \text{init}}^{(\ell)} \).

Apply Lemma 8 again and we pick \( t = 1/2 \), we have

\[
\left\| \frac{1}{\sqrt{m}} W_{b, \text{init}}^{(\ell + 1)} \frac{1}{\sqrt{m}} W_{b, \text{init}}^{(\ell)} \frac{1}{\sqrt{m}} W_{b, \text{init}}^{(\ell - 1)} \cdots \frac{1}{\sqrt{d_b - 1}} W_{b, \text{init}}^{(1)} e_b^1 \right\|^2 \geq \frac{m}{2} \left\| \frac{1}{\sqrt{m}} W_{b, \text{init}}^{(\ell)} \frac{1}{\sqrt{m}} W_{b, \text{init}}^{(\ell - 1)} \cdots \frac{1}{\sqrt{d_b - 1}} W_{b, \text{init}}^{(1)} e_b^1 \right\|^2.
\]
with probability at least $1 - 2e^{-m/32}$. By the inductive assumption and applying union bound, we have with probability at least $1 - 2(\ell + 1)e^{-m/32}$,

$$
\left\| \frac{1}{\sqrt{m}} W_{b,\text{init}}^{(\ell+1)} \frac{1}{\sqrt{m}} W_{b,\text{init}}^{(\ell)} \frac{1}{\sqrt{m}} W_{b,\text{init}}^{(\ell-1)} \ldots \frac{1}{\sqrt{d_{b-1}}} W_{b,\text{init}}^{(1)} \right\| \leq \frac{\sqrt{m}}{2(\ell+1)\sqrt{d_{b-1}}},
$$

which completes the recursive step hence finishes the proof.

\[ \square \]

**Lemma 5.** Given an $L$-layer WNN $f(W; x) \in \mathbb{R}^c$, with probability at least $1 - 2ce^{-\log m/2} - 2c(L - 1)\exp(-m/32)$

$$
\|f(W; x)\| \leq (\sqrt{6}/2 + R/\sqrt{m})^L \log m \frac{\sqrt{c}\|x\|}{\sqrt{d}},
$$

in the ball $\mathbb{B}(W_{\text{init}}, R)$.

**Proof.** We will first prove the norm of the neurons in the last hidden layers satisfies

$$
\left\| \frac{1}{\sqrt{m}} W^{(L-1)} \ldots \frac{1}{\sqrt{d}} W^{(1)} x \right\| \leq (\sqrt{6}/2 + R/\sqrt{m})^{L-1}\|x\| \tag{31}
$$

with probability at least $1 - 2(L - 1)\exp(-m/32)$.

We will bound the result recursively. When $k = 1$, we have

$$
\left\| \frac{1}{\sqrt{d}} W^{(1)} x \right\| \leq \left\| \frac{1}{\sqrt{d}} W^{(1)}_{\text{init}} x \right\| + \left\| \frac{1}{\sqrt{d}} (W^{(1)} - W^{(1)}_{\text{init}}) x \right\|.
$$

Note that $\left\| W^{(1)}_{\text{init}} x \right\|^2 / \|x\|^2 \sim \chi^2(m)$. Using Lemma 8 and picking $t = 1/2$, we have with probability at least $1 - 2e^{-m/32}$,

$$
\left\| W^{(1)}_{\text{init}} x \right\|^2 / \|x\|^2 \leq \frac{3m}{2}.
$$

Then we have

$$
\left\| \frac{1}{\sqrt{d}} W^{(1)} x \right\| \leq \frac{\sqrt{6}\sqrt{m}\|x\|}{2\sqrt{d}} + \frac{R\|x\|}{\sqrt{d}} = \frac{\sqrt{m}\|x\|}{\sqrt{d}} (\sqrt{6}/2 + R/\sqrt{m}),
$$

with probability at least $1 - 2e^{-m/32}$.

Suppose when $k = \ell$, with probability at least $1 - 2\ell\exp(-m/32)$

$$
\left\| \frac{1}{\sqrt{m}} W^{(\ell)} \ldots \frac{1}{\sqrt{d}} W^{(1)} x \right\| \leq \frac{\sqrt{m}\|x\|}{\sqrt{d}} (\sqrt{6}/2 + R/\sqrt{m})^\ell.
$$

When $k = \ell + 1$, we have

$$
\frac{1}{\sqrt{m}} W^{(\ell+1)} \ldots \frac{1}{\sqrt{d}} W^{(1)} x = \frac{1}{\sqrt{m}} W^{(\ell+1)}_{\text{init}} \ldots \frac{1}{\sqrt{d}} W^{(1)} x + \frac{1}{\sqrt{m}} (W^{(\ell+1)} - W^{(\ell+1)}_{\text{init}}) \ldots \frac{1}{\sqrt{d}} W^{(1)} x.
$$

Note that

$$
\left\| \frac{1}{\sqrt{m}} W^{(\ell+1)}_{\text{init}} \ldots \frac{1}{\sqrt{d}} W^{(1)} x \right\|^2 / \left\| \frac{1}{\sqrt{m}} W^{(\ell)} \ldots \frac{1}{\sqrt{d}} W^{(1)} x \right\|^2 \sim \chi^2(m),
$$
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with respect to $W_{\text{init}}^{(\ell+1)}$.

Using Lemma 8 and picking $t = 1/2$, we have with probability at least $1 - 2\exp(-m/32)$,

\[
\left\| \frac{1}{\sqrt{m}} W_{\text{init}}^{(\ell+1)} \cdots \frac{1}{\sqrt{d}} W^{(1)} x \right\|^2 \leq \frac{3}{2^\ell} \left\| \frac{1}{\sqrt{m}} W^{(1)} \cdots \frac{1}{\sqrt{d}} W^{(1)} x \right\|^2.
\]

Since $\left\| W^{(\ell+1)} - W_{\text{init}}^{(\ell+1)} \right\| \leq R$, we have with probability at least $1 - 2\exp(-m/32)$,

\[
\left\| \frac{1}{\sqrt{m}} W_{\text{init}}^{(\ell+1)} \cdots \frac{1}{\sqrt{d}} W^{(1)} x \right\| \leq \left\| \frac{1}{\sqrt{m}} W_{\text{init}}^{(\ell+1)} \cdots \frac{1}{\sqrt{d}} W^{(1)} x \right\| + \left\| \frac{1}{\sqrt{m}} W^{(\ell+1)} - W_{\text{init}}^{(\ell+1)} \right\| \left\| \frac{1}{\sqrt{m}} W^{(1)} \cdots \frac{1}{\sqrt{d}} W^{(1)} x \right\|
\leq (\sqrt{6}/2 + R/\sqrt{m}) \left\| \frac{1}{\sqrt{m}} W^{(1)} \cdots \frac{1}{\sqrt{d}} W^{(1)} x \right\|.
\]

By the inductive assumption, we apply union bound and we have with probability at least $1 - 2(\ell + 1)\exp(-m/32)$,

\[
\left\| \frac{1}{\sqrt{m}} W^{(\ell+1)} \cdots \frac{1}{\sqrt{d}} W^{(1)} x \right\| \leq (\sqrt{6}/2 + R/\sqrt{m}) \left\| \frac{1}{\sqrt{m}} W^{(\ell)} \cdots \frac{1}{\sqrt{d}} W^{(1)} x \right\| \leq \frac{\sqrt{m}}{\sqrt{d}} (\sqrt{6}/2 + R/\sqrt{m})^{\ell+1}.
\]

Then we finish the inductive step hence finish the proof.

Now we prove the result in the lemma. For each output $f_k$, $k \in [c]$,

\[
f_k(W; x) = \frac{1}{\sqrt{m}} W_{[k,:]}^{(L)} \frac{1}{\sqrt{m}} W^{(L-1)} \cdots \frac{1}{\sqrt{d}} W^{(1)} x
= \frac{1}{\sqrt{m}} W_{[k,:],\text{init}}^{(L)} \frac{1}{\sqrt{m}} W^{(L-1)} \cdots \frac{1}{\sqrt{d}} W^{(1)} x + \frac{1}{\sqrt{m}} (W_{[k,:]}^{(L)} - W_{[k,:],\text{init}}^{(L)}) \frac{1}{\sqrt{m}} W^{(L-1)} \cdots \frac{1}{\sqrt{d}} W^{(1)} x.
\]

Note that $\frac{1}{\sqrt{m}} W_{[k,:],\text{init}}^{(L)} \frac{1}{\sqrt{m}} W^{(L-1)} \cdots \frac{1}{\sqrt{d}} W^{(1)} x \sim \mathcal{N}(0, \left\| \frac{1}{\sqrt{m}} W^{(L-1)} \cdots \frac{1}{\sqrt{d}} W^{(1)} x \right\|^2 / m)$ with respect to $W_{[k,:],\text{init}}^{(L)}$. By concentration equality for Gaussian random variables, i.e., Lemma 7, picking $t = \left\| \frac{1}{\sqrt{m}} W^{(L-1)} \cdots \frac{1}{\sqrt{d}} W^{(1)} x \right\| \log m / \sqrt{m}$, with probability at least $1 - 2e^{-\log^2 m/2}$ over the randomness of $W_{[k,:],\text{init}}^{(L)}$,

\[
\left\| \frac{1}{\sqrt{m}} W_{[k,:],\text{init}}^{(L)} \frac{1}{\sqrt{m}} W^{(L-1)} \cdots \frac{1}{\sqrt{d}} W^{(1)} x \right\| \leq \left\| \frac{1}{\sqrt{m}} W^{(L-1)} \cdots \frac{1}{\sqrt{d}} W^{(1)} x \right\| \log m / \sqrt{m}.
\]

Then we use Eq. (31) to bound the RHS of the above equation. By union bound, with probability at least $1 - 2e^{-\log^2 m/2} - 2(L - 1)\exp(-m/32)$,

\[
\left\| \frac{1}{\sqrt{m}} W_{[k,:],\text{init}}^{(L)} \frac{1}{\sqrt{m}} W^{(L-1)} \cdots \frac{1}{\sqrt{d}} W^{(1)} x \right\| \leq (\sqrt{6}/2 + R/\sqrt{m})^{L-1} \log m \left\| \frac{1}{\sqrt{d}} W^{(1)} x \right\|.
\]

Since $\left\| W_{[k,:]}^{(L)} - W_{[k,:],\text{init}}^{(L)} \right\| \leq R$ in the ball, we have

\[
\left\| \frac{1}{\sqrt{m}} (W_{[k,:]}^{(L)} - W_{[k,:],\text{init}}^{(L)}) \frac{1}{\sqrt{m}} W^{(L-1)} \cdots \frac{1}{\sqrt{d}} W^{(1)} x \right\| \leq R/\sqrt{m} \left\| \frac{1}{\sqrt{m}} W^{(L-1)} \cdots \frac{1}{\sqrt{d}} W^{(1)} x \right\|
\leq R(\sqrt{6}/2 + R/\sqrt{m})^{L-1} \log m \left\| \frac{1}{\sqrt{d}} W^{(1)} x \right\|.
\]

As a result, with probability at least $1 - 2e^{-\log^2 m/2} - 2(L - 1)\exp(-m/32)$,

\[
|f_k(W; x)| \leq (1 + R/\sqrt{m})(\sqrt{6}/2 + R/\sqrt{m})^{L-1} \log m \left\| \frac{1}{\sqrt{d}} W^{(1)} x \right\| \leq (\sqrt{6}/2 + R/\sqrt{m})^L \log m \left\| \frac{1}{\sqrt{d}} W^{(1)} x \right\|.
\]
Use union bound over the indices $k \in [c]$, we have with probability at least $1 - 2ce^{-\log m/2} - 2c(L - 1)\exp(-m/32)$,
\[
\| f(W; x) \| \leq (\sqrt{6}/2 + R/\sqrt{m})L \log m \sqrt{\frac{\| x \|}{\sqrt{d}}}.
\]

**Lemma 6.** For an $L$-layer WNN $f(W; x)$ where $W = (W^{(1)}, \ldots, W^{(L)})$, given $0 < p \leq L$, then for $a_i \in [L], i \in [p]$, with probability at least $1 - 2(L - p)\exp(-m/2)$,
\[
\left\| \frac{\partial^p f(W; x)}{\partial W^{(a_1)} \cdots \partial W^{(a_p)}} \right\|_{\text{op}} \leq \frac{(3\sqrt{m} + R)^{L-p} \| x \|}{(\sqrt{m})^{L-1}\sqrt{d}}.
\]
in the ball $B(W_{\text{init}}, R)$.

**Proof.** Since $f(W; x)$ is linear in each $W^{(\ell)}$, $\ell \in [L]$, it is not hard too see that if $a_i = a_j$ for some $i, j \in [p], i \neq j$, we have $\left\| \frac{\partial^p f(W; x)}{\partial W^{(a_1)} \cdots \partial W^{(a_p)}} \right\|_{\text{op}} = 0$.

We consider $p$ distinct indices $\{a_1, \ldots, a_p\}$. We denote $V_p = (V_1, \ldots, V_p)$ where $V_\ell$ has the same shape with $W^{(a_\ell)}$, $\ell \in [p]$. Then by definition, the norm takes the form
\[
\left\| \frac{\partial^p f(W; x)}{\partial W^{(a_1)} \cdots \partial W^{(a_p)}} \right\|_{\text{op}} = \sup_{\| V_1 \| = \cdots = \| V_p \| = 1} \left\langle \frac{\partial^p f(W; x)}{\partial W^{(a_1)} \cdots \partial W^{(a_p)}}, V_p \right\rangle_T
\]

Again, since $f(W; x)$ is linear in each $W^{(\ell)}$, $\ell \in [L]$, the inner product $\left\langle \frac{\partial^p f(W; x)}{\partial W^{(a_1)} \cdots \partial W^{(a_p)}}, V_p \right\rangle$ can be equally viewed as $W^{(a_1)}, \ldots, W^{(a_p)}$ being replaced by $V_1, \ldots, V_p$ respectively in the expression of $f(W; x)$. Specifically,
\[
\left\langle \frac{\partial^p f(W; x)}{\partial W^{(a_1)} \cdots \partial W^{(a_p)}}, V_p \right\rangle_T = f((W^{(1)}, \ldots, W^{(a_1-1)}, V_1, W^{(a_1+1)}, \ldots, W^{(L)}); x),
\]
where we for simplicity of notation assume $W^{(1)}$ and $W^{(L)}$ are not differentiated, but in general they can.

Therefore, we can bound the norm simply by:
\[
\left\| \frac{\partial^p f(W; x)}{\partial W^{(a_1)} \cdots \partial W^{(a_p)}} \right\|_{\text{op}} \leq \frac{1}{\sqrt{m}} L \frac{1}{\sqrt{d}} \prod_{\ell \in \{L-1, \ell \notin \{a_1, \ldots, a_p\}\}} \left\| W^{(\ell)} \right\|_{\text{op}} \prod_{\ell \in \{a_1, \ldots, a_p\}} \sup_{\| V_\ell \|_{\text{op}} = 1} \| V_\ell \|_{\text{op}} \| x \|.
\]

By lemma 9, for each $\ell \in [L]$, we have with probability at least $1 - 2\exp(-m/2)$,
\[
\left\| W^{(\ell)} \right\|_{\text{op}} = \left\| W^{(\ell)}_{\text{init}} + W^{(\ell)} - W^{(\ell)}_{\text{init}} \right\|_{\text{op}} \leq \left\| W^{(\ell)}_{\text{init}} \right\|_{\text{op}} + \left\| W^{(\ell)} - W^{(\ell)}_{\text{init}} \right\|_{\text{op}} \leq 3\sqrt{m} + R.
\]
Here we use $m > d$ which is true in our setting.

Therefore, by union bound over indices $\ell \in [L-1]$ and $\ell \notin \{a_1, \ldots, a_p\}$, we have with probability at least $1 - 2(L - p)\exp(-m/2)$,
\[
\left\| \frac{\partial^p f(W; x)}{\partial W^{(a_1)} \cdots \partial W^{(a_p)}} \right\|_{\text{op}} \leq \frac{(3\sqrt{m} + R)^{L-p} \| x \|}{(\sqrt{m})^{L-1}\sqrt{d}}.
\]
D Technical lemmas

Lemma 7 (Tail bound for Gaussian random variable (Eq. (2.9) in [23])). If \( z \sim \mathcal{N}(0, \sigma^2) \), then for any \( t > 0 \),
\[
P[|z| \geq t] \leq 2e^{-\frac{t^2}{2\sigma^2}}.
\]

Lemma 8 (Tail bound for \( \chi^2 \) distribution (Example 2.11 in [23])). If \( z \sim \chi^2(m) \) for \( m > 0 \), then for any \( t \in (0, 1) \),
\[
P \left[ \left| \frac{z}{m} - 1 \right| \geq t \right] \leq 2e^{-mt^2/8}.
\]

Lemma 9 (Corollary 5.35 from [25]). Let \( A \) be an \( N \times n \) matrix whose entries are independent standard normal random variables. Then for every \( t \geq 0 \), with probability at least \( 1 - 2e^{-t^2/2} \) one has
\[
\|A\|_{\text{op}} \leq \sqrt{n} + \sqrt{N} + t.
\]

Lemma 10 (Norm of tensors). Given a tensor \( T \in \mathbb{R}^{d_1 \times d_2 \times \ldots \times d_r} \), suppose there are \( p \) subtensors of \( T \) such that \( \sum_{k=1}^{p} T_k = T \). Then we have
\[
\|T\|_{\text{op}} \leq \sum_{k=1}^{p} \|T'_k\|_{\text{op}},
\]
where \( T'_k \) is upper left block of the rearrangement of the entries of \( T_k \) by elementary matrix operations so that all the entries of \( T_k \) are moved to the upper left corner.

Specifically, \[
\begin{bmatrix}
T'_k & 0 \\
0 & 0
\end{bmatrix}
\]
is the output of elementary matrix operations on \( T_k \).

Proof of Lemma 10. Since elementary matrix operations do not change the spectral norm of the matrix, we directly have
\[
\|T_k\|_{\text{op}} = \left\| \begin{bmatrix} T'_k & 0 \\ 0 & 0 \end{bmatrix} \right\|_{\text{op}}.
\]
And it is not hard to see that
\[
\left\| \begin{bmatrix} T'_k & 0 \\ 0 & 0 \end{bmatrix} \right\|_{\text{op}} = \|T'_k\|_{\text{op}}.
\]
Since \( \sum_{k=1}^{p} T_k = T \), by Cauchy–Schwarz inequality, we finish the proof.

\[\Box\]