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Abstract

In this paper, we propose Q-learning algorithms for continuous-time deterministic optimal control problems with Lipschitz continuous controls. Our method is based on a new class of Hamilton–Jacobi–Bellman (HJB) equations derived from applying the dynamic programming principle to continuous-time Q-functions. A novel semi-discrete version of the HJB equation is proposed to design a Q-learning algorithm that uses data collected in discrete time without discretizing or approximating the system dynamics. We identify the condition under which the Q-function estimated by this algorithm converges to the optimal Q-function. For practical implementation, we propose the Hamilton–Jacobi DQN, which extends the idea of deep Q-networks (DQN) to our continuous control setting. This approach does not require actor networks or numerical solutions to optimization problems for greedy actions since the HJB equation provides a simple characterization of optimal controls via ordinary differential equations. We empirically demonstrate the performance of our method through benchmark tasks and high-dimensional linear-quadratic problems.

1 Introduction

Model-free reinforcement learning (RL) algorithms provide an effective data-driven solution to sequential decision-making problems, in particular, in the discrete-time setting [1,3]. Recently, there has been a growing interest in and demand for applying these techniques to complex physical control tasks, motivated by robotic and autonomous systems. However, many physical processes evolve in continuous time, requiring the need for RL methods that can systematically handle continuous-time dynamical systems. These systems are often described by deterministic ordinary differential equations (ODEs). Classical approaches first estimate the model parameters by using system identification techniques and then design a suitable model-based controller (e.g., [4]). However, we do not often have such a luxury of having a separate training period for parameter identification, which often requires large-scale high-resolution data. Furthermore, when the model parameters change over time, the classical techniques have fundamental limitations in terms of adaptivity. The focus of this work is to study a control-theoretic model-free RL method that extends the popular Q-learning [5] and deep Q-networks (DQN) [6] to the continuous-time deterministic optimal control setting.
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One of the most straightforward ways to tackle such continuous-time control problems is to discretize time, state, and action, and then employ an RL algorithm for discrete Markov decision processes (MDPs). However, this approach could easily be rendered ineffective when a fine discretization is used \[7\]. To avoid the explicit discretization of state and action, several methods have been proposed using function approximators \[8\]. Among those, algorithms that use deep neural networks as function approximators provide strong empirical evidence for learning high-performance policies, on a range of benchmark tasks \[9, 12\]. To deal with continuous action spaces, such discrete-time model-free deep RL methods numerically solve optimization problems for greedy actions \[13\] or use parameterized policies and learn the network parameters via policy gradient \[14, 15\], actor-critic methods \[16–20\], or normalized advantage functions \[21\]. However, in these methods it is unclear how to choose the size of discretized time steps or how the algorithms should be systematically modified to take into account the efficiency and the stability of learning processes according to the characteristics of the continuous-time systems.

The literature regarding continuous-time RL is relatively limited; most of them have tried to avoid explicit discretization using the structural properties of limited classes of system dynamics (for example, see \[22–29\] for linear or control-affine systems, and see \[30\] for semi-MDPs with finite state and action spaces). We also refer to \[31\], where the policy gradient method in continuous-time setting is introduced. However, the reward function does not depend on the control signal in their framework.

In general continuous-time cases, the dynamic programming equation is expressed as a Hamilton–Jacobi–Bellman (HJB) equation that provides a sound theoretical framework. Previous methods use HJB equations for learning the optimal state-value function or its gradient via convergent discretization \[32\], barycentric interpolation \[33\], advantage functions \[34\], temporal difference algorithms \[7\], kernel-based approximations \[35\], adaptive dynamic programming \[36\], path integrals \[37, 38\] and neural network approximation \[39, 40\].

However, to our knowledge, HJB equations have not been studied for admitting Q-functions as a solution (i.e., state-action value functions) in the previous methods although there have been a few attempts to construct variants of Q-functions for continuous-time dynamical systems. In \[41\], the Q-function for linear time-invariant systems is defined as the sum of the optimal state-value function and the Hamiltonian. Another variant of Q-functions is introduced as the sum of the running cost and the directional derivative of the state-value function \[42\], which is then approximated by a parameterized family of functions. However, in our opinion, the definitions of the Q-function in these works are different from the standard state-action value function that is defined as the maximum expected cumulative reward incurred after starting from a particular state with a specific action. Moreover, they have only used HJB equations for the state-value function without introducing or using HJB equations for the constructed Q-functions. The practical performances of these methods have only been demonstrated through low-dimensional tasks. More recently, \[43\] devises a new method combining advantage updating \[44\] and existing off-policy RL algorithms to propose continuous-time RL algorithms that are robust to time discretization. However, to tackle problems with continuous action spaces, this method uses off-policy actor-critic methods rather than relying only on the state-value functions.

In this work, we consider continuous-time deterministic optimal control problems with Lipschitz continuous controls in the infinite-horizon discounted setting. We show that the standard Q-function is well defined in continuous-time under Lipschitz constraints on controls. Applying the dynamic programming principle to the Q-function, we derive a novel class of HJB equations. The HJB equation is shown to admit a unique viscosity solution, which corresponds to the optimal Q-function. To the best of our knowledge, this is the first attempt to rigorously characterize the HJB equations for Q-functions in continuous-time control. The HJB equations provide a simple
model-free characterization of optimal controls via ODEs and a theoretical basis for our Q-learning method. We propose a new semi-discrete version of the HJB equation to obtain a Q-learning algorithm that uses sample data collected in discrete time without discretizing or approximating the continuous-time dynamics. By design, it attains the flexibility to choose the sampling interval to take into account the features of continuous-time systems, but without the need for sophisticated ODE discretization methods. We provide a convergence analysis that suggests a limit for the sampling interval for the convergence guarantee. This study may open a new exciting avenue of research that connects HJB equations and Q-learning domain.

For a practical implementation of our HJB-based Q-learning, we combine it with the idea of DQN. This new model-free off-policy deep RL algorithm, which we call the Hamilton-Jacobi DQN (HJ DQN), is as simple as DQN but capable of solving continuous-time problems without discretizing the system dynamics or the action space. Instead of using any parameterized policy or numerically optimizing the estimated Q-functions to compute greedy actions, HJ DQN benefits from the simple ODE characterization of optimal controls, which are obtained in our theoretical analysis of the HJB equations. Thus, our algorithm is computationally light and easy to implement, thereby requiring less hyperparameter tuning compared to actor-critic methods for continuous control. We evaluate our algorithm on OpenAI benchmark tasks and high-dimensional linear-quadratic (LQ) control problems. The result of our experiments suggests that actor networks in actor-critic methods may be replaced by the optimal control obtained via our HJB equation.

This paper is significantly expanded from a preliminary conference version [45]. A Q-learning algorithm and its DQN variant are newly designed in a principled manner to use transition data collected in discrete time. Furthermore, convergence properties of our Q-learning method are carefully studied in this paper. It contains the results of more thorough numerical experiments on several benchmark tasks and LQ problems, as well as ablation studies.

The remainder of this paper is organized as follows. In Section 2, we define the Q-functions for continuous-time optimal control problems with Lipschitz continuous controls and derive the associated HJB equations. We also characterize optimal control dynamics via an ODE. In Section 3, we propose a Q-learning algorithm based on the semi-discrete HJB equation and identify its convergence properties. In Section 4, we introduce the HJ DQN algorithm and discuss its features. Section 5 provides the results of our experiments on benchmark problems as well as LQ control problems. All the mathematical proofs are contained in Appendix B.

2 Hamilton–Jacobi–Bellman Equations for Q-Functions

Consider a continuous-time dynamical system of the form

\[ \dot{x}(t) = f(x(t), a(t)), \quad t > 0, \]  

(2.1)

where \( x(t) \in \mathbb{R}^n \) and \( a(t) \in \mathbb{R}^m \) are the system state and the control action, respectively. Here, the vector field \( f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n \) is an unknown function. The standard infinite-horizon discounted optimal control problem can be formulated as

\[ \sup_{a \in A} J_x(a) := \int_0^\infty e^{-\gamma t} r(x(t), a(t)) \, dt, \]  

(2.2)

\footnote{Here, \( \dot{x} \) denotes \( dx/dt \).}

\footnote{Although the focus of this work is deterministic control, one may also consider its stochastic counterpart. We briefly discuss the extension of our method to the stochastic control setting in Appendix C.}
with \(x(0) = x\), where \(r : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}\) is an unknown reward function of interest and \(\gamma > 0\) is a discount factor. We follow the convention in continuous-time deterministic optimal control that considers control trajectory, instead of control policy, as the optimization variable \[46\].

The (continuous-time) Q-function of (2.2) is defined as

\[
Q(x, a) := \sup_{a \in A} \left\{ \int_0^\infty e^{-\gamma t} r(x(t), a(t)) \, dt \mid x(0) = x, a(0) = a \right\},
\]

which represents the maximal reward incurred from time 0 when starting from \(x(0) = x\) with \(a(0) = a\). Suppose for a moment that the set of admissible controls \(A\) has no particular constraints, i.e., \(A := \{a : \mathbb{R}_{\geq 0} \to \mathbb{R}^m \mid a \text{ measurable} \}\). Then, \(Q(x, a)\) reduces to the standard optimal value function \(v(x) := \sup_{a \in A} \{ \int_0^\infty e^{-\gamma t} r(x(t), a(t)) \, dt \mid x(0) = x \}\) for all \(a \in \mathbb{R}^m\) since the action can be switched immediately from \(a\) to an optimal control and in this case \(a\) does not affect the total cost or the system trajectory in the continuous-time setting.

**Proposition 1.** Suppose that \(A := \{a : \mathbb{R}_{\geq 0} \to \mathbb{R}^m \mid a \text{ measurable} \}\). Then, the optimal Q-function (2.3) corresponds to the optimal value function \(v\) for each \(a \in \mathbb{R}^m\), i.e., \(Q(x, a, t) = v(x, t)\) for all \((x, a, t) \in \mathbb{R}^n \times \mathbb{R}^m \times [0, T]\).

Thus, if \(A\) is chosen as above, the Q-function has no additional interesting property under the standard choice of \(A^\text{\[47\]}\). Motivated by the observation, we restrict the control \(a(t)\) to be a Lipschitz continuous function in \(t\). Since any Lipschitz continuous function is differentiable almost everywhere, we choose the set of admissible controls as

\[
A := \{a : \mathbb{R}_{\geq 0} \to \mathbb{R}^m \mid a \text{ measurable, } |\dot{a}(t)| \leq L \text{ a.e.} \},
\]

where \(|\cdot|\) denotes the standard Euclidean norm, and \(L\) is a fixed constant. From now on, we will focus on the optimal control problem (2.2) with Lipschitz continuous controls, i.e., \(|\dot{a}(t)| \leq L \text{ a.e.}\), and the corresponding Q-function (2.3).

Our first step is to study the structural properties of the optimality equation and the optimal control via dynamic programming. Using the discovered structural properties, a DQN-like algorithm is then designed to solve the optimal control problem (2.2) in a model-free manner.

### 2.1 Dynamic Programming and HJB Equations

By the dynamic programming principle, we have

\[
Q(x, a) = \sup_{a \in A} \left\{ \int_t^{t+h} e^{-\gamma(s-t)} r(x(s), a(s)) \, ds + e^{-\gamma h} Q(x(t+h), a(t+h)) \mid x(t) = x, a(t) = a \right\}
\]

for any \(h > 0\). Rearranging this equality, we obtain

\[
0 = \sup_{a \in A} \left\{ \frac{1}{h} \int_t^{t+h} e^{-\gamma(s-t)} r(x(s), a(s)) \, ds + \frac{1}{h} Q(x(t+h), a(t+h)) - Q(x, a) \right\}
\]

\[
+ \frac{e^{-\gamma h} - 1}{h} Q(x(t+h), a(t+h)) \mid x(t) = x, a(t) = a \right\}.
\]

Letting \(h\) tend to zero and assuming for a moment that the Q-function is continuously differentiable, its Taylor expansion yields

\[
\gamma Q(x, a) - \nabla x Q \cdot f(x, a) - \sup_{b \in \mathbb{R}^m, |b| \leq L} \nabla a Q \cdot b - r(x, a) = 0,
\]

\[\text{This observation is consistent with the previously reported result on the continuous limit of Q-functions \[43, 44\].}\]
where the optimization variable $b$ represents $\dot{a}(t)$. Note that the supremum is attained at $b^* = L \frac{\nabla a Q}{\nabla a Q}$. Thus, we obtain

$$\gamma Q(x, a) - \nabla_x Q \cdot f(x, a) - L|\nabla_a Q| - r(x, a) = 0,$$

(2.4)

which is the HJB equation for the Q-function. However, the Q-function is not continuously differentiable in general. This motivates us to consider a weak solution of the HJB equation. Among several types of weak solutions, it is shown in Appendix A that the Q-function corresponds to the unique viscosity solution [47] of the HJB equation under the following assumption:

**Assumption 1.** The functions $f$ and $r$ are bounded and Lipschitz continuous, i.e., there exists a constant $C$ such that $\|f\|_{L^\infty} + \|r\|_{L^\infty} < C$ and $\|f\|_{\text{Lip}} + \|r\|_{\text{Lip}} < C$, where $\|\cdot\|_{\text{Lip}}$ denotes a Lipschitz constant of argument.

### 2.2 Optimal Controls

In the derivation of the HJB equation above, we deduce that an optimal control $a$ must satisfies $\dot{a} = L \frac{\nabla a Q}{\nabla a Q}$ when $Q$ is differentiable. The viscosity solution framework [46] can be used to obtain the following more rigorous characterization of optimal controls when the Q-function is not differentiable.

**Theorem 1.** Suppose that Assumption [7] holds. Consider a control trajectory $a^*(s)$, $s \geq t$, defined by

$$\dot{a}^*(s) = L \frac{p_2}{|p_2|} \quad \forall p = (p_1, p_2) \in D^\pm Q(x^*(s), a^*(s))$$

(2.5)

for a.e. $s \geq t$, and $a^*(t) = a$, where $\dot{x}^* = f(x^*, a^*)$ for $s \geq t$ and $x^*(t) = x$. Assume that the function $Q$ is locally Lipschitz in a neighborhood of $(x^*(s), a^*(s))$ and that $D^\pm Q(x^*(s), a^*(s)) = \partial Q(x^*(s), a^*(s))$ for a.e. $s \geq t$.

Then, $a^*$ is optimal among those in $A$ such that $a(t) = a$, i.e., it satisfies

$$a^* \in \arg \max_{a \in A} \left\{ \int_t^\infty e^{-\gamma(s-t)} r(x(s), a(s)) \, ds \left| \ x(t) = x, a(t) = a \right. \right\}.$$  

(2.6)

If, in addition,

$$a \in \arg \max_{a' \in \mathbb{R}^m} Q(x, a'),$$

then $a^*$ is an optimal control, i.e., it satisfies

$$a^* \in \arg \max_{a \in A} \left\{ \int_t^\infty e^{-\gamma(s-t)} r(x(s), a(s)) \, ds \left| \ x(t) = x \right. \right\}.$$  

(2.7)

Note that at a point $(x, a)$ where $Q$ is differentiable, the ODE (2.5) is simplified to $\dot{a}^* = L \frac{\nabla a Q(x^*, a^*)}{\nabla a Q(x^*)}$. A useful implication of this theorem is that for any $a \in \mathbb{R}^m$, an optimal control in $A$ such that $a(t) = a$ can be obtained using the ODE (2.5) with the initial condition $a^*(t) = a$. Thus, when the control is initialized as an arbitrary value $a$ at arbitrary time $t$ in Q-learning, we can still use the ODE (2.5) to obtain an optimal control. Another important implication of Theorem [1] is that an optimal control can be constructed without numerically solving any optimization problem. This salient feature assists in the design of a computationally efficient DQN algorithm for continuous control without involving any explicit optimization nor any actor network.

---

Footnote: Here, $D^+ Q$ and $D^- Q$ denote the super- and sub-differentials of $Q$, respectively, and $D^\pm Q := D^+ Q \cup D^- Q$. At a point $(x, a)$ where $Q$ is differentiable, the super- and sub-differentials are identical to the singleton of the classical derivative of $Q$. Moreover, $\partial Q$ denotes the Clarke’s generalized gradient of $Q$ (see, e.g., p. 63 of [46]). Note that the right-hand side of ODE (2.5) can be arbitrarily chosen when $p_2 = 0$. 

---
3 Hamilton–Jacobi Q-Learning

3.1 Semi-Discrete HJB Equations and Asymptotic Consistency

In practice, even though the underlying physical process evolves in continuous time, the observed data, such as sensor measurements, are collected in discrete (sample) time. To design a concrete algorithm for learning the Q-function using such discrete-time data, we propose a novel semi-discrete version of the HJB equation \(2.4\) without discretizing or approximating the continuous-time system. Let \(h > 0\) be a fixed sampling interval, and let \(\mathcal{B} := \{b := \{b_k\}_{k=0}^{\infty} \mid b_k \in \mathbb{R}^m, |b_k| \leq L\}\), where \(b_k\) is analogous to \(\dot{a}(t)\) in the continuous-time case. Given \((x, a) \in \mathbb{R}^n \times \mathbb{R}^m\) and a sequence \(b \in \mathcal{B}\), we let

\[
Q^{h,b}(x, a) := h \sum_{k=0}^{\infty} r(x_k, a_k)(1 - \gamma h)^k,
\]

where \(\{(x_k, a_k)\}_{k=0}^{\infty}\) is defined by \(x_{k+1} = \xi(x_k, a_k; h)\) and \(a_{k+1} = a_k + h b_k\) with \((x_0, a_0) = (x, a)\). Here, \(\xi(x_k, a_k; h)\) denotes the state of \((2.1)\) at time \(t = h\) with initial state \(x(0) = x_k\) and constant action \(a(t) \equiv a_k, t \in [0, h)\). It is worth emphasizing that our semi-discrete approximation does not approximate the system dynamics and thus is more accurate than the standard semi-discrete method. The optimal semi-discrete Q-function \(Q^{h,*}(x, a)\) is a solution to the following semi-discrete HJB equation:

\[
Q^{h,*}(x, a) = hr(x, a) + (1 - \gamma h) \sup_{|b| \leq L} Q^{h,*}(\xi(x, a; h), a + h b).
\]  

Then, \(Q^{h,*}\) satisfies a semi-discrete version of the HJB equation \(2.4\).

**Proposition 2.** Suppose that \(0 < h < \frac{1}{\gamma}\). Then, the function \(Q^{h,*}\) is a solution to the following semi-discrete HJB equation:

\[
Q^{h,*}(x, a) = hr(x, a) + (1 - \gamma h) \sup_{|b| \leq L} Q^{h,*}(\xi(x, a; h), a + h b).
\]

Under Assumption \([\text{H}1]\) \(Q^{h,*}\) coincides with the unique solution of the semi-discrete HJB equation \((3.2)\). Moreover, the optimal semi-discrete Q-function converges uniformly to its original counterpart in every compact subset of \(\mathbb{R}^n \times \mathbb{R}^m\).

**Proposition 3.** Suppose that \(0 < h < \frac{1}{\gamma}\) and that Assumption \([\text{H}1]\) holds. Then, the function \(Q^{h,*}\) is the unique solution to the semi-discrete HJB equation \((3.2)\). Furthermore, we have

\[
\lim_{h \to 0} \sup_{(x, a) \in K, K \text{ compact}} |Q^{h,*}(x, a) - Q(x, a)| = 0.
\]

This proposition justifies the use of the semi-discrete HJB equation for small \(h\). We aim to estimate the optimal Q-function using sample data collected in discrete time, enjoying the benefits of both the semi-discrete HJB equation \((3.2)\) and the original HJB equation \((2.4)\). Namely, the semi-discrete version yields to naturally make use of Q-learning and DQN, and the original version provides an optimal control via \((2.5)\) without requiring a numerical solution for any optimization problems or actor networks as we will see in Section 4.

3.2 Convergence Properties

Consider the following model-free update of Q-function using the semi-discrete HJB equation \((3.2)\):

In the \(k\)th iteration, for each \((x, a)\) we collect data \((x_k := x, a_k := a, r_k, x_{k+1})\) and update the Q-function, with learning rate \(\alpha_k\), by

\[
Q^{h}_k(x, a) := (1 - \alpha_k)Q^{h}_k(x, a) = \alpha_k \left[ hr_k + (1 - \gamma h) \sup_{|b| \leq L} Q^{h}_k(x_{k+1}, a + h b) \right],
\]  

\[
\lim_{h \to 0} \sup_{(x, a) \in K, K \text{ compact}} |Q^{h,*}(x, a) - Q(x, a)| = 0.
\]
where \( x_{k+1} \) is obtained by running (or simulating) the continuous-time system from \( x_k \) with action \( a_k \) fixed for \( h \) period without any approximation, i.e., \( x_{k+1} = \xi(x_k, a_k; h) \), and \( r_k = r(x_k, a_k) \). We refer to this synchronous Q-learning as Hamilton–Jacobi Q-learning. Note that this method is not practically useful because the update must be performed for all state-action pairs in the continuous space. In the following section, we propose a DQN-like algorithm to approximately perform HJ Q-learning employing deep neural networks as function approximators. Before doing so, we identify conditions under which the Q-function updated by (3.3) converges to the optimal semi-discrete Q-function (3.1) in \( L^\infty \).

**Theorem 2.** Suppose that \( 0 < h < \frac{1}{3} \), \( 0 \leq \alpha_k \leq 1 \) and that Assumption 1 holds. If the sequence \( \{\alpha_k\}_{k=0}^\infty \) of learning rates satisfies \( \sum_{k=0}^\infty \alpha_k = \infty \), then

\[
\lim_{k \to \infty} \|Q_k^h - Q^{\ast} \|_{L^\infty} = 0.
\]

Finally, by Propositions 3 and Theorem 2, we establish the following convergence result associating HJ Q-learning (3.3) and the optimal Q-function in the original continuous-time setting.

**Corollary 1.** Suppose that \( 0 \leq \alpha_k \leq 1 \) and that Assumption 1 holds. If the sequence \( \{\alpha_k\}_{k=0}^\infty \) of learning rates satisfies \( \sum_{k=0}^\infty \alpha_k = \infty \) then, for each \( 0 < h < \frac{1}{3} \), there exists \( k_h \) such that

\[
h \sum_{\tau=0}^{k_h-1} \alpha_\tau \to \infty \quad \text{as} \quad h \to 0.
\]

Moreover, for such a choice of \( k_h \), we have

\[
\lim_{h \to 0} \sup_{k \geq k_h} \sup_{x \in K, K \text{ compact}} |Q_k^h(x) - Q(x)| = 0.
\]

4 Hamilton–Jacobi DQN

The convergence result in the previous section suggests that the optimal Q-function can be estimated in a model-free manner through the use of the semi-discrete HJB equation. However, as mentioned, it is intractable to directly implement HJ Q-learning (3.3) over a continuous state-action space. As a practical function approximator, we employ deep neural networks. We then propose the Hamilton–Jacobi DQN that approximately performs the update (3.3) without discretizing or approximating the continuous-time system. Since our algorithm has no actor, we only consider a parameterized Q-function \( Q_\theta(x, a) \), where \( \theta \) is the parameter vector of the network.

As with DQN, we use a separate target function \( Q_\theta^\tau \), where the network parameter vector \( \theta^\tau \) is updated more slowly than \( \theta \). This allows us to update \( \theta \) by solving a regression problem with an almost fixed target, resulting in consistent and stable learning [6]. We also use experience replay by storing transition data \( (x_k, a_k, r_k, x_{k+1}) \) in a buffer with fixed capacity and by randomly sampling a mini-batch of transition data \( \{(x_j, a_j, r_j, x_{j+1})\} \) to update the target value. This reduces bias by breaking the correlation between sample data that are sequential states [6].

When setting the target value in DQN, the target Q-function needs to be maximized over all admissible actions, i.e., \( y_j^\tau := hr_j + \gamma^\prime \max_a Q_\theta^\tau(x_{j+1}, a) \). Evaluating the maximum is tractable in the case of discrete action spaces. However, in our case of continuous action spaces, it is computationally challenging to maximize the target Q-function with respect to the action variable. To resolve this issue, we go back to the original HJB equation and use the corresponding optimal action in Theorem 1. Specifically, we consider the action dynamics (2.5) with \( b_j := \frac{\nabla_a Q_\theta^\tau(x_j, a_j)}{\|\nabla_a Q_\theta^\tau(x_j, a_j)\|} \) fixed over sampling interval \( h \) to obtain

\[
a_{j+1} = a_j + hb_j := a_j + hL \frac{\nabla_a Q_\theta^\tau(x_j, a_j)}{\|\nabla_a Q_\theta^\tau(x_j, a_j)\|}.
\]

\[
(4.1)
\]
Moreover, the difference above is double Q-learning version, Proposition 4 remains valid except for the O\(HJB\) equation (3.2), we set the target value as \(y\) computationally demanding. With this choice of target Q-function value and the semi-discrete \(\nabla\) Suppose that \(h\)

\[
\text{Using this optimal control action, we can approximate the maximal target Q-function value as } \\
\max_{\theta \in \Theta} Q_\theta^+(x_{j+1}, a) \approx Q_\theta^+(x_{j+1}, a_2 + hb_j). \text{ This approximation becomes more accurate as } h \text{ decreases.}
\]

**Proposition 4.** Suppose that \(Q^_\theta\) is twice continuously differentiable with bounded first and second derivatives. If \(\nabla_a Q_\theta^-(x_2, a) \neq 0\), we have

\[
\lim_{h \to 0} \max_{|a- a_j| \leq hL} \left| Q_\theta^-(x_{j+1}, a) - Q_\theta^-(x_{j+1}, a_2 + hb_j) \right| = 0.
\]

Moreover, the difference above is \(O(h^2)\) as \(h \to 0\).

The major advantage of using the optimal action obtained in the continuous-time case is to avoid explicitly solving the nonlinear optimization problem \(\max_{a \in \mathcal{A}} Q_\theta^-(x_{j+1}, a)\), which is computationally demanding. With this choice of target Q-function value and the semi-discrete \(\nabla\) we set the target value as \(y_j^+ := hr_j + (1-\gamma h)Q_\theta^-(x_{j+1}, a_j') \forall j\) where \(a_j' := a_j + hL\frac{\nabla_a Q_\theta(x_j, a_j)}{\nabla_a Q_\theta(x_j, a_j)}\).

Update \(\theta\) by minimizing \(\sum_j (y_j^+ - Q_\theta(x_j, a_j))^2\);

Update \(\theta^- \leftarrow (1-\alpha)\theta^- + \alpha\theta\) for \(\alpha \ll 1\);

Set the next action as \(a_{k+1} := a_k + hL\frac{\nabla_a Q_\theta(x_k, a_k)}{\nabla_a Q_\theta(x_k, a_k)} + \varepsilon\), where \(\varepsilon \sim N(0, \sigma^2 I_m)\);

end for

end for

Using this optimal control action, we can approximate the maximal target Q-function value as \(\max_{a \in \mathcal{A}} Q_\theta^-(x_{j+1}, a)\). For exploration, we add the additional Gaussian noise \(\varepsilon \sim N(0, \sigma^2 I_m)\) to generate the next action as \(a_{k+1} := a_k + hL\frac{\nabla_a Q_\theta(x_k, a_k)}{\nabla_a Q_\theta(x_k, a_k)} + \varepsilon\). The overall algorithm is presented in Algorithm 1.

|Algorithm 1: Hamilton–Jacobi DQN|
|---|
|Initialize Q-function \(Q_\theta\) with random weights \(\theta\), and target Q-function \(Q_\theta^-\) with weights \(\theta^- = \theta\); |
|Initialize replay buffer with fixed capacity; |
|for episode = 1 to \(M\) do |
|Randomly sample initial state-action pair \((x_0, a_0)\); |
|for \(k = 0\) to \(K\) do |
|Execute action \(a_k\) and observe reward \(r_k\) and the next state \(x_{k+1}\); |
|Store \((x_k, a_k, r_k, x_{k+1})\) in buffer; |
|Sample the random mini-batch \(\{(x_j, a_j, r_j, x_{j+1})\}\) from buffer; |
|Set \(y_j^+ := hr_j + (1-\gamma h)Q_\theta^-(x_{j+1}, a_j') \forall j\) where \(a_j' := a_j + hL\frac{\nabla_a Q_\theta(x_j, a_j)}{\nabla_a Q_\theta(x_j, a_j)}\); |
|Update \(\theta\) by minimizing \(\sum_j (y_j^+ - Q_\theta(x_j, a_j))^2\); |
|Update \(\theta^- \leftarrow (1-\alpha)\theta^- + \alpha\theta\) for \(\alpha \ll 1\); |
|end for |
|end for |

4.1 Discussion

We now discuss a few notable features of HJ DQN with regard to existing works:

**No use of parameterized policies.** Most of model-free deep RL algorithms for continuous control use actor-critic methods \([16,18,20]\) or policy gradient methods \([14,21]\) to deal with continuous action spaces. In these methods, by parametrizing policies, the policy improvement step is

\[\nabla a Q_\theta(x_j, a_j) \neq 0, \quad \frac{\nabla_a Q_\theta(x_j, a_j)}{\nabla_a Q_\theta(x_j, a_j)} \text{ is replaced by an arbitrary vector with norm } 1 \text{ of the same size.}\]
performed in the space of network weights. By doing so, they avoid solving possibly complicated optimization problems over the policy or action spaces. However, these methods are subject to the issue of being stuck at local optima in the policy (parameter) space due to the use of gradient-based algorithms, as pointed out in the literature regarding policy gradient/search \[49\] and actor-critic methods \[52\].

Moreover, it is reported that the policy-based methods are sensitive to hyperparameters \[53\]. Departing from these algorithms, HJ DQN is a value-based method for continuous control without requiring the use of an actor or a parameterized policy. Previous value-based methods for continuous control (e.g., \[13\]) have a computational challenge in finding a greedy action, which requires a solution to a nonlinear program. Our method avoids numerically optimizing Q-functions over the continuous action space through the use of the optimal control \[2.5\]. This is a notable benefit of the proposed HJB framework.

Continuous-time control. Many existing RL methods for continuous-time dynamical systems have been designed for linear systems \[22\] or control-affine systems \[25\], in which value functions and optimal policies can be represented in a simple form. For general nonlinear systems, Hamilton–Jacobi–Bellman equations have been considered as the optimality equations for state-value functions \[v(x)\] \[7\]. Unlike these methods, our method uses variant of Q-function and thus benefits from modern deep RL techniques developed in the literature on DQN. Moreover, as opposed to discrete-time RL methods, it does not discretize or approximate the system dynamics and has the flexibility of choosing the sampling interval \(h\) in its algorithm design, without needing a sophisticated ODE discretization method.

4.2 Smoothing

A potential defect of our Lipschitz constrained control setting is that the rate of change in action has a constant norm \(L \frac{\nabla_a Q(x^*,a^*)}{|\nabla_a Q(x^*,a^*)|}\). This is also observed in Algorithm 1, where the action is updated by \(hL \frac{\nabla_a Q(x_j,a_j)}{|\nabla_a Q(x_j,a_j)|}\). Therefore, the magnitude of fluctuations in action is always fixed as \(hL\), which may lead to the oscillatory behavior of action. Such oscillatory behaviors are not uncommon in optimal control (e.g., bang-bang solutions). To alleviate this potential issue, one may introduce an additional smoothing process when updating action. Inspired by \[54\], we modify the term \(\frac{\nabla_a Q(x_j,a_j)}{|\nabla_a Q(x_j,a_j)|}\) by multiplying a smoothing function. Instead of using \(hL \frac{\nabla_a Q(x_j,a_j)}{|\nabla_a Q(x_j,a_j)|}\) in the update of action, we suggest to use

\[
hL \frac{\phi(|\nabla_a Q(x_j,a_j)|)|\nabla_a Q(x_j,a_j)}{|\nabla_a Q(x_j,a_j)|},
\]

where \(\phi : [0, +\infty) \to [0, 1]\) is an increasing function with \(\phi(0) = 0\) and \(\lim_{r \to \infty} \phi(r) = 1\). A typical example of such a function \(\phi\) is \(\phi(r) = \tanh \left( \frac{r}{L} \right)\) or \(\phi(r) = \frac{r}{1+e^{-r}}\). This action update rule is expected to remove the undesirable oscillatory behavior of action, as confirmed in Section 5.

5 Experiments

In this section, we present the empirical performance of our method on benchmark tasks as well as LQ problems. The source code of our HJ DQN implementation is available online \[6\].

5.1 Actor Networks vs. Optimal Control ODE

We choose deep deterministic policy gradient (DDPG) \[16\] as a baseline to compare since it is another variant of DQN for continuous control. DDPG is an actor-critic method using separate

\[https://github.com/HJDQN/HJQ\]
actor networks while ours is a valued-based method that does not use a parameterized policy. Although there are state-of-the-art methods built upon DDPG, such as TD3 [19] and SAC [18], we focus on the comparison between ours and DDPG to examine whether the role of actor networks can be replaced by the optimal control characterized through our HJB equation. The hyperparameters used in the experiments are reported in Appendix D.

We consider continuous control benchmark tasks in OpenAI gym [10] simulated by MuJoCo engine [9]. Figure 1 shows the learning curves for both methods, each of which is tested with five different random seeds for 1 million steps. The solid curve represents the average of returns over 20 consecutive evaluations, while the shaded regions represent half a standard deviation of the average evaluation over five trials. As shown in Figure 1, the performance of our method is comparable to that of DDPG when the default sampling interval is used. Ours outperforms DDPG on Walker2d-v2 while the opposite result is observed in the case of HalfCheetah-v2. As sampling interval $h$ is a hyperparameter of Algorithm 1, we also identify an optimal $h$ for each task, other than the default sampling interval. When we test the different sampling interval, we also tune the learning rate $\alpha$, as suggested in [43]. Precisely, when the sampling interval is multiplied by a constant from the default interval, the learning rate is also multiplied by the same constant. Except the HalfCheetah-v2, the final performances or learning rate are improved, compared to the default sampling interval. Overall, the results indicate that actor networks may be replaced by the ODE
characterization of optimal control obtained using our HJB framework. Without using actor networks, our method has clear advantages over DDPG in terms of hyperparameter tuning and computational burden.

In Figure 2, we report the action trajectories obtained by HJ DQN and DDPG for HalfCheetah-v2. The action trajectories obtained by HJ DQN is less oscillating compared to DDPG. This confirms the fact that oscillations in action are not uncommon in optimal control. In this particular case of HalfCheetah-v2, where DDPG outperforms HJ DQN, we suspect that fast changes in action may be needed for good performance. Oscillatory actions may be beneficial to some control tasks.

5.2 Linear-Quadratic Problems

We now consider a classical LQ problem with system dynamics

\[ \dot{x}(t) = Ax(t) + Ba(t), \quad t > 0, \quad x(t), a(t) \in \mathbb{R}^d, \]

and reward function

\[ r(x, a) = -(x^\top Qx + a^\top Ra), \]

where \( Q = Q^\top \succeq 0 \) and \( R = R^\top > 0 \). Note that our method solves a slight different problem due to the Lipschitz constraint on controls. Thus, the control learned by our method must be suboptimal.

Each component of the system matrices \( A \in \mathbb{R}^{d \times d} \) and \( B \in \mathbb{R}^{d \times d} \) was generated uniformly from \([-0.1, 0.1]\) and \([-0.5, 0.5]\), respectively. The produced matrix \( A \) has an eigenvalue with positive real part, and therefore the system is unstable. The discount factor \( \gamma \) and Lipschitz constant \( L \) are set to be \( e^{-\gamma h} = 0.99999 \) and \( L = 10 \). We first compare the performance of HJ DQN with DDPG for the case of \( d = 20 \) and report the results in Figure 3a. The learning curves are plotted in the same manner as the ones in Section 5.1. The \( y \)-axis of each figure is the log of the ratio between the actual cost and the optimal cost. Therefore, the curve approaches the \( x \)-axis as the performance improves. The result implies that the DDPG cannot reduce the cost at all, whereas HJ DQN successfully learns an effective (suboptimal) policy. In Figure 3b, we present the learning curves for HJ DQN with different system sizes. Although learning speed is affected by the problem size, HJ DQN can successfully solve the LQ problem with high-dimensional systems (\( d = 50 \)). Moreover,
it is observed that the standard deviations over trials are relatively small, and the learning curves have almost no variation over trials after approximately $10^4$ steps.

5.3 Ablation Study

We make ablations and modifications to HJ DQN to understand the contribution of each component. Figure 4 presents the results for the following design evaluation experiments.

**Double Q-learning.** We first modify our algorithm to test whether double Q-learning contributes to the performance of our algorithm, as in DQN. Specifically, when selecting actions to update the target value, we instead use $b_j := \frac{L}{|\nabla_a Q_{\theta}(x_j,a_j)|}$ to remove the effects of double Q-learning. Figure 4 (a) shows that double Q-learning improves the final performance. This observation is consistent with the effect of double Q-learning in DQN. Moreover, double Q-learning reduces the variance of the average return, indicating its contribution to the stability of our algorithm.

**Sampling interval.** To understand the effect of sampling interval $h$, we run our algorithm with multiple values of $h$. As we mentioned before, we also adjust the learning rate $\alpha$ according to the sampling interval. As shown in Figure 4 (b), the final performance and learning speed increase as $h$ varies from 0.01 to 0.08 and the final performance decreases as $h$ varies from 0.08 to 0.16. When $h$ is too small, each episode has too many sampling steps; thus, the network is trained in a small number of episodes given fixed total steps. This limits exploration, thereby decreasing the performance of our algorithm. On the other hand, as Proposition 4 implies, the target error increases with sampling interval $h$. This error is dominant in the case of large $h$. Therefore, there exists an optimal sampling interval ($h = 0.08$ in this task) that presents the best performance.

**Control constraint.** Recall that admissible controls satisfy the constraint $|\dot{a}(t)| \leq L$. The parameter $L$ can be derived from specific control problems or considered as a design choice. We consider the latter case and display the effect of $L$ on the learning curves in Figure 4 (c). The final reward is the lowest, compared to others, in the case of $L = 1$ because the set of admissible controls is too small to allow rapid changes in control signals. HJ DQN, with large enough $L$ ($\geq 10$), presents a similar learning speed and performance. The final performance and learning speed slightly decrease as $L$ varies from 20 to 40. This is due to too large variation and frequent switching in action values, prohibiting a consistent improvement of Q-functions.

**Smoothing.** Finally, we present the effect of the smoothing process introduced in Section 4.2.
Figure 5 shows \(|x(t)|\) and \(|a(t)|\) generated by the control learned with and without smoothing on the 20-dimensional LQ problem. Here, \(\phi(r) = \tanh(\frac{r}{L})\) is chosen as the smoothing function. As expected, with no smoothing process, the action trajectory shows wobbling oscillations (solid blue line). However, when the smoothing process is applied, the action trajectory has no such undesirable oscillations and presents a smooth behavior (solid red line). Regarding \(|x(t)|\), the smoothing process has only a small effect. Therefore, the smoothing process can eliminate oscillations in action without significantly affecting the state trajectory.

6 Conclusions

We have presented a new theoretical and algorithmic framework that extends DQN to continuous-time deterministic optimal control for continuous action space. A novel class of HJB equations for Q-functions has been derived and used to construct a Q-learning method for continuous-time control. We have shown the theoretical convergence properties of this method. For practical implementation, we have combined the HJB-based method with DQN, resulting in a simple algorithm that solves continuous-time control problems without an actor network. Benefiting from our theoretical analysis of the HJB equations, this model-free off-policy algorithm does not require any numerical optimization for selecting greedy actions. The result of our experiments indicates that actor networks in DDPG may be replaced by our optimal control simply characterized via an ODE, while reducing computational effort. Our HJB framework may provide an exciting avenue for future research in continuous-time RL in terms of improving the exploration capability with maximum entropy methods, and exploiting the benefits of models with theoretical guarantees.

A Viscosity Solution of the Hamilton–Jacobi Equations

The Hamilton–Jacobi equation is a partial differential equation of the form

\[
F(z, u(z), \nabla_z u(z)) = 0, \quad z \in \mathbb{R}^k, \tag{A.1}
\]

where \(F : \mathbb{R}^k \times \mathbb{R} \times \mathbb{R}^k \to \mathbb{R}\). A function \(u : \mathbb{R}^k \to \mathbb{R}\) that solves the HJ equation is called a (strong) solution. However, such a strong solution exists only in limited cases. To consider a broad class of HJ
equations, it is typical to adopt the concept of weak solutions. Among these, the viscosity solution is the most relevant to dynamic programming and optimal control problems. Specifically, under a technical condition, the viscosity solution is unique and corresponds to the value function of a continuous-time optimal control problem. In the following definition, \( C(\mathbb{R}^k) \) and \( C^1(\mathbb{R}^k) \) denote the set of continuous functions and the set of continuously differentiable functions respectively.

**Definition 1.** A function \( u \in C(\mathbb{R}^k) \) is called the viscosity solution of (A.1) if it satisfies the following conditions:

1. For any \( \phi \in C^1(\mathbb{R}^k) \) such that \( u - \phi \) attains a local maximum at \( z_0 \),
   \[
   F(z_0, u(z_0), \nabla z \phi(z_0)) \leq 0;
   \]
2. For any \( \phi \in C^1(\mathbb{R}^k) \) such that \( u - \phi \) attains a local minimum at \( z_0 \),
   \[
   F(z_0, u(z_0), \nabla z \phi(z_0)) \geq 0.
   \]

Note that the viscosity solution does not need to be differentiable. In our case, the HJB equation can be expressed as (A.1) with

\[
γQ(x, a) - \nabla_x Q(x, a) \cdot f(x, a) - L|\nabla_a Q(x, a)| - r(x, a) = 0
\]

where \( z = (x, a) \in \mathbb{R}^n \times \mathbb{R}^m \) and \( p = (p_1, p_2) \in \mathbb{R}^n \times \mathbb{R}^m \). We can show that the HJB equation admits a unique viscosity solution, which coincides with the optimal Q-function.

**Theorem 3.** Suppose that Assumption 1 holds. Then, the optimal continuous-time Q-function is the unique viscosity solution to the HJB equation (2.4).

**Proof.** First, recall that our control trajectory satisfies the constraint \( |\dot{a}| \leq L \). Therefore, our dynamical system can be written in the following extended form:

\[
\dot{x}(t) = f(x(t), a(t)), \quad \dot{a}(t) = b(t), \quad t > 0, \quad |b(t)| \leq L,
\]

by viewing \( x(t) \) and \( a(t) \) as state variables. More precisely, the dynamics of the extended state variable \( z(t) = (x(t), a(t)) \) can be written as

\[
\dot{z}(t) = G(z(t), b(t)), \quad t > 0, \quad |b(t)| \leq L,
\]

where \( G(z, b) = (f(z), b) \). Applying the dynamic programming principle to the Q-function, we have

\[
Q(z) = \sup_{|b(t)| \leq L} \left\{ \int_t^{t+h} e^{-γ(s-t)}r(z(s)) \, ds + e^{-γh}Q(z(t+h)) \mid z(t) = z \right\}.
\]

The remaining proof is almost the same as the proof of Proposition 2.8, Chapter 3 in [46]. However, for the self-completeness of the paper, we provide a detailed proof. In the following, we show that the Q-function satisfies the two conditions in Definition 1.

First, let \( \phi \in C^1(\mathbb{R}^{n+m}) \) such that \( Q - \phi \) attains a local maximum at \( z \). Then, there exists \( \delta > 0 \) such that \( Q(z) - Q(z') \geq \phi(z) - \phi(z') \) for \( |z' - z| < \delta \). Since \( f \) and \( r \) are bounded

---

\(^7\)Assumption 1 can be relaxed by using a modulus associated with each function as in Chapter III.1–3 in [46].
Lipschitz continuous, there exists $h_0 > 0$, which is independent of $b(s)$, such that $|z(s) - z| \leq \delta$, $|r(z(s)) - r(z)| \leq C(s - t)$ and $|f(z(s)) - f(z)| \leq C(s - t)$ for $t \leq s \leq t + h_0$, where $z(s)$ is a solution to (A.2) for $s \geq t$ with $z(t) = z$. Now, the dynamic programming principle for the $Q$-function implies that, for any $0 < h < h_0$ and $\varepsilon > 0$, there exists $b(s)$ with $|b(s)| \leq L$ such that

$$Q(z) \leq \int_{t}^{t+h} e^{-\gamma(s-t)}r(z(s)) \, ds + e^{-\gamma h}Q(z(t + h)) + h\varepsilon,$$

where $z(s)$ is now a solution to (A.2) with $z(t) = z$ under the particular choice of $b$. On the other hand, it follows from our choice of $h$ that

$$\int_{t}^{t+h} e^{-\gamma(s-t)}r(z(s)) \, ds = \int_{t}^{t+h} e^{-\gamma(s-t)}r(z) \, ds + o(h),$$

which implies that

$$Q(z) \leq \int_{t}^{t+h} e^{-\gamma(s-t)}r(z) \, ds + e^{-\gamma h}Q(z(t + h)) + h\varepsilon + o(h).$$

Therefore, we have

$$\phi(z) - \phi(z(t + h)) \leq Q(z) - Q(z(t + h))$$

$$\leq \int_{t}^{t+h} e^{-\gamma(s-t)}r(z) \, ds + (e^{-\gamma h} - 1)Q(z(t + h)) + h\varepsilon + o(h).$$

Since the left-hand side of the inequality above is equal to $-\int_{t}^{t+h} \frac{d}{ds} \phi(z(s)) \, ds = -\int_{t}^{t+h} \nabla z \phi(z(s)) \cdot G(z(s), b(s)) \, ds$, we obtain that

$$0 \leq \int_{t}^{t+h} \nabla z \phi(z(s)) \cdot G(z(s), b(s)) \, ds$$

$$+ \int_{t}^{t+h} e^{-\gamma(s-t)}r(z) \, ds + \left(e^{-\gamma h} - 1\right)Q(z(t + h)) + h\varepsilon + o(h)$$

$$\leq \int_{t}^{t+h} \nabla z \phi(z(s)) \cdot f(z) + L|\nabla z \phi(z(s))| \, ds$$

$$+ \int_{t}^{t+h} e^{-\gamma(s-t)}r(z) \, ds + \left(e^{-\gamma h} - 1\right)Q(z(t + h)) + h\varepsilon + o(h).$$

By dividing both sides by $h$ and letting $h \to 0$, we conclude that

$$\nabla z \phi(z) \cdot f(z) + L|\nabla z \phi(z)| + r(z) - \gamma Q(z) + \varepsilon \geq 0.$$

Since $\varepsilon$ was arbitrarily chosen, we confirm that the $Q$-function satisfies the first condition in Definition 1, i.e.,

$$\gamma Q(z) - \nabla z \phi(z) \cdot f(z) - L|\nabla z \phi(z)| - r(z) \leq 0.$$

We now consider the second condition. Let $\phi \in C^1(\mathbb{R}^{n+m})$ such that $Q - \phi$ attains a local minimum at $z$, i.e., there exists $\delta$ such that $Q(z) - Q(z') \leq \phi(z) - \phi(z')$ for $|z' - z| < \delta$. Fix an arbitrary $b \in \mathbb{R}^m$ such that $|b| \leq L$ and let $b(s) \equiv b$ be a constant function. Let $z(s)$ be a solution
to (A.2) for \( s \geq t \) with \( z(t) = z \) under the particular choice of \( b(s) \equiv b \). Then, for sufficiently small \( h \), \( |z(t + h) - z| \leq \delta \), and therefore we have

\[
Q(z) - Q(z(t + h)) \leq \phi(z) - \phi(z(t + h)) = -\int_{t}^{t+h} \frac{d}{ds} \phi(z(s)) \, ds
\]

(3.1)

or equivalently

\[
\gamma Q(z) - \nabla_x \phi(z) \cdot f(z) - \nabla_a \phi(z) \cdot b - r(z) \geq 0.
\]

By (A.3) and (A.4), we have

\[
(e^{-\gamma h} - 1)Q(z(t + h)) + \int_{t}^{t+h} e^{-\gamma(s-t)} r(z(s)) \, ds \leq -\int_{t}^{t+h} \nabla_z \phi(z(s)) \cdot G(z(s), b) \, ds.
\]

Dividing both sides by \( h \) and letting \( h \to 0 \), we obtain that

\[
-\gamma Q(z) + r(z) \leq -\nabla_z \phi(z) \cdot (f(z), b),
\]

or equivalently

\[
\gamma Q(z) - \nabla_x \phi(z) \cdot f(z) - \nabla_a \phi(z) \cdot b - r(z) \geq 0.
\]

Since \( b \) was arbitrarily chosen from \( \{ b \in \mathbb{R}^m : |b| \leq L \} \), we have

\[
\gamma Q(z) - \nabla_x \phi(z) \cdot f(z) - L|\nabla_a \phi(z)| - r(z) \geq 0,
\]

which confirms that the \( Q \)-function satisfies the second condition in Definition 1. Therefore, we conclude that the \( Q \)-function is a viscosity solution of the HJB equation (2.1). Therefore, we conclude that the \( Q \)-function is a viscosity solution of the HJB equation (2.4).

Lastly, the uniqueness of the viscosity solution can be proved by using Theorem 2.12, Chapter 3 in [46].

\[ \Box \]

B Proofs

B.1 Proposition 1

Proof. Fix \( (x, a, t) \in \mathbb{R}^n \times \mathbb{R}^m \times [0, T] \). Let \( \varepsilon \) be an arbitrary positive constant. Then, there exists \( a \in A \) such that \( \int_{t}^{T} r(x(s), a(s)) \, ds + q(x(T)) < v(x, t) + \varepsilon \), where \( x(s) \) satisfies (2.1) with \( x(t) = x \) in the Carathéodory sense: \( x(s) = x + \int_{t}^{s} f(x(\tau), a(\tau)) \, d\tau \). We now construct a new control \( \tilde{a} \in A \) as \( \tilde{a}(s) := a \) if \( s = t \); \( \tilde{a}(s) := a(s) \) if \( s > t \). Such a modification of controls at a single point does not affect the trajectory or the total cost. Therefore, we have

\[
v(x, t) \leq Q(x, a, t) \leq \int_{t}^{T} r(x(s), \tilde{a}(s)) \, ds + q(x(T)) < v(x, t) + \varepsilon.
\]

(B.1)

Since \( \varepsilon \) was arbitrarily chosen, we conclude that \( v(x, t) = Q(x, a, t) \) for any \( u \in \mathbb{R}^m \).

\[ \Box \]
B.2 Theorem \[1\]

Proof. The classical theorem for the necessary and sufficient condition of optimality (e.g. Theorem 2.54, Chapter III in [46]) implies that \( a^* \) is optimal among those in \( A \) such that \( a(t) = \alpha \) if and only if

\[
p_1 \cdot f(x^*(s), a^*(s)) + p_2 \cdot \dot{a}^*(s) + r(x^*(s), a^*(s))
= \max_{|b| \leq L} \{ p_1 \cdot f(x^*(s), a^*(s)) + p_2 \cdot b + r(x^*(s), a^*(s)) \}
\]

for all \( p = (p_1, p_2) \in D^\mathbb{R} Q(x^*(s), a^*(s)) \). This optimality condition can be expressed as the desired ODE (2.5). Thus, its solution \( a^* \) with \( a^*(t) = \alpha \) satisfies (2.6).

Suppose now that \( \alpha \in \arg \max_{a' \in \mathbb{R}^m} Q(\alpha, a') \). It follows from the definition of \( Q \) that

\[
\max_{\alpha \in A} \left\{ \int_t^{\infty} e^{-\gamma(s-t)} r(x(s), \alpha(s)) \, ds \mid x(t) = \alpha \right\}
= \max_{\alpha' \in \mathbb{R}^m} \max_{\alpha \in A} \left\{ \int_t^{\infty} e^{-\gamma(s-t)} r(x(s), \alpha(s)) \, ds \mid x(t) = \alpha, \alpha(t) = \alpha' \right\}
= \max_{\alpha' \in \mathbb{R}^m} Q(\alpha, \alpha') = Q(\alpha, \alpha) = \max_{\alpha \in A} \left\{ \int_t^{\infty} e^{-\gamma(s-t)} r(x(s), \alpha(s)) \, ds \mid x(t) = \alpha, \alpha(t) = \alpha \right\}
= \int_t^{\infty} e^{-\gamma(s-t)} r(x^*(s), a^*(s)) \, ds.
\]

Therefore, \( a^* \) is an optimal control. \( \square \)

B.3 Proposition \[2\]

Proof. We first show that \( Q^{h,*} \) satisfies (3.2). Fix an arbitrary sequence \( b := \{b_n\}_{n=0}^{\infty} \in B \). It follows from the definition of \( Q^{h,b} \) that

\[
Q^{h,b}(\alpha, \alpha) = hr(\alpha, \alpha) + (1 - \gamma h)Q^{h,b}(\epsilon(\alpha, \alpha; h), \alpha + hb_0).
\]

where \( \tilde{b} := \{b_1, b_2, \ldots\} \in B \). Since \( Q^{h,b}(\epsilon(\alpha, \alpha; h), \alpha + hb_0) \leq Q^{h,*}(\epsilon(\alpha, \alpha; h), \alpha + hb_0) \), we have

\[
Q^{h,b}(\alpha, \alpha) \leq hr(\alpha, \alpha) + (1 - \gamma h)Q^{h,*}(\epsilon(\alpha, \alpha; h), \alpha + hb_0)
\leq hr(\alpha, \alpha) + (1 - \gamma h) \sup_{|b| \leq L} \left\{ Q^{h,*}(\epsilon(\alpha, \alpha; h), \alpha + hb) \right\}.
\]

Taking supremum of both sides with respect to \( b \in B \) yields

\[
Q^{h,*}(\alpha, \alpha) \leq hr(\alpha, \alpha) + (1 - \gamma h) \sup_{|b| \leq L} \left\{ Q^{h,*}(\epsilon(\alpha, \alpha; h), \alpha + hb) \right\}.
\] (B.2)

To obtain the other direction of inequality, we fix an arbitrary \( b \in \mathbb{R}^m \) such that \( |b| \leq L \). Let \( \alpha' := \epsilon(\alpha, \alpha; h) \) and \( \alpha' := \alpha + hb \). Fix an arbitrary \( \epsilon > 0 \) and choose a sequence \( c := \{c_n\}_{n=0}^{\infty} \in B \) such that

\[
Q^{h,c}(\alpha', \alpha') \leq Q^{h,c}(\alpha', \alpha') + \epsilon.
\]

We now construct a new sequence \( \tilde{c} := \{b, c_0, c_1, \ldots\} \in B \). Then,

\[
Q^{h,\tilde{c}}(\alpha, \alpha) = hr(\alpha, \alpha) + (1 - \gamma h)Q^{h,c}(\alpha', \alpha') \geq hr(\alpha, \alpha) + (1 - \gamma h)(Q^{h,*}(\alpha', \alpha') - \epsilon),
\]
which implies that
\[ Q^{h,*}(x, a) \geq Q^{\hat{h}}(x, a) \geq hr(x, a) + (1 - \gamma h)(Q^{h,*}(x', a') - \varepsilon). \]

Taking the supremum of both sides with respect to \( b \in \mathbb{R}^m \) such that \( |b| \leq L \) yields
\[ Q^{h,*}(x, a) \geq hr(x, a) - (1 - \gamma h)\varepsilon + (1 - \gamma h) \sup_{|b| \leq L} \left\{ Q^{h,*}(\xi(x, a; h), a + h\beta) \right\}. \]

Since \( \varepsilon \) was arbitrarily chosen, we finally obtain that
\[ Q^{h,*}(x, a) \geq hr(x, a) + (1 - \gamma h) \sup_{|b| \leq L} \left\{ Q^{h,*}(\xi(x, a; h), a + h\beta) \right\}. \] (B.3)

Combining two estimates [B.2] and [B.3], we conclude that \( Q^{h,*} \) satisfies the semi-discrete HJB equation (3.2). Since the proof for the uniqueness of the solution is almost the same as the proof of Theorem 4.2, Chapter VI in [46], we have omitted the detailed proof.

**B.4 Proposition 3**

**Proof.** For the completeness of the paper, we provide a sketch of the proof although it is similar to the proof of Theorem 1.1, Chapter VI in [46]. We begin by defining two functions \( \overline{Q}^* \) and \( \underline{Q}^* \) as
\[
\overline{Q}^*(x, a) := \limsup_{(x', a') \to (x, a, 0+)} Q^{h,*}(x', a'),
\]
\[
\underline{Q}^*(x, a) := \liminf_{(x', a') \to (x, a, 0+)} Q^{h,*}(x', a').
\]

According to the proof of Theorem 1.1, Chapter VI in [46], it suffices to show that \( \overline{Q}^* \) satisfies the first condition of Definition 1 and \( \underline{Q}^* \) satisfies the second condition of Definition 1. To this end, for any \( \phi \in C^1 \), let \( (x_0, a_0) \) be a strict local maximum point of \( \overline{Q}^* - \phi \) and choose a small enough neighborhood \( \mathcal{N} \) of \( (x_0, a_0) \) such that \( (\overline{Q}^* - \phi)(x_0, a_0) = \max_{\mathcal{N}}(\overline{Q}^* - \phi) \). Then, there exists a sequence \( \{(x_n, a_n, h_n)\} \) with \( (x_n, a_n) \to (x_0, a_0) \) and \( h_n \to 0+ \) such that
\[
(Q^{h_n,*} - \phi)(x_n, a_n) = \max_{\mathcal{N}}(Q^{h_n,*} - \phi)
\]
and
\[ Q^{h_n,*}(x_n, a_n) \to \overline{Q}^*(x_0, a_0). \]

Recall that \( Q^{h,*} \) satisfies (3.2). Thus, there exists \( b_n \) with \( |b_n| \leq L \) such that
\[
Q^{h_n,*}(x_n, a_n) - h_nr(x_n, a_n) - (1 - \gamma h_n)Q^{h_n,*}(\xi(x_n, a_n; h_n), a_n + h_n b_n) = 0.
\]

Since \( Q^{h_n,*} - \phi \) attains a local maximum at \( (x_n, a_n) \), we have
\[
(1 - \gamma h_n)(\phi(x_n, a_n) - \phi(\xi(x_n, a_n; h_n), a_n + h_n b_n) + \gamma h_n Q^{h_n,*}(x_n, a_n) - h_nr(x_n, a_n) \leq 0 \] (B.4)
for small enough \( h_n > 0 \). Since \( |b_n| \leq L \) for all \( n \geq 0 \), there exists a subsequence \( n_k \) and \( b \) with \( |b| \leq L \) such that \( b_{n_k} \to b \) as \( k \to \infty \). Then, we substitute \( n \) in (B.4) by \( n_k \), divide both sides by \( h_{n_k} \) and let \( k \to \infty \) to obtain that at \( (x_0, a_0) \)

\[ -\nabla_x \phi \cdot f - \nabla_a \phi \cdot b + \gamma \overline{Q}^* - r \leq 0, \]

where we use the fact that
\[ \lim_{h \to 0} \frac{\xi(x, a; h) - x}{h} = f(x, a). \]

This implies that the first condition of Definition 1 is satisfied. Similarly, it can be shown that \( Q^* \) satisfies the second condition of Definition 1. □
B.5 Theorem 2

We begin by defining an optimal Bellman operator in the semi-discrete setting, $\mathcal{T}^h : L^\infty \to L^\infty$, by

$$ (\mathcal{T}^h Q)(x, a) := hr(x, a) + (1 - \gamma h) \sup_{|b| \leq L} Q(\xi(x, a; h), a + h b), \quad (B.5) $$

where $\xi(x, a; h)$ denotes the solution of the ODE (2.1) at time $t = h$ with initial state $x(0) = x$ and constant action $a(t) \equiv a$ for $t \in [0, h)$. Our first observation is that the Bellman operator is a monotone $(1 - \gamma h)$-contraction mapping for a sufficiently small $h$.

**Lemma 1.** Suppose that $0 < h < \frac{1}{\gamma}$. Then, the Bellman operator $\mathcal{T}^h$ is a monotone contraction mapping. More precisely, it satisfies the following properties:

(i) $\mathcal{T}^h Q \leq \mathcal{T}^h Q'$ for all $Q, Q' \in L^\infty$ such that $Q \leq Q'$;

(ii) $\|\mathcal{T}^h Q - \mathcal{T}^h Q'\|_{L^\infty} \leq (1 - \gamma h)\|Q - Q'\|_{L^\infty}$ for all $Q, Q' \in L^\infty$.

**Proof.** (i) Since $Q(x, a) \leq Q'(x, a)$ for all $(x, a) \in \mathbb{R}^n \times \mathbb{R}^m$, we have

$$ \sup_{|b| \leq L} Q(\xi(x, a; h), a + h b) \leq \sup_{|b| \leq L} Q'(\xi(x, a; h), a + h b). $$

Multiplying $(1 - \gamma h)$ and then adding $hr(x, a)$ to both sides, we confirm the monotonicity of $\mathcal{T}^h$ as desired.

(ii) We first note that for any $b \in \mathbb{R}^m$ with $|b| \leq L$,

$$ \begin{align*}
[hr(x, a) + (1 - \gamma h)Q(\xi(x, a; h), a + h b)] &- [hr(x, a) + (1 - \gamma h)Q'(\xi(x, a; h), a + h b)] \\
&= (1 - \gamma h)[Q(\xi(x, a; h), a + h b) - Q'(\xi(x, a; h), a + h b)] \\
&\leq (1 - \gamma h)\|Q - Q'\|_{L^\infty}.
\end{align*} $$

By the definition of $\mathcal{T}^h Q'$, we have

$$ \begin{align*}
hr(x, a) + (1 - \gamma h)Q(\xi(x, a; h), a + h b) &\leq (1 - \gamma h)\|Q - Q'\|_{L^\infty} + hr(x, a) + (1 - \gamma h)Q'(\xi(x, a; h), a + h b) \\
&\leq (1 - \gamma h)\|Q - Q'\|_{L^\infty} + \mathcal{T}^h Q'(x, a).
\end{align*} $$

Taking the supremum of both sides with respect to $b \in \mathbb{R}^m$ such that $|b| \leq L$, yields

$$ \mathcal{T}^h Q(x, a) \leq (1 - \gamma h)\|Q - Q'\|_{L^\infty} + \mathcal{T}^h Q'(x, a), $$

or equivalently

$$ \mathcal{T}^h Q(x, a) - \mathcal{T}^h Q'(x, a) \leq (1 - \gamma h)\|Q - Q'\|_{L^\infty}. $$

We now change the role of $Q$ and $Q'$ to obtain

$$ |\mathcal{T}^h Q(x, a) - \mathcal{T}^h Q'(x, a)| \leq (1 - \gamma h)\|Q - Q'\|_{L^\infty}. $$

Therefore, the operator $\mathcal{T}^h$ is a $(1 - \gamma h)$-contraction with respect to $\|\cdot\|_{L^\infty}$. □
Using the Bellman operator $T^h$, HJ Q-learning (3.3) can be expressed as

$$Q^h_{k+1} := (1 - \alpha_k)Q^h_k + \alpha_k T^h Q^h_k.$$ 

Consider the difference $\Delta^h_k := Q^h_k - Q^{h,*}$. Note that $\|\Delta^h_k\|_{L^\infty}$ represents the optimality gap at the $k$th iteration. It satisfies

$$\Delta^h_{k+1} = (1 - \alpha_k)\Delta^h_k + \alpha_k [T^h(\Delta^h_k + Q^{h,*}) - T^h Q^{h,*}],$$

where we used the semi-discrete HJB equation $Q^{h,*} = T^h Q^{h,*}$. The contraction property of the Bellman operator $T^h$ can be used to show that the optimality gap $\|\Delta^h_k\|_{L^\infty}$ decreases geometrically. More precisely, we have the following lemma:

**Lemma 2.** Suppose that $0 < h < \frac{1}{\gamma}$, $0 \leq \alpha_k \leq 1$ and that Assumption 1 holds. Then, the following inequality holds:

$$\|\Delta^h_k\|_{L^\infty} \leq \left( \prod_{\tau=0}^{k-1} (1 - \alpha_\tau \gamma h) \right) \|\Delta^h_0\|_{L^\infty}.$$ 

**Proof.** We use mathematical induction to prove the assertion. When $k = 1$, it follows from the Q-function update (3.3) and the contraction property of $T^h$ that

$$\|\Delta^h_1\|_{L^\infty} \leq (1 - \alpha_0)\|\Delta^h_0\|_{L^\infty} + \alpha_0 \|T^h(\Delta^h_0 + Q^{h,*}) - T^h Q^{h,*}\|_{L^\infty}$$

$$\leq (1 - \alpha_0)\|\Delta^h_0\|_{L^\infty} + \alpha_0 (1 - \gamma h)\|\Delta^h_0\|_{L^\infty}$$

$$= (1 - \alpha_0 \gamma h)\|\Delta^h_0\|_{L^\infty}.$$ 

Therefore, the assertion holds for $k = 1$. We now assume that the assertion holds for $k = n$:

$$\|\Delta^h_n\|_{L^\infty} \leq \left( \prod_{\tau=0}^{n-1} (1 - \alpha_\tau \gamma h) \right) \|\Delta^h_0\|_{L^\infty}.$$ 

We need to show that the inequality holds for $k = n + 1$. By using the same estimate as in the case of $k = 1$ and the induction hypothesis for $k = n$, we obtain

$$\|\Delta^h_{n+1}\|_{L^\infty} \leq (1 - \alpha_n)\|\Delta^h_n\|_{L^\infty} + \alpha_n \|T^h(\Delta^h_n + Q^{h,*}) - T^h Q^{h,*}\|_{L^\infty}$$

$$\leq (1 - \alpha_n)\|\Delta^h_n\|_{L^\infty} + \alpha_n (1 - \gamma h)\|\Delta^h_n\|_{L^\infty}$$

$$= (1 - \alpha_n \gamma h)\|\Delta^h_n\|_{L^\infty}$$

$$\leq (1 - \alpha_n \gamma h) \left( \prod_{\tau=0}^{n-1} (1 - \alpha_\tau \gamma h) \right) \|\Delta^h_0\|_{L^\infty}$$

$$= \left( \prod_{\tau=0}^{n} (1 - \alpha_\tau \gamma h) \right) \|\Delta^h_0\|_{L^\infty}.$$ 

This completes our mathematical induction, and thus the result follows.

This lemma yields a condition on the sequence of learning rates under which the Q-function updated by (3.3) converges to the optimal semi-discrete Q-function (3.1) in $L^\infty$. 

Proof. It suffices to show that
\[ \lim_{k \to \infty} \| \Delta_k^h \|_{L^\infty} = 0. \]

By Lemma 2 and the elementary inequality \( 1 - x \leq e^{-x}, \) we have
\[ \| \Delta_k^h \|_{L^\infty} \leq \left( \prod_{\tau=0}^{k-1} (1 - \alpha_{\tau} \gamma h) \right) \| \Delta_0^h \|_{L^\infty} \leq \exp \left( -\gamma h \left( \sum_{\tau=0}^{k-1} \alpha_{\tau} \right) \right) \| \Delta_0^h \|_{L^\infty}. \]

Therefore, if \( \sum_{\tau=0}^{\infty} \alpha_{\tau} = \infty, \) the result follows. \qed

### B.6 Corollary 1

Proof. We first observe that there exists an index \( k_h, \) depending on \( h, \) such that \( \sum_{\tau=0}^{k_h-1} \alpha_{\tau} > \frac{1}{h^2} \) since \( \sum_{\tau=0}^{\infty} \alpha_{\tau} = \infty. \) Then, we have
\[ h \left( \sum_{\tau=0}^{k_h-1} \alpha_{\tau} \right) > \frac{1}{h} \to \infty \text{ as } h \to 0. \]

Moreover, by the triangle inequality, we have
\[ |Q_k^h(x, a) - Q(x, a)| \leq |Q_k^h(x, a) - Q^{h,*}(x, a)| + |Q^{h,*}(x, a) - Q(x, a)| \]
for all \((x, a) \in \mathbb{R}^n \times \mathbb{R}^m. \) By Proposition 2, the second term on the right-hand side uniformly vanishes over any compact subset \( K \) of \( \mathbb{R}^n \times \mathbb{R}^m \) as \( h \to 0. \) The first term is nothing but \( |\Delta_k^h(x, a)|, \) which is bounded as follows (by Lemma 2):
\[ |\Delta_k^h(x, a)| \leq \left( \prod_{\tau=0}^{k-1} (1 - \alpha_{\tau} \gamma h) \right) \| \Delta_0^h \|_{L^\infty} \leq \exp \left( -\gamma h \left( \sum_{\tau=0}^{k-1} \alpha_{\tau} \right) \right) \| \Delta_0^h \|_{L^\infty}, \quad k \geq 1, \]

where the second inequality holds because \( 1 - x \leq e^{-x}. \) Our choice of \( k_h \) then yields
\[ \sup_{k \geq k_h} \| \Delta_k^h \|_{L^\infty} \leq \exp \left( -\gamma h \left( \sum_{\tau=0}^{k_h-1} \alpha_{\tau} \right) \right) \| \Delta_0^h \|_{L^\infty} \to 0 \]
as \( h \to 0. \) Therefore, we conclude that
\[
\sup_{k \geq k_h} \sup_{(x, a) \in K} |Q_k^h(x, a) - Q(x, a)|
\leq \sup_{k \geq k_h} \sup_{(x, a) \in K} |Q_k^h(x, a) - Q^{h,*}(x, a)| + \sup_{k \geq k_h} \sup_{(x, a) \in K} |Q^{h,*}(x, a) - Q(x, a)|
\leq \sup_{k \geq k_h} \| \Delta_k^h \|_{L^\infty} + \sup_{(x, a) \in K} |Q^{h,*}(x, a) - Q(x, a)| \to 0
\]
as \( h \to 0. \) \qed
B.7 Proposition 4

Proof. We first notice that by the triangle inequality,
\[
\left| \max_{|a-a_j| \leq hL} Q^{-}(x_{j+1}, a) - Q^{-}(x_{j+1}, a_j + hb_j) \right| \\
\leq \max_{|a-a_j| \leq hL} \left| Q^{-}(x_{j+1}, a) - Q^{-}(x_{j+1}, a_j + hL \frac{\nabla_a Q^{-}(x_{j+1}, a_j)}{\| \nabla_a Q^{-}(x_{j+1}, a_j) \|}) \right| \\
+ \left| Q^{-}(x_{j+1}, a_j + hL \frac{\nabla_a Q^{-}(x_{j+1}, a_j)}{\| \nabla_a Q^{-}(x_{j+1}, a_j) \|}) - Q^{-}(x_{j+1}, a_j + hb_j) \right| \\
=: \Delta_1 + \Delta_2.
\]

We first consider \( \Delta_1 \). Let \( a^* := \arg \max_{|a-a_j| \leq hL} Q^{-}(x_{j+1}, a) \). By the Taylor expansion, we have
\[
\max_{|a-a_j| \leq hL} Q^{-}(x_{j+1}, a) = Q^{-}(x_{j+1}, a^*) \\
= Q^{-}(x_{j+1}, a_j) + \nabla_a Q^{-}(x_{j+1}, a_j) \cdot (a^* - a_j) + O(h^2).
\]

Similarly, we again use the Taylor expansion to obtain that
\[
Q^{-} \left( x_{j+1}, a_j + hL \frac{\nabla_a Q^{-}(x_{j+1}, a_j)}{\| \nabla_a Q^{-}(x_{j+1}, a_j) \|} \right) = Q^{-}(x_{j+1}, a_j) + hL \| \nabla_a Q^{-}(x_{j+1}, a_j) \| + O(h^2).
\]

Subtracting one equality from another yields
\[
Q^{-}(x_{j+1}, a^*) - Q^{-}(x_{j+1}, a_j + hL \frac{\nabla_a Q^{-}(x_{j+1}, a_j)}{\| \nabla_a Q^{-}(x_{j+1}, a_j) \|}) \\
= \nabla_a Q^{-}(x_{j+1}, a_j) \cdot (a^* - a_j) - hL \| \nabla_a Q^{-}(x_{j+1}, a_j) \| + O(h^2) \leq O(h^2),
\]
where the last inequality holds because \( |a^* - a_j| \leq hL \). Since our choice of \( a^* \) implies that the left-hand side of the inequality above is always non-negative, we conclude that \( \Delta_1 = O(h^2) \).

Regarding \( \Delta_2 \), we have
\[
\Delta_2 = \left| Q^{-} \left( x_{j+1}, a_j + hL \frac{\nabla_a Q^{-}(x_{j+1}, a_j)}{\| \nabla_a Q^{-}(x_{j+1}, a_j) \|} \right) - Q^{-}(x_{j+1}, a_j + hL \frac{\nabla_a Q^{-}(x_j, a_j)}{\| \nabla_a Q^{-}(x_j, a_j) \|}) \right| \\
\leq Lh \| \nabla_a Q^{-} \|_{L^\infty} \left| \frac{\nabla_a Q^{-}(x_{j+1}, a_j)}{\| \nabla_a Q^{-}(x_{j+1}, a_j) \|} - \frac{\nabla_a Q^{-}(x_j, a_j)}{\| \nabla_a Q^{-}(x_j, a_j) \|} \right|.
\]

Note that for any two non-zero vectors \( v, w \),
\[
\left| \frac{v}{|v|} - \frac{w}{|w|} \right| \leq \frac{|v - w|}{|v|} + |w| \left( \frac{1}{|v|} - \frac{1}{|w|} \right) = \frac{|v - w|}{|v|} + \frac{|w| - |v|}{|v|} \leq \frac{2|v - w|}{|v|}.
\]

On the other hand, we have
\[
| \nabla_a Q^{-}(x_{j+1}, a_j) - \nabla_a Q^{-}(x_j, a_j) | \leq \| \nabla_a Q^{-} \|_{L^\infty} |x_{j+1} - x_j| = O(h).
\]

Since we assume that \( Q^{-} \) is twice differentiable and \( | \nabla_a Q^{-}(x_j, a_j) | =: C > 0 \), we have \( | \nabla_a Q^{-}(x_{j+1}, a_j) | > C/2 \) for sufficiently small \( h \). Therefore, we obtain that
\[
\Delta_2 \leq 2Lh \| \nabla_a Q^{-} \|_{L^\infty} \frac{| \nabla_a Q^{-}(x_{j+1}, a_j) - \nabla_a Q^{-}(x_j, a_j) |}{| \nabla_a Q^{-}(x_{j+1}, a_j) |} = O(h^2).
\]
Combining the estimates of $\Delta_1$ and $\Delta_2$ yields

$$\max_{|a-a_j| \leq hL} |Q_{\theta^-}(x_{j+1}, a) - Q_{\theta^-}(x_{j+1}, a_j + hb_j)| = O(h^2)$$

as desired. \hfill \Box

C Brief Discussion on Extension to Stochastic Systems

The Hamilton-Jacobi Q-learning can be extended to the continuous-time stochastic control setting with controlled diffusion processes. Consider the following stochastic counterpart of the system [2.1]:

$$dx_t = f(x_t, a_t)dt + \sigma(x_t, a_t)dW_t, \quad t > 0,$$

where $\sigma : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^{n \times k}$ is the diffusion coefficient and $W_t$ is the $k$-dimensional standard Brownian motion. We now define the Q-function as

$$(2.1): \quad Q(x, a) \equiv \sup_{a \in A} \mathbb{E} \left[ \int_0^\infty e^{-\gamma t} r(x_t, a_t)dt \mid x_0 = x, a_0 = a \right].$$

Again, the dynamic programming principle implies

$$0 = \sup_{a \in A} \mathbb{E} \left[ \frac{1}{h} \int_0^{t+h} e^{-\gamma(s-t)} r(x(s), a(s)) ds + \frac{1}{h} [Q(x(t+h), a(t+h)) - Q(x, a)] + e^{-\gamma h} \right]Q(x(t+h), a(t+h)) \mid x(t) = x, a(t) = a \right].$$

(C.2)

Then, we use the Itô formula

$$dQ(x_t, a_t) = \nabla_x Q \cdot dx_t + \nabla_a Q \cdot \dot{a} dt + \frac{1}{2} dx_t^\top \nabla_a^2 Q dx_t$$

$$= \nabla_x Q \cdot (f(x_t, a_t)dt + \sigma(x_t, a_t)dW_t) + \nabla_a Q \cdot \dot{a} dt + \frac{(dW_t)^\top \sigma \nabla_a Q \sigma dW_t}{2}$$

to derive the following Hamilton-Jacobi-Bellman equation for the stochastic system (C.1):

$$\gamma Q - \nabla_x Q \cdot f(x, a) - L |\nabla_a Q| - r(x, a) - \frac{\text{tr}(\sigma^\top \nabla_a^2 Q \sigma)}{2} = 0.$$ (C.3)

Note that, in this case also, the optimal control satisfies $\dot{a} = L \nabla_a Q |_{\nabla_a Q}$ when $Q$ is differentiable.

Since in most practical systems transition samples are collected in discrete time, we also introduce the semi-discrete version of (C.3). We define a stochastic semi-discrete Q-function $Q^{h,*}$ as

$$Q^{h,*}(x, a) := \sup_{b \in B} \mathbb{E} \left[ h \sum_{k=0}^\infty r(x_k, a_k)(1 - \gamma h)^k \right],$$

where $B :\{ b := \{ b_k \}_{k=0}^\infty \mid b_k \in \mathbb{R}^m, |b_k| \leq L \}, x_{k+1} = \xi(x_k, a_k; h)$ and $a_{k+1} = a_k + hb_k$. Here, $\xi(x_k, a_k; h)$ is now a solution to the stochastic differential equation (C.1) at time $t = h$ with initial state $x$ and constant control $a(t) \equiv a$, $t \in [0, h)$. Then, similar to the deterministic semi-discrete HJB equation [3.2], its stochastic counterpart can be written as follows:

$$Q^{h,*}(x, a) = hr(x, a) + (1 - \gamma h) \sup_{|b| \leq L} \mathbb{E} \left[ Q^{h,*}(\xi(x, a; h), a + hb) \right].$$
Table 1: Hyperparameters for HJ DQN.

| Hyperparameter          | HalfCheetah-v2 | Hopper-v2 | Walker2d-v2 |
|-------------------------|----------------|-----------|-------------|
| optimizer               | Adam [57]      |           |             |
| learning rate           | $5 \times 10^{-4}$ | $10^{-4}$ | $10^{-4}$   |
| Lipschitz constant ($L$) | 30             | 30        | 30          |
| default sampling interval ($h$) | 0.05          | 0.008     | 0.008       |
| tuned sampling interval ($h$) | 0.01          | 0.016     | 0.032       |
| (Continuous) discount ($\gamma$) | $-\log(0.99)/h$, where $h$ is the sampling interval |           |             |
| replay buffer size      | $10^6$         |           |             |
| target smoothing coefficient ($\alpha$) | 0.001         |           |             |
| Noise coefficient ($\sigma$) | 0.1           |           |             |
| number of hidden layers | 2 (fully connected) |           |             |
| number of hidden units per layer | 256          |           |             |
| number of samples per minibatch | 128          |           |             |
| nonlinearity            | ReLU           |           |             |

Swimmer-v2: Adam [57], LQ

|                             | LQ            |
|-----------------------------|---------------|
| learning rate               | $5 \times 10^{-4}$ | $10^{-3}$   |
|                            | 15            | 10          |
|                            | 0.04          | 0.05        |
|                            | 0.08          | -           |
| $-\log(0.99)/h$            | $-\log(0.99999)/h$ |
|                            | $10^6$        | $2 \times 10^4$ |
|                            | 0.001         |              |
|                            | 0.1           |              |
|                            | 2 (fully connected) | 256          |
|                            | 128           | 512         |
| nonlinearity               | ReLU           |             |

Using Robbins-Monro stochastic approximation [55,56], we obtain the following model-free update rule: in the $k$th iteration, we collect data $(x_k, a_k, r_k, x_{k+1})$ and update the Q-function by

\[
Q^h_{k+1}(x_k, a_k) := (1 - \alpha_k)Q^h_k(x_k, a_k) + \alpha_k \left[ h r_k + (1 - \gamma h) \sup_{|b| \leq L} Q^h_k(x_{k+1}, a_k + h b) \right],
\]  

(C.4)

where $x_{k+1}$ is obtained by simulating the stochastic system from $x_k$ with action $a_k$ fixed for $h$ period, i.e., $x_{k+1} = \xi(x_k, a_k; h)$. The corresponding HJ DQN algorithm for stochastic systems is essentially the same as Algorithm 1 although the transition samples are now collected through the stochastic system.

D Implementation Details

All the simulations in Section 5 were conducted using Python 3.7.4 on a PC with Intel Core i9-9900X @ 3.50GHz, NVIDIA GeForce RTX 2080 Ti and 64GB RAM.
Table 2: Hyperparameters for DDPG.

| Hyperparameter               | MuJoCo tasks       | LQ       |
|------------------------------|---------------------|----------|
| optimizer                    | Adam [57]           |          |
| actor learning rate          | $10^{-4}$           |          |
| critic learning rate         | $10^{-3}$           |          |
| (Discrete) discount ($\gamma'$) | 0.99               | 0.99999  |
| replay buffer size           | $10^6$              | $2 \times 10^4$ |
| target smoothing coefficient ($\alpha$) | 0.001               |          |
| number of hidden layers      | 2 (fully connected) |          |
| number of hidden units per layer | 256                |          |
| number of samples per minibatch | 128              | 512      |
| nonlinearity                 | ReLU                |          |

Table 1 shows the list of hyperparameters that are used in our implementation of HJ DQN for each MuJoCo task and the LQ problem. For DDPG, we list our choice of hyperparameters in Table 2, which are taken from [16] for MuJoCo tasks, except the network architecture which is used in OpenAI's implementation of DDPG. The discount factor in the discrete-time algorithms is chosen as $\gamma' = 0.99$ for MuJoCo tasks and 0.99999 for the LQ problem so that it is equivalent to $e^{-\gamma h} \approx (1 - \gamma h)$ in our algorithm for continuous-time systems.
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