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Abstract—In this work the robustness of a feedback optimization scheme is discussed. Previously known results in literature, on the convergence to local optima of the optimization problem of interest, are extended to the case where the sensitivities of the steady-state input-output map of the plant present bounded uncertainties. The application of the scheme to a biological setting, with the goal of maximizing the concentration of products of interest in a bioreactor, under a continuous perfusion framework, is suggested and the potential of the approach is exposed by means of a simple synthetic example.

I. INTRODUCTION

Feedback optimization is a control technique whose goal is to drive the steady-state output of a given plant, to local optima of an objective function, by taking into account output measurements of the physical system (see [1], [2] and references therein). This technique is gaining increasing interest in the control community due to its potential application in many practical fields, in particular recently focusing to power systems optimization [3], [4], [5]. In [6] the authors described a feedback optimization framework in which the input is discretely updated, based on a projected gradient descent scheme. Constraints in the input variables are considered and output constraints are satisfied asymptotically, with a violation which can be quantified step-by-step. The ease of tuning and the capacity of handling non-convex problems, makes this approach extremely appealing.

It is well known, and remarked in the aforementioned paper, that a feedback optimization scheme would be inherently more robust than an open loop one, and it is conjectured that the approach would work as well in the presence of uncertainties in the input-output map sensitivities. Indeed robustness of the method has been experimentally validated in [5], while in [7] the authors worked in the directions of theoretical robustness guarantees for such a scheme. Here the authors, by considering a constant approximation of the input-output map sensitivities, gave LMI conditions for convergence to an online approximate solution, namely the solution that would be obtained if the approximate was true. However, differently from the case of [6], the authors did not consider constraints on the output, simply enforcing soft constraints, by adding penalty terms in the objective function.

Our goal here is twofold. First of all we would like to formalize a robust convergence result for the framework presented in [6], introducing uncertainties in the knowledge of the Jacobian of the steady-state input-output map, but still considering output constraints, differently from what has been done in [7]. Our main result (Theorem 2) will guarantee, under appropriate conditions, the convergence to a local optimum of the constrained optimization, if the step of the control algorithm is chosen small enough, contrary to [7] where the convergence is guaranteed only to an approximate solution whose distance from the real one depends on the goodness of the approximation.

The second goal we have is, through a synthetic example, to propose the possibility of using such a feedback optimization scheme in a bioprocessing framework. A crucial aspect of bioprocessing production is the optimization of feed-flow medium composition, in order to maximize products of interest yield [8], [9]. For processes where mammalian cells are used for the production of the molecule of interest, such systems are highly complex with large uncertainties in the used models, making model based optimization prone to provide sub-optimal solutions. For this reason feedback optimization, where process measurements are used directly, seems to be an interesting alternative. However, as a model is still needed to be able to compute the Jacobian, the method needs to be robust to counter the modeling errors.

The problem we will consider is to maximize the concentration in the bioreactor at steady state, for a product of interest yield [8], [9]. For processes where mammalian cells are used for the production of the molecule of interest, such systems are highly complex with large uncertainties in the used models, making model based optimization prone to provide sub-optimal solutions. For this reason feedback optimization, where process measurements are used directly, seems to be an interesting alternative. However, as a model is still needed to be able to compute the Jacobian, the method needs to be robust to counter the modeling errors.

The problem we will consider is to maximize the concentration in the bioreactor at steady state, for a product of interest yield [8], [9]. For processes where mammalian cells are used for the production of the molecule of interest, such systems are highly complex with large uncertainties in the used models, making model based optimization prone to provide sub-optimal solutions. For this reason feedback optimization, where process measurements are used directly, seems to be an interesting alternative. However, as a model is still needed to be able to compute the Jacobian, the method needs to be robust to counter the modeling errors.

The paper is structured as follows: in Section II the feedback optimization framework from [6] will be briefly recalled, together with their main result on the convergence of the control algorithm to local optima in the nominal case, while in Section III the main result of the paper, an extension of the convergence result in the presence of...
bounded uncertainties in the input-output map Jacobian, will be stated and its proof postponed in the Appendix. In Section [III] the problem of maximising the concentration of a product of interest, for a synthetic metabolic network in a continuous perfusion setting, is faced in order to propose feedback optimization as a valuable option in feed-flow medium optimization. Finally Section [IV] concludes the paper and presents some possible future extensions.

Preliminaries and notation

We consider any vector \( v \in \mathbb{R}^n \) to be a column, except for the gradient \( \nabla f \) of a function \( f : \Omega \subseteq \mathbb{R}^n \rightarrow \mathbb{R} \), which we consider to be a row vector. With \( \nabla f \) we denote the gradient of the function \( f \) if this is single-valued, while it refers to its Jacobian if it is vector-valued. For a vector \( v \), with \( ||v|| \) we indicate its norm and for a matrix \( M \), with \( ||M|| \) we indicate the matrix norm induced by the chosen vector norm, i.e.

\[
||M|| := \sup \{ ||Mv|| / ||v|| \mid v \neq 0 \} \quad (1)
\]

With \( \mathcal{S}_+^p \) we denote the set of positive semidefinite symmetric matrix of dimension \( p \), while \( \mathbb{I}_p \) denotes the identity matrix of dimension \( p \). Any matrix \( G \in \mathcal{S}_+^p \) induces a vector 2-norm, formally:

\[
||v||_G = \sqrt{v^\top G v}
\]

Ultimately, we say that a function \( f : \Omega \subseteq \mathbb{R}^n \rightarrow \mathbb{R}^m \) is globally \( L \)-Lipschitz or simply \( L \)-Lipschitz on \( \Omega \) if, for all \( x, y \in \Omega \) it holds:

\[
||f(y) - f(x)|| \leq L \cdot ||y - x||
\]

II. Feedback Optimization

We recall here briefly the feedback optimization framework presented in [6], to which the reader is referred for a more thorough description. Feedback optimization is a control scheme that aims to steer a system’s steady-state output to be the solution of a given optimization problem.

The plant’s steady-state input-output map \( h(u) \) is assumed to be unknown, but the plant’s output can be measured. In [6], the Jacobian \( \nabla h \) of this map is assumed to be known exactly, an assumption that we will relax in Section [III] by allowing the presence of bounded uncertainties.

The considered problem is the following:

\[
\min_{u, y} \Phi(u, y) \quad (2)
\]

s.t. \( y = h(u) \)

\( u \in \mathcal{U}, y \in \mathcal{Y} \)

where \( \Phi : \mathbb{R}^p \times \mathbb{R}^m \rightarrow \mathbb{R} \) is a continuously differentiable function, \( \mathcal{Y} \subseteq \mathbb{R}^p \) and \( \mathcal{Y} \subseteq \mathbb{R}^m \). The following assumptions are made.

**Assumption 1.** The feasible regions \( \mathcal{U} \subseteq \mathbb{R}^p \) and \( \mathcal{Y} \subseteq \mathbb{R}^m \) are described by:

\[
\mathcal{U} = \{ u \in \mathbb{R}^p \mid Au \leq b, A \in \mathbb{R}^{q \times p}, b \in \mathbb{R}^q \}
\]

\[
\mathcal{Y} = \{ y \in \mathbb{R}^m \mid Cy \leq d, C \in \mathbb{R}^{l \times m}, d \in \mathbb{R}^l \}
\]

**Assumption 2.** The following set:

\[
\mathcal{Y} = \{ u \in \mathbb{R}^p \mid Au \leq b, Ch(u) \leq d \} = \mathcal{U} \cap h^{-1}(\mathcal{Y})
\]

is non-empty.

The static input \( u \) will evolve in a discrete fashion, according to the following rule:

\[
u^+ = u + \alpha \hat{\sigma}_u(u, y)
\]

\[
y = h(u)
\]

with:

\[
\hat{\sigma}_u(u, y) := \arg \min_{w \in \mathbb{R}^p} \|w + G^{-1}(u)H(u) \nabla \Phi(u, y)\|_G^2
\]

s.t. \( A(u + \alpha w) \leq b \)

\( C(y + \alpha \nabla h(w)) \leq d \)

where \( G(u) : \mathbb{R}^p \rightarrow \mathcal{S}_+^p \) is a metric defined on \( \mathbb{R}^p \), i.e. a map that to any point \( u \in \mathbb{R}^p \) associates a semidefinite positive matrix, \( H(u)^2 = [\mathbb{I}_p - \nabla h(u)]^\top \) and \( A, b, C \) and \( d \) are specified in Assumption [1]. Given the discrete nature of the algorithm and the fact that \( h \) is the plant’s steady-state input-output map, it is implicitly assumed that the system dynamics will reach a steady-state before the next input \( u^+ \) will be applied.

It is noted that, because the map \( h \) is unknown, exact constraints on the output \( y \) cannot be enforced, hence violations of output constraints are admitted, but these are bounded and can be quantified – as showed in the proof of [6, Lemma 4] – and it is assured that the solution will converge to a feasible one.

The following assumptions are made to ensure the convergence of the algorithm to an optimality point of [2].

**Assumption 3.** For all \( u \in \mathcal{U} \) the feasible set:

\[
\mathcal{Y}_u := \{ w | A(u + \alpha w) \leq b, C(y + \alpha \nabla h(u)) \leq d \}
\]

is non-empty and satisfies Linear Independence Constraint Qualification (LICQ) (see [6] for the formal definition), for all \( w \in \mathcal{Y}_u \).

**Assumption 4.** For [2], \( \mathcal{Y} \) is compact.

With the above assumptions, the following Theorem holds:

**Theorem 1.** Let Assumptions 2 – 4 hold. Let \( \nabla \Phi \) and \( \nabla h \) be globally Lipschitz. Then \( \exists \alpha^* > 0 \) s.t. for all \( 0 < \alpha < \alpha^* \) s.t. given any trajectory of \( u \), for any \( u_0 \in \mathcal{U} \), obtained through the updating rule [3] – [4], then \( y = h(u) \) converges to the set of first-order optimality points of [2].
III. MAIN CONTRIBUTION • ROBUSTNESS RESULT

In this section Theorem 1 is extended to the case where the Jacobian of $h(u)$ is uncertain.

Let the Jacobian of the map $h(u)$, be known up to an additive uncertainty, and be denoted with $\nabla h(u)$ i.e.:

$$\nabla h(u) := \nabla h(u) + \delta(u)$$

(5)

In the following we will assume that the matrix norm of $\delta(u)$ is bounded. In this case the update rule will remain as in Eq. (3), while the optimization problem solved to find $\tilde{\sigma}_\alpha$ will now become:

$$\sigma_\alpha(u, y) := \arg \min_{w \in \mathbb{R}^p} \|w + G^{-1}(u)\tilde{H}(u)\nabla \Phi(u, y)\|^2_{G(u)}$$

(6)

$$s.t. \quad A(u + \alpha w) \leq b$$

$$C(y + \alpha \nabla h(u)w + \alpha \delta(u)w) \leq d$$

where, in this case,

$$\tilde{H}(u)^\top = \begin{bmatrix} \mathbb{I}^p & \nabla h(u)^\top \end{bmatrix}$$

Before proceeding, Assumption 3 is substituted with the following.

**Assumption 5.** For all $u \in \mathcal{U}$ the feasible set:

$$\mathcal{W}_a := \{w | A(u + \alpha w) \leq b, C(y + \alpha \nabla h(u)w + \alpha \delta(u)w) \leq d\}$$

is non-empty and satisfies LICQ for all $w \in \mathcal{W}_a$.

Part of the proof for the Theorem below —which is moved in the Appendix for ease of reading— is based on steps similar to the ones in the proof of what has been reported here as Theorem 1 presented in [6]. In particular the first half of the proof, up to Lemma 3 follows tightly the steps of [6] except for the presence of the uncertainty $\delta(u)$, and the consequent adaptations — while the proof of Lemma 3 which is central to the main result, is approached in an almost completely different way, due to the presence of mixed terms dependent on the uncertainty $\delta(u)$. All the main steps of the proof are reported, for clarity of explanation, although some intermediate steps or some passages identical to the nominal case are here skipped.

We remark that the spirit of the result is the same as Theorem 1 i.e. that by choosing an $\alpha$ small enough, the feedback optimization control algorithm will drive the output of the system to solve the optimization problem (2) despite the presence of an uncertainty in the knowledge of the steady-state input-output map sensitivities.

**Theorem 2.** Let Assumptions 2, 4 and 5 hold. Let $\nabla \Phi$ and $\nabla h$ be globally Lipschitz. Let $\nabla h(u)$ be defined as (5) and let $\delta(u)$ be continuous and its norm bounded i.e.:

$$\|\delta(u)\| \leq M_\delta$$

(7)

Assume further that:

$$\|\nabla_y \Phi(u, y)|_{y=\hat{h}(u)}\| \leq M_\nu$$

(8)

where $\nabla_y \Phi(u, y)|_{y=\hat{h}(u)}$ is the sub-vector of the gradient of $\Phi(u, y)$ relative to $y$, evaluated in $y = \hat{h}(u)$.

Then $\exists \alpha^* > 0$ s.t. for all $0 < \alpha < \alpha^*$, any trajectory of $u$, obtained through the updating rules (3) and (6), for any $u^0 \in \mathcal{W}$, is such that $y = \hat{h}(u)$ converges to the set of first-order optimality points of (4).

IV. BIOPROCESSING EXAMPLE

We will consider a continuous perfusion bioprocess example for which a certain product concentration in the bioreactor, at steady state, has to be maximised. We consider the metabolic network in Fig. 1 where $S_1$ and $S_2$ are substrates, $P_1$ and $P_2$ are products and $X_i$, $i = 1, \ldots, 7$ are internal metabolites. The arrows represent metabolic reactions that happen with rates $v_i$, generally dependent on both reactant and product concentrations. All the reactions in the example network are irreversible, with the only exception of the one whose rate is $v_3$.

After some biologically reasonable assumptions, we can rewrite the vector $v$ of fluxes as the combination of a set of basis vectors known as Elementary Flux Modes:

$$v = E \eta$$

(9)

The interested reader is referred to [10], [11], [12] for a more thorough discussion on the topic. It is remarked that the matrix $E$ in (9) can be evaluated using available software tools (see METATOOL [13]) and depends only on the network topology and the reversibility of the reactions. The matrix $E \in \mathbb{R}^{10 \times 4}$ is not reported here for the sake of space, but we collected all the numerical details of this section in [14] to allow reproducibility of the results.

In a continuous perfusion setting, substrates can be continuously added in the reactor, while cell broth —i.e. all that developed in the bioreactor, including products, substrates and biomass in general— can be continuously removed [8]. By considering only external metabolites, the ones that could actually be measured, the expression (9) and the fact that a continuous perfusion setting is considered, when the system will reach a steady-state the following mass-balance equation will hold:

$$0 = N A_{ext} E \eta - F_1 c_{ext} + F_2 S_m$$

(10)
where \( N \) is the biomass at steady-state, \( c_{\text{ext}} = [s_1 \ s_2 \ p_1 \ p_2] \) is the vector of external metabolites concentrations, \( A_{\text{ext}} \) is the stoichiometric matrix relative to the external metabolites, \( S_{\text{in}} \) is the vector of substrate concentrations in the feed-flow medium, while:

\[
F_1 = \begin{bmatrix} F & 0 & 0 & 0 \\ 0 & F & 0 & 0 \\ 0 & 0 & F & 0 \\ 0 & 0 & 0 & F \end{bmatrix}
\]

\[
F_2 = \begin{bmatrix} F & 0 \\ 0 & F \\ 0 & 0 \\ 0 & 0 \end{bmatrix}
\]

where \( F \) is defined as flow rate per bioreactor volume. We assume standard Monod-type kinetics expressions for the components of \( \eta \), dependent only on the substrates concentration, i.e.:

\[
\eta_j = \eta_{j,\text{max}} \frac{s_1}{s_1 + k_j^s_1} \frac{1}{1 + k_j^l s_1} \frac{s_2}{s_2 + k_j^s_2} \frac{1}{1 + k_j^l s_2} \tag{13}
\]

We will apply the Feedback Optimization scheme \([5] - [4]\), by considering:

\[
y \leftarrow c_{\text{ext}}
\]

\[
u \leftarrow S_{\text{in}}
\]

\[
\Phi \leftarrow \lambda^\top y
\]

\[
G(u) \leftarrow \| \cdot \|^2
\]

We choose to maximize the expression of \( c_{\text{ext}} \), so that, given the expression of \( c_{\text{ext}} \), one have:

\[
\lambda^\top = [0 \ 0 \ 0 \ 1]
\]

The set of feasible inputs is defined by a set of lower and upper bounds on the inflow medium concentrations i.e.:

\[
0 \leq S_{\text{in}}^l \leq S_{\text{in}} \leq S_{\text{in}}^u
\]

\[
0 \leq S_{\text{in}}^l \leq S_{\text{in}}^u \leq S_{\text{in}}^u
\]

In the same way, constraints on the output variables i.e. the external metabolites concentration at steady-state in the bioreactor, are given in terms of lower and upper bounds:

\[
0 \leq s_i \leq s_i \leq \bar{s}_{i}, \quad i \in \{1,2\}
\]

\[
0 \leq p_i \leq p_i \leq \bar{p}_{i}, \quad i \in \{1,2\}
\]

Given the model \((51)\), we can obtain the Jacobian of the input-output steady-state map \( y = h(u) \) by applying the implicit function theorem, which leads to:

\[
\nabla h(u) = [NA_{\text{ext}}E \nabla \eta(y) - F_1]^{-1}_{y=h(u)} F_2 \tag{14}
\]

Being extremely difficult to model exactly the kinetic expression of \( \eta \) we will assume to know an approximation \( \hat{\eta} \) of it, which will lead to:

\[
\nabla \hat{h}(u) = [NA_{\text{ext}}E \nabla \hat{\eta}(y) - F_1]^{-1}_{y=h(u)} F_2 \tag{15}
\]

Following the notation of Section III we have:

\[
\delta(u) = \hat{\nabla} h(u) - \nabla h(u)
\]

implying:

\[
||\delta(u)|| \leq ||[NA_{\text{ext}}E \nabla \hat{\eta}(y) - F_1]^{-1}_{y=h(u)}|| F_2
\]

\[
+ ||[NA_{\text{ext}}E \nabla \eta(y) - F_1]^{-1}_{y=h(u)}|| F_2
\]

By assuming that the matrices \( NA_{\text{ext}}E \nabla \hat{\eta}(y) - F_1 \) and \( NA_{\text{ext}}E \nabla \eta(y) - F_1 \) are non-singular for any \( u \in \mathcal{U} \) and considering the matrix norm induced by the 2-norm of vectors and the fact that \( \mathcal{U} \) is compact, it follows that \( \delta(u) \) is norm-bounded and continuous.

We will now examine two cases: the first one in which the kinetics will be affected by uncertainties in the parameters of the Monod functions, while the second case considers more systematic errors in the modelling, which in this particular case will be simulated by removing one or more columns of the matrix \( E \), as well as the corresponding components of the vector \( \eta \), in \((9)\).

A. Parametric uncertainties

A random perturbation of the kinetic parameters in a 50% range is considered, obtained by uniformly sampling any parameter \( \theta \) in the range \([0.5\theta, 1.5\theta]\) where \( \theta \) is the nominal value of the considered parameter. Six realizations of the uncertainty are simulated. The obtained results are shown in Figure 2 and show clearly how, with a low \( \alpha \) (in this case \( \alpha = 0.0015 \)), convergence of the concentration of \( P_2 \) to the optimum value can be obtained, despite the large parametric uncertainty.

Fig. 2: \( P_2 \) concentration evolution, with a low \( \alpha \), for perturbed kinetics parameters. The solid line is the curve obtained in the nominal case, at the chosen \( \alpha \), while the dashed lines are the curves obtained in six different realizations of the uncertainty.

B. Missing kinetics components

In this second case we consider a more systematic error in the kinetics modelling. In particular we consider six different cases, in five of which one or two columns of \( E \) are removed,
simulating the event where part of the kinetics has not been modelled. As in the previous case, in Figure [3] it is possible to observe convergence of the concentration of $P_2$ to the real optimum value when the step of the Feedback Optimization algorithm is chosen to be small enough (in this case $\alpha = 0.0015$).

Fig. 3: $P_2$ concentration evolution, with a low $\alpha$, when parts of the kinetics are not modelled. The solid line is the curve obtained in the nominal case, at the chosen $\alpha$, while the dashed lines are the curves obtained in the five cases where one or two columns of $E$ are removed.

V. CONCLUSIONS AND FURTHER DEVELOPMENTS

Feedback optimization is a powerful control technique, when a system’s steady-state output should be driven to optimize an objective function. In this work we considered a framework, available in literature, in which the steady-state input-output map is unknown and input and output constraints are included, and we extended the convergence result of the algorithm to the case where bounded uncertainties are present in the map Jacobian. A bioprocessing example has been discussed, to show the potential applicability of the method, to the problem of optimizing the feed-flow medium composition for a bioreactor in continuous perfusion mode, to maximise the yield of molecules of interest. The high complexity of these systems, together with the difficulties of defining an accurate model, inspire the use of a feedback scheme in which output measurements are directly used and a degree of robustness can be expected.

There are possible future developments of this work. In particular, while the class of admitted uncertainty is very large, asking for their continuity with respect to the input will automatically exclude the possibility of considering random noise or to use non-smooth approximation of the Jacobian (e.g. the sign of the Jacobian). Moreover we recognize that condition (8) can be limiting and possibly difficult to verify in general, hence future works should address how this can be relaxed. Another main issue might be the convergence speed of the algorithm. This is a problem in particular in the bioprocessing area, as any single experiment can be expensive, both in terms of resources and time. Possible heuristics where the step-size is dynamically changed can be considered, and should be further investigated. Finally the approach described in Section [IV] should be experimentally validated.

APPENDIX - PROOF OF THEOREM 2

Proof. We start by rewriting (5), as:
\[
\sigma_{\alpha}(u,y) := \arg\min_{w \in \mathbb{R}^p} \|w + G^{-1}(u)(H(u)\nabla \Phi(u,y))^\top + \frac{\delta(u)^\top \nabla_y \Phi(u,y)}{|G(u)|}^2 \|_{G(u)} \tag{16}
\]
\[
\text{s.t. } A(u + \alpha w) \leq b \tag{17}
\]
\[
\|C(y + \alpha \nabla h(u) w + \alpha \delta(u) w)\| \leq d \tag{18}
\]

By closing the feedback loop (i.e., by considering $y = h(u)$) we have $\Phi(u) = \Phi(u,h(u))$, and for the rest of the proof we will have:
\[
u^+ = u + \alpha \sigma_{\alpha}(u) = : T(u) \tag{19}
\]
\[
\sigma_{\alpha}(u) = \arg\min_{w \in \mathbb{R}^p} \|w + G^{-1}(u)(\nabla \Phi(u))^\top + \frac{\delta(u)^\top \nabla_y \Phi(u,y)}{|G(u)|}^2 \|_{G(u)} \tag{20}
\]
\[
\text{s.t. } A(u + \alpha w) \leq b \tag{21}
\]
\[
C(h(u) + \alpha \nabla h(u) w + \alpha \delta(u) w) \leq d \tag{22}
\]

We notice that, given that $\forall h$ and $\nabla \Phi$ are Lipschitz and that $\mathcal{Y}$ is compact, the term $\nabla \Phi$ is Lipschitz. To apply the invariance principle [15] we first need to prove that the map $u^+ = T(u)$ is invariant with respect to $\mathcal{Y}$ and that it is continuous in $u$.

These two facts can be proven by following the same steps as in [6], as (21) holds and the dependence from $w$, of the functions involved in (19), (22), is the same in the objective function, and it is still linear in the constraints.

Before proceeding we recall the following Descent Lemma [16], which will be instrumental in the following.

Lemma 1 (Descent Lemma). Given a continuously differentiable function $f : \mathbb{R}^p \to \mathbb{R}$ with $L$-Lipschitz derivative $\nabla f$, for all $x, z \in \mathbb{R}^p$ it holds that $f(z) - f(x) - \nabla f(x)(z-x) \leq \frac{L}{2}||z-x||^2$.

We now prove the following Lemma, showing how the constraint violation on the output, committed at every step of the algorithm, can be bounded.

Lemma 2. Let $l_i$ be the Lipschitz constant for $C_i \nabla h(u)$, $\forall i \in 1, \ldots, l$. Given the iteration (18), and any $u \in \mathcal{Y}$ we have:
\[
C_i h(u^+) - d_i \leq -\alpha C_i \delta(u) \sigma_{\alpha}(u) + \frac{l_i}{2} ||\alpha \sigma_{\alpha}(u)||^2
\]

Proof. The proof of this fact is similar to [6, Lemma 4]. First of all we point out that $C_i \nabla h(u)$ is Lipschitz, as $\forall h(u)$
is Lipschitz and $C_i$ is a constant vector. Using the Descent Lemma we have:

$$C_i h(u^+) - C_i h(u) \leq C_i \nabla h(u)(\alpha \sigma_\alpha(u)) + \frac{L_i}{2} ||\alpha \sigma_\alpha(u)||^2$$

Given that (22) should be satisfied by $w = \sigma_\alpha(u)$, it follows:

$$C_i h(u^+) - d_i \leq -\alpha C_i \delta(u) \sigma_\alpha(u) + \frac{L_i}{2} ||\alpha \sigma_\alpha(u)||^2$$

The main idea of the proof is to find a Lyapunov function $V$ and show that this is non-increasing along the trajectories of $u$, for any initial condition $u_0$, so that the Invariance Principle [15] can be applied. We will consider the same Lyapunov function as in [6]:

$$V(u) = \Phi(u) + \xi \left( \sum_{i=1}^{l} \max\{0, C_i h(u) - d_i\} \right)$$

where $\xi \in \mathbb{R}$ has the property that:

$$\xi \geq \sup_{u \in \mathcal{U}} \{\mu_i^*(u)\}$$

with $\mu_i^*(u)$ being the Lagrange multiplier with respect to the $i$-th constraint in (22). It is remarked that such $\xi$ exists due to [6, Theorem 2]. To show the monotonicity property of the Lyapunov function with respect to any given trajectory $\tilde{u} := \{u_0, u_1, \ldots \}$, we will rewrite problem (19) – (22) in an equivalent form, as follows:

$$\sigma_\alpha(u) = \arg \min_{w \in \mathbb{R}^p} \alpha \frac{1}{2} w^\top G(u) w + \nabla \Phi(u)^\top w + \delta(u) \nabla_y \Phi(u, y)|_{y=h(u)}$$

subject to:

$$\alpha A w \leq b - A u$$

$$\alpha C \nabla h(u) + \delta(u) w \leq d - C(h(u))$$

where all the terms independent of $w$ in the objective have been removed and the objective function has been multiplied by the positive scalar $\frac{\alpha}{2}$. Before stating and proving the Lemma about the non-increasing nature of $V$, we recollect the following KKT conditions, where $\nu$ and $\mu$ are the Lagrange multipliers of the constraints (27) and (28) respectively:

- **Stationarity:**
  $$\alpha w^\top G(u) + \alpha \nabla \Phi(u) + \alpha \delta(u) \nabla_y \Phi(u, y)|_{y=h(u)} + \alpha v^\top A + \alpha \mu^\top [C(\nabla h(u) + \delta(u))] = 0$$

- **Complementary Slackness:**
  $$\nu_j (\alpha A_j w - b_j + A_j u) = 0 \quad j = 1, \ldots, q$$

  $$\mu_i (\alpha C_i \nabla h(u) w + \alpha C_i \delta(u) w - d_i + C_i h(u)) = 0 \quad i = 1, \ldots, l$$

- **Primal Feasibility:**
  $$\alpha A w \leq b - A u$$

  $$\alpha C \nabla h(u) + \delta(u) w \leq d - C(h(u))$$

- **Dual Feasibility:**
  $$\nu_i \geq 0$$

  $$\mu_i \geq 0$$

The above conditions will hold at the optimal points of (25) – (28). The following lemma can now be proved.

**Lemma 3.** Let Assumptions 2, 4 and 5 be satisfied. Let $V$ be the Lyapunov function defined in (23), where $\xi$ satisfies (24). Let $L$ be the Lipschitz constant for $\nabla \Phi(u)$ and $l_i$ be the Lipschitz constant for $C_i \nabla h(u)$, $\forall i \in 1, \ldots, l$. Given the update rule (18), $V(u^+) \leq V(u)$ is satisfied for all $u \in \mathcal{U}$, if:

$$0 < \alpha < \alpha^*$$

with

$$\alpha^* = \frac{\lambda_{\min}(G(u))}{M_\delta \cdot M_V + L + \xi \sum_{i=1}^{l} \frac{l_i}{2} ||C_i|| M_\delta}$$

**Proof.** First of all we write $V(u^+) - V(u)$ as:

$$V(u^+) - V(u) = \Phi(u^+) - \Phi(u) + \xi \left( \sum_{i=1}^{l} \max\{0, C_i h(u) - d_i\} - \max\{0, C_i h(u) - d_i\} \right)$$

We first examine the term $\Phi(u^+) - \Phi(u)$. Being $\nabla \Phi L$ – Lipschitz, from the Descent Lemma it follows:

$$\Phi(u^+) \leq \Phi(u) + \nabla \Phi(u)(\alpha \sigma_\alpha(u)) + \frac{L}{2} ||\alpha \sigma_\alpha(u)||^2$$

From now on we write $w = \sigma_\alpha(u)$, for ease of notation, as we are assuming that (25) – (28) is solved to update the input $u$, hence:

$$\Phi(u^+) - \Phi(u) \leq \alpha \nabla \Phi(u) w + \frac{L}{2} \alpha^2 ||w||^2$$

We can further bound the term $\alpha \nabla \Phi(u) w$ by recurring to the above KKT conditions, in particular using Stationarity and Complementary Slackness, and we can write:

$$\alpha \nabla \Phi(u) w \leq -\alpha \nabla^\top G(u) w$$

$$-\alpha \delta(u) \nabla_y \Phi(u, y)|_{y=h(u)} w + \sum_{i=1}^{l} \nu_i \max\{0, C_i h(u) - d_i\}$$

where the inequality follows from the fact that $u \in \mathcal{U}$ and that $r \leq \max\{0, r\}$, for all $r \in \mathbb{R}$.

Moreover, by applying Lemma 2 it follows:

$$\max\{0, C_i h(u^+) - d_i\} \leq \max\{0, \frac{l_i}{2} \alpha^2 ||w||^2 - \alpha C_i \delta(u) w\}$$

Combining (34) – (37), and by the definition of $\xi$ it
follows:

\[
V(u^+) - V(u) \leq \alpha w^T G(u)w + \frac{L}{2} \alpha^2 ||w||^2 + \alpha \delta(u) \nabla \Phi(u,y)_{y=h(u)}w + \xi \sum_{i=1}^{l} \max\{0, \frac{L}{2} \alpha^2 ||w||^2 - \alpha C_i \delta(u)w\}
\]

To further bound the difference \(V(u^+) - V(u)\), we now need to deviate from the proof of Theorem 1 in [6] as, differently from the nominal case, various mixed terms dependent on \(\delta(u)\) appear.

We recall the following property, valid for any couple of vectors \(u, v \in \mathbb{R}^n\):

\[
u^T v = ||u+v||^2 - \frac{1}{4}||u||^2 - ||v||^2
\]

which allows us to write:

\[
\alpha C_i \delta(u)w = \left(\frac{L}{2} \alpha C_i \delta(u)w + \frac{L}{2} \alpha^2 ||w||^2 - \frac{1}{4} ||(\alpha C_i \delta(u))^T ||^2 - ||w||^2\right)
\]

Moreover, from the triangle inequality of norms, the following inequality holds, for any couple of vectors \(u, v \in \mathbb{R}^n\):

\[
||u + v||^2 \geq ||u||^2 + ||v||^2 - 2||u|| \cdot ||v||
\]

From (44) it follows:

\[
-\frac{1}{2} \left(\frac{L}{2} \alpha C_i \delta(u)w + \frac{L}{2} \alpha^2 ||w||^2 - \frac{1}{4} ||(\alpha C_i \delta(u))^T ||^2 - ||w||^2\right)
\]

which used together with (40) implies:

\[
\max\{0, \frac{L}{2} \alpha^2 ||w||^2 - \alpha C_i \delta(u)w\} \leq \max\{0, \frac{L}{2} \alpha^2 ||w||^2 - \frac{1}{4} ||(\alpha C_i \delta(u))^T || - ||w||\} = \frac{L}{2} \alpha^2 ||w||^2 - \frac{1}{4} ||(\alpha C_i \delta(u))^T || - ||w||
\]

where the last equality follows from the positivity of all the components in the second term of the max function.

Following a similar reasoning for the term \(\alpha \delta(u) \nabla \Phi(u,y)_{y=h(u)}w\), we get:

\[
-\alpha \delta(u) \nabla \Phi(u,y)_{y=h(u)}w \leq \frac{L}{2} \alpha^2 ||w||^2 - \frac{1}{2} ||(\alpha \delta(u))^T || \cdot ||w||
\]

\[
||Ax|| \leq ||A|| \cdot ||x||, \quad \forall x \in \mathbb{R}^n
\]

for any \(A \in \mathbb{R}^{m \times n}\), which in turn implies that:

\[
||\alpha \delta(u) \nabla \Phi(u,y)_{y=h(u)}|| \leq ||\alpha \delta(u)|| \cdot ||\nabla \Phi(u,y)_{y=h(u)}||
\]

\[
||\alpha \delta(u) \nabla \Phi(u,y)_{y=h(u)}|| \leq ||\alpha \delta(u)|| \cdot ||\nabla \Phi(u,y)_{y=h(u)}||
\]

From (42) and (43), we can rewrite (38) as:

\[
V(u^+) - V(u) \leq \alpha \lambda_{\text{min}}(G(u)) \cdot ||w||^2 + \frac{L}{2} \alpha^2 ||w||^2 + \frac{1}{4} \alpha^2 ||\delta(u)|| \cdot ||\nabla \Phi(u,y)_{y=h(u)}|| - ||w|| + \xi \sum_{i=1}^{l} \frac{L}{2} \alpha^2 ||w||^2 + \frac{1}{4} \alpha^2 ||C_i|| \cdot ||\delta(u)|| \cdot ||w||
\]

The terms \(||\delta(u)||\) and \(||\nabla \Phi(u,y)_{y=h(u)}||\) are bounded by hypothesis, so (46) can be rewritten as:

\[
V(u^+) - V(u) \leq \alpha \lambda_{\text{min}}(G(u)) \cdot ||w||^2 + \frac{L}{2} \alpha^2 ||w||^2 + \frac{1}{2} \alpha^2 M_{\delta} \cdot M_{\Phi} \cdot ||w|| + \frac{1}{2} \alpha^2 ||C_i|| |M_{\delta} \cdot ||w|| + \xi \sum_{i=1}^{l} \frac{L}{2} \alpha^2 ||w||^2
\]

By considering the three cases where \(w = 0, ||w|| \leq 1\) or \(||w|| > 1\), it holds that, by choosing \(\alpha\) satisfying:

\[
0 < \alpha < 2 \cdot \frac{\lambda_{\text{min}}(G(u))}{M_{\delta} \cdot M_{\Phi} + L + \xi \sum_{i=1}^{l} \frac{L}{2} ||C_i|| |M_{\delta}}
\]

we get \(V(u^+) \leq V(u)\). \(\square\)

With \(\alpha\) selected as in Lemma 3, we can apply the Invariance Principle [15], which implies that for some \(e \in V(\mathbb{R})\), the trajectory \(u = \{u_0, u_1, \ldots\}\) will converge to the largest invariant of:

\[
V^{-1}(e) \cap \{u \in \mathbb{R} \mid V(u^+) = V(u)\}
\]

In the above set, i.e. when \(V(u^+) = V(u)\), it holds:

\[
0 \leq -\alpha w^T G(u)w + \frac{L}{2} \alpha^2 ||w||^2 + \alpha \delta(u) \nabla \Phi(u,y)_{y=h(u)}w + \sum_{i=1}^{l} (\xi - \mu_i) \left(\max\{0, C_i(h(u) - d_i)\}\right) + \xi \sum_{i=1}^{l} \left(\max\{0, \frac{L}{2} \alpha^2 ||w||^2 - \alpha \delta(u)w\}\right)
\]

However, by choosing \(\alpha\) as in Lemma 3, the right-hand side of the above inequality is negative if \(w \neq 0\), implying \(w = 0\). By the update rule [3], it follows that, in the convergence set, \(u^+ = u\) and that \(C_i(h(u) \leq d_i, \forall i \in 1, \ldots, l\). We can conclude the proof as in [6]. \(\square\)
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VI. NUMERICAL DATA FOR EXAMPLE IN "ROBUSTNESS OF A FEEDBACK OPTIMIZATION SCHEME WITH APPLICATION TO BIOPROCESS MANUFACTURING"

A. Introduction

In the following all the numerical details of the bioprocessing example for the above paper "Robustness of a feedback optimization scheme with application to bioprocess manufacturing", submitted for the Conference on Decision and Control 2021, are presented, for the purpose of reproducibility of the results. The metabolic network taken into exam is reported in Figure 4.

B. Numerical example data

Mass-balance steady-state equation:

\[ 0 = N A_{ext} E \eta - F_1 c_{ext} + F_2 S_{in} \]  
(51)

Biomass at steady-state:

\[ N = 2.15 \]

External metabolites stoichiometric matrix:

\[ A_{ext} = \begin{bmatrix} -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \end{bmatrix} \]

(52)

Macro-reaction rates kinetic expressions:

\[ \eta_1 = s_1 \frac{s_1}{s_1 + 1} \frac{1}{s_2 + 1} \frac{1}{s_2 + 2} \frac{1}{s_1 + s_2} \]

\[ \eta_2 = s_1 \frac{s_1}{s_1 + 1} \frac{1}{s_2 + 1} \frac{1}{s_2 + 4} \frac{1}{s_1 + s_2} \]

\[ \eta_3 = s_1 \frac{s_1}{s_1 + 1} \frac{1}{s_2 + 1} \frac{1}{s_2 + 0.5} \frac{1}{s_1 + s_2} \]

\[ \eta_4 = 0.3 \cdot \left( \frac{s_1}{s_1 + 0.25} \right) \frac{1}{s_2 + 0.25} \frac{1}{s_2 + 0.25} \frac{1}{s_1 + 0.25 s_1} \]

(53)
Elementary flux modes matrix:

\[ E = \begin{bmatrix} e_1 & e_2 & e_3 & e_4 \end{bmatrix} = \begin{bmatrix} 0 & 1 & 2 & 1 \\ 2 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 1 & 1 \\ 1 & 1 & 1 & 0 \\ -1 & 1 & 1 & 0 \end{bmatrix} \] (54)

**Remark 1.** By computing the EFM matrix \( E \) using METATOOL [13] for the network in Figure 4 one will obtain 7 columns instead of 4. This is not an error, as we selected for this particular examples the columns \( e_2, e_3, e_4 \) and \( e_5 \) of the original matrix, by imposing \( \eta_1 = \eta_6 = \eta_7 = 0 \). \( \eta_2, \eta_3, \eta_4 \) and \( \eta_5 \) are respectively renamed as \( \eta_1, \eta_2, \eta_3 \) and \( \eta_4 \), while \( e_2, e_3, e_4 \) and \( e_5 \) are respectively renamed as \( e_1, e_2, e_3 \) and \( e_4 \). ◀

Input and output constraints:

\[
\begin{align*}
0 & \leq S_1 \text{ in} \leq 100 \\
0 & \leq S_2 \text{ in} \leq 100 \\
0 & \leq S_1 \leq 100 \\
0 & \leq S_2 \leq 100 \\
0 & \leq P^1 \leq 100 \\
0 & \leq P^2 \leq 100 
\end{align*}
\]

where \( S_{in}^i \) is the concentration of the \( i \)-th substrate in the feed-flow, \( S^i \) is the concentration of the \( i \)-th substrate at steady state in the bioreactor, while \( P^i \) is the concentration of the \( i \)-th product at steady state in the bioreactor.

Perfusion matrices:

\[
F_1 = \begin{bmatrix} F & 0 & 0 & 0 \\ 0 & F & 0 & 0 \\ 0 & 0 & F & 0 \\ 0 & 0 & 0 & F \end{bmatrix} \quad \text{(61)}
\]

\[
F_2 = \begin{bmatrix} F & 0 \\ 0 & F \\ 0 & 0 \\ 0 & 0 \end{bmatrix} \quad \text{(62)}
\]

\[
F = 0.5 \quad \text{(63)}
\]

**C. Simulations**

1) **Perturbed parameters knowledge:** For the simulations in Figure 5 six realizations of random perturbations, in a 50% range, on all the kinetic parameters in (53) are considered. These realizations are obtained by uniformly sampling any parameter \( \theta \) in the range \([0.5 \bar{\theta}, 1.5 \bar{\theta}]\), where \( \bar{\theta} \) is the nominal value of the considered parameter. Each dashed line represents the output evolution when one of these realization, and the associated perturbed parameters are assumed to be the ones available for the model, while the real parameters are the nominal ones. The nominal parameters are the ones presented in (53).

2) **Missing kinetics:** For the simulations in Figure 6 the kinetics model available will be missing some components, and in order to implement this we removed one or two columns from the matrix \( E \) and also removed the associated components of the vector \( w \). In particular the following cases are considered:

- Nominal case (solid blue line);
Fig. 5: \( P_2 \) concentration evolution, with a low \( \alpha \), for perturbed kinetics parameters. The solid line is the curve obtained in the nominal case, at the chosen \( \alpha \), while the dashed lines are the curves obtained in six different realizations of the uncertainty.

- \( e_2 \) and \( \eta_2 \) are missing (purple dashed);
- \( e_3 \) and \( \eta_3 \) are missing (yellow dashed);
- \( e_4 \) and \( \eta_4 \) are missing (red dashed);
- \( e_2, e_3, \eta_2, \eta_3 \) are missing (light blue dashed);
- \( e_3, e_4, \eta_3, \eta_4 \) are missing (green dashed);
Fig. 6: $P_2$ concentration evolution, with a low $\alpha$, when parts of the kinetics are not modelled. The solid line is the curve obtained in the nominal case, at the chosen $\alpha$, while the dashed lines are the curves obtained in the five cases where one or two columns of $E$ are removed.