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Abstract

We prove the equality of three conjectural formulas for the Brumer–Stark units. The first formula has essentially been proven, so the present paper also verifies the validity of the other two formulas.
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1 Introduction

In this paper we prove the equality of three conjectural formulas for Brumer–Stark units made by the first author in [5], [8], and [9] (the last two of these, in collaboration with Spieß).

One significance of this result is that the first formula has essentially been proven in [6], so the present paper also verifies the validity of the other two formulas. Additionally, the third formula, made in [9], relates to a conjecture for the principal minors of the Gross–Regulator matrix. The validation of the third formula here gives a proof of this conjecture for the diagonal entries. Our work generalizes a partial result in this direction established in [12]. See [6] for a discussion of the application of the these formulas toward explicit class field theory.

We now describe our results more precisely. Let $F$ denote a totally real field, and let $H$ denote a finite abelian extension of $F$. Write $G = \text{Gal}(H/F)$. Let $R_\infty$ denote the set of archimedean places of $F$. Let $R$ be a finite set of places of $F$ containing $R_\infty$ and the places that are ramified in $H$. Fix a prime ideal $\mathfrak{p} \notin R$ that splits completely in $H$ and let $S = R \cup \{ \mathfrak{p} \}$. Finally, we consider an auxiliary finite set $T$ of primes of $F$, disjoint from $R \cup \{ \mathfrak{p} \}$ and satisfying a standard minor condition (see §2.2). The following conjecture was first stated by Tate and called the Brumer–Stark conjecture, [16, Conjecture 5.4].

**Conjecture 1.1.** Let $\mathfrak{p}$ be a prime in $H$ above $\mathfrak{p}$. There exists an element

$$w_T \in \mathcal{U}_\mathfrak{p} = \{ u \in H^* : |u|_v = 1 \text{ if } v \text{ does not divide } \mathfrak{p} \}$$

such that $w_T \equiv 1 \pmod{T}$, and for all $\sigma \in G$, we have $\text{ord}_\mathfrak{p}(w_T^\sigma) = \zeta_{R,T}(H/F, \sigma, 0)$.

Here $v$ ranges over all finite and archimedean places of $H$; in particular, each complex conjugation in $H$ acts as an inversion on $\mathcal{U}_\mathfrak{p}$. The definition of the partial zeta function $\zeta_{R,T}(H/F, \sigma, 0)$ is recalled in §2.2. The conjectural element $w_T \in \mathcal{U}_\mathfrak{p}$ satisfying Conjecture 1.1 is called the Brumer–Stark unit for the data $(S, T, H, \mathfrak{p})$.

Conjecture 1.1 has been recently proved away from 2 in joint work of the first author and Kakde [7]. It is convenient for us to package together $w_T$ and its conjugates over $F$ into an element of $H^* \otimes \mathbb{Z}[G]$ that we call the Brumer–Stark element:

$$u_\mathfrak{p} = \sum_{\sigma \in G} w_T^\sigma \otimes [\sigma^{-1}] \in H^* \otimes \mathbb{Z}[G].$$

There have been three formulas conjectured for the image of the Brumer–Stark element $u_\mathfrak{p}$ in $F_\mathfrak{p}^* \otimes \mathbb{Z}[G]$. In [5] the first author conjectured a $p$-adic analytic formula for $u_\mathfrak{p}$ following the methods
of Shintani and Cassou-Noguès. We denote this formula by $u_1$ and state it precisely in §3. The
other two formulas, which we denote $u_2$ and $u_3$, were defined in joint work of the first author with
Spieß in [8] and [9], respectively. Both of these formulas are cohomological in nature and are defined
using the Eisenstein cocycle. They are stated precisely in §5 and §6. The following combines the
conjectures of the first author (for $i = 1$) and the first author with Speiß (for $i = 2, 3$).

**Conjecture 1.2.** For $i = 1, 2, 3$ we have $u_i = u_p$.

The main result of this paper is the following.

**Theorem 1.3.** The three conjectural formulas for the Brumer–Stark element $u_p$ are equal, i.e.
$u_1 = u_2 = u_3$ in $F^*_p \otimes \mathbb{Z}[G]$.

Recent work of the first author with Kakde has proved that $u_1 = u_p$ up to a root of unity under
some mild assumptions. Write $\mu(F^*_p)$ for the group of roots of unity in $F^*_p$.

**Theorem 1.4** (Theorem 1.6, [6]). Suppose that the rational prime $p$ below $p$ is odd and unramified
in $F$. Suppose further that there exists $q \in S$ that is unramified in $H$ whose associated Frobenius $\sigma_q$
is the complex conjugation in $G$. Then Conjecture 1.2 for $u_1$ holds up to multiplication by a root of
unity in $F^*_p$:

$$u_1 = u_p \text{ in } (F^*_p/\mu(F^*_p)) \otimes \mathbb{Z}[G].$$

**Remark 1.5.** Theorem 1.3 implies that $u_2 = u_3 = u_p$ in $(F^*_p/\mu(F^*_p)) \otimes \mathbb{Z}[G]$ under the assumptions
of Theorem 1.4.

In §7 we prove that $u_2 = u_3$ via a direct calculation that was foretold in [9]. The proof that
$u_1 = u_2$, which takes up §8, is more interesting and involves a new idea not present in prior work in
this direction. It can be broken into two parts. Suppose that $H/F$ a CM abelian extension $H/F$
of conductor $f$ such that $p$ splits completely in $H$. We note that if $q | f$ then we must have $q \in R$.
Denote by $E_+(f) \subset \mathcal{O}_F^*$ the subgroup of totally positive units congruent to 1 modulo $f$. We then
prove by a direct calculation that

$$u_1(\sigma) \equiv u_2(\sigma) \pmod{E_+(f)),}$$

where $u_i(\sigma)$ denotes the $\sigma$ component of $u_i$. We remark here that showing the above equation first
requires the proof that $u_2 = u_3$.

Next, Let $f'$ be an auxiliary ideal of $\mathcal{O}_F$ that is divisible only by primes dividing $f$. Let $H' \supset H$ $H'$
be another finite abelian CM extension of $F$ in which $p$ splits completely, such that the conductor
of $H'/F$ divides $ff'$. In particular, the extension $H'/F$ is unramified outside $R$. For each $\sigma \in G$, we
then show the norm compatibility relation for $i = 1, 2$,

$$u_i(\sigma, H) = \prod_{\tau \in G' \atop \tau | \mu = \sigma} u_i(\tau, H').$$

(2)

Applying (1) with $H$ replaced by $H'$ and combining with (2), we obtain

$$u_1(\sigma, H) \equiv u_2(\sigma, H) \pmod{E_+(ff')}. \quad (3)$$
If $R \neq R_\infty$, then taking larger and larger conductors $\mathfrak{f}'$ and passing to a limit, we obtain the desired result
\[ u_1(\sigma, H) = u_2(\sigma, H). \]
In the case $R = R_\infty$ we are required to do a little more work. The issue in this case is that $|\mathfrak{f}'| = 1$ for all possible choices and thus working with bigger extensions does not yield more information.

In this case, by adding auxiliary primes into $R$, we are able to show that there exists $\varepsilon \in E_+$ such that for each $\sigma \in G$ we have
\[ u_1(\sigma, H) = \varepsilon u_2(\sigma, H). \]
We then extend the definitions for $u_1$ and $u_2$ to work with the trivial extension $F/F$. We note that this was already done for $u_2$ in [8]. In fact, $u_2$ is defined for any finite abelian extension $H/F$. Furthermore, [8, Proposition 6.3] it is proved that $u_2(H/F) = 1$ if $H$ has at least two real places. In particular, $u_2(F/F) = 1$. We prove that also $u_1(F/F) = 1$. By the norm compatibility property satisfied by $u_1$ and $u_2$ we have
\[ 1 = u_1(F) = \prod_{\sigma \in G} u_1(\sigma, H) = \varepsilon^{[G]} \prod_{\sigma \in G} u_2(\sigma, H) = \varepsilon^{[G]}. \]
Thus $\varepsilon = 1$ and so $u_1 = u_2$.
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2 Preliminaries for the multiplicative integral formula

2.1 Notation

Recall that we have let $F$ be a totally real field of degree $n$ over $\mathbb{Q}$ with ring of integers $\mathfrak{o} = \mathfrak{o}_F$. Let $E_F = \mathfrak{o}_F^*$ denote the group of global units. More generally, for a finite set $S$ of nonarchimedean places of $F$ we denote by $E_S = E_{F,S}$ the group of $S$-units of $F$. We define
\[ \mathcal{S} = \{ q \mid q \text{ where, for some } r \in S, r \mid q \}. \]
We also let $H/F$ be a totally complex extension containing a CM-subfield. Let $\mathfrak{f}$ denote the conductor of the extension $H/F$. We write $E_+(\mathfrak{f})$ for the totally positive units of $F$ that are congruent to 1 (mod $\mathfrak{f}$). Write $G_\mathfrak{f}$ for the narrow ray class group of conductor $\mathfrak{f}$. Let $\ell$ be the order of $\mathfrak{p}$ in $G_\mathfrak{f}$ and suppose that $\mathfrak{p}^e = (\pi)$ with $\pi \equiv 1$ (mod $\mathfrak{f}$) and $\pi$ totally positive. We write $\mathfrak{o} = \mathfrak{o}_\mathfrak{p} - \pi \mathfrak{o}_\mathfrak{p} \subset F_\mathfrak{p}^*$.

Define $\mathbb{A} = \mathbb{A}_F$ as the adele ring of $F$. For a $\mathbb{Q}$-vector space $W$ fix the notation $W_{\mathbb{Z}} = W \otimes_{\mathbb{Z}} \widehat{\mathbb{Z}} = W \otimes_{\mathbb{Q}} \mathbb{A}_\mathbb{Q}$. For an abelian group $A$ and prime number $L$, we put $A_\ell = A \otimes_{\mathbb{Z}} \mathbb{Q}_\ell$.

For a place $v$ of $F$ we put $U_v = \mathbb{R}_+ = \{ x \in \mathbb{R} \mid x > 0 \}$ if $v \mid \infty$ and $U_v = \mathfrak{o}_v^*$ if $v$ is finite. For a set $S$ of places of $F$ we let $\mathbb{A}^S$ denote the adele ring away from $S$. We also define $U^S = \prod_{v \notin S} U_v$, and $U_S = \prod_{v \in S} U_v$. We shall also use the notation $F^S = (\mathbb{A}_F^S \times U_S) \cap F^*$. 
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Finally we note that if we have a function \( f : X \to Z \) and \( X \subseteq Y \) then we can extend \( f \) to a function \( f_1 : Y \to Z \) by defining

\[
f_1(y) = \begin{cases} 
  f(y) & \text{if } y \in X \\
  0 & \text{if } y \in Y - X,
\end{cases}
\]

we call this the extension of \( f \) to \( Y \) by 0.

### 2.2 Partial zeta functions

For \( \sigma \in G = \text{Gal}(H/F) \), we define the partial zeta function

\[
\zeta_R(H/F, \sigma, s) = \sum_{(a,R)=1} N_a^{-s}. 
\]

Here the sum ranges over all integral ideals \( a \subset 0 \) that are relatively prime to the elements of \( R \) and whose associated Frobenius element \( \sigma_a \in G \) is equal to \( \sigma \). The series (6) converges for \( \text{Re}(s) > 1 \) and has a meromorphic continuation to \( \mathbb{C} \), regular outside \( s = 1 \). When the field extension \( H/F \) is clear from context, we drop it from the notation and simply write \( \zeta_R(\sigma, s) \). Since \( p \) splits completely in \( H \), the zeta functions associated to the sets of primes \( R \) and \( S = R \cup \{p\} \) are related by the formula

\[
\zeta_S(\sigma, s) = (1 - Np^{-s})\zeta_R(\sigma, s). 
\]

Recall that we have fixed an auxiliary finite set of primes of \( F \), denoted \( T \), that is disjoint from \( S \). The partial zeta function associated to the sets \( R \) and \( T \) is defined by the group ring equation

\[
\sum_{\sigma \in G} \zeta_{R,T}(\sigma, s)[\sigma^{-1}] = \prod_{\eta \in T} (1 - [\sigma_\eta^{-1}]N\eta^{-1-s}) \sum_{\sigma \in G} \zeta_R(\sigma, s)[\sigma^{-1}]. 
\]

We assume that the set \( T \) contains at least two primes of different residue characteristic or at least one prime \( \eta \) with absolute ramification degree at most \( \ell - 2 \) where \( \eta \) lies above \( \ell \). With this in place, the values \( \zeta_{R,T}(K/F, \sigma, 0) \) are rational integers for any finite abelian extension \( K/F \) unramified outside \( R \) and any \( \sigma \in \text{Gal}(K/F) \). This was shown by Deligne-Ribet [10] and Cassou-Nogués [2].

Our assumption on \( T \) implies that there are no nontrivial roots of unity in \( H \) that are congruent to 1 modulo \( T \). Thus the \( p \)-unit \( u_T \) in Conjecture 1.1, if it exists, is unique. Note also that our \( u_T \) is actually the inverse of the \( u \) in [11, Conjecture 7.4]. Throughout this paper, for ease of notation, we fix \( T = \{\lambda\} \) for an appropriate choice of \( \lambda \).

### 2.3 Shintani zeta functions

Shintani zeta functions are a crucial ingredient in each of the constructions we study. We establish the necessary notation here, following Shintani [13].

For each \( v \in R_\infty \) we write \( \sigma_v : F \to \mathbb{R} \) and fix the order of these embeddings. We can then embed \( F \) into \( \mathbb{R}^n \) by \( x \mapsto (\sigma_v(x))_{v \in R_\infty} \). Note that \( F^* \) acts on \( \mathbb{R}^n \) with \( x \in F^* \) acting by multiplication by \( \sigma_v(x) \) on the \( v \)-component of any vector in \( \mathbb{R}^n \). For linearly independent \( v_1, \ldots, v_r \in \mathbb{R}_+^n \), define the simplicial cone

\[
C(v_1, \ldots, v_r) = \left\{ \sum_{i=1}^r c_i v_i \in \mathbb{R}_+^n : c_i > 0 \right\}. 
\]
Definition 2.1. A Shintani cone is a simplicial cone \( C(v_1, \ldots, v_r) \) generated by elements \( v_i \in F \cap \mathbb{R}^n \). A Shintani set is a subset of \( \mathbb{R}^n_+ \) that can be written as a finite disjoint union of Shintani cones.

We now recall the definition of Shintani zeta functions. Write \( \mathfrak{f} \) for the conductor of the extension \( H/F \). Let \( \mathfrak{b} \) be a fractional ideal of \( F \) relatively prime to \( S \) and \( T \), and let \( D \) be a Shintani set. For each compact open \( U \subseteq \mathfrak{O}_p \), define, for \( \text{Re}(s) > 1 \),
\[
\zeta_R(b, D, U, s) = N \mathfrak{b}^{-s} \sum_{\alpha \in F \cap D, \alpha \in U} N \alpha^{-s}.
\]

We define \( \zeta_R(T(b, D, U, s)) \) in analogy with (7) i.e., by the group ring equation
\[
\sum_{\sigma \in G} \zeta_R(T(b, D, U, s)) [\sigma^{-1}] = \prod_{\eta \in T} (1 - [\sigma^{-1}]N \eta^{-s}) \sum_{\sigma \in G} \zeta_R(b, D, U, s) [\sigma^{-1}]. \tag{8}
\]

It follows from Shintani’s work in [13] that the function \( \zeta_R(T(b, D, U, s)) \) has a meromorphic continuation to \( \mathbb{C} \). We now want to define conditions on the set of primes \( T \) and the Shintani set \( D \) to allow our Shintani zeta functions to be integral at 0.

Definition 2.2. A prime ideal \( \eta \) of \( F \) is called good for a Shintani cone \( C \) if
\begin{itemize}
  \item \( N \eta \) is a rational prime \( \ell \); and
  \item the cone \( C \) may be written \( C = C(v_1, \ldots, v_r) \) with \( v_i \in \mathfrak{O} \) and \( v_i \notin \eta \).
\end{itemize}

We also say that \( \eta \) is good for a Shintani set \( D \) if \( D \) can be written as a finite disjoint union of Shintani cones for which \( \eta \) is good.

Definition 2.3. The set \( T \) is good for a Shintani set \( D \) if \( D \) can be written as a finite disjoint union of Shintani cones \( D = \bigsqcup C_i \) so that for each cone \( C_i \), there are at least two primes in \( T \) that are good for \( C_i \) (necessarily of different residue characteristic by our earlier assumption) or one prime \( \eta \in T \) that is good for \( C_i \) such that \( N \eta \geq n + 2 \).

Remark 2.4. Given any Shintani set \( D \), it is possible to choose a set of primes \( T \) such that \( T \) is good for \( D \). In fact, all but a finite number of prime ideals with prime norm are good for a given Shintani set.

We can now note the required property to allow our Shintani zeta functions to be integral at zero. The proposition below is proved in [5, p.15].

Proposition 2.5. If the set of primes \( T \) is good for a Shintani set \( D \), then
\[
\zeta_{R,T}(b, D, U, 0) \in \mathbb{Z}.
\]

We define a \( \mathbb{Z} \)-valued measure \( \nu(b, D) \) on \( \mathfrak{O}_p \) by
\[
\nu(b, D, U) := \zeta_{R,T}(b, D, U, 0), \tag{9}
\]
for \( U \subseteq \mathfrak{O}_p \) compact open.

We are mostly interested in a particular type of Shintani set, one which is a fundamental domain for the action of \( E_+(\mathfrak{f}) \).
Definition 2.6. We call a Shintani set $D$ a **Shintani domain** if $D$ is a fundamental domain for the action of $E_+(\mathfrak{f})$ on $\mathbb{R}_+^n$. That is,

$$\mathbb{R}_+^n = \bigsqcup_{c \in E_+(\mathfrak{f})} cD \text{ (disjoint union).}$$

The existence of such domains follows the work of Shintani, in particular from [13, Proposition 4]. We note here some simple equalities that follow from the definitions. More details are given in §3.3 of [5]. Recall we have written $G_\mathfrak{f}$ for the narrow ray class group of conductor $\mathfrak{f}$. Let $e$ be the order of $\mathfrak{p}$ in $G_\mathfrak{f}$, and write $\mathfrak{p}^e = (\pi)$ with $\pi \equiv 1 \pmod{\mathfrak{f}}$ and $\pi$ totally positive. We denote by $H_\mathfrak{f}$ the narrow ray class field of $F$ of conductor $\mathfrak{f}$. Let $D$ be a Shintani domain and write $\emptyset = \emptyset_\mathfrak{p} - \pi \emptyset_\mathfrak{p}$. Then,

$$\nu(b, D, \emptyset) = \zeta_{S,T}(H/F, b, 0) = 0, \quad \text{and} \quad \nu(b, D, \emptyset_\mathfrak{p}) = \zeta_{R,T}(H_\mathfrak{f}/F, b, 0).$$

We now give two technical definitions that are necessary in the definition of $u_1$.

**Definition 2.7.** Let $V \subset E_+(\mathfrak{f})$ be a finite index subgroup (which is necessarily free of rank $n - 1$). We call a Shintani set $V$ a **Colmez domain** for $V$ if $D$ is a fundamental domain for the action of $V$ on $\mathbb{R}_+^n$. That is,

$$\mathbb{R}_+^n = \bigsqcup_{\epsilon \in V} \epsilon D \text{ (disjoint union).}$$

We note that in the definition of a Colmez domain we allow ourselves to work with $V = E_+(\mathfrak{f})$, thus the definition includes Shintani domains.

**Proposition 2.8.** Let $V \subset E_+(\mathfrak{f})$ be a finite index subgroup. Let $D$ and $D'$ be Colmez domains for $V$. We may write $D$ and $D'$ as finite disjoint unions of the same number of simplicial cones

$$D = \bigcup_{i=1}^d C_i, \quad D' = \bigcup_{i=1}^d C'_i,$$

with $C'_i = \epsilon_i C_i$ for some $\epsilon_i \in V$, $i = 1, \ldots, d$.

**Proof.** [5, Proposition 3.15] proves this result when $V = E_+(\mathfrak{f})$. The proof of this proposition is analogous. \hfill $\Box$

A decomposition as in (10) is called a **simultaneous decomposition** of the Colmez domains $(D, D')$.

**Definition 2.9.** Let $(D, D')$ be a pair of Colmez domains. A set $T$ is **good** for the pair $(D, D')$ if there is a simultaneous decomposition as in (10) such that for each cone $C_i$, there are at least two primes in $T$ that are good for $C_i$, or there is one prime $\eta \in T$ that is good for $C_i$ such that $N\eta \geq n + 2$.

**Definition 2.10.** Let $D$ be a Colmez domain. If $\beta \in F^*$ is totally positive, then $T$ is **$\beta$-good** for $D$ if $T$ is good for the pair $(D, \beta^{-1}D)$.

**Lemma 2.11** (Lemma 3.20, [5]). Let $D$ be a Shintani set and $U$ a compact open subset of $\mathcal{O}_\mathfrak{p}$. Let $\mathfrak{b}$ be a fractional ideal of $F$, and let $\beta \in F^*$ be totally positive so that $\beta \equiv 1 \pmod{\mathfrak{f}}$ and $\text{ord}_\mathfrak{p}(\beta) \geq 0$. Suppose that $\mathfrak{b}$ and $\beta$ are relatively prime to $R$ and that $\mathfrak{b}$ is also relatively prime to $\mathfrak{T}$. Let $\mathfrak{q} = (\beta)\mathfrak{p}^{-\text{ord}_\mathfrak{p}(\beta)}$. Then

$$\zeta_{R,T}(\mathfrak{b}q, D, U, 0) = \zeta_{R,T}(\mathfrak{b}, \beta D, \beta U, 0).$$
We end this section with a lemma of Colmez that allows us to give an explicit Colmez domain. Let \( \alpha \) be, up to a sign, one of the standard basis vectors of \( \mathbb{R}^n \). Note that its ray \( (\alpha\mathbb{R}_+) \) is preserved by the action of \( \mathbb{R}_+^n \). We define \( \overline{\sigma}_\alpha(v_1, \ldots, v_r) \) to be the union of the cone \( C(v_1, \ldots, v_r) \) with the boundary cones that are brought into the interior of the cone by a small perturbation by \( \alpha \), i.e., the set whose characteristic function is given by

\[
1_{\overline{\sigma}_\alpha(v_1, \ldots, v_r)}(x) = \lim_{h \to 0^+} 1_{C(v_1, \ldots, v_r)}(x + h\alpha).
\]

We use the usual bar notation for homogeneous chains

\[
[x_1 | \ldots | x_{n-1}] = (1, x_1, x_1x_2, \ldots, x_1 \ldots x_{n-1}).
\]

Let \( x_1, \ldots, x_{n-1} \in F \). We define the sign map \( \delta : F^n \to \{-1, 0, 1\} \) by the rule

\[
\delta(x_1, \ldots, x_n) = \text{sign}(\det(\omega(x_1, \ldots, x_n))),(12)
\]

where \( \omega(x_1, \ldots, x_n) \) denotes the \( n \times n \) matrix whose columns are the images of the \( x_i \) in \( \mathbb{R}^n \). We adopt the convention \( \text{sign}(0) = 0 \).

**Lemma 2.12** (Lemma 2.2, [4]). Let \( \alpha \) be, up to a sign, one of the standard basis vectors of \( \mathbb{R}^n \). Let \( \varepsilon_1, \ldots, \varepsilon_{n-1} \in E_+(f) \) such that \( V = \langle \varepsilon_1, \ldots, \varepsilon_{n-1} \rangle \subset E_+(f) \) has finite index. Suppose that for all \( \tau \in S_{n-1} \) we have

\[
\delta([\varepsilon_{\tau(1)} | \ldots | \varepsilon_{\tau(n-1)}]) = \text{sign}(\tau).
\]

Then the Shintani set

\[
D = \bigcup_{\tau \in S_{n-1}} \overline{\sigma}_\alpha([\varepsilon_{\tau(1)} | \ldots | \varepsilon_{\tau(n-1)}]),
\]

is a Colmez domain for \( V \).

The existence of Colmez domains follows from the work of Shintani in [13]. In Lemma 4.5 we show the existence of units \( \varepsilon_1, \ldots, \varepsilon_{n-1} \in E_+(f) \) that satisfy the conditions of Lemma 2.12.

3 The multiplicative integral formula \((u_1)\)

**Definition 3.1.** Let \( I \) be an abelian topological group that may be written as an inverse limit of discrete groups

\[
I = \varprojlim I_\alpha.
\]

Denote the group operation on \( I \) multiplicatively. For each \( i \in I_\alpha \), denote by \( U_i \) the open subset of \( I \) consisting of the elements that map to \( i \) in \( I_\alpha \). Suppose that \( G \) is a compact open subset of a quotient of \( \mathbb{A}_F^\times \). Let \( f : G \to I \) be a continuous map, and let \( \mu \) be a \( \mathbb{Z} \)-valued measure on \( G \). We define the **multiplicative integral**, written with a cross through the integration sign, by

\[
\int_G f(x)d\mu(x) = \lim_{\lambda \to 0} \prod_{i \in I_\alpha} \mu(f^{-1}(U_i)) \in I.
\]

Let \( \lambda \) be a prime of \( F \) such that \( \mathcal{N}\lambda = \ell \) for a prime number \( \ell \in \mathbb{Z} \) and \( \ell \geq n + 2 \). We assume that no primes in \( S \) have residue characteristic equal to \( \ell \).
Definition 3.2. Let \( \mathcal{D} \) be a Shintani domain, and assume that \( \lambda \) is \( \pi \)-good for \( \mathcal{D} \). Define the error term

\[
e(\mathbf{b}, \mathcal{D}, \pi) := \prod_{\epsilon \in E_+} e^{\nu(\epsilon, \mathcal{D} \cap \pi^{-1} \mathcal{D}, \mathcal{O}_p)} e \in E_+ (f).
\]

(13)

By [5, Lemma 3.14], only finitely many of the exponents in (13) are nonzero. [5, Proposition 3.12] and the assumption that \( \lambda \) is \( \pi \)-good for \( \mathcal{D} \) implies that the exponents are integers. We recall from (9) that the measure is defined as

\[
\nu(\mathbf{b}, \epsilon \cap \mathcal{D} \cap \pi^{-1} \mathcal{D}, \mathcal{O}_p) = \zeta_{R, \lambda} (\mathbf{b}, \epsilon \cap \mathcal{D} \cap \pi^{-1} \mathcal{D}, \mathcal{O}_p, 0).
\]

We are now ready to write down the conjectural formula from [5]. We note that for any Shintani domain \( \mathcal{D} \) we can always choose a prime \( \lambda \) that is \( \pi \)-good for \( \mathcal{D} \). In fact, all but a finite number of primes will satisfy this property. Henceforth, we can assume that \( \lambda \) satisfies the property written above and is \( \pi \)-good for \( \mathcal{D} \). We now give the main definition of this section.
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3.1 Transferring to a subgroup

In this section we recall the results [12], which allow us to transfer to a subgroup. Let $V$ be a finite index subgroup of $E_\pm(f)$. Recall that $\pi$ is totally positive, congruent to 1 modulo $f$ and satisfies $(\pi) = p^e$ where $e$ is the order of $p$ in $G_f$. Let $\mathcal{D}'_\nu$ be a Shintani set which is a fundamental domain for the action of $V$ on $\mathbb{R}^n_+$ and assume that $\lambda$ is $\pi$-good for $\mathcal{D}'_\nu$. As before, we shall refer to such Shintani sets as Colmez domains. Let $\mathfrak{b}$ be a fractional ideal of $F$ relatively prime to $S$ and $\overline{X}$.

We define

$$u_1(V, \sigma_\mathfrak{b}) = u_{\mathfrak{p}, \lambda}(\mathfrak{b}, \mathcal{D}'_\nu) := \prod_{v \in V} e^{c_{R, \lambda}(b_v, \mathcal{D}'_\nu, \mathfrak{l}, \mathfrak{p}, 0)} x \mathcal{D}'_\nu x \mathfrak{b}, (\mathcal{D}'_\nu, x),$$

and write $u_1(V) = \sum_{\sigma \in G} u_1(V, \sigma) \otimes [\sigma^{-1}]$.

**Proposition 3.7** (Proposition 6.11, [12]). Let $\mathcal{K}$ and $\mathcal{K}'$ be two Colmez domains for $V$ and $\lambda$ a prime of $F$ such that $\lambda$ is $\pi$-good for $\mathcal{K}$ and $\mathcal{K}'$. If $\lambda$ is also good for $(\mathcal{K}, \mathcal{K}')$, then $u_{\mathfrak{p}, \lambda}(\mathfrak{b}, \mathcal{K}) = u_{\mathfrak{p}, \lambda}(\mathfrak{b}, \mathcal{K}')$.

Let $V \subset E_\pm(f)$ be a finite index subgroup. The following proposition shows the relation between $u_1(\sigma)$ and $u_1(V, \sigma)$.

**Proposition 3.8** (Proposition 6.12, [12]). Let $\mathcal{D}$ be a Shintani domain for $E_\pm(f)$. Let $V$ be a finite index subgroup of $E_\pm(f)$. Write $g_1, \ldots, g_{n-1}$ for a $\mathbb{Z}$-basis of $E_\pm(f)$ such that $g_1^{b_1}, \ldots, g_{n-1}^{b_{n-1}}$ is a $\mathbb{Z}$-basis for $V$. Define

$$\mathcal{D}_V := \bigcup_{j_1=0}^{b_1-1} \cdots \bigcup_{j_{n-1}=0}^{b_{n-1}-1} g_1^{j_1} \cdots g_{n-1}^{j_{n-1}} \mathcal{D}.$$ 

Then, if $b_1, \ldots, b_{n-1} > M$, where $M = M(\pi, g_1, \ldots, g_{n-1})$ is some constant that depends on $g_1, \ldots, g_{n-1}$ and $\pi$ (up to multiplication by an element of $E_\pm(f)$), we have

$$u_{\mathfrak{p}, \lambda}(\mathfrak{b}, \mathcal{D}_V) = u_{\mathfrak{p}, \lambda}(\mathfrak{b}, \mathcal{D})^{[E_\pm(f), V]}.$$

4 Preliminaries for the cohomological formulas

4.1 Continuous maps

For topological spaces $X$ and $Y$ let $C(X, Y)$ denote the set of continuous maps $X \to Y$. If $R$ is a topological ring we let $C_c(X, R)$ denote the subset of $C(X, R)$ of continuous maps with compact support. If we consider $Y$ (resp. $R$) with the discrete topology then we shall also write $C^0_d(X, Y)$ (resp. $C^0_c(X, R)$) instead of $C(X, Y)$ (resp. $C_c(X, Y)$).

Assume now that $X$ is a totally disconnected topological Hausdorff space and $A$ a locally profinite group. We define subgroups $C^0(X, A) \subset C(X, A)$ and $C^0_c(X, A) \subset C_c(X, A)$ by

$$C^0(X, A) = C^0(X, A) + \sum_{K} C(X, K),$$

$$C^0_c(X, A) = C^0_c(X, A) + \sum_{K} C_c(X, K),$$
where the sums are taken over all compact open subgroups $K$ of $A$. So $C^\circ_c(X, A)$ is the subgroup of $C_c(X, A)$ generated by locally constant maps with compact support $X \to A$ and by continuous maps with compact support $X \to K \subseteq A$ for some compact open subgroup $K \subseteq A$. Similarly $C^\circ(X, A)$ is the subgroup of $C(X, A)$ generated by locally constant maps $X \to A$ and by continuous maps $X \to K \subseteq A$ for some compact open $K$.

The following notation is used in the formulation of $u_2$. Given two arbitrary finite, disjoint sets $\Sigma_1, \Sigma_2$ of places of $F$ and a locally profinite group $A$ we put

$$\mathcal{C}_?((\Sigma_1, A))^{\Sigma_2} = C_?((\mathbb{A}_F^{\Sigma_2})^*/U^{\Sigma_1\cup\Sigma_2}, A),$$

where $\Sigma \in \{\phi, \sigma, 0\}$. Here, for a set of places $S$, $U^S$ denotes the subgroup of $\mathbb{A}_F^S$ of ideles $(x_v)_v$ with local components $x_v = 1$ if $v \in S$, $x_v > 0$ if $v \mid \infty$ and $x_v$ is a local unit if $v \notin S \cup R_\infty$.

We also introduce a generalisation of the above notation. For $S_1, S_2$ disjoint sets of places of $F$ let

$$\mathcal{C}_?((S_1, S_2, A))^{S_3} = C_?((\prod_{P \in S_1} F_p \times (\mathbb{A}_F^{S_2})^*/U^{S_1\cup S_2}, A).$$

If $S_3$ is an additional disjoint set of places we also define

$$\mathcal{C}_?((S_1, S_2, A))^{S_3} = C_?((\prod_{P \in S_1} F_p \times (\mathbb{A}_F^{S_1\cup S_3})^*/U^{S_1\cup S_2\cup S_3}, A).$$

### 4.2 Measures

We now wish to attach to a homomorphism $\mu : C_c(X, \mathbb{Z}) \to \mathbb{Z}[G]$ an $A \otimes \mathbb{Z}[G]$-valued measure on $X$ for any abelian group $A$ and finite abelian group $G$. We write the group operation of $A$ multiplicatively. Firstly, by tensoring $\mu$ with the identity we obtain a homomorphism

$$\mu_A : C_c(X, \mathbb{Z}) \otimes (A \otimes \mathbb{Z}[G]) \cong C^0_c(X, A \otimes \mathbb{Z}[G]) \to A \otimes \mathbb{Z}[G].$$

To write this map explicitly we first note that the isomorphism in (14) is given by

$$f \otimes \alpha \mapsto \alpha \cdot f,$$

with inverse $g \mapsto \sum_{\alpha \in A \otimes \mathbb{Z}[G]} (\alpha \otimes g_\alpha),$

where $g_\alpha(x) = 1$ if $g(x) = \alpha$ and 0 otherwise. Here we have $f \in C_c(X, \mathbb{Z})$, $\alpha \in A \otimes \mathbb{Z}[G]$ and $g \in C^0_c(X, A \otimes \mathbb{Z}[G])$. Thus the homomorphism $\mu_A$ is given by

$$\mu_A(g) = \sum_{\alpha \in A \otimes \mathbb{Z}[G]} \left( \sum_{\sigma \in G} \sum_{\tau \in G} \alpha^{\mu_\tau}(g_\alpha) \otimes \sigma \tau \right).$$

Where $\alpha = \sum_{\tau \in G} \alpha_\tau \otimes \tau$, $\mu(g_\alpha) = \sum_{\sigma \in G} \mu_\sigma(g_\alpha)[\sigma]$ and $g_\alpha$ is as defined before. If $A$ is profinite we can consider the homomorphism

$$\mu_A \asymp \lim_{K} \mu_{A/K} : \lim_{K} C_c(X, A/K \otimes \mathbb{Z}[G]) \to \lim_{K} A/K \otimes \mathbb{Z}[G] = A \otimes \mathbb{Z}[G]$$

where $K$ ranges over the open subgroups of $A$. Since $C_c(X, A \otimes \mathbb{Z}[G]) \subseteq \lim_{K} C_c(X, A/K \otimes \mathbb{Z}[G])$, we see that $\mu_A$ extends canonically to a homomorphism $C_c(X, A \otimes \mathbb{Z}[G]) \to A \otimes \mathbb{Z}[G]$ (which we
denote by $\mu_A$ as well). For a general $A$ (not necessarily profinite) we have seen that $\mu$ induces a homomorphism $C_c(X, K \otimes \mathbb{Z}[G]) \to K \otimes \mathbb{Z}[G]$ for every compact open subgroup $K \subset A$. Combining these maps we see that $\mu$ induces a canonical homomorphism $\mu_A: C_c^\omega(X, A \otimes \mathbb{Z}[G]) \to A \otimes \mathbb{Z}[G]$. Define the set of $A \otimes \mathbb{Z}[G]$-valued measures on $X$ to be

$$\text{Meas}(X, A \otimes \mathbb{Z}[G]) = \text{Hom}(C_c^\omega(X, A \otimes \mathbb{Z}[G]), A \otimes \mathbb{Z}[G]).$$

The map $\mu \mapsto \mu_A$ defines a homomorphism $\text{Hom}(C_c(X, \mathbb{Z}[G]), \mathbb{Z}) \to \text{Meas}(X, A \otimes \mathbb{Z}[G])$.

In practice, we apply certain specialisations of the general construction above. In the definition of $u_2$ we construct $\mu \in \text{Hom}(C_c(X, \mathbb{Z}), \mathbb{Z})$ rather than in $\text{Hom}(C_c(X, \mathbb{Z}), \mathbb{Z}[G])$. We include $\text{Hom}(C_c(X, \mathbb{Z}), \mathbb{Z})$ into $\text{Hom}(C_c(X, \mathbb{Z}), \mathbb{Z}[G])$ by the map

$$\nu_1: \text{Hom}(C_c(X, \mathbb{Z}), \mathbb{Z}) \to \text{Hom}(C_c(X, \mathbb{Z}), \mathbb{Z}[G]), \quad \nu_1(\mu)(f) = \mu(f)[\text{id}],$$

for $f \in C_c(X, \mathbb{Z})$.

In the definition of $u_3$ we have a measure on $A$ rather than on $A \otimes \mathbb{Z}[G]$. We include $C_c^\omega(X, A)$ into $C_c^\omega(X, A \otimes \mathbb{Z}[G])$ via the map

$$\nu_2: C_c^\omega(X, A) \to C_c^\omega(X, A \otimes \mathbb{Z}[G]), \quad \nu_2(f)(x) = f(x) \otimes \text{id}_G,$$

for $x \in X$.

### 4.3 Eisenstein cocycles

We now define the Eisenstein cocycle. The cohomological constructions for $u_2$ and $u_3$ require different variations.

Write $S_p$ for the primes of $F$ above $p$ that split completely in $H$. Let $\mathfrak{o}_{F, S_p}$ denote the ring of $S_p$-integers of $F$. For any fractional ideal $b \subset F$ relatively prime to $S$, we let $b_{S_p} = b \otimes \mathfrak{o}_F \mathfrak{o}_{F, S_p}$ denote the $\mathfrak{o}_{F, S_p}$-module generated by $b$. Let

$$U \subset F_{S_p} = \prod_{q \in S_p} F_q$$

be a compact open subset. Let $D$ be a Shintani set. For $s \in \mathbb{C}$ with $\text{Re}(s) > 1$, we define the Shintani $L$-function

$$\mathfrak{L}_R(D, b, U, s) = (Nb)^{-s} \sum_{\xi \in DR \cap b_{S_p}^{-1}, \xi \in U; (\xi, R) = 1} \frac{\text{rec}_{H/F}(\xi)^{-1}}{N\xi^s} \in \mathbb{C}[G]. \tag{15}$$

Here $\text{rec}_{H/F}$ denotes the Artin reciprocity map for the extension $H/F$. It follows from work of Shintani that the $L$-function in (15) has a meromorphic continuation to $\mathbb{C}$. Furthermore, for $D, b$ and $s$ fixed, the values $\mathfrak{L}_R(D, b, U, s)$ form a distribution on $F_{S_p}$ in the sense that for disjoint compact open sets $U_1, U_2 \subset F_{S_p}$, we have

$$\mathfrak{L}_R(D, b, U_1 \cup U_2, s) = \mathfrak{L}_R(D, b, U_1, s) + \mathfrak{L}_R(D, b, U_2, s).$$

Let $\lambda$ be a prime of $F$ such that $N\lambda = \ell$ for a prime number $\ell \in \mathbb{Z}$ and $\ell \geq n + 2$. We assume that no primes in $S$ have residue characteristic equal to $\ell$. We then define the smoothed Shintani $L$-function

$$\mathfrak{L}_{R, \lambda}(D, b, U, s) := \mathfrak{L}_R(D, b\lambda^{-1}, U, s) - \text{rec}_{H/F}(\lambda)^{-1} \ell^{1-s} \mathfrak{L}_R(D, b, U, s).$$
Proposition 4.1. Suppose λ is good for the Shintani set D. Then for a compact open subset \( U \subset F_p \)
\[
\mathcal{L}_{R,\lambda}(D, b, U, 0) \in \mathbb{Z}[G].
\]

Proof. The result follows from [9, Page 7].

Let \( F^*_p \) denote the group of totally positive elements of \( F \). Let \( E_{F_p}^+ \) denote the group of totally positive units in \( \mathcal{O}_{F_p} \) which we view as a subgroup of \( F^*_p \). Let \( x_1, \ldots, x_{n-1} \in F^*_p \). Recall the definition of \( \overline{c}_e \left( x_1, \ldots, x_n \right) \) from (11) and the definition of \( \delta(x_1, \ldots, x_n) \) from (12). The following proposition follows directly from [3, Theorem 1.6].

Proposition 4.2. Let \( x_1, \ldots, x_n \in E_{F_p}^+ \). For a compact open subset \( U \subset F_p \) let
\[
\mu_{b,\lambda}(x_1, \ldots, x_n)(U) := \delta(x_1, \ldots, x_n) \mathcal{L}_{R,\lambda}(\overline{c}_e(x_1, \ldots, x_n), b, U, 0).
\]

Then \( \mu_{b,\lambda} \) is an \( E_{F_p}^+ \)-invariant homogeneous \((n - 1)\)-cocycle yielding a class
\[
\kappa_{b,\lambda} = [\mu_{b,\lambda}] \in H^{n-1}(E_{F_p}^+, \text{Hom}(C_c(F_p, \mathbb{Z}), \mathbb{Z}[G])).
\]

Remark 4.3. The function \( \mu_{b,\lambda}(x_1, \ldots, x_n) \) is viewed as an element of \( \text{Hom}(C_c(F_p, \mathbb{Z}), \mathbb{Z}[G]) \) via the following canonical integration pairing
\[
(f, \mu) \mapsto \int_{F_p} f(t)d\mu(t) = \lim_{||V|| \to 0} \sum_{V \in V} f(t_V)\mu(V)
\]
where the limit is over increasingly finer covers \( V \) of the support of \( f \) by compact open subgroups \( V \subset F_p \) and \( t_V \in V \) is any element of \( V \).

We define the Eisenstein cocycle associated to \( \lambda \) by
\[
\kappa_{\lambda} = \sum_{i=1}^{b} \text{rec}_{H/F}(b_i)^{-1} \kappa_{b_i,\lambda} \in H^{n-1}(E_{F_p}^+, \text{Hom}(C_c(F_p, \mathbb{Z}), \mathbb{Z}[G])).
\]

Here \( \{b_1, \ldots, b_b\} \) is a set of integral ideals representing the narrow class group of \( \mathcal{O}_{F, F_p} \) (i.e., the group of fractional ideals of \( \mathcal{O}_{F, F_p} \) modulo the group of fractional principal ideals generated by totally positive elements of \( F \)).

For more details on this construction, see §2 of [9]. Note that we use \( \text{rec}^{-1}_{H/F} \) rather than \( \text{rec}_{H/F} \) to make our formulation of \( u_3 \) consistent with \( u_p, u_1 \) and \( u_2 \). We expand further on this at the start of §6.

We now give a variation on the Eisenstein cocycle. Let \( E_+(f)_p \) denote the group of \( p \)-units of \( F \) that are congruent to 1 (mod \( f \)). The abelian group \( E_+(f)_p \) is free of rank \( n \). For \( x_1, \ldots, x_n \in E_+(f)_p \), a fractional ideal \( b \) coprime to \( S \) and \( \ell \), and compact open \( U \subset F_p \), we put
\[
\nu_{b,\lambda}^p(x_1, \ldots, x_n)(U) = \delta(x_1, \ldots, x_n) \kappa_{R,\lambda}(b, \overline{c}_e(x_1, \ldots, x_n), U, 0).
\]

Here, the Shintani zeta function is defined in (8), \( \delta \) is defined in (12) and \( \overline{c}_e(x_1, \ldots, x_n) \) is defined in (11). Then \( \nu_{b,\lambda}^p \) is a homogeneous \((n - 1)\) on \( E_+(f)_p \) with values in the space of \( \mathbb{Z} \)-distribution on \( F_p \). This follows from [3, Theorem 2.6]. We obtain a class
\[
\omega_{f, b,\lambda}^p = [\nu_{b,\lambda}^p] \in H^{n-1}(E_+(f)_p, \text{Hom}(C_c(F_p, \mathbb{Z}), \mathbb{Z})).
\]
Here \( \nu^p_{k,\lambda} \) is viewed as an element of \( \text{Hom}(C_c(F_p,\mathbb{Z}),\mathbb{Z}) \) via the integration pairing from Remark 4.3. We also define

\[
\omega^p_{f,\lambda} = \sum_{[b] \in G_f/(p)} \text{rec}_{H/F}(b)^{-1}\omega^p_{f,b,\lambda} \in H^{n-1}(E_+(f)_p, \text{Hom}(C_c(F_p,\mathbb{Z}),\mathbb{Z}[G])),
\]

where the sum ranges over a system of representatives of \( G_f/(p) \). This construction is adapted from the construction of \( \omega^p_{f,\lambda} \) in §3.3 of [9].

We write \( W \) for \( F \) considered as a \( \mathbb{Q} \)-vector space, and \( W_\infty = W \otimes_{\mathbb{Q}} \mathbb{R} \). As before, let \( \lambda \) be a prime of \( F \) such that \( N\lambda = \ell \) for a prime number \( \ell \in \mathbb{Z} \) and \( \ell \geq n + 2 \). We assume that no primes in \( S \) have residue characteristic equal to \( \ell \). Let \( W_\ell = W \otimes_{\mathbb{Q}} \mathbb{Q}_\ell \).

Define \( \phi_\lambda \in C_c(W_\ell,\mathbb{Z}) \) by \( \phi_\lambda = 1_{\mathcal{O}_F \otimes \mathbb{Z}_\ell} - \ell 1_{\lambda \otimes \mathbb{Z}_\ell} \), i.e.

\[
\phi_\lambda(v) = \begin{cases} 
1 & \text{if } v \in (\mathcal{O}_F \otimes \mathbb{Z}_\ell) - (\lambda \otimes \mathbb{Z}_\ell), \\
1 - \ell & \text{if } v \in \lambda \otimes \mathbb{Z}_\ell, \\
0 & \text{if } v \in V_\ell - (\mathcal{O}_F \otimes \mathbb{Z}_\ell).
\end{cases}
\]

By fixing an ordering of the infinite places, \( v \in R_\infty \), we fix an identification \( W_\infty \cong \mathbb{R}^n \). Let \( v \in R_\infty \) be the infinite place corresponding to the standard basis element \( e_1 \in \mathbb{R}^n \).

We define \( F^\ell,v \) as in §2.1. If \( D \) is a Shintani set and \( \Phi \in C_c(W_\mathbb{Z},\mathbb{Z}) \) then, following [8], we define the Dirichlet series

\[
L(D,\Phi;s) = \sum_{v \in W \cap D} \Phi(v)N(v)^{-s}.
\]

It is known to converge for \( \text{Re}(s) > 1 \) and extend to the whole complex plane except for possibly a simple pole at \( s = 0 \). Moreover, if \( D \) and \( \Phi \) are as given in the following proposition then \( L(D,\Phi;s) \) is holomorphic. We remark that the set \( S \) does not appear in the definition of this Dirichlet series.

In the following proposition we will decorate the \( L \)-function with \( \lambda \) since the choice of \( \Phi \) incorporates \( \lambda \) into it.

For a subgroup \( H \subset F^\ell,v \) and an \( H \)-module \( M \), define \( M(\delta) = M \otimes \mathbb{Z}(\delta) \). Thus \( M(\delta) \) is the group \( M \) with \( H \)-action given by \( x \cdot m = \delta(x) xm \) for \( x \in H \) and \( m \in M \).

**Proposition 4.4.** Let \( \omega_1,\ldots,\omega_n \in F^\ell,v \). For a map \( \phi \in C_c(W_{\mathbb{Z}}^\lambda,\mathbb{Z}) \), let

\[
\text{Eis}^0_{F,\lambda}(\omega_1,\ldots,\omega_n)(\phi) = \delta(\omega_1,\ldots,\omega_n)L_\lambda(\mathcal{C}_{e_1}(\omega_1,\ldots,\omega_n),\Phi;0),
\]

where \( \Phi = \phi \otimes \phi_\lambda \). Then \( \text{Eis}^0_{F,\lambda} \) is an \( F^\ell,v \)-homogeneous \( (n-1) \)-cocycle yielding a class

\[
\text{Eis}^0_{F,\lambda} \in H^{n-1}(F^\ell,v, \text{Hom}(C_c(W_{\mathbb{Z}}^\lambda,\mathbb{Z}),\mathbb{Z})(\delta)).
\]

**Proof.** This proposition follows the combination of [8, Definition 4.5] and [8, Lemma 5.1].

### 4.4 Colmez subgroups

In the definitions for the Eisenstein cocycle and its variants the sign map \( \delta \) appears. For the explicit calculations we want to perform later it is convenient if we can work with a finite index subgroup \( V \subset E_+ \) such that \( V = \langle g_1,\ldots,g_{n-1} \rangle \) and that we are able to choose \( \pi \) such that, after writing \( g_n = \pi \),
for $\tau \in S_n$ we have $\delta([g_{r(1)} | \ldots | g_{r(n-1)}]) = \text{sign}(\tau)$.

We refer to such subgroups as Colmez subgroups. We define

$$\text{Log} : \mathbb{R}_+^n \to \mathbb{R}^n, \quad (x_1, \ldots, x_n) \mapsto (\log(x_1), \ldots, \log(x_n)).$$

Let $\mathcal{H} \subset \mathbb{R}^n$ be the hyperplane defined by $\text{Tr}(z) = 0$. Then, $\text{Log}(E_+)$ is a lattice in $\mathcal{H}$. If $z = (z_1, \ldots, z_n) \in \mathbb{R}^n$ and $\text{Log}(z) \in \mathbb{R}^n$ is not an element of $\mathcal{H}$, then we define the projection

$$z_{\mathcal{H}} = (z_1 \ldots z_n) - \frac{1}{n} \cdot z.$$

We have $\text{Log}(z_{\mathcal{H}}) \in \mathcal{H}$. Note that $z$ and $z_{\mathcal{H}}$ lie on the same ray in $\mathbb{R}^n$. For any $M > 0$ and $i = 0, 1, \ldots, n - 1$, write $l_i(M)$ for the element of $\mathcal{H}$ which has value $M$ in the $(i + 1)$ place and $-M/(n - 1)$ in the other places. We endow $\mathbb{R}^n$ with the sup-norm. We denote by $B(x, r)$ the ball centred at $x$ of radius $r$.

The following lemma, which builds on [4, Lemma 2.1], allows us to find a collection of possible subsets $V = \{g_1, \ldots, g_{n-1}\}$ such that we get a nice sign property that allows us to more easily explicitly calculate the Eisenstein cocycle.

**Lemma 4.5.** There exists $R_1 > 0$ such that for all $R > R_1$, $M > K_1(R)$ (where $K_1(R)$ is some constant we define that depends only on $R$) we have the following: For $i = 1, \ldots, n - 1$ let $g_i \in E_+$ and $g_n = g_\pi \in \pi_{\mathcal{H}}E_+$ such that $\text{Log}(g_i) \in B(l_i(M), R)$ and $\text{Log}(g_\pi) \in B(l_0(M), R)$. Then

- $(g_1, \ldots, g_{n-1}) \in E_+$ is a finite index subgroup, and
- For $\tau \in S_n$ we have $\delta([g_{\tau(1)} | \ldots | g_{\tau(n-1)}]) = \text{sign}(\tau)$.

**Proof.** This proof largely follows the ideas of Colmez in his proof of [4, Lemma 2.1]. First, note that both $\text{Log}(E_+)$ and $\text{Log}(\pi_{\mathcal{H}}E_+)$ are lattices inside $\mathcal{H}$. There exists a constant $R_1 := R(E_+, \pi)$ such that for all $M > 0$ and any $r > R(E_+, \pi)$ there exist $g_1, \ldots, g_{n-1} \in E_+$ and $g_\pi \in \pi_{\mathcal{H}}E_+$ such that $\text{Log}(g_i) \in B(l_i(M), r)$ for $i = 1, \ldots, n - 1$ and $\text{Log}(g_\pi) \in B(l_0(M), r)$. The existence of $R_1$ follows from Dirichlet’s Unit Theorem and, in particular, the non-vanishing of the regulator of a number field. Since the $l_i(M)$ form a basis of $\mathcal{H}$, the $\text{Log}(g_i)$ form a free family of finite index in $\text{Log}(E_+)$, if $M$ is large enough relative to $r$, say $M > k(r)$.

Now take $M$ satisfying:

i) $M > 2(n - 1)^4 r$,

ii) $M > (n - 1)^2 \log(n!)$,

iii) $M > k(r)$.

For simplicity, let $K_1(r) = \max(2(n - 1)^4 r, (n - 1)^2 \log(n!), k(r))$ so that we only require $M > K_1(r)$.

Let $\Delta = \det([g_1 | \ldots | g_{n-1}])$. Put $E_i = \exp(M(1 - \frac{i-2}{n-1}))$ and $F_i = \exp(-M(\frac{i-1}{n-1}))$. Hence, the matrix given by $[g_1 | \ldots | g_{n-1}]$ is written

$$
\begin{pmatrix}
1 & \beta_{1,2} F_2 & \beta_{1,3} F_3 & \ldots & \beta_{1,n} F_n \\
1 & \beta_{2,2} F_2 & \beta_{2,3} F_3 & \ldots & \beta_{2,n} F_n \\
1 & \beta_{3,2} F_2 & \beta_{3,3} F_3 & \ldots & \beta_{3,n} F_n \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \beta_{n,2} F_2 & \beta_{n,3} F_3 & \ldots & \beta_{n,n} F_n
\end{pmatrix}
$$
observe:

\[ e^{-\frac{M}{2(n-1)^2}} < \beta_{i,j} < e^{\frac{M}{2(n-1)^2}}. \]

Expand \( \Delta \) and isolate the diagonal term; using the bounds we defined previously we obtain

\[ | \Delta - e^{\frac{nM}{2}} \prod_{i=2}^{n} \beta_{i,i} | \leq (n! - 1)e^{\frac{M}{2(n-1)^2}}e^{M\left(\frac{1}{2} - \frac{n}{n-1}\right)} \]

and so

\[ \Delta \geq e^{\frac{nM}{2}} (e^{\frac{M}{2(n-1)^2}} - (n! - 1)e^{\frac{M}{2(n-1)^2} - \frac{nM}{n-1}}) > 0 \]

according to ii). We then show the other required sign properties in the same way. \( \square \)

It is required in our later calculations to make the following sign calculation.

**Lemma 4.6.** For \( i = 1, \ldots, n-1 \) let \( g_i \in E_+ \) be chosen as in Lemma 4.5. Write \( S \) for the \( n \times n \) matrix with rows \( \log(g_1), \ldots, \log(g_{n-1}), v_0 \) where \( v_0 = (1, \ldots, 1) \in \mathbb{R}^n \). Then, if \( M > 4(n! - 1)R \), we have

\[ \text{sign}(\det(S)) = (-1)^{n-1}. \]

**Proof.** We have

\[
S = \begin{pmatrix}
\frac{-M}{n-1} + \beta_{1,1} & \frac{M}{n-1} + \beta_{1,2} & \frac{-M}{n-1} + \beta_{1,3} & \cdots & \frac{-M}{n-1} + \beta_{1,n} \\
\frac{-M}{n-1} + \beta_{2,1} & -\frac{M}{n-1} + \beta_{2,2} & \frac{M}{n-1} + \beta_{2,3} & \cdots & \frac{-M}{n-1} + \beta_{2,n} \\
\frac{-M}{n-1} + \beta_{3,1} & \frac{-M}{n-1} + \beta_{3,2} & \frac{M}{n-1} + \beta_{3,3} & \cdots & \frac{-M}{n-1} + \beta_{3,n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \frac{-M}{n-1} + \beta_{n-1,1} & \frac{-M}{n-1} + \beta_{n-1,2} & \frac{M}{n-1} + \beta_{n-1,3} & \cdots & M + \beta_{n-1,n}
\end{pmatrix},
\]

where \(-R < \beta_{i,j} < R\). We now subtract the first column from each of the other columns and expand the determinant along the bottom row. This gives, after letting \( B_{i,j} = \beta_{i,j} - \beta_{i,1} \),

\[
\det S = (-1)^{n-1} \det \begin{pmatrix}
\frac{nM}{n-1} + B_{1,2} & B_{1,3} & \cdots & B_{1,n} \\
B_{2,2} & \frac{nM}{n-1} + B_{2,3} & \cdots & B_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
B_{n-1,2} & B_{n-1,3} & \cdots & \frac{nM}{n-1} + B_{n-1,n}
\end{pmatrix}. \tag{18}
\]

Write \( S' \) for the matrix in (18) and note that \(-2R < B_{i,j} < 2R\), for all \( i, j = 1, \ldots, n-1 \). When expanding the determinant of \( S' \) and isolating the diagonal terms using the bounds from before, we observe:

\[
| \det(S') - \prod_{i=1}^{n-1}(\frac{nM}{n-1} + B_{i,i+1}) | \leq (n! - 1)2R\left(\frac{nM}{n-1} + 2R\right)^{n-2}.
\]

Thus,

\[
\det S' \geq \left(\frac{nM}{n-1} - 2R\right)^{n-1} - (n! - 1)2R\left(\frac{nM}{n-1} + 2R\right)^{n-2}.
\]

Since we have assumed \( M > 4(n! - 1)R \) we have

\[
\det S' > \left(\frac{nM}{n-1} - \frac{M}{2(n! - 1)}\right)^{n-1} - \frac{M}{2}\left(\frac{nM}{n-1} + \frac{M}{2(n! - 1)}\right)^{n-2}.
\]
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It thus remains to show that for \( n \geq 2 \) the following holds

\[
\left( \frac{n}{n-1} - \frac{1}{2(n!-1)} \right)^{n-1} - \frac{1}{2} \left( \frac{n}{n-1} + \frac{1}{2(n!-1)} \right)^{n-2} > 0.
\]

(19)

Firstly, one can see by calculating that the inequality holds for \( n = 2 \). Remark that as \( n \) increases the difference between the two terms in brackets decreases, gives that the value of the left hand side of (19) must increase with \( n \). Thus (19) holds.

We now let \( K_2(R) = \max(K_1(R), 4(n! - 1)R) \) so that both Lemma 4.5 and Lemma 4.6 hold if \( M > K_2(R) \).

**Corollary 4.7.** Let \( r > 0 \) be an integer, \( D_+ \) an \( r \times r \) diagonal matrix with positive entries, \( A \in M_{n \times r}(\mathbb{R}) \) and \( S \) as in Lemma 4.6. Then the block matrix

\[
B = \begin{pmatrix} A & D_+ \\ S & 0 \end{pmatrix}
\]

has determinant of sign \((-1)^{n-1}(-1)^r(n+r-1)\).

**Proof.** Write \( d_1, \ldots, d_r \in \mathbb{R}_{>0} \) for the diagonal entries of \( D_+ \). Using cofactor expansion with the last \( r \) columns of \( B \) one can see that the determinant of \( B \) is equal to

\[
\det(S) \prod_{i=1}^r d_i(-1)^{(n+r-i)\rho(i-1)} = \det(S)(-1)^r(n+r-1) \prod_{i=1}^r d_i.
\]

Using Lemma 4.6 and the fact that the entries of \( D_+ \) are positive, the result follows.

We recall the definition of \( k(r) \) from the proof of Lemma 4.5 and note the following lemma.

**Lemma 4.8.** We can choose \( k(r) = K r \) where \( K \) is some constant that does not depend on \( r \). I.e., suppose \( r > R_1 \) and \( M > K r \), if for \( i = 1, \ldots, n - 1 \), we have \( g_i \in E_+ \) with \( \log(g_i) \in B(r, l_i(M)) \) then the \( \log(g_i) \) form a free family of finite index in \( \log(E_+) \).

**Proof.** We claim that it is enough to take \( K = 2(n-1) \). For each \( i = 1, \ldots, n - 1 \), let \( \log(g_i) \in B(r, l_i(M)) \). We then write

\[
\log(g_i) = (\alpha_i(1), \ldots, \alpha_i(n)) \in \mathcal{H}.
\]

It is enough to show that the \( \log(g_i) \) are linearly independent under the projection

\[
\varphi : \mathcal{H} \to \mathbb{R}^{n-1}
\]

\[
(\alpha_1, \ldots, \alpha_n) \mapsto (\alpha_1, \ldots, \alpha_{n-1}).
\]

By the definition of \( l_i(M) \) and our choice of \( r \) it is clear that

\[
\alpha_i(j) > 0 \text{ if } j = i + 1 \quad \text{and} \quad \alpha_i(j) < 0 \text{ otherwise.}
\]

We note that \( \alpha_{n-1}(j) < 0 \) for all \( j \). It follows immediately that the vectors

\[
\varphi(\log(g_1)), \ldots, \varphi(\log(g_{n-1}))
\]

are linearly independent. Thus the \( \log(g_i) \) for a free family of finite index in \( \log(E_+) \).
It follows from the above lemma that if \( M > K_2(R) \) then for any \( \lambda > 0 \) we have that \( \lambda M > K_2(\lambda R) \).

**Lemma 4.9.** There exists

1. \( R_f, R_g > R_1 \),
2. \( M_f > K_2(R_f) \) and
3. \( M_g > K_2(R_g) \),

such that we have the following. Firstly, for \( i = 1, \ldots, n - 1 \) we can choose \( f_i, g_i \in E_+ \) such that \( \text{Log}(f_i) \in B(l_i(M_f), R) \) and \( \text{Log}(g_i) \in B(l_i(M_g), R) \). Furthermore, after writing

\[
V_f = \langle f_1, \ldots, f_{n-1} \rangle \quad \text{and} \quad V_g = \langle g_1, \ldots, g_{n-1} \rangle
\]

we have that \( [E_+: V_f] \) is coprime to \( [E_+: V_g] \).

**Proof.** We firstly choose the \( f_i \in E_+ \) via Lemma 4.5 and Lemma 4.6, and let \( V_f = \langle f_1, \ldots, f_{n-1} \rangle \). I.e., we have \( \text{Log}(f_i) \in B(l_i(M_f), R_f) \) for some \( R_f > R_1 \) and \( M_f > K_2(R_f) \).

By writing the matrix representing the generators we have chosen for \( V_f \) in an upper triangular form, we can make the following choice of generators of \( E_+ \). Let \( \langle \delta_1, \ldots, \delta_{n-1} \rangle = E_+ \) such that for some \( \tau \in S_{n-1} \) we have, for \( i = 1, \ldots, n - 1 \),

\[
f_{\tau(i)} = \delta_i a_i^{-1} \prod_{j=1}^{i-1} \delta_j^{b_{i,j}},
\]

and \( [E_+: V_f] = \prod_{i=1}^{n-1} | a_i |. \) By changing the sign if necessary we choose \( a_1 > 0 \). Furthermore, we note that changing the values of the \( b_{i,j} \) in the choice of \( V_f \) does not change the index of the subgroup.

For ease of notation, let \( a = \prod_{i=1}^{n-1} | a_i |. \) For \( i = 2, \ldots, n - 1 \) there exists \( R_{g,i} > 0 \) and \( M_{g,i} > 0 \) such that for all \( M > M_{g,i} \), there exists \( \alpha \in E_+ \) with \( \text{Log}(\alpha) \in B(l_{\tau(i)}(M), R_{g,i}) \) and

\[
\alpha = \delta_i q_i^{-1} \prod_{j=1}^{i-1} \delta_j^{k_{i,j}},
\]

with \( q_i \) a nonzero integer with absolute value coprime to \( a \). We note that this is only possible for \( i > 2 \) since we require the freedom of having at least one additional component we can vary.

We now consider \( i = 1 \). We have \( \text{Log}(f_{\tau(1)}) = \text{Log}(\delta_1^{a_1}) \in B(l_1(M_f), R_f) \). Therefore any \( q_1 > a_1 \) we have \( \text{Log}(\delta_1^{q_1}) \in B(\frac{a_1}{a_1} l_1(M_f), \frac{a_1}{a_1} R_f) \).

Now let \( R_f' = \max(R_1, R_{g,2}, \ldots, R_{g,n-1}) \) and \( M_f' = \max(M_{g,2}, \ldots, M_{g,n-1}) \). We now find \( q_1 > a_1 \) which is coprime to \( a \) and such that \( \frac{a_1}{a_1} M_f > M_f' \) and \( \frac{a_1}{a_1} R_f > R_f' \).

We now fix \( R_g = \frac{a_1}{a_1} R_f \) and \( M_g = \frac{a_1}{a_1} M_f \). Clearly \( R_g > R_1 \) and it follows from Lemma 4.8 that \( M_g > K_2(R_g) \). We then choose \( g_{\tau(1)} = \delta_1^{q_1} \), it is immediate that \( \text{Log}(g_{\tau(1)}) \in B(l_1(M_g), R_g) \). For \( i = 2, \ldots, n - 1 \), we have shown that there exist \( g_{\tau(i)} \in E_+ \) with \( \text{Log}(g_{\tau(i)}) \in B(l_{\tau(i)}(M_g), R_g) \) and

\[
g_{\tau(i)} = \delta_i^{q_i} \prod_{j=1}^{i-1} \delta_j^{k_{i,j}},
\]

with \( q_i \) a nonzero integer with absolute value coprime to \( a \). Let \( V_g = \langle g_1, \ldots, g_{n-1} \rangle \), the result follows.

\[ \square \]
4.5 1-cocycles attached to homomorphisms

Let \( g : F_p^* \to A \) be a continuous homomorphism, where \( A \) is a locally profinite group. We want to define a cohomology class \( c_g \in H^1(F_p^*, C_c(F_p, A)) \) attached to \( g \). We define an \( F_p^* \)-action on \( C_c(F_p^*, \mathbb{Z}) \) by \((xf)(y) = f(x^{-1}y)\). The following definition is due to Spieß and first appears in [14, Lemma 2.11]. This definition is crucial in making the constructions of the first author and Spieß’s cohomological formulas work and we also remark that the definition is unusual in that it appears as though the cocycle \( z_g \) should be a coboundary. However, it may not be a coboundary since \( g \) does not necessarily extend to a continuous function on \( F_p \).

**Definition 4.10.** Let \( g : F_p^* \to A \) be a continuous homomorphism, where \( A \) is a locally profinite group. Let \( f \in C_c(F_p, \mathbb{Z}) \) such that \( f(0) = 1 \). We define \( c_g \) to be the class of the cocycle

\[
z_{f,g} : F_p^* \to C_c(F_p, A)
\]

defined by \( z_{f,g}(x) = "(1 - x)(g \cdot f)" \), or more precisely

\[
z_{f,g}(x)(y) = (xf)(y) \cdot g(x) + ((f - xf) \cdot g)(y)
\]

for \( x \in F_p^* \) and \( y \in F_p \).

The second term in (20) is allowed to be evaluated at \( 0 \in F_p \) since we can extend continuously the function from \( F_p^* \) to \( F_p \) as

\[(f - xf)(0) = 0.\]

The class \( c_g = [z_{f,g}] \in H^1(F_p^*, C_c(F_p, A)) \) is independent of the choice of \( f \in C_c(F_p, \mathbb{Z}) \) with \( f(0) = 1 \). In particular, we can consider the class \( c_{id} \in H^1(F_p^*, C_c(F_p, F_p)) \). For more details on this construction, see [8, §3.2] and [9, §3.1].

4.6 Homology of a group of units

Recall that \( S_p \) is the set of primes of \( F \) above \( p \) that split completely in \( H \). We label the elements of \( S_p \) by \( p_1, \ldots, p_r \), i.e., we let \( r = \# S_p \). Now let \( 0 \leq k \leq r \) be an integer and write

\[ S_k = \{p_1, \ldots, p_k\}. \]

Here we have \( S_0 = \emptyset \). By Dirichlet’s unit theorem, the group of totally positive \( S_k \)-units \( E_{S_k^+} \) is free abelian of rank \( n + k - 1 \). Thus the homology group \( H_{n+k-1}(E_{S_k^+}, \mathbb{Z}) \) is free abelian of rank 1.

In the cohomological formulas \( u_2 \) and \( u_3 \) we are required to choose a generator of the homology group with the correct choice of sign. Let \( E_+ = \{\varepsilon_1, \ldots, \varepsilon_{n-1}\} \). Recall we have written \( G_i \) for the narrow ray class group of conductor \( \mathfrak{f} \). For \( i = 1, \ldots, r \), let \( e_i \) be the order of \( p_i \) in \( G_i \), and write \( p_i^{e_i} = (\pi_i) \) with \( \pi_i \equiv 1 \pmod{\mathfrak{f}} \) and \( \pi_i \) totally positive.

For ease of notation, write \( \pi_i = \varepsilon_{n-1+i} \). We then choose the following generator for the group \( H_{n+k-1}(E_{S_k^+}, \mathbb{Z}) \),

\[
\eta_{S_k} = \mu \sum_{\tau \in S_{n+k-1}} \text{sign}(\tau)[\varepsilon_{\tau(1)} | \ldots | \varepsilon_{\tau(n+k-1)}] \otimes 1.
\]
Here $\mu = \pm 1$ and is equal to the sign of the determinant of a specific matrix. For $k = 0, \ldots, r$, let $L_k = \text{Log} \times \text{ord}_{p_1} \times \cdots \times \text{ord}_{p_k}$. I.e., for $x \in E_{\Delta_k}$ we define

$$L_k(x) = (\log(\sigma_1(x)), \ldots, \log(\sigma_n(x)), \text{ord}_{p_1}(x), \ldots, \text{ord}_{p_k}(x)).$$

Then $\mu$ is the sign of the determinant of the matrix with rows

$$L_k(\pi_1), \ldots, L_k(\pi_k), L_k(\varepsilon_1), \ldots, L_k(\varepsilon_{n-1}), L(1).$$

Here $L(1) \in \mathbb{R}^{n+k-1}$ is the vector with 1 in the first $n-1$ components and 0 in the last $r$ components. This choice is as given in [15, Remark 2.1] in the case $k = 0$.

Let $V \subset E_+$ be a finite index subgroup. Let $V = \langle \varepsilon_1, \ldots, \varepsilon_{n-1} \rangle$ and write $V_{S_k} = V \oplus \langle \pi_1, \ldots, \pi_k \rangle$.

Similarly to (21) we choose a generator

$$\eta_{S_k, V} \in H_{n+k-1}(E_{V_k}, \mathbb{Z}).$$

5 Cohomological formula I $(u_2)$

This section follows the construction given in [8, §3.1]. Throughout this section we use the notation established in §4.1. Let $\eta_p$ be the generator of $H_n(E_{p,+}, \mathbb{Z})$ as defined in (21).

Let $\mathcal{F}$ be a fundamental domain for the action of $F^*/E_{p,+}$ on $(\mathbb{A}_{F}^p)^*/U^p$. Then $1_\mathcal{F}$ is an element of $H^0(E_{p,+}, C(\mathcal{F}, \mathbb{Z}))$ of $(C(\mathcal{F}, \mathbb{Z}))^n_{E_{p,+}}$. Taking the cap product gives $1_\mathcal{F} \cap \eta_p \in H_n(E_{p,+}, C(\mathcal{F}, \mathbb{Z}))$. We now define $\vartheta^p \in H_n(F^*, C_c(\varnothing, \mathbb{Z})^p)$ as the homology class corresponding to $1_\mathcal{F} \cap \eta_p$ under the isomorphism

$$H_n(E_{p,+}, C(\mathcal{F}, \mathbb{Z})) \cong H_n(F^*, C_c((\mathbb{A}_F^p)^*/U^p, \mathbb{Z}))$$

that is induced by $C_c((\mathbb{A}_F^p)^*/U^p, \mathbb{Z}) \cong \text{Ind}_{p_e}^{E_{p,+}} C(\mathcal{F}, \mathbb{Z})$.

We now follow the construction of [8, §6]. Since the local norm residue symbol for $H/F$ at $p$ is trivial we omit it from the reciprocity map, i.e. we consider the homomorphism

$$\text{rec}_H^p : (\mathbb{A}_F^p)^* \to G \mapsto \mathbb{Z}[G]^*, \quad x = (x_v)_{v \in \mathcal{P}} \mapsto \prod_{v \in \mathcal{P}} (x, H/F)_v.$$

Let $R' = R - R_\infty$. We can view $\text{rec}_H^p$ as an element of $H^0(F^*, C_c(R', \mathbb{Z}[G])^p)$ and denote by

$$\rho_{H/F} \in H_n(F^*, C_c(R', \mathbb{Z}[G])^p)$$

its image under the map

$$H^0(F^*, C_c(R', \mathbb{Z}[G])^p) \to H_n(F^*, C_c(R', \mathbb{Z}[G])^p), \quad \psi \mapsto \psi \cap \vartheta^p.$$

Here the cap product is induced by the map

$$C^0(R', \mathbb{Z}[G])^p \times C_c(\varnothing, \mathbb{Z})^p \to C_c^0(R', \mathbb{Z}[G])^p, \quad (\psi, \phi) \mapsto \psi \cdot \phi,$$

(24)
here \( \psi \cdot \phi \) denotes the function \( xU^{R \cap \mathfrak{p}} \mapsto \psi(xU^{R \cap \mathfrak{p}}) \phi(xU^\mathfrak{p}) \).

For a locally profinite abelian group \( A \) we have a canonical map

\[
C_c^\circ(F_p, A) \otimes \mathcal{C}_c(R', \mathbb{Z}[G])^p \to \mathcal{C}_c^\circ(p, R', A \otimes \mathbb{Z}[G]), \quad (f, g) \mapsto f \otimes g,
\]

which induces a cap-product pairing

\[
H^1(F^*, C_c^\circ(F_p, A)) \times H_n(F^*, \mathcal{C}_c(R', \mathbb{Z}[G])^p) \to H_{n-1}(F^*, \mathcal{C}_c^\circ(p, R', A \otimes \mathbb{Z}[G])).
\]

In particular we can consider

\[
c_{id} \cap \rho_{H/F} \in H_{n-1}(F^*, \mathcal{C}_c^\circ(p, R', F_p^* \otimes \mathbb{Z}[G])).
\]

Here \( c_{id} \) is as defined in Definition 4.10. Now choose \( v \in R_\infty \) to be the infinite place corresponding to the standard basis element \( e_1 \in \mathbb{R}^n \). Write \( R_\infty^e = R_\infty - \{ v \} \). Recall that we write \( W \) for \( F \) considered as a \( \mathbb{Q} \)-vector space. In [8, §5.3], the following map is defined.

\[
\Delta_* : H_{n-1}(F^*, \mathcal{C}_c^\circ(p, R', F_p^* \otimes \mathbb{Z}[G])(\delta)) \to H_{n-1}(F^{\ell,v}, C_c^\circ(W_{\ell, \lambda}, F_p^* \otimes \mathbb{Z}[G])(\delta)).
\]

We postpone giving the definition of \( \Delta_* \) until the next section.

Now consider the canonical pairing, where we recall the definition of \( \mu_{F^*} \) from §4.2,

\[
\text{Hom}(C_c(W_{\ell, \lambda}, \mathbb{Z}), \mathbb{Z}) \times C_c^\circ(W_{\ell, \lambda}, F_p^* \otimes \mathbb{Z}[G]) \to F_p^* \otimes \mathbb{Z}[G], \quad (\mu, f) \mapsto \mu \mu_{F^*}(f).
\]

(25)

Noting that \( F^{\ell,v} \) is acting trivially on \( F_p^* \otimes \mathbb{Z}[G] \) we see that (25) induces, via cap-product, a pairing

\[
\cap : H^{n-1}(F^{\ell,v}, \text{Hom}(C_c(W_{\ell, \lambda}, \mathbb{Z}), \mathbb{Z})(\delta)) \times H_{n-1}(F^{\ell,v}, C_c^\circ(W_{\ell, \lambda}, F_p^* \otimes \mathbb{Z}[G])(\delta)) \to F_p^* \otimes \mathbb{Z}[G].
\]

(26)

Recall the Eisenstein cocycle, \( \text{Eis}_{F, \lambda}^0 \), from Proposition 4.4. Applying (26) with the Eisenstein cocycle \( \text{Eis}_{F, \lambda}^0 = \text{Eis}_{F, \lambda}^0 \) and \( \Delta_* (c_{id} \cap \rho_{H/F}) \) we obtain an element \( u_2 = u_{S, \lambda} \in F_p^* \otimes \mathbb{Z}[G], \)

\[
u_2 = u_{S, \lambda} = \sum_{\sigma \in G} u_2(\sigma) \otimes [\sigma^{-1}] = \text{Eis}_{F, \lambda}^0 \cap \Delta_*(c_{id} \cap \rho_{H/F}).
\]

(27)

The first author and Spie\ss then conjecture that the element \( u_2(\sigma) \) is equal to the image of the Gross-Stark unit in \( F_p^* \) under \( \sigma \). We end this section by stating some known properties of this construction.

**Proposition 5.1** (Proposition 6.3, [8]).

a) For \( \sigma \in G \) we have \( \text{ord}_p(u_2(\sigma)) = \zeta_{R, T}(\sigma, 0) \).

b) Let \( L/F \) be an abelian extension with \( L \supset H \) and put \( g = \text{Gal}(L/F) \). Assume that \( L/F \) is unramified outside \( S \) and that \( \mathfrak{p} \) splits completely in \( L \). Then we have

\[
u_2(\sigma) = \prod_{\tau \in g, \sigma | \tau = \sigma} u_2(L/F, \tau).
\]

c) Let \( \tau \) be a nonarchimedean place of \( F \) with \( \tau \not\in S \cup \overline{T} \) where \( \overline{T} \) is as defined in (4). Then we have

\[
u_2(S \cup \{ \tau \}, \sigma) = u_2(S, \sigma)u_2(S, \sigma_\tau^{-1}\sigma)^{-1}.
\]
d) Assume that $H$ has a real archimedean place $w 
mid v$. Then $u_2(\sigma) = 1$ for all $\sigma \in G$.

e) Let $L/F$ be a finite abelian extension of $F$ containing $H$ and unramified outside $S$. Then we have
\[
\text{rec}_p(u_2(\sigma)) = \prod_{\tau \in \text{Gal}(L/F), \tau|H = \sigma^{-1}} \tau^{\varsigma_{S,T}(L/F, \tau^{-1}, 0)}.
\]

Remark 5.2. In the proposition above we correct a small typo in [8, Proposition 6.3, e)] by replacing $\sigma_r$ with $\sigma_r^{-1}$.

5.1 The map $\Delta$.

We now define the map $\Delta_*$. For more information and the more general construction we refer to [8, §5.3].

Throughout this section we let $A = F_p^* \otimes \mathbb{Z}[G]$ to ease notation. For sets $X_1, X_2$ and a map $\psi : X_1 \times X_2 \to A$, we write
\[
\text{Supp}(X_1, X_2, \psi) = \{x_1 \in X_1 \mid \exists x_2 \in X_2 \text{ with } (x_1, x_2) \in \text{supp}(\psi)\}.
\]

Where $\text{supp}(\psi)$ is the support of $\psi$.

Proposition 5.3. Let $X_1, X_2$ be totally disconnected topological Hausdorff spaces, with $X_1$ discrete. Let $A$ be a locally profinite group. The map
\[
C_c(X_1, \mathbb{Z}) \otimes_{\mathbb{Z}} C_c^\circ(X_2, A) \to C_c^\circ(X_1 \times X_2, A, (28)
\]
\[
f \otimes g \mapsto ((x_1, x_2) \mapsto f(x_1) \cdot g(x_2))
\]
is an isomorphism.

Proof. We calculate the inverse map as follows. Let $Y_1 = \text{Supp}(X_1, X_2, \psi) \subseteq X_1$. Note that $Y_1$ is finite since $\psi$ has compact support. Then
\[
\psi \mapsto \sum_{y \in Y_1} 1_y \otimes_{\mathbb{Z}} \psi(y, \cdot) \in C_c(X_1, \mathbb{Z}) \otimes_{\mathbb{Z}} C_c^\circ(X_2, A)
\]

provides an inverse to (28). \hfill $\square$

Corollary 5.4. Let $S_1, S_2$ be finite disjoint sets of finite places and let $S_3$ be a set of infinite places. Then there exists an isomorphism
\[
\mathcal{C}_c^\circ(S_1, S_2, A) \to C(F_{S_3}^*/U_{S_3}, \mathbb{Z}) \otimes \mathcal{C}_c^\circ(S_1, S_2, A)^{S_3}. (29)
\]

Proof. Since we have
\[
\prod_{p \in S_1} F_p \times (\mathbb{A}_F^{S_1})^*/U^{S_1 \cup S_2} = \left( \prod_{p \in S_1} F_p \times (\mathbb{A}_F^{S_1 \cup S_3})^*/U^{S_1 \cup S_2 \cup S_3} \right) \times F_{S_3}^*/U_{S_3}
\]
and $F_{S_3}^*/U_{S_3}$ is finite, we are able to apply Proposition 5.3. \hfill $\square$
For every $w \in R_\infty$ we write $\delta_w : F^*_w \to \{\pm 1\}$ for the sign map. We also put $F^\gamma_{R_\infty} = \prod_{w \in R_\infty} F^*_w$ and define

$$\delta_{R_\infty} : F^\infty_{R_\infty} \to \{\pm 1\} \quad \text{by} \quad (x_w)_{w \in R_\infty} \mapsto \prod_{w \in R_\infty} \delta_w(x_w).$$

Recall that for a subgroup $H \subseteq F^\infty_{R_\infty}$ and an $H$-module $M$, we write $M(\delta_{R_\infty}) = M \otimes \mathbb{Z}(\delta_{R_\infty})$. Thus $M(\delta)$ equals $M$ but with twisted $H$-action given by $x \cdot m = \delta_R^\gamma(x)x_m$ for $x \in H$ and $m \in M$. Tensoring the $(F^\infty_{R_\infty} - \text{equivariant})$ homomorphism

$$C(F^\infty_{R_\infty}/U_{R_\infty}, \mathbb{Z}) \to \mathbb{Z}(\delta_{R_\infty}), \quad f \mapsto \sum_{x \in F^\infty_{R_\infty}/U_{R_\infty}} \delta_{R_\infty}(x)f(x) \quad (30)$$

with $\text{id}_{C_\beta((p), R', A)}$ we obtain, via Corollary 5.4, an $(A_P^\infty)$-equivariant map

$$C_\beta((p), R', A) \to C_\beta((\{p\}, R', A)_{R_\infty}(\delta_{R_\infty}). \quad (31)$$

We now calculate this map explicitly.

**Proposition 5.5.** Let $\psi \in C_\beta((\{p\}, R', A)$. The image of $\psi$ under (31) is given by

$$\sum_{y \in Y_\infty} \delta_{R_\infty}(y)\psi(y, \cdot).$$

Here $\psi(y, \cdot) \in C_\beta((\{p\}, R', A)_{R_\infty}$.

**Proof.** The result follows from Corollary 5.4 and (30). \hfill \Box

**Proposition 5.6.** We have

$$H_{n-1}(F^\infty, C_\beta((\{p\}, R', A)_{R_\infty}(\delta_{R_\infty})) \cong H_{n-1}(F^\infty, C_\beta((\{p\}, R', A)_{R_\infty}(\delta_{R_\infty}). \quad (32)$$

Here $\delta$ is as defined in (12). Furthermore, if we write

$$\Psi = \sum_{i=1}^k \sum_{g_i \in F_{\lambda_{uv}}} \psi_i \in H_{n-1}(F^\infty, C_\beta((\{p\}, R', A)_{R_\infty}(\delta_{R_\infty}))$$

then the image of $\Psi$ under the isomorphism in (32) is represented by

$$\sum_{i=1}^k \sum_{f \in F_{\lambda_{uv}}} f \cdot [g_1, \ldots, g_{n-1}] \otimes \delta_{f}(f_{\lambda_{uv}}, \cdot).$$

Here $f_{\lambda_{uv}}$ is the image of $f$ in $\prod_{w \in \lambda_{uv}} F^*_w$ and $\psi_i(f_{\lambda_{uv}}, \cdot) \in C_\beta((\{p\}, R', A)_{\lambda_{uv}}(\delta_{\lambda_{uv}})$.

**Proof.** It is easy to see that

$$C_\beta((\{p\}, R', A)_{R_\infty}(\delta_{R_\infty}) \cong \text{Ind}_{(A_{R_\infty})_{R_\infty}(\delta_{R_\infty})}^{(A_{\infty})_{R_\infty}(\delta_{R_\infty})} C_\beta((\{p\}, R', A)_{\lambda_{uv}}(\delta) \cong \text{Ind}_{(A_{R_\infty})_{R_\infty}(\delta_{R_\infty})}^{(A_{\infty})_{R_\infty}(\delta_{R_\infty})} C_\beta((\{p\}, R', A)_{\lambda_{uv}}(\delta).$$

Thus, by weak approximation we have

$$C_\beta((\{p\}, R', A)_{R_\infty}(\delta_{R_\infty}) \cong \text{Ind}_{F^\infty_{\lambda_{uv}}}^{F^\infty_{\lambda_{uv}}} C_\beta((\{p\}, R', A)_{\lambda_{uv}}(\delta).$$

The result follows by Shapiro’s lemma. The explicit description of the map follows simply by tracing through the definitions. \hfill \Box
The last map we need to construct before giving the definition of $\Delta_*$ is the $(\mathbb{A}_F^{\infty})^\ast$-equivariant map

$$\Delta_{S^\prime} : \mathcal{C}_c^{\circ}(\{p\}, R^\prime, A)^{\bar{\lambda}, \infty} \to C_c^\circ(\hat{\mathbb{A}}_F^{\infty}, A) \cong C_c^\circ(W_{\mathbb{Z}_\lambda}, A).$$

(33)

Recall that we have written $S^\prime = R^\prime \cup \{p\}$ and $\hat{\mathbb{A}}_F^{\infty} \cong W_{\mathbb{Z}_\lambda}$. There exist canonical homomorphisms

$$C_c^\circ(F_p \times \prod_{q \in R^\prime} F_q^\prime, A) \otimes \mathcal{C}_c(\emptyset, \mathbb{Z})^{S^\prime \cup \bar{\lambda}, \infty} \to \mathcal{C}_c^\circ(\{p\}, R^\prime, A)^{\bar{\lambda}, \infty},$$

(34)

$$C_c^\circ(\prod_{q \in S^\prime} F_q^\prime, A) \otimes C_c(\hat{\mathbb{A}}_F^{S^\prime \cup \bar{\lambda}, \infty}, \mathbb{Z}) \to C_c^\circ(\hat{\mathbb{A}}_F^{\infty}, A).$$

(35)

By Proposition 5.3 the map (34) is an isomorphism. Let $\mathcal{F}^{S^\prime \cup \bar{\lambda}}$ denote the group of fractional ideals of $F$ that are coprime to $S^\prime \cup \bar{\lambda}$. Since $(\mathbb{A}_F^{S^\prime \cup \bar{\lambda}, \infty})^\ast/US^\prime \cup \bar{\lambda}, \infty$ is isomorphic to $\mathcal{F}^{S^\prime \cup \bar{\lambda}}$, the ring $C_c^\circ(\mathcal{F}, \mathbb{Z})^{S^\prime \cup \bar{\lambda}, \infty}$ can be identified with the group ring $\mathbb{Z}[\mathcal{F}^{S^\prime \cup \bar{\lambda}}]$. We define (33) as the tensor product $\Delta_{S^\prime} = i \otimes I^{S^\prime \cup \bar{\lambda}}$ where $i : C_c^\circ(F_p \times \prod_{q \in R^\prime} F_q^\prime, A) \to C_c^\circ(\prod_{q \in S^\prime} F_q^\prime, A)$ is the inclusion map induced by extension by 0 and $I^{S^\prime \cup \bar{\lambda}} : \mathbb{Z}[\mathcal{F}^{S^\prime \cup \bar{\lambda}}] \to C_c(\hat{\mathbb{A}}_F^{S^\prime \cup \bar{\lambda}, \infty}, \mathbb{Z})$ maps a fractional ideal $a \in \mathcal{F}^{S^\prime \cup \bar{\lambda}}$ to the characteristic function of $\mathfrak{a}^{S^\prime \cup \bar{\lambda}} = a(\prod_{q \in S^\prime} \mathcal{O}_q)$, which we denote by $\text{char}(a(\prod_{q \in S^\prime} \mathcal{O}_q))$.

For functions $f : X_1 \to A$ and $g : X_2 \to \mathbb{Z}$ we define the function $(f \circ g)(x_1, x_2) = f(x_1)g(x_2)$.

**Proposition 5.7.** If $\psi \in \mathcal{C}_c^{\circ}(\{p\}, R^\prime, A)^{\bar{\lambda}, \infty}$ then

$$\Delta_{S^\prime}(\psi) = \sum_{z \in \mathbb{Z}} \psi(z, \cdot) \otimes \text{char} \left( \prod_{w \text{ finite}} q_{w}^{\text{ord}_{w}(z)} \prod_{p \in \mathcal{S}^\prime \cup \bar{\lambda}} \mathcal{O}_p \right) \in C_c^\circ(\hat{\mathbb{A}}_F^{\infty}, A),$$

where the sum ranges over $Z = \text{Supp}(\mathbb{A}_F^{S^\prime \cup \bar{\lambda}, \infty})^\ast/US^\prime \cup \bar{\lambda}, \infty$.

**Proof.** Let $\psi \in \mathcal{C}_c^{\circ}(\{p\}, R^\prime, A)^{\bar{\lambda}, \infty}$, and define $Z$ as above. Then the image of $\psi$ under the inverse map of the isomorphism (34) is

$$\psi \mapsto \sum_{z \in \mathbb{Z}} \psi(z, \cdot) \otimes 1_z.$$  

To calculate the effect of $I^{S^\prime \cup \bar{\lambda}}$, first note that the isomorphism $\mathcal{F}^{S^\prime \cup \bar{\lambda}} \to (\hat{\mathbb{A}}_F^{S^\prime \cup \bar{\lambda}, \infty})^\ast/US^\prime \cup \bar{\lambda}, \infty$ is given by

$$m \mapsto \prod_{q \in m} \pi_{q}^{m(q)},$$

where $S_m$ is the set of places that divide $m$ and $m(q)$ is the integer such that the fractional ideal $q^{-m(q)}m$ is coprime to $q$ and $\pi_q$ is a uniformiser associated to the prime ideal $q$. We then view the image as an element of $(\hat{\mathbb{A}}_F^{S^\prime \cup \bar{\lambda}, \infty})^\ast/US^\prime \cup \bar{\lambda}, \infty$ by imposing that at the places away from $S_m$ the value is 1. Thus when we identify $\mathcal{C}_c^0(\emptyset, \mathbb{Z})^{S^\prime \cup \bar{\lambda}, \infty}$ with $\mathbb{Z}[\mathcal{F}^{S^\prime \cup \bar{\lambda}}]$ we map

$$\phi \mapsto \sum_{m \in \mathcal{F}^{S^\prime \cup \bar{\lambda}}} \phi(\prod_{q \in S_m} \pi_{q}^{m(q)})m \in \mathbb{Z}[\mathcal{F}^{S^\prime \cup \bar{\lambda}}].$$


Applying $I^{S\cup X}$ we have

$$\sum_{m_{F'}\in S\cup X} \phi\left( \prod_{q_{F'}m} \pi_{q_{F'}}^m(q) \right) m \mapsto \sum_{m_{F'}\in S\cup X} \phi\left( \prod_{q_{F'}m} \pi_{q_{F'}}^m(q) \right) \mathcal{I}_{m}(\Pi_{p\neq S\cup X} \mathcal{O}_p),$$

Returning to $\psi$ we have under the map $\Delta_S^\infty$

$$\psi \mapsto \sum_{z \in \mathcal{Z}} \psi(z, \cdot) \otimes \left( \sum_{m_{F'}\in S\cup X} \mathcal{I}_z\left( \prod_{q_{F'}m} \pi_{q_{F'}}^m(q) \right) \mathcal{I}_{m}(\Pi_{p\neq S\cup X} \mathcal{O}_p) \right).$$

Lastly, the image of the above under the map (35) is:

$$\sum_{z \in \mathcal{Z}} \psi(z, \cdot) \otimes \left( \prod_{v \text{ finite}} q_v^{\text{ord}_v(z_v)} \left( \prod_{p \neq S\cup X} \mathcal{O}_p \right) \right).$$

We are now able to define $\Delta_*$ via the composition

$$\Delta_* : H_{n-1}(F^*, \mathcal{C}_c^\infty(\{p\}, R', F_p^* \otimes \mathcal{Z}[G])) \xrightarrow{(31)} H_{n-1}(F^*, \mathcal{C}_c^\infty(\{p\}, R', F_p^* \otimes \mathcal{Z}[G])^R_{\text{ch}}(\delta_{R_p})) \xrightarrow{(32)} H_{n-1}(F^{X,W}, \mathcal{C}_c^\infty(\{p\}, R', F_p^* \otimes \mathcal{Z}[G])^\infty(\delta)) \xrightarrow{(33)} H_{n-1}(F^{X,W}, \mathcal{C}_c^\infty(W_{2\lambda}, F_p^* \otimes \mathcal{Z}[G])(\delta)).$$

### 5.2 Transferring to a subgroup

Let $V$ be a finite index subgroup of $E_*$. Let $\eta_{p,V}$ be the generator of $H_n(V \oplus \langle \pi \rangle, \mathcal{Z})$ as defined in (22). Let $\mathcal{F}_V$ be a fundamental domain for the action of $F^*/(V \oplus \langle \pi \rangle)$ on $(\mathcal{A}_F^p)^*/U_p$. Then $1_{\mathcal{F}_V}$ is an element of $H^0(V \oplus \langle \pi \rangle, C(\mathcal{F}_V, \mathcal{Z})) \cong (C(\mathcal{F}_V, \mathcal{Z}))^V \otimes (\pi)$. Taking the cap product then gives

$$1_{\mathcal{F}_V} \cap \eta_{p,V} \in H_n(V \oplus \langle \pi \rangle, C(\mathcal{F}_V, \mathcal{Z})).$$

We now define $\vartheta_{p,V}^p \in H_n(F^*, \mathcal{C}_c(\mathcal{O}, V)^p)$ as the homology class corresponding to $1_{\mathcal{F}_V} \cap \eta_{p,V}$ under the isomorphism

$$H_n(V \oplus \langle \pi \rangle, C(\mathcal{F}_V, \mathcal{Z})) \cong H_n(F^*, C_*(\{(\mathcal{A}_F^p)^*/U_p\}, \mathcal{Z}))$$

that is induced by $C_*(\{(\mathcal{A}_F^p)^*/U_p\}, \mathcal{Z}) \cong \text{Ind}_{V \otimes (\pi)}^F C(\mathcal{F}_V, \mathcal{Z})$. As before we view $\text{rec}^p_{H/F,V}$ as an element of $H^0(F^*, \mathcal{C}(R', \mathcal{Z}[G])^p)$ and denote by

$$\rho_{H/F,V}^p \in H_n(F^*, \mathcal{C}_c(R', \mathcal{Z}[G])^p)$$

its image under the map

$$H^0(F^*, \mathcal{C}_c^\infty(R', \mathcal{Z}[G])^p) \to H_n(F^*, \mathcal{C}_c^\infty(R', \mathcal{Z}[G])^p), \quad \psi \mapsto \psi \cap \vartheta_{V}^p.$$

Here the cap product is induced by the map (24). We then define

$$u_2(V) = \text{Eis}_F^0 \cap \Delta_*(c_{\text{univ}} \cap \rho_{H/F,V}^p).$$
Proposition 5.8. Let $V$ be a finite index subgroup of $E_+$. Write
\[ u_2 = \sum_{\sigma \in G} u_2(\sigma) \otimes \sigma^{-1}. \]

Then
\[ u_2(V) = u_2^{[E_+, V]} = \sum_{\sigma \in G} u_2(\sigma)^{[E_+, V]} \otimes \sigma^{-1}. \]

Note that, since $F_p^* \otimes \mathbb{Z}[G]$ only has an operation as a group, we have $(\sum_{\sigma \in G} a_\sigma \otimes \sigma)^n = \sum_{\sigma \in G} a_\sigma^n \otimes \sigma$.

Proof. We mimic the proof of [3, Theorem 1.5]. For ease of notation we define
\[ A = F_p^* \otimes \mathbb{Z}[G] \quad \text{and} \quad \text{Meas}(W_{ZG}, \mathbb{Z}) = \text{Hom}(C_c(W_{ZG}, \mathbb{Z}), \mathbb{Z})(\delta). \]

General properties of group cohomology (see [1, pp. 112-114]) yield the following commutative diagram.

\[ \begin{align*}
H^0(V \otimes (\pi), C(\mathcal{F}, \mathbb{Z})) & \times H_n(V \otimes (\pi), \mathbb{Z}) \xrightarrow{\text{res}} H_n(F^*, C((\mathbb{A}_F^p)^*/U^p, \mathbb{Z})) \\
H^0(E_{+, p}, C(\mathcal{F}, \mathbb{Z})) & \times H_n(E_{+, p}, \mathbb{Z}) \xrightarrow{\text{res}} H_n(F^*, C((\mathbb{A}_F^p)^*/U^p, \mathbb{Z}))
\end{align*} \]

(37)

The cap-products in the top and bottom rows above include applying the isomorphisms (23) and (36), respectively. By Proposition 9.5 in [1, §3], we have following identities,
\[ \text{cores}(\eta_{p, V}) = [E_{+, p} : V]\eta_p, \]
\[ \text{res}(1_{\mathcal{F}}) = 1_{\mathcal{F}}. \]

Applying these identities with diagram (37) gives
\[ \vartheta_p^V = [E_{+, p} : V]\vartheta^p. \]

The proposition follows. \qed

5.3 Explicit expression for $u_2$

Let $V \subseteq E_+$ be a finite index subgroup such that if $V = \langle \varepsilon_1, \ldots, \varepsilon_{n-1} \rangle$ the $\varepsilon_i$ and $\pi$ satisfy Lemma 4.5 and Lemma 4.6. For ease of notation we write $\varepsilon_n = \pi$. In this section we calculate the value of $u_2(V) = \text{Eis}_F^p \cap \Delta_+(c_{id} \cap \rho_{H/F, V})$ as an explicit multiplicative integral.

Following §4.6 and Corollary 4.7, we choose the following generator for $H_n(V \otimes (\pi), \mathbb{Z})$,
\[ \eta_{p, V} = (-1)^n \sum_{\tau \in S_n} \text{sign}(\tau)[\varepsilon_{\tau(1)} \mid \ldots \mid \varepsilon_{\tau(n)}] \otimes 1. \]

We then calculate
\[ \vartheta^p_V = 1_{\mathcal{F}} \cap \eta_{p, V} = (-1)^n \sum_{\tau \in S_n} \text{sign}(\tau)[\varepsilon_{\tau(1)} \mid \ldots \mid \varepsilon_{\tau(n)}] \otimes 1_{\mathcal{F}}. \]

Thus,
\[ \rho_{H/F, V} = \text{rec}_{H/F}^p \cap \vartheta^p_V = (-1)^n \sum_{\tau \in S_n} \text{sign}(\tau)[\varepsilon_{\tau(1)} \mid \ldots \mid \varepsilon_{\tau(n)}] \otimes (\text{rec}_{H/F}^p \cdot 1_{\mathcal{F}}). \]
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We now apply (32). By Proposition 5.6 we have that the image of (40) under (32) is equal to

\[
\begin{align*}
\cd & \cap \rho_{H/F,V} = (-1)^n (-1) \sum_{\tau \in S_n} \text{sign}(\tau) \prod_{i=1}^{n-1} |\epsilon_{\tau(i)}| \\
& \quad \times \left( (\epsilon_{\tau(1)} \cdots \epsilon_{\tau(n-1)}) \cdot \zid(\epsilon_{\tau(n)}) \otimes (\rec_{H/F} \cdot \Id_{\cal F_{\cal V}}) \right). \tag{38}
\end{align*}
\]

Note that we have the action \((x \cdot f)(y) = f(yx^{-1})\) for a continuous map \(f\) and unit \(x\). We also recall the definition of \(\zid = z_{1_{\cal F_V, \Id}}\) from §4.5. Then \(\zid(\epsilon_{\tau(n)}) \in C_\epsilon^0(F, F_p^*)\). We now apply the map \(\Delta_*\) to this quantity. In §4.2.1 \(\Delta_*\) is defined via the composition of three maps namely \((31)_*, (32)\) and \((33)_*\). By Proposition 5.5 we have that the image of \(\cd \cap \rho_{H/F,V}\) under \((31)_*\) is given by

\[
\begin{align*}
(-1)^{n+1} \sum_{\tau \in S_n} \text{sign}(\tau) \prod_{i=1}^{n-1} |\epsilon_{\tau(i)}| & \times \left( (\epsilon_{\tau(1)} \cdots \epsilon_{\tau(n-1)}) \cdot \zid(\epsilon_{\tau(n)}) \otimes (\rec_{H/F} \cdot \Id_{\cal F_{\cal V}}) \right) \tag{39}
\end{align*}
\]

where

\[
Y_{\tau(n)} = \text{Supp}(F_{R_{\infty}^n / U_{R_{\infty}^n}^n}, F_p \times (A_{F}^{\mu_j R_{\infty}^n})^* / U_{S \cup R_{\infty}^n}, \psi_{\tau(n)}).
\]

Here, for ease of notation we have written

\[\psi_{\tau(n)} = (\epsilon_{\tau(1)} \cdots \epsilon_{\tau(n-1)}) \cdot \zid(\epsilon_{\tau(n)}) \otimes (\rec_{H/F} \cdot \Id_{\cal F_{\cal V}}).\]

It is now convenient for us to make a choice for \(\cal F_{\cal V}\). Let \(G_V\) denote the group of fractional ideals of \(\cal O_{F, p}\) modulo the group of fractional principal ideals generated by elements of \(V\), where \(\cal O_{F, p}\) denotes the ring of \(p\) integers of \(F\). Let \(\{b_1, \ldots, b_h\}\) be a set of integral ideals prime to \(R' \cup \lambda\) representing \(G_V\). We may then choose

\[
\cal F_{\cal V} = \{b_1 U^p, \ldots, b_h U^p\}
\]

where \(b_1, \ldots, b_h \in (A_F^p)^*\) are ideals whose associated fractional \(\cal O_{F, p}\)-ideals are \(b_1 \otimes_{\cal O_F} \cal O_{F, p}, \ldots, b_h \otimes_{\cal O_F} \cal O_{F, p}\). For \(i = 1, \ldots, h\) we can choose the \(b_i\) to be totally positive and prime to \(R' \cup \lambda\). This description of \(\cal F_{\cal V}\) is similar to a construction given in [9, Page 14]. From this description of \(\cal F_{\cal V}\) we have that \(Y_{\tau(n)}\) is trivial for all \(n\). Thus (39) is equal to

\[
\begin{align*}
(-1)^{n+1} \sum_{\tau \in S_n} \text{sign}(\tau) \prod_{i=1}^{n-1} |\epsilon_{\tau(i)}| & \times \left( (\epsilon_{\tau(1)} \cdots \epsilon_{\tau(n-1)}) \cdot \zid(\epsilon_{\tau(n)}) \otimes (\rec_{H/F} \cdot \Id_{\cal F_{\cal V}}) \right) \tag{40}
\end{align*}
\]

We now apply (32). By Proposition 5.6 we have that the image of (40) under (32) is equal to

\[
\begin{align*}
(-1)^{n+1} \sum_{\tau \in S_n} \sum_{f \in F^* / F_{\lambda \infty}^*} \text{sign}(\tau) \cdot f \prod_{i=1}^{n-1} |\epsilon_{\tau(i)}| & \times \left( (\epsilon_{\tau(1)} \cdots \epsilon_{\tau(n-1)}) \cdot \zid(\epsilon_{\tau(n)}) \otimes (\rec_{H/F} \cdot \Id_{\cal F_{\cal V}}) \right) \tag{41}
\end{align*}
\]

By our choice of \(\cal F_{\cal V}\) we have that \(\Id_{\cal F_{\cal V}}(f_{\lambda \infty}^*) = 0\) unless \(f \equiv 1 \mod F_{\lambda \infty}^n\). Hence (41) is equal to

\[
\begin{align*}
(-1)^{n+1} \sum_{\tau \in S_n} \text{sign}(\tau) \prod_{i=1}^{n-1} |\epsilon_{\tau(i)}| & \times \left( (\epsilon_{\tau(1)} \cdots \epsilon_{\tau(n-1)}) \cdot \zid(\epsilon_{\tau(n)}) \otimes (\rec_{H/F} \cdot \Id_{\cal F_{\cal V}}) \right) \tag{42}
\end{align*}
\]
We can now finish calculating the effect of $\Delta_*$ on $c_d \cap \rho_{H/F,V}$ by applying (33) to (42) and using Proposition 5.7 to calculate that $\Delta_*(c_d \cap \rho_{H/F,V})$ is equal to

$$(-1)^{n+1} \sum_{\tau \in S_n} \text{sign}(\tau)[\varepsilon_{\tau(1)} | \ldots | \varepsilon_{\tau(n-1)}] \otimes \left( (\varepsilon_{\tau(1)} \ldots \varepsilon_{\tau(n-1)}) \cdot z_{id}(\varepsilon_{\tau(n)}) \otimes \sum_{z \in \mathbb{Z}} (\text{rec}_{H/F}^{p^n \lambda_{u_0}}(z, \cdot) \cdot \mathbb{1}_{\mathfrak{L}_{u_0}}(z, \cdot)) \right) \otimes \text{char} \left( \prod_{w \text{ finite}} q_{w,\text{ord}(z_w)}(\prod_{p \in \mathcal{S}^c} \varnothing_p) \right).$$  \hspace{2cm} (43)

Here

$$Z = \text{Supp}((\mathbb{A}_{H,F}^{sp \lambda,\infty})^* / U_{U,F}^* \lambda_{u_0}, \mathbb{F}_p \times \prod_{q \in \mathcal{S}^c} \mathbb{F}_q, \psi_{\tau(n)}).$$

Also, $\psi_{\tau(n)} = (\varepsilon_{\tau(1)} \ldots \varepsilon_{\tau(n-1)}) \cdot z_{id}(\varepsilon_{\tau(n)}) \otimes (\text{rec}_{H/F}^{p^n \lambda_{u_0}} \cdot \mathbb{1}_{\mathfrak{L}_{u_0}})$. We now apply the measure $\text{Eis}_{\tau(n)}^0$ to $\Delta_*(c_d \cap \rho_{H/F,V})$. Recall that the measure is defined in (26). We write $\mu_{F_p^*}$ for the measure with values in $F_p^* \otimes \mathbb{Z}[G]$ induced from the Eisenstein series $\text{Eis}_{\tau(n)}^0$. We now consider the function $(\varepsilon_{\tau(1)} \ldots \varepsilon_{\tau(n-1)}) \cdot z_{id}(\varepsilon_{\tau(n)})$. For ease of notation we define, for $\tau \in S_n$ and $z \in Z$,

$$\phi_{\tau(n),z} = (\varepsilon_{\tau(1)} \ldots \varepsilon_{\tau(n-1)}) \cdot z_{id}(\varepsilon_{\tau(n)}) \otimes \sum_{z \in \mathbb{Z}} (\text{rec}_{H/F}^{p^n \lambda_{u_0}}(z, \cdot) \cdot \mathbb{1}_{\mathfrak{L}_{u_0}}(z, \cdot)) \otimes \text{char} \left( \prod_{w \text{ finite}} q_{w,\text{ord}(z_w)}(\prod_{p \in \mathcal{S}^c} \varnothing_p) \right).$$

We are then able to calculate, recalling that $z_{id} = z_{1_{\mathbb{Q}_p},\text{id}}$,

$$((\varepsilon_{\tau(1)} \ldots \varepsilon_{\tau(n-1)}) \cdot z_{id}(\varepsilon_{\tau(n)}) = \begin{cases} 1 \cdot \text{id}_{F_p^*} + 1 \cdot \varnothing_p & \text{if } \tau(n) = n, \\ 1 \cdot \varnothing_p & \text{if } \tau(n) \neq n. \end{cases}$$  \hspace{2cm} (44)

To calculate the measure we first note that $F_p^* \cong (\pi) \otimes \mathbb{O}$ and that $\mathbb{O} \cong \lim_{m \to \infty} \mathbb{O}/1 + p^m \mathfrak{C}_p$. By (44) we are able to calculate the value at $\pi$ and $\mathbb{O}$ separately. Let $m \geq 0$ and $\alpha \in \mathbb{O}/1 + p^m \mathfrak{C}_p$. We write $U_\alpha = \alpha(1 + p^m \mathfrak{C}_p)$. For $\sigma \in G$, we define the following maps

$$\phi^{\pi \otimes \sigma^{-1}}_{n,z}: W_{\mathbb{Z}_\lambda} \to \mathbb{Z},$$

$$\phi^{U_\alpha \otimes \sigma^{-1}}_{n,z}: W_{\mathbb{Z}_\lambda} \to \mathbb{Z},$$

by

$$\phi^{\pi \otimes \sigma^{-1}}_{n,z}(x) = \begin{cases} 1 & \text{if } \phi_{n,z}(x) = \pi \otimes \sigma^{-1}, \\ 0 & \text{else,} \end{cases} \quad \text{and} \quad \phi^{U_\alpha \otimes \sigma^{-1}}_{n,z}(x) = \begin{cases} 1 & \text{if } \phi_{n,z}(x) \in U_\alpha \otimes \sigma^{-1}, \\ 0 & \text{else.} \end{cases}$$

For $\tau \in S_n$ with $\tau(n) \neq n$ we also define

$$\phi^{\varepsilon_{\tau(n)} \otimes \sigma^{-1}}_{n,z}: W_{\mathbb{Z}_\lambda} \to \mathbb{Z},$$

by

$$\phi^{\varepsilon_{\tau(n)} \otimes \sigma^{-1}}_{\tau(n),z}(x) = \begin{cases} 1 & \text{if } \phi_{\tau(n),z}(x) = \varepsilon_{\tau(n)} \otimes \sigma^{-1}, \\ 0 & \text{else.} \end{cases}$$
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The construction of the measure given in §4.2 now allows us to calculate

\[ \text{Eis}_F^0 \cap (\Delta_s(c_{id} \cap \rho_{H,F,V})) = (-1)^{n+1}(-1)^{(n-1)(n-1)} \]

\[ \sum_{z \in \mathbb{Z}} \sum_{\sigma \in \mathcal{G}} \left( \sum_{\tau \in S_n} \text{sign}(\tau) \lim_{m \to \infty} \left( \sum_{\alpha \in \mathbb{C}/(1+\mathbb{p}m\mathbb{p})} \text{Eis}_\tau^0(\phi_{U_n,\bar{z}}^\sigma)(\alpha \otimes \sigma^{-1}) + \text{Eis}_\tau^0(\phi_{n,z}^\sigma)(\pi \otimes \sigma^{-1}) \right) + \sum_{\tau \in S_n} \text{sign}(\tau) \text{Eis}_\tau^0(\phi_{\tau(n),z}^{\epsilon_{\tau(n)}})(\epsilon_{\tau(n)} \otimes \sigma^{-1}) \right). \tag{45} \]

Here we have written \( \text{Eis}_\tau^0 = \text{Eis}_F^0([\epsilon_{\tau(1)} | \ldots | \epsilon_{\tau(n-1)}]) \). Let

\[ \phi \in \{ \phi_{U_n,\bar{z}}^\sigma, \phi_{n,z}^\sigma, \phi_{n,z}^{\epsilon_{\tau(n)}}\}. \]

Then, by Proposition 4.4 we have that

\[ \text{Eis}_F^0([\epsilon_{\tau(1)} | \ldots | \epsilon_{\tau(n-1)}])(\phi) = \delta([\epsilon_{\tau(1)} | \ldots | \epsilon_{\tau(n-1)}])L_\lambda(\mathcal{C}_{\phi_1}([\epsilon_{\tau(1)} | \ldots | \epsilon_{\tau(n-1)}]), \Phi; 0) \]

where \( \Phi = \phi \otimes \phi_\lambda \) and \( \phi_\lambda \) is as defined in (16). Let

\[ \mathcal{C}_\tau = \mathcal{C}_{\phi_1}([\epsilon_{\tau(1)} | \ldots | \epsilon_{\tau(n-1)}]). \]

Recall from (17) that for \( s \in \mathbb{C} \) with \( \text{Re}(s) > 1 \) we have

\[ L_\lambda(\mathcal{C}_\tau, \Phi; s) = \sum_{\tau \in \mathcal{C}_\tau} \Phi(\tau)N^{-s}. \]

For \( i = 1, \ldots, n \) we define

\[ \mathcal{B}_i := \bigcup_{\tau \in S_n} \mathcal{C}_{\phi_1}([\epsilon_{\tau(1)} | \ldots | \epsilon_{\tau(n-1)}]). \tag{46} \]

We also write \( \mathcal{B} = \mathcal{B}_n \). Since we have chosen the \( \epsilon_i \) as in Lemma 4.5 we have

\[ \text{sign}(\tau)\delta([\epsilon_{\tau(1)} | \ldots | \epsilon_{\tau(n-1)}]) = 1. \tag{47} \]

Applying (47) and the definition in (46) to (45) we have, after noting \((-1)^{n+1}(-1)^{(n-1)(n-1)} = 1,

\[ \text{Eis}_F^0 \cap (\Delta_s(c_{id} \cap \rho_{H,F,V})) = \]

\[ \sum_{z \in \mathbb{Z}} \sum_{\sigma \in \mathcal{G}} \left( \lim_{m \to \infty} \left( \sum_{\alpha \in \mathbb{C}/(1+\mathbb{p}m\mathbb{p})} L_\lambda(\mathcal{B}_i, \Phi_{n,z}^{\epsilon_{\tau(n)}}; 0)(\alpha \otimes \sigma^{-1}) + L_\lambda(\mathcal{B}_i, \Phi_{n,z}^{\epsilon_{\tau(n)}}; 0)(\pi \otimes \sigma^{-1}) \right) + \sum_{i=1}^{n-1} L_\lambda(\mathcal{B}_i, \Phi_{i,z}^{\epsilon_{\tau(n)}}; 0)(\epsilon_i \otimes \sigma^{-1}) \right). \tag{48} \]

We now calculate each term in the above expression, beginning with the limit term. Fix \( m \geq 0 \) and \( \sigma \in \mathcal{G} \). Let \( \alpha \in \mathbb{C}/1 + \mathbb{p}m\mathbb{p} \). We also let \( \mathfrak{b} \) be a fractional ideal of \( F \), coprime to \( S \cup \bar{\lambda} \), and such that
\[ \sigma_b = \sigma. \] We need to find the elements \( z \in Z \) such that \( \phi_b^{U_a \otimes \sigma^{-1}} \) is not trivial. For this we require that for some \( x \in \prod_{q \in q'} F_q^* \),
\[ \sigma^{-1} = (\text{rec}_{H/F}^{\mathcal{F}_{\mathcal{F},G}}(z,x) \cdot \text{rec}_{\mathcal{F}_{\mathcal{F},G}}^{\mathcal{F}_{\mathcal{F},G}}(z,x)). \]

By the definition of \( \mathcal{F}_\nu \) and the reciprocity map, the above equation is non-trivial only if \( z \in \mathcal{F}_\nu \) and \( \prod_{v \text{ finite}} q_v^{\text{ord}_v(z_v)} = b^{-1}(\alpha)p^{\text{ord}_p(\alpha)} \) for some \( (\alpha) \in P_{\text{fin}}^1 \). Recall that \( \mathfrak{f} \) is the conductor of \( H/F \) and we have written \( \mathcal{F}_\nu = \{ (\alpha) \mid \alpha \in F^*_\nu, \alpha \equiv 1 \pmod{\mathfrak{f}} \} \). By the description of \( \mathcal{F}_\nu \) we note that for each \( \sigma \in G \) there is a unique \( z \in Z \) that satisfies the above equation. Since
\[ \prod_{v \text{ finite}} q_v^{\text{ord}_v(z_v)} = b^{-1}(\alpha)p^{\text{ord}_p(\alpha)} \]
for \( (\alpha) \in P_{\text{fin}}^1 \) we have that \( (\alpha)p^{\text{ord}_p(\alpha)} \) must be coprime to \( \mathfrak{p} \cup \mathfrak{f} \cup \mathcal{L} \) since \( z \) and \( b^{-1} \) are. Thus, for all \( r \in (\alpha)p^{\text{ord}_p(\alpha)} \) we have \( r^{-1} \in \prod_{v \in S' \cup \mathcal{L}} \mathcal{O}_v \). We therefore have
\[ F \cap b^{-1}(\alpha)p^{\text{ord}_p(\alpha)}(\prod_{v \in S' \cup \mathcal{L}} \mathcal{O}_v) = b^{-1}. \]

We now define, for a Shintani set \( A, U \subseteq F_{\mathfrak{p}} \) compact open, fractional ideal \( \mathfrak{b} \) and \( s \in \mathbb{C} \) with \( \text{Re}(s) > 1 \)
\[ L_{R,\lambda}(\mathfrak{b}, A, U, s) := \sum_{x \in \mathcal{W} \cap \lambda, x \in U, x \in \mathfrak{b}^{-1}, (x,R) = 1} \phi_\lambda(x) N(x)^{-s}. \]

Then
\[ \lim_{m \to \infty} \left( \sum_{\alpha \in \mathcal{O}/(1 + \mathfrak{p}^m \mathcal{O}_p)} L_\lambda(\mathcal{B}, \Phi_b^{U_a \otimes \sigma^{-1}}, 0)(\alpha \otimes \sigma^{-1}) \right) = \lim_{m \to \infty} \left( \prod_{\alpha \in \mathcal{O}/(1 + \mathfrak{p}^m \mathcal{O}_p)} \alpha L_{R,\lambda}(\mathfrak{b}, \mathcal{B}, U_a, 0) \otimes \sigma_b^{-1} \right) = \left( \int_{D} x dL_{R,\lambda}(\mathfrak{b}, \mathcal{B}, x, 0) \right) \otimes \sigma_b^{-1}. \]

Here the multiplicative integral is as in Definition 3.1. We can apply similar calculations for the other terms in (48) and thus deduce following the explicit expression for \( \text{Eis}^0_{F} \cap (\Delta_*(c_{id} \cap \rho_{H/F}^{1})) \):
\[ \text{Eis}^0_{F} \cap (\Delta_*(c_{id} \cap \rho_{H/F}^{1})) = \sum_{\sigma_b \in G} \left( \prod_{i=1}^{n-1} \zeta_i^{L_{R,\lambda}(\mathfrak{b}, \mathcal{B}, x, U_a, 0)} \right) \pi L_{R,\lambda}(\mathfrak{b}, \mathcal{B}, x, 0) \int_{D} x dL_{R,\lambda}(\mathfrak{b}, \mathcal{B}, x, 0) \otimes \sigma_b^{-1}. \tag{49} \]

### 6 Cohomological formula II \( (u_3) \)

In [9] the first author and Spieß give two equivalent constructions for their formula. Since we require each of them in the later sections we give both here. We denote them by \( u_3 \) and \( u_3' \). In this work we adopt slightly different conventions from [9], namely we have \( u_3 = u_3(DS)^\# \). Here \# denotes the involution on \( \mathbb{Z}[G] \) given by \( g \mapsto g^{-1} \) for \( g \in G \) and \( u_3(DS) \) is the construction in [9]. This is done by adjusting the definitions of \( \kappa_\lambda \) and \( \omega_{\lambda}^{1} \) in §4.3. The key adjustment we have is to apply \( \text{rec}_{H/F}((\eta))^{-1} \) rather than \( \text{rec}_{H/F}((\eta)) \) in (15).
We begin with $u_3$. Recall that in §4.5 and §4.3 we have defined the following objects:

$$c_g \in H^1(F_p^*, C_c(F_p, F_p^*)) \quad \text{and} \quad \kappa_\lambda \in H^{n-1}(E_{S_p,+}, \text{Hom}(C_c(F_{S_p}, \mathbb{Z}), F_p \otimes \mathbb{Z}[G])).$$

Let $r = \#S_p$ and $\eta_{S_p} \in H_{n+r-1}(E_{S_p,+}, \mathbb{Z})$ be as defined in (21). Label the elements of $S_p$ by $p, p_2, \ldots, p_r$. We now define a class

$$c_{id,p} \in H^r(F_{S_p}^*, C_c(F_{S_p}, F_{S_p}^*))$$

by

$$c_{id,p} = c_{id} \cup c_{op_2} \cup \cdots \cup c_{op_r}.$$  

Here the cup product is induced by the canonical map

$$C_c(F_p, F_p^*) \otimes \cdots \otimes C_c(F_p, F_p^*) \to C_c(F_{S_p}, F_{S_p}^*)$$

defined by

$$\bigotimes_{q \in S_p} f_q \mapsto \left( (x_q)_{q \in S_p} \mapsto \prod_{q \in S_p} f_q(x_q) \right).$$

**Definition 6.1.** We define

$$u_3 = c_{id,p} \cap (\kappa_\lambda \cap \eta_{S_p}) \in F_p^* \otimes \mathbb{Z}[G].$$

Adapted from [9, Conjecture 3.1] we have the following conjecture.

**Conjecture 6.2.** We have $u_3 = u_p$.

We now give the definition for $u_{3}'$. Recall that in §4.3 we have defined

$$\omega_{f,\lambda}^p \in H^{n-1}(E_+(f)_F, \text{Hom}(C_c(F_p, \mathbb{Z}), \mathbb{Z}[G])).$$

**Definition 6.3.** Let $\eta_{p,E_+(f)} \in H_n(E_+(f)_F, \mathbb{Z})$ be the generator defined in (22). Then, we define

$$u_{3}' := c_{id} \cap (\omega_{f,\lambda}^p \cap \eta_{p,E_+(f)}). \quad (50)$$

The following Proposition follows from [9, Proposition 3.6].

**Proposition 6.4.** We have $u_3 = u_{3}'$.

### 6.1 Transferring to a subgroup

Let $V$ be a finite index subgroup of $E_+(f)$. Let $\eta_{V_1} \in H_n(V \oplus \langle \pi \rangle, \mathbb{Z})$ be the generator defined in (22). For $x_1, \ldots, x_n \in V \oplus \langle \pi \rangle$ and compact open $U \subset F_p$ we put

$$\nu_{b,\lambda,V}^p(x_1, \ldots, x_n)(U) := \delta(x_1, \ldots, x_n) \zeta_{R,\lambda}(b, \overline{C_{e_1}}(x_1, \ldots, x_n), U, 0).$$

As before, it follows from [3, Theorem 2.6] that $\nu_{b,\lambda,V}^p$ is a homogeneous $(n-1)$-cocycle on $V \oplus \langle \pi \rangle$ with values in the space of $\mathbb{Z}$-distribution on $F_p$. Hence we obtain a class

$$\omega_{f,b,\lambda,V}^p := [\nu_{b,\lambda,V}^p] \in H^{n-1}(V \oplus \langle \pi \rangle, \text{Hom}(C_c(F_p, \mathbb{Z}), \mathbb{Z})).$$

We then define

$$u_{3}'(V) = c_{id} \cap (\omega_{f,b,\lambda,V}^p \cap \eta_{p,V}).$$

The next proposition shows the relation between $u_3'$ and $u_3'(V)$.  
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Proposition 6.5 (Proposition 6.12, [12]). Let $V$ be a finite index subgroup of $E_+(f)$. Then we have

$$u_3'(V) = (u'_3)^{[E_+(f):V]}.$$ (51)

Let $V' \subseteq E_+$ be a finite index subgroup. We write $V'$ here to differentiate between $V' \subseteq E_+$ and $V \subseteq E_+(f)$. We now define $u_3(V')$ similarly and note its relation to $u_3'(V)$. Write

$$V'_S = V' \oplus \langle \pi_1, \ldots, \pi_r \rangle.$$

Let $\eta_{S_p,V'} \in H_{n+1}(V'_S, \mathbb{Z})$ be the generator defined in (22). For $x_1, \ldots, x_n \in V'_S$ and compact open $U \subset F_p$, we put

$$\mu_{\chi, b, \lambda, V'}(x_1, \ldots, x_n)(U) = \delta(x_1, \ldots, x_n) \mathcal{L}_{R, \lambda}(C_{e_1}(x_1, \ldots, x_n), b, U, 0).$$

As before, it follows from [3, Theorem 2.6] that $\mu_{\chi, b, \lambda, V'}$ is a homogeneous $(n-1)$-cocycle on $V'_S$ with values in the space of $\mathbb{Z}$-distribution on $F_{S_p}$. Hence, we obtain a class

$$\kappa_{b, \lambda, V'} := \sum_{i=1}^h \text{rec}(b_i)^{-1}[\mu_{b, \lambda, V'}] \in H^{n-1}(V'_S, \text{Hom}(C_0(F_{S_p}, \mathbb{Z}), \mathbb{Z}[G])).$$

We then define

$$u_3(V') = c_{id, p} \cap (\kappa_{b, \lambda, V'} \cap \eta_{S_p, V'}).$$

Proposition 6.6. Let $V$ be a finite index subgroup of $E_+(f)$. Let $V'$ be any finite index subgroup of $E_+$ such that $V \subseteq V'$ and $[E_+:V'] = [E_+(f):V]$. Then

$$u_3(V') = u_3'(V).$$

Proof. This proposition follows from the proof of [9, Proposition 3.6].

Following from this proposition we have a simple corollary which gives the result of Proposition 6.5, but for $u_3'$.

Corollary 6.7. Let $V'$ be a finite index subgroup of $E_+$. Then,

$$u_3(V') = u_3^{[E_+:V']}. $$

Proof. We calculate

$$u_3(V') = u_3(V) = (u'_3)^{[E_+(f):V]} = u_3^{[E_+:V']}. $$

Here the first and last equality follow from Proposition 6.6 and the middle equality follows from Proposition 6.5.
6.2 Explicit expression for \( u_3 \)

Let \( V = \langle \varepsilon_1, \ldots, \varepsilon_{n-1} \rangle \subseteq E_+ \) where \( \varepsilon_1, \ldots, \varepsilon_{n-1} \) and \( \pi = \varepsilon_n \) are chosen to satisfy Lemma 4.5 and Lemma 4.6. Write \( \varepsilon_n = \pi \). As before we have the notation \( V_{S_p} = \langle \varepsilon_1, \ldots, \varepsilon_{n-1}, \pi_1, \ldots, \pi_r \rangle \). Here we have \( \pi = \pi_1 \). As in (46), for \( i = 1, \ldots, n \) we define

\[
\mathcal{B}_i := \bigcup_{\tau \in S_n} C_{\varepsilon_i}(\{\varepsilon_\tau(1) | \ldots | \varepsilon_\tau(n-1)\}).
\]

As before, we write \( \mathcal{B} = \mathcal{B}_n \). We now calculate \( u_3 \). We begin by calculating the value of \( c_{id, p} \cap (\kappa_{b, \lambda, V} \cap \vartheta_V) \). For ease of notation, for \( i = 1, \ldots, r \), we let \( \varepsilon_{n+i-1} = \pi_i \). Following §4.6 and Corollary 4.7, we choose the following generator for \( H_{n+r-1}(V_{S_p}, \mathbb{Z}) \),

\[
\eta_{S_p,V} = (-1)^{n-1}(-1)^{r(n+1)} \sum_{\tau \in S_{n+r-1}} \text{sign}(\tau)[\varepsilon_\tau(1) | \ldots | \varepsilon_\tau(n-1)] \otimes 1.
\]

We can now calculate, after noting that \((-1)^{n-1}(-1)^{r(n+1)}(-1)^{r(n+1)}(n-1) = (-1)^r\),

\[
\kappa_{b, \lambda, V} \cap \eta_{S_p,V} = (-1)^r \sum_{\tau \in S_{n+r-1}} \text{sign}(\tau)\kappa_{b, \lambda, V}([\varepsilon_\tau(1) | \ldots | \varepsilon_\tau(n-1)]) \otimes [\varepsilon_\tau(n) | \ldots | \varepsilon_\tau(n+r-1)].
\]

Recall from §4.5 that we can choose as a representative of \( c_{id} \) the inhomogeneous 1-cocycle \( z_{id} = \chi_{x_{e_p, id}} \), i.e., we take \( f = 1_{x_{e_p}} \) in Definition 4.10. One can easily compute, as is done in the proof of [9, Proposition 4.6], that for \( i = 1, \ldots, n+r-1, i \neq n \)

\[
\varepsilon_i^{-1}z_{id}(\varepsilon_i) = 1_{x_{e_p}} \cdot \varepsilon_i,
\]

and

\[
\pi^{-1}z_{id}(\pi) = 1_{x_{e_p}} \cdot \text{id}_{F_p} + 1_{e_p} \cdot \pi.
\]

Returning to our main calculation, we have

\[
c_{id, p} \cap (\kappa_{b, \lambda, V} \cap \eta_{S_p,V}) = (-1)^r(-1)^2 \sum_{\tau \in S_{n+r-1}} \int_{F_{S_p}} c_{id, p}([\varepsilon_\tau(n) | \ldots | \varepsilon_\tau(n+r-1)])(x)
\]

\[
d(\text{sign}(\tau)([\varepsilon_\tau(n) | \ldots | \varepsilon_\tau(n+r-1)]))\kappa_{b, \lambda, V}([\varepsilon_\tau(1) | \ldots | \varepsilon_\tau(n-1)]))(x).
\]

Now we note that for \( i = 2, \ldots, r \) we have that \( c_{a_p}(\varepsilon_i) = 0 \) unless \( i = j \). Hence, we only get non-zero terms when \( \tau(k) = k \) for \( k = n+1, \ldots, n+r-1 \). Therefore, since \((-1)^r(-1)^2 = 1\), we have

\[
c_{id, p} \cap (\kappa_{b, \lambda, V} \cap \eta_{S_p,V}) = \sum_{\tau \in S_n} \int_{F_{S_p}} c_{id, p}([\varepsilon_\tau(n) | \varepsilon_{n+1} | \ldots | \varepsilon_{n+r-1}]) (x)
\]

\[
d(\text{sign}(\tau)([\varepsilon_\tau(n) | \varepsilon_{n+1} | \ldots | \varepsilon_{n+r-1}]))\kappa_{b, \lambda, V}([\varepsilon_\tau(1) | \ldots | \varepsilon_{\tau(n-1)}])(x).
\]

Then, since for \( i = 2, \ldots, r \) and \( \tau \in S_p \) we can calculate \( (\varepsilon_{\tau(n)}\varepsilon_{\tau(n+1)} \ldots \varepsilon_{\tau(n+i-1)})^{-1} \cdot c_{a_p}(\varepsilon_i) = 1_{e_p} \), we have

\[
c_{id, p} \cap (\kappa_{b, \lambda, V} \cap \eta_{S_p,V}) = \sum_{\tau \in S_n} \int_{F_p} c_{id}([\varepsilon_{n+1} | \ldots | \varepsilon_{n+r-1}]) (x)
\]

\[
d(\text{sign}(\tau)([\varepsilon_\tau(n)]\kappa_{b, \lambda, V}([\varepsilon_\tau(1) | \ldots | \varepsilon_{\tau(n-1)}]))(x \times \prod_{i=2}^r 1_{e_p})).
\]
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We recall the definition of $\kappa_{b,\lambda,V}$ from §6.1. Using that we have chosen $V$ and $\pi$ through Lemma 4.5 we note that for $\tau \in S_n$ and a compact open $U \subseteq O_p$, we have by definition:

$$\text{sign}(\tau)\kappa_{b,\lambda,V}([\varepsilon_\tau(1) \mid \ldots \mid \varepsilon_\tau(n-1)]) = \mathcal{L}_{R,\lambda}(\mathcal{C}_{e_i}([\varepsilon_\tau(1) \mid \ldots \mid \varepsilon_\tau(n-1)]), b, U, 0).$$

Here $\mathcal{L}$ is as defined in (15). Thus,

$$c_{id,p} \cap (\kappa_{b,\lambda,V} \cap \eta_{S_p,V}) = \sum_{\tau \in S_n} \int_{F_p} c^{-1}(\varepsilon_\tau(n)) \pi d(\mathcal{L}_{R,\lambda}(\mathcal{C}_{e_i}([\varepsilon_\tau(1) \mid \ldots \mid \varepsilon_\tau(n-1)]), b, x \times \prod_{i=2}^r O_{p_i}, 0)).$$

Applying (52) and (53), and piecing together the appropriate Shintani sets we further deduce

$$c_{id,p} \cap (\kappa_{b,\lambda,V} \cap \eta_{S_p,V}) = \prod_{i=1}^{n-1} \int_{\pi \in O_p} \varepsilon_i d(\mathcal{L}_{R,\lambda}(\mathcal{B}_i, b, x \times \prod_{i=2}^r O_{p_i}, 0)).$$

Considering the first two terms on the right hand side of (54) it is clear that

$$\int_{\mathcal{D}} x d(\mathcal{L}_{R,\lambda}(\mathcal{B}, b, x \times \prod_{i=2}^r O_{p_i}, 0)) \int_{\mathcal{O}_p} \pi d(\mathcal{L}_{R,\lambda}(\mathcal{B}, b, x \times \prod_{i=2}^r O_{p_i}, 0))$$

$$= \prod_{i=1}^{n-1} \int_{\pi \in O_p} \varepsilon_i d(\mathcal{L}_{R,\lambda}(\mathcal{B}_i, b, x \times \prod_{i=2}^r O_{p_i}, 0)),$$

where $O_{S_p} = \prod_{i=1}^r O_{p_i} \subseteq F_{S_p}$. We now consider the sum on the right hand side of (54). It is straightforward to see that

$$\prod_{i=1}^{n-1} \int_{\pi \in O_p} \varepsilon_i d(\mathcal{L}_{R,\lambda}(\mathcal{B}_i, b, x \times \prod_{i=2}^r O_{p_i}, 0)) = \prod_{i=1}^{n-1} \varepsilon_i \mathcal{L}_{R,\lambda}(\mathcal{B}_i, b, \prod_{i=2}^r O_{p_i}, 0).$$

Hence

$$c_{id,p} \cap (\kappa_{b,\lambda,V} \cap \eta_{S_p,V}) = \prod_{i=1}^{n-1} \varepsilon_i \mathcal{L}_{R,\lambda}(\mathcal{B}_i, b, \prod_{i=2}^r O_{p_i}, 0) \int_{\mathcal{D}} x d(\mathcal{L}_{R,\lambda}(\mathcal{B}, b, x \times \prod_{i=2}^r O_{p_i}, 0)).$$

Thus we have

$$u_3(V) = \sum_{k=1}^h \text{rec}_{H/F}(b_k)^{-1} \left( \prod_{i=1}^{n-1} \varepsilon_i \mathcal{L}_{R,\lambda}(\mathcal{B}_i, b_k, \prod_{i=2}^r O_{p_i}, 0) \prod_{i=1}^{n-1} \mathcal{L}_{R,\lambda}(\mathcal{B}_i, b_k, \prod_{i=2}^r O_{p_i}, 0) \int_{\mathcal{D}} x d(\mathcal{L}_{R,\lambda}(\mathcal{B}, b_k, x \times \prod_{i=2}^r O_{p_i}, 0)) \right).$$
6.3 Explicit expression for $u'_3$

For later calculations we also require an explicit expression for $u'_3$. Let $V$ be a finite index subgroup of $E_+(f)$ such that $V = \langle \varepsilon_1, \ldots, \varepsilon_{n-1} \rangle$ where $\varepsilon_1, \ldots, \varepsilon_{n-1}$ and $\pi = \varepsilon_n$ are chosen to satisfy Lemma 4.5 and Lemma 4.6. For $i = 1, \ldots, n$ write

$$\mathcal{B}_i := \bigcup_{\tau \in S_n \atop \tau(n) = i} \mathcal{C}_{e_1}(\langle \varepsilon_{\tau(1)}, \ldots, \varepsilon_{\tau(n-1)} \rangle).$$

Let $\mathcal{B} = \mathcal{B}_n$. Recall we write $V_p = V \otimes (\pi)$. Following §4.6 and Corollary 4.7, we choose the following generator for $H_n(V_p, \mathbb{Z})$,

$$\eta_{p, V} = (-1) \sum_{\tau \in S_n} \text{sign}(\tau) [\varepsilon_{\tau(1)}, \ldots, \varepsilon_{\tau(n)}] \otimes 1.$$

We can now calculate

$$\omega_{b, \lambda, V}^p \cap \eta_{b, V} = (-1)^{n(n-1)} \sum_{i=1}^n \sum_{\tau \in S_n \atop \tau(n) = i} \text{sign}(\tau) \omega_{b, \lambda, V}^p \langle [\varepsilon_{\tau(1)}, \ldots, \varepsilon_{\tau(n-1)}] \rangle \otimes [\varepsilon_i].$$

We recall the definition of $\omega_{b, \lambda, V}^p$ from §4.3. For $\tau \in S_n$ and a compact open $U \subseteq \mathcal{O}_p$, we have

$$\text{sign}(\tau) \omega_{b, \lambda, V}^p \langle [\varepsilon_{\tau(1)}, \ldots, \varepsilon_{\tau(n-1)}] \rangle = \zeta_{R, \lambda}(b, \mathcal{C}_{e_1}(\langle [\varepsilon_{\tau(1)}, \ldots, \varepsilon_{\tau(n-1)}] \rangle), U, 0).$$

Returning to our main calculation, using (55) we have

$$c_{id} \cap (\omega_{b, \lambda, V}^p \cap \eta_{b, V}) = \sum_{i=1}^n \sum_{\tau \in S_n \atop \tau(n) = i} \int_{F_p} z_{id}(\varepsilon_i)(x) \ d(\varepsilon_i) \zeta_{R, \lambda}(b, \mathcal{C}_{e_1}(\langle [\varepsilon_{\tau(1)}, \ldots, \varepsilon_{\tau(n-1)}] \rangle), x, 0)).$$

We note that taking the cap product gives another factor of $(-1)$ which cancels the factor from before. Applying (52) and (53) and piecing together the appropriate Shintani sets we further deduce

$$c_{id} \cap (\omega_{b, \lambda, V}^p \cap \eta_{b, V}) = \int_{\mathcal{O}^n} x \ d(\zeta_{R, \lambda}(b, \mathcal{B}, x, 0))) \prod_{i=1}^{n-1} \int_{\mathcal{O}_p} \varepsilon_i \ d(\zeta_{R, \lambda}(b, \mathcal{B}_i, x, 0))).$$

It is clear that we can then write

$$u'_3(V, \sigma) = c_{id} \cap (\omega_{b, \lambda, V}^p \cap \eta_{b, V}) = \prod_{i=1}^{n-1} \varepsilon_i \zeta_{R, \lambda}(b, \mathcal{B}_i, \pi \mathcal{O}_p, 0) \zeta_{R, \lambda}(b, \mathcal{B}, \mathcal{O}_p, 0) \int_{\mathcal{O}^n} x \ d(\zeta_{R, \lambda}(b, \mathcal{B}, x, 0)) (x).$$

7 Equality of $u_2$ and $u_3$

In this section we prove the following theorem.

Theorem 7.1. We have $u_2 = u_3$. 
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Proof. Let \( V \) be finite index subgroup of \( E_+ \) which satisfies Lemma 4.5. We will show 

\[ u_2(V) = u_3(V). \]

Then by Proposition 5.8 and Proposition 6.5 we have that 

\[ u_2(V) = u_2^{[E_+: V]} \quad \text{and} \quad u_3(V) = u_3^{[E_+: V]}. \]

We note that since \( F_p^s \otimes \mathbb{Z}[G] \) only has an operation as a group we have \((\sum_{\sigma \in G} a_\sigma \otimes \sigma)^n = \sum_{\sigma \in G} a_\sigma^n \otimes \sigma.\) It then follows that \( u_2(\sigma)^{[E_+: V]} = u_3(\sigma)^{[E_+: V]} \). Considering Lemma 4.9, one can make two choices for \( V \) in Lemma 4.5 and Lemma 4.6, say \( V_1, V_2 \) such that \([E_+: V_1]\) is coprime to \([E_+: V_2]\). This then gives the result of the theorem.

We now recall the explicit calculations for \( u_2(V) \) and \( u_3(V) \) as given in §5.3 and §6.2 respectively. 

\[ u_2(V) = E_{sF}^0 \cap \left( \Delta_4 \left( \epsilon_{\rho H/F, V} \right) \right) \]

\[ \sum_{\sigma \in G} \left( \prod_{i=1}^{n-1} \varepsilon_i \right) \left( \prod_{i=1}^{n-1} \gamma_i \right) \frac{\tilde{\mathcal{L}}_{\sigma \times \pi_{\sigma}}(\mathbb{B}, b_i, \pi_{\sigma} \otimes \sigma_{\pi_i}, 0)}{\tilde{\mathcal{L}}_{\sigma \times \pi_{\sigma}}(\mathbb{B}, b_i, \pi_{\sigma}, 0)} \Psi_{\sigma \times \pi_{\sigma}}(\mathbb{B}, b_i, \pi_{\sigma}, 0) \Psi_{\sigma \times \pi_{\sigma}}(\mathbb{B}, b_i, \pi_{\sigma}, 0) \]

and 

\[ u_3(V) = \sum_{k=1}^{h} \operatorname{rec}_{H/F}(b_k)^{-1} \left( \prod_{i=1}^{n-1} \varepsilon_i \right) \left( \prod_{i=1}^{n-1} \gamma_i \right) \frac{\tilde{\mathcal{L}}_{\sigma \times \pi_{\sigma}}(\mathbb{B}, b_i, \pi_{\sigma} \otimes \sigma_{\pi_i}, 0)}{\tilde{\mathcal{L}}_{\sigma \times \pi_{\sigma}}(\mathbb{B}, b_i, \pi_{\sigma}, 0)} \Psi_{\sigma \times \pi_{\sigma}}(\mathbb{B}, b_i, \pi_{\sigma}, 0) \Psi_{\sigma \times \pi_{\sigma}}(\mathbb{B}, b_i, \pi_{\sigma}, 0) \]

Note that for \( U \subseteq \mathcal{O}_p, \ i = 1, \ldots, n, \ k = 1, \ldots, h \) and \( s \in \mathbb{C}, \ Re(s) > 1 \) that 

\[ \mathcal{L}_R(\mathcal{B}_i, b_k, U \times \prod_{i=1}^{n} \mathcal{O}_{p_i}, s) = (Nb_k)^{-s} \sum_{\xi \in \mathbb{R}_{\mathcal{O}(\mathcal{B}_i)}(s_{\mathcal{O}_p})} \frac{\operatorname{rec}_{H/F}(\xi)^{-1}}{N_{\mathbb{C}}(\xi)^s}. \]

We write 

\[ \mathcal{L}_{R, \lambda}(\mathcal{B}_i, b_k, U \times \prod_{i=1}^{n} \mathcal{O}_{p_i}, 0) = \sum_{\sigma \in G} \mathcal{L}_{R, \lambda}(\sigma, \mathcal{B}_i, b_k, U, 0) \otimes \sigma^{-1} \]

where \( \mathcal{L}_{R, \lambda}(\sigma, \mathcal{B}_i, b_k, U, 0) \in \mathbb{Z}. \) Recall that in §4.2 we defined for \( L = \sum_{\sigma \in G} a_\sigma \otimes \sigma \in \mathbb{Z}[G] \) and \( \alpha \in F_p^s, \)

\[ \alpha^L = \sum_{\sigma \in G} \alpha^a_{\sigma} \otimes \sigma. \]

It then follows from the definitions of \( \mathcal{L}_{R, \lambda} \) and \( L_{R, \lambda} \) that for \( \alpha \in F_p^s, \)

\[ \sum_{k=1}^{h} \sum_{\sigma \in G} \mathcal{L}_{R, \lambda}(\sigma, \mathcal{B}_i, b_k, U, 0) \otimes \sigma_{\pi_i}^{-1} \sigma_{\pi_i}^{-1} = \sum_{\sigma \in G} \mathcal{L}_{R, \lambda}(\mathcal{B}_i, b_k, U, 0) \otimes \sigma_{\pi_i}^{-1}. \]

This completes the proof that \( u_2(V) = u_3(V). \) \( \square \)
8 Equality of $u_1$ and $u_2$

In this section we prove the following theorem.

**Theorem 8.1.** We have $u_1 = u_2$.

We prove the theorem by showing that for each $\sigma \in G$ we have $u_1(\sigma) = u_2(\sigma)$. This is done by using a strong enough compatibility property which forces the formulas to be equal. A special argument will be required in the case that $R$ contains no finite places, i.e., $R = R_\infty$.

We are given a CM abelian extension $H/F$ of conductor $\mathfrak{f}$ such that $\mathfrak{p}$ splits completely in $H$. Let $f'$ be an auxiliary ideal of $\mathcal{O}_F$ that is divisible only by primes dividing $\mathfrak{f}$. Let $H'$ be another finite abelian CM extension of $F$ in which $\mathfrak{p}$ splits completely, such that the conductor of $H'/F$ divides $ff'$. In particular, the extension $H'/F$ is unramified outside $R$.

Let $\sigma \in G$. Write $u_1(\sigma, H)$ and $u_2(\sigma, H)$ for $\sigma$ components of the formulas $u_1$ and $u_2$, for the extension $H/F$ and Galois group element $\sigma$. We show that, for $i = 1, 2$,

$$u_i(\sigma, H) = \prod_{\tau \in G' \atop \tau H = \sigma} u_i(\tau, H').$$

We refer to (57) as norm compatibility.

**Proposition 8.2.** We have

$$u_1(\sigma, H) \equiv u_2(\sigma, H) \quad (\text{mod } E_+(f))$$

*Proof.* Let $V$ be a finite index subgroup of $E_+(f)$ of rank $n - 1$ satisfying the conditions given in the statement of Proposition 3.8. Furthermore, we choose $V$ such that if $V = \langle \varepsilon_1, \ldots, \varepsilon_{n-1} \rangle$ then the $\varepsilon_i$ along with $\pi$ satisfy Lemma 4.5. Let $V'$ be a finite index subgroup of $E_+$ of rank $n - 1$, containing $V$, such that $[E_+: V'] = [E_+(f) : V]$.

By Theorem 7.1 and Proposition 6.6 we have

$$u_2(V', \sigma) = u_3(V', \sigma) = u_3'(V, \sigma).$$

We recall from §6.3 the explicit description of $u_3'(V, \sigma)$,

$$u_3'(V, \sigma) = c_3 \cap (\omega_{f,b,\lambda,V} \cap \eta_{p,V}) = \prod_{i=1}^{n-1} \varepsilon_i^{\zeta_{R,\lambda}(b,\mathcal{B}_i,\pi\mathcal{O}_p,0)} \zeta_{R,\lambda}(b,\mathcal{B},\mathcal{O}_p,0) \int_0 \chi d(\zeta_{R,\lambda}(b,\mathcal{B},x,0))(x).$$

We have defined

$$u_1(V, \mathcal{B}, \sigma) = \prod_{e \in V} e^{\zeta_{R,\lambda}(b,e \epsilon \mathcal{B} \cap \pi^{-1}\mathcal{O}_p,0)} \zeta_{R,\lambda}(b,\mathcal{B},\mathcal{O}_p,0) \int_0 \chi d\nu(b,\mathcal{B},x),$$

where

$$\mathcal{B} = \bigcup_{\tau \in S_{n-1}} C_{e_1}(\varepsilon_{\tau(1)} \ldots \varepsilon_{\tau(n-1)}).$$

Thus, $u_1(V, \mathcal{B}, \sigma) \equiv u_3'(V, \sigma) \pmod{E_+(f)}$ and hence

$$u_1(V, \mathcal{B}, \sigma) \equiv u_2(V', \sigma) \pmod{E_+(f)}.$$
It follows from (58), Proposition 3.8 and Proposition 5.8 that there exists $\alpha \in F_p^*$ such that
\[
\alpha u_1(\sigma, H) = u_2(\sigma, H) \quad \text{and} \quad \alpha^{[E_+:V]} \in E_+(f).
\] (59)

Note that here we are also using Proposition 3.7. By Lemma 4.9, we can choose $W$ to be a finite index subgroup of $E_+((f))$ satisfying the same conditions as $V$ but with $[E_+(f):W]$ coprime to $[E_+(f):V]$. Thus we also have $\alpha^{[E_+(f):W]} \in E_+(f)$, which combines with (59) to yield $\alpha \in E_+(f)$ as desired.

Assuming that (57) holds we can prove the following.

**Proposition 8.3.** Suppose that (57) holds and that $R \neq R_\infty$. Then,
\[
u_1 = \nu_2.
\]

**Proof.** From Proposition 8.2 we have that for each $\tau \in G'$,
\[
u_1(\tau, H') \equiv \nu_2(\tau, H') \pmod{E_+(f')}.
\]

Our assumption that (57) holds then gives that for each $\sigma \in G$,
\[
u_1(\sigma, H) \equiv \nu_2(\sigma, H) \pmod{E_+(f')}.
\]

Since $R \neq R_\infty$, we have
\[igcap_f E_+(f') = \{1\}.
\]
Here the intersection is taken over all possible ideals $f'$ divisible only by primes dividing $f$. Thus we have
\[
u_1(\sigma, H) = \nu_2(\sigma, H).
\]

**Remark 8.4.** If $R = R_\infty$ then $f = ff' = 1$ for all possible extensions. Hence, the proof of Proposition 8.3 does not apply.

To handle the case $R = R_\infty$ we extend the definition of $\nu_1$ to work with the trivial extension. For a Shintani set $D$ and compact open $U \subseteq \mathcal{O}_p$, we define
\[
u(D, U) = \zeta_{R,T}(\mathcal{O}_F, D, U, 0).
\]

It is clear that
\[
u(D, U) = \sum_{\sigma \in G} \nu(b, D, U).
\] (60)

We then define, for a Shintani domain $D$,
\[
u_1(F) = \left(\prod_{\epsilon \in E_+} e^{\nu(\epsilon \mathcal{D} \cap \mathcal{D}, \mathcal{O}_p)}\right) \int_D x \, d\nu(D, x).
\] (61)

By (60) and since $f = 1$ we have
\[
u_1(F) = \prod_{\sigma \in G} \nu_1(\sigma, H).
\]
Lemma 8.5. We have

\[ u_1(F) = 1. \]

Proof. Since \( \mathcal{D} \) is a Shintani domain we have

\[ \nu(\mathcal{D}, \mathcal{O}_p) = \zeta_{R,T}(F/F, \mathcal{O}_F, 0) = 0. \]  

(62)

Therefore the \( \pi \)-power term in (61) vanishes. Next, we write

\[ \int_{\mathcal{O}_p} x \ d\nu(\mathcal{D}, x) = \frac{\int_{\mathcal{O}_p} x \ d\nu(\mathcal{D}, x)}{\int_{\mathcal{O}_p} x \ d\nu(\mathcal{D}, x)}. \]  

(63)

By Lemma 2.11 we calculate

\[ \int_{\mathcal{O}_p} x \ d\nu(\mathcal{D}, x) = \pi^{\nu(\mathcal{D}, \mathcal{O}_p)} \int_{\mathcal{O}_p} x \ d\nu(\mathcal{D}, x) = \int_{\mathcal{O}_p} x \ d\nu(\mathcal{D}, x) \]  

(64)

since \( \nu(\mathcal{D}, \mathcal{O}_p) = 0 \) as in (62). Since \( \mathcal{D} \) is a Shintani domain we can write

\[ \pi^{-1} \mathcal{D} = \bigcup_{\mathcal{O} \in E} (\mathcal{D} \cap \pi^{-1} \mathcal{D}). \]

We then have

\[ \int_{\mathcal{O}_p} x \ d\nu(\mathcal{D}, x) = \prod_{\mathcal{O} \in E} \left( \int_{\mathcal{O}_p} x \ d\nu(\mathcal{D} \cap \pi^{-1} \mathcal{D}, x) \right) \]

(65)

\[ = \left( \prod_{\mathcal{O} \in E} \epsilon^{\nu(\mathcal{D} \cap \pi^{-1} \mathcal{D}, \mathcal{O}_p)} \right) \int_{\mathcal{O}_p} x \ d\nu(\mathcal{D}, x). \]

Combining (63), (64), and (65) yields

\[ \int_{\mathcal{O}} x \ d\nu(\mathcal{D}, x) = \left( \prod_{\mathcal{O} \in E} \epsilon^{\nu(\mathcal{D} \cap \pi^{-1} \mathcal{D}, \mathcal{O}_p)} \right)^{-1} \]

Applying the definition of \( u_1(F) \) yields the desired result.

Proposition 8.6. Suppose that (57) holds and that \( R = R_\infty \). Then,

\[ u_1 = u_2. \]

Proof. Let \( \sigma \in G \). By Proposition 8.2 there exists \( \epsilon(\sigma) \in E_+ \) such that

\[ u_1(\sigma) = \epsilon(\sigma) u_2(\sigma). \]

Let \( \mathfrak{r} \) be a prime of \( F \). From the equation

\[ \zeta_{\mathfrak{r}, \mathfrak{s}}(b, \mathcal{D}, U, s) = \zeta_{\mathfrak{r}}(b, \mathcal{D}, U, s) - N_{\mathfrak{r}}^{-s} \zeta_{\mathfrak{r}}(b \mathfrak{r}^{-1}, \mathcal{D}, U, s), \]

it follows that

\[ u_1(S \cup \{\mathfrak{r}\}, \sigma) = u_1(S, \sigma) u_1(S, \sigma_{\mathfrak{r}}^{-1} \sigma)^{-1}. \]
Proposition 5.1 c) gives the same result for $u_2$. We then have:

$$
u_2(S, \sigma)\nu_2(S, \sigma_t^{-1}\sigma)^{-1} = \nu_2(S \cup \{r\}, \sigma)$$

$$= \nu_1(S \cup \{r\}, \sigma)$$

$$= \nu_1(S, \sigma)\nu_1(S, \sigma_t^{-1}\sigma)^{-1}$$

$$= \varepsilon(\sigma)\varepsilon(\sigma_t^{-1})^{-1}\nu_2(S, \sigma)\nu_2(S, \sigma_t^{-1}\sigma)^{-1}. \quad (66)$$

Here, (66) is given by Proposition 8.3, which can be applied since we have added $r$ to the set $R$. It follows that $\varepsilon(\sigma) = \varepsilon(\sigma_t^{-1})$. Repeating this for all such $r$ we see that $\varepsilon(\sigma)$ is independent of $\sigma \in G$. Write $\varepsilon = \varepsilon(\sigma)$. Then

$$1 = \nu_1(F) = \prod_{\sigma \in G} \nu_1(\sigma, H) = \varepsilon^{|G|} \prod_{\sigma \in G} \nu_2(\sigma, H) = \varepsilon^{|G|}.$$

The last equality follows since $\prod_{\sigma \in G} \nu_2(\sigma, H) = 1$ by 5.1 b),d). Since $\varepsilon \in E_+$, it follows that $\varepsilon = 1$. This gives the desired result. \hfill \Box

Theorem 8.1, under the assumption that (57) holds, then follows from the combination of Proposition 8.3 and Proposition 8.6. In the next section we prove the norm compatibility property, (57), for $u_1$ and $u_2$.

9 Norm compatibility relations

In this appendix we prove norm compatibility properties for $u_1$ and $u_2$. These results appear in [5] and [8] without proof.

9.1 Norm compatibility for $u_1$

The reciprocity map identifies $\text{Gal}(H'/H)$ with

$$\{\beta \in (\mathcal{O}_F/\mathfrak{f}f')^* | \beta \equiv 1 \pmod{f} \}/E_+(f)_p. \quad (67)$$

We let $\mathcal{D}_f$ be a Shintani domain for $E_+(f)$ and define

$$\mathcal{D}_{f'} = \bigcup_{\gamma \in E_+(f)/E_+(f')^*} \gamma \mathcal{D}_f,$$

where the union is over a set of representatives $\{\gamma\}$ for $E_+(f')$ in $E_+(f)$. Let $e'$ be the order of $p$ in $G_{f'}$, and suppose that $p^{e'} = (\pi')$ with $\pi'$ totally positive and $\pi' \equiv 1 \pmod{f'}$. We can choose $\pi'$ such that $\pi' = \pi^\alpha$ for some $\alpha \geq 1$. We then define $\mathcal{O}' = \mathcal{O}_p - \pi' \mathcal{O}_p$.

Let $B$ denote a set of totally positive elements of $\mathcal{O}_F$ which are relatively prime to $S$ and $\widetilde{\lambda}$ and whose images in $(\mathcal{O}_F/\mathfrak{f}f')^*$ are a set of distinct representatives for (67).

The following theorem is stated without proof by the first author in [5, Theorem 7.1]. For completeness we include a proof of this result here.

**Theorem 9.1 (Theorem 7.1, [5]).** We have

$$w_T(b, \mathcal{D}_f) = \prod_{\beta \in B} w_T(b(\beta), \beta^{-1}\mathcal{D}_{f'}).$$
The key to the proof of Theorem 9.1 is to use translation properties of Shintani sets. For a subset \( A \) of equivalence classes of (67), let \( \nu_A(b, \mathcal{D}, U) = \zeta^A_{R, \lambda}(b, \mathcal{D}, U, 0) \), where \( \zeta^A_{R} \) is the zeta function

\[
\zeta^A_{R}(b, \mathcal{D}, U, s) = N b^{-s} \sum_{\alpha \in \mathcal{D}, \alpha \in U} N \alpha^{-s}.
\]

This definition extends to \( \zeta^A_{R, \lambda} \) as in (7). Throughout this section we will use the following simple equality:

\[
\nu_{\pi^{-1}}(b, \mathcal{D}, U) = \nu_{\pi}(b, \pi \mathcal{D}, \pi U).
\]

This follows from Lemma 2.11. Recall the following definition. For \( \beta \in B \),

\[
u_T(b(\beta), \beta^{-1} \mathcal{D}_{H'}) = \epsilon(b(\beta), \beta^{-1} \mathcal{D}_{H'}, \pi') \zeta_{R, T}(H_{H'}/F; b(\beta), 0) \int_{G'} x \nu(b(\beta), \beta^{-1} \mathcal{D}_{H'}, x).
\]

It is clear from the definition of \( \beta \) that Theorem 9.1 follows from the following proposition.

**Proposition 9.2.** Let \( \beta \in B \). We have

\[
u_T(b(\beta), \beta^{-1} \mathcal{D}_{H'}) = \left( \prod_{\pi \in E_s(f)} \epsilon'(b(\beta), \beta^{-1} \mathcal{D}_{H'}, \pi) \right) \pi^{\nu_B(b(\beta), \mathcal{D}_{H'}, \pi)} \int_{\mathcal{D}} x \nu_B(b(\beta), \beta^{-1} \mathcal{D}_{H'}, x).
\]

The proof of Theorem 9.2 is largely an exercise in explicit calculation. We begin by considering the multiplicative integral in \( \nu_T(b(\beta), \beta^{-1} \mathcal{D}_{H'}) \).

**Lemma 9.3.** We have

\[
\int_{G'} x \nu(b(\beta), \beta^{-1} \mathcal{D}_{H'}, x) = \left( \prod_{i=1}^{\alpha-1} \pi^{\nu(v(b(\beta), \mathcal{D}_{H'}, \pi^i \mathcal{D}))} \right) \left( \prod_{i=0}^{\gamma} \prod_{\pi \in E_s(f')} \epsilon'(b(\beta), \beta^{-1} \mathcal{D}_{H'}, \pi) \right) \int_{\mathcal{D}} x \nu_B(b(\beta), \beta^{-1} \mathcal{D}_{H'}, x).
\]

*Proof.* Since \( \pi' = \pi^\alpha \) and \( \mathcal{O}' = \mathcal{O} - \pi^i \mathcal{O} \) we have \( \mathcal{O}' = \bigcup_{i=0}^{\alpha-1} \pi^i \mathcal{O} \). Then

\[
\int_{G'} x \nu(b(\beta), \beta^{-1} \mathcal{D}_{H'}, x) = \prod_{i=0}^{\alpha-1} \int_{\mathcal{O}} x \nu(b(\beta), \beta^{-1} \mathcal{D}_{H'}, \pi^i \mathcal{D}) x \nu(b(\beta), \beta^{-1} \mathcal{D}_{H'}, \pi^i \mathcal{D}).
\]

By changing variable and then factoring out \( \pi^i \) we have

\[
I(\beta) = \left( \prod_{i=1}^{\alpha-1} \pi^{\nu(v(b(\beta), \mathcal{D}_{H'}, \pi^i \mathcal{D}))} \right) \left( \prod_{i=0}^{\gamma} \prod_{\pi \in E_s(f')} \epsilon'(b(\beta), \beta^{-1} \mathcal{D}_{H'}, \pi) \right) \int_{\mathcal{D}} x \nu(\pi^{-1})(b(\beta), \beta^{-1} \mathcal{D}_{H'}, \pi^i \mathcal{D}).
\]
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We now note that we can write, for $i = 1, \ldots, \alpha - 1,$
\[
\pi^{-i}\mathcal{D}_{\mathcal{H}'} = \bigcup_{\epsilon \in E_{+}(\mathcal{H}')}(\epsilon \mathcal{D}_{\mathcal{H}'} \cap \pi^{-i}\mathcal{D}_{\mathcal{H}'}) .
\]
Then,
\[
\begin{aligned}
\prod_{i=0}^{\alpha-1} \int_\mathcal{D} x \, d\nu_{(\pi^{-i})}(b(\beta), \pi^{-i} \beta^{-1}\mathcal{D}_{\mathcal{H}'}, x) \\
= \prod_{i=0}^{\alpha-1} \prod_{\epsilon \in E_{+}(\mathcal{H}')} \int_\mathcal{D} x \, d\nu_{(\pi^{-i})}(b(\beta), \epsilon \beta^{-1}\mathcal{D}_{\mathcal{H}'} \cap \pi^{-i} \beta^{-1}\mathcal{D}_{\mathcal{H}'}, x) \\
= \left( \prod_{i=0}^{\alpha-1} \prod_{\epsilon \in E_{+}(\mathcal{H}')} \gamma^{\nu_{(\pi^{-i})}}_{A}(b(\beta), \epsilon \beta^{-1}\mathcal{D}_{\mathcal{H}'} \cap \pi^{-i} \beta^{-1}\mathcal{D}_{\mathcal{H}'}, x) \right) \int_\mathcal{D} x \, d\nu_{A}(b(\beta), \beta^{-1}\mathcal{D}_{\mathcal{H}'}, x).
\end{aligned}
\]

Here $A = \{1, \pi^{-1}, \ldots, \pi^{\alpha-1}\}$. Then since $\mathcal{D}_{\mathcal{H}'} = \bigcup_{\gamma \in E_{+}(\mathcal{H})/E_{+}(\mathcal{H}')} \gamma \mathcal{D}_{\mathcal{H}}$ we can write
\[
\int_\mathcal{D} x \, d\nu_{A}(b(\beta), \beta^{-1}\mathcal{D}_{\mathcal{H}'}, x) = \left( \prod_{\gamma \in E_{+}(\mathcal{H})/E_{+}(\mathcal{H}')} \gamma^{\nu_{A}}_{E}(b(\beta), \gamma \beta^{-1}\mathcal{D}_{\mathcal{H}}, x) \right) \int_\mathcal{D} x \, d\nu_{E_{+}}(b(\beta), \beta^{-1}\mathcal{D}_{\mathcal{H}}, x)
\]
where $E = E_{+}(\mathcal{H})/E_{+}(\mathcal{H}')$. Thus we have, noting that $B = AE = \{ae \mid a \in A, e \in E\},$
\[
I(\beta) = \left( \prod_{i=1}^{\alpha-1} \pi^{i\nu}(b(\beta), \mathcal{D}_{\mathcal{H}'}, \pi^{i}\mathcal{D}') \right) \left( \prod_{i=0}^{\alpha-1} \prod_{\epsilon \in E_{+}(\mathcal{H}')} \gamma^{\nu_{(\pi^{-i})}}_{A}(b(\beta), \epsilon \beta^{-1}\mathcal{D}_{\mathcal{H}'} \cap \pi^{-i} \beta^{-1}\mathcal{D}_{\mathcal{H}'}, x) \right) \left( \prod_{\gamma \in E_{+}(\mathcal{H})/E_{+}(\mathcal{H}')} \gamma^{\nu_{A}}_{E}(b(\beta), \gamma \beta^{-1}\mathcal{D}_{\mathcal{H}}, x) \right) \int_\mathcal{D} x \, d\nu_{E_{+}}(b(\beta), \beta^{-1}\mathcal{D}_{\mathcal{H}}, x).
\]

We now consider the powers of $\pi$ given in the definition of $u_{T}(b(\beta), \beta^{-1}\mathcal{D}_{\mathcal{H}'})$ and arising in the statement of Lemma 9.3. Recall that $\pi^{i} = \pi^{\alpha}.$

**Lemma 9.4.**
\[
\left( \prod_{i=1}^{\alpha-1} \pi^{i\nu}(b(\beta), \mathcal{D}_{\mathcal{H}'}, \pi^{i}\mathcal{D}') \right) \pi^{\alpha \zeta_{R,T}(H_{\mathcal{H}'}/F,b(\beta),0)} = \pi^{\nu_{E}}(b(\beta), \mathcal{D}_{\mathcal{H}'}, \pi^{i}\mathcal{D}_{p}).
\]

**Proof.** Since $\pi^{i} = \pi^{\alpha} - i \pi^{i+1}\mathcal{O}_{p}$ we have by a telescope argument
\[
\begin{aligned}
\sum_{i=1}^{\alpha-1} i\nu(b(\beta), \mathcal{D}_{\mathcal{H}'}, \pi^{i}\mathcal{D}') &= -(\alpha - 1)\nu(b(\beta), \mathcal{D}_{\mathcal{H}'}, \pi^{\alpha}\mathcal{O}_{p}) + \sum_{i=1}^{\alpha-1} \nu(b(\beta), \mathcal{D}_{\mathcal{H}'}, \pi^{i}\mathcal{O}_{p}).
\end{aligned}
\]
Recalling the definition of $\mathcal{D}_{\mathcal{H}'}$ we also note that for $i = 0, \ldots, \alpha - 1$ we have
\[
\nu(b(\beta), \mathcal{D}_{\mathcal{H}'}, \pi^{i}\mathcal{O}_{p}) = \nu_{E}(b(\beta), \mathcal{D}_{\mathcal{H}'}, \pi^{i}\mathcal{O}_{p}).
\]
Thus we can calculate, using the fact that $\zeta_{R,T}(H_{||F,b(\beta),0}) = \nu(b(\beta), \mathcal{D}_{||F}, \mathcal{O}_p)$,

$$
\left( \prod_{i=1}^{\alpha} \pi^{\nu(b(\beta), \mathcal{D}_{||F}, 1)} \right)^{-\alpha \zeta_{R,T}(H_{||F,b(\beta),0})} = \left( \prod_{i=1}^{\alpha} \pi^{\nu(b(\beta), \mathcal{D}_{||F}, 1)} \right)^{-\alpha(\alpha-1)\nu(b(\beta), \mathcal{D}_{||F}, 1)} = \left( \prod_{i=1}^{\alpha} \pi^{\nu(b(\beta), \mathcal{D}_{||F}, 1)} \right)^{-\alpha(\alpha-1)\nu(b(\beta), \mathcal{D}_{||F}, 1)}
$$

By Lemma 2.11 we have for $i = 1, \ldots, \alpha$,

$$\nu_E(b(\beta), \mathcal{D}_{i}, \pi^i \mathcal{O}_p) = \nu_{E_{(\pi^{-i})}}(b(\beta), \pi^{-i} \mathcal{D}_{i}, \mathcal{O}_p).$$

We can then write $\pi^i \mathcal{D}_{i} = \bigcup_{\delta \in E_{i}(f)} \delta \mathcal{D}_{i} \cap \pi^{-i} \mathcal{D}_{i}$. Then

$$\nu_{E_{(\pi^{-i})}}(b, \pi^{-i} \mathcal{D}_{i}, \mathcal{O}_p) = \sum_{\delta \in E_{i}(f)} \nu_{E_{(\pi^{-i})}}(b, \delta \mathcal{D}_{i} \cap \pi^{-i} \mathcal{D}_{i}, \mathcal{O}_p) = \sum_{\delta \in E_{i}(f)} \nu_{E_{(\pi^{-i})}}(b, \mathcal{D}_{i} \cap \delta \pi^{-i} \mathcal{D}_{i}, \mathcal{O}_p) = \nu_{E_{(\pi^{-i})}}(b, \mathcal{D}_{i}, \mathcal{O}_p).$$

Noting that $\{\pi^{-\alpha}\} = \{1\}$, we deduce that

$$\left( \prod_{i=1}^{\alpha-1} \pi^{\nu(b(\beta), \mathcal{D}_{||F}, 1)} \right)^{-\alpha \zeta_{R,T}(H_{||F,b(\beta),0})} = \prod_{i=0}^{\alpha-1} \pi^{\nu_{E_{(\pi^{-i})}}(b(\beta), \mathcal{D}_{i}, \mathcal{O}_p)} = \pi^{\nu(A,E)}(b(\beta), \mathcal{D}_{i}, \mathcal{O}_p).$$

We now consider the error term in the definition of $u_{T}(b(\beta), \beta^{-1} \mathcal{D}_{||F})$ and the products of elements of $E_{i}(f)$ that arise in Lemma 9.3. Considering Lemma 9.3 and Lemma 9.4 we can see that to prove Proposition 9.2 it is enough to prove the following.

**Proposition 9.5.** Let

$$\text{Err}(\beta) = \epsilon(b(\beta), \beta^{-1} \mathcal{D}_{||F}, \pi) \left( \prod_{i=0}^{\alpha-1} \prod_{\epsilon \in E_{i}(f)} \epsilon^{\nu_{E_{(\pi^{-i})}}(b(\beta), \epsilon \beta^{-1} \mathcal{D}_{i} \cap \pi^{-i} \beta^{-1} \mathcal{D}_{i}, \mathcal{O}_p)} \right) \times \left( \prod_{\gamma \in E_{i}(f) / E_{i}(f')} \gamma^{\nu_{A,E}(b(\beta), \gamma \beta^{-1} \mathcal{D}_{i}, \mathcal{O}_p)} \right).$$

Then

$$\text{Err}(\beta) = \prod_{\epsilon \in E_{i}(f)} \epsilon^{\nu_{A,E}(b(\beta), \epsilon \beta^{-1} \mathcal{D}_{i} \cap \pi^{-1} \beta^{-1} \mathcal{D}_{i}, \mathcal{O}_p)}.$$ 

For clarity, we shall perform the calculations required for this proposition in a few lemmas.

**Lemma 9.6.** We have

$$\text{Err}(\beta) = \left( \prod_{\epsilon \in E_{i}(f)} \epsilon^{\nu_{E_{(\pi^{-i})}}(b(\beta), \epsilon \beta^{-1} \mathcal{D}_{i} \cap \pi^{-1} \beta^{-1} \mathcal{D}_{i}, \mathcal{O}_p)} \right) \left( \prod_{i=1}^{\alpha-1} \prod_{\epsilon \in E_{i}(f)} \epsilon^{\nu_{E_{(\pi^{-i})}}(b(\beta), \epsilon \beta^{-1} \mathcal{D}_{i} \cap \pi^{-1} \beta^{-1} \mathcal{D}_{i}, \mathcal{O}_p)} \right).$$
Proof. Considering the definition of $\mathcal{D}_{\gamma'}$ we calculate

$$\epsilon(b(\beta), \beta^{-1}\mathcal{D}_{\gamma'}, \pi')$$

$$= \prod_{\gamma \in \mathcal{E}} \epsilon(b(\beta), \pi^{-1}\mathcal{D}_{\gamma'} \cap \pi^{-1}\mathcal{D}_{\gamma'}, \mathcal{O})$$

Similarly we have

$$\prod_{\epsilon \in \mathcal{E}_f(\pi')} \epsilon(b(\beta), \pi^{-1}\mathcal{D}_{\gamma'} \cap \pi^{-1}\mathcal{D}_{\gamma'}, \mathcal{O})$$

We also calculate for $i = 1, \ldots, \alpha - 1$

$$\prod_{\epsilon \in \mathcal{E}_f(\pi')} \epsilon^{\nu_{(\pi^{-1})}}(b(\beta), \pi^{-1}\mathcal{D}_{\gamma'} \cap \pi^{-1}\mathcal{D}_{\gamma'}, \mathcal{O})$$

We now note the following equalities, both of which hold via telescoping sum arguments.

1.

$$\prod_{i=1}^{\alpha-1} \left( \prod_{\gamma \in \mathcal{E}_f(\pi')} \gamma^{\nu_{(\pi^{-1})}}(b(\beta), \pi^{-1}\mathcal{D}_f, \mathcal{O}) \right) \left( \prod_{\gamma \in \mathcal{E}_f(\pi')} \gamma^{\nu_A}(b(\beta), \mathcal{D}_f, \mathcal{O}) \right)$$

2.

$$\prod_{i=1}^{\alpha-1} \left( \prod_{\gamma \in \mathcal{E}_f(\pi')} \gamma^{\nu_{(\pi^{-1})}}(b(\beta), \pi^{-1}\mathcal{D}_f, \mathcal{O}) \right)$$

Combining these two equalities with the calculations in (71), (72) and (73) gives the result.
If \( \alpha = 1 \) then Lemma 9.6 is equivalent to Proposition 9.5 and thus we are finished in the case \( \alpha = 1 \). From this point on we assume that \( \alpha > 1 \).

**Lemma 9.7.** If \( \alpha > 1 \) then

\[
\text{Err}(\beta) = \left( \prod_{\epsilon \in E_\epsilon(f)} \epsilon^{\nu_E(b(\beta), \epsilon \beta^{-1} \mathcal{D}_f \cap \pi^{-1} \beta^{-1} \mathcal{D}_f, \mathcal{O}_p)} \right) \left( \prod_{\delta \in E_\delta(f)} \delta^{\nu_E(b(\beta), \delta \beta^{-1} \pi^{-1} \beta^{-1} \mathcal{D}_f, \mathcal{O}_p)} \right) \prod_{i=1}^{\alpha-1} \prod_{\epsilon \in E_\epsilon(f)} \delta^{\nu_E(b(\beta), \epsilon \beta^{-1} \pi^{-1} \beta^{-1} \mathcal{D}_f, \mathcal{O})}.
\]

**Proof.** For \( i = 2, \ldots, \alpha \) we have

\[
\pi^i \mathcal{D}_f = \bigcup_{\delta \in E_\delta(f)} \pi^{-1} \mathcal{D}_f \cap \pi^{-i} \mathcal{D}_f.
\]

Thus, applying this to the result of Lemma 9.6, we have

\[
\text{Err}(\beta) = \left( \prod_{\epsilon \in E_\epsilon(f)} \epsilon^{\nu_E(b(\beta), \epsilon \beta^{-1} \mathcal{D}_f \cap \pi^{-1} \beta^{-1} \mathcal{D}_f, \mathcal{O}_p)} \right) \left( \prod_{\delta \in E_\delta(f)} \delta^{\nu_E(b(\beta), \delta \beta^{-1} \pi^{-1} \beta^{-1} \mathcal{D}_f, \mathcal{O}_p)} \right) \prod_{i=1}^{\alpha-1} \prod_{\epsilon \in E_\epsilon(f)} \delta^{\nu_E(b(\beta), \epsilon \beta^{-1} \pi^{-1} \beta^{-1} \mathcal{D}_f, \mathcal{O})}.
\]

Remark that \( \prod_{\delta \in E_\delta(f)} \delta^{\nu_E(b(\beta), \epsilon \beta^{-1} \pi^{-1} \beta^{-1} \mathcal{D}_f, \mathcal{O})} = 1 \), since \( \epsilon \beta^{-1} \pi^{-1} \mathcal{D}_f \cap \pi^{-1} \beta^{-1} \mathcal{D}_f = \emptyset \), gives the result. \( \square \)

If \( \alpha = 2 \) it is straightforward to see that Lemma 9.7 is equivalent to Proposition 9.5 and thus we are also finished in the case \( \alpha = 2 \). From this point on we assume that \( \alpha > 2 \). From Lemma 9.7 one can see that to prove Proposition 9.5 it is enough for us to show

\[
1 = \prod_{\delta \in E_\delta(f)} \delta^{\nu_E(b(\beta), \delta \beta^{-1} \pi^{-1} \mathcal{D}_f \cap \pi^{-\alpha} \beta^{-1} \mathcal{D}_f, \mathcal{O}_p)} \prod_{i=1}^{\alpha-1} \prod_{\epsilon \in E_\epsilon(f)} \delta^{\nu_E(b(\beta), \epsilon \beta^{-1} \mathcal{D}_f \cap \pi^{-1} \beta^{-1} \mathcal{D}_f, \mathcal{O})} \prod_{i=2}^{\alpha-1} \prod_{\delta \in E_\delta(f)} \delta^{\nu_E(b(\beta), \epsilon \beta^{-1} \pi^{-1} \mathcal{D}_f \cap \pi^{-1} \beta^{-1} \mathcal{D}_f, \mathcal{O})}.
\]

(74)

To do this we first show the following lemma.
Lemma 9.8. We have that for $j = 1, \ldots, \alpha - 1$ the right hand side of (74) is equal to

$$e(j) = \left( \prod_{\delta \in E_+(f)} \delta^{\nu E}(b(\beta), \delta \beta^{-1} \pi^{-j} \mathcal{D}_f \cap \pi^{-\alpha} \beta^{-1} \mathcal{D}_1, \mathcal{C}_p) \right)$$

$$\prod_{i=j}^{\alpha-1} \prod_{\epsilon \in E_+(f)} e^{-\nu(E, \{\epsilon^{-1}\})}(b(\beta), \epsilon \beta^{-1} \pi^{-j} \mathcal{D}_f \cap \pi^{-j} \beta^{-1} \mathcal{D}_1, \mathcal{D}_p)$$

$$\prod_{i=j+1}^{\alpha-1} \prod_{\delta \in E_+(f)} \delta^{\nu(E, \{\delta^{-1}\})}(b(\beta), \delta \beta^{-1} \pi^{-j} \mathcal{D}_f \cap \pi^{-j} \beta^{-1} \mathcal{D}_1, \mathcal{D}_p).$$

Note that for $j = \alpha - 1$ the last product is empty. We also remark that it is implicit in the statement of this lemma that $e(1) = \cdots = e(\alpha - 1)$.

Proof. We prove this by induction. The case $j = 1$ holds trivially. We now assume it holds for $j$ and prove the result for $j + 1$, i.e., we show $e(j) = e(j + 1)$. To do this we note that for $i = j + 2, \ldots, \alpha$, we have

$$\pi^{-i} \mathcal{D}_f = \bigcup_{\kappa \in E_+(f)} \pi^{-(j+1)} \kappa \mathcal{D}_f \cap \pi^{-i} \mathcal{D}_f.$$

Thus, $e(j)$ is equal to the product of the following elements:

$$\left( \prod_{\delta \in E_+(f)} \delta^{\nu E}(b(\beta), \delta \beta^{-1} \pi^{-j} \mathcal{D}_f \cap \pi^{-j} \beta^{-1} \mathcal{D}_1, \mathcal{D}_p) \right) \left( \prod_{\kappa \in E_+(f)} \kappa^{\nu E}(b(\beta), \kappa \beta^{-1} \pi^{-j} \mathcal{D}_f \cap \pi^{-j} \beta^{-1} \mathcal{D}_1, \mathcal{D}_p) \right)$$

(75)

$$\prod_{i=j}^{\alpha-1} \prod_{\epsilon \in E_+(f)} e^{-\nu(E, \{\epsilon^{-1}\})}(b(\beta), \epsilon \beta^{-1} \pi^{-j} \mathcal{D}_f \cap \pi^{-j} \beta^{-1} \mathcal{D}_1, \mathcal{D}_p)$$

(76)

$$\prod_{i=j+1}^{\alpha-1} \prod_{\delta \in E_+(f)} \delta^{\nu(E, \{\delta^{-1}\})}(b(\beta), \delta \beta^{-1} \pi^{-j} \mathcal{D}_f \cap \pi^{-j} \beta^{-1} \mathcal{D}_1, \mathcal{D}_p)$$

(77)

$$\prod_{i=j+2}^{\alpha-1} \prod_{\kappa \in E_+(f)} \kappa^{\nu E}(b(\beta), \kappa \beta^{-1} \pi^{-j} \mathcal{D}_f \cap \pi^{-j} \beta^{-1} \mathcal{D}_1, \mathcal{D}_p).$$

(78)

We remark that the first bracketed term in (75), and (78) are already products in $e(j + 1)$. We now consider (77) and calculate that it is equal to

$$\left( \prod_{i=j+1}^{\alpha-1} \prod_{\delta \in E_+(f)} \delta^{\nu(E, \{\delta^{-1}\})}(b(\beta), \delta \beta^{-1} \pi^{-j} \mathcal{D}_f \cap \pi^{-j} \beta^{-1} \mathcal{D}_1, \mathcal{D}_p) \right)$$

$$\left( \prod_{i=j+1}^{\alpha-1} \prod_{\delta \in E_+(f)} \delta^{-\nu(E, \{\delta^{-1}\})}(b(\beta), \delta \beta^{-1} \pi^{-j} \mathcal{D}_f \cap \pi^{-j} \beta^{-1} \mathcal{D}_1, \mathcal{D}_p) \right).$$

(79)

We now consider the way the terms in (79) interact with (76). Multiplying (79) by (76) gives

$$\left( \prod_{i=j+1}^{\alpha-1} \prod_{\epsilon \in E_+(f)} e^{-\nu(E, \{\epsilon^{-1}\})}(b(\beta), \epsilon \beta^{-1} \pi^{-j} \mathcal{D}_f \cap \pi^{-j} \beta^{-1} \mathcal{D}_1, \mathcal{D}_p) \right)$$

$$\left( \prod_{\epsilon \in E_+(f)} e^{-\nu(E, \{\epsilon^{-1}\})}(b(\beta), \epsilon \beta^{-1} \pi^{-j} \mathcal{D}_f \cap \pi^{-j} \beta^{-1} \mathcal{D}_1, \mathcal{D}_p) \right).$$

(80)
The first term in (80) is the term we were missing from $e(j + 1)$. Thus it only remains to show that the second bracketed term in (75) multiplied by the second bracketed term in (80) is equal to $1$. This is shown by the following calculation,

$$\prod_{\delta \in E_{+(f)}} \delta_{E_{\langle \sigma \rangle}}(b(\beta), \delta \beta^{-1}) \prod_{\epsilon \in E_{-(f)}} \epsilon_{E_{\langle \sigma \rangle}}(b(\beta), \epsilon \beta^{-1}) = 1.$$

We therefore deduce that $e(j) = e(j + 1)$ as claimed. This completes the proof of the lemma.

We are now ready to prove Proposition 9.5.

**Proof of Proposition 9.5.** We consider $e(\alpha - 1)$. From Lemma 9.8, we have that $e(\alpha - 1)$ is equal to the right hand side of (74). Then

$$e(\alpha - 1) = \left( \prod_{\delta \in E_{+(f)}} \delta_{E_{\langle \sigma \rangle}}(b(\beta), \delta \beta^{-1}) \right) \prod_{\epsilon \in E_{-(f)}} \epsilon_{E_{\langle \sigma \rangle}}(b(\beta), \epsilon \beta^{-1}).$$

Since $\{\pi \} = \{\pi^{-1}\}$, it is clear that $e(\alpha - 1) = 1$.

This completes the proof of Proposition 9.5 and thus proves Theorem 9.1.

**9.2 Norm compatibility for $u_2$**

We recall the definition

$$u_2 = \sum_{\sigma \in G} u_2(\sigma) \otimes [\sigma^{-1}] = E_{id} \cap \Delta_{\ast}(c_{id} \cap \rho_{H/F}).$$

**Theorem 9.9.** We have for any $\sigma \in G$,

$$u_2(\sigma, H) = \prod_{\tau \in G \backslash H | \mu = \sigma} u_2(\tau, H').$$

**Remark 9.10.** This theorem has been stated without proof by the first author with Speis in Proposition 5.1. We include the proof for completeness. We note also that the proof of the norm compatibility for $u_2$ is much simpler than that for $u_1$. This is a result of the additional structure we have due to the cohomological nature of the construction.

47
Proof of Theorem 9.9. We consider the natural map

\[ \psi: F_p^* \otimes \mathbb{Z}[G'] \to F_p^* \otimes \mathbb{Z}[G] \]

\[ \sum_{\tau \in G'} n_\tau \otimes [\tau] \mapsto \sum_{\sigma \in G} \left( \prod_{\tau \in G'} n_\tau \right) \otimes [\sigma]. \]

Then, on the one hand,

\[ \psi(u_2(H')) = \sum_{\sigma \in G} \left( \prod_{\tau \in G'} u_2(\tau, H') \right) \otimes [\sigma]. \]

On the other hand

\[ \psi(u_2(H')) = \psi(\Eis_{0,F} \cap \Delta_s(c_{id} \cap \rho_{H'/F})) \]

\[ = \Eis_{0,F} \cap \psi_s \Delta_s(c_{id} \cap \rho_{H'/F}) \]

\[ = \Eis_{0,F} \cap \Delta_s(c_{id} \cap \psi_s \rho_{H'/F}). \]

The only equality of note here is the final one. This follows since we can commute \( \psi_s \) with \( \Delta_s \), which follows from the calculations of §5.1 and §5.3. Then since \( \psi_s \rho_{H'/F} = \rho_{H/F} \), the desired result follows.

\[ \square \]
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