3D tomographic imaging with the γ-eye planar scintigraphic gamma camera

To cite this article: H Tunnicliffe et al 2017 J. Phys.: Conf. Ser. 931 012002

View the article online for updates and enhancements.

Related content
- Tomographic evaluation of a dual-head position emission tomography system
  N Efthimiou, S Maistros, X Tripolitis et al.
- Flat-panel detector based micro-CT system
  Sang Chul Lee, Ho Kyung Kim, In Kon Chun et al.
- Validation of GATE for modelling a CsI(Tl) gamma camera for small-animal imaging
  D Lazaro, I Buvat, G Loudos et al.
3D tomographic imaging with the γ-eye planar scintigraphic gamma camera

H Tunnicliffe1,2, M Georgiou3, G K Loudos4, A Simcox1,2 and C Tsoumpas2

1School of Physics and Astronomy, University of Leeds, UK
2Division of Biomedical Imaging, School of Medicine, University of Leeds, UK
3BET Solutions, Research & Development, Athens, Greece
4Department of Biomedical Engineering, Technological Educational Institute of Athens, Greece

Keywords: Single photon emission computed tomography, small animal imaging, QSPECT, STIR.

Abstract: γ-eye is a desktop planar scintigraphic gamma camera (100 mm × 50 mm field of view) designed by BET Solutions as an affordable tool for dynamic, whole body, small-animal imaging. This investigation tests the viability of using γ-eye for the collection of tomographic data for 3D SPECT reconstruction. Two software packages, QSPECT and STIR (software for tomographic image reconstruction), have been compared. Reconstructions have been performed using QSPECT’s implementation of the OSEM algorithm and STIR’s OSMAPOSL (Ordered Subset Maximum A Posteriori One Step Late) and OSSPS (Ordered Subsets Separable Paraboloidal Surrogate) algorithms. Reconstructed images of phantom and mouse data have been assessed in terms of spatial resolution, sensitivity to varying activity levels and uniformity. The effect of varying the number of iterations, the voxel size (1.25 mm default voxel size reduced to 0.625 mm and 0.3125 mm), the point spread function correction and the weight of prior terms were explored. While QSPECT demonstrated faster reconstructions, STIR outperformed it in terms of resolution (as low as 1 mm versus 3 mm), particularly when smaller voxel sizes were used, and in terms of uniformity, particularly when prior terms were used. Little difference in terms of sensitivity was seen throughout.

1. Introduction

The γ-eye camera is a compact desktop gamma camera designed by BET Solutions as an affordable tool for research teams carrying out preclinical trials on small rodents. While planar imaging is arguably sufficient for many trials [1], with the addition of a rotating bed the system could be used to collect tomographic data by rotating the subject rather than the camera as in most SPECT (single photon emission computed tomography) systems. The advantages of this being that the tomographic images have a higher contrast than planar images [2,3] and as a 3D image is constructed, the subject can be analysed from multiple views.

Various analytic or iterative methods can reconstruct projections acquired at different angles of view into a 3D image. While analytic methods such as filtered back projection (FBP) are much faster, iterative methods offer several advantages, including the ability to model the emission and detection process, allowing for superior image quality and the absence of streak artefacts that are inherent with FBP. The most widely used iterative algorithm is the ordered
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subset expectation method (OSEM) [4]. Additionally, there are maximum a posteriori (MAP) algorithms which use a prior term to suppress noise of the reconstructed image [5].

The suitability of γ-eye for use as a SPECT system has been assessed by converting projection data from γ-eye to sinogram data suitable for reconstruction and then, converting the sinograms into a format compatible with tomographic reconstruction software [6]. By performing reconstructions and analysing the resulting images, attempts could be made to optimize the images in terms of resolution, contrast, noise reduction and reconstruction time.

2. Methods

2.1 The γ-eye camera

γ-eye has a 100 mm² field of view and a hexagonal, parallel hole collimator (26 mm depth & 1.5 mm hole diameter). The detector consists of a CsI(Na) pixelated scintillator coupled to two position-sensitive photomultiplier tubes [1].

2.2 Reconstruction software

Two different software packages for SPECT image reconstruction were investigated, QSPECT [7] and STIR[8,9]. QSPECT is an open-source package that offers a simple user interface for iterative SPECT reconstruction via an implementation of OSEM. STIR contains two algorithms for iterative image reconstruction, OSMAPOSL (Ordered Subset Maximum A Posteriori One Step Late) and OSSPS (Ordered Subset Separable Paraboloidal Surrogate). The OSMAPOSL algorithm is a refined OSEM style algorithm that can optionally include prior terms [10]. Where the use of prior terms has been explored, the quadratic Gibbs prior was used with value p controlling the weight of the prior term. OSSPS implementation [11] uses the formula:

\[ \lambda^{new} = \lambda + \zeta D \Psi \]

where \( \lambda \) is the parameters to be estimated, \( \Psi \) is the objective function, \( D \) is the diagonal matrix and \( \zeta \) is the iteration dependant relaxation parameter given by the relaxation parameter \( a \) and the relaxation gamma \( \gamma \) in the formula

\[ \zeta = \frac{a}{1 + \gamma n} \]

2.3 Data sets and analysis

Three sets of data were used to assess the performance of the reconstruction software. A single capillary tube; a phantom with three cylindrical regions, each with different activity levels and finally a mouse. Each dataset consisted of 36 projections, taken at rotational increments of 10° from the last and a rotational distance of 5 cm and used 99mTc solution. The capillary tube was filled with 150 μCi of radiation. The capillary dataset was used to measure the spatial resolution achieved by various reconstructions. To do this a Gaussian fit was applied to the line profile of each reconstructed image from which the full-width-half-maximum (FWHM) could be extracted. While there are other methods that can provide optimised fitting for the point spread function [12], Gaussian fitting is sufficient for comparison purposes. The mean FWHM of numerous line profiles along the length of the capillary were used to give a value for the spatial resolution of each reconstruction [13]. The next data set was a phantom, with three shallow cylindrical wells. Each was filled with a different level of activity to give three regions of varying intensity (bright: 500 μCi, middle: 250 μCi and dim: 125 μCi). This was used to assess the uniformity achieved and the sensitivity to varying levels of activity of different reconstructions. Uniformity was assessed by measuring the coefficient of variation (COV = σ/μ) within each region and the sensitivity through comparison of the mean number in each region.

3. Results and Discussion

3.1 Spatial resolution

The spatial resolution achieved by various reconstructions across a number of iterations is shown in Figure 1a. In all cases, the resolution improves with the number of iterations, with the improvement in resolution stabilized at high iteration numbers. STIR reconstructions use the OSMAPOSL algorithm with no prior term (equivalent to OSEM). STIR provides reconstructed images with higher resolution in comparison to QSPECT, because STIR includes point spread function (PSF) [14,15]. The QSPECT reconstructions make use of a ray-tracing methodology which is
described by Loudos [16] achieving resolution of 3 mm, whereas resolutions as low as 1 mm were observed with STIR. QSPECT however, outperformed STIR in terms of speed with the fastest STIR (61.48 s) reconstruction taking 6 times longer than QSPECT (9.68 s) over 15 iterations. FBP images had a resolution of 4 mm. STIR PSF correction is dependent on the collimator, the slope and \( \sigma_0 \), as illustrated by the equation:

\[
\sigma (d) = \text{slope} \times d + \sigma_0
\]

where \( \sigma(d) \) is the sigma (related to the width) of the Gaussian blur at height \( d \) above the collimator. The \( \sigma \) in a planar image of a capillary was measured at different heights above the collimator and a linear fit gave values for the slope and \( \sigma_0 \).

The choice of 2D (slices corrected sequentially) or 3D (correction between slices) PSF was also investigated. No significant difference was seen in the resolution in the x-y plane between the 2D and 3D PSF options, differences may be seen if the z-axis resolution was investigated. While no significant difference in resolution was measured between 2D and 3D correction, the 3D PSF lead to a 13 times increase in reconstruction time over 15 iterations.

STIR allows the voxels of reconstructed images to have dimensions different to the original projections. The transverse voxel dimensions were reduced from 1.25 mm to 0.625 mm and 0.3125 mm. The axial dimension remained at 1.25 mm throughout. The 0.625 mm voxel size demonstrated significant improvements in resolution over the 1.25 mm voxel size but at the cost of 4 times increase in reconstruction time (from 61.48 s to 250.86 s for 15 iterations). The 0.3125 mm voxels gave a marginal improvement in resolution over the 0.625 mm but at the cost of a 19 times increase in reconstruction time compared to 1.25 mm voxels (from 61.48 s to 1175.41 s for 15 iterations). (Note, all reconstructions ran on Intel® Core™ i7-3632QM CPU 2.20GHz with 8.00 GB RAM).

3.2 Sensitivity and Uniformity

The QSPECT reconstruction of the 3 well phantom resulted in a more uniform image than the most comparable STIR reconstruction (STIR OSEM 1.25 mm), as demonstrated by the smaller COV values for all three regions. The ratios between the mean values for the different regions are relatively consistent between QSPECT and STIR suggesting that there is little difference in the sensitivity to varying levels of radiation between the two.

| Table 1. | Mean and COV values for each phantom region for different reconstruction settings. |
|---------------------|---------------------------------|
| Reconstruction (20 iterations) | Bright region | Middle Region | Dim Region |
| QSPECT OSEM | Mean | COV | Mean | COV | Mean | COV |
| 1.25 mm | 9.26 | 0.22 | 3.78 | 0.38 | 2.43 | 0.38 |
| STIR OSEM 0.625 mm | 9.26 | 0.26 | 3.72 | 0.54 | 2.53 | 0.46 |
| STIR OSEM 0.625 mm (p=0.5) | 9.29 | 0.26 | 3.73 | 0.54 | 2.54 | 0.46 |
| STIR OSEM 0.625 mm (p=0.75) | 9.12 | 0.16 | 3.73 | 0.34 | 2.51 | 0.33 |
| STIR OSEM 0.625 mm (p=1) | 9.06 | 0.16 | 3.73 | 0.29 | 2.50 | 0.29 |

Figure 1a. Mean FWHM of Gaussian fit against number of iterations for different reconstruction settings (QSPECT OSEM and STIR OSMAPOLSL). b. Comparison of reconstructed capillary images with different software and settings after 15 iterations.
The effect of varying the voxel size on sensitivity and uniformity has also been explored. Table 1 shows minimal changes in the COV between the 1.25 mm and 0.625 mm reconstructions suggesting that changes in voxel size have little effect on the uniformity of the resulting image. The mean values also remain very similar, indicating that the sensitivity is also largely unaffected. It should be noted that the mean values for the smaller voxel sizes have been scaled to adjust for the difference in the total number of voxels in the active area.

To improve the uniformity of the images, the use of prior terms has been explored. Here the quadratic prior term from the STIR toolkit has been used, the weight of the prior term can be adjusted by changing the value of the penalization factor ($p$). As can be seen in Figure 2, the use of prior terms has a strong effect on the uniformity. This is supported by the reduction in the COV values for all regions. As expected the higher the penalization factor, lower COV values are measured and the images are more uniform, although the change in the COV is not significant in the bright region between the different penalisation factors used. With the use of prior terms, more uniform images can be achieved with STIR than were achieved with QSPECT.

3.3 Mouse Data

Figure 3 shows the same slice from various reconstructions of the mouse lung data set. Some issues were found with this data set resulting in circular defects that could not be fully removed by the centre of rotation correction. This is believed to be due to alignment issues from the capture of the projections. For this reason, a single slice with minimal defects was selected for analysis. All STIR reconstructions used 0.625 mm voxel size and 2D PSF correction for best performance. Reconstructions were performed for up to 20 iterations (except OSSPS).

STIR produced clearer images than QSPECT with increased resolution allowing for less grainy images and better separation between the two lungs. A variety of prior penalisation factors were tested, ranging from 0.25 to 1. The use of prior terms produced less distorted images, however, higher penalization factors have a blurring effect on the images. This is evident in Figure 3 a where the higher $p$ values have less separation between the two lungs.
For OSSPS, an initial image, created by 2 iterations of OSMAPoSL algorithm was used to aid convergence, followed by 10 iterations of OSSPS. Quadratic prior terms were used with a penalization factor of 0.25. The first reconstruction (OSSPS-A) used the default relaxation parameters provided by STIR. Each subsequent reconstruction used slightly altered values, to improve the resulting image. The OSSPS images in Figure 3 are similar to those produced by OSMAPoSL when using the prior term. However, the noise may not have been suppressed sufficiently, as there is a slightly brighter region between the lower part of the lungs. Line profiles from the OSSPS images are shown in Figure 3. In these the reconstruction seems near identical to the OSMAPoSL with $p = 0.25$ which may suggest that much of the final image was determined by the initial image used.

The parameters used in OSSPS-A ($\alpha = 1, \gamma = 0.1$) gave a marginally worse reconstruction than OSMAPoSL, the bright regions being slightly less bright and the centre region being slightly brighter (Figure 3). First, the $\alpha$ was increased for OSSPS-B ($\alpha = 2, \gamma = 0.1$), giving an increase in brightness for the lungs and a decrease in brightness for the region between. Following this $\gamma$ was increased (OSSPS-C: $\alpha = 2, \gamma = 0.2$), this gave slightly worse results in terms of these two factors. Instead a lower value of $\gamma$ was tried (OSSPS-D: $\alpha = 2, \gamma = 0.05$), this gave the best reconstruction overall, but the differences are again very slight.

4. CONCLUSIONS

Successful reconstructions of phantom SPECT data acquired with the $\gamma$-eye using both STIR and QSPECT software packages have been demonstrated. Initial issues with the misalignment of the centre of rotation were successfully corrected for through adjustment of sinogram data. However, this failed to correct for all defects in the mouse data, proper geometrical calibration should correct this.

The comparisons of images produced by both packages demonstrate that, for most cases, STIR would be the better choice. Better results in terms of resolution (STIR: 1 mm, QSPECT: 3 mm) and uniformity (when prior terms are used), were achieved with STIR. However, very little difference was found in the sensitivity to different activity levels and the QSPECT reconstructions were 26 times faster than STIR for the resolutions stated. The mouse lung images demonstrate that the image resolution achievable with the $\gamma$-eye camera is sufficient for use with small animal imaging where individual organs must be resolved. Interesting results were seen from OSSPS in that it matched the quality of the OSMAPoSL results in fewer iterations.
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