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Abstract—This paper presents a game theoretic framework for participation and free-riding in federated learning (FL), and determines the Nash equilibrium strategies when FL is executed over wireless links. To support spectrum sensing for NextG communications, FL is used by clients, namely spectrum sensors with limited training datasets and computation resources, to train a wireless signal classifier while preserving privacy. In FL, a client may be free-riding, i.e., it does not participate in FL model updates, if the computation and transmission cost for FL participation is high, and receives the global model (learned by other clients) without incurring a cost. However, the free-riding behavior may potentially decrease the global accuracy due to lack of contribution to global model learning. This tradeoff leads to a non-cooperative game where each client aims to individually maximize its utility as the difference between the global model accuracy and the cost of FL participation. The Nash equilibrium strategies are derived for free-riding probabilities such that no client can unilaterally increase its utility given the strategies of its opponents remain the same. The free-riding probability increases with the FL participation cost and the number of clients, and a significant optimality gap exists in Nash equilibrium with respect to the joint optimization for all clients. The optimality gap increases with the number of clients and the maximum gap is evaluated as a function of the cost. These results quantify the impact of free-riding on the resilience of FL in NextG networks and indicate operational modes for FL participation.

I. INTRODUCTION

Federated learning (FL) allows a set of clients to collectively train a global machine learning model without sharing their individual training datasets [1]. In orchestration by a server, each client in FL shares its trained local model with the server and the server aggregates these models and shares the aggregated global model back with the clients. Then, the clients initialize their local models with this global model and train these models using their own training data samples. By repeating this process over multiple epochs, a global model is trained in this client-server framework. FL provides various benefits: (i) Since the training datasets are not shared in FL, clients can preserve the privacy of their training datasets. (ii) Since the trained models are typically smaller than the training data, the communication load is reduced in FL compared to the case of sharing the data among clients and the server. (iii) Clients that may not have large training datasets or powerful computing resources can still collectively train a global model in FL by using their local training datasets and computing resources [2]–[4].

To reap these benefits of FL, clients may need incentives to participate in FL. Various incentive mechanisms such as those motivated by game theory have been studied to foster collaboration for FL [5], [6]. Also, it is possible for clients to decide with whom they participate in FL by forming federating coalitions to balance the performance of local and global models [7]. On the other hand, FL is also susceptible to various insider exploits [8]–[11] such as (i) data poisoning (training datasets are manipulated by malicious clients), (ii) model update poisoning (models are manipulated by malicious clients before sharing with the server), and (iii) inference of class representatives, memberships, and training inputs and labels. One particular client behavior of concern is free-riding [12], [13], where some clients may not contribute to the FL model updates, but they may receive the global model from the server (as shown in Fig. 1). While there may be a benign reason that the free-riding client does not have training data to contribute to the FL model updates, there may be also selfish reason that this client may avoid incurring the cost of spending its communication and computation resources, or a malicious reason that this client may aim to steal the global model.

Wireless systems can support various applications of FL such as in mobile edge networks [11], Internet of Things (IoT) [14], 5G [15], [16], and 6G [17]. FL can be performed over wireless links [18]–[22] and multi-hop wireless networks [23]. In these cases, clients may refrain from participating in the FL model updates to preserve their energy that would be spent for wireless transmissions to share the FL model updates (especially when clients are battery-operated). The cost for participating in FL increases linearly with the number of epochs used in FL, where each client participating in FL spends energy and resources for locally training its deep neural network model as well as for
transmitting its model update back to the server as an uplink transmission in each epoch. On the other hand, a free-riding client does not incur these costs, as it only receives the model updates from the server without any need of training the local model and transmitting the model updates to the server.

While free-riding clients avoid these costs, their selfish behavior adversely affects the global server accuracy and consequently the performance of other clients. In particular, the gains from getting information from the server (namely, the global server accuracy) is reduced when some clients are not participating in FL, as they do not contribute to the global model learning with their individual data. Thus, there is a trade-off that leads to the conflicting interests of selfish clients when they assume the roles as participating in FL model updates (called ‘participant’) or free-riding without participating in FL model updates (called ‘free-rider’).

This paper formulates these conflicting interests as a non-cooperative free-rider game among clients involved in FL. Each client is a player and individually selects to be a participant or a free-rider as its action. The strategy of each client is the probability of selecting to be a free-rider. The reward is the global server accuracy and a cost is associated with participating in FL model updates. The utility (payoff) of each client is computed as the difference of the reward and the cost, and it is individually maximized given the strategies (free-riding probabilities) of other clients.

In this paper, FL is used to collectively train a wireless signal classifier. A real-world scenario is the 3.5GHz Citizens Broadband Radio Service (CBRS) [24], where the incumbent user (namely, radar) and 5G communications co-exist in the same spectrum band. The spectrum sensors of the Environment Sensing Capability (ESC) need to detect the incumbent signal and inform the Spectrum Access System (SAS) to configure 5G communications and prevent interference with the incumbent signal. Spectrum sensors can use a deep learning model to detect signals of interest [25], [26]. Each sensor may have limited training data and processing power, and may not share the data to keep communication load low and/or preserve data privacy (as spectrum sensors may monitor different geographical areas with different levels of privacy requirements). Thus, FL can be applied to train the deep learning model by utilizing training datasets collected at different locations [22], [23].

In this wireless network setting, the pure and mixed strategies are derived for free-riding in Nash equilibrium, where no client can unilaterally improve its utility by changing its strategies given the strategies of other clients are fixed. The free-riding probabilities in Nash equilibrium increase with the cost and the number of clients involved in FL participation. In the meantime, the corresponding utility in Nash equilibrium is measured and the optimality gap is evaluated relative to the case when the total utility is maximized by selecting the free-riding probabilities jointly. The optimality gap increases with the number of clients and the cost for which the optimality gap reaches its maximum is identified. Also, the fictitious play is considered, where each client plays the best response to the empirical distributions of opponent strategies over time (without knowing their utilities).

Overall, the results presented in this paper quantify the resilience of FL to free-riding in a non-cooperative setting, when FL is applied to the wireless signal classification task, and indicate operational modes for clients to participate in FL model updates, when FL is performed over wireless links with associated costs for computing and transmitting.

The rest of the paper is organized as follows. Section [I] describes the system model. Section [III] presents the Nash equilibrium strategies for the free-rider game. Section [IV] studies the free-rider game when FL is applied for wireless signal classification. Section [V] concludes the paper.

II. System Model

There are \( N \) clients from the set \( \mathcal{N} \) that may participate in FL model updates. Each participating client \( i \in \mathcal{N} \) has its own training data, trains its own local model (weights \( w_i \)) in each epoch of FL, and sends it to the server. The server builds the global model by the federated averaging (FedAvg) algorithm such that the weights of the global model are aggregated as 
\[
w = \frac{1}{N} \sum_{i \in \mathcal{N}} w_i.\]
Then, the server broadcasts this global model \( w \) to all clients in one transmission (again over the air). Clients update their local models by this global model \( w \) (i.e., they initialize their models with \( w \)). This set of operations corresponds to one epoch of FL and is repeated over many epochs to build a global model. The over-the-air transmissions between the clients and the server are separated over time or frequency so that they do not interfere with each other.

It is possible that one or more clients from \( \mathcal{N} \) are free-riding, i.e., they do not participate in FL model updates by refraining to send their model updates to the server, as shown in Fig. [I]. However, they still receive the global model update from the server (that is broadcast in the wireless medium). With participation in FL model updates, a client may incur a cost for consuming energy for computation and transmission, while it may end with higher global model accuracy by contributing to the model updates. With free-riding, a client does not incur a cost, but may end up with lower accuracy as it does not contribute to the aggregate model of the server. To formulate this tradeoff, a game is set up among selfish clients where their actions are to select between two roles, namely free-riding and participating in FL model updates.

The strategy of each client \( i \) is to select its free-riding probability \( p_i \). Let \( p_{-i} \) denote the strategies (namely, free-riding probabilities) of \( \mathcal{N} \), where \( \mathcal{N}_{-i} = \mathcal{N} \setminus \{i\} \) is the set of clients excluding client \( i \). Each client \( i \) receives the global server model accuracy as the reward. Specifically, client \( i \) receives the reward \( r_{i}(S_{-i}, S_i) \), if client \( i \) selects the role \( S_i \in \{F, P\} \), where \( F \) and \( P \) correspond to ‘free-rider’ and ‘participant’ roles, respectively, and other clients select roles \( S_{-i} = \{S_j\}_{j \in \mathcal{N}_{-i}} \). Suppose that \( \mathcal{N}_{-i} \) is partitioned into sets \( \mathcal{F} \) and \( \mathcal{P} \) based on the roles \( F \) and \( P \) assumed by clients in \( \mathcal{N}_{-i} \) such that \( \mathcal{F} \cup \mathcal{P} = \mathcal{N}_{-i} \) and \( \mathcal{F} \cap \mathcal{P} = \emptyset \). Then, the reward of client \( i \) is 
\[u^{(i)}_{F,F,P}\] if \( S_i = F \), and 
\[u^{(i)}_{P,F,P}\] if \( S_i = P \). In the latter case, client \( i \) also incurs a computation and transmission cost \( c_i \).
III. Nash Equilibrium Strategies for the Free-Rider Game

Utility functions: The utility function combines rewards and costs. In response to the strategies, \(p_{-i}\), of its opponents, the utility of client \(i\), if it selects to be free-riding, is given by

\[
u^{(i)}_{F}(p_{-i}) = \sum_{\{F,P\}: F \cup P = N_{-i}, F \cap P = \emptyset} \prod_{j \in F, k \in P} p_j(1 - p_k) u^{(i)}_{p_{-i},F,P}
\]

and the utility of client \(i\), if it selects to participate in FL model updates, is given by

\[
u^{(i)}_{P}(p_{-i}) = \sum_{\{F,P\}: F \cup P = N_{-i}, F \cap P = \emptyset} \prod_{j \in F, k \in P} p_j(1 - p_k) u^{(i)}_{p_{-i},F,P} - c_i.
\]

Averaged over its strategy \(p_i\), the utility of client \(i\) as a function of \(p = \{p_{i}, p_{-i}\}\) is given by

\[
u^{(i)}_T(p) = \sum_{i \in N} \left( p_i u^{(i)}_F(p_{-i}) + (1 - p_i) u^{(i)}_P(p_{-i}) \right),
\]

where \(u^{(i)}_F(p_{-i})\) and \(u^{(i)}_P(p_{-i})\) are given in (1) and (2), respectively.

Globally optimal (cooperative) strategies: The globally optimal strategies \(p^*\) are the ones that maximize the total utility \(\nu_T(p)\) for all clients, namely \(p^*\) is given by

\[
p^* = \arg \max_{p: p_i \in [0,1]} \sum_{i \in N} \nu^{(i)}_T(p).
\]

Nash equilibrium strategies: To compute the non-cooperative Nash equilibrium strategies, \(B_i(p_{-i})\) is defined as the best response of client \(i\) to the strategies \(p_{-i}\) of other clients \(N_{-i}\). Then, the Nash equilibrium strategies satisfy

\[
p^* \in B_i(p^*_{-i}), \quad i \in N,
\]

where \(B_i(p^*_{-i})\) is obtained by solving the optimization problem given by

\[
\max_{p_i} \nu^{(i)}_T(p_i, p_{-i})
\]

subject to \(0 \leq p_i \leq 1\).

In Nash equilibrium, no client can unilaterally deviate from its strategy to increase its utility. To find the Nash equilibrium strategies, (6) is converted first to a standard optimization form:

\[
\min_{x} f(x)
\]

subject to \(g_j(x) \leq 0\),

where \(f\) is the objective function, \(x\) is the optimization variable, and \(g_j\) is the \(j\)th inequality constraint function. For client \(i\), (6) is converted to standard form (7) by setting

\[
x = p_i,
\]

\[
f(x) = -u^{(i)}_F(x, p_{-i}),
\]

\[
g_1(x) = -x,
\]

\[
g_2(x) = x - 1
\]

for \(p_{-i}\), where \(g_1\) and \(g_2\) correspond to the constraints \(p_i \geq 0\) and \(p_i \leq 1\), respectively, in the optimization problem (6).

In general, the Karush–Kuhn–Tucker (KKT) conditions (7) are given by

\[
\nabla_x f(x^*) + \sum_j \mu_j \nabla_x g_j(x^*) = 0,
\]

\[
g_j(x^*) \leq 0,
\]

\[
\mu_j \geq 0,
\]

\[
\sum_j \mu_j g_j(x^*) = 0.
\]

By applying (8)–(11) for each client \(i\), the KKT conditions for the utility optimization for client \(i\) are given by

\[
-\nabla_{p_i} \nu^{(i)}_T(p^*_i, p_{-i}) - \mu_{i,1} = 0,
\]

\[
p^*_i \geq 0,
\]

\[
p^*_i \leq 1,
\]

\[
\mu_{i,j} \geq 0,
\]

\[
\mu_{i,1} p^*_i = 0, \quad \mu_{i,2} (p^*_i - 1) = 0,
\]

where \(\mu_{i,j}\) is the KKT multiplier for the \(j\)th constraint of client \(i\). Note that the condition (16) couples the strategies of different clients and can be expressed (by applying the utilities from (1)–(3)) as

\[
\sum_{\{F,P\}: F \cup P = N_{-i}, F \cap P = \emptyset} \prod_{j \in F, k \in P} p_j(1 - p_k) \left( u^{(i)}_{p_{-i},F,P} - u^{(i)}_{F,F,P} \right)
\]

for each client \(i \in N\). Note that both pure strategies (when \(p_i \in \{0,1\}\) for all \(i \in N\)) and mixed strategies may exist as the Nash equilibrium strategies.

Fictitious play: In fictitious play, each player assumes that the opponents play stationary (possibly mixed) strategies that are given by the empirical frequency of their past actions. At each round of fictitious play, each player plays the best response to the empirical frequency of strategies chosen by their opponents until this round. Define \(p_i(t)\) as the strategy assumed by client \(i\) at round \(t\) and \(\tilde{p}_i(t)\) as the moving average of the strategies played by client \(i\) until round \(t\). Then, the strategy of client \(i\) is given by

\[
p_i(t) = B_i(\tilde{p}_{-i}(t))
\]

at round \(t\), where \(\tilde{p}_{-i}(t) = \{\tilde{p}_i(t)\}_{i \in N_{-i}}\).

Note that there is no need for any client to know the utilities of other clients. At each round, the server may broadcast the list of clients participating in FL, so that each client \(i\) can compute \(\tilde{p}_{-i}(t)\) over time by tracking the actions of other clients.

The strict Nash equilibrium strategies in fictitious play are absorbing states, i.e., if all players select their Nash equilibrium strategies at a given round, then they continue to select these strategies for all subsequent rounds. Note that if fictitious play converges to a distribution, this corresponds to a Nash equilibrium.
Nash equilibrium strategies for two clients: The expected utility of client \( i = 1, 2 \) for free-riding given the other client’s strategy, \( p_{-i} \), follows from (1) as
\[
\begin{align*}
u_F^{(i)}(p_{-i}) &= p_{-i}u_F^{(i)}(p_{-i}) + (1 - p_{-i})u_F^{(i)}(p_{-i}) = (22)
\end{align*}
\]
and the expected utility of client \( i \) for participating in FL given \( p_{-i} \) follows from (2) as
\[
\begin{align*}
u_F^{(i)}(p_{-i}) &= p_{-i}u_F^{(i)}(p_{-i}) + (1 - p_{-i})u_F^{(i)}(p_{-i}) - c_i = (23)
\end{align*}
\]
The Nash equilibrium strategies for two clients are obtained by solving the KKT conditions (12)-(15) with utilities (22) and (23). The resulting pure equilibrium strategies are given by
\[
\begin{align*}
(p_i^*, p_2^*) &= \begin{cases}
(0, 0) & \text{if } u_F^{(1)}(p_{-1}) \leq u_F^{(1)}(p_{-2}) - c_1, \ i = 1, 2, \\
(1, 1) & \text{if } u_F^{(1)}(p_{-2}) \geq u_F^{(1)}(p_{-2}) - c_1, \ i = 1, 2, \\
(0, 1) & \text{if } u_F^{(1)}(p_{-1}) \leq u_F^{(1)}(p_{-1}) - c_2, \ \text{and } u_F^{(2)}(p_{-1}) \geq u_F^{(2)}(p_{-1}) - c_2, \\
(1, 0) & \text{if } u_F^{(2)}(p_{-2}) \leq u_F^{(2)}(p_{-2}) - c_2, \ \text{and } u_F^{(1)}(p_{-2}) \geq u_F^{(1)}(p_{-2}) - c_1,
\end{cases} = (24)
\end{align*}
\]
Depending on the rewards and costs of clients, it is possible that one client selects a deterministic strategy and the other client selects a randomized strategy, or both select randomized strategies. These mixed strategies in Nash equilibrium are computed as
\[
\begin{align*}
(p_i^*, p_2^*) &= \begin{cases}
(0, p) & \text{if } u_F^{(2)}(p_{-2}) = u_F^{(2)}(p_{-2}) - c_2, \ p \geq p_1, M, p \in [0, 1], \\
(p, 0) & \text{if } u_F^{(1)}(p_{-1}) = u_F^{(1)}(p_{-1}) - c_1, \ p \geq p_2, M, p \in [0, 1], \\
(1, p) & \text{if } u_F^{(2)}(p_{-2}) = u_F^{(2)}(p_{-2}) - c_2, \ p \leq p_1, M, p \in [0, 1], \\
(p, 1) & \text{if } u_F^{(1)}(p_{-1}) = u_F^{(1)}(p_{-1}) - c_1, \ p \leq p_2, M, p \in [0, 1],
\end{cases} = (25)
\end{align*}
\]
where \( p_{i,M}, \ i = 1, 2 \), follows by solving (20) with \( \mu_{i,j} = 0 \), \( i = 1, 2 \) and \( j = 1, 2 \), and is given by
\[
\begin{align*}
p_{i,M} &= \left( \frac{c_{-i} + u_F^{(-1)}(p_{-i}) - u_F^{(-1)}(p_{-i})}{u_F^{(-1)}(p_{-i}) - u_F^{(-1)}(p_{-i}) + u_F^{(-1)}(p_{-i}) - u_F^{(-1)}(p_{-i})} \right)^1, = (26)
\end{align*}
\]
for \( i = 1, 2 \), where
\[
[x]_0 = \begin{cases}
0 & \text{if } x < 0, \\
x & \text{if } 0 \leq x \leq 1,
1 & \text{otherwise}.
\end{cases} = (27)
\]
Illustrative example: Consider an example of two clients. FL is used by these two clients to train a binary classifier. The reward of each client is the accuracy of the learned global model. Without any clients participating in FL, \( u_F^{(i)} = 0.5 \) for \( i = 1, 2 \), namely the default accuracy for the global model is 0.5 (corresponding to the case of flipping a fair coin). Consider the symmetric case that follows by assuming symmetric costs \( c_1 = c \) and symmetric rewards \( u_F^{(i)} = u_F^{(j)} = u_F = 0.9 \), and \( u_F^{(i)} = u_F^{(j)} = u_F = 0.8 \), \( i = 1, 2 \). From (26), \( p_{i,M} = p_{M} = [5(c - 0.1)]_1^1, \ i = 1, 2 \). Then, the Nash equilibrium strategies are computed from (24)-(25) as
\[
\begin{align*}
(p_1^*, p_2^*) &= \begin{cases}
(0, 0) & \text{if } c \leq 0.1, \\
(0, p), (p, 0) & \text{if } c = 0.1, \\
(0, 0) & \text{if } p \geq p_1, M, p \in [0, 1], \\
(1, 0), (0, 1) & \text{if } 0.1 \leq c \leq 0.3 \\
(1, p), (p, 1) & \text{if } c = 0.3, \\
(1, 1) & \text{if } c \geq 0.3.
\end{cases} = (28)
\end{align*}
\]
Note that as \( c \) increases, the free-riding probability of clients increases and the total utility drops until it saturates (when the free-riding probability becomes 1). The optimality loss is the highest when \( c = 0.3 \) such that the free-riding probability is 1 in Nash equilibrium and 0.25 in the globally optimal case. In this case, the optimality loss of total utility in Nash equilibrium (relative to the globally optimal case) is computed as \( \frac{18}{95} \times 100\% \sim 18\% \).

IV. Free-rider Game in Federated Learning for Wireless Signal Classification

The game formulation is applied to the case when FL is used to collectively train a wireless signal classifier. Each client corresponds to a spectrum sensor and collects the in-phase/quadrature (I/Q) data over the air. Each client trains a convolutional neural network (CNN) model to classify the received signals according to their modulation types and coordinates with other clients to collectively train a CNN model at the server. The input to the CNN is of two dimensions (2,16) corresponding to 16 I/Q samples. The output labels are the modulation types, in particular BPSK and QPSK. Each client has 1000 data samples. Signals are subject to Additive White Gaussian Noise (AWGN) such that the signal-to-noise-ratio (SNR) is uniformly randomly distributed between 0 dB to 10 dB. In addition, phase shifts that are uniformly randomly selected from \([\pi/30, \pi/30]\) are added to signals. These phase shifts are updated at every 20 samples. The data samples are split into 80% and 20% to construct the training and test datasets, respectively.

The utility reflects the server accuracy as the reward that measures the accuracy of the global model trained by FL and tested over the separate set of test samples. During FL, each sensor trains its own CNN model (with architecture shown in Table I) for signal classification. The categorical cross-entropy is used as the loss function and Adam is used as the optimizer. The numerical results are obtained in Python and the CNN models are trained in Keras with TensorFlow backend. FL is applied with FedAvg for model aggregation and run for 100 epochs to measure the global model accuracy.
The symmetric strategies are evaluated assuming a common cost $c$. For the case of two and three clients, the symmetric strategies in Nash equilibrium and in the globally optimal case are shown in Fig. 2 as a function of $c$. The corresponding total utilities are shown in Fig. 3. Overall, the highest optimality loss is 17.87% for two clients and 25.41% for three clients (both observed when $c = 0.46$). Note that as $c$ increases, clients show more tendency to be free-riding (i.e., their free-riding probability increases) such that the total utility drops until it saturates and the free-riding probability becomes 1. Overall, in Nash equilibrium, the free-riding probability is greater than or equal to the one for the globally optimal case.

When the fictitious play is considered, each client updates its actions by assuming that the other clients play randomized strategies given by the empirical frequency of their past actions. Note that each client does not know the utilities of other clients and only observes an empirical frequency of strategies given by the empirical frequency of their past actions. For the first round, each client assumes that the other clients play randomized strategies in Nash equilibrium and in the globally optimal case.

Next, the Nash equilibrium strategies and the corresponding utilities are evaluated as the number of clients, $N$, increases. The free-riding probability and the corresponding utility per client as a function of $N$ are shown in Fig. 2 and Fig. 3, respectively, for $c = 0.15$ and $c = 0.25$. As $N$ increases, the free-riding probability increases (sublinearly) and it is higher in Nash equilibrium compared to the globally optimal case. As $N$ increases, the optimality gap increases, since the average utility per client remains constant in Nash equilibrium and increases with $N$ in the globally optimal case. For example, when there are 20 clients involved in FL, the optimality gap becomes 13.32% for $c = 0.15$ and 22.47% for $c = 0.25$. Additional methods such as pricing can be further considered to motivate the clients to act less selfishly and participate more in FL model updates such that the optimally gap can be reduced.

V. CONCLUSION

This paper formulated a game theoretic framework to analyze the free-riding behavior of selfish clients in FL. The free-riding probabilities were derived as the Nash equilibrium strategies when FL is executed over wireless links subject to computation and transmission costs. A non-cooperative game was set up among selfish clients that may assume roles of participating in the FL model updates or free-riding (i.e., receiving the global model without participating). By incorporating the reward (global model accuracy) and the (communication and computation) cost for each client, the utility to be maximized

### TABLE I

| Layer       | Properties                                      |
|-------------|-------------------------------------------------|
| Conv2D      | filter size = 32, kernel size = (1,3), activation = ReLU |
| Flatten     | –                                               |
| Dense       | size = 32, activation = ReLU                    |
| Dropout     | dropout ratio = 0.1                             |
| Dense       | size = 2, activation = Softmax                  |

### Fig. 2. The free-riding probabilities in Nash equilibrium and globally optimal case as a function of $c$ for two and three clients.

### Fig. 3. The total utilities in Nash equilibrium and globally optimal case as a function of $c$ for two and three clients.

### Fig. 4. The empirical free-riding probabilities learned over time in fictitious play for two and three clients (dashed straight lines refer to the strategies computed in Nash equilibrium).
by each client was determined depending on the client’s assumed role. The Nash equilibrium strategies were compared to the globally optimal (cooperative) strategies to evaluate the optimality gap. The free-rider game was also set up as the fictitious play, where each client plays the game in response to the empirical frequency of past actions of other clients. This game formulation was applied to the case when FL trains a

Joint learning and communications framework for federated learning over wireless networks, “IEEE Communications Magazine,” vol. 58, no. 6, pp. 46–51, June 2020.

M. Chen, D. Gunduz, K. Huang, W. Saad, M. Bennis, A. V. Feljan, and H. V. Poor, “Distributed learning in wireless networks: recent progress and future challenges,” IEEE Journal on Selected Areas in Communications, vol. 39, no. 12, pp. 3579–3605, Dec. 2021.

Y. Shi and Y. E. Sagduyu, “Jamming attacks on federated learning in wireless networks,” arXiv preprint arXiv:2201.05172, 2022.

Y. Shi, Y. E. Sagduyu, and T. Erpek, “Federated learning for distributed spectrum sensing in NextG communication networks,” SPIE Defense + Commercial Sensing (DCS) Conference on Artificial Intelligence and Machine Learning for Multi-Domain Operations Applications, 2022.

Code of Federal Regulations, “Citizens broadband radio service,” Title 47, Part 96, 2015.

Y. Shi, K. Davasioglou, Y. E. Sagduyu, W. C. Headley, M. Fowler, and G. Green, “Deep learning for signal classification in unknown and dynamic spectrum environments,” IEEE International Symposium on Dynamic Spectrum Access Networks (DySPAN), 2019.

T. Erpek, T. J. O’Shea, Y. E. Sagduyu, Y. Shi, and T. C. Clancy, “Deep learning for wireless communications,” In Development and Analysis of Deep Learning Architectures, pp. 223–266. Springer, Cham, 2020.

REFERENCES

[1] H. B. McMahan and D. Ramage, “Federated learning: collaborative machine learning without centralized training,” Google AI Blog, April 2017. [online] Available: https://ai.googleblog.com/2017/04/federated-learning-collaborative.html.

[2] K. Bonawitz, et al. “Towards federated learning at scale: system design,” Conference on Machine Learning and Systems (MLSys), 2019.

[3] T. Li, A. K. Sahu, A. Talwalkar, and V. Smith, “Federated learning: challenges, methods, and future directions,” IEEE Signal Processing Magazine, vol. 37, no. 3, pp. 50–60, May 2020.

[4] P. Kairouz, et al., “Advances and open problems in federated learning,” Foundations and Trends in Machine Learning, vol. 14, no. 1–2, pp. 1–210, 2021.

[5] L. U. Khan, S. R. Pandey, N. H. Tran, W. Saad, Z. Han, M. Nguyen, and C. S. Hong, “Federated learning for edge networks: resource optimization and incentive mechanism,” IEEE Communications Magazine, vol. 58, no. 10, pp. 88–93, Oct. 2020.

[6] X. Xu, K. Zhu, N. C. Luong, D. Niyato, Y. Zhang, and J. Li, “Incentive mechanisms for federated learning: from economic and game theoretic perspective,” arXiv preprint arXiv:2111.11850, 2021.

[7] K. Donahue and J. Kleinberg, “Optimality and stability in federated learning: a game-theoretic approach,” Advances in Neural Information Processing Systems, 34, 1287–1298, 2021.

[8] A. N. Bhagoji, S. Chakraborty, P. Mittal, and S. Calo, “Analyzing federated learning through an adversarial lens.” International Conference on Machine Learning, 2019.

[9] L. Lyu, H. Yu, and Q. Yang, “Threats to federated learning: a survey,” arXiv preprint arXiv:2003.02133, 2020.

[10] V. Mohapari, R. M. Panji, S. Pourtyeh, Y. Huang, A. Dehghantanha, and G. Srivastava, “A survey on security and privacy of federated learning,” Future Generation Computer Systems, vol. 115, pp. 619–640, Feb. 2021.

[11] W. Y. B. Lim, N. C. Luong, D. T. Hoang, Y. Jiao, Y. -C. Liang, Q. Yang, D. Niyato, and C. Miao, “Federated learning in mobile edge networks: a comprehensive survey,” IEEE Communications Surveys & Tutorials, vol. 22, no. 3, pp. 2031–2063, 2020.

[12] Y. Fraboni, Richard Vidal, and Marco Lorenzi. “Free-rider attacks on model aggregation in federated learning,” International Conference on Artificial Intelligence and Statistics, pp. 1846–1854, PMLR, 2021.

[13] J. Lin, M. Du, and J. Liu, “Federized in federated learning: attacks and defenses,” arXiv preprint arXiv:1911.12560, 2019.

[14] L. U. Khan, W. Saad, Z. Han, E. Hossain, and C. S. Hong, “Federated learning for internet of things: recent advances, taxonomy, and open challenges,” IEEE Communications Surveys & Tutorials, 2021, vol. 23, no. 3, pp. 1759–1799, third quarter 2021.

[15] Y. Liu, J. Peng, J. Kang, A. M. Biyasu, D. Niyato and A. A. El-Latif, “A secure federated learning framework for 5G networks,” IEEE Wireless Communications, vol. 27, no. 4, pp. 24–31, Aug. 2020.

[16] M. Isaksson and K. Norman, “Secure federated learning in 5G mobile networks,” IEEE Global Communications Conference (GLOBECOM), 2020.

[17] Z. Yang, M. Chen, K. Wong, H. V. Poor, and S. Cui, “Federated learning for 6G: applications, challenges, and opportunities,” arXiv preprint arXiv:2101.01338, 2021.

[18] N. H. Tran, W. Bao, A. Zomaya, M. N. H. Nguyen, and C. S. Hong, “Federated learning over wireless networks: optimization model design and analysis,” IEEE INFOCOM, pp. 1387–1395, 2019.

[19] S. Niknam, H. S. Dhillon, and J. H. Reed, “Federated learning for wireless communications: motivation, opportunities, and challenges,” IEEE Communications Magazine, vol. 58, no. 6, pp. 46–51, June 2020.

[20] M. Chen, Z. Yang, W. Saad, C. Yin, H. V. Poor, and S. Cui, “A Joint learning and communications framework for federated learning over wireless networks,” IEEE Transactions on Wireless Communications, vol. 20, no. 1, pp. 269–283, Jan. 2021.

[21] M. Chen, D. Gunduz, K. Huang, W. Saad, M. Bennis, A. V. Feljan, and H. V. Poor, “Distributed learning in wireless networks: recent progress and future challenges,” IEEE Journal on Selected Areas in Communications, vol. 39, no. 12, pp. 3579–3605, Dec. 2021.

[22] Y. Shi and Y. E. Sagduyu, “Federated learning through an adversarial lens.” arXiv preprint arXiv:2201.05172, 2022.

[23] T. Erpek, T. J. O’Shea, Y. E. Sagduyu, Y. Shi, and T. C. Clancy, “Deep learning for wireless communications,” In Development and Analysis of Deep Learning Architectures, pp. 223–266. Springer, Cham, 2020.