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Abstract. We propose an algorithm for solving a convex programming problem from the class of cutting methods. The algorithm is characterized by the construction of approximations using some auxiliary functions, instead of the objective function. Each auxiliary function bases on the exterior penalty function. In proposed algorithm the admissible set and the epigraph of each auxiliary function are embedded into polyhedral sets. In connection with the above, the iteration points are found by solving linear programming problems. We discuss the implementation of the algorithm and prove its convergence.

1. Introduction
In the projecting of complex technical systems solving one-criterion and multi-criteria optimization problems is often a necessity. Some examples of the optimization problem statements related to the synthesis of electronic systems and their individual subsystems can be found in [1, 2]. Often such problem statements have the form of mathematical programming problems.

Cutting plane methods form a well-known class of mathematical programming problem solving methods (e.g., [3 - 6]). Part of this class of methods uses the polyhedral approximation of the epigraph of the objective function (e.g., [3, 6 - 9]). Proposed cutting algorithm precisely refers to this group. This algorithm differs from the known ones in using approximation of the auxiliary function’s epigraphs. These auxiliary functions are constructed in the form of the sum of the objective function and external penalties for the constraint region of the original problem.

2. Problem setting.
We solve the problem

\[ \min \{ f(x) : x \in D \} \]

where \( D \) – a convex bounded closed set in the n-dimensional Euclidean space \( R^n \), \( f(x) \) – a convex function in \( R^n \).

We set \( f^* = \min \{ f(x) : x \in D \} \), \( X^* = \{ x \in D : f(x) = f^* \} \), \( \text{epi}(g, G) = \{ (x, \gamma) : x \in G, \gamma \geq g(x) \} \), where \( G \subset R^n \), \( g(x) \) – the function defined in \( R^n \). Denote by \( W(z, Q) = \{ a \in R^n : <a, u - z> \leq 0 \ \forall u \in Q \} \) the bunch of normalized generally support vectors for the set \( Q \subset R^{n+1} \) at the point \( z \in R^{n+1} \), \( \text{int} Q \) – interior of the set \( Q \) and \( K = \{ 0, 1, \ldots \} \).

3. The cutting algorithm and discussion
The proposed solution algorithm for the problem (1) generates a sequence of approximations \( \{ x_k \} \), \( k \in K \), by the following rule.

\[ \]
The proof of the following criterion of optimality (from step 1) is based on this inequality.

Choose point

\[ v \in \text{int } \text{epi}(f, D). \]

Set a convex penalty function \( P_0(x) \) with the conditions \( P_0(x) = 0 \) for all \( x \in D \) and \( P_0(x) > 0 \) for all \( x \notin D \). Put

\[ F_0(x) = f(x) + P_0(x). \]

Construct a convex bounded closed set \( D_0 \subset R_n \) and convex closed set \( M_0 \subset R_{n+1} \) such that

\[ D \subset D_0, \text{epi}(F_0, R_n) \subset M_0. \]

Fix a number

\[ \gamma \leq \min \{ f(x) : x \in D_0 \} = f_0^* \]

and a positive numerical sequence \( \{\Delta_k\} \), \( k \in K \). Set \( i = 0, k = 0 \).

1. Find a solution \( u_i = (y_i, \gamma_i) \), where \( y_i \in R_n, \gamma_i \in R_1 \), of the following problem

\[ \min \{ \gamma : (x, \gamma) \in M_n, x \in D_0, \gamma \geq \gamma \}. \]

(2)

If \( u_i \in \text{epi}(f, D) \), then \( y_i \in X^\circ \) - a solution of problem (1), and the process is over.

2. If

\[ F_i(y_i) - \gamma_i > \Delta_i, \]

(3)

then put

\[ P_{i+1}(x) = P_i(x), \quad F_{i+1}(x) = F_i(x), \]

and go to step 4. Otherwise set a convex penalty function \( P_{i+1}(x) \) such that \( P_{i+1}(x) = 0 \) for all \( x \in D \) and \( P_{i+1}(x) > P_i(x) \) for all \( x \notin D \). Put

\[ F_{i+1}(x) = f(x) + P_{i+1}(x), \]

and go to step 3.

3. Let \( i_k = i \),

\[ x_k = y_{i_k}, \quad \sigma_k = \gamma_{i_k}, \]

(4)

increase the value of \( k \) by one.

4. Find a point \( v_i \in R_{n+1} \) as the intersection point of the segment \( [v, u_i] \) and the boundary of the set \( \text{epi}(F_i, R_n) \), choose a vector \( a_i \in W(v_i, \text{epi}(F_i, R_n)) \).

5. Let

\[ M_{i+1} = M_i \cap \{u \in R_{n+1} : \langle a_i, u - v_i \rangle \leq 0\}. \]

(5)

Increase the value of \( i \) by one and go to step 1.

Let us make some remarks concerning the algorithm.

If the sets \( D_0 \) and \( M_0 \) are polyhedral, then the problems of constructing approximations \( u_i \) (2) are linear programming problems, for all \( i \in K \). If put \( M_0 = R_{n+1} \) then the pair \( (y_0, \gamma_0) \), where \( y_0 \in D_0 \), can be a solution of problem (2) for \( i = 0 \).

Let \( x^* \in X^\circ \). As \( x^* \in D_0 \) and the choice of number \( \gamma \) can be made by the inequalities \( f^* \geq f_0^* \geq \gamma \), it is easy to prove that \( (x^*, f^*) \in M_0 \), \( i \in K \), i.e. the admissible set of the problem (2) is not empty. The last inclusion implies the inequality

\[ \gamma_i \leq f^*, \quad i \in K. \]

The proof of the following criterion of optimality (from step 1) is based on this inequality.

Theorem 1. If the inclusion \( u_i \in \text{epi}(f, D) \) occurs for some \( i \in K \), then \( y_i \in X^\circ \).

Notice that some methods of specifying penalty functions can be found, for example, in [10, 11].
We move on to the investigation of the convergence of the algorithm. Firstly note the boundness of the sequences \{u_i\} and \{v_i\} constructed by the algorithm, because the inclusions \(y_i \in D_0\) and the inequalities (5) are implemented for the points \((y_i, \gamma_i)\).

Show that with a sequence \{u_i\}, \(i \in K\), the algorithm constructs sequences \{x_k\}, \{\sigma_k\}, \(k \in K\), too.

Lemma 1. If the sequence \{u_i\}, \(i \in K\) is constructed by the described algorithm, there is an index \(i_k \in K\) which satisfies (4) for every \(k \in K\).

Proof. Fix an index \(k \in K\) and show the existence of such index \(i_k \in K\) for which the inequality \(F_i(y_{i_k}) - y_{i_k} \leq \Delta_k\) holds. Thereby the equalities (4) will be proved for the selected \(k \in K\).

Assume the contrary, i.e. (3) is executed for the fixed \(\Delta_k\) and for all \(i \in K\). Then, according to the step 2 of the algorithm, we have the equalities \(F_i(x) = P_i(x), F_i(x) = F_i(x)\) for all \(i > 0\). It means that \(F_i(y_i) - \gamma_i > \Delta_k \forall \ i \in K\).

From the sequence \{\(u_i\)\}, \(i \in K\), distinguish a convergent subsequence \{\(u_i\)\}, \(i \in K' \subset K\), and let \(u' = (v', \gamma')\) be its limit point. Then referring to inequalities (6) we have the inequality \(F_i(y_i) - \gamma' \geq \Delta_k\). (7)

Prove that the following equality holds for this subsequence:

\[
\lim_{i \in K'} || v_i - u_i || = 0
\]

(8)

By the choice of the points \(v_i\), there is such \(\mathcal{J}_i \in [0, 1)\) for each \(i \in K\) that

\[
v_i = u_i + \mathcal{J}_i(v - u_i).
\]

(9)

Fix \(i', i'' \in K\) so that \(i'' > i\). By the construction \(M_{i'', v} \subset M_{i', v}\) and consequently \(a_{i'} \in W(v_{i'}, M_{i', v})\). In view of inclusion \(u_{i''} \in M_{i, v}\) we have the inequality \(a_{i'}, u_{i''} - v_{i'} \leq 0\). Hence from (9) there is the inequality

\[
< a_{i'}, u_{i''} - v_{i'} > \geq \mathcal{J}_{i'}< a_{i'}, u_{i''} - v >.
\]

(10)

As \(v \in \text{int epi}(f, D)\) and \(v_i \notin \text{epi}(f, D), i \in K\), by lemma 1 from [12] there is a number \(\delta > 0\) such that \(\gamma_i, v - v_{i'} \leq -\delta\) for all \(i \in K\). By the equality (9) and the inequality 0 \(\leq \mathcal{J}_i < 1\), \(i \in K\), we have the inequality \(a_{i'}, v - u_{i'} \leq -\delta\), \(i \in K\). Then, from (10) we obtain \(a_{i'}, u_{i''} - v_{i'} \geq \mathcal{J}_{i'}\delta\) or \(|| u_{i''} - v_{i'} || \geq \mathcal{J}_{i'}\delta\). Due to convergence of the sequence \(\{u_i\}, i \in K\), the limit relation \(\mathcal{J}_i \to 0\), \(i \in K\), follows from the last inequality. By the boundness of \(\{ || v - u_i || \}, i \in K\), using (9), we obtain the required equality (8).

Then, by equality (8) and by the inclusion \(v_i \in \text{epi}(F_0, R_0), i \in K\), there is the inclusion \(u' \in \text{epi}(F_0, R_0)\), i.e.

\[
F_i(y') \leq \gamma'.
\]

(11)

Contrariwise, \(\text{epi}(F_0, R_0) \subset M_i, i \in K\). It means that the point \((y_i, F_i(y_i)), i \in K\), is a permissible solution of the problem (2) for each \(i \in K\). Then the inequality \(\gamma_i \leq F_i(y_i)\) holds for the solution \((y_i, \gamma_i)\) of the problem (2) for each \(i \in K\). Passing in this inequality to the limit \(i \in K\) we get \(\gamma \leq F_i(y_i)\). Adding (11) we obtain equality \(F_i(y) = \gamma\) which contradicts (7). QED

Theorem 2. Let the functions \(P_i(x), i \in K\), are chosen in the algorithm on condition

\[
\lim_{i \in K} P_i(x) = +\infty \ \forall \ x \notin D,
\]

(12)

\(\{ (x_i, \sigma_i) \}, k \in K' \subset K\), is a convergent subsequence of the sequence \(\{ (x_i, \sigma_i) \}, k \in K, \) and \(\overline{u} = (\overline{x}, \overline{\sigma})\) is its limit point. Then \(\overline{x} \in X, \overline{\sigma} \in f'\).
But according to (5) proved. Hence, of equality (8) it is proved that

\[ \lim_{k \to \infty} \| v_{i_k} - u_{i_k} \| = 0 \]  

(13)

Distinguish a convergent subsequence \( \{v_{i_k}\}, k \in K' \subset K' \) of the sequence \( \{v_{i_k}\}, k \in K' \). Let \( \bar{v} = (\bar{w}, \bar{\alpha}) \), where \( \bar{w} \in R_n \) and \( \bar{\alpha} \in R_1 \) is its limit point. It is not difficult to check the validity of inequality \( f(\bar{w}) \leq \bar{\alpha} \) for this point. Moreover, considering the terms of (12) the inclusion \( w \in D \) is proved. Hence, \( v \in \text{epi}(f, D) \). Then from (13) we have the inclusion \( u \in \text{epi}(f, D) \), i.e. \( \bar{x} \in D \) and \( f(\bar{x}) \leq \bar{\alpha} \).

But according to (5) \( \sigma \leq f^0 \). Consequently, we get the inequalities \( f(\bar{x}) \leq \bar{\alpha} \leq f^0 \leq f(\bar{x}) \) from which the assertion of theorem follows.

Remark that the convergence theorem of the algorithm is proved without any additional requirements for the choice of the sequence \( \{\Delta_k\}, k \in K \). In particular it is permitted to put \( \Delta_k = \Delta > 0 \) for all \( k \in K \). If \( \Delta \) is arbitrarily large, the inequality \( F(\gamma_i) - \gamma_i \leq \Delta \) holds for all \( i \in K \). In this case the functions \( P_{i+1}(\gamma) \) differ from \( P_i(\gamma) \) and \( \gamma_i = \gamma_i, k \in K \).

If we set the sequence \( \{\Delta_k\} \) with the condition \( \Delta_k \to 0, k \to \infty \), algorithm can be considered as the implementation of the penalty function method, where iteration points are found on the set of auxiliary functions \( D_0 \) from the condition of the approximate minimum ([10], c. 380).
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