THE R-MATRIX OF THE QUANTUM TOROIDAL ALGEBRA $U_{q,t}(gl_1)$ IN THE FOCK MODULE
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Abstract. We propose a method to compute the R-matrix $R$ on a tensor product of Fock modules from coproduct relations in a Hopf algebra. We apply this method to the quantum toroidal algebra $U_{q,t}(gl_1)$. We show that the coproduct relations of $U_{q,t}(gl_1)$ reduce to a single elegant equation for $R$. Using the theory of symmetric Macdonald polynomials we show that this equation provides a recursive formula for the matrix elements of $R$.

1. Introduction

The quantum toroidal algebra $\mathfrak{g} = U_{q,t}(gl_1)$ has an elegant representation theory related to combinatorics of partitions and plane partitions and the theory of symmetric Macdonald polynomials [5, 10, 13, 18, 22, 30]. It received recent attention in relation to algebraic geometry [18, 24, 27, 29, 33], integrable combinatorics of partitions and plane partitions and the theory of symmetric Macdonald polynomials [5, 6, 10–13, 18, 22, 30]. One of the main motivations for this work is the study of the integrable Jimbo–Miwa–Mukhin (JMM) model. The FJMM model describes oscillators on a one dimensional lattice with next neighbour interaction. The model depends on two parameters $q, t \in \mathbb{C}^\ast$. The Hamiltonian is given

$$H_{\text{FJMM}} = \sum_{n \neq 0} \left( q^n + q^{-n} \right) a_n^\dagger a_n.$$ 

1This algebra is also known under the names: Ding–Iohara–Miki algebra (DIM), quantum continuous $gl_\infty$, $(q, \gamma)$ analog of the $W_{1+\infty}$ algebra and the elliptic Hall algebra.

2In the literature on the topological vertex associated to $\mathfrak{g}$ the representation which we refer to as the Fock representation is known as the horizontal representation. This representation corresponds to the case of non-commutative Cartan currents in the Drinfeld presentation.
as a sum of two-site Hamiltonians which are expressed through the Heisenberg algebra which is generated by \( \{ h_r, h_s \}_{r=1}^n \) satisfying
\[
[h_r, h_s] = \delta_{r-s} \frac{1}{r} \left( \frac{1}{1 - q^r v^r} - \frac{1}{1 - q^{-r} v^{-r}} \right).
\]
The operators \( h_r \) and \( h_s \) commute if sign(\( r \)) = sign(\( s \)) and thus for any partition \( \mu = (\mu_1, \ldots, \mu_n) \) we can introduce
\[
h^\mu = h_{-\mu_1} \cdots h_{-\mu_n}, \quad h_\mu = h_{\mu_1} \cdots h_{\mu_n}.
\]
The Hamiltonian acting on the tensor product of \( L \) copies of the Fock spaces is
\[
H = \sum_{i=1}^L H_{i,i+1}, \quad H_{i,i+1} = J \sum_{\alpha, \beta, \gamma, \delta} h^\alpha h^\beta \otimes h^\gamma h^\delta,
\]
where the sum runs over all partitions \( \alpha, \beta, \gamma, \delta \), such that \( |\alpha| + |\gamma| = |\beta| + |\delta| \) and \( J = J(q, t) \) is some parameter. One can then, for example, impose periodic boundary conditions by demanding the diagonalization of the transfer matrix \( T \)
\[
\text{subject to} \quad T \sigma R_{0,1}(u_L/u) \cdots R_{0,L}(u_1/u),
\]
where \( \sigma \) is a twist operator which regularizes the trace. As usual the Hamiltonian \( H \) is computed by taking the logarithmic derivative of the transfer matrix \( T(u) \)
\[
H = T(0)^{-1} \frac{d}{du} T(u)|_{u=0} + \text{const.}
\]

A standard diagonalization method for the XXZ transfer matrix is the algebraic Bethe Ansatz \([9]\). This method relies on the explicit knowledge of \( R(u) \).

1.2. Computation of the Fock \( R \)-matrix using the coproduct. Many quantum toroidal and quantum affine algebras can be realised as a quantum group using the notion of pairing, a certain bilinear form on the generators, see \([5]\). Let \( U \) denote one such quantum group. If elements \( a \in U \) represent an orthonormal basis \( B \) with the paired dual elements \( a^* \) then one immediately has a formula for the universal matrix \( \mathcal{R} \in U \otimes U \)
\[
\mathcal{R} = \sum_{a \in B} a \otimes a^*.
\]
This matrix \( \mathcal{R} \) satisfies the equations
\[
\mathcal{R} \Delta(g) = \Delta'(g) \mathcal{R},
\]
\[
(\Delta \otimes \text{id}) \mathcal{R} = \mathcal{R}_{1,3} \mathcal{R}_{2,3}, \quad (\text{id} \otimes \Delta) \mathcal{R} = \mathcal{R}_{1,3} \mathcal{R}_{1,2},
\]
where \( \Delta \) is the coproduct and \( \Delta' \) is the opposite coproduct of \( U \). Equation (2) is the coproduct equation which holds for all \( g \in U \); the second and the third equations take place in \( U^{\otimes 3} = U \otimes U \otimes U \). The element \( \text{id} \) is the identity and \( \mathcal{R}_{1,2} = \mathcal{R} \otimes \text{id}, \mathcal{R}_{2,3} = \text{id} \otimes \mathcal{R} \) and \( \mathcal{R}_{1,3} = (\text{id} \otimes \tau) \mathcal{R}_{1,2} \) \((\tau \text{ being the transposition})\). It follows from (2) and (3) that such an element \( \mathcal{R} \) satisfies the universal Yang–Baxter equation

\[
\mathcal{R}_{1,2} \mathcal{R}_{1,3} \mathcal{R}_{2,3} = \mathcal{R}_{2,3} \mathcal{R}_{1,3} \mathcal{R}_{1,2},
\]

If \( \mathcal{R} \) is specialised to a particular representation then it defines an integrable model whose \( R \)-matrix satisfies \([1]\). In the case \( U = \mathfrak{g} \), the quantum toroidal algebra, the pairing does not correspond to the orthonormal basis of the standard Drinfeld presentation of elements of \( \mathfrak{g} \) (see Section 2). This problem arises due to the difficulty of finding a Poincaré–Birkhoff–Witt basis for \( \mathfrak{g} \) using the Drinfeld generators. This problem disappears after we take a suitable representation of \( \mathfrak{g} \). In this case (2) becomes the defining equation for the matrix \( R \) in the chosen representation. Using explicit formulas \([11]\) of the action of \( \mathfrak{g} \) on the Fock space \( V \) we can write a linear equation for \( R \)
\[
R \Delta(g) = \Delta'(g) R,
\]
where \( \Delta(g) \) is the Fock image of the coproduct on elements \( g \in \mathfrak{g} \).

We expect that our treatment of \([3]\) can also be applied for finding \( R \)-matrices when the algebra \( \mathfrak{g} \) is replaced with a different quantum affine and toroidal algebra in its Fock representation. The reason lies in the similarities of structures of such algebras and their coproducts. Their presentation is often given by “Cartan currents” \( \psi^\pm(z) \), “raising” currents \( e(z) \) and “lowering” currents \( f(z) \). The currents \( \psi^\pm(z) \)

\[^3\text{One can write the universal } R \text{-matrix in the elliptic Hall formulation of } \mathfrak{g}, \text{ see } [26].\]
are expressed through Heisenberg operators \( h_r, h_{-r}, r > 0 \). The currents \( e(z) \) and \( f(z) \) are expressed as vertex operators which have the form of exponentials in \( h_{\pm r} \). The coproduct equation (6) then needs to be satisfied for \( g \in \{ h_{\pm r}, e(z), f(z) \} \). For higher rank algebras all operators acquire additional indices.

We suggest a procedure for the reduction of (6) to a single equation\(^4\) in which the elements of the algebra in their vertex operator representation act on a vector \( R \in V \otimes V \) whose components coincide with the elements of the \( R \)-matrix.

1. In the first step we factorise the matrix \( R \),
\[
R = K \tilde{R},
\]
where the first factor \( K \) is simple and can be computed with the knowledge of the pairing of the Drinfeld quantum double construction. The second part \( \tilde{R} \) is the difficult part, it depends on the currents \( e(z) \) and \( f(z) \) given by vertex operators.

2. In the next step we need to compute a “twisted” opposite coproduct \( \tilde{\Delta}(g) \) using the definition
\[
\tilde{\Delta}(g) := K^{-1} \Delta'(g) K.
\]
With this the problem is rephrased in terms of the unknown part \( \tilde{R} \)
\[
\tilde{R} \Delta(g) = \tilde{\Delta}(g) \tilde{R}.
\]
Consider this equation for \( g = h_r \). In the case of the toroidal quantum algebra \( g \) we find
\[
\tilde{\Delta}(h_r) = \Delta(h_r),
\]
\[
[\tilde{R}, \Delta(h_r)] = 0. \tag{7}
\]
Since \( \Delta \) is a homomorphism, this means that the algebra generated by \( b_{\pm r} := \Delta(h_{\pm r}) \) forms a new Heisenberg algebra. In the tensor product of two modules we have two canonical commuting families of Heisenberg operators generated by \( 1 \otimes h_r \) and \( h_r \otimes 1 \). The operators \( b_{\pm r} \) are given by a linear combination of these elements. We can find another family of Heisenberg operators \( c_{\pm r} \) as a different linear combination, such that \([b_r, c_s] = 0 \) for all \( r, s \neq 0 \). It follows that \( \tilde{R} \) is expressed in terms of only one family of operators \( c_{\pm r} \).

3. In the third step we rewrite (6) with \( g = e(z), f(z) \) in terms of \( c_{\pm r} \). Changing the basis from \( \{ 1 \otimes h_{\pm r}, h_{\pm r} \otimes 1 \} \) to \( \{ b_{\pm r}, c_{\pm r} \} \) leads to an equation
\[
A(z) \tilde{R} = \tilde{R} B(z), \tag{8}
\]
where two new operators \( A(z) \) and \( B(z) \) are expressed via \( c_{\pm r} \) only.

4. In the last step we view (8) as an equation in the vector space of the universal enveloping algebra of the Heisenberg algebra and consider \( A(z) \) and \( B(z) \) as operators acting on \( \tilde{R} \). We then use an isomorphism between the vector space of the enveloping Heisenberg algebra and the tensored Fock space \( V \otimes V \). This isomorphism replaces \( \tilde{R} \) with the corresponding vector \( R \in V \otimes V \), so that we can rewrite (8) in vector form
\[
A(z) R = B(z) R. \tag{9}
\]
In this equation \( A(z) \) and \( B(z) \) are operators which are derived from \( A(z) \) and \( B(z) \) using the isomorphism. The operators \( A(z) \) and \( B(z) \) can be rewritten again in terms of vertex operator representation of the elements \( e(z) \), \( f(z) \) and \( \psi^\pm(z) \). We subsequently take the constant term in \( z \) of (9) and expand \( R \) in the eigenbasis of the zero modes of \( e(z) \) and \( f(z) \). This leads to an equation on the components of \( R \). In the case of the toroidal algebra \( g \) this equation represents a recurrence relation from which we can compute all components of \( R \) starting from the initial condition.

1.3. The Fock \( R \)-matrix of \( g \). In this section we give an informal summary of how the above strategy works for the Fock \( R \)-matrix of \( g \). Before we do so we make a remark about the choice of parameters. The toroidal algebra \( g \) has connections, in particular, to the Macdonald theory of symmetric functions and quantum affine algebras. We have two independent complex parameters \( q \) and \( t \) but in addition we will encounter two more sets:
\[
\{ q_1, q_2, q_3 \}, \quad \{ q, t \},
\]
which are related as follows
\[
t = q_1 = \frac{1}{qt}, \quad q = q_3^{-1} = \frac{q}{t}, \quad q_2 = q^2.
\]

\(^4\)In the case of higher rank algebras one should expect a set of equations.
For the definition of $g$ we follow \[4\] and use $\{q_1, q_2, q_3\}$ and $q,t$. The parameters $\{q, t\}$ are matched with the two parameters of the Macdonald theory \[23\], s.t. $P_\Lambda(x; q, t)$ denotes a Macdonald polynomial.

Let us now turn to the four steps of the calculation. The $R$-matrix $R(u) \in \text{End}(V \otimes V)$ depends on the ratio of two spectral parameters $u = u_2/u_1$, where $u_1, u_2$ are attached to the two Fock representations $V$ in the tensor product. We recall the Heisenberg algebra commutation relations

$$[h_r, h_s] = \delta_{r,s} \frac{q^r - q^{-r}}{r \kappa_r}, \quad \kappa_r = (1 - q_1^r)(1 - q_2^r)(1 - q_3^r).$$

The currents $e(z)$ and $f(z)$ in the Fock representation of $g$ can be written as vertex operators \[11\]

$$e(z) = \sum_{r,s}^{\infty} \frac{q^r z^s}{1 - q_2^r \kappa_r} h_r z^{-r} e_s, \quad f(z) = \sum_{r,s}^{\infty} \frac{-q^r z^s}{1 - q_2^r \kappa_r} h_r z^{-r} e_s.$$

In the first step we factorise the matrix $R(u)$ as in \[14\]

$$R(u) = \exp \left( \sum_{r,s}^{\infty} \frac{1}{1 - q_2^r \kappa_r} h_r z^{-r} \right) q^{-d_1 - d_2} R(u).$$

In the second step we make use of the commutativity \[7\], from which it follows that the matrix $\tilde{R}(u)$ can be expressed in a new Heisenberg basis

$$\tilde{R}(u) = \sum_{\mu, \nu} \tilde{R}_{\mu, \nu} (u)c^s_\mu c^s_\nu,$$

where the sum runs over all partitions $\mu, \nu$ and $\tilde{R}_{\mu, \nu}(u)$ are non-zero for partitions of the same weight $|\mu| = |\nu|$. The new Heisenberg operators $c_r$ satisfy

$$[c_r, c_{-s}] = \delta_{r,s} \frac{(q^r + q^{-r})(1 - q_1^s)(1 - q_3^s)}{r}, \quad r, s > 0.$$

In the third step we rewrite the coproduct relations \[9\] with $g = e(z), f(z)$ in terms of this new Heisenberg algebra. The two resulting equations for $\Delta(e(z))$ and $\Delta(f(z))$ coincide and can be conveniently expressed via two new vertex operators $\varphi^\pm(z)$

$$\varphi^\pm(z) := \exp \left( \sum_{r=1}^{\infty} \frac{1}{q^r + q^{-r}} c_{-r} z^r \right) \exp \left( \sum_{r=1}^{\infty} \frac{1}{q^r + q^{-r}} c_r z^{-r} \right).$$

Using the operators $\varphi^\pm(z)$ and the coproduct we derive (Proposition \[8\] see also \[19\])

$$[\varphi^+(z), \tilde{R}(u)] = u^{-1} (\tilde{R}(u)\varphi^-(zq^{-2}) - \varphi^-(zq^2)\tilde{R}(u)).$$

Equation \[13\] is the explicit form of \[8\] in the case of the Fock representation of $g$, and the central starting point to compute $\tilde{R}(u)$.

In the fourth step \[13\] is turned into a vector equation in which we think of $\varphi^\pm(z)$ in \[13\] as operators acting on $\tilde{R}(u)$. The Heisenberg basis elements $c^s_\mu c^s_\nu$ in \[13\] are mapped to basis elements of $V \otimes V$. As a result we can rewrite the left and right actions of $\varphi^\pm(z)$ as left actions by vertex operators on vectors in $V \otimes V$. The $R$-matrix $\tilde{R}$ is replaced with a vector $R \in V \otimes V$ and we get an equation of the form \[9\] (Proposition \[4\]). Taking the coefficients of $z^0$ in this equation leads to (Theorem \[11\])

$$u \left( \frac{k_1 q^2}{1 - q_2} 1 \otimes \bar{f}_0 + 1 \otimes 1 \right) R(u) = \left( 1 \otimes 1 - \frac{k_1}{1 - q_2} \sum_{j \geq 0} q^j \bar{e}_{-j} \otimes \bar{\psi}_{-j} \right) R(u),$$

where $\bar{f}_0$ and $\bar{e}_{-j}$ are the modes of the same vertex operators $e(z), f(z)$ in \[10\] and \[11\] but with $u = 1$, and $\bar{\psi}_{-j}$ are the modes of the Cartan current $\psi^-(z)$. Equation \[15\] represents a single equation that determines the unknown coefficients of $\tilde{R}(u)$ by computing the vector $R(u)$.

To achieve the latter, we use the isomorphism between the Fock space and the ring of symmetric functions $\Lambda$. In this form we are able to rewrite \[15\] in terms of the Macdonald difference operator $\bar{E}$, its dual $\bar{E}$ and the Cauchy kernel $\Pi(x, y)$ (see \[23\]), where $x = (x_1, x_2, \ldots)$ and $y = (y_1, y_2, \ldots)$ are the two
copies of alphabets of the two rings $\Lambda$. The operators $E$ and $\tilde{E}$ are the images under the isomorphism of $\tilde{e}_0$ and $f_0$. We also require a modified Cauchy kernel $\tilde{\Pi}(x,y)$
\[
\Pi(x,y) = \exp \left( \sum_{r \geq 1} \frac{(1-t^r)}{(1-q^r)} p_r(x)p_r(y) \right), \quad \tilde{\Pi}(x,y) := \Pi(qx,qy)^{-1}\Pi(qx,ty),
\]
where $p_r(x)$ and $p_r(y)$ are the power sum symmetric functions in the alphabets $x$ and $y$. By applying the isomorphism to $\mathbb{R}(u)$ we get a symmetric function version of this vector which we denote by $R(x,y;u)$. With this we rewrite (15) as (Theorem 2)
\[
E_x\tilde{\Pi}(x,y)R(x,y;u) = u \tilde{\Pi}(x,y)E_yR(x,y;u).
\]
From (16) it is clear that the relevant basis for $R(x,y;u)$ is the set of Macdonald polynomials since the operators $E_x$, $E_y$ act diagonally on them. We therefore define new expansion coefficients $L_{\alpha,\beta}(u)$
\[
R(x,y;u) = \sum_{\alpha,\beta} L_{\alpha,\beta}(u)P_\alpha(x;q,t)P_\beta(y;q,t).
\]
The coefficients $L_{\alpha,\beta}(u)$ are non-vanishing for $|\alpha| = |\beta| = w$. Using the initial condition $L_{\varnothing,\varnothing}(u) = 1$ and equation (16) we determine these coefficients recursively with a formula of the form
\[
L_{\alpha,\beta}(u) = \sum_{\mu<\alpha,\nu<\beta} L_{\mu,\beta,\nu}(u)L_{\mu,\nu}(u),
\]
where the summation runs over all $\mu$ and $\nu$ such that $\alpha/\mu$ and $\beta/\nu$ represent a pair of skew Young diagrams each having at least one box. A formula for the skew functions $L_{\alpha/\mu,\beta/\nu}(u)$ is given in Proposition 5. This formula provides further insights and can also be employed to compute $L_{\alpha,\beta}(u)$ for partitions $\alpha$, $\beta$ of small weights (up to about $w = 6$).

1.4. Evaluation of the $R$-matrix and relation to the six vertex model. After determining the coefficients $R_{\mu,\nu}$, using (17) and the transition coefficients from the Macdonald polynomials to the power sums, we can explicitly compute matrix elements of the full $R$-matrix corresponding to partitions of small weights. We insert $\tilde{R}$ into (12), rewrite it using the Heisenberg algebra $\hat{h}_{\pm,\gamma}$, and then sandwich the resulting operator $R(u)$ between two states of the tensor product in the standard Fock realization. After this evaluation we find
\[
R(u) = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & \ldots \\
0 & \frac{q(1-u)}{1-q^2 u} & \frac{(1-q^2)u}{1-q^2} & 0 & 0 & \ldots \\
0 & \frac{1-q^2 u}{1-q^2} & \frac{q(1-u)}{1-q^2} & 0 & 0 & \ldots \\
0 & 0 & 0 & R^{(2)}(u) & 0 & \ldots \\
0 & 0 & 0 & 0 & R^{(3)}(u) & \ldots \\
0 & \ldots & \ldots & \ldots & \ldots & \ldots
\end{bmatrix}.
\]
This $R$-matrix has an expected block structure. The matrix elements, which we denote by $[R(u)]_{\alpha,\beta}^{\gamma,\delta}$, are rational functions in $u,q,t$, they give Boltzmann weights of a vertex model whose “in” and “out” states are labelled by Young diagrams $\alpha$, $\beta$ and $\gamma$, $\delta$, respectively. The non-zero elements correspond to $|\alpha| + |\beta| = |\gamma| + |\delta|$ which reflects a typical conservation law in vertex models.

There are infinitely many blocks $R^{(w)}$, and a single block contains (all non-vanishing) elements $[R(u)]_{\alpha,\beta}^{\gamma,\delta}$ with $\alpha$, $\beta$, $\gamma$, $\delta$ satisfying $|\alpha| + |\beta| = |\gamma| + |\delta| = w$. The sizes of the blocks $R^{(w)}$ with $w = 2$, $3$, $4$, $5$ are $n \times n$ with $n = 5$, $10$, $20$, $36$, respectively. The $5 \times 5$ block $R^{(2)}$ is already very large which indicates that the language of (Macdonald) symmetric functions (17) is more suitable to give explicit expressions for such $R$-matrices.

We note that the blocks $R^{(0)}$ and $R^{(1)}$, which are given explicitly in (19), are equal to the first and the second blocks of the $R$-matrix of the six vertex model (see (14))
\[
R_{\delta V}(u) = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \frac{q(1-u)}{1-q^2 u} & \frac{(1-q^2)u}{1-q^2} & 0 \\
0 & \frac{1-q^2 u}{1-q^2} & \frac{q(1-u)}{1-q^2} & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}.
\]

$^5$The six vertex $R$-matrix (20) is written in one of the standard conventions which justifies our convention on the use of the parameter $q$. 

5
The last block in the six vertex $R$-matrix, given by a single entry 1, can be matched with the matrix element $[R(u)]^{(1)(1)}_{(1)(1)}$ which belongs to the block $R^{(2)}$ in [15]. This matrix element has the form $1 + t c(u; q, t)$ with $c(u; q, t)$ regular as $t \to 0$. Therefore we recover 1 in the limit $t = 0$.

1.5. **Outline.** The outline of this paper is the following. We give the definition of the algebra $g$ in Section 2. In Section 3 we recall the Fock module. In Section 4 we reduce the coproduct equations to an equation involving vertex operators and then rewrite this equation in the vector form. In Section 5 we turn to the Macdonald theory and derive an equation for the symmetric function $R(x, y; u)$ and then obtain a recursive formula for the coefficients of $R(x, y; u)$ in the Macdonald basis.

2. The quantum toroidal algebra $g = U_{q,t}(g_1)$

In this section we fix the definitions of the algebra $g$. We work in the Drinfeld presentation and our definitions coincide with those chosen in [14]. The algebra $g$ depends on two parameters $q, t \in \mathbb{C}$. For the defining relations it is convenient to use a related set of parameters $q_1, q_2$ and $q_3$, satisfying $q_1 q_2 q_3 = 1$, and

$$q_1 = \frac{1}{q t}, \quad q_2 = q^2, \quad q_3 = \frac{t}{q}.$$  (21)

With these parameters we define a function $g(z, w)$ and coefficients $\kappa_r$

$$g(z, w) := (z - q_1 w)(z - q_2 w)(z - q_3 w),$$  (22)

$$\kappa_r := (1 - q_1^r)(1 - q_2^r)(1 - q_3^r),$$  (23)

which are used to write the defining relations of the algebra.

2.1. Generators and relations. The algebra $g$ is generated by the currents

$$e(z), \quad f(z), \quad \psi^\pm(z),$$  (24)

two central elements $C = q^c$ and $C^\perp = q^\perp$ and two grading operators $D = q^d$ and $D^\perp = q^d\perp$. These operators satisfy the following relations

$$[C, C^\perp] = 0, \quad [D, D^\perp] = 0,$$  (25)

$$D e(z) = e(qz) D, \quad D f(z) = f(qz) D, \quad D \psi^\pm(z) = \psi^\pm(qz) D,$$  (26)

$$D^\perp e(z) = q e(z) D^\perp, \quad D^\perp f(z) = q^{-1} f(z) D^\perp, \quad D^\perp \psi^\pm(z) = \psi^\pm(z) D^\perp,$$  (27)

$$\frac{g(q^{-c} z, w)}{g(q^c z, w)} \psi^\pm(z) \psi^\pm(w) = \frac{g(w, q^{-c} z)}{g(w, q^c z)} \psi^\pm(w) \psi^\pm(z),$$  (28)

$$g(w, z) e(w) e(z) + g(z, w) e(z) e(w) = 0,$$  (29)

$$g(w, z) f(z) f(w) + g(z, w) f(w) f(z) = 0,$$  (30)

$$g(w, z) \psi^\pm(q^{\pm(1-1)} c z) f(w) + g(z, w) \psi^\pm(q^{\pm(1-1)} c z) f(w) = 0,$$  (31)

$$[e(z), f(w)] = \frac{1}{\kappa_1} \left( \delta(q^c w) \psi^+(w) - \delta(q^{-c} w) \psi^-(z) \right),$$  (32)

supplemented by the cubic relations

$$\text{Sym}_{z_1, z_2, z_3} [e(z_1), e(z_2), e(z_3)] = 0 = \text{Sym}_{z_1, z_2, z_3} [f(z_1), f(z_2), f(z_3)].$$  (33)

2.1.1. Mode expansions. The currents [23] have the following mode expansions

$$e(z) = \sum_{n \in \mathbb{Z}} e_n z^{-n}, \quad f(z) = \sum_{n \in \mathbb{Z}} f_n z^{-n}, \quad \psi^\pm(z) = \sum_{j=0}^{\infty} \psi^\pm_{\perp j} z^{\mp j}.$$  (34)

Along with the modes $\psi^\pm_{\perp j}$ one also uses the modes $h_r, h_{-r}$, with $r > 0$, defined by

$$\psi^\pm(z) = q^{\mp c} \exp \left( \sum_{r=1}^{\infty} \kappa_r h_{\pm r} z^{\mp r} \right).$$  (35)
After expanding the exponential we get a relation between \( \psi_{\pm j} \) and \( h_{\pm r} \)

\[
\psi_{\pm j} = e^{j \pm j} = e^{j} = \frac{1}{m!} \sum_{r_1, \ldots, r_m > 0} \kappa_{r_1} \cdots \kappa_{r_m} h_{\pm r_1} \cdots h_{\pm r_m},
\]

Substituting the mode expansions of \( \epsilon(z) \), \( f(z) \) and \( \psi_{\pm}(z) \) in the form (35) into relations (20–32) we find

\[
[h_r, h_s] = \delta_{r-s} q^{cr} - q^{-cr},
\]

\[
[h_r, e_n] = -\frac{1}{r} e_{n+r} q^{\pm c(r+|r|)}.
\]

With (38), relations (25) lead to

\[
deg(g) = (p\text{deg}(g), \text{hdeg}(g)),
\]

\[
q^{d^g} q^{-d^g} = q^{p\text{deg}(g)} g, \quad q^d g q^{-d} = q^{-\text{hdeg}(g)} g.
\]

With (38), relations (25) lead to

\[
deg(e_n) = (1, n), \quad deg(f_n) = (-1, n), \quad deg(h_r) = (0, r),
\]

\[
deg(g) = (0, 0), \quad g \in (C, C^\perp, D, D^\perp).
\]

As we can see from (37) the generators \( h_{\pm r}, r > 0 \), form a Heisenberg subalgebra. Using the generators \( e_n, f_n (n \in \mathbb{Z}) \) and \( h_{\pm r} (r > 0) \), we define two natural subalgebras

\[
g_\geqq := \langle e_n, h_r, C, C^\perp, D, D^\perp \rangle, \quad n \in \mathbb{Z}, \quad r > 0,
\]

\[
g_\leqq := \langle f_n, h_r, C, C^\perp, D, D^\perp \rangle, \quad n \in \mathbb{Z}, \quad r > 0.
\]

We will also consider the subalgebras

\[
g_{\geqq} := \langle e_n \rangle, \quad n \in \mathbb{Z}, \quad g_{\leqq} := \langle f_n \rangle, \quad n \in \mathbb{Z}.
\]

2.2. Miki’s automorphism. In \( \mathfrak{g} \) there exists an order four automorphism \( \theta \), denoted \( \theta \). Its action on the generators is given by

\[
\theta(e_0) = h_{-1}, \quad \theta(f_0) = h_1, \quad \theta(h_1) = c_0, \quad \theta(h_{-1}) = f_0,
\]

\[
\theta(C) = C, \quad \theta(C^\perp) = (C^\perp)^{-1}, \quad \theta(D) = (D^\perp)^{-1}.
\]

2.3. The coproduct. The algebra \( \mathfrak{g} \) is a Hopf algebra with the coproduct given by

\[
\Delta(e_k) = \sum_{j=0}^{\infty} e_{k-j} \otimes q^{ck+j} e_{k+j},
\]

\[
\Delta(f_k) = f_k \otimes 1 + \sum_{j=0}^{\infty} q^{ck+j} \otimes f_{k-j},
\]

\[
\Delta(h_r) = h_r \otimes 1 + q^{cr} \otimes h_r,
\]

\[
\Delta(h_{-r}) = h_{-r} \otimes q^{cr} + 1 \otimes h_{-r},
\]

\[
\Delta(g) = g \otimes g, \quad g \in (C, C^\perp, D, D^\perp).
\]
By summing over the indices $k$ and $r$ in (44) one obtains the coproduct for the currents $e(z), f(z)$ and $\psi^\pm(z)$. Let $\tau$ be the transposition operation $\tau(ab) = ba$ for any $a, b \in g$. Then the opposite coproduct $\Delta'$ is defined by

$$\Delta'(g) = \tau\Delta(g), \quad g \in g.$$  

2.4. The universal $R$-matrix. Let us discuss the universal $R$-matrix in the Drinfeld presentation (for the discussion in the elliptic Hall setting see for example [26]). The universal $R$-matrix, denoted $R$, is an element in a completion of $\mathfrak{g}_\geq \otimes \mathfrak{g}_\leq$, with $\mathfrak{g}_\geq$ and $\mathfrak{g}_\leq$ defined in [11]. The $R$-matrix satisfies three relations with the coproduct

$$\mathcal{R}\Delta(g) = \Delta'(g)\mathcal{R}, \quad \forall g \in g,$$

(45)

$$(\Delta \otimes 1)\mathcal{R} = \mathcal{R}_{1,3}\mathcal{R}_{2,3},$$

(46)

$$(1 \otimes \Delta)\mathcal{R} = \mathcal{R}_{1,3}\mathcal{R}_{1,2}.$$

(47)

The element $\mathcal{R}$ then satisfies the Yang–Baxter equation

$$\mathcal{R}_{1,2}\mathcal{R}_{1,3}\mathcal{R}_{2,3} = \mathcal{R}_{2,3}\mathcal{R}_{1,3}\mathcal{R}_{1,2}.$$  

Using the pairing of the quantum double of $\mathfrak{g}$ (see e.g. [14] for details) one can deduce the factorized form for the universal $R$-matrix

$$\mathcal{R} = \mathcal{K}\hat{\mathcal{R}},$$

(48)

where the first factor $\mathcal{K}$ reads

$$\mathcal{K} = \exp \left( \sum_{r \geq 1} \kappa_r h_r \otimes h_{-r} \right) q^{-c\otimes d - d\otimes c - e\otimes d^* - d^* \otimes e^*},$$

(49)

and the second factor can be written only up to the first term in the homogeneous degree

$$\hat{\mathcal{R}} = 1 \otimes 1 + \kappa_1 \sum_{n \in \mathbb{Z}} e_n \otimes f_{-n} + \ldots.$$  

(50)

The terms of the homogeneous degree higher than 1 are not known since the pairing is not diagonal. We note that all terms in (50) must be neutral in the principal degrees.

The linear equation (45) in $\mathcal{R}$ will be referred to as the coproduct relation. In order to compute $\mathcal{R}$ by solving (44) it is necessary to have a Poincaré–Birkhoff–Witt (PBW) basis in $\mathfrak{g}$ in the chosen presentation. Such a basis will allow one to express a product of two elements in $\mathfrak{g}$ as a finite linear sum of the basis elements. This will lead to a system of equations whose unknowns are the basis expansion coefficients of $\mathcal{R}$. Solving these equations would provide an explicit form of $\mathcal{R}$.

It is however not clear how to build the PBW basis for $\mathfrak{g}$ in the Drinfeld presentation. The issue arises when one tries to build a basis for $\mathfrak{g}_\geq$ and $\mathfrak{g}_\leq$ defined in [11]. A direct algebraic construction of this basis in the case of $\mathfrak{g}_\geq$ could be carried out as follows. We need to identify the basis elements in each subspace with fixed homogeneous degree. For the homogeneous degree equal to 1 we simply choose all elements $e_i$. For the homogeneous degree equal to 2 one typically takes the basis to consist of elements $e_i e_j$, for $i, j \in \mathbb{Z}$ and requires $i \leq j$ (or $i \geq j$). If such a basis is present then, using the commutation relations in $\mathfrak{g}$, one should be able to write all elements $e_i e_l$ with $k > l$ as finite linear sums in $e_i e_j$ with $i \leq j$. In other words, we need to have an ordering relation of the form

$$e_k e_l = \sum_{i \leq j \leq l} c_{i,j} e_i e_j, \quad k > l,$$

where $i^*$ and $j^*$ are some finite integers and $c_{i,j}$ are some coefficients which may also depend on $k$ and $l$. This basis fails because such quadratic identities do not hold in $\mathfrak{g}$. To the authors’ knowledge, constructions of PBW bases for $\mathfrak{g}$ are absent in the literature. For certain homomorphisms, like the Fock representation discussed in Section 3, there are natural candidates for PBW bases and the ordering relations can be written explicitly.

3. The Fock module

We use the same notations as in [14]. The action of $\mathfrak{g}$ on the Fock module [11] allows one to introduce a free complex parameter, the spectral parameter. Thus we denote the Fock module by $V(u)$, $u \in \mathbb{C}^*$. The basis elements of $V(u)$ are labelled by integer partitions. As a consequence we will encounter a number of manipulations involving partitions. Let us recap the basics of integer partitions and then turn to the discussion of the Fock module.
3.1. Partitions. Let \( \mathcal{P} \) be the set of all partitions \( \mu = (\mu_1, \mu_2, \ldots) \), \( \mu_j \geq \mu_{j+1} \). As usual a partition \( \mu \) is identified with the associated Young diagram \( \mu \). The length of a partition \( \mu \), denoted \( \ell(\mu) \), is equal to the number of non-zero parts in \( \mu \). The weight of a partition \( |\mu| \) is given by the sum of all parts \( |\mu| = \mu_1 + \cdots + \mu(\mu) \). The notation \( \mu \vdash j \) means that \( \mu \) is a partition of \( j \), \( |\mu| = j \). By \( \mathcal{P}_j \) we denote the set of all partitions with weight \( j \). The set \( \mathcal{P}_0 \) contains one element which is the empty partition, denoted \( \emptyset \). The total number of elements in \( \mathcal{P}_j \) is denoted by \( n(j) \).

Let \( \mu \) and \( \nu \) be two partitions such that the parts of \( \nu \) are given by a subset of parts of \( \mu \), then \( \nu \) is a subpartition of \( \mu \) which is denoted \( \nu \subseteq \mu \). If \( \nu \subseteq \mu \) then the complement of \( \mu \) with respect to \( \nu \), denoted \( \mu \setminus \nu \), stands for the partition whose parts are given by removing parts of \( \nu \) from the set of parts of \( \mu \). The union of two partitions \( \mu \cup \nu \) is the partition whose parts are given by the union of the parts of \( \mu \) and \( \nu \). The intersection of two partitions \( \mu \cap \nu \), denoted \( \mu \cap \nu \), is the maximal subpartition \( \sigma \) contained in both \( \mu \) and \( \nu \). If for two partitions \( \mu \) and \( \nu \) we have \( \mu_i \geq \nu_i \) for all \( i \) then \( \mu/\nu \) denotes the sequence of non-negative integers \( (\mu_1 - \nu_1, \mu_2 - \nu_2, \ldots) \) which is identified with the skew Young diagram \( \mu/\nu \).

Let \( r \) be a positive integer and \( \mu \) a partition. Define the part multiplicity function \( m_r(\mu) \) which counts the number of parts in \( \mu \) equal to \( r \). The part multiplicity vector \( m(\mu) \) is defined as \( m(\mu) = (m_1(\mu), m_2(\mu), \ldots, m_{|\mu|}(\mu)) \). Let us introduce short hand notations involving factorials of part multiplicities of a partition \( \mu \), we set

\[
m(\mu)! := \prod_{a|\mu} m_a(\mu)!
\]

We define an analogue of the binomial coefficient for situations when arguments are part multiplicity vectors of \( \mu \) and \( \nu \)

\[
\binom{\mu}{\nu} := \begin{cases} \frac{m(\mu)!}{m(\mu \setminus \nu)! m(\nu)!} & \text{if } \nu \subseteq \mu, \\ 0 & \text{if } \nu \nsubseteq \mu. \end{cases}
\]

(51)

All properties of binomial coefficients apply to (51), in particular the symmetry

\[
\binom{\mu}{\nu} = \binom{\mu}{\mu/\nu}.
\]

(52)

3.2. Fock representation. In [11] the authors construct the Fock representation for \( \mathfrak{g} \) where \( e(z) \) and \( f(z) \) act by vertex operators. We will describe this representation here in the detail. The notation for the homomorphism taking elements of \( \mathfrak{g} \) to their representations on \( V(u) \) will be omitted for simplicity. The central elements in \( V(u) \) are specialized to \( c = 1 \) and \( c^\pm = 0 \).

3.2.1. Representation of the Heisenberg subalgebra. The operators \( h_{\pm r}, r \geq 0 \), form the Heisenberg subalgebra \( \mathcal{H}_h \) due to [27]

\[
\mathcal{H}_h = \{ h_r, h_{-r} \}_{r > 0}, \quad [h_r, h_s] = \delta_{r,s} \frac{q^r - q^{-r}}{r \kappa_r}.
\]

(53)

The homogeneous degree operator \( q^d \) acts by

\[
q^d h_r q^{-d} = q^{-r} h_r.
\]

(54)

The operators \( h_r \) commute with each other if their indices have the same sign. Therefore products of such operators can be written in any order. For a partition \( \mu \) we introduce the operators \( h_{\mu} \) and \( h^*_{\mu} \)

\[
h_{\mu} := h_{\mu_1} h_{\mu_2} \cdots \prod_{a \in \mu} h_a, \quad h^*_{\mu} := h_{-\mu_1} h_{-\mu_2} \cdots \prod_{a \in \mu} h_{-a}.
\]

(55)

Let \( |\mu\rangle \) and \( \langle \mu|, \mu \in \mathcal{P} \), denote the vectors of the Fock vector space and its dual, respectively. Let \( |\emptyset\rangle \) be the Fock space vacuum and \( \langle \emptyset| \) be the dual Fock space vacuum. The highest weight property is expressed as

\[
h_r |\emptyset\rangle = 0, \quad \langle \emptyset| h_{-r} = 0, \quad r > 0.
\]

(56)

The action of the operators \( h_r \) and \( h_{-r} \), \( r > 0 \), on the Fock space is given by the formulas:

\[
h_r |\mu\rangle = m_r(\mu) \frac{q^r - q^{-r}}{r \kappa_r} |\mu\rangle \langle r|, \quad h_{-r} |\mu\rangle = |\mu \cup (r)\rangle,
\]

(57)

(58)

while the action on the dual space is

\[
\langle \mu| h_r = \langle \mu \cup (r)|,
\]

(59)
\[ \langle \mu | h_{-r} = m_r(\mu) \frac{q^r - q^{-r}}{r \kappa_r} \langle \mu|(r) \rangle. \]  

With the help of (58) and (59) we can view the operators \( h_n^* \) for \( \mu \in \mathcal{P} \) as creation operators which generate all vectors of the Fock space from the vacuum and similarly \( h_\mu \) generate all vectors of the dual Fock space

\[ h_n^* |\varnothing\rangle = |\mu\rangle, \quad \langle \varnothing | h_\mu = \langle \mu |. \]

From (52) and (50) we see that if the part \( r \) is absent from \( \mu \) then \( m_r(\mu) = 0 \) and the actions of \( h_r \) and \( h_{-r} \) on the corresponding ket and bra vectors give zero as required by (56). The scalar product of two vacuum vectors is chosen to be normalized

\[ \langle \varnothing | \varnothing \rangle = 1. \]

With this we compute the scalar product of two arbitrary vectors

\[ \langle \mu | \nu \rangle = \delta_{\mu,\nu} \mathcal{N}_\mu, \quad \mathcal{N}_\mu := \prod_{a \in \mu} \left( \frac{q^a - q^{-a}}{a \kappa_a} \right). \]  

Where the delta symbol appears due to the commutation of \( h_r \) and \( h_{-r} \) and (50) and the normalization \( \mathcal{N}_\mu \) is computed with (53)

\[ \langle \mu | h_\mu h_n^* |\varnothing\rangle = \langle \varnothing | \prod_{a \in \mu} h_a h_{-a} |\varnothing\rangle \]

\[ = \langle \varnothing | \prod_{a \in \mu} [h_a, h_{-a}] |\varnothing\rangle = \prod_{a \in \mu} \left( \frac{q^a - q^{-a}}{a \kappa_a} \right) \langle \varnothing | \varnothing \rangle = \mathcal{N}_\mu. \]

The identity matrix acting on the Fock space is given by

\[ \text{Id} = \sum_{\alpha} \frac{1}{\mathcal{N}_\alpha} |\alpha\rangle \langle \alpha|. \]

The formulas (56)-(62) are required in order to write the \( R \)-matrix in the form (19).

3.2.2. Representation of the currents. Now we turn to the currents \( e^\pm(z) \) and \( f^\pm(z) \). Using the conventions of (14) these operators are represented on \( V(u) \) by vertex operators with the Heisenberg generators \( h_{\pm r} \)

\[ e(z) = \frac{1 - q^2 u}{\kappa_1} \exp \left( \sum_{r=1}^{\infty} \frac{\kappa_r}{1 - q^2} h_{-r} z^r \right) \exp \left( \sum_{r=1}^{\infty} \frac{q^r \kappa_r}{1 - q^2} h_r z^{-r} \right), \]

\[ f(z) = \frac{1 - q^2 u}{q^2 \kappa_1 u^{-1}} \exp \left( - \sum_{r=1}^{\infty} \frac{q^r \kappa_r}{1 - q^2} h_{-r} z^r \right) \exp \left( - \sum_{r=1}^{\infty} \frac{q^{2r} \kappa_r}{1 - q^2} h_{2r} z^{-r} \right). \]

The powers of \( u \) in these expressions give the principal grading of \( e(z) \) and \( f(z) \). From these vertex operators we can construct the representation on the modes. The exponentials appearing in these formulas have the following expansion in terms of partitions:

\[ \exp \left( \sum_{r=1}^{\infty} g_r z^r \right) = \sum_{j=0}^{\infty} z^j \sum_{\mu^{-j}} \frac{1}{m(\mu)!} \prod_{a \in \mu} g_a. \]

Using (64) we write the modes \( e_n \) and \( f_n \) of (63)

\[ e_n = \frac{1 - q^2 u}{\kappa_1} \sum_{i=0}^{\infty} \sum_{\mu^{-i} \nu^{-i+n}} q^{\mu+n} \frac{m(\mu)! m(\nu)!}{m(\mu)! m(\nu)!} \prod_{a \in \mu \cup \nu} \frac{\kappa_a}{1 - q^2} \cdot h_n^* h_{-r}, \]

\[ f_n = -\frac{1 - q^2 u}{q^2 \kappa_1 u^{-1}} \sum_{i=0}^{\infty} \sum_{\mu^{-i} \nu^{-i+n}} (-1)^{\ell(\mu) + \ell(\nu)} q^{3i+2n} \frac{1}{m(\mu)! m(\nu)!} \prod_{a \in \mu \cup \nu} \frac{\kappa_a}{1 - q^2} \cdot h_n^* h_{-r}. \]

The modes \( \psi_{\pm,j} \) are given by

\[ \psi_{+j} = \sum_{\mu^{-j}} \frac{1}{m(\mu)!} \prod_{r \in \mu} \kappa_r \cdot h_\mu, \]

\[ \psi_{-j} = \sum_{\mu^{-j}} \frac{1}{m(\mu)!} \prod_{r \in \mu} \kappa_r \cdot h_n^*. \]
3.2.3. A PBW basis in the Fock representation. We find it convenient to switch to a different normalization of the Heisenberg operators and introduce a related Heisenberg algebra \( \mathcal{H}_a \)

\[
\mathcal{H}_a = \{ a_r, a_{-r} \}_{r > 0}, \quad [a_r, a_{-s}] = \delta_{r,s} q^r (1 - q^r)(1 - q^s) \frac{1}{r}.
\]

These operators are related to the operators of \( \mathcal{H}_b \) by

\[
a_r = -q^r \frac{\kappa_r}{1 - q_2^2} h_r, \quad a_{-r} = q^r \frac{\kappa_r}{1 - q_2^2} h_{-r}.
\]

We define the elements \( a_\mu, a_\mu^* \) via the following formula

\[
a_\mu = \frac{1}{m(\mu)!} a_{\mu_1} \ldots a_{\mu_{|\mu|}}, \quad a_\mu^* = \frac{1}{m(\mu)!} a_{-\mu_1} \ldots a_{-\mu_{|\mu|}}.
\]

The elements \( a_\mu \) and \( a_\mu^* \) are expressed through \( h_\mu, h_\mu^* \) by

\[
a_\mu = \frac{(-1)^{|\mu|} q^{\mu|\mu|}}{m(\mu)!} \prod_{r \in \mu} \frac{\kappa_r}{1 - q_2^2} \cdot h_\mu, \quad a_\mu^* = \frac{q^{\mu|\mu|}}{m(\mu)!} \prod_{r \in \mu} \frac{\kappa_r}{1 - q_2^2} \cdot h_\mu^*.
\]

These operators satisfy the following quadratic relations

\[
a_\mu^* a_\nu = \left[ \frac{\mu \cup \nu}{\mu} \right] a_{\mu \cup \nu}, \quad a_\mu a_\nu = \left[ \frac{\mu \cup \nu}{\mu} \right] a_{\mu \cup \nu},
\]

and the ordering relation

\[
a_\mu a_\nu = \sum_{\lambda \subseteq \nu \cap \mu} \xi_\lambda a_\mu^\lambda a_{\nu \setminus \lambda}, \quad \xi_\lambda := \frac{q^{\lambda|\lambda|}}{m(\lambda)!} \prod_{r \in \lambda} \frac{1}{(1 - q_2^r)(1 - q_3^r)}.
\]

Thanks to this relation we have the basis of the universal enveloping Heisenberg algebra spanned by \( a_\mu^* a_\nu \). We can write (65)-(66) in terms of these operators. Writing coefficients explicitly we have

\[
e_n = 1 - q_2^2 \frac{1}{\kappa_1} \sum_{\mu, \nu \in \mathbb{P}} \delta_{|\mu|,|\nu|+n} (-1)^{f(\nu)} q^{-|\mu|} a_\mu^* a_\nu,
\]

\[
f_n = -1 - q_2^2 \frac{1}{\kappa_1} \sum_{|\mu|+n \in \mathbb{P}} \delta_{|\mu|,|\nu|+n} (-1)^{f(\mu)} q^{-|\nu|} a_\mu a_\nu,
\]

\[
\psi_j^+ = \sum_{\mu, j \in \mu} \prod_{r \in \mu} (q^r - q^{-r}) \cdot a_\mu,
\]

\[
\psi_j^- = \sum_{\mu, -j \in \mu} (-1)^{f(\mu)} \prod_{r \in \mu} (q^r - q^{-r}) \cdot a_\mu^*.
\]

4. Coproduct using vertex operators

The identity (69) must hold for all elements \( g \in \mathfrak{g} \). We will make use of the factorization (68) and then write the full set of equations (65) for the unknown element \( \mathcal{R} \). After that we will specialize to the Fock module and obtain a linear system for the elements of \( \mathcal{R} \) in the Fock basis in \( V(u_1) \otimes V(u_2) \). The main difficulty in this calculation is in solving the coproduct equation with \( \Delta(e(z)) \) and \( \Delta(f(z)) \). We first solve the coproduct equations with \( \Delta(a_r) \) and \( \Delta(a_{-r}) \) which shows some useful symmetries of the \( R \)-matrix. With these symmetries the main problem of solving the relations with \( \Delta(e(z)) \) and \( \Delta(f(z)) \) simplifies and reduces to a single equation.

4.1. The coproduct relations for \( \mathcal{R} \). Let us conjugate the opposite coproduct by \( \mathcal{K} \) (69) and define

\[
\tilde{\Delta}(g) := \mathcal{K}^{-1} \Delta'(g) \mathcal{K}.
\]

The relation (69) turns in to an equation for \( \mathcal{R} \)

\[
\tilde{\Delta}(g) = \tilde{\Delta}(g) \mathcal{R}, \quad g = \{ e_k, f_k, h_r, h_r^* \}.
\]
Lemma 1. For $g = \{e_k, f_k, h_r, h^*_r\}$ with $k \in \mathbb{Z}$ and $r > 0$ we have

$$\tilde{\Delta}(e_k) = 1 \otimes e_k + \sum_{j=0}^{\infty} e_{k+j} \otimes q^{-c(k+j)} \psi_{-j}^-,$$

$$\tilde{\Delta}(f_k) = f_k \otimes 1 + \sum_{j=0}^{\infty} q^{-c(k-j)} \psi_{j}^+ \otimes f_{k-j},$$

$$\tilde{\Delta}(h_r) = h_r \otimes 1 + q^{-cr} \otimes h_r,$$

$$\tilde{\Delta}(h_{-r}) = h_{-r} \otimes q^{cr} + 1 \otimes h_{-r}. \quad (76)$$

The derivations of these equations are presented in Appendix A. Notice that $\tilde{\Delta}(h_{\pm r}) = \Delta(h_{\pm r})$ for $r > 0$. Inserting (44) and (76) into (75) for $g = \{e_k, f_k, h_r, h^*_r\}$, respectively, gives us four equations for the element $\tilde{R}$

$$[\tilde{R}, 1 \otimes e_k] = \sum_{j=0}^{\infty} e_{k+j} \otimes q^{-c(k+j)} \psi_{-j}^- \tilde{R} - \tilde{R} \sum_{j=0}^{\infty} e_{k-j} \otimes q^{kc} \psi_{j}^+, \quad (77)$$

$$[\tilde{R}, f_k \otimes 1] = \sum_{j=0}^{\infty} q^{-c(k-j)} \psi_{j}^+ \otimes f_{k-j} \tilde{R} - \tilde{R} \sum_{j=0}^{\infty} q^{kc} \psi_{-j}^- \otimes f_{k+j},$$

$$[\tilde{R}, h_r \otimes 1 + q^{-cr} \otimes h_r] = 0,$$

$$[\tilde{R}, h_{-r} \otimes q^{cr} + 1 \otimes h_{-r}] = 0. \quad (78)$$

Until now the results of this section hold for the algebra $g$. In the rest of the paper we will specialize to the Fock representation. In what follows we will use the Heisenberg operators $\{a_r, a_{-r}\}, r > 0$ instead of $\{h_r, h_{-r}\}, r > 0$, they are related through (88).

### 4.2. The coproduct relations for $\tilde{R}$ in the Fock representation

In Section 5.2 we described the Fock representation $V(u)$ with the spectral parameter $u$. It will become clear below that the $R$-matrix acting on $V(u_1) \otimes V(u_2)$ depends on the ratio of $u_1$ and $u_2$, so we can set $u_1 = 1$ and $u_2 = u$ in what follows. We will denote the Fock $R$-matrix by $R(u)$ and the image of the matrix $\tilde{R}$ by $\tilde{R}(u)$. The full $R$-matrix reads

$$R(u) = \exp \left( \sum_{r \geq 1} \frac{r(1 - q_2^{-r})}{(1 - q_1)(1 - q_3)} a_r \otimes a_{-r} \right) q^{-d \otimes 1 - 1 \otimes d} \tilde{R}(u), \quad (79)$$

where the part $\mathcal{K}$ in (19) is written in terms of the operators $a^*_r, a_r$ defined in (89) and $\tilde{R}(u)$ is the unknown part which we need to compute. As we explained, the basis in $V(u)$ is given by all operators $a^*_r a_s, \mu, \nu \in \mathcal{P}$. Hence $\tilde{R}(u)$ in the Fock representation $V(1) \otimes V(u)$ can be expanded in the basis given by the tensor product

$$\tilde{R}(u) = \sum_{\mu, \rho, \nu, \sigma \in \mathcal{P}} (\tilde{R}(u))^{\nu, \sigma}_{\mu, \rho} a^*_\mu a_\nu \otimes a^*_\rho a_\sigma, \quad (80)$$

$$\tilde{R}(u))^{\nu, \sigma}_{\mu, \rho} = 0, \quad |\mu| + |\rho| = |\nu| + |\sigma|$$

The restriction $|\mu| + |\rho| = |\nu| + |\sigma|$ comes from the requirement that all terms in $\tilde{R}$ are neutral in the homogeneous degree. From the identity term in $\tilde{R}$ in (81) we deduce the normalization

$$\tilde{R}(u))^{0, 0}_{0, 0} = 1. \quad (81)$$

### 4.3. The coproduct relation with elements of the Heisenberg subalgebra

In this section we focus on the coproduct relation (77) with the elements $a_{\pm r}$ of the Heisenberg algebra $\mathcal{H}_a$. As a consequence we will identify a set of independent functions in terms of which $\tilde{R}(u)$ is expressed. First of all we rewrite the last two equations of (77) in terms of $a_r, a_{-r}, r > 0$, using (83)

$$[\tilde{R}(u), a_r \otimes 1 + q^{-r} 1 \otimes a_r] = 0, \quad (82)$$

$$[\tilde{R}(u), q^r a_{-r} \otimes 1 + 1 \otimes a_{-r}] = 0. \quad (83)$$

Let us introduce the coefficients $R_{\mu, \nu}(u)$ by the formula:

$$R_{\mu, \nu}(u) := (\tilde{R}(u))^{\nu, \sigma}_{\mu, \rho}. \quad (84)$$
Proposition 1. Apart from a simple prefactor, the coefficients $(\tilde{R}(u))^{\nu,\sigma}_{\mu,\rho}$ of the R-matrix $\tilde{R}(u)$ as defined in (79) depend only on two partitions. Explicitly, equations (85) are solved by

$$(\tilde{R}(u))^{\nu,\sigma}_{\mu,\rho} = (-1)^{f(\rho)+f(\sigma)}q^{[\nu]+[\sigma]}R_{\mu,\nu,\rho}(u).$$

(85)

The proof is given in Appendix B. We insert (85) into (79) and rewrite the summation

$$\tilde{R}(u) = \sum_{\mu,\nu \in \mathcal{P}} R_{\mu,\nu}(u) \sum_{\rho \in \mathcal{P}} (-1)^{f(\rho)}q^{[\rho]}a^*_{\rho} \otimes a^*_{\mu} \sum_{\nu' \in \mathcal{P}} (-1)^{f(\nu')}q^{[\nu']}a_{\nu'} \otimes a_{\nu}. \quad (86)$$

This suggests that we write $\tilde{R}$ using only one set of Heisenberg operators as opposed to using two sets for the two tensor product factors $\mathcal{H}_a \otimes 1$ and $1 \otimes \mathcal{H}_a$. Define new operators $b_{\pm r}$ and $c_{\pm r}$, with $r > 0$, by

$$b_r := a_r \otimes 1 + q^{-r}1 \otimes a_r, \quad b_{-r} := a_{-r} \otimes 1 + q^{r}1 \otimes a_{-r}, \quad (87)$$

$$c_r := q^{-r}a_r \otimes 1 \otimes a_r, \quad c_{-r} := q^{r}a_{-r} \otimes 1 \otimes a_{-r}. \quad (88)$$

The operators $b_r$ commute with all operators $c_{s}$ for all $r, s$. Their commutation relations are given by

$$[b_r, b_{-s}] = \frac{1}{r} (q^r + q^{-r})(1 - q^s)(1 - q^{-s}), \quad [c_r, c_{-s}] = \frac{1}{r} (q^r + q^{-r})(1 - q^s)(1 - q^{-s}). \quad (89)$$

The building blocks of the bases are given by

$$b_{\mu} = \frac{1}{m(\mu)!}b_{\mu_1} \cdots b_{\mu_{(\mu)}}, \quad b^*_{\mu} = \frac{1}{m(\mu)!}b^*_{\mu_{(\mu)}}, \quad (90)$$

$$c_{\mu} = \frac{1}{m(\mu)!}c_{\mu_1} \cdots c_{\mu_{(\mu)}}, \quad c^*_{\mu} = \frac{1}{m(\mu)!}c^*_{\mu_{(\mu)}}. \quad (91)$$

The inverse transform is given by

$$a_r \otimes 1 = \frac{1}{q^r + q^{-r}} (q^r b_r + c_r), \quad a_{-r} \otimes 1 = \frac{1}{q^r + q^{-r}} (q^{-r} b_{-r} + c_{-r}), \quad (92)$$

$$1 \otimes a_r = \frac{1}{q^r + q^{-r}} (b_r - q^r c_r), \quad 1 \otimes a_{-r} = \frac{1}{q^{-r} + q^{-r}} (b_{-r} - q^{-r} c_{-r}). \quad (93)$$

Proposition 2. The R-matrix $\tilde{R}$ can be written in terms of the operators $c_{\mu}$ in the following way

$$\tilde{R}(u) = \sum_{\mu, \nu \in \mathcal{P}} q^{[\nu]+[\rho]} R_{\mu,\nu}(u)c^*_{\mu}c_{\nu}. \quad (94)$$

Proof. Using (85) we can write $c^*_{\mu}$ and $c_{\mu}$ in terms of $a^*_{\mu}$ and $a_{\mu}$

$$c_{\mu} = \sum_{\sigma \subset \mu} (-1)^{f(\sigma)} q^{-[\mu]+[\sigma]} a_{\mu/\sigma} \otimes a_{\sigma}, \quad c^*_{\mu} = \sum_{\sigma \subset \mu} (-1)^{f(\sigma)} q^{-[\mu]+[\sigma]} a^*_{\mu/\sigma} \otimes a^*_{\sigma}. \quad (95)$$

These formulas match with the sums over $\tilde{\mu}$ and $\tilde{\nu}$ in (86), after this (94) follows. \qed

4.4. Reduction of the coproduct equation. Let us introduce two vertex operators

$$\phi^{-}(z) := \exp \left( \sum_{r=1}^{\infty} \frac{1}{q^r + q^{-r}} c_{-r} z^r \right), \quad \phi^{+}(z) := \exp \left( \sum_{r=1}^{\infty} \frac{1}{q^{-r} + q^{r}} c_{r} z^{-r} \right). \quad (96)$$

Using the operators $\phi^{\pm}(z)$ we can rewrite the coproduct equation with $\Delta(e(z))$ and $\Delta(f(z))$. This computation is presented in detail in Appendix C.2. The result is given in the following proposition.

Proposition 3. The operator $\tilde{R}(u)$ satisfies

$$u[\tilde{R}(u), \phi^{-}(z^{-1})\phi^{+}(z^{-1})] = \phi^{+}(z^{-2})\phi^{-}(z^{-1})\tilde{R}(u) - \tilde{R}(u)\phi^{+}(z^{-2})\phi^{-}(z^{-1})^{-1}. \quad (97)$$

It follows from the calculations in Appendix C.2 that both coproduct equations with $\Delta(e(z))$ and $\Delta(f(z))$ lead to (96). Therefore this single equation takes into account all coproduct equations. Equation (96) appeared in the paper [19] in which the authors use this equation to compute the first term in the expansion of $\tilde{R}(u)$ in the spectral parameter. In the following our aim is to rewrite (96) by restoring the Fock action of the operators of $\mathfrak{g}$. The resulting equation is a vector equation in the tensor product of two Fock spaces.

Consider the Fock spaces $V$ and $V^*$ spanned by the vectors $|c_{\mu}\rangle$ and $|c_{\mu^*}\rangle$ respectively,

$$c^*_{\mu} |\emptyset\rangle = |c_{\mu}\rangle, \quad c_{\mu^*} |\emptyset\rangle = |c_{\mu}\rangle. \quad (98)$$
The universal enveloping algebra of $\mathcal{H}_c$ as a vector space is spanned by vectors $\{c^*_\mu c_\nu\}_{\mu, \nu \in \mathbb{P}}$. This vector space can be identified with $V \otimes V^*$ by the assignment

$$\iota : \mathcal{H}_c \to V \otimes V^*, \quad \iota(c^*_\mu c_\nu) = |c_\mu\rangle \otimes |c_\nu\rangle^*.$$  \hfill (98)

A second ingredient is an automorphism of $\mathcal{H}_c$:

$$\varepsilon : c_{\pm r} \mapsto \mp c_{\mp r}, \quad r > 0,$$  \hfill (99)

which when combined with the above provides an identification of the vector space of $\mathcal{H}_c$ with the vector space $V \otimes V$

$$\iota = (1 \otimes \varepsilon) \iota' : \mathcal{H}_c \to V \otimes V,$$

$$\iota(c^*_\mu c_\nu) = (-1)^{\ell(\nu)} |c_\mu\rangle \otimes |c_\nu\rangle.$$  \hfill (100)

**Lemma 2.** The assignment $\iota$ extends to an isomorphism $\iota : \mathcal{H}_c \cong V \otimes V$. Using the identification (100) we have the following relations:

$$\iota(\phi^+(z)c^*_\mu c_\nu) = (-1)^{\ell(\nu)} \phi^+(z) |c_\mu\rangle \otimes \phi^-(z^{-1})^{-1} |c_\nu\rangle,$$
$$\iota(\phi^-(z)c^*_\mu c_\nu) = (-1)^{\ell(\nu)} \phi^-(z) |c_\mu\rangle \otimes |c_\nu\rangle,$$
$$\iota(c^*_\mu c_\nu \phi^+(z)) = (-1)^{\ell(\nu)} \phi^+(z) |c_\mu\rangle \otimes \phi^-(z^{-1})^{-1} |c_\nu\rangle,$$
$$\iota(c^*_\mu c_\nu \phi^-(z)) = (-1)^{\ell(\nu)} \phi^-(z) |c_\mu\rangle \otimes \phi^+(z^{-1})^{-1} |c_\nu\rangle.$$  \hfill (101)

**Proof.** Let $\mathcal{H}_c^- = \{c^*_\mu\}_{\mu \in \mathbb{P}}$ and $\mathcal{H}_c^+ = \{c_\nu\}_{\nu \in \mathbb{P}}$ be the negative and positive parts of $\mathcal{H}_c$. We have the following invariant actions by vertex operators

$$\phi^+(z)\mathcal{H}_c^- \subseteq \mathcal{H}_c^+, \quad \phi^-(z)\mathcal{H}_c^+ \subseteq \mathcal{H}_c^-,$$
$$\phi^-(z)\mathcal{H}_c^- \subseteq \mathcal{H}_c^+,$$
$$\phi^+(z)^{-1}\mathcal{H}_c^- \subseteq \mathcal{H}_c^+.$$  \hfill (102)

Consider now the left hand side of the first equation in (101).

$$\iota(\phi^+(z)c^*_\mu c_\nu) = \iota(\phi^+(z)c^*_\mu \phi^+(z)^{-1} \phi^+(z) c_\nu).$$

Because $\phi^+(z)c^*_\mu \phi^+(z)^{-1} \in \mathcal{H}_c^-$ and $\phi^+(z) c_\nu \in \mathcal{H}_c^+$, and because of the linearity of $\iota'$, we can apply (99),

$$\iota'(\phi^+(z)c^*_\mu \phi^+(z)^{-1} \phi^+(z) c_\nu) = \phi^+(z)c^*_\mu \phi^+(z)^{-1} |\mathcal{O}| \otimes \phi^+(z) |c_\nu\rangle.$$  \hfill (103)

Note now that $\phi^+(z)$ acts trivially on $|\mathcal{O}|$ and so we have

$$\phi^+(z)c^*_\mu \phi^+(z)^{-1} |\mathcal{O}| = \phi^+(z)c^*_\mu |\mathcal{O}| = \phi^+(z) |c_\nu\rangle.$$

Putting everything together and applying $\varepsilon$ we thus find

$$\iota(\phi^+(z)c^*_\mu c_\nu) = (-1)^{\ell(\nu)} \phi^+(z) |c_\mu\rangle \otimes \phi^-(z^{-1})^{-1} |c_\nu\rangle.$$  \hfill (104)

The other relations in the lemma follow in a similar way.

By considering $\tilde{R}(u)$ as a vector in the space $V \otimes V$, the operator equation (105) represents an equation where vertex operators $\phi^+(z)$ act on the vector $\tilde{R}(u)$.

**Definition 1.** Introduce the vector $R(u)$ in $V \otimes V$

$$R(u) := \sum_{\mu, \nu} (-1)^{\ell(\nu)} q^{\mu |\nu|} R_{\mu, \nu}(u) |c_\mu\rangle \otimes |c_\nu\rangle.$$  \hfill (106)

Clearly we have

$$\iota(\tilde{R}(u)) = R(u).$$

Using Lemma 2 we rewrite (106) as an equation in $V \otimes V$. After this we recover the action of the vertex operators of $\mathfrak{g}$.

**Definition 2.** Define two operators

$$\Phi^+(z) := \phi^+(zq^{-1}) \otimes \phi^-(z^{-1}q^{-1})^{-1} \phi^-(z^{-1}q)^{-1},$$
$$\Phi^-(z) := \phi^-(zq^{-1}) \otimes \phi^+(z^{-1}q^2)^{-1}.$$

Let $\tau$ be the operation of transposition $\tau(a \otimes b) = b \otimes a$, then we define

$$\Psi^+(z) := \tau \Phi^+(z^{-1}), \quad \Psi^-(z) := \tau \Phi^-(z^{-1}).$$  \hfill (107)
Recall the vertex operator representation on the space $V(u)$. Let $\{\bar{\epsilon}(z), \bar{f}(z), \bar{\psi}^\pm(z)\}$ be another copy of the vertex operators acting on the space $V(1)$.

**Proposition 4.** Let $s := \kappa_1/(1 - q_2) = (1 - q_1)/(1 - q_3)$. The vector $\mathbf{R}(u)$ satisfies
\[
\begin{align*}
u \left[sq^2 \otimes f(z^{-1}q) + \Phi^+(z)\right] \mathbf{R}(u) &= \left[\Phi^-(z) - s \bar{\epsilon}(zq) \otimes \bar{\psi}^-(z^{-1})\right] \mathbf{R}(u), \\
u \left[sq^2 \bar{f}(zq) \otimes 1 + \Psi^+(z)\right] \mathbf{R}(u) &= \left[\Psi^-(z) - s \bar{\psi}^-(z) \otimes \bar{\epsilon}(z^{-1}q)\right] \mathbf{R}(u).
\end{align*}
\]
(108)
(109)

The proof is given in Appendix E.3.

**Corollary 1.** The vector $\mathbf{R}(u)$ satisfies:
\[\mathbf{R}(u) = \tau(\mathbf{R}(u)).\]
(110)

**Proof.** This symmetry follows after we apply $\tau$ to (108) and compare it to (109) taking into account (107). \qed

**Theorem 1.** The vector $\mathbf{R}(u)$ satisfies:
\[u \left(sq^2 \otimes f_0 + 1 \otimes 1\right) \mathbf{R}(u) = \left(1 \otimes 1 - s \sum_{j \geq 0} q^j \bar{e}_{-j} \otimes \bar{\psi}_{-j}^\pm\right) \mathbf{R}(u).
\]
(111)

**Proof.** This equation is derived from (108) by expanding in $z$ and selecting the coefficients of $z^0$. Indeed, notice that from (105) and (106) it follows that the $z$ expansion of $\Phi^+(z)$ has only terms $z^j$ with $j \leq 0$, and the $z$ expansion of $\Phi^-(z)$ has only terms $z^j$ with $j \geq 0$, therefore their constant terms in $z$ are identity operators. \qed

5. The $R$-matrix and Macdonald Polynomial Theory

The Heisenberg algebra as a graded vector space is isomorphic to the space of symmetric functions. This isomorphism takes the Heisenberg operators $a_n^u$ and replaces them with a modified power sum symmetric function and the Heisenberg operators $c_n$ with a derivative operator. Under this isomorphism $R(u)$ becomes a symmetric function $R(x, y; u)$ in two alphabets $x = (x_1, x_2, \ldots)$ and $y = (y_1, y_2, \ldots)$. The operators $c_0$ and $f_0$ are matched with Macdonald difference operators. The second term on the right hand side of (111) gives rise to a ratio of Cauchy kernels. Thus we rephrase (111) in terms of basic operators of the Macdonald theory. It is natural to expand $R(x, y; u)$ in the basis of Macdonald polynomials. For the coefficients of this expansion we derive a recursive formula. This recursive formula can be implemented on a computer giving the coefficients of $R(x, y; u)$ corresponding to partitions of small sizes. Using the transition coefficients from the Macdonald polynomials to the power sum polynomials in (17) we can explicitly compute matrix elements of the full $R$-matrix given in (19).

5.1. Equation (111) in terms of Macdonald operators. We start by explaining the isomorphism to the space of symmetric functions. For details on the theory of symmetric function we refer to [23].

The parameters $q, t$ which we used throughout this paper are not the same as those from the Macdonald theory. Instead we use $q, t$: for example the Macdonald polynomials are denoted $P_{\lambda}(x; q, t)$. Let $q, t$ be indeterminates and set $F = \mathbb{Q}(q, t)$. The relationship between $q, t$ and our parameters $q$ and $t$ (also $q_1, q_3$) is given by
\[q = qt^{-1} = q_3^{-1}, \quad t = q^{-1}t^{-1} = q_1.
\]
(112)

The ring of symmetric functions is denoted $\Lambda$, set $\Lambda_F := \Lambda \otimes_F F$. Let $p_{\mu}(x)$ be the power sum symmetric function in the alphabet $x = (x_1, x_2, \ldots)$
\[p_{\mu}(x) := \sum x_i^\mu, \quad p_{\mu}(x) = p_{\mu_1}(x) \ldots p_{\mu_{\ell(\mu)}}(x).
\]
(113)

The functions $p_{\mu}(x)$ define a basis in $\Lambda_F$. Macdonald’s scalar product on $\Lambda_F$ is given by
\[\langle p_{\lambda}, p_{\mu} \rangle = \delta_{\lambda, \mu} m(\lambda)! \prod_{a \in \lambda} \frac{1 - q^a}{1 - t^a}.
\]
(114)

Let $\tilde{a}_r$, $\tilde{a}_s$ be Heisenberg operators generating the Heisenberg algebra $\mathcal{H}_q$ with the commutator
\[\left[\tilde{a}_r, \tilde{a}_s\right] = \delta_{r,s} \frac{1 - q^r}{1 - t^r}, \quad r, s > 0.
\]

The basis in the Fock space generated by $\tilde{a}_\mu$ is given by
\[\langle \tilde{a}_\mu \rangle = \tilde{a}_\mu | \emptyset \rangle, \quad \langle \tilde{a}_\mu | = \langle \emptyset | \tilde{a}_\mu, \quad \left\langle \tilde{a}_\mu \right| = | \emptyset \rangle \tilde{a}_\mu.
\]
where \( a_\mu^\pm = a_{\mu_1} \cdots a_{\mu_\ell(\mu)} \) and \( a_\mu^\pm = a_{-\mu_1} \cdots a_{-\mu_\ell(\mu)} \). As graded vector spaces, the space of symmetric functions and the Fock space \( V \) are isomorphic. Under this isomorphism, which we denote by \( \pi \), we have
\[
\pi : a_\lambda^\pm \mapsto p_\lambda,
\] (115)
and the two scalar products match
\[
\langle p_\lambda | p_\mu \rangle = \langle a_\lambda | a_\mu \rangle.
\]

Let \( \mathcal{H}_c \) be the Heisenberg algebra with generators \( c_{\pm r} \). A mapping between \( \mathcal{H}_0 \) and \( \mathcal{H}_c \) is given by a family of isomorphisms
\[
c_{-r} \mapsto \gamma_r (\frac{1 - q^r_1}{1 - q^r_3})^{-\frac{r}{q^r}} a_{-r}, \quad c_r \mapsto \gamma_r^{-1} (\frac{1 - q^r_1}{1 - q^r_3})^{-\frac{r}{q^r}} a_r,
\] (116)
where \( \gamma_r \) is a gauge factor which is related to the \textit{plethystic substitution} in the theory of symmetric functions. The isomorphism between the Fock space generated by \( \mathcal{H}_c \) and symmetric functions is given by (115) and (116). This isomorphism relates \( c_{-r} \) with the power sums \( p_r \) and \( c_r \) with derivatives with respect to \( p_r \), namely
\[
\pi_\gamma : \quad c_{-r} \mapsto \gamma_r (\frac{1 - q^r_1}{1 - q^r_3})^{-\frac{r}{q^r}} p_r, \quad c_r \mapsto \gamma_r^{-1} (\frac{1 - q^r_1}{1 - q^r_3})^{-\frac{r}{q^r}} \frac{\partial}{\partial p_r}.
\] (117)

In order to recover the action of Macdonald operators in what follows we make the following choice of \( \gamma_r \) and introduce the corresponding isomorphism
\[
\gamma : \quad \gamma_r = \frac{q^{-r}}{1 - q^{-3}}, \quad \pi : = \pi_\gamma,
\] (118)

A key object of study in Macdonald theory \cite{Macdonald} is the set of symmetric Macdonald polynomials \( P_\lambda(x; q, t) \), \( \lambda \in \mathcal{P} \). The Macdonald polynomials are eigenvalues of the Macdonald operators and also form a basis in the ring of symmetric functions \( \Lambda_F \). It is known \cite{Garsia} that the isomorphism \( \pi \) takes \( \hat{\epsilon}_0 \) and \( \hat{f}_0 \) in the Fock representation to operators which can be written in terms of the Macdonald operator which is denoted by \( E \) in \cite{Macdonald}. Let us introduce the coefficients \( \epsilon_\lambda(u, v) \):
\[
\epsilon_\lambda(u, v) := (v^{-1} - 1) \sum_{i=1}^{\ell(\lambda)} (u^{\lambda_i} - 1) v^i, \quad \epsilon_\lambda := \epsilon_\lambda(q^{-1}, t), \quad \epsilon_\lambda := \epsilon_\lambda(q, t^{-1}).
\] (119)

If we let \( \hat{\epsilon}_0 \) act on \( V(1) \) and \( \hat{f}_0 \) act on \( V(1) \) then, under the isomorphism \( \pi \), we define
\[
E := s_\pi(\hat{\epsilon}_0) - 1, \quad \hat{E} := -sq^2(\hat{f}_0) - 1.
\] (120)

The operators \( E \) and \( \hat{E} \) that act in the space of symmetric functions with the alphabet \( x = (x_1, x_2, \ldots) \) will be given the index \( x \), i.e. we will write \( E_x \) and \( \hat{E}_x \). We identify two Macdonald operators \( E \) which satisfy the following eigenvalue equations,
\[
E_x P_\lambda(x; q, t) = \epsilon_\lambda P_\lambda(x; q, t), \quad \hat{E}_x P_\lambda(x; q, t) = \epsilon_\lambda P_\lambda(x; q, t).
\] (121)

Since we work with the tensor product of two spaces we need two copies of symmetric function spaces: one with the alphabet \( x = (x_1, x_2, \ldots) \) and the second with \( y = (y_1, y_2, \ldots) \). The last ingredient is the Cauchy kernel for Macdonald polynomials. First, we introduce the deformed Pochhammer symbol
\[
(a; q)_x := \prod_{r=0}^{x} (1 - aq^r).
\] (122)

The Cauchy kernel is a symmetric function in two alphabets \( x \) and \( y \) which is defined as follows
\[
\Pi(x, y) := \exp \left( \sum_{r \geq 1} \frac{(1 - t^r)}{r(1 - q^r)} p_r(x)p_r(y) \right) = \frac{(txy; q)_x}{(xy; q)_x}.
\] (123)

\textbf{Definition 3.} Using the isomorphism \( \pi \) we introduce the symmetric function \( R(x, y; u) \):
\[
R(x, y; u) := (\pi \otimes \pi) R(u).
\] (124)

\footnote{In \cite{Macdonald} (Ch. 6, §4) Macdonald introduces the operator denoted by \( E \). This operator matches with our \((q - 1)^{-1} E \) operator.}
**Theorem 2.** The symmetric function \( R(x, y; u) \) satisfies the equation
\[
E_{x} \tilde{\Pi}(x, y) R(x, y; u) = u \tilde{\Pi}(x, y) E_{y} R(x, y; u),
\]
where the modified Cauchy kernel \( \tilde{\Pi}(x, y) \) is defined by
\[
\tilde{\Pi}(x, y) := \Pi(qx, qy)^{-1}\Pi(qx, ty).
\]

**Proof.** Let us introduce the following operator
\[
T := \exp \left( - \sum_{r > 1} r \frac{q^{r}(1 - q^{r})}{(1 - q^{r})(1 - q^{r})} e_{r} \otimes e_{r} \right).
\]
Similarly to the derivation in Appendix A.1.2 we can show that
\[
T^{-1} (\bar{e}_{0} \otimes 1) T = \sum_{j=0}^{\infty} q^{j} \bar{e}_{-j} \otimes \bar{\psi}_{-j}.
\]
Using the operator \( T \) we factorise the second term on the right hand side of (111) and then we multiply both sides by \( T \)
\[
u T \left( sq^{2} 1 \otimes f_{0} + 1 \otimes 1 \right) R(u) = (1 \otimes 1 - s \bar{e}_{0} \otimes 1) TR(u).
\]
The next step is to rewrite this equation using symmetric functions and Macdonald operators. Under the isomorphism \( \pi \) we have
\[
(\pi \otimes \pi) T = \exp \left( - \sum_{r > 1} (1 - q^{r})(1 - q^{r}) \frac{q^{r} r_{\pi}(x) r_{\pi}(y)}{r(1 - q^{r})} \right) = \exp \left( - \sum_{r > 1} \frac{q^{r}(1 - t^{r})(q^{r} - t^{r})}{r(1 - q^{r})} r_{\pi}(x) r_{\pi}(y) \right).
\]
This can be written using (123) and (126) as
\[
(\pi \otimes \pi) T = \Pi(qx, qy)^{-1} \Pi(qx, ty) = \tilde{\Pi}(x, y).
\]
Applying \( (\pi \otimes \pi) \) to (127) and using (120) we arrive at (125). \( \square \)

A detailed analysis of equation (125) within the framework of the theory of symmetric functions will be a subject of a separate work. In the next subsection we expand \( R(x, y; u) \) in the basis of Macdonald polynomials and derive a recursive formula for the expansion coefficients. This recursive formula is suitable for computing explicitly the matrix elements labelled by partitions with small weights.

5.2. **Recurrence relation.** We start with (111) and using the isomorphism with symmetric functions we rewrite all the entries of the equation using symmetric functions operators. As noted before we consider \( R(x, y; u) \) in the basis of Macdonald polynomials.

**Definition 4.** Let \( \lambda \) and \( \mu \) be two partitions of the same weight, define a new set of coefficients \( L_{\lambda, \mu}(u) \) by the expansion
\[
R(x, y; u) = \sum_{\lambda, \mu} L_{\lambda, \mu}(u) P_{\lambda}(x; q, t) P_{\mu}(y; q, t),
\]
and for \( |\lambda| \neq |\mu| \) we set \( L_{\lambda, \mu}(u) := 0 \).

**Theorem 3.** The coefficients \( L_{\alpha, \beta}(u) \) are symmetric
\[
L_{\alpha, \beta}(u) = L_{\beta, \alpha}(u),
\]
and satisfy a recursive formula
\[
L_{\alpha, \beta}(u) = \sum_{\lambda, \mu} L_{\alpha/\lambda, \beta/\mu}(u) L_{\lambda, \mu}(u),
\]
with the initial condition \( L_{\emptyset, \emptyset}(u) = 1 \). The sum in (130) runs over all \( \lambda, \mu \) such that both \( \alpha/\lambda \) and \( \beta/\mu \) are non-empty skew partitions.

**Proof.** The symmetry follows from Corollary 1 which says that \( R(u) = \tau(R(u)) \) where we recall that \( \tau \) transposes the two vector spaces. On the right hand side of (130) we have a sum over \( \lambda, \mu \) whose weights are strictly smaller than the weights of \( \alpha \) and \( \beta \) therefore, given \( L_{\alpha/\lambda, \beta/\mu}(u) \), equation (131) provides us a recursive formula for computing \( L_{\alpha, \beta}(u) \) starting with the initial condition \( L_{\emptyset, \emptyset}(u) = 1 \). The existence of this recurrence relation will be proved constructively in the rest of this section. The coefficients \( L_{\alpha/\lambda, \beta/\mu}(u) \) are given in Proposition 5. \( \square \)
We apply \( \pi \) to \((111)\) and expand \( R(x, y; u) \) in the Macdonald basis \((128)\). The following lemma gives the action of \( \pi(\tilde{\psi}^{-}_j) \) and \( \pi(\tilde{e}^{-}_j) \) on Macdonald polynomials.

**Lemma 3.** The action of \( \pi(\tilde{\psi}^{-}_j) \) and \( \pi(\tilde{e}^{-}_j) \), for \( j > 0 \), in the Macdonald basis is given by

\[
\pi(\tilde{\psi}^{-}_j)P_\mu(x; q, t) = \sum_\lambda a_{\lambda/\mu}(q, t)P_\lambda(x; q, t),
\]

(131)

\[
\pi(\tilde{e}^{-}_j)P_\mu(x; q, t) = \sum_\lambda \frac{a_{\lambda/\mu}(q, t)}{(1 - q^{-2})(\epsilon_\lambda - \epsilon_\mu)}P_\lambda(x; q, t),
\]

(132)

where \( a_{\lambda/\mu}(q, t) \) can be computed from the following formula:

\[
\prod_i \frac{(q - tx_iz)(q - qt^{-1}x_iz)}{(q - x_iz)(q - qx_iz)} \cdot P_\mu(x; q, t) = \sum_\lambda z^{\lambda - \mu}a_{\lambda/\mu}(q, t)P_\lambda(x; q, t).
\]

(133)

**Proof.** Due to the commutation relation in the fourth line of \((37)\) we can express the action of \( \pi(\tilde{e}^{-}_j) \) through the action of \( \pi(\tilde{\psi}^{-}_j) \). Indeed, having a suitable set of coefficients \( a_{\lambda/\mu}(q, t) \) and \( b_{\lambda, \mu}(q, t) \) we can write

\[
\pi(\tilde{\psi}^{-}_j)P_\mu(x; q, t) = \sum_\lambda a_{\lambda, \mu}(q, t)P_\lambda(x; q, t),
\]

(134)

\[
\pi(\tilde{e}^{-}_j)P_\mu(x; q, t) = \sum_\lambda b_{\lambda, \mu}(q, t)P_\lambda(x; q, t).
\]

(135)

Using the commutation relation in the fourth line of \((37)\) we have

\[
\pi(\tilde{\psi}^{-}_j)P_\mu(x; q, t) = \kappa_1[\pi(f_0), \pi(\tilde{e}^{-}_j)]P_\mu(x; q, t) = \kappa_1 \left( \pi(f_0) - \frac{1 + \epsilon_\mu}{-sq^2} \right) \pi(\tilde{e}^{-}_j)P_\mu(x; q, t)
\]

\[
= \frac{\kappa_1}{-sq^2} \sum_\lambda b_{\lambda, \mu}(q, t)(\epsilon_\lambda - \epsilon_\mu)P_\lambda(x; q, t),
\]

(136)

where we used \((120), (121)\) and \((135)\). Recall that \( s = \kappa_1/(1 - q_2) \). The left hand side in the first line in \((136)\) can be expanded in Macdonald polynomials \((134)\), then by matching coefficients of polynomials we obtain

\[
b_{\lambda, \mu}(q, t) = \frac{a_{\lambda, \mu}(q, t)}{(1 - q^{-2})(\epsilon_\lambda - \epsilon_\mu)}.
\]

(137)

We thus only need to compute \( a_{\lambda, \mu}(q, t) \). The current \( \tilde{\psi}^{-}(z) \) can be written in terms of the algebra \( \mathcal{H}_c \) using \((35)\) and the relation between \( \mathcal{H}_c \) and \( \mathcal{H}_h \)

\[
\tilde{\psi}^{-}(z) = \exp \left( \sum_{r=1}^{\infty} \frac{1}{(1 - t^r)(1 - q^r t^{-r})}p_r(x)z^r \right).
\]

Applying to this expression the isomorphism \((117)\)

\[
\pi(\tilde{\psi}^{-}(z)) = \exp \left( \sum_{r=1}^{\infty} \frac{1}{(1 - t^r)(1 - q^r t^{-r})}q^{-r}p_r(x)z^r \right) = \prod_i \frac{(q - tx_iz)(q - qt^{-1}x_iz)}{(q - x_iz)(q - qx_iz)},
\]

(138)

and using \((134)\) it follows that \( a_{\lambda, \mu} = a_{\lambda/\mu} \) in \((133)\). \( \square \)

Let us make a remark on the relation of \( a_{\lambda/\mu} \) with the skew Macdonald polynomials. We recall the skew Cauchy identity from \((23)\)

\[
\Pi(x, y) \sum_\sigma P_{\mu/\sigma}(x; q, t)Q_{\lambda/\sigma}(y; q, t) = \sum_\rho P_{\rho/\lambda}(x; q, t)Q_{\rho/\mu}(y; q, t).
\]

(139)

In this equation set \( \lambda = \emptyset \), then the sum over \( \sigma \) on the left hand side collapses

\[
\exp \left( \sum_{r \geq 1} \frac{(1 - t^r)}{r(1 - q^r)}p_r(x)p_r(y) \right) P_\mu(x; q, t) = \sum_\rho P_{\rho}(x; q, t)Q_{\rho/\mu}(y; q, t).
\]

(140)

This can be viewed as the action of \( \Pi(x, y) \) on \( P_{\mu}(x; q, t) \) and the coefficients of this action are given by \( Q_{\rho/\mu}(y; q, t) \). We can obtain the action of \((133)\) on Macdonald polynomials from the action of \( \Pi(x, y) \) by applying to it a suitably chosen evaluation homomorphism \( \omega \) which acts on symmetric functions in
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the alphabet $y$. More precisely, let $\delta_r$ be a series in powers of $q$, $t$ and $q$, we define the evaluation homomorphism associated to $\delta$ by

$$\omega_\delta(p_r(y)) := \frac{q^r - 1}{1 - t^r} \delta_r.$$ 

If we apply this homomorphism to a symmetric function $f(y)$, then we write the result using the square parenthesis notation

$$f[\delta_1] := \omega_\delta(f(y)).$$

We define $\delta'_r$

$$\delta'_r := (1 - t^r)(q^r - t^r)q^{-r}t^{-r}. \tag{141}$$

Applying $\omega_{\delta'}$ to the Cauchy kernel we obtain $\pi(\psi_{-j})$ as written in (138):

$$\pi(\psi_{-j}) = \omega_{\delta'}(\Pi(x, y)). \tag{142}$$

Then applying $\omega_{\delta'}$ to (139) gives us

$$\pi(\psi_{-j})P_\mu(x; q, t) = \sum_\rho Q_{\rho/\mu}[1 - t](q - t)q^{-1}t^{-1}P_\mu(x; q, t). \tag{143}$$

Therefore we can identify

$$a_{\rho/\mu}(q, t) = Q_{\rho/\mu}[1 - t](q - t)q^{-1}t^{-1}. \tag{144}$$

On the right hand side we have a specialization of a skew Macdonald polynomial in four variables which can be expressed as a sum of a product of branching coefficients of the Macdonald polynomials (see (23)). This allows one to write down $a_{\rho/\mu}(q, t)$ avoiding the use of the implicit definition (133).

Let us also remark that in the language of plethystic operations the relation (143) tells us that $\pi(\psi_{-j})$ acts on Macdonald polynomials by shifting the argument by $(1 - t)(q - t)q^{-1}t^{-1}$. This action of $\psi_{-j}$ on symmetric functions appeared in [7].

**Proposition 5.** For a skew partition $p/\sigma$, let $a_{\rho/\sigma}(q, t)$ be given by (144) and for a partition $\nu$ let $\epsilon_\nu, \epsilon_\nu$ be the eigenvalues (119) of the two Macdonald operators $E$ and $\bar{E}$. The coefficients $L_{\alpha/\lambda, \beta/\mu}(u)$ are given by the formula

$$L_{\alpha/\lambda, \beta/\mu}(u) = \frac{1}{\epsilon_\alpha - \epsilon_\beta} \frac{(1 - t)(1 - q^{-1})q^{2+|\alpha|-|\lambda|}}{(1 - t^2)(\epsilon_\alpha - \epsilon_\beta)} \delta_{\alpha/\lambda}(q, t) a_{\beta/\mu}(q, t). \tag{145}$$

**Proof.** We separate the $j = 0$ term in the summation in (111), apply $\pi$ and use (120). After this (111) becomes

$$\left(u E_y - E_x\right) R(x, y; u) = s \sum_{j > 0} q^j \pi(\psi_{-j}) \otimes \pi(\psi_{-j}) \cdot R(x, y; u). \tag{146}$$

We then substitute (128) and use (121)

$$\sum_{\lambda, \mu} L_{\lambda, \mu}(u) (u \epsilon_\mu - \epsilon_\lambda) P_\lambda(x; q, t)P_\mu(y; q, t) =$$

$$s \sum_{\lambda, \mu} L_{\lambda, \mu}(u) \sum_{j > 0} q^j \left(\pi(\psi_{-j})P_\lambda(x; q, t)\right)\left(\pi(\psi_{-j})P_\mu(y; q, t)\right). \tag{147}$$

On the right hand side we use (131) and (132)

$$\sum_{\lambda, \mu} L_{\lambda, \mu}(u) (u \epsilon_\mu - \epsilon_\lambda) P_\lambda(x; q, t)P_\mu(y; q, t) =$$

$$s \sum_{\lambda, \mu} L_{\lambda, \mu}(u) \sum_{\alpha, \beta} \delta_{|\alpha|, |\beta|} q^{|\alpha|-|\lambda|} a_{\beta/\mu}(q, t)a_{\alpha/\lambda}(q, t) \frac{1 - q^{-2}}{(\epsilon_\alpha - \epsilon_\beta)} P_\alpha(x; q, t)P_\beta(y; q, t). \tag{148}$$

After relabelling the indices on the left hand side $\lambda, \mu \rightarrow \alpha, \beta$, and matching coefficients of the same Macdonald polynomials on the two sides of the equation we get

$$L_{\alpha, \beta}(u) = s \sum_{\lambda, \mu} q^{|\alpha|-|\lambda|} a_{\alpha/\lambda}(q, t)a_{\beta/\mu}(q, t) \frac{1 - q^{-2}}{(u \epsilon_\beta - \epsilon_\alpha)(\epsilon_\alpha - \epsilon_\beta)} L_{\lambda, \mu}(u). \tag{149}$$

After recalling that $s = \kappa_1/(1 - q_2)$, (115) follows. \qed
Appendix A. Calculation of $\Delta(g)$

The derivation of $\Delta(g)$ is based on the commutation relations of $g$. We summarize the outcome of the computations below:

\[
\Delta(e_k) = 1 \otimes e_k + \sum_{j=0}^{\infty} e_{k+j} \otimes q^{-c(k+j)} \psi_{-j},
\]

(150)
\[
\Delta(f_k) = f_k \otimes 1 + \sum_{j=0}^{\infty} q^{-c(k-j)} \psi_{j}^+ \otimes f_{k-j},
\]

(151)
\[
\Delta(h_r) = h_r \otimes 1 + q^{-cr} \otimes h_r,
\]

(152)
\[
\Delta(h_{-r}) = 1 \otimes h_{-r} + h_{-r} \otimes q^{cr}.
\]

(153)

In the following subsections we treat each equation separately.

A.1. Calculation of $\Delta(e_k)$. From (43) we can write $\Delta'(e_k)$ and using the definition (14) we have

\[
\Delta(e_k) = \mathcal{K}^{-1} \left( \sum_{j=0}^{\infty} q^{ck} \psi_{j}^+ \otimes e_{k+j} \right) \mathcal{K} + \mathcal{K}^{-1} (e_k \otimes 1) \mathcal{K},
\]

(154)

where we remind the reader that $\mathcal{K}$ is defined in (49). Let us compute the two terms separately.

A.1.1. Calculation of the first term. The summation in the first term can be represented as follows

\[
\sum_{j=0}^{\infty} q^{ck} \psi_{j}^+ \otimes e_{k+j} = q^{ck-c^+} \sum_{j=0}^{\infty} \sum_{m=0}^{\infty} \frac{1}{m!} \sum_{r_1,\ldots,r_m > 0} \left( \prod_{i=1}^{m} r_i \kappa_r, h_r \right) \otimes \left[ h_{-r_m}, \ldots, h_{-r_1}, e_k \right],
\]

which can be verified using (36) and for the nested commutator one needs to use the second line of (37). The right hand side can be rewritten using the Baker–Campbell–Hausdorff (BCH) formula, therefore we have

\[
\sum_{j=0}^{\infty} \left( q^{ck} \psi_{j}^+ \otimes e_{k+j} \right) = \exp \left( \sum_{r_1,\ldots,r_m > 0} \frac{1}{m!} \sum_{r_1,\ldots,r_m > 0} \left( \prod_{i=1}^{m} r_i \kappa_r, h_r \right) \otimes \left[ h_{-r_m}, \ldots, h_{-r_1}, e_k \right] \right).
\]

With this representation and using the expression (14) we compute

\[
\mathcal{K}^{-1} \left( \sum_{j=0}^{\infty} q^{ck} \psi_{j}^+ \otimes e_{k+j} \right) \mathcal{K} = q^{c\otimes d+d\otimes c+c^+\otimes d^++d^+\otimes c^+} \left( q^{ck-c^+} \otimes e_k \right) q^{-c\otimes d-d\otimes c-c^+\otimes d^++d^+\otimes c^+}.
\]

Using (38)–(39) we compute the conjugation with grading operators and find

\[
\mathcal{K}^{-1} \left( \sum_{j=0}^{\infty} q^{ck} \psi_{j}^+ \otimes e_{k+j} \right) \mathcal{K} = 1 \otimes e_k.
\]

A.1.2. Calculation of the second term. Let us conjugate $e_k \otimes 1$ with the first factor of $\mathcal{K}$

\[
\exp \left( - \sum_{r_1,\ldots,r_m > 0} \frac{1}{m!} \sum_{r_1,\ldots,r_m > 0} \left( \prod_{i=1}^{m} r_i \kappa_r, h_r \right) \otimes \left[ h_{-r_m}, \ldots, h_{-r_1}, e_k \right] \right) (e_k \otimes 1) \exp \left( \sum_{r_1,\ldots,r_m > 0} \frac{1}{m!} \sum_{r_1,\ldots,r_m > 0} \left( \prod_{i=1}^{m} r_i \kappa_r, h_r \right) \otimes \left[ h_{-r_m}, \ldots, h_{-r_1}, e_k \right] \right)
\]

\[
= \sum_{j=0}^{\infty} \sum_{m=0}^{\infty} \frac{(-1)^m}{m!} \left[ h_{r_m}, \ldots, h_{r_1}, e_k \right] \otimes \left( \prod_{i=1}^{m} r_i \kappa_r, h_r \right) = \sum_{j=0}^{\infty} q^{-cj} e_{k+j} \otimes q^{-c^+} \psi_{-j}.
\]

where the last equality follows from (36) and the second line of (37). With this result and $\mathcal{K}$ given in (49) we calculate

\[
\mathcal{K}^{-1} (e_k \otimes 1) \mathcal{K} = \sum_{j=0}^{\infty} q^{c\otimes d+d\otimes c+c^+\otimes d^++d^+\otimes c^+} \left( q^{-cj} e_{k+j} \otimes q^{-c^+} \psi_{-j} \right) q^{-c\otimes d-d\otimes c-c^+\otimes d^++d^+\otimes c^+}.
\]

After computing the conjugation with grading operators we find

\[
\mathcal{K}^{-1} (e_k \otimes 1) \mathcal{K} = \sum_{j=0}^{\infty} e_{k+j} \otimes q^{-c(k+j)} \psi_{-j}.
\]

(155)
A.2. Calculation of $\tilde{\Delta}(f_k)$. From (43) we can write $\Delta'(f_k)$ and using the definition (74) we have

$$\tilde{\Delta}(f_k) = K^{-1} \left( \sum_{j=0}^{\infty} f_{k+j} \otimes q^{ck}\psi_{-j}^{-} \right) K + K^{-1} (1 \otimes f_k) K. \quad (156)$$

Once again we compute the two terms separately.

A.2.1. Calculation of the first term. The summation in the first term can be represented as follows

$$\sum_{j=0}^{\infty} f_{k+j} \otimes q^{ck}\psi_{-j}^{-} = \sum_{j=0}^{\infty} \sum_{m=0}^{j} \frac{1}{m!} \sum_{r_1, r_2, \ldots, r_m > 0} \left[ h_{r_m}, \ldots, [h_{r_1}, f_k, \ldots] \right] \otimes q^{ck+c^+} \left( \prod_{i=1}^{m} r_i \kappa_r, h_{-r_i} \right).$$

which can be verified using (36) and for the nested commutator one needs to use the third line of (37). The right hand side can be rewritten using the BCH formula:

$$\sum_{j=0}^{\infty} f_{k+j} \otimes q^{ck}\psi_{-j}^{-} = \exp \left( \sum_{r > 0} r \kappa_r h_r \otimes h_{-r} \right) \left( f_k \otimes q^{ck+c^+} \right) \exp \left( -\sum_{r > 0} r \kappa_r h_r \otimes h_{-r} \right).$$

With this representation and using the expression (49) we compute

$$K^{-1} \left( \sum_{j=0}^{\infty} f_{k+j} \otimes q^{ck}\psi_{-j}^{-} \right) K = q^{c \otimes d + d \otimes c + c \otimes d^+ + d^+ \otimes c^+} \left( f_k \otimes q^{ck+c^+} \right) q^{-c \otimes d - d \otimes c - c \otimes d^+ - d^+ \otimes c^+}.$$  

Using (38)-(39) we compute the conjugation with grading operators and find

$$K^{-1} \left( \sum_{j=0}^{\infty} f_{k+j} \otimes q^{ck}\psi_{-j}^{-} \right) K = f_k \otimes 1. \quad (157)$$

A.2.2. Calculation of the second term. Let us conjugate $1 \otimes f_k$ with the first factor of $K$

$$\exp \left( -\sum_{r > 1} r \kappa_r h_r \otimes h_{-r} \right) \left( 1 \otimes f_k \right) \exp \left( \sum_{r > 1} r \kappa_r h_r \otimes h_{-r} \right)$$

$$= \sum_{j=0}^{\infty} \sum_{m=0}^{j} \frac{(-1)^m}{m!} \sum_{r_1, r_2, \ldots, r_m > 0} \left( \prod_{i=1}^{m} r_i \kappa_r, h_{-r_i} \right) \otimes [h_{-r_m}, \ldots, [h_{-r_1}, f_k, \ldots] \ldots] = \sum_{j=0}^{\infty} q^{c^j} \psi_j^+ \otimes q^{c^j} f_{k-j},$$

where the last equality follows from (44) and the third line of (37). With this result and $K$ given in (49) we calculate

$$K^{-1} (1 \otimes f_k) K = \sum_{j=0}^{\infty} q^{-c(k-j)} \psi_j^+ \otimes f_{k-j}. \quad (158)$$

A.3. Calculation of $\tilde{\Delta}(h_r)$. From (44) we need to calculate:

$$\tilde{\Delta}(h_r) = K^{-1} (1 \otimes h_r) K + K^{-1} (h_r \otimes q^{-cr}) K,$$

$$\tilde{\Delta}(h_{-r}) = K^{-1} (q^{cr} \otimes h_r) K + K^{-1} (h_r \otimes 1) K.$$

As before we conjugate $h_r \otimes 1$ and $1 \otimes h_r$ with factors of $K$. We have the following identities

$$q^{c \otimes d + d \otimes c + c \otimes d^+ + d^+ \otimes c^+} (h_r \otimes 1) q^{-c \otimes d - d \otimes c - c \otimes d^+ - d^+ \otimes c^+} = h_r \otimes q^{-cr},$$

$$q^{c \otimes d + d \otimes c + c \otimes d^+ + d^+ \otimes c^+} (1 \otimes h_r) q^{-c \otimes d - d \otimes c - c \otimes d^+ - d^+ \otimes c^+} = q^{-cr} \otimes h_r,$$

which are valid for $r > 0$ and $r < 0$. Next, using the BCH formula we compute

$$\exp \left( -\sum_{s \geq 1} s \kappa_s h_s \otimes h_{-s} \right) (h_r \otimes 1) \exp \left( \sum_{s \geq 1} s \kappa_s h_s \otimes h_{-s} \right) = h_r \otimes 1,$$

$$\exp \left( -\sum_{s \geq 1} s \kappa_s h_s \otimes h_{-s} \right) (1 \otimes h_{-r}) \exp \left( \sum_{s \geq 1} s \kappa_s h_s \otimes h_{-s} \right) = 1 \otimes h_{-r},$$
\[
\exp \left( -\sum_{s \geq 1} \kappa_s h_s \otimes h_{-s} \right) (h_{-r} \otimes 1) \exp \left( \sum_{s \geq 1} \kappa_s h_s \otimes h_{-s} \right) = h_{-r} \otimes 1 + (q^{-cr} - q^{cr}) \otimes h_{-r},
\]
\[
\exp \left( -\sum_{s \geq 1} \kappa_s h_s \otimes h_{-s} \right) (1 \otimes h_r) \exp \left( \sum_{s \geq 1} \kappa_s h_s \otimes h_{-s} \right) = 1 \otimes h_r + h_r \otimes (q^{cr} - q^{-cr}).
\]

Putting these results together we get
\[
K^{-1} (1 \otimes h_r) K = (q^{-cr} \otimes h_r + h_r \otimes (q^{cr} - q^{-cr}) q^{-cr}),
\]
\[
K^{-1} (h_r \otimes q^{-cr}) K = h_r \otimes q^{-2cr},
\]
\[
K^{-1} (1 \otimes h_{-r}) K = q^{2cr} \otimes h_{-r},
\]
\[
K^{-1} (h_{-r} \otimes 1) K = h_{-r} \otimes q^{cr} + q^{cr} (q^{cr} - q^{-cr}) \otimes h_{-r}.
\]

Adding the first two equations in (159) leads to (162) and adding the last two equations in (159) leads to (153).

**APPENDIX B. PROOF OF PROPOSITION 1**

In this appendix we prove Proposition 1 namely that the coefficients \((\bar{R}(u))_{\mu,\rho}^{\nu,\sigma}\) of the R-matrix \(\bar{R}(u)\) as defined in (79) depend only on two partitions. We furthermore give an explicit generic form for the R-matrix that manifestly commutes with \(\tilde{\Delta}(a_r)\).

Fix \(r > 0\) and insert (79) into (82)
\[
\sum_{\mu,\lambda,\sigma,\rho} (\bar{R}(u))_{\mu,\rho}^{\nu,\sigma} \left( [a^*, a_r] a_\sigma \otimes a_\rho^* a_\sigma + q^{-r} a^*_\rho a_\nu \otimes [a^*_\rho, a_r] a_\sigma \right) = 0.
\]

In the two commutators of the form \([a^*_r, a_r]\), the part of \(a^*_r\) that does not commute with \(a_r\) equals to \(a^*_{r+1}\), where \(k = m_r(\mu)\). We compute the commutator
\[
[a^*_{r+1}, a_r] = -q^r \frac{\kappa_r}{r(1 - q^2)} a^*_{r+1},
\]
plug this into (160) and cancel the common factor. This gives
\[
\sum_{\mu,\lambda,\sigma,\rho} (\bar{R}(u))_{\mu,\rho}^{\nu,\sigma} \left( a^*_\mu a_\sigma \otimes a^*_\rho a_\sigma + q^{-r} a^*_\rho a_\nu \otimes a^*_{\rho(r)} a_\sigma \right) = 0.
\]

For fixed \(r\), the first term in (161) is summed over all \(\mu\) which have at least one part equal to \(r\) and the second term is summed over all \(\rho\) which have at least one part equal to \(r\). Because of this we can shift these summation variables, i.e. \(\mu \rightarrow \mu \cup (r)\) and \(\rho \rightarrow \rho \cup (r)\), to get
\[
\sum_{\mu,\lambda,\sigma,\rho} (\bar{R}(u))_{\mu,\rho}^{\nu,\sigma} \left( (\bar{R}(u))_{\mu,\rho}^{\nu,\sigma} + q^{-r} (\bar{R}(u))_{\mu,\rho}^{\nu,\sigma} \right) a_\mu a_\nu \otimes a^*_\rho a_\sigma = 0.
\]

This equation must be satisfied for all summed partitions leading us to
\[
(\bar{R}(u))_{\mu,\rho}^{\nu,\sigma} + q^{-r} (\bar{R}(u))_{\mu,\rho}^{\nu,\sigma} = 0.
\]

After changing the labels we obtain
\[
(\bar{R}(u))_{\mu,\rho}^{\nu,\sigma} = -q^r (\bar{R}(u))_{\mu,\rho}^{\sigma,\nu},
\]
which we can iteratively use for all \(r \in \rho\), i.e.
\[
(\bar{R}(u))_{\mu,\rho}^{\nu,\sigma} = (-1)^{\ell(\rho)} q^{\ell(\rho)} (\bar{R}(u))_{\mu,\rho,\emptyset}^{\nu,\sigma}.
\]

In a similar manner we compute the commutation relation (83) and find
\[
(\bar{R}(u))_{\mu,\rho}^{\nu,\sigma} = (-1)^{\ell(\rho) + \ell(\sigma)} q^{\ell(\rho) + \ell(\sigma)} P_{\mu,\nu,\rho,\emptyset}(u),
\]
Combining (162) with (163) we arrive at
\[
(\bar{R}(u))_{\mu,\rho}^{\nu,\sigma} = (-1)^{\ell(\rho) + \ell(\sigma)} q^{\ell(\rho) + \ell(\sigma)} P_{\mu,\nu,\rho,\emptyset}(u),
\]
as claimed.
Appendix C. Reduction of the coproduct relation

In this Appendix we collect the derivations which allow us to reduce the coproduct equations for the $R$-matrix to the vector form stated in Proposition 3. For convenience we will sometimes write the position of a current or vertex operator in a tensor product using an index

$$ e(z) \otimes 1 = e_1(z), \quad 1 \otimes e(z) = e_2(z). $$

Note that this index should not be confused with that of the modes of $e(z)$.

C.1. The coproduct equation with $\Delta(e(z))$ and $\Delta(f(z))$ and vertex operators. Our derivations are given using the language of currents and vertex operators. Therefore we first present some useful formulas.

Let us write the coproduct \((64)\) and \((76)\) for the modes $e_k$ and $f_k$ using the current generators. This is done by summing these equations over $k \in \mathbb{Z}$ with $z^{-k}$. We write $\Delta(e(z))$, $\Delta(f(z))$ and $\tilde{\Delta}(e(z))$ and $\tilde{\Delta}(f(z))$

\[
\begin{align*}
\Delta(e(z)) &= e(zq^{-c_1}) \otimes \psi^+(zq^{-c_2}) + 1 \otimes e(z), \\
\Delta(f(z)) &= f(z) \otimes 1 + \psi^-(zq^{-c_1}) \otimes f(zq^{-c_2}), \\
\tilde{\Delta}(e(z)) &= e(zq^{-2}) \otimes \psi^-(z) + 1 \otimes e(z), \\
\tilde{\Delta}(f(z)) &= f(z) \otimes 1 + \psi^+(z) \otimes f(zq^{-2}).
\end{align*}
\]

(164)

Here we recall that the index $i$ of $c_i$ indicates which factor of the tensor product the operator $c$ is acting on. In the Fock representation $c_1 = c_2 = 1$ (and $c^1 = 0$). Recall the vertex operators \((63)\) and \((55)\) and write them using the Heisenberg generators $a_{\pm r}$

\[
\begin{align*}
e(z) &= \frac{1 - q_2}{\kappa_1} u \exp \left( \sum_{r=1}^{\infty} q^{-r} a_{-r} z^r \right) \exp \left( - \sum_{r=1}^{\infty} a_r z^{-r} \right), \\
f(z) &= \frac{1 - q_2}{q_2 \kappa_1} u^{-1} \exp \left( - \sum_{r=1}^{\infty} a_{-r} z^r \right) \exp \left( \sum_{r=1}^{\infty} q^r a_r z^{-r} \right), \\
\psi^\pm(z) &= \exp \left( \pm \sum_{r=1}^{\infty} (q^r - q^{-r}) a_{\pm r} z^{\mp r} \right).
\end{align*}
\]

(165)

Each of the entries of the coproducts in \((164)\) can be factorised according to

$$ A \otimes B = (A \otimes 1)(1 \otimes B) = (1 \otimes B)(A \otimes 1). $$

Because of this we can replace the Heisenberg operators $a_{\pm r}$ inside the exponentials by $a_{\pm r} \otimes 1$ and $1 \otimes a_{\pm r}$, thus absorbing the sign of the tensor product into the exponentials of the vertex operators. After this we use the formulas \((62)\) and \((63)\) in order to rewrite the vertex operators \((165)\) in terms of $b_{\pm r}$ and $c_{\pm r}$.

Introduce a pair of vertex operators

$$ \phi^\pm(A; z) := \exp \left( \sum_{r=1}^{\infty} \frac{1}{q^r + q^{-r}} A_{\pm r} z^{\mp r} \right), $$

where $A_{\pm r}$ is either $b_{\pm r}$ or $c_{\pm r}$. Their ordering relation is given by

$$ \phi^+(A; z) \phi^-(A; w) = \exp \left( \sum_{r>0} \frac{(1 - q_1^r)(1 - q_1^r)}{r(q^r + q^{-r})} w^r z^{-r} \right) \phi^-(A; w) \phi^+(A; z). $$

(166)

We have

\[
\begin{align*}
e_1(z) &= \frac{1 - q_2}{\kappa_1} u_1 \phi^-(b; z) \phi^+(b; zq^{-1})^{-1} \phi^-(c; zq^{-1}) \phi^+(c; z)^{-1}, \\
e_2(z) &= \frac{1 - q_2}{\kappa_1} u_2 \phi^-(b; zq^{-1}) \phi^+(b; z)^{-1} \phi^-(c; z)^{-1} \phi^+(c; zq^{-1}), \\
f_1(z) &= \frac{1 - q_2}{q_2 \kappa_1} u_1^2 \phi^- (b; zq)^{-1} \phi^+(b; zq^{-2}) \phi^-(c; z)^{-1} \phi^+(c; zq^{-1}), \\
f_2(z) &= -\frac{1 - q_2}{q_2 \kappa_1} u_2^2 \phi^-(b; z) \phi^+(b; z)^{-1} \phi^- (b; zq^{-1}) \phi^+(c; zq)^{-1} \phi^-(c; zq^{-2})^{-1},
\end{align*}
\]

(167)
The next step is to multiply (171) from the left by the factor $\phi$ and
$u\phi$
The operator $p\phi p zq \psi$ and $u\phi$
s $u\phi$
$u\phi$
$u\phi$

C.2. Proof of Proposition 5 Let us take the coproduct equation (165) for the currents $e(z)$ and $f(z)$ using (164)

$$\bar{R}(e(zq^{-c_2}) \otimes \psi^+(zq^{-c_2}) + 1 \otimes e(z)) = \left( e(zq^{-c_2}) \otimes \psi^-(z) + 1 \otimes e(z) \right) \bar{R},$$
$$\bar{R}(f(z) \otimes 1 + \psi^-(zq^{-c_2}) \otimes f(zq^{-c_2})) = \left( f(z) \otimes 1 + \psi^+(z) \otimes f(zq^{-c_2}) \right) \bar{R},$$
and specialize the Fock representation $V(u_1) \otimes V(u_2)$ where we set $u_1 = 1$ and $u_2 = u$,

$$\bar{R}(u) \left( e(zq^{-1}) \otimes \psi^+(zq^{-1}) + 1 \otimes e(zq^{-1}) \right) = \left( e(zq^{-1}) \otimes \psi^-(z) + 1 \otimes e(z) \right) \bar{R}(u),$$
$$\bar{R}(u) \left( f(z) \otimes 1 + \psi^-(zq^{-1}) \otimes f(zq^{-1}) \right) = \left( f(z) \otimes 1 + \psi^+(z) \otimes f(zq^{-1}) \right) \bar{R}(u).$$

Replacing the tensor product notation with the index notation we write

$$[\bar{R}(u), e_2(z)] = e_1(z)\psi^2 \bar{R}(u) - \bar{R}(u)e_1(zq^{-1})\psi^2 \bar{R}(u) - \bar{R}(u)\psi^2 \bar{R}(u) - \bar{R}(u)\psi^2 \bar{R}(u),$$

(169)

(170)

The operator $\bar{R}(u)$ in the Fock representation depends only on the Heisenberg operators $c_{\pm r}$. We can insert the operators (167) and (168) into (169) and (170). The latter two lead to the same equation hence we only focus on (169), which becomes

$$u \phi^-(b; zq^{-1}) \phi^+(b; z^{-1}[\bar{R}(u), \phi^-(c; z^{-1}) \phi^+(c; zq^{-1})])$$

$$= \phi^-(b; zq^2 \phi^+(b; z^{-1}) \phi^-(b; zq^{-1}) \phi^+(c; z) \phi^+(c; zq^{-1}) \phi^-(c; z) \phi^+(c; zq^2) \bar{R}(u) - \bar{R}(u) \phi^-(b; zq^{-1}) \phi^+(b; z^{-1}) \phi^-(c; z^{-1}) \phi^+(c; zq^{-3})^{-1}. $$

We can commute the operators using (166) and find that on both sides the parts that depend on $b_{\pm r}$ cancel and we arrive at

$$u[\bar{R}(u), \phi^-(c; z^{-1}) \phi^+(c; zq^{-1})] = \phi^-(c; zq^2) \phi^+(c; zq^{-1}) \bar{R}(u) - \bar{R}(u) \phi^-(c; zq^{-2}) \phi^+(c; zq^{-3})^{-1}. $$

This results in equation (160) which is stated in Proposition 5. We also stated this equation in the introduction in (13), where the operators $\varphi^\pm(z)$ used there read

$$\varphi^+(z) = \phi^-(c; z^{-1}) \phi^+(c; zq^{-1}), \quad \varphi^-(z) = \phi^-(c; z) \phi^+(c; zq^{-1})^{-1}. $$

C.3. Proof of Proposition 4 In this subsection we show how to derive (108) and (109) thus proving Proposition 4. Consider the vertex operator equation (96). Applying $\iota$, defined in (100), and using Lemma 2 we rewrite the four terms of this equation in $V \otimes V$

$$\iota \left( \bar{R}(u) \phi^-(z^{-1}) \phi^+(zq^{-1}) \right) = \left( \phi^-(z^{-1}) \otimes \phi^-(z^{-1}) \phi^+(zq^{-1}) \right) \bar{R}(u),$$
$$\iota \left( \phi^-(z^{-1}) \phi^+(zq^{-1}) \bar{R}(u) \right) = \left( \phi^-(z^{-1}) \phi^+(zq^{-1}) \otimes \phi^-(z^{-1}) \bar{R}(u) \right),$$
$$\iota \left( \bar{R}(u) \phi^-(zq^2) \phi^+(zq^{-3})^{-1} \right) = \left( \phi^-(zq^2) \otimes \phi^-(zq^2) \phi^+(zq^{-3})^{-1} \right) \bar{R}(u),$$
$$\iota \left( \bar{R}(u) \phi^-(z^{-1}) \phi^+(zq^{-1}) \right) = \left( \phi^-(z^{-1}) \otimes \phi^-(z^{-1}) \phi^+(zq^{-1}) \right) \bar{R}(u).$$

Putting these four terms together we rewrite (96) as

$$u \left( \phi^-(z^{-1}) \otimes \phi^-(z^{-1}) \phi^+(zq^{-1}) \right) = \left( \phi^-(z^{-1}) \otimes \phi^-(z^{-1}) \phi^+(zq^{-1}) \right) \bar{R}(u)$$

$$+ \phi^-(zq^2) \phi^+(zq^{-3})^{-1} \left( \phi^-(z^{-1}) \phi^+(zq^{-1}) \right) \bar{R}(u).$$

(161)

(171)

The next step is to multiply (171) from the left by the factor

$$\phi^-(zq^2) \phi^+(zq^{-3})^{-1},$$

which leads us to

$$u \left( 1 \otimes \phi^-(z^{-1}) \phi^+(zq^{-1}) \right) = \left( \phi^-(zq^2) \phi^+(zq^{-3})^{-1} \phi^-(z^{-1}) \phi^+(zq^{-1}) \right) \bar{R}(u)$$

$$= \left( \phi^-(z) \phi^-(zq^2) \phi^+(zq^{-3})^{-1} \phi^-(z^{-1}) \phi^+(zq^{-1}) \right) \bar{R}(u).$$

(162)
Now we can take the formulas of the vertex operator representation [165] and write them in terms of the Heisenberg algebra $\mathcal{H}_c$ using the relation

$$\mathcal{H}_a \rightarrow \mathcal{H}_c : \quad a_{-r} \mapsto q^r c_{-r}, \quad a_r \mapsto \frac{1}{q^r + q^{-r} c_r}, \quad r > 0.$$  

We obtain

$$\bar{e}(z) = s^{-1} v \exp \left( \sum_{r=1}^{\infty} c_{-r} z^r \right) \exp \left( \sum_{r=1}^{\infty} \frac{1}{q^r + q^{-r} c_r z^{-r}} \right),$$

$$\bar{f}(z) = -s^{-1} q_2^{-1} v^{-1} \exp \left( - \sum_{r=1}^{\infty} q^r c_{-r} z^r \right) \exp \left( \sum_{r=1}^{\infty} q^r c_{-r} z^{-r} \right),$$

$$\bar{\psi}^+(z) = \exp \left( \sum_{r=1}^{\infty} \frac{(q^r - q^{-r})}{q^r + q^{-r} c_r z^{-r}} \right),$$

$$\bar{\psi}^-(z) = \exp \left( - \sum_{r=1}^{\infty} q^r (q^r - q^{-r}) c_{-r} z^r \right),$$

where $v$ plays the role of the spectral parameter and $s = (1 - q_1)(1 - q_3)$. We can write these operators using the vertex operators $\phi^\pm(z)$

$$\bar{e}(z) = s^{-1} v \phi^-(z q^{-1}) \phi^+(z q) \phi^+(z) \phi^-(z^{-1} q^{-1})^{-1},$$

$$\bar{f}(z) = -s^{-1} q_2^{-1} v^{-1} \phi^-(z q^2) \phi^+(z^{-1} q^{-1}) \phi^-(z^{-1} q^{-1}) \phi^+(z q^{-1})^{-1},$$

$$\bar{\psi}^+(z) = \phi^+(z q) \phi^+(z q^{-1})^{-1},$$

$$\bar{\psi}^-(z) = \phi^-(z q^3) \phi^-(z^{-1} q^{-1})^{-1}.$$

Consider two copies of these operators acting on $V(1) \otimes V(1)$. Then we can match the first term on the left hand side in (172) with the current $\bar{f}$ in (173)

$$x \mathcal{R}(u) = -s q_2^2 \otimes f(z^{-1} q) = -s q_2^2 \otimes f(z^{-1} q),$$

and the first term on the right hand side with a product of the currents $\bar{e}$ and $\bar{\psi}^-$ in (173)

$$\phi^-(z) \phi^-(z q^2) \otimes \phi^-(z^{-1} q^{-1}) \phi^-(z^{-1} q^{-1}) = s \bar{e}(z q) \otimes \bar{\psi}^-(z^{-1}).$$

Rewriting accordingly (172) we arrive at

$$x \left( -s q_2^2 \otimes f(z^{-1} q) - \phi^+(z q^{-1}) \otimes \phi^-(z^{-1} q^3) \phi^-(z^{-1} q^{-1}) \right) \mathcal{R}(u) \quad \text{(174)}$$

The remaining two terms in (173) are matched with $\Phi^\pm(z)$ given in (105) and (106). After this the equation (108) follows. In order to obtain (109) we start with (171) and multiply it by

$$\phi^-(z q^2) \otimes \phi^-(z^{-1} q).$$

The resulting equation can be matched with (109) using (173) and (107).
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