Compression for qubit clocks
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\textbf{Abstract}—Two-level (qubit) clock systems are often used to perform precise measurement of time. In this work, we propose a compression protocol for \( n \) identically prepared qubit clocks. The protocol faithfully encodes the states into \((1/2)\log n\) qubits and \((1/2)\log n\) classical bits and works even in the presence of noise. If the purity of the clock states is fixed, \((1/2)\log n\) qubits are sufficient. We also prove that this protocol requires the minimum amount of total memory among all protocols with vanishing error in the large \( n \) limit.

\textbf{Index Terms}—quantum clocks, compression, quantum system, identically prepared states

\section{I. INTRODUCTION}

Atomic clocks, which consist of thousands of identical clock qubits, have already been a mature technique for years. In the International System of Units, for instance, the unit of time is defined by the oscillation frequency between two hyperfine energy levels of the Cs\textsuperscript{133} atom\textsuperscript{[1]}, while recent developments on optical atomic clocks\textsuperscript{[2]} promise even higher resolution.

A long sequence of protocols based on qubit clock states and techniques in quantum information processing have been proposed\textsuperscript{[3], [4], [5], [6], [7]}, which have applications in GPS\textsuperscript{[8]}, frequency standard\textsuperscript{[9]} and astronomy\textsuperscript{[10], [11]}. An efficient compression, therefore, will reduce the communication cost in these protocols.

In this work, we design compressors for \( n \) identically prepared qubit clock states, which can be mixed due to noisy evolution. Compared to other compressors proposed by the authors\textsuperscript{[12], [13], [14]}, the compressors here are tailor-made for qubit clock states and achieve the information theoretical limit for the total memory cost. The memory cost is \((1/2)\log n\) qubits in the leading order, with the same amount of ancillary classical bits if the purity of the clock state is undetermined.

The cost matches the general statement in\textsuperscript{[15]}, which says that \((1/2)\log n\) (qu)bits are needed per degree of freedom. Compared to\textsuperscript{[15]}, the protocols here are constructed using a completely different approach from the protocols, tailor-made for qubit clock states: The second order term of its memory cost is \(O(\log\log n)\) in contrast to \(x\log n\) (for any positive \( x \)) as in\textsuperscript{[15]}. The error of the protocols here also vanishes faster than that of the protocols in\textsuperscript{[15]} as \( n \) grows large. The optimality of the protocols here also holds in a stronger sense than in\textsuperscript{[15]}. Indeed, we show that any protocol with less memory than \((1/2-\delta)\log n\) (qu)bits of memory per degree of freedom with \(\delta > 0\) must have maximum error.

\section{II. MAIN RESULT}

Qubit clock states are basic units of time in quantum information. For instance, in quantum estimation theory one frequently considers pure clock states, while in reality the clock state could be mixed in the presence of noise. In general, \textit{qubit clock states} are states of the form

\[
\rho_{t,p} := p|\phi_t\rangle\langle \phi_t| + (1-p)|\phi_{t,\perp}\rangle\langle \phi_{t,\perp}|, \quad t \in [0,2\pi),
\]

with \( p \in (1/2,1) \). \( |\phi_t\rangle = \sqrt{s}|0\rangle + \sqrt{1-s}|e^{it}0\rangle \) and \( |\phi_{t,\perp}\rangle := \sqrt{1-s}|0\rangle - \sqrt{s}|e^{it}0\rangle \) for some fixed \( s \in (0,1) \). We call \( p \) the spectrum since it determines the spectrum of the clock state. If the clock state starts in a pure state \((p=1)\) and goes through, for example, depolarizing time evolution, it will end up in the form\textsuperscript{[1]} with \( p = (e^{-\gamma} +1)/2 \), where \( \gamma > 0 \) is the depolarizing parameter.

The task considered here is the compression of \( n \) identical copies of a qubit clock state \( \rho_{t,p} \) with the time parameter \( t \) unknown. Such a task requires us to design a compressor, which consists of two components (both characterized by completely positive trace-preserving linear maps): the encoder \( E \), which compresses the input state into a memory of the smallest possible size, and the decoder \( D \), which recovers the state from the memory. To avoid distortion of time information, we require the compressor to be \textit{faithful}, which means that its error vanishes in the large \( n \) limit. We choose as a measure of error the worst case trace distance between the original state and the recovered state \( D \circ E(\rho_{t,p}^\otimes n) \)

\[
\varepsilon := \sup_{t} \frac{1}{2} \|\rho_{t,p}^{\otimes n} - D \circ E(\rho_{t,p}^{\otimes n})\|_1.
\]

The main result of this work characterizes the minimum amount of memory needed in a faithful compression of quantum information of time:

\textbf{Theorem 1}. \( n \) identical copies of a qubit clock state\textsuperscript{[7]} can be optimally compressed into \((1/2)\log n + O(\log\log n)\) qubits in a faithful fashion when its spectrum \( p \) is known. \((1/2+\epsilon)\log n \) (\( \epsilon \) is an arbitrary positive constant) additional classical bits are required if its spectrum \( p \) is unknown.
III. QUBIT CLOCK COMPRESSORS.

Here we present compressors with reduced classical memory size, for clock states defined by Eq. (11). We distinguish between two cases: One is the case of known spectrum, where the eigenvalue $p$ has a fixed value $p_0$, known a priori. This is the case when the state evolves noiselessly. The other case is the case of unknown spectrum, where prior knowledge of $p$ is not assumed (except that $p$ is not equal to 1/2). We also show that both compressors are faithful.

Before precisely defining the compressors, it is convenient to introduce some properties of qubit clock states. First, the $n$-fold product state $\rho^{\otimes n}_{t,p}$ can be decomposed as

$$
\rho^{\otimes n}_{t,p} \cong \sum_{j=0}^{n/2} q_j |J_j \otimes \rho_{t,p,j} \otimes I_{m_j}/m_j|,
$$

where $\otimes$ denotes the unitary equivalence implemented by the Schur transform [16, 17]. $J$ is the quantum number of the total spin, $q_j$ is a probability distribution, $|J_j\rangle$ is the state of the index register, $\rho_{t,p,j}$ is the state of the representation register, and $I_{m_j}/m_j$ is the maximally mixed state in a suitable subspace of the multiplicity register [13, 19]. The state $\rho_{t,p,j}$ can be expressed in the form

$$
\rho_{t,p,j} := U^{\otimes n}_{i,j} (\rho_{p,j}) U^{\otimes n}_{i,j} U_i = |0\rangle\langle 0| + e^t |1\rangle\langle 1|,
$$

where the fixed state $\rho_{p,j}$ has the form

$$
\rho_{p,j} := (N_j)^{-1} \sum_{m=0}^{J_j} p^{J_j-m}(1-p)^{m} |J_j,m\rangle\langle J_j,m|,
$$

$$
N_j := \sum_{k=m}^{J_j} p^{J_j-m}(1-p)^{m}
$$

where $|J_j,m\rangle$ is the orthonormal basis defined as

$$
|J_j,m\rangle := \frac{\sum_{x \in S_{2J}} V_x |0\rangle \otimes |J,m\rangle \otimes |0\rangle \otimes |J-j\rangle}{\sqrt{(2J+1)! (J+m)! (J-m)!}},
$$

with $|0\rangle = \sqrt{n}/2 |0\rangle + \sqrt{1 - n}/2 |1\rangle$, $|J,m\rangle := \sqrt{(J+1)! (J-m)!}$, $S_{2J}$ being the $(2J)$-symmetric group and $V_x$ being the unitary implementing the permutation $x$.

As a key ingredient to reduce the quantum cost of storing $\rho_{t,p,j}$, we introduce a class of quantum operations called the frequency projection channels. The frequency projection channel $P^{\otimes n}_{t,p,j}$ is defined as

$$
P^{\otimes n}_{t,p,j} := \sum_{|m-(2k-1)r| \leq \sqrt{2} J_j} |J,m\rangle \langle J,m|,
$$

where $\rho_0$ is a fixed state of the representation register. It can be seen that the frequency projection channels, when applied to $\rho_{t,p,j}$, cut down their size by almost half. Furthermore, the projection is faithful for large enough $J$.

**Lemma 1** [14]. For large $J$, the frequency projection error $\varepsilon^{\otimes n}_{t,p,j} := \frac{1}{2} \|P^{\otimes n}_{t,p,j} (\rho_{t,p,j}) - \rho_{t,p,j}\|_1$ is upper bounded as

$$
\varepsilon^{\otimes n}_{t,p,j} \leq (3/2) J \frac{1}{\pi} \ln (\frac{J}{p}) + O \left( J^{-\frac{1}{3} \ln J} \right)
$$

for every $t$.

**Description of the compressors.** For known spectrum, the compressor works following the instruction below:

- **Encoder.** Define the operation $C_{J \rightarrow K}$ as the concatenation of the following operations:
  - For an input state of a spin-$J$ system, encode the state into $2J$ qubits using the isometry $V$ that maps the basis of the spin-$J$ system into the symmetric basis of $2J$ qubits; i)
  - For an input state of a spin-$J$ system, encode the state into $2J$ qubits using the isometry $V$ that maps the basis of the spin-$J$ system into the symmetric basis of $2J$ qubits; ii)
  - The optimal universal cloner [20] from $2J$ qubits to $2K$ qubits if $J \geq K$ or discard $2(J-K)$ qubits if $J > K$; iii)
  - The optimal universal cloner [20] from $2J$ qubits to $2K$ qubits if $J \geq K$ or discard $2(J-K)$ qubits if $J > K$.

First perform the Schur transform and measure the state of the index register. For outcome $I$, apply the operation $C_{J \rightarrow K}$ to the state of the representation register with $I_0 = (p/2)^n (p/2)^{n+1}$. Then apply to the output state of the cloner the frequency projection $P^{\otimes n}_{t,p,j}$ defined by Eq. (5). Encode the state after the projection into a quantum memory.

- **Decoder.** Sample a value $K$ with the probability distribution $q_K$ and apply the operation $C_{K \rightarrow J}$ to the state of the quantum memory. Then append the state $I_{n_k/m_k}$ to the output. Finally, perform the inverse of the Schur transform to get the recovered state.

The compressor only requires a quantum memory of $\log(\sqrt{2} \log n + 1)$ qubits, which is upper bounded by $(1/2) n \log n + \log n + 1$.

For unknown spectrum, the compressor requires an additional procedure to discretize and encode the spectrum. For this purpose, we define a partition of the set $\{0, \ldots, n/2\}$ into $b = \lceil n/2 + x \rceil$ intervals $L_1, \ldots, L_b$ for $x > 0$, defined as follows:

- $L_m = \{m - 1, \ldots, m - 1\}$
- $L_{b+1} = \{n/2\}$

where $r$ is an integer defined by the relation $r(b-2) \leq n/2 - 1 \leq r(b-1)$ so that

$$
r = O \left( \left\lfloor \frac{n/2 - 1}{r} \right\rfloor \right)
$$

is either equal to $(m \leq b - 2)$ or larger than $(m = b - 1, b)$ the width of each interval $L_m$. Note that the element $n/2$ is singled out to ensure that the protocol works well for pure states ($p = 1$). We also denote by

$$
\text{Med} = \left\{ \left\lfloor \frac{r}{2} \right\rfloor, \left\lfloor \frac{3r}{2} \right\rfloor, \ldots, \left\lfloor \frac{n}{2} \right\rfloor \right\}
$$

the collection of all medians of these intervals (except for the last one). The set $\text{Med}$ shall be used as an index set for the intervals.

Now, we define the compressor for unknown spectrum as in the following:

- **Encoder.** First perform the Schur transform and measures the state of the index register. For outcome $I$, store the
index \(i(J)\) in a classical memory so that \(J \in \mathbb{L}_{i(J)}\). Apply the operation \(C_f(J)\) to the state of the representation register corresponding, where \(f\) is a function mapping any \(J \in \{0, \ldots, n/2\}\) to the median of the subset containing \(J\):

\[
f : J \rightarrow J_{\text{med}} \in \mathbb{Med}\quad \text{s.t. } J_{\text{med}} \in \mathbb{L}_{i(J)}
\]

Then apply the frequency projection \(P_{\text{proj}, f(J)}\) \textsuperscript{[3]}. Encode the state after projection into a quantum memory.

- **Decoder.** Read the classical memory for the value of \(i(J)\) and sample a value \(K\) uniformly in the subset \(L_{i(J)}\). Apply the operation \(C_{f(J)} \rightarrow K\) to the state of the quantum memory. Then append the state \(I_m x \rightarrow mK\) to the output. Finally, perform the inverse of the Schur transform to get the recovered state.

The compressor requires a quantum memory of \(\log(\sqrt{J} \log J + 1)\) qubits, which is upper bounded by \((1/2) \log n + \log \log n + 1\). It also requires a classical memory of \(\log b \leq (1/2 + x) \log n\) bits.

**Error analysis.** To avoid redundancy, we only analyze the error in the (more complex) case where the spectrum is unknown, while the error for fixed spectrum can be analyzed in the same way with less intermediate steps. The error bound for unknown spectrum also holds for fixed spectrum.

**Lemma 2.** The error of compression can be bounded as

\[
\epsilon_{i,p} \leq \left(\frac{n}{2p-1}\right)^{-1/2} + \frac{3}{2}(p-1/2)n^{-\frac{1}{2}} \ln \frac{p}{1-p}
\]

**Proof.** The output state of the unknown spectrum compressor \((\mathbb{E}, \mathbb{D})\) can be derived by inserting the above decomposition into the protocol description. The state is expressed as

\[
\mathbb{D} \circ \mathbb{E} (\rho_{i,n}^p) = \sum_{J} \sum_{K \leq L_{i(J)}} \frac{q_J}{|L_{i(J)}|} C_{f(J)} \rightarrow K \circ P_{\text{proj}, f(J)} \circ C_{f(J)} (\rho_{i,n}) \otimes \log \frac{mK}{mK}
\]

To bound the error \(\epsilon_{i,p} \leq \frac{1}{2} \left\| \mathbb{D} \circ \mathbb{E} (\rho_{i,n}^p) - \rho_{i,n} \right\|_1\), we first use the concentration property of \(q_J\). Notice that the probability distribution \(q_J\) in Eq. \textsuperscript{[3]} has the explicit form \textsuperscript{[13]}

\[
q_J = \frac{2J+1}{2J_0} \left[ B \left( \frac{n}{2} + J + 1 \right) - B \left( \frac{n}{2} - J \right) \right]
\]

where \(B(k) = p^k(1-p)^{n-k} \binom{n}{k}\) and \(J_0 = (p-1/2)(n+1)\), which is a Gaussian concentrated distribution in an interval of width \(O(1)\) around \(J_0\) when \(n\) is large. We define the following interval

\[
C = \left\{ \left[ J_0 - n^{(1+x)/2} \right], \ldots, [J_0 + n^{(1+x)/2}] \right\}
\]

For \(J\) outside of \(C\), we use the upper bound of trace distance \(\| \cdot \|_1 \leq 2\) to bound the error as \(\sum_{J \notin C} q_J\), while for \(J\) in \(C\) the error can be further split into the error term of the interpolation (namely the difference between the uniformly sampled distribution and \(q_J\)), the error term of the frequency projection, and the error term of \(C_{f \rightarrow K}\). The interpolation term can be bounded using the smoothness of \(q_J\); the term for the frequency projection can be bounded using Lemma \textsuperscript{[1]}, and the term for \(C_{f \rightarrow K}\) can be bounded using the following result (see Lemma 1 of \textsuperscript{[13]}): \(C_{f \rightarrow K}\) transforms \(\rho_{i,n}^p\) into \(\rho_{i,n}^p\) with error

\[
\left\| C_{f \rightarrow K} (\rho_{i,n}^p) - \rho_{i,n}^p \right\|_1 \leq \delta^{1-x} + O(\delta),
\]

where \(x > 0\) is an arbitrary constant and \(\delta := |J - K|/J\).

Now we analyze the error following the aforementioned idea. We first express it as

\[
\epsilon_{i,p} = \frac{1}{2} \left\| \mathbb{D} \circ \mathbb{E} (\rho_{i,n}^p) - \rho_{i,n} \right\|_1\]

\[
\leq \frac{1}{2} \left\| \mathbb{D} \circ \mathbb{E} (\rho_{i,n}^p) - \rho_{i,n} \right\|_1 + \frac{1}{2} \left\| \rho_{i,n} - \rho_{i,n}^p \right\|_1
\]

(14)

where \(\rho_{i,n}\) is the intermediate state

\[
\rho_{i,n} := \sum_{J \in C} \left( \sum_{K \in \mathbb{L}_{i(J)}} \frac{q_K}{|L_{i(J)}|} \right) |J\rangle \langle J| \otimes \rho_{i,n} \otimes \log \frac{mK}{mK}
\]

defined for convenience. We rewrite Eq. \textsuperscript{[14]} as

\[
\mathbb{D} \circ \mathbb{E} (\rho_{i,n}^p) = \sum_{J} \sum_{K \leq L_{i(J)}} \frac{q_K}{|L_{i(J)}|} C_{f(J)} \rightarrow K \circ P_{\text{proj}, f(J)} \circ C_{f(J)} (\rho_{i,n}) \otimes \log \frac{mK}{mK}
\]

using the fact that the ranges of \(J\) and \(K\) are the same and \(f(K) = f(J)\) for \(K \in \mathbb{L}_{i(J)}\). Then the first term in Eq. \textsuperscript{[14]} can be bounded as

\[
\left\| \mathbb{D} \circ \mathbb{E} (\rho_{i,n}^p) - \rho_{i,n} \right\|_1 \leq \max_{J < K} \left\{ \frac{1}{2} \left\| C_{f(J)} \rightarrow K \circ P_{\text{proj}, f(J)} \circ C_{f(J)} (\rho_{i,n}) - \rho_{i,n} \right\|_1 \right\}
\]

\[
\leq \max_{J < K} \left\{ \left\| C_{f(J)} \rightarrow K \circ P_{\text{proj}, f(J)} \circ C_{f(J)} \otimes \rho_{i,n} \right\|_1 \right\}
\]

\[
+ \frac{1}{2} \left\| \rho_{i,n} - \rho_{i,n} \right\|_1 \right\}
\]

\[
+ \frac{1}{2} \left\| \rho_{i,n} - \rho_{i,n} \right\|_1 \right\}
\]

having used the monotonicity, the upper bound and the triangle inequality of trace distance. Applying Eq. \textsuperscript{[13]} and Lemma \textsuperscript{[1]}, we have

\[
\left\| \mathbb{D} \circ \mathbb{E} (\rho_{i,n}^p) - \rho_{i,n} \right\|_1 \leq \left( \frac{r}{J_0} \right)^{1-x} + \frac{3}{2} (J_0)^{-\frac{1}{2}} \ln \frac{p}{1-p} + \sum_{J < J_0} \sum_{|J-J_0| > n^{(1+x)/2}} \frac{q_K}{|L_{i(J)}|}
\]

for every \(x > 0\), having used \(J_0 = O(n)\). The last term can be bounded using the tail property of \(q_J\), and we have

\[
\left\| \mathbb{D} \circ \mathbb{E} (\rho_{i,n}^p) - \rho_{i,n} \right\|_1 \leq \left( \frac{r}{J_0} \right)^{1-x} + \frac{3}{2} (J_0)^{-\frac{1}{2}} \ln \frac{p}{1-p} + 2 \exp \left( \frac{2n^2}{p^2} \right).
\]

(16)
where the last step comes from Hoeffding’s inequality. Next, substituting Eqs. (3) and (15) into the second error term in Eq. (14), we can bound it as

\[ \frac{1}{2} \| \rho_{t,n} - \rho_{t,p}^{\otimes n} \|_1 \leq \frac{1}{2} \sum_{j \in C} \left| q_j - \left( \sum_{k \in \Omega(j)} \frac{q_k}{|L(j)|} \right) \right| + \sum_{j \not\in C} q_j \]
\[ \leq \frac{1}{2} \sum_{j \in C, k \in \Omega(j)} \sum_{i \in \Omega(j)} \frac{q_k}{|q_k|} \left| q_j - \frac{1}{|q_k|} \right| + \sum_{j \not\in C} q_j \]
\[ \leq \frac{1}{2} \max_{j \in C} \sum_{k \in \Omega(j)} \left| q_j - \frac{1}{|q_k|} \right| + \sum_{j \not\in C} q_j. \]  
(17)

Now, by Eq. (12) we have

\[ \frac{q_k}{q_j} = \frac{2K+1}{2J+1} \cdot \frac{B \left( \frac{n}{2} + K + 1 \right) - B \left( \frac{n}{2} - K \right)}{B \left( \frac{n}{2} + J + 1 \right) - B \left( \frac{n}{2} - J \right)}. \]

We further notice that, by the De Moivre-Laplace theorem, the binomial \( B(k) \) can be approximated by a Gaussian for \( J \in C \) and for large \( n \). Precisely we have

\[ B \left( \frac{n}{2} + J + 1 \right) = \exp \left[ \frac{-(J-J_0)^2}{2np(1-p)} \right] \left[ 1 + O \left( \frac{1}{\sqrt{n}} \right) \right]. \]

Moreover, noticing that the term \( B \left( \frac{n}{2} - J \right) \) is exponentially small compared to \( B \left( \frac{n}{2} + J + 1 \right) \), we have

\[ \frac{q_k}{q_j} \leq \frac{J_0 - n^{(1+x)/2}}{J_0 - n^{(1+x)/2} - r} \left[ 1 - O \left( n^{-x/2} \right) \right] \]
\[ \frac{q_k}{q_j} \geq \frac{J_0 - n^{(1+x)/2} + r}{J_0 - n^{(1+x)/2}} \left[ 1 - O \left( n^{-x/2} \right) \right] \]

(18)

Applying Eq. (18) to the first term and Hoeffding’s inequality to the second term in Eq. (17), we have

\[ \frac{1}{2} \| \rho_{t,n} - \rho_{t,p}^{\otimes n} \|_1 \leq \frac{r}{2J_0} + 2 \exp \left( -\frac{2n^y}{p^2} \right). \]  
(19)

Finally, substituting Eqs. (15) and (19) into Eq. (14) and noticing \( r = n^{1/2-x}/2 \) and \( J_0 = (p-1/2)(n+1) \), we get the upper bound of the overall error as

\[ \varepsilon_{t,p} \leq \left( \frac{n}{2p-1} \right)^{-1/2} + \frac{3}{2} \left( p - 1/2 \right) n^{-1/2}. \]  
(20)

Note that we keep only leading-order terms.

IV. STRONG CONVERSE OF CLOCK COMPRESSSION.

Here we show the optimality of our clock compressors, by proving a strong converse for clock compression which extends the result for classical probability distributions \[ (21) \] to the quantum regime. The strong converse states that, if a compressor (\( \mathcal{E}, \mathcal{D} \)) requires a quantum memory of dimension only \( d_{\text{enc}} = O(n^{1/2-x}) \) (\( x > 0 \)), then the expected error \( \mathbb{E}_t \left[ \frac{1}{2} \| \mathcal{D} \circ \mathcal{E} \left( \rho_{t,p}^{\otimes n} - \rho_{t,p}^{\otimes n} \right) \|_1 \right] \) (relative to the uniform distribution over \( \psi \)) converges to 1 the large \( n \) limit. The proof proceeds by contradiction. Let us assume that the error does not converge to 1, namely

\[ \mathbb{E}_t \left[ \frac{1}{2} \| \mathcal{D} \circ \mathcal{E} \left( \rho_{t,p}^{\otimes n} - \rho_{t,p}^{\otimes n} \right) \|_1 \right] \leq 1 - \Delta \]  
(21)

for some \( \Delta > 0 \) and for every \( n \). Applying Markov’s inequality, we immediately get that

\[ \text{Prob} \left[ \frac{1}{2} \| \mathcal{D} \circ \mathcal{E} \left( \rho_{t,p}^{\otimes n} - \rho_{t,p}^{\otimes n} \right) \|_1 \leq 1 - \Delta/4 \right] \geq \frac{\Delta}{4 - \Delta} \]

which implies that there exists \( 5d_{\text{enc}}/\Delta \) points \( \{ t_i \} \) in \([0,2\pi)\) satisfying

\[ |\{ t_i - t_j \} | \geq \frac{2\pi\Delta}{4 - \Delta} \left( \frac{5d_{\text{enc}}}{\Delta} \right)^{-1} \]

for \( i \neq j \) and

\[ \frac{1}{2} \| \mathcal{D} \circ \mathcal{E} \left( \rho_{t_i,p}^{\otimes n} - \rho_{t_j,p}^{\otimes n} \right) \|_1 \leq 1 - \Delta/4 \]

for any \( i \). Moreover, states in the set \( \{ \rho_{t_i,p}^{\otimes n} \} \) can be distinguished with arbitrarily high precision: since \( |t_i - t_j| = \Omega(n^{-1/2-x}) \), there exists a POVM \( \{ O_i \}_{i=1}^{5d_{\text{enc}}/\Delta} \) satisfying that, for arbitrarily small \( \varepsilon > 0 \) and for any \( i \),

\[ \text{Tr} \left[ \rho_{t_i,p}^{\otimes n} O_i \right] > 1 - \varepsilon \]

for large enough \( n \) (see, for instance, Theorem 1 of [22]). Now, by definition of the trace norm we have

\[ \text{Tr} \left[ \mathcal{D} \circ \mathcal{E} \left( \rho_{t_i,p}^{\otimes n} \right) O_i \right] > 1 - \varepsilon - \frac{1}{2} \| \mathcal{D} \circ \mathcal{E} \left( \rho_{t_i,p}^{\otimes n} - \rho_{t_j,p}^{\otimes n} \right) \|_1 \geq \Delta/4 - \varepsilon \forall i. \]

Using this property we have

\[ d_{\text{enc}} = \text{Tr}[\mathcal{D}(I_{\text{enc}})] \]
\[ = \sum_{i=1}^{5d_{\text{enc}}/\Delta} \text{Tr}[\mathcal{D}(I_{\text{enc}}) O_i] \]
\[ \geq \sum_{i=1}^{5d_{\text{enc}}/\Delta} \text{Tr} \left[ \mathcal{D} \circ \mathcal{E} \left( \rho_{t_i,p}^{\otimes n} \right) O_i \right] \]
\[ > 5d_{\text{enc}}/\Delta \left( \frac{\Delta}{4} - \varepsilon \right), \]

where \( I_{\text{enc}} \) denotes the identity on the encoding subspace. Remember that \( \varepsilon \) can be made arbitrarily small, and the above inequality leads to a contradiction when we set, for example, \( \varepsilon = \Delta/20 \).

V. CONCLUSION.

In this work, we studied the compression of qubit clock states. We present optimal compressors for \( n \) identical clock qubits that require only \( (1/2) \log n \) qubits, which is half of the quantum memory cost of the general qubit compression [13]. The classical memory cost has also been cut down compared to the protocol in [14]. Our results can be applied to compress probes in quantum parameter estimation or to build quantum sensors. It remains an open question how these results can be generalized to clocks of higher or infinite dimensions.
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