Volume of the set of LOCC-convertible quantum states
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Abstract
The class of quantum operations known as local operations and classical communication (LOCC) induces a partial ordering on quantum states. We present the results of systematic numerical computations related to the volume (with respect to the unitarily invariant measure) of the set of LOCC-convertible bipartite pure states, where the ordering is characterised by an algebraic relation known as majorization. The numerical results, which exploit a tridiagonal model of random matrices, provide quantitative evidence that the proportion of LOCC-convertible pairs vanishes in the limit of large dimensions, and therefore support a previous conjecture by Nielsen. In particular, we show that the problem is equivalent to the persistence of a non-Markovian stochastic process and the proportion of LOCC-convertible pairs decays algebraically with a nontrivial persistence exponent. We extend this analysis by investigating the distribution of the maximal success probability of LOCC-conversions. We show a dichotomy in behaviour between balanced and unbalanced partitions. In the latter case the asymptotics is somehow surprising: in the limit of large dimensions, for the overwhelming majority of pairs of states a perfect LOCC-conversion is not possible; nevertheless, for most states there exist local strategies that succeed in achieving the conversion with a probability arbitrarily close to one. We present strong evidence of a universal scaling limit for the
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maximal probability of successful LOCC-conversions and we suggest a connection with the typical fluctuations of the smallest eigenvalue of Wishart random matrices.
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1. Introduction and summary of results

The theoretical and experimental development of quantum information protocols has motivated the study of ‘manipulations’ of quantum states using classes of operations restricted by some physical constraints. When considering systems composed of two parties $A$ and $B$ (or more), the physical constraint corresponds to the paradigm of ‘distant labs’: $A$ and $B$ can only perform local unitaries and measurements, and can freely communicate classical data, which includes the results of their local measurements. The subset of quantum operations describing this scenario is the so-called class of local operations assisted by classical communication (LOCC).

In the language of resource theory, LOCC correspond to those operations which can be implemented without consuming entanglement. Despite having a quite simple physical description, the mathematical characterization of LOCC is notoriously challenging \[1, 2\], due to the fact that the particular choice of local measurements to perform at some stage of an LOCC protocol depends on all the measurement results previously obtained (and shared between the parties). For a precise mathematical description, see [3].

We use the following convention throughout the paper. The density matrix $|\psi\rangle\langle\psi|$ of the pure state $|\psi\rangle$, with $\langle\psi|\psi\rangle = 1$, will be frequently written simply as $\psi$, namely

$$\psi = |\psi\rangle\langle\psi|.$$ \hfill (1)

The reduced density matrix of a bipartite state will be denoted by

$$\psi_A = \text{Tr}_B(\psi),$$ \hfill (2)

and we write $\lambda(\psi_A)$ to denote the spectrum of $\psi_A$, i.e. the set of eigenvalues of $\psi_A$.

Consider a system composed of two parties $A$ and $B$. We say that a state $|\psi\rangle$ can be locally converted (or LOCC-converted) into a state $|\varphi\rangle$ if there is an LOCC operation that maps $\psi = |\psi\rangle\langle\psi|$ into $\varphi = |\varphi\rangle\langle\varphi|$. Recall that in the bipartite case such a transformation can always be completed in one round of LOCC if it is possible at all [4]. See appendix A. Here is a generalisation to include local conversions that succeed with some probability $p$ at transforming the initial state into the wished final state.

**Definition 1.** Let $0 \leqslant p \leqslant 1$. We say that $|\psi\rangle$ can be locally converted into $|\varphi\rangle$ with probability of success $p$, and write $|\psi\rangle \xrightarrow{\text{LOCC}} p|\varphi\rangle$, if there exists an LOCC protocol which yields the state $\varphi$ with probability $p$ when performed on the starting state $\psi$. For a given pair $|\psi\rangle$ and $|\varphi\rangle$, we denote by

$$\Pi(\psi \rightarrow \varphi)$$ \hfill (3)

the maximal $p$ such that $|\psi\rangle \xrightarrow{\text{LOCC}} p|\varphi\rangle$. We will write $|\psi\rangle \rightarrow |\varphi\rangle$ to say that the conversion can be carried out deterministically, i.e. $\Pi(\psi \rightarrow \varphi) = 1$.

For the readers who are not familiar with these notions, we provide some details on the probability of success associated to an LOCC protocol in appendix A.
In the present exploratory numerical work we intend to discuss a series of basic questions related to the ‘volume’ of the set of LOCC-convertible quantum states.

**Question 1.** Pick two states $|\psi\rangle$ and $|\varphi\rangle$ at random. What is the probability that $|\psi\rangle \rightarrow |\varphi\rangle$ (i.e. that $\Pi(\psi \rightarrow \varphi) = 1$)?

If the probability measure is unitarily invariant, the question can be rephrased in terms of volumes of the set of convertible states.

Nielsen conjectured that, ‘in the limit where $A$ and $B$ are of large dimensionality, almost all pairs of pure states picked according to the unitarily invariant measure of $AB$ will be incomparable’ [5]. Nielsen’s conjecture is still open.

Questions about the volume of LOCC-convertible states can be relaxed to include local convertibility that succeed with some probability $p$ according to definition 1.

**Question 2.** Pick two states $|\psi\rangle$ and $|\varphi\rangle$ at random. Given $p \in [0, 1]$, what is the probability that $|\psi\rangle \xrightarrow{p} |\varphi\rangle$ (i.e. that $\Pi(\psi \rightarrow \varphi) \geq p$)?

Questions 1 and 2 can be rephrased more generally as follows.

**Question 3.** Pick two states $|\psi\rangle$ and $|\varphi\rangle$ at random. Find the probability distribution of $\Pi(\psi \rightarrow \varphi)$.

In this work we address the above three questions. The investigation of local convertibility of quantum states has led to precise criteria based on the majorization 6–9, a relation in the technical mathematical sense that formalizes the idea that a probability distribution can be more ‘disordered’ than another 9, 10. Remarkably, the linear-algebraic theory of majorization appears to play a key role in other resource theories, such as in the theory of noisy operations 11, 12, of total quantum coherence 13, and of thermal operations 14, 15. Hereafter we let $|\psi\rangle$ and $|\varphi\rangle$ be independent random pure states distributed according to the unitarily invariant measure on the unit sphere of $\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B$, where $\mathcal{H}_A = \mathbb{C}^n$ and $\mathcal{H}_B = \mathbb{C}^m$. It is known that, since only local unitary transformations are allowed on $A$ and $B$, and these are locally reversible, any two states with the same Schmidt coefficients are locally equivalent. Thus only the Schmidt coefficients of $|\psi\rangle$ and $|\varphi\rangle$ are relevant as far as local operations are concerned.

To be more precise, let $\lambda(\psi_A)$ and $\lambda(\varphi_A)$ be the entanglement spectra of $|\psi\rangle$ and $|\varphi\rangle$, i.e. the $n$-tuples of eigenvalues (squares of the Schmidt coefficients) of the reduced density matrices of $|\psi\rangle$ and $|\varphi\rangle$, respectively. Vidal [7] discovered that the maximal probability of local conversion depends on the entanglement spectra only and can be written as

$$\Pi(\psi \rightarrow \varphi) = \Pi(\lambda(\psi_A), \lambda(\varphi_A)), \quad (4)$$

where $\Pi(\cdot, \cdot)$ is an explicit function defined, for any pair of probability vectors $x$ and $y$ with $n$ nonzero components, as

$$\Pi(x, y) = \min_{1 \leq k \leq n} \left\{ \frac{x_1^2 + x_2^2 + \cdots + x_k^2}{y_1^2 + y_2^2 + \cdots + y_k^2} \right\}, \quad (5)$$

where $x^i$ and $y^i$ are the decreasing rearrangements of $x$ and $y$, respectively. The properties of $\Pi(x, y)$ and its algebraic significance will be discussed later.

We can, therefore, give an equivalent formulation of question 3 as follows.

**Question 3’.** Pick two states $|\psi\rangle$ and $|\varphi\rangle$ at random. Find the probability distribution of $\Pi(\lambda(\psi_A), \lambda(\varphi_A))$.

We also remark at this stage that the Schmidt decomposition is symmetric under the interchange of $A$ and $B$; hence, without loss of generality we can assume $n \leq m$.  
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Figure 1. The probability $P(\psi \rightarrow \varphi)$ for random pure states $\psi$ and $\varphi$ versus the parameter $c$ for several values of $n$ (a), and versus the dimension $n$ for several values of the parameter $c = m/n$ (b).

1.1. Numerical methods

An ordinary way to estimate the probability of getting $\Pi(\psi \rightarrow \varphi) = 1$ or, more generally, the distribution of $\Pi(\psi \rightarrow \varphi)$, would be to sample independent pairs of states $|\psi\rangle$, $|\varphi\rangle$, compute their local spectra $\lambda(\psi_A)$ and $\lambda(\varphi_A)$, and then compute $\Pi(\lambda(\psi_A), \lambda(\varphi_A))$. This method is reasonable in the estimation problem for small dimensions $n$ and $m$. One of the bottle-necks of the procedure is that the dimension of the total Hilbert space $\mathcal{H}$ is $nm$: this is a severe limitation when sampling the states $|\psi\rangle$ and $|\varphi\rangle$ if $n$ or $m$ are large (the asymptotic regime of interest here).

This problem can be bypassed by noticing that the local spectra $\lambda(\psi_A)$ and $\lambda(\varphi_A)$ are independent and distributed according to a close relative of the celebrated Laguerre unitary ensemble (eigenvalues of complex Wishart matrices of size $n$ and parameter $m$) well studied in the theory of random matrices [16, 17]. A notable result by Dumitriu and Edelman [18] implies that for any $m$, the Laguerre unitary ensemble can be generated using a tridiagonal method that only requires $O(n)$ random real numbers. Using a simple adaptation of Dumitriu and Edelman tridiagonal method, we sampled independent pairs of local spectra $\lambda(\psi_A), \lambda(\varphi_A)$ (without sampling $|\psi\rangle$ and $|\varphi\rangle$!), and then computed $\Pi(\lambda(\psi_A), \lambda(\varphi_A))$. This shortcut made possible numerical calculations for dimensions $n$ and $m = cn$ with $n = 2, \ldots, 1024$, and $c = 1, \ldots, 10^3$. Simulations for such large values of $n$ and $m$ by using the ordinary method are impractical.

1.2. Summary of results

Our findings are the following.

(a) For fixed $n$, numerical computations show that the sequence $P(\psi \rightarrow \varphi)$ is non-decreasing in $m$. Therefore, as $m \rightarrow \infty$, the probability of local conversion converges to a positive constant:

$$\lim_{m \rightarrow \infty} P(\psi \rightarrow \varphi) = \kappa(n) > 0.$$ (6)

The sequence of constants $\kappa(n)$ is decreasing in $n$. See figure 1(a). The result is of course symmetric under exchange of $n$ and $m$. 


(b) Suppose that both \( n, m \to \infty \). We verified numerically that the relative volume of pairs of LOCC-convertible states goes to zero

\[
\lim_{n,m \to \infty} P(\langle \psi | \to | \varphi \rangle) = 0.
\] (7)

(This is a precise statement of Nielsen’s conjecture.) See figure 1(b).

(c) We can analyse the asymptotic rate at which the probability of local conversion decays to zero. More precisely, we consider the limit \( n, m \to \infty \) with \( \frac{n}{m} = c \) fixed. We can assume \( c \geq 1 \). In fact, the results are symmetric with respect to the exchange of \( n \) and \( m \), i.e. the transformation \( c \leftrightarrow c^{-1} \) (the fixed point \( c = 1 \) of the transformation is indeed quite special as discussed later). The analysis of the problem reveals a mapping to the calculation of the persistence probability for a non-Markovian random walk (see section 4). This connection, combined with numerical evidence (see figure 1), suggests that the probability of local conversion decays algebraically (as a power law) at large \( n \). Indeed, we find numerically that

\[
P(\langle \psi | \to | \varphi \rangle) = P(\Pi(\psi \to \varphi) = 1) \simeq \frac{b}{n^\theta}, \quad \text{as } n \to \infty \text{ with } m = cn.
\] (8)

A few values of the so-called ‘persistence exponent’ \( \theta \) and prefactor \( b \) are shown in table 1. Hence, we have that the persistence exponent is \( \theta \simeq 4/5 \) if \( c = 1 \), and \( \theta \simeq 2/5 \) if \( c > 1 \).

(d) We computed numerically the probability distribution

\[
F(p) = P(\Pi(\psi \to \varphi) \leq p)
\] (9)

for several values of \( n \) and \( m \). It turns out that the probability density \( f(p) = F'(p) \) of \( \Pi(\psi \to \varphi) \) has a continuous part (supported on the interval \( 0 \leq p \leq 1 \)) and a singular part at \( p = 1 \): the non-decreasing function \( F(p) \) has a jump at \( p = 1 \). The height of the jump \( F(1) - F(1^-) = P(\Pi(\psi \to \varphi) = 1) \) vanishes in the limit \( n \to \infty \) with \( m = cn \) [see item (b)]. Amusingly, while the weight of singular part at \( p = 1 \) vanishes for large \( n \), the continuous part of the density concentrates around (on the left of) \( p = 1 \). In formulae, we found evidence that for \( m = cn \ (c > 1 \) fixed),

\[
\lim_{n \to \infty} F(p) = \theta(p - 1),
\] (10)

where \( \theta(x) \) is the Heaviside step function, defined as \( \theta(x) = 1 \) for \( x \geq 0 \) and zero otherwise.

---

**Table 1.** Parameters \( b \) and \( \theta \) of the best fitting curve for the probability of local conversion, \( P(\langle \psi | \to | \varphi \rangle) \simeq \frac{b}{n^\theta} \). The fit is taken only over the last four points of each curve in figure 1(b).

| \( c \)   | \( \theta \) | \( b \)          |
|---------|----------|-----------------|
| 1       | 0.795 ± 0.013 | 0.579 ± 0.041 |
| 3/2     | 0.420 ± 0.006 | 0.302 ± 0.010 |
| 2       | 0.418 ± 0.006 | 0.348 ± 0.010 |
| 5       | 0.409 ± 0.005 | 0.394 ± 0.011 |
| 10      | 0.400 ± 0.005 | 0.391 ± 0.010 |
| 100     | 0.408 ± 0.005 | 0.423 ± 0.011 |
| 1000    | 0.405 ± 0.005 | 0.422 ± 0.011 |

---
(e) We can substantiate the previous point by an exact calculation for \( n = 2 \) and generic \( m \geq 2 \). We have

\[
f(p) = f_{\text{cont}}(p) + \frac{1}{2} \delta(1 - p), \tag{11}
\]

with

\[
f_{\text{cont}}(p) = \int_0^{1/2} x q_{2,m}(x) q_{2,m}(px) \, dx,
\]

\[
q_{2,m}(x) = \frac{1}{\Gamma(m) \Gamma(m-1)} (x - x^2)^{m-2}(1 - 2x)^2,
\tag{12}
\]

where \( \Gamma(z) = \int_0^\infty t^{z-1} e^{-t} \, dt \) is the Euler \( \Gamma \) function. Of course, \( f_{\text{cont}}(p) \geq 0 \) and \( \int_0^{1/2} f_{\text{cont}}(p) \, dp = 1/2 \). In fact, \( f_{\text{cont}}(p) \) is a polynomial in \( p \) of degree \( 2m-2 \). By analysing the exact formulae (11) and (12), we see that \( \lim_{m \to \infty} f_{\text{cont}}(p) = 0 \) if \( p < 1 \) and \( \lim_{m \to \infty} f_{\text{cont}}(1) = +\infty \). In fact, it can be shown that \( \lim_{m \to \infty} f_{\text{cont}}(p) = \frac{1}{2} \delta(1 - p) \). Hence,

\[
\lim_{m \to \infty} F(p) = \theta(p - 1), \quad \text{for} \quad n = 2. \tag{13}
\]

Numerical simulations suggest that this is the case for any \( n \geq 2 \) (this statement is stronger than (10)). Again the result is symmetric under exchange of \( n \) and \( m \). This convergence in distribution would imply convergence in probability

\[
P(\Pi(\psi \to \varphi) \leq 1 - \epsilon) \to 0, \quad \text{for every} \quad \epsilon > 0, \tag{14}
\]

as \( m \to \infty \) or \( n \to \infty \) (or both with \( c > 1 \)).

(f) At this point one wishes to understand if a rescaling of the variable \( \Pi(\psi \to \varphi) \) leads to a nontrivial limit in distribution for large \( n \) and \( m \). Indeed we found numerically that when \( m = cn \) with \( c > 1 \) fixed,

\[
\lim_{n \to \infty} P \left( \Pi(\psi \to \varphi) > 1 - \frac{x}{c^{1/6}|1 - \sqrt{c}|^{2/3} n^{2/3}} \right) = H_{\text{unb}}(x), \tag{15}
\]

for some nontrivial scaling functions \( H_{\text{unb}}(x) \). We can equivalently write for the probability distribution

\[
\lim_{n \to \infty} F \left( 1 - \frac{x}{c^{1/6}|1 - \sqrt{c}|^{2/3} n^{2/3}} \right) = 1 - H_{\text{unb}}(x). \tag{16}
\]

For \( c = 1 \) (the fixed point of the symmetry \( c \leftrightarrow c^{-1} \)) we observe instead a simpler asymptotics

\[
\lim_{n \to \infty} F(1 - x) = 1 - H_{\text{bal}}(x). \tag{17}
\]

See figure 2. Precise expressions for \( H_{\text{unb}}(x) \) and \( H_{\text{bal}}(x) \) remain beyond reach.

We stress again that (a)–(f) above are conjectures in the light of numerical evidence.

The structure of the paper is as follows. In section 2 we recall the notion of majorization and its connection with entanglement theory through Nielsen’s and Vidal’s theorems. In section 3 we compare the standard numerical technique for sampling pure states according to the
unitarily invariant measure and a method based on sampling and diagonalising tridiagonal random matrices. In section 4 we review Nielsen’s conjecture on the volume of locally convertible states in the asymptotic regime of large dimensions. In section 5 we apply this method to obtain the main results of the paper related to Nielsen’s conjecture and the behaviour of the maximal conversion probability according to Vidal’s theorem. In section 6 we draw some conclusions. The precise connection between Wishart matrices and random quantum states is given in appendix B.

2. Majorization theory and LOCC-convertibility

2.1. Majorization relation

For a real vector \( x = (x_1, \ldots, x_n) \) we denote its decreasing rearrangement by \( x^\downarrow \) with components \( x_1^\downarrow \geq x_2^\downarrow \geq \cdots \geq x_n^\downarrow \). For two vectors \( x, y \in \mathbb{R}^n \), we say that \( x \) is majorized by \( y \)—and write \( x \prec y \)—if

\[
\sum_{j=1}^k x_j^\downarrow \leq \sum_{j=1}^k y_j^\downarrow, \quad \text{for } k = 1, \ldots, n-1, \quad \sum_{j=1}^n x_j^\downarrow = \sum_{j=1}^n y_j^\downarrow. \tag{18}
\]

See [9, 10]. Note that, if \( x, y \) are probability vectors, then the last equality is automatically satisfied by virtue of the normalization condition. The majorization relation is a preorder on the \((n-1)\)-dimensional simplex of probability vectors

\[
\Delta_{n-1} = \left\{ x \in \mathbb{R}_+^n : \sum_{k=1}^n x_k = 1 \right\}, \tag{19}
\]

i.e. it is reflexive and transitive. For \( n > 2 \), the ordering is only partial: there are vectors \( x, y \in \Delta_{n-1} \) such that neither \( x \prec y \) nor \( y \prec x \) (sometimes we say that \( x \) and \( y \) are not comparable). Moreover there are a smallest and a largest element (up to permutations). Indeed, for every probability vector \( x \in \Delta_{n-1} \),
Another important property is that
\[ x \prec z \quad \text{and} \quad y \prec z \Rightarrow ax + (1 - a)y \prec z, \quad (21) \]
for any real \( a \in [0, 1] \). Hence the set of vectors majorized by \( z \) is a convex set, for any \( z \in \Delta_{n-1} \).

The majorization condition can be characterised in terms of action of bistochastic matrices, i.e. matrices with nonnegative entries and whose rows and columns sum to one. (In particular, bistochastic matrices map probability vectors into probability vectors and leave the smallest element (\( 1/n, \ldots, 1/n \)) invariant.) The following two classical results give a geometric insight on the majorization relation.

**Theorem 1** (Hardy–Littlewood–Pólya [19]). Let \( x, y \in \mathbb{R}^n \). Then, \( x \prec y \) if and only if there exists a bistochastic matrix \( B \) such that \( x = By \).

**Theorem 2** (Birkhoff’s theorem). The set of \( n \times n \) bistochastic matrices is a convex set whose extreme points are the permutation matrices.

Combining the above theorems, we have that \( x \) is majorized by \( y \) if and only if \( x \) is a convex combination of permutations of \( y \). Informally, \( x \prec y \) if and only if the vector \( x \) can be obtained by ‘mixing’ the \( n! \) reshapings of \( y \) (a natural way to state that \( x \) is more disordered than \( y \)). In fact, the set of probability vectors majorized by \( y \) is the convex hull of all vectors that can be obtained by permuting the components of \( y \).

### 2.2. Local convertibility of quantum states and majorization

Consider a bipartite system with finite dimensional Hilbert space \( \mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B \), with \( \mathcal{H}_A = \mathbb{C}^n, \mathcal{H}_B = \mathbb{C}^m, n \leq m \). We also set \( c = m/n \).

Unitary matrices in \( U(nm) \) represent the class of most general transformations between pure states. In fact, the unitary group \( U(nm) \) acts transitively on the unit sphere of \( \mathcal{H} \): every state \( |\psi\rangle \) can be transformed into any wished target state by using a transformation in \( U(nm) \). Things change drastically if we consider instead the class of LOCC transformations. (Note that the class LOCC does not have a group structure.)

Recall that a pure state \( |\psi\rangle \) is separable if \( \psi_A \) is a rank-one projection operator; in this case \( \lambda(\psi_A) = (1, 0, \ldots, 0) \) (up to a permutation). A state \( |\psi\rangle \) is said to be maximally entangled if \( \psi_A = I/n \); in this case \( \lambda(\psi_A) = (1/n, \ldots, 1/n) \). For \( |\psi\rangle \in \mathcal{H} \), the number of nonzero components of \( \lambda(\psi_A) \) is called Schmidt number of \( |\psi\rangle \); if the Schmidt number is strictly larger than one, then the state \( |\psi\rangle \) is said to be entangled. The restriction to LOCC transformations limits the possible state conversions: there are states \( |\psi\rangle, |\varphi\rangle \) such that a local conversion is not possible, i.e. \( \Pi(|\psi\rangle \rightarrow |\varphi\rangle) < 1 \). In particular, ‘entanglement cannot increase’ in a local state conversion. In fact, some pairs of states are incomparable, in the sense that neither \( |\psi\rangle \rightarrow |\varphi\rangle \) nor \( |\varphi\rangle \rightarrow |\psi\rangle \).

For pure states, the ‘amount of entanglement’ is connected in some way to how ‘uniform’ the corresponding vector of Schmidt coefficients is. When applying a local measurement to a state \( \psi \) of \( AB \), the order of the eigenvalues \( \lambda(\psi_A) \) increases, in accordance with the idea that by means of a measurement we obtain information about the state being measured.
This suggests that the majorization relation plays a role in entanglement theory. This intuition turns out to be correct: there is a precise criterion discovered by Nielsen [5] linking the local convertibility of pure states of bipartite systems to the majorization relation between their local spectra.

**Theorem 3** (Nielsen’s criterion[5]). Let $|\psi\rangle, |\varphi\rangle \in \mathcal{H}$. Then, $|\psi\rangle \rightarrow |\varphi\rangle$ if and only if $\lambda(\psi_A) \prec \lambda(\varphi_A)$.

Immediate consequences of Nielsen’s criterion are:

(a) A maximally entangled state can be locally converted into any pure state;
(b) Any pure state can be locally converted into a separable state.

These two examples of LOCC-conversions are always possible because the corresponding local spectra are the smallest and largest elements (20) in the simplex $\Delta_{n-1}$, respectively. On the other hand, as already stressed, the majorization relation is only a partial order in $\Delta_{n-1}$. This readily explains the existence of incomparable states.

### 2.3. Local convertibility and majorization

Nielsen’s criterion is a result about conclusive LOCC-conversions, i.e. about the possibility to find an operation in the class LOCC such that, given pure bipartite states $|\psi\rangle, |\varphi\rangle$, the probability of converting $|\psi\rangle$ into $|\varphi\rangle$ is 1. Suppose that a perfect local conversion of $|\psi\rangle$ into $|\varphi\rangle$ cannot be achieved; is there any procedure realizing the conversion with positive probability of success? And if this is the case, is it possible to determine the maximum probability of success in the conversion? The precise answer to these questions was found by Vidal [7] and is expressed in the following theorem.

**Theorem 4** (Vidal’s criterion[7]). Let $|\psi\rangle, |\varphi\rangle \in \mathcal{H}$. Then,

$$\Pi (\psi \rightarrow \varphi) = \Pi (\lambda(\psi_A), \lambda(\varphi_A))$$

where

$$\Pi(x, y) = \min_{1 \leq k \leq n} \frac{\sum_{j=k}^{n} x_j \downarrow}{\sum_{j=k}^{n} y_j \downarrow}.$$  

(23)

Note that Vidal’s theorem is an extension of Nielsen’s result. Indeed,

$$x < y \iff \Pi(x, y) = 1.$$ 

(24)

We can also write (as done originally by Vidal)

$$\Pi(x, y) = \min_{1 \leq k \leq n} \frac{E_k(x)}{E_k(y)},$$ 

(25)

where the functions $E_k(x) = \sum_{j=k}^{n} x_j \downarrow$ are entanglement monotones (Schur-concave functions).

We now give a geometric characterization of the function $\Pi(\cdot, \cdot)$.

**Proposition 1.** Let $e = (1, 0, \ldots, 0) \in \Delta_{n-1}$. Then,

$$\Pi(x, y) = \max \left\{ 0 \leq p \leq 1 : x \downarrow + pe \downarrow \right\}.$$ 

(26)
**Proof.** To prove (26), first note that:

\[
\Pi(x, y) = \max \left\{ 0 \leq p \leq 1 : \sum_{j=k}^{n} p y_j^k \leq \sum_{j=k}^{n} x_j^k \right\}, \quad (27)
\]

and then observe that

\[
\sum_{j=k}^{n} p y_j^k \leq \sum_{j=k}^{n} x_j^k \quad \text{for } 1 \leq k \leq n \iff x^i < p y^i + (1 - p)e. \quad (28)
\]

Indeed, the term \((1 - p)e\) does not affect the inequalities \(\sum_{j=k}^{n} p y_j^k \leq \sum_{j=k}^{n} x_j^k\) for \(k = 2, \ldots, n\), while saturates the last inequality for \(k = 1\), ensuring the normalization condition. \(\square\)

This remark gives a geometric picture of the maximal probability of success: \(|\psi\rangle\) cannot be conclusively converted into \(|\varphi\rangle\) (i.e., \(\Pi(\psi \rightarrow \varphi) < 1\)), if and only if \(\lambda(\psi_A)\) is not majorized by \(\lambda(\varphi_A)\) or, in other words, if \(\lambda(\psi_A)\) is not contained in the polytope given by the convex hull of the permutations of \(\lambda(\varphi_A)\). The analogue polytope associated to a convex combination of \(\lambda(\varphi_A)^k\) with the largest element \(e\) is always larger than the polytope associated to \(\lambda(\varphi_A)^k\). We can therefore consider an enlarged polytope associated to \(p \lambda(\varphi_A)^k + (1 - p)e\) that contains \(\lambda(\psi_A)\) (such a polytope always exists). \(\Pi(\lambda(\psi_A), \lambda(\varphi_A))\) represents the maximum weight we can assign to \(\lambda(\varphi_A)\) in the convex combination such that this is possible. In summary, we have

\[
\Pi(\psi \rightarrow \varphi) = \max \left\{ 0 \leq p \leq 1 : \lambda(\psi_A)^k < p \lambda(\varphi_A)^k + (1 - p)e \right\}. \quad (29)
\]

### 3. Random pure states, Laguerre unitary ensemble and tridiagonal models

In this section we recall the essential theory of random pure states and we explain the numerical method that made possible the study reported in the present paper. For an extensive review on the topic of probability measure on the set of quantum states, see [20]. The following theorem, essentially due to Lloyd and Pagels [21], is one of the central results in the theory of random quantum states. For a detailed proof, see [22].

**Theorem 5** (Lloyd and Pagels [21]). Let \(|\psi\rangle\) be a state distributed according to the unitarily invariant measure on the unit sphere of \(\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B\), with \(\mathcal{H}_A = \mathbb{C}^n, \mathcal{H}_B = \mathbb{C}^m\), and \(n \leq m\). The local spectrum \(\lambda(\psi_A)\) is a random \(n\)-tuple with probability density

\[
g_{n,m}(\lambda) = c_{n,m} \prod_{1 \leq i < j \leq n} (\lambda_i - \lambda_j)^{2} \prod_{1 \leq k \leq n} \lambda_k^{m-n} 1_{\Delta_{n-1}}(\lambda) \quad (30)
\]

where \(1_{\Delta_{n-1}}\) is the indicator function of the simplex (19), and

\[
c_{n,m} = \frac{\Gamma(nm)}{\prod_{j=1}^{n} \Gamma(j + 1) \Gamma(m - n + j)}. \quad (31)
\]

A method to sample \(n\)-tuples from the distribution (30) comes from results in random matrix theory [16, 17]. Let \(A\) be an \(n \times m\) matrix with independent standard complex Gaussian entries. The \(n \times n\) random matrix \(AA^\dagger\) is called complex Wishart matrix of size \(n\) and parameter \(m\). The joint distribution of the eigenvalues of \(AA^\dagger\) is [16, 18]

\[
G_{n,m}(\lambda) = C_{n,m} \prod_{1 \leq i < j \leq n} (\lambda_i - \lambda_j)^2 \prod_{k=1}^{n} \lambda_k^{m-n} \exp(-\lambda_k/2) 1_{\mathbb{R}_+}(\lambda) \quad (32)
\]
where
\[ C_{n,m} = \frac{1}{2^{nm}} \prod_{j=1}^{n} \Gamma(j + 1) \Gamma(m - n + j). \] (33)

The probability density (32) is known in random matrix theory as Laguerre unitary ensemble. It can be shown that (see appendix B) the eigenvalues of the normalised matrix \( AA^\dagger / \text{Tr}(AA^\dagger) \) are distributed according to (30). This simple connection between Wishart matrices and random density matrices has been exploited extensively in the previous literature [20, 23–42], and provides a direct route to sample the local spectrum \( \lambda(\psi_A) \) of a uniformly distributed pure state \( |\psi\rangle \in \mathbb{C}^n \otimes \mathbb{C}^m \). The method proceeds as follows:

(a) Sample a \( n \times m \) random matrix \( A \) with independent complex Gaussian entries;
(b) Compute the eigenvalues of the \( n \times n \) random matrix \( AA^\dagger / \text{Tr}(AA^\dagger) \).

As already told in advance in the introduction, there exists a more efficient procedure based on a tridiagonal construction (see [18], theorem 3.4) which is interesting both from a theoretical point of view and for numerical computations [43].

**Theorem 6** (Dumitriu and Edelman [18]). *Let \( A \) be the \( n \times n \) random bidiagonal matrix
\[
A = \begin{pmatrix}
\chi_2 & \chi_2 m - 2 & \cdots & \chi_2 m - n + 1 \\
\chi_2 (n - 1) & \chi_2 m - 2 & \cdots & \chi_2 m - n + 1 \\
& \ddots & \ddots & \ddots \\
& & \chi_2 & \chi_2 m - 2 (n - 1)
\end{pmatrix},
\] (34)
where the \( \chi_\nu \)'s are independent chi-distributed (real) random variables with \( \nu \) degrees of freedom. Then, the eigenvalues of \( AA^\dagger \) are distributed according to the Laguerre unitary ensemble (32).*

The theorem above suggests an alternative procedure to sample \( \lambda(\psi_A) \):

(a) Sample a \( n \times n \) bidiagonal real random matrix \( A \) as in theorem 6;
(b) Compute the eigenvalues of the tridiagonal matrix \( AA^\dagger / \text{Tr}(AA^\dagger) \).

In order to understand to which extent this procedure is more efficient than the ordinary one, let us briefly analyse the computational time and storage resources needed with each method.

**Ordinary method.** To sample \( A \) we need to generate and store \( nm = cn^2 \) complex numbers (this is the number of complex coordinates of a vector in \( \mathbb{C}^n \otimes \mathbb{C}^m \)). The matrix multiplication \( AA^\dagger \) using a standard algorithm requires \( O(mn^2) = O(cn^3) \) complex operations, and the diagonalization of \( AA^\dagger / \text{Tr}(AA^\dagger) \) has a computational cost of order \( O(n^3) \) in the field \( \mathbb{C} \).

**Tridiagonal method.** We just need to generate a \( n \times n \) bidiagonal matrix \( A \) with independent (but not identically distributed) entries as in theorem 6. Note that \( A \) is sparse, and only \( O(n) \) real numbers need to be stored. Moreover, the diagonalization of the real tridiagonal matrix \( AA^\dagger / \text{Tr}(AA^\dagger) \) requires \( O(n^2) \) operations in the real field instead of \( O(n^3) \) complex operations. Crucially, the value \( m = cn \) enters only as a parameter of the distribution of the entries. Therefore, the computational time does not scale with \( c \).

The numerical advantage of the tridiagonal construction is twofold. First, the storage and computational costs scale as \( O(n) \) and \( O(n^2) \) where \( n \) is the dimension of party \( A \). Second, the dimension \( m \) of party \( B \) is a parameter of the matrix model; this provides a very effective route
to sample local spectra of bipartite states from highly imbalanced bipartitions \( (n \text{ much larger than } m) \).

Using this method we sampled, for several values of \( n \) and \( m \), \( M = 5 \times 10^5 \) pairs of spectra \( \lambda(\psi_A) \) and \( \lambda(\varphi_A) \) distributed according to (30). These pairs correspond to the local spectra of states \( |\psi\rangle, |\varphi\rangle \) from bipartite Hilbert spaces \( \mathcal{H} \) of dimension ranging from 4 (two qubits) up to \( 2^{30} \times 10^6 \approx 10^{12} \). Using this sample we computed numerically the distribution (and other statistics) of \( \Pi(\psi \rightarrow \varphi) = \Pi(\lambda(\psi_A), \lambda(\varphi_A)) \), and draw the conclusions listed in the introduction.

It is clear that the results presented in this paper would not have been possible without the tridiagonal construction (the ordinary method would have required to sample and diagonalise full matrices of size \( \approx 10^{12} \)). We are not aware of previous works on random pure states that made a systematic use of the tridiagonal method. It is our hope that the present manuscript would popularize the tridiagonal trick as a random matrix technique in quantum information theory.

4. Volume of LOCC-convertible states, Nielsen’s conjecture and persistence exponents

In [5] Nielsen conjectured that the probability that two states chosen at random on \( \mathcal{H} = \mathbb{C}^n \otimes \mathbb{C}^m \) are locally convertible goes to zero as \( n, m \to \infty \). Equivalently, the relative volume of LOCC-convertible states of \( \mathcal{H} \) vanishes in the limit of large dimension. Nielsen’s criterion translates the problem of LOCC-convertibility in terms of the majorization relation between their local spectra. Therefore, the conjecture can be stated as

**Conjecture 1** (Nielsen [5]). Let \( x \) and \( y \) be independently distributed according to the probability density (30). Then \( P(x < y) \to 0 \) as \( n, m \to \infty \).

To justify this conjecture, consider the following argument. For \( x, y \in \Delta_{n-1}, \) define \( \delta = y^i - x^i \in \mathbb{R}^n \). Then, the event \( x < y \) coincides with the event that the process \( S_k = \sum_{j=1}^k \delta_j \), starting at \( S_0 = 0 \), stays positive

\[
P(x < y) = P \left( \sum_{j=1}^k \delta_j \geq 0, \quad \text{for } 1 \leq k \leq n \right) = P \left( (S_k) \text{ stays positive} \right). \tag{35}\]

Therefore, the probability that \( x < y \) can be recast as the persistence probability (the probability that a stochastic process does not change sign) of the process

\[
S_k = S_{k-1} + \delta_k, \quad S_0 = 0, \tag{36}
\]

\[
\delta_k = y_k^i - x_k^i \tag{37}
\]

For ‘generic’ random vectors \( x, y \in \mathbb{R}^n \), it is plausible that \( (S_k) \) is unlikely to stay positive at all times if the number of steps \( n \) is large. This statement would be true if \( S_k \) were a simple random walk (independent and identically distributed steps \( \delta_k \)). However, as already remarked by Nielsen [5], \( (S_k) \) is not a simple random walk:

(a) The steps \( \delta_k \) are not independent and identically distributed (the components of \( x_k^i \) and \( y_k^i \) are neither independent nor identically distributed);
(b) The normalization of \( x \) and \( y \) implies that \( (S_k) \) is a ‘random bridge’ starting at \( S_0 = 0 \) and ending at \( S_n = 0 \).
It is interesting to compare the process defined by (36) and (37) with the classical examples of random walks of the form

\[ S_k = S_{k-1} + \eta_k. \]  

(38)

In a general investigation of persistence probability (in modern language) of sums of random variables, Sparre–Anderssen singled out two exactly solvable cases. Denote by \( N_n \) the number of sums \( S_1, \ldots, S_n \), which are nonnegative.

**Theorem 7** (Sparre–Andersen [44]).

(a) *(Random walks with independent steps)* If the steps \( \eta_1, \ldots, \eta_n \) are independent and identically distributed with continuous distribution symmetric around 0, then,

\[ P(N_n = k) = (-1)^n \left( \frac{-\frac{1}{2}}{k} \right) \left( \frac{-\frac{1}{2}}{n-k} \right); \]  

(39)

In particular, the persistence probability is

\[ P((S_k) \text{ stays positive}) = P(N_n = n) = (-1)^n \left( \frac{-\frac{1}{2}}{n} \right) \approx \frac{1}{\sqrt{n}}, \quad \text{as } n \to \infty. \]  

(40)

Moreover, the time spent above zero is asymptotically described by the arcsine distribution:

\[ P\left( \frac{N_n}{n} \leq t \right) \to \frac{2}{\pi} \arcsin \sqrt{t}, \quad \text{as } n \to \infty. \]  

(41)

(b) *(Random bridges with exchangeable steps)*. If the steps \( \eta_1, \ldots, \eta_n \) are exchangeable random variables with continuous distribution and \( S_n = 0 \) almost surely, then \( N_n \) is uniformly distributed over \( \{1, \ldots, n\} \):

\[ P(N_n = k) = \frac{1}{n}; \]  

(42)

In particular, the persistence probability is

\[ P((S_k) \text{ stays positive}) = P(N_n = n) = \frac{1}{n}. \]  

(43)

In various discrete time processes, the persistence probability turns out to decay algebraically at large times, \( P((S_k) \text{ stays positive}) \approx b/n^\theta \) [45]. The persistence exponent \( \theta \) carries information about the full history of the process. For this reason, \( \theta \) is usually a nontrivial exponent whose calculation is typically very challenging for non-Markovian processes. For an extensive review, see [46]. The two classes covered by the Sparre–Andersen theorem, are examples of exactly solvable models where the persistence exponent and the prefactor can be computed explicitly \( (\theta = 1/2, b = 1/\sqrt{\pi} \text{ for random walks, and } \theta = 1, b = 1 \text{ for random bridges}).

It is interesting to note that in our original problem, if we drop the ordering on the local spectra, then the persistence probability problem changes dramatically and it becomes exactly solvable. Specifically, if we replace (37) with \( \tilde{\delta}_k = y_k - x_k \), then the process \( (S_k) \) becomes a
random bridge with exchangeable steps (the common distribution $g_{n,m}$ of $x$ and $y$ is invariant under permutation) and the Sparre–Andersen theorem applies. Hence, in such a simplified problem we can show that the persistence probability goes to zero for large $n$ (and how fast it goes to zero). Needless to say, majorization is expressed through the ordered vectors $x^\downarrow$ and $y^\downarrow$, and thus we are interested in the process $(S_k)$ with steps $\delta_k$ rather than the exchangeable steps $\tilde{\delta}_k$.

To get some insight, we studied numerically for the process (36) and (37) the number $N_n$ of sums $S_1, \ldots, S_n$, which are nonnegative, i.e. the total time spent by the process $(S_k)$ above 0. The distribution of $N_n$ is summarised in figure 3, and compared with the uniform distribution (of classical random bridges) and the arcsine distribution (of classical random walks). We see that in the case $c = 1$ (balanced partitions $m = n$), the distribution of $N_n$ is close to uniform, but $(S_k)$ is less likely to cross 0 compared to a random bridge with exchangeable steps. Indeed, we found numerically that the persistence probability decays with exponent $\theta \simeq 4/5$ (smaller than the exponent $\theta = 1$ of classical random bridges). As $c$ increases, the distribution of $N_n$ looks more and more similar to the arcsine distribution. Again however, $(S_k)$ is less likely to cross 0 compared to a random walk with independent steps; indeed, the persistence exponent for $c > 1$ is $\theta \simeq 2/5$, again smaller than the value $\theta = 1/2$ of classical random walks.

In summary, we conclude that the ordering of $x^\downarrow$ and $y^\downarrow$ defining the steps (37) of the process $(S_k)$, makes the persistence exponent $\theta$ nontrivial (and hard to compute). Nevertheless, there is a sharp distinction in the persistence probability corresponding to balanced ($c = 1$) and unbalanced ($c > 1$) partitions. This change of behaviour at $c = 1$ is consistent with the aforementioned symmetry of the problem under exchange of $m$ and $n$, i.e. the symmetry $c \leftrightarrow c^{-1}$.

In the following section, we will make the point that the existence of two distinct persistence exponents is related to the completely different asymptotic behaviour of the smallest eigenvalue $\lambda(\psi_A)^n$ when $c$ is strictly larger, or equal to 1.

5. Distribution of the maximal success probability

In the previous section we considered the probability

$$P(|\psi\rangle \rightarrow |\varphi\rangle) = P(\Pi(\psi \rightarrow \varphi) = 1)$$
for pairs of random states independent and uniformly distributed on the unit sphere of $\mathcal{H} = \mathbb{C}^n \otimes \mathbb{C}^m$. By Nielsen’s criterion (theorem 3), this is the probability $P(x < y)$ that two independent probability vectors distributed according to $g_{n,m}$ satisfy the majorization relation; recall that $P(x < y) = P(\Pi(x, y) = 1)$. In this section we discuss the full distribution $F(p) = P(\Pi(x, y) \leq p)$ of $\Pi(x, y)$. By Vidal’s criterion (theorem 4), $F(p)$ is the probability distribution of $\Pi(\psi \rightarrow \varphi)$, where $|\psi\rangle$ and $|\varphi\rangle$ are pure states picked at random.

Having established that

$$P(\Pi(\psi \rightarrow \varphi) = 1) = P(\Pi(x, y) = 1) = F(1) - F(1^-) \to 0 \text{ as } n \to \infty,$$

we studied numerically the asymptotic behaviour of the full distribution of $\Pi(x, y)$. A first natural step in the analysis is the calculation of expectation value

$$\mathbb{E} [\Pi(\psi \rightarrow \varphi)] = \mathbb{E} [\Pi(\lambda(\psi_A), \lambda(\varphi_A))].$$

Equation (45) is the average maximal probability of successful LOCC conversion between two states picked at random. The behaviour of this expectation value as a function of $n$ and $m$ is summarised in figure 4.

We note an interesting and surprising asymptotic behaviour for unbalanced bipartitions ($c > 1$). As $n$ and $m$ increase with $c > 1$ fixed, the average maximal probability of conversion eventually approaches the limit value 1. In formulae:

$$\mathbb{E} [\Pi(\psi \rightarrow \varphi)] = \int_0^1 p f(p) dp \to 1 \text{ as } n \to \infty$$

Equations (44) and (46) disclose an interesting structure of the density $f(p)$ of the maximal probability of conversion. Since for any finite $n$ there is a nonvanishing probability to have an exact conversion, i.e. $P(|\psi\rangle \rightarrow |\varphi\rangle) = F(1) - F(1^-) \neq 0$, there is a singular part of the distribution at $p = 1$ that goes to zero as $n$ grows. At the same time, equation (46) tells that there is a continuous part $f_{con}(p)$ which concentrates around (on the left of) $p = 1$ as $n \to \infty$. In the next subsection we will compute exactly this distribution for $n = 2$ and $m$ generic to explicitly show
this structure. The calculation for generic $n$ is more complicated, but a numerical computation of this distribution confirms a similar structure.

We conclude this section by stressing the physical significance of equations (44) and (46): the relative volume of pairs of pure states that can be successfully converted one into another using local operations vanishes in the asymptotic limit of large dimension; on the other hand, if the bipartition is unbalanced ($c > 1$), then the overwhelming majority of states are LOCC-convertible if we allow an arbitrarily small probability of failure in the local conversion.

5.1. Exact formulae for $n = 2$

For $n = 2$, $x \prec y \iff x_1^↓ \leq y_1^↓$. Since $x$ and $y$ are independent and identically distributed with continuous density $g_{2,m}$, we have

$$P(x \prec y) = \frac{1}{2}, \text{ for } n = 2. \quad (47)$$

We now compute the probability density $f(p) = F^\prime(p)$ of $\Pi(x, y)$ for $n = 2$ and $m \geq n$. For $n = 2$,

$$\Pi(x, y) = \min \left\{ 1, \frac{x_1^↓}{y_2^↓} \right\}, \quad (48)$$

the function $\Pi(x, y)$ only depends on the ratio of the smallest eigenvalues $x_1^↓$ and $y_2^↓$, and we have

$$f(p) = \int_{\Delta_1} \int_{\Delta_1} dx \, dy \, g_{2,m}(x)g_{2,m}(y)\delta \left( p - \min \left\{ 1, \frac{x_1^↓}{y_2^↓} \right\} \right)$$
$$= \int_0^{1/2} ds \int_0^{1/2} dt \, q_{2,m}(s)q_{2,m}(t)\delta \left( p - \min \left\{ 1, \frac{s}{t} \right\} \right)$$

where $q_{2,m}(s) = 2g_{2,m}(1 - s, s)$ is

$$q_{2,m}(s) = \frac{\Gamma(2m)}{\Gamma(m)\Gamma(m-1)}(s - s^2)^m(1 - 2s)^2. \quad (49)$$

Then, by splitting the integral we get

$$f(p) = \int_0^{1/2} dt \int_t^{1/2} ds \, q_{2,m}(s)q_{2,m}(t)\delta(p - 1) + \int_0^{1/2} dt \int_0^t ds \, q_{2,m}(s)q_{2,m}(t)\delta \left( p - \frac{s}{t} \right)$$
$$= P(x \succ y)\delta(p - 1) + \int_0^{1/2} t q_{2,m}(pt)q_{2,m}(t)dt \, 1_{[0,1]}(p). \quad (50)$$

We see then that $f(p)$ is the sum of a singular part and a continuous density

$$f(p) = f_{\text{cont}}(p) + \frac{1}{2}\delta(p - 1), \quad (51)$$

where we used (47) and we have defined
of course, \( f_{\text{cont}}(p) \geq 0 \) and \( \int_0^1 f_{\text{cont}}(p) \, dp = 1/2 \). In fact, for \( 0 \leq p \leq 1 \), \( f_{\text{cont}}(p) \) is a polynomial in \( p \) of degree \( 2m - 2 \). Explicit formulae for the first values of \( m \) are

\[
\begin{align*}
  f_{\text{cont}}(p) &= \frac{3}{20} (p^2 - 4p + 5), & m = 2, \tag{53} \\
  f_{\text{cont}}(p) &= -\frac{5}{224} p (13p^3 - 80p^2 + 165p - 120), & m = 3, \tag{54} \\
  f_{\text{cont}}(p) &= \frac{105}{36608} p^2 (139p^4 - 1148p^3 + 3549p^2 - 4888p + 2574), & m = 4. \tag{55}
\end{align*}
\]

In figure 5 we show a comparison between numerical results and the analytical expressions (53)–(55). It is not hard to show that for large \( m \) the continuous density \( f_{\text{cont}}(p) \) concentrates at \( p = 1 \), \( \lim_{m \to \infty} f_{\text{cont}}(p) = \frac{1}{2} \delta(1 - p) \), so that

\[
\lim_{m \to \infty} F(p) = \theta(p - 1), \quad \text{for } n = 2. \tag{56}
\]

5.2. Distribution function of \( \Pi(x, y) \), concentration of measure and scaling limits

A numerical computation of the distribution of \( \Pi(\lambda(\psi), \lambda(\varphi)) \) for \( n > 2 \) has been performed, whose results are shown in figures 6(a) and (b) for \( c = 1 \) and \( c > 1 \) respectively. These numerical results show that the structure of the probability density function (51) is preserved for \( n > 2 \), i.e. we have

\[
f(p) = f_{\text{cont}}(p) + \kappa \delta(p - 1) \tag{57}
\]

for every \( n \). Clearly the weight of the singular part is associated to the probability of having a successful conversion strategy, i.e. \( P(\Pi(x, y) = 1) = \kappa > 0 \), and we retrieve in figures 6(a) and (b) that \( \kappa \to 0 \) as \( n \to \infty \). A remarkable difference can be noted between the balanced \((c = 1)\) and unbalanced \((c > 1)\) bipartition. In the large \( n \) limit, while for \( c = 1 \) \( f_{\text{cont}} \) is supported on the whole interval \([0, 1]\), for \( c > 1 \) we see (as announced before) that the support of \( f_{\text{cont}} \) concentrates around \( p = 1 \). This difference explains the different behaviour observed in figure 4 between the balanced \((c = 1)\) and unbalanced \((c > 1)\) cases.

We conjecture that the distribution of \( \Pi(\lambda(\psi_A), \lambda(\varphi_A)) \) is driven by the smallest eigenvalues of \( \psi_A \) and \( \varphi_A \), i.e. \( \lambda(\psi_A)_n^1 \), \( \lambda(\varphi_A)_n^1 \). Recall that
Figure 6. Distribution function $F(p)$ of $\Pi(\psi \rightarrow \varphi)$. The decomposition (57) of the corresponding probability density function $f(p)$ into a singular and a continuous component can be seen from the presence of a jump at $p = 1$. In both the balanced and unbalanced cases the height of the jump vanishes as $n$ grows.

$$\Pi(\lambda(\psi_A), \lambda(\varphi_A)) = \min \left\{ \frac{\lambda(\psi_A)_n}{\lambda(\varphi_A)_n}, \frac{\lambda(\psi_A)_{n-1}}{\lambda(\varphi_A)_{n-1}}, \ldots, \frac{\lambda(\psi_A)_2}{\lambda(\varphi_A)_2} \right\}$$

(58)

If each component of $\lambda(\psi_A)_i$, $\lambda(\varphi_A)_i$ does not vary too much with respect to its mean, then all the sums in the numerators are very close to the sums in the denominators of (58), implying that the minimum of their ratios is unlikely to be much less than one. In order to test this idea, we computed numerically the variance $\text{Var}[\lambda(\psi_A)_k]$ and the mean $\mathbb{E}[\lambda(\psi_A)_k]$ of the $k$th largest eigenvalue of the density matrix $\psi_A$, and its relative fluctuation

$$\sqrt{\frac{\text{Var}[\lambda(\psi_A)_k]}{\mathbb{E}[\lambda(\psi_A)_k]}}.$$  

(59)

In figure 7 we plotted the relative fluctuations (59) for large $n$ and several values of $c \geq 1$. The plots show that the main difference between the balanced and the unbalanced cases are in the fluctuations of the smallest eigenvalues, in particular the minimum eigenvalue $\lambda(\psi_A)_n$. This is somehow expected. Indeed, for large $n$, the rescaled spectrum $n\lambda(\psi_A)$ concentrates on a bounded interval $[a, b] \subset \mathbb{R}_+$, and has a continuous limit density known as Marčenko–Pastur distribution

$$\rho_c(x) = \frac{c}{2\pi x} \sqrt{(x-a)(b-x)} 1_{[a,b]}(x),$$

(60)

where $a = (1 - 1/\sqrt{c})^2$ and $b = (1 + 1/\sqrt{c})^2$. When $c > 1$, the support of this density is bounded away from zero ($a > 0$) and vanishes at the lower edge as $(x-a)^{1/2}$ (soft edge); for $c = 1$, the support of the Marčenko–Pastur distribution contains the origin and diverges at $a = 0$ as $x^{-1/2}$ (hard edge). See figure 8.

For large $n$, the fluctuations of the minimum eigenvalue $\lambda(\psi_A)_n$ at the soft or hard edges are

$$\sqrt{\frac{\text{Var}[\lambda(\psi_A)_n]}{\mathbb{E}[\lambda(\psi_A)_n]}} \sim \left\{ \begin{array}{ll}
1 & \text{if } c = 1 \text{ (hard edge)}, \\
\frac{1}{c^{1/6}}(1 - \sqrt{c})^{2/3}n^{-2/3} & \text{if } c > 1 \text{ (soft edge)}. \end{array} \right.$$
Figure 7. Relative fluctuations \( \frac{\sqrt{\text{Var}[\lambda(\psi_A)]}}{E[\lambda(\psi_A)]} \) of the \( k \)th largest eigenvalue for \( k = 1, \ldots, n \). Here \( n = 1024 \).

Formula (61) can be obtained by combining previously known results. See appendix B.2 for the details.

The fluctuations of the smallest eigenvalue are comparable with its mean in the balanced case, suggesting that the ratio

\[
\frac{\sum_{j=k}^{n} \lambda_j(\psi_A)}{\sum_{j=k}^{n} \lambda_j(\phi_A)}
\]

takes values significantly smaller than one with a non-negligible probability for \( k = n \) (the ratio between the smallest eigenvalues); the same must happen to \( \Pi(\lambda(\psi_A), \lambda(\phi_A)) \), since it is
the minimum of (62) over $1 \leq k \leq n$. On the contrary, for unbalanced bipartitions the relative deviation of the smallest eigenvalue vanishes for large $n$, and as shown in figure 7(a) the same happens for all the other eigenvalues. This implies that the ratio (62) is typically nearly equal to 1 for every $1 \leq k \leq n$.

As a final test of our conjectural relation between $\Pi(\lambda(\psi_A), \lambda(\varphi_A))$ and the fluctuations of the minimum eigenvalues $\lambda(\psi_A)_1, \lambda(\varphi_A)_1$, we ask whether the distribution function $F(p)$ has a scaling limit driven by the fluctuations (61). Specifically, we established that

$$\lim_{n,m \to \infty} P(\Pi(\lambda(\psi_A), \lambda(\varphi_A)) \leq p) = \theta(1 - p).$$

(63)

Is it possible to rescale the random variable $\Pi(\lambda(\psi_A), \lambda(\varphi_A))$ in order to obtain a nontrivial scaling limit? In particular, we would like to centre the variable around its limit value 1 and scale by its typical fluctuations. The previous discussion suggests the rescaling

$$\tilde{\Pi}(\lambda(\psi_A), \lambda(\varphi_A)) = \frac{\mathbb{E}[\lambda(\psi_A)_1]}{\sqrt{\text{Var}[\lambda(\psi_A)_1]}} (1 - \Pi(\lambda(\psi_A), \lambda(\varphi_A)))$$

$$\sim \begin{cases} 
(1 - \Pi(\lambda(\psi_A), \lambda(\varphi_A))) & \text{if } c = 1 \text{ (hard edge)} \\
\frac{1}{\sqrt{c}} [1 - \sqrt{c}]^{2/3} n^{2/3} (1 - \Pi(\lambda(\psi_A), \lambda(\varphi_A))) & \text{if } c > 1 \text{ (soft edge)}
\end{cases}$$

(64)

It turns out that the rescaled variable $\tilde{\Pi}$ has a nontrivial limit in distribution. The results of the numerical computation are rather convincing and are summarised in figure 2. This is the content of (16) and (17) of item (f) in the Introduction. A precise description of the limit distributions $H_{\text{bal}}$ and $H_{\text{unb}}$ of $\Pi$ seems quite challenging.

6. Conclusions and outlook

In this paper we have studied the probability of LOCC-convertibility between pairs of random pure states. We have found strong numerical evidence that the proportion of LOCC-convertible states of a bipartite system $AB$ vanishes in the asymptotic limit of large dimensional local Hilbert spaces, thus supporting Nielsen’s conjecture. By mapping the problem to the persistence probability of a discrete-time continuous-space random walk, we argued that the probability $P(\langle \psi \rangle \to \langle \varphi \rangle)$ of successful LOCC-conversions decays algebraically $\simeq 1/n^\theta$, and we gave precise estimates for the persistence exponents $\theta$. It turns out that the value of $\theta$ depends on whether the bipartition is balanced $m \sim n$ ($\theta \simeq 4/5$) or unbalanced $m \sim cn$ with $c > 1$ ($\theta \simeq 2/5$). Recall that the problem of LOCC-convertibility is symmetric under exchange of parties $A$ and $B$, and the special value $c = 1$ is the fixed point of the symmetry $c \leftrightarrow c^{-1}$. The sharp transition from $c = 1$ to $c > 1$ can also be observed in the full distribution $F(p)$ of $\Pi(\psi \to \varphi)$. Surprisingly enough, for unbalanced bipartitions ($c > 1$), although the probability of successful LOCC-conversion between random states vanishes asymptotically, the overwhelming majority of pairs can be LOCC-converted if any fixed arbitrary small probability of error is allowed. Random matrix theory turns out to be a useful tool to explain this phenomenon and elaborate on it. The main difference between the two regimes is that the
density of eigenvalues $\rho_c(x)$ in (60) accumulates at zero for $c = 1$, while it has support bounded away from zero for $c > 1$. The fluctuations of the minimum eigenvalues have different scales in the two cases, and we showed that those fluctuations drive the scaling limit of $F(p)$. See figures 2(a) and (b).

Mapping the majorization relation between random vectors to persistence probabilities of random walks suggests that Nielsen’s conjecture is an instance of a more general phenomenon. We conjecture that if $x, y$ are independently distributed from a continuous and permutation invariant distribution on $\Delta_{n-1}$, then $P(x \prec y) \to 0$ as $n \to \infty$. One could also extend the problem to discrete measures on the simplex; in fact, while completing this work we learned that an equivalent problem for the dominance order of random integer partitions is stated in Macdonald’s book ([47], chapter 1, example 18). Preliminary investigations indicate that the general conjecture holds (certainly for most ‘natural’ continuous and discrete measures on the simplex), but a more careful analysis is left to future works.

The key numerical ingredient that made possible our analysis is an adaptation of the tridiagonal realisation of the Laguerre unitary ensemble. It is worth emphasising that the general version of the tridiagonal method of Dumitriu and Edelman provides a way to sample $n$-tuples for the Laguerre $\beta$-ensemble for generic $\beta > 0$. In particular, one can easily adapt the method explained in section 3 to investigate the set of random real pure states (corresponding to $\beta = 1$), a set that at first seems artificial, but which is in fact quite realistic for many situations (see [20, 39, 48, 49, 52]). In that case we expect a similar behaviour as for complex random states, but the persistence exponents might change.

Another possible direction to extend this work is to investigate the convertibility of random states for other quantum resource theories (different from entanglement theory) where the majorization relation provides a necessary and sufficient condition. Perhaps the first theory that one can successfully explore is the ‘resource theory of coherence’ developed in [50, 52, 53].

We conclude with a final remark on the ordered sums of the eigenvalues of random matrices. Natural ‘observables’ in study of spectral properties of random matrices are symmetric under permutations of the eigenvalues (these include moments, correlation functions, averages of characteristic polynomials, etc). Therefore, the ordered sums $\lambda_1^+ + \cdots + \lambda_k^+$ might seem rather exotic for a random matrix theorist. Note however that, for the Laguerre unitary ensemble, the ordered sums $\lambda_1^+ + \cdots + \lambda_k^+$ are the outputs of the Robinson-Schensted-Knuth algorithm applied to an array of i.i.d. exponential waiting times [54–56]. Therefore, as a consequence of Greene’s theorem [57], the ordered sums have a very explicit and direct relation to last passage percolation models. (Related quantities, dubbed ‘truncated linear statistics’, were recently studied in [58].) There is no space here to elaborate on the representation theory behind this correspondence; the mere purpose of this remark is to stress the relevance of ordered sums of eigenvalues of random matrices.
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Appendix A. Some background on LOCC

Despite having a quite simple physical description, the precise mathematical characterization of LOCC is notoriously challenging [1, 2], due to the fact that the particular choice of local measurements to perform at some stage of an LOCC protocol depends on all the measurement results previously obtained (and shared between the parties). A further complication arises from the fact that the number of communication rounds is potentially unbounded [59]. A detailed mathematical description of the full LOCC class has been presented in [3] adopting the quantum instruments formalism. A full treatment of the subject is beyond the scope of this work, and the interested reader is referred to [3] and references therein. The aim of this appendix is to provide, as shortly as possible, some minimal background suitable for the problem studied in this work for the reader who is not familiar with the subject.

As a matter of fact, the description greatly simplifies in the case at study here. As proved in [4], any LOCC transformation on a pure bipartite state can be performed in a single-step one-way-communications LOCC protocol, i.e. a single generalized measurement performed by one party followed by the communication of the result to the other party and finally by a local unitary transformation based on the measurement outcome. Thus, the most general LOCC transformation $T$ on a pure bipartite state $|\psi\rangle$ in $\mathcal{H}_A \otimes \mathcal{H}_B$ can be written as

$$T(\psi) = \sum_\alpha (M_\alpha \otimes U_\alpha)\psi(M_\alpha^\dagger \otimes U_\alpha^\dagger),$$  \hspace{1cm} (A.1)

where the operators $M_\alpha$, with $\sum_\alpha M_\alpha^\dagger M_\alpha = I$, describe a generalised measurement on party $A$ with outcomes labelled by $\alpha$, while $U_\alpha$ is the unitary performed on party $B$ when the result of the measurement is $\alpha$. Notice that the operation (A.1) is indeed a convex combination of several possible results:

$$T(\psi) = \sum_\alpha p_\alpha \rho_\alpha,$$  \hspace{1cm} (A.2)

where

$$p_\alpha = \text{Tr}(M_\alpha^\dagger M_\alpha \psi_A), \quad \rho_\alpha = (M_\alpha \otimes U_\alpha)\psi(M_\alpha^\dagger \otimes U_\alpha^\dagger)/p_\alpha,$$  \hspace{1cm} (A.3)

with $\rho_\alpha$ being the final state when the protocol is completed, given that the outcome $\alpha$ is obtained during the measurement stage. Therefore, the probability of success $p$ of the conversion $|\psi\rangle \xrightarrow{T} |\varphi\rangle$ by an LOCC of the form (A.1) is given by

$$p(\psi, \varphi; T) = \sum_{\alpha: p_\alpha = p} p_\alpha.$$  \hspace{1cm} (A.4)

Thus, the maximal conversion probability introduced in definition 1 can be written using this notation as

$$\Pi(\psi \rightarrow \varphi) = \max_{T \in \text{LOCC}} p(\psi, \varphi; T)$$  \hspace{1cm} (A.5)

As pointed out in [3], the set of LOCC is convex but it is not topologically closed, in the sense that there are some convergent sequences of LOCC protocols (e.g. approaching some probability of success $p$ as more rounds of communications are allowed) which are not LOCC-feasible in the limit [60]. However, this does not pose a problem in the definition of the maximal success probability $\Pi(\psi \rightarrow \varphi)$, since the sets of finite-round LOCC protocols (such as the one-round LOCC protocols we are interested here) are closed [3].
Appendix B. Local spectra of random pure states

We collect here a few facts on the local spectra of random pure states (i.e. spectra of random density matrices) and their relation to the Laguerre unitary ensemble. A comprehensive reference on the subject is the paper by Nechita [61] (that, among other things, contains a collection of exact formulae on moments and precise asymptotic theorems on the largest eigenvalue of random density matrices).

Appendix B.1. Eigenvalues of Wishart and fixed-trace Wishart matrices

The basic connection between local spectra of random pure states and Wishart matrices is as follows. Let \((x_1, \ldots, x_n)\) be a vector distributed according to the Laguerre unitary ensemble \(G_{n,m} \) in (32). Define

\[
\lambda_j = \frac{x_j}{\sum_{k=1}^n x_k}, \quad j = 1, \ldots, n. \tag{B.1}
\]

Then \((\lambda_1, \ldots, \lambda_n)\) is distributed according to \(g_{n,m} \) in (30). The proof hinges on the change of variable

\[
(x_1, \ldots, x_n) \mapsto (\lambda_1, \ldots, \lambda_{n-1}, s) = (x_1/s, \ldots, x_{n-1}/s, s), \tag{B.2}
\]

where \(s = \sum_{k=1}^n x_k\). The Jacobian of this transformation is

\[
\left| \frac{\partial(x_1, \ldots, x_n)}{\partial(\lambda_1, \ldots, \lambda_{n-1}, s)} \right| = \begin{vmatrix} s & 0 & \ldots & \lambda_1 \\ 0 & s & \ldots & \lambda_2 \\ \vdots & \vdots & \ddots & \vdots \\ -s & -s & \ldots & 1 - \sum_{k=1}^{n-1} \lambda_k \end{vmatrix} = s^{n-1}, \tag{B.3}
\]

where in the second equality we have added to the last row the first \(n-1\) rows, an operation that does not change the determinant. If we denote \(\lambda_n = x_n/s = 1 - \sum_{k=1}^{n-1} \lambda_k\), we see that the probability density function of \((\lambda_1, \ldots, \lambda_{n-1}, s)\) factorises

\[
\tilde{G}_{n,m}(\lambda_1, \ldots, \lambda_{n-1}, s) = C_{n,m} e^{-\frac{s^2}{2}} s^{n-1-\frac{m}{2}} \prod_{1 \leq i < j \leq n} (s \lambda_i - s \lambda_j)^2 \prod_{k=1}^n (s \lambda_k)^{m-n} = C_{n,m} \tilde{\tau} s^{n-1} \left( \prod_{1 \leq i < j \leq n} (\lambda_i - \lambda_j)^2 \prod_{k=1}^n \lambda_k^{m-n} \right) \tag{B.4}
\]

Integrating over \(s\) we obtain the distribution of the vector \((\lambda_1, \ldots, \lambda_{n-1})\). The integral gives the constant

\[
C_{n,m} \left( \int_0^\infty e^{-\frac{s^2}{2}} s^{n-1} ds \right) = C_{n,m} 2^{n-1} \Gamma(nm) = c_{n,m}. \tag{B.5}
\]

Therefore, the \(n\)-tuple \((\lambda_1, \ldots, \lambda_{n-1}, \lambda_n)\), with \(\lambda_n = 1 - \sum_{k=1}^{n-1} \lambda_k\) has density

\[
g_{n,m}(\lambda_1, \ldots, \lambda_n) = c_{n,m} \prod_{1 \leq i < j \leq n} (\lambda_i - \lambda_j)^2 \prod_{k=1}^n \lambda_k^{m-n} 1_{\Delta_{n-1}}(\lambda). \tag{B.6}
\]

with respect to the Lebesgue measure on the simplex.
Appendix B.2. Smallest eigenvalue of fixed-trace Wishart matrices

Majumdar, Bohigas and Lakshminarayan [33] computed the distribution and moments of the smallest eigenvalue $\lambda_{1}^{\downarrow}$ of complex fixed-trace Wishart matrices in terms of elementary functions in the case $m = n$. Let $(\lambda_1, \ldots, \lambda_n)$ be distributed according to $g_{n,n}$ in (30). Then, $\lambda_{1}^{\downarrow}$ has probability density

$$f_{\text{min}}(x) = n(n^2 - 1)(1 - nx)^{1/2-2}\theta(1/n - x). \quad (B.7)$$

The $k$th moment is given by

$$\mathbb{E}\left[(\lambda_{1}^{\downarrow})^k\right] = \frac{\Gamma(n^2)\Gamma(k+1)}{n^k\Gamma(n^2 + k)}. \quad (B.8)$$

In particular,

$$\mathbb{E}[\lambda_{1}^{\downarrow}] = 1/n^3, \quad \text{and} \quad \text{Var}[\lambda_{1}^{\downarrow}] = \frac{1}{n^6} \left(\frac{n^2 - 1}{n^2 + 1}\right). \quad (B.9)$$

From the explicit formula (B.7) it is easy to see that the rescaled variable $\lambda_{1}^{\downarrow}/n^3$ converges in distribution to an exponential variable with rate 1:

$$\lim_{n \to \infty} P\left(\lambda_{1}^{\downarrow} \geq xn^3\right) = e^{-x}. \quad (B.10)$$

This is consistent with earlier results by Edelman ([62], theorem 3.2) on Wishart matrices (without fixed trace).

The distribution of $\lambda_{1}^{\downarrow}$ for $m > n$ does not seem to have been worked out to a similar degree of detail. One can however infer asymptotic formulæ from known results on Wishart matrices without fixed trace. Let $(x_1, \ldots, x_n)$ be distributed according to $G_{n,m}$ in (32), where $m = cn$ with $c > 1$. Set $a = (1 - \sqrt{c})^2$ and $b = |1 - \sqrt{c}|^{6/5}/c^{1/6}$. Then, the rescaled variable $bn^{-1/3}(x_{1}^{\downarrow} - an)$ converges in distribution to a $\beta = 2$ Tracy–Widom random variable:

$$\lim_{n \to \infty} P\left(\frac{x_{1}^{\downarrow} - na}{bn^{1/3}} \leq x\right) = F_2(x). \quad (B.11)$$

(See [63] for more details). On the other hand $\sum_{k=1}^{n} x_k/cn^2$ converges in probability to 1 by the law of large numbers. Hence, using the representation (B.1), we see that $\lambda_{1}^{\downarrow}$ has mean $O(n^{-1})$ and fluctuation $O(n^{-5/3})$ in the asymptotic regime $n \to \infty$.
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