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Abstract. Post-data statistical inference concerns making probability statements about model parameters conditional on observed data. When a priori knowledge about parameters is available, post-data inference can be conveniently made from Bayesian posteriors. In the absence of prior information, we may still rely on objective Bayes or generalized fiducial inference (GFI). Inspired by approximate Bayesian computation, we propose a novel characterization of post-data inference with the aid of differential geometry. Under suitable smoothness conditions, we establish that Bayesian posteriors and generalized fiducial distributions (GFDs) can be respectively characterized by absolutely continuous distributions supported on the same differentiable manifold: The manifold is uniquely determined by the observed data and the data generating equation of the fitted model. Our geometric analysis not only sheds light on the connection and distinction between Bayesian inference and GFI, but also allows us to sample from posteriors and GFDs using manifold Markov chain Monte Carlo algorithms. A repeated measures analysis of variance example is presented to illustrate the sampling procedure.
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1. INTRODUCTION

A post-data probability represents the degree of belief or plausibility that a certain assertion about model parameters is true given the observed data, which differs from a classical frequentist (i.e., pre-data) probability that is attached to the generative process of the observed data (Dempster, 1964; Martin and Liu, 2015a). Post-data statistical inferences are most commonly made from a Bayesian posterior that is jointly determined by the prior distribution of model parameters and the likelihood function of the model (e.g., Gelman et al., 2013, Section 1.3). When little a priori information about parameters can be garnered, we may still resort to default or weakly informative priors to make Bayesian inference (Kass and Wasserman, 1996; Berger, 2006; Berger, Bernardo and Sun, 2015).

Alternatively, we can avoid prior specification altogether and obtain a post-data probability distribution of parameters by inverting the data generating process. This idea originated from Fisher’s fiducial argument (Fisher, 1925, 1930, 1933, 1935) and motivated the development of Dempster-Shafer theory (Dempster, 1966, 1968, 2008), inferential models (Martin and Liu, 2013, 2015b,a,c), generalized fiducial inference (GFI; Cisewski and Hannig, 2012; Hannig, 2009, 2013; Hannig et al., 2016; Lai, Hannig and Lee, 2015; Liu and Hannig, 2016, 2017; Murph, Hannig and Williams, 2022a; Shi et al., 2021) and so forth. Among all the descendents of Fisher’s fiducial inference, only GFI is considered in the present paper; the associated post-data distribution of parameters is referred to as the generalized fiducial distribution (GFD).

A statistical model specifies how data are generated through a data generating equation (DGE), which is a function of parameters and random components with completely known distributions (e.g., uniform or standard Gaussian variates).1 The DGE plays a key role in approximating post-data inference by simulation (Cranmer,
When a proper prior can be specified, we may simulate parameters and random components independently, obtain imputed data through the DGE, and retain the samples if and only if the imputed and observed data are sufficiently close. Such an accept-reject scheme is often referred to as approximate Bayesian computation (ABC; e.g., Beaumont, 2019; Beaumont, Zhang and Balding, 2002; Beaumont et al., 2009; Blum, 2010; Fearnhead and Prangle, 2012; Marin et al., 2012; Sisson and Fan, 2011; Sisson, Fan and Beaumont, 2018). The retained samples of parameters approximately follow the posterior distribution and hence can be utilized to estimate posterior expectations. If no prior distribution is available, we can still sample random components but not parameters. To circumvent the latter, GFI proceeds to pair each realization of random components with the optimal parameter values such that the resulting imputed data is as close to the observed data as possible in some sense. Indeed such a best matching to the observed data may still not be good enough: Those values are deemed incompatible with the observed data and therefore have to be discarded, leading to a rejection step similar to ABC. It turns out that the resulting marginal samples of parameters approximately follow the GFD (Hannig et al., 2016).

It is then natural to ponder what the limits of the truncated distributions are when we request the imputed data to be infinitesimally close to the observed data in approximate post-data inference. As the main result of the present work, we completely characterize the weak limit for both approximate Bayesian inference and GFI when the truncation set contracts to a twice continuously differentiable submanifold of the joint space of parameters and random components. We are able to express the absolutely continuous densities of the limiting distributions with respect to the intrinsic measure of the submanifold, and show that Bayesian posteriors and GFDs in the usual sense are the corresponding marginals on the parameter space (Propositions 1 and 2). As a contribution to the literature of GFI, we derive an explicit formula for the fiducial density in Proposition 2 that is more general compared to Theorem 1 of Hannig et al. (2016). Meanwhile, our work should be distinguished from Murph, Hannig and Williams (2022b), which also studied the geometry of GFI but focused on the case when the parameter space itself is a manifold. On the theoretical side, our geometric formulation applies to a broad class of parametric statistical models for continuous data and facilitates insightful comparisons between Bayesian inference and GFI. On the practical side, the geometric characterization suggests an alternative sampling scheme for approximate post-data inference: We apply manifold Markov chain Monte Carlo (MCMC) algorithms (e.g., Brubaker, Salzmann and Urtsun, 2012; Zappa, Holmes-Cerfon and Goodman, 2018) to sample from the limiting distributions on the data generating manifold and only retain the parameter marginals. For certain problems (e.g., GFI for mixed-effects models), manifold MCMC sampling may scale up better than existing computational procedures.

The rest of the paper is organized as follows. We revisit in Section 2 the formal definitions of ABC and GFI; a graphical illustration is provided using a Gaussian location example. In Section 3, we first present a general result (Theorem 1): When an ambient distribution is truncated to a sequence of increasingly finer approximations to a smooth manifold, the weak limit is absolutely continuous with respect to the manifold’s intrinsic measure. We then apply the general result to derive representations for Bayesian posteriors and GFDs (Propositions 1 and 2) and comment on their discrepancies. We review in Section 4 an MCMC algorithm that (approximately) samples from distributions on differentiable manifolds. A repeated measures analysis of variance (ANOVA) example is then presented to illustrate the sampling procedure (Section 5). Limitations and possible extensions of the proposed method are discussed at the end (Section 6).

2. APPROXIMATE INFEERENCE BY SIMULATION

2.1 Data Generating Equation

Let \( \mathcal{Y}, \mathcal{Y}, \) and \( \Theta \) denote the spaces of data, random components, and parameters associated with a fixed family of parametric models: In particular, \( \mathcal{Y} \subseteq \mathbb{R}^n, \mathcal{Y} \subseteq \mathbb{R}^m, \) and \( \Theta \subseteq \mathbb{R}^q, \) where \( n, m, \) and \( q \) are positive integers. Following Hannig et al. (2016), we characterize the model of interest by its DGE

\[
Y = G(U, \theta),
\]

in which the random components \( U \in \mathcal{Y} \) follow a completely known distribution (typically uniform or standard Gaussian), \( \theta \in \Theta \) denotes the parameters, and \( Y \in \mathcal{Y} \) denotes the random data. (1) can be conceived as a formalization of the data generating code: Given true parameters \( \theta \) and an instance of random components \( U = u, \) a unique set of data \( Y = y \) can be imputed by evaluating the DGE, i.e., \( y = G(u, \theta). \)

Now suppose that we have observed \( Y = y. \) Post-data inference aims to assign probabilities to assertions about parameters \( \theta \) conditional on the observed data \( y \) (Martin and Liu, 2015c). In the conventional Bayesian framework, we presume that \( \theta \) follows a proper prior distribution and make probabilistic statements based on the conditional distribution of \( \theta \) given \( y. \) When it is difficult to specify an informative prior, one may still rely on objective priors that reflect paucity of knowledge or information (Kass and Wasserman, 1996; Berger, 2006; Berger, 2010; Fearnhead and Prangle, 2012; Marin et al., 2012; Sisson and Fan, 2011; Sisson, Fan and Beaumont, 2018).
Bernardo and Sun, 2015). We next revisit the definition of a Bayesian posterior through the lens of ABC, as well as Hannig et al.’s (2016) definition of GFD: The latter replaces the prior sampling of parameters in ABC by an optimization problem in the parameter space, which is a natural workaround when no prior information is available.

2.2 Approximate Bayesian Computation

Let ρ denote the density of U, and π be the prior density of θ; we only restrict to density functions with respect to the Lebesgue measure and assume that random number generation from ρ and π is feasible. Given the observed data y and a pre-specified tolerance level ε > 0, ABC is a computational procedure that repeatedly executes the following steps:

i) sample U ∼ ρ;
ii) sample θ ∼ π independent of U;
iii) accept the draws if ∥G(U, θ) − y∥ ≤ ε and otherwise reject.

The above accept-reject sampling scheme constructs a truncated distribution on Υ × Θ with the following density:

\[ \pi_ε(θ, y; u) \propto π(θ)ρ(u)I_{\{∥G(u, θ) − y∥ ≤ ε\}}(u, θ), \]

in which ∥ · ∥ denotes the ℓ2-norm on the data space Υ, and \( I_A \) denotes the indicator function for a set A. Integrating out u results in

\[ \pi_ε(θ; y) \propto π(θ)P\{∥G(U, θ) − y∥ ≤ ε|θ\}. \]

Suppose that Y has an absolutely continuous density \( f(y|θ) \) with respect to the Lebesgue measure on Υ, and that y is in the interior of Υ. (3) approximates the posterior

\[ π(θ|y) \propto π(θ)f(y|θ), \]

because

\[ f(y|θ) = \lim_{ε \downarrow 0} \frac{P\{∥G(U, θ) − y∥ ≤ ε|θ\}}{λ_υ\{w ∈ Υ : ∥w − y∥ ≤ ε\}} \]

pointwise in θ, where λυ denotes the Lebesgue measure on Υ, and thus \( P\{∥G(U, θ) − y∥ ≤ ε|θ\} \) is approximately proportional to \( f(y|θ) \) when ε is small.

It is recognized that a more general definition of ABC is available in the literature. The accept/rejection step in our introduction corresponds to the use of a bounded uniform kernel supported on ℓ2-balls centered around the observed data; other probabilistic kernels can be used and the corresponding limiting results have been established. Readers are referred to Beaumont (2019), Marin et al. (2012), and Sisson, Fan and Beaumont (2018) for more comprehensive surveys of ABC.

2.3 Generalized Fiducial Inference

When prior information about θ is absent, we can no longer sample θ ∼ π in Step ii) of the ABC recipe. Nevertheless, we are still able to determine whether the imputed random component U can possibly reproduce the observed data y (up to the pre-specified tolerance ε). Let

\[ \hat{θ}(y, U) = \arg\min_{θ \in Θ} ∥G(U, θ) − y∥. \]

The rationale of GFI is to pair each U with the parameter values \( \hat{θ}(y, U) \) such that \( G(U, \hat{θ}(y, U)) \) gives the closest approximation to y.2 ABC can then be modified into a Monte Carlo recipe for (approximate) GFI once we replace the prior sampling step by setting θ to \( \hat{θ}(y, U) \) and leave everything else intact. This modified procedure simulates from a truncated distribution on Υ with density

\[ ψ_ε(u) \propto ρ(u)I_{\{∥G(u, \hat{θ}(y, u)) − y∥ ≤ ε\}}(u), \]

which further induces a distribution on Θ via the map \( \hat{θ}(y, ·) \).

Hannig et al. (2016) went one step further and defined the GFD as the weak limit of \( \hat{θ}(y, U) \), wherein U follows (5), as ε ↓ 0. Assuming n = m and several regularity conditions on the DGE (Assumptions A.1–A.4), Hannig et al. (2016) showed that the density of the GFD can be expressed as

\[ ψ(θ; y) \propto f(y|θ) \]

\[ \cdot \det \left( \nabla_θ G(\hat{u}(y, θ), θ) \right)^{1/2} \]

in which \( \hat{u}(y, θ) ∈ Υ \) satisfies \( y = G(\hat{u}(y, θ), θ) \), and \( \nabla_θ G(u, θ) \) denotes the \( n \times q \) Jacobian matrix of \( G(u, θ) \) with respect to θ.3

(6) conveys an empirical Bayesian interpretation of GFI—the determinant term on the right-hand side of (6) can be conceived as a (possibly improper) data-dependent prior. Therefore, GFI in general does not comply with the likelihood principle (e.g., Berger, 1985, Section 1.6.4). For instance, Hannig et al. (2016) showed that substituting the ℓ∞ and ℓ1-norm for the ℓ2-norm in (5) may lead to fiducial densities different from (6) when \( n > q \). More discussions on the likelihood principle can be found in Section 3.3.

2.4 An Illustrative Example

Consider the Gaussian location model \( Y ∼ N(μ, 1) \) with the mean parameter \( μ ∈ R \). For ease of graphical display, we focus on the transformed parameter θ = Φ(μ) ∈

\[ \hat{θ}(y, u) \] is assumed to uniquely exist for each u (cf. iii) in Assumption 2).

The assumed regularity conditions guarantee that \( \hat{u}(y, θ) \) uniquely exists, and that the Jacobian matrix is defined and of full column rank.
For Bayesian inference, suppose that $\theta$ follows a Unif$(0, 1)$ prior, which implies a $N(0,1)$ prior for the mean $\mu$. It is straightforward to verify that the posterior density is

$$\pi(\theta|y) = \phi\left(\Phi^{-1}(\theta)\right)^{-1} \sqrt{2\phi\left(\sqrt{2}(\Phi^{-1}(\theta) - y/2)\right)},$$

where $\phi(\cdot)$ stands for the standard Gaussian density. Following the ABC recipe, we simulated $U$ and $\theta$ independently from Unif$(0,1)$, shown as evenly scattered dots over $\Theta = (0,1)^2$ on the left panel of Figure 1. With a tolerance $\varepsilon = 0.05$, only $(u,\theta)^\top$ pairs that satisfy $|\Phi^{-1}(u) + \Phi^{-1}(\theta) - (0.5)| \leq 0.05$ (dark gray colored dots) survive in the accept-reject step. The empirical $\theta$-marginal distribution of the retained draws closely resembles (8).

Meanwhile, the fiducial density (6) reduces to

$$\psi(\theta; y) = \phi\left(\Phi^{-1}(\theta)\right)^{-1} \phi\left(y - \Phi^{-1}(\theta)\right).$$

For all $u \in (0,1)$, $\hat{\theta}(-0.5, u) = \Phi(-0.5 - \Phi^{-1}(u))$ ensures $|\Phi^{-1}(u) + \Phi^{-1}(\hat{\theta}(y, u)) - (0.5)| = 0$. Therefore, all the imputed $u$’s are retained regardless of the value of $\varepsilon$ in the simulation-based fiducial recipe. We associate each $u$ with $\hat{\theta}(-0.5, u)$ and plot $(u,\theta)^\top$ on the right panel of Figure 1. It is observed that the $u$-marginal distribution remains uniform, and (9) can be well approximated by the histogram of $\theta$.

We learn from the aforementioned illustration that, on the joint space of $u$ and $\theta$, simulation-based Bayesian and fiducial inferences produce distributions that concentrate on

$$G(y) = \{(u,\theta)^\top \in (0,1)^2: \Phi^{-1}(u) + \Phi^{-1}(\theta) = y\}$$

as $\varepsilon \downarrow 0$. $G(y)$ collects all the $(u,\theta)^\top$ pairs that satisfy the DGE, i.e., (7) with $Y = y$ and $U = u$, and is geometrically identified as a one-dimensional smooth submanifold embedded in $(0,1)^2$ (shown as the black solid curve in Figure 1). Similar characterizations can be established in a broader class of statistical models for continuous data, which we explicate in the next section.

3. GEOMETRY OF POST-DATA INFERENCE

We have seen in our previous discussion that both the accept-reject ABC and the simulation-based fiducial recipe involve restricting ambient distributions to regions whose sizes are controlled by $\varepsilon$ (see (2) and (5) for details). We pay heed to the special case that the regions of truncation contract to a twice continuously differentiable submanifold as $\varepsilon \downarrow 0$.

3.1 General Constraints

Our first result (Theorem 1) is completely general: It concerns the weak convergence of a sequence of truncated distributions to a limit that is supported on an implicitly defined submanifold. The proof can be found in Appendix A in the supplementary document.

Let $h: \mathcal{X} \rightarrow \mathbb{R}^n$ be a constraint function, where $\mathcal{X}$ is an open subset of $\mathbb{R}^d$ and $d > n$. The level set of $h$ at 0 is denoted $\mathcal{M} = \{x \in \mathcal{X} : h(x) = 0\}$, and the $\varepsilon$-fattening of $\mathcal{M}$, where $\varepsilon > 0$, is denoted $\mathcal{M}^\varepsilon = \{x \in \mathcal{X} : \|h(x)\| \leq \varepsilon\}$. Write $a: \mathcal{X} \rightarrow [0,\infty)$ as an ambient density function. Further let $P_\varepsilon$ be the truncation of $a$ to $\mathcal{M}^\varepsilon$ and is characterized by the density $a(x)I_{\mathcal{M}^\varepsilon}(x)/\int_{\mathcal{M}^\varepsilon} a(x)dx$.

ASSUMPTION 1. Suppose that

i) $h$ is a twice continuously differentiable submersion, and thus $\mathcal{M}$ is a twice continuously differentiable submanifold of $\mathcal{X}$, which is equipped with a Riemannian measure $\lambda_\mathcal{M}$;

ii) $a$ is continuous, $\lambda_\mathcal{M}\{\text{supp}(a) \cap \mathcal{M}\} > 0$, and $0 < \int_{\mathcal{M}^\varepsilon} a(x)dx < \infty$ for all $\varepsilon > 0$;

iii) the collection of probability measures $\{P_\varepsilon : \varepsilon > 0\}$ is tight.

THEOREM 1. Under Assumption 1, $P_\varepsilon \rightarrow P_0$ as $\varepsilon \downarrow 0$, where $P_0$ has the following absolutely continuous density with respect to $\lambda_\mathcal{M}$:

$$f(x) = \frac{a(x)\det(\nabla h(x)\nabla h(x)^\top)^{-1/2}}{\int_{\mathcal{M}} a(w)\det(\nabla h(w)\nabla h(w)^\top)^{-1/2} \lambda_\mathcal{M}(dw)}$$

for $x \in \mathcal{M}$.

REMARK 1. When a random variable $X$ follows a proper density $a$ in the ambient space $\mathcal{X}$, (11) can also be deduced as a conditional density of $X$ given $h(X) = 0$.

---

5 Although the function $a$ is not necessarily integrable over the entire ambient space $\mathcal{X}$, it is referred to as a density function here: Integrable and non-integrable $a$’s are respectively termed as improper and proper densities.

6 A submersion is a differentiable map, whose differential is surjective at every $x$. The Riemannian measure of the submanifold $\mathcal{M}$ is induced by the Euclidean metric on the ambient space $\mathcal{X}$ (Lee, 2013, Chapter 13).
(Diaconis, Holmes and Shahshahani, 2013, Proposition 2) using the co-area formula (e.g., Chavel, 2006, Section III.8; Federer, 1996, Section 3.2.12; Lelievre, Rousset and Stoltz, 2010, Lemma 3.2). In this alternative derivation, the denominator of (11) is interpreted as the marginal density of \( h \) in which \( a \) being a proper ambient density alone does not guarantee tightness. To illustrate this, we present Example 1 with a two-dimensional ambient space. It is demonstrated that \( \{P_x\} \) can still be tight when \( a \) is improper but the sublevel set of \( h \) tapers off quickly along the first coordinate of \( x \) (i.e., \( x_1 \)), and that \( \{P_x\} \) may not be tight when \( a \) is proper but the sublevel set of \( h \) rapidly expands as \( x_1 \) grows.

**Example 1.** Let \( x = (x_1, x_2)^\top \in (0, \infty)^2 \) and consider the constraint function

\[
(12) \quad h(x) = \frac{x_2}{g(x_1)},
\]

in which \( g \) is positive on \((0, \infty)\). The resulting \( \varepsilon \)-fattened level set is

\[
(13) \quad \mathcal{M}^\varepsilon = \{x \in (0, \infty)^2 : x_2 \leq \varepsilon g(x_1)\}.
\]

As \( \varepsilon \downarrow 0 \), \( \mathcal{M}^\varepsilon \downarrow \mathcal{M} = \{x \in (0, \infty)^2 : x_2 = 0\} \).

We first set \( a(x) \equiv 1 \) and \( g(x_1) = \exp(-x_2^2/2) \) (left panel of Figure 2). Even though \( a(x) \) is not integrable on the ambient space \((0, \infty)^2\), \( g(x_1) \) is integrable on \((0, \infty)\).
Hence, $a(x) \Pi_{M^a}(x)/ \int_{M^a} a(x) dx$ is a valid density function that defines the probability measure $P_\varepsilon$. Consider the compact set $K = [0, C] \times [0, 1]$, in which $C > 0$. For all $\varepsilon < 1$, 
\[
P_\varepsilon \{ K \} = \frac{\int_0^C \left[ \int_0^\varepsilon \exp(-x_1^2/2) \, dx_2 \right] \, dx_1}{\int_0^\infty \left[ \int_0^\varepsilon \exp(-x_1^2/2) \, dx_2 \right] \, dx_1}
\]
(14) 
which is constant in $\varepsilon$ and can be made arbitrarily close to 1 by choosing a large $C$. So the sequence $\{ P_\varepsilon \}$ is tight.

Next, let $a(x) = (1 + x_1)^{-2}(1 + x_2)^{-2}$ and $g(x) = x$ (see right panel of Figure 2). $a(x)$ is the joint density of two independent Pareto variates and thus is proper. As $x \to \infty$, the tail probability of the Pareto distribution vanishes linearly while $g(x)$ increases linearly. For all $\varepsilon > 0$, 
\[
\int_{M^a} a(x) \, dx = \int_0^\infty \left[ \int_0^{\varepsilon x_1} (1 + x_2)^{-2} \, dx_2 \right] (1 + x_1)^{-2} \, dx_1
\]
(15) 
\[
= -\varepsilon (1 - \varepsilon + \log \varepsilon) \left( 1 - \varepsilon \right)^2.
\]

Consider the compact set $K = [0, C]^2$. Then for all $\varepsilon < 1$, 
\[
\int_{M^a \cap K^c} a(x) \, dx = \int_C^\infty \left[ \int_0^{\varepsilon x_1} (1 + x_2)^{-2} \, dx_2 \right] (1 + x_1)^{-2} \, dx_1
\]
(16) 
\[
= -\varepsilon \left[ 1 - \varepsilon - (1 + C) \log \left( \frac{1 + C \varepsilon}{\varepsilon + C \varepsilon} \right) \right] \left( 1 - \varepsilon \right)^2 \frac{1}{1 + C}.
\]
respectively. $G^c(y)$ and $U^c(y)$ are regions of truncation in simulation-based Bayesian and fiducial inference (see Sections 2.2 and 2.3). Finally, let

$$G_0(y) = \{ u \in \Upsilon : G(u, \theta) = y \}$$

be the $\theta$-section of $G(y)$ for each $\theta \in \Theta$. By definition, $G(y) = \{(u^\top, \theta^\top)^T : \theta \in \Theta, u \in G_0(y)\}$ and $U(y) = \bigcup_{\theta \in \Theta} G_0(y)$.

The following assumptions are made throughout the rest of the paper.

**Assumption 2.** Let $\Upsilon$ and $\Theta$ be open subsets of $\mathbb{R}^m$ and $\mathbb{R}^q$, respectively. Assume that

i) $G : \Upsilon \times \Theta \to \mathbb{R}^n$ is three-time continuously differentiable;

ii) the $n \times m$ Jacobian matrix $\nabla_u G(u, \theta)$ has full row rank, and the $n \times q$ Jacobian matrix $\nabla_\theta G(u, \theta)$ has full column rank;

iii) for a given $u$, $\hat{\theta}(y, u)$ defined by (4) is unique.

**Remark 3.** Assumption 2 requires that the DGE $G$ is sufficiently smooth in both $u$ and $\theta$, and that the optimal parameter $\hat{\theta}$ in reproducing the observed $y$ is uniquely identified for each $u$. Both requirements do not apply to parametric models for discrete data (e.g., Dempster, 1966, 1968; Stevens, 1950; Hannig, 2009). The focus on continuous data models in the present article bears a resemblance with Fisher's fiducial inference in the early days (e.g., Fisher, 1930, 1933).

Immediate consequences of Assumption 2 are that $G(y)$ is an $(m + q - n)$-dimensional submanifold of $\Upsilon \times \Theta$, and that $G_0(y)$ is an $(m - n)$-dimensional submanifold of $\Upsilon$. But more importantly, Assumption 2 implies the isomorphism between $G(y)$ and $U(y)$, which is summarized as Lemma 1. The proof can be found in Appendix B of the supplementary document.

**Lemma 1.** Under Assumption 2, $G(y) \subset \Upsilon \times \Theta \subseteq \mathbb{R}^{m+q}$ is isomorphic to $U(y) \subset \Upsilon \subseteq \mathbb{R}^m$, both of which are twice continuously differentiable submanifolds of dimension $m + q - n$. In particular, $U(y)$ can be directly defined as the level set

$$U(y) = \{ u \in \Upsilon : \nabla_\theta G(u, \hat{\theta}(y, u))^\top - y = 0 \},$$

in which $\nabla_\theta G(u, \theta)$ is an $n \times (n - q)$ orthogonal complement of $\nabla_\theta G(u, \theta)$ that has orthonormal columns and varies smoothly along $u$ and $\theta$, and

$$G(y) = \{(u^\top, \hat{\theta}(y, u)^\top)^\top : u \in U(y)\}.$$

In addition, the intrinsic measures of $G(y)$ and $U(y)$ satisfy

$$\lambda_{U(y)}(du) = D(u, \theta)^{-1/2} \lambda_{G(y)}(du, d\theta),$$

where

$$D(u, \theta) = \det \left( \lambda_q + [\nabla_\theta G(u, \theta)^\top \nabla_u G(u, \theta)]^{-1} \right),$$

in which $\lambda_q$ denotes a $q \times q$ identity matrix.

In the light of Assumption 2 and Lemma 1, we highlight three different ways to interpret the dimension of the data generating manifold $G(y)$, i.e., $m + q - n$.

i) $(m + q) - n$: Most obviously, the data generating manifold $G(y)$ is a submanifold of the $(m + q)$-dimensional space $\Upsilon \times \Theta$ that is implicitly defined by the $n$-dimensional constraint $G(u, \theta) - y = 0$.

ii) $m - (n - q)$: By Lemma 1, $G(y)$ is isomorphic to its $u$-projection $U(y)$, which is a submanifold of the $m$-dimensional space $\Upsilon$ that is implicitly defined by the $(n - q)$-dimensional constraint $\nabla_\theta G(u, \hat{\theta}(y, u))^\top (G(u, \hat{\theta}(y, u)) - y)$.

iii) $q + (m - n)$: Each element of $G(y)$ is obtained by bundling a $\theta$ from the $q$-dimensional parameter space $\Theta$ with a $u$ from the $\theta$-section $G_0(y)$, which is an $(m - n)$-dimensional submanifold of $\Upsilon$.

ABC typically operates on the joint space $\Upsilon \times \Theta$ and thus naturally adopts the first view. Meanwhile, the second view is aligned with Hannig et al.’s (2016) treatment of GFI on the space $\Upsilon$. As will be elaborated in Section 3.3, the third view links our geometric perspective back to the conventional definitions of Bayesian posteriors and GFDs.

**Example 2.** Suppose that $(X_i, W_i)^\top, i = 1, \ldots, N$, are independent and identically distributed (i.i.d.) bivariate Gaussian random vectors with zero means, unit variances, and a correlation parameter $\theta \in (-1, 1)$. Consider the minimal sufficient statistics $Y_1 = (2N)^{-1} \sum_{i=1}^N (X_i + W_i)^2$ and $Y_2 = (2N)^{-1} \sum_{i=1}^N (X_i - W_i)^2$ for $\theta$. The associated DGE for $Y = (Y_1, Y_2)^\top$ is given by

$$Y = G(U, \theta) = ((1 + \theta)U_1, (1 - \theta)U_2)^\top,$$

in which $U = (U_1, U_2)^\top$, and $U_1$ and $U_2$ are i.i.d. $\chi_N^2/N$ variates. In this problem, we have $m = n = 2$ and $q = 1$. Given observed statistics $y = (y_1, y_2)^\top$, the data generating manifold $G(y)$ is

$$G(y) = \left\{ (u, \theta)^\top \in (0, \infty)^2 \times (-1, 1) : \begin{array}{c}
(1 + \theta)u_1 = y_1, (1 - \theta)u_2 = y_2
\end{array} \right\}.$$
in which \( u = (u_1, u_2)^\top \). To obtain the \( u \)-projection \( \mathcal{U}(y) \), note that \( \nabla_u \mathcal{G}(u, \theta) = (u_1, -u_2)^\top \), and thus its orthogonal complement \( \nabla_u \mathcal{G}(u, \theta) = (u_2, u_1)^\top / \sqrt{u_1^2 + u_2^2} \). It follows that the \( u \)-projection of \( \mathcal{G}(y) \) can be expressed by

\[
(29) \quad \mathcal{U}(y) = \left\{ u \in (0, \infty)^2 : \frac{2u_1u_2 - u_2y_1 - u_1y_2}{\sqrt{u_1^2 + u_2^2}} = 0 \right\}.
\]

The isomorphism between \( \mathcal{G}(y) \) and \( \mathcal{U}(y) \), which are both one-dimensional manifolds, is illustrated in the left panel of Figure 3. Finally, the \( \theta \)-section of \( \mathcal{G}(y) \) is a singleton

\[
(30) \quad \mathcal{G}_\theta(y) = \left\{ \left( \frac{y_1}{1+\theta}, \frac{y_2}{1-\theta} \right)^\top \right\},
\]

which amounts to a zero-dimensional manifold.

### 3.3 Bayesian and Fiducial Inference

Before presenting our geometric characterization, we establish the following representation of the likelihood function.

**Lemma 2.** The likelihood function \( f(y|\theta) \) can be expressed by

\[
(31) \quad f(y|\theta) = \int_{\mathcal{G}_\theta(y)} \frac{\rho(u)}{\det \left( \nabla_u \mathcal{G}(u, \theta) \nabla_u \mathcal{G}(u, \theta)^\top \right)^{1/2}} \cdot \lambda_{\mathcal{G}_\theta(y)}(du),
\]

**Proof.** For a fixed \( \theta \), \( \mathcal{G}(\cdot, \theta) \) is a submersion by ii) of Assumption 2; therefore, the level set \( \mathcal{G}_\theta(y) \) is a submanifold of \( \mathcal{Y} \) of dimension \( m - n \) (Lee, 2013, Corollary 5.13). (31) follows from the co-area formula (e.g., Diaconis, Holmes and Shahshahani, 2013, Theorem 2; Federer, 1959, Section 3.2.12; Lelievre, Rouset and Stoltz, 2010, Lemma 3.2):

\[
P\{Y \in B|\theta\} = \int_{\mathcal{G}(U, \theta) \in B} \rho(u) du
\]

\[
= \int_B \left\{ \int_{\mathcal{G}_\theta(y)} \frac{\rho(u)}{\det (\nabla_u \mathcal{G}(u, \theta) \nabla_u \mathcal{G}(u, \theta)^\top)^{1/2}} \right\} dy
\]

\[
(32)
\]

for any measurable \( B \subseteq \mathcal{Y} \).

**Remark 4.** The \( \theta \)-section of the data generating manifold, i.e., \( \mathcal{G}_\theta(y) \), reduces to the single point \( \hat{u}(y, \theta) \) (see Section 2.3) provided \( n = m \) and Assumption 2 holds. (31) then becomes

\[
f(y|\theta) = \rho(\hat{u}(y, \theta)) \cdot \det \left( \nabla_u \mathcal{G}(\hat{u}(y, \theta), \theta) \nabla_u \mathcal{G}(\hat{u}(y, \theta), \theta)^\top \right)^{-1/2}.
\]
Note that Hannig et al. (2016) derived the same likelihood representation under slightly weaker differentiability assumptions (i.e., Assumptions A.1–A.4 on pp. 1–2 of their supplementary document).

We are now ready to associate Bayesian posteriors and GFDs with limits on \( \dot{G}(y) \) and \( \mathcal{U}(y) \). We consider Bayesian inference first in the next proposition; the proof can be found in Appendix C of the supplementary document.

**Proposition 1.** For Bayesian inference, the general notations of Theorem 1 reduce to
\[
x = (u^T, \theta^T)^T, \quad \mathcal{X} = \mathcal{Y} \times \Theta, \quad \mathcal{M} = G(y), \quad \mathcal{M} = \dot{G}(y), \quad a(x) = \pi(\theta) \rho(u), \quad \text{and} \quad b(x) = G(\theta, \theta - y).
\]

Under the assumptions of Theorem 1, the weak limit of (2) as \( \varepsilon \downarrow 0 \) has the following absolutely continuous density
\[
f_B(u, \theta) \propto \rho(u) \pi(\theta) \cdot \det \left( \nabla G(u, \theta) \nabla G(u, \theta)^T \right)^{-1/2}
\]
with respect to \( \lambda_{G(y)} \), in which
\[
\nabla G(u, \theta) = (\nabla_u G(u, \theta) : \nabla_\theta G(u, \theta)).
\]
Equivalently, the limit can be characterized by the density
\[
\tilde{f}_B(u; y) \propto \rho(u) \pi(\hat{\theta}(y, u)) \cdot \det \left( \nabla_\theta G(u, \hat{\theta}(y, u))^T \nabla_\theta G(u, \hat{\theta}(y, u)) \right)^{1/2}
\]
with respect to \( \lambda_{\dot{G}(y)} \). Equivalently, the density of \( \hat{\theta}(y, u) \) under (34), or equivalently the \( \theta \)-marginal of (33), is proportional to \( \pi(\theta) f(y|\theta) \).

**Remark 5.** Due to the involvement of a DGE, our geometric characterization of Bayesian inference appears to violate the likelihood principle (e.g., Berger, 1985, Section 1.6.4). For instance, the DGE considered in Example 2 is based on minimal sufficient statistics, which leads to a geometric setup with \( m = n = 2 \). If we use a DGE corresponding to individual data, such as
\[
\begin{bmatrix} X_i \\ W_i \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ \theta & \sqrt{1 - \theta^2} \end{bmatrix} \begin{bmatrix} U_{i1} \\ U_{i2} \end{bmatrix}, \quad i = 1, \ldots, N,
\]
where \( U_{i1}, U_{i2} \) are i.i.d. \( N(0, 1) \) variates, then we have \( m = n = 2N \). However, if different DGEs and the corresponding geometric setups yield the same likelihood function via Lemma 2, then the last part of Proposition 1 guarantees that Bayesian inference made along the \( \theta \)-marginal should be invariant to choices of DGEs and thus still obeys the likelihood principle.

Proposition 2 gives a similar characterization for fiducial distributions; the proof can also be found in Appendix C of the supplementary document.

**Proposition 2.** For GFI, the general notations of Theorem 1 reduce to \( x = u, \quad \mathcal{X} = \mathcal{Y}, \quad \mathcal{M} = \mathcal{U}(y), \quad a(x) = \rho(u), \quad \text{and} \quad b(x) = G(\theta, \theta - y). \)

Under the assumptions of Theorem 1, the weak limit of (5) as \( \varepsilon \downarrow 0 \) has the following absolutely continuous density
\[
\tilde{f}_F(u; y) \propto \rho(u) \cdot \det \left( \nabla_\theta G(u, \hat{\theta}(y, u))^T \nabla_\theta G(u, \hat{\theta}(y, u)) \right)^{-1/2}
\]
with respect to \( \lambda_{\dot{G}(y)} \). Equivalently, the limit can be characterized by the density
\[
f_F(u, \theta) \propto \rho(u) \det \left( \nabla_\theta G(u, \theta)^T \nabla_\theta G(u, \theta) \right)^{1/2}
\]
with respect to \( \lambda_{\dot{G}(y)} \). Moreover, the density of \( \hat{\theta}(y, u) \) under (35), or equivalently the \( \theta \)-marginal of (36), is proportional to
\[
\int_{\dot{G}(y)} \rho(u) \cdot \det \left( \nabla_\theta G(u, \theta)^T \nabla_\theta G(u, \theta) \right)^{1/2} \lambda_{\dot{G}(y)}(du).
\]

**Remark 6.** By the Matrix Determinant Lemma, the second determinant on the right-hand side of (36) can be alternatively expressed as
\[
\det \left( \nabla_u G(u, \theta) \nabla_u G(u, \theta)^T \right)^{1/2} \cdot \det \left( \nabla_\theta G(u, \theta)^T \right)^{-1/2}
\]
(38) is often computationally more efficient for the reasons that \( \nabla_u G(u, \theta) \nabla_u G(u, \theta)^T \) can be highly sparse and structured (e.g., block diagonal in the repeated measures ANOVA example; see Section 5), and that the second determinant is computed with a small \( q \times q \) matrix.

Propositions 1 and 2 expose crucial disparities between Bayesian inference and GFI, which we now discuss.
**Question 1**: Can We Express a GFD as a Bayesian Posterior? The answer is negative in general. By Theorem 1, (36) can be thought as restricting the ambient density
\[
(39) \quad a_F(u, \theta) = \rho(u) \frac{\rho(u) \pi(\theta(y, u))}{\det \left( \nabla G(u, \theta)^T \nabla G(u, \theta) \right)}^{1/2}
\]
to the data generating manifold, whereas Bayesian inference concerns restricting \(a_B(u, \theta) = \rho(u) \pi(\theta)\) to the same manifold. The determinant term in (39) may depend on both \(u\) and \(\theta\) and thus does not reduce to a prior density \(\pi(\theta)\) in general. Nevertheless, if the prior is allowed to be data dependent (i.e., extending \(\pi(\theta)\) to \(\pi(y, \theta)\)) and \(\mathcal{G}(y)\) is singleton (i.e., \(m = n\)), then a GFD can be interpreted as a posterior. In this special case, \(u \in \mathcal{G}(y)\) if and only if \(u = \hat{u}(y, \theta)\), and the dependency on \(u\) can therefore be removed from the determinant term in (39) (see Remark 4). The conclusion that GFD is typically not a Bayesian posterior can also be deduced from the \(\theta\)-marginal density (37), which cannot be factorized into the product of the likelihood function (31) and a function of \(\theta\) in general. In the special case when \(\mathcal{G}(y)\) is singleton, (37) reduces to the formula presented in Theorem 1 of Hannig et al. (2016) and is subject to a data-dependent Bayesian interpretation.

**Question 2**: Is There a Unique Justification for the Objectivity of GFI? A new qualification of objective posterior data inference is manifested by the limiting density on \(\mathcal{U}(y)\). Contrasting (34) with (35), we observe that the ambient densities (on \(Y\), in the sense of Theorem 1) for Bayesian inference and GFI are
\[
(40) \quad \tilde{a}_B(u; y) = \frac{\rho(u) \pi(\hat{\theta}(y, u))}{\det \left( \nabla G(u, \hat{\theta}(y, u))^T \nabla G(u, \hat{\theta}(y, u)) \right)}^{1/2}
\]
and \(\tilde{a}_F(u) = \rho(u)\), respectively. Hence, GFI is objective in the sense that it “continue[s] to regard” (Dempster, 1963, p. 885) the random components \(U\)’s distribution as the ambient distribution on \(Y\). This feature leaves the data generation process intact and demands no extra information. To the contrary, the ambient density (40) corresponding to Bayesian inference is adapted using prior information encoded in \(\pi\) as well as the observed data \(y\).

**Question 3**: Are Bayesian Inference and GFI Invariant to Transformations of the Data Space? It is known that Bayesian inference is invariant to nonlinear transformations of the data whereas GFI is generally not. Consider a differentiable transform \(\varphi : \mathcal{R}^n \rightarrow \mathcal{R}^n\) such that the \(n \times n\) Jacobian matrix \(\nabla \varphi\) always has full rank. Compose \(\varphi\) with \(G\) to form a transformed DGE, i.e., \(\varphi \circ G\). Because \(G(u, \theta) = y\) for all \((u^T, \theta^T)^T \in \mathcal{G}(y)\), we have
\[
\det \left( \nabla (\varphi \circ G)(u, \theta) \right) = \det \left( \nabla \varphi(y) \right)^2 \det \left( \nabla G(u, \theta)^T \right),
\]
which is proportional to \(\det \left( \nabla G(u, \theta) \nabla G(u, \theta)^T \right)\). Therefore, (33) for Bayesian inference remains unchanged when the transformed DGE \(\varphi \circ G\) is used in place of \(G\). Meanwhile,
\[
\det \left( \nabla \varphi \circ G)(u, \theta) \right)^T \nabla \varphi \circ G)(u, \theta) = \det \left( \nabla \varphi(y) \nabla \varphi(y)^T \nabla G(u, \theta)^T \right).
\]
The right-hand side of (41) is not proportional to \(\det \left( \nabla G(u, \theta) \nabla G(u, \theta)^T \right)\) in general. There are two notable exceptions: when \(n = q\) so that \(\nabla G(u, \theta)\) is square and when \(\nabla \varphi(y)^T \nabla \varphi(y) = c I_n\) with a positive constant \(c\). Consequently, (36) for GFI is typically not invariant under the transformed DGE. Applying (S.28) from the supplementary document, the same conclusion can be drawn for the limiting densities on \(U(y)\), i.e., (34) and (35).

**Example 2** (continued). Using (27) as the DGE for the bivariate Gaussian problem, we can express (39), i.e., GFI’s ambient density on \(G(y)\), as
\[
(42) \quad a_F(u, \theta) = a_F(u) = \rho(u) \sqrt{u_1^2 + u_2^2},
\]
in which \(\rho\) is the joint density of two i.i.d. \(\chi^2_2/N\) variates. Note that \(m = n = 2\) in this example, and that \(\hat{u}(y, \theta) = (y_1/(1 + \theta), y_2/(1 - \theta))^T\). Therefore, the GFD coincides with the Bayesian posterior resulted from the data-dependent prior
\[
(43) \quad \pi(y, \theta) \propto \sqrt{\frac{y_1^2}{(1 + \theta)^2} + \frac{y_2^2}{(1 - \theta)^2}}.
\]
Next, consider two prior distributions: the flat prior \(\pi^{(1)}(\theta) \equiv 1/2\) and the Jeffreys’ prior \(\pi^{(2)}(\theta) = 1 + \theta^2/(1 - \theta^2)\). On the one hand, (40) for the flat prior is simplified to
\[
(44) \quad \tilde{a}_B^{(1)}(u; y) \equiv \tilde{a}_B^{(1)}(u) = \frac{\rho(u)}{2 \sqrt{u_1^2 + u_2^2}},
\]
which does not depend on \(y\). Whenever \(N > 2\), (44) is bounded and integrable; it can thus be normalized to a proper density on \((0, \infty)^2\). The contours of \(\tilde{a}_B^{(1)}(u)\) and \(\tilde{a}_F(u) = \rho(u)\) are contrasted in the middle panel of Figure 3. On the other hand, (40) for the Jeffreys prior becomes
\[
(45) \quad \tilde{a}_B^{(2)}(u; y) = \rho(u) \frac{1}{2} \left[ \frac{1}{(2u_1^2 + u_1y_1 - u_2y_2)^2} \right]^{1/2}.
\]
Unlike \(\tilde{a}_F(u)\) and \(\tilde{a}_B^{(1)}(u)\), (45) is data dependent and unbounded on \((0, \infty)^2\) for all \(N\): It diverges to infinity as \(2u_1^2 + u_1y_1 - u_2y_2 \) or \(2u_1^2 - u_1y_1 + u_2y_2\) approaches zero.
Finally, consider the reciprocal transformation \( \varphi : (0, \infty)^2 \to (0, \infty)^2 \), \( \varphi(y) \mapsto (1/y_1, 1/y_2)^T \). Using the transformed DGE

\[
(\varphi \circ G)(u, \theta) = \left( \frac{1}{1 + \theta} u_1, \frac{1}{1 - \theta} u_2 \right)^T
\]

(46)

for GFI, we arrive at an ambient density on \( G(y) \) that is different from (42):

\[
a_F^{(\varphi)}(u, \theta) = \rho(u) \sqrt{\frac{1}{(1 + \theta)^2} + \frac{1}{(1 - \theta)^2}}
\]

(47)

The data-dependent prior derived based on \( \varphi \circ G \) is also different from (43):

\[
\pi^{(\varphi)}(y, \theta) \propto \sqrt{\frac{1}{y_1^2(1 + \theta)^2} + \frac{1}{y_2^2(1 - \theta)^2}}.
\]

(48)

The corresponding \( \theta \)-marginals of GFDs (using the original \( G \) versus the transformed \( \varphi \circ G \)) and Bayesian posteriors (using the flat prior versus the Jeffreys prior) are contrasted in the right panel of Figure 3.

4. REVIEW OF MARKOV CHAIN MONTE CARLO SAMPLING ON MANIFOLDS

Monte Carlo approximations to a fiducial or a Bayesian posterior distribution—when viewed as an absolutely continuous distribution defined on a smooth manifold—can be constructed via manifold MCMC sampling. In this section, we review a manifold random-walk Metropolis (RWM) algorithm proposed by Zappa, Holmes-Cerfon and Goodman (2018). We focus on a specific Gaussian proposal that corresponds to a one-step discretization of the constrained overdamped Langevin process (Lelièvre, Rousset and Stoltz, 2012, Section 3.3). For generality, we adopt the notation of Theorem 1 in the current section. The algorithm is presented assuming that \( \mathcal{M} \) is unbounded, though incorporating additional inequality constraints is straightforward (see, e.g., Remark 6 of Lelièvre, Rousset and Stoltz, 2019).

4.1 Manifold Random-Walk Metropolis

The pseudocode for a single manifold RWM update is summarized in Algorithm 1. With a slight abuse of notation, \( f \) in the pseudocode denotes a smooth extension of the target density \( f \) (with respect to \( \lambda_\mathcal{M} \)) to the ambient space \( \mathcal{R}^d \). Given an initial value \( x \) on the manifold \( \mathcal{M} \), a proposal \( x' \) is generated from a random walk on the tangent space at \( x \) (Line 1), followed by a projection back to the manifold along the normal direction (Line 2).\(^7\) Let \( T_x \mathcal{M} = \{ w \in \mathcal{R}^d : \nabla h(x) w = 0 \} \) be the tangent space of \( \mathcal{M} \) at \( x \), and \( \nabla h(x) \in \mathcal{R}^{d \times (d-n)} \) be an orthogonal complement of \( \nabla h(x)^\top \in \mathcal{R}^{d \times n} \) with orthonormal columns. \( \nabla h \) forms a basis for \( T_x \mathcal{M} \). The random-walk step entails generating \( w = \nabla h(x) z \in T_x \mathcal{M} \), in which \( z \) follows \( \mathcal{N}(\mu(x), \delta \Sigma(x)) \), \( \mu(x) \in \mathcal{R}^{d-n} \), \( \Sigma(x) \in \mathcal{R}_+^{(d-n) \times (d-n)} \) is positive definite, and \( \delta > 0 \) is the proposal scale parameter. The point \( x + w \) resulted from the random walk needs to be retracted back to \( \mathcal{M} \) to yield a valid proposal. In particular, we find a coefficient vector \( a \in \mathcal{R}^n \) that solves \( h(x + z + \nabla h(x)a) = 0 \). Because the constraint function \( h \) is generally nonlinear, we follow Zappa, Holmes-Cerfon and Goodman (2018) to apply a standard Newton solver. This projection step is abbreviated as \text{Project} in the pseudocode: The four arguments required by the function call of \text{Project} are described in the input line of Algorithm 2.

The proposal \( x' \) is not accepted unless it passes all the following three checks. First, it is possible that the

\begin{algorithm}
\caption{Manifold Random-Walk Metropolis Update}
\begin{algorithmic}
\Require Initial value \( x_0 \in \mathcal{M} \), target density \( f : \mathcal{R}^d \to \mathcal{R} \), proposal parameters \( \mu(x) \in \mathcal{R}^{d-n} \), \( \Sigma(x) \in \mathcal{R}_+^{(d-n) \times (d-n)} \), and \( \delta > 0 \), tuning parameters \( \gamma \) and \( R \) for \text{Project} (Algorithm 2)
\EndRequire
\EndComment
\State Sample \( z \sim \mathcal{N}(\mu(x), \delta \Sigma(x)) \) and set \( w = \nabla h(x) z \)
\EndState
\State Propose \( x' = \text{Project}(x + w, \nabla h(x), \gamma, R) \)
\EndState
\If{fail to find \( x' \)}
\State return \( x \)
\EndIf
\State Compute \( \alpha(x; x') = \min \{ 1, \frac{f(x') \phi(x'; \mu(x'), \delta \Sigma(x'))}{f(x) \phi(x; \mu(x), \delta \Sigma(x))} \} \)
\EndState
\State \( \phi(\cdot; \mu, \Sigma) \) denotes the density of \( \mathcal{N}(\mu, \Sigma) \)
\EndState
\State Sample \( u \sim \text{Unif}(0,1) \)
\EndState
\If{\( u \leq \alpha(x; x') \)}
\State return \( x' \)
\EndIf
\Else
\State return \( x \)
\EndElse
\EndComment
\EndAlgorithm
\end{algorithm}
function Project throws an error—or equivalently, the Newton solver fails to converge (see Lines 3–5 of Algorithm 1); if so, we have to revert to the original $x$ and proceed to the next cycle. Second, we need to confirm that a reverse move starting from $x'$ recovers the original point $x$ (Lines 6–10); a graphical illustration for the potential failure of such a reversal move can be found in Figure 2 of Lelièvre, Rouset and Stoltz (2019). Finally, a standard Metropolis-Hastings step is performed (Lines 11–17), in which the acceptance ratio is given by (49). It was shown in Zappa, Holmes-Cerfon and Goodman (2018) that the above RWM update satisfies the detailed balance condition when the equations were solved exactly in the retraction steps (Lines 2 and 7). When a numerical solver is employed, which is typically the case in practice, the manifold RWM algorithm can be understood as a noisy MCMC method (Alquier et al., 2016).

4.2 Proposal Distribution

We found in pilot experiments that a Gaussian proposal (Line 1) with

$$
\mu(x)^T = \frac{\delta^2}{2} \nabla \log f(x) \nabla h(x)
$$

and $\Sigma(x) \equiv \epsilon_{(d-n) \times (d-n)}$ fares efficient even when the dimension of the manifold (i.e., $d - n$) is high. The corresponding manifold RWM update yields an Euler discretization of the constrained overdamped Langevin diffusion (with an identity mass matrix; Lelièvre, Rouset and Stoltz, 2012, Proposition 3.6), which is also equivalent to a single update of “position” (Lelièvre, Rouset and Stoltz, 2019, p. 383) while simulating the constrained Hamilton dynamics via the RATTLE discretization. In the case the gradient of the log density is challenging to evaluate (e.g., the gradient of the log fiducial density (36) involves the second derivatives of the DGE), we may substitute $\nabla \log f(x)$ in (50) by a numerical estimate. In fact,

$$
\nabla \log f(x) \nabla h(x) = \nabla_t \log f(x + \nabla h(x)^T t)|_{t=0_{n-d}}.
$$

Compared to differentiating $\log f$ with respect to $x \in \mathbb{R}^d$, the right-hand side derivative in (51) is taken with respect to the lower-dimensional $t \in \mathbb{R}^{d-n}$ and thus can be more economical to numerically approximate.

5. EXAMPLE: GFI FOR REPEATED MEASURES ANOVA

Next, we apply our main result and sampling strategy to perform GFI in a repeated measures ANOVA example. GFI for Gaussian linear mixed-effects models has been studied by Cisewski and Hannig (2012); however, their development is confined to the $\epsilon$-fattig, i.e., (5), with a positive tolerance $\epsilon$, and the proposed sequential Monte Carlo algorithm suffers from numerical degeneracy when $\epsilon$ is small. From the new geometric perspective, we can not only express the exact fiducial density (i.e., the weak limit as $\epsilon \downarrow 0$) but also generate fiducial samples conveniently using manifold MCMC algorithms. Meanwhile, Bayesian inference for linear mixed-effects models has been extensively studied and widely applied for decades (e.g., Gelman et al., 2013, Chapter 15, and the bibliographic note therein). As a Bayesian benchmark for the empirical data example (Section 5.2), we consider a weakly informative prior configuration suggested by Gelman (2006) and approximate the resulting posterior via Gibbs sampling with data augmentation (Tanner and Wong, 1987).

5.1 Model

In a within-subject design, let $X_{ij}$ denote the observed response of subject $j$ in condition $i$, where $i = 1, \ldots, I$ and $j = 1, \ldots, J$ with $I, J > 1$. Repeated measures ANOVA decomposes each response entry $X_{ij}$ into the sum of the treatment mean $\mu_i$, subject effect $\sigma_z Z_j$, and the interaction effect $\sigma_e E_{ij}$:

$$
X_{ij} = \mu_i + \sigma_z Z_j + \sigma_e E_{ij},
$$

in which $Z_j$ and $E_{ij}$ are continuous random variables with known distributions, and $\sigma_z, \sigma_e > 0$ are the respective scale parameters. (52) amounts to the component-wise expression of the DGE. To be consistent with our generic notation, identify

$$
Y = \text{vec}(X), \quad U = (Z^T, \text{vec}(E)^T)^T, \quad \theta = (\mu^T, \sigma_z, \sigma_e)^T,
$$

in which $X = \{X_{ij}\}$, $Z = \{Z_j\}$, $E = \{E_{ij}\}$, and $\mu = \{\mu_i\}$. The dimensions of $Y$, $U$, and $\theta$ are $n = IJ$, $m = IJ + J$, and $q = I + 2$, respectively.

In the next proposition, we verify the crucial tightness assumption that allows us to apply Proposition 2. The proof can be found in Appendix D in the supplementary document.

**PROPOSITION 3.** Under a repeated measures ANOVA model, suppose that $\text{vec}(E)$ and $Z$ are independent, spherically distributed random vectors on $\mathbb{R}^{IJ}$ and $\mathbb{R}^J$, respectively. Then the collection of probability measures (5) indexed by $\epsilon$ is tight.

**REMARK 7.** The additional distributional assumption for $\text{vec}(E)$ and $Z$ is made for ease of theoretical justification. A spherically distributed variate $S$ is subject to a unique factorization $S = RV$, where $V$ is uniform on the unit sphere and $R$ is a positive, continuous random
variable (Fang, Kotz and Ng, 1990). Common examples of spherical distributions are multivariate Gaussian and $t$ distributions, which are popular choices of error distributions for linear models (Fraser and Ng, 1980).

**Remark 8.** The proof of Proposition 3 in Appendix D in the supplementary document can be adapted to handle unbalanced designs (i.e., $i = 1, \ldots, I_j$ where $I_j$’s may not be identical for different $j$’s) or even more general linear mixed-effects models considered by Cisewski and Hannig (2012). We only need to modify the definition of $\beta$ that appears in (S.30) from the supplementary document to include all fixed effects and scale parameters for random effects, and correspondingly the definition of $W(z)$.

Pointwise evaluation of the fiducial density (36) requires formulas for the Jacobian matrices. Under the repeated measures ANOVA model, $\nabla_u G(u, \theta)$ and $\nabla_{\theta} G(u, \theta)$ have blocked matrix representations corresponding to the partitions of $U$ and $\theta$ in (53):

$$\nabla_u G(u, \theta) = (I_J \otimes \sigma_z 1_I : \sigma_e 1_{IJ}),$$

$$\nabla_{\theta} G(u, \theta) = (1_I \otimes u_I : Z \otimes 1_I : \text{vec}(E)).$$

Note that the dimensions of $\nabla_u G$ and $\nabla_{\theta} G$ are $IJ \times (IJ + J)$ and $IJ \times (I + 2)$. Naively evaluating the fiducial density and applying the manifold MCMC update incur matrix operations up to $O(I^3J^3)$ complexity, which can be prohibitively expensive when $I$ or $J$ is large. In Appendix E of the supplementary document, we demonstrate that the computational cost can be reduced to $O(I^3J)$ thanks to the specific structure of (54).

**5.2 Empirical Data: Orthodontic Growth**

Using the orthodontic growth data (Potthoff and Roy, 1964), we apply the manifold RWM algorithm to sample from the fiducial limiting density (36). The data set contains measures of the distance between the pituitary and pterygomaxillary fissures for a total number of 27 children, including 16 males and 11 females. Measures were obtained every two years from age 8 to 14, resulting in four measures per child. Only the female subsample ($I = 4$ and $J = 11$) was considered in the our illustration. The distributions of random components are set to $Z \sim \mathcal{N}(0, I_J)$ and $\text{vec}(E) \sim \mathcal{N}(0, I_{IJ})$. For comparison purposes, we also conduct Bayesian inference with a weakly informative prior per the recommendation of Gelman (2006). Specifically, improper uniform priors were specified for $\mu_1, \ldots, \mu_4$ and $\log \sigma_z$; a half-Cauchy prior with scale 34.5 was used for $\sigma_z$, in which the Cauchy scale was set to three times the range of the data (see, e.g., Cisewski and Hannig, 2012).

To sample from (36) using Algorithm 1, the proposal scale of the Gaussian random walk was set to $\delta = 1.05$.

After discarding the first 10000 cycles to remove the influence of an arbitrary starting state, we obtain an empirical acceptance rates of 0.4882 out of 20000 retained MCMC cycles. The tolerance and the maximum iterations of the Newton solver were set to $10^{-6}$ and 50, respectively. Using the same numbers of burn-in and retained cycles, a slice-within-Gibbs sampler was employed to simulate from the augmented posterior distribution of $\theta$ and $Z$. Both sampling algorithms were implemented in MATLAB (2021), and the source code is available upon request.

Trace plots of the generated Markov chains were displayed in the first row of Figure 4; note that we plot the logarithms of the scale parameters $\sigma_z$ and $\sigma_e$. All the twelve reported univariate sample paths appear to be stationary. The effective sample size (ESS; Gelman et al., 2013, Chapter 11) statistics (upon rounding to integers) range from 1114 to 7807 for fiducial samples generated by the manifold sampler, and from 314 to 8157 for posterior samples generated by the slice-within-Gibbs sampler. For both MCMC samplers, lower ESS statistics were observed for the treatment mean parameters. Except for $\log \sigma_e$, i.e., the log-scale parameter for the interaction effect, the manifold RWM sampler yields higher ESS than the slice-within-Gibbs sampler, indicating better sampling efficiency.

We compare marginal GFDs and posteriors for each of the six parameters in the second row of Figure 4. For treatment mean parameters $\mu_1, \ldots, \mu_4$ and the interaction log-scale parameter $\log \sigma_e$, the two sets of distributions are almost identical. In the meantime, the posterior for the subject log-scale parameter $\log \sigma_z$ appears to concentrate on slightly higher values compared to the corresponding GFDs. The same pattern can be identified by contrasting the 90% highest density interval estimators.

6. **CONCLUDING REMARKS**

In the present paper, we approach Bayesian inference and GFI from a differential geometric perspective. Conditional on the observed data, a statistical model with a smooth DGE (meeting Assumption 2) defines a submanifold within the joint space of random components $u$ and parameters $\theta$—namely, the data generating manifold. A Bayesian posterior or a GFD corresponds to the $\theta$-marginal for a joint distribution of $u$ and $\theta$ that is supported on the data generating manifold and has an absolutely continuous density with respect to the intrinsic measure of the manifold. Moreover, the data generating manifold can be equivalently represented by its projection on the space of random components $u$. We also demonstrate that manifold MCMC samplers can be utilized to construct Monte Carlo approximations to the GFD in an empirical example.
Taking an alternative, yet still differential geometric, perspective on GFI, Murph, Hannig and Williams (2022b) defined a GFD whose parameter space $\Theta$ itself is a manifold. In contrast to this paper, where the GFD is defined as the limiting measure of an ambient distribution constrained to a sequence of shrinking sublevel sets (an extrinsic perspective), Murph, Hannig and Williams (2022b) define their distribution directly on the manifold (an intrinsic perspective) using the smooth local structure. Whenever the dimension of the random component and the observed data are the same ($m = n$), Theorem 3.1 from Hwang (1980) can be used to calculate an extrinsic analogue of the GFD from Murph, Hannig and Williams (2022b). Under some regularity conditions, Murph, Hannig and Williams (2022b) showed that these extrinsic and intrinsic perspectives converge in the local limit. A natural extension of the main result of this paper is to extend Proposition 2 to additionally handle a constrained parameter space, which can be seen as both a generalization of the result from Murph, Hannig and Williams (2022b) (for $m > n$), and as an alternative, extrinsic perspective using limiting measures.

SUPPLEMENTARY MATERIAL

Supplementary Document for “A Geometric Perspective on Bayesian and Generalized Fiducial Inference”

The supplementary document contains proofs of the theoretical results and additional computational details for the repeated ANOVA example (Section 5).
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Appendix A
Proof of Theorem 1

The proof proceeds in two stages. We first establish the limit when restricting the sequence of probability measures on a compact tubular neighborhood of the manifold $\mathcal{M}$ (Section A.1). The result is then extended to the entire ambient space $\mathcal{X}$ using the tightness assumption (Section A.2).

A.1 On a Compact Tubular Neighborhood

Let $N_x\mathcal{M}$ be the normal space of $\mathcal{M}$ at $x \in \mathcal{M}$, and $N\mathcal{M} = \{(x, v) : x \in \mathcal{M}, v \in N_x\mathcal{M}\}$ be the normal bundle of $\mathcal{M}$. By the Tubular Neighborhood Theorem (Lee; 2013, Theorem 10.19), there exists a positive continuous function $\tau: \mathcal{M} \to (0, \infty)$ and a tubular neighborhood of $\mathcal{M}$ that is defined as the diffeomorphic image of the open set $V = \{(x, v) \in N\mathcal{M} : \|v\| < \tau(x)\}$ under the map $\chi: \mathcal{R}^d \times \mathcal{R}^d \to \mathcal{R}^d$, $\chi(x, v) \mapsto x + v$. We denote such a tubular neighborhood by $T = \chi(V)$ and its closure by $\overline{T}$.

Now intersect $\mathcal{M}$ with a compact set $K \subset \mathcal{X}$, resulting in $\mathcal{M}_K = \mathcal{M} \cap K$. Let the tubular neighborhood of $\mathcal{M}_K$ be $T_K = \chi(V_K)$ with the closure $\overline{T}_K$, where $V_K = \{(x, v) \in N\mathcal{M}_K : \|v\| < \tau(x)\}$, and $N\mathcal{M}_K = \{(x, v) : x \in \mathcal{M}_K, v \in N_x\mathcal{M}\}$ is the normal bundle of $\mathcal{M}_K$. Also define $\mathcal{M}_K^\varepsilon = \mathcal{M}^\varepsilon \cap \overline{T}_K = \{x \in \overline{T}_K : \|h(x)\| \leq \varepsilon\}$ be the $\varepsilon$-fattening of $\mathcal{M}_K$ within $\overline{T}_K$. Without loss of generality, suppose that Assumption 1 ii) is satisfied with $\mathcal{M}_K$ and $\mathcal{M}_K^\varepsilon$ replacing $\mathcal{M}$ and $\mathcal{M}^\varepsilon$. Our goal is to show that, for all bounded continuous function $g: \mathcal{X} \to \mathcal{R}$,

$$
\varepsilon^{-n} \int_{\mathcal{M}_K^\varepsilon} g(x)a(x)dx \to \frac{\pi^{n/2}}{\Gamma(n + 1/2)} \int_{\mathcal{M}_K} g(x)a(x) \det \left( \nabla h(x) \nabla h(x)^\top \right)^{-1/2} \lambda_M(dx) \quad (S.1)
$$

as $\varepsilon \downarrow 0$. It follows from (S.1) and the Portmanteau Lemma that the probability measures $\{P_\varepsilon|_{\overline{T}_K}\}$ converges weakly to $P_0|_{\mathcal{M}_K}$, in which $P|_A$ stands for the restriction of measure $P$ on $A$.

By definition, any $x \in \overline{T}_K$ is subject to a unique decomposition $x = s + Q(s)t$ where $s \in \mathcal{M}_K$, $t$ in some compact neighborhood of 0, and $Q(s)$ is a $d \times n$ orthonormal basis matrix for the range of $\nabla h(s)^\top$ that varies smoothly in $s$. Introduce the shorthand notation $a(s, t) = a(s + Q(s)t)$; $g(s, t)$ and $h(s, t)$ are similarly defined. Following Weyl
(1939), we have
\[
\int_{\mathcal{M}_K} g(x)a(x)dx = \int_K \left[ \int_{\mathcal{M}_s} g(s,t)a(s,t)J(s,t)dt \right] \lambda_M(ds).
\]  
(S.2)

In (S.2), $\mathcal{M}_s = \{ t \in \mathbb{R}^n : \|Q(s)t\| \leq \tau(s), \|h(s,t)\| \leq \varepsilon \}$ is the s-section of $\mathcal{M}_K$. $J(s,t) = \det(K(s,t))$, and the $(d-n) \times (d-n)$ matrix $K(s,t)$ has elements $K_{\alpha\beta}(s,t) = \mathbb{I}_{\{\alpha=\beta\}} + \sum_{i=1}^n t_iG_{\alpha}^\beta(i; s)$, where $\alpha, \beta \in \{1, \ldots, d-n\}$, $t_i$ is the $i$th coordinate of $t$, and $G_{\alpha}^\beta(i; s)$ denotes the coefficients of the second fundamental form in the $i$th direction of the normal space at $s$. While the detailed expression of $J(s,t)$ is not used in the sequel, we do need the obvious fact that $J(s,0) = \det(t_{d-n}) = 1$. It remains to show that
\[
\varepsilon^{-n} \int_{\mathcal{M}_s^\varepsilon} g(s,t)a(s,t)J(s,t)dt \rightarrow \frac{\pi^{n/2}}{\Gamma(1+n/2)}g(s,0)a(s,0) \det(\nabla h(s)\nabla h(s)^\top)^{-1/2}
\]  
(S.3)

for each $s \in \mathcal{M}_K$, because (S.1) is a consequence of (S.3) by the Dominated Convergence Theorem.

Fix $s \in \mathcal{M}_K$. We proceed to find a region that approximates $\mathcal{M}_s^\varepsilon$ for sufficiently small $\varepsilon$'s. By the twice continuous differentiability of $h$, we have the Taylor series expansion of $h(s,t)$ at $t = 0$:
\[
h(s,t) = H_0(s)t + \xi(s,t),
\]  
(S.4)
in which
\[
H_t(s) = \nabla_t h(s,t) = \nabla h(s + Q(s)t)Q(s)
\]  
(S.5)
is the directional derivative of $h$ along $t$, and the remainder $\xi(s,t)$ satisfies $\|\xi(s,t)\| = o(\|t\|)$ (uniformly for $s \in \mathcal{M}_K$). Let $\hat{\mathcal{M}}_s^\varepsilon = \{ t \in \mathbb{R}^n : \|H_0(s)t\| \leq \varepsilon \}$, which is an ellipsoid in $\mathbb{R}^n$. Because $H_0(s)$ is of full rank and $\mathcal{M}_K$ is compact, $\|H_0(s)t\|$ is bounded from below by a constant multiple of $\|t\|$; therefore, $\hat{\mathcal{M}}_s^\varepsilon$ is contained in the tubular neighborhood $\mathcal{T}_K$ when $\varepsilon$ is sufficiently small. By the volume formula for ellipsoids,
\[
\text{vol}\{\hat{\mathcal{M}}_s^\varepsilon\} = \int_{\hat{\mathcal{M}}_s^\varepsilon} dt = \frac{\pi^{n/2}\varepsilon^n}{\Gamma(1+n/2)}\det(H_0(s)^\top H_0(s))^{-1/2}
\]
\[
= \frac{\pi^{n/2}\varepsilon^n}{\Gamma(1+n/2)}\det(\nabla h(s)\nabla h(s)^\top)^{-1/2}.
\]  
(S.6)
The last equality of (S.6) follows from
\[
\det(H_0(s)^\top H_0(s)) = \det(Q(s)^\top Q(s)R(s)R(s)^\top Q(s))^\top Q(s)) = \det(R(s)R(s)^\top)
\]
\[
= \det(R(s)^\top R(s)) = \det((\nabla h(s))^\top \nabla h(s))^\top)
\]
(S.7)
in which \(\nabla h(s)^\top = Q(s)R(s)\) is the expansion of \(\nabla h(s)^\top\) on the basis \(Q(s)\), and
\(H_0(s) = \nabla h(s)Q(s)\) by (S.5).

To establish (S.3), note that
\[
\varepsilon^{-n} \left| \int_{\hat{M}_s^\varepsilon} g(s,t)a(s,t)J(s,t)dt - g(s,0)a(s,0) \int_{\hat{M}_s^\varepsilon} dt \right|
\]
\[
\leq \varepsilon^{-n} \left| \int_{\hat{M}_s^\varepsilon} |g(s,t)a(s,t)J(s,t) - g(s,0),a(s,0)| dt \right|
\]
(\(I\))
\[
+ \varepsilon^{-n} \int_{\hat{M}_s^\varepsilon \triangle \hat{M}_s^\varepsilon} \left| g(s,t)a(s,t)J(s,t) \right| dt
\]
(\(II\))
(S.8)
in which \(A \triangle B\) stands for the symmetric difference between sets \(A\) and \(B\). For reasons that
\(a(s,t), g(s,t), \text{ and } J(s,t)\) are all continuous at \(t = 0\) and that the ellipsoid \(\hat{M}_s^\varepsilon\) is compact,
\[
(\text{I}) \leq \sup_{t \in \hat{M}_s^\varepsilon} |g(s,t)a(s,t)J(s,t)dt - g(s,0)a(s,0)| \frac{\pi^{n/2}}{\Gamma(1 + n/2)} \det(\nabla h(s)^\top)_{1/2} \to 0.
\]
(S.9)

For (II), the Taylor expansion (S.4) allows us to find \(l(\varepsilon) \leq \varepsilon \leq u(\varepsilon)\) such that
\(u(\varepsilon) - l(\varepsilon) = o(\varepsilon), u(\varepsilon) \leq \varepsilon_0, \text{ and } \hat{M}_s^{l(\varepsilon)} \subseteq \hat{M}_s^\varepsilon \subseteq \hat{M}_s^{u(\varepsilon)}\) for sufficiently small \(\varepsilon\). We then have
\[
(\text{II}) \leq \varepsilon^{-n} \int_{\hat{M}_s^{l(\varepsilon)} \triangle \hat{M}_s^{u(\varepsilon)}} \left| g(s,t)a(s,t)J(s,t) \right| dt
\]
\[
\leq \sup_{t \in \hat{M}_s^{l(\varepsilon)} \triangle \hat{M}_s^{u(\varepsilon)}} \left| g(s,t)a(s,t)J(s,t) \right| \cdot \varepsilon^{-n} \int_{\hat{M}_s^{l(\varepsilon)} \triangle \hat{M}_s^{u(\varepsilon)}} dt.
\]
(S.10)

On the right-hand side of (S.10), the supremum is bounded by continuity and compactness;
the remaining part satisfies
\[
\varepsilon^{-n} \int_{\mathcal{M}^e \setminus \mathcal{M}_{\varepsilon}(\varepsilon)} dt = \frac{(u(\varepsilon)^n - l(\varepsilon)^n)\pi^{n/2}}{\varepsilon^n \Gamma(n + 1/2)} \det (\nabla h(s)\nabla h(s)^\top)^{-1/2} \to 0. \quad (S.11)
\]

As such, (II) \to 0 as \varepsilon \downarrow 0. The proof of (S.1) is now complete.

A.2 On the Ambient Space

By Prohorov’s Theorem, the tightness of \{P_\varepsilon\}, i.e., Assumption 1 iii), guarantees that \{P_\varepsilon\} contains converging subsequences. Let \{P_{\varepsilon_i}\} be a subsequence such that \varepsilon_i \downarrow 0 and \(P_{\varepsilon_i} \to P^*\) as \(i \to \infty\). Take a bounded \(P^*\)-continuity set \(B\) such that \(P^*\{B\} > 0\); this is possible because a single probability measure \(P^*\) is trivially tight and \(P^*\)-discontinuity sets are sparse. Again by tightness, we can find for each \(\eta \in (0, 1/2)\) a compact set \(K_\eta \subset \mathcal{X}\) such that \(K_\eta \uparrow \mathcal{X}\), and that \(B \cap \mathcal{M}^e \subset \overline{T}_{K_\eta}\) and \(P_\varepsilon\{\overline{T}_{K_\eta}\} \geq 1 - \eta\) for all sufficiently small \(\varepsilon\)’s. Using the shorthand notation \(b(x) = a(x) \det(\nabla h(x)\nabla h(x)^\top)^{-1/2}\), we have

\[
\left| \frac{\int_{B \cap \mathcal{M}} b(x)\lambda_M(dx)}{\int_{K_\eta \cap \mathcal{M}} b(x)\lambda_M(dx)} - P^*\{B\} \right| \leq \left| \frac{\int_{B \cap \mathcal{M}} b(x)\lambda_M(dx)}{\int_{K_\eta \cap \mathcal{M}} b(x)\lambda_M(dx)} - \frac{P_{\varepsilon_i}\{B \cap \overline{T}_{K_\eta}\}}{P_{\varepsilon_i}\{\overline{T}_{K_\eta}\}} \right| + \frac{P_{\varepsilon_i}\{B \cap \overline{T}_{K_\eta}\}}{P_{\varepsilon_i}\{\overline{T}_{K_\eta}\}} + \frac{|P_{\varepsilon_i}\{B\} - P^*\{B\}|}{(I)} \quad (S.12)
\]

When \(i\) is sufficiently large, (I) can be made arbitrarily small, say (I) \leq \eta, by the result having been proved in Section A.1, (II) \leq \eta P_{\varepsilon_i}\{B\}/(1 - \eta) \leq 2\eta \text{ for all } \eta \in (0, 1/2) \text{ by tightness, and (III) } \leq \eta \text{ due to the weak convergence of the subsequence and the Portmanteau Lemma. Altogether (S.12) } \leq 4\eta \text{ when } i \text{ is sufficiently large. The left-hand side of (S.12) then vanishes as we send } \eta \text{ to } 0. \text{ Together with the positivity of } P^*\{B\} \text{ and } \int_{B \cap \mathcal{M}} b(x)\lambda_M(dx), \text{ we have } \int_{\mathcal{M}} b(x)\lambda_M(dx) = \lim_{\eta \downarrow 0} \int_{K_\eta \cap \mathcal{M}} b(x)\lambda_M(dx) < \infty. \text{ The integrability of } b(x) \text{ with respect to } \lambda_M \text{ further allows us to apply the previous argument to any bounded } P^*\text{-continuity sets } B' \text{ with } P^*\{B'\} = 0. \text{ We then conclude that } P_0 \text{ and } P^* \text{ coincides on all bounded } P^*\text{-continuity sets.}

Let \(\mathcal{P} = \{\text{all bounded } P^*\text{-continuity sets}\}\
\text{ is closed under finite intersections and thus a } \pi\text{-system. Dynkin’s } \pi\text{-}\lambda \text{ Theorem therefore extends the equity of } P_0 \text{ and } P^* \text{ on all}

Borel sets. It further implies that the full sequence $P_\varepsilon$ converges weakly to $P_0$ as the converging subsequence $\{P_{\varepsilon_i}\}$ is arbitrarily chosen. We now conclude the proof of Theorem 1.
Appendix B

Proof of Lemma 1

Under Assumption 2, we have $\nabla_\theta G(u, \theta) \top [G(u, \theta) - y] = 0$ for all $(u^\top, \theta^\top)^\top \in G(y)$, which is the first-order condition for minimizing $\|G(u, \theta) - y\|^2 / 2$ with respect to $\theta$. By Assumption 2 and the Implicit Function Theorem (Rudin; 1964, Chapter 9), there exists a unique, twice continuously differentiable function $\hat{\theta}(y, u)$ such that

$$ \nabla_\theta G(u, \hat{\theta}(y, u))^\top [G(u, \hat{\theta}(y, u)) - y] = 0 \quad (S.13) $$

for all $u$ in some neighborhood of $\mathcal{U}(y)$. The isomorphism between $G(y)$ and $\mathcal{U}(y)$ follows from the uniqueness of $\hat{\theta}(y, u)$ for all $u \in \mathcal{U}(y)$.

Project $G(u, \theta) - y$ to the range and null spaces of $\nabla_\theta G(u, \theta)$, respectively:

$$ G(u, \theta) - y = \nabla_\theta G(u, \theta) \left( \nabla_\theta G(u, \theta)^\top \nabla_\theta G(u, \theta) \right)^{-1} \nabla_\theta G(u, \theta)^\top [G(u, \theta) - y] 
+ \nabla_\theta G(u, \theta) \nabla_\theta G(u, \theta)^\top [G(u, \theta) - y], \quad (S.14) $$

in which the $n \times (n - q)$ matrix $\nabla_\theta G(u, \theta)$ can be any orthogonal complement of $\nabla_\theta G(u, \theta)$ with orthonormal columns. Upon replacing $\theta$ by $\hat{\theta}(y, u)$, the first term on the right-hand side of (S.14) vanishes due to (S.13). Hence, for any $\epsilon \geq 0$, $\|G(u, \hat{\theta}(y, u)) - y\| = \epsilon$ is equivalent to $\|h(u)\| = \epsilon$ with

$$ h(u) = \nabla_\theta G(u, \hat{\theta}(y, u))^\top [G(u, \hat{\theta}(y, u)) - y], \quad (S.15) $$

which justifies (23). $h(u)$ is twice continuously differentiable, which follows from the three-time continuous differentiability of $G$ and the full-rank assumption for $\nabla_\theta G$.

Moreover, note that

$$ \nabla h(u) = \nabla_\theta G(u, \hat{\theta}(y, u))^\top \nabla_u G(u, \hat{\theta}(y, u)) \quad (S.16) $$

for all $u \in \mathcal{U}(y)$. As $\nabla_u G(u, \hat{\theta}(y, u))$ is assumed to have a full row rank, the rank of $\nabla h(u)$ equals to $n - q$, and thus $h(u)$ is a submersion.

Before establishing (25) that translates between the intrinsic measures $\lambda_{\mathcal{U}(y)}$ and $\lambda_{\mathcal{V}(y)}$, we briefly introduce the notion of local parameterization. For a differentiable submanifold $\mathcal{M} \subset \mathcal{R}^d$ of dimension $l$, $l < d$, we are guaranteed to have a collection of local
diffeomorphisms—called coordinate charts—that map elements of an open cover of $\mathcal{M}$ to subsets of an $l$-dimensional Euclidean space. The inverse of the diffeomorphic map is often referred to as a local parameterization of $\mathcal{M}$. Local integration over a set on $\mathcal{M}$ can be computed by fixing a coordinate chart that covers this set and performing the usual Lebesgue integration on the Euclidean space pushed forward by the diffeomorphism. Local integration is extended to global integration via a smooth partition of unity: a collection of weighting functions that allow one piece together the local integrals. Precise definitions of the aforementioned terms can be found in, e.g., Lee (2013).

Let $u(\omega)$ denote a smooth local parameterization of the manifold $\mathcal{U}(y)$. We have

$$\lambda_{\mathcal{U}(y)}(du) = \det \left( \nabla u(\omega)^\top \nabla u(\omega) \right)^{1/2} d\omega$$

$$= \frac{\det \left( \nabla u(\omega)^\top \nabla u(\omega) \right)^{1/2} \det \left( \nabla u(\omega)^\top \nabla u(\omega) + \nabla u(\omega)^\top \nabla_\theta \hat{\theta}(y, u(\omega)) \nabla_\theta \hat{\theta}(y, u(\omega)) \nabla u(\omega) \right)^{1/2}}{\det \left( \nabla u(\omega)^\top \nabla u(\omega) \right)^{1/2}} \lambda_{\mathcal{U}(y)}(du, d\theta). \quad \text{(S.17)}$$

In (S.17), we have

$$\nabla_\theta \hat{\theta}(y, u) = - \left[ \nabla_\theta G(u, \hat{\theta}(y, u)) \nabla_\theta G(u, \hat{\theta}(y, u)) \right]^{-1} \nabla_\theta G(u, \hat{\theta}(y, u)) \nabla_\theta G(u, \hat{\theta}(y, u)),$$

(S.18)

for $u \in \mathcal{U}(y)$, which is obtained by differentiating (S.13) with respect to $u$.

Our remaining task is to show that the ratio in the last line of (S.17) equals to $D(u, \theta)^{-1/2}$. Dependencies on $u$ and $\theta$ are dropped for the rest of the appendix to simplify the notation. By the Matrix Determinant Lemma and (S.18),

$$\det \left( \nabla u^\top \nabla u + \nabla u^\top \nabla_\theta \hat{\theta} \nabla_\theta \hat{\theta} \right) = \left( \nabla u^\top \nabla u \right) \cdot \det \left( \nabla u^\top \nabla u \nabla_\theta \hat{\theta} \nabla_\theta \hat{\theta} \right) = \left( \nabla u^\top \nabla u \right) \cdot \det \left( \nabla u^\top \nabla u \nabla_\theta \hat{\theta} \nabla_\theta \hat{\theta} \left[ \nabla_\theta G^\top \nabla_\theta G \nabla_\theta G^\top \nabla_\theta G \left( \nabla_\theta G^\top \nabla_\theta G \right)^{-1} \right]^{-1} \right).$$

(S.19)
It further suffices to show that $\tilde{D} = D$. Note that $\tilde{D}$ depends on $\nabla u$ only through the projection matrix $\nabla u(\nabla u^T \nabla u)^{-1} \nabla u^T$, so $\tilde{D}$ is invariant to difference choices of $\nabla u$. We proceed to set

$$\nabla u = (K : L), \quad \text{(S.20)}$$

in which $K$ is an $m \times (m - n)$ orthogonal complement of $\nabla_u G^T$ with orthonormal columns (i.e., $K^T \nabla_u G^T = 0$ and $K^T K = I_{m-n}$) and $L = \nabla_u G^T (\nabla_u G \nabla_u G^T)^{-1} \nabla_\theta G$ with dimension $m \times q$. To see that (S.20) is a valid choice of $\nabla u$, we first note that $(K : L)$ has a full column rank equal to $m - n + q$: This is because $L$ is of full column rank by Assumption 2 ii) and $K^T L = 0$. Moreover,

$$\nabla_\theta G^T \nabla_u G (K : L) = \nabla_\theta G^T (0 : \nabla_\theta G) = 0,$$

so $(K : L)$ is perpendicular to the $m \times (n - q)$ matrix $\nabla_u G^T \nabla_\theta G$ that spans the normal space of $U(y)$. Our choice of $\nabla u$ allows us to simplify $\tilde{D}$ to

$$\begin{aligned}
\tilde{D} &= \det \left( \iota_q + (L^T L)^{-1} \right) = \det \left( \iota_q + \left[ \nabla_\theta G^T (\nabla_u G \nabla_u G^T)^{-1} \nabla_\theta G \right]^{-1} \right) = D. \quad \text{(S.22)}
\end{aligned}$$

The proof of the lemma is complete.

---

\(^3\)Assumption 2 ii) implies that $m \geq n$; if $m = n$, simply remove $K$ from (S.20).
Appendix C

Proof of Propositions 1 and 2

C.1 Proof of Proposition 1

(33) is a direct consequence of Theorem 1. To establish (34), we apply the Matrix Determinant Lemma twice to (26):

\[
D = \frac{\det \left( \iota_q + \nabla G \nabla^T G \left( \nabla G \nabla^T G \right)^{-1} \nabla G \right)}{\det \left( \nabla G \nabla^T G \left( \nabla G \nabla^T G \right)^{-1} \nabla G \right)}
= \frac{\det \left( \nabla G \nabla^T G + \nabla G \nabla^T G \right)}{\det \left( \nabla G \nabla^T G \right) \det \left( \nabla G \nabla^T G \left( \nabla G \nabla^T G \right)^{-1} \nabla G \right)}. \tag{S.23}
\]

(34) immediately follows from (S.23) and the change of measure in Lemma 1.

To arrive at the last statement of Proposition 1, we apply the smooth co-area formula (Chavel; 2006, Section III.8): For any measurable \( B \subseteq \Theta \),

\[
\int_{\hat{\theta}(y,u) \in B} \tilde{f}_B(u) \lambda_u(y)(du) = \int_B \left[ \int \frac{\tilde{f}_B(u)}{\det \left( \nabla \hat{\theta}^T |_{T_u \mathcal{U}(y)} \nabla u \nabla^T |_{T_u \mathcal{U}(y)} \right)^{1/2} \lambda_{\hat{\theta}}(y)} d\theta \right] d\theta, \tag{S.24}
\]

in which \( \nabla \hat{\theta}^T |_{T_u \mathcal{U}(y)} \) stands for the projection of the \( m \times q \) dimensional \( \nabla \hat{\theta}^T \) onto the \( (m - n + q) \)-dimensional tangent space of \( \mathcal{U}(y) \) at \( u \). Choosing (S.20) as the basis for \( T_u \mathcal{U}(y) \), we have

\[
\det \left( \nabla \hat{\theta}^T |_{T_u \mathcal{U}(y)} \nabla u \nabla^T |_{T_u \mathcal{U}(y)} \right) = \det \left( \nabla G \nabla^T G \left( \nabla G \nabla^T G \right)^{-1} \nabla G \right)^{-1}. \tag{S.25}
\]

Therefore, the bracketed term on the right-hand side of (S.24) can be further written as

\[
\int \frac{\tilde{f}_B(u)}{\det \left( \nabla \hat{\theta}^T |_{T_u \mathcal{U}(y)} \nabla u \nabla^T |_{T_u \mathcal{U}(y)} \right)^{1/2} \lambda_{\hat{\theta}}(y)} d\theta \propto \pi(\theta) \left[ \int \frac{\rho(u)}{\det \left( \nabla G \nabla^T G \right)^{1/2} \lambda_{\hat{\theta}}(y)} d\theta \right], \tag{S.26}
\]

which is proportional to the posterior density due to (31).

C.2 Proof of Proposition 2

(35) is a direct consequence of Theorem 1. To establish (36), we derive an
expression for \( \det \left( \nabla G^\top \nabla_u G \nabla_u G^\top \nabla G \right) \) that does not explicitly involve the orthogonal complement \( \nabla G \). Let \( A = (\nabla G : \nabla G) \), which is a full-rank square matrix with dimension \( n \times n \). Applying the Schur Determinant Identity to \( A^\top \nabla_u G \nabla_u G^\top A \), we obtain

\[
\det ( A^\top \nabla_u G \nabla_u G^\top A ) = \det (A)^2 \det (\nabla G^\top \nabla G) = \det (\nabla G^\top \nabla G) \det (\nabla G^\top \nabla G) - 1 \nabla G^\top \nabla G \]

\[
\cdot \det \left( \nabla G^\top \nabla G \left[ \nabla G^\top \nabla G (\nabla G^\top \nabla G)^{-1} \nabla G \nabla G^\top \nabla G \right] \nabla G^\top \nabla G \right)
\]

\[
= \det \left( \nabla G^\top \nabla G (\nabla G^\top \nabla G)^{-1} \nabla G \right) \det \left( \nabla G^\top \nabla G \right) \left( \nabla G^\top \nabla G \right)^2
\]

\[
= \frac{\det \left( \nabla G^\top \nabla G \right) \det \left( \nabla G^\top \nabla G \right) - 1 \nabla G^\top \nabla G \} \right), \tag{S.27}
\]

which follows from (S.20) and (S.21). (S.27) and the equality \( \det (A)^2 = \det (\nabla G^\top \nabla G) \) imply that

\[
\det \left( \nabla G^\top \nabla G \right) \det \left( \nabla G^\top \nabla G \right) - 1 \nabla G^\top \nabla G \}
\]

\[
= \frac{\det \left( \nabla G^\top \nabla G \right) \det \left( \nabla G^\top \nabla G \right) - 1 \nabla G^\top \nabla G \} \right), \tag{S.28}
\]

(36) is then deduced from (S.23), (S.28), and Lemma 1.

Similar to (S.24)–(S.26), the last statement of Proposition 2 also follows directly from the smooth co-area formula:

\[
\int_{\bar{\theta}(y,u) \in \bar{B}} \check{f}_F(u) \lambda_{u(y)}(du) = \int_B \left[ \int \frac{\check{f}_F(u)}{\det \left( \nabla \bar{\theta}_{|_{T_u U(y)}} \nabla_u \bar{\theta}_{|_{T_u U(y)}} \right)^{1/2}} \lambda_{u(y)}(du) \right] d\bar{\theta}. \tag{S.29}
\]

The bracketed term in (S.29) gives the density of \( \bar{\theta}(y,u) \), which is proportional to (37) as a result of (S.28).
Appendix D

Proof of Proposition 3

For succinctness, we treat $E$ as an $IJ \times 1$ vector throughout this proof, replacing the notation $\text{vec}(E)$ in the main text. The repeated-measures ANOVA model can then be expressed in matrix form as

$$Y = (1_J \otimes \iota_I)\mu + \sigma_z (\iota_J \otimes 1_I)Z + \sigma_e E$$

$$= W(Z)\beta + \sigma_e E.$$  

(S.30)

in which$^4 W(z) = (1_J \otimes \iota_I : (\iota_J \otimes 1_I)z) \in \mathcal{R}^{I+1}$ and $\beta = (\mu^\top, \sigma_z)^\top$. Also let $\overline{W}(z) \in \mathcal{R}^{IJ-I-1}$ be an orthogonal complement of $W(z)$ with orthonormal columns, and $r(y, z) = \overline{W}(z)\overline{W}(z)^\top y$ be the projection of $y$ onto the null space of $W(z)$—equivalently, the residual after regressing $y$ on $W(z)$.

We proceed to characterize the set

$$C_\varepsilon(y, z) = \{e \in \mathcal{R}^{IJ} : \min_{\beta, \sigma_e} \|W(z)\beta + \sigma_e e - y\| \leq \varepsilon\},$$  

(S.31)

There are two cases to consider. First, if $\|r(y, z)\| \leq \varepsilon$, then $C_\varepsilon(y, z) = \mathcal{R}^{IJ}$ because the minimum of $\|W(z)\beta - y\|$ (i.e., fixing $\sigma_e$ at 0) is already no greater than $\varepsilon$. Second, if $\|r(y, z)\| > \varepsilon$, then the least-square solution of $\sigma_e$ (i.e., $\hat{\sigma}_e$) corresponding to $e \in C_\varepsilon(y, z)$ must be non-zero. We claim that $C_\varepsilon(y, z)$ in the second case is equivalent to

$$\tilde{C}_\varepsilon(y, z) = \{[r(y, z) + e_1]\alpha + e_2 : e_1 \in n(W(z)), \|e_1\| \leq \varepsilon, \alpha \neq 0, e_2 \in r(W(z))\},$$  

(S.32)

in which $r(A)$ and $n(A)$ denote the range and null space for the columns of $A$. To see this, first take $e \in C_\varepsilon(y, z)$, which satisfies $y = W(z)\hat{\beta} + \hat{\sigma}_e e + \varrho$ with some $\varrho \in \mathcal{R}^{IJ}$ such that $\|\varrho\| \leq \varepsilon$. Because $\hat{\sigma}_e \neq 0$, we have

$$e = \overline{W}(z)\overline{W}(z)^\top \left(\frac{y - \varrho}{\hat{\sigma}_e}\right) + [\iota_{IJ} - \overline{W}(z)\overline{W}(z)^\top] \left(\frac{y - \varrho}{\hat{\sigma}_e}\right) - \frac{W(z)\hat{\beta}}{\hat{\sigma}_e}$$

$$= [r(y, z) - \overline{W}(z)\overline{W}(z)^\top \varrho]_{e_1} \frac{\sigma_e^{-1}}{\alpha} + [\iota_{IJ} - \overline{W}(z)\overline{W}(z)^\top] \left(\frac{y - \varrho}{\hat{\sigma}_e}\right) - \frac{W(z)\hat{\beta}}{\hat{\sigma}_e},$$  

(S.33)

$^4W(z)$ is rank deficient (with rank $I < I + 1$) when $z$ is a multiple of $1_J$. 
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which can be identified as an element in $\tilde{C}_\varepsilon(y, z)$. Conversely, take $e \in \tilde{C}_\varepsilon(y, z)$ so that $e = (r(y, z) + e_1)\alpha + W(z)\beta_1$ for some $\alpha \neq 0$, $\beta_1 \in \mathcal{R}^{J+1}$, and $e_1 \in n(W(z))$ such that $\|e_1\| \leq \varepsilon$. As $r(y, z) = y - W(z)\beta_2$ for some $\beta_2 \in \mathcal{R}^{J+1}$, we let $\beta = \beta_1 - \beta_2\alpha$ and therefore have

$$\|y + \frac{W(z)\beta}{\alpha} - \frac{e}{\alpha}\| = \|e_1\| \leq \varepsilon,$$

which implies $e \in C_{\varepsilon}(y, z)$. Geometrically, $\tilde{C}_\varepsilon(y, z)$ in (S.32) is the Cartesian product of $r(W(z))$ and a double (spherical) cone in $n(W(z))$ centered at the origin. This is because in (S.32) $r(y, z) + e_1$ with $\|e_1\| \leq \varepsilon$ falls within an $\ell_2$-ball around $r(y, z)$ with radius $\varepsilon < r(y, z)$; therefore, points that are multiples of $r(y, z) + e_1$ form a spherical cone with central angle $\sin^{-1}(\varepsilon/\|r(y, z)\|)$.

Our final task is to find compact sets $K \in \mathcal{R}^J$ and $L \in \mathcal{R}^{IJ}$ such that the ratio

$$\frac{P\{\{E \in C_{\varepsilon}(y, Z) \cap L\} \cap \{Z \in K\}\}}{P\{E \in C_{\varepsilon}(y, Z)\}}$$

(S.35)

can be made arbitrarily close to 1. Taking advantage of the spherical symmetry in our setup, let $K \in \mathcal{R}^J$ and $L \in \mathcal{R}^{IJ}$ be closed $\ell_2$-balls centered at the origin. Because $E$ follows a spherical distribution independent of $Z$ and $C_{\varepsilon}(y, z)$ is spherically symmetric,

$$P\{E \in C_{\varepsilon}(y, z) \cap L\} = P\{E \in L\} \cdot \varpi(y, z, \varepsilon),$$

(S.36)

where $\varpi(y, z, \varepsilon) \in (0, 1]$ is equal to 1 if $\|r(y, z)\| \leq \varepsilon$ and otherwise is a monotonically increasing function of the spherical cone’s central angle. Because $Z$ also follows a spherical distribution, let $Z = R_zV_z$ where $V_z \in \mathcal{R}^J$ is uniform on the unit sphere and $R_z > 0$ is independent of $V_z$. The earlier geometric analysis reveals that the central angle of the spherical cone depends only on $V_z$ but not $R_z$. It follows that

$$P\{\{E \in C_{\varepsilon}(y, Z) \cap L\} \cap \{Z \in K\}\} = \int_K P\{E \in C_{\varepsilon}(y, z) \cap L\} Z = z \} P(dz)$$

$$ = P\{E \in L\} \int_K \varpi(y, z, \varepsilon)P(dz) = P\{E \in L\} \int \varpi(y, v_z, \varepsilon)dP(dv_z) \int_0^{\gamma(K)} dP(dr_z),$$

(S.37)

in which $v_z$ and $r_z$ are respective realizations of $V_z$ and $R_z$, and $\gamma(K)$ denotes the radius of
Similarly,

\[ P \{ E \in C_\varepsilon(y, Z) \} = \int P \{ E \in C_\varepsilon(y, z) \mid Z = z \} P(dz) \]
\[ = \int \varpi(y, z, \varepsilon) P(dz) = \int \varpi(y, v_z, \varepsilon) dP(dv_z). \tag{S.38} \]

Hence, the ratio of (S.37) over (S.38) is

\[
\frac{P \{ E \in C_\varepsilon(y, Z) \cap L \cap \{ Z \in K \} \}}{P \{ E \in C_\varepsilon(y, Z) \}} = P\{ E \in L \} P\{ Z \in K \}, \tag{S.39}
\]

which is constant in \( \varepsilon \) and can be made arbitrarily close to 1.
Appendix E

Computational Complexity for Repeated-Measures ANOVA

E.1 Evaluating the Fiducial Density

When \( I, J > 1 \), \( IJ \geq I + 2 \). The matrix \( \nabla_u G \nabla_u G^\top + \nabla_\theta G \nabla_\theta G^\top \) is then a low-rank modification to the matrix \( \nabla_u G \nabla_u G^\top \), which allows us to use well-known linear algebraic results such as the Woodbury identity and Matrix Determinant Lemma to lessen the computational burden.\(^5\)

Because the schoolbook complexity for computing \( \text{det}(\nabla_\theta G^\top \nabla_\theta G) \), which appears as the first determinant term on the right-hand side of (36), is already \( O(I^3J) \), we focus on the second determinant term, i.e., (38) after applying the Matrix Determinant Lemma. Note that

\[
\nabla_u G \nabla_u G^\top = \iota J \otimes \left( \sigma_e^2 \iota I + \sigma_z^2 1_I 1_I^\top \right).
\]

(S.40) has a repetitive block-diagonal structure. The \( I \times I \) diagonal block

\[
\Omega = \sigma_e^2 \iota I + \sigma_z^2 1_I 1_I^\top
\]

is a rank-one modification to a diagonal matrix:

\[
\Omega^{-1} = \sigma_e^{-2} \iota I - \sigma_e^{-4} \sigma_z^2 (1 + I \sigma_e^{-2} \sigma_z^2)^{-1} 1_I 1_I^\top
\]

by the Woodbury formula and

\[
\text{det}(\Omega) = \sigma_e^2 I (1 + I \sigma_e^{-2} \sigma_z^2)
\]

by the Matrix Determinant Lemma. Therefore, solving the linear system \((\iota J \otimes \Omega)x = b\) for \(x, b \in \mathcal{R}^{IJ}\) takes only \(O(IJ)\) flops rather than \(O(I^3J^3)\) flops that would have been needed for an unstructured left-hand side matrix. This further reduces the computation of \(\nabla_\theta G(\nabla_u G \nabla_u G^\top)^{-1} \nabla_\theta G\) to \(O(I^3J)\) flops assuming the schoolbook complexity for matrix multiplication and determinant calculation. Because the first determinant in (38) takes also \(O(I^3J)\) flops to evaluate, the overall complexity of evaluating the fiducial density is \(O(I^3J)\) rather than \(O(I^3J^3)\).

E.2 Manifold MCMC Update

The complexity of the manifold RWM update is determined by two operations: finding an orthonormal basis for the null space of \( (\nabla_u G : \nabla_\theta G)^\top \) and projecting a point back to the manifold (i.e., Algorithm 2). The projection step solves linear equations with left-hand side matrices of the form\( \nabla_u G(u, \theta) \nabla_u G(u', \theta')^\top + \nabla_\theta G(u, \theta) \nabla_\theta G(u', \theta')^\top \), where \( u, u' \in \mathcal{R}^{(I+1)J} \), \( \theta, \theta' \in \mathcal{R}^{I+2} \): An argument similar to the previous paragraph shows that its complexity is \(O(I^3J)\).

\(^5\)For notational succinctness, we again suppress the dependency on \( u \) and \( \theta \).
An orthonormal basis matrix of the null space is routinely obtained via a full QR decomposition: For \((\nabla_u G : \nabla_\theta G)^\top\), it takes \(O(I^3 J^3)\) flops. Nevertheless, we can take advantage of the fact that \(\nabla_u G\) contains a \(IJ \times IJ\) diagonal block. In particular, it can be straightforwardly verified that

\[
\begin{pmatrix}
-\sigma_\epsilon \iota I + J + 2 \\
\iota J \otimes \sigma_z 1_I : \nabla_\theta G
\end{pmatrix}
\]

(S.41)

is an orthogonal complement of \((\iota J \otimes \sigma_z 1_I : \nabla_\theta G : \sigma_\epsilon \iota I J)^\top\), which becomes \((\nabla_u G : \nabla_\theta G)^\top\) after a suitable permutation of rows. The remaining task is to orthogonalizing and normalizing the columns of (S.41), which amounts to QR-factorizing \((\iota J \otimes \sigma_z 1_I : \nabla_\theta G)\) because the diagonal block \(-\sigma_\epsilon \iota I + J + 2\) already has orthogonal columns. Note that the projection matrix corresponding to \(\iota J \otimes \sigma_z 1_I\) is \(\iota J \otimes I^{-1} 1_I 1_I^\top\), which again has a repetitive block-diagonal structure. It then suffices to first project \(\nabla_\theta G\) to the null space of \(\iota J \otimes \sigma_z 1_I\) and then apply a QR decomposition, each of which takes only \(O(I^3 J)\) flops.
References

Chavel, I. (2006). *Riemannian Geometry: A Modern Introduction*, 2nd edn, Cambridge University Press.

Lee, J. (2013). *Introduction to Smooth Manifolds*, Graduate Texts in Mathematics, Springer New York.

Rudin, W. (1964). *Principles of Mathematical Analysis*, McGraw-Hill.

Weyl, H. (1939). On the volume of tubes, *American Journal of Mathematics* 61(2): 461–472.