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Abstract

In this paper we introduce a novel way of estimating prediction uncertainty in deep networks through the use of uncertainty surrogates. These surrogates are features of the penultimate layer of a deep network that are forced to match predefined patterns. The patterns themselves can be, among other possibilities, a known visual symbol. We show how our approach can be used for estimating uncertainty in prediction and out-of-distribution detection. Additionally, the surrogates allow for interpretability of the ability of the deep network to learn and at the same time lend robustness against adversarial attacks. Despite its simplicity, our approach is superior to the state-of-the-art approaches on standard metrics as well as computational efficiency and ease of implementation. A wide range of experiments are performed on standard datasets to prove the efficacy of our approach.

1. Introduction

Deep learning has made large strides in recent times, providing breakthroughs in several computer vision and machine learning problems. However, deep learning models remain unable to assess their confidence when performing under unforeseen situations. As argued by Begoli et al. [3], uncertainty quantification is a problem of paramount importance when deploying machine learning models in sensitive contexts such as information security [31], engineering [36], transportation [38], or medicine [3].

Uncertainty estimation can be used to assess risk or decide when to abstain from using the prediction. Such abatement is a reasonable strategy to deal with anomalies [6], outliers [19], out-of-distribution examples [30], to detect and defend against adversaries [32], or to delegate high-risk predictions to humans [8, 12, 7]. Knowing uncertainty is the backbone of active learning [29], when it comes to optimally choosing examples a human should annotate. Importantly, uncertainty quantification takes us closer to model interpretability [1].

In this paper, we address this outstanding problem, namely, quantification of the degree of uncertainty of the inference done by a deep network, with a simple yet powerful method. Our approach consists of assigning, to each class, a fixed binary pattern, often visually meaningful (see Figure 2), and forcing the activations of the penultimate layer to resemble it using an additional reconstruction loss.

Training with this additional loss turns the penultimate layer activations into proxies for estimating the uncertainty of classification results. Our method is hence termed Classification Uncertainty from Surrogate Prediction or CUSP, in short. Additionally, in the rest of the paper we refer to the predefined patterns used for training uncertainty surrogates as surrogate patterns.

Despite its apparent simplicity, in one fell swoop CUSP addresses several outstanding issues related to prediction uncertainty, which are otherwise separately addressed by existing works. Our contributions are as follows:

Figure 1. For three different corruptions of the original image, namely noise addition, random cropping, and rotation, compared to a competing technique [35], our approach shows the uncertainty in prediction that better reflects the qualitative deterioration of the original image.
Figure 2. Visualizations using our approach corresponding to FashionMNIST and CIFAR-10 datasets. The FashionMNIST images are trained with ten $16 \times 16$ digit images, while the CIFAR-10 images are trained with ten $16 \times 32$ text images containing the corresponding class name. In each of the two sets, the rows from top contain: the original images from the CIFAR-10 dataset, our uncertainty surrogates, the pattern corresponding to the predicted label, the pattern corresponding to the true label, the uncertainty score as a colored bar (green for correctly predicted and red for incorrectly predicted examples), and the numerical value of the uncertainty score. In the columns from left to right: first five images show low uncertainty and are correctly classified, the second five images show high uncertainty but are still correctly classified, and last five images show high uncertainty and are wrongly classified. As can be seen the uncertainty computed through our surrogates is a good indicator of the quality of the decision.

- Uncertainty surrogates help quantify prediction uncertainty through reliable, yet computationally efficient measures.
- We show through experiments how anomalies, outliers, and corrupted examples, i.e out-of-distribution examples, can be detected with CUSP.
- The regularization introduced by CUSP during training improves robustness against adversarial attacks.
- Due to the visual nature of the surrogates, we show that a secondary detector can be trained to quantify the uncertainty of the classifier.
- CUSP allows for visual inspection of the training progress as well the test results, which along with quantified uncertainty values provides interpretability.

We run several experiments over standard datasets to show the efficacy of our approach and its superiority as compared to the state-of-the-art methods that usually are able to address only a subset of the issues we tackle.

The rest of the paper is organized as follows: we present how uncertainty is defined and categorized in literature along with the work in section 2. This positions our method CUSP, which we introduce in detail in section 3. In section 4 we provide extensive empirical results for the applicability and trustworthiness of CUSP. Finally, we discuss and conclude in section 5.

2. Background

The lack of confidence estimates being an essential drawback for the advancements of deep learning at production level, has inspired lot of recent works addressing this challenge [18, 11, 21, 20, 33].

Research in the domain of uncertainty estimation could be categorized in multiple ways: based on implementation technique: augmenting the network architecture, the loss function, or the data itself; based on the machine learning task: classification, regression, reinforcement learning
etc; or based on the source of uncertainty: aleatoric or epistemic.

For the sake of computational efficiency, one of the most popular approaches is using Monte-Carlo dropout [11], that provides an estimate for the predictive uncertainty by aggregating results from multiple dropout masks. Another method favoured for its intuitive approach is ensembling, wherein multiple models are trained and the inherent variance between the prediction of the models is used as a proxy for uncertainty [21]. Both of these methods require custom loss functions and/or modifications to the architecture.

Several variants of these initial models were introduced as an attempt to either consider the two sources of uncertainty [20] for MC dropout, or to reduce the computational overhead [14, 34, 37], or to combine dropout with ensembles [9].

Since it is quite challenging to develop methods targeting a specific ML application or architecture, several existing approaches focus on the task at hand. Some focus on classification [28, 15, 17, 10, 25], while others address regression tasks [26, 4, 27] with the goal of obtaining high quality prediction intervals, say, by allowing for non-Gaussian, non i.i.d noise in the data.

A convenient choice for estimating uncertainty is to leverage the feature representations at the final layer to distinguish between in-distribution and out-of-distribution samples [33, 5, 22]. Tagasovska et al. [33] show that while there are novel methods being introduced, baseline methods such as the entropy of the softmax layer and its variants already provide hard-to-beat uncertainty estimates for out-of-distribution detection. Our work, CUSP relies on the penultimate layer of networks, which can be related in spirit to these simple yet seasoned methods.

Formally, uncertainty in machine learning is defined with regards to its source. The term aleatoric (from the latin word “alea” meaning randomness) uncertainty relates to the inherent stochasticity in the data, i.e. noise, which is irreducible, but, should be accounted for in a model. The term epistemic (from the Greek word “episteme” i.e. knowledge) uncertainty relates to incomplete knowledge, whether that emanates from the lack of observations in certain input re-

| Aleatoric                    | Epistemic                        |
|------------------------------|----------------------------------|
| Inputs $X$: noisy measurements; faulty equipment | unobs. variables                 |
| Targets $Y$: $y$ derived from noisy $x$; disagreed class labels | wrong numerical /labeling model  |

Table 1. Overview of the categories of data-related uncertainty machine learning.

In Figure 1 we show how uncertainties obtained from our approach CUSP relate to three different situations. In the first row, we notice how the uncertainty score increases with an additive random noise. In the second row we erase parts of the image at random and again we notice the surrogates are very sensitive to the missing patches. Both of these corruptions are related to the aleatoric source of noise.

If, on the other hand, we rotate a given image from 0 to 180 degrees, essentially creating out-of-distribution samples, we notice that the uncertainty estimation clearly reflects this. This is a representation of unseen data, i.e. epistemic source of uncertainty in the third row in Figure 1.

Our choice of experiments is guided by Table 1: we will evaluate our method CUSP w.r.t. input noise-specific experiments by way of adversarial attacks, to target noise using label flips, and to out-of-distribution detection (both in-domain and out-of-domain).

### 3. Uncertainty Surrogates

The crux of our work is in forcing the penultimate layer of a deep network to resemble a known pattern. This layer then serves as a proxy for a measure of prediction uncertainty, which we term uncertainty surrogate. An Uncertainty surrogate can be trained using a visual pattern, in which case it can additionally provide qualitative feedback.
3.1. Problem setup

We are considering the case of a deep classifier \( F \) as composed of a feature creating hidden part \( h \) that computes feature vector \( s \in \mathbb{R}^m \), which is then used by the usual linear classifier \( f \) to compute the prediction vector \( y \). That is, \( s = f(x) \) and \( y = f(s) \). The Figure 3 explains this schematically.

The network \( F \) is trained on observations from a dataset \( D \sim (X,T) \) where the inputs are random variables \( X \in \mathbb{R}^d \) with \( d > m \) commonly, and \( T \in \mathcal{K} \sim \{1,2\ldots k\} \) a categorical variable representing at most \( k \) classes. We train our model end-to-end on pairs of observations \( \{x_i, t_i\}_{i=1}^N \) and simultaneously obtain features \( s \) and prediction \( y \).

It is commonly understood that the pen-ultimate layer features \( s \), give a high level representation of the data that is most informative for downstream tasks. In our work, we aim to take advantage of this property of \( s \) by additionally enforcing it to resemble a class-dependent visual pattern. To this end, we introduce class-specific patterns, \( \{p_k|k, \forall k \in \mathcal{K}\} \), where \( p_k \in \mathbb{R}^m \) same as \( s \).

While training, we optimize over a sum of two losses, one for predicting the correct class label (classification) and the other, which forces the surrogate features to resemble the visual pattern (reconstruction). The loss function therefore takes the form:

\[
\mathcal{L} = \mathcal{L}_1 + \alpha * \mathcal{L}_2, \text{ where} \quad (1)
\]

\[
\mathcal{L}_1 = - \sum_{i}^{K} t_i \log(y_i), \quad (2)
\]

\[
\mathcal{L}_2 = - \sum_{i}^{m} p_i \log(s_i) + (1 - p_i) \log(1 - s_i), \quad (3)
\]

with \( \mathcal{L}_1 \) being the categorical cross entropy (CCE) loss for classification into \( C \) classes w.r.t. ground truth \( t \), and \( \mathcal{L}_2 \) being the logits-based binary cross entropy (BCE) loss for reconstruction of the \( m \) pixels of the surrogate pattern \( p \). We choose \( \alpha = 0.5 \) for all our experiments.

We use the binary cross entropy loss for training the network because for our binary patterns it provided better visual quality as compared to mean square error (MSE). Please note that the patterns need not be limited to a single layer binary or gray-scale ones, they can be in color, or be composed of multiple binary/gray-scale patterns, as long as the shape of the surrogate layer \( s \) can be adapted to match that of the surrogate pattern \( p \).

Apart from using an additional loss function, the only other modification done to the regular deep learning process to make the size of the pen-ultimate layer equal to the size of the surrogate pattern of choice. That is, if we use \( 16 \times 16 \) patterns, we set the size of the penultimate layer to 256.

3.2. Choice of surrogate patterns

To train the uncertainty surrogates, the choice of the type for the surrogate patterns can provide different properties. In Figure 4, we introduce an initial proposal of visual cues that we use as patterns. If the patterns are binary (or gray-scale) in pixel values, as is the case our work, the surrogate patterns for each class can be orthogonal to each other or non-orthogonal.

If orthogonal patterns are chosen, the network is encouraged to introduce orthogonality in the decision making earlier than at the output. Intuitively, and according to literature, orthogonality of activations improves the accuracy of deep classifiers [2]. However, the orthogonal patterns may not carry any explicit visual meaning (see first row of Figure 4). More importantly, the number of bright to dark pixels can drop significantly if the number of classes is large. This may introduce far too much sparsity (because the dark pixels in the patterns represent zeros) than may be acceptable for a reasonable performance.

Non-orthogonal patterns can take any visual symbol and can have any desired degree of sparsity. They can even be error correcting codes like QR codes, which rely on Reed-Solomon error correction and do not necessarily have a visual meaning. It is also possible to express domain knowledge in the choice of surrogate patterns. For example, if two of the several classes in a classification scenario are too similar and hence difficult to separate, the surrogate patterns may be designed or chosen to ensure they are as dissimilar as possible according to some metric like euclidean distance. This will force the activations to be dissimilar making the classification task more discriminative for this.
3.3. Obtaining prediction uncertainty

Having trained a network with the surrogate patterns, at inference time, for a new sample \( x^* \), the deep model outputs \( y^*, s^* = \mathcal{F}(x^*) \). We compute a scalar uncertainty score

\[
u = \delta(p_{y^*}, s^*), \quad (4)\]

which is the distance between \( x^* \) and the surrogate pattern \( p_{y^*} \), corresponding to the predicted label. For \( \delta \) in Equation 4, one could choose either BCE, which was used during training or MSE to measure the distance, i.e, the uncertainty between the surrogate pattern and the reconstruction. We find MSE to be as effective or better than BCE as shown in the experiments section.

The function \( \delta \) need not be limited to MSE or BCE. Interestingly, since the reconstructed pattern is of a visual nature, we can use a light CNN to replace the \( \delta \) function. This approach of using a secondary network for uncertainty prediction is superior to using the BCE or MSE reconstruction error as shown in Figure 5 albeit at a slightly higher computational cost.

As for the complexity of CUSP, since at test time we obtain the surrogates at the same time as the label predictions, our method requires only computing element wise distance in the dimension of the feature layer, i.e. pattern shape \( m \). Both the distance functions are quite efficient computationally, linear in the number of pixels of the surrogate pattern, with MSE having a slight edge over BCE.

4. Experiments

In what follows we introduce an extensive empirical evaluation for the benefits and various use cases of the surrogates uncertainties. In the coming sub-sections we organize our results that address the following questions in order:

1. Is CUSP applicable to cases where the source of uncertainty is epistemic?
2. Is CUSP applicable to cases where the source of uncertainty is aleatoric?
3. How reliable is the CUSP score?
4. Does CUSP increase the robustness of a deep model?
5. Does CUSP improve the interpretability of the model?

Experimental setup In all experiments we use the implementation of PreActResNet18 [24] with modification only to the last layer to adjust for the dimensions of the surrogate patterns. We use the same hyperparameters and architecture for CUSP and all baselines with the only difference being the added reconstruction loss term to the CUSP case.

For CUSP we have three parameters the user can set: the distance measure for \( \delta \) in Equation 4, the surrogate pattern and the size of the pattern and consequently the feature layer.

We pick the datasets of MNIST and fashionMNIST for grayscale images, and those of CIFAR10, SVHN and CIFAR100 for color images. All experiments were done on Tesla GPUs P100-PCIE.

Baselines We compare against multiple state-of-the-art uncertainty estimates that rely on the last or penultimate layer of a classifier. We follow a similar setup as the one of Tagasovska et al. [33]. We include as baselines, Bayesian linear regression (covariance) baseline, distance to nearest training points (distance), largest softmax score [16, largest], absolute difference between the two largest softmax scores (functional), softmax entropy (entropy), geometrical margin [35, geometrical], ODIN [22], random network distillation [5, distillation], principal component analysis (PCA), a random baseline (random), and an oracle trained to separate the in- and out-of- domain examples. As a sanity check we also add a random score and an “oracle”, which means we compute the score knowing the ground truth labels.

Metrics As commonly done in such setups we use the classification accuracy of a network as well as the ROC area under the curve (AUC). Essentially, ROC is a probability curve and the area under it represents a measure of class separability. The higher the AUC, the better the model is at predicting 0s as 0s and 1s as 1s.

4.1. Epistemic uncertainty

To confirm the applicability of CUSP under an epistemic sources of uncertainty we propose out-of-distribution experiments. We address the two cases of 1) same domain out-of-distribution detection and 2) different domain out-of-distribution detection. In both cases we are interested in the AUC score, which should give us an estimate on how different are the scores for samples seen during training as opposed to novel ones.

Different domain out-of-distribution detection We consider one full dataset as in-distribution and another one as out-of-distribution. In particular we consider the following cases: training on CIFAR10, while testing on SVHN, and vice versa; and training on MNIST, while testing on fashionMNIST, and vice-versa. From Table 2 we notice that CUSP has the best results on MNIST and SVHN. Moreover, we also note that it has consistently high scores across all datasets, which is not the case with the rest of the baselines.

Same domain out-of-distribution detection Here we split each of the four datasets at random into five “in-domain” classes and five “out-of-domain” classes. We note that this experimental setup is much more challenging than
Figure 5. Plots of precision versus recall (top row) and ROC (bottom row) to compare the uncertainty estimate provided by BCE, MSE, and the secondary CNN trained on the recreated pattern. The three plots from left to right are for the datasets of FashionMNIST, CIFAR-10, CIFAR-100, respectively. The plots show that BCE, MSE, and our secondary CNN perform better than competing methods.

the previous one since in this case the in and out of distribution examples are more similar than if taken from completely different datasets.

From Table 3 we notice that CUSP has the highest AUC scores across all datasets in this more challenging setup and with a very small variance across different configurations and datasets.

4.2. Aleatoric uncertainty

To investigate the reliability of CUSP under noise uncertainty in the targets, we propose the following “flipped class” experiment. We chose pairs of visually similar classes, and for 30% of the training samples we flip the target labels. More specifically, some 1s get labeled as 7, some 4s as 9 and some 3s as 8. In Figure 6 we observe that CUSP is indeed sensitive to heteroscedastic noise, i.e., as desired, in the case of flipped labels the uncertainty scores are consistently higher.

4.3. Reliability of CUSP

In this section we evaluate the sensitivity of the surrogates with regards to different choice of parameters.

The setup is as follows: we split each of the datasets into three parts, in the ratio 10:1:1. The first part is used to train a PreActResNet18 model to predict the given patterns and the class labels. The second part is used to pre-
predict the patterns, classes, and the MSE based uncertainties using the trained PreActResNet18. The predicted patterns are now assigned binary labels of true or false depending on whether the PreActResNet18 predicts the ground truth labels correctly or not. Given these binary labels as targets, the predicted patterns corresponding original patterns, and the predicted MSE-based uncertainty scores are used to train a light 3-layer CNN to predict the binary label with a single sigmoid output and BCE loss. The complement of this scalar output is then treated as the uncertainty predic-
Adversarial attacks could be considered as a form of an aleatoric noise in the inputs, but if the produced example is actually outside of the training manifold, this becomes an epistemic source of uncertainty as well. In this experiment, we are interested in actually, how sensitive will a CUSP network be if exposed to a white-box attack. To this end we evaluate the accuracy of the classifier when a network has been trained with the surrogate loss as opposed to standard training. We introduce different levels of additive adversarial noise following the Fast Gradient Method, (FGM) [13], and at each level we measure the impact on the classifier accuracy.

The gradient sign method uses the gradient of the underlying model to produce adversarial examples. An image $x$ is manipulated by adding or subtracting a small error $\epsilon$ to each pixel. Adding errors in the direction of the gradient means that the image is intentionally altered so that the model classification fails. The following formula describes the fast gradient sign method:

$$x' = x + \epsilon \text{sign}(\nabla_x J(\theta, x, y))$$

$\nabla_x J(x, y)$ is the gradient of the models’ loss function with respect to the original input pixel vector $x$, $y$ is the true label vector for $x$ and $\theta$ is the model parameter vector.

From Figure 7, we notice that when confronted with adversarial attacks, the networks with surrogate regularization manage to consistently keep higher accuracy as compared to their baseline counterparts. This confirms the increased robustness due to the CUSP training.

## 5. Conclusion

Providing the uncertainty of prediction for deep learning, which is mandatory for any critical application of machine learning, was difficult or reserved to computationally expensive methods. In this paper, we introduce a simple method to make a regular deep network provide the prediction and the confidence of its prediction, better than existing methods as shown qualitatively and quantitatively. To achieve this, we place a simple constraint on the readily available features of the penultimate layer to resemble a pre-determined visual pattern. Not only does this provide better uncertainty estimates in a computationally efficient manner, but it also allows us to detect out-of-distribution examples and to resist adversarial attacks at no extra cost. Additionally, the reconstructions of the predetermined patterns provide visual feedback during training as well as testing, which, along with the uncertainty estimates, renders the training process and the predictions of the network more interpretable. Finally, we also hope that the visual interpretability of our uncertainty score will open new directions for communicating the behavior and results of deep models to the end users.
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