Efficient Human Pose Estimation via 3D Event Point Cloud
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Abstract

Human Pose Estimation (HPE) based on RGB images has experienced a rapid development benefiting from deep learning. However, event-based HPE has not been fully studied, which remains great potential for applications in extreme scenes and efficiency-critical conditions. In this paper, we are the first to estimate 2D human pose directly from 3D event point cloud. We propose a novel representation of events, the rasterized event point cloud, aggregating events on the same position of a small time slice. It maintains the 3D features from multiple statistical cues and significantly reduces memory consumption and computation complexity, proved to be efficient in our work. We then leverage the rasterized event point cloud as input to three different backbones, PointNet, DGCNN, and Point Transformer, with two linear layer decoders to predict the location of human keypoints. We find that based on our method, PointNet achieves promising results with much faster speed, whereas Point Transformer reaches much higher accuracy, even close to previous event-frame-based methods. A comprehensive set of results demonstrates that our proposed method is consistently effective for these 3D backbone models in event-driven human pose estimation. Our method based on PointNet with 2048 points input achieves 82.46 mm in MPJPE3D on the DHP19 dataset, while only has a latency of 12.29 ms on an NVIDIA Jetson Xavier NX edge computing platform, which is ideally suitable for real-time detection with event cameras. Code is available at https://github.com/MasterHow/EventPointPose.

1. Introduction

Human Pose Estimation (HPE) aims to predict the keypoints of each person from perceived signals. The predicted results could be used for understanding people in images and videos, with wide potential applications such as action recognition [45, 58] and animations [54]. Predicting 2D human poses [14, 16, 31, 56] from RGB images and recovering 3D poses [12, 26] have developed rapidly in the last years.

Yet, HPE still meets challenges with the drawbacks of frame-based cameras. The prediction of keypoints in scen-
CNN-based methods do not sufficiently consider the asynchronous sparse characteristics of this data format, and the high amount of computation brings high latency, which is limited in real-time processing for DVS (see Fig. 1).

However, owing to the distinctiveness of events for its multidimensional nature, we aim to explore a new estimation paradigm to unleash the potential of the device, with the characteristic of sparse and low-latency output, for HPE. In 3D point cloud processing, classification [40, 41] and segmentation [51, 62] of point clouds have been explored via deep learning. Further, 3D HPE through 3D point clouds has also been studied [11, 63]. Nevertheless, predicting human keypoints directly through event streams is scarcely addressed in the state of the art. To fully unfold the potential of efficient HPE with DVS by processing events from event point sets, we treat events as multidimensional data and predict the 2D joints for a single event camera via backbones established for point cloud processing. To our best knowledge, we are the first to explore 2D HPE directly from 3D event point clouds (Fig. 1). Instead of utilizing the raw event data, we propose a rasterized format of event point cloud, aggregating events on the same position of a small time slice to maintain the multidimensional features of events. We then leverage the rasterized event point cloud as input to a 3D learning backbone and decode the output of the backbone. Three different point cloud learning backbones, PointNet [40], DGCNN [51], and Point Transformer [62] are employed in our framework, with two linear layer decoders to predict the location of human points. Finally, the 2D predictions are transformed to 3D via triangulation.

Following this strategy, a comprehensive variety of experiments is performed on the DHP19 dataset [8]. We further test the HPE models with our own DAVIS camera, which achieve robust results on new, previously unseen domains. Our approach based on PointNet exceeds the method of event-frame-based DHP19 [8] in MPIPE$_{3D}$ and a lower latency is reserved, 9.43ms for 1024 points as input.

On a glance, we deliver the following contributions:

- We explore the feasibility of estimating human pose from 3D event point clouds directly, which is the first work from this perspective to our best knowledge.
- We demonstrate the effectiveness of well-known LiDAR point cloud learning backbones for event point cloud based human pose estimation.
- We propose a new event representation—rasterized event point cloud, which maintains the 3D features from multiple statistical cues and significantly reduces memory consumption and computational overhead with the same precision.
- We explore labeling methods for the event point cloud dataset and show that the Mean Label is more effective than the Last Label, considering that the temporal resolution of labels is usually smaller than that of events.

2. Related work

2.1. Human pose estimation

In recent years, human pose estimation, which usually includes 2D and 3D HPE, has been an important part of computer vision community, and most of the previous researches are investigated based on RGB frames. In the field of 2D single-person pose estimation, recent mainstream CNN-based methods usually predict heatmaps for joints and select the positions with maximum confidence as the final prediction [38, 53, 56] and these kinds of solutions usually outperform counterparts which predict keypoints coordinates directly [10, 49]. Another group of efforts attempts to investigate HPE with integral regression methods and learnable operations [48]. Top-down [16, 56] and bottom-up [9, 14, 22] are two study perspectives for multi-person pose estimation. 2D HPE could be developed on several datasets, such as MPII [5], MSCOCO [34], PoseTrack [4], CrowdPose [30], FLIC [43], and LSP [27], etc.

Existing approaches reconstruct the 3D pose from single [12, 32, 36] or multiple [26] camera views. Multi-view approaches ease the problem of occlusion and ambiguities and achieve higher accuracy than single-view methods. Datasets such as HumanEva [46], Human3.6M [25], CMU Panoptic [28], and MPI-INF-3DHP [37] are usually used for 3D researches. For real-time applications, knowledge distillation could be used to obtain small models [59] and lightweight frameworks for mobile devices could achieve fast speeds [15]. We do not apply any model compression techniques, and a fair comparison is kept when exploring the new event point cloud based paradigm. Our method falls into the category of multi-view approaches for single-person HPE, while predicting 2D results directly from 3D event point cloud, which is different from existing works.

2.2. Event based vision

Event camera [17] is a kind of bio-inspired asynchronous sensor responding to changes in brightness on each pixel independently. With high temporal resolution (in the order of $\mu$s) and high dynamic range (over 100$dB$), it has huge potential in many extreme scenes, and has been proved effective in many applications such as deblurring [47], optical flow estimation [18, 21, 39], corner tracking [2], scene segmentation [1, 60, 61], visual odometry [64], human motion capture and shape estimation [57, 68]. To leverage the advantages of asynchronous events, different types of events representation are explored for event-based vision [7, 20, 35, 47, 67]. Most algorithms manage events to event frames to adapt CNN-based methods [35, 66].

Responding only to dynamic objects brings fixed-position event camera native advantages in human action recognition, gesture recognition, and gaits identification [3, 6, 50, 52, 55]. Event-based HPE also needs to be explored to deal with extreme scenes and efficiency-critical
Figure 2. The proposed pipeline. The raw 3D event point cloud is first rasterized, and then processed by the point cloud backbone. The features output from the backbone are then connected to linear layers to predict two vectors. 2D positions of human keypoints are proposed via decoding the two vectors.

Enrico et al. [8] introduce the first DVS dataset for 3D human pose estimation with event streams, and it is the only event-based human pose dataset recorded in the real world till now. They propose a lightweight but effective CNN model to predict human pose from constant count event frames and obtain 3D results via triangulation. Because of the limited quantity of real event datasets, generating events in simulators becomes an alternative [19,24,42]. Alex et al. [65] and Scarpellini et al. [44] test their methods on the simulated datasets and Scarpellini et al. [44] propose a monocular method to predict 3D coordinates. Baldwin et al. [7] attain a competitive 3D result on the DHP19 dataset via a new representation of events and a process of a 3D estimation model which enhances temporal consistency and enables multi-camera feature fusion. [44] introduces a monocular method and [7] relies on a temporal process, and both do not fit in a fair comparison with our method.

Further, most of these works are mainly conducted with 2D CNNs, while the natural characteristic of events as asynchronous signals with high temporal resolution is undermined. Exploiting the advantage of events through raw event points is also studied in human action recognition [13, 50]. They use LiDAR point clouds processing neural networks to process events and achieve great action classification results. Different from the action classification, human pose estimation via regressing keypoints coordinates, has still not been explored through event point clouds, which is the main contribution of our work. We explore and prove the efficiency of event-based HPE through processing the event point clouds.

3. Methodology

The pipeline of our proposed method is illustrated in Fig. 2. The raw 3D event point cloud is first rasterized, and then processed by the point cloud backbone, connected with two linear layers to predict 2D positions of human keypoints. We then describe the methods in detail.

3.1. Dataset

We mainly explore human pose estimation based on the DHP19 dataset [8], which is the only dataset with real events for event-based HPE, and it is recorded by four event cameras. In the previous event-frame-based work [8], they generated event frames for the four cameras, which are time synchronized, by accumulating 30k events for the four views in total. To obtain the raw event point sets used for our approach, we follow the process of denoising and filtering in DHP19, but we do not accumulate constant count frames, instead we save the raw event point sets, in order to
process through point-wise methods. For each event point, it is represented by \( e = (x, y, t, p) \), where \( (x, y) \) is the pixel location of the event, \( t \) represents the timestamp in microsecond resolution, and \( p \) is the polarity of the brightness change, 0 for decrease and 1 for increase. However, when we accumulate the events together, some cameras may not be calculated, leading to an empty point cloud or have too few points. It also occurs when generating event frames which correspond to an empty image. We remove the data with points fewer than 1024 when training our model.

Same as the raw DHP19, it handles its four views together to generate the shared Mean Label. In DHP19, the streams of events from the four cameras are merged and have an ordered monotonic timestamp, which is convenient for processing data together. When \( N = 30k \) events from the four views are accumulated in total, given by \( E \) in Eq. 1, one 3D label, \( g_{\text{mean}} \) is produced. The label is the mean value of the 3D coordinates for each joint generated in the window of \( N \) events, followed by Eq. 2, and is shared by the four cameras.

\[
E = \{ E_i \mid i = 1, 2, \ldots, N \}, \quad (1)
\]

\[
g_{\text{mean}} = \text{Mean}(g_{T_{\min}}, g_{T_{\min} + dt}, \ldots g_{T_{\max}}), \quad (2)
\]

\[
T_{\min} = \left\{ \arg \min_T (T - E_i(t)) \mid T \geq E_i(t) \right\}, \quad (3)
\]

\[
T_{\max} = \left\{ \arg \min_T (E_N(t) - T) \mid T \leq E_N(t) \right\}. \quad (4)
\]

After obtaining the 3D joints labels, we project them to 2D labels for a single camera view with the projection matrices. We train the human pose estimation model under the dataset with 2D labels for each camera. Main experiments are designed in the Mean Label setting. We also explore another label generation method, naming Last Label, by assigning labels nearest to the last timestamp, and the results of the two kinds of dataset setting will be discussed in Sec. 4.2.

3.2. Data preprocess

Rasterized point cloud format of the event. The event camera generates events with microsecond temporal resolution once a pixel brightness change exceeds a threshold. Once all events are fed into the network, the forward propagation will be quite slow, and the memory consumption is also an issue to be considered. We expect a way to retain as much information as possible while significantly reducing the number of events. Here, we propose an event rasterization method. For events between \( T_i \) and \( T_{i+1} \), first, we split them into \( K \) time slices. Within each small time slice, we condense all events occurring on the same pixel into a new event. Specifically, given all \( M \) events on position \( (x, y) \) in time slice \( k \), where \( p_i \) is converted to \(-1\) for brightness decrease:

\[
E_k(x, y) = (x, y, t_i, p_i), \quad i = 1, \ldots, M, \quad (5)
\]

we use the following equations to obtain the rasterized event \( E'_k(x, y) \):

\[
E'_k(x, y) = (x, y, t_{avg}, p_{acc}, e_{cnt}) \quad (6)
\]

\[
t_{avg} = \frac{1}{M} \sum_{i=1}^{M} t_i, \quad p_{acc} = \sum_{i=1}^{M} p_i, \quad e_{cnt} = M, \quad (7)
\]

With this rasterization, we can reduce the number of events while retaining a considerable amount of event information, and this operation can be also seen as an aggregation of events in the time dimension. We select \( K=4 \) in this work, which is appropriate to maintain the time resolution. And \( t_{avg} \) in all \( K \) slices are normalized to the range of \([0,1]\).

An example of the proposed event point cloud rasterization is illustrated in Fig. 3 and the result is visualized in Fig. 2, where the color represents the value of \( p_{acc} \) and the point size for \( e_{cnt} \).

Sample points. As mentioned above, event points after being rasterized, are reduced via a kind of sampling, but retain enough event information. Yet, the number of rasterized points is not equal for each event point cloud. Therefore, we need to sample the data to the same numbers. As a preprocess in this task, we consider the random point sampling method better than the furthest point sampling method, mainly considering the speed, where random point sampling is much faster than the furthest point sampling, retaining the advantage of real-time prediction. The number of points input to the model is the main reason impacting the speed of the model, while also affecting the accuracy. In Sec. 4.2, we further explore the effect of the numbers after sampling on the trade-off between efficiency and accuracy in human pose estimation.

3.3. Label representation

By projecting 3D labels to 2D labels for a single camera view with the projection matrices, we have 2D labels shape as \((J, 2)\), where \(J\) is the number of joints, 13 for the DHP19 dataset, and \((x', y')\) corresponds to pixels in the sensor. In previous works \([38,53,56]\) based on RGB images with a CNN model, it is proved that converting the labels to a 2D heatmap and predicting the heatmap is a better way to locate the joints. To adapt to the task based on event point cloud, we flexibly adopt a new coordinate representation, SimDR \([33]\). We convert the 2D labels, \((x', y')\) into two 1D heat-vectors, \( p_v \), correspond to the size of sensor, which are one-hot and further blurred by a Gaussian core, shaped as \((H, 1)\) and \((W, 1)\), respectively:

\[
\left\{ \begin{array}{l}
\quad p_v = [v_0, v_1, \ldots, v_S] \in \mathbb{R}^S, \\
v_i = \frac{1}{\sqrt{2\pi} \sigma} \exp \left( -\frac{(i - v')^2}{2\sigma^2} \right),
\end{array} \right. \quad (8)
\]
where \( v \in \{x, y\}, S_x = W, \) and \( S_y = H \). We set \( \sigma = 8 \) in the experiments, as the best choice for the task shown in Fig. 4. Then we convert the value in the vectors with Min-Max Normalization, to make the largest value remain 1. The predicted joint position \((\hat{x}, \hat{y})\) is determined by decoding the predicted vectors \(\hat{p}_v\) through an argmax operation to find the position of the maximum value in vectors for the x-axis and the y-axis respectively:

\[
\text{pred}_v = \arg \max_j (\hat{p}_v(j)).
\]

3.4. 3D learning model

Our pipeline is illustrated in Fig. 2. The event point cloud is first preprocessed into the rasterized point cloud format, and then sampled to a fixed number. The sampled rasterized event point clouds are then encoded by the backbone. We study with three variants of the famous LiDAR point cloud processing backbones, precisely, PointNet [40], DGCNN [51], and Point Transformer [62], to adapt to our mission of event point cloud based human pose estimation. The features output from the backbone are processed by two linear layers to generate the 1D vectors. Then, we decode the 1D vectors for x-axis and y-axis, separately, where we can obtain the predicted result of joints location. All the three backbones can be applied to classification and segmentation in LiDAR point cloud processing, here we only modify and apply the encoder part to our task. And the decoder is replaced by our linear layers. For the PointNet backbone, we use a 4-layer MLP structure and cascade event point features at multiple scales to aggregate non-local information, global features are then obtained by two symmetry functions: max pooling and average pooling. We also remove the joint alignment network [40] to keep the backbone efficient, considering the natural timing order of event point cloud. As for DGCNN and Point Transformer, we keep its original structure to verify the effectiveness of the method for event point cloud processing. Our methods can be easily deployed and integrated to work with different 3D learning architectures, adapted to event-based HPE.

4. Experiments

4.1. Experiment setups

The DHP19 dataset [8] contains 17 subjects. We follow the original split setting of the dataset, which uses S1-S12 for training and test on S13-S17. Also, we only use data from the two front camera views, same as DHP19. We train the model using the Adam optimizer [29] with the Kullback–Leibler divergence loss for 30 epochs with an initial learning rate of \(1\times10^{-4}\) and \(1\times10^{-5}\) for epochs 15 to 20, \(1\times10^{-6}\) for epochs 20 to 30 on a single RTX 3090 GPU. The speed of inference is tested on an NVIDIA Jetson Xavier NX edge computing platform with a batch size of 1, to simulate real time applications. We evaluate the results with the Mean Per Joint Position Error (MPJPE), commonly used in human pose estimation:

\[
\text{MPJPE} = \frac{1}{J} \sum_i \|\text{pred}_i - \text{gt}_i\|_2
\]

where \(\text{pred}_i\) and \(\text{gt}_i\) are respectively the prediction and ground truth of the \(i\)-th joint among \(J\) joints in total for a person. The metric space of 2D error is pixels, and millimeters for 3D error.

Our model predicts 2D locations of joints directly. To acquire the 3D locations, we project each of the 2D predictions from the pixel space to the physical space through triangulation [8], knowing two projection matrices as well.
Table 1. Event point cloud rasterization ablations.

| Input       | Channel | MPJPE$_{2D}$ | MPJPE$_{3D}$ |
|-------------|---------|--------------|--------------|
| Raw         | $x, y, t$ | 24.75        | 310.65       |
|             | $x, y, t, p$ | 24.74        | 310.64       |
| Normalized  | $x, y, t_{norm}$ | 7.92        | 89.62        |
|             | $x, y, t_{norm}, p_{x,y}$ | 7.61        | 86.07        |
| Rasterized  | $x, y, t_{avg}$ | 7.77        | 87.59        |
|             | $x, y, t_{avg}, p_{acc}$ | 7.40        | 84.58        |
|             | $x, y, t_{avg}, p_{acc}, e_{cnt}$ | 7.29        | 82.46        |

Table 2. Ablations on the number of sampling points.

| Sampling Number | MPJPE$_{2D}$ | MPJPE$_{3D}$ | Latency (ms) |
|-----------------|--------------|--------------|--------------|
| 1024            | 7.49         | 85.14        | 9.43         |
| 2048            | 7.29         | 82.46        | 12.29        |
| 4096            | 7.21         | 81.42        | 18.80        |
| 7500            | 7.24         | 81.72        | 29.18        |

Table 3. Comparison of different dataset labels.

| Method                     | Last Label | MPJPE$_{2D}$ |
|----------------------------|------------|--------------|
| PointNet [40]              | 7.50       | 7.29         |
| DGCNN [51]                 | 6.96       | 6.83         |
| Point Transformer [62]     | 6.74       | 6.46         |

as the positions of the two cameras. We omit the optimization on time continuity with a confidence threshold and only compare the results which are directly output. Adapting the strategy of updating results with the output confidence may further improve the accuracy, which is not discussed in detail in this paper and we leave it for future work.

4.2. Ablation studies

Event point cloud rasterization. To analyze the contribution of the proposed rasterized point cloud format of the event, we conduct ablation studies based on PointNet with 2048 points as input. The results are shown in Table 1. With the raw data of events, it performs unsatisfactorily because the timestamps are in microseconds, which leads to a large scale difference between timestamps and x-y axes. We then normalize the timestamps into range $[0, 1]$, and the polarity where is $0$, is changed to $-1$, in which the model could achieve better results. After processing the events data into the rasterized format, the MPJPE can be further decreased, also with more proposed channels, which indicates the effectiveness of our rasterization method. We take all the five-channel representation ($x, y, t_{avg}, p_{acc}, e_{cnt}$) as the best choice. In particular, the event point cloud rasterization is used as a preprocess step in this work, while it can be easily employed in the real-time processing, making use of a buffer to refresh the events information in all channels with high speed, where a preset time window length is needed. In this way, it also has the advantage of the high temporal resolution of DVS and can perform efficiently in real-time applications.

Number of sampling points. The number of points input to the model is the main reason impacting the speed of the model, while also affecting the accuracy. We test different point numbers after sampling. We experiment based on PointNet with the rasterized event point format. The results are shown in Table 2. In general, more points lead to higher accuracy and cause a decrease in speed. As a result of adopting the sampling strategy with replacement when the number of points is not enough, the accuracy starts to decline when it reaches 7500 points, with lots of duplicate points in the set. To hold a good balance between speed and accuracy, we chose 2048 points for other ablation studies.

Label of event point cloud. We study the parameter of $\sigma$ in Eq. 8 with Mean Label setting, and the results are shown in Fig. 4. To this end, we set $\sigma = 8$ as the appropriate value. As mentioned in Sec. 3.1, we introduced two kinds of label setting for event point cloud based HPE. Event point data is different from RGB frames as well as the LiDAR point clouds. The latter two can be easily unified in time dimension and assigned an instantaneous label. The high time resolution of event cameras leads them produce too many events in a period, while the 3D joints labels produced by Vicon motion capture system have a much lower time resolution. We process the events in a tiny time window instead of an instant, so how to set the label properly for the task of HPE based on event streams should be considered.

Another label setting method, naming Last Label, is explored. We process the four views separately and count 7500 events as a window for each camera. In this way, we assign labels nearest to the last timestamp in the window separately for each camera. We consider this method is closer to real-time applications, that is to say, the model is predicting the results closest to the current state. Yet, this also means that the data we use from four cameras is out of sync, and could not project to 3D space with two views. A schematic diagram of the two label settings is shown in the supplementary material.

Here, we test the Last Label setting and Mean Label setting through all three backbones, with 2048 points and rasterized event point format and compare MPJPE$_{2D}$ for them as shown in Table 3. The Mean Label performs better for
the addressed task. We consider two possible reasons. Although the Last Label setting seems to be more reasonable for real-time perception, the early events are too far from the label in the time dimension and we do not explicitly introduce any modules to capture the long-distance dependency, in order to maintain the simplicity of the overall structure. And the Mean Label could take advantage of the early- and later events. On the other hand, the Mean Label reduces single measurement error in instantaneous label recording, which is more robust for the human pose estimation task.

### 4.3. Comparison on the DHP19 dataset

Our methods can be easily integrated with and consistently effective for different 3D learning architectures to attain robust event-based human pose estimation. Table 4 shows the results of the proposed method with 2048 points as input versus the 2D event-frame-based methods († indicates our reimplementation). We follow the Simple Baseline [56] to train the models of Pose-ResNet18 and Pose-ResNet50 with constant count event frames. In addition, we implement a model based on LeViT [23], an advanced backbone with faster inference. MobileHumanPose [15] is also tested as another backbone for 2D prediction with the same framework as ours. CNN models with much more parameters and computation overheads perform better in this scene, which is reasonable. Our PointNet is superior to DHP19 in terms of both accuracy and speed, which is demonstrated to be very effective for the dedicated task. DGCNN and Point Transformer achieve higher accuracy, even close to the results of Pose-ResNet18 and Pose-ResNet50.

For this movement-driven task demonstrated in DHP19 [8], we count every piece of data in the test dataset and set the minimum time span value of about 36ms as the inference latency that the model should achieve to meet the real-time prediction requirement for event cameras in this scene. The latency vs. MPJPE$_{3D}$ for different models are illustrated in Fig. 1, where our method achieves fast inference with good performance. Our PointNet with 2048 points only has a latency of 12.29ms, which is ideally suitable for efficiency-critical mobile applications.

### 4.4. Results visualization and real-world estimation

Fig. 5 visualizes the results of different models. We plot the 2D joints together with skeletons over the constant count event frames, while the results for event point cloud based methods are predicted from point sets. To explore the generalizability of the proposed method, we also test different models in real-world scenarios by capturing event data with a DAVIS camera, which has a resolution of 262×320. Although DHP19 is also recorded by the DAVIS camera, a kind of event camera that transmits DVS events in addition to APS (Active Pixel Sensor) frames, only the DVS output was recorded and the APS output was discarded due to bandwidth constraints. To make use of the point-wise methods, events are scaled to the DHP19 resolutions (260×346), and the results are finally re-scaled to the resolution of the device itself. Results are shown over the APS frames of our DAVIS, with no ground truth.
It can be clearly seen that for the new data with different devices, our approach still delivers impressive results, which reveals that our human pose estimation models generalize well to such unseen domains. However, the real-time CNN method DHP19 fails on the entire sequence, where we use the original open source pre-training model [8] (see supplementary material for details). Moreover, we find that the DHP19 model fails on the new data despite the conducted denoising and filtering, which may be caused by the small amount of parameters leading to poor generalization to a new device as well as different views. Note that the input to our method is the raw event point cloud, which we believe is important for efficient event HPE, considering that the denoising process will introduce additional computation.

5. Conclusion

In this work, we have explored the potential of efficient Human Pose Estimation (HPE) by point-wise networks through directly processing the event points. We proposed the rasterized event point cloud, a new event representation, which could maintain the 3D features from multiple statistical cues. Experiments based on three famous point-wise backbones are carried out, attaining different trade-offs between speed and accuracy. In particular, Point Transformer reaches the best performance, while PointNet is the fastest. We have also discussed the label setting for the new perspective of the mission, and the Mean Label is more productive. We expect this work to pave the way for subsequent event point cloud HPE, and we will continue to explore the potential of event point cloud based efficient pipelines in other fields.
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