Evaluation of a Flexible Single Ice Microphysics and a Gaussian Probability-Density-Function Macrophysics Scheme in a Single Column Model
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Abstract: Scale-aware parameterizations of subgrid scale physics are essentials for multiscale atmospheric modeling. A single-ice (SI) microphysics scheme and Gaussian probability-density-function (Gauss-PDF) macrophysics scheme were implemented in the single-column Global-to-Regional Integrated forecast System model (SGRIST) and they were tested using the Tropical Warm Pool-International Cloud Experiment (TWP-ICE) and the Atmospheric Radiation Measurement Southern Great Plains Experiment in 1997 (ARM97). Their performance was evaluated against observations and other reference schemes. The new schemes simulated reasonable precipitation with proper fluctuations and peaks, ice, and liquid water contents, especially in lower levels below 650 hPa during the wet period in the TWP-ICE. The root mean square error (RMSE) of the simulated cloud fraction was below 200 hPa was 0.10/0.08 in the wet/dry period, which showed an obvious improvement when compared to that, i.e., 0.11/0.11 of original scheme. Accumulated ice water content below the melting level decreased by 21.57% in the SI. The well-matched average liquid water content displayed between the new scheme and observations, which was two times larger than those with the referencing scheme. In the ARM97 simulations, the SI scheme produced considerable ice water content, especially when convection was active. Low-level cloud fraction and precipitation extremes were improved using the Gauss-PDF scheme, which displayed the RMSE of cloud fraction of 0.02, being only half of the original schemes. The study indicates that the SI and Gauss-PDF schemes are promising approaches to simplify the microphysics process and improve the low-level cloud modeling.
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1. Introduction

Multi-scale atmospheric models have become a trend in the field of numerical weather prediction (NWP) and climate simulations. Although the development of the supercomputer provides stronger and stronger computing power, climate projection or global high-resolution NWP demands a high-performance numerical model on quasi-uniform grids on sphere, such as the nonhydrostatic icosahedral atmospheric model (NICAM, [1]), the icosahedral nonhydrostatic model (ICON, [2]), and the model for prediction across scales (MPAS-A, [3]), among others. On the other hand, regarding the need of achieving regional high-resolution modeling in the context of global simulations [4], local grid refinement in a spherical model for high-resolution prediction in a focused region has been receiving attention recently [5,6,7]. A new global dynamical framework for multi-scale atmospheric numerical modeling, the Global-to-Regional Integrated forecast...
System (GRIST), was developed at the China Meteorological Administration using an unstructured mesh that allows quasi-uniform and variable-resolution configurations for global simulation [8].

In addition to the dynamical terms that are directly computed in the dynamical core, physics is also a key in the numerical atmospheric models. Model physics comprises of all diabatic subgrid effects of foreign and internal dynamical and thermodynamical forcing, as well as some grid-scale processes, such as large-scale condensation and radiation [9,10]. The model consistency between the dynamics and physics demands a flexible or scale-adaptive physical parameterization in the variable-resolution models, because subgrid-scale physics is grid-spacing dependent due to its parameterization assumptions. Scale-aware subgrid-scale physics, such as Shin and Hong (2015) [11] and Zhang et al. (2018) [12] for scale-aware planetary boundary layer scheme, and Han et al. (2017) [13] and Jeworrek et al. (2019) [14] for convective scheme, is necessary, while the grid-independent physical processes, e.g., delta-four-stream radiative transfer scheme [15] are calculated with high accuracy. These arrangements improve the unified application of the physical schemes in numerical atmospheric models with a wide range of grid-scale variation. The flexible physics schemes are necessary in the variable-resolution modeling for reasonable convergence of the numerical results.

Microphysics and macrophysics are two grid-scale moist physical processes in the NWP and climate model systems. Some of the subprocesses are related to the subgrid-scale distribution of model quantities, e.g., the moisture and temperature. Therefore, the flexible arrangement of the micro- and macro-physics processes is one of the key issues in multi-scale model development. Zhao et al. (2017) [16] developed a single-ice (SI) scheme to combine ice and snow into one variable with the ice particle physical properties based on the ambient temperature and degree of riming. Qin et al. (2018) [17] developed a statistical cloud scheme using the Gaussian probability distribution function (Gauss-PDF scheme hereafter) based on observational data. The Gauss-PDF scheme is grid-scale dependent, because the subgrid moisture distribution was diagnosed from boundary layer turbulence and shallow convection, which automatically varied with model grid spacing. This promotes the implementation and application of the two moist physical schemes in the GRIST model for multi-scale simulation.

Before the direct implementation into the GRIST model, we want to first test the SI and Gauss-PDF schemes in the single-column GRIST (SGRIST) model, so as to evaluate the schemes with observational data, just like a benchmark test. In the following sections, we first briefly describe the SGRIST and the SI and Gauss-PDF schemes. Section 2 shows two test cases of the field observational experiment. Section 3 provides the numerical results of the SI and Gauss-PDF schemes, in comparison with the results using referencing schemes. Section 4 provides the discussion and conclusion.

2. Scheme Description and Method
2.1. The SGRIST Model
The single-column version of the GRIST model is developed for the convenience of physics scheme testing. It shares a third-order Runge–Kutta temporal integration scheme [18] and a third-order vertical numerical transport scheme with the three-dimensional GRIST model [8]. The SGRIST model consists of the thermodynamic and vapor budget equations [19], i.e.,

\[
\frac{\partial T}{\partial t} = \left( \frac{\partial T}{\partial t} \right)_{\text{phy}} - \left( \vec{V}_H \cdot \nabla_H T \right) - \omega \frac{\partial T}{\partial p} + \frac{R_f T}{p c_p} \frac{\partial p}{\partial t}
\]

(1)

\[
\frac{\partial q}{\partial t} = \left( \frac{\partial q}{\partial t} \right)_{\text{phy}} - \left( \vec{V}_H \cdot \nabla_H q \right) - \omega \frac{\partial q}{\partial p}
\]

(2)
where $T$ and $q$ are the temperature and specific humidity; $p$ and $\omega$ the pressure and pressure vertical velocity; and, subscript phy and $H$ denote the physical effect and horizontal component, respectively. The remaining symbols show the usual usage in atmospheric sciences. The vertical transport is numerically determined when the horizontal advection is forced by given conditions. No relaxing term to the observations is considered here in the SGRIST. The dynamical processes are simplified considerably in the single-column model and, therefore, it is easy to evaluate the physical effects with the single column model.

2.2. The Physical Schemes

We take the physics suit in Community Atmosphere Model version 5 [20] as a reference in the SGRIST model. The physical parameterization suit consists of the Zhang–McFarlane deep convection scheme [21], the Morrison–Gettelman (MG08) microphysics scheme, the Park–Bretherton–Rasch (PBR14) macrophysics scheme [22,23], the University of Washington shallow cumulus convection and moist local boundary-layer turbulence scheme [24,25], and the RRTMG short- and longwave radiations [26]. Noah-MP land surface model [27] is used to describe the key land–atmosphere interaction processes. The updated physical schemes are first evaluated in the SGRIST model in comparison with the reference parameterization. In this study, the SI microphysics and Gauss-PDF macrophysics schemes will be tested versus the MG08 and PBR14 schemes in two intensive observation periods (IOPs) over ocean and land surfaces, respectively.

In comparison with the control run of the SGRIST model using the referencing schemes of MG08 and PBT14, another three simulations with the microphysics and macrophysics schemes being replaced by SI and Gauss-PDF schemes, respectively, or both, were conducted. The SGRIST model, with 30 vertical levels, employed a time step of 600 s.

2.2.1. The SI Microphysics Scheme

By combining the cloud ice and snow as the total ice, just as the merging of ice and graupel in Lin and Colle (2011) [28], the SI scheme is developed with consideration of the same thermodynamic property of ice and snow [16] that is based on MG08. The ice physical property depends on temperature and riming intensity [28,29], and the ice property is parameterized as a function of the ice particle diameter that is only related to temperature and riming intensity. Details are found in Lin and Colle (2011) [28] and Zhao et al. (2017) [16]. The unified consideration of total ice particles in the SI scheme helps to improve the computational efficiency due to its simplified microphysical processes, and to eliminate the uncertainties in ice-to-snow conversion, which supplies a flexible arrangement of the ice-phase particles.

2.2.2. The Gauss-PDF Macrophysics Scheme

Qin, et al. (2018) [17] proposed a Gaussian probability distribution function statistical cloud scheme. The Gauss-PDF scheme assumes the Gaussian PDF of subgrid variances of potential temperature of liquid water and specific humidity of total water. The variances are determined by both shallow convection and boundary layer turbulence. Because the cloud fraction and condensation are both calculated from the subgrid distribution of moisture and temperature, consistency between cloud fraction and precipitation is automatically obtained. An adjustment between cloud fraction and condensation in the PBR14 scheme is not necessary. Subgrid variances of temperature and moisture that are associated with shallow convention and turbulence increase the flexibility of the approach to capture horizontal subgrid-scale variations.

The ice stratus fraction was originally considered as a quadratic function of grid-mean total relative humidity (RH) over ice in Park et al. (2014) [23].
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\[ a_{i,u} = \left( \frac{\bar{V}_i - u_{ci}}{\hat{u}_i - u_{ci}} \right)^2 \]  

(3)

where \( \hat{u}_i \) is the in-cloud RH over ice, and \( u_{ci} \) the threshold of ice-cloud RH, \( \bar{V}_i \) the grid-mean total ice RH over ice, and \( \bar{q}_v \) and \( \bar{q}_i \) are grid-mean specific humidity of water vapor and ice, respectively. In this study, only ice stratus is diagnosed in the Gauss-PDF scheme. Therefore, the formula \( \bar{V}_i = (\bar{q}_i + \bar{q}_v) / \bar{q}_{i,j} \) was replaced by \( \bar{V}_i = \bar{q}_i / \bar{q}_{i,j} \) in the Gauss-PDF. The value of \( u_{ci} \) was changed to 0.9 from 0.8, when considering the application to the high-resolution model, and \( \hat{u}_i = 1.0 \) from 1.1 with a restriction of the maximum of \( \bar{V}_i \) being also 1.0. In addition, the total cloud fraction in a mesh is \( A_{tot} = \max(A_{stratus}, A_{cumulus}) \) with horizontal cloud overlap instead of using \( A_{tot} = A_{stratus} + A_{cumulus} \) in the macrophysics scheme, where \( A_{stratus} \) and \( A_{cumulus} \) show the stratus and cumulus fraction.

2.3. Test Cases for Physical Scheme Evaluation

Two test cases with field IOP observation are selected for the physical scheme evaluation. The first is the Tropical Warm Pool-International Cloud Experiment (TWP-ICE) and the other is the Atmospheric Radiation Measurement Southern Great Plains Experiment in 1997 (ARM97). The TWP-ICE was carried out during 18 January and 13 February 2006 over an oceanic underlying surface. Three periods, i.e., monsoon active and wet (18 January to 25 January), monsoon suppressing and dry (26 January to 2 February), and monsoon break periods are found in the field experiment [30]. The first two periods are also referred as convectively active and suppressing phases, respectively. In this case, four 25-day control and sensitive simulations (Table 1) are carried out from 18 January to 12 February 2006.

| Exp. Name | MG-PBR | SI-PBR | MG-GPDF | SI-GPDF |
|-----------|--------|--------|---------|---------|
| Microphysics | MG08 | SI | MG08 | SI |
| Macrophysics | PBR14 | PBR14 | Gauss-PDF | Gauss-PDF |

ARM97 was a field experiment conducted from June to July 1997 in American Southern Great Plains [31]. The IOP data in this experiment help to verify the physical effect of numerical parameterization schemes over land surface. The same four model runs (Table 1) were conducted to simulate the evolution of local weather and meteorological quantity in 28-day duration, from 19 June to 17 July 1997.

The forcing data of horizontal advection are adapted from the single-column CAM model. The model time step is 600 s and vertical levels is 30 to simulate. Cloud fraction from Xie et al. (2010) [32] and Active Remote Sensing of Cloud Layers is used for evaluation in the TWP-ICE and ARM97 simulations, respectively. The ice water content from Cloud Retrieval Ensemble Data [33] is used. The other observational data set used in this study, such as microphysical baseline observations of liquid water content and the cloud liquid water path retrievals from microwave radiometers, can be obtained from the ARM Archives Data via the ARM webpage at http://www.arm.gov/, accessed on 13 May 2021 and they are used for the evaluation of the SGRIST model. When considering the large uncertainty of ice water content data being 30–85%, we employed the merged data of three products [33] in the context of ensemble average for evaluation here. Note that the cloud liquid water content data are corrected by subtracting precipitation because the retrieval contains rain and drizzle.
3. Results and Evaluation

3.1. TWP-ICE Simulation

The TWP-ICE case was first simulated with the reference micro- (MG08) and macro-
physics (PBR14) schemes in the MG-PBR run, and the updated schemes of SI and Gauss-
PDF instead, respectively. Figure 1 shows the simulations of the cloud fraction, ice water
content, liquid water content, and atmospheric temperature in comparison with the ob-
servations and retrievals in the IOP period. Without relaxed forcing in the SGRIST used
here, the melting level varied obviously with time in this case simulation, even if the ob-
servation displayed a quasi-invariant height of the 0 °C isotherm. The substitution of the
MG08 and PBR14 with the SI and Gauss-PDF, respectively, shows obvious difference of
the cloud fraction, ice water and liquid water contents. When compared to the MG-PBR,
the SI-PBR simulated a significant increase of clouds. In the monsoon active period, deep
convection was active, and the cloud was observed in the troposphere (Figure 1g), espe-
cially above 700 hPa. The thickening of the cloud is well simulated
during 18 and 25 January with the SI and PBR14 schemes with an overestimation of the cloudiness in the mid
and upper troposphere in the convectively active period. In the convection-suppressing
period, 26 January to 2 February, when the air was dry, cloudiness in the lower tropo-
sphere is associated with shallow convections and that at 200 hPa was displayed in the
observations depicted in Figure 1a. The simulation of the high-level cloud amount was
improved obviously with a cloud fraction of approximately unity by the SI scheme (Figure
1g), while the MG-PBR did not produce any cloudiness over 300 to 100 hPa in this dry
period, which is quite different from the results in SCAM [16]. The ice water content also
showed an increase in the simulation with the SI and PBR14 schemes (Figure 1h) in the
wet convective phase before 25 January. The base of the ice water reaches 700 hPa in Fig-
ure 1h, which was much higher than the base height at 750 hPa below the melting level
shown in Figure 1e. The observed melting level extended to 550 hPa without ice existing
below the melting level (Figure 1b). The SI scheme ameliorated undershot of the ice water
distribution under the melting level. In the convection suppressing period, the SI scheme
also simulated a reasonable distribution of ice water content at 200 hPa, which was close
to the observations. On 11 February, it is notable that extreme ice water content was dis-
play at 300 hPa, just as the observation. The updated SI scheme can improve the oceanic
microphysics simulation, as indicated in this case study with the SGRIST model.
Figure 1. Temporal-vertical plot of cloud fraction (left), ice water content (middle column) and liquid water content (right) in addition to the atmospheric temperature (solid, °C) in the MG-PBR (d,e,f), SI-PBR (g,h,i), MG-GPDF (j,k,l), and SI-GPDF (m,n,o) simulation of the TWP-ICE in comparison with the observations and retrievals (a,b,c). The melting level is marked with bold lines in the middle panels.

In the SI-GPDF test (Figure 1m–o), the cloud fraction, ice water, and liquid water contents simulated with the Gauss-PDF scheme instead of the PBR14 macrophysics are displayed. The cloud fraction was clearly improved below/above 200 hPa in the wet/dry period. The SI-GPDF successfully simulated the cloud fraction above 200 hPa during the dry period (Figure 1a), while the MG-PBR failed (Figure 1d). The statistical distribution of the subgrid moisture and temperature refined the diagnosis of the cloudiness and, therefore, ameliorates the vertical distribution of the cloud fraction in comparison with the observation (Figure 1a) and the numerical result with the referencing scheme (Figure 1d). The liquid cloud water was much more simulated below the melting level with the Gauss-PDF than that with the PBR14 in the numerical test. In the Gauss-PDF scheme, the subgrid variance of temperature and moisture are determined by shallow convection and boundary-layer turbulence, and the low-level condensation was therefore determined instantaneously as the cloudiness that showed clear increase in the lower troposphere (Figure 1c).
When the SI micro- and the Gauss-PDF macrophysics were both selected for the TWP-ICE simulation in the SI-GPDF test, temporal evolution of the vertical distribution of ice water and liquid water contents all showed notable ameliorations when compared to the reference simulation, even though the cloud fraction displayed further overestimation. The schemes caught the vertical cloudiness development, even if overestimation was found, mainly due to the ice cloud diagnosis. Thick cloud was simulated in the convectively active period (Figure 1m), and both thin lower and upper cloud layers were observed below 600 hPa and at 200 hPa, respectively. General cloudiness distribution showed agreement with the observation, especially when focusing on the upper-level (above 300 hPa) ice cloud after 25 January. The underestimate of the ice water content below the melting level was also improved in the wet phase, just as the SI scheme, and the ice water at 200 hPa was reasonably reproduced in the dry phase by the updated micro- and macrophysics. The liquid water content distribution was further enhanced, in which a thinner liquid water layer was simulated under the melting level in comparison with the MG-GPDF results.

We note that a sharp vertical variation of the cloud fraction, jumping from 50% to 95%, using the PBR14 scheme, was improved in the SI-GPDF simulation by updating the ice cloud diagnosis, as noted in Section 2. The vertical variation of the cloudiness is shown in Figure 1m.

Vertical profiles of cloud fraction, ice water, and liquid water contents averaged in the wet and dry periods are displayed in Figure 2. In the wet phase, vertical profile of cloud fraction displayed greater cloudiness in the mid-upper troposphere in the SI-PBR than the observations, due to the total ice being considered in the SI scheme (Figure 2a). The MG-GPDF and MG-PBR also showed an overestimation of cloudiness in the middle and upper levels. In SI-GPDF test, the cloud fraction was better simulated below 200 hPa, even though an overestimation was observed above. We calculated the statistical feature of the vertical profiles for quantitative description and easy understanding. In the SI-GPDF simulation, the root mean square error (RMSE) of the cloud fraction below 200 hPa was 0.1/0.08 in the wet/dry period, being smaller than 0.11/0.11 in the MG-PBR simulation. The simulated deviation of cloud fraction from the observations also illustrated a general amelioration with the SI-GPDF (Figure 2a,d). Besides the uncertainty of simple cloud diagnosis, a large error in the observational retrieval of cloud fraction is imaginable. Ice water content was well simulated below 500 hPa in both SI-PBR and SI-GPDF simulations with a total decrease of 21.57% below the melting level in comparison with that in the MG-PBR. The evidence can be found in Figure 2b that approximately the same ice water content is shown in the SI-PBR and SI-GPDF, but a large separation in the MG-PBR and MG-GPDF. However, the cloud water content was concentrated in lower levels with a significant difference among the four numerical experiments. The averaged profile of liquid water content was evidently improved below 700 hPa by the updated the SI and Gauss-PDF schemes in the SI-GPDF. The liquid water content in the SI-GPDF, approximately matched with the observation, was twice of that in the MG-PBR, which confirms the improved performance of the SI and Gauss-PDF schemes.
Figure 2. Vertical profiles of cloud fraction and the deviation from the observation (a, d), ice water content (b, e) and liquid water content (c, f) averaged in the wet (18–25 January, top) and dry periods (26–30 January, bottom) in the four tests, MG-PBR (red), SI-PBR (cyan), MG-GPDF (orange), and SI-GPDF (brown) in comparison with the observations (black).

In the dry phase, either the SI or the Gauss-PDF can reproduce the cloudiness at 200 hPa in the SI-PBR, MG-GPDF, and SI-GPDF tests (Figure 2d), even though an overestimation is displayed. The large difference of cloud fraction between the MG-PBR and SI-PBR suggests the consistency of the Gauss-PDF scheme in reproducing the upper-level cloudiness. The schemes showed similar results in the mid- and lower troposphere below 400 hPa. The ice water content was simulated very little in the convection suppressing period, which is consistent with the observation (Figure 2e). The liquid water showed similar vertical profile in the SI-PBR and MG-PBR, SI-GPDF, and MG-GPDF. The Gauss-PDF scheme displayed a markable improvement to the liquid water profile in lower troposphere (Figure 2f), which demonstrated the significance of the Gauss-PDF scheme in the dry phase of this case simulation.

In the wet phase, when convection was active, the microphysics showed to be dominant in the simulation as illustrated above. Key microphysical processes in the SI and MG08 schemes were investigated. Figure 3 displays the sublimation, melting, deposition, and conversion of cloud ice to snow (only in MG08). Cloud ice and snow are considered as total ice in the MG08 scheme for fair comparison, because only the cloud ice is specified in the SI scheme. Because of the fast-falling speed of snow, ice-trapping was observed at 300 hPa (Figure 3a) in MG08. Instantaneous snow melt was supposed at 2 °C in MG08, and rapid snow melting into rain took place at 700 hPa. Weak sublimation showed double minus peaks at 300 and 600 hPa. The prognostic total ice in the SI scheme, however, extended to a lower level across the melting level. A strong sublimation of ice particles occurred at 700 hPa, which was consistent with that in the MG08, and relatively weak melting took place in a thick layer from 300 to 800 hPa (Figure 3b). The deposition of ice particles displayed a similar distribution as in the MG08.
Simulated precipitation is shown in Figure 4 with different couples of micro- and macrophysics. Under the strong modulation of the large-scale advection, all four experiments produced reasonable precipitation. The heavy rain period before 25 January and weak rain period after 26 January are clearly distinguished in Figure 4a. The peaks of precipitation were all weaker than the observational ones in the four experiments in the convectively active period. An investigation of the model large-scale and convective precipitation showed the underestimation of peak large-scale precipitation, which was mainly a result of the microphysics. The use of the Gauss-PDF macrophysics produced considerable liquid water (Figure 11,o) benefiting from the Gaussian distribution of subgrid temperature and moisture, which was related to the strong rainfall, through interaction with the microphysics.
Figure 4. (a) Total precipitation rate, (b) large-scale precipitation rate, (c) convective precipitation rate and (d) liquid cloud water path in the simulations MG-PBR (red), SI-PBR (cyan), MG-GPDF (orange), and SI-GPDF (brown) compared to the observation (black).

The simulated liquid water path can be also verified by comparing to the observations. The PBR14 scheme produced a slightly weaker liquid water path than the observed one in the MG-PBR and SI-PBR tests. The Gauss-PDF scheme simulated the quite thick liquid water path in comparison with the observation in the MG-GPDF and SI-GPDF tests because the cloud was determined using a Gaussian probability distribution function, which made vapor condensation and cloud fraction increase.

3.2. ARM97 Simulation

In addition to the evaluation of the micro- and macrophysics effects on oceanic surface, another IOP experiment, i.e., the ARM97, was used to verify the SI and Gauss-PDF schemes over land surface in more complex land-surface processes and planetary boundary-layer conditions. Figure 5 shows the simulated cloud fraction, ice water content, and liquid water content in numerical experiments of the MG-PBR, SI-PBR, MG-GPDF, and SI-GPDF, respectively, during the ARM97 IOP period. Regarding the cloud fraction, the MG08 scheme produced solid results in the MG-PBR and MG-GPDF, while the SI scheme simulated too much cloudiness above 400 hPa in the SI-PBR. The over estimation of the cloudiness, like the over prediction of ice at very high levels, was caused by the lack of ability to distinguish between cloud ice and snow. Relatively more cloud fraction was simulated above 200 hPa in the SI-GPDF than in the MG-PBR. However, below 200 hPa, the SI-GPDF displayed a good distribution of cloudiness in comparison with the observation (Figure 5a,d,m). The Gauss-PDF run displayed a little more cloud than the PBR14 run in the MG-GPDF and MG-PBR (Figure 5d,j), which tends to improve the simulation of cloud fraction, especially in lower levels (Figure 5a,d,j). The large peak values on 27 June in the SI-PBR and SI-GPDF were shown to be in agreement with the observation. Liquid water was simulated in lower levels in the four numerical tests, which was consistent with the observation. When compared with the results in the TWP-ICE simulations, liquid water was distributed in higher levels in ARM97. This may be related to the relatively large
vertical gradient of temperature over land surface in summer, and the considerable vapor content in air over ocean. Water vapor and liquid water were easily transported to higher levels by thermal convections on land, despite the low melting level in ARM97 shown in both simulations and observations (Figure 5).

Figure 5. Temporal-vertical plot of cloud fraction (left), ice water content (middle column) and liquid water content (right) in addition to the atmospheric temperature (solid, °C) in the MG-PBR (d,e,f), SI-PBR (g,h,i), MG-GPDF (j,k,l), and SI-GPDF (m,n,o) simulation of the ARM97 in comparison with the observations and retrievals (a,b,c). The melting level is marked with bold lines in the middle panels.

The vertical profiles of the cloud fraction, ice water, and liquid water contents averaged over the full period of simulations (Figure 6) display a similar feature as in the TWP-ICE (Figure 2). The SI scheme overestimated the upper-level cloudiness with the present method of ice cloud diagnosis. In the SI-GPDF, improved vertical distribution was displayed below 200 hPa with a similar peak level as the observation, even though the slightly overestimated cloud fraction could be found above. Smaller cloud fraction variance from the observation was shown below 200 hPa when compared to that in the MG-PBR. The RMSE of cloud fraction was 0.02 in the SI-GPDF and 0.04 in the MG-PBR.
overestimation of cloud fraction in upper troposphere may be partially due to the uncertainty of the tiny crystal observation with the satellite-based radar. Matched peak values of ice water content were illustrated in the four simulations, and the SI-GPDF contributed the best. All four experiments displayed lower vertical position of ice content as compared to the observation. The liquid cloud water showed its peak at 800 hPa using the Gauss-PDF scheme in both the SI-GPDF and MG-GPDF, while the peak appeared at 700–750 hPa in the SI-PBR and MG-PBR. The moisture PDF helped to improve the prognostic distribution of the liquid water content (Figure 6c) and liquid cloud (Figure 6a) in low levels. We must note that the uncertainty of retrieval of liquid water content is shown to be very large. The observational profile displayed here is the retrieval excluding the data that are greater than 0 but failed in minimum or maximum tests.

Figure 6. Vertical profiles of cloud fraction and the deviation from the observation (a), ice water content (b) and liquid water content (c) averaged during 19 June and 17 July in the four tests, MG-PBR (red), SI-PBR (cyan), MG-GPDF (orange), and SI-GPDF (brown) in comparison with the observations (black).

The temporal-vertical section of mass-weighted ice falling speed is given in Figure 7 to illustrate the reason of ice water existence below the melting level. The ice sedimentation speed reached 1.0 m/s at 400 hPa on 24 June in both numerical experiments (Figure 7). Ice water was observed below the melting level from 24 June to 26 June in the SI-PBR and SI-GPDF (Figure 5h,n) because of the falling speed of prognostic total ice reaching 0.8 m/s below 600 hPa (Figure 7a,b), which made the ice water drop below melting level. This suggests a way to further improve the SI scheme by tuning the melting rate and ice falling speed.

Figure 7. Temporal-vertical plot of mass-weighted ice falling speed in (a) the SI-PBR and (b) the SI-GPDF.

The precipitation and liquid water path in ARM97 simulations are also displayed in Figure 8. In general, precipitation was well produced in the four numerical simulations of the ARM97 case. The total precipitation depicted in Figure 8a also illustrated weaker peaks in this case, just as that in the TWP-ICE simulations. Out of the four couples of
schemes, the pair of SI and Gauss-PDF simulated the largest peak of precipitation in the SI-GPDF test, which was the closest to the observation. The SI scheme, in cooperation with the PBR14 macrophysics scheme, produced the weakest large scale and convective precipitation (Figure 8b,c) under the interaction with other physical processes. The overestimated peak ice cloud water (Figure 5h) and underestimated liquid water (Figure 5i) on 27 June and 1 July resulted in insufficient grid-scale rainfall simulation, and possibly influenced the simulated intensity of convection and convective precipitation. In the SI-GPDF, a relatively weak peak of ice water (Figure 5n) and broad peak of liquid water (Figure 5o) were illustrated on 27 June and 1 July, which are related to the fine precipitation simulation.

In the four numerical experiments, liquid water path was simulated much more than the observation and it was not sensitive to the specific coupling of the micro- and macrophysics schemes. This was different from the illustration in the TWP-ICE simulations, which indicates the complexity of land–air interaction in the moist-process simulation because of the difficulty of land–surface characteristic specification.

4. Discussions and Conclusions

The SI microphysics was implemented into the SGRIST single-column model in cooperation with the Gauss-PDF macrophysics scheme because of the flexibility of the arrangement of total cloud ice and grid-scale dependent Gaussian PDF subgrid moisture distribution in the micro- and macrophysics schemes, respectively. The SI and Gauss-PDF schemes were evaluated with numerical simulation results of two cases, i.e., the TWP-ICE and ARM97, over ocean and land surfaces, respectively, and the IOP data. Four runs were conducted for each of the TWP-ICE and ARM97 cases with an arbitrary coupling of the microphysics schemes, the SI and MG08, and macrophysics schemes, the Gauss-PDF and PBR14, to show the numerical effect of precipitation simulation.

In a qualitative sense, the couple of the SI and Gauss-PDF show the proper vertical distribution of cloudiness in both the TWP-ICE and ARM97 simulations over ocean and
land surfaces, respectively, even though an overestimation of the cloud fraction was still found in the upper troposphere. The vertical deviation and RMSE of cloudiness are obviously improved by the Gauss-PDF scheme, with the RMSE being reduced from 0.11/0.11 to 0.1/0.08 in wet/dry period of the TWP-ICE and 0.04 to 0.02 in the ARM97 case. The ice and liquid water contents were improved by the SI and Gauss-PDF schemes on either ocean or land surface, in better agreement with observations. The amount of ice cloud water and liquid water was more reasonably simulated with the SI and Gauss-PDF in comparison with the referencing schemes, especially the ice water dropping under the melting level. The use of the Gauss-PDF promoted the enhancement of liquid cloud water prediction in the microphysics, as shown in the MG-GPDF and SI-GPDF in both IOP experiments of the TWP-ICE and ARM97, which resulted in an overall increase of total precipitation peaks being consistent with the observations. The Gaussian distribution of sub-grid temperature and moisture contributed to the water vapor assignment between large-scale and convective processes, which resulted in well simulated ice and liquid water contents and precipitation.

Moist process simulation is difficult because of the complexity of land–air interaction and land surface specification. The results in the ARM97 simulation showed differences from those in the TWP-ICE. The liquid water path was simulated very differently among the couples of schemes in the TWP-ICE, but it was similar in the ARM97. The overestimation of the cloudiness in upper levels was significant in the SCRIST with the new schemes. The diagnosis of cloud fraction can be tuned according to the results over different surfaces.
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