Heating in integrable time-periodic systems
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We investigate a heating phenomenon in periodically driven integrable systems that can be mapped to free-fermion models. We find that heating to the high-temperature state, which is a typical scenario in non-integrable systems, can also appear in integrable time-periodic systems; the amount of energy absorption rises drastically near a frequency threshold where the Floquet-Magnus expansion diverges. As the driving period increases, we also observe that the effective temperatures of the generalized Gibbs ensemble for conserved quantities go to infinity. By the use of the scaling analysis, we reveal that in the limit of infinite system size and driving period, the steady state after a long time is equivalent to the infinite-temperature state. We obtain the asymptotic behavior $L^{-1}$ and $T^{-2}$ as to how the steady state approaches the infinite-temperature state as the system size $L$ and the driving period $T$ increase.

Introduction.— Closed quantum many-body systems driven by a time-periodic field have been studied actively in recent years [1–5]. Analysis of the steady states after a long time is one of the important questions in characterizing nontrivial quantum phenomena [6–13]. Periodically driven quantum systems gather attention both experimentally [14–18] and theoretically [19–45] because of its potential of realizing novel physical phases, such as topological phases [7, 14–16, 29–34, 38, 41, 42, 45], by using simple time-dependent Hamiltonians. Since there is no conventional energy conservation in such systems, unlike in isolated static systems, the system may absorb energy from the periodic drive and the heating may break down the non-trivial quantum phases. Thus, it is an important question whether the heating occurs and to what extent the system absorbs energy from the driving [46–48]. Heating can be understood as the energy relaxation towards the maximum entropy state [12, 13, 49–51]; from this perspective it is also a fundamental issue of statistical physics, namely the thermalization [2, 52, 53].

Non-integrability is considered to play an essential role in the heating of driven systems. Numerical studies [12, 13, 49, 54–56] of relatively small non-integrable systems have claimed that when the driving period $T$ is small enough, a system does not heat up but stays at a finite temperature even after a long time, while when $T$ is large enough the system heats up to (nearly) infinite temperature. In the latter cases, the unlimited heating is believed to be related to the divergence of the high-frequency expansion [1, 13] of the Floquet effective Hamiltonian, or the Floquet-Magnus (FM) expansion [57, 58]. In other words, the above two regimes with different extents of heating may be bordered by the divergence point of the expansion. The convergence radius of the expansion presumably approaches zero in the limit of infinite system size [59]; hence, at any non-zero driving periods, macroscopic non-integrable systems are expected to heat up to infinite temperature in the long-time limit, although the time-scale may be extremely long [59–64].

On the other hand, when the total dynamics is integrable, the system has apparent conserved quantities as many as the degrees of freedom of the system [65]. The quantum dynamics should be restricted in a state space characterized by them. This leads to the expectation that the unlimited heating does not occur and the system converges to a nontrivial steady state [11, 66–70]. Indeed, there has been no report on heating to infinite temperature for integrable time-periodic systems, without additional conditions such as a random noise [71]. Nonetheless, the connection between the heating and the integrability has been only intuitive, and more elaborate analysis is required.

In the present letter, we report a possible scenario of the unlimited heating in periodically driven systems with integrability. Our main conclusion is that heating to infinite temperature can occur even with the integrability, but only in an asymptotic sense. We consider a free-fermion system and numerically observe how much energy the initial state absorbs from the driving. A qualitative behavior of the heating changes drastically around the driving period where the FM expansion diverges; for shorter periods, the system does not heat up infinitely and remains in finite-temperature states. Our observation shows that the steady state approaches the infinite-temperature state in the limit of the system size and driving period tending to infinity. To investigate this point quantitatively, we identify the scaling behavior as to how the steady state approaches to the infinite-temperature state as the system size $L$ and the driving period $T$ increase; as we shall see below, the deviation from infinite temperature decays as $L^{-1}$ and $T^{-2}$.

Analysis of time-periodic systems.— When the Hamiltonian is periodic in time with the period $T$ as...
\( H(t + T) = H(t) \), the unitary time-evolution operator over a single period

\[
U_F = \mathcal{T} \exp \left( -i \int_0^T H(t) dt \right) = e^{-iH \tau T}
\]

defines an effective Hamiltonian \( H_F \), which we call the Floquet Hamiltonian. Here, we denote the time-ordering operator by \( \mathcal{T} \). At stroboscopic times \( t = nT \) with \( n \) an integer, the time evolution is described by the static Hamiltonian \( H_F \). We refer to periodically driven systems with an integrable Floquet Hamiltonian \( H_F \) as “integrable time-periodic systems.”

In this letter, we consider a time-periodic system of the form of the following bilinear fermion Hamiltonian:

\[
H(t) = \sum_{i,j=1}^L \left( a_i^\dagger M_{ij}(t)a_j + \text{H.c.} \right),
\]

where \( a^\dagger \) and \( a \) are the creation and annihilation operators, respectively, which satisfy the fermionic commutation relations and \( L \) denotes the system size. In this case, the Floquet Hamiltonian \( H_F \) is also bilinear and can be mapped to free-fermion systems (see Supplementary I), and hence this is an integrable time-periodic system. This time-periodic system has \( L \) pieces of conserved quantities denoted as

\[
\hat{I}_p = f_p^\dagger f_p
\]

for \( p = 1, 2, \ldots, L \), where \( f_p^\dagger \) and \( f_p \) are eigenmodes of \( H_F \), namely \( H_F = \sum_{p=1}^L \epsilon_p f_p^\dagger f_p \) with \( \{ \epsilon_p \}_{p=1}^\text{L} \) the quasienergies of \( H_F \). The dynamics is constrained in the Hilbert space which conserves all of \( \{ \hat{I}_p \}_{p=1}^\text{L} \). We have \( \sum_{p=1}^L f_p^\dagger f_p |\psi(t)\rangle = N |\psi(t)\rangle \) for all \( t \), where \( N \) is the number of modes occupied in the initial state. Throughout the paper, we will refer to \( N \) as the particle number.

We define the infinite-temperature state as the uniform mixing of all the states with a fixed particle number \( N \). That is, the infinite-temperature state, which we denote by \( 1_{(N,L)} \), is proportional to the projection operator \( P_{N,L} \) to the Hilbert space with the particle number \( N \).

The amount of the energy absorption is deeply related to the FM expansion, which is an expansion of the Floquet Hamiltonian by the power series of the period \( T \) [1, 58]:

\[
H_F(T) = \sum_{n=0}^\infty T^n \Omega_n(T).
\]

Each of the terms \( \Omega_n(T) \) includes high-order nested commutators of the Hamiltonian \( H(t) \) (See Refs. [59, 72] for the explicit forms). In particular, the first term is equal to the time average over one period of the time-dependent Hamiltonian, which we refer to as \( H_{\text{ave}} \):

\[
\Omega_0(T) = H_{\text{ave}} := \frac{1}{T} \int_0^T H(t) dt.
\]

Throughout the paper, we refer to the expectation value of the operator \( H_{\text{ave}} \) as the energy of the periodically driven system. If the period \( T \) is sufficiently small, the Floquet Hamiltonian may be approximated by the average Hamiltonian \( H_F \approx H_{\text{ave}} \), and therefore the system should remain in a low-energy state if we start from the ground state of \( H_{\text{ave}} \). However, the convergence of the FM expansion (4) is generally not assured for large periods. A general sufficient condition for the convergence is given by \( \int_0^T \Omega(t) dt \lesssim \pi \) [58, 73–76]. It implies that the convergence is ensured only for \( T \lesssim 1/||H(t)|| \) with \( || \cdots || \) the operator norm.

When the FM expansion diverges, the Floquet Hamiltonian is no longer close to \( H_{\text{ave}} \) and higher-order terms become dominant. In the periodically driven non-integrable systems, the spectral structure is known to resemble that of a random matrix [13, 51]. This implies that the steady state is given by a random state in the total Hilbert space, namely the infinite-temperature state [77].

On the other hand, in the integrable cases, the scenario appears to be rather different. The convergence of the FM expansion is ensured for a wider region of \( T \) in the integrable cases than in non-integrable systems. In the integrable time-periodic system that we consider in this letter, the convergence of the FM expansion is ensured for \( T \lesssim 1/||M(t)|| \), where \( M(t) \) is the \( L \times L \) matrix which expresses the single-particle Hamiltonian with its norm \( ||M(t)|| \) remaining finite even in the thermodynamic limit; see supplementary I. In the integrable cases, the Floquet Hamiltonian \( H_F \) always commutes with the conserved quantities and is far from the random matrix in the total Hilbert space.

The steady state of the system given by Eq. (2) is known to be given by the generalised Gibbs ensemble (GGE) dependent on the initial state under some moderate assumptions [11]. The ensemble reads

\[
\hat{\rho}_{\text{GGE}} = Z^{-1} \exp \left( -\sum_{p=1}^L \Lambda_p \hat{I}_p \right)
\]

with \( Z \) the normalization constant. We refer to the coefficients \( \{ \Lambda_p \}_{p=1}^L \) as “the effective temperatures” for the conserved quantities \( \{ \hat{I}_p \}_{p=1}^L \). The effective temperature \( \Lambda_p \) is calculated by equating the expectation values of the conserved quantity \( \hat{I}_p = f_p^\dagger f_p \) for the initial pure state and the GGE given by Eq. (6) as in

\[
\langle \psi_0 | f_p^\dagger f_p | \psi_0 \rangle = \frac{1}{e^{\Lambda_p} + 1}, \quad p = 1, 2, \ldots, L,
\]

where \( \langle \psi(t) | f_p^\dagger f_p | \psi(t) \rangle = \langle \psi_0 | f_p^\dagger f_p | \psi_0 \rangle \) holds, with \( |\psi_0\rangle \) and \( |\psi(t)\rangle \) denoting the initial state and the state at time \( t \), respectively.

We stress that the steady state of the present system is expected to be given by the GGE as in Eq. (6) for all driving periods regardless of the convergence of the FM expansion, although the specific values of \( \{ \Lambda_p \}_{p=1}^L \) and forms of \( \{ \hat{I}_p \}_{p=1}^L \) should be different for different driving periods. Still, the expectation values of physical quantities including the energy \( H_{\text{ave}} \) after a long time may look like those at infinite temperature when the FM expansion diverges. This is what we examine in the present letter.
Model and Setup.—We consider a spin-1/2 chain with $L$ sites under the open boundary conditions. (We presume that the boundary condition is not critical to the conclusion of our calculation.) We periodically switch the system Hamiltonian back and forth between two Hamiltonians $H_1$ and $H_2$. The time evolution operator over one period is

$$U_F(T) = e^{-iH_2T/2}e^{-iH_1T/2}. \tag{8}$$

Here, we choose $H_1$ as the $XX$ model Hamiltonian and $H_2$ as the Hamiltonian of the external field along z-axis:

$$H_1 = \sum_{i=1}^{L-1} (\sigma^x_i \sigma_{i+1}^x + \sigma^y_i \sigma_{i+1}^y), \tag{9}$$

$$H_2 = \sum_{i=1}^{L} h_i \sigma_i^z, \tag{10}$$

where we consider three types of $\{h_i\}_{i=1}^L$: a quasi-periodic field $h_i = \sin(2\sqrt{2}\pi \cdot i)$, a random field with $\{h_i\}_{i=1}^L$ given by a random Gaussian with the unit standard deviation, and the staggered field $h_i = (-1)^i$. The average Hamiltonian in Eq. (5) is now given by

$$H_{\text{ave}} = (H_1 + H_2)/2. \tag{11}$$

After the Jordan-Wigner transformation, both the two Hamiltonians $H_1$ and $H_2$ can be written in bilinear forms of fermionic operators as

$$\sum_{i,j=1}^{L} a_i^\dagger M_{ij} a_j. \tag{12}$$

Therefore, the unitary operator (8) defines an integrable Floquet Hamiltonian; see Supplementary I.

In order to observe the heating behavior clearly, we choose the ground state of $H_{\text{ave}}$ as the initial state $|\psi_0\rangle$. We have numerically confirmed that the particle number $N$ of the initial state is about $L/2$ in the present models. We denote the infinite-time average of operators by $\langle \cdot \cdot \cdot \rangle$. In the following, we consider the infinite-time average of the energy density $\langle H_{\text{ave}} \rangle/L$ and the effective temperatures $\{T_{\text{eff}}\}_{p=1}^L$ for conserved quantities $\{\dot{Z}_p\}_{p=1}$ in (3).

Energy density of the steady state.—First we calculate the expectation value of the energy density $H_{\text{ave}}/L$ for the steady state after infinite time. The infinite-time average $\langle H_{\text{ave}} \rangle/L$ is given by dropping the off-diagonal terms of $H_{\text{ave}}$ represented in the basis of the eigenstates of $H_F$ [78]. We compare $\langle H_{\text{ave}} \rangle/L$ with the expectation value in the infinite-temperature state $1_{(N,L)}$.

We show in Fig. 1 the energy density difference

$$\Delta u(T) := \langle H_{\text{ave}} \rangle/L - \text{Tr}[1_{(N,L)}H_{\text{ave}}]/L \tag{13}$$

against the driving period $T$ for the system sizes $L = 30, 60, 100$. The vertical line indicates the period where we numerically detected the divergence of the FM expansion for $H_F$ (T); see Supplementary Fig. S1 for details. In each panel of Fig. 1, we can see a sharp rise of $\Delta u(T)$ around $T \approx 1$, which is close to the divergence point. However, the size dependence suggests that the energy absorption remains finite above the divergence point $T > 1$ in the thermodynamic limit $L \to \infty$.

As the driving period increases, a qualitative difference appears between Figs. 1(a,b) and Fig. 1(c). In the case of the quasi-periodic and random fields, Figs. 1(a) and (b) indicate that the deviation $|\Delta u|$ decays as $T$ and $L$ increase. On the other hand, in the case of the staggered field (Fig. 1(c)), we clearly see that the infinite-time average of the energy deviates from the infinite-temperature value for all data points.

For the former cases, we calculated $\Delta u(T)$ for larger sizes and wider range of periods than in Figs. 1 (a,b). We found good scaling as in Fig. 2 (see also Supplementary Fig. S2, which shows the data plotted with pre-scaled axes. We obtained Fig. 2 by collapsing the data in Fig. S2); the data points lie on a single curve for all $L$ for the shown region of periods when we plot $|\Delta u|\times L$ against $T/\sqrt{T}$. (We take the absolute value $|\Delta u|$ instead of $\Delta u$ to plot in the logarithmic scale. The scaling breaks in the region with smaller values of $T$.)

This scaling plot means that the quantity $Q := |\Delta u|$ is given by a scaling function $\tilde{Q}$ in the form

$$Q(T,L) = L^{-1}\tilde{Q}(TL^{-1/2}). \tag{14}$$

The curve implies that for a finite system the heating saturates before reaching the infinite-temperature value even in the limit $T \to \infty$; the part of the curve...
The system sizes are $L$. The broken line indicates the behavior which we denote as $\text{Var}(\{\mu\})$. We set $\{h_i\}$ in Eq. (10) as (a) the quasi-periodic fields and (b) the random Gaussian field with four random samples. The driving periods are $T = 20, 30, 40, 50, 60, 70, 80, 90, 100, 200, 300, 400, 500$. The system sizes are $L = 500, 1500, 5000$ for the quasi-periodic field and $L = 500, 1500, 5000, 15000$ for the random field. (Different colors indicate different system sizes.)

The broken line indicates the behavior $T^{-2}$.

which is nearly parallel to the horizontal axis corresponds to the region where the saturation occurs [79]. We thereby conclude that the finite-size data should converge to the infinite-size limit $Q = 0$ for $T = \infty$ as $Q \propto 1/L$. For finite but large $T$, we have $Q(T, L) = T^{-2}[(TL^{-1/2})^2Q(TL^{-1/2})]$, and hence conclude that $Q \propto T^{-2}$ holds in the infinite-size limit $L \to \infty$. (The exponent $-2$ corresponds to the gradient of the part of the curve which is not parallel to the horizontal axis. See also Supplementary Fig. S2.) Therefore the system heats up to infinite temperature in the limit $L \to \infty$ and $T \to \infty$.

**Effective temperatures for conserved quantities in the GGE.**—Next we examine different quantities to confirm that the steady state resembles the infinite-temperature state for observables other than the energy. For the purpose, we consider the effective temperatures for the $L$ pieces of conserved quantities $\hat{f}_p = f_p^\dagger f_p$, namely $\Delta u_p$ for $p = 1, \ldots, L$ given in Eq. (6). For the infinite-temperature state $1_{(N,L)}$, all the expectations $\text{Tr}(1_{(N,L)} \hat{f}_p)$ for $p = 1, 2, \ldots, L$ have the same value. Hence, if all of $\{\Lambda_p\}_{p=1}^L$ in the GGE have the same value, the state (6) reduces to the infinite-temperature state for a fixed particle number $N$. We therefore analyze the variance among $\{\Lambda_p\}_{p=1}^L$ in the expectation, which we denote as $\text{Var}(\{\Lambda_p\}) := \frac{1}{L} \sum_{p=1}^L (\Lambda_p - \overline{\Lambda})^2$ with $\overline{\Lambda} := \frac{1}{L} \sum_{p=1}^L \Lambda_p$. The decrease of $\text{Var}(\{\Lambda_p\})$ means the approach of the steady state to infinite temperature.

After fixing $L$ and $T$, we can obtain the values of $\{\Lambda_p\}_{p=1}^L$ by numerically computing the left-hand side of Eq. (7). The value $\langle \psi_0 | f_p^\dagger f_p | \psi_0 \rangle$ can be computed by expanding $f_p^\dagger$ and $f_p$ in terms of the eigenmodes of $H_{\text{ave}}$.

We conduct the scaling analysis again in order to analyze how $\text{Var}(\{\mu\})$ approaches zero as $L$ and $T$ increase. As in Fig. 2, we find that $\text{Var}(\{\mu\})$ follows the same scaling as $|\Delta u|$ [80]. This reveals that the GGE in Eq. (6) converges to the infinite-temperature state in the limits $L \to \infty$ and $T \to \infty$. This gives another piece of evidence for the heating to the infinite-temperature state.

**Discussion.**—Here we discuss why a qualitative difference appeared between the cases in which $\{h_i\}$ in $H_2$ was (a) quasi-periodic or (b) random fields, and (c) a staggered field. The extent of heating may be explained by the degree of mixing in the one-body state space under the basis of the wave number. The first Hamiltonian $H_1$, namely the XX model, does not mix the state among modes of different wave numbers. In order to bring the initial state close to the infinite temperature, it requires for the second Hamiltonian $H_2$ to mix enough the state among modes of different wave numbers. In the cases (a) and (b), $H_2$ causes mixing among modes with many different wave numbers, while in the case of (c), $H_2$ only moves the occupation of a mode to another mode with wave number difference $\pi$. We infer that this is the reason why in the case of (c), no extensive heating occurred as anticipated conventionally, while in the cases of (a) and (b), extensive heating, especially heating to the infinite temperature in the asymptotic sense, occurred in spite of the system being integrable. We expect that extensive heating occurs for other driving fields too if the field enough mixes the state among modes of different wave numbers.

Let us comment on the driving-period dependence of the extent of heating in the cases (a) and (b). When the driving period $T$ is small enough, $H_{\text{ave}}$ approximates the Floquet Hamiltonian, and thus its degree of mixing among modes with different wave numbers is small, resulting in a small amount of heating. On the other hand, for the large driving periods where the FM expansion diverges, it should be a challenging problem to evaluate the extent of heating analytically since the Floquet Hamiltonian is determined through the nontrivial contributions of $H_1$ and $H_2$. We stress that it is a novel finding in time-periodic systems that scaling behavior in quantum states far from equilibrium exists, having the driving period $T$ as one of its scaling variables.

**Relevance to experiments.**—Time-periodic modulation of fermions with nearest-neighbor hopping and quasi-random potential has been achieved in an experiment [18]. An alternative way of realizing the present system is to use hard-core bosons, whose Hamiltonian can be mapped to the Hamiltonian of free fermions [11]. Hard-core bosons are also achieved in an experiment of ultracold atoms in optical lattices [81]. We thus expect that the scaling of heating expressed by Eq. (14) should be verified experimentally in these systems.

**Future perspective.**—Analytic derivation of the nontrivial scaling exponents in $Q \propto L^{-1}$ and $Q \propto T^{-2}$ remains an open question. Our results indicate that
the Floquet Hamiltonian $H_F$ resembles a kind of random matrix in the limit of $T \to \infty$ and $L \to \infty$ for the quasi-periodic and random fields. The present scalings may be explained by analyzing the difference between the random matrix and $U_0$ for finite $T$ and $L$ if an appropriate quantitative index is found. We expect that the scalings demonstrate a universality class and appear in other integrable time-periodic systems. Finally, we note that a similar scaling analysis may be helpful also for non-integrable time-periodic systems for further studying its finite-size behavior.
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I. ONE-PERIOD UNITARY OPERATOR OF TIME-PERIODIC FREE FERMION SYSTEMS

Here we show that the calculation of the one-period unitary operator $U_F$ of a free-fermion system can be reduced to solving the Floquet problem of an $L \times L$ operator. This calculation is necessary for finding the eigenmodes of the Floquet Hamiltonian.

Consider the time-dependent Hamiltonian

$$ H(t) = \sum_{n,m=1}^{L} M_{nm}(t) a_n^\dagger a_m, $$

where $a_n$ is the annihilation operator of a fermion. Denoting the column vector of the annihilation operator as $a$, we can express this Hamiltonian as

$$ H(t) = a^\dagger M(t) a, $$

where $M(t)$ denotes a matrix whose elements are given by $(M(t))_{nm} = M_{nm}(t)$.

The one-period unitary operator $U_F$ is defined by

$$ U_F = T e^{-i \int_0^T H(t) dt} = e^{-i H_F T}, $$

where $T$ denotes the time-ordering operator. The Floquet Hamiltonian is also bilinear as in

$$ H_F = a^\dagger M_F a. $$

In the following we show how to obtain $M_F$.

We define

$$ a^\dagger(t) \equiv U_t a^\dagger U_t^\dagger, $$

where $U_t = T e^{-i \int_0^t H(s) ds}$. Defining $A(t)$ as $a^\dagger(t) =: a^\dagger A(t)$, we have

$$ a_i \frac{dA(t)}{dt} = \frac{d}{dt} (U_t a^\dagger U_t^\dagger) = -i[H(t), a^\dagger A(t)] = -i a^\dagger M(t) A(t) $$

with the usage of the equality $[H(t), a^\dagger] = a^\dagger M(t)$. Therefore we obtain

$$ \frac{dA(t)}{dt} = -i M(t) A(t). $$

The solution of Eq. (S7) under the condition $A(0) = 1$ is

$$ A(t) = T e^{-i \int_0^t M(s) ds}. $$

Therefore

$$ a^\dagger(t) = U_t a^\dagger U_t^\dagger = a^\dagger T e^{-i \int_0^t M(s) ds} $$

holds.

Now we show how $M_F$ can be calculated from $M(t)$. The basis state of an $N$-particle state is given by

$$ a_1^\dagger a_2^\dagger \ldots a_N^\dagger |0\rangle, $$

where $a_i$ is the annihilation operator of a fermion.
FIG. S1. (color online) Magnitude of $H^{(20)}_F(T)$. We set $\{h_i\}$ in Eq. (10) as (a) the quasi-periodic field, (b) the random Gaussian field with four random samples, and (c) the staggered field; see the description below Eq. (10). The system size is $L = 500$. The vertical line denotes the driving period where we detected the breaking of the convergence of the expansion.

where $i_1, i_2, \ldots, i_N$ is a set of integers which satisfies $1 \leq i_1 < i_2 < \cdots < i_N \leq L$, and $|0\rangle$ is the vacuum. We can determine $M_F$ by observing how the above state is transformed by $U_F$. It is expressed as

$$U_F a^\dagger_{i_1} a^\dagger_{i_2} \cdots a^\dagger_{i_N} |0\rangle = U_F a^\dagger_{i_1} U_F^\dagger \cdot U_F a^\dagger_{i_2} U_F^\dagger \cdots U_F a^\dagger_{i_N} U_F^\dagger \cdot U_F |0\rangle.$$  \hspace{1cm} (S11)

From $U_F |0\rangle = |0\rangle$ and $U_F a^\dagger U_F^\dagger = a^\dagger(T) = a^\dagger T e^{-i \int_T^T M(s) ds}$, we obtain

$$U_F a^\dagger_{i_1} a^\dagger_{i_2} \cdots a^\dagger_{i_N} |0\rangle = (a^\dagger T e^{-i \int_T^T M(s) ds})_{i_1} \cdot (a^\dagger T e^{-i \int_T^T M(s) ds})_{i_2} \cdots (a^\dagger T e^{-i \int_T^T M(s) ds})_{i_N} |0\rangle.$$  \hspace{1cm} (S12)

On the other hand, putting $U_F = e^{-ia^\dagger M_F a T}$, we obtain

$$e^{-ia^\dagger M_F a T} a^\dagger_{i_1} a^\dagger_{i_2} \cdots a^\dagger_{i_N} |0\rangle = (a^\dagger e^{-i M_F T})_{i_1} \cdot (a^\dagger e^{-i M_F T})_{i_2} \cdots (a^\dagger e^{-i M_F T})_{i_N} |0\rangle.$$  \hspace{1cm} (S13)

Comparing Eq. (S12) and (S13), we obtain

$$e^{-i M_F T} = T e^{-i \int_T^T M(t) dt}.$$  \hspace{1cm} (S14)

This equation gives $M_F$ from $M(t)$.

When we consider the limit $L, N \rightarrow \infty$, we immediately know that although the norm of the many-body Hamiltonian diverges, the convergence radius of the Floquet Magnus expansion is finite even in this limit if the norm of the matrix $M(t)$ stays finite.

II. BREAKING OF THE CONVERGENCE OF THE FLOQUET-MAGNUS EXPANSION

In Fig. S1 we show the magnitude of the effective Hamiltonian obtained by the Floquet-Magnus expansion truncated at 20th order, which we denote as $H^{(20)}_F(T) = \sum_{n=0}^{20} T^n \Omega_n(T)$. We expect this order to be high enough to detect the divergence point of the expansion. The vertical line corresponds to the vertical line in Fig. 1. The figures imply that the Floquet-Magnus expansion is divergent when the driving period is larger than the value indicated by the vertical line.

III. ENERGY DENSITY DIFFERENCE AND THE VARIANCE OF THE EFFECTIVE TEMPERATURES FOR THE CONSERVED QUANTITIES WITHOUT SCALING

In Figs. S2 and S3, we show the energy-density difference of the steady state and the variance of $\{\Lambda_p\}_{p=1}^{L}$ against the driving period, respectively. Using these data, we obtained the scaling plots in Fig. 2.
FIG. S2. (color online) Absolute values of the energy-density difference of the steady state. We set $\{h_i\}$ in Eq. (10) as (a) the quasi-periodic fields and (b) the random Gaussian field with four random samples. The driving periods for the data points are $T = 0.1, 0.5, 1, 1.5, 2, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 200, 300, 400, 500$. The system sizes are the same as in Fig. 2 of the main text. The larger the system size, the lower lies the data points for large $T$. (Different colors also indicate different system sizes.) The broken line indicates the behavior $T^{-2}$.

FIG. S3. (color online) Variance of $\{\Lambda_p\}_{p=1}^L$. We set $\{h_i\}$ in Eq. (10) as (a) the quasi-periodic fields and (b) the random Gaussian field with four random samples. The driving periods and the system sizes for the data points are the same as in Fig. S2. The larger the system size, the lower lies the data points for large $T$. (Different colors also indicate different system sizes.) The broken line indicates the behavior $T^{-2}$. 