Support Vector Machine-Based Classification of Malicious Users in Cognitive Radio Networks
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Cognitive radio is an intelligent radio network that has advancement over the traditional radio. The difference between the traditional and cognitive radio is that all the unused frequency spectrum is utilized to the best of available resources in the cognitive setup unlike the traditional radio. The main role of cognitive radio is spectrum sensing, in which the secondary users (SUs) opportunistically access the spectrum while avoiding interference to the primary user (PU) channel. Various aspects of the spectrum sensing problem are studied from cognitive radio perspective. Cooperative spectrum sensing in cognitive radio has a promising performance compared to individual sensing. However, the existence of malicious users (MUs) highly degrades the performance of cognitive radio network (CRN) by sending falsified results to the fusion center (FC). In this paper, we propose a machine learning algorithm called support vector machine (SVM) to classify normal SUs and MUs in the network. SVM is used for both classification and regression, but mostly it is used for classification problems. SVM clearly classifies both normal and MUs by drawing hyperplane on the base of maximal margin. After successful classification, the sensing results from the legitimate SUs are combined at the FC by utilizing Dempster-Shafer (DS) evidence theory. The effectiveness of the proposed scheme is demonstrated through simulation by comparing with the other existing schemes.
1. Introduction

With burgeoning wireless technologies, the demand of spectrum is increasing consistently, which yields scarcity in spectrum resource. Previous assumptions on crisis of spectrum availability result in misconception. By the federal communication commission (FCC), it has been resolved that underutilization of licensed spectrum bands in either temporal or spatial is a principal reason of the spectrum scarcity [1].

To efficiently utilize the spectrum resource, cognitive radio (CR) with adaptive intelligence is fascinating researchers and developers to break through a spectrum congestion bottleneck [2]. CR is an intelligent wireless communication technology with efficient spectrum utilization, trying to learn environments and adjust its parameters properly [2]. Licensed primary users (PUs) can transmit at any time with no restrictions, while secondary users (SUs) in CR networks (CRNs) obtain the benefit of spectrum access when the PUs do not use the corresponding spectrum [3].

Spectrum sensing is one of the important parts of CRN. Such far, various sensing techniques such as cyclo-stationary-based sensing, waveform-based sensing, and energy detection-based sensing were proposed and utilized for spectrum sensing [4]. Among these techniques, the energy detection is the most efficient technique when no prior information of the PU is available. Individual sensing at each SU is often inaccurate due to multipath fading, shadowing, and hidden terminal problems in wireless environments [5]. These are able to cause incorrect detections in PU activity, which result in false alarm and thus reduce the SUs’ opportunities to access the spectrum. Similarly, any misdetection of the occupied PU channel in CRN can produce interference to the licensed PUs. To overcome these issues, cooperative spectrum sensing (CSS) was proposed. It significantly improves the accuracy of detection of PU activity and helps to increase the performance of secondary communication systems [6–8]. The CSS is able to be implemented in either distributed or centralized manner. In distributed spectrum sensing, each SU individually senses the spectrum and decides whether the spectrum is available or not. In centralized spectrum sensing, a number of SUs form a network and send their local sensing results (either 0 or 1) to the fusion center (FC) in order to decide the existence of PUs. The final decision regarding the existence of PUs is made based on the information received from all the SUs by using AND, OR, and majority rules [9].

However, CSS is also vulnerable to security threats. Security for CRN is an important part to ensure secure operations of underlying network infrastructure [10]. Various attacks, which highly degrade the performance of network, have been studied in the literature. Two most common attacks in CRN are primary user emulation attack (PUEA) and spectrum sensing data falsification (SSDF) attacks [11, 12]. In PUEA, some outliers try to mimic data transmission of the PU to disturb sensing operations of SUs. The presence of PUEA makes the FC decide that the spectrum band under consideration is unavailable, and SUs hold their processes for opportunistic spectrum access. In SSDF attacks, false information is sent to the FC that leads an incorrect global decision on the PU channel activity. In [13], six types of SSDF attacks are elaborated. In always yes MU (AYMU) attack, the SU always sends “1” to the FC whatever a local result is determined. Hence, this attack denies the SU to access the spectrum. On the contrary, in always no MU (ANMU) attack, the SU always sends “0” to the FC. Thus, it causes interference to the PU channel. In always opposite MU (AOMU) attack, the SU sends the inverse of the local sensing result. It is the most dangerous attack. In random yes MU (RYMU) attack, the MU randomly sends “1” to the FC, regardless of the local sensing results. In random no MU (RNMU) attack, the MU randomly sends “0” to the FC, regardless of the local sensing results. In random opposite MU (ROMU), the MU randomly sends the inverse of the local sensing result to the FC. To mitigate the effect of these attacks, several different schemes were proposed [14–16].

Some heuristic approaches in CSS can lead to an optimal global decision. Among them, a genetic algorithm (GA), a class of computational algorithm motivated by evolution, is a good candidate to find the optimal solution by applying bioinspired approaches to given problems [17, 18]. On the other hand, a machine learning (ML) technique is another good candidate by learning surrounding environments. The heuristic nature of ML technique encourages employing in CRN as well. Moreover, these techniques can provide sufficiently good performance in spectrum sensing classification [19].

As representative ML-based classification and regression algorithms, there are k-nearest neighbor, decision tree, naive Bayes, logistic regression, support vector machine (SVM), k-means clustering neural networks, and so on [20, 21]. In general, the SVM-based classifier outperforms the other techniques in practical problems due to kernel function trick [22–24]. In the SVM-based classifier, the problems that are not properly classifiable in a feature space are transformed to a high-dimensional space where classification is possible using a linear hyperplane.

In this paper, we employ an SVM-based classifier in order to classify the spectrum sensing results into legitimate SU and MU categories. In addition, an energy detection technique is utilized for sensing environments. Once the sensing is performed, the proposed SVM-based algorithm is employed on the data set and, it finds the maximal margin between the legitimate SUs and MUs. After the classification of legitimate SUs and MUs at the FC, the FC employs the DS evidence theory to measure the performance of the proposed SVM-based algorithm. The proposed scheme is verified in terms of false sensing probability when there exists either AYMUs, ANMUs, or random MUs (RMUs) in CSS environments. The AYMU sends higher energy statistics of the PU channel. In always opposite MU (AOMU) attack, the SU always sends the contrary, in always no MU (ANMU) attack, the SU sends 0 to the FC, regardless of the actual status. Therefore, it results in misdetection and induces interference to the PUs. The RMUs randomly behaves in between both classes with probability 1-\( p \). The effectiveness of the proposed scheme is evaluated through simulations in comparison with other existing schemes.

The rest of this paper is organized as follows. In Section 2, the system model considered through this paper is presented. In Section 3, the proposed SVM-based algorithm to classify
legitimate SUs and MUs in CRN is presented. Numerical results are shown through simulations in Section 4. Finally, the paper is concluded in Section 5.

2. System Model

In this paper, we consider a CRN with $N$ SUs and $M$ MUs, where $M < N$ as shown in Figure 1. Initially, all the SUs including MUs perform spectrum sensing to determine the status of the PU in the network.

As in Figure 1, the SUs cooperate to sense the activity of the PU channel and inform the FC on their sensing information. The received information from the AYMU gives a higher energy signal which implies busy status of the PU channel. Similarly, the ANMU provides a low energy signal to the FC. The FC makes a global decision on the existence of the PUs in the network.

Each SU performs local sensing and sends its local result, either $H_0$ or $H_1$ for the absence or presence of PUs, respectively. The binary hypotheses test at the $j^{th}$ SU is expressed as follows:

$$x_j(t) = \begin{cases} H_0 & n_j(t), \\ H_1 & h_j(t) + n_j(t), \end{cases}$$

(1)

where $H_0$ corresponds to the absence of the PU, $H_1$ corresponds to the presence of the PU, $x_j(t)$ is the received signal at the $j^{th}$ SU, $n_j(t)$ is the additive white Gaussian noise (AWGN), $h_j$ is the channel gain between the PU and the $j^{th}$ SU, and $s(t)$ is the signal transmitted by the PU.

Energy detection technique is very popular in CSS due to its ease of implementation and no requirement of prior information for the PU signal [25]. In this paper, we consider the energy detection for sensing the PU signals in the network.

The received signal test statistics of the PU channel by the $j^{th}$ SU is given by

$$E_j(i) = \begin{cases} \sum_{t=1}^{t+i-1} |n_j(t)|^2, & H_0, \\ \sum_{t=1}^{t+i-1} |h_j(t) + n_j(t)|^2, & H_1, \end{cases}$$

(2)

where $K$ is the number of samples in the $i^{th}$ sensing interval. According to the central limit theorem (CLT), the number of samples needs to be large enough so that the energy reported by each SU becomes similar to a Gaussian random variable under both $H_0$ and $H_1$ hypotheses, respectively.

$$\begin{align*}
  \mu_0 &= N(\mu_0 = K, \sigma_0^2 = 2K), \\
  \sigma_0^2 &= N(\mu_1 = K(\gamma_j + 1), \sigma_1^2 = 2K(\gamma_j + 1)),  \\
  \mu_1 &= H_0,
\end{align*}$$

(3)

where $\gamma_j$ is the signal to noise ratio (SNR) between the PU and the $j^{th}$ SU. Similarly, ($\mu_0, \sigma_0^2$) and ($\mu_1, \sigma_1^2$) are the mean and variance values of the reported signals under $H_0$ and $H_1$ hypotheses, respectively.
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The notation of the data set is expressed as

\[
D = \left\{ (x_j, y_j) \mid x_j \in \mathbb{R}^n, y_j \in \{ -1, 1 \} \right\}^n_{j=1},
\]

where \( x_j \) is the energy vector of \( N \) SUs, \( y_j \) is the class vector,
and class “1” and “-1” represent legitimate SUs and MUs,
respectively.

Once the sensing is done, the sensing results are fed into
the SVM. The main objective of the proposed SVM-based
scheme is to precisely classify legitimate SUs and MUs. First
of all, we trace the support vectors and then draw two
support hyperplanes. The optimal forms that define support
hyperplanes to classify the legitimate SUs and MUs are
given by

\[
w \cdot x + b = \delta,
\]

\[
w \cdot x + b = -\delta,
\]

where \( w \) is the weight vector obtained in training phase, \( b \)
is a threshold value, and \( \delta \) is an arbitrary constant. In the
training phase, the distance between these two hyperplanes
is called margin, and there are no data points in the
margin. The margin can be clearly visualized by the following
formula:

\[
Y_j (w \cdot x_j + b) \leq \delta.
\]

The overlap region formed by (7) is the margin. At
last step, we classify the given data by the hyperplane.
The linearly nonseparable patterns are mapped onto a
higher dimensional space such that the classification is
possible using a linear hyperplane.

The overall flow chart of the proposed SVM-based
scheme is shown in Figure 3.

The proposed SVM-based MU classification algorithm
are shown in Algorithm 1. The algorithm consists of three
phases of data generation, sensing, and classification.

Once the classification is done through the proposed
SVM-based algorithm, the FC utilizes the DS evidence theory
to combine the evidence values of \( H_0 \) and \( H_1 \) to make a
global decision for the existence of the PU in the network.

In the DS evidence theory, the frame of discernment can
be defined as \( F_e = \{ H_1, H_0, \Omega \} \) where \( \Omega \) is the ignorance
hypothesis, which describes whether hypotheses are true or

\[
\text{Figure 2: A hyperplane in } R^n \text{ is an } n-1 \text{ dimensional space [29].}
\]
not. After each SU measures the basic probability assignment (BPA), \( m(H_0) \) and \( m(H_1) \), under hypotheses \( H_0 \) and \( H_1 \), respectively. The BPA measures are defined in the form of cumulative distribution function as follows [30]:

\[
m_j(H_0) = \int_{E_{j}} \frac{1}{\sqrt{2\pi}\sigma_{oj}} \exp\left(-\frac{(X_j - H_{oj})^2}{2\sigma^2_{oj}}\right) dx, \tag{8}
\]

\[
m_j(H_1) = \int_{-\infty}^{E_{j}} \frac{1}{\sqrt{2\pi}\sigma_{ij}} \exp\left(-\frac{(X_j - \mu_{ij})^2}{2\sigma^2_{ij}}\right) dx, \tag{9}
\]

where \( m_j(H_1), m_j(H_0), \) and \( m_j(\Omega) \) are the BPA hypotheses of \( j^{th} \) SU, respectively. These values are sent to the FC by SUs, and the FC makes a global decision on the existence of the PU by using these measures.

According to the DS evidence theory, the BPA can be combined based on the following equations [30]:

\[
m_j(H_0) = \sum_{F_{r_1} \cap F_{r_2} \cap \ldots \cap F_{r_n} = H_0} \prod_{j=1}^{n} m_j(F_{r_j}) / (1 - k), \tag{10}
\]

\[
m_j(H_1) = \sum_{F_{r_1} \cap F_{r_2} \cap \ldots \cap F_{r_n} = H_1} \prod_{j=1}^{n} m_j(F_{r_j}) / (1 - k), \tag{11}
\]

where \( k = \sum_{F_{r_1} \cap F_{r_2} \cap \ldots \cap F_{r_n} = \emptyset} \prod_{j=1}^{n} m_j(F_{r_j}) \), and \( F_{r_j} \) is an element of the set \( \{H_1, H_0, \Omega\} \).
Finally, a simple decision strategy is chosen at the FC to declare the global decision as

\[ f_d = \begin{cases} H_1; & \frac{m(H_1)}{m(H_0)} > \lambda, \\ H_0; & \frac{m(H_1)}{m(H_0)} \leq \lambda. \end{cases} \] (12)

4. Numerical Results and Evaluation

To evaluate the effectiveness of the proposed SVM-based scheme, we conduct extensive simulations by using MATLAB tool. In our simulation, we consider a CRN with \( M = 10 \) SUs. Among the total number of SUs, six SUs are selected as legitimate SUs, and four are randomly selected as MUs. According to IEEE 802.22 standards, it is assumed that the used bandwidth is 6 MHz, and the PU activity is 0.5. The detailed simulation parameters are listed in Table 1.

We perform the simulation in two parts. In the first part, we simulate the proposed SVM-based scheme when no MUs exist in the network, AYMUs exist in the network, ANMUs exist in the network, and RMUs exist in the network. In the second part, we compare the performance of the proposed SVM-based scheme with those of the other existing schemes.

First of all, we show the results when only legitimate SUs exist in the network, ANMUs exist in the network, AYMUs exist in the network, and when RMUs exist in the network. In Figures 4–7, the random generation of legitimate SUs and MUs is shown, and the classification of legitimate SUs and MUs is clearly presented by employing the proposed SVM-based scheme. The AYMU is the one which always feeds the local sensing result as the PU absence. The ANMU is the one which always feeds it as the PU presence. The RMU is the most difficult attack to classify, since in this attack, the

| Parameters         | Values |
|--------------------|--------|
| Number of SUs      | 10     |
| Probability of PU  | 0.5    |
| Number of MUs      | 4      |
| Number of iterations | 100   |

Table 1: Simulation parameters.
MUs sometime behave like AYMU and sometime like ANMU with probability $1-p$.

Figure 4 shows the normal data generation by legitimate SUs. The range of sensing energies at the legitimate SUs lies on the range of 90-108. From Figure 4, it can be observed that the legitimate SUs send different energies with different probabilities and different number of iterations. None of the number of iterations is out of the range of defined energy range (i.e., 90-108). Thus, for all the number of iterations, the data of the legitimate SUs are represented.

Figure 5 shows the classification result of the legitimate SUs and ANMUs by employing the proposed SVM-based scheme. The SVM works on the concept of hyperplane. A hyperplane is an $n$-dimensional line used to classify different classes of the data by maximum margin. In Figure 5, the legitimate SUs are denoted by blue circles, while MUs are denoted by red circles. The result shows that when the ANMU attack where MUs always produce lower energies than actual status exist in the network, it is well-classified by the proposed SVM-based algorithm.

Figure 6 shows the classification of legitimate SUs and MU, when AYMUs exist in the networks. The AYMU always sends higher energies than actual status to the FC, which results in the existence of the PU in the network. The AYMU degrades the system performance in terms of the opportunity of channel access by the SUs. It is shown that the proposed
SVM-based algorithm efficiently classifies the legitimate SUs from the MUs in the network.

Figure 7 shows the classification of legitimate SUs and MUs, when RMUs, who sometimes behave like AYMUs and sometimes like ANMUs, exist in the networks. The legitimate SUs are in the range of 90-108 energy level. The AYMUs have energy level higher than 108, and the ANMUs have the energy level less than 90. The RMUs are the most difficult attack to classify, since the SUs behave randomly with probability $1-p$. Through the proposed SVM scheme, the legitimate SUs and the RMUs can be efficiently classified.

In this part of the simulation, we compare the performance of the proposed SVM-based scheme with the other existing schemes. Through Figures 8–10, we show the performance of the proposed SVM-based scheme when ANMUs, AYMUs, and RMUs attackers are in the network, compared to the existing schemes.

Figure 8 shows the region of convergence (ROC) curve of the proposed SVM-based scheme in comparison with other
existing schemes, when ANMUs exist in the network. It is shown through simulation results that the proposed SVM-based scheme efficiently classifies the legitimate SUs and ANMUs. Once the legitimate SUs and ANMUs classified, the ROC of the proposed SVM-based scheme is plotted in comparison with those of the existing schemes. It is observed that the proposed SVM-based scheme outperforms the other existing schemes.

Figure 8 shows the ROC curve of the proposed scheme with other schemes, when ANMUs exist.

Figure 9: ROC curve of proposed scheme with other schemes, when AYMUs exist.
when AYMU exist in the network. It is shown through simulation that the proposed SVM-based scheme efficiently classifies the legitimate SUs and AYMUs. The ROC curve shows that the proposed SVM-based scheme has better performance than the other existing schemes.

Figure 10 shows the ROC curve of the proposed SVM scheme in comparison with other schemes, when RMUs exist in the network. It is shown that proposed SVM-based scheme efficiently classifies the legitimate SUs and RMUs. The ROC shows that the proposed SVM-based scheme also outperforms the other existing schemes even when RMUs exist.

It is clear that based on the SVM-based classification, the proposed SVM-based scheme can optimize to classify legitimate SUs from MUs efficiently. The risk of considering the MUs in CSS is significantly removed with the proposed SVM-based scheme. Consequently, the proposed SVM-based scheme is able to identify and classify the MUs and provide the reliable sensing results in CSS-based CRNs.

5. Conclusions

Recently, machine learning has attracted attentions in spectrum sensing. The main reason of the attraction is that it is a heuristic approach without requiring the prior information about surrounding environments. Cooperative spectrum sensing (CSS) improves the performance of cognitive radio networks (CRNs). However, the performance of CSS severely degrades by attacks from malicious users (MUs). In this paper, we proposed a support vector machine- (SVM-) based algorithm to classify legitimate secondary users (SUs) and MUs. Once the legitimate SUs and MUs are classified through the proposed SVM-based algorithm, a fusion center (FC) combines the diversified sensing reports received from the legitimate SUs based on the DS evidence theory in order to make a global decision on the existence of primary users (PUs) in the network. The numerical results verified the superiority and the authenticity of the proposed SVM-based classification of the legitimate SUs and MUs.
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