Reproducible radiomics through automated machine learning validated on twelve clinical applications
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Abstract

Radiomics uses quantitative medical imaging features to predict clinical outcomes. While many radiomics methods have been described in the literature, these are generally designed for a single application. The aim of this study is to generalize radiomics across applications by proposing a framework to automatically construct and optimize the radiomics workflow per application. To this end, we formulate radiomics as a modular workflow, consisting of several components: image and segmentation preprocessing, feature extraction, feature and sample preprocessing, and machine learning. For each component, a collection of common algorithms is included. To optimize the workflow per application, we employ automated machine learning using a random search and ensembling. We evaluate our method in twelve different clinical applications, resulting in the following area under the curves: 1) liposarcoma (0.83); 2) desmoid-type fibromatosis (0.82); 3) primary liver tumors (0.81); 4) gastrointestinal stromal tumors (0.77); 5) colorectal liver metastases (0.68); 6) melanoma metastases (0.51); 7) hepatocellular carcinoma (0.75); 8) mesenteric fibrosis (0.81); 9) prostate cancer (0.72); 10) glioma (0.70); 11) Alzheimer’s disease (0.87); and 12) head and neck cancer (0.84). Concluding, our method fully automatically constructs and optimizes the radiomics workflow, thereby streamlining the search for radiomics biomarkers in new applications. To facilitate reproducibility and future research, we publicly release six datasets, the software implementation of our framework (open-source), and the code to reproduce this study.
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1. Introduction

In the last decades, there has been a paradigm shift in health care, moving from a reactive, one-size-fits-all approach, towards a more proactive, personalized approach (Hood and Friend, 2011; Chan and Ginsburg, 2011; Hamburg and Collins, 2010). To aid in this process, personalized medicine generally involves clinical decision support systems such as biomarkers, which relate specific patient characteristics to some biological state, outcome or condition. To develop such biomarkers, medical imaging has gained an increasingly important role (Hood and Friend, 2011; O‘Connor et al., 2017). Currently, in clinical practice, medical imaging is assessed by radiologists, which is generally qualitative and observer dependent. Therefore, there is a need for quantitative, objective biomarkers to leverage the full potential of medical imaging for personalized medicine to improve patient care.

To this end, machine learning, both using conventional and deep learning methods, has shown to be highly successful for medical image classification and has thus become the de facto standard. Within the field of radiology, the term “radiomics” has been coined to describe the use of a large number of quantitative medical imaging features in combination with (typically conventional) machine learning to create biomarkers (Lambin et al., 2012). Predictions for example relate to diagnosis, prognosis, histology, treatment planning (e.g. chemotherapy, radiotherapy, immunotherapy), treatment response, drug usage, surgery, and genetic mutations. The rise in popularity of radiomics has resulted in a large number of papers and a wide variety of methods (Yip and Aerts, 2016; Rizzo et al., 2018; Traverso et al., 2018; Sollini et al., 2019; Afshar et al., 2019; Parekh and Jacobs, 2019; Bodalal et al., 2019; Song et al., 2020; Avanzo et al., 2020; Aerts, 2016; Guiot et al., 2021). In a new radiomics application, finding the optimal method out of the wide range of available options has to be done manually through a heuristic trial-and-error process. This process has several disadvantages, as it: 1) is time-consuming; 2) requires expert knowledge; 3) does not guarantee that an optimal solution is found; 4) negatively affects the reproducibility; 5) has a high risk of overfitting when not carefully conducted (Hosseini et al., 2020; Song et al., 2020); and 6) limits the translation to clinical practice (Sollini et al., 2019).

The aim of this study is to streamline radiomics research, facilitate radiomics’ reproducibility, and simplify its application by proposing a framework to fully automatically construct and optimize the radiomics workflow per application. Most published radiomics methods roughly consist of the same steps: image segmentation, preprocessing, feature extraction, and classification. Hence, as radiomics methods show substantial overlap, we hypothesize that it should be possible to automatically find the optimal radiomics model in a new clinical application by collecting numerous methods in one single framework and systematically comparing and combining all included components.

To optimize the radiomics workflow, we exploit recent advances in automated machine learning (AutoML) (Hutter et al., 2019). We define a radiomics workflow as a specific combination of algorithms and their associated hyperparameters, i.e., parameters that need to be set before the actual learning step. To create a modular design, we standardize the components of radiomics workflows, i.e., separating the workflows in components with fixed inputs, functionality, and outputs. For each component, we include a large number of algorithms and their associated hyperparameters. We focus on conventional radiomics pipelines, i.e., using conventional machine learning, for the following reasons: 1) radiomics methods are quick to train, hence AutoML is feasible to apply; 2) the radiomics search space is relatively clear, as radiomics workflows typically follow the same steps, further enhancing the feasibility of AutoML; 3) as there is a large number of radiomics papers, the impact of such a method is potentially large; and 4) radiomics is also suitable for small datasets, which is relevant for (rare) oncological applications (Bodalal et al., 2019; Song et al., 2020). We describe the construction of a radiomics workflow per ap-
plication as a Combined Algorithm Selection and Hyperparameter (CASH) optimization problem (Thornton et al., 2013), in which we include both the choice of algorithms and their associated hyperparameters. The CASH problem is solved through a brute-force randomized search, identifying the most promising workflows. To boost performance and stability, an ensemble is taken over the most promising workflows to combine them in a single model. Through this use of adaptive workflow optimization, our framework automatically constructs and optimizes the radiomics workflow for each application.

To validate our approach and evaluate its generalizability, we evaluate our framework on twelve different clinical applications using three publicly available datasets and nine in-house datasets. To facilitate reproducibility, six of the in-house datasets with data of in total 930 patients are publicly released with this paper (Starmans et al., 2021c). To further facilitate reproducibility, we have made the software implementation of our method, and the code to perform our experiments on all datasets open-source (Starmans et al., 2018a; Starmans, 2021).

1.1. Background: Radiomics

To outline the context of this study, we here present some background on typical radiomics studies. Generally, a radiomics study can be seen as a collection of various steps: data acquisition and preparation, segmentation, feature extraction, and data mining (Starmans et al., 2020c). In this study, we consider the data, i.e., the images, ground truth labels, and segmentations, to be given; data acquisition and segmentation algorithms are therefore outside of the scope of this study.

First, radiomics workflows commonly start with preprocessing of the images and the segmentations to compensate for undesired variations in the data. For example, as radiomics features may be sensitive to image acquisition variations, harmonizing the images may improve the repeatability, reproducibility, and overall performance (Traverso et al., 2018). Examples of preprocessing steps are normalization of the image intensities to a similar scale, or resampling all images (and segmentations) to the same voxel spacing.

Second, quantitative image features are computationally extracted. As most radiomics applications are in oncology, feature extraction algorithms generally focus on describing properties of a specific region of interest, e.g., a tumor, and require a segmentation. Features are typically split in three groups (Parekh and Jacobs, 2016; Zwannenburg et al., 2020): 1) first-order or histogram, quantifying intensity distributions; 2) morphology, quantifying shape; and 3) higher-order or texture, quantifying spatial distributions of intensities or specific patterns. Typically, radiomics studies extract hundreds or thousands of features, but eliminate a large part through feature selection in the data mining step. Many open-source toolboxes for radiomics feature extraction exist, such as MaZda (Szczypiński et al., 2009), CGITA (Fang et al., 2014), CERR (Apte et al., 2018), IBEX (Zhang et al., 2015), PyRadiomics (van Griethuysen et al., 2017), CaPTk (Rathore et al., 2018), LIFEx (Nioche et al., 2018), and RaCat (Pfuehler et al., 2019). A comprehensive overview of radiomics toolboxes can be found in Song et al. (2020).

Lastly, the data mining component may itself consist of a combination of various components: 1) feature imputation; 2) feature scaling; 3) feature selection; 4) dimensionality reduction; 5) resampling; 6) (machine learning) algorithms to find relationships between the remaining features and the clinical labels or outcomes. While these methods are often seen as one component, i.e., the data mining component, we split the data mining step into separate components (subsection 2.2).

2. Methods

This study focuses on binary classification problems, as these are most common in radiomics (Song et al., 2020).

2.1. Adaptive workflow optimization

The aim of our framework is to automatically construct and optimize the radiomics workflow out of a large number of algorithms and their associated hyperparameters. To this end, we have identified three key requirements. First, as the optimal
combination of algorithms may vary per application, our optimization strategy should adapt the workflow per application. Second, while model selection is typically performed before hyperparameter tuning, it has been shown that these two problems are not independent (Thornton et al., 2013). Thus, combined optimization is required. Third, to prevent over-fitting, all optimization should be performed on a training dataset and thereby independent from the test dataset (Hutter et al., 2019; Hosseini et al., 2020; Song et al., 2020). As manual model selection and hyperparameter tuning is not feasible in a large solution space and not reproducible, all optimization should be automatic.

2.1.1. The Combined Algorithm Selection and Hyperparameter (CASH) optimization problem

To address the three identified key requirements, we propose to formulate the complete radiomics workflow as a Combined Algorithm Selection and Hyperparameter (CASH) optimization problem, which previously has been defined in AutoML for machine learning model optimization (Thornton et al., 2013). For a single algorithm, the associated hyperparameter space consists of all possible values of all the associated hyperparameters. In machine learning, given a dataset \( D = \{ (x_1, y_1), \ldots, (x_n, y_n) \} \) consisting of features \( x \) and ground truth labels \( y \) for \( n \) objects or samples, and a set of algorithms \( \mathcal{A} = \{ A^{(1)}, \ldots, A^{(m)} \} \) with associated hyperparameter spaces \( \Delta^{(1)}, \ldots, \Delta^{(m)} \), the CASH problem is to find the algorithm \( A^* \) and associated hyperparameter set \( \lambda^* \) that minimize the loss \( L \):

\[
A^*, \lambda^* \in \arg\min_{A^{(i)} \in \mathcal{A}, \lambda \in \Delta} \frac{1}{k_{\text{training}}} \sum_{i=1}^{k_{\text{training}}} L(A^{(i)}, D_{\text{train}}^{(i)}, D_{\text{valid}}^{(i)}),
\]

where a cross-validation with \( k_{\text{training}} \) iterations is used to define subsets of the full dataset for training \( (D_{\text{train}}^{(i)}) \) and validation \( (D_{\text{valid}}^{(i)}) \). In order to combine model selection and hyperparameter optimization, the problem can be reformulated as a pure hyperparameter optimization problem by introducing a new hyperparameter \( \lambda_r \) that selects between algorithms: \( \Delta = \Delta^{(1)} \cup \ldots \cup \Delta^{(m)} \cup \{ \lambda_r \} \) (Thornton et al., 2013). Thus, \( \lambda_r \) defines which algorithm from \( \mathcal{A} \) and which associated hyperparameter space \( \Delta \) are used. This results in:

\[
A^* \in \arg\min_{A \in \mathcal{A}, \lambda \in \Delta} \frac{1}{k_{\text{training}}} \sum_{i=1}^{k_{\text{training}}} L(A, D_{\text{train}}^{(i)}, D_{\text{valid}}^{(i)}).
\]

We extend the CASH problem to the complete radiomics workflow, consisting of various components. The parameters of all algorithms are treated as hyperparameters. Furthermore, instead of introducing a single hyperparameter to select between algorithms, we define multiple algorithm selection hyperparameters. Two categories are distinguished: 1) for optional components, an \( \text{activator} \) hyperparameter is introduced to determine whether the component is actually used or not; and 2) for mandatory components, an integer \( \text{selector} \) hyperparameter is introduced to select one of the available algorithms. Optional components that contain multiple algorithms have both an \( \text{activator} \) and \( \text{selector} \) hyperparameter. We thus formulate CASH for a collection of \( t \) algorithm sets \( \mathcal{A}_c = \mathcal{A}_1 \cup \ldots \cup \mathcal{A}_t \) and the collection of associated hyperparameter spaces \( \Delta_c = \Delta_1 \cup \ldots \cup \Delta_t \). Including the \( \text{activator} \) and \( \text{selector} \) model selection parameters within the hyperparameter collections, similar to Equation 2, this results in:

\[
A^* \in \arg\min_{A \in \mathcal{A}_c, \lambda \in \Delta} \frac{1}{k_{\text{training}}} \sum_{i=1}^{k_{\text{training}}} L(A, D_{\text{train}}^{(i)}, D_{\text{valid}}^{(i)}).
\]

A schematic overview of the algorithm and hyperparameter search space is shown in Figure 1. The resulting framework is coined \( \text{WORC} \) (Workflow for Optimal Radiomics Classification). Including new algorithms and hyperparameters in this reformulation is straight-forward, as these can simply be added to \( \mathcal{A}_c \) and \( \Delta_c \), respectively.

As a loss function \( L \), we use the weighted F1-score, which is the harmonic mean of precision and recall, and thus a class-balanced performance metric:

\[
F_{1,w} = \frac{2}{n_{\text{classes}}} \sum_{c=1}^{n_{\text{classes}}} \frac{N_c \cdot \text{PRE}_c \times \text{REC}_c}{N_{\text{total}} \cdot \text{PRE}_c + \text{REC}_c},
\]

where the number of classes \( n_{\text{classes}} = 2 \) for binary classification, \( N_c \) the number of samples of class \( c \), \( N_{\text{total}} \) the total num-

ber of samples, and PREC\textsubscript{c} and REC\textsubscript{c} the precision and recall of class \textit{c}, respectively.

As optimization strategy, we use a straightforward random search algorithm, as it is efficient and often performs well (Bergstra and Bengio, 2012). In this random search, \(N_{RS}\) workflows are randomly sampled from the search space \(\Delta_C\), and their \(F_{1,w}\) scores are calculated.

### 2.1.2. Ensembling

In radiomics studies showing the performance of multiple approaches there is often not a clear winner: many workflows generally have similar predictive accuracy. However, despite having similar overall accuracies, the actual prediction for an individual sample may considerably vary per workflow. Moreover, due to the CASH optimization, the best performing solution is likely to overfit. Hence, by combining different workflows in an ensemble, the performance and generalizability of radiomics models may be improved (Feurer et al., 2019).

Furthermore, ensembling may serve as a form of regularization, as local minimums in the optimization are balanced by the other solutions in the ensemble. When repeating the optimization, due to the randomness of the search, which single workflow performs best and thus the predictions per sample may vary. This especially occurs when using a small number of random searches. An ensemble may therefore lead to a more stable solution of the random search.

Therefore, instead of selecting the single best workflow, we propose to use an ensemble \(E\). Various ensembling algorithms have been proposed in literature (Zhang and Ma, 2012). Optimizing the ensemble construction on the training dataset may in itself lead to overfitting. Thus, we propose to use a simple approach of combining a fixed number \(N_{ens}\) of the best performing workflows by averaging their predictions (i.e., the posterior probabilities for binary classification). The workflows are ranked based on their mean \(F_{1,w}\) on the validation datasets.

### 2.1.3. The WORC optimization algorithm

The optimization algorithm of our WORC framework is depicted in Algorithm 1. All optimization is performed on the training dataset by using a random-split cross-validation with \(k_{training} = 5\), using 80% for training and 20% for validation in a stratified manner, to make sure the distribution of the classes in all sets is similar to the original. A random-split cross-validation is used as this allows a fixed ratio between the training and validation datasets independent of \(k_{training}\), and is consistent with our evaluation setup (subsection 2.3). The algorithm returns an ensemble \(E\).
Algorithm 1 The WORC optimization algorithm

1: procedure WORC($\Delta C, N_{RS}, k_{training}, N_{ens}$)
2:  \hspace{1em} for $n \in \{1, \ldots, N_{RS}\}$ do
3:  \hspace{2em} $\lambda_n \leftarrow \text{Random}(\Delta C)$
4:  \hspace{2em} $L_n = \frac{1}{k_{training}} \sum_{i=1}^{k_{training}} L(\lambda_n, D^{(i)}_{\text{train}}, D^{(i)}_{\text{valid}})$
5:  \hspace{1em} end for
6:  $\Delta_{\text{ranked}} \leftarrow \text{Rank}([\lambda_1, \ldots, \lambda_{N_{RS}}] \propto [L_1, \ldots, L_{N_{RS}}])$
7:  $\Delta_{\text{ens}} \leftarrow \Delta_{\text{ranked}}[1:N_{\text{ens}}]$
8:  Retrain $\Delta_{\text{ens}}$ on full training set
9:  Combine $\Delta_{\text{ens}}$ into ensemble $\mathcal{E}$
10: return $\mathcal{E}$
11: end procedure

2.2. Radiomics Components

In order to formulate radiomics as a CASH problem, the workflow needs to be modular and consist of standardized components. In this way, for each component, a set of algorithms and hyperparameters can be defined. We therefore split the radiomics workflow into the following components: image and segmentation preprocessing (2.2.1), feature extraction (2.2.2), feature and sample preprocessing (2.2.3), and machine learning (2.2.4). For each component, we have included a collection of commonly used algorithms. An overview of the default included components, algorithms, and associated hyperparameters in the WORC framework is provided in Table 1.

2.2.1. Image and Segmentation Preprocessing

Before feature extraction, image preprocessing such as image quantization, normalization, resampling or noise filtering may be applied (Yip and Aerts, 2016; Parekh and Jacobs, 2016; van Griethuysen et al., 2017). By default no preprocessing is applied. The only exception is image normalization (using z-scoring), which we apply in modalities that do not have a fixed unit and scale (e.g. qualitative MRI, ultrasound), but not in modalities that have a fixed unit and scale (e.g. Computed Tomography (CT), quantitative MRI such as T1 mapping).

2.2.2. Feature Extraction

For each segmentation, 564 radiomics features quantifying intensity, shape, orientation and texture are extracted through the open-source feature toolboxes PyRadiomics (van Griethuysen et al., 2017) and PREDICT (van der Voort and Starman, 2018). A comprehensive overview is provided in Table A.1. Thirteen intensity features describe various first-order statistics of the raw intensity distributions within the segmentation, such as the mean, standard deviation, and kurtosis. Thirty-five shape features describe the morphological properties of the segmentation, and are extracted based only on the segmentation, i.e., not using the image. These include shape descriptions such as the volume, compactness, and circular variance. Nine orientation features describe the orientation and positioning of the segmentation, i.e., not using the image. These include the major axis orientations of a 3D ellipse fitted to the segmentation, the center of mass coordinates and indices. Lastly, 507 texture features are extracted, which include commonly used algorithms such as the Gray Level Co-occurrence Matrix (GLCM) (144 features) (Zwanenburg et al., 2020), Gray Level Size Zone Matrix (GLSZM) (16 features) (Zwanenburg et al., 2020), Gray Level Run Length Matrix (GLRLM) (16 features) (Zwanenburg et al., 2020), Gray Level Dependence Matrix (GLDM) (14 features) (Zwanenburg et al., 2020), Neighborhood Grey Tone Difference Matrix (NGTDM) (5 features) (Zwanenburg et al., 2020), Gabor filters (156 features) (Zwanenburg et al., 2020), Laplacian of Gaussian (LoG) filters (39 features) (Zwanenburg et al., 2020), and Local Binary Patterns (LBP) (39 features) (Ojala et al., 2002). Additionally, two less common feature groups are defined: based on local phase (Kovesi, 2003) (39 features) and vesselness filters (Frangi et al., 1998) (39 features).

Many radiomics studies include datasets with variations in the slice thickness due to heterogeneity in the acquisition protocols. This may cause feature values to be dependent on the acquisition protocol. Moreover, the slice thickness is often substantially larger than the pixel spacing. Hence, extracting robust 3D features may be hampered by these variations, especially
| Step | Component | Algorithm | Hyperparameter | Distribution |
|------|-----------|-----------|----------------|--------------|
| 1    | Feature Selection | Group-wise selection | Activator | $\mathcal{U}(10)$ |
|      |           |           | Activator per group | $\mathcal{B}(0.5)$ |
|      |           |           | Select | $\mathcal{C}(5)$ |
| 2    | Feature Imputation | Mean | - | - |
|      |           | Median | - | - |
|      |           | Mode | - | - |
|      |           | Constant (zero) | - | - |
| 3    | Feature Selection | KNN | Nr. Neighbors | $\mathcal{U}(5, 10)$ |
|      |           | Variance Threshold | Activator | $\mathcal{U}(1)$ |
| 4    | Feature Scaling | Robust z-scoring | Activator | $\mathcal{U}(0.2)$ |
|      |           | Nr. Neighbors | $\mathcal{U}(2, 6)$ |
|      |           | Sample size | $\mathcal{U}(0.75, 0.95)$ |
|      |           | Distance P | $\mathcal{U}(1, 4)$ |
|      |           | Nr. Features | $\mathcal{U}(10, 50)$ |
| 5    | Feature Selection | IRELF | Activator | $\mathcal{U}(0.2)$ |
|      |           | Type | $\mathcal{C}(0.3)$ |
|      |           | LASSO alpha | $\mathcal{U}(0.1, 1.5)$ |
|      |           | RF Nr. Trees | $\mathcal{U}(10, 100)$ |
| 6    | Feature Selection | SelectFromModel | Activator | $\mathcal{B}(0.2)$ |
|      |           | Type | $\mathcal{C}(4)$ |
| 7    | Dimensionality Reduction | PCA | Activator | $\mathcal{B}(0.2)$ |
|      |           | Type | $\mathcal{C}(4)$ |
| 8    | Feature Selection | Univariate testing | Activator | $\mathcal{B}(0.2)$ |
|      |           | Threshold | $\mathcal{U}(10^{-3}, 10^{-2})$ |
|      | Resampling | RandomUnderSampling | Strategy | $\mathcal{C}(4)$ |
|      |           | RandomOverSampling | Strategy | $\mathcal{C}(4)$ |
|      |           | NearMiss | Strategy | $\mathcal{C}(4)$ |
|      |           | NeighborhoodCleaningRule | Strategy | $\mathcal{C}(4)$ |
|      |           | SMOTE | Type | $\mathcal{C}(4)$ |
|      |           | Strategy | $\mathcal{C}(4)$ |
|      |           | Nr. Neighbors | $\mathcal{U}(3, 15)$ |
|      |           | Cleaning threshold | $\mathcal{U}(0.25, 75)$ |
| 9    | Resampling | ADASYN | Nr. Neighbors | $\mathcal{U}(3, 15)$ |
|      |           | Strategy | $\mathcal{C}(4)$ |
| 10   | Classification | SVM | Kernel | $\mathcal{C}(3)$ |
|      |           | Regularization | $\mathcal{U}(10^0, 10^6)$ |
|      |           | Polynomial degree | $\mathcal{U}(1.7)$ |
|      |           | Homogeneity | $\mathcal{U}(0, 1)$ |
|      |           | RBF $\gamma$ | $\mathcal{U}(10^{-1}, 10^3)$ |
|      |           | Nr. Trees | $\mathcal{U}(10, 100)$ |
|      |           | Min. samples / split | $\mathcal{U}(2.5)$ |
|      |           | Max. depth | $\mathcal{U}(5, 10)$ |
|      |           | Regularization | $\mathcal{U}(0.01, 1)$ |
|      |           | Solver | $\mathcal{C}(2)$ |
|      |           | Penalty | $\mathcal{C}(3)$ |
|      |           | $L_1$-ratio | $\mathcal{U}(0, 1)$ |
|      |           | LDA | Solver | $\mathcal{C}(3)$ |
|      |           | QDA | Regularization | $\mathcal{U}(10^0, 10^6)$ |
|      |           | Gaussian Naive Bayes | Regularization | $\mathcal{U}(0, 1)$ |
|      |           | AdaBoost | Nr. Estimators | $\mathcal{U}(10, 100)$ |
|      |           | Learning rate | $\mathcal{U}(0.01, 1)$ |
|      |           | XGBoost | Nr. Rounds | $\mathcal{U}(10, 100)$ |
|      |           | Max. depth | $\mathcal{U}(3, 15)$ |
|      |           | Learning rate | $\mathcal{U}(0.01, 1)$ |
|      |           | $\gamma$ | $\mathcal{U}(0, 1)$ |
|      |           | Min. child weight | $\mathcal{U}(1.7)$ |
|      |           | % Random samples | $\mathcal{U}(0.3, 1.0)$ |

Table 1: Overview of the algorithms and associated hyperparameter search spaces in the random search as used in the WORC framework for binary classification problems. Definitions: $\mathcal{B}(p)$: Bernoulli distribution, equaling value $\text{True}$ with probability $p$; $\mathcal{C}(c)$ a categorical distribution over $c$ categories; $\mathcal{U}(\text{min}, \text{max})$: uniform distribution; $\mathcal{U}(\text{min}, \text{max})$: uniform distribution with only discrete values; $\mathcal{U}(\text{min}, \text{max})$: uniform distribution on a logarithmic scale. Abbreviations: AdaBoost: adaptive boosting; ADASYN: adaptive synthetic sampling; KNN: k-nearest neighbors; LDA: linear discriminant analysis; LR: logistic regression; PCA: principal component analysis; RBF: radial basis function; QDA: quadratic discriminant analysis; RF: random forest; SMOTE: synthetic minority oversampling technique; SVM: support vector machine; XGBoost: extreme gradient boosting.
for low resolutions. To overcome this issue, a 2.5D approach is used: all features except the histogram features are extracted per 2D axial slice and aggregated over all slices. Afterwards, several first-order statistics over the feature distributions are evaluated and used as actual features, see also Table A.1.

In addition to these features, depending on the application, clinical characteristics, e.g. age and sex, and manually scored features, e.g. based on visual inspection by a radiologist, can be added.

Some of the features have parameters themselves, such as the scale on which a derivative is taken. As some features are rather computationally expensive to extract, we do not include these parameters directly as hyperparameters in the CASH problem. Instead, the features are extracted for a predefined range of parameter values. In the next components, feature selection algorithms are employed to select the most relevant features and thus parameters. The used parameter ranges are reported in Table A.1.

Radiomics studies may involve multiple scans per sample, e.g. in multimodal (MRI + CT) or multi-contrast (T1-weighted MRI + T2-weighted MRI) studies. Commonly, radiomics features are defined on a single image, which also holds for the features described in this study. Hence, when multiple scans per sample are included, the 564 radiomics features are extracted per scan and concatenated.

2.2.3. Feature and Sample Preprocessing

We define feature and sample preprocessing as all algorithms that can be used between the feature extraction and machine learning components. The order of these algorithms in the WORC framework is fixed and given in Table 1.

Feature imputation is employed to replace missing feature values. Values may be missing when a feature could not be defined and computed, e.g. a lesion may be too small for a specific feature to be extracted. Algorithms for imputation include: 1) mean; 2) median; 3) mode; 4) constant value (default: zero); and 5) nearest neighbor approach.

Feature scaling is employed to ensure that all features have a similar scale. As this generally benefits machine learning algorithms, this is always performed through z-scoring. A robust version is used, where outliers, defined as feature values outside the 5th – 95th percentile range are excluded before computation of the mean and standard deviation.

Feature selection or dimensionality reduction algorithms may be employed to select the most relevant features and eliminate irrelevant or redundant features. As multiple algorithms may be combined, instead of defining feature selection or dimensionality reduction as a single step, each algorithm is included as a single step in the workflow with an activator hyperparameter to determine whether the algorithm is used or not.

Algorithms included are:

1. A group-wise feature selection, in which groups of features (i.e., intensity, shape, and texture feature subgroups) can be selected or eliminated. To this end, each feature group has an activator hyperparameter. This algorithm serves as regularization, as it randomly reduces the feature set, and is therefore always used. The group-wise feature selection is the first step in the workflows, as it reduces the computation time of the other steps by reducing the feature space.

2. A variance threshold, in which features with a low variance (< 0.01) are removed. This algorithm is always used, as this serves as a feature sanity check with almost zero risk of removing relevant features. The variance threshold is applied before the feature scaling, as this results in all features having unit variance.

3. Optionally, the RELIEF algorithm (Urbanowicz et al., 2018), which ranks the features according to the differences between neighboring samples. Features with more differences between neighbors of different classes are considered higher in rank.

4. Optionally, feature selection using a machine learning model (Fonti and Belitser, 2017). Features are selected based on their importance as given by a machine learning model trained on the dataset. Hence, the used algorithm should be able to give the features an importance weight.
Algorithms included are LASSO, logistic regression, and random forest.

5. Optionally, principal component analysis (PCA), in which either only those linear combinations of features are kept which explained 95% of the variance in the features, or a fixed number of components (10, 50, or 100) is selected.

6. Optionally, individual feature selection through univariate testing. To this end, for each feature, a Mann-Whitney U test is performed to test for significant differences in distribution between the classes. Afterwards, only features with p-values below a certain threshold are selected. The (non-parametric) Mann-Whitney U test was chosen as it makes no assumptions about the distribution of the features.

RELIEF, selection using a model, PCA, and univariate testing have a 27.5% chance to be included in a workflow in the random search, as this gives an equal chance of applying any of these or no feature selection algorithm. The feature selection algorithms may only be combined in the mentioned order in the WORC framework.

Resampling algorithms may be used, primarily to deal with class imbalances. These include various algorithms from the imbalanced-learn toolbox (Lemaitre et al., 2017): 1) random under-sampling; 2) random over-sampling; 3) near-miss resampling; 4) the neighborhood cleaning rule; 5) SMOTE (Han et al., 2005) (regular, borderline, Tomek, and the edited nearest neighbors variant); and 6) ADASYN (He et al., 2008). All algorithms can apply four out of five different resampling strategies, resampling: 1) the minority class (not for undersampling algorithms); 2) all but the minority class; 3) the majority class (not for oversampling algorithms); 4) all but the majority class; and 5) all classes.

2.2.4. Machine Learning

For machine learning, we mostly use methods from the scikit-learn toolbox (Pedregosa et al., 2011). The following classification algorithms are included: 1) logistic regression; 2) support vector machines (with a linear, polynomial, or radial basis function kernel); 3) random forests; 4) naive Bayes; 5) linear discriminant analysis; 6) quadratic discriminant analysis (QDA); 7) AdaBoost (Freund and Schapire, 1997); and 8) extreme gradient boosting (XGBoost) (Chen et al., 2015). The associated hyperparameters for each algorithm are depicted in Table 1.

2.3. Statistics

Evaluation using a single dataset is performed through a random-split cross-validation with \( k_{\text{test}} = 100 \), see Figure A.1(a) for a schematic overview. A random-split cross-validation was chosen, as it has a relatively low computational complexity while facilitating estimation of the generalization error (Picard and Cook, 1984; Nadeau and Bengio, 2003). In each iteration, the data is randomly split in 80% for training and 20% for testing in a stratified manner. In each random-split iteration, all CASH optimization is performed within the training set according to Algorithm 1 to eliminate any risk of overfitting on the test set. When a fixed, independent training and test set are used, only the second, internal random-split cross-validation with \( k_{\text{training}} = 5 \) on the training set for the CASH optimization is used, see Figure A.1(b).

Performance metrics used for evaluation of the test set include the Area Under the Curve (AUC), calculated using the Receiver Operating Characteristic (ROC) curve, \( F_{1,w} \), sensitivity, specificity, precision, recall, accuracy, and Balanced Classification Rate (BCR) (Tharwat, 2021). When a single dataset is used, and thus a \( k_{\text{test}} = 100 \) random-split cross-validation, 95% confidence intervals of the performance metrics are constructed using the corrected resampled t-test, thereby taking into account that the samples in the cross-validation splits are not statistically independent (Nadeau and Bengio, 2003). When a fixed training and test set are used, 95% confidence intervals are constructed using 1000x bootstrap resampling of the test dataset and the standard method for normal distributions (Efron and Tibshirani (1986), table 6, method 1). ROC confidence bands are constructed using fixed-width bands (Macskassy et al., 2005).
2.4. Software Implementation

The \texttt{WORC} toolbox is implemented in Python3 and available open-source (Starmans et al., 2018a) under the Apache License, Version 2.0. The \texttt{WORC} toolbox supports Unix and Windows operating systems. Documentation on the \texttt{WORC} toolbox can be found online (Starmans et al., 2018b), and several tutorials are available\footnote{https://github.com/MStarmans91/WORCTutorial}. Basic usage only requires the user to specify the locations of the used data (i.e., images, segmentations, ground truth). A minimal working example of the \texttt{WORC} toolbox interface in Python3 is shown in Algorithm A.1.

The \texttt{WORC} toolbox makes use of the \texttt{fastr} package (Achterberg et al., 2016), an automated workflow engine. \texttt{fastr} does not provide any actual implementation of the required (radiomics) algorithms, but serves as a computational workflow engine, which has several advantages. Firstly, \texttt{fastr} requires workflows to be modular and split into standardized components or tools, with standardized inputs and outputs. This nicely connects to the modular design of \texttt{WORC}, for which we therefore wrapped each component as a tool in \texttt{fastr}. Alternating between feature extraction toolboxes can be easily done by changing a single field in the \texttt{WORC} toolbox configuration. Second, provenance is automatically tracked by \texttt{fastr} to facilitate repeatability and reproducibility. Third, \texttt{fastr} offers support for multiple execution plugins in order to be able to execute the same workflow on different computational resources or clusters. Examples include linear execution, local threading on multiple CPUs, and SLURM (Yoo et al., 2003). Fourth, \texttt{fastr} is agnostic to software language. Hence, instead of restricting the user to a single programming language, algorithms (e.g., feature toolboxes) can be supplied in a variety of languages such as Python, Matlab, R and command line executables. Fifth, \texttt{fastr} provides a variety of import and export plugins for loading and saving data. Besides using the local file storage, these include use of \texttt{XNAT} (Marcus et al., 2007).

The computation time of a \texttt{WORC} experiment roughly scales with $k_{\text{training}}$, $k_{\text{test}}$, and $N_{\text{RS}}$. A high degree of parallelization for all these parameters is possible, as all workflows can be executed independent of each other. We choose to run the iterations of $k_{\text{test}}$ sequential instead of in parallel to maintain a sustainable computational load. For the $k_{\text{training}}$ iterations and $N_{\text{RS}}$ samples, all workflows are run in parallel. The default experiments in this study consist of executing $500000$ workflows ($k_{\text{training}} = 5$, $k_{\text{test}} = 100$, and $N_{\text{RS}} = 1000$). On average, experiments in our study had a computation time of approximately 18 hours on a machine with 24 Intel E5-2695 v2 CPU cores. The contribution of the feature extraction to the computation time is negligible.

3. Experiments

3.1. Evaluation of default configuration on twelve different clinical applications

In order to evaluate our \texttt{WORC} framework, experiments were performed on twelve different clinical applications: see Table 2 for an overview of the twelve datasets, and Figure 2 for example images from each dataset. All datasets are multi-center with heterogeneity in the image acquisition protocols. For each experiment, per patient, one or more scan(s) and segmentation(s), and a ground truth label are provided. All scans were made at “baseline”, i.e., before any form of treatment or surgery. One dataset (the Glioma dataset) consists of a fixed, independent training and test set and is thus evaluated using 1000x bootstrap resampling. In the other eleven datasets, the performance is evaluated using the $k_{\text{test}} = 100$ random-split cross-validation.

The first six datasets (Lipo, Desmoid, Liver, GIST, CRLM, and Melanoma) are publicly released as part of this study, see (Starmans et al., 2021c) for more details. Three datasets (HCC, MesFib, and Prostate) cannot be made publicly available. The final three datasets (Glioma, Alzheimer, and H&N) are already publicly available, and were described in previous studies (van der Voort et al., 2019b; Jack et al., 2015; Aerts et al., 2014).

For the Glioma dataset, the raw imaging data was not available. Instead, pre-computed radiomics features are available (van der Voort et al., 2019a), which were directly fed into \texttt{WORC}. 


| # | Dataset | Patients | Modality | Segmentation | Description |
|---|---------|----------|----------|--------------|-------------|
| 1. | Lipo<sup>O</sup> | 115 | T1w MRI | Tumor | Distinguishing well-differentiated liposarcoma from lipoma in 116 lesions from 115 patients (Vos et al., 2019). |
| 2. | Desmoid<sup>O</sup> | 203 | T1w MRI | Tumor | Differentiating desmoid-type fibromatosis from soft-tissue sarcoma (Timbergen et al., 2020). |
| 3. | Liver<sup>O</sup> | 186 | T2w MRI | Tumor | Distinguishing malignant from benign primary solid liver lesions (Starmans et al., 2021b). |
| 4. | GIST<sup>O</sup> | 246 | CT | Tumor | Differentiating gastrointestinal stromal tumors (GIST) from other intra-abdominal tumors in 247 lesions from 246 patients (Starmans et al., 2020b). |
| 5. | CRLM<sup>O</sup> | 77 | CT | Tumor | Distinguishing replacement from desmoplastic histopathological growth patterns in colorectal liver metastases (CRLM) in 93 lesions from 77 patients (Starmans et al., 2021a). |
| 6. | Melanoma<sup>O</sup> | 103 | CT | Tumor | Predicting the BRAF mutation status in melanoma lung metastases in 169 lesions from 103 patients (Angus et al., 2021). |
| 7. | HCC | 154 | T2w MRI | Liver | Distinguishing livers in which no hepatocellular carcinoma (HCC) developed from livers with HCC at first detection during screening (Starmans et al., 2020a). |
| 8. | MesFib | 68 | CT | Surrounding mesentery | Identifying patients with mesenteric fibrosis at risk of developing intestinal complications (Blazevic et al., 2021). |
| 9. | Prostate | 40 | T2w MRI, DWI, ADC | Lesion | Classifying suspected prostate cancer lesions in high-grade (Gleason > 6) versus low-grade (Gleason <= 6) in 72 lesions from 40 patients (Castillo T et al., 2019). |
| 10. | Glioma | 413 | T1w & T2w MRI | Tumor | Predicting the 1p/19q co-deletion in patients with presumed low-grade glioma with a training set of 284 patients and an external validation set of 129 patients (van der Voort et al., 2019b). |
| 11. | Alzheimer | 848 | T1w MRI | Hippocampus | Distinguishing patients with Alzheimer’s disease from cognitively normal individuals in 848 subjects based on baseline T1w MRIs (Bron et al., 2021). |
| 12. | H&N | 137 | CT | Gross tumor volume | Predicting the T-stage (high (≥ 3) or low (< 3)) in patients with head-and-neck cancer (Aerts et al., 2014). |

<sup>O</sup>Dataset publicly released as part of this study (Starmans et al., 2021c).

Table 2: Overview of the twelve datasets used in this study to evaluate our WORC framework. Abbreviations: ADC: Apparent Diffusion Coefficient; CT: Computed Tomography; DWI: Diffusion Weighted Imaging; MRI: Magnetic Resonance Imaging; T1w: T1 weighted; T2w: T2 weighted.

The Alzheimer dataset was obtained from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) database (adni.loni.usc.edu). The ADNI was launched in 2003 as a public-private partnership, led by Principal Investigator...
Figure 2: Examples of the 2D slices from the 3D imaging data from the twelve datasets used in this study to evaluate our WORC framework. For each dataset, for one patient of each of the two classes, the 2D slice in the primary scan direction (e.g., axial) with the largest area of the segmentation is depicted; the boundary of the segmentation is projected in color on the image. The datasets included were from different clinical applications: a. lipomatous tumors (Vos et al., 2019); b. desmoid-type fibromatosis (Timbergen et al., 2020); c. primary solid liver tumors (Starmans et al., 2021b); d. gastrointestinal stromal tumors (Starmans et al., 2020b); e. colorectal liver metastases (Starmans et al., 2021a); f. melanoma (Angus et al., 2021); g. hepatocellular carcinoma (Starmans et al., 2020a); h. mesenteric fibrosis (Blazevic et al., 2021); i. prostate cancer (Castillo T et al., 2019); j. low grade glioma (van der Voort et al., 2019b); k. Alzheimer’s disease (Bron et al., 2021); and l. head and neck cancer (Aerts et al., 2014).

Michael W. Weiner, MD. The primary goal of ADNI was to test whether serial MRI, positron emission tomography (PET), other biological markers, and clinical and neuropsychological assessment can be combined to measure the progression of mild cognitive impairment (MCI) and early Alzheimer’s disease (AD). For up-to-date information, see www.adni-info.org. This dataset will be referred to as the “Alzheimer” dataset. Here, radiomics was used to distinguish patients with AD from cognitively normal (CN) individuals. The cohort as described by Bron et al. (2021) was used, which includes 334 patients with AD and 520 CN individuals with approximately the same mean age in both groups (AD: 74.9 years, CD: 74.2 years). The hippocampus was chosen as region of interest for the radiomics analysis, as this region is known to suffer from atrophy early in the disease process of AD. Automatic hippocampus segmentations were obtained for each patient using the algorithm described by Bron et al. (2014).

The H&N dataset (Aerts et al., 2014) was obtained from a
public database and directly fed into WORC. For each lesion, the first gross tumor volume (GTV-1) segmentation was used as region of interest for the radiomics analysis. Patients without a CT scan or a GTV-1 segmentation were excluded.

3.2. Influence of the number of random search iterations and ensemble size

An additional experiment was conducted to investigate the influence of the number of random search iterations \( N_{RS} \) and ensemble size \( N_{ens} \) on the performance. For reproducibility, this experiment was performed using the six datasets publicly released in this study (Lipo, Desmoid, Liver, GIST, CRLM, and Melanoma). We hypothesize that increasing \( N_{ens} \) at first will improve the performance and stability, and after some point, when the ratio \( N_{ens}/N_{RS} \) becomes too high, will reduce the performance and stability as bad solutions are added to the ensemble.

We varied the number of random search iterations (\( N_{RS} \in [10; 50; 100; 1000; 25000] \)) and the ensemble size (\( N_{ens} \in [1 \text{(i.e., no ensembling); 10; 50; 100}] \)) and repeated each experiment ten times with different seeds for the random number generator. To limit the computational burden, \( k_{test} = 20 \) was used instead of the default \( k_{test} = 100 \), and the \( N_{RS} = 25000 \) experiment was only performed once instead of ten times. For each configuration, both the average performance and the stability were assessed in terms of the mean and standard deviation of \( F_{1,w} \). Based on these experiments, the default number of random search iterations and ensemble size for the WORC optimization algorithm were determined and used in all other experiments.

4. Results

4.1. Application of the WORC framework to twelve datasets

Error plots of the AUCs from the application of our WORC framework with the same default configuration on the twelve different datasets are shown in Figure 3; detailed performances, including other metrics, are shown in Table 3; the ROC curves are shown in Figure A.2. In eleven of the twelve datasets, we successfully found a prediction model, with mean AUCs of 0.83 (Lipo), 0.82 (Desmoid), 0.81 (Liver), 0.77 (GIST), 0.68 (CRLM), 0.75 (HCC), 0.81 (MesFib), 0.72 (Prostate), 0.70 (Glioma), 0.87 (Alzheimer), and 0.84 (H&N). In the Melanoma dataset, the mean AUC (0.51) was similar to that of guessing (0.50).

4.2. Influence of the number of random search iterations and ensemble size

The performance of varying the number of random search iterations \( N_{RS} \) and ensemble size \( N_{ens} \) in the first six datasets is reported in Table 4.

For five datasets of the six datasets in this experiment (Lipo, Desmoid, Liver, GIST, and CRLM), the mean performance generally improved when increasing both \( N_{RS} \) and \( N_{ens} \). The sixth dataset (Melanoma) is an exception, as the performances for varying \( N_{RS} \) and \( N_{ens} \) was similar. This can be attributed to the fact that it is the only dataset in this study where we could not successfully construct a productive model.

In the first five datasets, the mean \( F_{1,w} \) for the lowest values, \( N_{RS} = 1 \text{ (i.e., only trying one random workflow) and } N_{ens} = 1 \text{ (i.e., no ensembling), was 0.75 (Lipo), 0.61 (Desmoid), 0.66 (Liver), 0.67 (GIST), and 0.54 (CRLM). The mean performance for the highest values, } N_{RS} = 25000 \text{ and } N_{ens} = 100, \text{ was substantially higher for all five datasets (Lipo: 0.84; Desmoid: 0.72; Liver: 0.80; GIST: 0.76; and CRLM: 0.63). The mean } F_{1,w} \text{ of } N_{RS} = 1000 \text{ was very similar to that of } N_{RS} = 25000, \text{ while } N_{RS} = 25000 \text{ took 25 times longer to execute than } N_{RS} = 1000. \text{ This indicates that at some point, here } N_{RS} = 1000, \text{ increasing the computation time by trying out more workflows does not result in an increase in performance on the test set anymore.} \)

At \( N_{RS} = 10 \text{ and } N_{ens} = 1, \text{ the standard deviation of the } F_{1,w} \text{ (Lipo: 0.026; Desmoid: 0.023; Liver: 0.022; GIST: 0.038; and CRLM: 0.027) was substantially higher than at } N_{RS} = 10000, \text{ } N_{ens} = 100 \text{ (Lipo: 0.001; Desmoid: 0.004; Liver: 0.002; GIST: 0.003; and CRLM: 0.005).} \)
5. Discussion

In this study, we proposed a framework to automatically construct and optimize radiomics workflows to generalize radiomics across applications. To evaluate the performance and generalization, we applied our framework to twelve different, independent clinical applications, while using the exact same configuration. We were able to find a classification model in eleven applications, indicating that our WORC framework can be used to automatically find radiomics signatures in various clinical applications.

The increase in radiomics studies in recent years has led to a wide variety of radiomics algorithms and related software implementations (Rizzo et al., 2018; Song et al., 2020). For a new clinical application, finding a suitable radiomics workflow has to be done manually, which is a tedious and time-consuming process lacking reproducibility. We exploited advances in automated machine learning in order to fully automatically construct complete radiomics workflows from a large search space of radiomics components, including image preprocessing, feature calculation, feature and sample preprocessing, and machine learning algorithms. Hence, our WORC framework streamlines the construction and optimization of radiomics workflows in new applications, and thus facilitates probing datasets for radiomics signatures.

In the field of radiomics, there is a lack of reproducibility, while this is vital for the transition of radiomics models to clinical practice (Song et al., 2020; Traverso et al., 2018). A recent study (dos Santos et al., 2021) even warned that radiomics studies in recent years have led to a wide variety of radiomics algorithms and related software implementations (Rizzo et al., 2018; Song et al., 2020). For a new clinical application, finding a suitable radiomics workflow has to be done manually, which is a tedious and time-consuming process lacking reproducibility. We exploited advances in automated machine learning in order to fully automatically construct complete radiomics workflows from a large search space of radiomics components, including image preprocessing, feature calculation, feature and sample preprocessing, and machine learning algorithms. Hence, our WORC framework streamlines the construction and optimization of radiomics workflows in new applications, and thus facilitates probing datasets for radiomics signatures.

Figure 3: Error plots of the area under the receiver operating characteristic curve (AUC) of the radiomics models on twelve datasets. The error plots represent the 95% confidence intervals, estimated through $k_{	ext{test}} = 100$ random-split cross-validation on the entire dataset (all except Glioma) or through 1000x bootstrap resampling of the independent test set (Glioma). The circle represents the mean (all except Glioma) or point estimate (Glioma), which is also stated to the right of each circle. The dashed line corresponds to the AUC of random guessing (0.50).
Table 3: Classification results of our WORC framework on the twelve datasets. For all metrics, the mean and 95% confidence intervals (CIs) are reported. Abbreviations: AUC: area under the receiver operating characteristic curve; BCR: balanced classification rate (Tharwat, 2021); $F_{1,w}$: weighted F1-score. *: 95% CI constructed through a $k_{test} = 100$ random-split cross-validation; b: 95% CI constructed through a 1000x bootstrap resampling of the test set.

| Dataset | Lipo* | Desmoid* | Liver* | GIST* | CRLM* | Melanoma* |
|---------|-------|-----------|--------|-------|-------|-----------|
| AUC     | 0.83  [0.75, 0.91] | 0.82  [0.75, 0.87] | 0.81  [0.74, 0.87] | 0.77  [0.71, 0.83] | 0.68  [0.56, 0.80] | 0.51  [0.41, 0.62] |
| BCR     | 0.74  [0.66, 0.82] | 0.73  [0.66, 0.79] | 0.72  [0.65, 0.80] | 0.70  [0.65, 0.76] | 0.62  [0.51, 0.72] | 0.51  [0.42, 0.60] |
| $F_{1,w}$ | 0.73 [0.65, 0.82] | 0.76 [0.69, 0.82] | 0.72 [0.65, 0.79] | 0.70 [0.65, 0.75] | 0.61 [0.51, 0.72] | 0.50 [0.41, 0.59] |
| Sensitivity | 0.72 [0.60, 0.84] | 0.59 [0.46, 0.72] | 0.74 [0.64, 0.84] | 0.67 [0.58, 0.76] | 0.60 [0.44, 0.75] | 0.53 [0.38, 0.67] |
| Specificity | 0.75 [0.63, 0.88] | 0.87 [0.80, 0.93] | 0.71 [0.60, 0.83] | 0.73 [0.65, 0.81] | 0.64 [0.47, 0.80] | 0.49 [0.36, 0.62] |

| Dataset | HCC* | MesFib* | Prostate* | Glioma* | Alzheimer* | H&N* |
|---------|------|--------|-----------|--------|-----------|------|
| AUC     | 0.75  [0.67, 0.83] | 0.81  [0.72, 0.91] | 0.72  [0.61, 0.82] | 0.70  [0.62, 0.81] | 0.87  [0.85, 0.90] | 0.84  [0.77, 0.91] |
| BCR     | 0.69  [0.61, 0.78] | 0.72  [0.62, 0.82] | 0.67  [0.57, 0.78] | 0.62  [0.55, 0.69] | 0.78  [0.75, 0.80] | 0.75  [0.67, 0.82] |
| $F_{1,w}$ | 0.69 [0.60, 0.78] | 0.72 [0.61, 0.83] | 0.67 [0.56, 0.78] | 0.53 [0.43, 0.63] | 0.79 [0.77, 0.82] | 0.75 [0.67, 0.83] |
| Sensitivity | 0.72 [0.59, 0.85] | 0.78 [0.61, 0.94] | 0.67 [0.49, 0.85] | 0.36 [0.25, 0.47] | 0.69 [0.64, 0.75] | 0.79 [0.68, 0.90] |
| Specificity | 0.67 [0.54, 0.80] | 0.67 [0.49, 0.85] | 0.68 [0.53, 0.82] | 0.89 [0.79, 0.98] | 0.86 [0.83, 0.89] | 0.71 [0.58, 0.83] |

Several initiatives towards standardization of radiomics have been formed. The Radiomics Quality Score (RQS) was defined to assess the quality of radiomics studies (Lambin et al., 2017). While the RQS provides guidelines for the overall study evaluation and reporting, it does not provide standardization of the radiomics workflows or algorithms themselves. The Imaging Biomarker Standardization Initiative (IBSI) (Hatt et al., 2018; Zwanenburg et al., 2020) provides guidelines for the radiomics feature extraction component and standardization for a set of 174 features (we use 564 features by default, of which a part is included in IBSI). In this study, we complement these important initiatives by addressing the standardization of the radiomics workflow itself.

Related to this work, AutoML has previously been used in radiomics using Tree Based Optimization Tool (TPOT) (Olson and Moore, 2019) by Su et al. (2019) to predict the H3 K27M mutation in midline glioma and Sun et al. (2019) to predict invasive placenta. These studies are examples of using AutoML to optimize the machine learning component of radiomics in two specific applications. In this study, we streamlined the construction and optimization of the complete radiomics workflow, included a large collection of commonly used radiomics algo-

From the twelve dataset included in this study, the melanoma dataset is the only dataset for which we were not able to find a biomarker, which is studied in detail in Angus et al. (2021). Additionally, Angus et al. (2021) shows that scoring by a radiologist also led to a negative result. This validates our framework, showing that it does not invent a relation when one does not exist.
ent task, as we focus on radiomics, i.e., classification of clinical outcomes, instead of segmentation. Moreover, besides comparing a large collection of algorithms, we optimized combining them in a radiomics prediction model using AutoML and ensembling.

The field of medical deep learning faces several similar challenges to conventional radiomics (Afshar et al., 2019; Parekh and Jacobs, 2019; Avanzo et al., 2020; Bodalal et al., 2019): a lack of standardization, a wide variety of available algorithms, and the need for tuning of model selection and hyperparameters per application. The same problem thus persists: on a given application, from all available deep learning algorithms, how to...
find the optimal (combination of) workflows? Here, we showed that automated machine learning may be used to streamline this process for conventional radiomics algorithms. Hence, future research may include a similar framework to WORC to facilitate construction and optimization of deep learning workflows, including the full workflow from image to prediction, or a hybrid approach combining deep learning and conventional radiomics. In the field of computer science, the automatic deep learning model selection is addressed in Neural Architecture Search (NAS) (Elsken et al., 2018), which is currently a hot topic in the field of AutoML (Escalante et al., 2021). In deep learning for medical imaging, NAS is still at an early stage, and the available algorithms mostly focus on segmentation (Mao et al., 2021). While the main concept of our framework, i.e., the CASH optimization, could be applied in a similar fashion for deep learning, this poses several challenges. First, deep learning models generally take a lot longer to train, in the order of hours or even days, compared to less than a second for conventional machine learning methods. Our extensive optimization and cross-validation setup is therefore not feasible. Second, the deep learning search space is less clear due to the wide variety of design options, while conventional radiomics workflows typically follow the same steps. Lastly, while current NAS approaches mostly focus on architectural design hyperparameters, pre- and post-processing choices may be equally important to include in the search space (Isensee et al., 2021). Most NAS methods jointly optimize the network hyperparameters and weights through gradient based optimizations. As the pre- and post-processing are performed outside of the network and require selector type hyperparameters, combined optimization with the architectural design options is not trivial.

The two main components of the WORC optimization algorithm are the random search and the ensemble. Our results show that, in line with our hypothesis, increasing $N_{\text{ens}}$ at first improves both the performance and the stability of the resulting models. However, as we also hypothesized, when the ratio $N_{\text{ens}}/N_{\text{RS}}$ becomes too large, the performance and stability decrease. On the six datasets in this experiment, the performance and stability at $N_{\text{RS}} = 1000$ was similar to that at $N_{\text{RS}} = 25000$, while the computation time does increase. Therefore, $N_{\text{RS}} = 1000$ was chosen as the default in the WORC optimization algorithm, together with $N_{\text{ens}} = 100$ to have an optimal $N_{\text{ens}}/N_{\text{RS}}$ ratio.

For the three previously publicly released datasets from other studies, we compared the performance of our WORC framework to that of the original studies. In the Glioma dataset, our performance (AUC of 0.70) was similar to the original study (van der Voort et al. (2019b): AUC of 0.72). We thus showed that that our framework was able to successfully construct a signature using an external set of features. Moreover, as the Glioma dataset consists of a separate training and external validation set, we also verified the external-validation setup (Figure A.1b). In the Alzheimer dataset, our performance (AUC of 0.87) was also similar to the original study (Bron et al. (2021): AUC range of 0.80 - 0.94, depending on the level of preprocessing). However, Bron et al. (2021) used whole-brain voxel-wise features, while we used radiomics features extracted from the hippocampus only. We may therefore have missed information from other brain regions, having a negative effect on the performance in our study. On the H&N dataset, Aerts et al. (2014) did not evaluate the prognostic value of radiomics for predicting the T-stage, but rather the association through the concordance index (0.69). Moreover, Aerts et al. (2014) trained a model on a separate dataset of patients with a different clinical application (lung tumors) and externally validated the signature on the H&N dataset, while we performed an internal cross-validation on the H&N dataset. As the lung dataset is not publicly available (anymore), the original experimental setup could not be replicated. Hence the results cannot be directly compared. Concluding, to the extent possible when comparing the results, our WORC framework showed a similar performance as the original studies.

In principle, in any radiomics application, our WORC framework can be used to construct and optimize the radiomics workflow. However, there is a trade-off between the brute-force optimization of our WORC algorithm versus using prior (domain)
knowledge to develop a “logical” algorithm. Nonetheless, even in a small search space, deciding purely based on prior knowledge which algorithm will be optimal is complex and generally not feasible. Therefore, we suggest to use domain knowledge to reduce the search space, as it may be possible on certain applications to determine which algorithms \textit{a priori} have a (near) zero chance of succeeding. The \textsc{WORC} optimization algorithm can be used to construct and optimize the radiomics workflow within the remaining search space. Moreover, when the optimal solution is expected to not be included in the default \textsc{WORC} search space and thus a new radiomics method is proposed, this can be added to our framework in a straightforward manner. This facilitates systematic comparison of the new method with the existing, already included methods, and combining the new method with (parts of) the existing methods to optimize the radiomics workflow and increase the overall performance.

Future research could include, firstly, the use of more advanced optimization strategies to improve the performance. Generally, random search, as we use in the \textsc{WORC} optimization algorithm, serves as a solid baseline for optimization problems (Bergstra and Bengio, 2012). However, there is no guarantee that the optimum has been found, and the result may differ when repeating an experiment. The original study introducing CASH used Bayesian optimization, which may overcome these issues (Thornton et al., 2013). Other strategies include multi-fidelity optimization (e.g. bandits), genetic or evolutionary algorithms (Su et al., 2019), or gradient based optimization (Hutter et al., 2019). However, the hyperparameter space in the \textsc{WORC} framework is relatively large due to the inclusion of multiple (optional) algorithm collections instead of just one, making optimization more complex and computationally expensive. Moreover, optimizing the performance further on the validation set may result in overfitting (Hutter et al., 2019), therefore actually resulting in worse generalization. Secondly, as we evaluated our framework on twelve different datasets, when applying \textsc{WORC} on a new dataset, meta-learning could be used to learn from the results on these previous twelve datasets (Hutter et al., 2019). Especially on smaller datasets, taking into account which solutions worked best on previous datasets may improve the performance and lower the computation time. Thirdly, future research into the use of more advanced ensembling strategies may also improve the performance and stability (Bonab and Can, 2019). Lastly, our framework may be used on other clinical applications to automatically optimize radiomics workflows. While we only showed the use of our framework on CT and MRI, the used features have also been shown to be successful in other modalities such as PET (Yang et al., 2020) and ultrasound (Yu et al., 2019), and thus the \textsc{WORC} framework could also be useful in these modalities.

6. Conclusions

In this study, we proposed a framework for the fully automatic construction and optimization of radiomics workflows to generalize radiomics across applications. The framework was validated on twelve different, independent clinical applications, on eleven of which our framework automatically constructed a successful radiomics model. On the three datasets of these that were previously publicly released and analyzed with different methods, we achieved a similar performance as that of the original studies. Hence, our framework may be used to streamline the construction and optimization of radiomics workflows on new applications, and thus for probing datasets for radiomics signatures. By releasing six datasets publicly, and the \textsc{WORC} toolbox implementing our framework and the code to reproduce the experiments of this study open-source, we aim to facilitate reproducibility and validation of radiomics algorithms.

Data Statement

Six of the datasets used in this study (Lipo, Desmoid, Liver, GIST, CRLM, and Melanoma), comprising a total of 930 patients, are publicly released as part of this study and hosted via a public XNAT\textsuperscript{3} as published in (Starmans et al., 2021c). By

\textsuperscript{3}https://xnat.bmia.nl/data/projects/worc
storing all data on XNAT in a structured and standardized manner, experiments using these datasets can be easily executed at various computational resources with the same code.

Three datasets were already publicly available as described in section 3. The other three datasets could not be made publicly available. The code for the experiments on the nine publicly available datasets is available on GitHub (Starmans, 2021).
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Figure A.1: Cross-validation setups used by our WORC framework for optimization and evaluation. When a single dataset is used, internal validation is performed through a $k_{\text{test}} = 100$ random-split cross-validation (a). When fixed, separate training and test datasets are used, external validation is performed by developing the model on the training set and evaluating the performance on the test set through 1000x bootstrap resampling (b). Both include an internal $k_{\text{training}} = 5$ random-split cross-validation on the training set to split the training set into parts for actual training and validation, in which the model optimization is performed. The final selected model, trained on the full training dataset, is used for independent testing on the test dataset.
Figure A.2: ROC curves. The datasets include: a. lipomatous tumors (Vos et al., 2019); b. desmoid-type fibromatosis (Timbergen et al., 2020); c. primary solid liver tumors (Starmans et al., 2021b); d. gastrointestinal stromal tumors (Starmans et al., 2020b); e. colorectal liver metastases (Starmans et al., 2021a); f. melanoma (Angus et al., 2021); g. hepatocellular carcinoma (Starmans et al., 2020a); h. mesenteric fibrosis (Blazevic et al., 2021); i. prostate cancer (Castillo T et al., 2019); j. low grade glioma (van der Voort et al., 2019b); k. Alzheimer’s disease (Bron et al., 2021); and l. head and neck cancer (Aerts et al., 2014).
Table A.1: Overview of the 564 features used by default in the WORC framework. GLCM features were calculated in four different directions (0, 45, 90, 135 degrees) using 16 gray levels and pixel distances of 1 and 3. LBP features were calculated using the following three parameter combinations: 1 pixel radius and 8 neighbors, 2 pixel radius and 12 neighbors, and 3 pixel radius and 16 neighbors. Gabor features were calculated using three different frequencies (0.05, 0.2, 0.5) and four different angles (0, 45, 90, 135 degrees). LoG features were calculated using three different widths of the Gaussian (1, 5 and 10 pixels). Vessel features were calculated using the full mask, the edge, and the inner region. Local phase features were calculated on the monogenic phase, phase congruency and phase symmetry.

| Feature Type | Descriptions |
|--------------|--------------|
| GLCM (MS)    | (13*4*2=144 features) |
| Gabor        | (13*4*3=156 features) |
| NGTDM        | (5 features) |
| LBP          | (13*3=39 features) |
| Histogram    | (13 features) |
| LoG          | (13*3=39 features) |
| Vessel       | (12*3=39 features) |
| GLSZM        | (16 features) |
| GLDM         | (14 features) |
| Shape        | (35 features) |
| Orientation  | (9 features) |
| Local phase  | (13*3=39 features) |

*Abbreviations: COM: center of mass; GLCM: gray level co-occurrence matrix; MS: multi slice; NGTDM: neighborhood gray tone difference matrix; GLSZM: gray level size zone matrix; GLRM: gray level run length matrix; LBP: local binary patterns; LoG: Laplacian of Gaussian; std: standard deviation.
Algorithm A.1 Minimal working example of the WORC toolbox interface in Python

```python
from WORC import SimpleWORC

# Create a Simple WORC object
experiment = SimpleWORC(experiment_name)

# Set the input data according to the variables we defined earlier
experiment.images_from_this_directory(imaagedatadir)
experiment.segmentations_from_this_directory(imaagedatadir)
experiment.labels_from_this_file(label_file)
experiment.predict_labels(label_name)

# Use the standard workflow for binary classification
experiment.binary_classification()

# Change a configuration field to only use an SVM
experiment.add_config_overrides({'Classification': 'classifiers': 'SVM'})

# Run the experiment!
experiment.execute()
```