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Abstract: Designing a sampling strategy for soil property mapping from remote sensing imagery entails making decisions about sampling pattern and number of samples. A consistent number of ancillary data strongly related to the target variable allows applying a sampling strategy that optimally covers the feature space. This study aims at evaluating the capability of multispectral (Sentinel-2) and hyperspectral (EnMAP) satellite data to select the sampling locations in order to collect a calibration dataset for multivariate statistical modelling of the Soil Organic Carbon (SOC) content in the topsoil of croplands. We tested different sampling strategies based on the feature space, where the ancillary data are the spectral bands of the Sentinel-2 and of simulated EnMAP satellite data acquired in Demmin (north-east Germany). Some selection algorithms require setting the number of samples in advance (random, Kennard-Stones and conditioned Latin Hypercube algorithms) where others automatically provide the ideal number of samples (Puchwein, SELECT and Puchwein+SELECT algorithm). The SOC content and the spectra extracted at the sampling locations were used to build random forest (RF) models. We evaluated the accuracy of the RF estimation models on an independent dataset. The lowest Sentinel-2 normalized root mean square error (nRMSE) for the validation set was obtained using Puchwein (nRMSE: 8.7%), and Kennard-Stones (9.2%) algorithms. The most efficient sampling strategies, expressed as the ratio between accuracy and number of samples per hectare, were obtained using Puchwein with EnMAP and Puchwein+SELECT algorithm with Sentinel-2 data. Hence, Sentinel-2 and EnMAP data can be exploited to build a reliable calibration dataset for SOC mapping. For EnMAP, the different selection algorithms provided very similar results. On the other hand, using Puchwein and Kennard-Stones algorithms, Sentinel-2 provided a more accurate estimation than the EnMAP. The calibration datasets provided by EnMAP data provided lower SOC variability and lower prediction accuracy compared to Sentinel-2. This was probably due to EnMAP coarser spatial resolution (30 m) less adequate for linkage to the sampling performed at 10 m scale.
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1. Introduction

Remote sensing data are widely used for soil mapping, because they allow covering large area in a cost effective way. However, an accurate soil sampling within the investigated area is necessary to produce soil variable or soil classification maps. The choice of the sampling strategy has great importance for soil mapping accuracy and the error caused by an unrepresentative sampling dataset could be larger than the analytical error associated to laboratory measurements [1]. The sampling strategy entails making decisions about sampling pattern, sample size and sampling location.
A suitable sampling strategy allows building a reliable calibration dataset, which in turn allows carrying out a prediction model that produces precision maps of the target variable. Two main sampling strategies exist: design-based and model based approach [2]. The design-based approach is based on the probability theory and it assumes that data are independent. Nevertheless, soil and geological data show a spatial dependence, i.e., the variance between values increases with distance. For this reason, a model-based sampling is the preferred strategy for Earth science applications, in other words an approach based on a geostatistical analysis. However, the model-based approach can be applied only if the parameters describing the spatial variability are already a priori known. Thus, if no legacy data exists, the parameters to build a variogram can only be obtained by sampling [3]. Alternatively, when the target data are not or to a limited extent available, the model-based approach can exploit the relationship between the target variable and ancillary data [4]. The availability of a consistent number of ancillary data (or covariates) allows applying sampling strategies according to the feature space and not based on the geographical space [5,6]. The covariate data points represent points in the feature space and are enclosed by a hypercube. Thus in this case the sampling design aims an optimization in feature space, which becomes more important than the spatial coverage, and usually leads to spatial clustering of the sample locations [7]. Provided that the covariates are strongly related to the target variable, the sampling strategy based on feature space can ensure a calibration dataset covering the range of the target values [8]. Some authors discussed the relative importance of the spatial and feature space coverage for providing reliable inputs for prediction models for soil or environmental variables [5–7]. Most of them suggested a compromise between feature and geographical space. Still, the choice of the sampling strategy depends on the goals of the study, the availability of legacy and ancillary data and the available budget [9]. In general, for sampling strategies based on the geographical space (e.g., grid sampling), a large number of samples for the calibration dataset (high sampling density) ensures a good precision albeit at higher costs. Consequently, during the sampling planning, it is necessary to find a compromise between precision and costs, and in particular, to choose the sampling strategy that ensures the lowest estimation error [10]. Strategies based on the feature space generally entail more clustered samples distribution, which in turn could reduce the efforts in the field, the travel costs and the number of samples. For these purposes, remote sensing data cheaply provide covariates over large areas. The physical link between spectral data in the optical domain and soil properties exists [11] and is widely exploited in a remote sensing context (e.g., [12]). Some absorption features are quite broad and they can partly overlap with spectral region related to a different soil property. For this reason, it is desirable using the whole spectrum as covariates instead of a single band or a narrow region. For example, the absorption features related to clay minerals are mainly located in the short wave infrared (SWIR) region. However, each clay mineral shows narrow absorbance peaks at specific wavelengths [11,13]. Since only rarely a single clay mineral is present in the soil, the quantitative estimation of clay content uses all spectral data having good signal quality. Similarly, Soil Organic Carbon (SOC) prediction models exploit most of the spectral regions across the electromagnetic spectrum between 400 and 2500 nm [14,15] and this is due to the large heterogeneity of the components of the organic matter. So given the link between spectral characteristics and soil variability, the absorbance/reflectance values at a given wavelength can be considered as covariates related to the target variable and consequently the spectral variability can be exploited for sampling strategies based on feature space. Many algorithms exploit spectral data to obtain a calibration dataset that includes the spectral variability of a population (e.g., Kennard–Stones algorithm). Most of these algorithms were successfully tested on soil spectra acquired in the laboratory [16] or in the field [17]. However, to our knowledge, soil spectra acquired by airborne or satellite sensors were never exploited for a sampling selection algorithm.

Spectra of bare soils in cropland fields are widely available as the two Sentinel-2 satellites ensure a short revisit time (5 days). Therefore, soil spectra can be first exploited to set the sampling strategy and then, after sampling and laboratory analysis of the desired soil property, as predictors for the target variables. The same sampling strategy could in the future be used for analysing the
spectra from hyperspectral satellite sensors when they become available. However, although the forthcoming hyperspectral satellite sensors will provide data over a large spectral range and with narrow bandwidths, the spatial resolution will be generally lower than that provided by Sentinel-2. Both the German Environmental Mapping and Analysis Program (EnMAP) [18] and the Italian PRercursoRESPettraledellaMissioneApplicativa (PRISMA) [19] sensor will acquire with a spatial resolution of 30 m, and this resolution may not be sufficient if the target soil property has a short-scale spatial variability. Moreover, in small fields bordering roads, built up areas or crops, the number of usable pixels could become very low, since the soil spectra extracted from the pixels along the borders are not pure, but the average among two or more materials (mixed pixels).

We aim evaluating the capability of multispectral (Sentinel-2) and hyperspectral (simulated EnMAP) satellite data to select the sampling locations in order to collect a calibration dataset that covers the SOC variability of the area. We tested different sampling strategies based on the feature spaces, where the ancillary data are the spectral bands of the Sentinel-2 and simulated EnMAP data from imagery acquired in north-east Germany. We tested both sampling selection algorithms requiring setting the number of sample in advance and others that automatically provide the ideal number of samples. The efficiency of the sampling selection was also evaluated in terms of prediction accuracy of the SOC maps.

2. Materials and Methods

2.1. Study Area

The study area is located around the municipality of Demmin in north-eastern Germany (Figure 1; 53°52′N; 13°13′E) and is part of the TERENO [20] north-eastern German lowland Observatory (TERENO-NE) from the Helmholtz Association. The mean temperature is 8 °C with an annual precipitation between 500 and 600 mm [21]. This area is mainly characterized by croplands with very large fields on glacial till, while grassland represents around 25% of the area and mainly occurs in the floodplains characterized by organic and shallow peat soils. The topography is rolling (mean relief ca. 120 m) to slightly hilly in the south. The spatial variability of soil types reflects the variation in parent material and relief. In the flat area around the town of Demmin, the soils are characterized by a sandy layer that entails a lower organic matter content as compared to the surrounding soils. Thus, the area can be divided into three main soil associations according to the Soil Map of the Federal Republic of Germany (1:1,000,000) [22]: (i) organic and shallow peat soils in the floodplains; (ii) clayey glacial till soils rich in organic matter, and (iii) sandy glacial till soils.

Samples were acquired from the upper soil layer (0–10 cm) within the clay glacial till and sandy glacial till area and are part of the Mecklenburg-West Pomerania (MWP) database [23,24] (Figure 1). The MWP dataset consists of 181 soil samples, each sample consisted of five sub-samples taken with a gouge auger collected from 0–10 cm depth within an area of 5 m radius. The total carbon of the air-dried and sieved soil samples was measured by dry combustion using a CN (carbon and nitrogen) analyser (VarioMax, ElementarGmbH, Hanau, Germany), then the SOC was obtained by subtracting the inorganic carbon (in the form of carbonates) that was determined by measuring the pressure of CO$_2$ emitted after the addition of hydrochloric acid. The SOC values range from 6.0 to 194.6 g kg$^{-1}$, with a mean value of 19.5 g kg$^{-1}$ and a standard deviation of 26.4 g kg$^{-1}$ (Figure 2).
Figure 1. RGB (red: 665 nm; green: 560 nm; blue: 490 nm) satellite image acquired by Sentinel-2 sensor of the study area with location of the soil samples of the Mecklenburg-West Pomerania (MWP) dataset. The white frame is a zoom of field 1, 2 and 3.

Figure 2. Kernel density estimate plot for the measured Soil Organic Carbon (SOC) values of the Mecklenburg-West Pomerania (MWP) dataset.
2.2. Remote Sensing Data

A cloud-free Sentinel-2 image acquired on 30 August 2018 (Figure 1), was downloaded from the Copernicus open access hub as Level-1C product. The Sentinel-2 sensors have 13 bands with different spatial resolution and bandwidth. We selected nine bands that are relevant for soil applications: B2 (490 nm), B3 (560 nm), B4 (665 nm), B5 (705 nm), B6 (740 nm), B7 (783 nm), B8 (842 nm), B11 (1610 nm) and B12 (2190 nm). The 20 m bands were spatially resampled to 10 m. The image was atmospherically corrected using the Sen2Cor processor (v. 2.5.5) [25], a plugin incorporated in the Sentinel Application Platform (SNAP) software, obtaining the Bottom of Atmosphere (BOA) reflectance.

Airborne images were acquired on 1 October 2015 with the HySpex system of the Helmholtz Center Potsdam GFZ, mounted on the Cessna 207T aircraft of the Free University of Berlin, part of the EnMAP science preparation program. The NEO HySpex system consists of two push-broom hyperspectral cameras (VNIR-1600 operating over the 400–1000 nm and SWIR 320m-e operating over 1000–2500 nm range) with a total of 416 wavebands and a spectral resolution of 3.7 nm (VNIR-1600) and 6.0 nm (SWIR-320m-e) (NorskElektroOptikk, 2017). From a mean altitude of 2500 m, the original ground sampling distance of the image was 1.9 m for the VNIR spectrometer and 4.0 m for the SWIR-320m-e camera, resampled to 4 m after data pre-processing. The pre-processing of the HySpex data to orthorectified reflectance was performed with the GFZ in-house processing chain HyPrepAir. First, geometric processing was performed, including co-registration and adaptation of the SWIR sensor to the VNIR [26]. Subsequently, atmospheric correction of the HySpex VNIR-SWIR data cube was applied with the ATCOR-4 software [27]. Then, a mosaicking of the single flight lines keeping the original data values was realized. Furthermore, an empirical line calibration was performed using ground measurements obtained simultaneous to flight acquisition to remove atmospheric attenuation and spectral artefacts. The airborne data were used to simulate an EnMAP image (Figure 3); the calculation of simulated EnMAP data and associated radiance and reflectance products (Level 1B/1C/2A) at 30 m spatial resolution was performed using the EnMAP end-to-end simulation software EeteS [28]. The EeteS software follows the forward and backward processing schemes simulating the EnMAP image generation process, sensor calibration and data pre-processing. The core payload of EnMAP consists of a dual-spectrometer instrument measuring in 242 spectral bands between 420 and 2450 nm with a spectral sampling distance varying between 5 and 12 nm. Next, the data were transformed to Level 1C applying a detector co-registration and image orthorectification, subsequently processed to reflectance orthorectified data (Level-2A) applying an atmospheric correction.
2.3. Preliminary Investigation

Soil spectra separated by large Euclidean or Mahalanobis distance are more different in terms of soil variables than two spectra separated by a smaller distance. However, in order to verify if the distance between spectra is directly correlated with the differences in terms of SOC content, we computed the mean Euclidian distance between the mean spectra of four subsets having different SOC levels based on the MWP dataset: <10 g kg\(^{-1}\), 10–12.2 g kg\(^{-1}\), 12.2–15.7 g kg\(^{-1}\), >15.7 g kg\(^{-1}\). The thresholds between the four SOC classes were set according to the quartiles of the MWP dataset.

The spectra were obtained both from a Sentinel-2 and EnMAP simulated image at each sampling location. Before calculating the Euclidean distance, the EnMAP spectra were normalized (mean = 0 and variance = 1) using the standard normal variate transformation to reduce scattering effects.

The results showed a very high correlation coefficient (0.92) between the Euclidean distances and the differences in terms of SOC, both for Sentinel-2 and EnMAP data. Thus, these preliminary results suggest that the differences between spectra can be used to select soil samples that cover the variability in terms of SOC content in the study area.

2.4. Soil Sampling Strategies

All algorithms exploited a feature space based on a set of predictors or auxiliary variables. For each algorithm, the remote sensing spectra (Sentinel-2 or simulated EnMAP) were used as predictors (input matrix). The sample design was tested both at field and at regional scale. For the field tests, the spectra were extracted from all pixels within each field except the ones along the borders (distance <40 m).
While for the regional applications, the matrix consisted of the spectra extracted at sampling points of the MWP dataset.

2.4.1. Selection Algorithms with a Predefined Sample size

As these algorithms require the number of samples to be set beforehand, we set three different sample densities for each method: 0.4, 0.7 and 1 sample (s) per hectare.

The conditioned Latin Hypercube (cLHS) is a stratified random sampling procedure that exploits the multidimensional distribution provided by predictors (here the spectra represent the feature space and each spectral dimension equals one feature dimension). Thus, the algorithm aims to fully cover the feature space rather than the location space. This was done by dividing the multidimensional space into n strata and selecting one sample for each stratum. The complete description of the cLHS algorithm can be found in [6].

The Kennard-Stone algorithm (KS) selects n samples uniformly distributed over the predictor space from the entire dataset, thus optimizing the coverage of the spectral variability [29]. First, the algorithm finds the two samples that are furthest apart based on Euclidean distance assigning them to the calibration dataset and removing them from the input matrix. Then, the procedure is repeated until the number of the samples within the calibration dataset is equal to n.

Moreover, a random sampling selection (R) was tested, the random extraction was repeated 100 times for each of the three sampling densities.

2.4.2. Selection Algorithms Providing the Ideal Number of Samples

In contrast to the previous algorithms, the algorithms discussed in this section provide the ideal number of samples for a given dataset without predefining the sample density. However, their performance depends on some parameters linked to the Mahalanobis distance between spectra.

The Puchwein algorithm (PU) uses the Mahalanobis distance between spectra to iteratively eliminate similar samples and thus selecting only the most dissimilar spectra [30]. In the first step, the Puchwein algorithm performs a principal component analysis (PCA) on the input matrix. Then, the algorithm extracts the score matrix for a given number of principal components p. The score matrix is then normalized (mean = 0 and variance = 1) and the Mahalanobis distance between each spectrum and the centre of the data is computed. For the sample selection, the algorithm uses an initial limiting distance and then, it selects the sample X1 with the largest Mahalanobis distance to the centre. After that, the algorithm removes all samples having a distance equal to or smaller than the initial limiting distance from X1. Finally, the algorithm proceeds iteratively selecting X2, X3 . . . Xn and removing each time the samples within the minimum distance from X. When there are no samples left in the dataset, the algorithm re-starts using an increased minimum distance. The Puchwein algorithm chooses the optimal selection of samples provided by the loop having the largest difference between the observed and theoretical sums of leverage. The initial limiting distance was set based on the formula k(p − 2), where k is usually 0.2 and p the number of components of the PCA for a given percentage of explained variance.

Similar to the Puchwein approach, the SELECT algorithm (SW) is also based on the Mahalanobis distance between samples [31], which is computed from the normalized score matrix obtained by PCA. This algorithm first selects the samples with the largest number of neighbours within a given minimum distance and removes them from the data set once they have been selected. The algorithm repeats the procedure until no samples are left.

In addition to the above-described algorithm, a combination of PU and SW was tested (PS). The sample selection was carried out in two steps: first, the PU algorithm selects n samples, then the n selected samples were further analysed by the SW algorithm, which selects a number of samples smaller than n.

The KS, PU and SW algorithms were computed using the Prospectr package in R [32], while we used the appropriate R package for the cLHSAgorithm R software [33].
2.5. Calibration and Validation of the Prediction Model

2.5.1. Field Tests

The SOC maps provided by [34] were obtained calibrating a Random forest (RF) regression model (RPD = 2.1), which exploited the SOC values at sampling points (analysed in the laboratory) and the Sentinel-2 spectral data. These SOC maps (10 m resolution) include fields 1, 2 and 3 (Table 1; Figure 4). Thus, after sample selection provided by each algorithm, the SOC content for each corresponding pixel was derived from the SOC maps. Then, the RF model was applied to all the bare soil fields of the Demmin area shown in Figure 1. The SOC values retrieved from S2 data were interpolated using block kriging with a block size of 30 m in order to obtain the same ground sample distance for the SOC maps and EnMAP data.

| Map     | Field Size ha | Min $\text{g kg}^{-1}$ | Max $\text{g kg}^{-1}$ | Mean $\text{g kg}^{-1}$ | Median $\text{g kg}^{-1}$ | SD $\text{g kg}^{-1}$ |
|---------|---------------|------------------------|------------------------|-------------------------|--------------------------|----------------------|
| Field 1 | 113.9         | 7.9                    | 145.4                  | 17.8                    | 13.5                     | 16.4                 |
| Field 2 | 36.1          | 7.4                    | 119.8                  | 13.0                    | 9.5                      | 13.7                 |
| Field 3 | 55.7          | 8.3                    | 54.2                   | 12.1                    | 11.4                     | 3.0                  |
| All fields | 205.7        | 7.4                    | 145.5                  | 15.7                    | 12.2                     | 14.3                 |

Table 1. Descriptive statistics of the soil organic carbon content maps of the field 1, 2 and 3 adapted from [34].

Figure 4. Kernel density estimate plot for the SOC values of field 1, 2 and 3 adapted from [34].

The SOC values of the points provided by the selection algorithms and the bare soil spectra (Sentinel-2 or EnMAP) were used to build a calibration dataset, which was used to build a RF regression model (Figure 5). Since the SOC distribution is skewed, a Box-Cox transformation was carried out before running each RF model. The RF regression is a supervised learning algorithm, where all the decision trees make up the ‘forest’ [35]. The decision trees are combined through the resampled training dataset and the SOC values predicted by the RF regression are the mean values of the outputs of the regression trees. The RF regression method allows avoiding overfitting and reduces noise due to irrelevant features.

The models were validated on 55 independent samples (42 samples from field 1, 8 samples from field 2, 5 from field 3). These 55 samples of the validation dataset are part of the MWP dataset and were not used in the calibration dataset. Their SOC values range between 8.1 and 103.4 g kg$^{-1}$, the mean value is 28.7 g kg$^{-1}$ and the standard deviation is 41.9 g kg$^{-1}$.
The estimation accuracy of the RF model was evaluated in terms of normalized root mean square error (nRMSE) and ratio of performance to deviation (RPD); Equations (1) and (2):

$$nRMSE = \frac{\sqrt{\sum_{i=1}^{n}(y_i - \hat{y}_i)^2}}{\frac{y_{max} - y_{min}}{n}}$$

(1)

$$RPD = \frac{std}{\sqrt{\frac{\sum_{i=1}^{n}(y_i - \hat{y}_i)^2}{n}}}$$

(2)

where $y_i$ is the observed SOC value, $\hat{y}_i$ the SOC predicted by the RF model, $std$ the standard deviation of the observed values and $n$ the number of samples.

Moreover, the efficiency of the sampling dataset was evaluated for the tests with a RPD higher than 1.4 by a simple efficiency index (Ef) that is computed as the ratio of RPD to the number of samples ($s$) per hectare (Equation (3)):

$$Ef = \frac{RPD}{s}$$

(3)

2.5.2. Regional Tests

Since reliable SOC maps are not available in the sandy till region, we used all 181 samples of the MWB dataset for the regional tests (Figure 1). The Sentinel-2 spectra were divided into calibration (CAL) and validation (VAL) dataset based on the KS algorithm. The KS algorithm was set to select 130 samples (70%) for the CAL dataset. The remaining 51 samples (30%) are the VAL dataset. Then, each sample selection algorithm was tested on the CAL dataset, picking out the samples for the random forest model calibration. Finally, the model was verified on the VAL dataset. For the algorithms that do not provide the optimal number of samples (KS, R, and cLHS), we calibrated the RF model with $n$ number of samples, where $n$ increased from 10 to 130 in steps of 1. The estimation accuracy of the RF model was evaluated in terms of nRMSE and RPD.

3. Results

3.1. Validation at Field Scale

The sampling densities in the three fields correspond to 81 (0.4 sample ha$^{-1}$), 144 (0.7 sample ha$^{-1}$) and 205 (1.0 sample ha$^{-1}$) samples (Table 2). The SOC content of each calibration dataset is shown in the plots of Figure 6. Concerning the tests with Sentinel-2 data, the highest SOC validation accuracies were obtained using the highest density for all methodologies (Table 2). However, the largest Ef values were obtained with 0.7 s ha$^{-1}$ for R (Ef = 2.1) and cLHS (Ef = 2.0) and using 0.4 s ha$^{-1}$ for KS (Ef = 5.1).
The PS algorithm selected only 26 samples (Figures 6c and 7b) obtaining a nRMSE of 12% and the best efficiency value (Ef = 13.4). The highest RPD value was obtained using the PU method (RPD = 2.5; nRMSE = 8.7%). However, the number of samples for the calibration dataset was quite high (231; Figures 6c and 7a) and consequently, the efficiency was low (Ef = 2.2). The EnMAP data at 30 m scale but with higher spectral resolution provided lower prediction accuracy as compared to the Sentinel-2 data, most of the RPD values were around 1.4, and the accuracy was generally low (Table 2). Based on the EnMAP data, the PU algorithm showed clearly the best performance with an RPD of 2.0, whereas all the other algorithms provided RPDs ~1.4–1.5. The EnMAP PU showed the highest Ef value (22.9) compared to the other algorithms and exploiting only 18 samples (Figures 6f and 7c), thus a density of 0.1 $\text{s ha}^{-1}$.

Table 2. Descriptive statistics of the SOC content of the calibration datasets detected by the sampling selection algorithms in the three fields, and the estimation accuracy in terms of normalized root mean square error (nRMSE), ratio of the performance to deviation (RPD) and efficiency index (Ef) obtained from the validation dataset (R = random sampling selection, cLHS = conditioned Latin Hypercube; KS = Kennard-Stones; PU = Puchwein; SW = SELECT; PS = Puchwein+SELECT). The average and standard deviation nRMSE and RPD values were reported for the random sampling selection.

| Sensor       | Method | Calibration | Validation |
|--------------|--------|-------------|------------|
|              | n°     | n° ha\(^{-1}\) | std g kg\(^{-1}\) | Min g kg\(^{-1}\) | Max g kg\(^{-1}\) | nRMSE % | RPD | Ef |
| Sentinel-2   | R 81   | 0.4         | 14.5       | 8.1         | 102.1         | 17.8 ± 1.9 | 1.3 ± 0.2 | 2.1 |
|              | R 144  | 0.7         | 14.8       | 8.0         | 111.7         | 15.2 ± 1.9 | 1.5 ± 0.2 | 2.1 |
|              | R 205  | 1.0         | 14.7       | 7.9         | 115.9         | 13.8 ± 1.6 | 1.6 ± 0.2 | 1.6 |
|              | cLHS   | 81          | 0.4        | 12.6       | 8.1           | 87.6      | 18.3     | 1.2 |
|              | cLHS   | 144         | 0.7        | 15.9       | 7.4           | 117.3     | 16.1     | 1.4 |
|              | cLHS   | 205         | 1.0        | 16.7       | 8.8           | 77.6      | 16.2     | 1.4 |
|              | KS 81  | 0.4         | 31.9       | 8.6        | 122.9         | 11.1      | 2.0      | 5.1 |
|              | KS 144 | 0.7         | 33.5       | 8.6        | 137.1         | 9.9       | 2.2      | 3.1 |
|              | KS 205 | 1.0         | 33.2       | 8.6        | 138.7         | 9.2       | 2.4      | 2.4 |
|              | PU 231 | 1.1         | 34.0       | 7.4        | 142.6         | 8.7       | 2.5      | 2.2 |
|              | SW 114 | 0.6         | 14.1       | 8.0        | 82.4          | 14.4      | 1.5      | 2.7 |
|              | PS 26  | 0.1         | 35.5       | 8.4        | 122.0         | 12.7      | 1.7      | 13.4 |
| Simulated    | R 81   | 0.4         | 13.6       | 8.1        | 99.5          | 18.2 ± 2.1 | 1.2 ± 0.2 | 2.0 |
| EnMap        | R 144  | 0.7         | 13.1       | 7.9        | 105.9         | 16.4 ± 2.1 | 1.4 ± 0.2 | 2.0 |
|              | R 205  | 1.0         | 14.0       | 7.8        | 114.1         | 14.1 ± 1.8 | 1.6 ± 0.2 | 1.6 |
|              | cLHS   | 81          | 0.4        | 11.6       | 8.6           | 80.9      | 18.8     | 1.2 |
|              | cLHS   | 144         | 0.7        | 11.0       | 7.9           | 79.7      | 15.5     | 1.4 |
|              | cLHS   | 205         | 1.0        | 14.4       | 7.6           | 125.0     | 14.0     | 1.6 |
|              | KS 81  | 0.4         | 15.1       | 8.6        | 97.1          | 18.5      | 1.2      |    |
|              | KS 144 | 0.7         | 17.0       | 8.9        | 134.0         | 11.0      | 2.0      | 22.9 |
|              | KS 205 | 1.0         | 16.3       | 8.6        | 125.0         | 14.8      | 1.5      | 1.5 |
|              | PU 18  | 0.1         | 42.8       | 8.9        | 134.0         | 11.0      | 2.0      | 2.1 |
|              | SW 76  | 0.4         | 13.2       | 8.3        | 89.1          | 17.8      | 1.2      |    |
|              | PS <10 |            |            |            |               |           |         |    |
Figure 6. Kernel density estimate plots for the SOC values (field 1, 2 and 3) for the Sentinel-2 (left side) and EnMAP (right side) data. The black circles represent the SOC content of the samples selected by the conditioned Latin hypercube (a,d) and the Kennard-Stones (b,e) algorithm for different sampling densities. The samples selected by the Puchwein (PU), SELECT (SW) and Puchwein+SELECT (PS) algorithms were shown at the bottom (c,f).

Figure 7 shows the comparison between the SOC maps provided by [34] (SOC observed) and those obtained here (SOC predicted) with the PU and PS (only Sentinel-2) approach. The plot concerning the PU approach with Sentinel-2 data (Figure 7a) showed a high similarity between the two maps (nRMSE = 1.1% kg$^{-1}$; $R^2 = 0.99$), while the plot of the PS method (Figure 7b) highlighted a lower $R^2$ value (0.90), which is in part due to the inability to predict SOC values larger than 90 g kg$^{-1}$. The plot of the PU method with EnMAP data (Figure 7c) shows a fairly large spread of the points around the 1:1 line, which is reflected by much lower $R^2$ (0.74) in comparison.
Figure 7. The outputs obtained applying the Puchwein (a) and the Puchwein+SELECT (b) algorithm using the Sentinel-2 data, and those obtained using the Puchwein algorithm with EnMAP data (c). The location of the soil samples collected for the calibration dataset in the lefthand panels and the plot of observed against predicted SOC content for each pixel in the righthand panels.

3.2. Validation at Regional Scale Based on Sentinel-2 Spectra

The CAL dataset consists of 130 samples, 51 of which collected in the clayey till region and 79 in the sandy till region (Table 3). Using all the 130 samples of the CAL dataset to build the RF, the nRMSE
of validation was close to 9% and the RPD was 1.6. The random selection approach provided low prediction accuracy (RPD < 1.4) using less than 50 samples for the calibration model, then, increasing the number of samples, the RPD ranged between 1.4 and 1.6 (Figure 8). The maximum value was reached using 123 samples. The cLHS algorithm improved the prediction accuracy while reducing the number of samples as compared to the R strategy (Figure 9). The best SOC prediction accuracy with cLHS algorithm was detected using 88 samples: 37 in the clay region and 51 in the sandy region (Figure 10b), ensuring a large range of SOC values (6–186.8 g kg\(^{-1}\)) and a satisfactory RPD value (1.8).

The KS algorithm provided very similar results to cLHS, both in term of selected samples (85) and RPD value (1.8). The KS algorithm provided very similar results to cLHS, both in terms of selected samples (85) and RPD value (1.8). The highest RPD for PU algorithm was obtained selecting 34 samples (Figures 8 and 9): only 14 samples in clay region and 20 in the sandy one (Figure 10d). The few selected samples were able to cover a large range of SOC values (7.8–196.4 g kg\(^{-1}\)) and a satisfactory RPD value (1.8). The mean SOC value of the selected samples by PU algorithm was much higher (42.5 g kg\(^{-1}\)) than the mean values of the datasets selected by SW, cLHS and KS algorithm (Table 3).

Table 3. Descriptive statistics of the SOC content of the calibration datasets detected by the sampling selection algorithms at regional scale and the estimation accuracy in terms of normalized root mean square error (nRMSE), ratio of the performance to deviation (RPD) from the validation dataset. The number of selected samples within each soil association region: clay till (C_TILL) and Sandy till (S_TILL) are given.

| Method | n° C_TILL | n° S_TILL | Min g kg\(^{-1}\) | Max g kg\(^{-1}\) | Mean g kg\(^{-1}\) | std g kg\(^{-1}\) | nRMSE % | RPD |
|--------|----------|----------|----------------|----------------|----------------|----------------|---------|-----|
| CAL    | 130      | 51       | 79             | 6              | 196.4          | 21.3           | 29.4    | 8.7 | 1.6 |
| VAL    | 51       | 20       | 31             | 6.6            | 117.8          | 14.8           | 15.3    |     |     |
| R      | 123      | 28.9     | 8.7            | 1.6            | 196.4          | 28.7           | 7.5     | 1.8 |
| cLHS   | 88       | 37       | 51             | 6              | 186.8          | 21.4           | 28.7    | 7.5 | 1.8 |
| KS     | 85       | 31       | 54             | 6              | 196.4          | 24.8           | 35.2    | 7.8 | 1.8 |
| PU     | 34       | 14       | 20             | 7.8            | 196.4          | 42.5           | 41.9    | 8.7 | 1.6 |
| SW     | 21       | 9        | 12             | 8.2            | 196.4          | 27             | 42.6    | 11.8| 1.2 |

Figure 8. Ratio of performance to deviation obtained using from 10 to 129 samples detected by random selection, conditioned Latin hypercube (cLHS) and Kennard-Stones (KS) algorithms.
Figure 9. Kernel density estimate plot for the SOC values of the CAL dataset. The circles indicate the SOC content of the samples selected by the Puchwein (PU), SELECT (SW), Kennard–Stones and conditioned Latin Hypercube (cLHS) algorithms.

Figure 10. Location of the samples of the MWP dataset (a) and those of the calibration dataset detected by the cLHS (b), Kennard–Stones (c), Puchwein (d) and SELECT (e) algorithms.
4. Discussion

Satellite images provide ancillary data over large areas, which can be useful for the spatial prediction of soil properties, especially when the information about the target variable is limited [6]. Ancillary data can also be successfully used for designing a sampling strategy [5]. Generally, sampling strategies based on the feature space (derived by ancillary data) provide better results than statistical and geometric approaches [9]. As most soil properties show spatial autocorrelation, a good spatial coverage exploiting the feature space can be obtained if the ancillary data are strongly related to the target variable and roughly on the same spatial autocorrelation level [6]. The results highlighted that the distance between spectra is directly correlated with the differences in terms of SOC content, meaning that it could be feasible to exploit both multispectral and hyperspectral data to select pixels having a wide SOC range. This is due to the large heterogeneity of the organic matter, which entails the absence of well-defined spectral features within a specific spectral region. Consequently, the wavelengths linked to the SOC content can be detected along the whole VNIR-SWIR (400–2500 nm) spectrum [14,15,36]. However, the assumption that larger spectral differences result in more different soil properties weakens if the spectral response of the target variable is mainly influenced by functional groups located in narrow spectral regions and not throughout the spectrum as for SOC. This could be the case, for example, for clay content that is strongly linked to absorption peaks in the SWIR region, which are associated to metal–OH bends and O–H stretch of the clay lattice [11,13]. Probably, in order to exploit spectral data for detecting as much clay variability as possible, the sample selection algorithms should be enhanced giving a different weight to the wavelengths affected by the absorption peaks.

As a general rule, the calibration dataset for empirical models should be representative for the range of values of the target variable. This avoids the need for extrapolation when applying the model for the prediction of the target variable. However, extreme samples in the spectral spaces could be outliers and not related to extreme SOC values [16]. In addition to the range, the calibration dataset should be representative of all the existing values across the range. This means that not only the extreme values must be present in the calibration dataset, but also the intermediate values, preserving a standard deviation of the target variable reflecting the one of the entire study area. Our results showed that increasing the standard deviation of the calibration datasets positively affects the accuracy of the SOC prediction models. In agreement with a previous study on exchangeable Ca\(^{2+}\) and clay content [16], we found a relationship between sample size and validation accuracy for the selection algorithms requiring to set the sample size (random, cLHS, KS), both at field and regional scale. However, often the cost for the field sampling and the laboratory measurements influences the sample size to a greater extent than the accuracy level [9]. Concerning the selection algorithms providing the optimal number of samples, no relationship between sample size and prediction accuracy was detected. For example, the PS algorithm yielded an RPD of 1.7 using only 26 samples for Sentinel-2 tests. In this case the standard deviation of the selected samples is very high (35.5 g kg\(^{-1}\)) and the selected samples are evenly distributed along the SOC range of the area (Figure 6c). An objective sampling selection without a priori information about the target variable enhances the precision of the prediction models while reducing the sampling and analysis costs. The SW algorithm has proven to be less conservative than PU concerning the SOC range due to a difference in selection procedure. The SW algorithm is based on the selection of samples having a large number of neighbours. Thus, the SW stratifies the feature space, followed by the selection of only one sample for each stratum. Although the removal of the neighbours selects few samples with large distances between them, the SW does not target samples with extreme values. Consequently, the calibration datasets selected by SW provided a narrower range as compared to the other algorithms (Figure 6c). The PU approach also stratifies removing the neighbours of the selected samples. However, the sample selection is based on the distance from the centre of the data. Thus, the PU algorithm allows the selection of more extreme values, which translates into larger range of SOC values both with Sentinel-2 and with EnMAP data. In order to find a good compromise between a reduced number of samples and an adequate SOC range and variability, we tested the PS algorithm. For the Sentinel-2 data, the SW algorithm further
skimmed the number of samples detected by the PU method in the first step. The samples selected after the second step showed a SOC range slightly different to that obtained by PU. Nevertheless, the PS method appears to be particularly useful where the PU algorithm selects a large number of samples, while for the EnMAP and regional tests, the PS method selected an insufficient number of spectra to calibrate a RF model (<10). Although PU, SW and PS provide the optimal number of samples, this number depends on the parameter setting. In particular, the selection of the initial Mahalanobis distance affects the number of samples selected by the PU algorithm.

All algorithms tested at the regional scale selected samples of the CAL dataset without oversampling one or the other of the two soil regions, thus respecting the proportions between C_TILL and S_TILL region. The C_TILL region includes loam and clay soil with a high SOC content, while the soils within the S_TILL region are usually sandy with a lower SOC content. These differences probably affect the spectral responses, allowing the algorithms to pick samples from both regions. In this regard, Figure 11 clearly shows how the 50% of S_TILL spectra are concentrated in the first quadrant of the PCA plot, while few C_TILL samples (8), characterised by low SOC values (6–11 g kg\(^{-1}\)), can be observed in the same quadrant. The computational cost can be a restriction on the use of the sampling selection algorithms at regional scale. The processing of all the bare soil pixels within a Sentinel-2 or EnMAP image is time consuming and it needs powerful computers.

Figure 11. First principal component against second principal component scores of the Sentinel-2 spectra of the CAL dataset.

Although EnMAP data have proven to successfully predict some soil properties exploiting the high spectral resolution of the sensor [37], the calibration datasets that were selected exploiting the EnMAP data generally provided low SOC variability and low prediction accuracy. The poorer results obtained by EnMAP as compared to Sentinel-2 are probably due to its coarser spatial resolution (30 m). Interestingly, a similar prediction accuracy between EnMAP and Sentinel-2 images was observed using the R and CLHS algorithms. On the other hand, KS and PU algorithms resulted in much higher prediction accuracy for the Sentinel-2 images. The spatial resolution of the Sentinel-2 SOC maps is 10 m and the soil samples were collected within an area of 5 m radius. Thus, the size of the sampling area is almost the same as the Sentinel-2 spatial resolution, while a consistent difference between
sampling area and EnMAP pixel exists. Unfortunately, changing the support (the geometrical size), is unavoidable in order to enable the comparison of two variables with different supports. Nevertheless, if the ground sampling area is much smaller than the pixel size of the remote image there is a risk of weakening the link between target soil property and spectral data [38]. Although block kriging allowed to properly link SOC values and EnMAP data, this resulted in smoothing the SOC variability. A lower spatial resolution leads to a loss of detail and consequently a reduced spectral variability across the investigated area, which becomes even more consistent after removing the pixel bordering roads, urban areas or crops. Only the PU algorithm was able to select a large range of SOC values with a strong standard deviation and a low sample density using the EnMAP data. Thus, because of their lower spatial resolution, EnMAP and the other future satellite hyperspectral imagers with comparable spatial resolution will be mainly useful for SOC mapping for sampling selection in a large and continuous area in bare soil condition at acquisition time. The results obtained can probably not be extrapolated for mapping other soil properties such as clay or carbonate content that are linked to stronger spectral chromophores in spectral regions that are not well covered by the 13 bands of Sentinel-2. In this case, the higher spectral resolution of hyperspectral imagery will no doubt provide better results.

5. Conclusions

We investigated the capability of Sentinel-2 and EnMAP data for the application of sampling selection algorithms based on the feature space. The Sentinel-2 data can be exploited to select soil samples having a large variability in terms of SOC content. Consequently, the selected samples can be used to build a reliable calibration dataset to obtain accurate SOC maps. The efficiency of the sample selection, expressed as ratio between accuracy and sampling density, can be improved using algorithms simultaneously calculating the number of samples. In particular, the Puchwein (PU) algorithm and the combination between PU and SELECT (SW) algorithm showed the best efficiency at field scale. On the other hand, the calibration datasets provided by EnMAP data provided lower SOC variability and lower prediction accuracy. The poorer results obtained by EnMAP as compared to Sentinel-2 were probably due to its coarse spatial resolution (30 m), which negatively influences the SOC variability in terms range and standard deviation, compared with the ground truthing performed at 10 m scale more adequate to Sentinel-2 data.
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