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ABSTRACT

Feedback from the active galactic nuclei (AGNs) is one of the most promising heating mechanisms to circumvent the cooling-flow problem in galaxy clusters. However, the role of thermal conduction remains unclear. Previous studies have shown that anisotropic thermal conduction in cluster cool cores (CCs) could drive the heat-flux-driven buoyancy instabilities (HBIs) that reorient the field lines in the azimuthal directions and isolate the cores from conductive heating from the outskirts. However, how the AGN interacts with the HBI is still unknown. To understand these interwined processes, we perform the first 3D magnetohydrodynamic simulations of isolated CC clusters that include anisotropic conduction, radiative cooling, and AGN feedback. We find the following: (1) For realistic magnetic field strengths in clusters, magnetic tension can suppress a significant portion of HBI-unstable modes, and thus the HBI is either completely inhibited or significantly impaired, depending on the unknown magnetic field coherence length. (2) Turbulence driven by AGN jets can effectively randomize magnetic field lines and sustain conductivity at ≃1/3 of the Spitzer value; however, the AGN-driven turbulence is not volume filling. (3) Conductive heating within the cores could contribute to ≃10% of the radiative losses in Perseus-like clusters and up to ≃50% for clusters twice the mass of Perseus. (4) Thermal conduction has various impacts on the AGN activity and intracluster medium properties for the hottest clusters, which may be searched by future observations to constrain the level of conductivity in clusters. The distribution of cold gas and the implications are also discussed.
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1. INTRODUCTION

Galaxy clusters with short central cooling times, or cool-core (CC) clusters, are predicted to host massive cooling flows (Fabian 1994), but the large amounts of cold gas and stars expected from this model are not observed (e.g., Cardiel et al. 1998; Peterson et al. 2003; Sanders et al. 2008). This implies that the radiative losses in cluster cores are balanced by some heating mechanisms, the most promising among which is feedback from active galactic nuclei (AGNs; see McNamara & Nulsen 2007, for a review). This scenario is supported by the occurrence of AGN jet-inflated X-ray cavities within all CC clusters and the fact that the cavity power (which approximates the AGN jet power) correlates with the core X-ray luminosity, suggesting that a feedback cycle is at work (Rafferty et al. 2006). Indeed, theoretical models incorporating kinetic AGN feedback into hydrodynamic, cooling intracluster medium (ICM) atmospheres have successfully achieved self-regulation and reproduce gross properties of CC clusters, in particular, the positive temperature gradients within the CCs (Gaspari et al. 2011; Li & Bryan 2014b; Prasad et al. 2015). However, the AGN/ICM system has rich physics not captured by these cooling, hydrodynamic, kinetic-feedback models. Two additional pieces of physics are thought to be particularly important in the physics of CCs and will be the subject of this paper. First, thermal conduction has the potential to be extremely important for the thermodynamic state of a CC (e.g., Voigt & Fabian 2004; Voit 2011). While it cannot by itself offset the radiative cooling in a stable manner (Stewart et al. 1984; Bregman & David 1988; Soker 2003; Zakamska & Narayan 2003; Voigt & Fabian 2004; Pope et al. 2006), it may provide part of the heating, reducing the burden on the AGN, and can aid in the isotropization of the AGN heating throughout the core. Second, the ICM is known to be magnetized with β ≃ 100 (Carilli & Taylor 2002), where β is defined as the ratio between gas thermal pressure and magnetic pressure. Under conditions characterizing the ICM, conductive heat fluxes flow locally along magnetic field lines and are strongly suppressed across field lines (Spitzer 1962). Thus, the ICM must really be considered a magnetohydrodynamic (MHD) system with conductive heat fluxes dictated by field geometry, as well as temperature gradients (Chandran & Cowley 1998; Narayan & Medvedev 2001).

From a theoretical perspective, the real complexity of a CC arises from interactions between the kinetic feedback, radiative cooling, magnetic field evolution, and (anisotropic, magnetically channeled) thermal conduction. Magnetic fields may increase the structural integrity of jet-blown cavities, especially if enhanced by the action of magnetic draping as the cavity buoyantly rises (Dursi & Pfrommer 2008). This may, in turn, promote the driving of turbulence in and subsequent heating of the ICM (this possibility was speculated on in Reynolds et al. 2015). Somewhat less intuitively, anisotropic thermal conduction renders the CC unstable to the heat-flux-driven buoyancy instability (HBI; Quataert 2008; Parrish et al. 2009; McCourt et al. 2011), which, in quiescent atmospheres with extremely weak fields, saturates by reorienting the field lines perpendicular to the temperature gradients, wrapping them onto the spherical isotherms (Bogdanović et al. 2009; Parrish et al. 2009). Thus, it might seem that even powerful thermal conduction is self-limiting, although semilocal simulations by Avara et al. (2013) and Kunz et al. (2012) have shown that the...
saturation property of the HBI is altered in more realistic magnetic field strengths, leading to radial magnetic filamentary structures that can be long-lived conduits for heat flux.\(^2\) It is possible, however, that the HBI is too fragile to be relevant. Ruszkowski & Oh (2010, 2011) have shown that (driven) volume-filling ICM turbulence could overwhelm any HBI-driven dynamics, although whether this is true for turbulence that is self-consistently driven by kinetic AGN feedback has never been explored. One can readily imagine that the buoyantly rising jet-blown cavities may stretch field lines in the radial direction, counteracting the field-line wrapping of the HBI and allowing conductive heat fluxes to flow. In the extreme, as speculated by Bogdanović et al. (2009), one could imagine CCs in which the role of kinetic feedback was purely to stir the ICM and maintain open magnetic channels for the conductive heat flux. At the same time, thermal conduction may strongly suppress local thermal instabilities that are important for the condensation of cold gas that, ultimately, becomes the fuel for the AGN exerting the kinetic feedback.

In this paper, we present the first simulations of CCs that include the four crucial physical components: MHD, radiative cooling, jet-mediated feedback, and anisotropic thermal conduction. Previous works have examined models that include only a subset of these processes and hence miss the important “cross terms,” some of which we have discussed above. We also examine, again for the first time in an ab initio simulation, the mass dependence of the thermal conduction assuming that it has the Spitzer-like scaling. The main questions that we address are as follows: Does the HBI play any significant role once we consider realistic magnetic field strengths and the jet-driven dynamics? What is the relative importance of conductive heating and direct AGN heating, and how does this change as we consider clusters of different mass? What are the impacts of conduction on the condensation of cold gas and the subsequent fueling of the AGN? What are the predicted observables of these processes for clusters of difference masses?

The structure of the paper is as follows. We describe the numerical techniques and simulation setups in Section 2. In Section 3, we first present results for the simulations of the HBI without AGN feedback (Section 3.1) and with AGN feedback (Section 3.2). We then show the amount of conductive heating versus AGN heating in Section 3.3 and explore the impacts of conduction in Section 3.4. Parameter dependencies of the results are presented in Section 3.5. We discuss the distribution of cold gas found in our simulations in Section 4.1 and comparisons with previous works in Section 4.2. Our main conclusions are summarized in Section 5.

2. METHODOLOGY

2.1. Numerical Techniques

We perform 3D MHD simulations with anisotropic thermal conduction to follow the evolution of cluster CCs under the influence of radiative cooling and AGN feedback. The simulations are carried out using the adaptive-mesh-refinement (AMR) MHD code FLASH (Fryxell et al. 2000; Dubey et al. 2008). The MHD equations are computed using the directionally unsplit staggered mesh (USM) solver (Lee & Deane 2009; Lee 2013). The USM algorithm in FLASH is based on a finite-volume, high-order Godunov scheme and is combined with a constrained transport method to ensure that the magnetic fields are divergence free. The simulation box is 1 Mpc on a side, centering on an idealized CC cluster with initial conditions given in Section 2.2. In simulations without AGN feedback, the simulation domain is refined progressively on the central region with a radius of 100 kpc and kept fixed throughout the simulations. With a maximum refinement level of 7 in AMR, the finest resolution element is 1.95 kpc. For runs including AGNs, the central 10 kpc is initially refined to highest resolution and AMR is turned on for regions with steep temperature gradients. This ensures that the regions affected by the jets, turbulence, and shocks are well resolved. The diode boundary condition is used, which is similar to the outflow boundary condition but does not allow matter to flow into the domain. Radiative cooling is computed using Sutherland & Dopita (1993) assuming one-third solar metallicity.

The MHD equations that governs the system we are solving are

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0, \]

\[ \frac{\partial \rho \mathbf{v}}{\partial t} + \nabla \cdot \left( \rho \mathbf{v} \mathbf{v} - \frac{\mathbf{B} \mathbf{B}}{4\pi} \right) + \nabla p = \rho \mathbf{g}, \]

\[ \frac{\partial \mathbf{B}}{\partial t} - \nabla \times (\mathbf{v} \times \mathbf{B}) = 0, \]

\[ \frac{\partial e}{\partial t} + \nabla \cdot \left( (e + p) \mathbf{v} - \frac{\mathbf{B} \cdot (\mathbf{B} \cdot \mathbf{v})}{4\pi} \right) = \rho \mathbf{v} \cdot \mathbf{g} - \nabla \cdot \mathbf{Q} - n_e^2 \Lambda(T), \]

where \( \rho \) is the gas density, \( \mathbf{v} \) is the velocity, \( \mathbf{B} \) is the magnetic field, \( \mathbf{g} \) is the gravitational field, \( \mathbf{Q} \) is the conductive heat flux, \( \Lambda(T) \) is the cooling function, \( n_e = \rho/\mu m_p \) is the electron number density (\( \mu_e = 1.8 \) is the mean molecular weight per electron for the ICM with one-third solar metallicity), \( e = 0.5 \rho \gamma^2 + e_{\text{th}} + B^2/8\pi \) is the total energy density, and \( p_{\text{tot}} = (\gamma - 1)e_{\text{th}} + B^2/8\pi \) is the total pressure from the gas and magnetic fields. An equation of state for ideal gas with \( \gamma = 5/3 \) is assumed.

Under the conditions that characterize the ICM, the conductive heat is effective along magnetic field lines and strongly suppressed perpendicular to the field lines. The anisotropic conductive heat flux can be written as

\[ \mathbf{Q} = -\chi \mathbf{b} (\mathbf{b} \cdot \nabla) T, \]

where \( T \) is the gas temperature and

\[ \chi \approx 4.6 \times 10^{-7} T^{5/2} \text{ erg cm}^{-1} \text{s}^{-1} \text{K}^{-1} \]

is the thermal conductivity (Spitzer 1962). The ion component of the heat flux is ignored since it is smaller than the electron contribution by a factor of \( (m_e/m_i)^{1/2} \approx 42 \). In reality, the thermal conductivity is likely to be suppressed compared to the Spitzer value because of magnetic field structures that are unresolved in the simulations. Here we choose the
unsuppressed value in order to explore the most optimistic case where thermal conduction is in effect at its maximal strength.

We implemented anisotropic conduction following the approach of Sharma & Hammett (2007), which applies a monotonized central limiter to the conductive fluxes in order to prevent negative temperatures in the presence of steep temperature gradients. Verification tests of the implementation of this algorithm in FLASH can be found in Ruszkowski et al. (2011) and Yang et al. (2012a). An upper limit is imposed on the conductive diffusivity, \( \alpha \equiv \chi T / p < \kappa_{\text{max}} = 5 \times 10^{31} \, \text{cm}^2 \, \text{s}^{-1} \), in order to prevent extremely small diffusive time steps. The application of the ceiling can be justified by the fact that it only affects the region containing the AGN jets and jet-shocked ICM. While currently treated as hot gas in the simulations, the jets are likely composed of relativistic particles, for which the Spitzer conductivity does not apply. As for the shocked ICM, although the conductivity is high by face values, the actual heat flux from the shocked to ambient gas is suppressed because magnetic field is aligned with the shock surface due to magnetic draping (Lyutikov 2006; Dursi & Pfrommer 2008). Indeed, we find that varying the ceiling does not significantly affect our main conclusions.

In this work, the effects of pressure anisotropy (i.e., Braginskii anisotropic viscosity) are not included. In a weakly collisional plasma, Kunz (2011) has shown that anisotropic viscosity can impair the growth of HBI. Pressure anisotropy can also drive plasma micro-instabilities that trap ions in magnetic field fluctuations tangled on scales of their gyroradii and therefore stifle the heat flux (Schekochihin et al. 2010; Kunz et al. 2014). However, it is currently unknown whether electrons, which are the main contributors to the conductivity, would be affected by similar plasma instabilities. Moreover, in cluster cores, where the gas is collisional and has a lower plasma \( \beta \), the impacts of anisotropic viscosity and micro-instabilities are expected to be significantly attenuated (Kunz 2011; Kunz et al. 2012). For the above reasons, we choose to focus on thermal conduction alone and leave the investigation of anisotropic viscosity in future work.

### 2.2. Cluster Initial Conditions

An idealized, magnetized CC cluster is set up in order to probe the interplay among radiative cooling, AGN feedback, and anisotropic conduction. In the fiducial run, the ICM is initialized using an empirical temperature fit (Pinzke & Pfrommer 2010) to the surface brightness profile of the Perseus cluster (Churazov et al. 2003):

\[
T = T_0 \frac{1 + (r / r_0)^3}{2.3 + (r / r_0)^3} \left[ 1 + (r / r_1)^2 \right]^{-0.32},
\]

where \( T_0 = 7 \, \text{keV}, \ r_0 = 71 \, \text{kpc}, \) and \( r_1 = 380 \, \text{kpc}. \) The density profile is computed assuming hydrostatic equilibrium with a Navarro–Frenk–White gravitational potential (Navarro et al. 1996):

\[
\Phi(r) = -\frac{GM}{r} \ln(1 + r / r_{\text{vir}}) / (1 + c) - c / (1 + c),
\]

where \( M \) is the cluster virial mass, \( r_s \equiv r_{\text{vir}} / c \) is the scale radius, \( r_{\text{vir}} \) is the virial radius, and \( c \) is the concentration parameter. We adopt \( M = 8.5 \times 10^{14} \, M_\odot, \ r_{\text{vir}} = 2.440 \, \text{Mpc}, \) and \( c = 6.81 \) for the fiducial model. The gravitational potential is kept fixed throughout the simulations, and self-gravity is ignored because the gas contributes little to the total gravity.

Because of the strong temperature dependence of the thermal conductivity, we explore its effects for different cluster masses. Specifically, we run simulations for clusters with half and double of the mass of the Perseus cluster, \( M = 4.25 \times 10^{14} \, M_\odot \) and \( M = 1.7 \times 10^{15} \, M_\odot \), respectively. For these simulations, the characteristic quantities (i.e., \( T_p, r_{\text{vir}}, r_0, r_1, c \)) are scaled based on predictions from the self-similar solution (Kaiser 1986) and numerical simulations (for \( c \) of relaxed clusters; e.g., Meneghetti et al. 2014): \( r \propto M^{1/3}, \ T \propto M^{2/3}, \) and \( c \propto M^{-0.08} \). As will be discussed in Section 3.3, there are negligible differences in the conductive and nonconductive simulations for the cluster with \( M = 4.25 \times 10^{14} \, M_\odot \). Therefore, for this mass we show only the AGN-only case when studying the mass dependencies of the results.

Radio observations indicate that clusters host large-scale, volume-filling diffuse magnetic fields of strength \( 0.1–10 \, \mu \text{G} \) with tangled geometry (see Carilli & Taylor 2002 for a review). Although the magnetic field is not dynamically important (\( \beta \sim 100 \) for typical clusters), its orientation dictates the directions of various transport processes including thermal conduction. The structure of cluster magnetic field is complex and likely tangled; however, the characteristic scale of its tanglement (i.e., the coherence length \( l_0 \)) is still uncertain (e.g., Vogt & Enßlin 2003; Kuchar & Enßlin 2011).

In our simulation setup, a tangled initial magnetic field is assumed for the ICM. The magnetic field strength is normalized such that \( \beta \sim 100 \) (i.e., the magnetic pressure drops with radius from cluster center in proportion to the thermal pressure). Since the coherence length of cluster magnetic fields is uncertain, we adopt \( l_0 = 100 \, \text{kpc} \) (for the fiducial run) and \( 10 \, \text{kpc} \). These values are chosen to represent cases where the coherence length is larger or smaller, respectively, than the critical length for HBI growth (see Section 3.1). The method of initializing a tangled field is illustrated in Yang et al. (2012a, 2013), to which we refer the readers for details. We note that the initial tangled field is not force free, and therefore a small, random velocity field is generated \( < 100 \, \text{km} \, \text{s}^{-1} \) soon after the simulations start, despite that the velocities are set to zero initially. As discussed in Section 4.2, whether the cluster has existing perturbations may be important for the development of thermal instabilities (TIs) and thus the early evolution of the cluster. However, once the cluster enters into the nonlinear phase after being stirred up by multiple episodes of AGN feedback, the long-term evolution is no longer sensitive to the amount of initial perturbations.

### 2.3. SMBH Accretion and Feedback Prescriptions

In this section we summarize important aspects of our prescriptions for the accretion and feedback of the central supermassive black hole (SMBH). Since resolving the scales of SMBH accretion disks is far beyond what current computational power can achieve, subgrid prescriptions with simplified assumptions are necessary to model the large-scale effects of the SMBH. The implementation of AGN feedback in FLASH is described in detail in Yang et al. (2012b). Here we give a brief summary and highlight the differences.

SMBH accretion has typically been modeled in cosmological simulations assuming that the black hole accretes from the surrounding hot gas (i.e., the hot mode) with the Bondi–Hoyle–
Lyttleton accretion rate:
\[ M_{\text{BH}} \propto M_{\text{Bondi}} = 4\pi G^2 M_{\text{BH}} \rho / c_s^3, \]  
(9)

where \( M_{\text{BH}} \) is the mass of the SMBH and \( \rho \) and \( c_s \) are the gas density and sound speed, respectively, at the Bondi radius \( r_{\text{Bondi}} = GM_{\text{BH}} / c_s^2 \). The proportionality reflects the uncertainties in computing the Bondi accretion rate due to the fact that the Bondi radius is usually not resolved in these large-scale simulations. Earlier observation of Allen et al. (2006), which showed a correlation between the Bondi accretion rate and cavity power for some of the low-power jet systems, has been one of the primary motivations for the hot-mode accretion. However, more recent analysis with more accurate jet power estimations by Russell et al. (2014) has found a weaker correlation. Moreover, it is difficult for the Bondi accretion to explain higher-power jets, for which other mechanisms are required (e.g., McNamara et al. 2011). As has been discussed by various authors, the simple Bondi accretion has many theoretical difficulties (e.g., Pizzolato & Soker 2005; McNamara & Nulsen 2007; Gaspari et al. 2011, 2013; Hobbs et al. 2012; Yang et al. 2012b). Despite these shortcomings, Bondi accretion cannot be ruled out as it could still play a role in some systems, particularly in low-power jets (Russell et al. 2014) or in systems where cold gas is depleted (Gaspari et al. 2015).

An alternative mechanism is cold gas accretion (i.e., the cold mode; Pizzolato & Soker 2005). In a globally thermally stable system, cold, dense clumps of gas can condense out of the hot ICM via local TI when \( r_{\text{TI}} \lesssim 10 t_{\text{ff}} \), where \( r_{\text{TI}} \) is the timescale for TI to grow and \( t_{\text{ff}} \) is the free-fall time (Gaspari et al. 2012; McCourt et al. 2012; Sharma et al. 2012; Li & Bryan 2014b; Meece et al. 2015). When this criterion is met as the cluster core cools down, cold clouds are precipitated and feed the central SMBH. This triggers AGN jets that heat the ICM above the threshold for clamp formation before the cluster cools down again, thus closing the loop of AGN feedback. This scenario is supported by observations of atomic (Crawford et al. 1999; McDonald et al. 2011; Werner et al. 2014) and molecular (Donahue et al. 2000; Edge 2001; Salomé et al. 2006; Hamer et al. 2014; Russell et al. 2014) gas at the center of many CC clusters. Entropy profiles of observed CC clusters also appear to follow a baseline profile predicted by the precipitation-regulated feedback model (Voit et al. 2015). However, we note that there exist discrepancies between the entropy profiles of the above-mentioned work (based on the work of Cavagnolo et al. 2009) and those derived from a different group (Panagoulia et al. 2014). Moreover, it is still unresolved how exactly the cold gas is channeled to the SMBH and what the roles of angular momentum transport, self-gravity, and cloud-cloud collisions are (Pizzolato & Soker 2010; Gaspari et al. 2013). Therefore, it is still premature to conclude whether cold mode feedback is the dominating SMBH accretion mechanism in clusters.

Given the uncertainties, we adopt the cold-mode accretion in the fiducial run, but also explore the hot mode. The hot accretion model, though not favored by current observational data, is included in this paper because it is still physically plausible. Moreover, the variation of the assumption of SMBH accretion is the dominant source of uncertainties in AGN subgrid models (Yang et al. 2012b) and thus is useful for testing the robustness of our results. For the hot mode, we compute the Bondi accretion rate (Equation (9)) using quantities averaged within an accretion radius \( r_{\text{acc}} = 4 \) kpc surrounding the central SMBH. We assume the proportionality in Equation (9) to be a constant of unity since it is degenerate with the jet efficiency (see below). The mass of the SMBH is \( 3.4 \times 10^8 M_\odot \) (Wilman et al. 2005).

For the cold mode, the accretion rate is estimated by (Gaspari et al. 2013; Li & Bryan 2014b) \( M_{\text{BH}} = M_{\text{cold}} / t_{\text{ff}} \), where \( M_{\text{cold}} \) is the total amount of cold gas within \( r_{\text{acc}} = 4 \) kpc and \( t_{\text{ff}} = 5 \) Myr is the approximate free-fall time at \( r_{\text{acc}} \) in the Perseus cluster. Cold gas in our simulations is defined to be gas with temperature below \( 5 \times 10^5 \) K and is dropped out from the hot gas (Gaspari et al. 2011) and replaced with a cold gas particle. The cold gas particles are passive tracers that follow the dynamics of the hot fluid, and their masses are included in the accretion rate calculation when they enter the sphere of radius \( r_{\text{acc}} \). The amount of accreted mass within a simulation time step, \( M_{\text{BH,dt}} \), is then subtracted from the mass of the cold gas particles within \( r_{\text{acc}} \) in a mass-weighted sense. This method of mass dropout allows us to save computational costs and focus on the evolution of the hot ICM, which is the main subject of this paper. The consequences of using this approach are discussed in detail in Section 4. We will show in Section 3.5 that our results are not sensitive to the assumption about SMBH accretion and thus the treatment of cold gas in our simulations.

AGN feedback is modeled as bipolar jets following the approach of Yang et al. (2012b). Feedback is continuous for the hot-mode accretion, whereas for the cold mode, it is triggered only when \( M_{\text{BH}} \) is nonzero. When the AGN is active, mass, momentum, and energy are injected onto the grid as source terms in the hydrodynamic equations according to the rates

\[
\begin{align*}
\dot{M} &= \eta M_{\text{BH}}, \\
|\dot{P}| &= \sqrt{2\eta \epsilon M_{\text{BH}} c^2}, \\
\dot{E} &= \epsilon M_{\text{BH}} c^2,
\end{align*}
\]

(10)

where \( \eta \) is the mass-loading factor and the injected energy is purely kinetic. Purely kinetic jet feedback, though having shortcomings,\(^3\) is adopted because it has successfully reproduced many key observables of CC clusters (e.g., Gaspari et al. 2011). Furthermore, the properties of the CCs are relatively insensitive to the fraction of energy injected as kinetic versus internal energy (Yang et al. 2012b). We choose a mass-loading factor of \( \eta = 1 \), which is motivated by mass conservation and the fact that little mass growth is expected for radio-mode AGNs (Li & Bryan 2014b). The fiducial value of the feedback efficiency \( \epsilon \) is 0.1 and 0.001 for the hot- and cold-mode accretion, respectively, which are within the ranges suggested by previous hydrodynamic simulations of AGN feedback in cluster cores (Gaspari et al. 2011; Li & Bryan 2014b). The feedback is applied to a cylinder with radius \( r_{\text{ej}} = 2.5 \) kpc and height \( 2h_{\text{ej}} = 4 \) kpc. Jet precession with an angle of \( \theta_{\text{ej}} = 15^\circ \) and a period of 10 Myr is assumed for the fiducial case. We experimented with cases with no jet precession and found similar results to previous studies.

\(^3\) Purely kinetic jets tend to form radially elongated bubbles instead of “fat” bubbles as observed in Perseus. Note, however, that not all observed cavities are fat.
(Vernaleo & Reynolds 2006) that the jets tend to drill through the ICM and create a low-density channel along the jet axis. As a result, whether the AGN could prevent the cooling catastrophe while preserving the observed ICM characteristics is very sensitive to the feedback efficiency parameter \(\epsilon\). Namely, when \(\epsilon\) and thus the jet power are too large, long cavities extending far beyond the cooling radius would be seen even though the system would eventually self-regulate. To this end, for all the simulations shown in this paper, we followed previous works (Gaspari et al. 2011; Li & Bryan 2014b) and introduced a small-angle jet precession in order to improve the coupling between the AGN feedback energy and the ICM.

The primary simulations discussed in this paper are summarized in Table 1. In Section 3.5 we will discuss the parameter dependencies of the results. Subgrid AGN models are simplistic representations of the complex SMBH accretion and feedback processes and necessarily involve various parameters, both physically (e.g., mode of accretion, feedback efficiency) and numerically (e.g., radius and height of jet nozzle, accretion radius). Because of the large computational expenses required by the conductive simulations, it is not feasible to perform simulations over the full parameter space. Fortunately, such parameter studies have been done by previous hydrodynamic simulations (e.g., Sijacki et al. 2007; Gaspari et al. 2011; Yang et al. 2012b; Li & Bryan 2014a). In particular, Yang et al. (2012b) found that among all parameters in subgrid AGN models, results are most sensitive to the assumptions of the accretion model and the feedback efficiencies, which are what we choose to vary for our simulations. As will be shown in Section 3.5, the main conclusions of this paper do not depend sensitively on the details of the AGN subgrid model. For simulations of the HBI with no AGN, we stop the simulations at \(t = 6\) Gyr and verify that our main conclusions remain the same.

3. RESULTS

3.1. HBI with No AGN

In this section, we present results from simulations including radiative cooling and anisotropic thermal conduction but no AGN feedback (Runs C1–C3). We show that the strength and coherence length of the magnetic field can significantly impact the growth of HBI. Note that for these runs, without AGN feedback, anisotropic conduction alone is not enough to counteract radiative cooling, and thus cooling catastrophe occurs at \(t \gtrsim 0.3\) Gyr. Also, previous simulations found that catastrophic cooling can be delayed when thermal conduction is included (e.g., Bogdanović et al. 2009). We do not find a significant delay because the adopted profiles for the Perseus cluster have a short cooling time and flat temperature profile near the center.

Figure 1 shows the angle between the magnetic field and the radial direction \((\theta_B = \cos^{-1}(\hat{\mathbf{B}} \cdot \hat{\mathbf{r}}))\) averaged within \(r = 100\) kpc. The solid and dashed lines are results from simulations with \(l_B = 100\) kpc but for two different values of \(\beta\). Initially the magnetic field orientations are random, so \(\left< \theta_B \right> \sim 55^\circ\), which corresponds to an effective Spitzer fraction \(f_{sp} \approx (\hat{\mathbf{B}} \cdot \hat{\mathbf{r}})^2 = \cos^2 \theta_B = 1/3\). As expected, for \(\beta = \infty\), \(\left< \theta_B \right>\) grows from an initial value of 55$^\circ$–70$^\circ$ at \(t \sim 1.5\) Gyr because the original tangled magnetic fields are reoriented in the azimuthal directions by the HBI. On the contrary, when a more realistic plasma beta \(\beta = 100\) is used, \(\left< \theta_B \right>\) only grows from 55$^\circ$ to 63$^\circ$ at \(t \sim 1.5\) Gyr. The effective Spitzer fraction is about 0.12 and 0.21 at \(t \sim 1.5\) Gyr for \(\beta = \infty\) and \(\beta = 100\), respectively. The rate of field-line reorientation is much slower than the \(\beta = \infty\) case, implying that the HBI is suppressed when \(\beta\) is small.

The dependence of HBI saturation properties on the magnetic field strength was noted by Avara et al. (2013). They found that for moderate plasma beta values (which, for their local/small-box simulations, means \(\beta \sim 10^3\)), the saturation state of the HBI is qualitatively different from the standard HBI results (\(\beta > 10^5\)), featuring magnetic field "filaments" that sustain heat fluxes at ~10%–25% of the Spitzer value. These filaments are regions where magnetic tension is enhanced owing to compressed field lines during the process of field-line wrapping and is enough to resist further growth of the HBI.

Table 1
Simulations Presented in This Paper

| Name | Aniso. Cond. | AGN | \(\beta\) | \(l_B\) (kpc) | \(M_{sp}\) (10$^4 M_\odot$) |
|------|-------------|-----|--------|------------|------------------|
| C1   | y           | n   | 100    | 100        | 0.85             |
| C2   | y           | n   | \infty | 100        | 0.85             |
| C3   | y           | n   | 100    | 10         | 0.85             |
| CA   | y           | y   | 100    | 100        | 0.85             |
| A    | n           | y   | 100    | 100        | 0.85             |
| CAMb | y           | y   | 100    | 10         | 1.70             |
| AMb  | n           | y   | 100    | 100        | 1.70             |
| AIMb | n           | y   | 100    | 100        | 0.425            |

Figure 1. Evolution of the magnetic field orientation for the simulations including anisotropic conduction but no AGN feedback (Runs C1–C3). Shown in the y-axis is the angle between the magnetic field and the radial direction \((\theta_B = \cos^{-1}(\hat{\mathbf{B}} \cdot \hat{\mathbf{r}}))\) averaged within \(r = 100\) kpc. Different lines represent results for different plasma beta \(\beta\) and magnetic field coherence length \(l_B\) in units of kpc. The horizontal lines show the effective Spitzer fraction \(f_{sp} = 0.1, 1/3, 0.5\). Shown in Figure 1 are results for different plasma beta \(\beta\) and magnetic field coherence length \(l_B\) in units of kpc. The horizontal lines show the effective Spitzer fraction \(f_{sp} = 0.1, 1/3, 0.5\). Shown in Figure 1 are results for different plasma beta \(\beta\) and magnetic field coherence length \(l_B\) in units of kpc. The horizontal lines show the effective Spitzer fraction \(f_{sp} = 0.1, 1/3, 0.5\).
Specifically, magnetic field perturbations are stable to HBI if the following condition is satisfied (Equation (18) in Avara et al. [2013] with recovered physical units, assuming $k_L \approx k_\parallel$ for an average perturbation):

$$\frac{1}{2} \frac{g}{T^2} \frac{dT}{dr} + \frac{k_B k^2}{\mu_p \beta} > 0,$$

where $g$ is the amplitude of gravitational acceleration, $k_B$ is the Boltzmann constant, $\mu$ is the mean molecular weight, $m_p$ is the mass of a proton, and $k$ is the wavenumber of the perturbation. This equation illustrates the competition between the effects of a destabilizing temperature gradient and the stabilizing influence of magnetic tension. For a given system where $g$, $T$, $dT/dr$, and $\beta$ are known, there exists a critical length $l_{\text{crit}}$ below which perturbations are HBI stable.

For conditions in the Perseus cluster, we find that

$$l_{\text{crit}} \approx 84 \text{kpc} \left(\frac{\beta}{200}\right)^{-1/2} \left(\frac{g}{10^{-8} \text{ cm s}^{-1}}\right)^{1/2} \times \left(\frac{T}{4 \text{ keV}}\right)^{-1/2} \left(\frac{dT/dr}{4 \text{ keV/100 kpc}}\right)^{-1/2}.$$  

Therefore, magnetic field perturbations with wavelengths greater than $l_{\text{crit}}$ would be subject to the HBI, while fluctuations on scales smaller than $l_{\text{crit}}$ would be stable to the HBI because the magnetic tension itself is large enough to resist the growth of perturbations. The fact that $l_{\text{crit}}$ is at a comparable scale to the radius of the CC means that a substantial portion of the HBI modes is suppressed for realistic ICM parameters. As a result, magnetic field lines are not completely wrapped as expected for the standard HBI simulations, but instead, there are channels of field lines that are not perpendicular to the temperature gradient and are able to conduct heat. This is why the conductivity is maintained at a level of ~22% of the Spitzer value for the $\beta = 100$ case. We note, though, that Equation (12) is derived from a local linear perturbation analysis, and thus the value of $l_{\text{crit}}$ quoted here is only a crude estimate and can vary by a factor of order unity. Regardless, the main point is that HBI should be much suppressed under a scale of tens of kiloparsecs for realistic $\beta$ in clusters.

Do we see magnetic field filaments as found in previous simulations (Kunz et al. 2012; Avara et al. 2013)? Figure 2 shows the field strength overlapped with vectors representing the directions of the magnetic field. We find magnetic “streams” as bands with larger field strengths and widths of tens of kiloparsecs, consistent with the above estimate. They do not look like “filaments” because their widths are much greater than the simulation resolution. In contrast, these HBI-stable regions appear as narrow filaments in the previous simulations because the higher $\beta$ adopted leads to $l_{\text{crit}}$ that is comparable to the size of their resolution elements.

Equation (12) implies that if the initial magnetic field is perturbed only on scales below $l_{\text{crit}}$, the HBI should not develop at all. We tested this hypothesis using a simulation that starts from an initial field of $l_B = 10$ kpc and $\beta = 100$ (Run C3; dotted line in Figure 1). The figure shows that indeed, unlike the $l_B = 100$ kpc case, the HBI has no effect and $(\theta_B)$ does not grow with time. The value of $(\theta_B)$ even decreases because the cooling catastrophe near the cluster center pulls the magnetic field into the radial direction after $t \sim 0.3$ Gyr, similar to the inner ~20 kpc shown in Figure 2 for Run C1. We have also verified this result using clusters with longer cooling times in order to isolate the effect of $l_B$ from the radial bias induced by the cooling catastrophe (see the Appendix).

Rotation measure observations through AGN radio lobes have shown cluster magnetic fields tangled on kiloparsec scales (Carilli & Taylor 2002). However, whether there is a turnover in the magnetic field power spectrum is difficult to determine from current data and is uncertain (e.g., Vogt & Enßlin 2003; Kuchar & Enßlin 2011). If future observations find that a small magnetic field coherence length (compared to $l_{\text{crit}}$) is typical, then the HBI should be unimportant and no field-line wrapping is expected. Even if observations suggest a large $l_B$, the effects of the HBI should still be significantly attenuated because of the suppressed small-scale modes by magnetic tension.

3.2. HBI with AGN

In the following, we compare the simulations with $\beta = 100$, $l_B = 100$ kpc with and without AGN feedback, i.e., Runs CA and C1, respectively. We investigate whether AGN jet-driven turbulence is volume filling and how much it can change the magnetic field topology and compete with the field-line wrapping effect of the HBI.

Figure 3 (top panel) shows the evolution of $(\theta_B)$ for runs with (red lines) and without AGN feedback (black lines). The solid curves are for $\theta_B$ averaged within a sphere with radius of 100 kpc, and the dotted lines show the averaged $\theta_B$ only for regions 30° away from the jet axes (i.e., within two cones). The jet power versus time for Run CA is plotted in the bottom panel. In contrast to the case without AGNs, the evolution of $(\theta_B)$ exhibits dips that are temporally correlated with large AGN outbursts, implying that the HBI is counteracted by the field-line stirring effect of the AGN. However, the influence of
the AGN is directional. For regions along the jet axis, the field lines are stirred up enough so that the effective Spitzer fraction is maintained at ~1/3 (red dotted line). This effect is weaker when all angles are considered (red solid line) because this region only occupies a small volume within the core. The impact of AGN feedback on the magnetic field structure is further illustrated by the simulation snapshots shown in Figure 4, which shows slices of gas density, the incompressible component of gas velocity\(^4\) (which mainly measures the turbulent velocity and shear in bulk flows), the magnetic field strength, and the Richardson number (see definition below) at \(t = 1\) Gyr (top row) and \(t = 1.14\) Gyr (bottom row). At \(t = 1\) Gyr, the whole cluster core is relatively relaxed and the AGN has just started the next cycle of large outbursts and inflated two cavities in the central \(r \lesssim 15\) kpc (top left panel). At \(t = 1.14\) Gyr, these cavities have buoyantly risen beyond 100 kpc and another pair of cavities can be seen at a distance of \(r \sim 40\) kpc from the cluster center (bottom left panel).\(^5\) Despite the distinct states of AGN activity and ICM morphology, the underlying velocity (second column) and magnetic field (third column) structures are in fact quite similar, featuring a turbulent zone within ~30° from the jet axis and an ambient region where the ICM is largely undisturbed. Within the “cones” of influence of the AGN, turbulence is generated by vortices as the bubbles are disrupted and mixed with the ambient ICM. Because of repeated AGN events, the turbulent velocity is sustained at a few hundred kilometers per second even when the AGN is quiescent. The magnetic field orientations are randomized by the turbulence, resulting in a Spitzer fraction of ~1/3 (red dotted line in the top panel of Figure 3). The main difference of the velocity and magnetic field structures between the two snapshots is the enhanced velocities and radially stretched field lines in the wakes of the more recently formed bubbles. The radial bias of magnetic field trailing behind these previously inflated cavities causes the dips in (\(\theta_B\)) that slightly lag the moments of AGN injections (see Figure 3).

More quantitatively, the ability for gas shear motions to overcome the HBI could be estimated from the Richardson number (Turner 1973; Ruszkowski & Oh 2010), \(R_i \equiv gr(d \ln T/d \ln r)/\sigma^2\), which is the ratio of the restoring buoyant force in a magnetized medium to the inertial term \((\rho v \cdot \nabla v)\), and \(\sigma\) is the turbulent velocity. For systems with \(R_i \gg O(1)\), buoyancy is dominant; for \(R_i \ll O(1)\), there is sufficient kinetic energy to make the velocity field isotropic. The values of the Richardson number at \(t = 1\) and \(t = 1.14\) Gyr are plotted in the rightmost column in Figure 4. We find that the region where magnetic field lines are tangled is coincident with gas with \(R_i \lesssim O(1)\), demonstrating that the level of turbulence generated by the AGN is sufficient to overcome the HBI and randomize the velocity field. Note that the transition between buoyancy- and flow-gradient-dominated regimes occurs at a critical Richardson number, \(R_{ic}\). For hydrodynamic flow, \(R_{ic} \sim 1/4\); however, order-unity differences may exist for the MHD case.

For the ambient region (i.e., \(\gtrsim 30°\) from the jet axis), we find little influence of the AGN on the incompressible velocity field\(^6\) and the magnetic field: they are essentially consistent with the initially imposed fluctuations. This implies that little turbulence is generated by the HBI itself (Bogdanović et al. 2009; McCourt et al. 2011) or by the decay of \(g\)-modes. The latter may be due to the following reasons. First, \(g\)-modes are excited only when the condition \(w < w_{BV}\) is met, where \(w\) is the characteristic frequency of the driving force and \(w_{BV} = (g/r)(d \ln T/d \ln r)\) is the Brunt–Väisälä frequency in a magnetized medium (e.g., Ruszkowski & Oh 2010). For the parameters adopted in our simulations, \(w_{BV} \sim 3 \times 10^{-16}\) s\(^{-1}\) at \(r \sim 100\) kpc and decreases inward. Therefore, only driving forces with periods larger than ~100 Myr can meet the above criterion. The typical recurrence time of AGN outbursts in our simulations, which is self-consistently determined from the self-regulated feedback and is also consistent with observed values, is ~0.1–10 Myr (McNamara & Nulsen 2007, and
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\(^4\) We decompose the velocity field into its compressible and incompressible components, \(v = v_i + v_c = \nabla \psi + \nabla \times a\), and obtain the scalar field \(\psi(r)\) by solving \(\nabla^2 \psi = \nabla \cdot v\) using the standard fast Fourier transform methods. This technique allows us to separate the compressible component, which is mainly composed of weak shocks and sound waves, from the incompressible component, which includes turbulence, shear in bulk flows, and \(g\)-modes.

\(^5\) It is worth clarifying that the bottom left panel in Figure 4 represents multiple pairs of buoyantly rising bubbles, instead of a low-density channel penetrated by a single, overpressurized jet, which we verified using a map of gas pressure.

\(^6\) AGNs do have impacts on the compressible velocity field as they generate weak shocks and sound waves.
The stage of AGN activity, the magnetic field overplotted with vectors pointing at its directions (in units of Gauss), and Richardson number (in logarithmic scale; see the text for definition) at $t = 1$ Gyr (top row) and $t = 1.14$ Gyr (bottom row) for Run CA. Each panel shows a 200 kpc $\times$ 200 kpc region centering on the cluster center. Regardless of the stage of AGN activity, the magnetic field orientations are randomized by turbulence generated along the jet axis, restoring conductivity to $\sim 1/3$ of the Spitzer value (red dotted line in the top panel of Figure 3).

Figure 4. From left to right are slices of gas density (in units of g cm$^{-3}$), the incompressible component of gas velocity (in units of km s$^{-1}$ in logarithmic scale), magnetic field orientations are randomized by turbulence generated along the jet axis, restoring conductivity to $\sim 1/3$ of the Spitzer value (red dotted line in the top panel of Figure 3).

We quantify conductive heating within a sphere by the conductive luminosity, which is the conductive heat flux,

$$ Q_{\text{cond}} = -f_{\text{up}} \chi \frac{\partial T}{\partial r}, $$

integrated across the surface of the sphere. We then compute the conductive luminosity within the cooling radius $r_c = 100$ kpc, defined here as the radius at which the cooling time is equal to 3 Gyr, and compare it to the X-ray luminosity within $r_c$ and the AGN jet power. These quantities for Run CA are shown in the top panel of Figure 5. The results from a typical simulation of AGN feedback without conduction (Run A) are shown in the bottom panel for comparison.

For the standard AGN simulation (Run A), the cluster contracts owing to radiative cooling until cold gas forms out of local TI when $t_c/t_H \lesssim 10$ and triggers subsequent AGN activity after $t \sim 0.3$ Gyr. Afterward, the AGN self-regulates and the radiative cooling is balanced by AGN heating. The averaged jet power is greater than the X-ray luminosity within $r_c$ because the bubbles can reach beyond $r_c$ and thus the effective efficiency of transforming kinetic energy to thermal energy within $r_c$ (referred to as “thermalization efficiency” hereafter) is $\sim 0.3$.

For Run CA, the conductive luminosity starts from $\sim 50\%$ of the X-ray luminosity. As the cooling dominates, the cluster core again contracts and sets off the AGN. After the cluster reaches a quasi-static state after $t \sim 1$ Gyr, the conductive heating only contributes to $\sim 10\%$ of the cooling losses, while the remaining is offset by AGN heating. We also computed the ratios between the conductive and X-ray luminosities for different radii and verified that conductive heating remains subdominant throughout the cluster core. The averaged jet power is only $\sim 2/3$ of that in the AGN-only simulation. The reasons are twofold. First, the AGN does not need to inject so much energy with the aid of conduction. Second, because of the weaker jet power, the bubbles travel to shorter distances

references therein), while events with intervals longer than 100 Myr are relatively rare (bottom panel in Figure 3). Moreover, unless $w$ is much smaller than $w_{H\beta}$, the excited $g$-waves would only be trapped in a small range in radii around $r = 100$ kpc. Consequently, it is difficult for the AGN to generate volume-filling turbulence within the entire cluster core.

Our MHD simulations confirm the findings of previous hydrodynamic simulations that AGN-driven turbulence is local and non-volume-filling (Scannapieco & Brüggen 2008; Heinz et al. 2010; Gaspari et al. 2011; Vazza et al. 2013). It is also in agreement with a recent study by Reynolds et al. (2015), which showed that the generation of volume-filling turbulence by AGNs requires that the $g$-waves are not trapped only within a small area. If future observations, e.g., Astro-H, give evidence for volume-filling turbulence within cluster cores, other mechanisms may need to be invoked, such as $g$-mode excitation by galaxy motions (Ruszkowski & Oh 2011) and decay from large-scale turbulence generated by cluster mergers (e.g., Heinz et al. 2010; Vazza et al. 2013).

3.3. Conductive versus AGN Heating

In the previous section we have shown that AGN jet-driven turbulence can randomize the magnetic field lines and restore the thermal conductivity to one-third of Spitzer. The next important questions to be addressed are whether this promotes significant heat transfer from outer radii to help balance radiative cooling and how much it is compared to the amount of AGN heating. Because thermal conductivity has a strong dependence on gas temperature (Equation (6)), we present results for the fiducial Perseus-like cluster (Run CA and Run A) and a cluster with double the mass (Run CAMh and Run AMh). To probe the maximum strength of the effects of conduction, for the higher-mass cases we choose $l_c = 10$ kpc so that the conductive heat fluxes are not impeded by the HBI.

Figure 4. From left to right are slices of gas density (in units of g cm$^{-3}$), the incompressible component of gas velocity (in units of km s$^{-1}$ in logarithmic scale), magnetic field orientations are randomized by turbulence generated along the jet axis, restoring conductivity to $\sim 1/3$ of the Spitzer value (red dotted line in the top panel of Figure 3).

We quantify conductive heating within a sphere by the conductive luminosity, which is the conductive heat flux,

$$ Q_{\text{cond}} = -f_{\text{up}} \chi \frac{\partial T}{\partial r}, $$

integrated across the surface of the sphere. We then compute the conductive luminosity within the cooling radius $r_c = 100$ kpc, defined here as the radius at which the cooling time is equal to 3 Gyr, and compare it to the X-ray luminosity within $r_c$ and the AGN jet power. These quantities for Run CA are shown in the top panel of Figure 5. The results from a typical simulation of AGN feedback without conduction (Run A) are shown in the bottom panel for comparison.

For the standard AGN simulation (Run A), the cluster contracts owing to radiative cooling until cold gas forms out of local TI when $t_c/t_H \lesssim 10$ and triggers subsequent AGN activity after $t \sim 0.3$ Gyr. Afterward, the AGN self-regulates and the radiative cooling is balanced by AGN heating. The averaged jet power is greater than the X-ray luminosity within $r_c$ because the bubbles can reach beyond $r_c$ and thus the effective efficiency of transforming kinetic energy to thermal energy within $r_c$ (referred to as “thermalization efficiency” hereafter) is $\sim 0.3$.

For Run CA, the conductive luminosity starts from $\sim 50\%$ of the X-ray luminosity. As the cooling dominates, the cluster core again contracts and sets off the AGN. After the cluster reaches a quasi-static state after $t \sim 1$ Gyr, the conductive heating only contributes to $\sim 10\%$ of the cooling losses, while the remaining is offset by AGN heating. We also computed the ratios between the conductive and X-ray luminosities for different radii and verified that conductive heating remains subdominant throughout the cluster core. The averaged jet power is only $\sim 2/3$ of that in the AGN-only simulation. The reasons are twofold. First, the AGN does not need to inject so much energy with the aid of conduction. Second, because of the weaker jet power, the bubbles travel to shorter distances

references therein), while events with intervals longer than 100 Myr are relatively rare (bottom panel in Figure 3). Moreover, unless $w$ is much smaller than $w_{H\beta}$, the excited $g$-waves would only be trapped in a small range in radii around $r = 100$ kpc. Consequently, it is difficult for the AGN to generate volume-filling turbulence within the entire cluster core.

Our MHD simulations confirm the findings of previous hydrodynamic simulations that AGN-driven turbulence is local and non-volume-filling (Scannapieco & Brüggen 2008; Heinz et al. 2010; Gaspari et al. 2011; Vazza et al. 2013). It is also in agreement with a recent study by Reynolds et al. (2015), which showed that the generation of volume-filling turbulence by AGNs requires that the $g$-waves are not trapped only within a small area. If future observations, e.g., Astro-H, give evidence for volume-filling turbulence within cluster cores, other mechanisms may need to be invoked, such as $g$-mode excitation by galaxy motions (Ruszkowski & Oh 2011) and decay from large-scale turbulence generated by cluster mergers (e.g., Heinz et al. 2010; Vazza et al. 2013).

3.3. Conductive versus AGN Heating

In the previous section we have shown that AGN jet-driven turbulence can randomize the magnetic field lines and restore the thermal conductivity to one-third of Spitzer. The next important questions to be addressed are whether this promotes significant heat transfer from outer radii to help balance radiative cooling and how much it is compared to the amount of AGN heating. Because thermal conductivity has a strong dependence on gas temperature (Equation (6)), we present results for the fiducial Perseus-like cluster (Run CA and Run A) and a cluster with double the mass (Run CAMh and Run AMh). To probe the maximum strength of the effects of conduction, for the higher-mass cases we choose $l_c = 10$ kpc so that the conductive heat fluxes are not impeded by the HBI.
and thus the thermalization efficiency is higher than the AGN-only simulation.

One might think that the decrease in the amount of conductive heating is caused by the HBI. Indeed, the effective Spitzer fraction decreases from an initial value of 1/3 to ∼0.22 after t ∼ 1 Gyr owing to the HBI (red solid line in Figure 3). However, this is not enough to account for the degree of suppression of the conductive luminosity, implying that some other factor is at play. To this end, we did an experiment and performed the same run as Run CA but with l_B = 10 kpc, for which HBI should have no effects (for reasons discussed in Section 3.1). The conductive luminosity still drops to ∼2 × 10^{44} erg s^{-1}. What happens is that as the heat fluxes flow into the core region and cause the core temperature to rise, the temperature gradient in the core is reduced and thus subsequent conductive heat flux is inhibited. That is, conductive heating is a self-limiting mechanism. Though the relative importance of conductive to AGN heating obviously depends on cluster initial conditions and cluster masses (see below), we find that it is a general trend for the conductive heat fluxes to decrease with time owing to reduced temperature gradients. Moreover, this effect has more impacts on the long-term evolution of conductive heating than the temporarily enhanced Spitzer fraction due to AGN-driven turbulence (note also that the conductive luminosity does not simply follow the evolution of 〈θ_J〉 because of the varying temperature gradients). The higher-mass cases are presented in Figure 6. Again, for the run without conduction (bottom panel), AGN feedback is self-regulated after t ∼ 0.7 Gyr, with the averaged jet power roughly balancing the X-ray luminosity within r_c = 125 kpc, i.e., the thermalization efficiency within r_c is ∼100%. For the simulation including conduction (top panel), conductive heating is much more important than in the lower-mass case, as expected. At the beginning of the simulation, it is even slightly larger than the cooling losses. However, the conductive luminosity decreases with time for the same self-limiting effect owing to reduced temperature gradients (apparent from Figure 7) as discussed in the previous paragraph. The AGN feedback is initiated at t ∼ 0.5 Gyr because at that point conduction alone is not able to withhold cooling. Afterward, on average both the AGN and conductive heating contribute to ∼50% of the radiative cooling losses. Contrasting with the AGN-only simulation, the AGN only needs to inject ∼1/4 of feedback energy with the help of conduction, again owing to the weaker power of the jets and the resultant higher thermalization efficiency.

We do not show the results for the lower-mass (M = 4.25 × 10^{13} M_☉) cluster here, because we find negligible
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**Figure 5.** Heating and cooling luminosities for AGN simulations with (top, Run CA) and without (bottom, Run A) anisotropic conduction. The X-ray/cooling and conductive (shown in absolute values) luminosities are calculated within a cooling radius of r_c = 100 kpc. The red curves show the AGN jet power averaged every 0.2 Gyr. For Run CA, after the cluster reaches a quasi-equilibrium state (i.e., t ≥ 1 Gyr), conductive heating contributes to ∼10% of the radiative losses.

**Figure 6.** Same as Figure 5 but for the high-mass cluster. Luminosity components for simulations with (Run CAMh) and without (Run AMh) conduction are shown in the top and bottom panels, respectively. For this cluster mass, conductive heating can offset ∼50% of the radiative losses.
differences between the simulations with and without conduction. Comparing the amount of conductive heating to the radiative losses, their ratio starts from \( \lesssim 10\% \) at \( t = 0 \) and decreases to a few percent level afterward, causing little differences in all aspects.

In summary, we find that conductive heating tends to be self-limited because of self-introduced reduced temperature gradients. This again reflects the dilemma of conduction being the main heating mechanism in CC clusters: conductive heat fluxes rely on temperature gradients, which they tend to erase (Stewart et al. 1984; Bregman & David 1988; Soker 2003; Pope et al. 2006). This effect is more significant than the enhanced Spitzer fraction enabled by AGN-driven turbulence in terms of long-term evolution of the cluster. For Perseus-like clusters, conductive heating is \( \sim 10\% \) of the radiative cooling, while AGN feedback is still the primary heating mechanism. For clusters doubling the mass of Perseus, however, conductive heating can offset \( \sim 50\% \) of the cooling losses. As a result, the AGNs in these clusters do not need to operate in their full power. In principle, this could cause a shallower slope in the observed \( P_{\text{cav}}-L_X \) relationship at the high-mass end (\( P_{\text{cav}} \) is the jet power estimated from cavity enthalpy, and \( L_X \) is the X-ray luminosity). Indeed, the slope of the observed relation is less than unity (Rafferty et al. 2006; Birzan et al. 2013). However, it could also be that AGNs are overpowered in lower-mass systems. More importantly, systematic uncertainties in deriving the cavity power are substantial, mainly owing to the unknown bubble ages. Therefore, a factor of 2 suppression of AGN power as suggested by our simulations would be very difficult to detect observationally. We discuss other possible observable signatures of conduction in the next section.

3.4. Impact of Conduction on AGN Feedback

We have shown that for the hottest clusters, thermal conduction can be as important as the AGN in terms of ICM heating. As evident from Figure 6, conduction also impacts the pattern of AGN activity and therefore how the AGN interacts with the ICM. In this section we present detailed comparisons for simulations of AGN feedback with and without anisotropic conduction. We will focus on the hottest clusters (i.e., Run CAMh and Run AMh) in order to explore the maximal effect of conduction, and we will also refer to the lower-mass cases (Run CA, Run A, and Run AMl) when discussing the mass dependence of the results. The goal is to understand the various influences of thermal conduction with the hope of providing clues of its observable signatures.

As discussed in the previous section, because of the contribution from conductive heating, the AGN jet power is on average smaller in the conductive simulations. These weaker jets deposit energy to a shorter distance from the cluster center.
and therefore the heating is more efficient within this distance. As a result, the profiles of temperature, entropy, and $t_{c}/t_{ff}$ are more effectively elevated in the conductive case, while those for the AGN-only simulation in general stay close to their minimum (see Figure 7). The same trend is found for the Perseus-like cluster, though the differences between the conductive and nonconductive simulations are smaller.

We note that for the high-mass cluster, even though conductive heating is important, the temperature profiles still preserve its CC appearance, without completely erasing the temperature gradients as one might naively expect. The entropy profiles were never elevated much above the critical balance between cooling and conduction (see Figure 4 in Voit2011), so that the cluster never had an isothermal core. This is because the conduction has a slight dominance over cooling at larger radii, while allowing the inner core to be regulated by cooling and AGN feedback. At the same time, the deep gravitational potential of the massive cluster makes it difficult for AGN feedback to heat the core beyond the critical condition.

Another prominent distinction of Run CAMh and Run AMh is the frequency of AGN outbursts (see the instantaneous jet power shown as gray dots in Figure 6). With conduction, the AGN activity is episodic and has several quiescent phases (e.g., $t = 1.6$–2.0, 2.2–2.4, 2.7–2.9 Gyr), whereas without conduction the AGN activity is much more steady. The duty cycle, defined as the fraction of time when the AGN is active measured between $t = 1$ Gyr and $t = 3$ Gyr, is 4.4% and 40.0% for the runs with and without conduction, respectively. Consequently, multiple pairs of cavities are rare in the conductive simulation but quite common in the AGN-only case. To see the bottom left panel of Figure 4, though the AGN duty cycle for the conductive case is again smaller (38.6%) than for the nonconductive simulation (52.2%). For comparison, the AGN in the lower-mass cluster (Run AM) has a duty cycle of 58.4%.

The infrequent AGN outbursts in the conductive simulations can be attributed to two effects. First, because of the elevated profiles, the condition required for local TI, $t_{c}/t_{ff} \lesssim 10$, is met less frequently. Moreover, conduction can suppress TI along magnetic fields (e.g., Sharma et al. 2010). Although the Field length for the cold gas is unresolved in the simulations, that for the hot gas is, and therefore the growth of density perturbations in the hot ICM is still expected to be suppressed. Owing to the above reasons, less cold gas is formed and thus less is accreted onto the central SMBH in the simulations including conduction.

Indeed, the amount of cold gas (i.e., the summation of masses of all cold gas particles in our simulations) is significantly suppressed in the conductive case, as can be seen from Figure 8. While the amount of cold gas differs only by a factor of $\sim 1.4$ at $t = 3$ Gyr for the Perseus-like cluster, it is suppressed by a factor of $\sim 31.7$ for the high-mass cluster in the runs with conduction.

In terms of mass dependence (for the same feedback efficient parameter $\epsilon$), simulations with and without conduction have several distinct trends. When there is no conduction, the AGN could more easily displace the gas, heat the ICM, and elevate the entropy profiles for the lower-mass clusters, but have to strive to balance cooling and maintain the entropy profiles near the minimum in the higher-mass systems. As a result, the higher-mass clusters spend more time in the $t_{c}/t_{ff} \lesssim 10$ states, which allows for local TI to occur, and thus a monotonic increase in the amount of cold gas with cluster masses is found (black lines in Figure 8). One might expect the duty cycle to increase with cluster masses too owing to the same reason, but we find that it does not have an obvious trend with cluster masses (numbers quoted above), possibly because of the compensating effect that the jets in high-mass clusters have somewhat higher thermalization efficiencies (e.g., comparing bottom panels of Figures 5 and 6). On the contrary, cored entropy profiles are seen in the conductive clusters of all masses. Because of the larger $t_{c}/t_{ff}$ and suppressed TI due to conduction, the AGN duty cycle and the amount of cold gas both drop significantly as the cluster mass increases.

These trends, especially the mass dependence of AGN duty cycles and the amount of cold gas in CC clusters, in principle could be tested against with observations to determine the significance of thermal conduction in clusters. Although direct comparisons may be difficult because of, for example, the different definitions of duty cycles in the simulations and observations, the comparison between the cold gas and star formation (e.g., Li et al. 2015), the exact cosmological histories of the clusters, and limitations of our numerical techniques (see Section 4.1), our simulations suggest that if the above trends exist above the mass of the Perseus cluster, it would be supporting evidence for unimpeded thermal conduction within clusters.

### 3.5. Parameter Dependence

In the following we discuss the dependence of our results on the feedback efficiency parameter ($\epsilon$ in Equation (10)) and the accretion model (namely, the hot-mode accretion).

Simulations with a higher feedback efficiency $\epsilon = 3 \times 10^{-3}$ are shown in the left panels of Figure 9. Compared with the fiducial runs shown in Figure 5, we find that for both the
conductive and nonconductive runs, the main difference is the frequency of AGN outbursts. Namely, in order to compensate for the increased feedback efficiency and thus larger instantaneous jet power, the AGN self-adjusts and injects energy less frequently (shown as gray dots), as also found in other simulations of cold-mode feedback (Gaspari et al. 2011; Li & Bryan 2014b; Prasad et al. 2015). The amount of cold gas is in general suppressed for higher values of $\epsilon$ (bottom right panel, dashed lines) because the temperature, entropy, and $T_c/t_{ff}$ profiles are more likely to be elevated owing to strong outbursts. However, the trend is sometimes reversed because the AGN activity is highly variable. For instance, the conductive simulation with higher feedback efficiency $\epsilon$ (red dashed line) shows a sudden increase in the total cold gas mass at $t \sim 1.8$ Gyr owing to substantial ICM cooling after a period of quiescent AGN activity.

The results obtained using the hot-mode accretion are presented in the top right panel of Figure 9. Initially the cluster cools and contracts because cooling dominates over AGN plus conductive heating. The SMBH accretion rate thus increases until the jet power balances the cooling losses at $t \sim 0.5$ Gyr. Since the feedback is continuous, it is essentially equivalent to the cold-mode accretion but with a very small feedback efficiency (so that the energy injection is almost continuous). Indeed, the temperature, entropy, and $T_c/t_{ff}$ profiles stay close to the minimum throughout the simulation, enabling cold gas formation at all times and causing the large amount of cold gas at the end of the simulation (red dotted line in the bottom right panel). Most of the cooled ICM is expected to form stars or be reheated by supernova feedback, with the remaining staying as cold gas (Li et al. 2015). However, such a large mass of cooled ICM predicted by the simulation of hot accretion may still be difficult to reconcile with both the observed star formation rate (e.g., Hoffer et al. 2012) and cold gas mass in the typical CC clusters (Edge 2001; Salomé & Combes 2003). This conclusion is consistent with the finding of Li et al. (2015) that weaker, more continuous AGN jets (modeled by the hot accretion or cold accretion with too small efficiencies) are unfavorable because they would predict excessive star formation and/or cold gas near the cluster centers. Instead, more powerful and episodic AGN outbursts (using a higher proportionality factor in the Bondi accretion rate as in Equation (9) or a higher feedback efficiency $\epsilon$) would be required to reproduce the observed data.

Despite the distinct AGN outburst histories, we find that our conclusions regarding the relative importance of conductive to AGN heating are robust. As found in Section 3.3, conductive heating decreases with time owing to the HBI and reduced temperature gradient in the simulation with higher feedback efficiency.

---

**Figure 9.** Dependence of results on the feedback efficiency parameter ($\epsilon$) and the accretion model. Left column: luminosity components for the simulations with (top) and without (bottom) conduction (meaning of lines same as in Figure 5). All parameters are the same as used in Run CA and Run A expect that $\epsilon = 3 \times 10^{-3}$. Top right: luminosity components for the simulation adopting the hot-mode accretion. Bottom right: total amount of cold gas in these simulations compared to the fiducial cases (solid lines). The results for $\epsilon = 3 \times 10^{-3}$ and hot accretion are shown by dashed and dotted lines, respectively. Red curves represent simulations including conduction.
efficiency (top left panel of Figure 9). For the hot-accretion model (top right panel), conductive heating does not drop as much because the AGN is always active from the beginning of the simulation, reorienting the magnetic field lines along the jet axis (similar to the bottom row of Figure 4). However, the amount of conductive heating is still held at a subdominant level compared to AGN heating. It is remarkable that these results are insensitive to the uncertainties in the AGN accretion and feedback prescriptions.

4. DISCUSSION

4.1. Distribution of Cold Gas

The main focus in this paper is on the evolution of the hot ICM in response to AGN feedback and anisotropic thermal conduction. However, there have been growing interests in the process of TI and how the resulting cold clumps feed and interact with the central SMBH, motivated by recent advancements both theoretically and observationally (see Section 2.3). We hereby discuss the distribution of cold gas found in our simulations and the implications. Note that the cold gas ($T < 5 \times 10^3$ K) in the simulations is dropped out from the hot phase and replaced by passively evolving particles. The assumptions and limitations of this approach are discussed at the end of this section.

Figure 10 shows the distribution of the cold gas particles overlaid with the projected X-ray emissivity for different epochs in the conductive (top row, Run CA) and nonconductive (bottom row, Run A) simulations of the Perseus-like cluster. The snapshots are chosen to represent the diverse morphology of the cold gas, including compact, filamentary, linear, and dispersed distributions (from left to right columns, respectively). Such a wide range of structures are also found in observations of cold gas (e.g., Donahue et al. 2000; McDonald et al. 2011; Werner et al. 2014) and stellar populations (e.g., Donahue et al. 2015; Tremblay et al. 2015) in CC clusters. In particular, the long, nearly isotropic filaments extending tens of kiloparsecs in the Perseus cluster (Conselice et al. 2001) are reproduced (second panel in the bottom row).

The primary mechanisms for determining the evolution of the cold gas in our simulations are uplifting by the AGN outflows and gas motions in the ICM. When the cluster core experiences rapid cooling and meets the criterion for TI, condensation of cold gas is facilitated. A small fraction of it feeds the SMBH and triggers the AGN, while the rest can be uplifted by the jet-blown bubbles and form short-lived filamentary structures in the wakes of the bubbles (Churazov et al. 2001). The cold gas is then displaced by shocks, sound waves, turbulence, and large-scale circulations in the ICM, while new filaments are formed owing to subsequent AGN activity. These processes occur both in the nonconductive and conductive simulations, which is why the cold gas distributions for Run CA and Run A are not significantly different. Note also that the “filaments” seen in Figure 10 are projected superpositions of cold “clouds.” The cluster core, though in quasi-equilibrium (e.g., Figure 5), is very dynamic and thus enables the complex morphology of the cold gas. Owing to the above reasons, there appears to be an evolutionary trend that more compact distributions tend to be in younger clusters, while long filaments and dispersed structures preferentially occur in more evolved systems (left to right columns in Figure 10). Note that, for some observed clusters, no traces of cold gas are detected (Edge 2001). They could possibly be cases where the cold gas is so dispersed that the signal is below instrumental sensitivities. Note also that observations have found systems in which the cold gas sits in rotating disks (e.g., Russell et al. 2014). However, they are absent in our simulations because self-gravity of the cold gas particles is neglected. Also, the cold gas near the cluster center is efficiently uplifted by AGN outflows (see discussion at the end of the section).

There has been an outstanding debate about the formation of filaments of cold gas in CC clusters. Two competing mechanisms are uplifting by AGN outflows (e.g., Churazov et al. 2001; Hatch et al. 2006) and in situ condensation due to
local TI (e.g., Sharma et al. 2010). Our simulations suggest that the former is capable of producing extended filaments out to a radius of $40-50$ kpc from the cluster center, as seen in some clusters (Conselice et al. 2001; McDonald et al. 2011, 2015). On the other hand, the cold gas is condensed out only within the inner $20-30$ kpc, consistent with the radius within which $\kappa_{\perp}/\kappa_{\parallel} \lesssim 10$ ($\equiv r_{TI}$). Therefore, while local TI could possibly explain filaments within $r_{TI}$ (McDonald et al. 2011), for filaments that extend beyond $r_{TI}$ (McDonald et al. 2015; Tremblay et al. 2015), AGN uplifting could be essential.

We also note that the filaments shown in Figure 10 do not necessarily trail behind cavities in the images (though they originally did and some still do), as one would expect from a classical picture of AGN uplifting (Churazov et al. 2001). Instead, the filaments could be isotropic (e.g., second panel in the bottom row), off-axis (e.g., bottom row, third panel), or on the side of the cavities (e.g., top row, third panel), again attributed to repeated AGN activity and the complex gas motions within the cluster core. For example, the third panel in the top row in Figure 10 shows a system similar to A1795 (McDonald & Veilleux 2009), with a prominent filament reaching to the SW direction (the observed filament extends to the SE direction and lies next to a “hook” structure that might be associated with an AGN-blown bubble). In the simulations we find that the cold gas within that particular filament was ejected by a previous event of the AGN. While it then falls back a little during a short, quiescent phase of AGN activity, it is pushed to the side of the south cavity owing to shocks generated by the latest outburst. Therefore, AGN uplifting could still be responsible for the formation of the filaments even though they are not found in the wakes of the current cavities (e.g., McDonald et al. 2015).

There are of course several caveats since our simulations do not directly simulate the cold gas but only treat them as passively evolving particles. First, the detailed process of uplifting the cold gas by AGN outflows is not accounted for self-consistently. Effectively, our approach probes an extreme case where AGN uplifting is very efficient, perhaps owing to a strong drag force by the hot ICM, or if the size of the cold clumps is very small (e.g., Wagner et al. 2012, who have shown that relativistic jets can efficiently disperse cold clumps with sizes $\lesssim 50$ pc). The latter may be justified by that fact that, in a simulation with infinite resolution, the clump sizes should be of the order of the Field length in the cold medium ($\sim 10^5$ K), which is $\sim 10^{-4}$ pc (Sharma et al. 2010). Observationally, there is also much evidence for cold gas being uplifted by buoyantly rising bubbles (Fabian et al. 2003; Hatch et al. 2006; Canning et al. 2011; Werner et al. 2013), suggesting that the cold gas does not simply feel the gravitational force, but has a response to the hydrodynamic forces from the hot gas. Second, there are no destruction mechanisms within our simulated clusters once the temperature of the cold gas drops below $T = 5 \times 10^3$ K. Therefore, the cold gas cannot be destroyed by shocks (Stone & Norman 1992; Klein et al. 1994; Cooper et al. 2009) or evaporated by thermal conduction (e.g., Orlando et al. 2005, 2008), and thus the amount of cold gas obtained in the simulations (e.g., Figure 8) likely overestimates the actual value. Finally, our simulations are unable to follow the exact process of TI down to the Field length of the cold phase, which is far beyond the resolution of our simulations. Consequently, the detailed statistics of the cold clumps formed in the simulations may not be converged (e.g., Koyama & Inutsuka 2004). This is also why our conductive simulations do not show obvious evidence for filaments forming because of the suppression of TI along the magnetic field directions (Sharma et al. 2010; Wagh et al. 2014). To accurately simulate the formation of filaments from TI would require extremely high resolution simulations of TI that account for cooling, anisotropic conduction, pressure support from magnetic fields and cosmic rays, and effects of external turbulence, which is beyond the scope of this paper. We thus limit the focus of the paper on the hot ICM and only derive qualitative trends when discussing the cold phase.

4.2. Comparisons with Previous Works

Earlier simulations that investigated the effects of HBI (Bogdanović et al. 2009; Parrish et al. 2009; Ruszkowski & Oh 2010; McCourt et al. 2011; Kunz et al. 2012; Avara et al. 2013) have focused on scenarios where the magnetic field is negligible ($\beta > 10^5$). We use a realistic magnetic field strength ($\beta \sim 100$) for typical ICM and show that magnetic tension could suppress a significant portion of the HBI-unstable modes below a critical length scale (Equation (12)). Furthermore, whether the HBI could develop at all would depend on the actual scale of magnetic field perturbations (i.e., the unknown magnetic field coherence length $l_B$). Though in the present paper we do not include the effect of anisotropic viscosity, Kunz et al. (2012) have shown that it suppresses the HBI in a similar way to magnetic tension. In either case, the field-line wrapping effect of the HBI should be substantially impaired for realistic ICM conditions.

If the HBI is still allowed to grow (e.g., $l_B > l_{cm}$ or when the ICM is collisional so that effects of anisotropic viscosity are attenuated), Ruszkowski & Oh (2010) showed that the magnetic field lines could be effectively randomized if the turbulence in the ICM is volume filling. Without an initially imposed turbulent velocity field, we showed that the AGN jet-driven turbulence is able to stir up the field lines and sustain conductivity at $1/3$ of Spitzer. However, the turbulence developed is contained only in the cones along the jet axis and is not volume filling, because the frequency distribution of AGN outbursts does not allow efficient excitation of the g-modes outside the cones of influence of the AGN.

Our work provides the first MHD simulations of cluster CCs that include radiative cooling, AGN feedback, and anisotropic thermal conduction. We hereby compare the results from our nonconductive simulations to previous works of self-regulated AGN feedback in CC clusters. Our prescriptions of SMBH accretion largely inherit from previous simulations, including both the hot (e.g., Cattaneo & Teyssier 2007; Sijacki et al. 2007; Dubois et al. 2010; Yang et al. 2012b) and cold (e.g., Gaspari et al. 2011; Li & Bryan 2014b; Prasad et al. 2015) modes. The AGN feedback is purely kinetic and modeled as bipolar jets, which allows the preservation of the CC structure (Gaspari et al. 2011).

The implementation of our cold-mode feedback and initial conditions are closest to the work by Li & Bryan (2014b), though there are still several distinctions. First, our simulations include magnetic fields, while theirs are purely hydrodynamic. As a result, the AGN bubbles in our simulations in general keep their integrity for longer periods of time, reach to further distances, and mix with the ambient ICM more slowly, because of the suppression of hydrodynamic instabilities by magnetic tension at the surface of the bubbles (e.g., Robinson...
et al. 2004). Because it is more difficult for the bubbles to couple with the ICM, in general a lower feedback efficiency \( \epsilon \) (thus a smaller radius of influence and higher thermalization efficiency) needs to be used in the MHD simulations in order to generate similar profiles to those in hydrodynamic simulations. Moreover, the initial tangled magnetic field inserts a small random velocity field that facilitates local TI (Singh & Sharma 2015), which has a similar effect to introducing initial density perturbations (e.g., Gaspari et al. 2012; Prasad et al. 2015). Therefore, our simulations show cold clump formation in all directions, rather than confined with the jet cones (Li & Bryan 2014b). Another benefit of starting with nonzero initial perturbations is that the early evolution of the ICM is less sensitive to the feedback efficiency parameter \( \epsilon \), while in the absence of initial perturbations, the feedback efficiency has to be large enough for the first jet events to stir up the medium enough to permit further clump formation. Lastly, the cold gas in our simulations is dropped out from the hot ICM (Gaspari et al. 2011), while other recent studies (Li & Bryan 2014b; Li et al. 2015; Prasad et al. 2015) have focused on TI-regulated feedback and simulated the cold medium directly. This causes a major difference in the ICM evolution. Because our approach essentially assumes efficient AGN uplifting of the cold gas (see the end of Section 4.1), the cold gas is more easily entrained in the bubble wakes and distributed within the cluster cores. In contrast, the other simulations commonly found rotating disks of cold gas accumulated near the cluster center, which could feed the SMBH and induce more variable AGN outburst histories. Since none of the existing simulations are able to resolve the size of the cold clumps (~10^{-2} pc, which is the field length of the cold gas), the efficiency of AGN uplifting and thus the long-term evolution of the cold disks and the ICM are still uncertain. We note, though, that our main conclusions do not depend on the details of AGN accretion and feedback prescriptions (Section 3.5). Additionally, the more efficient AGN uplifting of cold gas allows more direct coupling between cooling from the ICM and AGN feedback, quickly establishing a quasi-equilibrium state that is optimal for the purpose of our study.

5. Conclusions

CCs of galaxy clusters involve complex astrophysical processes, including radiative cooling, AGN feedback, and their interactions with the magnetized ICM. In order to understand the interplay among cooling, AGN feedback, and anisotropic thermal conduction, we performed the first 3D MHD simulations including these processes in idealized cluster atmospheres. Our main findings are summarized as follows:

1. For realistic magnetic field strengths in clusters (\( \beta \sim 100 \)), magnetic tension is able to suppress the HBI for scales under a critical length \( (l_{\text{crit}}; \text{see Equation (12)}) \). The regions stable to the HBI can form magnetic “streams” (as opposed to magnetic “filaments” seen in previous high-\( \beta \) simulations) and sustain conductivity with an effective Spitzer fraction of \(< 0.2 \). In addition, the HBI would not develop at all if the (unknown) cluster magnetic fields are tangled on scales below \( l_{\text{crit}} \).

2. Turbulence generated by repeated AGN jets can effectively randomize magnetic field lines and permit heat fluxes at \(< 1/3 \) of the Spitzer value, no matter whether the AGN is active or quiescent (see Figure 3). However, the AGN-driven turbulence is not volume filling and affects only regions directly influenced by the jets (Figure 4).

3. For Perseus-like clusters, conductive heating is \(< 10\% \) of the radiative losses within the cluster cores, while the remaining is balanced by AGN heating. Owing to the strong temperature dependence of thermal conduction, conductive heating can contribute to \(< 50\% \) of the radiative losses for clusters doubling the mass of Perseus. In general, we find that thermal conduction tends to limit itself by reducing the temperature gradients within the cores, which plays a more important role in terms of long-term evolution of the clusters than the temporary enhancement of Spitzer fraction enabled by AGN-driven turbulence.

4. For the hottest clusters in which conductive heating is significant, the AGN activity and ICM properties can be greatly influenced. The effects of conduction include weaker averaged AGN jet power relative to the core X-ray luminosity, reduction of AGN duty cycles, more elevated temperature and entropy ICM profiles (Figure 7), and suppressed cold gas formation (Figure 8). Any observational evidence for these trends beyond the mass of Perseus could indicate unimpeded thermal conduction in clusters.

5. For simulations that adopt cold-gas-regulated AGN feedback, the distribution of cold gas exhibits a diverse morphology as seen in observations (Figure 10), including systems similar to the extended, nearly isotropic optical filaments observed in Perseus. In our simulations, we find that the primary mechanisms for forming such a variety of structures are AGN uplifting and gas motions in the ICM (see Section 4.1).

The combined results from our simulations and previous works suggest that the HBI is either completely inhibited (if cluster magnetic fields have small coherence lengths) or significantly impaired (owing to magnetic tension, the effects of anisotropic viscosity [Kunz et al. 2012], and turbulence driven by AGN jets [this work], galaxy motions [Ruszkowski & Oh 2010], or decay from large-scale turbulence from cluster mergers [Heinz et al. 2010; Vazza et al. 2013]). Therefore, the magnetic field lines in cluster cores are likely randomized instead of wrapped azimuthally by the HBI, yielding an effective Spitzer fraction of \(< 1/3 \) (assuming unhindered Spitzer conductivity along field lines).

In terms of conductive heating, we find that owing to the canceling effects of the enhanced Spitzer fraction by AGN-driven turbulence and reduced temperature gradients, the amount of conductive heating over long terms tends to decrease with time or at best remain at its initial level. Therefore, the relative importance of conductive to AGN heating is largely determined by the temperature profile and the mass of the clusters. Previous works have tried to evaluate the importance of conductive heating from the observed profiles of clusters assuming one-third of Spitzer conductivity (e.g., Voit & Fabian 2004; Voit 2011). Our results suggest that there indeed exists a quasi-steady thermal balance among cooling, AGN feedback, and conduction (Voit 2011), and the contributions from conduction and AGN heating derived from such observations should not vary more than a factor of a few over the course of the cluster evolution once their cores have reached such a quasi-equilibrium stage.

In this paper we have assumed the most optimistic case of full Spitzer conductivity along the magnetic field lines and investigated its possible impacts (point 4 above). Future observations could provide tests of this scenario and put constraints on the true level of conductivity. We have neglected
the effects of anisotropic viscosity, which is important for the outer part of the cluster cores, where the ICM is weakly collisional. How it would modify the picture of AGN feedback requires future investigation. Finally, our work suggests that AGN heating is still the primary mechanism for counteracting radiative cooling for most clusters (except the hottest ones). However, how exactly the feedback energy is converted into heat (e.g., cavity heating, shock heating, sound-wave dissipation, turbulent mixing, turbulent heating, or cosmic-ray heating) remains uncertain. Some of these questions will be addressed in our upcoming work.
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APPENDIX

DEPENDENCE OF HBI GROWTH ON MAGNETIC COHERENCE LENGTH

In Section 3.1, we showed that the HBI should not grow at all if the magnetic coherence length is smaller than the critical wavelength below which HBI is suppressed by magnetic tension, i.e., $l_B < \lambda_{\text{crit}}$ (Equation (12)). We verified this hypothesis by comparing simulations with different $l_B$ in the Perseus-like cluster with $\beta = 100$ (Runs C1 and C3). However, as shown in Figure 1, it is not obvious whether the difference in these two cases is due to $l_B$ or the fact that the magnetic field lines are stretched radially owing to a cooling catastrophe after $t \sim 0.3$ Gyr (this effect is more prominent for Run C3). To this end, we ran a set of simulations with identical parameters as in Run C1 and C3, but using a cluster with a lower concentration parameter of $c = 4$ and thus a longer initial cooling time of $\sim 2$ Gyr. The result is shown in Figure 11. Without the radial bias of the magnetic field introduced by the cooling catastrophe, it is apparent that the difference in these two runs is solely due to the different $l_B$. That is, while the field lines become more azimuthal owing to the HBI in the case where $l_B > \lambda_{\text{crit}}$, the HBI is completely inhibited when $l_B < \lambda_{\text{crit}}$, confirming our conclusions in Section 3.1.
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