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Abstract. We provide sharp bounds for the isoperimetric constants of infinite plane graphs (tessellations) with bounded vertex and face degrees. For example, if $G$ is a plane graph satisfying the inequalities $p_1 \leq \deg v \leq p_2$ for $v \in V(G)$ and $q_1 \leq \deg f \leq q_2$ for $f \in F(G)$, where $p_1, p_2, q_1, q_2$ are natural numbers such that $1/p_i + 1/q_i \leq 1/2$, $i = 1, 2$, then we show that

$$\Phi(p_1, q_1) \leq \inf_S \frac{|\partial S|}{|V(S)|} \leq \Phi(p_2, q_2),$$

where the infimum is taken over all finite nonempty subgraphs $S \subset G$, $\partial S$ is the set of edges connecting $S$ to $G \setminus S$, and $\Phi(p, q)$ is defined by

$$\Phi(p, q) = (p - 2) \sqrt{1 - \frac{4}{(p - 2)(q - 2)}}.$$

For $p_1 = 3$ this gives an affirmative answer to a conjecture by Lawrencenko, Plummer, and Zha from 2002, and for general $p_i$ and $q_i$ our result fully resolves a question posed in the book by Lyons and Peres from 2016, where they extended the conjecture of Lawrencenko et al. to the above form.

1. Introduction

Graphs considered in this paper are infinite tessellations of the plane, on which we study geometric and topological properties of the graph and prove sharp isoperimetric inequalities. In particular, we provide an affirmative answer to Question 6.21 in the book by Lyons and Peres [47] as well as Conjecture 1.1 by Lawrencenko, Plummer, and Zha [45]. The main tool is the combinatorial Gauss-Bonnet theorem involving left turns (geodesic curvature), and we have obtained the results by interpreting left turns of the boundary curves combinatorially. The background and motivation of our research is the following.

Suppose $\mathcal{M}$ is a complete simply connected open 2-dimensional Riemannian manifold whose Gaussian curvature is bounded above by $k < 0$. Then one can prove, using the famous Cartan-Hadamard theorem, that

$$\inf_{\Omega} \left\{ \frac{\text{length}(b\Omega)}{\text{area}(\Omega)} \right\} \geq \sqrt{-k},$$

where the infimum is taken over all finite regions $\Omega \subset \mathcal{M}$ with smooth boundaries $b\Omega$ (cf. [12, Theorem 34.2.6]). The constant (infimum) on the left hand side of (1.1) is called the isoperimetric constant of $\mathcal{M}$, or the Cheeger constant named after Jeff
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Curvature is a \((p, q)\) constant to a simply connected 2-dimensional Riemannian manifold for the concept and properties of combinatorial curvatures. Thus a counterpart vertex and face degrees. (See Section 2 for notation and terminology, and Section 3 for the concept and properties of combinatorial curvatures.) Thus a counterpart to a simply connected 2-dimensional Riemannian manifold of constant Gaussian curvature is a \((p, q)\)-regular graph, a tessellation of the plane with \(\deg v = p\) for all \(v \in V = V(G)\) and \(\deg f = q\) for all \(f \in F = F(G)\), where \(p\) and \(q\) are natural numbers greater than or equal to 3, \(V\) and \(F\) are the vertex and face sets of \(G\), respectively, and \(\deg a\) denotes the degree of \(a \in V \cup F\) (the number of edges incident to \(a\)). In this setting Riemannian manifolds whose curvatures are bounded above would correspond to tessellations of the plane with vertex and face degrees bounded below, say by \(p\) and \(q\), respectively.

There are several options for a discrete analogue to the isoperimetric constant. Let \(S\) be a subgraph of a given tessellation \(G\), and we define the edge boundary \(\partial S\) of \(S\) as the set of edges in \(E = E(G)\) with one end on \(V(S)\) and the other end on \(V \setminus V(S)\), where \(E\) is the edge set of \(G\). Also we define the boundary walk \(bS\) of \(S\) as the sequence of edges traversed by those who walk along the topological boundary of \(S\) in the positive direction. See Section 2 for the precise definition of \(bS\), but at this point one may think of it as the set of edges in \(E(S)\) that are included in the boundaries of faces in \(F \setminus F(S)\). Now the isoperimetric constants, which are also known as the Cheeger constants as in the continuous case, of \(G\) are defined by the formulae

\[
\begin{align*}
\int(G) &= \inf_{S} \frac{\left| \partial S \right|}{\left| V(S) \right|}, \\
\int_{\sigma}(G) &= \inf_{S} \sum_{v \in V(S)} \deg v, \\
\int^{*}(G) &= \inf_{S} \frac{\left| bS \right|}{\left| F(S) \right|}, \\
\int_{\sigma}^{*}(G) &= \inf_{S} \sum_{f \in F(S)} \deg f,
\end{align*}
\]

where the infima are taken over all finite nonempty subgraphs \(S \subset G\) and \(| \cdot |\) is the cardinality of the given set. Here it is also assumed that \(F(S) \neq \emptyset\) for \(\int^{*}(G)\) and \(\int_{\sigma}^{*}(G)\).

Isoperimetric constants have been studied extensively in graph theory, because they are related to many important properties of given structures and therefore have numerous applications. See for instance [13, 49] and the references therein. The constants \(\int(G)\) and \(\int_{\sigma}(G)\) are the most common isoperimetric constants, because they can be defined for every type of graphs including non-planar graphs, disconnected graphs, and finite graphs (with some modification in the definition), and more importantly, because they have many applications in spectral theory on graphs, simple random walks, etc. For example, \(\int(G)\) and \(\int_{\sigma}(G)\) are used to bound the bottom of the spectrum of the negative combinatorial Laplacian [20, 21, 22, 24, 39, 40, 41, 42, 43, 44, 45, 46, 47, 49, 51, 52, 53, 54, 55, 59, 61, 67, 68] and positivity of these constants implies
Gromov hyperbolicity of the graph, provided that face degrees are bounded \[55, 56\]. Note that \(i^\ast(G)\) and \(i^\ast_\sigma(G)\) are the duals of \(i(G)\) and \(i_\sigma(G)\), respectively; i.e., we have \(i(G) = i^\ast(G^\ast)\) and \(i_\sigma(G) = i^\ast_\sigma(G^\ast)\), where \(G^\ast\) is the dual graph of \(G\).

Now let us go back to the problem considered at the beginning, and suppose that \(G\) is a \((p, q)\)-regular graph with \(p, q \geq 3\). If \(1/p + 1/q > 1/2\), then \(G\) is in fact a finite graph and a tessellation of the Riemann sphere, which is not what we are studying in this paper. Anyway in this case \(G\) becomes one of the platonic solids; i.e., \(G\) is one of the tetrahedron, the octahedron, the icosahedron, the cube, or the dodecahedron (Figure 1). The case \(1/p + 1/q = 1/2\) occurs if and only if \((p, q) \in \{(6, 3), (4, 4), (3, 6)\}\), hence in this case \(G\) is infinite and becomes one of the regular tilings of the plane; i.e., \(G\) is the 6-regular triangulation of the plane if \((p, q) = (6, 3)\), the square lattice if \((p, q) = (4, 4)\), and the hexagonal honeycomb if \((p, q) = (3, 6)\) (Figure 2). Graphs in this category correspond to simply connected 2-dimensional Riemannian manifolds of constant zero curvature (i.e., the Euclidean plane), and have zero isoperimetric constants in (1.2).

The case we are mostly interested in is when \(1/p + 1/q < 1/2\); in this case the \((p, q)\)-regular graph corresponds to a hyperbolic plane of constant negative curvature, and the isoperimetric constants in (1.2) are positive \[32, 67, 68\]. Moreover, the precise isoperimetric constants of \((p, q)\)-regular graphs are computed independently by two groups of researchers, H"aggstr"om, Jonasson, and Lyons \[30\] and Higuchi and Shirai \[33\], and their results can be summarized as follows.

**Theorem 1.** Suppose \(G\) is a \((p, q)\)-regular graph for some integers \(p, q \geq 3\) satisfying \(1/p + 1/q \leq 1/2\). Then we have

\[
\begin{align*}
  i(G) &= \Phi(p, q), & i^\ast(G) &= \Phi(q, p), \\
  i_\sigma(G) &= \Phi(p, q)/p, & i^\ast_\sigma(G) &= \Phi(q, p)/q,
\end{align*}
\]

**Figure 1.** Platonic solids

**Figure 2.** Regular tilings of the plane
where
\[ \Phi(a, b) = (a - 2) \sqrt{1 - \frac{4}{(a - 2)(b - 2)}}. \]

As we discussed above, a discrete counterpart to a Riemannian manifold whose curvature is bounded above by a negative number is a tessellation \( G \) of the plane such that \( \deg v \geq p \) for all \( v \in V \) and \( \deg f \geq q \) for all \( f \in F \), where \( p, q \) are natural numbers satisfying \( \frac{1}{p} + \frac{1}{q} < \frac{1}{2} \). Then as in the continuous case (1.1), one can expect that the isoperimetric constants of \( G \) are bounded below by those of the \((p, q)\)-regular graph; i.e., we can predict for example that
\[ (1.3) \quad \iota^*(G) \geq \Phi(q, p) = (q - 2) \sqrt{1 - \frac{4}{(p - 2)(q - 2)}}, \]
and similar expectation would apply to the other isoperimetric constants. For this reason the inequality (1.3) was conjectured by Lawrencenko et al. [45, Conjecture 1.1] for the case \( q = 3 \) (for \( q > 3 \) it was also conjectured in the same paper [45], but only implicitly).

Conversely if \( G \) is an infinite tessellation of the plane and if \( \deg v \leq p \) and \( \deg f \leq q \) for all \( v \in V \) and \( f \in F \), where \( p \) and \( q \) are as before, then it is also natural to expect that the isoperimetric constants of \( G \) are not greater than those of the \((p, q)\)-regular graphs. In this context Lyons and Peres posed the following question in [47, Question 6.21].

**Question 2.** Suppose \( G = (V, E, F) \) is a plane graph satisfying the inequalities \( p_1 \leq \deg v \leq p_2 \) for all \( v \in V(G) \) and \( q_1 \leq \deg f \leq q_2 \) for all \( f \in F(G) \), where \( p_1, p_2, q_1, \) and \( q_2 \) are natural numbers such that \( \frac{1}{p_i} + \frac{1}{q_i} \leq \frac{1}{2}, \ i = 1, 2 \). Then does it always hold
\[ \Phi(p_1, q_1) \leq \iota(G) \leq \Phi(p_2, q_2) ? \]

Before stating our results, let us briefly describe some known estimates for isoperimetric constants. The first known such estimate is due to Dodziuk [21], who proved that if \( G \) is a triangulation (i.e., \( \deg f = 3 \) for every face \( f \)) and \( \deg v \geq 7 \) for every \( v \in V = V(G) \), then we have
\[ \iota^*(G) \geq \frac{1}{26}. \]
Dodziuk and Kendall also proved in [20] that
\[ \iota_\sigma(G) \geq \frac{1}{78} \]
for triangulations \( G \) with \( \deg v \geq 7 \) for every \( v \in V \). On the other hand, Dodziuk’s bound for \( \iota^*(G) \) was significantly improved by Mohar [51] such as
\[ \iota^*(G) \geq \frac{p - 6}{p - 4}, \]
where \( G \) is a triangulation of the plane with \( \deg v \geq p \geq 7 \) for all \( v \in V \), and this result was further improved by Lawrencenko et al. [45] such as
\[ \iota^*(G) \geq \frac{(p - 6)(p^2 - 8p + 15)}{(p - 4)(p^2 - 8p + 13)}. \]
When $G$ is a tessellation of the plane with $\deg v \geq p$ for all $v \in V$ and $\deg f \geq q$ for all $f \in F$, where $p, q$ are natural numbers such that $1/p + 1/q < 1/2$, it was shown by Mohar \cite{52} that

$$i(G) \geq \frac{pq - 2p - 2q}{3q - 8}.$$  

Also see \cite{42}, where the constants $i(G)$ and $i_\sigma(G)$ are estimated in terms of (vertex) combinatorial curvature. (See Section 3 for the definition of combinatorial curvature.)

Now we present

**Theorem 3.** Suppose $G = (V, E, F)$ is a plane graph such that $p \leq \deg v < \infty$ and $q \leq \deg f < \infty$ for all $v \in V$ and $f \in F$, where $p$ and $q$ are natural numbers satisfying $1/p + 1/q \leq 1/2$. Then we have

$$i(G) \geq \Phi(p, q), \quad i^*(G) \geq \Phi(q, p),$$

$$i_\sigma(G) \geq \Phi(p, q)/p, \quad i^*_\sigma(G) \geq \Phi(q, p)/q.$$  

The conclusions of Theorem 3 remain true even when $G$ has some *infinigons*; i.e., $G$ has some faces $f$ with $\deg f = \infty$. See Section 8 for details. We have excluded-infinigons from the statement of Theorem 3 just for simplicity, because our bounds for $i(G)$ and $i_\sigma(G)$ are obtained through dual graphs. Meanwhile, it is worth to mention that the graph $G$ in Theorem 3 must be an infinite tessellation of the plane, because its *corner curvature* is always non positive. See \cite{39, Theorem 1}.

We next provide our second result, which is about upper bounds for isoperimetric constants.

**Theorem 4.** Suppose $G = (V, E, F)$ is an infinite tessellation of the plane such that $\deg v \leq p$ and $\deg f \leq q$ for all $v \in V$ and $f \in F$, where $p$ and $q$ are natural numbers satisfying $1/p + 1/q \leq 1/2$. Then we have

$$i(G) \leq \Phi(p, q), \quad i^*(G) \leq \Phi(q, p),$$

$$i_\sigma(G) \leq \Phi(p, q)/p, \quad i^*_\sigma(G) \leq \Phi(q, p)/q.$$  

Note that Theorems 3 and 4 together completely resolve Question 2 as well as the conjecture by Lawrencenko et al., and our results are the best possible because the isoperimetric constants of $(p, q)$-regular graphs are the lower and upper bounds in Theorems 3 and 4 respectively.

This paper is organized as follows. Preliminaries are given in Section 2, where we introduce some unusual notation such as $D(S)$, $S^+$, and $S^-$. The concept of combinatorial curvature and three versions of the combinatorial Gauss-Bonnet formula involving boundary turns (geodesic curvature) are given in Section 3. A lemma is proved in Section 4 and using this lemma we prove Theorem 3 in Section 5. Basically Sections 3–5 are spent for the proof of Theorem 3. Theorem 4 is proved in Section 6 where some stuffs in Sections 3–5 are used and some others are modified. In Section 7 we study another isoperimetric constant involving boundary vertices, and the paper is finished in Section 8 where we discuss plane graphs with infinigons (called *locally tessellating plane graphs*).

2. Preliminaries

Suppose $G$ is a graph with the vertex set $V = V(G)$ and the edge set $E = E(G) \subset V \times V$. We say that $G$ is *connected* if it is connected as a one-dimensional
simplicial complex, infinite if it has infinitely many vertices and edges, and simple if it does not contain any multiple edges nor self loops; i.e., for \( u, v \in V \) there is at most one edge \([u, v] \in E\) with endpoints \( u \) and \( v \), and every edge must have distinct endpoints. Because \( G \) is always assumed to be an undirected graph in this paper, an edge of the form \([u, v]\) must be considered the same as \([v, u]\). If \([u, v] \in E\), the vertices \( u, v \) are called neighbors or adjacent.

A graph \( G \) is called planar if there exists a continuous injective map \( h : G \rightarrow \mathbb{R}^2 \), and the embedded image \( h(G) \) is called a plane graph. In general a planar graph \( G \) and its embedded plane graph \( h(G) \) are different objects, but for simplicity we will not distinguish them and use the letter \( G \) for its embedded graph \( h(G) \). Thus \( G \) will be considered a subset of \( \mathbb{R}^2 \). Moreover, we will always assume that \( G \) is embedded into \( \mathbb{R}^2 \) locally finitely, which means that every compact set in \( \mathbb{R}^2 \) intersects only finitely many vertices and edges of \( G \). The closure of each connected component of \( \mathbb{R}^2 \setminus G \) is called a (closed) face of \( G \), and we denote by \( F = F(G) \) the face set of \( G \). Because a plane graph \( G \) is completely determined by its vertex, edge, and face sets, we will identify \( G \) with the triple \((V, E, F)\) and use the notation \( G = (V, E, F) \), which is already used in the statements of Question 2 and Theorems 3 and 4.

Note that in our definition each face is a closed set in \( \mathbb{R}^2 \). Similarly we will treat vertices and edges of \( G \) as closed sets in \( \mathbb{R}^2 \), and two objects in \( V \cup E \cup F \) will be called incident to each other if one is a proper subset of the other. The degree of a vertex \( v \in V \) is the number of edges incident to \( v \), and similarly the degree or girth of a face \( f \in F \) is the number of edges incident to \( f \). The degrees of \( v \in V \) and \( f \in F \) will be denoted by \( \deg v \) and \( \deg f \), respectively.

Following [6,7], we call a connected simple plane graph a tessellation or tiling if the following conditions hold:

(a) every edge is incident to two distinct faces;
(b) any two distinct faces are either disjoint or intersect in one vertex or one edge;
(c) every face is a polygon with finitely many sides; i.e., if \( f^\circ \) is a component of \( \mathbb{R}^2 \setminus G \), then \( f^\circ \) is homeomorphic to the unit disk \( \mathbb{D} \subset \mathbb{R}^2 \), the topological boundary of \( f^\circ \) homeomorphic to a circle, and we have \( \deg f < \infty \), where \( f = f^\partial \in F \) is the closure of \( f^\circ \).

If \( G \) is a tessellation, we should have \( \deg v = |E(v)| = |F(v)| \) and \( \deg f = |V(f)| = |E(f)| \), where \(|\cdot|\) denotes the cardinality of the given set. Here \( V(a), E(a), \) and \( F(a) \) denote the sets of vertices, edges, and faces, respectively, incident to \( a \in V \cup E \cup F \).

Note that we must have \( \deg v < \infty \) for every \( v \in V \), because we have assumed that \( G \) is embedded into \( \mathbb{R}^2 \) locally finitely.

Following [22], we call \( G \) a locally tessellating plane graph, or a local tessellation of the plane, if \( G \) is a connected simple plane graph satisfying (a) and (b) above, and (c') below instead of (c):

(c') every face is a polygon with finitely or infinitely many sides; i.e., a component \( f^\circ \) of \( \mathbb{R}^2 \setminus G \) either satisfies the statement (c) above, or it is homeomorphic to the upper half plane \( \mathbb{R} \times \mathbb{R}^+ = \{(x, y) \in \mathbb{R}^2 : y > 0\} \), the topological boundary of \( f^\circ \) homeomorphic to the \( x \)-axis, and \( \deg f = \infty \) with \( f = f^\partial \).

That is, a local tessellation is almost the same as tessellations except that it may have faces of infinite degrees, called infinigons. Examples of local tessellations include tessellations of the plane, and infinite trees such that \( \deg v \geq 3 \) for every vertex \( v \). However, we will not consider infinigons until Section 8, the last section of the paper, so one can mostly regard \( G \) as just a tessellation.
For $V(S) \subset V$, $E(S) \subset E$, and $F(S) \subset F$, the triple $S = (V(S), E(S), F(S))$ is a subgraph of $G = (V, E, F)$ if $V(e) \subset V(S)$ for every $e \in E(S)$ and $E(f) \subset E(S)$ for every $f \in F(S)$. In this case we use the notation $S \subset G$. Remark that our definition for the face set $F(S)$ of $S$ is different from the usual definition, because in our definition $F(S)$ has to be a subset of $F$ and a nonempty subgraph might have the empty face set. A subgraph $S \subset G$ is called induced if it is induced by its vertex set; i.e., $S$ is induced if for $e \in E$ we have $e \in E(S)$ whenever $V(e) \subset V(S)$, and for $f \in F$ we have $f \in F(S)$ whenever $V(f) \subset V(S)$. We call $S \subset G$ a face graph if $V(S) = \bigcup_{f \in F(S)} V(f)$ and $E(S) = \bigcup_{f \in F(S)} E(f)$. Definitely face graphs are the subgraphs consisting of faces. If $S$ is a connected subgraph and $\chi(S) = |V(S)| - |E(S)| + |F(S)| = 1$, where $\chi(\cdot)$ denotes the Euler characteristic of $S$, then $S$ will be called simply connected. A polygon is a simply connected face graph. Note that a face $f \in F$ itself can be considered a subgraph classified as a polygon.

A path is a sequence of vertices of the form $[v_0, v_1, \ldots, v_n]$ such that $[v_{i-1}, v_i] \in E$ for all $i = 1, 2, \ldots, n$. In this case we will say that the length of the path is $n$, and the path connects (or joins) the initial vertex $v_0$ to the terminal vertex $v_n$. A path is called cycle if its initial and terminal vertices coincide, and simple if no vertices appear more than once except the case that the path is a cycle and the only repetition is the initial and terminal vertices. We remark that there is a path of zero length; i.e., a path could be of the form $[v]$ for some $v \in V$. However, because we consider only simple graphs which do not have self loops, there is no cycle of length one; i.e., the length of a cycle must be either zero or at least two. A walk will mean a union of paths, which usually arises when one walks along the boundary of some region. We will regard a path $\gamma = [v_0, v_1, \ldots, v_n]$ as a subgraph of $G$ with $V(\gamma) = \{v_i \colon i = 0, 1, \ldots, n\}$, $E(\gamma) = \{[v_{i-1}, v_i] \colon i = 1, 2, \ldots, n\}$, and $F(\gamma) = \emptyset$. Similar definition will be applied to walks. However, paths (or walks) have one more structure than usual subgraphs: the orientation.

Our definition for paths or cycles is different from the usual one in graph theory, because we allow some repetitions of vertices or edges in a path. See [11][19] for the usual definition for paths, cycles, and walks in graph theory. If we need to mention paths (or cycles) without repetitions of vertices, we will use the terminology simple path (or cycle, respectively) as defined in the previous paragraph.

Suppose a nonempty subgraph $S \subset G$ is given. Then we define the region $D(S)$ determined by $S$ as

$$D(S) = \left( \bigcup_{f \in F(S)} f \right) \cup \left( \bigcup_{e \in E(S)} e \right) \cup \left( \bigcup_{v \in V(S)} v \right).$$

The cycle or the union of cycles obtained by walking along the topological boundary of $D(S)$ in the positive orientation is called the boundary walk of $S$ and denoted by $bS$. Note that if $S$ is connected and $\chi(S) = 2 - m$, that is, if $\mathbb{R}^2 \setminus D(S)$ has $m$ components, then $bS$ can be written as a union of $m$ cycles. In other words, in this case we can write $bS = \Gamma_1 \cup \Gamma_2 \cup \cdots \cup \Gamma_m$, where each $\Gamma_j$ is a cycle corresponding to the boundary of a component of $\mathbb{R}^2 \setminus D(S)$. Now suppose that $S$ is not connected (but finite); i.e., let us assume that $S = S_1 \cup \cdots \cup S_k$, where each $S_j$ is a connected component of $S$. Then each $bS_j$ can be written as a union of cycles as above, hence so can be $bS = bS_1 \cup \cdots \cup bS_k$. Now we define $|bS|$ as the sum of lengths of the cycles consisting of $bS$. Remark that in this paper the notation $|\cdot|$ denotes mostly
the cardinality of the given set, but it will mean the length if the given object is
a path or a walk, as in the case \([bS]\). Next we define the edge boundary \(\partial S\) of \(S\),
which was in fact already defined in the introduction, as the set of edges connecting
\(V(S)\) to \(V \setminus V(S)\).

For \(v, w \in V\), the combinatorial distance \(d(v, w)\) between \(v\) and \(w\) is the minimum
of the lengths of paths joining \(v\) and \(w\). For \(v_0 \in V\) and \(n \in \mathbb{N}\), the combinatorial
ball \(B_n(v_0)\) of radius \(n\) and centered at \(v_0\) is the induced subgraph whose vertex
set consists of the vertices \(v \in V\) satisfying \(d(v, v_0) \leq n\). Now for a given nonempty
subgraph \(A \subset G\), let \(A^+\) be the face graph consisting of all the faces incident to
the vertices in \(V(A)\). We let \(B_1 = A^+\), and the \textit{quasi-balls} \(B_n := B_n(A)\) with
\textit{height} \(n \in \mathbb{N}\) and \textit{core} \(A\) are defined inductively by \(B_{k+1} = B_k^+\) for all \(k \in \mathbb{N}\).
Conversely, for \(S \subset G\) we define \(S^-\) as the \textit{induced} subgraph of \(S\) whose vertex set
is \(V(S) \setminus V(bS)\). That is, \(S^-\) is the subgraph of \(S\) whose vertices lie in the interior
of \(D(S)\), and it has to be induced. Note that even though \(S\) does not have to be
induced, \(S^-\) is always induced by the definition. Finally we define the \textit{depth} of a
subgraph \(S\) as follows: \(S\) is of depth 0 if \(S^-\) is empty, and inductively we call \(S\) is
of depth \(n\) if \(S^-\) is of depth \(n-1\).

3. COMBINATORIAL GAUSS-BONNET THEOREM

Let \(G = (V, E, F)\) be a tessellation of the plane. For each \(v \in V\), we define the
(\textit{vertex}) \textit{combinatorial curvature} \(\kappa(v)\) at \(v\) by

\[
\kappa(v) = 1 - \frac{\deg v}{2} + \sum_{f \in F(v)} \frac{1}{\deg f}.
\]

(3.1)

If \(V_0\) is a finite subset of \(V\), we define \(\kappa(V_0) = \sum_{v \in V_0} \kappa(v)\), and for a finite subgraph
\(S \subset G\) we use the notation \(\kappa(S) := \kappa(V(S))\).

It is not clear when the concept of combinatorial curvature arose, but it was al-
ready considered by Descartes for convex polyhedra (cf. \[23\]), and studied by Nevan-
linna in the early 20th century \[53\]. The current formula (3.1) is due to Stone \[65\],
and the idea was used in \[29\] as well. Since then properties of combinatorial curva-
ture have been extensively studied by many researchers \[1, 6, 7, 14, 15, 18, 27, 32, 34, 35, 36, 37, 38, 39, 40, 42, 43, 55, 57, 58, 59, 60, 66, 67, 68\] (and more).

The meaning of the combinatorial curvature is as follows. We associate each face
\(f \in F\) with a regular \((\deg f)\)-gon of side lengths one, and we paste these regular
polygons along sides by the way that the corresponding faces are pasted. Then
the resulting surface, which we denote by \(S_G\), becomes a metric surface called a
\textit{polyhedral surface}, a special type of Aleksandrov surfaces \[2, 62\]. Definitely \(S_G\) is
homeomorphic to the Euclidean plane, hence we can assume that \(S_G\) includes \(G\) in
a natural way. Also it is not difficult to see that \(S_G\) is locally isometric to subsets
of the Euclidean plane except at the vertices of \(G\), and at each \(v \in V \subset S_G\) the
\textit{total angle} \(T(v)\) becomes \(\sum_{f \in F(v)} (\pi - 2\pi/\deg f)\). Therefore the atomic curvature
at \(v\) is

\[
\omega(\{v\}) = 2\pi - T(v) = 2\pi - \sum_{f \in F(v)} \left(\pi - \frac{2\pi}{\deg f}\right) = 2\pi \cdot \kappa(v).
\]

(3.2)

Here \(\omega(\cdot)\) denotes the integral curvature defined on Borel sets of \(S_G\). Thus the
combinatorial curvature \(\kappa\) is nothing but the usual integral curvature defined on
the polyhedral surface $S_G$, but it is normalized so that $2\pi$ corresponds to 1 because we do not want to carry $2\pi$ in every formula.

In differential geometry perhaps the Gauss-Bonnet formula is one of the most basic and useful tools related to curvature. It seems not much different in the discrete setting either, but there are several versions for the combinatorial Gauss-Bonnet formula in graph theory. Let $G$ be a tessellation embedded locally finitely into a 2-dimensional compact manifold $M$. Then $G$ must be a finite graph, and one can show that

$$\kappa(G) = \sum_{v \in V} \kappa(v) = \chi(M),$$

where $\chi(M)$ is the Euler characteristic of $M$ (cf. [6, 14, 18, 57]). We will call (3.3) the basic form of the Gauss-Bonnet formula. The Gauss-Bonnet formulae we need, however, are more complicated than (3.3), and we have to introduce some more notation.

Let $\Gamma = [v_0, v_1, \ldots, v_n = v_0]$ be a cycle in a tessellation $G$ of the plane. Assume that $n \geq 2$, and for $k \in \{1, 2, \ldots, n\}$ let $f_1, f_2, \ldots, f_s$ be the faces in $F$ that are incident to $v_k$ and lies on the right of $[v_{k-1}, v_k, v_{k+1}]$, where we interpret $v_{n+1} = v_1$ if $k = n$. Then the outer left turn occurred near $v_k$ is defined by

$$\tau_o(v_k; v_{k-1}, v_{k+1}) = \sum_{j=1}^s \left( \frac{1}{2} - \frac{1}{\deg f_j} \right) - \frac{1}{2},$$

and the outer left turn of $\Gamma$ is defined by the formula

$$\tau_o(\Gamma) = \sum_{k=1}^n \tau_o(v_k; v_{k-1}, v_{k+1}).$$

Similarly, let $g_1, g_2, \ldots, g_t$ be the faces in $F$ that are incident to $v_k$ and lies on the left of $[v_{k-1}, v_k, v_{k+1}]$. Then the inner left turn occurred near $v_k$ is defined by

$$\tau_i(v_k; v_{k-1}, v_{k+1}) = \frac{1}{2} - \sum_{j=1}^t \left( \frac{1}{2} - \frac{1}{\deg g_j} \right),$$

and the inner left turn of $\Gamma$ is defined by the sum

$$\tau_i(\Gamma) = \sum_{k=1}^n \tau_i(v_k; v_{k-1}, v_{k+1}).$$

Here we remark that if $v_{k-1} = v_{k+1}$, then all the faces incident to $v_k$ should be considered lying both on the right and on the left of $[v_{k-1}, v_k, v_{k+1}]$, hence in this case we must have $s = t = \deg v_k$ and

$$\kappa(v_k) = \frac{1}{2} - \tau_o(v_k; v_{k-1}, v_{k+1}) = \frac{1}{2} + \tau_i(v_k; v_{k-1}, v_{k+1}).$$

See Figure 6. Finally if $\Gamma$ is a cycle of zero length, that is, if $\Gamma = [v_0]$ for some $v_0 \in V$, we define $\tau_o(\Gamma) = 1 - \kappa(v_0)$ and $\tau_i(\Gamma) = \kappa(v_0) - 1$. Note that the quantity $2\pi (1 - \kappa(v_0))$ is the total angle $T(v_0)$ at the point $v_0 \in S_G$.

To explain the meaning of the inner and outer left turns defined above, suppose a cycle $\Gamma$ is given. Though we will consider more complicated cases later, here let us assume for simplicity that $\Gamma$ is a simple cycle enclosing a polygon, say $S$, in the positive direction. Moreover, we regard $\Gamma \subset G$ as a set lying in the polyhedral surface $S_G$. Then we imagine that a person stands one step to the right from $\Gamma$,
and walks side by side along $\Gamma$. Then $2\pi \cdot \tau_\circ(v_k; v_{k-1}, v_{k+1})$ would be the angle by which he or she turns to the left near $v_k$ (in the surface $S_G$), and the total left turn made after a complete rotation along $\Gamma$ would be $2\pi \cdot \tau_\circ(\Gamma)$. Note that in this case all the vertices of $S$ will be inside the path traversed by that person. For the inner left turn, we think that this person stands one step to the left from $\Gamma$ and walks, and observe that $2\pi \cdot \tau_i(v_k; v_{k-1}, v_{k+1})$ is the left turn made near $v_k$. Thus $2\pi \cdot \tau_i(\Gamma)$ will become the total left turn made after a complete rotation along $\Gamma$, and in this case only the vertices in $S^-$ will be inside the path along which the person traveled. See Figure 4. Also note that, because $\Gamma$ was assumed to be simple, we have

$$
\tau_i(\Gamma) - \tau_\circ(\Gamma) = \sum_{k=1}^n \left( \tau_i(v_k; v_{k-1}, v_{k+1}) - \tau_\circ(v_k; v_{k-1}, v_{k+1}) \right)
= \sum_{k=1}^n \kappa(v_k) = \kappa(\Gamma).
$$

Figure 3. Faces incident to $v_k$: the faces $f_j$ are on the right of $[v_{k-1}, v_k, v_{k+1}]$, and the faces $g_j$ are on the left of $[v_{k-1}, v_k, v_{k+1}]$. The case (b) will not appear for inner left turns, and the case (c) will not appear for outer left turns.
As we explained at the end of the previous section, if \( S \) is a connected finite subgraph of \( G \) then we can write \( bS = \Gamma_1 \cup \Gamma_2 \cup \cdots \cup \Gamma_m \), where each \( \Gamma_j \) is a cycle corresponding to the topological boundary of a component of \( \mathbb{R}^2 \setminus D(S) \). In this case we define \( \tau_o(bS) \) as \( \tau_o(bS) = \sum_{j=1}^{m} \tau_o(\Gamma_j) \). If \( S \) is disconnected, that is, if \( S = S_1 \cup \cdots \cup S_k \) with connected components \( S_j \)'s, then we define \( \tau_o(bS) = \sum_{j=1}^{k} \tau_o(\partial S_j) \). Now we are ready to describe our first Gauss-Bonnet formula.

**Theorem 5 (Combinatorial Gauss-Bonnet Theorem-Type I).** Suppose \( G \) is an infinite tessellation and \( S \subset G \) a finite subgraph of \( G \), which is not necessarily connected. Then we have

\[
\kappa(S) + \tau_o(bS) = \chi(S),
\]

where \( \chi(S) = |V(S)| - |E(S)| + |F(S)| \), the Euler characteristic of \( S \).

**Proof.** We regard \( D(S) \) as a set lying in the polyhedral surface \( S_G \), and for sufficiently small \( \epsilon > 0 \) let \( P \) be the region in \( S_G \) which is obtained from the closed \( \epsilon \)-neighborhood of \( D(S) \) by *sharpening the corner* (see Figure 5). That is, we slightly expand \( D(S) \) in order to obtain \( P \), and observe that the topological boundary \( bP \) of \( P \) becomes the union of paths traversed by a person walking in a position one step away to the right from \( bS \). Let \( P^o \) be the topological interior of \( P \). Then the total left turn \( \tau(bP) \), or the total geodesic curvature, of \( bP \) is nothing but \( 2\pi \cdot \tau_o(\Gamma) \) as we observed before. Moreover, the integral curvature \( \omega(P^o) \) of \( P^o \) is the same as \( 2\pi \cdot \sum_{v \in V(S)} \kappa(v) = 2\pi \cdot \kappa(S) \) by (3.2), because \( S_G \) is locally Euclidean except at the vertices of \( G \). Finally it is clear that the Euler characteristic \( \chi(P) \) of \( P \) is the same as that of \( S \). Thus Theorem 5 follows from the Gauss-Bonnet Theorem for polyhedral surface [2, p. 214], which says that

\[
\omega(P^o) + \tau(bP) = 2\pi \cdot \chi(P).
\]

This completes the proof of Theorem 5. \( \square \)
Remark 6. The equation (3.6) is an intrinsic property of $S$ itself and does not depend on the environment surrounding $S$. That is, the quantity $\deg f$ of a face $f \notin F(S)$ has nothing to do with whether (3.6) holds true, hence one can use any number for $\deg f$ as long as the same number is applied to both $\kappa(v)$ and $\tau_o(bS)$. To prove this claim, suppose we write $bS = \Gamma_1 \cup \Gamma_2 \cup \cdots \cup \Gamma_m$ as explained in the previous section and in Theorem 5. Let a face $f \in F \setminus F(S)$ be given. Fix a vertex $v \in V(bS) \cap V(f)$ if any, and note that among the cycles $\Gamma_1, \Gamma_2, \ldots, \Gamma_m$ there exists exactly one $\Gamma_j$ that passes through $v$ where $f$ lies on the right of the cycle. This is because each cycle $\Gamma_j$ corresponds to a component of $\mathbb{R}^2 \setminus D(S)$, and among the components only one includes the interior of $f$. Therefore with respect to the vertex $v$, the quantity $\deg f$ appears exactly twice in (3.6): one in $\kappa(v)$ and the other in $\tau_o(bS)$, but we have $+1/\deg f$ in the computation of $\kappa(v)$ while we have $-1/\deg f$ in that of $\tau_o(bS)$, so they should be canceled out. Because the values related to $f$ can contribute to $\kappa(S)$ or $\tau_o(bS)$ only through vertices in $V(bS) \cap V(f)$ and the above argument holds for every vertices in $V(bS) \cap V(f)$, we conclude that the claim is true; i.e., in (3.6) we can replace $\deg f$ by any value we want as long as the values we use are the same both in $\kappa(v)$ and in $\tau_o(bS)$.

To deduce the second combinatorial Gauss-Bonnet formula, suppose a finite subgraph $S \subset G$ is given. Furthermore, let us assume for a moment that $S$ is a face graph, and suppose that the interior of $D(S)$ has $m$ connected components, say $D_1, D_2, \ldots, D_m$. For each $j = 1, 2, \ldots, m$, let $S_j$ be the face subgraph of $S$ such that $D(S_j) = \overline{D_j}$, where $\overline{\cdot}$ is the topological closure of the given set. Then we can write $bS_j = \gamma_1 \cup \gamma_2 \cup \cdots \cup \gamma_{l_j}$ if $\mathbb{R}^2 \setminus D_j$ has $l_j$ components, where each $\gamma_k$ is a cycle corresponding to the boundary of a component of $\mathbb{R}^2 \setminus D_j$. We remark at this point that what we consider are the components of $\mathbb{R}^2 \setminus D_j$, not the components of $\mathbb{R}^2 \setminus \overline{D_j}$ (see $\gamma_2$ in Figure 6). It is also worth to mention that no $\gamma_j$ is of length zero. Thus for a face graph $S$ we can write

$$b_iS := bS = bS_1 \cup bS_2 \cup \cdots \cup bS_m = \gamma_1 \cup \cdots \cup \gamma_l,$$

Figure 5. Obtaining the region $P$ by sharpening corners. This operation does not change geodesic curvature of the boundary, but it makes it easier to compare the geodesic curvature of $bP$ with $\tau_o(bS)$. 

sharpning a corner

$\epsilon$-neighborhood of $D(S)$
of complements of a component of $D$ where $l$ is equivalent to the boundary of this new region. Shrinking a new region by some $S$ need. Note that if $bS$ in infinite tessellation and \((\text{Combinatorial Gauss-Bonnet Theorem-Type II})\) Theorem 7 from \((3.8)\). See Figure 6 for the difference between the usual boundary walk $bS$ we have $bS = \gamma_1 \cup \gamma_2 \cup \gamma_3$ with $\gamma_1 = [v_0, \ldots, v_3, v_7, v_{12}, v_0]$, $\gamma_2 = [v_0, v_{13}, v_{14}, v_{15}, v_{18}, v_{19}, v_{20}, v_{15}, v_{16}, v_{17}, v_0]$, and $\gamma_3 = [v_8, \ldots, v_{11}, v_8]$. Figure 6, although we have $\chi(S) = \chi(D(S)^\circ)$ (cf. Figure 9).

where $l = l_1 + l_2 + \cdots + l_m$ and each $\gamma_k$ corresponds to the boundary of a component of complements of a component of $D(S)^\circ$. Now if $S$ is not a face graph, we remove from $S$ all the edges and vertices of $S$ that are not incident to faces in $F(S)$, and we obtain a face graph $S_0$. Then we define the inner boundary walk of $S$ by $bS = bS_0$ using \((3.8)\). See Figure 6 for the difference between the usual boundary walk $bS$ and the inner boundary walk $bS$. In fact, in the proof of Theorem 7 we will obtain a new region by shrinking $D(S)$, then $bS$ will be the walk that is topologically equivalent to the boundary of this new region.

Now we are ready to present the second version of the Gauss-Bonnet formula we need. Note that if $bS$ is written as in \((3.8)\), we define $\tau_i(bS) = \sum_{j=1}^l \tau_i(\gamma_j)$.

Theorem 7 (Combinatorial Gauss-Bonnet Theorem-Type II). Suppose $G$ is an infinite tessellation and $S \subset G$ a finite subgraph of $G$. Then we have

\begin{equation}
\kappa(S^-) + \tau_i(bS) = \chi(D(S)^\circ),
\end{equation}

where $\chi(D(S)^\circ)$ denotes the Euler characteristic of $D(S)^\circ$.

Recall that we have $\chi(D(S)^\circ) = 2 - l$ when $D(S)^\circ$ is connected and $\mathbb{R}^2 \setminus D(S)^\circ$ has $l$ connected components. For the case that $D(S)^\circ$ is disconnected, we have $\chi(D(S)^\circ) = \chi(D_1) + \cdots + \chi(D_m)$, where $D_1, \ldots, D_m$ are the connected components of $D(S)^\circ$. For example we have $\chi(D(S)^\circ) = 1 + 1 + 1 = 3$ for the subgraph $S$ in Figure 6 although we have $\chi(S) = 2 - 2 = 0$. Also note that $\chi(S^-)$ is in general different from $\chi(D(S)^\circ)$ (cf. Figure 9).
This vertex does not lie on \( b_i S^+ \).

**Figure 7.** The case that a vertex in \( V(S^+) \setminus V(S) \) does not lie on \( b_i S^+ \).

**Proof of Theorem 7.** As in the proof of Theorem 5 we regard \( D(S) \) as a set in \( S_G \), and let \( (bS)_\epsilon \) be the (open) \( \epsilon \)-neighborhood of \( bS \) for sufficiently small \( \epsilon \). Let \( P \) be the region in \( S_G \) which is obtained by sharpening corners of \( D(S) \setminus (bS)_\epsilon \). Then definitely \( \chi(P) = \chi(D(S)^\circ) \), \( \omega(P^\circ) = 2\pi \cdot \kappa(S^-) \), and \( \tau(bP) = 2\pi \cdot \tau_i(b_i S) \). Therefore (3.9) comes from (3.7) as in the proof of Theorem 5. \( \square \)

We need one more combinatorial Gauss-Bonnet formula for the proof of Theorem 4. Suppose \( S \) is a face subgraph of \( G \) such that \( D(S)^\circ \) is connected, and let \( T \) be the induced subgraph of \( G \) with \( V(T) = V \setminus V(S) \). Then \( T \) must be infinite, but it is not difficult to see that \( bT \) is finite. Note that \( T \) could be disconnected, but every component of \( D(T) \) is simply connected because \( D(S)^\circ \) is connected. Therefore we can write

\[
(3.10) \quad bT = \gamma_1 + \gamma_2 + \cdots + \gamma_m,
\]

where \( m \) is the number of the components of \( D(T) \) and each \( \gamma_j \) is a cycle corresponding to the topological boundary of a component of \( D(T) \). Now we recall that \( S^+ \) is the face graph consisting of the vertices of \( S \), and define another boundary walk \( b_1 S^+ \) of \( S^+ \) by

\[
b_1 S^+ := -bT,
\]

where the negative sign represents the opposite orientation.

The reason why we introduce \( b_1 S^+ \) is because we want an inner boundary walk of \( S^+ \) passing through all the vertices in \( V(S^+) \setminus V(S) \) and enclosing exactly the vertices in \( V(S) \). The boundary walk \( b_1 S^+ \) fails to do such a job, because there could be a vertex \( v \in V(S^+) \setminus V(S) \) such that the other vertices of \( S^+ \) hide \( v \) from the boundary (cf. Figure 7). Each face of \( S^+ \), however, is incident to at least one vertex of \( S \), hence faces of \( S^+ \) are not included in \( D(T) \) and consequently no vertex in \( V(S^+) \) lies in the interior of \( D(T) \). It is also not difficult to see that every vertex in \( V(b_1 S^+) = V(bT) \) belongs to \( V(S^+) \) since they are incident to faces of \( S^+ \). Since \( V(bT) \cap V(S) = \emptyset \) by the definition of \( T \), we conclude that \( V(b_1 S^+) = V(S^+) \setminus V(S) \). Also it is clear that the set of vertices enclosed by the walk \( b_1 S^+ \) is exactly \( V(S) \); i.e., \( b_1 S^+ \) is the boundary walk we want. Now we are ready to provide our last version of the combinatorial Gauss-Bonnet formula.

**Theorem 8** (Combinatorial Gauss-Bonnet Theorem-Type III). Suppose \( G \) is an infinite tessellation, and let \( S \) be a face subgraph of \( G \) such that \( D(S)^\circ \) is connected.
Figure 8. The case where \( m \), the number of components of \( D(T) \), cannot be described in terms of the Euler characteristics of \( S \), \( D(S^+) \), etc. In the above figure we assume that \( \chi(S) = \chi(D(S^+) = 1 \), but we have \( m = 2 \).

Also suppose that the induced subgraph \( T \) of \( G \) with \( V(T) = V \setminus V(S) \) has \( m \) components. Then we have

\[
\kappa(S) + \tau_i(b_1S^+) = 2 - m.
\]

Proof. Sharpening the corners of the closed \( \epsilon \)-neighborhood of \( D(T) \) and applying \((3.7)\) to the complement of this sharpened region (where the complement is taken in \( S_G \)), one can easily check that \((3.11)\) follows. We leave the details to readers.

In general the natural number \( m \) in Theorem 8 cannot be described by \( \chi(S) \), \( \chi(D(S^+) \), etc. See Figure 8. Also remark that some cycles in \( b_1S^+ \) (i.e., \( -\gamma_j \) for some \( j = 1, 2, \ldots, m \), where \( \gamma_j \) is a cycle in \((3.10)\)) might be constant, say \([v]\) for some \( v \in V \), for which the inner left turn was defined by \( \tau_i([v]) = \kappa(v) - 1 \).

When the subgraph \( S \) is either connected or a polygon, statements similar to Theorem 7 (and perhaps Theorem 5 as well) can be found in \([6, 7, 18, 42]\). This means that what is new in this section lies in that Theorems 5, 7, and 8 have been stated to cover various situations and the formulae have been described not by inequalities but by equalities. We also believe that, even though there are no serious proofs in this section, these theorems are the most important parts throughout the paper. Some of these theorems were also extensively used to determine circle packing types of disk triangulation graphs \([58]\).

Remark. One can seek combinatorial proofs for Theorems 5, 7, and 8 for which we have used a geometric formula \((3.7)\). While combinatorial proofs may be possible, we believe that such proofs would involve many complicated cases. For instance, the theorems are described not only in terms of the graph’s combinatorial properties but also its topological properties. Therefore, proving them solely through combinatorial methods is likely to be a challenging task.

4. A LEMMA

In this section we prove a lemma which will play an important role in the proof of Theorem 3. Let us first introduce some more concepts.
Suppose a tesselation of the plane $G = (V, E, F)$ is given, and let $S$ be a finite subgraph of $G$. Assume that $b_i S = \gamma_1 \cup \gamma_2 \cup \cdots \cup \gamma_m$ is the inner boundary walk of $S$, where $\gamma_j$'s are as explained in the previous section. For $j \in \{1, 2, \ldots, m\}$, let $\gamma_j = [v_0, v_1, \ldots, v_n = v_0]$ for some vertices $v_0, v_1, \ldots, v_{n-1}$. Now if there exists an edge $e$ that is incident to $v_k$ and lies on the left of $[v_{k-1}, v_k, v_{k+1}]$, where we have the convention $v_{n+1} = v_1$ if $k = n$ as before, we will call such $e$ an inward edge and denote by $\epsilon(v_k; v_{k-1}, v_{k+1})$ the number of inward edges incident to $v_k$. We also define $\epsilon(\gamma_j) = \sum_{k=1}^{n} \epsilon(v_k; v_{k-1}, v_{k+1})$ and $\epsilon(S) = \sum_{j=1}^{m} \epsilon(\gamma_j)$. Similarly let $bS = \Gamma_1 \cup \cdots \cup \Gamma_{m'}$ and $\Gamma_j = [w_0, \ldots, w_{n'} = w_0]$ for $j \in \{1, 2, \ldots, m'\}$, if $n' \geq 2$ and there exists an edge $e$ that is incident to $w_k$ and lies on the right of $[w_{k-1}, w_k, w_{k+1}]$, we call such $e$ an outward edge and denote by $\mathcal{E}(w_{k}; w_{k-1}, w_{k+1})$ the number of outward edges incident to $w_k$. We also let $\mathcal{E}(\Gamma_j) = \sum_{k=1}^{n'} \mathcal{E}(w_k; w_{k-1}, w_{k+1})$ in this case. If $n' = 0$, that is, if $\Gamma_j = [w_0]$ for some $w_0 \in V$, then we define $\mathcal{E}(\Gamma_j)$ as the set of all edges incident to $w_0$; i.e., we define $\mathcal{E}(\Gamma_j) = |E(w_0)| = |\deg w_0|$. Finally let $\mathcal{E}(S) = \sum_{j=1}^{m'} \mathcal{E}(\Gamma_j)$. Note that $\mathcal{E}(S) = |\partial S|$ if $S$ is induced, but in general only the inequality $\mathcal{E}(S) \geq |\partial S|$ holds.

**Lemma 9.** Suppose $G = (V, E, F)$ is a plane graph such that $p \leq \deg v < \infty$ and $q \leq \deg f < \infty$ for all $v \in V$ and $f \in F$, where $p$ and $q$ are natural numbers satisfying $1/p + 1/q \leq 1/2$. Let $S$ be a finite nonempty subgraph of $G$ such that $\mathbb{R}^2 \setminus D(S)$ has only one component and $S^-$ contains at least two vertices. Then we have

$$
(4.1) \quad |V(b_i S)| \geq (pq - 2p - 2q)|V(S^-)| + |V(b S^-)| + 2q.
$$

**Proof.** To show (4.1), we may assume that $S$ is connected by considering each components of $S$ separately. For example if $S$ has two connected components, then we will have $4q$ instead of $2q$ in the last term of (4.1), but anyway (4.1) will be true as long as we prove it for connected subgraphs. Thus $S$ will be regarded as a simply connected subgraph, because $\mathbb{R}^2 \setminus D(S)$ was assumed to have only one component.

For $v \in V(S^-)$ we have

$$
\kappa(v) = 1 - \frac{\deg v}{2} + \sum_{f \in F(v)} \frac{1}{\deg f} \leq 1 - \frac{\deg v}{2} + \frac{\deg v}{q} = 1 - \frac{q - 2}{2q} \cdot \deg v \leq -\frac{pq - 2p - 2q}{2q},
$$

because $\deg v \geq p$ and $\deg f \geq q \geq 3$ for every $f \in F$. Thus we have

$$
(4.2) \quad \kappa(S^-) \leq -\frac{pq - 2p - 2q}{2q} \cdot |V(S^-)|.
$$

We next let $b_i S = \gamma_1 \cup \cdots \cup \gamma_m$, where $\gamma_j$’s are cycles as defined before. Note that, since $S$ is simply connected, $m = \chi(D(S)^o) \geq 1$ and each $\gamma_j$ must be a nonconstant simple cycle enclosing a component of $D(S)^o$. Let $\gamma_j = [v_0, v_1, \ldots, v_n]$ for some $j \in \{1, 2, \ldots, m\}$. Then for each $k \in \{1, 2, \ldots, n\}$, using the notation $\epsilon_k = \epsilon(v_k; v_{k-1}, v_{k+1})$, we have from (3.5) that

$$
\tau_k(v_k; v_{k-1}, v_{k+1}) \leq \frac{1}{2} - \frac{\epsilon_k + 1}{2} + \frac{\epsilon_k + 1}{q} = \frac{2 - q}{2q} \cdot \epsilon_k + \frac{1}{q}.
$$
because \( \deg f \geq q \) for every \( f \in F \) and \((e_k + 1)\) is the number of faces lying on the left of \([v_{k-1}, v_k, v_{k+1}]\). Thus we get

\[
(4.3) \quad \tau_i(\gamma_j) \leq \frac{|\gamma_j|}{q} - \frac{q - 2}{2q} \cdot \epsilon(\gamma_j) \quad \text{and} \quad \tau_i(b_iS) \leq \frac{|b_iS|}{q} - \frac{q - 2}{2q} \cdot \epsilon(S).
\]

Here a naive approach is to set \( |b_iS| = |V(b_iS)| \), but this is in general not true because a vertex may appear in two or more cycles in \( \gamma_1, \ldots, \gamma_m \). Note that \( |b_iS| \) denotes the length of the inner boundary walk, while \( |V(b_iS)| \) denotes the number of vertices in \( b_iS \). However, if a vertex \( v \) appears in more than one cycle, simply connectedness of \( S \) implies that such \( v \) must be a cut vertex of \( S \); i.e., \( v \) is a vertex such that \( S \setminus \{v\} \) becomes disconnected. Now if \( v_1, v_2, \ldots, v_n \) are the vertices in \( V(b_iS) \) that appear in \( l_1, l_2, \ldots, l_n \) cycles, where each \( l_j \) is at least 2, then we must have \( (l_1 - 1) + (l_2 - 1) + \cdots + (l_n - 1) + 1 \leq m \) because removing \( v_j \) from \( S \) makes the number of components increase by \( l_j - 1 \) and the number of components of \( S \setminus \{v_1, v_2, \ldots, v_n\} \) cannot exceed that of \( D(S) \). Therefore we have

\[
(4.4) \quad |b_iS| - |V(b_iS)| = (l_1 - 1) + (l_2 - 1) + \cdots + (l_n - 1) \\
\leq m - 1 = \chi(D(S)) - 1,
\]

hence from (4.3) we obtain

\[
(4.5) \quad \tau_i(b_iS) \leq \frac{|b_iS|}{q} - \frac{q - 2}{2q} \cdot \epsilon(S) \leq \frac{|V(b_iS)| + \chi(D(S)) - 1}{q} - \frac{q - 2}{2q} \cdot \epsilon(S).
\]

Now (4.2), (4.5), and the Gauss-Bonnet formula of the second type (3.9) imply that

\[
|V(b_iS)| \geq \frac{pq - 2p - 2q}{2} \cdot |V(S^-)| + \frac{q - 2}{2} \cdot \epsilon(S) + (q - 1)\chi(D(S)) + 1
\]

\[
\geq \frac{pq - 2p - 2q}{2} \cdot |V(S^-)| + \frac{q - 2}{2} \cdot \epsilon(S) + q + 1,
\]

because \( \chi(D(S)) = m \geq 1 \).

In the next step we apply the Gauss-Bonnet formula of the first type (4.6) to the subgraph \( S^- \), the induced subgraph whose vertices are in \( D(S) \), and obtain

\[
(4.7) \quad \kappa(S^-) + \tau_o(bS^-) = \chi(S^-).
\]

Let \( bS^- = \Gamma_1 \cup \cdots \cup \Gamma_m \) as before. Then because \( S \) is simply connected, \( m' \) should be the number of components of \( S^- \) and we have \( m' = \chi(S^-) \). That is, simply connectedness of \( S \) implies that \( D(S^-) \) does not have holes, and each \( \Gamma_j \) must be the cycle enclosing a component of \( D(S^-) \). We also remark that some of \( \Gamma_j \)'s could be constant cycles.

Now we will pretend that every face outside \( S^- \) is of degree \( q \). In other words, in (4.7) we replace \( \deg f \) by \( q \) for all \( f \notin F(S^-) \) whenever they appear, and we see that the equality (4.7) still holds as explained in Remark 6. Then the inequality (4.2) definitely holds even in our pretended computation. Next for some \( j \in \{1, 2, \ldots, m\} \), we assume \( \Gamma_j = [w_0, w_1, \ldots, w_{n'}] \) with \( n' \geq 2 \). By (3.4) our pretended computation gives

\[
\tau_o(w_k; w_{k-1}, w_{k+1}) \approx \frac{E_k + 1}{2} - \frac{\epsilon_k + 1}{q} - \frac{1}{2} = \frac{q - 2}{2q} \cdot \epsilon_k - \frac{1}{q}
\]

with the notation \( \epsilon_k = \mathcal{E}(w_k; w_{k-1}, w_{k+1}) \). Here the symbol \( \approx \) means that we are doing pretended computation; i.e., the computation is performed after we have
These are inward edges of $S$ but not outward edges of $S^-$.

Figure 9. A subgraph $S$ with $\chi(S^-) = 2$, $\chi(D(S)^c) = 1$, $e(S) = 12$, and $E(S^-) = 8$.

replaced $\deg f$ by $q$ for $f \notin F(S^-)$. Therefore we have

$$\tau_o(\Gamma_j) = \sum_{k=1}^{n'} \tau_o(w_k; w_{k+1}) \approx \frac{q-2}{2q} \cdot \mathcal{E}(\Gamma_j) - \frac{\lfloor \Gamma_j \rfloor}{q}. \tag{4.8}$$

If $\Gamma_j = [w_0]$ for some $j$, then we have $|\Gamma_j| = 0$ and get

$$\tau_o(\Gamma_j) = 1 - \alpha(w_0) \approx \frac{\deg w_0}{2} - \frac{\deg w_0}{q} = \frac{q-2}{2q} \cdot \mathcal{E}(\Gamma_j) - \frac{\lfloor \Gamma_j \rfloor}{q}. \tag{4.9}$$

Now (4.2), (4.8), (4.9), and (4.7) yield

$$|bS^-| + q \cdot \chi(S^-) + \frac{pq - 2p - 2q}{2} \cdot |V(S^-)| - \frac{q-2}{2} \cdot \mathcal{E}(S^-) \leq 0.$$  

Let $m_0$ be the number of components of $S^-$ consisting of single vertices. Then definitely we have $m_0 \leq m = \chi(S^-)$. But because $|V(bS^-)| \leq |bS^-| + m_0$, we get

$$|V(bS^-)| + q \leq |bS^-| + m_0 + q \leq |bS^-| + m'q = |bS^-| + q \cdot \chi(S^-)$$

unless $S^-$ itself is a single vertex, which is the case we have excluded in the assumption. Therefore we obtain

$$|V(bS^-)| + q + \frac{pq - 2p - 2q}{2} \cdot |V(S^-)| - \frac{q-2}{2} \cdot \mathcal{E}(S^-) \leq 0. \tag{4.10}$$

To finish the proof of Lemma 9, suppose $e$ is an outward edge from a vertex on $bS^-$. Then a priori $e$ has an end on $S^-$. If the other end of $e$ belongs to $S^-$, then $e$ must be an edge in $E(S^-)$ because $S^-$ is an induced subgraph, hence the edge $e$ cannot be an outward edge. This means that the other end of $e$ lies on $b_iS$, hence we must have $e(S) \geq E(S^-)$. See Figure 9 for the case $e(S) > E(S^-)$. Now one can easily obtain (4.1) by adding (4.6) to (4.10), and this completes the proof of Lemma 9.

Note that the previous proof also shows that

$$|V(b_iS)| \geq (pq - 2p - 2q)|V(S^-)| + |V(bS^-)| + 2q - 1. \tag{4.11}$$
if $S^{-}$ is a single vertex, but it can also be verified easily using direct computation.

5. **Proof of Theorem 3**

In this section we will prove Theorem 3, so throughout the section it is assumed that $G = (V, E, F)$ is a plane graph such that $p \leq \deg v < \infty$ and $q \leq \deg f < \infty$ for every $v \in V$ and $f \in F$, where $p$ and $q$ are natural numbers satisfying $1/p + 1/q \leq 1/2$. But because there is nothing to prove when $1/p + 1/q = 1/2$, in which case we have $\Phi(p, q) = \Phi(q, p) = 0$, we will further assume that $1/p + 1/q < 1/2$. Note that this condition is equivalent to

$$
(5.1) \quad \frac{pq - 2p - 2q}{q} = (p - 2)(q - 2) - 4 > 0.
$$

Let $S$ be a finite nonempty subgraph of $G$. Because we want to prove the inequality

$$
(5.2) \quad \frac{|bS|}{\sum_{f \in F(S)} \deg f} \geq \frac{\Phi(q, p)}{q} = \frac{q - 2}{q} \sqrt{1 - \frac{4}{(p - 2)(q - 2)}},
$$

we may assume without loss of generality that $S$ is a simply connected face graph, since otherwise we can remove all the edges and vertices of $S$ which are not incident to faces in $F(S)$, add to $S$ all the vertices, edges, and faces included in the closures of the bounded components of $\mathbb{R}^2 \setminus D(S)$, and consider each components of $S$ separately. That is, we may assume that $S$ is a polygon, and in this case the quantity $|bS|$ will be the same as the number of edges in $E(S)$ that are incident to faces in $F \setminus F(S)$.

First it is not difficult to see that

$$
\sum_{f \in F(S)} \deg f \leq 2|E(S)| - |bS|.
$$

Then because $S$ is simply connected and $\deg f \geq q$ for all $f \in F$, Euler’s formula implies

$$
1 = |V(S)| - |E(S)| + |F(S)|
\leq |V(S)| - \frac{1}{2} \sum_{f \in F(S)} \deg f - \frac{1}{2} \cdot |bS| + \frac{1}{q} \sum_{f \in F(S)} \deg f,
$$

or we have

$$
(5.3) \quad \frac{q - 2}{2q} \cdot \sum_{f \in F(S)} \deg f \leq |V(S)| - \frac{1}{2} \cdot |bS| - 1.
$$

Let $N \geq 0$ be the depth of $S$. (See the last paragraph in Section 2 for the definition of depth.) If $N = 0$ then it is true that $|V(S)| \leq |bS|$, so $(5.3)$ implies $(q - 2)/q \leq |bS|/(\sum_{f \in F(S)} \deg f)$. Thus $(5.2)$ definitely holds in this case. Now let us assume that $N \geq 1$.

Define $S_N = S$, and inductively we define $S_{N-k} = (S_{N-k+1})^{-}$ for $k = 1, 2, \ldots, N$. We also let $s_n = |V(bS_n)|$ for $n = 0, 1, 2, \ldots, N$. Then it is not difficult to see that $s_0 + s_1 + \cdots + s_n = |V(S_n)|$ for every $n \in \{0, 1, \ldots, N\}$, because $(S_0)^{-} = \emptyset$ by the definition of depth. Moreover, for $n \geq 2$ the graph $S_n$ must satisfy the assumptions
of Lemma \[9\] because we have assumed that \( S \) is a simply connected face graph. Now since \( V(b,T) \subset V(b) \) for every subgraph \( T \subset G \). \([4.1]\) and \([4.11]\) imply that
\[
\begin{align*}
\begin{cases}
s_n \geq s_{n-1} + (pq - 2p - 2q)(s_0 + \cdots + s_{n-1}) + 2q & \text{for } n = 2, \ldots, N, \\
s_1 \geq s_0 + (pq - 2p - 2q)s_0 + 2q - 1, \\
s_0 \geq 1.
\end{cases}
\end{align*}
\]
(5.4)

We will compare \( \{s_n\}_{n=0}^N \) with the sequence \( \{a_n\}_{n=0}^N \) defined by
\[
\begin{align*}
a_n &= a_{n-1} + (pq - 2p - 2q)(a_0 + \cdots + a_{n-1}) + 2q & \text{for } n = 2, \ldots, N, \\
a_1 &= a_0 + (pq - 2p - 2q)a_0 + 2q - 1, \\
a_0 &= t_0,
\end{align*}
\]
(5.5)

where \( t_0 \) is determined as follows. Set \( a_0 = t \in \mathbb{R} \), and observe that \( a_1 \) is a linear function in \( t \) with positive coefficients. Therefore \( a_2 = a_1 + (pq - 2p - 2q)(a_0 + a_1) + 2q \) is also a linear function in \( t \) with positive coefficients, and inductively we see that \( a_N \) is a linear function in \( t \) with positive coefficients as well. Thus there exists \( t = t_0 \in \mathbb{R} \) that makes \( a_N = s_N \), and we will use such \( t_0 \) in (5.5).

If \( t_0 = a_0 < s_0 \), then definitely \( a_n < s_n \) for every \( n = 1, 2, \ldots, N \), contradicting our assumption \( a_N = s_N \). Therefore \( 1 \leq s_0 \leq a_0 \). Suppose
\[
s_0 + s_1 + \cdots + s_{k-1} \leq a_0 + a_1 + \cdots + a_{k-1}
\]
for some \( k \in \{1, 2, \ldots, N\} \). If
\[
s_0 + s_1 + \cdots + s_k > a_0 + a_1 + \cdots + a_k,
\]
then definitely we have \( s_k > a_k \). Therefore (5.4) and (5.5) imply that \( s_{k+1} > a_{k+1} \) and \( s_0 + s_1 + \cdots + s_{k+1} > a_0 + a_1 + \cdots + a_{k+1} \). By repeating this argument we obtain the inequality \( s_N > a_N \), which contradicts our choice of \( t_0 \). Therefore we have
\[
s_0 + s_1 + \cdots + s_k \leq a_0 + a_1 + \cdots + a_k,
\]
(5.6)

and by induction we see that (5.6) is true for all \( k = 0, 1, 2, \ldots, N - 1 \), especially for the case \( k = N - 1 \).

Let \( P = p - 2 \) and \( Q = q - 2 \), and note that \( PQ - 4 > 0 \) by (5.1). Also we see from (5.5) that the sequence \( \{a_n\} \) satisfies the recurrence relation
\[
a_n - (PQ - 2)a_{n-1} + a_{n-2} = 0
\]
(5.7)

for \( n \geq 3 \). Let \( \alpha = \frac{1}{2} \left\{ PQ - 2 + \sqrt{(PQ - 2)^2 - 4} \right\} > 1 \), and we observe that \( \alpha \) and \( 1/\alpha \) are the zeros of the characteristic polynomial \( x^2 - (PQ - 2)x + 1 \) of the recurrence relation (5.7). Here our goal is to show the inequality
\[
a_0 + a_1 + \cdots + a_{N-1} \leq \frac{a_N}{\alpha - 1}.
\]
(5.8)

Suppose (5.8) is true. Then from (5.3) and (5.6) we get
\[
\begin{align*}
\frac{q - 2}{2q} \sum_{f \in F(S)} \deg f \leq |V(S)| - \frac{1}{2} \cdot |bS| - 1 \leq s_0 + s_1 + \cdots + s_N - \frac{s_N}{2} \\
&= (s_0 + s_1 + \cdots + s_{N-1}) + \frac{s_N}{2} \leq (a_0 + a_1 + \cdots + a_{N-1}) + \frac{a_N}{2} \\
&\leq \frac{a_N}{\alpha - 1} + \frac{a_N}{2} = \frac{1}{2} \cdot \frac{\alpha + 1}{\alpha - 1} \cdot s_N \leq \frac{1}{2} \cdot \frac{\alpha + 1}{\alpha - 1} \cdot |bS|.
\end{align*}
\]
Note that \( \alpha^2 + 1 = (PQ - 2) \cdot \alpha \) and \( \alpha - \alpha^{-1} = \sqrt{(PQ - 2)^2 - 4} \) because \( \alpha \) and \( 1/\alpha \) are the zeros of the polynomial \( x^2 - (PQ - 2)x + 1 \). Thus we have

\[
\frac{|bS|}{\sum_{f \in F(S)} \deg f} \geq \frac{q - 2}{q} \frac{\alpha - 1}{\alpha + 1} = \frac{q - 2}{\alpha + 1} = \frac{\alpha^2 - 1}{(\alpha + 1)^2} = \frac{q - 2}{q} \cdot \frac{\alpha(\alpha - \alpha^{-1})}{\alpha^2 + 1 + 2\alpha} = \frac{q - 2}{q} \cdot \frac{\alpha \cdot \sqrt{(PQ - 2)^2 - 4}}{PQ \cdot \alpha} = \frac{q - 2}{q} \cdot \frac{\sqrt{(PQ) \cdot (PQ - 4)}}{(PQ)^2}
\]

so (5.2) follows.

Since \( \alpha \) and \( 1/\alpha \) are the zeros of the polynomial \( x^2 - (PQ - 2)x + 1 \), we have from (5.7) that

\[
a_n - \alpha \cdot a_{n-1} = \frac{1}{\alpha} (a_{n-1} - \alpha \cdot a_{n-2})
\]

for \( n \geq 3 \), and we obtain from (5.9) that

\[
a_2 - \alpha \cdot a_1 = \frac{1}{\alpha} (a_1 - \alpha \cdot a_0) + 1.
\]

We claim that

\[
a_n \leq \alpha \cdot a_{n-1} + 2aq
\]

for all \( n = 1, 2, \ldots \). In fact, the second row of (5.5) can be read as

\[
a_1 = a_0 + (\alpha + \frac{1}{\alpha} - 2) a_0 + 2q - 1 = \left( \alpha + \frac{1}{\alpha} - 1 \right) a_0 + 2q - 1,
\]

hence we have

\[
a_1 - \alpha \cdot a_0 = \left( \frac{1}{\alpha} - 1 \right) a_0 + 2q - 1 \leq 0 \cdot a_0 + 2q - 1 = 2q - 1 \leq 2\alpha q
\]

because \( \alpha \geq 1 \) and \( a_0 \geq 1 > 0 \). Therefore (5.10) implies

\[
a_2 - \alpha \cdot a_1 = \frac{1}{\alpha} (a_1 - \alpha \cdot a_0) + 1 \leq \frac{2q - 1}{\alpha} + 1 \leq (2q - 1) + 1 = 2q \leq 2\alpha q.
\]

For \( n \geq 3 \) we have from (5.9) that

\[
a_n - \alpha \cdot a_{n-1} = \frac{1}{\alpha} (a_{n-1} - \alpha \cdot a_{n-2}) = \frac{1}{\alpha^2} (a_{n-2} - \alpha \cdot a_{n-3}) = \cdots = \frac{1}{\alpha^{n-2}} (a_2 - \alpha \cdot a_1) \leq \frac{2\alpha q}{\alpha^{n-2}} \leq 2\alpha q,
\]

so the claim has been proved.

If \( N = 1 \), the inequality (5.8) easily comes from (5.12). If \( N \geq 2 \), the first row of (5.5) can be written as

\[
\left( \alpha + \frac{1}{\alpha} - 2 \right) (a_0 + a_1 + \cdots + a_{N-1}) = a_N - a_{N-1} - 2q.
\]

But the claim (5.11) implies that

\[
a_N - a_{N-1} - 2q \leq a_N - \frac{a_N}{\alpha} + \frac{2\alpha q}{\alpha} - 2q = \frac{\alpha - 1}{\alpha} \cdot a_N,
\]
hence we obtain

$$a_0 + a_1 + \cdots + a_{N-1} \leq \left( \frac{\alpha + 1}{\alpha} - 2 \right)^{-1} \cdot \frac{\alpha - 1}{\alpha} \cdot a_N$$

$$= \frac{\alpha}{(\alpha - 1)^2} \cdot \frac{\alpha - 1}{\alpha} \cdot a_N = \frac{a_N}{\alpha - 1},$$

which proves (5.8). We conclude that (5.2) holds for every $S \subset G$ such that $F(S) \neq \emptyset$.

Proof of Theorem 3 Since the inequality (5.2) holds for every nonempty finite subgraph $S$ with $F(S) \neq \emptyset$, we definitely have $r^*_q(G) \geq \Phi(q, p)/q$. The inequality $\nu_\tau(G) = r^*_q(G^*) \geq \Phi(p, q)/p$ comes from the duality. Finally because $\sum_{v \in V(S)} \deg v \geq p \cdot |V(S)|$ and $\sum_{v \in F(S)} \deg f \geq q \cdot |F(S)|$, it is easy to see that $\nu(G) \geq \Phi(p, q)$ and $r^*(G) \geq \Phi(q, p)$. This completes the proof of Theorem 3. □

6. Proof of Theorem 4

In this section we will prove Theorem 4 and our strategy is to follow each steps in Sections 3–5 with inequalities reversed. One can check that our proof of Theorem 4 is almost the same as that of Theorem 3 but there are some details we need to treat carefully.

Suppose $G = (V, E, F)$ is an infinite tessellation of the plane such that $\deg v \leq p$ and $\deg f \leq q$ for all $v \in V$ and $f \in F$, where $p$ and $q$ are natural numbers satisfying $1/p + 1/q \leq 1/2$. Choose $f_0 \in F$, and for $n \in \mathbb{N}$ let $B_n := B(f_0)$ be the quasi-ball with the core $f_0$ and height $n$. (See Section 2 for the definition of quasi-balls.) We also set $B_0 = f_0$, the face graph with $F(B_0) = \{ f_0 \}$. Now we fix $n \in \{0\} \cup \mathbb{N}$, and note that $\chi(B_n) \leq 1$ because $B_n$ is connected. Moreover we can write $bB_n = \Gamma_1 \cup \Gamma_2 \cup \cdots \cup \Gamma_m$ with $m = 2 - \chi(B_n)$, where each $\Gamma_j$ corresponds to the boundary of a component of $\mathbb{R}^2 \setminus D(B_n)$ as before. Definitely each $\Gamma_j$ is not constant, and it must be simple because $B_n$ is a face graph and $D(B_n)$ has a connected interior; i.e., $B_n$ has no cut vertex. See (a) and (b) of Figure 10 for the cases which cannot happen for $B_n$.

Suppose $\Gamma_j = [v_0, v_1, \ldots, v_l = v_0]$, and we denote by $\mathcal{E}_k = \mathcal{E}(v_k; v_{k-1}, v_{k+1})$ the number of edges incident to $v_k$ and lying on the right of $[v_{k-1}, v_k, v_{k+1}]$. Next we will do the pretended computation as in the proof of Theorem 3. That is, we apply (3.6) to $B_n$ and obtain

\begin{equation}
\kappa(B_n) + \tau_o(bB_n) = \chi(B_n).
\end{equation}

Then we replace $\deg f$ by $q$ for all $f \notin F(B_n)$ and observe that the equality (6.1) remains true as explained in Remark 6. That is, we can pretend that every face outside $B_n$ is of degree $q$. Then our pretended computation gives

$$\tau_o(v_k; v_{k-1}, v_{k+1}) \approx \frac{\mathcal{E}_k + 1}{2} - \frac{\mathcal{E}_k + 1}{q} - \frac{1}{2} = \frac{q - 2}{2q} \cdot \mathcal{E}_k - \frac{1}{q},$$

hence we obtain

$$\tau_o(bB_n) \approx \frac{q - 2}{2q} \cdot \mathcal{E}(B_n) - \frac{|bB_n|}{q}.$$
with the notation $E(\Gamma_j) = \sum_{k=1}^{l} E(v_k; v_{k-1}, v_{k+1})$ and $E(B_n) = \sum_{j=1}^{m} E(\Gamma_j)$. On the other hand, for $v \in V(B_n)$ we have

$$\kappa(v) = 1 - \frac{\deg v}{2} + \sum_{f \in F(v)} \frac{1}{\deg f} \geq 1 - \frac{q-2}{2q} \cdot \deg v \geq -\frac{pq - 2p - 2q}{2q},$$

where the notation `$\geq$' means that we have inequality `$\geq$' in our pretended computation. Therefore

$$\kappa(B_n) \geq -\frac{pq - 2p - 2q}{2q} \cdot |V(B_n)|,$$

and (6.1) implies

$$q \cdot \chi(B_n) \geq -\frac{pq - 2p - 2q}{2} \cdot |V(B_n)| + \frac{q - 2}{2} \cdot E(B_n) - |bB_n|. \tag{6.2}$$

Recall that each $\Gamma_j$ is simple and corresponds to the boundary of a component of $\mathbb{R}^2 \setminus D(B_n)$. Then since the interior of $D(B_n)$ is connected, we see that $\Gamma_j \cap \Gamma_{j'}$ has at most a component for $j \neq j'$. See Figure 10(c) which cannot happen for $B_n$. But if $\Gamma_j \cap \Gamma_{j'} \neq \emptyset$, then the intersection must be a vertex since $B_n$ is a face graph and every edge in $E(B_n)$ is incident to at least one face in $F(B_n)$ (Figure 10(d)). Furthermore, one can check that the above argument can be extended as follows: if $\Gamma_{j_1} \cup \Gamma_{j_2} \cup \cdots \cup \Gamma_{j_t}$ is connected and $(\Gamma_{j_1} \cup \Gamma_{j_2} \cup \cdots \cup \Gamma_{j_t}) \cap \Gamma_{j'} \neq \emptyset$ for some
j' \notin \{j_1, j_2, \ldots, j_l\}
then the intersection has only one component and it must be a vertex (Figure 10(e)). We conclude that if a vertex v appears in l distinct cycles in \(\Gamma_1, \Gamma_2, \ldots, \Gamma_m\), then subtracting v from \(D(B_n)\) makes the number of components of \(\mathbb{R}^2 \setminus D(B_n)\) decrease by \(l - 1\), hence we have
\[
|bB_n| - |V(bB_n)| \leq m - 1 = 2 - \chi(B_n) - 1 = 1 - \chi(B_n)
\]
as we did in (4.4). Consequently we deduce from (6.2) the inequality
\[
0 \leq |V(bB_n)| + q + \frac{pq - 2p - 2q}{2} \cdot |V(B_n)| - \frac{q - 2}{2} \cdot \mathcal{E}(B_n)
\]
because \(\chi(B_n) \leq 1\).

In the next step we need an inequality similar to (4.6). Note that \(B_n\) is a face subgraph such that \(D(B_n)^c\) is connected. Since \(B_{n+1} = B_n^+\), the Gauss-Bonnet formula of the third type (3.11) can be read as
\[
\kappa(B_n) + \tau_i(b_1B_{n+1}) = 2 - m',
\]
where \(m'\) is the number of components of the induced subgraph \(T_n\) satisfying \(V(T_n) = V \setminus V(B_n)\). Also we have \(V(b_1B_{n+1}) = V(B_{n+1}) \cup V(B_n)\), for which we have introduced the boundary walk \(b_1B_{n+1}\).

Now we perform computation similar to that in Section 4 and we have
\[
\kappa(B_n) \geq - \frac{pq - 2p - 2q}{2q} \cdot |V(B_n)|
\]
and
\[
\tau_i(b_1B_{n+1}) \geq - \frac{q - 2}{2q} \cdot \mathcal{E}(B_{n+1}) + \frac{|b_1B_{n+1}|}{q},
\]
where \(\mathcal{E}(B_{n+1})\) denotes the number of inward edges from \(b_1B_{n+1}\). Also note that at least one component of \(T_n\) is different from a vertex, hence at least one cycle consisting of \(b_1B_{n+1}\) is not constant. Therefore we have
\[
|b_1B_{n+1}| + (m' - 1) \geq |V(b_1B_{n+1})|.
\]
But since
\[
qu(2 - m') + m' - 1 = q + (m' - 1)(1 - q) \leq q,
\]
we obtain from (6.5) that
\[
|V(b_1B_{n+1})| \leq \frac{pq - 2p - 2q}{2} \cdot |V(B_n)| + \frac{q - 2}{2} \cdot \mathcal{E}(B_{n+1}) + q.
\]

Finally note that \(\mathcal{E}(B_{n+1}) \leq \mathcal{E}(B_n)\) because \(T_n\) is induced; i.e., each inward edge from \(b_1B_{n+1}\) must be an outward edge from \(bB_n\). Thus by adding (6.4) to (6.5) we get
\[
|V(b_1B_{n+1})| \leq (pq - 2p - 2q) |V(B_n)| + |V(bB_n)| + 2q,
\]
which is what we have wanted to derive.

Suppose \(1/p + 1/q = 1/2\). Then (6.7) can be read as
\[
|V(b_1B_{n+1})| \leq |V(b_1B_n)| + 2q
\]
because \(pq - 2p - 2q = 0\) and \(V(bB_n) \subset V(b_1B_n)\) for all \(n = 0, 1, 2, \ldots\). Then since the combinatorial balls \(B_n := B_n(v_0)\) are included in \(B_n = B_n(f_0)\) for some \(v_0 \in V(f_0)\), the number of vertices in \(B_n\) grows at most polynomially. But in \(G\) the vertex degrees are uniformly bounded by \(p\), so if the inequality \(\iota(G) > 0\) held then combinatorial balls should grow exponentially (cf. see (7.1) in Section 7 and the explanation of this phenomenon there). Therefore we must have \(\iota(G) = 0\), and
it is also not difficult to show, using duality and simple computation, that all the
other isoperimetric constants in (1.2) are zero. Thus the statements in Theorem 4
follow in this case. Now we will assume that \(1/p + 1/q < 1/2\) for the rest of this
section.

Set \(b_0 = |V(B_0)| = \deg f_0\) and \(b_n = |V(b_1 B_n)|\) for \(n \in \mathbb{N}\). Then because
\(|V(B_n)| = b_0 + b_1 + \cdots + (p q - 2p q - 2q)\) for \(n \in \mathbb{N}\), we have from (6.7)
that
\[
\begin{cases}
    b_n \leq b_{n-1} + (p q - 2p q)(b_0 + \cdots + b_{n-1}) + 2q & \text{for } n \in \mathbb{N}, \\
    b_0 \leq q.
\end{cases}
\]

Let \(\{a_n\}\) be the sequence satisfying
\[
\begin{align*}
    a_n &= a_{n-1} + (p q - 2p q)(a_0 + \cdots + a_{n-1}) + 2q & \text{for } n \in \mathbb{N}, \\
    a_0 &= t_0,
\end{align*}
\]
where \(t_0\) is a real number which makes \(a_N = b_N\) for some sufficiently large \(N\). Here
\(N\) is to be determined later, and beware that \(t_0\) could be a negative number. We
also set \(P = p - 2\), \(Q = q - 2\), and \(a = \frac{1}{2} \left( PQ - 2 + \sqrt{(PQ - 2)^2 - 4} \right) > 1\).

It is clear that \(a_0 \leq b_0\), since otherwise we would have the contradiction \(a_N > b_N\).
Then one can prove, using mathematical induction as in the previous section, that
\[
a_0 + a_1 + \cdots + a_k \leq b_0 + b_1 + \cdots + b_k
\]
for all \(k = 0, 1, \ldots, N - 1\). We next claim that
\[
a_n \geq a \cdot a_{n-1}
\]
for all \(n\). Note that (6.8) implies
\[
a_1 = a_0 + \left( a + \frac{1}{a} - 2 \right) a_0 + 2q,
\]
or
\[
a_1 - a \cdot a_0 = \left( \frac{1}{a} - 1 \right) a_0 + 2q \geq \left( \frac{1}{a} - 1 \right) q + 2q \geq q > 0
\]
because \(a_0 \leq b_0 \leq q\) and \(a > 1\). Thus the claim (6.10) easily follows since \(a_n\)
satisfies the equation (6.9); i.e., it follows because
\[
a_n - a \cdot a_{n-1} = \frac{1}{a} (a_{n-1} - a \cdot a_{n-2})
\]
for all \(n \geq 2\). Therefore by (6.8) and (6.10) we have
\[
\left( a + \frac{1}{a} - 2 \right) (a_0 + a_1 + \cdots + a_{n-1}) = a_n - a_{n-1} - 2q \geq \left( 1 - \frac{1}{a} \right) a_n - 2q,
\]
or
\[
a_0 + a_1 + \cdots + a_{n-1} \geq \frac{a_n}{\alpha - 1} - \frac{2q \alpha}{(\alpha - 1)^2}.
\]

Let \(\epsilon > 0\) be given, and we choose \(N\) such that
\[
\sum_{f \in \mathcal{F}(B_N)} \deg f > \frac{1}{\epsilon} \left( \frac{4q \alpha}{\alpha^2 - 1} + \frac{2(\alpha - 1)}{\alpha + 1} \right).
\]
Because $B_N$ is a face graph, we have

\begin{equation}
(6.13) \quad \sum_{f \in F(B_N)} \deg f = 2|E(B_N)| - |bB_N|.
\end{equation}

Then since $q \cdot |F(B_N)| \geq \sum_{f \in F(B_N)} \deg f$, Euler's formula and (6.13) yield

\[
\chi(B_N) = |V(B_N)| - |E(B_N)| + |F(B_N)|
\]

\[
\geq |V(B_N)| - \frac{1}{2} \cdot \sum_{f \in F(B_N)} \deg f - \frac{1}{2} \cdot |bB_N| + \frac{1}{q} \cdot \sum_{f \in F(B_N)} \deg f
\]

or

\begin{equation}
(6.14) \quad \frac{q - 2}{2q} \cdot \sum_{f \in F(B_N)} \deg f \geq |V(B_N)| - \frac{|bB_N|}{2} - \chi(B_N).
\end{equation}

Note that $|V(B_N)| = b_0 + b_1 + \cdots + b_N$ and $a_N = b_N$. We also have $b_N \geq |bB_N| - 1 + \chi(B_N)$ from (6.3), because $b_N = |V(bB_N)| \geq |V(bB_N)|$. Thus we have from (6.9), (6.11), and (6.14) that

\[
\frac{q - 2}{2q} \cdot \sum_{f \in F(B_N)} \deg f \geq (b_0 + b_1 + \cdots + b_{N-1}) + b_N - \frac{|bB_N|}{2} - \chi(B_N)
\]

\[
\geq (a_0 + a_1 + \cdots + a_{N-1}) + \frac{|bB_N|}{2} - 1 \geq \frac{2q\alpha}{(\alpha - 1)^2} - 1 - \frac{2q\alpha}{(\alpha - 1)^2}
\]

\[
\geq \frac{|bB_N|}{\alpha - 1} + \frac{|bB_N|}{2} - 1 - \frac{2q\alpha}{(\alpha - 1)^2}.
\]

We need to get rid of $\chi(B_N)$ from the above inequality. For this purpose, we consider the subgraph $A_N \subset G$ which is obtained by adding to $B_N$ all the vertices, edges, and faces included in the closures of the bounded components of $\mathbb{R}^2 \setminus D(B_N)$. That is, we fill the holes of $\mathbb{R}^2 \setminus D(B_N)$ to obtain $A_N$. Then because the number of bounded components of $\mathbb{R}^2 \setminus D(B_N)$ is $1 - \chi(B_N)$, a sloppy estimate yields $|bB_N| \geq |bA_N| + 1 - \chi(B_N) \geq |bA_N|$ and $\sum_{f \in F(B_N)} \deg f \leq \sum_{f \in F(A_N)} \deg f$. Thus we have

\[
\frac{q - 2}{2q} \cdot \sum_{f \in F(A_N)} \deg f \geq \frac{|bA_N|}{\alpha - 1} + \frac{|bA_N|}{2} - 1 + \frac{2q\alpha}{(\alpha - 1)^2}
\]

\[
= \frac{2q\alpha}{(\alpha - 1)^2}.
\]

Now (6.12) implies that

\begin{equation}
(6.15) \quad \frac{|bA_N|}{\sum_{f \in F(A_N)} \deg f} \leq \frac{\Phi(q, p)}{q} + \epsilon = \frac{q - 2}{q} \sqrt{1 - \frac{4}{(p - 2)(q - 2)}} + \epsilon.
\end{equation}

We conclude that $\sigma(G) \leq \Phi(q, p)/q$ because $\epsilon > 0$ is arbitrary. Finally the other inequalities in Theorem 4 can be easily deduced from (6.15), using duality and simple computation, and we left them to readers. This completes the proof of Theorem 4.
7. Vertex isoperimetric constants

Our bounds for isoperimetric constants in Theorems 3 and 4 were obtained by considering quasi-balls \( B_n \) instead of combinatorial balls \( B_n \). In the proof of Theorem 4 we directly used quasi-balls, and our proof of Theorem 3 was performed with quasi-balls in mind throughout. For example, we have come up with the idea of using depth because we wanted to study quasi-balls. Moreover, it seems that combinatorial balls never give isoperimetric constants as explained in Remark 4.3. But there are still lots of problems stated in terms of combinatorial balls, that combinatorial balls never give isoperimetric constants as explained in [30, Remark 4.3].

On the other hand, in literature there is another type of isoperimetric constants other than those in (1.2). Let \( S \) be a finite subgraph of a tessellation \( G = (V, E, F) \) of the plane, and let \( d_0S \) be the set of vertices in \( V(S) \) which have neighbors in \( V \setminus V(S) \). Also define \( d_1S \) as the set of vertices in \( V \setminus V(S) \) which have neighbors in \( V(S) \). Then the vertex isoperimetric constants are defined by

\[
\jmath_0(G) = \inf_S \frac{|d_0S|}{|V(S)|} \quad \text{and} \quad \jmath_1(G) = \inf_S \frac{|d_1S|}{|V(S)|},
\]

where infima are taken over all finite nonempty subgraphs \( S \). The constants \( \jmath_0(G) \) and \( \jmath_1(G) \) are studied in geometric group theory [16, 25, 17, 29], and they also appear in many other literature concerning graphs [3, 8, 21, 25, 26, 30, 31, 47, 52, 55, 56, 58, 59, 63, 64]. Note that these constants are related to each other by the equation \( \jmath_0(G) = \jmath_1(G)/(1 + \jmath_1(G)) \) (cf. [55, Lemma 6.1]). Moreover, one can see that if \( \jmath_0(G) > 0 \) or \( \jmath_1(G) > 0 \), then all of the other isoperimetric constants \( \upsilon(G), \upsilon^*(G), \upsilon_G \), and \( \upsilon^*_G \) are positive (cf. [55, Theorem 1(c)]). Conversely, if \( \upsilon(G) > 0 \) and vertex degrees are uniformly bounded (or \( \upsilon^*(G) > 0 \) and face degrees are uniformly bounded), we have \( \jmath_0(G) > 0 \) and \( \jmath_1(G) > 0 \).

Like the exponential growth rate, our method using quasi-balls does not work well for finding exact values of vertex isoperimetric constants. In fact, the methods in previous sections could yield some bounds for \( \jmath_0(G) \) and \( \jmath_1(G) \), but one can check that these bounds are not sharp. (We will describe such bounds in Theorem 17 below, but only for triangulations.) This phenomenon is understandable, however, because vertex isoperimetric constants are closely related to the exponential growth rate. Fix \( v_0 \in V \), and let \( B_n \) and \( S_n \) be the combinatorial balls and spheres, respectively, with radius \( n \) and centered at \( v_0 \). If \( \jmath_1(G) > 0 \), then

\[
|V(B_n)| = |V(S_n)| + |V(B_{n-1})| \geq \jmath_1(G) \cdot |V(B_{n-1})| + |V(B_{n-1})|
\]

for all \( n \in \mathbb{N} \), hence we have \( |V(B_n)| \geq (1 + \jmath_1(G))n \) and

\[
\mu(G) \geq \ln(1 + \jmath_1(G)) = \ln \left( \frac{1}{1 - \jmath_0(G)} \right).
\]

For triangulations, however, we have a different story because quasi-balls with a vertex core become combinatorial balls. For example, our computation immediately yields the following statement.
Theorem 10. Suppose $G = (V, E, F)$ is a triangulation of the plane and let $p \geq 6$. If $\deg v \geq p$ for all $v \in V$ then

$$j_1(G) \geq \frac{(p - 6) + \sqrt{(p - 2)(p - 6)}}{2},$$

and if $\deg v \leq p$ for all $v \in V$ then

$$j_1(G) \leq \frac{(p - 6) + \sqrt{(p - 2)(p - 6)}}{2}.$$

Proof. Suppose $\deg v \geq p$ for all $v \in V$, and let $S \subset G$ be a finite induced subgraph of $G$. We claim that every vertex in $bS$ belongs to $d_0S$. In fact, if $v \in V(bS) \setminus d_0S$, then there exists $u, w \in V(bS)$ such that a sequence of the form $[\ldots, u, v, w, \ldots]$ appears on $bS$ but there is no edge incident to $v$ and lying on the right of $[u, v, w]$. But because $G$ is a triangulation, the face incident to $v$ and lying on the right of $[u, v, w]$ must be the triangle with vertices $u, v$, and $w$, hence the edge $[u, w]$ belongs to $E(S)$ and the sequence $[u, v, w]$ cannot appear on $bS$. This contradiction proves the claim.

Now we follow the proof of Theorem 3 and obtain from (5.8) that

$$|d_0S| \geq \left(1 - \frac{1}{\alpha}\right) \cdot |V(S)| \quad \text{and} \quad |d_1S| \geq (\alpha - 1) \cdot |V(S)|,$$

where $\alpha = \frac{1}{2} \left\{p - 4 + \sqrt{(p - 4)^2 - 4}\right\}$. This completes the proof of the first statement of Theorem 10. If $\deg v \leq p$ for all $v \in V$, we follow Theorem 4 and obtain from (6.11) the second statement of Theorem 10. We leave the details to readers. \qed

Theorem 10 answers the first half of [47, Question 6.20] for the case $q = 3$ (i.e., the triangulation case), reconfirming a result by Haslegrave and Panagiotis in [31]. To be precise, Haslegrave and Panagiotis answered the first statement of [47, Question 6.20] for $q = 3$ and $q = 4$, but the question is still open for general $q$. By the way, Theorem 10 can be used to obtain the exponential growth rate via (7.2), which also confirms a result by Keller and Peyerimhoff in [42] for the case $q = 3$. Moreover, our method could give a better result for the exponential growth rate as follows.

Theorem 11. Suppose $G = (V, E, F)$ is a triangulation such that $\deg v \geq 6$ for all $v \in V$, and let $B_n$ be the combinatorial balls centered at a fixed vertex $v_0$. If

(7.3) $$\frac{1}{|V(B_n)|} \sum_{v \in V(B_n)} \deg v \geq c$$

for sufficiently large $n$, where $c$ is a positive real number $> 6$, then we have

$$\mu(G) \geq \ln \left(\frac{(c - 4) + \sqrt{(c - 2)(c - 6)}}{2}\right).$$

Proof. Let $S_n$ be the combinatorial sphere centered at $v_0$, and we observe that every vertex in $S_n$ has a neighbor in $S_{n+1}$. This is because $G$ is a non-positively curved triangulations, hence the distance function on $V$ cannot have local maxima (see [6] or [7]). Therefore $(B_n)^+ = B_{n+1}$ and $(B_{n+1})^- = B_n$ for every $n$. Moreover,
$B_n$ is simply connected and $bB_n = b_1B_n$ is a simple cycle. Thus we see that each inequality in the proof of Lemma\textsuperscript{9} becomes an equality in our case, and obtain
\[
|V(bB_{n+1})| = 6 + |bB_n| - 6 \sum_{v \in V(B_n)} \kappa(v),
\]
or
\[
(7.4) \quad s_{n+1} = 6 + s_n + \sum_{v \in V(B_n)} (\deg v - 6)
\]
for $n = 1, 2, \ldots$, where we used the notation $s_n = |V(S_n)|$. (See Section 8 of \textsuperscript{58} for a more detailed explanation of (7.4).) Therefore (7.3) implies
\[
s_{n+1} \geq 6 + s_n + (c - 6)(s_0 + s_1 + \cdots + s_n)
\]
for sufficiently large $n$, say $n \geq n_0$. Let $N \geq n_0$, and define $\{a_n\}_{n=n_0}^N$ as the sequence satisfying
\[
\begin{align*}
\{a_{n+1} = 6 + a_n + (c - 6)(s_0 + \cdots + s_{n-1} + a_n + a_{n+1} + \cdots + a_n) & \text{ for } n \geq n_0, \\
\}
\]
where $t$ is defined so that $a_N = s_N$. Then we have $\sum_{k=n_0}^{N-1} s_k \leq \sum_{k=n_0}^{N-1} a_k$ as before. Let
\[
\alpha = \frac{1}{2} \left\{ c - 4 + \sqrt{(c - 4)^2 - 4} \right\} > 1,
\]
and observe that
\[
a_{n+1} - \alpha \cdot a_n = 6 + \left(\frac{1}{\alpha} - 1\right) a_n + \left(\alpha + \frac{1}{\alpha} - 2\right)(s_0 + \cdots + s_{n-1})
\]
is bounded above by a constant not depending on $t = a_n$, hence not on the choice of $N$. But we know
\[
a_{n+2} - \alpha \cdot a_{n+1} = \frac{1}{\alpha} \cdot (a_{n+1} - \alpha \cdot a_n)
\]
for $n \geq n_0$, so $a_N - \alpha \cdot a_{N-1} \leq 6$ for sufficiently large $N$. Therefore
\[
(c - 6) \cdot |V(B_{N-1})| = (c - 6)(s_0 + s_1 + \cdots + s_{N-1})
\]
\[
\leq (c - 6)(s_0 + \cdots + s_{n-1} + a_n + a_{n+1} + \cdots + a_{N-1})
\]
\[
= a_N - a_{N-1} - 6 \leq a_N - \frac{a_N}{\alpha} + \frac{6}{\alpha} - 6 \leq \left(1 - \frac{1}{\alpha}\right) \cdot |V(S_N)|.
\]
Because $\alpha + 1/\alpha = c - 4$, this inequality implies $(\alpha - 1) \cdot |V(B_{N-1})| \leq |V(S_N)|$ for sufficiently large $N$. Now computation similar to (7.1) and (7.2) proves the theorem. We leave the details to readers. \hfill \Box

8. ISOPERIMETRIC CONSTANTS ON LOCALLY TESSELLATING PLANE GRAPHS

As we mentioned in the introduction, Theorem\textsuperscript{3} is still valid even when the graph $G$ is a local tessellation of the plane; i.e., even when $G$ has some infinigons. In fact, if a finite graph $S \subset G$ is given, then it definitely cannot contain infinigons in its face set, hence the computation in Sections\textsuperscript{3,5} is still valid and we have the same conclusions for $i^*(G)$ and $i^*_p(G)$. For the isoperimetric constants $i(G)$ and $i_p(G)$, there are several ways to overcome the hurdle, and one of them is to construct a tessellation $G'$ that includes a subgraph $S'$ which is isomorphic to $S$. Note that such
always exists. But perhaps a better way is to compute isoperimetric constants directly. First, we observe that the inequality (4.10) essentially says that
\[
|V(bS)| + q + \frac{pq - 2p - 2q}{2} \cdot |V(S)| \leq \frac{q - 2}{2} \cdot |\partial S|
\]
for every induced graph $S \subset G$, where $G$ satisfies the assumptions in Theorem 3.

Then by (5.8) we have
\[
|V(S)| \leq \frac{\alpha}{\alpha - 1} \cdot |V(bS)|,
\]
hence (8.1) implies
\[
\frac{\alpha - 1}{\alpha} \cdot |V(S)| + \frac{1}{2} \left( \alpha + \frac{1}{\alpha} - 2 \right) |V(S)| \leq \frac{q - 2}{2} \cdot |\partial S|,
\]
or
\[
\frac{|\partial S|}{|V(S)|} \geq \frac{1}{q - 2} \left( \alpha - 1 \right) = \frac{2}{(p - 1)(p - 2)} \sqrt{1 - \frac{4}{(p - 2)(q - 2)}}.
\]
This gives the lower bound for $i(G)$. The computation for the lower bound of $i_\sigma(G)$ is a little bit complicated. Note that for simply connected $S$ we have
\[
\sum_{v \in V(S)} \deg v = 2|E(S)| + |\partial S|.
\]
Thus computation similar to (5.3) yields
\[
\frac{p - 2}{2p} \sum_{v \in V(S)} \deg v \leq \frac{1}{2} \cdot |\partial S| + |F(S)|.
\]
But (5.3) and (8.2) imply
\[
\frac{q - 2}{2} \cdot |F(S)| \leq \frac{1}{2} \left( 1 + \frac{1}{\alpha} \right) |V(S)| \leq \frac{1}{2p} \left( 1 + \frac{1}{\alpha} \right) \sum_{v \in V(S)} \deg v,
\]
and the last two inequalities give the lower bound of $i_\sigma(G)$.

The case $q = \infty$ is also allowed in Theorem 4. In this case there is no assumption about face degrees, and the constants $i^*(G)$ and $i^*_\sigma(G)$ look meaningless. For $i(G)$ and $i_\sigma(G)$, one can immediately prove a corresponding statement by comparing $G$ with the $p$-regular tree, and interpreting $\Phi(p, \infty)$ appropriately such as $\Phi(p, \infty) = p - 2$.
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