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ABSTRACT

We consider the problem of sparse estimation of undirected graphical models via the $L_1$ regularization. The ordinary lasso encourages the sparsity on all edges equally likely, so that all nodes tend to have small degrees. On the other hand, many real-world networks are often scale-free, where some nodes have a large number of edges. In such cases, a penalty that induces structured sparsity, such as a log penalty, performs better than the ordinary lasso. In practical situations, however, it is difficult to determine an optimal penalty among the ordinary lasso, log penalty, or somewhere in between. In this paper, we introduce a new class of penalty that is based on the exponentiation of the minimax concave penalty. The proposed penalty includes both the lasso and the log penalty, and the gap between these two penalties is bridged by a tuning parameter. We apply cross-validation to select an appropriate value of the tuning parameter. Monte Carlo simulations are conducted to investigate the performance of our proposed procedure. The numerical result shows that the proposed method can perform better than the existing log penalty and the ordinary lasso.

1. Introduction

Gaussian graphical models have been widely used to investigate the conditional independence between two variables given other variables. It is well-known that the conditional independence between two variables corresponds to the zero entries of the inverse covariance matrix under a Gaussian assumption (Edwards, 2000). In recent years, many researchers have applied an $L_1$ regularization, such as the lasso (Tibshirani, 1996), to estimate the high-dimensional sparse inverse covariance matrix. Meinshausen and Bühlmann (2006) proposed fitting a lasso regression to each node with other nodes being predictors. We call that method MB. Peng et al. (2009) introduced a joint regression, which also fits the lasso regression but ensures the symmetry of the estimated inverse covariance matrix. Several authors have considered the problem of maximizing the penalized log-likelihood function via the lasso (e.g., Yuan and Lin, 2007; Banerjee et al., 2008; Rothman et al., 2008; Friedman et al., 2008; Witten et al., 2011, hereinafter referred to as graphical lasso).

It is well-known that the ordinary lasso implies the Laplace prior to each parameter independently, which means the probability that two nodes are connected is equal for any pair of nodes (Erdös and Rényi, 1960). In this case, the degree distribution becomes binomial, so that all nodes tend to have small degrees. However, in many real-world networks,
some nodes have a large number of edges. An example is citations between scientific papers; most papers are not referred, but there exist a few papers which are referred to by a large number of papers. In such cases, the degree distribution should be heavy-tailed such as the power-law distribution rather than binomial distribution. In fact, it is well-known that many real-world networks are often scale-free (Barabási and Albert, 1999), in which the degree distribution follows the power-law distribution.

The estimation of the scale-free networks is realized by specification of a prior distribution that the underlying network is likely to be scale-free. Because the scale-free prior indirectly imposes sparseness on networks (Del Genio et al., 2011), the sparse solutions can be obtained even if a sparse estimation procedure such as $L_1$ regularization is not employed. Some authors have estimated scale-free networks without the use of the $L_1$ regularization. Sheridan et al. (2010) took a full-Bayesian approach, and generated samples from the posterior distribution using Markov chain Monte Carlo (MCMC) methods. More recently, Maruyama and Shikita (2014) proposed a prior distribution for the inverse covariance matrix based on their work on protein complex prediction, and estimated the posterior modes by the simulated annealing algorithm. However, both the MCMC and the simulated annealing require heavy computational loads, resulting in difficulties in the estimation of high-dimensional data.

On the other hand, $L_1$ regularization procedures, such as the graphical lasso (Friedman et al., 2008), are fast and stable even if the number of variables is large. A few researchers have proposed methods for estimating scale-free networks via $L_1$ regularization. Liu and Ihler (2011) introduced a log penalty, which is viewed as a prior distribution for the scale-free network. Defazio and Caetano (2012) introduced submodular priors on the degree distribution of the networks, and applied a Lovász extension to obtain a convex relaxation. In the two approaches, only Liu and Ihler’s (2011) procedure can be directly applied to both the MB and the penalized maximum likelihood procedures. Defazio and Caetano’s (2012) procedure is based only on the penalized maximum likelihood procedure. Therefore, we focus attention on Liu and Ihler’s (2011) method to construct a general procedure.

In practical situations, Liu and Ihler’s (2011) method has two different difficulties. The first issue is that we do not know the degree distribution of the true network. If the true degree distribution follows a binomial distribution, the ordinary lasso may perform better than a log penalty. The second issue is that even if the true network is scale-free, their penalty may not estimate the scale-free network when the values of nonzero-parameters vary greatly, because their prior distribution is valid only when all of the nonzero elements have equal values. In this case, a nonconvex penalty such as an $L_0$ penalty performs better than the lasso.

In order to handle these issues, this paper introduces a new class of penalty that is based on the exponentiation of the minimax concave penalty (MCP; Zhang, 2010). The proposed penalty includes two different features. First, the proposed penalty includes the ordinary lasso and the log penalty Liu and Ihler (2011), and the gap between these two penalties is bridged by a tuning parameter. Second, the MCP, which bridges the gap between the $L_1$ and $L_0$ penalization, allows us to estimate a scale-free network even if some of the nonzero values vary greatly. We apply cross-validation to select an appropriate value of the tuning parameter, which allows us to select an optimal penalty among the lasso, MCP, log penalty, and somewhere in between. We conduct Monte Carlo simulations to investigate the effectiveness of the proposed procedure. The result shows that the proposed method can perform better than the existing log penalty and the ordinary lasso.
2. Estimating scale-free networks

2.1. Sparse Gaussian graphical modeling

Let $X = (X_1, \ldots, X_p)^T$ be a $p$-dimensional multivariate-normal distributed random variable with mean vector $0$ and variance-covariance matrix $\Sigma$. A nonzero element of the inverse covariance matrix $\Omega = \Sigma^{-1}$ corresponds to conditional dependence given other variables. We review two popular methods for estimating sparse inverse covariance matrices. The first method is the neighborhood selection proposed by Meinshausen and Bühlmann (2006). Under a Gaussian assumption, each variable is written as $X_i = \sum_{j \neq i} \beta_{ij} X_j + \delta_i$, where $\beta_{ij} = -\frac{\omega_{ij}}{\omega_{ii}}$ and $\delta_i \sim N(0, 1/\omega_{ii})$, so that $B = (\beta_{ij})$ and $\Omega$ share the same nonzero pattern. For this reason, Meinshausen and Bühlmann (2006) propose to conduct a lasso regression to each variable with all other variables being predictors. Suppose that we have $n$ random observations $x_1, \ldots, x_n$ from the $p$-dimensional normal population $N(0, \Sigma)$. Let $X_n$ be the $n \times p$ data matrix $X_n = (x_1, \ldots, x_n)^T$. Define $x_{(i)}^T$ as the $i$th row vector of $X_n$. In this case, we can write $X_n = (x_{(1)}, \ldots, x_{(p)})$. The following penalized squared loss function is minimized:

$$\frac{1}{2} \| x_{(i)} - \sum_{j \neq i} \beta_{ij} x_{(j)} \|^2 + P(\beta_{-i}),$$

where $\beta_{-i} = (\beta_{i1}, \ldots, \beta_{i,i-1}, \beta_{i,i+1}, \ldots, \beta_{ip})^T$ is the $(p-1)$-dimensional regression coefficient vector, and $P(\cdot)$ is the penalty term which produces the sparse solution. For example, $P(\beta_{-i}) = \lambda \sum_{j \neq i} |\beta_{ij}|$ is the lasso penalty.

In practice, it is possible that $\hat{\beta}_{ij} = 0$ but $\hat{\beta}_{ji} \neq 0$ for $i \neq j$, so that we usually use the following “AND rule” or “OR rule” to estimate the network:

**AND rule:** If $\hat{\beta}_{ij} \neq 0$ and $\hat{\beta}_{ji} \neq 0$, the nodes between the $i$th variable and $j$th variable are connected.

**OR rule:** If $\hat{\beta}_{ij} \neq 0$ or $\hat{\beta}_{ji} \neq 0$, the nodes between the $i$th variable and $j$th variable are connected.

In the second approach, we directly maximize the following $L_1$ penalized log-likelihood function

$$\log |\Omega| - \text{tr}(\Omega S) - P(\Omega),$$

where $S$ is the sample variance-covariance matrix. Here the first two terms correspond to the log-likelihood function, and the third term, $P(\Omega)$, is a penalty term. Yuan and Lin, (2007) proposed to use the lasso penalty in order to make some of the off-diagonal elements of $\Omega$ exactly zero

$$P(\Omega) = \lambda \|\Omega - \text{diag}(\Omega)\|_1.$$
The problem of Eq. (2) using the lasso penalty given by (3) is referred to as the graphical lasso. As mentioned in Zhao et al. (2012), although the graphical lasso ensures the symmetry of the inverse covariance matrix, it sometimes requires a large computational load compared with the MB.

Both the MB in (1) and the graphical lasso in (2) can be written in the following form:

$$\ell(\Theta) - P(\Theta),$$

where $$\Theta = (\theta_{ij})$$ is a $$p \times p$$ parameter matrix; $$\Theta = B$$ for the MB and $$\Theta = \Omega$$ for the graphical lasso. Here $$\ell(\Theta)$$ is the loss function, and $$P(\Theta)$$ is the penalty term. Hereinafter we use the general form given by (4) in order to construct a methodology that can be applied to both the MB and the penalized maximum likelihood procedure.

2.2. Estimating scale-free networks via the exponentiation of the minimax concave penalty (MCP)

In the Bayesian framework, the lasso penalty corresponds to an independent double-exponential prior on each parameter

$$\pi(\Theta) \propto \prod_{i=1}^{p} \exp(-\lambda ||\theta_{-i}||_1) = \prod_{i=1}^{p} \prod_{j \neq i} \exp(-\lambda |\theta_{ij}|),$$

where $$\theta_{-i}$$ is the $$(p-1)$$-dimensional vector $$(\theta_{i1}, \ldots, \theta_{i,i-1}, \theta_{i,i+1}, \ldots, \theta_{ip})^T$$. This prior distribution implicitly assumes that each pair of nodes is connected with equal probability, so that the degree distribution becomes binomial. In many real-world networks, however, the degree distribution follows the power-law distribution (Barabási and Albert, 1999). Because the number of edges for node $$i$$ is given by $$||\theta_{-i}||_0$$, the prior distribution for a power-law distribution would be

$$\pi(\Theta) \propto \prod_{i=1}^{p} (||\theta_{-i}||_0)^{-\lambda}.$$ 

The penalty term is then the logarithm of the prior distribution

$$P(\Theta) = \lambda \sum_{i=1}^{p} \log (||\theta_{-i}||_0).$$

The penalty in (5) has two problems. The first problem is that if $$\theta_{-i} = 0$$, the penalty becomes minus infinity. The second problem is that it is difficult to obtain a numerical solution with the non-convex penalty $$||\cdot||_0$$. Liu and Ihler (2011) proposed the following penalty term that handles the above issues:

$$P(\Theta) = \lambda \sum_{i=1}^{p} \log (||\theta_{-i}||_1 + a_i),$$

where $$a_i$$ is a positive value. However, there are two issues using the penalty in (6) as follows:

1. In practical situations, we do not know the degree distribution of the true network. If the true degree distribution follows a binomial distribution, the ordinary lasso may perform better than a log penalty in (6). Furthermore, as shown in our simulation study presented in Section 4.1.1, even if the true degree distribution follows the power-law distribution, a penalty that lies somewhere in between the lasso and the log penalty can perform better than the log penalty when the MB method (OR rule) is used.
2. Even if we know that the true degree distribution follows a power law, the penalty in (6) may not approximate the true network when some of the nonzero-parameters vary greatly, because (6) uses the $L_1$ norm instead of $L_0$ norm.

In order to handle the above issues, we extend the penalty in (6) as follows:

$$P(\Theta) = \lambda \alpha^{-1} C^{1-\alpha} \sum_{i=1}^{p} \left( \eta \sum_{j \neq i} p_{\eta, \gamma}(|\theta_{ij}|) + C \right)^{\alpha} - C^{\alpha},$$

(7)

where $\alpha \in (0, 1)$ is a tuning parameter between the MCP and log penalty, $C = (1 - \alpha)/\beta$ with $\beta > 0$, and $p_{\eta, \gamma}(|\theta_{ij}|)$ is the minimax concave penalty (MCP; Zhang, 2010)

$$\eta p_{\eta, \gamma}(|\theta|) = \eta \int_0^{|\theta|} \left( 1 - \frac{x}{\eta \gamma} \right)^+ dx$$

$$= \eta \left( |\theta| - \frac{\theta^2}{2\eta \gamma} \right) I(|\theta| < \eta \gamma) + \frac{\eta^2 \gamma}{2} I(|\theta| \geq \eta \gamma).$$

(8)

Here $\eta > 0$ and $\gamma > 0$ are tuning parameters in MCP. The MCP bridges the $L_1$ and $L_0$ penalizations, and the gap between $L_1$ and $L_0$ penalizations is bridged by the tuning parameter $\gamma$. When the MCP approaches $L_0$ penalty, the MCP is able to estimate the scale-free network even if some of the nonzero values vary greatly, because the $L_0$ penalty does not depend on the magnitude of nonzero values.

The proposed penalty includes 4 tuning parameters $\alpha, \beta, \gamma, \eta$. We describe the role of each.

- The tuning parameter $\alpha$ bridges the gap between the MCP and log penalty. When $\alpha \to 1$, the penalty term becomes ordinary MCP, i.e., $P(\Theta) = \lambda \sum_{i=1}^{p} \left( \eta \sum_{j \neq i} p_{\eta, \gamma}(|\theta_{ij}|) \right)$. On the other hand, when $\alpha \to 0$, we obtain the log penalty expressed as $P(\Theta) = \lambda \beta^{-1} \sum_{i=1}^{p} \left( \log(\eta \sum_{j \neq i} p_{\eta, \gamma}(|\theta_{ij}|) + \beta^{-1}) - \log(\beta^{-1}) \right)$ (the proof is given in Appendix A).

- The value of $\gamma$ controls the degrees of sparsity: if $\gamma \to \infty$, we have $\eta p_{\eta, \gamma}(|\theta|) = \eta |\theta|$, so that the MCP becomes the lasso. On the other hand, when $\gamma \to +0$, the MCP becomes an $L_0$ penalty.

- $\eta$ is a tuning parameter of the MCP. Typically $\eta = 1$.

- $\beta$ is a tuning parameter of the log penalty. Typically $\beta = 1$.

As a result, the penalty in (7) includes the ordinary lasso in (3), log penalty in (6), and $L_0$ penalty in (5).

**Remark 1** In this modeling procedure, the tuning parameter $\alpha$, along with $\lambda$, must be selected based on a given set of data. These parameters cannot be selected by the maximum likelihood procedure, because it estimates the most complex model (i.e., $\lambda = 0$). In the lasso-type penalization procedure, a commonly-used tuning parameter selection procedure is cross-validation (Friedman et al., 2010). Thus, we apply cross-validation to select the tuning parameters. Other tuning parameter selection procedures such as the empirical Bayes method should be considered but are beyond the scope of this paper. We would like to take this as a future research topic.
3. Algorithm

In this section, we describe a parameter estimation algorithm for maximizing the function in (4) using the proposed penalty in (7). It is difficult to directly deal with the penalty term, because it includes the exponential function. Thus, we apply the Minorize-Maximization algorithm (MM algorithm; Hunter and Lange, 2004) to obtain the weighted penalized likelihood function based on the MCP.

First, for given \(x_0 \geq 0\), let \(f(x)\) be

\[
f(x) = \frac{1}{(x_0 + C)^{1-\alpha}}(x - x_0) - \frac{1}{\alpha}(x + C)^\alpha - (x_0 + C)^\alpha, \quad x \geq 0.
\]

Because \(f(x_0) = f'(x_0) = 0\), \(f'(x) < 0\) for \(x < x_0\), and \(f'(x) > 0\) for \(x > x_0\), we obtain \(f(x) \geq 0\) for any \(x \geq 0\). Thus, we have the following basic inequality:

\[
\frac{1}{\alpha}(x + C)^\alpha - (x_0 + C)^\alpha \leq \frac{1}{(x_0 + C)^{1-\alpha}}(x - x_0), \quad x \geq 0, \ x_0 \geq 0. \tag{9}
\]

Let \(\Theta^{(t)}\) be the current value of \(\Theta\). From (9), we have

\[
P(\Theta) - P(\Theta^{(t)}) \leq \lambda C^{1-\alpha} \sum_{i=1}^{p} \frac{1}{\{\eta \sum_{j \neq i} p_{\eta,\gamma}(|\theta_{ij}|) + C\}^{1-\alpha}} \left\{\eta \sum_{j \neq i} p_{\eta,\gamma}(|\theta_{ij}|) - \eta \sum_{j \neq i} p_{\eta,\gamma}(|\theta_{ij}^{(t)}|)\right\}
\]

\[
= \sum_{i=1}^{p} \sum_{j \neq i} \lambda_{ij}^{(t)} \left\{\eta p_{\eta,\gamma}(|\theta_{ij}|)\right\} + \text{const.,}
\]

where

\[
\lambda_{ij}^{(t)} = \lambda \left(\frac{C}{\eta \sum_{i' \neq i} p_{\eta,\gamma}(|\theta_{i'j}|) + C}\right)^{1-\alpha}. \tag{10}
\]

Then, we obtain

\[
\{\ell(\Theta) - P(\Theta)\} - \{\ell(\Theta^{(t)}) - P(\Theta^{(t)})\} \geq \ell(\Theta) - \sum_{i=1}^{p} \sum_{j \neq i} \lambda_{ij}^{(t)} \left\{\eta p_{\eta,\gamma}(|\theta_{ij}|)\right\} + \text{const.} \tag{11}
\]

The equality in (11) holds if \(\Theta = \Theta^{(t)}\). Thus, the objective function increases monotonically (i.e., \(\ell(\Theta^{(t+1)}) - P(\Theta^{(t+1)}) \geq \ell(\Theta^{(t)}) - P(\Theta^{(t)})\)) by updating \(\Theta\) as follows:

\[
\Theta^{(t+1)} = \arg\max_{\Theta} \left[\ell(\Theta) - \sum_{i=1}^{p} \sum_{j \neq i} \lambda_{ij}^{(t)} \left\{\eta p_{\eta,\gamma}(|\theta_{ij}|)\right\}\right]. \tag{12}
\]

The optimization of (12) is given as follows: in the MB (i.e., the regression via the lasso-type penalization is conducted separately), we can use the sparsenet algorithm (Mazumder et al., 2011) to obtain the nonconcave penalized least squares estimates. In the penalized maximum likelihood procedure, it is difficult to directly apply the standard graphical lasso algorithm (Friedman et al., 2008). Therefore, the alternating direction method of multipliers algorithm (ADMM algorithm; Boyd et al., 2011) is applied. The detail of the ADMM algorithm for our penalty is provided in Appendix B. We have not shown any convergence properties for our algorithm. We would like to take this as a future research topic.
Remark 2 Liu and Ihler (2011) also applied the MM algorithm, and our algorithm generalizes Liu and Ihler’s. In fact, when $\alpha = 0$, the weight in (10) coincides with Liu and Ihler’s weight.

4. Monte Carlo simulation

Monte Carlo simulation was conducted to investigate the effectiveness of the proposed penalty. This simulation study consisted of two different parts. In the first simulation study, we compared the performance among various $\alpha$. In the second simulation study, we investigated whether the MCP can yield good performance if the values of nonzero-parameters vary greatly.

4.1. Comparison of performance among various $\alpha$

In the first simulation study, we investigated the performance among the lasso, the log penalty, and somewhere in between. Because the gap between the lasso and the log penalty is controlled by $\alpha$, we change only $\alpha$ ($\alpha = 0.0, 0.2, 0.5, 0.8, 1.0$) and other tuning parameters are fixed by $\beta = 1, \eta = 1,$ and $\gamma = \infty$.

The networks were generated according to the scale-free network and Erdős-Rényi model (Erdős and Rényi, 1960) as follows:

**Scale-free network** We first generated $p = 1000$ i.i.d. sample $D_1, \ldots, D_p$ according to the power-law distribution $p(k) \propto k^{-s}$ with $s = 2.4$. Then, $M = 2000$ edges between node $i$ and node $j$ were randomly connected with the probability $D_i D_j / \sum_{i', j'} D_{i'} D_{j'}$. Finally, several edges corresponding to the isolated vertices were randomly added, resulting in $M = 2185$ edges. Note that it is not necessary to assume that the minimum degree of the graph is one. However, if isolated nodes exist, it is important to investigate the cluster of variables (Tan et al., 2013), which is beyond the scope of this research. Thus, we eliminated such isolated nodes.

This network corresponds to a static model of scale-free networks (Goh et al., 2001), in which the number of nodes $p$ is considered to be constant.

**Erdős-Rényi model** In the Erdős-Rényi model (Erdős and Rényi, 1960), all pairs of two nodes are connected with equal probability. The number of edges was $M = 2000$. As is the case with the scale-free network, we added 20 more edges to eliminate the isolated vertices.

Let $A$ be a graph generated in the two previous steps of making scale-free networks and Erdős-Rényi models. An inverse covariance matrix $\Omega$ was then generated using the $p \times p$ adjacency matrix $A$ as follows: we first created a matrix $E = (E_{ij})$

$$
E_{ij} = \begin{cases} 
U[D] & \text{if } A_{ij} = 1 \\
0 & \text{otherwise} 
\end{cases}
$$

where $U[D]$ is a random sample from a uniform distribution with $D = [-0.75, -0.25] \cup [0.25, 0.75]$. We calculated $\bar{E} := (E + E^T)/2$ and set $\Omega = \bar{E} + (\delta - \lambda_{\text{min}})I$ with $\delta = 0.1$, where $\lambda_{\text{min}}$ is the smallest eigenvalue of $\bar{E}$ and $I$ is the identity matrix. Then, we set $\Omega = L^{1/2} \Omega L^{1/2}$, where $L = \text{diag}(\Omega^{-1})$.

Based on the above covariance matrix, we generated 10 datasets with $n = 2000$, and applied the MB and the penalized maximum likelihood procedure based on the proposed penalty. For the scale-free network, the log penalty (i.e., $\alpha = 0.0$) would be desirable. On
the other hand, for the Erdős-Reényi graph, the ordinary lasso ($\alpha = 1.0$) may perform better than the log penalty.

4.1.1. Comparison of true positive rate

We first compared the performance among various $\alpha$. Figure 1 shows the true positive rate (TPR) for each $\alpha$ averaged over 10 datasets. TPR indicates the proportion of cases where nonzero elements correctly set to nonzero. For each $\alpha$, we chose $\lambda$ so that the estimated number of edges is equal to 1500, $M_0$, and 3000. Here $M_0$ is the true number of edges; $M_0 = 2185$ for scale-free networks and $M_0 = 2020$ for Erdős-Reényi model. From Figure 1, we observe that

- For both scale-free and Erdős-Rényi graphs, the results were essentially independent of the number of edges.
- The penalized maximum likelihood procedure resulted in a satisfactory result, i.e., $\alpha = 0.0$ (log penalty) performed the best for the scale-free network, and $\alpha = 1.0$ (lasso) performed the best for the Erdős-Reényi graph.
- For the MB method, the OR rule performed better than the AND rule on scale-free networks.

Fig. 1: True positive rate (TPR) for $\alpha = 0.0, 0.2, 0.5, 0.8, 1.0$ averaged over 10 datasets. The dashed line of the “PML” indicates the penalized maximum likelihood procedure. The value of $\lambda$ was chosen so that the estimated number of edges is equal to 1500, $M_0$, and 3000. Here $M_0$ is the true number of edges; $M_0 = 2185$ for scale-free networks and $M_0 = 2020$ for Erdős-Reényi model.
Estimating Scale-free Networks

- The AND rule and the OR rule yielded completely different results. By definition of the AND rule and OR rule, the graph estimated by the AND rule is identical to that estimated by the OR rule only when \( B \) is symmetric. Therefore, the estimated regression coefficient matrix \( B \) obtained by the MB was far from symmetric.

- The result of OR rule was not largely affected by \( \alpha \), resulting in stable estimates for all \( \alpha \).

- For the MB, the change of TPR with respect to \( \alpha \) was not what we have expected. For example, the ordinary lasso somehow performed better than the log penalty for OR rule when the true network was scale-free.

We investigated the unreasonable change of TPR with respect to \( \alpha \) of the MB for the scale-free network. First, we computed the true degrees for all nodes \( d_1, \ldots, d_p \), and arranged them in a descending order, say, \( d_{i_1}, \ldots, d_{i_p} \). Then, we picked one of the 10 datasets, and counted the number of edges for nodes \( i_1, \ldots, i_p \). Figure 2 depicts the number of edges for

---

Fig. 2: The number of edges for nodes \( i_1, \ldots, i_{20} \) when \( \alpha = 0.0 \) (log penalty) and \( \alpha = 0.5 \). Both AND rule (left side) and OR rule (right side) are displayed.
nodes $i_1, \ldots, i_{20}$ when $\alpha = 0.0$ (log penalty) and $\alpha = 0.5$. The value of $\lambda$ was chosen so that the estimated number of edges was approximately equal to the true number of edges. The OR rule selected too many edges for $i_2, i_3,$ and $i_4$ when $\alpha = 0.0$, but the AND rule did not. Thus, the $i_2, i_3$ and $i_4$th rows of the estimated coefficient matrix $B$ were extremely dense but the corresponding columns were sparse (for example, the $i_4$th row of $B$ had 511 nonzero values but the $i_4$th column had only 15 nonzero values). As a result, it is better to use $\alpha = 0.5$ rather than $\alpha = 0.0$ for OR rule, even if the true network is scale-free.

The result of Fig. 1 shows that the MB with the OR rule seems to be worse than the penalized maximum likelihood procedure for the scale-free network when $\alpha = 0.0$. However, if an appropriate value of $\alpha$ is selected, both the penalized maximum likelihood procedure and the MB (OR rule) yielded similar TPR.

In general, it is important to investigate the false positive and negative rates. However, in this case, the selected number of edges was fixed for all $\alpha$. Therefore, if the TPR is large, the FPR becomes small.

### 4.1.2. Selection of $\alpha$ by cross-validation

In practical situations, the values of $\alpha$ and $\lambda$ are unknown. In order to choose these tuning parameters, we applied 10-fold cross-validation (CV) to the MB. In the 10-fold cross-validation procedure, we split the data into 10 parts, $X^{(1)}, \ldots, X^{(10)}$, that consist of almost equal-size sample sizes. Let $X^{(-k)} = (X^{(1)}, \ldots, X^{(k-1)}, X^{(k+1)}, \ldots, X^{(10)})$. The loss functions constructed by $X^{(k)}$ and $X^{(-k)}$ are denoted by $\ell^{(k)}(\Theta)$ and $\ell^{(-k)}(\Theta)$, respectively. Then, we estimate the parameter by $\Theta^{(k)} := \arg\min_\Theta -\ell^{(-k)}(\Theta) + P(\Theta)$ for $k = 1, \ldots, 10$, and minimize the following CV value with respect to $\alpha$ and $\lambda$:

$$CV = -\frac{1}{10} \sum_{k=1}^{10} \ell^{(k)}(\Theta^{(k)}). \quad (13)$$

We did not apply the 10-fold cross validation to the penalized maximum likelihood procedure, because this procedure has a large number of parameters (in this simulation, we have $p(p+1)/2 \approx 500,000$ parameters) and then requires heavy computational load (e.g., Zhao et al., 2012). Figure 3 shows the value of the CV, and Figure 4 shows the true positive
Fig. 4: The value of F-measure, true positive (TP) and the false positive (FP) for each α. The left column correspond to the scale-free network, and the right column corresponds to the Erdős-Reényi graph.

(TP), the false positive (FP), and the F-measure for each α. Here the number of positive examples which are predicted correctly is denoted by TP (true positive). The F-measure is defined by

\[ \text{F-measure} = \frac{2TP}{2TP + FN + FP} \]

For the scale-free network, the CV value was minimized at \( \alpha = 0.8 \), in which the TP on
AND rule attained the maximum value. The FP increases as \( \alpha \) increases. At least the true positive on \( \alpha = 0.5 \) and \( \alpha = 0.8 \) was larger than that on \( \alpha = 1.0 \). Therefore, the 10-fold cross validation did not select an inappropriate value of tuning parameter.

For the Erdős-Rényi graph, the CV value was minimized at \( \alpha = 0.8 \). The TP on \( \alpha = 0.8 \) was better than that on \( \alpha = 0.0, 0.2, 0.5 \), but worse than that on \( \alpha = 1.0 \). However, the FP on \( \alpha = 1.0 \) was relatively larger than that on \( \alpha = 0.8 \). Therefore, the tuning parameter selected by the 10-fold cross validation seems to be reasonable.

On the both scale-free networks and Erdős-Rényi graph, the minimum value of CV did not yield a large F-measure. However, this result does not mean that the cross-validation performed poorly; i.e., the change in false positive due to \( \alpha \) was much larger than that in true positive and false negative, which indicates that the F-measure was strongly affected by the false positive.

### 4.2. Performance of the minimax concave penalty (MCP)

If all of the nonzero components have the same values, we have \( \| \theta_i \|_1 = c \cdot \| \theta_i \|_0 \). In this case, Liu and Ihler’s (2011) penalty becomes the log penalty based on the \( L_0 \) norm given in (5), so that their procedure may perform well. However, if the nonzero components of the \( \Theta \) have different values, Liu and Ihler’s (2011) may not perform well. In such cases, our penalty based on MCP may perform better than Liu and Ihler’s (2011) penalty, because the MCP approaches an \( L_0 \) penalty as \( \gamma \) decreases. In order to investigate this, we generated the following two types of inverse covariance matrix \( \Omega \).

**Type (A):** Same as the generation of inverse covariance matrix presented by Section 4.1., but with \( M = 400 \) and \( \delta = 0.01 \) instead of 0.1. Note that arbitrary \( \delta > 0 \) ensures the positive definiteness of \( \Omega \), but if \( \delta \) is small, the nonzero elements of \( \Omega \) vary greatly.

**Type (B):** We set \( \Omega = I + 0.05A \), in which the nonzero components of \( \Omega \) have the same value. Here, \( A \) is an adjacency matrix.

We created a scale-free network with \( s = 2.1 \) and \( p = 100 \), and generated \( n = 500 \) observations based on this network. The parameters \( \beta \) and \( \eta \) were fixed by \( \beta = 1.0 \) and \( \eta = 1.0 \). Figure 5 shows a receiver operating characteristic (ROC) curve averaged over 10 datasets for \((\alpha, \gamma) = (1.0, 1.5), (\alpha, \gamma) = (1.0, \infty), \text{ and } (\alpha, \gamma) = (0.0, \infty)\). We also applied the ordinary lasso (i.e., \( \alpha = 0.0 \) and \( \gamma = \infty \)). The \( x \) axis shows the number of edges of the graph derived from \( \Omega \), and the \( y \) axis shows the TPR. The “logMC” corresponds to our proposed penalty, “log” is the Liu and Ihler’s penalty, and the lasso corresponds to the ordinary lasso. The vertical line corresponds to the true number of edges. The result shows that

- Because the true network was scale-free, the log penalty performed better than the ordinary lasso.

- When we used the inverse covariance matrix of Type (A) (i.e., the nonzero elements vary greatly), our penalty performed better than Liu and Ihler’s penalty. On the other hand, in Type (B), our method and Liu and Ihler’s method yielded similar results.
Exponentially Growing Network

Fig. 5: Receiver operating characteristic (ROC) curve averaged over 10 datasets. The x axis shows the number of edges of the graph derived from \( \Omega \), and the y axis shows the TPR. “logMC”, “log”, and “lasso” correspond to \((\alpha, \gamma) = (1.0, 1.5)\), \((\alpha, \gamma) = (1.0, \infty)\), and \((\alpha, \gamma) = (0.0, \infty)\), respectively. The vertical dashed line corresponds to the true number of edges.

5. Conclusion and Discussion

We have introduced a new class of penalty that includes the ordinary lasso and the log-penalty. The value of \( \alpha \) bridges a gap between the lasso and the log penalty, and is selected by CV. However, the value of \( \beta \) also bridges the gap between these two penalties. As a future research topic, it is interesting to compare the performance of our penalty by changing the value of \( \beta \).

Although our nonconvex penalty can be applied when the value of the non-zero elements varies, we observe that the performance of our procedure tends to be quite similar to that of Liu and Ihler’s procedure when the number of variables is large. Another interesting research topic is to investigate whether the nonconvex penalty can be used for high-dimensional data on the penalized maximum likelihood procedure.
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Appendix A. Proof that our penalty becomes log penalty when \( \alpha \to 0 \)

Let

\[
    h(\alpha) = \alpha^{-1} C^{1-\alpha} \left\{ (r + C)^\alpha - C^\alpha \right\},
\]
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where $C = (1 - \alpha)/\beta$, $r$ is a constant which does not depend on $\alpha$. Then, it is sufficient to show that

$$\lim_{\alpha \to 0} h(\alpha) = \frac{1}{\beta} \left\{ \log \left( r + \frac{1}{\beta} \right) - \log \left( \frac{1}{\beta} \right) \right\}. \quad (14)$$

Let $\tilde{h}(\alpha) = \alpha h(\alpha)$. The differential of $\tilde{h}(\alpha)$ is

$$\tilde{h}'(\alpha) = C^{1-\alpha} \left\{ (C + r)^{\alpha} - C^{\alpha} \right\} (-\log C - 1) + C^{1-\alpha} \left[ (C + r)^{\alpha} \left\{ \log (C + r) - \frac{\alpha}{\beta (C + r)} \right\} - C^{\alpha} \left( \log C - \frac{\alpha}{1 - \alpha} \right) \right].$$

Thus, by L'Hôpital's rule, we obtain (14).

Appendix B. ADMM algorithm

In the ADMM algorithm, we prepare a new $p \times p$ matrix $\Omega_0$, and rewrite the problem of (12) as follows:

$$\max \Omega \left[ \ell(\Omega) - \sum_{i=1}^p \sum_{j \neq i} \lambda_{ij}^{(l)} \{ \eta p_{i,j} (|\omega_{ij})_0 |) \right] \text{ subject to } \Omega = \Omega_0, \quad (15)$$

where $(\omega_{ij})_0$ is the $(i,j)$th element of $\Omega_0$. The scaled augmented Lagrangian for (15) takes the form

$$L_\rho(\Omega, \Omega_0, \Lambda) = -\ell(\Omega) + \sum_{i=1}^p \sum_{j \neq i} \lambda_{ij}^{(l)} \{ \eta p_{i,j} (|\omega_{ij})_0 |) \} + \text{tr}(\Lambda^T (\Omega - \Omega_0)) + \frac{\rho}{2} \|\Omega - \Omega_0\|_F^2. \quad (16)$$

In the ADMM algorithm, the parameter is updated as follows (Boyd et al., 2011)

$$\Omega^{(k+1)} = \arg\min_{\Omega} \left\{ -\ell(\Omega) + \frac{\rho}{2} \|\Omega - \Omega_0^{(k)} + U^{(k)}\|_F^2 \right\}, \quad (17)$$

$$\Omega_0^{(k+1)} = \arg\min_{\Omega_0} \left\{ \sum_{i=1}^p \sum_{j \neq i} \lambda_{ij}^{(l)} \{ \eta p_{i,j} (|\omega_{ij})_0 |) \} + \frac{\rho}{2} \|\Omega^{(k+1)} - \Omega_0 - U^{(k)}\|_F^2 \right\}, \quad (18)$$

$$U^{(k+1)} = U^{(k)} + \Omega^{(k+1)} - \Omega_0^{(k+1)}.$$

First we solve the problem (17). By differentiating the augmented Lagrangian $L_\rho(\Omega, \Omega_0, \Lambda)$ in (16) with respect to $\Omega$, we have

$$\rho \Omega - \Omega^{-1} = \rho(\Omega_0^{(k)} - U^{(k)}) - S. \quad (19)$$

In order to solve the problem of (19), we take the orthogonal eigen-value decomposition of the righthand side of (19)

$$\rho(\Omega_0^{(k)} - U^{(k)}) - S = P \Lambda P^T,$$

where $P$ is a orthogonal matrix, and $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_p)$ with $\lambda_i$ being the eigenvalues. Assuming $\tilde{\Omega} = P \Omega P^T$, we have

$$\rho \tilde{\Omega} - \tilde{\Omega}^{-1} = \Lambda.$$
Since $\hat{\Omega}$ is a diagonal matrix, the solution of $\hat{\Omega}$ is given by

$$\hat{\Omega}_{ii} = \lambda_i + \sqrt{\lambda_i^2 + 2\rho}.$$ 

Then, we obtain the solution $\Omega = P\hat{\Omega}P^T$.

An element-wise solution of (18) can be obtained; we only need to solve the following problem:

$$S(\tilde{\theta}) = \arg\min_{\theta} \left\{ \frac{1}{2} (\theta - \tilde{\theta})^2 + \eta^* p_{\eta^*} (|\theta|) \right\}.$$ 

The solution $S(\tilde{\theta})$ can be expressed in a closed form for MCP if $\gamma^* > 1$. In fact, the problem is convex, so that we have thresholding function for MCP

$$S(\tilde{\theta}) = \begin{cases} 
\text{sgn}(\tilde{\theta})(|\tilde{\theta}| - \eta^*) + \frac{1}{1 - 1/\gamma^*} & \text{if } |\tilde{\theta}| \leq \eta^* \gamma^* \\
\tilde{\theta} & \text{if } |\tilde{\theta}| > \eta^* \gamma^*.
\end{cases}$$

If $\gamma^* \leq 1$, the problem becomes non-convex, so that we cannot easily derive an explicit formula. However, the solution is expressed as

$$S(\tilde{\theta}) \in \{0, \tilde{\theta}, \text{sign}(\tilde{\theta})\eta^* \gamma^*\},$$

so that we can easily compute the $S(\tilde{\theta})$ numerically.
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