Rederivation of the Casimir force under the completeness relation of continuum operator
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Casimir effects manifests that, the two closely paralleled plates, generally produce a macroscopic attractive force due to the quantum vacuum fluctuations of the electromagnetic fields. The derivation of the force requires an artificial regulator by removing the divergent summation. By including naturally a spectrum density factor, based on the observation that an incomplete eigenvectors of observable, such as the eigenstates for the photons in the free field, can form a complete set of eigenvectors by introducing a unique spectrum transformation, an alternative way is presented to rederive the force, without using a regulator. As a result, the Casimir forces are obtained with the first term $-\pi^2 \hbar c/(240a^4)$ attractive, and the second one, $-\pi^4 \hbar^2 c^3 \sigma^2/(1008a^6)$, also attractive but smaller, with $a$ the plate separation, and $\sigma$ a to-be-determined small constant number in the spectrum density factor.

PACS numbers: 05.30.Fk, 03.75.Hh, 03.75.Ss, 67.85.-d

I. INTRODUCTION

The well known Casimir effects [1, 2], demonstrates that the quantum vacuum fluctuation of the electromagnetic fields produces a macroscopic attractive force between the two closely paralleled plates. Or, more generally, the zero point energy of the confined photon fields contributes to the force, which is $-\pi^2 \hbar c/(240a^4)$ with $a$ being the plate separation, arising when the virtual particles are excluded from the space between the plates as the separation $a$ is smaller than the wavelength of the particles. The Casimir forces is precisely measured by Lamoreaux in 1997 between parallel conducting plates to about 1% precision [3].

Since that, people realized that quantum vacuum fluctuations had measurable consequences. For example, the atomic Casimir effect can account for the Lamb shift of spectra [10] and modify the magnetic moment for the electron [5]. This type of vacuum fluctuations is now vital to our understanding of nature.

Recently, renewed attention has been focused on the Casimir effects branching out in various fields ranging from nanoscopic physics [6] to cold atomic physics [7]. The Casimir pressure between two gold-coated plates was measured with an error of 0.2% at $d = 160 \text{nm}$ [8] and more elegant measurement was done between a metalized sphere and flat plate with the plate-sphere surface separations from 0.1 to 0.9 $\mu\text{m}$ [9].

Further studies concern the gravitational Casimir effect with nonidealized boundary conditions [10] and the fermion Casimir effect triggered due to the statistics obeyed by fermions as opposed to bosons [11]. When the plates moves at relativistic speeds, real photons are produced while the speed of the pairs of the virtual particles does not match the speed of the plates, termed as the dynamic Casimir effect, recently observed in a superconducting circuit [12]. Ultracold atomic gases provide one of the most versatile platforms for realizing exotic many-body quantum states of matter, due to their unprecedented tunability and controllability in almost all aspects of the system parameters [13, 14]. Recently, Casimir effects are studied in a cold atomic sample of dilute Rydberg atoms trapped in front of a rough substrate [7].

Originally derived by using the quantum-mechanical perturbation theory to fourth order in $e$ [15], the Casimir force, in the standard approach, is calculated by computing the change in the zero-point energy $E$ per unit area of the electromagnetic field when the separation between perfectly paralleled conducting plates is changed, that is, $F_c = -\partial E/\partial a$. This derivation is mathematically much simpler. However, debate still exists. Schwinger had pointed out that the Casimir effects can be explained without reference to zero-point energies or even to the vacuum [10]. Also Jaffe realized that the concept of zero point fluctuations is not a necessity but a heuristic and calculational aid in the description of the Casimir effect [17].

Moreover, in the calculation of the vacuum energy, infinite sums over the momenta are taken which lead to divergence, and therefore, artificial regulators are needed, to remove the divergence. For example, the zeta-function, heat kernel, and Gaussian regulator are introduced. In this paper, partially motivated by the rapid experimental progress in the Casimir effect, and aiming at avoiding the regulations of the infrared divergences in the zero energy, we rederive the Casimir force by considering the completeness relation of continuum spectrum of photons, where a spectrum density factor is naturally included to count for the number of eigenstates for the different momentum of the photons.

The rest of the paper is organized as follows: in Sec. II, we introduce a spectrum density of free photons in the free field or a statistic weight factor for photons of a momentum. In Sec. III, we use this spectrum density to rederive the Casimir effect. In addition, we obtain a small correction to the Casimir force, which in turn...
settles down the undetermined constant in the spectrum density. Section IV is devoted to conclusions and outlooks.

II. SPECTRUM DENSITY OF FREE PHOTONS IN THE FREE FIELD

We consider the typical Casimir effect with a pair of uncharged conducting metal plates at distance $a$ apart. Assuming the parallel plates lie in the $xy$-plane, then, the virtual photons which constitute the vacuum field of quantum electrodynamics are free in $xy$ and confined in $z$ directions. The standing waves between the metal plates are,

$$\psi_n(x, y, z; t) = e^{-i\omega_k t}e^{ikx + ik_y y} \sin(k_n z), \quad (1)$$

with $k_x, k_y \in (-\infty, \infty)$ the wave vectors free in the $xy$-direction. However, the boundary condition in the $z$-direction $\psi_n(x, y, 0; t) = \psi_n(x, y, a; t)$ requires,

$$k_n = \frac{n\pi}{a}, \quad (n = 1, 2, ...).$$

The frequency of the wave is

$$\omega_{k,n} = c\sqrt{k^2 + \frac{n^2 \pi^2}{a^2}}, \quad (2)$$

with $k^2 = k_x^2 + k_y^2$. The vacuum energy (zero energy) per area is then,

$$E(a) = 2 \int \int \frac{d^2k}{(2\pi)^2} \sum_{n=1}^{\infty} \frac{\hbar}{2} \omega_{k,n}, \quad (3)$$

where a factor of 2 is responsible for the two possible polarizations of the wave, and from which the Casimir force can be calculated,

$$F_c = \frac{\partial E(a)}{\partial a}. \quad (4)$$

By noticing the summation over $n$ in Eq. (3), the result is clearly infinite! The computation of the Casimir force also leads to infinite sums, and therefore, requires regularization. The divergent sum for vacuum energy can be decomposed into an infinite and a finite part. Usually a regulator, such as, of zeta-function, heat kernel, or Gaussian, is introduced to make the expression finite, and in the end it will be removed. Normally the finite part doesn’t depend on the choice of the regulator. Actually, Jared Kaplan has proofed in this course note [21] that, any regulator $f(x)$ in $E(a)$ gives

$$E(a) = \hbar \int \int \frac{d^2k}{(2\pi)^2} \sum_{n=1}^{\infty} f(\frac{n}{L\Lambda}) \omega_{k,n} \sim -\frac{\hbar c^2 f(0)}{720a^4}, \quad (5)$$

and thus the correct attractive Casimir force as long as $f(0) = 1$. Besides, another two requirements on $f(x)$ are that, the ultra high energy, short distance modes are irrelevant for the physics and the short distance regulator function $f(x)$ does not change the modes at very long distances, where the Casimir effect actually arises. Here, $\Lambda \gg a$ and $\Lambda$ is the high momentum cutoff.

However, to derive the Casimir force, it is not a necessity to induce the regularization. For example, the UV cut-off is possible [19]. In Casimir’s original paper [1], he compared the situation in which the plate is at a small distance and the situation in which it is at a very large distance. The difference between the two gives an finite attractive force.

In this paper, we present an alternative way to rederive the force by including a spectrum density factor without introducing a regulator (discussed in greater detail below and in the Appendix). Before going into the results, we have to discuss the completeness relation of the photon in the free space [20].

For the photon in the free field, the eigenvector set of its momentum and energy is, $\{ |k, \lambda(1)\rangle \}$, where $k$ is its wave vector (or momentum), and $\lambda$ its two transverse polarizations. The eigenvector usually takes,

$$|k, \lambda(1)\rangle \sim e^{-ik \cdot x}. \quad (6)$$

Same as the two examples in the Appendix, the set of eigenstates of the continuum spectra is not unique, and usually, incomplete. This eigenstate can not be used as a basis, and as a result, the physical quantities based on it will lead to divergence. From the Appendix, we know that an incomplete eigenvectors of observable can be transformed into a unique complete set by introducing a spectrum density factor. Thus, we change Eq. (6) into,

$$|k, \lambda\rangle = f(k, \lambda)|k, \lambda(1)\rangle = f(k)|k, \lambda(1)\rangle, \quad (7)$$

where $f(k, \lambda)$ is the spectrum density factor. The second equality is due to the isotropic of the space. After the transformation, the set of eigenstates for photons in free space is given by Eq. (7) satisfying the completeness relation, and $f(k)$ is the spectrum density or the statistic weight factor for photons of momentum $k$, to be determined by the relevant experiment, for instance, the experiments measuring the Casimir pressure between two gold-coated plates [8]. From the above analysis, we conclude that the number of eigenstates within $k \rightarrow k + dk$ is $f(k)|k, \lambda(1)\rangle dk$.

III. CASIMIR EFFECT

In this section, we will rederive the Casimir effect by considering the spectrum density factor for photons within momentum $k + dk$. For the definite $n$, Eq. (2) gives,

$$\frac{dk}{k} = \frac{1}{c^2} \omega_{k,n} d\omega_{k,n}, \quad (8)$$
where \(B\) is the Bernoulli numbers \([22]\), we obtain the energy,

\[
E(a) = 3B_0 \frac{a^2}{\pi^2 \sigma^4} - (1 + B_1) \frac{a}{\pi \sigma^2} + B_2 \frac{\pi^3 \sigma^2}{240a^3} + B_4 \frac{\pi^4 \sigma^2}{120a^3} + \ldots \tag{13}
\]

Here, \(B_0 = 1, B_1 = -\frac{1}{2}, B_2 = 0, B_3 = 0, B_4 = \frac{1}{30}, B_5 = 0,\) and \(B_6 = -\frac{1}{42}.

When the distance between the plates goes to infinity \(a \to \infty\), it is the energy of the real vacuum,

\[
\lim_{a \to \infty} E(a) = 3B_0 \frac{a^2}{\pi^2 \sigma^4} - (1 + B_1) \frac{a}{\pi \sigma^2}.
\]

When choosing the zero energy to be the real vacuum, we obtain the effective energy per area between the plates,

\[
E_{\text{eff}}(a) = B_2 \frac{\pi^2 \sigma^2}{240a^3} - B_5 \frac{\pi^3 \sigma^2}{40a^4} + B_6 \frac{\pi^4 \sigma^2}{120a^5} + \ldots \tag{14}
\]

and the force per area,

\[
F_c = -\frac{\partial}{\partial a} E(a) = -\frac{\pi^2 \hbar c}{240a^4} + \frac{\pi^4 \hbar c^3 \sigma^2}{1008a^6} + \ldots \tag{15}
\]

It is seen that the plates do affect the virtual photons which constitute the field, and generate a net attractive force. The first term gives the usual attractive Casimir force, \(F_c \sim -\sigma \omega_{k,n}\), and the second term is a small correction to the force, which means \(\sigma \sim a/c\). We want to emphasize that, the scheme we proposed here, is obviously different from the normally adopted regulation procedure, where the infinitesimal number is chosen to be \(\sigma \to 0\) at the end of the calculation.

By doing the integration over \(\omega\), we achieve,

\[
E(a) = \frac{\hbar}{2\pi c^2} \int_{\sigma a}^{\infty} f(\omega_{k,n}) \omega_{k,n}^2 d\omega_{k,n} \tag{9}
\]

As discussed in Sec. II, a spectrum density factor \(f(\omega_{k,n})\) is missing in Eq. (8) and thus the above equation has to be,

\[
E(a) = \frac{\hbar}{2\pi c^2} \sum_{n=1}^{\infty} \int_{\sigma a}^{\infty} f(\omega_{k,n}) (\omega_{k,n})^2 d\omega_{k,n} \tag{10}
\]

Now we derive the analytic expression of \(E(a)\) by assuming \(f(\omega) = e^{-\sigma\omega}\), with \(\sigma\) as the unit of time, and is a constant to be determined by the experiments. We want to emphasize that, the scheme we proposed here, is obviously different from the normally adopted regulation procedure, where the infinitesimal number is chosen to be \(\sigma \to 0\) at the end of the calculation.

IV. CONCLUSIONS

We have rededuced the Casimir force between the two paralleled metallic plates by using the completeness of the eigenvector set for the photon in the free field. We have found that without introducing a regulator or the UV-cutoff, we obtained the Casimir force while including a spectrum density factor. The first term gives the correct attractive Casimir force, \(-\pi^2 \hbar c/(240a^4)\), and the second term, \(-\pi^4 \hbar c^3 \sigma^2/(1008a^6)\), is also attractive and gives a small correction to the force. The constant \(\sigma\) in the spectrum density could be determined by the precise experiments measuring the Casimir pressure between two gold-coated plates \([8]\) or in a cold atomic sample of dilute Rydberg atoms trapped in front of a rough substrate \([7]\).

In the near future, it is of interest to consider Lamb energy shift \([3]\). Other physics relying on the regulator or UV cutoff could also be addressed by including the present spectrum density factor \([10, 11]\).
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Appendix A: The completeness of the continuum operators

In this Appendix, we explain that the completeness of the continuum operators could be achieved by a transformation. We illustrate the idea by first discussing it for...
a discrete number operator $\hat{n} = \hat{a}^\dagger \hat{a}$, which is Hermitian and has the following eigenvector set $\{|n\rangle^{(1)}\}$,

$$|n\rangle^{(1)} = (\hat{a}^\dagger)^n|0\rangle.$$  

However, this set does not satisfy the completeness relation,

$$\sum_n |n\rangle^{(1)} \langle n| = \hat{I}, \quad (A1)$$

due to the fact that $|n\rangle^{(1)}$ is not normalized. A simple transformation solves the problem by introducing a 'spectrum density factor' $f(n)$ (here it is the normalized constant),

$$|n\rangle = f(n)|n\rangle^{(1)} = f(n)(\hat{a}^\dagger)^n|0\rangle \quad (A2)$$

with $f(n) = 1/\sqrt{n!}$. $\{|n\rangle\}$ forms a complete set of eigenstates,

$$\sum_n |n\rangle \langle n| = \hat{I} .$$

Thus, for the discrete spectra of observables, it is easy to form a complete set of eigenstates by normalizing them. However, the eigenvectors of the continuum spectra are not normalizable. Then the question arises on how to make them a complete set of eigenstates. The key is to generalize the above transformation $f(n)$. We clarify this point by a pair of conjugate operators $(\hat{x}, \hat{p})$. By introducing the bosonic annihilation operator $\hat{a}$ and creation operators $\hat{a}^\dagger$,

$$\hat{x} = \frac{1}{\sqrt{2}} (\hat{a}^\dagger + \hat{a}), \quad \hat{p} = \frac{1}{\sqrt{2}} (\hat{a}^\dagger - \hat{a}),$$

Here, $[\hat{a}, \hat{a}^\dagger] = 1$. In the $(\hat{a}, \hat{a}^\dagger)$ space, the set of eigenstates of $(\hat{x}, \hat{p})$ can be expressed in details as,

$$|x\rangle^{(1)} = \exp \left[ -\frac{1}{2} \hat{a}^\dagger \hat{a} + \sqrt{2x} \hat{a}^\dagger \right] |0\rangle ,$$

$$|p\rangle^{(1)} = \exp \left[ \frac{1}{2} \hat{a}^\dagger \hat{a} + i\sqrt{2p} \hat{a} \right] |0\rangle . \quad (A3)$$

Here, $x$ and $p$ are eigenvalues of $\hat{x}$ and $\hat{p}$, respectively, satisfying,

$$\hat{x}|x\rangle^{(1)} = \frac{1}{\sqrt{2}} (\hat{a}^\dagger + \hat{a}) \exp \left[ -\frac{1}{2} \hat{a}^\dagger \hat{a} + \sqrt{2x} \hat{a}^\dagger \right] |0\rangle = x|x\rangle^{(1)} ,$$

$$\hat{p}|p\rangle^{(1)} = \frac{i}{\sqrt{2}} (\hat{a}^\dagger - \hat{a}) \exp \left[ \frac{1}{2} \hat{a}^\dagger \hat{a} + i\sqrt{2p} \hat{a} \right] |0\rangle = p|p\rangle^{(1)} .$$

Eq. (A3) is the eigenvector set of $(\hat{x}, \hat{p})$, but not the complete one. Comparing to Eq. (A2), similar transformations can be used by introducing the 'spectrum density factor' $F_1(x)$ and $F_2(p)$,

$$|x\rangle = F_1(x)|x\rangle^{(1)} , \quad |p\rangle = F_2(p)|p\rangle^{(1)} .$$

Here, $|x\rangle$ and $|p\rangle$ satisfy the completeness relation,

$$\int dx |x\rangle \langle x| = \hat{I} , \quad \int dp |p\rangle \langle p| = \hat{I} .$$

In the following, we derive the detailed expression of $F_1(x)$. Making use of Eq. (A2), we project the vector $|n\rangle$ into $x$ space,

$$\langle x|n\rangle = \frac{1}{\sqrt{n!}} \int_{-\infty}^{\infty} \langle x| \hat{a}^\dagger^n x' \rangle \langle x'|0\rangle dx' = \frac{1}{\sqrt{2^n n!}} \int_{-\infty}^{\infty} dx' \left( x - \frac{d}{dx} \right)^n \delta(x - x') \langle x'|0\rangle = \frac{1}{\sqrt{\pi 2^n n!}} \left( x - \frac{d}{dx} \right)^n e^{-x'^2/2} . \quad (A4)$$

Making use of the Hermite polynomial,

$$H_n(x) = e^{-x^2/2} \left( x - \frac{d}{dx} \right)^n e^{-x^2/2} ,$$

we achieve,

$$\langle x|n\rangle = \frac{1}{\sqrt{\pi 2^n n!}} e^{-x'^2/2} H_n(x) . \quad (A5)$$

Combined with the complete relation Eq. (A1), the Fock representation of the position operator is obtained [18],

$$|x\rangle = \pi^{-1/4} \exp \left[ -\frac{x^2}{2} - \frac{1}{2} \hat{a}^\dagger \hat{a} + \sqrt{2x} \hat{a}^\dagger \right] |0\rangle . \quad (A6)$$

Comparing to Eq. (A4), the spectrum density factor $F_1(x)$ is,

$$F_1(x) = \pi^{-1/4} \exp \left[ -\frac{x^2}{2} \right] .$$

Similarly,

$$F_2(p) = \pi^{-1/4} \exp \left[ -\frac{p^2}{2} \right] .$$

From the above example, we learn that an observable has a set of eigenstates, which is orthogonal but not necessarily complete. An incomplete eigenvectors of observable can be transformed into a complete set by introducing a spectrum transformation, which is unique. In the main text, we will use the same technique for the photon in the free space, and keep in mind there a similar spectrum density factor is necessary for the completeness relation of free photons.
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