Predicting property damage from tornadoes with deep learning
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Abstract

Tornadoes are the most violent of all atmospheric storms. In a typical year, the United States experiences hundreds of tornadoes with associated damages on the order of one billion dollars. Community preparation and resilience would benefit from accurate predictions of these economic losses, particularly as populations in tornado-prone areas continue to increase in density and extent. Here, we use artificial neural networks to predict tornado-induced property damage using publicly available data. We find that the large number of tornadoes which cause zero property damage (30.6% of the data) poses a challenge for predictive models. We developed a model that predicts whether a tornado will cause property damage to a high degree of accuracy (out of sample accuracy = 0.829 and AUROC = 0.873). Conditional on a tornado causing damage, another model predicts the amount of damage. When combined, these two models yield an expected value for the amount of property damage caused by a tornado event. From the best-performing models (out of sample mean squared error = 0.089 and $R^2 = 0.473$), we provide an interactive, gridded map of monthly expected values for the year 2018. One major weakness is that the model predictive power is optimized with log-transformed, mean-normalized property damages, however this leads to large natural-scale residuals for the most destructive tornadoes. The predictive capacity of this model along with an interactive interface may provide an opportunity for science-informed tornado disaster planning.
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1. Introduction

The United States experiences more tornadoes every year than any other country in the world, with the annual average of cumulative tornado-induced property damage at nearly one billion US dollars [1]. However, the distribution of property damages is heavy-tailed: the annual average has been exceeded by costs from single severe tornadoes, such as the 2011 Joplin tornado, which caused $2.8 billion dollars in damages [2]. The damages resulting from tornadoes is a function of the physical properties of storms and societal factors such as population density, property values, and quality of housing [3, 4, 5]. Independent of physical changes in the number, distribution, or intensity of tornadoes, increasing property values, population density, and manufactured home density may contribute to observed increases in
tornado damages in recent decades [3, 4, 5, 6, 7, 8]. These societal factors may be useful for predicting future tornado damages under different scenarios, with applications to development planning [9], natural disaster asset prepositioning [10], refinement of public warning systems [11], the property-casualty insurance industry [1], and disaster response coordination [12].

Here, we model tornado-induced property damages from the NOAA Storm Events Database as a function of 35 known and hypothesized drivers of damages, compiled from publicly available data. While previous research has identified variables that may be important [3, 4, 5, 6, 7, 8], the assumption of linearity in the effects is limiting [13]. The functional relationships among these proposed drivers and tornado damages are uncertain and possibly nonlinear, requiring a flexible means of predicting future observations as an unknown function of possibly interacting inputs. We use artificial neural networks to predict tornado-induced property damage over the past 20 years as a function of explanatory variables identified in the tornado risk literature.

The universal function approximation capacity of artificial neural networks [14, 15] may provide a means to learn the possibly complex functional relationships between proposed drivers and property damage. Previously, neural networks have been employed to predict the occurrence of tornadoes from radar data [16, 17], and the occurrence of damaging winds [18]. Conditional on the occurrence of a natural disaster, neural networks have proved useful for assessing damages, for instance after the December 2004 tsunami in Aceh, Sumatra [19]. The application of machine learning to the prediction of potential tornado damages appears promising, though nascent in the current literature.

The NOAA Storm Events Database provides an opportunity to train a model with historical tornado-induced property damages with the goal of generating future predictions that are useful for disaster relief and development scenario-analysis. Along with predictions of future tornado-induced property damages, we present prototype dashboards that communicate these predictions in a way that could be used by planners without expertise in machine learning or spatial analysis [20].

2. Methods
2.1. Data acquisition and processing

To develop the predictive models, we acquired data from past tornado events from NOAA’s Storm Events Database (hereafter “Storm Events”) [21], which includes information about where and when a tornado occurred, tornado path length and width, and how much property damage it caused. Due to the increased frequency of tornado reporting and changes in the reporting of tornado path width, we did not consider any tornadoes occurring before 1997 [22]; Additionally, the most recent tornadoes considered occurred on August 31, 2017.
For each tornado event, we extracted land cover classes from the USGS/DOI National Land Cover Database (hereafter “NLCD”) [23, 24, 25]. The NLCD is not updated annually, so we used the 2001 land cover classes for all tornado events occurring before 2001, the 2006 classes for events occurring between 2006 and 2011, and the 2011 classes for events occurring after 2011. The buffer radius for land cover class extraction was 5093.071 meters, the average length of tornadoes recorded in Storm Events. From the resulting list of land cover classifications, we calculated the proportion of each classification within the buffer radius for each event. We then removed an erroneous NLCD classification “0” which is not a documented classification in the NLCD. Last, we removed the outlying “Perennial Ice/Snow” classification, because it only appeared in 0.01% of the tornado events.

To capture relevant socioeconomic factors that might explain tornado damages, we acquired median household income, total population count, and total mobile home data by county using the American Community Survey’s (ACS) [26] 5 year estimates (via the tidycensus R package, https://cran.r-project.org/web/packages/tidycensus/index.html). The United States Census Bureau’s (USCB) Land Area data set [27] was then used to calculate densities of the ACS-provided mobile home and population counts. Data before 2009 and after 2015 are not yet available from the ACS, so we assumed values before 2009 to be equal to the 2009 values, while values after 2015 were equal to the 2015 values. All ACS/USCB variables were integrated into the data set by matching county, state, and year with the tornado events.

There were some inconsistencies among the data sources’ county names that made it impossible to match a tornado event to an explanatory variable. When these occurred, they resulted in missing values during the data set matchings. All missing values were omitted before the analysis. These inconsistencies occurred for less than 1% of the tornadoes in Storm Events, and as they were due to misspellings of county-level names, we can assume that the missingness mechanism is independent of the response of interest, so discarding the events with missing covariates is unlikely to lead to systematic bias in the filtered data.

2.2. Derived explanatory variables

After all data sources were integrated into the data set, we produced several derived explanatory variables that we expected to be predictive of tornado damages. “Tornado Area” is the product of “Tornado Length” and “Tornado Width”. “State Rank” was a way to numerically and more-informatively incorporate the state of the tornado event; each state name was replaced with its state’s ranking in Storm Events-determined cumulative tornado-induced property damage since January 1\textsuperscript{st}, 1997. Multi-vortex tornadoes tend to cause more severe damage [28], so we performed a text-search on the Storm Event’s “event narratives” to determine whether or not a tornado was a multi-vortex tornado; this is represented in the binary “Multi-Vortex Indicator” variable. “Beginning Time” and “Day of the Year” are both represented as basis expansions using cubic splines with 8 and 12 evenly spaced knots over minutes since midnight and day of the year, respectively.
“Total Developed Intensity” is the sum of each “Developed” land cover proportion multiplied by the median value of that classification’s impervious surface cover (as given in https://www.mrlc.gov/nlcd06_leg.php). “Total Wooded Proportion” is the sum of the “Woody” and “Forest” classification portions, and “Total Wooded-Developed Interaction” is the product of “Total Developed Intensity” and “Total Wooded Proportion”. Lastly, “Total Income Estimate for Tornado Area” is the product of “Tornado Area” and “Estimate of Median Income (county)”. All variables, along with their data source(s), references, and processing methods, are named in Table 1.

| Data Source     | Variable Name                          | Reference | Processing                                      |
|-----------------|----------------------------------------|-----------|-------------------------------------------------|
| Storm Events    | Property Damage*                       |           | \( \frac{\log(X+1) - \frac{7}{x}}{x} \)                          |
|                 | Tornado Duration                       |           | \( \frac{\log(X+1) - \frac{7}{x}}{x} \)                          |
|                 | Beginning Latitude                     | [7, 29-32]| \( \frac{X - \frac{7}{x}}{x} \)                          |
|                 | Beginning Longitude                    | [7, 29-32]| \( \frac{X - \frac{7}{x}}{x} \)                          |
|                 | State Rank**                           | [7, 29-32]| \( \frac{\log(1000x+1) - \frac{7}{x}}{x} \)                          |
|                 | Tornado Length                         |           | \( \frac{\log(X+1) - \frac{7}{x}}{x} \)                          |
|                 | Tornado Width                          |           | \( \frac{\log(X+1) - \frac{7}{x}}{x} \)                          |
|                 | Tornado Area*                          |           | \( \frac{\log(1000x+1) - \frac{7}{x}}{x} \)                          |
|                 | Multi-Vortex Indicator**               | [28]      |                                                 |
|                 | Beginning Time of Tornado Event (bs)   | [6, 29]   | \( \frac{\log(1000x+1) - \frac{7}{x}}{x} \)                          |
|                 | Year of Tornado Event                  | [6, 31]   | \( \frac{X - \frac{7}{x}}{x} \)                          |
|                 | Day of the Year of Tornado Event (bs)  | [6, 29-32]| \( \frac{\log(1000x+1) - \frac{7}{x}}{x} \)                          |
| NLCD            | Open Water Proportion                  |           | \( \frac{\log(1000x+1) - \frac{7}{x}}{x} \)                          |
|                 | Developed Open Space Proportion        | [6-8]     | \( \frac{\log(1000x+1) - \frac{7}{x}}{x} \)                          |
|                 | Developed Low Intensity Proportion     | [6-8]     | \( \frac{\log(1000x+1) - \frac{7}{x}}{x} \)                          |
|                 | Developed Medium Intensity Proportion  | [6-8]     | \( \frac{\log(1000x+1) - \frac{7}{x}}{x} \)                          |
|                 | Developed High Intensity Proportion    | [6-8]     | \( \frac{\log(1000x+1) - \frac{7}{x}}{x} \)                          |
|                 | Barren Land Proportion                 |           | \( \frac{\log(1000x+1) - \frac{7}{x}}{x} \)                          |
|                 | Deciduous Forest Proportion            | [6]       | \( \frac{\log(1000x+1) - \frac{7}{x}}{x} \)                          |
Evergreen Forest Proportion
Mixed Forest Proportion
Shrub/Scrub Proportion
Grassland/Herbaceous Proportion
Pasture/Hay Proportion
Cultivated Crops Proportion
Woody Wetland Proportion
Emergent Herbaceous Wetland Proportion
Total Developed Intensity**
Total Wooded Proportion**
Total Wooded-Developed Interaction**

ACS Estimate of Median Income (county)

ACS, USCB Mobile Home Density
ACS, USCB Population Density

Storm Events, ACS Total Income Estimate for Tornado Area**

Table 1. All Variables used in the predictive modelling, their sources, their processing method, and, if applicable, their literature justification. “Property Damage” contains an asterisk (*) to indicate that it is the outcome variable, while double asterisks (**) indicate derived variables. Bolded variable names indicate variables which can be known given only a location; i.e., without tornado/storm information. “Total Income Estimate for Tornado Area” is italicized to indicate that it is a mixture of location and tornado/storm information and, therefore, only used in combined models. A variable name followed by (bs) indicates that it was represented by a cubic B-spline expansion. The processing column contains the formula describing how the variable was transformed before being used in the models; $\bar{X}$ represents the sample mean, while $Sx$ represents the sample standard deviation.

2.3. Data Processing and Handling

To avoid ill-conditioning and stabilize parameter learning, all variables were processed to have mean zero and unit standard deviation. To promote trend learning, variables with high variance were preprocessed with log transformations to further centralize distributions. All processing formulas are provided in Table 1.
After processing, the data were randomly partitioned into three sets: a training set (consisting of a randomly selected 60% of events), cross-validation set (20%), and test set (20%). The training set was used to optimize the model coefficients/parameters, while the cross-validation set was used to determine the best model among those of differing hyperparameters (such as neural network architecture and regularization strength), and the test set was used as a final determination of the best model’s predictive performance. At each stage, predictive performance was measured as mean squared error (MSE) between predicted and true property damage values.

2.4. The Models

All models were made in the PyTorch deep learning framework (http://pytorch.org/). These models were produced using the mini-batch gradient descent optimization algorithm, along with the AdaGrad parameter-updating method \cite{33}, and rectified linear unit (ReLU) activation functions (except for on the output layers, which had an identity function).

We initially considered three variable-set models: (1) “beforehand” models excluded all variables regarding the tornado event, these variables are shown in bold font in Table 1; (2) “storm characteristic” models excluded all variables regarding the location of the tornado (such as county income and population density), these variables are shown in normal font in Table 1; and (3) “combined models” used all the variables contained in both (1) and (2) with the addition of a “Total Income Estimate for Tornado Area” variable (which entails both location and tornado information).

For each model type, we developed several artificial neural networks. Artificial networks were made with a two-thirds descending number of neurons per hidden layer until a layer contained only 4 neurons (if a descent led to less than 4 neurons, it was rounded up to 4), and this layer was then connected to a one-neuron output layer. Non-integer values produced by the descent were rounded to the nearest integer, and that new integer then was used in determining the subsequent hidden layer. For each possible hidden layer under this two-thirds descending rule, we also created a model which maps that hidden layer directly to an output layer. For example, if a model had 9 input variables, we would make (1) a one-hidden-layer neural network with six neurons and (2) a two-hidden-layer neural network with six neurons in the first hidden layer and four hidden neurons in the second/final hidden layer. Figure 1 displays this model-building architecture, and contains a multivariable linear regression for reference. This same approach was repeated, omitting tornado events which caused no property damage, to provide an evaluation of the predictive performance conditioned on the premise that a tornado caused damage (hereafter “conditional models”).
We then explored additional neural network architectures on the combined models. Rather than exclusively descending model architectures, as previously described, we tried models that were limited to 2 hidden layers but with a variable number of neurons ("wide models") and models that were limited to 26 neurons (the ceiling-rounded result of dividing the number of input variables by two) but with variable number of hidden layers ("deep models").

Wide models with greater than 35 neurons per hidden layer displayed overfitting, as displayed in Figure 2b, so we implemented dropout regularization [34], where each hidden unit may be randomly set to zero with a predefined probability during parameter optimization. The dropout probability hyperparameter was varied with the goal of choosing an optimal value.
Additionally, we evaluated the performance of models regularized by a combination of L2 and dropout regularization; the L2 regularization strength was varied logarithmically and evaluated.

These same three combined model architectures (descending, wide, and deep) were then tested on models using the exponential linear unit activation function (ELU) in place of ReLU.

![Figure 2. Comparison of model fitting when a) the models optimize well and b) when the models display overfitting. Blue line: mini-batch, training set mean squared error (MSE). Red line: cross-validation set MSE. Notice in a) that the red line stays centered within the blue line’s variation, while in b) the red line is increasing relative to the blue line’s center of variation.](image)

In addition to the neural networks aimed at predicting property damage, we created a one-hidden-layer neural network to predict whether or not a tornado will cause damage (hereafter “damage classifier”). The hidden layer had 26 neurons and used a ReLU activation function, while the one-neuron output layer used a logistic activation function, providing a probability of causing damage. This probability was multiplied by the best conditional model’s outputs to derive the expected value of tornado-induced property damage.

2.5. Dashboard

A grid of evenly spaced points was created for the continental United States. All geospatial and social variables were determined for these points, and mean values were assigned for storm characteristic variables; except for “Multivortex Indicator”, which was assigned 0 - indicating a non-multivortex tornado. Each point was sampled 12 times, once for the 15th of each month. This process was also done for 261 US cities that had a 2014 population exceeding 100,000. Lastly, using the best conditional model architecture and the damage classifier, we created an interactive map for the 2018 expected values for these points and cities.

All code files and notebooks to reproduce our work (data handling, analysis, and visualization) are publicly available at [https://github.com/jdiaz4302/tornadoesr/](https://github.com/jdiaz4302/tornadoesr/), and, all necessary data for replication and innovation is publicly available at [35].
3. Results and Discussion

The neural network that predicted whether a tornado causes property damage was highly accurate (test set accuracy = 0.827 and test set AUROC = 0.872), and, conditional on non-zero property damage, the model that combined socioeconomic factors with physical properties of the tornado performed best (Table 2). By using a combination of a binary classifier, which predicts whether damage occurs for all observations, and a second-stage model that predicts the amount of damage conditional on damage having occurred (approximately 70% of the dataset), we are able to make use of the entire dataset and derive expected values for tornado induced property damages for all observations. This two step approach was preferred to models that included zero and nonzero property damages together, as it explicitly accounts for zero inflation in the property damage data.

Model performance was relatively insensitive to hyperparameter choice (Figure 3 and Table 2). The best-performing model (cross-validation MSE = 0.089 and test MSE = 0.094) was a wide network using 50 neurons in each of two hidden layers, regularized with 15% dropout after each hidden layer, and its test performance is visualized in Figure 4.

In the combined models, overall MSE was always better than MSE for damages over 1 million USD (Table 2). We attempted to solve this by oversampling the extreme events during optimization, however this oversampling only changed the bias in the model via a mean-shift, where the model predicted higher damages for all tornadoes. Underestimation at the upper extremes is a notable obstacle, as the log transformation leads to numerical stability during training, but sacrifices information contained in the natural scale of the response. For example, predicting $27 in damage when the actual value is $10 leads to equivalent squared error loss on the log scale as predicting $367,879 in damage when the actual value is $1,000,000, despite the first prediction being wrong by $17 dollars, and the second prediction being wrong by over $600,000. Future work may benefit from combining a deep learning approach with extreme value approaches that model heavy tails without relying on log transformations, e.g., estimating the parameters of the generalized Pareto distribution with a neural network for exceedances over a threshold amount of damage [36].
Figure 3. The best performing model of each model type. See Table 2 for performance metrics. "Before." models utilize input variables that can be known before a tornado event, "Storm Character." models utilize input variables that characterize the tornado, and "Combined" models combine these two sets of input variables. "... without Zeros" models do not consider the possibility of non-damaging tornadoes, "... with Zeros" models consider both non-damaging and damaging tornadoes, and all figures which do not specify "... with(out) Zeros" is a "... without Zeros" model. "Deep" models had a fixed 26 hidden units per hidden layer and explored various hidden layer depths, "Wide" models have a fixed 2 hidden layers and explored various hidden unit widths, and "Descending" models explored all possible architectures possible with a \( \frac{2}{3} \) descending number of hidden units in the subsequent hidden layer. "ELU" refers to the use of exponential linear unit activation functions, while non-ELU models used rectified linear unit activation (ReLU) functions.
Table 2. The performance metrics for the best performing models of each type, see Figure 3 for plots of predicted versus observed values. “Before.” models utilize input variables that can be known before a tornado event, “Storm Character.” models utilize input variables that characterize the tornado, and “Combined” models combine these two sets of input variables. “... without Zeros” models do not consider the possibility of non-damaging tornadoes, “... with Zeros” models consider both non-damaging and damaging tornadoes, and all figures which do not specify “... with(out) Zeros” is a “... without Zeros” model. “Deep” models had a fixed 26 hidden units per hidden layer and explored various hidden layer depths, “Wide” models have a fixed 2 hidden layers and explored various hidden unit widths, and “Descending” models explored all possible architectures possible with a ⅔ descending number of hidden units in the subsequent hidden layer. “ELU” refers to the use of exponential linear unit activation functions, while non-ELU models used rectified linear unit activation (ReLU) functions.

| Label                        | Mean Squared Error | R-squared   | Mean Squared Error Over 1M | Number of Parameters |
|------------------------------|--------------------|-------------|----------------------------|----------------------|
| Before. with Zeros           | 0.7770             | 0.2320      | 1.470                      | 599                  |
| Storm Character. with Zeros  | 0.6360             | 0.3720      | 0.587                      | 749                  |
| Combined with Zeros          | 0.5170             | 0.4900      | 0.374                      | 2597                 |
| Before. without Zeros        | 0.1610             | 0.0442      | 0.582                      | 679                  |
| Storm Character. without Zeros| 0.1060             | 0.3700      | 0.268                      | 477                  |
| Deep Models                  | 0.0837             | 0.4440      | 0.185                      | 18227                |
| Wide Models                  | 0.0629             | 0.4480      | 0.175                      | 1481                 |
| Combined without Zeros       | 0.0620             | 0.4540      | 0.171                      | 2597                 |
| Deep ELU                     | 0.0815             | 0.4570      | 0.155                      | 7697                 |
| Descending ELU               | 0.0905             | 0.4620      | 0.182                      | 2949                 |
| Wide ELU                     | 0.0904             | 0.4640      | 0.179                      | 5201                 |
| Wide Twice Reg.              | 0.0897             | 0.4670      | 0.191                      | 5201                 |
| Wide Once Reg.               | 0.0894             | 0.4690      | 0.190                      | 5201                 |
Figure 4. The best model’s predictive performance on test set data. A) is the damage classifier’s performance, where constant transparency is applied to more accurately represent performance. B) is the conditional model’s performance, where non-damaging tornadoes are “out-of-scope” yet displayed in red. C) is the expected value model’s performance, where transparency is controlled by the probability of damage (dark points indicate high probability). D) is the original model’s performance, which considered non-damaging events during optimization.

The test set residuals are displayed geographically in Supplement 1 (available at: https://rawgit.com/jdiaz4302/tornadoesr/master/interactive_model_maps.html). This map appears to display spatial regions prone to overestimating and underestimating, perhaps suggesting the absence of omitted spatially-correlated variables which have evaded our efforts and perhaps the literature. This may also be a result of the broad model scale; perhaps models with a smaller spatial extent or more rich spatial structure would perform better in these areas, as they would not perform complete pooling of the estimated effects across a large
heterogeneous region. Additionally, expected values for the 2018 year are displayed interactively in Supplement 1 and statically in Figure 5.

![Figure 5. Map of tornado damage expected value predictions for the 15th of each 2018 month. Produced using the best performing conditional model and the classifier. If possible, variables were derived (such as population density), otherwise (such as for "time of day") mean values were used.](image)

There were problems which arose from working with multiple large data sets. When integrating the USCB and ACS data sets, there were a small number of county-state name inconsistencies, which led to the loss of data by the introduction of missing values; this occurred for less than 1% of events. There were also year limitations brought about by scheduled gaps from NLCD data and the fact that ACS 5-year estimates do not predate 2009 nor do they yet exist beyond 2015. For missing years, we decided to assume no change before or from adjacent years. Interpolation would provide an alternative approach, but this would considerably expand the modeling effort and require many more assumptions about how these drivers evolve in space and time.
There is a sizable literature on tornado community risk, yet this only provides us with a relative understanding of the potential community losses. Here we directly provide the continuous US dollar amount that is at risk from a tornado, providing clear socioeconomic value. In addition, we exclusively used publicly available data and software with the hope that this will promote and aid further improvements on these meaningful models, of which there are hundreds of millions of potential stakeholders.

While this paper aims at predicting tornado-induced property damage, the high level workflow can be repurposed to include other natural disasters. This workflow consists of two major components: 1) identify and gather risk variables, and 2) use known events to develop predictive models. Storm Events alone contains 48 different event types, and in the modern world of increasing GDP and population, these models would be of great value.

### 3.1. Conclusions

While there has been substantial research done in describing the characteristics of tornadoes and identifying variables of tornado risk, predicting the economic damage that they cause or threaten to American communities remains difficult. Here we show the potential that publicly available data sources and artificial neural networks have in such predictions, particularly that shallow neural networks consisting of location and non-meteorological storm characteristics provide promising performance. We also provide supplemental predictions for the year 2018 to convey the real-world value of these models.
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