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Abstract. The design and application of regression-free tensor network representations for integration is presented. Tensor network methods are demonstrated to outperform Monte Carlo for test problems, and exponential convergence is shown to be achievable for a non-analytic integrand.

A common task in scientific disciplines is to calculate high-dimensional integrals, for example when solving integral/differential equations or evaluating expectations over probability distributions. Such problems are extensive in finance for derivative pricing and risk analysis, where dependencies on large numbers of state variables and time horizons can exist. Furthermore, these problems routinely demand significant computational resources and so techniques for improving efficiency generally offer notable advantages.

Historically, Monte Carlo has been the leading method for high-dimensional numerical integration. Although Monte Carlo errors decay as $O(n^{-1/2})$ irrespective of the dimension (given $n$ samples), the convergence rate is very slow: to suppress the error by $10^m$, the sample count and thus runtime must multiply by $10^{2m}$. A future opportunity is to use quantum amplitude estimation (Montanaro, 2015) on quantum computers to achieve linear convergence $O(n^{-1})$ for general integrals. However, such convergence rates are not necessarily optimal for a given problem.

This article emphasises the usefulness of tensor networks for high-dimensional integration on classical computers, demonstrating convergence rates that outperform Monte Carlo and that exponential convergence $O(e^{-\alpha n})$ is even achievable for certain integrands.

Tensor network introduction
The structure of a tensor network representation is related to an (arbitrary) integral representation of a given multivariate function:

$$f[x] = \int T[k] \left( \prod_i^{d} \Gamma^{(i)}[k_i, x_i] \right) dk$$

On discretising the integral, a core tensor $T$ is formed which generally has an exponentially large number of components (since if each $k_i$ index assumes $n$ values there are $n^d$ components).

$$f[x] \approx \sum_{T-indices} T_{k_1 \cdots k_d} \left( \prod_i^{d} \Gamma^{(i)}[x_i] \right)$$

In order to then control the complexity, a network of low rank tensors can be chosen to replace the core tensor. For example, Figure 1 illustrates a particular network, where each node corresponds to a tensor and the number of respective tensor indices corresponds to the number of connecting lines. Although an infinite sum over network indices may be needed to fully reproduce the continuum limit of the core tensor, representations with rapidly decaying approximation errors are sought for practical application.
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The separable form of (2) is strikingly convenient for integration over \( \{x_i\} \), as one-dimension integration techniques can be applied. However, it is essential that low-complexity tensor network representations can be efficiently formed for the approach to be useful. In the fields of quantum physics and chemistry, tensor network regressions have been widely used over past decades. In finance, tensor network regressions have recently been applied by Glau et al. (2020) and Antonov and Piterbarg (2021). A limitation for regression though is that its calibration tends to be computationally intensive, restricting the network size. This article highlights regression-free methods for forming tensor network representations, for which larger networks can be supported.

**Tensor Train Cross (TT-X) network**

Constructive methods for forming tensor networks can be based on interpolation, noting that interpolation constraints for multivariate functions may be lines (or even hypersurfaces) instead of simply points. For example, in two dimensions, a function that interpolates with respect to co-ordinate lines intersecting at node \( s^*_2 \) is given by:

\[
\begin{align*}
    f[x_1, x_2] & \approx f[x_1, s_{*2}] f[s_{*1}, x_2] \overline{f[s_{*1}, s_{*2}]} 
\end{align*}
\]  

(3)

More generally, a two-dimensional function with co-ordinate line constraints intersecting at each node \( \{s_i\} \) is given by the following expression:

\[
\begin{align*}
    f[x_1, x_2] & \approx \sum_{i,j} f[x_1, s_{i2}] (Q^{-1})_{ij} \overline{f[s_{j1}, x_2]} 
\end{align*}
\]  

(4)

where \((Q^{-1})_{kl} = f[s_{kl}]\)

Although interpolation properties may break if nodes are selected such that \(Q\) is singular, an approximation can still be formed by applying a pseudo-inverse of \(Q\) in (4).

On moving to three dimensions, an interpolating approximation takes the form:

\[
\begin{align*}
    f[x_1, x_2, x_3] & \approx \sum_{T-indices} T_{ijklmn} f[x_1, s_{i2}, s_{j3}] \overline{f[s_{k1}, x_2, s_{l3}]} f[s_{m1}, s_{n2}, s_{k3}] 
\end{align*}
\]  

(5)

The respective core tensor \(T\) attains exponential complexity in higher dimensions, and so tensor networks then become useful to control the complexity. Such an approach is equivalent to controlling the number of interpolation constraints applied.
For an arbitrary number of dimensions, the minimal-complexity form supporting interpolation with respect to lines is given by the tensor train cross representation (Oseledets and Tyrtyshnikov, 2010):

\[
f[x_1, \cdots, x_d] \approx F_1[x_1] Q_{1,2}^{-1} F_2[x_2] \cdots Q_{d-1,d}^{-1} F_d[x_d]
\]

\[
(F_a[x_a])_{k\ell} = f[s_{k<}, x_a, s_{\ell>}] 
\]

\[
(Q_{a,b})_{k\ell} = f[s_{k<}, s_{ka}, s_{\ell>}] 
\]

where the notation introduced is defined as follows (for free variable \(z_a\)):

\[
f[s_{k<}, z_a, s_{\ell>}] = f[s_{k1}, \ldots, s_{k(a-1)}, z_a, s_{\ell(a+1)}, \ldots, s_{\ell d}] 
\]

The tensor train cross representation in (6) is composed of matrix functions and matrix connections associated with a node set \(\{s_i\}\). Also to note, the edge matrix functions \(F_1\) and \(F_d\) necessarily only have one row and one column respectively so that a scalar function is formed by (6):

\[
f[s_{k<}, z_1, s_{\ell>}] = f[z_1, s_{\ell 2}, \ldots, s_{\ell d}] 
\]

\[
f[s_{k<}, z_d, s_{\ell>}] = f[s_{k1}, \ldots, s_{k(d-1)}, z_d] 
\]

As illustrated by Figure 2, when moving from two to three (higher) dimensions the constraint intersections (‘crossings’) at nodes are maintained, but off-node intersections are generally lost.

![Fig. 2. Line interpolation constraints within TT-X representations in two and three dimensions. The dark points correspond to nodes \(\{s_i\}\), and light points to off-diagonal elements in the \(Q\) matrices.](image_url)

In forming the tensor train cross representation, the following choices are generally available to influence the quality of the approximation:

- choice of co-ordinate system
- choice of dimension ordering
- choice of node count and placement

Focusing on node placement, random selection is generally disfavoured as approximation errors are then uncontrolled. In the paper by Oseledets and Tyrtyshnikov (2010), it is proposed to select nodes that maximise a measure related to determinants of QR matrix decompositions of the representation terms. Such an approach is motivated to find dominant modes of the representation, but it attracts a significant computational
burden. For the results in this article, successive nodes are simply chosen to be in the neighbourhood of large approximation errors. A local search can be performed to improve the error suppression, but it is not necessary to do so.

For practical use, the low complexity of a tensor train cross representation is a key advantage. Given \( n \) nodes, there are \( O(\text{dn}^2) \) components that need to be calculated: the scaling is linear (not exponential) in dimension, and quadratic in node count. Importantly, it is also a constructive method so no calibration is needed. However, some care is still necessary for the node placement.

**Series acceleration: Aitken extrapolation**

As tensor networks may be constructed deterministically, it can be possible to apply series acceleration techniques to the sequence of results in order to deduce asymptotic limits faster. In the following section, Aitken extrapolation will be applied to the TT-X integration results, and so this technique is now briefly described.

For a sequence of \( \{\psi_i\} \) values, a telescoping relationship can be formed:

\[
\psi_n = \psi_0 + \sum_{i=0}^{n-1} g_i \quad \text{where} \quad g_i = (\psi_{i+1} - \psi_i)
\]  

\( (12) \)

If \( g_i \) is interpreted as a function value \( g[\psi_i] \), such a sequence is equivalent to fixed-point iterations. The asymptotic value \( \psi_\infty \) then corresponds to where \( g[\psi_\infty] \) is zero, and so the secant method can be applied:

\[
\psi_\infty \approx \psi_i - \frac{g_i}{g_i'} \quad \text{where} \quad g_i' \approx \frac{g_i - g_{i-1}}{\psi_i - \psi_{i-1}}
\]  

\( (13) \)

The above formula defines Aitken extrapolation. The suitability of a given series acceleration technique will depend on the integration problem and TT-X node selection procedure, but such methods can not be applied to stochastic estimates as produced by Monte Carlo (or quantum amplitude estimation).

**Basket option valuation**

The TT-X representation can be adopted for any function, and its effectiveness is now demonstrated for European basket option valuation. Assuming Black-Scholes dynamics, the option value \( \psi \) is given by the solution of a linear differential equation. Such solutions can be expressed as an integral of a Green’s function \( G \) and relevant source function \( \phi \) as follows:

\[
\psi[x, t] = \int G[x, t; x', t'] \phi[x', t'] \, dx' \, dt'
\]  

\( (14) \)

\[
\phi[x', t'] = \delta(t' - t_*) \max \left[ 0, \left( \sum_i^d \omega_i e^{x_i'} \right) - K \right]
\]  

\( (15) \)

\[
G[x, t; x', t'] = \exp \left[ -\frac{1}{2} (x' - \mu)^T \Sigma^{-1} (x' - \mu) - r (t' - t) \right] \sqrt{\det 2\pi \Sigma}
\]  

\( (16) \)

where \( \mu \) and \( \Sigma \) generally depend on \( \{x, t, t'\} \) and model parameters. In the following tests, the default parameter settings listed in Table 1 are applied unless \( \rho \) or \( d \) is specifically referenced.
Parameter Default Alternative
\(d\) Basket dimension 10 100
\(\omega_i\) Basket weight \(1/d\)
\(\mu_i\) Shift \(-0.5\)
\(\Sigma_{ij}\) Covariance \(\delta_{ij}\) \(\rho + (1 - \rho) \delta_{ij}\)
\(K\) Option strike 1
\(r\) Interest rate 0

\[\text{Table 1} \]
Parameter settings in tests

The accuracy of TT-X approximation for correlated Gaussian distribution functions (\(G\) with \(r = 0\)) is first presented in Figure 3. Exponential convergence is observed for these analytic functions, where the error is measured as the root-mean-square residual using Monte Carlo. The choice of co-ordinate system is significant, but such exponential convergence is generally very efficient.

\[\begin{align*}
\text{error, } \|G - \tilde{G}\|_2 &= e^{-\alpha n} \\
\text{node count, } n &= 10, 100, 1000, 10000, 100000
\end{align*}\]

\[\text{Fig. 3. Convergence of TT-X approximation error for correlated Gaussian distribution functions}\]

Not all TT-X representations converge exponentially though, and the integrand in (14) notably includes a non-analytic function. Figure 4 demonstrates the associated integration value converging quadratically with respect to node count. Since the TT-X runtime roughly follows \(\tau \propto n^2\) (due to matrix element evaluations) the respective convergence is linear in runtime.

The TT-X convergence rate still significantly outperforms Monte Carlo, and Aitken extrapolation (a general series acceleration technique) further suppresses errors by a few orders of magnitude. These convergence properties are problem-specific but they offer empirical proof of possible practical advantages.

The tests were run on a laptop without optimising the code efficiency, and so runtimes can be reduced. Furthermore, similar to Monte Carlo, many of the TT-X calculations can be computed in parallel. The (one-dimensional) TT-X integrations were performed analytically for this problem, but numerical integration techniques could otherwise be applied. On the error measure, the ‘exact’ integration value \(\psi\) is
deduced to machine precision using the Fourier-TT network representation (described next).

**Fourier Tensor Train (Fourier-TT) network**

Other constructive methods for forming tensor networks can be based on discretisation of integral transforms. However, such approaches are problem-specific. For the function $\phi$ in (15), it is convenient to consider the Fourier series of an effective one-dimensional problem:

$$\max[0, S - K] = \left(\frac{d - 1}{d}\right) S - \sum_{m=1}^{\infty} \frac{2Kd}{m^2 \pi^2} \sin \left[\frac{m\pi}{d}\right] \sin \left[\frac{m\pi S}{Kd}\right] S \in [0, Kd]$$

(17)

On substituting $S = \sum_i \omega_i e^{x_i}$, the multivariate function with respect to $\{x_i\}$ is recovered and the series representation is valid in the domain $\{\omega_i e^{x_i}\} \in [0, K]^d$. Given that the relevant Green’s function can be efficiently expressed in a separable form using its TT-X representation, this domain encloses the ‘difficult’ part of the integration problem. Outside the domain, $\phi$ is already separable (for non-negative $\omega_i$).

In order to then express the Fourier series in a separable form, a tensor train representation of the sine function can be applied. An exact representation is related to the product of rotation matrices, where edge matrices can be collapsed to the relevant row/column in order to reproduce the target sine function.

$$R \left[ \sum_i \theta_i \right] = R[\theta_1] \cdots R[\theta_d] \quad \text{where} \quad R[\theta] = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix}$$

(18)

This construction is designated as a Fourier tensor train (Fourier-TT) representation in this article, and Figure 5 demonstrates that exponential convergence is roughly achieved for the integration problem. In this test, numerical integration is applied for the relevant (one-dimensional) integrals.

![Figure 4. Convergence of integration error](image-url)
Table 2 summarises the runtime orders of magnitude for different methods. For precise calculations, the tensor networks offer significant advantages with respect to Monte Carlo, given superior convergence properties. However, if low precision results are acceptable, Monte Carlo may still be preferred.

|                  | Convergence time | $\epsilon < 10^{-3}$ | $\epsilon < 10^{-6}$ | $\epsilon < 10^{-9}$ |
|------------------|------------------|-----------------------|-----------------------|-----------------------|
|                  |                  | $d = 10$              | $d = 100$             |
| Monte Carlo      | 0.1 sec          | 1 day                 | $10^4$ years          |
| TT-X             | 0.01 sec         | 10 sec                | 10 hours              |
| TT-X + Aitken    | 0.01 sec         | 0.1 sec               | 100 sec               |
| Fourier-TT       | 0.1 sec          | 0.1 sec               | 0.1 sec               |
|                  |                  | $d = 100$             |
| Monte Carlo      | 0.1 sec          | 1 day                 | $10^4$ years          |
| TT-X             | 1 sec            | 1 hour                | 10 days               |
| TT-X + Aitken    | 1 sec            | 10 sec                | 10 min                |
| Fourier-TT       | 1 sec            | 5 sec                 | 10 sec                |

Table 2

Convergence times for integration error $\epsilon = |\psi - \tilde{\psi}|$

Summary

This article detailed regression-free methods for forming tensor network representations of functions, and demonstrated practical benefits when used for high-dimensional integration. Although the convergence properties are problem-specific, tensor networks were shown to converge faster than Monte Carlo for a typical problem in finance: basket option valuation. The tensor train cross representation can be used for any integrand, and so this method is applicable for any problem that can be expressed as an integral. Generally, tensor networks offer opportunities for efficient integration.
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