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Abstract—The goal of few-shot image recognition (FSIR) is to identify novel categories with a small number of annotated samples by exploiting transferable knowledge from training data (base categories). Most current studies assume that the transferable knowledge can be well used to identify novel categories. However, such transferable capability may be impacted by the dataset bias, and this problem has rarely been investigated before. Besides, most of few-shot learning methods are biased to different datasets, which is also an important issue that needs to be investigated deeply. In this paper, we first investigate the impact of transferable capabilities learned from base categories. Specifically, we use the relevance to measure relationships between base categories and novel categories. Distributions of base categories are depicted via the instance density and category diversity. The FSIR model learns better transferable knowledge from relevant training data. In the relevant data, dense instances or diverse categories can further enrich the learned knowledge. Experimental results on different sub-datasets of Imagenet demonstrate category relevance, instance density and category diversity can depict transferable bias from distributions of base categories. Second, we investigate performance differences on different datasets from dataset structures and different few-shot learning methods. Specifically, we introduce image complexity, intra-concept visual consistency, and inter-concept visual similarity to quantify characteristics of dataset structures. We use these quantitative characteristics and four few-shot learning methods to analyze performance differences on five different datasets (i.e., miniCharacter, miniImageNet, miniPlaces, miniFlower, miniFood). Based on the experimental analysis, some insightful observations are obtained from the perspective of both dataset structures and few-shot learning methods. We hope these observations are useful to guide future few-shot learning research on new datasets or tasks. Our data is available at http://123.57.42.89/dataset-bias/dataset-bias.html.
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1 INTRODUCTION

Learning from few examples and generalizing to different situations are capabilities of human visual intelligence. During the past years, significant progress has been made on image recognition [1], [2], [3] with the assistance of deep learning techniques [4] and large scale labelled dataset [5], [6], however, this kind of human visual intelligence is yet to be matched by leading machine learning models. Humans can easily learn to recognize a novel object category after glancing at only one or a few examples [7]. This cognitive ability can be explained by the "learning to learn" mechanism in the brain [8], which means that human can make inference so that their previously acquired knowledge on related tasks can be flexibly adapted to a new task. Inspired by this human ability, the few-shot image recognition (FSIR) is proposed to learn novel concepts from a few, or even a single example.

The task of FSIR establishes a new recognition setup to transfer the knowledge of training tasks sampled from training (base) categories to the new task with one or very few samples available. Instead of learning one single recognition task, most FSIR models learn plenty of recognition tasks. Each task contains a support set (training samples) and a target set (test samples). The support set consists of a few available labelled data, which is exploited to learn a task-specific model. Then the learned model is evaluated on the target set. Each task in these two sets shares the same concepts. But concepts of testing tasks come from novel categories, which are different from those of training tasks.

Current studies of FSIR [9], [10], [11], [12], [13], [14], [15] achieve transferable knowledge by learning training tasks or base categories. These studies mostly focus on transferable knowledge between datasets or tasks by exploiting given base categories. The vast majority of current works assume the transferable knowledge globally shared across all tasks, and consider that the leaned knowledge can be well adapted to novel categories. However, that transferable knowledge is highly dependent on distributions of base categories. FSIR models can acquire biased transferable capabilities if distributions of base categories and novel categories are very different. Furthermore, current studies rarely explore the characteristics of dataset structures, which include not only an amount of information in the image but also semantic gaps between original images and concepts. Current works do not deeply dig differences in dataset structures. As a result, current few-shot learning methods might be biased to different datasets.

Two problems arise based on the above analysis: i) What factors can describe transferable bias from distributions of base categories? ii) What characteristics can depict bias of few-shot learning methods on different datasets? In this paper, we focus on studying these two problems systematically, which have rarely been explored before. Fig. 1 (a) illustrates the investigation of the first problem, and Fig. 1 (c) illustrates the investigation of the second problem.

For the first problem, we aim to obtain transferable knowledge from base categories, which can be better adapted to novel categories. The FSIR model can learn
more accurate knowledge from dense instances, more comprehensive knowledge from diverse categories, especially, transferable capabilities from relative categories. Therefore, we introduce the dataset diversity to depict distributions of base categories and the relevance to measure relationships between base categories and novel categories. The dataset diversity contains instance density and category diversity. We conduct experiments on different sub-datasets of ImageNet [16] which contain dense instances and diverse categories. We measure relevance of categories via the tree structure in ImageNet. Under the settings of different relevance, instance density and category diversity are explored respectively. Besides, we further compare instance density and category diversity with the fixed number of total samples.

For the second problem, we aim to analyze differences in performance on different datasets from characteristics of dataset structures and different few-shot learning methods (e.g., metric-based method and meta-learning method shown in Fig. 1(b)). We introduce image complexity, intra-concept visual consistency, and inter-concept visual similarity to quantify characteristics of dataset structures. To conduct comprehensive evaluation on multiple datasets, we introduce five datasets, including simple character images (i.e., miniCharacter), images with different number of objects (i.e., miniImageNet, miniPlaces), and two fine-grained datasets (i.e., miniFlower and miniFood). We use three kinds of features to calculate intra-concept visual consistency and inter-concept visual similarity, and measure image complexity in two manners. We use these quantitative characteristics to analyze differences in performance on different datasets. In addition, we give analysis on differences in performance with different few-shot learning methods.

In summary, our main contributions are as follows: i) We systematically investigate the influence of knowledge learned from base categories. ii) We systematically investigate differences in performance on different datasets with three characteristics of dataset structures and two types of few-shot learning methods. iii) Based on the above investigations, we can obtain following key conclusions:

- The FSIR model can obtain better performance with knowledge learned on relevant base categories rather than irrelevant ones.
- The FSIR model can obtain the improvement with knowledge learned on more dense instances or diverse categories without reducing the relevance.
- The FSIR model can obtain more improvements with knowledge learned on diverse categories than that learned on dense instances without reducing the relevance, when there are enough instances for each category.
- The FSIR model obtain different performance on different datasets, which can be depicted with image complexity, intra-concept visual consistency, and inter-concept visual similarity.
- The metric-based method is suitable for datasets with simple visual patterns, while the meta-learning method can be explored for datasets with complex ones.

The remainder of this paper is constructed as follows. Sect. 2 provides the related work, including FSIR, domain adaptation, and few-shot domain adaptation. Sect. 3 gives formulation of FSIR and reviews two types of classic few-shot learning methods. Sect. 4 presents evaluations of the dataset diversity in detail. Sect. 5 presents evaluations of the dataset structure and experimental analysis in detail. Sect. 6 provides some perspectives and future directions. Finally, the paper closes with conclusions in Sect. 7.

2 RELATED WORK

2.1 Few-shot Image Recognition

The goal of FSIR is to identify novel categories with a few annotated examples and knowledge obtained from base categories. As an early attempt, Fei-Fei et al. [17] propose a variational bayesian framework for one-shot image classification, and Lake et al. [18] propose hierarchical bayesian program learning on the few-shot alphabet recognition tasks. Inspired by architectures with augmented memory capacities such as Neural Turing Machines (NTMs), Santoro et al. [19] propose a meta-learning method with memory-augmented neural networks. Afterwards, there are three kinds of methods to deal with the FSIR problem. The first one is metric-based method (i.e., learning to compare), which learns a transferable embedding network or function. This function transforms the original images into the
embedding space such that these images can be recognized with a nearest neighbor [20], a linear classifier [9, 21] or a deep nonlinear metric [10]. The second one is meta-learning method [22], [23] (i.e., learning to learn), whose learning occurs at two levels: task-level learning and task-specific adaptation. The task-level learning is usually implemented by an additional meta-learner [14], [24] or a sensitive initialization shared with task-specific learners [13], which can provide meta-level information for the take-specific adaptation. The third method is generative or augmentation-based method (i.e., learning to generate or augment), which learns a generative model to synthesize more samples and then trains a robust classifier. This generative model uses semantic information [25], [26] (e.g., attribute), or base categories used for analogy or hallucination [27], [28].

Recently, some works study FSIR from the view of self-supervised approaches [29], [30] and semi-supervised approaches [31], [32]. Yu et al. [33] propose a two-stage approach which explores knowledge from both annotated examples of base categories and un-annotated ones of novel categories. The above works focus on learning transferable knowledge with given datasets. However, we investigate the performance of FSIR from dataset diversity with changeable base categories and different characteristics of dataset structures. A more related work is [34], which shows that increasing relevant categories in close or far semantic distances can boost the performance of FSIR. In addition, our work also considers increasing irrelevant categories, and experimental results illustrate that more irrelevant categories cannot improve the performance, suggesting that it’s not the more categories the better performance. Furthermore, we investigate differences in performance on different datasets from the dataset structure and different few-shot learning methods, which is not explored by [34].

2.2 Domain Adaptation

Domain adaptation utilizes labeled data in one or more relevant source domains to execute new tasks in a target domain with scarce annotated data. It aims to solve the domain gap and transfer knowledge learned on the source domain to the target domain [35], [36], [37], [38]. As many approaches are based on deep neural networks, Li et al. [39] construct source and target datasets with various distances to analyze factors that affect the effectiveness of using prior knowledge from a pre-trained model with a fixed network architecture. Azizpour et al. [40] investigate factors (e.g., network architectures, parameters of feature extraction) affecting the transferability of feature representations in generic convolutional networks. To learn domain invariant features minimizing the domain discrepancy, Long et al. [41] propose a deep network architecture that can jointly learn adaptive classifiers and transferable features from labeled data in the source domain and unlabeled data in the target domain. Meanwhile, with significant advances made in image synthesis by generative adversarial networks, many methods focus on learning domain-independent features and synthesizing examples in the new domain [42], [43]. Hoffman et al. [44] propose adversarial learning method that utilizes both generative image space alignment and latent representation space alignment. Zhang et al. [45] propose an adversarial learning method with two-level domain confusion losses. Cui et al. [46] propose gradually vanishing bridge mechanism to learn more domain-invariant representations. To tackle predictive domain adaptation, Mancini et al. [47] leverage meta data information to build a graph and design novel domain-alignment layers based on the graph for domain adaptation. These works have the same classes among different domains. In contrast, we address the problem that the classes in target domain are different from the ones of source domains and the examples in the target domain are limited or rare.

2.3 Few-shot Domain Adaptation

Few-shot domain adaptation aims to recognize novel categories with a few annotated data in the target domain and sufficient data in the source domains. Some works [48], [49] assume that the target domain contains the same classes as the source domain. Recently, some efforts attempt to address a more flexible and challenging few-shot domain adaptation, where the target domain and source domains have disjoint classes, called cross-domain few-shot learning. Chen et al. [11] evaluate current models and proposed baselines on cross-domain few-shot protocols (from miniImageNet [21] to cub [50]). Tseng et al. [51] propose a learned feature-wise transformation to stimulate feature distributions cross domains with a small number of samples. Guo et al. [52] introduce a more realistic cross-domain few-shot learning, where the source domain consists of common images from Imagenet [16], and the target domains contain rare images such as satellite images and radiological images. Besides, Vuorio et al. [53] propose the multi-domain few-shot learning, and use a task-aware modulation to promote the learning of meta-learner. Yao et al. [54] propose a hierarchically structured meta-learning algorithm to promote knowledge customization on different domains but simultaneously preserve knowledge generalization in related domains. Triantafillou et al. [55] introduce a meta-dataset that consists of 10 datasets in different domains and present experimental evaluation of current models and proposed baselines. These works only use given source domains without selections, in contrast, we selectively use source domains (i.e., base categories) and systematically investigate different target domains from characteristics of dataset structures and different few-shot learning methods.

3 Preliminaries

3.1 Few-shot Image Recognition Formulation

In the regular machine learning setting, a classification problem is defined on instances $I_{(x,y)} \sim p(I)$, where $x$ is a sample and $y$ is the corresponding label. But most FSIR models learn task instances $T \sim p(T)$. Sampling from training and test data, we form training tasks $T_{\text{train}}$ and testing tasks $T_{\text{test}}$, respectively. According to existing settings, the training and test data are made of base and novel categories, respectively, and each category has plenty of samples. For example, in miniImageNet [21], the number of base and novel categories are 64 and 20 respectively, where each category has 600 samples.

In training tasks $T_{\text{train}}$ or testing tasks $T_{\text{test}}$, each task is defined as $T_j = \{D_{T_j,S}, D_{T_j,T}\}$, where $D_{T_j,S}$
a support set (training samples) and $D_{T,T}$ is a target set (test samples). The support set $D_{T,S} = \{(x^c,y^c) \mid c = 1,2,...,C; k = 1,2,...,K\}$ and the target set $D_{T,T}$ consist of $C$ categories randomly sampled from the total categories, and each sampled category contains $K$ labeled samples in the support and some samples in the target set. And this task is called $C$-way $K$-shot task. Test tasks $T^{test}$ and training tasks $T^{train}$ have the same form but with disjoint label space since they have different categories. Fig. 2 illustrates the 5-way 1-shot training and test tasks, which are sampled from base and novel categories, respectively.

### 3.2 Few-shot Learning Methods

Metric-based methods and meta-learning methods are employed to explore the dataset bias. These two kinds of methods do not use additional information and are easy to be implemented with less options, compared with generative or augmentation-based methods. In the following, we first introduce the typical works in these two kinds of methods, and then present the impacts caused by data distributions.

#### 3.2.1 Metric-based Methods

This kind of method contains two parts: an embedding network or function $G()$ and a metric function $M()$. A key assumption is that $G()$ learns domain-general information as an inductive bias to generalize novel category. In addition, the learning target or the loss function $L()$ affects $G()$ learning (or $M()$ learning, when $M()$ is parameterized). Hence, we review the following metric-based few-shot learning methods from $L()$ and $M()$.

**Prototypical Net (PN)** [9]. In this method, the $M()$ is the Euclidean distance function. The $L()$ is the cross entropy loss, and the probability of each sample in $D_T$ is defined as (omitting the index of task):

$$P(y|x, D_S) = \frac{e^{-M(G(x),\{y\})}}{\sum_{y=1}^{C} e^{-M(G(x),\{y\})}}$$

(1)

where $C$ is the number of way and $K$ is the number of shot.

**Relation Network (RN)** [10]. This method learns a parameterized $M()$, which is implemented by a neural network. The $L()$ is mean square error, defined as:

$$\sum_{(x,y)\in D_T} (r(y|x, D_S) - I(y = y))^2$$

(2)

where $r(y|x, D_S) = M(G(x),\text{pooling}\{G(x) \mid (x,y) \in D_S, y = y\})$, and the pooling() is maxpooling in [10].

#### 3.2.2 Meta-learning Methods

This kind of method usually contains two parts: an initial model $F(;\theta)$ and an adaptation strategy $S(;\delta)$, where $\theta$ are parameters of $F()$, and $\delta$ are parameters of $S()$. The processes of this kind of method are: i) computing the gradient (or loss) information on support set: $\text{grad}_{a_i/\theta} = \nabla_{a_i/\theta} L(F(D_S(x);\theta), D_S(y))$, where $L()$ is the loss function, $a_i$ is the $i$th neurons of $F()$; ii) transforming the gradient information into adaptive information: $I = S(\text{grad};\delta)$; iii) leveraging the adaptive information to obtain an updated model: $B(F(;\theta), I)$. Similarly, we review the following meta-learning methods from the $S()$. Generally speaking, the final learning target or the loss function calculated on the target set has the same formulation as $L()$, mentioned in the ii) process.

**Model-Agnostic Meta-Learning (MAML)** [13]. This method is inspired by fine-tuning. It computes gradient of the whole parameter $\theta$, and then directly uses the gradient on original parameters with one or a few gradient steps to obtain the updated model: $B(F(;\theta), I) = F(\theta - rI)$, where $I = \text{grad}_{\theta}$, $r$ is updating learning rate.

**adaCNN** [14]. This method computes gradient of neurons $\text{grad}_t = \nabla_{a_i} L(F(D_S(x);\theta), D_S(y))$, and transforms the gradient into conditional shift vectors $\beta_{m,t} = f_{m,t} = S(\text{grad}_{a_{i,m}};\delta)$ ($m$ is the $n$th instance in the support set) that are saved in a memory. The updated model is as follows:

$$B(F(;\theta), \beta_t) = \begin{cases} \sigma(F(a_t;\theta)) + \sigma(\beta_t) & t \neq T \\ \text{softmax}(F(a_t;\theta) + \beta_t) & t = T \end{cases}$$

(3)

where $T$ is the final layer, $\sigma()$ is a nonlinear function, and $\text{softmax()}$ is the Softmax function. The layer-wise shifts are recalled from memory via a soft attention to obtain $\beta_t (\forall t = 1,2,...,T; m = 1,2,...,M, w_m \text{ is calculated by a key function})$, which is used for adjusting the output of initial model.

#### 3.2.3 Impacts of Data Distribution

Metric-based methods do not need task-specific adaptation. They require data with a high relevance between base categories and novel categories especially for a learnable metric. Metric-based methods may be good at recognizing novel categories of simple visual patterns but they may be confused to identify visually similar novel categories. Meta-learning methods need the adaptation. They are less robust to data distribution and more prone to training biases when the training and test data are different.
dependent on the relevance, compared with metric-based methods. Meta-learning methods can identify similar categories with the adaptation, but this adaptation sometimes introduces noises. Thus, these two kinds of methods have respective characteristics to handle different data.

4 Evaluation of Dataset Diversity

The FSIR model aims to recognize novel categories with a small amount of samples by exploiting learnable generic knowledge. This kind of knowledge is learned from sufficient base categories, whose diversity can explicitly affect the quality of the learned knowledge. In this section, we study dataset diversity of base categories to explore FSIR. First, we introduce some key factors of dataset diversity. Second, we present evaluated datasets and settings. Next, we explore these factors independently and compare them. Finally, we give some discussions.

4.1 Factors of Dataset Diversity

The dataset diversity can be reflected in two aspects including instance density and category diversity. On one hand, dense instances can provide each concept with lots of variations in pose, scale, illumination, distortion, background, etc. Thus the FSIR model can learn more accurate knowledge from dense instances. On the other hand, diverse categories can provide plenty of concepts with larger visual difference. Thus the FSIR model can learn more comprehensive knowledge from diverse categories.

4.2 Evaluated Datasets and Settings

As ImageNet [16] is a well-known large dataset which has been widely used for both visual recognition and FSIR (e.g., miniImageNet [21]), we construct different sub-datasets which contain dense instances and diverse categories for FSIR. We focus on the 1000 categories in ImageNet (ILSVRC2012), with 1.28 million images in total. For each category, it belongs to one synset in WordNet [57]. We find its parent synsets recursively until reaching the node of entity which is the root of the WordNet, according to their hierarchical semantic relations. In this manner, we can obtain the entire tree structure of the 1000 categories, which are divided into different branches with different relevance.

The divided branches of the 1000 categories are illustrated in Fig. 3. All categories belong to the entity branch, as the entity node is the root of the tree structure. And then, they are divided into two branches according to whether they are man-made or nature. More precisely, as shown in Fig. 3 the first one is living thing branch which contains 451 categories, and the second one is artifact branch which contains 549 categories. The living thing branch is continuously divided into the dog branch (which contains various dogs) and the LTED (which is the short for Living Thing Except Dog) branch which is the rest of the living thing branch except the categories in the dog branch. Meanwhile, the artifact branch is divided into the ARIN (which is short for ARtifact INstrument) branch which is the super class of instrumentality and the AROT (which is short for ARtifact Other Thing) branch which is the rest of the artifact branch.

To measure the relevance between different categories, we refer to the approaches utilized by [39], [58], and qualitatively estimate their relevance according to the tree structure of ImageNet. The categories in the same branch are more relevant than the ones in different branches. For example, categories in LTED contain animals such as cat, sheep, kangaroo, while categories in ARIN contain many traffic instruments. These animals in LTED are relevant to each other as they have eyes, legs and tails while objects (e.g., lock, fishing pole, and mouse) in ARIN do not have. The few-shot learning model would suffer from handling a sequence of training tasks originated from different distributions if the novel categories are irrelevant to the base categories. In this section, we do not use dog branch since this branch lacks of diversities of images. And then base and novel categories are sampled from the LTED, ARIN, and AROT branches to explore the dataset diversity for FSIR.

In the following sub-sections, we carry out various groups of experiments, which are based on different base and novel categories. A group of experiment includes original or with additional base categories and novel categories, as illustrated in Fig. 3. Each group of experiments is conducted 5 times with four few-shot learning methods (i.e., PN [9], RN [10], MAML [13], adaCNN [14]) to obtain stable and reliable performance. The four methods use a 4 convolutional layers as meta-learner (backbone) with the different number of filters per layer. We adopt the architectures of corresponding methods without modification for our experiments. Without loss of generality, we analyze the factors of dataset diversity on 1-shot models. To evaluate each model, 400 test tasks are randomly sampled from 20 novel categories. And each test task has 5 classes, each of which has 1 image at the support set and 15 images at the target set. These test settings have been widely used in the few-shot evaluation [9], [10], [13], [14], [21], [24], and the results are reported with mean accuracy.
4.3 Instance Density

This subsection studies the problem of whether increasing the instance density can bring better performance on test tasks. Different from the study of the impact of the shot number [59], this subsection aims to investigate the impact of performance as the number of samples per base category increases. We conduct two groups of experiments with the samples growth (SG) per base category, and each of them uses 64 base categories with the number of samples per category ranging from 10 to 1200. One group uses base and novel categories sampled from LTED branch, denoted as SG-(L;L). Another group uses the same base categories, but it employs novel categories sampled from ARIN branch, denoted as SG-(L;AI). Each novel category in SG-(L;L) has more relevant base categories than that in SG-(L;AI). In other word, SG-(L;L) uses relevant base categories while SG-(L;AI) employs irrelevant ones.

Fig. 4 displays the performance of the two groups. It can be observed that: i) The performance of SG-(L;L) exceeds SG-(L;AI) by a wide margin with the same methods, especially as the number of samples per base category increases. ii) In SG-(L;L), more instances lead to better performance, and the performance improvement is fast when the number of samples per base category ranges from 10 to 200, while it gets slow when starting from 200. iii) In SG-(L;AI), the performance is improved at the beginning of the number of instances increasing (from 10 to 100), after which the performance is not significantly improved.

The following suggestions can be obtained.

- It is very important to use plenty of instances of relevant base categories to train the FSIR model.
- If the relevant base categories are not available, there is no need to use too much instances of each category.

4.4 Category Diversity

This subsection studies the problem of whether increasing the category diversity can bring better performance on test tasks. Since the number of base categories is changed, we divide base categories into original and additional ones. We set up two groups of experiments with category growth (CG), and each of them uses 64 original base categories and varying additional ones. One group employs original, additional base categories and novel categories all sampled from LTED branch, denoted as CG-(L,L;L). Another group exploits the same original base and novel categories, but it uses additional base categories sampled from AROT branch, denoted as CG-(L,AO;L). It is obvious that CG-(L,L;L) uses relevant additional base categories while CG-(L,AO;L) employs irrelevant ones. The number of samples per original or additional base category is 600. The samples of original base categories are fixed in the same group, and the number of additional base categories ranges from 0 to 64.

Experimental results of CG-(L,L;L) and CG-(L,AO;L) are illustrated in Fig. 5 (a) and (b), respectively. It can be observed that: i) When additional base categories are relevant to novel categories, more additional categories lead to better performance (see Fig. 5 (a)). ii) When additional base categories and novel categories are irrelevant, the performance may be improved at the beginning of the number of categories increasing, after which the performance drops (see Fig. 5 (b)).

On the other hand, we set another two groups of experiments denoted as CG-(L,L;AI) and CG-(L,AO;AI). Different from the above two groups, novel categories of them are sampled from ARIN branch, as illustrated in Table 1. Obviously, CG-(L,L;AI) uses irrelevant additional base categories while CG-(L,AO;AI) employs relevant ones.

Experimental results of CG-(L,L;AI) and CG-(L,AO;AI) are illustrated in Fig. 6 (a) and (b), respectively. It can be observed that: i) The performance of CG-(L,AO;AI) is obviously superior to CG-(L,L;AI) as the number of additional base categories increases. The main reason is that CG-(L,AO;AI) uses relevant additional base categories while
The number of additional base categories. For example, each base category would have less samples with the growth of number of samples of base categories is fixed, each original category contains equal number of samples. Since the total samples of base categories is 38400 (equal to the number of base categories ranges from 0 to 64. The total number of same group of experiments, and the number of additional irrelevant ones. Original base categories are fixed in the uses relevant base categories while CGS-(L,L;AI) employs ARIN branch, denoted as CGS-(L,L;AI). Thus CGS-(L,L;L) base categories, but it uses novel categories sampled from LTed branch, denoted as CGS-(L,L;AI). To further explore which factor is more effective to boost the performance, we make comparisons by fixing the number of total samples while varying the number of categories and the number of samples in each categories. In this case, the number of samples in each category will be decreased to guarantee the same total number of samples, as the number of base categories increases. Since the relevance of base and novel categories would affect the performance, we set up two groups of experiments with the same relevance of original and additional base categories, and each of them includes 32 original base categories and varying additional ones. One group employs categories all sampled from LTED branch, denoted as CGS-(L,L,L) (Category Growth under the Same total samples). Another group exploits the same original and additional base categories, but it uses novel categories sampled from ARIN branch, denoted as CGS-(L,L;AI). Thus CGS-(L,L,L) uses relevant base categories while CGS-(L,L;AI) employs irrelevant ones. Original base categories are fixed in the same group of experiments, and the number of additional base categories ranges from 0 to 64. The total number of samples of base categories is 38400 (equal to the number of total training samples in miniImageNet), where each base category contains equal number of samples. Since the total number of samples of base categories is fixed, each original base category would have less samples with the growth of the number of additional base categories. For example, each original base category contains 1200 samples without additional base categories (the total number is 1200*32=38400), and the number of samples of each original base category would reduce to 800 when 16 additional base categories with 800 samples per category are used (the total number is 800*(32+16)=38400).

Experimental results of CGS-(L,L,L) and CGS-(L,L;AI) are illustrated in Fig.8(a) and (b), respectively. It can be observed that increasing base categories is more effective than increasing their samples to boost the FSIR performance, when original and additional base categories are relevant. This is to say, it is better for the FSIR model to use more relevant base categories than more samples per relevant base category (obtained from Fig.7(a)), and it is better for the FSIR model to use more irrelevant base categories than more samples per irrelevant base category (obtained from Fig.7(b)). This phenomenon explains that additional base categories provide more bonus for the FSIR model than learned categories with additional samples, since the model has already learned accurate knowledge from hundreds of samples per base category.

Moreover, we set another two groups of experiments with irrelevance of original and additional base categories. The two groups are denoted as CGS-(L,AO,L) and CGS-(L, AO;AI), which are different from the above two groups since they use additional base categories sampled from AROT branch, as illustrated in Table 1. Obviously, CGS-(L, AO,L) uses irrelevant additional base categories while CGS-(L, AO;AI) employs relevant additional ones, and CGS-(L, AO;L) uses relevant original base categories while CGS-(L, AO;AI) employs irrelevant original ones.

Experimental results of CGS-(L, AO,L) and CGS-(L, AO;AI) are illustrated in Fig.8(a) and (b), respectively. From Fig.8(a), it is better for the FSIR model to use more samples per relevant base category than more irrelevant base categories. From Fig.8(b), it is better for the FSIR model to use more relevant base categories than more samples per irrelevant base category. These two observations can explain that relevance is a more important factor than more base categories or more sample per base category.

The following suggestions can be obtained.

- It is better for the FSIR model to use more base categories than more samples per category, when
Fig. 8. (a) and (b) present the 5-way 1-shot accuracy of CGS-(L, AO; L) and CGS-(L, AO; AI), respectively.

original and additional base categories are relevant.

- Relevance is a more important factor than transformations in sample forms (i.e., more categories or more sample per category).

According to the above two points, we can further infer that the FSIR performance goes down in order of more relevant base categories, more samples per relevant base category, more irrelevant base categories, and more samples per irrelevant base category.

4.6 Tremendous Number of Categories

When the number of total samples is fixed, whether more base categories lead to better the FSIR performance? To explore this problem, we conduct experiments on a dataset of a larger number of categories. This dataset contains 10,020 categories, sampled from ImageNet [16]. In this case, we set the total number of samples as 20,000, and the number of base categories ranges from 100 to 10,000. Thus each category contains samples ranging from 200 to 2. For each setting (indexed with the number of base categories), the evaluations are also conducted 5 times with four few-shot learning methods. Evaluating each model, we use the same architecture of few-shot learning methods, the same number of test tasks or novel categories, and evaluation index as the above experiments.

Experimental results are illustrated in Fig. 9. With the fixed number of total samples, as the number of base categories increases, the FSIR performance decreases. When the number of per base category is 1000, namely each base category contains 20 samples, more samples per base category become more important than more base categories. In this case, additional samples per base category provide more bonus for the FSIR model than additional base categories, since the FSIR model can not learn accurate knowledge well from a small amount of samples per category.

4.7 Discussion

The main factors about base categories affecting the performance of FSIR are presented as follows.

- The more categories is not always the better. Relevance is the key factor, increasing relevant categories can benefit FSIR, otherwise, including irrelevant categories may not be helpful.
- Data diversity is also an important factor to FSIR, large diversity in categories or density in instances can result in better results, enhancing the generalization capability the FSIR model.
- When enough instances are in each category, category diversity is more sensitive than instance density, which may coarsely broaden the diversity of whole dataset.

5 Evaluation of Dataset Structure

As the early studies, FSIR attempts to recognize the alphabet [18] and images with simple background [17]. Afterwards, FSIR focuses on more realistic images such as general object images [9], [10], [21], [27], fine-grained object images [21], [60], scene images [23], [28]. Different datasets present different difficulty levels of FSIR. For example, FSIR research on alphabet images is easier than that on real-world images. This reflects the differences of intrinsic dataset structures on different datasets. In this section, we study the dataset structure from the view of FSIR. First, we present various factors of dataset structures with quantitative representations. Second, we introduce several datasets under few-shot settings. And then we make analysis on different datasets from the dataset structure and few-shot learning methods. Finally, we give some discussions.

5.1 Factors of Dataset Structure

Dataset structure can be reflected with image complexity, intra-concept visual consistency and inter-concept visual similarity. Image complexity can depict visual contents of original images. If original images include complex background information, it could be difficult to accurately identify their concepts. As illustrated in Fig. 10, the apple image is more complex than the letter “L” image, and the scene image with cluster background is more complex than the apple image. Both intra-concept visual consistency and inter-concept visual similarity can depict semantic gaps between low-level visual features (i.e., computational representations of images from hand-crafted algorithms) and high-level
image concepts (i.e., semantic interpretations of images from human beings) [61]. Intra-concept visual consistency describes the aggregations of single concept in the visual feature space, and a big intra-concept visual consistency may result in low semantic gaps. In contrast, inter-concept visual similarity describes correlations between different concepts in the visual feature space, and a small inter-concept visual similarity may result in low semantic gaps.

We quantify image complexity with the following ways:
i) Complex images often have complex structures, and structural attributes can be preserved by edges. We use percentage of edge points $P_{EP}$ as a metric, defined as:

$$P_{EP} = \frac{\#(\text{edge pixels})}{\#(\text{image pixels})}$$

where $\#(\text{image pixels})$ and $\#(\text{edge pixels})$ are the number of pixels and edges in the image, respectively. Edge pixels can be detected with the Canny edge detection method [62]. ii) We utilize the 2D entropy $E_{2D}$ [63] to measure the underlying spatial structure and pixel co-occurrence. Given an $N \times M$ pixel image $f(n,m)$, $E_{2D}$ is defined as:

$$E_{2D} = - \sum_{i=1}^{I_{\max}} \sum_{j=1}^{J_{\max}} p_{i,j}\log_2 p_{i,j}$$

where $p_{i,j} = \frac{1}{N \times M} \sum_{n=1}^{N} \sum_{m=1}^{M} \delta_{i,f_x(n,m)} \delta_{j,f_y(n,m)}$, $\delta$ is the Kronecker delta formulation, $f_x$ and $f_y$ are the two derivative components of the gradient field, $I$ and $J$ record all gradient values in two gradient directions.

Intra-concept visual consistency and inter-concept visual similarity are quantified according to [61]. Intra-concept visual consistency of category $C_i$ is defined as:

$$c_{ina}(C_i) = \frac{1}{|C_i|} \sum_{l=1}^{|C_i|} \sum_{j=i+1}^{|C_i|} k(x^l_i, x^j_i)$$

where $|C_i|$ is the number of images in $C_i$, $x^l_i$ and $x^j_i$ are the feature representations of images in $C_i$, and $k(x^l_i, x^j_i)$ is inversely proportional to the Euclidean distance of $x^l_i$ and $x^j_i$, and can be used as the similarity of them.

The average intra-concept visual consistency $C_{ina}$ of all categories in $D$ is defined as:

$$C_{ina} = \frac{1}{|D|} \sum_{l=1}^{|D|} c_{ina}(C_l)$$

where $|D|$ is the number of categories in $D$. Inter-concept visual similarity between $C_i$ and $C_k$ is defined as:

$$s_{inr}(C_i, C_k) = \frac{1}{|C_i| |C_k|} \sum_{l=1}^{|C_i|} \sum_{j=1}^{|C_k|} k(x^l_i, x^j_k)$$

where $|C_i|$ and $|C_k|$ are the number of images of $C_i$ and $C_k$, respectively, $x^l_i$ and $x^j_k$ are the feature representations of images in $C_i$ and $C_k$, respectively, $k(x^l_i, x^j_k) = \sqrt{\|x^l_i - x^j_k\|^2 + c}$ ($c$ is a scalar). The average inter-concept visual similarity $S_{inr}$ of each two categories in $D$ is defined as:

$$S_{inr} = \frac{2}{|D|(|D|-1)} \sum_{l=1}^{|D|} \sum_{k=l+1}^{|D|} s_{inr}(C_l, C_k)$$

We use three kinds of hand-crafted features (i.e., Gist: used in [64], HOG: Histograms of Oriented Gradients [65], LBP: Local Binary Patterns [66]) to calculate $C_{ina}$ and $S_{inr}$, and set $c = 1.0$. These three kinds of features can depict the characteristics of the dataset on different aspects. As illustrated in Table 4, the trends of the statistical results on different datasets are almost the same in most cases, making the analysis be more comprehensive.

5.2 Evaluated Datasets and Settings

We construct some datasets with different image complexities, which include simple character images and images with different number of objects, e.g., general object images and scene images. In addition to the above images, facing vertical fields, we establish some fine-grained datasets (i.e., food and flower datasets). To guarantee that these datasets have the same dataset diversity, we refer to miniImagenet, and set the other datasets to have the same number of images in each category. One of the number of categories is 84, and each of category contains 600 images. The 64 and 20 categories are used as base and novel categories, respectively.

i) We collect and establish a handwritten character dataset, called miniCharacter, which is generated and annotated by 15 volunteers. MiniCharacter includes various characters such as English letters, numbers, mathematical symbols. The total number of categories is 84, and each of category has 100 images. The 64 and 20 categories are used as base and novel categories, respectively, where each category contains 600 images. ii) MiniImagenet [21] uses 64 and 20 categories as base and novel categories, respectively, where each category contains 600 images. v) MiniFlower is sampled from flower dataset [67] provided from 2018 FGCVxFlower Classification Challenge. It uses 64, 20 categories as base, novel categories, respectively, where each category contains 600 images. v) MiniFood is sampled from Food101 [68]. It uses 64 and 20 categories as base and novel categories, respectively, where each category contains 600 images. Experiments are conducted with four few-shot learning methods (i.e., FN, RN, MAML, adaCNN). Evaluating each model, we use the same architecture of few-shot learning methods, the same number of test tasks, and evaluation index as Sect.4.
5.3 Analysis on Dataset Structure

This subsection aims to analyze performance differences on different datasets from their characteristics of dataset structures. Table 2 illustrates image complexity on evaluated datasets. It can be observed that the image complexity in miniCharacter is the lowest. Each character image contains only one character with clear background. Besides, visual patterns of different kinds of characters are also very different. From Table 2 we can obtain that the FSIR performance on miniCharacter is significantly higher than that on the other datasets. From this special case of miniCharacter, we can find that image complexity plays an important role in FSIR. Character images are very different with natural images such as object, scene and food images. In the following, we mainly focus on comparisons and discussions on the other four datasets from characteristics of dataset structures.

As illustrated in Table 2 image complexity in miniFlower is the highest. However, the FSIR performance on miniFlower is not the lowest, which is higher than miniFood and comparable with miniImagenet and miniPlaces, as shown in Table 3 The reasons can be explained as follows. i) MiniFlower is a special kind of fine-grained image dataset, where images in the same category are very similar. As shown in Fig. 11, although image complexity is very high with clustered edges and detailed component information, visual texture and structural patterns of images in the same category are very similar. MiniFlower has the highest intra-concept visual consistency $C_{intra}$ calculated with the three features, as illustrated in Table 4. This may present that the task of flower recognition is relatively easier, even for the case of FSIR. ii) As categories in miniFlower all belong to flower and they are close biological relatives, it is intuitive that visual patterns of different flower categories are also similar to some extent, as shown in Fig. 11. Thus base categories and novel categories in miniFlower present some relevance, which enables learned FSIR models to better recognize novel categories.

The FSIR performance on miniImagenet is higher than or comparable with the one on the other three datasets. The main reason is that image complexity in miniImagenet is lower than the one in the other datasets. However, the advantage of performance on miniImagenet is faint or not obvious when considering its image complexity is obviously lower than that of miniFlower. This phenomenon can be attributed to less relevance of base categories and novel categories in miniImagenet, which is reflected in the following two aspects. i) Category labels in miniImageNet are sampled from a larger semantic space which brings greater diversities of semantic concepts, compared with miniFlower. This leads to less probabilities of sampling relevant base and novel categories in miniImagenet, when the number of base categories or novel categories are the same in all datasets (i.e., all datasets include 64 base categories and 20 novel categories). ii) Images in miniImagenet focus on single object, and different categories differ greatly in visual content, in contrast, different categories in miniFlower are similar, as shown in Fig. 11. Thus base categories and novel categories in miniImagenet present less relevance than that in miniFlower.

The FSIR performance from four methods on miniFood
is the worst. The reasons can be explained as follows. i) As shown in Table 2, the image complexity of miniFood is much higher than the one of minilmageonet and miniPlaces. Besides, compared with the two datasets, the inter-concept visual similarity $S_{inr}$ of miniFood is higher, as shown in Table 4. Therefore, the performance on miniFood is worse than the one on minilmageonet and miniPlaces. ii) Although miniFlower and miniFood both belong to fine-grained datasets, there are fixed semantic patterns in miniFlower. For example, the flower consists of some semantic parts, such as petals and calyx. However, such semantic patterns do not exist in miniFood and miniFood thus has a lower intra-concept visual consistency $C_{ina}$ than miniFlower, as shown in Table 4. Therefore, the FSIR performance on miniFood is worse than the one on miniFlower.

### 5.4 Analysis on Few-shot Learning Methods

This subsection aims to analyze performance differences on different datasets from different few-shot learning methods. From Table 3, we observe that RN outperforms the other methods on all datasets. The possible reason is that RN uses a deeper architecture by employing two convolutional layers as a metric since using a deeper architecture can obtain better performance [11]. RN is a metric-based method with a parametric network as the metric, and PN is also a metric-based method but with a predefined metric. Metric-based methods recognize novel categories without task-specific adaptation. In contrast, meta-learning methods update the initial network such as weights in MAML, activations in adaCNN to recognize novel categories.

On the whole, compared with meta-learning methods, metric-based methods have advantages on datasets of low image complexities (e.g., miniCharacter, minilmageonet). However, these advantages become weak or even disadvantages on datasets of high image complexities (e.g., miniFlower, miniFood). A dataset of low image complexities is usually associated with a high intra-concept visual consistency or a low inter-concept visual similarity. On this dataset, metric-based methods without task-specific adaptation can still distinguish them, while meta-learning methods with the adaptation may introduce some noises. For example, two metric-based methods (i.e., PN, RN) both have better performance than two meta-learning methods (i.e., MAML, adaCNN) on miniCharacter. In contrast, a dataset with high image complexities is usually associated with a low intra-concept visual consistency or a high inter-concept visual similarity, and meta-learning methods can obtain further bonus with the adaptation to distinguish them. For example, two meta-learning methods both have better performance than PN on miniFood.

On miniPlaces, it can be observed that meta-learning methods obtain comparable performance with metric-based methods. Different scenes in miniPlaces usually contain object co-occurrences with different spatial layouts. Those co-occurrences may lead to inter-concept visual similarity, which may confuse metric-based methods to some extent. In contrast, meta-learning methods usually remain some shared weights, and adapt region-specific or task-specific weights with support set, those co-occurrences can somehow be learned by shared weights, making meta-learning methods be well adapted to miniPlaces.

When two meta-learning methods are compared on miniPlaces and miniFlower, it can be observed that adaCNN works better on scene-centric datasets miniPlaces, in contrast, MAML obtains better performance on flower-centric datasets miniFlower. Scenes usually contain (object) region co-occurrences, which comprise different scenes with different spatial layout. With the “shared” regions, adaCNN can rapidly adapt activations to fit different spatial layouts, but MAML adjusts weights for adaptation which may break the “shared” regions. Different categories of flowers usually contain similar spatial layouts (shapes), where the main differences appear in local detailed regions. AdaCNN may not capture these regions with adjustment on activations. In contrast, MAML has a bigger adaptive capacity by adjusting weights, which enables it to capture those detailed regions.

### 5.5 Discussion

Based on the above analysis, we can obtain:

- A dataset with a low image complexity presents better performance. Besides, intra-concept visual consistency and inter-concept visual similarity also can depict performance differences. For instance, since miniFlower has a higher intra-concept visual consistency, it presents better performance than miniFood, though a higher image complexity on miniFlower.
- Metric-based methods may be good at recognizing novel categories of low image complexities, and meta-learning methods are promising solutions to handle novel categories of high ones.
- It’s more effective to design FSIR architectures according to the characteristics of data distribution. For instance, MAML jointly updates weights for task-specific adaptation, which is more suitable to fine-grained categories, such as miniFlower.

### 6 Perspectives and Future Directions

According to existing FSIR researches and our observations, we give some prospective analysis on future works from the following aspects.

**FSIR on data of non-uniform distributions.** The vast majority of existing FSIR works assume the number of instances of each base category is the same. Yet, this is a highly restrictive setting, as in real-world scenarios, the data of base categories is not uniformly distributed. In most cases, some categories have plenty of samples while more categories have only a few ones, which presents a long-tailed distribution. The categories of both plenty of samples and a few ones are useful for FSIR, according to our observations
that both dense instances and diverse categories can boost the FSIR performance. How to use this kind of data of non-uniform distributions for FSIR is worth exploring. Besides, since irrelevant data may damage transferability of the FSIR model, excavating useful data and automatically filtering out noisy one from the data with mixed distributions of concepts is a significant research direction.

**Transferable FSIR.** It is common to utilize priori representations obtained in models which are trained with large examples for new tasks. Our current work has demonstrated that the relevance between images in base and novel categories has much influence on the FSIR performance. Furthermore, there are situations that images in base categories and novel categories have different data distributions. Sometimes, images in novel categories are even coupled with unlabeled data. It is important for few-shot learning methods to eliminate the domain gap between base and novel categories, encouraging learning representations with improved ability to generalize. In real world scenarios, how to explore knowledge from available images to recognize images with rare annotated examples in target specific domain is in high demand. For instance, recognizing fine-grained novel categories uses generic base categories instead of fine-grained ones, considering the data from general images is easier to access. Therefore, exploring transferability in FSIR is also an important direction.

**FSIR on broader data modalities.** Our work demonstrates that different series of few-shot learning methods may fit different domains, according to characteristics of the data. Moreover, this conclusion may be extended to broader data modalities, such as RGB-D, medical, remote sensing, simulated data. RGB-D data contains both RGB images and depth information (depth images or point cloud), which also can be implemented in different domains. In scene understanding tasks, both modalities may be modeled by meta-learning methods. In alternative object-centric tasks, a combination of metric-based and meta-learning methods may be required, where RGB data relies on metric-based methods and depth data relies on another ones. Medical data (e.g., CT, MRI and X-ray) is usually used to detect the lesion of particular organs, it’s more suitable to consider meta-learning methods since most those medical images share similar spatial layout and background information. Remote sensing data is usually in large resolution with rich contents, which is challenging to metric-based methods. Simulated data (obtained from simulators, such as Ai2thor, VirtualHome) can be captured in different views, how to learn generalized capability from few instances in different views is also challenging.

**Incremental FSIR.** The cognitive ability of human beings is constantly updated and improved through the interaction with the environment. In the interaction process, the ability of incremental learning is crucial to the development of real-world artificial intelligence systems towards human-like cognitive ability. This is because the smart agents are often exposed in a new and dynamic environment: new samples and new concept classes increase continuously. While FSIR mainly focuses on classifying novel categories, they rely on the old training data (i.e., base categories), which is entirely different from incremental FSIR, where the base categories are unavailable at the new incremental stage. Towards incremental FSIR, recently, there are some attempts, such as [23], [24]. For example, [23] proposed one topology-preserving knowledge incrementer framework to incrementally learn new classes from very few labelled samples, without forgetting the previously learned ones. Considering the vital importance of incremental learning of few shot learning in machine learning and computer vision, this topic is worth exploring in the future work. In addition, some observations from our work also provide guidance in designing incremental learning of few shot learning. For example, for datasets with low image complexities, metric-based incremental learning methods are more suitable.

**FSIR with extra knowledge.** Since the visual data exists complex structural characteristics, it is difficult to extract effective knowledge, especially for that generic knowledge which can be used to establish some connections on novel categories. But this generic knowledge can be relatively easily obtained from some prior knowledge such as attributes [25], [75], word embeddings (learned from large-scale text corpora) [76], [77], [78], relationships of entities [77], [78], knowledge graph [77], [78]. Thus using this kind of prior knowledge as complementary information for FSIR is meaningful.

**Few-shot learning on new tasks.** Most few-shot learning methods focus on image recognition. Similarly, in the real-world scenario, some tasks such as object detection and action recognition could not access a large number of training samples, or even leverage only a few ones. How to extend few-shot learning to these tasks is becoming significant. Recently, there are some attempts such as few-shot object detection [80], [81], few-shot action recognition [82], few-shot video classification [83], few-shot video retargeting [64], few-shot human object interaction recognition [85] and few-shot segmentation [86], [87]. Moreover, multi-concept few-shot learning such as multi-label image recognition, visual relationship detection and novel visual concept generation for image captioning [88] also needs to be explored. For instance, multi-label few-shot image recognition not only needs to identify novel concepts but also models their relations to some extent. Considering the vital significance of some tasks under the settings of few-shot learning, these new tasks are worth exploring and further studied.

### 7 Conclusions

Few-shot image recognition (FSIR) is an important research problem in the machine learning and computer vision community. In this paper, we study FSIR with dataset bias systematically. First, we investigate impact of transferable capabilities learned from distributions of base categories. We introduce instance density and category diversity to depict distributions of base categories, and relevance to measure relationships between base categories and novel categories. Experimental results on different sub-datasets of ImagNet demonstrate the relevance, instance density and category diversity can depict the transferable bias from base categories. Second, we investigate differences in performance on different datasets from characteristics of dataset structures and different few-shot learning methods. We introduce image complexity, intra-concept visual consistency, and inter-concept visual similarity to quantify
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