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In this article, we propose an efficient random finite set (RFS)-based algorithm for multiobject tracking, in which the object states are modeled by a combination of a labeled multi-Bernoulli (LMB) RFS and a Poisson RFS. The less computationally demanding Poisson part of the algorithm is used to track potential objects whose existence is unlikely. Only if a quantity characterizing the plausibility of object existence is above a threshold, a new labeled Bernoulli component is created, and the object is tracked by the more accurate but more computationally demanding LMB part of the algorithm. Conversely, a labeled Bernoulli component is transferred back to the Poisson RFS if the corresponding existence probability falls below another threshold. Contrary to existing hybrid algorithms based on multi-Bernoulli and Poisson RFSs, the proposed method facilitates track continuity and implements complexity-reducing features. Simulation results demonstrate a large complexity reduction relative to other RFS-based algorithms with comparable performance.

I. INTRODUCTION

Multiobject tracking aims to estimate the time-dependent states of an unknown time-dependent number of objects from a sequence of measurements [1]–[5]. This task is complicated by a measurement origin uncertainty, i.e., the fact that it is unknown which measurement was generated by which object. Most established multiobject tracking algorithms address measurement origin uncertainty by solving a data association problem [1]. Here, we propose a multiobject tracking algorithm that uses random finite sets (RFSs) and the framework of finite set statistics [2], [3] to model the object states and measurements.

A. State of the Art

Existing RFS-based multiobject tracking methods include the probability hypothesis density (PHD) filter [2], [6], the cardinalized probability hypothesis density (CPHD) filter [2], [7], and multi-Bernoulli (MB) filters [2], [3], [8]. These filters do not require a data association step. They have a low or moderate computational complexity but can exhibit poor accuracy in more challenging scenarios. They do not maintain track continuity, in that they do not estimate entire trajectories of consecutive object states.

In many applications, track continuity is required. A widely used approach to achieving track continuity is to model the multiobject state by a labeled RFS [9]–[16]. Related tracking filters include the generalized labeled multi-Bernoulli (GLMB) filter [9], [10], [14], which is based on the GLMB RFS, and the labeled multi-Bernoulli (LMB) filter [11]–[13], which is based on the LMB RFS. Compared with the GLMB filter, the LMB filter incorporates certain approximations resulting in a much lower complexity. Recently, (G)LMB methods that are suitable for large-scale tracking scenarios [12]–[15] and that consider information from multiple consecutive measurements at each filtering step [16] have been proposed. On the other hand, the track-oriented marginal multi-Bernoulli/Poisson (TOMB/P) filter [17] is based on the union of two unlabeled RFSs, namely, a Poisson RFS and an MB RFS. The TOMB/P filter creates a new Bernoulli component for each measurement and prunes Bernoulli components with low existence probability. A modification of the TOMB/P filter [18] transfers Bernoulli components with low existence probability to the Poisson RFS instead of pruning them; this transfer is referred to as recycling in [18]. A “label-augmented” version of the TOMB/P filter that maintains track continuity was obtained in [19] by heuristically introducing labels in the formulation of the TOMB/P filter.

An alternative approach to multiobject tracking with track continuity is the paradigm of partially distinguishable populations [20]. This approach can lead to methods with a computational complexity that is linear in the number
of tracks and the number of measurements. Finally, track continuity can be achieved by modeling the multiobject state as an RFS of trajectories [21]–[24], where each trajectory is characterized by its initial time, its length, and the sequence of object states it contains. Algorithms based on this approach comprise the trajectory PHD and CPHD filters [23], the trajectory MB mixture filter [21], and the trajectory Poisson MB mixture filter [22]. These methods can have performance advantages over the methods proposed in [9]–[15] and [17]–[20], but also a significantly increased computational complexity.

B. Contribution

Here, we propose a multiobject tracking algorithm with track continuity, termed LMB/P filter, that combines the strengths of the LMB filter and the PHD filter and is inspired by the label-augmented TOMB/P filter. We model the multiobject state as a combination of an LMB RFS (i.e., a labeled RFS) and a Poisson RFS (i.e., an unlabeled RFS). While in the TOMB/P filter, the Poisson RFS facilitates the creation of new Bernoulli components, the proposed LMB/P filter extends the use of the Poisson RFS to the tracking of “unlikely” objects. Only if a quantity characterizing the plausibility of object existence is above a threshold, the LMB/P filter creates a new labeled Bernoulli component, and the corresponding object is tracked within the more accurate but less efficient LMB part. Conversely, the LMB/P filter transfers labeled Bernoulli components to the Poisson RFS if the probability of object existence falls below another threshold. The fact that unlikely objects are tracked within the more efficient Poisson part results in a large reduction of computational complexity.

Our derivation of the proposed LMB/P filter is based on a new system model for labeled/unlabeled objects in which the multiobject state is modeled by a tuple of a labeled RFS and an unlabeled RFS. This system model is interesting in its own right as a basis for deriving further new labeled/unlabeled multiobject tracking filters.

The proposed LMB/P filter is rooted in the framework of Bayes-optimal multiobject tracking and employs several approximations to achieve computational feasibility and efficiency. Since an exact implementation of the Bayes-optimal multiobject tracking filter is computationally infeasible, certain approximations are employed by all the practical multiobject tracking algorithms. For example, in the popular PHD filter, the posterior multiobject probability density function (pdf) is approximated by a Poisson pdf. While this is a rather severe approximation, it can be motivated and justified by the fact that the PHD filter has a very low computational complexity while still achieving good performance in multiobject tracking scenarios of low-to-moderate difficulty.

The proposed LMB/P filter employs a sequence of approximations that are considerably less severe and more sophisticated. Our goal is to combine the strengths of the PHD and LMB filters. In fact, the LMB/P filter can be interpreted as a combination of an LMB filter and a PHD filter that run in parallel but not independently of each other, even though the update relations of the PHD part are different from the update relations of the original PHD filter. The derivation of our filter is based on approximating the posterior multiobject pdf by a combined LMB–Poisson pdf. To further decrease the computational complexity, we introduce certain additional approximations and modifications. More specifically, we propose a clustering scheme based on a new criterion in order to reduce the complexity of data association, and we employ a flexible transfer between labeled and unlabeled objects in order to track “unlikely” objects with low complexity and “likely” objects with high accuracy. These approximations can be justified by the fact that they result in a low complexity and an excellent performance even in challenging multiobject tracking scenarios.

This article differs from our conference publication [25] in that it proposes an improved label and measurement partitioning scheme, which results in a lower complexity; it presents a detailed derivation of the approximations used in the update step; it provides a detailed step-by-step statement of the proposed algorithm; and it presents an improved experimental performance evaluation. Furthermore, the proposed method differs from the TOMB/P filter with recycling [18] in that it uses a labeled RFS in order to facilitate track continuity, it incorporates a label and measurement partitioning scheme resulting in a complexity reduction, and it updates the Poisson RFS based on measurements that are unlikely to originate from a labeled object.

C. Article Organization and Notation

The rest of this article is organized as follows. After a brief review of RFSs in Section II, Section III presents a system model for labeled/unlabeled objects. The prediction step and (exact) update step are presented in Sections IV and V, respectively. In Sections VI and VII, we describe the complexity-reducing approximations used in the update step of the LMB/P filter. Section VIII summarizes the LMB/P filter algorithm. Simulation results are presented in Section IX. Finally, Section X concludes this article.

We will use the following notation. Vectors are denoted by small boldface letters (e.g., $\mathbf{x}$), unlabeled finite sets by capital letters (e.g., $X$), and labeled finite sets by capital letters with a tilde (e.g., $\tilde{X}$). Labeled states are denoted as $(x, l)$, where $x$ is a state vector and $l$ is a label. Randomness is indicated by a sans serif font, such as in $\text{x}$ or $X$. We write pdfs as $f(\cdot)$ or $s(\cdot)$ and probability mass functions (pmfs) as $p(\cdot)$. The expectation operator is denoted by $E\{\cdot\}$ and the...
probability by \( \Pr \{ \cdot \} \). Integrals are over the entire space of the integration variable unless noted otherwise. The superscript \( ^T \) indicates transposition, and \( \mathbf{I}_N \) denotes the \( N \times N \) identity matrix.

II. FUNDAMENTALS OF RFSs

A. Unlabeled RFSs

An (unlabeled) RFS \( X = \{ x^{(1)}, \ldots, x^{(n)} \} \) is a random variable whose realizations \( X \) are finite sets \( \{ x^{(1)}, \ldots, x^{(n)} \} \) of vectors \( x^{(i)} \in \mathbb{R}^n \). Both the vectors \( x^{(i)} \) and their number \( n = |X| \) (the cardinality of \( X \)) are random, and the elements \( x^{(i)} \) are unordered. We define \( \rho(n) \equiv \Pr \{|X| = n\} \) as the pmf of the cardinality \( n = |X| \). The set integral \( \int g(X) \delta X \) of a real-valued set function \( g(X) \) is defined as described in [2].

The statistics of an RFS \( X \) can be described by the multiobject pdf \( f_X(x) \), briefly denoted \( f(X) \), or equivalently by the probability generating functional (pgf) [2]

\[
G_X[h] \equiv \int h^X f(X) \delta X.
\]

Here, \( h^X \equiv \prod_{x \in X} h(x) \), where \( h : \mathbb{R}^n \to [0, \infty) \) is any nonnegative vector function. The pgf of the union \( X = \bigcup_{j=1}^J X^{(j)} \) of statistically independent RFSs \( X^{(j)}, j \in \mathcal{J} \), is the product of the individual pgfs \( G_{X^{(j)}}[h] \), i.e.,

\[
G_X[h] = \prod_{j \in \mathcal{J}} G_{X^{(j)}}[h]. \tag{1}
\]

The PHD or intensity function \( \lambda_X(x) : \mathbb{R}^n \to [0, \infty) \) of an RFS \( X \), briefly denoted \( \lambda(x) \), is a first-order moment of \( X \) with the property that for any region \( S \subseteq \mathbb{R}^n \), the integral \( \int_S \lambda(x) dx \) yields the expected number of objects whose states are located in that region, i.e., \( \mathbb{E}[|X \cap S|] = \int_S \lambda(x) dx \). The PHD can be obtained from the pgf according to

\[
\lambda(x) = \frac{\delta}{\delta h} G_X[h] \bigg|_{h=1}
\]

where \( \frac{\delta}{\delta h} G_X[h] \) denotes the functional derivative of \( G_X[h] \) [2].

For a Poisson RFS, the cardinality \( n \) is Poisson distributed with mean \( \mu \), i.e., \( \rho(n) = e^{-\mu} \mu^n / n! \), \( n \in \mathbb{N}_0 \). For each cardinality \( n = |X| \), the individual elements \( x \) are independent and identically distributed (iid) with some “spatial pdf” \( f(x) \). The pgf is [2]

\[
G_X[h] = P[h; \lambda] \equiv e^{\lambda h - 1}
\]

where \( \lambda[h-1] = \int \{ h(x) - 1 \} \lambda(x) dx \), and the PHD (intensity function) is \( \lambda(x) = \mu f(x) \).

A Bernoulli RFS is parameterized by a probability of existence \( r \) and a spatial pdf \( s(x) \). It is either empty with probability \( 1-r \) or it contains one element \( \sim s(x) \) with probability \( r \). The pgf is [2]

\[
G_X[h] = B[h; r, s] \equiv 1 - r + rs[h]
\]

with \( s[h] = \int h(x) s(x) dx \). A linear combination of Bernoulli pgfs is again a Bernoulli pgf; more specifically, for weights \( \gamma_i \) satisfying \( \gamma_i \geq 0 \) and \( \sum_i \gamma_i = 1 \), we have

\[
\sum_i \gamma_i B[h; r^{(i)}, s^{(i)}] = B[h; r, s]
\]

where

\[
r = \sum_i \gamma_i r^{(i)}, \quad s(x) = \frac{1}{r} \sum_i \gamma_i r^{(i)} s^{(i)}(x).
\]

An MB RFS is the union of a fixed number \( J \) of statistically independent Bernoulli RFSs \( X^{(j)}, j \in \mathcal{J} \), parameterized by possibly different probabilities of existence \( r^{(j)} \) and spatial pdfs \( s^{(j)}(x) \). The pgf is [cf. (1) and (4)]

\[
G_X[h] = M_J[h; r^{(j)}, s^{(j)}] \equiv \prod_{j \in \mathcal{J}} B[h; r^{(j)}, s^{(j)}] \tag{7}
\]

where \( s^{(j)}[h] = \int h(x) s^{(j)}(x) dx \). Here, the superscript \(^{(j)} \) used in \( M_J[h; r^{(j)}, s^{(j)}] \) indicates that \( M_J[h; r^{(j)}, s^{(j)}] \) involves the set of existence probabilities \( \{ r^{(j)} \}_{j \in \mathcal{J}} \) and the set of spatial pdfs \( \{ s^{(j)}(x) \}_{j \in \mathcal{J}} \).

B. Labeled RFSs

In a labeled RFS \( \tilde{X} \), each element is a tuple of the form \( (x, l) \in \mathbb{R}^n \times \mathbb{L}_l \), where the label space \( \mathbb{L}_l \) is a countable set. Thus, a realization of \( \tilde{X} \) has the form \( \tilde{X} = \{(x^{(1)}, l^{(1)}), \ldots, (x^{(n)}, l^{(n)})\} \). The set integral \( \int g(\tilde{X}) \delta \tilde{X} \) of a real-valued function \( g(\tilde{X}) \) can be defined as described in [3] and [9]. Analogously to an unlabeled RFS, the statistics of a labeled RFS can be described by the multiobject pdf \( f(\tilde{X}) \) [3], [9], [10] or by the pgf \( \tilde{G}_X[h] \equiv \int h^{\tilde{X}} f(\tilde{X}) \delta \tilde{X} \) [3, p. 449], where \( h^{\tilde{X}} \equiv \prod_{(x,l) \in \tilde{X}} h(x, l) \) with \( h : \mathbb{R}^n \times \mathbb{L}_l \to [0, \infty) \).

An LMB RFS \( \tilde{X} \) is an MB RFS where for any realization \( \tilde{x} \), each single-vector set \( \{x\} \) corresponding to a Bernoulli component \( X^{(j)} \) is augmented by a distinct label \( l \in \mathbb{L}_l^* \). Here, adopting the labeling procedure of [3], the same label \( l \) is assigned to each state realization \( x \) of a given Bernoulli component \( X^{(j)} \), and \( \mathbb{L}_l^* \subseteq \mathbb{L}_l \) denotes the finite set of assigned labels. To simplify the notation, we index the Bernoulli RFSs directly by their labels \( l \), i.e., they are denoted \( X^{(l)} \), \( l \in \mathbb{L}_l^* \), with corresponding existence probabilities \( r^{(l)} \) and spatial distributions \( s^{(l)}(x) \) [11]. The LMB RFS \( \tilde{X} \) is completely specified by the parameter set \( \{(r^{(l)}, s^{(l)}(x))\}_{l \in \mathbb{L}_l^*} \). The pgf is given by [3]

\[
\tilde{G}_X[h] = L_{\mathbb{L}_l^*} [h; r^{(l)}, s^{(l)}] \equiv \prod_{l \in \mathbb{L}_l^*} B[h; r^{(l)}, s^{(l)}] \tag{8}
\]

with \( s^{(l)}[h] \equiv \int h(x, l) s^{(l)}(x) dx \) [cf. (4)].

An LMB mixture (LMBM) RFS generalizes the LMB RFS in that its pgf is a mixture of a finite number of LMB pgfs with identical label set \( \mathbb{L}_l^* \), i.e.,

\[
\tilde{G}_X[h] = \sum_{l \in \mathbb{L}_l^*} w_l L_{\mathbb{L}_l^*} [h; r^{(l)}, s^{(l)}] = \sum_{l \in \mathbb{L}_l^*} w_l \prod_{l \in \mathbb{L}_l^*} B[h; r^{(l)}, s^{(l)}].
\]

Here, the weights satisfy \( w_l \geq 0 \) and \( \sum_l w_l = 1 \), and \( s^{(l)}[h] = \int h(x, l) s^{(l)}(x) dx \).
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III. SYSTEM MODEL

In this section, we present a new labeled/unlabeled RFS-based system model that provides the statistical descriptions of the state evolution process and the measurement process. The proposed model is valid for all types of labeled/unlabeled multiobject state RFSs; the specific RFS type used for the multiobject state in our LMB/P filter will be described in Section IV. The multiobject state is composed of a labeled RFS part and an unlabeled RFS part. The labeled RFS part encodes the identities of the modeled objects and, thus, allows these objects to be distinguished. By contrast, the objects modeled by the unlabeled RFS part are indistinguishable.

More specifically, the multiobject state at time $k-1$ is constituted by the tuple $(\tilde{X}_{k-1}, X_{k-1})$ of a labeled RFS $\tilde{X}_{k-1}$ and an unlabeled RFS $X_{k-1}$. The elements of $X_{k-1}$ are random tuples $(x_{k-1}, l) \in \mathbb{R}^{m} \times \mathbb{L}^{x}_{k-1}$, while the elements of $X_{k-1}$ are random vectors $x_{k-1} \in \mathbb{R}^{m}$. Here, $x_{k-1}$ typically consists of the object’s position and possibly further parameters, and $\mathbb{L}^{x}_{k-1}$ is the set of labels corresponding to $X_{k-1}$, which is a subset of the label space $\mathbb{L}_{k-1} = \{1, \ldots, k-1\} \times \mathbb{N}$. Each label $l \in \mathbb{L}_{k-1}$ is a tuple of the form $(k', \nu)$, where $k' \in \{1, \ldots, k-1\}$ represents the object’s time of birth and $\nu \in \mathbb{N}$ distinguishes objects born at the same time.

A. State Evolution Model

The state evolution model describes the statistics of the multiobject state at time $k$, $(\tilde{X}_k, X_k)$, for a given multiobject state at time $k-1$, $(\tilde{X}_{k-1}, X_{k-1})$, as detailed in what follows. At time $k-1$, an object with the labeled state $(x_{k-1}, l) \in \tilde{X}_{k-1}$ either survives with probability $p_S(x_{k-1}, l)$ or dies with probability $1 - p_S(x_{k-1}, l)$. If it survives, its new state $x_{k}$ (without the label $l$) is distributed according to the transition pdf $f(x_k | x_{k-1}, l)$, and the label is preserved by the state transition. This means that the labels of surviving objects do not change, and thus, we denote them as $l$ rather than $l_k$. The states of different objects evolve independently, i.e., $\tilde{X}_k$ is conditionally independent, given $(x_{k-1}, l)$, of all $(x'_k, l')$ with $l' \neq l$ and also of all the states $x'_h \in X_{k-1}$. Owing to these assumptions, the multiobject state of the labeled objects at time $k$, given $(\tilde{X}_{k-1}, X_{k-1})$, is described by an LMB RFS (see Section II-B)

$$\tilde{X}_k = \bigcup_{l \in \mathbb{L}^{x}_{k-1}} \tilde{S}_k(x_{k-1}, l)$$

where $\tilde{S}_k(x_{k-1}, l)$ is a labeled Bernoulli RFS with existence probability $r^{(l)}_k = p_S(x_{k-1}, l)$ and spatial pdf $\tilde{s}^{(l)}_k(x_k) = f(x_k | x_{k-1}, l)$. Thus, $\tilde{X}_k$ is characterized by the Bernoulli parameter set $\{(p_S(x_{k-1}, l), f(x_k | x_{k-1}, l))\}_{l \in \mathbb{L}^{x}_{k-1}}$.

Furthermore, at time $k - 1$, an object with the unlabeled state $x_{k-1} \in X_{k-1}$ either survives with probability $p_B(x_{k-1})$ or dies with probability $1 - p_B(x_{k-1})$. If it survives, its new state $x_k$ is distributed according to the transition pdf $f(x_k | x_{k-1})$. The states of different unlabeled objects evolve independently, i.e., $x_k$ is conditionally independent, given $x_{k-1}$, of all the other $x'_h$ and also of the states $(x''_h, l) \in \tilde{X}_k$.

Accordingly, the multiobject state of the survived unlabeled objects at time $k$, given $(\tilde{X}_{k-1}, X_{k-1})$, is modeled as an MB RFS (see Section II-A) $X^S_k = \bigcup_{l \in \mathbb{L}^{x}_{k-1}} S_k(x_{k-1}, l)$, where $S_k(x_{k-1}, l)$ is a Bernoulli RFS with parameters $r_k = p_B(x_{k-1})$ and $s_k(x_k) = f(x_k | x_{k-1})$. Thus, $X^S_k$ is characterized by the Bernoulli parameter set $\{(p_B(x_{k-1}), f(x_k | x_{k-1}))\}_{x_{k-1} \in X_{k-1}}$.

Object birth is modeled by an (unlabeled) Poisson RFS $X^B_k$ with mean parameter $\mu_B$ and spatial pdf $f_B(x_k)$, and, hence, PHD $\lambda^B_k(x_k) = \mu_B f_B(x_k)$. Thus, the entirety of unlabeled objects at time $k$, given $(\tilde{X}_{k-1}, X_{k-1})$, is described by the RFS

$$X_k = X^S_k \cup X^B_k = \left( \bigcup_{x_{k-1} \in X_{k-1}} S_k(x_{k-1}) \right) \cup X^B_k.$$  

We assume that all the newborn unlabeled object states $x_{k} \in X^B_k$ are independent of all $x'_h \in X_{k-1}$, all $(x''_h, l) \in \tilde{X}_{k-1}$, and all measurements (see below) $z_k \in Z_k$. Owing to our above independence assumptions, the RFSs $X^S_k$ and $X^B_k$ are conditionally independent given $(\tilde{X}_{k-1}, X_{k-1})$.

B. Measurement Model

At time $k$, a sensor produces $M_k$ measurements $z^{(1)}_k, \ldots, z^{(M_k)}_k$, which are modeled as an (unlabeled) RFS $Z_k \equiv \{z^{(1)}_k, \ldots, z^{(M_k)}_k\}$. The measurements may originate from a labeled object, an unlabeled object, or clutter.

A labeled object with state $(x_k, l) \in \tilde{X}_k$ is detected (i.e., it generates a measurement) with probability $p_D(x_k, l)$ or is missed (i.e., it does not generate a measurement) with probability $1 - p_D(x_k, l)$. In the first case, the object generates exactly one measurement $z_k$, which is distributed according to the likelihood function $f(z_k | x_k, l)$. We assume that $z_k$ is conditionally independent, given $(x_k, l)$,

$^1$With an abuse of notation, $p_S(\cdot)$ is used to denote both the survival probabilities of labeled objects [with argument $(x_{k-1}, l)$] and of unlabeled objects [with argument $x_{k-1}$]. A similar remark applies to the detection probability $p_D(\cdot)$ considered in Section III-B.

$^2$In our system model, newborn objects may not be labeled objects. As we will explain in Section V-A, there do exist “new” labeled objects, which are previously unlabeled objects that are augmented by a new distinct label and, thereby, are transferred from the unlabeled RFS to the labeled RFS. Thus, this creation of new labeled objects is not modeled by a birth process as in the LMB filter [11]; it is considered as a part of the tracking algorithm, rather than of the system model.

$^3$The measurement model describes the statistical dependence of the random (unobserved) measurements on the multiobject state. Accordingly, at this point, the measurements are considered random and, thus, denoted as $Z_k = \{z^{(1)}_k, \ldots, z^{(M_k)}_k\}$. However, in the context of our tracking algorithm (see Sections V-VIII), the measurements will be considered as deterministic (observed) and will, thus, be denoted as $Z_k = \{z^{(1)}_k, \ldots, z^{(M_k)}_k\}$.
of all the other $z'_k$, all the other $(x'_k, I') \in \tilde{X}_k$, and all $x'_k \in X_k$. Accordingly, the measurements originating from labeled objects, given $(\tilde{X}_k, X_k)$, are modeled by an MB RFS $Z_k^l = \bigcup_{l \in \Xi_k} \Theta^l_k(x_k, l)$, where $\Theta^l_k(x_k, l)$ is a Bernoulli RFS with parameters $r_k^{l}(l) = p_D(x_k, l)$ and $\delta^l(l) = f(z_k|x_k, l)$. Thus, $Z_k^l$ is characterized by the Bernoulli parameter set $\{(p_D(x_k, l), f(z_k|x_k, l)))_{l \in \Xi_k}\}$.

An unlabeled object with state $x_k \in X_k$ is detected with probability $p_D(x_k)$ or is missed with probability $1 - p_D(x_k)$. In the first case, it generates exactly one measurement $z_k$, which is distributed according to the likelihood function $f(z_k|x_k)$. We assume that $z_k$ is conditionally independent, given $x_k$, of all the other $z'_k$, all the other $x'_k \in X_k$, and all $(x'_k, I') \in \tilde{X}_k$. Hence, the measurements originating from unlabeled objects, given $(\tilde{X}_k, X_k)$, are modeled by an MB RFS $Z_k^u = \bigcup_{x_k \in X_k} \Theta_k^u(x_k)$, where $\Theta_k^u(x_k)$ is a Bernoulli RFS with parameters $r_k^u = p_D(x_k)$ and $s(x_k) = f(z_k|x_k)$. Thus, $Z_k^u$ is characterized by the Bernoulli parameter set $\{(p_D(x_k), f(z_k|x_k))_{x_k \in X_k}\}$.

Finally, the clutter-originated measurements are modeled by a Poisson RFS $Z_k^c$ with mean parameter $\mu_c$ and spatial pdf $f_c(z_k)$ and, hence, PHD $\lambda_k^c(z_k) = \mu_c f_c(z_k)$. Thus, it follows that the overall measurement RFS at time $k$, given the multistate object $(\tilde{X}_k, X_k)$, is

$$Z_k = Z_k^l \cup Z_k^u \cup Z_k^c = \left( \bigcup_{l \in \Xi_k} \Theta^l_k(x_k, l) \right) \cup \left( \bigcup_{x_k \in X_k} \Theta^u_k(x_k) \right) \cup Z_k^c.$$

We assume that all the clutter-originated measurements $z_k \in Z_k^c$ are independent of all $z'_k \in Z_k^l$ and $z'_k \in Z_k^u$ and all $(x_k, l) \in \tilde{X}_k$ and $x'_k \in X_k$. Owing to our above independence assumptions, the RFSs $Z_k^l$, $Z_k^u$, and $Z_k^c$ are conditionally independent given $(\tilde{X}_k, X_k)$. We note that equivalent independence assumptions, although possibly formulated in a different manner, underlie many established RFS-based [2], [3] and other [1], [4] tracking algorithms.

IV. PREDICTION STEP

Adopting a Bayesian sequential inference framework, the fundamental quantity to be calculated recursively is the joint posterior multijoint pdf of $\tilde{X}_k$ and $X_k$, $f(\tilde{X}_k, X_k|Z_{1:k})$ with $Z_{1:k} \equiv (Z_1, \ldots, Z_k)$, or equivalently the joint posterior pgfl $G_{\tilde{X}_k, X_k}[\tilde{h}, h|Z_{1:k}] \equiv \sum f(\tilde{h}|X_k, Z_{1:k}) \delta \tilde{X}_k \delta X_k$. We make the simplifying approximation that, at the previous time $k-1$, $\tilde{X}_{k-1}$ and $X_{k-1}$ are conditionally independent given $Z_{1:k-1}$, so that

$$G_{\tilde{X}_{k-1}, X_{k-1}}[\tilde{h}, h|Z_{1:k-1}] = G_{\tilde{X}_{k-1}}[\tilde{h}] G_{X_{k-1}}[h].$$

(Note that in all the pgfl factors and approximating pgfls, we suppress the conditions $Z_{1:k-1}$ and $Z_{1:k}$ for notational simplicity.) The above factorization will be preserved automatically over time. That is, using the proposed algorithm—in particular, the approximations in the update step described in Sections VI and VII—the joint posterior pgfl will factor into a labeled part and an unlabeled part also at time $k$ and at all the future times.

The pgfl factors $G_{\tilde{X}_{k-1}}[\tilde{h}]$ and $G_{X_{k-1}}[h]$ in (9) are given as follows. We model $\tilde{X}_{k-1}$ as an LMB RFS consisting of $L_{k-1}^l$ labeled Bernoulli RFSs with existence probabilities $r_k^{l}(l)$ and spatial pdfs $s_k^{l}(x_k|x_k-1, l)$, $l \in L_{k-1}^l$. Here, $L_{k-1}^l \subseteq L_{k-1}$ is the set of labels underlying $\tilde{X}_{k-1}$. Thus, according to (8)

$$G_{\tilde{X}_{k-1}}[\tilde{h}] = \prod_{l \in L_{k-1}^l} B\left[\tilde{h}; r_k^{l}(l), s_k^{l}(x_k|x_k-1, l)\right]$$

where

$$s_k^{l}(x_k|x_k-1, l) = f(x_k|x_k-1, l) s_k^{l}(x_k|x_k-1, l) d_{\tilde{X}_{k-1}}.$$}

Furthermore, we model $X_{k-1}$ as a Poisson RFS with PHD $\lambda_{k-1}(x_k-1)$. Thus, according to (3)

$$G_{X_{k-1}}[h] = P[h; \lambda_{k-1}].$$

Taken together, (9)–(11) express the fact that all the object states—both the labeled states, $(x_k-1, l) \in \tilde{X}_{k-1}$, and the unlabeled states, $x_k-1 \in X_{k-1}$—are conditionally independent given $Z_{1:k}$. A similar approximation, though formulated in a different manner, is used by many established RFS-based [2], [3] and other [1], [4] tracking algorithms.

The joint pgfl $G_{\tilde{X}_k, X_k}[\tilde{h}, h|Z_{1:k}]$ in (9) represents the joint RFS $(\tilde{X}_{k-1}, X_{k-1})$. Since the elements of the labeled RFS $\tilde{X}_{k-1}$ are defined on the space $\mathbb{R}_n \times L_{k-1}^l$, and the elements of the unlabeled RFS $X_{k-1}$ are defined on the space $\mathbb{R}_n \times L_{k-1}^u \times \mathbb{R}_n$. Accordingly, in (9), the LMB pgfl $G_{\tilde{X}_{k-1}}[\tilde{h}]$ [cf. (10)] describes labeled object states that are defined on the space $\mathbb{R}_n \times L_{k-1}^l$, and the Poisson pgfl $G_{X_{k-1}}[h]$ [cf. (11)] describes unlabeled object states that are defined on the space $\mathbb{R}_n$.

As previously stated in Section III, the labeled state RFS, i.e., the LMB RFS $\tilde{X}_{k-1}$, allows the corresponding objects to be distinguished, whereas the objects modeled by the unlabeled state RFS, i.e., the Poisson RFS $X_{k-1}$, are indistinguishable. On the other hand, the Poisson RFS is parameterized by a single function, i.e., its PHD, and it enables a much more efficient representation and processing of a large number of potentially existing objects. Therefore, we will model objects that are likely to exist by the computationally more demanding LMB part and objects that are unlikely to exist by the computationally less demanding Poisson part. The LMB part guarantees track continuity and, thereby, allows the consistent tracking of distinguishable objects over consecutive time steps.

The proposed LMB/P filter propagates the posterior pgfl $G_{\tilde{X}_k, X_k}[\tilde{h}, h|Z_{1:k}]$ from one time step to the next. This consists of a prediction step and an update step. In the prediction step, the previous posterior pgfl $G_{\tilde{X}_{k-1}, X_{k-1}}[\tilde{h}, h|Z_{1:k-1}]$ given by (9)–(11) is converted into a predicted posterior pgfl $G_{\tilde{X}_{k}, X_{k}}[\tilde{h}, h|Z_{1:k-1}] \equiv \sum \tilde{h}_k \tilde{X}_k \delta \tilde{X}_k \delta X_k$, where $f(\tilde{X}_k, X_k|Z_{1:k-1})$ is the predicted posterior multijoint pdf. This conversion involves the state-transition parameters $p_s(x_k, l), f(x_k|x_k-1, l), p_s(x_k-1, l), p_s(x_k, x_k-1)$, and $\lambda_k^c(x_k) = \mu_c f_c(x_k)$ introduced in Section III-A.
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The derivation of the prediction step is analogous to that in [17] but extends it from an unlabeled to a partly labeled multibody state. Following [17], one obtains that the predicted posterior pgfl factors analogously to (9), i.e.,

\[
G_{\hat{X}_k|X_k}[^h|Z_{1:k-1}] = G_{\hat{X}_k|\hat{X}_k}[^h] G_{\hat{X}_k|X_k}[h].
\]  

(12)

Here, the factor \(G_{\hat{X}_k|\hat{X}_k}[^h]\) is of LMB form, i.e.,

\[
G_{\hat{X}_k|\hat{X}_k}[^h] = \prod_{l \in \mathbb{Z}_{k-1}} B\left[^h; r_{k|k-1}^{(l)}, s_{k|k-1}^{(l)} \right]
\]

where

\[
r_{k|k-1}^{(l)} = r_{k|k-1}^{(l)} \int p_S(x_{k-1}, l) s_{k-1}^{(l)}(x_{k-1}) dx_{k-1}
\]

(13)

\[
s_{k|k-1}^{(l)}(x_k) = \frac{\int f(x_k|x_{k-1}, l) p_S(x_{k-1}, l) s_{k-1}^{(l)}(x_{k-1}) dx_{k-1}}{\int p_S(x'_k, l) s_{k-1}^{(l)}(x_k') dx_k'}
\]

(14)

for \(l \in \mathbb{Z}_{k-1}\). We recall that \(r_{k|k-1}^{(l)}\) and \(s_{k|k-1}^{(l)}(x_k)\) are the parameters of \(G_{\hat{X}_k|\hat{X}_k}[^h]\) in (10). Relations (13) and (14) equal the prediction relations of the LMB filter [11].

The other factor in (12), \(G_{\hat{X}_k|X_k}[^h]\), is not a Poisson pgfl anymore but a weighted Poisson pgfl [17]. Still following [17], we approximate it by the pgfl of the Poisson RFS whose PHD equals the PHD corresponding to \(G_{\hat{X}_k|\hat{X}_k}[^h]\). This yields

\[
G_{\hat{X}_k|X_k}[^h] \approx P[^h; \lambda_{k|k-1}]
\]

(15)

with

\[
\lambda_{k|k-1}(x_k) = \lambda_B(x_k) + \int f(x_k|x_{k-1}) p_S(x_{k-1}) \lambda_{k-1}(x_{k-1}) dx_{k-1}.
\]

(16)

Here, we recall that \(\lambda_{k|k-1}(x_k)\) is the PHD corresponding to \(G_{\hat{X}_k|\hat{X}_k}[^h]\) in (11) and \(\lambda_B(x_k)\) is the birth PHD modeling the birth of objects, as explained in Section III-A. We note that the above Poisson pgfl approximation is also used in the prediction step of the PHD filter [6], and, in fact, relation (16) equals the prediction relation of the PHD filter [6]. Furthermore, we note that the approximation can be interpreted as the minimization of a Kullback–Leibler divergence [26].

We conclude that when the approximation (15) is used, the prediction step preserves the LMB–Poisson form of the previous posterior pgfl \(G_{\hat{X}_{k-1}|X_{k-1}}[^h|Z_{1:k-1}]\).

V. EXACT UPDATE STEP

In the update step, the predicted posterior pgfl \(G_{\hat{X}_k|X_k}[^h|Z_{1:k-1}]\) is converted into the new posterior pgfl at time \(k\), \(G_{\hat{X}_k|X_k}[^h|Z_{1:k}]\). This conversion involves the current measurement set \(Z_k\) as well as the measurement parameters \(p_D(x_k, l), f(z_k|X_k, l), p_0(x_k), f(z_k|x_k), \) and \(\bar{\lambda}(z_k) = \mu_c f_c(z_k)\) introduced in Section III-B. The derivation of the update step is again analogous to that in [17]. It turns out that \(G_{\hat{X}_k|X_k}[^h|Z_{1:k}]\) factors according to

\[
G_{\hat{X}_k|X_k}[^h|Z_{1:k}] = G_{\hat{X}_k|X_k}[^h|^h] G_{\hat{X}_k|X_k}[^h|Z_{1:k}]
\]

(17)

where the factor \(G_{\hat{X}_k|X_k}[^h|^h]\) represents detected objects and the factor \(G_{\hat{X}_k|X_k}[^h|Z_{1:k}]\) undetected objects. Detected objects are labeled or unlabeled objects—either likely to exist or not—that generated a measurement in the current or a previous update step, while undetected objects are unlabeled objects that are unlikely to exist and did not generate a measurement in the current update step. The expressions of \(G_{\hat{X}_k|X_k}[^h|^h]\) and \(G_{\hat{X}_k|X_k}[^h|Z_{1:k}]\) will be provided in the next two subsections.

The "exact" update step discussed in this section has a high complexity. We emphasize that the update step of the proposed LMB/P filter is different in that it involves several complexity-reducing modifications and approximations, to be described in Sections VI and VII.

A. Expression of the pgfl of Detected Objects

Next, we will provide an expression of the pgfl of detected objects, \(G_{\hat{X}_k|X_k}[^h|^h]\). Let \(M_k = \{1, \ldots, M_k\} \) denote the set of measurement indices (cf. Section III-B). We introduce the random association vector \(a_k \in (\emptyset \cup M_k)^{1:k-1}\), whose entries \(a_k(l)\), \(l \in \mathbb{Z}_{k-1}\), are given as \(a_k(l) \in m \in M_k\) if the labeled object with state \((x_k, l)\) generates measurement \(z_{k(m)}\) and \(a_k(l) = 0\) if it does not generate a measurement. Note that in the first case, the labeled object with state \((x_k, l)\) is detected, and in the second case, it is missed. We call each possible value \(a_k\) of the association vector \(a_k\) an association hypothesis, and we call \(a_k\) admissible if all the nonzero entries \(a_k(l)\) are different, which implies that at most one measurement is assigned to any given labeled object and no measurement is assigned to more than one labeled object. The association alphabet \(A_k\) is defined as the set of all admissible \(a_k\).

Using \(a_k\), a derivation analogous to [17] shows that \(G_{\hat{X}_k|X_k}[^h|^h]\) is a mixture of pgfls, where each pgfl is the product of an LMB pgfl \(L_{k|k-1}[\hat{h}]; r_{k|k-1}^{(a_k)}, s_{k|k-1}^{(a_k)}\) [see (8)] and an MB pgfl \(M_{\hat{X}_k}[\hat{h}; r_{k|k}^{(m)}, s_{k|k}^{(m)}]\) [see (7)], i.e.,

\[
G_{\hat{X}_k|X_k}[^h|^h] = \sum_{a_k \in A_k} w_{a_k} L_{k|k-1}[\hat{h}; r_{k|k-1}^{(a_k)}, s_{k|k-1}^{(a_k)}] \times M_{\hat{X}_k}[\hat{h}; r_{k|k}^{(a_k)}, s_{k|k}^{(a_k)}] \times \prod_{m \in M_k} B \left[^h; \bar{r}_{k|m}, \bar{s}_{k|m} \right]
\]

(18)

Here, \(M_k \subseteq M_k\) is the index set of all the measurements that are not associated with any labeled object via \(a_k \in A_k\); note, in particular, that \(M_k = \emptyset\) indicates that all the measurements are associated with labeled objects. The expressions of \(r_{k|k}^{(a_k)}, s_{k|k}^{(a_k)}\), \(r_{k|m}, s_{k|m}\) will be presented shortly. Furthermore, the weights \(w_{a_k}\) in (18) and
(19) are given up to a normalization constant by

\[ u_m \propto \left( \prod_{l \in l_l} \beta^{(l,a_l)}_k \right) \prod_m \beta^{(m)}_k \]  

(20)

where \( \beta^{(l,a)}_k \) and \( \beta^{(m)}_k \) are referred to as association weights [17]. Note that in (19), each mixture component corresponds to one of the admissible association hypotheses \( a_k \in A_k \). The LMB pgfl \( L_{k-1} \left[ \bar{h}_k, \tilde{c}_k \right] \) represents objects that are likely to exist and are either detected or undetected in the current update step, and the MB pgfl \( M_{k,n} \left[ h, \bar{f}_k, \bar{s}_k \right] \) represents objects that are unlikely to exist but, nevertheless, are detected in the current update step.

Next, we present the expressions of \( \beta^{(l,a)}_k, \tilde{r}^{(l)}_k, \) and \( \tilde{s}^{(l)}_k(x_k) \) for \( l \in \mathbb{L}_{k-1} \) [17]. For \( a_k = m \in M_k \), we have

\[ \beta^{(l,m)}_k = r^{(l)}_{k-1} \beta^{(l,m)}_k \]  

(21)

\[ \tilde{r}^{(l,m)}_k = 1 \]  

(22)

\[ \tilde{s}^{(l,m)}_k(x_k) = \frac{p_D(x_k, l) f \left( z_k^{(m)} | x_k, l \right) \tilde{s}^{(l)}_{k-1}(x_k)}{b^{(l,m)}_k} \]  

(23)

with \( b^{(l,m)}_k = \int p_D(x_k, l) f \left( z_k^{(m)} | x_k, l \right) \tilde{s}^{(l)}_{k-1}(x_k) dx_k \). Here, \( r^{(l)}_{k-1} \) and \( \tilde{s}^{(l)}_{k-1}(x_k) \) were calculated in the prediction step [see (13) and (14)]. Note that (22) indicates that the object with label \( l \) exists; its state \( (x_k, l) \) is distributed according to \( \tilde{s}^{(l,m)}_k(x_k) \) in (23). The plausibility of this event (i.e., that the object with state \( (x_k, l) \) exists and generates measurement \( z_k^{(m)} \)) is quantified by \( \beta^{(l,m)}_k \) in (21). On the other hand, for \( a_k = 0 \), we have

\[ \beta^{(0)}_k = 1 - \tilde{s}^{(l)}_{k-1}(x_k) \]  

(24)

\[ \tilde{r}^{(0)}_k = \frac{r^{(l)}_{k-1} \tilde{s}^{(l)}_k}{\beta^{(l,m)}_k} \]  

(25)

\[ \tilde{s}^{(0)}_k(x_k) = \left( 1 - p_D(x_k, l) \right) \tilde{s}^{(l)}_{k-1}(x_k) \]  

(26)

with \( \tilde{s}^{(l)}_k = \int (1 - p_D(x_k, l)) \tilde{s}^{(l)}_{k-1}(x_k) dx_k \). Thus, the existence of the object with label \( l \) is uncertain [as described by the existence probability \( r^{(l)}_k \) in (25)]. Note that \( r^{(0)}_k = 0 \) would indicate that the labeled object with state \( (x_k, l) \) does not exist, and \( r^{(l)}_k = 1 \) would indicate that the object exists but does not generate a measurement. If the object exists, its state \( (x_k, l) \) is distributed according to \( \tilde{s}^{(0)}_k(x_k) \) in (26). The plausibility of these events (i.e., that the labeled object with state \( (x_k, l) \) does not exist or it exists but does not generate a measurement) is quantified by \( \beta^{(l,m)}_k \) in (24). Note that in the latter case, the labeled object with state \( (x_k, l) \) does not generate a measurement in the current update step, but it did generate a measurement in a previous update step.

Finally, the expressions of \( \tilde{r}^{(m)}_k, \tilde{s}^{(m)}_k(x_k) \) for \( m \in M_k \) are given by [17]

\[ \tilde{r}^{(m)}_k = d^{(m)}_k \]  

(28)

\[ \tilde{s}^{(m)}_k(x_k) = p_D(x_k) f \left( z_k^{(m)} | x_k \right) \lambda_{k:k-1}(x_k) \]  

(29)

with \( d^{(m)}_k = \int p_D(x_k) f \left( z_k^{(m)} | x_k \right) \lambda_{k:k-1}(x_k) dx_k \). Here, \( \lambda_{k:k-1}(x_k) \) was calculated in the prediction step, see (16), and \( \lambda_{k:k-1}(x_k) \) is the clutter PHD introduced in Section III-B. Note that \( \tilde{r}^{(m)}_k = 1 \) would indicate that measurement \( z_k^{(m)} \) originates from an unlabeled object; the state \( x_k \) of that object is distributed according to \( \tilde{s}^{(m)}_k(x_k) \) in (29). On the other hand, \( \tilde{r}^{(m)}_k = 0 \) would indicate that \( z_k^{(m)} \) originates from clutter. The plausibility of this event (i.e., that measurement \( z_k^{(m)} \) originates from an unlabeled object or from clutter) is quantified by \( \beta^{(m)}_k \) in (27).

B. Expression of the pgfl of Undetected Objects

It remains to provide an expression of the pgfl of undetected objects, \( \tilde{G}_{\lambda_k}[h] \) in (17). (Recall that an undetected object is an unlabeled object that is unlikely to exist and did not generate a measurement in the current update step.) A derivation analogous to [17] yields the Poisson pgfl [see (3)]

\[ \tilde{G}_{\lambda_k}[h] = P[h; \lambda_k] \]  

(30)

with

\[ \lambda_k(x_k) = (1 - p_D(x_k)) \lambda_{k:k-1}(x_k). \]  

(31)

We note that \( \tilde{G}_{\lambda_k}[h] \) represents objects that are unlikely to exist and are also undetected.

In summary, the exact update step transforms the predicted posterior pgfl \( G_{\lambda_k,x_k} \left[ \tilde{h}, h \right] Z_{k-1} \) in (12), which is approximately the product of an LMB pgfl and a Poisson pgfl, into the new posterior pgfl \( G_{\lambda_k,x_k} \left[ \tilde{h}, h \right] Z_k \), which, according to (17) and our discussion above, is the product of the LMB–MB mixture pgfl \( G_{\lambda_k,x_k} \left[ \tilde{h}, h \right] \) in (18) and (19) and the Poisson pgfl \( \tilde{G}_{\lambda_k}[h] \) in (30). The exact update step also takes into account the detection of objects that are unlikely to exist. This is achieved by the MB pgfl \( M_{k+n} \left[ h; \tilde{r}^{(l)}, \tilde{s}^{(l)}_k \right] \) involved in (18), which comprises one Bernoulli component for each observed measurement.

VI. UPDATE STEP OF THE LMB/P FILTER: FIRST APPROXIMATION STAGE

The proposed LMB/P filter is now obtained by two successive approximations of the exact update step discussed above, which result in a significant reduction of complexity. The first approximation stage results in a transformation of certain unlabeled objects into labeled objects. More concretely, to reduce the complexity of data association, we first cluster the LMB–MB mixture pgfl \( C_{\lambda_k,x_k} \left[ \tilde{h}, h \right] \) in (19) into C LMB–MB mixture pgfls. Then, we transfer unlabeled objects that were previously unlikely to exist but satisfy a suitable threshold criterion to the labeled object part, which
means that they are now considered as objects that are likely to exist.

A. Partitioning of Label and Measurement Sets

The clustering of $G_{X_k,c}^{\text{MB-MB}}[\tilde{h}, h]$ is based on a partitioning of the label set $L_k \doteq \{1, \ldots, L_k\}$ and of the measurement index set $M_k = \{1, \ldots, M_k\}$. We partition the label set $L_k \doteq \{1, \ldots, L_k\}$ into $C \in \mathbb{N}$ disjoint subsets, i.e.,

$$L_k^{\text{c}} = \bigcup_{c \in \mathcal{C}} L_k^{(c)}$$

(32)

where $\mathcal{C} \doteq \{1, \ldots, C\}$, and we partition the measurement index set $M_k$ into $C + 1$ disjoint subsets, i.e.,

$$M_k = \bigcup_{c \in \mathcal{C}} M_k^{(c)} \cup M_k^{\text{res}}$$

(33)

Each measurement index subset $M_k^{(c)} \subseteq M_k$ is associated with a corresponding label subset $L_k^{(c)} \subseteq L_k$, whereas the residual measurement index subset $M_k^{\text{res}} = M_k \setminus \bigcup_{c \in \mathcal{C}} M_k^{(c)}$ is not associated with any label set. More specifically, the partitionings (32) and (33) are chosen such that for any $c \in \mathcal{C}$, the association (described by $a_k^{(c)}(l)$) of an object with state $(x_k, I), l \in L_k^{(c)}$, with a measurement index $m$ is plausible for $m \in M_k^{(c)}$ and implausible for $m \in M_k^{(c)} - M_k^{(c)}$ with $c' \neq c$. Here, the plausibility of an association is quantified by the association weight $p_{(l,m)}^{(c)}$ in (21). An algorithm for constructing the partitionings (32) and (33) is presented in Appendix A. This algorithm uses a nonnegative threshold $\gamma_C$ that determines $L_k^{(c)}$, $M_k^{(c)}$, and $M_k^{\text{res}}$.

The partitionings of $L_k^{\text{c}}$ and $M_k$ are illustrated in Figs. 1 and 2, respectively. The overall partitioning scheme is similar in spirit to the classical gating procedure used, e.g., in the joint probabilistic data association filter [1]. However, it is different in that it considers also the (non)existence of objects, it uses the association weights $p_{(l,m)}^{(c)}$ as plausibility measures, and it collects all the residual measurement indices in $M_k^{\text{res}}$.

B. Approximation of the pgfls of Detected and Undetected Objects

Based on the label and measurement partitionings described above, we approximate the posterior pgfl $G_{X_k,c}^{\text{MB-MB}}[\tilde{h}, h; Z_{1:k}]$ in (17) according to

$$G_{X_k,c}^{\text{MB-MB}}[\tilde{h}, h; Z_{1:k}] \approx G_{X_k}^{\text{MB-MB}}[\tilde{h}, h; Z_{1:k}] = \sum_{c \in \mathcal{C}} G_{X_k}^{(c)}[\tilde{h}] G_{X_k}^{(c)}[h]$$

(34)

where the expressions of the factors $G_{X_k}^{(c)}[\tilde{h}]$ and $G_{X_k}^{(c)}[h]$ will be provided presently. As mentioned earlier, this approximation involves the clustering of the LMB–MB mixture pgfl $G_{X_k,c}^{\text{MB-MB}}[\tilde{h}, h; Z_{1:k}]$ into a LMB–MB mixture pgfls and the transfer of certain unlabeled objects to labeled objects. The clustering step combined with the pruning of implausible association hypotheses significantly reduces the complexity of data association. The transfer step implicates that unlabeled objects that are likely to exist are now modeled by the labeled object part. A detailed description of the clustering and transfer steps is provided in Appendix B. Most of the pgfls involved in the approximations described in Sections VI and VII and in Appendix B are illustrated in Fig. 3.

1) Labeled pgfl Factor: The labeled pgfl factor $G_{X_k}^{(c)}[\tilde{h}]$ in (34) represents objects that are likely to exist; it is given by

$$G_{X_k}^{(c)}[\tilde{h}] \doteq \mathbb{E}_{L_{X_k}^{(c)}} \left[ h; x_k^{(c)}, \tilde{y}_k^{(c)} \right] \prod_{c' \in \mathcal{C}} G_{X_k}^{(c')}[\tilde{h}]$$

(35)

Here, according to the derivation described in Appendix B.3, the labeled objects represented by the LMB pgfl $L_{X_k}^{(c)}[\tilde{h}; x_k^{(c)}, \tilde{y}_k^{(c)}]$ include objects that were transferred from the set of unlabeled objects. The label set $L_{X_k}^{\text{res}}$ consists of all the labels $l = (k, m)$ with $m \in M_{X_k}^{\text{res}}$, where $M_{X_k}^{\text{res}} \subseteq M_{X_k}^{\text{res}}$ comprises all $m \in M_{X_k}^{\text{res}}$ for which $p_{(m)}^{(c)} \geq \gamma_C$, with $\gamma_C$ being a positive threshold. Furthermore, $p_{(m)}^{(c)}(x_k)$ are given by (28) and (29), respectively.

The factors $G_{X_k}^{(c)}[\tilde{h}]$ in (35), just as the factor $L_{X_k}^{(c)}[\tilde{h}; x_k^{(c)}, \tilde{y}_k^{(c)}]$, represent labeled objects that are likely to exist. As described in Appendix B.2, some of these objects were transferred from the set of unlabeled objects within the respective cluster $c$. The underlying clustering step, described in Appendix B.1, significantly reduces the complexity of data association. For an expression of the factors $G_{X_k}^{(c)}[\tilde{h}]$, we first introduce the random association vectors $a_k^{(c)}(l) \doteq (0) \cup M_k^{(c)}[l_{a_k}^{(c)}] \times \{0, 1\}^{\mathcal{L}_a}$, where
the entries \( a_{l,k}^{(c,l)} \) of a realization \( a_k^{(c)} \) are as follows. For \( l \in \mathbb{I}^{(c)}_{k-1} \), \( a_{l,k}^{(c,l)} \) is defined similarly to \( a_{l,k}^{(l)} \) in Section V-A as \( a_{l,k}^{(c,l)} = m \in \mathcal{M}_k^{(c)} \) if the labeled object with state \((x_k, l)\) generates measurement \( z_k^{(m)} \) and \( a_{l,k}^{(c,l)} \equiv 0 \) if it does not generate a measurement. For \( l \in \mathbb{I}^{(c,\text{lr})}_{k-1} \), \( a_{l,k}^{(c,\text{lr})} = 1 \) if the labeled object with state \((x_k, l)\) with \( l = (k, m) \), \( m \in \mathcal{M}_k^{(c)} \) generates measurement \( z_k^{(m)} \) and \( 0 \) if it does not generate a measurement. Similarly to Section V-A, we call \( a_{l,k}^{(c)} \) admissible if at most one measurement is assigned to any given labeled object and no measurement is assigned to more than one labeled object. The set \( A_k^{(c)} \subseteq \tilde{A}_k^{(c)} \) collects all the admissible association vectors \( a_k^{(c)} \).

The factors \( G^{(c)}[\tilde{h}] \) in (35) are LMBM pgfls given by

\[
G^{(c)}[\tilde{h}] \triangleq \sum_{a_k^{(c)} \in \tilde{A}_k^{(c)}} w_{a_k^{(c)}} L_{a_k^{(c)}} \left[ \tilde{h}; r_{k}^{(a_k^{(c)}), s_k}^{(a_k^{(c)})} \right].
\]  

Here, the label set \( \mathbb{I}^{(c,\text{tot})}_{k-1} \) is given as (see Fig. 1)

\[
\mathbb{I}^{(c,\text{tot})}_{k-1} \equiv \mathbb{I}^{(c)}_{k-1} \cup \mathbb{I}^{(c,\text{lr})}_{k-1} \quad \text{with} \quad \mathbb{I}^{(c)}_{k-1} \cap \mathbb{I}^{(c,\text{lr})}_{k-1} = \emptyset
\]

where the label set \( \mathbb{I}^{(c,\text{lr})}_{k-1} \) consists of all the labels \( l = (k, m) \) with \( m \in \mathcal{M}_k^{(c)} \) such that \( r_{k}^{(m)} \geq y_k \). Furthermore, \( r_{k}^{(m)} \) and \( s_k^{(m)}(x_k) \) are as follows. For \( l \in \mathbb{I}^{(c,\text{lr})}_{k-1} \), they are given for \( m \in \mathcal{M}_k^{(c)} \) by (22) and (23), respectively, for \( m = 0 \) by (25) and (26), respectively. For \( l \in \mathbb{I}^{(c,\text{lr})}_{k-1} \), \( r_{k}^{(1)} \) and \( s_k^{(1)}(x_k) \) with \( l = (k, m) \) are defined by (28) and (29), respectively.

Finally, the weights \( w_{a_k^{(c)}} \) are given up to a normalization constant as

\[
w_{a_k^{(c)}} \propto \prod_{l \in \mathbb{I}^{(c,\text{tot})}_{k-1}} \beta_{k}^{(l,m)}(a_k^{(c)}) \prod_{m \in \mathcal{M}_k^{(c)}} \beta_k^{(m)}
\]

where \( \mathcal{M}_k^{(c)} \subseteq \mathcal{M}_k^{(c)} \) comprises all \( m \in \mathcal{M}_k^{(c)} \) that are not associated with any object label \( l \in \mathbb{I}^{(c,\text{tot})}_{k-1} \). For \( l \in \mathbb{I}^{(c,\text{tot})}_{k-1} \), the association weights \( \beta_{k}^{(l,m)} \) are given for \( m \in \mathcal{M}_k^{(c)} \) by (21) and for \( m = 0 \) by (24), and for \( l \in \mathbb{I}^{(c,\text{lr})}_{k-1} \), the \( \beta_k^{(m)} \) are given for \( m = 1 \) by (27) and for \( m = 0 \) by 1. Furthermore, the \( \beta_k^{(m)} \) are given by (27).

2) Unlabeled pgfl Factor: The unlabeled pgfl factor \( G_{\tilde{x}_k}[h] \) in (34) represents unlabeled objects that are unlikely to exist; it is given by

\[
G_{\tilde{x}_k}[h] \triangleq M_{\tilde{M}_k} \left[ h; \bar{r}_k^{(1)}, s_k^{(1)} \right] G_{\tilde{x}_k}[h].
\]

Here, \( \tilde{M}_k \triangleq \mathcal{M}_k^{\text{res}} \setminus \mathcal{M}_k^{\text{res,lr}} \), and \( \bar{z}_k^{(m)}(x_k) \) and \( s_k^{(m)}(x_k) \) are given by (28) and (29), respectively. Furthermore, \( G_{\tilde{x}_k}[h] \) is the Poisson pgfl given by (30) and (31). Thus, \( G_{\tilde{x}_k}[h] \) is an MB–Poisson pgfl.

3) Summary of the First Approximation Stage: In summary, in the first approximation stage, the exact posterior pgfl \( G_{\tilde{x}_k, x_k}[\tilde{h}, h]Z_{1:k} \) in (17), which is the product of the labeled/unlabeled pgfl \( G_{\tilde{x}_k, x_k}[\tilde{h}, h] \) and the unlabeled pgfl \( G_{\tilde{x}_k}[h] \), is approximated by \( G_{\tilde{x}_k, x_k}^{(c)}[\tilde{h}, h]G_{\tilde{x}_k}[h] \) in (34). Here, the factor \( G_{\tilde{x}_k}^{(c)}[\tilde{h}] \) is the pgfl of a labeled RFS representing objects that are likely to exist. More specifically, it is the product of the LMB pgfl \( L_{\tilde{x}_k, x_k} \) and the LMBM pgfls \( G^{(c)}[\tilde{h}], c = 1, \ldots, C \). The other factor, \( G_{\tilde{x}_k}[h] \), is the pgfl of an unlabeled RFS representing objects that are unlikely to exist. More specifically, it is the product of the LMB pgfl \( M_{\tilde{M}_k^{(c)}}[h; \bar{r}_k^{(1)}, s_k^{(1)}] \) and the Poisson pgfl \( G_{\tilde{x}_k}[h] \). The effect of the first approximation stage is to reduce the overall complexity (based on the clustering described in Section VI-A) and to transfer the part of the unlabeled RFS representing likely unlabeled objects to the labeled RFS (as described in Appendixes B.2 and B.3). Note that the resulting creation of new labeled objects is an inherent part of our tracking algorithm, and not due to a birth process in our system model (cf. Section III-A).

VII. UPDATE STEP OF THE LMB/P FILTER: SECOND APPROXIMATION STAGE

In the second approximation stage, we approximate \( G_{\tilde{x}_k}^{(c)}[\tilde{h}] \) in (34) and (35), which is the product of an LMB pgfl and \( C \) LMBM pgfls, by an LMB pgfl. Furthermore, we modify \( G_{\tilde{x}_k}^{(c)}[\tilde{h}] \) in (34) and (39), which is the product of an MB pgfl and a Poisson pgfl. This modification consists of first combining \( G_{\tilde{x}_k}^{(c)}[\tilde{h}] \) with the “unlikely” legacy Bernoulli...
components of the LMB pgfl approximating \( G'_{\bar{h}} \) and then approximating the resulting pgfl by a Poisson pgfl.

A. Labeled Objects

We first approximate the pgfl of labeled objects, \( G'_{\bar{c}} \), by an LMB pgfl, and then, we transfer labeled objects that are unlikely to exist to the unlabeled RFS part. This transfer is known as recycling [18].

According to (35), the pgfl of labeled objects \( G'_{\bar{c}} \) is the product of the pgfl representing objects transferred from the set of unlabeled nonclustered objects, \( L_{\nu}^{\text{un}}[\bar{h}; \tilde{r}_k^{(c)}, \tilde{s}_k^{(c)}] \), and the product of all \( C \) pgfls \( G^{(c)}[\bar{h}] \) representing labeled clustered objects. To approximate \( G'_{\bar{c}} \) by an LMB pgfl, we first note that the product of LMB pgfls is again an LMB pgfl, and that \( L_{\nu}^{\text{un}}[\bar{h}; \tilde{r}_k^{(c)}, \tilde{s}_k^{(c)}] \) is already an LMB pgfl.

Therefore, we will approximate the LMBM pgfls \( G^{(c)}[\bar{h}] \), \( c \in \mathcal{C} \) by LMB pgfls. For this, we start from expression (36) and exploit the fact that the weights \( w_{a_k^c}, a_k^c \in \mathcal{A}_k^{(c)} \) in (38) satisfy \( \sum_{a_k^c \in \mathcal{A}_k^{(c)}} w_{a_k^c} = 1 \). Thus, we are able to formally interpret these weights as the pmf of the joint association vector \( a_k^c \), i.e., we set

\[
p(a_k^c) \triangleq \begin{cases} w_{a_k^c}, & a_k^c \in \mathcal{A}_k^{(c)} \\ 0, & \text{otherwise.} \end{cases} \quad (40)
\]

Expression (36) can then be rewritten as

\[
G^{(c')}[\bar{h}] = \sum_{a_k^c \in \mathcal{A}_k^{(c)}} p\left(a_k^c \right) L_{\nu}^{\text{un}} \left[ \bar{h}; r_k^{(c), a_k^c} \right] \left[ \sum_{a_k^c \in \mathcal{A}_k^{(c)}} h_k^{(c), a_k^c} \right]. \quad (41)
\]

Note that the summation over the larger set \( \mathcal{A}_k^{(c')} = (\mathcal{C} \cup \mathcal{M}_k^{(c)}) \cup \{0\} \cup \{1\} \) [i.e., larger than \( \mathcal{A}_k^{(c)} \) in (36)] is possible because \( p(a_k^c) = 0 \) for \( a_k^c \in \mathcal{A}_k^{(c')} \setminus \mathcal{A}_k^{(c)} \).

Following [17], we now approximate \( p(a_k^c) \) by the product of the marginal pmfs \( p(a_k^c) \), i.e.,

\[
p\left(a_k^c \right) \approx \prod_{l \in \mathcal{L}_k^{(c)}} p\left(a_k^{(c), l} \right), \quad a_k^c \in \mathcal{A}_k^{(c)}.
\]

Here

\[
p\left(a_k^{(c), l} \right) \triangleq \begin{cases} \sum_{a_k^{(c), l} \in \mathcal{A}_k^{(c), l}} p\left(a_k^{(c), l} \right), & l \in \mathcal{L}_k^{\text{con}} \\ \sum_{a_k^{(c), l} \in \mathcal{A}_k^{(c), l}} p\left(a_k^{(c), l} \right), & l \in \mathcal{L}_k^{\text{tr}} \end{cases} \quad (42)
\]

(recall from (37) that \( \mathcal{L}_k^{\text{con}} = \mathcal{L}_k^{(c), l} \cup \mathcal{L}_k^{(c), r} \), where \( a_k^{(c), l} \) denotes \( a_k^{(c), c} \) without entry \( a_k^{(c), r} \), \( \mathcal{A}_k^{(c), l} \triangleq (\mathcal{C} \cup \mathcal{M}_k^{(c)}) \cup \{0\} \cup \{1\} \cup \{0\}, \) and \( \mathcal{A}_k^{(c), r} \triangleq (\mathcal{C} \cup \mathcal{M}_k^{(c)}) \cup \{0\} \cup \{1\} \cup \{0\} \cup \{1\} \cup \{0\} \cup \{1\} \).)

We note that an efficient and scalable approximation of the marginalization in (42) is provided by the belief propagation (BP) algorithm proposed in [17]. Substituting \( p\left(a_k^{(c), l} \right) \) for \( p\left(a_k^{(c), l} \right) \) in (41) and using the fact that the LMB pgfl \( L_{\nu}^{\text{un}}[\bar{h}; r_k^{(c), a_k^c}, s_k^{(c), a_k^c}] \) representing all (labeled) objects within cluster \( c \) is the product of all corresponding labeled Bernoulli pgfls \( B[\bar{h}; r_k^{(c), a_k^c}, s_k^{(c), a_k^c}] \) [see (8)], we obtain the following approximation of \( G^{(c')}[\bar{h}] \):

\[
G^{(c')}[\bar{h}] \triangleq \sum_{a_k^c \in \mathcal{A}_k^{(c)}} \prod_{l \in \mathcal{L}_k^{(c)}} \sum_{a_k^{(c), l} \in \mathcal{A}_k^{(c), l}} p\left(a_k^{(c), l} \right) B\left[\bar{h}; r_k^{(c), a_k^c}, s_k^{(c), a_k^c}, s_k^{(c), a_k^c} \right].
\]

Using the identities \( \prod_{l \in \mathcal{L}_k^{(c)}} = \left( \prod_{l \in \mathcal{L}_k^{(c), l}} \right) \prod_{l \in \mathcal{L}_k^{(c), r}} \) and

\[
\sum_{a_k^{(c), l} \in \mathcal{A}_k^{(c), l}} = \sum_{a_k^{(c), l} \in (\mathcal{C} \cup \mathcal{M}_k^{(c)}) \cup \{0\}} \sum_{a_k^{(c), l} \in \{0\} \cup \{1\}} \sum_{a_k^{(c), l} \in \{0\} \cup \{1\}} \sum_{a_k^{(c), l} \in \{0\} \cup \{1\}}
\]

this becomes

\[
G^{(c')}[\bar{h}] = \left( \prod_{l \in \mathcal{L}_k^{(c), l}} \sum_{a_k^{(c), l} \in \mathcal{A}_k^{(c), l}} p\left(a_k^{(c), l} \right) B\left[\bar{h}; r_k^{(c), a_k^c}, s_k^{(c), a_k^c} \right] \right) \times \prod_{l \in \mathcal{L}_k^{(c), r}} \sum_{a_k^{(c), l} \in \{0\}} p\left(a_k^{(c), l} \right) B\left[\bar{h}; r_k^{(c), a_k^c}, s_k^{(c), a_k^c} \right].
\]

Using (5), this can be written as the LMB pgfl

\[
G^{(c')}[\bar{h}] = L_{\nu}^{\text{un}}[\bar{h}; r_k^{(c), s_k}]. \quad (43)
\]

where, according to (6), \( r_k^{(l)} \) and \( s_k^{(l)}(x_k) \) are given for \( l \in \mathcal{L}_k^{(c), l} \) by

\[
r_k^{(l)} = \sum_{a_k^{(c), l} \in \mathcal{A}_k^{(c), l}} p\left(a_k^{(c), l} \right) r_k^{(c), a_k^c}(l) \quad (44)
\]

\[
s_k^{(l)}(x_k) = \sum_{a_k^{(c), l} \in \mathcal{A}_k^{(c), l}} p\left(a_k^{(c), l} \right) r_k^{(c), a_k^c}(l) s_k^{(c), a_k^c}(x_k) \quad (45)
\]

and for \( l \in \mathcal{L}_k^{(c), r} \) by

\[
r_k^{(l)} = \sum_{a_k^{(c), l} \in \mathcal{A}_k^{(c), l}} p\left(a_k^{(c), l} \right) r_k^{(c), a_k^c}(l) \quad (46)
\]

\[
s_k^{(l)}(x_k) = s_k^{(c), a_k^c}(1)(x_k). \quad (47)
\]

To obtain (46) and (47), we used the fact that \( r_k^{(c), a_k^c}(0) = 0 \) for \( l \in \mathcal{L}_k^{(c), l} \), as mentioned in Section VI-B.) Note that (44)–(47) are update equations for the labeled objects, more specifically, (44) and (45) for the legacy Bernoulli components and (46) and (47) for the transferred Bernoulli components. It can be shown that our LMB approximation of the LMBM pgfls—which is based on interpreting the weights \( w_{a_k^c} \) as the joint association pmf \( p(a_k^c) \) and approximating that pmf by the product of its marginals—is equivalent to the LMB approximation of the LMBM pgfls that is obtained by matching the PHD of each LMB pgfl to that of the corresponding LMBM pgfl (similarly to [11]).
of all “likely” legacy Bernoulli components and transferred Bernoulli components is then given by (see Fig. 1)
\[ \mathbb{L}^*_k \triangleq \left( \bigcup_{c \in C} \mathbb{L}^{(c)\text{leg}}_k \cup \mathbb{L}^{(c)\text{tr}}_k \right) \cup \mathbb{L}^{\text{res.tr}}_k \]  
(48)
where \( \mathbb{L}^{\text{res.tr}}_k \) was introduced in Section VI-B. The LMB pgfl corresponding to \( \mathbb{L}^*_k \) is now given by
\[ G^*_k[\tilde{h}] \triangleq L^*_k \left[ h; \vec{r}_k^{(l)}, \vec{s}_k^{(l)} \right] \]
\[ = L^{\text{res.tr}}_k \left[ h; \vec{r}_k^{(l)}, \vec{s}_k^{(l)} \right] \prod_{c \in C} L^{(c)\text{leg},(c)\text{tr}}_k \left[ h; \vec{r}_k^{(c)}, \vec{s}_k^{(c)} \right] \]  
(49)
(see Fig. 3). According to (49), \( G^*_k[\tilde{h}] \) equals the product of the LMB pgfl \( L^{\text{res.tr}}_k[h; \vec{r}_k^{(l)}, \vec{s}_k^{(l)}] \) involved in (35) and the C LMB pgfls obtained by restricting the LMB pgfls in (43) to the label sets \( \mathbb{L}^{(c)\text{leg}}_k \cup \mathbb{L}^{(c)\text{tr}}_k \), for all \( c \in C \). This is our final approximation of the labeled object part, i.e., of the pgfl \( G^*_k[\tilde{h}] \) in (35). That is, we have
\[ G^*_k[\tilde{h}] \approx G^*_k[\tilde{h}] \]

The “unlikely” legacy Bernoulli components correspond to the labels \( l \in \mathbb{L}^{(c)\text{unl}}_k \) with \( \gamma_k^{(l)} < \gamma_{\text{leg}} \), or equivalently \( l \in \mathbb{L}^{(c)\text{unl}}_k \setminus \mathbb{L}^{(c)\text{leg}}_k \). Instead of discarding them, as is done, e.g., in the LMB filter [11], we use recycling [18], i.e., we transfer them to the unlabeled RFS part. As a consequence, these unlabeled objects are still being tracked but with a smaller computational cost. A higher threshold \( \gamma_{\text{leg}} \) tends to imply that fewer Bernoulli components remain in the labeled RFS part and more are transferred to the unlabeled RFS part. In particular, when many measurements are missing (due to, e.g., object death or object occlusion), then \( \gamma_k^{(l)} \) is decreased, and if \( \gamma_k^{(l)} < \gamma_{\text{leg}} \), then the corresponding labeled Bernoulli component will be transferred to the unlabeled RFS part. We note that the Bernoulli components transferred to the unlabeled RFS part comprise only legacy Bernoulli components and do not include Bernoulli components that were transferred from the unlabeled RFS part to the labeled RFS part in the current time step. This is due to the fact that the corresponding label sets \( \mathbb{L}^{(c)\text{leg}}_k \) and \( \mathbb{L}^{(c)\text{tr}}_k \) are disjoint [cf. (37)], and thus, Bernoulli components that were transferred from the unlabeled RFS part to the labeled RFS part are not transferred back in the current time step.

B. Unlabeled Objects

We proceed by representing unlabeled and currently labeled objects that are unlikely to exist by a Poisson RFS. Compared to our previous use of an LMB RFS to represent objects that are likely to exist, using a Poisson RFS reduces the computational complexity at the expense of a decreased tracking accuracy and the loss of track continuity for the respective objects.

Consider the unlikely legacy objects defined by the label set (see Fig. 1)
\[ \mathbb{L}^{\text{unl}}_k \triangleq \bigcup_{c \in C} \mathbb{L}^{(c)\text{unl}}_k \]  
(50)

The labeled pgfl comprising the corresponding Bernoulli components is given by \( L^{\text{unl}}_k[h; \vec{r}_k^{(l)}, \vec{s}_k^{(l)}] \) (see Fig. 3). We now combine this labeled pgfl with the unlabeled pgfl \( G^*_k[\tilde{h}] \) in (39) by defining
\[ G^{\text{unl}}_{X_k,\tilde{X}_k}[\tilde{h}, h] \triangleq L^{\text{unl}}_k \left[ h; \vec{r}_k^{(l)}, \vec{s}_k^{(l)} \right] G^*_k[\tilde{h}] \]  
(51)
We recall that \( G^*_k[\tilde{h}] \) is the product of an MB pgfl and a Poisson pgfl [see (39)], and it represents unlabeled objects that are unlikely. Thus, the LMB–MB–Poisson pgfl \( G^{\text{unl}}_{X_k,\tilde{X}_k}[\tilde{h}, h] \) represents the labeled and unlabeled objects that are unlikely.

To further reduce the complexity of the update step, we next approximate \( G^{\text{unl}}_{X_k,\tilde{X}_k}[\tilde{h}, h] \) by a Poisson pgfl, i.e.,
\[ G^{\text{unl}}_{X_k,\tilde{X}_k}[\tilde{h}, h] \approx G^*_k[\tilde{h}] \triangleq P[h; \lambda_k^{(x)}] \]  
(52)
(see Fig. 3). To find the PHD \( \lambda_k^{(x)}(x_k) \) in (52) is now chosen as the PHD corresponding to \( G^{\text{unl}}_{X_k,\tilde{X}_k}[\tilde{h}, h] \). That is, invoking (2), we set \( \lambda_k^{(x)}(x_k) = \delta G^*_k[\tilde{h}] / \delta x_k |_{x_k = 1} \). Using (30), (31), and (39), this can be shown to yield
\[ \lambda_k^{(x)}(x_k) = \sum_{l \in \mathbb{L}^{\text{unl}}_k} \left( r_k^{(l)} \lambda_k^{(l)}(x_k) + \sum_{m \in M_k} \gamma_k^{(l,m)} \lambda_k^{(l,m)}(x_k) \right) \]
\[ + \left( 1 - p_{D}(x_k) \right) \lambda_{k|k-1}^{x}(x_k) \]  
(53)
where \( r_k^{(l)} \) and \( \lambda_k^{(l)}(x_k) \) are given by (44) and (45), respectively, \( \gamma_k^{(l,m)} \) and \( \lambda_k^{(l,m)}(x_k) \) are given by (28) and (29), respectively, and \( \lambda_{k|k-1}(x_k) \) is given by (16). The first term in (53), \( \sum_{l \in \mathbb{L}^{\text{unl}}_k} r_k^{(l)} \lambda_k^{(l)}(x_k) \), corresponds to the domain objects that are unlikely—either because the objects already disappeared or because no measurement was associated with them for some time. The second term, \( \sum_{m \in M_k} \gamma_k^{(l,m)} \lambda_k^{(l,m)}(x_k) \), corresponds to measurements that are not likely to originate from any labeled objects. The third term, \( \lambda_{k|k-1}(x_k) \), corresponds to unlabeled objects that are undetected. The Poisson pgfl \( G^*_k[\tilde{h}] \) defined in (52) is our final approximation of the unlabeled object part.

VIII. PROPOSED LMB/P FILTER

The core of the proposed LMB/P filter algorithm is the approximate update step developed in Sections VI and VII. We recall that this approximate update step transforms the predicted posterior pgfl \( G_{X_k,\tilde{X}_k}[\tilde{h}, h|Z_{1:k-1}] \), which according to (12) is the product of the labeled pgfl \( G^*_k[\tilde{h}] \) and the unlabeled pgfl \( G^p_k[\tilde{h}] \), into the following approximation of
the new posterior pgfl $G_{\tilde{X}_k|X_k}[\tilde{h}, h|Z_{1:k}]$ in (17):

$$G_{\tilde{X}_k|X_k}[\tilde{h}, h|Z_{1:k}] \approx G_{\tilde{X}_k}[\tilde{h}]G_{X_k}[h].$$

This is the product of the LMB pgfl $G_{\tilde{X}_k}[\tilde{h}]$, which is given by (44)–(47) and (49), and the Poisson pgfl $G_{X_k}[h]$, which is given by (52) and (53). The update relations are (44)–(47) for the LMB parameters (existence probabilities and spatial pdfs) and (53) for the Poisson parameter (PHD).

These update relations can be viewed as those of an LMB filter and a PHD filter that run in parallel but not independently of each other. The LMB part models objects that are likely to exist and uses in the update step measurements that are likely (plausible) to originate from these objects. It maintains track continuity of the modeled objects and offers a better tracking accuracy than the Poisson part. The Poisson part, on the other hand, models objects that are unlikely to exist, and it uses in the update step all those measurements that are unlikely (implausible) to originate from a labeled object and, thus, likely to originate from an unlabeled object or from clutter. Each measurement is used only once in the update step, either by the LMB part or by the Poisson part. The overall approximate update step includes transfers between the labeled and unlabeled RFS parts. That is, based on newly observed measurements, some objects that were previously considered unlikely to exist are considered likely to exist and vice versa. These transfers are controlled by the thresholds $\gamma_l$, $\gamma_r$, and $\gamma_{eg}$.

The proposed LMB/P filter algorithm is finally obtained by cascading the prediction step (see Section IV) and the approximate update step (see Sections VI and VII) and by adding a detection–estimation step. Since the unlabeled RFS part represents objects that are unlikely to exist, object detection and state estimation are based solely on the labeled RFS part. An object with label $l \in \mathbb{L}_k$ is detected—i.e., declared to exist—if its existence probability $r_k^{(l)}$ is larger than a positive detection threshold $\gamma_d$; the label $l$ is then included in the “detected label set” $\mathbb{L}_k^D \subseteq \mathbb{L}_k$. Subsequently, for each detected object $l \in \mathbb{L}_k^D$, a state estimate is calculated according to

$$\hat{x}_k^{(l)} = \int x_k s_k^{(l)}(x_k) dx_k. \quad (54)$$

Table I summarizes the proposed LMB/P filter algorithm.

IX. SIMULATION STUDY

A. Simulation Setup

We evaluate the performance of the proposed LMB/P filter in two 2-D tracking scenarios, termed TS1 and TS2. In TS1, ten objects appear at randomly chosen positions in the region of interest (ROI) before time $k=40$ and disappear after $k=150$. In TS2, 20 objects appear before $k=100$ and disappear after $k=140$; they conform to the object generation scheme of [27], according to which all objects move toward the point (0,0) and simultaneously come in close proximity around that point at $k=120$. The object states consist of 2-D position and velocity, i.e., $x_k = [x_{1,k} \ x_{2,k} \ x_{1,k} \ x_{2,k}]^T$. They evolve according to the nearly constant velocity motion model, i.e., $x_k = Ax_{k-1} + Wu_k$, where $A \in \mathbb{R}^{4 \times 4}$ and $W \in \mathbb{R}^{4 \times 2}$ are chosen as in [28, Sec. 6.3.2] and $u_k$ is an iid sequence of 2-D zero-mean Gaussian random vectors with independent components and component variance $\sigma_u^2 = 10^{-4}$. The sensor is located at position $p = [p_1 \ p_2]^T = [0 \ -50]^T$ and has a measurement range of 300. The ROI is equal to the disk determined by the sensor’s measurement range. Realizations of the object trajectories for TS1 and TS2 are shown in Fig. 4.

| TABLE I | Proposed LMB/P Filter Algorithm—Recursion at Time $k \geq 1$ |
|-----------------|---------------------------------------------------------------|
| **Input:** Previous existence probabilities $r_k^{(l)}$, and previous spatial pdfs $s_k^{(l)}(x_k)$ for $l \in \mathbb{L}_k^U$; previous PHD $\lambda_k^a(x_k)$ | **Output:** Existence probabilities $r_k^{(l)}$ and spatial pdfs $s_k^{(l)}(x_k)$ for $l \in \mathbb{L}_k^U$; approximate PHD $\lambda_k^a(x_k)$; object state estimates $\hat{x}_k^{(l)}$ for $l \in \mathbb{L}_k^U$. |
| **Operations:** | **Step 1 – Prediction:** |
| | 1.1 For $l \in \mathbb{L}_k^U$, calculate the predicted existence probabilities $r_{k-1}^{(l)}$ and the predicted spatial pdfs $s_{k-1}^{(l)}(x_k)$ according to (13) and (14), respectively. |
| | 1.2 Calculate the predicted posterior PHD $\lambda_{k-1}^a(x_k)$ according to (16). |
| | **Step 2 – Preparations for Update:** |
| | 2.1 For $l \in \mathbb{L}_k^U$, calculate the association weights $\beta_k^{(l,m)}$, existence probabilities $r_k^{(l,m)}$, and spatial pdfs $s_k^{(l,m)}(x_k)$ according to (21)–(23) (for $m \in \mathbb{M}_k^a$) or (24)–(26) (for $m = 0$). |
| | 2.2 For $m \in \mathbb{M}_k^a$, calculate $\beta_k^{(m)}$, $r_k^{(m)}$, and $s_k^{(m)}(x_k)$ according to (27)–(29). |
| | 2.3 Partition the label set $\mathbb{L}_k^U$ and the measurement index set $\mathbb{M}_k^a$ as described in Section VI-A. This yields $\mathbb{L}_k^U$ and $\mathbb{M}_k^a$ for $c \in \mathbb{C}$ as well as $\mathbb{M}_k^a$. |
| | 2.4 Determine $\mathbb{L}_k^{(c,dr)}$ and $\mathbb{L}_k^{(c,dl)}$ for $c \in \mathbb{C}$, $\mathbb{L}_k^{(c,ul)}$ (corresponding to $\mathbb{M}_k^{(c,ul)}$), and $\mathbb{M}_k^a$ as described in Section VI-B. |
| | **Step 3 – Update for Labeled Objects:** |
| | 3.1 For $c \in \mathbb{C}$, calculate the weights $w_k^{(c)}$ according to (38) and the joint association pdf $p(\alpha^{(c)}_k)$ according to (40). |
| | 3.2 For $c \in \mathbb{C}$ and $l \in \mathbb{L}_k^{(c,dr)} = \mathbb{L}_k^{(c,dr)} \cup \mathbb{L}_k^{(c,dl)}$, calculate the marginal association pdf $p(\alpha^{(c,l)}_k)$ according to (42). (An efficient and scalable belief propagation algorithm for computing the $p(\alpha^{(c,l)}_k)$ is presented in (17).) |
| | 3.3 For $c \in \mathbb{C}$, calculate the updated existence probabilities $r_k^{(l)}$ and spatial pdfs $s_k^{(l)}(x_k)$ according to (44) and (45) (for $l \in \mathbb{L}_k^{(c)}$) or (46) and (47) (for $l \notin \mathbb{L}_k^{(c)}$). |
| | 3.4 For $c \in \mathbb{C}$, determine $\mathbb{L}_k^{(c,dr)}$ and $\mathbb{L}_k^{(c,dl)}$ as described in Section VII-A. |
| | **Step 4 – Update for Unlabeled Objects:** Calculate the approximate updated posterior PHD $\lambda_k^a(x_k)$ according to (53). |
| | **Step 5 – Object Detection and State Estimation:** |
| | 5.1 Determine $\mathbb{L}_k^D$ as described in Section VII. |
| | 5.2 For $l \in \mathbb{L}_k^D$, calculate an object state estimate $\hat{x}_k^{(l)}$ according to (54). |
| **Initialization at time $k = 0$:** | $\mathbb{L}_k^U = \emptyset$, $\lambda_0(x_0)$. |
The object-originated measurements conform to the nonlinear range-bearing model \( \mathbf{z}_k = [\mathbf{r}(\mathbf{x}_k) \; \theta(\mathbf{x}_k)]^T + \mathbf{v}_k \). Here, \( \mathbf{r}(\mathbf{x}_k) \triangleq \| \mathbf{x}_k - \mathbf{p} \| \), where \( \mathbf{x}_k \triangleq [x_{1,k} \; x_{2,k}]^T \) is the object position, and \( \theta(\mathbf{x}_k) \triangleq \tan^{-1}(\frac{x_{2,k}}{x_{1,k} - p_2}) \). Furthermore, \( \mathbf{v}_k \) is 2-D zero-mean white Gaussian measurement noise with independent components and component standard deviations \( \sigma_v = 2 \) and \( \sigma_v = 1^\circ \). The detection probability of the sensor is modeled as \( \rho(\mathbf{x}_k) = \rho_{D,max} \exp(-\| \mathbf{r}_k \|^2/450^2) \) [11] with \( \rho_{D,max} = 0.7 \) for TS1 and \( \rho_{D,max} = 0.5 \) for TS2. Thus, the detection probability has its maximum of 0.7 for TS1 and 0.5 for TS2 at the ROI center and decreases towards the ROI border, where it is 0.45 for TS1 and 0.32 for TS2. The clutter pdf \( f_c(\mathbf{z}_k) \) is uniform (in polar coordinates) on the ROI with mean parameter \( \mu_C = 100 \) for TS1 and \( \mu_C = 150 \) for TS2.

We compare the performance of particle implementations of the proposed LMB/P filter, the LMB filter [12], the fast LMB filter presented in [13], and a version of the TOMB/P filter [17], [29] that performs recycling of Bernoulli components, as proposed in [18]. We remark that our performance comparison does not consider algorithms with a significantly higher complexity, such as the GLMB filter [9], [10], [14] or the trajectory-based filters proposed in [21]–[24]. Note also that the latter filters use Gaussian representations of spatial distributions, and they assume a spatially constant detection probability. Both of these assumptions are incompatible with the considered measurement model. Our performance comparison uses 1000 Monte Carlo runs for each experiment. The object trajectories are randomly generated for each run according to the state evolution model described above.

The proposed LMB/P filter and the TOMB/P filter use the BP algorithm of [17] to calculate approximations of the marginal association probabilities (cf. (42) and Step 3.2 in Table I), and the fast LMB filter uses for this task the modified BP algorithm described in [13]. We will, therefore, refer to these filters as BP-LMB/P, BP-TOMB/P, and BP-LMB, respectively. The LMB filter of [12] is based on the Gibbs sampler and will be referred to as Gibbs-LMB. BP-LMB/P and BP-TOMB/P use 5000 particles to represent, respectively, the posterior PHD of unlabeled objects and the posterior PHD of undetected objects. Another 5000 particles are used by BP-LMB/P and BP-TOMB/P to represent the PHD of newborn unlabeled objects and the PHD of newborn undetected objects, respectively, but the resulting 10 000 particles are reduced to 5000 particles after the update step. All the filters represent the spatial pdf of each Bernoulli component by 1000 particles. BP-LMB/P, BP-LMB, and BP-TOMB/P use 20 BP iterations to calculate the approximate marginal probabilities. The Gibbs sampler in Gibbs-LMB uses 100 samples for TS1 and 1000 samples for TS2. All the filters declare an object as detected if the existence probability of the corresponding Bernoulli component exceeds \( \gamma_D = 0.5 \), and when this is the case, they calculate a sample mean approximation of (54) from the particle representation of the corresponding spatial pdf.

The birth statistics of all filters are established using the previous measurements \( z_{k-1}^{[m]} \), \( m \in \mathcal{M}_{k-1} \). More precisely, BP-LMB/P and BP-TOMB/P choose their birth pdf as a mixture of the pdfs

\[
\tilde{f}_B^{(m)}(\mathbf{x}_k) \propto \int f(\mathbf{x}_k | \mathbf{x}_{k-1}) f\left( \mathbf{z}_{k-1}^{[m]} | x_{1,k-1}, x_{2,k-1} \right) \times f_c(x_{1,k-1}, x_{2,k-1}) d\mathbf{x}_{k-1}
\]

for \( m \in \mathcal{M}_{k-1} \). Here, \( f(\mathbf{z}_{k-1}^{[m]} | x_{1,k-1}, x_{2,k-1}) \) is the likelihood function corresponding to our measurement model and \( f_c(x_{1,k-1}, x_{2,k-1}) \) is the pdf of independent, zero-mean, Gaussian random variables \( x_{1,k-1}, x_{2,k-1} \) with variance 0.25. BP-LMB and Gibbs-LMB create a new Bernoulli component for each measurement \( z_{k-1}^{[m]} \), \( m \in \mathcal{M}_{k-1} \), with spatial pdf \( f_B^{(m)}(\mathbf{x}_k) = \tilde{f}_B^{(m)}(\mathbf{x}_k) \). The mean number of newborn objects is \( \mu_B = 0.1 \) for all filters. In BP-LMB/P and BP-TOMB/P, the mean number of, respectively, unlabeled objects and undetected objects is initialized as 0.01.

### B. Simulation Results

In Fig. 5, we study the performance of BP-LMB/P for TS1, using four different choices of the thresholds \( \gamma_D, \gamma_C \), and \( \gamma_{leg} \). The figure displays the Euclidean-distance-based mean optimal subpattern assignment (MOSPA) metric with cutoff parameter \( c = 20 \) and order \( p = 2 \) [30] versus time \( k \). Each curve is based on a specific threshold parameter setting (PS) and was obtained by averaging over 1000 Monte Carlo runs. The PSs are defined by the values of \( \gamma_D, \gamma_C \), and \( \gamma_{leg} \).
specified in Table II; in particular, PS2 uses a higher value of $\gamma_{\text{leg}}$, PS3 a higher value of $\gamma_C$, and PS4 a higher value of $\gamma_T$.

One can see in Fig. 5 that the lowest MOSPA curve is achieved for PS1, i.e., for the lowest threshold values. However, a further reduction of the thresholds would not decrease the MOSPA curves further but would result in a higher filter runtime. If $\gamma_{\text{leg}}$ is increased (as in PS2), then according to Section VII-A, there tend to be more Bernoulli components $\gamma$ such that $r_k^{(l)}$ falls below $\gamma_{\text{leg}}$, and which are, hence, transferred from the LMB part to the Poisson part. In challenging scenarios, such as low $p_D(x_k)$ and/or high clutter, it is then possible that Bernoulli components are transferred to the Poisson part even though the corresponding objects exist, and this will generally reduce the tracking performance. If $\gamma_C$ is increased (as in PS3), then according to Section VI-A and Appendix A, this generally results in a larger number of subsets $L_k^{(c)}$, which may imply that some labeled objects are no longer correctly associated with the measurements, and thus, the tracking performance is again reduced. Finally, if $\gamma_T$ is increased (as in PS4), then according to Appendixes B.2 and B.3, fewer Bernoulli components are transferred to the labeled RFS part, which may again result in a poorer tracking performance.

Therefore, for TS1, we will hereafter use the thresholds of PS1. These thresholds are shown again in Table III, along with the thresholds used in TS2. In fact, for the more challenging TS2, we observed that the thresholds in Table III resulted in a better MOSPA performance; in particular, we use smaller values of $\gamma_T$ and $\gamma_{\text{leg}}$. Table III furthermore shows the threshold $\gamma_P$ used by BP-LMB and Gibbs-LMB for pruning Bernoulli components [11] and the threshold $\gamma_T$ used by BP-TOMB/P for transferring Bernoulli components of the MB part of the posterior state RFS to the Poisson part [18].

Fig. 4 shows an example of the estimated object trajectories obtained with BP-LMB/P for TS1 and for TS2, along with the true trajectories. One can see that the estimated trajectories closely match the true trajectories in both scenarios.
also lower location and switching errors [see Fig. 8(a) and (d)].

It can also be seen that for all filters, the missed error shown in Fig. 8(c) is much higher than the other error components (note the widely different $y$-axis scale used in Fig. 8(c) compared to the other parts of Fig. 8). Thus, the missed error dominates the overall trajectory metric, which explains why Fig. 8(c) is similar to Fig. 7. Furthermore, the high missed error of Gibbs-LMB (compared to the other three filters) is not compensated by the fact that the other error components are lower. The other three filters, i.e., BP-LMB/P, BP-LMB, and BP-TOMB/P, exhibit a similar performance, with BP-LMB/P performing best. The latter fact can be attributed to the proposed transfer scheme between the Poisson part and the LMB part. Indeed, these simulation results suggest that our transfer scheme, with an appropriate choice of the thresholds $\gamma_{tr}$, $\gamma_{leg}$, and $\gamma_{C}$, can result in performance advantages compared to both BP-LMB (using a pruning of Bernoulli components) and BP-TOMB/P (using a recycling of Bernoulli components). These advantages come in addition to the lower filter runtimes obtained with BP-LMB/P, as reported presently.

Table IV lists the average runtime per time ($k$) step required by MATLAB implementations of the various filters on an Intel quad-core i7-6600U CPU. Also shown is the average number of Bernoulli components per time step employed by each filter. Again, these numbers were obtained by averaging over 1000 Monte Carlo runs. One can see that BP-LMB/P achieves the lowest runtimes of all filters; furthermore, it employs the lowest numbers of Bernoulli components of all filters except Gibbs-LMB. We note that, as is demonstrated by Fig. 6, this low complexity of BP-LMB/P does not come at the cost of a poorer MOSPA performance. In addition, while Gibbs-LMB employs fewer Bernoulli components (especially for TS2), its MOSPA performance for TS2 is significantly poorer.

We can conclude from the results in Figs. 6–9 and Table IV that BP-LMB/P offers a superior performance–complexity compromise relative to the other filters. It has a significantly better performance than Gibbs-LMB (especially for TS2) and also a lower runtime. When compared to BP-LMB and BP-TOMB/P, the runtime of BP-LMB/P is much lower, while its performance is almost identical. The low runtime of BP-LMB/P is a direct consequence of the fact that objects of unlikely existence are modeled by the Poisson RFS. The performance advantage of BP-LMB/P over Gibbs-LMB is mainly due to the fact that BP-LMB/P takes into account more association information. Gibbs-LMB ignores relevant association information, which allows it to employ fewer Bernoulli components but also results in a poorer performance. For challenging scenarios with a high number of (closely spaced) objects and/or a low detection probability and/or strong clutter, the number of samples used by the Gibbs sampler must be increased.
significant to obtain an acceptable MOSPA performance, and this entails a higher complexity.

X. CONCLUSION

In this article, we proposed an efficient multiobject tracking algorithm that maintains track continuity. Low complexity is achieved by a combination of an LMB RFS and a Poisson RFS as well as complexity-reducing approximations in the update step. Objects of unlikely existence are tracked in an efficient manner by the Poisson RFS, and a new labeled Bernoulli component is created and maintained only if the existence of an object is sufficiently likely. Our simulation results showed that the proposed algorithm offers an attractive accuracy–complexity compromise. The complexity is significantly smaller than that of other RFS-based algorithms with comparable performance, especially in scenarios with many objects and strong clutter. Interesting directions of future research include extensions of our algorithm to multiple detection measurement models and multisensor scenarios [19], [33]–[36].

APPENDIX A

In Table V, we present an algorithm for constructing the partitionings (32) and (33). This algorithm is further explained in the following. In Step 1, the sets $M_k(l) \subseteq M_k$ comprise the indices of all those measurements whose association with the object state $(x_k, l)$ is plausible. (Note that $M_k(l)$ for different $l \in \mathbb{L}_{k-1}$ are not necessarily disjoint.) Then, after an initialization step in Step 2, we perform the iterative procedure constituted by Step 3, which generates the label subsets $L_{k+1}^{(c)} = \{l^{(j)}\} \cup \bigcup_{c' \in C} L_{k+1}^{(c')}, c \in \{1, \ldots, C\}$; and the corresponding measurement index subsets $M_k^{(c)} \subseteq M_k, c \in \{1, \ldots, C\}$.

TABLE V

| Algorithm for Constructing the Partitionings (32) and (33) |
|---------------------------------------------------------|
| **Input:** Label set $L_{k-1}^{(c)} = \{l^{(j)}\}, l^{(j)} \in \mathbb{L}_{k-1}^{(c)}$, measurement index set $M_k$, association weights $\alpha_b^{(m)}$, threshold $\gamma_c$. |
| **Output:** Number of subsets $C$, label subsets $L_{k+1}^{(c)}$, $c \in \{1, \ldots, C\}$; measurement index subsets $M_k^{(c)}$, $c \in \{1, \ldots, C\}$. |
| **Operations:** |
| 1) For each $l \in L_{k-1}^{(c)}$, determine $M_k(l) \subseteq M_k$ as the subset of all measurement indices $m \in M_k$ for which $\alpha_b^{(m)} \geq \gamma_c$. |
| 2) Initialization: Set $C = 1$, $L_{k+1}^{(c)} = \{l^{(j)}\}$, and $M_k^{(0)} = M_k(l^{(j)})$. |
| 3) Iteration: For $j = 2, \ldots, |L_{k-1}^{(c)}|$, do the following: |
| 3.1) Determine $C' \subseteq \{1, \ldots, C\}$ as the set of all $c \in \{1, \ldots, C\}$ for which $M_k^{(c') \cap M_k(l^{(j)})} \neq \emptyset$. |
| 3.2) If $C' = \emptyset$, then increment $C'$ by one and set $L_{k+1}^{(c')} = \{l^{(j)}\}$ and $M_k^{(c')} = M_k(l^{(j)})$; else do the following: |
| - Select an arbitrary $c \in C'$ and set $L_{k+1}^{(c')} = \{l^{(j)}\} \cup \bigcup_{c' \in C} L_{k+1}^{(c')}$, and $M_k^{(c')} = M_k(l^{(j)}) \cup \bigcup_{c' \in C} M_k^{(c')}$. |
| - Set $C'' = \{1, \ldots, C\} \setminus (C \cup \{c\})$ and $C'' = \emptyset$. |
| - Perform a reindexing whereby the indices contained in $C''$ are replaced by the new indices $1, 2, \ldots, C$. |
| 4) Set $M_k^{(c')} = M_k \setminus \bigcup_{c \in C''} M_k^{(c)}$. |

Fig. 8. Individual components of the trajectory metric of the four filters versus time for TS2. (a) Location error. (b) False error. (c) Missed error. (d) Switching error.

Fig. 9. MOSPA(2) error of the four filters versus time for TS2.
\[ m \in \bigcup_{c \in \{1, \ldots, C\}} M_k^{(c)} \text{ is implausible, then } C' \text{ is empty. In that case, } \\
C \text{ is incremented by } 1, \text{ and a new label subset and a new measurement index subset are created as } \\
L_k^{(c)} = \{l^{(i)}\} \text{ and } \\
M_k^{(c)} = M_k(l^{(i)}), \text{ respectively (see (3.2)). Otherwise, i.e., if } |C'| \geq 1, \text{ we merge all the label subsets } L_{k-1}^{(c)} \text{ with } \\
c' \in C' \text{ as well as the considered label } l^{(i)} \text{ into one common label subset } L_{k-1}^{(c)}, \text{ and we merge all the corresponding measurement index subsets } M_k^{(c)}, c' \in C', \text{ as well as } M_k(l^{(i)}) \text{ into one common measurement index subset } M_k^{(c)} \text{ (see (3.2), second bullet item). Here, the index } c \text{ is picked arbitrarily from } C'. \text{ Next, we perform a reindexing such that the index values in } C' \text{ are } (1, \ldots, C'), \text{ where } |C'| \text{ become } 1, 2, \ldots, |C'|. \text{ Furthermore, we update } C \text{ as } C = |C'|, \text{ so that the new set of index subsets is given by } \\
\{1, \ldots, C\} \text{ (see (3.2), second and third bullet items). Subsequently, Steps 3.1 and 3.2 are repeated for the next } l^{(i)} \in L_{k-1}^{(c)} \text{ (if available).} \]

APPENDIX B

We will derive the approximation of the posterior pdf \( G_{X_k, X_l}[\tilde{h}, h|Z_{1:k}] \) given by (34) and subsequent equations.

B.1 PRUNING AND CLUSTERING

Our approximation is based on the partitioning of the label set \( L_{k-1}^{(c)} \) in (32) and the partitioning of the measurement index set \( M_k \) in (33). As described in Section VI-A, only the associations between objects with labeled state \( (x_k, l) \), \( l \in L_{k-1}^{(c)} \), and measurements with index \( m \in M_k^{(c)} \) are plausible. Thus, by pruning the association hypotheses \( a_k \in A_k \) that associate some \( l \in L_{k-1}^{(c)} \) with some \( m \in M_k \setminus M_k^{(c)} \), we obtain a more efficient representation of the relevant association information. Let \( A_k^{(c)} \subseteq A_k \) denote the set of the remaining (nonpruned) \( a_k \). Note that our pruning does not include missed detections (described by \( a_k^{(0)} = 0 \)), i.e., all \( a_k \) with \( a_k^{(0)} = 0 \) are part of \( A_k^{(c)} \). Therefore, each \( a_k \in A_k^{(c)} \) associates each object label \( l \in L_{k-1}^{(c)} \) with some measurement index \( m \in \{0\} \cup M_k^{(c)} \). (Note, also, that an \( a_k \in A_k^{(c)} \) does not associate any object label with any \( m \in M_k^{(c)} \).

The pruning yields the following approximation of \( G_{X_k, X_l}[\tilde{h}, h] \) in (18):

\[
G_{X_k, X_l}[\tilde{h}, h] \approx \sum_{a_k \in A_k^{(c)}} \sum_{l \in L_{k-1}^{(c)}} \frac{w_{a_k} L_{k-1}^{(c)}}{M_{M_{X_k}^{(c)}}[\tilde{h}; \tilde{r}_k^{(c)}, \tilde{s}_k^{(c)}]} \times M_{M_{X_k}^{(c)}}[\tilde{h}; \tilde{r}_k^{(c)}, \tilde{s}_k^{(c)}].
\] (55)

Using the fact that the Bernoulli component factors in \( M_{M_{X_k}^{(c)}}[\tilde{h}; \tilde{r}_k^{(c)}, \tilde{s}_k^{(c)}] \) with \( m \in M_k^{(c)} \in M_{a_k} \) appear in each one of the summation terms in (55), we obtain further

\[
G_{X_k, X_l}^{(c)}[\tilde{h}, h] \approx M_{M_{X_k}^{(c)}}[\tilde{h}; \tilde{r}_k^{(c)}, \tilde{s}_k^{(c)}] \sum_{a_k \in A_k^{(c)}} w_{a_k} L_{k-1}^{(c)} \times M_{M_{X_k}^{(c)}}[\tilde{h}; \tilde{r}_k^{(c)}, \tilde{s}_k^{(c)}].
\] (56)

Here, the \( w_{a_k} \) are given by expression (20).

As a consequence of the pruning, all objects with labels \( l \in L_{k-1}^{(c)} \), i.e., corresponding to cluster \( c \), are now associated only with measurements of the same cluster \( c \), \( m \in \{0\} \cup M_k^{(c)} \), and not with any other measurements \( m \in M_k \setminus M_k^{(c)} \). This implies that each entry \( a_k^{(l)} \) of \( a_k \in A_k^{(c)} \) associates labels \( l \in L_{k-1}^{(c)} \) of cluster \( c \) only with measurements \( m \in \{0\} \cup M_k^{(c)} \) of cluster \( c \). Therefore, \( a_k^{(l)} \) (of dimension \( |L_{k-1}^{(c)}| \) can be split into \( c \) subvectors \( a_k^{(l)} \in \{0\} \cup M_k^{(c)} \cup L_{k-1}^{(c)} \), \( c \in \mathbb{C} \) of lower dimensions \( |L_{k-1}^{(c)}| \). Here, the entry \( a_k^{(l)} \) of \( a_k^{(l)} \), with \( l \in L_{k-1}^{(c)} \), is defined similarly to \( a_k^{(l)} \) in Section V-A as \( a_k^{(l)} = m \in M_k^{(c)} \) if the labeled object with state \( (x_k, l) \) generates measurement \( z_k^{(l)} \) and \( a_k^{(l)} = 0 \) if it does not generate a measurement. The admissible association vectors \( a_k^{(l)} \) (where admissibility was defined in Section V-A) are collected in the association alphabet \( A_k^{(c)} \). We can now factor the weights as

\[
w_{a_k} = \prod_{c \in \mathbb{C}} w_{a_k^{(l)}}
\] (57)

where [cf. (20)]

\[
w_{a_k^{(l)}} \propto \prod_{l \in L_{k-1}^{(c)}} \prod_{m \in M_k^{(c)}} a_k^{(l)}
\] (58)

Here, \( M_{A_k^{(c)}} \subseteq M_k^{(c)} \) comprises all measurement indices \( m \in M_k^{(c)} \) that are not associated with any labeled object via \( a_k^{(l)} \in A_k^{(c)} \) and, thus, originate from an unlabeled object or from clutter. In particular, \( A_k^{(c)} = \emptyset \) indicates that all \( m \in M_k^{(c)} \) are associated with an object with label \( l \in L_{k-1}^{(c)} \).

Furthermore, we have

\[
L_{k-1}^{(c)}[\tilde{h}; \tilde{r}_k^{(c)}, \tilde{s}_k^{(c)}] = \prod_{c \in \mathbb{C}} L_{k-1}^{(c)}[\tilde{h}; \tilde{r}_k^{(c)}, \tilde{s}_k^{(c)}]
\] (58)

\[
M_{M_{X_k}^{(c)}}[\tilde{h}; \tilde{r}_k^{(c)}, \tilde{s}_k^{(c)}] = \prod_{c \in \mathbb{C}} M_{M_{X_k}^{(c)}}[\tilde{h}; \tilde{r}_k^{(c)}, \tilde{s}_k^{(c)}]
\] (59)

Using the factorizations (57)–(59) as well as the identity \( \sum_{a_k \in A_k^{(c)}} = \sum_{a_k^{(l)} \in A_k^{(l)}, l \in L_{k-1}^{(c)}} \sum_{a_k^{(l)} \in A_k^{(l)}} \), we can rewrite the approximation (56) in terms of the \( a_k^{(l)} \) as

\[
G_{X_k, X_l}^{(c)}[\tilde{h}, h] \approx M_{M_{X_k}^{(c)}}[\tilde{h}; \tilde{r}_k^{(c)}, \tilde{s}_k^{(c)}] \prod_{c \in \mathbb{C}} G_{X_k}^{(c)}[\tilde{h}, h]
\] (60)
where

\[ G^{(c)}(\tilde{h}, h) \triangleq \sum_{a^{(c)}_k \in A^{(c)}_k} w_{a^{(c)}_k} L_{X_k|h} \left[ \tilde{h}; a^{(c)}_k, \tilde{s}^{(c)}_k \right] \times M_{M^{(c)} k} \left[ h; \tilde{r}^{(c)}_k, \tilde{s}^{(c)}_k \right]. \]  

(61)

We note that \( G^{(c)}[\tilde{h}, h] \) and \( M_{M^{(c)} k}[h; \tilde{r}^{(c)}_k, \tilde{s}^{(c)}_k] \) represent clustered objects and nonclustered objects, respectively, which, in both cases, may be likely or unlikely to exist.

So far, we approximated \( G^{(c)}[\tilde{h}, h] \) in (18) by expression (60), which is the product of the C LMB–MB mixture pgfls \( G^{(c)}[\tilde{h}, h] \) in (61) and the MB pgfl \( M_{M^{(c)} k}[h; \tilde{r}^{(c)}_k, \tilde{s}^{(c)}_k] \).

As visualized in Fig. 3, this is the first step in a series of pgfl approximations or modifications that are used in the development of the proposed LMB/P filter. Next, we will develop approximations of \( G^{(c)}[\tilde{h}, h] \) and \( M_{M^{(c)} k}[h; \tilde{r}^{(c)}_k, \tilde{s}^{(c)}_k] \).

B.2 APPROXIMATION OF THE pgfl OF CLUSTERED OBJECTS

We will approximate the pgfl representing clustered objects, \( G^{(c)}[\tilde{h}, h] \), by an LMBM pgfl. To this end, we recall from Appendix B.1 that the MB pgfl \( M_{M^{(c)} k}[h; \tilde{r}^{(c)}_k, \tilde{s}^{(c)}_k] \) involved in \( G^{(c)}[\tilde{h}, h] \) in (61) corresponds to measurements \( m \in \mathcal{M}^{(c)}_k \) that originate from an unlabeled object or from clutter. We want to transfer unlabeled objects that are likely to exist, or, more specifically, (unlabeled) Bernoulli components \( B[h; \tilde{r}^{(m)}_k, \tilde{s}^{(m)}_k], m \in \mathcal{M}^{(c)}_k \), with \( \tilde{s}^{(m)}_k \geq \gamma_t \), to the labeled RFS part. Here, \( \tilde{s}^{(m)}_k \) is given by (28). This transfer is motivated by the fact that the labeled RFS part guarantees track continuity and, after further modifications that are described in Section VII, achieves a higher tracking accuracy than the unlabeled RFS part. The transfer is accomplished by formally replacing the measurement index \( m \) arising in \( B[h; \tilde{r}^{(m)}_k, \tilde{s}^{(m)}_k] \) by the label \( l = (k, m) \).

Let \( \mathbb{L}^{(c)} \) collect the labels of the transferred Bernoulli components, i.e., all \( l = (k, m) \) with \( m \in \mathcal{M}^{(c)}_k \) such that \( \tilde{s}^{(m)}_k \geq \gamma_t \). Furthermore, since the other Bernoulli components \( B[h; \tilde{r}^{(m)}_k, \tilde{s}^{(m)}_k] \) (with \( \tilde{s}^{(m)}_k < \gamma_t \)) are unlikely, we prune them. This is done by setting \( h = 1 \) because \( B[1; \tilde{r}^{(m)}_k, \tilde{s}^{(m)}_k] = 1 \).

With these modifications, and by introducing the association vector \( a^{(c)}_k \) as in Section VI-B, \( G^{(c)}[\tilde{h}, h] \) in (61) is replaced by \( G^{(c)}[\tilde{h}] \) as defined in (36) (see Fig. 3). Accordingly, (60) becomes

\[ G^{(c)}[\tilde{h}, h] \approx M^{(c)} k [h; \tilde{r}^{(c)}_k, \tilde{s}^{(c)}_k] \prod_{c \in \mathbb{C}} G^{(c)}[\tilde{h}]. \]  

(62)

B.3 APPROXIMATION OF THE pgfl OF NONCLUSTERED OBJECTS

Next, we consider \( M_{M^{(c)} k}[h; \tilde{r}^{(c)}_k, \tilde{s}^{(c)}_k] \) in (62). Similarly to the measurements \( m \in \mathcal{M}^{(c)}_k \) involved in \( M_{M^{(c)} k}[h; \tilde{r}^{(c)}_k, \tilde{s}^{(c)}_k] \) in (61), the measurements \( m \in \mathcal{M}^{(c)}_k \) involved in \( M_{M^{(c)} k}[h; \tilde{r}^{(c)}_k, \tilde{s}^{(c)}_k] \) originate from an unlabeled object or from clutter. As in Appendix B.2, we transfer objects that are likely to exist to the labeled RFS part, and thus, we formally replace the measurement index \( m \) in each Bernoulli component \( B[h; \tilde{r}^{(m)}_k, \tilde{s}^{(m)}_k], m \in \mathcal{M}^{(c)}_k \) with \( \tilde{r}^{(m)}_k \geq \gamma_t \) by the label \( l = (k, m) \). These labels are collected in \( \mathbb{L}^{(c)} \) (see Fig. 1), and the corresponding measurement indices are collected in \( \mathcal{M}^{(c)}_k \) (see Fig. 2). The remaining measurement indices are collected in \( \mathcal{M}^{(c)}_k = \mathcal{M}^{(c)}_k \setminus \mathbb{L}^{(c)} \) (see Appendix B.2).

Using these modifications, \( M_{M^{(c)} k}[h; \tilde{r}^{(c)}_k, \tilde{s}^{(c)}_k] \) is approximated according to (see Fig. 3)

\[ M^{(c)} k [h; \tilde{r}^{(c)}_k, \tilde{s}^{(c)}_k] \approx L^{(c)} \left[ \tilde{r}^{(c)}_k, \tilde{s}^{(c)}_k \right] \prod_{c \in \mathbb{C}} G^{(c)}[\tilde{h}]. \]  

(63)

Inserting (63) into (62) yields \( G^{(c)}[\tilde{h}, h] \approx L^{(c)} \left[ \tilde{r}^{(c)}_k, \tilde{s}^{(c)}_k \right] \prod_{c \in \mathbb{C}} G^{(c)}[\tilde{h}] \). Finally, inserting this latter approximation into (17) and grouping terms, we obtain (34), (35), and (39) (again see Fig. 3).
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