Simple generic picture of toughness in solid polymer blends
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Toughness $T$ of a brittle polymeric solid can be enhanced by blending another compatible and ductile polymer. While this common wisdom is generally valid, a generic picture is lacking that connects the atomistic details to the macroscopic non-linear mechanics. Using all-atom and complementary generic simulations we show how a delicate balance between the side group contact density of the brittle polymers $\rho_c$ and its dilution upon adding a second component controls $T$. A broad range of systems follows a universal trend in $T$ with $d\rho_c/d\varepsilon$, where $\varepsilon$ is the tensile strain. The simulation data is consistent with a simple model based on the parallel spring analogy.

Polymers are widely used in designing light weight, high performance organic materials [1–5] that find use in common household utensils to complex nano-materials [1, 2, 6–8]. Because of their wide applicability, these materials are often exposed to a range of environmental conditions, such as temperature [9,12], pressure [10,13], and/or mechanical deformation [7,9,14–16]. Here, one important materials property is the ability to sustain large deformation [5,16–19].

Most known commodity polymers, such as poly(methyl methacrylate) (PMMA) [15, 16], poly(lactic acid) (PLA) [5,16], and polystyrene (PS) [20], are brittle in their glassy states, i.e., small strain-to-fracture $\varepsilon_f$ and low yield stress $\sigma_y \approx 0.1$ GPa due to the weak van der Waals (vdW) monomer-monomer interactions, the strength of which is about $k_BT$ at room temperature, where $k_B$ is the Boltzmann constant [21]. On the other hand, $\sigma_y$ of a polymer can be enhanced by about an order of magnitude when the monomer-monomer hydrogen bonds (H–bond), with an interaction strength of about $k_BT$ [3], dominate the materials properties, such as in poly(acrylamide) (PAM), poly(acrylic acid) (PAA), and poly(vinyl alcohol) (PVA). These H–bonded systems, however, can either be brittle or ductile dependent on their respective (macro-)molecular architectures. Given the above discussion, mechanical response remains restricted in the single component polymeric systems and thus often limits their broad applications.

A simple route to tune the tensile toughness $T = \int_0^\infty \sigma(\varepsilon)d\varepsilon$ of a brittle organic solid is by blending in another polymer with a relatively larger ductility and component-wise interactions. Here, $\sigma$ and $\varepsilon$ are the tensile stress and tensile strain, respectively. Experimentally relevant examples include, but are not limited to, PMMA-PLA [16,22], PAA-PVA blends [18], and/or PMMA-PVA [23]. These systems are assumed to be fairly miscible, while abstaining to discuss the effects of immiscibility.

In general, $T$ of a blend varies monotonically between the two pure phases as a function of their relative mixing ratios [18]. However, a set of recent experiments on PMMA-PLA blends have reported a non-monotonic variation in $T$ with concentration [16]. This behavior was attributed to the formation of "so called" co-continuous phase, with an estimated length scale on the order of several $\mu$m [16,22]. However, a set of relatively much smaller scale all-atom simulations have found a similar trend in $T$ [24], suggesting that the formation of a co-continuous phase may not be a necessary criterion for the toughness enhancement in these materials.

Traditionally, extensive research has been conducted to understand the mechanics of polymeric materials, both from the experimental [5,16,18,20] and the simulation [14,15,17,24] communities. Here, however, most simulation studies usually deal with single component systems and also predominantly at the (mesoscopic) generic level, where all-atom details are drastically coarse-grained [21]. While such models are extremely useful in dealing with generic polymer properties, they often (in their pristine form) lack the atomic-level details that play a key role in materials properties, unless of course the generic model is specifically tuned to reproduce certain properties of interest. In particular, when dealing with polymer blends having very specific macromolecular structures and interactions [10,18,22], special attention should be paid. Therefore, a better understanding of the monomer-level (atomistic) interaction is needed to achieve a predictive mechanical response of the polymer blends, which to the best of our knowledge is lacking.

In this work, we investigate the mechanics of commodity organic solids with the goals to: (1) understand the effect of blending on the mechanics of brittle systems, (2) show how the monomer (atomistic) structures play a key role in dictating the materials properties, (3) connect the atomistic interaction details to the macroscopic non-linear mechanics, and (4) propose how the behavior of many different chemically specific polymeric materials can be understood within one universal framework. To achieve the above goals, we combine all-atom and complementary generic molecular dynamics simulations with a simple parallel spring model.
For the all-atom simulations, we have chosen both vdW and H–bonded (experimentally relevant) commodity polymers (i.e., PMMA, PAM, PAA, PLA, and PVA) and polymer blends (i.e., PMMA-PVA, PAA-PVA, and PMMA-PLA). Note that we have performed the simulations for all systems in this work, aside from the PMMA-PLA trajectories which were obtained earlier [24] and reanalyzed here. The monomer mole fractions are varied between $0.0 \leq x_i \leq 1.0$ in steps of 0.25. In this study, $x_i = 0.0$ always corresponds to the pure phase of brittle polymer (BP) and the pure second polymer (SP) at $x_i = 1.0$. The OPLS- AA parameters are used for PAA, PLA, and PVA [22], while the modified force-field parameters are used for PAM [26] and PMMA [27]. The chain length $N_t = 30$ monomers is chosen for all systems except PAM, where $N_t = 32$. The simulations are performed using the GROMACS molecular dynamics package [28]. More system specific details are shown in the Supplementary Section S1A [29].

The well known bead-spring polymer model is used for the generic simulations [21]. Note that the default bead-spring model is highly ductile [14]. Therefore, inspired by the all-atom BP architectures, we have parameterized a brush-like polymer with short (stiff) side groups of the dimers, blended with the (ductile) linear chains. The monomer-monomer interactions are tuned to weakly mimic the atomistic PMMA-PVA blends. The backbone chain length is taken as $N_t = 30$. The generic simulations are performed using the LAMMPS package [30]. A detailed discussion of the generic model is described in the Supplementary Section S1B [29]. The numbers that are representative of hydrocarbons are: the units of length $d = 0.5$ nm, energy $\epsilon = 30$ meV, time $t_o = 3$ ps, and pressure $p_o = 40$ MPa [21]. Note that for simplicity of presentation, we have converted all generic units into the real units.

In Figs. 1a-c we show stress-strain behavior of three different all-atom blends under uniaxial tensile deformation. As expected, blending in SPs drive the BP-based systems to a greater ductility, especially because the pure SPs are relatively more ductile than BPs. Ideally one can argue, if SPs have their glass transition temperatures $T_g$ much smaller than BP (thus remain in their rubbery phases), the ductility or $T$ may increase via rubber plasticity. In our case, however, all polymers have $T_g \approx 355 - 390K$ (as measured in the experiments) [16, 31], while the simulations have reported $T_g \approx 400K$ [24, 32]. In this context, our simulations are performed at $T = 300K$ and thus $T_k - T$ are such that the individual components of a blend remain deep in their respective glass phases [31, 32]. This readily excludes any explanation purely based on $T_k$, and it becomes apparent that a nanoscopic picture is needed to better understand the nonlinear mechanics of the multi-component polymeric materials.

A comparative analysis of the monomer structures of BP and SP reveals that one major difference between these two sets is the presence of bulky side groups in BPs (see PAA and PMMA structures in Fig. 1), while SPs are smooth (see PVA and PLA structures in Fig. 1). In this context, it is known that the side groups of BPs are rather stiff and thus form extremely rugged (instantaneous) structural corrugation along the chain contour. Corrugation (or more generally speaking, the breaking of translational Galilean invariance) is a necessary “ingredient” to exert the shear forces upon deformation. Note also that the side groups can flip-flop normal to the chain contour in the polymer melt, while these structural fluctuations are frozen in the glassy state. In this context, it has been shown previously that the presence of stiff side chains may serve as a necessary criterion to control the brittleness in a solid PMMA [14].

Within the picture discussed above, the side groups of two or more neighboring chains can interlock, shown by the schematic in Fig. 2a). Here, the interlocking can be dictated by either vdW or H–bond interactions. When a pure BP glass is deformed, the rigid side chain contacts break via relative motion of the chains and thus the slid-
ing molecules overcome the effective free energy barriers. Such broken contacts initiate cavitation at around the yield strain, i.e., \( \varepsilon_y \simeq 0.1 - 0.2 \), see Fig. 1. Beyond \( \varepsilon_y \), the systems go into the flow regime with growing voids, leading to their coalescence and ultimate fracture. The stronger the side chain contacts, the larger the \( \sigma_y \) values.

In this context, we find \( \sigma_{y,PMMA} < \sigma_{y,PAA} < \sigma_{y,PAM} \), see the supplementary Fig. S8 [29]. This is expected because two PMMA side chains interact via weak vdW interaction, while two PAA and two PAM can form 0.84 and 1.52 H–bonds per monomer, respectively.

When the SP molecules are added, they lubricate and also dilute the density of side chain contacts \( \rho_c \) between the neighboring BP, see the schematic in Fig. 2(b). This microscopic molecular arrangement increases \( \varepsilon_1 \) and also hinders the growing voids via rearrangements of SPs. Here, the extent of molecular ruggedness that a molecule feels, while moving in the homogeneous bulk, is directly related to \( x_1 \) and thus has a direct implication on the polymer motion. The mean-square-displacement \( C(t) \) data, shown in the Supplementary Figs. S2 & S3, provide evidence that the molecular diffusion \( D \) increases with increasing \( x_1 \). Within the linear response, the different damping contributions are linearly additive and thus the effective damping \( \gamma \propto 1/D \). Furthermore, following \( C(t) \) in the Supplementary Figs. S2 & S3, it becomes apparent that the atomic level ruggedness (or corrugation) reduces with increasing \( x_1 \). In the glassy state, we also expect the relative ruggedness across different samples to remain the same. The statement above does not aim to make a direct quantitative comparison between the melt and the glassy states, rather only a qualitative discussion without attempting to discuss the time-temperature superposition.

We note in passing that the systems investigated in this study have larger ductility than the experimentally reported values [5, 16, 18, 20]. This is particularly be-

\[ \Delta \rho_c = \rho_c(\varepsilon) - \rho_c(0) \]

cause the quenching rates (i.e., from melt-to-glass) in the simulations are usually several orders of magnitude faster than the corresponding experiments and thus lead to poorer annealed samples [33]. Such samples usually have residual \( \sigma \) distributions that are rather broad, while well-annealed samples have narrow distribution in \( \sigma \) and thus all sites fail almost at once upon loading, leading to a smaller \( \varepsilon_1 \) in experiments in comparison to the standard simulations. Here, however, it is important to note that our simulation samples are all prepared using an identical protocol and considering that this study aims at the relative trends, we believe that the data sets presented in Fig. 1 give a reasonable relative picture.

If the observation discussed above is generic, the trends in Figs. 1(a–c) should also be visible in a chemically independent model by only incorporating the monomer structures. Therefore, we have also conducted one set of generic simulations. Here, a BP consists of a bottle brush-like polymer with short, stiff side groups, while a SP is represented by a standard (fully flexible) linear bead-spring chain [21]. In Fig. 1(d) the generic data is derived from our earlier simulation trajectories in Ref. [24]. The vertical dashed lines show the \( \varepsilon \) values at the yield points, see Fig. 1.

\[ \rho_c = N_c(\varepsilon)/v(\varepsilon) \]

FIG. 2: Schematic representations of the direct contacts between the brittle polymers (BP) before (panel a) and after including the second polymer (SP) (panel b). For the simplicity of presentation, the one-dimensional projection of the effective roughness (or the effective free energy landscape) of the molecules along the chain contours is shown. The grey and red lines represent (rugged) BP and (smooth) SP molecules, respectively.

FIG. 3: Density of side chain contacts \( \Delta \rho_c = \rho_c(\varepsilon) - \rho_c(0) \) as a function of strain \( \varepsilon \) between the neighboring monomers of the brittle polymers in the blends of poly(methyl methacrylate) (PMMA) and poly(vinyl alcohol) (PVA) (panel a), poly(acrylic acid) (PAA) and PVA (panel b), PMMA and poly(lactic acid) (PLA) (panel c) and the generic model (panel d). For better visibility of the relative variation in the data, we have shifted all curves with respect to \( \rho_c(0) \) of the unstrained system, i.e., at \( \varepsilon = 0 \). In the generic model, \( \Delta \rho_c/\varepsilon \) is scaled using the unit conversion \( d = 0.5 \) nm [21]. Data for PLA-PMMA blends is derived from our earlier simulation trajectories in Ref. [24]. The vertical dashed lines show the \( \varepsilon \) values at the yield points, see Fig. 1.
instantaneous system volume, respectively. In the all-atom simulations, \( N_c(ε) \) is calculated when the center-of-masses of two neighboring (inter-molecular) side chains are within a minimum distance \( r_{\text{min}} \leq 0.65 \text{ nm, i.e., the first peak of the radial distribution function} \) [32, 34]. In the generic model, \( r_{\text{min}} \leq 1.5 \sigma \) [33].

In Fig. 4 we show \( ρ_c(ε) \) for the all-atom and the generic models. It can be appreciated that: (a) \( ρ_c \) decreases with increasing \( ε \), which is expected because the tensile deformation breaks the side chain contacts between BPs that lead to the ultimate fracture of the samples. (b) Increasing \( x_i \) generally dilutes \( ρ_c(ε) \) and thus leads to the weaker decay rates for \( ε > ε_y \) (shown by the vertical dashed lines in Fig. 3).

The individual data sets in Fig. 3 show two different \( dρ_c/\text{d}ε \) regions. The first is a relatively rapid decay for \( ε < 0.2 \) (in all-atom) and \( ε < 0.1 \) (in generic), where the \( dρ_c(ε)/\text{d}ε \) behavior is dominated by the initial disruption between the side groups, see Fig. 1. The second linear decay beyond \( ε_y \) occurs when the individual systems reach the flow (stationary) regime, where the voids grow and also SPs rearrange to control \( T \). We calculate the slopes \( S = dρ_c(ε)/\text{d}ε \) in the stationary flow regimes, where the behavior is reasonably well described by the simple linear form \( ρ_c(ε) = ρ_o + Sε \).

Fig. 4 shows the variation of toughness-to-strength ratio \( T/σ_y \) with \( S \). It can be appreciated that a broad range of chemical specific systems and the generic model data fall onto one empirical master curve. Here, most data sets are obtained for uniaxial loading, where the mechanics is dominated by the shear force exerted by the sliding molecules. However, the data for the biaxial loading, where the cavitation is enhanced (see the Supplementary Figs. S6 & S7), also support the same empirical behavior.

While the data sets in Fig. 4 show a correlation across several samples, it is important to investigate if this behavior can be understood within a model by incorporating some microscopic descriptions, which is achieved using a simple (mechanical) model. This is inspired by the parallel spring model analogy [36]. The model specific details are described in the Supplementary section S2 [29], here we only sketch the important ingredients. Within this model, an organic solid is modeled as a three-dimensional network of springs in parallel, where one side chain interlocking represents one spring contact with an effective spring constant \( k \). Force \( F \) and local displacement \( δ \) then follows \( F(δ) = \sum_{i=1}^{N_c} k_i δ_i \). Under the affine assumption, the local (microscopic) displacement \( δ \) relates to the macroscopic displacement via \( δ = cεL_o \). Here \( L_o \) is the unstrained box dimension and \( c \) is a (small) dimensionless constant. This assumes that each contact carry the same load and \( δ \ll εL_o \), i.e., \( c \ll 1 \). Following \( σ \) from \( F \) (see the Supplementary section S2 [29]), we obtain

\[
\frac{T}{σ_y} = \frac{1}{σ_y} \int_0^{ε_l} σ(ε) \text{d}ε = \frac{ckL_o^2}{σ_y} \int_0^{ε_l} ρ_c(ε)(1 + ε) \text{d}ε. \tag{1}
\]

Eq. 1 leads to an empirical solution,

\[
S \approx \left[ \frac{T}{σ_y} - \frac{ckL_o^2}{σ_y} \left( \frac{ε_l}{σ_y} \right)^2 + \frac{1}{3} \left( \frac{ε_l}{σ_y} \right)^3 \right] = \frac{ckL_o^2}{σ_y} \left( \frac{ε_l}{σ_y} \right)^2 + \frac{1}{3} \left( \frac{ε_l}{σ_y} \right)^3. \tag{2}
\]

Eq. 2 is plotted as the solid line in Fig. 4 with \( ckL_o^2ρ_o/σ_y \approx 0.01 \). Note that the factor \( k/σ_y \) remains constant for a given sample. It can be appreciated that Eq. 2 follows a reasonable agreement with the simulation data in Fig. 3. This further reinforces a picture directing at a possible route towards the tunability in \( T/σ_y \) and its links to the atomic level details.

It will certainly require more detailed experiments to validate our scenario. One plausible path might be to follow the protocol presented in an earlier study of one of us [37], where a proton nuclear magnetic resonance (NMR) setup was used to obtain the local side chain organizations between the neighboring non-bonded monomers. Here, we expect that the on-the-fly NMR measurements (at different \( ε \)) might give direct information about \( ρ_c \) and thus can lead to a better understanding of the underlying atomistic picture in these commodity organic solids.

In conclusion, we have performed large scale molecular dynamics simulations to study the mechanics of solid commodity polymer blends. We show that a delicate balance between the (macromolecular) side chain organizations, resultant corrugation along the chain contour, and...
their interlocking controls the toughness $T$ of a polymeric material. Our study establishes a relationship between the microscopic interactions and the macroscopic nonlinear mechanics, which follows a universal empirical relationship across a wide range of polymeric systems. To better understand this behavior, we have also formulated a simple model based on the springs in parallel analogy. The simplified picture presented here may serve as a guiding tool for the development of advanced functional materials with tunable and predictive mechanical properties.
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