Deriving the PEE proposal from the locking bit thread configuration
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Abstract: In the holographic framework, we argue that the partial entanglement entropy (PEE) can be explicitly interpreted as the component flow flux in a locking bit thread configuration. By applying the locking theorem of bit threads, and constructing a concrete locking scheme, we obtain a set of uniquely determined component flow fluxes from this viewpoint, and successfully derive the PEE proposal and its generalized version in the multipartite cases. Moreover, from this perspective of bit threads, we also present a coherent explanation for the coincidence between the BPE (balanced partial entanglement)/EWCS (entanglement wedge cross section) duality proposed recently and the EoP (entanglement of purification)/EWCS duality. We also discuss the issues implied by this coincident between the idea of the PEE and the picture of locking thread configuration.
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1 Introduction

Quantum entanglement is one of the most intriguing fundamental features of quantum mechanics. In recent years, in the framework of holographic principle [1–3], inspired by the famous RT formula for calculating entanglement entropy [4–6], quantum entanglement has been widely conjectured (or believed) as the key ingredient for the emergence of bulk spacetime [7–23]. For a system in a pure state, the standard measure of entanglement is the entanglement entropy $S(A)$, which is a highly nonlocal quantity describing the entanglement between some subsystem $A$ and its complement $A_c$. Naturally, it is tempting to express this quantity in a more refined way as the sum of the contributions of each local degree of freedom in $A$. Indeed, the concept of the entanglement contour is an explicit realization of this idea [24]. Briefly, the entanglement contour $f_A(x)$ is a density function of entanglement entropy $S(A)$, satisfying

$$S(A) = \int_A f_A(x) \, dx,$$

where $x$ represents the spatial coordinates of region $A$. Technically, it is more tractable to study the partial entanglement entropy (PEE) $s_A(A_i)$ of some finite size subset $A_i$ of $A$ [24–28], which is defined as

$$s_A(A_i) \equiv \int_{A_i} f_A(x) \, dx.$$

1 Introduction
In other words, the PEE $s_A (A_i)$ captures the contribution from $A_i$ to entanglement entropy $S (A)$. The concepts of the PEE and the entanglement contour not only have a range of applications in studying the entanglement structures in condensed matter theory [24, 25, 30, 31], but also have enlightening significance in the holographic framework [27–29]. However, so far the fundamental definition of the PEE based on the reduced density matrix has not been established. Rather, it is required to satisfy a series of reasonable conditions according to its physical meaning [24, 26]:

1. Additivity: decomposing $A_i$ as $A_1^i$ and $A_2^i$, by definition we should have
   \[ s_A (A_i) = s_A (A_1^i) + s_A (A_2^i). \] (1.3)
2. Invariance under local unitary transformations: $s_A (A_i)$ should be invariant under any local unitary transformations inside $A_i$ or $A_c$.
3. Symmetry: for any symmetry transformation $T$ under which $TA = A'$ and $TA_i = A'_i$, we have $s_A (A_i) = s_{A'} (A'_i)$.
4. Normalization: $S (A) = s_A (A_i) |_{A_i \rightarrow A}$.
5. Positivity: $s_A (A_i) \geq 0$.
6. Upper bound: $s_A (A_i) \leq S (A)$.
7. Symmetry under the permutation: since the PEE $s_A (A_i)$ captures the correlation between the subset $A_i$ and $A_c$ in some sense, it should be invariant under the permutation between $A_i$ and $A_c$ [26]. To manifest this permutation symmetry, we can express the PEE in the following way:
   \[ s_A (A_i) = P (A_i, A_c) = P (A_c, A_i) = s_{(A_i)_c} (A_c), \] (1.4)
   where $(A_i)_c$ represents the complement of $A_i$.

Since the above requirements are not sufficient to uniquely determine the PEE in general, [25, 27, 28] proposed a PEE proposal, which claims that the PEE can be obtained by an additive linear combination of subset entanglement entropies.\(^1\)

On the other hand, the concept of the entanglement contour and the PEE naturally reminds us of the picture of bit threads. The formulation of bit threads arose from the fact that it can equivalently describe the famous RT formula for entanglement entropy [39, 40].\(^2\) Since it is endowed with an intuitive picture, in a sense, it can also be regarded as providing a graphical explanation for the RT formula. Bit threads are a kind of unoriented bulk curves which is required to end on the boundary, but can travel through the bulk spacetime.

\(^1\)In fact, there are other proposals for the PEE, see e.g. [24, 26, 28, 29, 32–35]. Although these proposals have different physical motivations, the PEE calculated by different approaches are highly consistent with each other [26, 28, 29, 33, 35].

\(^2\)See also another interesting reformulation of the RT prescription in terms of the so-called calibrations in [43].
In addition, they are required to satisfy certain constraints. They are required to be divergenceless, and subject to the rule that the thread density is less than 1 everywhere (in units where $4G_N = 1$. This convention will always be adopted in this paper). According to the so-called max flow-min cut theorem, it can be shown that the maximal flux of bit threads (over all possible bit thread configurations) through a boundary subregion $A$ is equal to the area of the bulk minimal surface homologous to $A$, i.e., the RT surface $\gamma (A)$. A thread configuration that can achieve this maximal flux is said to lock $A$. Therefore, the RT formula can be expressed in another way, that is, the entropy of a boundary subregion $A$ is equal to the flux of the locking thread configuration passing through $A$ [39, 40],

$$S (A) = \text{Flux}_{\text{locking}} (A). \quad (1.5)$$

One of intriguing ideas of particular interest is to consider how gravity emerges from entanglement using the bit threads language, see the recent work in [16, 17]. Furthermore, recently a generalized version of bit threads (named “quantum bit threads”) was proposed in [44, 45] to include the quantum corrections and discuss the quantum extremal islands in the context of the information loss problem [61–64].

Obviously, one can see the tantalizing similarity between the picture of bit threads and the concept of the entanglement contour and the PEE. Furthermore, since the properties of bit threads are designed to mathematically recover the RT formula in such a delicate way, they may provide a more solid foundation for the idea of entanglement contour, at least in the holographic aspect. Actually, there has been a preliminary discussion of the relationship between entanglement contour and bit threads in [25], in which the entanglement contour $f_A (x)$ is explicitly interpreted as the flow $v (x)$ describing the bit threads, i.e.,

$$f_A (x) = |v (x)|. \quad (1.6)$$

Moreover, it has been shown that this identification is consistent with the series of conditions of the PEE and the entanglement contour mentioned above.

In this paper, we will use the notion of multifold, which is a more powerful mathematical tool than the flow in the formulation of bit threads, to further sharpen this viewpoint, making it more clearly and adapted to more general situations. In particular, we will show that, in the holographic framework, we can naturally derive the PEE proposal using the language of bit threads. More specifically, we explicitly identify the PEE as the flux of the component flow in a locking bit thread configuration [17, 42]. In other words, we identify the entanglement contour as the component flow in a multifold that describes the locking thread configuration. On the other hand, we will also show that there exist some subtle problems between the idea of the PEE and the locking problem in the formulation of bit threads, which seems to imply that one or both of them are limited in some sense. We lay out some discussion on these issues, but the further concrete reconciliation will be left as an open question for the moment.

The structure of this paper is as follows: In section 2, we review the background knowledge about bit threads and locking thread configurations. We first review the basic concepts of bit threads in section 2.1, then in section 2.2 we review a latest technical
development of bit threads, namely the locking program of bit threads, contributed by the recent paper [42]. In particular, the latter part is the preparatory knowledge on which our study intimately relies, and we summarize all the existence theorems for locking thread configurations that will be used in this paper for convenience. Section 3 is the central part of our work. In section 3.1, we clarify our motivation and explicitly identify the PEE as the flux of the component flow in a locking bit thread configuration. In section 3.2, we derive the PEE proposal in the case that the subsystem is divided into three parts, based on the locking theorem of bit threads. With this understanding, we then explain the interesting coincidence between the so-called balanced partial entanglement (BPE) and the entanglement of purification (EoP) in section 3.3. In section 4, we further derive the PEE proposal in the multipartite situations from the picture of bit threads, which results in a conceptual discussion of bit threads and the PEE. More specifically, in section 4.1, we construct a concrete locking scheme to show that it is possible to lock enough RT surfaces to have a full rank system of equations between the entanglement entropies of these surfaces and components of the multiflow which connect different regions. Then in section 4.2, we discuss the limitations of the locking ability of bit threads at the current stage and the possible solution to this issue. The conclusion and discussion are given in section 5.

2 Background review

2.1 The basics of bit threads

Bit threads are unoriented bulk curves which end on the boundary and subject to the rule that the thread density is less than 1 everywhere (in units where $4G_N = 1$). In particular, this thread density bound implies that the number of threads passing through the minimal surface $\gamma (A)$ that separates a boundary subregion $A$ and its complement $A_c$ cannot exceed its area $\text{Area} (\gamma (A))$, hence the flux of bit threads $\text{Flux} (A)$ connecting $A$ and its complement $A_c$ does not exceed $\text{Area} (\gamma (A))$:

$$\text{Flux} (A) \leq \text{Area} (\gamma (A)). \quad (2.1)$$

Borrowing terminology from the theory of flows on networks, a thread configuration is said to lock the region $A$ when the bound (2.1) is saturated. Actually, this bound is tight: for any $A$, there does exist a locking thread configuration satisfying:

$$\text{Flux}_{\text{locking}} (A) = \text{Area} (\gamma (A)). \quad (2.2)$$

This theorem is known as max flow-min cut theorem (see [41] and references therein), that is, the maximal flux of bit threads (over all possible bit thread configurations) through a boundary subregion $A$ is equal to the area of the bulk minimal surface $\gamma (A)$ homologous to $A$. Therefore, the famous RT formula which relates the entanglement entropy of a boundary subregion $A$ and the area of the bulk minimal extremal surface $\gamma (A)$ homologous to $A$:

$$S (A) = \text{Area} (\gamma (A)), \quad (2.3)$$
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can be expressed in another way, that is, the entropy of a boundary subregion $A$ is equal to the flux of the locking thread configuration passing through $A$:

$$S(A) = \text{Flux}_{\text{locking}}(A).$$

(2.4)

When the bit threads are required to be locally parallel, one can use the language of *flow* to describe the behavior of bit threads conveniently in mathematics, that is, using a vector field $\vec{v}$ to describe the bit threads, just as using the magnetic field $\vec{B}$ to describe the magnetic field lines. The difference is that for the latter we regard the magnetic field itself as the more fundamental concept, while for the former we consider the threads to be more fundamental. The constraints on the bit threads can then be expressed as the requirements for the flow $\vec{v}$ as follows,

$$\nabla \cdot \vec{v} = 0,$$

(2.5)

$$\rho(\vec{v}) \equiv |\vec{v}| \leq 1.$$

(2.6)

For situations involving more than one pair of boundary subregions, the concept of *thread bundles* is also useful. The threads in each thread bundle are required to connect only a specified pair of boundary subregions, while still satisfy the constraints of bit threads. Specifically, one can use a set of vector fields $\vec{v}_{ij}$ to represent each thread bundle connecting the $A_i$ region and $A_j$ region respectively. The set $\mathcal{V}$ of vector fields $\vec{v}_{ij}$ is referred to as a *multiflow*, and each $\vec{v}_{ij}$ is called a *component flow*, satisfying (note that in the present paper we will define $\vec{v}_{ij}$ only with $i < j$ for convenience, which is slightly different from (but equivalent) convention adopted in [40], where the fields $\vec{v}_{ij}$ were also defined for $i \geq j$, but with the constraint $\vec{v}_{ji} = -\vec{v}_{ij}$)

$$\nabla \cdot \vec{v}_{ij} = 0,$$

(2.7)

$$\rho(V) \leq 1,$$

(2.8)

$$\hat{n} \cdot \vec{v}_{ij} \big|_{A_k} = 0, \quad \text{(for } k \neq i, j).$$

(2.9)

It is worth noting that, since in the situation of multiflows, the threads are not necessarily locally parallel, there are various natural ways the density can be defined, and therefore bounded. As we will see in the next subsection, different definitions of the thread density will actually affect the ability of a thread configuration to lock a set of boundary regions.

### 2.2 Locking theorems of bit threads

For a single boundary subregion $A$, the max flow-min cut theorem directly indicates that one can find a thread configuration that can lock the specified boundary subregion (and its complement simultaneously). In other words, there exist thread configurations that can lock a set of boundary regions $I = \{A_1, A_c\}$, and there is typically an infinite number of choices. However, one can further ask, can we find a locking thread configuration that can lock an arbitrary specified set of subregions simultaneously? The question becomes very nontrivial. Broadly speaking, it depends not only on the relative space position relations between these specified subregions, but also on the properties we assign to the bit threads,
in particular, the precise definition of the thread density bound. Recently, the authors in [42] investigated this issue in great detail. They proposed and proved several theorems on the existence of locking thread configurations in various situations, which will play a fundamental role in our study. For convenience, we collect the existence theorems of locking thread configurations that are necessary for our work from [42] as follows. For more existence theorems and detailed technical proofs of the theorems, see the original paper [42].

Consider a \( d \)-dimensional compact Riemannian manifold-with-boundary \( M \), for example, it can be a time slice of \( \text{AdS}_{d+1} \) spacetime, and then divide its boundary system \( \partial M \) into adjacent non-overlapping subregions \( A_1, \ldots, A_n \), which are referred to as elementary regions, satisfying \( A_i \cap A_j = \emptyset, \cup_{i=1}^n A_i = \partial M \). Accordingly, a composite region is defined as the union of some certain elementary regions. It was shown in [42] that when we adopt the most traditional definition of the density of bit threads [40], i.e., defining the thread density \( \rho \) as the total length of threads contained in a small ball divided by its volume:

\[
\rho_v(V) = \sum_{i<j} |\vec{v}_{ij}|, \tag{2.10}
\]

then we have the following locking theorems (following [42], the multiflow describing the thread configuration under this definition of thread density is called a \( \nu_v \) multiflow):

**Theorem 1.** There exists a \( \nu_v \) multiflow that locks all the elementary regions \( A_i \).

**Theorem 2.** There exists a \( \nu_v \) multiflow that can lock all the elementary regions and all non-crossing composite regions simultaneously.

Here a composite region is defined as the union of some certain elementary regions, and we are following the terminology from network theory: two boundary regions are said to cross if they partially overlap and do not cover the whole boundary. For example, \( AB \) crosses \( BC \), but does not cross \( A, ABC \), or \( D \). More explicitly, two regions \( X \) and \( Y \) do not cross if and only if at least one of the following conditions holds:

\[
X \cap Y = \emptyset, \quad X \subseteq Y, \quad Y \subseteq X, \quad X \cup Y = \partial M. \tag{2.11}
\]

It was further shown in [42] that if we choose another reasonable definition of the density of bit threads, i.e., defining the thread density as the number per unit area intersecting a small disk, maximized over the orientation of the disk:

\[
\rho_a(V) = \max_{\hat{n}} \sum_{i<j} |\hat{n} \cdot \vec{v}_{ij}|, \tag{2.12}
\]

where \( \hat{n} \) is the unit vector normal to the small disk, then for the corresponding so-called \( \nu_a \) multiflow, we have a more powerful locking theorem as follows:

**Theorem 3.** There exists a \( \nu_a \) multiflow that can lock two nested sequence sets simultaneously.
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Figure 1. A locking bit thread configuration involving three elementary regions $A_1$, $A_2$, and $A_c$. It is described by a $\nu_v$ multiflow $V = \{\vec{v}_{ij}\}$, in which each component flow $\vec{v}_{ij}$ is represented by a blue line. The red lines denote the RT surfaces associated with the involving boundary regions.

Here the nested sequence set $I_{\text{nest}}$ means that the elements in the set can be arranged in such an order that the former element is always contained by the next one, such as $I_{\text{nest}} = \{A, AB, ABCD, \ldots\}$.

3 PEE proposal and locking bit thread configuration

3.1 PEE (partial entanglement entropy) as CFF (component flow flux)

In order to illustrate our statement, let us directly take the simplest case as an example. Considering a pure state quantum system described by a conformal field theory that has a holographic dual, we divide a subregion $A$ into two parts, $A_1$ and $A_2$, see figure 1. From the definition of the PEE, we know that $s_A(A_1)$ represents the contribution of $A_1$ to the entanglement entropy $S(A)$ between $A$ and its complement. Similarly, $s_A(A_2)$ represents the contribution of $A_2$ to $S(A)$. And we have

$$s_A(A_1) + s_A(A_2) = S(A).$$

(3.1)

As pointed out in [25], this idea is very similar to the idea of bit threads in the physical picture. Let us investigate this situation more clearly from the perspective of the locking thread configuration.

Suppose we now want to construct a bit thread configuration that can lock a set of boundary subregions $I = \{A_1, A_2, A_1A_2\}$ simultaneously (where we denote $A = A_1 \cup A_2 = A_1A_2$), described by a multiflow mathematically. Given the well-known zero-divergence property of multiflow, this is equivalent to requiring that a thread configuration maximizes the flux on the RT surfaces associated with each boundary subregion. Note that since
the RT surface itself is an extremal surface with minimal area, according to the max flow-min cut theorem, this is also equivalent to require the thread configuration to satisfy that the thread flux on each involving RT surface is exactly equal to its area. From the perspective of RT surfaces, it is easy to see from the figure 1 that the above locking problem is also equivalent to requiring the bit thread configuration to lock the set \( I = \{ A_1, A_2, A_c \} \) (where we denote the complement of \( A \) as \( A_c \)), this is because in a pure state, we have \( S ( A ) = S ( A_c ) \).

It turns out that, when we adopt the most traditional definition of the density of bit threads [40], i.e., defining the thread density \( \rho \) as the total length of threads contained in a small ball divided by its volume, such a locking thread configuration always exists. As reviewed in section 2.2, we have the following locking theorem [40, 42]:

**Theorem 1.** There exists a \( \nu \) multiflow that locks all the elementary regions \( A_i \).

Therefore, by applying theorem 1, we can immediately assign a locking thread configuration as shown in figure 1 for \( I = \{ A_1, A_2, A_c \} \). One can see that in this locking thread configuration, there are three independent thread bundles in total. Each thread bundle connects two distinct elementary regions \( A_i \) and \( A_j \), and is described by a component flow \( \vec{v}_{ij} \) in the multiflow \( V = \{ \vec{v}_{ij} \} \). From the properties of multiflow,

\[
\nabla \cdot \vec{v}_{ij} = 0, \quad (3.2)
\]

\[
\hat{n}_{A_k} \cdot \vec{v}_{ij} = 0 \quad (\text{for } k \neq i, j), \quad (3.3)
\]

we have

\[
F(A_1)_{1c} = F(\gamma_{11})_{1c} = F(\gamma_{12})_{1c} = F(A_c)_{1c}, \quad (3.4)
\]

\[
F(A_2)_{2c} = F(\gamma_{22})_{2c} = F(\gamma_{12})_{2c} = F(A_c)_{2c}, \quad (3.5)
\]

where we denote the RT surfaces associated with \( A_1, A_2 \) and \( A_{12} \) as \( \gamma_{11}, \gamma_{22} \) and \( \gamma_{12} \) respectively, and \( F(\alpha)_{ij} = \int_{\alpha} \vec{v}_{ij} \) represents the value of the flux of the bit threads described by the component flow \( \vec{v}_{ij} \) passing through the surface \( \alpha \). \( h \) is the determinant of the induced metric on the surface \( \alpha \), and \( \hat{n}_{\alpha} \) is the unit normal vector on surface \( \alpha \). One can see that due to the divergenceless constraint (3.2) the flux of the thread bundle \( \vec{v}_{ij} \) does not change when the threads start from the elementary region \( A_i \), pass through each intersecting RT surface, and come back to another elementary region \( A_j \).

Denoting \( N(\alpha) = \text{Flux}_{\text{locking}}(\alpha) \) as the total thread flux through the surface \( \alpha \) of interest in this locking thread configuration, and \( S(\alpha) \) as the entanglement entropy of \( \alpha \) (in the spirit of the surface/state correspondence [37, 38]), then considering the bit threads on the RT surface \( \gamma_{12} \) (which also corresponds to \( A_c \)), we have

\[
F(\gamma_{12})_{1c} + F(\gamma_{12})_{2c} = N(\gamma_{12}) = S(\gamma_{12}), \quad (3.6)
\]

or, by (3.4), (3.5), and \( N(\gamma_{12}) = N(A) \equiv S(A) \), equivalently,

\[
F(A_1)_{1c} + F(A_2)_{2c} = S(A), \quad (3.7)
\]
as expected. Unsurprisingly, we see that this is exactly accordant with the definition of the PEE (3.1), as long as we interpret the PEE $s_A(A_i)$ as the component flow flux $F(A_i)_{ic}$ in the locking thread configuration, i.e.,

$$s_A(A_i) = F^{L}(A_i)_{ic}. \quad (3.8)$$

(where the superscript $L$ indicates the locking thread configuration, we will omit it in the rest of this paper for convenience). If we rewrite the PEE $s_A(A_1)$ as the form with permutation symmetry $s_A(A_i) = P(A_i, A_c) \equiv P_{ic}$ following (1.4), and simply denote $F(\alpha)_{ij} = \left| \int_{\alpha} \bar{v}_{ij} \right| = \left| \int_{\alpha} \sqrt{h_\alpha} \hat{n}_\alpha \cdot \bar{v}_{ij} \right|$ as $F_{ij}$, since the flux of each component flow $\bar{v}_{ij}$ is independent of the surfaces it passes through, our claim can also be express as

$$P_{ic} = F_{ic}. \quad (3.9)$$

Recall that the motivation for rewriting the PEE $s_A(A_1)$ as $P_{ic}$ in (1.4) is that physically it represents the correlation between the subset $A_i$ and $A_c$. The identification (3.9) indicates that the picture of locking bit thread configuration can intuitively describe this idea. Furthermore, as we will see later, this natural interpretation will provide a nice proof for the nontrivial PEE proposal in the holographic framework.

### 3.2 The bit thread interpretation of PEE proposal

Let us start with a brief review of the PEE proposal. The author in [27] proposed that, dividing a subsystem $A$ in a quantum system into three parts (for convenience we denote them as $A_1, A_2, \text{ and } A_3$ in order), the PEE $s_A(A_2)$ in the middle part can be obtained by the following proposal:

$$s_A(A_2) = \frac{1}{2} (S_{12} + S_{23} - S_1 - S_3), \quad (3.10)$$

where and hereafter we use the shorthand, such as $S_1 = S(A_1), S_{12} = S(A_1 A_2) = S(A_1 \cup A_2), \text{ etc.}$ Note that since we can freely choose the position of $A_2$ in $A$, in principle, we can calculate the contribution of any part of $A$ to the entanglement entropy $S(A)$, in terms of the linear combination of the entropies of several subregions.

Now, we will investigate this tripartite subsystem from the viewpoint that the PEE can be interpreted as the component flow flux in the locking bit thread configuration, and show that it can derive the PEE proposal (3.10). Similar to the previous section, we first need to guarantee the existence of the locking thread configuration required. Naively, one may want to use the same definition of thread density as in the previous and still consider the locking thread configuration constructed by a $\nu_v$ multflow. Indeed, as reviewed in section 2.2, it has been proved that there exists a more powerful locking theorem for the $\nu_v$ multflow as follows [42]:

**Theorem 2.** There exists a multflow that can lock all the elementary regions and all non-crossing composite regions simultaneously.

Therefore, as long as we select a set of specified regions satisfying the non-crossing condition, we can always find a thread configuration that can lock all these specified regions.
Figure 2. Two kinds of multiflows in realizing the locking thread configuration characterizing the entanglement between a tripartite subregion $A$ and its complement $A_c$: (a) in the scheme by theorem 2, the locking thread configuration is described by a $\nu_v$ multiflow, which can only lock five RT surfaces; (b) in the scheme by theorem 3, the locking thread configuration is described by a $\nu_a$ multiflow, which can lock six RT surfaces. We draw the latter multiflow in deep blue to distinguish them.

simultaneously. As shown in the figure 2(a), we choose such a non-crossing set as

$$I = \{A_1, A_2, A_3, A_1A_2, A_1A_2A_3\}. \quad (3.11)$$

This can also be seen intuitively from the RT surfaces associated with the specified regions, because if the two specified regions do not cross, their corresponding RT surfaces will not intersect, rather, they are separated from each other, or one of them surrounds the other one. Note that based on the properties of bit threads, this locking thread configuration can also lock the complements of each element in $I$, such as $A_c$, the complement of $A_1A_2A_3$.

Tracing the source of the bit threads on each involving RT surface in this locking thread configuration, we obtain

$$F_{1c} + F_{12} + F_{13} = S_1$$
$$F_{1c} + F_{13} + F_{2c} + F_{23} = S_{12}$$
$$F_{1c} + F_{2c} + F_{3c} = S_{123}$$
$$F_{12} + F_{23} + F_{2c} = S_2$$
$$F_{13} + F_{23} + F_{3c} = S_3. \quad (3.12)$$

Again, due to the properties of multiflow (3.2) and (3.3), the flux of thread bundle $\vec{v}_{ij}$ does not change when the threads start from the elementary region $A_i$, pass through each intersecting RT surface, and come back to another elementary region $A_j$. Therefore we can simply denote $F(\alpha)_{ij} = |\int_\alpha \vec{v}_{ij}| = |\int_\alpha \sqrt{h}n_\alpha \cdot \vec{v}_{ij}|$ as $F_{ij}$.

However, there is a subtle problem here. Due to the requirement of the non-crossing condition, there are only five non-intersecting RT surfaces that are locked in our configuration, while there are six component flows in a locking thread configuration describing this tripartite case. Our aim is to solve the component flow fluxes and see if they can exactly describe the PEE, however, in this case, we have six variables, but only five constraints. It seems that we get into trouble in further interpreting the PEE as the component flow

---

4Such a locking thread configuration has been explicitly constructed in [17].
flux, because if we want to add another constraint, we must introduce a new member that crosses the other specified regions. For example, based on the reasonable requirement of symmetry, one would like to add another RT surface $\gamma_{23}$ associated with $A_2A_3$ to be locked in the figure, however, it obviously intersects the surface $\gamma_{12}$, since $A_2A_3$ crosses $A_1A_2$. It should be emphasized that theorem 2 does not mean that one can never find a $\nu_e$ multifold that can lock a crossing set. What it means is that one cannot always find a $\nu_e$ multifold that can lock a specified crossing set. However, since the PEE proposal should be valid for any tripartition of $A$ in principle, if our bit thread interpretation of the PEE is correct, one should always be able to find the appropriate locking thread configuration enough to solve the value of component flow flux in every case.

Happily, there is a ready solution to this problem. It has been shown in [42] that if we choose another reasonable definition of the density of bit threads, i.e., defining the thread density as the number per unit area intersecting a small disk, maximized over the orientation of the disk, then for the corresponding so-called $\nu_a$ multifold, as reviewed in section 2.2, we have a more powerful locking theorem as follows (for details see the original paper [42]):

**Theorem 3.** There exists a $\nu_a$ multifold that can lock two nested sequence sets simultaneously.

Now we can select two nested sequence sets as $\{A_1, A_1A_2, A_1A_2A_c\}$ and $\{A_2, A_2A_3, A_1A_2A_3\}$. Then according to theorem 3, we can always find a $\nu_a$ multifold that can lock a specified set of subregions $I = \{A_1, A_1A_2, A_1A_2A_c\} \cup \{A_2, A_2A_3, A_1A_2A_3\}$. The key point is that the complement of $A_1A_2A_c$ is exactly $A_3$. In other words, the RT surface corresponding to $A_1A_2A_c$ is exactly $\gamma_3$. Therefore, in this way, now we can find a locking thread configuration as shown in figure 2(b), which locks one more RT surface that surrounds $A_2$ and $A_3$, accordingly, we can finally introduce a new constraint:

$$F_{3c} + F_{13} + F_{2c} + F_{12} = S_{23}. \quad (3.13)$$

In order to analyze the structure of the solution, the above equations (3.12) and (3.13) can be written in the form of a matrix equation, i.e.,

$$\begin{pmatrix}
1 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 1 \\
0 & 1 & 1 & 1 & 0 & 1
\end{pmatrix} \begin{bmatrix}
F_{1c} \\
F_{12} \\
F_{13} \\
F_{2c} \\
F_{23} \\
F_{3c}
\end{bmatrix} = \begin{bmatrix}
S_1 \\
S_{12} \\
S_{123} \\
S_2 \\
S_3 \\
S_{23}
\end{bmatrix}.$$  \quad (3.14)

It is easy to verify that the determinant of the matrix is not zero and the matrix has full rank, therefore, the solution of the equations exists and is unique. We immediately obtain
the solution as

\[
\begin{bmatrix}
F_{1c} \\
F_{12} \\
F_{13} \\
F_{2c} \\
F_{23} \\
F_{3c}
\end{bmatrix} = \begin{bmatrix}
\frac{1}{2} & 0 & \frac{1}{2} & 0 & 0 & -\frac{1}{2} \\
\frac{1}{2} & -\frac{1}{2} & 0 & \frac{1}{2} & 0 & 0 \\
0 & \frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & 0 & \frac{1}{2} \\
-\frac{1}{2} & \frac{1}{2} & 0 & 0 & -\frac{1}{2} & \frac{1}{2} \\
0 & 0 & 0 & \frac{1}{2} & \frac{1}{2} & -\frac{1}{2} \\
0 & -\frac{1}{2} & \frac{1}{2} & 0 & \frac{1}{2} & 0
\end{bmatrix}
\begin{bmatrix}
S_1 \\
S_{12} \\
S_{123} \\
S_2 \\
S_3 \\
S_{23}
\end{bmatrix},
\]  

(3.15)

or

\[
\begin{bmatrix}
F_{1c} \\
F_{12} \\
F_{13} \\
F_{2c} \\
F_{23} \\
F_{3c}
\end{bmatrix} = \begin{bmatrix}
\frac{1}{2} (S_1 + S_{123} - S_{23}) \\
\frac{1}{2} (S_1 + S_2 - S_{12}) \\
\frac{1}{2} (S_{12} + S_{23} - S_2 - S_{123}) \\
\frac{1}{2} (S_{12} + S_{23} - S_1 - S_3) \\
\frac{1}{2} (S_2 + S_3 - S_{23}) \\
\frac{1}{2} (S_3 + S_{123} - S_{12})
\end{bmatrix}.
\]  

(3.16)

In particular, we have

\[
F_{2c} = \frac{1}{2} (S_{12} + S_{23} - S_1 - S_3),
\]  

(3.17)

which is exactly the same as the PEE proposal (3.10) put forward in [27], and consistent with our interpretation in (3.8), i.e.,

\[
s_A (A_2) = F_{2c}.
\]  

(3.18)

Furthermore, it can be checked that the other formulas are also in complete agreement with the formulas about the PEE in [27], given our identification (3.8). In a word, from the perspective of locking bit thread configuration, the whole picture of the PEE obtains an intuitive and natural interpretation.

A few comments: one may worry that we change the definition of thread density in this section, however, as point out in [42], changing the density definition of bit threads from the $\nu_v$ version to the $\nu_a$ version does not affect the really essential characteristics of bit threads, i.e., as long as we still require the thread density to be less than 1 everywhere in the bulk, the maximum flux of threads through any surface is still equal to the area of the minimal bulk surface homologous to it, thus we can still reproduce the desired RT formula.

### 3.3 Balanced PEE and EoP

Recently, a new quantity, called balanced partial entanglement (BPE) was proposed in [36] to measure the correlation between two parts $A_1$ and $A_2$ of a bipartite system $A_1 A_2$, and is found to be equal to the area of the entanglement wedge cross section (EWCS) of this bipartite system $A_1 A_2$ in the holographic context. The entanglement wedge cross section $\Gamma_{A_1 A_2}$ of a bipartite system $A_1 A_2$ is a surface of minimal area anchored to the boundary of the entanglement wedge $W_{A_1 A_2}$ of $A_1 A_2$ (i.e., the bulk region surrounded by $A_1 A_2$ and
Figure 3. (a) The locking bit thread configuration corresponding to the BPE, in which $F_{13} = F_{2c}$. (b) The locking bit thread configuration corresponding to the holographic EoP, in which there are only 5 component flows.

Its corresponding RT surface $\gamma(A_1A_2)$, such that $\Gamma_{A_1:A_2}$ partitions $W_{A_1A_2}$ into a region that is entirely adjacent to $A_1$ and another region that is entirely adjacent to $A_2$.

The definition of the BPE can be expressed as follows: first finding two auxiliary systems (denoted as $X$ and $Y$) for the bipartite system $A_1A_2$ such that the whole $A_1A_2YX$ is in a pure state, and further requiring that

$$s_{A_1X}(A_1) = s_{A_2Y}(A_2).$$

From the basic properties of the PEE, it is easy to obtain that this is also equivalent to requiring that

$$P_{A_1Y} = P_{A_2X},$$

then the BPE $BPE(A_1, A_2)$ is defined as the $s_{A_1X}(A_1)$ satisfying the above condition \(3.19\) (in general taking its minimal possible value), i.e.,

$$BPE(A_1, A_2) = \left. s_{A_1X}(A_1) \right|_{\text{balance}}.$$

It was found that \cite{36}, in the holographic framework, since the whole boundary system is in a pure state, the above process is equivalent to selecting a special point $Q$ on the boundary to divide the complement of $A_1A_2$ into two regions $X$ and $Y$, such that the balance requirement \(3.19\) is satisfied, as shown in figure 3(a). And it turns out that the BPE $BPE(A_1, A_2)$ is exactly equal to the area of the entanglement wedge cross section of $A_1A_2$.

Interestingly, if we regard $Y$ as $A_3$, and $X$ as $A_c$, then the figure 3(a) is exactly the same as the figure 2 we considered in the previous subsection, we can thus use the same locking thread configuration to explain its detailed entanglement structure. Moreover, from the perspective of our interpretation \(3.9\), the above balance process \(3.20\) is essentially selecting a special $A_3$ region in the boundary system, such that the locking thread
configuration in the previous subsection happens to satisfy:
\[ F_{13} = F_{2c}. \]  
(3.22)

On the other hand, recently in [17], the locking thread configuration is also be utilized to provide an interpretation for the so-called entanglement of purification (EoP) [46], which is also equal to the area of the entanglement wedge cross section in the holographic context [47, 48], as shown in figure 3(b).

Since both the PEE and the EoP are supposed to be dual to the same geometric quantity,\(^5\) it is natural to ask whether these two viewpoints can be related, or whether there exists some contradiction between them. In the following, we will utilize the viewpoint of locking bit thread configuration to show a harmonious picture for these two coincidences.

The key point is shown in the figure 4, imagining we gradually move the dividing point \( Q \) of \( XY \) (or \( A_cA_3 \)) to the dividing point \( Q' \) of \( X'Y' \) (or \( A'_cA'_3 \)) along the geodesic \( PQ \) and accordingly push \( XY \) into the bulk until it reaches \( X'Y' \), while keeping the locking behavior of the thread configuration all the time. At the beginning, \( Q \) is a special point specifying a special partner \( A_3 \) for \( A_1 \) and \( A_2 \) such that the locking thread configuration for \( I = \{ A_1, A_1A_2, A_1A_2A_c \} \cup \{ A_2, A_2A_3, A_1A_2A_3 \} \) satisfies \( F_{13} = F_{2c} \). Next, we move \( Q \) along the geodesic connecting \( Q \) and the dividing point \( P \) of \( A_1 \) and \( A_2 \), which is also the RT surface associated with \( A_2A_3 \), then in the spirit of surface/state correspondence [37, 38], we can regard \( A_1A_2A_3A_c \) as a new holographic manifold. The locking thread configuration will also change accordingly to lock the set \( I = \{ A_1, A_1A_2, A_1A_2A_c \} \cup \{ A_2, A_2A_3, A_1A_2A_3 \} \), in which in general we no longer have \( F_{13} = F_{2c} \). Finally, when \( Q \) reaches \( Q' \) on the \( \gamma_{12} \) surface, \( A_3 \) itself becomes a minimal extremal surface \( Y' \), while \( A_c \) becomes the minimal extremal surface \( X' \), and we find that the thread bundle described by \( \vec{v}_{3c} \) connecting \( A_3 \) and \( A_c \) disappears, thus \( F_{3c} \) becomes zero. Indeed, this is reasonable because in the idea of surface/state correspondence, there should be no internal entanglement within a minimal extremal surface, and now \( A_3 \) and

\(^5\)There are also other quantum information theoretical quantities proposed to be associated with the entanglement wedge cross section, such as the reflected entropy [54], the logarithmic negativity [55, 56], the "odd entropy" [57], the "differential purification" [58], etc. There are also other papers investigating the holographic entanglement of purification from the view point of bit thread, such as [49–53].
\( \tilde{A}_c \) are located in the same minimal extremal surface \( \gamma_{12} \). It turns out that the system of equations (3.12), (3.13) has one less unknown, but correspondingly, since now the RT surface \( \gamma_{3c} \) associated with \( A_3 \tilde{A}_c \) is no longer independent of \( \gamma_3 \) and \( \gamma_c \), the number of the constraints is also reduced by one. Therefore, we see that everything is consistent. At the beginning, we have \( \text{BPE} (A_1, A_2) = F_{13} + F_{12} \) equal to the area of EWCS of \( A_1A_2 \), while at the end it is the \( \text{EoP} (A_1, A_2) = F_{13} + F_{12} + F_{2c} \) that equals the area of EWCS of \( A_1A_2 \).

One can explicitly solve the component flow fluxes at the final stage to see the change of the fluxes more clearly. This is tantamount to deleting one equation \( F_{1c} + F_{13} + F_{2c} + F_{23} = S_{12} \) and one unknown \( F_{3c} \) from the previous system, and we obtain

\[
\begin{pmatrix}
1 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 \\
0 & 1 & 1 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
F_{1c} \\
F_{12} \\
F_{13} \\
F_{2c} \\
F_{23}
\end{pmatrix}
= \begin{pmatrix}
S_1 \\
S_{123} \\
S_2 \\
S_3 \\
S_{23}
\end{pmatrix},
\]

and

\[
\begin{pmatrix}
F_{1c} \\
F_{12} \\
F_{13} \\
F_{2c} \\
F_{23}
\end{pmatrix}
= \begin{pmatrix}
\frac{1}{2} (S_1 + S_{123} - S_{23}) \\
\frac{1}{2} (S_1 - S_{123} + S_2 - S_3) \\
\frac{1}{2} (-S_2 + S_3 + S_{23}) \\
\frac{1}{2} (-S_1 + S_{123} + S_{23}) \\
\frac{1}{2} (S_2 + S_3 - S_{23})
\end{pmatrix}.
\]

Note that at this final stage, we have

\[ S_{123} + S_3 = S_{12}. \] (3.25)

Therefore, (3.24) is consistent with (3.16), that is, in this “pushing” process, the dependence of each component flow flux on the subregion entropies does not change. However, because the entropies of regions involving \( \tilde{A}_3 \) and \( \tilde{A}_c \) are changing during this process, the component flow fluxes are also changing accordingly. In particular, \( F_{12} \) is constant during this process, as one would expect in physics that the purification operation should not change the correlation between \( A_1 \) and \( A_2 \).

4 More general PEE proposal

4.1 A locking scheme for deriving the generalized PEE proposal

By utilizing the language of bit threads, it is natural to further study the situation that the subsystem \( A \) is divided into more than three parts. According to the idea that the component flow flux in a locking thread configuration is identified as the PEE, one can study the expression of the PEE in these generalized situations. It turns out that we can exactly reproduce the generalized PEE proposal in [25].

\(^6\)However, we should forewarn that there will be some subtleties in this generalization. As shown in [42], it seems that bit threads are not able to lock an arbitrary set of specified subregions according to our current

---
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Figure 5. The locking thread configuration for the case that the subregion \( A \) is divided into 4 parts. There are 10 independent component flows (denoted by blue lines) necessarily. (a) is the non-crossing type locking thread configuration, in which there are only 7 RT surfaces (denoted by red lines) involved. In (b), we propose a natural scheme to add more RT surfaces so as to match the number of the component flows.

Consider dividing the subregion \( A \) into \( n \) parts. For convenience, from now on, we denote the elementary region contained in region \( A \) as \( A_i \), where \( i \) takes 1 to \( n \) in left-to-right (or anticlockwise) order as shown in figure 5, while we denote the rest elementary region as \( A_c \) since it is the complement of \( A \) region. As an example, we illustrate the case of \( n = 4 \) in figure 5. In this case, the total number of independent thread bundles (which is characterized by the component flows) representing the entanglement between each pair of elementary regions is equal to the sum of an arithmetic sequence, i.e.,

\[
    n + (n - 1) + \cdots + 1 = \frac{n(n + 1)}{2}.
\]

(4.1)

In particular, there are totally 4+3+2+1=10 component flows in the figure 5. Once again, we are faced with the same problem as in section 3. The number of RT surfaces, which is corresponding to the constraints, contained in the non-crossing type locking thread configuration constructed by theorem 2, is less than the number of the independent thread bundles, as shown in the figure 5(a). And this number difference between the RT surfaces contained in the non-crossing type locking thread configuration and the involving independent thread bundles will continue to increase when \( n \) becomes larger. Therefore, the first problem we face in the generalization is how to make the number of the RT surfaces (or constrains) involved in the locking thread configuration exactly match the number of the component flows (or unknowns), so as to exactly solve the value of each component flow flux. Noting that the number of the component flows happens to be the sum of a sequence with an arithmetic difference of 1, a natural approach is to add the RT surfaces as shown in figure 5(b).\(^7\) More specifically, in the first layer, we put \( n \) RT surfaces which only surround one elementary region. Then in the second layer, we place the RT surfaces which enclose
two adjacent elementary regions, thus we can put more \((n - 1)\) RT surfaces. In the third layer, we place the RT surfaces which enclose three adjacent elementary regions, thus we can put more \((n - 2)\) RT surfaces, and so on, until we put the last one RT surface enclosing \(n\) elementary regions, i.e., the RT surface corresponding to the whole region \(A\). In this way, we can always make the two numbers match exactly. From another point of view, we are constructing a one-to-one mapping between the flows and the entropies as follows:

\[
\vec{v}_{ci} \rightarrow S_i \\
\vec{v}_{ij} \rightarrow S_{i(i+1)\ldots j} \quad \text{(for } i < j) ,
\]

(4.2)

where \(\vec{v}_{ij}\) is the component flow connecting two elementary regions \(A_i\) and \(A_j\) \((i < j)\) within \(A\), \(\vec{v}_{ci}\) is the component flow connecting \(A_i\) and \(A_c\). \(S_i\) denotes the entanglement entropy of \(A_i\) region, \(S_{i(i+1)\ldots j}\) denotes the entanglement entropy of a composite region \(A_{i(i+1)\ldots j} \equiv A_i \cup A_{i+1} \cup \cdots \cup A_j\), which is constructed from several adjacent elementary regions. In particular, we have \(S_{12\ldots n} = S_c\).

Then we can write a system of equations for a set of unknowns \(\{F_{ij}, F_{ci}\}\) and a set of constraints \(\{S_i, S_{i(i+1)\ldots j}\}\) of equal numbers, and investigate the solutions. Since we place the RT surfaces in a symmetrical way, we can expect that the system of equations will also present a certain pattern. Indeed, tracing the thread bundles through each RT surface corresponding to the region \(A_{i(i+1)\ldots j}\) whose entropy is given by \(S_{i(i+1)\ldots j}\), it is not difficult to obtain the following rule:

\[
S_{i(i+1)\ldots j} = \sum_{a,b} F_{ab} \quad \text{where } a \in \{i, i+1, \ldots, j\}, \ b \notin \{i, i+1, \ldots, j\}, \quad (4.3)
\]

in particular, when we take \(A_{i(i+1)\ldots j}\) as \(A_i\), we have

\[
S_i = \sum_{b \neq i} F_{ib} , \quad (4.4)
\]

For convenience here \(b\) is also allowed to take the subscript \(c\) representing the complement of \(A\) region, and we adopt the convention that \(F_{ab} = F_{ba}\). This is because for the RT surface corresponding to \(A_{i(i+1)\ldots j}\) region, only the threads whose starting point and ending point are inside and outside the \(A_{i(i+1)\ldots j}\) region respectively will cross it. The expression (4.3) can also be read directly from a simplified network diagram as shown in the figure 6, where each elementary region is simplified by a point and the component flow flux is represented by the line segment connecting two points. When we consider the entropy of the union of a set of adjacent points, we can intuitively circle these points, then the entropy is equal to the sum of the fluxes represented by the line segments whose starting point and ending point are inside and outside the circle respectively. The simplified figure 6 also presents the mapping scheme (4.2) intuitively, the right hand side of (4.2) corresponds to the set of circled points, while the left hand side corresponds to the longest line segment connecting the boundary points of the circled part. Now we investigate whether the system of equations is solvable.
For the case of \( n = 4 \), we may explicitly rewrite it as the matrix equation form as,

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 \\
1 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
F_{c_1} \\
F_{c_2} \\
F_{c_3} \\
F_{c_4} \\
F_{i_1} \\
F_{i_2} \\
F_{i_3} \\
F_{i_4} \\
F_{i_5}
\end{bmatrix}
= \begin{bmatrix}
S_{1} \\
S_{2} \\
S_{3} \\
S_{4} \\
S_{1_2} \\
S_{2_3} \\
S_{3_4} \\
S_{1_23} \\
S_{1_234}
\end{bmatrix}.
\tag{4.5}
\]

Again, the determinant of the matrix is non-zero, therefore the matrix has full rank and the system has a unique solution, i.e.,

\[
\begin{bmatrix}
F_{c_1} \\
F_{c_2} \\
F_{c_3} \\
F_{c_4} \\
F_{i_1} \\
F_{i_2} \\
F_{i_3} \\
F_{i_4} \\
F_{i_5}
\end{bmatrix}
= \begin{bmatrix}
\frac{1}{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{1}{2} & \frac{1}{2} \\
-\frac{1}{2} & 0 & 0 & 0 & \frac{1}{2} & 0 & -\frac{1}{2} & 0 & \frac{1}{2} & 0 \\
0 & 0 & 0 & -\frac{1}{2} & -\frac{1}{2} & 0 & \frac{1}{2} & \frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & \frac{1}{2} & 0 & 0 & 0 & -\frac{1}{2} & 0 & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} & 0 & 0 & -\frac{1}{2} & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{1}{2} & 0 & 0 & \frac{1}{2} & \frac{1}{2} & 0 & -\frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & 0 & -\frac{1}{2} & 0 & \frac{1}{2} & \frac{1}{2} & -\frac{1}{2} & 0 \\
0 & \frac{1}{2} & \frac{1}{2} & 0 & 0 & -\frac{1}{2} & 0 & 0 & 0 & 0 \\
0 & 0 & -\frac{1}{2} & 0 & 0 & \frac{1}{2} & \frac{1}{2} & 0 & -\frac{1}{2} & 0 \\
0 & 0 & \frac{1}{2} & \frac{1}{2} & 0 & 0 & -\frac{1}{2} & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
S_{1} \\
S_{2} \\
S_{3} \\
S_{4} \\
S_{1_2} \\
S_{2_3} \\
S_{3_4} \\
S_{1_23} \\
S_{1_234}
\end{bmatrix}.
\tag{4.6}
\]

It can be verified that according to our interpretation \( s_A(A_i) = F_{c_i} \), this solution is indeed consistent with the generalized PEE proposal in [25], i.e.,

\[
s_A(A_i) = \frac{1}{2} \left[ S \left( A_i \mid A_{1\ldots(i-1)} \right) + S \left( A_i \mid A_{(i+1)\ldots n} \right) \right],
\tag{4.7}
\]

where

\[
S \left( A_i \mid B \right) = S \left( A_i \cup B \right) - S \left( B \right)
\]

\[
S \left( A_i \mid A_i \right) = S \left( A_i \right).
\tag{4.8}
\]

In fact, this is quite easy to understand. The point is that, we can always regard the \( n \) elementary regions in \( A \) as three regions: \( A_1 = A_1\ldots(i-1), \ A_2 = A_i \) and \( A_3 = A_{(i+1)\ldots n} \) and thus return to the tripartite case in the previous section. By utilizing the PEE proposal (3.10) in tripartite case, we have

\[
s_A(A_2) = \frac{1}{2} \left( S_{12} + S_{23} - S_{i} - S_{2} \right) = \frac{1}{2} \left( S_{1\ldots i} + S_{i\ldots n} - S_{1\ldots(i-1)} - S_{(i+1)\ldots n} \right),
\tag{4.9}
\]

which is exactly the same as (4.7). On the other hand, it can be seen directly from the figure 5 that the locking thread configuration satisfying the requirements of this \( n \)-partite
Figure 6. A simplified network diagram corresponding to the figure 5(b). Each elementary region is simplified by a point and the component flow flux is represented by the line segment connecting two points. Then for example, the entropy of the region in red circle is equal to the sum of the green lines in this figure.

case should also automatically satisfy the requirement of the tripartite case in the previous. In fact, according to the viewpoint in [17], the former configuration should be regarded as a more refined description of the entanglement structure of the latter system. Therefore, unsurprisingly, the $F_{ci}$ solved from system of the $n$-partite case should satisfy (3.17), and thus satisfy (4.9).

Therefore, it seems that the generalized version of PEE proposal in $n$-partite situations does not say much more than in the tripartite version. Actually, the subtlety is in the conceptual aspect, but not in the technique. Indeed, technically, in order to prove that the PEE of a specified elementary region $A_i$ can be obtained by the formula (4.7), we can always construct three regions as $A_{1'} = A_{1...i-1}$, $A_{2'} = A_i$, and $A_{3'} = A_{i+1...n}$, and then directly apply the PEE proposal of tripartite version. However, with this simple method, we are essentially using a locking bit thread configuration which can only guarantee the locking of those specified regions involving in the tripartite case to describe the real entanglement structure of the whole physical system at this tripartite level. At this time, if we check the fluxes $F_{cj}$ of other component flows that connecting the other elementary regions $A_j (i \neq j)$ in $A$ and $A_c$, in general, it would not exactly represent the physical meaning of the PEE, and it would not satisfy the generalized formula (4.7), since these regions $A_j$ have not been locked. Therefore, in order to use our scheme to derive the PEE proposal for the arbitrary $n$-partite situation from the locking thread configuration, what is really important is to ensure that for any value of $n$, the system of equations about $F_{ci}$ is solvable, preferably with a unique solution. Because as the increasing of the value of $n$, the order of the matrix associated with the linear system of equations also increases by $\frac{n(n+1)}{2}$. It is not self-evident whether the system involving more and more unknowns $F_{ci}$ can be guaranteed to have a unique solution. If the answer is positive, then we can always find the locking
thread configuration corresponding to the above scheme, then we can immediately admit the generalized PEE proposal (4.7) as we have analyzed. Happily, this is indeed the case. We show that for any value of \( n \), the matrix associated with the linear system of equations in our scheme always has full rank, and thus the system always has and only has a unique solution. The main idea of the proof is to use the method of mathematical induction, and we put the proof in appendix A.

4.2 Comments on the locking ability of bit threads

Now, we have to confront a more subtle issue. In essence, to be more precise, we have just proved the existence of a set of thread fluxes \( \{F_{ci}\} \) that satisfies our constraint scheme. However, as shown in [42], according to the current understanding of bit threads, it seems that the bit threads cannot lock any required set of specified subregions. Because the locking thread configuration not only needs to satisfy the locking constraints of the fluxes, but also to satisfy the nontrivial basic properties of the bit threads per se. For the case of \( n = 4 \), we notice that in [42], based on the analogy of the locking problem in the network theory [59, 60], a natural conjecture has been proposed, i.e., a set of regions can be locked if it does not contain a triple of subsets that cross pairwise. It is easy to verify that for the case of \( n = 4 \), there is no pairwise crossing triple in our scheme, so it is probably not too bad. However, when \( n \) becomes larger, such pairwise crossing triples will inevitably appear in any locking scheme. For example, when \( n = 5 \), our scheme requires the bit threads to lock \( A_{123}, A_{234} \), and \( A_{345} \) simultaneously, which obviously partially overlap in region \( A_3 \).

This predicament can be viewed from two different perspectives. From one perspective, our current judgment on the problem of bit threads is based on the traditional definition of the properties of bit threads. One can imagine that, by a more delicate definition of the properties of bit threads, such as the thread density bound, the ultimate power of bit threads should be able to lock the subregion sets involving any number of regions under any conditions, as long as the constraints of flow fluxes are explicit and reasonable, so as to perfectly adapted to the concept of the PEE. In fact, the limitations of the ability of the current version of bit threads also generally arise in the problem of using the picture of bit threads to prove the higher entropy inequality [42], which also requires the bit threads to lock the more general region sets. Based on these reasons, we can think that the coincidence between the idea of PEE and the locking thread configuration is calling for a more delicate definition for bit threads.

From another perspective, although the idea of the PEE, i.e., regarding the entanglement entropy of a region as the sum of the contributions of each component part, is natural, but may be too naive. Obviously, the picture of bit threads is likely to be more convincing in realizing this idea of “the whole equals the sum of its parts”, since bit threads have more nontrivial properties and can precisely reproduce the RT formula mathematically. Therefore, the failure of the locking ability of bit threads in the more refined cases involving large \( n \) elementary regions maybe implies that this idea (or belief) is naive to describe the real entanglement structure of a quantum system, especially in the holographic context. As an interesting example, one can compare this idea of “the whole equals the sum of its parts” with the idea of the quantum error-correcting code in holography [21].
In the latter, when we extract some certain information from a region of interest, we are not simply regarding it as the sum of the contributions of each component parts, rather, we regard the whole region as a string of redundant code, and extract the information in a more nontrivial decoding mechanism, which can also be interpreted as the real mechanism of the holographic principle.

Nevertheless, here we would like to provide some immature ideas and intuitions of trying to improve the locking ability of bit threads by modifying their properties. For the density bound

\[ \rho(V) \leq 1, \]  

instead of changing the definition of the thread density on the left hand side, maybe we can try to change its right hand side, for example, as

\[ \rho(V) \leq \alpha(x), \]  

which promotes the thread density bound as a position-dependent parameter. Furthermore, we note that, actually there is a rather radical way that can circumvent the issue of the locking limitations of bit threads. We can require that the component flows actually only interact with each other on the involving RT surfaces and elementary regions, while in the bulk they do not affect each other. In other words, the different component flow lives on different “sheet”, while these sheets are only “glued” on the involving RT surfaces and elementary regions. This idea is hinted at in [42] and used implicitly in [51]. Then one of the possible directions is to try to quantify this picture into something like (4.11). The clue is that, according to this picture, the thread density contributed by all the thread bundles together should still satisfy (4.10) on the involving RT surfaces and elementary regions, while may exceed 1 elsewhere in the bulk. Therefore, maybe one can construct some concrete examples to figure out what form the formula (4.11) should take. Moreover, it is also important to re-understand the physical significance of the density bound represented by (4.11). In physics, (4.10) can be naturally understood as requiring that each Planck area (which is assumed to be the smallest physical unit of area) can accommodate no more than one bit thread. However, a natural physical interpretation of (4.11) is not clear for the moment. Nevertheless, how to improve the locking ability of bit threads is a nontrivial issue, and we will leave the complete solution to this problem for the future.

5 Conclusions and discussions

In this paper, in the holographic framework, we derive the PEE proposal proposed in [27] and its generalized version in [25] from the picture of bit threads. More specifically, we first explicitly identify the PEE as the flux of the component flow in a locking bit thread configuration [17, 42]. In other words, we identify the entanglement contour as the component flow in a multiflow that describes the locking thread configuration. Then, using the locking theorems of bit threads, we show that when we define the thread density as the number per unit area intersecting a small disk (and maximized over the orientation of the disk), for an arbitrary tripartite subsystem of interest, one can always find a locking thread
configuration that can well describe the entanglement structure of the whole system at this level. According to the constraint conditions of this thread configuration, we can uniquely determine the fluxes of the component flows connecting different pairs of elementary regions. It turns out that the expression of the component fluxes obtained in this method is exactly equivalent to the expression of the PEE proposal in [27]. Therefore, in a sense, we have derives the PEE proposal from the picture of bit threads. In other words, we provide a natural and basic interpretation of the PEE proposal in the holographic framework. Moreover, from this perspective of bit threads, we also present a coherent explanation for the coincidence between the BPE (balanced partial entanglement)/EWCS (entanglement wedge cross section) duality proposed recently and the existing EoP (entanglement of purification)/EWCS duality.

Then we use the language of bit threads to further investigate the PEE proposal in multipartite situations [25]. We construct a concrete locking scheme for this general situation and prove that under this scheme, the component flow fluxes of the system are uniquely determined and exactly match the formula for the general PEE proposal, given the identification between the component flow flux and the PEE. Although we point out this remarkable coincidence, we have to confront a more subtle issue, i.e., according to the understanding of bit threads at the current stage, it seems that the bit threads cannot lock any required set of specified subregions, because the locking thread configuration should not only satisfy the locking constraints of the fluxes, but also satisfy the nontrivial basic properties of the bit threads per se. In our opinion, on the one hand, this may imply that the bit thread formulation should seek further development so as to have the ability to lock more general region sets. On the other hand, perhaps we should rethink the physical idea of the PEE. At least in the holographic framework, this idea of “the whole equals the sum of its parts” may have certain limitations. We will leave it as an open question for the future.

It is worth noting that the locking thread configurations used in this paper only involve the minimal surfaces that grow directly from the boundary. Recently, an interesting so-called “surface growth scheme” for reconstructing the holographic bulk geometry was proposed in [12, 13], in which the minimal surfaces can grow from the more general bulk minimal surfaces. It may be also interesting to investigate the connection between the behavior of the bit threads associated with these more general configurations and the PEE. Another interesting problem is to consider how to generalize our story of the PEE beyond the leading order in $1/N$ using the formalism of the quantum bit threads [44, 45] mentioned in the introduction, which can include the quantum corrections for holographic entanglement entropy. We also leave these questions as future directions.
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Figure 7. When $A_c$ is further decomposed into two new elementary regions $A_{c'}$ and $A_{n'}$, the $n$ number of original flow fluxes $F_{ci}$ is now replaced by $2n$ number of flow fluxes $\{F_{c'i}, F_{n'i}\}$, and a new flow flux $F_{c'n'}$ is added. We use different colors to show the changing of the flows in this process.

A The proof by mathematical induction

The proof is using mathematical induction.

As shown in the figure 7, supposed we have found a set of flow fluxes $\{F^{(0)}_{ij}, F^{(0)}_{ci}\}$ describing a locking thread configuration, which is the unique solution of the system of equations $\mathcal{E}$ involving $(n+1)$ elementary regions $\{A_c, A_1, A_2, \ldots, A_n\}$ and the required composite regions $\{A_{i(i+1)\ldots j}\}$ in our locking scheme (from here on, we will take $i$ or $j$ as 1 to $n$, but not $c$, and $c'$, $n'$ below). But now we further divide $A_c$ into two elementary regions, denoted as $A_{c'}$ and $A_{n'}$ respectively, so we have $(n+2)$ elementary regions $\{A_{c'}, A_1, A_2, \ldots, A_n, A_{n'}\}$. Then we can ask, is there still a unique solution to the linear system of equations $\mathcal{E}'$ corresponding to this new situation under our scheme? We will show that the answer is positive.

As can be seen intuitively from the network figure 7, when $A_c$ is further decomposed into two new elementary regions $A_{c'}$ and $A_{n'}$, what happens physically is that the $n$ number of original flow fluxes $F_{ci}$ is now replaced by $2n$ number of flow fluxes $\{F_{c'i}, F_{n'i}\}$, and a new flow flux $F_{c'n'}$ is added. Therefore, the number of unknowns in the system increases by $(n+1)$, from $\frac{n(n+1)}{2}$ to $\frac{(n+2)(n+1)}{2}$. The key point is to notice that essentially physically the thread configuration represented by the solution of the new system $\mathcal{E}'$ should still describe the same entanglement inside the $A$ region (i.e., $F_{ij}$) and the entanglement between $A$ and its complement $A_c$ (i.e., $F_{ci}$), expect that this new thread configuration is more refined than the old one, and thus can also describe the entanglement between $A$ and the two different parts of $A_c$ (i.e., $\{F_{c'i}, F_{n'i}\}$) in more details and the entanglement between $A_{c'}$ and $A_{n'}$ within the $A_c$ region (i.e., $F_{c'n'}$). Furthermore, once we find a unique solution to the old system $\mathcal{E}$, the $\frac{n(n+1)}{2}$ number of unknowns become the known data in terms of the entropies of the specified regions. Therefore, in the new system $\mathcal{E}'$, the value of the unknowns $F_{ij}$ must be fixed as the same as the solution $F^{(0)}_{ij}$ of the old system $\mathcal{E}$. This is intuitively represented in the simplified network figure 7, where we require the line segments enclosed in the circle do not change. Moreover, the value of $F_{ci} = F_{c'i} + F_{n'i}$ is fixed as $F^{(0)}_{ci}$. Therefore, in
solving the new system \( \mathcal{E}' \), actually we are only dealing with \((n + 1)\) unknowns, including \(n\) number of \( F_{n'i} \) \((\text{while } F_{c'i} \text{ can be directly represented as } F_{c'i} = F_{c'i}^{(0)} - F_{n'i} \) and one \( F_{n'i'} \), just as shown in figure 7, the final graph increases \((n + 1)\) segments starting from \( n' \) point compared to the original graph. One the other hand, we also obtain exactly \((n + 1)\) new physical constraints \( \{ S_{n'}, S_{n'n'}, S_{(n-1)n'n'}, S_{1...nn'} \} \) which correspond to the different ways of circling a set of adjacent points starting from \( n' \). Therefore, we can introduce \((n + 1)\) number of equations for these \((n + 1)\) number of unknowns, according to \( (4.3) \), we have

\[
S_{n'} = \sum_{j \in \{1, 2, ..., n\}} F_{n'j} + F_{n'i'}
\]

\[
S_{nn'} = \left( \sum_{j \in \{1, 2, ..., n-1\}} F_{n_j} + F_{nc} \right) + \left( \sum_{j \in \{1, 2, ..., n-1\}} F_{n'j} + F_{n'i'} \right)
\]

\[
\vdots
\]

\[
S_{i(i+1)...nn'} = \left( \sum_{j \in \{1, 2, ..., i-1\}} F_{ij} + F_{ic} \right) + \left( \sum_{j \in \{1, 2, ..., i-1\}} F_{i(j+1)j} + F_{i(j+1)c} \right)
+ \cdots + \left( \sum_{j \in \{1, 2, ..., i-1\}} F_{nn'} + F_{nc} \right) + \left( \sum_{j \in \{1, 2, ..., i-1\}} F_{n'j} + F_{n'i'} \right)
\]

\[
\vdots
\]

\[
S_{12...nn'} = F_{1c'} + F_{2c'} + \cdots + F_{nc} + F_{n'i'}.
\]

Now notice that we can substitute \( F_{ic'} = F_{c'i}^{(0)} - F_{n'i} \) into the system, and since the quantities with a \((0)\) superscript are known constants, we can move all these constants into the left-hand side, such that there are only unknowns \( F_{n'i} \) and \( F_{n'i'} \) in the right-hand side. Redefining the left-hand side as \( \tilde{S} \), we thus have

\[
\tilde{S}_{n'} = F_{n'i'} + F_{n'1} + F_{n'2} + \cdots + F_{n'(n-1)} + F_{n'n'}
\]

\[
\tilde{S}_{nn'} = F_{n'i'} + F_{n'1} + F_{n'2} + \cdots + F_{n'(n-1)} - F_{n'n}
\]

\[
\vdots
\]

\[
\tilde{S}_{i(i+1)...nn'} = \left( F_{n'i'} + F_{n'1} + F_{n'2} + \cdots + F_{n'(i-1)} \right) - \left( F_{n'i} + F_{n'(i+1)} + \cdots + F_{n'n} \right)
\]

\[
\vdots
\]

\[
\tilde{S}_{12...nn'} = F_{n'i'} - \left( F_{n'1} + F_{n'2} + \cdots + F_{n'n} \right),
\]

which can be written as the matrix equation

\[
\begin{bmatrix}
\tilde{S}_{n'} \\
\tilde{S}_{nn'} \\
\tilde{S}_{(n-1)n'n'} \\
\vdots \\
\tilde{S}_{2...nn'} \\
\tilde{S}_{12...nn'}
\end{bmatrix} =
\begin{bmatrix}
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & -1 \\
1 & 1 & 1 & -1 & -1 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
1 & 1 & 1 & -1 & \cdots & -1 \\
1 & -1 & -1 & \cdots & -1
\end{bmatrix}
\begin{bmatrix}
F_{n'i'} \\
F_{n'1} \\
F_{n'2} \\
\vdots \\
F_{n'(n-1)} \\
F_{n'n}
\end{bmatrix}.
\]

\( (A.3) \)
It can be seen that the matrix associated with the system has a very nice pattern, in which the elements on the diagonal and the upper left side of the diagonal are all 1, while the elements on the lower right side of the diagonal are all −1. We can immediately prove that this square matrix has full rank, because we can perform a special elementary transformation on each row of the matrix: add the first row to each row and divide by 2. Then the matrix becomes
\[
\begin{pmatrix}
1 & 1 & 1 & \cdots & 1 & 1 \\
1 & 1 & 1 & \cdots & 1 & 0 \\
1 & 1 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
1 & 1 & 0 & \cdots & 0 & 0 \\
1 & 0 & 0 & \cdots & 0 & 0 \\
1 & 0 & 0 & \cdots & 0 & 0 \\
\end{pmatrix},
\]
which obviously has full rank. According to the basic knowledge of linear algebra, an elementary transformation does not change the rank of a matrix. Therefore, the original matrix also has full rank, the system thus has a unique solution.

In conclusion, we have proved that under our scheme, if there exists a unique solution for a set of flow fluxes that can simultaneously lock the region set \(I = \{A_i, A_{i(i+1)} \cdots j | i, j \in \{1, 2, \ldots, n\}\}\) involving \((n+1)\) number of elementary regions \(\{A_c, A_1, A_2, \cdots, A_n\}\), then there always exists a unique solution for a set of flow fluxes that can simultaneously lock the region set \(I = \{A_i, A_{(i+1)} \cdots j | i, j \in \{1, 2, \ldots, n+1\}\}\) involving \((n+2)\) number of elementary regions \(\{A_c, A_1, A_2, \cdots, A_{n+1}\}\). Since we have shown in the case of \(n = 2\) there exists the unique solution, by mathematical induction, for any case of \(n\), there always exists the unique solution.

Open Access. This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.

References

[1] J.M. Maldacena, The Large N limit of superconformal field theories and supergravity, *Int. J. Theor. Phys.* 38 (1999) 1113 [Adv. Theor. Math. Phys. 2 (1998) 231] [hep-th/9711200] [inSPIRE].

[2] S.S. Gubser, I.R. Klebanov and A.M. Polyakov, Gauge theory correlators from noncritical string theory, *Phys. Lett. B* 428 (1998) 105 [hep-th/9802109] [inSPIRE].

[3] E. Witten, Anti-de Sitter space and holography, *Adv. Theor. Math. Phys.* 2 (1998) 253 [hep-th/9802150] [inSPIRE].

[4] S. Ryu and T. Takayanagi, Holographic derivation of entanglement entropy from AdS/CFT, *Phys. Rev. Lett.* 96 (2006) 181602 [hep-th/0603001] [inSPIRE].

[5] S. Ryu and T. Takayanagi, Aspects of Holographic Entanglement Entropy, *JHEP* 08 (2006) 045 [hep-th/0605073] [inSPIRE].
[6] V.E. Hubeny, M. Rangamani and T. Takayanagi, A Covariant holographic entanglement entropy proposal, *JHEP* **07** (2007) 062 [arXiv:0705.0016] [inSPIRE].

[7] M. Van Raamsdonk, Building up spacetime with quantum entanglement, *Int. J. Mod. Phys. D* **19** (2010) 2429 [Gen. Rel. Grav. **42** (2010) 2323] [arXiv:1005.3035] [inSPIRE].

[8] N. Lashkari, M.B. McDermott and M. Van Raamsdonk, Gravitational dynamics from entanglement ‘thermodynamics’, *JHEP* **04** (2014) 195 [arXiv:1308.3716] [inSPIRE].

[9] T. Faulkner, M. Guica, T. Hartman, R.C. Myers and M. Van Raamsdonk, Gravitation from Entanglement in Holographic CFTs, *JHEP* **03** (2014) 051 [arXiv:1312.7856] [inSPIRE].

[10] T. Faulkner, F.M. Haehl, E. Hijano, O. Parrikar, C. Rabideau and M. Van Raamsdonk, Nonlinear Gravity from Entanglement in Conformal Field Theories, *JHEP* **08** (2017) 057 [arXiv:1705.03026] [inSPIRE].

[11] N. Bao, C. Cao, S. Fischetti and C. Keeler, Towards Bulk Metric Reconstruction from Extremal Area Variations, *Class. Quant. Grav.* **36** (2019) 185002 [arXiv:1904.04834] [inSPIRE].

[12] Y.-Y. Lin, J.-R. Sun and Y. Sun, Surface growth scheme for bulk reconstruction and tensor network, *JHEP* **12** (2020) 083 [arXiv:2010.03167] [inSPIRE].

[13] Y.Y. Lin, J.R. Sun and Y. Sun, Surface growth approach for bulk reconstruction, arXiv:2010.03167.

[14] J.-R. Sun and Y. Sun, On the emergence of gravitational dynamics from tensor networks, arXiv:1912.02070 [inSPIRE].

[15] N. Bao, G. Penington, J. Sorce and A.C. Wall, Beyond Toy Models: Distilling Tensor Networks in Full AdS/CFT, *JHEP* **11** (2019) 069 [arXiv:1812.01171] [inSPIRE].

[16] C.A. Agón, E. Cáceres and J.F. Pedraza, Bit threads, Einstein’s equations and bulk locality, *JHEP* **01** (2021) 193 [arXiv:2007.07907] [inSPIRE].

[17] Y.-Y. Lin, J.-R. Sun and Y. Sun, Bit thread, entanglement distillation, and entanglement of purification, *Phys. Rev. D* **103** (2021) 126002 [arXiv:2012.05737] [inSPIRE].

[18] B. Swingle, Entanglement Renormalization and Holography, *Phys. Rev. D* **86** (2012) 065007 [arXiv:0905.1317] [inSPIRE].

[19] B. Swingle, Constructing holographic spacetimes using entanglement renormalization, arXiv:1209.3304 [inSPIRE].

[20] A. Milsted and G. Vidal, Geometric interpretation of the multi-scale entanglement renormalization ansatz, arXiv:1812.00529 [inSPIRE].

[21] F. Pastawski, B. Yoshida, D. Harlow and J. Preskill, Holographic quantum error-correcting codes: Toy models for the bulk/boundary correspondence, *JHEP* **06** (2015) 149 [arXiv:1503.06237] [inSPIRE].

[22] P. Hayden, S. Nezami, X.-L. Qi, N. Thomas, M. Walter and Z. Yang, Holographic duality from random tensor networks, *JHEP* **11** (2016) 009 [arXiv:1601.01694] [inSPIRE].

[23] X.-L. Qi, Exact holographic mapping and emergent space-time geometry, arXiv:1309.6282 [inSPIRE].

[24] Y. Chen and G. Vidal, Entanglement contour, *J. Stat. Mech.* **1410** (2014) P10011 [arXiv:1406.1471].
JHEP 10(2021)164

27

[25] J. Kudler-Flam, I. MacCormack and S. Ryu, Holographic entanglement contour, bit threads, and the entanglement tsunami, J. Phys. A 52 (2019) 325401 [arXiv:1902.04654] [inSPIRE].

[26] Q. Wen, Formulas for Partial Entanglement Entropy, Phys. Rev. Res. 2 (2020) 023170 [arXiv:1910.10978] [inSPIRE].

[27] Q. Wen, Entanglement contour and modular flow from subset entanglement entropies, JHEP 05 (2020) 018 [arXiv:1902.06905] [inSPIRE].

[28] Q. Wen, Fine structure in holographic entanglement and entanglement contour, Phys. Rev. D 98 (2018) 106004 [arXiv:1803.05552] [inSPIRE].

[29] Q. Wen, Towards the generalized gravitational entropy for spacetimes with non-Lorentz invariant duals, JHEP 01 (2019) 220 [arXiv:1810.11756] [inSPIRE].

[30] G. Di Giulio, R. Arias and E. Tonni, Entanglement Hamiltonians in 1D free lattice models after a global quantum quench, J. Stat. Mech. 1912 (2019) 123103 [arXiv:1905.01144] [inSPIRE].

[31] I. MacCormack, M.T. Tan, J. Kudler-Flam and S. Ryu, Operator and entanglement growth in non-thermalizing systems: many-body localization and the random singlet phase, arXiv:2001.08222 [inSPIRE].

[32] A. Coser, C. De Nobili and E. Tonni, A contour for the entanglement entropies in harmonic lattices, J. Phys. A 50 (2017) 014001 [arXiv:1701.08427] [inSPIRE].

[33] J. Kudler-Flam, H. Shapourian and S. Ryu, The negativity contour: a quasi-local measure of entanglement for mixed states, SciPost Phys. 8 (2020) 063 [arXiv:1908.07540] [inSPIRE].

[34] E. Tonni, J. Rodriguez-Laguna and G. Sierra, Entanglement Hamiltonian and entanglement contour in inhomogeneous 1D critical systems, J. Stat. Mech. 1804 (2018) 043105 [arXiv:1806.03557] [inSPIRE].

[35] M. Han and Q. Wen, Entanglement entropies from entanglement contour: annuli and spherical shells, arXiv:1905.05522 [inSPIRE].

[36] Q. Wen, Balanced Partial Entanglement and the Entanglement Wedge Cross Section, JHEP 04 (2021) 301 [arXiv:2103.00415] [inSPIRE].

[37] M. Miyaji and T. Takayanagi, Surface/State Correspondence as a Generalized Holography, Prog. Theor. Exp. Phys. 2015 (2015) 073B03 [arXiv:1503.03542] [inSPIRE].

[38] M. Miyaji, T. Numasawa, N. Shiba, T. Takayanagi and K. Watanabe, Continuous Multiscale Entanglement Renormalization Ansatz as Holographic Surface-State Correspondence, Phys. Rev. Lett. 115 (2015) 171602 [arXiv:1506.01353] [inSPIRE].

[39] M. Freedman and M. Headrick, Bit threads and holographic entanglement, Commun. Math. Phys. 352 (2017) 407 [arXiv:1604.00354] [inSPIRE].

[40] S.X. Cui, P. Hayden, T. He, M. Headrick, B. Stoica and M. Walter, Bit Threads and Holographic Monogamy, Commun. Math. Phys. 376 (2019) 609 [arXiv:1808.05234] [inSPIRE].

[41] M. Headrick and V.E. Hubeny, Riemannian and Lorentzian flow-cut theorems, Class. Quant. Grav. 35 (2018) 10 [arXiv:1710.09516] [inSPIRE].

[42] M. Headrick, J. Held and J. Herman, Crossing versus locking: Bit threads and continuum multiflows, arXiv:2008.03197 [inSPIRE].
[43] I. Bakhmatov, N.S. Deger, J. Gutowski, E.Ó. Colgáin and H. Yavartanoo, *Calibrated Entanglement Entropy*, JHEP 07 (2017) 117 [arXiv:1705.08319] [inSPIRE].

[44] C.A. Agón and J.F. Pedraza, *Quantum bit threads and holographic entanglement*, arXiv:2105.08063 [inSPIRE].

[45] A. Rolph, *Quantum bit threads*, arXiv:2105.08072 [inSPIRE].

[46] B.M. Terhal, M. Horodecki, D.W. Leung and D.P. DiVincenzo, *The entanglement of purification*, J. Math. Phys. 43 (2002) 4286 [quant-ph/0202044].

[47] T. Takayanagi and K. Umemoto, *Entanglement of purification through holographic duality*, Nature Phys. 14 (2018) 573 [arXiv:1708.09393] [inSPIRE].

[48] P. Nguyen, T. Devakul, M.G. Halbasch, M.P. Zaletel and B. Swingle, *Entanglement of purification: from spin chains to holography*, JHEP 01 (2018) 098 [arXiv:1709.07424] [inSPIRE].

[49] D.-H. Du, C.-B. Chen and F.-W. Shu, *Bit threads and holographic entanglement of purification*, JHEP 08 (2019) 140 [arXiv:1904.06871] [inSPIRE].

[50] N. Bao, A. Chatwin-Davies, J. Pollack and G.N. Remmen, *Towards a Bit Threads Derivation of Holographic Entanglement of Purification*, JHEP 07 (2019) 152 [arXiv:1905.04317] [inSPIRE].

[51] J. Harper and M. Headrick, *Bit threads and holographic entanglement of purification*, JHEP 08 (2019) 101 [arXiv:1906.05970] [inSPIRE].

[52] C.A. Agón, J. De Boer and J.F. Pedraza, *Geometric Aspects of Holographic Bit Threads*, JHEP 05 (2019) 075 [arXiv:1811.08879] [inSPIRE].

[53] V.E. Hubeny, *Bulk locality and cooperative flows*, JHEP 12 (2018) 068 [arXiv:1808.05313] [inSPIRE].

[54] S. Dutta and T. Faulkner, *A canonical purification for the entanglement wedge cross-section*, JHEP 03 (2021) 178 [arXiv:1905.00577] [inSPIRE].

[55] J. Kudler-Flam and S. Ryu, *Entanglement negativity and minimal entanglement wedge cross sections in holographic theories*, Phys. Rev. D 99 (2019) 106014 [arXiv:1808.00446] [inSPIRE].

[56] Y. Kusuki, J. Kudler-Flam and S. Ryu, *Derivation of Holographic Negativity in AdS3/CFT2*, Phys. Rev. Lett. 123 (2019) 131603 [arXiv:1907.07824] [inSPIRE].

[57] K. Tamaoka, *Entanglement Wedge Cross Section from the Dual Density Matrix*, Phys. Rev. Lett. 122 (2019) 141601 [arXiv:1809.09109] [inSPIRE].

[58] R. Espíndola, A. Guijosa and J.F. Pedraza, *Entanglement Wedge Reconstruction and Entanglement of Purification*, Eur. Phys. J. C 78 (2018) 646 [arXiv:1804.05855] [inSPIRE].

[59] A. Karzanov and M. Lomonosov, *Flow systems in undirected networks* (in Russian), in *Mathematical Programming*, O.I. Larichev ed., Institute for System Studies, Moscow Russia (1978), pp. 59–66.

[60] A. Frank, A. Karzanov and A. Sebo, *On integer multflow maximization*, SIAM J. Discrete Math. 10 (1997) 158.

[61] G. Penington, *Entanglement Wedge Reconstruction and the Information Paradox*, JHEP 09 (2020) 002 [arXiv:1905.08255] [inSPIRE].
[62] A. Almheiri, N. Engelhardt, D. Marolf and H. Maxfield, The entropy of bulk quantum fields and the entanglement wedge of an evaporating black hole, *JHEP* 12 (2019) 063 [arXiv:1905.08762] [inSPIRE].

[63] A. Almheiri, R. Mahajan, J.M. Maldacena and Y. Zhao, The Page curve of Hawking radiation from semiclassical geometry, *JHEP* 03 (2020) 149 [arXiv:1908.10996] [inSPIRE].

[64] A. Almheiri, T. Hartman, J.M. Maldacena, E. Shaghoulian and A. Tajdini, Replica Wormholes and the Entropy of Hawking Radiation, *JHEP* 05 (2020) 013 [arXiv:1911.12333] [inSPIRE].