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Abstract

A decentralized blockchain is a distributed ledger that is often used as a platform for exchanging goods and services. This ledger is maintained by a network of nodes that obey a set of rules, called a consensus protocol, which helps to resolve inconsistencies among local copies of a blockchain. In this paper, we build a mathematical framework for the consensus protocol designer, specifying (a) the measurement of a resource which nodes strategically invest in and compete for to win the right to build new blocks in the blockchain; and (b) a payoff function for such efforts. Thus, the equilibrium of an associated stochastic differential game can be implemented by selecting nodes in proportion to this specified resource and penalizing dishonest nodes by its loss. This associated, induced game can be further analyzed using mean field games. The problem can be broken down into two coupled PDEs, where an individual node's optimal control path is solved using a Hamilton-Jacobi-Bellman equation, and where the evolution of states distribution is characterized by a Fokker-Planck equation. We develop numerical methods to compute the mean field equilibrium for both steady states at the infinite time horizon and evolutionary dynamics. As an example, we show how the mean field equilibrium can be applied to the Bitcoin blockchain mechanism design. We demonstrate that a blockchain can be viewed as a mechanism that operates in a decentralized setup and propagates properties of the mean field equilibrium over time, such as the underlying security of the blockchain.
1 Introduction

A blockchain is a decentralized ledger that records sequences of real-time transactions, denoted by \( \{T_t\}_{t \in [0, \infty)} \), representing assets ownership at time \( t \) (Nakamoto 2008, Atzei et al. 2018). Blockchains are most often used as platforms for exchanging goods and services (Kim & Deka 2020). With no reliance on a trusted central authority, a blockchain is maintained by a set of nodes, indexed by \( i \in \{1, 2, \cdots, M\} \), in a decentralized network, as shown in the bottom right corner of Figure 1. This decentralized network consists of vertices and edges, where vertices represent nodes and edges represent communication between nodes. Those nodes record transactions by building a sequence of valid discretized blocks denoted by \( B \). A block \( B(n) \in B \) with a block height \( n \) consists of a block header which includes metadata, together with a sequence of timed transactions not found in previous block.

\[
B(n) := \langle \text{version, difficulty, nonce, previous block's hash, timestamp, Merkle root}, \{T_t \mid T_t \notin B(n'), \forall n' < n\} \rangle
\]

Here, \( \text{version} \) is what is followed by the consensus protocol node, while \( \text{difficulty} \) and \( \text{nonce} \) refer to their respective use in the protocol design. \( \text{Timestamp} \) is when a block was built, and \( \text{Merkle root} \) is used for quick validation to retrieve complete transaction records \( \{T_t \mid T_t \notin B(n'), \forall n' < n\} \). Each block \( B(n) \) is linked to the block \( B(n-1) \) with a hash pointer \( \Rightarrow \), as denoted by \( B(n-1) \Rightarrow B(n) \). This notion represents the previous block’s hash information when it is stored in the current block’s header, as shown at the top of Figure 1. Such block arrival process can be modeled as a non-homogeneous Poisson process \( \{N_t, t \geq 0\} \) with intensity \( \int_0^t \lambda(s) \, ds \) (Fralix 2020) and with a probability mass function that is given by

\[
P\{N_t = n\} = \frac{\left( \int_0^t \lambda(s) \, ds \right)^n}{n!} e^{-\int_0^t \lambda(s) \, ds}. \tag{2}
\]

In a decentralized structure, each node has its own local replica of the blocktree \( C_i(n) \), as shown in the bottom left corner of Figure 1. A blocktree \( C_i(n) \subset \langle B, \Rightarrow \rangle \) is a directed graph that is made up
of a subset of all possible valid block paths from a genesis block \( B(0) \), such that for each valid block \( B(n) \in B \), there is exactly one path from \( B(0) \) to \( B(n) \) in a blocktree \( C_i(n) \) of up to block height \( n \). For a given block tree \( C_i(n) \) with a maximum height \( n \), our ultimate goal is to create a blockchain that has a fully validated ledger of transactions, which is formally defined as the path

\[
\{ B(0) \mapsto B(1) \mapsto \cdots \mapsto B(n) \mid B(n) \in B \} \subseteq C(n),
\]

(3)

where, the genesis block \( B(0) \) to the current block \( \{B(n) \mid B(n) \in B \} \), a correct node is proposed.

Often, a variety of orphan blocks represents a latency in the network, which occurs when nodes broadcast blocks onto the network simultaneously. Due to this broadcasting delay, such nodes may observe different versions of the blocktree, as denoted by the collection of blocktrees

\[
C = \bigcup_{i=1}^{M} C_i(n).
\]

(4)

Theoretically, the concept of a blocktree’s appearance is based on a subjective consensus (Narayanan et al. 2016). Therefore, to resolve inconsistencies among individual nodes, we need a set of rules

\[
g : C \to C(n),
\]

(5)

called the consensus protocol, so that every node can update its local replica of the blocktree to match the one proposed by a correct node (Zhang et al. 2020).

It has been observed that when a transaction receives more confirmations, a block containing that transaction will have a greater number of other blocks pointing to it. As a result, this transaction has an increased likelihood of being included in the blocktree proposed by a correct node. Using the equilibrium of a noncooperative game can help the consensus protocol to achieve this outcome. Instead of picking a random node, we can build a game environment that allows a large number of risk neutral nodes to compete for the right to build block \( B(n) \), so that new transactions are verified by numerous confirmations derived from competition between nodes (a process normally referred to as mining a block) (Liu et al. 2019). Apart from the consensus protocol, nodes do not face any other strategic restrictions. Rational nodes act in order to maximize their own utility. Malicious nodes, on the other hand, may launch attacks that damage blockchain networks. A game environment will allow the mechanism to approximately select correct nodes. To accomplish this, a stochastic differential game model can be built to operate within a decentralized setup (Dhamal et al. 2019).

**Game 1** (Stochastic Differential Game). A stochastic differential game \( \gamma \) for \( M \) nodes, played in real time, is a 4-tuple

\[
\gamma = \bigl\{ \{1, 2, \cdots, M\}, \Omega, \mathcal{O}, \pi \bigr\},
\]

which consists of the following components:

(I) a finite set of rational and intelligent non-cooperative nodes indexed by \( i \in \{1, 2, \cdots, M\} \)

(II) a filtered probability space \((\Omega, \mathcal{F}, \mathbb{P})\) where the filtration is denoted by \((\mathcal{F}_t)_{0 \leq t \leq \infty}\) of \( \sigma \)-fields on
such that $F_{t'} \subset F_t \subset F, \forall t' \leq t$, which represents the information available to all nodes at time $t$. Let $(x_i(0), b_j(0))$ be a random variable known up to a $\mathbb{P}$-null set and let $W$ and $\mathcal{P}$ be a Brownian motion and a Poisson random measure with intensity $\lambda$, respectively. Assume that $W$ and $\mathcal{P}$ are independent of $F_0$. Each node has a 2-dimensional stochastic random state process $\left( x_i(\cdot), b_j(\cdot) \right) \in X_i \times Y_j \subset \mathbb{R}^2$, adapted to filtration $\mathbb{F} := (\mathcal{F}_t)_{0 \leq t \leq \infty}$, where $x_i(\cdot)$ represents certain state dynamics (e.g. a wealth process) and $b_j(\cdot)$ represents the token price process.

(III) a set of all possible outcomes $O = \prod_{i=1}^{M} O_i$, where $O_i$ is the set of admissible controls for node $i$:

$$O_i := \left\{ \alpha_i(\cdot) : \Omega \rightarrow \mathbb{R} \text{ measurable } \right\}$$

(6)

(IV) a set of all possible payoffs $\pi = (\pi_1, \ldots, \pi_M)$, where node $i$ chooses the optimal control $\alpha_i$ to maximize its running payoff functional over time $t \in [0, \infty)$:

$$\pi_i(\alpha_i, [0, \infty)) := E \left[ \int_0^\infty u_i(x_i(t), b_j(t), \alpha_i(t), x_{-i}(t), b_{-j}(t), \alpha_{-i}(t)) e^{-r t} dt \right]$$

(7)

over the action taken by all nodes. We use $-i$ to denote all nodes except node $i$, while $r > 0$ represents a fixed discount factor. Here, the marginal payoff function is associated with some controlled evolution, which is driven by the Markovian feedback control jump-diffusion process

$$dx_i(t) = \left( r x_i - c(\alpha_i(t)) \right) dt + b_j(t) dN_i,$$

(8)

where $c$ is a cost function; the reward that arrives at system $\mathcal{P}(O \times X)$ is calculated according to a non-homogeneous Poisson process, as described in equation 2.

Nodes in the network are coupled through payoffs and state dynamics. Their strategic interactions, as well as the evolution of the above game, can be analyzed using concepts from game theory. Within the context of a stochastic differential game $\gamma$, nodes can learn from and predict each other's behaviors, and then develop optimal reaction strategies based on equilibrium analysis. The set of optimal strategies that achieve a Nash equilibrium in every state of the stochastic differential game is named a Markov perfect equilibrium (Shapley 1953).

**Definition 2** (Markov Perfect Equilibrium (MPE)). An $M$-tuple of feedback control functions

$$\hat{\alpha} = (\hat{\alpha}_1, \hat{\alpha}_2, \ldots, \hat{\alpha}_M)$$

constitutes a Markov Perfect Equilibrium (MPE) for Stochastic Differential Game $\gamma$ if the feedback control $\hat{\alpha}_i(\cdot)$ provides a solution to the Optimal Control Problem (IV) for the $i$-th node for $\forall i \in \{1, 2, \ldots, M\}$ subject to the controlled dynamics of the system for every initial conditions $x_i(0)$.

---

1Here we borrow the notation from Ewald & Rutkowski (2017).
As time evolves in a game, it is assumed that nodes will typically place somewhere near Equilibrium 2. We aim to design a game that selects nodes in proportion to the ownership of a substantial resource which cannot be monopolized and also functions as a tamper-proof summary of large data files. To achieve this, we need to impose a surjective mapping

$$\Psi : C \rightarrow O$$ (9)

between blocktrees and the outcome of Game 1 which guides nodes to invest strategically in a substantial resource so they can compete to build new blocks (Equation 1) in the blockchain (Equation 3). Such a design would penalize dishonest nodes through loss of resources, thereby discouraging nodes from misbehaving or launching attacks. For example, this substantial resource can be, among others, a measurement of work done (used in a Proof-of-Work protocol) or a measurement of ownership (used in a Proof-of-Stake protocol) (Wang et al. 2019).

Definition 3 (Consensus Protocol). A consensus protocol in blockchain mechanism for $\gamma$ (described in Game 1) is a 4-tuple

$$\mathcal{C} = \langle C, \Psi, \pi, g \rangle,$$

which consists of the following components:

(I) a set of different local replicas of blocktrees $C = \bigcup_{i=1}^{M} C_i$, as described in Equation 4

(II) a surjective mapping $\Psi : C \rightarrow O$, as described in Equation 9, which is designed to allow nodes to invest strategically in a substantial resource, so they can compete to create new blocks $B(n)$ with the increase of height $n$ in the blockchain, as described in Equation 3

(III) nodes that are rewarded for their efforts, which is reflected in payoff function $\pi$, as described in Equation 7

(IV) a set of rules that becomes $g(\Psi^{-1}(O))$, as described in Equation 5, so that every node can update its local replica of blocktree to the one chosen by the outcome of game $\gamma$, resulting in a consensus $C(n)$ among all nodes.

Based on implementation theory (Jackson 2001), the equilibrium $\hat{\alpha} \in O$ can then be utilized to develop an incentive scheme within a consensus protocol, which nodes participate in and contribute resources to for the purpose of maintaining the blockchain (Swan 2015). This equilibrium is what governs the underlying security of the blockchain.

Problem 4. Given a game environment $\gamma = \langle \{1, 2, \cdots , M\}, \Omega, O, \pi \rangle$ as described in Definition 1, the designer needs to specify two mappings $\Psi$ and $\pi$ in the consensus protocol $\mathcal{C} = \langle C, \Psi, \pi, g \rangle$ as described in Definition 3, so that an equilibrium $\hat{\alpha} = \Psi(C)$ of the game of incomplete information

$$\Gamma = \langle \{1, 2, \cdots , M\}, \Omega, \Psi(C), \pi \rangle$$

can be implemented for all states $x(\cdot) \in \Omega$ over $M$ and $O$. 


Within this framework, we aim to establish the existence of the Nash equilibrium described above. Without loss of generality, we use the Proof-of-Work (PoW) Protocol in the Bitcoin blockchain as an example to demonstrate the existence of such an equilibrium. Note that more complex schemes, such as the Proof-of-Stake (PoS) mechanism [Bentov et al. 2014], can be substituted for the PoW analysis used in our work.

1.1 Proof-of-Work Protocol

As discussed in Problem 4, we aim to use two mappings, $\Psi$ and $\pi$ (as described in Definition 3), to demonstrate the existence of an equilibrium in the Bitcoin mining game. In this subsection, we first aim to describe the two mappings, $\Psi$ and $\pi$, as specified in the PoW protocol of the Bitcoin blockchain.

In the PoW protocol, the game selects nodes in proportion to the amount of work done by the computing power that is allocated to building blocks (see Section A for more details). The surjective mapping $\Psi$, as described in Equation 9, is now replaced by a measurement of work done, i.e., the hashrate function $\alpha$, which represents the expected computing power needed for nodes to compete for the right to create new blocks $B(n)$ with an increase of height $n$ in the blockchain, as described in Equation 3. Consequently, every node adheres to the longest chain [Nakamoto 2008] and updates its local blocktree replica to match the blocktree that maps onto the game’s outcome, representing the maximum computing power used:

$$
g(\Psi^{-1}(O)) := \{ C_j \mid j = \arg\max_{i \in \{1,2,\ldots,M\}} \alpha \}.
$$

(10)

Such longest chain rule design can probabilistically prohibit faulty node behaviors, including malicious attacks, node mistakes, and connection errors [Wang et al. 2019].

The payoff function $\pi$ is designed to offer rewards within a blockchain so that nodes participate in the game as well as control reward amounts that have an exponential decay design (as demonstrated in Figure 2):

$$
\text{the inflation rate} = \frac{\text{tokens per block} \times \text{block per second}}{\text{total circulation}}.
$$

(11)

This inflation rate design can lead to a fixed finite token supply, which is a necessary condition for achieving a meaningful just price of money [Roets 1991]. Such an aim can be achieved by choosing a counting process for deciding the number of token rewards [Bowden et al. 2018], as demonstrated in Figure 3. This reward process is summarized as follows:

1. the intensity of the block arrival process is set to be (see Appendix A for detailed derivations)

$$
(\lambda_t)_{t \in (t_{2016(s-1)}, t_{2016s}]} = \frac{2016}{t_{2016s} - t_{2016(s-1)}} = \frac{1}{600} \left( 1 - \frac{M}{1 - \frac{2016}{H_{s-1}}} \right),
$$

(12)

where the total hashes over time segment $(t_{2016(s-1)}, t_{2016s}]$ is defined as

$$
H_s := \int_{t_{2016(s-1)}}^{t_{2016s}} h(t) \, dt \quad \text{with} \quad H_0 := \frac{2016}{1 - \left( \frac{1}{M} \right)^M}.
$$

(13)
and the total hashrate $h_t$ at time $t$ is the stochastic variable

$$h(t) := \sum_{i \in \{1, \ldots, M\}} \alpha_i(t),$$

which represents the total computational power nodes invest in, as well as the overall confidence or sentiment regarding the blockchain system.

(II) the number of token in each block at time $t$ is

$$k_t = 50 \left( \frac{1}{2} \right)^t + \bar{k},$$

where each time interval $l \in \{1, \ldots, 32\}$ includes 210000 blocks:

$$l = \frac{2016 N_t}{210000},$$

omitting the small transaction fees $\bar{k} \to 0$.

Hence the number of cumulated tokens in circulation is

$$K_t = (210000 \times 50) \left( 1 - \left( \frac{1}{2} \right)^l \right) + (2016 - \text{mod}(210000 \times l, 2016)) \left( 50 \left( \frac{1}{2} \right)^l \right).$$

Figure 2: The token’s inflation rate in the Bitcoin blockchain is plotted over the timeline. As described in Equation 11, the ratio of the number of tokens created over time to the total number of tokens in circulation, which starts at 1 and decays exponentially until it reaches 0. This curve is controlled by the design of Mechanisms (I)–(II).

Figure 3: The block arrival process modeled as a counting process. The mining difficulty adjusts every 2016 blocks, while each block reward starts at 50 tokens per block and halves every 210,000 blocks.
Modern mathematical financial theory postulates that perfect markets should have no arbitrage opportunities available. Assuming an arbitrage-free token pricing model, the formation of total token value should be converted from the total cost of resources used in the production through the mining process (Hayes 2019).

**Assumption 5 (Token Price).** We assume that the market value of a token is an Ornstein-Uhlenbeck process (OU-process) \( \{b_t\}_{t \in [0, \infty)} \), which is driven by an equilibrium level of multiple of its cost of production

\[
db_t = (\hat{b}_t - b_t) \, dt + \sigma dW_t,
\]

where \( W_t \) is the standard Wiener process, and a multiple of the cost of a token production,

\[
\hat{b}_t = \beta \frac{c(h_t)}{K_t},
\]

is the ratio of the blockchain production cost to the number of cumulated tokens in circulation \( K_t \) (as described in Equation 15), which acts as an equilibrium level for the token price process: if the current market value of the token process is less than the production price \( \hat{b}_t \), the drift will be positive; if the current market value of the token process is greater than production price \( \hat{b}_t \), the drift will be negative.

The parameter \( \beta \) can be estimated from the curve fitting tool, as demonstrated in Figure 4. We also assume that the Poisson process is independent of the Wiener process.

![Figure 4: The value of each reward is the token market price, labeled in blue stars, which is driven by supply and demand in the marketplace. Fluctuations in supply and demand can exhibit large spikes or drops, which are influenced by factors, including market information, regulations governing its sale, speculation, consumer sentiment, and the rumor mill (Chu et al. 2015). Here, we assume the market price of the token has a mean reversion OU-process, which can be shown as a multiple of its cost of production (labeled in red). This parameter \( \beta = 2 \times 10^4 \) is estimated by using the curve fitting tool, while simulating 18 sample paths and the volatility is set to be \( \sigma = 0.005 \).](image)

Overall, Problem 4 boils down to an economics question: whether it is profitable for nodes to mine under the conditions provided by the PoW protocol and the token price Assumption 5. We can explore the answer by analyzing the equilibrium \( \hat{\alpha} \) of the game of incomplete information \( \Gamma \) (in Problem 4) and substituting the function \( \pi \) specified in Mechanisms 1 – 8.
1.2 Related Works and Main Results

Naturally, game theory approaches have been applied to problems of incentive mechanism design in blockchain consensus protocols. There are a number of published surveys on game theoretical approaches to blockchain-related issues. Liu et al. (2019) reviews game models proposing to address common issues in blockchains, including security, mining management, and economic and energy trading. Wang et al. (2019) provides a comprehensive survey on consensus mechanisms in blockchain backbone networks and strategies for self-organization by individual nodes from a game-theoretic point of view. Sadek Ferdous et al. (2020) presents a wide range of consensus algorithms and uses a comprehensive taxonomy to examine their properties and implications in tabular formats and other illustrations. The mechanism design of consensus protocol algorithms has also been discussed in Weeks (2018) and other forums.

Finding an MPE in Definition 2 is complex, but mean field games are known to approximate induced Stochastic Differential Games 1 well with a large number of nodes. Mean field game theory was first created to study the concept of the MPE in stochastic differential games where the number of players tends to infinity. Introduced in Lasry & Lions (2006, 2007), a similar approach was formulated independently in Huang et al. (2006). Successive online courses at the Collège de France Lions (2007) and lecture notes Guéant et al. (2011) presented a number of developments, covering topics such as the structures, concepts, and existence of equilibrium; links with Nash equilibria and dynamics in n-player game theory (when n tends to infinity); variational principles for decentralization; and notions of stability in solutions. Since these concepts have been extensively developed, other authors have made further contributions in various applications, notably in economics Achdou et al. (2014, 2017).

If each node is considered to be small, thus having a negligible impact on the mean hashrate, there is a convergence of the MPE to a weak MFE in open-loop cases. In some partial results and examples, weak MFG equilibria can arise as the limit of the MPE Lacker (2020). From a numerical perspective, a finite difference method has been applied to approximate the mean field equilibrium in several studies Achdou & Capuzzo-Dolcetta (2010), Achdou et al. (2013), Achdou & Porretta (2016), Achdou & Laurière (2020).

In our paper, we aim to test the modified mean field game design of Stochastic Differential Games 1 with multi-dimensional dynamic formulations of some state dynamics (e.g., a wealth process and a token price process). A few papers study blockchain technology adoption through the lens of mean field game theory Li et al. (2019) studies the behavior of the mean field game equilibrium in mining games, in which nodes compete against each other for block rewards through the investment of computational power (hashrate). Under this model, nodes are characterized by a one-dimensional wealth state, and they may choose to invest in hashrate to maximize their expected utility within a fixed time horizon. We extend this framework by introducing an OU-process token price model that is driven by an aggregate quantity (total hashrate). We also relax the time horizon, making it infinite, by allowing the blockchain to adjust the jump intensity of the block arrival process by the total hashrate in real time. As a result, the wealth process in our mean field game is a non-homogenous compound poisson process. Thus,
we need to extend the dimension of the state space, since the jump size depends on the token price model we proposed. In contrast to Li et al. (2019), we choose a marginal utility that depends on the control variable, which is also investigated in Bertucci et al. (2020). Bertucci et al. uses the solution of a master equation to characterize an equilibrium of the mining game for one individual unit of computing power devoted to mining for the blockchain. This master equation approach is robust when small changes are made in modeling assumptions: it preserves the essential structure of the game across all enrichment of various models. By contrast, we take a different approach by focusing on the Hamilton-Jacobi-Bellman equation, which is integral to the solution of the master equation with respect to the discounted total hashrate (Bertucci et al. 2020). Our focus allows us to introduce aggregate quantities (the total hashrate) from microscopic decisions (investing in computational powers). Our approach also has the advantage of using the forward-backward system with both the Hamilton-Jacobi-Bellman and the Fokker-Planck equation, which is already well developed in the mathematical literature. Further, the value function for the optimal control problem and the evolution of density function has a nice real-world interpretation.

Our work contributes to the consensus protocol design of the core blockchain mechanism. First, we build a more realistic framework, using Proof-of-Work (PoW) in a Bitcoin blockchain as an illustrative example. Then, we discuss the security of the blockchain design that employs a mining incentive at the equilibrium. We approach the intrinsic mechanism design problem by implementing a mean field game equilibrium. From the resulting numerical solution, we can predict long-run steady states at an infinite time horizon as well as short-run evolutionary dynamics. We show that the game arising from the PoW mechanism leads to an equilibrium and the consensus protocol is well-posed. Consequently, we use this idea to analyze and update the rules for the existing consensus protocol scheme in real-world situations, as well as design a new consensus protocol scheme.

The remainder of this paper is organized as follows. In Section 1 we introduce a basic model formulation of the blockchain mechanism and raise a consensus protocol design problem. Section 2 uses a mean field approximation to analyze the behavior of the equilibrium and develop an incentive scheme for the consensus protocol design problem introduced in Section 1. Section 3 presents the numerical results and discussion. The last section concludes with some remarks on possible future directions.

2 Mean Field Game Analysis

In a mean field game, one can describe population behavior as a distribution over the state space rather than in terms of specific node’s identification. Each node optimizes its payoff by solving a dynamic programming problem, assuming the distribution of nodes is specified; on the other hand, if every node uses its optimal control, we can better infer the distribution of nodes. Overall, if we start with a distribution and compute the best response strategy for every node, we will obtain a new stationary distribution in population states. The fixed point of this mapping is called a Mean Field Equilibrium (MFE). In this
section, we give a formal definition for an MFE in the PoW protocol, and then demonstrate the existence of the MFE in next section.

First, consider a histogram that counts the number of nodes which fall under each of the disjoint initial wealth-token price categories. Let \( m(t, x, b) \) be such a density function, denoting the fraction of nodes whose state is \((x, b) \in \mathbb{R}^2\) at time \(t\), i.e.,

\[
m(t, x, b) \approx \frac{1}{M(t)} \sum_i \mathbb{1}_{\{x_i(t) = x, b_j(t) = b\}}.
\] (18)

Equation 18 can then be interpolated by a continuous curve of smooth frequencies over the bins of the histogram, normalizing it to 1. The notion of a continuum of nodes captures scenarios in which the interaction between nodes is a probability distribution of random variables that fall within a particular range of values in their state space, so that each node is labeled by its two-dimensional wealth-token price state, which is independent of the node’s identity. Such mathematical treatment is widely used for exploring the collective behavior of interacting agents in physics and biology (Bolley et al. 2011, Liu et al. 2021, 2020). It also has a wide range of application in mathematical finance (Casgrain & Jaimungal 2020, Mkiramweni et al. 2019, Nie & Rutkowski 2018). For ease of notation, we omit dependency on subscripts \(i\) and \(j\) for the remainder of the paper.

**Game 6 (Mean Field Game).** The distribution of nodes is now defined as a continuously differentiable density function, \( m(t, x, b) \), which satisfies

\[
\int_X \int_Y m(t, x, b) \, dx \, db = 1 \quad \forall t \in [0, \infty),
\] (19)

subject to an initial condition \( m(0, x, b) \). Each node is labeled by the two-dimensional wealth state \(x \in X\) and the token price state \(b \in Y\), with boundary conditions at \(\min(X) = 0\) and \(\min(Y) = 0\) for nonnegative wealth-token price state space constraints.

1. Each node invests in the hashrate to participate in the mining game. Because it is cheaper to buy the same computational power over time, a node can acquire more hashes per second for the same cost. Here we focus on the feedback control process \(\alpha_t(x, b)\), the hashrate discounted by the rate of the technological progress at time \(t\) (i.e., the notion of real hashrate as found in Bertucci et al. 2020).

Let the set of the admissible Markovian feedback control process be denoted by

\[
\left\{ \alpha_t(x, b) : [0, \infty) \times X \times Y \to \mathbb{R} \mid \alpha_t \text{ is adapted to the filtration } \{F_t\}_{t \geq t'} \right\}
\] (20)

2. Each node aims to maximize its expected total utility over the infinite-time horizon \([0, \infty)\)

\[
\max_{\alpha_t} \mathbb{E} \left[ \int_0^\infty e^{-rt} u(t, x_t, b_t, \alpha_t) \, dt \Bigg| x(0) = x_0, b(0) = b_0 \right],
\] (21)

where \(r > 0\) is an instantaneous interest rate, and the marginal utility function is assumed to be
strictly concave with the control variable

\[ u : [0, \infty) \times X \times Y \times \mathbb{R} \to \mathbb{R}. \]  

(22)

For example (see Section 3), it may take the following form

\[ u(\alpha_t) = \theta_1 \log(\alpha_t + \theta_2) + \theta_3 - c(\alpha_t), \]

which is the node’s revenue minus the total expenditure of the hardware and electricity cost.

(III) The dynamics of states evolve in a controlled Markovian fashion: the wealth state \( x \) changes due to mining rewards and the expense of mining, i.e.,

\[ dx_t = \left( r x_t - c(\alpha_t) \right) dt + k_t b_t dN_t, \]

(23)

where \( c(\alpha_t) > 0 \) represents the cost to compute hashes in new generations of a mining machine in terms of dollars. The mining reward for a node depends on the total rewards given to the network of nodes; as well as the node’s probability of receiving its mining reward \( \frac{\alpha_t}{M_t} \), which is proportional to the ratio of the hashrate it invests in as a fraction of the total network hashrate. Thus, it can be modeled by a non-homogenous compound Poisson process \( N_t \sim \text{Poisson}(\frac{\lambda_t \alpha_t}{M_t}) \), such that

- the rate at which a network of nodes finds blocks \( \lambda(t) \) is given in Equation 12;
- the number of tokens in each block \( k_t \) is given in Equation 14;
- the value of each token \( b_t \) is modeled as an OU-process in Assumption 5

\[ db_t = (\hat{b}_t - b_t) dt + \sigma dW_t, \]

(24)

where \( W_t \) is the standard Wiener process, and the cost of a token production \( \hat{b}_t = \beta \frac{c(\alpha)}{K_t} \).

(IV) In contrast to the mean field game model in the current literature [11 et al. 2019], our model has nodes whose states dynamics are coupled through the mean optimal control \( \bar{\alpha}_t \) in the total hashrate term

\[ h_t := M(t)\bar{\alpha}_t \quad \text{where} \quad \bar{\alpha}_t = \int_X \int_B \bar{\alpha}(t, x, b)m(t, x, b) dx db. \]

(25)

Here, \( m(t, x, b) \) denotes the wealth-token price distribution when every node uses the optimal control \( \bar{\alpha}(t, x, b) \) at time \( t \). Note that total hashrate term has appeared in Equation 17 and Equation 12.

2.1 Infinitesimal Generator

Lemma 7. For a fixed \( \alpha_t \), there exists a unique, right-continuous and left-limit \( F \)-adapted solution to the stochastic differential equation for the jump-diffusion states process

\[
\begin{bmatrix}
    dx_t \\
    db_t
\end{bmatrix} = \begin{bmatrix}
    r x_t - c(\alpha_t) \\
    \hat{b}_t - b_t
\end{bmatrix} dt + \begin{bmatrix}
    k_t b_t \\
    0
\end{bmatrix} dN_t + \begin{bmatrix}
    0 \\
    \sigma
\end{bmatrix} dW_t
\]

(26)
with a random initial value $(0, x(0), b(0)) = (0, x_0, b_0)$.

Proof. See Theorem 4 (Gaviraghi 2017).

Denote $x_{s^-} := \lim_{\tau \downarrow s} x_{\tau}$, under the assumption that the jumps are instantaneous, the differential Poisson $dN_t$ conditions the existence of a block arrival, which behaves asymptotically for small $\lambda \, dt$ in the interval $(t, t + dt)$, i.e.,

\[
\mathbb{P}\{dN_t = n\} = \begin{cases} 
1 - \frac{\lambda t}{n!} dt, & n = 0 \\
\frac{\lambda t}{n!} dt, & n = 1 \\
0, & n > 1 \end{cases} + O^2(dt).
\]

Thus, the change of a testing function $\nu(t, x, b)$ of the jump-diffusion states process $26$ $\Delta \nu(t, x, b)$, can be decomposed into the sum of continuous and discontinuous changes, which gives us

\[
\Delta \nu(t, x, b_t) = \nu(t + \Delta t, x_{t+\Delta t}, b_{t+\Delta t}) - \nu(t, x, b_t) = \left[\partial_t \nu(t, x, b_t) + (r x_t - c(\alpha_t)) \frac{\partial}{\partial x} \nu(t, x, b_t) + (\bar{b}_t - b_t) \frac{\partial}{\partial b} \nu(t, x, b_t) + \frac{\sigma^2}{2} \frac{\partial^2}{\partial b^2} \nu(t, x, b_t)\right] \Delta t + \sigma \frac{\partial}{\partial b} \nu(t, x, b_t) \int_{\mathbb{R}} \left(\nu(t, x_t + z, b_t) - \nu(t, x_t, b_t)\right) \delta(z - \nu b_t) \, dz \, \Delta t.
\]

Taking the expectation $\mathbb{E}[\cdot]$ over wealth and token price, dividing them by $\Delta t$ and taking the limit $\Delta t \to 0$, we obtain a Cauchy problem

\[
\frac{d}{dt} \mathbb{E}[\nu(t, x, b)] = \lim_{\Delta t \to 0} \frac{\mathbb{E}[\nu(t + \Delta t, x_{t+\Delta t}, b_{t+\Delta t})] - \mathbb{E}[\nu(t, x, b)]}{\Delta t} = \left[\partial_t \nu(t, x, b) + (r x_t - c(\alpha_t)) \frac{\partial}{\partial x} \nu(t, x, b) + (\bar{b}_t - b_t) \frac{\partial}{\partial b} \nu(t, x, b) + \frac{\sigma^2}{2} \frac{\partial^2}{\partial b^2} \nu(t, x, b)\right] + \frac{\lambda}{b_t} \alpha(t, x, b_t) \int_{\mathbb{R}} \left(\nu(t, x_t + z, b_t) - \nu(t, x_t, b_t)\right) \delta(z - \nu b_t) \, dz \, \Delta t
\]

with an initial condition $\nu(0, x(0), b(0)) = \nu(0, x_0, b_0)$.

Let the evolution operators $\{T_t\}_{t \in [0, \infty)}$ denote the family of flows associated with stochastic process $26$ By the existence and uniqueness of the solution to the initial-value problem $26$, as demonstrated in Lemma 2, the family of flows $\{T_t\}_{t \in [0, \infty)}$ constitutes semi-group properties (Kunita 1997), allowing us to define the infinitesimal generator $A$ of the semigroup $\{T_t\}_{t \in [0, \infty)}$ as

\[
A \nu := \lim_{t \to 0} \frac{T_t \nu - \nu}{t}.
\]

Thus, the infinitesimal generator $A$ of the flows defined in Equation 28 takes the following form:

\[
A \nu(t, x, b) := \left[(r x - c(\alpha_t)) \frac{\partial}{\partial x} \nu(t, x, b) + (\bar{b}_t - b_t) \frac{\partial}{\partial b} \nu(t, x, b) + \frac{\sigma^2}{2} \frac{\partial^2}{\partial b^2} \nu(t, x, b)\right] + \frac{\lambda}{b_t} \alpha(t, x, b_t) \int_{\mathbb{R}} \left(\nu(t, x + z, b) - \nu(t, x, b)\right) \delta(z - \nu b_t) \, dz \, \Delta t \to 0
\]

Let $m(t, x, b)$ be the density function at time $t$, and denote with $\langle \cdot, \cdot \rangle$ the $L^2$-inner product. The adjoint operator $A^*$ is defined as

\[
\langle A \nu, m \rangle = \langle \nu, A^* m \rangle
\]
When applying integration by parts to Equation 33 (Gaviraghi et al. 2017),
\[
\int_X B^t v(t, x, b) \, db \, dx + \int_X \int_B \frac{\partial m(t, x_i, b_i)}{\partial t} \, m(t, x_i, b_i) \, db \, dx + \int_X \int_B \frac{\partial m(t, x_i, b_i)}{\partial t} \, v(t, x_i, b_i) \, db \, dx ,
\]
(31)
while the right hand side of Equation 27 is
\[
\frac{d}{dt} E[v(t, x, b)] = \int_X \int_B m(t, x_i, b_i) \left[ \frac{\partial v(t, x_i, b_i)}{\partial t} + \left( r x_i - c(\alpha_i) \right) \frac{\partial}{\partial x_i} v(t, x_i, b_i) + (\beta_i - b_i) \frac{\partial}{\partial b_i} v(t, x_i, b_i) \right] \, db \, dx + \frac{\sigma^2}{2} \frac{\partial^2}{\partial t^2} v(t, x_i, b_i) + \frac{\lambda_i}{h_i} \alpha_i(t, x, b_i) \left( \int_B v(t, x_i - x, b_i) \, d\mu(z) - v(t, x_i - x, b_i) \right) \, db \, dx .
\]
(32)

Combining the results of Equations 31 and 32 we obtain
\[
\int_X \int_B \frac{\partial m(t, x_i, b_i)}{\partial t} \, v(t, x_i, b_i) \, db \, dx = \int_X \int_B m(t, x_i, b_i) \left[ \left( r x_i - c(\alpha_i) \right) \frac{\partial}{\partial x_i} v(t, x_i, b_i) + (\beta_i - b_i) \frac{\partial}{\partial b_i} v(t, x_i, b_i) \right] \, db \, dx + \frac{\sigma^2}{2} \frac{\partial^2}{\partial t^2} v(t, x_i, b_i) + \frac{\lambda_i}{h_i} \alpha_i(t, x, b_i) \left( \int_B v(t, x_i - x, b_i) \, d\mu(z) - v(t, x_i - x, b_i) \right) \, db \, dx .
\]
(33)

When applying integration by parts to Equation 33 (Gaviraghi et al. 2017), $A^*$ takes the following form:
\[
A^* m(t, x, b) := -\frac{\partial}{\partial x} \left[ (r x - c(\alpha_i)) m(t, x, b) \right] - \frac{\partial}{\partial b} \left[ (\beta_i - b_i) m(t, x, b) \right] + \frac{\sigma^2}{2} \frac{\partial^2}{\partial t^2} m(t, x, b) + \int_B \frac{\lambda_i}{h_i} \delta(z - x + k_i b) \, d\mu(z) - \frac{\lambda_i}{h_i} \alpha_i(t, x, b) m(t, x, b) .
\]
(34)

The decision of nodes and the evolution of the joint distribution of their wealth-token price process can be summarized using infinitesimal generators. Thus, we can use these generators to derive a Hamilton-Jacobi-Bellman equation and a Fokker-Planck equation.

### 2.2 Hamilton-Jacobi-Bellman Equation

In this subsection, we aim to define an operator to capture the phenomenon of each node solving stochastic control problem 21, subject to the underlying controlled jump-diffusion dynamics 26 for a given population distribution.

We can achieve this by applying Bellman’s principle of optimality and then working out the optimal control 20 backwards in time. To do so, define the value function
\[
v(0, x_0, b_0) := \sup_{\alpha_i} E \left[ \int_0^\infty e^{-r t} u(t, x_i, b_i, \alpha_i) \, dt \mid x(0) = x_0, b(0) = b_0 \right] .
\]
(35)

Inspired by the lemma proposed by [Li et al. 2019], which states that having more wealth gives nodes greater flexibility to choose their hashrates, we have made the following assumption.

**Assumption 8.** Fix a choice of $\alpha \in O(t)$, the value function $v(t, x, y)$ is finite and strictly increasing in wealth $x$, $\forall t \in [0, \infty)$.

The value function defined in Equation 35 satisfies Bellman’s principle of optimality
\[
v(t, x(t), b(t)) = \sup_{\alpha_i} \left\{ u(t, x, b, \alpha_i) \Delta t + e^{-r \Delta t} E[v(t + \Delta t, x_i + \Delta x_i, b_i + \Delta b_i)] \right\} ,
\]
(36)
where \(E[\cdot]\) is the expectation over wealth \(x(t + \Delta t)\) and token price \(b(t + \Delta t)\).

First, we substitute \(e^{-r\Delta t} = 1 - r\Delta t + \mathcal{O}(\Delta t^2)\) into Equation 36

\[
v(t, x(t), b(t)) = \sup_{\alpha_t} \left\{ u(t, x, b, \alpha) \Delta t + (1 - r\Delta t) E[v(t + \Delta t, x_{t+\Delta t}, b_{t+\Delta t})] \right\} + \mathcal{O}(\Delta t^2), \tag{37}
\]

and subtract \((1 - r\Delta t)v(t, x(t), b(t))\) from both sides to obtain

\[
v(t, x(t), b(t)) = \sup_{\alpha_t} \left\{ u(t, x, b, \alpha) \Delta t + (1 - r\Delta t) E[v(t + \Delta t, x_{t+\Delta t}, b_{t+\Delta t}) - v(t, x(t), b(t))] \right\} + \mathcal{O}(\Delta t^2) \tag{38}
\]

Then, dividing the above expression by \(\Delta t\), we find

\[
v(t, x(t), b(t)) = \sup_{\alpha_t} \left\{ u(t, x, b, \alpha) + (1 - r\Delta t) E\left[\frac{v(t + \Delta t, x_{t+\Delta t}, b_{t+\Delta t}) - v(t, x(t), b(t))}{\Delta t}\right] \right\} + \mathcal{O}(\Delta t) \tag{39}
\]

Taking the limit \(\Delta t \to 0\), Equation 39 yields

\[
r_v(t, x(t), b(t)) = \sup_{\alpha_t} \left\{ u(t, x, b, \alpha) + \frac{1}{\Delta t} E[v(t, x(t), b(t))] \right\} \tag{40}
\]

Using Equation 27, we obtain the Hamilton-Jacobi-Bellman equation:

\[
r_v(t, x, b) = \sup_{\alpha} \left\{ u(t, x, b, \alpha) + \left( r x - c(\alpha_t) \right) \frac{\partial}{\partial x} v(t, x, b) + \frac{\lambda}{h_k} \alpha(t, x, b) \left( \int_{\mathbb{R}} (v(t, x, z) - v(t, x, b)) \delta(z - x - k_b) dz - v(t, x, b) \right) \right\}
+ (b_t - b) \frac{\partial}{\partial b} v(t, x, b) + \frac{\sigma^2}{2} \frac{\partial^2}{\partial b^2} v(t, x, b) + \frac{\partial v(t, x, b)}{\partial t} \tag{41}
\]

The optimal control \(\hat{\alpha}_t\) maximizes the following objective:

\[
u(t, x, b, \alpha_t) + \left( r x - c(\alpha_t) \right) \frac{\partial}{\partial x} v(t, x, b) + \frac{\lambda}{h_k} \alpha_t \int_{\mathbb{R}} (v(t, x, z) - v(t, x, b)) \delta(z - x - k_b) dz. \tag{42}
\]

Thus, Equation 42 can be used to recover optimal control. Since the node’s expenditure has to be less than or equal to its wealth, we can refine the set of admissible Markovian feedback control in Equation 20 as

\[
O(t) := \left\{ \hat{\alpha}_t \geq 0 \ \big| \ \hat{\alpha}_t = \arg \max \left\{ u(t, x, b, \alpha_t) + \left( r x - c(\alpha_t) \right) \frac{\partial}{\partial x} v(t, x, b) + \frac{\lambda}{h_k} \alpha_t \int_{\mathbb{R}} (v(t, x, z) - v(t, x, b)) \delta(z - x - k_b) dz \right\} \right\}. \tag{43}
\]

In particular, the active nodes comprise the set

\[
O^*(t) := \left\{ \hat{\alpha}_t > 0 \ \big| \ \hat{\alpha}_t \in O(t) \right\}. \tag{44}
\]

Assumption 9 (Boundary Conditions). Assuming that the token price process is reflected at the line \(b = 0\) and \(b = \max(Y)\), one can show that this gives rise to the following boundary conditions for \(v\) in \(b\)-direction:

\[
\frac{\partial v(t, x, b)}{\partial b} \bigg|_{b=0} = \frac{\partial v(t, x, b)}{\partial b} \bigg|_{b=\max(Y)} = 0. \tag{45}
\]
Let \( \max(X) \) be large enough to obtain
\[
\frac{\partial v(x, b)}{\partial x} \bigg|_{x=\max(X)} = 0. \tag{46}
\]
Since nodes cease their mining if their wealth hits 0, so that the boundary condition with respect to the wealth dimension at \( x = 0 \) is chosen to be
\[
c(\alpha_t)\big|_{x=0} = 0. \tag{47}
\]

Remark. The viscosity solutions of Hamilton-Jacobi equations with such boundary conditions have been studied in Qi (2018). Here, it is convenient to introduce the Hamiltonian for Equation 41
\[
H(x, b, p) := \sup_{\lambda} \left\{ u(t, x, b, \alpha) + \left( rx - c(\alpha_t) \right) p + \frac{\lambda}{h} \int_{\mathbb{R}} \left( v(t, x, z) \delta(z - x - k_t b) \, dz - v(t, x, b) \right) \right\}. \tag{48}
\]

The non-decreasing and non-increasing envelopes \( H^+ \) and \( H^- \) of \( p \mapsto H(x, b, p) \) can be defined as
\[
H^+(x, b, p) = \sup_{\max(0, r x) \leq c(\alpha_t)} \left\{ u(t, x, b, \alpha) + \left( rx - c(\alpha_t) \right) p + \frac{\lambda}{h} \int_{\mathbb{R}} \left( v(t, x, z) \delta(z - x - k_t b) \, dz - v(t, x, b) \right) \right\},
\]
\[
H^-(x, b, p) = \sup_{0 \leq c(\alpha_t) \leq rx} \left\{ u(t, x, b, \alpha) + \left( rx - c(\alpha_t) \right) p + \frac{\lambda}{h} \int_{\mathbb{R}} \left( v(t, x, z) \delta(z - x - k_t b) \, dz - v(t, x, b) \right) \right\}.
\]

Similar to the method as presented in Achdou & Laurière (2020), it can be seen that
\[
H(x, b, p) = H^+(x, b, p) + H^-(x, b, p) - \min_{p \in \mathbb{R}} H(x, b, p).
\]

Thus, the boundary condition for the value function associated with the state constraint satisfies
\[
r v(t, 0, b) = \sup_{\alpha} \left\{ u(0, 0, b, \alpha) + H^+(0, y, \partial_x v|_{x=0}) \right\} + (b_t - b) \frac{\partial v}{\partial b} v(0, 0, b) + \frac{\sigma^2}{2} \frac{\partial^2 v}{\partial b^2} v(0, 0, b) + \frac{\partial v}{\partial t} v(t, 0, b). \tag{49}
\]

Overall, we can interpret the properties of the solution to the Hamilton-Jacobi-Bellman Equation 41 using the operator \( K \).

Definition 10. Define an optimal control operator
\[
K: [0, \infty) \times X \times Y \to [0, \infty) \times O,
\]
where
\[
K[m](t, x, b) = \left\{ \alpha(t, x, b) \in O \mid \text{value function } v \text{ satisfies Equation 41 and Equation 49 for a given distribution } m \right\},
\]
which captures the postulate that nodes will optimize their running payoffs when the distribution of other nodes is fixed.

2.3 Fokker-Planck Equation

Population behavior can be described through evolutionary distribution of nodes. In this subsection, we aim to define an operator to capture population behavior arising from nodes under optimal control.
First, using Equation 34 and letting \( \frac{\partial m(t,x,b)}{\partial t} = A^* m(t,x,b) \), we can get a Fokker-Planck equation, i.e.,

\[
\frac{\partial m(t,x,b)}{\partial t} = -\frac{\partial}{\partial x} \left[ \left( r_x - c(\alpha_1) \right) m(t,x,b) \right] - \frac{\partial}{\partial b} \left[ \left( h_t - b \right) m(t,x,b) \right] + \frac{\sigma^2}{2} \frac{\partial^2}{\partial b^2} m(t,x,b) + \int_0^\infty \alpha(t,x,z)m(t,x,z)dz - \frac{\lambda_t}{h_t} \alpha(t,x,b)m(t,x,b).
\]

with initial condition \( m(0,x(0),b(0)) = m_0(x_0,b_0) \).

**Assumption 11** (Boundary Conditions). For \( 0 \leq x \leq k_1b \), there is no density at \( x - k_1b \) jumping to \( x \). Thus, density \( m(t,x,b) \) satisfies the following boundary conditions

\[
\frac{\partial m(t,x,b)}{\partial t} = -\frac{\partial}{\partial x} \left[ \left( r_x - c(\alpha_1) \right) m(t,x,b) \right] - \frac{\partial}{\partial b} \left[ \left( h_t - b \right) m(t,x,b) \right] + \frac{\sigma^2}{2} \frac{\partial^2}{\partial b^2} m(t,x,b) - \frac{\lambda_t}{h_t} \alpha(t,x,b)m(t,x,b).
\]

We solve for \( m(t,x,b) \), where the sum of a measure is continuous with respect to a two-dimensional Lebesgue measure on \( (0,\infty) \times [0,\infty) \) with a density \( \tilde{m} \) and a measure \( \eta \) that is supported by the line \( \{ x = 0 \} \times [0,\infty) \):

\[
dm(t,x,b) = 2 \tilde{m}(t,x,b) dx db + d\eta(t,b).
\]

Thus, Equation 50 has a weak form for every test function \( \upsilon \):

\[
\int_{x>0} \int_{b>0} \tilde{m}(t,x,b) \left( H_\upsilon \left( x,b,\partial_x v(t,x,b),\partial_b v(t,x,b) \right) \partial_x v(t,x,b) + \left( h_t - b \right) \frac{\partial}{\partial b} v(t,0,b) \right) + \frac{\sigma^2}{2} \frac{\partial^2}{\partial b^2} v(t,0,b) \right) dx db = 0
\]

\[
\int_{b>0} \left( H_\upsilon^* \left( 0,b,\partial_x v(t,0,b),\partial_b v(t,0,b) \right) \partial_b v(t,0,b) + \left( h_t - b \right) \frac{\partial}{\partial b} v(t,0,b) \right) \frac{\partial^2}{\partial b^2} v(t,0,b) db = 0
\]

Hence, we can define the operator \( \mathfrak{M} \) in a way that corresponds to the solution to the Fokker-Planck Equation 50 and captures the phenomenon that a new distribution arises every time nodes use an optimal strategy.

**Definition 12.** Define a distribution evolution operator

\[
\mathfrak{M} : [0,\infty) \times O \times X \times Y \rightarrow [0,\infty) \times X \times Y
\]

where

\[
\mathfrak{M}[\hat{\alpha}](t,x,b) = \left\{ m(t,x,b) \left| \text{distribution } m \text{ satisfies Equation 50 and Equation 53 for given optimal control } \hat{\alpha} \right. \right\},
\]

maps a mean field control \( \hat{\alpha}(t,\cdot,\cdot) \) and the distribution of nodes’ states \( m(t,\cdot,\cdot) \) to a new distribution \( \mathfrak{M}(\hat{\alpha}(t,\cdot,\cdot), m(t,\cdot,\cdot)) \).

### 2.4 Mean Field Equilibrium

The composition of the two operators described in Definition 10 and Definition 12 leads to a fixed point, giving the MFE of the game. Because optimal control gives rise to dynamics involving a large number of nodes, a single node has a negligible effect on the game’s outcome as the number of nodes increases: the effect of other nodes on a single node’s payoff and fluctuations in motion dynamics will “average
out”. Thus, we expect that states remain roughly constant over time. To formalize this notion, we define MFE as follows:

**Definition 13** (Mean Field Equilibrium). The mean hashrate is called a Mean Field Equilibrium (MFE) of mean field game if and only if

\[
\hat{\alpha}_t = \int_X \int_B \hat{\alpha}(t, x, b)m(t, x, b) \, dx \, db,
\]

where \(\hat{\alpha}(t, \cdot, \cdot) \in \mathfrak{A}(m(t, \cdot, \cdot))\), and the invariant distribution \(m(t, \cdot, \cdot) \in \mathfrak{M}(\hat{\alpha}(t, \cdot, \cdot), m(t, \cdot, \cdot))\) is a fixed point of the operator

\[
\Phi : [0, \infty) \times X \times Y \to [0, \infty) \times X \times Y,
\]

such that

\[
\Phi \left( m(t, \cdot, \cdot) \right) = \mathfrak{M} \left( \mathfrak{A}(m(t, \cdot, \cdot)), m(t, \cdot, \cdot) \right).
\]

The MFE as described in Definition 13 is the solution to the time-dependent backward-forward system PDEs \(41\) and \(50\) with boundary conditions \(49\) and \(53\) and with parameters \(12, 17, 12, 25\), where the density \(m(t, x, b)\) satisfies the initial condition \(m(0, x(0), b(0)) = m_0(x_0, b_0)\); and the value function \(v(t, x, b)\) satisfies a terminal condition

\[
v(\infty, x, b) = v_\infty(x, b).
\]

The value function \(v_\infty(x, b)\) is the solution to the time-independent version of these system PDEs \(51\) and \(50\) when the state dynamics induced by \(\hat{\alpha}(\infty, \cdot, \cdot)\) and \(m(\infty, \cdot, \cdot)\) form an invariant distributions over the infinite-time horizon.

**Remark.** As \(t \to \infty\), the steady state will be reached when \(\frac{m(t, x, b)}{\partial t} \to 0\) and \(\frac{\partial m(t, x, b)}{\partial t} \to 0\). We denote the number of cumulated tokens to be \(K_\infty\), the number of block rewards to be \(k_\infty\), and the block arrival rate to be \(\lambda_\infty\), respectively, at the infinite-time horizon \(t \to \infty\), i.e.,

\[
K_\infty = \sum_{l=0}^{\infty} \frac{210000 \times 50}{2^l} \to 2.1 \times 10^7; \quad k_\infty = 50 \left( \frac{1}{7} \right)^{\hat{\lambda}_\infty} \to \hat{k} \to \hat{k}; \quad \lambda_\infty = \frac{1}{600} \left( \frac{1 - \frac{\sqrt{1 - \frac{2016}{2 \lambda_\infty}}}{\sqrt{1 - \frac{2016}{2 \lambda_\infty}}} \right) \to \frac{1}{600}
\]

Substituting token price \(17\) and reward arrival intensity \(12\), the system of time-independent PDEs becomes

\[
\begin{cases}
\rho v_\infty(x, b) = \sup_a \left\{ u(t, x, b, \alpha_\infty(x, b)) + \left( r_x - c(\alpha_\infty(x, b)) \right) \frac{\partial}{\partial x} v_\infty(x, b) + \frac{\lambda_\infty}{\alpha_\infty M} v_\infty(x, b) v_\infty(x + k_\infty b, b) \right\} \\
- \frac{\lambda_\infty}{\alpha_\infty M} \alpha_\infty(x, b) v_\infty(x, b) + \left( \frac{\beta c(\alpha_\infty M)}{\alpha_\infty M} - b \right) \frac{\partial}{\partial x} v_\infty(x, b) + \frac{\sigma_x^2}{2} \frac{\partial^2}{\partial x^2} v_\infty(x, b) \\
\hat{\alpha}_\infty = \arg \max_a \left\{ u(t, x, b, \alpha_\infty(x, b)) + \left( r_x - c(\alpha_\infty(x, b)) \right) \frac{\partial}{\partial x} v_\infty(x, b) + \frac{\lambda_\infty}{\alpha_\infty M} \alpha_\infty(x, b) v_\infty(x + k_\infty b, b) \right\} \\
0 = - \frac{\partial}{\partial x} \left[ \left( r_x - c(\hat{\alpha}_\infty(x, b)) \right) m_\infty(x, b) \right] + \frac{\beta c(\alpha_\infty M)}{\alpha_\infty M} - b \right) m_\infty(x, b) + \frac{\sigma_x^2}{2} \frac{\partial^2}{\partial x^2} m_\infty(x, b) \\
+ \frac{\lambda_\infty}{\alpha_\infty M} \alpha_\infty(x - k_\infty b, b) m_\infty(x - k_\infty b, b) - \frac{\lambda_\infty}{\alpha_\infty M} \alpha_\infty(x, b) m_\infty(x, b) \\
\hat{\alpha}_\infty = \int_X \int_B \hat{\alpha}_\infty(x, b) m_\infty(x, b) \, dx \, db.
\end{cases}
\]

(55)
The MFE defined above fully characterizes the evolution of the mining game. The numerical method for solving the MFE has been well-developed. Here, we apply a methodology based on finite difference schemes as presented in Achdou & Laurière (2020). The steps are organized as follows:

**Step 1** Use finite difference schemes to solve the system of time-independent PDEs iteratively, for a steady terminal condition at the infinite time horizon $t \to \infty$.

**Step 2** Initialize $\bar{\alpha}(t)$, and for each time iteration

(I) Solve for the value function $v(t, x, b)$ in the Hamilton-Jacobi-Bellman Equation 41, which runs backwards in time with terminal condition $v^\infty(x, b)$, as solved in Step 1.

(II) Recover the optimal control $\hat{\alpha}(t, x, b)$ using Equation 58 with the value function $v(t, x, b)$, as solved in Step 2 (I).

(III) Solve for the density function $m(t, x, b)$ in the Fokker-Planck Equation 50 using the optimal control $\hat{\alpha}(t, x, b)$ from Step 2 (II), which runs forward in time with an initial condition $m_0(x_0, b_0)$.

(IV) For each time iteration, introduce a parameter of inertia, $w \in [0, 1)$, to reduce oscillations in searching for the equilibrium (here we set $w := \|\bar{\alpha}(t)^{\text{new}} - \bar{\alpha}(t)\|_\infty$ for fast convergence); and update the mean hashrate $\bar{\alpha}(t)$ according to

$$\bar{\alpha}(t)^{\text{new}} := w\bar{\alpha}(t) + (1 - w) \int_{\mathbb{R}} \int_{\mathbb{R}} \hat{\alpha}(t, x, b)m(t, x, b) \, dx \, db,$$

using the optimal control $\hat{\alpha}(t, x, b)$ from Step 2 (II) and the density function $m(t, x, b)$ from Step 2 (III).

**Step 3** Repeat Step 2 with $\bar{\alpha}(t) = \bar{\alpha}(t)^{\text{new}}$ until convergence results.

In the next section, we will demonstrate a numerical result for this MFE and test if mappings $\Psi$ and $\pi$ in the Bitcoin consensus protocol, as described in Problem 4, is well designed.

### 3 Results

In this section, we use mappings $\Psi$ and $\pi$ in the Bitcoin consensus protocol (as described in Section 1.1), as well as estimated parameters in Game 6 to demonstrate a numerical result for the MFE (as described in Section 2.4). We also analyze mining profitability and blockchain security for this equilibrium, and discuss whether the Bitcoin consensus protocol is well designed.

#### 3.1 Parameter Estimation

Let the time to start mining ($t = 0$) be 03-Jan-2009 13:15:00. For simplicity, we have altered the timescale from seconds to fortnights when presenting a numerical solution. Assume the interest rate is 2% per annum, which can be rescaled to $r = 7.67 \times 10^{-4}$ per fortnight. Set $I = 200$ discrete points...
in the wealth dimension and \( J = 220 \) points in the token price dimension. Let \( \Delta x = 5 \times 10^{13} \) and \( \Delta b = 4.6 \times 10^{13} \) denote the equal distance between grid points.

\[
\Delta x = 5 \times 10^{13}, \quad \Delta b = 4.6 \times 10^{13}
\]

We conducted an extensive and holistic review of the literature, extracting data from peer-reviewed scientific publications (Pathirana et al. 2019, Hayes 2017), and mining machine stores websites, to thoroughly investigating mining hardware efficiencies. By assuming that mining hardware converts electricity into hashing computation at the highest possible rate, mining hardware efficiencies can be calculated by taking the ratio of power consumption data to the corresponding hashrate it produces. Given that the resulting ratio decreases exponentially over time, we plotted this efficiency data in a log scale over the timeline, as demonstrated in Figure 5a. From the fitted curve, the coefficients are \( -0.04 \in [-0.05, -0.03] \) and \( -12.88 \in [-14.16, -11.61] \) with 95% confidence bounds. Thus, the average energy efficiency of mining hardware at the initial time is estimated to be \( e^{-12.88} = 2.55 \times 10^{-6} \) (W per TeraHash/Fortnight), and the technology discount rate is estimated to be 0.04 (per Fortnight).

Assuming that nodes study the relationship between revenue and their hashrate over time, we collected real data from 1449 different nodes as well as from reputable commercial sources (such

\footnote{Special thanks to ListedReserve Pty Ltd for providing a rich data source}
as blockchain.com) to estimate how much revenue each unit of TeraHashes can yield. A curve fitting tool was applied as shown in Figure 5b; the coefficients are $132.8 \in [102.9, 162.8]$ and $1.19 \times 10^5 \in [4.22 \times 10^4, 1.95 \times 10^5]$ with 95% confidence bounds. Our findings suggest that the expected revenue can be expressed in the form of $\theta_1 \log(\alpha_t + \theta_2) + \theta_3$.

Moreover, by assuming that the primary ongoing cost of mining is driven by the sum of the cost of electricity and the cost of updating mining equipment, we plotted the ongoing cost over the timeline. Notably, the growth rate is approximately linear, as depicted in Figure 5c. In the fitted curve, the coefficients are $9.05 \times 10^{-12} \in [9.04 \times 10^{-12}, 9.05 \times 10^{-12}]$ and $3.32 \times 10^{-8} \in [3.32 \times 10^{-8}, 3.32 \times 10^{-8}]$ with 95% confidence bounds. This shows that mining software and hardware are exponentially improving at the rate of technological progress over the time horizon. The linear cost growth in Figure 5c is negligible compared to the exponential growth rate of technological progress. The cost of the hashrate discounted at the rate of technological progress is the product of the primary ongoing cost $3.32 \times 10^{-8}$ (Million USD / W Fortnight) and the average energy efficiency of mining hardware $2.55 \times 10^{-6}$ (W per TeraHash / Fortnight) at the initial time, which gives $c = 8.43 \times 10^{-14}$ (Million USD per TeraHash).

For simplicity, we have also assumed the cost function to be linear $c(\alpha) = c\alpha$. Given the lowest possible price for the energy required and the most efficient equipment (as described above), the utility (in Million USD) can be written as the difference between revenue and cost, which is represented as

$$u(\alpha_t) = 132.82 \log(\alpha_t + 1.19 \times 10^5) - (8.43 \times 10^{-14})\alpha_t - 1551.86.$$  \hspace{1cm} (57)

The utility function (57) is concave, as demonstrated in Figure 6.

Using Definition 43, the optimal control hashrate can be written as

$$\hat{\alpha}_t = \arg \max \left\{ \theta_1 \log(\alpha_t + \theta_2) + \theta_3 - c\alpha_t + (rx - c\alpha_t) \frac{\partial}{\partial x} v(x, b) + \frac{\lambda_t}{h_t} \left( (x + k_t b, b) - v(x, b) \right) \right\}.$$  \hspace{1cm} .

Taking the derivative with respect to optimal control renders a result that is equal to 0.

$$\frac{\theta_1}{\alpha_t + \theta_2} - \frac{c}{\alpha_t} \frac{\partial}{\partial x} v(x, b) + \frac{\lambda_t}{h_t} \left( (x + k_t b, b) - v(x, b) \right) = 0.$$  \hspace{1cm} (21)
We can recover the optimal control:

\[
\hat{\alpha}_t = \frac{\theta_1}{c + c \frac{\partial}{\partial x} v(x, b) + \frac{\partial}{\partial b} (v(x, b) - v(x + k_t b, b))} - \theta_2. \tag{58}
\]

A node with negative wealth does not possess resources to mine. We may apply a constraint that renders a node with zero optimal hashrate as inactive. Thus, for active nodes, we obtain

\[
O(t) = \left\{ \hat{\alpha}(x, b, t) > 0 \mid \hat{\alpha}(x, b, t) = \frac{\theta_1}{c + c \frac{\partial}{\partial x} v(x, b) + \frac{\partial}{\partial b} (v(x, b) - v(x + k_t b, b))} - \theta_2 \right\}. \tag{59}
\]

To analyze the fixed point of the mapping described in Definition 13, we tested our model with an increasing node growth model \( M(t) = ax^b \) in the form of a power function, as shown in Figure 5d. In the fitted curve, the coefficients are \( 6.58 \times 10^{-3} \in [4.29 \times 10^{-3}, 8.87 \times 10^{-3}] \) and \( 4.00 \in [3.94, 4.06] \) with 95\% confidence bounds. We remark that modeling the number of nodes is a separate issue, which is beyond the scope of the current paper.

3.2 Mean Hashrate

A converged MFE consists of a long-run steady state as well as short-run dynamics, as shown in Figure 7. This figure represents the dynamic of computational power devoted to blockchain mining, which is measured by the number of trillion hashes computed per fortnight (TeraHash/Fortnight).

![Converged mean hashrate over time](image)

**Figure 7:** Converged mean hashrate over time, as described in definition 13. The discounted hashrate has increased from \( 1.23441099 \times 10^{17} \) to \( 1.23441105 \times 10^{17} \). The increment is approximately \( 5.82 \times 10^9 \) TeraHash.

The mean hashrate is non-decreasing over time, as shown in the blue line. This trend may be caused by the influence of market forces as new nodes enter the market to compete for rewards. As the number of nodes increases, the total hashrate will increase. The expected reward arrival rate and the amount of reward are adjusted in real time by the total hashrate. Changes in this hashrate may cause mining to be more or less profitable, and nodes will react by investing computational power accordingly as they pursue rewards.

As we mentioned in Game 6 item (I), this hashrate represents the hashrate discounted by the rate
of the technological progress, which is equivalent to how much older generations of hardware can compute for the same cost. An increase in this discounted mean hashrate over time makes the underlying blockchain more secure, even though technological advancement in computational hardware is improving at an exponential rate.

The initial mean hashrate is designated in the PoW protocol, as given in Equation 13 requiring a large amount of the hashrate at the initial time period to build a secure blockchain. In reality, the mean hashrate of the Bitcoin blockchain did not have such large amounts available in the early days. However, it was an innovative product, and people did not think that it would be valuable enough to be attacked. By the time everyone thought it was, the strength of the Bitcoin network was already sufficiently resilient to attacks (Antonopoulos 2017).

3.3 Density Evolution

Population behavior in the MFE can be described through the evolution of density distribution. For any given initial probability density function $m_0(x_0, b_0)$, the stationary distribution of active nodes at the terminal time can be found by solving time-independent PDEs as shown in Figure 8.

Figure 8: (a) The stationary wealth-token price distribution of active nodes at the terminal time. (b) and (c) demonstrated the side views of (a).
The two-dimensional initial density is assumed to be accumulated at \( b_0 = 0 \) in the token price dimension and has an exponential distribution in the wealth dimension

\[
m_0(x_0, b_0) = \left(\frac{1}{\Delta x}\right) e^{-\frac{x_0}{\Delta x}}.
\]  

(60)

Each node optimizes its total utility by solving a dynamic programming problem and recovering the optimal control from the value function. As every node uses its optimal control, a better recovery for the evolution of the density distribution is obtained. The collection of the resulting density distributions evolves with the optimal control strategy of each node over time, which is demonstrated in Figure 9.

\[\text{(a)}\]  
\[\text{(b)}\]  
\[\text{(c)}\]  
\[\text{(d)}\]

Figure 9: Evolution of the density function for active nodes over time. (a), (b), (c) and (d) show the evolution of the density function for active nodes in years 2040, 2072, 2104, and 2136, respectively.

In the token price dimension, distribution is driven by a mean reversion OU-process and is dependent on the current token price value. The total hashrate acts as an equilibrium level for the process. Since the token price process is not directly controlled by individual nodes, we can reduce the dimensions of the state variables and focus on the evolution of the marginal density function with respect to the wealth state, as demonstrated in Figure 10.
Figure 10: Marginal distribution with respect to the wealth state, as plotted on a timeline. The majority of nodes lost their wealth and thus moved towards the left in the wealth marginal distribution. The ergodic measure $m$ has a singularity on line $x = 0$ in the wealth dimension, shaded in gray, which represents inactive nodes that have insufficient wealth and hence zero optimal controls. While a smaller number of active nodes, who had more money originally, shaded in colors, moved to the right—that is, active nodes accumulated greater wealth over time.

Figure 10 illustrates that competition reduces the concentration of wealth as the number of nodes increases over time. This is because increases in competition are a source of risk to nodes and reduce their chances of gaining a reward, thereby diminishing the value of their wealth. Thus, the majority of the nodes becomes inactive and moves to the left of the wealth marginal distribution, forming a big spike.

Compared with the initial distribution, Figure 10 also indicates the wealth of rich active nodes increases at a greater rate than poorer active nodes. There are a few studies on user behavior and wealth accumulation in the Bitcoin network that suggest the rich have indeed become richer (Gupta & Gupta 2017). Our numerical results agree with this phenomenon, suggesting that steps should be taken to curb such wealth accumulation in the network.

Wealth marginal distributions are further investigated in Figure 11. The active nodes of Figure 10 are plotted on a normalized log scale in Figure 11a, which shows that the wealth marginal distribution of the Bitcoin blockchain is skewed. We then compare our results to real world information. Given that the Bitcoin blockchain is a public data structure, we may estimate the distribution of wealth across all known Bitcoin addresses from publicly available blockchain information. This is plotted in blue stars Figure 11b. When making this comparison, it becomes clear that the shape of equilibrium distribution, as shown in the red line, resembles that of the real world data (plotted in blue stars). We cannot draw any stronger conclusions, because the data in Figure 11b does not indicate which nodes those wallet addresses belong to; multiple wallet addresses may be controlled by the same node.

3The website such as https://bitinfocharts.com/top-100-richest-bitcoin-addresses.html that tracks the distribution of Bitcoin across all known Bitcoin addresses.
Figure 11: (a) Evolutionary distribution on a log scale demonstrates that wealth distribution in the Bitcoin blockchain is skewed. (b) Comparing MFG equilibrium distribution (plotted in the red line) to real world Bitcoin wealth distribution data on 19th Dec, 2020 (plotted in blue stars).

3.4 Mining Profitability

The equilibrium optimal control discounted hashrate is approximately $1.58 \times 10^{15}$ TeraHashes for active nodes. To estimate the instantaneous expected utility, we may input this hashrate into Equation 57. The resulting output is approximately 2963.21 USD. This means that mining is always profitable for active nodes who operate at the MFE of our model.

Further, we can estimate the number of active nodes at the equilibrium by using

$$\text{Number of Active Nodes} = M(t) \int_B \int_X m(t,x,b) \mathbb{1}_{(t,x,b) \in \mathcal{O}(t)} \, dx \, db,$$

where the density function is illustrated in Figure 10 and the equilibrium optimal control is in feasible set $\mathcal{O}$. The estimated number of active nodes over time is plotted in Figure 12.

Figure 12: Number of nodes at MFE, as plotted on a timeline. The number of active nodes is obtained by using Equation 61 (illustrated in blue); the number of inactive nodes is illustrated in red.

Even though the majority of nodes lose their wealth and become inactive over time, there is still...
an increase in active nodes. This represents the profitability of mining, and therefore the incentives for entering the mining market. Hence, the MFE contributes to the security of blockchain.

3.5 Blockchain Security

Blockchain security is measured by the total hashrate that protects a record of valid transactions (Gervais et al. 2016). The most common attack is called the 51% attack, a situation in which an attacker, who controls a majority of the hashrate, is probabilistically able to take over 50% or more of the new block creation, or even double spend through rewriting part of the blockchain. Nakamoto (2008) uses a double spend race analysis and demonstrates the exponential decay on the number of block confirmations for an attacker to quickly become computationally impractical. Grunspan & Pérez-Marco (2017) gives a closed-form formula for the probability of success of a double spend attack using a regularized incomplete beta function. A finer risk analysis on the probability of hashrate percentage to launch an attack is provided in the result table of Grunspan & Pérez-Marco (2018). Consequently, we can use above results to analyze such attacks by calculating the cost of launching an attack using

\[
\text{Percentage of the Total Hashrate Controlled by Attacker} \times \text{Number of Active Nodes} \times c\bar{\alpha},
\]

and estimating the likelihood that nodes, like those in the wealth distribution of Figure 10, can own majority of the total hashrate as it evolves over the time horizon. As expected, Figure 7 depicts the increase in equilibrium mean hashrate. This makes it more expensive to control hashrate over time and therefore increases the security of the blockchain. The result is demonstrated in Figure 13.

Figure 13: The cost for attackers to control different percentage of the total hashrate over time. A list of colors in legend is assigned to the cost to control 10%, 15%, 20%, 25%, 30%, 35%, 40% and 45% of the total hashrate respectively. The result shows it becomes more expensive to control hashrate over time, while the corresponding success probability is discussed in Nakamoto (2008).

Overall, if mining is profitable at the equilibrium (as discussed in Section 3.4), and if the nodes in the network are unlikely to have the ability to launch attacks at the equilibrium (as discussed in Section 3.5), then the blockchain can be regarded as secure. Consequently, if the blockchain is secure
and ensures a decreasing inflation rate (Mechanisms (I)-(II)), then the blockchain's consensus protocol is well designed. Generally, if people have faith in the security of the blockchain, then they will perceive the blockchain token as inherently valuable. Such a belief will catalyze the onset of a large number of decentralized nodes that invest resources (e.g., computing power) into maintaining the blockchain. This interdependence indirectly circulates and converts dollars into blockchain token value by creating a healthy mining ecosystem within the consensus protocol design (Narayanan et al. 2016). In this way, the consensus protocol acts as a mechanism for propagating the MFE over time.

4 Conclusion

This paper started by formulating a consensus protocol design problem. We built a framework for a PoW protocol as an example to demonstrate a game theory approach to the problem. The traditional game theory approach makes MPE solutions complex; instead, we used a mean field game approximation and simplified the stochastic differential game model. The problem can be broken down into two coupled PDEs: where an individual node’s optimal control paths are analyzed through solving a Hamilton-Jacobi-Bellman equation; and where the evolution of the joint distributions of wealth and token price are characterized by a Fokker-Planck equation. We developed efficient numerical methods to compute both steady states at an infinite-time horizon and with time-dependent evolutionary distributions, and used real-time optimal control for each individual node. Our results demonstrate that the existence of the MFE represents the computational power devoted to building blocks in the Bitcoin blockchain. This MFE is a reliable approximation of a rational node’s behavior, in the sense that when other nodes use the MFE optimal controls in a finite stochastic differential game, the node’s best response is also to use the same optimal control. The MFE thus governs the security of the underlying blockchain. Hence, the consensus protocol in the Bitcoin blockchain can be regarded as well posed. In conclusion, we can view blockchain as a mechanism that operates in a decentralized setup and propagates the MFE over time. This can help us to gain a deep understanding of a blockchain’s potential and limitations. In future research, this method may be used to explore related problems, including, but not limited to, ones concerning design transaction fees or centralization issues in blockchain networks. Our framework can also be extended to more complex structures, or higher state dimensions. Further studies may explore numerical methods, such as deep learning and stochastic optimization techniques, to solve these type of mean field forward-backward stochastic differential equations.
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Appendices

A Proof-of-Work Protocol

In the Bitcoin blockchain, the game selects nodes in proportion to the amount of work done by the computing power devoted to building blocks, which is called the Proof-of-Work (PoW) protocol. This is intuitive because when all new transactions are broadcast to the network of nodes, the validity of those transactions as well as the new block needs to be verified by numerous confirmations. This requires work to be done. Defining a measurement for the amount of work done by computational power devoted to building blocks is equivalent to attempting a brute-force search of possible inputs to a cryptographic hash function whose output is trivial to verify but is computationally infeasible to invert. The Bitcoin blockchain chose the SHA256 Hash Function, something moderately hard that ensures the security of the blockchain (Gilbert & Handschuh 2004). SHA-256 is a cryptographic hash function that maps a string of arbitrary text to a bit array of a fixed size

\[
\text{SHA-256 : a string of text} \rightarrow \mathbb{Z}^+ \cup \{0\} \rightarrow \{0, 1, \ldots, 2^{256} - 1\}
\]

Details of the work need to be done for maintaining one’s own replica of the blockchain C, are listed in following steps (Nakamoto 2008): 1) verifying the validity of the new transactions and passing them to neighbours in the network; 2) building block \(B(n)\) of new transactions according to consensus protocol \(C\), and broadcasting the proposed block to the network; 3) verifying the proposed block according to consensus protocol \(C\); 4) Nodes express their acceptance of the new block by working on creating the next block in the chain, using the hash of the accepted block as the previous hash for the new block they are mining.
such that for any given binary representation of the string $y$ in the codomain $\{0, 1\}^{256}$ of SHA-256, it is computationally infeasible to find the element of pre-image $\text{SHA-256}^{-1}(y)$. That is, for mining each block, the only way to find a message that produces a given hash is to attempt a brute-force search of possible inputs to see if they produce a match. Hence, we can use above function to define a measurement.

**Mechanism 14** (Measurement Mechanism in the PoW Protocol). $\Psi$ in Equation 9 is chosen to be the PoW measurement $\alpha : C \rightarrow O$, which represents the computational power that a node invests in trying to solve the following puzzle:

1. Find a nonce such that the following inequality holds:

$$\text{SHA-256} \left( \text{SHA-256} \left( \langle \text{Merkle root} , \text{previous block's hash} , \text{timestamp} , \text{nonce} \rangle \right) \right) < \text{target} \quad (62)$$

2. Search for a correct nonce in Equation 62 repeatedly until someone finds and publishes the block.

3. When a block is published to the network, all nodes verify the validity of a new block and expands its local replica of blocktree $C_i$ with the new valid block:

$$g(\Psi^{-1}(O)) := \left\{ C_j \mid j = \arg\max_{i \in \{1, 2, \ldots, M\}} \alpha \right\}. \quad (63)$$

Each hash can be seen as an independent trial; in each trial, at time $t$, a nonce is selected and the block header is hashed, during which the node samples a value from a discrete uniform distribution with range $[0, 2^{256} - 1]$. The difficulty $d(t)$, which is recorded in the header of every block represents how hard it is to mine a block compared with the original target. The target at time $t$ is defined as $2^{224} d(t)$. For each node, the probability of solving the block is the cumulative probability of selecting a value from $[0, 2^{224} d(t)]$ from all $2^{256}$ possible choices (Bowden et al. 2018), which is $\frac{2^{224}}{2^{256}} \div 2^{256} = 1 - \frac{1}{2^{32} d(t)}$. For every trial.

When $M(t)$ nodes are mining simultaneously, which can be modeled by a geometric distribution with a probability of success, there is

$$1 - \left(1 - \frac{1}{2^{32} d(t)}\right)^{M(t)} \quad (64)$$

for every trial.

After choosing $\Psi$ as the PoW measurement, we need to design the payoff function $\pi$ by releasing rewards into the blockchain so that nodes to participate in the game; at the same time, we can also

---

5This condition means when put 80-byte block header described in Equation 1 and take 256-bit cryptographic hash function of this whole string twice, then the hash output has to be less than a given 256 bit integer target. In the rare case that the hash is less than the current target, the block is valid and is appended to the node’s blockchain. In the far more likely case that the hash is not less than the current target, the nonce is changed and the hash is recomputed. Since this problem can only be solved by brute-force, more computing power will speed up the resolution.

6The nonce will be published as part of block.

7In the case of fork chain selection, nodes may resolve their inconsistency by setting their chain to be the longest chain.
design the intensity of the block arrival process, as described in Equation 2 and the inflation rate of the
token in this blockchain.

**Mechanism 15** (Reward Mechanism in PoW Protocol). *In the Bitcoin blockchain, the reward is designed as follows:*

1. **A mining difficulty adjustment is made in order to maintain stability in the blockchain**
   - mining difficulty dynamically adjusts every 2016 blocks \[
   d_s = \frac{1209600d_{s-1}}{t_{2016s} - t_{2016(s-1)}} \text{ with } d_0 := 1
   \] (65)

2. The creator of a new block can choose a recipient address for block rewards in Bitcoin. These include
   - a coin-creation transaction which starts at 50 and set to halve continually every 210,000 blocks until it reaches 0
   - transaction fees, which are purely voluntary (much like a tip).

For each time segment of 2,016 blocks denoted \( s \), the probability of solving the block × total hashes over the time segment \((t_{2016(s-1)}, t_{2016s})\) = 2016 successful blocks, applying Equation 64 we get

\[
\left(1 - \left(1 - \frac{1}{2^{32d_s}}\right)^{M(t)}\right)H_s = 2016
\] (66)

where the total hashes over time segment \((t_{2016(s-1)}, t_{2016s})\) is defined to be

\[
H_s := \int_{t_{2016(s-1)}}^{t_{2016s}} h(t) \, dt \text{ where } h(t) := \sum_{i \in \{ 1, 2, \ldots, M(t) \}} \alpha_i(t).
\]

Rearranging Equation 66 we get

\[
d(t)_{t \in (t_{2016(s-1)}, t_{2016s})} = d_s = \frac{1}{2^{32} \left(1 - \frac{M(t)}{\sqrt{1 - \frac{2016}{H_s}}}\right)}
\] (67)

From Mechanism [15 Item 1] rearranging Equation 65 gives

\[
\frac{2016}{t_{2016s} - t_{2016(s-1)}} = \frac{d_s}{600d_{s-1}}
\] (68)

Substituting Equation 67 into Equation 68, a block arrival process over time interval \((t_{2016(s-1)}, t_{2016s})\) can be viewed as a non-homogenous Poisson process \{\( N(t) \)\} \( t \geq 0 \) with an expected block arrival rate

\[
(\lambda_t)_{t \in (t_{2016(s-1)}, t_{2016s})} = \frac{2016}{t_{2016s} - t_{2016(s-1)}} = \frac{1}{600} \left(1 - \frac{M(t)}{\sqrt{1 - \frac{2016}{H_s}}}\right)
\] (69)

\[8\]The previous 2016 blocks is found at an average block arrival rate of 1 blocks every 10 mins
Note that \( d_0 := 1 \) and Equation 67 gives the initial condition

\[
H_0 := \frac{2016}{1 - \left(1 - \frac{1}{2^{32}}\right)^{M(t)}},
\]

Mechanism [15][item 2] is designed to control the inflation. Define \( L := \{1, \ldots, 32\} \) time intervals, such that each time interval \( l \in L \) includes 210000 blocks. Thus the number of block reward at time \( t \) can be written as

\[
k(t) = 50 \left( \frac{1}{2} \right)^l + \bar{k} \tag{70}
\]

where

\[
l = \left\lfloor \frac{2016N_t}{210000} \right\rfloor
\]

and \( \bar{k} \in [0, 1] \) is a small transaction fees paid in units of tokens. Hence the number of cumulated tokens in circulation is

\[
K(t) = (210000 \times 50) \left( 1 - \left( \frac{1}{2} \right)^l \right) + (2016 - \text{mod}(210000l, 2016)) \left( 50 \left( \frac{1}{2} \right)^l \right) \tag{71}
\]