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ABSTRACT
Federated recommendation applies federated learning techniques in recommendation systems to help protect user privacy by exchanging models instead of raw user data between user devices and the central server. Due to the heterogeneity in user’s attributes and local data, attaining personalized models is critical to help improve the federated recommendation performance. In this paper, we propose a Graph Neural Network based Personalized Federated Recommendation (PerFedRec) framework via joint representation learning, user clustering, and model adaptation. Specifically, we construct a collaborative graph and incorporate attribute information to jointly learn the representation through a federated GNN. Based on these learned representations, we cluster users into different user groups and learn personalized models for each cluster. Then each user learns a personalized model by combining the global federated model, the cluster-level federated model, and the user’s fine-tuned local model. To alleviate the heavy communication burden, we intelligently select a few representative users (instead of randomly picked users) from each cluster to participate in training. Experiments on real-world datasets show that our proposed method achieves superior performance over existing methods.

CCS CONCEPTS
• Information systems → Recommender systems.
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1 INTRODUCTION
Federated recommendation aims to help users filter out useful information while keeping users’ personal data private. Following the principles in federated learning [11], federated recommendation exchanges recommendation models, instead of raw data, between user devices and the central server. This new distributed learning paradigm has found applications in content recommendations [1, 15], mobile crowdsourcing task recommendations [7, 19], and autonomous driving strategy recommendations [14].

Several classic recommendation algorithms have been extended to the federated setting, such as federated collaborative filtering [2, 12], federated matrix factorization [3, 5, 9], and federated graph neural networks (GNN) [17]. However, these works have two drawbacks. First, they use the same aggregated recommendation model for all the users, ignoring the heterogeneity of the users (e.g., non-IID data distribution, different levels of computing resources). Second, they require model exchanges between the server and all the users for federated learning, incurring high communication costs.

To address the above issues, we propose a graph neural network based Personalized Federated Recommendation (PerFedRec) framework. PerFedRec learns user representations from user/item attributes and collaborative information (i.e., user-item interaction) via a GNN, and group similar users into clusters based on user representation. Then each cluster attains a cluster-level federated recommendation model, and the server attains a global model. Finally, each user combines its local model, the cluster-level model, and the global model to obtain a personalized model. Importantly, the representation learning, user clustering, and model adaptation are done jointly instead of independently.

In addition to personalization, our proposed PerFedRec framework alleviates the heavy communication burden by judiciously picking a few representative clients in each cluster in the training of the global model. This “user dropout” could save communication costs in critical scenarios, such as (autonomous) driving strategy recommendations where wireless bandwidth is limited and long time delay is prohibitive. To sum up, our contribution is threefold.

• We propose a joint representation learning, user clustering, and model adaptation framework in federated recommendation to
achieve personalized recommendation, which adapts to the heterogeneity of users’ local data and resources. We show that representations, learned by a GNN from users’ collaborative and attribute information, are helpful to cluster similar users and learn personalized models.

- We carefully pick a few representative users from each cluster to participate in training. This approach reduces communication costs, and is especially suitable for applications with limited bandwidth and low latency requirement.
- Our proposed approach improves the performance of state-of-the-art baselines on several real-world datasets.

2 PROBLEM FORMULATION

We consider a federated recommendation system consisting of a central server and N distributed users, each with a $d_{ua}$-dimensional attribute $u_n \in \mathbb{R}^{d_{ua}}$, $V_n \in [N]$. There are M items, each with a $d_{ia}$-dimensional attribute $i_m \in \mathbb{R}^{d_{ia}}$, $V_m \in [M]$, to be recommended in the system. Each user has some historical interactions with items (e.g., rating the items). However, the users’ historical interactions and attributes cannot be observed by the central server due to users’ privacy concerns. Therefore, only recommendation models, instead of user data, can be exchanged between the server and the user devices. Under such constraints, the system aims to train personalized recommendation models for different users.

3 OUR PROPOSED FRAMEWORK

Our proposed PerFedRec framework consists of a user-side end-to-end local recommendation network and a server-side clustering based aggregator. The overall architecture is shown in Fig. 1.

3.1 User-Side Local Recommendation Network

Our proposed user-side local recommendation network has three modules: a raw embedding module, a local GNN module, and a personalized prediction module.

- **Raw Embedding Module.** This module pre-processes user and item attributes. Via an attention mechanism, it combines attribute information with collaborative information (i.e., user-item interactions) to generate inputs to the local GNN module. Formally, the collaborative information for user $n$ and item $m$ is denoted by a $d$-dimensional ID embedding $E_{i\text{du},n} \in \mathbb{R}^{d}$ and $E_{i\text{di},m} \in \mathbb{R}^{d}$, respectively. These embeddings are initialized randomly and updated based on user-item interactions during training. The attributes of user $n$ and item $m$ are passed through a linear layer and a feature crossing layer to generate the attribute embeddings $E_{\text{f}u, n} \in \mathbb{R}^{d}$ and $E_{\text{f}i, m} \in \mathbb{R}^{d}$, respectively:

\[
\begin{align*}
E_{\text{f}u, n} &= W_{\text{f}u, n} u_n + b_{\text{f}u, n}, \\
E_{\text{f}i, m} &= W_{\text{f}i, m} i_m + b_{\text{f}i, m}, \\
E_{\text{f}u, n} &= \text{FeatureCrossing}(E_{\text{f}u, n}), \\
E_{\text{f}i, m} &= \text{FeatureCrossing}(E_{\text{f}i, m}),
\end{align*}
\]

where $W_{\text{f}u, n}, b_{\text{f}u, n}, W_{\text{f}i, m}, b_{\text{f}i, m}$ are network parameters of the linear layer, and FeatureCrossing($x_0$) is the feature crossing network that mixes the information in $x_0$ across dimensions. The feature crossing network consists of $L$ feature crossing layers and the output $x_{l+1} \in \mathbb{R}^d$ of layer $l + 1$ is obtained by $x_{l+1} = x_l W_l + b_l + x_l$, where $x_l \in \mathbb{R}^d$ is the output of layer $l$, and $w_l, b_l \in \mathbb{R}^d$ are parameters of layer $l$.

After getting these cross feature embeddings of attributes, we use an attention network to incorporate the attribute information:

\[
\begin{align*}
E_{\text{att}u, n} &= \text{Attention}(E_{\text{f}u, n}, E_{\text{f}cu, n}, E_{\text{idu}, n}), \\
E_{\text{att}i, m} &= \text{Attention}(E_{\text{f}i, m}, E_{\text{f}ci, m}, E_{\text{idim}, m}),
\end{align*}
\]

where Attention() is the attention mechanism. One example of the attention mechanism is:

\[
\text{Attention}(x_1, \ldots, x_k) = \frac{\exp(\text{tanh}(W_1 x_i + b_1))}{\sum_{l=1}^{k} \exp(\text{tanh}(W_2 x_l + b_2))} x_i.
\]

We concatenate all the above embeddings as the raw embeddings for user $n$ and item $m$: $E_{\text{rawu}, n}$ and $E_{\text{rawi}, m}$.

Item embeddings are shared and updated iteratively among users via the server, while the user embeddings are kept locally due to privacy concerns. These raw initial embeddings are used to train the local GNNs. During the training process, the global item embeddings and local user embeddings will be updated.

- **Local GNN Module.** After getting all items’ embeddings and the user’s own embedding, each user needs the user-item interaction matrix to train the local GNN model. However, one difficulty is that user-item interaction information is kept private as local data and should not be shared among the server and other users.

In order to tackle such issues, we follow a similar idea as in [17], where each user uploads the privacy-protected embedding and the encrypted IDs (with the same encryption for all users) of the items that this user has interaction with to the server. Then the server sends encrypted item IDs and user embeddings back to all the users. To further reduce the communication cost, the server can just send back the encrypted item ID and the other users’ embeddings to a user that has previously interacted with this item. Therefore, each user is able to get several users’ embedding information together with the corresponding items, without revealing the identities of these users. In this way, each user could explore its neighborhood users and expand a local interaction graph.

The GNN module will output user $n$’s embedding $E_{u, n}$ and item’s embeddings $E_{i, m}$:

\[
E_{u, n}, E_{i, m} = \text{LocalGNN}(\{E_{\text{rawu}, n}\}, \{E_{\text{rawi}, m}\}).
\]

These embeddings will be fed into the personalized prediction network for rating/preference predictions.

Note that there are various choices for this plug and use GNN module, such as PinSage [18], NGCF [16] and LightGCN [8].

- **Personalized Prediction Module.** To achieve personalized recommendation, our framework trains personalized recommendation models for each user. Let us denote by $\theta_{\text{local}, n}$ the raw embedding and GNN model trained by user $n$ at time step $t$. From the server side, we will also have a global federated model $\theta_{\text{global}}$ and a cluster-level federated model $\theta_{C(n)}$ where $C(n)$ is the cluster containing user $n$. We will describe how to obtain the global and the cluster-level models later. The personalized model combines these three models together via weights $\alpha_{n, 1}, \alpha_{n, 2}, \alpha_{n, 3}$, which can be either hyperparameters or learnable parameters:

\[
\theta_{n} = \alpha_{n, 1} \theta_{\text{local}, n} + \alpha_{n, 2} \theta_{C(n)} + \alpha_{n, 3} \theta_{\text{global}}. \tag{5}
\]
After obtaining the embeddings, an additional linear layer or a dot multiplication of the user and item embeddings could be used to get the rating prediction.

3.2 Server-Side Clustering Based Federation

Our proposed server-side federation module performs three main functions: user clustering, user selection, and parameter aggregation. At each iteration, encrypted and privacy protected user/item embeddings and models are uploaded to the server by the users.

- **User Clustering.** Based on user embeddings $E_u,n$, the server clusters users into $K$ groups. User $n$ belongs to cluster $C(n)$. We can use any commonly used clustering method such as K-means [10]. Since the node representation $E_u,n$ is jointly learned from the attribute and collaborative information at each user, the representation is therefore enhanced.

- **User Selection.** To reduce the communication cost in critical conditions, our framework has an optional cluster-based user selection ability. Within each cluster, we can adaptively select a few random users, proportional to the cluster size, to participate in the model aggregation in each iteration.

- **Parameter Aggregation.** Our framework perform both network model aggregation and embedding aggregation. The user embedding is stored at the local user device but may get exchanged via the server without revealing the user identity. Item embeddings are shared and updated by all clients. For network models, the server will aggregate a global model $\theta^g_{global}$ (via a weighted sum of all participating users) and cluster-wise models $\theta^C_{C(n)}$ for cluster $C(n)$ (via a weighted sum of all participating users in the cluster). The global model $\theta^g_{global}$ and the cluster-level model $\theta^C_{C(n)}$ will be given to user $n$ for personalized recommendation.

4 EXPERIMENTS

In this section, we show the effectiveness of our proposed framework over real-world datasets and compare our PerFedRec with existing baseline methods.

4.1 Experiment Setup

Datasets. To evaluate our proposed framework, we conduct experiments on the three real-world datasets, whose statistics can be found in Table 1. MovieLens$^1$ is a movie rating dataset that is widely used for evaluating recommendation algorithms. We use MovieLens-100k, which includes 100,000 user ratings. Yelp$^2$ is another widely-used benchmark dataset. Amazon-Kindle$^3$ is from the Amazon review data to recommend e-books to users.

| Dataset                  | # of user | # of item | # of rating | sparsity  |
|--------------------------|-----------|-----------|-------------|-----------|
| MovieLens-100K           | 943       | 1,682     | 100,000     | 93.70%    |
| Yelp                     | 5,224     | 7,741     | 123,024     | 99.70%    |
| Amazon-Kindle            | 7,650     | 9,173     | 137,124     | 99.80%    |

Baseline Methods. We compare our proposed PerFedRec solution with FedGNN [17], a federated recommendation framework using the popular FedAvg [11] algorithm. Recall that PerFedRec is designed to improve FedAvg by clustering users and making personalized recommendations. We also compare our model with a centralized version. Since we conduct the experiments in a federated setting, we leave out some classical recommendation algorithms because it is hard to adapt them to the federated setting.

---

$^1$https://grouplens.org/datasets/movielens/
$^2$https://www.yelp.com/dataset/challenge
$^3$https://jmcauley.ucsd.edu/data/amazon/
4.2 Performance Evaluation

Table 2 shows the performance of all three methods on three real-world datasets. The centralized method achieves the best results in almost all scenarios, and FedAvg achieves the worst results on all scenarios since it ignores the feature information and does not provide personalized recommendation.

The performance of our proposed PerFedRec is close to the centralized method in most cases. Compared to FedAvg, our proposed PerFedRec achieves an improvement of 29.47% in terms of HR@10 on average over all three datasets and 57.67% in terms of NDCG@10 on average over all three datasets. The improvement (43.79% on average) is the most significant on the MovieLens dataset. The improvement is smaller for sparser datasets such as Kindle while still achieving 19.40% on average. In particular, the improvement on the Kindle dataset, which does not have external feature information, shows the importance of personalized recommendations.

4.3 Model Analysis

We discuss the impacts of a key hyperparameter: the number of clusters $K$ during model training. Table 3 indicates that the performance is relatively stable under varying hyperparameters, which reduces the burden of hyperparameter tuning.

4.4 Ablation Study

We conduct ablation study to evaluate how much each module of our proposed framework contributes to the performance. Specifically, PerFedRec-Variation 1 uses no personalized recommendation, PerFedRec-Variation 2 uses no feature information, and PerFedRec-Variation 3 uses no user clustering. Table 4 shows that the largest improvement comes from personalized recommendation. Moreover, incorporating feature information brings an obvious improvement on the performance. Finally, compared to Variation 3 (no user clustering), PerFedRec has negligible performance degradation while reducing communication cost by user clustering.

5 CONCLUSION

In this paper, we highlight the importance of user clustering in personalized federated recommendations and propose a novel personalized federated recommendation framework. The proposed framework jointly learns user representations from collaborative and attribute information via GNNs, clusters similar users, and personalizes federated recommendations and proposes a novel personalized federated recommendation framework. The proposed framework achieves superior performance for federated recommendation.
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Table 2: Performance comparison (improv. represents the performance improvement of PerFedRec over FedAvg)

| Table 2 shows the performance comparison of all three methods on three real-world datasets: MovieLens, Yelp, and Kindle. PerFedRec achieves an improvement of 29.47% in terms of HR@10 on average over all three datasets and 57.67% in terms of NDCG@10 on average over all three datasets. The improvement (43.79% on average) is the most significant on the MovieLens dataset. The improvement is smaller for sparser datasets such as Kindle while still achieving 19.40% on average. In particular, the improvement on the Kindle dataset, which does not have external feature information, shows the importance of personalized recommendations.

4.3 Model Analysis

We discuss the impacts of a key hyperparameter: the number of clusters $K$ during model training. Table 3 indicates that the performance is relatively stable under varying hyperparameters, which reduces the burden of hyperparameter tuning.

4.4 Ablation Study

We conduct ablation study to evaluate how much each module of our proposed framework contributes to the performance. Specifically, PerFedRec-Variation 1 uses no personalized recommendation, PerFedRec-Variation 2 uses no feature information, and PerFedRec-Variation 3 uses no user clustering. Table 4 shows that the largest improvement comes from personalized recommendation. Moreover, incorporating feature information brings an obvious improvement on the performance. Finally, compared to Variation 3 (no user clustering), PerFedRec has negligible performance degradation while reducing communication cost by user clustering.

5 CONCLUSION

In this paper, we highlight the importance of user clustering in personalized federated recommendations and propose a novel personalized federated recommendation framework. The proposed framework jointly learns user representations from collaborative and attribute information via GNNs, clusters similar users, and obtains personalized recommendation models by combining the user-level, cluster-level, and global models. To alleviate the communication burden, we propose a sampling strategy to select representative clients from each cluster for model federation. Experiments on three real-world datasets demonstrate that our proposed framework achieves superior performance for federated recommendation.
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Table 3: Performance under different # of clusters $K$ on MovieLens dataset

| Table 3 shows the performance under different numbers of clusters $K$ on the MovieLens dataset. The number of users used in each round of model training is 128, and the default learning rate is 0.01. The hyper-parameters $\alpha$, $\beta$, and $\gamma$ are set to $\frac{1}{K}$. The hyper-parameters $\alpha_1$, $\alpha_2$, $\alpha_3$ are set to $\frac{1}{2}$. The hyper-parameters (e.g., learning rate, dropout rate) of baseline methods are selected according to the best performance in the validation set. The performance is averaged over 5 runs on the testing set.

4.2 Performance Evaluation

Table 2 shows the performance of all three methods on three datasets. The centralized method achieves the best results in almost all scenarios, and FedAvg achieves the worst results on all scenarios since it ignores the feature information and does not provide personalized recommendation.

The performance of our proposed PerFedRec is close to the centralized method in most cases. Compared to FedAvg, our proposed PerFedRec achieves an improvement of 29.47% in terms of HR@10 on average over all three datasets and 57.67% in terms of NDCG@10 on average over all three datasets. The improvement (43.79% on average) is the most significant on the MovieLens dataset. The improvement is smaller for sparser datasets such as Kindle while still achieving 19.40% on average. In particular, the improvement on the Kindle dataset, which does not have external feature information, shows the importance of personalized recommendations.

4.3 Model Analysis

We discuss the impacts of a key hyperparameter: the number of clusters $K$ during model training. Table 3 indicates that the performance is relatively stable under varying hyperparameters, which reduces the burden of hyperparameter tuning.

4.4 Ablation Study

We conduct ablation study to evaluate how much each module of our proposed framework contributes to the performance. Specifically, PerFedRec-Variation 1 uses no personalized recommendation, PerFedRec-Variation 2 uses no feature information, and PerFedRec-Variation 3 uses no user clustering. Table 4 shows that the largest improvement comes from personalized recommendation. Moreover, incorporating feature information brings an obvious improvement on the performance. Finally, compared to Variation 3 (no user clustering), PerFedRec has negligible performance degradation while reducing communication cost by user clustering.

5 CONCLUSION

In this paper, we highlight the importance of user clustering in personalized federated recommendations and propose a novel personalized federated recommendation framework. The proposed framework jointly learns user representations from collaborative and attribute information via GNNs, clusters similar users, and obtains personalized recommendation models by combining the user-level, cluster-level, and global models. To alleviate the communication burden, we propose a sampling strategy to select representative clients from each cluster for model federation. Experiments on three real-world datasets demonstrate that our proposed framework achieves superior performance for federated recommendation.
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