Road Resource Optimization and Restructuring Based on BP Neural Network
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Abstract. In order to solve the problem of uneven distribution of road resources during rush hour of commuter traffic in cities, a method called “tidal lane” was designed to optimize and restructure the road resources after calculation and measurement of the road occupation rate and the speed of the vehicle. The algorithm based on BP neural network is designed to judge whether the road is changing lanes or reversing with the input of road occupation rate and vehicle speed. The signal is controlled according to the results obtained by the algorithm to achieve the optimization and restructuring of road resources. After the simulation, the trained BP neural network is obtained, and then the test results are obtained. Finally, the correct rate of the network is calculated to reach 97%, which meets the design requirements and proves the reliability and correctness of the method.

1. Introduction

According to the survey traffic flow data, there will be imbalance in the use of road resources in two directions of a section of road in a certain period of road traffic. The traffic flow in one direction is less, the existing resources of the road are surplus, while the traffic flow in the other direction is in a state of slow congestion. In view of this phenomenon, the concept of "tidal lane" is put forward[1], and the intelligent road resource optimization and restructuring are realized by using the control method based on BP neural network algorithm through the signal lamp control. According to the investigation and analysis, the design is reasonable, and the simulation test of the algorithm verifies the feasibility of the design, and hopes to achieve the universality of the design in the intelligent transportation in the research.

2. Road resource optimization and restructuring design

2.1 Scheme design

"Tidal lane" is to divide road resources into one lane in the direction of waste or incomplete utilization, and provide it to the other direction of slow congestion in traffic, so as to relieve the driving pressure in the direction of traffic congestion and improve the utilization rate of existing road resources. Taking the lane change in direction B as an example. Generally, there are three lanes in A and B directions, now it is necessary to reorganize the direction of the lane in the B direction, and control the traffic lights of the lanes in the B direction near the double yellow line. The original indicator light is traversable, that is, it is a green light. After the restructuring, the indicator light will turn red, and it will be prohibited to
continue driving along this lane. On the contrary, after lane change in direction A, it indicates the status of traffic lights and the direction of road travel from two directions, as shown in Figure 1.

![Schematic diagram of road plan design](image)

Figure 1. Schematic diagram of road plan design

2.2 Change lane restructuring condition
(1) When there is no restructuring on the road and the number of original lanes is maintained, the conditions for the restructuring of the lane change are: When \( \min[C_A(k), C_B(k)] \leq a \), \( \max[C_A(k), C_B(k)] \geq b \) (a < b) and \( |\Delta C'_{AB}(k)| = \frac{|C_A(k) - C_B(k)|}{\min[C_A(k), C_B(k)]} \geq x \), Where \( C_A(k) \) is the occupying coefficient of the kth period in the A direction, \( C_B(k) \) is the occupying coefficient of the kth period in the B direction, and \( |\Delta C'_{AB}(k)| \) is the relative difference of the difference of the occupying coefficients in the two directions A and B in the kth period Absolute value, in order to prevent the road traveling direction from changing too frequently, it is necessary to satisfy the above conditions in two consecutive detection cycles, and the value of \( \max[C_A(k), C_B(k)] \) is the same direction in two consecutive cycles. The coefficient changes the existing driving state.

(2) When the restructuring has taken place on the road and the number of original lanes has changed, the conditions for the road restructuring of the road section are: (a) \( \Delta D'_{AB}(k) = \left( D_{\min}[N_{A}'N_{B}'](k) - D_{\max}[N_{A}'N_{B}'](k) \right) / D_{\max}[N_{A}'N_{B}'](k) \geq y \); (b) \( D_{\min}[N_{A}'N_{B}'](k) > c \), and \( \Delta D'_{AB}(k) > z \); (c) \( D_{\max}[N_{A}'N_{B}'](k) < d \); Where \( D_{\min}[N_{A}'N_{B}'](k) \) is the road occupation rate of the direction in which the lane is reduced after the restructuring of the road, \( D_{\max}[N_{A}'N_{B}'](k) \) is the road occupation rate of the direction in which the lane is increased after the road restructuring, and \( \Delta D'_{AB}(k) \) is the A and B in the kth period after the road restructuring. The relative difference between the difference of the channel coefficients in both directions.

The value of a, b, c, d, x, y, z is given according to the actual traffic congestion situation, here a=9, b=8, c=14, d=6, x=0.5, y=0.6, z=0.5.

3. Algorithm Design Based on BP Neural Network
(1) Preparation of training samples
In this paper, through the 400 sets of data collected, the road occupation rate and the vehicle speed of the lanes in the A and B directions are calculated and the lane change value is obtained. Among them, 280 sets of data are used as data training samples, 60 sets of data are used as debugging samples, 60 sets of data are used as test samples, and there are also new 100 sets of data to retest existing networks.

(2) Input layer and output layer design
Once you have selected the input and output variables, you need to describe them. Input and output variables are described differently depending on the needs of the network design. The input and output sample data used in this paper is mostly digital. Such data as the input neuron has a more direct and more intuitive effect on the target output node. When comparing, the input data has more obvious influence on the output data. In this paper, the input neuron is 4, and the BP neural network model structure is shown in Figure 2.
Figure 2. BP neural network model structure diagram

(3) Hidden layer design

The design of the hidden layer directly affects the characteristics of the neural network and the results of the output function[3]. There is no specific choice analytic formula to determine the number of learning neurons in the selection design of the hidden layer. The neuron design of the hidden layer basically depends on multiple simulation results to find a relatively appropriate value. The complexity of the problem, the number of input and output units, all of which directly affect the number of neurons in the hidden layer[4]. Theoretically, there will be a most appropriate number of hidden layer units. The number of hidden layer neurons in this paper is designed to be 4.

(4) Selection of initial weight

The choice of the initial value of the nonlinear system determines whether the learning of the network satisfies the error requirement, how long the training time and whether it can converge. In order to ensure that the weight of each neuron can be adjusted where the amount of S-type activation function changes is large. Usually, in the interval \((-2.4/F, 2.4/F)\), F is the number of input layer neurons, so the initial weight selection interval in this paper is the random number in \((-0.6, 0.6)\) as the initial weight.

(5) Transfer function selection

The general hidden layer uses the Sigmoid function, while the output layer uses a linear function.

(6) Selection of training methods

In addition to the standard steepest descent method, BP network has several improved training algorithms. The training algorithm is related to the problem itself and the number of training samples[5]. The choice of serial or batch training methods is also something that needs to be determined during the neural network design process. This paper chooses LM algorithm and batch training method.

(7) Selection of expected error

During the whole network training period, the selection of expected error should be moderate, neither too large nor too small, so we can choose two expected value errors for network training, and get a more appropriate expected value error through continuous calculation and adjustment. In this paper, 1e-10 is selected as the adjusted expected error.

Algorithm flow chart shown in Figure 3.

Figure 3. algorithm flow chart

4. Algorithm experiment based on BP neural network

4.1 Algorithm simulation and analysis

Set the maximum number of iterations to 1000, the initial learning rate is 0.01. Then train the network and get the structural diagram of the design as shown in Figure 4.
The error reduction curve obtained after BP neural network training is shown in Figure 5. It can be concluded in the network parameter curve that this training stop occurs in the 14th iteration without obvious over-fitting. The best performance is 7 iterations. Test samples and verification sample errors have similar characteristics. Stop verification during training and increase error by 6 iterations. Some parameter drop states and network training state curves during network training are shown in Figure 6.

Figure 5. Error decline curve

Figure 6. Neural Network Training State

Figure 7 shows the distribution of training values, test values, actual values, and predicted values of the output values.
Figure 7. Regression curve of restructuring value of training data, validation data and testing data

Figure 7 is used to verify the performance of the trained network. For a perfect fit, the data should drop along the 45 degree line, and the network output is equal to the target.

4.2 Correct rate analysis
100 groups of data are input into the network for calculation, and the value of the lane change calculated through the network is compared with the target value to obtain the correct rate of the trained network. Take 0.5 as the threshold, and the output less than or equal to the threshold is judged as 0 (no lane change). An output greater than or equal to the threshold is judged as 1 (lane change). A set of data with different training values and target values is selected to form a numerical comparison table. Only 3 out of 100 groups of test data have different results, namely, the 48th group, the 51th group, and the 96th group are as shown in Table 1, so the correct rate of the trained network is 97%. This result has reached the design requirements.

| Serial number | A direction | B direction | Training value | Target value | Correct rate |
|---------------|-------------|-------------|----------------|--------------|--------------|
|               | Road occupation rate | Speed (km/h) | Road occupation rate | Speed (km/h) |              |
| 48            | 6.5         | 27          | 13             | 23           | 1            | 0            | 0%           |
| 51            | 13          | 23          | 6.5            | 27           | 1            | 0            | 0%           |
| 96            | 4.3         | 44          | 6.2            | 10           | 0            | 1            | 0%           |

5. Conclusion
In this study, the design method of "tidal lane" is taken as the framework, and the lane change judgment based on BP neural network algorithm is mainly studied. The training network obtained through the experiment can be applied to new data, and the accuracy meets the design requirements, which shows the feasibility and universality of the algorithm, and it is completely feasible to control the traffic lights through the algorithm, which solves the problem of automatic and intelligent road resource optimization and restructuring. This paper combines the road design of road resource optimization and restructuring with the artificial intelligence algorithm to make the road resource utilization ratio higher and the traffic trip more intelligent, which is the inevitable trend in the future.
Reference

[1] Tan X D, Yang X Y, Song P W. Optimization and Restructuring of the Road Resource with Construction Materials Based on Road Environment[J]. Advanced Materials Research, 2012, 600:152-156.

[2] Chmiel W, Dańda, Jacek, Dziech A, et al. INSIGMA: an intelligent transportation system for urban mobility enhancement[J]. Multimedia Tools and Applications, 2016, 75(17):10529-10560.

[3] Domijan D. A computational model of fMRI activity in the intraparietal sulcus that supports visual working memory[J]. Cogn Affect Behav Neurosci, 2011, 11(4):573-599.

[4] Yang W, Wang S, Hu J, et al. Securing Deep Learning Based Edge Finger-vein Biometrics with Binary Decision Diagram[J]. IEEE Transactions on Industrial Informatics, 2019:1-1.

[5] Dutta R K, Dutta K, Jeevanandham S. Prediction of Deviator Stress of Sand Reinforced with Waste Plastic Strips Using Neural Network[J]. International Journal of Geosynthetics and Ground Engineering, 2015, 1(2):11.

[6] Xia X, Li T. A fuzzy control model based on BP neural network arithmetic for optimal control of smart city facilities[J]. Personal and Ubiquitous Computing, 2019.

[7] Gu Y L, Wang X C, Xu J X. Traffic Data Fusion Research Based on Numerical Optimization BP Neural Network[J]. Applied Mechanics and Materials, 2014, 513-517:1081-1087.