The Estimation of the Long-Term Agricultural Output with a Robust Machine Learning Prediction Model
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Abstract: Recently, annual agricultural data have been highly volatile as a result of climate change and national economic trends. Therefore, such data might not be enough to develop good agricultural policies for stabilizing agricultural output. A good agricultural output prediction model to assist agricultural policymaking has thus become essential. However, the highly volatile data would affect the prediction model’s performance. For this reason, this study proposes a marriage in honey bees optimization/support vector regression (MBO/SVR) model to minimize the effects of highly volatile data (outliers) and enhance prediction accuracy. We verified the performance of the MBO/SVR model by using the annual total agricultural output collected from the official Agricultural Statistics Yearbook of the Council of Agriculture, Taiwan. Taiwan’s annual total agricultural output integrates agricultural, livestock and poultry, fishery, and forest products. The results indicated that the MBO/SVR model had a lower mean absolute percentage error (MAPE), root mean square percentage error (RMSPE), and relative root mean squared error (r-RMSE) than those of the models it was compared to. Furthermore, the MBO/SVR model predicted long-term agricultural output more accurately and achieved higher directional symmetry (DS) than the other models. Accordingly, the MBO/SVR model is a robust, high-prediction-accuracy model for predicting long-term agricultural output to assist agricultural policymaking.
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1. Introduction

The food crisis has become a topic of concern with the changes in climate and in the international situation. Moreover, as the United Nations’ Food and Agriculture Organization (FAO) reports, many food indices (e.g., the global prices of wheat and rice) have substantially increased since 2001 [1]. For example, the FAO Food Price Index and the Cereal Price Index increased by approximately 200% in 2021. Furthermore, according to the FAO’s report, the average value of the FAO Food Price Index was 95.2 from 2016 to 2019 (Figure 1). It was stable during this time. However, during the period of COVID-19 and the Russian–Ukrainian war, from 2020 to 2022, the FAO Food Price Index faced a wave of peaks, increasing by approximately 150% between 2020 and April 2022. Therefore, the Food Price Index is vulnerable to climate and the international situation. Accordingly, developing new precision agriculture technologies, government policies, and even regional unions has become increasingly important in agriculture fields [2–4].

Recently, many countries have developed new or more suitable agricultural policies to avoid the effects of the food crisis [2,5–8]. Generally, most agricultural policies are developed from experience. However, annual agricultural output data have been highly
volatile in many countries as a result of climate change and national economic trends. Therefore, traditional experience might not facilitate good decisions regarding agricultural policymaking to stabilize agricultural production.

Figure 1. FAO Food Price Index from 2016 to 2022 April.

Many estimated models with accurate performance are applied in agricultural fields to develop good agricultural policies. An excellent agricultural prediction model could be used to construct good agricultural business plans through sound agricultural policymaking [5,6]. Furthermore, a precise prediction model would enable more objective and scientific decisions by reducing the unnecessary external factors [5–7]. Consequently, how to enhance the prediction accuracy in the agricultural field has become an important research issue.

Traditionally, many researchers have used economic models to analyze the trends in agricultural fields [9]. For example, to explore the relationship between agricultural policy and the adjustment process for agricultural labor in Taiwan, Chang [9] used the migration model, which is a classical economic model of labor movement. As the results indicated, many policies could affect agricultural adjustments, such as incentives for production or obstruction of off-farm labor migration. The literature also indicates the importance of agricultural policy for the development of agriculture.

The statistical regression model is also widely applied in agricultural fields. Sun et al. [5] pointed out that predicting crop yield is critical for food trade and policymaking. They compared the performance of the multiple linear regression (MLR) model with that of the random forest (RF) model. The results indicated that the proposed model achieved better yield prediction two months in advance. The results of Sun et al.’s research are consistent with the aim of this study. An excellent agricultural prediction model can assist in sound agricultural policymaking. Furthermore, because most agricultural data are time-series data, statistical time-series models are also widely used. Darekar and Reddy [10] used the autoregressive integrated moving average (ARIMA) model to predict cotton prices in India. Assis et al. [11] successfully applied the generalized autoregressive conditional heteroscedastic (GARCH) model to predict cocoa bean prices.

Although many statistical models are applied in agricultural fields, this work is still a challenge because such statistical models should be based on linear assumptions [12,13]. Therefore, many researchers have also used data mining, machine learning, artificial intelligence, and hybrid models to predict agricultural data [14–17]. For example, Jheng et al. [14] collected climate and rice yield data from 1995 to 2015 in Taiwan to compare the performance of traditional support vector regression (SVR) models and hybrid SVR models for rice yield prediction. As the authors [14] considered that not all climate factors have the same importance in prediction models, they wanted to select the primary climate factors from the collected climate data for rice yield before building the prediction model.
According to the results, the performance of the hybrid SVR model was better than the traditional SVR model in terms of the root mean square error (RMSE) and the correlation coefficient (CC). The hybrid SVR model brought better performance because it integrated a genetic algorithm (GA) to select the major factors of climate data and a bootstrap method to enhance the stability of the model.

Moreover, Liu et al. [15] used and compared four machine-learning models, including multilayer perceptron (MLP), support vector machine (SVM), Elman recurrent neural network (Elman RNN), and probabilistic neural network (PNN) models, to predict the occurrence of rice blast in short-term environment data and reduce the appreciable losses. The machine-learning models for rice blast prediction were constructed using environmental data with corresponding rice blast events in the area. As indicated by Liu et al. [8], warnings concerning rice blasts could be issued by the PNN model 10 days in advance with excellent prediction accuracy, greater than 90%.

Recently, long short-term memory (LSTM) models have also become famous as agricultural prediction models [18]. For example, Gu et al. [12] considered that an accurate agricultural prediction model would reduce the risk of price fluctuations. They proposed a dual-input attention-based LSTM model to predict the monthly prices of cabbage and radish. According to the results, Gu’s model achieved a 1.41% to 5.5% lower mean absolute percentage error (MAPE) than the models it was compared to. Tian et al. [19] and Haider et al. [20] both believe that an accurate and timely yield prediction model is essential for regional food security. Hence, they used the LSTM model to propose a prediction model for wheat yield. The analysis results showed that the performance of the LSTM model was significantly better than the back propagation neural network (BPNN) model in terms of $R^2$, mean absolute error (MAE), and root mean square error (RMSE).

Although many models have been successfully applied in agricultural fields, some problems still exist; for example, (a) agricultural output data might not satisfy statistical assumptions [12,13,21,22] because annual agricultural output data are highly volatile; and (b) prediction models have to be frequently retrained to satisfy different conditions and enhance the prediction performance [23,24]. This study proposes a robust machine-learning model for long-term agricultural output prediction to avoid these problems. The proposed model (the MBO/SVR model) can minimize the effect of highly volatile data (outliers) and enhance prediction accuracy by integrating two main models: the support vector regression (SVR) model and the marriage in honey bees optimization (MBO) algorithm. Although the SVR model is a robust prediction model [14,25–27], the parameter settings usually affect its prediction accuracy. For this reason, the MBO algorithm was integrated in this study to select suitable parameter settings for the SVR model because the MBO algorithm is a well-known optimization algorithm [28–30].

The contributions of this study are as follows: (a) as the MBO/SVR model is a hybrid machine-learning prediction model, it is not able to consider whether statistical assumptions are satisfied or not; (b) the MBO/SVR model can detect outliers automatically and reduce the effects of the training model; and (c) the MBO/SVR model can successfully predict accurate agricultural output, especially long-term predictions, without retraining the training model.

2. Materials and Methods

2.1. Dataset

The data collected from the Agricultural Statistics Yearbook Annual Report of the Council of Agriculture, Executive Yuan of Taiwan [31], for the annual total agricultural output was used in this study. Taiwan’s annual total agricultural output integrates agricultural, livestock and poultry, fishery, and forest products. The trend of the dataset is shown in Figure 2. The average annual agricultural output from 1998 to 2020 was 430.66 billion. Figure 2 also clearly shows two directly observable problems in the data. Firstly, the annual total agricultural output was drastically reduced in 2008 because of a typhoon causing severe flooding in Taiwan. Secondly, the annual total agricultural output was clearly en-
hanced after 2010 because of the development of organic agriculture and manufactured food [31]. These two situations could affect the training model’s prediction performance, especially for long-term predictions. Therefore, these data are suitable to validate whether the model is robust for long-term agricultural output prediction. This study’s training and test datasets included the annual total agricultural output data from 1998 to 2008 and from 2009 to 2020, respectively.

![Figure 2](image_url)

**Figure 2.** The annual total agricultural output from 1998 to 2020 in Taiwan.

### 2.2. Marriage in Honey Bees Optimization Algorithm

Since honey bees are the most well-known social insects, they exhibit many features that make them seem like models for intelligent behavior [32]. Therefore, the reproductive behavior of honey bees was used to propose an optimization algorithm in 2001 [32–35]. The algorithm is called the marriage in honey bees optimization (MBO) algorithm and it has been successfully applied for many optimization issues [33–35]. Generally, a typical honey bee colony consists of the queen, drones, workers, and brood. The queen is the leading reproductive individual among the honey bees. Drones propagate one of their mother’s gametes and function to enable the female to act genetically as a male. Workers are specialized in brood care and in laying eggs. Broods arise either from fertilized or unfertilized eggs [32]. The queen takes off on a mating flight and then the drones follow her. Moreover, the speed and energy of the queen affect the mating flight. The queen’s speed affects the probability of success in mating with a large drone swarm, and the queen’s energy affects the end of fertilization [35]. After fertilization, the queen returns to the nest. Then, broods are generated and improved by the workers’ crossovers and mutations [34].

During the mating flight, the probability of a drone mating with the queen can be represented by Equation (1):

\[
P(Q, D) = e^{-\frac{\text{difference}}{\text{speed}}},
\]

where \( P(Q, D) \) denotes the probability of adding the sperm of drone \( D \) to the spermatheca of queen \( Q \) (i.e., the probability of successful mating); \( \text{difference} \) denotes the absolute difference between the fitness of drone \( D \) and queen \( Q \); and \( \text{speed} \) denotes the speed of queen \( Q \). Moreover, the mating flight is also affected by the flying time of the queen and the energy of the queen, as shown by the following equations:

\[
\text{speed}(t + 1) = \alpha \times \text{speed}(t),
\]
In Equation (2), \( \alpha \) is a factor between 0 and 1. Generally, \( \alpha \) is set to be 0.9. The step in Equation (3) denotes the degree of energy reduction after each transition. The detailed procedure for the MBO algorithm can be found in the literature [32–35].

2.3. Support Vector Regression

Drucker et al. [25] extended the support vector machine (SVM) model to solve nonlinear prediction problems in 1996. The extended SVM model is also called the SVR model. The SVR model has been successfully applied in agricultural research [13,14,26,27,36–38]. The algorithm of the SVR model can be summarized as follows. First, \( x_i \) and \( y_i \) are assumed to be the input (independent) variables and the corresponding target (dependent) variables, respectively, of a dataset \( (x_i, y_i) (i = 1, 2, \ldots, l; x_i \in \mathbb{R}^d; y_i \in \mathbb{R}) \). Second, the function \( f(x) \) that exhibits a deviation \( \epsilon \) from the actual \( y_i \) for all training datasets is as flat as possible [26,39]. Subsequently, the function \( f(x) = wx + b \) is assumed, where \( w \in \mathbb{X}, b \in \mathbb{R} \). The function \( f(x) \) can then be solved using the following equations:

\[
\min \left\{ \frac{1}{2} \| w \|^2 + C \sum_{i=1}^{l} (\xi_i^+ + \xi_i^-) \right\} \text{s.t.} \begin{cases} y_i - wx_i - b \leq \epsilon, \\ wx_i + b - y_i \leq \epsilon, \\ \xi_i^+, \xi_i^- \geq 0, \end{cases} \quad (4)
\]

\[
|\xi_i| = \begin{cases} |\xi_i| - \epsilon, \text{ if } |\xi_i| > \epsilon \\ 0, \text{ if } |\xi_i| \leq \epsilon \end{cases} \quad (5)
\]

In Equations (4) and (5), \( C \) determines the tradeoff between the flatness of function \( f(x) \) and the value up to which deviations more significant than \( \epsilon \) are tolerated; \( \xi_i^+ \) and \( \xi_i^- \) are positive slack variables; and \( |\xi_i|_\epsilon \) is the \( \epsilon \)-insensitive loss function [14,26]. The detailed procedure for the SVR model can be found in the literature [25,36,40]. The SVR model has three main kernel functions: the Gaussian radial basis function (RBF), the polynomial function, and the sigmoid function. Consequently, searching for a fitted kernel function and parameter setting is essential before using the SVR model. The RBF kernel function can perform better than other functions [41]. Thus, this study used the RBF kernel function to construct the SVR model as the primary kernel function. Note that the RBF kernel function includes two parameters (Cost and Gamma).

2.4. The MBO/SVR Model

The MBO/SVR model comprises two main stages. Stage 1 is the data pre-processing stage for the training model, and Stage 2 is the prediction stage for agricultural output data prediction. Figure 3 shows the flowchart of the MOB/SVR model. The detailed algorithm of the MBO/SVR model can be introduced as follows.

- **Stage 1**

  As described in Section 2.1, the annual total agricultural output data have been highly volatile in recent years. Therefore, predictions must detect and smooth outlier data [42]. Accordingly, the main goal of Stage 1 is detecting outlier data and reducing their effects when building the prediction model. There are two major steps in Stage 1.

  **Step 1: Detect outliers**

  First, we standardize the data based on Equation (6), where \( x_i \) denotes the \( i \)th datum; \( \overline{x} \) and \( SD \) denote the mean and the standard deviation of the dataset, respectively; and \( z_i \) denotes the \( z \)-score of the \( i \)th datum of the training dataset. This study used a critical value for the outlier of \( \pm 2 \); i.e., when the \( i \)th \( z \)-score is greater than 2 or less than \(-2 \), the \( i \)th datum is an outlier. Subsequently, when there are no outliers in the training dataset, go
to Step 2 to construct the training database without outliers; otherwise, go to Step 2.1 to construct the training database with outliers.

\[ z_i = \frac{x_i - \bar{x}}{SD}. \]  \hspace{1cm} (6)

**Step 2: Construct the training database without outliers**

When there are no outliers in the dataset, the training database can be constructed without outliers. The MBO/SVR training model can be built in Step 3. Data volatility affects the training model’s performance regardless of whether outliers are detected. Accordingly, the actual data must be transformed based on Equation (7) before constructing the training database. In Equation (7), \( T_t \) denotes the \( t \)th transformed datum, and \( A_t \) and \( A_{t-1} \) are the actual \( t \)th and \((t-1)\)th data, respectively.

\[ T_t = \frac{(A_t - A_{t-1})}{A_{t-1}}, \text{where } t > 1. \]  \hspace{1cm} (7)

**Figure 3.** The flowchart of the MBO/SVR model.

We can provide a simple example to describe the process of constructing the training database. Suppose a dataset includes ten years’ annual total agricultural output data; Table 1 shows the actual and transformed data according to Equation (7). The training database can be constructed as shown in Table 2. In Table 2, each training ID denotes a sample, and the input variable (X) and output variable (Y) are fed into the MBO/SVR model to build the training model. When constructing the training database, go to Step 3 to build the MBO/SVR training model.

**Table 1.** An example of actual and transformed data.

| Year1 | Year2 | Year3 | Year4 | ... | Year9 | Year10 |
|-------|-------|-------|-------|-----|-------|--------|
| Actual data | \( A_1 \) | \( A_2 \) | \( A_3 \) | \( A_4 \) | ... | \( A_9 \) | \( A_{10} \) |
| Transformed data | \( T_2 \) | \( T_3 \) | \( T_4 \) | ... | \( T_9 \) | \( T_{10} \) |
Table 2. An example of a training database without outliers.

| Training ID | Input Variable (X) | Output Variable (Y) |
|-------------|---------------------|---------------------|
| 1           | T_2                 | T_3                 |
| 2           | T_3                 | T_4                 |
| 3           | T_4                 | T_5                 |
| 4           | T_5                 | T_6                 |
| 5           | T_6                 | T_7                 |
| 6           | T_7                 | T_8                 |
| 7           | T_8                 | T_9                 |
| 8           | T_9                 | T_{10}              |

Step 2.1: Construct the training database with outliers

As described in Step 2, the actual annual total agricultural output data must be transformed using Equation (7) to reduce the effect of data volatility whether outliers are detected or not. Therefore, when outliers are detected, Table 1 must still be constructed. As the agricultural output data are presented in a time-series dataset, prediction of future values should be based on previously observed values [40,41,43,44]. Accordingly, parts of the data should be removed to construct the training database for the training model. For example, suppose the Year_3 data in Table 1 is detected as outlier data. Then, T_3 and T_4 will be removed because they were caused by Year_3 data. Therefore, the data with training IDs 1 to 3 in Table 2 are also released. Table 3 shows the constructed training database with outliers.

Table 3. An example of a training database with outliers.

| Training ID | Input Variable (X) | Output Variable (Y) |
|-------------|---------------------|---------------------|
| 4           | T_5                 | T_6                 |
| 5           | T_6                 | T_7                 |
| 6           | T_7                 | T_8                 |
| 7           | T_8                 | T_9                 |
| 8           | T_9                 | T_{10}              |

Step 2.2: Build the MBO/SVR training model for outlier prediction

Step 2.2 involves building the MBO/SVR training model for outlier prediction using the training database with outliers. As the central concept of the MBO/SVR model is searching for the best and most suitable parameter setting in the SVR model by using the MBO algorithm to enhance the performance, the procedures of the MBO/SVR model for outlier prediction include two steps, as described in Step 2.2.1 and Step 2.2.2.

Step 2.2.1: Set the initial queen of the MBO

The queen of the MBO refers to a candidate parameter setting in the MBO/SVR model. A queen is coded as an integer sequence with six spermathecae. The first three spermathecae indicate a candidate solution for the Cost parameter of the SVR model; the remainders are candidate solutions for the Gamma parameter of the SVR model. Figure 4 shows an example of a queen. As the Cost parameter is set between 0 and 10, the first three spermathecae (321) in Figure 4 indicate that the Cost parameter is set to 3.21. Similarly, because the Gamma parameter is set between 0 and 1, the remaining spermatheca (315) in Figure 4 indicate that the Gamma parameter is set to 0.315. Subsequently, the parameter settings build the training MBO/SVR model. The fitness function of the MBO/SVR model is defined by Equations (8) and (9). In Equations (8) and (9), \( \hat{T}_t \) and \( \hat{A}_t \) denote the \( t \)th predicted transformed agricultural output datum and the \( t \)th predicted agricultural output datum, respectively; \( A_t \) denotes the \( t \)th actual agricultural output datum; and \( n \) denotes the number of predictions.

\[
\hat{A}_t = \hat{T}_t 
\times A_{t-1} + A_{t-1}. \tag{8}
\]
fitness function = \left( \frac{1}{n} \sum_{t=1}^{n} \frac{|A_t - \hat{A}_t|}{A_t} \right). 

(9)

Figure 4. An example of the phenotype of a queen.

**Step 2.2.2: Complete the mating flight of the MBO**

To search for the optimization solution, the MBO algorithm generates the next generation of broods through a mating flight. After completing the mating flight of the MBO algorithm, many broods will have been generated. We then calculate the fitness values of the broods. When a brood’s fitness value is better than the queen’s fitness value, the queen will be replaced with the brood.

There are two termination conditions in the MBO/SVR model: (a) when the last 50 generations’ fitness values are the same, the best queen is selected as the best parameter setting in the MBO/SVR model; (b) when the number of generations is greater than 500, the best queen is selected as the best parameter setting in the MBO/SVR model.

**Step 2.3: Build the MBO/SVR training model for outlier prediction**

When terminating the algorithm, the best queen is selected as the best parameter setting in the MBO/SVR model. Subsequently, the input variables (X) and output variables (Y) in the training database with outliers are fed into the MBO/SVR model to build the training model for outlier prediction. As the example in Step 2.1 shows, the Year3 in Table 1 is detected as outlier data. T2 is fed into the training MBO/SVR model to predict the output value \( \hat{T}_3 \) and to replace \( T_3 \) with \( \hat{T}_3 \). Subsequently, \( \hat{A}_3 \) and \( \hat{T}_4 \) can be calculated by \( \hat{T}_3 \) according to Equations (7) and (8).

**Step 2.4: Construct the training database with outlier predictions**

After Step 2.3, we use the outlier predictions to construct the training database with outlier predictions according to the same approach as in Step 2. Table 4 shows the results for the training database with outlier predictions according to the example in Step 2.1.

**Table 4.** An example of a training database with outlier predictions.

| Training ID | Input Variable (X) | Output Variable (Y) |
|-------------|---------------------|---------------------|
| 1           | \( T_2 \)           | \( \hat{T}_3 \)     |
| 2           | \( \hat{T}_3 \)     | \( \hat{T}_4 \)     |
| 3           | \( \hat{T}_4 \)     | \( \hat{T}_5 \)     |
| 4           | \( T_5 \)           | \( T_6 \)           |
| 5           | \( T_6 \)           | \( T_7 \)           |
| 6           | \( T_7 \)           | \( T_8 \)           |
| 7           | \( T_8 \)           | \( T_9 \)           |
| 8           | \( T_9 \)           | \( T_{10} \)        |

**Stage 2**

**Step 3: Build the MBO/SVR training model**

After constructing the training database, we then use it to build the MBO/SVR training model. The procedure for building the MBO/SVR training model is the same as in Step 2.2. The MBO/SVR training model also needs to search for the best and most suitable parameter setting in the SVR model with the MBO algorithm.

**Step 4: Predict agricultural outputs**

Once the MBO/SVR training model has been built, we predict the agricultural outputs by feeding the test data into the MBO/SVR model. The procedure for prediction is the same as in Step 2.3.
2.5. Performance Measures

Three performance measures were used to verify prediction accuracy: the mean absolute percentage error (MAPE), the root mean square percentage error (RMSPE), and the relative root mean squared error ($r$-RMSE). Ahlburg [45] indicates that the MAPE and the RMSPE can help in comparing various prediction models, and they have been widely used for measuring prediction accuracy [21,44]. The MAPE and RMSPE are defined in Equations (10) and (11), where $t$ denotes the $t$th data point ($t = 1, 2, 3, \ldots$, and $n$), $n$ represents the number of predicted values, and $A_t$ and $\hat{A}_t$ denote the $t$th actual and the $t$th predicted value, respectively.

$$MAPE = \left( \frac{1}{n} \sum_{t=1}^{n} \frac{|A_t - \hat{A}_t|}{A_t} \right) \times 100, \quad (10)$$

$$RMSPE = \sqrt{\frac{1}{n} \sum_{t=1}^{n} \left( \frac{A_t - \hat{A}_t}{A_t} \right)^2} \times 100. \quad (11)$$

Furthermore, the $r$-RMSE is also widely applied in many fields [16,46,47] because it can be used to compare the performances of different models. The calculations for the $r$-RMSE are defined in Equation (12), where $\bar{A}$ denotes the average of the actual data. A lower MAPE, RMSPE, or $r$-RMSE value indicates that a model has a more accurate prediction performance.

$$r - RMSE = \frac{1}{\bar{A}} \times \sqrt{\frac{1}{n} \times \sum_{t=1}^{n} (A_t - \hat{A}_t)^2} \times 100. \quad (12)$$

2.6. Performance Testing

Traditionally performance measures are used to evaluate prediction models’ accuracy. However, the traditional prediction evaluation criteria have limitations in their applications to some cases [49]. Moreover, most research has only used the results of performance measures to compare which model is better without statistical testing.

The Diebold–Mariano test was first proposed in 1995 [50]. The Diebold–Mariano test is used to test the prediction performance of different models [44,49]. The procedure for the Diebold–Mariano test is described in the following.

Suppose $y_t$ and $\hat{y}_{i,t}$ denote the $t$th actual time-series data point and the $t$th predicted time-series data point of the $i$th competing prediction model, respectively. Subsequently, $e_{i,t}$ ($i = 1, 2, 3, \ldots, m$) denotes the $t$th prediction error of the $i$th competing prediction model, where $m$ denotes the number of competing models. The $t$th prediction error $e_{i,t}$ is defined by Equation (14):

$$e_{i,t} = y_t - \hat{y}_{i,t}, \quad where \quad i = 1, 2, 3, \ldots, m \quad (14)$$

The accuracy of each prediction model can be measured according to the loss function, as shown in Equation (15):

$$L(y_t, \hat{y}_{i,t}) = L(e_{i,t}). \quad (15)$$
Generally, the most widely used loss functions are the squared-error and absolute-error functions. Their equations are shown in Equations (16) and (17), respectively:

\[
L(y_t, \hat{y}_i, t) = L(e_i, t) = \sum_{t=1}^{T} |e_i, t|^2,
\]

(16)

\[
L(y_t, \hat{y}_i, t) = L(e_i, t) = \sum_{t=1}^{T} |e_i, t|^2.
\]

(17)

Finally, the hypothesis of the Diebold–Mariano test can be used to test the accuracy of prediction models. The hypothesis is given as follows:

\[
H_0 : E[L(e_{1,t})] = E[L(e_{2,t})] \text{ vs. } H_1 : E[L(e_{1,t})] \neq E[L(e_{2,t})]
\]

3. Results
3.1. Comparison Models

Four prediction models, including the linear regression model (LM), the GA-based improved GM(1,1) (GAIGM(1, 1)) model, the artificial neural network (ANN) model, and the long short-term memory (LSTM) model, were evaluated and their performances to that of the MBO/SVR model. The LM and the ANN model are well-known models in statistics and artificial intelligence, respectively. The GAIGM(1, 1) model was proposed to enhance the performance of the improved GM(1,1) model for agricultural output prediction [21]. The LSTM model has been a popular deep-learning model in recent years.

The LM is implemented with R language in this study, and the GAIGM(1, 1) model parameters were set according to the literature [21]. Therefore, this study estimated the GAIGM(1, 1) model parameters as \(a = -0.006727\) and \(b = 358.1945\); the ANN model was implemented with the default parameter setting from the “RSNNS” package of the R language; the LSTM model was implemented with the default parameter setting from the “keras” package of the Python language.

3.2. Experimental Results

In this study, the parameters of the MBO algorithm were set as in Table 5. We first performed outlier detection in Step 1 of the MBO/SVR model. As the z-score of the actual data in 2008 was less than -2, the data were regarded as outlier data. In accordance with the MBO/SVR model’s algorithm, the data from 2008 had to be removed and the predicted data used to construct the training database. Subsequently, the MBO/SVR model predicted the data value in 2008 as 387.9. Therefore, this value (387.9) was used to replace the data in 2008 to build the MBO/SVR model.

Table 5. Parameters of the MBO algorithm.

| Parameters                  | Settings |
|-----------------------------|----------|
| Number of workers           | 10       |
| Number of broods            | 10       |
| Initial energy of queen     | 100      |
| Initial speed of queen      | 100      |

Table 6 shows the experiment results. The MAPE was used for the training models’ performance comparison because the MBO/SVR model uses the MAPE as the fitness function. The other performance measures in Table 6 were used to compare the performance with the test dataset. According to Table 6, the training MAPE ranged from 3.72 to 4.35. The training performances of the models were similar according to the training MAPE. However, the training performance of the ANN and the MBO/SVR models should be better than the other models because only their training MAPEs were less than 4. For the test dataset, the MAPE ranged from 3.77 to 22.81; the RMAE ranged from 4.90 to 24.28; and the r-RMSE ranged from 4.85 to 25.61. Furthermore, only the MBO/SVR and GAIGM(1, 1) models’ DS values were greater than 60%. According to the results, the models’ performances were
similar in terms of MAPE, RMAE, r-RMSE, and DS, whether they were statistical, machine-learning, or artificial-intelligence models. Only the MBO/SVR model demonstrated a robust performance, and it also had the best performance.

| Table 6. Comparison of the models’ performances. |
|-----------------------------------------------|
| LM                 | GAIGM(1, 1) | ANN       | LSTM   | MBO/SVR |
| Training MAPE(%)   | 4.31       | 4.35      | 3.85   | 4.28     | 3.72* |
| MAPE(%)            | 18.96      | 18.15     | 22.81  | 19.82    | 3.77* |
| RMAE(%)            | 19.68      | 19.67     | 24.28  | 20.60    | 4.90* |
| r-RMSE(%)          | 20.60      | 20.80     | 25.61  | 21.58    | 4.85* |
| DS(%)              | 52.38      | 61.90     | 47.62  | 52.38    | 65.00* |

* denotes the best value among all models.

4. Discussion

In accordance with a definition from the literature [51], the MBO/SVR model was the only model with highly accurate predictive power because only this model had a MAPE was lower than 10%. Hence, the MBO/SVR model demonstrated the optimal performance according to the MAPE, RMSPE, r-RMSE, and DS results, as shown in Table 6. The MAPE, RMSPE, and r-RMSE for the MBO/SVR model were approximately 75% lower than the other models. However, the results still had to be verified with statistical testing. Therefore, this study used the Diebold–Mariano test to provide statistical verification. The results for the Diebold–Mariano test are shown in Table 7. Obviously, the MBO/SVR model was significantly better than the other models; the LM and GAIGM(1, 1) model were insignificantly different, but the LM was significantly better than the LSTM and ANN models. The LSTM model was significantly better than the ANN model. Accordingly, based on the results of the Diebold–Mariano test and the DS, the rank for the performances for the agricultural output data was as shown in the following:

MBO/SVR > GAIGM(1, 1) > LSTM ≥ LM > ANN.

| Table 7. The Diebold–Mariano test for the models. |
|-----------------------------------------------|
| LM     | GAIGM(1, 1) | ANN       | LSTM   |
| LM     | −1.66 (p-value = 0.12) | −3.82 (p-value < 0.01 *) | −3.97 (p-value < 0.01 *) |
| GAIGM(1, 1) | −3.82 (p-value < 0.01 *) | −1.83 (p-value = 0.09) | 3.77 (p-value < 0.01 *) |
| ANN    | −4.04 (p-value < 0.01 *) | 3.67 (p-value < 0.01 *) | 3.88 (p-value < 0.01 *) |
| LSTM   | 3.82 (p-value < 0.01 *) | 3.87 (p-value < 0.01 *) |

Note: the numbers in the table are the statistics from the Diebold–Mariano test; * denotes significance at α = 0.05.

Although the Diebold–Mariano test could test the models’ performances differently, the models’ prediction trends also had to be confirmed. Figure 5 and Table S1 show the actual agricultural output data and the prediction results from the models. For the training dataset, the trends for the prediction results for all models were close to the actual training data. However, the MBO/SVR model prediction trend was the only one consistent with the test dataset. The other models could not predict the volatility of the agricultural output. Accordingly, the MBO/SVR is a robust long-term agricultural output prediction model.

The model performance results from this study are similar to those from the literature [5,14,52–54]: (a) the performance of the SVR-based model was better than the traditional linear model (i.e., linear regression model), and (b) the models must frequently be retrained to enhance the prediction performance when the range of the test dataset exceeds the training dataset, especially if the dataset is a data stream or time series. Therefore, the MBO/SVR model can be successfully and suitably applied to agricultural output prediction issues because it demonstrates the best performance, especially for predicting long-term agricultural output without retraining the prediction model. Furthermore, compared to
results from studies [21] using similar agricultural output data, the MBO/SVR model is more effective in avoiding the influence of outliers in agricultural output as it uses the robustness model for long-term agricultural output prediction.

![Figure 5. The prediction results of the models.](image)

### 5. Conclusions

#### 5.1. Research Contributions

Implementing an effective agricultural output prediction model is essential in agricultural policymaking and could potentially solve food crises. This study proposed the MBO/SVR model to solve two major problems relating to agricultural output data. Moreover, the performance of the MBO/SVR model was compared with the performances of four models by using the agricultural output data from 1998 to 2020 from Taiwan. The experimental results for the MAPE, RMSPE, r-RMSE, and DS indicated that the prediction performance of the MBO/SVR model was more favorable than that of the other models. The MAPE, RMSPE, and r-RMSE of the MBO/SVR model were approximately 75% lower than for the other models. Furthermore, by using the Diebold–Mariano test, the performance of the MBO/SVR model was found to be significantly better than the other models at \( \alpha = 0.05 \). Additionally, only the MBO/SVR model achieved a DS value of 60%; i.e., the MBO/SVR model could predict coincidences in the prediction direction trends between the predicted and the actual values. Moreover, only the MBO/SVR model had a prediction trend that was consistent with the actual agricultural output data for the test dataset, especially for the prediction of the long-term agricultural output.

According to the results, the MBO/SVR model can directly apply agricultural output data to avoid statistical assumptions and reduce the frequency of model retraining. Furthermore, the MBO/SVR model offers two advantages: (a) it can automatically locate outlier data and minimize the effects of outlier data for the training model, and (b) it is a robust model for predicting long-term agricultural output without retraining the model because it can satisfy different conditions. Accordingly, the MBO/SVR model is suitable for agricultural output prediction. Therefore, the MBO/SVR model should also be used to assist governments in developing good agricultural policies.

#### 5.2. Research Limitations and Future Research

In this study, the annual total agricultural output from 1998 to 2020 was collected from the Agricultural Statistics Yearbook Annual Report of the Council of Agriculture, Executive Yuan of Taiwan. As the dataset only includes 23 years, this might have affected and limited the performances of the machine-learning or AI models. Therefore, we provide
the following suggestions for future research: (a) the data collection period should be extended because it might affect the training models’ prediction performances; (b) the MBO/SVR model should be integrated with precision agriculture technologies [3,4], such as the Internet of Things (IoT), because this would help in obtaining various real-time data; and (c) by integrating precision agriculture technologies, the MBO/SVR model could be made to include more variables, such as climate data, since many external factors can affect agricultural data.
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