Impact of Load Demand Dataset Characteristics on Clustering Validation Indices
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Abstract—With the inclusion of smart meters, electricity load consumption data can be fetched for individual consumer buildings at high temporal resolutions. Availability of such data has made it possible to study daily load demand profiles of the households. Clustering households based on their demand profiles is one of the primary, yet a key component of such analysis. While many clustering algorithms/frameworks can be deployed to perform clustering, they usually generate very different clusters. In order to identify the best clustering results, various cluster validation indices (CVIs) have been proposed in the literature. However, it has been noticed that different CVIs often recommend different algorithms. This leads to the problem of identifying the most suitable CVI for a given dataset. Responding to the problem, this paper shows how the recommendations of validation indices are influenced by different data characteristics that might be present in a typical residential load demand dataset. Furthermore, the paper identifies the features of data that prefer/prohibit the use of a particular cluster validation index.

Index Terms—clustering, validation indices, residential load demand

I. INTRODUCTION

An informed production decision by the supplier is crucial for maximizing efficiency in the electricity distribution process. Such a decision requires information about the electricity consumption patterns (or load demand). In industrial, commercial, and transportation sectors, such patterns mostly follow a definite trend and hence are easier to identify. However, it is not the case with the residential sector which has been noted to consume more than 21% of the net electricity consumption [1].

Load demand profiles can now be obtained for individual households at high temporal resolution with the help of smart meters. To make the most from such high-resolution data with varying consumption patterns of individual households, clustering is usually done while pre-processing. The general idea is to analyze households with different consumption patterns separately. An effective clustering procedure thus reduces the net variance of the data and streamlines further analysis. Such clustering helps electricity suppliers in delivering more responsive demand and planning appropriate tariff schemes [2].

Multiple clustering strategies have been explored in the literature to study the residential load demand profiles. Jain et al. [3] defines such strategies in a generalized two-step clustering framework, where the first step is to reduce dimensionality and the second step comprises of an unsupervised clustering algorithm. Dimensionality reduction is considered useful in the prevention of over-fitting while clustering [4] and in complexity reduction of the problem [5]. Yet it remains an optional step that has been omitted in various studies [6], [7]. Nonetheless, multiple combinations of clustering algorithms and dimensionality reduction techniques can be used to perform clustering on electricity load profiles. It has been further noted that different combinations of such algorithms often produce very different clustering results [8].

Different cluster validation strategies have been proposed to identify the best algorithm and hence the finest clusters. But, all the strategies themselves have their shortcomings and biases. Therefore, different strategies recommend different algorithms for the same dataset [5], [8], [9]. It complicates the judgment to find the best clustering. This paper tries to analyze the response of different cluster validation strategies upon change in the characteristics of residential load demand dataset and recommends the preferred cluster validation strategy for different data characteristics.

A. Relevant Literature

There is a vast literature in the domain of clustering algorithms. One of the most popular one is the k-means clustering algorithm which uses iterative method to generate clusters [2],
Hierarchical or agglomerative clustering is another highly exploited candidate that starts with considering each point as a separate cluster and proceeds by merging similar ones [2], [8], [11]. Many other studies have used fuzzy c-means algorithm (FCM) [5], [12], [13] which generates clusters with fuzzy boundaries and hence works best in cases where overlapping clusters are observed. Some of the other algorithms that have been considered to cluster residential load demand profiles are self-organizing maps [7], [10] and the Dirichlet Process Mixture Model [11]. Some studies have also highlighted the importance of dimensionality reduction before clustering the load demand profiles. Most commonly used algorithm in this category is the principal component analysis (PCA). It tries to retain maximum information (explained variance) in a minimum number of dimensions [5], [10]. A few other studies have also considered feature agglomeration as an alternative to PCA [3].

In the absence of ground truth labels of underlying clustering, clustering validation indices (CVI) have been defined in the literature to validate the clustering results. The literature presents many CVIs like R-squared measure, SD Index, I index [14] etc. The most widely used strategies in the domain of residential load demand profiles are Silhouette score (SH) [2], [6], [10], Davies-Bouldin score (DB) [2], [7], [10], Calinski-Harabasz score (CH) [2], Xie-Beni index (XB) [5], [13] and Dunn’s index (DI) [6], [11].

It often happens that different CVIs prefer different algorithms [5], [8]. To resolve this issue of disparity, researchers have resorted to different statistical strategies. Some took a majority vote to identify optimal clustering [12], while others chose CVI exhibiting minimum variability across different clustering results [2]. Although the aforementioned strategies might work in some particular cases, a systematic analysis of the impact of data characteristics on the performance of different CVIs is required. To this end, Liu et al. [9] studied the validation properties of different CVIs using different experiments on an entirely synthetic data set. However, such a dataset is far from the data available in real-world and hence its results are not directly comprehensible in practical situations.

B. Contributions and Outline of the Paper

While most CVIs use ‘separation’ and ‘compactness’ of the resulting clusters in their definition, they adopt significantly different strategies to achieve it [5], [9]. Hence, a valid comparative study for the effectiveness of different CVIs can only be conducted by evaluating their response to the change in data characteristics. In such regard, this paper makes the following contributions:

- Evaluating the effect of following data (or underlying cluster) characteristics on different CVI scores
  - Outliers
  - Density
  - Diameter
- Recommending the preference/proscription of a CVI if such characteristics are present in the data

The rest of the paper is organized as follows. Section II explains the data set and its pre-processing. Section III develops the experimental setup that computes baseline clustering and validation indices. Section IV formulates the hypothesis testing procedures while the results are discussed in section V. Finally, section VI concludes the paper.

II. DATASET AND PRE-PROCESSING

This research is built on the data of real electricity demand profiles. The data is taken from Pecan Street Dataport [15] which is available in public domain for research purposes. The objective of this dataset providers is to boost the research in the domain of electricity load demand profile analysis. The paper considers a sample of 50 households from New York and Austin (25 from each city). The electricity consumption data is provided with a temporal resolution of 15 minutes in the dataset. While the Austin data is available for 1 year, New York data is available for roughly 6 months only. Since the study focuses on clustering of median daily load profiles only and is not considering seasonality and other periodic factors, the data from both cities was merged together to increase the number of data points. This was essential to effectively study the impact of load demand dataset characteristics on the performance of clustering validation indices.

The greater variance and outlier existence in the data of each household necessitates median to be the measure of central tendency to define daily load demand profiles of the household [3]. Afterwards, ℓ₂ normalization technique is used to identify the trends of electricity demanded by different households.

III. BASELINE SETUP

The residential load demand profile data is very peculiar. The profiles are not random but have certain specific trends and distribution. Therefore, the results of synthetic data are inapplicable to these profiles. Referencing of the demand data is necessary for carrying out the analysis. Additionally, the ground truth clusters must be known to study the effect of change in data characteristics. Hence, the baseline setup to take the reference ground truth is carried out in two major stages. The first stage is to form clusters and the second is to compute the CVIs.

A. Clustering Framework

Although studying different clustering methods to perform optimal clustering is an interesting problem, such analysis is beyond the scope of this paper. Hence, the paper performs PCA to reduce the dimensionality and then applies FCM algorithm to perform final clustering of the households. This particular combination was chosen in accordance with the results obtained in a more recent study on clustering residential load demand profiles [5].

Let the original of the load demand profiles of the households be represented in $\mathbb{R}^d$ space. Thus, the PCA attempts to
reduce the dimensionality from \(d\)-dimensions to \(d'\)-dimensions while keeping the maximum information intact. This information is represented by the variance of the data. In this regard, PCA computes the eigenvalues and eigenvectors of the data. Here, eigenvalues represent the explained variance across the corresponding eigenvector dimension. After sorting the eigenvectors by the decreasing order of corresponding eigenvalues, PCA takes the top-\(d'\) eigenvectors which explain the maximum cumulative variance of the data. This paper uses elbow heuristics [3] to identify the optimal number of reduced dimensions (say, \(d'\)). As shown in Fig. 1, the rate of increment in the cumulative explained variance ratio significantly decreases after reaching the elbow point, and hence the optimal value of \(d'\) is chosen to be 17.

To check the correctness of clustering results, the t-Distributed Stochastic Neighbor Embedding (t-SNE) is performed to reduce the dimensionality further to 2. The resulting scatter plot of households (cf. Fig. 3) clearly show that the clusters are appropriately dense and well separated. A peculiar aspect of the clusters obtained is that there are three clusters (indexed as 0, 1, and 2 in Fig. 3) that contain a single household.

B. Cluster Validation Indices

This study analyzes only 5 CVIs that have been most widely used in the domain of clustering residential load demand profiles. These are SH, CH, DB, DI and XB scores as explained hereafter.

1) Silhouette Score (SH score): The score uses mean intra-cluster distance \((p)\) and mean nearest cluster distance \((q)\) to create a measure that give values in the interval \([-1, 1]\). A higher SH score reflects better clustering. Scores around \(-1\) indicate wrong clustering, values near 0 depict overlapping clusters and closer to 1 corresponds to dense and well separated clusters. The major drawback of SH score is that it is biased for bigger clusters [18].

2) Calinski-Harabasz Index (CH score): The score is calculated by taking the ratio of sum of the squared distance between cluster center and data center and the summation of the squared distance between all points in cluster and the cluster center. The ratio is then adjusted for the degree of freedom to get the CH score. As the score takes squares into account, it is very much biased towards convex and dense clusters. A higher value of CH score reflects better clustering [19].

3) Davies-Bouldin score (DB score): The DB score measures the average similarity between clusters. The similarity among different clusters is captured by comparing the distance between clusters and their size [20].

\[
DB = \frac{1}{k} \sum_{i=1}^{k} \sum_{j=1}^{k} \max \frac{diameter_i + diameter_j}{\text{distance between cluster centroids}}
\]
where $k$ is the number of clusters. Since separation is accounted in the denominator and diameter is in the numerator, a lower DB score indicates better clustering.

4) Dunn’s Index (DI score): The DI score is measured by taking the ratio of minimum separation and maximum diameter. It is criticized as a worst-case indicator for not considering the better clusters into account. A higher DI score depicts better clustering [17].

5) Xie-Beni Index (XB score): The score calculates the ratio between compactness and separation. The compactness is measured by the sum of the intra-cluster variances for all the clusters. To deduce separation, the score takes the squared value of the minimum inter cluster distance. Like the DI score, this score also undermines the better separation between clusters [21].

All the above-mentioned indices have their own shortcomings. These shortcomings can be identified with experimentation on different cluster characteristics. Since different CVIs are not comparable with each other based on the value they take, a subjective and objective evaluation about their performance is needed for the comparison. It will be carried out in the next section.

IV. IMPACT OF DATASET CHARACTERISTICS

The subjective and objective evaluation of different CVIs is carried out for the following data characteristics:

A. Outliers’ Impact

A single point cluster is not meaningful in any way. The baseline t-SNE plot in Fig. 3 shows three such clusters (indexed as 0, 1 and 2). These are essentially the outlier points. Inclusion of such points/clusters in the dataset should not mean anything for the clustering validation exercise and ideally should be left while calculation. But, their addition as a separate cluster reduces the average diameter of all the clusters and increase the average separation. Since most of the CVIs use the concept of diameter and separation to validate the algorithm, they often consider the introduction of outliers as a good thing and favor their inclusion. Their value in the data is overestimated in such cases.

Since electricity load demand profiles are not yet available at a large scale, such datasets are often prone to having a large number of outliers. Therefore, the study of CVIs in their presence becomes very important. The null hypothesis for this experiment is as follows:

**Null hypothesis $H_0$: Addition/Removal of outliers has no effect on CVIs**

In order to evaluate this hypothesis, all possible combinations of these three single household clusters are taken. Different validation indexes are then calculated for each possible combination and the CVI responses are measured for assessment.

The SH score improves with the removal of outliers. It can be inferred that the score is biased against the outliers. It considers the presence of single household clusters bad and prefers joining the outliers with the nearest possible clusters. As a result, the diameter of the clusters increases, and the score worsens. It results in violation of the null hypothesis $H_0$.

The CH score behaves in a very peculiar way. It improves whenever the outlier indexed as 1 is added and reduces with the addition of others. The baseline t-SNE plot in Fig. 3 show that the outlier 1 is placed very far from all other clusters. Whereas, the others are placed relatively close to majority of multi household clusters. The CH score evaluates separation as the squared summation of distance of cluster centroids from the data centroid. The presence of outliers closer to the data centroid reduces average separation and hence the CH score. On the other hand, addition of an outlier far away from the data centroid increases the average separation and hence the CH score as well. Hence, the presence of negative and positive biases in mutually exclusive possibilities for CH score leads to rejection of the null hypothesis $H_0$.

The DI score is immune to the inclusion of single household clusters and hence accepts the null hypothesis by depicting the best possible case. As explained in section III-B4, the score takes into account only the worst possible clusters. Outlier clusters belong to the better ones and are ignored by the score. In contrast, the XB and DB indices favor the inclusion of

### TABLE I: The experimental results are derived by using different combinations of outliers in the sample to get the responses of different CVIs. The index of outliers is taken from the individual household clusters in the t-SNE plot of Fig. 3

| Outlier 0 | Outlier 1 | Outlier 2 | SH (†) | CH (†) | DB (†) | DI (†) | XB (†) |
|-----------|-----------|-----------|--------|--------|--------|--------|--------|
| ✗         | ✗         | ✗         | 0.21115992 | 16.04573731 | 1.11241178 | 0.15711491 | 0.74365632 |
| ✗         | ✗         | ✗         | 0.20676075 | 14.70077355 | 1.00859215 | 0.15711491 | 0.72816348 |
| ✗         | ✗         | ✗         | 0.20676075 | 17.98226021 | 0.99171442 | 0.15711491 | 0.72816348 |
| ✗         | ✗         | ✗         | 0.20254115 | 16.57250424 | 0.91595941 | 0.15711491 | 0.713303 |
| ✗         | ✗         | ✗         | 0.20578034 | 14.63188325 | 1.01062395 | 0.15711491 | 0.713303 |
| ✗         | ✗         | ✗         | 0.20158074 | 13.67854263 | 0.93250525 | 0.15711491 | 0.713303 |
| ✗         | ✗         | ✗         | 0.20158074 | 16.53295405 | 0.91773724 | 0.15711491 | 0.713303 |
| ✗         | ✗         | ✗         | 0.19754912 | 15.47741121 | 0.85861914 | 0.15711491 | 0.69903694 |
outlier clusters. The indices prefer single household clusters to be taken as separate clusters creating a positive bias for such outlier clusters. The null hypothesis is again rejected by these scores as well.

The study recommends use of DI score when large number of outliers are present. But if all other data characteristics favor any other index, this paper suggests correction of outliers before proceeding with the analysis.

B. Density Impact

Nearly all real-time datasets have observations in clusters with varied densities. This property is especially true with the electricity load demand profiles and hence mandates the analysis. The density experiment is performed by taking the outlier corrected clusters as the baseline. New points are then added in all the clusters to increase the density. They are added in a specific way in new points lie in the non overlapping cluster region only. In order to generate such points, a Multivariate Gaussian distribution is fitted for each cluster such that the \( \text{std.deviation} = \frac{\text{radius}}{4} \). As confirmed by the t-SNE plot in Fig. 4, the new points are generated close to the center of the cluster and at the place where maximum observations are rested. Multiple experiments were then performed to get different new points for each experiment. CVIs are then calculated and averaged over to obtain the results. Such exercise will have positive average effect on clustering results without changing the optimal number of clusters. The CVIs are supposed to reflect the positive effects of increased density which will be tested in this experiment.

![t-SNE plot showing the clustering result for a sample trial using PCA+FCM clustering technique in the increased intra-cluster density experiment.](image)

**Null hypothesis** \( H_0^b \). Increased intra-cluster density has positive effect on the CVIs

As depicted in Fig. 5, increase in density is preferred by all the scores except the DI score. The DI score is positively related to the minimum separation and is negatively related to the maximum diameter. An increase of density in multiple experiments must have marginally influenced the maximum diameter. It is captured by a slight decrease in the average DI score. Since the index doesn’t take into account the density of clusters, it recommends an increase in density as bad. On the other hand, as the CH score is very much biased towards convex and dense clusters, overestimation of increased density is observed in our results as well.

![The effect of increased density on value of different cluster validation indices. The CVI scores are averaged over 100 trials because of random addition of points.](image)

The density results confirm the advantages and limitations of different CVIs. The evidences are against the use of DI score as it rejects the null hypothesis \( H_0^b \). Despite acceptance of the null hypothesis by CH score, it’s use require caution because of overestimated effect of density. The CH score can easily mask other clustering drawbacks (like outliers, improper clusters etc.) because of the over-positive effect due to highly dense clusters. All the other indices seem to give adequate results.

In conclusion, if there are many households with similar load demand profiles (i.e. high expected cluster density), our analysis identifies SH, DB and XB as the most appropriate CVIs. The CH score is over-sensitive and needs to be cautiously used whereas the DI score is not recommended.

![Reduced Dimension #2](image)

**C. Effect of Diameter and Separation**

A reduction in the diameter of all the clusters increases the inter cluster separation as well. Since this study use a real electricity load demand profile data, the existing observations cannot be changed. Therefore, an independent study of diameter/separation is not possible. A change in diameter will essentially change separation as well. The experiment studied in this paper proportionately reduces the diameter of all the clusters by twenty percent. The load demand profiles that lie outside the new cluster (but were a part of old cluster) are replaced with the creation of new points in the new cluster. Thus, the density of cluster remains the same. The CVI scores are averaged over 100 trials because of random addition of points. An increase in separation and reduction in diameter is expected to improve the clustering. Therefore, the null hypothesis is as follows:

**Null hypothesis** \( H_0^c \). Increased separation and reduced diameter has positive effect on CVIs
identify more prevalent dataset characteristics like intra-cluster variance and monotonicity that might impact the performance of one or more CVIs.
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