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In this paper, the Dirac’s quantum mechanical interaction picture is applied to option pricing to obtain a solution of the Black–Scholes equation in the presence of a time-dependent arbitrage bubble. In particular, for the case of a call perturbed by a square bubble, an approximate solution (valid up third order in a perturbation series) is given in terms of the three first Greeks: Delta, Gamma, and Speed. Then an exact solution is constructed in terms of all higher order $S$-derivatives of the Black–Scholes formula.

It is also shown that the interacting Black–Scholes equation is invariant under a discrete transformation that interchanges the interest rate with the mean of the underlying asset and vice versa. This implies that the interacting Black–Scholes equation can be written in a ‘low energy’ and a ‘high energy’ form, in such a way that the high-interaction limit of the low energy form corresponds to the weak-interaction limit of the high energy form. One can apply a perturbative analysis to the high energy form to study the high-interaction limit of the low energy form.
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1 Introduction

It is well known that the quantum mechanical evolution of a physical system can be found by using any one of three representations: the Schrödinger picture, the Heisenberg picture, or the interaction picture [1, 2]. In particular, the Interaction or Dirac’s picture is well suited to describe systems that have time-dependent forces. This framework permits, for example, obtaining the solution for the wave-function, Green’s functions, or scattering amplitudes of the correlated system as a perturbation series in the same free quantities. The usual old fashioned form of this method that uses operator algebraic manipulations has been applied in the quantum field theoretic description of many-body systems [3, 4], condensed matter [5, 6], and particle physics [7, 8]. A fourth picture based on the Feynman’s path integral formalism is capable of implementing the modern gauge theory model of the fundamental forces more easily. This last scheme also permits developing a perturbation series, which is equivalent to that of Dirac’s picture [9, 10].

On the other hand, physicists have begun to apply their methods and mathematical machinery to disciplines outside of physics, such as finance and economics. For example, one can find thermodynamic [11, 12] and statistical mechanical approaches [13, 14] applied to financial markets. Also, different ideas have been proposed to understand the Black–Scholes model as a Quantum Mechanical one [15–17]. Quantum field theoretical methods have been applied to interest rate modeling [18–20] and even ideas from super-symmetry have been applied to option pricing [21–23]. Even more, the theoretical optimal control description of economic systems can be understood as a constrained classical system in phase space [24–28]. Stochastic volatility models and the multi-asset Black–Scholes model can also be thought of as constrained quantum systems [29, 30]. There are also gauge theoretical descriptions of the arbitrage process [31].

In [32], inspired by the ideas in [31], a generalization of the Black–Scholes (B–S) model that incorporates market imperfections through the presence of arbitrage bubbles was proposed. In this case, the Black–Scholes equation is given by

\[
\frac{\partial \pi}{\partial t} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 \pi}{\partial S^2} + r \left( \frac{\sigma - \alpha f(S,t)}{r (\sigma - f(S,t))} \right) \left( S \frac{\partial \pi}{\partial S} - \pi \right) = 0, \tag{1}
\]

where the function \( f = f(S,t) \) is called the amplitude of the arbitrage bubble. The above equation can written as

\[
\frac{\partial \pi}{\partial t} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 \pi}{\partial S^2} + r \left( S \frac{\partial \pi}{\partial S} - \pi \right) + v(S,t) \left( S \frac{\partial \pi}{\partial S} - \pi \right) = 0, \tag{2}
\]

with

\[
v(S,t) = \frac{(r - \alpha) f(S,t)}{\sigma - f(S,t)}, \tag{3}
\]

which can be interpreted as the potential of an external time-dependent force generated by the arbitrage bubble \( f(S,t) \). In fact, from a physicist’s point of view, \( v(S,t) \) is equivalent to a magnetic and electric field of the same strengths. Thus, market imperfections produce interactions that are equivalent to an external electromagnetic field of force that acts on the Black–Scholes particle.
By using the coordinate transformation

\[ x = \ln S - \left(r - \frac{1}{2} \sigma^2\right) t, \quad (4) \]

the interacting Black–Scholes equation \( \text{(2)} \) becomes

\[ \frac{\partial \pi}{\partial t} + \frac{1}{2} \sigma^2 \frac{\partial^2 \pi}{\partial x^2} - r \pi + \frac{(r - \alpha) \tilde{f}}{\sigma - \tilde{f}} \left( \frac{\partial \pi}{\partial x} - \pi \right) = 0, \quad (5) \]

where

\[ \tilde{f}(x,t) = f \left( e^{x+(r-\frac{1}{2}\sigma^2)t}, t \right). \quad (6) \]

Now by defining

\[ \pi(x,t) = e^{-r(T-t)} \psi(x,t), \quad (7) \]

equation \( \text{(5)} \) becomes

\[ \frac{\partial \psi(x,t)}{\partial t} + \frac{1}{2} \sigma^2 \frac{\partial^2 \psi(x,t)}{\partial x^2} + v(x,t) \left( \frac{\partial \psi(x,t)}{\partial x} - \psi(x,t) \right) = 0, \quad (8) \]

with

\[ v(x,t) = \frac{(r - \alpha) \tilde{f}(x,t)}{\sigma - \tilde{f}(x,t)}. \quad (9) \]

Now, finally by doing a Wick rotation in time

\[ t = -i \tau, \quad (10) \]

equation \( \text{(8)} \) becomes

\[ i \frac{\partial \psi(x,\tau)}{\partial \tau} = -\frac{1}{2} \sigma^2 \frac{\partial^2 \psi(x,\tau)}{\partial x^2} - v(x,\tau) \left( \frac{\partial \psi(x,\tau)}{\partial x} - \psi(x,\tau) \right). \quad (11) \]

The last equation is an interacting Schrödinger equation for a particle of mass \( 1/\sigma^2 \) with wave function \( \psi(x,t) \) in an external time-dependent field generated by the potential \( v(x,t) \). If we write the above interacting Schrödinger equation as

\[ \frac{\partial \psi(x,t)}{\partial t} = \hat{H} \psi(x,t) \quad (12) \]

one can express the Hamiltonian operator as

\[ \hat{H} = -\frac{1}{2} \sigma^2 \frac{\partial^2}{\partial x^2} - v(x,t) \left( \frac{\partial}{\partial x} - I \right). \quad (13) \]

Note that if \( f = 0 \), the potential \( v = 0 \) and so \( \text{(13)} \) corresponds to the Hamiltonian of a free particle. When the amplitude \( f \) of the bubble is small, and so the second term in \( \text{(13)} \) can be thought of as a perturbation of the free Hamiltonian. Since \( f \) is time-dependent, one can apply the interaction picture to study the effect of the perturbation on the free solution, that is, on the usual Black–Scholes solution.

In the following section I develop these ideas but not in the \( (x, \tau) \) space, but directly in the \( (S,t) \) space.
2 The Euclidean interaction picture and option pricing

Consider again the Black–Scholes equation (2) in the \((S,t)\) space in the presence of an arbitrage bubble \(f(S,t)\). This equation must be integrated with the final condition

\[
\pi(S,T) = \Phi(S).
\] (14)

The function \(\Phi\) is called the contract function and defines the type of option. Note that equation (2) must be integrated backward in time from the future time \(t = T\) to the present time \(t = 0\). One can change the direction of time by using the change of variables given by

\[
\tau = T - t
\] (15)
which implies that

\[
\frac{\partial}{\partial \tau} = - \frac{\partial}{\partial t}
\] (16)
so (2) can be written as forward \(\tau\) time Euclidean Schrödinger like equation

\[
\frac{\partial \pi}{\partial \tau} = \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 \pi}{\partial S^2} + r S \frac{\partial \pi}{\partial S} - \pi + v(S, \tau) \left( S \frac{\partial \pi}{\partial S} - \pi \right).
\] (17)

From (17) one can identify the Euclidean Hamiltonian operator as

\[
\hat{H} = \frac{1}{2} \sigma^2 \hat{T} + r \hat{P} + v(S, \tau) \hat{P},
\] (18)
with

\[
\hat{T} = S^2 \frac{\partial^2}{\partial S^2},
\] (19)
and

\[
\hat{P} = \left( S \frac{\partial \pi}{\partial S} - \hat{I} \right).
\] (20)

When the amplitude of the bubble is zero, the potential function \(v(S, \tau)\) also is zero, and the Hamiltonian reduces to

\[
\hat{H}_0 = \frac{1}{2} \sigma^2 \hat{T} + r \hat{P},
\] (21)
which gives the evolution of the usual Black–Scholes model. Thus one has that

\[
\hat{H} = \hat{H}_0 + \hat{V},
\] (22)
with

\[
\hat{V} = \hat{V}(S, \tau) = v(S, \tau) \hat{P}.
\] (23)

In this way, the interacting Black–Scholes equation is

\[
\frac{\partial \pi}{\partial \tau} = \hat{H}_0 \pi + \hat{V} \pi,
\] (24)
Now introduce the Euclidean interaction picture by defining the interaction option price

$$\pi_I(S, \tau) = e^{-\hat{H}_0 \tau} \pi(S, \tau),$$

(25)

or

$$\pi(S, \tau) = e^{\hat{H}_0 \tau} \pi_I(S, \tau).$$

(26)

Taking the derivative with respect to time,

$$\frac{\partial \pi(S, \tau)}{\partial \tau} = \hat{H}_0 e^{\hat{H}_0 \tau} \pi_I(S, \tau) + e^{\hat{H}_0 \tau} \frac{\partial \pi_I(S, \tau)}{\partial \tau}.$$ 

(27)

By substituting the above equation in (24) and using (26), one obtains

$$\hat{H}_0 e^{\hat{H}_0 \tau} \pi_I(S, \tau) + e^{\hat{H}_0 \tau} \frac{\partial \pi_I(S, \tau)}{\partial \tau} = \hat{H}_0 e^{\hat{H}_0 \tau} \pi_I(S, \tau) + \hat{V} e^{\hat{H}_0 \tau} \pi_I(S, \tau),$$

(28)

or

$$\frac{\partial \pi_I(S, \tau)}{\partial \tau} = e^{-\hat{H}_0 \tau} \hat{V}(S, \tau) e^{\hat{H}_0 \tau} \pi_I(S, \tau).$$

(29)

If $\hat{O}(S, \tau)$ is an operator defined in the Schrödinger picture, then in the interaction picture it is given by

$$\hat{O}_I(S, \tau) = e^{-\hat{H}_0 \tau} \hat{O}(S, \tau) e^{\hat{H}_0 \tau},$$

(30)

and one can verify that

$$\frac{\partial \hat{O}_I(S, \tau)}{\partial \tau} = [\hat{H}_0, \hat{O}_I(S, \tau)] + e^{-\hat{H}_0 \tau} \frac{\partial \hat{O}(S, \tau)}{\partial \tau} e^{\hat{H}_0 \tau}. $$

(31)

Finally, equation (29) can be written as

$$\frac{\partial \pi_I(S, \tau)}{\partial \tau} = \hat{V}_I(S, \tau) \pi_I(S, \tau),$$

(32)

with

$$\hat{V}_I(S, \tau) = e^{-\hat{H}_0 \tau} \hat{V}(S, \tau) e^{\hat{H}_0 \tau} = e^{-\hat{H}_0 \tau} v(S, \tau) \hat{P} e^{\hat{H}_0 \tau}.$$ 

(33)

Equation (32) can be integrated to give

$$\pi_I(S, \tau) = \pi_I(S, \tau_0) + \int_{\tau_0}^{\tau} \hat{V}_I(S, \tau') \pi_I(S, \tau') \, d\tau'.$$

(34)

By choosing $\tau_0 = 0$ and using the fact that

$$\pi_I(S, 0) = e^{-\hat{H}_0 \tau} \pi(S, 0) = \Phi(S)$$

(35)

one has finally that

$$\pi_I(S, \tau) = \Phi(S) + \int_0^{\tau} \hat{V}_I(S, \tau') \pi_I(S, \tau') \, d\tau'.$$

(36)

One can apply (36) to construct an approximate solution for the option price in presence of a perturbation generated by an arbitrage bubble.
3 The square bubble

In that follows, I consider an important special case: the square-time bubble defined by

\[ f(t) = \begin{cases} 
0 & t < T_1 \\
f_0 & T_1 < t < T_2 \\
0 & T_2 < t < T 
\end{cases} \]  

(37)

or, in terms of \( \tau \),

\[ f(\tau) = \begin{cases} 
0 & \tau < \tau_1 \\
f_0 & \tau_1 < \tau < \tau_2 \\
0 & \tau_2 < \tau < T 
\end{cases} \]  

(38)

where \( \tau_1 = T - T_2 \) and \( \tau_2 = T - T_1 \). This bubble is important, because any other shape of a bubble can be approximated locally by the square case. Because this bubble is independent of the \( S \) coordinate, the potential function (3) is also independent of \( S \), and given by

\[ v(\tau) = \begin{cases} 
0 & \tau < \tau_1 \\
v_0 = (r - \alpha) f_0/\sigma - f_0 & \tau_1 < \tau < \tau_2 \\
0 & \tau_2 < \tau < T 
\end{cases} \]  

(39)

and the potential operator (33) becomes

\[ \hat{V}_I(S, \tau) = v(\tau) e^{-\tilde{H}_0 \tau} \hat{P} e^{\tilde{H}_0 \tau}. \]  

(40)

To evaluate (40) one need the commutation relations between \( \tilde{H}_0 \) and \( \hat{P} \). In fact

\[ [\tilde{H}_0, \hat{P}] = [\frac{1}{2} \sigma^2 \tilde{T} + r \hat{P}, \hat{P}] = \frac{1}{2} \sigma^2 [\tilde{T}, \hat{P}]. \]  

(41)

Now

\[ [\tilde{T}, \hat{P}] = \tilde{T} \hat{P} - \hat{P} \tilde{T} \]  

(42)

\[ = S^2 \frac{\partial^2}{\partial S^2} (S \frac{\partial}{\partial S} - \tilde{I}) - (S \frac{\partial}{\partial S} - \tilde{I}) \left( S^2 \frac{\partial^2}{\partial S^2} \right) \]  

(43)

\[ = S^2 \frac{\partial}{\partial S} \left( \frac{\partial^2}{\partial S^2} + S \frac{\partial^3}{\partial S^3} \right) - \left( S \left( 2S \frac{\partial^2}{\partial S^2} + S^2 \frac{\partial^3}{\partial S^3} \right) - S^2 \frac{\partial^2}{\partial S^2} \right \]  

(44)

\[ = S^2 \left( \frac{\partial^2}{\partial S^2} + S \frac{\partial^3}{\partial S^3} \right) - \left( S^2 \frac{\partial^2}{\partial S^2} + S^3 \frac{\partial^3}{\partial S^3} \right) \]  

(45)

\[ = S^2 \left( \frac{\partial^2}{\partial S^2} + S \frac{\partial^3}{\partial S^3} \right) - \left( S^2 \frac{\partial^2}{\partial S^2} + S^3 \frac{\partial^3}{\partial S^3} \right) \]  

(46)

\[ = 0, \]  

(47)

thus \( \hat{P} \) commutes with the free Hamiltonian \( \tilde{H}_0 \), so (40) is equal to

\[ \hat{V}_I(S, \tau) = v(\tau) e^{-\tilde{H}_0 \tau} \hat{P} e^{\tilde{H}_0 \tau} = v(\tau) \hat{P}, \]  

(48)

and (36) becomes

\[ \pi_I(S, \tau) = \Phi(S) + \int_0^\tau v(\tau') \hat{P} \pi_I(S, \tau') d\tau'. \]  

(49)
Note that for \( 0 < \tau < \tau_1 \), using (39) shows that \( v(\tau) = 0 \), so in this temporal interval the option price is constant and equal to its initial value

\[
\pi_I(S, \tau) = \Phi(S). \tag{50}
\]

For \( \tau_1 < \tau < \tau_2 \) the option price is given by

\[
\pi_I(S, \tau) = \Phi(S) + \int_{\tau_1}^{\tau} v(\tau') \tilde{P} \pi_I(S, \tau') \, d\tau'. \tag{51}
\]

At last, for \( \tau_2 < \tau < T \), the potential function \( v(\tau') = 0 \) again, so the option price is again constant and so must be equal to its value at \( \tau = \tau_2 \)

\[
\pi_I(S, \tau_2) = \Phi(S) + \int_{\tau_1}^{\tau_2} v(\tau') \tilde{P} \pi_I(S, \tau') \, d\tau', \quad \tau_1 < \tau < \tau_2. \tag{52}
\]

Thus, by equation (39) one has that

\[
\pi_I(S, \tau) = \begin{cases} 
\Phi(S) & 0 < \tau < \tau_1 \\
\Phi(S) + v_0 \int_{\tau_1}^{\tau} \tilde{P} \pi_I(S, \tau') \, d\tau' & \tau_1 < \tau < \tau_2 \\
\Phi(S) + v_0 \int_{\tau_1}^{\tau_2} \tilde{P} \pi_I(S, \tau') \, d\tau' & \tau_2 < \tau < T
\end{cases} \tag{53}
\]

By taken the derivative with respect to time of the above equation one has that

\[
\frac{\partial \pi_I(S, \tau)}{\partial \tau} = \begin{cases} 
0 & 0 < \tau < \tau_1 \\
v_0 \tilde{P} \pi_I(S, \tau) & \tau_1 < \tau < \tau_2 \\
0 & \tau_2 < \tau < T
\end{cases} \tag{54}
\]

So for \( \tau_1 < \tau < \tau_2 \)

\[
\frac{\partial \pi_I(S, \tau)}{\partial \tau} = v_0 \tilde{P} \pi_I(S, \tau), \tag{55}
\]

and since the right side does not depend on time and using the initial condition \( \pi_I(S, \tau_1) = \Phi(S) \) it can be integrated to give

\[
\pi_I(S, \tau) = e^{v_0 \tilde{P}(\tau-\tau_1)} \Phi(S) \tag{56}
\]

so

\[
\pi_I(S, \tau_2) = e^{v_0 \tilde{P}(\tau_2-\tau_1)} \Phi(S) \tag{57}
\]

and (53) can be written also as

\[
\pi_I(S, \tau) = \begin{cases} 
\Phi(S) & 0 < \tau < \tau_1 \\
e^{v_0 \tilde{P}(\tau_2-\tau_1)} \Phi(S) & \tau_1 < \tau < \tau_2 \\
e^{v_0 \tilde{P}(\tau_2-\tau_1)} \Phi(S) & \tau_2 < \tau < T
\end{cases} \tag{58}
\]

The evolution of the option price in the Schrödinger picture is then given by (26)

\[
\pi(S, \tau) = \begin{cases} 
e^{\tilde{H}_0 \tau} \Phi(S) & 0 < \tau < \tau_1 \\
e^{\tilde{H}_0 \tau} e^{v_0 \tilde{P}(\tau-\tau_1)} \Phi(S) & \tau_1 < \tau < \tau_2 \\
e^{\tilde{H}_0 \tau} e^{v_0 \tilde{P}(\tau_2-\tau_1)} \Phi(S) & \tau_2 < \tau < T
\end{cases} \tag{59}
\]
Due to the fact that $\hat{H}_0$ commutes with $\hat{P}$ for the square bubble,

$$
\pi(S, \tau) = \begin{cases} 
  e^{\hat{H}_0 \tau} \Phi(S) & 0 < \tau < \tau_1 \\
  e^{\hat{H}_0 \tau + v_0 (\tau - \tau_1)} \Phi(S) & \tau_1 < \tau < \tau_2 \\
  e^{\hat{H}_0 \tau + v_0 (\tau_2 - \tau_1)} \Phi(S) & \tau_2 < \tau < T 
\end{cases}
$$

which is the same as

$$
\pi(S, \tau) = \begin{cases} 
  e^{\hat{H}_0 \tau} \Phi(S) & 0 < \tau < \tau_1 \\
  e^{[\hat{H}_0 + v_0 \hat{P}](\tau - \tau_1)} e^{\hat{H}_0 \tau_1} \Phi(S) & \tau_1 < \tau < \tau_2 \\
  e^{\hat{H}_0 (\tau - \tau_2)} e^{[\hat{H}_0 + v_0 \hat{P}](\tau_2 - \tau_1)} e^{\hat{H}_0 \tau_1} \Phi(S) & \tau_2 < \tau < T 
\end{cases}
$$

Now

$$
\hat{H}_0 + v_0 \hat{P} = \frac{1}{2} \sigma^2 \hat{T} + r \hat{P} + v_0 \hat{P} = \frac{1}{2} \sigma^2 \hat{T} + (r + v_0) \hat{P} = \frac{1}{2} \sigma^2 \hat{T} + \tilde{r} \hat{P},
$$

where $\tilde{r} = r + v_0$ is a ‘dressed’ interest rate. One can see that the total Hamiltonian is the same as the free Black–Scholes Hamiltonian but with the ‘bare’ interest rate $r$ replaced by the effective one $\tilde{r}$. If one defines the free Hamiltonian as $\hat{H}_0^\circ = \frac{1}{2} \sigma^2 \hat{T} + \tilde{r} \hat{P}$, then

$$
\pi(S, \tau) = \begin{cases} 
  e^{\hat{H}_0^\circ \tau} \Phi(S) & 0 < \tau < \tau_1 \\
  e^{\hat{H}_0^\circ (\tau - \tau_1)} e^{\hat{H}_0 \tau_1} \Phi(S) & \tau_1 < \tau < \tau_2 \\
  e^{\hat{H}_0 (\tau - \tau_2)} e^{\hat{H}_0^\circ (\tau_2 - \tau_1)} e^{\hat{H}_0 \tau_1} \Phi(S) & \tau_2 < \tau < T 
\end{cases}
$$

In this way, by using the interaction picture one can obtain a formal solution of the problem. For example, for a European call $\Phi(S) = \max\{S - K, 0\}$, the first part $0 < \tau < \tau_1$ of the solution given by

$$
\pi(S, \tau) = e^{\hat{H}_0 \tau} \Phi(S)
$$

corresponds to the usual closed form Black–Scholes solution. However, for $\tau_1 < \tau < \tau_2$ or $\tau_2 < \tau < T$, though the evolution is given by a free Black–Scholes Hamiltonian, the solution is not given by a usual solution to the Black–Scholes equation. This is because the initial conditions are not given by $\Phi(S) = \max\{S - K, 0\}$ but instead by $\Phi_1(S) = e^{\hat{H}_0 \tau_1} \Phi(S)$ and $\Phi_2(S) = e^{\hat{H}_0^\circ (\tau_2 - \tau_1)} e^{\hat{H}_0 \tau_1} \Phi(S)$ respectively. For this reason, obtaining an explicit formula for the solution in these time intervals is a non trivial task. It can only be accomplished numerically.

## 4 The first terms of the perturbation solution

Consider equation (53) for the intermediate region of time $\tau_1 < \tau < \tau_2$:

$$
\pi_I(S, \tau) = \Phi(S) + v_0 \int_{\tau_1}^{\tau} \hat{P} \pi_I(S, \tau') \, d\tau'.
$$

By iterating this equation one obtains

$$
\pi_I(S, \tau) = \Phi(S) + v_0 \int_{\tau_1}^{\tau} \hat{P} \Phi(S) \, d\tau' +
\quad v_0 \int_{\tau_1}^{\tau} \hat{P} \left( v_0 \int_{\tau_1}^{\tau'} \hat{P} \Phi(S) \, d\tau'' \right) \, d\tau' +
\quad v_0 \int_{\tau_1}^{\tau} \hat{P} \left( v_0 \int_{\tau_1}^{\tau'} \hat{P} \left( v_0 \int_{\tau_1}^{\tau''} \hat{P} \Phi(S) \, d\tau''' \right) \, d\tau'' \right) \, d\tau' + \cdots,
$$

(66)
that is,

\[ \pi_I(S, \tau) = \Phi(S) + v_0 \tilde{P} \Phi(S) \left( \int_{\tau_1}^\tau d\tau' \right) + \]
\[ v_0^2 \tilde{P} \tilde{P} \Phi(S) \left( \int_{\tau_1}^\tau \int_{\tau_1}^{\tau'} d\tau'' d\tau' \right) + \]
\[ v_0^3 \tilde{P} \tilde{P} \tilde{P} \Phi(S) \left( \int_{\tau_1}^\tau \int_{\tau_1}^{\tau'} \int_{\tau_1}^{\tau''} d\tau''' d\tau'' d\tau' \right) + \cdots. \]  

(67)

Integrating with respect to time gives

\[ \int_{\tau_1}^\tau d\tau' = \tau - \tau_1 \]  

(68)

\[ \int_{\tau_1}^\tau \int_{\tau_1}^{\tau'} d\tau'' d\tau' = \int_{\tau_1}^\tau (\tau' - \tau_1) d\tau' = \frac{1}{2} (\tau - \tau_1)^2 \]  

(69)

\[ \int_{\tau_1}^\tau \int_{\tau_1}^{\tau'} \int_{\tau_1}^{\tau''} d\tau''' d\tau'' d\tau' = \int_{\tau_1}^\tau \frac{1}{2} (\tau' - \tau_1)^2 d\tau' = \frac{1}{3!} (\tau - \tau_1)^3 \]  

(70)

and so

\[ \pi_I(S, \tau) = \Phi(S) + v_0 \tilde{P} \Phi(S) \frac{1}{1!} (\tau - \tau_1) + \]
\[ v_0^2 \tilde{P} \tilde{P} \Phi(S) \frac{1}{2!} (\tau - \tau_1)^2 + \]
\[ v_0^3 \tilde{P} \tilde{P} \tilde{P} \Phi(S) \frac{1}{3!} (\tau - \tau_1)^3 + \cdots \]

or

\[ \pi_I(S, \tau) = \left( \tilde{I} + \frac{1}{1!} v_0 \tilde{P} (\tau - \tau_1) + \right. \]
\[ \left. \frac{1}{2!} v_0^2 \tilde{P}^2 (\tau - \tau_1)^2 + \right. \]
\[ \left. \frac{1}{3!} v_0^3 \tilde{P}^3 (\tau - \tau_1)^3 + \cdots \right) \Phi(S) \]

Now by kipping only the first four terms in (71) one has

\[ \pi_I(S, \tau) \approx \left( \tilde{I} + \frac{1}{1!} v_0 (\tau - \tau_1) \tilde{P} + \frac{1}{2!} v_0^2 (\tau - \tau_1)^2 \tilde{P}^2 + \frac{1}{3!} v_0^3 (\tau - \tau_1)^3 \tilde{P}^3 \right) \Phi(S). \]  

(71)

Then the option price in the Schrödinger picture is

\[ \pi(S, \tau) \approx e^{\tilde{H}_0 \tau} \left( \tilde{I} + \frac{1}{1!} v_0 (\tau - \tau_1) \tilde{P} + \frac{1}{2!} v_0^2 (\tau - \tau_1)^2 \tilde{P}^2 + \frac{1}{3!} v_0^3 (\tau - \tau_1)^3 \tilde{P}^3 \right) \Phi(S), \]  

(72)

but as \( \tilde{H}_0 \) commutes with \( \tilde{P} \) one has that

\[ \pi(S, \tau) \approx \left( \tilde{I} + \frac{1}{1!} v_0 (\tau - \tau_1) \tilde{P} + \frac{1}{2!} v_0^2 (\tau - \tau_1)^2 \tilde{P}^2 + \frac{1}{3!} v_0^3 (\tau - \tau_1)^3 \tilde{P}^3 \right) e^{\tilde{H}_0 \tau} \Phi(S). \]  

(73)
But $e^{H_{0}\tau}\Phi(S)$ is just the Call $C(S, t)$ solution at time $\tau$ so

$$C(S, \tau) = e^{H_{0}\tau}\Phi(S)$$

and then

$$\pi(S, \tau) \approx C(S, \tau) + v_{0}(\tau - \tau_{1}) \dot{\Pi} C(S, \tau) + \frac{1}{2}v_{0}^{2}(\tau - \tau_{1})^{2} \ddot{\Pi} C(S, \tau) + \frac{1}{3!}v_{0}^{3}(\tau - \tau_{1})^{3} \dddot{\Pi} C(S, \tau).$$

Now

$$\dot{\Pi} C(S, \tau) = \left(S \frac{\partial}{\partial S} - \bar{I}\right) C(S, \tau) = S \frac{\partial C(S, \tau)}{\partial S} - C(S, \tau).$$

The derivative of a Call is called Delta

$$\Delta(S, \tau) = \frac{\partial C(S, \tau)}{\partial S},$$

so

$$\dot{\Pi} C(S, \tau) = S \Delta(S, \tau) - C(S, \tau).$$

For $\ddot{\Pi}$ one has

$$\ddot{\Pi} = \left(S \frac{\partial}{\partial S} - \bar{I}\right) \left(S \frac{\partial}{\partial S} - \bar{I}\right) = S \frac{\partial}{\partial S} \left(S \frac{\partial}{\partial S} - \bar{I}\right) - (S \frac{\partial}{\partial S} - \bar{I})$$

$$= S \frac{\partial}{\partial S} \left(S \frac{\partial}{\partial S} - \bar{I}\right) - S \frac{\partial}{\partial S} - (S \frac{\partial}{\partial S} - \bar{I})$$

$$= S \left(\frac{\partial}{\partial S} + S \frac{\partial^{2}}{\partial S^{2}}\right) - 2S \frac{\partial}{\partial S} + \bar{I}$$

$$= S^{2} \frac{\partial^{2}}{\partial S^{2}} - S \frac{\partial}{\partial S} + \bar{I}$$

and so

$$\ddot{\Pi} \frac{C(S, \tau)}{C(S, \tau)} = S^{2} \frac{\partial^{2} C(S, \tau)}{\partial S^{2}} - S \frac{\partial C(S, \tau)}{\partial S} + C(S, \tau).$$

The second derivative of a Call is called Gamma:

$$\Gamma(S, \tau) = \frac{\partial^{2} C(S, \tau)}{\partial S^{2}},$$

so

$$\ddot{\Pi} C(S, \tau) = S^{2} \Gamma(S, \tau) - S \Delta(S, \tau) + C(S, \tau).$$

Lastly, for $\dddot{\Pi}$ one has

$$\dddot{\Pi} = \left(S \frac{\partial}{\partial S} - \bar{I}\right) \left(S \frac{\partial}{\partial S} - \bar{I}\right)^{2} = \left(S \frac{\partial}{\partial S} - \bar{I}\right) \left(S^{2} \frac{\partial^{2}}{\partial S^{2}} - S \frac{\partial}{\partial S} + \bar{I}\right)$$

$$= S \frac{\partial}{\partial S} \left(S^{2} \frac{\partial^{2}}{\partial S^{2}} - S \frac{\partial}{\partial S} + \bar{I}\right) + S \frac{\partial}{\partial S} - \left(S^{2} \frac{\partial^{2}}{\partial S^{2}} - S \frac{\partial}{\partial S} + \bar{I}\right)$$

$$= S \left(2S \frac{\partial^{2}}{\partial S^{2}} + S^{2} \frac{\partial^{2}}{\partial S^{2}} - \frac{\partial}{\partial S} - S \frac{\partial^{2}}{\partial S^{2}}\right) + S \frac{\partial}{\partial S} - S^{2} \frac{\partial^{2}}{\partial S^{2}} + S \frac{\partial}{\partial S} - \bar{I}$$

$$= S^{3} \frac{\partial^{3}}{\partial S^{3}} + S \frac{\partial}{\partial S} - \bar{I},$$
and so
\[ \tilde{P}^3 C(S, \tau) = S^3 \frac{\partial^3 C(S, \tau)}{\partial S^3} + S \frac{\partial C(S, \tau)}{\partial S} - C(S, \tau). \] (92)

The third derivative of a Call is called the Speed:
\[ Spd(S, \tau) = \frac{\partial^3 C(S, \tau)}{\partial S^3}, \] (93)

thus
\[ \tilde{P}^3 C(S, \tau) = S^3 Spd(S, \tau) + S \Delta(S, \tau) - C(S, \tau). \] (94)

By substituting (78), (86) and (94) in (75) we obtain
\[ \pi(S, \tau) \approx C(S, \tau) + v_0 (\tau - \tau_1) (S \Delta(S, \tau) - C(S, \tau)) + \frac{1}{2} v_0^2 (\tau - \tau_1)^2 (S^2 \Gamma(S, \tau) - S \Delta(S, \tau) + C(S, \tau)) + \frac{1}{3!} v_0^3 (\tau - \tau_1)^3 (S^3 Spd(S, \tau) + S \Delta(S, \tau) - C(S, \tau)), \] (95)

or
\[ \pi(S, \tau) \approx \begin{cases} C(S, \tau) & 0 < \tau < \tau_1 \\ v_0 (\tau - \tau_1) - \frac{1}{2} v_0^2 (\tau - \tau_1)^2 + \frac{1}{3!} v_0^3 (\tau - \tau_1)^3 S \Delta(S, \tau) + \frac{1}{2} v_0^2 (\tau - \tau_1)^2 S^2 \Gamma(S, \tau) + \frac{1}{3!} v_0^3 (\tau - \tau_1)^3 S^3 Spd(S, \tau) & \tau_1 < \tau < \tau_2 \\ e^{\tilde{H}_0 \tau} \Phi(S) & \tau_2 < \tau < T \end{cases} \] (96)

Figure 1 shows the behaviour of the approximate perturbation solution (96) for several values of \( f_0/\sigma \). Note that near \( \frac{f_0}{\sigma} \approx 1 \), the approximate solution gives a good qualitative description of the resonance reported in [33].

5 The exact \( \pi(S, \tau) \) solution for the square bubble.

In this section we compute the exact solution for the option price for the square bubble in terms of the Greeks. For this, consider equation (59). Now, since \( \tilde{H}_0 \) commutes with \( \tilde{P} \) one has that
\[ \pi(S, \tau) = \begin{cases} e^{\tilde{H}_0 \tau} \Phi(S) & 0 < \tau < \tau_1 \\ e^{v_0 \tilde{P}(\tau - \tau_1)} e^{\tilde{H}_0 \tau} \Phi(S) & \tau_1 < \tau < \tau_2 \\ e^{v_0 \tilde{P}(\tau_2 - \tau_1)} e^{\tilde{H}_0 \tau} \Phi(S) & \tau_2 < \tau < T \end{cases} \] (97)

But as \( C(S, t) = e^{\tilde{H}_0 \tau} \Phi(S) \), it follows that
\[ \pi(S, \tau) = \begin{cases} C(S, \tau) & 0 < \tau < \tau_1 \\ e^{v_0 (\tau - \tau_1) P} C(S, \tau) & \tau_1 < \tau < \tau_2 \\ e^{v_0 (\tau_2 - \tau_1) P} C(S, \tau) & \tau_2 < \tau < T \end{cases} \] (98)
Now we write the operator $\tilde{P}$ as

$$\tilde{P} = \tilde{K} - \tilde{I}$$  \hspace{1cm} (99)

with $\tilde{K} = S \frac{\partial}{\partial S}$. Again, since $\tilde{K}$ commutes with the identity,

$$e^{xP} = e^{x(\tilde{K} - \tilde{I})} = e^{x\tilde{K}} e^{-x\tilde{I}},$$  \hspace{1cm} (100)

and so

$$e^{v_0(\tau - \tau_1)\tilde{P}} \ C(S, \tau) = e^{-v_0(\tau - \tau_1)} e^{v_0(\tau - \tau_1)\tilde{K}} \ C(S, \tau).$$  \hspace{1cm} (101)
In this way the exact solution is

\[
\pi(S, \tau) = \begin{cases} 
C(S, \tau) & 0 < \tau < \tau_1 \\
e^{-v_0(\tau-\tau_1)}e^{v_0(\tau-\tau_1)}K C(S, \tau) & \tau_1 < \tau < \tau_2 \\
e^{-v_0(\tau_2-\tau_1)}e^{v_0(\tau_2-\tau_1)}K C(S, \tau) & \tau_2 < \tau < T 
\end{cases}
\]  

(102)

Now

\[
e^x\hat{K} = \hat{I} + \frac{1}{1!}x\hat{K} + \frac{1}{2!}x^2\hat{K}^2 + \cdots ,
\]  

(103)

so to compute the solution one needs all the powers of the \( \hat{K} \) operator.

6 The powers of \( \hat{K} \)

If \( \hat{D} \) denotes the differentiation operator \( \frac{\partial}{\partial S} \), then

\[
\hat{K} = S\hat{D}.
\]  

(104)

Now, one has that

\[
\hat{K} \left( S^n\hat{D}^n \right) = S \frac{\partial}{\partial S} \left( S^n \frac{\partial^n}{\partial S^n} \right) = S \left( nS^{n-1} \frac{\partial^n}{\partial S^n} + S^n \frac{\partial^{n+1}}{\partial S^{n+1}} \right) = nS^n \frac{\partial^n}{\partial S^n} + S^{n+1} \frac{\partial^{n+1}}{\partial S^{n+1}},
\]  

(105)

(106)

(107)

that is,

\[
\hat{K} \left( S^n\hat{D}^n \right) = n S^n\hat{D}^n + S^{n+1}\hat{D}^{n+1}.
\]  

(108)

One can use \( \hat{K} \) to evaluate all the powers of \( \hat{K} \). For example,

\[
\hat{K}^2 = \hat{K}\hat{K} = \hat{K} \left( S\hat{D} \right) = S\hat{D} + S^2\hat{D}^2 = \hat{K} + S^2\hat{D}^2.
\]  

(109)

Also,

\[
\hat{K}^3 = \hat{K}\hat{K}^2 = \hat{K} \left( \hat{K} + S^2\hat{D}^2 \right) = \hat{K} + \hat{K} \left( S^2\hat{D}^2 \right) = (\hat{K} + S^2\hat{D}^2) + (2S^2\hat{D}^2 + S^3\hat{D}^3).
\]  

(110)

(111)

\[
\hat{K}^3 = \hat{K} + 3S^2\hat{D}^2 + S^3\hat{D}^3.
\]  

(112)

In the same way, one has

\[
\hat{K}^4 = \hat{K} + 7S^2\hat{D}^2 + 6S^3\hat{D}^3 + S^4\hat{D}^4,
\]  

(113)

\[
\hat{K}^5 = \hat{K} + 15S^2\hat{D}^2 + 25S^3\hat{D}^3 + 10S^4\hat{D}^4 + S^5\hat{D}^5,
\]  

(114)

\[
\hat{K}^6 = \hat{K} + 31S^2\hat{D}^2 + 90S^3\hat{D}^3 + 65S^4\hat{D}^4 + 15S^5\hat{D}^5 + S^6\hat{D}^6.
\]  

(115)

and so on. One can arrange the coefficients of expansion of \( \hat{K}^n \) in terms of \( \hat{K} \) and \( \hat{D} \) in a Pascal-like triangle in the following form.
Let $\alpha_{n,m}$ ($n, m = 1, 2, 3, \ldots$) be the coefficients in this triangle. Here $n$ indicates the vertical position (from top to bottom) and $m$ indicates the horizontal position (from left to the right). For example, $\alpha_{3,2} = 3$, $\alpha_{5,3} = 25$, $\alpha_{6,6} = 1$, etc. The coefficients in the triangle can be determined recursively by the following relations:

$$\alpha_{n,m} = m\alpha_{n-1,m} + \alpha_{n-1,m-1}.$$  \hfill (116)

For example, $\alpha_{3,2} = 2\alpha_{2,2} + \alpha_{2,1} = 2 \cdot 1 + 1 = 3$.

In this way, the powers of the operator $\hat{K}$ can be calculated as

$$\hat{K}^n = \hat{K} + \sum_{j=2}^{n} \alpha_{n,j} S^j \hat{D}^j.$$  \hfill (117)

For example,

$$\hat{K}^2 = \hat{K} + \alpha_{2,2} S^2 \hat{D}^2$$  \hfill (118)

$$\hat{K}^3 = \hat{K} + \alpha_{3,2} S^2 \hat{D}^2 + \alpha_{3,3} S^3 \hat{D}^3$$  \hfill (119)

$$\hat{K}^4 = \hat{K} + \alpha_{4,2} S^2 \hat{D}^2 + \alpha_{4,3} S^3 \hat{D}^3 + \alpha_{4,4} S^4 \hat{D}^4$$  \hfill (120)

$$\hat{K}^5 = \hat{K} + \alpha_{5,2} S^2 \hat{D}^2 + \alpha_{5,3} S^3 \hat{D}^3 + \alpha_{5,4} S^4 \hat{D}^4 + \alpha_{5,5} S^5 \hat{D}^5.$$  \hfill (121)

Thus, the operator

$$e^{x\hat{K}} = \hat{I} + \frac{1}{1!} x \hat{K} + \frac{1}{2!} x^2 \hat{K}^2 + \frac{1}{3!} x^3 \hat{K}^3 + \frac{1}{4!} x^4 \hat{K}^4 + \frac{1}{4!} x^4 \hat{K}^4 + \cdots$$  \hfill (122)

is then equal to

$$e^{x\hat{K}} =$$

$$\hat{I} +$$

$$\frac{1}{1!} x \hat{K} +$$

$$\frac{1}{2!} x^2 \left( \hat{K} + \alpha_{2,2} S^2 \hat{D}^2 \right) +$$

$$\frac{1}{3!} x^3 \left( \hat{K} + \alpha_{3,2} S^2 \hat{D}^2 + \alpha_{3,3} S^3 \hat{D}^3 \right) +$$

$$\frac{1}{4!} x^4 \left( \hat{K} + \alpha_{4,2} S^2 \hat{D}^2 + \alpha_{4,3} S^3 \hat{D}^3 + \alpha_{4,4} S^4 \hat{D}^4 \right) +$$

$$\frac{1}{5!} x^5 \left( \hat{K} + \alpha_{5,2} S^2 \hat{D}^2 + \alpha_{5,3} S^3 \hat{D}^3 + \alpha_{5,4} S^4 \hat{D}^4 + \alpha_{5,5} S^5 \hat{D}^5 \right) + \cdots$$  \hfill (129)
or

\[ e^{xK} = \begin{array}{c}
\tilde{I} + \\
\left( \frac{1}{1!} x + \frac{1}{2!} x^2 + \frac{1}{3!} x^3 + \frac{1}{4!} x^4 + \frac{1}{5!} x^5 + \cdots \right) \tilde{K} + \\
\left( \frac{1}{2!} x^2 \alpha_{2,2} + \frac{1}{3!} x^3 \alpha_{3,2} + \frac{1}{4!} x^4 \alpha_{4,2} + \frac{1}{5!} x^5 \alpha_{5,2} + \cdots \right) S^2 \tilde{D}^2 + \\
\left( \frac{1}{3!} x^3 \alpha_{3,3} + \frac{1}{4!} x^4 \alpha_{4,3} + \frac{1}{5!} x^5 \alpha_{5,3} + \cdots \right) S^3 \tilde{D}^3 + \\
\left( \frac{1}{4!} x^4 \alpha_{4,4} + \frac{1}{5!} x^5 \alpha_{5,4} + \cdots \right) S^4 \tilde{D}^4 + \\
\left( \frac{1}{5!} x^5 \alpha_{5,5} + \cdots \right) S^5 \tilde{D}^5 + \cdots.
\end{array} \] (130)

But

\[ \frac{1}{1!} x + \frac{1}{2!} x^2 + \frac{1}{3!} x^3 + \frac{1}{4!} x^4 + \frac{1}{5!} x^5 + \cdots = e^x - 1, \] (137)

and if one define the functions

\[ Q_0(x) = 1, \] (138)
\[ Q_1(x) = e^x - 1, \] (139)

and

\[ Q_j(x) = \sum_{m=j}^{\infty} \alpha_{m,j} \frac{x^m}{m!} \quad j = 2, 3, 4, \cdots \] (140)

then the exponential of \( \tilde{K} \) is

\[ e^{x\tilde{K}} = \begin{array}{c}
\tilde{I} + (e^x - 1) \tilde{K} + Q_2(x)S^2 \tilde{D}^2 + \\
Q_3(x)S^3 \tilde{D}^3 + Q_4(x)S^4 \tilde{D}^4 + Q_5(x)S^5 \tilde{D}^5 + \cdots.
\end{array} \] (141)

or

\[ e^{x\tilde{K}} = \sum_{n=0}^{\infty} Q_n(x)S^n \tilde{D}^n \] (141)

where \( \tilde{D}^0 = \tilde{I} \) and

\[ Q_2(x) = \frac{1}{2!} x^2 + \frac{1}{3!} x^3 \alpha_{3,2} + \frac{1}{4!} x^4 \alpha_{4,2} + \frac{1}{5!} x^5 \alpha_{5,2} + \cdots, \] (142)
\[ Q_3(x) = \frac{1}{3!} x^3 + \frac{1}{4!} x^4 \alpha_{4,3} + \frac{1}{5!} x^5 \alpha_{5,3} + \cdots \] (143)
\[ Q_4(x) = \frac{1}{4!} x^4 + \frac{1}{5!} x^5 \alpha_{5,4} + \cdots, \] (144)
\[ Q_5(x) = \frac{1}{5!} x^5 + \cdots. \] (145)

\[ \vdots \]

Now, one can use (141) to compute the exact solution in terms of the Greeks.
7 The exact solution in terms of the Greeks

Substituting (141) in the exact solution (102) gives

\[
\pi(S, \tau) = \begin{cases} 
C(S, \tau) & 0 < \tau < \tau_1 \\
\sum_{n=0}^{\infty} e^{-v_0(\tau-\tau_1)}Q_n(v_0(\tau-\tau_1)) S^n \tilde{D}^n C(S, \tau) & \tau_1 < \tau < \tau_2 \\
\sum_{n=0}^{\infty} e^{-v_0(\tau-\tau_1)}Q_n(v_0(\tau_2-\tau_1)) S^n \tilde{D}^n C(S, \tau) & \tau_2 < \tau < T
\end{cases}
\] (146)

Now

\[
\sum_{n=0}^{\infty} e^{-v_0(\tau-\tau_1)}Q_n(v_0(\tau-\tau_1)) S^n \tilde{D}^n C(S, \tau) = e^{-v_0(\tau-\tau_1)}C(S, \tau) + \\
\frac{e^{-v_0(\tau-\tau_1)}(e^{v_0(\tau-\tau_1)} - 1)}{S} \frac{\partial C(S, \tau)}{\partial S} + \\
e^{-v_0(\tau-\tau_1)}Q_2(v_0(\tau-\tau_1)) S^2 \frac{\partial^2 C(S, \tau)}{\partial S^2} + \\
e^{-v_0(\tau-\tau_1)}Q_3(v_0(\tau-\tau_1)) S^3 \frac{\partial^3 C(S, \tau)}{\partial S^3} + \ldots
\] (147)

that is

\[
\sum_{n=0}^{\infty} e^{-v_0(\tau-\tau_1)}Q_n(v_0(\tau-\tau_1)) S^n \tilde{D}^n C(S, \tau) = e^{-v_0(\tau-\tau_1)}C(S, \tau) + \\
(1 - e^{-v_0(\tau-\tau_1)}) S \Delta(S, \tau) + \\
e^{-v_0(\tau-\tau_1)}Q_2(v_0(\tau-\tau_1)) S^2 \Gamma(S, \tau) + \\
e^{-v_0(\tau-\tau_1)}Q_3(v_0(\tau-\tau_1)) S^3 Spd(S, \tau) + \ldots
\] (148)

So finally, the exact solution for the square bubble can be written as

\[
\pi(S, \tau) = \begin{cases} 
C(S, \tau) & 0 < \tau < \tau_1 \\
e^{-v_0(\tau-\tau_1)}C(S, \tau) + (1 - e^{-v_0(\tau-\tau_1)}) S \Delta(S, \tau) + \\
e^{-v_0(\tau-\tau_1)}Q_2(v_0(\tau-\tau_1)) S^2 \Gamma(S, \tau) + \\
e^{-v_0(\tau-\tau_1)}Q_3(v_0(\tau-\tau_1)) S^3 Spd(S, \tau) + \ldots & \tau_1 < \tau < \tau_2 \\
e^{-v_0(\tau_2-\tau_1)}C(S, \tau) + (1 - e^{-v_0(\tau_2-\tau_1)}) S \Delta(S, \tau) + \\
e^{-v_0(\tau_2-\tau_1)}Q_2(v_0(\tau_2-\tau_1)) S^2 \Gamma(S, \tau) + \\
e^{-v_0(\tau_2-\tau_1)}Q_3(v_0(\tau_2-\tau_1)) S^3 Spd(S, \tau) + \ldots & \tau_2 < \tau < T
\end{cases}
\] (149)

One can use the above expression to find an approximation for \(\pi(S, t)\). To do this, one can proceed in the following way: as the exponential \(e^{-v_0(\tau-\tau_1)}\) is easy to compute, one can maintain it without any change (that is, one can consider it to all orders in perturbation theory). Instead, the functions \(Q_j\) will be truncated at some order. For example, if one cuts the series in (149) at order three in \(S\), the function \(Q_3\) will be truncated at third order too. The same will be valid for \(Q_2\). Thus

\[
Q_3(x) \approx \frac{1}{3!} x^3,
\] (150)

\[
Q_2(x) \approx \frac{1}{2!} x^2 + \frac{1}{3!} x^3 \alpha_{3,2}.
\] (151)
Note that the $Q_j$ for $j > 3$ will not appear in this approximation, because they all started with powers in $v_0$ of order four and higher. Thus, we consider the following approximation for the option price in the presence of a square bubble.

$$
\pi(S, \tau) \approx \begin{cases} 
C(S, \tau) & \quad 0 < \tau < \tau_1 \\
 e^{-v_0(\tau-\tau_1)}C(S, \tau) + (1 - e^{-v_0(\tau-\tau_1)}) S \Delta(S, \tau) + \\
 e^{-v_0(\tau-\tau_1)} \left( \frac{1}{3!} v_0^2 (\tau - \tau_1)^2 + \frac{1}{3!} v_0^3 (\tau - \tau_1)^3 \alpha_{3,2} \right) S^2 \Gamma(S, \tau) + \\
 e^{-v_0(\tau-\tau_1)} \left( \frac{1}{3!} v_0^3 (\tau - \tau_1)^3 \right) S^3 Spd(S, \tau) & \quad \tau_1 < \tau < \tau_2 \\
 e^{-v_0(\tau_2-\tau_1)}C(S, \tau) + (1 - e^{-v_0(\tau_2-\tau_1)}) S \Delta(S, \tau) + \\
 e^{-v_0(\tau_2-\tau_1)} \left( \frac{1}{3!} v_0^2 (\tau_2 - \tau_1)^2 + \frac{1}{3!} v_0^3 (\tau_2 - \tau_1)^3 \alpha_{3,2} \right) S^2 \Gamma(S, \tau) + \\
 e^{-v_0(\tau_2-\tau_1)} \left( \frac{1}{3!} v_0^3 (\tau_2 - \tau_1)^3 \right) S^3 Spd(S, \tau) & \quad \tau_2 < \tau < T 
\end{cases}
$$

Figure 2 shows this last approximation for the same values of $f_0/\sigma$ as in Figure 1.

Figure 2: from left to right and from top to the bottom, approximate (152) Call solution for $f_0/\sigma = 0, 0.1, 0.2, 0.4, 0.6, 0.8, 0.9, 0.95, 1.10, 1.20, 1.40, 1.80$ respectively.
8 The higher interaction limit \( f \rightarrow \infty \)

In this section the limit \( f \rightarrow \infty \) for the arbitrage bubble will be considered. Note that from equation (3),

\[
\lim_{f \to \infty} v(S, t) = \lim_{f \to \infty} \frac{(r - \alpha)f(S, t)}{\sigma - f(S, t)} = -(r - \alpha),
\]

so the Black–Scholes equation (2) in this limit is

\[
\frac{\partial \pi}{\partial t} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 \pi}{\partial S^2} + r \left( S \frac{\partial \pi}{\partial S} - \pi \right) - (r - \alpha) \left( S \frac{\partial \pi}{\partial S} - \pi \right) = 0,
\]

(154)

that is

\[
\frac{\partial \pi}{\partial t} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 \pi}{\partial S^2} + \alpha \left( S \frac{\partial \pi}{\partial S} - \pi \right) = 0.
\]

(155)

This is a free Black–Scholes equation with an interest rate equal to \( \alpha \) instead of \( r \). Thus, the higher interaction limit of this theory is free theory again. For the case of a call, Figure 3 shows the free solutions for \( r = 0.2 \) and \( r = \alpha = 0.8 \). Note that both surfaces are smooth. The approximate solutions for higher values of \( f = h \) in Figures 1 or 2 do not recover this smooth behaviour. This is because it requires the limit \( h \to \infty \), where the approximate solution is not longer valid. So, how can achieve the limit \( h \to \infty \) using Dirac’s picture?

![Figure 3: Free Black–Scholes solutions for a call with \( r = 0.2 \) (left) and \( r = \alpha = 0.8 \) (right).](image)

First, one notes that the interacting Black–Scholes equation (2) can be written as

\[
\frac{\partial \pi}{\partial t} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 \pi}{\partial S^2} + (\alpha + r - \alpha) \left( S \frac{\partial \pi}{\partial S} - \pi \right) + v(S, t) \left( S \frac{\partial \pi}{\partial S} - \pi \right) = 0,
\]

(156)

or

\[
\frac{\partial \pi}{\partial t} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 \pi}{\partial S^2} + \alpha \left( S \frac{\partial \pi}{\partial S} - \pi \right) + \left( (r - \alpha) + v(S, t) \right) \left( S \frac{\partial \pi}{\partial S} - \pi \right) = 0,
\]

(157)

by defining the potential \( v^*(S, t) \) by

\[
v^*(S, t) = (r - \alpha) + v(S, t) = (r - \alpha) + \frac{(r - \alpha)f(S, t)}{\sigma - f(S, t)} = \frac{(r - \alpha)\sigma}{\sigma - f(S, t)}
\]

(158)
so the Black–Scholes equation becomes
\[
\frac{\partial \pi}{\partial t} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 \pi}{\partial S^2} + \left( r S \frac{\partial \pi}{\partial S} - \pi \right) + v(S, t) \left( S \frac{\partial \pi}{\partial S} - \pi \right) + v^*(S, t) \left( S \frac{\partial \pi}{\partial S} - \pi \right) = 0.
\] (159)

Note that the potentials \( v \) and \( v^* \) can be written as
\[
v(S, t) = \frac{(r - \alpha) h(S, t)}{1 - h(S, t)}
\] (160)
\[
v^*(S, t) = \frac{(\alpha - r) h^*(S, t)}{1 - h^*(S, t)}
\] (161)

with
\[
h(S, t) = \frac{f(S, t)}{\sigma} = \frac{1}{\frac{f(S, t)}{\sigma}} = \frac{1}{h^*(S, t)}
\] (162)

where \( h(S, t) \) gives the amplitude of the bubble as a fraction of the volatility parameter. Note that lower values of \( h(S, t) \) imply higher values of \( h^*(S, t) \) and vice versa.

In this way, one can write the interacting Black–Scholes equation explicitly as
\[
\frac{\partial \pi}{\partial t} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 \pi}{\partial S^2} + r \left( S \frac{\partial \pi}{\partial S} - \pi \right) + \frac{(r - \alpha) h(S, t)}{1 - h(S, t)} \left( S \frac{\partial \pi}{\partial S} - \pi \right) = 0,
\] (163)
as well as
\[
\frac{\partial \pi}{\partial t} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 \pi}{\partial S^2} + \alpha \left( S \frac{\partial \pi}{\partial S} - \pi \right) + \frac{(\alpha - r) h^*(S, t)}{1 - h^*(S, t)} \left( S \frac{\partial \pi}{\partial S} - \pi \right) = 0.
\] (164)

One can think of equation (163) as representing a ‘low-energy’ form of the interacting Black–Scholes equation and (164) as its ‘high-energy’ form. Note that (163) and (164) are the same equation, so the interacting Black–Scholes equation is invariant under the discrete transformation
\[
r \Leftrightarrow \alpha, \quad h \Leftrightarrow h^*
\] (165)

and this transformations maps \( v \) in \( v^* \) and vice-versa. This implies that the set of all solutions of the interacting Black–Scholes equation is preserved under this transformation. Thus, solutions of (163) can be obtained from solutions of (164) using transformation (165) and vice versa.

Also, due to the fact that \( h^* = \frac{1}{h} \), the low coupled limit \( h << 1 \) of the ‘low-energy’ form corresponds to the high coupled limit \( h^* >> 1 \) of the ‘high-energy’ form. In the same way, the higher coupled limit \( h >> 1 \) of the ‘low-energy’ form correspond to the low coupled limit \( h^* << 1 \) of the ‘high-energy’ form.

Thus, one can study the higher interacting limit near \( h = \infty \) of the ‘low-energy’ form, by analysing (via Dirac’s picture) the low interacting limit \( h^* << 1 \) of the ‘high-energy’ form.

To do that, one can use the invariance of the solutions of B–S under the transformation (165). In
fact, for the square bubble, the exact solution \([149]\) is the ‘low-energy’ form. To find its ‘high-energy’ form, one perform the transformation \([165]\) on \([149]\), that is \(v \to v^*\), to give

\[
\pi(S, \tau) = \begin{cases} 
C^*(S, \tau) & 0 < \tau < \tau_1 \\
 e^{-v_0^*(\tau-\tau_1)}C^*(S, \tau) + (1 - e^{-v_0^*(\tau-\tau_1)}) S \Delta^*(S, \tau) + \\
e^{-v_0^*(\tau-\tau_1)}Q_2(v_0^*(\tau - \tau_1)) S^2 \Gamma^*(S, \tau) + \\
e^{-v_0^*(\tau-\tau_1)}Q_3(v_0^*(\tau - \tau_1)) S^3 Spd^*(S, \tau) + \cdots & \tau_1 < \tau < \tau_2 \quad (166) \\
e^{-v_0^*(\tau_2-\tau_1)}C^*(S, \tau) + (1 - e^{-v_0^*(\tau_2-\tau_1)}) S \Delta^*(S, \tau) + \\
e^{-v_0^*(\tau_2-\tau_1)}Q_2(v_0^*(\tau_2 - \tau_1)) S^2 \Gamma^*(S, \tau) + \\
e^{-v_0^*(\tau_2-\tau_1)}Q_3(v_0^*(\tau_2 - \tau_1)) S^3 Spd^*(S, \tau) + \cdots & \tau_2 < \tau < T
\end{cases}
\]

where one changed

\[
v_0 = \frac{(r - \alpha)f_0}{\sigma - f_0} = \frac{(r - \alpha)h_0}{1 - h_0}, \quad h_0 = \frac{f_0}{\sigma} \quad (167)
\]

in \([149]\) by

\[
v_0^* = \frac{(\alpha - r)h_0^*}{1 - h_0^*} \quad h_0^* = \frac{\sigma}{f_0} \quad (168)
\]

and \(C^*, \Delta^*, \Gamma^*, Spd^* \cdots\) are the same \(C, \Delta, \Gamma, Spd \cdots\) in which one replaces \(r\) by \(\alpha\). By keeping terms up \(S^3\) in \([166]\) one has the approximate solution

\[
\pi(S, \tau) \approx \begin{cases} 
C^*(S, \tau) & 0 < \tau < \tau_1 \\
 e^{-v_0^*(\tau-\tau_1)}C^*(S, \tau) + (1 - e^{-v_0^*(\tau-\tau_1)}) S \Delta^*(S, \tau) + \\
e^{-v_0^*(\tau-\tau_1)}\left(\frac{1}{2!}(v_0^*)^2(\tau - \tau_1)^2 + \frac{1}{3!}(v_0^*)^3(\tau - \tau_1)^3\alpha_{3,2}\right) S^2 \Gamma^*(S, \tau) + \\
e^{-v_0^*(\tau-\tau_1)}\left(\frac{1}{3!}(v_0^*)^3(\tau - \tau_1)^3\right) S^3 Spd^*(S, \tau) & \tau_1 < \tau < \tau_2 \quad (169) \\
e^{-v_0^*(\tau_2-\tau_1)}C^*(S, \tau) + (1 - e^{-v_0^*(\tau_2-\tau_1)}) S \Delta^*(S, \tau) + \\
e^{-v_0^*(\tau_2-\tau_1)}\left(\frac{1}{2!}(v_0^*)^2(\tau_2 - \tau_1)^2 + \frac{1}{3!}(v_0^*)^3(\tau_2 - \tau_1)^3\alpha_{3,2}\right) S^2 \Gamma^*(S, \tau) + \\
e^{-v_0^*(\tau_2-\tau_1)}\left(\frac{1}{3!}(v_0^*)^3(\tau_2 - \tau_1)^3\right) S^3 Spd^*(S, \tau) & \tau_2 < \tau < T
\end{cases}
\]

which is valid in the high interaction limit \(f_0 \to \infty, \quad v_0 \to \infty\). Figure 4 shows the approximate solution for several values of \(h^*\).
9 Conclusions

In this article, Dirac’s interaction picture of quantum mechanics is applied to obtain an approximate solution of the interacting Black–Scholes equation in the presence of arbitrage bubbles. For a square bubble, an initial naive approximate solution is presented in terms of the first three Greeks. After that, an exact solution is found in terms of all high-order Greeks. By truncating this solution, a more exact approximation is obtained that includes some terms at all orders in perturbation theory.

Also, some properties of the interacting Black–Scholes are analysed. It is found that this model is invariant under a discrete transformation that interchanges the interest rate with the mean of the asset price. This implies that the interacting Black–Scholes equation can be written in two different ways: low energy and high energy forms.

For the low energy form, the analysis is done by perturbing the free solution of with the value of the interest rate being \( r \), which is valid for \( v_0 = \frac{(r-\alpha)h}{(1-h)} \ll 1 \) where \( h = \frac{f_0}{\sigma} \ll 1 \) and \( f_0 \) is the height of the square bubble.

For the opposite case \( h = \frac{f_0}{\sigma} \gg 1 \), that is, the high interaction limit, one can use the dual high
energy description in terms of the parameter \( v_0^* = \frac{(\alpha-r)h^*}{(1-h^*)} \ll 1 \) with \( h^* = \frac{1}{h} \ll 1 \) by perturbing the free B–S solution for the interest rate \( \alpha \).

In a later article, I will provide a detailed study and comparison of the approximate solution \(152\) and the exact numerical solution of \(17\) to establish a relation between the error given by the difference of both solutions and the order of the truncated perturbation series in some order \( n \).
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