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Abstract

Adversarial Training (AT) has been proven to be an effective method of introducing strong adversarial robustness into deep neural networks. However, the high computational cost of AT prohibits the deployment of large-scale AT on resource-constrained edge devices, e.g., with limited computing power and small memory footprint, in Federated Learning (FL) applications. Very few previous studies have tried to tackle these constraints in FL at the same time. In this paper, we propose a new framework named Federated Adversarial Decoupled Learning (FADE) to enable AT on resource-constrained edge devices in FL. FADE reduces the computation and memory usage by applying Decoupled Greedy Learning (DGL) to federated adversarial training such that each client only needs to perform AT on a small module of the entire model in each communication round. In addition, we improve vanilla DGL by adding an auxiliary weight decay to alleviate objective inconsistency and achieve better performance. FADE offers a theoretical guarantee for the adversarial robustness and convergence. The experimental results also show that FADE can significantly reduce the computing resources consumed by AT while maintaining almost the same accuracy and robustness as fully joint training.

1 Introduction

As a privacy-preserving distributed learning paradigm, Federated Learning (FL) makes a meaningful step toward the practice of secure and trustworthy artificial intelligence. In contrast to traditional centralized training, FL pushes the training to edge devices (clients), and only locally trained models are uploaded to the server for aggregation. Since no private data needs to be shared with other clients or the server, FL substantially improves the data privacy during the training process. Although FL can provide strong privacy benefits, there exist other threats to the reliability of the machine learning model running on the FL system. One of such threats is adversarial attack, which aims to cause misclassifications of the model by adding imperceptible noise into the input data. In centralized training, a model can improve the robustness against adversarial attack by supplementing the training set with adversarial samples, i.e., adversarial training (AT). However, considering the systematic heterogeneity in FL and the large computational cost of AT, some edge devices with limited computing resources, such as mobile phones and IoT devices, may not be able to afford AT. Table 1 shows that strong robustness of the whole FL system cannot be attained by allowing only a small portion (e.g., 20%) of the clients to perform AT. Therefore, enabling clients with constrained computing resources (which usually contribute to majority of the clients in cross-device FL) to perform AT is necessary for achieving strong robustness in FL.
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Table 1: Results of partial federated adversarial training with 1000 clients. “20% AT + 80% ST” means that 20% clients perform AT while 80% clients perform standard training (ST).

| Training Scheme | FMNIST | CIFAR-10 |
|-----------------|--------|----------|
|                 | Natural Acc. | Adversarial Acc. | Natural Acc. | Adversarial Acc. |
| 100% AT + 0% ST | 83.05%  | 70.44%   | 64.99%  | 28.66%   |
| 20% AT + 80% ST | 85.65%  | 56.45%   | 74.51%  | 19.24%   |

Some previous works have tried to tackle client-wise systematic heterogeneity in FL [16, 19, 33, 37]. The most common method to deal with the slow devices is to allow them performing less epochs of local training than the others [16, 33]. While this method can reduce the amount of computation on the slow devices, the memory capacity limitation on edge devices has not been well discussed in these works. Since a large model is usually needed to achieve both high accuracy and strong robustness, a small memory becomes another bottleneck of applying AT on edge devices.

Another method to reduce both computation and memory requirements during training is Decoupled Greedy Learning (DGL) [3, 34], which decouples the whole neural network into several modules and trains each module separately. DGL can be naturally deployed in FL since the training of each module can be parallelized on different clients [3]. However, DGL has not yet been explored by the literature about AT, and some modifications on vanilla DGL are required to ensure the robustness of the entire network. Furthermore, vanilla DGL will increase the objective inconsistency on different clients and make FL even more difficult to converge in Non-IID settings [17, 33, 34].

In this paper, we propose Federated Adversarial DEcoupled Learning (FADE), which is the first to deploy and improve DGL in federated adversarial training. Our main contributions are:

1. We propose a more flexible decoupled learning scheme for heterogeneous Federated Learning, which allows different module partitions on devices with different resource budgets. We give a theoretical guarantee for the convergence of Federated Decoupled Learning.

2. We propose an adversarial training strategy, FADE, for Federated Decoupled Learning to attain theoretically guaranteed joint adversarial robustness in the whole model. Our experimental results show that FADE can achieve almost the same adversarial robustness as joint adversarial training, while largely reduce the memory and computation consumption.

3. We analyse the trade-off between objective consistency (natural accuracy) and adversarial robustness (adversarial accuracy) in FADE, and we propose an effective method to adjust the balance between them with the weight decay on auxiliary model.

2 Preliminary

**Federated Learning** In FL, different clients collaboratively train a shared global model $w$ with locally stored data [22]. The objective of FL can be formulated as:

$$L(w) = \frac{1}{\sum_i |D_i|} \sum_{k=1}^N \sum_{(x, y) \in D_k} l(x, y; w) = \sum_{k=1}^N p_k L_k(w),$$

$$L_k(w) = \frac{1}{|D_k|} \sum_{(x, y) \in D_k} l(x, y; w) = \mathbb{E}_{(x,y) \sim D_k} [l(x, y; w)],$$

where $l$ is the task loss, e.g., cross-entropy loss for classification task. $D_k$ and $p_k = |D_k|/(\sum_i |D_i|)$ is the dataset and weight of client $k$ respectively. To solve for the optimal solution of this objective, in each communication round, FL first samples a subset of clients $S(t)$ to perform local training. These clients initialize their models with the global model $w_k^{(t,0)} = w^{(t)}$, and then run $\tau$ iterations of local SGD. After all these clients complete training in this round, their models are uploaded and averaged.
to become the new global model [22]. We summarize this procedure as follows:

$$w_{k}^{(t+1)} = w^{(t)} - \eta \sum_{j=0}^{\tau-1} \nabla L_k(w_{k}^{(t,j)}), \quad (3)$$

$$w^{(t+1)} = \frac{1}{\sum_{i \in S(t)} p_i} \sum_{k \in S(t)} p_k w_{k}^{(t+1)}, \quad (4)$$

where $w_{k}^{(t,j)}$ is the local model of client $k$ at the $j$-th iteration of round $t$.

**Adversarial Training** The goal of AT is to achieve robustness against small perturbation in the inputs. This can be formulated as follows [23]: given a perturbation tolerance $\epsilon$, for some threshold $c$, 

$$\forall \delta \in \{ \delta : \| \delta \|_p \leq \epsilon \}, l(x + \delta, y; w) - l(x, y; w) \leq c, \quad (5)$$

where $\| \cdot \|_p$ is the $\ell_p$ norm of a vector. The most popular method to achieve adversarial robustness is to train a model with adversarial samples, which can be formulated as a min-max problem [6] [20]:

$$\min_w \max_{\delta : \| \delta \|_p \leq \epsilon} l(x + \delta, y; w). \quad (6)$$

To solve Eq. (6) people usually alternatively solve the inner maximization and the outer minimization. While solving the inner maximization, Projected Gradient Descent (PGD) is shown to introduce the strongest robustness in AT [20]. However, performing PGD requires multiple iterations of backpropagation through the whole model, which introduces large computational overhead [35, 23].

### 3 Federated Adversarial Decoupled Learning (FADE)

In this section, we will introduce our method, Federated Adversarial Decoupled Learning (FADE), which aims at enabling all clients with different computing resources to participate in adversarial training. We first introduce the vanilla deployment of DGL in FL in Section 3.1. We then extend DGL into adversarial training in Section 3.2 and we give a theoretical analysis about its robustness. In Section 3.3, we propose an effective improvement for DGL in order to alleviate the objective inconsistency. The convergence analysis of FADE will be given in Section 3.4.

#### 3.1 Federated Decoupled Learning

In cross-device FL, the main participants are usually small edge devices [9], whose poor computing resources (e.g., low computing power and small memory) may slow down and even prohibit them from training a large model [15] [16] [33]. Recently, Decoupled Greedy Learning (DGL) is proposed to reduce the computation and memory demand when training a deep neural network [2] [3] [34]. In DGL, the whole model is decoupled into several non-overlapping modules, and each module contains one or multiple adjacent layers of the neural network. One advantage of DGL is that each module can be loaded into the memory and trained independently, which allows the parallelization of the module training on different computing nodes [3]. Furthermore, since each node only needs to train a module instead of the whole model, the computing resource requirements on each node are largely reduced.

Figure 1: An illustration of the module $m$.

The key idea of DGL is introducing an auxiliary output model for each module such that each module can use this early-exit loss $l_m$ to perform locally supervised training [3] [34]. As shown in Fig. 1, we denote a module $m = \{ w_m, \theta_m \}$ as the set of the parameters in this module, where $w_m$ is the parameters in the backbone model, and $\theta_m$ is the parameters in the auxiliary output model of this module. Let $z_m^{(t)} = f_m(z_{m-1}^{(t)}; w_m^{(t)})$ be the feature extracted by the module $m$ at communication round $t$. We can formulate the locally supervised loss of the module $m$ at communication round $t$ as

$$L_m^{(t)}(u_m^{(t)}, \theta_m^{(t)}) = \mathbb{E}_{(z_{m-1}^{(t)}, y^{(t)})} \left[ l_m(z_{m-1}^{(t)}, y; u_m^{(t)}, \theta_m^{(t)}) \right], \quad (7)$$

For simplicity, without specifying $p$, we use $\| \cdot \|$ for $\ell_2$ norm. Our conclusions in the following sections can be extended to any $\ell_p$ norm with the equivalence of vector norms.
where $z^{(t)}_0 = x$ is the original input of the whole model. When deploying DGL in FL, considering the systematic heterogeneity, we modify the original DGL \[2\] and allow different clients to partition the backbone model in different ways according to their own computing resources. In each communication round $t$, each client $k$ will randomly select one module $m^{(t)}_{t,k}$ for training. Let $\Theta_m = (\omega_m, \theta_m)$, and $\omega$ be any parameter in the whole model (including backbone network $\omega$ and all auxiliary models $\theta$). The training and aggregation rule for Federated Decoupled Learning can be formulated as

$$
\Theta_m^{(t+1)} = \Theta_m^{(t)} - \eta \sum_{j=0}^{t-1} \nabla L^{(t)}_{m^{(t)}_{t,k}} (\Theta_m^{(t,j)}),
$$

(8)

$$
\omega^{(t+1)} = \frac{1}{\sum_{i \in \mathbb{S}_m^{(t)}} p_i} \sum_{k \in \mathbb{S}_m^{(t)}} p_k \omega_k^{(t+1)}, \quad \text{where } \mathbb{S}_m^{(t)} = \{ k : \omega \in m^{(t)}_{t,k} \}.
$$

(9)

Here $L^{(t)}_{m^{(t)}_{t,k}}$ and $\Theta_m^{(t,j)}$ are the local loss and the local model of client $k$ as before in Section 2, and $\mathbb{S}_m^{(t)}$ is the set of clients whose selected module $m^{(t)}_{t,k}$ contains the parameter $\omega$. Fig. 2 illustrates how clients with different computing resources collaborate in Federated Decoupled Learning.

### 3.2 Adversarial Decoupled Learning

A naive combination of AT and DGL is that one can generate adversarial samples by backpropagations in only the first module, and use them as $z_0$ for DGL. However, this naive combination will not introduce strong robustness in the whole model. We can get some intuition for this phenomenon from the chain rule used in backpropagation:

$$
\frac{\partial l}{\partial x} = \frac{\partial z_1}{\partial x} \frac{\partial z_2}{\partial x} \cdots \frac{\partial l}{\partial z_M},
$$

(10)

where $M$ is the total number of modules. In a first-order view, AT decreases the gradient in input $(\partial l/\partial x)$ to attain robustness \[23\], \[24\]. While performing AT in the first module will force the first module to extract robust feature and consequently decrease the first factor $(\partial z_1/\partial x)$ in Eq. 10 \[26\], the other factors in the chain rule remains unconstrained and the overall gradient can still be large.

Accordingly, to achieve a strong robustness in the whole model, we propose to perform AT in all the modules separately, where the objective of each module $m$ is given by

$$
\min_{\Theta_m} \max_{\delta_{m-1}} \ l_m(z_{m-1} + \delta_{m-1}, y; \Theta_m), \quad \text{subject to } \|\delta_{m-1}\| \leq \epsilon_{m-1}.
$$

(11)
With our adversarial decoupled learning, the robustness of the whole network can be guaranteed by
the following theorem, which is proved in Appendix A.1.

**Theorem 1.** Omitting all parameters \( w \) and \( \theta \), for adjacent modules \( m \) and \( m+1 \), given \( z_{m-1} \) and \( z_m = f_m(z_{m-1}) \), let \( \tilde{l}_m(z_m, y) = \tilde{l}_m(f_m(z_{m-1}), y) = l_m(z_{m-1}, y) \) and assume that \( \tilde{l}_m(z_m, y) \) is \( \mu_m \)-strongly convex in \( z_m \). If we perform AT on these two modules separately such that

\[
\forall \delta_{m-1} \in \{ \delta_{m-1} : \| \delta_{m-1} \| \leq \epsilon_{m-1} \}, l_m(z_{m-1} + \delta_{m-1}, y) - l_m(z_{m-1}, y) \leq c_m;
\]

\[
\forall \delta_m \in \{ \delta_m : \| \delta_m \| \leq \epsilon_m \}, l_{m+1}(z_m + \delta_m, y) - l_{m+1}(z_m, y) \leq c_{m+1},
\]

with \( \epsilon_m \) satisfying

\[
\epsilon_m \geq \frac{g_m}{\mu_m} + \sqrt{\frac{2g_m^2 + g_m^2}{\mu_m}}, \quad \text{where} \quad g_m = \| \nabla_z \tilde{l}_m(z_m, y) \|
\]

we will have the overall robustness in the joint model of these two modules:

\[
\forall \delta_{m-1} \in \{ \delta_{m-1} : \| \delta_{m-1} \| \leq \epsilon_{m-1} \},
\]

\[
l_{m+1}(f_m(z_{m-1} + \delta_{m-1}), y) - l_{m+1}(f_m(z_{m-1}), y) \leq c_{m+1}.
\]

We can simply induce in \( m \) to get the robustness guarantee in the whole model with Theorem 1.

**Remark 1.** In Theorem 1, we assume that \( \tilde{l}_m(z_m, y) \) is strongly convex, namely, the auxiliary output model is strongly convex in its input \( z_m \). This assumption is realistic since the auxiliary model is usually a very simple model, e.g., only a linear layer followed by cross-entropy loss.

**Remark 2.** Theorem 1 gives a sufficient condition on \( \epsilon_m \) for the overall robustness. We notice that with a larger \( \mu_m \) which is determined by \( \theta_m \), the lower bound of \( \epsilon_m \) can be smaller and thus the overall robustness will be easier to attain. We will discuss this property in more details in Section 3.3.

### 3.3 Alleviating Objective Inconsistency

One problem in DGL is that DGL will cause objective inconsistency in different modules, since they are trained with isolated gradients [34]. While objective inconsistency among clients can hinder the convergence of FL [17,33], deploying vanilla DGL in FL will lead to serious performance drop.

The objective inconsistency in DGL is caused by the difference between the module gradient (\( \nabla_{w_m} l_m \)) and the joint gradient (\( \nabla_{w_m} l \)), which makes the optimal solution that minimizes the locally supervised loss \( l_m \) does not necessarily minimize the joint loss \( l \). The following theorem gives the upper bound of this difference under certain conditions, and we prove it in Appendix A.2.

**Theorem 2.** Omitting all parameters \( w \) and \( \theta \), given \( z_m = f_m(z_{m-1}) = f_m \circ f_{m-1} \circ \cdots \circ f_1(x) \), let \( l_m(z_m, y) = l_m(f_m(z_{m-1}), y) = l_m(z_{m-1}, y) \) and \( \tilde{l}(z_m, y) = \tilde{l}(f_m \circ \cdots \circ f_1(x), y) = l(x, y) \), assume \( \tilde{l}_m(z_m, y) \) and \( \tilde{l}(z_m, y) \) are \( \beta_m, \beta'_m \)-smooth in \( z_m \), if there exist \( c_m \) and \( c'_m \) such that

\[
\exists r \geq \sqrt{2 c_m + c'_m \beta_m^2}, \forall \delta_m \in \{ \delta_m : \| \delta_m \| \leq r \},
\]

\[
| \tilde{l}_m(z_m + \delta_m, y) - \tilde{l}_m(z_m, y) | \leq c_m,
\]

\[
| \tilde{l}(z_m + \delta_m, y) - \tilde{l}(z_m, y) | \leq c'_m,
\]

then we have

\[
\| \nabla_{w_m} l - \nabla_{w_m} l_m \| \leq \left\| \frac{\partial z_m}{\partial w_m} \right\| \sqrt{2(c_m + c'_m)(\beta_m + \beta'_m)}.
\]
where

Accordingly, we propose to use the following adversarial locally supervised loss for each module to mitigate the objective inconsistency (See Appendix A.3 for more details). Therefore, the value of \( \lambda_m \) will decrease with a large weight decay hyperparameter \( \nu_m \).

**Remark 3.** Notice that in Theorem 2 we do not use any conditions on the difference between \( \hat{\ell} \) and \( \hat{\ell}_m \), namely, we do not require the auxiliary model to perform as well as the joint model. Thus, it is sufficient to use a small auxiliary model with weight decay to mitigate the objective inconsistency.

Accordingly, we propose to use the following adversarial locally supervised loss for each module to alleviate the objective inconsistency in adversarial decoupled learning.

\[
\ell_m^{FADE}(z_{m-1}^{(t)}, y; w_{m}^{(t)}, \theta_{m}^{(t)}) = \max_{\delta_{m-1}^{(t)}} \left[ \ell_m(z_{m-1}^{(t)} + \delta_{m-1}^{(t)}, y; w_{m}^{(t)}, \theta_{m}^{(t)}) \right] + \lambda_m \| \theta_{m}^{(t)} \|^2. \tag{19}
\]

Replacing the original loss function \( \ell_m \) in Eq. 7 with this improved adversarial locally supervised loss \( \ell_m^{FADE} \), we get our Federated Adversarial Decoupled learning (FADE) framework, which is summarized in Algorithm 1.

**Algorithm 1 FADE: Federated Adversarial Decoupled Learning**

1: Initialize \( w_{m}^{(0)}, \theta_{m}^{(0)} \) for each module \( m \).
2: for \( t = 1, 2, \ldots, T \) do
3:   for each client \( k \) in parallel do
4:     Randomly select a module \( m_k \) that will be trained in this round.
5:     Request current global model \( w_{i}^{(t)} \) for \( i \leq m_k \) and auxiliary model \( \theta_{m_k}^{(t)} \) from the server.
6:     Generate input features \( z_{m_k-1}^{(t)} \) for all data \( x \in \mathcal{D}_k \).
7:     Perform AT in module \( m_k \) with \( \ell_m^{FADE} \) in Eq. 19 for \( \tau \) iterations, and get \( \theta_{m_k}^{(t+1)} \).
8:   Upload \( \theta_{m_k}^{(t+1)} \) to the server.
9: end for
10: The server aggregates \( \theta_{m_k}^{(t+1)} \) to get \( \theta_{m}^{(t+1)} \) according to Eq. 8 for each \( m \).
11: end for

Trade-off Between Objective Consistency and Robustness As we mentioned in Section 3.2, a larger \( \nu_m \), i.e., the smallest eigenvalue of the Hessian of \( \ell_m(z, y) \) in \( z_m \), will introduce stronger robustness. However, we decrease the eigenvalue of the Hessian when we apply large weight decay to mitigate the objective inconsistency (See Appendix A.3 for more details). Therefore, the value of \( \lambda_m \) balances the natural accuracy (objective consistency) and the adversarial accuracy (robustness).

3.4 Convergence Analysis

In this section, we analyze the convergence property of Federated Decoupled Learning. Following Belilovsky et al. [3], at communication round \( t \), let \((z_{m-1}^{(t)}, y)\) follow the distribution with probability density \( p_{m-1}^{*}(z) \), and denote its converged density as \( p_{m-1}^{*}(z) \). With these notations, we have

\[
\ell_m(\Theta_{m}^{(t)}) = \mathbb{E}_{(z_{m-1}, y) \sim p_{m-1}^{*}} \left[ \ell_m(z_{m-1}, y; \Theta_{m}^{(t)}) \right]; \tag{20}
\]

\[
\ell_{m,k}(\Theta_{m,k}^{(t)}) = \mathbb{E}_{(z_{m-1,k}, y) \sim p_{m-1,k}^{*}} \left[ \ell_m(z_{m-1,k}, y; \Theta_{m,k}^{(t)}) \right]; \tag{21}
\]

\[
L_m(\Theta_{m}^{(t)}) = \mathbb{E}_{(z_{m-1}, y) \sim p_{m-1}^{*}} \left[ \ell_m(z_{m-1}, y; \Theta_{m}^{(t)}) \right], \tag{22}
\]

where \( p_{m-1,k}^{*} \) is the distribution of \((z_{m-1,k}, y)\) on client \( k \) at the \( t \)-th communication round, and \( L_m \) is the global loss taking expectation over the converged density. We also use the following distance [3] between the current density and the converged density for our analysis:

\[
l_{m-1}^{(t)} \triangleq \int \left| p_{m-1}^{(t)}(z) - p_{m-1}^{*}(z) \right| dz. \tag{23}
\]
We conduct our experiments on two datasets, FMNIST [36] and CIFAR-10 [13]. To simulate the
With all above assumptions, we get the following theorem that guarantees the convergence of
(Finite variance [3, 33])
Assumption 2 (Robbins-Monro conditions [3]). The learning rates satisfy \(\sum_{t=0}^{\infty} \eta_t = \infty\) yet \(\sum_{t=0}^{\infty} \eta_t^2 < \infty\).
Assumption 3 (Finite variance [3, 33]). There exists some positive constant \(G > 0\) such that
\[\forall t, k, \Theta_m, E_{(x_{m-1,k}, y_{m-1,k}) \sim p_{m-1,k}} \left( \left\| \nabla l_m \left( z_{m-1,k}^{(t)}, y_{m-1,k}; \Theta_m \right) \right\|^2 \right) \leq G.\]
Assumption 4 (Bounded Dissimilarity [33]). There exist constants \(\beta^2 \geq 1, \kappa^2 \geq 0\) such that \(\forall t, \Theta_m, \sum_{k=1}^{m} p_k \left\| \nabla L_{m,k}^{(t)}(\Theta_m) \right\|^2 \leq \beta^2 \left( \sum_{k=1}^{m} p_k \nabla L_{m,k}^{(t)}(\Theta_m) \right)^2 + \kappa^2.\)
Assumption 5 (Convergence of the previous layer [3]). We assume that \(\sum_{t=0}^{\infty} o_{m-1}^{(t)} < \infty\).

With all above assumptions, we get the following theorem that guarantees the convergence of Federated Decoupled Learning, and we prove it in Appendix B.

**Theorem 3.** Under Assumption 7-5 Federated Decoupled Learning converges as follows:

\[
\inf_{t \leq T} \mathbb{E} \left[ \left\| \nabla L_m \left( \Theta_m^{(t)} \right) \right\|^2 \right] \leq O \left( \frac{1}{\sum_{t=0}^{T} \eta_t} \right) + O \left( \frac{\sum_{t=0}^{T} o_{m-1}^{(t)} \eta_t}{\sum_{t=0}^{T} \eta_t} \right) + O \left( \frac{\sum_{t=0}^{T} o_{m-1}^{(t)} \eta_t}{\sum_{t=0}^{T} \eta_t} \right) \]  

(24)

**Remark 4.** Theorem 3 guarantees the convergence of locally supervised loss \(L_m\) in each module. However, because of the existence of the objective inconsistency that we mentioned in the last section, we cannot guarantee the convergence of the joint loss \(L\) with this result. Our objective inconsistency alleviation method in Section 3.3 can reduce the gap between \(\nabla L_m\) and \(\nabla L\) such that we can make the joint loss gradient \(\nabla L\) closer to 0 when the locally supervised loss converges.

## 4 Experimental Results

We conduct our experiments on two datasets, FMNIST [36] and CIFAR-10 [13]. To simulate the heterogeneity in cross-device FL, we adopt a challenging experimental FL setting with \(N = 1000\) clients, and we use the Non-IID data partition in [22] where each client only has the data of two labels. For the experiments on FMNIST, we sample \(C = 10\) clients for local training in each communication round. For CIFAR-10, we sample \(C = 30\) clients in each communication round.

For AT, we use \(l_\infty\) norm to bound the perturbation. We use PGD-10 to generate adversarial samples during training, and we test the adversarial accuracy under PGD-20 attack [20, 23, 39]. The perturbation bound at the input \(z_0 = x\) is set to be \(\epsilon_0 = 0.15\) for FMNIST, with PGD step size \(\alpha_0 = 0.02\). For CIFAR-10, we set \(\epsilon_0 = 8/255\) and \(\alpha_0 = 2/255\) [39]. See Appendix C for more details.

### 4.1 Model and Module Partition

For FMNIST, we adopt a 7-layer CNN (CNN-7) with five convolutional layers and two fully connected layers. For CIFAR-10, we adopt VGG-11 [28]. Considering the amount of computation and the number of parameters, we decouple CNN-7 and VGG-11 into modules as follows:

**CNN-7:** We decouple the whole network into two modules. The first module [CNN-7 (1/2)] contains the first three layers and an auxiliary linear output layer, and the second module [CNN-7 (2/2)] contains the rest four layers of CNN-7.

**VGG-11:** We decouple the whole network in two ways, with two modules and three modules respectively. For the two-module partition, the first module [VGG-11 (1/2)] contains the first six layers with an auxiliary linear output layer, and the second module [VGG-11 (2/2)] contains the rest five layers of VGG-11. For the three-module partition, the first module [VGG-11 (1/3)] contains the first four layers with an auxiliary linear output layer, the second module [VGG-11 (2/3)] contains the fifth and the sixth layer with an auxiliary linear output layer, and the third module [VGG-11 (3/3)] contains the rest five layers of VGG-11.
Table 2: The natural accuracy (clean data) and adversarial accuracy (adversarial data) of different training scheme. Results are reported in the average and standard deviation over 3 random seeds.

| Training Scheme          | FMNIST | CIFAR-10 |
|--------------------------|--------|----------|
|                          | Natural Acc. | Adversarial Acc. | Natural Acc. | Adversarial Acc. |
| Fully Joint (100% AT + 0% ST) | 83.05 ± 0.41% | 70.44 ± 0.73% | 64.99 ± 1.60% | 25.66 ± 1.73% |
| Fully Joint (20% AT + 80% ST) | 85.65 ± 0.08% | 56.45 ± 0.70% | 74.51 ± 0.30% | 19.24 ± 0.19% |
| FADE (100% 2-Module)      | 81.17 ± 1.58% | 65.19 ± 1.90% | 66.38 ± 0.73% | 27.15 ± 0.55% |
| FADE (100% 3-Module)      | -      | -        | 64.68 ± 0.60% | 26.93 ± 0.41% |
| FADE (20% Joint + 80% 2-Module) | 80.47 ± 1.48% | 70.35 ± 0.97% | 64.92 ± 0.66% | 27.35 ± 0.70% |
| FADE (20% Joint + 80% 3-Module) | -      | -        | 64.52 ± 0.85% | 28.10 ± 0.47% |
| FADE (20% Joint + 30% 2-Module + 50% 3-Module) | -      | -        | 64.07 ± 1.09% | 28.80 ± 0.78% |

Figure 4: Learning curves of different training schemes. Following Zizzo et al. [39], we begin with a warm-up phase with only standard training and then turn to adversarial training. The length of the warm-up phase is 100 rounds for FMNIST and 1000 rounds for CIFAR-10.

Figure 3: Profiles of different modules. The results are shown as the percentage of the value in joint training.

The local epoch time and the number of parameters of each module are shown in Fig.[4] Comparing with joint training, we can reduce the epoch time by around 40% in both CNN-7 and VGG-11 when decoupling the whole model into two modules, and we can reduce the maximal number of parameters by around 50% in VGG-11. When applying 3-module partitioning, the epoch time of VGG-11 can be further reduced to less than 40% of the joint training. Although the number of parameters are concentrated in the second module of CNN-7, the memory usage for storing the parameters is not the main bottleneck in this case since the total number of parameters in CNN-7 is small enough (around 0.6M).

4.2 Performance of FADE

In this section, we test the performance of FADE in different training schemes. Our baseline is the fully joint training, which is only feasible in the ideal scenario where all the clients have enough resources to complete AT on the whole neural network. We first test FADE in the worst case where no clients can afford joint AT but can only conduct AT on a module (“FADE (100% 2/3-Module)”). Then we turn to a realistic scenario where different clients have different resources, and 20% of them can afford joint AT while the others can complete AT on a module (“FADE (20% Joint + 80% 2/3-Module)”). We set $\lambda_m = 0.001$ for FMNIST and $\lambda_m = 0.003$ for CIFAR-10.

As shown in Table[2] even in the worst case, FADE can attain a much stronger robustness than the partial federated adversarial training (20% AT + 80% ST). When we allow 20% clients to perform joint AT, FADE can almost recover the adversarial accuracy of the fully joint training, using fewer computing resources on small edge devices. The learning curves of joint training and 2-Module FADE are also shown in Fig.[4] while the learning curves for 3-Module FADE are given in Appendix[3]. We can see that FADE can converge to the same natural accuracy as that in joint training, with only marginal adversarial accuracy drop compared with joint training.
Furthermore, we mix three kinds of clients (joint training, 2-module training, 3-module training) together to verify the scalability of FADE. The result “FADE (20% Joint + 30% 2-Module + 50% 3-Module)” in Table 2 shows that different clients with different module partitions are compatible, and they are able to collaborate in FADE to achieve strong robustness.

4.3 The Influence of Auxiliary Model Weight Decay

As we suggested in Section 3.3, the auxiliary model weight decay hyperparameter $\lambda_m$ acts as an important role for balancing the natural accuracy and the adversarial robustness. To show this trade-off, we conduct experiments with 2-Module FADE and test the natural accuracy and the adversarial accuracy with different $\lambda_m \in \{0.0001, 0.0003, 0.001, 0.003, 0.01\}$. We also measure the perturbation on the feature outputed by the first module, namely, $\|f_1(x + \delta) - f_1(x)\|_2$, to show the influence of $\lambda_m$ on the lower bound of $\epsilon_1$ for guaranteed robustness. The results are shown in Fig. 5.

We can observe the consistency between the experimental results and our theory that a larger $\lambda_m$ can lead to higher natural accuracy while decreasing the adversarial accuracy. When applying a larger $\lambda_m$ to mitigate the objective inconsistency, the perturbation on the feature also increases, which leads to a weaker overall adversarial robustness in the backbone network.

It is noteworthy that when applying a too large $\lambda_m$, the auxiliary model may fail to learn meaningful representation and the natural accuracy will drop, as shown in the experiment on CIFAR-10 with $\lambda_m = 0.01$. This result also aligns with the well-known fact in normal training that a too large regularization term can undermine performance of a model.

5 Related Works

Federated Learning In recent years, Federated Learning (FL) was proposed as a solution to trustworthy and communication-efficient distributed learning [11, 12, 22]. Although FL attains high privacy by storing data locally and pushing training to the edge devices, it also suffers from slow and unstable convergence caused by the heterogeneity in both local data (statistical heterogeneity) and devices (systematic heterogeneity) [9, 15, 16, 33]. Many studies have tried to overcome the statistical heterogeneity [10, 18, 31, 32] and the systematic heterogeneity [14, 16, 33]. Beyond the heterogeneity, FL is also vulnerable in several kinds of attack, such as model poisoning attack [4, 29] and adversarial attack [39]. In this paper, we mainly focus on the adversarial attack and try to deal with the challenge in federated adversarial training caused by client-wise heterogeneity [8, 27].

Adversarial Training Adversarial Training (AT) has been shown to be a effective method for attaining robustness against adversarial samples [6, 20]. However, to achieve strong robustness, AT requires PGD with multiple iterations [5], which consumes large amounts of computational resources. Recent studies have explored the possibility of reducing the computation in AT [25, 48], such as replacing PGD with FGSM [1, 35] or using other regularization methods for robustness [23, 24]. These methods have been developed for centralized AT but they can additionally be deployed in FL together with FADE to further reduce the computational cost for small edge devices.

Decoupled Greedy Learning As deeper and deeper neural networks are used for better performance, the low efficiency of end-to-end (joint) training is exposed because it hinders the model parallelization and requires large memory for model parameters and intermediate results [3, 7]. As an alternative, Decoupled Greedy Learning (DGL) is proposed, which decouples the whole neural network into several modules and trains them separately without gradient dependency [2, 5, 21, 34].
In this paper, we deploy and improve DGL for federated adversarial training such that edge-devices with few computing resources could also participate in AT for large models.

6 Conclusions

In this paper, we propose Federated Adversarial Decoupled Learning (FADE), a novel framework to reduce the computing resource requirement for small edge devices in large-scale federated adversarial training. We amend vanilla Decoupled Greedy Learning (DGL) such that we can guarantee the adversarial robustness of the whole model and alleviate the objective inconsistency when deploying it in Federated Learning (FL). Our experimental results show that FADE can significantly reduce the computing resource demand on small edge devices, while maintaining almost the same accuracy as fully joint training on both clean and adversarial samples. FADE is complementary to existing fast adversarial training methods (e.g., [1][23][35]) and can be combined with them to further accelerate federated adversarial training in the future.
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A Proofs and Additional Analysis

A.1 Proof of Theorem 1

Theorem 1. Omitting all parameters \( w \) and \( \theta \), for adjacent modules \( m \) and \( m + 1 \), given \( z_{m-1} \) and \( z_m = f_m(z_{m-1}) \), let \( \tilde{l}_m(z_m, y) = l_m(f_m(z_{m-1}), y) = l_m(z_{m-1}, y) \) and assume that \( l_m(z_m, y) \) is \( \mu_m \)-strongly convex in \( z_m \), if we perform AT on these two modules separately such that

\[
\forall \delta_{m-1} \in \{ \delta_{m-1} : \| \delta_{m-1} \| \leq \epsilon_{m-1} \}, \quad l_m (z_{m-1} + \delta_{m-1}, y) - l_m (z_{m-1}, y) \leq c_m; \\
\forall \delta_m \in \{ \delta_m : \| \delta_m \| \leq \epsilon_m \}, \quad l_{m+1} (z_m + \delta_m, y) - l_{m+1} (z_m, y) \leq c_{m+1},
\]

with \( \epsilon_m \) satisfying

\[
\epsilon_m \geq g_m + \sqrt{\frac{2c_m}{\mu_m} + \frac{g_m^2}{\mu_m^2}}, \quad \text{where } g_m = \| \nabla z_m \tilde{l}_m(z_m, y) \|,
\]

we will have the overall robustness in the joint model of these two modules:

\[
\forall \delta_{m-1} \in \{ \delta_{m-1} : \| \delta_{m-1} \| \leq \epsilon_{m-1} \}, \quad l_{m+1} (f_m(z_{m-1} + \delta_{m-1}), y) - l_{m+1} (f_m(z_{m-1}), y) \leq c_{m+1}.
\]

Proof. Given \( \mu_m \)-strong convexity of \( \tilde{l}_m(z_m, y) \), for any \( \delta_{m-1} \in \{ \delta_{m-1} : \| \delta_{m-1} \| \leq \epsilon_{m-1} \} \), let \( r = f_m(z_{m-1} + \delta_{m-1}) - f_m(z_{m-1}) \), we have

\[
\nabla z_m \tilde{l}_m(z_m, y)^T r + \frac{\mu_m}{2} \| r \|^2 \leq \tilde{l}_m(z_m + r, y) - \tilde{l}_m(z_m, y) \leq c_m
\]

\[
\Rightarrow \frac{\mu_m}{2} \left[ \left\| r + \frac{\nabla z_m \tilde{l}_m(z_m, y)}{\mu_m} \right\|^2 - \left\| \nabla z_m \tilde{l}_m(z_m, y) \right\|^2 \right] \leq c_m
\]

\[
\Rightarrow \left\| r + \frac{\nabla z_m \tilde{l}_m(z_m, y)}{\mu_m} \right\| \leq \sqrt{\frac{2c_m}{\mu_m} + \left\| \nabla z_m \tilde{l}_m(z_m, y) \right\|^2}
\]

\[
\Rightarrow \| r \| \leq \frac{\| \nabla z_m \tilde{l}_m(z_m, y) \|}{\mu_m} + \sqrt{\frac{2c_m}{\mu_m} + \frac{\| \nabla z_m \tilde{l}_m(z_m, y) \|^2}{\mu_m^2}} = g_m + \sqrt{\frac{2c_m}{\mu_m} + \frac{g_m^2}{\mu_m^2}}
\]

And we know that

\[
\epsilon_m \geq g_m + \sqrt{\frac{2c_m}{\mu_m} + \frac{g_m^2}{\mu_m^2}} \geq \| r \|,
\]

which gives us

\[
\forall \delta_{m-1} \in \{ \delta_{m-1} : \| \delta_{m-1} \| \leq \epsilon_{m-1} \}, \quad \| f_m(z_{m-1} + \delta_{m-1}) - f_m(z_{m-1}) \| \leq \epsilon_m.
\]

And with Eq. [26] we get the robustness guarantee:

\[
\forall \delta_{m-1} \in \{ \delta_{m-1} : \| \delta_{m-1} \| \leq \epsilon_{m-1} \}, \quad l_{m+1} (f_m(z_{m-1} + \delta_{m-1}), y) - l_{m+1} (f_m(z_{m-1}), y) \leq c_{m+1}.
\]

A.2 Proof of Theorem 2

Theorem 2. Omitting all parameters \( w \) and \( \theta \), given \( z_m = f_m(z_{m-1}) = f_m \circ f_m \circ \cdots \circ f_1(x) \), let \( \tilde{l}_m(z_m, y) = \tilde{l}_m(f_m(z_{m-1}), y) = l_m(z_{m-1}, y) \) and \( l(z_m, y) = l(f_m \circ \cdots \circ f_1(x), y) = l(x, y) \), assume \( \tilde{l}_m(z_m, y) \) and \( l(z_m, y) \) are \( \beta_m, \beta_m \)-smooth in \( z_m \), if there exist \( c_m \) and \( c'_m \) such that

\[
\exists r \geq \sqrt{\frac{2c_m + c'_m}{\beta_m + \beta'_m}} \forall \delta_m \in \{ \delta_m : \| \delta_m \| \leq r \}, \quad \tilde{l}_m(z_m + \delta_m, y) - \tilde{l}_m(z_m, y) \leq c_m, \\
|l(z_m + \delta_m, y) - \tilde{l}(z_m, y)| \leq c'_m.
\]
then we have
\[ \| \nabla_w l - \nabla_w l_m \| \leq \left\| \frac{\partial z_m}{\partial w_m} \right\| \sqrt{2(c_m + c'_m)(\beta_m + \beta'_m)}. \tag{38} \]

\textbf{Proof.} With the chain rule, we know that
\[ \nabla_w l - \nabla_w l_m = \frac{\partial z_m}{\partial w_m} \frac{\partial (l - l_m)}{\partial z_m} = \frac{\partial z_m}{\partial w_m} \frac{\partial (l - \hat{l}_m)}{\partial z_m}, \tag{39} \]
and thus
\[ \| \nabla_w l - \nabla_w l_m \| \leq \left\| \frac{\partial z_m}{\partial w_m} \right\| \left\| \frac{\partial (l - \hat{l}_m)}{\partial z_m} \right\|. \tag{40} \]

We now need to find the upper bound of the second factor. We define \( h(z_m) = \hat{l}(z_m, y) - \hat{l}_m(z_m, y) \), which is \((\beta_m + \beta'_m)\)-smooth in \( z_m \). For any \( \delta_m, \| \delta_m \| \leq r \), we have
\[ |h(z_m + \delta_m) - h(z_m)| \leq |\hat{l}_m(z_m + \delta_m, y) - \hat{l}_m(z_m, y)| + |\hat{l}(z_m + \delta_m, y) - \hat{l}(z_m, y)| \tag{41} \]
\[ \leq c_m + c'_m. \tag{42} \]
And with the \((\beta_m + \beta'_m)\)-smoothness, we know that
\[ \left( \frac{\partial h(z_m)}{\partial z_m} \right)^T \delta_m - \frac{\beta_m + \beta'_m}{2} \| \delta_m \|^2 \leq h(z_m + \delta_m) - h(z_m) \leq c_m + c'_m. \tag{43} \]

The maximum of the LHS is achieved when \( \delta^*_m = \frac{1}{\beta_m + \beta'_m} \frac{\partial h(z_m)}{\partial z_m} \), and thus we get
\[ \frac{1}{2(\beta_m + \beta'_m)} \left\| \frac{\partial h(z_m)}{\partial z_m} \right\|^2 \leq c_m + c'_m \tag{44} \]
\[ \Rightarrow \left\| \frac{\partial h(z_m)}{\partial z_m} \right\| \leq \sqrt{2(c_m + c'_m)(\beta_m + \beta'_m)}. \tag{45} \]
To check the achievability of this maximum, we have
\[ \| \delta^*_m \| = \frac{1}{\beta_m + \beta'_m} \left\| \frac{\partial h(z_m)}{\partial z_m} \right\| \leq \sqrt{2(c_m + c'_m)(\beta_m + \beta'_m)} \leq r. \tag{46} \]
Thus, we get our final result
\[ \| \nabla_w l - \nabla_w l_m \| \leq \left\| \frac{\partial z_m}{\partial w_m} \right\| \sqrt{2(c_m + c'_m)(\beta_m + \beta'_m)}. \tag{47} \]

\[ \square \]

\section*{A.3 Case Study: Linear Auxiliary Output Model}

For a linear auxiliary output model \( \theta_m = \{ W_m, b_m \} \), the cross-entropy loss is given as
\[ \hat{l}(z_m, y) = \mathcal{L}(\sigma(W_m^T z_m + b_m), y), \tag{48} \]
where \( \mathcal{L}(p, y) = - \sum_{i=1}^n y_i \log(p_i) \) and \( \sigma(q_i) = \exp(q_i)/\sum_j \exp(q_j) \) are cross-entropy loss and softmax function respectively. Let \( p_m = \sigma(W_m^T z_m + b_m) \), we know that
\[ \nabla_{z_m} \hat{l}(z_m, y) = W_m (p_m - y), \tag{49} \]
and
\[ H_m = \nabla_{z_m}^2 \hat{l}(z_m, y) = W_m J_m W_m^T, \tag{50} \]
where
\[ J_m = \text{diag}(p_m) - p_m p_m^T \tag{51} \]
is the Jacobi of the softmax function. We have the following properties related to the robustness and objective consistency in Theorem[1] and Theorem[2].
1. (First Order Property) Smaller \( \| W_m \| \) leads to smaller \( g_m \) and \( c_m \).

\[
g_m = \| \nabla z_m \hat{m}(z_m, y) \| = \| W_m (p_m - y) \| \leq \sqrt{2} \| W_m \|, \tag{52}
\]

\[
c_m = \max_{\| \delta_m \| \leq r} | \hat{m}(z_m + \delta_m, y) - \hat{m}(z_m, y) | \leq \sqrt{2r} \| W_m \|. \tag{53}
\]

2. (Second Order Property) Smaller \( \| W_m \| \) leads to smaller \( \mu_m \) and \( \beta_m \).

\[
\sum_i \lambda_i(H_m) = \text{tr}(H_m) = \text{tr}(W_m J_m W_m^T) = \text{tr}(W_m^T W_m J_m)
\]

\[
\leq \| W_m \|^2 \left( \sum_j p_{m,j} - p_{m,j}^2 \right), \tag{54}
\]

where \( \lambda_i(H_m) \) means the eigenvalues of \( H_m \) in increasing order. \( \lambda_1(H_m) = \mu_m \) and \( \lambda_{-1}(H_m) = \beta_m \).

We notice that when increasing \( \lambda_m \), namely, decreasing \( \| W_m \|^2 \), we will decrease \( g_m, c_m, \mu_m \) and \( \beta_m \). According to Theorem 1 and 2, smaller \( g_m, c_m, \mu_m \) and \( \beta_m \) can lead to stronger robustness as well as smaller objective inconsistency, while smaller \( \mu_m \) will lead to weaker robustness as shown in Eq. 27.

**B Convergence**

**Theorem 3.** Under Assumption 4-5, Federated Decoupled Learning converges as follows:

\[
\inf_{t \leq T} \mathbb{E} \left[ \left\| \nabla L_m \left( \Theta_m^{(t)} \right) \right\|^2 \right] \leq \mathcal{O} \left( \frac{1}{\sum_{t=0}^T \eta_t} \right) + \mathcal{O} \left( \frac{\sum_{t=0}^T \rho_m^{(t)} \eta_t}{\sum_{t=0}^T \eta_t} \right) + \mathcal{O} \left( \frac{\sum_{t=0}^T \eta_t^2}{\sum_{t=0}^T \eta_t} \right). \tag{55}\]

**Proof.** We consider the SGD scheme with learning rate \( \{ \eta_t \} \):

\[
Theta_m^{(t+1)} = Theta_m^{(t)} - \eta_t \sum_{k \in S_c^{(t)}} p_k \hat{h}_{m,k}^{(t)}.
\]

The size of \( S_c^{(t)} \) is \( S_t \) and \( \hat{h}_{m,k}^{(t)} \) is defined as \( \hat{h}_{m,k}^{(t)} = \sum_{j=0}^{t-1} \nabla l_m(z_m^{(t-1,j)}, y; \theta_m^{(t-1,j)}) = \sum_{j=0}^{t-1} \nabla l_m(z_m^{(t,j)}, y; \theta_m^{(t,j)}) \). According to the Lipschitz-smooth assumption for the global objective function \( L_m \), it follows that

\[
\mathbb{E} \left[ L_m \left( \Theta_m^{(t+1)} \right) \right] - L_m \left( \Theta_m^{(t)} \right) \leq -\eta_t \mathbb{E} \left[ \left\| \nabla L_m \left( \Theta_m^{(t)} \right), \sum_{k \in S_c^{(t)}} p_k \hat{h}_{m,k}^{(t)} \right\| \right] + \frac{\eta_t^2 L_m}{2} \mathbb{E} \left[ \left\| \sum_{k \in S_c^{(t)}} p_k \right\|^2 \right]. \tag{56}\]
We denote $L$.

According to the Cauchy-Schwartz inequality, we have

$\rho_l \geq \rho_{l,m} \left( \int_{m} \rho_{l,m} \right) \rho_{l,m} \rho_{l,m} \left( \int_{m} \rho_{l,m} \right)$

Similar to the proof in [33], to bound the $T_1$ in Eq. 56, we should notice that

$$T_1 = \mathbb{E} \left[ \nabla L_m \left( \Theta_m^{(t)} \right), \sum_{k \in \mathbb{S}_m^{(t)}} p_k h_{m,k}^{(t)} \right]$$

$$= \left\langle \nabla L_m \left( \Theta_m^{(t)} \right), \sum_{k=1}^{N} p_k \mathbb{E} h_{m,k}^{(t)} \right\rangle$$

$$\geq \frac{1}{2} \left\| \nabla L_m \left( \Theta_m^{(t)} \right) \right\|^2 - \frac{1}{2} \left\| \nabla L_m \left( \Theta_m^{(t)} \right) - \sum_{k=1}^{N} p_k \mathbb{E} h_{m,k}^{(t)} \right\|^2 \quad (57)$$

$$\geq \frac{1}{2} \left\| \nabla L_m \left( \Theta_m^{(t)} \right) \right\|^2 - \frac{1}{2} \left\| \nabla L_m \left( \Theta_m^{(t)} \right) - \sum_{k=1}^{N} p_k \mathbb{E} h_{m,k}^{(t)} \right\|^2$$

$$- \left\| \nabla L_m \left( \Theta_m^{(t)} \right) - \nabla L_m \left( \Theta_m^{(t)} \right) \right\|^2 \quad (58)$$

$$\geq \frac{1}{2} \left\| \nabla L_m \left( \Theta_m^{(t)} \right) \right\|^2 - \sum_{k=1}^{N} p_k \left\| \mathbb{E} h_{m,k}^{(t)} - \nabla L_m \left( \Theta_m^{(t)} \right) \right\|^2$$

$$- \left\| \nabla L_m \left( \Theta_m^{(t)} \right) - \nabla L_m \left( \Theta_m^{(t)} \right) \right\|^2 \quad (59)$$

Eq. 57 uses the fact: $2(a, b) = \|a\|^2 + \|b\|^2 - \|a-b\|^2$. Eq. 58 uses the fact: $\|a+b\|^2 \leq 2\|a\|^2 + 2\|b\|^2$.

Eq. 59 uses the fact: $L_m^{(t)} = \sum_{k=1}^{N} p_k L_m^{(t)}$ and Jensen’s inequality $\| \sum_{i=1}^{m} b_i a_i \|^2 \leq \sum_{i=1}^{m} b_i \|a_i\|^2$.

We denote $(z, y)$ as $z$. Based on the proof of Lemma 3.2 in [3], we have

$$\left\| \nabla L_m \left( \Theta_m^{(t)} \right) - \nabla L_m \left( \Theta_m^{(t)} \right) \right\|^2$$

$$= \left\| \mathbb{E}_{(z,y) \sim p_{m}^{(t)}} \left[ \nabla l_m \left( z_{m-1}^{(t)}, y; \Theta_m^{(t)} \right) \right] - \mathbb{E}_{(z,y) \sim p_{m-1}^{(t)}} \left[ \nabla l_m \left( z_{m-1}^{(t)}, y; \Theta_m^{(t)} \right) \right] \right\|^2$$

$$= \left\| \int \nabla l_m \left( z; \Theta_m^{(t)} \right) p_{m-1}^{(t)}(z) dz - \int \nabla l_m \left( z; \Theta_m^{(t)} \right) p_{m-1}^{(t)}(z) dz \right\|^2$$

$$\leq \left( \int \left\| \nabla l_m \left( z; \Theta_m^{(t)} \right) \right\|^2 \left| p_{m-1}^{(t)}(z) - p_{m-1}^{(t)}(z) \right| dz \right)^2.$$

According to the Cauchy-Schwartz inequality, we have

$$\left\| \nabla l_m \left( \Theta_m^{(t)} \right) - \nabla l_m \left( \Theta_m^{(t)} \right) \right\|^2$$

$$\leq \int \left\| \nabla l_m \left( z; \Theta_m^{(t)} \right) \right\|^2 \left| p_{m-1}^{(t)} - p_{m-1}^{(t)} \right| dz \int \left| p_{m-1}^{(t)} - p_{m-1}^{(t)} \right| dz$$

$$= \rho_m^{(t)} \int \left\| \nabla l_m \left( z; \Theta_m^{(t)} \right) \right\|^2 \left| p_{m-1}^{(t)} - p_{m-1}^{(t)} \right| dz$$

$$\leq \rho_m^{(t)} \int \left\| \nabla l_m \left( z; \Theta_m^{(t)} \right) \right\|^2 \left( p_{m-1}^{(t)} + p_{m-1}^{(t)} \right) dz$$

$$\leq \rho_m^{(t)} \left[ \mathbb{E}_{(z,y) \sim p_{m-1}^{(t)}} \left\| \nabla l_m \left( z_{m-1}^{(t)}, y; \Theta_m^{(t)} \right) \right\|^2 + \mathbb{E}_{(z,y) \sim p_{m-1}^{(t)}} \left\| \nabla l_m \left( z_{m-1}^{(t)}, y; \Theta_m^{(t)} \right) \right\|^2 \right]$$

$$\leq 2G \rho_m^{(t)}.$$

(60)
where the last inequality comes from the Lemma 4.1 in \[3\] and Assumption 5. Hence, we have

$$T_1 \geq \frac{1}{2} \left\| \nabla L_m \left( \Theta_m^{(t)} \right) \right\|^2 - \sum_{k=1}^{N} p_k \left\| \mathbb{E} h_{m,k}^{(t)} - \nabla L_{m,k}^{(t)}(\Theta_m^{(t)}) \right\|^2 - 2G \rho_m^{(t)}. \quad (61)$$

According to the proof in Section C.3 and Lemma 5 in \[33\], we have the following bound for $T_2$:

$$T_2 \leq 2 \left[ \mathbb{E} \left\| \frac{\sum_{k \in S_i^{(t)}} p_k h_{m,k}^{(t)}}{\sum_{k \in S_i^{(t)}} p_k} - \frac{\sum_{k \in S_i^{(t)}} p_k \mathbb{E} h_{m,k}^{(t)}}{\sum_{k \in S_i^{(t)}} p_k} \right\|^2 + \sum_{k \in S_i^{(t)}} p_k \mathbb{E} \left\| h_{m,k}^{(t)} \right\|^2 \right] + 2 \left[ \left\| \frac{\sum_{k \in S_i^{(t)}} p_k \mathbb{E} h_{m,k}^{(t)}}{\sum_{k \in S_i^{(t)}} p_k} \right\|^2 \right] \leq 8 \tau^2 G + 2 \left[ \left\| \frac{\sum_{k \in S_i^{(t)}} p_k \mathbb{E} h_{m,k}^{(t)}}{\sum_{k \in S_i^{(t)}} p_k} \right\|^2 \right] \leq 8 \tau^2 G + 6 \sum_{k=1}^{N} p_k \left\| \mathbb{E} h_{m,k}^{(t)} - \nabla L_{m,k}^{(t)}(\Theta_m^{(t)}) \right\|^2 + \frac{6}{S_i} \left( 2 \left\| \nabla L_m^{(t)}(\Theta_m^{(t)}) \right\|^2 + \kappa^2 \right), \quad (62)$$

where the inequality \[62\] is based on the Assumption 5 and the definition of $h_{m,k}^{(t)}$.

According to the Assumption 5, we have

$$\mathbb{E}_{z \sim p_m^{(t)}} \left[ \left\| \nabla l_m(z; \Theta_m) - \mathbb{E}_{z \sim p_m^{(t)}} \nabla l_m(z; \Theta_m) \right\|^2 \right] \leq \mathbb{E}_{z \sim p_m^{(t)}} \left[ 2 \left\| \nabla l_m(z; \Theta_m) \right\|^2 + 2 \mathbb{E}_{z \sim p_m^{(t)}} \nabla l_m(z; \Theta_m) \right\|^2 \leq 4 \mathbb{E}_{z \sim p_m^{(t)}} \left\| \nabla l_m(z; \Theta_m) \right\|^2 \leq 4G. \quad (64)$$

According to the proof in Section C.5 of \[33\] and \[64\], we have the following bound

$$\frac{1}{2} \sum_{k=1}^{N} p_k \left\| \mathbb{E} h_{m,k}^{(t)} - \nabla L_{m,k}^{(t)}(\Theta_m^{(t)}) \right\|^2 \leq 4n^2 \frac{\widetilde{L}_m^2 G}{1 - D} \left( \tau^2 - 1 \right) + \frac{D \beta^2}{2(1 - D)} \left\| \nabla L_{m,k}^{(t)}(\Theta_m^{(t)}) \right\|^2 + \frac{D \kappa^2}{2(1 - D)}, \quad (65)$$
where \( D = 4\eta_t^2 \mathcal{L}_m^2 \tau (\tau - 1) < 1 \). If \( D \leq \frac{1}{12\eta_t^2 \tau} \), then it follows that \( \frac{1}{1-D} \leq 1 + \frac{1}{12\eta_t^2} \leq 2 \) and \( 3D\beta \frac{1}{1-D} \leq \frac{1}{4} \). These facts can help us further simplify the inequality. One can obtain

\[
0 \leq \sum_{k=1}^{N} p_k \left\| \mathbb{E} h_{m,k}^{(t)} - \nabla L_{m,k}^{(t)}(\Theta_{m}^{(t)}) \right\|^2
\leq 96\eta_t^2 \mathcal{L}_m^2 G(\tau^2 - 1) + \frac{1}{2} \left\| \nabla L_{m}^{(t)}(\Theta_{m}^{(t)}) \right\|^2 + 48\eta_t^2 \mathcal{L}_m^2 \kappa^2 \tau (\tau - 1)
\leq 96\eta_t^2 \mathcal{L}_m^2 G(\tau^2 - 1) + \frac{1}{2} \left\| \nabla L_{m}^{(t)}(\Theta_{m}^{(t)}) \right\|^2 + G\rho^{(t)} + 48\eta_t^2 \mathcal{L}_m^2 \kappa^2 \tau (\tau - 1).
\]

(66)

Then we have

\[
T_2 \leq 8\tau^2 G + 6 \sum_{k=1}^{N} p_k \left\| \mathbb{E} h_{m,k}^{(t)} - \nabla L_{m,k}^{(t)}(\Theta_{m}^{(t)}) \right\|^2
+ 6\left\| \nabla L_{m}^{(t)}(\Theta_{m}^{(t)}) \right\|^2 + \frac{6}{\mathcal{S}_t} \left( \beta^2 \left\| \nabla L_{m}^{(t)}(\Theta_{m}^{(t)}) \right\|^2 + \kappa^2 \right)
\leq 8\tau^2 G + 96\eta_t^2 \mathcal{L}_m^2 G(\tau^2 - 1) + \frac{1}{2} \left\| \nabla L_{m}^{(t)}(\Theta_{m}^{(t)}) \right\|^2 + G\rho^{(t)} + 48\eta_t^2 \mathcal{L}_m^2 \kappa^2 \tau (\tau - 1)
+ 6\left\| \nabla L_{m}^{(t)}(\Theta_{m}^{(t)}) \right\|^2 + 12G\rho^{(t)} + \frac{6}{\mathcal{S}_t} \left( \beta^2 \left\| \nabla L_{m}^{(t)}(\Theta_{m}^{(t)}) \right\|^2 + 2\beta^2 G\rho^{(t)} + \kappa^2 \right),
\]

(67)

where Eq. [67] uses the difference bound in Eq. [60]. Plugging Eq. [61] and Eq. [57] back into Eq. [56] since \( \mathcal{S}_t \geq 1 \), we have

\[
\mathbb{E} \left[ L_m^{(t+1)}(\Theta_{m}^{(t)}) \right] - L_m^{(t)}(\Theta_{m}^{(t)})
\leq - \frac{1}{2} \eta_t \left\| \nabla L_{m}^{(t)}(\Theta_{m}^{(t)}) \right\|^2 + 2\eta_t G\rho^{(t)}
+ \eta_t \left[ 16\eta_t^2 \mathcal{L}_m^2 G(\tau^2 - 1) + \frac{1}{12} \left\| \nabla L_{m}^{(t)}(\Theta_{m}^{(t)}) \right\|^2 + \frac{1}{6} G\rho^{(t)} + 8\eta_t^2 \mathcal{L}_m^2 \kappa^2 \tau (\tau - 1) \right]
+ \frac{\eta_t^2 \mathcal{L}_m^2}{2} \left[ 8\tau^2 G^2 + 96\eta_t^2 \mathcal{L}_m^2 G(\tau^2 - 1) + \frac{1}{2} \left\| \nabla L_{m}^{(t)}(\Theta_{m}^{(t)}) \right\|^2 + G\rho^{(t)} + 48\eta_t^2 \mathcal{L}_m^2 \kappa^2 \tau (\tau - 1)
+ 6\left\| \nabla L_{m}^{(t)}(\Theta_{m}^{(t)}) \right\|^2 + 12G\rho^{(t)} + 6(2\beta^2 G\rho^{(t)} + \kappa^2) \right]
\leq - \left( \frac{5}{12} \eta_t - \frac{\eta_t^2 \mathcal{L}_m}{4} - 3\eta_t \mathcal{L}_m - 3\eta_t^2 \mathcal{L}_m \beta^2 \right) \left\| \nabla L_{m}^{(t)}(\Theta_{m}^{(t)}) \right\|^2
+ \eta_t \left[ 2G\rho^{(t)} + 16\eta_t^2 \mathcal{L}_m^2 G(\tau^2 - 1) + \frac{1}{6} G\rho^{(t)} + 8\eta_t^2 \mathcal{L}_m^2 \kappa^2 \tau (\tau - 1) \right]
+ \frac{\eta_t^2 \mathcal{L}_m}{2} \left[ 8\tau^2 G^2 + 96\eta_t^2 \mathcal{L}_m^2 G(\tau^2 - 1) + G\rho^{(t)} + 48\eta_t^2 \mathcal{L}_m^2 \kappa^2 \tau (\tau - 1)
+ 12G\rho^{(t)} + 6(2\beta^2 G\rho^{(t)} + \kappa^2) \right].
\]

(68)

When we set \( \eta_t \leq \min \left\{ \frac{2}{39 + 36\beta^2 \mathcal{L}_m^2} , 1 \right\} \), we have

\[
\frac{1}{4} \eta_t \left\| \nabla L_{m}^{(t)}(\Theta_{m}^{(t)}) \right\|^2
\leq L_m^{(t+1)}(\Theta_{m}^{(t+1)}) - \mathbb{E} \left[ L_m^{(t+1)}(\Theta_{m}^{(t+1)}) \right]
+ \left( 2G + \frac{1}{6} G + \frac{\mathcal{L}_m}{2} G + 6\mathcal{L}_m G + 6\beta^2 \mathcal{L}_m G \right) \eta_t \rho^{(t)}
+ \left[ 16\mathcal{L}_m^2 G(\tau^2 - 1) + 8\mathcal{L}_m^2 \kappa^2 \tau (\tau - 1) + 4\mathcal{L}_m \tau^2 G^2
+ 48\mathcal{L}_m^2 \mathcal{L}_m G(\tau^2 - 1) + 24\mathcal{L}_m^2 \mathcal{L}_m \kappa^2 \tau (\tau - 1) + 3\mathcal{L}_m \kappa \right] \eta_t^2.
\]

(69)
Taking the total expectation and averaging across all rounds, one can obtain
\[
\frac{1}{T} \sum_{t=0}^{T} \eta_t \left\| \nabla L_m \left( \Theta_m^{(t)} \right) \right\|^2 \leq L_m \left( \Theta_m^{(0)} \right) + L_m \left( \Theta_m^{(T+1)} \right) + A \sum_{t=0}^{T} \eta_t^2 + B \sum_{t=0}^{T} \eta_t \rho_m^{(t)},
\]
where \( A, B \) are some positive constants. Now we get our final results:
\[
\inf_{t \leq T} \mathbb{E} \left[ \left\| \nabla L_m \left( \Theta_m^{(t)} \right) \right\|^2 \right] \leq \mathcal{O} \left( \frac{1}{\sum_{t=0}^{T} \eta_t} \right) + \mathcal{O} \left( \frac{\sum_{t=0}^{T} \rho_m^{(t)} \eta_t}{\sum_{t=0}^{T} \eta_t} \right) + \mathcal{O} \left( \frac{\sum_{t=0}^{T} \eta_t^2}{\sum_{t=0}^{T} \eta_t} \right)
\]
It is obvious that \( \frac{1}{\sum_{t=0}^{T} \eta_t} \to 0 \) and \( \frac{\sum_{t=0}^{T} \rho_m^{(t)} \eta_t}{\sum_{t=0}^{T} \eta_t} \to 0 \) if \( T \to \infty \). As for \( \frac{\sum_{t=0}^{T} \eta_t^2}{\sum_{t=0}^{T} \eta_t} \), according to the Cauchy-Schwartz inequality, we have
\[
\sum_{t=0}^{T} \rho_m^{(t)} \eta_t = \sum_{t=0}^{T} \sqrt{\rho_m^{(t)}} \left( \sqrt{\rho_m^{(t)}} \eta_t \right) \\
\leq \sqrt{\left( \sum_{t=0}^{T} \rho_m^{(t)} \right) \left( \sum_{t=0}^{T} \rho_m^{(t)} \eta_t^2 \right)} \\
\leq \sqrt{\left( \sum_{t=0}^{T} \rho_m^{(t)} \right) \left( \sum_{t=0}^{T} \rho_m^{(t)} \right) \left( \sum_{t=0}^{T} \eta_t^2 \right)} \\
< \infty.
\]
Hence, we also have \( \frac{\sum_{t=0}^{T} \rho_m^{(t)} \eta_t}{\sum_{t=0}^{T} \eta_t} \to 0 \) if \( T \to \infty \).

\section{Experimental Details and Additional Results}

We measure the Epoch Time in Fig. 5 on the Jetson TX2 platform, while we run all the other experiments on a server with a single NVIDIA TITAN RTX GPU and Intel Xeon Gold 6254 CPU.

\textbf{Hyperparameters for FL} We partition the whole FMNIST and CIFAR-10 training set onto \( N = 1000 \) clients, with a training-validation ratio of 0.8 : 0.2. We set the number of local training iterations as \( \tau = 50 \) for FMNIST and \( \tau = 40 \) for CIFAR-10, with the same local batch size \( B = 10 \). The maximal number of communication round is 1000 for FMNIST and 4000 for CIFAR-10. We use the initial learning rate \( \eta_0 = 0.01 \) for both FMNIST and CIFAR-10, while we halve the learning rate at (400, 600, 800)-th rounds of FMNIST experiments, and at (2000, 3000)-th rounds of CIFAR-10. We use SGD with weight decay 0.0001 and momentum 0.9 for both FMNIST and CIFAR-10.

\textbf{Hyperparameters for AT} Following Zizzo et al. [39]. We adopt \( \epsilon_0 = 0.15 \) and \( \alpha_0 = 0.02 \) for FMNIST, and we use \( \epsilon_0 = 8/255 \) and \( \alpha_0 = 2/255 \) for CIFAR-10. For the 2-module FADE, we use \( \epsilon_1 = 0.045 \) and \( \alpha_1 = 0.006 \) for CNN-7 (2/2), and \( \epsilon_1 = 0.01 \) and \( \alpha_1 = 0.003 \) for VGG-11 (2/2). For the 3-module FADE, we use \( \epsilon_1 = 0.015 \) and \( \alpha_1 = 0.004 \) for VGG-11 (2/3), and \( \epsilon_2 = 0.01 \) and \( \alpha_2 = 0.003 \) for VGG-11 (3/3). For all the models and modules, we use PGD with \( T = 10 \) iterations for training and \( T = 20 \) iterations for testing.

\textbf{Auxiliary Output Model} For all the auxiliary output models we use in CNN-7 and VGG-11, we first apply a \( 2 \times 2 \) Maxpooling on the input feature, and then we use a fully connected layer to get the early-exit loss.
C.1 Epoch Time and the Number of Parameters

Table 3 provides the exact running time of each local epoch (An epoch contains 50 iterations of PGD-10 AT, with batch size $B = 10$) and the number of parameters of each module. The epoch time is measured on Jetson TX2 platform.

Table 3: Epoch time and the number of parameters in each module.

| Module               | Epoch Time (s) | # Params       |
|----------------------|----------------|----------------|
| CNN-7                | 8.123          | 574,240        |
| CNN-7 (1/2)          | 5.477          | 61,344         |
| CNN-7 (2/2)          | 4.917          | 518,656        |
| VGG-11               | 48.427         | 9,147,136      |
| VGG-11 (1/2)         | 29.117         | 4,504,256      |
| VGG-11 (2/2)         | 19.777         | 5,248,000      |
| VGG-11 (1/3)         | 14.377         | 970,432        |
| VGG-11 (2/3)         | 15.560         | 3,544,064      |
| VGG-11 (3/3)         | 19.777         | 5,248,000      |

C.2 Learning Curves of 3-Module Training

The learning curves for “FADE (100% 3-Module)”, “FADE (20% Joint + 80% 3-Module)” and “FADE (20% Joint + 30% 2-Module + 50% 3-Module)” are given in Fig. 6. Although FADE with 100% 3-Module clients does not achieve the same robustness as fully joint AT, FADE with mixed clients can recover the adversarial accuracy of that in joint training.

Figure 6: Learning curves of training schemes with 3-module FADE.