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Abstract

In this paper, we propose a machine learning approach to recognise engineering shape features such as holes, slots, etc. in a CAD mesh model. With the advent of digital archiving, newer manufacturing techniques such as 3D printing, scanning of components and reverse engineering, CAD data is proliferated in the form of mesh model representation. As the number of nodes and edges become larger in a mesh model as well as the possibility of presence of noise, direct application of graph-based approaches would not only be expensive but also difficult to be tuned for noisy data. Hence, this calls for newer approaches to be devised for feature recognition for CAD models represented in the form of mesh. Here, we show that a discrete version of Gauss map can be used as a signature for a feature learning. We show that this approach not only requires fewer memory requirements but also the training time is quite less. As no network architecture is involved, the number of hyperparameters are much lesser and can be tuned in a much faster time. The recognition accuracy is also very similar to that of the one obtained using 3D convolutional neural networks (CNN) but in much lesser running time and storage requirements. A comparison has been done with other non-network based machine learning approaches to show that our approach has the highest accuracy. We also show the recognition results for CAD models having multiple features as well as complex/interacting features obtained from public benchmarks. The ability to handle noisy data has also been demonstrated.
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1. Introduction

Features in the field of computer-aided design (CAD) or Engineering such as holes, slots, pockets provide semantically higher level information present in a model and have received a lot of attention in the literature. Significantly, there is no unique definition for a feature but looked at as an entity used in the process of design or manufacturing of a product [1]. Pratt defined a feature as: A region of interest on the surface of a part [2]. Apart from these features, some models may contain interacting features (where one or more features interact with each other).

In this paper, the term feature extraction implies that the portions (or parts) in a model which contribute to a feature are identified. Recognition of a feature implies that the extracted feature is categorised into a through hole, or a blind hole, or a through slot, or a blind slot, or a rectangular pocket etc.

Recognition of features has been an active area of research for almost four decades. One of the first works in this area appear to be from Kyprianou [3] for the purpose of part-classification followed up by Jared [4]. The native format of CAD design data is usually B-Rep and hence most of the works in this field (for e.g., see [5] or [6]) have been motivated in this direction, largely using graph-based approaches. Moreover, ‘noise’ is usually not present in a B-Rep data.

A mesh is a collection of vertices, edges and faces representing the surface of an object. Though mesh model representation is extensively used in the area of computer graphics, this representation is becoming popular in the area of CAD due to the advent of newer manufacturing techniques such as 3D printing. Due to digital archiving, many of the data are now acquired though scanning and then then performing a reverse engineering that store the data in the form of a mesh. The process of scanning can also induce noise in the data. The mesh models also do not intrinsically capture features present in a CAD model.

Quite a few research groups have worked on creating datasets for CAD models. A few popular ones are
Engineering Shape Benchmark (ESB) [7], National Design Repository (NDR) [8], GrabCAD [9] etc. ESB has archived around eight hundred plus CAD models in about forty two classes (based on functionality) and NDR has around a few hundred models. However, many of the benchmarks such as ESB store the models in the form of a polygonal mesh, typically as a triangle mesh. When the number of vertices and edges become much larger (as is the case in mesh models), direct application of graph-based techniques such as sub-graph matching on the model (that are popular for B-Rep) may not be feasible as it is an NP-Complete problem and not really scalable. Hence, segmentation of a mesh model, followed by a graph-based approach is employed to recognise them [10, 11] but the problem of encoding remains.

The encoding of features becomes even more cumbersome if the feature data is large in number and more so when the same has to be verified in a database of hundreds of models.

To employ a learning-based approach, a larger number of models (not just in hundreds but at least in thousands) are needed. Recent approaches in the field of CAD also suggest to use learning-based approach (FeatureNet [12], CADNet [13], ABC [14] etc.)

Zhang et al. [12] proposed deep learning approach using 3D CNN for feature recognition. FeatureNet [12] provides a dataset of individual (single) features having around 24 classes with 1000 models in each of them (augmented with six rotations making the number to 6000 each). Hence, the task of training assumes that a model is made of a single feature. In practise, a CAD model will comprise of multiple features (as in Figure 1(a)) and hence to recognise them, features have to be extracted first (such as the ones in Figure 1(b)). In FeatureNet [12], to extract features in a model with multiple features as in Figure 1(a), they resort to voxel-based labelling [15] along with watershed segmentation [16].

In general, voxel-based 3D CNN is usually memory intensive and results in a long time for training the data. It also requires high number of hyperparameters to be tuned and hence much more time consuming than ML techniques. The training time can be significantly reduced if we chose an appropriate signature to encode a feature. It is also very important that a signature can be represented concisely, requiring only very little memory. The signature should also be rotation and translation invariant to capture the feature information.

In this paper, a machine learning approach to recognise a feature by encoding through discrete Gauss map representation similar to the one described in [17]. We show that our approach can achieve similar accuracy as that of 3D CNN but with much less training time and memory consumption. Number of hyperparameters to be tuned is also lesser than the ones that use network-based approaches such as ANN/CNN. After training each feature, our recognition approach is then applied on models with multi-features from datasets such as ESB and NDR and the results are discussed. The following are the key contributions of the work:

- Discrete Gauss map based encoding of each feature, thereby facilitating a concise representation.
- Propose to use classical machine learning approach that uses less memory and runs much faster.
- Complex and interacting features can be handled using this approach.
- We show that our approach can also handle noise in the data.

The rest of the paper is organized as follows: Section 2 presents the related works to feature recognition under various inputs. Section 3 discuss the methodology with details of feature extraction (section 3.1, discrete Gauss map as shape signature (Section 3.2), choosing a machine learning model (Section 3.2.2) and feature recognition (Section 3.4). Results are presented for single features, multi-feature models, complex/interacting features, unseen feature and noisy inputs and discussed in Section 4. Section 5 concludes the paper.
2. Related work

2.1. B-Rep input

Initial work in the area of feature recognition started for boundary representation (B-Rep) models. Graph-based method is a very prominent approach for B-Rep models using sub-graph matching [18], an NP-complete problem. Approaches based on artificial neural networks (ANN) have also been employed in several works [19, 20, 21, 22, 23].

2.2. Mesh model as input

When a mesh model is taken as input, a few of the approaches use clustering to extract basis primitive shapes such as plane, sphere or cylinder [24, 25, 26, 27]. Though these approaches can extract certain shapes (features), they cannot be used for recognition of different kinds of mechanical features.

In another approach, termed as Geometry-based ones, they try to identify the feature lines in the body and then subsequently use graph-based connectivity to extract the features [28, 29, 30, 31, 32, 33, 34]. Though slicing using planes has been employed in [35], the contours are analysed using a threshold on the angles. A non-parametric approach based on random cutting planes [11] can extract a lot of features but the geometry-based approach to recognition limits the types of features.

2.3. CNN-based approaches

Within the last few years, a large body of literature is available in the areas of both images and graphical models and citing all of them is beyond the scope of this paper. Nevertheless, in the traditional CAD/Engineering field, there are only a few works employing machine learning (ML). Balu et al. [36] have developed a voxel-based 3D CNN approach to determine if a design is suitable for manufacturing. For recognising drilling features, a voxel-based 3D CNN approach for B-Rep models has been proposed in [37]). A big CAD model dataset [14] has about millions of models but no classification details appear to be available. CADNet [13] has proposed a dataset of CAD models and used 2D CNN for their classification. Recently, Zhang et al. [12] proposed FeatureNet, a voxel-based 3D CNN approach to learn machining or manufacturing features and recognise them. However, a multiple feature model needs to be segmented and then each segment is recognised into a particular feature type using the proposed 3D CNN. View-based deep-learning framework has been proposed in [38], where features are segmented first and then recognised. In the multi-view approach [38], the number of views also need to be experimentally identified in addition to the hyperparameters of the deep network.

It is evident from the various prior works, very less amount of work has been done in the field of CAD models using a learning-based approach. Further, in the research of feature recognition of CAD models, the works used deep networks, which is both time and memory consuming. In this paper, it is shown that, rather than using deep networks, the problem can be addressed using a non-network ML-based approach. The details of the approach, as well as the advantages/disadvantages with respect to 3D CNN-based approach, are also discussed in detail in the subsequent sections of this paper.

3. Methodology

The overall approach consists of the following steps:
1) Feature extraction and alignment.
2) Shape signature using discrete Gauss map.
3) Choosing a machine learning model.
4) Feature recognition using training and testing of the ML model

3.1. Feature Extraction

The features from a mesh model are extracted first. In this paper, rather than the modeling of individual features, we employ a feature extraction method to extract each volumetric feature from a mesh model. This is possible because the recently built dataset called FeatureNet [12] has at least one-model-per-one-feature. We use one model from each class in FeatureNet to extract each feature. Though there are several approaches to extract a feature, such as segmentation-based ones [31], many of them require user input or threshold. Hence we may have to manually pre-process those surfaces into features or not which is time consuming. The approach presented in [35] uses cutting planes but still uses angle threshold as a user parameter. The random cutting plane approach presented in [11] is completely automatic and did not require any user intervention and hence we use this approach.

One disadvantage of the method presented in [11] is its inability to extract open slot structures since the cutting planes cannot extract closed inner loops in such structures. Hence we have devised a mechanism to automatically extract such open slot structures using the concept of hyperbolic points.

**Definition 1.** Let \( dN_p : T_p(S) \to T_p(S) \) be the differential of the Gauss map, where \( T_p \) is the tangent plane. The determinant of \( dN_p \) is the Gaussian curvature \( K \) of \( S \) at \( p \) [39]. In terms of principal curvatures,

\[
K = k_{\max}k_{\min}
\]  
(1)
Definition 2. A point $p$ of a surface $S$ is called Hyperbolic if $\det(dN_p) < 0$ [39]

1. Concave edge ($E_C$): An edge is concave if the angle between two of its incident triangles is less than $\pi$ (angle measured from the outside).
2. Hyperbolic vertex ($V_H$): A vertex $V$ with $K < 0$ in the input mesh model (as shown in Figure 2 with green dots).
3. Hyperbolic edge ($E_H$): A concave edge connecting two hyperbolic vertices in the mesh model (as shown in Figure 2 in cyan).

At a hyperbolic point, the Gaussian curvature is negative, since the principal curvatures have opposite signs. From Figure 2, we can view that the red facets are the facets which makeup the rectangular open slot. The green vertices are hyperbolic vertices and the concave edges which connect the hyperbolic vertices are hyperbolic edges. It can be noticed that whenever an open slot structure is carved on a surface, there will be a presence of hyperbolic edge. Hence we can use the hyperbolic edges to identify such regions.

We consider the hyperbolic edges on the surface and take its both incident facets $f_1$ and $f_2$ and use them to construct supporting planes $P_1$ and $P_2$. Let $F$ be a set of facets of the mesh lying on such supporting planes. If a connected component of the set $F$ is extracted then each component $c_i$ will be an independent feature. Thus, open slots can be extracted by this method.

3.1.1. Alignment

An extracted feature could be aligned in various orientations in its original model. A uniform representation of each feature has to be found to make them orientation invariant. In order to transform each feature, we calculate the oriented bounding box of each feature and find the longest axis of this box. The oriented bounding box is found from the covariance matrix of the convex hull facets of the feature. Compute the Eigen vectors of that matrix and find the extent of the model along these directions to fit the bounding box. Using the convex hull to find the major axis will avoid the effect of small variations in the inner vertices from affecting the alignment. The angle $\theta$ between the longest axis of the bounding box and $Z$ axis is found and the object is rotated by $\theta$ thereby aligning the major axis of each part to $Z$ axis. The aligned model might face away from or towards the origin after this processing. In order to preserve uniformity, the feature boundary is always made to face towards the origin. If there are two boundaries, then the largest outer boundary is made to face the origin.

3.2. Shape signature using discrete Gauss map

In order to recognise a feature, there can be two components, viz., geometry and topology. For example, a feature can be cylindrical in geometry but topologically, it can be classified into either a through hole or a blind hole. In order to recognise geometry such as cylindrical, conical etc. which typically fit into primitives, Gauss map has been proven to be a good representation [10].

Definition 3. Given a surface $X$ lying in $R^3$, the Gauss map is a continuous map $N : X \to S^2$ (unit sphere) such that $N(p)$ is a unit vector orthogonal to $X$ at $p$, namely the normal vector to $X$ at $p$.

Geometrical shapes such as cone and cylinder is mapped to circles in a Gauss map. However, such a circle-based approach on a Gauss sphere can handle only a limited number of geometries. For detecting topology of a feature, connectivity information may be used, such as connected components from a graph. However, encoding all different ways of connected components will be cumbersome.

3.2.1. Discrete Gauss Map

Rather than using circle-based Gauss map approach, the key idea is to use a discretized Gauss map as follows: In the discrete version of the Gauss map, Gauss sphere is sampled with a certain number of vertices (NV) as shown in Figure 3. Every facet normal in the extracted feature is then mapped to a vertex normal in discretised Gauss map using a k-d tree approach and nearest neighbor algorithm. A $[NV \times 1]$ Gauss signature is created for every feature which denotes the Gauss sphere vertices latitude wise. When a facet normal is mapped to a vertex normal, the area of the facet is added to its corresponding position in the vector. Finally, the Gauss signature is normalized to get a representation which gives the percentage of the area on the surface oriented to each direction which will capture the topology of the feature. Every feature is thus represented with a $[NV \times 1]$ vector.
In general, this signature is similar to the Extended Gaussian Image (EGI) [17], which uses a face-to-face mapping whereas we propose face-to-vertex mapping. We also use as ‘weights’ when multiple normals map onto the same vertex which the EGI does not take into account.

Figure 4 shows a set of models having features that are either different in geometry or topology or both along with each of the labels [12]. For example, the circular end hole (Figure 4(c)) has different geometry and topology than that of the blind hole (Figure 4(g)). The proposed discrete Gauss map enables to handle such wide variety of features (note the representation of each feature is in the form of a mesh and not B-Rep).

3.2.2. Choosing a machine learning model

There are several classifiers available such as support vector machines (SVMs), Decision Trees, Random Forests etc. As our feature recognition problem is inherently a multiclass classification problem, either decision trees or random forests is more suitable. As random forests build multiple decision trees and merge them together to get a probability value of belonging to a class, we use random forests as the classifier (also see Section 4.1.2 for comparison).

3.3. Random Forest

Random Forest [40] is a classical machine learning algorithm proposed by L Breiman. Random forests are tree predictors combined in such a way that each tree is a randomly sampled shape signature from the same distribution for each tree in the forest. Random forest is also robust with respect to noise.

Definition 4. A random forest is a classifier consisting of a collection of tree-structured classifiers \( h(x, \Theta_k), k = 1, ..., \) where the \( \Theta_k \) are independent identically distributed random vectors and each tree casts a unit vote for the most popular class at input \( x \). [40]

Not every tree sees all the features or all the observations, and this guarantees that the trees are de-correlated and therefore less prone to over-fitting. Each tree is also a sequence of yes or no questions based on a single or combination of shape signatures.

The input vector \( [NV \times 1] \) is fed into the random forest and the output is considered for the final labeling.

3.4. Feature recognition using training and testing of the ML model

The overall feature recognition using training and testing of the ML model is indicated in Figure 5 and divided...
into training and testing phase. The approach starts with feature extraction (Section 3.1), followed by alignment (Section 3.1.1) and then the vector \([NV \times 1]\) was generated using the Gauss map discretization (Section 3.2.1). The vector was then trained using the classifier as discussed in Section 3.3.

### 3.4.1. Training, validation and testing

In order to perform a single feature recognition, we use the 24 classes (Figure 4) from the dataset [12] which consists of blocks with one feature in each block. Each category consists of 1000 examples in each. Hence, we used only 24,000 as opposed to 144,000 models as we did not use their data augmented models. The training, validation and test set were split in a ratio of 70:15:15. Later the feature extraction is performed to extract the feature of each model. The vector from the Gauss map discretization is then obtained from each of the features. The training set is then used to train the Random forest model.

#### 3.4.2. Gauss map discretization

After several experiments, the vector size for the Gauss map discretization is fixed as \([102 \times 1]\). This was done after looking at the signature importance histogram (Figure 6). We can visualize the most important indices of the extracted signature. It is very clear that the most important one is the final 102 signature which lies on the pole of the Gauss sphere, that will distinguish between a through hole and a pocket. The other important values are lying on the equatorial plane of the Gauss sphere since the alignment of most of the faces in a feature is oriented in that direction. This plot suggests which indices of the signature are important and which indices are not. Looking at the signature importance can give a direction of which of the variables have the most effect in the model.

For example, consider a rectangular passage (Figure 4(e)) and a rectangular blind slot (Figure 4(i)). The most differentiating factor between both models is the presence of the bottom face in a rectangular blind slot. Since both are oriented, the normal of the closed face in the blind slot will be facing the south pole of the Gauss map. In such cases, the differentiating factor will be the final 102 index. Hence training on all such features will increase the weight of the final index (which signifies the south pole) to the highest value. The other higher values occur in the indices 40 to 50 which indicates that they lie in the equatorial plane of the Gauss map. Since the features are aligned, most of the facet normals will lie on the
3.4.3. Hyper-parameter setting in random forest and system configuration

The random forest model hyper-parameters such as estimators and max depth were finalized by experimenting with the number of estimators as shown in Figure 7. Estimators are the number of trees the forest will contain. Max depth is the maximum depth the tree can attain. The number of estimators vs the error was plotted and the value which gave the least error was chosen. Similarly depth parameter was chosen by experimentation. The parameters used for the random forest model is number of estimators = 130, max depth = 100.

The feature recognition using random forest has been implemented using Python 3 and Scikit-learn [41]. Figure 8 shows a section of one of the trees from our trained classifier. Each node in the random forest tree denotes the decision made with respect to the feature and other details such as the number of samples under each split, gini impurity etc. Only a section of one of the trees has been displayed due to the space constraints.

All the implementations were carried out on a system with Ubuntu 18.04 Operating System. The system has an Intel Xeon CPU with 32GB RAM.

4. Results and Discussion

4.1. Single feature recognition

The results of the recognition for the features in Figure 4 are shown in Figure 9. All the features have different colors indicating that each of them has been recognised into its own class (the names indicate the class).

4.1.1. Performance

It may be noted that the dataset of models is split into 70:15:15 for training, validation and testing. The training accuracy was 100%, the maximum possible value. During testing, the accuracy dropped a little bit to 97.90%. Running Time for training and testing the features was 3.19s.

We have noticed that the highest rate of misrecognition occurs between a ring and a blind hole. The reason for this misrecognition is due to the structural similarity between the ring feature and blind hole feature when extracted. In some of the models for testing, which were misrecognised, we have noticed that when the width of the ring is very less, the model structure is quite similar to that of a blind slot. Figure 10 denotes one of such ring structures which causes this misrecognition. Figures 10(b) and 10(c) are the top and bottom view of the feature which shows the similarity with the blind slot.

We have experimented with various resolutions of Gauss map and came up with the resolution which works best for the feature classification. We have tried a reduced representation of 27 vertices and a higher representation of 227 vertices. For the reduced representation, the classification accuracy reduced to 85.15% with a running time of 4.27 seconds and for a higher Gauss resolution, the classification accuracy remained at 86.20% with a running time of 7.18 seconds. Therefore we can verify that reducing or increasing the resolution of the Gauss map will have an adverse affect on the performance of our feature classifier. The number of vertices on the Gauss map was chosen based on the shape distribution of the CAD models leading to a better classification accuracy.

| Classifier   | Test Accuracy | Running Time (s) |
|--------------|---------------|------------------|
| SVM (Sigmoid) | 31.85%        | 45.26s           |
| SVM (RBF)    | 40.98%        | 39.28s           |
| SVM (Linear) | 76.81%        | 8.90s            |
| Decision Tree| 95.59%        | 0.332s           |
| XGBoost      | 95.55%        | 41.89s           |
| Random Forest| 97.90%        | 3.19s            |

Table 1: Comparison with other machine learning algorithms

| FeatureNet   | Our Method |
|--------------|------------|
| Training Accuracy | 99%       | 100%       |
| Testing Accuracy | 97.4%     | 97.90%     |
| Run Time     | 23400s     | 3.19s      |
| Hyperparameters | Convolutional layers=4, voxel size=64x64x64 | no of tree=130, depth=100 |
| No of models for 24 classes | 144000 | 24000 |

Table 2: Comparison with FeatureNet [12]
4.2. Multi feature recognition

The proposed approach was then tested on multi-feature models from databases such as ESB [7] and NDR [8] which are also unseen as they were not included in the training set. The features are extracted first using the algorithm in [11] and recognised using the proposed approach. The results of the recognition for a selected subset are illustrated in Figure 11. Color of the recognised features indicates the correct recognition when compared to single features as in Figure 9.

In order to perform multi-feature recognition, we followed a similar strategy as that of single feature recognition using the same feature extraction algorithm. Once all the features are extracted, each one of the features was aligned as explained in section 3.1.1 and its \([102 \times 1]\) shape signature was calculated as in section 3.2.1. Each of the \([102 \times 1]\) shape signature corresponds to one of the features existing in the model. Now using the pre-trained random forest model, each \([102 \times 1]\) vector is input to find the output label predicted by the model. From the class label, the predefined color was allotted to each of the features for visualizing the predicted class.

From analyzing the results in Figure 11, we can clearly see that all the features with categories which were trained were correctly recognised by the method. For e.g., for models in Figures 11(a), 11(c), 11(e), etc., all features of trained categories are recognised correctly. Also, holes10 model in Figure 11(i) which contains 100 through holes are all recognised correctly.

4.3. Complex/interacting feature recognition

In the ESB and NDR benchmark datasets, there are a lot of feature categories where a correct recognition could not be given. In such cases, the trained Random forest has assigned the most similar class as per the geometry of the object. For example, the gear model shown in Figure 11(k) has a curved hole feature which is recognised as a circular end through hole. Similarly, base21 model in Figure 11(o) contains two curved holes joined together, it is recognised as a circular end through hole. In Figure 11(q), the ‘+’ shape of the slot cannot be exactly categorised, but it can be thought of multiple rectangular slots joined to each other. The model has labeled the extracted feature as a rectangular slot as shown in Figure 11(r).

4.4. Recognition of unseen features

It is interesting to observe the behavior of the recognition algorithm on unseen data. Figure 12 shows the feature recognition of unseen category - pipe models. It shows two geometrically dissimilar pipe objects recognised differently. The model in Figure 12(a) is recognised
4.5. Recognition of features in a noisy data

As a mesh model can be imported from different sources, it is possible that there can be noise in the data. To test the algorithm for noisy inputs, ReMESH 2.1 [45], a mesh editing software, is used to generate them. Noise is varied by distributing the Gaussian noise over the model in the normal direction and it is performed by increasing the percentage of bounding ball radius (BBR) of the mesh model [45]. Figure 13 shows the results for models with varying noise specified by BBR. For BBR = 10 to 100, Figures 13(a)-(d) show that the algorithm has recognised almost all the features correctly.

We can note that the predicted labels do not change significantly for low noise values (up to BBR of 100). However, in high value of noise (BBR > 100), some of the predicted classes are different from the original output. This is due to the fact that low value of noise does not affect the Gauss map significantly. For higher values of noise, the orientation of the facets gets distorted. This, in turn, affects the Gauss map and hence the signature to be significantly different from the original one thereby causing a misrecognition. To the best of our knowledge, no existing methods for feature recognition can handle data with noise.

4.6. Comparison with other works

The FeatureNet [12] is a publicly available dataset which contains a selected set of 24 commonly occurring features. FeatureNet uses 3D CNN which is a deep neural network and requires 390 minutes of training time and has a huge number of hyperparameters. The voxel resolution is 64x64x64. The recognition accuracy achieved was 97.4%. Our machine learning approach gives a much
faster recognition (total time of 3.19 seconds) with better accuracy.

FeatureNet is also modeled based on single feature learning and it requires feature extraction as in our method to perform multi-feature recognition. In practical cases, most of the models contain multiple features in it. Hence it is required to first extract the features before recognising it. The algorithm proposed by us has heavily reduced the memory requirement since the features have been reduced to a 1-dimensional vector [102 x 1]. Gauss map based approach also resulted in a much faster run time while training as well as testing and also showed improved performance in terms of accuracy. Time for feature extraction is not included in the running time similar to excluding the time for segmentation in [12]. Table 2 summarizes the comparison of our approach with FeatureNet [12].

It may be noted that the run time for Msvnet [38] for 64X64X64 configuration is 871.23 min for whole dataset. Moreover, they also employ 'number of sectional views' as parameter which they arrive at using trial and error.
This approach also needs to perform segmentation of the model and then recognise the features. It should be mentioned that their near-optimal performance accuracy (98.33%) with a split of 80-20 is little high than ours (97.9%) with a split of 70-15-15. The STL files were also converted to voxels whereas we don’t need conversion.

In either of the methods, there is no demonstration of their performances with varying noise levels in the input data. Also, deep networks are usually run on a GPU with high memory (for e.g., [38] uses 128GB RAM with 2080Ti GPU) whereas ours can be run on CPU itself.

5. Conclusion

In this paper, we proposed random forest as a classifier for the recognition of machining features. The discrete Gauss map approach for shape signature helped in not only reducing the memory requirement but also resulted in very good accuracy to that of modern 3D CNN approaches in much lesser training time. This approach also paved the way to handle complex/interacting features. It was demonstrated that the discrete Gauss map enable to handle certain level of noise in the input data. Overall, it was shown that the problem of feature recognition could be addressed using simpler machine learning approach than using deep networks, and achieve similar accuracy with minor trade-off. Our method also suffers from the same drawback as the others [12, 38] in that a multi-feature model needs segmentation to single features. In future, reducing the mis-classification and improving the accuracy further would be the focus.
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