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Abstract
The aim of this paper is twofold. In the first part, we consider twisted Rota–Baxter operators on associative algebras that were introduced by Uchino as a noncommutative analogue of twisted Poisson structures. We construct an $L_\infty$-algebra whose Maurer–Cartan elements are given by twisted Rota–Baxter operators. This leads to cohomology associated to a twisted Rota–Baxter operator. This cohomology can be seen as the Hochschild cohomology of a certain associative algebra with coefficients in a suitable bimodule. We study deformations of twisted Rota–Baxter operators by means of the above-defined cohomology. Application is given to Reynolds operators. In the second part, we consider NS-algebras of Leroux that are related to twisted Rota–Baxter operators in the same way dendriform algebras are related to Rota–Baxter operators. We define cohomology of NS-algebras using non-symmetric operads and study their deformations in terms of the cohomology.
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1 Introduction
The notion of Rota–Baxter operators first appeared in the fluctuation theory of probability in a paper of Baxter [1]. After that, Rota–Baxter operators were found connections with combinatorics by Rota [2] and Cartier [3]. A Rota–Baxter operator is an algebraic abstraction of the integral operator, i.e., inverse operator of an (invert-
In [4] Aguiar showed that Rota–Baxter operators produce Loday’s dendriform algebras. They have also important applications in the Connes-Kreimer’s algebraic approach of the renormalization in quantum field theory [5]. In the last twenty years, Rota–Baxter operators and related structures are widely studied in the literature. See [6] for details. Recently, deformations of Rota–Baxter operators on Lie algebras has been developed in [7]. The results have been generalized to associative algebras by the author in [8].

A generalization of a Rota–Baxter operator in the presence of a bimodule was introduced by Uchino [9] by the name of generalized Rota–Baxter operator (also known as relative Rota–Baxter operator or $O$-operator). Let $A$ be an associative algebra and $M$ be an $A$-bimodule. A linear map $T : M \rightarrow A$ is said to be a generalized Rota–Baxter operator if $T$ satisfies

$$T(u)T(v) = T(T(u) \cdot v + u \cdot T(v)),$$

for $u, v \in M$.

He showed that generalized Rota–Baxter operators can be seen as an operator analogue of Poisson structures. This led him to introduce a notion of $H$-twisted Rota–Baxter operators as an operator analogue of twisted Poisson structures of Ševera and Weinstein [10]. Here $H$ is a Hochschild 2-cocycle of $A$ with coefficients in the bimodule $M$. A Reynolds operator [11, 12] on $A$ is a $(-\mu)$-twisted Rota–Baxter operator, where $\mu$ defines the associative multiplication on $A$. Uchino also observed that an $H$-twisted Rota–Baxter operator induces an NS-algebra of Leroux [13] in the same way a Rota–Baxter operator induces a dendriform algebra structure. See [14, 15] for some other relevant twisted algebraic structures.

Our aim in this paper is to study cohomology and deformations of $H$-twisted Rota–Baxter operators and NS-algebras. At first, using a graded Lie algebra constructed in [8] (whose Maurer–Cartan elements are Rota–Baxter operators), here we construct an $L_{\infty}$-algebra whose Maurer–Cartan elements are $H$-twisted Rota–Baxter operators. This characterization suggests us to define a cohomology theory to any $H$-twisted Rota–Baxter operator $T$, called the cohomology of $T$. (See the Appendix at the end for some basics on $L_{\infty}$-algebras and Maurer–Cartan elements). Next, we view this cohomology as the Hochschild cohomology of a certain algebra with coefficients in a suitable bimodule. More precisely, given an $H$-twisted Rota–Baxter operator $T : M \rightarrow A$, we know from [9] that $M$ carries an associative algebra structure. We show that there is an $M$-bimodule structure on $A$. Further, we show that the corresponding Hochschild cohomology is isomorphic to the cohomology of $T$.

The classical formal deformation theory of Gerstenhaber [16] has been applied to Rota–Baxter operators in [7, 8]. Here we further extend it to $H$-twisted Rota–Baxter operators. We show that the linear term in a deformation of an $H$-twisted Rota–Baxter operator $T$ is a 1-cocycle in the cohomology of $T$. This is called the infinitesimal of the deformation. Moreover, equivalent deformation has cohomologous infinitesimals. We introduce Nijenhuis elements associated with an $H$-twisted Rota–Baxter operator $T$ and find a necessary condition for the rigidity of $T$ in terms of Nijenhuis elements.

Next, we focus on NS-algebras. Given a vector space $A$, we first construct a new non-symmetric operad $\{O_A(n)\}_{n \geq 1}$. Thus, one may consider a graded Lie algebra induced from that operad. Maurer–Cartan elements of this graded Lie algebra are in
one-to-one correspondence with NS-algebra structures on $A$. See [17, 18] for more on non-symmetric operads. Thus, an NS-algebra $A$ gives rise to a cochain complex induced from the corresponding Maurer–Cartan element. The cohomology of this cochain complex is called the cohomology of the NS-algebra $A$. As a consequence of the construction, one can conclude that the cohomology inherits a Gerstenhaber algebra structure in the sense of [19]. We show that there is a morphism of non-symmetric operads from $\{O_A(n)\}_{n \geq 1}$ to the endomorphism operad $\{\text{End}_A(n)\}_{n \geq 1}$, where $\{\text{End}_A(n)\}_{n \geq 1}$ is the endomorphism operad associated to the vector space $A$. This, in particular, implies that there is a morphism from the cohomology of an NS-algebra $A$ to the Hochschild cohomology of the induced associative algebra structure on $A$. Finally, we describe deformations of an NS-algebra by means of the cohomology.

The paper is organized as follows. In the next section (Sect. 2), we recall $H$-twisted Rota–Baxter operators, Reynolds operators and NS-algebras. In Sect. 3, we first give the Maurer–Cartan characterization of an $H$-twisted Rota–Baxter operator $T$ and using it, we define cohomology of $T$. We also view the cohomology of $T$ as the Hochschild cohomology of a suitable algebra with coefficients in a suitable bimodule. Deformations of $H$-twisted Rota–Baxter operators are considered in Sect. 4. In Sect. 5, we define cohomology of NS-algebras using non-symmetric operads and study deformations of NS-algebras.

All vector spaces, linear maps and tensor products are over a field $\mathbb{K}$ of characteristic 0.

2 Twisted Rota–Baxter operators

In this section, we recall $H$-twisted Rota–Baxter operators, Reynolds operators on associative algebras and NS-algebras [9, 13]. Meanwhile, we also give some constructions of twisted Rota–Baxter operators out of an old one.

Let $A$ be an associative algebra. We denote the multiplication map on $A$ by $\mu : A \otimes A \to A$ and write $\mu(a, b) = ab$, for $a, b \in A$. An $A$-bimodule is a vector space $M$ together with bilinear maps $l : A \otimes M \to M$, $(a, u) \mapsto a \cdot u$ and $r : M \otimes A \to M$, $(u, a) \mapsto u \cdot a$ (called left and right actions of $A$, respectively) satisfying

$$
(ab) \cdot u = a \cdot (b \cdot u), \quad (a \cdot u) \cdot b = a \cdot (u \cdot b), \quad (u \cdot a) \cdot b = u \cdot (ab),
$$

for $a, b \in A$ and $u \in M$. It follows that $A$ is an $A$-bimodule where the left and right actions of $A$ are given by the algebra multiplication.

The Hochschild cohomology of $A$ with coefficients in the $A$-bimodule $M$ is given by the cohomology of the cochain complex $C^\bullet_{\text{Hoch}}(A, M)$, where $C^n_{\text{Hoch}}(A, M) = \text{Hom}(A^\otimes n, M)$, for $n \geq 0$ and

$$(\delta_{\text{Hoch}} f)(a_1, \ldots, a_{n+1}) = a_1 \cdot f(a_2, \ldots, a_{n+1}) + \sum_{i=1}^{n} (-1)^i f(a_1, \ldots, a_{i-1}, a_i a_i+1, \ldots, a_{n+1}) + (-1)^{n+1} f(a_1, \ldots, a_n) \cdot a_{n+1}, \text{ for } f \in C^n_{\text{Hoch}}(A, M).$$

$$\text{Springer}$$
Let \( H \in C^2_{\text{Hoch}}(A, M) \) be a Hochschild 2-cocycle, i.e., \( H : A \otimes^2 \to M \) satisfies
\[
a \cdot H(b, c) - H(ab, c) + H(a, bc) - H(a, b) \cdot c = 0, \text{ for all } a, b, c \in A.
\]

**Remark 2.1** Note that a 2-cocycle \( H \) induces an associative algebra structure on \( A \oplus M \), called the \( H \)-twisted semi-direct product (denoted by \( A \ltimes_H M \)) whose multiplication is given by
\[
(a, u) \cdot_H (b, v) = (ab, a \cdot v + u \cdot b + H(a, b)), \text{ for } (a, u), (b, v) \in A \oplus M.
\]

**Definition 2.2** [9] A linear map \( T : M \to A \) is said to be an **\( H \)-twisted Rota–Baxter operator** if \( T \) satisfies
\[
T(u)T(v) = T(u \cdot T(v) + T(u) \cdot v + H(Tu, Tv)), \text{ for } u, v \in M.
\]

The following result is straightforward.

**Proposition 2.3** A linear map \( T : M \to A \) is an \( H \)-twisted Rota–Baxter operator if and only if the graph of \( T \),
\[
\text{Gr}(T) = \{(Tu, u) | u \in M\}
\]
is a subalgebra of the \( H \)-twisted semi-direct product \( A \ltimes_H M \).

Since \( M \) is isomorphic to \( \text{Gr}(T) \), it follows from the above proposition that an \( H \)-twisted Rota–Baxter operator \( T \) induces an associative structure on \( M \) with the product
\[
u * v = u \cdot T(v) + T(u) \cdot v + H(Tu, Tv), \text{ for } u, v \in M. \tag{1}
\]

**Remark 2.4** Note that a Poisson manifold is a smooth manifold \( M \) equipped with a bivector field \( \pi \in \Gamma(\wedge^2 TM) \) which induces a Poisson algebra structure on \( C^\infty(M) \). A bivector field \( \pi \) is a Poisson structure on \( M \) if and only if the graph \( \text{Gr}(\pi^\sharp) \subset TM \oplus T^*M \) of the induced bundle map \( \pi^\sharp : T^*M \to TM, \alpha \mapsto \pi(\alpha, -) \) is closed under the Courant bracket \([ , ]_{\text{Cou}}\) on \( TM \oplus T^*M \) [20]. Rota–Baxter operators can be seen as associative analogue of Poisson structures [9]. In [10] Ševera and Weinstein introduced a notion of twisted Poisson structure in the study of Poisson geometry modified by a closed 3-form. See [21] for the geometric aspects of twisted Poisson structures. Given a closed 3-form \( H \in \Omega^3_{\text{cl}}(M) \) on a manifold \( M \), they considered an \( H \)-twisted Courant bracket \([ , ]_{\text{Cou}}^H\) on \( TM \oplus T^*M \). A bivector field \( \pi \) is called an \( H \)-twisted Poisson structure if \( \text{Gr}(\pi^\sharp) \) is closed under \([ , ]_{\text{Cou}}^H\). In this regard, \( H \)-twisted Rota–Baxter operators are an associative analogue of twisted Poisson structures.

**Example 2.5** Any Rota–Baxter operator of weight 0 (more generally any relative Rota–Baxter operator) is an \( H \)-twisted Rota–Baxter operator with \( H = 0 \).
Example 2.6 [9] Let $A$ be an associative algebra, $M$ be an $A$-bimodule and $h : A \to M$ be an invertible Hochschild 1-cochain. Then $T = h^{-1} : M \to A$ is an $H$-twisted Rota–Baxter operator with $H = -\delta_{\text{Hoch}} h$.

Example 2.7 [9] Let $A$ be an associative algebra with multiplication map $\mu : A \otimes A \to A$. Note that the space $M = A \otimes A$ can be given an $A$-bimodule structure by $a \cdot (b \otimes c) = ab \otimes c$ and $(b \otimes c) \cdot a = b \otimes ca$, for $a \in A, \ b \otimes c \in M = A \otimes A$. Moreover, the map $H : A \otimes A \to M, (a \otimes b) \mapsto -a \otimes b$ is a Hochschild 2-cocycle in the cohomology of $A$ with coefficients in the $A$-bimodule $M$. Then the multiplication map $\mu : M \to A$ is an $H$-twisted Rota–Baxter operator.

Example 2.8 Let $N : A \to A$ be a Nijenhuis operator on an associative algebra $A$ [22], i.e., $N$ satisfies 

$$N(a)N(b) = N(aN(b) + N(a)b - N(ab)), \quad \text{for } a, b \in A.$$ 

Then $A$ carries a new associative algebra structure with product $a \cdot_N b = aN(b) + N(a)b - N(ab)$, for $a, b \in A$. We denote this algebra by $A_N$. Moreover, the vector space $A$ has an $A_N$-bimodule structure given by $a \cdot b = N(a)b$ and $b \cdot a = bN(a)$, for $a \in A_N, \ b \in A$. With this notation, the map $H : A_N \otimes A_N \to A, \ H(a, b) = -N(ab)$ is a Hochschild 2-cocycle in the cohomology of $A_N$ with coefficients in the $A_N$-bimodule $A$. It is easy to see that the identity map $\text{id}_A : A \to A_N$ is an $H$-twisted Rota–Baxter operator.

In the following, we construct new twisted Rota–Baxter operators out an old one suitably modified by Hochschild cocycles. We start with the following result.

Proposition 2.9 Let $A$ be an associative algebra, $M$ be an $A$-bimodule and $H$ be a Hochschild 2-cocycle. Then for any Hochschild 1-cochain $h$, there is an isomorphism of twisted semi-direct products 

$$A \rtimes_H M \cong A \rtimes_{H + \delta_{\text{Hoch}} h} M.$$ 

Proof We define a map $\Phi_h : A \rtimes_H M \mapsto A \rtimes_{H + \delta_{\text{Hoch}} h} M$ by $\Phi_h(a, u) = (a, u - h(a))$, for $(a, u) \in A \oplus M$. Then we have 

$$\Phi_h((a, u) \cdot_H (b, v)) = \Phi_h(ab, a \cdot v + u \cdot b + H(a, b))$$

$$= (ab, a \cdot v + u \cdot b + H(a, b) - h(ab))$$

$$= (ab, a \cdot v + u \cdot b + H(a, b) - a \cdot h(b) - h(a) \cdot b)$$

$$+ (\delta_{\text{Hoch}} h)(a, b))$$

$$= (a, u - h(a)) \cdot_H + \delta_{\text{Hoch}} h (b, v - h(b))$$

$$= \Phi_h(a, u) \cdot_{H + \delta_{\text{Hoch}} h} \Phi_h(b, v).$$

Hence the proof. \qed
Let $T : M \to A$ be an $H$-twisted Rota–Baxter operator. Consider the subalgebra $\text{Gr}(T) \subset A \ltimes_H M$ of the twisted semi-direct product. For any Hochschild 1-cochain $h$, the image

$$\Phi_h(\text{Gr}(T)) = \{(Tu, u - h(Tu)) \mid u \in M\} \subset A \ltimes_H h M$$

is a subalgebra. However, this subalgebra may not be the graph of a linear map from $M$ to $A$. If the linear map $(\text{id}_M - h \circ T) : M \to M$ is invertible, then $\Phi_h(\text{Gr}(T))$ is the graph of the map $T(\text{id}_M - h \circ T)^{-1}$. In this case, $T(\text{id}_M - h \circ T)^{-1}$ is an $(H + \delta_{\text{Hoch}}h)$-twisted Rota–Baxter operator.

Next, we perturb an $H$-twisted Rota–Baxter operator by a suitable Hochschild 1-cocycle motivated by the gauge transformations of Poisson structures [10]. Let $T : M \to A$ be an $H$-twisted Rota–Baxter operator. Consider the graph $\text{Gr}(T) \subset A \ltimes_H M$ which is a subalgebra of the twisted semi-direct product. For any Hochschild 1-cocycle $B$, consider the deformed subspace

$$\tau_B(\text{Gr}(T)) := \{(Tu, u + B(Tu)) \mid u \in M\}.$$

Then $\tau_B(\text{Gr}(T)) \subset A \ltimes_H M$ is a subalgebra as

$$(Tu, u + B(Tu)) \cdot_H (Tv, v + B(Tv)) = (T(u)T(v), (Tu) \cdot v + (Tu) \cdot B(Tv) + u \cdot (Tv) + B(Tu) \cdot Tv + H(Tu, Tv)) = (T(u)T(v), (Tu) \cdot v + u \cdot (Tv) + B(Tu, Tv) + H(Tu, Tv)) \in \tau_B(\text{Gr}(T)).$$

If the bundle map $\text{id}_M + B \circ T : M \to M$ is invertible then $\tau_B(\text{Gr}(T)) \subset A \ltimes_H M$ is the graph of the linear map $T(\text{id}_M + B \circ T)^{-1}$. In this case, the 1-cocycle $B$ is called $T$-admissible. Then the linear map $T(\text{id}_M + B \circ T)^{-1}$ is an $H$-twisted Rota–Baxter operator by Proposition 2.3. We call this $H$-twisted Rota–Baxter operator as gauge transformation of $T$, denoted by $T_B$.

**Proposition 2.10** Let $T$ be an $H$-twisted Rota–Baxter operator and $B$ be a $T$-admissible 1-cocycle. Then the associative algebra structures on $M$ induced from $H$-twisted Rota–Baxter operators $T$ and $T_B$ are isomorphic.

**Proof** Consider the vector space isomorphism $\text{id}_M + B \circ T : M \to M$. We have

$$(\text{id}_M + B \circ T)(u) \ast_B (\text{id}_M + B \circ T)(v) = (Tu)(B + \circ T)(v) + (\text{id} + B \circ T)(u)(Tv) + H(Tu, Tv) = T(u) \cdot v + u \cdot (Tv) + (Tu) \cdot B(Tv) + B(Tu) \cdot (Tv) + H(Tu, Tv) = u \ast v + B((Tu)(Tv)) = u \ast v + B(T(u \ast v)) = (\text{id}_M + B \circ T)(u \ast v).$$

Hence the proof. \qed

Next, we recall Reynolds operators on associative algebras which are special cases of twisted Rota–Baxter operators [12] (see also [11]).
Definition 2.11 Let $A$ be an associative algebra. A linear map $R : A \to A$ is called a **Reynolds operator** if $R$ satisfies

$$R(a)R(b) = R(aR(b) + R(a)b - R(a)R(b)),$$  

for $a, b \in A$.

Note that, if $\mu : A \otimes A \to A$ denotes the associative multiplication on $A$ then $\mu$ is a Hochschild 2-cocycle in the cohomology of $A$ with coefficients in itself. Thus, a Reynolds operator on $A$ is a $(-\mu)$-twisted Rota–Baxter operator.

Twisted Rota–Baxter operators (hence Reynolds operators) are related to NS-algebras in the same way Rota–Baxter operators are related to dendriform algebras [4, 9].

Definition 2.12 [13] An **NS-algebra** is a vector space $A$ together with three binary operations $\prec, \succ, \bowtie : A \otimes A \to A$ satisfying the following set of identities

\begin{align*}
(a \prec b) \prec c & = a \prec (b \ast c), \quad (2) \\
(a \succ b) \prec c & = a \succ (b \prec c), \quad (3) \\
(a \ast b) \succ c & = a \succ (b \succ c), \quad (4) \\
(a \bowtie b) \prec c + (a \ast b) \bowtie c & = a \succ (b \bowtie c) + a \bowtie (b \ast c), \quad (5)
\end{align*}

for all $a, b, c \in A$, where $a \ast b = a \prec b + a \succ b + a \bowtie b$.

It follows from (2)–(5) that the operation $\ast$ is an associative multiplication on $A$. Therefore, NS-algebras are certain splitting of associative algebras by three operations. Note that, in an NS-algebra $(A, \prec, \succ, \bowtie)$, if the binary operation $\bowtie$ is trivial, then one reduces to a dendriform algebra [23].

Let $(A, \prec, \succ, \bowtie)$ and $(A', \prec', \succ', \bowtie')$ be two NS-algebras. A morphism between them is a linear map $f : A \to A'$ satisfying $f(a \prec b) = f(a) \prec' f(b)$, $f(a \succ b) = f(a) \succ' f(b)$ and $f(a \bowtie b) = f(a) \bowtie' f(b)$, for $a, b \in A$. NS-algebras and morphisms between them forms a category, denoted by $\text{NS}$.

NS-algebras first appeared from Nijenhuis operators. More precisely, if $N : A \to A$ is a Nijenhuis operator on an associative algebra $A$, then the binary operations

$$a \prec b = aN(b), \quad a \succ b = N(a)b \quad \text{and} \quad a \bowtie b = -N(ab)$$

makes $A$ into an NS-algebra. We remark that a Nijenhuis operator induces a more general notion of $N$-dendriform algebra introduced in [24].

In the following, we recall from [9, Proposition 3.3] that a twisted Rota–Baxter operator also gives rise to an NS-algebra.

Proposition 2.13 Let $T : M \to A$ be an $H$-twisted Rota–Baxter operator. Then $M$ carries an NS-algebra structure with binary operations

$$u \prec v = u \cdot T(v), \quad u \succ v = T(u) \cdot v \quad \text{and} \quad u \bowtie v = H(Tu, Tv),$$

for $u, v \in M$. 

\textcopyright Springer
Note that the corresponding associative algebra structure on $M$ coincides with the one given in (1). More details study of NS-algebras from cohomological perspectives are made in Sect. 5.

Let $A$ be an associative algebra, $M$ be an $A$-bimodule, $H \in C^2_{\text{Hoch}}(A, M)$ be a Hochschild 2-cocycle and $T : M \to A$ be an $H$-twisted Rota–Baxter operator. Suppose $A'$ is another associative algebra, $M'$ is an $A'$-bimodule, $H' \in C^2_{\text{Hoch}}(A', M')$ is a Hochschild 2-cocycle and $T' : M' \to A'$ is an $H'$-twisted Rota–Baxter operator.

**Definition 2.14** A morphism of twisted Rota–Baxter operators from $T$ to $T'$ is a pair $(\phi, \psi)$ consisting of an algebra morphism $\phi : A \to A'$ and a linear map $\psi : M \to M'$ satisfying

$$\psi(a \cdot u) = \phi(a) \cdot \psi(u) \quad \text{and} \quad \psi(u \cdot a) = \psi(u) \cdot \phi(a),$$

(6)

$$\psi \circ H = H' \circ (\phi \otimes \phi),$$

(7)

$$\phi \circ T = T' \circ \psi, \quad \text{for } a \in A, u \in M.$$  

(8)

Twisted Rota–Baxter operators and morphisms between them forms a category, denoted by $\text{TRB}$. Note that the construction of Proposition 2.13 yields a functor $\text{TRB} \to \text{NS}$.

### 3 Cohomology of twisted Rota–Baxter operators

In [8] the author constructs a graded Lie algebra using Voronov’s derived bracket [25] whose Maurer–Cartan elements are precisely Rota–Baxter operators. In this section, we include a ternary map on the underlying graded vector space of the graded Lie algebra to make it an $L_\infty$-algebra. This ternary bracket is made by using a Hochschild 2-cocycle $H$. The Maurer–Cartan elements of this new $L_\infty$-algebra are precisely $H$-twisted Rota–Baxter operators. This characterization allows us to define cohomology for an $H$-twisted Rota–Baxter operator $T$. (See the Appendix for some basics on $L_\infty$-algebras and Maurer–Cartan elements). Finally, we show that the cohomology of $T$ can be seen as the Hochschild cohomology of $(M, *)$ with coefficients in a suitable bimodule structure on $A$.

#### 3.1 Maurer–Cartan characterization and cohomology

Let $A$ be an associative algebra and $M$ be an $A$-bimodule. Then it has been shown in [8] that the graded vector space $\bigoplus_{n \geq 0} \text{Hom}(M^{\otimes n}, A)$ equipped with the derived bracket

$$[[P, Q]] = (-1)^p \left[ [\mu + l + r, P]_G, Q \right]_G,$$

(9)

for $P \in \text{Hom}(M^{\otimes p}, A), \ Q \in \text{Hom}(M^{\otimes q}, A), \text{forms a graded Lie algebra. Here } [\ , \ ]_G \text{ is the classical Gerstenhaber bracket of multilinear maps on the direct sum vector space } A \oplus M.$ The explicit description of the bracket $[[\ , \ ]]$ can be found in the above mentioned
This follows as multivector fields an of the Gerstenhaber’s graded Lie bracket on the space of multilinear maps on a manifold $M$. Given a closed 3-form on $M$, in [26], the authors constructs a ternary bracket on the space of multivector fields which together with the Schouten–Nijenhuis bracket makes the graded space of multivector fields an $L_{\infty}$-algebra. The Maurer–Cartan elements of this $L_{\infty}$-algebra are twisted Poisson structures. The associative analog can be rephrased as follows.

Let $H \in C^2_{\text{Hoch}}(A, M)$ be a Hochschild 2-cocycle of the associative algebra $A$ with coefficients in $M$. It is easy to verify that $\mu + l + r + H$ is a Maurer–Cartan element of the Gerstenhaber’s graded Lie bracket on the space of multilinear maps on $A \oplus M$. This follows as $H$ is a Hochschild 2-cocycle. Moreover, the bracket (9) is same as $(-1)^p \llbracket \llbracket \mu + l + r + H, P \rrbracket G, Q \rrbracket G$ on the graded vector space $\bigoplus_{n \geq 0} \text{Hom}(M^{\otimes n}, A)$. This can be easily seen as $[H, P]_G, Q)_G = 0$, for any $P, Q \in \bigoplus_{n \geq 0} \text{Hom}(M^{\otimes n}, A)$. Finally, we can define a degree $-1$ ternary bracket $\llbracket \llbracket \rrbracket$ on the graded vector space $\bigoplus_{n \geq 0} \text{Hom}(M^{\otimes n}, A)$ following again the derived bracket construction as

$$\llbracket P, Q, R \rrbracket = (-1)^q \llbracket \llbracket \mu + l + r + H, P \rrbracket G, Q \rrbracket G, R \rrbracket G,$$

for $P \in \text{Hom}(M^{\otimes p}, A), Q \in \text{Hom}(M^{\otimes q}, A)$ and $R \in \text{Hom}(M^{\otimes r}, A)$. The explicit formula is given by

$$\llbracket P, Q, R \rrbracket(u_1, \ldots, u_{p+q+r-1})$$

$$= \pm \left\{ \sum_{1 \leq i \leq p} (-1)^{i-1} q_{u_1, \ldots, u_{i-1}, H(Q(u_1, \ldots, u_{i-1}), u_{i+1}), u_{i+q+r-1)} - (-1)^{q_r} \sum_{1 \leq i \leq p} (-1)^{i-1} r_{u_1, \ldots, u_{i-1}, H(R(u_1, \ldots, u_{i+1}), u_{i+p+q+r-1))}

Q(u_1, \ldots, u_{i+q+r-1}), u_{i+p+q+r-1)} - (-1)^{p_q} \sum_{1 \leq i \leq q} (-1)^{i-1} p_{u_1, \ldots, u_{i-1}, H(P(u_1, \ldots, u_{i+1}))}

R(u_1, \ldots, u_{i+p+q+r-1}) - (-1)^{p_q} \sum_{1 \leq i \leq q} (-1)^{i-1} p_{Q(u_1, \ldots, u_{i+p+q+r-1})}

P(u_1, \ldots, u_{i+p+q+r-1}) - (-1)^{p_q} \sum_{1 \leq i \leq q} (-1)^{i-1} p_{R(u_1, \ldots, u_{i+p+q+r-1})}

P(u_1, \ldots, u_{i+p+q+r-1}) - (-1)^{p_q} \sum_{1 \leq i \leq q} (-1)^{i-1} p_{P(u_1, \ldots, u_{i+p+q+r-1})}

P(u_1, \ldots, u_{i+p+q+r-1}) \right\} \ldots, u_{p+q+r-1})
\[
+ (-1)^{(p+q)r} \sum_{1 \leq i \leq r} (-1)^{(i-1)p} R(u_1, \ldots, u_{i-1}, H(P(u_i, \ldots, u_{i+p-1}), \ldots, u_{i+p+q-1})) \right].
\]

One may also define higher ary derived brackets, however, they are all zero on the graded vector space \( \bigoplus_{n \geq 0} \text{Hom}(M^{\otimes n}, A) \). As a consequence, we get that \( \bigoplus_{n \geq 0} \text{Hom}(M^{\otimes n}, A), [\ , \ ], [\ , \ ] \) is an \( L_\infty \)-algebra.

**Theorem 3.1** Let \( A \) be an associative algebra, \( M \) be an \( A \)-bimodule and \( H \) be a Hochschild 2-cocycle. A linear map \( T : M \to A \) is an \( H \)-twisted Rota–Baxter operator if and only if \( T \in \text{Hom}(M, A) \) is a Maurer–Cartan element in the \( L_\infty \)-algebra \( \bigoplus_{n \geq 0} \text{Hom}(M^{\otimes n}, A), [\ , \ ], [\ , \ ] \).

**Proof** for a linear map \( T : M \to A \), we have from (11) that
\[
[T, T, T](u, v) = -6T(H(Tu, Tv)), \quad \text{for } u, v \in M.
\]

Thus, from (10) and (12), we get
\[
\left( \frac{1}{2} [T, T] - \frac{1}{6} [T, T, T] \right) (u, v) = T(T(u) \cdot v + u \cdot T(v)) - T(u)T(v) + T(H(Tu, Tv)).
\]

Therefore, \( T \) is a Maurer–Cartan element if and only if \( T \) is an \( H \)-twisted Rota–Baxter operator.

Let \( T \) be an \( H \)-twisted Rota–Baxter operator. It follows from the above proposition that \( T \) induces a differential \( d_T : \text{Hom}(M^{\otimes n}, A) \to \text{Hom}(M^{\otimes n}, A) \), for \( n \geq 0 \), by
\[
d_T(f) = [T, f] - \frac{1}{2} [T, T, f], \quad \text{for } f \in \text{Hom}(M^{\otimes n}, A).
\]

It follows from the definition of the brackets \([\ , \ ]\) and \([\ , \ , \ ]\) that a linear map \( f \in \text{Hom}(M, A) \) satisfies \( d_T(f) = 0 \) if
\[
T(f(u) \cdot v + u \cdot f(v)) + f(T(u) \cdot v + u \cdot T(v)) - T(u)f(v) - f(u)T(v) + T(H(Tu, f(v)) + H(f(u), T(v))) + f(H(Tu, T(v))) = 0, \quad \text{for } u, v \in M.
\]

For each \( n \geq 0 \), we define
\[
Z_T^n(M, A) = \{ f \in \text{Hom}(M^{\otimes n}, A) | d_T(f) = 0 \} \quad \text{and} \quad B_T^n(M, A) = \{ d_T g | g \in \text{Hom}(M^{\otimes n-1}, A) \}.
\]
be the space of $n$-cocycles and $n$-coboundaries, respectively. The corresponding cohomology groups

$$\mathcal{H}_T^n(M, A) = \frac{Z^n_T(M, A)}{B^n_T(M, A)}, \quad \text{for } n \geq 0$$

are called the cohomology of the $H$-twisted Rota–Baxter operator $T$.

Given an $L_\infty$-algebra and a Maurer–Cartan element of it, one can construct a new $L_\infty$-algebra twisted by the Maurer–Cartan element $[27, 28]$. In the present context, this simply gives the following.

**Theorem 3.2** Let $T : M \to A$ be an $H$-twisted Rota–Baxter operator. Then the graded vector space $\bigoplus_{n \geq 0} \text{Hom}(M^\otimes n, A)$ carries a new $L_\infty$-algebra (called the twisted $L_\infty$-algebra) with structure maps

$$l_1(P) = d_T(P), \quad l_2(P, Q) = [P, Q] - [T, P, Q], \quad l_3(P, Q, R) = [P, Q, R]$$

and trivial higher maps. Moreover, for any linear map $T' : M \to A$, the sum $T + T'$ is an $H$-twisted Rota–Baxter operator if and only if $T'$ is a Maurer–Cartan element in the twisted $L_\infty$-algebra.

**Proof** The first part from the standard construction of twisted $L_\infty$-algebra $[27, 28]$. For the second part, we observe that

$$\frac{1}{2} [T + T', T + T'] - \frac{1}{6} [T + T', T + T', T + T']$$

$$= \frac{1}{2} [T, T'] + \frac{1}{2} [T', T] + \frac{1}{2} [T', T'] - \frac{1}{6} [T, T, T'] - \frac{1}{6} [T, T', T] - \frac{1}{6} [T', T, T]$$

$$- \frac{1}{6} [T, T', T'] - \frac{1}{6} [T', T', T] - \frac{1}{6} [T', T', T]$$

$$= ([T, T'] - \frac{1}{2} [T, T', T']) + \frac{1}{2} ([T', T'] - [T, T', T']) - \frac{1}{6} [T', T', T']$$

$$= l_1(T') + \frac{1}{2} l_2(T', T') - \frac{1}{6} l_3(T', T', T').$$

This shows that $T + T'$ is an $H$-twisted Rota–Baxter operator (i.e., the left hand side vanishes) if and only if $T'$ is a Maurer–Cartan element in the twisted $L_\infty$-algebra (i.e., the right hand side vanishes). Hence the proof. \hfill \Box

### 3.2 Cohomology of twisted Rota–Baxter operator as Hochschild cohomology

Let $T : M \to A$ be an $H$-twisted Rota–Baxter operator. Then it has been observed in (1) that $M$ carries an associative algebra structure with the product

$$u \ast v = u \cdot T(v) + T(u) \cdot v + H(Tu, Tv), \quad \text{for } u, v \in M.$$ 

Moreover, we have the following.
Proposition 3.3 The maps $l_T : M \otimes A \to A$ and $r_T : A \otimes M \to A$ given by

$$l_T(u, a) = T(u)a - T(u \cdot a + H(Tu, a)), \quad r_T(a, u) = aT(u) - T(a \cdot u + H(a, Tu)),$$

$u \in M, a \in A$

defines an $(M, \ast)$-bimodule structure on $A$.

**Proof** For any $u, v \in M$ and $a \in A$, we have

$$l_T(u \ast v, a) - l_T(u, l_T(v, a))$$

$$= T(u \ast v)a - T((u \ast v) \cdot a) - TH(T(u \ast v), a) - l_T(u, T(v)a - T(v \cdot a) - TH(T v, a))$$

$$= T(u)T(v)a - T((u \cdot T(v)) \cdot a) - T((T(u) \cdot v) \cdot a) - TH(Tu, T v) \cdot a - TH(T(Tu, T v), a)$$

$$- TH(T(u)T(v), a) - T(uT(v) \cdot a) - TH(T(u)T(v), a) - TH(T(u, T(v \cdot a))) - TH(T(Tu, T T(v), a))$$

$$= -T((T(u) \cdot v) \cdot a) - TH(T(Tu, T T(v), a), a) + T(T(u) \cdot T(v \cdot a))$$

$$+ T(u \cdot T(T(v \cdot a))) + TH(T(Tu, T T(v), a))$$

$$- TH(T(Tu, T(v \cdot a))) - TH(T(Tu, T T(v), a))$$

after cancellations

$$= -T(H(Tu, T T(v), a) + T(T(u) \cdot H(T v, a)) + T(T(u, T T(v), a))$$

$$+ TH(T(Tu, T(v \cdot a)))) = 0.$$  

Simil at

$$r_T(l_T(u, a), v) - l_T(u, r_T(a, u))$$

$$= r_T(T(u)a - T(u \cdot a) - TH(Tu, a) v) - l_T(u, aT(v) - T(a \cdot v) - TH(a, T v))$$

$$= T(u)\alpha \tau(v) - T(u \cdot a)T(v) - TH(T(u, a)T(v) - T((T(u)a) \cdot v)$$

$$+ T(T(u \cdot a) \cdot v) + T(T(Tu, a) \cdot v) - TH(T(u)a, T v) + TH(T(u \cdot a), T v)$$

$$+ TH(T(Tu, a) \cdot T(v) - T(u\cdot a\cdot T(v) + TH(T(u, a)v)$$

$$+ TH(T(Tu, a) \cdot (T(u \cdot T a)) - T(u \cdot TH(a, T v))) + TH(T(Tu, a\cdot T(v)$$

$$- TH(T(Tu, T(a \cdot v))) - TH(T(Tu, TH(a, T v))$$

$$= -T((u \cdot a) \cdot T(v)) - T(T(u \cdot a) \cdot v) - TH(T(u \cdot a), T v) - T(H(T(Tu, a) \cdot T v)$$

$$- T(TH(T(Tu, a), T v) - TH(((Tu)a) \cdot v) + T(u \cdot a \cdot v)$$

$$+ T(TTH(Tu, a) \cdot v) - TH(T(u)a, Tu)$$

$$+ TH(T(Tu, a), T v) + TH(T(Tu, a), T v) + T(u \cdot T(a \cdot v))$$

\[\square\] Springer
Cohomology and deformations of twisted Rota–Baxter.. 245

\[ + T(T(u) \cdot (a \cdot v)) + T(H(Tu, T(a \cdot v))) \]
\[ + T(u \cdot T(H(a, Tv)) + T(T(u) \cdot H(a, Tv)) + TH(Tu, TH(a, Tv)) \]
\[ + T(u \cdot (aT(v))) - T(u \cdot T(a \cdot v)) \]
\[ - T(u \cdot T(H(a, Tv)) + TH(Tu, aT(v)) \]
\[ - TH(Tu, T(a \cdot v)) - TH(Tu, TH(a, Tv)) \]

after cancellations

\[ - T(H(Tu, a) \cdot Tv) - TH(Tu)a, Tv) \]
\[ + T(T(u) \cdot H(a, Tv)) + TH(Tu, aT(v)) \]
\[ = T(\delta_{Hoch} H(Tu, a, Tv)) = 0, \]

and

\[ r_T(r_T(a, u), v) - r_T(a, u \ast v) \]
\[ = r_T(aT(u) - T(a \cdot u) - T(H(a, Tu), v) - aT(u \ast v) \]
\[ + T(a \cdot (u \ast v)) + TH(a, T(u \ast v)) \]
\[ = (aT(u))T(v) - T(a \cdot u)T(v) - T(H(a, Tu)T(v) - T((aT(u)) \cdot v) \]
\[ + T(T(a \cdot u) \cdot v) + TH(a, Tu) \cdot v) \]
\[ - T(H(aT(u), Tv) + TH(T(a \cdot u), Tv) + TH(TH(a, Tu), Tv) - aT(u)T(v) \]
\[ + T(a \cdot (aT(v))) + T(a \cdot (TH(Tu, Tv))) \]
\[ = -T((a \cdot u) \cdot T(v)) - T(T(a \cdot u) \cdot v) - T(H(a, Tu)T(v) - T(H(a, Tu) \cdot Tv) \]
\[ - T(TH(a, Tu) \cdot v) \]
\[ - T(H(a, Tu), Tv) - T((aT(u)) \cdot v) + T(T(a \cdot u) \cdot v) + TH(a, Tu) \cdot v) \]
\[ - T(H(aT(u), Tv) + TH(T(a \cdot u), Tv) \]
\[ + T(H(TH(a, Tu), Tv) + T(a \cdot (a \cdot T(v))) + T(a \cdot (TH(Tu, Tv))) \]
\[ = T(\delta_{Hoch} H)(a, Tu, T(v)) \]

after cancellations

\[ - T(H(a, Tu) \cdot Tv) - TH(aT(u), Tv) + T(a \cdot H(Tu, Tv)) \]
\[ + T(H(a, Tu) \cdot T(v)) \]
\[ = T(\delta_{Hoch} H)(a, Tu, T(v)) = 0. \]

This shows that \( l_T, r_T \) defines an \((M, \ast)\)-bimodule structure on \( A \). \( \square \)

The previous proposition says that one can construct the Hochschild cohomology of the associative algebra \((M, \ast)\) with coefficients in the \(M\)-bimodule \( A \). More precisely, the corresponding Hochschild cohomology is given by the cohomology of the cochain complex \( \{C^\bullet_{Hoch}(M, A)\} \), where \( C^n_{Hoch}(M, A) := \text{Hom}(M^{\otimes n}, A) \), for \( n \geq 0 \) and the coboundary map \( \delta_{Hoch} : C^n_{Hoch}(M, A) \to C^{n+1}_{Hoch}(M, A) \) given by

\[
(\delta_{Hoch}(f))(u_1, \ldots, u_{n+1}) \]
\[
= T(u_1) f(u_2, \ldots, u_{n+1}) - T(u_1 \cdot f(u_2, \ldots, u_{n+1})) \]
\[
- TH(Tu_1, f(u_2, \ldots, u_{n+1}))
\]
for \( f \in C^n_{\text{Hoch}}(M, A) \). We denote the corresponding Hochschild cohomology groups by \( H^*_{\text{Hoch}}(M, A) \). Thus, we have

\[
H^0_{\text{Hoch}}(M, A) = \{ a \in A | aT(u) - T(u)a + TH(Tu, a) - TH(a, Tu) = T(a \cdot u - u \cdot a), \forall u \in M \}.
\]

It follows from (14) that a linear map \( f : M \to A \) is a Hochschild 1-cocycle if and only if \( f \) satisfies

\[
T(u)f(v) + f(u)T(v) = T(u \cdot f(v) + H(Tu, f(v))) + T(f(u) \cdot v + H(f(u), Tu)) + f(u \cdot T(v)) + T(u) \cdot v + H(Tu, Tv)), \quad \text{for all } u, v \in M.
\]

This cocycle condition is same as the cocycle condition (13) in the cohomology complex of \( T \). In fact, we have the following more general result.

**Proposition 3.4** Let \( T : M \to A \) be an \( H \)-twisted Rota–Baxter operator. Then for any \( f \in \text{Hom}(M^{\otimes n}, A) \), we have

\[
d_T(f) = (-1)^n \delta_{\text{Hoch}}(f).
\]

**Proof** The explicit description of the bracket (9) yields (see also [8])

\[
\begin{align*}
[T, f] &= (-1)^n \left\{ T(u_1) f(u_2, \ldots, u_{n+1}) - T(u_1 \cdot f(u_2, \ldots, u_{n+1})) \right. \\
&+ \sum_{i=1}^{n} (-1)^i \left( f(u_1, \ldots, u_{i-1}, u_i \cdot T(u_{i+1}) + T(u_i) \cdot u_{i+1} \\
&+ H(Tu_i, Tu_{i+1}), u_{i+1}, \ldots, u_{n+1}) \\
&+ (-1)^{n+1} f(u_1, \ldots, u_n) T(u_{n+1}) - (-1)^{n+1} T(f(u_1, \ldots, u_n) \cdot u_{n+1}) \right\}. \\
\end{align*}
\]

Moreover, it is straightforward to observe from (11) that

\[
\begin{align*}
[T, T, f] &= -2(-1)^n \left\{ -TH(Tu_1, f(u_2, \ldots, u_{n+1})) \\
&- (-1)^{n+1} TH(f(u_1, \ldots, u_n), Tu_{n+1}) \right\}
\end{align*}
\]
\[ + \sum_{i=1}^{n} (-1)^i f(u_1, \ldots, u_{i-1}, H(Tu_i, Tu_{i+1}), u_{i+1}, \ldots, u_{n+1}). \]

Hence we get
\[ d_T(f) = [T, f] - \frac{1}{2} [T, T, f] = (-1)^n \delta_{\text{Hoch}}(f). \]

As a consequence of the previous proposition, we get the following.

**Theorem 3.5** Let \( T : M \to A \) be an \( H \)-twisted Rota–Baxter operator. Then the cohomology \( \mathcal{H}_T^\bullet(M, A) \) is isomorphic to the Hochschild cohomology \( H_{\text{Hoch}}^\bullet(M, A) \) of the associative algebra \( (M, \ast) \) with coefficients in the \( M \)-bimodule \( A \).

### 4 Deformations

In this section, we study linear deformations and formal deformations of a twisted Rota–Baxter operator. We introduce Nijenhuis elements associated with a twisted Rota–Baxter operator that arise from trivial linear deformations. We also find a sufficient condition (in terms of Nijenhuis elements) for the rigidity of a twisted Rota–Baxter operator.

#### 4.1 Linear deformations

Let \( A \) be an associative algebra, \( M \) be an \( A \)-bimodule and \( H \) be a Hochschild 2-cocycle. Suppose \( T : M \to A \) is an \( H \)-twisted Rota–Baxter operator. A linear deformation of \( T \) is given by a parametrized sum \( T_t = T + tT_1 \), for some linear map \( T_1 \in \text{Hom}(M, A) \) so that \( T_t \) is an \( H \)-twisted Rota–Baxter operator for all values of \( t \). In this case, we say that \( T_1 \) generates a linear deformation of \( T \).

Therefore, in a linear deformation \( T_t = T + tT_1 \), we must have
\[ T_t(u)T_t(v) = T_t(u \cdot T_t(v) + T_t(u) \cdot v + H(T_t(u), T_t(v))), \]
for \( u, v \in M \) and for all \( t \). By equating coefficients of various powers of \( t \), we get
\[ T(u)T(v) + T_1(u)T(v) = T_1(u \cdot T(v) + T(u) \cdot v + H(Tu, Tv)) \]
\[ + T(u \cdot T_1(v) + T_1(u) \cdot v + H(Tu, T_1(v)) \]
\[ + H(T_1(u), T_1(v))), \]
\[ T_1(u)T(v) = T(H(T_1(u), T_1(v))) + T_1(u \cdot T_1(v) + T_1(u) \cdot v \]
\[ + H(T(u), T_1(v)) + H(T_1(u), T(v))), \]
\[ 0 = T_1(H(T_1(u), T_1(v)))). \]

Observe that the condition (15) is equivalent that \( T_1 \) is a 1-cocycle in the cohomology of \( T \).
Definition 4.1 Two linear deformations $T_t = T + tT_1$ and $T_t' = T + tT_1'$ of an $H$-twisted Rota–Baxter operator $T$ are said to be equivalent if there exists $a \in A$ such that

$$\left( \phi_t = \text{id}_A + t(ad^l_a - ad^r_a), \; \psi_t = \text{id}_M + t(l_a - r_a + H(a, T \cdot) - H(T \cdot, a)) \right)$$

is a morphism of $H$-twisted Rota–Baxter operators from $T_t$ to $T_t'$.

Thus, the map $\phi_t : A \to A$ is an algebra morphism which implies

$$(ab - ba)(ac - ca) = 0, \; \text{for } b, c \in A.$$  (18)

The condition (6) is equivalent to the followings

$$a \cdot (b \cdot u) - (b \cdot u) \cdot a + H(a, T(b \cdot u) - H(T(b \cdot u), a)$$

$$= (ab - ba) \cdot u + b \cdot (a \cdot u - u \cdot a + H(a, Tu) - H(Tu, a)),$$

$$= (ab - ba) \cdot (a \cdot u - u \cdot a + H(a, Tu) - H(Tu, a)) = 0, \; \text{for } b \in A, u \in M.$$  (19)

Similarly, the conditions (7) and (8) are respectively equivalent to the followings

$$a \cdot (u \cdot b) - (u \cdot b) \cdot a + H(a, T(u \cdot b)) - H(T(u \cdot b), a)$$

$$= u \cdot (ab - ba) + (a \cdot u - u \cdot a + H(a, Tu) - H(Tu, a)) \cdot b,$$

$$(a \cdot u - u \cdot a + H(a, Tu) - H(Tu, a)) \cdot (ab - ba) = 0, \; \text{for } b \in A, u \in M.$$  (20)

Note that the first identity in (22) implies that $T_1(u) - T_1'(u) = d_T(a)(u)$, for $u \in M$. Hence we get the following.

Theorem 4.2 Let $T_t = T + tT_1$ be a linear deformation of $T$. Then $T_1$ is a 1-cocycle in the cohomology of $T$ whose class depends only on the equivalence class of the deformation $T_t$.

Motivated from the above discussions, we introduce the following definition.

Definition 4.3 An element $a \in A$ is called a Nijenhuis element associated to the $H$-twisted Rota–Baxter operator $T$ if $a$ satisfies

$$a(l_T(u, a) - r_T(a, u)) - (l_T(u, a) - r_T(a, u))a = 0$$

and (18), (19), (20), (21) holds.
The set of all Nijenhuis elements associated with $T$ is denoted by $\text{Nij}(T)$. It follows from the previous discussions that a trivial linear deformation of $T$ gives rise to a Nijenhuis element. In the next subsection, we will consider rigidity of an $H$-twisted Rota–Baxter operator and find a necessary condition of the rigidity in terms of Nijenhuis elements.

4.2 Formal deformations

The classical formal deformation theory of Gerstenhaber [16] has been extended to Rota–Baxter operators in [7, 8]. In this subsection, we generalize it to $H$-twisted Rota–Baxter operators.

Let $A$ be an associative algebra, $M$ be an $A$-bimodule, and $H$ be a Hochschild 2-cocycle. Note that the associative multiplication on $A$ induces an associative multiplication on the space $A[[t]]$ of formal power series in $t$ with coefficients from $A$. Moreover, the $A$-bimodule structure on $M$ induces an $A[[t]]$-bimodule structure on $M[[t]]$. The Hochschild 2-cocycle $H$ also induces a Hochschild 2-cocycle (denoted by the same notation) on $A[[t]]$ with coefficients in the bimodule $M[[t]]$.

**Definition 4.4** Let $T : M \to A$ be a $H$-twisted Rota–Baxter operator. A formal one-parameter deformation of $T$ consists of a formal sum

$$T_t = \sum_{i \geq 0} t^i T_i \in \text{Hom}(M, A)[[t]]$$

such that $T_t : M[[t]] \to A[[t]]$ is an $H$-twisted Rota–Baxter operator. In other words,

$$T_t(u)T_t(v) = T_t(u \cdot T_t(v) + T_t(u) \cdot v + H(T_t(u), T_t(v))), \text{ for } u, v \in M.$$ 

Therefore, in a formal deformation, the following system of equations hold: for $n \geq 0$,

$$\sum_{i+j=n} T_i(u)T_j(v) = \sum_{i+j=n} T_i(u \cdot T_j(v) + T_j(u) \cdot v) + \sum_{i+j+k=n} T_i(H(T_j(u), T_k(v))).$$

These equations are called deformation equations. The above equation holds for $n = 0$ as $T_0 = T$ is an $H$-twisted Rota–Baxter operator. Similar to linear deformations, we get for $n = 1$ that $T_1$ is a 1-cocycle in the cohomology of $T$, called the infinitesimal of the deformation.

**Definition 4.5** Two formal one-parameter deformations $T_t = \sum_{i \geq 0} t^i T_i$ and $T'_t = \sum_{i \geq 0} t^i T'_i$ of an $H$-twisted Rota–Baxter operator $T$ are said to be equivalent if there exists an element $a \in A$, linear maps $\phi_i \in \text{Hom}(A, A)$ and $\psi_i \in \text{Hom}(M, M)$, for $i \geq 2$ such that

$$(\phi_t = \text{id}_A + t(ad_a^l - ad_a^r) + \sum_{i \geq 2} t^i \phi_i, \psi_t = \text{id}_A + t(l_a - r_a + H(a, T-)$$

$$- H(T-, a)) + \sum_{i \geq 2} t^i \psi_i)$$




is a morphism of $H$-twisted Rota–Baxter operators from $T_t$ to $T'_t$.

Again similar to linear deformations, we get

$$T_1(u) - T'_1(u) = d_T(a)(u), \quad \text{for } u \in M.$$  

Hence we obtain the following.

**Theorem 4.6** Let $T_t = \sum_{i \geq 0} t^i T_i$ be a formal one-parameter deformation of an $H$-twisted Rota–Baxter operator $T$. Then the linear term $T_1$ is a 1-cocycle in the cohomology of $T$ whose cohomology class depends only on the equivalence class of the deformation $T_t$.

In the following theorem, we give a sufficient condition on an $H$-twisted Rota–Baxter operator $T$ which ensures that any deformation of $T$ is equivalent to the undeformed one.

**Theorem 4.7** Let $T$ be an $H$-twisted Rota–Baxter operator satisfying $Z^1_T(M, A) = d_T(Nij(T))$. Then any formal deformation $T_t$ of $T$ is equivalent to the undeformed one $T'.

**Proof** Let $T_t = \sum_{i \geq 0} t^i T_i$ be any formal deformation of $T$. Then by the previous theorem, the linear term $T_1$ is in $Z^1_T(M, A)$. Hence by the assumption, there exists $a \in Nij(T)$ such that $T_1 = d_T(a)$. We set

$$\phi_t := \text{id}_A + t(\text{ad}^l_a - \text{ad}^r_a) \quad \text{and} \quad \psi_t := \text{id}_M + t(l_a - r_a + H(a, T -) - H(T -, a))$$

and define $T'_t := \phi_t \circ T_t \circ \psi_t^{-1}$. Then by definition, $T_t$ is equivalent to $T'_t$. Moreover, we have

$$T'_t(u) (\text{mod } t^2) = (\text{id}_A + t(\text{ad}^l_a - \text{ad}^r_a))(T + t T_1) \circ (\text{id}_M - t(l_a - r_a + H(a, T -) - H(T -, a))) (u)(\text{mod } t^2)$$

$$= (\text{id}_A + t(\text{ad}^l_a - \text{ad}^r_a))(Tu + t T_1(u) - t T(a \cdot u - u \cdot a + H(a, Tu) - H(Tu, a)))$$

$$= Tu + t(T_1(u) - T(a \cdot u - u \cdot a) + aT(u) - T(a))^2$$

This shows that the coefficient of $t$ in the deformation $T'_t$ vanishes. By applying the same process, one obtains the equivalence between the deformations $T_t$ and $T$. Hence the proof.

**Remark 4.8** An $H$-twisted Rota–Baxter operator $T$ is said to be rigid if any formal deformation of $T$ is equivalent to the undeformed one. Thus, it follows from the previous theorem that the condition $Z^1_T(M, A) = d_T(Nij(T))$ is sufficient for the rigidity of the operator $T`. 

\[ \text{Springer} \]
4.3 Applications to Reynolds operators

It has been observed in Sect. 2 that Reynolds operators on an associative algebra are $H$-twisted Rota–Baxter operators with $H = -\mu$, where $\mu : A \otimes A \to A$ is the associative multiplication on $A$. This implies that the results of previous sections can be applied to Reynolds operators. Here we only highlight some of the corresponding results.

The following result is the Reynolds operator version of Theorem 3.1.

**Theorem 4.9** Let $A$ be an associative algebra. Then the graded vector space $\bigoplus_{n \geq 0} \text{Hom}(A^\otimes n, A)$ carries an $L_\infty$-algebra with structure maps

\[
l_2(P, Q) = [P, Q], \quad l_3(P, Q, R) = [P, Q, R].\]

and higher trivial maps. (Note that we need to substitute $H = -\mu$ in the definition of the ternary bracket.) Moreover, there is a one-to-one correspondence between Maurer–Cartan elements in the above $L_\infty$-algebras and Reynolds operators on $A$.

Let $R$ be a Reynolds operator on $A$. The cohomology induced from the corresponding Maurer–Cartan element is called the cohomology of $R$.

A Reynolds operator $R$ induces a new associative algebra structure on $A$ given by

\[
a \star b = R(a)b + aR(b) - R(ab), \quad \text{for } a, b \in A.
\]

Moreover, the vector space $A$ is an $(A, \star)$-bimodule given by

\[
l(a, b) = R(a)b + R(R(a)b) - R(ab),
\]
\[
r(b, a) = bR(a) + R(bR(a)) - R(ba), \quad \text{for } a \in (A, \star), b \in A.
\]

Note that this is not the adjoint bimodule. The Hochschild cohomology groups of the algebra $(A, \star)$ with coefficients in the above bimodule are isomorphic to the cohomology of $R$.

Deformations of a Reynolds operator $R$ can be defined along the line of Sect. 4. Such deformations are governed by the cohomology of $R$ as of Theorem 4.6 and Theorem 4.7.

5 NS-algebras

In this section, we define cohomology of NS-algebras using non-symmetric operads. As a consequence, we get a Gerstenhaber algebra structure on the cohomology. Finally, we study deformations of NS-algebras from cohomological points of view.
5.1 A new non-symmetric operad and cohomology of NS-algebras

Here we construct a new non-symmetric operad associated to a vector space $A$. This non-symmetric operad is closely related to NS-algebra structures on $A$. We also define the cohomology of an NS-algebra.

Recall that [29], a non-symmetric operad consists of a collection $\{O(n)\}_{n \geq 1}$ of vector spaces together with a collection of bilinear maps (called partial compositions) $\circ_i : O(m) \otimes O(n) \to O(m + n - 1)$, $m, n \geq 1$ and $1 \leq i \leq m$ satisfying

\begin{align*}
(f \circ_i g) \circ_{i+j-1} h &= f \circ_i (g \circ_j h), \quad \text{for } 1 \leq i \leq m, \ 1 \leq j \leq n, \quad (23) \\
(f \circ_i g) \circ_{j+n-1} h &= (f \circ_j h) \circ_i g, \quad \text{for } 1 \leq i < j \leq m, \quad (24)
\end{align*}

for $f \in O(m)$, $g \in O(n)$, $h \in O(p)$, and there exists an element $\text{id} \in O(1)$ satisfies

$$f \circ_i \text{id} = f = f \circ_1 f,$$

for $f \in O(m)$ and $1 \leq i \leq m$. (25)

We often denote a non-symmetric operad as above by $\{O(n)\}_{n \geq 1}$ when the partial compositions and the identity element is clear.

Let $\{O(n)\}_{n \geq 1}$ be a non-symmetric operad. Consider the graded vector space

$$O := \bigoplus_{n \geq 0} O(n + 1)$$

whose degree $n$ part is given by $O(n + 1)$. This graded vector space carries a graded Lie bracket given by

$$(f, g)_c := \sum_{i=1}^{m+1} (-1)^{(i-1)n} f \circ_i g - (-1)^{mn} \sum_{i=1}^{n+1} (-1)^{(i-1)m} g \circ_i f,$$

for $f \in O(m + 1)$ and $g \in O(n + 1)$. The graded Lie algebra $(O, [\cdot, \cdot]_c)$ is called the induced graded Lie algebra obtained from the non-symmetric operad $\{O(n)\}_{n \geq 1}$. Note that an element $\pi \in O(2)$ is a Maurer–Cartan element in the above graded Lie algebra if and only if $\pi$ satisfies $\pi \circ_1 \pi = \pi \circ_2 \pi$. Such an element in a non-symmetric operad is also called a ‘multiplication’ [17]. Thus, a multiplication in a non-symmetric operad is equivalent to a Maurer–Cartan element of the corresponding induced graded Lie algebra. We will use both these terminologies in this paper.

Let $C_1 = \{1\}$ and $C_n$ be the set of first $n + 1$ natural numbers, for $n \geq 2$. For convenience, we write $C_1 = \{[1]\}$ and $C_n = \{[1], \ldots, [n], [n + 1]\}$, for $n \geq 2$. Given a vector space $A$, we consider the collection of vector spaces

$$O_A(n) = \text{Hom}(\mathbb{K}[C_n] \otimes A^\otimes n, A), \quad \text{for } n \geq 1.$$
For any \( f \in O_A(m), g \in O_A(n) \) and \( 1 \leq i \leq m \), we define \( f \circ_i g \in O_A(m + n - 1) \) by the following

\[
(f \circ_i g)([r]; a_1, \ldots, a_{m+n-1}) = \begin{cases} 
  f([r]; a_1, \ldots, a_{i-1}, g([1] + \cdots + [n+1]; a_i, \ldots, a_{i+n-1}), a_{i+n}, \ldots, a_{m+n-1}) & \text{if } 1 \leq r \leq i - 1, \\
  f([i]; a_1, \ldots, a_{i-1}, g([r-i+1]; a_i, \ldots, a_{i+n-1}), a_{i+n}, \ldots, a_{m+n-1}) & \text{if } i \leq r \leq i + n - 1, \\
  f([r-n+1]; a_1, \ldots, a_{i-1}, g([1] + \cdots + [n+1]; a_i, \ldots, a_{i+n-1}), a_{i+n}, \ldots, a_{m+n-1}) & \text{if } i + n \leq r \leq m + n - 1, \\
  f([i]; a_1, \ldots, a_{i-1}, g([n+1]; a_i, \ldots, a_{i+n-1}), a_{i+n}, \ldots, a_{m+n-1}) \\
  + f([m+1]; a_1, \ldots, a_{i-1}, g([1] + \cdots + [n+1]; a_i, \ldots, a_{i+n-1}), a_{i+n}, \ldots, a_{m+n-1}) & \text{if } r = m + n.
\end{cases}
\]

Here \( a_1, \ldots, a_{m+n-1} \in A \).

With the above notations, we have the following.

**Theorem 5.1** For any vector space \( A \), the collection of spaces \( \{O_A(n)\}_{n \geq 1} \) with partial compositions

\[
\circ_i : O_A(m) \otimes O_A(n) \to O_A(m + n - 1), \text{ for } m, n \geq 1 \text{ and } 1 \leq i \leq m
\]

is a non-symmetric operad with the identity element \( \text{id} \in O_A(1) \) given by \( \text{id}([1]; a) = a \), for all \( a \in A \).

Moreover, an NS-algebra structure on \( A \) is equivalent to a Maurer–Cartan element of the graded Lie algebra \( (O_A, [\cdot, \cdot]_c) \) induced by the operad \( \{O_A(n)\}_{n \geq 1} \).

**Proof** To prove that the collection of spaces \( \{O_A(n)\}_{n \geq 1} \) with partial compositions \( \circ_i \) forms a non-symmetric operad, we need to verify the identities (23), (24) and (25). Take \( m, n, p \geq 2 \) (if some of them are 1, then the calculations are more simpler) and \( 1 \leq i \leq m, i \leq j \leq n \). For \( 1 \leq r \leq i - 1 \), we have

\[
((f \circ_i g) \circ_{i+j-1} h)([r]; a_1, \ldots, a_{m+n+p-2}) = (f \circ_i g)([r]; a_1, \ldots, h([1] + \cdots + [p+1]; a_{i+j-1}, \ldots, a_{i+j+p-2}), a_{i+j+n-1}, \ldots, a_{m+n+p-2}) \\
= f([r]; a_1, \ldots, g([1] + \cdots + [n+1]; a_i, \ldots, h([1] + \cdots + [p+1]; a_{i+j-1}, \ldots, a_{i+j+p-2}), \ldots, a_{i+n+p-2}), \ldots, a_{m+n+p-2}).
\]
On the other hand,

\[
(f \circ_i (g \circ_j h))(r); a_1, \ldots, a_{m+n+p-2}) = f([r]; a_1, \ldots, a_{i-1}, (g \circ_j h)([1] + \cdots + [n + p]; a_i, \ldots, a_{i+n+p-2}), \ldots, a_{m+n+p-2}).
\]

(27)

Note that

\[
(g \circ_j h)([1] + \cdots + [n + p]; a_i, \ldots, a_{i+n+p-2}) = (g \circ_j h)([1] + \cdots + [j - 1]; a_i, \ldots, a_{i+n+p-2}) + (g \circ_j h)([j] + \cdots + [j + p - 1]; a_i, \ldots, a_{i+n+p-2}) + (g \circ_j h)([j + p] + \cdots + [n + p - 1]; a_i, \ldots, a_{i+n+p-2}) \]

+ (g \circ_j h)([n + p]; a_i, \ldots, a_{i+n+p-2})

= g([1] + \cdots + [j - 1]; a_i, \ldots, h([1] + \cdots + [p]; a_{i+j-1}, \ldots, a_{i+j+p-2}), \ldots, a_{i+n+p-2})

+ g([j + 1] + \cdots + [n]; a_i, \ldots, h([1] + \cdots + [p + 1]; a_{i+j-1}, \ldots, a_{i+j+p-2}), \ldots, a_{i+n+p-2})

+ g([p + 1]; a_{i+j-1}, \ldots, a_{i+j+p-2}), \ldots, a_{i+n+p-2})

+ g([1] + \cdots + [n + 1]; a_i, \ldots, h([1] + \cdots + [p + 1]; a_{i+j-1}, \ldots, a_{i+j+p-2}), \ldots, a_{i+n+p-2})

By substituting this in (27), we get that

\[
((f \circ_i g) \circ_{i+j-1} h)(r); a_1, \ldots, a_{m+n+p-2}) = (f \circ_i (g \circ_j h))(r); a_1, \ldots, a_{m+n+p-2})
\]

holds, for \(1 \leq r \leq i - 1\). Similarly, it holds if \(r\) belongs to either of the intervals \(i \leq r \leq i + j - 2 \mid i + j - 1 \leq r \leq i + j + p - 2 \mid i + j + p - 1 \leq r \leq i + n + p - 2 \mid i + n + p - 1 \leq r \leq m + n + p - 2 \mid r = m + n + p - 1\). Hence we have \((f \circ_i g) \circ_{i+j-1} h = f \circ_i (g \circ_j h)\).

In a similar way, one can show that \((f \circ_i g) \circ_{j+n-1} h = (f \circ_j h) \circ_i g\), for \(1 \leq i < j \leq m\). Finally, it is easy to observe that the element \(id \in O_A(1)\) satisfies \(f \circ_i id = f = id \circ_1 f\), for \(f \in O_A(m)\) and \(1 \leq i \leq m\). Therefore, the collection of spaces \(\{O_A(n)\}_{n \geq 1}\) with the partial compositions \(\circ_i\) forms a non-symmetric operad.

**Proof of the last part.**

Let \(\pi \in O_A(2)\) be any element. Then \(\pi\) is equivalent to three binary operations (say \(<, \succ, \gamma\)) on \(A\) given by

\[\pi = \min \text{ or } \max \text{ or } \text{tilt} \]
A < b = \pi([1]; a, b), \quad A > b = \pi([2]; a, b) \quad \text{and} \quad A \g b = \pi([3]; a, b), \quad \text{for} \ a, b \in A.

Note that

\[ [\pi, \pi]_\cdot = 2(\pi \circ_1 \pi - \pi \circ_2 \pi)([r]; a, b, c) \]

\[ = \begin{cases} 2((a < b) < c - a < (b * c)) & \text{if } [r] = [1], \\ 2((a > b) < c - a > (b < c)) & \text{if } [r] = [2], \\ 2((a * b) > c - a > (b > c)) & \text{if } [r] = [3], \\ 2((a \g b) < c + (a * b) \g c - a > (b \g c) - a \g (b * c)) & \text{if } [r] = [4]. \end{cases} \]

This shows that \( \pi \) is a Maurer–Cartan element in the graded Lie algebra \((O_A, [, ]_\cdot)\) if and only if the corresponding binary operations \((<, >, \g)\) defines an NS-algebra structure on \(A\). \(\square\)

**Remark 5.2** (i) It follows from the above theorem that an NS-algebra structure on \(A\) is equivalent to a multiplication on the operad \(\{O_A(n)\}_{n \geq 1}\). (ii) Consider a collection of subspaces \(O'_A(n) \subset O_A(n)\), for \(n \geq 1\) as follows. Take \(O'_A(1) = O_A(1)\) and for \(n \geq 2\),

\[ O'_A(n) = \{ f \in O_A(n) | f|_{[n+1]} = 0 \}. \]

Then the collection of spaces \(\{O'_A(n)\}_{n \geq 1}\) with the same partial compositions forms a suboperad of the operad \(\{O_A(n)\}_{n \geq 1}\). This suboperad is the operad in which multiplication is equivalent to a dendriform structure on \(A\). This operad is explicitly treated in [30].

Let \((A, <, >, \g)\) be an NS-algebra. Then it follows from previous theorem that the given NS-algebra structure on \(A\) is equivalent to a Maurer–Cartan element \(\pi \in O_A(2) = \text{Hom}(\mathbb{K}[C_2] \otimes A^\otimes 2, A)\) of the induced graded Lie algebra \((A, [, ]_\cdot)\). Hence \(\pi\) induces a differential \(\delta_\pi : O_A(n) \to O_A(n + 1)\) given by \(\delta_\pi := (-1)^{n-1}[\pi, f|_\cdot]_\cdot\), for \(f \in O(n)\). Explicitly, it is given by

\[ \delta_\pi(f) := (-1)^{n-1} \left( \sum_{i=1}^{2} (-1)^{(i-1)(n-1)} \circ_i f - (-1)^{n-1} \sum_{i=1}^{n} (-1)^{(i-1)} f \circ_i \pi \right). \]

The cohomology of the cochain complex \(\{\text{Hom}(\mathbb{K}[C_\cdot] \otimes A^\otimes \cdot, A), \delta_\pi\}\) is called the cohomology of the NS-algebra \(A\) with coefficients in itself and denoted by \(H^\bullet_{NS}(A, A)\). Since the cohomology is induced from an operad with multiplication, the graded space of cohomology \(H^\bullet_{NS}(A, A)\) inherits a Gerstenhaber structure. See [17, 18] for more details about the Gerstenhaber structure induced from a non-symmetric operad with multiplication.

**Remark 5.3** Note that representations of NS-algebras and cohomology with coefficients in a representation can be easily defined without much hard work. See [30] for the case of dendriform algebras.
5.2 Relation with the Hochschild cohomology

We have seen that the sum of three operations in an NS-algebra $A$ is associative. Therefore, we have two cohomologies, namely, the cohomology of the NS-algebra and the Hochschild cohomology of the induced associative algebra structure on $A$. We relate these two cohomologies using the following result.

**Theorem 5.4** Let $A$ be a vector space. Then the collection $\{\Theta_n\}_{n \geq 1}$ of maps

$$\Theta_n : \text{Hom}(\mathbb{K}[C_n] \otimes A^\otimes n, A) \to \text{Hom}(A^\otimes n, A), \quad \text{for } n \geq 1$$

defined by

$$\Theta_n(f) = \begin{cases} f_{[1]} & \text{if } n = 1 \\ f_{[1]} + \cdots + f_{[n]} + f_{[n+1]} & \text{if } n \geq 2 \end{cases}$$

is a morphism of non-symmetric operads. Here $\{\text{Hom}(\mathbb{K}[C_n] \otimes A^\otimes n, A)\}_{n \geq 1}$ is equipped with the operad structure given in Theorem 5.1 and $\{\text{Hom}(A^\otimes n, A)\}_{n \geq 1}$ is equipped with the standard endomorphism operad structure.

**Proof** To prove that the collection $\{\Theta_n\}_{n \geq 1}$ of maps is a morphism of non-symmetric operads, we need to show that

$$\Theta_{m+n-1}(f \circ_i g) = \Theta_m(f) \circ_i \Theta_n(g) \quad \text{and} \quad \Theta_1(\text{id}) = \text{id}_A,$$

for $f \in \text{Hom}(\mathbb{K}[C_m] \otimes A^\otimes m, A), \ g \in \text{Hom}(\mathbb{K}[C_n] \otimes A^\otimes n, A)$ and $1 \leq i \leq m$. Here on the right hand side, we use partial compositions of the endomorphism operad $\{\text{End}_A(n) = \text{Hom}(A^\otimes n, A)\}_{n \geq 1}$ (however we denote by the same notation as $\circ_i$). First we take $m, n \geq 2$. However the case when one (or both) of $m, n$ is $1$ involves more simple calculation. Observe that

$$\Theta_{m+n-1}(f \circ_i g)$$

$$= (f \circ_i g)_{[1]} + \cdots + (f \circ_i g)_{[m+n-1]} + (f \circ_i g)_{[m+n]}$$

$$= \sum_{r=1}^{i-1} (f \circ_i g)_{[r]} + \sum_{r=i+1}^{i+n-1} (f \circ_i g)_{[r]} + \sum_{r=i+n}^{m+n-1} (f \circ_i g)_{[r]} + (f \circ_i g)_{[m+n]}$$

$$= (f_{[1]} + \cdots + f_{[i-1]}) \circ_i (g_{[1]} + \cdots + g_{[n+1]}) + f_{[i]} \circ_i (g_{[1]} + \cdots + g_{[n]})$$

$$+ (f_{[i+1]} + \cdots + f_{[m]}) \circ_i (g_{[1]} + \cdots + g_{[n+1]})$$

$$+ f_{[m]} \circ_i (g_{[n+1]} + f_{[m+1]} \circ_i (g_{[1]} + \cdots + g_{[n+1]}) \quad (\text{by (26)})$$

$$= (f_{[1]} + \cdots + f_{[m+1]}) \circ_i (g_{[1]} + \cdots + g_{[n+1]}) = \Theta_m(f) \circ_i \Theta_n(g).$$

Finally, it follows from the definition of $\text{id} \in \text{Hom}(\mathbb{K}[C_1] \otimes A, A)$ that $\Theta_1(\text{id}) = \text{id}_A$. Hence the proof. $\square$
Let \((A, <, >, \gamma)\) be an NS-algebra with the corresponding associative product \(* = < + > + \gamma\). If \(\pi \in \text{Hom}(\mathbb{K}[C_2] \otimes A^{\otimes 2}, A)\) denotes the multiplication on the operad \(\{O_A(n)\}_{n \geq 1}\) defining the NS-algebra structure on \(A\), then we have
\[
\Theta_2(\pi) = *.
\]

This shows that the multiplication in the operad \(\{O_A(n)\}_{n \geq 1}\) for the NS-algebra structure on \(A\) corresponds the (associative) multiplication in the endomorphism operad via \(\Theta_2\). Hence by the consequence of Theorem 5.4, the collection of maps \(\{\Theta_n\}_{n \geq 1}\) induces a morphism \(\Theta_* : H_{\text{NS}}(A, A) \to H_{\text{Hoch}}(A, A)\) between corresponding cohomologies. This is in fact a morphism of Gerstenhaber algebras.

### 5.3 Deformations of NS-algebras

In this subsection, we study deformations of NS-algebras. Since our approaches and results are similar to the classical case of Gerstenhaber [16], we only state some of the results without proof.

Let \(A = (A, <, >, \gamma)\) be an NS-algebra. Consider the space \(A[[t]]\) of formal power series in \(t\) with coefficients from \(A\). Then \(A[[t]]\) is a \(\mathbb{K}[[t]]\)-module.

**Definition 5.5** A formal one-parameter deformation of \(A\) consists of formal sums
\[
\begin{align*}
<_t &= \sum_{i \geq 0} t^i <_i, & >_t &= \sum_{i \geq 0} t^i >_i \quad \text{and} \\
\gamma_t &= \sum_{i \geq 0} t^i \gamma_i \quad \text{(with } <_0 = <, >_0 = > \text{ and } \gamma_0 = \gamma) 
\end{align*}
\]

of bilinear maps on \(A\) such that \((A[[t]], <_t, >_t, \gamma_t)\) is an NS-algebra over the base \(\mathbb{K}[[t]]\).

Let \(T : M \to A\) be an \(H\)-twisted Rota–Baxter operator. Suppose \(T_t\) is a formal deformation of \(T\). Then \(T_t\) induces a formal deformation of the induced NS-algebra structure on \(M\) given by
\[
\begin{align*}
&u <_t v = \sum_{i \geq 0} u \cdot T_i(v), & u >_t v = \sum_{i \geq 0} T_i(u) \cdot v \\
&u \gamma_t v = \sum_{i \geq 0} t^i \left( \sum_{j+k=i} H(T_j(u), T_k(v)) \right).
\end{align*}
\]

Note that, in a formal deformation \((<_t, >_t, \gamma_t)\) of an NS-algebra, the following system of equations must hold: for \(n \geq 0,\)
\[
\sum_{i+j=n} (a <_i b) <_j c = \sum_{i+j=n} a <_i (b \ast_j c), \quad (28)
\]
\[
\sum_{i+j=n} (a \succ_i b) \prec_j c = \sum_{i+j=n} a \succ_i (b \prec_j c),
\]
(29)

\[
\sum_{i+j=n} (a \ast_i b) \succ_j c = \sum_{i+j=n} a \succ_i (b \succ_j c),
\]
(30)

\[
\sum_{i+j=n} (a \gamma_i b) \prec_j c + (a \ast_i b) \gamma_j c = \sum_{i+j=n} a \succ_i (b \gamma_j c + a \gamma_i (b \ast_j c)),
\]
(31)

for \(a, b, c \in A\). For simplicity, we define an element \(\pi_i \in \text{Hom}(K[C_2] \otimes A^\otimes 2, A)\), for each \(i \geq 0\), by

\[
\pi_i([1]; a, b) = a \prec_i b, \quad \pi_i([2]; a, b) = a \succ_i b \quad \text{and} \quad \pi_i([3]; a, b) = a \gamma_i b.
\]
(32)

Then we have \(\pi_0 = \pi\). With the above notations, the identities (28)–(31) can be simply written as

\[
\sum_{i+j=n} \pi_i \circ_1 \pi_j = \sum_{i+j=n} \pi_i \circ_2 \pi_j.
\]
(33)

For \(n = 1\), it follows that \(\pi \circ_1 \pi_1 - \pi \circ_2 \pi_1 + \pi_1 \circ_1 \pi - \pi_1 \circ_2 \pi = 0\), or equivalently, \(\delta_\pi(\pi_1) = 0\). This shows that \(\pi_1 = (\prec_1, \succ_1, \gamma_1)\) is a 2-cocycle in the cohomology of the NS-algebra \(A\). This 2-cocycle is called the infinitesimal of the deformation (\(\prec_t, \succ_t, \gamma_t\)).

**Definition 5.6** Two deformations \((\prec_t, \succ_t, \gamma_t)\) and \((\prec'_t, \succ'_t, \gamma'_t)\) of an NS-algebra \(A\) are said to be equivalent if there exists a formal isomorphism \(\Phi_t = \sum_{i \geq 0} t^i \Phi_i : A[[t]] \to A[[t]]\) with \(\Phi_0 = \text{id}_A\) such that

\[
\Phi_t : (A[[t]], \prec_t, \succ_t, \gamma_t) \to (A[[t]], \prec'_t, \succ'_t, \gamma'_t)
\]
is a morphism of NS-algebras.

The condition in the above definition is equivalent to

\[
\sum_{i+j=n} \Phi_i \circ \pi_j = \sum_{i+j+k=n} \pi'_i \circ (\Phi_j \otimes \Phi_k), \quad \text{for } n \geq 0.
\]

For \(n = 1\), we get

\[
\pi_1 - \pi'_1 = \pi \circ (\Phi_1 \otimes \text{id}) + \pi (\text{id} \otimes \Phi_1) - \Phi_1 \circ \pi = \delta_\pi(\Phi_1).
\]

Thus, we obtain the following.

**Theorem 5.7** Let \((\prec_t, \succ_t, \gamma_t)\) be a formal deformation of an NS-algebra \(A\). Then the linear term \(\pi_1 = (\prec_1, \succ_1, \gamma_1)\) is a 2-cocycle in the cohomology of \(A\) whose cohomology class depends only on the equivalence class of the deformation \((\prec_t, \succ_t, \gamma_t)\).
Definition 5.8 An NS-algebra $A$ is said to be rigid if any deformation $(\prec_t, \succ_t, \gamma_t)$ is equivalent to the undeformed one $(\prec_t', =\prec, \succ_t' =\succ, \gamma_t' =\gamma)$.

In similar to the classical case of Gerstenhaber [16] (see also [18] in terms of non-symmetric operad with multiplication), we get the following.

Theorem 5.9 If $H^2_{NS}(A, A) = 0$ then the NS-algebra $A$ is rigid.

One may also study finite order deformations of an NS-algebra and their higher order extensions. Let $A$ be an NS-algebra. An order $N$ deformation of $A$ consists of finite sums

$$\prec_t = \sum_{i=0}^{N} t^i \prec_i \quad \succ_t = \sum_{i=0}^{N} t^i \succ_i \quad \text{and} \quad \gamma_t = \sum_{i=0}^{N} t^i \gamma_i$$

such that the space $A[[t]]/(t^{N+1})$ with bilinear operations $(\prec_t, \succ_t, \gamma_t)$ is an NS-algebra over the base $\mathbb{K}[[t]]/(t^{N+1})$.

Thus, with the notations of (32), the following equations are hold

$$\sum_{i+j=n} \pi_i \circ_1 \pi_j = \sum_{i+j=n} \pi_i \circ_2 \pi_j, \quad \text{for} \quad n = 0, 1, \ldots, N. \tag{34}$$

A deformation $(\prec_t, \succ_t, \gamma_t)$ of order $N$ is said to be extensible if there exists a triple $(\prec_{N+1}, \succ_{N+1}, \gamma_{N+1})$ of bilinear operations on $A$ such that $(\prec_t = \prec_t + t^{N+1} \prec_{N+1}, \succ_t = \succ_t + t^{N+1} \succ_{N+1}, \gamma_t = \gamma_t + t^{N+1} \gamma_{N+1})$ is a deformation of order $N + 1$.

In such a case, we define an element $\pi_{N+1} \in \text{Hom}(\mathbb{K}[C_2] \otimes A^\otimes 2, A)$ by

$$\pi_{N+1}([1]; a, b) = a \prec_{N+1} b, \quad \pi_{N+1}([2]; a, b) = a \succ_{N+1} b \quad \text{and} \quad \pi_{N+1}([3]; a, b) = a \gamma_{N+1} b.$$  

Thus, in an extensible deformation, together with equations (34), one more equation needs to be satisfied, namely,

$$\sum_{i+j=N+1} \pi_i \circ_1 \pi_j = \sum_{i+j=N+1} \pi_i \circ_2 \pi_j, \quad \text{equivalently,}$$

$$\pi \circ_1 \pi_{N+1} - \pi \circ_2 \pi_{N+1} + \pi_{N+1} \circ_1 \pi - \pi_{N+1} \circ_2 \pi = -\sum_{i+j=N+1, i, j \geq 1} \left(\pi_i \circ_1 \pi_j - \pi_i \circ_2 \pi_j\right). \tag{35}$$

Note that the right-hand side of (35) is a 3-cochain in the cohomology complex of the NS-algebra $A$ that depends only on the deformation $(\prec_t, \succ_t, \gamma_t)$. We denote this by $\text{Ob}(\prec_t, \succ_t, \gamma_t)$. Then similar to the classical theories, one can show that $\text{Ob}(\prec_t, \succ_t, \gamma_t)$ is a 3-cocycle in the cohomology complex of $A$, hence, defines a cohomology class $[\text{Ob}(\prec_t, \succ_t, \gamma_t)] \in H^3_{NS}(A, A)$. Thus from (35), we get the following.
Theorem 5.10 A deformation $(\prec_t, \succ_t, \gamma_t)$ of order $N$ is extensible if and only if the obstruction class $[\text{Ob}_{(\prec_t, \succ_t, \gamma_t)}] \in H^3_{\text{NS}}(A, A)$ is trivial.

Corollary 5.11 If $H^3_{\text{NS}}(A, A) = 0$ then any finite order deformation of $A$ extends to deformation of next order.

Remark 5.12 In this section, we mainly concentrate on cohomology and deformations of NS-algebras. In [8] the author constructs a morphism from the cohomology of a Rota–Baxter operator to the cohomology of the corresponding dendriform algebra. In could be interesting to extend this morphism from the cohomology of a twisted Rota–Baxter operator to the cohomology of the corresponding NS-algebra introduced in this paper.
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Appendix

In this appendix, we recall $L_\infty$-algebras and their Maurer–Cartan theory [27, 31, 32]. We will follow the sign conventions of [28].

Let $L = \bigoplus_j L_j$ be a graded vector space. A multilinear map $l : L^\otimes k \to L$ is said to be skew-symmetric if $l(x_{\sigma(1)}, \ldots, x_{\sigma(k)}) = (-1)^{\sigma} \epsilon(\sigma) l(x_1, \ldots, x_k)$, for $\sigma \in S_k$. Here $\epsilon(\sigma)$ is the Koszul sign.

Definition 6.1 A $L_\infty$-algebra consists of a graded vector space $L = \bigoplus_j L_j$ together with a collection $\{ l_k : L^\otimes k \to L | \deg(l_k) = 2 - k \}_{k \geq 1}$ of skew-symmetric multilinear maps satisfying the following higher Jacobi identities: for each $n \geq 1$, we have

$$\sum_{i+j=n+1} \sum_\sigma (-1)^\sigma \epsilon(\sigma) (-1)^{(i-1)} l_j\left(l_i(x_{\sigma(1)}, \ldots, x_{\sigma(i)}), x_{\sigma(i+1)}, \ldots, x_{\sigma(n)}\right) = 0,$$

where $\sigma$ runs over all $(i, n-i)$-unshuffles with $i \geq 1$.

An element $\alpha \in L_1$ is called a Maurer–Cartan element in the $L_\infty$-algebra $(L, l_1, l_2, \ldots)$ if $\alpha$ satisfies

$$l_1(\alpha) + \frac{1}{2!} l_2(\alpha, \alpha) - \frac{1}{3!} l_3(\alpha, \alpha, \alpha) - \cdots = 0.$$

If $\alpha$ is a Maurer–Cartan element, then one can construct a new $L_\infty$-algebra twisted by $\alpha$ on the graded vector space $L$. In particular, if the given $L_\infty$-algebra $(L, l_1, l_2, \ldots)$ has $l_i = 0$, for $i = 1$ and $i > 3$, then the structure maps for the twisted $L_\infty$-algebra are given by

$$l'_1(x) = l_2(\alpha, x) - \frac{1}{2} l_3(\alpha, \alpha, x), \quad l'_2(x, y) = l_2(x, y) - l_3(\alpha, x, y)$$

and $l'_3(x, y, z) = l_3(x, y, z)$. 

$\square$ Springer
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