Segments-Based 3D ConvNet for Action Recognition
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Abstract. Learning to capture both long-range and short-range temporal information is crucial for action recognition task. Previous works utilize 3D ConvNets to capture short-range temporal dynamics in replacement of optical-flow which needs time-consuming extraction. However, dramatically increased parameters limit the capacity for modeling long-term interactions. In this paper, we propose Segments-based 3D ConvNet (S3D) to integrate both long-term and short-term temporal dynamics. Firstly, we utilize 3D ResNet without temporal downsampling to capture short-range video contents. Secondly, we integrate a sparse sampling strategy to model long-range temporal structure. Finally, experiments on UCF-101 and HMDB-51 datasets show the effectiveness of our S3D compared with corresponding 3D ConvNet.
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1. Introduction
Action recognition task has drawn a rising amount of attention during past few years [1−4], which has a wide range of applications, e.g., security and behavior analysis. Unlike still images, videos contain rich temporal dynamics besides visual appearance, which poses a great challenge for action recognition task. Traditional two-stream convolutional networks handle visual content and temporal dynamics separately with Spatial 2D ConvNets and Optical-flow ConvNets, which achieve significant advantage over traditional methods with hand-crafted features. However, extracting optical-flow can be time-consuming which is not suited to real-world applications.

Recently, 3D ConvNets have been proposed to learn spatio-temporal filters, which directly create hierarchical representations of spatio-temporal data [3, 4]. Additional kernel dimension leads to expensive computational cost, which limits its capacity for long-term temporal content modeling. With the observation that consecutive video frames are highly similar, we propose to sample short video clips from uniformly divided segments. The overall architecture of our proposed model is shown in figure 1. The unnormalized scores of each class of all clips are fused together with fusion function to obtain a final prediction. Our Segments-based 3D ConvNet (S3D) are capable of capturing long-range temporal structure with near-equal inference computation cost compared with original 3D ConvNets. Also, short-term temporal dynamics of each clip is well captured by 3D ConvNets compared with 2D ConvNets, which is beneficial for recognizing actions with fast motion patterns.

In summary, we propose Segments-based 3D ConvNets (S3D) to integrate both long-term and short-term temporal information. Firstly, we experiment with different kernel settings of temporal convolution to select best performing 3D ConvNet structure. Secondly, different fusion functions are
compared in our experiments on UCF-101 dataset. Finally, we achieve superior performance compared with corresponding 3D ConvNet on both UCF-101 and HMDB-51 datasets.

**Figure 1.** The overall architecture of our proposed S3D. The unnormalized scores of all clips sampled from uniformly divided segments are fused together to obtain a final prediction.

The remaining of the paper is organized as follows. In Section 2, some related works of action recognition with 2D ConvNets or 3D ConvNets will be introduced. Section 3 describes our proposed model S3D in detail. Experimental results are represented in Section 4.

2. Related Works

2.1. 2D ConvNets

2D Convolutional networks have shown inspiring success in image recognition [5-7] and object detection [9-11]. As for action recognition, several approaches have been proposed to leverage 2D ConvNets to model visual information within each individual video frame [12, 13]. Karpathy et al. [14] compared several 2D ConvNets for action recognition. However, motion patterns are ignored with simply average pooling all predictions. To capture the rich temporal dynamics of video, Ref. [1] introduced a second ConvNet stream, which takes optical-flow frames as input. The predictions of these two streams are fused together with mean pooling function. Moreover, instead of training ConvNets with a single frame or consecutive frames with fixed length, TSN is proposed to model long-range temporal structure with a sparse sampling strategy. It enables efficient learning using the entire videos of arbitrary length. We extend the sparse sampling strategy with 3D ConvNet to integrate short-term motion patterns.

2.2. 3D ConvNets

In contrast to modeling temporal dynamics with optical-flow which needs time-consuming extraction, 3D ConvNets learn spatio-temporal filters to directly extract spatio-temporal representations from videos. Tran et al. [3] firstly exploited 3D ConvNets (C3D) for large-scale supervised training datasets with a clip length of 16 frames as input. Ref. [15] further decompose 3D convolution with a novel “R(2+1)D” with less computation cost. It alternates between spatial and temporal convolutions across the network. However, without the benefits of ImageNet pretraining, these architectures are designed relatively shallow and needs to be trained from scratch. In order to solve this problem, I3D [4] is proposed to inflate the model weights of 2D ConvNets pretrained on ImageNet to initialize 3D ConvNets. It leverages successful ImageNet architecture designs and their parameters to accelerate training process and obtains considerable performance improvements. Moreover, based on the diverse characteristics of categorical semantics and motion, Feichtenhofer et al. Ref. [16] extended I3D with
SlowFast networks, which involve a Slow pathway for spatial semantics and a Fast pathway to capture motion patterns.

3. Our Method

Given a video, we need to its semantic action category based on visual semantics and video dynamics. Previous works normally utilize optical-flow or 3D ConvNets to capture short-term temporal correlations. However, videos can be arbitrary length with rich long-term temporal structure. Both long-term and short-term motion patterns are important for accurate prediction. To integrate both types of motion into video recognition, we propose to combine a sparse sampling strategy with 3D ConvNets to model long-range video contents.

3.1. Model Architecture

Formally, with an input video, we uniformly divide it into N segments \( \{G_1, G_2, \ldots, G_N\} \). For each segment \( G_i \), we randomly sample a video clip \( C_i \) of \( T \) frames with a temporal stride of \( M \) to model short-term temporal dynamics. In order to guarantee a valid sampling, each segment contains the start frame of each clip and there is more than \( T \times M \) frames after the last segments. Instead of time-consuming extraction of optical-flow, in all our experiments, we utilize 3D ResNet-50 as our feature extractor to obtain a compact spatio-temporal representation. The detailed structure of our used backbone is shown in Table 1. The kernel dimensions are represented as \( \{T \times S^2, c\} \) for temporal, spatial and channel sizes. Strides and output dims are denoted as \( \{T \times S^2\} \). The strides for stage res2-5 are the same as original 2D version with an additional temporal dimension of 1.

| Stage     | Kernel dims | Stride | Output dims |
|-----------|-------------|--------|-------------|
| Input     | \( k_1 \times 7^2, 64 \) | 1 x 2^2 | \( K \times 224^2 \) |
| conv1     | \( 1 \times 3^2, 64 \) | 1 x 2^2 | \( K \times 112^2 \) |
| pool1     | \( k_2 \times 1^2, 64 \) \[ \begin{bmatrix} k_2 \times 1^2, 64 \\ 1 \times 3^2, 64 \\ 1 \times 1^2, 256 \end{bmatrix} \] | 1 x 2^2 | \( K \times 56^2 \) |
| res2      | \( 1 \times 3^2, 128 \) \[ \begin{bmatrix} 1 \times 3^2, 128 \\ 1 \times 1^2, 512 \end{bmatrix} \] | \times 3 | \( K \times 56^2 \) |
| res3      | \( 1 \times 3^2, 256 \) \[ \begin{bmatrix} 1 \times 3^2, 256 \\ 1 \times 1^2, 1024 \end{bmatrix} \] | \times 4 | \( K \times 28^2 \) |
| res4      | \( 1 \times 3^2, 512 \) \[ \begin{bmatrix} 1 \times 3^2, 256 \\ 1 \times 1^2, 1024 \end{bmatrix} \] | \times 6 | \( K \times 14^2 \) |
| res5      | \( 1 \times 3^2, 1024 \) \[ \begin{bmatrix} k_5 \times 1^2, 512 \\ 1 \times 1^2, 2048 \end{bmatrix} \] | \times 3 | \( K \times 7 \) |
| Global average pooling | \( 1 \times 1^2 \) |  |  |

In order to benefit from ImageNet pretraining, we inflate model weights corresponding 2D ConvNets to initialize 3D ConvNets. Temporal downsampling is not included as for our short clip length \( STS \). In order to select the best kernel settings \( \{k_1, k_2, k_3, k_4, k_5\} \) of temporal convolutions, we use corresponding 3D ResNet-50 without sparse sampling to examine the effectiveness of capturing short-term temporal dynamics. The detailed experiment results are shown in Section 4.

The entire architecture follows the design of 2D ResNet-50 [8] with external temporal convolution dimensions. There is no temporal downsampling in our architecture which means that feature maps after res5 stage has a same temporal dimension with the input video clip. After global average pooling
along both temporal and spatial dimension, we can obtain an overall representation vector for each clip. With compact spatio-temporal features $V = \{v_1, v_2, ..., v_n\}$ for all clips, we fuse the unnormalized scores of all clips together to obtain the final prediction, which can be formulated as follows:

$$p_i = W_p v_i + b_p$$

$$p^* = \text{softmax}(F(p_1, ..., p_N))$$

where $F$ means fusion function, $p_i$ denotes the unnormalized scores of all classes for clip $i$, $p^*$ represents the final prediction and $W_p, b_p$ are trainable parameters. We explore different fusion functions for our S3D: max pooling, mean pooling and non-linear projection. The detailed comparison results are shown in Section 4.

3.2. Training Strategy

With the fusion function, our model can be trained in an end-to-end way. In our experiments, cross-entropy loss is utilized to measure the performance of our model, which can be denoted as:

$$L(y, p) = \sum_i y_i \log p_i$$

where $y_i$ means ground-truth label of the video and $p_i$ denotes the final prediction result. We adopt stochastic gradient descent (SGD) for all our experiments with a weight decay rate of 0.0001 and a momentum of 0.9. During training, we reshape the shorter side of the video to a random value in [256, 320] pixels and randomly crop $224 \times 224$ pixels from the video. Random flipping is also utilized to augment the dataset. When testing, we rescale the shorter side of the video to 256 pixel and take the center crop. As for the temporal axis, we uniformly sample $N$ clips from the video for the evaluation of our S3D and original 3D ConvNets for a fair comparison.

4. Experiments

4.1. Datasets and Experiment Details

We evaluate our model on UCF-101 [17]. UCF-101 dataset contains 13,320 videos belong to 101 action categories. Videos are well trimmed for action recognition.

In order to fairly compare our S3D and corresponding 3D ConvNet, we choose 3D ResNet-50 from Ref. [16] as their backbone. Considering the memory limits, we set the length of input clip $T$ to 8 and temporal downsampling is not performed to mitigate the detrimental effect. The sampling stride $M$ for UCF-101 is set to 4 or 1 for a more detailed and convincing comparison with 3D ConvNet. We set the number of segments $N$ to 4 and only RGB frames are used. We use pytorch [18] for all our experiments. The dropout ratio before last fully-connected layer is set to 0.5 and no batch normalization parameter is frozen during training.

4.2. Evaluation of Our S3D

In this subsection, we focus on the evaluation of our Segments-based 3D ConvNet. We firstly show the effect of different kernel settings of temporal convolutions for capturing short-term temporal dynamics. Then we study the effect of different fusion functions to obtain the final prediction. Finally, we compare our results of S3D with corresponding 3D ConvNet to show the effectiveness of the sparse sampling strategy to model long-term temporal structure.

(1) Different Settings of Kernels Sizes. In our experiments, due to the memory limit, the temporal length of each clip is only 8. Temporal downsampling is not performed to mitigate the negative effect. Also, in early stages of 3D ConvNet, there is little correlations within small receptive field when objects move fast. Using temporal convolutions with kernel size $>$1 is detrimental for the performance. The experiment results of different kernel settings of temporal convolutions are shown in table 2. The early layers are of small receptive fields. We test 4 different kernel settings of temporal convolutions to select the best model architecture. When testing, we only use the center crop of 4 uniformly sampled
clips for the experiments. We can see that there is a significant accuracy drop when set \( k_1 \) to 3 which verifies our assumption. We obtain best performance with the setting of \( \{1,1,1,3,3\} \) and we utilize this as the default setting for all other experiments.

**Table 2.** Experiment results of different kernel settings on UCF-101 dataset (split 1).

| \( \{k_1,k_2,k_3,k_4,k_5\} \)      | top-1 | top-5 |
|------------------------------------|-------|-------|
| \( \{3,3,3,3,3\} \)               | 78.4  | 93.7  |
| \( \{1,3,3,3,3\} \)               | 83.1  | 95.6  |
| \( \{1,1,3,3,3\} \)               | 83.7  | 95.3  |
| \( \{1,1,1,3,3\} \)               | 83.8  | 95.9  |

(2) Different Fusion Functions. In equation (2), we use fusion function \( F \) to aggregate unnormalized class scores of all clips to obtain the final prediction. Here we evaluate three candidates, max pooling, mean pooling and non-linear projection. The experiment results are summarized in table 3. We can see mean pooling achieves the best performance and we choose it as the default fusion function in the following experiments.

**Table 3.** Experiment results of different fusion functions on UCF-101 datasets (split 1).

| Fusion Function       | top-1 | top-5 |
|-----------------------|-------|-------|
| Max Pooling           | 80.3  | 93.9  |
| Mean Pooling          | 85.9  | 96.4  |
| Non-linear Projection | 82.3  | 95.0  |

4.3. Comparison with 3D ConvNet

To verify the effectiveness of our S3D compared with corresponding 3D ConvNet, we conduct experiments on UCF-101 dataset. To make a fair comparison, we uniformly sample N clips with center cropping and fuse the predictions of different clips with mean pooling for the evaluation of 3D ConvNet. As for our S3D, we fuse the unnormalized class scores with mean pooling to obtain the final prediction with the same input clips. The experiment results on UCF-101 dataset are shown in table 4.

We fix the length of input clip \( T \) to 8 due to memory limit. We experiment with temporal stride \( M = 1 \) or \( M = 4 \) and our S3D obtains consistent performance improvements compared with 3D ConvNet. Our S3D surpasses its counterpart by 2.1% when \( M = 4 \) and 3.8% when \( M = 1 \). We can see a performance drop when \( M = 1 \) for original 3D ConvNet. This is due to the visual redundancy within adjacent frames with small temporal stride. The short-term temporal information is more distinct with large temporal stride. However, we can benefit from large interval between each sampled clip with the integration of the sparse sampling strategy. To some extent, the long-term temporal structure alleviates the detrimental effect of small temporal stride. As a result, our S3D achieves a superior performance with \( M = 1 \) compared with \( M = 4 \) for both top-1 accuracy and top-5 accuracy.

**Table 4.** Experiment results of S3D and 3D ConvNet on UCF-101 dataset (split 1).

| Model        | \( T \) | \( M \) | top-1 | top-5 |
|--------------|---------|---------|-------|-------|
| 3D ConvNet   | 8       | 4       | 83.8  | 95.9  |
|              | 8       | 1       | 82.8  | 96.3  |
| Our S3D      | 8       | 4       | 85.9  | 96.4  |
|              | 8       | 1       | 86.6  | 96.8  |
4.4. Comparison with the State-of-the-Arts
In order to verify the effectiveness of our proposed S3D, we compare with two the state-of-the-art methods on UCF-101 dataset in table 5. To have a fair comparison, we report their results with only RGB modality. We achieve considerable performance improvements with a top-1 accuracy of 86.6.

Table 5. Results of comparison with the state-of-the-arts (RGB only) on UCF-101 dataset (split 1).

| Methods  | top-1 |
|----------|-------|
| C3D [3]  | 85.2  |
| TSN [2]  | 86.2  |
| Our S3D  | 86.6  |

5. Conclusion
In this paper, we propose a novel framework, Segments-based 3D ConvNet (S3D), to integrate both short-term and long-term temporal information for action recognition. We utilize 3D ConvNet to capture short-term temporal dynamics and experiment with different kernel settings of temporal convolutions. A sparse sampling approach is further integrated to model long-term video contents. The experiments on UCF-101 dataset verify the effectiveness of our S3D compared with original 3D ConvNet.
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