Estimation of domains of attraction in epidemiological models with constant removal rates of infected individuals
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Abstract. The spread of infections is commonly represented through the so-called Susceptible – Infectious – Recovered models (SIR). Treatment based on isolation of infected individuals is often applied to decrease the spread of certain diseases. Such situation is considered in the SIR model through a constant removal rate term. It has been shown that in such cases, the outcome of the disease spread may depend on the position of the initial states for certain range of the model parameters. The estimation of the domains of attraction of the equilibrium points may therefore be useful to understand the dynamic behavior of the infection spread as a function of the initial population distribution. In this contribution, a Lyapunov based approach to estimate the domain of attraction of the endemic steady state point in SIR models is proposed.

1. Introduction

Many models to study the dynamics of the spread of infectious diseases have been proposed so far to address particular aspects of epidemic and endemic dynamics. For a comprehensive survey on the subject, see [1]. Such models have been shown useful in other fields, for example in the study of the dynamics of virus [2], ideas [3] and rumors [4].

In particular, the SIR model has been intensively addressed, since it captures the essentials of epidemiological dynamics. The SIR model is conformed by the balance equations of Susceptible, Infected and Recovered individuals of a population. The model assumes “horizontal incidence”, meaning that susceptible individuals get infected through contact with infected individuals. The simplest model for incidence rate is homogeneous mixing, represented by a bilinear relation between susceptible and infected members.

Recovery of infected individuals may be due to a natural mechanism or through some treatment strategy. In order to model the isolation treatment strategy (quarantine) to combat disease spread in SIR models, an infected individual removal rate term is included in the equations.

For a bilinear incidence rate, the reduced SIR model is usually described by the following system of nonlinear differential equations [5]:

\[ \frac{dS}{dt} = A - dS - \lambda SI \]  \hspace{1cm} (1.a)

\[ \frac{dI}{dt} = \lambda SI - (d + \gamma)I - r \]  \hspace{1cm} (2.a)
being $S$ and $I$ the numbers of susceptible and infected individuals of a certain population respectively, $A$ the recruitment rate of the population, $d$ the natural rate of death of the population, $\gamma$ the natural recovery rate of the infected individuals and $\lambda$ the per capita contact rate. Parameter $r$ represents the capacity of treatment for infected individuals, which plays the role of a constant removal rate term.

It has been shown [5] that such a term has a significant effect on the resulting dynamics. While for $r=0$, system (1) presents globally stable equilibrium points (infection-free or endemic) [6], for $r > 0$, system (1) may present two coexisting equilibrium states (E1 and E2).

Consider the following parameterization $A = 4$, $d = 0.3$, $\gamma = 0.8$ and $\lambda = 0.3$, (see [5] for details). Figures 1 and 2 show the bifurcation diagrams of both equilibriums regarding parameter $r$ varying from 0.5 to 0.91. On figure 1, it can be seen that E1 is always a saddle node, since an eigenvalue remains real positive and the other real negative for increasing $r$. Equilibrium E2 presents a stable node to unstable node bifurcation (Hopf bifurcation), because the real part of both eigenvalues crosses the imaginary axes as $r$ increases, (see figure 2).

![Figure 1. Bifurcation diagram for E1](image1.png)

For a large enough removal rate ($r = 0.87$), E2 will remain unstable and the disease will become extinct in finite time (figure 3). For a lower removal rate ($r = 0.6$), equilibrium E2 will become locally asymptotically stable and the final situation of the population will depend on the initial state, meaning the initial distribution of infected and susceptible individuals (figure 4).

![Figure 2. Bifurcation diagram for E2](image2.png)
The set of initial states whose corresponding trajectories converge to an asymptotically stable equilibrium point as time increases is known as the “stability region” or “Domain of Attraction” (DA) of the equilibrium under study [7]. If the initial state lies within the DA(E2), the disease will evolve towards an endemic state. If the initial state is outside the DA(E2), the system will converge to a disease-free situation.

Some knowledge of the shape and size of such a region is considered valuable to understand the dynamic behavior of the infection spread. In this contribution, a Lyapunov-based approach to estimate the DA of the endemic steady state point in SIR models of type (1) is proposed.

The remaining part of the article is structured as follows. In section 2, the basics of the adopted Lyapunov-based technique is described. In section 3, the proposed technique is applied to the estimation of the DA of a particular instance of model (1) (figure 4). A section for conclusions and future work closes the article.

2. Determination of the DA

The problem of determination of DA for dynamical nonlinear systems has been largely addressed in literature due to the important theoretical and practical implications [7]. Among the many existing
approaches [8], a particularly important family of techniques is based on the Lyapunov stability theory. In the following, the fundamentals of the Lyapunov based method for DA determination will be outlined. For a rigorous and comprehensive treatment, see -for example- [7].

Consider the following autonomous nonlinear dynamic system:

$$\frac{dx}{dt} = f(x(t))$$

being the origin of the state space, $x = 0$, an asymptotically stable equilibrium point. The DA of the origin is defined by the set of initial conditions $x_0$, such that the trajectories initiated at $x_0$ (denoted by $x(x_0, t)$) converge to the origin as time increases:

$$DA(0) = \{ x_0 : x(x_0, t) \to 0 \text{ as } t \to \infty \}$$

Consider that a function $V(x)$ exists such that:

$$V(x) > 0 \text{ in } R(0) \quad \text{(4.a)}$$
$$\frac{dV(x)}{dt} < 0 \text{ in } R(0) \quad \text{(4.b)}$$

Equation (4a) means that $V(x)$ is positive definite in some region $R(0)$ around the origin and (4b) that the time derivative of $V(x)$ is negative definite in that region. Positive (negative) definition of a function in some region of the state space implies that the function is strictly positive (negative) in all $x \neq 0$ in $R(0)$ and 0 in $x = 0$. If (4a) and (4b) hold for system (2) then $V(x)$ is known as a Lyapunov function of (2) at the origin.

Let $V(x) = c$ be the level set of $V(x)$ at value $c$, this is, the projection on the state space of $V(x)$ at value $c$. Consider the region $S(0) = \{ x : V(x) - c \leq 0 \}$ is contained in $R(0)$:

$$S(0) \subset R(0)$$

then $S(0)$ belongs to the DA of the origin and can be considered an estimation of $DA(0)$. Clearly, the larger the $c$, the better the estimation of the DA.

The main result of the Lyapunov stability theory establishes that a quadratic-type Lyapunov function, $V(x) = x^TPx$, being $P$ a symmetric positive definite matrix, always exists for an asymptotically stable equilibrium point of a dynamic system. Therefore, an estimation of the corresponding DA can be always calculated through (5) (see [7] for details). However, the estimations based on quadratic Lyapunov functions are usually very conservative for meaningful analysis and better approaches are usually desired.

A particularly successful methodology is based on the so-called maximal Lyapunov functions. A powerful technique for the estimation of domains of attraction based on maximal Lyapunov functions has been proposed in [9]. In the remaining part of this section, the basics of such a technique will be outlined. The reader is referred to [9] for the details.

Consider the following maximal rational Lyapunov “candidate” for $n \geq 2$:

$$V(x) = \frac{N(x)}{D(x)} = \frac{\sum_i R_i(x)}{1 + \sum_{i,j} Q_{ij}(x)}$$

(6)
conformed by a numerator $N(x)$ and a denominator $D(x)$ and being $R_i(x)$ and $Q_i(x)$ homogeneous functions of degree $i$. Consider also the system of nonlinear equations:

$$\frac{dx}{dt} = f[x(t)] = \sum_{i=1}^{\infty} F_i(x)$$

(7)

being $F_i(x)$ homogeneous functions of degree $i$.

In order to ensure condition (4b), the time derivative of $V(x)$ is equated to a negative definite function. Consider $Q$ a positive definite matrix, then:

$$\frac{dV(x)}{dt} = \nabla^T V \frac{dx}{dt} = -x^T Q x$$

(8)

From (6) and (8) it follows that:

$$\left[ \left( I + \sum_{i=1}^{\infty} Q_i \right) \sum_{i=2}^{\infty} \sum_{j=1}^{\infty} F_i R_j - \left( \sum_{i=1}^{\infty} \nabla^T Q_i \right) \left( \sum_{j=1}^{\infty} R_j \right) \sum_{i=1}^{\infty} F_i \right] = -x^T Q x \left( I + \sum_{i=1}^{\infty} Q_i \right)$$

(9)

By considering the homogeneous function representation of $N(x)$, $D(x)$ and $f(x)$ (eqs (6) and (7)), equating the coefficients of the degrees until $n$ at both sides of (9) and minimizing the norm of the terms larger than $n$ by manipulating the coefficients of $R_i$ and $Q_i$, it can be proved [9] that the resulting $V(x)$ (6) is a Lyapunov function of (7).

Once a Lyapunov function is obtained by the above described procedure, an estimation $S(0)$ of $DA(0)$ can be calculated by finding the largest positive value of $c$ that verifies (5). Several strategies can be adopted for such a purpose ([9] and [10]). For the present contribution it is proposed the solution of the following optimization problem:

$$\max_{c \in \mathbb{X}} c$$

s.t. $\mathbb{X} \subset \{ P(x) - c \leq 0 \}$  \quad a)

$$\frac{dV(x)}{dt} \leq 0 \quad b)$$

$\mathbb{X}$ represents a set of discrete points contained in $S(0)$. For an initial $c$ ($c^0$) a grid of points ($\mathbb{X}^0$), which verifies (10a) is generated. Then, constraint (10b) is evaluated for each point of $\mathbb{X}^0$. If $dV(x)/dt \leq 0$ for all points of $\mathbb{X}^0$, $c$ is updated ($c^1$) and a new set of points ($\mathbb{X}^1$) is calculated. The algorithm proceeds until no feasible improvements on $c$ are possible regarding constraint (10b).

The described approach usually produces very good estimates of $DA(0)$ with respect to classic quadratic Lyapunov function, if $n$ is large enough due to the “blowing up effect” of $D(x)$ in (6).

3. Computational results

As can be appreciated from figure 4, the DA(E2) is an infinite region in the state space bounded by the stable manifold of equilibrium E1. By applying the procedure described in the previous section for $r = 0.6$, $n = 4$ and $x = [x_1, x_2] = [S, I]$, the following maximal Lyapunov function was attained:

$$V(x) = \frac{R_i(x) + R_i(x) + R_i(x)}{1 + Q_i(x) + Q_i(x)}$$

(11)

where:
By solving problem (10), a value of $c = 13$ is obtained for Lyapunov function (11). The corresponding level surface is shown in solid line in figure 5.

Figure 5. Level set $V(x) = 13, r = 0.60, E1: (10.21, 0.30); E2: (4.78, 1.78)$

It can be observed from figure 5 that a finite estimation $S(E2)$ of the infinite $DA(E2)$ was produced with the considered maximal Lyapunov function. Although the level set underestimates the real domain, it closely approximates the region near the stability boundary (the stable manifold of $E1$) in an important portion of the state space. Such information may be useful to decide if an endemic situation will arise depending on the initial distribution of the population for a certain infected individuals removal capacity: any initial condition of infected and susceptible individuals lying within $S(E2)$ will reach the endemic state in finite time.

Nothing can be concluded regarding the final state of the system if the initial condition lies outside $S(E2)$

4. Conclusions and future work

In this contribution, a maximal Lyapunov function approach has been applied to the estimation of the DA of a stable endemic equilibrium point of an epidemiological model with a constant removal rate of infected individuals. The estimated region $S(E2)$ approximates the actual $DA(E2)$ near its stability boundary, and it can be ensured that any initial state within $S(E2)$ will end up in an endemic situation.

Larger estimations of $DA(E2)$ can be produced by increasing the number of terms in the Lyapunov candidate (6).

The proposed technique can also be applied to other type of epidemiological models with complex dynamics, for example, those arising from incidence rate models ($f(I,S)$) different than the simple classic bilinear relationship to account for homogeneous mixing of the population assumed in (1): $f(I,S)=\lambda I S$. When homogeneous mixing is no longer a valid assumption due to the population structure, other nonlinear incidence rates should be considered. Such situations are usually associated...
to cooperation or community effects which might be better represented by incidence rates of the form \( f(I,S) = \lambda I^p S^q \) for \( p > 1 \) and \( q > 0 \).

In such cases, two or more asymptotically stable equilibrium points may coexist [6]. In such situations, the dominating steady state (infection-free or endemic) will depend on the initial distribution of individuals (susceptible, exposed and infected) in the population and estimations of the corresponding DA would be valuable to analyze the spread outcome of the disease.
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