Suppression of crosstalk in superconducting qubits using dynamical decoupling
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Currently available superconducting quantum processors with interconnected transmon qubits are noisy and prone to various errors. The errors can be attributed to sources such as open quantum system effects and spurious inter-qubit couplings (crosstalk). The ZZ-coupling between qubits in fixed frequency transmon architectures is always present and contributes to both coherent and incoherent crosstalk errors. Its suppression is therefore a key step towards enhancing the fidelity of quantum computation using transmons. Here we propose the use of dynamical decoupling to suppress the crosstalk, and demonstrate the success of this scheme through experiments performed on several IBM quantum cloud processors. In particular, we demonstrate improvements in quantum memory as well as the performance of single-qubit and two-qubit gate operations. We perform open quantum system simulations of the multi-qubit processors and find good agreement with the experimental results. We analyze the performance of the protocol based on a simple analytical model and elucidate the importance of the qubit drive frequency in interpreting the results. In particular, we demonstrate that the XY4 dynamical decoupling sequence loses its universality if the drive frequency is not much larger than the system-bath coupling strength. Our work demonstrates that dynamical decoupling is an effective and practical way to suppress crosstalk and open system effects, thus paving the way towards higher-fidelity logic gates in transmon-based quantum computers.

Introduction.—Quantum computing is currently at a stage where noisy gate-model devices with only a few dozens of qubits have enabled an exploration of various algorithms and quantum information protocols [1]. Among the leading implementations in this field are superconducting transmon qubits [2, 3], designed to have a suppressed sensitivity to charge noise and thus possessing a higher coherence and lifetime than most other superconducting qubit types [4]. Transmons have been used to demonstrate quantum information processing in a series of recent experiments [5–15].

In order to construct a large scale quantum computer (QC) capable of performing useful tasks it must be possible to both store and process quantum information with sufficiently low error rates so as to perform fault-tolerant quantum computation [16–18]. These requirements are affected by different types of errors which afflict quantum processors. Primary error sources are open quantum system effects resulting in decoherence, and spurious coupling between qubits, control lines, and readout apparatus, resulting in crosstalk. For fixed frequency transmon processors, the ZZ-coupling between any two neighboring qubits is always present and contributes to both coherent and incoherent errors, making the suppression of ZZ-crosstalk one of the most important challenges for such processors. Various schemes have been proposed and demonstrated toward this end, e.g., combining a capacitively shunted flux qubit and a transmon qubit with opposite-sign anharmonicity [19, 20]. For qubits coupled via tunable couplers, it is possible to adjust the coupler frequency such that the ZZ interactions from each coupler destructively interfere [21], or to detune neighboring qubits [22]. However, a simple and universal scheme for ZZ-crosstalk suppression based purely on transmons is still lacking. Here we propose and experimentally demonstrate such a scheme using three different 5-qubit IBM Quantum Experience (IBMQE) processors [23]. Our scheme is based on dynamical decoupling (DD) [24–27] — the simplest of all quantum error correction or suppression protocols [28].

We demonstrate that DD is highly effective at suppressing ZZ-crosstalk, while at the same time also suppressing unwanted system-bath interactions responsible for decoherence. Previous work on the use of DD to protect transmon qubit states did not separate these two different contributions to fidelity decay [29–31], and we show here that fidelity oscillations that were previously interpreted as a possible sign of a non-Markovian bath are in fact attributable to crosstalk. We demonstrate these results experimentally and numerically, and provide an analytical basis for the choice of the pertinent DD pulse sequences. We highlight the important role played by gate calibration procedures in interpreting the outcomes of our crosstalk suppression experiments. We then use our DD scheme to improve the performance of both single-qubit and two-qubit gate operations by suppressing the crosstalk originating from the spectator qubits.

Experimental results for state protection.—We consider Ramsey-like experiments, where we prepare an initial state, let it evolve, and then undo the state preparation. Our experiments were conducted on the ibmq_ourense (Ourense), ibmq_5_yorktown (Yorktown), and ibmq_lima
FIG. 1. Fidelity of the $|+\rangle$ state of the main qubit, for different spectator qubits' initial states $\{|0\rangle, |1\rangle, |+\rangle\}$, obtained experimentally [(a) and (b)] and by solving the Redfield master equation [(c) and (d)]. (a) Results for Ourense. The free evolution curves all exhibit oscillations with nearly equal periods but distinct amplitudes. These effects disappear under the application of the XY4 sequence just to the spectator qubits, leaving only a common fidelity decay. (b) Results for Yorktown. The free evolution curves range from monotonic to oscillatory. The differences disappear under DD applied to the spectator qubits, leaving only a common damped oscillation. Error bars denote 95% confidence intervals. (c) Redfield equation simulation results for a multi-qubit system with $\omega_d = \omega_{q1}$. (d) Simulation results for $\omega_d = \omega_{q1} - 2J$. All qualitative features observed in (a) and (b) are reproduced in (c) and (d), respectively. The crosstalk strength considering a two-qubit model is (c) $J/2\pi = 51.55$ KHz and (d) $J/2\pi = 52.63$ KHz, obtained by fitting the periods of (a) and (b).

In each case we selected one “main” qubit and consider the other four to be “spectator” qubits. We performed two types of experiments: free and DD-protected evolution.

In both cases the main qubit was initialized in the $|0\rangle$ state, then an $R_y(\pi/2)$ gate was applied to prepare it in the $|+\rangle = (|0\rangle + |1\rangle)/\sqrt{2}$ state (other initial states are discussed in Ref. [32, Sec. B]). All spectator qubits were initialized in the same state, which we varied. In the free evolution case we then applied a series of identity gates (separated by barriers) on all the qubits, followed by $R_y(-\pi/2)$ on the main qubit to undo the $|+\rangle$ state preparation. In the DD-protected case we applied the universal XY4 sequence [33–35] to all the spectator qubits, but only identity gates to the main qubit. The ideal XY4 sequence comprises repetitions of $Xf_xYf_xXf_yYf_y$, where $f_x$ denotes free evolution for a duration of $\tau$ (in our experiments $\tau = 71.1$ ns), and $X$ and $Y$ are instantaneous $\pi$ pulses about the $x$ and $y$ axes, respectively (in reality, the pulses have a finite duration; we spaced them without any delay, so $\tau$ is their peak-to-peak spacing). This was done primarily in order to decouple the ZZ-crosstalk term; it also suppresses undesired system-bath interactions, as explained below. After each gate sequence, we measured the fraction of 0 outcomes on the main qubit, $F^{(e)}_+(t)$, as the empirical fidelity measure (augmented by bootstrapping; see Ref. [32, Sec. A]), i.e., as a proxy for $F_+ \equiv \text{Tr}\{R_y(-\pi/2)E[R_y(\pi/2)|0\rangle\langle 0|R_y(-\pi/2)]R_y(\pi/2)\}$, where $E$ is the quantum map corresponding to either free or DD-protected evolution of the main qubit. Ideally $R_y(\pi/2)|0\rangle = |+\rangle$ and $E$ corresponds to the identity channel; in reality $R_y(\pi/2)$ prepares a slightly different state due to gate errors, and $E$ corresponds to a noisy channel.

Fig. 1 shows the results of the free evolution and DD-protected evolution experiments on Ourense (panel a) and Yorktown (panel b). We plot the empirical fidelity $F^{(e)}_+(t)$ of the $|+\rangle$ state of the main qubit for different spectator qubits’ initial states $\{|j\rangle\}_{j=0,1,+,+}$. The envelope of the DD-protected evolution decays more slowly than that of the free evolution, for both processors (see also Ref. [32, Sec. B]). A glance at the Ourense and Yorktown
results reveals striking differences for two identical sets of experiments. We explain below how these arise due to the different choice of qubit drive frequency for the two processors. Conversely, a striking qualitative similarity between the two is that the DD-protected evolution essentially erases the difference between the three different spectator initial states, whereas the differences are pronounced in the free evolution case.

Having confirmed that the DD protocol works as intended, we next provide a theoretical explanation for our findings. Additional confirmation of the efficacy and robustness of DD in suppressing crosstalk is provided in Ref. [32, Sec. B].

Model.—Consider for simplicity a system of just two nominally uncoupled qubits which, however, have an undesired and always on ZZ-coupling of strength $J \neq 0$, just like coupled transmons. The generalization to $n > 2$ qubits is straightforward and is considered in Ref. [32, Sec. C]. The effective Hamiltonian can be written as $H_S = -\frac{\omega_{q_1}}{2} Z_1 - \frac{\omega_{q_2}}{2} Z_2 + J ZZ$, where $\omega_{q_1}$ and $\omega_{q_2}$ are the qubit frequencies of the main and the spectator qubit respectively, where $Z_2 \equiv IZ \equiv I \otimes \sigma^z$, etc. The ZZ-coupling term dresses the qubit frequencies such that the frequency of the main qubit changes and depends on the state of the spectator qubit. Correspondingly, we define the eigenfrequencies of the main qubit by the spectral gap of $H_S$ after fixing the state of the spectator qubit to either $\ket{0}$, $\ket{1}$, or $\ket{+}$ (i.e., replacing the spectator qubit operators in $H_S$ by their expectation values $\{1, -1, 1\}$).

This yields, respectively, $\omega_{q_1}^0 = \omega_{q_1} - 2J$, $\omega_{q_2}^0 = \omega_{q_2} + 2J$, and $\omega_{q_2}^0 = \omega_{q_2}$, which is also the base frequency of the main qubit. In Ref. [32, Sec. D] we show that this conclusion is identical to one derived from a first-principles model of transmons as multi-level systems. We show below that these different eigenfrequencies explain the difference between the Ourense and Yorktown processors seen in Fig. 1.

In the open system settings, the total Hamiltonian can be written as $H = H_S + H_{SB}$, where we assume a general system-bath interaction $H_{SB} = \sum_{\alpha, \beta} g_{\alpha \beta}(x, y, z) g_{\alpha \beta}^\dagger \sigma^\alpha \otimes \sigma^\beta \otimes B_{\alpha \beta}$, where $\sigma^\alpha = I$, $g_{\alpha \beta} = g_{\alpha \beta}^*$ is the strength of the coupling to the bath, and $B_{\alpha \beta}$ are Hermitian bath operators.

Let us now move to a rotating frame defined by the number operator $\hat{N} = I - \frac{1}{2}(Z_1 + Z_2)$ for the main and spectator qubits. Ignoring the overall energy shift, we write the unitary transformation operator $U(t) = e^{i\omega_{q_1} N t}$, where $\omega_{q_1} \neq 0$ is the drive frequency, as $U(t) = e^{-i\omega_{q_1}(Z_1+Z_2)t/2}$. The rotating frame Hamiltonian $\tilde{H}(t) = U H U^\dagger + i \dot{U} U^\dagger$ becomes

$$\tilde{H}(t) = \sum_{i=1}^2 \Omega_i Z_i + J ZZ + \tilde{H}_{SB}(t), \quad \Omega_i \equiv \frac{\omega_{q_i} - \omega_{q_2}}{2} \quad (1)$$

where $\tilde{H}_{SB}(t) = \sum_{\alpha, \beta} g_{\alpha \beta} \left[ U(t) (\sigma^\alpha \otimes \sigma^\beta) U^\dagger(t) \right] \otimes B_{\alpha \beta}$. The free evolution unitary generated by the rotating frame Hamiltonian is $U_f(t_f, t_i) = T_+ \exp \left(-i \int_{t_i}^{t_f} dt \tilde{H}(t) \right)$, with $T_+$ denoting forward time-ordering.

Free evolution and extraction of the crosstalk frequency.—The choice of $\omega_{q_i}$ gives rise to different rotating frame Hamiltonians. Consider the rotating frames corresponding to the different eigenfrequencies mentioned above: $\omega_{q_1} \in \{\omega_{q_0}^0, \omega_{q_1}^1, \omega_{q_2}^1\}$. Let $\Delta = \omega_{q_1} - \omega_{q_2}$ denote the detuning between the two qubit frequencies, and $s \in \{0, 1, +\}$ (s for spectator) the rotating frame according to the choice of $\omega_{q_s}$. Up to a constant, the system-only Hamiltonians obtained from $\tilde{H}(t)$ [Eq. (1)] in the two frames that are experimentally realized in the IBMQ4 devices we used are

$$\tilde{H}_S^+ = -(\Delta + 2J)|01\rangle \langle 01| - 2J|10\rangle \langle 10| - \Delta|11\rangle \langle 11| \quad (2a)$$

$$\tilde{H}_D^0 = -\Delta|01\rangle \langle 01| + (4J - \Delta)|11\rangle \langle 11|. \quad (2b)$$

Let us furthermore assume a simple Markovian dephasing model, with a Lindbladian of the form $\dot{\rho} = -i[H_S, \rho] + \sum_s \gamma_s (L_s \rho L_s^\dagger - \frac{1}{2}[L_s^\dagger L_s, \rho])$, where the Lindblad operators are $\{L_1 = ZI, L_2 = IZ, L_3 = ZZ\}$. Let $\gamma = \gamma_1 + \gamma_s$. Using Eq. (2), under free evolution the probability $p_{s+}^+(t)$ of the main qubit’s final state being $\ket{+}$ if its initial state is $\ket{\pm}$ (i.e., $F_+$), is, for the three different initial states $\ket{s'} s' \in \{+, 0, 1\}$ of the spectator qubit (see Ref. [32, Sec. E]):

$$p_{s+}^+(t) = \frac{1}{2} \left(1 + e^{-2\gamma_t} \cos(2Jt)\right) \quad \forall s' \in \{+, 0, 1\} \quad (3a)$$

$$p_0^+(t) = \frac{1}{2} \left(1 + e^{-2\gamma_t} f_s(t)\right) \quad (3b)$$

$$f_s(t) = \cos^2(2Jt), \quad f_0(t) = 1, \quad f_1(t) = \cos(4Jt) \quad (3c)$$

In the $s = +$ frame we thus expect to observe damped fidelity oscillations with a period of $\tau^+ = 2\pi/2J$ for all spectator states, consistent with our data in Fig. 1(a). Likewise, in the $s = 0$ frame we expect no oscillations in the $\ket{0}$ case, but damped fidelity oscillations with a period of $\tau^0 = 2\pi/4J$ when the spectator qubit is prepared in the $\ket{1}$ or $\ket{+}$ states, consistent with Fig. 1(b).

The larger amplitude oscillations observed in Fig. 1(b) for the $\ket{1}$ case are also in agreement with Eq. (3c). We thus conclude that the Ourense and Yorktown main qubit drive frequencies are $\omega_{q_1}$ and $\omega_{q_2} - 2J$, respectively, i.e., the devices were calibrated with the spectator qubits in $\ket{+}$ and $\ket{0}$, respectively. Moreover, the oscillations predicted by Eq. (3) are entirely crosstalk-induced (they disappear when $J = 0$). Note that while Eq. (3a) incorrectly predicts equal amplitude oscillations for all three initial spectator states, this is remedied by including a lowering operator $|0\rangle \langle 1| as an additional Lindblad operator; however, this model fails to capture the observed ordering of the fidelity amplitudes (see Ref. [32, Sec. E]).

Suppression of ZZ-crosstalk and system-bath interactions using dynamical decoupling.—Having established that crosstalk (and not environmentally induced non-Markovian dynamics) suffices to explain the fidelity oscillations observed in our free evolution experiments, we
now analyze its suppression using DD. For simplicity, consider a DD sequence consisting purely of ideal (i.e., zero-width) $X$-pulses of the form $i\hat{i}\otimes e^{-i\hat{\tau}\hat{X}} = X_2$ (henceforth we ignore global phases) applied just to the spectator qubit. In the rotating frame, the time evolution at the end of one cycle of such a "pure-X" DD sequence with pulse interval $\tau$ is given by $\hat{U}_X(2\tau) = X_2\hat{U}_x(2\tau, \tau)X_2\hat{U}_x(\tau, 0)$. Using $U^A U^I = e^{i\hat{A}\hat{U}^I}$ (A arbitrary, $\hat{U}^I = I$), we may write $X_2\hat{U}_x(2\tau, \tau)X_2 = \mathcal{T}_+ \exp \left( -i \int_{\tau}^{2\tau} dt \, X_2 \hat{H}(t) X_2 \right)$. Using the Magnus expansion (see, e.g., Refs. [34, 36]) one can show that, to first order in $\tau$, this sequence cancels every term in $\hat{H}(t)$ that anticommutes with $X_2$. In $\hat{U}^\tau(2\tau) = H^\prime(2\tau) + O(\tau^2)$, where $H^\prime(2\tau) = \exp \left[ -i\tau(\omega_4 - \omega_0) Z_1 - i \int_{\tau}^{\tau} dt \hat{H}_{SB}(t) + X_2 \hat{H}_{SB}(t + 2\tau) X_2 \right]$. In the XY4 case, the integral also contains $Y_2\hat{H}_{SB}(t + 2\tau) Y_2 + Z_2\hat{H}_{SB}(t + 3\tau) Z_2$. As shown in Ref. [32, Sec. F], in both the pure-X and XY4 cases the integral always vanishes for the terms $Z_2$ and $ZZ$, as these terms anticommute with $X_2$ both in the lab frame and the rotating frame. I.e., it follows from the form of $U^\tau(2\tau)$ that the $ZZ$-crosstalk and the $Z_2$ and $ZZ$ bath-coupling terms are all suppressed to $O(\tau)$ by both the ideal pure-X and XY4 sequences. This explains the suppression of crosstalk observed in our experiments. The fact that in the $s = +$ frame $\omega_4 - \omega_0 = \omega_{\text{eig}}$ means that the $Z_1$ term in $U^\tau(2\tau)$ vanishes. This explains the absence of oscillations in the Ourense DD results [Fig. 1(a)]. Likewise, the $Z_1$ term in $U^\tau(2\tau)$ remains for the $s = 0$ frame, when $\omega_4 = \omega_{\text{eig}}$. This explains the remaining oscillations in the Yorktown DD results [Fig. 1(b)]. Moreover, the suppression of the $Z_2$ and $ZZ$ bath-coupling terms explains why the fidelity under DD is generally higher than for free evolution, as can be seen in Fig. 1 (see also Ref. [32, Sec. B]).

Now note that a term in $\hat{H}$ that anticommutes with $X_2$ (e.g, $YY$) may transform to a term in $\hat{H}(t)$ that does not; this causes many terms to not cancel to first order in $\tau$ under pure-X DD. As a consequence the $XY4$ sequence loses its exact universality in the rotating frame. This may adversely affect the performance of DD sequences which are designed for high-order cancellation [37, 38]. Since the pure-X sequence is shorter by a factor of 2, it is preferred in the present setting. We explain the reasons why the pure-X and XY4 sequences exhibit this non-standard behavior in Ref. [32, Secs. F-H], and discuss the conditions under which the universality of XY4 can be approximately recovered.

Numerical results.—The theoretical analysis above was oversimplified since it missed features such as the unequal decay rates associated with different initial spectator states [Eq. (3) predicts the same decay rate $\gamma$ for all three such states], and the fidelity amplitude ordering. Thus we now complement this analysis with a numerical study. We assume a system-bath interaction with linear coupling terms: $H_{SB} = \sum_{n=0}^{n=1} \sum_{\alpha \in \{x, y, z\}} g_{\alpha} \sigma^\alpha \otimes B_\alpha$, with all $n$ qubits independently coupled to Ohmic baths. We simulated the transmon system (modeled as qubits) via the Redfield master equation using the HOOQST package [39]. Our open system model is described in detail in Ref. [32, Sec. C].

Figure 1 reveals that our simulations are in close qualitative agreement with the experimental results. The $|+\rangle$ curve has the smallest amplitude in our experiments, which our simulations account for by setting $g_x > g_y > g_z$ (see Ref. [32, Sec. C]). I.e., we conclude from our simulations that dephasing dominates over the other noise channels. This is consistent with the data documented in Ref. [32, Sec. A], which shows that almost all spectator qubits have $T_2 < T_1$. Our simulations qualitatively reproduce the oscillation pattern of the free evolution of the $|+\rangle$ initial state in Fig. 1(b). This required accounting for all of the spectator quibits coupled to the main qubit (unlike in the phenomenological Lindblad model with only one spectator). Thus, a multi-qubit description of the system is needed to fully understand and characterize the crosstalk in these devices. For more details see Ref. [32, Sec. C].

DD for gate operations.—Having established the efficacy of DD in state preservation, we finally apply DD to counter crosstalk and decoherence-induced errors during gate operations; we call the resulting gates “DD-protected gates” (DDPGs) [36]. We focus on the CNOT gate (based on cross resonance (CR) [40, 41]) and present additional free vs single-qubit DDPG results in Ref. [32, Sec. B], which demonstrate a significant improvement, namely, a reduction of the fidelity decay rate by more than a factor of 2. Here we use ibmq_quto (quito), a five qubit IBMQ processor. We choose two qubits as control and target, which we prepare in the $|+, 0\rangle$ state, and the remaining three are the spectator qubits.

Crosstalk suppression in CNOT gates has previously been explored by dividing the CNOT gate into 4 CR pulses (along with single qubit gates) and applying an X pulse on all spectators after the second CR pulse [42, 43]. Here, we optimize error suppression in CNOT gates by exploring a wide range of pulse placements and DD sequences. We find that the DDPG solution depicted in Fig. 2(a) significantly improves performance, as evidenced in Fig. 2(b)(c). More specifically, we apply an odd number of CNOT gates, then perform quantum state tomography (QST) and compute the fidelity with respect to the expected Bell state $(|00\rangle + |11\rangle)/\sqrt{2}$. We then compare to gates integrating different types of DD sequences including $XY4$ (XYXY), palindromic $XY4$ (XYXYXYXY) and the 4th order Uhrig DD sequence (UD4) [38] on the spectator qubits. Figures 2(b) and (c), respectively, show QST results and the fidelity with and without DD. Clearly, incorporation of $XY4$ yields a notable improvement in CNOT performance, as a function of the number of consecutive CNOT gates. The results for palindromic $XY4$ and UD4 are statistically indistinguishable from $XY4$ (see Ref. [32, Sec. B]).

Conclusions.—We have formulated and experimentally implemented a simple, effective DD scheme to suppress
FIG. 2. (a) Optimized pulse and DD sequence placement in the CR-based CNOT gate. D0-D4 denote drive channels for qubits Q0-Q4. U3 represents CR pulses acting on Q1 at the Q3 frequency. The control and target qubits are Q1 and Q3, respectively; the rest are the spectator qubits. We apply the XY4 (or palindromic XY4 or UDD4) sequence to Q0 and Q2, and the pure-X sequence to Q4, with pulses placed in gaps between the CR pulses. Note that one X gate in the DD sequence applied to Q0 and Q2 has been replaced by the pre-existing X gate on Q1. VZ denotes the virtual Z gate. (b) QST results after applying 15 (top) and 19 (bottom) CNOT gates. Left: without DD. Right: with XY4. Clearly, the XY4 results are significantly closer to the expected Bell state, i.e., equal corner peaks of 0.25. (c) Fidelity of Bell state preparation after a repeated odd number of up to 29 CNOT gates, averaged over 5 separate runs with the spectator qubits initialized in |0⟩ (we checked and found the effect of different initial spectator states to be insignificant). Error bars represent 95% confidence intervals. CNOT fidelity< 1 at 0 gates is due to preparation and measurement errors. CNOT with DD takes longer than without DD since to avoid overlap we inserted delays to accommodate the two pure-X sequences on D4. The fidelity with DD is statistically significantly higher than fidelity without DD for all DD sequences we tried after ∼ 3 µs, or ∼ 9 consecutive CNOT gates.

ZZ-crosstalk in a multi-qubit transmon processor, that unlike other approaches [19–21] does not require any hardware redesign. The same scheme also suppresses interactions with the ambient bath, resulting in a significant improvement in quantum memory and gate performance. By removing crosstalk, it becomes possible to achieve higher quantum logic gate fidelities and approach the requirements for fault tolerant quantum computation. We thus expect DD to play a significant role in various quantum algorithms in the NISQ era.
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Supplementary Material

Appendix A: Data collection and analysis methodology

The IBMQE devices used in this work are Ourense, Yorktown, Lima, and Quito, whose layout is shown schematically in Fig. 3. Figure 1 of the main text uses qubit 1 (Q1) of Ourense and qubit 3 (Q3) of Yorktown as the main qubit. Figure 2 of the main text uses qubit 1 (Q1) and qubit 3 (Q3) as the control and target qubits of the Quito processor, respectively. For Fig. 6 below, we used Q1 of Lima and Q3 of Yorktown. All four devices are 5-qubit processors consisting of superconducting transmon qubits. Various calibration details and hardware specifications relevant to the qubits and gates used in this work are provided in Table I and Table II. Ourense and Yorktown data was acquired on 1/18/21 and 1/19/21, respectively. Quito data for Fig. 2 of the main text was acquired on 11/30/2021.

For each dataset in Fig. 1 of the main text, we generated a series of circuits (one for each point on the corresponding curve), all of which were sent to the processor together in one job. We ensured that for each plot, all the jobs (corresponding to various curves) were sent consecutively and within the same calibration cycle in order to avoid charge-noise dependent fluctuations and variations in key features over different calibration cycles. We
generated 70 points on each curve (note that we show only half of these points to avoid overcrowding) and thus the number of circuits sent in one job was 70 (the maximum allowed number is 75) and each circuit was repeated 8192 times. The qubits were measured in the Z basis and counts for both measurement outcomes (0/1) were recorded in “dictionaries”. We define the empirical fidelity as the number of favorable measurement outcomes (of 0) to the total number of experiments (8192). Error bars were then generated using the standard bootstrapping procedure, where we resample (with replacement) counts out of the experimental counts dictionary and create several new dictionaries. The final fidelity and error bars are obtained by calculating the mean and standard deviations over the fidelities of these new resampled dictionaries. Using 10 such resampled dictionaries of the counts was enough to give sufficiently small error bars. We report the final fidelity with 2σ error bars, corresponding to 95% confidence intervals.

In Fig. 1 of the main text all the single qubit gates—including the X and Y gates which are part of the DD sequences—are decomposed in terms of two sx ($\sqrt{\sigma^x}$) gates and and three virtual rz($\lambda$) = exp$(-i\sigma^z\lambda/2)$ gates. The latter are error-free and take zero time, as they correspond to frame updates.

For Fig. 2 of the main text, we chose two main qubits, i.e., a control and target qubit, leaving the remaining three qubits as spectators. We used Q1 and Q3 of Quito as the control and target qubits, such that two spectators are coupled to the control qubit and only one spectator is coupled to the target [see Fig. 3(b)]. We first applied a $R_y(\pi/2)$ gate to the control qubit, thus preparing the two main qubits in the state $|+, 0\rangle$. We then applied a series of CNOT gates (control to target) and performed QST after every odd number of CNOT gates. The expected state is then the Bell state $(|00\rangle + |11\rangle)/\sqrt{2}$. An example of a QST measurement is shown in Fig. 4 where we show the measured density matrix after applying a single CNOT gate and after applying 7 CNOT gates. We then repeated the same experiment with DD incorporated into the circuits and present the comparison between the two cases in Fig. 2(b) of the main text. We explored different types of DD sequences for the spectator qubits coupled to both the control qubit and target qubit (Sec. B b). In Fig. 2(b) of the main text, all the DD pulses used consist of only one x ($\sigma^x$) gate and two virtual rz($\lambda$) gates. Since both sx and x gates are available as calibrated backend gates on the IBMQE processors and are of equal length (35.556 ns), using x instead of sx gates as a basis gate for DD pulses in Fig. 2(b) of the main text enables fitting more DD pulses in parallel to the CNOT gates.

| Processor | Ourense | Yorktown | Yorktown | Lima |
|-----------|---------|----------|----------|------|
| Date accessed | 01/18/2021 | 01/19/2021 | 07/07/2021 | 06/30/2021 |
| Q0 | Qubit freq. (GHz) | 4.8203 | 5.2823 | 5.2823 | 5.0298 |
| | $T_1$ (µs) | 117.7 | 38.0 | 54.7 | 125.9 |
| | $T_2$ (µs) | 79.4 | 23.1 | 22.6 | 134.0 |
| | sx gate error [10^{-2}] | 0.0310 | 0.1371 | 0.0204 | 0.0304 |
| | sx gate length (ns) | 35.556 | 35.556 | 35.556 | 35.556 |
| | readout error [10^{-2}] | 1.60 | 2.92 | 10.99 | 2.48 |
| Q1 | Qubit freq. (GHz) | 4.8902 | 5.2476 | 5.2475 | 5.1276 |
| | $T_1$ (µs) | 96.3 | 52.4 | 64.5 | 79.0 |
| | $T_2$ (µs) | 29.6 | 23.2 | 27.4 | 140.3 |
| | sx gate error [10^{-2}] | 0.0368 | 0.1563 | 0.0954 | 0.0205 |
| | sx gate length (ns) | 35.556 | 35.556 | 35.556 | 35.556 |
| | readout error [10^{-2}] | 3.35 | 3.00 | 33.7 | 1.83 |
| Q2 | Qubit freq. (GHz) | 4.7166 | 5.0335 | 5.0334 | 5.2474 |
| | $T_1$ (µs) | 117.1 | 63.1 | 70.3 | 135.1 |
| | $T_2$ (µs) | 114.5 | 87.6 | 36.9 | 174.0 |
| | sx gate error [10^{-2}] | 0.0668 | 0.0464 | 0.0522 | 0.0500 |
| | sx gate length (ns) | 35.556 | 35.556 | 35.556 | 35.556 |
| | readout error [10^{-2}] | 1.76 | 7.68 | 9.72 | 1.55 |
| Q3 | Qubit freq. (GHz) | 4.7891 | 5.2923 | 5.2920 | 5.3034 |
| | $T_1$ (µs) | 138.4 | 59.3 | 60.0 | 74.9 |
| | $T_2$ (µs) | 160.7 | 43.8 | 28.2 | 48.0 |
| | sx gate error [10^{-2}] | 0.0374 | 0.0388 | 0.0537 | 0.0599 |
| | sx gate length (ns) | 35.556 | 35.556 | 35.556 | 35.556 |
| | readout error [10^{-2}] | 3.48 | 5.54 | 3.03 | 10.21 |
| Q4 | Qubit freq. (GHz) | 5.0288 | 5.0785 | 5.0784 | 5.092 |
| | $T_1$ (µs) | 110.2 | 47.0 | 56.7 | 21.1 |
| | $T_2$ (µs) | 33.8 | 32.0 | 39.3 | 22.0 |
| | sx gate error [10^{-2}] | 0.0495 | 0.0703 | 0.0592 | 0.0802 |
| | sx gate length (ns) | 35.556 | 35.556 | 35.556 | 35.556 |
| | readout error [10^{-2}] | 1.69 | 2.94 | 5.34 | 5.37 |

TABLE I. Specifications of the Ourense, Yorktown, and Lima devices along with the access dates of our experiments. The sx ($\sqrt{\sigma^x}$) gate forms the basis of all the single qubit gates and any single qubit gate of the form $U3(\theta, \phi, \lambda)$ is composed of two sx and three rz($\lambda$) = exp$(-i\sigma^z\lambda/2)$ gates (which are error-free and take zero time, as they correspond to frame updates).
FIG. 4. Quantum state tomography measurements after applying 1 CNOT gate [(a) and (b)] and 7 CNOT gates [(c) and (d)] on the $|+,0\rangle$ state of the control and target qubit. The fidelity with the ideal Bell state $(|00\rangle + |11\rangle)/\sqrt{2}$ is 0.845 after 1 CNOT gate and 0.761 after 7 CNOT gates. Data acquired on 11/30/2021.

Appendix B: Additional experimental results

a. State protection experiments

In Fig. 5 we present the same results as in Fig. 1 of the main text, but averaged over all three spectator qubit initial states for each of the two IBMQE processors. This shows clearly that the envelope of the DD-protected evolution decays more slowly than that of the free evolution, in both cases. This figure also highlights the quantitative match between our numerical model and the experimental results.

In Fig. 6 we present results for the Yorktown and Lima processors, for the main qubit initial states $|\pm\rangle$, and for the spectator qubit states $\{|0\rangle, |1\rangle, |+\rangle\}$. These results are for free evolution and DD-protected evolution under the pure-X sequence (denoted XX in the figure). In addition, we compare the XY4 and pure-X sequences, by showing their fidelity differences. It is clear that the Lima processor is calibrated similarly to Yorktown, i.e., with the spectator qubits in the $|0\rangle$ state. In all cases the pure-X sequence removes the differences between the spectator initial states, as can be seen by the near overlap of the three XX curves in each subfigure (for $t > 10 \mu s$, small differences appear under DD). For both processors the fidelity differences between the XY4 and pure-X sequences are negligible for sufficiently short times; the difference is more noticeable for the Lima processor, where at longer times XY4 appears to be somewhat better (though it is hard to be certain since the advantage might have returned to pure-X had we been able to collect data for even longer times). We attribute this to stronger relaxation compared to dephasing on the Lima spectator qubits relative to the other processors; this is explained in more detail in Sec. F.

b. Single-qubit gates experiments

In our single-qubit gate experiments, we chose Q1 of Quito as the main qubit and generated a series of circuits consisting of random sequences of gates of varying length, where each of the gates is taken from the set $G = \{R_x(\pm \pi/8), R_y(\pm \pi/4), R_y(\pm \pi/8), R_y(\pm \pi/4)\}$ of 8 single qubit gates, where $R_{x/y}(\theta)$ represents a rotation about the $x/y$-axis by an angle $\theta$. We performed quantum state tomography (QST) to construct the density matrix at the end of each of the circuits. This involved repeating the same experiment thrice, measuring each time in a different Pauli basis. The results for each basis were again given as counts. We compared the density matrix thus obtained with the expected state to calculate the fidelity as a function of time or number of gates. We used the bootstrap method by resampling with replacement over the number of counts, as discussed above, to create the resampled density matrix and thus an average fidelity for each of the circuits. In the DD-protected gates (DDPGs) case, a DD sequence (XY4) was simultaneously applied to all the spectator qubits, in parallel with the gates we applied to the main qubit. The DD pulses occupy only the gap between each of the gates on main qubit; see the circuit diagram in Fig. 7.

For the results shown in Fig. 8, we first prepare the main qubit in the $|+\rangle$ state, and apply the above sequences of random gates with identity operations (or delay) between any two consecutive gates, such that the distance between the center of any two consecutive gates is twice the total duration of the gates (see Fig. 7). We choose the same random circuit and repeat it for three different initial states of the spectator qubits: $\{|0\rangle, |1\rangle, |+\rangle\}$. We repeat the whole experiment 100 times, with each run having its own random sequence of gates, with and without DD on the spectators. Figure 8 shows the result of averaging over three spectator qubits states and 100 experimental runs (each with a different random gate sequence). We observe a clear and statistically significant improvement in fidelity for the DDPGs case. In particular, the exponential decay rate decreases by more than a factor of 2, from $(0.0172 \pm 0.0007) \text{MHz}$ without DD, to $(0.0081 \pm 0.0002) \text{MHz}$ with DD.

c. Two-qubit gates experiments

We elaborate on the DD-protected CNOT gate results reported in the main text. Recall that we initialized the control and target qubits in the $|+,0\rangle$ state, followed by an odd number of applications of the CNOT gate. Ideally this should return the Bell state $(|00\rangle + |11\rangle)/\sqrt{2}$ each
time. We tried different combinations of DD sequences on the spectator qubits coupled to both the control qubit and target qubit, which we now refer to as control spectators and target spectators. We found that the effect of the DD pulses depends on whether they are applied to the control or target spectators. The Quito CNOT gate is based on the “echo cross-resonance” (CR) gate [45], which consists of two CR pulses on the control qubit, two rotary pulses on the target qubit [46], and several single qubit gates. We found that applying DD pulses to the target spectators during the rotary pulses causes the fidelity to drop, whereas applying DD pulses to the control spectators during the CR pulses improves fidelity. The former is unsurprising, since the rotary pulses can be interpreted as being part of the DD sequence, and in this sense another overlapping DD pulse on another qubit can have an adverse effect. We therefore picked a DD sequence where the target spectator DD pulses are always separated from the target qubit pulses. We also avoided any simultaneous single qubit gates (e.g., $XX$) on the spectator qubits and the control or target qubit; as shown in Fig. 9(a) and (b), we integrated single-qubit pulses which are inherently part of the CNOT gate into the DD sequence. The reason is that $XX$ commutes with the $ZZ$ cross-talk we set out to suppress.

Given all the constraints on avoiding overlap, we are limited to only simple DD sequences on the target spectator qubit (indicated by D4 in Fig. 9). We added an additional delay before each CNOT gate to accommodate a pure-X sequence on D4 at the beginning and between the two CR rotary pulses, avoiding any direct overlap. This gave the best results for any DD sequence we tried on the target spectator. We explored different DD sequences for the control spectator qubit D0. These include two repetitions of $XY4$ ($XYXY$), one repetition of palindromic $XY4$ ($YXYXXXXY$; a sequence known to result in theory in higher order suppression than $XY4$ [36, 47]) and one repetition of the 4th order Uhrig DD sequence (UDD4), consisting of four $X$ pulses with non-uniform intervals (also known to yield higher order suppression in theory than $XY4$ [38]). Figure 9 complements Fig. 2(a) in the main text and shows the pulse schedule diagram of preparation of the control qubit in the $|+\rangle$ state, followed by a single CNOT gate with palindromic $XY4$ (a) and UDD4 (b) applied to the control spectators (D0 and D2), and two instances of pure-X applied to the target spectator qubit (D4).

In Figs. 10(a) and 10(b), we present the fidelity results as a function of the number of CNOT gates, as obtained with different DD sequences on the control spectator (always with two instances of pure-X applied to the target spectator qubit). This complements Fig. 2(c) of the main text, which shows the same as a function of total time elapsed. For all of the DD sequences presented here we observe a statistically significant fidelity improvement over the no DD case, that grows with the number of applied CNOT gates [Figs. 10(a) and 10(b)], as well as with the actual elapsed time [Fig. 10(c)]. The different DD sequences ($XY4$, palindromic $XY4$, and UDD4) applied to Q0 and Q2 do not have a statistically significant effect.

To test the robustness of our DD scheme in enhancing the CNOT gate performance, we repeated the two-qubit experiments over four different calibration cycles of Quito (which usually takes place every 24 hours), and plot the averaged results from 46 different experimental runs in Figs. 10(b) and 10(c). The effect of both coherent and incoherent noise channels changes gradually over a period of several hours, and with each new calibration cycle the fidelity of both the single and two qubit gates changes. After averaging over four different calibration cycles over a period of a week, Figs. 10(b) and 10(c) still show a significant improvement for our DD-protected CNOT gates, with the additional desirable effect of removing the fidelity oscillations present in the no DD (standard CNOT) case. This additional data strengthens our conclusion that DD provides a signifi-
FIG. 6. Experimental results for different initial states \(|\pm\rangle = (|0\rangle \pm |1\rangle)/\sqrt{2}\), \(|\pm i\rangle = (|0\rangle \pm i|1\rangle)/\sqrt{2}\) of the main qubit. The spectator qubit states are \(|0\rangle, |1\rangle, |+\rangle\), as denoted in the legend. XY4-XX denotes the fidelity difference between the XY4 and XX sequences. (a) Yorktown results averaged over 5 runs. Data acquired on 7/7/21. (b) Lima results averaged over 4 runs. Data acquired on 6/30/21.

Appendix C: Open quantum system model

Here we describe the noise model used and the procedure to numerically simulate the open system dynamics. We consider a system of \(n\) coupled qubits with...
only the linear system-bath interaction given by $H_{SB} = \sum_{i=0}^{n-1} \sum_{\alpha \in \{x,y,z\}} \frac{g_{i\alpha}}{\beta} \sigma_{i\alpha} \otimes B_{\alpha}$ where $\sigma_{i\alpha}$ and $B_{\alpha}$ represents the system and bath coupling operators and $g_{i\alpha}$ are coupling strengths. In our simulations, we included the main qubit and all the spectator qubits which are directly coupled to the main qubit. Therefore, our simulations of the Ourense device included four qubits (see Fig. 3), where Q1 is the main qubit, coupled to three spectator qubits; and similarly, we included only three qubits in the Yorktown simulations, where Q3 is the main qubit. The system Hamiltonian in this case is given by:

$$H_S = -\sum_{i=0}^{n-1} \frac{\omega_{Z_i}}{2} Z_i + \sum_{j>i=0}^{n-1} J_{ij} Z_i Z_j .$$

We again move to a rotating frame defined by the number operator $N$ given by

$$\hat{N} = \sum_{i_0, \ldots, i_{n-1} \in \{0,1\}} (i_0 + \cdots + i_{n-1}) |i_0 \cdots i_{n-1} \rangle \langle i_0 \cdots i_{n-1}| ,$$

and solve the Redfield (or TCL2) master equation [39, 48] for the rotated system Hamiltonian. Introducing a superindex \{m\} instead of \{i\}, we define the standard bath correlation function:

$$C_{mn}(t - \tau) = g_{mn} g_n \text{Tr} \{ U_B(t - \tau) B_m U_B^\dagger(t - \tau) B_n \rho_B \} ,$$

where $U_B(t) = e^{-iH_B t}$ is the unitary operator generated by the pure-bath Hamiltonian $H_B$, and the reference state $\rho_B$ is the Gibbs state of $H_B$:

$$\rho_B = e^{-\beta H_B} / \text{Tr} (e^{-\beta H_B}) ,$$

where $\beta = 1/T$ is the inverse temperature. Assuming the bath operators $B_m$ and $B_n$ are uncorrelated, i.e.,

$$C_{mn}(t) = C_{nm}(t) = \delta_{mn} C_n(t) ,$$

the Redfield equation is

$$\frac{\partial \rho_S}{\partial t} = -i [H_S, \rho_S] + \mathcal{L}(\rho_S) ,$$

where $\mathcal{L}$ is the Redfield Liouvillian

$$\mathcal{L}(\rho_S) = -\sum_m [A_m, \Lambda_m(t) \rho_S(t)] + \text{h.c.} ,$$

and

$$\Lambda_m(t) = \int_0^t C_m(t - \tau) U_S(t, \tau) A_m U_S^\dagger(t, \tau) d\tau ,$$

where $U_S(t) = e^{-iH_S t}$ is the unitary operator generated by the system Hamiltonian $H_S$. Note that the $A_m$ used in our simulations are the coupling operators defined in the rotating frame of the number operator $\hat{N}$ [Eq. (C2)].

We choose the bath to be Ohmic, which means that the noise spectrum,

$$\gamma_m(\omega) = \int_{-\infty}^{\infty} C_m(\tau) e^{i\omega \tau} d\tau ,$$

has the following form

$$\gamma_m(\omega) = 2\pi \eta f_m^2 \frac{\omega e^{-|\omega|/\omega_m}}{1 - e^{-\omega/\omega_m}} ,$$

where $\omega_m = 2\pi f_m$ is the cutoff frequency for bath operator $B_m$, and $\eta$ is a positive constant with dimensions of time squared that arises in the specification of the Ohmic spectral function.

We work in units such that $\hbar = 1$ and assume the bath temperature $T = 20$ mK. For all the simulations shown
in Figs. 1(c) and (d) of the main text, we used
\[
\eta = 10^{-4} \text{ GHz}^{-2}, \quad f_m = 2 \text{ GHz} \forall m \tag{C10a}
\]
\[
g_{i,\sigma^z} = 0.1175 \text{ GHz} \tag{C10b}
\]
\[
g_{i,\sigma^\pm} = \begin{cases} \frac{1}{2} g_{i,\sigma^z} & (\text{Ourense}) \\ \frac{3}{4} g_{i,\sigma^z} & (\text{Yorktown}) \end{cases} \forall i. \tag{C10c}
\]

For the Ourense device, the \( J_{ij} \) are provided in the IBM-QE device backend information [49] and take the following values:
\[
J_{01} = 25.48 \text{ KHz}, \quad J_{12} = 18.24 \text{ KHz}, \quad J_{13} = 8.77 \text{ KHz}. \tag{C11}
\]
The \( J_{ij} \) are not provided for the Yorktown device; therefore we assume that all the non-zero \( J_{ij} \) are equal and we extract \( J_{ij} = 24.27 \text{ KHz} \) by tuning it to match the oscillations in Fig. 1(b) of the main text.

Finally, we remark that the values of the bath parameters reported here are chosen to provide a qualitative agreement with the experimental data. A more rigorous optimization scheme to fit the bath parameters in order to obtain a quantitative match between theory and simulations with multi-qubit systems will be the subject of a future publication.

We use the open system model described here to obtain Fig. 1(c) and Fig. 1(d) of the main text. Figure 1(c) shows the simulation results for the \( s = + \text{ frame} \). The effect of the bath is to induce an overall exponential decay envelope due to dephasing, as already suggested by Eq. (3a) of the main text. When DD is applied to the spectator qubit, the ZZ-induced oscillations are entirely suppressed, independently of the initial state of the spectator qubit, as in the experimental data in Fig. 1(a) of the main text. Additionally, the DD sequence can be seen to suppress the coupling of the spectator qubit to the bath, in the sense that the maximum amplitude for the \( |1\rangle \) and \( |+\rangle \) spectator qubit states (at 10\( \mu \text{s} \)) is lower in the free evolution case than in the DD case. The small but noticeable difference between the DD-protected curves is due to the fact that the DD sequence only generates first order suppression.

Figure 1(d) shows the simulation results for the \( s = 0 \) frame. As already expected from Eq. (3) of the main text, the oscillation period for the free evolution cases with the spectator qubit prepared in the \( |1\rangle \) or \( |+\rangle \) states is \( 2\pi/4J \approx 5\mu s \), while the \( |0\rangle \) case exhibits no oscillations. These results are entirely consistent with the experimental data in Fig. 1(b) of the main text. In the presence of DD pulses applied to the spectator qubit the three cases again collapse onto a single curve. However, this time oscillations persist with a frequency of \( 2J \). As we discuss in the main text, these are due to the presence of the uncanceled \( Z_1 \) term in \( U'(2\tau) \), with \( \omega_1 = \omega_{q1} - 2J \). Crucially, despite the dependence on \( J \), this is a single-qubit effect, and the goal of suppressing an unwanted two-qubit term that would interfere with proper two-qubit gate operation has been accomplished. Similar comments as in the \( s = + \text{ frame} \) apply to the effect of DD on suppressing the effect of coupling to the bath; the envelope amplitude of the \( |1\rangle \) and \( |+\rangle \) cases is higher in the presence of DD. The \( |0\rangle \) case is not helped by DD, since in this case there is no relaxation of the spectator qubit.

**Appendix D: Circuit model description of ZZ coupling and its implications on rotating frame analysis**

In practice, transmons are not perfect two-level systems but anharmonic oscillators consisting of multiple levels. Here we show how ZZ coupling arises in the multi-level model of coupled transmons, and verify its implications on free evolution, which was discussed in the main text based on a simplified model of two-level systems.

The energy level diagram in the lab frame of two capacitively coupled transmons with an always-on coupling strength \( g \) is shown in Fig. 11 [41]. Because of the coupling \( g \), levels \( |1, 0\rangle \) and \( |0, 1\rangle \) are replicated and form the dashed lines representing the eigenstates \( |\uparrow, 0\rangle \) and \( |0, \uparrow\rangle \) with energies \( E_{\uparrow, 0} = \omega_{q1} + g^2/\Delta \) and \( E_{0, \uparrow} = \omega_{q2} - g^2/\Delta \) where \( \Delta = \omega_{q1} - \omega_{q2} \) and we have assumed \( g/\Delta \ll 1 \). Therefore, the main qubit eigenfrequency when the spec-
FIG. 9. Pulse schedule diagram for the two-qubit experimental circuit, consisting of state preparation on drive channel D1 corresponding to qubit 1 (Q1) by applying an $R_y(\pi/2)$, followed by a CNOT gate between Q1 and Q3 (control and target, respectively). The CNOT gate consists of two single qubit gates on Q1 (D1) and a single qubit gate on Q3 (D3), two CR pulses on Q1 (D1) at the frequency of Q4 (here shown on a separate channel U3 but actually acting on the drive channel D1 corresponding to Q1), and two rotary pulses on Q3 (D3). The DD sequence used on target spectator qubit Q4 (D4) consists of two instances of pure-X DD before the first rotary pulse and in between the two CR pulses. The DD sequence on the control and spectator qubits Q0 (D0) and Q2 (D2) consists of two repetitions of XY4 (XYXY) in Fig. 2(a) of the main text, one repetition of palindromic XY4 in (a), and one repetition of UDD4 in (b). Note that one $X$ gate in each of the sequences applied to D0 and D2 was replaced by the $X$ gate on D1. These diagrams are obtained using schedule.draw() feature of qiskit [44].

The main qubit eigenfrequency when the spectator qubit is in $|0\rangle$ is:

$$\omega_{0_{\text{eig}}} = E_{|0\rangle} - E_{|0\rangle} = \omega_{q1} + g_2^2 \Delta.$$  (D1)

Similarly, $|1,1\rangle$ is pushed downward by $|2,0\rangle$ and upward by $|0,2\rangle$. Therefore, we have:

$$E_{|1,1\rangle} = \omega_{q1} + \omega_{q2} - \frac{2g_2^2}{\Delta - \eta} + \frac{2g_2^2}{\Delta + \eta},$$  (D2)

where we have assumed that $\eta_{q1} = \eta_{q2} = \eta$. Thus, the main qubit eigenfrequency when the spectator qubit is in $|1\rangle$ is:

$$\omega_{1_{\text{eig}}} = E_{|1,1\rangle} - E_{|1,1\rangle} = \omega_{q1} - \frac{2g_2^2}{\Delta - \eta} + \frac{2g_2^2}{\Delta + \eta}.$$  (D3a)

$$= \omega_{q1} - \frac{2g_2^2}{\Delta - \eta} + \frac{2g_2^2}{\Delta + \eta}.$$  (D3b)

Now the ZZ coupling strength can be defined as [41]:

$$2J = \omega_{zz} = \frac{\omega_{1_{\text{eig}}} - \omega_{0_{\text{eig}}}}{2} = \frac{g_2^2}{\Delta - \eta} - \frac{g_2^2}{\Delta + \eta}. $$  (D4a)

Using Eqs. (D1) and (D3b), we can also define the eigenfrequency of the main qubit when the spectator qubit is in $|+\rangle$ and is given as

$$\omega_{0_{\text{eig}}} = \frac{\omega_{0_{\text{eig}}} + \omega_{1_{\text{eig}}}}{2} = \omega_{q1} + \frac{g_2^2}{\Delta - \eta} - \frac{g_2^2}{\Delta + \eta}.$$  (D5a)

Note that unlike the two-level system case discussed in the main text, this eigenfrequency ($\tilde{\omega}_{q1}$) is not same as the bare qubit frequency $\omega_{q1}$, and this is one sense in which the two-level system model is oversimplified. We now choose the drive frequency as $\omega_d = \tilde{\omega}_{q1}$ and move into a rotating frame about the number operator $\hat{N} = \sum_{k,l}(k + l)|k,l\rangle\langle k,l|$. With this choice, the eigenfrequencies of the main qubit for the spectator qubit in $|0\rangle$ and $|1\rangle$ are, respectively:

$$\tilde{\omega}_{q1}^0 = \omega_{0_{\text{eig}}} - \omega_d = -\omega_{zz}$$  (D6a)

$$\tilde{\omega}_{q1}^1 = \omega_{1_{\text{eig}}} - \omega_d = \omega_{zz}.$$  (D6b)

Therefore, in the $s = +$ frame, we have oscillations with frequency $\omega_{zz} = 2J$ irrespective of the state of the spectator qubit, which is exactly what we showed in the main text for the simplified two-level system model. We can similarly verify the results for the $s = 0$ and $s = 1$ frames.
FIG. 10. Fidelity of standard and DD-protected CNOT gates, for different DD sequences. (a) This plot complements Fig. 2(c) in the main text, which shows the result as a function of actual time elapsed. The fidelity is shown here as a function of time, as in Fig. 2(c) in the main text. For (b) and (c) data was acquired over a period of four different calibration cycles from 01/18/2022 to 01/22/2022. (b) Same as (a), but averaged over the four different calibration cycles. (c) Same as (b), showing instead the fidelity as a function of time, as in Fig. 2(c) in the main text. Data was acquired on 11/30/2021. For (b) and (c) data was acquired over a period of four different calibration cycles from 01/18/2022 to 01/22/2022. (b) Same as (a), but averaged over the four different calibration cycles. (c) Same as (b), showing instead the fidelity as a function of time, as in Fig. 2(c) in the main text.

FIG. 11. Energy level diagram of two coupled transmons with qubit frequencies \( \omega_{q_1} \) and \( \omega_{q_2} \) and anharmonicities \( \eta_{q_1} \) and \( \eta_{q_2} \), coupled linearly with strength \( g \). The solid lines represent the bare energy levels and dashed lines represent the eigenlevels. \( |k,l⟩ \) represents levels \( k \) and \( l \) in the main and spectator transmons, respectively. Only 6 levels of the infinite-dimensional Hilbert space formed by both transmons are shown.

Appendix E: Analysis of free evolution under dephasing in the \( s = + \) and \( s = 0 \) frames

All the calculations reported in this section are supported by a Mathematica package https://www.dropbox.com/s/e/ajsac2xjhj405op/free-evolution-calcs.nb?dl=0, which can be used to reproduce and test all the claims made below.

Consider the phenomenological Lindbladian

\[
\mathcal{L}^s = -i[\hat{H}_s^g, \cdot] + \sum_\alpha \gamma_\alpha (L_\alpha \cdot L_\alpha - \frac{1}{2} (L_\alpha^\dagger L_\alpha, \cdot)) \tag{E1a}
\]

\[
L_1 = ZI, \quad L_2 = IZ, \quad L_3 = ZZ \tag{E1b}
\]

specified in the main text, along with the Hamiltonians \( \hat{H}_s^g \) given in Eq. (2) for the rotating frames \( s = + \) and \( s = 0 \). The solution of

\[
\dot{\rho} = \mathcal{L}^s \rho \tag{E2}
\]

is the joint density matrix \( \rho(t) \) of the main and spectator qubits. We are interested in the main qubit state \( \rho_{+s'}^+(t) = \text{Tr}_{\text{spec}}[\rho(t)] \), where the partial trace is over the spectator qubit, given the initial state \( \rho(0) = |+s'⟩⟨+s' | \), with \( s' \in \{+, 0, 1\} \) denoting the three spectator qubit initial states.

Since the Lindbladian \( \mathcal{L}^s \) involves only diagonal operators, solving Eq. (E2) is straightforward. Letting \( \gamma = \gamma_1 + \gamma_3 \), we find, for the Hamiltonian [Eq. (2b)]:

\[
\rho_{+1}^+(t) = \frac{1}{2} \begin{pmatrix}
1 & e^{-2\gamma t} \cos(2Jt) \\
e^{-2\gamma t} \cos(2Jt) & 1
\end{pmatrix} \tag{E3a}
\]

\[
\rho_{-1}^+(t) = \frac{1}{2} \begin{pmatrix}
1 & e^{-2\gamma t} e^{2iJt} \\
e^{-2\gamma t} e^{-2iJt} & 1
\end{pmatrix} = (\rho_{+1}^+(t))^* \tag{E3b}
\]
and for the Hamiltonian [Eq. (2a)]:

\[
\rho_{++}^0(t) = \frac{1}{2} \left( e^{\frac{1}{2} \left( e^{-2\gamma t} + e^{-4iJt} \right)} + e^{\frac{1}{2} \left( e^{-2\gamma t} - e^{-4iJt} \right)} \right) \text{ (E4a)}
\]

\[
\rho_{+0}^0(t) = \frac{1}{2} \left( e^{-2\gamma t} + 1 \right) \text{ (E4b)}
\]

\[
\rho_{+1}^0(t) = \frac{1}{2} \left( e^{-2\gamma t} e^{-4iJt} + 1 \right) \text{ (E4c)}
\]

We are interested in the probability of the main qubit remaining in the \(|+\rangle\) state, which is given by

\[
p_{+s'}^+(t) = \langle + | \rho_{+s'}^+(t) | + \rangle \text{ (E5)}
\]

Computing this quantity from Eqs. (E3) and (E4) directly yields Eq. (3) from the main text.

Focusing on the \(s = +\) case, we have also solved variations on Eq. (E1) with additional Lindblad operators. Specifically, when including \(|L_4 = XI, L_5 = IX, L_6 = XX\rangle\) in addition to \(|L_1, L_2, L_3\rangle\), with corresponding rates \(\{\gamma_4, \gamma_5, \gamma_6\}\), we find:

\[
p_{+s'}^+(t) = \frac{1}{2} \left[ 1 + e^{-2(\gamma_1 + \gamma_2 + \gamma_4 + \gamma_5)t} \times \right] \text{ (E6a)}
\]

\[
\left( \sin(2J_{x} t) + \frac{\gamma_4 + \gamma_5}{2J_{x}} \sin(2J_{x} t) \right) \forall s' \in \{+0, 1\}
\]

\[
2J_{x} = \sqrt{4J^2 - (\gamma_4 + \gamma_5)^2} \text{ (E6b)}
\]

When, instead, we include \(|L_7 = YI, L_8 = IY, L_9 = YY\rangle\) in addition to \(|L_1, L_2, L_3\rangle\), with corresponding rates \(\{\gamma_7, \gamma_8, \gamma_9\}\) (setting \(\gamma_4 = \gamma_5 = \gamma_6 = 0\)), we find:

\[
p_{+s'}^+(t) = \frac{1}{2} \left[ 1 + e^{-2(\gamma_1 + \gamma_2 + \gamma_7 + \gamma_8)t} \times \right] \text{ (E7a)}
\]

\[
\left( \sin(2J_{y} t) + \frac{\gamma_8 - \gamma_7}{2J_{y}} \sin(2J_{y} t) \right) \forall s' \in \{+0, 1\}
\]

\[
2J_{y} = \sqrt{4J^2 - (\gamma_8 - \gamma_7)^2} \text{ (E7b)}
\]

Note that the \(YY\) rate appears in the overall decay rate \(\gamma_9\) in Eq. (E7a)], but the \(XX\) decay rate does not \(\gamma_6\) is absent in Eq. (E6a)]. Also, note that the oscillation frequency in both models is modified by the single-qubit \(X\) or \(Y\) rates, and is no longer simply \(2J\), but rather \(2J_{x}\) or \(2J_{y}\).

However, since neither Eq. (E6a) nor Eq. (E7a) depends on \(s'\), neither one of these two models correctly predicts the different amplitudes observed for the three different initial spectator states in Fig. 1(a) of the main text, so they do not appear to correctly describe the open system dynamics. If, instead we introduce spontaneous emission by including the lowering operator \(\sigma^{-} = |0\rangle \langle 1|\) via the Lindblad operators \(\{L_{10} = \sigma^{-} \otimes I, L_{11} = I \otimes \sigma^{-}, L_{12} = \sigma^{-} \otimes \sigma^{-}\}\) (setting \(\gamma_i = 0\) \(\forall i = 4\)), we find that the symmetry between the different initial spectator states is broken:

\[
p_{++}^+(t) = \frac{1}{2} \left( 1 + \cos(2Jt) e^{-2(\gamma_1 + \gamma_2 + \gamma_{10})t} \right) \text{ (E8a)}
\]

\[
p_{+0}^+(t) = \frac{1}{2} \left( 1 + e^{-t(\gamma_1 + \gamma_2 + \gamma_{10})t} \times \right) \text{ (E8b)}
\]

\[
\left[ \frac{(8J^2 e^{-\gamma_{10}t/2} + \gamma_d(\gamma_11 + \gamma_12 e^{-\gamma_{10}t/2})}{(8J^2 + \gamma_d^2)} \sin(2Jt) \right]
\]

\[
+ \frac{16J\gamma_{11}(1 + e^{-\gamma_{10}t/2})}{(8J^2 + \gamma_d^2)} \text{ (E8c)}
\]

\[
p_{++}^+(t) = \frac{1}{2} + \frac{1}{8J^2 + \gamma_d^2} e^{-t(\gamma_1 + \gamma_2 + \gamma_{10})t} \times \text{ (E8d)}
\]

\[
\left[ \frac{(1 + e^{-\gamma_{10}t/2}) (\frac{1}{4} \cos(2Jt)(8J^2 + 4\sin(2Jt)J_{11})) + \frac{1}{4} \cos(2Jt)\gamma_d (\gamma_{12} e^{-\gamma_{10}t/2} + 4\gamma_{11} + \gamma_{12})}{\gamma_d \equiv 2\gamma_{11} + \gamma_{12}} \right]
\]

The oscillation frequency is, for all three initial conditions, again equal to \(2J\). We illustrate the prediction of this model in Fig. 12. For all parameter values we tried, we always find that the ordering of the fidelity oscillation amplitudes is correct for the \(s' = 0\) and \(s' = 1\) states, i.e., \(s' = 0\) has the larger amplitude. However, the \(s' = +\) amplitude is always intermediate between the other two, whereas in our experiments this initial state has the lowest amplitude. For this reason we conclude that the present model is also ultimately inadequate, which we attribute to the fact that in reality more than one spectator qubit is directly coupled to the main qubit (see Fig. 3). Our full numerical model, which includes all such spectator qubits, does predict the correct ordering.

We note that in our numerical simulations the lowering operator arises naturally as a consequence of the KMS condition, which at the simulated device temperature of 20 mK (much smaller than the gap to the first excited state \(|1\rangle\) of around 5 GHz) strongly favors thermal relaxation to the transmon ground state \(|0\rangle\).

Appendix F: Detailed analysis of DD in the rotating frame

All the calculations reported in this section are supported by a Mathematica package \https://www.dropbox.com/s/6h6ziqjror8ym76a/dd-calcas.nb?dl=0\], which can be used to reproduce and test all the claims made below.

Let us first write \(U(t) = e^{-i\omega t(Z_I + Z_{II})/2} = U_{Z}(t) \otimes U_{Z}(t)\), where \(U_{Z}(t) = e^{-\frac{i}{2}\omega Z t}\). Then the system-only
the following parameter values: $J = 0.3, \gamma_1 = 0.01, \gamma_3 = 0.0025, \gamma_{10} = \gamma_1 = 0.12 = 0.01$ (all in dimensionless units, as is $t$). The ordering of fidelity oscillation amplitudes is preserved for all parameter values we tried for this dephasing plus spontaneous emission model. Compare to Fig. 1(a) and (c) of the main text.
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**FIG. 12.** The fidelity expressions given in Eq. (E8) for the following parameter values:

1. The evolution operator is $\tilde{\mathcal{U}}(t) = U(t) \otimes \tilde{\mathcal{U}}_2(t)$. (F1)

2. The terms in the exponent of $\tilde{\mathcal{U}}(2t) = \exp \left[ -i\tau(\omega_3 - \omega_q)Z_1 \right] - i \int_0^\tau dt \tilde{H}_{SB}(t) - i \int_0^{2\tau} dt \tilde{X}_1\tilde{H}_{SB}(t)X_2 \right]$, (F7)

we thus have:

$$-i \int_0^\tau dt \tilde{H}_{SB}(t) - i \int_0^{2\tau} dt \tilde{X}_1\tilde{H}_{SB}(t)X_2 \right]$$

$$= -i \int_0^{2\tau} dt \sigma^\alpha(t) \otimes G^\beta(t) \otimes B_{\alpha\beta} \right]$$

where $G^\beta(t) = \begin{cases} \sigma^\beta(t) & \text{for } t \in [0, \tau] \\ \sigma^{2\beta}(t) & \text{for } t \in [\tau, 2\tau] \end{cases}$

Using Eq. (F6a), the two integrals in Eq. (F8a) cancel for the $(\alpha, \beta) = (0, z)$ and $(\alpha, \beta) = (z, z)$ cases:

$$\int_0^{2\tau} dt \sigma^0(t) \otimes G^z(t) = \int_0^{2\tau} dt Z_2 - \int_0^{2\tau} dt Z_2 = 0$$

$$\int_0^{2\tau} dt \sigma^z(t) \otimes G^z(t) = \int_0^{2\tau} dt ZZ - \int_0^{2\tau} dt ZZ = 0$$

For $\omega_d = 0$ we recover the standard DD sequence properties in the Schrödinger frame, so the pure-X DD sequence also eliminates the $\beta = y, z$ cases. For $\omega_d \neq 0$, consider first the $(\alpha, \beta) = (x, z)$ case. In this case we need to calculate

$$I^{xz} = \int_0^{2\tau} dt \sigma^x(t) \otimes \sigma^z(t) + \int_0^{2\tau} dt \sigma^x(t) \otimes \sigma^{2z}(t) \right]$$

Changing variables and using Eq. (F6c), we can rewrite this as:

$$I^{xz} = \int_0^{2\tau} dt [\sigma^x(t) \otimes \sigma^z - \sigma^z(t + \tau) \otimes \sigma^z] \right]$$

which in general is nonzero. However, using Eq. (F6a) we see that this vanishes when $\tau = 2\pi/\omega_d$. In fact, in this case each term integrates to 0 individually, so the DD sequence is not strictly necessary to cancel $XZ$ at fine-tuned intervals.

Next, consider the $(\alpha, \beta) = (z, y)$ case. In this case we need to calculate

$$I^{yz} = \int_0^{2\tau} dt \sigma^y(t) \otimes \sigma^z(t) + \int_0^{2\tau} dt \sigma^z(t) \otimes \sigma^y(t) \right]$$

Again changing variables and using Eq. (F6c), we can rewrite this as

$$I^{yz} = \int_0^{2\tau} dt \sigma^z \otimes [\sigma^y(t) + \sigma^y(t + \tau)] \right]$$

Gathering
Using Eq. (F6b), we see that the integral vanishes provided \( \tau = 2\pi/\omega_d \); again, the terms also integrate to 0 individually.

Similarly, we find by explicit calculation (not shown) that:

- The pairs
  \[ (\alpha, \beta), (\beta, \alpha) \in \{(0, x), (0, y), (x, z), (y, z)\} \]  
  (F15)
cancel for pulse intervals \( \tau \) that are integer multiples of \( 2\pi/\omega_d \) both with and without the pure-X DD sequence.

- The remaining cases
  \[ (\alpha, \beta) \in \{(0, 0), (x, x), (x, y), (y, x), (y, y), (z, 0)\} \]  
  (F16)
never perfectly cancel (the \( (0, 0) \) case is the pure-bath term).

In other words, \( \omega_d \) determines the pulse interval \( \tau \) that leads to additional suppression of terms in \( \tilde{H}_{SB}(t) \). Namely, the following set of terms also cancels to first order in \( \tau \) that is an integer multiple of \( 2\pi/\omega_d \):

\[ \{X_1, X_2, Y_1, Y_2, XZ, ZX, YZ, ZY\} \]  
(F17)

In general these terms, when integrated, scale as \( g_{\alpha \beta}/\omega_d \) and so there is also approximate cancellation in the limit \( \omega_d \gg g_{\alpha \beta} \). The remaining terms, \( \{Z_1, XX, XY, YX, YY\} \) do not perfectly cancel for any value of \( \omega_d \), nor do they have the \( g_{\alpha \beta}/\omega_d \) scaling (they contain a leading term proportional to \( \tau \)) and hence are not suppressed even to first order in \( \tau \). Unfortunately, we were unable to test the effect of fine-tuning \( \tau \) experimentally, since it requires a very precise knowledge of the drive frequency, which appears to be difficult to obtain even with access to OpenPulse [50]. In any case we are deep in the limit \( \omega_d \gg g_{\alpha \beta} \) \( \omega_d \approx 5 \text{ GHz} \) and \( g_{\alpha \beta} \approx 0.1 \text{ GHz} \), where we have estimated \( \omega_d \) via the two-qubit model which gives either \( \omega_d = \omega_q \) or \( \omega_d = \omega_q \pm 2J \); we also have \( \omega_q \approx 5 \text{ GHz} \) from Table I and \( J/2\pi \approx 50 \text{ KHz} \) from fitting our simulations to the experimental data, and so we expect approximate cancellation regardless of \( \tau \).

The same reasoning and calculations apply when the DD sequence is replaced by ideal Y pulses instead of \( X \), with identical results if \( \omega_d \) is not fine-tuned. When ideal Z pulses are used instead, they do not cancel the \( (\alpha, \beta) = (0, z) \) and \( (\alpha, \beta) = (z, z) \) cases, since then the pulses commute with the \( IZ \) and \( ZZ \) interactions. I.e., \( Z \) pulses act just like the identity operation on these interactions.

The XY4 sequence \( Xf_xYf_yXf_xYf_y \) is equivalent to \( (Xf_xX)(Zf_yZ)(Yf_yY)(I f_\tau I) \). To first order in the pulse interval \( \tau \), in the lab frame the XY4 sequence can thus be represented as \( \exp[-i\tau(H + XHX + YHY + ZHZ)] \), but in the rotating frame we must break this up into a sum over four integrals, similar to Eq. (F8a), and we end up with

\[ \int_0^\tau dt[\tilde{H}_{SB}(t) + X_2\tilde{H}_{SB}(t + \tau) + Y_2\tilde{H}_{SB}(t + 2\tau) + Z_2\tilde{H}_{SB}(t + 3\tau)]Z_2 \]  
as mentioned in the main text. Combining all this, we see that when \( \omega_d \neq 0 \) it is not fine-tuned its effect is identical to that of a pure-X or pure-Y DD sequence, in the sense of exact cancellation. If, on the other hand, we choose pulse intervals \( \tau \) that are integer multiples of \( 2\pi/\omega_d \) then the pure-X list of suppressed terms [Eq. (F17)] grows in the XY4 case to include everything except \( ZI \) and \( II \), of course.

Regarding approximate cancellation, now almost all the integrals scale as \( g_{\alpha \beta}/\omega_d \) (including for \( \{XX, XY, YX, YY\} \) where the terms that scale like \( \tau \) exactly cancel, unlike in the pure-X case) and so there is also suppression of all terms except \( ZI \) and \( II \) in the limit \( \omega_d \gg g_{\alpha \beta} \). This is the sense in which the XY4 sequence retains approximate universality.

Since using the XY4 sequence when \( \omega_d \neq 0 \) (except fine-tuned values such as \( \omega_d = 2\pi/\tau \) or large values \( \omega_d \gg g \)) does not lead to additional cancellations in the rotating frame of terms that anticommute with \( Y \) and \( Z \), using the pure-X DD sequence is preferred to XY4 in this case, as the former is shorter by a factor of two. However, as we performed our experiment in the fast drive \( (\omega_d \gg g) \) limit, we expect XY4 to perform better when these couplings are present. Indeed, we see pure-X and XY4 sequences perform similarly on most processors but XY4 performs somewhat better on Lima, where relaxation of spectator qubits (likely indicating stronger \( \{XX, XY, YX, YY\} \)-type couplings to the bath) is significant. This is consistent with the relatively short \( T_1 \) time (compared to \( T_2 \)) seen for the Lima processor in Table I; all other processors have \( T_1 > T_2 \) for all their qubits, with one exception (Q2 of Yorktown on 1/19/2021).

Of course, when \( \omega_d = 0 \), i.e., when DD is performed in the lab frame, the XY4 sequence is the usual universal decoupling sequence that cancels all terms involving \( X \), \( Y \), or \( Z \) on the qubit that the pulses are being applied to, while the pure-X sequence only cancels the \( Y \) and \( Z \) terms.

Finally, note that applying the DD sequence to the main qubit has the identical effect except for switching the suppressed \( Z_2 \) system-bath coupling term to \( Z_1 \). Applying the DD sequence to both qubits does not suppress the crosstalk since \( [XX, ZZ] = 0 \).

Appendix G: Explanation of the non-standard behavior of the pure-X and XY4 sequences in the rotating frame

The analysis of DD sequences is usually carried out in the “toggling frame”, i.e., the interaction picture defined by the time-dependent Hamiltonian that generates the pulses (see, e.g., Refs. [36, 51]). This is done for mathematical convenience, and we perform such an analysis in Sec. H to complement and complete the discussion of DD performance. In this work we chose a different interaction picture motivated by the physics of transmon-based
QCs, namely that defined by the uncoupled Hamiltonian $H_0 = -\frac{1}{2} \sum_i Z_i$, rotating at the frequency $\omega_d$, which we identified with the main qubit eigenfrequency. In this frame all operators that do not commute with $H_0$ acquire a time dependence, and their rotation frequency is given by $\omega_d$ [as in Eq. (F6)]. Below we explain the reason for this frame choice. First, let us note that it is this time dependence that prevents the cancelation of terms that would ordinarily cancel under the pure-X or XY4 sequences. For example, both $I^{xz}$ [Eq. (F12)] and $I^{xy}$ [Eq. (F14)] would ordinarily cancel, since the Pauli operators acting on the spectator qubit in $H_{SB}$ are $Z$ and $Y$, respectively, which anticommute with the $X$-type DD pulses addressed at this qubit. However, in the $I^{xz}$ case, the previously static $X$ operator on the main qubit now has a time dependence, and likewise in the $I^{xy}$ case the previously static $Y$ operator on the spectator qubit now has a time dependence, which appears in $H_{SB}$. This prevents cancellation, except when the time-dependent operators return to the origin, i.e., when $\tau \omega_d$ is an integer multiple of $2\pi$ (we call this “fine-tuning $\tau$”). In this case the integral of each of the time-dependent operators vanishes independently, as mentioned in Sec. F. Similarly, when $\omega_d$ is large compared to $g_{\alpha\beta}$ and $1/\tau$, the operators rapidly oscillate and so approximately cancel under the rotating wave approximation.

Let us now explain the reason for the particular frame choice we have made. Consider a single qubit subject to gates or pulses. In the lab frame the Hamiltonian is

$$H_{lab}(t) = -\frac{1}{2} \omega_q Z + \varepsilon(t) \sin(\omega_d t + \phi) X,$$

where $\omega_d$ is the drive frequency and $\varepsilon(t)$ is the pulse envelope. If we transform into a frame defined by $U_z(t) = e^{-\frac{i}{2} \omega_d t Z}$, then in this rotating frame the Hamiltonian becomes:

$$H_{t\ell}(t) = -\frac{1}{2} (\omega_q - \omega_d) Z + \varepsilon(t) \sin(\omega_d t + \phi) [\cos(\omega_d t) X + \sin(\omega_d t) Y]$$

$$\approx \frac{1}{2} (\omega_q - \omega_d) Z + \frac{1}{2} \varepsilon(t) [\sin(\phi) X + \cos(\phi) Y],$$

where in Eq. (G2b) we made the rotating wave approximation (discarding terms with a frequency of $\pm 2\omega_d$).

In an analysis of DD that starts from first principles, such as is common in the nuclear magnetic resonance literature (see, e.g., Ref. [52]), one assumes that the drive frequency is resonant with the qubit frequency, i.e., $\omega_d = \omega_q$. Choosing the phase $\phi$ as $\pi/2$ or 0 generates an $X$ or $Y$ pulse, respectively, provided one also chooses the pulse width $\delta$ appropriately, i.e., such that $\int_0^\delta \varepsilon(t) dt = \pi$. One can then realize either a pure-$X$ or an XY4 sequence described by static pulses. Thus, in writing an expression such as $X f_r Y f_s X f_r Y f_s$ describing the XY4 sequence, one has implicitly assumed a transformation to the frame defined by $U_Z(t)$, along with the resonance condition.

The situation is slightly more complicated in the presence of a second (spectator) qubit, since the latter can shift the eigenfrequency of the first (main) qubit. This is precisely what happens in the presence of crosstalk, as we saw in the main text. If $\omega_d$ is not exactly equal to the main qubit’s eigenfrequency $\omega'_q$, then the latter will be subject to a Hamiltonian containing a term of the form $-\frac{1}{2} (\omega'_q - \omega_d) Z$ in a frame rotating with $\omega_d$. This mismatch is indeed realized in our experiments, since the gate drive frequency $\omega_q$ is set once per device after a calibration procedure, while the main qubit’s eigenfrequency depends (due to crosstalk) on the state of the spectator qubit. The main qubit is in our case subject to two gates per circuit: a gate that prepares the initial state ($|\pm\rangle$), and a gate that undoes this preparation before the qubit is measured in the $Z$-basis. The difference between $\omega_q$ and the main qubit’s eigenfrequency then manifests as the oscillations observed in Fig. 1 of the main text, whenever the main qubit’s eigenfrequency is shifted by $\omega_d$.

To sum up, our frame choice is motivated simply by the observation that the drive frequency is calibrated to be resonant with a particular eigenfrequency of the device’s qubits, which depends on the state of the neighboring qubits. Transforming into a frame that rotates with one of these frequencies gets us as close as possible to removing the qubit frequency oscillations and hence being able to describe the gates and pulses as static in the rotating frame.

Next, let us discuss DD in this context. Recall that our setting involves applying DD pulses to the spectator qubits. The same considerations as above apply. Namely, the drive frequency for the DD pulses is the same $\omega_q$ as for the main qubit, since the identification of main vs spectator is an arbitrary one we have made. However, the eigenfrequency $\omega'_i$ ($i > 1$) of the spectator qubits depends on the state of the qubits they are coupled to (the main qubit ($i = 1$), and possibly other spectator qubits). This means that generally the resonance condition cannot be satisfied: $\omega_d \neq \omega'_i$ for most or all $i$. Therefore, in reality, due to crosstalk we cannot assume that the DD sequence is described by static pulses, and an expression such as $U_X(2\tau) = X_3 U_f(2\tau, \tau) X_2 U_f(\tau, 0)$ (which is at the core of our analysis of DD in the main text), is an approximation in the sense that the $X_2$ operators should really be replaced by $H_{t\ell}(t)$ (with $\phi = \pi/2$). The approximation made in our analysis and simulations amounts to assuming, as is common in the analysis of DD, that the pulses are instantaneous, i.e., that the pulse envelope $\varepsilon(t)$ is a Dirac delta function. This is the sense in which $U_X(2\tau)$ can be written as $X_3 U_f(2\tau, \tau) X_2 U_f(\tau, 0)$, and it is this approximation that is the reason that the spectator qubit frequencies do not appear in our description of DD. With this caveat in mind, the agreement between our simulations and the experimental results shows that the instantaneous pulse approximation works remarkably well.
Now, our analysis in Sec. F has already shown that in the relevant rotating frame, even subject to the instantaneous pulse approximation, the effect of the pure-X and XY4 sequences applied to the spectator qubit is equivalent in the sense of exact cancellation (unless τ is fine-tuned): both cancel the Ζ2 and ZZ terms, but no others. When $\omega_d \gg g_d$, the XY4 sequence approximately cancels the $X, XY, YX, YY'$ terms that are not suppressed even to first order in $\tau$ by the pure-X sequence. This is also confirmed experimentally in Fig. 6, where we see equal performance on a processor where dephasing and ZZ couplings dominate, but improved performance from XY4 on the Lima processor where relaxation is significant. We thus conclude that pure-X DD may be preferable in the circumstance where dephasing and ZZ couplings dominate, but improved performance from XY4 on the Lima processor where relaxation is significant. Then we can move to the toggling frame [51] defined by the pulse unitaries

$$U_R(t) \propto \begin{cases} R, & t_{2i}^r \leq t < t_{2i+1}^r \\ I, & t_{2i+1}^r \leq t < t_{2i+2}^r \\ I, & t < t_0 \end{cases}, \quad \text{H6a}$$

up to a global phase. In the above expression, $R \in [X, Y]$ and accordingly $r \in [x, y]$. If we assume $t_i^r \neq t_j^y$ for all $i, j$, then $[U_X(t), U_Y(t)] = 0$. The toggling frame is defined by the unitary $U_X(t)U_Y(t)$.

The Hamiltonian in the toggling frame becomes:

$$\hat{H}_{\text{tog}}(t) = f_X(t)f_Y(t)\left[-\frac{1}{2}(\omega_q - \omega_d)Z + g_z ZB_Z(t)\right] + g_x f_x(t)X(t)B_X(t) + g_y f_y(t)Y(t)B_Y(t) \quad \text{H7},$$

where $f_X(t)$ and $f_Y(t)$ are switching functions given by:

$$f_R(t) = \begin{cases} -1, & t_{2i}^r \leq t < t_{2i+1}^r \\ 1, & t_{2i+1}^r \leq t < t_{2i+2}^r \\ 1, & t < t_0 \end{cases}. \quad \text{H8}$$

Next, we focus only on equidistant DD sequences. We denote the pulse interval by $\tau$ and the length of a single DD cycle by $\Delta t \propto \tau$. Then we calculate the total unitary evolution operator in the toggling frame from 0 to $\Delta t$ using the first order Magnus expansion:

$$U_{\text{tog}}(\Delta t) \approx \exp \left[-i \int_0^{\Delta t} dt \hat{H}_{\text{tog}}(t)\right] = \exp \left[-i \int_0^{\Delta t} dt \left(f_X(t)f_Y(t)\left(-\frac{1}{2}(\omega_q - \omega_d)Z + g_z ZB_Z(t)\right) + g_x f_x(t)X(t)B_X(t) + g_y f_y(t)Y(t)B_Y(t)\right)\right]. \quad \text{H9a}$$

We ignore the terms in line (H9b) because they describe the closed-system dynamics. The remaining terms in the exponential can be written as:

$$\int_0^{\Delta t} dt [G_X(t)X + G_Y(t)Y + G_Z(t)Z], \quad \text{H10}$$

Appendix H: Toggling frame analysis

In this section we perform a toggling frame analysis after first transforming to the rotating frame we have considered thus far. DD in the toggling frame is described in terms of sign-switching functions, which lends itself to a simpler interpretation. As our open system model we consider a single qubit coupled to an external bath described by the following Hamiltonian:

$$H = \frac{1}{2}\omega_d Z + H_{DD}(t) + H_B$$

$$+ g_x XB_X + g_y YB_Y + g_z ZB_Z + H_B, \quad \text{H1a}$$

where $H_{DD}(t)$ is the Hamiltonian generating the DD control pulses. We choose

$$H_{DD}(t) = \epsilon_X(t)(\cos(\omega_d t)X - \sin(\omega_d t)Y) + \epsilon_Y(t)(\sin(\omega_d t)X + \cos(\omega_d t)Y), \quad \text{H2a}$$

where $\omega_d$ is the drive frequency and $\epsilon_X(t)$ and $\epsilon_Y(t)$ are the pulse envelopes.

If we move to a rotating frame generated by $-\frac{1}{2}\omega_d Z + H_B$ (thus also including the pure-bath term in addition to our standard rotating frame), then the interaction picture Hamiltonian becomes:

$$\tilde{H}(t) = -\frac{1}{2}(\omega_q - \omega_d)Z + \epsilon_X(t)X + \epsilon_Y(t)Y$$

$$+ g_x X(t)B_X(t) + g_y Y(t)B_Y(t) + g_z ZB_Z(t), \quad \text{H3a}$$

where

$$X(t) = \cos(\omega_d t)X + \sin(\omega_d t)Y \quad \text{H4a}$$

$$Y(t) = \cos(\omega_d t)Y - \sin(\omega_d t)X \quad \text{H4b}$$

$$B_i(t) = U_i(t)B_iU(t), \quad \text{H4c}$$

where $U(t) = e^{-it(-\frac{1}{2}\omega_d Z + H_B)}$. If the pulses are ideal, we can approximate $\epsilon_X(t)$ and $\epsilon_Y(t)$ by Dirac comb func-
where
\[ G_X(t) = g_x f_Y(t) \cos(\omega_d t) B_X(t) - g_y f_X(t) \sin(\omega_d t) B_Y(t) \]  
\[ G_Y(t) = g_x f_Y(t) \sin(\omega_d t) B_X(t) + g_y f_X(t) \cos(\omega_d t) B_Y(t) \]  
\[ G_Z(t) = g_z f_X(t) f_Y(t) B_Z(t) . \]  
To achieve first order cancellation, we need to have
\[ \int_0^{\Delta t} G_R(t) dt = 0 \quad R \in \{X, Y, Z\} . \]  
This is not always possible when \( \omega_d \neq 0 \), even for a universal DD sequence such as XY4. A counterexample is given in Sec. F. Recall that in Sec. G we argued that in the limit of \( \omega_d \gg g \), Eq. (H12) is still approximately achievable.

We now derive an upper bound for Eq. (H10) under two different assumptions. First, we consider the case where the bath is constant, i.e., \( B_R(t) = B_R \). In this case it is easy to see that \( \int_0^{\Delta t} G_Z(t) dt \) (which has no drive frequency dependence) can be exactly cancelled. We bound the remaining terms by first using the triangle inequality:
\[ \left\| \sum_R R \int_0^{\Delta t} G_R(t) dt \right\| \leq |g_x| \left\| B_X \right\| \int_0^{\Delta t} f_Y(t) \cos(\omega_d t) dt + \cdots \]  
Note that in the absence of the \( \cos(\omega_d t) \) term the integral would vanish for any choice of \( \Delta t \) that includes an equal number of \( \pm 1 \) switches, as in standard DD. It is thus the presence of the drive frequency that causes the imperfect cancellation, as we have argued above. On the other hand, it is also clear that a sufficiently large drive frequency can average the integral to zero. To show this rigorously, terms such as \( \int_0^{\Delta t} f_Y(t) \cos(\omega_d t) dt \) can be bounded by splitting the integral into intervals over which the switching functions are constant:
\[ \int_0^{\Delta t} f_Y(t) \cos(\omega_d t) dt \leq \sum_i \int_{\tau_i}^{\tau_{i+1}} \cos(\omega_d t) dt \leq \frac{2c'}{\omega_d} , \]  
where \( c' \) is the number of piece-wise constant intervals of the function \( f_Y(t) \) in \([0, \Delta t]\). In the case of pure-X, pure-Y, or XY4 sequences, it equals 2. Denoting
\[ g = \max_{r \in \{x,y\}} |g_r|, \quad B = \max_{r \in \{X,Y\}} \|B_R\| , \]  
we can add up all terms in Eq. (H13):
\[ \left\| \sum_R R \int_0^{\Delta t} G_R(t) dt \right\| \leq \frac{16gB}{\omega_d} . \]  
We can see that the upper bound of the oscillating terms scales as \( O(gB/\omega_d) \). This can also be understood using the Riemann-Lebesgue lemma. Thus, when \( \omega_d \gg g \), the fast drive already offers some protection against the X and Y coupling to the bath. The system bath coupling along the Z direction becomes the dominant one, which can be suppressed via pure-X, pure-Y, or XY4 sequences.

Second, let us consider the case where the bath is rotating at the same frequency as the drive. In this case, \( B_R(t) \) can be written as a Fourier series with only a single frequency component at \( \omega_d \):
\[ B_R(t) = B_R' \cos(\omega_d t) + B'' \sin(\omega_d t) . \]  
Based on the same argument, the terms left in Eq. (H10) that do not depend on \( \omega_d \) are
\[ \frac{g_x X B'_X}{2} \int_0^{\Delta t} f_Y(t) dt, \quad -\frac{g_y X B''_X}{2} \int_0^{\Delta t} f_X(t) dt \]  
\[ \frac{g_x Y B'_X}{2} \int_0^{\Delta t} f_Y(t) dt, \quad -\frac{g_y Y B''_X}{2} \int_0^{\Delta t} f_X(t) dt , \]  
while the other terms scale as \( O(gB/\omega_d) \). As a result, the fast drive will suppress all the error terms to order \( O(gB/\omega_d) \) except for \( X B'_X, X B''_X, Y B'_X \) and \( Y B''_X \). However, the latter cancel (to first order in \( \Delta t \)) by either X or Y pulses, since the integrals in Eq. (H18) all vanish for an appropriate choice of \( \Delta t \).

When the bath has different frequency components the analysis becomes more complex. However, we expect the results to hold for baths that are concentrated around \( \omega = 0 \) or \( \omega = \omega_d \). On the other hand, this analysis shows that the rotating frame introduces an additional non-vanishing order to any DD sequence. For universal DD sequences such as XY4 with leading cancelling order \( O(\Delta t) \), some error of the order \( O(gB/\omega_d) \) still remains. This may dramatically affect the performance of DD sequences which are designed with more than first order cancellation (such as CDD [37] or UDD [38]), because the \( O(gB/\omega_d) \) terms will become comparable to higher order errors \( O(\Delta t^n) \) when \( n \) is large enough.
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| Date accessed | 12/30/2021 | 12/31/2021 | 01/01/2022 | 01/02/2022 | 01/07/2022 | 01/08/2022 | 11/30/2021 |
|--------------|------------|------------|------------|------------|------------|------------|------------|
| Q0 | Qubit freq. (GHz) | 5.3006 | 5.3006 | 5.3006 | 5.3006 | 5.3006 | 5.3006 | 5.3006 |
| | $T_1$ (µs) | 55.8 | 84.6 | 96.7 | 79.8 | 114.7 | 95.2 | 85.7 |
| | $T_2$ (µs) | 87.3 | 137.4 | 77.1 | 178.6 | 118.2 | 112.7 | 149.6 |
| | sx gate error [$10^{-2}$] | 0.0336 | 0.0309 | 0.0363 | 0.0325 | 0.0370 | 0.0257 | 0.0275 |
| | sx gate length (ns) | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 |
| | x gate error [$10^{-2}$] | 0.0336 | 0.0309 | 0.0363 | 0.0325 | 0.0370 | 0.0257 | 0.0275 |
| | x gate length (ns) | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 |
| | readout error [$10^{-2}$] | 5.71 | 4.72 | 4.51 | 3.75 | 3.40 | 3.11 | 4.31 |
| Q1 | Qubit freq. (GHz) | 5.0806 | 5.0806 | 5.0806 | 5.0806 | 5.0806 | 5.0806 | 5.0806 |
| | $T_1$ (µs) | 129.2 | 114.4 | 89.4 | 58.6 | 131.7 | 106.3 | 191.1 |
| | $T_2$ (µs) | 122.4 | 98.2 | 59.8 | 59.9 | 140.9 | 154.0 | 82.1 |
| | sx gate error [$10^{-2}$] | 0.04605 | 0.0597 | 0.0566 | 0.0283 | 0.0653 | 0.0247 | 0.0860 |
| | sx gate length (ns) | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 |
| | x gate error [$10^{-2}$] | 0.04605 | 0.0597 | 0.0566 | 0.0283 | 0.0653 | 0.0247 | 0.0860 |
| | x gate length (ns) | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 |
| | readout error [$10^{-2}$] | 2.80 | 3.83 | 3.80 | 1.54 | 3.00 | 2.30 | 7.91 |
| Q2 | Qubit freq. (GHz) | 5.3222 | 5.3222 | 5.3222 | 5.3222 | 5.3222 | 5.3222 | 5.3222 |
| | $T_1$ (µs) | 90.0 | 87.8 | 76.9 | 120.9 | 94.2 | 114.2 | 77.0 |
| | $T_2$ (µs) | 143.9 | 170.5 | 129.2 | 158.8 | 26.6 | 121.9 | 103.3 |
| | sx gate error [$10^{-2}$] | 0.0370 | 0.0333 | 0.0452 | 0.0495 | 0.0371 | 0.1668 | 0.0352 |
| | sx gate length (ns) | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 |
| | x gate error [$10^{-2}$] | 0.0370 | 0.0333 | 0.0452 | 0.0495 | 0.0371 | 0.1668 | 0.0352 |
| | x gate length (ns) | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 |
| | readout error [$10^{-2}$] | 2.23 | 2.20 | 2.19 | 1.78 | 5.77 | 4.46 | 4.58 |
| Q3 | Qubit freq. (GHz) | 5.1636 | 5.1636 | 5.1636 | 5.1636 | 5.1636 | 5.1636 | 5.1636 |
| | $T_1$ (µs) | 125.1 | 81.7 | 112.7 | 112.2 | 110.5 | 113.3 | 111.3 |
| | $T_2$ (µs) | 21.4 | 21.4 | 21.4 | 21.4 | 21.7 | 21.7 | 10.3 |
| | sx gate error [$10^{-2}$] | 0.0257 | 0.0278 | 0.0299 | 0.0260 | 0.0238 | 0.0241 | 0.0288 |
| | sx gate length (ns) | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 |
| | x gate error [$10^{-2}$] | 0.0257 | 0.0278 | 0.0299 | 0.0260 | 0.0238 | 0.0241 | 0.0288 |
| | x gate length (ns) | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 |
| | readout error [$10^{-2}$] | 2.60 | 2.04 | 2.52 | 2.24 | 2.60 | 2.44 | 2.73 |
| Q4 | Qubit freq. (GHz) | 5.0524 | 5.0524 | 5.0524 | 5.0524 | 5.0524 | 5.0524 | 5.0524 |
| | $T_1$ (µs) | 145.2 | 106.1 | 117.4 | 104.9 | 87.5 | 97.4 | 104.8 |
| | $T_2$ (µs) | 171.5 | 187.9 | 113.4 | 160.2 | 110.6 | 180.7 | 203.5 |
| | sx gate error [$10^{-2}$] | 0.0412 | 0.0291 | 0.0381 | 0.0418 | 0.0396 | 0.0299 | 0.0405 |
| | sx gate length (ns) | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 |
| | x gate error [$10^{-2}$] | 0.0412 | 0.0291 | 0.0381 | 0.0418 | 0.0396 | 0.0299 | 0.0405 |
| | x gate length (ns) | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 | 35.556 |
| | readout error [$10^{-2}$] | 2.23 | 2.15 | 2.28 | 2.01 | 2.19 | 1.87 | 2.19 |
| CNOT (Q1→Q3) | gate length (ns) | 334.222 |
| | gate error [$10^{-2}$] | 0.90 |

TABLE II. Specifications of the Quito device along with the access dates of our experiments. Data for Fig. 8 was acquired over a period of six days from 12/30/2021 to 01/02/2022 and from 01/07/2022 to 01/08/2022 and the data for Fig. 2 of the main text was acquired on 11/30/2021.