We constrain the parameters of a representative new physics model with possible dark matter (DM) signature from a global CKM fit analysis. The model has neutral quark current interactions mediated by a scalar, impacting the semileptonic and purely leptonic meson decays at one-loop. We take this opportunity to update the fit results for the Wolfenstein parameters and the CKM elements with and without a contribution from the new model using several other updated inputs. Alongside, we have analyzed and included in the CKM fit the $B \rightarrow D^* \ell \nu_{\ell}$ decay. The newly available inputs on the relevant form factors from lattice are included, and the possibility of new physics effects in $B \rightarrow D^* \ell \nu_{\ell}$ is considered. We obtain tight constraints on the relevant new physics parameters. We have studied the possible implications of this constraint on DM phenomenology. Apart from DM, the bounds are also applicable in other relevant phenomenological studies.

I. INTRODUCTION

The Standard Model of particle physics (SM) has emerged through theoretical and experimental discoveries, and has been tested extensively. Flavour physics has played an essential role in this development. Despite these successes, the SM fails to explain some key aspects of nature. For example, it can not provide a candidate for dark matter (DM), nor can it accommodate the observed baryon asymmetry. Therefore, extensions of the SM are formulated that address these issues by introducing new degrees of freedom beyond the SM. New particles or interactions introduced at a high scale could have a related shorter-distance interaction. The low energy observables will hence be useful in constraining the new physics (NP) parameter spaces. In the near future, they might play an essential role in the indirect detection of the new particles through deviations from the respective SM predictions.

The quark mixing matrix, also known as Cabibbo-Kobayashi-Maskawa (CKM) matrix, is important for understanding CP violation. The CKM matrix is a $3 \times 3$ matrix, and a precise knowledge of the corresponding elements is essential. Following the Wolfenstein parametrization, four parameters are needed to define all the elements of the CKM matrix. Therefore, one of the important goals of the flavour studies is to constrain these four parameters using all the available measurements sensitive to the CKM matrix directly or indirectly.

In the SM, the charged current interactions are the only flavour changing processes that occur at tree level, and the decay rates are directly sensitive to the square of the CKM elements. On the other hand, the FCNC processes are loop suppressed in the SM, and the corresponding amplitudes are sensitive to the product of CKM elements. Due to its simple and constrained structure in the SM, the weak processes are potentially sensitive to new interactions beyond the SM and hence can be a potent probe for models beyond the SM. It is necessary to measure the CKM parameters very precisely, and during the last few decades, extensive research has been performed at the BaBar, Belle and LHCb experiments. High-luminosity experiments like Belle-II have also become operational, and within a few years, we expect a wealth of precise data which will be useful to constrain NP model parameters. This paper will consider one such model that contributes to the semileptonic and purely leptonic decays at one-loop. Most of the inputs used to extract the Wolfenstein parameters and the related CKM elements are those coming from semileptonic and leptonic decays. At the moment, very precise measurements on the related observables are available which are hence beneficial in constraining the new model parameters contributing to these decays. We will analyze the constraints on the new parameters from observables related to the CKM measurements. Also, we will comment on the impact of such constraints on the DM phenomenology.
The simplest way to devise a dark matter model is by considering a scalar, fermionic or vector field obeying the SM gauge symmetries whose stability can be ensured by an additional discrete $\mathbb{Z}_2$ symmetry under which the DM is odd but all other SM particles are even. However, in order to annihilate into SM particles and give rise to the correct relic abundance, there has to be a mediator between the dark and the visible sectors. The interactions of the mediator with the visible sector may include a non-zero vertex with the SM quark fields among others such that, the DM can scatter off a fixed target nuclei and be detected from any hint of nuclear recoil. However, such interactions might also impact important flavour physics observables which most of the dark matter analyses do not take into consideration. In this paper, we are going to investigate the constraints on the dark matter parameter space from flavour data in the context of a simple dark matter model.

II. SIMPLIFIED MODEL : FERMION DARK MATTER WITH SPIN-0 MEDIATOR

It is common to use effective field theory (EFT) to describe the low energy effects of a high scale NP, in which non-renormalizable effective operators are added to the SM Lagrangian. However, due to the large energies accessible at the LHC, the interpretation of measurement using an effective theory approach may become questionable under certain circumstances. Therefore, the simplified model approaches [1–6], which often contain both dark matter and mediator particles, have gained more relevance in the collider searches. In those models, the mediator provides the link between the visible SM particles and dark matter. By constructions, these simplified models do not contain all of the ingredients present in a ultra-violet (UV) complete model of dark matter. However, this approach helps characterize the dark matter production processes in UV-complete models without specifying the entire UV completion. There are different varieties of UV-complete models available in the literature, and it is not feasible to study all of them independently and constrain the parameter spaces. Also, the structures of such models are so rich that it is impossible to determine the underlying new dynamics unambiguously from a limited number of data. Hence, to constrain the NP parameters from the CKM measurements in this paper, we will consider a simplified model with a spin-0 mediator. A similar study for a simplified model with a vector mediator has been left for future work.

For an illustration of our main objective, here we consider an extension of the SM by a singlet Dirac fermion dark matter $\chi$ and a spin-0 particle $S$. The DM decay is stabilized by imposing a discrete $\mathbb{Z}_2$ symmetry under which $\chi \rightarrow -\chi$ while all other particles remain even under the transformation. The most general renormalizable Lagrangian for such a model can be written as

$$\mathcal{L} = \mathcal{L}_{\text{SM}} + \frac{1}{2} i \bar{\chi} \gamma^\mu (i\partial_\mu - m_\chi) \chi - \frac{1}{2} (\partial^\mu S) (\partial_\mu S) - \left[ \bar{\chi} (g_s' + ig_5 \gamma_5) \chi + \bar{\psi} (g_s + ig_5 \gamma_5) \psi \right] S - V(H, S)$$

where, $H$ denotes the SM Higgs doublet and $\psi$ denotes SM fermions. The scalar potential $V(H, S)$ can be of the form

$$V(H, S) = \mu_H^2 H^\dagger H + \frac{1}{2} \lambda_H (H^\dagger H)^2 + \mu_3^2 S^2 + \frac{\mu_3^4}{2} S^2 + \frac{\mu_3^4}{4} S^4 + \lambda_1 (H^\dagger H) S + \frac{\lambda_2}{2} (H^\dagger H) S^2.$$

For studies based on such models in the literature, see [7–12]. Also, in our study, we mostly focus on effective DM interaction with SM quarks i.e $\psi \equiv q$. There are plenty of analyses on such leptophobic DM models in the perspective of LHC and indirect detection searches [2, 10–14].

Note that we do not attempt to construct a UV-complete model and constrain the interactions of the mediator with the DM and SM fermions only by the requirement of Lorentz invariance. In eq. 1, the mediator interaction with the SM fermions is renormalizable. However, it is not invariant under the SM gauge group. Hence, it is expected that the model will break down at a high energy scale $\Lambda$. One can assume that the origin of these interactions is some higher dimensional non-renormalizable operator suppressed by the power in $\Lambda$, which is invariant under the SM gauge group. The effective interaction mentioned above could also be generated from a UV complete model via the loop diagrams involving the heavy vector-like fermions that mix with the SM fermions, see for example ref. [15]. There could be other ways as well; however, we have mentioned earlier that we are mostly interested in constraining the new couplings and not in the exact details of the origin of such interactions. Also, we should mention that for a UV complete description, one may need to add new states and interactions at the energy scale $\Lambda$. We will continue this discussion in the following section.

In this analysis, we have considered only quarks and assumed universal coupling for all the quarks for the mediator interaction with the fermions. However, the above Lagrangian can produce large flavour violating effects due to the coupling of the mediator with SM quarks. Hence, invoking the prescription of minimal flavour violation (MFV), we scale the scalar and pseudoscalar couplings with the SM Yukawa couplings $y_{ij}$ as

$$\mathcal{L}_{\text{int}} = \sum_{i,j} \bar{q}_i \frac{y_{ij}}{\sqrt{2}} (g_s + ig_5 \gamma_5) q_j S$$

(3)
FIG. 1: Annihilation channels for the spin-0 mediated fermionic dark matter model under consideration.

FIG. 2: Loop correction to the $d_i \rightarrow u_j W$ vertex in the presence of a real scalar $S$. The vertex modification will have direct impact on the vertex CKM factor $V_{ij}$.

where the sum runs over all quark flavours. In order to avoid FCNC, all flavour off-diagonal couplings are set to zero and the diagonal Yukawa couplings are given by $y_{ij}^q = \sqrt{2} m_j^q / v$ where $v = 246$ GeV, is the vacuum expectation value of the Higgs boson. Therefore, Eq. (3) can be simplified as

$$L_{int} = \bar{q}_i m_{q_i} (g_s + ig_p \gamma_5) q_i S$$

(4)

$$= m_{q_i} \bar{q}_i (C_s + iC_p \gamma_5) q_i S,$$

(5)

with $C_s = \frac{g_s}{v}$ and $C_p = \frac{g_p}{v}$, respectively. Even though these couplings do not induce FCNC at tree level, one can have flavour-changing decays of K and B mesons induced by one-loop corrections leading to $s \rightarrow dS$ and $b \rightarrow d(s)S$ transitions. Constraints on the couplings in eq. (1) from such decays have been studied in [16] for mediators of mass $M_S \lesssim 10$ GeV.

Following the Lagrangian given in Eqn. (1), it is evident that the dominant channel for DM annihilation will be the s-channel transition $\bar{\chi} \chi \rightarrow \bar{\psi} \psi$ shown by the Feynman diagram in the LHS of Fig. 1. There can also be a t-channel annihilation $\bar{\chi} \chi \rightarrow SS$ as shown in Fig. 1 but for heavy scalars, that contribution will be much suppressed. The thermally averaged dark matter annihilation cross-section $\langle \sigma v \rangle$ is usually expressed as a partial-wave expansion in powers of the square of the relative velocity between the annihilating particles as

$$\langle \sigma v \rangle = a + b(v^2) + d(v^4) + \cdots$$

(6)

where $a, b, d$ are the leading s-wave, p-wave and d-wave contributions to the cross section respectively. The dominant contribution to the s-channel DM annihilation rate for pure scalar interaction mediation is velocity suppressed due to the absence of s-wave terms. However, in presence of the pseudoscalar coupling $g_p'$, there is an enhancement in the annihilation cross-section due to the presence of an unsuppressed s-wave [17]. Also, there will be contributions to the direct detection cross section. The advantage of non-zero pseudoscalar interaction is that the WIMP-nucleon scattering cross-sections from such operators are spin dependent and velocity suppressed. This kind of pseudoscalar interactions helps to evade stringent bounds from present direct detection (DD) experimental searches. The phenomenology of such pseudoscalar mediators have been extensively studied in [11, 16, 18–20]. While the pseudoscalar operators help weaken the direct detection scattering cross-section with a momentum suppression, they also amplify the chances of probing the WIMP at indirect detection experiments through initial/final state radiation or bremsstrahlung processes [21–26]. On the other hand, the only way to obtain a spin-independent direct detection cross-section is to have a non-zero scalar-scalar effective interaction i.e $C_s, g_p' \neq 0$.

III. CONTRIBUTIONS IN $d_i \rightarrow u_j \ell \nu_\ell$ DECAYS

In the SM, the $d_i \rightarrow u_j \ell \nu_\ell$ transitions are tree level processes mediated by $W$-boson. Therefore, the $d_i \rightarrow u_j W$ vertex has a $V − A$ structure i.e $\gamma^\mu (1 − \gamma_5)$. In the previous section, in Eq. 5 we define a Lagrangian which contains
interactions of SM fermions with the scalar $S$. Note that this type of interaction will affect the SM charged current vertex $d_{ij}\gamma^\mu(1 - \gamma_5)u_iW_\mu$ at one loop, resulting in new contributions in the semileptonic or purely leptonic decay rates $\Gamma_{d_{ij} \rightarrow u_j\ell\nu}$ ($\ell \approx \text{leptons}$). The representative diagram is shown in Fig. 2, wherein these decays receive vertex corrections from the heavy scalar exchanges in the loop. The CKM element $V_{ij}$ appears as a vertex factor of the charged current interactions in the SM. As will be shown in the next subsection, the corrections due to NP have a direct impact on the vertex factors, which in this case are the CKM elements multiplied by the interactions of SM fermions with the scalar $S$. 

The most general effective Hamiltonian for the $d_i \rightarrow u_j\ell\nu$ processes can be expressed as [27, 28]:

$$H_{\text{eff}}^{d_i \rightarrow u_j\ell\nu} = \frac{4G_F}{\sqrt{2}} V_{ij} \left[ (\delta_{\ell\ell} + C_{d_{V1}}^\ell) O_{V1}^\ell + C_{d_{V2}}^\ell O_{V2}^\ell + C_{d_{S1}}^\ell O_{S1}^\ell + C_{d_{S2}}^\ell O_{S2}^\ell + C_T^\ell O_T^T \right]$$  \hspace{1cm} (7)

where $O_X^\ell$ ($X = V_1, V_2, S_1, S_2, T$) are the Wilson coefficients (WCs) corresponding to the operator basis

$$
\begin{align*}
O_{V1}^\ell &= (\bar{u}_{jL}\gamma^\mu d_{iL})(\bar{\ell}_L\gamma_\mu \nu_L), \\
O_{V2}^\ell &= (\bar{u}_{jR}\gamma^\mu d_{iR})(\bar{\ell}_L\gamma_\mu \nu_L), \\
O_{S1}^\ell &= (\bar{u}_{jL}d_{iR})(\bar{\ell}_R \nu^R_L), \\
O_{S2}^\ell &= (\bar{u}_{jR}d_{iL})(\bar{\ell}_R \nu_L^L), \\
O_T^\ell &= (\bar{u}_{jR}\sigma_{\mu\nu} d_{iL})(\bar{\ell}_R \sigma_{\mu\nu} \nu_L).
\end{align*}
$$

(8)

There are no lepton flavour violating vertices in the Lagrangian under consideration Eq. 5. Hence, for all practical purposes, we can remove the suffix $\ell$ in the operator basis and write $O_X^\ell \equiv O_X$. Note that in the SM, only $O_{V1}$ contributes at the tree level. Along with $O_{V1}$, the rest of the operators may appear by themselves or as combinations in different NP scenarios. The WC $C_X$ incorporates the NP effects in these decays, and therefore in the SM, $C_X = 0$.

The detailed mathematical expressions of the decay rate distributions for the exclusive semileptonic $P \rightarrow M^{(*)}\ell\nu_\ell$ and purely leptonic $P \rightarrow \ell\nu_\ell$ decays can be seen from ref. [27] where $P$ and $M$ are the pseudoscalar mesons, and $M^*$ is a vector meson. The semileptonic and purely leptonic decay rates are directly proportional to the vertex factors. Here, we would like to mention that most of the CKM elements, like $|V_{ud}|$, $|V_{cd}|$, $|V_{cs}|$, $|V_{cb}|$, $|V_{ub}|$, are extracted from the semileptonic and purely leptonic (few cases) $d_i \rightarrow u_j\ell\nu_\ell$ decays with $\ell = \mu$, or $e$. The underlying assumption is that these decays with the light leptons will be less sensitive to any NP effect. The measured decay rates, along with some other inputs from lattice (decay constants and form factors), are useful probes for the CKM elements $|V_{ij}|$.

In the presence of new four-fermi operators in accordance to Eqn. (7), the decay rates will be modified. If only the vertex factor is modified, then the extracted values of the $|V_{ij}|$ can be directly used to constrain the new couplings, else, we need to fit the decay rates themselves. In the following subsections, we will discuss this in detail.

Also, it is important to mention that all these CKM elements are extracted with reasonably good precision. For example $|V_{ud}|$ and $|V_{cs}|$ are known with an error $\approx 0.01\%$ while $|V_{us}|$ and $|V_{cd}|$ are known with an accuracy of 0.1%. The $|V_{ub}|$ and $|V_{cb}|$ are relatively less precisely known. Therefore it is natural to expect tight constraints on the new couplings $C_6$ and $C_9$ from an analysis of the CKM observables, purely leptonic and exclusive semileptonic decay rates respectively. Note that $|V_{ub}|$ and $|V_{cb}|$ are also extracted from semileptonic inclusive decays. We do not consider the inputs from inclusive decays to constrain the new couplings. The extraction of $|V_{cb}|$ from the inclusive decays requires a complex fit to the respective decay rate and moments. Considering leading order power correction up to order $1/m_b^2$ one needs to fit 18 non-perturbative matrix elements alongside $|V_{cb}|$, $m_b$, and $m_c$ [29–31]. Due to the insufficient number of inputs, model assumptions are used in the fit for a couple of higher-order non-perturbative matrix elements. On top of this, unknown higher-order corrections to the non-perturbative matrix elements are also relevant to improve the precision of $|V_{cb}|$, which may be small compared to the known ones but missing at the moment. The study of NP contributions in the inclusive decays is a dedicated project where we need to calculate analytically the NP contributions in the decay rates, as well as in the hadronic, leptonic and the $q^2$ moments and then one needs to do a simultaneous fit. Here, the dependencies of these observables to the new physics parameters will not be simple. Hence extractions of new physics information won’t be very clean. The situation is even worse in the inclusive determination of the $|V_{ub}|$. Here, the results are completely dependent on the QCD modelling of the non-perturbative shape functions on top of the non-perturbative matrix elements. There are four different methods used in the literature to model the shape function, and the extracted values of $|V_{ub}|$ in each of these methods do not exactly agree with each other [28, 32]. Therefore, it is natural to expect that before constraining NP from inclusive $b \rightarrow u\ell\nu_\ell$, we need to understand the underline methodology first.

On the contrary, we have sufficient number of inputs from experiments and lattice for the exclusive determinations $|V_{ub}|$ and $|V_{cb}|$. Note that the respective rates have a very simple dependence on the new Wilson coefficients in these decays. Hence, the extractions of these coefficients will be relatively clean compared to that from the inclusive decays,
given the complexity of the fit in the inclusive decays, as discussed above. Numerically, we do not expect any changes in the allowed parameter spaces of new coefficients from the inclusion of inclusive decays. Also, it should be noted that the majority of the other inputs used in CKM fit analysis have relatively better precision than $|V_{ub}|$ and $|V_{cb}|$ from inclusive decays.

### A. Effective vertex

As mentioned earlier, in the SM, the coupling strength for the $d_i \rightarrow u_j W$ charged current interaction is given by $\frac{igV_{ij}}{\sqrt{2}}$ and the interaction is of the type $(V - A)$. However, the one-loop correction of this charged current vertex due to the interaction given in Eq. 5 introduces one new $(V + A)$ type interaction in addition to the original $(V - A)$ type interaction. The corresponding Feynman diagram can be seen from Fig. 2, and the effective charged current interaction can be written as:

$$L_{d_i \rightarrow u_j \text{eff}}^W = \frac{igV_{ij}}{2\sqrt{2}} \left[ C_L \bar{u}_j \gamma_\mu (1 - \gamma_5) d_i + C_R \bar{u}_j \gamma_\mu (1 + \gamma_5) d_i \right] W^\mu$$

(9)

Here, the effects of NP coming from the loop corrections are introduced in the coefficients $C_L$ and $C_R$, respectively. Hence, we can say that at the tree level (pure SM) $C_L = 1$ and $C_R = 0$. We have performed the calculation in a unitary gauge using dimensional regularization and find that the one loop contribution to charged current vertex is in general divergent. The loop factor $C_L$ does not receive any $\frac{1}{\epsilon}$ pole from diagram 2, however, $C_R$ has a pole. Note that there will be a contribution to $C_L$ from the vertex counter term. The relevant part of the counter term can be obtained from the wave function renormalization which we have calculated from the quark self-energy correction diagram given in Fig. 3. For the renormalization we have followed the $\overline{\text{MS}}$-scheme.

Note that the overall contributions in $C_L$ and $C_R$ will be divergent, and we don’t have any additional contributions to remove these divergences. It is well-known that in simplified models as defined above the one-loop contributions to flavour-changing transitions are in general UV divergent, see for example the following refs. [17, 33, 34]. To make the theory renormalizable, one may need to add new states with tree-level charged current interactions with the SM fermions. However, the available data will constrain such an interaction in general. As mentioned earlier, such divergences reflect the dependence of our results on the suppression scale $\Lambda$ (the scale at which new states might appear). Therefore, we will interpret our model as an effective theory below some new physics scale $\Lambda$ with the following replacement: $1/\epsilon + \log(\mu^2/m^2) \rightarrow \log(\Lambda^2/m^2)$. In a UV-complete theory, the additional new physics at the scale $\Lambda$ is expected to cancel the divergences present. Here, we take an optimistic view and assume that the new high-scale (higher-dimensional operators) contributions in the low-energy observables will have a negligible impact on our analysis. The renormalization group evolution (RGE) over the energy range that we have considered here will not change the coupling structure significantly.

After obtaining the contributions in $C_L$ and $C_R$ and integrating out the $W$ field from the diagram of Fig. 2, we obtain the following effective Hamiltonian

$$H_{\text{eff} d_i \rightarrow u_j} = \frac{4G_F}{\sqrt{2}} V_{ij} \left[ (1 + C_{V_i}) O_{V_1} + C_{V_2} O_{V_2} \right],$$

(10)

where the operators are defined in Eq. (9). The WCs $C_{V_1}$ and $C_{V_2}$ will be obtained from $C_L$ and $C_R$. In the leading-log approximation, the WCs can be expressed as,

$$C_{V_i}^{q_i \rightarrow q_j} = -\frac{C_T}{64\pi^2} m_i^2 \log \frac{\Lambda^2}{m_i^2}$$

(11)
The helicity amplitudes are written in terms of the QCD form factors as given below

\[
\delta C_{V_1} = \frac{C_T}{32\pi m_{q_i} m_{q_j} \log \frac{\Lambda^2}{m_{q_i}^2}},
\]

(12)

where \( C_T \equiv (C_s^2 + C_p^2) = \left( q_s^2 + q_p^2 \right)/v^2 \). We have dropped the other finite contributions, which are small effects as compared to the one given in the above equations. It is important to note that the loop contribution is zero in the massless quark limit for light quarks, such as \( u, d, s \), etc. In the above we have chosen the scale \( \Lambda \) as the UV cutoff while the IR scales will be decided by the respective decaying quark masses.

We want to point out that, in the SM we can have similar vertex corrections with the scalar \( S \) replaced by the SM Higgs or by a \( Z \) boson in Fig. 2. We can parametrize such correction as \( \delta C_{V_1}^{SM} \) which represent a small shift from \( C_{V_1}^{SM} = 1 \). For SM Higgs, there won’t be any contribution in \( C_{V_2} \) and the contribution in \( \delta C_{V_1}^{SM} \) is \( \lesssim 10^{-8} \). For SM \( Z \)-boson, the contribution to both \( \delta C_{V_1}^{SM} \) and \( C_{V_2} \) are negligibly small as compared to the new contribution in \( C_{V_2} \). We hence drop any such contribution in our analysis since they have a negligible impact on our findings.

B. Contributions in the decays: semileptonic and leptonic

Using the effective Hamiltonian given in Eqn. (10), the differential decay rate for the \( P \to M \ell\nu_\ell \) transition is written as \([35]\)

\[
\frac{d\Gamma(P \to M \ell\nu_\ell)}{dq^2} = \frac{G_F^2 |V_{ij}|^2}{\pi^3 m_P^4} \cdot q^2 \sqrt{\lambda_M(q^2)} \left( 1 - \frac{m_{\ell}^2}{q^2} \right) \left[ 1 + C_{V_1} + C_{V_2} \right] \left\{ \left[ 1 + \frac{m_{\ell}^2}{2m_P} \right] H_{V,0}^\ell (q^2) + \frac{3m_{\ell}^2}{2} H_{V,t}^\ell (q^2) \right\},
\]

(13)

while that for \( P \to M^* \ell\nu_\ell \) is

\[
\frac{d\Gamma(P \to M^* \ell\nu_\ell)}{dq^2} = \frac{G_F^2 |V_{ij}|^2}{\pi^3 m_P^4} \cdot q^2 \sqrt{\lambda_{M^*}(q^2)} \left( 1 - \frac{m_{\ell}^2}{q^2} \right) \left\{ \left[ 1 + C_{V_1} + C_{V_2} \right] \left[ 1 + \frac{m_{\ell}^2}{2m_P} \right] H_{V,0}^\ell (q^2) + \frac{3m_{\ell}^2}{2} H_{V,t}^\ell (q^2) \right\}.
\]

(14)

The helicity amplitudes are written in terms of the QCD form factors as given below

\[
H_{V,0}^\ell (q^2) = \sqrt{\frac{\lambda_M(q^2)}{q^2}} f_0(q^2),
\]

(15a)

\[
H_{V,t}^\ell (q^2) = \frac{m_P^2 - m_{M^*}^2}{\sqrt{q^2}} f_0(q^2).
\]

(15b)

and

\[
H_{V,\pm}^\ell (q^2) = (m_P + m_{M^*}) A_1(q^2) \pm \frac{\sqrt{\lambda_{M^*}(q^2)}}{m_P + m_{M^*}} V(q^2),
\]

(16a)

\[
H_{V,0}^\ell (q^2) = \frac{m_P + m_{M^*}}{2m_{M^*} \sqrt{q^2}} \left[ -(m_P^2 - m_{M^*}^2 - q^2) A_1(q^2) + \frac{\lambda_{M^*}(q^2)}{(m_P + m_{M^*})^2} A_2(q^2) \right],
\]

(16b)

\[
H_{V,t}^\ell (q^2) = -\sqrt{\frac{\lambda_{M^*}(q^2)}{q^2}} A_0(q^2).
\]

(16c)

The branching fraction for \( P \to \ell\nu_\ell \) corresponding to the same Hamiltonian is:

\[
B(P \to \ell\nu_\ell) = \frac{\tau_P}{8\pi m_P m_{M^*} \sqrt{q^2}} G_F^2 \left( 1 - \frac{m_\ell^2}{m_P^2} \right)^2 |V_{ij}(1 + C_{V_1} - C_{V_2})|^2.
\]

(17)

From the above decay rate distributions, we can see that the new contributions to \( P \to M \ell\nu_\ell \) and \( P \to \ell\nu_\ell \) decays will modify only the vertex from \( |V_{ij}| \to |V_{ij}^0| = |V_{ij}(1 + C_{V_1} \pm C_{V_2})| \), respectively. However, in \( P \to M^* \ell\nu_\ell \) transitions
the new contributions will modify the \( q^2 \) distribution. Therefore, the CKM elements \(|V'_{ij}|\) extracted from purely leptonic or \( P \to M \ell \nu \ell \) decays, can be directly used to constrain the new parameters along with the Wolfenstein parameters: \( A, \lambda, \rho \) and \( \eta \) with which we need to parametrize \(|V_{ij}|\). Note that \(|V_{cb}|\) is extracted from both \( B \to D \ell \nu \ell \) and \( B \to D^* \ell \nu \ell \) decays. Hence, to extract the Wolfenstein parameters along with the new parameters from \( B \to D^* \ell \nu \ell \) decays, we need to redo the fit to the experimental data. We will discuss the relevant details in the next section.

### IV. NUMERICAL ANALYSIS AND RESULTS

#### A. \( B \to D^* \ell \nu \) Observables

As pointed out in the previous section, for the NP scenario under consideration we need to fit the decay rate distributions of \( B \to D^* \ell \nu \ell \) decays to extract the CKM parameters along with the NP parameters. The methodology of this fit will be similar to the one given in refs. [36, 37] with very recent updates from the Fermilab Lattice Collaboration [38]. For the first time, they have provided the \( B \to D^* \) form factors at non-zero recoils. They provide a set of synthetic data based on the Boyd-Grinstein-Lebed (BGL) parametrization [39] of the form factors truncated at \( N = 2 \) at three \( w \) values, \{1.03, 1.10, 1.17\}, along with their correlations. We have used these data points in our analysis. In accordance to our previous work, we have utilized the untagged dataset for the four-fold decay distribution corresponding to \( B \to D^* \ell \nu \ell \) by the Belle collaboration [40]. We have also used the \( B \to D^* \) form factors at \( q^2 = 0 \) from QCD Light-Cone Sum Rules (LCSR) [41]. Additionly, the Fermilab/MILC lattice input, \( h_{A_1(1)} = 0.906(13) \) [42], allows us to efficiently constrain the form factor parameter \( a_0^f \) and hence, \(|V_{cb}|\). In our analysis we have not considered the dataset of unfolded differential decay rates of four kinematic variables for \( B^0 \to D^{*+} \ell^- \bar{\nu}_\ell \) provided by Belle in 2017 [43] since the data remains unpublished till date. However, in Appendix. C, we have provided our fit results by including this dataset. As we will see later, the inclusion of this data does not affect our fit results much.

The four form factors relevant for \( B \to D^* \ell \nu \ell \) decay are \( \mathcal{F}_i = \{f(z), g(z), F_1(z), F_2(z)\} \). In the BGL method of parametrization, these form factors can be expressed as a series expansion in \( z \) as

\[
\mathcal{F}_i(z) = \frac{1}{P_i(z)\phi_i(z)} \sum_{j=0}^{N} a_j^{F_i} z^j,
\]

where \( z \) is related to the recoil angle \( w \) as

\[
z = \frac{\sqrt{w + 1} - \sqrt{2}}{\sqrt{w + 1} + \sqrt{2}} \tag{19}
\]

The recoil angle is related to the momentum transfer \( q^2 \) as \( q^2 = m_B^2 + m_{D^*}^2 - 2m_Bm_D \cdot w \). The functions \( P_i(z) \), called the Blaschke factors, are given by

\[
P_i(z) = \prod_{p} \frac{z - z_p}{1 - z z_p}, \tag{20}
\]

| Dataset                  | Fit Quality \( \chi^2/dof \) | Parameter \( |V_{cb}| \) | Fit Result     |
|--------------------------|-------------------------------|-------------------|----------------|
| Belle'18 + \( h_{A_1} \) + LCSR + Lattice | 52.82/45 97.15% | \( a_0^f \) 0.0123(1) | 38.69(79) \times 10^{-3} |
|                          |                               | \( a_1^f \) 0.0222(96) |                |
|                          |                               | \( a_2^f \) -0.522(196) |                |
|                          |                               | \( a_0^g \) 0.0318(10)  |                |
|                          |                               | \( a_1^g \) -0.133(63)  |                |
|                          |                               | \( a_2^g \) -0.62(146)  |                |
|                          |                               | \( a_1 f_i \) 0.0021(15) |                |
|                          |                               | \( a_0 f_i \) 0.051(12)  |                |
|                          |                               | \( a_1 f_i \) -0.149(50) |                |
|                          |                               | \( a_2 f_i \) 0.987(932) |                |

**TABLE I:** Fit result for the frequentist analysis of the mentioned \( B \to D^* \ell \nu \ell \) dataset for the SM scenario.
TABLE II: Comparison of the best fit estimates of the Wolfenstein parameters by the CKMFitter group and our group from the global CKM fit in the SM framework. The two results are consistent with each other within 1σ which are used to eliminate the poles at $z = z_p$ where,

$$z_p = \frac{\sqrt{(m_B + m_{D^*})^2 - m_p^2 - 4m_Bm_{D^*}}}{\sqrt{(m_B + m_{D^*})^2 - m_p^2 + 4m_Bm_{D^*}}}.$$  

(21)

Here $m_p$ denotes the pole masses and can be looked up from [44]. The outer functions $\phi_i(z)$ are chosen to be

$$\phi_f = \frac{4r}{m_B^2} \sqrt{\frac{n_I}{6\pi \bar{\chi}^{F_1}}(0)} \left[\frac{(1 + r)(1 - z) + 2\sqrt{r}(1 + z)}{(1 + z)^{3/2}}\right]^4,$$

$$\phi_g = 16r^2 \sqrt{\frac{n_I}{m_B^3}} \sqrt{\frac{3\pi \bar{\chi}^{F_1}}{6\pi \bar{\chi}^{F_1}}(0)} \left[\frac{(1 + r)(1 - z) + 2\sqrt{r}(1 + z)}{(1 + z)^{3/2}}\right]^{5/2},$$

$$\phi_{f_1} = \frac{4r}{m_B^3} \sqrt{\frac{n_I}{6\pi \bar{\chi}^{F_1}}(0)} \left[\frac{(1 + r)(1 - z) + 2\sqrt{r}(1 + z)}{(1 + z)^{3/2}}\right]^{5/2},$$

$$\phi_{f_2} = 8\sqrt{2r} \sqrt{\frac{n_I}{\pi \bar{\chi}^{F_1}}(0)} \left[\frac{(1 + r)(1 - z) + 2\sqrt{r}(1 + z)}{(1 + z)^{3/2}}\right]^{5/2}.$$  

(22)

where $r = m_{D^*}/m_B$ and the other inputs can be found in [44]. Therefore, for $N = 2$, there are twelve coefficients, $a_j^{F_i}$ for the four form factors. These coefficients satisfy the following weak unitarity constraints:

$$\sum_{j=0}^{N} (a_j^f)^2 < 1, \quad \sum_{j=0}^{N} (a_j^g)^2 < 1, \quad \sum_{j=0}^{N} (a_j^{F_1})^2 < 1, \quad \sum_{j=0}^{N} (a_j^{F_2})^2 < 1.$$  

(23)

Furthermore, there are two kinematical constraints on the form factors, one each at zero and maximum recoil:

$$\mathcal{F}_1(1) = m_B(1 - r)f(1),$$

$$\mathcal{F}_2(w_{max}) = \frac{1 + r}{m_B^2 (1 + w_{max})(1 - r)} \mathcal{F}_1(w_{max}).$$  

(24)

(25)

We consider these constraints in our analysis to remove two of the BGL coefficients from the theory. In the limit of massless leptons, the decay distribution becomes insensitive to the form factor $\mathcal{F}_2$. Hence, only 8 independent form factor coefficients are required to fit the theory to the data. For the numerical analysis presented here, we perform a maximum likelihood estimation of the parameters using Optex, a Mathematica based package. The fit results are provided in Table. I. The value of $|V_{cb}|$ is extremely consistent with the one obtained in [38]. In the following section we will utilize this value of $|V_{cb}|$ for a global CKM fit without NP.

1 In Table. XV in Appendix. C, we check the fit by additionally including the 2017 Belle data. We find that the value of $|V_{cb}|$ is consistent with the value obtained without this dataset at 1σ CL.
Table III: List of observables used for the CKM fit (Updated 2021) in the SM framework. For the NP analysis we have not used the inclusive measurements of $|V_{ub}|$ and $|V_{cb}|$. All other inputs have been considered. Additionally, we have also considered the anomalous $Wtb$ couplings as listed in the last two rows.

| Observable | Value | Reference |
|------------|-------|-----------|
| $|V_{ud}|$ (nucl) | $0.97420 \pm 0.00021$ | [45] |
| $|V_{ud}|f_{+}^{K \rightarrow \pi}(0)$ | $0.2165 \pm 0.0004$ | [46] |
| $|V_{cd}|l_{eN}$ | $0.30 \pm 0.011$ | [28] |
| $|V_{cs}|W \rightarrow e\ell$ | $0.94^{+0.32}_{-0.26} \pm 0.13$ | [28] |
| $|V_{cb}|_{excl}$ | $(3.91 \pm 0.13) \times 10^{-3}$ | [47, 48] |
| $|V_{ub}|_{incl}$ | $(4.10^{+0.09}_{-0.22} \pm 0.15) \times 10^{-3}$ | [49] |
| $|V_{cb}|B \rightarrow D$ | $(40.84 \pm 1.15) \times 10^{-3}$ | [36] |
| $|V_{cb}|B \rightarrow D^{*}$ | $(38.69 \pm 0.79) \times 10^{-3}$ | this work |
| $|V_{cb}|_{incl}$ | $(42.16 \pm 0.50) \times 10^{-3}$ | [50] |
| $\mathcal{B}(\Lambda_{b} \rightarrow p\mu^{-}\bar{\nu}_{\mu})_{32>15}/\mathcal{B}(\Lambda_{b} \rightarrow \Lambda_{c}\mu^{-}\bar{\nu}_{\mu})_{92>7}$ | $(0.947 \pm 0.081) \times 10^{-2}$ | [51] |
| $\mathcal{B}(B^{-} \rightarrow \tau^{-}\bar{\nu}_{\tau})$ | $(1.09 \pm 0.24) \times 10^{-4}$ | [27] |
| $\mathcal{B}(D_{s}^{-} \rightarrow \mu^{-}\bar{\nu}_{\mu})$ | $(5.51 \pm 0.16) \times 10^{-3}$ | [27] |
| $\mathcal{B}(D_{s}^{-} \rightarrow \tau^{-}\bar{\nu}_{\tau})$ | $(5.52 \pm 0.24) \times 10^{-2}$ | [27] |
| $\mathcal{B}(D^{-} \rightarrow \mu^{-}\bar{\nu}_{\mu})$ | $(3.77 \pm 0.18) \times 10^{-4}$ | [27] |
| $\mathcal{B}(D^{-} \rightarrow \tau^{-}\bar{\nu}_{\tau})$ | $(1.20 \pm 0.27) \times 10^{-3}$ | [27] |
| $\mathcal{B}(K^{-} \rightarrow e^{-}\bar{\nu}_{e})$ | $(1.582 \pm 0.007) \times 10^{-5}$ | [28] |
| $\mathcal{B}(K^{-} \rightarrow \mu^{-}\bar{\nu}_{\mu})$ | $0.6356 \pm 0.0011$ | [28] |
| $\mathcal{B}(\tau^{-} \rightarrow K^{-}\bar{\nu}_{\tau})$ | $(0.6986 \pm 0.0085) \times 10^{-2}$ | [27] |
| $\mathcal{B}(K^{-} \rightarrow \mu^{-}\bar{\nu}_{\mu})/\mathcal{B}(\pi^{-} \rightarrow \mu^{-}\bar{\nu}_{\mu})$ | $1.3367 \pm 0.0029$ | [28] |
| $\mathcal{B}(\tau^{-} \rightarrow K^{-}\bar{\nu}_{\tau})/\mathcal{B}(\tau^{-} \rightarrow \pi^{-}\bar{\nu}_{\tau})$ | $(6.438 \pm 0.094) \times 10^{-2}$ | [27] |
| $\mathcal{B}(B_{s} \rightarrow \mu^{+}\mu^{-})$ | $(2.9 \pm 0.7 \pm 0.2) \times 10^{-9}$ | [52] |
| $|V_{ud}|f_{+}^{D \rightarrow \pi}(0)$ | $0.1426 \pm 0.0018$ | [27] |
| $|V_{cb}|f_{+}^{D \rightarrow K}(0)$ | $0.7180 \pm 0.0033$ | [27] |
| $|\rho|$ | $(2.228 \pm 0.011) \times 10^{-3}$ | [28] |
| $\Delta m_{d}$ | $(0.5065 \pm 0.0019) \text{ ps}^{-1}$ | [27] |
| $\Delta m_{s}$ | $(17.757 \pm 0.021) \text{ ps}^{-1}$ | [27] |
| $\sin 2\beta$ | $0.71 \pm 0.09$ | [27] |
| $\phi_{s}$ | $-0.055 \pm 0.021$ | [27] |
| $\alpha$ | $(85.2_{-4.3}^{+4.8})^\circ$ | [27] |
| $\gamma$ | $(67 \pm 4)^\circ$ | [53] |
| $V_{L}$ | $0.995 \pm 0.021$ | [28] |
| $V_{R}$ | $[-0.11, 0.16]$ | [54] |

As we have mentioned in the previous section, the NP contributions to semileptonic ($P \rightarrow Ml\nu_{l}$) and leptonic decays will impact the vertex factor, which is proportional to the square of the magnitude of the corresponding CKM element. Hence, we need to extract the parameters related to NP alongside the other Wolfenstein parameters. This means that we need to carry out a dedicated fit to all of these parameters using the machinery used by the CKMFitter group to fit only the CKM parameters.

To validate the code, we recreate the Summer’19 SM fit performed by the CKMFitter group using the same set of inputs and observables as mentioned in [57]. The details of the theoretical expressions for the observables can be found in [27, 58–60]. We report our fit results in Table. II and compare them to the CKMFitter 2019 results. They are consistent with each other within 1σ confidence interval (CI). We go a step further and use some recent updates for the CKM observables as listed in Table. III and redo the fit in this “Updated 2021” scenario. This is the most updated global fit results after CKMFitter 2019. The other relevant inputs are provided in Table. IV. Note that the fit results for all the four parameters are consistent with 2019 results within 1σ CI. However, the fit values for $\rho$ and $\eta$ are slightly higher than earlier. The best fit points for $\rho$ has increased by 8% while that for $\eta$ by about 5%. Primarily,
these shifts are due to changes in the inputs of $\alpha$, $\gamma$ and $\sin 2\beta$ which have been updated from the previous 2019 inputs. Fig. 4 shows the single parameter profile-likelihoods for the global CKM fit with the most updated inputs and observables. These are the most updated best fit estimates for the CKM parameters.

### C. CKM Fit including new physics

As mentioned earlier, due to the presence of the WC corresponding to the $V+A$ operator $O_{V2}$, the decay distribution of $P \rightarrow M^+\ell\nu\ell$ decays will be modified unlike the alteration of the vertex CKM factor in case of the $P \rightarrow M\ell\nu\ell$ and

| Input Parameters | Value | Reference |
|------------------|-------|-----------|
| $f^+_{K\rightarrow\ell\nu}(0)$ | 0.9706(27) | $N_f = 2 + 1 + 1$ [55] |
| $f_K^+ / f_{D^+}$ | 1.1932(19) | $N_f = 2 + 1 + 1$ [55] |
| $f_K^+$ | 155.7 ± 0.13 | $N_f = 2 + 1 + 1$ [55] |
| $f_{D^+}^{K^+}(0)$ | 0.747(19) | $N_f = 2 + 1 + 1$ [55] |
| $f_{D^+}^{\pi}(0)$ | 0.666(29) | $N_f = 2 + 1$ [55] |
| $f_B^+$ | 230.3(1.3) MeV | $N_f = 2 + 1 + 1$ [55] |
| $f_{D^+}/f_B$ | 1.209(0.005) | $N_f = 2 + 1 + 1$ [55] |
| $B_K$ | 0.7625(97) | $N_f = 2 + 1$ [55] |
| $f_{D^+}$ | 249.9(5) MeV | $N_f = 2 + 1 + 1$ [55] |
| $f_{D^+}/f_D$ | 1.1783(16) | $N_f = 2 + 1 + 1$ [55] |

$\zeta(A_p \rightarrow p\mu^-\bar{\nu}_\mu)_{q^2>15}/\zeta(A_p \rightarrow A_0\mu^-\bar{\nu}_\mu)_{q^2>15}$

$B_{B_s}$

$B_{B_s}/B_{B_d}$

$\bar{m}_c(m_c)$

$\bar{m}_t(m_t)$

$\eta_t$

$\eta_u$

$\eta_b(M_S)$

### TABLE IV: List of additional inputs for the CKM fit.

---

**Fig. 4:** 1D profile-likelihoods for the CKM Wolfenstein parameters $A, \lambda, \bar{\rho}, \bar{\eta}$ for the global CKM 2021 Standard Model fit. The best fit estimates at 68.3% confidence level are mentioned in each case.
$P \rightarrow \ell \nu \ell$ decays. Hence, in order to perform the fit for the NP scenarios, we consider both the CKM observables listed in Table. III as well as the list of $B \rightarrow D^* \ell \bar{\nu}_\ell$ data mentioned in the previous subsection. However, we do not consider the inclusive determinations of $|V_{cb}|$ and $|V_{td}|$ for the NP fit as mentioned earlier. Additionally, we also consider the $Wtb$ anomalous couplings as observables which are significantly affected by heavy BSM physics like the present model. The most general $Wtb$ vertex is expressed as

$$L_{Wtb} = -\frac{g}{\sqrt{2}} \bar{b} \gamma^\mu (V_L P_L + V_R P_R) t W^- - \frac{g}{\sqrt{2}} \bar{b} i \sigma^{\mu \nu} (g_L P_L + g_R P_R) t W^- + h.c.$$ (26)

In the cases we have studied for different values of $\Lambda$, the fitted values for the BGL coefficients are identical, and we present the results only for three different values of the cut-off scale $\Lambda$, for example, $\Lambda = 1, 2$ and $5$ TeV, respectively. We consider the inclusive determinations of $Wtb$ vertices. The most general $B$ list in Table. III as well as the list of anomalous couplings as observables which are significantly affected by heavy BSM physics like the present model. The most general $Wtb$ vertex is expressed as

$$L_{Wtb} = -\frac{g}{\sqrt{2}} \bar{b} \gamma^\mu (V_L P_L + V_R P_R) t W^- - \frac{g}{\sqrt{2}} \bar{b} i \sigma^{\mu \nu} (g_L P_L + g_R P_R) t W^- + h.c.$$ (26)

In the SM, $V_L = V_b \simeq 1$ while the other anomalous couplings $V_R, g_L, g_R$ are equal to zero. Limits have been set on such couplings by analyzing CMS and ATLAS data on helicity fractions, single top production cross section and forward-backward asymmetries [54, 61, 62]. Since our model will have contributions to these couplings which are much enhanced due to the top quark mass, we use them as inputs as listed in Table. III. Note that, the NP contribution to the tensor operator $\sigma^{\mu \nu}$ is much suppressed and therefore we do not consider the anomalous couplings $g_L$ and $g_R$ in our analysis.

| Scale $\Lambda$ (TeV) | Fit Quality $\chi^2$/dof | p-Value 53.31% | Parameter | Fit Result |
|----------------------|-------------------------|--------------|-----------|------------|
| 1.0                  | 42.57/44                | 53.31%       | $C_T$ (GeV$^{-2}$) | 0.306(85) |
|                      |                         |              | $|V_{cb}|$ | $40.82(93) \times 10^{-3}$ |
|                      |                         |              | $a_0^f$ | 0.0122(1) |
|                      |                         |              | $a_1^f$ | 0.0181(96) |
|                      |                         |              | $a_2^f$ | -0.268(210) |
|                      |                         |              | $a_0^g$ | 0.0333(11) |
|                      |                         |              | $a_1^g$ | -0.099(64) |
|                      |                         |              | $a_2^g$ | -0.058(148) |
|                      |                         |              | $a_1^{F_1}$ | -0.0003(17) |
|                      |                         |              | $a_1^{F_2}$ | 0.0513(12) |
|                      |                         |              | $a_2^{F_2}$ | -0.185(60) |
|                      |                         |              | $a_2^{F_2}$ | 0.981(921) |
| 2.0                  | 42.57/44                | 53.31%       | $C_T$ (GeV$^{-2}$) | 0.272(75) |
|                      |                         |              | $|V_{cb}|$ | $40.82(93) \times 10^{-3}$ |
| 5.0                  | 42.57/44                | 53.31%       | $C_T$ (GeV$^{-2}$) | 0.237(66) |
|                      |                         |              | $|V_{cb}|$ | $40.82(93) \times 10^{-3}$ |

TABLE V: Fit result for $|V_{cb}|$ and $C_T$ (GeV$^{-2}$) from the frequentist analysis for different NP scenario with the same $B \rightarrow D^* \ell \bar{\nu}_\ell$ dataset as Table. I. We have shown the fit results for the BGL coefficients only for $\Lambda = 1$ TeV. For $\Lambda = 2$ and 5 TeV, the results are identical.

| Scale | $\chi^2$/dof | p-Value (%) | Fit Result |
|-------|--------------|-------------|------------|
| 1 TeV | 87.49/70     | 7.69        | $C_T$ (GeV$^{-2}$) | $0.00003 \pm 0.00013$ |
|       |              |             | $A$ | $0.799806 \pm 0.007691$ |
|       |              |             | $\lambda$ | $0.224982 \pm 0.000293$ |
|       |              |             | $\bar{\rho}$ | $0.176546 \pm 0.009690$ |
|       |              |             | $\eta$ | $0.386274 \pm 0.011863$ |
| 2 TeV | 87.49/70     | 7.69        | $C_T$ (GeV$^{-2}$) | $0.00002 \pm 0.00009$ |
|       |              |             | $A$ | $0.799806 \pm 0.007691$ |
|       |              |             | $\lambda$ | $0.224982 \pm 0.000293$ |
|       |              |             | $\bar{\rho}$ | $0.176545 \pm 0.009689$ |
|       |              |             | $\eta$ | $0.386274 \pm 0.011863$ |
| 5 TeV | 87.49/70     | 7.69        | $C_T$ (GeV$^{-2}$) | $0.000015 \pm 0.000066$ |
|       |              |             | $A$ | $0.799808 \pm 0.007691$ |
|       |              |             | $\lambda$ | $0.224982 \pm 0.000293$ |
|       |              |             | $\bar{\rho}$ | $0.176544 \pm 0.009690$ |
|       |              |             | $\eta$ | $0.386273 \pm 0.011863$ |

TABLE VI: Fit Results for the Wolfenstein parameters and $C_T$ with NP. For the NP analyses, we have shown the results for three benchmark values of the cutoff scale, $\Lambda = (1.0, 2.0, 5.0)$ TeV. The corresponding results for the BGL coefficients are given in Table. X in the appendix.

To begin with, we present the fit results corresponding to the analysis of $B \rightarrow D^* \ell \bar{\nu}_\ell$ alone in Table. V. We fit $C_T = C_s^2 + C_p^2$ along with $|V_{cb}|$ and the BGL coefficients for different values of $\Lambda$ in between 1 to 10. However, we have presented the results only for three different values of the cut-off scale $\Lambda$, for example, $\Lambda = 1, 2$ and 5 TeV, respectively. In the cases we have studied for different values of $\Lambda$, the fitted values for the BGL coefficients are identical, and we
present them only for $\Lambda = 1$ TeV. Note that because of the new contribution in the decay rate distribution, there is a small shift ($\approx 5.5\%$) in the best-fit values of $|V_{cb}|$. However, the fitted values are consistent within 1-$\sigma$ CI with the one obtained without any NP (Table. I). We obtain a non-zero solution for $C_T$, which is allowed due to a small discrepancy between the Fermilab-MILC estimates and the measurement of the decay rates, which can be seen in Fig. 8 of ref. [38].

As a next step, we include the data on $B \to D^*\ell \bar{\nu}_\ell$ alongside all the other data used in the CKM fit. The presence of a new contribution in $P \to M\bar{\nu}_\ell$ and $P \to \ell\nu_\ell$ decays modifies the CKM element to $|V_{ij}| = |V_{ij}(1 \pm C_{V_{ij}})|$ (with $C_{V_{ij}} = 0$). In such cases, the measured values of the elements should be considered to be $|V_{ij}'|$ while $|V_{ij}|$ will be parametrized in terms of $\Lambda$, $\lambda$, $\bar{\rho}$ and $\bar{\eta}$. In the expansion of $V_{ij}$ we consider terms up to order $\lambda^3$. The fit results of the corresponding frequentist analysis are presented in Table. VI. Note that in the presence of NP, the fitted values of $\Lambda$, $\lambda$, $\bar{\rho}$ and $\bar{\eta}$ remain practically unchanged. For both the values of $\Lambda$ the allowed ranges of $C_T$ are consistent with zero and very tightly constrained. The negative values of $C_T$ could be accomodated by introducing phases in $C_s$ and $C_p$, for example, by the following replacements: $C_s \to e^{i\pi/2}C_s = iC_s$ and $C_p \to e^{i\pi/2}C_p = iC_p^3$.

| CKM elements | Without NP | In scenarios with NP |
|--------------|------------|----------------------|
|               | $\Lambda=1$ TeV | $\Lambda=2$ TeV | $\Lambda=5$ TeV |
| $|V_{ud}|$ | $0.974355\pm0.000068$ | $0.974356\pm0.000068$ | $0.974355\pm0.000067$ | $0.974356\pm0.000067$ |
| $|V_{us}|$ | $0.22498\pm0.00029$ | $0.22498\pm0.00029$ | $0.22498\pm0.00029$ | $0.22498\pm0.00029$ |
| $|V_{ub}|$ | $0.00397\pm0.00011$ | $0.00397\pm0.00011$ | $0.00397\pm0.00011$ | $0.00396\pm0.00011$ |
| $|V_{cd}|$ | $0.22486\pm0.00029$ | $0.22486\pm0.00029$ | $0.22486\pm0.00029$ | $0.22486\pm0.00029$ |
| $|V_{cs}|$ | $0.97351\pm0.00007$ | $0.973509\pm0.00007$ | $0.973509\pm0.00007$ | $0.973509\pm0.00007$ |
| $|V_{cd}|$ | $0.04045\pm0.00038$ | $0.04045\pm0.00037$ | $0.04046\pm0.00038$ | $0.04046\pm0.00038$ |
| $|V_{td}|$ | $0.00828\pm0.0001$ | $0.00828\pm0.0001$ | $0.00828\pm0.0001$ | $0.00828\pm0.0001$ |
| $|V_{ts}|$ | $0.0398\pm0.00037$ | $0.03979\pm0.00036$ | $0.03979\pm0.00036$ | $0.0398\pm0.00037$ |
| $|V_{tb}|$ | $0.999174\pm0.000015$ | $0.999174\pm0.000015$ | $0.999174\pm0.000015$ | $0.999173\pm0.000015$ |

TABLE VIII: The extracted values of the CKM elements from the fit results given in Table. VII) in the different scenarios with and without the NP. These estimates have been obtained from the bayesian posteriors of the respective runs for the SM and NP scenarios with the NP scale $\Lambda$ taken to be 1, 2 and 5 TeV. The numbers correspond to the medians and $1\sigma$ quantiles of the respective distributions for the CKM elements. It is evident that the inclusion of NP has negligible effect on these elements.

\[\text{In Table. XVI, we list the fit results for the Wolfenstein parameters including NP in presence of the Belle 2017 data and find no significant changes in the fit results compared to those listed in Table. VI.}\]

\[\text{In principle, one can consider } C_s \text{ and } C_p \text{ to be complex with the respective phases as unknowns which can be constrained from the data on mixing and electric dipole moments etc. We did not explore that possibility which we will do in a future work. Furthermore, it is to be noted that our NP scenario has negligible impacts on } K \to K \text{ or } B_q \to B_q \text{ (} q = d, s \text{) mixing.}\]
In scenarios with NP remaining similar to those obtained from the frequentist analysis. The posteriors for the Wolfenstein parameters: constraints on it which become more stringent with the increasing values of the cut-off scale. The overall observations C Wolfenstein parameters are almost unchanged. The fitted values for in the frequentist analysis. In order to provide numerical estimates, we present the median and the corresponding high values. All other observations are similar to the ones obtained in the frequentist analysis. In order to provide numerical estimates, we present the median and the corresponding 1σ quantiles for the posteriors of the respective parameters. In the presence of the NP, the best fit points of all the Wolfenstein parameters are almost unchanged. The fitted values for C_T are given in Table. VII. The corresponding 1D posterior has been shown in Fig. 5. In accordance to our expectations, C_T is consistent with zero, and we obtain tight constraints on it which become more stringent with the increasing values of the cut-off scale. The overall observations remain similar to those obtained from the frequentist analysis. The posteriors for the Wolfenstein parameters: A, λ, ρ and η are understandably Gaussian. We refrain from showing the corresponding posteriors for all of the fit and nuisance parameters here. For the Bayesian analysis related to the BGL parameters, we provide the corresponding information consisting of the 1-D posteriors, 2-D correlation plots, and the corresponding numerical estimates as a triplot (Fig. 12) in section A.

In the Bayesian view of subjective probability, all unknown parameters are treated as uncertain and thus should be described in terms of their underlying probability distributions. In addition to the frequentist analysis, we also carry out a Bayesian fit for the Wolfenstein parameters with and without the contribution from the NP cases discussed above. The results of the bayesian fit are given in Table. VII. Note that the fit values of the Wolfenstein parameters are highly consistent in all the scenarios with and without the NP. All other observations are similar to the ones obtained in the frequentist analysis. In order to provide numerical estimates, we present the median and the corresponding 1σ quantiles for the posteriors of the respective parameters. In the presence of the NP, the best fit points of all the Wolfenstein parameters are almost unchanged. The fitted values for C_T are given in Table. VII. The corresponding 1D posterior has been shown in Fig. 5. In accordance to our expectations, C_T is consistent with zero, and we obtain tight constraints on it which become more stringent with the increasing values of the cut-off scale. The overall observations remain similar to those obtained from the frequentist analysis. The posteriors for the Wolfenstein parameters: A, λ, ρ and η are understandably Gaussian. We refrain from showing the corresponding posteriors for all of the fit and nuisance parameters here. For the Bayesian analysis related to the BGL parameters, we provide the corresponding information consisting of the 1-D posteriors, 2-D correlation plots, and the corresponding numerical estimates as a triplot (Fig. 12) in section A.

In Fig. 6, we provide 2-D correlation plots between the CKM parameters A – λ, ¯ρ − ¯η and A – ¯ρ. We also display the correlation of the NP parameter C_T with A, ¯η and ¯ρ. Note that in the presence of a new contribution the correlations between A, λ ¯η and ¯ρ do not change. Also, for all values of the scale Λ, C_T has negligible correlations with the Wolfenstein parameters. In addition, we have checked that C_T has a negligible correlation with λ for all cases. The numerical values of these correlations are presented in the appendix. In the absence of any NP contributions, the numerical values of the correlations are given in Table. XI, XII, XIII and XIV, respectively.

As mentioned earlier, in the presence of new contributions the CKM element V_{ij} is modified to V_{ij}' = V_{ij}(1 + ∆_{NP}). To check the impact of the NP on the extracted values of the CKM elements, we have extracted V_{ij}' in the fit with ∆_{NP} = 0 and compared them with the extracted values obtained from the fit results with ∆_{NP} ≠ 0. The numerical estimates for all nine CKM parameters in all the fit scenarios are given in Table. VIII. Each of the numbers corresponds to the median and 1σ quantiles for the respective distributions of the CKM parameters. As expected, the extracted values remain unaltered in the presence of the NP effects we are considering.

As discussed in sub-section IV A, we have analyzed the B → D^*ℓν (ℓ = e and µ) decay mode independently and along with all the other inputs used to extract the Wolfenstein parameters. With the updated inputs from lattice, we carry out fits in the SM (without any new contribution) and include new contributions. In the frequentist and Bayesian analyses, the fit results for the BGL coefficients with and without C_T are given in Table. X. For the semileptonic P → M decay modes we can define observables like R(M^{(*)}) = \frac{B(P → M^{(*)}τν)}{B(P → M^{(*)}ℓν)}. In the SM, these observables are expected to respect lepton-universality (LU), which can be violated (LUV) in the presence of new

| Observable | SM | In scenarios with NP |
|------------|----|---------------------|
| R(D^*)     |    |                     |
| Frequentist| 0.2579±0.0034 | 0.2579±0.0034 | 0.2579±0.0034 | 0.2579±0.0034 |
| Bayesian   | 0.2586±0.0031 | 0.2586±0.0031 | 0.2586±0.0031 | 0.2586±0.0031 |

TABLE IX: R(D^*) estimates for the SM and the three NP scenarios with scales 1, 2 and 5 TeV. The Bayesian estimates correspond to the median and 1σ quantiles for the respective distributions for R(D^*).
FIG. 6: 2D correlation plots for the Wolfenstein parameters. We show the correlations between $A\lambda$, $\rho\eta$ and $A\rho$ for the scenario without NP and the two NP cases with the NP scale $\Lambda$ taken to be 1, 2 and 5 TeV respectively. The smaller and larger concentric ellipses represent the 1 and 2$\sigma$ regions and have been displayed for the SM and all the NP cases. The shaded contours represent probability densities and have been provided only for the SM case. The blue (dotted) ellipses represent the SM while the brown (solid), green (dotdashed) and red (dashed) ellipses represent the NP cases with $\Lambda = 1$, 2 and 5 TeV respectively.

interactions affecting these decays. For the type of new effects we are considering here, the NP effects will cancel along with the CKM elements in $R(M)$. However in $R(M^*)$, the new contributions will be affecting the decay rate distributions along with the vertex factor and the contribution will be sensitive to the lepton mass. Therefore, for $R(D^*)$, the new effects will not get cancelled completely. We also take this opportunity to update the SM prediction for $R(D^*)$ with the newly available inputs. Using the results given in Table. X along with the respective correlations, we have predicted $R(D^*)$ in the SM and in NP scenarios with three masses which are shown in Table. IX. The SM predictions are unchanged due to NP in $B \to D^* \ell \nu \ell$ which are tightly constrained from the CKM fit analysis.

As we have mentioned earlier, the extraction of $C_T$ from the detailed analysis of the inclusive $B \to X_c e \nu$ decays is beyond the scope of this paper. Inspite of the difficulties in the extraction of new physics parameters from inclusive measurements, we have attempted to naively extract the allowed range of $C_T$ from the respective decay rate. Following the simplified approach as discussed in Ref. [63], we define the approximate inclusive branching fraction in the presence of leading order new physics effect only in the rates

$$B(B \to X_c e \nu)_{exp} \approx B(B \to X_c e \nu)_{SM} \frac{\Gamma(B \to X_c e \nu)^{LO}_{NP}}{\Gamma(B \to X_c e \nu)^{LO}_{SM}}$$

where $B(B \to X_c e \nu)_{exp} = (10.8 \pm 0.4)\%$ [28] is the experimentally measured branching fraction. The expressions for $\Gamma(B \to X_c e \nu)^{LO}_{NP}$ and $\Gamma(B \to X_c e \nu)^{LO}_{SM}$ can be found in [63]. Note that $\Gamma(B \to X_c e \nu)^{LO}_{NP}$ is sensitive to $C_T$. We have expressed $B(B \to X_c e \nu)_{SM}$ as given below

$$B(B \to X_c e \nu)_{SM} = \tau_B |V_{cb}\|^2 \Gamma'$$

Here, $\tau_B$ is the mean life of the B-meson, and $\Gamma'$ is the integrated rate and includes all the available higher-order perturbative corrections up to $O(\alpha_s^3)$ and the corrections to the non-perturbative matrix elements; for details see
Note that $\Gamma'$ is a function of $m_s^2$, $m_t^2$, and different non-perturbative matrix elements which could be extracted from a fit to the respective leptonic energy moments and the moments of the hadronic invariant mass of the respective differential distributions [29, 30]. Using these fitted parameters, one can find out $\Gamma'$ and thereby extract $|V_{cb}|$ from eq. 28 by letting $\mathcal{B}(B \to X_c e\nu)_SM = \mathcal{B}(B \to X_c e\nu)_exp$. Following this approach the authors of ref. [50] have obtained $\Gamma' = 2.44(11) \times 10^{-11}$ GeV, and hence $|V_{cb}|_{incl} = 42.16(51) \times 10^{-3}$. Note that the fit in ref. [50] does not assume contributions from NP.

In this analysis, we aim to constrain the magnitude of $C_T$ from eq. 27 with the measured value $\mathcal{B}(B \to X_c e\nu)_exp$, and the $|V_{cb}|$ obtained from the CKM fit without any inputs from the inclusive decays. Ideally, one should simultaneously fit the $|V_{cb}|$ along with $C_T$; however, for the naive estimate, the only available input is the inclusive branching fraction. Therefore, we must fix $|V_{cb}|$ from the other measurements. In order to extract the allowed range of $C_T$, we calculate the ratio

$$R_{incl} = \frac{\mathcal{B}(B \to X_c e\nu)_exp}{\mathcal{B}(B \to X_c e\nu)_SM} = 1.087 \pm 0.034.$$  

With the fitted $\Gamma' = 2.44(11) \times 10^{-11}$ GeV, along with our predicted $|V_{cb}| = 0.04045^{+0.00038}_{-0.00037}$ from the CKM fit (Table. VIII), we find $\mathcal{B}(B \to X_c e\nu)_SM = (9.9 \pm 0.5)\%$ which is consistent with the measured value $\mathcal{B}(B \to X_c e\nu)_exp$ at 68$\%$ C.L. Note that from eq. (27) we can define

$$R_{incl} \approx \frac{\mathcal{B}(B \to X_c e\nu)_exp^{CT}}{\mathcal{B}(B \to X_c e\nu)_SM^{CT}}$$

and using the estimate in eq. 29 we can find out the allowed ranges of $C_T$. In Fig. 7, we have shown the variation of $R_{incl}$ with $C_T$, from where we can get the allowed range of $C_T$ required to explain $R_{incl}$ in its estimated range. The figure shows the estimated 1$\sigma$ limit of the ratio $R_{incl}$, and the allowed magnitude of $C_T$ could be as large as 0.2. As expected, the inclusive measurement does not provide a strong constraint on $C_T$, and a zero-consistent range is obtained even though large negative values of $C_T$ are favoured.

## D. DM phenomenology

We point out the main results from DM phenomenology in this section. Before we present our results related to DM phenomenology, we would like to point out different contributions to the relic density in the different regions of the mass hierarchy between $M_\chi$, $M_s$ and the top quark mass. In the simplified dark matter model we are considering, for $M_\chi < M_s < m_t$, the dominating annihilation channels which will contribute to relic are given by $\chi\bar{\chi} \to b\bar{b}, c\bar{c}, gg$, respectively. Here, the $\chi\bar{\chi} \to gg$ is a one-loop process where the dominant contribution to the effective $S \to gg$ vertex will be from a top quarks loop [14, 64]. However, for $M_\chi > m_t$, the dominating annihilation channel is $\chi\bar{\chi} \to t\bar{t}$ due to quark mass dependence of mediator-quark couplings. At and above the top threshold, i.e. when $M_s \gtrsim 2m_t$, resonant annihilation into the top-quark pairs is sufficient to generate the observed relic abundance. Finally, when $M_\chi > M_s$, the annihilation will dominantly proceeds via t-channel exchange $\chi\bar{\chi} \to SS$. Also, in a situation when $M_\chi > m_t, M_s$ and $M_\chi > 2m_t$, there will be contribution to relic from both the s-channel $\chi\bar{\chi} \to t\bar{t}$ and the t-channel $\chi\bar{\chi} \to SS$ annihilation.

Considering the facts discussed above, in the context of DM phenomenology, we presented the analysis in two segments for a better understanding : one when $M_s < 2m_t$ and the other for $M_s > 2m_t$. We first begin by showing the allowed parameter space satisfying the relic data in presence of scalar couplings only i.e when $g_p = g_p' = 0$ and
$g_s, g_s' \neq 0$ in the left plot of Fig 8. The allowed values of $g_s$ can be inferred from the fit result of $C_T$ (with $C_p = 0$) as tabulated in VI. For simplicity, we only consider the allowed solutions for $C_T$ that are positive in the 2$\sigma$ range of the best fit estimate for the DM analysis. Therefore, we have $g_s = \sqrt{v^2 C_T}$ while $g_s'$ is varied between 0 – 10. Note the allowed value of $g_s$ is restricted to $< 4$. In the left plot in Fig. 8, we show the correlation between the two scalar couplings satisfying the relic abundance of dark matter of mass 200 GeV and mediator masses 300, 500 & 1000 GeV in dark magenta, dark blue and dark orange lines, respectively. However, we find that the scalar couplings required to satisfy the relic is ruled out from the spin-independent direct detection (SIDD) constraints from XENON-1T experiment [65]. The region allowed by the XENON data for the same DM and mediator masses as above are shown in lighter magenta, light blue and light orange respectively in the plot which are much away from the relic allowed curves. Hence, for all non-zero values of the scalar couplings $g_s, g_s'$, the SIDD bound plays the most stringent role in constraining their upper limits. The same conclusion holds for values of DM masses other than $M_X = 200$ GeV. Therefore, one can re-establish the fact that scalar portal DM candidates are not favoured by the data.

Similarly, we show the correlations between the pseudoscalar couplings $g_p$ and $g_p'$ on the right side of Fig. 8 for similar DM and mediator masses. Here, we have set $g_s = g_s' = 0$ and obtained the bound on $g_p$ from the results of table VI using the relation $g_p = \sqrt{v^2 C_T}$ while $g_p'$ is varied between 0 – 10. In Fig. 9, we have shown the variation of the maximum of the 1-$\sigma$ and 2-$\sigma$ allowed values of the coupling $g_p$ (with $g_s \approx 0$) with the cut-off scale $\Lambda$. There are slight reductions in the allowed upper limit of the coupling with the increasing values of the cutoff scale for $\Lambda \lesssim 5$ TeV. The changes in the allowed values of the coupling are almost negligible for $\Lambda > 5$ TeV. This is due to the logarithmic dependence of the coupling on the cutoff scale. Note that for the mediator masses below the top threshold, as an example for $M_S = 300$ GeV the allowed values of $g_p'$ is $< 1$ and its value could be $> 1$ only if $g_p << 1$. Also, for $g_p \simeq 0.5$ the allowed values of $g_p'$ will be $<< 1$. The constraints are severe for the values of $M_S$ larger than 2$m_t$ (top-threshold). Such an observation is also true for the scalar coupling case discussed in the previously. We have shown the correlation between the couplings for $M_S = 1000$ and 1500 GeV. It should be noted that, if kinematically allowed, i.e. for $M_S > 2m_t$, the DM can annihilate into a pair of top quarks whose cross-sections are enhanced due to the heavy top mass effect in the interaction (see eq. 5). If we neglect the top quark interaction, the resulting correlation is presented by the blue and brown curves on the right plot of Fig. 8 for $M_S = 0.5$ and 1 TeV respectively. Larger couplings become allowed if annihilation to only light quarks is considered. In the absence of the scalar couplings, the parameter space is free from any constraints from the DM-nucleon scattering data since the pseudoscalar couplings give rise to velocity suppressed spin-dependent scattering.

So far, we have focused on a particular mass of the DM. We will discuss the phenomenology for the varying mediator and DM masses in what follows. The variation of the relic abundance with the DM mass is shown in Fig. 10. Here, we show the variation with the DM mass for $M_S = 0.3, 0.5, 1.0$ and 1.5 TeV, in green, orange, blue and magenta points respectively, for the scenario $0 \leq g_p \leq 4$ (as obtained above) and $g_p' = 1$ (left), 2 (right). The black dashed line signifies the present-day relic abundance of DM. For $g_p' = 1$, from the scans, we find that for relatively lighter masses, like $M_S = 300$ GeV, the correct relic is satisfied for a wide range of DM masses on both sides of $M_S \approx 2M_X$. However, for the values of $M_S$ higher than the top-threshold, the allowed DM masses become very constrained to a small region, and they satisfy $M_X << M_S/2$. A similar plot for $g_p' = 2$ is shown in the right panel of Fig. 10. One can
FIG. 9: The variation of the maximum 1-σ and 2-σ allowed values of the coupling \( g_P \) when \( g_s \approx 0 \) or negligibly small, with the cutoff scale.

FIG. 10: Here we plot the relic abundance as a function of the DM mass for the four values of \( M_S \), as denoted by the green, orange, blue and magenta points, for \( 0 \leq g_P \leq 4 \) and \( g_{P'} \) taken to be 1 (left plot) and 2 (right plot). See text for more details.

note that the probability of getting a allowed solution for \( M_\chi > M_S/2 \) has reduced as compared to that for \( g_{P'} = 1 \). Therefore, for higher values of the coupling \( g_{P'} (>2) \), the relic will be satisfied only when \( M_\chi < M_S/2 \). On the other hand, one would expect the solution to be concentrated near the \( M_\chi \approx M_S/2 \) for values of \( M_S \) near or below the top threshold and \( g_{P'} < 1 \).

In Fig. 11, we show the allowed correlations between the mediator and the dark matter mass for a few values of \( g_{P'} \) while we fix \( g_P = 1 \). The relic abundance is satisfied only along the orange, blue and magenta curves for \( g_{P'} = 0.01, 0.1 \) and 1.0 respectively. These benchmark values are chosen after an inspection of the correlations in Fig. 8. The plot on the left is for the mediator mass \( M_S \lesssim 2 m_t \) GeV, and that to the right is for above it. The black dashed and dot-dashed lines depict \( M_\chi = M_S \) and \( M_\chi = 2M_S \) respectively. It is evident from the plots that for \( M_S < 2 m_t \), for lower values of \( g_{P'} (\lesssim 1) \), relic is satisfied near the region \( M_\chi \approx M_S/2 \). However, for a relatively high value, like \( g_{P'} \approx 1 \) the relic will be satisfied only when \( M_\chi < M_S/2 \). For \( M_S > 2 m_t \), for smaller values of \( g_{P'} \), as an example for \( g_{P'} = 0.01 \), the relic will be satisfied near the region \( M_\chi \approx M_S/2 \). However, as observed earlier, the relic will be satisfied for \( M_\chi < M_S/2 \) when \( g_{P'} \) is not too small. High DM masses ( \( \gtrsim 350 \) GeV) do not satisfy the relic constraint until the annihilation to the top final state becomes relevant. This is expected since the annihilation cross-section is lowered for low values of the couplings, thereby making the relic overabundant. Therefore, we need smaller DM masses to tune the relic to the correct amount by increasing the overall cross-section. The reverse is true for the cases shown on the right plot of Fig. 11 since the top quark effect is so dominant that high DM masses are disfavoured unless the couplings are very low.

Based on the analyses of 8 TeV data, the relevant bounds on \( g_s, g_{s}', g_p, g_{p}', M_S \) and \( M_\chi \) from the collider searches: \( E_T + jet \) and \( E_T + tt \), respectively, can be seen from the refs. [14, 64]. The corresponding bounds have been updated in the newly available analyses from ATLAS [66] and CMS [67–70], which are based on the data at the centre of mass.
energy $\sqrt{s} = 13$ TeV. Though a dedicated collider analysis is beyond our paper’s scope or motivation, we can draw some inferences from the results of ATLAS and CMS on the respective model parameters. The ATLAS and CMS have looked for signatures in $X + E_T$ final states where $X$ stands for $W/Z/\gamma$ or jets. Note that the LHC bounds are applicable only for $M_s \gtrsim 2M_\chi$. As was seen in these experimental analyses, the strong constraints on the scalar or pseudoscalar mediator masses come mainly from the analyses of $(t/\bar{t}/t\bar{t} + E_T)$ [67, 69] and $E_T + jets$ signatures [66, 70]. As can be seen from ref. [69], from the analysis of combined events in $(t/\bar{t}/t\bar{t} + E_T)$ searches for $g_p = g_p' = 1$ and the DM mass $M_\chi = 1$ GeV, mediator masses $M_s < 300$ GeV are excluded at 95% CL. On the other hand, at both CMS and ATLAS [66, 70], from the searches of the energetic jets plus large missing transverse energy (MET), constraints are obtained on $M_s$ for $M_\chi = 1$ GeV and with the magnitude of the mediator couplings: $g_p \approx 1.5$ and $g_p' = 1$. Their studies exclude the pseudoscalar mediator mass $M_s$ up to 470 GeV at 95% CL. As proposed in ref. [71], the constraints are obtained in the $M_s - M_\chi$ plane from the LHC analyses for the fixed values of the mediator couplings, which can be seen from [66], and it could be helpful to exclude a part of the region of low DM masses.

In addition, we understand that the jets plus MET production cross section will increase with the increasing values of $g_p$ or $g_p'$. One should note that the maximum excluded values of $M_s$ decrease with increasing $M_\chi$, as the branching fraction of the mediator to DM particle decays diminishes [71]. Therefore, with increasing values of the DM masses, the bounds on the mediator masses will be less stringent. Also, the naive expectation is that the mediator production cross sections will decrease with the increasing values of $M_s$. Therefore, it is expected that for higher values of the $M_\chi$ and $M_s (\gtrsim 470$ GeV), the mediator coupling $g_p > 1.5$ will be allowed by the LHC data. Also, the current LHC bound on $M_s$ will be relaxed for $g_p$ or $g_p' < 1$. In our analysis, we obtained the relic allowed regions for $g_p = g_p' = 1$ shown in colour magenta in Fig. 11 for $M_s \lessapprox 350$ GeV (left plot) which will not be allowed by the LHC data. In the same figure, the other allowed solutions are shown for $g_p' = 0.1$ and 0.01, respectively, which might still be allowed by the current experimental searches. For $g_p' = 0.1$ or 0.01, due to the reduction in production cross-section, the exclusion limit on $M_s$ will be less stringent than what has been obtained for $g_p' = 1$. Also, the allowed regions shown in the right plot of Fig. 11 for $M_s > 400$ GeV will be allowed by the current LHC limits. A dedicated collider analysis may be required to support these arguments, which is beyond the scope of this paper. Also, the current collider searches have not ruled out the upper limits on the values of $g_p$ or $g_p'$ obtained from the CKM fit. The variations of the maximum allowed value $g_p$ with the cut-off scale have been shown in Fig. 9, a more stringent bound from the future collider experiment may be helpful to get some understanding about the viable cut-off scale. More precise data might be helpful to constrain it further both at the collider and in the CKM fit.

V. SUMMARY

From the global CKM fit analysis, this paper analyzes the constraints on the parameters of a class of NP models having neutral quark current interaction mediated by a heavy scalar. This kind of NP has an impact on the leptonic

---

4 Note that in the refs. [66, 70] the couplings of the mediator with the quarks have been defined a little differently than what we defined it in our paper. The couplings are related by the relation $g_p = \frac{v}{m_t} g_{lHHC}$ where $m_t$ is the mass of the top quark. However, in ref. [69], the definition of $g_p$ or $g_s$ exactly matches ours.
and semileptonic decays at the one-loop level. Also, with the newly available updates, we have extracted Wolfenstein parameters and the related CKM elements with and without a contribution from NP from the global fit. In this paper, we mainly focus on the impact of our bounds on DM phenomenology. However, the bounds might be applicable in any other relevant phenomenology.

We have considered a simplified DM model with fermionic dark matter whose interactions with the SM is mediated by a heavy neutral scalar. There is no symmetry to forbid the interactions of the SM quarks to this new scalar. Hence, it will contribute to the charged current vertices of $\bar{d}_i u_j W$ at one loop level. The modifications to the $P \rightarrow M$ and $P \rightarrow M^*$ transitions due to the new interactions are quite contrasting. In case of the leptonic $P \rightarrow \ell \nu_{\ell}$ and semileptonic $P \rightarrow M$ decays, the vertex factors will be altered while in case of the $P \rightarrow M^*$ semileptonic decays, the $q^2$ decay distribution itself is modified. As a recent development, lattice results on the form factors of the $B \rightarrow D^* \ell \nu_{\ell}$ decay at non-zero recoil are now available. Therefore we update the SM prediction of the CKM element $|V_{cb}|$ before incorporating the NP effects. We obtain $|V_{cb}| = 38.69(79) \times 10^{-3}$ at 68% CL. We also predict the observable $R(D^*)$ in the different fit scenarios with and without the NP.

With this new update and all other available CKM measurements, we perform a global fit in the presence of the NP effects for some fixed values of the mediator mass. From this fit, we can only constrain the combination $C_T$ and not the individual couplings $C_s, C_p$. We show that for high values of $M_S$, the coupling gets severely constrained from the data. From the dark matter SIDD constraints, we can restrict the scalar couplings $C_s$ and $g'_s$ to minimal values. This automatically translates to a bound on the parameter $C_p$ from our fit results on $C_T$. However, since the pseudoscalar couplings have velocity suppressed contribution to the spin-dependent DD cross-section, there remains some freedom in $g'_p$. With this setup, we have discussed the relevant DM phenomenology.
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Appendix A: Fit results for the BGL coefficients

The fitted values of the BGL coefficients (table X) defined in eq. 18 which are obtained from a combined fit to $B \rightarrow D^* \ell \nu_{\ell}$ decay rates and other relevant inputs used in global CKM fit analysis. In Fig. 12, we provide the triplot for the BGL parameters corresponding to the SM in this section which are almost unchanged in the presence of NP.

Appendix B: Correlations between the Wolfenstein parameters and $C_T$

In this section we provide numerical estimates for the correlations between $A, \lambda, \eta$, $\bar{\rho}$ and $C_T$ corresponding to the analyses with and without any NP contributions. In case of NP, we have presented the results for the corresponding scale $\Lambda = 1 \text{ TeV}$ and $2 \text{ TeV}$ respectively. These have been obtained from the Bayesian posteriors.
FIG. 12: The triplot for the BGL parameters for the SM. We checked and found out that there are no appreciable changes for the three NP scenarios as compared to the SM as far as the posterior and correlations for the BGL parameters are concerned. The central value and corresponding errors for the parameters are provided at the top of the corresponding 1-D posteriors.

Appendix C: Fit Results Including Belle 2017 Data

In this section we point out the effect on the fit results if we include the $B \to D^* \ell \nu$ data from Belle 2017 analysis [43]. In Table. XV, we list the results for the SM fit to the data for extracting $|V_{cb}|$ and BGL form factor parameters. We can see from the table that the fit values are consistent with those obtained without considering Belle 2017 dataset given in Table. I. Similarly, for the full CKM fit including new physics, the fit values, as shown in Table. XVI, for $C_T$ remain unchanged while the Wolfenstein parameters remain consistent within the 1σ errors of the previous fit result.
TABLE X: SM and NP estimates for the BGL parameters. The NP estimates have been presented for both the cases with the NP scale $\Lambda = 1, 2$ and $5$ TeV. The Bayesian estimates correspond to the median and $1\sigma$ Quantiles of the posteriors for the respective parameters.
| $\Lambda$ | $C_T$ | $A$ | $\lambda$ | $\bar{\rho}$ | $\bar{\eta}$ |
|---|---|---|---|---|---|
| 1 TeV | 1 | $-0.00380722$ | $0.00172136$ | $0.0017101$ | $0.00245208$ |
| 2 TeV | 1 | $-0.00117545$ | $0.000992878$ | $0.000133051$ | $0.000899192$ |
| 5 TeV | 1 | $-0.00275994$ | $-0.000450748$ | $0.00303057$ | $0.00405182$ |

TABLE XI: Correlations between the four Wolfenstein parameters for corresponding to the fit without NP.

TABLE XII: Correlations between the four Wolfenstein parameters along with $C_T$ for NP scale $\Lambda = 1$ TeV.

TABLE XIII: Correlations between the four Wolfenstein parameters along with $C_T$ for NP scale $\Lambda = 2$ TeV.

TABLE XIV: Correlations between the four Wolfenstein parameters along with $C_T$ for NP scale $\Lambda = 5$ TeV.
### Dataset

| Parameter | Fit Result |
|-----------|------------|
| $|V_{cb}|$ | $38.55(70) \times 10^{-3}$ |
| $a_0'$ | $0.0123(1)$ |
| $a_1'$ | $0.0192(95)$ |
| $a_2'$ | $-0.460(194)$ |
| $a_3$ | $0.0319(10)$ |
| $a_4$ | $-0.140(62)$ |
| $a_5$ | $-0.25(145)$ |
| $a_0^F$ | $0.0021(15)$ |
| $r_f$ | $0.0517(12)$ |
| $a_1^F$ | $-0.160(59)$ |
| $a_2^F$ | $0.986(916)$ |

**TABLE XV:** Similar to Table. I including the dataset from Belle 2017 analysis [43].

### Table XVI

| Case | $\chi^2$/dof | p-Value (%) | $C_F$ (GeV$^{-2}$) | $\lambda$ | $\bar{\rho}$ | $\bar{\eta}$ |
|------|-------------|-------------|-------------------|----------|-----------|----------|
| 1 TeV | 140.5/110 | 3 | 0.00003 $\pm$ 0.00013 | $0.795114 \pm 0.007472$ | $0.224979 \pm 0.000293$ | $0.17781 \pm 0.00973$ | $0.390305 \pm 0.011842$ |
| 2 TeV | 140.5/110 | 3 | 0.00002 $\pm$ 0.00009 | $0.795112 \pm 0.007472$ | $0.224979 \pm 0.000293$ | $0.177811 \pm 0.009728$ | $0.390305 \pm 0.011842$ |
| 5 TeV | 140.5/110 | 3 | 0.000015 $\pm$ 0.000066 | $0.795112 \pm 0.007472$ | $0.224979 \pm 0.000293$ | $0.177811 \pm 0.009728$ | $0.390305 \pm 0.011842$ |

**TABLE XVI:** Fit results similar to those in Table. VI by additionally including Belle 2017 dataset.
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