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Abstract—Kernel embeddings of distributions have recently gained significant attention in the machine learning community as a data-driven technique for representing probability distributions. Broadly, these techniques enable efficient computation of expectations by representing integral operators as elements in a reproducing kernel Hilbert space. We apply these techniques to the area of stochastic control theory and present a method to compute approximately optimal policies for stochastic systems with arbitrary disturbances. Our approach reduces the optimization problem to a linear program, which can easily be solved via the Lagrangian dual, without resorting to gradient-based optimization algorithms. We focus on discrete-time dynamic programming, and demonstrate our proposed approach on a linear regulation problem, and on a nonlinear target tracking problem. This approach is broadly applicable to a wide variety of optimal control problems, and provides a means of working with stochastic systems in a data-driven setting.

I. INTRODUCTION

Stochastic systems are ubiquitous, however most methods for control of stochastic systems are reliant upon accurate modeling not only of the dynamics, but also of the stochastic processes of the system. As autonomous systems become commonplace, and direct human interaction with autonomy become more pervasive, presumptions of linearity and Gaussian stochasticity become questionable, as they could lead to control solutions that are confusing, non-intuitive, or simply incorrect. Robust solutions that work well when uncertainty is bounded by known values may be excessively conservative, and cannot accommodate long-tail phenomena. In contrast, data-driven approaches do not rely upon any prior assumptions on the dynamics or stochasticity of the system. Data-driven approaches have garnered considerable interest recently, due to the capabilities of learning algorithms to handle systems with nonlinear dynamics and unknown disturbances.

We propose a method for data-driven controller synthesis based on conditional distribution embeddings [1], a nonparametric learning technique that uses a sample of system observations to construct a model of the stochastic system dynamics as an element in a high-dimensional Hilbert space of functions known as a reproducing kernel Hilbert space. These techniques leverage functional analysis and statistical learning theory to empirically estimate the stochastic kernel using data. As a nonparametric technique, kernel methods are inherently data-driven, and do not rely upon prior assumptions placed upon the data or exploit system structure. These techniques have been applied to Markov models [2], partially-observable systems [3, 4], and more recently, to robust optimization approaches [5, 6]. Furthermore, these techniques admit finite sample bounds which show convergence in probability as the number of samples tend to infinity [1]. A Hilbert space framework is particularly well-suited to stochastic optimal control problems [7], primarily because Hilbert spaces are a generalization of inner product spaces to an infinite-dimensional setting, meaning they encompass many optimization problems of interest (note that $\mathbb{R}^n$ is a Hilbert space).

The use of kernel methods for policy synthesis is well-motivated in literature, especially in the area of reinforcement learning (RL) [8]. Methods have been developed to optimize a policy in an RKHS via functional gradient descent [9], [10]. Other approaches rely upon value iteration, approximating the value function as an intermediate step in order to compute an optimal control input [2]. However, most of these approaches face significant computational challenges due to the sampling schemes used by RL, the need for knowledge of a gradient, or reliance upon iterative numerical methods. Some progress has been made to alleviate these issues, for example using stochastic factorization [11].

Our main contribution is a data-driven algorithm for computing approximately optimal policies for arbitrary discrete-time stochastic dynamical systems. The novelty of our approach is the use of conditional distribution embeddings to formulate an optimal control problem as a linear program within a reproducing kernel Hilbert space, which can be solved efficiently via the Lagrangian dual. Our approach is model-free, since it relies only upon data collected from prior observations of the system execution, meaning that it is amenable to systems with arbitrary disturbances and nonlinear dynamics. Because we formulate the optimal control problem as a linear program, we do not rely upon gradient-based algorithms to compute an optimal solution, and thus do not impose a specific structure on the policy for the purpose of computing a functional gradient. The main
difficulty associated with our approach is the dependence of the computational complexity on sample size (generally \(O(M^3)\)), as with all kernel based approaches. This arises from the presence of a matrix inverse operation and the large number of observations needed to fully characterize the stochasticity of a system. Fortunately, numerous approaches to reducing the computational burden of kernel methods have been explored, such as [12, 13], which use Fourier transforms and Gaussian matrix approximations to reduce the computational complexity to log-linear time.

The paper is structured as follows: In section II, we define the problem and describe the preliminary theory of embedding distributions in reproducing kernel Hilbert spaces in section III. We then present our method in section IV to compute the optimal policy and present an extension of our proposed approach to solve dynamic programming problems over a finite time horizon. In section V, we demonstrate our proposed approach on a simple stochastic integrator over a finite time horizon. In section VI, we demonstrate our proposed approach on a target tracking problem using nonlinear, nonholonomic vehicle dynamics. Concluding remarks are presented in section VII.

II. Preliminaries

We use the following notation throughout: Let \(E\) be an arbitrary nonempty set, and denote the \(\sigma\)-algebra on \(E\) by \(\mathcal{E}\). If \(E\) is a topological space [14], the \(\sigma\)-algebra generated by the set of all open subsets of \(E\) is called the Borel \(\sigma\)-algebra, denoted by \(\mathcal{B}(E)\). Let \((\Omega, F, \mathbb{P})\) denote a probability space, where \(F\) is the \(\sigma\)-algebra on \(\Omega\) and \(\mathbb{P} : F \rightarrow [0, 1]\) is a probability measure on the measurable space \((\Omega, F)\). A measurable function \(X : \Omega \rightarrow E\) is called a random variable taking values in \((E, \mathcal{E})\). The image of \(\mathbb{P}\) under \(X\), \(\mathbb{P}(X^{-1}(A))\) for all \(A \in \mathcal{E}\), is called the distribution of \(X\). Let \(T\) be an arbitrary set, and for each \(t \in T\), let \(X_t\) be a random variable. The collection of random variables \(\{X_t : t \in T\}\) on \((\Omega, F)\) is a stochastic process. We define a stochastic kernel according to [14].

**Definition 1 (Stochastic Kernel).** Let \((E, \mathcal{E})\) and \((F, \mathcal{F})\) be measurable spaces with \(\sigma\)-algebras \(\mathcal{E}\) and \(\mathcal{F}\), respectively. A stochastic kernel is a map \(\kappa : \mathcal{F} \times E \rightarrow [0, 1]\), where:

1. \(x \mapsto \kappa(B | x)\) is \(\mathcal{E}\)-measurable for all \(B \in \mathcal{F}\); 2. \(B \mapsto \kappa(B | x)\) is a probability measure on \((F, \mathcal{F})\) for all \(x \in E\).

**A. System Model**

Consider a Markov control process, which is defined in [15] as a 3-tuple, \((\mathcal{X}, \mathcal{U}, Q)\), consisting of:

- A Borel space \(\mathcal{X} \subseteq \mathbb{R}^n\) called the state space;
- A compact Borel space \(\mathcal{U} \subset \mathbb{R}^m\) called the control space; and
- A stochastic kernel \(Q : \mathcal{B}(\mathcal{X}) \times \mathcal{X} \times \mathcal{U} \rightarrow [0, 1]\) that assigns a probability measure \(Q(\cdot | x, u)\) to each \((x, u) \in \mathcal{X} \times \mathcal{U}\) on the measurable space \((\mathcal{X}, \mathcal{B}(\mathcal{X}))\).

The system evolves from an initial condition \(x_0 \in \mathcal{X}\), which may be chosen from an initial distribution \(P_0\) on \(\mathcal{X}\), over a finite time horizon \(t = 0, 1, \ldots, N\), \(N \in \mathbb{N}_+\). As the system evolves, the control actions \(u_0, u_1, \ldots, u_{N-1}\) are chosen from a Markov control policy \(\pi\).

**Definition 2 (Markov Policy, [16, Definition 8.2]).** A Markov policy \(\pi\) is a sequence \(\pi = \{\pi_0, \pi_1, \ldots, \pi_{N-1}\}\) of universally measurable stochastic kernels, where for each \(t = 0, 1, \ldots, N-1\), the stochastic kernel \(\pi_t : \mathcal{B}(\mathcal{U}) \times \mathcal{X} \rightarrow [0, 1]\) assigns a probability measure \(\pi_t(\cdot | x)\) to every \(x \in \mathcal{X}\) on the measurable space \((\mathcal{U}, \mathcal{B}(\mathcal{U}))\).

**B. Problem Formulation**

We assume that the stochastic kernel \(Q\) is unknown, but that a sample of observations of the system evolution is available.

**Assumption 1.** We assume that \(Q\) is unknown, but that a sample \(\mathcal{S} = \{(x_i, u_i, x'_i)\}_{i=1}^M\) of size \(M \in \mathbb{N}_+\) is available, where \(x_i' \sim Q(\cdot | x_i, u_i)\) and \(u_i\) is selected randomly from the set of admissible control inputs.

Consider an arbitrary cost function \(c : \mathcal{X} \rightarrow \mathbb{R}\), which we assume is a continuous, bounded functional that lies in a Hilbert space of functions \(\mathcal{H}\). At any time instant \(t\), we seek to minimize \(c\) by selecting the distribution \(\pi_t\) on \((\mathcal{U}, \mathcal{B}(\mathcal{U}))\) which minimizes the following unconstrained minimization problem:

\[
\min_{\pi_t} J_t(\pi) = \int_{\mathcal{U}} \int_{\mathcal{X}} c(y)Q(dy \mid x, v)\pi_t(dv \mid x) \tag{1}
\]

The primary difficulty in solving (1) is that without knowledge of \(Q\), the integral in (1) is intractable. Thus, we seek to form an approximate optimization problem by approximating the integral in (1) using a sample \(\mathcal{S}\) taken i.i.d. from \(Q\) as an element in a Hilbert space of functions. By optimizing the approximate problem, we obtain an approximate solution. Thus, we additionally seek to ensure that the approximate optimization problem converges in probability to the true optimization problem as the sample size increases.

According to [16], in most cases, the optimal Markov policy for a system can be viewed as nonrandomized, or deterministic, meaning the stochastic kernel assigns a probability measure with mass one at a single element in \(\mathcal{U}\) to each \(x \in \mathcal{X}\). According to [15, 16], the set of nonrandomized policies is a subset of the set of all randomized policies, meaning we can search among the class of randomized policies in Hilbert space to find an optimal policy which minimizes (1).

**III. Embedding Stochastic Kernels in an RKHS**

Let \(\mathcal{H}\) be a Hilbert space of functions of the form \(\mathcal{X} \rightarrow \mathbb{R}\) with inner product \(\langle \cdot, \cdot \rangle_\mathcal{H}\) and the induced norm \(\| \cdot \|_\mathcal{H}\).

**Definition 3 (RKHS, [17]).** A Hilbert space \(\mathcal{H}\) is a reproducing kernel Hilbert space (RKHS) if there exists a positive definite [18, Definition 4.12] kernel function \(k\) that satisfies the following properties:

\[
k(x, \cdot) \in \mathcal{H}, \quad \forall x \in \mathcal{X} \tag{2}
\]

\[
f(x) = \langle f, k(x, \cdot) \rangle_\mathcal{H}, \quad \forall f \in \mathcal{H}, x \in \mathcal{X} \tag{3}
\]
where (3) is known as the reproducing property, and for any \(x, x' \in X\), we denote \(k(x, \cdot) \in \mathcal{H}\) as a function on \(X\) such that \(x' \mapsto k(x, x')\).

**Remark 1.** Alternatively, by the Moore-Aronszajn theorem [17], we can define an RKHS by first specifying a kernel \(k\) and obtain a corresponding RKHS as the closure of the span of kernel functions.

Given \((x, u) \in X \times U\), let \(Q(\cdot | x, u)\) be a conditional probability measure on \(X\). According to [1], if the following sufficient condition holds:

\[
\int_X \sqrt{k(y, y)Q(dy | x, u)} < \infty
\]  
(4)

then there exists an element \(m(x, u) \in \mathcal{H}\) called a conditional distribution embedding, where

\[
m(x, u) := \int_X k(y, \cdot)Q(dy | x, u)
\]  
(5)

By the reproducing property of \(k\) in \(\mathcal{H}\), for any \(f \in \mathcal{H}\), we can evaluate the integral with respect to \(Q(\cdot | x, u)\) as an inner product with the embedding \(m(x, u)\):

\[
\langle f, m(x, u) \rangle_{\mathcal{H}} = \left\langle f, \int_X k(y, \cdot)Q(dy | x, u) \right\rangle_{\mathcal{H}}
\]  
(6)

\[
= \int_X \langle f, k(y, \cdot) \rangle_{\mathcal{H}}Q(dy | x, u)
\]  
(7)

\[
= \int_X f(y)Q(dy | x, u)
\]  
(8)

Intuitively, the element \(m \in \mathcal{H}\) corresponds to the dynamics of the system at the point \((x, u)\). In other words, if the integral exists, then we can embed the integral operator with respect to the probability measure in \(\mathcal{H}\) and evaluate the integral via the reproducing property of \(k\) in \(\mathcal{H}\).

However, in a data-driven setting, the stochastic kernel \(Q\) is unknown, which means the embedding \(m(x, u)\) is also unknown. Instead, we can empirically estimate the stochastic kernel using a sample of observations taken from \(Q\).

**A. Empirical Embeddings Using Observations**

Consider a sample \(S = \{(x_i, u_i, x'_i)\}_{i=1}^M\) of size \(M \in \mathbb{N}_+\), taken i.i.d. from \(Q\), where \(x_i\) and \(u_i\) are taken randomly from the state and control spaces \(X\) and \(U\), respectively, and \(x'_i \sim Q(\cdot | x, u)\). As shown in [19], we can compute an empirical estimate \(\hat{m}\) of \(m\) as the solution to a regularized least-squares problem, given by:

\[
\min_m \frac{1}{M} \sum_{i=1}^M \|k(x_i', \cdot) - \hat{m}(x_i, u_i)\|_{\mathcal{H}}^2 + \lambda \|\hat{m}\|_{\mathcal{H}}^2
\]  
(9)

where \(\lambda > 0\) is the regularization parameter and \(\mathcal{H}\) is a vector-valued RKHS [19]. As shown in [19, 20], by the representer theorem, the solution \(\hat{m}\) to (9) is unique and has the following form:

\[
\hat{m}(x, u) = \sum_{i=1}^M \beta_i(x, u)k(x_i', \cdot)
\]  
(10)

where \(\beta(x, u) \in \mathbb{R}^M\) is a vector of real-valued coefficients that depends on the conditioning variables \(x\) and \(u\). The problem in (9) admits a closed-form solution, given by:

\[
\hat{m}(x, u) = \Phi^\top (\Psi \Psi^\top + \lambda M I)^{-1}\Psi k(x, \cdot)k(u, \cdot)
\]  
(11)

where \(\Phi\) and \(\Psi\) are called feature vectors, with elements given by \(\Phi_i = k(x_i', \cdot)\) and \(\Psi_i = k(x_i, \cdot)k(u_i, \cdot)\), respectively. For simplicity, we denote \(W = (\Psi \Psi^\top + \lambda MI)^{-1}\) and let \(\beta(x, u) = W\Psi k(x, \cdot)k(u, \cdot)\), such that \(\hat{m}(x, u) = \Phi^\top \beta(x, u)\). Using \(\hat{m}(x, u)\), we can approximate the expectation with respect to \(Q(\cdot | x, u)\) for any \(f \in \mathcal{H}\) as:

\[
\langle f, \hat{m}(x, u) \rangle_{\mathcal{H}} \approx \int_X f(y)Q(dy | x, u)
\]  
(12)

Further, if the kernel function \(k\) is universal [21], then the embedding is injective, meaning there exists a unique representation of the distribution in \(\mathcal{H}\). In short, a universal kernel \(k\) allows us to approximate any arbitrary real-valued function using (10) arbitrarily well as the number of samples tends to infinity. A commonly used kernel function which satisfies this property is the Gaussian kernel \(k(x, x') = \exp(-\|x - x'\|^2/2\sigma^2), \sigma > 0\). Additionally, the estimate \(\hat{m}\) converges in probability to the true embedding \(m\) as the number of samples \(M\) tends to infinity and \(\lambda \to 0 [1, 22]\). This means the estimate \(\hat{m}\) is a consistent estimator of the true embedding, and the integral of a function \(f \in \mathcal{H}\) with respect to \(Q\) converges in probability to the true result as the sample size increases.

**IV. POLICY OPTIMIZATION IN HILBERT SPACE**

Consider the problem in (11) where \(c \in \mathcal{H}\). As shown in [1], if the sufficient condition in (4) holds, then there exists a conditional distribution embedding \(m(x, u)\) such that for any \(c \in \mathcal{H}\),

\[
\int_X c(y)Q(dy | x, u) = \langle c, m(x, u) \rangle_{\mathcal{H}}
\]  
(13)

This allows us to evaluate the expected cost at a particular \((x, u) \in X \times U\) as an inner product in Hilbert space. Let \(\pi\) be a Markov policy as in Definition 2. Taking the integral of (13) with respect to the Markov policy \(\pi\), we obtain the objective function \(J_\pi(\pi)\) in (11). By linearity of the integral and the inner product, we can rewrite the objective using the inner product in (12) to obtain:

\[
J_\pi(\pi) = \left\langle c, \int_{U} m(x, v)\pi(v | x)dv | x \right\rangle_{\mathcal{H}}
\]  
(14)

where the integral term on the right hand side of (14) can be interpreted as a representation in \(\mathcal{H}\) of the closed-loop dynamics under a policy \(\pi\).

However, the integral in (14) is intractable, since according to Assumption 1 the stochastic kernel \(Q\) (and thus the embedding \(m\)) is unknown. Instead, we compute an empirical estimate \(\hat{m}\) of \(m\) using a sample \(S\) taken i.i.d. from \(Q\). Recall from (11) that the empirical estimate has the form \(m(x, u) = \Phi^\top W\Psi k(x, \cdot)k(u, \cdot)\). Then substitute the estimate for the true embedding to approximate the integral.
of minimizing over the distribution \( \pi \) converges in probability to the true optimization problem we form an approximation of the objective in (1), which admits a representation in terms of finite support. Let \( \{\hat{u}_j\}_{j=1}^P \) be a collection of admissible control inputs. We propose the following representation for the policy \( \pi_t \):

\[
\hat{p}_t(x) = \sum_{j=1}^P \alpha_j(x)k(\hat{u}_j, \cdot) \tag{16}
\]

where \( \alpha(x) \in \mathbb{R}^P \) is a vector of real-valued coefficients that depends on \( x \in \mathcal{X} \). Using (16), we can approximate (15) as:

\[
\Phi^\top W\Psi k(x, \cdot) \int_{\mathcal{U}} k(v, \cdot)\pi_t(dv \mid x) \approx \Phi^\top W\Psi k(x, \cdot)\Upsilon^\top \alpha(x) \tag{17}
\]

where \( \Upsilon \) is a feature vector with elements \( \Upsilon_j = k(\hat{u}_j, \cdot) \). Thus, we can approximate the objective function \( J_t(\pi) \) by:

\[
\int_{\mathcal{U}} \int_{\mathcal{X}} c(y)Q(dy \mid x, v)\pi_t(dv \mid x) \approx \mathbf{e}^\top W\Psi k(x, \cdot)\Upsilon^\top \alpha(x) \tag{18}
\]

where \( \mathbf{e} \) is a vector with elements \( e_i = c(x_i) \). Thus, we form an approximation of the objective in (1), which converges in probability to the true optimization problem as the sample sizes \( M \) and \( P \) increase [1]. Now, instead of minimizing over the distribution \( \pi_t \), we can view the approximate optimization problem as finding \( \alpha(x) \in \mathbb{R}^P \) which minimizes (18). However, minimizing \( \alpha(x) \) in (18) is unbounded below, which makes the problem unsolvable. As such, additional constraints are required to ensure that the problem admits a feasible solution. Note that intuitively, \( \hat{p}_t(x) \) is an approximation of the distribution \( \pi_t(\cdot \mid x) \) at time \( t \). Because of this, we can view the coefficients \( \alpha(x) \) as a vector of probabilities which weight the nonlinear transformations of the control inputs. Thus, we place additional constraints on the coefficients \( \alpha(x) \), and form the approximate optimization problem, constraining the values of \( \alpha(x) \) such that they are non-negative and sum to one:

\[
\begin{align*}
\min_{\alpha(x) \in \mathbb{R}^P} & \quad \mathbf{e}^\top W\Psi k(x, \cdot)\Upsilon^\top \alpha(x) \tag{19a} \\
\text{s.t.} & \quad \sum_{j=1}^P \alpha_j(x) = 1 \tag{19b} \\
& \quad 0 \leq \alpha(x) \tag{19c}
\end{align*}
\]

Since \( \alpha(x) \) is an indirect weighting on the inputs that depends on the state \( x \), we interpret \( \alpha(x) \) as a probability weighting of the control inputs \( \hat{u}_j \). Note that (19) is a linear program in standard form [23], and that we can solve (19) via the Lagrangian dual. Let \( \nu \in \mathbb{R} \) be a dual variable, and for simplicity, let \( C(x) = \mathbf{e}^\top W\Psi k(x, \cdot)\Upsilon^\top \). The dual problem is given by:

\[
\begin{align*}
\max_{\nu} & \quad -\nu \tag{20a} \\
\text{s.t.} & \quad -\mathbf{1}\nu \leq C(x)^\top \tag{20b}
\end{align*}
\]

where \( \mathbf{1} \) is a vector of all ones. From [23, §4], (20) has an optimal solution, given by \( \min_{\nu} \{C_i(x)^\top \} \), which means the optimal solution \( \alpha(x)^* \) to (19) is a vector of all zeros, except \( \alpha_i(x)^* = 1 \). In other words, we choose the control input that corresponds to the minimal value of \( C(x) \).

A. Application to Approximate Dynamic Programming

Many optimal control problems can be formulated as dynamic programs. Consider the following problem with an additive cost, in which we seek a policy \( \pi \) that minimizes the following optimization problem [16]:

\[
\min_{\pi} \quad J_N(\pi) = \mathbb{E}_{\pi} \left[ g_N(x_N) + \sum_{i=0}^{N-1} \mathbb{E}_{\pi} \left[ g_t(x_t, u_t) \right] \right] \tag{21}
\]

where \( N \in \mathbb{N}_+ \) is the time horizon, \( \pi \) is the control policy, \( g_N \) is the terminal cost for ending in state \( x_N \), \( g_t \) is the cost at time \( t \) of taking action \( u_t \sim \pi_t(\cdot \mid x_t) \) while in state \( x_t \), and the expectation is uniquely determined by the initial distribution \( \mathbb{E}_0 \) and the Markov policy \( \pi \) (see [16, Definition 8.3] for more details). The problem in (21) can be rewritten via the Chapman-Kolmogorov identity and the Markov property as a sequence of sub-problems, where the problem is solved backward in time via backward recursion [16]. We define the value functions \( V_t : \mathcal{X} \to \mathbb{R} \) for all \( t = 0, 1, \ldots, N - 1 \) as:

\[
V_i(x) = \max_{\pi_t} \int_{\mathcal{U}} \int_{\mathcal{X}} g(x, v) + V_{i+1}(y)Q(dy \mid x, v)\pi_t(dv \mid x) \tag{22}
\]

initialized with \( V_N(x_N) = g_N(x_N) \). Then the solution to (21) is equivalent to solving a sequence of sub-problems given by (22), and iteratively substituting the solutions into the subsequent value function.

We can apply (19) in this context to solve for the optimal control policy when the dynamics and stochasticity are not known, but a sample \( S \) is available. In this case, we solve (22) at each time step \( t \) using (19). By approximating and recursively substituting the solution to (22) into the subsequent value function, we obtain an approximately optimal control policy \( \pi^* \approx \arg\min_{\pi} J_N(\pi) \) which approximately minimizes the cost in (21).

This means we can compute the approximately optimal policy for a problem without exploiting knowledge of the system dynamics or the structure of the disturbance. By solving for the approximately optimal policy using (19), we avoid intractable integrals in the stochastic optimal control problem and can compute the policy as a linear operation in a Hilbert space of functions. Additionally, this approach is largely agnostic to the dimensionality of the system, since the system dimensionality only directly affects the computation of the kernel function. For example, the Gaussian kernel
scales linearly as the system dimensionality is increased. However, higher-dimensional systems typically require a larger sample size in order to fully characterize the dynamics of the system, which can be computationally prohibitive if the sample size is large.

V. Numerical Results

We demonstrate our approach on a 2-D discrete-time stochastic integrator system for the purpose of verification, and on a target tracking problem with nonholonomic vehicle dynamics to demonstrate the utility of the approach. For all problems, we used a Gaussian kernel $k(x, x') = \exp(-\|x - x'\|^2/2\sigma^2)$. Following [1], we chose the regularization parameter to be $\lambda = 1/M^2$, where $M$ is the sample size, as the default parameter for our calculations. In practice, the parameters $\sigma$ and $\lambda$ are chosen via cross-validation, where $\sigma$ is selected according to the relative “spacing” of the observations, and $\lambda$ is a “smoothness” parameter chosen such that $\lambda \to 0$ as $M \to \infty$. A more detailed discussion of parameter selection is outside the scope of the current work (see [1, 24] for more information). Numerical experiments were performed in Matlab on an AWS cloud computing instance, and computation times were obtained using Matlab’s Performance Testing Framework.

Code to reproduce the analysis and all figures is provided at: [github.com/unm-hscl/ajthor-CDC2021](https://github.com/unm-hscl/ajthor-CDC2021)

A. Double Integrator System

We consider the problem of regulation for a system whose dynamics are governed by a stochastic 2-D discrete time stochastic integrator system, without any knowledge of the dynamics or the stochastic processes. That is, we seek a distribution $\pi$ which minimizes the following optimization problem:

$$
\min_{\pi} \int_{\mathcal{X}} \int_{\mathcal{X}} c(y) Q(dy | x, v) \pi(dv | x)
$$

(23)

where $Q$ is a representation of the unknown system dynamics as a stochastic kernel. For the purpose of comparison, we chose the cost function $c : \mathcal{X} \to \mathbb{R}$ to be the norm function:

$$
c(x) = \|x\|_2
$$

(24)

which serves to drive the system to the origin. The dynamics for a 2-D discrete time stochastic integrator system with sampling time $T_s$ are given by:

$$
x_{t+1} = \begin{bmatrix} 1 & T_s \\ 0 & 1 \end{bmatrix} x_t + \begin{bmatrix} T_s^2/2 \\ T_s \end{bmatrix} u_t + w_t
$$

(25)

where $x_t \in \mathcal{X}$ is the state, $u_t \in \mathcal{U}$ is the control input, which we specify to lie within the bounds $u_t \in [-1, 1]$, and $w$ is a stochastic process, comprised of the random variables $w_t$ on the measurable space $(\mathcal{R}^2, \mathcal{B}(\mathcal{R}^2))$. We consider three distributions for the disturbance: 1) A Gaussian distribution $w_t \sim \mathcal{N}(0, \Sigma)$, $\Sigma = 0.01I$; 2) A beta distribution $w_t \sim 0.1\text{Beta}(\alpha, \beta)$, with a probability density function (PDF) given by:

$$
f(x | \alpha, \beta) = \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)\Gamma(\beta)} x^{\alpha-1}(1-x)^{\beta-1}
$$

(26)

where $\Gamma$ is the Gamma function and shape parameters $\alpha = 2$, $\beta = 0.5$; and 3) An exponential distribution $w_t \sim 0.01\text{Exp}(\alpha)$, with $\alpha = 3$ and PDF $f(x | \alpha) = \alpha \exp(-\alpha x)$.

We consider a sample $\mathcal{S} = \{(x_i, u_i, x'_i)\}_{i=1}^M$ of observations of size $M = 1600$ taken i.i.d. from $Q$, a representation of (25) as a Markov control process. The states $x_i \in \mathcal{X}$ were selected uniformly in the range $x_i \in [-1, 1] \times [-1, 1]$, the control inputs $u_i \in \mathcal{U}$ were chosen in the range $u_i \in [-1, 1, 1]$, and the resulting states were generated according to $x'_i \sim Q(\cdot | x_i, u_i)$. We then presumed no knowledge of the system dynamics or the structure of the disturbance for
the purpose of computing the approximately optimal control inputs using our proposed method.

Using $S$, we then computed an estimate $\hat{m}$ according to (11), which can be viewed as an empirical estimate of the system dynamics. We used a bandwidth parameter $\sigma = 1$ for our calculations, which was determined by cross-validation. We then chose a collection of admissible control inputs $\{\tilde{u}_j\}_{j=1}^{L}$, $L = 100$, in the range $\tilde{u}_j \in [-1, 1]$ to compute the estimator $\hat{p}$ in (16). We then selected $R = 25$ evaluation points $\{x_j\}_{j=1}^{R}$, chosen uniformly in the region $[-1, 1] \times [-1, 1]$ from which to compute the approximately optimal control inputs.

In order to demonstrate the effectiveness of the method, we computed the optimal control inputs using CVX [25] from the evaluation points $\{x_j\}_{j=1}^{R}$ using the deterministic dynamics. Once we computed the optimal inputs, we propagate the dynamics forward in time using the optimal inputs to obtain the state at the next time instant. We then plotted the vector field of the closed-loop dynamics under the optimal control inputs in Figure 1 (blue). We then computed the approximately optimal control inputs using (19) using the sample $S$ taken from the stochastic dynamics to minimize the cost $c$ at each point $x_j$ over a single time step. Using the computed inputs, we then plotted the vector field of the closed-loop dynamics in Figure 1 (orange) to compare against the optimal control inputs computed via CVX.

We can see in Figure 1 that the control inputs selected by the algorithm are close to the optimal control inputs obtained by CVX, especially further away from the origin, where the computed control inputs coincide almost exactly with the optimal control inputs. Closer to the origin, we see that the algorithm deviates slightly from the optimal control inputs, which we anticipate is due largely to the randomness of the state observations.

We then generated a new sample $S$ of the system in (25) affected by a disturbance with a beta distribution, and then from (25) affected by a disturbance with an exponential distribution and computed the optimal control inputs using our proposed method. The vector fields of the closed-loop dynamics for these cases are shown in Figure 2. We can see that the algorithm computes an approximately optimal controller, despite the state observations being affected by a non-Gaussian disturbance.

Note that the quality of the approximation obtained from our method depends on the sample sizes $M$. As the number of observations in the sample increase, the approximately optimal control inputs converge to the actual optimal control inputs. In order to demonstrate this, we computed the maximum and mean squared Euclidean error between the control inputs computed via our method and the optimal control inputs computed via CVX for varying sample sizes $M \in [100, 8000]$ in order to characterize the performance of the algorithm. The results are shown in Figure 3. We can see that the error of the approximately optimal control inputs decreases quickly as the sample size increases, and that the mean error is approximately less than 0.005 when the
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Fig. 3. (Top) Maximum error of the control inputs computed via our proposed method vs. the optimal control inputs computed via CVX. (Bottom) Mean error of the control inputs. The mean error is less than 0.005 when $M > 1000$.  
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Fig. 4. Mean computation time of the optimal control solution, computed using CVX [25] (blue) vs. the mean computation time of the kernel based algorithm (orange) as a function of the number of evaluation points $R$. The sample size used to construct the estimate $\hat{m}$ is $M = 1000$, and the number of admissible control inputs is $P = 100$.  
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Fig. 5. Mean computation time of the kernel based algorithm (blue) as a function of the sample size $M$ used to construct the approximation. The number of evaluation points is $R = 10$, and the number of admissible control inputs is $P = 100$. The computation time increases exponentially as the sample size increases.
sample size is greater than $M > 2000$. However, we can also see that the quality of the approximation does not improve significantly as the sample size increases, which is due to the asymptotic convergence of the estimate $\hat{m}$ to the true embedding $m$ [1]. This presents a tradeoff between computation time and numerical accuracy, especially since the complexity scales exponentially as the sample size increases.

The computation times for both approaches are shown in Figure 4 as a function of the evaluation points up to $R = 51$. We can see from Figure 4 that the computation times for the CVX optimization method increases roughly linearly as the number of evaluation points increases, since the optimization problem needs to solve for each point independently. The computation time for our proposed method is also roughly linear in the number of evaluation points, but is dominated primarily by the computation time required for the matrix inversion, which increases exponentially with the sample size $M$, and is generally $O(M^3)$ [1].

This is demonstrated empirically in Figure 5 where we compute the mean computation time as a function of the sample size $M$. We can see that as the sample size increases, the computation time increases exponentially. However, as mentioned earlier, the computation time of the kernel based approach can also be improved using existing speedup techniques [12, 13].

This also illustrates the computational advantage of our proposed method, since the quality of the approximation obtained via kernel methods has a mean error of roughly $0.005$ with a sample size of $M = 1600$, but is able to compute the optimal control inputs an order of magnitude faster than the optimal solution via CVX for multiple evaluation points.

B. Nonholonomic Vehicle

We consider the problem of target tracking for a system with nonholonomic vehicle dynamics as defined in [26], modified such that it has a minimum forward velocity. The dynamics with sampling time $T_s$ are given by:

\[
\begin{align*}
\dot{x}_1 &= (u_1 + V_{\text{min}}) \sin(x_3) + w \\
\dot{x}_2 &= (u_1 + V_{\text{min}}) \cos(x_3) + w \\
\dot{x}_3 &= u_2 + w
\end{align*}
\]

where $V_{\text{min}} = 0.1$ is the minimum, constant forward velocity, $[x_1, x_2, x_3] \in X \subseteq \mathbb{R}^3$ are the states, $[u_1, u_2]^\top \in \mathcal{U} \subseteq \mathbb{R}^2$ are the control inputs, and $w \sim \mathcal{N}(0, \Sigma)$ is a random variable on the measurable space $(\mathcal{B}(\mathbb{R}^p), \mathcal{B}(\mathbb{R}^p))$, where $\Sigma = 0.1I$. We define a target trajectory, moving from $x_{\text{init}} = [-1, -1, \pi/4]^\top$ to $x_{\text{final}} = [1, 1, \pi/4]^\top$ (shown in black in Fig. 6 and Fig. 7), and define the cost function such that the goal is to minimize the squared Euclidean distance from the system’s position to the target trajectory’s position at each time step.

We consider a sample $S = \{(x_i, u_i, x'_i)\}_{i=1}^M$ of size $M = 1600$ taken i.i.d. from $Q$, a representation of (27) as a Markov control process. The states $x_i$ were drawn uniformly in the range $[-1.1, 1.1] \times [-1.1, 1.1] \times [-6, 6]$, the control inputs $u_i$ were drawn uniformly in the range $[-0.1, 1.2] \times [-10.1, 10.1]$, and then $x'_i$ drawn from $Q(\cdot | x_i, u_i)$.

We then computed an estimate $\hat{m}$ according to (11) and used a bandwidth parameter of $\sigma = 3$ for the kernel function, determined by cross-validation. We then selected a collection of $\{\hat{u}_f\}_{f=1}^L$ of $L = 231$ admissible control inputs within the range $[0, 1] \times [-10, 10]$ to construct $\hat{p}$ as in (16). We choose an initial condition $x_0 = [-0.8, 0, \pi]^\top$, and evolve the system forward in time via (27) over a time horizon $N = 20$, computing an approximately optimal control action at each time step using our proposed method. The resulting trajectory is plotted in Figure 6 (orange), and the computation time over the time horizon was approximately 0.538 seconds. As expected, we can see that the control actions selected from our proposed method drive the system to closely follow the target trajectory.

We then computed the optimal controller via dynamic programming in order to compare against the forward in
time approach. Unlike the previous approach, in which the control actions are selected in a greedy fashion, the dynamic programming approach computes the optimal control actions backward in time by iteratively optimizing a sequence of value functions (22), and then selecting the control actions at each time step which have the highest value. We use the same tracking trajectory as before, as well as the same initial condition in order to compare the performance of the two approaches. The resulting trajectory is shown in Figure 2 (orange). The computation time for the dynamic programming solution was approximately 6.448 seconds.

As expected, we can see that the trajectories obtained from the two approaches both follow the target trajectory, but the dynamic programming solution follows the trajectory better over the entire time horizon. This is because the value functions take into account the future actions of the system in order to minimize the total cost. This shows that our algorithm is able to select the approximately optimal control actions at each time step for a nonlinear system either forward in time or backward in time via dynamic programming, using only sample information taken from observations of the system evolution.

VI. CONCLUSIONS & FUTURE WORK

In this paper, we have presented a novel method for computing the optimal policy for discrete-time dynamic programming problems using observations taken from a stochastic system under an arbitrary disturbance. Our method is model-free and largely agnostic to the cost function used. We have demonstrated our proposed method on a discrete time stochastic double integrator system and on a nonholonomic vehicle target tracking problem. We plan to explore further theoretical extensions of this method to other classes of stochastic control problems, and to constrained optimal control problems.
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