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Abstract—Photometric stereo is a method that seeks to reconstruct the normal vectors of an object from a set of images of the object illuminated under different light sources. While effective in some situations, classical photometric stereo relies on a diffuses surface model that cannot handle objects with complex reflectance patterns, and it is sensitive to non-idealities in the images. In this work, we propose a novel approach to photometric stereo that relies on dictionary learning to produce robust normal vector reconstructions. Specifically, we develop three formulations for applying dictionary learning to photometric stereo. We propose a preprocessing step that utilizes dictionary learning to denoise the images. We also present a model that applies dictionary learning to regularize and reconstruct the normal vectors from the images under the classic Lambertian reflectance model. Finally, we generalize the latter model to explicitly model non-Lambertian objects. We investigate all three approaches through extensive experimentation on synthetic and real benchmark datasets and observe state-of-the-art performance compared to existing robust photometric stereo methods.

Index Terms—Dictionary learning, photometric stereo, sparse representations.

I. INTRODUCTION

PHOTOMETRIC stereo [1] is a method that seeks to reconstruct the normal vectors of an object from a set of images of the object illuminated under different light sources. Concretely, we have images $I_1, \ldots, I_d$ of the threedimensional object and, in each image, the object is illuminated by a (distant) light source with light incident on the object in direction $\ell_1, \ldots, \ell_d \in \mathbb{R}^3$. Given $I_1, \ldots, I_d$ and $\ell_1, \ldots, \ell_d$, the goal is to estimate the normal vector map of the object, which can be numerically integrated to obtain a three-dimensional representation of the object. The appeal of photometric stereo is its simplicity: it requires only a camera and a movable light source to generate a three-dimensional representation of an object.

Since its introduction by Woodham [1], significant work has been performed to increase the generality and robustness of photometric stereo [2]–[15]. This body of work typically seeks to weaken one of two underlying assumptions in Woodham’s original model: that the position of the object relative to the position of the light source is known or that the object follows the Lambertian reflectance model. Works addressing the first assumption generally attempt to either reconstruct the normal vectors of objects whose reflectance properties deviate from the Lambertian model, or they try to develop methods that are robust to corruptions in the observed images. In this work, our focus is primarily on the design of robust photometric stereo algorithms, but we also incorporate a non-Lambertian model for increased generality.

The Lambertian reflectance model states that the intensity of light reflected by a point on a surface is linearly proportional to the inner product of the direction of illumination and the normal vector of the surface at that point [1]. Given a set of images of a Lambertian object illuminated under several (known) lighting directions, a simple system of equations can be solved to determine the normal vector at each point on the surface. In practice, while this is a reasonable model for some objects, the reflectance properties of many real-world objects differ significantly from the Lambertian model. Furthermore, shadows, specularities, and other non-idealities can cause additional deviations from the linear reflectance behavior. Performing classical photometric stereo on such non-Lambertian data typically yields large errors in the estimated normal vectors. As such, developing photometric stereo methods for objects that are inherently non-Lambertian and improving robustness to other imperfections are essential to extending the applicability and accuracy of photometric stereo.

Two primary approaches have found success addressing these problems. Several works assume the Lambertian model is fundamentally correct and seek to account for deviations from the model through explicit outlier removal [8], [11]—often assuming that non-idealities are sparse. While achieving some level of success, these approaches can place overly restrictive assumptions on the data, which may result in falsely rejecting useful data as outliers, and they make no attempt to model the true reflectance properties of objects. In turn, other works propose more complex reflectance models that enable non-Lambertian photometric stereo [13]–[15]. Approaches in this class are able to accurately model a wider range of objects, but they still break down when their modeling assumptions fail. Furthermore, they often fail when the data contains corruptions not accounted for by their reflectance models. In addition to the aforementioned difficulties, state-of-the-art methods in both categories typically rely on a large number of images to accurately construct the normal vectors, which may not be feasible to gather in practice.

In this work, we propose a novel approach to photometric stereo that relies on dictionary learning [26], [27] to robustly handle a wide range of non-idealities in the data. Dictionary learning seeks represent local patches of the data as sparse in normal vectors of the object without any knowledge of the lighting directions [16]–[25]. Works addressing the latter assumption generally attempt to either reconstruct the normal vectors of objects whose reflectance properties deviate from the Lambertian model, or they try to develop methods that are robust to corruptions in the observed images. In this work, our focus is primarily on the design of robust photometric stereo algorithms, but we also incorporate a non-Lambertian model for increased generality.
a learned collection of atoms. Such models effectively act as dynamic regularization that adapts to the underlying structure of the data and removes spurious corruptions. Inspired by recent successes applying dictionary learning to a variety of imaging problems [28], [29], we adopt this methodology to improve the robustness of photometric stereo. Our approach is data-driven and adapts to the underlying structure of the data without imposing additional explicit constraints. Furthermore, we incorporate an existing non-Lambertian reflectance model into our method to better handle non-Lambertian surfaces. In total we present three dictionary learning-based formulations of robust photometric stereo. We investigate the performance of each method in a variety of different scenarios. In particular, we evaluate their performance on the benchmark DiLiGent dataset [30] and their ability to handle general, non-sparse corruptions. This work is an extension of our recent work [31]. Here, we substantially build on the work by performing an extensive numerical study to evaluate the performance of our proposed dictionary learning-based approaches on real and synthetic data, and we extend our methods to incorporate the aforementioned non-Lambertian reflectance model.

The remainder of this work is organized as follows. In Section II we provide a brief overview of related works in photometric stereo. In Section III we carefully define the photometric stereo problem and the non-Lambertian reflectance model we will incorporate into our method. Section IV presents our dictionary learning-based methods and their associated algorithms. Finally, Section V provides an extensive numerical study of the performance of our proposed methods compared to state-of-the-art methods.

II. RELATED WORK

Lambertian photometric stereo was originally proposed by Woodham [1] in 1980. Since then, much work has been done extending it to more general settings where the Lambertian model does not hold exactly. This body of work has typically either taken the approach of treating non-Lambertian effects as outliers or as incorporating non-Lambertian effects into the reflectance model.

A variety of approaches have been proposed to robustly perform photometric stereo via outlier rejection. In general such works assume that the underlying data is inherently Lambertian and seek to identify non-Lambertian effects as outliers—then rejecting them to increase the accuracy of the computed normal vectors. Early works in robust photometric stereo—typically referred to as four source photometric stereo—utilized four images to identify and reject specularities [2], [32], [33]. Since these works, more complex methods have been developed that rely on maximum likelihood estimation [34], expectation maximization [6], and a maximum feasible subsystem framework [35]. Other approaches include a graph cuts based algorithm to identify shadows [36], a method which seeks to transform RGB images so they lie in a two-dimensional subspace invariant to specularities [37], and several methods that utilize RANSAC based algorithms [38], [39].

The most recent works that seek to solve the problem of robust photometric stereo via outlier rejection—and the current state-of-the-art in this category—are those by Wu et al. [8] and Ikehata et al. [11]. Observing that the images collected, if corresponding to a truly Lambertian object, must lie in a three-dimensional subspace, they assume non-Lambertian effects only sparsely affect the images and employ rank minimization based approaches to determine the underlying Lambertian portion of the data.

Regardless of their robustness to outliers, approaches that rely on the Lambertian reflection model as the underlying model of the data are inherently limited in their scope due to the wide variety of non-Lambertian surfaces that exist in the real world. As a result, in addition to these outlier-rejection based methods, a significant amount of work has also been done incorporating more general reflectance models into photometric stereo [40]. In particular, uncalibrated photometric stereo based on the Torrance and Sparrow reflectance model has been proposed [19] as well as calibrated photometric stereo based on the Ward reflectance model [5], [9], [41].

A large amount of work has also been done developing photometric stereo that uses reflectance models based on general reflectance properties exhibited by a wide range of materials. In particular, the property of isotropy has been successfully utilized in a variety of works [10], [12], [42]–[44]. The current state-of-the-art in this category are the works of Shi et al. [15] and Ikehata et al. [14]. Ikehata et al. attempts to model the reflectance function using a sum-of-lobes representation [7], utilizing Bernstein polynomials as the basis of the inverse reflectance function and performing bivariate regression to determine the normal vectors. Shi et al. focuses instead on modeling the low-frequency reflectance component using polynomials of up to order 3 while discarding the high-frequency reflectance component. Of particular interest to this paper is another work by Ikehata et al. [13] that seeks to model the reflectance function as piecewise-linear. We explore this method in more detail in the following section.

In addition to the previously mentioned approaches, a variety of other works have proposed alternate methods for robust photometric stereo [3], [4], [45], [46]. Finally, the recent work of Shi et al. [30] seeks to standardize future work in photometric stereo by introducing an extensive dataset to facilitate future testing and evaluation. Further, they compare a variety of existing approaches on this dataset, providing a benchmark for future work.

III. PROBLEM FORMULATION

A. Basis of Photometric Stereo

The Lambertian reflectance model states that, to an observer, the brightness of a point on a Lambertian surface is independent of the observer’s viewing angle. Surfaces that follow this model are matte in appearance. Consider some image taken of a Lambertian object. The light intensity observed at some point on the surface with pixel coordinates \((x, y)\) then satisfies the following equation

\[
I_{xy} = \rho_{xy} \ell^T n_{xy}
\]

where \(I_{xy}\) is the image intensity at pixel \((x, y)\), \(\ell \in \mathbb{R}^3\) is the direction of the light source incident on the surface, \(|\ell|\) is the
light source intensity, $n_{xy}$ is the normal vector of the surface at $(x, y)$, and $\rho_{xy}$ is the surface albedo at $(x, y)$—a measure of the reflectivity of the surface.

If we fix the position of a camera facing our surface and vary the position of the light source over $d$ unique locations, we can write $d$ equations of the form (1). These can be stacked into the following matrix equation

$$
\begin{bmatrix}
I_{xy}^1 \\
\vdots \\
I_{xy}^d
\end{bmatrix} =
\begin{bmatrix}
\ell_1^T \\
\vdots \\
\ell_d^T
\end{bmatrix}
(\rho_{xy}n_{xy})
$$

(2)

where $I_{xy}^k$ denotes the image intensity at $(x, y)$ in the $k$th image. Assuming each of our $d$ images has dimension $m_1 \times m_2$, equation (2) can be solved $m_1m_2$ times to obtain the normal vector of the object at each point on the surface. We may also combine these $m_1m_2$ equations into a single matrix equation.

Define the following observation matrix

$$
Y = \left[ \mathbf{vec}(I^1) \mid \cdots \mid \mathbf{vec}(I^d) \right] \in \mathbb{R}^{m_1m_2 \times d}
$$

(3)

where $\mathbf{vec}(I^k) \triangleq [I_{11}^k, \cdots, I_{m_1m_2}^k]^T$. Assuming our light source is at infinity and there is no variation in illumination from point to point on our object, using equation (4), we can write

$$
Y = NL
$$

(4)

where $N = [\rho_{11}n_{11} \mid \cdots \mid \rho_{m_1m_2}n_{m_1m_2}]^T \in \mathbb{R}^{m_1m_2 \times 3}$ and $L = [\ell_1 \mid \cdots \mid \ell_d] \in \mathbb{R}^{3 \times d}$.

In order to avoid scaling ambiguity, we assume all light sources are the same strength, constricting each light vector to unit norm. Further, we effectively ignore the albedo term, $\rho_{xy}$, and require that $|\rho_{xy}n_{xy}| = 1$.

Each normal vector $n_{xy}$ contains three unknown components. Given $d \geq 3$ images with corresponding light directions, we can then solve (1) to obtain the normal vector at each point on the object. Once computed, we can integrate the normal vectors to produce a full three-dimensional model of our surface [44].

### B. Deviations From Lambertian Model

While the Lambertian reflectance model is able to approximate the reflectance properties of some surfaces, it is a poor approximation for many real-world objects. Lambertian objects are matte in appearance and any non-matte objects deviate from the Lambertian reflectance model. This includes any object that exhibits specularities—bright points observed when light reflects off shiny objects. Further, even when an object is Lambertian, shadows, both self-cast and those produced by other objects, cause the Lambertian model to break down.

To account for such effects, one could modify (4) to

$$
Y = NL + E
$$

(5)

where $E$ is an error matrix accounting for non-Lambertian effects.

Given this formulation, more than the minimum of 3 images are generally used. A simple, naive approach for obtaining $N$ from (5) would be a least squares solution. This can be formulated as

$$
\min_N \|Y - NL\|_F^2
$$

(6)

which has solution $\hat{N} = YL^\dagger$. Here $\dagger$ denotes the Moore-Penrose pseudoinverse.

Several works apply further constraints to (5)—such as constraining $E$ to be sparse—allowing them to, in cases where their assumptions hold, derive estimates of $N$ more accurate than those obtained by (6) [8], [11]. In Section V, we propose two additional such approaches that assume (5) accurately models our data.

### C. Piecewise Linear Reflectance Model

Regardless of the constraints imposed, equation (5) fundamentally relies on the Lambertian reflectance model—limiting its applicability and cases where it can accurately reconstruct the normal vectors. Recent works have sought to move beyond the Lambertian assumption and utilize more general reflectance models to accurately reconstruct the normal vectors of a wider range of objects [13]–[15]. For the purposes of this work we take particular interest in the model presented in [13], which we briefly summarize here.

A simple extension to the Lambertian model is to assume that, while the image intensity still depends only on the inner product of $\ell$ and $n$, the intensity is now related to this inner product by a nonlinear function. This implies that we modify equation (4) to

$$
I_{xy} = f_{xy}(\ell^T n_{xy})
$$

(7)

for some nonlinear function $f_{xy}$.

Following [13], if we assume the reflectance function at each pixel, $f_{xy}$, is monotonically increasing, a unique inverse of $f_{xy}$ is guaranteed to exist. We can then invert (7) and write

$$
g_{xy}^{-1}(I_{xy}) = g_{xy}(I_{xy}) = \ell^T n_{xy}
$$

(8)

Given some set of lighting vectors and corresponding images, our task is then to simultaneously estimate both $g_{xy}(\cdot)$ and $n_{xy}$ for each pixel. This is a highly underconstrained problem and, to solve this in practice, further constraints must be imposed. A natural possibility is to assume the data behaves in a roughly linear fashion and restrict $g_{xy}(\cdot)$ to be piecewise linear. That is, let

$$
g_{xy}(t) = \sum_{k=1}^{p} a_{g_{xy}}^k t^{b_{g_{xy}}^k}
$$

(9)

where

$$
g_{g_{xy}}^k(t) = \begin{cases} 
0, & 0 \leq t < b_{g_{xy}}^{-1}^k \\
b_{g_{xy}}^{-1}^k - t, & b_{g_{xy}}^{-1}^k \leq t \leq b_{g_{xy}}^k \\
b_{g_{xy}}^k - b_{g_{xy}}^{-1}^k, & b_{g_{xy}}^k \leq t
\end{cases}
$$

(10)

Here $p$ is a design parameter that designates the number of segments present in the piecewise linear portion, $b_{g_{xy}}^k$ are inflection points of $g_{xy}(\cdot)$, and $a_{g_{xy}}^k$ is the slope of each segment. We set $b_{g_{xy}}^0 = 0$ and choose the remaining values of $b_{g_{xy}}^k$ such that, given a set of $d$ images, the values of $b_{g_{xy}}^k$
evenly divide the range of intensity values present at a given pixel, \((x, y)\).

This choice of \(g_{xy}(.)\) further constrains the problem to that of estimating for each pixel a set of slopes \(a_{xy}^1, \ldots, a_{xy}^p\) and a normal vector \(n_{xy}\). We note that, in the case where \(a_{xy}^1 = \ldots = a_{xy}^p\), the model reduces to the Lambertian case.

If we let
\[
a_{xy} = [a_{xy}^1 \ldots a_{xy}^p]^T \in \mathbb{R}^p
\]
and
\[
\tilde{g}_{xy}(t) = [g_{xy}^1(t) \ldots g_{xy}^p(t)]^T \in \mathbb{R}^p
\]
we can rewrite (2) as the vector product
\[
\tilde{g}_{xy}(t)^T a_{xy}
\]
Similarly, (8) can be written as
\[
\tilde{g}_{xy}(I_{xy})^T a_{xy} = \ell^T n_{xy}
\]
Given \(d\) images, let the matrix \(C_{xy} \in \mathbb{R}^{d \times p}\) be the matrix with \(j\)th row \(\tilde{g}_{xy}(I_{xy})^T\). We may then write an equation analogous to (2)
\[
C_{xy} a_{xy} = L^T n_{xy}
\]
This can be solved for \(n_{xy}\) and \(a_{xy}\) to determine the normal vector. To avoid the degenerate solution where \(a_{xy}\) and \(n_{xy}\) are zero vectors, we further constrain \(a_{xy}\) so that \(a_{xy}^1 + \ldots + a_{xy}^p = 1\). In practice we do not explicitly constrain values of \(a_{xy}^1, \ldots, a_{xy}^p\) to be greater than 0.

As in the Lambertian case, this model only accounts for properties—or, more explicitly, that do not follow the piece-wise linear relationship between \(I_{xy}\) and \(\ell^T n_{xy}\)—prevent (16) from holding exactly. We may modify (16) analogously to (3) to yield the following
\[
C_{xy} a_{xy} = L^T n_{xy} + e
\]
Here \(e \in \mathbb{R}^d\) accounts for any corruptions found in the data not captured by the reflectance model. A constrained least squares problem can now be solved to estimate \(n_{xy}\) and \(a_{xy}\)
\[
\min_{n_{xy}, a_{xy}} \|C_{xy} a_{xy} - L^T n_{xy}\|_2^2 \text{ s.t. } \sum_{k=1}^p a_{xy}^k = 1
\]
In practice, when such corruptions are present in the data, applying a more robust approach than simply solving (17) can improve accuracy further. \([13]\) utilizes this reflectance model but assumes the corruptions to the data are sparse. We seek to relax this sparsity assumption while robustly solving (17)—a problem we will return to in the following section.

IV. DICTIONARY LEARNING APPROACHES

Dictionary learning essentially seeks to determine some “dictionary”—a collection of representative or basis elements—that can sparsely represent the data of interest. In general, this allows one to determine some structure present in the data without any a priori knowledge of how the data should be structured. In this section we propose three adaptive dictionary learning algorithms to estimate the normal vectors of our object.

A. Preprocessing of Images through Dictionary Learning (DLPI)

We first propose applying dictionary learning to our data in a preprocessing step performed on the images before reconstructing the normal vectors. Our formulation utilizes dictionary learning to represent our original data matrix \(Y\) as sparse in an adaptive dictionary—thereby removing certain non-idealities that are not represented in the dictionary. Intuitively, this can simply be thought of as applying a denoising step to the input images before using them to reconstruct the normal vectors. This yields the following optimization problem
\[
\min_{v, B, D} \frac{1}{2} \|y - v\|_2^2 + \lambda \left( \sum_{j=1}^c \|P_j v - D b_j\|_2 + \mu^2 \|B\|_0 \right)
\]
\[\text{s.t. } \|B\|_\infty \leq q, \quad \|d_i\|_2 = 1 \forall i.\] (18)

Here \(y = \text{vec}(Y) \in \mathbb{R}^{m_1 m_2 d}\) and \(P_j \in \mathbb{R}^{c_x c_y c_z \times m_1 m_2 d}\) is a patch extraction matrix that extracts vectorized patches of dimensions \(c_x \times c_y \times c_z\) from \(v\) where \(c_x\) and \(c_y\) correspond to the dimensions of the patches extracted from each image and \(c_z\) corresponds to the number of images these patches are extracted from. \(D \in \mathbb{R}^{c_x c_y c_z \times K}\) represents the learned dictionary and has columns \(d_i\) corresponding to the dictionary atoms. While we again represent these as vectors, each column \(d_i\) corresponds to a 3D patch of size \(c_x \times c_y \times c_z\). \(B \in \mathbb{R}^{K \times c}\) is a sparse coding matrix whose columns \(b_j\) define (usually sparse) linear combinations of dictionary atoms used to represent each patch. Also, \(\| \cdot \|_0\) is the familiar \(\ell_0\) (pseudo-)norm, and \(\lambda, \mu \geq 0\) are regularization parameters. Note that \(K\) is a user-defined value specifying the number of atoms we allow in our dictionary and \(c\) is a constant corresponding to the number of dictionary atoms needed to represent our data.

We impose the constraint \(\|B\|_\infty \leq q, \|P_j v\|_2 + \mu^2 \|B\|_0 \leq q\), where \(q\) is typically very large, since \([13]\) is non-coercive with respect to \(B\), but the constraint is inactive in practice \([48]\). Without loss of generality, we also constrain all dictionary atoms—\(d_i\), the columns of \(D\)—to unit-norm. This allows us to avoid scaling ambiguity between \(D\) and \(B\) \([49]\).

Once we have solved (18), we reshape \(v\) back into an \(m_1 m_2 \times d\) matrix and estimate the associated normal vectors using the standard least-squares model \([4]\). While we do not investigate this here, one could also combine the processed images with a different approach to avoid relying on the Lambertian assumption. Henceforth, we refer to this approach as the Dictionary Learning with Preprocessed Images (DLPI) method.

B. Normal Vectors through Dictionary Learning (DLNV)

We next propose modifying \([4]\) by extending the cost function to include an adaptive dictionary learning term applied to the normal vectors. This allows us to jointly solve for the normal map and represent it as locally sparse in some dictionary—resulting in a smoother normal map that tends to be robust to non-idealities. Note that this formulation
implicitly assumes the Lambertian model accurately represents our data. Our optimization problem is

$$\min_{n,B,D} \frac{1}{2} \|y - An\|_2^2 + \lambda \left( \sum_{j=1}^{w} \|P_j n - Db_j\|_2^2 + \mu^2 \|B\|_0 \right)$$

s.t. \(\|B\|_\infty \leq q, \|d_i\|_2 = 1 \forall i. \) (19)

Here \(y = \text{vec}(Y) \in \mathbb{R}^{m_1m_2d}, A = L^T \otimes I \in \mathbb{R}^{m_1m_2 \times 3m_1m_2}\) where \(\otimes\) denotes the Kronecker product and \(I\) is the \(m_1m_2 \times m_1m_2\) identity matrix. Further, \(n = \text{vec}(N) \in \mathbb{R}^{m_3m_3}\) is the vectorized normal vectors. As in the DLPI formulation, \(P_j\) denotes a patch extraction matrix which extracts vectorized patches from \(n\) corresponding to 3D regions of \(N\) of dimensions \(w_x \times w_y \times w_z. D \in \mathbb{R}^{w_xw_yw_z \times K}\) again represents our learned dictionary where columns correspond to individual dictionary atoms and \(B \in \mathbb{R}^{K \times w}\) stores the sparse codes needed to represent each patch as a linear combination of dictionary elements. We impose the same constraints on \(B\) and \(D\) as we imposed in our formulation of DLPI. Henceforth, we refer to this approach as the Dictionary Learning on Normal Vectors (DLNV) method.

C. Non-Lambertian Normal Vectors through Dictionary Learning (PDLNV)

Finally, we present an approach that relies on the non-Lambertian reflectance model presented in Section III-C. Taking [17] as our baseline, we seek to modify it with a dictionary learning term to increase its robustness to corruptions. In particular, we again perform dictionary learning on the normal vectors, regularizing them while attempting to learn structure present in the data that allows us to sparsely represent them in our learned dictionary. This yields the following

$$\min_{n,B,D,a} \frac{1}{2} \sum_{x=1}^{m_1} \sum_{y=1}^{m_2} \|C_{xy}a_{xy} - L^T n_{xy}\|_2^2 + \frac{1}{2} \sum_{x=1}^{m_1} \sum_{y=1}^{m_2} \|1^T a_{xy} - 1\|_2^2 + \lambda \left( \sum_{j=1}^{w} \|P_j n - Db_j\|_2^2 + \mu^2 \|B\|_0 \right)$$

s.t. \(\|B\|_\infty \leq q, \|d_i\|_2 = 1 \forall i. \) (20)

All terms here are defined analogously to their previously given definitions. Note that we relax the constraint given in [17] enforcing that \(a_{xy}^1 + \ldots + a_{xy}^p = 1\) and include it in the optimization. Here, in order to encourage this constraint to hold approximately, we typically set \(\gamma\) to be very large.

This approach can be thought of as a generalization of DLNV. Indeed, if we set \(p = 1\) and let \(\gamma\) approach infinity, (20) reduces to (19). For the purposes of this paper, in order to highlight the differences between models that rely on the Lambertian assumption versus models that rely on more complex reflectance models, we include results from both this approach as well as DLNV. We refer to this approach as Dictionary Learning on Normal Vectors with Piecewise-Linear Reflectance (PDLNV).

D. Algorithms for DLPI and DLNV

We propose solving [18], [19], and (20) via block coordinate descent-type algorithms. We alternate between updating \(n\) or \(v\), respectively, with \((D,B)\) fixed and updating \((D,B)\) with \(n\) or \(v\) fixed. In the case of solving (20) we use a similar strategy but now alternate between updating \(n\), \((D,B)\), and \(a\) while keeping all other quantities fixed.

1) \((D,B)\) Update: The \((D,B)\) update is identical for all three cases. Here we present the update for [18].

We first define \(G \triangleq B^T\) and denote by \(P\) the matrix with columns \(P_jv\). With \(v\) fixed, the optimization problem with respect to \((D,B)\) can then be written as

$$\min_{G,D} \|P - DG^T\|_F^2 + \mu^2 \|G\|_0$$

s.t. \(\|G\|_\infty \leq a, \|d_i\|_2 = 1 \forall i. \) (21)

In order to solve (21), we iterate over all columns \(g_i\) of \(G\) and atoms \(d_i\) of \(D\). For every \(1 \leq i \leq K\), we solve (21) first with respect to \(g_i\), and then with respect to \(d_i\).

We first consider the minimization of (21) with respect to \(g_i\). Define \(E_i \triangleq P - \sum_{k \neq i} d_k g_k^T\) where \(E_i\) is computed using the most recent values of the other dictionary atoms and coefficients. Our problem then becomes

$$\min_{g_i} \|E_i - d_i g_i^T\|_F^2 + \mu^2 \|g_i\|_0$$

s.t. \(\|g_i\|_\infty \leq q \) (22)

The solution to (22) is given by [50]

$$\hat{g}_i = \min \left( \|H_\mu(E_i^T d_i)\|_1, q_1\right) \odot \text{sign} \left( H\mu(E_i^T d_i) \right)$$

(23)

where \(q_1\) is a vector of ones of length \(w\) and \(\min(\cdot, \cdot)\) is the element-wise minimum operator. Further, \(\odot\) denotes the element-wise multiplication and operator and \(H_\mu(\cdot)\) denotes the element-wise hard thresholding operator. This is defined as

$$[H_\mu(y)]_i = \begin{cases} 0, & |y_i| < \mu \\ y_i, & |y_i| \geq \mu \end{cases}$$

(24)

Minimizing (21) with respect to some \(d_i\) while keeping all other variables fixed produces the following problem

$$\min_{d_i} \|E_i - d_i g_i^T\|_F^2$$

s.t. \(\|d_i\|_2 = 1 \) (25)

It is possible to show that the global minimizer of this expression is given by

$$d_i = \begin{cases} \frac{E_i g_i}{\|E_i g_i\|_2}, & \text{if } g_i \neq 0 \\ u_1, & \text{if } g_i = 0 \end{cases}$$

(26)

where \(u_1\) is the first column of a \(c_x c_y c_z \times c_x c_y c_z\) identity matrix. Note that the solution is unique if and only if \(g_i \neq 0 \) [50].

2) \(v\) Update: Solving [18] for \(v\) with \(D\) and \(B\) fixed yields the problem

$$\min_v \frac{1}{2} \|y - v\|_2^2 + \lambda \sum_{j=1}^c \|P_j v - Db_j\|_2^2.$$ (27)

We see that equation (27) is a simple least-squares problem with normal equation

$$(I + 2\lambda \sum_{j=1}^c P_j^T P_j) v = y + 2\lambda \sum_{j=1}^c P_j^T Db_j.$$ (28)
where \( I \) denotes the identity matrix. The matrix pre-multiplying \( v \) in (23) is diagonal, and so its inverse can be cheaply computed, allowing us to efficiently update \( v \).

3) \( n \) update: Similarly, solving (19) for \( n \) with \( D \) and \( B \) fixed yields the problem

\[
\min_n \frac{1}{2} \|y - An\|^2 + \lambda \sum_{j=1}^w \|P_j n - Db_j\|^2. \tag{29}
\]

While (29) is also a least-squares problem, its normal equation cannot be easily inverted due to the presence of the \( A \) matrix. We instead utilize a proximal gradient scheme \([51]\). The cost function in (29) can be written in the form \( f(n) + g(n) \) where \( f(n) = \frac{1}{2} \|y - An\|^2 \) and \( g(n) = \lambda \sum_{j=1}^w \|P_j n - Db_j\|^2 \). The proximal updates thus become

\[
n^{k+1} = \text{prox}_g(n^k - \tau \nabla f(n^k)), \tag{30}
\]

where

\[
\text{prox}_g(y) := \arg\min_x \frac{1}{2} \|y - x\|^2 + \tau g(x). \tag{31}
\]

Define \( \hat{n}^k = n^k - \tau \nabla f(n^k) \). Then (30) and (31) imply that \( n^{k+1} \) satisfies the normal equation

\[
(I + 2\tau \lambda \sum_{j=1}^w P_j^T P_j) n^{k+1} = \hat{n}^k + 2\tau \lambda \sum_{j=1}^w P_j^T Db_j. \tag{32}
\]

As in (28), the matrix multiplying \( n^{k+1} \) in (32) is diagonal and can be efficiently inverted to determine \( n^{k+1} \). Note that in addition to proximal gradient, multiple other iterative strategies could have been utilized to minimize the quadratic objective (29). (20) can be solved in an identical manner—we simply replace \( y \) with the vector

\[
\begin{bmatrix}
C_{11} a_{11} \\
\vdots \\
C_{m_1 m_2} a_{m_1 m_2}
\end{bmatrix} \tag{33}
\]

where we utilize the current values of \( a_{xy} \).

4) \( a \) update: Solving (20) also requires us to update the value of \( a \). Keeping \( n \), \( D \), and \( B \) fixed, we must solve the following optimization problem

\[
\min_a \sum_{x=1}^{m_1} \sum_{y=1}^{m_2} \| C_{xy} a_{xy} - L^T n_{xy} \|^2 + \gamma \|1^T a_{xy} - 1\|^2 \tag{34}
\]

Equivalently, for each \((x, y)\) pair, we can solve the following problem

\[
\min_{a_{xy}} \left\| \begin{bmatrix} C_{xy} \\ \gamma 1^T \end{bmatrix} a_{xy} - \begin{bmatrix} L^T n_{xy} \\ \gamma \end{bmatrix} \right\|^2 \tag{35}
\]

This is simply a least squares problem and has the solution

\[
\hat{a}_{xy} = \begin{bmatrix} C_{xy} \\ \gamma 1^T \end{bmatrix} ^\dagger \begin{bmatrix} L^T n_{xy} \\ \gamma \end{bmatrix} \tag{36}
\]

Since \( C_{xy} \) does not depend on \( n \), \( a \), \( D \), or \( B \), it stays fixed throughout each iteration. We can therefore precompute

\[
\begin{bmatrix} C_{xy} \\ \gamma 1^T \end{bmatrix} ^\dagger \tag{37}
\]

allowing us to update \( a \) via a simple, cheap matrix multiplication.

V. EXAMPLES

We now verify the performance of our methods experimentally. In order to obtain quantitative numerical results, we rely primarily on the DiLiGenT dataset \([30]\). This dataset contains images of a variety of surfaces of different materials and provides the true normal vectors of each object, allowing us to evaluate the performance of each method and determine how accurately they are able to construct the normal vectors. We quantify the error in each computed normal vector by measuring the angular difference between the true normal vector and the computed normal vector.

Our method is evaluated on a variety of cases. For each experiment we compare the results of our method to Wu et al.’s robust PCA (RPCA) approach \([8]\), Ikemoto et al.’s sparse regression (SR) approach \([11]\), and Ikemoto et al.’s constrained bivariate regression (CBR) approach \([14]\). In addition, we also compare against the traditional least squares (LS) approach given by (6).

With the exception of least squares, each of these methods contains one or more tunable parameters that dictate the performance. For each method, we swept the parameters across a wide range of values to find the optimal parameters for each trial. For existing methods, we included any parameters recommended in the respective papers in our sweep. The reported results are the errors produced by the optimal parameter values. In each case, we ran the experiment over multiple noise realizations and averaged the results.

Up to this point in time, the majority of the photometric stereo literature has focused primarily on the problem of reconstructing normal vectors from uncorrupted, generally fairly large datasets such as the DiLiGenT dataset. In cases where additional corruptions have been added, typically they were added in a sparse fashion in order to better align with the modeling assumptions made in developing these various approaches. We seek here to more fully investigate the ability of our approach as well as existing approaches to handle non-sparse corruptions. We add such non-sparse noise to each pixel according to a Poisson distribution. Poisson noise can be used to model corruptions found in low-light images and thus, given that photometric stereo data is often collected in relatively low light, is a relevant noise model to use for this problem.

A pixel-wise shadow mask can be applied to the images as a preprocessing step. Such masks are usually computed by performing a simple thresholding operation on the images, excluding any pixels below a certain value from subsequent computations. While this can improve results in some cases, in practice such a simple operation generally does not capture the complexity of shadows present in the image and often results in useful data being rejected. This is of particular importance when working with small datasets or when the data being considered is severely corrupted, in which case it is important that reconstruction approaches are able to extract any relevant information from all the data presented. Due to this, robust methods should have the capacity to adapt to shadows in images without the use of a shadow mask. As such, all evaluations included here are performed without the use of a shadow mask.
TABLE I: Result on full, uncorrupted DiLiGenT datasets

| Dataset | PDNLV Mean Angular Error (degrees) | DLPI Mean Angular Error (degrees) | DNLV Mean Angular Error (degrees) | CBR Mean Angular Error (degrees) | SR Mean Angular Error (degrees) | RPCA Mean Angular Error (degrees) | LS Mean Angular Error (degrees) | PDNLV Median Angular Error (degrees) | DLPI Median Angular Error (degrees) | DNLV Median Angular Error (degrees) | CBR Median Angular Error (degrees) | SR Median Angular Error (degrees) | RPCA Median Angular Error (degrees) | LS Median Angular Error (degrees) |
|---------|-----------------------------------|-----------------------------------|-----------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|-----------------------------------|-----------------------------------|-----------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
| Ball    | 3.60                              | 3.99                              | 3.82                              | 6.78                            | 2.08                            | 3.20                            | 4.10                            | 1.95                              | 2.44                              | 1.85                              | 2.06                            | 2.02                            | 2.02                            | 2.41                             |
| Cat     | 6.40                              | 8.29                              | 7.10                              | 8.05                            | 6.73                            | 7.96                            | 8.44                            | 3.58                              | 6.52                              | 6.15                              | 3.88                            | 5.75                            | 6.03                            | 6.52                             |
| Pot1    | 6.99                              | 8.88                              | 8.67                              | 8.57                            | 7.28                            | 8.81                            | 8.89                            | 3.70                              | 6.64                              | 6.39                              | 4.15                            | 5.29                            | 6.61                            | 6.65                             |
| Bear    | 8.51                              | 8.31                              | 8.32                              | 9.77                            | 6.01                            | 7.89                            | 8.39                            | 6.34                              | 6.12                              | 6.20                              | 7.07                            | 4.30                            | 6.01                            | 6.18                             |
| Pot2    | 10.37                             | 14.57                             | 13.88                             | 10.36                           | 11.98                           | 11.94                           | 14.65                           | 7.84                              | 11.62                             | 12.79                             | 6.95                            | 8.32                            | 10.07                           | 11.60                            |
| Buddha  | 13.56                             | 14.91                             | 14.72                             | 14.90                           | 11.11                           | 13.88                           | 14.92                           | 7.84                              | 10.54                             | 10.33                             | 8.85                            | 7.74                            | 9.25                            | 10.54                            |
| Goblet  | 15.49                             | 18.43                             | 17.69                             | 15.10                           | 15.53                           | 15.14                           | 18.50                           | 11.13                             | 15.75                             | 16.04                             | 9.35                            | 12.23                           | 11.35                           | 15.70                            |
| Reading | 20.28                             | 19.66                             | 19.58                             | 19.39                           | 12.56                           | 17.42                           | 19.80                           | 13.90                             | 12.49                             | 12.51                             | 13.39                           | 7.18                            | 11.64                           | 12.50                            |
| Cow     | 21.30                             | 25.38                             | 17.58                             | 15.08                           | 22.82                           | 11.06                           | 25.60                           | 21.82                             | 26.13                             | 12.30                             | 13.35                           | 21.32                           | 9.38                            | 26.32                            |
| Harvest | 20.89                             | 30.55                             | 27.07                             | 26.93                           | 26.80                           | 25.50                           | 30.62                           | 15.36                             | 25.11                             | 23.34                             | 22.71                           | 19.00                           | 20.32                           | 25.33                            |

A. Evaluation on Uncorrupted DiLiGenT Dataset

We first investigate the performance of our methods on the DiLiGenT dataset. For each object, we use all 96 images present in the original dataset and do not add any additional corruptions to these images. For PDNLV, we set $p = 2$ for each dataset except for Harvest, for which we set $p = 3$. The results of these trials are presented in Table I.

As this table illustrates, PDNLV outperforms all existing approaches on 4 of the 10 objects. In cases where our methods do not outperform existing approaches, with the exception of the Reading and Cow objects, we achieve performance comparable to the best performer. We believe the primary strength of our algorithms are in constructing normal vectors from images much less pristine than the DiLiGenT dataset. However, these results illustrate that our method is still able to perform comparably to or better than methods developed specifically designed to operate on large, clean datasets.

In practical situations, 96 images under varying lighting directions may not be available for an object of interest. As such, it is important that methods are able to handle smaller datasets. Figure I and II illustrate the performance of each method on the uncorrupted DiLiGenT Cat and Harvest datasets with a varying number of images present. Here we randomly sample without replacement the images from the original 96 images, averaging the results across 10 such samplings.

In both of these cases, it is clear that, for nearly every size dataset, PDNLV is able to produce the most accurate reconstructions.

B. Evaluation on Corrupted DiLiGenT Dataset

We next compare the performance of our method against the performance of existing approaches on images corrupted with Poisson noise. We first subsample the DiLiGenT Pot2 dataset to 20 images. We then add random Poisson noise to these images, varying the SNR. The results of this experiment are illustrated in Figure VI.

From this figure it is clear that our dictionary learning based approaches are significantly more robust to high levels of non-sparse corruptions than other approaches. In particular, for SNR values below 10 dB, a dictionary learning based approach outperforms other approaches by 5 to 10 degrees. Further, the error varies significantly less for dictionary learning based approaches than for other approaches—the normal vector reconstructions are much more stable and robust to these errors than those constructed by other approaches.

Figures V and VI illustrate the actual normal vector reconstructions and corresponding error maps produced on the Pot2 dataset containing 20 images at a noise level of 5 dB. As these figures illustrate the dictionary learning based reconstructions seemed to be much less affected by noise than the other approaches. Figure V illustrates the error maps of the normal vectors constructed by PDNLV on the DiLiGenT Cat dataset with varying amounts of noise added. As this figure shows, the errors present in the normal vectors are roughly constant as the noise changes—PDNLV is robust against such corruptions and is not significantly affected by the presence of noise.

C. Evaluation on non-DiLiGenT Datasets

In addition to the DiLiGenT dataset, we also consider the dataset [52]. This dataset contains images of several real objects yet no ground truth normal vectors are available. In order to obtain an estimate of the ground truth normal vectors, we assume the objects present in this dataset follow a truly Lambertian model. While this assumption does not hold exactly, the objects present are matte in appearance and thus nearly Lambertian. To determine an estimate of the ground truth normal vectors, we simply utilize the standard least squares approach on the original uncorrupted data.

When running trials on the DiLiGenT dataset, even when corrupted by noise, a primary difficulty is to simply estimate the surface given that the data is fundamentally non-Lambertian. Thus, previous trials do not necessarily evaluate the ability of each method to estimate a Lambertian surface in the presence of noise. Since the majority of the methods we are investigating fundamentally assume an underlying Lambertian model, we will assume our data is Lambertian, determine our normal vectors based on this assumption, and evaluate the ability of each method to reject corruptions given underlying data that is ideal. Thus, this experiment illustrates the robustness of each method to noise when our data otherwise perfectly follows the modeling assumptions. These results are given in Figure VII.

As this figure illustrates, for high SNR, the average errors approach 0, as we would expect since the modeling assumptions are satisfied. In the high noise case, similar to the performance on the DiLiGenT dataset, the dictionary learning approaches are significantly more robust to the presence of noise.
based approaches are significantly more robust to imperfections than our other existing approaches. Unlike before, DLPI now outperforms both DLNV and PDLNV. This again follows from the fact that we have here assumed the underlying data is Lambertian—an assumption DLPI fundamentally relies on. We see then that in the high noise case, DLPI seems to be the most robust to noise when working with Lambertian objects.

We also evaluate the qualitative performance of our algorithms on this dataset. Figure 8 gives images of the ground truth normal vectors—computed on the uncorrupted data using the least squares approach—as well as the normal vectors computed by each method on data corrupted with Poisson noise with SNR equal to 5 dB.

Figure 9 illustrates the errors associated with each normal vector. As Figure 7 also indicated, the errors present in the normal vectors computed by the dictionary learning based methods are significantly lower than those obtained by other approaches. We note further that, for portions of the cat that are smooth, DLPI is able to effectively eliminate all error while still exhibiting some error in regions with sharper edges.

Finally, Figures 10 provides images of the surfaces computed from the normal vectors using the method outlined in [47]. Qualitatively, we see that the surfaces produced by the dictionary learning approaches are much smoother and, to the eye, seem to be more accurate representations of the actual surface. In contrast, the surfaces computed by other methods, though preserving the general shape, tend to be rather bumpy, compromising the appearance of the true surface. In particular,
we notice that, while smooth, DLNV exhibits certain artifacts visible as a flattened region on the side of the head. DLPI produces an extremely smooth surface though loses definition around the edges while PDLNV, though slightly less smooth, retains much of the sharpness of the ground truth surface.

D. Algorithm Properties

Finally, we investigate how tuning the dictionary learning model can affect the results. Beyond the weighting parameters, multiple additional parameters in the model can be altered. The size of the dictionary atoms—how large the patches extracted from the images or normal vectors must be—can be changes as can the degree to which adjacent patches overlap and what the dictionary atoms are initialized to. In addition, we may vary the number of dictionary atoms present in our dictionary. This allows us to produce over-complete or under-complete dictionaries—dictionaries where there is a smaller or larger number of atoms than degrees of freedom within each atom. When enforcing the sparsity penalty \( \| B \|_0 \), we can also choose to use soft thresholding rather than hard thresholding—

replacing the \( \ell_0 \) norm with the \( \ell_1 \) norm. In the case of PDNLV, we may also alter the value of \( p \) to attempt to capture different surface properties.

In the preceding results, we have used fairly standard dictionary learning parameters commonly found in applications. Specifically, our patches are \( 8 \times 8 \) for DLPI and \( 8 \times 8 \times 3 \) for DLNV and PDNLV. In each case, adjacent patches overlap each other four pixels in each direction of the first two dimensions. We have used a dictionary containing the same number of atoms as degrees of freedom in each atom—64 atoms for DLPI and 192 atoms for DLNV and PDNLV. Dictionary atoms are initialized to columns of the discrete cosine transform matrix. Finally, we use the hard thresholding operator as we originally specified in [18], [19], and [20].

While the problem is non-convex, the algorithm presented in Section IV-D is guaranteed to monotonically decrease the objective function value at each iteration. Figure 11a illustrates the value of the objective function at each iteration for PDNLV with \( p = 2 \). Figure 11b gives the corresponding mean angular error of the normal vectors produced at each iteration. While the cost is guaranteed to decrease at each iteration, angular error can increase. Empirically, we have found, however, that the error does typically decreases with iteration. Figure 11c gives the percentage of values of \( B \) that are nonzero at each iteration. Since the cost function penalizes \( B \) for containing nonzero values, the optimization process often results in \( B \) being relatively sparse.

Each plot in Figure 11 illustrates the performance of PDNLV for several dictionary sizes. Of particular interest is how the size of the dictionary affects the mean angular error. As Figure 11b illustrates, larger dictionaries typically perform better than smaller, undercomplete dictionaries. However, we do not observe a significant boost in performance using an overcomplete versus a complete dictionary. Note that, due to dictionary dimensions of \( 8 \times 8 \times 3 \) used here, a dictionary of size 192 is complete.

We next illustrate the affect changing the value of \( p \) has on the performance of PDNLV. Figure 12 gives the angular error of the computed normal vectors when varying the number of images in the DiLiGenT Pot1 dataset for several values of \( p \). As this figure illustrates, in this case \( p = 2 \) is the optimal value. Further, this plot shows that, when working with a relatively small number of images, \( p = 3 \) in general performs poorly but, as the number of images increases, \( p = 3 \) overtakes the performance of \( p = 1 \). We have found that, in general, setting \( p = 2 \) typically produces optimal results yet for certain cases, such as when working with the DiLiGenT Harvest dataset, \( p = 3 \) does outperform \( p = 2 \).

Figure 13 illustrates the initial and final dictionaries produced by PDNLV. The initial dictionary is simply constructed as a DCT matrix. Each patch here, while originally \( 8 \times 8 \times 3 \)—where the third dimension corresponds to the \( x \), \( y \), and \( z \) components of the normal vector—is plotted as an \( 8 \times 24 \) image. While we see that, due to the initialization strategy used, the initial dictionary contains much uniformity across the \( x \), \( y \), and \( z \) dimensions, the optimization modifies this to ultimately capture different structure in each dimension—illustrated by the patches often exhibiting significant contrast.
between their different components.

VI. CONCLUSION

In this work, we proposed three methods for applying dictionary learning to photometric stereo. Each method seeks to represent some form of the data—either the original images or the reconstructed normal vectors—as sparse with respect to an adaptive dictionary. We showed through extensive numerical studies that these approaches are significantly more robust than existing approaches in the high-noise regime while preserving accuracy in the low-noise regime. Dictionary learning is a general purpose adaptive regularization scheme, and, as such, it could be coupled with other, more complex, reflectance models from the photometric stereo literature to further improve reconstruction quality. We plan to investigate this line of inquiry in future work.
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