Introduction and statement of results

Results over \( \mathbb{Q} \), the algebraic closure of \( \mathbb{Q} \), have received some attention in Diophantine geometry and theory of height functions, especially in the recent years. A classical example of such a result is the “absolute” version of Siegel’s lemma of Roy and Thunder \([13]\), which can be viewed as a statement about existence of small-height solutions to systems of homogeneous linear equations over \( \mathbb{Q} \). The Roy–Thunder result extends the Bombieri–Vaaler version of Siegel’s lemma \([2]\) over number fields to the \( \mathbb{Q} \) situation, producing height bounds independent of any number field, hence the name absolute.

To move beyond the linear equations, the investigation of small-height zeros of quadratic forms was initiated in the celebrated paper of Cassels \([3]\), and later continued by a number of authors (see \([10]\) for a detailed overview). Most of the work here has been done over fixed number fields and function fields; however, some absolute results have also been produced. For instance, Vaaler’s theorem \([17]\) on small-height maximal totally isotropic subspaces over a fixed number field has been extended over \( \mathbb{Q} \) in \([8]\). Techniques used to produce absolute results often differ from the methods over a fixed number field, since sets of points of bounded height are no longer finite (i.e., the Northcott property fails). In a recent paper \([5]\), we have obtained results on existence of zeros and isotropic subspaces of a quadratic space outside of a finite union of varieties over a fixed number field.

Abstract

In this paper, we establish three results on small-height zeros of quadratic polynomials over \( \mathbb{Q} \). For a single quadratic form in \( N \geq 2 \) variables on a subspace of \( \mathbb{Q}^N \), we prove an upper bound on the height of a smallest nontrivial zero outside of an algebraic set under the assumption that such a zero exists. For a system of \( k \) quadratic forms on an \( L \)-dimensional subspace of \( \mathbb{Q}^N, N \geq L \geq \frac{k(k+1)}{2} + 1 \), we prove existence of a nontrivial simultaneous small-height zero. For a system of one or two inhomogeneous quadratic and \( m \) linear polynomials in \( N \geq m + 4 \) variables, we obtain upper bounds on the height of a smallest simultaneous zero, if such a zero exists. Our investigation extends previous results on small zeros of quadratic forms, including Cassels’ theorem and its various generalizations and contributes to the literature of so-called “absolute” Diophantine results with respect to height. All bounds on height are explicit.
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number field or global function field. The first goal of the present paper is to obtain analog-ous results over $\overline{\mathbb{Q}}$.

Let $J \geq 1$ be an integer. For each $1 \leq i \leq J$, let $k_i \geq 1$ be an integer and let 
$$P_{i1}(X_1, \ldots, X_N), \ldots, P_{ik_i}(X_1, \ldots, X_N)$$
be homogeneous polynomials of respective degrees $m_{i1}, \ldots, m_{ik_i} \geq 1$. Let 
$$Z(P_{i1}, \ldots, P_{ik_i}) = \{x \in \overline{\mathbb{Q}}^N : P_{i1}(x) = \cdots = P_{ik_i}(x) = 0\},$$
and define the algebraic set 
$$Z = \bigcup_{i=1}^{J} Z(P_{i1}, \ldots, P_{ik_i}). \quad (1)$$
For each $1 \leq i \leq J$ let $M_i = \max_{1 \leq j \leq k_i} m_{ij}$ and define 
$$M = M(Z) := \sum_{i=1}^{J} M_i. \quad (2)$$

The basic notation of the arithmetic theory of quadratic forms, which is used in the statement of Theorem 1.1, is reviewed below in Sect. 2, along with definitions of the appropriate height functions.

**Theorem 1.1** Let $F$ be a quadratic form in $N$ variables over $\overline{\mathbb{Q}}$, $V$ be an $L$-dimensional subspace of $\overline{\mathbb{Q}}^N$, and $m$ be the dimension of a maximal totally isotropic subspace of the quadratic space $(V, F)$. Suppose that $F$ has a nontrivial zero in $V \setminus \mathcal{Z}$. Then, there exist $m$ linearly independent zeros $x_1, \ldots, x_m$ of $F$ in $V \setminus \mathcal{Z}$ such that 
$$H(x_1) \leq H(x_2) \leq \cdots \leq H(x_m), \quad h(x_1) \leq h(x_2) \leq \cdots \leq h(x_m), \quad (3)$$
and for each $1 \leq n \leq m$, 
$$H(x_n) \leq h(x_n) \leq T(L, M + 1) H(F)^{\max(r,29/2)} H(V)^{30}, \quad (4)$$
where $r$ is the rank of $F$ on $V$ and the constant $T(L, M)$ is defined by (31) below.

As a corollary of Theorem 1.1, we can also obtain a statement on the existence of nested sequences of totally isotropic subspaces of $(V, F)$ of bounded height not contained in the algebraic set $\mathcal{Z}$.

**Corollary 1.2** Let $r$ and $\omega = \lfloor r/2 \rfloor$ be the rank and the Witt index, respectively, of the quadratic space $(V, F)$ in Theorem 1.1. Then, for each pair of indices $(n, k)$ with $1 \leq n, k \leq m$, there exists a totally isotropic subspace $W_n^k$ of $(V, F)$ such that $\dim_{K} W_n^k = k$, $W_n^1 \subset W_n^2 \subset \cdots \subset W_n^m$, and so $W_n^k \not\subset \mathcal{Z}$ for each $1 \leq k \leq m$; also

$$\mathcal{H}(W_n^m) \leq T^1(L, M, N, \omega) H(F)^{1^{1(\omega)} \mathcal{H}(V)^{1^{2(\omega)}}}, \quad (5)$$
where the exponents are given by
and the constant $T^1(L, M, N, m)$ is defined in (46) below. In addition, for each $1 \leq k < m$,

$$\mathcal{H}(W_{n}^{k}) \leq 3 \left( \frac{m(m-1)}{2} \right)^{\frac{1}{2}} N^2 \mathcal{H}(x_n) \mathcal{H}(W_{m}^{m}),$$

where $x_n$ is from Theorem 1.1.

The main line of our argument in the proof of Theorem 1.1 is analogous to that of [5]; however, one of the tools we need in the proof of Theorem 1.1 and Corollary 1.2 is the result of [8] on the existence of a small-height maximal totally isotropic subspace of a quadratic space over $\mathbb{Q}$.

While working in the “absolute” setting presents some difficulties (like the failure of Northcott property), one naturally expects some problems to become easier over $\mathbb{Q}$. For instance, a version of the original Cassels’ theorem can be proved in a much simpler way with a considerably better bound over $\mathbb{Q}$. Specifically, here is Lemma 4.1 of [8].

**Lemma 1.3** (Lemma 4.1, [8]) Let $2 \leq L \leq N$ and $V \subseteq \mathbb{Q}^N$ be an $L$-dimensional subspace. Let $F(X)$

be a quadratic form in $N$ variables over $\mathbb{Q}$. There exists $0 \neq y \in V$ such that $F(y) = 0$ and

$$h(y) \leq 8 \times 3^{2(L-1)} \mathcal{H}(V)^{\frac{1}{2}} \mathcal{H}(F)^{\frac{1}{2}}.$$ (8)

It is not known if a bound for the height of a simultaneous zero of a system of quadratic forms on a subspace $V \subseteq K^N$ exists over a fixed number field $K$: this question is connected with a very general version of Hilbert’s 10th problem over number fields, and currently appears to be out of reach. On the other hand, over $\mathbb{Q}$, the problem is more tractable, as we show next.

**Theorem 1.4** Let $k \geq 2$ be an integer, $F_1, \ldots, F_k$ be quadratic forms in $N$ variables over $\mathbb{Q}$, and let $V \subseteq \mathbb{Q}^N$ be an $L$-dimensional subspace, $N \geq L \geq \frac{k(k+1)}{2} + 1$. There exists $0 \neq w \in V$ such that $F_m(w) = 0$ for all $1 \leq m \leq k$ and

$$h(w) \leq \left( \frac{t^2}{3} N^3 \mathcal{H}(V) \right)^{20B_k/81} \left( \prod_{n=1}^{k-1} H(F_n) \right)^{B_k} H(F_k)^2,$$ (9)

where $B_2 = 9$ and

$$B_k = \frac{1}{4} \times 36^{k-2} \prod_{m=3}^{k} m^{2^{k-m+1}-2},$$ (10)

for all $k \geq 3$. 

\[ t_1(\omega, r) = (\omega - 1)^2 + \frac{4\omega + 4 + (4\omega + 7) \max\{r, 29/2\}}{3} + r, \]

\[ t_2(\omega) = 40\omega + 70 + \frac{4\omega + 4}{3}, \] (6)
Notice that the exponents on heights of $V$ and the quadratic forms in Theorem 1.4 depend only on $k$, the number of forms, not on their number of variables or dimension of the space, as they usually do in bounds over global fields.

Finally, we obtain a bound on the height of a nontrivial solution of a system of one or two quadratic and a collection of linear inhomogeneous equations over $\mathbb{Q}$.

**Theorem 1.5**  Let $F$ and $G$ be quadratic polynomials in $N \geq 4$ variables over $\mathbb{Q}$, possibly inhomogeneous. Let $m$ be an integer, $0 \leq m \leq N - 4$, and $\mathcal{L}_1, \ldots, \mathcal{L}_m$ be linear polynomials in $N$ variables over $\mathbb{Q}$, possibly inhomogeneous; the case $m = 0$ just means that there are no linear polynomials. Suppose that the system

$$F(x) = G(x) = \mathcal{L}_1(x) = \cdots = \mathcal{L}_m(x) = 0$$  \hspace{1cm} (11)

has a nontrivial solution in $\mathbb{Q}^N$. Then, there exists a point $0 \neq y \in \mathbb{Q}^N$ such that

$$F(y) = \mathcal{L}_1(y) = \cdots = \mathcal{L}_m(y) = 0$$

and

$$h(y) \leq 8(N + 1)^{2m} \cdot 2^{2N-m+1}(N-m)H(F)^{\frac{1}{2}} \prod_{i=1}^{m} H(\mathcal{L}_i)^{\frac{1}{4}}.$$  \hspace{1cm} (12)

There also exists a point $0 \neq w \in \mathbb{Q}^N$ such that

$$F(w) = G(w) = \mathcal{L}_1(w) = \cdots = \mathcal{L}_m(w) = 0$$

and

$$h(w) \leq \mathcal{M}(m,N)H(F)^{58} H(G)^{3m} \prod_{i=1}^{m} H(\mathcal{L}_i)^{180},$$  \hspace{1cm} (13)

where

$$\mathcal{M}(m,N) = 18 \times 8^{38} (N + 1)^{90m+8} (N + 1 - m)^{36} \cdot 3^{90(N-m+1)(N-m)}.$$  \hspace{1cm} (14)

**Remark 1.6**  In fact, our method can also be used to obtain analogues of Theorems 1.4 and 1.5 with points in question having bounded degree over a fixed number field. By the Northcott property, this provides actual search bounds for zeros of systems of quadratic and linear equations as above. On the other hand, the bounds on height we can obtain this way are weaker.

This paper is organized as follows. In Sect. 2, we set the notation, define the height functions, and review the basic terminology in the theory of quadratic forms. We prove Theorem 1.1 along with Corollary 1.2 in Sect. 3. In Sect. 4, we prove Theorem 1.4. Finally, Theorem 1.5 is proved in Sect. 5.
2 Preliminaries

2.1 Notations and heights

We start with some notation, following [7–9] (see also [1] for a comprehensive overview of the theory of height functions and their many properties). Let $K$ be a number field and let $d = [K : \mathbb{Q}]$ be the global degree of $K$ over $\mathbb{Q}$. Let $M(K)$ be the set of all places of $K$. For each place $v \in M(K)$, we write $K_v$ for the completion of $K$ at $v$ and let $d_v = [K_v : \mathbb{Q}_v]$ be the local degree of $K$ at $v$. For each place $v \in M(K)$, we define the absolute value $|v|$ to be the unique absolute value on $K_v$ that extends either the usual absolute value on $\mathbb{R}$ or $\mathbb{C}$ if $v | \infty$, or the usual $p$-adic absolute value on $\mathbb{Q}_p$ if $v | p$, where $p$ is a prime. With this choice of absolute values, the product formula reads as follows:

$$\prod_{v \in M(K)} |a|^d_v = 1, \quad \text{for all } a \in K^\times. \quad (15)$$

For each $v \in M(K)$, define a local height $H_v$ on $K_v^N$ by

$$H_v(x) = \max_{1 \leq i \leq N} |x_i|^{d_v}_v,$$

for each $x \in K_v^N$. For each $v | \infty$, we also define another local height

$$\mathcal{H}_v(x) = \left( \sum_{i=1}^N |x_i|^{d_v}_v \right)^{d_v/2}.$$

Notice that these local heights $H_v$ and $\mathcal{H}_v$ are $\ell^\infty$- and $\ell^2$-norms, respectively, on the vector spaces $K_v^N$. Then, we can define two slightly different global height functions on $K^N$:

$$H(x) = \left( \prod_{v \in M(K)} H_v(x) \right)^{1/d}, \quad \mathcal{H}(x) = \left( \prod_{v | \infty} H_v(x) \times \prod_{v \nmid \infty} \mathcal{H}_v(x) \right)^{1/d}, \quad (16)$$

for each $x \in K^N$. These height functions are homogeneous, in the sense that they are defined on the projective space over $K^N$ thanks to the product formula (15). It is easy to see that

$$H(x) \leq \mathcal{H}(x) \leq \sqrt{N}H(x). \quad (17)$$

We also define the inhomogeneous height

$$h(x) = H(1, x),$$

which generalizes the Weil height on algebraic numbers. Clearly, $h(x) \geq H(x)$ for each $x \in K^N$. We extend the height functions $H_v, \mathcal{H}_v, H$ and $h$ to polynomials by evaluating the height of their coefficient vectors, and to matrices by viewing them as vectors. However, if $X$ is a matrix with $x_1, \ldots, x_L$ as its columns, then $\mathcal{H}(X)$ will always denote the height $\mathcal{H}(x_1 \wedge \cdots \wedge x_L)$, where $x_1 \wedge \cdots \wedge x_L$ is viewed as a vector in $K^{\binom{N}{L}}$ under the standard embedding.

Let $V$ be an $L$-dimensional subspace of $K^N$. Then, there exist $N \times L$ matrix $X$ and $(N - L) \times N$ matrix $A$, both are over $K$, such that
The Brill–Gordan duality principle \cite{11} (also see Theorem 1 on p. 294 of \cite{12}) implies that
\[ H(X) = H(A^t), \]
and \( H(V) \) is defined to be this common value. This coincides with the choice of heights in \cite{2}.

An important observation is that due to the normalizing exponent \( 1/d \) in (16) all our heights are absolute, meaning that they do not depend on the number field of definition. Therefore, we have defined the necessary height functions over \( \overline{\mathbb{Q}} \). We also recall here the Northcott property, satisfied by our height functions. Given \( \mathbf{x} = (x_1, \ldots, x_N) \in \overline{\mathbb{Q}}^N \), let us write \( \mathbf{x} \) for the corresponding projective point. For a fixed number field \( K \), define
\[ \deg_K \mathbf{x} := \deg_K \mathbf{x} = \min \{ \deg_K y : y \in \overline{\mathbb{Q}}^N, y = \mathbf{x} \}. \]
Let \( C \in \mathbb{R}_{>0}, D \in \mathbb{Z}_{>0}, K \) a fixed number field. Then, the sets
\[ \{ \mathbf{x} \in \overline{\mathbb{Q}}^N : \deg_K \mathbf{x} \leq D, H(\mathbf{x}) \leq C \}, \quad \{ \mathbf{x} \in \mathbb{P}(\overline{\mathbb{Q}})^N : \deg_K \mathbf{x} \leq D, H(\mathbf{x}) \leq C \} \]
are finite.

We will also need a few technical lemmas detailing some basic properties of heights. The first one bounds the height of a linear combination of vectors (see, for instance, Lemma 2.1 of \cite{4}).

**Lemma 2.1** For \( \xi_1, \ldots, \xi_L \in K \) and \( \mathbf{x}_1, \ldots, \mathbf{x}_L \in K^N \),
\[ H\left( \sum_{i=1}^L \xi_i \mathbf{x}_i \right) \leq h(\xi) \prod_{i=1}^L h(\mathbf{x}_i), \]
where \( \xi = (\xi_1, \ldots, \xi_L) \in K^L \).

The second one is an adaptation of Lemma 4.7 of \cite{13} to our choice of height functions, using (17).

**Lemma 2.2** Let \( V \) be a subspace of \( K^N, N \geq 2 \), and let subspaces \( U_1, \ldots, U_n \subset V \) and vectors \( \mathbf{x}_1, \ldots, \mathbf{x}_m \in V \) be such that
\[ V = \text{span}_K \{ U_1, \ldots, U_n, \mathbf{x}_1, \ldots, \mathbf{x}_m \}. \]
Then,
\[ H(V) \leq N^{m/2} H(U_1) \ldots H(U_n) H(\mathbf{x}_1) \ldots H(\mathbf{x}_m). \]

The next one is an adaptation of Lemma 2.3 of \cite{7} to our choice of height functions, using (17).

**Lemma 2.3** Let \( X \) be a \( J \times N \) matrix over \( K \) with row vectors \( \mathbf{x}_1, \ldots, \mathbf{x}_J \), and let \( F \) be a symmetric bilinear form in \( 2N \) variables over \( K \) (we also write \( F \) for its \( N \times N \) coefficient matrix). Then,
\[ V = \{ X \mathbf{t} : \mathbf{t} \in K^J \} = \{ \mathbf{x} \in K^N : A \mathbf{x} = 0 \}. \]
\[ \mathcal{H}(XF) \leq N^{3/2} H(F)^j \prod_{i=1}^j H(x_i). \]

The next one is a bound on the absolute values of a bilinear form at a given pair of vectors.

**Lemma 2.4** Let \( x, y \in K^N \) and let \( F \) be a symmetric bilinear form in \( 2N \) variables over \( K \) (we also write \( F = (f_{ij})_{1 \leq i, j \leq N} \) for its \( N \times N \) coefficient matrix). For each \( v \in M(K) \), we have:

\[ |F(x, y)|_v^d \leq \begin{cases} N^{2d_v} H_v(F) H_v(x) H_v(y) & \text{if } v \mid \infty, \\ H_v(F) H_v(x) H_v(y) & \text{if } v \nmid \infty, \end{cases} \]

and hence the Weil height of \( F(x, y) \) is

\[ h(F(x, y)) = \prod_{v \in M(K)} \max \left\{ 1, |F(x, y)|_v^d \right\}^{1/d} \leq N^2 H(F) H(x) H(y). \]

**Proof** Notice that

\[ F(x, y) = \sum_{i=1}^N \sum_{j=1}^N f_{ij} x_i y_j. \]

By triangle inequality, for each \( v \mid \infty, \)

\[ |F(x, y)|_v \leq \sum_{i=1}^N \sum_{j=1}^N |f_{ij}| v \leq N^2 \max_{1 \leq i, j \leq N} |f_{ij}| v \max_{1 \leq i \leq N} |x_i|_v \max_{1 \leq j \leq N} |y_j|_v. \]

On the other, for \( v \nmid \infty \), the ultrametric inequality implies

\[ |F(x, y)|_v \leq \max_{1 \leq i, j \leq N} |f_{ij}| x_i y_j \leq \max_{1 \leq i, j \leq N} |f_{ij}| v \max_{1 \leq i \leq N} |x_i|_v \max_{1 \leq j \leq N} |y_j|_v. \]

The next one is Lemma 2.2 of [7].

**Lemma 2.5** Let \( U_1 \) and \( U_2 \) be subspaces of \( K^N \). Then,

\[ \mathcal{H}(U_1 \cap U_2) \leq \mathcal{H}(U_1) \mathcal{H}(U_2). \]  

(18)

**Remark 2.6** It should be remarked that a stronger version of inequality (18) has been produced in [15, 16], specifically:

\[ \mathcal{H}(U_1 + U_2) \mathcal{H}(U_1 \cap U_2) \leq \mathcal{H}(U_1) \mathcal{H}(U_2). \]  

(19)

Unfortunately, for our purposes, using the stronger inequality (19) instead of (18) does not seem to have an immediate benefit: while the bounds come out considerably more

\[ \mathcal{H}(U_1 \cap U_2) \leq \mathcal{H}(U_1) \mathcal{H}(U_2). \]  

(18)
complicated and hard to read, it is not clear how much better they are, since the quantity \( \mathcal{H}(U_1 + U_2) \) is usually hard to nontrivially estimate from below.

**Remark 2.7** Lemmas 2.1–2.5 also hold verbatim with \( K \) replaced by \( \overline{Q} \).

### 2.2 Quadratic forms

Here, we introduce some basic language of quadratic forms which are necessary for subsequent discussion. For an introduction to the subject, the readers are referred to, for instance, Chapter 1 of [14]. For the sake of more generality, we allow \( K \) to be any field of characteristic not 2. We write

\[
F(X, Y) = \sum_{i=1}^{N} \sum_{j=1}^{N} f_{ij} X_i Y_j
\]

for a symmetric bilinear form in \( 2N \) variables with coefficients \( f_{ij} = f_{ji} \) in \( K \), and \( F(X) = F(X, X) \) for the associated quadratic form in \( N \) variables; we also use \( F \) to denote the symmetric \( N \times N \) coefficient matrix \( (f_{ij})_{1 \leq i, j \leq N} \). Let \( V \) be an \( L \)-dimensional subspace of \( K^N \), \( 2 \leq L \leq N \). Then, \( F \) is also defined on \( V \), and we write \((V, F)\) for the corresponding quadratic space.

A point \( x \) in a subspace \( U \) of \( V \) is called singular if \( F(x, y) = 0 \) for all \( y \in U \), and it is called nonsingular otherwise. For each subspace \( U \) of \((V, F)\), its radical is the set

\[
U^\perp := \{ x \in U : F(x, y) = 0 \ \forall \ y \in U \}
\]

which is the subspace of all singular points in \( U \). We define \( \lambda(U) := \dim_K U^\perp \), and will write \( \lambda \) to denote \( \lambda(V) \). A subspace \( U \) of \((V, F)\) is called regular if \( \lambda(U) = 0 \).

A point \( 0 \neq x \in V \) is called isotropic if \( F(x) = 0 \) and anisotropic otherwise. A subspace \( U \) of \( V \) is called isotropic if it contains an isotropic point, and it is called anisotropic otherwise. A totally isotropic subspace \( W \) of \((V, F)\) is a subspace such that for all \( x, y \in W \), \( F(x, y) = 0 \). All maximal totally isotropic subspaces of \((V, F)\) contain \( V^\perp \) and have the same dimension. Given any maximal totally isotropic subspace \( W \) of \( V \), let

\[
\omega = \omega(V) := \dim_K (W) - \lambda,
\]

which is the Witt index of \((V, F)\). If \( K = \overline{K} \), then \( \omega = \lfloor (L - \lambda)/2 \rfloor \), where \( \lfloor \rfloor \) stands for the integer part function.

If two subspaces \( U_1 \) and \( U_2 \) of \((V, F)\) are orthogonal, we write \( U_1 \perp U_2 \) for their orthogonal sum. If \( U \) is a regular subspace of \((V, F)\), then \( V = U \perp (\perp_V (U)) \) and \( U \cap (\perp_V (U)) = \{ 0 \} \), where

\[
\perp_V (U) := \{ x \in V : F(x, y) = 0 \ \forall \ y \in U \}
\]

is the orthogonal complement of \( U \) in \( V \). Two vectors \( x, y \in V \) are called a hyperbolic pair if \( F(x) = F(y) = 0 \) and \( F(x, y) \neq 0 \); the subspace \( \mathbb{H}(x, y) := \text{span}_K \{ x, y \} \) that they generate is regular and is called a hyperbolic plane. An orthogonal sum of hyperbolic planes is called a hyperbolic space. Every hyperbolic space is regular. It is well known that there exists an orthogonal Witt decomposition of the quadratic space \((V, F)\) of the form
where $H_1, \ldots, H_\omega$ are hyperbolic planes and $U$ is an anisotropic subspace, which is determined uniquely up to isometry. The rank of $F$ on $V$ is $r := L - \lambda$. In case $K = \mathbb{K}$, $\dim_K U = 1$ if $r$ is odd and 0 if $r$ is even. Therefore, a regular even-dimensional quadratic space over $\mathbb{Q}$ is always hyperbolic.

We are now ready to proceed.

3 Isotropic points missing varieties

In this section, we prove Theorem 1.1 and Corollary 1.2. We start with a non-vanishing lemma for polynomials, which is the direct analogue of Lemma 4.1 of [5].

Lemma 3.1 Let $N, M \geq 1$ be integers and let $P(X) := P(X_1, \ldots, X_N) \in \mathbb{Q}[X_1, \ldots, X_N]$ be a polynomial that is not identically zero with $\deg P \leq M$. Then, there exists $z \in \mathbb{Q}^N$ such that $P(z) \neq 0$ and

$$h(z) \leq 1.$$  

Proof The conclusion of the lemma follows immediately from Lemma 4.1 of [9] combined with the argument in Section 7 of [9] (in particular, see formulas (44) and (45) of [9]).

We also need a technical lemma providing a bound on the height of a restriction of a polynomial to a subspace.

Lemma 3.2 Let $N, M \geq 1$ be integers and let $P(X) := P(X_1, \ldots, X_N) \in \mathbb{Q}[X_1, \ldots, X_N]$ be a polynomial of degree $M$. Let $V \subseteq \mathbb{Q}^N$ be an $L$-dimensional subspace, $1 \leq L \leq N$, such that $P$ is not identically zero on $V$. Let $x_1, \ldots, x_L$ be a basis for $V$ over $\mathbb{Q}$, write $A$ for the $N \times L$ basis matrix $(x_1, \ldots, x_L)$, and define

$$P_A(Y_1, \ldots, Y_L) = P(Y_1 x_1 + \cdots + Y_L x_L) \in \mathbb{Q}[Y_1, \ldots, Y_L],$$

so that $P_A$ is a restriction of $P$ to $V$. Then, $P_A$ is a polynomial of degree $M$ in $L$ variables over $\mathbb{Q}$, and

$$H(P_A) \leq L^M H(P) \prod_{i=1}^L h(x_i)^M.$$  \hspace{1cm} (22)

Proof Notice that

$$P_A(Y_1, \ldots, Y_L) = P \left( \sum_{i=1}^L x_{1i} Y_i, \ldots, \sum_{i=1}^L x_{Li} Y_i \right),$$

and so for each $\nu | \infty$,

$$H_\nu(P_A) \leq L^M H_\nu(P) \max_{1 \leq i \leq L, 1 \leq j \leq N} |x_{ij}| \nu^{Md_\nu} \leq L^M H_\nu(P) \prod_{i=1}^L H_\nu(1, x_i)^M,$$
while for each \( v \mid \infty \),

\[
H_v(P_A) \leq H_v(P) \max_{1 \leq i \leq L, 1 \leq j \leq N} |x_{ij}|_{\nu}^{Md_v} \leq H_v(P) \prod_{i=1}^{L} H_v(1, x_i)^M.
\]

Then, (22) follows by taking a product over all places of a subfield of \( \overline{\mathbb{Q}} \) containing all the coefficients of \( P \) and coordinates of \( x_1, \ldots, x_L \).

Another result we require is a lemma on the existence of a small-height hyperbolic pair in a given hyperbolic plane.

**Lemma 3.3** Let \( F \) be a symmetric bilinear form in \( 2N \) variables over \( \overline{\mathbb{Q}} \). Let \( \mathbb{H} \subseteq \overline{\mathbb{Q}}^N \) be a hyperbolic plane with respect to \( F \). Then, there exists a basis \( x, y \) for \( \mathbb{H} \) such that

\[
F(x) = F(y) = 0, \quad F(x, y) \neq 0,
\]

and

\[
H(x) \leq h(x) \leq 72 H(F)^{\frac{1}{2}} \mathcal{H}(\mathbb{H})^2,
\]

as well as

\[
H(y) \leq h(y) \leq 2592 N^2 H(F)^{\frac{3}{2}} \mathcal{H}(\mathbb{H})^4.
\]

**Proof** Lemma 1.3 implies the existence of \( 0 \neq x \in \mathbb{H} \) such that \( F(x) = 0 \) and the height of \( x \) is bounded as in (23). Now, Theorem 1.4 of [9] guarantees the existence of a point \( z \in \mathbb{H} \) such that \( F(z) \neq 0 \) and

\[
H(z) \leq h(z) \leq 6 \mathcal{H}(\mathbb{H}).
\]

Since \( F(x) = 0 \) and \( F(z) \neq 0 \), it must be true that \( x \) and \( z \) are linearly independent, and hence span \( \mathbb{H} \). Therefore, we must have \( F(x, z) \neq 0 \), since \( (\mathbb{H}, F) \) is regular. Then, define

\[
y = F(z)x - 2F(x, z)z.
\]

Clearly, \( \mathbb{H} = \text{span}_{\mathbb{Q}}[x, y] \), and it is easy to check that \( F(y) = 0 \). Once again, regularity of \( (\mathbb{H}, F) \) implies that \( F(x, y) \neq 0 \), and so \( x, y \) is a hyperbolic pair basis for \( \mathbb{H} \). Finally, we need to produce an estimate on the height of \( y \). Lemma 2.3 of [6] implies that

\[
H(y) \leq h(y) \leq 3N^2 H(F) h(x) h(z)^2.
\]

Combining the estimate of (26) with (23) and (25) produces (24).

Our next lemma, which works for any field, establishes a basic divisibility property of a polynomial with respect to any fixed monomial ordering. This is Lemma 4.4 of [5].

**Lemma 3.4** Let \( K \) be any field, and let \( P_1(X), P_2(X) \in K[X] := K[X_1, \ldots, X_N] \) be two polynomials in \( N \geq 1 \) variables over \( K \). Fix any monomial ordering. Then, there exist polynomials \( P'_1(X), R(X) \in K[X] \) such that
\[ P_1(X) = P'_1(X) + R(X)P_2(X), \]  

and the leading monomial of \( P_2(X) \), with respect to our chosen monomial ordering, does not divide any monomial of \( P'_1(X) \).

We always write \( X \) for the variable vector \((X_1, \ldots, X_N)\). Let \( I \subseteq \{1, \ldots, N\} \), and write \( X'_i \) for the vector of all variables in \( X \) whose indices are not in \( I \). The next lemma establishes the existence of zeros of especially small height for polynomials of arbitrary degree away from a hypersurface, provided the polynomial in question is of a particular form. This is an immediate adaptation of Lemma 4.5 of [5] over \( \overline{\mathbb{Q}} \) with an identical proof (word for word, while keeping in mind that the constant \( A_K(d) \) of [5] is 1 in case of \( \overline{\mathbb{Q}} \)), and so we do not include the proof here.

**Lemma 3.5** Let \( N \geq 3 \) be an integer, and let \( Q(X) \in \overline{\mathbb{Q}}[X] \) be a polynomial of the form

\[ Q(X) = X_iX_j(c + Q_1(X'_{ij}))) + Q_2(X'_{ij}) \]

for some indices \( 1 \leq i < j \leq N \), where \( 0 \neq c \in K \) and \( Q_1, Q_2 \) are polynomials in the \( N - 2 \) variables \( X'_{ij} \). Let \( P(X) \in \overline{\mathbb{Q}}[X] \) be a polynomial such that there exists \( 0 \neq z \in \overline{\mathbb{Q}}^N \) with \( Q(z) = 0 \) and \( P(z) \neq 0 \). Then, there exists such \( z \) with

\[ H(z) \leq h(z) \leq H(Q). \]

We are now ready for the main argument of this section.

**Proposition 3.6** Let \( F \) be a quadratic form in \( N \) variables over \( \overline{\mathbb{Q}} \), and \( V \subseteq \overline{\mathbb{Q}}^N \) be an \( L \)-dimensional subspace, \( 1 \leq L \leq N \). Suppose that the quadratic space \((V, F)\) has rank \( 1 \leq r \leq L \) and \( \lambda \) is the dimension of the radical of \( V \). Let \( P(X) \in \overline{\mathbb{Q}}[X_1, \ldots, X_N] \) be a polynomial of degree \( M \), and suppose that there exists a nontrivial zero \( z \) of \( F \) in \( V \) such that \( P(z) \neq 0 \). Then, there exists such a zero \( z \) of \( F \) with

\[ H(z) \leq h(z) \leq T(L, M)H(F)^{\max[r, 29/2]} \mathcal{H}(V)^{30} \]

where

\[ T(L, M) = 3^{18(L-\lambda)+\frac{33L(L-\lambda)}{4}+\frac{33(L-\lambda)}{4}+3L^2}. \]

**Proof** First suppose that \( P \) is not identically zero on \( V^\perp \), then Theorem 1.4 of [9] implies that there exists \( 0 \neq z \in V^\perp \) such that \( P(z) \neq 0 \) and

\[ H(z) \leq h(z) \leq 3^{-\frac{L(L-1)}{4}} \lambda \mathcal{H}(V^\perp). \]

Combining this observation with Lemma 3.5 of [8], we obtain:

\[ H(z) \leq h(z) \leq 3^{-\frac{2L(L-1)+L(L-1)}{4}} \lambda H(F)^3 \mathcal{H}(V)^2, \]

and since \( F(z) = 0 \), we are done.
Next, assume that $P$ is identically zero on $V^\perp$. Then, there must exist some nonsingular zero of $F$ on $V$ at which $P$ does not vanish; in particular, $F$ must have nonsingular zeros on $V$, so if, say, $L = 1$, then we must have $V = \text{span}_\mathbb{Q}[x]$ where $F(x) = 0$, $P(x) \neq 0$ (clearly, $H(x) = H(V)$ in this case), and if $L = 2$, then $V$ must be a hyperbolic plane. Let $x_1, \ldots, x_L$ be the small-height basis for $V$, guaranteed by Siegel’s lemma (see [13] for the original result, and Theorem 1.1 of [9] for a convenient formulation):

$$
\prod_{i=1}^{L} h(x_i) \leq 3^{\frac{L(L-1)}{2}} H(V). \tag{33}
$$

Let $A = (x_1 \ldots x_L)$ be the corresponding basis matrix and let $F_A$, $P_A$ be the corresponding restrictions of $F$ and $P$ to $V$ as defined in Lemma 3.2. Combining (22) with (33), we obtain

$$
H(F_A) \leq 3^{\frac{L(L-1)}{2}} L^2 H(F) H(V)^2. \tag{34}
$$

Now, notice that for each $z \in \mathbb{Q}^L$, $F_A(z) = 0$, $P_A(z) = 0$ if and only if $F(Az) = 0$, $P(Az) = 0$, respectively. Moreover, $z \in \mathbb{Q}^L$ is a nonsingular zero of $F_A$ if and only if $Az \in V$ is a nonsingular zero of $F$. Also, notice that by Lemma 2.1 combined with (33)

$$
h(Az) = h \left( \sum_{i=1}^{L} z_i x_i \right) \leq Lh(z) \prod_{i=1}^{L} h(x_i) \leq 3^{\frac{L(L-1)}{2}} Lh(z) H(V). \tag{35}
$$

Since $P$ does not vanish at some nonsingular zero of $F$ on $V$, it must be that $P_A$ does not vanish at some nonsingular zero of $F$ on $\mathbb{Q}^L$; in particular, the quadratic space $(\mathbb{Q}^L, F_A)$ must contain a hyperbolic plane. Our next task will be to find a hyperbolic pair of bounded height in $(\mathbb{Q}^L, F_A)$.

Lemma 3.5 of [8] states that the quadratic space $(\mathbb{Q}^L, F_A)$ can be represented as $\mathbb{Q}^L = (\mathbb{Q}^L)^\perp \perp W$, where $W$ is a regular subspace of $\mathbb{Q}^L$ and $H(W) \leq 3^{\frac{L(L-1)}{2}}$. Since the quadratic spaces $(\mathbb{Q}^L, F_A)$ and $(V, F)$ are isometric, their radicals have the same dimension. Therefore, the dimensions of $(\mathbb{Q}^L)^\perp$ and $W$ are $\lambda$ and $L - \lambda$, respectively. Then, Lemma 1.3 states that there exists $0 \neq x \in W$ (hence, $x$ is a nonsingular point in $(\mathbb{Q}^L, F_A)$) with

$$
h(x) \leq 8 \times 3^{2(L-\lambda-1)} H(F_A)^{\frac{1}{2}} H(W)^{\frac{1}{2}} \leq 3^{2(L-\lambda)} + \frac{3(L-\lambda)}{L-\lambda} + \frac{L(L-1)}{4} L^2 H(F)^{\frac{1}{2}} H(V), \tag{36}
$$

where the last inequality follows by (34).

Let $x$ be a nonsingular point satisfying (36). Since $x$ is nonsingular, the linear form $F_A(x, Y)$ is not identically zero on $\mathbb{Q}^L$, and so there must exist a standard basis vector in $\mathbb{Q}^L$, call it $u$, such that $F_A(x, u) \neq 0$ and $h(u) = 1$. Then, $\mathbb{H}_{ux} := \text{span}_\mathbb{Q}[x, u]$ is a hyperbolic plane in $(\mathbb{Q}^L, F_A)$ with

$$
H(\mathbb{H}_{ux}) \leq LH(x) H(u) \leq 3^{2(L-\lambda)} + \frac{3(L-\lambda)}{L-\lambda} L^2 3^{\frac{L(L-1)}{4}} H(F)^{\frac{1}{2}} H(V), \tag{37}
$$
where the first inequality is given by Lemma 2.2 and the second follows by (36). Let also
\[ y = F_A(u)x - 2F_A(x,u)u, \]
then \( F_A(y) = 0 \) and \( F_A(x,y) \neq 0 \), so \( x, y \) is a hyperbolic pair. Moreover, (26) states that
\[ h(y) \leq 3L^2H(F_A)h(x)h(u)^2 = 3L^2H(F_A)h(x). \]
Combining this observation with (36) and (34), we obtain that
\[ h(y) \leq 3^{2(L-1)+1}\frac{2L(L-1)}{L-1} + L^23\frac{2L(L-1)}{L-1} L(H)^2H(V)^3. \] (38)

Define
\[ H_{xu}' := \{ v \in \mathbb{Q}_x^L : F_A(v,z) = 0 \forall z \in H_{xu} \} \]
\[ = \{ v \in \mathbb{Q}_x^L : (x u)^tF_A v = 0 \forall z \in H_{xu} \} \]
to be the \((L - 2)\)-dimensional orthogonal complement of \( H_{xu} \) in \((\mathbb{Q}_x^L, F_A)\); here, we also write \( F_A \) for the coefficient matrix of the quadratic form \( F_A \). By the Brill–Gordan duality principle discussed in Sect. 2 above, \( H(H_{xu}') \) is precisely the vector space height \( H \) of the matrix \((x u)^tF_A\), and hence Lemma 2.3 implies that
\[ H(H_{xu}') \leq L^3H(F_A)^2H(x)H(u), \]
and then (34) combined with (37) implies that
\[ H(H_{xu}') \leq 3^{2(L-1)+1}\frac{2L(L-1)}{L-1} L^93\frac{2L(L-1)}{L-1} L(H)^2H(V)^5. \] (39)

Let \( v_1, \ldots, v_{L-2} \) be the small-height basis for \( H_{xu}' \) guaranteed by Siegel’s lemma:
\[ \prod_{i=1}^{L-2} h(v_i) \leq 3^{1-\frac{L(L-1)}{2L-1}} H(H_{xu}') \leq H(H_{xu}'). \] (40)

Combining (40) with (39), we see that
\[ \prod_{i=1}^{L-2} h(v_i) \leq 3^{2(L-1)+1}\frac{2L(L-1)}{L-1} + L^93\frac{2L(L-1)}{L-1} L(H)^2H(V)^5. \] (41)

Now, define the matrix \( B = (x y v_1 \ldots v_{L-2}) \in \text{GL}_L(\mathbb{Q}) \), and let
\[ G(Y) = F_A(BY), \quad Q(Y) = P_A(BY). \]
Then, it is easy to see that \( G \) is of the form (28), and so \( G \) and \( Q \) satisfy the conditions of Lemma 3.5. Hence, Lemma 3.5 guarantees the existence of a point \( w \in \mathbb{Q}_x^L \) such that \( G(w) = 0, Q(w) \neq 0 \), and
\[ h(w) \leq H(G). \] (42)
Now, notice that standard height inequalities along with (34) imply that

\[ H(G) \leq H(B^f FA) \leq L^2 H(B)^2 H(F_A) \leq L^2 H(F_A) h(x)^2 \prod_{i=1}^{L-2} h(v_i)^2 \]

\[ \leq L^4 3^{\frac{L(L-1)}{2}} H(F) H(V)^2 h(x)^2 \prod_{i=1}^{L-2} h(v_i)^2, \]

and so by combining (41) with (36) and (38), we see that

\[ H(G) \leq 3^{12(L-2)+\frac{12(L-1)}{2}+\frac{11(L-1)}{2}+2} L^4 H(F)^{10} H(V)^{20}. \]  

(43)

Now, define \( z = A(Bw) \in V \), and notice that \( F(z) = F_A(Bw) = G(z) = 0 \), and \( P(z) = P_A(Bw) = Q(w) \neq 0 \). Hence, \( z \) is precisely the point we are looking for, and to estimate its height first notice that by the same kind of reasoning as in (35),

\[ h(Bw) = h \left( w_1 x + w_2 y + \sum_{i=1}^{L-2} w_{i+2} v_i \right) \leq L h(w) h(x) \prod_{i=1}^{L} h(v_i). \]  

(44)

Then, combining (44) with (35), (42), (43), (36), (38), and (41) we obtain

\[ h(z) \leq T(L, M) H(F)^{10} H(V)^{21}, \]  

(45)

where \( T(L, M) \) is as in (31). Combining (45) with the corresponding bound of (32), we obtain (30). This completes the proof of the proposition. \( \square \)

**Remark 3.7** Notice that it is also easy to obtain a version of Lemma 3.5 with a restriction to a subspace \( V \) of \( \overline{\mathbb{Q}}^N \) instead of the whole \( \overline{\mathbb{Q}}^N \) by applying Lemma 3.2 in the same way as we do it in the proof of Proposition 3.6.

**Proof of Theorem 1.1** Let the notation be as in the statement of Theorem 1.1. We start by extending the result of Proposition 3.6 to a statement about a small-height zero of \( F \) in \( V \) outside of the union of varieties \( Z \) as defined in (1). For our convenience, let \( Z(V, F) \) be the set of nontrivial zeros of \( F \) in \( V \). Since \( Z(V, F) \nsubseteq Z, Z(V, F) \nsubseteq Z(P_{1}, \ldots, P_{k_i}) \) for all \( 1 \leq i \leq J \), and so for each \( i \) at least one of the polynomials \( P_{i_1}, \ldots, P_{i_k} \) is not identically zero on \( Z(V, F) \), say it is \( P_{j_i} \) for some \( 1 \leq j_i \leq k_i \). Clearly, for each \( 1 \leq i \leq J \), \( Z(P_{i_1}, \ldots, P_{i_k}) \subseteq Z(P_{j_i}) \), and \( \deg(P_{j_i}) = m_{j_i} \leq M_i \). Define

\[ P(X_1, \ldots, X_N) = \prod_{i=1}^{J} P_{j_i}(X_1, \ldots, X_N), \]

so that \( Z(V, F) \nsubseteq Z(P) \) while \( Z \subseteq Z(P) \). Then, it is sufficient to construct a point of bounded height \( x \in Z(V, F) \setminus Z(P) \). Now, notice that \( \deg(P) = \sum_{i=1}^{J} m_{j_i} \leq M \) and apply Proposition 3.6.

Next, we want to prove the existence of a linearly independent collection of vectors \( x_1, \ldots, x_m \in Z(V, F) \setminus Z \) satisfying (3) and (4), where \( m = \omega + \lambda \). Proposition 3.6,
along with the argument above, guarantee the existence of a point \( x_1 \in Z(V, F) \) satisfying (30). In fact, let \( x_1 \) be a point of smallest height possible in \( Z(V, F) \) satisfying (30). If \( m = 1 \), we are done; hence, suppose that \( m > 1 \). Then, there must exist a maximal totally isotropic subspace \( W_1 \) of \((V, F)\) containing \( x_1 \), and so \( W_1 \not\subseteq Z \) and \( \dim \pi W_1 = m \). Then, by Theorem A.1 of [5], \( W_1 \) has a full basis \( u_1, \ldots, u_m \) outside of \( Z \). Let \( x_1 \) be an \((N - 1)\)-dimensional subspace of \( \mathbb{Q}^N \) containing \( x_1 \) so that \( W_1 \not\subseteq x_1 \), then at least one of \( u_1, \ldots, u_m \) is not in \( x_1 \). Since \( W_1 \not\subseteq Z(V, F) \), we can conclude that \( Z(V, F) \not\subseteq Z^1 := Z \cup x_1 \), and \( M(Z^1) = M(Z) + 1 \), since \( x_1 \) is the nullspace of a linear form. Again, Proposition 3.6, along with the argument above, guarantees the existence of a point \( x_2 \in Z(V, F) \) satisfying (30) with \( M = M(Z) + 1 \), and we can assume that \( x_2 \) is a point of smallest height possible in \( Z(V, F) \) satisfying (30). If \( m = 2 \), we are done; then, assume \( m > 2 \). Then, there must exist a maximal totally isotropic subspace \( W_2 \) of \((V, F)\) containing \( x_1, x_2 \), and so \( W_2 \not\subseteq Z \) and \( \dim \pi W_2 = m \). Again, Theorem A.1 of [5] guarantees that \( W_2 \) has a full basis \( u'_1, \ldots, u'_m \) outside of \( Z \). Let \( x_2 \) be an \((N - 1)\)-dimensional subspace of \( V \) containing vectors \( x_1, x_2 \), and let \( Z^2 = Z \cup x_2 \). Then \( V \not\subseteq Z^2 \) and \( M(Z^2) = M(Z) + 1 \). Continuing to apply Proposition 3.6 and Theorem A.1 of [5] in the same manner, we construct a collection of linearly independent vectors \( x_1, \ldots, x_m \in V \setminus Z \) satisfying (3) and (4). This completes the proof of the theorem. 

We can now prove Corollary 1.2. First, we define the constant that appears in the statement of the corollary:

\[
T^1(L, M, N, \omega) = 3^{2(\omega-1)\omega^3 + 4\omega + 11(4\omega + 7)} \frac{5}{6} N^{4\omega + \frac{7}{2}} T(L, M + 1) \frac{4\omega + 7}{4} \leq 3^{2(\omega-1)\omega^3 + \frac{4\omega + 11(2\omega + 177)}{12(\omega-2)}} (4\omega + 7)^2 N^{4\omega + \frac{5}{2}} L \frac{17(4\omega + 7)}{4}.
\]  

(46)

**Proof of Corollary 1.2** We first show that for each \( 1 \leq n \leq m = \omega + \lambda \), there exists a maximal totally isotropic subspace \( W^m_n \) of \((V, F)\) of bounded height, containing the corresponding point \( x_n \) from the statement of Theorem 1.1; since \( x_n \not\in Z \), it follows that \( W^m_n \not\subseteq Z \). First, suppose that \( x_n \in V^\perp \); then \( Z \) cannot contain any maximal totally isotropic subspace of \((V, F)\), since each one of them contains \( V^\perp \). Hence, we can pick \( W^m_n \) to be a maximal totally isotropic subspace of \((V, F)\) of bounded height as guaranteed by Theorem 1.1 and Lemma 3.5 of [8]. Next, assume that \( x_n \) is a nonsingular point, then define

\[
U_n = \{ z \in V : F(z, x_n) = 0 \} = \{ z \in K^N : z^t(Fx_n) = 0 \} \cap V,
\]

so that \( \dim_{\mathbb{Q}} U_n = L - 1 \) and

\[
\mathcal{H}(U_n) \leq \mathcal{H}(Fx_n) \mathcal{H}(V) \leq N^{3/2} H(F) \mathcal{H}(x_n) \mathcal{H}(V),
\]

(47)

by the Brill–Gordan duality principle (discussed in Sect. 2 above), combined with Lemmas 2.3 and 2.5 above. Let \( W_n' \) be a maximal totally isotropic subspace of \((U_n, F)\) of bounded height as guaranteed by Theorem 1.1 and Lemma 3.5 of [8]. Therefore,

\[
\mathcal{H}(W_n') \leq 3^{2(\omega-1)\omega^3 + \frac{4\omega + 11(\omega-1)(4\omega + 7)}{6}} H(F)^{(\omega-1)^2 + r} \mathcal{H}(U_n)^{\frac{4\omega + 4}{4}}.
\]

(48)
Here, our bound is slightly worth than what follows from Theorem 1.1 and Lemma 3.5 of [8]; however, in this form it is easier to read and apply. Now, define \( W^m_n = \text{span}_\mathbb{Q} \{ x_n, W'_n \} \), then \( W^m_n \) is a maximal totally isotropic subspace of \((V,F)\) containing \( x_n \). Moreover,
\[
\mathcal{H}(W^m_n) \leq N^{1/2} H(x_n) \mathcal{H}(W'_n).
\]
Combining this observation with (48), and the bounds of Theorem 1.1, we obtain (5) in the case \( k = m \).

Siegel’s lemma implies the existence of a basis \( w_1, \ldots, w_m \) for \( W^m_n \) such that
\[
\prod_{i=1}^{m} h(w_i) \leq 3^{\frac{m(m-1)}{4}} \mathcal{H}(W^m_n).
\]
Since \( 0 \neq x_n \in W^m_n \), there must exist a subcollection of \( m-1 \) of these vectors which are linearly independent with \( x_n \); since, we did not order these vectors by height, we can assume without loss of generality that \( x_n, w_2, \ldots, w_m \) are linearly independent. Then, for each \( 1 \leq k < m \), define
\[
W^k_n = \text{span}_\mathbb{Q} \{ x_n, w_2, \ldots, w_k \},
\]
so that \( x_n \in W^k_n \), \( \dim_\mathbb{Q} W^k_n = k \),
\[
\text{span}_\mathbb{Q} \{ x_n \} = W^1_n \subset W^2_n \subset \cdots \subset W^m_n,
\]
and by Lemma 2.2
\[
\mathcal{H}(W^k_n) \leq N^{k/2} h(x_n)^k \prod_{i=2}^{k} h(w_i) \leq 3^{\frac{m(m-1)}{4}} N^{k/2} H(x_n) \mathcal{H}(W^m_n),
\]
which is precisely (7). This completes the proof of the corollary. \( \square \)

4 Simultaneous zeros of a system of quadratic forms

The main goal of this section is to prove Theorem 1.4. We first prove a more technical version of this result, from which the theorem is then derived.

**Proposition 4.1** Let \( k \geq 1 \) be an integer, \( F_1, \ldots, F_k \) be quadratic forms in \( N \) variables over \( \mathbb{Q} \), and let \( V \subseteq \mathbb{Q}^N \) be an \( L \)-dimensional subspace, \( N \geq L \geq \frac{k(k+1)}{2} + 1 \). There exists \( 0 \neq w \in V \) such that \( F_m(w) = 0 \) for all \( 1 \leq m \leq k \) and
\[
h(w) \leq \left( 3^2 N^{\frac{3(L+1)}{2}} \mathcal{H}(V) \right)^{\frac{L}{2}} \prod_{m=1}^{k} H(F_m)^{b_k(m)},
\]
where \( b_1(1) = 1/2, b_k(k) = 2 \) for all \( k \geq 2 \), and
\[
b_k(m) = 2((k+2)b_{k-1}(m) + 1) + 4((k-1)b_{k-1}(m) + 1) \sum_{m=1}^{k-1} b_{k-1}(m),
\]
(50)
as well as \( a_1 = 2 \), and
\[
a_k = 2((k + 1)a_{k-1} + 1) + 4((k - 1)a_{k-1} + 1) \sum_{m=1}^{k-1} b_{k-1}(m). \tag{51}
\]

**Proof.** We argue by induction on \( k \). If \( k = 1 \), the result is given by Lemma 1.3. By induction hypothesis, we can pick \( \mathbf{0} \neq \mathbf{x} \in V \) such that \( F_m(\mathbf{x}) = 0 \) for all \( 1 \leq m \leq k - 1 \) and
\[
h(\mathbf{x}) \leq \left( 3 \pi^2 N^{\frac{k(k+1)}{2}} \mathcal{H}(V) \right)^{a_k-1} \prod_{m=1}^{k-1} H(F_m)^{b_{k-1}(m)}. \tag{52}
\]

If \( F_k(\mathbf{x}) = 0 \), we are done, so assume \( F_k(\mathbf{x}) \neq 0 \). Let
\[W = \{ \mathbf{y} \in V : F_m(\mathbf{x}, \mathbf{y}) = 0 \ \forall \ 1 \leq m \leq k - 1 \},\]
then \( \dim_{\mathbb{Q}} W \geq L - (k - 1) \geq \frac{k(k-1)}{2} + 2 \) and
\[
\mathcal{H}(W) \leq N^{\frac{3k-1}{L}} H(\mathbf{x})^{k-1} \mathcal{H}(V) \prod_{m=1}^{k-1} H(F_m), \tag{53}
\]
by Lemmas 2.3 and 2.5. Let \( \ell = \dim_{\mathbb{Q}} W - 1 \geq \frac{k(k-1)}{2} + 1 \). Let \( \mathbf{y}_1, \ldots, \mathbf{y}_{\ell+1} \) be the small-height basis for \( W \), guaranteed by Siegel’s lemma, then
\[
\prod_{i=1}^{\ell+1} h(\mathbf{y}_i) \leq \left( \frac{3^{L-1}}{L} \mathcal{H}(W) \right)^{\ell+1} \leq \left( \frac{3^{L-1}}{L} N^{\frac{3k-1}{L}} H(\mathbf{x})^{k-1} \mathcal{H}(V) \right) \prod_{m=1}^{k-1} H(F_m), \tag{54}
\]
where the second inequality follows from (53). Notice that \( \mathbf{x} \in W \), then at least \( \ell \) vectors of the \( \mathbf{y}_i \)'s above are linearly independent with \( \mathbf{x} \); let \( \mathbf{y}_1, \ldots, \mathbf{y}_\ell \) be these vectors. Let
\[
\mathbf{w} = \alpha \mathbf{x} + \sum_{i=1}^{\ell} \beta_i \mathbf{y}_i \in V, \tag{55}
\]
where values \( \alpha, \beta_1, \ldots, \beta_\ell \in \overline{\mathbb{Q}} \), not all zero, are to be specified. The first observation is that \( \mathbf{w} \neq 0 \). For each \( 1 \leq m \leq k - 1 \), define
\[
g_m(\beta_1, \ldots, \beta_\ell) := F_m(\mathbf{w}) = \sum_{i=1}^{\ell} \sum_{j=1}^{\ell} F_m(\mathbf{y}_i, \mathbf{y}_j) \beta_i \beta_j,
\]
since \( F_m(\mathbf{x}, \mathbf{y}_i) = 0 \) for all \( 1 \leq i, j \leq \ell \). By Lemma 2.4, for each place \( v \in M(\overline{\mathbb{Q}}) \),
\[
H_v(g_m) = \max_{1 \leq i < j \leq \ell} |F_m(\mathbf{y}_i, \mathbf{y}_j)|_{v}^{d_v} \leq \left\{ \begin{array}{ll} N^{2d_v} H_v(F_m) \max_{1 \leq i < j \leq \ell} H_v(\mathbf{y}_i) H_v(\mathbf{y}_j) & \text{if } v \mid \infty, \\ H_v(F_m) \max_{1 \leq i < j \leq \ell} H_v(\mathbf{y}_i) H_v(\mathbf{y}_j) & \text{if } v \nmid \infty. \end{array} \right.
\]
Then,

\[ H(g_m) \leq N^2 H(F_m) \prod_{i=1}^{\ell} h(y_i)^2 \]

\[ \leq 3^{\ell(L-1)} N^{3k-1} H(x)^{2(k-1)} H(V)^2 H(F_m) \prod_{n=1}^{k-1} H(F_n)^2, \]

where the last inequality follows by (54). Notice that \( H(Q_\ell) = 1 \). Then, by induction hypothesis, there exists \( 0 \neq b = (b_1, \ldots, b_\ell) \in Q_\ell \) such that

\[ g_1(b) = g_2(b) = \cdots = g_{k-1}(b) \]

and

\[ h(b) \leq \prod_{m=1}^{k-1} H(g_m)^{b_{k-1}(m)} \]

\[ \leq \left( 3^{\ell(L-1)} N^{3k-1} H(x)^{2(k-1)} H(V)^2 \prod_{m=1}^{k-1} H(F_m)^2 \right)^{\sum_{m=1}^{k-1} b_{k-1}(m)} \]

\[ \times \prod_{m=1}^{k-1} H(F_m)^{b_{k-1}(m)} \]

Set \( \beta_i = b_i \) for each \( 1 \leq i \leq \ell \) in (55), then

\[ F_k(w) = \alpha^2 F_k(x) + 2\alpha \sum_{i=1}^{\ell} F_k(x, y_i)b_i + \sum_{i=1}^{\ell} \sum_{j=1}^{\ell} F_k(y_i, y_j)b_ib_j. \]

Setting (58) equal 0 and solving for \( \alpha \), we obtain

\[ \alpha = \frac{2}{F_k(x)} \left( -\sum_{i=1}^{\ell} F_k(x, y_i)b_i \right. \]

\[ \pm \left. \left\{ \left( \sum_{i=1}^{\ell} F_k(x, y_i)b_i \right)^2 - F_k(x) \sum_{i=1}^{\ell} \sum_{j=1}^{\ell} F_k(y_i, y_j)b_ib_j \right\}^{\frac{1}{2}} \right). \]

We now need to estimate the Weil height of \( \alpha \). First notice that, similar to Lemma 2.4,

\[ \max \left\{ 1, \frac{2}{F_k(x)} \right\}^{d_v} \leq \begin{cases} (2N^2)^{d_v} H_v(1, F_k) H_v(1, x)^2 & \text{if } v \mid \infty, \\ H_v(1, F_k) H_v(1, x)^2 & \text{if } v \nmid \infty. \end{cases} \]

Suppose \( v \mid \infty \), then applying triangle inequality, we obtain:
\[-\sum_{i=1}^{\ell} F_k(x, y_i) b_i \pm \left\{ \left( \sum_{i=1}^{\ell} F_k(x, y_i) b_i \right)^2 - F_k(x) \sum_{i=1}^{\ell} \sum_{j=1}^{\ell} F_k(y_i, y_j) b_i b_j \right\}^{\frac{1}{2}} \leq \ell \max_{1 \leq i \leq \ell} |b_i| \left( 2 \max_{1 \leq i \leq \ell} |F_k(x, y_i)|_v + |F_k(x)|_v^{\frac{1}{2}} \max_{1 \leq i \leq \ell} |F_k(y_i, y_j)|_v^{\frac{1}{2}} \right) \]
\[
\leq 3\ell N^2 \max_{1 \leq i \leq \ell} \left( H_v(F_k) H_v(x) \max_{1 \leq i \leq \ell} H_v(y_j) \right)^{\frac{1}{2}} . \tag{60}
\]

where the last inequality follows by Lemma 2.4. Similarly, applying the ultrametric inequality along with Lemma 2.4 in case $\nu \nmid \infty$, we obtain:

\[-\sum_{i=1}^{\ell} F_k(x, y_i) b_i \pm \left\{ \left( \sum_{i=1}^{\ell} F_k(x, y_i) b_i \right)^2 - F_k(x) \sum_{i=1}^{\ell} \sum_{j=1}^{\ell} F_k(y_i, y_j) b_i b_j \right\}^{\frac{1}{2}} \leq \max_{1 \leq i \leq \ell} |b_i| \left( H_v(F_k) H_v(x) \max_{1 \leq i \leq \ell} H_v(y_j) \right)^{\frac{1}{2}} . \tag{61}\]

Finally, notice that dividing through by one of the nonzero coefficients, if necessary, we can assume without loss of generality that

\[ H_v(F_k) = H_v(1, F_k) \]

for every $v \in M(K)$. Combining (59), (60), (61), and taking a product over all $v \in M(\overline{Q})$, we have:

\[ h(\alpha) \leq 6\ell N^3 H(F_k)^2 h(x)^3 h(b) \prod_{i=1}^{\ell} h(y_i). \tag{62}\]

Then, applying Lemma 2.1 to $w$ and using inequalities (62) and (54), along with observation that $\ell \leq L - 1$, we obtain:

\[ h(w) \leq (\ell + 1) h(\alpha) h(b) h(x) \prod_{i=1}^{\ell} h(y_i) \]
\[
\leq 6L^2 3^{L(L-1)} N^3 h(x)^2 h(b)^2 h(V)^2 \prod_{m=1}^{k} H(F_m)^2 . \tag{63}\]

Now, (49) follows by combining (63) with (52) and (57). \qed

We can now establish the bound of Theorem 1.4.

**Proof of Theorem 1.4** Let the notation be as in Proposition 4.1. Define

\[ B_k = \max_{1 \leq m \leq k-1} b_k(m), \]

then (50) implies that

\[ B_k = 2((k+2)B_{k-1} + 1) + 4((k-1)B_{k-1} + 1)(k-1)B_{k-1}, \tag{64}\]
where $B_1 = b_1(1) = 1/2$, hence $B_2 = 9$. Then, (64) implies that for $k \geq 3$,
\[ B_k \leq (2kB_{k-1})^2, \]
and so
\[ B_k \leq \frac{1}{4} \times 36^{2k-2} \prod_{m=3}^{k} m^{2k-m+1}. \]

Also notice that, by (51),
\[ a_k = 2((k + 1)a_{k-1} + 1) + 4((k - 1)a_{k-1} + 1)(k - 1)B_{k-1}, \]
where $a_1 = 2$, hence $a_2 = 20$. Then, for $k \geq 3$,
\[ a_k \leq 4k^2a_{k-1}B_{k-1} \leq a_{k-1}36^{2k-2}k^2 \prod_{m=3}^{k} m^{2k-m+1} \]
where the last inequality follows by (65). Therefore,
\[ a_k \leq \frac{20 \times 36^{2k-1}}{36^2} \left( \prod_{m=3}^{k} m^2 \right) \left( \prod_{m=3}^{k} m^{2(2k-m+1)-1} \right) = \frac{20}{81}B_k^2. \]

This completes the proof. \qed

5 Zeros of inhomogeneous quadratic polynomials

In this section, we consider the inhomogeneous situation. In particular, we obtain bounds for the height of zeros of a system of one or two inhomogeneous quadratic polynomials and a collection of inhomogeneous linear equations over $\overline{Q}$, thus proving Theorem 1.5.

**Proposition 5.1** Let $F$ be a quadratic polynomial in $N \geq 2$ variables over $\overline{Q}$, possibly inhomogeneous. Let $m$ be an integer, $0 \leq m \leq N - 2$, and $\mathcal{L}_1, \ldots, \mathcal{L}_m$ be linear polynomials in $N$ variables over $\overline{Q}$, possibly inhomogeneous; the case $m = 0$ just means that there are no linear polynomials. Suppose that the system
\[ F(x) = \mathcal{L}_1(x) = \cdots = \mathcal{L}_m(x) = 0 \quad (66) \]
has a nontrivial solution over $\overline{Q}$. Then, there exists such a solution $0 \neq y \in \overline{Q}^N$ with
\[ h(y) \leq 8(N + 1)2^m 3^{2(N-m+1)(N-m)} H(F)^{\frac{1}{2}} \prod_{i=1}^{m} H(\mathcal{L}_i)^{\frac{1}{4}}. \]

**Proof** Introduce one more variable $x_{N+1}$ to homogenize the system (66). These new forms in $N + 1$ variables, which we will still denote by $F$ and $\mathcal{L}_i$, $1 \leq i \leq k$, $1 \leq j \leq m$ (if $m > 0$), have the same heights as the corresponding original polynomials. Let
\[ V = \left\{ x \in \overline{\mathbb{Q}}^{N+1} : L_i(x) = 0 \, \forall \, 0 \leq i \leq m \right\}, \]  

which is a subspace of \( \overline{\mathbb{Q}}^{N+1} \) of dimension \( N + 1 - m \) and, by Lemma 2.5, the Brill–Gordan duality principle, and (17),

\[ \mathcal{H}(V) \leq \mathcal{H}(L_1) \cdots \mathcal{H}(L_m) \leq (N + 1)^{m/2} \prod_{i=1}^{m} H(L_i). \]  

Then, \( x \in \overline{\mathbb{Q}}^{N} \) is a solution of (66) if and only if there exists some \( x_{N+1} \neq 0 \) such that \( x' := (x, x_{N+1}) \in V \) is a zero of the form \( F' \). Clearly, \( h(x) \leq h(x') \). Define

\[ U = \left\{ x \in \overline{\mathbb{Q}}^{N+1} : x_{N+1} = 0 \right\}, \]

then \( \mathcal{H}(U) = 1 \).

Our argument here is an adaptation of the proof of Lemma 4.1 of [8] to the situation of an inhomogeneous quadratic polynomial. Let \( W_1 = V \cap U \). Since a solution to (66) exists, it must be true that

\[ 2 \leq \dim W_1 = N - m < \dim V = N + 1 - m. \]

Let \( y_1, \ldots, y_{N+1-m} \) be the small-height basis for \( V \) guaranteed by Siegel's lemma. At least one of these vectors must be in \( V \setminus W_1 \), call it \( z_1 \). Then,

\[ h(z_1) \leq 3 \frac{(N-m+1)(N-m)}{2} \mathcal{H}(V) \leq 3 \frac{(N-m+1)(N-m)}{2} (N + 1)^{m/2} \prod_{i=1}^{m} H(L_i). \]  

If \( F(z_1) = 0 \), we are done, so assume \( F(z_1) \neq 0 \). For each vector \( v \in V \), there must exist \( u \in W_1 \) and \( \alpha \in \overline{\mathbb{Q}} \) such that

\[ v = \alpha z_1 + u. \]

Since there exists some \( v \in V \) like this for which

\[ F(v) = \alpha^2 F(z_1) + 2\alpha F(z_1, u) + F(u) = 0, \]

it must be true that either \( F(z_1, u) \neq 0 \) or \( F(u) \neq 0 \) for some \( u \in W_1 \). Now, Theorem 1.4 of [9] guarantees the existence of a point \( z_2 \in W_1 \) such that either \( F(z_1, z_2) \neq 0 \) or \( F(z_2) \neq 0 \) and

\[ h(z_2) \leq 2 \times 3 \frac{(N-m+1)(N-m)}{2} \mathcal{H}(W_1), \]  

where \( \mathcal{H}(W_1) = \mathcal{H}(V) \) by Lemma 2.5. Therefore,

\[ h(z_1)h(z_2) \leq 2(N + 1)^{m} 3^{(N-m+1)(N-m)} \prod_{i=1}^{m} H(L_i)^2. \]  

We will now construct \(0 \neq a_1, a_2 \in \overline{Q}\) such that \(y = a_1 z_1 + a_2 z_2 \in V\) is a small-height zero of \(F\). By construction of \(z_1, z_2\), we will have \(\gamma_{N+1} \neq 0\). We want
\[
0 = F(y) = F(z_1) a_1^2 + 2F(z_1, z_2) a_1 a_2 + F(z_2) a_2^2 = G(a_1, a_2).
\] (73)

The right hand side of (73) is a quadratic form \(G\) in the variables \(a_1, a_2\) with coefficients \(F(z_1), 2F(z_1, z_2), F(z_2)\). Notice that either \((a_1, a_2) = (0, 0)\) or both \(a_1, a_2 \neq 0\). By Lemma 3.4 of [8], there must exist such a pair \((a_1, a_2) \neq (0, 0)\) with
\[
h(a_1, a_2) \leq 2 \sqrt{H(G)}.
\] (74)

Let \(E\) be the field extension generated over \(K\) by coefficients of \(G\). By Lemma 2.4, for each \(\nu \in M(E)\), we have
\[
H_\nu(G) \leq \max(|F(z_1)|_\nu, |F(z_2)|_\nu) \leq H_\nu(F) \max(H_\nu(z_1)^2, H_\nu(z_1)H_\nu(z_2), H_\nu(z_2)^2)
\leq H_\nu(F) \max(1, H_\nu(z_1))^2 \max(1, H_\nu(z_2))^2.
\] (75)

If \(\nu | \infty\), and
\[
H_\nu(G) \frac{2d}{d\nu} \leq \|F(z_1)\|_\nu^2 + 2\|F(z_1, z_2)\|_\nu^2 + \|F(z_2)\|_\nu^2 \leq H_\nu(F) \frac{2d}{d\nu} \times \left( H_\nu(z_1) \frac{2d}{d\nu} + 2(H_\nu(z_1)H_\nu(z_2)) \frac{2d}{d\nu} + H_\nu(z_2) \frac{2d}{d\nu} \right)
\leq H_\nu(F) \left( 1 + H_\nu(z_1) \frac{2d}{d\nu} \right) \left( 1 + H_\nu(z_2) \frac{2d}{d\nu} \right)^2.
\] (76)

If \(\nu | \infty\). Combining (74) with (75) and (76), we see that
\[
h(a_1, a_2) \leq 2H(F)^{\frac{1}{2}} h(z_1) h(z_2).
\] (77)

Combining (77) and Lemma 2.1, we see that there exists a zero of \(F\) of the form \(y = a_1 z_1 + a_2 z_2 \in V\) so that
\[
h(y) \leq 2H(F)^{\frac{1}{2}} h(z_1)^2 h(z_2)^2.
\] (78)

Now, (67) follows by combining (72) and (78). This completes the proof. \(\square\)

Remark 5.2  The result of Proposition 5.1 also readily follows from our Theorem 1.1 as a small special case, but with a weaker bound.

Proposition 5.3  Let \(F\) and \(G\) be quadratic polynomials in \(N \geq 4\) variables over \(\overline{Q}\), possibly inhomogeneous. Let \(m\) be an integer, \(0 \leq m \leq N - 4\), and \(L_1, \ldots, L_m\) be linear polynomials in \(N\) variables over \(\overline{Q}\), possibly inhomogeneous; the case \(m = 0\) just means that there are no linear polynomials. Suppose that the system
\[
F(x) = G(x) = L_1(x) = \cdots = L_m(x) = 0
\] (79)
has a nontrivial solution over $\mathbb{Q}$. Then, there exists such a solution $0 \neq w \in \overline{\mathbb{Q}}^N$ with

$$h(w) \leq \mathcal{M}(m, N)H(F)^{58}H(G)^3 \prod_{i=1}^{m} H(L_i)^{180},$$

(80)

where

$$\mathcal{M}(m, N) = 18 \times 8^{35} (N + 1)^{90m+8} (N + 1 - m)^{36} 3^{30(N-m+1)(N-m)}.$$

(81)

Proof We start as in the proof of Proposition 5.1 above, homogenizing our system (79) with an additional variable $x_{N+1}$ and defining $V$ as in (68). Assuming the existence of a simultaneous zero $y \in V$ of $F$ and $G$ with $y_{N+1} \neq 0$, it is our goal now to produce such a point $y$ of bounded height.

Let $x \in V$ be such that $x_{N+1} \neq 0$ and $F(x) = 0$, satisfying (67), as guaranteed by Proposition 5.1. If $G(x) = 0$, we are done, so assume $G(x) \neq 0$. Define

$$W = \{ y \in V : F(x, y) = 0 \},$$

then

$$4 = (N + 1) - (N - 4) - 1 \leq \dim V - 1 \leq \dim W \leq \dim V = N + 1 - m.$$

(82)

Let

$$W_1 = \{ u \in W : u_{N+1} = 0 \}, \quad W_2 = \text{span}_{\mathbb{Q}}[x].$$

Clearly, $W_1, W_2 \subseteq W$, and so Theorem A.1 of [5] guarantees the existence of linearly independent vectors $y, z \in W \setminus (W_1 \cup W_2)$ such that

$$\max \{ h(y), h(z) \} \leq 3 \left( \frac{(N-m)(N-1-m)}{2} \right) (N + 1 - m) H(W) \leq 3 \left( \frac{(N-m)(N-1-m)}{2} \right) (N + 1 - m)(N + 1) \frac{m}{2} h(x) H(F) \prod_{i=1}^{m} H(L_i),$$

(83)

where the last inequality follows by Lemmas 2.5 and 2.3 along with (69). We will now construct a common zero of $F$ and $G$ with a nonzero last coordinate of the form

$$w = ax + by + cz,$$

where the choice of $a, b, c$ is specified below, and so

$$h(w) \leq 3h(a, b, c)h(x)h(y)h(z).$$

(84)

by Lemma 2.1. Notice that $F(w) = F(by + cz)$, and set $F(w) = G(w) = 0$ and $w_{N+1} = 1$, then we obtain a system of three equations in the coefficients $a, b, c:

$$\begin{align*}
    b^2 F(y) + 2bcF(y, z) + c^2 F(z) &= 0 \\
    a^2 G(x) + b^2 G(y) + c^2 G(z) + 2(abG(x, y) + acG(x, z) + bcG(y, z)) &= 0 \\
    ax_{N+1} + by_{N+1} + cz_{N+1} &= 1
\end{align*}$$

(85)

Case 1. Suppose first that every triple $a, b, c$ satisfying the second equation of the system (84) has $a = 0$. This implies that $G(y) = G(z) = G(y, z) = 0$, and hence $G$ is
identically zero on \( U_1 := \text{span}_\mathbb{C}\{y, z\} \). If \( F(y) = 0 \) or \( F(z) = 0 \), take \( w = y \) or \( z \), respectively, and the result follows by combining (82) with Proposition 5.1. Hence, assume \( F(y)F(z) \neq 0 \). Taking
\[
b = \frac{1 - cz_{N+1}}{y_{N+1}},
\]
we can set
\[
w = \frac{1 - cz_{N+1}}{y_{N+1}} y + cz,
\]
and so \( w_{N+1} \neq 0 \) for any choice of \( c \). To choose \( c \), let
\[
F(w) = \left(\frac{1 - cz_{N+1}}{y_{N+1}}\right)^2 F(y) + \left(\frac{2c(1 - cz_{N+1})}{y_{N+1}}\right) F(y, z) + c^2 F(z)
\]
\[
= \frac{1}{y_{N+1}} \left\{ F(z_{N+1}y - y_{N+1}z)c^2 - 2F(y, z_{N+1}y - y_{N+1}z)c + F(y) \right\} = 0.
\]
(85)

Since \( F(y) \neq 0 \), it must be true that at least one of \( F(z_{N+1}y - y_{N+1}z) \) and \( F(y, z_{N+1}y - y_{N+1}z) \) is not equal to zero. If \( F(z_{N+1}y - y_{N+1}z) = 0 \), take
\[
c = \frac{F(y)}{2F(y, z_{N+1}y - y_{N+1}z)}.
\]
(86)

If \( F(z_{N+1}y - y_{N+1}z) \neq 0 \), take
\[
c = \frac{2}{F(z_{N+1}y - y_{N+1}z)} \left( F(y, z_{N+1}y - y_{N+1}z) \pm \sqrt{F(y, z_{N+1}y - y_{N+1}z)^2 - F(z_{N+1}y - y_{N+1}z)F(y)} \right).
\]
(87)

Applying Lemmas 2.1, 2.4 and taking the maximum of heights of the right hand sides of (86) and (87), we see that
\[
h(c) \leq 24(N + 1)^4 H(F)^2 h(y)^4 h(z)^4 h(z_{N+1}, y_{N+1})^4.
\]

Therefore,
\[
h(w) \leq 2h \left( c, \frac{1 - cz_{N+1}}{y_{N+1}} \right) h(y, h(z) \leq 2h(c)^2 h(y_{N+1}, z_{N+1}) h(y) h(z) \leq 1152(N + 1)^6 H(F)^4 h(y)^{18} h(z)^{18}
\]
\[
\leq M_1(m, N) H(F)^{40} h(x)^{36} \prod_{i=1}^{m} H(\mathcal{L}_i)^{36},
\]
(88)

where the last inequality follows by (82) and the constant
\[
M_1(m, N) = 1152(N + 1)^{18m+8} (N + 1 - m)^{36} 3^{18(N-m)(N+1-m)}.
\]

Combining (88) with Proposition 5.1, we obtain
Case 2. Now, suppose that there exists some triple \((a, b, c)\) with \(a \neq 0\) satisfying the Eq. \((84)\) and assume that \(F(y) = 0\) (respectively, \(F(z) = 0\)). Then, \(F\) is identically zero on 
\(U_2 := \text{span}_{\mathbb{Q}}\{x, y\}\) (respectively, on \(U_3 := \text{span}_{\mathbb{Q}}\{x, z\}\), and we can repeat the argument from Case 1 above for the form \(G\) on \(U_2\) (respectively, on \(U_3\)) instead of \(F\) on \(U_1\). The bound we obtain on the height of the resulting point \(w\) is smaller than that of \((89)\).

Case 3. Next, suppose that there exists some triple \((a, b, c)\) with \(a \neq 0\) satisfying the Eq. \((84)\) and \(F(y)F(z) \neq 0\). Then, we can solve this system for \(a, b, c\), and estimating the height of such solution, we obtain:

\[
h(a, b, c) \leq 2016(N + 1)^{16}H(F)^5H(G)^3h(x)^3h(y)^4h(z)^4.
\]

Applying Lemma 2.1, we see that

\[
h(w) \leq 6048(N + 1)^{16}H(F)^5H(G)^3h(x)^5h(y)^5h(z)^5 \\
\leq M_2(m, N)H(F)^{15}H(G)^3h(x)^5 \prod_{i=1}^{m} H(L_i)^{10} \\
\leq 8^{15}(N + 1)^{30m}3^{30(N-m+1)}(N-m)^{10}H(F)^{45}H(G)^{3}\prod_{i=1}^{m} H(L_i)^{70},
\]

where

\[
M_2(m, N) = 6048(N + 1)^{5m + 16}(N + 1 - m)^{10}3^{5(N-m)(N+1-m)},
\]

and the last two inequalities follow by \((82)\) and Proposition 5.1, respectively. Inequality \((80)\) is now obtained by combining \((89)\) with \((90)\). This finishes the proof of the proposition. \(\square\)

**Proof of Theorem 1.5** The result of the theorem now follows by combining Propositions 5.1 and 5.3. \(\square\)
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