Achievable Three-dimensional Quantum Ising Model Simulated with a Mixture of Ultracold Neutral Atoms
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The low-energy effective model of a double-species Fermi-Hubbard (DSFH) model is analysed numerically with exact diagonalization method. When the lowest-energy subspace of the DSFH model is a Mott insulator of fermion pairs, the low-energy effective model is an exact antiferromagnetic Ising model with both transverse and longitudinal fields. Similarly, a ferromagnetic Ising model can be realized with a double-species Mott insulator of boson pairs. Such a realization of exact quantum Ising model allows us to investigate both the dynamics and thermodynamics of the Ising model in ultracold atom systems. And there is no limitation on the dimension of the lattice, which means the effective quantum Ising model in any achievable lattice configurations can all be simulated. These results may give some inspirations for experimental investigation of the exact solution of three-dimensional Ising model, classical and quantum critical phenomenon, quantum simulation of a spin liquid and other interesting topics related with the Ising model in ultracold atom systems.

Exact simulation of an ideal theoretical model with desired Hamiltonian, dimension and other properties is one of the major subjects of quantum simulation [1]. Such an exact realization of desired theoretical models acts as a bridge between theory and experiment, helping understanding many exotic behaviors of quantum particles and many important theoretical concepts. However, due to the limitations of various quantum simulation platforms [1], the achievable models are still quite few and usually not perfect. Realizing a specific model exactly still poses a big challenge to this area. Especially for those textbook models which shape our notions of many basic physics concepts, exact quantum simulation of these models could help clarify many uncertain parts and solidify the basis of these basic concepts.

One of the simplest textbook models is the quantum Ising model, which is frequently used as a toy model to understand quantum phase transition [2], quantum criticality [3, 4], dynamical quantum phase transition [5], quantum annealing [6], spin liquid [7] and spin ice [8] and many other important concepts. Though there are already many reported studies of simulating the quantum Ising model with trapped ions [9–13], Rydberg atoms [14–16], superconducting circuits [17–21], ultracold neutral atoms [22, 23] and quantum magnetic materials [24, 25], there are still limitations of these reported methods. Either a tunable and spatially independent spin-spin interaction cannot be realized, or the dimension of the lattice is limited, or the number of spins is too small, or the thermal equilibrium of the Ising model cannot be simulated. These defects restrict the potential application of these methods of simulating a quantum Ising model.

In this letter, we show that an ideal textbook model of the Ising model without all the above defects is possible to be realized with a mixture of ultracold neutral atoms in an optical lattice. Such an exact simulation of Ising model allows us to investigate both the dynamics and thermodynamics of the Ising model. And there is no limit on the dimension of the lattice, which means $n$-dimensional ($nD$, $n = 1, 2, 3$) quantum Ising model in any achievable lattice configurations can all be simulated. These features enable us to conduct a more comprehensive research on the classical and quantum criticality of the Ising model experimentally, such as the measurement of various critical exponents ranging from the mean-field values ($D \geq 4$) to the low-dimension values ($D < 4$) taking into account of quantum-classical mapping [26]. Though in some magnetic materials, the quantum critical behaviors of some magnetic models has been revealed [24, 25, 27]. Quantum simulation of the Ising model with an optional dimension is still meaningful considering the superior controllability and various observation techniques of cold atom systems. Meanwhile, searching for the exact solution of the 3D Ising model has been a hot topic in mathematical physics for decades. Only recently are there some important progressive results for this problem [28–30]. And there are many discussions about the integrability (solvability) of the Ising model under an external field in a 2D lattice [31, 32]. Exact quantum simulation of a 2D or 3D Ising model may help validate these results and deepen our understanding of quantum integrable system. Moreover, the exact simulation of the antiferromagnetic Ising model can also be applied to the quantum simulation of a large-scale spin liquid in a lattice with strong geometrical frustration. Comparing with the spin liquid found in some magnetic materials by neutron scattering and magnetic excitation spectrum [33–36], cold atom systems could provide more determined evidence of the microscopic behaviors of a spin liquid. Using the quantum gas microscope technique [37], it is possible to study the exotic features of a spin liquid with a site-resolved resolution. With these considerations, it is promising to simulate an exact Ising model.
with an optional dimension in an optical lattice.

(a) Mott insulator of paired atoms
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FIG. 1. The realization of the exact 3D Ising model with a Mott insulator of paired atoms. At each site, $|n_i^a = 1, n_i^b = 1\rangle$ and $|n_i^a = 1, n_i^b = 0\rangle$ can be mapped to spin up and down of a single spin, respectively. (b) The second-order superexchange interaction between two nearest-neighbor atom pairs is diagonal (no spin-exchange interaction) so that the effective spin-spin interaction is an Ising-like interaction. The spin flipping of an atom pair can be induced by the second-order flipping of each species of atoms in each lattice site.

Theoretical Model.— Considering a mixture of two-species of fermionic atoms populated in the lowest band of a deep lattice, the Hamiltonian can be described by a double-species Fermi-Hubbard (DSFH) model

$$
\hat{H}_f = \hat{H}_a + \hat{H}_b + \hat{H}_{ab},
$$

$$
\hat{H}_{s,a,b} = -t_s \sum_{\sigma = \uparrow, \downarrow} \langle i | \hat{\sigma}_i \hat{\sigma}_{i+\hat{z}} \rangle + H.c.,
$$

$$
\hat{H}_{ab} = \sum_{\sigma = \uparrow, \downarrow} \sum_i (U_{ab} \hat{n}_{i\sigma}^a + U_{ab}^* \hat{n}_{i\sigma}^b) \hat{n}_{i\sigma}^b.
$$

Here $\hat{s}_{i\sigma}^\dagger, \hat{s}_{i\sigma}$ ($s = a, b$) are the fermionic creation and annihilation operators of the two species of atoms $a$ and $b$. $\hat{n}_{i\sigma}^s = \hat{s}_{i\sigma}^\dagger \hat{s}_{i\sigma}$ are the particle number operators. $\uparrow (\downarrow)$ represents spin up (down) and $\hat{\sigma}$ is the inverse spin of $\sigma$. And $t_s, h_{xs}$ and $h_{zz}$ are the nearest-neighbor tunneling energy, the spin-flipping energy and the magnetic energy in an external field, respectively. $\langle i | j \rangle$ represents the nearest-neighbor lattice sites. $U_{ab}^\dagger U_{ab}^*$ and $U_s$ are the on-site interaction between different atom pairs in each lattice site. Defining $U_{ab} = U_{ab}^\dagger U_{ab}^*$, we assume $U_{ab} > 0$ and the magnitude of these parameters are assumed to satisfy $t_s, h_{xs}, h_{zz} \ll U_s, U_{ab}$, so that the ground state of this model is a Mott insulator when each lattice site is filled with only one $a$ atom and one $b$ atom. A positive $U_{ab}$ guarantees that there are only two possible occupation states $|\hat{n}_{i\sigma}^a = 1, \hat{n}_{i\sigma}^b = 1\rangle$ and $|\hat{n}_{i\sigma}^a = 1, \hat{n}_{i\sigma}^b = 0\rangle$ in each lattice site for the lowest-energy subspace, which can be mapped to $|\hat{S}_{i\uparrow}^z = 1/2\rangle$ and $|\hat{S}_{i\downarrow}^z = -1/2\rangle$ of a single spin [$\hat{S} = 1/2$ spin [Fig. 1(a)]. We denote $|\hat{n}_{i\uparrow}^a = 1, \hat{n}_{i\downarrow}^b = 1\rangle$ and $|\hat{n}_{i\uparrow}^a = 1, \hat{n}_{i\downarrow}^b = 0\rangle$ as $|\uparrow\rangle$ and $|\downarrow\rangle$ hereafter. Upon such a Mott insulator of fermion pairs, the second-order low-energy effective model of Eqn.(1) reads

$$
\hat{H}_{eff}^f = J_z \sum_{\langle i | j \rangle} \hat{S}_i^z \hat{S}_j^z - h_x \sum_i \hat{S}_i^x - h_z \sum_i \hat{S}_i^z
$$

with

$$
J_z = \sum_{s = a, b} \frac{4t_s^2}{U_{ab} + U_s}, h_x = \frac{4h_{xs} U_{ab}}{U_{ab}}, h_z = \sum_{s = a, b} h_{zs}.
$$

Here $\hat{S}_{i\sigma}^z = \frac{1}{2}(|\uparrow\rangle_i \langle \downarrow|_i + |\downarrow\rangle_i \langle \uparrow|_i)$ is a Pauli matrix. Remembering the effective Heisenberg model originated from a Mott insulator of a single-species Fermi-Hubbard model [38], we could find the spin pairing between different species of atoms as a result of $\hat{H}_{ab}$ is the key factor for the realization an exact Ising model [Fig.1(b)].

When we consider a mixture of two species of bosonic atoms, the Hamiltonian of a double-species Bose-Hubbard model can be written as

$$
\hat{H}^b = \hat{H}_a^b + \hat{H}_b^b + \hat{H}_{ab},
$$

$$
\hat{H}_{s,a,b} = -t_s \sum_{\sigma = \uparrow, \downarrow} \langle i | \hat{\sigma}_i \hat{\sigma}_{i+\hat{z}} + H.c.,
$$

$$
\hat{H}_{ab} = \sum_{\sigma = \uparrow, \downarrow} \sum_i (U_{ab} \hat{n}_{i\sigma}^a + U_{ab}^* \hat{n}_{i\sigma}^b) \hat{n}_{i\sigma}^b.
$$

Here $\hat{s}_{i\sigma}^\dagger, \hat{s}_{i\sigma}$ ($s = a, b$) become bosonic operators and the definition of $\hat{H}_{ab}$ is the same as Eqn.(2). The magnitude of these parameters still satisfy $t_s, h_{xs}, h_{zz} \ll U_{s\sigma}^\dagger U_{ab}^\dagger$. With the same spin mapping in Fig. 1(a), the effective Hamiltonian becomes

$$
\hat{H}_{eff}^b = J_z^b \sum_{\langle i | j \rangle} \hat{S}_i^z \hat{S}_j^z - h_x^b \sum_i \hat{S}_i^x - h_z^b \sum_i \hat{S}_i^z
$$

with

$$
J_z^b = \sum_{s = a, b} \left[ \frac{4t_s^2}{U_{ab} + U_s^\dagger} - \sum_{\sigma = \uparrow, \downarrow} \frac{2t_s}{U_{ab} + U_s^\sigma} \right], h_x^b = h_x,
$$

$$
J_z^b = \sum_{s = a, b} \left[ h_{zs} + \frac{2t_s^2}{U_{ab} + U_s^\dagger} - \frac{2t_s^2}{U_{ab} + U_s^\uparrow} \right].
$$

It can be seen that the ferromagnetic Ising model can
also be exactly simulated if $J_b^z < 0$.

To make a quantitative validation of the effective antiferromagnetic Ising model [Eqn. (3)], we calculate the lowest-energy $2^L$ eigenstates $|\phi_k\rangle$ ($k = 1, \ldots, 2^L$) of the DSFH model in a one-dimensional lattice with a lattice size $L = 5$. The eigenenergy spectrum and the nearest-neighbor spin correlations $C^{(k)}_l = \sum^{L-1}_{i=1} \langle \phi_k | \hat{S}_i^z \hat{S}_{i+1}^z | \phi_k \rangle / (L - 1)$ of these eigenstates are in good agreement with those of the eigenstates of the effective Ising model [Fig. 2(a)]. And we could find large energy gap $\Delta = E_{2L+1} - E_{2L}$ above the lowest $2^L$ eigenstates. Here $E_k$ is just the eigenenergy of the $k$-th lowest eigenstate of the DSFH model.

To find when the a,b atoms begins to pair up with respect to $U_{ab}$, we calculate the ratio of the fermion pairs with different spins for the lowest $2^L$ eigenstates $\gamma_{\sigma\sigma'} = 2^{-L} \sum_{k=1}^{2^L} \sum_{i=1}^{L} \langle \phi_k | \hat{n}_{i\sigma}^a \hat{n}_{i\sigma'}^b | \phi_k \rangle / L$. The results are shown in Fig. 2(b) and we could find that the a,b atoms become fully paired ($\gamma_{\uparrow\uparrow} + \gamma_{\downarrow\downarrow} \rightarrow 1$, $\gamma_{\uparrow\downarrow} + \gamma_{\downarrow\uparrow} \rightarrow 0$) on the lowest $2^L$ eigenstates with the increase of $U_{ab}$ and an opening $\Delta$. And the onset of a nonzero $\Delta$ determines a critical $U_{ab}^c$ which is a parameter related with $J_a$, $J_b$. We usually set $U_{ab} > (2 \sim 3) U_{ab}^c$ to ensure a better mapping to the effective Ising model [Eqn. (3)] and a large enough $\Delta (\Delta \sim U_a, U_b$ and $\Delta \gg J_z)$.

The phase diagram.— Due to a large enough energy gap $\Delta$ above the lowest $2^L$ eigenstates, the partition function of the DSFH model $Z = \text{tr}(e^{-H/k_B T}) \approx \text{tr}(e^{-\hat{H}_{\text{FM}}/k_B T})$ when $T \ll \Delta$, which means the thermodynamics of the effective Ising model can be exactly simulated by the DSFH model. Here $k_B$ is the Boltzmann constant and $T$ is the temperature. As shown in Fig. 2(a), the zero-temperature phase diagram of an antiferromagnetic Ising chain is exactly simulated by the DSFH model. And the finite-temperature quantum phase transition at the point $h_z/J_z = 1, h_x/J_x = 0$ in the $h_z - T$ plane can also be obtained by the DSFH model [Fig. 2(b)]. Here we choose the point $h_z/J_z = 1, h_x/J_x = 0$ instead of the typical point $h_z/J_z = 0, h_x/J_x = 0.5$ to calculate the finite-temperature quantum phase transition is mainly due to a short lattice length in our numerical calculation. But this problem no long exists for experimental simulation of the quantum Ising model in a much larger lattice of hundreds of lattice sites.

Such an exact simulation of the thermodynamics of the quantum Ising model is a major advantage comparing with the former methods of simulating an Ising model. There is also no limit on the dimension of the lattice which may provide some convenience when considering experimental realization. More importantly, the effective mapping of the Ising model is based on the lowest-energy subspace of a Mott insulator so that this model is stable against various kinds of fluctuations. The only defect is that the magnetic interaction $J_z$ induced by superexchange interaction is usually very weak, thus requiring a lower temperature to observe the magnetic orders induced by $J_z$. However, there are already experimental observations of weak magnetic orders induced by superexchange interaction under thermal equilibrium [40]. Therefore, the effective Ising model is achievable and observable with current experimental techniques.

Simulation of a classical spin liquid. — Searching for a quantum spin liquid in frustrated magnetic systems draws much of interest in recent years. The feature of a spin liquid is that there is no order in any spatial scale due to strong geometrical frustration even when $T \to 0$. Thus, it is a phase beyond the typical symmetry-breaking description and cannot be described by Ginzberg-Landau theory. Though there are many reported studies of finding a spin liquid in various kinds of quantum magnetic materials, there are still no deterministic evidence for realizing a clean spin liquid due to the limitations of the current observation methods. On the other hand, quantum simulation of frustrated magnetism provides another

FIG. 2. Numerical validation of the effective antiferromagnetic Ising model. (a) The eigenenergy spectrum and nearest-neighbor spin correlations of the lowest $2^L$ eigenstates of the 1D double-species Fermi-Hubbard (DSFH) model are in good agreement with those of the eigenstates of the effective 1D antiferromagnetic model (AIM). Here $L = 5$ and $k$ is the index of eigenstates. The inset is the eigenenergy spectrum of the lowest $2^L$ eigenstates of the DSFH model. The parameters are set as $J_a = J_b = 0.14, U_a = U_b = U_{ab} = 1, h_{xa} = h_{xb} = 0.05, h_{za} = h_{zb} = 0$. (b) The energy gap $\Delta$ and the pairing ratio between different spins of a,b atoms $\gamma_{\sigma\sigma'}$ with respect to $U_{ab}$. A large enough $\Delta$ ($\Delta > t_a, t_b$) and fully paired a,b atoms ($\gamma_{\uparrow\uparrow} + \gamma_{\downarrow\downarrow} \rightarrow 1$, $\gamma_{\uparrow\downarrow} + \gamma_{\downarrow\uparrow} \rightarrow 0$) guarantee that the mapping to the Ising model is valid. (c) Simulation of the zero-temperature phase diagram of a 1D AIM chain with the DSFH model (with a lattice length $L = 5$). The thick black line is the numerical result of the phase transition boundary of a $L \to \infty$ AIM model given in Ref. [39]. (d) The quantum phase transition at the point $h_z/J_z = 1, h_x/J_x = 0$ simulated with the DSFH model. Around this point, a V-shaped critical region can be seen in the $h_z - T$ plane which is consistent with the effective Ising model.
route for experimental realization and observation of a spin liquid. And there are already some studies about the quantum simulation of frustrated magnetic models [10, 41]. In these experiments, the microscopic Hamiltonian can be easily controlled by experimental parameters so that more detailed information could be possibly obtained with such kind of quantum simulation methods. Nonetheless, quantum simulation of a large-scale spin liquid has not still been achieved. Here we show it is possible to obtain a large-scale classical spin liquid in an optical lattice with the above DSFH model.

The simplest case of a classical spin liquid is the antiferromagnetic Ising model in a triangular lattice. The spins cannot be aligned antiferromagnetically due to strong geometrical frustration. And one of the according results is a highly degenerate ground state subspace which has a degeneracy \( \Omega_0 \propto \alpha N_{\text{spin}} \). Here \( \alpha \) is a number dependent on the lattice configuration and \( N_{\text{spin}} \) is the number of spin. And the zero-point entropy per spin \( S_0 = \ln(\Omega_0)/N_{\text{spin}} \) is also nonzero in the thermodynamic limit \( N_{\text{spin}} \to \infty \) when \( T \to 0 \). As shown in Fig. 3(a), a 26-degree degenerate ground state subspace can be obtained for a six-site triangular lattice. From Fig. 3(b), \( S_0 = \ln(26)/6 \approx 0.543 \) which is much larger than the theoretical value \( S_0,\text{thy} \approx 0.323[42, 43] \) of an infinitely large triangular lattice. By realizing a large enough triangular lattice, the long-known result of the infinitely large triangular lattice. By realizing a large enough triangular lattice, the long-known result of the transverse field \( h_x \) and the temperature \( T \). When \( h_x = 0 \) and the ground-state degeneracy holds, a large zero-point entropy \( S_0 = \ln(26)/6 \) can be seen even when \( T/J_z \to 0 \). When \( h_x > 0 \) and the ground-state degeneracy breaks, the entropy per spin approaches to 0 quickly as \( T/J_z \to 0 \). The parameters are set as \( J_a = J_b = 0.1, U_a = U_b = U_{ab} = 1, h_{za} = h_{zb} = 0 \).

The bosonic \(-J_z\) model. — If we change the repulsive interaction \( \hat{H}_{ab} \) with an attractive on-site interaction

\[
\hat{H}'_{ab} = -\sum_{\sigma = \uparrow \downarrow} \sum_i (U_{ab}^+ \hat{n}_{ia} \sigma + U_{ab}^- \hat{n}_{ia} \sigma) \hat{n}_{ib}^\sigma
\]

assuming \( U_{ab}^+ < U_{ab}^- \) at this time and redefining \( U_{ab} = U_{ab}^- - U_{ab}^+ \), the ground state of the DSFH model is still a Mott insulator of fermion pairs with the same spin pairing of a,b atoms as in Fig.1(a). And the low-energy effective Ising model [Eqn. (3)] is still valid. The only difference is that such an attractive \( \hat{H}'_{ab} \) makes the a,b atom pairs stable against hole doping. With hole doping, the low-energy effective model would become a bosonic \( -J_z \) model [Fig. 4(a)]

\[
\hat{H}_{-J_z} = -t \sum_{\langle ij \rangle} \sum_{\sigma = \uparrow \downarrow} \left( B_\sigma^\dagger B_{\sigma} + H.c. \right) + J_z \sum_{\langle ij \rangle} \left( \hat{S}_{i \sigma}^z \hat{S}_{j \sigma}^z - \frac{\hat{n}_{ib} \hat{n}_{ib}}{4} - \hat{n}_{ib} \hat{n}_{jib} \right)
\]

\[\text{with } t = \frac{2\hbar_{\text{th}}}{U_{ab}}, J_{ph} = \frac{\hbar_{\text{ph}}^2}{U_{ab}}. \] Here \( \hat{B}_{\sigma} = \hat{n}_{i\sigma} \hat{b}_{i\sigma} \) is a bosonic annihilation operator and satisfies the hard-core boson limit \( \langle \hat{n}_{ib} \rangle \leq 1 \) with \( \hat{n}_{ib} = \sum_{\sigma} \hat{B}_{\sigma}^\dagger \hat{B}_{\sigma} \). \( \hat{n}_{ib} = 1 - \hat{n}_{ib} \) is the number of holes and \( J_{ph} \) is the interaction between nearest-neighbor particle-hole pairs. The bosonic \( -J_z \) model is of interest as it reveals an unusual topological stripe phase under an antiferromagnetic background [44]. Comparing with the \(-J\) model, the \(-J_z\) model provides a simpler picture for the study of the phase diagram of a hole-doped antiferromagnet which is assumed to be related with the high-temperature superconductor of copper oxide. More experimentally achievable scenarios of such kind of models may help reveal the hidden mechanism of high-temperature superconductors.

To make a numerical calibration of the effective \(-J_z\) model, we calculate the dynamical evolution of a five-site DSFH model from an initial state \( |\psi_0]\rangle = |\uparrow, \downarrow, 0, \downarrow, \uparrow\rangle \) and use the number of holes at each site \( n_{ih}(\tau) = \langle \psi(\tau)|\hat{n}_{ih}|\psi(\tau)\rangle \) as an observable. Here \( \tau \) is the time and \( \langle \psi(\tau)|\psi(\tau)\rangle \) is the wavefunction evolved from \( |\psi_0\rangle \) under the Hamiltonian of the DSFH model. The splitting, reflection on the border and recombination of the single hole in \( |\psi_0\rangle \) can be observed in the space-time map of \( n_{ih}(\tau) \) [Fig. 4(b)]. And the dynamical evolution of \( n_{ih}(\tau) \) is well consistent with that of the effective \(-J_z\) model [Fig. 4(c)], validating the mapping of the \(-J_z\) model.

Conclusion and outlook. — In summary, we have analyzed the low-energy effective model of the DSFH model. We show that the antiferromagnetic Ising model with achievable thermal equilibrium can be exactly simulated.
And there is no limit on the dimension of the lattice. Meanwhile, it is also possible to achieve a large-scale classical spin liquid in the ultracold atom systems. Our results may provide some inspirations to experimental simulation of the quantum Ising model.
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