Spin inversion devices operating at Fano anti-resonances
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Abstract – Using the exact two-propagating-modes solutions for electrons in a quasi-2D semiconductor waveguide under sectionally constant magnetic fields and spin-orbit interactions, it is explicitly shown that the Fano-like resonances and antiresonances lead to sudden suppressions and enhancements of the spin-dependent transmission probabilities. Our calculations show that when the magnetic-field-tilting angle $\theta_H$ is increased, the spin-field interaction becomes the most significant mechanism for the spin transitions in magnetic superlattices. Taking advantage of these spin-transport effects, simple and efficient spin-inverter devices are proposed. To better visualize the relative influence of the specific semiconductor properties on the device performance and device characteristics, we consider two magnetic superlattices based on semiconductors having entirely different Landé g-factor: GaAs and InSb. Although slightly more efficient spin-inversion devices are obtained for the GaAs semiconductor, InSb requires lower magnetic fields and its efficiency can be close to 80%.

The design of simple and efficient devices working as reliable sources of spin-polarized electrons is one of the main goals of the spintronics field [1,2]. This purpose is still far from being fully achieved, both theoretically and experimentally. On the experimental side, spin-injecting devices into semiconductor structures have evolved from ferromagnetic metallic contacts [3,4] and diluted magnetic semiconductor spin-aligner structures [5–9], to optical systems sensitive to spin orientation [10–12]. On the theoretical side, the spin carriers transport problem spurred an intense research activity and different kind of approaches were applied to an equally large diversity of systems, from open quantum dots [13,14] and magnetic multilayers [15–18] to magnetic superlattices [19,20]. Concerning the control of spin-carrier currents, one of the relevant problems is the manipulation at will of the spin orientation, i.e. the ability to polarize, unpolarize and invert the carriers spin orientation whenever it is necessary. In this letter we discuss physical conditions for an efficient spin-inverter device. Among the numerous spin-filter devices proposed in the literature, it has been shown that the homogeneous magnetic superlattice (HMSL) can, in principle, work as a 100% spin-polarizer [19] and as a simple device to induce (by the spin-orbit interaction and by the $x$-$y$ field components [21]) spin-flipping processes. These processes, visualized through the spatial evolution of the spin-carrier wave functions [21], lead us to suggest here physical conditions for a simple and highly efficient two-step spin-inverter device, with a HMSL of length $L$ for each step.

If we have a quasi-2D semiconductor waveguide of length $L_S > 2L$ and transversal widths $w_y$ and $w_z$ (with $w_y \ll w_z$), one can produce two consecutive magnetic superlattices by coating alternating stripes of length $L_F$ with some field-screening material. Thus, an external magnetic field $H$, acts only on the uncoated stripes of length $L_H$ and a magnetic superlattice $FHFHFHF\ldots$ is formed along the $x$-axis (see fig. 1). The HMSL has the great advantage that it makes unnecessary to grow layers of different types of materials or doping with magnetic impurities. With a HMSL one can have, at reduced cost, all the desired spin-field and spin-orbit interactions, together with the highly relevant coherence phenomena. Though the HMSL is in some respects similar to the
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1 We assume that a partial or total screening of the magnetic field is possible using $\mu$-metals, superconductor paintings, etc.
practically in phase for values in the text). In the l.h.s graphs the spin levels separation $\Delta E_{\mu,\nu}$ quantities like the magnetic field strength described within this approximation. Though some basic orbit interactions. Therefore, the spin dynamics is fully in the presence of the Dresselhaus and the Rashba spin-stripe so length agitating modes approximation, the Schrödinger equation have been able to completely solve, in the lowest two propagating modes approximation, the Schrödinger equation in the presence of the Dresselhaus and the Rashba spin-orbit interactions. Therefore, the spin dynamics is fully described within this approximation. Though some basic quantities like the magnetic field strength $H$, the energy levels separation $\Delta E_{\mu,\nu}$ (defined as $E_{\mu,\nu} - E_{\mu,\nu}'$, where $E_{\mu,\nu}$ denotes the $\nu$-th energy level in the $\mu$-th subband), the subbands separation $\Delta E_{\mu,\nu}'$ (defined as $E_{\mu,\nu} - E_{\mu,\nu}'$), related in some way to the operational temperatures $T$, and the geometrical parameters are deeply intertwined, the competition between the spin-field and the spin-orbit Rashba and Dresselhaus interactions is fundamental, particularly in a device behaving as the one discussed here.

To illustrate the application of our solutions we present here calculations to visualize the evolution of the spin-polarization phenomena along the superlattices and for the spin inverter. This calculations are performed using GaAs and InSb magnetic superlattices having very different Landé $g$-factors, and Dresselhaus coefficients that differ by 1 order of magnitude. Since the effect of the Rashba interaction is small in our results, we neglect that term here. InSb magnetic superlattices with $L_H \sim 10$ nm, subbands separation of $\sim 15$ meV require external magnetic fields of the order of 0.25 T, while GaAs, also with $L_H \sim 10$ nm and $\Delta E_{\mu,\nu}' \sim 15$ meV, require fields of $\sim 1.5$ T. To increase the subband separation, we need larger fields and/or smaller $L_H$’s. It is clear that by increasing the subbands separation one can presume that the operational temperature $T$ will also increase. We expect that the physics explained here will apply at low temperatures.

In our approach [19], the wave function $\psi(x) = \varphi_\uparrow(x) + \varphi_\downarrow(x)$ in a semiconductor region under an external magnetic field $H = H \cos \theta_H (0, \tan \theta_H, 1)$, is written as

$$\begin{align*}
(\varphi_\uparrow(x), \varphi_\downarrow(x)) = [(1 + ik) A(x) + r_n (1 - ik) B(x)] (a_1, a_2),
\end{align*}$$

with $a_\uparrow$ and $a_\downarrow$ the incoming amplitudes, $k$ the longitudinal Fermi wave number, $r_n$ the $n$-cells reflection amplitude

$$\begin{align*}
r_n = \left( \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
r_{n\uparrow,\uparrow} \ \ \ r_{n\uparrow,\downarrow} \\
r_{n\downarrow,\uparrow} \ \ \ r_{n\downarrow,\downarrow}
\end{array}
\end{array}
\end{array} \right),
\end{align*}$$

and $A(x)$ and $B(x)$ the hypergeometric matrix functions

$$\begin{align*}
A(x) &= x F_1 \left( -\frac{b}{2}, \frac{1}{2}, \frac{2}{2} \frac{x^2 \cos \theta_H}{l_B^2} \right) e^{-x^2 \cos \theta_H / 2l_B^2},
\end{align*}$$

$$\begin{align*}
B(x) &= x F_1 \left( \frac{1 - b}{2}, \frac{3}{2}, \frac{x^2 \cos \theta_H}{l_B^2} \right) e^{-x^2 \cos \theta_H / 2l_B^2}.
\end{align*}$$

Here $l_B$ is the magnetic length and

$$\begin{align*}
b = I \left( \frac{\kappa^2 l_B^2}{2 \cos \theta} - \frac{1}{2} \right) + \frac{g}{4} [\tan \theta \sigma_x - J_{1,1} \sigma_z],
\end{align*}$$

with $I$ the unit matrix, $\sigma_i$ the well-known Pauli matrices and

$$\begin{align*}
J_{1,1} &= \frac{\pi^2}{2} \left[ \sin (2 \beta w_y) + i \sigma_y (\cos (2 \beta w_y) - 1) \right]
\end{align*}$$

In this equation, $\beta$ is the Dresselhaus coefficient. To calculate the $n$-cells superlattice scattering amplitudes $r_n$ and $t_n$, we use their relations with the transfer matrix elements, as derived in the multichannel transport
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approaches [22]. As usual, the \(i\), \(j\)-th element of the transmission coefficient \(T_{i,j} = (t_{i,j})_{\mu,\nu}\) is taken as the transmission from the incoming channel \(i\) on the left to the outgoing channel \(j\) on the right. The conductance, resonant energies and wave functions, among other physical quantities appear naturally in this approach. In fact, we use all these quantities as functions of the field strength \(H\), the tilting angle \(\theta_H\) and the geometrical parameters to visualize the performance of different HMSL’s configurations, searching for the HMSL with the desired properties. In the absence of spin mixing (when \(\beta_D = 0\) and \(\theta_H = 0\)) \(r\) and \(t\) are diagonal.

As mentioned before, clear signatures of coherent spin flipping processes can be inferred from the carrier’s wave function behavior. To help visualizing part of the rich flipping processes can be inferred from the carrier’s wave function behavior. To help visualizing part of the rich phenomenology emerging from our results, we show in the lower panels of fig. 1 the evolution of spin \(\uparrow\) and spin \(\downarrow\) wave function amplitudes (WFA’s) and phases, through a simple 3-cell magnetic superlattice, when the spin-flip transition coefficients \(T_{\uparrow,\downarrow}\) are relatively large (left column) or relatively small (right column). By Choosing appropriately the SL geometrical parameters, the field strength and the tilting angle, or by varying slightly the Fermi energy (as shown in fig. 1), one can fix the transmission and reflection coefficients in such a way that the wave function \(\varphi_{\uparrow}\) loses or keeps its identity as one moves along the propagation direction inside the superlattice. Though the incoming electron beams in (a), (b), (c) and (d) are equally unpolarized, the WFA’s inside the SL’s are different.

In the upper panels (a) and (b) we plot the wave function inside an InSb magnetic SL for \(L_F = 50\) nm, \(L_H = 10\) nm, external magnetic field \(H = 200\) mT and tilting angle \(\theta = 40^\circ\). In (a) the Fermi energy is resonant for spin \(\downarrow\) with \(T_{\downarrow,\downarrow} \simeq 0.84\) and \(R_{\downarrow,\uparrow} \simeq 0.006\), while \(T_{\uparrow,\downarrow} = 0.49\) and \(R_{\uparrow,\uparrow} \simeq 0.35\). Because of the relatively large transition coefficient \(T_{\uparrow,\downarrow} \simeq 0.11\), the amplitude and phase of \(\varphi_{\uparrow}\) inside the SL tend to follow the behavior of \(\varphi_{\downarrow}\), and consequently both functions are practically in phase. This means that beyond the first cell the population of the spin \(\uparrow\) electrons contains an important fraction of electrons coming from the spin \(\downarrow\) beam. In (b) the energy is not anymore resonant with reflection coefficients larger than the transmission ones. \(T_{\downarrow,\downarrow}\) and \(R_{\downarrow,\uparrow}\) are almost the same as for spin \(\uparrow\) \((T_{\downarrow,\downarrow} \simeq 0.19\) and \(R_{\downarrow,\uparrow} \simeq 0.08\), \(T_{\uparrow,\uparrow} \simeq 0.21\), and \(R_{\uparrow,\downarrow} \simeq 0.78\), while \(T_{\downarrow,\downarrow} = 0.002\). Thus, the wave function \(\varphi_{\downarrow}\) features remain independent of those of \(\varphi_{\uparrow}\) all the way along the SL. In fact, from the lower panels in fig. 1, it can be seen that the general trend of the wave functions (amplitude and phase) for GaAs and InSb magnetic superlattices are similar.

As mentioned before, the main difference between the GaAs and InSb magnetic superlattices resides in the magnitude of the magnetic field that has to be applied in order to observe the resonant behavior, a condition that is crucial to induce the spin-flip phenomenon. While for InSb the required magnetic field is \(\simeq 200\) mT, for GaAs it is of the order of 1.5 T. Our results show that the contributions ratio of the two sources of spin precession, spin-field and the spin-orbit interaction, vary in a complicated way. In fact, as shown in fig. 2 the transition coefficients \(T_{\uparrow,\downarrow}\), plotted for different values of the Dresselhaus coefficient \(\beta\) and fixed Landé-factor (in this case \(g = 50.1\)), are highly sensitive to \(\beta\), which was varied in the vicinity of the experimental value: \(\beta = 0.28\) eV nm\(^{-3}\). Near this value of the Dresselhaus coefficient the contribution ratio of the spin-field interaction is larger than that of the Dresselhaus interaction, and grows with the magnetic field and the tilting angle.

In ref. [21] the band structure of the transmission coefficients \(T_{\uparrow,\uparrow}, T_{\downarrow,\downarrow}\) and \(T_{\downarrow,\uparrow}\) was studied as a function of energy and \(\theta_H\). It was shown that when increasing \(\theta_H\), the band structure of \(T_{\uparrow,\uparrow}\) shifts towards lower energies while that of \(T_{\downarrow,\downarrow}\) goes towards higher energies. On the other hand, in ref. [19], it was also shown that increasing the magnetic field strength \(H\) the transmission coefficient \(T_{\uparrow,\downarrow}\) experiences a red shift, while \(T_{\downarrow,\uparrow}\) undergoes a blue shift.

In fig. 3 we show the energy levels and the transmission coefficients of a three-cell superlattice. In the presence of spin-dependent interactions the energies are denoted as \(E_{\mu,\nu}^{\uparrow}\) to represent the \(\nu\)-th resonance in the \(\mu\)-th subband, with \(\nu\) denoting the spin component. In the upper frame the evolution of the energy levels \(E_{\mu,\nu}^{\uparrow}\) as a function of the magnetic-field tilting angle \(\theta_H\) is shown. Though no direct anti-crossing phenomena of the resonant energy levels is observed, Fano-like anti-resonances, leading to strong spin-transitions with well-defined selection rules, are systematically found in the transmission coefficients behavior. This interesting spin-field interference phenomenon is behind the sudden increase or decrease of the spin-flip processes.

In the lower part of fig. 3, we plot the transmission coefficients for each of the four interception points (1–4) shown in the upper part. In this plots the Fano-like
Fig. 3: In the top panel, the evolution of the resonant energies $E^\uparrow_{\mu\nu}$ and $E^\downarrow_{\mu\nu}$ as functions of the tilting angle $\theta_H$ is shown for three-cell InSb HMSL. We plot in the bottom panels the transmission coefficients for each tilting angle where the resonant energies $E^\uparrow_{\mu\nu}$ and $E^\downarrow_{\mu\nu}$ cross. Fano anti-resonances appear in $T^\uparrow_{\uparrow\downarrow}$ (with resonant $T^\uparrow_{\uparrow\uparrow}$) when $\nu^\uparrow + \nu^\downarrow + n$ is odd (panels (2) and (3)). Fano line-shapes in $T^\uparrow_{\uparrow\downarrow}$ with vanishing $T^\uparrow_{\uparrow\downarrow}$ anti-resonance appear when the previous sum is even (panels (1) and (4)).

Resonance values [kV]

|       | (1) | (2) | (3) | (4) |
|-------|-----|-----|-----|-----|
| $E^\downarrow_{1,2}$ | $E^\uparrow_{1,2}$ | $E^\downarrow_{1,3}$ | $E^\uparrow_{1,3}$ |

Transmission coefficient

|       | $T^\uparrow_{1,1}$ | $T^\uparrow_{1,2}$ | $T^\uparrow_{1,3}$ | $T^\downarrow_{1,1}$ |
|-------|-------------------|-------------------|-------------------|-------------------|
|       | 2.0 | 2.2 | 2.4 | 2.6 |

Fig. 4: In the top panel, the evolution of the resonant energies $E^\uparrow_{\mu\nu}$ and $E^\downarrow_{\mu\nu}$ as functions of the tilting angle $\theta_H$ is shown for a three-cell GaAs HMSL. In the bottom panels, as in fig. 3, we plot the transmission coefficients for each tilting angle where the resonant energies $E^\uparrow_{\mu\nu}$ and $E^\downarrow_{\mu\nu}$ cross. Fano anti-resonances appear in $T^\uparrow_{\uparrow\downarrow}$ (with resonant $T^\uparrow_{\uparrow\uparrow}$) when $\nu^\uparrow + \nu^\downarrow + n$ is odd (panels (2) and (3)). Fano line-shapes in $T^\uparrow_{\uparrow\downarrow}$ with vanishing $T^\uparrow_{\uparrow\downarrow}$ anti-resonance appear when the previous sum is even (panels (1) and (4)).

|       | (1) | (2) | (3) | (4) |
|-------|-----|-----|-----|-----|
| $E^\downarrow_{1,2}$ | $E^\uparrow_{1,2}$ | $E^\downarrow_{1,3}$ | $E^\uparrow_{1,3}$ |

Transmission coefficient

|       | $T^\uparrow_{1,1}$ | $T^\uparrow_{1,2}$ | $T^\uparrow_{1,3}$ | $T^\downarrow_{1,1}$ |
|-------|-------------------|-------------------|-------------------|-------------------|
|       | 2.0 | 2.2 | 2.4 | 2.6 |

anti-resonances are pointed out with arrows. We found that $T^\downarrow_{\uparrow\downarrow}$ anti-resonances occur when $\nu^\uparrow + \nu^\downarrow + n$ is even, while $T^\uparrow_{\uparrow\uparrow}$ anti-resonances occur when the previous sum is odd$^3$. A similar behavior is seen in fig. 4, where instead of an InSb magnetic superlattice, we have a GaAs MSL.

The fulfillment of the same selection rules and similar Fano anti-resonances are observed for each of the energy-level crossings shown in the upper part of fig. 4. Based on these selection rules and the band shift induced by the magnetic field, we propose a two-step spin inversion device consisting of two HMSL’s. In general, we shall assume that the incoming electron beam is polarized with spin $\downarrow$. The first SL is devoted to invert the largest fraction of these spin $\downarrow$ electrons, while the second SL filters the remaining spin $\downarrow$ flux, so that at the right-hand side of the device only spin $\uparrow$ electrons are found, which means $|\varphi_\downarrow(2L)|^2 = 0$.

The transmission coefficients behavior at resonance and anti-resonance energies provides a clear insight into the effects and physical conditions required for the expected device performance. In panels (1) and (4) of figs. 3 and 4, the transition probabilities $T^\uparrow_{\uparrow\downarrow}$ and $T^\downarrow_{\uparrow\downarrow}$ vanish at the resonance, while $T^\uparrow_{\uparrow\uparrow}$ and $T^\downarrow_{\uparrow\downarrow}$ are practically 1. Under these conditions, the system can neither filter nor polarize the spin fluxes. On the other hand, the anti-resonances of $T^\uparrow_{\uparrow\downarrow}$ shown in panels (2) and (3) lead to maximum transition probabilities ($T^\uparrow_{\uparrow\downarrow}$ and $T^\downarrow_{\uparrow\uparrow}$) with a significant reduction of $T^\downarrow_{\uparrow\downarrow}$. In these cases one can figure out the possibility of designing a spin-polarizer or a spin-inverter device.

Let us now consider two examples of spin-inversion devices, having exactly the same geometrical parameters, but based on different semiconductor medium. One of these devices will be based on InSb and the other one on GaAs. The geometrical parameters of each of the three-cell SL’s, used in these examples, are: $l_F = w_y = 50\text{ nm}$ and $l_H = 10\text{ nm}$. In each case the physical conditions corresponding to the first-step SL, are chosen according with panels (3) in figs. 3 and 4.

In the case of InSb magnetic SL shown in fig. 3, the evolution lines of $E^\uparrow_{1,1}$ and $E^\downarrow_{1,1}$ at $H = 200\text{ mT}$ cross each other when the tilting angle is $\theta_H = 71.44^\circ$, while for the GaAs SL, shown in fig. 4, the evolution lines of $E^\uparrow_{1,2}$ and $E^\downarrow_{1,2}$ at $H = 1.5\text{ T}$ cross each other when $\theta_H = 62.4^\circ$.
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$^3$Here, $n$ is the number of cells and it is equal to 3.
Spin inversion devices operating at Fano anti-resonances

In the first case, the transition coefficient grows up to $T_{\uparrow,\downarrow} \simeq 0.77$, while for the GaAs-spin-inverter $T_{\uparrow,\downarrow} \simeq 0.8$. As mention before, we can visualize the device performance in terms of the carriers probability distributions $|\varphi_{\mu,\varphi}(x)|^2$ and $|\varphi_{\mu,\varphi}^{\dagger}(x)|^2$. In the main graphs of figs. 5 and 6 the wave functions $\varphi_{\mu,\varphi}$ (with $\mu$ equal to 1 and 3, respectively) follow the behavior of $\varphi_{\mu,\varphi}^{\dagger}$, which corroborates the previous discussion. In the presence of large transition amplitude, the spin $\downarrow$ beam feeds the spin $\uparrow$ electrons population. It is interesting to notice that the spin-flip process preserves the phase information. In a closer view of the wave functions (see insets), the larger fraction of spin $\uparrow$ electrons at the r.h.s. of the first steps manifest itself in a larger wave function amplitude ($\varphi_{\mu,2}(3\ell_c) \gg \varphi_{\mu,2}(0)$). Notice that even though the incoming spin $\uparrow$ wave function is zero, the amplitude at the left of the superlattice is different from zero (note that the incoming electron beam is spin $\downarrow$ polarized), this is due basically to those spin-inverted electrons that are afterwards reflected inside the SL. At variance with this, the spin $\downarrow$ amplitude $\varphi_{\mu,2}$ is larger at the left than at the right. This wave function amplitude decreases even more in the second step where it is, finally, completely filtered. For this to happen, the magnetic field has to be tuned in such a way that $T_{\downarrow,\downarrow} \simeq 0$. In our examples, the spin $\downarrow$ filter condition, for $\theta_H = 0$, is fulfilled when $H = 250$ mT for InSb and $H = 1.53$ T for GaAs magnetic superlattices. A small fraction of the converted spin $\uparrow$ electrons leave the device at the left. At the end of the second step superlattice, the population of spin $\uparrow$ electrons increases proportionally to $T_{\uparrow,\downarrow}$, up to $\sim 80\%$, while the spin $\downarrow$ population has practically come down to zero. Because of the Dresselhaus interaction a small fraction of the remaining spin $\downarrow$ electrons become spin $\uparrow$, increasing slightly more the spin $\uparrow$ flux.

Besides the previous analysis, there are two important issues that deserve some attention. One is the proximity of resonances that could spoil the device performance and the other one is the robustness of these devices against temperature, experimental uncertainties and disorder-induced fluctuations. Concerning the resonances’ proximity with each other it is worth mentioning that those electrons whose energy falls inside the neighbor’s resonance are completely filtered in the second step that has an operation-energy window (in the case of the

Fig. 5: Spin-up $|\varphi_{\uparrow}|^2$ and spin-down $|\varphi_{\downarrow}|^2$ wave functions in a two-step inversion process based on InSb HMSL’s. For a polarized spin $\downarrow$ beam and high $T_{\uparrow,\downarrow}$ ($\sim 80\%$), the incoming plus the reflected wave function are mainly spin $\uparrow$ at the left, while at the right-hand side of the first SL the spin $\uparrow$ flux is higher, with almost null spin $\downarrow$ flux. To visualize better the spin $\uparrow$ and $\downarrow$ electrons distribution with energy 1.1248 eV, the inset shows an enlargement of the distributions.

Fig. 6: Spin-up $|\varphi_{\uparrow}|^2$ and spin-down $|\varphi_{\downarrow}|^2$ wave functions in a two-step inversion process. For a polarized spin $\downarrow$ beam and high $T_{\uparrow,\downarrow}$ ($\sim 80\%$), the incoming plus the reflected wave function are mainly spin $\uparrow$ at the left, while at the right-hand side of the first SL the spin $\uparrow$ flux is higher, with almost null spin $\downarrow$ flux. To visualize better the spin $\uparrow$ and $\downarrow$ electrons distribution with energy 62.3 meV, we amplify these functions in the inset.

Fig. 7: The effect of the magnetic field (strength and orientation) uncertainty on the magnitude and position of the Fano-like resonances of $T_{\uparrow,\downarrow}$. Variations of the order of 1–2% in $H$ and $\theta$ imply variations of the order of 0.1 meV in the resonances position with practically no change in the magnitude of $T_{\uparrow,\downarrow}$. 

38001-p5
InSb) of the order of 15 meV. This window implies also relatively low thermal energies hence low operational temperatures, at least with this device. As can be seen from fig. 7 the robustness against angle and field uncertainties is satisfactory. In this figure we show that the Fano-resonances experience a displacement of the order of 0.1 meV under angle and field strength variations of the order of 1–2%. Similar effects appear because of experimental uncertainties with the geometrical parameters as well as of disordered-induced fluctuations due to the semiconductors quality. In this case, a careful analysis of the disorder effects on the spin transport through semiconductors quality. In this case, a careful analysis of the disorder effects on the spin transport through magnetic superlattices might also be relevant. It is worth noticing that in the presence of in-plane magnetic field components, the Dresselhaus coefficients can become magnetic-field dependent. In this case, small correction are expected unless, as shown in fig. 2, the Dresselhaus coefficients changes are larger than, say, 10–20%.

In this paper we have applied the magnetic superlattice theory [19], in particular the resonant behavior of the spin ↑ and spin ↓ transmission coefficients, for designing a device that by using conveniently the Fano anti-resonance selection rules changes the spin projection of almost the whole incident beam. Using the analytical solutions of the underlying Schrödinger equation in the two-propagating-modes approximation, we have shown the appearance of sudden suppressions and enhancements in the spin-dependent transmission probabilities at Fano-like resonances and antiresonances. Based on these findings, a two-step device is presented. In the first step the spin of almost 80% of the incoming polarized-electrons beam is inverted. Adding a second filtering step the flux of the outgoing spin-inverted particles becomes fully polarized. The device is studied in detail for two specific semiconductor materials, namely, GaAs an InSb.
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