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Abstract

The theory behind compressive sampling pre-supposes that a given sequence of observations may be exactly represented by a linear combination of a small number of basis vectors. In practice, however, even small deviations from an exact signal model can result in dramatic increases in estimation error; this is the so-called “basis mismatch” problem. This work provides one possible solution to this problem in the form of an iterative, biconvex search algorithm. The approach uses standard \(\ell_1\)-minimization to find the signal model coefficients followed by a maximum likelihood estimate of the signal model. The algorithm is illustrated on harmonic signals of varying sparsity and outperforms the current state-of-the-art.
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I. INTRODUCTION

One of the most fundamental tasks in signal processing is the estimation of the coefficients associated with a given signal model. This problem frequently takes the form of a linear inverse problem \(\mathbf{y} = \mathbf{\Psi} \mathbf{x} + \mathbf{\eta}\) where \(\mathbf{y} \in \mathbb{R}^N\) are the observed data, \(\mathbf{x} \in \mathbb{R}^N\) are the model coefficients and \(\mathbf{\eta} \in \mathbb{R}^N\) is a “noise” vector, chosen from some joint probability distribution, usually Gaussian. A good model adheres to the principle of parsimony, allowing \(S < N\) non-zero coefficients to accurately describe the observations, in which case we say the model is \(S\)-sparse \(\Pi\). For real-valued signals, a common signal model \(\mathbf{\Psi} \in \mathbb{R}^{N \times N}\)
consists of sine and cosine vectors (i.e. the Fourier basis), in which case the Discrete Fourier Transform (DFT) of the data yields the estimates $\hat{x}$.

The problem becomes more complex, however, if we seek to estimate a high-fidelity model using low-fidelity data. The compressed sensing (CS) framework introduced by Donoho [2], Candes et al. [3], and others considers the sampling model

$$y = A\Psi x + \eta$$

(1)

where the matrix $A \in \mathbb{R}^{M \times N}$ projects the high-dimensional signal $z = \Psi x$ onto the (potentially low-dimensional) observations $y \in \mathbb{R}^M$, and $\eta \in \mathbb{R}^M$. For the undersampled case, where $M < N$, conditions for accurate estimation are well-established and mandate that $S < \rho M$ where the fraction $\rho \in (0, 1)$ depends on the degree of undersampling, $\delta = M/N$ [4]. The greater the degree of undersampling, the smaller $\rho$ must be for accurate solutions. If $\rho$ is small enough, and $A$ is chosen appropriately (e.g., entries are random draws from some probability distribution), then (1) can be solved via

$$\hat{x} = \arg \min_x \|y - A\Psi x\|_2^2 + \lambda \|x\|_1,$$

(2)

where $\lambda$ is a positive constant that penalizes non-sparse solutions and where $\|x\|_1 := \sum_{k=1}^{N} |x_k|$ is large.

The initial theoretical work on this estimator [5], [2] has given rise to new approaches to super-resolution [6], analog-to-digital conversion [7], [8], [9], and imaging [10], [11], [12], [13].

The key to accurate estimation is the sparsifying transformation matrix $\Psi$, chosen so that only $S < M$ elements of the solution $x$ are non-zero. For example, the sum of $S$ harmonics can be described by exactly $S$ complex Fourier coefficients ($2S$ real coefficients) of the aforementioned Fourier basis. However, because we observe discrete signals, only certain frequencies can be represented exactly. The Fourier basis for an $N$-point signal (sampled at unit intervals) is comprised of sine and cosine vectors at discrete frequencies $f_k = (k - 1)/N$, $k = 1, \ldots, N/2 + 1$. So long as the signal frequencies match exactly those in this set, the representation (Fourier basis) indeed yields a $S$-sparse representation. However, if the signal frequencies lie off this frequency grid (e.g., $f = (k + 0.5)/N$ for $k$ integer), some number $J > S$ frequencies will be required in the representation. Unfortunately, $J$ may be quite a bit larger than $S$, precluding accurate reconstruction of $x$ with only $M = S/\rho$ measurements [14].

This is the crux of the so-called “basis mismatch” problem, whereby even a good signal model can yield a poor reconstruction due to seemingly small differences between basis vectors assumed by the reconstruction algorithm and a similar set yielding a far sparser representation of the signal. This problem has received recent theoretical [15], [16], [17] and experimental [18], [14], [19] treatment and solutions.
are still under development. One straightforward approach to the basis mismatch problem is to simply
oversample the frequency space (e.g., let \( \Psi \in \mathbb{R}^{N \times QN} \) contain sinusoids with frequencies \( 1/QN \) apart
instead of \( 1/N \) apart for a large integer \( Q \)). Though a higher resolution frequency discretization can shrink
errors, it comes at the cost of an increasingly underdetermined problem with stronger coherence between
the vectors in the signal model, both of which work against the conditions needed for successful recovery.

Another approach is to treat both the model coefficients and the associated frequencies as unknowns
to be solved. Boufounos \textit{et al.} developed an approach that isolates the unknown frequencies in separate,
non-overlapping bins and then solves for their location and amplitude, though the method is restricted
to specific sampling strategies [16]. For more general sensing matrices, Tang \textit{et al.} have shown that
both frequency locations and amplitudes can be estimated by solving the constrained “atomic norm
minimization” problem via semi-definite programming (SDP) [17]. Rao \textit{et al.} also formulate the problem
as one of atomic norm minimization but propose a greedy “forward-backward” (GFB) algorithm as the
solution [19]. The forward-backward approach lacks the theoretical guarantees of the SDP, however it
runs in faster time for larger problems.

In this work, we present an Alternating Convex Search (ACS) algorithm [20] that significantly reduces
the influence of basis mismatch on the recovery of a linear combination of sinusoids. The approach iterates
between a constrained minimization using the familiar \( \ell_1 \)-norm, and a component-wise minimization
involving the model vectors themselves. Rather than relying on a random gridding of the frequency
space, as was done in [19], we estimate the frequency vectors that minimize the mean squared error
between the data and model at each step. The method is computationally fast relative to SDP, although
slightly less accurate, and appears more inline with the approach described in [19] as well as the work
by Valley and Shaw [21].

II. ALGORITHM DESCRIPTION

Consider the real harmonic continuous time signal
\( z(\tau) = \sum_{k=1}^{S} x_k \exp(i2\pi f_k \tau) \) with frequencies 
\( f_k \in [0, 1/2] \) and complex coefficients given by \( x_k \). We can accurately model \( N \) values of this signal
as \( z = \Psi x \) taking \( \Psi \) to be the \( N \times N \) discrete Fourier basis. As our sampling model, we consider the
aforementioned compressed sensing (CS) framework and write \( y = Ax + \eta = A\Psi x + \eta \) where the entries
of the \( M \times N \) matrix \( A \) are chosen in accordance with CS theory to be independent draws from some
probability distribution [4]. As we have mentioned, the estimator (2) will degrade (possibly fail) if the
signal frequencies are not chosen from the set \( f_k = (k - 1)/N, \ k = 1, \ldots, N/2 + 1 \) (see e.g., [14]).

Our solution is to treat the frequencies in the signal model as unknowns to be estimated. Rather than
restrict ourselves to the Fourier basis, we consider the more general overcomplete harmonic “dictionary” where each of the columns are referred to as “atoms” \([22]\). We let \(Q\) be a factor specifying the degree of overcompleteness, chosen so that \(QN/2\) is an integer, and form the \(N \times QN\) real-valued matrix \(\Psi_\theta\) where the entries are given by

\[
(\Psi_\theta)_{n,k} = \begin{cases} 
\sqrt{\frac{2}{N}} \cos \left(2\pi n \left(\frac{k}{QN} + \theta_k\right)\right), & k = 1, \ldots, \frac{QN}{2} \\
-\sqrt{\frac{2}{N}} \sin \left(2\pi n \left(\frac{N-k}{QN} - \theta_{N-k+1}\right)\right), & k = \frac{QN}{2} + 1, \ldots, QN
\end{cases}, \quad n = 0, \ldots, N - 1
\]  

(3)

where each of the frequency parameters \(\theta_k, k = 1, \ldots, QN/2\) can take on values in the range \([-1/2QN, 1/2QN]\). Although such a representation provides continuous coverage over the frequency space, for \(S \geq 6\) (three or more harmonics) the \(f_k\) must be spaced at least \(1/(QN)\) apart in order to be resolved.

Note also that though there are \(QN\) indices, there are only \(QN/2\) elements of \(\theta\) corresponding to the \(QN/2\) unique frequencies in the parameterized basis set. This has implications for the implementation of our approach, as any change to the “positive” frequencies must be accompanied by an equal and opposite change to the “negative” frequencies (sidestepping complex exponentials this way allows us to leverage off-the-shelf sparse optimization tools for real-valued signals and bases.). The end result is \(QN/2\) unknown frequency perturbations that must be estimated.

Clearly if \(Q = 1\) and all of the \(\theta\) are zero, then (3) defines the standard Fourier basis. However, in the general case we modify (2) and propose solving the following minimization problem

\[
(\hat{x}, \hat{\theta}) = \arg \min_{x, \theta} f(x, \theta) \equiv \|y - A\Psi_\theta x\|_2^2 + \lambda\|x\|_1,
\]

(4)

which simply states that we would like to find both a sparse signal model \(\Psi_\theta\) by estimating the \(\theta_k\) and the associated model coefficients \(x\).

In the first step we solve the familiar \(\ell_2-\ell_1\) problem

\[
\hat{x}^{(t+1)} = \arg \min_x \|y - A\Psi_{\hat{\theta}^{(t)}} x\|_2^2 + \lambda\|x\|_1,
\]

(5)

holding perturbations \(\theta\) fixed. This is a convex optimization problem that is known to yield unique sparse solutions provided that the problem size is chosen in accordance with Figure 5 of [4]; the solution will be sparse with only \(S < QN\) non-zero coefficients.

The next step is to hold the model coefficients \(x\) fixed, and find a better signal model by solving for the frequency perturbations of non-zero coefficients. Note that we declare a coefficient to be “non-zero”
if its magnitude exceeds a threshold \( \kappa \) and we capture the associated indices in the set \( \mathcal{S}^{(t+1)} \equiv \{ \ell : |x^{(t+1)}_\ell| \geq \kappa \} \). In principle, one could set \( \kappa = 0 \), in which case the algorithm must minimize over all \( QN/2 - 1 \) unknown perturbations \( \theta \); the cost is a significant increase in CPU time. On the other hand, too large a threshold risks “missing” a frequency component that requires adjusting. The updated signal model is found via

\[
\hat{\theta}^{(t+1)}_{\mathcal{S}(t)} = \arg\min_{\theta_{\mathcal{S}(t)}} \| y - A\Psi_\theta \hat{x}^{(t+1)} \|^2_2. \tag{6}
\]

As implied by the notation, rather than solving for all unknown frequency parameters, we solve only for \( \theta_{\mathcal{S}(t)} \), which are the indices of \( \theta \) in the set \( \mathcal{S}^{(t)} \). To solve for (6), we leverage that each of the atoms in our collection are nearly linearly independent, so rather than searching the \( S \)-dimensional frequency space, we divide the problem into a series of \( S \) one-dimensional searches; this simplification was also noted in [23]. Thus, for each non-zero frequency index \( \ell \in \mathcal{S}^{(t)} \) we solve the one-dimensional problem

\[
\hat{\theta}_\ell^{(t+1)} = \arg\min_{\theta_\ell} \| y - A\Psi_\theta \hat{x}^{(t+1)} \|^2_2 \tag{7}
\]

while holding each of the other parameters fixed to their current values.

We repeat these two stages of the algorithm until a convergence criteria is met, as described in Algorithm 1.

In the supplementary material, we show that the function (7) is convex on the frequency range \( \theta_k \in [-1/(2QN), 1/(2QN)] \) so long as \( Q \geq 3/2 \) and the true frequencies are separated by at least \( 1/QN \). Hence, our algorithm is appropriately described as an Alternating Convex Search (ACS) [20]. A benefit to this strategy is that we may make use of Theorem 4.5 in [20], which states that for a biconvex function \( f(x, \theta) \), the sequence \( f(\{x^{(i)}, \theta^{(i)}\})_{i \in \mathbb{N}} \) generated by ACS converges monotonically. Although convergence can only be guaranteed for an overcomplete dictionary, we found that setting \( Q = 1 \) is sufficient and even advantageous in practice (when the true tones are sufficiently well-separated) as the resulting problem is not as underdetermined. Nonetheless, results will be shown for both \( Q = 1 \) and \( Q = 3/2 \).

An interesting feature of this algorithm is that it will sometimes shift two frequency atoms toward the same value. For example, if the signal frequency lies near \( k/2QN \) for some \( k \), the algorithm may set \( \theta_{k-1} = 1/2QN \) and \( \theta_k = -1/2QN \), in which case the associated coefficients, \( \hat{x}_{k-1} \) and \( \hat{x}_k \), will sum to the true value (i.e., the signal energy is split between two atoms lying at or near the same frequency line). From a sparsity standpoint this is somewhat undesirable as a single coefficient is preferred. However, the resulting model is perfectly valid and produces accurate results at the cost of only two additional real
Algorithm 1 ACS Algorithm

Input signal $y$ and sensing matrix $A$. Select $Q$.

Set $\alpha = 0.1$, $\beta = 0.1$, and $TOL = 10^{-5}$

Set $t \leftarrow 0$

Initialize $\hat{\theta}^{(t)} = 0$

repeat

Compute $\hat{\Psi}_{\hat{\theta}^{(t)}}$ via (3)

$\lambda = \alpha \| (A \hat{\Psi}_{\hat{\theta}^{(t)}})^T y \|_\infty$

$\hat{x}^{(t+1)} \leftarrow$ solution of (5)

$\kappa = \beta \| \hat{x}^{(t+1)} \|_2$

Create $\mathcal{S}^{(t+1)} \equiv \{ \ell : |\hat{x}_\ell^{(t+1)}| \geq \kappa \}$

for $\ell \in \mathcal{S}^{(t+1)}$ do

$\hat{\theta}_\ell^{(t+1)} \leftarrow$ solution of (7)

end for

$\hat{f}^{(t+1)} \triangleq f(\hat{x}^{(t+1)}, \hat{\theta}^{(t+1)})$

$t \leftarrow t + 1$

until $|\hat{f}^{(t+1)} - \hat{f}^{(t)}| / \hat{f}^{(t)} < TOL$

Output $\hat{x} = \hat{x}^{(t)}$, $\hat{\theta} = \hat{\theta}^{(t)}$

coefficients. This effect will be clearly seen in the results that follow (see Figure I, second frequency line).

III. NUMERICAL EXPERIMENTS

To study the proposed algorithm, we construct a harmonic signal with $S/2$ non-zero complex ($S$ real) coefficients. Specifically we set, for $i = 1, \ldots, N$,

$$z(\tau_i) = \sqrt{2/N} \sum_{s=1}^{S/2} \cos \left(2\pi \left( f_s + \theta_s \right) \tau_i + \varphi_s \right),$$

where each frequency is given a uniformly distributed phase $\varphi_s \in [0, 2\pi)$. The frequencies themselves are chosen $f_k = k/QN + \theta_k$ where $\theta_k \sim Uniform(-1/(2QN), 1/(2QN))$ and $k \sim Uniform(\{0, 1, \ldots, QN/2 - 1\})$ (without replacement). The sampling interval was assumed to be $\tau_{i+1} - \tau_i = 1$. 
We consider $M = 128$ projections as the measured signal $y$. From these projections, we seek to infer the $N = 256$ values of $x$ that define the underlying signal $z = \Psi x$. Our method easily scales to much larger values of $N$ and $M$, but we consider smaller problem sizes here to facilitate comparisons with the much slower SDP. Each entry of the $A$ matrix is assumed known and chosen independently from a standard normal distribution. The sequence of noise values $\eta$ are also chosen independently from a normal distribution with standard deviation $\sigma = \left( \frac{1}{N} \sum_{i=1}^{N} z(\tau_i)^2 \right)^{1/2} / (10^{(\text{SNR dB}/20)})$, where SNR dB is the signal-to-noise ratio (log base 10 scale); we chose SNR dB = 40.

We note that the Gradient Projections for Sparse Reconstruction (GPSR) algorithm [24] was used to solve the $\ell_2$-$\ell_1$ optimization problem in (5). It was also used to solve (2) using the standard Fourier basis as a baseline comparison. Note that the GPSR algorithm for both setups used identical termination criteria and we set the recommended $\lambda = \alpha \| (A\Psi)^T y \|_\infty$ value. As a first example we set $S = 6$; Figure 1 shows the coefficients obtained from ACS, the standard GPSR implementation, and true coefficient values. ACS clearly produces a sparser model and correctly identifies the true frequency locations and corresponding magnitudes.

A. Comparison to Overcomplete Fourier Dictionary

In order to address this basis mismatch problem, perhaps the simplest solution is to oversample the frequencies by creating an overcomplete Fourier dictionary $\Psi_{OC} \in \mathbb{R}^{N \times QN}$, which is not parameterized with respect to a frequency perturbation, but rather includes a finer discretization of the frequency components. The atoms in this dictionary are identical to those defined in (3), excluding the frequency
perturbations. Our discretized signal \( z \) is then modeled to be sparse in this dictionary by writing \( z = \Psi_{OC} w \), where the coefficients \( w \in \mathbb{R}^{QN} \) can be solved via (2). This approach is also implemented with GPSR and will be referred to as OC-GPSR.

Figure 2 compares the reconstruction performance of ACS and OC-GPSR for two measures of model error and algorithm execution time. Specifically, we analyze the normalized RMSE, defined as \( \| z - \hat{z} \|_2^2 / \| z \|_2^2 \), as well as a measure of the identified model support. Denote as \( J_i \equiv \{ j : |\hat{f}_j - f_i| < \epsilon \} \) the set of indices for which the identified tones are within \( \epsilon \) Hz of the \( i^{th} \) tone and compute
\[
\text{err} = \sum_{i=1}^{S} |x_i - \sum_{j \in J_i} \hat{x}_j|.
\]
This measure captures the ability of the approach to correctly identify the support of the true model (see e.g., [25]). In this work we always use \( \epsilon = 1/(5QN) \), i.e., 1/5 of a frequency bin, as the threshold for closeness.

Perhaps the biggest advantage to the ACS approach is correct identification of the frequency support (small err). The OC-GPSR will typically place many frequencies near the true frequency, resulting in a low RMSE. However the resulting model is not a parsimonious description of the data and is clearly over-fitting the model. In terms of execution time the two methods are comparable for \( Q > 8 \), however for mildly overcomplete dictionaries the OC-GPSR approach is a good deal faster which may be essential for some applications.

Finally, while the ACS approach is only guaranteed to be biconvex for \( Q \geq 3/2 \), we see similar RMSE values as for the \( Q = 1 \) case, suggesting that \( Q \geq 3/2 \) is not necessary in practice and good results can be obtained by perturbing the traditional Fourier basis. We have found this to be true for a variety of sensing matrices and problem sizes. In the results of the next section, we therefore use only ACS with \( Q = 1 \).

B. Random Temporal Sampling Strategy

As a final experiment, we again consider the signal model (8), however, we use the random temporal sampling strategy used for SDP [17] and GFB [19] to form the compressed samples. That is to say, the compressed samples are a random subset of all possible \( z(\tau_i) \) elements, without replacement. In this case the sensing matrix \( A \) is a binary matrix consisting of a single “1” in each row, corresponding to the selected column \( \tau_j \). This is precisely the problem studied in [17] and [19], and hence forms a good basis for a comparison of the methods. We note that it is for this random sampling architecture that
a comparison to the SDP and GFB approaches can be easily made, without having to make nontrivial modifications to the provided codes. On the other hand, ACS easily applies to generic $A$.

Comparisons can be seen in Figure 3. With regard to recovery error, the SDP produces the most accurate recovery with ACS offering comparable performance. By contrast, the GFB approach tends to produce considerably larger RMSE. However, with regard to computation time, both GFB and ACS are very fast. By contrast, SDP is quite slow, taking roughly 2 minutes for all sparsity levels.

We note that only no-phase signals were considered in this simulation. This was because GFB did not seem robust to phase changes, which was not trivial to fix. Both ACS and SDP, on the other hand, were shown to be robust to phase changes and remain the two main competitors for an arbitrary signal where phases may be unknown.

In short, ACS offers a good balance between computation time and accuracy. It runs faster than SDP,
while nearly matching it in accuracy. Moreover, the ACS approach does not require known phases, and is flexible in the sense that it is easily implementable with any valid CS matrix, not just one for random temporal sampling. ACS also produces better overall performance (RMSE, $\text{err}$) than an overcomplete dictionary.

IV. CONCLUSIONS

This work describes an Alternating Convex Search (ACS) algorithm for correcting frequency errors in the signal model used in compressive sampling applications for real harmonic signals. The algorithm treats both frequencies and model coefficients as unknowns and uses an iterative approach in developing estimates. Specifically, the approach uses the familiar GPSR algorithm to update the model coefficients, followed by a maximum likelihood estimate of the unknown frequency locations. The algorithm was demonstrated effective at recovering harmonic signals possessing varying levels of sparsity in competitive computation times. Finally, we note that the code associated with this paper is available to download at: https://sites.google.com/site/albertktoh/software/acs.
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SUPPLEMENTARY MATERIAL

CONVEXITY OF SURROGATE COST FUNCTION

In this section, we discuss the convexity of the function (4). This is the primary requirement for making statements about algorithm convergence. In particular, we may make use of the following theorem:

Theorem A.1: (Theorem 4.5 in [20]) Let \( B \subset \mathbb{R}^M \times \mathbb{R}^N \), let \( f : B \to \mathbb{R} \) be a biconvex function which is bounded from below, and let the optimization problems (5,6) be solvable. Then the sequence \( f(\{x^{(i)}, \theta^{(i)}\}_{i \in \mathbb{N}}) \) generated by ACS converges monotonically [20]. For fixed \( \theta^* \) the problem (5) is known to be convex in \( x \).

While the function described by (6) is not convex, it can be well-approximated by a function that is convex provide each of the frequency parameter is restricted to the range \( \theta_k \in [-1/(2QN), 1/(2QN)] \), and where \( Q \) is determined in what follows. To begin, denote the true and estimated signals at a given iteration of the algorithm as \( z \), where each element is \( z_n = \sum_k x_k \sin(2\pi f_k n), n = 0 \cdots N - 1, f_k \in [0,1/2] \) and \( \hat{z}(\theta) \), where each element is \( \hat{z}(\theta)_n = \sum_k \hat{x}_k \sin(2\pi (f_k + \theta_k) n), n = 0 \cdots N - 1 \) respectively.

We are interested in the cost function

\[
\|y - A\hat{z}\|_2^2 = \|Az - A\hat{z}(\theta) + \eta\|_2^2
\]

\[
= \|A(z - \hat{z}(\theta)) + \eta\|_2^2
\]

\[
\equiv \|Av_\theta + \eta\|_2^2, \quad (A1)
\]

where \( A \) is an \( M \times N \) matrix comprised of i.i.d. entries chosen from some probability distribution function with zero mean and variance \( \sigma_A^2 \). The noise vector \( \eta \) is an \( M \times 1 \) vector consisting of zero-mean, i.i.d. Gaussian entries \( \eta_m \), each with variance \( \sigma^2 \). The \( N \times 1 \) vector \( v_\theta \) is a measure of the discrepancy between signal and estimate where the subscript signifies this vector is a function of our unknown parameters \( \theta \). Each member of this vector will be denoted \( v_{n\theta}, n = 1 \cdots N \). Similarly, each member of \( A \) will be denoted \( a_{mn} \) and each projection of the difference vector will be written \( a_m v_\theta \) where we have denoted \( a_m \) as the \( m^{th} \) row of the matrix \( A \). Moreover, it should be noted that each \( E[a_{mn}v_{n\theta}] = 0 \), and \( E[(a_{mn}v_{n\theta})^2] = \sigma_A^2 v_n^2 \) where the expectation is taken with respect to the probability distribution governing the \( a_{mn} \).

Expanding (A1) and noting that the minimum of the cost function is not affected by re-scaling, we have

\[
\frac{1}{M} \|Av_\theta + \eta\|_2^2 = \frac{1}{M} \{v_\theta^T A^T A v_\theta + 2\eta^T A v_\theta + \eta^T \eta\}
\]

(A2)
In what follows we will make use of the central limit theorem in approximating this cost function. Recall that the central limit theorem states that for $M$ independent realizations, $x_m$, of a random variable $X$ with mean $\mu_X$ and variance $\sigma_X^2$, the summation $\frac{1}{M} \sum_m x_m \sim \mathcal{N}(\mu_X, \sigma_X^2/M)$ for $M$ large. In other words, the discrete summation is equal to the true value plus an error term of order $O(\sigma_X/\sqrt{M})$.

With this in mind, we first note that the last term is simply the noise variance

$$\frac{1}{M} \sum_{m=0}^{M-1} \eta_m^2 = \sigma^2 + O(\sqrt{2\sigma^2}/\sqrt{M})$$

(A3)

and provides a constant offset to the cost function. The order of the error is determined by noting that for a normally distributed random variable $X$, with variance $\sigma_X^2$, the variance of $X^2$ is $2\sigma_X^4$.

The cost function is largely governed by $v_\theta^T A^T A v_\theta$ which is a non-convex function of the unknown parameter vector $\theta \in \mathbb{R}^N$. However, over a convex set $\Theta$ which restricts the range of each $\theta_k$, this function can be well approximated by a function that is convex. To show this, we first re-write this term as

$$\frac{1}{M} v_\theta^T A^T A v_\theta = \frac{1}{M} \sum_{m=0}^{M-1} (a_m v_\theta)^2 = \frac{1}{M} \sum_{m=0}^{M-1} \left( \sum_{n=0}^{N-1} a_{mn} v_n \theta \right)^2$$

$$= \frac{1}{M} \sum_{m=0}^{M-1} \left[ \sum_{n=0}^{N-1} (a_{mn} v_n \theta)^2 + \sum_{n=0}^{N-1} \sum_{q \neq n} a_{mn} a_{mq} v_n \theta v_q \theta \right]$$

$$= \sum_{n=0}^{N-1} v_n^2 \frac{1}{M} \sum_{m=0}^{M-1} a_{mn}^2 + \sum_{n=0}^{N-1} \sum_{q \neq n} v_n \theta v_q \theta \left( \frac{1}{M} \sum_{m=0}^{M-1} a_{mn} a_{mq} \right)$$

$$= \sum_{n=0}^{N-1} v_n^2 \left\{ E[a_{nn}^2] + O \left( \frac{\sqrt{2 + \gamma(A)} \sigma_A^2}{\sqrt{M}} \right) \right\} + \sum_{n=0}^{N-1} \sum_{q \neq n} v_n \theta v_q \theta \left( E[a_{mn} a_{qn}] + O \left( \frac{\sigma_A^2}{\sqrt{M}} \right) \right)$$

$$= \sigma_A^2 \sum_{n=0}^{N-1} v_n^2 \theta + O \left( \frac{\sqrt{2 + \gamma(A)} \sigma_A^2}{\sqrt{M}} \sum_{n=0}^{N-1} v_n^2 + \frac{\sigma_A^2}{\sqrt{M}} \sum_{n=0}^{N-1} \sum_{q \neq n} v_n \theta v_q \theta \right)$$

(A4)

The constant $\gamma(X) \equiv \frac{E[(X-\mu)^4]}{\sigma_X^4} - 3$ is the kurtosis associated with the random variable $X$ and depends on the probability distribution governing $X$. For example, if the $a_{mn}$ are normally distributed $\gamma(A) = 0$ while for entries chosen from a uniform distribution, $\gamma(A) = -6/5$. Furthermore we have under the assumption that the values $a_{mn}$ are independently chosen, $E[a_{mn} a_{qn}] = 0$ while the variance of the
second term in (A4) is the product of the variances of the constituent variables. Thus, by the central limit theorem, approximating this covariance term with an expectation yields an error of order $\sigma^4_A$.

In short, the degree to which the cost function is approximated by the last line in (A4) is entirely predicated on the behavior of the function

$$
\sum_{n=0}^{N-1} v^2_{n\theta}
$$

$$
= \sum_{n=0}^{N-1} \left[ \sum_{k=1}^{S} x_k \sin(2\pi f_k n) - \sum_{k=1}^{S} \hat{x}_k \sin(2\pi (f_k + \theta_k)n) \right]^2
$$

$$
= \sum_{n=0}^{N-1} \left[ \sum_{k=1}^{S} \left[ x_k \sin(2\pi f_k n) - \hat{x}_k \sin(2\pi (f_k + \theta_k)n) \right]^2 + \sum_{k=1}^{S} \sum_{k\neq k'} x_k x_{k'} \sin(2\pi f_k n) \sin(2\pi f_{k'} n) - 2 \sum_{k=1}^{S} \sum_{k\neq k'} x_k \hat{x}_k \sin(2\pi f_k n) \sin(2\pi f_{k'} n) + \sum_{k=1}^{S} \sum_{k\neq k'} \hat{x}_k \hat{x}_{k'} \sin(2\pi f_k n) \sin(2\pi (f_k + \theta_k)n) \right].
$$

(A5)

The asymptotic (large $N$) properties of the above are easily obtained by noting that

$$
\lim_{N \to \infty} \sum_{n=0}^{N-1} \sin(2\pi f_k n) \sin(2\pi f_{k'} n) = 0.
$$

(A6)

The result is that

$$
\lim_{N \to \infty} \sum_{n=0}^{N-1} v^2_{n\theta}
$$

$$
= \lim_{N \to \infty} \sum_{k=1}^{N} \sum_{n=0}^{N-1} \left[ x_k \sin(2\pi f_k n) - \hat{x}_k \sin(2\pi (f_k + \theta_k)n) \right]^2
$$

$$
= \lim_{N \to \infty} \sum_{k=1}^{N} g_k(\theta_k)
$$

(A7)

where

$$
g_k(\theta_k) = \sum_{n=0}^{N-1} \left[ x_k \sin(2\pi f_k n) - \hat{x}_k \sin(2\pi (f_k + \theta_k)n) \right]^2
$$

(A8)

Thus, the $N$-dimensional cost can be approximated by a sum of $N$ one-dimensional functions. We also have that $g_k(\theta_k) \geq 0$, ensuring that the $N$-dimensional minimum of this function can be found by taking each solution component (each $\theta_k$) as the minimizers of (A8).
Returning to Eqn. (A4) it can be seen that for large $N$ the second error term vanishes due to the near orthogonality of the product of sinusoids at different frequencies. Hence, for even moderately large $N$ we have that

$$v_\theta^T A^T A v_\theta = \sigma_A^2 \sum_{k=1}^{S} g_k(\theta_k) + O \left( \frac{\sqrt{2 + \gamma(A)} \sigma_A^2}{\sqrt{M}} \sum_{k=1}^{S} g_k(\theta_k) \right).$$  \hfill (A9)

Finally, the second term in (A2) can be written

$$\frac{2}{M} \sum_{m=0}^{M-1} (a_m v_\theta) \eta_m = 2 \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} a_{mn} \eta_m v_n \theta$$

$$= 2 \sum_{n=0}^{N-1} v_n \theta \left\{ E[a_{mn}] E[\eta_m] + O \left( \frac{\sigma_A \sigma}{\sqrt{M}} \right) \right\}$$

$$= 2 \sum_{n=0}^{N-1} v_n \theta \times O \left( \frac{\sigma_A \sigma}{\sqrt{M}} \right)$$

$$= 2 \sum_{k=1}^{S} h(\theta_k) \times O \left( \frac{\sigma_A \sigma}{\sqrt{M}} \right)$$  \hfill (A10)

where we have noted that for independent random variables the expectation of the product factors. We have also made the same orthogonally argument as above in order to write the cost as a function of

$$h_k(\theta_k) = \sum_{n=0}^{N-1} [x_k \sin(2\pi f_k n) - \hat{x}_k \sin(2\pi (f_k + \theta_k) n)].$$  \hfill (A11)

Thus, for either zero mean noise, or zero mean entries in the matrix $A$, this part of the cost function reduces to an error term of order $\frac{2\sigma_A \sigma}{\sqrt{M}} \sum_{k=1}^{S} h_k(\theta_k)$.

Incorporating all components of the cost function we therefore have

$$\frac{1}{M} \| y - A \hat{z}_\theta \|_2^2 = \sigma_A^2 \sum_{k=1}^{S} g_k(\theta_k) + \sigma^2$$

$$+ O \left( \frac{\sqrt{2 + \gamma(A)} \sigma_A^2}{\sqrt{M}} \sum_{k=1}^{S} g_k(\theta_k) + \frac{\sigma_A \sigma}{\sqrt{M}} \sum_{k=1}^{S} h_k(\theta_k) + \frac{\sigma^2}{\sqrt{M}} \right)$$  \hfill (A12)

so that the quality of the approximation is seen to be dependent on the functions $g_k(\theta)$, $h_k(\theta)$. By inspection the function $h_k(\theta)$ is simply a sinusoid with offset governed by $x_k$ and an amplitude governed by $\hat{x}_k$ hence, the order of this error term is at most $O(|x_k + \hat{x}_k|)$ for any value of $\theta_k$ and for any number of data $N$. As will be shown next, the function $h_k(\theta)$ is $O(1/N)$ relative to the term $g_k(\theta)$ and can safely be neglected in the analysis.

The approximate cost function and the quality of the approximation are therefore determined by the behavior of $g_k(\theta_k)$. In describing the behavior of this function we also define the difference between the
true amplitude and estimated amplitude as \( \delta = |x_k - \hat{x}_k| \). In this case it can be shown that the function possesses a minimum value of \( g_k(0) = \frac{N}{2} \delta^2 \) and grows to approach a value of \( N|\hat{x}_k x_k| + \frac{N}{2} \delta^2 \) for \(|\theta_k| \geq 1/2/N\). This function is shown in Figure (1) for a signal consisting of a single frequency and for two different sets of signal amplitudes. In the first example we set the true amplitudes equal to the values \( \hat{x} = x = 1 \), hence \( \delta = 0 \). In the second we set \( \hat{x}_k = 4, x_k = 1 \) to simulate a very large error in the estimated coefficient value. The approximation is clearly better when the estimated and true amplitudes are close. However, even with a large estimated coefficient error the function \( g_k(0) \) is still the minimum and the shape of the function is very much the same as the true cost function. In fact, the approximation remains good for \( \theta_k \) extending well beyond a standard Fourier bin width.

Neglecting the higher-order error terms from (A12), we have approximately that

\[
\frac{1}{M} \| y - A \hat{z}_\theta \|_2^2 \approx \sigma^2 + \sigma^2 \sum_{k=1}^{S} g_k(\theta_k) + O \left( \sqrt{2 + \gamma(A)\sigma^2 \sum_{k=1}^{S} g_k(\theta_k)} \right), \quad \left[ -\frac{1}{2N} \leq \theta_k \leq \frac{1}{2N} \right]
\]

\[
\approx \sigma^2 \sum_{k=1}^{S} g_k(\theta_k)
\]

(A13)

where \( S \) is the number of tones in the signal. In short, to understand the properties of the stochastic, non-convex function (A1), we may study the properties of the deterministic function (A13).
As an illustration of the approximate cost (A13), we choose each $a_{mn} \sim N(0, 1)$, take $M = N = 1024$, and plot both (A1) and (A13) for a single tone ($S = 1$) with true frequency $f = 0.2$. We further assumed the case of zero additive noise, i.e., $\sigma = 0$. This comparison is shown in Figure 2. We have found the approximation to be accurate to the stated order for a variety of probability distributions governing the entries of $A$ and for a variety of sampling parameters $N, M$.

Given this approximation, we are interested in the range over which (A13) is convex. In order to show this we need only demonstrate that each of the $g_k(\theta_k)$ is convex. Differentiating (A8) twice w.r.t. $\theta_k$, we seek the range over which the function $g''_n(\theta_k)$ is positive. Under the large sample approximation we see that the zeros of $g''(\theta_k)$ are given by the zeros of

$$g''_n(\theta_k) = \lim_{N \to \infty} g''(\theta_k) = 2N^2 \csc(\pi \theta_k) \sin(\pi(2N + 1)\theta_k)$$

$$+ 2N \csc^2(\pi \theta_k) \cos(2\pi(N + 1)\theta_k)$$

$$+ 3 \csc^2(\pi \theta_k) \cos(2\pi(N + 1)\theta_k)$$

$$+ \csc^3(\pi \theta_k)((-\sin(\pi(2N + 3)\theta_k))$$

$$- \cot^2(\pi \theta_k) + \csc^2(\pi \theta_k)$$

(A14)
which is independent of the true and estimated amplitudes $x, \hat{x}$. In the discrete setting we are interested in determining the frequency bin width over which this expression is guaranteed to be positive. In the worst case, each unknown frequency is precisely at the midpoint of each bin in our discretized frequency space. We therefore re-write the continuous parameter $\theta_k$ in terms of a discrete frequency bin size as $\theta_k = \pm \frac{1}{2QN}$ and seek the value of $Q$ for which (A14) is positive. This substitution yields the transcendental equation

$$\tan\left(\frac{\pi}{|Q|}\right) = \frac{4|Q|\pi}{4|Q|^2 - 2\pi^2}$$

(A15)

for which we require the roots for $|Q| > 1$. It turns out that the only such root is $|Q| = 1.509$, so the cost function (A13) is convex within $\pm \frac{1}{3.018N}$ of the true frequency $f$. Hence, in order to ensure that the optimization problem being solved is indeed biconvex and that Theorem (A.1) applies, we are required to “tile” this space with bins of width $\frac{2}{3N}$ which is tantamount to using a Fourier dictionary that is $\frac{3}{2}$ times overcomplete. In practice, however, we have found that a standard discrete Fourier basis ($Q = 1$) is sufficient to produce good convergence.