Are Face Detection Models Biased?
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Abstract—The presence of bias in deep models leads to unfair outcomes for certain demographic subgroups. Research in bias focuses primarily on facial recognition and attribute prediction with scarce emphasis on face detection. Existing studies consider face detection as binary classification into ‘face’ and ‘non-face’ classes. In this work, we investigate possible bias in the domain of face detection through facial region localization which is currently unexplored. Since facial region localization is an essential task for all face recognition pipelines, it is imperative to analyze the presence of such bias in popular deep models. Most existing face detection datasets lack suitable annotation for such analysis. Therefore, we web-curate the Fair Face Localization with Attributes (F2LA) dataset and manually annotate more than 10 attributes per face, including facial localization information. Utilizing the extensive annotations from F2LA, an experimental setup is designed to study the performance of four pre-trained face detectors. We observe (i) a high disparity in detection accuracies across gender and skin-tone, and (ii) interplay of confounding factors beyond demography. The F2LA data and associated annotations can be accessed at http://iab-rubric.org/index.php/F2LA.

I. INTRODUCTION

With deep learning models/algorithms becoming the norm of the modern AI systems, it has become essential to evaluate these algorithms (and systems) thoroughly to minimize any adverse impact on the society. The incorporation of bias in the algorithms is one primary issue that has been highlighted in the literature [8], [22]. Research has shown that the performance of deep learning algorithms vary for people with different attributes such as gender and skin-tone subgroups under a variety of settings [2], [17]. For instance, it has recently been observed that the automatic face-cropping algorithm of Twitter favors young and lighter-skinned people over others [23]. With increasing instances of these issues, it is of paramount importance to include fairness as one of the metrics for evaluation of these algorithms.

Fairness of facial analysis algorithms is being studied in the literature for the last few years [15], [20], [21], [22]. Most of the research efforts have been concentrated towards establishing awareness towards bias in face recognition systems and a number of datasets have been proposed for the same [10], [24]. However, limited research work has studied the impact of face detection which forms an important part of the recognition pipeline and failure in which can lead to incorrect decisions (Fig. 1). To the best of our knowledge, none of the existing studies on bias in face detection focus on bounding box localization. As the first contribution of this work, we analyze different facial detectors to understand if they exhibit any biased behavior.

Fig. 1. Face detection models failing to detect faces.

The presence of bias in deep models has been attributed to non-demographic factors (such as variation in pose, illumination, and image quality), as well as more complex, demographic factors such as race, gender, and skin tone [11]. To study biased behavior, datasets with extensive annotations corresponding to different attributes are required which are lacking in existing databases. To facilitate the study of bias for this research, the second contribution is that we have collected images from the web and curated the Fair Face Localization with Attributes (F2LA) dataset, with annotation of ten attributes per face along with bounding box localization. Using the F2LA database, we perform a detailed analysis on four face detectors and observe that different confounding factors play an important role in decision making.

II. RELATED WORK

Facial analysis models have shown superlative performance over the last few years [4], [6], [7], [14], [28]. However, biased predictions have been reported in various facial analysis tasks such as face detection, attribute prediction, and face recognition. The seminal paper by Buolamwini et al. [5] showed the biased behavior of commercial gender classifiers against darker-skinned females. Over the years, multiple studies have been performed in facial recognition and attribute prediction [16], [22]. However, demographic bias in face detection has received significantly less attention. Datasets containing extensive annotations for demographic subgroups as well as non-demographic attributes are required for studying bias. However, popular benchmark databases for face detection including AFW [30], PASCAL face [26], FDDB [9], and WIDER FACE [27] datasets do not contain annotations pertaining to both demographic and non-demographic factors.
An existing database for evaluation of bias in faces includes the PPB (Public Parliaments Benchmark) dataset [5]. While PPB contains face images of individuals from three African countries and three European countries, the dataset contains samples in constrained settings with only one face per image. Further, limited approaches to mitigate such bias have been proposed. Amini et al. [3] proposed a novel algorithm for mitigating hidden bias in face detection algorithms. The proposed algorithm uses a variational autoencoder to learn the latent structure and the learned latent distributions re-weight the importance of certain data points during training. However, the face detection problem in the paper is formulated as a binary classification problem where each image contained one face. Modern face detection models provide bounding box annotations corresponding to the faces in a given image along with a confidence score for each detected face. The proposed F2LA dataset is an evaluation set containing 1200 images with bounding box localization as well annotations for 10 attributes corresponding to each face for fairness analysis.

III. EXPERIMENTAL DESIGN

In order to quantify bias in face detection, we require a dataset with annotations for bounding box localization as well as for attributes such as demographic subgroups. The proposed Fair Face Localization with Attributes (F2LA) dataset is employed for studying the behavior of face detectors. This section describes the F2LA dataset and details of the experimental protocol designed for analysis.

A. F2LA Dataset

We web-curate the F2LA dataset containing images of people in unconstrained settings. Facial localization information for 1774 faces in 1200 images is manually annotated along with annotations for 10 attributes per face. These attributes include information pertaining to gender, skin tone, apparent age, facial orientation, blur, illumination, color properties, facial hair, occlusion and background information. These attributes assist in evaluating bias present in existing models across various factors, and provide insights into the fairness of face detection algorithms. The F2LA data and associated annotations can be accessed at http://iab-rubric.org/index.php/F2LA.

Data Collection and Properties: The images are collected by crawling the internet for face images with CC-BY licenses. Variation across multiple attributes is ensured during collection. Samples of the dataset are shown in Fig. 2. Besides localizing each face with a bounding box, several other attributes have been annotated. The details of the attributes and their corresponding classes have been specified in Table I.

Data Annotation: Each image is annotated in a two-step fashion as shown in Fig. 4. In the first step, all the faces from an image are cropped and annotated for a set of attributes described in Table I. The first step in the annotation process is face region localization. We used the freely available annotation tool, LabelImg [1] for this purpose. For the next step,
we designed a user interface (UI) to facilitate the annotation of images. 

**Dataset Protocol:** The dataset consists of a total of 1200 images encompassing 1774 faces. The dataset is divided into train and test sets containing 1000 and 200 images with 1486 and 288 faces, respectively. Since the dataset contains ten annotations per face, we attempt to ensure as little skew as possible across the sensitive attributes (gender, skin-tone, age) in the test set. The distribution of faces across these attributes in the test set are shown in Fig. 3.

**B. Experimental Protocol**

We evaluate and estimate the performance and fairness of existing face detectors through two experiments. In the first experiment, the pre-trained models of existing face detectors are utilized. Since face detection models are often used as a part of pre-processing in many applications, the evaluation of pre-trained models aids in the estimation of possibly overlooked bias. This experiment is performed with four pre-trained face detectors, namely, MTCNN [28], BlazeFace [4], DSFD [12], and RetinaFace [6]. To further explore the prevalence of bias, we perform the second experiment in which we apply a transfer learning approach. This experiment is performed to estimate performance improvement of existing face detectors on the proposed dataset. For this experiment, we employ the popular MTCNN model [28], selected due to its lightweight architecture, suitable for finetuning with 1000 images.

**C. Details of Pre-trained Models**

Four pre-trained face detectors have been used for face detection. While MTCNN uses separate region-proposal and face localization networks, BlazeFace and RetinaFace employ the Single Shot Detector (SSD) design of training one-stage face detection frameworks end-to-end [13].

**Fig. 3.** Distribution of faces across (a) gender, (b) skin-tone, and (c) apparent age attributes on the test set.

---

**Table I**

| Attribute         | Classes                            | Multi-class |
|-------------------|------------------------------------|-------------|
| Gender            | male, female, unsure               | ✓           |
| Skin-tone         | very fair, fair, medium, olive, brown, black, unsure | ✓           |
| Apparent Age      | child, young, middle, old, unsure  | ✓           |
| Blur              | partial, heavy, no blur            | ✓           |
| Illumination      | dim, bright, normal                | ✓           |
| Facial Orientation| frontal, semi-frontal, profile     | ✓           |
| Facial Hair       | mustache, goatee, beard, no facial hair | ✓           |
| Occlusion         | eyes, forehead, mouth, nose, chin, cheek(s), facial boundary | ✓           |
| Background        | plain, crowded, in-focus, out-of-focus | ✓           |
| Color Properties  | grayscale, RGB                     | ✓           |

MTCNN [28]: The MTCNN model is one of the earliest and most popular face detectors. It consists of three lightweight models namely P-Net, R-Net and O-Net used for region proposal refinement, bounding box localization and landmark localization, respectively.

BlazeFace [4]: The BlazeFace model is designed by Google to be a lightweight model suitable for GPU inference in mobiles. Its wide applicability makes it an essential candidate for evaluation. The pre-trained model used in this work is made available by Google’s MediaPipe.

RetinaFace [6]: The RetinaFace detector used extra supervision through facial landmarks and employed self-supervised learning in addition to traditional bounding box regression. It is among the most widely implemented single-stage face detection technique.

DSFD [12]: The DSFD detector utilizes a Feature Enhance Module in addition to the single-shot detection of SSD models. It is among the best performing face detection models on several benchmark databases.

**D. Evaluation Metrics**

For evaluating the performance of the detectors, we calculate the detection accuracy. The detection accuracy for a set is computed as the ratio of correctly detected faces and the total number of faces in the set. A face is considered to be detected correctly if the predicted bounding box localization overlaps with the ground-truth annotation. This overlap is calculated using the IoU (Intersection over Union) metric. The results are evaluated at multiple IoU thresholds \( t \approx 0.5, 0.6, \) and 0.7. To estimate the disparity in performance across subgroups, we calculate standard deviation of the detection accuracies across the different classes. A high performance gap of the model across different classes will result in a high
Implementation Details: For the pre-trained models, we use an MTCNN model pre-trained on the WIDERFACE dataset. A PyTorch/MXnet implementation of the paper is used. For BlazeFace, a PyTorch version of the model is used. The pre-trained weights for the frontal camera model are used in this paper for evaluation. For inferencing the DSFD detector, we employ an optimized version of the detector implemented in PyTorch. This model is pre-trained on the WIDERFACE dataset. Lastly, the RetinaFace detector used in this work is built with a ResNet50 backbone and also pre-trained on the WIDERFACE dataset. For the fine-tuning experiments, the MTCNN model is used. MTCNN contains the region-proposal refinement network P-Net and the bounding box localization network R-Net. We use the pre-trained P-Net and fine-tune the R-Net. Besides fine-tuning on the entire training set, we also fine-tune the network on three subsets of the train set which are balanced across the gender, skin-tone and apparent age attributes, respectively. All parameters except those of the last fully-connected layer of the R-Net are frozen and the model is trained for 20 epochs on the train set. The Adam optimizer is used with an initial learning rate of 0.001. All the experiments are performed on a workstation with Intel Xeon processor, having 128 GB RAM and an NVIDIA RTX-3090 GPU with 24 GB memory.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
To estimate the bias present in different face detection models, we study their performance on gender, skin-tone and apparent age attributes present in the F2LA dataset. We further analyze some of the factors impacting the performance of the pre-trained detectors.

A. Performance of Deep Models
The pre-trained face detection models are evaluated across different demographic subgroups on the F2LA dataset. For gender subgroups, the performance of the four pre-trained models has been provided in Table II. At IoU threshold $t=0.5$,  

![Fig. 5. Bar graph summarizing the performance of models across (a) age and (b) skin tone. The top row corresponds to $t=0.6$ and bottom row to $t=0.7$.](image-url)
TABLE IV

| Attribute | t = 0.5 | t = 0.6 |
|-----------|---------|---------|
| Age       | Skin-tone | Gender | Age       | Skin-tone | Gender |
| Disparity | 5.10     | 4.36    | 5.85      | 3.72      | 6.54    | 8.68   |

**TABLE V**

| Orientation | MTCNN | BlazeFace | DSFD | RetinaFace |
|-------------|-------|-----------|------|------------|
| Frontal     | 65.85 | 53.66     | 92.68| 81.71      |
| Profile     | 36.00 | 20.00     | 80.00| 76.00      |
| Semi-frontal| 61.62 | 44.44     | 92.93| 85.86      |
| Disparity   | 13.19 | 14.20     | 6.04 | 4.04       |

**TABLE V**

| Illumination | MTCNN | BlazeFace | DSFD | RetinaFace |
|--------------|-------|-----------|------|------------|
| Bright       | 57.14 | 50.00     | 92.86| 92.86      |
| Dim          | 44.00 | 32.00     | 92.00| 92.00      |
| Normal       | 63.86 | 49.00     | 91.57| 81.12      |
| Disparity    | 8.25  | 8.26      | 0.54 | 2.24       |

A major boost in performance (>20%) is observed after fine-tuning the model with F2LA’s complete training set as shown in Table III. However, the disparity in performance across gender persists. Further, from Table IV, we observe that these disparities exist for other demographic subgroups such as skin-tone and age as well. On fine-tuning using an age-balanced split, we observe that the disparity reduces from 6.13% to 3.16% at t=0.7. Similarly, across the skin-tone subgroups, we observe a significant reduction in disparity from 8.44% to 5.60% with a skin-balanced fine-tuning of the network. While balanced training reduces the disparity in certain cases, a large gap in performance across subgroups still persists.

**B. Analysis**

In this section, we study the impact of different factors on the performance of the face detection models. Fig. 6 presents some of the samples missed by the BlazeFace, MTCNN and RetinaFace models.

**Role of Demography:** We observe that some detection models perform poorly over certain demographic subgroups (Refer Table II and Figure 5). For example, the MTCNN model performs poorly on individuals belonging to old and male subgroup (Fig. 6(b)). Similar observations have been made for the BlazeFace model (Fig. 6(a)).
Role of Other Confounding Factors: While analyzing results from the pre-trained models, we observe that the MTCNN and BlazeFace models fail to detect faces on grayscale images. Some samples are shown in Fig. 6(a) and (b). Further, the BlazeFace model fails to generalize on large faces (Fig. 6(c)). Conversely, the RetinaFace model fails to detect small faces in an image. We observe factors such as illumination and occlusion may play an important role in face detection. Further, factors such as illumination and occlusion may play an important role in face detection. We observe disparate performance of the pre-trained models across the facial orientation and illumination attributes in Table V. Faces present with high illumination and frontal orientation are easily detected compared to those which are dimly illuminated and have profile view.

Distribution of the WIDERFACE dataset: The bias in performance of models is impacted by the data it is trained on. Since the MTCNN, DSFD, and RetinaFace are trained on the same dataset- the WIDER FACE dataset [27], studying the distribution of the dataset offers insight into the performance of the models. The WIDER FACE dataset contains 32,203 images with 393,703 faces with a 40%/10%/50% split for training, validation, and testing. It is a widely popular large-scale dataset containing images under 62 different event categories taken from the WIDER dataset [25]. Each face contains annotations for the following attributes: pose (typical, atypical), occlusion (none, partial, heavy), illumination (normal, extreme), and blur (clear, normal blur, heavy blur). The distribution of the images in the training set are shown in Fig. 7. It is evident from the distribution that the train dataset is skewed towards Typical poses and Normal illumination. The results in Table V showcase higher performance of models for faces with these attributes in the F2LA dataset. Therefore, we can safely deduce that a skew in training data translates into model performance. Further, the interplay between such confounding factors may play a role in the overall fairness of models.

Validity of the IoU metric: On manual inspection of the faces detected by the DSFD and RetinaFace models, it is discovered that these models provided good detection results. So, why do we observe a disparity in Table II? We observe that while ground-truth annotations are done loosely, the predicted bounding boxes are tight (Fig. 8). This leads to a reduction in overlap leading to low performance at threshold $t=0.5$. The threshold $t$ selected for determining ideal overlap can lead to false negatives especially in cases where the area of interest is small, and has been shown to destabilize the performance [18]. The limitations of the box IoU metric have been discussed in the literature where a lack of spatial information (compared to a mask IoU) leads to incorrect predictions [18]. Since the image presented in Fig. 8 contains faces of the male subgroup and the bounding box area is small, the overall performance for males in the test set is severely affected in this context.

\footnote{The Typical pose and Normal illumination attributes correspond to the Frontal facial orientation and Normal illumination attributes in F2LA.}
V. DISCUSSION AND FUTURE WORK

In this research, we attempt to understand when and why face detection algorithms fail. By studying the impact of various factors on existing face detection algorithms, we also strive to ascertain whether face detection models are biased. The observations are as following:

- While we experimentally detect disparate performance, we observe that the interplay of various factors plays an important role. It is imperative to analyze the performance of models in a holistic manner and not draw conclusions solely based on demographic annotation.

- Role of confounding factors such as scale of face, color properties, illumination and pose may be misattributed to gender or other kinds of bias. While evaluating bias, role of non-demographic factors should be evaluated.

- We also note the limitations of the Intersection over Union metric for assessing face detection performance, and advise careful perusal of loosely versus tightly cropped faces in the data. Several variations of IoU focusing on efficient training have been proposed in recent years [19], [29], however, a greater emphasis on IoU as an evaluation metric is also required.

In the future, more effort is required to study face detection bias in a localization setting. We believe that the web-curated F2LA dataset collected across ten attributes for this study can help to broaden the scope for exploring issues in face detection pertaining to various confounding factors, including demography.
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