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Abstract

Contrastive learning has shown remarkable results in recent self-supervised approaches for visual representation. By learning to contrast positive pairs’ representation from the corresponding negatives pairs, one can train good visual representations without human annotations. This paper proposes Mix-up Contrast (MixCo), which extends the contrastive learning concept to semi-positives encoded from the mix-up of positive and negative images. MixCo aims to learn the relative similarity of representations, reflecting how much the mixed images have the original positives. We validate the efficacy of MixCo when applied to the recent self-supervised learning algorithms under the standard linear evaluation protocol on TinyImageNet, CIFAR10, and CIFAR100. In the experiments, MixCo consistently improves test accuracy. Remarkably, the improvement is more significant when the learning capacity (e.g., model size) is limited, suggesting that MixCo might be more useful in real-world scenarios.

1 Introduction

Learning representations without human annotations on data is very promising since it enables us to utilize a massive amount of data without demanding effort to label them [14]. Self-supervised learning is an approach that exploits supervised signals through pretext (or proxy) tasks [17]. After the remarkable successes in natural language processing [2, 9, 25], recent studies are closing the gap with supervised learning in computer vision [4, 6, 7, 11]. Nowadays, the critical component of state-of-the-art achievements in self-supervised visual representation learning is contrastive learning [24], which learns to discriminate positive pairs from negative pairs. More specifically, it learns to embed the representations of differently augmented versions of the same image (positive pair) to be similar, while to be dissimilar if they came from different images (negative pair). Such representations are highly transferable to down-stream tasks [5, 12, 18], and even outperform the representations learned by the supervised manner in some tasks [7, 32]. However, the performance of learning is highly sensitive to the choice of augmentations [5] and requires a number of negatives [5, 12].

* Equal contribution. The names are randomly ordered.
In this paper, inspired by the success of mix-up training [31] in recent studies [26, 27, 29], we propose Mix-up Contrast (MixCo) as an extension of contrastive learning approach. MixCo generates the representation from a mixed image and learns how much the representation should be similar to those from the different views of each image used in the mix-up. Here, mixing images is a process of generating semi-positive pairs since the images before mixing are originally negative pairs of each other. We argue that learning through such semi-positive samples helps to learn better representations by preventing the discrimination of positive from being trivial.

Our method is simple yet effective and can be applied on-the-fly to various contrast learning based methods. To validate the efficacy of MixCo, it is applied to recent popular representation learning methods: MoCo-v2 [7] and SimCLR [5]. We show that MixCo consistently improves the linear classification results when transferred to three different datasets: CIFAR10 [20], CIFAR100 [20], and TinyImageNet [22]. Notably, the improvement is more significant when the training resource is more limited. Our contributions are: (i) We extended the concept of contrastive loss for visual representation learning to semi-positive samples. (ii) We introduced MixCo, an on-the-fly method to exploit semi-positive samples based on the popular mix-up training approach. (iii) We show that MixCo enables to use of the given training samples more effectively, especially when the computational budget is limited.

2 Related Work

Contrastive Learning  Although earlier self-supervised methods handcrafted pretext tasks [1, 10, 16, 19, 21, 30], most recent approaches that show remarkable performance are based on instance-level classification with contrastive loss [5, 6, 7, 12, 15, 24, 28]. The contrastive loss [24] measures the similarity of representation pairs and tries to contrast the positive and negative pairs. Since comparing all the possible pairs are computationally prohibitive, most methods relax the problem as discrimination to randomly sampled subsets [4]. In practice, the performance relies on careful settings on how to form negative pairs and the choice of augmentation strategies [5, 6]. To overcome the dependency of the negative sample size on batch size, MoCo [7, 12] preserved the representations of samples as a queue. SwA V [4] combined the simultaneous clustering algorithm and conducted swapped prediction to enforce consistent mapping between views.

Mix-up Training  [31] proposed mix-up training as a method to regularize the training of the network by using the samples from the vicinity of data. The vicinity samples and their labels are generated by a convex combination of samples from different classes. Mix-up training consistently improved the performance in various studies [27, 29]. Recently, [26] applied mix-up training to obtain augmented views of images, but only the input data are mixed-up instead of considering the desirable similarity. In [18], the mix-up is used to generate hard negative samples so that discriminating positive pairs become more challenging.

3 Method

Contrastive Loss  Contrastive (or InfoNCE [24]) loss tries to maximize the similarity of positive pairs and minimizes that of negative pairs:

$$\mathcal{L}_{\text{Contrast}} = - \frac{1}{n} \sum_{i=1}^{n} \log \frac{\exp(\frac{v_i \cdot v'_i}{\tau})}{\sum_{j=0}^{r} \exp(\frac{v_i \cdot v'_j}{\tau})}$$

where $n$ is the batch size, $\tau$ is a temperature to soften the similarity logits, and $v$ is the normalized representation vector. Note that we denote the representation from view1 as $v$ and from view2 as $v'$. Each is referred to as query and key in MoCo [7, 12]. Note that the loss function is the same with (r+1)-way softmax function for one positive and $r$ number of negative classes. Although the methods based on the contrastive learning showed impressive results [6, 7, 24], learning to discriminate the positive from negatives is likely to be overfitted. Since it relies heavily on discriminating instance-level semantics, once the model can discriminate the positive from the negatives, there is not enough chance to learn from the negatives. The contrastive loss equally pushes the given representation away from that of negatives. Applying adequate augmentations helps, but as [5] suggested, such augmentations are very sensitive to the combinations.
Mix-up Contrast  The motivation of MixCo is exploiting softened data and targets for the contrastive learning to relieve the instance discrimination problem by letting the model learn the implicit relationship between the positives and the negatives. Similar to mix-up training, MixCo generates mixed data \( x_{mix}^{i,k} \) using convex combination between data \( x_i \) and data \( x_k \), and its representation \( v_{mix}^{i,k} \) is defined as follows:

\[
x_{mix}^{i,k} = \lambda_i \cdot x_i + (1 - \lambda_i) \cdot x_k, \quad v_{mix}^{i,k} = f_{\text{encoder}}(x_{mix}^{i,k})
\]

where \( k \) represents any arbitrary data index in the same batch with \( x_i \). Now we have 2 semi-positive pairs of which each corresponds to data \( x_i \) and data \( x_k \). By letting the desired similarity to \( v_i' \) and \( v_k' \) as \( \lambda_i \) and \( 1 - \lambda_i \), respectively, we have:

\[
\mathcal{L}_{\text{MixCo}} = -\sum_{i=1}^{n_{mix}} \left[ \lambda_i \cdot \log \left( \frac{\exp \left( \frac{v_{mix}^{i,k} \cdot v_i'}{\tau_{mix}} \right)}{\sum_{j=0}^{r} \exp \left( \frac{v_{mix}^{i,k} \cdot v_j'}{\tau_{mix}} \right)} \right) + (1 - \lambda_i) \cdot \log \left( \frac{\exp \left( \frac{v_{mix}^{i,k} \cdot v_k'}{\tau_{mix}} \right)}{\sum_{j=0}^{r} \exp \left( \frac{v_{mix}^{i,k} \cdot v_j'}{\tau_{mix}} \right)} \right) \right]
\]

where \( n_{mix} \) is the number of mixed samples to be used at MixCo and \( \tau_{mix} \) is softening temperature for similarity logits. Finally, the total loss is defined as a combination of \( \mathcal{L}_{\text{Contrast}} \) and \( \mathcal{L}_{\text{MixCo}} \) using a hyperparameter \( \beta \):

\[
\mathcal{L}_{\text{total}} = \mathcal{L}_{\text{Contrast}} + \beta \mathcal{L}_{\text{MixCo}}
\]

Note that \( x_i \) and \( x_k \) are negatives (i.e., does not share the semantics) for each other. Therefore, the mixed image representation \( v_{mix}^{i,k} \) has semi-positive relation to the representations \( v_i \) and \( v_k \), which are from the original images. Learning to capture such a relation is much harder than merely discriminating against a single positive from the negatives, which leads to more efficient use of negatives. An example of MixCo application to MoCo [7, 12] is illustrated in Figure 2.

4 Experiment

4.1 Experimental setup

In unsupervised learning, we train ResNet [13] encoder with different depths on TinyImageNet. ResNet-34 and ResNet-50 encoder are trained for 200 epochs with batch size 128, and ResNet-18 is trained with 100 epochs. For MixCo hyperparameters, \( \beta = 1 \) and \( \tau_{mix} = 0.05 \). For linear evaluation, we follow the standard protocol, training a classifier for 100 epochs with initial learning rate 3.0 while freezing the pretrained encoder. Both in pretraining and linear evaluation, other unspecified hyperparameters are the same as MoCo-v2 [7], including augmentations, optimizer, and learning rate scheduler. SimCLR results are yet to be provided with thorough hyperparameter search.
4.2 Linear evaluation results

Table 1 shows the overall linear evaluation results on different pretrain setups. All the encoders are pretrained on TinyImageNet [22], and the linear classifier is trained to be transferred on different datasets. In the experiment, MixCo consistently improves on different encoder sizes and model sizes. Note that the encoders do not see the CIFAR10 [20] and CIFAR100 [20] datasets in the pretraining phase. MixCo also improves the results on such datasets, suggesting that the obtained embedding encoded by MixCo is not limited to a specific dataset used at the pretraining phase. The improvement by applying MixCo is most significant (+6.84%) at ResNet-18 with 100 epochs, where the smallest training resource is used. The comparison of the required training resources for pretraining is in Appendix A.2.

Table 1: Linear evaluation results on TinyImageNet[22] pretrained encoders.

| Architecture (epochs) | Method       | MixCo (ours) | Top-1 Accuracy (%) |
|-----------------------|--------------|--------------|---------------------|
|                       |              |              | TinyImageNet | CIFAR10 | CIFAR100 |
| ResNet-18 (100)       | Supervised   | -            | 63.96       | -       | -       |
|                       | MoCo-v2[7]   | X            | 35.79       | 71.02   | 48.81   |
|                       |              | O            | 42.65       | 74.25   | 53.23   |
|                       | SimCLR[5]    | X            | 35.30       | 70.64   | 47.48   |
|                       |              | O            | 36.44       | 71.44   | 48.32   |
| ResNet-34 (200)       | Supervised   | -            | 64.99       | -       | -       |
|                       | MoCo-v2[7]   | X            | 42.15       | 72.97   | 48.56   |
|                       |              | O            | 45.54       | 75.06   | 52.67   |
| ResNet-50 (200)       | Supervised   | -            | 67.03       | -       | -       |
|                       | MoCo-v2[7]   | X            | 45.82       | 78.57   | 58.21   |
|                       |              | O            | 49.96       | 80.60   | 59.36   |

4.3 Visualization of learned representations

The t-SNE[23] visualization of our learned representation is in Figure 3. As shown in Figure 3b, MixCo captures the semantics of data better than the baseline. We evaluate each result using Davies-Bouldin index [8] and Calinski-Harabasz index [3]. Note that in the Davies-Bouldin index, the lower value indicates the better result, whereas the higher value is better in the Calinski-Harabasz index.

![t-SNE Visualization](image)

(a) MoCo-v2 ResNet-18 Encoder (baseline)  
(b) MixCo ResNet-18 Encoder (ours)

Figure 3: Visualization of learned train set representations. Each encoders are pretrained on TinyImageNet. 10000 training samples from 10 different classes are used. The classes are randomly chosen to have different categories (ex. terrier, coat, bus). The evaluation metrics are at the title of each figure.

5 Conclusion

We introduce MixCo, a novel method applicable to recent self-supervised learning algorithms as on-the-fly, where contrastive learning is the key component. MixCo extends the concept of contrastive learning, which discriminates positive pairs from their negatives, to semi-positive pairs generated by the mix-up. By learning to capture the relative similarities for semi-positive pairs, the representations learned by MixCo show improved performance when transferred to downstream tasks. The improvement is more significant when training resource is limited, which implies the potential usefulness in real-world situations.
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A Appendix

A.1 Algorithm

**Algorithm 1** Pseudocode of MixCo on MoCo [12] in PyTorch-like style.

**Input:** encoder \( f_q, f_k \), training dataset \( X \), batch size \( B \), feature dimension \( C \), queue length \( K \), momentum \( m \), temperature \( \tau \) and \( \tau_{mix} \)

\[
f_k.params = f_q.params \quad \text{// initialize key encoder networks}
queue = torch.randn(C, K) \quad \text{// initialize a queue of K keys: [C x K]}
\]

for \( x \) in Dataloader(\( X \)): \quad \text{// load a minibatch \( x \) with \( B \) samples}
\[
x_q, x_k = \text{aug}(x), \text{aug}(x) \quad \text{// randomly augmented version for query and key}
\]

\[
\lambda \sim \text{Unif}(0, 1)
\]

\[
x_{mix}^q = \lambda * x_q[B/2] + (1 - \lambda) * x_q[B/2]:
\]

\[
q, q_{mix} = f_q.forward(x_q), f_q.forward(x_{mix}) \quad \text{// queries: B x C, mixup queries: [(B / 2) x C]}
k = f_k.forward(x_k).detach() \quad \text{// keys: B x C, no back-propagation on } f_k
\]

// MoCo update
\[
l_{pos} = \text{torch.bmm}(q.view(B,1,C), k.view(B,C,1)) \quad \text{// positive logits: [B x 1]}
l_{neg} = \text{torch.mm}(q.view(B,C), queue.view(C,K)) \quad \text{// negative logits: [B x K]}
\]

\[
\text{logits} = \text{torch.cat}([l_{pos}, l_{neg}], \text{dim}=1) \quad \text{// logits: [B x (1 + K)]}
\text{labels} = \text{torch.zeros}(B) \quad \text{// all positive logits are the 0-th, labels: [B]}
\text{loss} = \text{torch.nn.CrossEntropyLoss}(\text{logits} / \tau, \text{labels})
\]

// MixCo update
\[
l_{semi-pos} = \text{torch.mm}(q_{mix}.view(B/2,C), k.view(C,B)) \quad \text{// semi-positive logits: [(B / 2) x B]}
l_{neg} = \text{torch.mm}(q_{mix}.view(B/2,C), queue.view(C,K)) \quad \text{// negative logits: [(B / 2) x K]}
\]

\[
\text{logits} = \text{torch.cat}([l_{semi-pos}, l_{neg}], \text{dim}=1) \quad \text{// logits: [(B / 2) x (B + K)]}
\]

\[
\text{loss} += \text{torch.nn.KLDivLoss}(\text{logits} / \tau_{mix}, \text{labels})
\]

\[
\text{loss.backward()}
\]

\[
f_q.params = \text{torch.optim.SGD}(f_q.grads) \quad \text{// SGD update for query network}
f_k.params = m * f_k.params + (1 - m) * f_q.params \quad \text{// momentum update for key network}
\]

\[
\text{queue} = \text{enqueue_and_dequeue}(queue, k) \quad \text{// maintain the queue size by } K
\]

A.2 Memory and GPU time usage

| Architecture (epochs) | MixCo | Memory (GB/GPU) | Time (s/epoch) | Top-1 Accuracy (%) |
|-----------------------|-------|----------------|----------------|--------------------|
| ResNet-18 (100)       | X     | 3.5            | 132.6          | 35.79              |
| ResNet-18 (100)       | O     | 4.5            | 153.2          | 42.65              |
| ResNet-34 (200)       | X     | 4.3            | 246.3          | 42.15              |
| ResNet-50 (200)       | X     | 8.1            | 306.8          | 45.82              |

Table 2: Required resources to train MoCo-v2 [7] encoder. Every experiment is conducted on TinyImageNet with 2 RTX 2080Ti GPUs.

In Table 2, we compare the required resources to pretrain MoCo-v2 encoder with MixCo pretraining. Using MixCo is more efficient in memory, computation, and time than vanilla MoCo-v2. MixCo requires more (mixed) inputs than MoCo, and the number of additional inputs is half the batch size according to our implementation. The increased number of inputs implies the increment of memory and the computation of logit vectors. As with the ResNet-18 encoder, this causes around
×1.29 memory and ×1.16 time cost. Compared with ResNet-34 encoder, ResNet-18 MixCo encoder produces similar test accuracy. However, ResNet-34 encoder requires more computation due to the larger number of parameters. Therefore, training time is ×3.22 larger than ResNet-18 MixCo (note that ResNet-34 is trained for 200 epochs to be comparable with ResNet-18 MixCo performance).