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Methods

In order to provide a highly accurate probe of the HBT isomerization mechanism, we simulate the UV-pump/soft X-ray probe spectroscopy with quantum treatment of all degrees of freedom as follows: The \textit{ab initio} ground and excited-state potential energy surfaces are generated at the TDDFT level of theory, and the ground-state wavefunction is identified according to imaginary time propagation in the ground electronic state and instantaneously shifted to the excited electronic state to model the UV pump, with quantum dynamics of the molecule computed according to the low-rank tensor train split-operator Fourier transform (TT-SOFT) method. The resulting time-resolved X-ray spectra are computed as a convolution of the wavepacket with K-edge core excitations with transition energies and dipole strengths determined with the Maximum Overlap Method (MOM) and Time-Dependent DFT (TDDFT).

Potential Energy Surface

We describe the dynamics of HBT following photoexcitation in terms of full-dimensional ground and excited-state potentials based on a reaction surface approach\textsuperscript{1–3}, similar to the ones implemented in earlier studies of ESIPT.\textsuperscript{4–6} In the present work, we use mass-weighted normal modes, determined at the transition state of the \textit{S}_1 electronic state, as generalized coordinates to characterize the proton transfer dynamics. The normal mode displacement associated with the imaginary frequency is selected as the proton transfer reactive coordinate \(Q_1\). Additionally, the normal mode with predominantly components along the CCC internal in-plane bending mode \(Q_2\) is included. The latter modulates the N–O distance between the proton donor and acceptor moieties and is expected to be strongly coupled to \(Q_1\). Figure 2 shows the normal mode displacements.

Each full-dimensional potential energy surface \(V(Q_1, Q_2, z)\) is constructed as a quadratic
expansion around a two-dimensional reaction surface potential $V_0(Q_1, Q_2)$,

$$V(Q_1, Q_2, z) = V_0(Q_1, Q_2) + \frac{1}{2} [z - z_0(Q_1, Q_2)] \cdot \mathbf{K}(Q_1, Q_2) \cdot [z - z_0(Q_1, Q_2)],$$  \hspace{1cm} (1)$$

where $z$ represents the other 67 vibrational normal modes that are described as locally harmonic oscillators with force constants $\mathbf{K}(Q_1, Q_2)$ and equilibrium positions $z_0(Q_1, Q_2)$ parametrized by the reaction coordinates $Q_{1,2}$. The ab initio ground and excited-state surfaces $V_0(Q_1, Q_2)$ are determined by fully optimizing the geometry of the system with respect to all other degrees of freedom $z$, subject to the constraint of a fixed value of $Q_{1,2}$, at 12 and 20 equally spaced points in the range $Q_1 \in [-50.0, 60.0]$ a.u. and $Q_2 \in [-140.0, 240.0]$ a.u., respectively. The equilibrium coordinates $z_0(Q_1, Q_2)$ represent the normal mode displacements of the bath modes relative to the reference configuration and are computed by projecting the optimized $Q_{1,2}$-constrained geometry onto the normal mode displacement vectors determined at the transition state of the $S_1$ electronic state. The force constants $\mathbf{K}(Q_1, Q_2)$ representing the bath couplings are determined by computing the (mass-weighted) Hessian at each optimized $Q_{1,2}$-constrained geometry and projecting out the contribution due to the $Q_{1,2}$ reactive coordinates.\textsuperscript{2}

A hierarchical set of approximations can be applied to Eq. (1). If one neglects the coupling between the different bath modes (i.e. neglecting non-diagonal elements in $\mathbf{K}(Q_1, Q_2)$), the potential reduces to

$$V(Q_1, Q_2, z) = V_0(Q_1, Q_2) + \sum_j \frac{1}{2} K_{jj}(Q_1, Q_2) [z_j - z_{j,0}(Q_1, Q_2)]^2.$$

If one further neglects the dependence of $\mathbf{K}(Q_1, Q_2)$ on $Q_{1,2}$, the potential reduces to

$$V(Q_1, Q_2, z) = V_0(Q_1, Q_2) + \sum_j \frac{1}{2} \omega_j^2 [z_j - z_{j,0}(Q_1, Q_2)]^2$$

with $\omega_j^2 = K_{jj}(Q_1 = 0, Q_2 = 0)$. If one also neglects the $Q_{1,2}$-dependence on $z_0(Q_1, Q_2)$, the
potential reduces to

\[ V(Q_1, Q_2, z) = V_0(Q_1, Q_2) + \sum_j \frac{1}{2} \omega_j^2 z_j^2 \]  

(4)

where we have used the fact that \( z_{j,0}(Q_1 = 0, Q_2 = 0) = 0 \).

All excited-state calculations were performed at the TDDFT level of theory using the \( \omega \)B97XD functional and cc-pvdz basis set, as implemented in Gaussian 16. Solvent effects (dichloromethane) were included implicitly through the PCM polarizable continuum model.

To test the accuracy of the potential energy surface, in Figure 1 we present the (harmonic) IR spectra in the C=O spectral region for HBT in the \( S_0 \)-enol and \( S_1 \)-keto conformations. The ground-state spectrum is characterized by signals corresponding to C-C stretching and C-H rocking modes, and is in reasonable agreement with the experimental steady-state IR of HBT in non-polar solvents. After photoexcitation and enol-to-keto transformation, a new feature appears at 1544 cm\(^{-1}\), corresponding to the C=O stretching mode of the keto conformer, in excellent agreement with UV-pump IR-probe experimental observations.

These coarsely grained TDDFT potentials are used to generate a finer position-space grid to improve the accuracy of the quantum dynamics simulation in the reactive potential \( V(Q_1, Q_2) \). Potential values at positions intermediate between grid points are determined according to cubic splines, and potential values at positions outside of the original position space domain are defined to be equal to the value at the edge of the original domain. The resulting reactive potential energy surface is shown in Fig. 2 with representative large-amplitude mode dependent displacements and coupling constants in Fig. 3.

To reduce the computational cost associated with evaluation of the potential at all points on the 69-dimensional position space grid, the potential is compressed according to the low-
Figure 1: IR spectra (scaled by 0.95) for HBT in the enol $S_0$ state (black lines) and keto $S_1$ state (blue lines). Experimental spectra were obtained from Refs.\textsuperscript{5,6}. The band corresponding to the C=O stretching mode in the $S_1$-keto conformation is marked by the asterisk.
Figure 2: Top: Normal mode displacements of the large-amplitude modes associated with the proton transfer coordinate $Q_1$ and CCC internal in-plane bending coordinate $Q_2$. Bottom: Reactive potential energy surfaces $V_0(Q_1, Q_2)$ of the $S_0$ and $S_1$ electronic states as a function of the large-amplitude modes $Q_1$ and $Q_2$. 
Figure 3: Representative *ab initio* $Q_1$ and $Q_2$ large-amplitude mode dependent displacement (left) and coupling constant (right). In the adiabatic approximation, coupling constants are fixed to their $(Q_1, Q_2) = (0, 0)$ a.u. value.

The low-rank tensor-train approximation,\textsuperscript{15,16} a form of matrix product states\textsuperscript{17} defined as follows:

$$Q(i_1, ..., i_d) \approx \sum_{\alpha_1=1}^{r_1} \sum_{\alpha_2=1}^{r_2} \ldots \sum_{\alpha_{d-1}=1}^{r_{d-1}} A_1(1, i_1, \alpha_1) A_2(\alpha_1, i_2, \alpha_2) \ldots A_d(\alpha_{d-1}, i_d, 1), \quad (5)$$

where $i_j$ corresponds to the position space coordinates in physical dimension $j$ and $A_j$ is a three-mode tensor contracted to the neighboring tensors by indices $\alpha_{j-1}$ and $\alpha_j$. The low-rank tensor-train decomposition is adaptively computed via the cross approximation.\textsuperscript{15}

**Dynamics**

To monitor atomic motion in the HBT isomerization process, the *ab initio* potential energy surfaces are used to simulate dynamics of the HBT molecule with tensor-train split-operator Fourier transform (TT-SOFT) quantum dynamics. This method is employed to accurately incorporate quantum effects on the isomerization process, as it treats all of the molecule’s 69 normal modes fully quantum mechanically.\textsuperscript{18} Tensor train manipulations are performed with Oseledet’s TT-Toolbox for fast interpolation procedure\textsuperscript{19} via the cross approximation,\textsuperscript{15} which avoids calculation of the potential and wavepackets at all points on the position space grid. Tensor trains are evaluated with an relative accuracy parameter of $\epsilon = 10^{-14}$ and a maximum rank of $r_{\text{max}} = 10$ to yield an accurate, low-cost representation of physical
quantities such as the potential energy surface, wavepacket, and propagators.

TT-SOFT is employed for imaginary time propagation in the ground electronic state potential energy surface $S_0$ to determine the initial ground-state wavepacket. The ground-state wavepacket is then instantaneously excited to the excited electronic state $S_1$, whereupon real time propagation is used to investigate excited-state intramolecular proton transfer (ESIPT).

Both imaginary and real time propagation are carried out for $N_\tau = 800$ time steps of length $\tau = 12.5$ a.u. to accurately follow the motion of short wavelength normal modes, ensure convergence of the ground-state wavefunction, and follow the isomerization process, which is known experimentally to occur within $T = 250$ fs.$^{4,5,20,21}$ The position space grid in each direction is discretized into $N_p = 2^5$ equally spaced gridpoints for sufficient resolution of the potential energy surface. The large-amplitude modes are considered in the domain $Q_1 \in \{-100,100\} \text{ a.u.}$ and $Q_2 \in \{-250,250\} \text{ a.u.}$ and the bath modes are considered in the domain $Q_i \in \left(\frac{-10}{\sqrt{\omega_i}}, \frac{10}{\sqrt{\omega_i}}\right)$ to include the full extent of the wavepacket motion. Prior to imaginary time propagation, the wavepacket is initialized as a Gaussian wavefunction with a noise factor

$$
\psi_0 (x) = \prod_{j=1}^{D} \sqrt{\frac{m\omega_j}{\pi}} e^{\frac{m\omega_j}{2\sigma_j^2}(x_j-x_0)^2} + 10^{-16}\Theta (j - 50)
$$

(6)

$$
\Theta (j) = \begin{cases} 1 & j \geq 0 \\ 0 & j < 0 \end{cases}
$$

(7)

for particle mass $m = 1$ and frequency $\omega_j$, width parameter $\sigma_j$, and center $x_j$ of normal mode $j$ for $D$ dimensions. To initialize the wavepacket close to the true ground-state wavefunction while encouraging sampling of nonzero points in the cross approximation interpolation procedure, the Gaussian is initially centered at a position slightly shifted from the minimal position of the ground-state potential energy surface to facilitate fast identification of the ground-state wavefunction ($x_0 = -32.5$ a.u., $x_1 = 123.515625$ a.u., $x_i = z_{i,0}(0,0)$ for $i > 2$).
The Gaussian widths of the large-amplitude modes are defined by the harmonic approximation for the ground-state well ($\sigma_1 = 22.473$ a.u. and $\sigma_2 = 53.132$ a.u.) and those of the bath modes are defined in terms of the couplings ($\sigma_i = \sqrt{\frac{2}{\omega_i}}$ for $i > 2$).

The HBT motion represented by propagation of the initial wavepacket is evaluated by computing the average expectation value of position of each coordinate, which is given by the inner product of the wavefunction and the corresponding position-space operator acting on the wavefunction.

**Time-Resolved UV-Pump/X-Ray Probe Spectra**

The overall behavior of the HBT molecule during isomerization is investigated via prediction of the transient X-ray absorption spectrum (TRAXS). The transient X-ray spectral lineshape is modeled as an incoherent superposition of core excitations weighted by the magnitude of the nuclear wavepacket at a given time instant, namely

$$I(\omega, t) = \sum_k \int dQ |\Psi(Q, t)|^2 |\mu_k(Q)|^2 \delta(\omega - \omega_k(Q))$$

(8)

where $\Psi(Q, t)$ represents the wavepacket at time $t$ and nuclear coordinates $Q$, $\omega$ is the photon energy, and $\omega_k(Q)$ and $\mu_k(Q)$ correspond to the $k$-th electronic transition energy and transition strength, respectively.

In the present work, for simplicity we approximate the nuclear density along the bath modes by a Dirac delta function at the expectation value of the position operator, given by $\bar{z} = \int dQ |\Psi(Q, t)|^2 z$. Therefore, the transient X-ray spectrum was calculated as

$$I(\omega, t) = \sum_k \int dQ_1 dQ_2 |\Psi(Q_1, Q_2, \bar{z}, t)|^2 |\mu_k(Q_1, Q_2, \bar{z})|^2 \delta(\omega - \omega_k(Q_1, Q_2, \bar{z}))$$

(9)

The evaluation of the integral over the $Q_{1,2}$ quantum coordinates was performed by Monte Carlo sampling, using the ratio between the nuclear density as the acceptance parameter in the Metropolis algorithm.\textsuperscript{22} Forty configurations were sufficient to converge the spectra. The
spectral sticks were broadened with a Lorentzian envelope with full width at half maximum of 0.5 eV to approximate the core-hole lifetime broadening of each atom and take into account experimental resolution.

The X-ray transition energies and dipole strengths for the excited $S_1$ state were obtained by a combined Maximum Overlap Method (MOM)\textsuperscript{23,24} and Time-Dependent DFT\textsuperscript{25} approach as implemented in the Q-Chem package.\textsuperscript{26} The MOM strategy was used to obtained the $S_1$ electronic wavefunction, which was subsequently used as a reference state to perform TDDFT core excitations. The initial guess for the MOM-SCF procedure was taken as $[\text{HOMO(}\alpha\text{)}]^1[\text{LUMO(}\beta\text{)}]^1$ to resemble the hole and particle NTO of the transition from the ground state to the valence-excited state. We used the initial MOM (iMOM) method\textsuperscript{23,24} instead of standard MOM to ensure convergence to the desired $S_1$ reference electronic state. From the $S_1$ reference state, TDDFT calculations were performed with a reduced single-excitation space that included the nitrogen or oxygen 1s orbital and all the virtual orbitals to obtain 30 core-valence X-ray excitations. All calculations were performed using the $\omega$B97XD functional\textsuperscript{7} and cc-pvdz basis set,\textsuperscript{8} with dichloromethane employed as implicit solvent through PCM.\textsuperscript{10–14}

**Fully Quantum Treatment of 69D Dynamics**

The fully quantum treatment of HBT dynamics successfully reproduced known behaviors of the HBT isomerization reaction. The average trajectory was found to be in agreement with previous experimental and theoretical findings, as shown in Fig. 4. The expectation value of the OH normal mode coordinate $Q_1$ shifted from a position in the enol$^*$ well to the keto$^*$ well within 200 fs, in agreement with previous results that suggest excited-state intramolecular proton transfer (ESIPT) occurs within 200 fs.\textsuperscript{4,5,20,21} The expectation value of the OH stretch coordinate remained in the keto$^*$ well for the remainder of the examined dynamics, which agrees with previous findings that suggest equilibrium is achieved within 400 to 600 fs. The expectation value of the large-amplitude mode coordinate corresponding
to the CCC normal mode exhibited an oscillation with a period on the order of 250 fs, which suggests proton/hydrogen transfer is accompanied by a ring-bending motion on the same timescale. The theoretically determined population of keto isomers supported previous findings that significant keto$^*$ formation occurs within the first 50 fs of dynamics and features oscillations on timescales below 50 fs.\(^4\)

![Graphs of OH Stretch Mode, C-C-C Stretch Mode, and Population of Keto Isomers](image)

Figure 4: Expectation value of position of the large amplitude mode coordinates $Q_1$ (left) and $Q_2$ (center) and population of the keto isomer (right) confirmed the expected dynamics of HBT isomerization.

Further support for the accuracy of the quantum simulation was given by the probability density evaluated at the large amplitude mode coordinates (holding bath mode positions fixed at their expectation value, see Fig. 5). The tunneling of the wavepacket out of the enol$^*$ well in the first 50 fs and into the keto$^*$ well within the first 250 fs was in agreement with previous experimental and theoretical results, as was the equilibration of the wavepacket in the enol$^*$ well for the remainder of the simulated dynamics.

Furthermore, the probability density demonstrated tunneling plays a significant role in the isomerization process. At 90 fs – 240 fs after the instantaneous pump, both the keto$^*$ and enol$^*$ isomer states are observed, in line with the hypothesis that HBT isomerization does not occur in a concerted fashion and involves quantum effects in which both isomers participate in the isomerization process. The dynamics therefore reflected the full range of behaviors involved in HBT isomerization, including OH and CCC normal mode oscillations and tunneling effects.
Figure 5: Probability density in terms of large amplitude mode coordinates $Q_1$ and $Q_2$ during the HBT isomerization process with integration over quantum bath modes.
Evaluation of Potential and Spectrum Approximations

The accuracy of the 69-dimensional potential energy surface was evaluated through comparisons of dynamics and transient absorption X-ray spectra for varying rank, numbers of quantum bath modes, approximations to the full potential energy surface, and trajectory sampling.

The accuracy of the low-rank approximation to the reactive potential is verified in Fig. 6. Cross approximation of the reactive potential without subsequent rounding to a lower rank yields a reactive potential in agreement with the rank four result, which suggests the maximal rank 10 used to generate the dynamics is sufficient to accurately reproduce the potential energy surface. Similar results are obtained for the coupling and displacement parameters, as shown for the examples in Fig. 7.

Evaluation of the dynamics for differing numbers of quantum bath modes supports the need for inclusion of a large number of bath modes for successful simulation of HBT isomerization. As shown in Fig. 8, inclusion of only the reactive coordinates is insufficient to model irreversible formation of the keto isomer, as the molecular system is unable to dissipate energy into the bath coordinates. This results in periodic reformation of the enol isomer. As the number of bath modes included is increased, HBT approaches aperiodic formation of the
Figure 7: Low-rank tensor-train approximation of an example large-amplitude mode dependent (left) displacement and (right) coupling constant.

keto isomer as expected from previous UV-IR experiments.

Figure 8: Expectation value of the large-amplitude mode coordinates $Q_1$ and $Q_2$ with inclusion of zero to 67 bath modes.

The need to include a large number of bath modes to simulate equilibration of the keto isomer is also supported by visualization of the probability density as a function of the number of large-amplitude modes, as shown in Figs. 5 and 9. In lower-dimensional examples, the wavepacket tunnels back and forth between the two isomeric wells, whereas the 69D result yields the expected irreversible keto formation.

In Figure 10, we present the time-resolved (TR) N and O K-edge XANES of HBT after photoexcitation for the 2D model, without bath modes. The TR spectra is characterized by well-separated peaks near 384 eV and 388 eV in the N K-edge spectrum and 516 eV, 520 eV,
Figure 9: Probability density as a function of the large-amplitude mode coordinates $Q_1$ and $Q_2$ with integration over the 18 lowest frequency bath modes.
and 522 eV in the O K-edge spectrum. In the absence of the quantum bath modes, the peak oscillations closely agree with the oscillations of the expectation values of the large-amplitude mode coordinates on which the spectra are based. As in the expectation value of position of the coordinates, the spectral peaks at the initial and final times examined agree, which suggests a reformation of reactants indicative of the absence of the needed quantum bath.

Figure 10: N K-edge (left) and O K-edge (right) TRXAS for HBT after photoexcitation with consideration of only the large-amplitude modes and omitting bath modes. Inset panel shows NEXAFS spectra at the initial enol* (black curve) and final keto* (red curve) conformation.

Fig. 11 illustrates the improved accuracy of the TRXAS spectra from Monte Carlo sampling of the probability density in contrast to inclusion only of the average trajectory. Whereas the TRXAS computed via Monte Carlo sampling includes paired peaks at the reactant and product frequencies during the isomerization process in the O and N K-edge spectra, the TRXAS computed only with average trajectories yields a single peak that interpolates between these two values. This suggests sampling of the probability density beyond the average trajectory is required to demonstrate the full role of quantum effects in the isomerization process. Nonetheless, the average trajectory is valuable in isolating the reactant and product frequencies in the TRXAS as well as the overall time-dependent behavior of the molecule.
Figure 11: N K-edge (left) and O K-edge (right) TRXAS for HBT after photoexcitation considering the average trajectory. Inset panel shows NEXAFS spectra at the initial enol* (black curve) and final keto* (red curve) conformation.

**Charge Dynamics**

Figure 12: Time evolution of the Mulliken charges on the phenyl ring, benzothiazole ring and transferring H atom. Note the different scale of the data (as indicated by the colored border of the axis).
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