Multi-task recommendation system for scientific papers with high-way networks
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Abstract—Finding and selecting the most relevant scientific papers from a large number of papers written in a research community is one of the key challenges for researchers these days. As we know, much information around research interest for scholars and academicians belongs to papers they read. Analysis and extracting contextual features from these papers could help us to suggest the most related paper to them. In this paper, we present a multi-task recommendation system (RS) that predicts a paper recommendation and generates its meta-data such as keywords. The system is implemented as a three-stage deep neural network encoder that tries to maps longer sequences of text to an embedding vector and learns simultaneously to predict the recommendation rate for a particular user and the paper’s keywords. The motivation behind this approach is that the paper’s topics expressed as keywords are a useful predictor of preferences of researchers. To achieve this goal, we use a system combination of RNNs, Highway and Convolutional Neural Networks to train end-to-end a context-aware collaborative matrix. Our application uses Highway networks to train the system very deep, combine the benefits of RNN and CNN to find the most important factor and make latent representation. Highway Networks allow us to enhance the traditional RNN and CNN pipeline by learning more sophisticated semantic structural representations. Using this method we can also overcome the cold start problem and learn latent features over large sequences of text.

Index Terms—I. Scientific paper recommendation, 2. Deep Learning, 3. Multi task learning, 4. Collaborative filtering

I. INTRODUCTION

Scientific research is a systematic approach to reporting advanced knowledge to the world. Many studies have looked at the growth rate of scientific publications and results shows that science has been progressed greatly over the past century. Finding and having access to publications among this huge number of articles, plays a key role for researchers. This motivates utilisation of this massive data and develop a practical system to suggest most relevant articles to researchers. Using a recommendation system (RS) could help to develop a systematic approach to filter out information and recommend papers that align to their research interests.

Generally, Recommendation system can be built using various method such as collaborative filtering (CF), a content-based and hybrid technique. CF methods produce user specific recommendations of items, based on patterns of ratings or usage without the need for external information about either items or users. In order to make recommendations, CF systems need to relate two fundamentally different entities: items and users. There are two main approaches to facilitate this in CF: the neighbourhood approach and latent factor models. Neighbourhood methods compute relationships between items or, alternatively, between users. Latent factor models, such as matrix factorisation, represent an approach by mapping items and users to a low-dimensional space, and compute a user-item preference score based on a function of two (i.e., user and item) latent vectors. In content-based techniques, the system attempts to recommend items similar to those a user preferred in the past. In this case, the recommendations are based on the content of a given item, not on other users’ opinions as in the case of collaborative filtering. These techniques are vulnerable to over-fitting, but their advantage is, they don’t need any data from other users side.

Both the CF and the content-based approach have some weaknesses. In the CF this is the cold start issue and the primary drawback of content-based filtering systems is their tendency to over-specialise item selection and predicting only very similar items to the previously seen items. To overcome these issues, several approaches suggest using hybrid models that use both content and user-item patterns to make the best suggestions to users. Using a CF matrix and latent information from text is normally the best way to create hybrid models. There’s potential to solve the cold start issue and also overcome the sparsity problem. Many older approaches such as topic modelling and bag-of-words are based on this strategy but their main shortcoming is they ignore the relation between words in the sequences of input text.

In recent years, a variety of deep learning models have been applied successfully in various applications that include text analysis, machine translation, image captioning, document summarisation, scientific paper recommendation systems and others. Using RNN to extract latent information and representing text as embedding vectors has been one of the main approach to modelling textual semantic information. Apply deep learning on the task of recommendation systems for scientific papers. In Trapit et al. implement an encoder using Gated Recurrent Neural Network to map text input to a latent factor vector. The model is trained end-to-end and has benefits such as taking into account the word order, the ability to make multi-task predictions of articles to users and tags for papers. However, for long sequences, RNNs, even when using a gating mechanism, identifying the relevant
in this paper we use a 3-stage deep neural network proposed in [33] for text representation. This includes an RNN, a highway layer and a CNN. This model tries to combine the benefits of RNNs and CNNs to extract the best information from long sequences of text. Combined with a highway layer the network is capable of learning structural representations and associating them with individual word representations. We combine our text mapping encoder with a CF technique [2] and model sequential language model as an input to supervised multi-task learning that predicts both the rate and the meta data. We also show how this approach can be used in the case of the cold start and user-item matrix sparsity. We evaluate our model on the CiteULike dataset. Our results show that this approach improves the recommendation task for scientific papers. We compare our model with the GRU [3] and the embedding model [32] on both long and short sequences of text. We find that this model is very promising for the RSs task with a considerable improvement of performance compared to other models. Additionally, our analysis of how sequence length effects the the RCNNs with highway layers shows that this model learns good representations for long sequences of text.

II. BACKGROUND AND PROBLEM FORMULATION

A. Scientific paper recommendation

The number of academic studies is increasing every year and with the development of technology the interest in digital resources and access to information has increased over time. Researchers use and read exciting articles to improve their studies and find new challenges in their scientific area. They spend a lot of time and struggle to find the relevant articles. The purpose of article recommendation system is to reduce this time and suggest to them the articles that aligns with their research interest and that they may not even be aware of [5]. Due to the large knowledge on the web and the need to filter it, recommendation systems (RS) have become vital tool [10]. Paper RSs aim to help researchers find the relevant papers by calculating and ranking publications and recommend a top N papers associated with a researcher’s focus of interest [1]. There several methods for scientific RS.

Most traditional research paper RSs rely on a keyword-based search technique [9], [28]. The results of a keyword-based searching are not always suitable and the number of obtained items is relatively large. Researchers then have to filter the search results to get the items needed [13]. Research paper RSs are mainly focused on the frequency of citations. Citation databases such as CiteSeerX[1] apply citation analysis in order to identify papers that are similar to a given paper [18], [34], [35]. Recently, making use of a matrix factorisation, a kind of CF technique, has become as the most efficient and accurate approach [3]. The approaches based on frequencies of citation and CF may face the cold start problem. Content-based methods, on the other hand, recommend items based on their characteristics as well as specific preferences of a user [16]. Pazzani [20] studies this approach in depth, including how to build user and item profiles. However, as we mentioned before, these models struggle with a limitation to suggest similar papers to other users and they are limited by sparse libraries of users. The hybrid approach, tries to combine both collaborative and content-based recommendation. It is the most efficient approach which includes Collaborative Topic Modelling [30], Collaborative Deep Learning [32] and GRU [2].

B. Problem formulation

We consider a general RS problem where the goal is to model the preference of papers for users by predicting the rate for each user-item pair that the user has not seen or even when the paper is new in the system. Then we make top N recommendations for each user. The two main elements in each RS are users and items: here items are scientific articles and users are researchers. We will use I for users and J for items.

We formulate a CF matrix of the user-item rate by R. In this matrix, we set the rating for user i for item j as rij notation. As [2] we consider rij as implicit feedback that is typically defined as follows:

\[
rij = \begin{cases} 
1, & \text{if user}_i \text{ interacts with item}_j, \\
0, & \text{otherwise}
\end{cases}
\]  

where the ones refer to a positive or observed feedback, and the zeros refer to the missing or unobserved values. The j-th text item is in a sequence of nj word tokens, \( W_j = (w_1, w_2, w_3, ..., w_n) \), where each token is one of the V words from the vocabulary that we create from our paper collection. For each text item we have number of tags that we represent as follows:

\[
t_{jl} = \begin{cases} 
1, & \text{if item}_j \text{ has tag}_l, \\
0, & \text{otherwise}
\end{cases}
\]

Same as with the rate, we assign t_{jl} one if the item j has a tag l otherwise we assign it a zero.

In this task our goal is to find a list of ranked items that a user has not seen before and make a top N recommendations to them. We implement an encoder to map a text input to an embedding vector, learn user, item and tag embedding vectors and make simultaneous predictions of rates and tags. We use \( u_i \) for a user with an index i, \( i_j \) for item with an index j and \( t_l \) for tag with an index l. In the next section we describe our model and how to learn efficient text representations from longer sequences of text.

III. THE RHCNN MODEL

Capturing contextual semantic information from text plays an important role in many applications. For this reason several ways to represent structure from text have been designed and implemented [36]. Most of the previous approaches use the bag-of-word approach to represent text but in such case they...
only rely on word embedding vectors which consider words as independent features. They ignore interactions between words and the order of a text [3]. It is evident that for long sequences of text an architecture with a capability of capturing this semantic information is needed. However, using an RNN alone is not sufficient to represent the semantics of text as features. To overcome this issue we use RCNN-HW [33] as a encoder for mapping text to an embedding vector. This is a 3-layer encoder that captures semantic information from the input and represents it as a vector. This allows us to improve the representations for long sequences of text and therefore we are able to represent more fine-grained semantic features. We expect that this will be able to predict better the meta-features. They ignore interactions between words and the order of a text [3]. It is evident that for long sequences of text and therefore we are able to represent more fine-grained semantic features. We expect that this will be able to predict better the meta-

A. Long sequence text mapping encoder

Building word and text representations is a basic task in natural language processing. A good representation method can learn a good approximation of the grammar and the semantics of natural language. Recurrent neural networks (RNNs) can make a use of contextual information when modelling textual representation due to their sequential nature [22], but long-distance dependencies are gradually lost with the gradient propagation [4]. RNNs with “deep” transition functions remain difficult to train, even when using a gating mechanism.

We replace the embedding representations of [2] with more sophisticated embedding representations that are able to learn from sequential representations of longer documents and can be used for the RS task in a multi-task learning configuration.

1) The first stage: Recurrent neural networks have a potential to map a sequence of a variable length to a fixed-length embedding vector and learn the underlying relations from text [29]. However, it has been shown that traditional RNNs cannot capture long sequence dependencies because of the vanishing gradient problem [8]. This occurs when the back-propagation algorithm attempts to updates the weights of units backwards [22]. There are two main approaches to address this issue: Long Short-Term Memory (LSTM) [15] and Gated Recurrent Unit (GRU) [6]. Because of a lower complexity and a competitive performance [2] we use a (bidirectional) GRU in this task. As shown in Figure 2 we feed a tokenised sequence as an input to the model. We use a pre-training technique to convert a sequence of words to a \( k \) dimensional embedding vector and represent the text input as \( W_j = (e_1, e_2, e_3, ..., e_n) \). The word embeddings are fed to a GRU which produces contextualised word embeddings. The contextualised word embeddings are concatenated with the original embeddings which produces the final embeddings represented as a vector of a fixed length.

2) The second stage: Highway layers enable training deep feed-forward networks through the use of adaptive computation. It is a simple solution to optimise very deep neural networks. This mechanism, like LSTM, utilises a trainable gating mechanism to adaptively transform or bypass the signal so that the network can combine information from structural representations of varying depths [26]. As shown in Equation 3 a highway has two non-linear gates:

\[
y_t = H(x, W_H).T(x, W_T) + x.C(x, W_C)
\]

- Transformer (T): The \( T \) gate controls how much of the activation is passed through
- Carry (C): the \( C \) gate controls how much of the unmodified input is passed through

\( H, T \) and \( C \) typically utilise a sigmoid (\( \sigma \)) non-linearity function. In practice for simplicity Equation 3 can be changed to:

\[
y_t = H(x, W_H).T(x, W_T) + x.(1 - T(x, W_T))
\]

shown in Figure 2 the input of this layer is a list of concatenated each word embeddings generated by the GRU.
Figure 2. The proposed architecture for multi-task learning. We convert each token to a word embedding vector. This is then fed to a 3-stage network that encodes it to a fixed-length embedding vector. The output of the network are user-paper rates and predicted tags.

Similar to the memory cells in the GRU networks, highway layers allow to carry some information from the input directly to the output. In our case the highway is used to combine word-level features with document-level features and therefore learn semantic representations that require connecting different levels of linguistic structure.

One advantage of the highway architecture is that the network can learn to dynamically adjust the routing of information based on the current input. Also, highway networks allow us to examine how much computation depth is needed for a given problem which can not be easily done with other networks. In this stage we use one highway layer.

3) The third stage: We add a two layers of CNNs to detect structural patterns of semantic representations in the output of the previous stage and create a fixed-length vector semantic representation of the entire text.

B. Multi-task learning

1) Article recommendation: The system should recommend to users papers based on their choice history of papers. We use our semantic textual representation to provide information about the content of papers. For this hybrid CF and content-based method we need an item and a user embedding vector as well as item semantic information. The rate prediction is now defined as:

\[
\hat{r}_{ij} = bias_i + bias_j + \tilde{u}_i^T F(\tilde{x}_j),
\]

\[
F(\tilde{x}_j) = g(x) + \tilde{v}_j
\]

According to Equation 6 our system is trained to learn a user embedding vector, a text embedding vector \(g(x)\) as well as user and item biases. Equation 5 also shows that when an item is new in the system and \(v_j\) is unknown, we can still predict the rate since we have a text embedding vector.

To learn these parameters we could use any cost function \[2\]. Since we do not want to train unseen and seen data separately we use a weighted mean square:

\[
C_R(\theta) = \frac{1}{|R|} \sum_{(i,j) \in R} c_{i,j}(\hat{r}_{i,j} - r_{i,j})^2
\]

2) Meta-data prediction: Trying to find more information about a user or an item is a priority of each of the RS tasks, in our case to successfully predict the rate and the meta-data for items. the text embedding vector could potentially be also used for meta-data prediction. This process is useful in cases where an item is new and this meta-data can be used for classification. However, the main benefit of this component is in deep training. As user-item rate matrix is highly sparse and some items have been seen very rarely, semantic information
from documents will compensate such lack of information. The tags can be associated with papers by the probability of observing a tag \( t \) on an item \( j \):
\[
t_{ij} = \sigma f(\tilde{x}_j)^T t_i
\]
The embeddings for tags \( t_i \) has to be learned. For learning the tag embeddings we use a binary cross entropy as a cost function:
\[
C_T(\theta) = \frac{1}{|T|} \sum_j \sum_l t_{j,l} \log \hat{t}_{j,l} - (1 - t_{j,l}) \log(1 - \hat{t}_{j,l})
\]

C. Multi task learning

Multi-Task Learning (MTL) is learning several tasks at the same time where knowledge from one task helps another related task as some representations are shared \[23\]. An important motivation of MTL is to alleviate the data sparsity problem where each task has a limited number of labelled data. MTL can help reuse existing knowledge and reduce the cost of manual labelling of data. MTL models can achieve better performance than single-task counterparts \[11\] because they utilise more data from different learning tasks when compared with single-task learning. Common representations are learned in the early layers of a network, while task-specific representations are learned in the latter layers \[24\]. In our case the tasks are predicting meta-data and user-item rate:
\[
C(\theta) = \lambda C_R(\theta) + (1 - \lambda) C_T(\theta)
\]
where \( \lambda \) is a hyper-parameter.

IV. DATASETS AND IMPLEMENTATION DETAILS

A. Data

1) CiteULike: We use two datasets of scientific articles and user information for evaluations. CiteULike\[2\] was a website that offered a service to help researchers create their own library and store, organise, and share the scholarly papers they have read. The rate that our system predicts is based on user-information for evaluations. CiteULike

2) Out of matrix prediction (cold start): This case is when we add completely new papers to the system which have not been previously seen by anyone. For the evaluation model we use a 5-fold cross-validation of papers in the training set and make a test list for users using the folds from the test. Note in this case all users have the same test list and it is guaranteed that it contains none of the articles in the training set for any user.

C. Experimental details

1) Text pre-processing: For each article we concatenate its title and abstract and do not remove the stop words. We use a simple tokeniser. We replace numbers with <NUM> and those word that appear less than 5 times in the vocabulary with the <UNK> token. We use the tf-idf technique to automatically produce tags for some articles that have no tags assigned to them to make a fair comparison for all user-articles pairs.

2) Training: We pre-train the GRU in our model on a large corpus of abstracts. We collected 2 million of abstracts from ACM paper\[5\], Aminer\[9\], ArXiv\[5\] and CiteULike\[6\]. We compare our model with the GRU\[2\] and Embedding\[32\].
models. For the Embedding model we compare the results to the results cited in the GRU paper [3]. For the GRU we re-implement their model as we do not have access to their code and keep their hyper-parameter settings. For all models we set the word embedding dimensions to \( K_w = 200 \). In the GRU model we follow the setting reported in the paper which is \( h_{x1} = 400 \) and \( h_{x2} = 200 \) for the first and the second RNN hidden state dimensions. For the RHCNN we set \( h_{x1} = 400 \) for the contextualised language model and \( h_{x3} = 500 \) for the convolution layer. For Max-pooling to pool the final representation pooling layer we use \( p = 200 \) (like \( K_w \)). Dropout is used on every layer of the network with probabilities of 0.3, 0.3, 0.2 respectively.

For both GRU and RHCNN we use the same strategy for training and testing. As [3] we do not use different weights for negative and positive samples. As the number of papers with no likes is much larger than papers with likes we use a different strategy for training the model. We create mini-batches of randomly selected users and for each user in a mini-batch we sample one positive and one negative item pair. Instead of different weighting for items in the \( R \) matrix we set weights as in [3] for the cost function in Equation 7. The models are optimised using a stochastic gradient descent and the Adam algorithm. We run the models in 20k randomly sampled data where each mini-batch contains 512 samples. We use early-stopping based Recall on the validation set.

V. RESULTS

In this section we discuss the results and a comparison of the RHCNN models with the GRU [3] and the Embedding [32] model. All of the models have been implemented in the hybrid MTL configuration. We consider two experiments, one containing texts of 200 tokens (short version) and another containing texts of 400 tokens (long version). For the long experiment we only compare RHCNN with GRU since they are mapping sequences of text to embedding vectors and the Embedding model only uses word embedding vectors. In this context the order or the number of tokens is not important. Our main goal is to have a model that performs over longer sequences. We set \( \text{Top@} M \) to \( M = 10, 20, \ldots, 100 \). Table I and II summarise Recall@50 for all models in both long and short versions.

1) Warm-Start: Figures 3 and 4 show the results for the RHCNN, GRU, and the Embedding model using both CiteULike-a and CiteULike-t datasets using the short version of the text input. RHCNN works well on both datasets. However when \( M \) becomes large fewer user ratings are available to help CF give good recommendations and the contribution of the content becomes more important. Considering the RHCNN performance, even in the warm-start condition the role of the contextualised semantic representations is very important. RHCNN recommends articles 8.7% on CiteULike-a and 8.5% on CiteULike-t better than other models with recall@50. It is therefore important that encoder can extract semantically information from texts that are longer. Longer sequences mean there may be more semantic information but also note that it is hard for neural architecture to find dependencies between such information. Figure 5 and 6 show results comparing RHCNN with GRU. We see that over longer sequences our model can make better predictions than GRU as it can better relate the semantic information in the text.

2) Cold-Start: Cold-start recommendations are made on new articles, unseen during training. Therefore, there is no embedding vector for an item and \( v_j \) in Equation 6 is unknown so we only rely on the item’s content. In Figure 7 and 8 we see that RHCNN performs considerably better than either GRU and Embedding over short texts. On CiteULike-a RHCNN performs better by 10% and on CiteULike-t by 13% than other models. In [3] Trapit et al. report the performance on CiteULike-t higher than on CiteULike-a attributing this to more sparsity in this dataset and because results in this dataset depend on contextual information. In Figure 9 and 10 we see our advantage when sequences of text are long.

Overall, we can conclude that our model is flexible over different conditions. We see that our model performs better over both long and short texts and in cold and warm-start conditions than other models.

3) Tag Predictions: Predicting the meta-data such tags for articles is expected to help the RS in predicting user-item rates. This is because tags encode topics that might be taken into account when determining the preference. We report recall@50 for tag predictions on articles in Table I and II. In the warm-start scenario we train articles on their tags. Hence, in this task tags prediction is meaningless. Therefore, we learn tag prediction only in the cold-start scenario. The results indicate that tag prediction is much better in the RHCNN model than other models and we attribute this to the benefits of contextualised semantic information learned with Highway Networks. On CiteULike-a with recall@50 and with 400 tokens we get a %14 increase in performance and on
CiteULike-t %10.45 compared with the GRU model.

VI. CONCLUSIONS AND FUTURE WORK

We proposed a novel method for recommendation systems of scientific papers but which could also be extended to other recommendation tasks. We demonstrate that analysing the paper’s content and extracting unseen semantic information from text is one of the strengths in creating a hybrid recommendation system that relies both on collaborative filtering and item features. We employed a neural network that uses a highway mechanism to relate semantic information that can be presented as different long or short dependencies over larger sequences of text. Our results indicate that the proposed system can deal with the difficulty of a cold start and user-item matrix sparsity. For the next step, we plan to experiment with different sampling methods to reduce the amount of data needed to train the network without effecting its performance as well as
compare our semantic representations that were tailor-trained on the scientific texts with the general semantic representations obtained through BERT.
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