It is shown that the violation of the positiveness of the entropy due to the Casimir-Lifshitz interaction claimed in several papers is an artifact related to an improper interpretation of the "Casimir entropy", which actually is a difference of two positive terms. It is explained that at definite condition this "Casimir entropy" must be negative. A direct derivation of the low temperature behavior of the surface entropy of a metallic surface in conditions of the anomalous skin effect is given and singular temperature dependency of this quantity is discussed. In conclusion a hydrodynamic example of the entropy of a liquid film is considered. It occurs that the entropy of a film of finite thickness and a liquid half-space behave differently at $T \to 0$.
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**PHYSICAL MEANING AND PROPERTIES OF THE "CASIMIR ENTROPY"**

Recently much attention has been devoted to the calculation of the entropy related to the Casimir-Lifshitz forces[1–8]. The common point of these papers is the calculation of the so-called "Casimir entropy", which is defined as

$$S_C(T, l) = -\int_{l}^{\infty} \left( \frac{\partial f}{\partial T} \right)_l dl ,$$

(1)

where $f(T, l)$ is the force between bodies and $l$ is the distance between bodies. (I am using units such that $k_B = \hbar = 1$. In my notation $f$ is negative for attraction.) It was taken for granted that $S_C$ is the proper definition of the entropy and must possess all properties of the entropy, particularly it must be positive. I will present here considerations that it is not so in general.

It is important to recognize that the Lifshitz theory only gives rigorously the quantity for which it was developed, i.e. the force $f(T, l)$ for $l \gg d$, where $d$ is the interatomic distance[9, 10]. It is impossible to calculate in this theory full free energy or entropy in terms of dielectric properties of bodies, because these quantities are mainly defined by short-distances interactions and are divergent in the Lifshitz approximation. According to thermodynamics

$$f = -\left( \frac{\partial F}{\partial l} \right)_T ,$$

(2)

where $F$ is the free energy. Differentiation with respect to $T$ gives

$$\left( \frac{\partial S}{\partial l} \right)_T = \left( \frac{\partial f}{\partial T} \right)_l .$$

(3)

The derivative $(\partial S/\partial l)_T$ is the only information about entropy given by the Lifshitz theory. For regular bodies (quantum fluids and their mixtures, regular solids) Nernst’s theorem demands that $S(T, l) \to 0$ as $T \to 0$. Thus, in this limit

$$\frac{\partial S}{\partial l} = \frac{\partial f}{\partial T} \to 0 .$$

(4)

Notice that the limit $T \to 0$ must be taken at constant $l$. Integration gives

$$\Delta S(T, l, l_0) = S(T, l) - S(T, l_0) = \int_{l_0}^{l} \frac{\partial f}{\partial T} dl .$$

(5)

Of course, again $\Delta S \to 0$, when $T \to 0$. This is the only consequence of the theorem we can derive. To my knowledge this condition and condition \[4\] were not violated in any proper calculations for regular bodies, i.e. in calculations
where meaningful models were solved correctly. However, $\Delta S$ is a difference of two positive terms and it is impossible to say anything about its sign. There are also no restrictions on the sign of the specific heat difference which can be obtained from (5):

$$T \frac{\partial \Delta S}{\partial T} = C_V(T,l) - C_V(T,l_0) = T \int_{l_0}^{l} \frac{\partial^2 f}{\partial T^2} dl .$$  

(6)

The "Casimir entropy" (1) can be obtained from (5) choosing $l_0 = \infty$:

$$S_C(T,l) = \int_{\infty}^{l} \frac{\partial f}{\partial T} dl = S(T,l) - S(T,l = \infty) .$$  

(7)

In general, it is impossible to say anything about the sign of $S_C$. However, sometimes it is possible to connect the appearance of a negative $S_C$ with the temperature dependence of $S_C$ and $\partial S_C/\partial l$ as $T \to 0$. The point is that the temperature dependence of $\partial S_C/\partial l$ is the same as the first term in $S_C$. However, the situation with the second term is different. The limit $l \to \infty$ results in the appearance of two free surfaces of the bodies. They are new physical objects and their thermodynamic properties can be different from the properties of a finite gap between bodies. If it happens in the limit $T \to 0$ that $|S_C| \gg |\partial S_C/\partial l|$, then the second term in (7) dominates and $S_C < 0$. In this case $S_C$ must obviously be $l$-independent. On the contrary, the leading at $T \to 0$ $l$-dependent term is originated from the first term and must be positive at large $l$.

We can now review the situation in different cases. There is no problem for dielectrics. At low temperatures only the low frequency photons with $\hbar \omega \sim k_BT$ are excited. Because the imaginary part of the dielectric function $\varepsilon''(\omega)$ tends to zero when $\omega \to 0$, these photons are well defined elementary excitations and their thermodynamic functions behave in a usual way at $T \to 0$.

The situation in conductors is more tricky. It was shown that for metals with impurities, where the conductivity $\sigma(T) \to const$ as $T \to 0$, both $\partial S_C/\partial l$ and $S_C$ tend to zero by the same law (see next section). Thus there is no any peculiarities again.

For pure metals, where the anomalous skin effect theory must be used, the situation is quite interesting. As it was shown by Svetovoy and Esquivel [8], in this case $|\partial S_C/\partial l| \propto T$, while $|S_C| \propto T^{2/3}$ (see next section). Thus $|S_C| \gg |\partial S_C/\partial l|$. A calculation gives that $S_C < 0$ and does not depend on $l$, as must be the case. The leading $l$-dependent term is proportional to $T$ and positive.

We see that there are no violations of the thermodynamic conditions in the Lifshitz theory of Casimir-Lifshitz forces for conductive media, if the problem is formulated and solved in a correct way.

For disordered glass-like media Nernst’s theorem is not valid. They are not at an equilibrium state at low temperatures due to a very long relaxation time and have a large finite entropy at zero temperature. (See, for example, a recent paper [11] and references therein.) There is no reason why the difference (7) must in this case tend to zero at $T \to 0$. Thus general considerations cannot say anything about the properties of $S_C$ and I will not discuss this case anymore. Notice only that the specific heat difference (6) must tend to zero also for disordered bodies. However, this condition is satisfied in a trivial way in all known examples due to the factor $T$ in the left hand side of the equation.

**THE SURFACE ENTROPY OF A METAL IN CONDITION OF ANOMALOUS SKIN EFFECT**

As I noted previously, the presence of the $l$-independent negative term in the "Casimir entropy" of a metal in conditions of anomalous skin effect implies that the free surface of this metal gives the main contribution to the entropy. It is instructive to examine this mechanism more closely by means of a direct calculation of the entropy for a metallic half-space. For this problem, the most convenient method is, in my opinion, the method of calculation of the Casimir-Lifshitz contribution to the free energy, which was suggested by Barash and Ginzburg in 1975 [12]. This powerful method, unfortunately, did not attract the attention which it surely deserves. (See, however, an interesting example of its use in Ref. [13].) The method is analogous to the one presented in Ref. [10]. Differently from the latter, however, it does not demand the calculation of the full Green’s function of electromagnetic field, but it only requires a dispersion relation for electromagnetic waves. The dispersion relation can be presented in the form

$$D(q, \omega) = 0 .$$  

(8)
Then the Ginzburg-Barash equation \[12\] for the contribution of the Van der Waals interactions to the free energy can be written as:

\[
F(T) = T \sum_{n=0}^{\infty} \int d^2q \log D(q, i\zeta_n) = E(0) + \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{d\omega}{\omega/F - 1} \int d^2q \log D(q, \omega)
\]

\[
= E(0) + \frac{T}{2\pi i} \int_{-\infty}^{\infty} \frac{d\xi}{e^\xi - 1} \int d^2q \log D(q, T\xi), \tag{9}
\]

where \(q\) is the wave vector in the plane of the surface and \(\zeta_n = \frac{2\pi T}{n}\). Sometimes it is convenient to use the energy \(E\) instead of the free energy. Taking into account that \(E = F - T(\partial F/\partial T)\), one gets the following contribution to the energy:

\[
E(T) = E(0) - \frac{T^2}{2\pi i} \int_{-\infty}^{\infty} \frac{\xi d\xi}{e^\xi - 1} \int d^2q \frac{D'(q, T\xi)}{D(q, T\xi)} \tag{10}
\]

where

\[
D' = (\partial D/\partial \omega). \tag{11}
\]

In the situation of the anomalous skin effect the dispersion relation must be expressed in terms of the surface impedance \(Z(q, \omega):\)

\[
D(q, \omega) \propto \sqrt{\omega^2 - q^2/c^2}Z(q, \omega) - i\omega/c = 0. \tag{12}
\]

The impedance for waves of \(s\)-polarization has the form

\[
Z(q, \omega) = (i\omega/qc)F(\omega\omega_p^2/q^3c^2v_F) \tag{13}
\]

where \(\omega_p\) is the plasma frequency and \(v_F\) is the Fermi velocity of electrons in the metal. The function \(F\) has been calculated in \[6\]. However, the goal of this section is to calculate only the temperature dependence of the \(t\)-independent term in \(S_C\). Then we need not an explicit expression for \(F\).

Notice first of all that in the calculation of the low temperature behavior of the entropy the values \(\omega \sim T/\hbar \rightarrow 0\) are always important. Further, it is obvious from \[18\] and \[13\] that the values \(q \propto \omega^{1/3} \gg \omega\) are also important. Then we can neglect \(\omega\) in comparison with \(qc\) and \(D \approx -(\omega/c)F(\omega\omega_p^2/q^3c^2v_F)\). The factor \((\omega/c)\) can be omitted and, finally, we find the estimate

\[
E(T) - E(0) \propto T^2 \int_{-\infty}^{\infty} \frac{\xi d\xi}{e^\xi - 1} \int \frac{d^2q}{q^3} F \left( \frac{q}{(T\xi)^{1/3}} \right) \propto T^{5/3}. \tag{14}
\]

This estimate assumes that the integral converges. This can be easily checked. From \[14\] we finally find that

\[
S \propto T^{2/3}. \tag{15}
\]

It is worth noticing that we succeeded to calculate the leading term in the full entropy of the body only because of its singular behavior with respect to \(T\). The singularity is produced by the contribution of small \(q \propto T^{1/3}\) and the corresponding integrals converge. Notice also that the temperature dependence \[15\] corresponds to the contribution to the entropy of surface waves with dispersion law \(\omega = Aq^3\). Of course, under the considered conditions there are no undamped surface waves propagating along the surface. However, the evanescent waves give in this case the same type of contribution.

**Entropy of a Helium Film on a Solid Surface**

In the previous section we have shown that in some conditions the temperature dependence of the entropy for a finite gap between bodies can be different from one of a free surface. This result might look strange. However, in this section we will show that the same situation takes place in a quite simple system - a superfluid film on a surface of a solid body, where the main contribution to the entropy is due to quantized surface waves, so called ripplons \[15\].
The surface waves on a surface of superfluid liquid are well-defined elementary excitations and their contribution to the free energy can be calculated in the usual way from the knowledge of the excitations energy spectrum \( \omega = \omega(q) \):

\[
F = T \int \log \left( 1 - e^{-\omega(q)/T} \right) \frac{qdq}{2\pi} = -\frac{1}{4\pi} \int \frac{q^2 d\omega}{e^{\omega/T} - 1}.
\]

(16)

Neglecting the effects of the gravity and of the Van der Waals interaction with the substrate, the waves on the surface of a liquid with thickness \( l \) has the following dispersion law (see Problem 1 in § 62, of Rev. [14]):

\[
\omega^2(q) = \frac{\alpha q^3}{\rho} \tanh(ql),
\]

(17)

where \( \alpha \) is the surface tension of the liquid at \( T = 0 \) and \( \rho \) is its density. When \( l \to \infty \) we obtain the dispersion law for the free surface of a liquid half-space:

\[
\omega^2(q) = \frac{\alpha q^3}{\rho}.
\]

(18)

Substitution (18) into (16) and integration give (in usual units) [15]:

\[
F = -\Gamma(7/3) \zeta(7/3) \frac{(k_B T)^{7/3} \rho^{2/3}}{4\pi \hbar^{4/3} \alpha^{2/3}}.
\]

(19)

Correspondingly the entropy behaves as \( S \propto T^{4/3} \). The values \( q \sim (\rho/\alpha)^{1/3}(k_B T/\hbar)^{2/3} \) give the main contribution to the entropy and the result (19) is valid under the condition \( k_B T \gg \hbar \alpha^{1/2}/(l^{5/2} \rho^{1/2}) \).

In the opposite limit \( ql \ll 1 \) the dispersion law is:

\[
\omega^2(q) = (\alpha l q^1)/\rho.
\]

(20)

and

\[
F = -\pi \frac{(k_B T)^2 \rho^{1/2}}{24 \hbar \alpha^{1/2} l^{1/2}}.
\]

(21)

Correspondingly \( S \propto T \). Again we find that the temperature dependence of the entropy is different for a free surface and a film of finite thickness. In the hydrodynamic example of surface waves the situation is opposite to the one of the Casimir-Lifshitz forces in section 2: here the film of finite thickness has larger entropy.
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