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Abstract—This paper considers simultaneous wireless information and power transfer in a multiple-input single-output downlink system consisting of one multi-antenna transmitter, one single-antenna information receiver, multiple multi-antenna eavesdroppers (Eves), and multiple single-antenna energy-harvesting receivers (ERs). The main objective is to keep the probability of the legitimate user’s achievable secrecy rate outage as well as the ERs’ harvested energy outage caused by channel state information uncertainties below some prescribed thresholds. As is well known, the secrecy rate outage constraints present a significant analytical and computational challenge. Incorporating the energy harvesting outage constraints only intensifies that challenge. In this paper, we address this challenging issue using convex restriction approaches which are then proved to yield rank-one optimal beamforming solutions. Numerical results reveal the effectiveness of the proposed schemes.
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I. INTRODUCTION

Researchers have long been investigating conventional ambient energy resources, such as solar and wind, for energising low-power electronic devices. However, the sporadic and unpredictable nature of these ambient sources makes energy harvesting critical for applications where quality-of-service (QoS) is of priority, and most of these conventional harvesting technologies are only applicable in certain environments and/or weather conditions [1]. On the other hand, wireless power transfer via magnetic induction is not yet a viable means for widespread applications due to its extremely short distance of power transfer.

Recently, simultaneous wireless information and power transfer (SWIPT) has received enormous interest triggered by the prospects of powering energy-limited wireless devices via RF energy harvesting (EH) due to reductions in power requirements of electronics [2]–[5]. As RF signals transport information and energy simultaneously, mobile users are actually blessed with access to both energy and data at the same time through SWIPT. Surprisingly, this fact did not attract much attention until as late as the last decade.

A practical challenge for SWIPT is that information and energy receiver (ER) circuits operate at very different power sensitivity level (e.g., −10dBm for ERs versus −60dBm for information receivers (IRs)). To store a useful amount of energy from harvesting, the ERs need access to a higher receive power. Due to this incompatibility between the two forms of receivers, two practical schemes, namely, time switching (TS) and power splitting (PS) have been proposed in the literature in order to enable SWIPT [2], [3], [6]. In particular, the authors of [2] investigated both schemes in a multiple-input multiple-output (MIMO) broadcasting scenario from a base station (BS) to two mobile receivers decoding information and harvesting energy at the same time. Although the TS scheme simplifies the receiver design, it compromises the efficiencies of the SWIPT technology since the receivers decode information and harvest energy in alternating time slots. Thus, in [3], only the PS-based receiver architecture has been rigorously studied for SWIPT in a point-to-point system. The PS-based schemes have also been considered for multiple-input single-output (MISO) SWIPT multicasting systems with perfect as well as imperfect channel state information (CSI) in [6] and for MIMO multicasting systems in [7]. Nevertheless, due to channel fading, wireless power transfer efficiency decays drastically as the transmitter-receiver distance increases. Since multiple-antenna techniques provide additional degrees of freedom (DoF) exploiting spatial diversity, installing multiple antennas can help combat channel fading in order to improve wireless power transfer efficiency [2].

In order to further improve EH efficiency, a receiver-location based near-far scheduling scheme has also been proposed in the SWIPT literature for information and energy transmissions [2], [8], in which the receivers only in closer vicinity to the transmitter are scheduled for harvesting energy. Although the scheme apparently seems to be beneficial for EH, actually it gives rise to an undesired security vulnerability for transmitting secret information in scenarios where ERs are supposed to be kept in the dark about the secret message. Specifically, ERs in the scheme have better fading channels than IRs and thus have higher probability to successfully decode the information sent to the IRs [9], [10]. On the other
hand, the transmitter often needs to apply higher power in order to satisfy ERs’ EH requirements which they normally do not need for information-only transmission. This makes secret messages susceptible to external eavesdropping attack as well. Information secrecy can be further degraded if the ERs start cooperating in order to perform joint decoding in an attempt to improve their interception. Thus, the SWIPT systems need to be carefully designed in order to be able to successfully transfer secret messages keeping the potential eavesdroppers ignorant of the secret message to the IR.

To make sure that the message is delivered secretly to the IR in a SWIPT system taking possible eavesdropping by the ERs into consideration, MISO secrecy beamforming schemes were proposed in [9]–[11]. It was assumed in [9] that the ERs do not collude to perform joint decoding and that the CSI of all the nodes, including the eavesdroppers, was perfectly known at the transmitter. Nonetheless, in order to guarantee maximum information secrecy, it would be more meaningful to consider the worst-case scenario, where the ERs collude together to attempt to decode the data jointly such that the eavesdropping rate is maximized. Also, obtaining the eavesdroppers’ CSI perfectly is practically impossible. Hence the authors in [10] and [11] considered robust design based on deterministic channel uncertainty models for SWIPT in scenarios where the ERs may collude together to perform joint decoding in an attempt to improve their interception. In [12] and [13], physical layer security was studied for SWIPT in OFDMA networks.

Other works with secrecy in SWIPT either considered worst-case robust approaches in which the CSI errors are assumed to be within a bounded set, or correlation-based approaches in which the channel statistics is available. A delay-limited secrecy SWIPT system was considered in [14] with single-antenna nodes, while a randomization-guided rank-one suboptimal solution was proposed in [15] for worst-case MISO secrecy SWIPT systems, and in [16] for MIMO SWIPT systems. Worst-case based MISO secrecy SWIPT optimization has also been considered in [17] for norm-bounded channel uncertainty model based on successive convex approximation approach.

Unfortunately, due to inaccurate channel estimation methods, it may not always be possible that the legitimate transmitter obtains these deterministic models perfectly [18]. In such cases, secrecy as well as EH outage may occur. Hence, this paper considers robust secrecy optimization problems with probabilistic secrecy rate and EH constraints for MISO systems with multiple multi-antenna eavesdroppers (MISOME). Two probabilistic secrecy beamforming design problems have been considered namely (1) minimizing the transmit power subject to probabilistic QoS constraints, and (2) maximizing the secrecy rate subject to the total transmit power and secrecy and EH outage constraints. In contrast to the deterministic (worst- or average-case) models [9]–[11], [14]–[17], this approach offers a safe performance, guaranteeing a certain chance of successful QoS deliveries.

Our main objective is to maintain the probability of the legitimate user’s achievable secrecy rate outage as well as the ERs’ harvested energy outage caused by CSI uncertainties below given thresholds. As is already well known, the secrecy rate outage constraints present a significant analytical and computational challenge. Inclusion of the EH outage constraints only proliferates that challenge. Unfortunately, quadratic chance constraints generally do not have closed-form expressions, and are unlikely to be tractable. Therefore, it is quite common in the robust optimization literature to develop safe tractable approximations of the outage-based QoS constraints that are computationally efficient and are good in accuracies. Motivated by this, in this paper, we present three conservative approximation approaches namely, Bernstein-type inequality (BTI), S-procedure, and large deviation inequality (LDI) [19]–[22] based approaches in order to transform the probabilistic constraints into safe and tractable ones.

Applying semidefinite relaxation (SDR) technique, we show that the safe approximation results always yield rank-one optimal transmit covariance solution for the IR. Our simulation results also reveal that the BTI-based restriction approach is the best and the conventional S-procedure based approach is comparatively the worst strategy in terms of secrecy rates, whereas the LDI-based approach appears to be a good compromise. Note that [23] considered secure robust transmit beamforming design for minimizing the total transmit power under QoS constraints including SINR and SINR outage constraints at the eavesdroppers. The nonconvex probabilistic constraint was replaced with a tractable convex deterministic constraint by bounding the radius of the uncertainty region (comparable to our S-procedure based approach). However, [23] did not explicitly consider the secrecy rate or EH outage constraints, which are much more challenging to deal with but of great importance to SWIPT systems.

The rest of this paper is organized as follows. In Section II, the system model of a secret MISO SWIPT network is introduced. The secrecy rate constrained (SRC) power minimization problem is discussed in Section III for the imperfect CSI case whereas in Section IV, solutions to the secrecy rate maximization (SRM) problem are derived. Section V presents the simulation results that justify the significance of the proposed algorithms under various scenarios. Concluding remarks are provided in Section VI.

Notations: Throughout this paper, we use the following notations. Boldface lowercase and uppercase letters are used to represent vectors and matrices, respectively. The symbol \( \mathbf{I}_n \) denotes an \( n \times n \) identity matrix, \( \mathbf{0} \) is a zero vector or matrix. Also, \( \mathbf{A}^{H} \), \( \text{tr}(\mathbf{A}) \), \( \text{rank}(\mathbf{A}) \), and \( |\mathbf{A}| \) represent the Hermitian (conjugate) transpose, trace, rank and determinant of a matrix \( \mathbf{A} \); \( \text{Pr}(.|.) \) represents the probability of an event; \( \| . \| \) and \( \| . \|_F \) represent the Euclidean norm and Frobenius norm, respectively; \( \mathbf{A} \succeq \mathbf{0} (\mathbf{A} \succ \mathbf{0}) \) means that \( \mathbf{A} \) is a Hermitian positive semidefinite (definite) matrix. The notation \( \mathbf{x} \sim \mathcal{CN}(\mu, \Sigma) \) means that \( \mathbf{x} \) is a random vector following a complex circularly symmetric Gaussian distribution with mean vector \( \mu \) and covariance matrix \( \Sigma \).

II. System Model

A MISO downlink system is considered for SWIPT with \( K + L + 1 \) receivers as shown in Fig. 1. The BS transmits
information to a legitimate user and energy to $K$ EH receivers keeping the information as secure as possible from $L$ eavesdroppers (Eves). It is assumed that the BS performs necessary user selection operation before transmission begins for decoding information. Note that similar assumption has also been made in numerous existing works in the secrecy literature for SWIPT, e.g., [9]–[11], [14]–[17]. The transmitter or BS has $N_T > 1$ transmitting antennas and each legitimate receiver (IR or ER) has single receiving antenna. Eves are equipped with $N_{e,i}$ antennas for $i = 1, \ldots, L$. The BS performs linear transmit beamforming to send secret information to the IR. We assume that the ERs are also legitimate users of the network authorized for EH only and do not intend to overhear the message destined to the IR.\(^1\) By letting $x$ be the transmit signal vector, the received signals at the IR, the $k$th ER, and the $i$th Eve can be modeled, respectively, as

$$y_d = h^H x + n_d,$$  
$$y_{h,k} = g_{h,k}^i x + n_{h,k},\quad \text{for } k = 1, \ldots, K,$$  
$$y_{e,i} = H_{e,i}^H x + n_{e,i},\quad \text{for } i = 1, \ldots, L,$$ \hspace{1cm} (1)

where $h$, $g_{h,k}$, and $H_{e,i}$ are the conjugated complex channel vector (matrix) between the BS and the IR, the $k$th ER, and the $i$th Eve, respectively, $n_d \sim C\mathcal{N}(0, \sigma_d^2)$, $n_{h,k} \sim C\mathcal{N}(0, \sigma_{h,k}^2)$, and $n_{e,i} \sim C\mathcal{N}(0, \sigma_{e,i}^2 I_{N_e})$ are the additive Gaussian noises at the IR, the $k$th ER, and the $i$th Eve, respectively. For notational simplicity, the path loss factors $P_{f,i,d} = \sqrt{L_c d_i^{-\kappa}}$, $P_{f,h,k} = \sqrt{L_c d_h^{-\kappa}}$, and $P_{f,e,i} = \sqrt{L_c d_{e,i}^{-\kappa}}$, with the path loss constant $L_c = \frac{c}{4\pi f}$ (in which $G_T$ and $G_R$ are the antenna gains of the transmitter and the receivers, respectively, $c$ is the speed of light, and $f$ is the carrier frequency), $d_i$, $d_{h,k}$, and $d_{e,i}$ indicating the distance of the IR, $k$th ER, and $i$th Eve, respectively, from the BS, and $\kappa$ (typically between 2.7 and 3.5) being the path loss exponent, are all assumed to be absorbed in the corresponding channel gains. The BS chooses $x$ as $x = b_1 s_1$ where $s_1 \sim C\mathcal{N}(0, 1)$ is the confidential information-bearing signal for the IR and $b_1$ is the transmit beamforming vector. Hence, $x$ is a beamformed version of the message.

Note that multi-antenna eavesdroppers may interchangeably mean that single-antenna eavesdroppers located in a favorable location to cooperate may collude together to improve their interception. For ease of exposition, we further assume that all the Eves are colluding into multiple groups. In particular, Eves are assumed to perform joint maximum signal-to-noise ratio (SNR) receive beamforming. By denoting $Q_I = b_1 b_1^H$ as the transmit covariance matrix, the mutual information (MI) between the BS and the IR is given by

$$C_I(Q_I) = \log \left( 1 + \frac{1}{\sigma_d^2} h h^H Q_I h \right),$$ \hspace{1cm} (4)

and that between the BS and the colluded Eves is given by

$$C_{e,i}(Q_I) = \log \left| I_{N_{e,i}} + \frac{1}{\sigma_{e,i}^2} H_{e,i}^H Q_I H_{e,i} \right|, \quad \text{for } i = 1, \ldots, L.$$ \hspace{1cm} (5)

Given $Q_I$, the achievable secrecy rate is given by [24]

$$C_s = \min_i \left( C_I(Q_I) - C_{e,i}(Q_I) \right),$$ \hspace{1cm} (6)

where $|a|^+ = \max(0, a)$. The harvested power at the $k$th ER is given by

$$E_k = \zeta_k g_k^H Q_I g_k,$$ \hspace{1cm} (7)

where $\zeta_k \in (0, 1]$ is the energy conversion efficiency of the energy transducers at the $k$th ER. For simplicity, it is assumed that the harvested energy due to the background noise at the EH receivers in (7) is negligible and as a consequence can be ignored [2].

In most of the existing works with secrecy for SWIPT, it is assumed that the instantaneous CSI of all the receivers is available at the transmitter. However, in practical wireless communication systems, perfect CSI is likely not available and an important issue is how to robustify a secure transmit design in the presence of imperfect CSI. As a consequence, our next exertion is to develop convex optimization algorithms that satisfy given chance constraints exploiting only imperfect CSI knowledge.

### III. Robust Power Minimization With Probabilistic Constraints

In this section, we develop probabilistically robust algorithm for the SRC problem with secrecy rate and EH outage constraints. The interest here is in active Eves cases, where the Eves themselves are also users of the network and the transmitter aims to provide different services to different types of users. That is, the Eves are legitimate users for utilities other than the particular information destined to the IR. For such active eavesdroppers, the CSI can be estimated from the eavesdroppers’ transmission. Thus we assume that the BS has incomplete knowledge of the ERs’ as well as

---

\(^1\)The results of this paper are readily extensible to study the impacts of untrusted ERS on the SWIPT system performance.
Eves’ channels while the IR’s channel is perfectly known. The perfect IR’s CSI assumption is quite widely exercised in the existing literature since the legitimate IR’s CSI may be obtained at very high precision through secure control channels [9], [10], [16].

We consider the commonly used Gaussian channel error model for the imperfect CSI. To model the imperfect CSI, we assume that the actual channels $g_k$, for $k = 1, \ldots, K$, lie in the neighborhood of the estimated channels $\hat{g}_k$, for $k = 1, \ldots, K$, available at the transmitter. The channel error vectors are assumed to have circularly symmetric complex Gaussian (CSCG) distribution. Thus, the actual channels are modeled as

$$g_k = \hat{g}_k + \delta_{g,k}, \quad \text{for } k = 1, \ldots, K,$$  

where $\hat{g}_k \in \mathbb{C}^{N_t \times 1}$ is the estimated CSI of the $k$th ER and $\delta_{g,k} \in \mathbb{C}^{N_t \times 1}$, for $k = 1, \ldots, K$, represent the channel uncertainties such that $\delta_{g,k} \sim \mathcal{CN}(0, \mathbf{R}_{g,k})$, in which $\mathbf{R}_{g,k}$ is a positive semidefinite matrix. Similarly, the Eves’ channel uncertainty model can be represented by

$$H_{e,i} = \hat{H}_{e,i} + \Delta_{H,i}, \quad \text{for } i = 1, \ldots, L,$$  

where $\hat{H}_{e,i} \in \mathbb{C}^{N_r \times N_e}$ is the estimated CSI of the $i$th Eve and $\Delta_{H,i} \in \mathbb{C}^{N_r \times N_e}$, for $i = 1, \ldots, L$, represent the channel uncertainties such that $\delta_{H,i} \sim \mathcal{CN}(0, \mathbf{R}_{H,i})$, where $\mathbf{R}_{H,i}$ is a positive semidefinite matrix. Thus, the probabilistically robust SRC power minimization problem can be formulated as

$$\begin{align*}
\min_{Q_i} & \quad \text{tr}(Q_i) \\
\text{s.t.} & \quad \text{Pr}\left[ \min_k \left\{ C_1(Q_i) - \tilde{C}_{e,i}(Q_i) \right\}^+ \geq R \right] \geq 1 - p, \quad \forall i, \\
& \quad \text{Pr}\left[ \min_k \tilde{E}_k \geq \eta_k \right] \geq 1 - q, \quad \forall k, \\
& \quad Q_i \succeq 0,
\end{align*}$$

where $\tilde{C}_{e,i}(Q_i) = \log \left| I_{N_e,i} + \frac{1}{\sigma_d^2} H_{e,i}^H Q_i H_{e,i} \right|$ is the $i$th Eves’ MI with $H_{e,i} = \hat{H}_{e,i} + \Delta_{H,i}$, for $i = 1, \ldots, L$, $\delta_{H,i} \sim \mathcal{CN}(0, \mathbf{R}_{H,i})$ and $\tilde{E}_k = \tilde{C}_{g,k}(Q_i)$ is the average energy harvested with $g_k = \hat{g}_k + \delta_{g,k}$, for $k = 1, \ldots, K$, $\delta_{g,k} \sim \mathcal{CN}(0, \mathbf{R}_{g,k})$. The problem formulation in (10) guarantees that the IR can successfully decode its message at least $(1 - (1-p)) \times 100\%$ of the time. Similarly, the ERS can harvest the minimum required amount of power at least $(1 - (1-q)) \times 100\%$ of the time. As the desired outage probability decreases, the size of the feasible sets described by (10b) and (10c) decreases. Hence, one might expect an increase in the required transmit power with decreasing outage probabilities.

Notice that the rank constraint on $Q_i$ has been relaxed in problem (10). An important issue that arises from the relaxation is the rank of the resulting solution. The removal of the rank constraint $\text{rank}(Q_i) = 1$ means that the solution obtained through solving problem (10) may have rank higher than one. A common practice of overcoming this is to apply some rank approximation procedure (e.g., randomization) to the optimal $Q_i^*$ to find a feasible beamforming solution $b_i$.

However, in this paper, we aim to prove the tightness of the rank relaxation.

The problem is still nonconvex due to the probabilistic constraints involving log det functions. To make those constraints more tractable, we introduce the following lemma.

**Lemma 1** [25]: For any positive semidefinite matrix $A$, the following inequality holds

$$|I + A| \geq 1 + \text{tr}(A)$$

and the equality in (11) holds if and only if $\text{rank}(A) \leq 1$.

**proof**: Let $r_A = \text{rank}(A)$. While the case of $r_A = 0$ is trivial, for $r_A \geq 1$, let $\lambda_1 \geq \lambda_2 \geq \cdots \lambda_{r_A} > 0$ denote the nonzero eigenvalues of $A$. Accordingly, we have that

$$|I + A| = \prod_{i=1}^{r_A}(1 + \lambda_i) = 1 + \sum_{i=1}^{r_A} \lambda_i + \sum_{i \neq k} \lambda_i \lambda_k + \cdots \geq 1 + \sum_{i=1}^{r_A} \lambda_i = 1 + \text{tr}(A).$$

Clearly, the above equality holds if and only if $r_A = 1$. □

Now, by applying Lemma 1, the secrecy rate outage constraint (10b) can be relaxed as

$$\text{Pr}\left[ \log \left( 1 + \frac{1}{\sigma_d^2} h^H Q_i h \right) - \log \left( 1 + \frac{1}{\sigma_d^2} \text{tr}(H_{e,i}^H Q_i H_{e,i}) \right) \geq R \right] \geq 1 - p, \quad \forall i,$$

which is equivalent to

$$\text{Pr}\left[ \left( 1 + \frac{1}{\sigma_d^2} h^H Q_i h \right) \geq 2 R \left( 1 + \frac{1}{\sigma_d^2} \text{tr}(H_{e,i}^H Q_i H_{e,i}) \right) \right] \geq 1 - p, \quad \forall i.$$

Rearranging the terms in the above equation yields

$$\text{Pr}\left[ \text{tr}(H_{e,i}^H Q_i H_{e,i}) \leq \frac{\sigma_d^2}{2 R} \left( 1 + \frac{1}{\sigma_d^2} h^H Q_i h \right) - \sigma_c^2 \right] \geq 1 - p, \quad \forall i.$$

Replacing $H_{e,i} = \hat{H}_{e,i} + \Delta_{H,i}$, and then performing some mathematical manipulations, we finally obtain from (12)

$$\text{Pr}\left[ \text{tr}\left( \Delta_{H,i}^H Q_i \Delta_{H,i} + \Delta_{H,i}^H Q_i \hat{H}_{e,i} + \hat{H}_{e,i}^H Q_i \Delta_{H,i} + \hat{H}_{e,i}^H Q_i \hat{H}_{e,i} \right) \leq \frac{\sigma_d^2}{2 R} \left( 1 + \frac{1}{\sigma_d^2} h^H Q_i h \right) - \sigma_c^2 \right] \geq 1 - p, \quad \forall i.$$

Recall that the relaxation (12) is in fact tight according to Lemma 1 if $\text{rank}(Q_i) \leq 1$. Our goal is to reformulate problem (10) as a tractable convex problem and then prove that the relaxation in (12) is indeed tight for the chance-constrained secrecy problem by proving the rank-one structure of $Q_i$. To make the robust problem (10) more tractable to analyze and solve, we first transform the robust constraints in (10b) and (10c) into convex inequalities using advanced matrix inequality results in the optimization literature.
Note that the probability term in (13) does not have a closed-form expression. Now we apply the following matrix identities to reformulate the secrecy outage constraint

\[ \text{vec}(AXB) = (B^H \otimes A) \text{vec}(X), \]

\[ \text{tr}(A^HB) = \text{vec}(A^H) \text{vec}(B), \]

\[ (A \otimes B)^H = A^H \otimes B^H. \]

Applying the identities in (14), we can express (13) as

\[
\begin{align*}
\text{Pr} \left[ \delta_{H,i}^H (I_{N_c} \otimes Q_I) \delta_{H,i} + 2\Re \left[ \hat{h}_{e,i}^H (I_{N_c} \otimes Q_I) \hat{h}_{e,i} \right] \right] \\
+ \hat{h}_{e,i}^H (I_{N_c} \otimes Q_I) \hat{h}_{e,i} &\leq \frac{\sigma_e^2}{2\pi} \left( 1 + \frac{1}{\sigma_\delta^2} h^H Q_I h \right) - \sigma_e^2 \\
&\geq 1 - p, \quad \forall i,
\end{align*}
\]

(15)

where \( \hat{h}_{e,i} \triangleq \text{vec}(\hat{H}_{e,i}) \). Since \( \delta_{H,i} \sim \mathcal{CN}(0, R_{H,i}) \), \( \delta_{H,i} \) can be reexpressed as \( \delta_{H,i} = R_{H,i}^\dagger v_{H,i} \), such that \( v_{H,i} \sim \mathcal{CN}(0, I_{N_f N_c}) \). Thus, (15) can be reexpressed as

\[
\begin{align*}
\text{Pr} \left[ v_{H,i}^H \left[ -R_{H,i}^\dagger (I_{N_c} \otimes Q_I) R_{H,i}^\dagger \right] v_{H,i} + 2\Re \left[ v_{H,i}^H \right] \right] \\
\times \left[ -R_{H,i}^\dagger (I_{N_c} \otimes Q_I) \hat{h}_{e,i} \right] + \frac{\sigma_e^2}{2\pi} \left( 1 + \frac{1}{\sigma_\delta^2} h^H Q_I h \right) \\
- \sigma_e^2 - \hat{h}_{e,i}^H (I_{N_c} \otimes Q_I) \hat{h}_{e,i} &\geq 0 \\
&\geq 1 - p, \quad \forall i.
\end{align*}
\]

(16)

Similarly, the EH outage constraint can be expressed as

\[
\text{Pr} \left[ u_{g,k}^H R_{g,k}^\dagger Q_I R_{g,k}^\dagger u_{g,k} + 2\Re \left[ u_{g,k}^H R_{g,k}^\dagger Q_I \hat{g}_{e} \right] \right] \\
+ \frac{\sigma_e^2}{2\pi} \left( 1 + \frac{1}{\sigma_\delta^2} h^H Q_I h \right) \\
- \hat{h}_{e,i}^H (I_{N_c} \otimes Q_I) \hat{h}_{e,i} &\geq 0 \\
&\geq 1 - q, \quad \forall i.
\]

(17)

A. Robust Optimization Based on BTI

The relaxation step alone does not provide a convex approximation of the original problem. The semidefinite probabilistic constraints remain intractable. In order to make the secrecy and EH outage constraints more tractable, we consider BTI in this subsection. The Bernstein-type concentration inequalities play a central role to transform the probabilistic constraints into more tractable form based on large deviation inequality for complex Gaussian quadratic vector functions. For completeness, the inequality theorem is presented in Lemma 2 below.

Lemma 2 (BTI): Consider the chance constraint

\[ \text{Pr} \left[ x^H A x + 2\Re \left[ x^H r \right] + \theta \geq 0 \right] \geq 1 - \rho, \]

(19)

where \( x \) is a standard complex Gaussian random vector, i.e., \( x \sim \mathcal{CN}(0, I_n) \). The 3-tuple \((A, r, \theta)\) \( (A \in \mathbb{H}^{n \times n}) \) is a complex hermitian matrix, \( r \in \mathbb{C}^n \), \( b \in \mathbb{R} \) forms a set of deterministic optimization variables, and \( \rho \in (0, 1] \) is fixed. The following implication holds \( [19] \):

\[ \text{Pr} \left[ x^H A x + 2\Re \left[ x^H r \right] + \theta \geq 0 \right] \geq 1 - \rho \]

\[ \iff \left[ \begin{array}{c} \text{vec}(A) \\ \sqrt{\theta} r \end{array} \right] \preceq \psi, \quad \psi, \omega \geq 0, \]

(20a)

(20b)

where \( \psi, \omega \in \mathbb{R} \) are slack variables.

Note that (20) is jointly convex in \( A, \psi, \) and \( \omega \) and represents an efficiently computable convex restriction of the chance constraint (19). Thus using BTI, we can derive closed-form upper bounds on the violation probability to construct an efficiently computable convex function.

Indeed, for each constraint in (16), the following correspondence can be shown for all \( i \):

\[ A_i = -R_{H,i}^\dagger (I_{N_c} \otimes Q_I) R_{H,i}^\dagger, \]

(21a)

\[ r_i = -R_{H,i}^\dagger (I_{N_c} \otimes Q_I) \hat{h}_{e,i}, \]

(21b)

\[ \theta_i = \frac{\sigma_e^2}{2\pi} \left( 1 + \frac{1}{\sigma_\delta^2} h^H Q_I h \right) - \sigma_e^2 - \hat{h}_{e,i}^H (I_{N_c} \otimes Q_I) \hat{h}_{e,i} \]

(21c)

Based on Lemma 2, a convex safe approximation of the secrecy rate constraint in (16) can be equivalently represented by

\[ \text{tr} \left( R_{g,k}^\dagger (I_{N_c} \otimes Q_I) R_{g,k}^\dagger \right) + \hat{h}_{e,i}^H (I_{N_c} \otimes Q_I) \hat{h}_{e,i} - \sigma_e^2 - \frac{\sigma_e^2}{2\pi} \left( 1 + \frac{1}{\sigma_\delta^2} h^H Q_I h \right) \geq 0, \]

\[ \text{Pr} \left[ \text{vec} \left( R_{H,i}^\dagger (I_{N_c} \otimes Q_I) R_{H,i}^\dagger \right) \right] \leq \psi_i, \]

(22a)

(22b)

\[ \omega_i I_{N_f N_c} - R_{H,i}^\dagger (I_{N_c} \otimes Q_I) \hat{h}_{e,i} \preceq 0, \quad \psi_i, \omega_i \geq 0, \quad \forall i, \]

(22c)
and that of the EH outage constraint (17) can be equivalently recast into

\[
\text{tr} \left( R_{g,k}^T Q_k R_{g,k}^T \right) + \tilde{g}_k^H Q_k \tilde{g}_k + \sqrt{-2 \ln(q)} v_k - \ln(q) \phi_k - \frac{\eta_k}{\kappa_k} \geq 0,
\]

(23a)

where \( q \in (0, 1) \) is fixed, and \( \nu, \varphi \in \mathbb{R} \) are slack variables. Incorporating (22) and (23), the power minimization problem (10) can be equivalently reformulated as

\[
\begin{align*}
\min_{Q_k \geq 0} & \quad \text{tr} (Q_k) \\
\text{s.t.} & \quad \text{tr} \left( R_{g,k}^T (I_{N_{c,i}} \otimes Q_k) R_{g,k}^T \right) + \tilde{h}_{e,i}^H (I_{N_{c,i}} \otimes Q_k) \tilde{h}_{e,i} \\
& \quad + \sqrt{-2 \ln(q)} \nu_i - \ln(p) \omega_i - \frac{\sigma_e^2}{2 R \sigma_d} h^H Q_k h - \frac{\sigma_e^2}{2} + \sigma_e^2 \leq 0, \\
& \quad v_k - \ln(q) \phi_k - \frac{\eta_k}{\kappa_k} \geq 0,
\end{align*}
\]

(24a)

where \( R_{g,k} \) is a safe approximation of the probabilistic constraint on the channel uncertainty region.

**Lemma 3:** Consider an arbitrary set \( A \subset \mathbb{C}^{N_T \times 1} \) satisfying \( \Pr \{ x \in A \} \geq 1 - \rho \). The following implication holds [21]:

\[
\begin{align*}
\Pr \{ H^H Ax + 2 \exp[i \theta] | \theta \geq 0, \forall x \in A \} \geq 1 - \rho. \\
\Rightarrow \Pr \{ H^H Q x + 2 \exp[i \theta] | \theta \geq 0, \forall x \in A \} \geq 1 - \rho.
\end{align*}
\]

(25)

That is, the worst-case robust constraint on the L.H.S. of (25) is a safe approximation of the probabilistic constraint on the R.H.S. Based on Lemma 3, given the following deterministic quadratic constraint (from (16))

\[
\begin{align*}
\nu_i & \geq - \frac{1}{2} \frac{\sigma_e^2}{R \sigma_d} (1 + \frac{1}{\sqrt{\sigma_d}} h^H Q_k h) - \sigma_e^2 \\
& + \tilde{h}_{e,i}^H (I_{N_{c,i}} \otimes Q_k) \tilde{h}_{e,i} \geq 0, \forall i,
\end{align*}
\]

choosing the following set for the channel uncertainty region

\[
A = \{ v_{h,i} \in \mathbb{C}^{N_T \times 1} | \text{tr} \{ v_{h,i} \} \geq \gamma_c^2 \} \geq 1 - \rho, \forall i,
\]

(27)

is sufficient to guarantee the probabilistic constraint in (16). Interestingly, with \( v_{h,i} \) defined as \( v_{h,i} \sim \mathcal{CN}(0, I_{N_T N_{c,i}}) \), it can be easily verified that \( \| v_{h,i} \|^2 \) is a Chi-square \( (\gamma_c^2) \) random variable with 2\( N_T N_{c,i} \) degrees of freedom. The channel uncertainty region in (27) always holds for \( \gamma_c = \sqrt{\frac{F_{\chi^2}(1-p)}{2}} \), where \( F_{\chi^2}(a) \) is the inverse cumulative distribution function (CDF) of the Chi-square random variable \( a \) with \( m = 2 N_T N_{c,i} \) degrees of freedom. In fact, \( \gamma_{c,i} \) can be interpreted as the radius of the ball \( A \) defining the channel uncertainty region. Thus the probabilistic constraint (16) can be equivalently expressed by the following set of inequalities:

\[
\begin{align*}
\nu_i & \geq - \frac{1}{2} \frac{\sigma_e^2}{R \sigma_d} (1 + \frac{1}{\sqrt{\sigma_d}} h^H Q_k h) - \sigma_e^2 \\
& + \tilde{h}_{e,i}^H (I_{N_{c,i}} \otimes Q_k) \tilde{h}_{e,i} \geq 0, \forall i,
\end{align*}
\]

(28a)

At this point, we apply the so-called S-procedure [27] to transform the constraint (28) into a more tractable linear matrix inequality (LMI). The S-procedure is presented in Lemma 4 below.

**Lemma 4 (S-Procedure):** Let \( f_i(x), i = 1, 2, \) be defined as

\[
f_i(x) = x^H A_i x + 2 \Re \{ b_i^H x \} + c_i,
\]

(29)

where \( A_i \in \mathbb{C}^{n \times n}, b_i \in \mathbb{C}^n, c_i \in \mathbb{R} \). The implication \( f_1(x) \leq 0 \Rightarrow f_2(x) \leq 0 \) holds if and only if there exists \( \mu \geq 0 \) such that

\[
\mu \left[ A_1 b_1 c_1 \right] - \left[ A_2 b_2 c_2 \right] \geq 0
\]

(30)

provided that there exists a point \( \hat{x} \) such that \( f_1(\hat{x}) < 0 \).

According to Lemma 4, (28) holds if and only if there exists \( \mu_{H,i} \geq 0, \forall i \), such that \( \Theta_i (Q_k, \mu_{H,i}) \geq 0 \).
minimization problem (10) can be equivalently reformulated as
\[
\Theta_i (Q_i, \mu_{H,i}) \triangleq \begin{bmatrix}
\mu_{H,i} I_{N_c,k} - R_{H,i}^+ (I_{N_c,k} \otimes Q_i) R_{H,i}^+ & -R_{H,i}^+ (I_{N_c,k} \otimes Q_i) \hat{h}_{e,i} \\
-h_{e,i}^T (I_{N_c,k} \otimes Q_i) R_{H,i}^+ & \tau_{e,i} - \mu_{H,i} \gamma_F^2
\end{bmatrix} \succeq 0,
\]
and
\[
\Upsilon_k (Q_i, \mu_{g,k}) \triangleq \begin{bmatrix}
\mu_{g,k} I_{N_c,k} + R_{g,k}^+ Q_i R_{g,k}^+ & R_{g,k}^+ Q_i \hat{g}_k \\
\hat{g}_k^T Q_i R_{g,k}^+ & \hat{g}_k^T Q_i \hat{g}_k - \frac{n_k}{\xi_k} - \mu_{g,k} \gamma_F^2
\end{bmatrix} \succeq 0,
\]
(31)
(32)

Similarly, the EH outage constraint (17) can be transformed to the LMI in (32), as shown at the top of this page, where \( \mu_{g,k} \geq 0 \), \( \forall k \). By exploiting S-Procedure, the power minimization problem (10) can be equivalently reformulated as
\[
\min_{Q_i, |I_{H,i}, \mu_{H,i}|} \text{tr} (Q_i) \quad \text{s.t.} \quad \Theta_i (Q_i, \mu_{H,i}) \succeq 0, \forall i, \quad \Upsilon_k (Q_i, \mu_{g,k}) \succeq 0, \forall k, \quad Q_i \succeq 0, \quad \mu_{H,i} \succeq 0, \quad \mu_{g,k} \succeq 0, \quad \forall k.
\]
(33a)
(33b)
(33c)
(33d)

The SDP problem (33) is convex and can be efficiently solved using interior-point based solvers [26]. Interestingly, the following theorem states that the relaxed problem (33) always yields a rank-one transmit beamforming solution.

**Theorem 2:** Suppose that the relaxed problem (33) is feasible for \( R > 0 \). The optimal solution must satisfy \( \text{rank} (Q_i) = 1 \).

**proof:** See Appendix B.

**Remark 1:** At this point, we would like to comment that the BTI-based approach has higher computational complexity compared to the S-procedure based approach as the former involves a more compound mixture of different types of constraints [21]. However, we will perform a full complexity analysis later in this section.

C. LDI Based Approach

Since the BTI and S-procedure based approaches transform the chance-constrained optimization problem (10) into SDPs, the resulting safe designs are polynomial-time solvable [27]. The SDPs can, however, be very expensive to solve if the size of the LMI constraints in (24) and (33) is sufficiently large. Hence in this subsection, our endeavour is to develop convex restrictions involving simpler constraints. The method follows from the decomposition-based LDI [28] for complex Gaussian quadratic functions as defined in the following lemma.

**Lemma 5** [21, Lemma 2]: Let \( x \sim \mathcal{C} \mathcal{N} (0, I_n) \) be a standard complex Gaussian random vector, and let \( A \in \mathbb{C}^{p \times n} \) and \( \mathbf{r} \in \mathbb{C}^n \) be given. Then, for any \( \nu > \frac{1}{\sqrt{2}} \) and \( \zeta > 0 \), we have
\[
\Pr \left\{ x^H Ax + 2 \text{Re} [x^H \mathbf{r}] \leq \text{tr} (A) - \zeta \right\} \leq \begin{cases} \exp \left( -\frac{\zeta^2}{4 \nu^2} \right) & \text{for } 0 < \zeta \leq 2 \nu T, \\ \exp \left( -\frac{\zeta^2}{4 \nu^2} + (\nu \zeta)^2 \right) & \text{for } \zeta > 2 \nu T, \end{cases}
\]
(34)
\[
\text{where } \nu = 1 - \frac{1}{2 \alpha} \text{ and } T = \nu \|A\| + \frac{1}{\sqrt{2}} \|\mathbf{r}\|.
\]

The merit of Lemma 5 is that it helps decomposing a sum of dependent random variables into sums of independent random variables. This idea has been used extensively in the literature of probability theory; see, e.g., [28], [29].

Next, we concentrate on deriving convex restrictions of (16) and (17) based on the LDI approach using Lemma 5. For equation (16), we set
\[
\tilde{c}_i = \text{tr} \left( -R_{H,i}^+ \left(I_{N_c,k} \otimes Q_i \right) R_{H,i}^+ \right) + \tau_{H,i},
\]
(35)
\[
T_{H,i} = \nu \| -R_{H,i}^+ \left( I_{N_c,k} \otimes Q_i \right) R_{H,i}^+ \|_F
\]
\[
+ \frac{1}{\sqrt{2}} \| -R_{H,i}^+ \left( I_{N_c,k} \otimes Q_i \right) \hat{h}_{e,i} \|_F.
\]
(36)
Here \( \nu \) is obtained from the solution to the following quadratic equation
\[
\tilde{c}_i = \nu = \frac{1}{4} \left( 1 - 1/(2 \nu^2) \right) \nu = \sqrt{-\text{ln}(p)}
\]
(37)
such that \( \nu > \frac{1}{\sqrt{2}} \). It has been shown in [21] that such a \( \nu \) must always exist, since \( (1 - 1/(2 \nu^2)) \nu = 0 \) when \( \nu = \frac{1}{\sqrt{2}} \) and \( (1 - 1/(2 \nu^2)) \nu \) is a monotonically increasing function of \( \nu \) within the interval \( [\frac{1}{\sqrt{2}}, \infty) \). Now from (37), we conclude that \( p = \exp \left( -(\nu \zeta)^2 \right) \). Furthermore, according to Lemma 5, the chance constraint (16) will be satisfied if we choose \( \zeta_i = 2 \sqrt{-\text{ln}(p)} T_{H,i} \). For the interval \( 2 \sqrt{-\text{ln}(p)} T_{H,i} \leq \tilde{c}_i \leq 2 \nu T_{H,i} \). On the other hand, if \( \zeta_i > 2 \nu T_{H,i} \), then Lemma 5 yields
\[
\Pr \left\{ v^H_{H,i} \left[ -R_{H,i}^+ \left( I_{N_c,k} \otimes Q_i \right) R_{H,i}^+ \right] v_{H,i} \right\} + 2 \| v^H_{H,i} \left[ -R_{H,i}^+ \left( I_{N_c,k} \otimes Q_i \right) \right] \hat{h}_{e,i} \| + \tau_{H,i} \leq 0 \leq \exp \left( -\left( \tilde{c}_i - \left( 2 \sqrt{-\text{ln}(p)} T_{H,i} \right) \right)^2 \right) = p,
\]
(38)
which essentially indicates that the chance constraint (16) will still be satisfied. The resulting convex restriction can thus be expressed as
\[
\text{tr} ( -R_{H,i}^+ \left( I_{N_c,k} \otimes Q_i \right) R_{H,i}^+ ) + \tau_{H,i} \geq 2 \sqrt{-\text{ln}(p)} T_{H,i}, \quad \forall i.
\]
(39)

Thus using the definition of \( T_{H,i} \), we obtain the following system of second-order cone (SOC) constraints from (39) in
order to tackle the probabilistic constraint (16):

\[
\begin{align*}
\min_{Q_1, \bar{y}_i, \bar{o}_i, \bar{v}_i, \bar{\phi}_k} & \quad \text{tr} (Q_1) \\
\text{s.t.} & \quad \text{tr} \left( -R_{H,i}^\top \left( I_{N_{c,i}} \otimes Q_1 \right) R_{H,i}^\frac{1}{2} \right) + \tau_{H,i} \geq 2\sqrt{-\ln(p)} \left( \bar{y}_i + \bar{o}_i \right), \\
& \quad \left\| -R_{H,i}^\top \left( I_{N_{c,i}} \otimes Q_1 \right) \bar{h}_{c,i} \right\| \leq \bar{y}_i, \\
& \quad \left\| \text{vec} \left( -R_{H,i}^\top \left( I_{N_{c,i}} \otimes Q_1 \right) R_{H,i}^\frac{1}{2} \right) \right\| \leq \bar{\phi}_k, \\
& \quad \left\| \frac{1}{\sqrt{2}} R_{g,k}^\top Q_t \bar{R}_{g,k}^\frac{1}{2} \right\| \leq \bar{v}_k, \\
& \quad \left\| \frac{1}{\sqrt{2}} R_{g,k}^\top Q_t \bar{R}_{g,k}^\frac{1}{2} \right\| \leq \bar{\phi}_k.
\end{align*}
\]

By applying the LDI method to the outage constrained problem (10), we obtain the convex restriction formulation of the power minimization problem as

\[
\min_{Q_1, \bar{y}_i, \bar{o}_i, \bar{v}_i, \bar{\phi}_k} \text{tr} (Q_1)
\]

Following a basic concept in convex optimization, any \( Q_3 = \lambda Q_1 + (1 - \lambda) Q_2 \), for \( \lambda \in (0, 1) \), is also an optimal solution of (24) [27]. Since \( Q_1 \) and \( Q_2 \) are both rank-one and distinct, it is rigid that \( Q_3 \) is of rank two, which contradicts with the result proved in Theorem 1. Hence problem (24) must have only one optimal solution \( Q_1 \). Similarly, the uniqueness of the optimal solutions of problems (33), and (42) can also be verified.

\[ D. \text{Complexity Analysis} \]

In this subsection, we mathematically characterize the computational complexity of the proposed schemes. Note that the convex restriction formulations (24), (33), and (42) involve only LMI and SOC constraints, and hence can be solved using standard interior-point methods (IPM) [30, Lecture 6]. Therefore, we can use the worst-case computation time of IPM to compare the complexities of the three formulations. Now, using the transformation

\[ \mathbb{R}^n \ni S \mapsto \left[ \begin{array}{c} \text{Re}(S) \\ -\text{Im}(S) \end{array} \right] \in \mathbb{S}^n, \]

where \( \mathbb{S}^n \) and \( \mathbb{S}^n \) represent the sets of \( n \times n \) real symmetric matrices and complex Hermitian matrices, respectively, we can convert the complex-valued conic programs (24), (33), and (42) into equivalent real-valued conic programs of the form [21], [31]

\[ \min_{z \in \mathbb{R}^n} c^\top z \]

\[ \text{s.t.} \quad \sum_{i=1}^n z_i A_i^j - B^j \in \mathbb{L}^k_+ \quad \text{for} \quad j = 1, \ldots, m, \]

\[ T^\top z - b^j \in \mathbb{L}_+^k \quad \text{for} \quad j = p + 1, \ldots, m. \]

Here, \( T^i \in \mathbb{R}^{k_j \times n} \), \( b^j \in \mathbb{R}^{k_j} \) for \( j = p + 1, \ldots, m \), \( c \in \mathbb{R}^{n} \), \( \mathbb{S}^k_+ \) is the set of \( k \times k \) real PSD matrices, and \( \mathbb{L}_+^k \) is the second-order cone of dimension \( k \geq 1 \). Now the overall complexity of the IPM for solving the above problem consists of two components:

a) \text{Iteration Complexity:} The number of iterations required to reach an \( \epsilon \)-accurate (\( \epsilon > 0 \)) optimal solution of problem (43) is in the order of \( \ln(1/\epsilon)/\sqrt{\beta(K)} \), where \( \beta(K) = \sum_{j=1}^m k_j + 2(m - p) \) is known to be the barrier parameter.

b) \text{Per-Iteration Computation Cost:} A system of \( n \) linear equations is required to be solved in each iteration. The computation tasks include the formation of the coefficient matrix \( H \) of the system of linear equations and the factorization of \( H \). The cost of forming \( H \) sums on the order of \( \kappa_{\text{for}} = n \sum_{j=1}^m k_j^2 + n \sum_{j=p+1}^m k_j^2 \) while the cost of factorization is on the order of \( \kappa_{\text{fac}} = n^3 \) [21].

Thus the overall computation cost for solving (43) using IPM is on the order of \( \ln(1/\epsilon)/\sqrt{\beta(K)} \times (\kappa_{\text{for}} + \kappa_{\text{fac}}) \). Using these concepts, we can now analyze the computational complexities of problems (24), (33), and (42). Note that in all three formulations, the number of decision variables (\( n \) in (43)) is on the order of \( N_v^2 \) (ignoring the slack variables). Let us first examine problem (24), which has L LMI (trace) constraints of size 1, L SOC constraints (of size 2), L LMI constraints of

Remark 2: It can be verified that the optimal solutions to problems (24), (33), and (42) obtained in Theorems 1, 2, and 3, respectively, are unique. Let us first consider that there are two distinct optimal solutions to problem (24), say \( Q_1 \) and \( Q_2 \), such that \( \text{rank}(Q_1) = \text{rank}(Q_2) = 1 \). Therefore, the range spaces of \( Q_1 \) and \( Q_2 \) must be different.

Proof: See Appendix C.
size \( N_T \), \( K \) LMI (trace) constraints of size 1, \( K \) SOC constraints, \( K \) LMI constraints of size \( N_T \), and in (24h), 1 LMI constraints of size \( N_T \), 2L LMI constraints of size 1, 2\( K \) LMI constraints of size 1. Thus the complexity of the BTI-based algorithm is on the order shown in the first row of Table I. Similarly, the complexity of the \( S \)-procedure based approach and the LDI-based approach can be quantified as shown in the second and the third row of Table I, respectively.

From Table I, it is straightforward to show that LDI-based method has the lowest computational complexity since it involves only SOC constraints, while the BTI-based approach has the highest computational cost since it involves a more complicated set of constraints. However, in terms of tightness, the \( S \)-procedure based approach performs the worst, as evidenced by our numerical results.

**IV. ROBUST SRM**

In the robust power minimization problem considered in Section III, attempt has been made to keep the transmit power as low as possible yet maintaining the predefined secrecy rate \( R \), as well as the harvested energy, within the secrecy outage probability. However, in many practical wireless communication systems (e.g., secondary users’ transmission in cognitive radio systems, small cell users’ transmission in heterogeneous networks (HetNets)), the maximum allowable transmission power is limited to a certain level so as to keep the interference to other users below a given threshold. In those scenarios, SRC power minimization problem (10) may turn out to be infeasible [22], [32] and the designer may need to readjust the secrecy rate requirement in order to find a feasible solution. With insufficient channel knowledge, finding out the appropriate secrecy rate requirement can be a tedious job. Instead, a more attractive problem formulation can be to find the maximum secrecy rate \( R \) that can be achieved subject to the same outage constraints and the additional transmit power constraint. Thus, the SRM problem with outage constraints for a given maximum transmission power can be represented as follows:

\[
\max_{Q_i, Q_T} R \quad \text{s.t.} \quad \Pr \left[ \min_i \left( C_1(Q_i) - \hat{C}_{e,i}(Q_i) \right) \right] \geq 1 - p, \forall i, \quad (44a) \\
\Pr \left[ \min_k \hat{E}_k \geq \eta_k \right] \geq 1 - q, \forall k, \quad (44c) \\
\text{tr}(Q_i) \leq P_T, \quad Q_T \succeq 0, \quad (44d)
\]

where \( P_T \) is the maximum available transmission power budget at the transmitter. This problem is not convex in terms of the outage constraints. To make this problem more tractable, we propose a two-stage optimization procedure as shown below:

\[
\begin{align*}
\max_{Q_i} & \quad R \\
\text{s.t.} & \quad \Pr \left[ \min_i \left( C_1(Q_i) - \hat{C}_{e,i}(Q_i) \right) \right] \geq 1 - p, \forall i, \quad (45b) \\
\Pr \left[ \min_k \hat{E}_k \geq \eta_k \right] \geq 1 - q, \forall k, \quad (45c) \\
\text{tr}(Q_i) \leq P_T, \quad Q_T \succeq 0, \quad (45d)
\end{align*}
\]

In the first stage, we solve the inner maximization problem of (45) for any given feasible \( R \). In the second stage, we perform a one-dimensional line search over \( R \) that leads to the optimal solution of the problem (44). Note that even with given \( R \), the problem is not tractable due to the probabilistic constraints. Hence we apply the safe approximation approaches derived in the previous section for the probabilistic constraints.

**A. SRM Based on BTI**

According to Lemma 2, the BTI based convex restrictions for constraints (45a) and (45a) are given by (22) and (23), respectively, for given \( R \). Thus, the safe approximation for the inner maximization problem in (45) is given by

\[
\max_{Q_i, \{w_i\}, \{v_i\}, \{\omega_i\}} R \quad \text{s.t.} \quad \text{tr}(Q_i) \leq P_T, \quad (46b) \\
\text{tr}(Q_i) \succeq 0, \quad (46c)
\]

Our next endeavour is to establish a link between the optimal solutions of (24) and (46). If we can prove that the the optimal solution of problem (24) is also optimal for problem (46), then we can readily obtain the optimal solution to the inner maximization problem in (45).

**Proposition 1:** Any optimal solution to the power minimization problem (24) is also optimal to the problem (46) for identical specifications.

**proof:** The proof is identical to that of [10, Th. 2] and is thus omitted for brevity. \( \Box \)

By Theorem 1, we know that the solution to the power minimization problem (24) is rank-one optimal, so is the solution of the problem (46) – we can immediately infer from Proposition 1. The remaining task is to find the optimal \( R \) from the second stage of problem (45). A simple one-dimensional linear search (e.g., bisection or golden-section search) over \( R \) to find the maximal \( R \) that solves the feasibility problem (45) is sufficient. The lower boundary of the search is obviously 0 due to the assumption \( R > 0 \). The upper limit can be defined by assuming that the system vintages the highest secrecy rate i.e., at \( C_{e,i} = 0, \forall i \). Thus, we obtain the upper search limit from (44b) as

\[
\begin{align*}
R \leq \log \left( 1 + \frac{1}{\sigma_{\hat{h}}} \text{tr}(Q_i) \right) & \leq \log \left( 1 + \frac{1}{\sigma_{\hat{h}}} \text{tr}(Q_i) \right) \leq \log \left( 1 + \frac{1}{\sigma_{\hat{h}}} \right).
\end{align*}
\]

**TABLE I**

**COMPLEXITY ANALYSIS OF THE PROPOSED APPROACHES**

| Method   | Complexity Order \( n = O(N_T^3) \) |
|----------|--------------------------------------|
| BTI      | \( \ln(1/\epsilon)\sqrt{N_T(K + L + 1)} + n(K + L)(N_T^2 + nN_T^2 + 3n + 3) + (K + L)^2 + nN_T^2 + n^2 \) |
| \( S \)-procedure | \( \ln(1/\epsilon)\sqrt{N_T(K + L + 1)} + n(K + L)(N_T^2 + nN_T^2 + 3K + 3L) + n(K + L)(N_T^2 + nN_T^2 + (K + L))(N_T^2 + n^2) \) |
| LDI      | \( \ln(1/\epsilon)\sqrt{N_T(K + L + 1)} + n(K + L)(N_T^2 + nN_T^2 + 3K + 3L) + n(K + L)(N_T^2 + nN_T^2 + (K + L))(N_T^2 + n^2) \) |
Note that the last inequality is derived using the sum power constraint $\text{tr}(Q_1) \leq P_T$ in (44d).

**B. S-Procedure Based SRM**

According to Lemma 4, the $S$-procedure based convex restrictions for constraints (45a) and (45a) are given by (31) and (32), respectively. As a result, a safe approximation for the inner maximization problem in (45) is given by

$$\max_{Q_{t},\{\nu_{t,k}\}^{N_{t}\times\Delta}} R$$
\[\text{s.t.} \quad \text{tr}(Q_1) \leq P_T, \quad (33b)-(33d) \text{ satisfied.} \]

The following proposition establishes the solution equivalence between (48) and (33).

**Proposition 2:** Any optimal solution to the power minimization problem (33) is also optimal to the problem (48) for identical specifications.

**proof:** The proof is identical to that of [10, Th. 2] and is thus omitted for brevity. □

By Theorem 2, it is already known that the optimal solution to the power minimization problem (33) yields a rank-one transmit covariance $Q_1$. Hence, the solution to the problem (48) should also be of unit-rank. The remaining task is to find the optimal $R$ for problem (45) through a one-dimensional line search as described in Subsection IV-A.

**C. LDI Based SRM**

Similar to the BTI and the $S$-procedure based approaches, a convex safe approximation for the inner maximization problem in (45) is given by Lemma 5 as

$$\max_{Q_{t},\{\nu_{t,k}\}^{N_{t}\times\Delta}} R$$
\[\text{s.t.} \quad \text{tr}(Q_1) \leq P_T, \quad (42b)-(42h) \text{ satisfied,} \]

which can be efficiently solved using existing solvers [26]. The solution obtained is identical to that of the power minimization problem (42) as described by the following proposition.

**Proposition 3:** Any optimal solution to the power minimization problem (42) is also optimal to the problem (49) for identical specifications.

**proof:** The proof is identical to that of [10, Th. 2] and is thus omitted for brevity. □

The solution has been proved to be rank-one optimal in Theorem 3. Finally, a line search is performed to find the optimal $R$ as described in Subsection IV-A.

**V. Simulation Results**

Here, we study the performance of the proposed algorithms in MISO secrecy SWIPT systems with probabilistic constraints through numerical simulations. For simplicity, it was assumed that $\eta_k = \tilde{\eta}_k = 1$, $\forall k$, $N_{e,i} = N_{e}$, $\forall i$, $p = q = \rho$, $\sigma^2 = \sigma^2 = \delta^2 = 1$, $d_1 = d_{b,k} = d_{c,i} = d$. We set $L_c = 35.97 \times 10^{-3}$, (i.e., when $G_T = 18$ dBi, $G_R = -2$ dBi, $c = 3 \times 10^8$, $f = 1000$ MHz), path loss exponent of $\tilde{k} = 2.7$, and distance $d = 10$ meters. In particular, we examine the case in which the QoS requirements are such that each user is provided with an outage probability of at most 10%; i.e., $\rho = 0.1$, unless otherwise specified. We simulated a flat Rayleigh fading environment where the channel vectors have entries with zero mean and variance $1/N_T$.

Since Monte-Carlo simulations become prohibitively expensive under very low outage requirements for the convex restriction approaches, the algorithms developed in this paper are generally not recommended [21]. However, to illustrate the performance of the proposed approaches in a larger error domain, we average the results over 500 realizations of the estimated channels.

We start the performance analysis of the proposed convex restriction formulations by comparing their feasibility rates, i.e., the chance of getting a feasible solution to the problem (10) in 500 realizations of the estimated channels. Fig. 2 shows the feasibility rates of the three approaches for $N_T = 6$, $K = L = N_{e} = 3$, and $\eta = 0$ (dB). Interestingly, the $S$-procedure based approach has the lowest feasibility rate compared to the other two methods. The BTI-based and the LDI-based approaches yield almost the same feasibility rate. Therefore, one would expect the worst performance from the $S$-procedure based approach in terms of secrecy rate as well as transmit power which we will observe in the remaining examples.

In the next example, we compare the transmit power consumptions of the proposed robust convex restriction solutions with that of the conventional perfect eavesdroppers’ CSI based non-robust approach [25] for problem (10). In the non-robust scheme, the estimated CSIs have been used for designing the transmit covariance matrix. Fig. 3 shows the transmit power required by various methods against the rate outage threshold $R$ with $N_T = 8$, $K = 3$, $L = 2$, $N_{e} = 2$. We plot the results for $\eta = 10$ (dBm) and $\eta = 15$ (dBm). As can be seen from Fig. 3, the BTI-based approach yields slightly better transmit power performance compared to the LDI-based restriction approach. However, the $S$-procedure based approach performs the worst amongst the proposed approaches. Interestingly, the robust algorithms guarantee the probabilistic constraints costing very little additional transmit power compared to the non-robust scheme. Obviously, with the increase in the required secrecy rate, all the algorithms demand higher transmit power.
The results in Fig. 3 indicate that when the EH requirement is increased from $\eta = -10$ (dB) to $\eta = 0$ (dB), all the approaches require more transmit power to satisfy the more demanding constraints. Hence, in the next example, we illustrate the transmit power consumptions of the solutions against the EH requirements. Fig. 4 shows the required transmit power versus the EH outage threshold $\eta$ with $N_T = 8$, $K = 3$, $L = 2$, $N_e = 2$. We plot the results for $R = 3$ and $R = 5$ (bps/Hz). The results in Fig. 4 show identical characteristics of the probabilistic restriction solutions as those in Fig. 3. Again, with increased EH outage requirement, all the algorithms demand higher transmit power.

Next, we examine the secrecy rate performance of the proposed safe approximation approaches for the SRM problem (44). Fig. 5 plots the worst-user secrecy rates of the various methods against the transmit power constraint $P_T$ for outage tolerance of 5% and 10% for both the secrecy rate and EH constraints. As a baseline scheme, we also plot the secrecy rate of the classic maximal ratio transmission (MRT) scheme. In the MRT scheme, we pick the IR’s channel direction for transmit beamforming assuming no eavesdropper is present. Specifically, the transmit covariance matrix is defined as $Q_I = \left(\frac{P_T}{\|h\|^2}\right)hh^H$. Hence, it is a very suboptimal method and undergoes severe performance degradation compared with the proposed robust schemes. We set other parameters as $N_T = 8$, $K = L = 3$, $N_e = 2$, and $\eta = -5$ (dB). As we can see, the BTI- and LDI-based approaches yield almost identical worst-user secrecy rate whereas the $S$-procedure based approach has noticeable degradation. Since the secrecy rate $C_s$ in (6) is an increasing function of the transmit power $tr(Q_I)$, one can notice identical reflections in the results of Fig. 5 with increasing $P_T$. Also, it is no surprise that stricter outage constraint ($\rho = 0.05$) guarantees higher secrecy rate compared to relaxed outage constraint ($\rho = 0.1$). However, this observation does not apply to the conventional MRT scheme since it does not satisfy the outage constraints.

Finally, we analyze the achievable worst-user secrecy rate behaviors of the various methods when the number of eavesdroppers is increased. The achievable secrecy rate versus the number of eavesdroppers (i.e., $L$) is shown in Fig. 6 with $N_T = 6$, $K = 3$, $N_e = 2$, $P_T = 15, 20$ (dB), and $\eta = -5$ (dB). It can be observed from this result that the worst-user secrecy rate decreases as more eavesdroppers are present which is reasonable since it is more likely to find an Eve with stronger channel (resulting in worse secrecy) among an increased number of Eves. As we observed in the previous examples, the BTI- and LDI-based schemes outperform the $S$-Procedure based one in terms of the achievable secrecy rate.

VI. CONCLUSIONS

This paper investigated the power minimization as well as the SRM problems with probabilistic QoS constraints in MISOME systems for SWIPT and proposed convex safe approximation based transmit beamforming algorithms with...
imperfect CSI. Applying SDR techniques, we showed that rank-one optimal transmit covariance solutions are always obtainable for the safe approximation approaches. In particular, we found the maximum achievable secrecy rate under transmit power and outage constraints through optimally solving the power minimization problem. Simulation results have been provided to demonstrate the performance of the proposed approaches.

APPENDIX

A. Proof of Theorem 1

We start the proof by eliminating $Q_1$ from the constraints (24c) and (24f) such that these two constraints become irrelevant to proof of rank of $Q_1$. Note that the SOC program (SOCP) constraint (24c) can be equivalently expressed as

$$
\sqrt{\left\| R_{H,i}^t \left( I_{N_{e,i}} \otimes Q_1 \right) R_{H,i}^t \right\|^2_F + 2 \left\| R_{H,i}^t \left( I_{N_{e,i}} \otimes |Q_1| \right) \right\|_F^2} \\
\leq \sqrt{\left\| R_{H,i}^t \left( I_{N_{e,i}} \otimes Q_1 \right) \right\|^2_F + 2 \left\| \hat{h}_{e,i} \right\|^2_F} \\
\Rightarrow \text{tr} \left( \left( I_{N_{e,i}} \otimes Q_1 \right) \left( I_{N_{e,i}} \otimes Q_1 \right)^H \right) \leq \frac{\psi_i^2}{\alpha_i},
$$

where $\alpha_i \triangleq \text{tr}^2 \left( R_{H,i} \right) + 2 \text{tr} \left( R_{H,i} \right) \left\| \hat{h}_{e,i} \right\|^2_F$. Applying the matrix trace identities $\text{tr}[\left( A \otimes B \right) (C \otimes D)] = \text{tr}(AC \otimes BD)$, $\text{tr}(A \otimes B) = \text{tr}(A) \text{tr}(B)$ [33], and (14c), we obtain

$$
\text{tr} \left( \left( I_{N_{e,i}} \otimes Q_1 \right) \left( I_{N_{e,i}} \otimes Q_1 \right)^H \right) = \text{tr} \left( I_{N_{e,i}} \otimes Q_1 Q_1^H \right) = N_e,i \text{tr} \left( Q_1 Q_1^H \right).
$$

Thus, (50) can be rewritten as

$$
\text{tr} \left( Q_1 Q_1^H \right) \leq \frac{\psi_i^2}{\alpha_i} \Rightarrow Q_1 Q_1^H \leq \kappa_i^2 I_{N_T},
$$

where $\kappa_i^2 \triangleq \frac{\psi_i^2}{\alpha_i}$. Now we rewrite the constraint (51) as the following LMI:

$$
\begin{bmatrix}
\kappa_i I_{N_T} & 0 \\
0 & \kappa_i I_{N_T}
\end{bmatrix}
\begin{bmatrix}
Q_1 \\
Q_1^H
\end{bmatrix}
\leq 0,
$$

which can be eventually rewritten as

$$
\begin{bmatrix}
\kappa_i I_{N_T} & 0 \\
0 & \kappa_i I_{N_T}
\end{bmatrix}
\begin{bmatrix}
I_{N_T} & 0 & 0 & Q_1 \\
0 & \kappa_i I_{N_T} & 0 & 0 \\
0 & 0 & \kappa_i I_{N_T} & 0 \\
0 & 0 & 0 & \kappa_i I_{N_T}
\end{bmatrix}
\begin{bmatrix}
I_{N_T} & 0 & 0 & \kappa_i I_{N_T} \\
0 & \kappa_i I_{N_T} & 0 & 0 \\
0 & 0 & \kappa_i I_{N_T} & 0 \\
0 & 0 & 0 & \kappa_i I_{N_T}
\end{bmatrix}
\begin{bmatrix}
Q_1^H \\
Q_1 \\
0 \\
0
\end{bmatrix}
\leq \kappa_i.
$$

The following lemma transforms the LMI in (53) into a more convenient form.

**Lemma 6 (Nemirovski Lemma):** [34, Lemma 2] Given matrices $A, B, C$ with $A = A^H$,

$$
A \succeq B^H X C + C^H X B, \quad \forall X : \|X\| \leq \kappa,
$$

if and only if there exists a $\beta \geq 0$ such that

$$
\begin{bmatrix}
A - \beta C C^H & -\kappa B^H \\
-\kappa B & \beta I
\end{bmatrix} \succeq 0.
$$

The merit of Lemma 6 is that it transforms matrix inequalities into LMIs which do not involve the matrix variable. Based on Lemma 6, we obtain (54) (at the bottom of the page) from (53). Similarly, the SOCP constraint (24f) can be rewritten as (55), as shown at the bottom of this page, where $\psi_i^2 \triangleq \frac{\sigma_i^2}{\text{tr}^2(\hat{R}_{g,i} + 2\text{tr}(\hat{R}_{g,i}))}$. Indeed, the SOCP constraints (24c) and (24f) have been rewritten without $Q_1$ in (54) and (55), respectively.

The Lagrangian dual function of problem (24) is given by

$$
L \left( Q_1, Z, \lambda_i, C_i, \mu_k, D_k \right) \triangleq \text{tr} \left( Q_1^H \right) - \text{tr} \left( Z Q_1 \right) + \sum_{i=1}^{L} \sum_{n=1}^{N_{e,i}} \lambda_i \text{tr} \left( \psi_i^{(n,n)} Q_1 \right) + \sum_{i=1}^{L} \sum_{n=1}^{N_{e,i}} \lambda_i \left( -\frac{\sigma_i^2}{2R_{g,i}^2} + \sigma_i^2 \right) \\
+ \text{tr} \left( h h^H Q_1 \right) + \sqrt{-2 \ln(p)} \psi_i - \ln(p) \omega_i - \frac{\sigma_i^2}{2R_{g,i}^2} + \sigma_i^2 \\
- \sum_{i=1}^{L} \sum_{n=1}^{N_{e,i}} \lambda_i \text{tr} \left( R_{g,i} Q_1 \right) + \frac{\gamma_i \kappa_i}{\text{tr}(\hat{R}_{g,i})} \sqrt{-2 \ln(q)} \psi_i - \ln(q) \varphi_k \\
+ \sum_{k=1}^{K} \kappa_k \left( \frac{\sqrt{-2 \ln(q)} \psi_i - \ln(q) \varphi_k}{\kappa_i} \right),
$$

where $Z, \lambda_i, C_i, \mu_k, D_k$ are the Lagrangian dual variables associated with $Q_1$, (24b), (24d), (24e), and (24g), respectively. For notational convenience, $\psi_i^{(n,n)}$ and $\Phi_i^{(n,n)}$ are also defined as the diagonal block sub-matrices of $R_{H,i} + \hat{h}_{e,i} \hat{h}_{e,i}^H$ and $R_{H,i}^{-1} C_i R_{H,i}^{-1}$, respectively. In particular, $R_{H,i} + \hat{h}_{e,i} \hat{h}_{e,i}^H$ and $R_{H,i}^{-1} C_i R_{H,i}^{-1}$ are defined as the diagonal block sub-matrices of $R_{H,i} + \hat{h}_{e,i} \hat{h}_{e,i}^H$ and $R_{H,i}^{-1} C_i R_{H,i}^{-1}$, respectively. In particular, $R_{H,i} + \hat{h}_{e,i} \hat{h}_{e,i}^H$ and $R_{H,i}^{-1} C_i R_{H,i}^{-1}$ are defined as the diagonal block sub-matrices of $R_{H,i} + \hat{h}_{e,i} \hat{h}_{e,i}^H$ and $R_{H,i}^{-1} C_i R_{H,i}^{-1}$, respectively.
Karush-Kuhn-Tucker (KKT) conditions can be defined as
\[
\frac{\partial L(Q_1, Z, \lambda_i, C_i, \mu_k, D_k)}{\partial Q_1} = 0, \quad (57a)
\]
\[Z Q_1 = 0, \quad Q_1 \geq 0, \quad (57b)\]
\[Z \geq 0, \quad \lambda_i \geq 0, \quad C_i \geq 0, \quad \forall i, \mu_k \geq 0, \quad D_k \geq 0, \quad \forall k. \quad (57c)\]

Next, we prove that there exists at least one \( \lambda_i > 0 \) such that
\[t \triangleq \sum_{i=1}^{L} \lambda_i \left( -\frac{\sigma^2}{2\lambda_k} + \sigma^2 \right) + \sum_{k=1}^{K} \frac{\mu_k \eta_k}{\gamma_k} \]
that includes the terms in the Lagrangian dual function (56) not involving the primal variables, the dual problem of (24) is given by
\[
\min_{Z, (\lambda_i, (C_i), (\mu_k), (D_k))} \sum_{i=1}^{L} \lambda_i \left( \frac{\sigma^2}{2R} - \sigma^2 \right) - \sum_{k=1}^{K} \frac{\mu_k \eta_k}{\gamma_k} > 0 \quad (58a)
\]
s.t.
\[Z \geq 0, \quad \lambda_i \geq 0, \quad C_i \geq 0, \quad \forall i. \quad (58b)\]
\[\mu_k \geq 0, \quad D_k \geq 0, \quad \forall k. \quad (58c)\]

Note that the primal problem (24) is convex and it can be easily verified that the problem satisfies Slater’s condition [27]. Therefore, the duality gap is zero. Now, in order to successfully transfer information to the legitimate destination, the transmit power \( \text{tr}(Q_1) \), which is the objective function of the primal problem (24), must be greater than zero. Therefore, the strict positivity \( \sum_{i=1}^{L} \lambda_i \left( \frac{\sigma^2}{2R} - \sigma^2 \right) - \sum_{k=1}^{K} \frac{\mu_k \eta_k}{\gamma_k} > 0 \) must also hold.

Let us now assume that \( \lambda_i = 0, \forall i \). Then it can be easily observed that \( \sum_{i=1}^{L} \lambda_i \left( -\frac{\sigma^2}{2\lambda_k} + \sigma^2 \right) - \sum_{k=1}^{K} \frac{\mu_k \eta_k}{\gamma_k} < 0 \) for \( \mu_k \geq 0, \forall k \), which contradicts with the already established fact. Thus we claim that there exists at least one \( i \) for which \( \lambda_i > 0 \) and hence \( t > 0 \) must also hold.

Now, according to KKT condition (57a), we obtain
\[I_{N_T} + \sum_{i=1}^{L} \sum_{n=1}^{N_{e,i}} \lambda_i \psi_i^{(n,n)} + \sum_{i=1}^{L} \sum_{n=1}^{N_{c,i}} \phi_i^{(n,n)} - \sum_{i=1}^{L} \lambda_i \frac{\sigma^2}{2\lambda_k} \text{hh}^H = 0. \quad (59)\]

Let \( X \triangleq I_{N_T} + \sum_{i=1}^{L} \sum_{n=1}^{N_{e,i}} \lambda_i 
\psi_i^{(n,n)} + \sum_{i=1}^{L} \sum_{n=1}^{N_{c,i}} \phi_i^{(n,n)} - \sum_{i=1}^{L} \lambda_i \frac{\sigma^2}{2\lambda_k} \text{hh}^H. \]
From KKT condition (57b), we have \( ZQ_1 = 0 \).

Furthermore, it can be verified that in order to meet the secrecy rate constraints, it must hold that \( Q_1 \neq 0 \), or equivalently, rank \( (Q_1) \) \geq 1. Then from (57b), it follows that rank \( (Z) \) \leq N_T - 1.

A key step in the proof of rank-one solution with secrecy constraints is proving that the matrix \( X \) is positive definite. Note that for secrecy problems without the EH constraints, the last two negative terms in the expression of \( X \) do not appear, and hence is readily established, see e.g., in [22]. In contrast, for problems with EH constraints, this is a key challenging step which we overcome as follows.

Let \( r_X \triangleq \text{rank}(X) \) denote the rank of \( X \). According to [10, Lemma 5], it holds true that rank \( (A - B) \) \geq \text{rank}(A) - \text{rank}(B) \) for two matrices \( A \) and \( B \) of the same dimension. Thus rank \( (Z) \) \geq \text{rank}(X) - \text{rank}(r_{\text{hh}^H}) = r_X - 1.

If \( X \) is positive definite, \( r_X = N_T \) and \( \text{rank}(Z) \geq N_T - 1. \)

However, if \( \text{rank}(Z) = N_T \), i.e., \( Z \) is of full-rank, then it follows from (57b) that \( Q_1 = 0 \), which cannot be an optimal solution to (24). Therefore, we have rank \( (Z) = N_T - 1. \)

According to (57b), we have rank \( (Q_1) = 1. \)

For the case when \( r_X < N_T \), let \( \Pi = \left[ \pi_1, \pi_2, \ldots, \pi_{N-T-r_X} \right] \) with \( \Pi^H \Pi = \Pi_{N_T-r_X} \) denote the orthogonal basis for the null space of \( X \), i.e., \( \Pi \Pi^H = 0 \). Then we have
\[\pi_i^H Z \pi_i = \pi_i^H (X - r_{\text{hh}^H}) \pi_i = -\text{tr}(\text{hh}^H \pi_i \pi_i^H) \leq 0, \quad \text{for } i = 1, \ldots, N_T - r_X. \quad (60)\]

To guarantee that the Lagrangian in (56) is bounded from below such that the dual function exists, it follows that \( Z \geq 0. \)

Since \( Z \geq 0 \), it follows from (60) that \( \text{hh}^H \pi_i = 0, \forall i \), given \( t > 0 \). That is,
\[\pi_i^H Z \pi_i = 0. \quad (61)\]

As a result, we have
\[Z \Pi = 0. \quad (62)\]

However, no information will be transferred to the IR in this case since all \( \pi_i \)’s lie in the null space of \( \text{hh}^H \) according to (61) [9, Proof of Proposition 4.1]. Hence positive secrecy rate constraint in (10b) cannot be satisfied in this case, which contradicts with the assumption \( R > 0 \). Thus \( r_X = N_T \) must hold, which implies that \( X \) is positive definite and rank \( (Z) \geq N_T - 1. \)

Combining this result with rank \( (Z) \leq N_T - 1. \), it follows that rank \( (Z) = N_T - 1. \) Accordingly, from (57b), we have
\[
\text{rank}(Q_1) = \text{nullity}(Z) = N_T - \text{rank}(Z) = 1. \quad (63)\]

Theorem 1 is thus proved.

\[\boxed{\text{B. Proof of Theorem 2}}\]

By defining
\[\Sigma_{H,i} \triangleq \begin{bmatrix} R_{h,i}^{\dagger} (I_{N_{e,i}} \otimes Q_1) & R_{h,i}^{\dagger} (I_{N_{c,i}} \otimes Q_1) \hat{h}_{e,i} \end{bmatrix}, \]
\[\Lambda_{H,i} \triangleq \begin{bmatrix} \mu_{H,i}^2 I_{N_{c,i}} & 0 \\ 0 & \frac{\gamma_e^2}{2\sigma^2} - \mu_{H,i}^2 \gamma_e^2 \end{bmatrix}, \]
\[\Theta_{i} (Q_1, \mu_{H,i}) \text{ in (31) can be decomposed as} \]
\[\Theta_{i} (Q_1, \mu_{H,i}) = \begin{bmatrix} R_{h,i}^{\dagger} \hat{h}_{e,i}^{H} (I_{N_{e,i}} \otimes Q_1) & R_{h,i}^{\dagger} \hat{h}_{e,i} \end{bmatrix} + \Lambda_{H,i} + \frac{\gamma_e^2}{2\sigma^2} \begin{bmatrix} 0 & h \end{bmatrix}^{H} Q_1 [0 \ h]. \quad (64)\]

Similarly, denoting \( \Sigma_{g,k} \triangleq \begin{bmatrix} R_{g,k}^{\dagger} Q_1 R_{g,k}^{\dagger} Q_1^\dagger \hat{g}_{e,k} \\ R_{g,k}^{\dagger} \hat{g}_{e,k} \end{bmatrix} \) and \( \Lambda_{g,k} \triangleq \begin{bmatrix} \mu_{g,k}^2 I_{N_T} & 0 \\ 0 & \frac{\gamma_e^2}{2\sigma^2} - \mu_{g,k}^2 \gamma_e^2 \end{bmatrix} \), we obtain \( \gamma_k (Q_1, \mu_{g,k}) = \Sigma_{g,k} + \Lambda_{g,k} \) from (32).
Let us now define the Lagrangian dual function of problem (33):

\[
\mathcal{L}(Q_i, Z, V_{H,i}, V_{g,k}) \triangleq \text{tr} (Q_i) - \text{tr} (ZQ_i) + \sum_{i=1}^{N_{e,i}} \sum_{n=1}^{\lambda_{i,n}} \text{tr} \left( \Omega_{i}^{(n,n)} Q_i \right) - \sum_{i=1}^{L} \text{tr} (V_{H,i} A_{H,i}) - \sum_{k=1}^{K} \text{tr} (V_{g,k}) \\
\times A_{g,k} \right) - \sum_{k=1}^{K} \text{tr} \left( V_{g,k} \left[ R_{g,k} \hat{g}_k \right]^H Q_i \left[ R_{g,k} \hat{g}_k \right] \right) \\
- \frac{\sigma^2_e}{2R \sigma^2_d} \sum_{i=1}^{L} \text{tr} (V_{H,i} \left[ \frac{0}{h} \right]^H Q_i \left[ \frac{0}{h} \right])
\]

where \( Z, V_{H,i}, V_{g,k} \) are the Lagrangian dual variables associated with \( Q_i \), (33b), and (33c), respectively. For notational convenience, \( \Omega_{i}^{(n,n)} \in \mathbb{H}^{N_{T}} \) is defined as the diagonal block sub-matrices of \( R_{H,i} \hat{h}_{e,i} V_{H,i} \left[ R_{H,i} \hat{h}_{e,i} \right]^H \). In particular,

\[
\begin{bmatrix}
R_{H,i}^1 \hat{h}_{e,i} \\
R_{H,i}^2 \hat{h}_{e,i}
\end{bmatrix}
V_{H,i}
\begin{bmatrix}
R_{H,i}^1 \hat{h}_{e,i} \\
\hat{h}_{e,i}
\end{bmatrix}
^H
= 
\begin{bmatrix}
\Omega_{i}^{(1,1)} & \cdots & \Omega_{i}^{(1,N_{e,i})} \\
\vdots & \ddots & \vdots \\
\Omega_{i}^{(N_{e,i},1)} & \cdots & \Omega_{i}^{(N_{e,i},N_{e,i})}
\end{bmatrix}
\]

(66)

The KKT conditions relevant to the proof can be defined as

\[
\frac{\partial \mathcal{L}(Q_i, Z, V_{H,i}, V_{g,k})}{\partial Q_i} = 0,
\]

(67a)

\[
Z Q_i = 0, \quad Q_i \succeq 0,
\]

(67b)

\[
Z \succeq 0, \quad V_{H,i} \succeq 0, \quad \forall i,
\]

\[
V_{g,k} \succeq 0, \quad \forall k.
\]

(67c)

Next, we prove that \( T \triangleq \frac{\sigma^2_e}{2R \sigma^2_d} \sum_{i=1}^{L} V_{H,i} \) is always positive definite by contradiction. Denoting \( \tau_S \triangleq \frac{\sigma^2_e}{2R \sigma^2_d} \sum_{i=1}^{L} V_{H,i} \), that includes the terms in the Lagrangian dual function not involving the primal variables, the dual problem of (33) is given by

\[
\min_{Z, V_{H,i}, V_{g,k}} Z \succeq 0, \quad V_{H,i} \succeq 0, \quad V_{g,k} \succeq 0, \quad \forall i, k
\]

(68a)

Note that the primal problem (33) is convex and it can be easily verified that the problem satisfies Slater’s condition [27]. Thus the duality gap is zero. Now, in order to successfully transfer information to the legitimate destination, the transmit power \( \text{tr}(Q_i) \), which is the objective function of the primal problem (33), must be greater than zero. Therefore, the strict positivity on the objective of the dual problem must also hold.

Now, if \( V_{H,i} = 0, \forall i \), resulting in \( T = 0 \), then it can be easily observed that \( \tau_S \leq 0 \) for \( V_{g,k} \succeq 0, \forall k \), which contradicts with the already established fact. Thus we claim that \( T > 0 \) must also hold.

According to KKT condition (67a), we obtain

\[
X_S - [0 \ h] T [0 \ h]^H = Z,
\]

(69)

where \( X_S \triangleq \sum_{i=1}^{L} \sum_{n=1}^{N_{T}} \Omega_{i}^{(n,n)} - \sum_{k=1}^{K} \left[ R_{g,k} \hat{g}_k \right] V_{g,k} \left[ R_{g,k} \hat{g}_k \right]^H \). From KKT condition (67b), we have \( \alpha Q_i = 0 \). Furthermore, it can be verified that in order to meet the secrecy rate constraints, it must hold that \( Q_i \neq 0 \), or equivalently, \( \text{rank}(Q_i) \geq 1 \). Then from (57b), it follows that \( \text{rank}(Z) \leq N_T - 1 \).

Following similar reasoning as in Appendix A, it can be proved by contradiction that \( X_S > 0 \). Applying [10, Lemma 5], rank \( (Z) \geq \text{rank}(X_S) - \text{rank}(0 \ h^T [0 \ h]) = N_T - 1 \). Combining this argument with rank \( (Z) \leq N_T - 1 \), it follows that \( \text{rank}(Z) = N_T - 1 \). Accordingly, from (57b), rank \( (Q_i) = 1 \).

C. Proof of Theorem 3

Applying Lemma 6 (Nemirovski lemma), constraints (42c), (42d), and (42g) can be equivalently transformed into LMIs not involving \( Q_i \). Therefore, we ignore these constraints in the proof of rank-one \( Q_i \) as in Appendix A. Accordingly, the Lagrangian of (42) is given by

\[
\mathcal{L}(Q_i, Z, \lambda) \triangleq \text{tr} (Q_i) - \text{tr} (Z Q_i) + \sum_{i=1}^{L} \sum_{n=1}^{N_{e,i}} \lambda_{i,n} \text{tr} \left( \Omega_{i}^{(n,n)} Q_i \right)
\]

\[
+ \sum_{i=1}^{L} \sum_{k=1}^{K} \lambda_{b,i} \left( -\frac{\sigma^2_e}{2R \sigma^2_d} Q_i h - \frac{\sigma^2_e}{2R} + \sigma^2_e + 2 \sqrt{\ln(p)} \right)
\]

\[
\times \left( \frac{\sigma^2_e}{2R \sigma^2_d} Q_i h - \frac{\sigma^2_e}{2R} + \sigma^2_e + 2 \sqrt{\ln(p)} \right)
\]

\[
- \sum_{k=1}^{K} \lambda_{e,k} \left( -\frac{\eta_k}{q_k} - 2 \sqrt{\ln(q)} (\bar{v}_k + \hat{v}_k) \right)
\]

(70)

where \( \lambda \triangleq \left( \lambda_{b,1}, \ldots, \lambda_{b,L}, \lambda_{e,1}, \ldots, \lambda_{e,K} \right)^T \) is the vector of Lagrange multipliers associated with the constraints (42b) and (42e), and \( Z \) is the Lagrangian dual variable associated with \( Q_i \). The KKT conditions can be defined as

\[
\frac{\partial \mathcal{L}(Q_i, Z, \lambda)}{\partial Q_i} = 0,
\]

(71a)

\[
Z Q_i = 0, \quad Q_i \succeq 0, \quad Z \succeq 0 \lambda \geq 0.
\]

(71b)

Denoting \( \tau_D \triangleq \sum_{i=1}^{L} \lambda_{b,i} \left( -\frac{\sigma^2_e}{2R \sigma^2_d} + \sigma^2_e + \sum_{k=1}^{K} \lambda_{e,k} \frac{\eta_k}{q_k} \right) \) in (58), the dual problem can be defined as

\[
\max_{Z, \lambda} -\tau_D \\
\text{s.t.} \quad Q_i \succeq 0, \quad \lambda \geq 0.
\]

(72a)

Following similar arguments as in Appendix A, it can be shown that there exists at least one \( \lambda_{b,i} > 0 \). The rest of the proof is identical to the corresponding part in Appendix A, and thus is omitted for brevity.
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