A Danish FrameNet Lexicon and an Annotated Corpus Used for Training and Evaluating a Semantic Frame Classifier
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Abstract

In this paper, we present an approach to efficiently compile a Danish FrameNet based on the Danish Thesaurus, focusing in particular on cognition and communication frames. The Danish FrameNet uses the frame and role inventory of the English FrameNet. We present the corresponding corpus annotations of frames and roles and show how our corpus can be used for training and evaluating a semantic frame classifier for cognition and communication frames. We also present results of cross-language transfer of a model trained on the English FrameNet. Our approach is significantly faster than building a lexicon from scratch, and we show that it is feasible to annotate Danish with frames developed for English, and finally, that frame annotations – even if limited in size at the current stage – are useful for automatic frame classification.
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1. Danish as an under-resourced language

The META-NET white papers, which discussed the most urgent risks and chances of the European languages in the digital age, illustrated that several of our languages are severely under-resourced for the ongoing and coming digital revolution; Danish being no exception (cf. Pedersen et al. 2012).

To this end, several players in the Danish language and language technology community have in recent years focused on methods for building language technology resources and tools that employ both existing Danish lexical data and language transfer from better resourced languages (cf. Pedersen et al. 2009, Nimb et al. 2017, Johannsen et al. 2015, Levy et al. 2017). In order to enable this combination of methods, quite a lot of effort has been put into relating the resources to international standards (see for instance Martinez et al. 2016).

Most recently, effort has been put into compiling a Danish Berkeley style (Ruppenhofer et al. 2016) frame lexicon (BFN) by extracting semantic data from The Danish Thesaurus (DT) and The Danish Dictionary (DDO), (cf. Nimb et al. 2017). The FrameNet is one of several LT resources being built from a common sense id inventory first established with The Danish Dictionary and further employed in The Danish Thesaurus. Figure 1 illustrates the complex of interrelated resources, including also a Danish WordNet, DanNet, and a semantically annotated corpus, SemDaX.

In this paper we focus on the evaluation of our method of using linked data to compile new lexical resources to be used for semantic annotation and processing. At the current state, the lexicon contains 5,300 verbs (80 % of the verb lemmas in DDO) and 6,490 verbal nouns represented in 33,930 different expressions1. These are given either in the form of just the lemma itself, or in terms of a collocation from DDO, or an infinitive phrase with grammatical elements expressed as pronouns (based on the DDO valency patterns), or a multiword expression from DDO, all assigned a frame value from Berkeley FrameNet. The words and expressions represent 1/7 of the senses in DDO. Each verb lemma has an average of 3.3 frames. The noun lemmas have half the number of frames per lemma, namely 1.7. In total, 671 different frame values from Berkeley FrameNet have been applied, and among the most used ones are the ones describing acts from the semantic areas of motion, emotion, communication and cognition.

The paper is organized as follows. Below we sketch out how we, in order to test the strength of the lexical working method, started by compiling a pilot frame lexicon based on only two selected semantic domains in existing lexica (Section 2). Section 3 describes how we used the resulting set of frames to annotate selected

---

1 The Danish frame lexicon is now freely available at https://github.com/dsldk/dansk-frame-net. It will be presented in more detail at The International FrameNet Workshop 2018, Multilingual FrameNets and Constructions at LREC 2018 (Nimb, submitted for review).
corpus examples within the same two domains, and finally we present in Section 4 how we used the frame and role annotated corpus data for training and evaluating a semantic frame classifier.

2. From a Thesaurus to a FrameNet Lexicon

The Danish Frame Lexicon is being built by exploiting the thematic divisions of DT and the fact that each subdivision includes groups of semantically closely related words (see Figure 2). In the pilot project we focus on groups of verbs, including idiomatic multiword units (typically phrasal verbs) and in the case of act groups, also deverbal nouns which in a semantic content correspond quite well to the ontological groupings of acts and events in FrameNet.

![Figure 2: Synonyms and near synonyms of the verb diskutere (‘to discuss’) in DT, including verbal nouns and annotated with type 08 (acts) and semantic relations.]

Figure 2: Synonyms and near synonyms of the verb diskutere (‘to discuss’) in DT, including verbal nouns and annotated with type 08 (acts) and semantic relations.

Having detected a group of closely related verbs and verbal nouns and furthermore supplied the verbs with valency patterns from DDO via the common id numbers, the editor would search for an appropriate frame in BFN and assign this to the particular group (shown in Figure 3). In this way, a relative large framenet lexicon is being compiled with relatively little effort².

Not surprisingly, however, not all groups were equally easy to assign frames to since the relation between DT and BFN was obviously not one-to-one in all semantic areas. A classic example is the discrepancy related to antonymous word senses such as remembering and forgetting which are covered by one frame (seen as the same scenario) in BFN but situated in two different groups in the thesaurus which has antonymy as an important criteria for section division. All such examples obviously required careful adjustment by the editors.

Some situations proved to have a higher degree of lexicalization in Danish than in English, for instance we found no frame which covered the Danish word hemmeligholde with the sense ‘to refrain from telling’/’to keep as a secret’. The fact that the compilation of Berkeley FrameNet is still in progress and that all areas are not covered yet, probably also caused a lack of frames in some cases. Approx. 10 % of Berkeley FrameNet’s ~1000 frames came into play when covering the two semantic areas in Danish, and the number of frames was more or less evenly distributed between the two.

3. Annotating Frames and Roles for Communication and Cognition

Behind the idea of a framenet lies not only the identification of a particular semantic frame for a particular verb or deverbal noun sense, but also the identification of the semantic roles/frame elements that are activated with a particular frame.

We rely on two assumptions:

- that our frame lexicon will ease annotation considerably since a very limited set of possible frames for a given word is presented to the annotator via the annotation tool, and
- that BFN frames for English can be more or less directly transferred to Danish; in other words, that the same frame elements or semantic roles can be identified in a Danish textual context with a particular frame. (A similar approach is taken for most other framenets being built for a number of languages, cf. Heppin & Gronostaj 2012, 2014 for Swedish, Candito et al. 2014 for French, Ohara 2014 for Japanese).

In order to test this approach, we annotated 440 sentences from the corpus with their corresponding frames and frame elements. The sentences from SemDax cover a variety of text types such as blog, chat, forum, magazine, Parliament debates (written down by professionals), and newswire, of which the latter constitutes almost half of the corpus.

In order to easily access examples which would evoke frames relating to communication and cognition, we took advantage of the coarse sense annotations available in SemDax corpus (Pedersen et al 2016) and extracted all sentences annotated with either cognition and communication events (or both)³. This extraction also enabled us to prove whether a frame lexicon based on thesaurus vocabulary was actually extensive enough.

We used an open source, browser-based framenet annotation tool (https://github.com/andersjo/framenet-annotation). For each verb or verbal noun relating to

² The project is supported by the Danish Research Council and by The Carlsberg Foundation.

³ In SemDax all verbs, nouns and adjectives are annotated with so-called supersenses, cf. Martinez et al. (2016).
cognition or communication, the annotator has access to a small set of relevant frames, depending on the previous semantic annotation of the word. Once a frame is chosen, the annotator can assign the frame elements pertaining to this frame to the other words in the sentence by writing the word’s position in the role boxes, see Figure 4.

Figure 4: The FrameNet annotation tool shows the sentence with the verb to be annotated in red, and the assigned frame elements in red above the words. Below is the box for choosing the frame and boxes for assigning words to the frame elements.

Several observations were made during annotation:

- Semantic roles were generally straight-forward to detect and corresponded well to the ones suggested by the frame, however, in hardly any of the examples would we find all roles present; leaving for many of the roles to be implicit in the text.
- The annotators would sometimes disagree upon which precise frame to choose, often depending on whether to interpret the act in a concrete way or not (would the purpose of the act be more important to annotate than the concrete way of carrying it out, for example).
- The lexicon facilitated to a high degree the annotation task since the annotator only had to consider a very restricted set of frames in each case.

However, for some verbs, frames were missing because the specific sense had not been foreseen in the frame lexicon based on the DT vocabulary. The largest part of these were ad hoc (figurative) senses not to be included in the frame lexicon (nor in the dictionaries), but there were also cases which led us to expand the lexicon, e.g. cognition verbs with communication senses in corpus but not included in the thesaurus chapters on communication (for good reasons since the sense depends completely on a very specific discourse context).

The 440 frame annotated sentences were validated and in all cases supplied with the most appropriate frame before we used the corpus for training and evaluation.

4. Training and Evaluation of a Multilingual Semantic Frame Classifier

In order to demonstrate the value of our resource in terms of training and evaluating NLP models, we used the 440 frame-annotated sentences of the SemDax corpus to train and evaluate a semantic frame classifier. Since the corpus is relatively small and only contains a subset of the frames contained in the Danish FrameNet Lexicon, we experiment with cross-lingual frame label prediction in order to exploit more data. We reduce the frame-semantic parsing problem to a sentence classification problem, i.e. we train a model that predicts one frame label per sentence. The top frames subsume a total of 6 distinct frames, making this a 6-way multinomial classification problem.
Inspired by recent semantic parsing models, e.g., Zhou and Xu (2015), we use a set of binary deep, bi-directional Long Short Term Memory (LSTM) networks to predict frame labels. Each network predicts a single label, and we evaluate each network individually by computing sentence-level F1-scores.

In the following, we report implementation details and results for our experiments in the frame prediction task. We ran experiments in three setups.

- First, we trained the model on the Danish data using 10-fold cross validation and predicted Danish test data.
- Second, we did a cross-lingual experiment, where we trained on English FrameNet example sentences annotated with the equivalents of the frame labels in the Danish corpus, and predicted the Danish test data. This setting is unsupervised in that we did not use any Danish training data.
- The third setting was meant to provide a reference point for comparing the performance of the Danish model. Here, we trained on English frames and predicted English test data. As a baseline, we used a model that randomly assigns labels to the test data.

In all experiments, we represented sentences by pre-trained cross-lingual word embeddings. The embeddings are 40-dimensional, computed on 59 languages using MultiCCA.\(^4\)

Our results for the six most frequent frames\(^5\) are presented in Table 1. For all experiments, the LSTM hyper-parameters are tuned on English development data in a supervised set-up. The best hyper-parameter values that were used in the final experiments is a single hidden layer with a dimensionality of 20, the optimization algorithm was Adam with initial learning rate 0.001, and we used tanh activation functions and softmax for the output layer. The maximum sequence length during training is set to 20.

| English-English | Ours | Random |
|-----------------|------|--------|
| Statement       | 0.81 | 0.37   |
| Opinion         | 0.39 | 0.06   |
| Telling         | 0.49 | 0.05   |
| Text_creation   | 0.60 | 0.02   |
| Becoming Aware  | 0.57 | 0.05   |
| Certainty       | 0.47 | 0.07   |

| Danish-Danish   | Ours | Random |
|-----------------|------|--------|
| Statement       | 0.66 | 0.25   |
| Opinion         | 0.69 | 0.15   |
| Telling         | 0.52 | 0.11   |
| Text_creation   | 0.86 | 0.09   |
| Becoming Aware  | 0.43 | 0.07   |
| Certainty       | 0.54 | 0.09   |

Table 1: Supervised and unsupervised F1-scores for the 6 most frequent frames.

As mentioned, we rely only on the Danish Framenet annotated corpus, not on the frame lexicon as such. Das et al. (2010), for example, use heuristics to detect frame triggers and pick the appropriate frame using a classifier that only considers the frames licensed by the (English) Framenet. Li et al. (2012), working on POS tagging, use a tag dictionary to constrain the output space; the Danish Framenet could be used in a similar way for frame-semantic parsing. The cross-lingual parsing performance would probably improve a bit from using such constraints. On the other hand, learning to associate trigger words and frames is the easiest part of the frame detection problem; disambiguation is the hardest. In other words, if we assume that we can solve the disambiguation problem with more data, we should be able to trivially learn which frames are adequate for each verb. Also, we are already limiting the search space by considering only a subset of the total set of frames.

As can be seen from Table 1, our F1-scores are much lower when relying exclusively on cross-lingual signals (English-Danish). This shows that only part of the signal from the English data transfers. The fact that we perform better than the random baseline across all frames, shows that transfer is possible, as also suggested by Johannsen et al. (2015). However, the gap between Danish-Danish and English-Danish shows the value of annotating data in low-resource languages – and, in particular, the need for scaling up the annotated resource. Since performance correlates with support in the data – i.e., our model performs better on frequent frames – it may be beneficial to consider active learning as a strategy to efficiently annotate more data (Martínez et al., 2015).

5 Concluding Remarks

Building language resources for LT is cumbersome and expensive, and relying on existing lexicographical resources is often a challenging and not always straightforward business, in particular if – at the same time – you want to conform to international standards.

Our experiments with the compilation of a Danish framenet show that – with the given high-quality background resources, DDO and DT – it is actually feasible to build a framnet on top of an existing resource and to start from the lexicon part and move onwards to the corpus annotation. Further, adapting the role inventory from BFN to Danish proves unproblematic, with a few exceptions.

In our training experiments we have shown that language transfer of semantic frame information is possible, but that improvements are considerable when

\(^4\) http://128.2.220.95/multilingual/data/  
\(^5\) Due to data scarcity, only the six most frequent frames were used for training and evaluation in this experiment.
combining language transferred data with annotated data of the specific target language, in this case Danish.
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