Quenching, global existence and blowup phenomena in heat transfer
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Abstract

In this paper, we are concerned with the following problem appearing in heat transfer:

\begin{align*}
\frac{\partial u}{\partial t} &= d_1 \Delta u - a(x) \cdot \nabla u + f(u, v), \quad x \in \Omega, \ t > 0, \\
\frac{\partial v}{\partial t} &= d_2 \Delta v - b(x) \cdot \nabla v + g(u, v), \quad x \in \Omega, \ t > 0, \\
\frac{\partial u}{\partial \eta} = \frac{\partial v}{\partial \eta} = 0 \quad \text{or} \quad u = v = 0, \quad x \in \partial \Omega, \ t > 0, \\
u(x, 0) &= u_0(x), \quad v(x, 0) = v_0(x), \quad x \in \Omega.
\end{align*}

Here $\Omega \subset \mathbb{R}^N (N \geq 1)$, is a bounded smooth domain, $d_1, d_2 > 0$, $f(u, v)$ and $g(u, v)$ are smooth functions of $(u, v)$, $u_0(x)$ and $v_0(x)$ are nonnegative continuous functions of $x$, while $a(x)$, $b(x)$ are vector valued functions. Basing on the relations between a system of ODE and a system of parabolic equations, we establish some general theories in heat transfer about quenching, global existence and blowup phenomena, obtain the conditions(even watershed) on $f(u, v)$, $g(u, v)$, $a(x)$ and $b(x)$ which let the solution be global existence, quench or blow up, and estimate the bounds for blowup time and quenching time.
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1 Introduction

In this paper, we are concerned with the following problem appearing in heat transfer:

\[
\begin{align*}
\frac{\partial u}{\partial t} &= d_1 \Delta u - a(x) \cdot \nabla u + f(u, v), \quad x \in \Omega, \ t > 0, \\
\frac{\partial v}{\partial t} &= d_2 \Delta v - b(x) \cdot \nabla v + g(u, v), \quad x \in \Omega, \ t > 0, \\
\frac{\partial u}{\partial \eta} = \frac{\partial v}{\partial \eta} &= 0 \quad \text{or} \quad u = v = 0, \quad x \in \partial \Omega, \ t > 0, \\
u(x, 0) &= u_0(x), \quad v(x, 0) = v_0(x), \quad x \in \Omega.
\end{align*}
\]  

(1.1)

Here \( \Omega \subset \mathbb{R}^N (N \geq 1) \), is a bounded smooth domain, \( d_1, d_2 > 0, \ f(u, v) \) and \( g(u, v) \) are smooth functions of \( (u, v) \), \( u_0(x) \) and \( v_0(x) \) are nonnegative continuous functions of \( x \), while \( a(x), b(x) \) are vector valued functions. Model (1.1) often appears in heat transfer, \( u \) and \( v \) represent the temperature, the terms \( a(x) \cdot \nabla u \) and \( b(x) \cdot \nabla v \) are called convection terms, which means that there exists convection in the course of heat transfer. The local wellposedness of a parabolic system such as (1.1) was proved under certain assumptions on \( f(u, v), g(u, v), a(x), b(x), u_0(x) \) and \( v_0(x) \) (see [12] and the references therein). In convenience, we denote the problem (1.1) subject to Neumann boundary condition by (1.1A) and (1.1) subject to Dirichlet boundary condition by (1.1B).

The motivations of this paper are as follows.

First, we often take a system of ODE as a sub-controlling or sup-controlling system of parabolic equations, and call the solution of ODE as the sub-solution or sup-solution of the system of parabolic equations. About the recent results on the controllability of parabolic equations, we can refer to [9, 10, 14, 32, 40] and the references therein. Consider the following ODE problem:

\[
\begin{align*}
\frac{dw}{dt} &= f(w, z), \quad \frac{dz}{dt} = g(w, z), \quad t > 0, \\
w(0) &= c_1 \geq 0, \quad z(0) = c_2 \geq 0.
\end{align*}
\]  

(1.2)

We try to reveal the relations between (1.2) and (1.1) when they contain the same functions \( f \) and \( g \). Roughly speaking, if the solution of (1.2) is global existence (or blows up in finite time, or quenches in finite time) under certain assumptions on \( f \) and \( g \), then we hope to prove that the solution of (1.1) is also global existence (or blows up in finite time, or quenches in finite time) under the same assumptions on \( f \) and \( g \) with suitable conditions on \( a(x) \) and \( b(x) \), which is a basic and very interesting question in this direction.

Remark 1.1. In this paper, (1.1) and (1.2) contain the same functions \( f \) and \( g \) means that the expressions of \( f \) and \( g \) in (1.1) and those in (1.2) are the same. For example, if \( f(u, v) = u^{p_1}v^{q_1} \) and \( g(u, v) = u^{p_2}v^{q_2} \) in (1.1), then (1.2) contains the same functions \( f \) and \( g \) means that \( f(w, z) = w^{p_1}z^{q_1} \) and \( g(w, z) = w^{p_2}z^{q_2} \).

2
Second, many authors studied the following problem:

\[
\begin{align*}
\frac{\partial u}{\partial t} &= d_1 \Delta u + f(u, v), \quad x \in \Omega, \quad t > 0, \\
\frac{\partial v}{\partial t} &= d_2 \Delta v + g(u, v), \quad x \in \Omega, \quad t > 0, \\
\frac{\partial u}{\partial \eta} &= \frac{\partial v}{\partial \eta} = 0 \quad \text{or} \quad u = v = 0, \quad x \in \partial \Omega, \quad t > 0, \\
u(x, 0) &= u_0(x), \quad v(x, 0) = v_0(x), \quad x \in \Omega.
\end{align*}
\]

(1.3)

For some special \(f\) and \(g\) such as \(f(u, v) = a_1 v^{p_1} u^{q_1}\), \(g(u, v) = a_2 v^{p_2} u^{q_2}\) or \(f(u, v) = F(u) \exp\left(\frac{v-1}{v}\right)\), \(g(u, v) = F(u) \exp\left(\frac{v-1}{v}\right)\), they obtain the conditions which can ensure that the solution of (1.3) is global existence or blows up in finite time or quenches in finite time. We can refer to [3, 5, 7, 13, 15, 18, 20, 21, 28, 31, 36, 37] and the references therein. However, there are few results on (1.3) about such conditions on more general \(f\) and \(g\). Naturally, we are concerned with the following question: What conditions on general \(f\) and \(g\) can make the solutions of (1.1), (1.2) and (1.3) be global existence, or blow up in finite time, or quench in finite time? Meanwhile, we are interested in the following question: How the convection terms \(a(x) \cdot \nabla u\) and \(b(x) \cdot \nabla v\) effect the properties for the solution of (1.1)?

Basing on the motivations above, we hope to establish the conditions on general \(f\) and \(g\) which can make the solutions of (1.1), (1.2) and (1.3) be global existence, or blow up in finite time, or quench in finite time.

We would like to say something about the lectures on blowup phenomenon of parabolic equations. Blowup for nonlinear evolution equations had been deserved a great deal of interest ever since the pioneering papers [16, 17]. For the following scalar semi-linear parabolic equation problem

\[
\begin{align*}
\frac{\partial u}{\partial t} &= d \Delta u + \hat{f}(u), \quad x \in \Omega, \quad t > 0, \\
\frac{\partial u}{\partial \eta} &= 0 \quad \text{or} \quad u = 0, \quad x \in \partial \Omega, \quad t > 0, \\
u(x, 0) &= u_0(x), \quad x \in \Omega.
\end{align*}
\]

(1.4)

the key condition which makes the solution blow up in finite time is

\[
\int_0^{+\infty} \frac{du}{f(u)} < +\infty, \quad c > 0.
\]

We can refer to [2, 4, 6, 11, 24, 25, 29, 38] and the references therein. Some authors also considered the problems of scalar parabolic equation subject to \(\frac{\partial u}{\partial \eta} = \hat{f}(u)\), or a system of parabolic equations subject to nonlinear boundary conditions \(\frac{\partial u}{\partial \eta} = r(u, v)\) and \(\frac{\partial v}{\partial \eta} = s(u, v)\). We can refer to [1, 19, 35] and the references therein.

About the quenching phenomenon for the solution of a parabolic equation, it was first discussed by Kawarada in [23]. We also can refer to [8, 22, 26, 27] and the references therein to see more information.
Since the complexity of interaction between different nonlinearities, for a system of nonlinear parabolic equations, non-simultaneous blowup or non-simultaneous quenching phenomenon may happen, we can refer to [30, 33, 34, 39] and the references therein. However, we don’t establish general results on the non-simultaneous blowup or non-simultaneous quenching phenomenon in the framework of theory here, we only give some examples to show the non-simultaneous blowup or non-simultaneous quenching phenomenon.

We don’t state the precise expressions of our results here in order to control the length of this section, we will state and prove them in the corresponding sections. But we would like to compare our results with others below.

1. (i). Our results on blowup and global existence of the solutions to (1.2) and (1.3) meet with those of others. However, we establish some basic and interesting results on (1.1), (1.2) and (1.3) for general functions \( f \) and \( g \) in the framework of theory and find more interesting phenomena. For instance, from Example 3.2, we see that: some nonlinearities \( f(u, v) \) and \( g(u, v) \) make \( (u, v) \) blow up but \( (u^\alpha v^\beta) \) exist globally, while some nonlinearities \( f(u, v) \) and \( g(u, v) \) can make both \( (u, v) \) and \( (u^\alpha v^\beta) \) blow up.

(ii) There are few results on (2.25) and (2.27) before. However, by the results of Theorem A and Theorem 1 in this paper, whether the solution is global existence or blows up in finite time is determined by \( m \leq n \) or \( m > n \), the watershed is \( m = n \).

2. Differing to the nonlinear Neumann boundary conditions \( \partial u / \partial \eta = r(u, v) \) and \( \partial v / \partial \eta = s(u, v) \) under the assumptions of \( r(u, v) > 0 \) and \( s(u, v) > 0 \), and the properties for the solution are very dependent on \( r(u, v) \) and \( s(u, v) \) in [1], (1.1) and (1.3) have homogeneous Neumann or Dirichlet boundary conditions in this paper.

3. We establish the results on quenching phenomena for the solutions of (1.1) and (1.3) with general \( f(u, v) \) and \( g(u, v) \), while others considered (1.3) with some special \( f(u, v) \) and \( g(u, v) \) such as \( f(u, v) = u^{-p_1}v^{-q_1} \) and \( g(u, v) = u^{-p_2}v^{-q_2} \).

4. We consider the roles of convection terms \( a(x) \cdot \nabla u \) and \( b(x) \cdot \nabla v \), and find that some type of convection terms can delay the quenching time, while some type of convection terms can make the solution exist globally.

The rest of this paper is organized as follows. In Section 2, we will give the results on (1.1), (1.2) and (1.3) when \( f \) and \( g \) are separation of variables. In Section 3, we will give the results on (1.1), (1.2) and (1.3) when \( f \) and \( g \) aren’t separation of variables. In Section 4, we will study the quenching phenomenon. In Section 5, we will consider the roles of the convection terms \( a(x) \cdot \nabla u \) and \( b(x) \cdot \nabla v \).
2 The results on (1.1) when \( f \) and \( g \) are separation of variables

In this section, we deal with (1.1) in the special case of \( f(u,v) = f_1(v)g_1(u) \) and \( g(u,v) = f_2(u)g_2(v) \), i.e., \( f \) and \( g \) are separation of variables. We hope to judge whether the solution is global existence or blowup in finite time directly by the structures of \( f \) and \( g \).

2.1 Theorem A and Theorem 1

Consider the following ODE problem:

\[
\begin{align*}
&\{ \begin{array}{ll}
w_t &= f_1(z)g_1(w), & z_t = f_2(z)g_2(w), & t > 0, \\
  w(0) &= c_1 \geq 0, & z(0) = c_2 \geq 0.
\end{array} \\
&\text{Here } f_i(z) \geq 0(\neq 0), g_i(w) \geq 0(\neq 0), i = 1, 2, f_i'(z) \geq 0(\neq 0) \text{ and } g_i'(w) \geq 0(\neq 0). \\
&\text{Assume that } \int_{c_1}^{+\infty} \frac{dw}{g_1(w)} = +\infty \text{ and } \int_{c_2}^{+\infty} \frac{dz}{f_2(z)} = +\infty. \text{ Let}
\end{align*}
\]

\[
\int_{c_1}^{w(t)} \frac{ds}{g_1(s)} = G_1(w(t)), \quad \int_{c_2}^{z(t)} \frac{d\theta}{f_2(\theta)} = F_2(z(t)).
\]

Then (2.1) becomes

\[
\begin{align*}
&\{ \begin{array}{ll}
(G_1(w))_t &= f_1(z), & (F_2(z))_t = g_2(w), & t > 0, \\
  w(0) &= c_1 \geq 0, & z(0) = c_2 \geq 0.
\end{array} \\
&\text{Let}
\end{align*}
\]

\[
W(t) = G_1(w(t)), \quad Z(t) = F_2(z(t)),
\]

\[
\tilde{f}(Z) = f_1[F_2^{-1}(Z)], \quad \tilde{g}(W) = g_2[G_1^{-1}(W)].
\]

(2.1) becomes

\[
\begin{align*}
&\{ \begin{array}{ll}
W_t &= \tilde{f}(Z), & Z_t = \tilde{g}(W), & t > 0, \\
  W(0) &= \tilde{c}_1 \geq 0, & Z(0) = \tilde{c}_2 \geq 0.
\end{array}
\end{align*}
\]

We have

**Theorem A.** Assume that \( f(w,z) = f_1(z)g_1(w) \) and \( g(w,z) = f_2(z)g_2(w) \), \( f_i(z), f_i'(z) \geq 0 \text{ for } z \geq 0 \text{ and } f_i(z), f_i'(z) \neq 0 \text{ in any subinterval of } (0, +\infty), g_i(w), g_i'(w) \geq 0 \text{ for } w \geq 0 \text{ and } g_i(w), g_i'(w) \neq 0 \text{ in any subinterval of } (0, +\infty), \) \( i = 1, 2. \)

1. If \( \int_{c_1}^{+\infty} \frac{dw}{g_1(w)} < +\infty \) or \( \int_{c_2}^{+\infty} \frac{dz}{f_2(z)} < +\infty. \) Then the solution of (2.1) will blow up in finite time for positive initial data.
(2). Assume that \( \int_{c_1}^{+\infty} \frac{dw}{g_1(w)} = +\infty \) and \( \int_{c_2}^{+\infty} \frac{ds}{f_2(s)} = +\infty \). And there exist \( 0 \leq \tilde{c}_3 \leq \tilde{c}_1, 0 \leq \tilde{c}_4 \leq \tilde{c}_2 \), \( \tilde{f}(Z), \tilde{f}'(Z) \geq 0 \) for all \( Z \geq \tilde{c}_3 \), \( \tilde{g}(W), \tilde{g}'(W) \geq 0 \) for all \( W \geq \tilde{c}_4 \). Let \( \tilde{F}(Z(t)) = \int_{c_3}^{Z(t)} \tilde{f}(s)ds \) and \( \tilde{G}(W(t)) = \int_{c_3}^{W(t)} \tilde{g}(\theta)d\theta \) for \( t \geq 0 \).

Suppose that there exist positive constants \( \epsilon \) and \( K \) such that

\[
\epsilon \tilde{G}(\tilde{c}_1) \leq \tilde{F}(\tilde{c}_2) \leq K \tilde{G}(\tilde{c}_1). \tag{2.7}
\]

Then the solution of (2.6) is global existence if

\[
\int_{c_1}^{+\infty} \frac{ds}{\tilde{f}[\tilde{F}^{-1}(K \tilde{G}(s))] } = +\infty \quad \text{and} \quad \int_{c_2}^{+\infty} \frac{d\theta}{\tilde{g}[\tilde{G}^{-1}(\epsilon \tilde{F}(\theta))] } = +\infty, \tag{2.8}
\]

and it will blow up in finite time for large initial data if

\[
\int_{c_1}^{+\infty} \frac{ds}{\tilde{f}[\tilde{F}^{-1}(\epsilon \tilde{G}(s))] } < +\infty \quad \text{or} \quad \int_{c_2}^{+\infty} \frac{d\theta}{\tilde{g}[\tilde{G}^{-1}(\epsilon \tilde{F}(\theta))] } < +\infty. \tag{2.9}
\]

Here \( \tilde{F}^{-1} \) and \( \tilde{G}^{-1} \) are the inverse functions of \( \tilde{F} \) and \( \tilde{G} \) respectively. Therefore, the solution of (2.7) is global existence or blows up in finite time in the corresponding case.

Parallel to Theorem A, we have the following conclusions on (1.1) and (1.3).

**Theorem 1.** Assume that \( f(u, v) = f_1(v)g_1(u) \) and \( g(u, v) = f_2(v)g_2(u) \), \( f_1(v), f'_1(v) \geq 0 \) for \( v \geq 0 \) and \( f_1(v), f'_1(v) \neq 0 \) in any subinterval of \((0, +\infty)\), \( g_1(u), g'_1(u) \geq 0 \) for \( u \geq 0 \) and \( g_1(u), g'_1(u) \neq 0 \) in any subinterval of \((0, +\infty)\), \( i = 1, 2 \).

(1). If the assumptions of Theorem A(2) and (2.8) hold, then the solutions of (1.1A), (1.1B), (1.3A) and (1.3B) are global existence for any nonnegative initial data \((u_0, v_0)\).

(2). Suppose that

\[
d_1 \Delta u_0 - a(x) \cdot \nabla u_0 + f(u_0, v_0) \geq 0 \quad \text{for} \quad x \in \Omega, \tag{2.10}
\]

\[
d_2 \Delta v_0 - b(x) \cdot \nabla v_0 + g(u_0, v_0) \geq 0 \quad \text{for} \quad x \in \Omega. \tag{2.11}
\]

If the assumptions of Theorem A(1) hold or the assumptions of Theorem A(2) hold, and (2.9) are true, then the solutions of (1.1A) and (1.3A) will blow up in finite time for initial data \((u_0, v_0) \geq (c_1, c_2)\). If the solution of (2.4) blows up in finite time for initial data \((c_1, c_2) = 0\), then the solutions of (1.1B) and (1.3B) will blow up in finite time for any nonnegative initial data \((u_0, v_0)\). Here \((x_1, y_1) \geq (x_2, y_2)\) means that \( x_1 \geq x_2 \) and \( y_1 \geq y_2 \).
2.2 A special case of Theorem A and some related results

In order to prove Theorem A and Theorem 1, we first consider a special case of (1.1),
\[
\begin{aligned}
  u_t &= d_1 \Delta u - a(x) \cdot \nabla u + f(v), \quad x \in \Omega, \ t > 0, \\
  v_t &= d_2 \Delta v - b(x) \cdot \nabla v + g(u), \quad x \in \Omega, \ t > 0, \\
  \frac{\partial u}{\partial n} &= \frac{\partial v}{\partial n} = 0 \quad \text{or} \quad u = v = 0, \quad x \in \partial \Omega, \ t > 0, \\
  u(x, 0) &= u_0(x), \quad v(x, 0) = v_0(x), \quad x \in \Omega.
\end{aligned}
\]
(2.12)

Here \(f(v), f'(v) \geq 0\) for \(v \geq 0\), \(g(u), g'(u) \geq 0\) for \(u \geq 0\). In convenience, we also denote the problem (2.12) subject to Neumann boundary condition by (2.12A) and (2.12) subject to Dirichlet boundary condition by (2.12B). We hope to establish the conditions on the blowup in finite time and global existence of the solution to (2.12), which can be judged by the structures of \(f(v)\) and \(g(u)\) directly. To do this, we consider the following ODE problem:
\[
\begin{aligned}
  w_t &= f(z), \quad z_t = g(w), \quad t > 0, \\
  w(0) &= c_1 \geq 0, \quad z(0) = c_2 \geq 0.
\end{aligned}
\]
(2.13)

We have

**Theorem A’** 1. Assume that there exist \(0 \leq c_3 \leq c_1\), \(0 \leq c_4 \leq c_2\) such that \(f(z), f'(z) \geq 0\) for \(z \geq c_3\), and \(f(z), f'(z) \neq 0\) in any subinterval of \([0, +\infty)\), \(g(w), g'(w) \geq 0\) for \(w \geq c_4\), \(g(w), g'(w) \neq 0\) in any subinterval of \([0, +\infty)\). Let
\[
F(z(t)) = \int_{c_4}^{z(t)} f(s) ds, \quad G(w(t)) = \int_{c_3}^{w(t)} g(\theta) d\theta, \quad t \geq 0.
\]

Suppose that there exist positive constants \(0 < \epsilon < 1\) and \(K > 1\) such that
\[
\epsilon G(c_1) \leq F(c_2) \leq KG(c_1).
\]
(2.14)

Then the solution of (2.13) is global existence for any initial data \((c_1, c_2)\) if
\[
\int_{c_1}^{+\infty} \frac{ds}{f[F^{-1}(KG(s))] + \infty} \quad \text{and} \quad \int_{c_2}^{+\infty} \frac{d\theta}{g[G^{-1}(\frac{1}{K}F(\theta))] + \infty},
\]
(2.15)
and it will blow up in finite time for large initial data \((c_1, c_2)\) if
\[
\int_{c_1}^{+\infty} \frac{ds}{f[F^{-1}(\epsilon G(s))] + \infty} \quad \text{or} \quad \int_{c_2}^{+\infty} \frac{d\theta}{g[G^{-1}(\frac{1}{K}F(\theta))] + \infty}.
\]
(2.16)

Here \(F^{-1}\) and \(G^{-1}\) are the inverse functions of \(F\) and \(G\) respectively.

2. (1). Under the condition (2.13), then the solutions of (2.12A) and (2.12B) are global existence for any nonnegative initial data \((u_0, v_0)\);
(2). Suppose that
\[ d_1 \Delta u_0 - a(x) \cdot \nabla u_0 + f(v_0) \geq 0 \quad \text{for} \quad x \in \Omega, \quad (2.17) \]
\[ d_2 \Delta v_0 - b(x) \cdot \nabla v_0 + g(u_0) \geq 0 \quad \text{for} \quad x \in \Omega. \quad (2.18) \]

Under the condition (2.16), if the solution of (2.13) blows up in finite time for initial data \((c_1, c_2) \geq 0\), then the solution of (2.12A) will blow up in finite time for initial data \((u_0, v_0) \geq (c_1, c_2)\); Parallelly, if the solution of (2.13) blows up in finite time for initial data \((c_1, c_2) = 0\), then the solution of (2.12B) will blow up in finite time for any nonnegative initial data \((u_0, v_0)\).

**Proof:** 1. First, noticing that \(f(z) \geq 0\) and \(g(w) \geq 0\), we know that \(F(z), G(w), F^{-1}\) and \(G^{-1}\) are all increasing functions.

Let
\[ I(t) = F(z(t)) - \epsilon G(w(t)), \quad J(t) = F(z(t)) - KG(w(t)). \]

Then \(I(0) \geq 0, J(0) \leq 0\) and
\[ I'(t) = (1 - \epsilon)f(z(t))g(w(t)) \geq 0, \quad J'(t) = (1 - K)f(z(t))g(w(t)) \leq 0. \]

Consequently,
\[ \epsilon G(w(t)) \leq F(z(t)) \leq KG(w(t)), \quad \frac{1}{K}F(z(t)) \leq G(w(t)) \leq \frac{1}{\epsilon}F(z(t)) \]

and
\[ F^{-1}(\epsilon G(w(t))) \leq z(t) \leq F^{-1}(KG(w(t))), \]
\[ G^{-1}\left(\frac{1}{K}F(z(t))\right) \leq w(t) \leq G^{-1}\left(\frac{1}{\epsilon}F(z(t))\right). \]

\(f'(z) \geq 0\) and \(g'(w) \geq 0\ (\text{and} \neq 0\ \text{in any subinterval of} \ (0, +\infty))\) imply that \(f(z)\) and \(g(w)\) are increasing functions, so
\[ f[F^{-1}(\epsilon G(w(t)))] \leq f(z(t)) \leq f[F^{-1}(KG(w(t)))] , \]
\[ g[G^{-1}\left(\frac{1}{K}F(z(t))\right)] \leq g(w(t)) \leq g[G^{-1}\left(\frac{1}{\epsilon}F(z(t))\right)]. \]

That is,
\[ f[F^{-1}(\epsilon G(w(t)))] \leq w_t \leq f[F^{-1}(KG(w(t)))] , \quad (2.19) \]
\[ g[G^{-1}\left(\frac{1}{K}F(z(t))\right)] \leq z_t \leq g[G^{-1}\left(\frac{1}{\epsilon}F(z(t))\right)]. \quad (2.20) \]
Using (2.19) and (2.20), by the sub-solution and sup-solution theory of ODE, it is easy to verify that the solution of (1.2) is global existence if
\[ \int_{c}^{+\infty} \frac{ds}{f[F^{-1}(KG)(s)]} = +\infty \quad \text{and} \quad \int_{c}^{+\infty} \frac{d\theta}{g[G^{-1}(G(\theta))]} = +\infty, \]
and it will blow up in finite time for large initial data if
\[ \int_{c}^{+\infty} \frac{ds}{f[F^{-1}(\epsilon G)(s)]} < +\infty \quad \text{or} \quad \int_{c}^{+\infty} \frac{d\theta}{g[G^{-1}(G(\theta))]} < +\infty. \]

2. (1). Under the conditions of (2.15), the solution of (1.2) with \( c_1 = \max_{x \in \Omega} u_0(x) \) and \( c_2 = \max_{x \in \Omega} v_0(x) \) can be taken as a sup-solution of (2.12), which implies that the solution of (2.12) is global existence for any nonnegative initial data \((u_0, v_0)\).

(2). Suppose that (2.17) and (2.18) hold. Under the conditions of (2.16), if the solution of (1.2) will blow up in finite time for initial data \((c_1, c_2)\), then the solution of (1.2) with \( c_1 \leq c_1' = \min_{x \in \Omega} u_0(x) \) and \( c_2 \leq c_2' = \min_{x \in \Omega} v_0(x) \) can be taken as a sub-solution of (2.12A), which implies that the solution of (2.12A) will blow up in finite time for initial data \( u_0(x) \geq c_1 \) and \( v_0(x) \geq c_2 \).

If the solution of (1.2) with initial data \((c_1, c_2) = 0\) will blow up in finite time, then we can take the sub-solution in the form of
\[ (u(x, t), v(x, t)) = (u(\alpha t \delta(x)), v(\beta t \xi(x))). \]

Here the functions \( u(\cdot) \) and \( v(\cdot) \) satisfy
\[ \frac{du}{dt} = f(v), \quad \frac{dv}{dt} = g(u), \quad t > 0, \]
\[ u(0) = 0, \quad v(0) = 0, \]
i.e., \((u(\cdot), v(\cdot))\) is the blowup solution of (1.2) with initial data \((c_1, c_2) = 0\). And \( \alpha, \beta \) are small positive constants to be determined later, the functions \( \delta(x) \) and \( \xi(x) \) are arbitrary independent nonnegative functions satisfy
\[ d_1 \Delta \delta - a(x) \cdot \nabla \delta + p(\delta) = 0 \quad \text{in } \Omega, \quad \delta = 0 \quad \text{on } \partial \Omega \quad (2.21) \]
and
\[ d_2 \Delta \xi - b(x) \cdot \nabla \xi + q(\xi) = 0 \quad \text{in } \Omega, \quad \xi = 0 \quad \text{on } \partial \Omega, \quad (2.22) \]
where \( p(\delta) > 0 \) and \( q(\xi) > 0 \) are continuous functions such that (2.21) and (2.22) have nonnegative solutions. Obviously, \( u(x,t) = v(x,t) = 0 \) for \( x \in \partial \Omega, \ t > 0 \). After some computations, we have

\[
\begin{align*}
\frac{\partial u}{\partial t} - d_1 \Delta u + a(x) \cdot \nabla u \\
= \alpha f(\psi(t\beta \xi(x))) [\delta(x) + tp(\delta)] - t^2d_1 \alpha \beta g(u) f'(u) \nabla \delta \cdot \nabla \xi \\
\leq f(\psi(t\beta \xi(x))) = f(\psi), \\
\frac{\partial v}{\partial t} - d_2 \Delta v + b(x) \cdot \nabla v \\
= \beta g(u(ta \delta(x))) [\xi(x) + tq(\xi)] - t^2d_2 \alpha \beta f(v) g'(v) \nabla \delta \cdot \nabla \xi \\
\leq g(u(ta \delta(x))) = g(u)
\end{align*}
\]

(2.23)

(2.24)

for \( x \in \Omega \) and \( t \) small enough if \( \alpha << 1, \beta << 1 \). That is, \((u,v)\) is a sub-solution of (1.1B). Therefore, there exist some \( x_0 \in \Omega \) and \( T > 0 \) such that

\[
\lim_{t \to T^-} [u(x_0,t) + v(x_0,t)] = +\infty
\]

and

\[
T \leq \frac{T^*}{\max(\alpha \delta_0, \beta \xi_0)},
\]

where \( T^* \) is the blowup time of the solution to (1.2), \( \delta_0 = \max_{x \in \Omega} \delta(x) \) and \( \xi_0 = \max_{x \in \Omega} \xi(x) \).

We would like to give some examples to illustrate the results of Theorem A’.

**Example 2.1.** \( f(z) = z^p, \ g(w) = w^q \). Let \( c_3 = c_4 = 0 \). Then \( F(z) = \frac{z^{p+1}}{p+1} \), \( G(w) = \frac{w^{q+1}}{q+1} \),

\[
\begin{align*}
f[F^{-1}(KG(s))] &= C_1(p, q, K)s^{\frac{p(q+1)}{p+1}}, & f[F^{-1}(cG(s))] &= C_1'(p, q, \epsilon)s^{\frac{p(q+1)}{p+1}}, \\
g[G^{-1}(\frac{1}{\epsilon}F(\theta))] &= C_2(p, q, \epsilon)\theta^{\frac{q(p+1)}{q+1}}, & g[G^{-1}(\frac{1}{K}F(\theta))] &= C_2'(p, q, K)\theta^{\frac{q(p+1)}{q+1}}.
\end{align*}
\]

The solutions of (2.13) is global existence if and only if \( pq \leq 1 \). Consequently, the solution of (2.12) is global existence for any initial data if \( pq \leq 1 \), while the solution of (2.12A) will blow up in finite time if \( pq > 1 \) for \( w_0(x) \geq c_1 > 0 \) and \( z_0(x) \geq c_2 > 0 \).

**Example 2.2.** \( f(z) = e^z, \ g(w) = e^w \). Let \( c_3 = c_4 = 0 \). Then \( F(z) = e^z - 1 \geq \frac{z}{2} \) for \( z > \ln 2 \), \( G(w) = e^w - 1 \geq \frac{w}{2} \) for \( w > \ln 2 \),

\[
\begin{align*}
f[F^{-1}(KG(s))] &\geq C_1(K)e^\epsilon, & f[F^{-1}(cG(s))] &\geq C_1'(\epsilon)e^\epsilon, \\
g[G^{-1}(\frac{1}{\epsilon}F(\theta))] &\geq C_2(\epsilon)e^\theta, & g[G^{-1}(\frac{1}{K}F(\theta))] &\geq C_2'(K)e^\theta.
\end{align*}
\]
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for $s$, $\theta$ large enough. The solutions of (2.13) and (2.12) will blow up in finite time for nonnegative initial data.

**Example 2.3.** (i) $f(z) = e^z$, $g(w) = \ln w$. Let $c_3 = 0$, $c_4 = 1$. Then $F(z) \leq e^z$, $G(w) = w \ln w + 1 - w$,

\[
f[F^{-1}(K G(s))] \leq C_1(K)[\ln s + 1 - s], \quad f[F^{-1}(e G(s))] \leq C'_1(\epsilon)[\ln s + 1 - s].\]

Obviously,

\[
\int_1^{+\infty} \frac{ds}{f[F^{-1}(K G(s))]} \geq \int_1^{+\infty} \frac{ds}{C_1(K)[\ln s + 1 - s]} = +\infty.
\]

Although we cannot give the explicit expression of $G^{-1}$, since $G(w) \leq w \ln w$ for $w > 1$, we can obtain

\[
g[G^{-1}(\frac{1}{\epsilon} F(\theta))] \leq C'_1(p, q, \epsilon)\theta(1 + \ln \theta) \quad \text{for} \quad \theta >> 1.
\]

And

\[
\int_C^{+\infty} \frac{d\theta}{g[G^{-1}(1/\epsilon F(\theta))]} = +\infty.
\]

So the solution of (2.13) is global existence for initial data $c_1 > 1$ and $c_2 \geq 0$. In fact, we even can construct the following sup-solution of (2.13)

\[
\bar{w}(t) = e^{Me^K t}, \quad \bar{z}(t) = Me^K t, \quad K > 1, \quad M = \max(c_1, c_2),
\]

and verify that the solution of (2.13) is global existence. Consequently, the solution of (2.12) is global existence for initial data $u_0 > 1$ and $v_0 \geq 0$.

(ii) $f(z) = e^{e^z}$, $g(w) = \ln w$. Although we cannot write out the explicit expression of $F^{-1}$ and $G^{-1}$, we can construct sub-solution of (2.13) having the form of

\[
\tilde{w}(t) = e^{a(1 - ct)^t}, \quad \tilde{z}(t) = \ln \frac{b}{(1 - ct)^t}, \quad L > K > 1, \quad c \leq \min(\frac{a}{L}, \frac{b}{a}),
\]

and prove that the solution of (2.13) blows up in finite time. Consequently, the solution of (2.12) blows up in finite time for large initial data.

(iii) $f(z) = e^{e^z}$, $g(w) = \ln (\ln w)$. Although we cannot write out the explicit expression of $F^{-1}$ and $G^{-1}$, we can construct sup-solution of (2.13) having the form of

\[
\tilde{w}(t) = e^{Me^K t}, \quad \tilde{z}(t) = Me^K t, \quad K > 1, \quad M = \max(c_1, c_2),
\]
and verify that the solution of \((2.13)\) is global existence. Consequently, the solution of \((2.12)\) is global existence for initial data \(u_0 > 1\) and \(v_0 \geq 0\).

(iv) Generally, consider the ODE problem

\[
\begin{cases}
w_t = \exp(\exp(...(\exp(z)...))), & z_t = \ln(\ln(\ln(M + w)...)), \quad t > 0, \\
w(0) = c_1, & z(0) = c_2.
\end{cases}
\]

(2.25)

Here \(\exp(...(\exp(z)...)\) is \(m\)-multiple contained function, \(\ln(\ln(...(\ln(M + w)...))\) is \(n\)-multiple contained function, \(M\) is large enough such that

\[
\ln(\ln(...(\ln(M)...)) \geq 0.
\]

If \(m > n\), and \(c_1, c_2\) are large enough, we can construct the blowup sub-solution having the form of

\[
\bar{w}(t) = \exp(\exp(...(\exp(a(1 - ct)K)...)), \quad \bar{z}(t) = \ln(\frac{b}{(1 - ct)L}).
\]

Here \(\exp(...(\exp(s)...))\) is \((m - 1)\)-multiple contained function.

If \(m \leq n\), we can construct the global sup-solution having the form of

\[
\bar{w}(t) = \exp(\exp(...(M\exp(Kt)...)), \quad \bar{z}(t) = Me^{Lt}.
\]

Here \(\exp(...(\exp(s)...))\) is \((m + 1)\)-multiple contained function.

2.3 The proofs of Theorem A and Theorem 1

In this subsection, we give the proofs of Theorem A and Theorem 1.

The proof of Theorem A: (1). We only prove it in the case of \(\int_{c_1}^{+\infty} \frac{dw}{g_1(w)} < +\infty\) and \((c_1, c_2) > (0, 0)\). The proof in the case of \(\int_{c_2}^{+\infty} \frac{ds}{f_2(z)} < +\infty\) is similar.

Since \(f_i(z), f'_i(z) \geq 0\) for \(z \geq 0\) and \(f_i(z), f'_i(z) \not\equiv 0\) in any subinterval of \((0, +\infty), g_i(w), g_i'(w) \geq 0\) for \(w \geq 0\) and \(g_i(w), g_i'(w) \not\equiv 0\) in any subinterval of \((0, +\infty), i = 1, 2\), we have \(w_t \geq 0\) and \(z_t \geq 0\) for \(t > 0\) and can take \(t_0\) small enough such that \(0 < c_1 = w(0) < w(t_0) < +\infty, 0 < c_2 = z(0) < z(t_0) < +\infty, f(z(t)) > f(z(t_0)) > f(z(0)) \geq 0\) for \(t > t_0 > 0\). (2.21) implies that

\[
f_1(z(t))g_1(w(t)) > f_1(z(t_0))g_1(w(t)), \quad t > t_0, \quad w(t_0) > c_1 > 0.
\]

But the solution of

\[
w_t = f_1(z(t))g_1(w(t)), \quad t > t_0, \quad w(t_0) > c_1 > 0
\]
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will blow up in finite time because of \( \int_{c_1}^{+\infty} \frac{dw}{g_1(w)} < +\infty \). Therefore, the solution of (2.1) will blow up in finite time.

(2). Noticing that (2.2) – (2.6) and (2.6) has the form of (2.13), by the results and the proof of Theorem A', the conclusions of Theorem A are true. □

The proof of Theorem 1: (1). Let \((\bar{u}(t), \bar{v}(t))\) be the global solution of (1.2) with initial data

\[
c_1 = \max_{x \in \Omega} u_0(x), \quad c_2 = \max_{x \in \Omega} v_0(x).
\]

It is to verify that \((\bar{u}(t), \bar{v}(t))\) is a supersolution of (1.1) (or (1.3)) and

\[
u(x, t) \leq \bar{u}(t), \quad v(x, t) \leq \bar{v}(t) \quad \text{for} \quad x \in \Omega, \; t > 0,
\]

which implies that the solutions of (1.1) and (1.3) are global existence.

(2). Let \((u(t), v(t))\) be the blowup solution of (1.2) with initial data

\[
c_1 \leq \min_{x \in \Omega} u_0(x), \quad c_2 \leq \min_{x \in \Omega} v_0(x).
\]

Since \( \frac{\partial u}{\partial \eta} \geq 0 \) and \( \frac{\partial v}{\partial \eta} \geq 0 \), we can apply the comparison principle to (1.1) (or (1.3)). It is easy to verify that \((u(t), v(t))\) is a sub-solution of (1.1) (or (1.3)) and

\[
u(x, t) \geq u(t), \quad v(x, t) \geq v(t) \quad \text{for} \quad x \in \Omega, \; t > 0,
\]

which implies that the solutions of (1.1) and (1.3) will blow up in finite time. □

Example 2.4. 1. \( f_1(v)g_1(u) = v^p u^q, \quad f_2(v)g_2(u) = u^r v^s \), \( pr = (1-q)(1-s) \) is the watershed for the blowup in finite time and global existence of the solution.

2. \( f_1(v)g_1(u) = \frac{v^p}{u^q}, \quad f_2(v)g_2(u) = \frac{u^r}{v^s}, \quad pr = (q+1)(s+1) \) is the watershed for the blowup in finite time and global existence of the solution.

Example 2.5. Consider

\[
\begin{aligned}
&\quad u_t = d_1 \Delta u + \exp(\exp(\ldots(\exp(v))\ldots)), \quad x \in \Omega, \; t > 0, \\
&\quad v_t = d_2 \Delta v + \ln(\ldots(\ln(M + u))\ldots)), \quad x \in \Omega, \; t > 0, \\
&\quad \frac{\partial u}{\partial \eta} = \frac{\partial v}{\partial \eta} = 0 \quad \text{or} \quad u = v = 0, \quad x \in \partial \Omega, \; t > 0, \\
&\quad u(x, 0) = u_0(x), \quad v(x, 0) = v_0(x), \quad x \in \Omega.
\end{aligned}
\]

Here \( \exp(\exp(\ldots(\exp(v))\ldots)) \) is \( m \)-multiple contained function, \( \ln(\ldots(\ln(M + u))\ldots)) \) is \( n \)-multiple contained function, \( M \) is large enough such that

\[
\ln(\ldots(\ln(M))\ldots)) \geq 0.
\]

By the results of Example 2.3 (iv) and Theorem 1, the solution of (2.27) is global existence for any nonnegative initial data if \( n \geq m \), while the solution will blow up in finite time for some initial data if \( n < m \), the watershed is \( m = n \).
3 The results on (1.1) when $f$ and $g$ aren’t separation of variables

In this section, we will consider (1.1) when $f$ and $g$ aren’t separation of variables. Due to the complexity of nonlinearities, whether the solution is global existence or blowup cannot be judged directly by the structures of $f$ and $g$, we need some auxiliary functions. We have

**Theorem B (1).** Assume that $f(w, z)$ and $g(w, z)$ are locally Lipschitz continuous functions for $(w, z) \geq 0$, and there exist nonnegative smooth functions $h(w)$ and $l(z)$ such that

$$f(w, z)h'(w)l(z) + g(w, z)h(w)l'(z) \leq H[h(w)l(z)],$$

(3.1)

where $H(s)$ is a continuous function for $s \geq 0$. If $H(s) > 0$ for $s \geq 0$ and

$$\int_{0}^{+\infty} \frac{ds}{H(s)} = +\infty,$$

(3.2)

or $-\infty < H(s) \leq 0$ for $s \geq 0$, then $h(w)l(z)$ is global existence.

Especially, if (3.2) holds, $f(w, z) \geq 0$, $g(w, z) \geq 0$, $h'(w) \geq 0(\neq 0)$ and $l'(z) \geq 0(\neq 0)$, then the solution of (1.2) is global existence for any nonnegative initial data.

(2). Assume that $f(w, z)$ and $g(w, z)$ are locally Lipchitz continuous functions for all $(w, z) \geq 0$, and there exist nonnegative smooth functions $h(w)$ and $l(z)$ such that

$$f(w, z)h'(w)l(z) + g(w, z)h(w)l'(z) \geq L[h(w)l(z)] \geq 0,$$

(3.3)

where $L(s)$ is a continuous function for $s \geq 0$. If

$$\int_{c}^{+\infty} \frac{ds}{L(s)} < +\infty, \quad c > 0,$$

(3.4)

then $h(w)l(z)$ and the solution of (1.2) will blow up in finite time for large initial data.

**Proof:** (1). Multiplying the equation $w_t = f(w, z)$ by $h'(w)l(z)$, the equation $z_t = g(w, z)$ by $h(w)l'(z)$, then adding the results, we have

$$h'(w)l(z)w_t + h(w)l'(z)z_t = f(w, z)h'(w)l(z) + g(w, z)h(w)l'(z) \leq H(h(w)l(z)).$$

(3.5)
By the classic results of ODE, if \( H(s) \geq 0 \) with the condition of (3.2) or \(-\infty < H(s) \leq 0\), then the solution of the following ODE problem

\[
s_t = H(s(t)), \quad s(0) = c > 0
\]  

is global existence. However, the solution of (3.6) with \( s(0) = h(c_1)l(c_2) \) is a sup-solution of (3.5). Consequently, \( h(w(t))l(z(t)) \) is global existence.

Especially, if (3.2) holds, \( f(w, z), g(w, z), h'(w) \) and \( l'(z) \) are nonnegative, then we have \( w_t \geq 0, z_t \geq 0, h(w) \geq h(w(t_0)) > 0 \) and \( l(z) \geq l(z(t_0)) > 0 \) for some \( t_0 > 0 \). Therefore,

\[
h(w(t_0))l(z(t)) \leq h(w(t))l(z(t)), \quad h(w(t))l(z(t_0)) \leq h(w(t))l(z(t)),
\]

which implies that \( h(w(t)) \) and \( l(z(t)) \) are global existence. By the continuities and monotonicity of \( h(w) \) and \( l(z) \), we know that \( (w(t), z(t)) \) is global existence for any nonnegative initial data.

(2). Multiplying the equation \( w_t = f(w, z) \) by \( h'(w)l(z) \), the equation \( z_t = g(w, z) \) by \( h(w)l'(z) \), then adding the results, we have

\[
h'(w)l(z)w_t + h(w)l'(z)z_t = f(w, z)h'(w)l(z) + g(w, z)h(w)l'(z) \geq L(h(w)l(z)).  \tag{3.7}
\]

By the classic theory of ODE, under the condition of (3.4), the solution of the following ODE problem

\[
s_t = L(s(t)), \quad s(0) = c > 0
\]  

will blow up in finite time for large initial data. The solution of (3.8) with \( s(0) = h(c_1)l(c_2) \) is a sub-solution of (3.7). Consequently, \( h(w(t))l(z(t)) \) will blow up in finite time for large initial data. By the continuities of \( h(w) \) and \( l(z) \), we know that \((w(t), z(t)) \) will blow up in finite time for large initial data. \( \square \)

**Example 3.1.** \( f(w, z) = Aw^2z - Bw^p, \ g(w, z) = Cwz^2 - Dz^q(A, B, C, D > 0) \). If \( p \neq 2 \) and \( q \neq 2 \), we cannot write \( f(w, z) \) and \( g(w, z) \) in the form of \( f(w, z) = f_1(z)g_1(w) \) and \( g(w, z) = f_2(z)g_2(w) \).

(1). However, if \( 0 < p < 2 \) and \( 0 < q < 2 \), and \( (w(0), z(0)) > (M, N) \) with \((M, N) \) is large enough such that \( f(w(0), z(0)) \geq 0 \) and \( g(w(0), z(0)) \geq 0 \), taking \( h(w) = w \) and \( l(z) = z \), then we can get

\[
(wz)_t = (A + C)w^2z^2 - Bw^p z - Dwz^q, \tag{3.9}
\]

and prove that \( wz \) and the solution of (1.2) will blow up in finite time for large initial data. In fact, by continuities, we have \( w_t \geq 0 \) and \( z_t \geq 0 \) for all \( t \geq 0 \), and
we can write (3.9) as
\[(wz)_t = w^2z^2[(A + C) - \frac{B}{w^{2-p}z} - \frac{D}{wz^{2-q}}] \geq \frac{(A+C)}{2}(wz)^2 := L(wz). \quad (3.10)\]

Obviously, \((wz)\) will blow up in finite time for large initial data. Moreover, we even can construct the sub-solution of (1.2) has the form of
\[(u(t), v(t)) = \left( \frac{M}{1 - ct}, \frac{N}{1 - ct} \right)\]
with \(w(0) = M, z(0) = N\) and
\[AM^2N > BM^p, \quad CMN^2 > DN^q\]
if \(0 < p < 2\) and \(0 < q < 2\). Here
\[c = \min(AMN - BM^{p-1}, CMN - DN^{q-1}).\]

(2). On the other hand, if \(0 < p < 2\), \(0 < q < 2\), the initial data \(w(0) = \epsilon_1\) and \(z(0) = \epsilon_2\) are small enough such that \(\epsilon_1^{2-p}\epsilon_2 \leq \frac{B}{A}\) and \(\epsilon_1^2\epsilon_2^{2-q} \leq \frac{D}{C}\), then (3.9) can be written as
\[(wz)_t = w^pz(Aw^{2-p}z - B) + wz^q(Cwz^{2-q} - D) \leq 0 \equiv H(wz), \quad (3.11)\]
the solution of (1.2) is global existence. In fact, we even can let \((\epsilon_1, \epsilon_2)\) be a supersolution of (1.2), and obtain \(w(t) \leq \epsilon_1, z(t) \leq \epsilon_2\).

**Example 3.2.** (1). The case of \(f(w, z) \leq 0\) and \(g(w, z) \geq 0\) is contained in the cases of Theorem B. For example: Consider the following problem
\[
\begin{align*}
  w_t &= -Aw^k(t)z^l(t), \quad z_t = Bw^m(t)z^n(t), \quad t > 0 \\
  w(0) &= c_1 \geq 0, \quad z(0) = c_2 \geq 0.
\end{align*}
\]
(3.12)

If there exist \(\alpha > 0\) and \(\beta > 0\) such that
\[
\frac{k + \alpha - 1}{\alpha} = \frac{l + \beta}{\beta} := p, \quad \frac{m + \alpha}{\alpha} = \frac{n + \beta - 1}{\beta} := q. \quad (3.13)
\]
Then
\[
(w^\alpha z^\beta)_t = -A\alpha(w^\alpha z^\beta)^p + B\beta(w^\alpha z^\beta)^q. \quad (3.14)
\]
If \(1 < p \leq q\) and \(A\alpha < B\beta\), \((w^\alpha z^\beta)\) will blow up in finite time for positive initial data.
In Theorem B and Theorem 2, the conditions \( f(w, z) \geq 0, g(w, z) \geq 0, h'(w) \geq 0 \) and \( l'(z) \geq 0 \) are needed to keep the solution \((w, z)\) of (1.2) be global existence. We consider (3.12) again, but we will show that: There exist \( A, B, k, l, m \) such that \( \lim_{t \to T^-} w(t) = 0, \lim_{t \to T^-} z(t) = +\infty \) but \( wz \) keeps bounded in \([0, T)\).

Let
\[
w(t) = (T - t)^a, \quad z(t) = \frac{1}{(T - t)^b}.
\]
Suppose that \( a, b, k, l, m \) and \( n \) satisfy
\[a(1 - k) + bl = 1, \quad am + b(1 - n) = -1\]
and
\[a = \frac{l + 1 - n}{(1 - k)(1 - n) - lm} > 0, \quad b = \frac{k - 1 - m}{(1 - k)(1 - n) - lm} > 0.\]
(For example, \( k = 1, l = 2, m = 1, n = 4, a = b = \frac{1}{2} \)).
If \( A = a, B = b \) and initial data
\[c_1 = T^a, \quad c_2 = \frac{1}{T^b},\]
then (3.12) has the exact solution \((w(t), z(t)) = ((T - t)^a, \frac{1}{(T - t)^b})\). Moreover, \( \lim_{t \to T^-} w(t) = 0, \lim_{t \to T^-} z(t) = +\infty \) but \( wz \) keeps bounded in \([0, T)\) if \( a \geq b > 0 \).

Parallel to Theorem B, we have the following conclusions on (1.1).

**Theorem 2.** Assume that \( f(u, v) \) and \( g(u, v) \) are locally Lipchitz continuous functions for \((u, v) \geq 0, \frac{\partial f(u, v)}{\partial u} \geq 0 \) and \( \frac{\partial g(u, v)}{\partial u} \geq 0 \). Suppose that \( h(u) \geq 0 \) and \( h'(u) \geq 0 \) for \( u \geq 0 \), \( l(v) \geq 0 \) and \( l'(v) \geq 0 \) for \( v \geq 0 \).

(1). If (3.1) and (3.2) hold, then the solutions of (1.1A), (1.1B), (1.3A) and (1.3B) are global existence for any nonnegative initial data;

(2). Suppose that (2.10) and (2.11) hold. If (3.3) and (3.4) hold and the solution of (1.2) blows up in finite time for initial data \((c_1, c_2)\), then the solutions of (1.1A) and (1.3A) will blow up in finite time for initial data \((u_0(x), v_0(x)) \geq (c_1, c_2)\). If the solution of (1.2) blows up in finite time for initial data \((c_1, c_2) = 0\), then the solutions of (1.1B) and (1.3B) will blow up in finite time for initial data \((u_0(x), v_0(x)) \geq 0\).

**Proof:** The proof is entirely similar to that of Theorem 1. We can take the solution of (1.2) as the sub-solution or sup-solution of (1.1) and (1.3), then we can obtain the corresponding conclusions. □
4 Quenching phenomenon

In this section, we discuss the conditions on $f(u,v)$ and $g(u,v)$ which can make the solutions of (1.1), (1.2) and (1.3) quench in finite time.

**Theorem C (1).** Assume that there exist $0 \leq c'_1 \leq c_1$, $0 \leq c'_2 \leq c_2$ such that $f(w,z)$ and $g(w,z)$ are locally Lipschitz continuous functions, $f(w,z) < 0$ and $g(w,z) < 0$ for $c'_1 < w \leq c_1$ and $c'_2 < z \leq c_2$. If

$$\lim_{w \to c'_1} |f(w,z)| = +\infty \text{ for } z \geq 0,$$

(4.1)

or

$$\lim_{z \to c'_2} |g(w,z)| = +\infty \text{ for } w \geq 0,$$

(4.2)

or

$$\lim_{(w,z) \to (c'_1, c'_2)} |f(w,z)| = +\infty, \quad \lim_{(w,z) \to (c'_1, c'_2)} |g(w,z)| = +\infty,$$

(4.3)

then the solution of (1.2) will quench in finite time.

(2). Assume that there exist $c_1 \leq c''_1 < +\infty$, $c_2 \leq c''_2 < +\infty$ such that $f(w,z)$ and $g(w,z)$ are locally Lipschitz continuous functions, $f(w,z) > 0$ and $g(w,z) > 0$ for $c_1 < w \leq c''_1$ and $c_2 < z \leq c''_2$. If

$$\lim_{w \to c''_1} |f(w,z)| = +\infty \text{ for } z \geq 0,$$

(4.4)

or

$$\lim_{z \to c''_2} |g(w,z)| = +\infty \text{ for } w \geq 0,$$

(4.5)

or

$$\lim_{(w,z) \to (c''_1, c''_2)} |f(w,z)| = +\infty, \quad \lim_{(w,z) \to (c''_1, c''_2)} |g(w,z)| = +\infty,$$

(4.6)

then the solution of (1.2) will quench in finite time.

**Proof:** (1). Since $f(w,z) < 0$ and $g(w,z) < 0$, we have $w_t < 0$, $z_t < 0$, $w(t) \leq c_1$ and $z(t) \leq c_2$ in the time interval $[0,t]$ wherever they exist.

On the other hand, by (1.1) - (1.3), there exists $T > 0$ such that at least one of the following two cases holds:

Case (i) $w(t) \to c'_1$ and $|w_t| \to +\infty$ as $t \to T^-$;

Case (ii) $z(t) \to c'_2$ and $|z_t| \to +\infty$ as $t \to T^-.$

In any case, quenching phenomenon happens.
(2). Since \( f(w, z) > 0 \) and \( g(w, z) > 0 \) for \( c_1 < w \leq c''_1 \) and \( c_2 < z \leq c''_2 \), we have \( w_t > 0, z_t > 0, w(t) \geq c_1 \) and \( z(t) \geq c_2 \) in the time interval \([0, t]\) wherever they exist.

On the other hand, by (4.4)–(4.6), there exists \( T > 0 \) such that at least one of the following two cases holds:

Case (i) \( w(t) \to c''_1 \) and \( |w_t| \to +\infty \) as \( t \to T^- \);

Case (ii) \( z(t) \to c''_2 \) and \( |z_t| \to +\infty \) as \( t \to T^- \).

In any case, quenching phenomenon occurs. \( \square \)

Parallel to Theorem C, we have the following conclusions.

**Theorem 3.** (1). Assume that there exist \( 0 \leq c'_1 \leq \min_{x \in \Omega} u_0(x) \), \( 0 \leq c'_2 \leq \min_{x \in \Omega} v_0(x) \) such that \( f(u, v) \) and \( g(u, v) \) are locally Lipschitz continuous functions, \( f(u, v) < 0 \), \( g(u, v) < 0 \), \( \frac{\partial f}{\partial u} > 0 \) and \( \frac{\partial g}{\partial u} > 0 \) for \( c'_1 < u \leq \max_{x \in \Omega} u_0(x) \) and \( c'_2 < v \leq \max_{x \in \Omega} v_0(x) \). Moreover, suppose that

\[
\begin{align*}
d_1 \Delta u_0 - a(x) \cdot \nabla u_0 + f(u_0, v_0) & \leq 0 \quad \text{for} \quad x \in \Omega, \quad \text{(4.7)} \\
\end{align*}
\]

If one of (4.1)–(4.3) holds, then the solutions of (4.1) and (4.3) will quench in finite time. Moreover, if \( f(u, v) \leq -a_1 - a_2 u \) and there exists \( A(x) \) such that \( \varphi_1(x) a(x) = \nabla A(x) \) and \( \Delta A(x) \leq -a_3 \), where \( a_1, a_2 > 0, \ a_3 \geq 0 \), then the quenching time satisfies

\[
T_{\text{max}} \leq \frac{1}{\lambda_1 d_1 + a_2} \ln \frac{a_3 c_1 |\Omega| + a_1 + (\lambda_1 d_1 + a_2) \int_{\Omega} u_0(x) \varphi_1(x) dx}{a_3 c_1 |\Omega| + a_1 + (\lambda_1 d_1 + a_2) c'_1}. \quad \text{(4.9)}
\]

If \( g(u, v) \leq -b_1 - b_2 v \) and there exists \( B(x) \) such that \( \varphi_1(x) b(x) = \nabla B(x) \) and \( \Delta B(x) \leq -b_3 \), where \( b_1, b_2 > 0, \ b_3 \geq 0 \), then the quenching time satisfies

\[
T_{\text{max}} \leq \frac{1}{\lambda_1 d_2 + b_2} \ln \frac{b_3 c_2 |\Omega| + b_1 + (\lambda_1 d_2 + b_2) \int_{\Omega} v_0(x) \varphi_1(x) dx}{b_3 c_2 |\Omega| + b_1 + (\lambda_1 d_2 + b_2) c'_2}. \quad \text{(4.10)}
\]

Here \( \varphi_1 \) is the first eigenfunction(normalized by \( \int_{\Omega} \varphi_1(x) dx = 1 \)) of the following eigenvalue problem:

\[-\Delta \varphi = \lambda_1 \varphi \quad \text{in} \quad \Omega, \quad \varphi = 0 \quad \text{on} \quad \partial \Omega. \quad \text{(4.11)}\]

(2). Assume that there exist \( \max_{x \in \Omega} u_0(x) \leq c''_1 \leq +\infty \), \( \max_{x \in \Omega} v_0(x) \leq c''_2 \leq +\infty \) such that \( f(u, v) \) and \( g(u, v) \) are locally Lipschitz continuous functions, \( f(u, v) > 0, \ g(u, v) > 0, \ \frac{\partial f}{\partial u} > 0 \) and \( \frac{\partial g}{\partial u} > 0 \) for \( 0 \leq u \leq c''_1 \) and \( 0 \leq v \leq c''_2 \). Moreover, suppose that (2.10) and (2.11) hold. If one of (4.4)–(4.6) holds, then the solutions of (2.1) and (2.3) will quench in finite time. Moreover, if
f(u, v) ≥ a_1 + a_2u, a_2 > \lambda_1d_1, there exists A(x) such that \varphi_1(x)a(x) = \nabla A(x) and \Delta A(x) ≥ a_3 ≥ 0, then the quenching time satisfies
\[ T_{\text{max}} \leq \frac{1}{(a_2 - \lambda_1d_1)} \ln \frac{a_2c''_1|\Omega| + a_1 + (a_2 - \lambda_1d_1)c''_1}{a_3c''_1|\Omega| + a_1 + (a_2 - \lambda_1d_1)c''_1} \sqrt{v_0(x)\varphi_1(x)dx} \] (4.12)

If g(u, v) ≥ b_1 + b_2v, b_2 > \lambda_1d_2, there exists B(x) such that \varphi_1(x)b(x) = \nabla B(x) and \Delta B(x) ≥ b_3 ≥ 0, then the quenching time satisfies
\[ T_{\text{max}} \leq \frac{1}{(b_2 - \lambda_1d_2)} \ln \frac{b_2c''_2|\Omega| + b_1 + (b_2 - \lambda_1d_2)c''_2}{b_3c''_2|\Omega| + b_1 + (b_2 - \lambda_1d_2)c''_2} \sqrt{v_0(x)\varphi_1(x)dx} \] (4.13)

**Proof:** (i) Without loss of generality, we assume that (4.1) holds. Since \( \frac{\partial u}{\partial v} > 0 \) and \( \frac{\partial v}{\partial u} > 0 \), the comparison principle can be applied to (1.1) (or (1.3)), we can take the solution of (1.2) with \( c_1 = \max_{x \in \Omega} u_0(x) \), \( c_2 = \max_{x \in \Omega} v_0(x) \) as a sup-solution of (1.1) (or (1.3)). (4.7) and (4.8) imply that there exists \( T_{\text{max}} < T(T) \) such that
\[ \lim \inf_{t \to T_{\text{max}}} u(x, t) = c_1. \] (4.14)

Consequently,
\[ \lim_{t \to T_{\text{max}}} \sup_{x \in \Omega} |u_t - d_1\Delta u + a(x) \cdot \nabla u| = \lim_{t \to T_{\text{max}}} \sup_{x \in \Omega} |f(u(x, t), v(x, t))| = +\infty, \]
and at least one of the following equalities holds:
(i) \( \lim_{t \to T_{\text{max}}} \sup_{x \in \Omega} |u_t(x, t)| = +\infty \); (ii) \( \lim_{t \to T_{\text{max}}} \sup_{x \in \Omega} |\Delta u(x, t)| = +\infty \);
(iii) \( \lim_{t \to T_{\text{max}}} \sup_{x \in \Omega} |\nabla u(x, t)| = +\infty \).

That is, quenching phenomenon occurs.

To give the estimate for the quenching time, multiplying the first equation of (1.1) (or (1.3)) by \( \varphi_1(x) \) and integrating it on \( \Omega \), we get
\[ \frac{d}{dt} \int_{\Omega} u\varphi_1(x)dx = -\lambda_1d_1 \int_{\Omega} u\varphi_1(x)dx - \int_{\Omega} \varphi_1(x)a(x) \cdot \nabla udx + \int_{\Omega} f(u, v)\varphi_1(x)dx \]
\[ \leq -\lambda_1d_1 \int_{\Omega} u\varphi_1(x)dx - \int_{\Omega} \nabla A(x) \cdot \nabla udx + \int_{\Omega} (-a_1 - a_2u)\varphi_1(x)dx \]
\[ = -(\lambda_1d_1 + a_2) \int_{\Omega} u\varphi_1(x)dx + \int_{\Omega} A(x)udx - \int_{\Omega} a_1\varphi_1(x)dx \]
\[ \leq -(\lambda_1d_1 + a_2) \int_{\Omega} u\varphi_1(x)dx - a_3c_1|\Omega| - a_1. \] (4.15)

Letting
\[ y(t) = \int_{\Omega} u\varphi_1(x)dx, \]

using (4.15), we have
\[ \frac{dy}{dt} \leq -(\lambda_1d_1+a_2)y(t) - a_3c_1|\Omega| - a_1, \]
i.e.
\[ \frac{dy}{(\lambda_1d_1+a_2)y(t) + a_3c_1|\Omega| + a_1} \leq -dt. \]
Integrating it on \([0, T]\), we get
\[ T_{max} \leq \frac{1}{\lambda_1d_1+a_2} \ln \frac{a_3c_1|\Omega| + a_1 + (\lambda_1d_1+a_2)y(0)}{a_3c_1|\Omega| + a_1 + (\lambda_1d_1+a_2)y(T_{max})}. \]

(2). Similarly, without loss of generality, we assume that (4.5) holds. Since \(\frac{\partial f}{\partial v} > 0\) and \(\frac{\partial g}{\partial v} > 0\), the comparison principle can be applied to (1.1)(or (1.3)), we can take the solution of (1.2) with \(c_1 = \min_{x \in \Omega} u_0(x)\), \(c_2 = \min_{x \in \Omega} v_0(x)\) as a sub-solution of (1.1)(or (1.3)). (2.10) and (2.11) imply that there exists \(T_{max} < T(T)\) is the quenching time of (1.2) such that
\[ \lim_{t \to T_{max}} \sup_{x \in \Omega} v(x, t) = c_2'. \] (4.16)
Consequently,
\[ \lim_{t \to T_{max}} \sup_{x \in \Omega} |v_t - d_2\Delta v + b(x) \cdot \nabla v| = \lim_{t \to T_{max}} |g(\sup_{x \in \Omega} u(x, t), v(x, t))| = +\infty, \]
and at least one of the following equalities holds:
(i) \(\lim_{t \to T_{max}} \sup_{x \in \Omega} |v_t(x, t)| = +\infty\); (ii) \(\lim_{t \to T_{max}} \sup_{x \in \Omega} |\Delta v(x, t)| = +\infty\); (iii) \(\lim_{t \to T_{max}} \sup_{x \in \Omega} |\nabla v(x, t)| = +\infty\).
That is, quenching phenomenon happens.

Now we give the estimate for the quenching time below. Multiplying the second equation of (1.1)(or (1.3)) by \(\varphi_1(x)\) and integrating it on \(\Omega\), we have
\[ \frac{d}{dt} \int_{\Omega} v\varphi_1(x)dx = -\lambda_1d_2 \int_{\Omega} v\varphi_1(x)dx - \int_{\Omega} \varphi_1(x)b(x) \cdot \nabla vdx + \int_{\Omega} g(u, v)\varphi_1(x)dx \]
\[ \geq -\lambda_1d_2 \int_{\Omega} v\varphi_1(x)dx - \int_{\Omega} \nabla B(x) \cdot \nabla vdx + \int_{\Omega} (b'_1 + b'_2)v\varphi_1(x)dx \]
\[ = (b'_2 - \lambda_1d_2) \int_{\Omega} v\varphi_1(x)dx + \int_{\Omega} \Delta B(x)vdx + \int_{\Omega} b'_1\varphi_1(x)dx \]
\[ \geq (b'_2 - \lambda_1d_2) \int_{\Omega} v\varphi_1(x)dx + b'_2c'_2|\Omega| + b'_1. \] (4.17)
Letting
\[ \tilde{y}(t) = \int_{\Omega} v\varphi_1(x)dx, \]
\[ \tilde{y}(T) \leq \frac{1}{b'_2 - \lambda_1d_2} \ln \frac{b'_2c'_2|\Omega| + b'_1}{b'_2c'_2|\Omega| + b'_1}. \]
using (1.17), we get
\[ \frac{d\tilde{y}}{dt} \geq (b_2' - \lambda_1 d_2)\tilde{y} + b_3' c_2''[\Omega] + b_1', \quad \text{i.e.} \quad \frac{d\tilde{y}}{(b_2' - \lambda_1 d_2)\tilde{y} + b_3' c_2''[\Omega] + b_1'} \geq dt. \]

Integrating it on \([0, T_{\text{max}}]\), we obtain
\[ T_{\text{max}} \leq \frac{1}{(b_2' - \lambda_1 d_2)} \ln \left( \frac{b_3' c_2''[\Omega] + b_1' + (b_2' - \lambda_1 d_2)\tilde{y}(T_{\text{max}})}{b_3' c_2''[\Omega] + b_1' + (b_2' - \lambda_1 d_2)\tilde{y}(0)} \right). \]

Theorem 3 is proved. \( \square \)

**Example 4.1.**
1. \( f(u, v) = -u^{-p_1}v^{-q_1}, \ g(u, v) = -u^{-p_2}v^{-q_2}, \) where \( p_1 \geq 0, \ q_1 > 0, \ p_2 > 0, \ q_2 \geq 0, \) and the initial data \((c_1, c_2) > (0, 0),\) then there exists some \( T > 0 \) such that quenching phenomenon happens at \( T. \)
2. \( f(u, v) = \frac{u}{x}, g(u, v) = \frac{v}{x}, \) and the initial data \((2, 2) > (c_1, c_2) > (0, 0),\) then there exists some \( T > 0 \) such that quenching phenomenon happens at \( T. \)

**Remark 4.1.** Since \( c_1' < \max_{x \in \Omega} u_0(x) \) and \( \int_\Omega \varphi_1(x)dx = 1, \) we have
\[ \frac{1}{\lambda_1 d_1 + a_2} \ln \frac{a_3 c_1[\Omega] + a_1 + (\lambda_1 d_1 + a_2) \int_\Omega u_0(x) \varphi_1(x)dx}{a_3 c_1[\Omega] + a_1 + (\lambda_1 d_1 + a_2)c_1'} \leq \frac{1}{\lambda_1 d_1 + a_2} \ln \frac{a_1 + (\lambda_1 d_1 + a_2) \int_\Omega u_0(x) \varphi_1(x)dx}{a_1 + (\lambda_1 d_1 + a_2)c_1'}, \]

which implies that convection term can delay the quenching time.

## 5 Some type convection terms make the solution exist globally

In this section, we will show that some type convection terms \( a(x) \cdot \nabla u \) and \( b(x) \cdot \nabla v \) make the solution exist globally.

**Theorem 4.** Assume that \( f(u, v) \) and \( g(u, v) \) are smooth functions for \((u, v) \geq 0, \ \frac{\partial f}{\partial v} \geq 0 \) and \( \frac{\partial g}{\partial u} \geq 0. \)

(1). Suppose that the initial data \((u_0, v_0) \in C^2(\Omega) \times C^2(\Omega), (u_0(x), v_0(x)) \geq 0, \ \nabla u_0(x) \neq 0 \) and \( \nabla v_0(x) \neq 0 \) for all \( x \in \Omega. \) Moreover, for (1.1A) and (1.3A), suppose that \( \frac{\partial a}{\partial y} \geq 0 \) and \( \frac{\partial b}{\partial y} \geq 0 \) on \( \partial \Omega. \) Then there exist \( a(x) \) and \( b(x) \) such that the solutions of (1.1A) and (1.3B) are global existence.

(2). Assume that there exist positive constants \( K > 1, L > 1, c_3, c_4, p_1, p_2, q_1 \) and \( q_2 \) such that \( 0 < p_1 < 1, \ 0 < q_2 < 1, \ p_2 q_1 \geq (1 - p_1)(1 - q_2), \)
\[ c_3^{p_1}c_4^{q_1} \leq \lambda_1 d_1 c_3 K, \quad c_3^{p_2}c_4^{q_2} \leq \lambda_1 d_2 c_4 L, \]

\[ f(c_3 \varphi^K, c_4 \varphi^L) \leq c_3^{p_1}c_4^{q_1} \varphi^{K_{p_1} + L_{q_1}}, \quad g(c_3 \varphi^K, c_4 \varphi^L) \leq c_3^{p_2}c_4^{q_2} \varphi^{K_{p_2} + L_{q_2}}, \quad (5.1) \]

and

\[ \varphi(x)a(x) \cdot \nabla \varphi(x) \geq (K - 1)|\nabla \varphi(x)|^2, \quad (5.2) \]
\[ \varphi(x)b(x) \cdot \nabla \varphi(x) \geq (L - 1)|\nabla \varphi(x)|^2. \quad (5.3) \]

Here \( \varphi \) is the first eigenfunction of \((4.11)\) normalised by \( \max_{x \in \Omega} \varphi(x) = 1 \). Then the solutions of \((1.1A)\) and \((1.1B)\), are global existence if the initial data \((u_0(x), v_0(x))\) satisfies \( u_0(x) \leq c_3 \varphi^K(x) \) and \( v_0(x) \leq c_4 \varphi^L(x) \).

**Proof:** (1). Note that \( \frac{\partial f}{\partial v} \geq 0 \) and \( \frac{\partial g}{\partial a} \geq 0 \), the comparison principle of a system of parabolic equations can be applied to \((1.1)\). Since \( \nabla u_0 \neq 0 \) and \( \nabla v_0 \neq 0 \) for all \( x \in \Omega \), there exist \( a(x) \) and \( b(x) \) such that

\[ a(x) \cdot \nabla u_0 \geq d_1 \Delta u_0 + f(u_0, v_0), \quad b(x) \cdot \nabla v_0 \geq d_2 \Delta v_0 + g(u_0, v_0). \quad (5.4) \]

We write it as

\[ 0 \geq d_1 \Delta u_0 - a(x) \cdot \nabla u_0 + f(u_0, v_0), \quad 0 \geq d_2 \Delta v_0 - b(x) \cdot \nabla v_0 + g(u_0, v_0). \quad (5.5) \]

Combining this and the assumptions of \( \frac{\partial u_0}{\partial v} \geq 0 \) and \( \frac{\partial g_0}{\partial a} \geq 0 \) on \( \partial \Omega \), we know that \((u_0, v_0)\) is a sup-solution of \((1.1A)\) with \( a(x) \) and \( b(x) \) satisfying \((5.4)\), hence the solutions of \((1.1A)\) is global existence.

Since \( a(x) \) and \( b(x) \) satisfy \((5.5)\), and noticing that \( u_0 \geq 0 \) and \( v_0 \geq 0 \) on \( \partial \Omega \), we can take \((u_0, v_0)\) as a sup-solution of \((1.1B)\). Consequently, the solution of \((1.1B)\) is also global existence (globally bounded).

(2). Since \( \frac{\partial f}{\partial v} \geq 0 \) and \( \frac{\partial g}{\partial a} \geq 0 \), we can apply the comparison principle to \((1.1B)\).

Under the assumptions of \( f(u, v), g(u, v), a(x) \) and \( b(x) \), taking

\[ (\bar{u}(x, t), \bar{v}(x, t)) = (c_3 \varphi^K(x), c_4 \varphi^L(x)), \]

we have

\[ d_1 \Delta \bar{u} - a(x) \cdot \nabla \bar{u} + f(\bar{u}, \bar{v}) = -\lambda_1 d_1 c_3 K \varphi^K + c_3 K (K - 1) \varphi^{K_2} |\nabla \varphi|^2 - c_3 K \varphi^{K_2} a(x) \cdot \nabla \varphi + f(c_3 \varphi^K, c_4 \varphi^L) \leq -\lambda_1 d_1 c_3 K \varphi^K + c_3 K \varphi^{K_2} [(K - 1)|\nabla \varphi|^2 - \varphi(a(x) \cdot \nabla \varphi)] + c_3^{p_1}c_4^{q_1} \varphi^{K_{p_1} + L_{q_1}} \leq [c_3^{p_1}c_4^{q_1} - \lambda_1 d_1 c_3 K] \varphi^K + c_3 K \varphi^{K_2} [(K - 1)|\nabla \varphi|^2 - \varphi(a(x) \cdot \nabla \varphi)] \leq 0 \quad \text{for} \quad x \in \Omega, \ t > 0, \quad (5.6) \]
\[ d_2 \Delta \bar{v} - b(x) \cdot \nabla \bar{v} + g(\bar{u}, \bar{v}) \]
\[ = -\lambda_1 d_2 c_4 L \varphi^L + c_4 L (L - 1) \varphi^{L-2} |\nabla \varphi|^2 - c_4 L \varphi^{L-1} b(x) \cdot \nabla \varphi + g(c_3 \varphi^K, c_4 \varphi^L) \]
\[ \leq -\lambda_1 d_2 c_4 L \varphi^L + c_4 L \varphi^{L-2} [(L - 1) |\nabla \varphi|^2 - \varphi b(x) \cdot \nabla \varphi] + c_3^p c_4^{q_2} \varphi^{Kp_2 + q_2} \]
\[ \leq [c_3^p c_4^{q_2} - \lambda_1 d_2 c_4 L] \varphi^L + c_4 L \varphi^{L-2} [(L - 1) |\nabla \varphi|^2 - \varphi b(x) \cdot \nabla \varphi] \]
\[ \leq 0 \quad \text{for} \quad x \in \Omega, \; t > 0. \] (5.7)

Obviously,

\[ (\bar{u}(x, t), \bar{v}(x, t)) = (c_3 \varphi^K(x), c_4 \varphi^L(x)) = (0, 0), \] (5.8)
\[ \frac{\partial \bar{u}}{\partial \eta} = c_3 K \varphi^{K-1} \frac{\partial \varphi}{\partial \eta} = 0, \quad \frac{\partial \bar{v}}{\partial \eta} = c_4 L \varphi^{L-1} \frac{\partial \varphi}{\partial \eta} = 0 \] (5.9)

for \( x \in \partial \Omega \) and \( t > 0 \).

(5.6), (5.7), (5.8) (or (5.9)) show that \((\bar{u}, \bar{v})\) is a sup-solution of (1.1) for initial data \( u_0(x) \leq c_3 \varphi^K(x) \) and \( v_0(x) \leq c_4 \varphi^L(x) \), which means that the solution of (1.1) is globally bounded.

**Remark 5.1.** Theorem 4 shows that, the convection terms \( a(x) \cdot \nabla u \) and \( b(x) \cdot \nabla v \) can effect the properties for the solutions under certain conditions.

**Remark 5.2.** The typical \( f(u, v) \) and \( g(u, v) \) satisfying Theorem 4 are \( f(u, v) = u^{p_1} v^{q_1} \) and \( g(u, v) = u^{p_2} v^{q_2} \).

**References**

[1] G. Acosta and J. D. Rossi, Blow-up vs. global existence for quasilinear parabolic systems with a nonlinear boundary condition, *Z. angew. Math. Phys.*, 48(1997), 711–724.

[2] J. Ball, Remarks on blow-up and nonexistence theorems for nonlinear evolution equations, *Quart. J. Math. Oxford Ser.*, 28(1977), 473–486.

[3] C. Bandle and I. Stakgold, The formation of the dead core in parabolic reaction-diffusion problems, *Trans. Amer. Math. Soc.*, 286(1984), 275–293.

[4] J. Bebernes and D. Kassoy, A mathematical analysis of blow-up for thermal reactions—the spatially nonhomogeneous case, *SIAM J. Appl. Math.* 40(1981), 476–484.

[5] J. Bebernes and A. Lacey, Finite time blowup for semilinear reactive-diffusive systems, *J. Differential Equations*, 95(1992), 105–129.
[6] H. Bellout, A criterion for blow-up of solutions to semilinear heat equations, *SIAM J. Math. Anal.*, 18(1987), 722–727.

[7] R. Castillo; M. Loayza; C. S. Paixão, Global and nonglobal existence for a strongly coupled parabolic system on a general domain, *J. Differential Equations*, 261(2016), 3344–3365.

[8] Q. Y. Dai and Y. G. Gu, A short note on quenching phenomena for semilinear parabolic equations, *J. Differential Equations*, 137(1997), 240–250.

[9] A. Doubova; E. Fernández-Cara; M. González-Burgos and E. Zuazua, On the controllability of parabolic systems with a nonlinear term involving the state and the gradient, *SIAM J. Control Optim.*, 41(2002), 798–819.

[10] T. Duyckaerts; X. Zhang and E. Zuazua, Enrique On the optimality of the observability inequalities for parabolic and hyperbolic systems with potentials, *Ann. Inst. H. Poincaré Anal. Non Linéaire*, 25(2008), 1–41.

[11] J. Escher, Global existence and nonexistence for semilinear parabolic systems with nonlinear boundary conditions, *Math. Ann.*, 284(1989), 285–305.

[12] L. C. Evans, Partial differential equations. Second edition. Graduate Studies in Mathematics, 19. American Mathematical Society, Providence, RI, 2010. xxii+749 pp. ISBN: 978-0-8218-4974-3.

[13] M. Escobedo and M. A. Herrero, A semilinear parabolic system in a bounded domain, *Annali di Matematica pura ed applicata*, CLXV(1993), 315–336.

[14] E. Fernández-Cara and E. Zuazua, Null and approximate controllability for weakly blowing up semilinear heat equations, *Ann. Inst. H. Poincaré Anal. Non Linéaire*, 17(2000), 583–616.

[15] Y. Fujishima, K. Ishige and H. Maekawa, Blow-up set of type I blowing up solutions for nonlinear parabolic systems, *Math. Ann.*, 369(2017), 1491–1525.

[16] H. Fujita, On the blowing up of solutions of the Cauchy problem for \( u_t = \Delta u + u^{1+\alpha} \), *J. Fac. Sci. Tokyo Sect. IA Math.*, 13(1966), 109–124.

[17] H. Fujita, On some nonexistence and nonuniqueness theorems for nonlinear parabolic equations. *Proc. Symp. Pure Math.*, 18(1969), 105–113.

[18] L. Gang and B. D. Sleeman, Non-existence of global solutions to system of semi-linear parabolic equations, *J. Differential Equations*, 104(1993), 147–168.
[19] J. L. Gomez, V. Marquez and N. Wolanski, Blow up results and localization of blow up points for the heat equation with a nonlinear boundary condition, *J. Differential Equations*, 92(1991), 384–401.

[20] B. Hu, Blow-up theories for semilinear parabolic equations. Lecture Notes in Mathematics, 2018. Springer, Berlin (2011).

[21] K. Ishige, Kazuhiro; T. Kawakami; M. Sierżega, Supersolutions for a class of nonlinear parabolic systems, *J. Differential Equations*, 260(2016), 6084–6107.

[22] A. S. Kalashnik, On quenching of solutions to nonautonomous semilinear parabolic equations and reaction–diffusion systems, *Appl. Anal.*, 71(1999), 127–138.

[23] H. Kawarada, On solutions of the initial-boundary value problem for $u_t = u_{xx} + \frac{1}{(1-u)}$, RIMS Kyoto 10(1975), 729–736.

[24] A. Lacey, Mathematical analysis of thermal runaway for spatially inhomogeneous reactions. *SIAM J. Appl. Math.*, 43(1983), 1350–1366.

[25] H. Levine, Some nonexistence and instability theorems for solutions of formally parabolic equations of the $P u_t = -Au + F(u)$. *Arch. Ration. Mech. Anal.*, 51(1973), 371–386.

[26] H. Levine, Quenching, nonquenching, and beyond quenching for solution of some parabolic equations, *Annali di Matematica pura ed applicata (IV)*, CLV (1989), 243–260.

[27] H. A. Levine, Advances in quenching, in “Progress in Nonlinear Differential Equations and Their Applications,” Vol. 7, pp. 319–346, Birkhäuser Boston, Cambridge, MA, 1992.

[28] F. Li; R. Peng and X. F. Song, Global existence and finite time blow-up of solutions of a Gierer-Meinhardt system, *J. Differential Equations*, 262(2017), 559–589.

[29] P. Meier, Blow-up of solutions of semilinear parabolic differential equations, *J. Appl. Math. Phys. (ZAMP)*, 39(1988), 135–149.

[30] A de Pablo, F. Quirós and J. D. Rossi, Nonsimultaneous quenching, *Appl. Math. Lett.*, 15(2002), 265–269.
[31] M. Pierre and D. Schmitt, Blowup in reaction-diffusion systems with dissipation of mass, *SIAM J. Math. Anal.*, 28(1997), 259–269.

[32] Y. Privat; E. Trélat and E. Zuazua, Actuator design for parabolic distributed parameter systems with the moment method, *SIAM J. Control Optim.*, 55 (2017), 1128–1152.

[33] F. Quirós and J. D. Rossi, Non-simultaneous blow-up in a semilinear parabolic system, *Z. Angew. Math. Phys.*, 52(2001), 342–346.

[34] F. Quirós and J. D. Rossi, Non-simultaneous blow-up in a nonlinear parabolic system, *Adv. Nonlinear Stud.*, 3(2003), 397–418.

[35] D. F. Rial and J. D. Rossi, Localization of blow-up points for a parabolic system with a nonlinear boundary condition, *Rendicont Del Circolo Matematico di Palermo*, XLVIII (1999), 135–152.

[36] J. D. Rossi and N. Wolanski, Blow-up vs. global existence for a semilinear reaction-diffusion system in a bounded domain, *Commun. in Partial Differential Equations*, 20(1995), 1991–2004.

[37] M. X. Wang, Global existence and finite time blow up for a reaction-diffusion system, *Z. angew. Math. Phys.*, 51(2000) 160–167.

[38] F. Weissler, Existence and nonexistence of global solutions for a semilinear heat equation. *Israel J. Math.*, 38(1981), 29-40.

[39] S. N. Zheng and X. F. Song, Quenching rates for heat equations with coupled singular nonlinear boundary flux, *Science in China Series A: Mathematics*, 51(2008), 1631–1643.

[40] E. Zuazua, Controllability and observability of partial differential equations: some results and open problems. Handbook of differential equations: evolutionary equations. Vol. III, 527-621, Handb. Differ. Equ., Elsevier/North-Holland, Amsterdam, 2007.