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The control strategy research of the time-delay system is a focused issue in the control field. In order to furthermore improve the performance of the first-order time-delay inertial system, firstly, a new Smith predictor structure is proposed, which solves the constraint that the conventional Smith predictor needs to match the actual object model. Secondly, the performance and parameter function of the new Smith predictor are discussed in theory to provide the basis for parameter tuning. Finally, a new Smith predictor combined with linear active disturbance rejection control (LADRC) is proposed to solve the problem that the two input signals of the linear extended state observer (LESO) are not synchronized on the time scale, and the stability of the new Smith + LADRC time-delay control system is proved theoretically for known and unknown controlled complex objects. Simulation analysis is conducted to verify the robustness of the proposed strategy under the condition of the different parameters. The results indicate that the proposed strategy has better performance than the conventional method in response speed, overshoot, adjustment time, and stability.

1. Introduction

Time-delay system widely exists in the industrial production process, which is a difficult problem of process control [1]. Due to the delay of signal, the control quantity cannot be adjusted according to the outputs in time. The longer the time delay is, the more difficult the control is. In addition, the system is time-varying [2]. Improving the control performance of the time-delay system has always been one of the hot spots in the control theory and application fields. The most classical theoretical method is the Smith predictor. However, its prediction ability is greatly affected by disturbance and is sensitive to the variation of parameters of the controlled object. To solve the problem, IBM’s Dahlin proposed Dahlin algorithm by designing a suitably digital controller. Although the lag effect is eliminated, there is a ringing effect. When the model error increases, the control quality decreases, and even the system is unstable. Subsequently, many intelligent controls and composite controls that are composed of several kinds of control appeared, such as adaptive control [3, 4], model-free control [5], neural networks control [6], predictive control [7], Smith + PID [8], PI + multimodel dynamic matrix control [9], and Fractional Order Proportional-Integral-Derivative [10]. These algorithms are suitable for the case that the object has less time delay or variation of parameters.

Han proposed ADRC (active disturbance rejection control) method, which transforms the design of complex systems into integrated series systems by the observation and compensation of disturbances. For the time-delay system, Han also proposed ignoring the time-delay method for ADRC, increasing order method for ADRC, predictive output method for ADRC, predictive input method for ADRC, delayed input method for ADRC, and other control methods of ADRC for TDS (time-delay systems) [11]. The ignoring time-delay method for ADRC is sensitive to the change of time constant, and the allowable range of time-delay parameters is narrow. The increasing order method for ADRC leads to the increase of controller parameters. Both the predictive output method for ADRC and the predictive
input method for ADRC require identifying or estimating the pure time-delay parameters. The accuracy of identification or estimation directly affects the control performance. The ADRC sliding mode control method is proposed [12], which adopts a smooth nonlinear function to avoid system vibrating. The ADRC time-delay control method based on inverse decoupling control is proposed [13]. The system model needs to be identified. A practical ADRC control method is proposed for the automatic thickness control system of hot continuous rolling by using linear modeling and parameter optimization [14]. Since the extended state observer (ESO) and the error feedback control law of ADRC contain nonlinear functions, it is difficult to analyze the stability, and many parameters need to be tuned. To solve the problem, Gao used linear functions to process the ESO and error feedback control law and proposed the linear ADRC method [15, 16], which makes the stability and many parameters need to be tuned. To solve the problem, Gao used linear functions to process the ESO and error feedback control law and proposed the linear ADRC (LADRC) method [15, 16], which makes the stability analysis and parameter tuning easier.

A reduced-order ADRC strategy [17] for the time-delay system is proposed based on the characteristics of the small phase delay of the reduced-order observer. In [18], the stability region parameters of LADRC for time-delay systems are obtained by using the double-track method. Furthermore, the combination of LADRC and prediction is one of the effective methods to solve the large time-delay system. In [19], ADRC generalized predictive control (ADRC-GPC) is proposed, which does not need to identify the exact mathematical model of the object online, and greatly reduces the amount of online calculation. In [20], the stability conditions and parameter perturbation of Smith + LADRC for the first-order large time-delay systems are analyzed. In [21], an improved Smith + LADRC strategy is proposed to nonminimum phase time-delay systems, and the stability and robustness of the system are analyzed. In [22], the robustness of Smith + LADRC under the condition that the model has probably been known is investigated.

Based on the above investigations, a new Smith predictive LADRC method for the first-order time-delay system is proposed, and its prediction mechanism and stability are analyzed under the condition that the controlled object model is known and roughly known through simulations.

2. Principle of LADRC

The active disturbance rejection controller is generally composed of three parts: tracking differentiator (TD), state error control law (SECL), and extended state observer (ESO). Its structure is shown in Figure 1. The ESO is the core. TD is the process of arranging the transition, which mainly affects the overshoot of the system. If the demand is moderate for overshoots, the TD will not be used. When the linear function is used in SECL and ESO, the active disturbance rejection is called linear active disturbance rejection, which is beneficial to the theoretical and engineering design and parameter tuning and easy to use the frequency domain method to analyze the stability in engineering.

The differential equation of the first-order system is expressed as

\[ \dot{y}_p = f(y_p, u, w) + bu, \]  

where \( y_p \) is the system output, \( w \) is the external disturbance, \( u \) is the system input, \( b \) is an uncertain control gain, and \( f(y_p, u, w) \) is an internal synthesis and external disturbance of the system. If the \( d = f(y_p, u, w) + (b - b_0)u \) is observed total disturbance \( (b_0 \) is the estimated value of \( b \)), then the first-order system can be expressed as

\[ \dot{y}_p = d + b_0u. \]  

Suppose \( x_1 = y_p, x_2 = d \), and then equation (2) can be written as the state space expression

\[
\begin{aligned}
\dot{x} &= Ax + Bu + Ed, \\
y &= Cx,
\end{aligned}
\]  

where \( A = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, B = \begin{bmatrix} b_0 \\ 0 \end{bmatrix}, C = [1 0], E = [0 0]. \)

Based on equation (3), a linear extended state observer (LESO) is established, and a Luenberger observer for the second-order system is designed as

\[
\begin{aligned}
\dot{z} &= Az + Bu + L(y_p - \bar{y}), \\
\bar{y} &= Cz,
\end{aligned}
\]  

where \( z = [z_1 \ z_2]^T \) is the state estimation of LESO. \( L = [\beta_1 \ \beta_2]^T \) is the observer gain. Control quantity \( u \) is written as

\[ u = \frac{k_p (r - z_1) - z_2}{b_0}, \]

where \( k_p \) is the gain of the proportional controller. For the first-order system, the parameters of LESO and controller are, respectively, [15] as

\[ L = [\beta_1 \ \beta_2]^T = [2\omega_0 \ \omega_0^2]^T, \]

\[ k_p = \omega_c, \]

where \( \omega_0 \) and \( \omega_c \) are the bandwidth of LESO and controller, respectively.

3. Proposed Control Strategy for First-Order Time-Delay System

A first-order delay system can be represented as

\[ G(s) = \frac{K}{T_p s + 1}e^{-\tau p s}, \]

where \( T_p \) is the time constant, \( \tau_p \) is the delay time, and \( K \) is the gain of the object. Its differential equation can be expressed as

\[ \dot{y}_p = \frac{1}{T_p}y_p + \frac{K}{T_p}u(t - \tau_p). \]

If \( f = - (1/T_p)y_p + (K/T_p)u(t - \tau_p) - b_0u \) is a total disturbance, then \( \dot{y}_p = f(y_p, u, d) + b_0u \). It can be
determined from the above equation that inputs \(y_p(t - \tau_p)\) and \(u(t)\) of LESO are not synchronous in time due to the existence of time delay. To estimate the states of the system effectively, two input signals of LESO need to be processed synchronously. It can realize the synchronization of two input signals of LESO by introducing the Smith predictor, but the conventional Smith LADRC will lead to the instability of the system when the parameter perturbation occurs to the object. For this reason, this paper proposes a new method by combining the Smith predictor with linear active disturbance rejection to form a time-delay system controller with strong robustness. Its structure is depicted in Figure 2. Its simplified structure is shown in Figure 3.

It can be obtained from equations (4) and (6) \([20, 21]\) that

\[
\begin{align*}
    z_1 &= \frac{\omega_0^2 + 2\omega_0s}{(s + \omega_0)^2} y + \frac{b_0s}{(s + \omega_0)^2} w, \\
    z_2 &= \frac{\omega_0^2 s}{(s + \omega_0)^2} y - \frac{b_0\omega_0^2}{(s + \omega_0)^2} w. 
\end{align*}
\]

It can be obtained from the structure diagram in the dashed box in Figure 2 that

\[
y_p(s) = \frac{G_p e^{-\tau_p s}}{1 + (K_c + K_d \delta) G_p e^{-\tau_p s}} \left[ 1 + (K_c + K_d \delta) G_n e^{-\tau_n s} \right] \\
u(s) + \frac{G_p e^{-\tau_p s}}{1 + (K_c + K_d \delta) G_p e^{-\tau_p s}} w(s). \tag{11}
\]

According to Figure 2 and equation (11), when \(y_p\) and \(u\) are inconsistent, the feedback controller \(K_c + K_d \delta\) works, which can restrain the disturbance. \(K_A\) can make the pole far away from the virtual axis or make the unstable pole become the stable pole \([21]\).

3.1. The Influence of \(K_c\) on the Relationship between Disturbances \(w\) and \(y_p\). It can be obtained from equation (11) that

\[
y_p(s) = \frac{G_p e^{-\tau_p s}}{1 + (K_c + K_d \delta) G_p e^{-\tau_p s}} w(s). \tag{12}
\]

It can be determined from equation (12) that the closed-loop characteristic equation is \(1 + (K_c + K_d \delta) G_p e^{-\tau_p s} = 0\). In order to facilitate the analysis of the time-delay part of the closed-loop characteristic equation, the Padé method is used to approximate \(e^{-\tau s}\). The approximation can be express as

\[
e^{-\tau s} = \frac{2 - \tau s}{2 + \tau s}. \tag{13}
\]

Then, the closed-loop characteristic equation of \(\frac{y_p(s)}{w(s)}\) can be written as
is stable, the following conditions must be satisfied:

\[ 1 + (K_c + K_d) \frac{K}{T_p s + 1} = 0, \]

\[ (T_p s + 1)(\tau_p s + 2) + (K_c + K_d)K(2 - \tau_p s) = 0, \]

\[ T_p^2 \tau_p^2 + 2T_p \tau_p + \tau_p s + 2 + 2K_c K - K_c K \tau_p s + 2K K_d s - 2K K_d \tau_p s^2 = 0, \]

\[ (T_p \tau_p - 2K K_d \tau_p)s^2 + (2T_p + \tau_p - K_c K \tau_p + 2K K_d)s + 2 + 2K_c K = 0. \]

(14)

If the closed-loop characteristic equation of \( y_p(s)/u(s) \) is stable, the following conditions must be satisfied:

\[ T_p \tau_p - 2K K_d \tau_p > 0, \]

\[ 2T_p + \tau_p - K_c K \tau_p + 2K K_d > 0, \]

\[ 2 + 2K_c K > 0. \]

(15)

\[ T_p \tau_p - 2K K_d \tau_p > 0 \rightarrow 10 \times 10 - 2 \times 2 = 10 > 0 \Rightarrow K_d < 2.5, \]

\[ 2T_p + \tau_p - K_c K \tau_p + 2K K_d > 0 \rightarrow 2 \times 10 + 10 - K_c = 20 + 2 \times 2 = 15 > 0 \Rightarrow 15 > 10K_c - 2K_d \]

\[ 2 + 2K_c K > 0 \rightarrow 2 + 2 \times 2 \times K_c > 0 \Rightarrow K_c > 0.5. \]

(16)

Figure 4 shows the response curve of \( y_p \) with \( K_d = 2, \) \( K_c = 0.3 \) \( w = 1 \) \( t \) for different \( K_d. \) Figure 5 shows the response curve of \( y_p \) with \( K_A = 2, \) \( K_d = 0.2 \) \( w = 1 \) \( t \) for different \( K_c. \)

It can be determined that the overshoot decreases with the increase of \( K_d \) and the time increases. With the increase of \( K_c, \) the times of adjustment increase and the steady-state value decreases. This indicates that the large \( K_c, \) beneficial to suppress the disturbance. While the value of \( K_c \), increases, the adjustment time increases and the response diverges when \( K_c \) is larger than the critical value.

3.2. The Influence of \( K_A \) on the Relationship between Control Quantity \( u \) and \( y_p. \) When \( G_p = G_n, \) \( K_d = 0.2, \) \( K_c = 0.3, \) \( \tau_p = \tau_n, \) it can be obtained from equation (10) that

\[ y_p(s) = \frac{G_p e^{-\tau_p s}}{1 + K_A G_n} u(s) \]

\[ = \frac{K e^{-\tau_p s}}{T_p s + 1 + K_A K} u(s) . \]

(17)

\[ G_ne^{-\tau_p s} = \frac{(1/(10s + 1))e^{-10s}}{1} \] is chosen as the object model. The following equation can be obtained:

When \( u(s) = 1/s, \) it can be obtained from the final value

Theorem 1 that

\[ e_m(\infty) = \lim_{s \to 0} y_p(s) \]

\[ = s \frac{K e^{-\tau_p s}}{T_p s + 1 + K_A K} \frac{1}{s} = \frac{K}{1 + K_A K}. \]

(18)

Figure 6 shows the response curve of \( y_p \) with \( G_n = 2/(10s + 1), \) \( \tau_n = 10, \) \( u = 1 \) \( t \) for different \( K_A. \) It can be determined that, with the increase of \( K_A, \) the more the pole moves to the left, the faster the response is. However, with the increase of \( K_A, \) the output value decreases and the equivalent system gain decreases.

4. The Analysis of Stability and Robustness

4.1. The Analysis of Stability. According to Figure 2 and equations (5), (6), (9), (10), and (11), the closed-loop structure diagram is shown in Figure 7, where

\[ G_m = (G_n/(1 + K_A G_n))(1 - e^{5s}). \]
\[ y_p = \frac{1}{1 + K_A G_m} \left[ 1 + G_n e^{-\tau s} (K_c + K_d s) \right] G_p e^{-\tau s} \frac{1}{1 + (K_c + K_d s) G_p e^{-\tau s}} \]

\[ H = \frac{k_p \omega_0^2 + 2k_p \omega_0 s + \omega_0^2 s}{k_p (s + \omega_0)^2} \]

\[ C = k_p (s + \omega_0)^2 \cdot \left[ b_0 [s^2 + (2\omega_0 + k_p) s] + \left[ 2k_p \omega_0 + \omega_0^2 \right] s + k_p \omega_0^2 \right] G_m^{-1} \]
4.1.1. When the Controlled Object Is Accurately Known

**Theorem 1.** When the controlled object is accurately known \((K_p > 0, K_d < 2.5, K_c > -0.5, 15 > 10K_c - 2K_d)\), and the model parameters of the Smith predictor are consistent with the object parameters, the stable condition of the system depends on \(K_p, \omega_0\) and \(b_0\).

**Proof:** According to Figure 7, the closed-loop transfer function is

\[
G_c = \frac{C(HG')}{1 + CG/H}
\]

\[
= \frac{(1 + K_c K_p)(1 + G_c e^{-\omega_i T_p})}{1 + (1 + K_c K_p)(1 + G_c e^{-\omega_i T_p})}
\]

Then, the closed-loop characteristic equation of the system is

\[
D(s) = b_0 T_p s^3 + [b_0 + b_0 T_n (2 \omega_0 + k_p)] s^2 + b_0 (2 \omega_0 + k_p) s + K_n (2k_p \omega_0 + \omega_0^2) s + K_n k_p \omega_0^2
\]

Let \(a_1 = b_0 T_n\), \(a_2 = b_0 + b_0 T_n (2 \omega_0 + k_p)\), \(a_1 = b_0 (2 \omega_0 + k_p) + K_n (2k_p \omega_0 + \omega_0^2)\), \(a_0 = K_n k_p \omega_0^2\). According to Routh stability criterion, \(a_3, a_2, a_1, a_0 > 0\) and the system is stable when \(a_1 a_2 > a_0 a_3\):

\[
a_1 a_2 - a_0 a_3 = b_0 \left(2b_0 \omega_0 + b_0 k_p + 2K_n k_p \omega_0\right) \left[1 + 2T_n \omega_0 + T_n k_p\right] + K_n \omega_0^2 \left(1 + 2T_n \omega_0\right) > 0.
\]

4.1.2. When Object Model Parameters Are Unknown

Supposing the nominal model of the object is \(G_b = G_e e^{-\omega_i t}\), then the actual object is \(G(s) = G_b (1 + \delta G)\). \(\delta G\) is the perturbation of the nominal model and stratifies \(|\delta G(j \omega)| \leq \Delta G(\omega)\). \(\Delta G(\omega)\) is the bounded uncertainty of the multiplicative norm.

From the closed-loop characteristic equation

\[1 + CHG' = 0,\]

\[1 + CH \frac{1}{1 + K_c G_n} \left[1 + G_b (K_c + K_d)\right] = 0.\]

Set \(G_{\phi} = K_c + K_d \delta\). According to the robust stability criterion, for arbitrary \(\omega\), the following equation is stratified:

\[\Delta G(\omega) < \Delta G(\omega) = \left|1 + K_c G_b + G_p + K_a G_n + CH + CHG_b G_n \right| \left(G_p + K_c G_n + CH + CHG_b G_n \right) G_b.
\]

Therefore, it can be determined that the stability and robustness of the system can be verified by selecting an appropriate value of \(b_0, k_p, K_a, K_c, K_d, \) and \(\omega_0\).

4.2. Robustness Analysis of the Proposed Control Strategy

To analyze the robustness of our proposed control strategy in the dashed box of Figure 2, \(G_e e^{-\omega_i t}\) is supposed as the nominal model of the object and setting \(K_c = 0.5, K_d = 0.2, \) and \(K_a = 2\). The response curve of \(y_p\) with \(u = 1\) (for different \(T_p\)) is shown in Figure 8. It can be determined from the response curve of simulation that the response will overshoot when \(T_p > T_m\). The larger the value of \(T_p\), the larger the overshoot is, and the longer the adjustment time is. Although the delay time of the system becomes shorter, the rise time increases when \(T_p < T_m\).

The response curve of \(y_p\) with \(u = 1\) (for different \(T_p\) is shown in Figure 9. It can be determined from the response curve of simulation that the overshoot decreases, the rise time increases, and the larger the \(T_p\) is, the longer the rise time is when \(T_p > T_m\). When \(T_p < T_m\), the rise time decreases, but the overshoot occurs. The longer the adjustment time is, the smaller the \(T_p\) is and the larger the overshoot is.

The response curve of \(y_p\) with \(u = 1\) (for different \(K\) is shown in Figure 10. It can be determined from the response curve of simulation that the overshoot occurs when \(K > K_d\). With \(K\) becomes larger, the overshoot becomes larger.
Figure 8: Response curve of $y_p$ with $u = 1(t)$ for different $\tau_p$.

Figure 9: Response curve $y_p$ with $u = 1(t)$ for different $T_p$.

Figure 10: Response curve of $y_p$ with $u = 1(t)$ for different $K$. 
Figure 11: Output response curve with square wave disturbance.

Figure 12: Response curve with 10% gain reduction.

Figure 13: Response curve of object $\tau_p$ increased by 20%.
rise time decreases, and adjustment time becomes longer as well as the steady-state value becoming larger. When \( K < K_n \), there is no overshoot, rise time increases, and the steady-state value is small.

### 5. Simulations and Discusses

In simulations, the nominal model of a large time-delay system is \( G_p = G_n e^{-\tau s} = (2/(10s + 1))e^{-10s} \), and parameters of the controller of this nominal model are \( k_1 = 20, \omega_0 = 5, b_0 = 20, K_A = 2, K_d = 0.2, K_c = 0.5, r(t) = 1 \). Figure 11 shows the response curve of square wave disturbance with amplitude 1, frequency of 0.5 rad/sec, and \( t = 100 \) s by using ordinary Smith predictor + LADRC strategy and our proposed strategy (new Smith predictor + LADRC strategy). Figure 12 shows the response curve of the sudden reduction of object gain by 10% when \( t = 100 \) s. Figure 13 shows the response curve of object \( T_p \) increased by 10%. Figure 14 shows the response curve of the object \( T_p \) increased by 10%. Figure 15 shows the response curve when the object gain changes to 0.6\( K_n \), 0.8\( K_n \), and 1.2\( K_n \) separately. Figure 16 shows the response curve of object \( T_p = 6, 12, \) and 13, respectively. Figure 17 shows the response curve of \( T_p = 0.8T_n, 1.3T_n, \) and 1.5\( T_n \).

It can be seen from Figures 11–14 that the proposed control strategy has better performance than the ordinary Smith ADRC in suppressing external and internal disturbances. The closed loop is adopted to suppress the decrease of output amplitude that is caused by the introduction of \( K_A \). It also can be seen from Figures 15–17 that the new Smith + LADRC has better robustness.
In order to verify the effect of the proposed algorithm, $G_1(s) = (0.85/(1200s + 1))e^{-1800s}$ in literature [1, 23] is selected as the controlled object. The time-delay parameter $r$ is larger than the inertia parameter $T$, which increases the difficulty of control. The controller parameters are selected as $K_A = 0.01$, $K_d = 2$, $K_c = 0.2$, respectively. $k_p$, $b_p$ are the same as those in literature [1]. The input signal $r(t) = 1$, and disturbance signal $r(t - 10000) = 0.2$. The simulation results are compared with literature [1] in tracking performance and anti-interference performance (literature [1] did not do simulation experiments for each parameter change). Comparison of system response curves can be obtained in Figure 18.

It can be seen from Figure 19 that the control strategy proposed in this paper is superior to the method used in literature [1] in response speed and disturbance rejection.

To further verify the adaptability and robustness of the proposed algorithm, the time-delay system with unstable poles is selected, and its transfer function is $G_2 = (2/(10s - 1))e^{-10s}$. For this system, the parameters of the controller are selected as $k_p = 20$, $\omega_0 = 5$, $b_0 = 20$, $K_A = 3$, $K_d = 3$, $K_c = 0.53$. Simulation experiments are conducted under various conditions when input signal $r(t) = 1$. Figure 20 shows the response curves of the new Smith + LADRC, and Figure 18(b) shows the response curves of the conventional Smith + LADRC. Figure 21 shows the response curve of $T$ change. Figure 22 shows the
Figure 18: Response curves of the system when the controlled object is \( G_1(s) \).

Figure 19: Response curve of \( K \) change.

Figure 20: Response curves of the system when the controlled object is \( G_2(s) \). (a) New Smith + LADRC. (b) Conventional Smith + LADRC.

response curve of \( r \) change. Figure 19 shows the response curve of \( K \) change.

It can be seen from Figures 19 and 20 that for the time-delay system with unstable poles, the conventional Smith + LADRC is difficult to achieve stable control, while the new Smith + LADRC proposed in this paper not only can achieve stable control but also has good parameter robustness.
6. Conclusions

A new Smith + LADRC strategy is proposed to the first-order large time-delay inertia system. The mechanism of the new Smith predictor and the relationship between parameters and stability of the proposed control strategy are verified via conducting a simulation. Conclusions are as follows:

1. The performance of the proposed new Smith predictor is not limited by the need to be consistent with the interplant model. It can also be applied to nonminimum phase delay systems.

2. The robustness of the proposed new Smith predictor is proved by theoretical derivation and numerical simulation. The relationship between parameters and performance indexes is summarized, which can provide guidance for parameters’ tuning.

3. The proposed new Smith predictor + LADRC strategy solves the problem that the input signal of the extended state observer is not synchronized when the LADRC is applied to the time-delay system and has good robustness to parameter disturbance and external disturbance. This strategy has universal applicability for the control problems of time-delay systems.
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