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We investigate instabilities and chaos near the onset of Rayleigh-Bénard convection (RBC) of electrically conducting fluids with free-slip, perfectly electrically and thermally conducting boundary conditions in presence of uniform rotation about vertical axis and horizontal external magnetic field by considering zero Prandtl-number limit (Pr → 0). Direct numerical simulations (DNS) and low dimensional modeling of the system are done for the investigation. Values of the Chandrasekhar number (Q) and the Taylor number (Ta) are varied in the range 0 < Q, Ta ≤ 50. Depending on the values of the parameters in the chosen range and choice of initial conditions, onset of convection is found be either periodic or chaotic. Interestingly, it is found that chaos at the onset can occur through four different routes namely homoclinic, intermittency, period doubling and quasi-periodic routes. Homoclinic and intermittent routes to chaos at the onset occur in presence of weak magnetic field (Q < 2), while period doubling route is observed for relatively stronger magnetic field (Q ≥ 2) for one set of initial conditions. On the other hand, quasiperiodic route to chaos at the onset is observed for another set of initial conditions. However, the rotation rate (value of Ta) also plays an important role in determining the nature of convection at the onset. Analysis of the system simultaneously with DNS and low dimensional modeling helps to clearly identify different flow regimes concentrated near the onset of convection and understand their origins. The periodic or chaotic convection at the onset is found to be connected with rich bifurcation structures involving subcritical pitchfork, imperfect pitchfork, supercritical Hopf, imperfect homoclinic gluing and Neimark-Sacker bifurcations.
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I. INTRODUCTION

Convection is known to play an important role in the dynamics of many natural as well as technological systems. Some examples of convective system include oceans\(^1\), atmosphere\(^2\), geophysical\(^3,4\) and astrophysical\(^5\) systems besides the technological systems like metal production\(^6\) and crystal growth\(^7\). Understanding different convective phenomena in these systems is of utmost importance and researchers consider a simplified version of convection called Rayleigh-Bénard convection (RBC) for this purpose. RBC in its simplest form consists of a layer of fluid kept between two infinite, horizontal, conducting plates and heated from below\(^8-10\). Two dimensionless parameters namely the Rayleigh-number (Ra, vigor of buoyancy) and the Prandtl-number (Pr, ratio of thermal diffusion and viscous relaxation time scales) appear in the mathematical description of RBC. RBC provides a paradigmatic model to investigate several aspects of convection including instabilities, pattern formation, bifurcations, chaos, turbulence and many more for different ranges of values of Ra and Pr\(^8-11\). Over the years, extensive studies on RBC has not only improved the understanding of the basic physics of convection but also enriched the theory of hydrodynamic stability\(^8,12\), pattern formation\(^9,13,14\) and spatio temporal chaos\(^9,15\).

Chandrasekhar\(^8\) theoretically investigated the problem of the onset of RBC with free-slip and rigid boundary conditions. Performing linear analysis, he found that at the onset of RBC, principle of exchange of stabilities is valid and stationary cellular convection is prevalent. He analytically determined the critical values of the Rayleigh number and wave number at the onset of RBC which are independent of the Prandtl number. However, stability of the patterns at the onset of convection can not be determined from the linear analysis. Later, Schlüter et al.\(^16\) theoretically established through nonlinear analysis that stable pattern at the onset of convection is straight two dimensional (2D) rolls. The stability regime of these 2D-rolls above the onset of convection is straight two dimensional (2D) rolls. The stability regime of these 2D-rolls above the onset of convection in the Ra – k (wavenumber)-space as a function of Pr i.e. the so-called ‘Busse balloon’ has been determined by Busse and his collaborators\(^11,17,18\). RBC experiments performed with silicon oil (large Pr) and gases (small Pr) are found to agree well with ‘Busse balloon’\(^19-21\). Numerous theoretical, numerical and experimental works performed with RBC model have investigated convection related issues including heat transfer, pattern formation and turbulence (for a detailed review please see\(^9,11\)). It is evident from the computation of ‘Busse balloon’ that Prandtl number has
important role in determining secondary and higher order instabilities. In fact, as the value of the Prandtl number decreases, secondary and higher order instabilities approach towards the primary one and a rich dynamics is expected very close to the onset of convection\textsuperscript{22–26}. The theoretical as well as numerical investigations performed in \textsuperscript{27–33} for low Prandtl number fluids have revealed expected rich bifurcation structure within few percent above the onset of convection.

Researchers also carried out investigations of convective phenomena using RBC model in presence of rotation or/and magnetic field in order to mimic geophysical and astrophysical situations more closely\textsuperscript{8,34–36}. Mathematical description of RBC needs three more dimensionless parameters apart from Ra and Pr in this case, namely the Taylor number (Ta, strength of the Coriolis force), the Chandrasekhar number (Q, strength of the Lorenz force) and the magnetic Prandtl-number (Pm, ratio of magnetic diffusion time scale and viscous relaxation time scale). Interestingly, it has been discovered through theoretical\textsuperscript{8} and experimental\textsuperscript{37,38} investigations that both rotation and magnetic field, acting separately, inhibit the onset of instability and elongate the rolls which appear at marginal stability when the magnetic field is applied in the vertical direction\textsuperscript{8}. Horizontal magnetic field in absence of rotation, on the other hand does not change the primary instability but significantly influence the higher order instabilities\textsuperscript{8}. Theoretical\textsuperscript{41} as well as experimental\textsuperscript{42–45} investigations performed with electrically conducting low Prandtl number fluids in presence of horizontal magnetic field revealed very rich dynamics including homoclinic bifurcations, period doubling cascade etc. near the onset of convection.

Chandrasekhar first investigated RBC in simultaneous presence of rotation and uniform external magnetic field and determined critical Rayleigh number and wave number at the onset of convection for wide ranges of values of Ta and Q from linear theory. The theoretical predictions of Chandrasekhar have been experimentally verified by Nakagawa\textsuperscript{39,40} for large values of Taylor number and Chandrasekhar number. Later, Eltayeb\textsuperscript{46} performed extensive linear analysis of the same system in the asymptotic limits of Q, Ta → ∞ for various boundary conditions and orientations of the external magnetic field and rotation. He showed that Q and Ta follow some well defined power laws. Subsequently, Roberts and Stewartson\textsuperscript{36} theoretically studied rotating magnetoconvection with Rayleigh-Bénard geometry in presence of rotation about vertical axis and horizontal uniform magnetic field using free-slip velocity boundary conditions. They reported the existence of oblique rolls and studied their
stability. Soward theoretically investigated similar rotating magneto-convection (RMC) system with no-slip velocity boundary conditions and also reported the existence of stable oblique rolls in some regions of the parameter space. Aurnou and Olson studied RMC in liquid gallium (Pr = 0.023) experimentally and found heat transfer is inhibited for high Taylor number. Theoretical investigation of Zhang et al. agree well with the experimental findings of Aurnou and Olson. RMC has been numerically investigated for heat transfer properties of low Prandtl number electrically conducting fluids both with horizontal and vertical magnetic field by Varshney and Baig. Podgivina studied the stability of rolls in RMC of electrically conducting fluids with an imposed vertical magnetic field in a rigid electrically insulating horizontal boundaries. She determined regions of the parameter space where rolls emerge at the onset of convection. Recently, Eltayeb and Rahaman studied RMC in the presence of horizontal magnetic field and rotation using linear theory for various boundary conditions and determined preferred mode of convection in each case.

The effects of rotation and external magnetic field on the instabilities and bifurcation structures near the onset of convection when acted separately have recently been investigated and reported very rich dynamics including chaos at the onset of convection. However, instabilities and the associated bifurcation structures near the onset of RBC of electrically conducting fluids in presence of both rotation and uniform external magnetic field have not been studied so far. In this paper, we explore this issue in electrically conducting fluids by simultaneous performance of direct numerical simulations and low dimensional modeling with free-slip perfectly electrically and thermally conducting boundaries. For simplicity, we consider the limits Pm, Pr \(\rightarrow 0\) and vary the values of Q and Ta in the range \(0 < Q, Ta \leq 50\). Our investigation reveals a rich dynamics near the onset of convection including periodic and chaotic ones at the onset of convection. Origin of chaos and periodic solutions are analyzed in detail using a low dimensional model derived from the DNS data.

II. ROTATING HYDROMAGNETIC SYSTEM

The hydromagnetic system considered here consists of a thin layer of electrically conducting Boussinesq fluid of thickness \(d\), thermal diffusivity \(\kappa\), magnetic diffusivity \(\lambda\), coefficient of volume expansion \(\alpha\) and kinematic viscosity \(\nu\) kept between two horizontal conducting plates. The system is rotating uniformly with angular velocity \(\Omega\) about the vertical
axis and heated from below in presence of an external uniform horizontal magnetic field $\mathbf{B}_0 \equiv (0, B_0, 0)$. The temperatures of the lower and upper plates are $T_l$ and $T_u$ respectively ($T_l > T_u$). A schematic diagram of the magnetoconvectional set-up has been shown in figure 1. The nondimensionalized equations for the system under Boussinesq approximation are then given by,

$$\frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla)\mathbf{v} = -\nabla \pi + \nabla^2 \mathbf{v} + \text{Ra} \theta \hat{e}_3 + \sqrt{\text{Ta}} (\mathbf{v} \times \hat{e}_3)$$

$$+ \text{Q} \left[ \frac{\partial \mathbf{b}}{\partial y} + \text{Pm} (\mathbf{b} \cdot \nabla)\mathbf{b} \right],$$

(1)

$$\text{Pm} \left[ \frac{\partial \mathbf{b}}{\partial t} + (\mathbf{v} \cdot \nabla)\mathbf{b} - (\mathbf{b} \cdot \nabla)\mathbf{v} \right] = \nabla^2 \mathbf{b} + \frac{\partial \mathbf{v}}{\partial y},$$

(2)

$$\text{Pr} \left[ \frac{\partial \theta}{\partial t} + (\mathbf{v} \cdot \nabla)\theta \right] = \nu \nabla^2 \theta,$$

(3)

$$\nabla \cdot \mathbf{v} = 0, \quad \nabla \cdot \mathbf{b} = 0,$$

(4)

where $\mathbf{v}(x, y, z, t) \equiv (v_1, v_2, v_3)$ is the velocity field, $\mathbf{b}(x, y, z, t) \equiv (b_1, b_2, b_3)$ is the induced magnetic field, $\theta(x, y, z, t)$ is the deviation in temperature field from the steady conduction profile, $g$ the acceleration due to gravity, and $\beta d = \Delta T = T_l - T_u$ is the temperature difference across the fluid layer and the unit vector $\hat{e}_3$ is directed vertically upward. Non-dimensionalization of the hydrodynamic system is done using the units $d^2 \nu$ for time, $d$ for length, $\nu$ for velocity, $\frac{B_0 \nu}{\alpha}$ for induced magnetic field, and $\frac{\Delta T \nu}{\kappa}$ for temperature. Non-dimensionalization process gives rise five dimensionless numbers namely the Rayleigh number $\text{Ra} = \frac{\alpha \beta d^4}{\nu \kappa}$, the Chandrasekhar number $\text{Q} = \frac{B_0^2 d^2}{\nu \lambda \rho_0}$, the Taylor number $\text{Ta} = \frac{4 \Omega^2 d^4}{\nu^2}$, the Prandtl number $\text{Pr} = \frac{\nu}{\kappa}$ and the magnetic Prandtl number $\text{Pm} = \frac{\nu}{\lambda}$. We also use another parameter called reduced Rayleigh number defined by $r = \frac{\text{Ra}}{\text{Ra}_c}$ in the subsequent discussions.
In this paper, we are interested to investigate instabilities and bifurcations in electrically conducting low Prandtl number fluid convection \((\text{Pr} \approx 10^{-2})\) for which the magnetic Prandtl number is also very low \((\text{Pm} \approx 10^{-5})\). The governing equations (1) - (4) of the system involve four nonlinear terms and it is difficult to deal with them in low Prandtl number regime due to critical slowing down. Therefore, for simplicity here we simultaneously consider \(\text{Pr} \to 0\) and \(\text{Pm} \to 0\). In absence of the magnetic field, \(\text{Pr} \to 0\) limit has already been considered\(^{24,25,28,58}\) and the reduced equations revealed significant properties of low Prandtl number convection\(^{24,26}\). In this limit, the equations (1), (2) and (3) reduces to

\[
\frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} = -\nabla \pi + \nabla^2 \mathbf{v} + \text{Ra} \theta \hat{e}_3 \\
+ \sqrt{\text{Ta}} (\mathbf{v} \times \hat{e}_3) + Q \frac{\partial b}{\partial y},
\]

\(\nabla^2 \mathbf{b} = -\frac{\partial \mathbf{v}}{\partial y}\) and \(\nabla^2 \theta = -v_3\). \(\text{(5)}\)

The top and bottom plates are assumed to be stress-free and perfectly thermally conducting which imply

\[
v_3 = \frac{\partial v_1}{\partial z} = \frac{\partial v_2}{\partial z} = \theta = 0 \text{ at } z = 0, 1.
\]

\(\text{(7)}\)

Periodic boundary conditions are assumed in the horizontal directions. The perfectly electrically conducting horizontal boundaries give

\[
b_3 = \frac{\partial b_1}{\partial z} = \frac{\partial b_2}{\partial z} = 0 \text{ at } z = 0, 1.
\]

\(\text{(8)}\)

Therefore, the mathematical model of the system under consideration consists of the equations (5) and (6) together with the boundary conditions (7) and (8). In the next section we discuss briefly about the linear stability analysis for the onset of convection and compare it with the direct numerical simulation results.

### III. LINEAR STABILITY ANALYSIS AND COMPARISON WITH DNS

We perform linear stability analysis of the conduction state to determine the onset of convection using normal mode analysis following Chandrasekhar\(^8\). In which, we only consider the linearised system and express an arbitrary disturbance as a superposition of certain basic possible modes and examine the stability of the system with respect to each of these modes.
The linearised system in our case is given by:

\[
\frac{\partial \mathbf{v}}{\partial t} = -\nabla \pi + \nabla^2 \mathbf{v} + \text{Ra} \theta \mathbf{e}_3 \\
+ \sqrt{T_a} (\mathbf{v} \times \mathbf{e}_3) + Q \frac{\partial \mathbf{b}}{\partial y},
\]

(9)

\[
\nabla^2 \mathbf{b} = -\frac{\partial \mathbf{v}}{\partial y} \quad \text{and} \quad \nabla^2 \theta = -v_3.
\]

(10)

Taking curl of the equation (9) and considering the vertical component we get,

\[
\frac{\partial \omega_3}{\partial t} = \nabla^2 \omega_3 + \frac{\partial}{\partial y} (\nabla \times \mathbf{b}) \cdot \mathbf{e}_3 + \sqrt{T_a} \frac{\partial v_3}{\partial z},
\]

(11)

where, \(\omega_3\) is the vertical component of vorticity. Taking curl twice of the equation (9) we get the following equation

\[
\frac{\partial}{\partial t} \nabla^2 v_3 = \nabla^4 v_3 + \text{Ra} \nabla^2 \theta - Q \frac{\partial^2 v_3}{\partial y^2} - \sqrt{T_a} \frac{\partial \omega_3}{\partial z},
\]

(12)

for the vertical velocity, where \(\nabla_H = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}\) is horizontal laplacian. Eliminating \(\theta\) and \(\omega_3\) from (12) using (10) and (11), we get

\[
[\{\nabla^3 (\partial_t - \nabla^2) + Q \nabla D_y^2\}^2 + T_a \nabla^4 D^2 \\
- \text{Ra} \nabla_H^2 \{\nabla^2 (\partial_t - \nabla^2) + Q D_y^2\}] v_3 = 0,
\]

(13)

where \(D_y \equiv \partial_y\) and \(D \equiv \partial_z\). We consider the expansion of vertical velocity in normal modes as

\[
v_3(x, y, z, t) = W(z) \exp[i(k_x x + k_y y) + \sigma t],
\]

(14)

where, \(k_x\) and \(k_y\) are the wave numbers along \(x\) and \(y\) direction respectively and \(k = \sqrt{k_x^2 + k_y^2}\) is the horizontal wave number. Inserting equation (14) in equation (13), and choosing a trial solution \(W(z) = Asin(\pi z)\), which is compatible with our boundary conditions, we arrived at the following stability condition:

\[
(\pi^2 + k^2)^3[\{\pi^2 + k^2 + \sigma\} + \frac{Q k_y^2}{(\pi^2 + k^2)}]^2 + \frac{T_a \pi^2}{(\pi^2 + k^2)}\]

\[= \text{Ra} k^2 [(\pi^2 + k^2)(\pi^2 + k^2 + \sigma) + Q k_y^2].\]

(15)
For stationary convection we set $\sigma = 0$ in equation (15) to get
\[
(n^2 + k^2)^3\left\{\left(\frac{\pi^2 + k^2}{(\pi^2 + k^2)} + \frac{Qk_y^2}{(\pi^2 + k^2)}\right)^2 + \frac{\text{Ta} \pi^2}{(\pi^2 + k^2)}\right\} = \text{Ra} k^2 \left\{\left(\frac{\pi^2 + k^2}{(\pi^2 + k^2)} + Qk_y^2\right)\right\}.
\]
(16)

Therefore, the Rayleigh number $\text{Ra}(\text{Ta}, Q)$ is given by
\[
\text{Ra}(\text{Ta}, Q) = \frac{(n^2 + k^2) \left[\left(\frac{\pi^2 + k^2}{(\pi^2 + k^2)} + Qk_y^2\right)\right]}{k^2} + \frac{\text{Ta} \pi^2}{(\pi^2 + k^2)^2}.
\]
(17)

We now numerically find the minimum values of $\text{Ra}$ which is the critical Rayleigh number ($\text{Ra}_c$) for the onset of convection as a function of $\text{Ta}$ and $Q$ together with the corresponding critical wave number $k_c = \sqrt{k_x^2 + k_y^2}$. In the ranges of $\text{Ta}$ and $Q$ considered in this paper, we find that $\text{Ra}_c$ is independent of $Q$ and $k_c$ is a function of $k_x$ only. So at the onset of convection, 2D rolls start to grow linearly.

To verify the linear theory results for the onset of convection, we simulate the equations (14)-(15) together with the boundary conditions (17)-(18) using a pseudo-spectral code.\(^6\) The equation (19) shows that convective temperature and induced magnetic fields are slaved to velocity fields. In the simulation code, vertical velocity and vorticity are expanded as
\[
v_3(x, y, z, t) = \sum_{l,m,n} W_{lmn}(t)e^{i(lk_c x + mk_c y)} \sin (n\pi z),
\]
\[
\omega_3(x, y, z, t) = \sum_{l,m,n} Z_{lmn}(t)e^{i(lk_c x + mk_c y)} \cos (n\pi z),
\]
(18)

where $l, m, n$ can take non-negative integer values. Horizontal velocity and vorticity components are then derived from the continuity equation. Induced magnetic field and convective temperature field are determined from equation (16). Random initial conditions have been used for the simulation. The grid resolution for the simulation is taken to be $64 \times 64 \times 64$ and for time advancement fourth order Runge-Kutta scheme is used with time step $\Delta t = 0.001$. The critical values of the Rayleigh number are now determined from the direct numerical simulations for some values of the Taylor number in the range $10 \leq \text{Ta} \leq 10^2$ using the critical wave numbers obtained from linear theory and are shown in the table. From the
table it is seen that critical Rayleigh numbers computed from linear theory and DNS are very close.

| Ta  | 10  | 20  | 30  | 40  | 50  | 100 |
|-----|-----|-----|-----|-----|-----|-----|
| $Ra_c$(LT) | 677.077 | 695.85 | 713.93 | 731.39 | 748.31 | 826.28 |
| $Ra_c$(DNS) | 677 | 695 | 713 | 730 | 745 | 820 |
| $k_c$(LT) | 2.270 | 2.315 | 2.357 | 2.397 | 2.434 | 2.594 |

Note that the values of $Ra_c$ and $k_c$ are found to be independent of $Q$ in the considered range of values of $Q$ in this paper.

B. Oscillatory convection

To determine the conditions for the onset of convection in the form of oscillatory motion (overstability) we put $\sigma = i\omega_1$ in (15) and obtain

$$
(p^2 + k^2)^3 [(p^2 + k^2 + i\omega_1) + \frac{Qk_y^2}{(p^2 + k^2)}]^2 + \frac{T_\omega \pi^2}{(p^2 + k^2)} = Ra k^2 [(p^2 + k^2)(p^2 + k^2 + i\omega_1) + Qk_y^2],
$$

(19)

Comparing real and imaginary parts of (19) we get the expressions for $Ra$ and $\omega_1$ as

$$
Ra(Ta, Q) = \frac{(p^2 + k^2) [(p^2 + k^2)^2 + Qk_y^2]}{k^2} + \frac{T_\omega \pi^2 (p^2 + k^2)^2 [(p^2 + k^2)^2 + Qk_y^2]}{k^2 [(p^2 + k^2)^2 + Qk_y^2]^2 + \omega_1^2 (p^2 + k^2)^2}],
$$

(20)

and

$$
\omega_1^2 = \frac{T_\omega \pi^2 (p^2 + k^2) - [(p^2 + k^2)^2 + Qk_y^2]^2}{(p^2 + k^2)^2}.
$$

(21)

We then numerically find from equations (20) and (21) that overstability occurs at the onset of convection when $Ta \geq 548$ for all values of $Q$. Interestingly, we note that the minimum value of $Ta$ required for overstable oscillatory convection at the onset does not depend on $Q$ and it is same as the one obtained by Chandrasekhar in absence of magnetic field ($Q = 0$).
In the subsequent analysis, we consider $Ta < 100$ and hence the discussion only corresponds to stationary convection at the onset. Now to investigate the bifurcation structure near the onset of convection and understand the origin of different solutions as a function of parameters, we perform extensive DNS in the parameter regime of our interest and also do low dimensional modeling of the system. The details of low dimensional modeling has been described in the next section.

IV. LOW DIMENSIONAL MODELING

For deriving low dimensional models, we first select large scale modes of vertical velocity and vorticity using theoretical argument as well as DNS data. After selecting the modes, the truncated expressions of $v_3$ and $\omega_3$ are determined. Horizontal components of the velocity $v_1$ and $v_2$ are then determined using the equation of continuity for velocity. Projecting the hydrodynamic equations on these modes, we get a set of coupled nonlinear ordinary differential equations which is a low dimensional model for the investigation of the bifurcation structure near the onset of convection.

Here we note that the modes of the form $W_{lm0}$ in the vertical velocity are not allowed by the boundary condition. Moreover, as argued in\cite{56}, the modes of the form $W_{00n}$ in the vertical velocity are also not excited as there is no horizontal mean flow. Now from the linearized equation \cite{12}, it is seen that the linear growth rate of the vertical velocity mode $W_{101}$ will first become positive as the value of $Ra$ is increased from conduction state and hence this mode must be excited at the onset. Physically this mode represents a 2D rolls pattern along $y$-axis and it is linearly growing. At this stage we assume that the linear growth of the 2D roll mode along $y$-axis is stopped either by transferring energy to the 2D roll mode in the direction of $x$-axis or to the wavy roll mode in the direction of $y$-axis. Note that linear growth rate of the 2D rolls mode along $x$-axis, $W_{011}$ becomes positive next to $W_{101}$ as the value of $Ra$ is increased further. In the first case the vorticity mode $Z_{110}$ is responsible for the transfer of energy to the 2D rolls along $x$-axis and in the second case $Z_{010}$ make the rolls along $y$-axis wavy. From DNS with random initial conditions we observe both the cases and accordingly different sets of modes are excited. In this subsection we discuss the mode selection in the first case. So as a first guess we consider the modes $W_{101}$, $W_{011}$ in vertical velocity and $Z_{101}$, $Z_{011}$ and $Z_{110}$ in vertical vorticity. Projecting the hydrodynamic equation
on these modes we find a 5 dimensional model which diverges for supercritical values of the Rayleigh number. Therefore, we consider first nonlinear correction in the truncated expressions of vertical velocity and vorticity. We find that the modes $W_{112}$, $W_{211}$, $W_{121}$ in vertical velocity and $Z_{112}$, $Z_{211}$, $Z_{121}$ in vertical vorticity are generated in addition to the previously chosen modes. Now using these 5 modes in vertical velocity and 6 modes in vertical vorticity we construct a 11 mode model which does not diverge but we do not find any qualitative match of the model results with the DNS results. So we need to go for the second nonlinear correction. In this step, additional 16 modes in vertical velocity namely $W_{103}$, $W_{013}$, $W_{301}$, $W_{031}$, $W_{202}$, $W_{022}$, $W_{123}$, $W_{213}$, $W_{303}$, $W_{033}$, $W_{321}$, $W_{231}$, $W_{233}$, $W_{323}$, $W_{132}$, $W_{312}$ and 20 modes in vertical vorticity namely $Z_{103}$, $Z_{013}$, $Z_{301}$, $Z_{031}$, $Z_{202}$, $Z_{022}$, $Z_{123}$, $Z_{213}$, $Z_{303}$, $Z_{033}$, $Z_{321}$, $Z_{231}$, $Z_{233}$, $Z_{323}$, $Z_{132}$, $Z_{312}$, $Z_{310}$, $Z_{130}$, $Z_{020}$, $Z_{200}$ are generated. We then construct a 47 dimensional model and find that it is giving results which is consistent with the DNS results. However, to arrive at minimum mode model for the bifurcation analysis, we remove the higher order modes with least contribution to the total energy yet the resulting low dimensional model gives satisfactory results which matches with the DNS results. In this process, we remove 20 higher order modes and arrive at the minimum mode model for
Finally we select the following expression for vertical velocity and vorticity

\[
v_3 = [W_{101}(t) \cos k_c x + W_{011}(t) \cos k_c y] \sin \pi z \\
+ W_{112}(t) \cos k_c x \cos k_c y \sin 2\pi z \\
+ W_{211}(t) \cos 2k_c x \cos k_c y \sin \pi z \\
+ W_{121}(t) \cos k_c x \cos 2k_c y \sin \pi z \\
+ [W_{202}(t) \cos 2k_c x + W_{022}(t) \cos 2k_c y] \sin 2\pi z \\
+ [W_{301}(t) \cos 3k_c x + W_{031}(t) \cos 3k_c y] \sin \pi z \\
+ [W_{103}(t) \cos k_c x + W_{013}(t) \cos k_c y] \sin 3\pi z
\] (22)

and

\[
\omega_3 = [Z_{101}(t) \cos k_c x + Z_{011}(t) \cos k_c y] \cos \pi z \\
+ Z_{110}(t) \sin k_c x \sin k_c y \\
+ Z_{112}(t) \sin k_c x \sin k_c y \cos 2\pi z \\
+ Z_{211}(t) \sin 2k_c x \sin k_c y \cos \pi z \\
+ Z_{121}(t) \sin k_c x \sin 2k_c y \cos \pi z \\
+ Z_{310}(t) \sin 3k_c x \sin k_c y + Z_{130}(t) \sin k_c x \sin 3k_c y \\
+ [Z_{202}(t) \cos 2k_c x + Z_{022}(t) \cos 2k_c y] \cos 2\pi z \\
+ [Z_{301}(t) \cos 3k_c x + Z_{031}(t) \cos 3k_c y] \cos \pi z \\
+ [Z_{103}(t) \cos k_c x + Z_{013}(t) \cos k_c y] \cos 3\pi z \\
+ Z_{020}(t) \cos 2k_c y + Z_{200}(t) \cos 2k_c x.
\] (23)

Therefore, the low dimensional model we use for the study is 27 dimensional. It is interesting to point out here that the contribution of these selected modes to the total energy is above 90% in the entire region of the parameter space. Moreover, the selection of modes by energy analysis of the DNS data as has been done in33 give similar set of modes for the low dimensional model. The low dimensional models are computationally cheap in terms of computer time. Moreover, from the low dimensional model we can compute the unstable solutions along with stable solutions which helps in understanding the origin of different solutions. On the other hand, DNS always gives the stable solutions.
V. RESULTS AND DISCUSSIONS

We perform bifurcation analysis of the 27 dimensional model using the MATCONT\textsuperscript{64} software to identify different flow regimes and understand their origin in the considered range of the parameter space. We also simultaneously carry out DNS to validate the model results. In absence of the external magnetic field ($Q = 0$), the bifurcation structure in slowly rotating zero Prandtl-number RBC has been explored by Maity and Kumar\textsuperscript{58}. At the onset, they reported periodic bursting (PB) and as the value of the the Rayleigh number increased they sequentially observed chaotic bursting, oscillatory cross rolls (OCR-I & OCR-II), stationary cross rolls (CR) and stationary squares (SQ) for $Ta = 10$. On the other hand, for very low Prandtl number fluids ($Pr = 0.01$), in presence of weak horizontal external magnetic field and in absence of rotation near the onset of convection straight rolls (SR), oscillatory cross rolls (OCR) and stationary cross rolls (CR) patterns have been reported in\textsuperscript{59}. In the next subsections, we discuss the bifurcation structures near the onset of convection in simultaneous presence of rotation and magnetic field.

A. Bifurcation structure for $Q = 0.5$

To understand the effect of magnetic field on slowly rotating RBC, we first construct a bifurcation diagram from the model for $Ta = 10$ and $Q = 0.5$ (see figure 2). In the bifurcation diagram, extremum values of $W_{101}$ for different solutions together with their stability information have been shown as a function of $r$ in the range $0.97 \leq r \leq 1.25$. The conduction state is stable for $r < 1$ and it becomes unstable via subcritical pitchfork bifurcation at $r = 1$ (filled orange circle) and an unstable 2D rolls branch ($W_{101} \neq 0, W_{011} = 0$) is originated. Solid and dashed orange curves in figure 2 represent stable and unstable conduction states respectively. The unstable 2D rolls branch is shown with dashed yellow curve. This unstable 2D rolls branch exists in the conduction regime only and an unstable cross rolls (CR) branch (dashed blue curve) is originated from a branch point (filled yellow circle) of it. The unstable CR branch becomes stable (solid blue curve) through an inverse Hopf bifurcation at $r = 1.142$ and continue to exist till $r = 1.25$ as the value of $r$ is increased. Note that for CR solutions $W_{101} \neq 0, W_{011} \neq 0$ and $W_{101} > W_{011}$. Subcriticality at the onset of convection is an interesting result, the possibility of which was reported long ago by
FIG. 2. Bifurcation diagram computed from the model for Ta = 10 for Q = 0.5. Extremum values of the variable $|W_{101}|$ for different solutions has been shown as a function of $r$ in the range $0.97 \leq r \leq 1.25$ with different colors. Solid and dashed curves represent stable and unstable branches respectively. Orange, yellow, blue and black curves respectively show conduction state, steady 2D rolls along $y$-axis, cross rolls dominant along $y$-axis (CR), cross rolls dominant along $x$ axis (CR$'$). Cyan curve shows the reminiscence of stationary square saddle (SQR). Red and pink curves represent oscillatory cross rolls solutions OCR-II and OCR-II$'$ respectively. Brown and green curves represent different OCR-I type solutions. Orange filled circle shows the subcritical pitchfork bifurcation point at $r = 1$. Filled yellow and empty orange circles respectively show the branch points on 2D rolls and conduction solution branches. Conduction region is shaded with gray color. Saddle-node (SN) and imperfect pitchfork bifurcations are also shown in the diagram. A zoomed view of the marked region is shown at the inset where periodic bursting (PB) and SQR type solutions are shown.

Veronis$^{65}$ and recently numerically confirmed in$^{66}$ in rotating convection with low rotation rate. Subcritical thermal convection has also been studied very recently in$^{67}$ in rapidly rotating system under spherical geometry.

Another unstable 2D rolls branch ($W_{101} = 0, W_{011} \neq 0$) is originated from a branch point of
FIG. 3. Isotherms computed from the model at $z = 0.5$ for $Ta = 10$, $Q = 0.5$ and $r = 1.13$ at three different instants showing the pattern dynamics of the OCR-II solution.

FIG. 4. Isotherms computed from the model at $z = 0.5$ for $Ta = 10$, $Q = 0.5$ and $r = 1.13$ at three different instants showing the pattern dynamics of the OCR-II' solution.

the unstable conduction solution branch at $r = 1.0107$ (open orange circle). A clearer view of this branch point is shown at the inset of the figure. The unstable cross rolls (CR') branch is originated at a branch point of this 2D rolls branch (dashed cyan curve) at $r = 1.009$. Note that this branch of unstable 2D rolls solutions is not shown in the bifurcation diagram as for this solution $W_{101} = 0$. Now the CR' branch for which $W_{101} \neq 0$, $W_{011} \neq 0$ and $W_{101} < W_{011}$ shows a saddle node (SN) bifurcation at $r = 1.1557$ as the value of $r$ is increased and meets with a stable CR' branch (solid black curve) there. As the value of $r$ is now decreased, the stable CR' branch undergoes a supercritical Hopf bifurcation at $r = 1.137$, a stable limit cycle is generated. The CR' branch becomes unstable and continue to exist till very low values of the reduced Rayleigh number (dashed black curve).
FIG. 5. Isotherms computed from the model at $z = 0.5$ for $Ta = 10$ and $Q = 0.5$ near primary instability $r = 1.004$ at six different instants.

FIG. 6. Projection of the phase space trajectories on $W_{101} - W_{011}$ plane for $Ta = 10$, $Q = 0.5$ for different values of $r$. (a) - (f) are computed from DNS and (g) - (l) are computed using model. Same color coding has been used here as used for similar solutions presented in the figure

Now if we look at the bifurcation diagram from right hand side, a scenario of imperfect pitchfork bifurcation is clear near $r = 1.187$. The imperfection is due to the presence external uniform magnetic field in the horizontal direction which breaks the $x \cong y$ symmetry of the problem. In presence of the magnetic field, CR and CR' branches are not connected by the
FIG. 7. Variation of dimensionless time period of OCR-I, OCR-II and OCR-II’ solutions with $r$ near the homoclinic bifurcation points for $Ta = 10$ in absence of magnetic field ($Q = 0$) and in presence of weak magnetic field ($Q = 0.5$). (a) Time period of OCR - I and OCR - II solutions are shown with solid green and red curves. (b) Pink and red curves represent time periods of OCR-II and OCR - II’ solutions while the brown and green curves show the time periods of OCR-I solutions. An enlarged view of the boxed region is shown at the inset.

symmetry of the problem. In absence of magnetic field ($Q = 0$), stable CR and CR’ branches would meet at a supercritical pitchfork bifurcation point$^{28,30,58}$. Comparing the magnetic and non-magnetic cases we understand that the dashed cyan curves are the reminiscence of the square saddle which would exist when $Q = 0$ and we denote it by SQR.

As mentioned earlier that CR and CR’ branches undergo supercritical Hopf bifurcations at $r = 1.142$ and $r = 1.137$ respectively and stable limit cycles are generated. The limit cycles generated via Hopf bifurcation of the CR and CR’ branches show oscillatory cross rolls patterns oriented along $y$-axis (see figure 3) and $x$-axis (see figure 4) respectively. We denote these solutions respectively by OCR-II and OCR-II’ (solid red and pink curves in the figure 2). Note that OCR-II and OCR-II’ solutions are not connected by the symmetry of the problem but exist independently. As the value of $r$ is reduced further, OCR-II’ limit cycle becomes homoclinic to SQR saddle at $r = 1.1248$ and ceased to exist. While the OCR-II limit cycle continues to exist and it becomes homoclinic to the SQR saddle at $r = 1.11$.

Immediately after this homoclinic bifurcation, subsequent reduction of the value of the
FIG. 8. Temporal variation of two largest Fourier modes $W_{101}$ (blue curves) and $W_{011}$ (pink curves) near primary instability ($r = 1.004$) for $Ta = 10$ and $Q = 0.5$: (a) from DNS and (b) from Model.

TABLE II. Flow regimes obtained from DNS and model for $Q = 0.5$ and different values of the Taylor number $Ta$ as a function of $r$.

| Fluid patterns | DNS $r(Ta = 10)$ | Model $r(Ta = 10)$ | DNS $r(Ta = 20)$ | Model $r(Ta = 24)$ | DNS $r(Ta = 30)$ | Model $r(Ta = 38)$ |
|----------------|------------------|-------------------|------------------|-------------------|------------------|-------------------|
| Homoclinic Chaos | — | — | 1.001 - 1.068 | 1.001 - 1.06 | — | — |
| OCR-I | 1.001 - 1.118 | 1.001 - 1.109 | 1.069 - 1.134 | 1.061 - 1.118 | — | — |
| OCR-II | 1.119 - 1.149 | 1.110 - 1.142 | 1.135 - 1.160 | 1.119 - 1.148 | 1.001 - 1.165 | 1.001 - 1.150 |
| OCR-II' | 1.133 - 1.145 | 1.124 - 1.136 | 1.148 - 1.156 | 1.138 - 1.144 | — | — |
| CR' | 1.146 - 1.157 | 1.137 - 1.156 | 1.157 - 1.168 | 1.145 - 1.152 | — | — |
| CR | $\leq 1.340$ | $\leq 1.275$ | $\leq 1.325$ | $\leq 1.253$ | $\leq 1.314$ | $\leq 1.233$ |

reduced Rayleigh number shows asymmetric glued limit cycles which continue to exist till $r = 1$. This is an example of imperfect gluing bifurcation which has been reported earlier in electronic circuit, dynamically complicated extended flow, and Taylor-Couette flow. Physically glued limit cycles represent periodic oscillation of rolls (cross rolls) patterns oriented along $x$-axis and $y$-axis with intermediate square patterns. The pattern dynamics for this solution has been shown in the figure. These solutions are called oscillatory cross rolls solutions and denoted by OCR-I. The projections of the phase space trajectories on $W_{101} - W_{011}$ plane for different oscillatory cross rolls solutions obtained from DNS and model has been shown in figure. Figures (f) and (l) show the phase portraits for coexisting OCR-
II (red) and OCR-II’ (pink) solutions computed from DNS and model respectively. Flow patterns for these solutions have already been shown in figures 3 and 4. For a lower values of $r$, there is a range of $r$ in which only stable OCR-II solutions exist (see figures 6(e) and (k)). As the OCR-II solutions become homoclinic to the SQR saddle at $r = 1.11$, an imperfect gluing bifurcation is observed. Bigger limit cycles of shape ‘8’ encircling the previously existing separate limit cycles are formed. Very close to the bifurcation point, complicated glued limit cycles are observed which encircles one or both the previously existing limit cycles more than once (see figures 6(d), (c), (i) and (j)). Simpler glued limit cycles are observed for lower values of $r$ (figures 6(a), (b), (g) and (h)). Pattern dynamics corresponding to the glued solutions are similar to the ones shown in figure 5. Note that different types of glued limit cycle solutions are the results of a series of homoclinic gluing bifurcations occurring in the range $1.102 \leq r \leq 1.11$ which is evident from divergence of the time period of these solutions (see figure 7). From the figures 6(b) and (h) we observe that as the simple glued limit cycles are originated, the minimum values of $W_{101}$ and $W_{011}$ are away from zero. However, as $r \to 1$, the minimum values of $W_{101}$ and $W_{011}$ tend to zero and from the time series of these modes shown in figure 8, it is clear that the modes spend significant time near their minimum values before bursting to a large amplitude. This is typical to periodic bursting of flow patterns which is also observed in rotating convection ($Q = 0$).

The details of different flow regimes obtained from DNS and model for $Ta = 10$ and $Q = 0.5$ have been shown in the second and third columns of the table. The table also shows different flow regimes as the value of $Ta$ increased for $Q = 0.5$. Imperfect gluing also observed for $Ta = 20$ in DNS and near the onset of convection homoclinic chaos is observed. With further increase in the value of $Ta$, gluing bifurcation is not observed any more. The CR’ solution and the class of solutions originated from it are suppressed. Only the class of solutions originated from CR branch are observed near the onset of convection and very close to the onset of convection, oscillatory cross rolls solutions are observed. However, for slightly higher values of $Ta$ ($\sim 50$), we observe intermittent chaos at the onset of convection and the intermittency is found to be of type-I.
FIG. 9. Bifurcation diagram constructed from the model for $Ta = 10$ for $Q = 1$ in the range $0.97 \leq r \leq 1.25$. Solid and dashed curves represent stable and unstable branches respectively. Orange, yellow, blue and black curves respectively show conduction state, steady 2D rolls along $y$-axis, cross rolls along $y$-axis (CR), cross rolls along $x$ axis (CR'). Cyan curve shows the reminiscence of stationary square saddle (SQR). Red and pink curves represent oscillatory cross rolls solutions OCR-II and OCR-II' respectively. Green curves represent OCR-I type solutions. Orange filled circle shows the subcritical pitchfork bifurcation point at $r = 1$. Filled yellow and empty orange circles respectively show the branch points on 2D rolls and conduction solution branches. Conduction region is shown with shaded gray color. The brown dots represent chaotic solutions near the onset of convection. An enlarged view of the marked region is shown at the inset where stationary cross rolls (CR'), SQR type solutions and saddle-node (SN) bifurcation point have been displayed.

B. Bifurcation structure for $Q = 1$

Now we construct a bifurcation diagram from the model for $Ta = 10$ and $Q = 1$ (see figure 9). From the bifurcation diagram we observe that slight change in the strength of the magnetic field brings about a substantial change in the flow structure near the onset of convection. The origin of the CR and CR' solutions are same as it has been for $Q = 0.5$ i.e. originated from the branch points of two different unstable 2D rolls branches. OCR-II and OCR-II' are generated from the supercritical Hopf bifurcations of the CR and CR' branches.
FIG. 10. (a)-(d) Projections of phase space trajectories on \( W_{101} - W_{011} \) plane, for \( Ta = 10, Q = 1 \), for different values of \( r \). (e) The time periods of OCR-I (solid green curve), OCR-II' (solid pink curve) and OCR-II (red curve) solutions.

respectively. OCR-II' limit cycle then becomes homoclinic to the SQR saddle at \( r = 1.133 \) but the OCR-II branch never becomes homoclinic to it although it comes very close to the SQR saddle. However, asymmetric glued solutions (OCR-I) are found to co-exist with the OCR-II solutions in a range of \( r \) around 1.05. OCR-I is then becomes homoclinic to the SQR saddle and homoclinic chaos is observed at the onset.

The projections of the phase space trajectories of for the OCR-II, OCR-II', OCR-I and chaotic solutions have been shown in the figures 10(a), (b), (c) and (d). Figure 10(e) shows the variation of time period of the OCR-II', OCR-II and OCR-I solutions with pink, red and green colors. It is observed that time period of the OCR-II' solutions diverge near the homoclinic bifurcation point at \( r = 1.133 \). The time period of the OCR-I solution also diverges as it becomes homoclinic to SQR at \( r = 1.014 \) and homoclinic chaos is observed near the onset of convection. Interestingly, chaos at the onset of convection via intermittency route is observed for little higher values of the Taylor number. The time series of the Fourier amplitude \( W_{101} \) corresponding to intermittent route to chaos have been shown in figure 11 as obtained from DNS and model for \( Ta = 20 \) and 24 respectively. Note that intermittency
FIG. 11. Time series of the Fourier mode $W_{101}$ computed from DNS and model for four different values of $r$ to show the intermittent route to chaos. (a) - (d) Computed from DNS for $T_a = 20$ and $Q = 1$. (e) - (h) Computed from the model for $T_a = 24$ and $Q = 1$.

FIG. 12. Bifurcation diagram constructed from the model for $T_a = 24$ and $Q = 1$. Same color coding has been used here for different solutions as it has been used in the previous bifurcation diagrams. The brown dots show the chaotic solutions appeared via type-III intermittency.
TABLE III. Flow regimes obtained from DNS and model for $Q = 1$ and different values of the Taylor number $Ta$ as a function of $r$.

| Fluid patterns          | DNS          | Model         | DNS          | Model         | DNS          | Model         |
|-------------------------|--------------|---------------|--------------|---------------|--------------|---------------|
|                         | $r(Ta = 10)$ | $r(Ta = 10)$  | $r(Ta = 20)$ | $r(Ta = 24)$  | $r(Ta = 30)$ | $r(Ta = 38)$  |
| Homoclinic Chaos        | 1.001 - 1.016 | 1.001 - 1.012 | —            | —             | —            | —             |
| Intermittent Chaos      | —            | —             | 1.001 - 1.057 | 1.001 - 1.058 | —            | —             |
| OCR-II (Period two)     | —            | —             | —            | —             | 1.001 - 1.058 | 1.001 - 1.096 |
| OCR-I                   | 1.017 - 1.071 | 1.068         | 1.086 - 1.102 | 1.073 - 1.092 | —            | —             |
| OCR-II                  | 1.072 - 1.158 | 1.152         | 1.103 - 1.168 | 1.156         | 1.059 - 1.175 | 1.156         |
| OCR-II'                 | 1.142 - 1.151 | 1.141         | 1.157 - 1.160 | 1.146         | —            | —             |
| OCR-II''                | —            | —             | 1.058 - 1.085 | 1.072         | —            | —             |
| CR'                     | 1.152 - 1.154 | 1.153         | 1.161 - 1.164 | 1.151         | —            | —             |
| CR                       | $\leq 1.347$ | $\leq 1.282$  | $\leq 1.334$ | $\leq 1.262$  | $\leq 1.324$ | $\leq 1.24$   |

here is of type-III. The bifurcation diagram shown in figure 12 shows the chaotic solutions appearing though intermittency with brown dots. If the value of $Ta$ is increased a bit ($Ta \sim 30$), part of the bifurcation structure associated with $CR'$ is suppressed and only OCR-II type solutions are observed at the onset of convection. This scenario is maintained till $Ta = 50$. Table III shows the detailed flow regimes as obtained from DNS and model for three values of $Ta$ with $Q = 1$. Similar bifurcation structures are observed near the onset of convection as the value of $Ta$ is varied in the range $0 < Ta \leq 50$ and $Q < 2$. Significant change in the flow structure occurs for $Q \geq 2$ as the value of $Ta$ is varied in the same range which is discussed in the next section.

C. Bifurcation structure for $Q \geq 2$

For $Q \geq 2$, as the value of $Ta$ is varied in the range $0 < Ta \leq 50$ at the onset either oscillatory cross rolls or chaotic solutions are observed but gluing bifurcation is not observed. For lower values of $Ta$, only periodic oscillatory convection is found to occur at the onset. On the other hand chaotic solutions are found to appear at the onset for higher values of $Ta$ and interestingly the routes to chaos at the onset is period doubling in this case. Figure 13
FIG. 13. Projection of phase space trajectories on $W_{101} - W_{011}$ plane for $Ta = 50$, $Q = 2$, for different values of $r$, are computed using model showing period doubling route to chaos at the onset of convection.

TABLE IV. Flow regimes obtained from DNS and model for $Q = 2$ and different values of the Taylor number $Ta$ as a function of $r$.

| Fluid patterns | DNS $r(Ta = 10)$ | Model $r(Ta = 10)$ | DNS $r(Ta = 20)$ | Model $r(Ta = 24)$ | DNS $r(Ta = 30)$ | Model $r(Ta = 38)$ |
|----------------|-------------------|--------------------|-------------------|--------------------|-------------------|--------------------|
| Chaos          | $-$               | $-$                | $-$               | 1.001 - 1.021      | $-$               | $-$                |
| OCR-II (Period two) | 1.001 - 1.013 1.001 - 1.014 | 1.001 - 1.033 1.022 - 1.055 | $-$               | 1.001 - 1.111      |                 |
| OCR-II         | 1.014 - 1.174 1.015 - 1.170 | 1.034 - 1.184 1.056 - 1.175 | 1.001 - 1.191 1.112 - 1.174 |
| CR             | $\leq 1.362$     | $\leq 1.30$       | $\leq 1.365$     | $\leq 1.277$       | $\leq 1.34$       | $\leq 1.255$       |

shows sequence of projections of the phase space trajectories on the $W_{101} - W_{011}$ plane corresponding to such a period doubling route to chaos for $Ta = 50$ and $Q = 2$ obtained from model. Detailed flow regimes obtained from DNS and model for $Q = 2$ are shown in the table [IV]. For higher values of $Q$, if we set the value of Taylor number in the range $0 < Ta \leq 50$, only oscillatory cross rolls solutions of the type OCR-II are observed at the onset. Figure [14] shows a bifurcation diagram computed from the model for $Q = 50$ and $Ta = 10$. In the bifurcation diagram, different solutions are shown with different colors with their stability information in the reduced Rayleigh number range $0.97 \leq r \leq 1.8$.

The solid orange curve represent the stable conduction state for $r < 1$ which becomes unstable via a subcritical pitchfork bifurcation at $r = 1$ and unstable 2D rolls branches are originated there. One of the unstable 2D rolls branch has been shown with dashed yellow curve. Unstable conduction states continue to exist for higher values of $r$ and have
FIG. 14. Bifurcation diagram constructed from the model for $Ta = 10$ and $Q = 50$ in the range $0.97 \leq r \leq 1.25$. Solid and dashed curves represent stable and unstable branches respectively. Orange, yellow, and blue curves respectively show conduction state, steady 2D rolls along $y$-axis, and cross rolls along $y$-axis (CR). Red curves represent oscillatory cross rolls solutions (OCR-II). Filled yellow circle show the branch point on 2D rolls solution branch. Conduction region is shown with shaded gray color.

been shown with dashed orange curve in the bifurcation diagram. An unstable CR branch is generated from a branch point (filled yellow circle in the bifurcation diagram) of the unstable 2D rolls solution. The CR branch later becomes stable through an inverse Hopf bifurcation at $r = 1.5907$. The Hopf bifurcation is supercritical and stable limit cycle is generated there. These limit cycles physically represent OCR-II type solutions and have been shown with solid red curves in the bifurcation diagram. The CR' solution branch and the associated bifurcation structure are suppressed for higher values of $Q$. Note that the model under consideration is valid for $Q \leq 70$.

D. Convective heat flux

Changes in global quantity like Nusselt-number (Nu) is often considered as the characterization of convective system, which is the ratio of total heat flux (conductive and convective)
to conductive heat flux. For the low Prandtl-number fluid convection the expression for Nusselt number is given by

$$\text{Nu} = 1 + \text{Pr}^2 \langle v_3 \theta \rangle,$$

where $\langle \cdot \rangle$ denotes the volume average. Now, in the limit $\text{Pr} \to 0$, $\text{Nu}$ becomes 1. Physically this implies, mean profile of temperature in the layer is equivalent to conductive profile. However, $\langle v_3 \theta \rangle$ is an interesting quantity (gives convective heat flux) to measure in the limit $\text{Pr} \to 0$. So here we have computed the quantity $\langle v_3 \theta \rangle$ from direct numerical simulation data. Table IV shows the variation of convective heat flux in different flow regimes. First two rows of the table correspond to $\text{Ta} = 10$ which show that for a fixed value of $\text{Ta}$ as the value of $\text{Q}$ increases average convective heat flux also increases. Remaining rows of the table correspond to $\text{Q} = 1$ which reveal that as the value of $\text{Ta}$ is increased for a fixed value of $\text{Q}$, convective heat flux increases.

E. Oscillatory instability of 2D rolls

While performing DNS of the system using random initial conditions, we identify another class of initial conditions for which we observe chaotic as well as periodic solutions for which $W_{101} \neq 0$ but $W_{011} = 0$. The time series of these chaotic and periodic solutions are shown the figure 15. These time dependent solutions are qualitatively different than the ones mentioned in the previous subsections where both $W_{101}$ and $W_{011}$ are nonzero. To understand the origin of these solutions we perform similar analysis as done in the section IV starting with the mode $W_{101}$ in vertical velocity and $Z_{010}$ in vertical vorticity. As a result, we find that seven vertical velocity modes: $W_{101}, W_{121}, W_{202}, W_{022}, W_{301}, W_{103}, W_{111}$, and twelve vertical vorticity modes: $Z_{101}, Z_{121}, Z_{202}, Z_{022}, Z_{103}, Z_{301}, Z_{010}, Z_{111}, Z_{012}, Z_{210}, Z_{020}, Z_{200}$ for this class of solutions contribute more than 90% to the total energy. Now as before, projecting the hydrodynamic equations on these modes we get a set of 19 nonlinear coupled ordinary differential equations.

We then perform bifurcation analysis of this 19 dimensional model and construct two bifurcation diagrams. The bifurcation diagram constructed from this model for $\text{Ta} = 5$ and $\text{Q} = 1$ is shown in figure 16. In this bifurcation diagram stable conduction state is shown with
TABLE V. Measure of convective heat flux in different flow regimes computed from DNS for different values of $Q$ with $Ta = 10$ (first two rows) and for different values of $Ta$ with $Q = 1$ (last two rows).

| $Ta = 10$ and $Q = 0.5$ | $Ta = 10$ and $Q = 1$ |
|-------------------------|------------------------|
| $r$ | $\langle v_3 \theta \rangle$ | Fluid patterns | $r$ | $\langle v_3 \theta \rangle$ | Fluid patterns |
| 1.05 | 2.19 - 56.86 | OCR-I | 1.05 | 1.4 - 65.9 | OCR-I |
| 1.10 | 2.71 - 33.46 | OCR-I | 1.10 | 2.35 - 46.39 | OCR-II |
| 1.15 | 7.79 - 11.9 | OCR-II | 1.15 | 5.95 - 17.96 | OCR-II |
| 1.15 | 8.41 | CR' | 1.15 | 6.16 - 11.05 | OCR-II' |
| 1.20 | 8.03 | CR | 1.20 | 8.93 | CR |
| 1.25 | 10.83 | CR | 1.25 | 10.55 | CR |

| $Ta = 10$ and $Q = 5$ | $Ta = 10$ and $Q = 10$ |
|------------------------|-------------------------|
| $r$ | $\langle v_3 \theta \rangle$ | Fluid patterns | $r$ | $\langle v_3 \theta \rangle$ | Fluid patterns |
| 1.05 | 2.50 - 113.38 | OCR-II | 1.05 | 3.93 - 146.8 | OCR-II |
| 1.10 | 3.91 - 79.86 | OCR-II | 1.10 | 5.63 - 110.81 | OCR-II |
| 1.15 | 5.52 - 53.51 | OCR-II | 1.15 | 6.81 - 93.93 | OCR-II |
| 1.20 | 8.37 - 29.75 | OCR-II | 1.20 | 8.63 - 68.4 | OCR-II |
| 1.25 | 14.62 | CR | 1.25 | 11.32 - 46.06 | OCR-II |

| $Ta = 20$ and $Q = 1$ | $Ta = 30$ and $Q = 1$ |
|------------------------|-------------------------|
| $r$ | $\langle v_3 \theta \rangle$ | Fluid patterns | $r$ | $\langle v_3 \theta \rangle$ | Fluid patterns |
| 1.05 | 0.87 - 134.3 | Chaos | 1.05 | 1.71 - 197.41 | OCR-II(Period two) |
| 1.10 | 2.88 - 57.3 | OCR-I | 1.10 | 5.42 - 86.89 | OCR-II |
| 1.15 | 5.91 - 27.09 | OCR-II | 1.15 | 6.75 - 37.83 | OCR-II |
| 1.20 | 10.41 | CR | 1.20 | 12.04 | CR |
| 1.25 | 12.55 | CR | 1.25 | 14.59 | CR |

| $Ta = 40$ and $Q = 1$ | $Ta = 50$ and $Q = 1$ |
|------------------------|-------------------------|
| $r$ | $\langle v_3 \theta \rangle$ | Fluid patterns | $r$ | $\langle v_3 \theta \rangle$ | Fluid patterns |
| 1.05 | 7.47 - 185.03 | OCR-II | 1.05 | 0.1 - 195.29 | Chaos |
| 1.10 | 8.59 - 113.18 | OCR-II | 1.10 | 5.63 - 135.65 | OCR-II |
| 1.15 | 9.38 - 51.39 | OCR-II | 1.15 | 11.03 - 74.59 | OCR-II |
| 1.20 | 13.74 | CR | 1.20 | 15.97 | CR |
| 1.25 | 16.66 | CR | 1.25 | 18.83 | CR |
FIG. 15. Temporal evolution of the Fourier modes $W_{101}$ (blue curve) and $W_{011}$ (pink curve) computed from DNS for $Ta = 5$ and $Q = 1$ at two different values of $r$: (a) $r = 1.1$ and (b) $r = 1.2$.

Orange curve. Conduction state is stable (solid orange curve) for $r < 1$. At $r = 1$ it becomes unstable via subcritical pitchfork bifurcation (filled orange circle in the bifurcation diagram) and an unstable 2D rolls branch is originated. The unstable conduction solutions continue to exist and those are shown with dashed orange curve in the bifurcation diagram. The unstable 2D rolls branch is shown with dashed yellow curve and it exists in the conduction regime only. This branch undergoes a Hopf bifurcation at the point marked by filled red circle in the figure 16 and an unstable limit cycle is generated. The extremum values of $W_{101}$ for these unstable limit cycles have been shown with dashed red curves and they become stable via inverse Neimark-Sacker (NS) bifurcation at $r = 1.147$. The stable limit cycles are denoted by solid red curves. As a result of inverse NS bifurcation, quasiperiodic solutions are generated for lower values $r$ near $r = 1.147$. These quasiperiodic solutions are shown with brown dots in the figure 16. For further lower values of $r$ gradually chaotic solutions are obtained with intermediate phase locked states. The chaotic solutions are shown with green dots in the bifurcation diagram. Therefore, the route to chaos at the onset is quasiperiodic in this case. These oscillatory solutions are originated via oscillatory instability of 2D rolls solutions similar to the one reported by Busse for low Prandtl-number fluids. Physically they represent wavy rolls patterns as reported in 29,32. We then construct a bifurcation diagram for $Ta = 5$ and $Q = 5$ (see figure 17) which shows similar kind of oscillatory instability of
FIG. 16. Bifurcation diagram constructed using 19-mode model for \( Ta = 5 \) and \( Q = 1 \) in the range \( 0.97 \leq r \leq 1.25 \). Solid and dashed curves represent the stable and unstable solutions respectively. Orange, yellow and red curves denote conduction state, steady 2D rolls along y-axis and periodic wavy rolls respectively. Brown and green dots are showing quasiperiodic and chaotic wavy rolls. A Hopf bifurcation at \( r = 0.99 \) on the unstable 2D rolls branch is shown with filled red circle. An unstable limit cycle generates from there, which becomes stable via inverse Neimark-Sacker bifurcation at \( r = 1.147 \). As a result quasiperiodic and chaotic solutions are observed for lower values of \( r \).

the 2D rolls solutions. DNS results show close agreement with the model results in this case also.

VI. CONCLUSIONS

In this paper we have investigated the bifurcation structure in zero Prandtl-number RMC by performing detailed direct numerical simulations. The range of Taylor number and Chandrasekhar number investigated in this paper are \( 0 < Ta \leq 50 \) and \( 0 < Q \leq 50 \). Interestingly we observe both time periodic and chaotic convection at the onset. The origin of periodic as well as chaotic convecting solutions at the onset of convection is understood clearly from the
FIG. 17. Bifurcation diagram constructed for Ta = 5 and Q = 5. Same color coding has been used here for different solutions as it has been used in the previous one. Hopf bifurcation occurs at $r = 0.99$, whereas inverse Neimark-Sacker bifurcation takes place at $r = 1.323$ and for subsequent lower values of $r$ we see quasiperiodic and chaotic wavy rolls.

bifurcation analysis of two low dimensional models constructed from the DNS data. Chaos at the onset of convection is found to occur through four different routes namely homoclinic, intermittency, and period doubling for one set of initial conditions and quasiperiodic for another set of initial conditions. Both type - I and III intermittency are found near the onset of convection. Chaos via intermittent and homoclinic routes are observed for weak magnetic field ($Q < 2$), while period doubling route is observed for moderate magnetic field ($Q \geq 2$) and larger rotation rate ($Ta \sim 50$). Apart from this, periodic convection in the form of oscillatory cross rolls are also found at the onset of convection for some choices of parameter values from the considered range. The results of the model are compared with that of the DNS and we find a very good match.
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