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Abstract. In Ghosh & Nanda [7], we have introduced the notion of asymptotic stochastic comparison of stochastic processes. In the present work, we propose and analyze a specific asymptotic stochastic order for random processes based on the measure of departure discussed in the literature. As applications, we stochastically compare mixtures of order statistics and record values coming from two different homogeneous samples, as the sample size becomes large.

1. Introduction

Stochastic orders are extensively studied in the literature in the context of comparing random variables. They have been extended to compare random vectors, but not much exploration has been done in the context of comparing stochastic processes. In the present work, we attempt to compare stochastic processes in an asymptotic sense. Let $X$ and $Y$ be two random variables. $X$ is said to be smaller than $Y$ in usual stochastic order (denoted by $X \preceq_{st} Y$) if, for every $x \in \mathbb{R}$, we have $P(X > x) \leq P(Y > x)$. We say that $X$ is equal to $Y$ in usual stochastic order (denoted by $X =_{st} Y$) if $X \preceq_{st} Y$ and $Y \preceq_{st} X$. If $F_X$ and $F_Y$ denote the respective cdfs of $X$ and $Y$, then the condition $P(X > x) \leq P(Y > x)$ can be written as $F_X(x) \geq F_Y(x)$ for every $x \in \mathbb{R}$. Let $\{x_1, x_2, \ldots, x_n\}$ and $\{y_1, y_2, \ldots, y_n\}$ be two samples taken from two populations. The empirical cdfs based on these two samples are defined respectively by $F_n(x) = \frac{1}{n} \sum_{i=1}^{n} 1_{(x_i, x]}(x)$ and $G_n(x) = \frac{1}{n} \sum_{i=1}^{n} 1_{(y_i, x]}(x)$, for every $x \in \mathbb{R}$, where for any $A \subseteq \mathbb{R}$, the indicator function $1_A : \mathbb{R} \rightarrow \{0, 1\}$ is given by $1_A(x) = 1$ if $x \in A$ and equal to 0 otherwise. Note that if $\hat{X}$ and $\hat{Y}$ respectively have the empirical cdfs $F_n$ and $G_n$, then $\hat{X} \preceq_{st} \hat{Y}$ if and only if $x_{i:n} \leq y_{i:n}$ for every $i \in \{1, 2, \ldots, n\}$, where $x_{i:n}$ and $y_{i:n}$ respectively denote the $i$th largest element from the samples $\{x_1, x_2, \ldots, x_n\}$ and $\{y_1, y_2, \ldots, y_n\}$. In other words, $\hat{X} \preceq_{st} \hat{Y}$ if and only if $\# \{i \in \{1, 2, \ldots, n\} : x_{i:n} \leq y_{i:n}\} / n = 1$. The ratio $\# \{i \in \{1, 2, \ldots, n\} : x_{i:n} \leq y_{i:n}\} / n$ is Galton’s rank order statistic (see Gross & Holland [8], Hodges [9]), which goes all the way back to a correspondence between Galton and Darwin in 1876, in the context of analyzing data from the latter’s experiments on cross
and self fertilization of plants (see Darwin [3]). It is well-known that usual stochastic order is a partial order.

It is often observed that two cdfs $F_X$ and $F_Y$ cross each other, indicating that usual stochastic order cannot exist between $X$ and $Y$. However, $F_X(x)$ and $F_Y(x)$ may be extremely close in the region where $F_X$ dominates $F_Y$, but differ significantly where $F_Y$ dominates $F_X$ (see Fig. 1b for a situation where such a phenomenon occurs). To address this situation, one possible approach is to consider certain measures based on the region where the defining condition, or a characterizing condition is violated, and the extent of that violation. Following this approach we had defined a number of asymptotic stochastic orders in Ghosh & Nanda [7]. An alternative approach, which is the focus of the present paper, is to consider measures of departure from the usual stochastic order. Leshno & Levy [11] introduced the notion of almost stochastic dominance in the context of risk aversion and considered the following measure, which can be considered as a measure of departure from the usual stochastic order $X \leq_{st} Y$.

$$\| F_Y - F_X \|_1^{-1} \int_{B_0} (F_Y(x) - F_X(x)) dx,$$

where $B_0 = \{ x \in \mathbb{R} : F_X(x) < F_Y(x) \}$ and $\| \cdot \|_1$ denotes the $L_1$ norm with respect to the Lebesgue measure on $\mathbb{R}$. Despite its simplicity, asymptotic properties of this measure are not available in the literature. Recently, del Barrio et al. [4] proposed and derived the asymptotic properties of a measure of departure from the usual stochastic order $X \leq_{st} Y$, based on the $L_2$-Wasserstein distance between two cdfs. The measure is motivated by the following characterization of usual stochastic order in terms of quantile functions.

**Proposition 1.1** (Shaked & Shanthikumar [13], p.5). Let $X$ and $Y$ be two random variables with respective quantile functions $F_X^{-1}$ and $F_Y^{-1}$. Then, $X \leq_{st} Y$ if and only if $F_X^{-1}(u) \leq F_Y^{-1}(u)$, for every $u \in (0, 1)$.

Here $F_X^{-1}$ and $F_Y^{-1}$ denote the respective left continuous inverses of $F_X$ and $F_Y$, i.e. $F_X^{-1}(u) = \inf \{ x \in \mathbb{R} : F_X(x) \geq u \}$ and $F_Y^{-1}(u) = \inf \{ x \in \mathbb{R} : F_Y(x) \geq u \}$. For more details on characterizations and closure properties of the usual stochastic order, we refer to Shaked & Shanthikumar [13]. It is noted in Lehmann [10] that the characterization of usual stochastic order in terms of the quantile functions, as stated in Proposition 1.1, is more intuitive than its definition. The measure of departure from $X \leq_{st} Y$ proposed in del Barrio et al. [4] is given by

$$\varepsilon_{W_2}(F_Y, F_X) := \frac{\int_{A_0} (F_X^{-1}(u) - F_Y^{-1}(u))^2 du}{W_2^2(F_X, F_Y)}, \quad (1.1)$$

where $A_0 = \{ u \in (0, 1) : F_X^{-1}(u) > F_Y^{-1}(u) \}$ and $W_2(F_X, F_Y)$ is the $L_2$-Wasserstein distance between $F_X$ and $F_Y$, which has the following representation in terms of the corresponding quantile functions $F_X^{-1}$ and $F_Y^{-1}$.

$$W_2(F_X, F_Y) = \left( \int_0^1 (F_X^{-1}(u) - F_Y^{-1}(u))^2 du \right)^{1/2}. \quad (1.2)$$

It is well-known that if $F_X$ and $F_Y$ both have finite second order moment, then $W_2(F_X, F_Y)$ is finite. Note that the measure of departure from $X \leq_{st} Y$ varies between 0 and 1,
achieving the extremes in the cases $X \preceq_{st} Y$ and $Y \preceq_{st} X$, respectively. When the usual stochastic order does not hold, the measure gives a quantification of stochastic dominance of $X$ over $Y$. In this paper, we introduce the notion of asymptotic stochastic order for stochastic processes, based on this measure of departure.

To motivate the idea, let us consider the following situation. Let $F_X$ and $F_Y$ be two cdfs with finite second order moments. Suppose that the right tail of $F_X$ is heavier than that of $F_Y$ in the sense that there exists $c \in \mathbb{R}$ such that $F_X(x) > F_Y(x)$, whenever $x > c$. Now, if one takes two samples (of same size) of random observations, the first one from $F_X$ and the second from $F_Y$, then one may expect that the largest observation from the first sample is smaller than that from the second sample. To be more precise, let $X_1, X_2, \ldots, X_n$ be a random sample from the standard normal distribution and $Y_1, Y_2, \ldots, Y_n$ be the same from $t$ distribution with 4 degrees of freedom. Clearly, none of the two distributions dominate the other in usual stochastic order (see Fig. 1a). However, our intuition suggests that the largest order statistics $X_{n:n}$ and $Y_{n:n}$, from the respective samples should reflect the relative tail behaviour of the parent distributions. In particular, $Y_{n:n}$ should dominate $X_{n:n}$ in some stochastic sense. The respective cdfs of $X_{n:n}$ and $Y_{n:n}$ are given by $F_{X_{n:n}}(x) = (F_X(x))^n$ and $F_{Y_{n:n}}(x) = (F_Y(x))^n$ for every $x \in \mathbb{R}$. It follows that $X_{n:n} \preceq_{st} Y_{n:n}$ if and only if $X_1 \preceq_{st} Y_1$. Hence, the usual stochastic order between $X_{n:n}$ and $Y_{n:n}$ does not hold in the case explained. However, observation of the cdfs of $X_{n:n}$ and $Y_{n:n}$ suggests that stochastic order may exist in an approximate sense even when the sample size $n$ is as small as 10 (see Fig. 1b). This motivate us to examine stochastic order that may exist between $X_{n:n}$ and $Y_{n:n}$ in some asymptotic sense. In this work, we find out that this is indeed the case, as indicated by the following proposition, which follows from a more general result, Theorem 3.9, in Section 3 (see Remark 3.13).
Proposition 1.2. Let \( X_1, X_2, \ldots, X_n \) and \( Y_1, Y_2, \ldots, Y_n \) be two random samples respectively from distributions with continuous, strictly increasing cdfs \( F_X \) and \( F_Y \), both of which have finite second order moments. Suppose there exists \( c \in \mathbb{R} \) such that \( F_X(x) > F_Y(x) \), for every \( x > c \). Then we have

\[
\varepsilon_{W_2}(F_{X_{nn}}, F_{Y_{nn}}) \leq K_{\varepsilon} \left( \frac{F_Y(c)}{1 - \varepsilon} \right)^{n-1},
\]

for arbitrarily small \( \varepsilon > 0 \), where \( K_{\varepsilon} \) is a nonnegative constant, independent of \( n \). \( \blacksquare \)

Note that, since \( F_Y(c) < 1 \), we can choose \( \varepsilon > 0 \) such that \( F_Y(c)/(1 - \varepsilon) < 1 \) and hence the right hand side of (1.3) goes to 0, as \( n \to \infty \). Consequently, the measure of departure from \( X_{nn} \leq_{st} Y_{nn} \) shrinks to 0, as \( n \to \infty \). In the example with standard normal distribution and \( t_4 \) distribution, stated above, we have \( c = 0 \) and consequently \( F_Y(c) = 1/2 \). It is interesting to observe that the relative behavior of \( F_X \) and \( F_Y \) in the region \((-\infty, c)\) has no effect on the result. Building upon this particular observation, we consider the problem of comparing not only other order statistics, but also certain properties, if the baseline cdfs of \( X \) and \( Y \) agree on the desired stochastic order around a finite set of points (dictated by the asymptotic behaviour of the map \( t \to \phi_t \)), then the stochastic processes \( \{\phi_t(F_X) : t \in T\} \) and \( \{\phi_t(F_Y) : t \in T\} \) admit asymptotic stochastic order (see Definition 2.1). The way the baseline cdfs behave away from the specified finite number of points has no effect on the asymptotic stochastic order (see Section 4).

Any function which is nondecreasing with \( \phi(0) = 0 \) and \( \phi(1) = 1 \) is called a distortion function or probability transformation function (see Denneberg [5]). The general idea is that given a class of distortion functions \( \{\phi_t : t \in T\} \), satisfying some asymptotic properties, if the baseline cdfs \( F_X \) and \( F_Y \) agree on the desired stochastic order around a finite set of points (dictated by the asymptotic behaviour of the map \( t \to \phi_t \)), then the stochastic processes \( \{\phi_t(F_X) : t \in T\} \) and \( \{\phi_t(F_Y) : t \in T\} \) admit asymptotic stochastic order (see Definition 2.1). The way the baseline cdfs behave away from the specified finite number of points has no effect on the asymptotic stochastic order (see Section 4).

Throughout the paper, we stick to the following notations and conventions. For any interval \( I \), we denote its length by \( |I| \) and, for any \( A \subseteq \mathbb{R} \), we denote its Lebesgue measure by \( l(A) \). For a function \( f : B \to \mathbb{R} \), we define the \( f \)-image of a set \( A \subseteq B \) as \( f(A) = \{f(x) : x \in A\} \). Throughout the paper, the inverse of a cdf \( F \) is defined as the left continuous inverse of \( F \), which becomes the unique inverse if \( F \) is strictly increasing. For any function \( f : [0,1] \to \mathbb{R} \) which is continuously differentiable in \((0,1)\), we define the derivative of \( f \) at the endpoints, i.e. 0 and 1, respectively by \( f'(0) = \lim_{n \to 0^+} f'(u) \) and \( f'(1) = \lim_{n \to 1^-} f'(u) \). For an arbitrary set \( T \subseteq \mathbb{R} \) which is unbounded above, the limit of a real-valued function \( t \to \psi(t) \) defined on \( T \), as \( t \to \infty \), is considered in the usual sense, i.e. \( \lim_{t \to \infty} \psi(t) = \lim_{t \to \infty; t \in T} \psi(t) = a \in \mathbb{R} \cup \{-\infty, \infty\} \) if, for every sequence \( \{t_n \in T : n \in \mathbb{N}\} \) with \( t_n \to \infty \), as \( n \to \infty \), we have \( \lim_{n \to \infty} \psi(t_n) = a \). We follow the notations listed below throughout. Let \( Z \) be a random variable. We denote the cdf of \( Z \) by \( F_Z \) and the quantile function of \( Z \) by \( F_Z^{-1} \), which is the left-continuous inverse of \( F_Z \). Let \( X \) and \( Y \) be two random variables. Then we denote

\[
\begin{align*}
A_0 &= \{u \in (0, 1) : F_X^{-1}(u) > F_Y^{-1}(u)\}, \\
A_1 &= \{u \in (0, 1) : F_X^{-1}(u) < F_Y^{-1}(u)\}, \\
A_2 &= \{u \in (0, 1) : F_X^{-1}(u) \neq F_Y^{-1}(u)\}, \\
B_0 &= \{x \in \mathbb{R} : F_X(x) < F_Y(x)\}, \\
B_1 &= \{x \in \mathbb{R} : F_X(x) > F_Y(x)\}, \\
B_2 &= \{x \in \mathbb{R} : F_X(x) \neq F_Y(x)\}. 
\end{align*}
\]
The rest of the paper is structured as follows. In Section 2, we define the departure-based asymptotic stochastic order and discuss its properties. In Section 3, we derive sufficient conditions for departure-based asymptotic stochastic order between 1 + [(n - 1)γn]th order statistics from two different homogeneous samples, where one may choose the sequence {γn} which converges to γ ∈ [0, 1) appropriately to take any extreme or central order statistic into account. In Section 4, we have extended the idea to stochastically compare certain stochastic processes in an asymptotic sense. In Section 5, we apply the concept to make asymptotic stochastic comparison of mixtures of order statistics as well as record values from two different homogeneous samples.

2. DEPARTURE-BASED ASYMPTOTIC STOCHASTIC ORDER

Let \{X_t : t ∈ T\} and \{Y_t : t ∈ T\} be two stochastic processes, where \(T (⊆ \mathbb{R})\) is unbounded above and the state space is \(\mathbb{R}\). Note that when \(T = \mathbb{N}\) (resp. \(T = [0, ∞)\)), the processes become discrete-time (resp. continuous-time) stochastic processes. Now it may happen that there does not exist any \(t ∈ T\) such that \(X_t ≤_{st} Y_t\) but, as \(t → ∞\), it increasingly gets closer to \(X_t ≤_{st} Y_t\), in some sense. The measure in (1.1) gives us a way to mathematically address such a situation. Observe that if \(W_2(F_X, F_Y) = 0\), then \(\varepsilon_{W_2}(F_X, F_Y)\) has 0/0 form, and hence is undefined. To reflect the fact that \(X ≤_{st} Y\) for any random variable \(X\), we use the convention that \(\varepsilon_{W_2}(F_X, F_Y) = 0\) if \(W_2(F_X, F_Y) = 0\).

Again, observe that if \(\int_{A_0} (F_X^{-1}(u) - F_Y^{-1}(u))^2 du = ∞\), then \(\varepsilon_{W_2}(F_X, F_Y)\) has \(∞/∞\) form, and hence is undefined. In this case, we use the convention that \(\varepsilon_{W_2}(F_X, F_Y) = 1\).

Definition 2.1. Let \(\{X_t : t ∈ T\}\) and \(\{Y_t : t ∈ T\}\) be two stochastic processes, with respective classes of cdfs \(\{F_{X_t} : t ∈ T\}\) and \(\{F_{Y_t} : t ∈ T\}\). We say that \(X_t\) is smaller than \(Y_t\) in departure-based asymptotic stochastic order, denoted by \(X_t ≤_{dast} Y_t\), as \(t → ∞\), if

\[
\lim_{t → ∞} \varepsilon_{W_2}(F_{X_t}, F_{Y_t}) = 0.
\]

(2.1)

Also, we say that \(X_t\) is asymptotically equal to \(Y_t\) in usual stochastic order, denoted by \(X_t =_{ast} Y_t\), as \(t → ∞\), if both \(X_t ≤_{dast} Y_t\) and \(Y_t ≤_{dast} X_t\) hold true as \(t → ∞\).

Now we discuss some properties of the departure-based asymptotic stochastic order.

Proposition 2.2. If \(X_t =_{ast} Y_t\), as \(t → ∞\), then \(\lim_{t → ∞} W_2(F_{X_t}, F_{Y_t}) = 0\).

Proof. Suppose, for the sake of contradiction, that \(W_2(F_{X_t}, F_{Y_t}) → 0\) as \(t → ∞\).

So, there must exist a sequence \(\{t_n ∈ T : n ∈ \mathbb{N}\}\) with \(t_n → ∞\), as \(n → ∞\) such that \(W_2(F_{X_{t_n}}, F_{Y_{t_n}})\) does not go to 0, as \(n → ∞\). Thus, there exists \(ε > 0\) such that, for every \(N ∈ \mathbb{N}\), there exists \(n ≥ N\) satisfying \(W_2(F_{X_{t_n}}, F_{Y_{t_n}}) > ε\). It follows that there exists a subsequence \(\{n_m : m ∈ \mathbb{N}\}\) such that \(W_2(F_{X_{t_{n_m}}}, F_{Y_{t_{n_m}}}) > ε\) for every \(m ∈ \mathbb{N}\), i.e. \(\{W_2(F_{X_{t_{n_m}}}, F_{Y_{t_{n_m}}}) : m ∈ \mathbb{N}\}\) is bounded away from 0. Then, we have \(\varepsilon_{W_2}(F_{X_{t_{n_m}}}, F_{Y_{t_{n_m}}}) + \varepsilon_{W_2}(F_{Y_{t_{n_m}}}, F_{X_{t_{n_m}}}) = 1\), for every \(m ∈ \mathbb{N}\), and hence

\[
\lim_{m → ∞} \varepsilon_{W_2}(F_{X_{t_{n_m}}}, F_{Y_{t_{n_m}}}) + \lim_{m → ∞} \varepsilon_{W_2}(F_{Y_{t_{n_m}}}, F_{X_{t_{n_m}}}) = 1,
\]

which contradicts the hypothesis. Hence, we must have \(\lim_{t → ∞} W_2(F_{X_t}, F_{Y_t}) = 0\). □

Let \(\{X_t : t ∈ T\}\) be a stochastic process. Then \(X_t ≤_{dast} X_{t_1}\), as \(t → ∞\), i.e. departure-based asymptotic stochastic order is reflexive. To see this, note that, for every \(t ∈ T\),
we have $\mathcal{W}_2(F_{X_t}, F_{X_t}) = 0$ and hence $\lim_{t \to \infty} \varepsilon_{\mathcal{W}_2}(F_{X_t}, F_{X_t}) = 0$, giving $X_t \leq_{\text{d-ast}} X_t$, as $t \to \infty$. Again, departure-based asymptotic stochastic order is antisymmetric by definition, i.e., for any two stochastic processes $\{X_t : t \in T\}$ and $\{Y_t : t \in T\}$, $X_t \leq_{\text{d-ast}} Y_t$, as $t \to \infty$ and $Y_t \leq_{\text{d-ast}} X_t$, as $t \to \infty$ imply $X_t =_{\text{ast}} Y_t$, as $t \to \infty$. The transitivity property, however, is not so straightforward and requires additional conditions, as shown in the next result.

**Theorem 2.3.** Let $\{X_t : t \in T\}$, $\{Y_t : t \in T\}$ and $\{Z_t : t \in T\}$ be three stochastic processes such that $X_t \leq_{\text{d-ast}} Y_t$ and $Y_t \leq_{\text{d-ast}} Z_t$. Then, we have $X_t \leq_{\text{d-ast}} Z_t$, provided

$$\mathcal{W}_2^2(F_{X_t}, F_{Y_t}) = O(\mathcal{W}_2^2(F_{X_t}, F_{Z_t}))$$

and $\mathcal{W}_2^2(F_{Y_t}, F_{Z_t}) = O(\mathcal{W}_2^2(F_{X_t}, F_{Z_t}))$.

**Proof.** Let $A_{0,t} = \{u \in (0, 1) : F_{X_t}^{-1}(u) > F_{Y_t}^{-1}(u)\}$, $B_{0,t} = \{u \in (0, 1) : F_{Y_t}^{-1}(u) > F_{Z_t}^{-1}(u)\}$ and $C_{0,t} = \{u \in (0, 1) : F_{X_t}^{-1}(u) > F_{Z_t}^{-1}(u)\}$. Then, it is easy to see that $C_{0,t} \subseteq A_{0,t} \cup B_{0,t}$. Note that $C_{0,t} = C_{0,t} \cap (A_{0,t} \cap B_{0,t}) = (A_{0,t} \cap B_{0,t} \cap C_{0,t}) \cup (A_{0,t} \cap B_{0,t} \cap C_{0,t}) \cup (A_{0,t} \cap B_{0,t} \cap C_{0,t})$. Hence

$$\int_{C_{0,t}} (F_{Z_t}^{-1}(u) - F_{X_t}^{-1}(u))^2 du = \int_{A_{0,t} \cap B_{0,t} \cap C_{0,t}} (F_{Z_t}^{-1}(u) - F_{X_t}^{-1}(u))^2 du + \int_{A_{0,t} \cap B_{0,t} \cap C_{0,t}} (F_{Z_t}^{-1}(u) - F_{X_t}^{-1}(u))^2 du + \int_{A_{0,t} \cap B_{0,t} \cap C_{0,t}} (F_{Z_t}^{-1}(u) - F_{X_t}^{-1}(u))^2 du. \quad (2.2)$$

If $u \in A_{0,t} \cap B_{0,t} \cap C_{0,t}$, then $F_{X_t}^{-1}(u) > F_{Z_t}^{-1}(u) \geq F_{Y_t}^{-1}(u)$ and hence

$$\int_{A_{0,t} \cap B_{0,t} \cap C_{0,t}} (F_{Z_t}^{-1}(u) - F_{X_t}^{-1}(u))^2 du \leq \int_{A_{0,t}} (F_{X_t}^{-1}(u) - F_{Y_t}^{-1}(u))^2 du.$$ 

Similarly, if $u \in A_{0,t} \cap B_{0,t} \cap C_{0,t}$, then

$$\int_{A_{0,t} \cap B_{0,t} \cap C_{0,t}} (F_{Z_t}^{-1}(u) - F_{X_t}^{-1}(u))^2 du \leq \int_{B_{0,t}} (F_{Y_t}^{-1}(u) - F_{Z_t}^{-1}(u))^2 du.$$

and if $u \in A_{0,t} \cap B_{0,t} \cap C_{0,t}$, then

$$\int_{A_{0,t} \cap B_{0,t} \cap C_{0,t}} (F_{Z_t}^{-1}(u) - F_{X_t}^{-1}(u))^2 du \leq 2 \left\{ \int_{A_{0,t}} (F_{X_t}^{-1}(u) - F_{Y_t}^{-1}(u))^2 du + \int_{B_{0,t}} (F_{Y_t}^{-1}(u) - F_{Z_t}^{-1}(u))^2 du \right\}.$$

Then, using (2.2) and the above upper bounds, we have

$$\int_{C_{0,t}} (F_{Z_t}^{-1}(u) - F_{X_t}^{-1}(u))^2 du \leq 3 \left\{ \int_{B_{0,t}} (F_{Y_t}^{-1}(u) - F_{Z_t}^{-1}(u))^2 du + \int_{A_{0,t}} (F_{X_t}^{-1}(u) - F_{Y_t}^{-1}(u))^2 du \right\}. \quad (2.3)$$

Since, by the hypothesis, there exists $C_1 > 0$ and $C_2 > 0$ such that $\mathcal{W}_2^2(F_{X_t}, F_{Y_t}) \leq C_1 \mathcal{W}_2^2(F_{X_t}, F_{Z_t})$ and $\mathcal{W}_2^2(F_{Y_t}, F_{Z_t}) \leq C_2 \mathcal{W}_2^2(F_{X_t}, F_{Z_t})$, for every $t \geq t_0$, for some $t_0 \in T$. Let us fix $t \geq t_0$. We consider the following four cases.

**Case 1.** $\mathcal{W}_2(F_{X_t}, F_{Y_t}) = 0$ and $\mathcal{W}_2(F_{Y_t}, F_{Z_t}) = 0$. Then, by nonnegativity and triangle inequality, $0 \leq \mathcal{W}_2(F_{X_t}, F_{Z_t}) \leq \mathcal{W}_2(F_{X_t}, F_{Y_t}) + \mathcal{W}_2(F_{Y_t}, F_{Z_t}) = 0$, i.e. $\mathcal{W}_2(F_{X_t}, F_{Z_t}) = 0$. Thus by convention, $\varepsilon_{\mathcal{W}_2}(F_{X_t}, F_{Z_t}) = 0$. 

Case 2. \( W_2(F_{X_t}, F_{Y_t}) = 0 \) and \( W_2(F_{Y_t}, F_{Z_t}) > 0 \). In this case,
\[
W_2(F_{X_t}, F_{Z_t}) \geq |W_2(F_{X_t}, F_{Y_t}) - W_2(F_{Y_t}, F_{Z_t})| = W_2(F_{Y_t}, F_{Z_t}) > 0.
\]
Using (2.3), we get
\[
\int_{C_{0,t}} (F_{X_t}^{-1}(u) - F_{Z_t}^{-1}(u))^2 du \leq 3 \int_{A_{0,t}} (F_{Y_t}^{-1}(u) - F_{Z_t}^{-1}(u))^2 du
\]
\[
= 3\epsilon W_2(F_{Y_t}, F_{Z_t}) W_2^2(F_{Y_t}, F_{Z_t})
\]
\[
\leq 3C_2 \epsilon W_2(F_{Y_t}, F_{Z_t}) W_2^2(F_{X_t}, F_{Z_t}).
\]
Dividing the extreme sides by \( W_2^2(F_{X_t}, F_{Z_t}) \), we obtain \( \epsilon W_2(F_{X_t}, F_{Z_t}) \leq 3C_2 \epsilon W_2(F_{Y_t}, F_{Z_t}) \).

Case 3. \( W_2(F_{X_t}, F_{Y_t}) > 0 \) and \( W_2(F_{Y_t}, F_{Z_t}) = 0 \). In this case,
\[
W_2(F_{X_t}, F_{Z_t}) \geq |W_2(F_{X_t}, F_{Y_t}) - W_2(F_{Y_t}, F_{Z_t})| = W_2(F_{X_t}, F_{Y_t}) > 0.
\]
Using (2.3), we get
\[
\int_{C_{0,t}} (F_{X_t}^{-1}(u) - F_{Z_t}^{-1}(u))^2 du \leq 3 \int_{A_{0,t}} (F_{X_t}^{-1}(u) - F_{Y_t}^{-1}(u))^2 du
\]
\[
= 3\epsilon W_2(F_{X_t}, F_{Y_t}) W_2^2(F_{X_t}, F_{Y_t})
\]
\[
\leq 3C_1 \epsilon W_2(F_{X_t}, F_{Y_t}) W_2^2(F_{X_t}, F_{Z_t}).
\]
Dividing the extreme sides by \( W_2^2(F_{X_t}, F_{Z_t}) \), we obtain \( \epsilon W_2(F_{X_t}, F_{Z_t}) \leq 3C_1 \epsilon W_2(F_{X_t}, F_{Y_t}) \).

Case 4. \( W_2(F_{X_t}, F_{Y_t}) > 0 \) and \( W_2(F_{Y_t}, F_{Z_t}) > 0 \). In this case, \( W_2(F_{X_t}, F_{Z_t}) \) may or may not be 0. If \( W_2(F_{X_t}, F_{Z_t}) = 0 \), then \( \epsilon W_2(F_{X_t}, F_{Z_t}) = 0 \). Now, let us consider the case where \( W_2(F_{X_t}, F_{Z_t}) > 0 \). Here, (2.3) gives
\[
\int_{C_{0,t}} (F_{X_t}^{-1}(u) - F_{Z_t}^{-1}(u))^2 du \leq 3 \{ \epsilon W_2(F_{Y_t}, F_{Z_t}) W_2^2(F_{Y_t}, F_{Z_t}) + \epsilon W_2(F_{X_t}, F_{Y_t}) W_2^2(F_{X_t}, F_{Y_t}) \}
\]
\[
\leq 3 W_2^2(F_{X_t}, F_{Z_t}) \{ C_2 \epsilon W_2(F_{Y_t}, F_{Z_t}) + C_1 \epsilon W_2(F_{X_t}, F_{Y_t}) \}.
\]
Dividing both sides by \( W_2^2(F_{X_t}, F_{Z_t}) \), we obtain
\[
\epsilon W_2(F_{X_t}, F_{Z_t}) \leq 3 \{ C_2 \epsilon W_2(F_{Y_t}, F_{Z_t}) + C_1 \epsilon W_2(F_{X_t}, F_{Y_t}) \}.
\]
Since \( X_t \leq_{d_{2,t}} Y_t \) and \( Y_t \leq_{d_{2,t}} Z_t \), we respectively have \( \lim_{t \to \infty} \epsilon W_2(F_{X_t}, F_{Y_t}) = 0 \) and \( \lim_{t \to \infty} \epsilon W_2(F_{Y_t}, F_{Z_t}) = 0 \). Thus, given \( \epsilon > 0 \), there exists \( t_1, t_2 \in T \) such that \( t \geq t_1 \Rightarrow \epsilon W_2(F_{X_t}, F_{Y_t}) < \epsilon/(6C_1) \) and \( t \geq t_2 \Rightarrow \epsilon W_2(F_{Y_t}, F_{Z_t}) < \epsilon/(6C_2) \). Combining all the cases, we see that \( t \geq \max\{t_0, t_1, t_2\} \Rightarrow \epsilon W_2(F_{X_t}, F_{Z_t}) < \epsilon \). Since \( \epsilon > 0 \) is arbitrarily chosen, we have \( \lim_{t \to \infty} \epsilon W_2(F_{X_t}, F_{Z_t}) \leq 0 \). The reverse inequality follows from the fact that \( \epsilon W_2(F_{X_t}, F_{Z_t}) \geq 0 \), for every \( t \in T \). Hence the proof is established. \( \square \)

**Remark 2.4.** The two conditions \( W_2^2(F_{X_t}, F_{Y_t}) = O(W_2^2(F_{X_t}, F_{Z_t})) \) and \( W_2^2(F_{Y_t}, F_{Z_t}) = O(W_2^2(F_{X_t}, F_{Z_t})) \) prevent the \( W_2 \)-distance between \( X_t \) and \( Z_t \) to diminish rapidly compared to the same between \( X_t \) and \( Y_t \), and also the same between \( Y_t \) and \( Z_t \). For instance, these conditions may get violated if \( X_t \) and \( Z_t \) both converge to the same random variable \( X \) in \( W_2 \) sense (i.e. \( \lim_{t \to \infty} W_2(F_{X_t}, F_X) = \lim_{t \to \infty} W_2(F_{Z_t}, F_X) = 0 \)), whereas \( Y_t \) converges to a different random variable \( Y \) in \( W_2 \) sense. \( \blacksquare \)
The next result establishes that the measure defined in (1.1) is location invariant, but depends on the sign of the scaling parameter. The proof follows from straightforward calculations and hence omitted.

**Proposition 2.5.** Let \(X\) and \(Y\) be two continuous random variables with respective distribution functions \(F_X\) and \(F_Y\). Assume that both \(X\) and \(Y\) have finite second order moment. Let us denote, for \(a \in \mathbb{R}\) and \(b \neq 0\), the respective distribution functions of \(a + bX\) and \(a + bY\) by \(F_{a+bX}\) and \(F_{a+bY}\). Then we have

\[
\varepsilon_{W_2}(F_{a+bX}, F_{a+bY}) = \begin{cases} 
\varepsilon_{W_2}(F_X, F_Y) & \text{if } b > 0, \\
\varepsilon_{W_2}(F_Y, F_X) & \text{if } b < 0.
\end{cases}
\]

Choosing \(a = 0\) and \(b = -1\), we immediately have the following corollary.

**Corollary 2.6.** We have \(\varepsilon_{W_2}(F_{-X}, F_{-X}) = \varepsilon_{W_2}(F_X, F_Y)\).

**Theorem 2.7.** Let \(\{X_t : t \in T\}\) and \(\{Y_t : t \in T\}\) be two stochastic processes such that \(X_t \leq_{d,ast} Y_t\), as \(t \to \infty\). Also let \(\psi : \mathbb{R} \to \mathbb{R}\) be a strictly increasing, Lipschitz continuous function such that both \(\psi(X_t)\) and \(\psi(Y_t)\) have finite second order moments for every \(t \in T\). Then, \(\psi(X_t) \leq_{d,ast} \psi(Y_t)\), provided \(W_2^2(F_{\psi(X_t)}, F_{\psi(Y_t)}) = O(W_2^2(F_{\psi(X_t)}, F_{\psi(Y_t)}))\).

**Proof.** Using strict increasingness of \(\psi\), we find the distribution function of \(\psi(X_t)\) to be \(F_{\psi(X_t)}(x) = P\{\psi(X_t) \leq x\} = P\{X_t \leq \psi^{-1}(x)\} = F_X \circ \psi^{-1}(x)\) for every \(x \in \mathbb{R}\). Thus, \(F_{\psi(X_t)}^{-1}(u) = \psi \circ F_X^{-1}(u)\), for every \(u \in [0, 1]\). Similarly, \(F_{\psi(Y_t)}^{-1}(u) = \psi \circ F_Y^{-1}(u)\), for every \(u \in [0, 1]\). Hence, by strict increasingness of \(\psi\), we have

\[
\{u \in (0, 1) : F_{\psi(X_t)}^{-1}(u) > F_{\psi(Y_t)}^{-1}(u)\} = \{u \in (0, 1) : F_X^{-1}(u) > F_Y^{-1}(u)\}.
\]

Since \(\psi\) is Lipschitz continuous, there exists \(K > 0\), such that \(|\psi(x) - \psi(y)| \leq K|x - y|\), for every \(x, y \in \mathbb{R}\). Now

\[
\int_{\{u \in (0, 1) : F_{\psi(X_t)}^{-1}(u) > F_{\psi(Y_t)}^{-1}(u)\}} (F_{\psi(X_t)}^{-1}(u) - F_{\psi(Y_t)}^{-1}(u))^2 \, du
\]

\[
= \int_{\{u \in (0, 1) : F_X^{-1}(u) > F_Y^{-1}(u)\}} (\psi(F_X^{-1}(u)) - \psi(F_Y^{-1}(u)))^2 \, du
\]

\[
\leq K^2 \int_{\{u \in (0, 1) : F_X^{-1}(u) > F_Y^{-1}(u)\}} (F_X^{-1}(u) - F_Y^{-1}(u))^2 \, du
\]

\[
\leq K^2 W_2^2(F_{\psi(X_t)}, F_{\psi(Y_t)}) = 0, \quad (2.4)
\]

if \(W_2^2(F_{\psi(X_t)}, F_{\psi(Y_t)}) = 0\). Now, if \(W_2(F_{\psi(X_t)}, F_{\psi(Y_t)}) = 0\), then by convention \(\varepsilon_{W_2}(F_{\psi(X_t)}, F_{\psi(Y_t)}) = 0\). Again, if \(W_2(F_{\psi(X_t)}, F_{\psi(Y_t)}) > 0\), then from (2.4), we have \(\varepsilon_{W_2}(F_{\psi(X_t)}, F_{\psi(Y_t)}) \leq 0\). Since \(\varepsilon_{W_2}(F_{\psi(X_t)}, F_{\psi(Y_t)})\) is nonnegative for every \(t \in T\), we obtain \(\varepsilon_{W_2}(F_{\psi(X_t)}, F_{\psi(Y_t)}) = 0\). On the other hand, if \(W_2^2(F_{\psi(X_t)}, F_{\psi(Y_t)}) > 0\), then

\[
\int_{\{u \in (0, 1) : F_{\psi(X_t)}^{-1}(u) > F_{\psi(Y_t)}^{-1}(u)\}} (F_{\psi(X_t)}^{-1}(u) - F_{\psi(Y_t)}^{-1}(u))^2 \, du \leq K^2 \varepsilon_{W_2}(F_{\psi(X_t)}, F_{\psi(Y_t)}) W_2^2(F_{\psi(X_t)}, F_{\psi(Y_t)}).
\]
Since $W_2^2(F_{X_t}, F_{Y_t}) = O(W_2^2(F_{\psi(X_t)}, F_{\psi(Y_t)}))$, there exists $C > 0$ such that $W_2^2(F_{X_t}, F_{Y_t}) \leq CW_2^2(F_{\psi(X_t)}, F_{\psi(Y_t)})$, for every $t \geq t_0$, for some $t_0 \in T$. Thus, for every $t \geq t_0$,

$$\int_{\{u \in (0,1): F_{\psi(X_t)}(u) > F_{\psi(Y_t)}(u)\}} (F_{\psi(X_t)}^{-1}(u) - F_{\psi(Y_t)}^{-1}(u))^2 du \leq CK^2\varepsilon_{W_2}(F_{X_t}, F_{Y_t})W_2^2(F_{\psi(X_t)}, F_{\psi(Y_t)}).$$

Now, if $W_2(F_{\psi(X_t)}, F_{\psi(Y_t)}) = 0$, then by convention $\varepsilon_{W_2}(F_{\psi(X_t)}, F_{\psi(Y_t)}) = 0$. Again, if $W_2(F_{\psi(X_t)}, F_{\psi(Y_t)}) > 0$, then we have $\varepsilon_{W_2}(F_{\psi(X_t)}, F_{\psi(Y_t)}) \leq CK^2\varepsilon_{W_2}(F_{Y_t}, F_{X_t})$. Since $X_t \leq_{d-ast} Y_t$, we have $\lim_{t \to \infty} \varepsilon_{W_2}(F_{X_t}, F_{Y_t}) = 0$. Thus, $\lim_{t \to \infty} \varepsilon_{W_2}(F_{\psi(X_t)}, F_{\psi(Y_t)}) = 0$. Again, since $\varepsilon_{W_2}(F_{\psi(X_t)}, F_{\psi(Y_t)})$ is nonnegative for every $t \in T$, we have the reverse inequality, which completes the proof. \qed

Noting that if $\psi$ is strictly decreasing, then $-\psi$ is strictly increasing and using Corollary 2.6, we have the following corollary.

**Corollary 2.8.** Let $\{X_t : t \in T\}$ and $\{Y_t : t \in T\}$ be two stochastic processes such that $X_t \leq_{d-ast} Y_t$, as $t \to \infty$. Also let $\psi: \mathbb{R} \to \mathbb{R}$ be a strictly decreasing, Lipschitz continuous function such that both $\psi(X_t)$ and $\psi(Y_t)$ have finite second order moments for every $t \in T$. Then, $\psi(Y_t) \leq_{d-ast} \psi(X_t)$, provided $W_2^2(F_{X_t}, F_{Y_t}) = O(W_2^2(F_{\psi(X_t)}, F_{\psi(Y_t)})).$

**Remark 2.9.** The condition $W_2^2(F_{X_t}, F_{Y_t}) = O(W_2^2(\psi(X_t), \psi(Y_t)))$ essentially prevents the $W_2$-distance between $\psi(F_{X_t})$ and $\psi(F_{Y_t})$ to diminish rapidly compared to the same between $X_t$ and $Y_t$, as $t \to \infty$. In particular, the condition holds if $\psi$ induces a location-scale transformation.

3. **DEPARTURE-BASED ASYMPOTIC STOCHASTIC ORDERING OF ORDER STATISTICS**

The main result regarding asymptotic stochastic comparison of certain stochastic processes, stated in Section 4, involves a number of conditions which may seem abstract at a first glance. To motivate these conditions, we first study departure-based asymptotic stochastic ordering of order statistics from two independent homogeneous samples, as the sample size $n$ becomes large. Order statistics have been a widely discussed topic in the literature of various fields of study. Given a sample $\{X_1, X_2, \ldots, X_n\}$ of random observations, let us denote the order statistics by $X_{1:n} \leq X_{2:n} \leq \ldots \leq X_{n:n}$, where $X_{k:n}$ is the $k$th order statistic. Observe that $\{X_{k:n} : n \in \mathbb{N}\}$ may be considered as a valid discrete-time stochastic process. In Proposition 1.2, we have essentially compared the sequences $\{X_{n:n} : n \in \mathbb{N}\}$ and $\{Y_{n:n} : n \in \mathbb{N}\}$ of largest order statistics arising from the respective parent distributions $F_X$ and $F_Y$, as $n \to \infty$. Let $\{X_1, X_2, \ldots, X_n\}$ be a random sample from a distribution $F_X$ and let $\{Y_1, Y_2, \ldots, Y_n\}$ be that from a distribution $F_Y$. Assume that $F_X$ and $F_Y$ are continuous, strictly increasing and have finite second order moments. The main goal of this section is to make asymptotic stochastic comparison between $X_{1+:\lfloor(n-1)\gamma_n\rfloor:n}$ and $Y_{1+:\lfloor(n-1)\gamma_n\rfloor:n}$, where $\{\gamma_n : n \in \mathbb{N}\}$ is a $[0,1]$-valued sequence that converges to some $\gamma \in [0,1]$, as $n \to \infty$. The reason for choosing the $(1 + \lfloor(n-1)\gamma_n\rfloor)$th order statistic for comparison purpose is that it gives a coverage of various types of order statistics encountered in the literature. In particular,

(i) $\gamma_n = 0$, for every $n \in \mathbb{N}$: smallest order statistic.

(ii) $\gamma_n = 1$, for every $n \in \mathbb{N}$: largest order statistic.

(iii) $\gamma_n = \frac{k-1}{n-1}$, for every $n \in \mathbb{N}$: $k$th order statistic.
Remark 3.2. Roughly, Lemma 3.1 conveys that if \( \gamma_n = \gamma \in [0,1] \), for every \( n \in \mathbb{N} \), \( 1 + [(n - 1)\gamma] \) goes from 1 to \( n \), as \( \gamma \) traverses from 0 to 1. Hence it covers all the central order statistics as well as the smallest and the largest order statistics. We have to consider nonconstant sequences to accommodate the extreme order statistics, which are characterized by \( \gamma_n = O(1/n) \) or \( 1 - \gamma_n = O(1/n) \), apart from the smallest and the largest order statistics. All the cases described above fall under the common umbrella given by the following rate of convergence \( |\gamma_n - \gamma| = O(1/n) \). The respective cdfs of \( X_{1+[(n-1)\gamma]} \) and \( Y_{1+[(n-1)\gamma]} \) are given by \( F_{X_{1+[(n-1)\gamma]}}(x) = \phi_{n,\gamma_n}(F_X(x)) \) and \( F_{Y_{1+[(n-1)\gamma]}}(x) = \phi_{n,\gamma_n}(F_Y(x)) \) for every \( x \in \mathbb{R} \), where

\[
\phi_{n,\alpha}(t) = \sum_{j=1+[(n-1)\alpha]}^{n} \binom{n}{j} t^j (1-t)^{n-j},
\]  

(3.1)

for every \( n \in \mathbb{N} \), \( \alpha \in [0,1] \) and \( t \in [0,1] \). The next sequence of results are useful in proving the main result of this section. Some of the proofs are given in the appendix.

Lemma 3.1. Let \( F_X \) and \( F_Y \) be two continuous and strictly increasing cdfs. We have \( A_0 = F_X(B_0) = F_Y(B_0) \), \( A_1 = F_X(B_1) = F_Y(B_1) \) and \( A_2 = F_X(B_2) = F_Y(B_2) \).

Remark 3.2. Roughly, Lemma 3.1 conveys that if \( F_X \) and \( F_Y \) are well-behaved, i.e. they are continuous and strictly increasing, then the comparative behavior of \( F_X \) and \( F_Y \) reflects in the same of \( F_X^{-1} \) and \( F_Y^{-1} \). To be precise, if \( F_X > F_Y \) around a point \( x_0 \in \mathbb{R} \), then \( F_X^{-1} < F_Y^{-1} \) in an open interval containing both \( F_X^{-1}(x_0) \) and \( F_Y^{-1}(x_0) \).

The next proposition outlines some key properties of \( \phi_{n,\alpha} \), defined in (3.1).

Proposition 3.3. For every \( n \in \mathbb{N} \), we have

1. \( \phi_{n,\alpha} \) is a distortion function.
2. \( \phi_{n,\alpha} \) is continuous in \([0,1]\) and differentiable in \((0,1)\).
3. \( \phi_{n,\alpha}(t) \) is strictly increasing in \((0,1)\).
4. \( \phi_{n,\alpha}'(t) \) is continuous in \([0,1]\) and differentiable in \((0,1)\).
5. \( \phi_{n,\alpha}'(t) \) is increasing in \( \left(0, \frac{(n-1)\alpha}{n-1}\right) \) and decreasing in \( \left(\frac{(n-1)\alpha}{n-1}, 1\right) \). □

Fig. 2a and Fig. 2b illustrate the properties of \( \phi_{n,\gamma_n}' \), given in Proposition 3.3. We shall need the following computation later in the paper.

\[
\phi_{n,\alpha}'(t) = n \left( \frac{n-1}{[(n-1)\alpha]} \right) t^{(n-1)\alpha} (1-t)^{n-[(n-1)\alpha]-1}.
\]  

(3.2)

Lemma 3.4. Let \( \gamma \in [0,1] \). Also, let \( \xi_\gamma : (0,1) \times (0,1) \rightarrow \mathbb{R} \) be given by

\[
\xi_\gamma(t,s) = \left( \frac{t}{s} \right)^\gamma \left( \frac{1-t}{1-s} \right)^{1-\gamma}.
\]

Then we have \( \xi_\gamma(t,s) < 1 \) if \( 0 < t < s \leq \gamma \) or \( 1 > t > s \geq \gamma \).
Proposition 3.5. Let $\gamma_n \to \gamma \in [0, 1]$, as $n \to \infty$ at the rate $|\gamma_n - \gamma| = O(1/n)$. Then, for $(t, s) \in (0, 1) \times (0, 1)$, we have

$$\frac{\phi'_{n, \gamma_n}(t)}{\phi'_{n, \gamma_n}(s)} \leq C(t, s) \left\{ \left( \frac{t}{s} \right)^\gamma \left( \frac{1-t}{1-s} \right)^{1-\gamma} \right\}^{n-1},$$

where $C(t, s)$ is a positive constant, independent of $n$. \hfill \blacksquare

The next corollary, which follows from Lemma 3.4 and Proposition 3.5, gives an asymptotic property of the sequence of distortion functions $\{\phi_{n, \gamma_n} : n \in \mathbb{N}\}$.

Corollary 3.6. Let $n \to \infty$ at the rate $|\gamma_n - \gamma| = O(1/n)$. Also assume that $0 < t < s < \gamma$ or $1 > t > s > \gamma$. Then

$$\lim_{n \to \infty} \frac{\phi'_{n, \gamma_n}(t)}{\phi'_{n, \gamma_n}(s)} = 0.$$

Lemma 3.7. Let $n \in \mathbb{N}$ and $\alpha \in [0, 1]$. Then, we have $F_{X_1 + [(n-1)\alpha]n}^{-1}(t) = F_X^{-1}(\phi_{n, \alpha}^{-1}(t))$, for every $t \in (0, 1)$.

Lemma 3.8. Let us define

$$A_{0,n} = \{ v \in (0, 1) : F_{X_1 + [(n-1)\gamma_n]n}^{-1}(v) > F_{Y_1 + [(n-1)\gamma_n]n}^{-1}(v) \}.$$

Then $A_{0,n} = \phi_{n, \gamma_n}(A_0)$, where $\phi_{n, \gamma_n}(A_0) = \{ \phi_{n, \gamma_n}(u) : u \in A_0 \}$.

Now we are in a position to state and prove the first main result of this section. Here, we consider random samples from two different distributions $F_X$ and $F_Y$, and derive sufficient conditions for asymptotic stochastic order for extreme and central order statistics from the said random samples.
Theorem 3.9. Let \( X_1, X_2, \ldots, X_n \) be a random sample from a distribution \( F_X \) and let \( Y_1, Y_2, \ldots, Y_n \) be that from a distribution \( F_Y \). Assume that \( F_X \) and \( F_Y \) are continuous, strictly increasing and have finite second order moments. Let us define, for each \( \gamma \in [0, 1] \),

\[
\begin{align*}
c_\gamma &= \sup \{ B_0 \cap (-\infty, F_X^{-1}(\gamma)) \}, \\
d_\gamma &= \inf \{ B_0 \cap (F_X^{-1}(\gamma), \infty) \}, \\
a_\gamma &= \sup \{ B_2 \cap (-\infty, F_X^{-1}(\gamma)) \}, \\
b_\gamma &= \inf \{ B_2 \cap (F_X^{-1}(\gamma), \infty) \}.
\end{align*}
\]

Assume that \( c_\gamma < a_\gamma \), whenever \( B_0 \cap (-\infty, F_X^{-1}(\gamma)) \neq \emptyset \) and \( b_\gamma < d_\gamma \), whenever \( B_0 \cap (F_X^{-1}(\gamma), \infty) \neq \emptyset \).\(^1\) Suppose that \( \{ \gamma_n : n \in \mathbb{N} \} \) is a \([0, 1]\)-valued sequence that converges to \( \gamma \in [0, 1] \), at the rate \( |\gamma_n - \gamma| = O(1/n) \). Then, for any given \( \epsilon > 0 \),

\[
\varepsilon W_2(F_{X'1+[(n-1)\gamma_n]n}, F_{Y'1+[(n-1)\gamma_n]n}) \leq C_{\epsilon, \gamma} \epsilon^{-n-1},
\]
where \( C_{\epsilon, \gamma} \) is a nonnegative constant which is independent of \( n \) and

\[
z_{\epsilon, \gamma} = \begin{cases} 
\frac{1-F_X(d_\gamma)}{1-F_X(b_\gamma)-\epsilon}, & \text{if } \gamma = 0, \\
\max \left\{ \left( \frac{F_X(c_\gamma)}{F_X(a_\gamma)-\epsilon} \right) \gamma, \left( \frac{1-F_X(c_\gamma)}{1-F_X(a_\gamma)+\epsilon} \right)^{1-\gamma}, \left( \frac{F_X(d_\gamma)}{F_X(b_\gamma)+\epsilon} \right)^{1-\gamma}, \left( \frac{1-F_X(d_\gamma)}{1-F_X(b_\gamma)-\epsilon} \right)^{1-\gamma} \right\}, & \text{if } 0 < \gamma < 1, \\
\left( \frac{F_X(c_\gamma)}{F_X(a_\gamma)-\epsilon} \right) \gamma, & \text{if } \gamma = 1.
\end{cases}
\]

Furthermore, \( X_{1+[(n-1)\gamma_n]n} \leq_{d-ast} Y_{1+[(n-1)\gamma_n]n} \) as \( n \to \infty \).

Proof. If \( B_0 \cap (-\infty, F_X^{-1}(\gamma)) = \emptyset \), then \( c_\gamma = \sup \{ B_0 \cap (-\infty, F_X^{-1}(\gamma)) \} = -\infty \), and hence \( F_X(c_\gamma) = 0 \). Otherwise, we have

\[
\begin{align*}
F_X(c_\gamma) &= F_X(\sup \{ B_0 \cap (-\infty, F_X^{-1}(\gamma)) \}) \\
&= \sup \{ F_X(\{ B_0 \cap (-\infty, F_X^{-1}(\gamma)) \}) \} \\
&= \sup \{ F_X(B_0) \cap F_X((-\infty, F_X^{-1}(\gamma)) \} \\
&= \sup \{ A_0 \cap (0, \gamma) \},
\end{align*}
\]

where the second equality holds since \( F_X \) is continuous and nondecreasing in \( B_0 \cap (-\infty, F_X^{-1}(\gamma)) \), the third inequality follows from the fact that \( F_X \) is strictly increasing and hence injective, the last equality follows from Lemma 3.1. Note that \( B_0 \cap (-\infty, F_X^{-1}(\gamma)) = \emptyset \) if and only if \( A_0 \cap (0, \gamma) = \emptyset \). Hence, in the case where \( A_0 \cap (0, \gamma) \neq \emptyset \), we have

\[
A_0 \cap (0, \gamma) \subseteq (0, F_X(c_\gamma)). \tag{3.5}
\]

Note that (3.5) holds even when \( A_0 \cap (0, \gamma) = \emptyset \), since the empty set is a subset of itself. On the other hand, if \( B_0 \cap (F_X^{-1}(\gamma), \infty) = \emptyset \), then we have \( d_\gamma = \inf \{ B_0 \cap (F_X^{-1}(\gamma), \infty) \} = \infty \), and hence \( F_X(d_\gamma) = 1 \). Otherwise, in the same line of argument as in deriving (3.4), we have

\[
F_X(d_\gamma) = \inf \{ A_0 \cap (\gamma, 1) \} \tag{3.6}
\]

and hence

\[
A_0 \cap (\gamma, 1) \subseteq (F_X(d_\gamma), 1). \tag{3.7}
\]

\(^1\)In particular, the conditions \( c_\gamma < a_\gamma \) and \( b_\gamma < d_\gamma \) imply that \( \gamma \notin A_0 \cup \partial A_0 \).
Note that (3.7) holds even when $A_0 \cap (\gamma, 1) = \emptyset$. It follows from the assumption $a_\gamma < a_\gamma \leq b_\gamma < d_\gamma$ that $c_\gamma \leq F_X^{-1}(\gamma) < d_\gamma$. By strict increasingness of $F_X$, $F_X(c_\gamma) < \gamma < F_X(d_\gamma)$. By (3.4) and (3.6), we have $\sup \{A_0 \cap (0, \gamma)\} < \gamma < \inf \{A_0 \cap (\gamma, 1)\}$. Thus, $\gamma \notin A_0$. Note that

\[
\gamma = 0 \Rightarrow A_0 = A_0 \cup (\gamma, 1),
\]

\[
0 < \gamma < 1 \Rightarrow A_0 = (A_0 \cap (0, \gamma)) \cup (A_0 \cap (\gamma, 1)),
\]

\[
\gamma = 1 \Rightarrow A_0 = A_0 \cap (0, \gamma).
\]

By (3.5) and (3.7), we obtain

\[
A_0 \subseteq (0, F_X(c_\gamma)) \cup (F_X(d_\gamma), 1),
\]

(3.8)

for every $\gamma \in [0, 1]$. Let $A_{0,n}$ be as defined in Lemma 3.8 and $\phi_{n,\gamma n}$ be as defined in (3.1). Then, by Lemma 3.8,

\[
A_{0,n} \subseteq (0, \phi_{n,\gamma n}(F_X(c_\gamma))) \cup (\phi_{n,\gamma n}(F_X(d_\gamma)), 1),
\]

(3.9)

for every $\gamma \in [0, 1]$. Let $\epsilon \in (0, \min \{F_X(a_\gamma), F_X(c_\gamma), F_X(d_\gamma) - F_X(b_\gamma)\})$ be arbitrarily small. Note that

\[
\frac{1}{n-1} \gamma - \gamma_{n} - \frac{(n-1)^{\gamma_{n}}}{n-1} - \gamma \leq \gamma_{n} - \gamma + \frac{1}{n-1}.
\]

Thus, we can choose $N$ large enough so that $\frac{1}{n-1} \gamma_{n} - \gamma \leq \frac{\epsilon}{2}$, for every $n \geq N$. Now,

\[
\epsilon_{w_2}\left(F_{X_{1+\gamma_{n}}}, F_{Y_{1+\gamma_{n}}}ight) = \int_{A_{0,n}} F_{X_{1+\gamma_{n}}}(t) - F_{Y_{1+\gamma_{n}}}(t) dt - \int_{[A_{0,n}]} F_{X_{1+\gamma_{n}}}(t) - F_{Y_{1+\gamma_{n}}}(t) dt.
\]

(3.10)

**Case 1:** $0 < \gamma < 1$. Assume that $\epsilon < \min \{2\gamma, 2(1 - \gamma)\}$. Using (3.9) and Lemma 3.7, we see that the right hand side of (3.10) is bounded above by

\[
\int_{0}^{1} F_{X_{1+\gamma_{n}}}(t) - F_{Y_{1+\gamma_{n}}}(t) dt + \int_{0}^{1} F_{X_{1+\gamma_{n}}}(t) - F_{Y_{1+\gamma_{n}}}(t) dt.
\]

Then, by taking the transformation $t = \phi_{n,\gamma n}(u)$, we have

\[
\int_{0}^{1} F_{X_{1+\gamma_{n}}}(t) - F_{Y_{1+\gamma_{n}}}(t) dt + \int_{0}^{1} F_{X_{1+\gamma_{n}}}(t) - F_{Y_{1+\gamma_{n}}}(t) dt.
\]

Since $F_X(a_\gamma) - \epsilon < \gamma$ and $\frac{(n-1)^{\gamma_{n}}}{(n-1)} \rightarrow \gamma$, as $n \rightarrow \infty$, we have, for large enough $n$, $F_X(a_\gamma) - \epsilon < \frac{(n-1)^{\gamma_{n}}}{(n-1)}$ and consequently $F_X(c_\gamma) < \frac{(n-1)^{\gamma_{n}}}{(n-1)}$. The result follows.
Similarly, \( F_X(d_\gamma) > F_X(b_\gamma) + \epsilon > [(n-1)\gamma_n]/(n-1) \), for large enough \( n \). Now, from Proposition 3.3 (5), we obtain
\[
\varepsilon w_2(F_{X_1+[(n-1)\gamma_n]/n}, F_{Y_1+[(n-1)\gamma_n]/n}) \leq \frac{k_{11}\phi'_{n,\gamma_n}(F_X(c_\gamma))}{k_{21}\phi'_{n,\gamma_n}(F_X(a_\gamma) - \epsilon)} + \frac{k_{12}\phi'_{n,\gamma_n}(F_X(d_\gamma))}{k_{22}\phi'_{n,\gamma_n}(F_X(b_\gamma) + \epsilon)},
\] (3.11)
where
\[
k_{11} = \int_0^{F_X(c_\gamma)} (F_X^{-1}(u) - F_Y^{-1}(u))^2 \, du \geq 0,
k_{12} = \int_{F_X(d_\gamma)}^1 (F_X^{-1}(u) - F_Y^{-1}(u))^2 \, du \geq 0,
k_{21} = \int_{F_X(a_\gamma) - \epsilon}^{\gamma - \frac{\epsilon}{2}} (F_X^{-1}(u) - F_Y^{-1}(u))^2 \, du > 0,
k_{22} = \int_{\gamma - \frac{\epsilon}{2}}^{F_X(b_\gamma) + \epsilon} (F_X^{-1}(u) - F_Y^{-1}(u))^2 \, du > 0.
\]
The strict positivity of \( k_{21} \) and \( k_{22} \) follows from the observations that one can choose \( \epsilon (> 0) \) small enough such that \( |F_X^{-1}(u) - F_Y^{-1}(u)| > 0 \) in the regions \( (F_X(a_\gamma) - \epsilon, F_X(a_\gamma) - \epsilon/2) \) and \( (F_X(b_\gamma) + \epsilon/2, F_X(b_\gamma) + \epsilon) \), due to continuity of \( F_X^{-1} \) and \( F_Y^{-1} \) resulting from strict increasingness of \( F_X \) and \( F_Y \). Now, if \( F_X(c_\gamma) = 0 \), then \( \phi'_{n,\gamma_n}(F_X(c_\gamma))/\phi'_{n,\gamma_n}(F_X(a_\gamma) - \epsilon) = 0 \). On the other hand, if \( F_X(c_\gamma) > 0 \), then choosing \( t = F_X(c_\gamma) \) and \( s = F_X(a_\gamma) - \epsilon \) in Proposition 3.5, we have
\[
\frac{\phi'_{n,\gamma_n}(F_X(c_\gamma))}{\phi'_{n,\gamma_n}(F_X(a_\gamma) - \epsilon)} \leq c_1 \left\{ \left( \frac{F_X(c_\gamma)}{F_X(a_\gamma) - \epsilon} \right)^\gamma \left( \frac{1 - F_X(c_\gamma)}{1 - F_X(a_\gamma) + \epsilon} \right)^{1-\gamma} \right\}^{n-1},
\] (3.12)
where
\[
c_1 = \frac{(1 - F_X(c_\gamma))(1 - F_X(c_\gamma))}{F_X(c_\gamma)(1 - F_X(a_\gamma) + \epsilon)}^{K+1}.
\]
Again, if \( F_X(d_\gamma) = 1 \), then \( \phi'_{n,\gamma_n}(F_X(d_\gamma))/\phi'_{n,\gamma_n}(F_X(b_\gamma) + \epsilon) = 0 \). On the other hand, if \( F_X(d_\gamma) < 1 \), then choosing \( t = F_X(d_\gamma) \) and \( s = F_X(b_\gamma) + \epsilon \) in Proposition 3.5, we have
\[
\frac{\phi'_{n,\gamma_n}(F_X(d_\gamma))}{\phi'_{n,\gamma_n}(F_X(b_\gamma) + \epsilon)} \leq c_2 \left\{ \left( \frac{F_X(d_\gamma)}{F_X(b_\gamma) + \epsilon} \right)^\gamma \left( \frac{1 - F_X(d_\gamma)}{1 - F_X(b_\gamma) - \epsilon} \right)^{1-\gamma} \right\}^{n-1},
\] (3.13)
where
\[
c_2 = \left\{ \frac{F_X(d_\gamma)(1 - F_X(b_\gamma) - \epsilon)}{(F_X(b_\gamma) + \epsilon)(1 - F_X(d_\gamma))} \right\}^K.
\]
Putting (3.13) and (3.12) in (3.11), we have
\[
\varepsilon w_2(F_{X_1+[(n-1)\gamma_n]/n}, F_{Y_1+[(n-1)\gamma_n]/n}) \leq \frac{c_1 k_{11}}{k_{21}} \left\{ \left( \frac{F_X(c_\gamma)}{F_X(a_\gamma) - \epsilon} \right)^\gamma \left( \frac{1 - F_X(c_\gamma)}{1 - F_X(a_\gamma) + \epsilon} \right)^{1-\gamma} \right\}^{n-1}
+ \frac{c_2 k_{12}}{k_{22}} \left\{ \left( \frac{F_X(d_\gamma)}{F_X(b_\gamma) + \epsilon} \right)^\gamma \left( \frac{1 - F_X(d_\gamma)}{1 - F_X(b_\gamma) - \epsilon} \right)^{1-\gamma} \right\}^{n-1}
\leq C_{\epsilon,\gamma} \varepsilon^{n-1},
\] (3.14)
where $C_{\epsilon,\gamma} = \frac{c_1 k_1}{k_2} + \frac{c_2 k_2}{k_1}$ and $z_{\epsilon,\gamma}$ is as defined in the statement of the result. Since $c_1, c_2, k_1, k_2, k_1 k_2$ are all nonnegative real numbers, which do not depend on $n$, we see that $C_{\epsilon,\gamma}$ is a nonnegative real number, which is independent of $n$. Observe that, if $a > 0$ and $b > 0$, then $z = \max\{a, b\} = z^{n-1} = \max\{a^{n-1}, b^{n-1}\}$. Now choosing $t = F_X(c_\gamma)$ and $s = F_X(a_\gamma) - \epsilon$ in Lemma 3.4, we have

$$\left(\frac{F_X(c_\gamma)}{F_X(a_\gamma) - \epsilon}\right)^\gamma \left(\frac{1 - F_X(c_\gamma)}{1 - F_X(a_\gamma) + \epsilon}\right)^{1-\gamma} < 1.$$

Again, choosing $t = F_X(d_\gamma)$ and $s = F_X(b_\gamma) + \epsilon$ in Lemma 3.4, we have

$$\left(\frac{F_X(d_\gamma)}{F_X(b_\gamma) + \epsilon}\right)^\gamma \left(\frac{1 - F_X(d_\gamma)}{1 - F_X(b_\gamma) - \epsilon}\right)^{1-\gamma} < 1.$$

Hence $z_{\epsilon,\gamma} < 1$. Then, using (3.14), we get $X_{1+[(n-1)\gamma]_n} \leq_{d-ast} Y_{1+[(n-1)\gamma]_n}$, as $n \to \infty$.

**Case 2:** $\gamma = 0$. We have from (3.9),

$$\epsilon W_2(F_{X_{1+[(n-1)\gamma]_n}}, F_{Y_{1+[(n-1)\gamma]_n}}) \leq \left(\frac{c_2 k_2}{k_1}\left(1 - F_X(d_\gamma)\right) \left(1 - F_X(b_\gamma) - \epsilon\right)\right)^{n-1} = C_{\epsilon,\gamma} z_{\epsilon,\gamma}.$$

where the first and the second inequalities follow from the same chain of arguments as in the case of $0 < \gamma < 1$, the equality follows by choosing $C_{\epsilon,\gamma} = \frac{c_2 k_2}{k_1}$ and $z_{\epsilon,\gamma} = \frac{1 - F_X(d_\gamma)}{1 - F_X(b_\gamma) - \epsilon}$, which is strictly smaller than unity since $\epsilon < F_X(d_\gamma) - F_X(b_\gamma)$. Thus, $X_{1+[(n-1)\gamma]_n} \leq_{d-ast} Y_{1+[(n-1)\gamma]_n}$, as $n \to \infty$.

**Case 3:** $\gamma = 1$. On using the same chain of arguments as in the case $0 < \gamma < 1$ and choosing $C_{\epsilon,\gamma} = \frac{c_1 k_1}{k_2}$, $z_{\epsilon,\gamma} = \frac{F_X(c_\gamma)}{F_X(a_\gamma) - \epsilon} < 1$, we have

$$\epsilon W_2(F_{X_{1+[(n-1)\gamma]_n}}, F_{Y_{1+[(n-1)\gamma]_n}}) \leq \left(\frac{c_1 k_1}{k_2}\left(F_X(c_\gamma) \left(1 - F_X(a_\gamma) - \epsilon\right)\right)^{n-1} = C_{\epsilon,\gamma} z_{\epsilon,\gamma}.\right.$$

Since $\epsilon < F_X(d_\gamma) - F_X(c_\gamma)$, we have $z_{\epsilon,\gamma} < 1$. Hence $X_{1+[(n-1)\gamma]_n} \leq_{d-ast} Y_{1+[(n-1)\gamma]_n}$, as $n \to \infty$.

**Remark 3.10.** Note that, as $\epsilon \to 0$, the multiplicative constant $C_{\epsilon,\gamma}$ becomes larger. Thus, for a very small $\epsilon > 0$, we may get a large value of $C_{\epsilon,\gamma}$. However, it pays off asymptotically, since we get a smaller value of $z_{\epsilon,\gamma}$, so that $z_{\epsilon,\gamma}^{-1}$ diminishes faster as $n \to \infty$. To see this, take $\gamma \in (0, 1)$ and $\epsilon \in (0, \min\{s, 1-s\})$, and define, for $(t, s) \in (0, 1) \times (0, 1)$,

$$A_{\epsilon,\gamma}(t, s) = \left(\frac{t}{s + \epsilon}\right)^\gamma \left(\frac{1 - t}{1 - s + \epsilon}\right)^{1-\gamma} \text{ and } B_{\epsilon,\gamma}(t, s) = \left(\frac{t}{s + \epsilon}\right)^\gamma \left(\frac{1 - t}{1 - s + \epsilon}\right)^{1-\gamma}.\right.$$
Observe that \( \text{sign} \left( \frac{1}{s} A_{\epsilon,\gamma}(t, s) \right) = \text{sign}(\gamma-s+\epsilon) \) and \( \text{sign} \left( \frac{1}{s} B_{\epsilon,\gamma}(t, s) \right) = \text{sign}(\gamma+s+\epsilon) \). So, \( A_{\epsilon,\gamma}(t, s) \) is increasing in \( \epsilon \) if \( s \leq \gamma \) and \( B_{\epsilon,\gamma}(t, s) \) is increasing in \( \epsilon \) if \( s \geq \gamma \). Then, for \( 0 < \gamma < 1 \),

\[
z_{\epsilon,\gamma} = \max \{ A_{\epsilon,\gamma}(F_X(c_\gamma), F_X(a_\gamma)), B_{\epsilon,\gamma}(F_X(d_\gamma), F_X(b_\gamma)) \}
\]
decreases as \( \epsilon \) decreases. However, for any fixed \( n \), the optimal choice of \( \epsilon \) has to be computed numerically.

**Remark 3.11.** An upper bound of \( \varepsilon \gamma \omega(F_{Y_{1+[(n-1)\gamma n]}^1}, F_{X_{1+[(n-1)\gamma n]}^1}) \) in Theorem 3.9 is given in terms of \( F_X(c_\gamma), F_X(a_\gamma), F_X(b_\gamma) \) and \( F_X(d_\gamma) \), where \( c_\gamma, a_\gamma, b_\gamma \) and \( d_\gamma \) are defined in terms of \( F_X^{-1}(\gamma) \). One can write the same in terms of \( F_Y(c_\gamma), F_Y(a_\gamma), F_Y(b_\gamma) \) and \( F_Y(d_\gamma) \), where \( c_\gamma, a_\gamma, b_\gamma \) and \( d_\gamma \) are defined in terms of \( F_Y^{-1}(\gamma) \), without creating any inconsistency. To see this, let us define

\[
c_{\gamma, F_X} = \sup \{ B_0 \cap (-\infty, F_X^{-1}(\gamma)) \}, \quad c_{\gamma, F_Y} = \sup \{ B_0 \cap (-\infty, F_Y^{-1}(\gamma)) \},
\]
\[
d_{\gamma, F_X} = \inf \{ B_0 \cap (-\infty, F_X^{-1}(\gamma)) \}, \quad d_{\gamma, F_Y} = \inf \{ B_0 \cap (-\infty, F_Y^{-1}(\gamma)) \},
\]
\[
a_{\gamma, F_X} = \sup \{ B_2 \cap (-\infty, F_X^{-1}(\gamma)) \}, \quad a_{\gamma, F_Y} = \sup \{ B_2 \cap (-\infty, F_Y^{-1}(\gamma)) \},
\]
\[
b_{\gamma, F_X} = \inf \{ B_2 \cap (-\infty, F_X^{-1}(\gamma)) \}, \quad b_{\gamma, F_Y} = \inf \{ B_2 \cap (-\infty, F_Y^{-1}(\gamma)) \}.
\]

There will be no inconsistency if \( F_X(c_{\gamma, F_X}) = F_Y(c_{\gamma, F_Y}) \), \( F_X(a_{\gamma, F_X}) = F_Y(a_{\gamma, F_Y}) \), \( F_X(b_{\gamma, F_X}) = F_Y(b_{\gamma, F_Y}) \) and \( F_X(d_{\gamma, F_X}) = F_Y(d_{\gamma, F_Y}) \). We shall show the first one and the proofs of the rest are similar.

\[
F_X(c_{\gamma, F_X}) = F_X(\text{sup} \{ B_0 \cap (-\infty, F_X^{-1}(\gamma)) \})
\]
\[
= \text{sup} F_X(\text{sup} \{ B_0 \cap (-\infty, F_X^{-1}(\gamma)) \})
\]
\[
= \text{sup} \{ F_X(B_0) \cap F_X(-\infty, F_X^{-1}(\gamma)) \}
\]
\[
= \text{sup} \{ F_X(B_0) \cap (0, \gamma) \}
\]
\[
= \text{sup} \{ A_0 \cap (0, \gamma) \},
\]
where the second equality holds due to continuity of \( F_X \), the third equality follows from injectivity of \( F_X \) (which in turn follows from strict increasingness of \( F_X \)) and the last equality is a consequence of Lemma 3.1. By exactly the same line of arguments, \( F_Y(c_{\gamma, F_Y}) = \text{sup} \{ A_0 \cap (0, \gamma) \} \), and hence it is equal to \( F_X(c_{\gamma, F_X}) \).

**Remark 3.12.** The sets \( B_0 \cap (-\infty, F_X^{-1}(\gamma)) \) and \( B_0 \cap (F_X^{-1}(\gamma), \infty) \) are not required to be nonempty. However, when both of these sets are empty, then the upper bound given in (3.3) reduces to 0, which is expected, since in this case, we have \( B_0 \) to be empty, and hence follows the usual stochastic order between \( F_X \) and \( F_Y \), which directly translates to the same between \( F_{X_{1+[(n-1)\gamma n]}^1} \) and \( F_{Y_{1+[(n-1)\gamma n]}^1} \). Consider the case where \( 0 < \gamma < 1 \) and assume that \( B_0 \cap (-\infty, F_X^{-1}(\gamma)) = \emptyset \). In this case, \( F_X(c_\gamma) = 0 \), and hence the term

\[
\left( \frac{F_X(c_\gamma)}{\gamma - \epsilon} \right)^\gamma \left( \frac{1 - F_X(c_\gamma)}{1 - \gamma + \epsilon} \right)^{1 - \gamma}
\]
does not contribute to \( z_{\epsilon,\gamma} \). Likewise, if \( B_0 \cap (F_X^{-1}(\gamma), \infty) = \emptyset \), then \( F_X(d_\gamma) = 1 \), and hence the term

\[
\left( \frac{F_X(d_\gamma)}{F_X(b_\gamma) + \epsilon} \right)^\gamma \left( \frac{1 - F_X(d_\gamma)}{1 - F_X(b_\gamma) - \epsilon} \right)^{1 - \gamma}
\]
TABLE 1. Computation of $\varepsilon W_2(F_{X_{1+(n-1)\gamma};n}, F_{Y_{1+(n-1)\gamma};n})$ for varying $n$ and $\gamma$, where $F_X$ and $F_Y$ are the respective cdfs of standard normal distribution and $t$-distribution with 4 degrees of freedom

| $\gamma \rightarrow$ | 0     | 0.25  | 0.4   | 0.49  | 0.5   | 0.51  | 0.6   | 0.75  | 1     |
|----------------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| $n \downarrow$       |       |       |       |       |       |       |       |       |       |
| 2                    | 0.9865254 | 0.9865254 | 0.9865254 | 0.9865254 | 0.9865254 | 0.9865254 | 0.9865254 | 0.9865254 | 0.9865254 | 0.0134944 |
| 3                    | 0.9998334 | 0.9998334 | 0.9998334 | 0.9998334 | 0.5000000 | 0.5000000 | 0.5000000 | 0.5000000 | 0.5000000 | 0.0011076 |
| 4                    | 0.9999937 | 0.9999807 | 0.9262609 | 0.9262609 | 0.9262609 | 0.9262609 | 0.9262609 | 0.9262609 | 0.5000000 | 0.0737940 |
| 5                    | 0.9999949 | 0.9886588 | 0.9886588 | 0.9886588 | 0.5000000 | 0.5000000 | 0.5000000 | 0.5000000 | 0.5000000 | 0.001703 |
| 10                   | >0.99999999 | 0.9827515 | 0.7887339 | 0.7887339 | 0.7887339 | 0.7887339 | 0.7887339 | 0.7887339 | 0.0119412 | 0.00000036 |
| 15                   | >0.99999999 | 0.9998625 | 0.9839465 | 0.8827990 | 0.5000000 | 0.5000000 | 0.5000000 | 0.5000000 | 0.5000000 | 0.00000001 |
| 20                   | >0.99999999 | 0.9999717 | 0.9864589 | 0.6974228 | 0.6974228 | 0.6974228 | 0.6974228 | 0.6974228 | 0.00000001 | 0.00000001 |
| 25                   | >0.99999999 | 0.9999444 | 0.9893565 | 0.8112051 | 0.5000000 | 0.5000000 | 0.5000000 | 0.5000000 | 0.5000000 | 0.000000557 |
| 30                   | >0.99999999 | 0.9999697 | 0.9910559 | 0.6572122 | 0.6572122 | 0.6572122 | 0.6572122 | 0.6572122 | 0.00000801 | 0.00000001 |
| 50                   | >0.99999999 | 0.9999174 | 0.9961971 | 0.6186971 | 0.6186971 | 0.6186971 | 0.6186971 | 0.6186971 | 0.01113497 | 0.00000018 |
| 100                  | >0.99999999 | >0.9999999 | 0.9942533 | 0.729999 | 0.5819812 | 0.5819812 | 0.5819812 | 0.5819812 | 0.00000001 | 0.00000001 |

does not contribute to $z_{\epsilon, \gamma}$. Consequently, when $B_0 \cap (-\infty, F_X^{-1}(\gamma))] = \emptyset$ and $B_0 \cap (F_X^{-1}(\gamma), \infty) = \emptyset$, then $z_{\epsilon, \gamma} = 0$. In a similar manner, if $\gamma = 0$ (resp. $\gamma = 1$), then the emptiness of $B_0 \cap (F_X^{-1}(\gamma), \infty)$ (resp. $B_0 \cap (-\infty, F_X^{-1}(\gamma))$) results into $z_{\epsilon, \gamma} = 0$.

**Remark 3.13.** Consider the case of largest order statistics, i.e. $\gamma_n = 1$ for every $n \in \mathbb{N}$. Observe that, under the assumptions of Proposition 1.2, we have $c_\gamma = c < \infty$, $a_\gamma = \infty$ and hence $z_{\epsilon, \gamma} = F_X(c)/(1 - \epsilon)$. Theorem 3.9 then immediately boils down to Proposition 1.2.

Table 1 demonstrates the behaviour of the measure of departure from usual stochastic dominance of $Y_{1+(n-1)\gamma};n$ over $X_{1+(n-1)\gamma};n$ as $n$ increases for different values of $\gamma$. The computed values are rounded off to seven decimal places, except when these are less than 0.0000001 or more than 0.9999999, in which cases we report $< 0.0000001$ or $> 0.9999999$, respectively. It is clear from the table that, in general, the measure is not monotone in $n$ when $\gamma$ is fixed. However, as $n$ increases, there is a general tendency of the measure to increase towards 1 if $\gamma < 0.5$ and decrease towards 0 if $\gamma > 0.5$. These observations agree to Theorem 3.9 (with the roles of $F_X$ and $F_Y$ reversed when $\gamma < 0.5$). The case when $\gamma = 0.5$ falls outside the scope of Theorem 3.9 as in this case, for the example of $t_4$ and $N(0,1)$, we have $c_\gamma = a_\gamma = \gamma = b_\gamma = d_\gamma$ and the computed values of the measure do not converge to either 0 or 1, but rather fluctuate in between. Also note that the further away $\gamma$ is from 0.5, the faster is the convergence of the measure to 0 (if $\gamma < 0.5$) or 1 (if $\gamma > 0.5$).

**Remark 3.14.** Consider the situation of smallest order statistic ($\gamma = 0$) in Table 1, it is easy to see from the measure of departure from $X_{1:n} \leq_{st} Y_{1:n}$ that the situation is in fact very close to $Y_{1:n} \leq_{st} X_{1:n}$, even when $n$ is as small as 2. On the other hand, considering the situation of largest order statistic ($\gamma = 1$), the measure of departure from $X_{n:n} \leq_{st} Y_{n:n}$ suggests that the stochastic order holds in an approximate sense for $n$ as small as 2. In practice, the number of components of a system is usually not very large. But the above observations (as well as the computed values in Table 1) suggest
that in many situations involving series and parallel systems (and in general, \( k \)-out-of-\( n \) systems) with iid components, where usual stochastic order does not hold, it may hold in an approximate sense.

Next, we discuss some asymptotic properties of \( \phi_{n,\gamma} \) and \( \phi'_{n,\gamma} \), as \( n \to \infty \), which prove to be crucial in proving Lemma 5.1. First, we need the following proposition, where we approximate certain binomial probabilities by means of the central limit theorem (CLT) with continuity corrections.

**Proposition 3.15.** Let \( \gamma_n \to \gamma \in [0,1] \), as \( n \to \infty \) at the rate \( |\gamma_n - \gamma| = O(1/n) \) and let \( B_{n,u} \) denote a random variable following the binomial distribution with parameters \( n \) and \( u \). Then we have

\[
\lim_{n \to \infty} P \{ B_{n,u} \geq 1 + [(n-1)\gamma_n] \} = \frac{1}{2} I_{\gamma}(u) + I_{(\gamma,1]}(u),
\]

and

\[
\lim_{n \to \infty} nP \{ B_{n-1,u} = [(n-1)\gamma_n] \} = \begin{cases} 0 & \text{if } u \neq \gamma, \\ \infty & \text{if } u = \gamma. \end{cases}
\]

By definition, \( \phi_{n,\gamma}(u) = P \{ B_{n,u} \geq 1 + [(n-1)\gamma_n] \} \). Also, from (3.2), we see that \( \phi'_{n,\gamma}(u) = nP \{ B_{n-1,u} = [(n-1)\gamma_n] \} \). The next proposition, which states how \( \phi_{n,\gamma} \) and \( \phi'_{n,\gamma} \) behave as \( n \) becomes large, follows directly from Proposition 3.15. This result will be required to prove Lemma 5.1.

**Proposition 3.16.** Let \( n \in \mathbb{N} \) and \( \gamma \in [0,1] \). Then

\[
\lim_{n \to \infty} \phi_{n,\gamma}(u) = \frac{1}{2} I_{\gamma}(u) + I_{(\gamma,1]}(u),
\]

and

\[
\lim_{n \to \infty} \phi'_{n,\gamma}(u) = \begin{cases} 0 & \text{if } u \neq \gamma, \\ \infty & \text{if } u = \gamma. \end{cases}
\]

**Remark 3.17.** Informally speaking, (3.17) asserts that \( \{\phi'_{n,\gamma}\} \) forms a sequence of pulse functions (as in the context of signal processing) that converges to a dirac-delta function \( \delta(x - \gamma) \), as \( n \to \infty \), where

\[
\delta(x) = \begin{cases} 0 & \text{if } u \neq 0, \\ \infty & \text{if } u = 0. \end{cases}
\]

A similar structure comes up again in Section 5, when we discuss asymptotic stochastic order of mixtures of order statistics, where the “degeneracy” occurs on a finite set of points.

Now, we turn to asymptotic stochastic precedence order (see Ghosh & Nanda [7] for definition and properties) between \( X_{1+[(n-1)\gamma_n]} : u \) and \( Y_{1+[(n-1)\gamma_n]} : u \). Let \( \text{dist}(x, A) = \inf \{|x - y| : y \in A\} \), for any \( x \in \mathbb{R} \) and \( A \subseteq \mathbb{R} \). The following result, unlike Theorem 3.9, does not require the baseline distributions \( F_X \) and \( F_Y \) to be strictly increasing or to possess second order moment.
Theorem 3.18. Let $X_1, X_2, \ldots, X_n$ and $Y_1, Y_2, \ldots, Y_n$ be random samples from respective continuous distributions $F_X$ and $F_Y$. Suppose that $\{\gamma_n : n \in \mathbb{N}\}$ is a [0, 1]-valued sequence that converges to $\gamma \in [0, 1]$, at the rate $|\gamma_n - \gamma| = O(1/n)$. Then
\[
X_{1+[n-1]\gamma_n,n} \preceq_{\text{as}} Y_{1+[n-1]\gamma_n,n} \text{ if } \text{dist}(\gamma, A_0) > 0
\]
and
\[
X_{1+[n-1]\gamma_n,n} =_{\text{as}} Y_{1+[n-1]\gamma_n,n} \text{ if } \text{dist}(\gamma, A_2) > 0.
\]

Proof. The probability density function (pdf) of $X_{1+[n-1]\gamma_n,n}$ and $Y_{1+[n-1]\gamma_n,n}$ are respectively given by
\[
f_{X_{1+[n-1]\gamma_n,n}}(x) = \phi'_{n,\gamma_n}(F_X(x)) f_X(x),
\]
and
\[
f_{Y_{1+[n-1]\gamma_n,n}}(x) = \phi'_{n,\gamma_n}(F_Y(x)) f_Y(x),
\]
for every $x \in \mathbb{R}$. Then
\[
P(X_{1+[n-1]\gamma_n,n} \preceq_{\text{as}} Y_{1+[n-1]\gamma_n,n}) = \int_{-\infty}^{\infty} \phi_{n,\gamma_n}(F_X(x)) \phi'_{n,\gamma_n}(F_Y(x)) f_Y(x) dx
\]
\[
\geq \int_{\mathbb{R}\setminus B_0} \phi_{n,\gamma_n}(F_Y(x)) \phi'_{n,\gamma_n}(F_Y(x)) f_Y(x) dx
\]
\[
= \int_{\phi_{n,\gamma_n}(F_Y(\mathbb{R}\setminus B_0))} u du = \frac{1}{2} - \int_{\phi_{n,\gamma_n}(A_0)} u du,
\]
where the inequality follows due to the fact that $F_X(x) \geq F_Y(x)$ for every $x \in \mathbb{R}\setminus B_0$ and $\phi_{n,\gamma_n}$ is nondecreasing, the second equality is obtained by taking the transformation $u = \phi_{n,\gamma_n}(F_Y(x))$ and observing that both $\phi_{n,\gamma_n}$ and $F_Y$ are nondecreasing functions. The last equality is obtained by noting that $\phi_{n,\gamma_n}(F_Y(\mathbb{R}\setminus B_0)) = \phi_{n,\gamma_n}([0, 1]\setminus F_Y(B_0)) = [0, 1] \phi_{n,\gamma_n}(F_Y(B_0)) = [0, 1]\phi_{n,\gamma_n}(A_0)$, where the first equality is due to injectivity of $F_Y$ and the third equality is due to Lemma 3.1. To prove $X_{1+[n-1]\gamma_n,n} \preceq_{\text{as}} Y_{1+[n-1]\gamma_n,n}$, it is enough to show that $\int_{\phi_{n,\gamma_n}(A_0)} u du$ shrinks to 0, as $n \to \infty$. Let $\varepsilon = \text{dist}(\gamma, A_0) > 0$. Then, $A_0 \subseteq (0, \gamma - \varepsilon) \cup (\gamma + \varepsilon, 1)$. Thus,
\[
\int_{\phi_{n,\gamma_n}(A_0)} u du \leq \int_{0}^{\phi_{n,\gamma_n}(\gamma-\varepsilon)} u du + \int_{\phi_{n,\gamma_n}(\gamma+\varepsilon)}^{1} u du
\]
\[
= \frac{\{\phi_{n,\gamma_n}(\gamma-\varepsilon)\}^2}{2} + \frac{1 - \{\phi_{n,\gamma_n}(\gamma+\varepsilon)\}^2}{2},
\]
which goes to 0, as $n \to \infty$, by Proposition 3.16. This completes the first part of the proof. Let $\delta = \text{dist}(\gamma, A_2) > 0$. Then, $A_2 \subseteq (0, \gamma - \delta) \cup (\gamma + \delta, 1)$. We see that
\[
P\{X_{1+[n-1]\gamma_n,n} \preceq_{\text{as}} Y_{1+[n-1]\gamma_n,n}\}
\]
is equal to
\[
\int_{B_2} \phi_{n,\gamma_n}(F_X(x)) \phi'_{n,\gamma_n}(F_Y(x)) f_Y(x) dx + \int_{\mathbb{R}\setminus B_2} \phi_{n,\gamma_n}(F_X(x)) \phi'_{n,\gamma_n}(F_Y(x)) f_Y(x) dx
\]
\[
\leq \int_{B_2} \phi'_{n,\gamma_n}(F_Y(x)) f_Y(x) dx + \int_{\mathbb{R}\setminus B_2} \phi_{n,\gamma_n}(F_Y(x)) \phi'_{n,\gamma_n}(F_Y(x)) f_Y(x) dx
\]
\[
= \int_{\phi_{n,\gamma_n}(A_2)} u du + \int_{-\infty}^{\infty} \phi_{n,\gamma_n}(F_Y(x)) \phi'_{n,\gamma_n}(F_Y(x)) f_Y(x) dx
\]
Example 4.1. Let $X_n \max \gamma t F$ for in this case we cannot conclude anything on the stochastic order between $F_t$ map $t$ baseline distributions. In this work, it is often beneficial to see the class $F$ for $X$ second order moments. Let us denote the respective cdfs of two stochastic processes. We assume all the random variables involved to possess finite $T$ distorted cdf. Let $\gamma n$, the proof follows.

\[
\lim_{n \to \infty} P \left\{ X_{1+[(n-1)\gamma_n]:n} \leq Y_{1+[(n-1)\gamma_n]:n} \right\} \leq 1/2. \tag{3.19}
\]

Since, $A_0 \subseteq A_2$, dist($\gamma, A_2$) $> 0$ $\Rightarrow$ dist($\gamma, A_0$) $> 0$. By the first part of the theorem, it follows that $\lim_{n \to \infty} P \left\{ X_{1+[(n-1)\gamma_n]:n} \leq Y_{1+[(n-1)\gamma_n]:n} \right\} \geq 1/2$. Combining this with (3.19), the proof follows.

4. DEPARTURE-BASED ASYMPTOTIC STOCHASTIC ORDER OF CERTAIN STOCHASTIC PROCESSES

For any distortion function $\phi$ and a cdf $F$, $\phi(F)$ is again a cdf, often referred to as distorted cdf. Let $T \subseteq \mathbb{R}$ be unbounded above and let $\{X_t : t \in T\}$ and $\{Y_t : t \in T\}$ be two stochastic processes. We assume all the random variables involved to possess finite second order moments. Let us denote the respective cdfs of $X_t$ and $Y_t$ by $F_X$ and $F_Y$, for $t \in T$. Assume that there exists a class of distortion functions $\{\phi_t : t \in T\}$ such that $F_X(x) = \phi_t(F_X(x))$ and $F_Y(x) = \phi_t(F_Y(x))$ for every $x \in \mathbb{R}$, where $F_X$ and $F_Y$ are two baseline distributions. In this work, it is often beneficial to see the class $\{\phi_t : t \in T\}$ as a map $t \mapsto \phi_t$ which assigns a distortion function $\phi_t$ to each element of the index set $T$. If $B_0 = \emptyset$ (i.e. $F_X \leq_{st} F_Y$), then we immediately have $F_{X_t} \leq_{st} F_{Y_t}$ by nondecreasingness of $\phi_t$, for every $t \in T$. On the other hand if $B_0 = B_2$, we similarly have $F_{Y_t} \leq_{st} F_{X_t}$ for every $t \in T$. An interesting situation arises when $B_0$ is neither empty nor is equal to $B_2$, for in this case we cannot conclude anything on the stochastic order between $F_X$ and $F_Y$, based on the behaviour of $\phi_t$. The goal of this section is to analyze departure-based asymptotic stochastic order between $F_X$ and $F_Y$, as $t \to \infty$.

Let $T = \mathbb{N}$. Suppose that $X_n \overset{P}{\to} b$ and $Y_n \overset{P}{\to} a$, as $n \to \infty$ with $a > b$. Also let max $\{EX_n^2, EY_n^2\} < \infty$, for every $n \in \mathbb{N}$. It can be checked that $P\{X_n \leq Y_n\}$ can go arbitrarily close to 1, for $n$ large enough. Counterintuitively, the next example shows that, under the given conditions, it is not necessarily true that $X_n \leq_{d-ast} Y_n$, as $n \to \infty$.

Example 4.1. Let $a > b > 0$. Also, for every $n \in \mathbb{N}$, let the respective cdfs $F_{X_n}$ and $F_{Y_n}$, of $X_n$ and $Y_n$, be given by

\[
F_{X_n}(x) = \begin{cases} 
\frac{1}{2n} e^{x+b} & \text{if } -\infty < x \leq -\frac{\sqrt{n}}{2}, \\
x + \frac{1}{2n} + \sqrt{x} & \text{if } -\frac{\sqrt{n}}{2} < x \leq -\frac{\sqrt{n}}{2} + \frac{1}{2n}, \\
\left(\frac{1}{b+\frac{\sqrt{n}}{2} - \frac{1}{2n}}\right)(x-b) + \frac{2}{n} & \text{if } -\frac{\sqrt{n}}{2} + \frac{1}{2n} < x \leq b, \\
(n-3)(x-b) + \frac{2}{n} & \text{if } b < x \leq b + \frac{1}{n}, \\
1 - \frac{1}{n} e^{-(x-b-\frac{1}{b})} & \text{if } b + \frac{1}{n} < x < \infty.
\end{cases}
\]

and
Let us write $A_{0,n} = \{ u \in (0, 1) : F_{Y_n}^{-1}(u) > F_{X_n}^{-1}(u) \}$. Now, it can be checked that

$$EX_n^2 < \infty, \ EY_n^2 < \infty, \ X_n \overset{P}{\rightarrow} a \ \text{and} \ Y_n \overset{P}{\rightarrow} b,$$

$$\int_{A_{0,n}} (F_{X_n}^{-1}(u) - F_{Y_n}^{-1}(u))^2 du > \frac{3}{32}, \ \text{for every} \ n \geq 4,$$

$$\int_0^1 (F_{X_n}^{-1}(u) - F_{Y_n}^{-1}(u))^2 du \leq \frac{1}{3} (b - a)^2 + \frac{b - a}{6}, \ \text{for every} \ n \in \mathbb{N}.$$

Setting $c = \frac{1}{3} (b - a)^2 + \frac{b - a}{6}$, we have $\varepsilon_{W_2}(F_{X_n}, F_{Y_n}) > \frac{3}{32c}$, whenever $n \geq 4$. Thus, $\lim_{n \rightarrow \infty} \varepsilon_{W_2}(F_{X_n}, F_{Y_n}) \geq \frac{3}{32c} > 0$. Hence, we cannot have $X_n \leq_{d-ast} Y_n$, as $n \rightarrow \infty$. \hfill \blacksquare

The main result of this section gives sufficient conditions on the asymptotic behaviour of the map $t \mapsto \phi_t$ and two baseline distributions $F_X$ and $F_Y$ to ensure asymptotic stochastic dominance of $\phi_t(F_X)$ over $\phi_t(F_Y)$ as $t \rightarrow \infty$. We assume that $F_X$ and $F_Y$ are continuous, strictly increasing and have finite second order moments. Let $A_0, B_0, A_2$ and $B_2$ be as defined in Lemma 3.1. Also, for $\gamma \in [0, 1]$, let $c_\gamma, a_\gamma, d_\gamma$ and $b_\gamma$ be as defined in Theorem 3.9. Further, we assume the following conditions:

(C1) $\phi_t$ is strictly increasing in $[0, 1]$, for every $t \geq t_0$, for some $t_0 \in T$.

(C2) $\phi_t$ is continuously differentiable in $(0, 1)$ for every $t \geq t_0$, for some $t_0 \in T$.

(C3) For $i = 1, 2, \ldots, p$, there exists $\delta_i > 0$ such that if $\gamma_i - \delta_i \leq a < b < \gamma_i$ or $\gamma_i < b < a \leq \gamma_i + \delta_i$, then $\phi_t(a)/\phi_t(b) \rightarrow 0$ as $t \rightarrow \infty$.

(C4) For any $\epsilon > 0$, there exists $t_0 \in T$ such that, for every $t \geq t_0$, $\phi_t$ is convex in $[0, \gamma_1 - \epsilon] \cup [\gamma_1 + \epsilon, \gamma_2 - \epsilon] \cup [\gamma_2 + \epsilon, \gamma_3 - \epsilon] \cup \cdots \cup [\gamma_{p-1} + \epsilon, \gamma_p - \epsilon] \cup [\gamma_p + \epsilon, 1]$.

Here (C1) and (C2) respectively provide us with overall nature and smoothness of $\phi_t$, whereas (C3) and (C4) describe asymptotic behaviour of $\phi_t$ near and away from each $\gamma_i$, respectively. As a consequence of these conditions, any random variable $U_t$ with support $[0, 1]$ and cdf $\phi_t$, has the probability mass concentrated more and more around the points $\gamma_1, \gamma_2, \ldots, \gamma_p$, as $t \rightarrow \infty$. In this work, without loss of generality, we shall consider $\delta_1 < (\gamma_2 - \gamma_1)/2, \delta_i < \min\{(\gamma_i - \gamma_{i-1})/2, (\gamma_{i+1} - \gamma_i)/2\}$ for every $i \in \{2, 3, \ldots, p - 1\}$ and $\delta_p < (\gamma_p - \gamma_{p-1})/2$, so that for every $i \in \{1, 2, \ldots, p - 1\}$, $(\gamma_i - \delta_i, \gamma_i + \delta_i) \cap [0, 1]$ and $(\gamma_{i+1} - \delta_{i+1}, \gamma_{i+1} + \delta_{i+1}) \cap [0, 1]$ do not intersect each other.

Now, we state the main result of this section, under the setup and the notational scheme described above.

**Theorem 4.2.** Let $\{X_t : t \in T\}$ and $\{Y_t : t \in T\}$ be two stochastic processes. For every $t \in T$, let $X_t$ and $Y_t$ have the respective cdfs $F_{X_t} = \phi_t(F_X)$ and $F_{Y_t} = \phi_t(F_Y)$, where $\{\phi_t : t \in T\}$ is a sequence of distortion functions satisfying (C1)-(C4), and let $F_X$ and $F_Y$ be two baseline distributions, which are continuous, strictly increasing and have finite second order moments satisfying the following conditions for every $i \in \{1, 2, \ldots, p\}$. 


equality follows from the fact that $F_2$ where the first equality follows from Lemma 3.1 and injectivity of $f$.

Then, $X_t \preceq_{d,ast} Y_t$, as $t \to \infty$.

To prove Theorem 4.2, we need the following lemmas, which are given under the setup of the theorem itself.

**Lemma 3.3.** Let $t \in T$. Then, $F_{X_t}^{-1}(v) = F_Y^{-1}((φ_t^{-1})(v))$, for every $v \in [0,1]$.

**Lemma 4.4.** For any $t \in T$, let us define $A_{0,t} = \{v \in (0,1) : F_{X_t}^{-1}(v) > F_Y^{-1}(v)\}$. Then $A_{0,t} = φ_t(A_0)$, where $φ_t(A_0) = \{φ_t(u) : u \in A_0\}$.

The proofs of Lemma 3.3 and Lemma 4.4 are similar to the respective proofs of Lemma 3.7 and Lemma 3.8, and hence omitted. The next two lemmas follow from the defining properties of convex function.

**Lemma 5.5.** Let $-\infty < a < b < \infty$ and let $f : [a,b] \to \mathbb{R}$ be a convex function. Then, max $\{f(x) : a \leq x \leq b\} = \max \{f(a), f(b)\}$.

**Lemma 5.6.** Let $-\infty < a < b < \infty$ and let $f : [a,b] \to \mathbb{R}$ be a convex function such that $f(a) > f(c) > f(b)$. Then $\min \{f(x) : a \leq x \leq c\} = f(c)$. Again, if $f(a) < f(c) < f(b)$, then $\min \{f(x) : c \leq x \leq b\} = f(c)$.

*Proof of Theorem 4.2.* If $F_X = F_Y$ throughout, then so is $F_{X_t} = F_{Y_t}$. For the sake of nontriviality, let us assume that $F_X$ is not identical to $F_Y$. Now, there can be four possible cases:

(i) $0 < γ_1 < γ_2 < \cdots < γ_{p-1} < γ_p < 1$,
(ii) $0 < γ_1 < γ_2 < \cdots < γ_{p-1} < γ_p = 1$,
(iii) $0 = γ_1 < γ_2 < \cdots < γ_{p-1} < γ_p < 1$,
(iv) $0 = γ_1 < γ_2 < \cdots < γ_{p-1} < γ_p = 1$.

We shall prove the result for case (i). The proofs for the other cases are similar. By (A1) and (A2), we have sup $\{A_0 \cap (0,γ_i)\} < γ_i < \inf \{A_0 \cap (γ_i,1)\}$, and hence, for every $i = 1,2, \ldots, p$, we have $γ_i \notin A_0$. Let $γ_0 = 0$ and $γ_{p+1} = 1$. Then

$$A_0 = A_0 \cap \{∪_{i=0}^p(γ_i, γ_{i+1})\} = ∪_{i=0}^p \{A_0 \cap (γ_i, γ_{i+1})\}. \tag{4.1}$$

Let us fix $i \in \{0,1, \ldots, p\}$. In the case where $A_0 \cap (γ_i, γ_{i+1}) \neq \emptyset$, we have

$$A_0 \cap (γ_i, γ_{i+1}) = F_X(B_0) \cap F_Y(F_X^{-1}(γ_i), F_X^{-1}(γ_{i+1}))$$
$$= F_X(B_0 \cap (F_X^{-1}(γ_i), F_X^{-1}(γ_{i+1}))), \tag{4.2}$$

where the first equality follows from Lemma 3.1 and injectivity of $F_X$, and the second equality follows from the fact that $F_X$ is nondecreasing and continuous. Now,

$$\sup \{A_0 \cap (γ_i, γ_{i+1})\} = \sup \{F_X(B_0 \cap (F_X^{-1}(γ_i), F_X^{-1}(γ_{i+1})))\}$$
$$\leq \sup \{F_X(B_0 \cap (−∞, F_X^{-1}(γ_{i+1})))\}$$
$$= F_X(\sup \{B_0 \cap (−∞, F_X^{-1}(γ_{i+1})))\}$$
$$= F_X(c_{γ_{i+1}}),$$
where the first equality follows from (4.2) and the second equality follows from non-decreasingness of $F_X$. Similarly, we have $\inf \{ A_0 \cap (\gamma_i, \gamma_{i+1}) \} = F_X (d_{\gamma_i})$. Combining these observations, we have

$$A_0 \cap (\gamma_i, \gamma_{i+1}) \subseteq (F_X (d_{\gamma_i}), F_X (c_{\gamma_{i+1}})), \text{ for } i = 0, 1, \ldots, p. \tag{4.3}$$

Now, we have

$$\varepsilon_{W_2} (F_{X_1}, F_{X_2}) = \frac{\int_{\gamma_i}^{\gamma_{i+1}} (F_X^{-1}(u) - F_Y^{-1}(u))^2 du}{\int_{\gamma_i}^{\gamma_{i+1}} (F_X^{-1}(u) - F_Y^{-1}(u))^2 du}$$

$$= \frac{\int_{\gamma_i}^{\gamma_{i+1}} (F_X^{-1}(\phi^{-1}_t(u)) - F_Y^{-1}(\phi^{-1}_t(u)))^2 du}{\int_{\gamma_i}^{\gamma_{i+1}} (F_X^{-1}(\phi^{-1}_t(u)) - F_Y^{-1}(\phi^{-1}_t(u)))^2 du}$$

$$= \frac{\int_{\gamma_i}^{\gamma_{i+1}} (F_X^{-1}(u) - F_Y^{-1}(u))^2 \phi'_t(u) du}{\int_{\gamma_i}^{\gamma_{i+1}} (F_X^{-1}(u) - F_Y^{-1}(u))^2 \phi'_t(u) du}$$

$$= \sum_{i=0}^{p} \frac{\int_{\gamma_i}^{\gamma_{i+1}} (F_X^{-1}(u) - F_Y^{-1}(u))^2 \phi'_t(u) du}{\int_{\gamma_i}^{\gamma_{i+1}} (F_X^{-1}(u) - F_Y^{-1}(u))^2 \phi'_t(u) du}, \tag{4.4}$$

where $A_0, t = \{ u \in (0, 1) : F_X^{-1}(u) > F_Y^{-1}(u) \}$, the second equality is due to Lemma 4.3, the third equality follows by taking the transformation $\phi^{-1}_t(u) = u$ and using Lemma 4.4 and the fourth equality follows from (4.1). If $A_0 \cap (\gamma_i, \gamma_{i+1}) = \emptyset$, then the $(i+1)$th term does not contribute to $\varepsilon_{W_2} (F_{X_1}, F_{X_2})$. On the other hand, if $A_0 \cap (\gamma_i, \gamma_{i+1}) \neq \emptyset$, then by (4.3),

$$\int_{\gamma_i}^{\gamma_{i+1}} (F_X^{-1}(u) - F_Y^{-1}(u))^2 \phi'_t(u) du \leq \int_{\gamma_i}^{\gamma_{i+1}} (F_X^{-1}(u) - F_Y^{-1}(u))^2 \phi'_t(u) du$$

Now, there can be two cases:

**Case (i):** $\phi'_t (F_X (d_{\gamma_i})) \leq \phi'_t (F_X (c_{\gamma_{i+1}}))$. In this case, for large $t$, we have

$$\int_{\gamma_i}^{\gamma_{i+1}} (F_X^{-1}(u) - F_Y^{-1}(u))^2 \phi'_t(u) du \leq \int_{\gamma_i}^{\gamma_{i+1}} (F_X^{-1}(u) - F_Y^{-1}(u))^2 \phi'_t(u) du$$

$$\leq \frac{\int_{\gamma_i}^{\gamma_{i+1}} (F_X^{-1}(u) - F_Y^{-1}(u))^2 \phi'_t(u) du}{\int_{\gamma_i}^{\gamma_{i+1}} (F_X^{-1}(u) - F_Y^{-1}(u))^2 \phi'_t(u) du}$$

$$\leq \frac{\phi'_t (F_X (c_{\gamma_{i+1}})) \int_{\gamma_i}^{\gamma_{i+1}} (F_X^{-1}(u) - F_Y^{-1}(u))^2 du}{\phi'_t (F_X (a_{\gamma_{i+1}}) - \epsilon) \int_{\gamma_i}^{\gamma_{i+1}} (F_X^{-1}(u) - F_Y^{-1}(u))^2 du}$$

$$\leq \frac{\phi'_t (\max \{ F_X (c_{\gamma_{i+1}}), \gamma_{i+1} - \delta_{i+1} \}) \int_{\gamma_i}^{\gamma_{i+1}} (F_X^{-1}(u) - F_Y^{-1}(u))^2 du}{\phi'_t (F_X (a_{\gamma_{i+1}}) - \epsilon) \int_{\gamma_i}^{\gamma_{i+1}} (F_X^{-1}(u) - F_Y^{-1}(u))^2 du}$$

where $\epsilon < F_X (a_{\gamma_{i+1}}) - (\gamma_{i+1} - \delta_{i+1})$ is an arbitrarily small positive real number, the second inequality follows from (4.4), Lemma 4.5 and Lemma 4.6. Note that there exists $t_1, t_2 \in T$ such that $t \geq t_1 \Rightarrow \phi'_t (F_X (a_{\gamma_{i+1}}) - \epsilon) / \phi'_t (F_X (a_{\gamma_{i+1}}) - \epsilon/2) < 1$ and $t \geq t_2 \Rightarrow \phi'_t (\gamma_{i+1} - \delta_{i+1}) / \phi'_t (F_X (a_{\gamma_{i+1}}) - \epsilon) < 1$. Hence, for every $t \geq t_0 = \max \{ t_1, t_2 \}$,
we have $\phi'_i(\gamma_{i+1} - \delta_{i+1}) < \phi'_i(F_X(a_{\gamma_{i+1}}) - \epsilon) < \phi'_i(F_X(a_{\gamma_{i+1}}) - \epsilon/2)$. The last inequality follows from Lemma 4.5. On the other hand, if $F_X(c_{\gamma_{i+1}}) \geq \gamma_{i+1} - \delta_{i+1}$, then the inequality becomes an equality.

**Case (ii):** $\phi'_i(F_X(d_{\gamma})) > \phi'_i(F_X(c_{\gamma_{i+1}}))$. Proceeding similarly as in Case (i), we have

$$
\frac{\int_{F_X(d_{\gamma})}^{F_X(c_{\gamma_{i+1}})} (F_X^{-1}(u) - F_X^{-1}(v))^2 \phi'_i(u) \, du}{\int_{F_X(d_{\gamma})}^{F_X(c_{\gamma_{i+1}})} (F_X^{-1}(u) - F_X^{-1}(v))^2 \phi'_i(v) \, dv} \leq \phi'_i(\min\{F_X(d_{\gamma}), \gamma_{i+1} + \delta_{i+1}\}) \frac{\int_{F_X(b_{\gamma})}^{F_X(c_{\gamma_{i+1}})} (F_X^{-1}(u) - F_X^{-1}(v))^2 \, du}{\phi'_i(F_X(b_{\gamma}) + \epsilon) \int_{F_X(b_{\gamma})}^{F_X(c_{\gamma_{i+1}})} (F_X^{-1}(u) - F_X^{-1}(v))^2 \, dv}.
$$

Substituting each of the ratios of integrals in the right hand side of (4.4) and combining the two cases, we obtain

$$
\varepsilon_{w_2}(F_{X_{t}}, F_{Y_{t}}) \leq \sum_{i=0}^{p} k_{t, \gamma_{i+1}} \varepsilon_{w_2}(F_{X_{t}}, F_{Y_{t}}), \quad (4.5)
$$

where, for $i = 0, 1, \ldots, p$,

$$
k_{t, \gamma_{i+1}} = \max\left\{ \frac{\int_{F_X(d_{\gamma})}^{F_X(c_{\gamma_{i+1}})} (F_X^{-1}(u) - F_X^{-1}(v))^2 \phi'_i(u) \, du}{\int_{F_X(d_{\gamma})}^{F_X(c_{\gamma_{i+1}})} (F_X^{-1}(u) - F_X^{-1}(v))^2 \phi'_i(v) \, dv}, \frac{\int_{F_X(b_{\gamma})}^{F_X(c_{\gamma_{i+1}})} (F_X^{-1}(u) - F_X^{-1}(v))^2 \, du}{\phi'_i(F_X(b_{\gamma}) + \epsilon) \int_{F_X(b_{\gamma})}^{F_X(c_{\gamma_{i+1}})} (F_X^{-1}(u) - F_X^{-1}(v))^2 \, dv} \right\},
$$

if $A_0 \cap (\gamma_i, \gamma_{i+1}) \neq \emptyset$ and equal to 0 otherwise, and

$$
Z_{t, \gamma_{i+1}} = \max\left\{ \frac{\phi'_i(\min\{F_X(d_{\gamma}), \gamma_{i+1} + \delta_{i+1}\})}{\phi'_i(\gamma_{i+1} + \epsilon)}, \frac{\phi'_i(\max\{F_X(c_{\gamma_{i+1}}), \gamma_{i+1} - \delta_{i+1}\})}{\phi'_i(\gamma_{i+1} - \epsilon)} \right\},
$$

if $A_0 \cap (\gamma_i, \gamma_{i+1}) \neq \emptyset$ and equal to 0 otherwise. It follows that $0 \leq k_{t, \gamma_{i+1}} < \infty$. If $A_0 \cap (\gamma_i, \gamma_{i+1}) = \emptyset$, then $Z_{t, \gamma_{i+1}} = 0$, for every $t \in T$. Let us now assume that $A_0 \cap (\gamma_i, \gamma_{i+1}) \neq \emptyset$. Note that $\gamma_i < \gamma_{i+1} + \epsilon < \min\{F_X(d_{\gamma}), \gamma_{i+1} + \delta_{i+1}\} \leq \gamma_i + \delta_{i+1}$ and $\gamma_{i+1} - \delta_{i+1} < \max\{\gamma_{i+1} - \delta_{i+1}, F_X(c_{\gamma_{i+1}})\} < \gamma_{i+1} - \epsilon < \gamma_{i+1}$, for small enough $\epsilon > 0$. Thus, by (C3), $Z_{t, \gamma_{i+1}} \to 0$, as $t \to \infty$. The proof now follows by taking limit, as $t \to \infty$ on both sides of (4.5).

The following proposition is not only useful in the rest of the paper but also provides intuition on asymptotic behaviour of $\phi'_i$, as $t \to \infty$.

**Proposition 4.7.** Let $\{\phi_t : t \in T\}$ be a class of distortion functions, satisfying (C1)–(C4). Then $\phi'_i(u) \to 0$, as $t \to \infty$, whenever $u \in [0, 1] \setminus \{\gamma_1, \gamma_2, \ldots, \gamma_p\}$.

**Proof.** Let us fix $i \in \{1, 2, \ldots, p\}$ and assume that $\gamma_i < u < \gamma_{i+1}$. The case when $0 \leq u < \gamma_i$ or $\gamma_p < u \leq 1$ will be considered afterwards. For every $i \in \{1, 2, \ldots, p\}$, let $\delta_i$ be as in (C3). Now, we have the following cases.

**Case 1.** $\gamma_i < u \leq \gamma_{i+1} + \delta_{i+1}$. Suppose, for the sake of contradiction, that $\phi'_i(u) \to 0$, as $t \to \infty$. Hence, there exists $\epsilon > 0$ and a sequence $\{t_n : n \in \mathbb{N}\}$ such that $t_n \to \infty$, as $n \to \infty$ and $\phi'_i(t_n) > \epsilon$ for every $n \in \mathbb{N}$. Let us fix $v \in (\gamma_i, u)$ and $w \in (\gamma_i, v)$. By (C3), $lim_{n \to \infty} \phi'_i(t_n) / \phi'_i(t_n) = 0$ and $lim_{n \to \infty} \phi'_i(v) / \phi'_i(v) = 0$. Thus, there exists $N_1 \in \mathbb{N}$ and $N_2 \in \mathbb{N}$ such that $\phi'_i(v) / \phi'_i(v) < 1$, whenever $n \geq N_1$ and $\phi'_i(v) / \phi'_i(v) < 1$, whenever $n \geq N_2$. Again, for any $\alpha > 0$, there exists $N_3 \in \mathbb{N}$ such that $n \geq N_3$. Then, $\phi'_i(u) \leq \phi'_i(v) / \phi'_i(v) < 1$, whenever $n \geq N_1$ and $\phi'_i(u) / \phi'_i(u) < 1$, whenever $n \geq N_2$. This contradicts our assumption.
implies $\phi_t'(u)/\phi_t'(v) < \alpha$, i.e., $\phi_t'(v) > \phi_t'(u)/\alpha > \epsilon/\alpha$. Since $w < v < u$ by choice and $\phi_t'(w) > \phi_t'(v) > \phi_t'(u)$, for every $n \geq \max\{N_1, N_2\}$, it follows from Lemma 4.6 that $\min\{\phi_t'(z) : w \leq z \leq v\} = \phi_t'(v)$, for every $n \geq \max\{N_1, N_2\}$. Then, for every $n \geq \max\{N_1, N_2, N_3\}$, we have

$$\int_w^u \phi_t'(z)dz \geq (v-w)\phi_t'(v) > (v-w)\alpha.$$

This is a contradiction since the integral in the left hand side is equal to $\phi_t'(v) - \phi_t'(w)$, which can at most be 1 and the ratio in the right hand side can be made arbitrarily large by choosing $\alpha > 0$ to be small enough. Hence we must have $\lim_{t \to \infty} \phi_t'(u) = 0$.

**Case 2.** $\gamma_{i+1} - \delta_{i+1} \leq u < \gamma_{i+1}$. By a similar line of argument, based on contradiction, as in the previous case, one can show that $\lim_{t \to \infty} \phi_t'(u) = 0$.

**Case 3.** $\gamma_i + \delta_i < u < \gamma_{i+1} - \delta_{i+1}$. It follows from Lemma 4.5 that, for every $t \geq t_0$, we have $\phi_t'(u) \leq \max\{\phi_t'(\gamma_i + \delta_i), \phi_t'(\gamma_{i+1} - \delta_{i+1})\}$. From the previous two cases, we have $\phi_t'(\gamma_i + \delta_i) \to 0$ and $\phi_t'(\gamma_{i+1} - \delta_{i+1}) \to 0$, as $t \to \infty$. Thus, $\lim_{t \to \infty} \max\{\phi_t'(\gamma_i + \delta_i), \phi_t'(\gamma_{i+1} - \delta_{i+1})\} = 0$. Consequently $\lim_{t \to \infty} \phi_t'(u) = 0$.

**Case 4.** $0 \leq u < \gamma_1$. This case can be treated similarly using the same arguments as in Case 2 (for $0 \leq u < \gamma_1 - \delta_1$) and Case 3 (for $\gamma_1 - \delta_1 \leq u < \gamma_1$).

**Case 5.** $\gamma_p < u \leq 1$. This case can be dealt with similarly using the arguments given in Case 1 (for $\gamma_p < u \leq \gamma_p + \delta_p$) and Case 2 (for $\gamma_p + \delta_p < u \leq 1$).

\[\Box\]

**5. Applications**

**Mixtures of order statistics.** Let $F_1, F_2, \ldots, F_p$ be $p$ cdfs. Consider the finite mixture of these cdfs $F(x) = \sum_{i=1}^{p} \alpha_i F_i(x)$, where $\alpha_i \geq 0$ for every $i \in \{1, 2, \ldots, p\}$ and $\sum_{i=1}^{p} \alpha_i = 1$. Mixture distributions have significant applications in statistics, text classification, speech recognition, disease mapping, meta analysis among other fields of study. In particular, mixtures of order statistics have attracted special interests in various contexts. Let us consider a coherent system with $n$ components, with respective lifetimes $X_1, X_2, \ldots, X_n$. Then the cdf of system lifetime, $T$, have the representation, given by

$$F_T(x) = \sum_{i=1}^{n} s_i F_{X_{i,n}}(x),$$

for every $x \in \mathbb{R}$, where $(s_1, s_2, \ldots, s_n)$ is the signature vector, which provides us with distribution-free characterization of the design of the system (see Samaniego [12]). In the present section, we explore asymptotic stochastic comparison of finite mixtures of order statistics, generated from two homogeneous samples.

Let $F_X$ and $F_Y$ be two continuous, strictly increasing cdfs and let $p \in \mathbb{N}$. Assume that $\gamma = (\gamma_1, \gamma_2, \ldots, \gamma_p) \in [0, 1]^p$ and $\gamma_n = (\gamma_{1,n}, \gamma_{2,n}, \ldots, \gamma_{p,n}) \in [0, 1]^p$, where $\gamma_{i,n} \to \gamma_i$ with the rate of convergence $|\gamma_{i,n} - \gamma_i| = O(1/n)$, for $i = 1, 2, \ldots, p$. Also, let $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_p) \in (0, 1)^p$ with $\sum_{i=1}^{p} \alpha_i = 1$. Let us define the mixtures of order statistics (characterized by $\alpha$ and $\gamma_n$) based on the respective random samples (of size $n$) from
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Let this point be $\phi$.

for every $0 \leq \gamma_i, \gamma_j \leq 1$. In this case, we consider the cases when $j = i$ and $j < i$ separately.

**Case (i):** $j > i$. In this case, $\gamma_j > \gamma_i$ and hence $\gamma_{j,n} > \gamma_{i,n}$ for large $n$. Then, it follows from (5.3) and (5.4) that

$$
\left(\frac{n - 1}{[(n - 1)x]^1}\right)^{-1} \left(\frac{n - 1}{[(n - 1)y]^1}\right) = \prod_{k=\lfloor(n - 1)x+1\rfloor}^{\lfloor(n - 1)y\rfloor} \frac{n - k}{k},
$$

for every $0 \leq x < y \leq 1$. Now, we consider the cases when $j > i$ and $j < i$ separately.

**Case (i):** $j > i$. In this case, $\gamma_j > \gamma_i$ and hence $\gamma_{j,n} > \gamma_{i,n}$ for large $n$. Then, it follows from (5.3) and (5.4) that

$$
\left(\frac{n - 1}{u_{i,j,n}}\right)^{(n - 1)\gamma_{j,n} - (n - 1)\gamma_{i,n}} = \prod_{k=\lfloor(n - 1)\gamma_{j,n}+1\rfloor}^{\lfloor(n - 1)\gamma_{i,n}\rfloor} \frac{n - k}{k}.
$$

Under the above setup, we have the following results which are needed to prove the main result, Theorem 5.5. The next lemma is required to prove Proposition 5.3.

**Lemma 5.1.** For every $i \in \{1, 2, \ldots, p\}$, there exists $\delta_i > 0$ and $N \in \mathbb{N}$ such that $\phi'_{n,\gamma_{i,n}}(u) \geq \phi'_{n,\gamma_{j,n}}(u)$, for every $u \in (\gamma_i - \delta_i, \gamma_i + \delta_i) \cap [0, 1]$, $j \in \{1, 2, \ldots, p\}$ and $n \geq N$.

**Proof.** Let us fix $i \in \{1, 2, \ldots, p\}$. By Proposition 3.16, we have $\phi'_{n,\gamma_{i,n}}(u) \to \infty$, if $u = \gamma_i$ and $\phi'_{n,\gamma_{i,n}}(u) \to 0$, otherwise. If $j = i$, the proof is trivial. Thus, we consider $j \in \{1, 2, \ldots, p\} \setminus \{i\}$. Then, $\phi'_{n,\gamma_{j,n}}(u) \to \infty$ if $u = \gamma_j$ and $\phi'_{n,\gamma_{j,n}}(u) \to 0$ otherwise. Thus, for large $n$, $\phi'_{n,\gamma_{j,n}}(\gamma_i) > \phi'_{n,\gamma_{j,n}}(\gamma_i)$ and $\phi'_{n,\gamma_{j,n}}(\gamma_j) < \phi'_{n,\gamma_{j,n}}(\gamma_j)$. By (C1), both $\phi'_{n,\gamma_{i,n}}$ and $\phi'_{n,\gamma_{j,n}}$ are continuous. Hence they must cross each other between $\gamma_i$ and $\gamma_j$. Let this point be $u_{i,j,n}$. We shall show that $\{u_{i,j,n} : n \in \mathbb{N}\}$ forms a convergent sequence and its limit $u_{i,j}$ is bounded away from both $\gamma_i$ and $\gamma_j$, i.e.,

$$
\delta_{i,j} := \min \{|\gamma_i - u_{i,j}|, |\gamma_j - u_{i,j}|\} > 0.
$$

Note that $\phi'_{n,\gamma_{i,n}}(u_{i,j,n}) = \phi'_{n,\gamma_{j,n}}(u_{i,j,n})$. From (3.2), this is equivalent to

$$
\left(\begin{array}{c}
\frac{(n - 1)}{[(n - 1)\gamma_{i,n}]}
\end{array}\right)^{\lfloor(n - 1)\gamma_{i,n}\rfloor - \lfloor(n - 1)\gamma_{i,n}\rfloor - 1} \frac{(n - 1)\gamma_{j,n} - (n - 1)\gamma_{i,n}}{(n - 1)\gamma_{j,n} - (n - 1)\gamma_{i,n}}

= \left(\begin{array}{c}
\frac{(n - 1)}{[(n - 1)\gamma_{j,n}]}
\end{array}\right)^{\lfloor(n - 1)\gamma_{j,n}\rfloor - \lfloor(n - 1)\gamma_{j,n}\rfloor - 1} \frac{(n - 1)\gamma_{j,n} - (n - 1)\gamma_{j,n}}{(n - 1)\gamma_{j,n} - (n - 1)\gamma_{j,n}}.
$$

We shall need the following identity.

$$
\left(\frac{n - 1}{[(n - 1)x]^1}\right)^{-1} \left(\frac{n - 1}{[(n - 1)y]^1}\right) = \prod_{k=\lfloor(n - 1)x+1\rfloor}^{\lfloor(n - 1)y\rfloor} \frac{n - k}{k},
$$

for every $0 \leq x < y \leq 1$. Now, we consider the cases when $j > i$ and $j < i$ separately.
Thus, the left hand side of (5.5) must converge and hence $u_{i,j,n}$ converges to some limit $u_{i,j}$, as $n \to \infty$. Then
\[
\ln \left( \frac{1 - u_{i,j,n}}{u_{i,j,n}} \right) = \frac{1}{\gamma_j - \gamma_i} \int_{\gamma_i}^{\gamma_j} \ln \left( \frac{1 - x}{x} \right) \, dx.
\]

Since, $\ln \left( \frac{1 - x}{x} \right)$ is strictly decreasing in $x$, we have
\[
\ln \left( \frac{1 - \gamma_i}{\gamma_j} \right) < \ln \left( \frac{1 - u_{i,j,n}}{u_{i,j,n}} \right) < \ln \left( \frac{1 - \gamma_j}{\gamma_i} \right).
\]

It follows that $\gamma_i < u_{i,j} < \gamma_j$, which implies (5.2).

Case (ii): $j < i$. In this case, $\gamma_{j,n} < \gamma_{i,n}$. Proceeding similarly as in Case (i), we have $\gamma_j < u_{i,j} < \gamma_i$, which implies (5.2).

The proof now follows by choosing $\delta_i = \min \{\delta_{i,j} : j \in \{1, 2, \ldots, p\} \setminus \{i\}\}$. \qed

**Remark 5.2.** Although it is not required for the proof of Lemma 5.1 itself, it is interesting to note that
\[
\min \{\delta_{i,j} : j \in \{1, 2, \ldots, p\} \setminus \{i\}\} = \begin{cases} 
\delta_{i,2} & \text{if } i = 1, \\
\min \{\delta_{i,i-1}, \delta_{i,i+1}\} & \text{if } i \in \{2, \ldots, p-1\}, \\
\delta_{p-1,p} & \text{if } i = p.
\end{cases}
\]

Hence, in the choice of $\delta_i$, the minimum is taken over at most 2 positive real numbers (instead of $p - 1$). To see this, it is enough to notice that (i) $u_{i,i-1} < \gamma_i < u_{i,i+1}$ and (ii) $u_{i,j}$ is nondecreasing in $j \in \{1, 2, \ldots, p\} \setminus \{i\}$, for every $i \in \{1, 2, \ldots, p\}$. To show the latter fact, let us choose $j$ and $k$ from the set $\{1, 2, \ldots, p\} \setminus \{i\}$ such that $j < k$. If $j < i < k$, then $u_{i,j} < \gamma_i < u_{i,k}$. If $i < j < k$, then for large $n$, $u < u_{i,j} \Rightarrow \phi'_{n,\gamma_{j,n}}(u) > \phi'_{n,\gamma_{k,n}}(u)$. Again, for large $n$, $u < u_{j,k} \Rightarrow \phi'_{n,\gamma_{j,n}}(u) > \phi'_{n,\gamma_{k,n}}(u)$. Note that $u_{i,j} < \gamma_j < u_{j,k}$. Thus, whenever $u < u_{i,j}$, we have $\phi'_{n,\gamma_{j,n}}(u) > \phi'_{n,\gamma_{k,n}}(u)$. Hence $u_{i,j} \leq u_{i,k}$. If $j < k < i$, it can be shown that $u_{i,j} \leq u_{i,k}$ by similar line of arguments.

**Proposition 5.3.** For every $i \in \{1, 2, \ldots, p\}$, there exists $\delta_i > 0$ such that, if $\gamma_i - \delta_i < a < b < \gamma_i$ or $\gamma_i > b > a > \gamma_i + \delta_i$, then
\[
\frac{\phi'_{n,\alpha,\gamma_{b,n}}(a)}{\phi'_{n,\alpha,\gamma_{b,n}}(b)} \to 0 \text{ as } n \to \infty.
\]

(5.6)
Proof. By Lemma 5.1, there exists positive real numbers \(\delta_1, \delta_2, \ldots, \delta_p\) such that, for every \((i, j) \in \{1, 2, \ldots, p\} \times \{1, 2, \ldots, p\}\), \(\phi'_{n, \gamma_n}(u) \geq \phi'_{n, \gamma_j}(u)\), whenever \(u \in (\gamma_i - \delta_i, \gamma_i + \delta_i) \cap [0, 1]\). Now, let us fix \(i \in \{1, 2, \ldots, p\}\) and \(\gamma_i < b < a < \gamma_i + \delta_i\). Then, by (3.2), we have

\[
\frac{\phi'_{n, \alpha, \gamma}(a)}{\phi'_{n, \alpha, \gamma_n}(a)} = \frac{\sum_{j=1}^{p} \alpha_j \phi'_{n, \gamma_j}(a)}{\sum_{j=1}^{p} \alpha_j \phi'_{n, \gamma_j}(a)}
\]

\[
= \frac{\sum_{j=1}^{i} \alpha_j \phi'_{n, \gamma_j}(a) + \sum_{j=i+1}^{p} \alpha_j \phi'_{n, \gamma_j}(a)}{\sum_{j=1}^{i} \alpha_j \phi'_{n, \gamma_j}(b) + \sum_{j=i+1}^{p} \alpha_j \phi'_{n, \gamma_j}(b)}
\]

\[
\leq \frac{\sum_{j=1}^{i} \alpha_j \phi'_{n, \gamma_j}(a)}{\sum_{j=i+1}^{p} \alpha_j \phi'_{n, \gamma_j}(b)} + \sum_{j=i+1}^{p} \alpha_j \phi'_{n, \gamma_j}(b)
\]

where the last inequality follows from Lemma 5.1. Applying Corollary 3.6 on \(\phi_{n, \gamma_1}, \phi_{n, \gamma_2}, \ldots, \phi_{n, \gamma_p}\), we have \(\phi'_{n, \gamma_j}(a)/\phi'_{n, \gamma_j}(b) \to 0\), as \(n \to \infty\), for every \(j \in \{1, 2, \ldots, i\}\), which implies (5.6). On the other hand, if \(\gamma_i - \delta < a < b < \gamma_i\), then proceeding in a similar line, we obtain

\[
\frac{\phi_{n, \alpha, \gamma}(a)}{\phi_{n, \alpha, \gamma_n}(b)} \leq \frac{\phi'_{n, \gamma_1}(a)}{\phi'_{n, \gamma_1}(b)} \sum_{j=1}^{i} \frac{\alpha_j}{\phi'_{n, \gamma_j}(b)} + \sum_{j=i+1}^{p} \frac{\alpha_j}{\phi'_{n, \gamma_j}(b)}
\]

Again, applying Corollary 3.6 on \(\phi_{n, \gamma_i}, \ldots, \phi_{n, \gamma_p}\), we have \(\phi'_{n, \gamma_j}(a)/\phi'_{n, \gamma_j}(b) \to 0\), as \(n \to \infty\), for every \(j \in \{i, \ldots, p\}\), which implies (5.6). Hence the proof is established. \[\square\]

Lemma 5.4. For every \(\epsilon > 0\), there exists \(N \in \mathbb{N}\) such that \(\phi'_{n, \alpha, \gamma}\) is convex in \([0, \gamma_1 - \epsilon] \cup [\gamma_1 + \epsilon, \gamma_2 - \epsilon] \cup [\gamma_2 + \epsilon, \gamma_3 - \epsilon] \cup \cdots \cup [\gamma_{p-1} + \epsilon, \gamma_p - \epsilon] \cup [\gamma_p + \epsilon, 1]\), for every \(n \geq N\).

Proof. Note that the convexity of a function \(f\) on an empty interval is a vacuous truth. It is sufficient to show that \(\phi''_{n, \alpha, \gamma}(u) \geq 0\) for every \(u \in [0, 1]\) \cup \bigcup_{i=1}^{p} (\gamma_i - \epsilon, \gamma_i + \epsilon)\). Since \(\phi''_{n, \gamma}(u) = \sum_{i=1}^{p} \alpha_i \phi''_{n, \gamma_i}(u)\), for every \(u \in [0, 1]\), the result follows if we show that \(\phi''_{n, \gamma}\) is nonnegative outside the interval \((\gamma_i - \epsilon, \gamma_i + \epsilon) \cap [0, 1]\), for every \(i \in \{1, 2, \ldots, p\}\). Let us fix \(i \in \{1, 2, \ldots, p\}\). Then simple algebra shows that

\[
\phi_{n, \gamma_i}(u) = n(n-1)(n-2) \left( \frac{n-1}{[(n-1)\gamma_i,n]} \right) u^{[(n-1)\gamma_i,n] - 2} (1-u)^{n-[(n-1)\gamma_i,n]-3} (u-\alpha_n)(u-\beta_n),
\]

where \(\alpha_n\) and \(\beta_n\) are the two roots of the equation

\[
u^2 - \frac{[(n-1)\gamma_i,n]}{n-2} \left( 1 + \frac{n-3}{n-1} \right) u + \frac{[(n-1)\gamma_i,n] - [(n-1)\gamma_i,n] - 1}{(n-1)(n-2)} = 0.
\]

Then, we have \(\alpha_n = s_n - t_n\) and \(\beta_n = s_n + t_n\), where \(s_n = \frac{1}{2} \left( \frac{[(n-1)\gamma_i,n]}{n-2} \right) \left( 1 + \frac{n-3}{n-1} \right)\) and

\[
t_n = \frac{1}{2} \left( \frac{[(n-1)\gamma_i,n]}{n-2} \right)^2 \left( 1 + \frac{n-3}{n-1} \right)^2 - 4 \left( \frac{[(n-1)\gamma_i,n]}{n-2} \right) \left( \frac{[(n-1)\gamma_i,n] - 1}{n-1} \right) \right)^{1/2}.
\]
It can be checked that \( t_n \geq 0 \) and \( \lim_{n \to \infty} t_n = 0 \). Also, \( \lim_{n \to \infty} s_n = \gamma_i \). Thus, \( \alpha_n < \beta_n \) and both the roots converge to \( \gamma_i \), as \( n \to \infty \). Hence, for every \( \epsilon > 0 \), there exists \( N_i \in \mathbb{N} \) such that \( (\alpha_n, \beta_n) \subset (\gamma_i - \epsilon, \gamma_i + \epsilon) \) whenever \( n \geq N_i \). From (5.7), we know that \( \phi_{n,\gamma_i}''(u) < 0 \) if and only if \( u \in (\alpha_n, \beta_n) \). Thus, \( \phi_{n,\gamma_i}'' \) is nonnegative outside \( (\gamma_i - \epsilon, \gamma_i + \epsilon) \cap [0,1] \). By choosing \( N = \max \{N_1, N_2, \ldots, N_p\} \) and noting that the choice of \( \epsilon > 0 \) is arbitrary, the proof follows.

Now we can state the main result on the departure-based asymptotic stochastic order between mixtures of order statistics, arising from two different homogeneous samples.

**Theorem 5.5.** Let \( X_{n,\alpha,\gamma_n} \) and \( Y_{n,\alpha,\gamma_n} \) be two random variables with respective cdfs \( F_{X_{n,\alpha,\gamma_n}} \) and \( F_{Y_{n,\alpha,\gamma_n}} \), for every \( n \in \mathbb{N} \). Assume that the baseline distributions \( F_X \) and \( F_Y \) satisfy (A1) and (A2), as stated in the setup of Theorem 4.2. Then \( X_{n,\alpha,\gamma_n} \leq_{\text{d-ast}} Y_{n,\alpha,\gamma_n} \), as \( n \to \infty \).

Note that the theorem follows if \( \{\phi_{n,\alpha,\gamma_n} : n \in \mathbb{N}\} \) satisfies (C1)–(C4) in the setup of Theorem 4.2. From Proposition 3.3, we see that \( \phi_{n,\gamma_n} \) is strictly increasing and continuously differentiable. Since both the properties are closed under addition and positive scalar multiplication, it immediately follows that \( \phi_{n,\alpha,\gamma_n} \) satisfies (C1) and (C2). Proposition 5.3 and Lemma 5.4 respectively show that \( \{\phi_{n,\alpha,\gamma_n} : n \in \mathbb{N}\} \) satisfies (C3) and (C4).

**Record values.** The concept of record values was introduced by Chandler [2]. Let \( \{X_n : n \in \mathbb{N}\} \) be a sequence of iid random variables, each following the distribution \( F_X \). The first observation \( X_1 \) is a record by default. The next upper record occurs when the realized value of an earliest succeeding random variable exceed that of \( X_1 \). This intuition leads to the sequence \( \{T_n : n \in \mathbb{N}\} \) of upper record times, defined by \( T_1 = 1 \) and \( T_{n+1} = \min \{i \in \mathbb{N} : X_i > X_{T_n}\} \), for every \( n \in \mathbb{N} \). The corresponding sequence of upper record values \( \{R_n : n \in \mathbb{N}\} \) is defined by \( R_n = X_{T_n} \), for every \( n \in \mathbb{N} \). For more details, see Ahsanullah & Nevzorov [1]. The notion was generalized by Dziubdziela & Kopociński [6] to \( k \)th record values, which considers records in terms of \( k \)th highest value in the sequence, where \( k \) is a positive integer. The sequence \( \{T_n^{(k)} : n \in \mathbb{N}\} \) of upper \( k \)th record times is defined by

\[
T_1^{(1)} = 1 \text{ and } T_{n+1}^{(k)} = \min \left\{i \in \mathbb{N} : X_{i+k-1} > X_{T_n^{(k-1)}}\right\}, \text{ for every } n \in \mathbb{N}.
\]

The corresponding sequence of upper \( k \)th record values \( \{R_n^{(k)} : n \in \mathbb{N}\} \) is defined by \( R_n^{(k)} = X_{T_n^{(k)}} \), for every \( n \in \mathbb{N} \). In this work, we shall focus on upper \( k \)th record value, although analogous result for lower \( k \)th record value, which is defined similarly, can be easily obtained. We consider the sequence \( \{\phi_n : n \in \mathbb{N}\} \) of distortion functions given by

\[
\phi_n(u) = \frac{1}{(n-1)!} \int_0^{-\ln(1-u)} y^{n-1}e^{-y}dy,
\]

when \( 0 \leq u < 1 \), and \( \phi_n(1) = \lim_{u \to 1-} \phi_n(u) \). Then the cdf of \( R_n^{(k)} \) can be written as \( \phi_n(F_X(x)) \) (see Corollary 2 of Dziubdziela & Kopociński [6]). Now we state the main result on record values.

**Theorem 5.6.** Let \( F_X \) and \( F_Y \) be two cdfs satisfying \( F_X(x) < F_Y(x) \) for every \( x > c \), for some \( c \in \mathbb{R} \). Also let \( \{X_n : n \in \mathbb{N}\} \) and \( \{Y_n : n \in \mathbb{N}\} \) be two sequences of iid random
variables with respective parent cdfs $F_X$ and $F_Y$, and respective sequences of $k$th record values $\{F_n^{(k)} : n \in \mathbb{N}\}$ and $\{S_n^{(k)} : n \in \mathbb{N}\}$. Then $R_n^{(k)} \preceq_{\text{d-ast}} S_n^{(k)}$ for every $k \in \mathbb{N}$. ■

Observe that the sequence $\{\phi_n : n \in \mathbb{N}\}$ satisfies (C1)–(C4) (as stated in the setup of Theorem 4.2). The proof of Theorem 5.6 then follows from Theorem 4.2.
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6. **Appendix**

**Proof of Lemma 3.1.** Note that, for any cdf $F$, we have $F(F^{-1}(u)) \geq u$, for every $u \in (0, 1)$, where equality holds if $F$ is continuous and $F^{-1}(F(x)) \leq x$, for every $x \in \mathbb{R}$, where equality holds if $F$ is strictly increasing. Let $x \in B_0$. Then $F_X(x) < F_Y(x)$. Suppose, for the sake of contradiction, that $F_X(x) \notin A_0$. Then $F_Y^{-1}(F_Y(x)) = x = F_X^{-1}(F_X(x)) \leq F_Y^{-1}(F_X(x))$. By nondecreasingness of $F_Y$, we have $F_X(x) \geq F_Y(x)$, a
contradiction. Hence \( F_X(x) \in A_0 \). Since \( x \in B_0 \) is arbitrary, we have \( F_X(B_0) \subseteq A_0 \). Again, starting with \( x \in B_0 \) and \( F_Y(x) \notin A_0 \), we similarly have \( A_0 \subseteq F_X(B_0) \). Hence \( A_0 = F_X(B_0) \). Similarly, \( A_0 = F_Y(B_0) \). Interchanging the role of \( F_X \) and \( F_Y \), we have \( A_1 = F_X(B_1) = F_Y(B_1) \). Again, \( A_2 = A_0 \cup A_1 = F_X(B_0) \cup F_X(B_1) = F_X(B_0 \cup B_1) = F_X(B_2) \). In a similar manner, we obtain \( A_2 = F_Y(B_2) \). \( \square \)

**Proof of Proposition 3.5.** Let us denote the fractional part of \((n-1)\gamma_n\) by \{\((n-1)\gamma_n\)\}. Then, we have

\[
\frac{\phi_{n,\gamma_n}'(t)}{\phi_{n,\gamma_n}'(s)} = \left( \frac{s(1-t)}{t(1-s)} \right)^{\{(n-1)\gamma_n\}} \left( \frac{t}{s} \gamma \left( \frac{1-t}{1-s} \right)^{1-\gamma_n} \right)^{n-1}.
\]

Considering the cases \( t > s \), \( t < s \) and \( t = s \) separately, it is easy to see that

\[
\left( \frac{t}{s} \gamma \left( \frac{1-t}{1-s} \right)^{1-\gamma_n} \right)^{n-1} \leq \left( \frac{s(1-t)}{t(1-s)} \right)^{\{(n-1)\gamma_n\}} \left( \frac{t(1-s)}{s(1-t)} \right)^{(n-1)(\gamma_n-\gamma)}.
\]

Since, \(|\gamma_n - \gamma| = O(1/n)\), there exists \( K > 0 \) and \( N \in \mathbb{N} \) such that, for every \( n \geq N \), \(|\gamma_n - \gamma| \leq K/n\), which in turn implies that \(|\gamma_n - \gamma| \leq K/(n-1)\), i.e. \(-K \leq (n-1)(\gamma_n - \gamma) \leq K\). Considering the cases \( t < s \), \( t > s \) and \( t = s \) separately, we can see that

\[
\left( \frac{t(1-s)}{s(1-t)} \right)^{(n-1)(\gamma_n-\gamma)} \leq \left( \frac{s(1-t)}{t(1-s)} \right)^{K \cdot \text{sign}(t-s)}.
\]

Hence,

\[
\frac{\phi_{n,\gamma_n}'(t)}{\phi_{n,\gamma_n}'(s)} \leq \left( \frac{s(1-t)}{t(1-s)} \right)^{\frac{1}{2} - \frac{1}{2} \cdot \text{sign}(t-s)} \left( \frac{t(1-s)}{s(1-t)} \right)^{K \cdot \text{sign}(t-s)} \left( \frac{t}{s} \gamma \left( \frac{1-t}{1-s} \right)^{1-\gamma_n} \right)^{n-1}.
\]

Now, the proof follows by choosing \( C(t, s) = \left( \frac{s(1-t)}{t(1-s)} \right)^{\frac{1}{2} - (K + \frac{1}{2}) \cdot \text{sign}(t-s)} \). \( \square \)

**Proof of Proposition 3.15.** To prove the first part, note that

\[
\lim_{n \to \infty} P \left\{ B_{n,u} \geq 1 + \lfloor (n-1)\gamma_n \rfloor \right\} = \lim_{n \to \infty} P \left\{ B_{n,u} \geq \frac{1}{2} + \lfloor (n-1)\gamma_n \rfloor \right\}
\]

\[
= \lim_{n \to \infty} P \left\{ Z > \frac{\frac{1}{2} + \lfloor (n-1)\gamma_n \rfloor - nu}{\sqrt{nu(1-u)}} \right\},
\]

(6.1)
where the last equality is due to CLT and $Z$ has the standard normal distribution. Now, using the hypothesis $|\gamma_n - \gamma| = O(1/n)$, we have
\[ \frac{1}{\sqrt{n}} + \left( n-1 \gamma_n - n\phi \right) \sqrt{n/(n-1)} = O(\sqrt{n}(\gamma - \phi) + O(1/\sqrt{n}), \]

Denoting the cdf of standard normal distribution by $\Phi$, we have from (6.1) that
\[ \lim_{n \to \infty} P \{ B_{n,u} \geq 1 + [(n-1)\gamma_n] \} = 1 - \lim_{n \to \infty} \Phi(O(\sqrt{n}(\gamma - u) + O(1/\sqrt{n})), \]
which essentially implies (3.15) by continuity of $\Phi$. To prove the second part, note that
\[ \lim_{n \to \infty} nP \{ B_{n-1,u} = [(n-1)\gamma_n] \} = \lim_{n \to \infty} nP \left\{ \frac{[n-1] - \frac{1}{2} - (n-1)\phi}{\sqrt{(n-1)u(1-u)}} < \frac{B_{n-1,u} - (n-1)\phi}{\sqrt{(n-1)u(1-u)}} \leq \frac{[n-1] + \frac{1}{2} - (n-1)\phi}{\sqrt{(n-1)u(1-u)}} \right\}. \]

Using CLT, the above expression becomes
\[ \lim_{n \to \infty} n \left\{ \Phi \left( \frac{[n-1] + \frac{1}{2} - (n-1)\phi}{\sqrt{(n-1)u(1-u)}} \right) - \Phi \left( \frac{[n-1] - \frac{1}{2} - (n-1)\phi}{\sqrt{(n-1)u(1-u)}} \right) \right\} = \lim_{n \to \infty} n \left\{ \Phi \left( \frac{(n-1)\phi - (n-1)\phi}{\sqrt{(n-1)u(1-u)}} \right) - \Phi \left( \frac{(n-1)(\phi - (n-1)\phi)}{\sqrt{(n-1)u(1-u)}} \right) \right\} = \lim_{n \to \infty} n \left\{ \Phi \left( \frac{1}{u(1-u)} \left\{ \phi - \frac{1}{2(n-1)} - \frac{(n-1)\gamma_n}{n-1} \right\} \right) - \Phi \left( \frac{1}{u(1-u)} \left\{ \phi - \frac{1}{2(n-1)} - \frac{(n-1)\gamma_n}{n-1} \right\} \right) \right\} = \lim_{n \to \infty} \int_{l_n}^{u_n} \phi(t)dt, \]

where $l_n = \sqrt{\frac{n-1}{u(1-u)}} \left\{ \phi - \frac{1}{2(n-1)} - \frac{(n-1)\gamma_n}{n-1} \right\}$ and $u_n = \sqrt{\frac{n-1}{u(1-u)}} \left\{ \phi - \frac{1}{2(n-1)} - \frac{(n-1)\gamma_n}{n-1} \right\}$ and $\phi$ denotes the pdf of standard normal distribution. We consider three cases $u < \gamma$, $u > \gamma$, and $u = \gamma$ separately.

**Case 1:** $u < \gamma$. Using the hypothesis $|\gamma_n - \gamma| = O(1/n)$, we have
\[ l_n = (\gamma - u)\sqrt{\frac{n-1}{u(1-u)}} + O(1/\sqrt{\gamma}). \]

Thus, there exists $N_1 \in \mathbb{N}$ such that $0 < l_n < u_n$ whenever $n \geq N_1$. Then $\sum_{l_n}^{u_n} \phi(t)dt \leq n(u_n - l_n)\phi(l_n)$, for every $n \geq N_1$. Now, $n(u_n - l_n) = n\sqrt{(n-1)u(1-u)}$. Also, from (6.2), we obtain $l_n \geq (\gamma - u)\sqrt{n}/\sqrt{2u(1-u)} + O(1/\sqrt{n})$. Thus, there exists a natural number $N_2$ large enough, such that $l_n \geq (\gamma - u)\sqrt{n}/\sqrt{4u(1-u)}$, whenever $n \geq N_2$. Letting $k_1 = (\gamma - u)/\sqrt{4u(1-u)}$, we have $\phi(l_n) = (\sqrt{2\pi})^{-1} \exp(-l_n^2/2) \leq (\sqrt{2\pi})^{-1} \exp(-k_1^2 n/2)$, for every $n \geq N_2$. Thus, for every $n \geq \max\{N_1, N_2\}$, we have $n(u_n - l_n)\phi(l_n) \leq n \exp(-k_1^2 n/2)/\sqrt{2\pi(n-1)u(1-u)}$, which goes to 0, as $n \to \infty$. 

Case 2: \( u > \gamma \). Let \( k_2 = 2(u - \gamma)/u(1-u) \). On using the same chain of arguments as in Case 1, we obtain
\[
n(u_n - l_n)\phi(u_n) \leq n \exp\left(-k_2^2n/2\right)/\sqrt{2\pi(n-1)u(1-u)},
\]
which goes to 0, as \( n \to \infty \).

Case 3: \( u = \gamma \). Since \( \phi \) is continuous, by integral mean value theorem, there exists \( m_n \in [l_n, u_n] \) such that
\[
\int_{l_n}^{u_n} \phi(t)dt = (u_n - l_n)\phi(m_n).
\]
Clearly, for every \( n \in \mathbb{N} \), there exists \( \alpha_n \in [-1, 1] \) such that
\[
m_n = \sqrt{\frac{n-1}{u(1-u)}} \left\{ \gamma_n - u + \frac{\alpha_n}{2(n-1)} - \frac{(n-1)\gamma_n}{n-1} \right\}.
\]
Observing that \( u = \gamma \) and \(|\gamma_n - \gamma| = O(1/n)\), we have \( m_n = O(1/\sqrt{n}) \), which goes to zero, as \( n \to \infty \). By continuity of \( \phi \), we have \( \phi(m_n) \to \phi(0) = 1/\sqrt{2\pi} \), as \( n \to \infty \). Hence, \( \lim_{n \to \infty} n \int_{l_n}^{u_n} \phi(t)dt = \infty \), which completes the proof. \( \square \)