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1 Introduction

Inspired by the beautiful work of Donaldson [15], the author initiated series of works [9] [8] aiming to understand geometric structure of the space of Kähler potentials and its application to interesting problems in Kähler geometry. The existence of $C^{1,1}$ geodesic is established in [9], while the best regularity result on geodesic is given by [12]. However, the approach taken in [12] is new (cf, Section 2 for further explanation.) and in many ways, the present work should be viewed as part III of this series. It consists of three inter-related parts:

1. First, we prove a folklore conjecture on the greatest lower bound of the Calabi energy in any Kähler class. This was known in the 1990s when Kähler metrics is assumed to be invariant under some maximal compact subgroup [23]. See acknowledgements for further remarks on this result.

2. Secondly, we give an upper/lower bound estimate of the K energy in terms of the geodesic distance and the Calabi energy. This is used to prove a theorem on convergence of Kähler metrics in holomorphic coordinates, with uniform bound on the Ricci curvature and the diameter. This kind of problems is difficult because the Kähler geometry is more or less extrinsic while the well known Cheeger-Gromov convergence theorem (with bound on curvature, diameters) is very intrinsic.

3. Thirdly, we set up a framework for the existence of geodesic rays when an asymptotic direction is given. In particular, if the initial geodesic ray is tamed by a bounded ambient geometry (c.f. Definition 3.2 and 3.3), then one can derive some relative $C^{1,1}$ estimates for other geodesic rays in the same direction. More in depth discussions on geodesic rays will be delayed to the beginning of Section 3. In a sequel of this paper, we will give more regularity estimates on geodesic rays.

1.1 Donaldson’s Conjectures

According to Calabi [6], an extremal Kähler metric is characterized as the critical points of the $L^2$ norm of the scalar curvature function in any given Kähler class. The extremal Kähler metric includes the more famous Kähler Einstein metric as a special case. In [15], Donaldson set out an ambitious program in attacking core problems of Kähler geometry via setting up formally a connection between geometric problems in the infinite dimensional space and the current interesting problems in Kähler geometry. In particular, he proposed three inter-related conjectures:

1. The space of Kähler potentials is uniquely connected by $C^\infty$ geodesic segments;

2. The space of Kähler potentials is a metric space;
3. The non-existence of constant scalar curvature is equivalent to a geodesic ray where the K energy functional (c.f. eq. 2.71 for definition) decays at $\infty$.

In [9], following Donaldson’s program, the author established the existence of $C^{1,1}$ geodesic by solving a Dirichlet boundary value problem for a homogeneous complex Monge Ampere equation. Consequently, the second conjecture of Donaldson is completely verified. Moreover, one important application is to show that Calabi’s extremal Kähler metric ($C_{\text{extrK}}$) is unique if the first Chern class is non-positive. The uniqueness problem is completely settled now: In algebraic manifold with discrete automorphism group, it is proved by S. K. Donaldson [16]. T. Mabuchi [26] removes the assumption on the automorphism group while X. X. Chen-G. Tian [12] complete the proof for general Kähler class.

Chen-Tian [12] showed that the solution to disc version of geodesic problem is smooth except at most a codimension 2 set with respect to generic boundary data. For the convenience of readers, we will briefly describe the viewpoint of [12] in Section 2. In particular, the partial regularity theory established in [12] for solution of the disc version geodesic equation plays a crucial role in this paper (for obtaining a lower bound of the Calabi energy).

1.2 Yau-Tian-Donaldson conjecture

The Calabi conjecture on the existence of Kähler Einstein metrics has driven the subject for the second half of the last century. In late 1990s, S. T. Yau conjectured that the existence of Kähler Einstein metric in Fano manifolds is equivalent to some form of Stability of the underlying polarized Kähler class. According to G. Tian [32] and Donaldson [15], this equivalence relation should be extended to include the case of the constant scalar curvature (cscK) metric in a general Kähler class. In a foundational paper, G. Tian [32] introduced the notion of K Stability and in the same paper, he proved that the existence of KE metric implies weak K stability. More recently, in a fundamental paper [16], Donaldson proved that, in algebraic manifold with discrete automorphism group, the existence of cscK metric implies that the underlying Kähler class is Chow-Stable. In this paper, Donaldson actually formulated a new version (but equivalent) of K stability in terms of weights of Hilbert points. In Kähler toric varieties, the existence of cscK metric implies the underlying Kähler class is Semi-K stable [18]. In [12], Chen-Tian proved that the existence of a cscK metric implies that the K energy has a lower bound in this Kähler class. Following the work of Paul-Tian [27], this in turns implies the Semi-K stability of the underlying complex structure. After we announced our work [12], S. K. Donaldson [17] proved a similar lower bound in the algebraic settings.
1.3 On the existence of geodesic rays

The result of Donaldson on stability was extended by T. Mabuchi to the case of extremal Kähler metric with some modified notion of stability. However, for general Kähler classes, the usual notion of stability doesn’t apply because the manifold can not be embedded in $\mathbb{C}P^N$ for some large $N \gg 1$. In [15], Donaldson envisioned that a geodesic segment or geodesic ray should play a similar role that a one parameter subgroup plays in a projective Kähler manifold. In the third conjecture of Donaldson’s program, he defines a set of equivalence relationships:

1. There exists no constant scalar curvature metric in $(M, [\omega_0])$;
2. There exists a geodesic ray from some $\varphi_0 \in \mathcal{H}$ such that the K energy function is strictly decreasing as $t \to \infty$;
3. From any $\varphi \in \mathcal{H}$, there exists a geodesic ray initiated from $\varphi$ such that the K energy function is strictly decreasing as $t \to \infty$.

The first step towards proving this conjecture is to establish an existence result of geodesic ray with respect to another given geodesic rays. According to Calabi-Chen [8], the infinite dimensional space $\mathcal{H}$ is a non-positively curved space. By the Triangle comparison theorem, we can show that there always exists a geodesic ray initiated from a given potential function in the direction of any given geodesic ray. However, the geodesic ray arisen this fashion acquired very little regularity and it is very hard to use in practice. As a first step in this direction, we prove

**Theorem 1.1.** (cf. Theorem [6]) If there exists a geodesic ray (c.f. Def. [6]) $\rho(t) : [0, \infty) \to \mathcal{H}$ which is tamed by a bounded ambient geometry, then for any Kähler potential $\varphi_0 \in \mathcal{H}$, there exists a relative $C^{1,1}$ geodesic ray $\varphi(t)$ initiated from $\varphi_0$. Moreover, this geodesic ray is parallel to the original geodesic ray.

A geodesic ray tamed by a bounded ambient geometry is more or less “parallel” to the notion of special degeneration of complex structure in algebraic case. In Section 3, we will discuss in length, various issues related to stability (in terms of geodesic rays). It is expected that these notions are more or less equivalent to the corresponding notions in the algebraic settings. We defer our discussions of this topic to the beginning of Section 3.

1.4 On the lower bound of geodesic distance and the collapsing of Kähler manifold

The famous work of Cheeger-Gromov states that the set of Riemannian metrics with the following three conditions:

1. uniform curvature bound,
2. diameter is bounded from above,
3. volume is bounded from below, then this is compact under $C^{1,\alpha}$ diffeomorphism for some $\alpha \in (0, 1)$. If the third condition is dropped, then “collapsing” may occur (volume converges to 0). On the other hand, for any sequence of Kähler metrics in a fixed Kähler class, the volume is \textit{a priori} fixed. With uniform control of the curvature and diameter from above, it will converge by subsequence to some Kähler metric with perhaps a different complex structure. In general, we don’t know what additional geometrical condition is needed to ensure that the limit complex structure is the same with the original complex structure. In fact, such a sequence might collapse in some Zariski open subset of the original Kähler manifold (i.e., the volume form vanishes in this subset) while the subsequence of Kähler metrics converges as Riemannian metrics up to diffeomorphism (cf. [30]). In the discussion below, we will refer this phenomenon as “Kähler collapsing.”

One intriguing and challenging question is: when this “Kähler collapsing” occurs, does the geodesic distance (in the space of Kähler metrics) necessary diverge to $\infty$? This in turns leads to another question: how do we estimate the lower bound of the geodesic distance? For instance, if the diameter of a sequence of Kähler metrics in a given Kähler class diverges to $\infty$, does the geodesic distance of this sequence of Kähler metrics also diverge to $\infty$?

We first prove a theorem which links the K energy, the Calabi energy and the geodesic diameter together. The author believes that this theorem is very interesting in its own right.

\textbf{Theorem 1.2.} Let $\varphi_0, \varphi_1$ are two arbitrary Kähler potentials in the same Kähler class. Then, the following inequality holds

$$E(\varphi_1) - d(\varphi_0, \varphi_1) \cdot \sqrt{Ca(\varphi_1)} \leq E(\varphi_0).$$

(1.1)

Here $d(\varphi_0, \varphi_1)$ is the geodesic distance in the space of Kähler potentials.

In other words: if geodesic distance and Calabi energy is bounded, so is the upper bound of the K energy. This is quite surprising since we don’t know how to control the K energy, even after one assumes the uniform bound of the Riemannian curvature. On the other hand, fixing $\varphi_1$ and let $\varphi_0$ change, this formula gives a lower bound estimate of the K energy in terms of geodesic distance as well. Clearly, this inequality is a natural generalization of the theorem [12] that the K energy has a lower bound if there is a cscK metric. In fact, we conjecture that, in a fixed Kähler class, if the infimum of the Calabi energy reaches 0, then the K energy must have a lower bound.

An immediate corollary is:

1For a sequence of metrics mentioned above which does not converge in the original complex structure, one is expected to prove, via implicit function theory, that the geodesic distance (to some fixed Kähler metrics) must diverges to $\infty$. 
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Corollary 1.3. Let $\varphi$ be a Kähler potential such that its Calabi energy is bounded. If $|\varphi|_\infty$ is bounded, then its K energy is bounded from above.

We say the K energy functional is “proper” if it is bounded from below by certain norm function which will be introduced in Section 2. We say the K energy functional is “quasi-proper” if the K energy functional is bounded below by its highest order leading term (cf. Section 2). In Kähler Einstein manifold, the K energy functional is always proper. In a general Kähler manifold, Tian conjectured that the cscK metric exists if and only if the K energy functional is proper. When the first Chern class is semi-negative, there is a sufficient condition that the K energy functional in that Kähler class is either proper or quasi-proper.

Now we are ready to answer the question about “Kähler collapsing”:

Theorem 1.4. (No “Kähler collapsing”) Let $(M, [\omega])$ be a polarized Kähler manifold where the K energy functional is either proper or quasi-proper. Let $S$ be a set of Kähler metrics in $[\omega]$ with uniform Ricci curvature bound from below and diameter bound from above. If this set of Kähler metrics lies in a bounded geodesic ball in the space of Kähler metrics, and if we assume Ricci also has an upper bound, then all metrics in $S$ are uniformly equivalent to each other in $C^{1,\alpha}(M)$ topology for any $\alpha \in (0, 1)$. In particular, “Kähler collapsing” will not occur.

Note that the geodesic distance appears to be a very weak notion. The bound on Ricci curvature is much weaker than the conditions stated in Cheeger-Gromov’s theorem. However, the combination of the two conditions seems to be very powerful.

In a subsequent paper, we will drop the assumption that the Ricci is bounded from above. The assumption that the K energy functional is either proper or quasi-proper in $(M, [\omega])$ is just technical. We hope that this will be removed in a subsequent work.

1.5 On the lower bound of the Calabi energy

It is well known that the Calabi energy is locally convex near an extremal Kähler metric. It is a very interesting and difficult question if the Calabi energy in the Kähler class is bounded below by the energy of the extremal metric. According to Calabi [6], an extremal Kähler metric automatically exhibits the maximal

\[
\frac{[\omega] \cdot [-C_1(M)]}{[\omega]^2} (-C_1(M)) - [\omega] > 0
\]

then the K energy is quasi-proper [10]. For higher dimension Kähler manifolds, readers are referred to Song-Weinkove [3].

The diameter bound can be replaced by a bound on Sobolev constant.
symmetry possible allowed by the underlying complex structure. In the 1990s, A. Hwang \cite{23} proved that the \textit{Calabi energy} of the invariant Kähler metrics (maximal possible symmetric…) is bounded below by the absolute value of the Futaki invariant (evaluated at theCanonical extremal vector field). If there is an extremal Kähler metric in this class, the absolute value of the Futaki invariant is precisely the \textit{Calabi energy} of the extremal Kähler metrics. Hwang’s proof uses strongly the bi-invariant metric in the Lie algebra of gradient holomorphic vector fields where the symmetric property is the key to define this positive definite invariant metric. In 1980s, it is conjectured that the same low bound holds for all metrics in the same Kähler class. There are many attempts to generalize this to all Kähler metrics, and this problem has proved to be very difficult indeed.

Aside from this Folklore conjecture on the \textit{Calabi energy}, there are other important motivations to study the lower bound of the \textit{Calabi energy} \textit{a priori}, for instance, the issue related to stability and degeneration of Kähler manifolds. For our strategy to work, the main technical obstacle has been the insufficient regularity of the $C^{1,1}$ geodesic. However, the partial regularity theory established in \cite{12} for solution of the disc version geodesic equation plays crucial role here. In particular, it is a very powerful fact that the restriction of the \textit{K energy} of this family of Kähler potential over disc is subharmonic. We are able to use this fact to establish a lower bound for the \textit{Calabi energy} in terms of any effective destabilizing geodesic ray (cf. Defi.3.12). In particular, we prove this folklore conjecture about the lower bound of the \textit{Calabi energy} in each Kähler class.

**Theorem 1.5.** Let $\mathcal{K}$ be the Lie algebra of complex gradient holomorphic vector field. Then for any Kähler metric $\omega_g$ in $[\omega]$, we have

$$\text{Ca}(\omega_g) \geq \mathcal{F}_{X_c}([\omega]).$$

where $X_c$ is the \textit{a priori} extremal vector field in $(M,[\omega])$ and $\mathcal{F}$ is the Futaki invariant. The equality holds when $g$ is an extremal Kähler metric.

More generally, we have

**Theorem 1.6.** Suppose $\rho(t) : [0,\infty) \to \mathcal{H}$ is an effective destabilized geodesic ray in $\mathcal{H}$, then

$$\inf_{\varphi \in \mathcal{H}} \int_M (R(\varphi) - \bar{R}) \omega_\varphi^n \geq \sup_{\rho} \mathcal{Y}(\rho)^2,$$

(1.2)

where the sup in the right hand side runs over all possible destabilized geodesic rays. The definition of an effective destabilized geodesic ray and $\mathcal{Y}$ invariant are given in Defi.3.12 and Defi. 3.9 respectively.

**Definition 1.7.** Let $(M,[\omega_0],J_0)$ be a triple Kähler structure. Another triple Kähler structure $(M',[\omega'],J')$ lies in the closure of the diffeomorphism orbit
of \((M, [\omega_0], J_0)\) if there exists a sequence of Kähler forms \(\{\omega_{\varphi_m}, m \in \mathbb{N}\} \subset [\omega]\) and a sequence of diffeomorphism \(\{f_m \in \text{Diff}(M), m \in \mathbb{N}\}\) such that \((M, f_m^*\omega_{\varphi_m}, f_m^*J_0)\) converges to \((M', \omega', J')\) in \(C^{1,\alpha}\) topology for some \(\alpha \in (0, 1)\).

**Definition 1.8.** Let \((M, [\omega_0], J_0)\) be a triple Kähler structure. Suppose that \((M', [\omega'], J')\) is another triple Kähler structure which lies in the closure of the diffeomorphism orbit of \((M, [\omega_0], J_0)\). \((M', [\omega'], J')\) is called destabilizer of the original triple Kähler structure \((M, [\omega], J_0)\) if there exists an effective destabilized geodesic ray \(\varphi(t)\) in \((M, [\omega_0], J_0)\) such that there is a subsequence of \(\omega_{\varphi(t)}(t \to \infty)\) which converges to a metric in \((M', [\omega'], J')\) up to diffeomorphism.

Now we can extend Theorem 1.5 to a more general setting:

**Theorem 1.9.** Let \((M, [\omega_0], J_0)\) be a triple Kähler structure. The following inequality holds

\[
\inf_{g \in H} \text{Ca}(\omega_g) \geq \sup_{(M', [\omega'], J')} \inf_{(X, X) = 1, X \in K(J')} \frac{(X, X)^2}{(X, X)}
\]

Here the inner product is the Futaki-Mabuchi inner product for the Lie algebra \(K(J')\) of the Maximum compact subgroup \(K(J')\) of \(\text{Aut}(M', J')\). The supremum runs over all possible Kähler triple structures \((M', [\omega'], J')\) in the closure of the diffeomorphism orbit of \((M, [\omega_0], J_0)\) which destabilized \((M, [\omega_0], J_0)\).

One should be able to define a weak notion of destabilizing Kähler triple later, while the inequality in the preceding theorem still hold.

**Definition 1.10.** Suppose the Kähler triple \((M, \omega, J)\) satisfies the following inequality

\[
\mathcal{F}_{X_0}(\omega) \geq \sup_{(M', [\omega'], J')} \mathcal{F}_{X_0}(\omega'),
\]

where \((M', [\omega'], J')\) are all Kähler triples in its closure of diffeomorphisms. Then we call \((M, [\omega], J)\) stable in the sense of differential geometry.

An immediate interesting/challenging question is: what is the relation of stability in the sense of differential geometry with other notions of stability such as K stability? In algebraic manifold, the notion of K stability shall be stronger than this one.

In light of these theorems, one expects that there is a deep relation between geodesic rays, test configurations and their respective role in defining stability. We then propose some notions of stability in terms of geodesic rays which might be viewed as a natural extension of what is given in [15]. Moreover, the relation between geodesic stability and K stability should be also an interesting topic to explore in near future. More extensive discussions on this topic will be delayed to Section 3.
Organization: In Section 2, we give a brief outline of known results in the space of Kähler potentials. In Section 3, we prove that the existence of geodesic ray with respect to some “nice” geodesic ray. In Section 4, we give a greatest lower bound estimate for the Calabi energy. In Section 5, we give a lower bound estimate of the geodesic distance and rule out the possibility of “Kähler collapsing” in bounded geodesic balls in $\mathcal{H}$.

Acknowledgment: The strategy of obtaining a lower bound of the Calabi energy through geodesic ray has been discussed with S. K. Donaldson in 1997-98, on and off since then. The author wants to thank Professor Donaldson for kindly sharing his insight on this matter. Readers are encouraged to compare the results on lower bound of Calabi energy to [13] (In particular, Theorem 1.6.). Thanks also goes to Professor G. Tian, our joint work [12] really provided technical support to Theorem 1.2. Thanks also to Professor Calabi and Professor J. P. Bourguinon for their continuous support in my research in last few years. My student Yudong Tang carefully read through an earlier version of this paper and I want to thank him for his help.

2 Brief outline of geometry in the Space of Kähler potentials.

2.1 Quick introduction of Kähler geometry

Let $\omega$ be a fixed Kähler metric on $M$. In a holomorphic coordinate, $\omega$ can be expressed as

$$\omega = g_{\alpha\bar{\beta}} \frac{\sqrt{-1}}{2} dw^\alpha \wedge dw^\beta.$$  

The Ricci curvature can be conveniently expressed as

$$R_{\alpha\bar{\beta}} = -\frac{\partial^2 \log \det (g_{ij})}{\partial w^\alpha \partial \bar{w}^\beta}.$$  

The scalar curvature can be defined as

$$R = -g^{\alpha\bar{\beta}} \frac{\partial^2 \log \det (g_{ij})}{\partial w^\alpha \partial \bar{w}^\beta}.$$  

The so called Calabi energy is

$$Ca(\omega) = \int_M (R(\omega) - \bar{R})^2 \omega^n.$$  

(2.1)

Here $\bar{R}$ is the average scalar curvature value for all metric in the Kähler class. According to Calabi [6, 7], a Kähler metric is called extremal if the complex gradient vector field

$$X_c = g^{\alpha\bar{\beta}} \frac{\partial R}{\partial \bar{w}^\beta} \frac{\partial}{\partial w^\alpha}.$$  

(2.2)
is a holomorphic vector field. According to [21], the extremal vector field $X_c$ is \textit{a priori} determined in each Kähler class, up to holomorphic conjugation.

If $X$ is a holomorphic vector field, then for any Kähler potential $\varphi$ we can define $\theta_X$ up to some additive constants by

$$L_X \omega_\varphi = \sqrt{-1} \partial \bar{\partial} \theta_X.$$  \hfill (2.3)

Then, the well known Calabi-Futaki invariant [20] [7] is

$$\mathcal{F}_X(\omega) = \int_M \theta_X \cdot (R - R(\varphi)) \omega^n_\varphi.$$  \hfill (2.4)

Note that this is a Lie algebra character which depends on the Kähler class only.

### 2.2 Weil-Peterson type metric by Mabuchi

It follows from the Hodge theory that the space of Kähler metrics with Kähler class $[\omega]$ can be identified with the space of Kähler potentials

$$\mathcal{H} = \{ \varphi \mid \omega_\varphi = \omega + \partial \bar{\partial} \varphi > 0, \text{ on } M \}/\sim,$$  

where $\varphi_1 \sim \varphi_2$ if and only if $\varphi_1 = \varphi_2 + c$ for some constant $c$. A tangent vector in $T_\varphi \mathcal{H}$ is just a function $\psi$ such that

$$\int_M \psi \omega^n_\varphi = 0.$$  

Its norm in the $L^2$-metric on $\mathcal{H}$ is given by (cf. [25])

$$\|\psi\|^2_\varphi = \int_M \psi^2 \omega^n_\varphi.$$  

It was subsequently defined similarly in [31] and [15]. In all three papers, [25] [31] and [15], the authors defined this Weil-Peterson type metric from various points of view and proved formally that this infinite dimensional space has non-positive curvature. Using this definition, we can define a distance function in $\mathcal{H}$: For any two Kähler potentials $\varphi_0, \varphi_1 \in \mathcal{H}$, let $d(\varphi_0, \varphi_1)$ be the infimum of the length of all possible curves in $\mathcal{H}$ which connects $\varphi_0$ with $\varphi_1$.

A straightforward computation shows that a geodesic path $\varphi : [0, 1] \to \mathcal{H}$ of this $L^2$ metric must satisfies the following equation

$$\varphi''(t) - g_{\varphi^{\alpha\bar{\beta}}} \frac{\partial^2 \varphi}{\partial t \partial w^\alpha} \frac{\partial^2 \varphi}{\partial t \partial w^\bar{\beta}} = 0.$$  

where

$$g_{\varphi, \alpha\bar{\beta}} = g_{\alpha\bar{\beta}} + \frac{\partial^2 \varphi}{\partial w^\alpha \partial w^\bar{\beta}}.$$  
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According to S. Semmes [31], this path \( \{ \varphi(t) \} \) satisfies the geodesic equation if and only if the function \( \phi \) on \( [0, 1] \times S^1 \times M \) satisfies the homogeneous complex Monge-Ampere equation

\[
(\pi_2^* \omega + \partial \bar{\partial} \phi)^{n+1} = 0, \quad \text{on } \Sigma \times M,
\]

where \( \Sigma = [0, 1] \times S^1 \) and \( \pi_2 : \Sigma \times M \to M \) is the projection. In fact, one can consider (2.5) over a general Riemann surface \( \Sigma \) with boundary condition \( \phi = \phi_0 \) along \( \partial \Sigma \), where \( \phi_0 \) is a smooth function on \( \partial \Sigma \times M \) such that \( \phi_0(z, \cdot) \in H \) for each \( z \in \partial \Sigma \). It also has geometric meaning. The equation (2.5) can be regarded as the infinite dimensional version of the WZW equation for maps from \( \Sigma \) into \( H \) (cf. [15]).

Next we introduce three well known functionals in \( H \) here. First, the so called \( I \) functional is defined as

\[
dI(\varphi(t)) = \int_M \frac{\partial \varphi}{\partial t} \omega^n \varphi(t), \quad \varphi(t) \in H.
\]

The advantage of the \( I \) functional is that it is a constant along geodesic. One can write down an explicit formula for \( I \) functional

\[
I(\varphi) = \int_M \varphi \omega^n - \sum_{k=0}^{n-1} \frac{n-k}{n+1} \partial \varphi \wedge \bar{\partial} \varphi \wedge \omega^k \wedge \omega^{n-k-1}. \tag{2.6}
\]

We write down a detailed proof for \( I(\varphi) \) in Section 5 (prop ??).

Secondly, the so called \( J \) functional is defined as

\[
J(\varphi) = \int_M \varphi (\omega^n - \omega^\varphi) = \int_M \partial \varphi \wedge \bar{\partial} \varphi \wedge \left( \sum_{k=0}^{n-1} \omega^k \wedge \omega^{n-k-1} \right) > 0.
\]

Finally, the K energy functional (introduced by T. Mabuchi) is defined as a closed form \( dE \). Namely, for any \( \psi \in T_\varphi H \), we have

\[
(dE, \psi)_\varphi = \int_M \psi \cdot (R - R(\varphi)) \omega^n. \tag{2.7}
\]

Note that for any holomorphic vector field, we have

\[
\mathcal{F}_X(\omega) = (dE, \theta_X)_\varphi.
\]

The K energy functional is called proper in \( (M, [\omega]) \) if there exists a small constant \( \delta > 0 \) a constant \( C \) such that

\[
E(\varphi) \geq J(\varphi)^\delta - C.
\]

\[4\]We often regard \( \phi_0 \) as a smooth map from \( \partial \Sigma \) into \( H \).

\[5\]The original WZW equation is for maps from a Riemann surface into a Lie group.
The K energy functional is called proper in \((M, [\omega])\) if there exists a small constant \(\delta > 0\) and a constant \(C\) such that
\[
E(\phi) \geq \delta \int_M \log \frac{\omega_\phi^n}{\omega^n} - C \tag{2.8}
\]

2.3 The new approach in Chen-Tian’s paper \([12]\)

The lack of sufficient regularity in Chen’s solution to geodesic equation \([9]\) is the obstruction to proving deeper results in general cases by using geodesics approaches. We should point out that complex Monge-Ampere equations have been studied extensively (cf. \([5, 24, 2]\) etc.). However, regularity for solutions of homogeneous complex Monge-Ampere equations beyond \(C^{1,1}\) has been missing. Indeed, there are examples in which some solutions are only \(C^{1,1}\).

The best regularity result about geodesic segment is due to Chen-Tian \([12]\) where they showed that the solution to the disc version of the geodesic problem is smooth except at most a codimension 2 set with respect to generic boundary data. Although the \(C^{1,1}\) bound derived in \([9]\) plays a crucial role, Chen-Tian takes a new viewpoint towards geodesic equation. The main theorem in \([12]\) is

**Theorem 2.1.** \([12]\) Suppose that \(\Sigma\) is a unit disc. For any \(C^{k,\alpha}\) map \(\phi_0 : \partial \Sigma \to H (k \geq 2, 0 < \alpha < 1)\) and for any \(\epsilon > 0\), there exists a \(\phi_\epsilon : \partial \Sigma \to H\) in the \(\epsilon\)-neighborhood of \(\phi_0\) in \(C^{k,\alpha}(\Sigma \times M)\)-norm, such that 2.5 has an almost smooth solution with boundary value \(\phi_\epsilon\).

An almost smooth solution of eq. 2.5 has a uniform \(C^{1,1}\) bound and smooth almost everywhere. A detailed explanation (including definitions) can be found in \([12]\). However, the importance of this theorem lies in the following

**Theorem 2.2.** \([12]\) Suppose that \(\phi\) is a partially smooth solution to 2.5. For every point \(z \in \Sigma,\) let \(E(z)\) be the K-energy (or modified K energy) evaluated on \(\phi(z, \cdot) \in \overline{H}\). Then \(E\) is a bounded subharmonic function on \(\Sigma\) in the sense of distributions, moreover, we have the following
\[
\int_{\mathcal{R}_\phi} |D \frac{\partial \phi}{\partial z}|^2 \omega_{\phi(z, \cdot)}^n \ d z d \bar{z} \leq \int_{\partial \Sigma} \frac{\partial E}{\partial n} |_{\partial \Sigma} \ ds,
\]
where \(ds\) is the length element of \(\partial \Sigma\) and for any smooth function \(\theta, D \theta\) denotes the \((2,0)\)-part of \(\theta\)’s Hessian with respect to the metric \(\omega_{\phi(z, \cdot)}\). The equality holds if \(\phi\) is almost smooth.

3 On the existence of geodesic ray

3.1 Definitions and main results

As suggested in \([15]\), one should view the geodesic rays as effective substitute of a one parameter family of subgroup acting on projective Kähler manifolds. It
is natural to compare geodesic rays to the test configurations $\pi : X \to \Delta$ such that all fibre Kähler manifolds $\pi^{-1}(t)$ are bi-holomorphic to each other except when $t = 0$. The central fibre usually carries a different complex structure with singularities. The generic case is so called “Normal cross singularity” and the special case is when the central fibre is either smooth or has singular local codimension 4 or higher. However, by blowing up a few points in the central fibre if necessary, it might be possible to make the total space smooth or have some form of bounded geometry. For any test configuration, it might be possible to prove that there is always a relatively $C^{1,1}$ geodesic ray which is asymptotically closed to the test configuration near the central fibre. If the central fibre is smooth or smooth except a subvariety of codimension 4, then the geodesic ray is smooth generically except perhaps a singular locus of codimension two or higher.

Motivated from the study of test configuration in algebraic setting, in this section, we restrict our attentions to the case of “nice” geodesic rays $\omega_\rho(t) (t \in [0, \infty))$ which satisfies the following conditions:

1. The non-compact family $(M, \omega_\rho(t))$ can be compactified in some sense;
2. The limit of $(M, \omega_\rho(t))$ as $t \to \infty$ under suitable topology is smooth in the “compactification” or has mild singularities (codimension 4 and higher).

The most special case of geodesic rays are those arising from a fixed gradient complex holomorphic vector field. In this case, the curvature of $(M, \omega_\rho(t))$ is uniformly bounded and the injectivity radius is uniformly bounded from below.

Consider $\pi_2 : ([0, \infty) \times S^1) \times M \to M$ as natural projection map.

**Definition 3.1.** A path $\rho(t) : [0, \infty) \to H$ is called strictly convex if $\pi_2^* \omega_0 + i \partial \bar{\partial} \rho$ defines a Kähler metric in $([0, \infty) \times S^1) \times M$.

**Definition 3.2.** A geodesic ray $\rho(t) (t \in [0, \infty))$ is called special if it is one of the following types:

1. **effective** if the Calabi energy of $\omega_\rho(t)$ in $M$ is dominated by $\frac{t}{\epsilon}$ for any $\epsilon > 0$ as $t \to \infty$.
2. **normal** if the curvature of $\omega_\rho(t)$ in $M$ is uniformly bounded for $t \in [0, \infty)$.
3. **bounded geometry** if $(M, \omega_\rho(t)) (t \in [0, \infty))$ has uniform bound on curvature and a uniform positive lower bound of injective radius.

**Definition 3.3. Tamed by a bounded ambient geometry** A Kähler metric $h = \pi_2^* \omega_0 + i \partial \bar{\partial} \rho$ in $([0, \infty) \times S^1) \times M$ is said to have bounded ambient geometry if

1. it has a uniform bound on its curvature;
2. \(([0, T] \times S^1 \times M, h)\) has a uniform lower bound on injectivity radius and the bound is independent of \(T \to \infty\);

3. The vector length \(\left| \frac{\partial}{\partial t} \right|_h\) has a uniform upper bound.

A geodesic ray \((M, \omega_{\rho(t)})\) is called tamed by this ambient metric \(h\) if there is a uniform bound of the relative potential \(\rho - \bar{\rho}\), or if there is a uniform constant \(C\) such that 6

\[
1. \max_t |n + 1 + \Delta h(\rho - \bar{\rho})| \leq C;
2. \max_t \left| \frac{\partial(\rho - \bar{\rho})}{\partial t} \right|_h \leq C;
\]

Remark 3.4. A geodesic ray, tamed by a bounded ambient geometry, corresponds to the special degeneration of the complex structure in the algebraic setting. In the future, we should broaden our definition of bounded ambient geometry to include the following situations:

1. The upper bound of the curvature of the ambient Kähler metric might not be uniform;
2. The injectivity radius may have a lower bound which depends on the distance to some singular subvariety of higher codimension as well as on \(t\);
3. The restriction of the ambient Kähler metric \(h\) in \(\{t_i\} \times S^1 \times M\) may have some finite geodesic distance to \((M, \omega_{\rho(t_i)})\) while the later has certain geometric bounds (such as the Calabi energy or Sobolev constant, cf. Theorem 1.4).

Of course, the regularity of geodesic may be weakened a bit as well.

Remark 3.5. Using Cauchy-Kowalevski’s classical theorem, Arezzo-Tian proved that, a special degeneration of a complex structure when the central fibre is analytic, is asymptotically equivalent to a geodesic ray near the central fibre.

Example 3.6. Suppose that \(X\) is a gradient holomorphic vector field and let \(\omega_0\) be a Kähler form invariant under \(\text{Im}(X)\). Let \(\sigma(t), t \in [0, \infty)\) be the automorphism group generated by \(X\). Set

\[
\omega_{\rho(t)} = \sigma_t^* \omega_0.
\]

A straightforward calculation shows that \(\rho(t) t \in (-\infty, \infty)\) is a geodesic line. Let \(\sigma = \sigma_1\) and let \(g_1 = \sigma^* g_0\) and \(g_0\) be the two Kähler metrics corresponding to \(\omega_0\) and \(\sigma^* \omega_0\). Note that

\[
z \frac{\partial}{\partial z} + X
\]

6It is possible to only assume these two inequalities holds for a sequence of \(t_i \to \infty\).
induces a $C^*$ action $\sigma$ on $\Delta \times M$ which coincides with $\sigma$ in the manifold direction and the multiplicity action on $\Delta$ direction. Let $z_0 = 1$ and $z_k = \bar{\sigma}^k z_0 \to 0$. Set

$$M_{l,k} = \left\{ \frac{1}{2^l} \leq |z| \leq \frac{1}{2^k} \right\} \times M, \quad \forall \ l,k \in \mathbb{N}.$$  

Then

$$M_{0,\infty} = (\Delta \setminus \{0\}) \times M.$$  

It is easy to see that there is a smooth $S^1$ invariant Kähler metric $\bar{h}$ in $M_{0,1}$ such that

1. $\bar{h} |_{z=0} = g_0$ and $\bar{h} |_{z=1} = g_1$.
2. $h$ and $\bar{\sigma}^* \bar{h}$ gives rise a smooth metric in $M_{0,2}$.

Using $\bar{h}$, we can define a Kähler $h$ in $(\Delta \setminus \{0\}) \times M$ simply by

$$h(z, \cdot) = \bar{\sigma}^k \bar{h}, \quad \forall \ (z, \cdot) \in M_{k,k+1}.$$  

By definition, $h$ is a smooth metric in $(\Delta \setminus \{0\}) \times M$ which has bounded curvature and uniform positive lower bound on injectivity radius.

In fact, any normal geodesic ray is expected to be tamed by some bounded ambient geometry, at least when it has bounded geometry.

**Definition 3.7.** For any two geodesic rays $\rho_1(t), \rho_2(t) : [0, \infty) \to \mathcal{H}$, they are called parallel if there exists two constants $C$ such that

$$\sup_{t \in [0, \infty)} (\rho_1(t) - \rho_2(t)) \leq C.$$  

**Theorem 3.8.** If there exists a geodesic ray $\rho(t) : [0, \infty) \to \mathcal{H}$ which is tamed by an ambient geometry, then for any Kähler potential $\varphi_0 \in \mathcal{H}$, there exists a relative $C^{1,1}$ geodesic ray $\varphi(t)$ initiated from $\varphi_0$ and parallel to $\rho(t)$ such that

$$\sup_{t \in [0, \infty)} |\rho(t) - \varphi(t)| \leq C.$$  

Denote $\rho - \bar{\rho}$ is the relative Kähler potential of the given geodesic ray with respect to the ambient metric $h$. If $\rho - \bar{\rho}$ is uniformly $C^2$ bounded in manifold direction and if it is $C^1$ bound in $t$ direction with respect to the ambient metric $h$, then there exists two uniform constants $\lambda, C$ such that

$$0 \leq n + 1 + \tilde{\Delta}(\varphi(t,x) - \rho(t,x)) \leq C \exp(\lambda(\rho(t,x) - \bar{\rho}(t,x))).$$  

Here $\tilde{\Delta}$ is taken with respect to the ambient Kähler metric $h$. In particular, when

$$\rho(t,x) - \bar{\rho}(t,x)$$  

is uniformly bounded, the resulting geodesic ray has a uniformly $C^{1,1}$ bound in terms of ambient metric $h$. The constant $\lambda, C$ depends on $h$.

\footnote{This is the case when the geodesic ray is given by one parameter holomorphic transformation (c.f. ex. 3.5).}
In [29], Phong and Jacob approximate the $C^{1,1}$ geodesic segment (established in [9]) in algebraic manifold via finite dimensional approach. In light of the preceding theorem, it will be nice to approach this relative $C^{1,1}$ geodesic ray via finite dimensional approaches too.

**Definition 3.9.** For every geodesic ray $\rho(t)(t \in [0, \infty)$, we can define an invariant as

$$\Upsilon(\rho) = \lim_{t \to \infty} \int_M \frac{\partial \rho(t)}{\partial t} (\mathcal{R} - R(\rho(t))) \omega^\rho_{\rho(t)}.$$  \hspace{1cm} (3.1)

**Remark 3.10.** For a smooth geodesic ray, the $K$ energy is convex and the above invariant is well defined.

In case the geodesic ray arises from a one parameter holomorphic transformation, the integrand in equation 3.1 is just the usual Calabi-Futaki invariant. This invariant shall be compared to the generalized Futaki invariant defined by Ding and Tian on Fano varieties.

A natural question is: If two geodesic rays are parallel to each other, are their $\Upsilon$ invariants the same? The answer is partially "yes":

**Proposition 3.11.** If one of the geodesic rays has bounded ambient geometry, then any other geodesic ray parallel to it must have same $\Upsilon$ invariant.

**Definition 3.12.** A geodesic ray $\rho(t) : [0, \infty) \to \mathcal{H}$ is called stable (resp; semi-stable) if $\Upsilon(\rho) > 0$ (resp; $\geq 0$). It is called a de-stabilizer for $\mathcal{H}$ if $\Upsilon(\rho) < 0$ and it is called an effective de-stablizer if in additional

$$\limsup_{t \to \infty} t^2 \cdot \int_M (\mathcal{R}(\rho(t)) - \mathcal{R})^2 \omega^\rho_{\rho(t)} = 0.$$

Following the approach in algebraic case, we define (cf. [15]):

**Definition 3.13.** A Kähler manifold is called (effectively) geodesicly stable if there is no (effective) de-stablizing geodesic ray. It is called weakly geodesicly stable if the invariant $\Upsilon$ is always non-negative for every geodesic ray.

One of the main theorems is:

**Theorem 3.14.** Suppose $\rho(t) : [0, \infty) \to \mathcal{H}$ is an effective de-stablized geodesic ray in $\mathcal{H}$, then

$$\int_M (\mathcal{R}(\varphi) - \mathcal{R})^2 \omega^\varphi_{\varphi} \geq \Upsilon(\rho)^2, \quad \forall \varphi \in \mathcal{H}.$$  

In fact, we have

$$\inf_{\varphi \in \mathcal{H}} \int_M (\mathcal{R}(\varphi) - \mathcal{R})^2 \omega^\varphi_{\varphi} \geq \sup_{\rho} \Upsilon(\rho)^2,$$  \hspace{1cm} (3.2)

where the sup in the right hand side of (3.2) runs over all possible effective de-stablized geodesic rays.
As a corollary, we have the following important consequence

**Corollary 3.15.** If there is a Kähler metric of constant scalar curvature, then it is weakly effectively geodesically stable.

One can generalize these results to the case of extremal Kähler metric with non-constant scalar curvature.

**Definition 3.9.** Suppose $X_c$ is the canonical extremal vector field in $(M, [\omega])$ (cf. eq. 2.2) and $\theta(X_c)$ is defined as equation 2.3. For every geodesic ray $\rho(t)(t \in [0, \infty))$, we can define an invariant as

$$\tilde{Y}(\rho) = \lim_{t \to \infty} \int_M \frac{\partial \rho(t)}{\partial t} (R - R(\rho(t) - \theta(X_c))) \omega^n_{\rho(t)}.$$  \hspace{1cm} (3.3)

A geodesic ray $\rho(t) : [0, \infty) \to \mathcal{H}$ is called stable (resp. semi-stable) if $\tilde{Y}(\rho) > 0$ (resp. $\geq 0$). It is called a destabilizer for $\mathcal{H}$ if $\tilde{Y}(\rho) < 0$ and effective destabilizer if in addition

$$\limsup_{t \to \infty} t^2 \cdot \int_M (R(\rho(t)) - R - \theta(X_c))^2 \omega^n_{\rho(t)} = 0.$$  

With essentially same proof, we have

**Theorem 3.2.** Suppose $\rho(t) : [0, \infty) \to \mathcal{H}$ is an effectively destabilizing geodesic ray in $\mathcal{H}$, then

$$\int_M (R(\varphi) - R - \theta(X_c))^2 \omega^n_{\varphi} \geq \tilde{Y}(\rho)^2, \quad \forall \varphi \in \mathcal{H}.$$  

In fact, we have

$$\inf_{\varphi \in \mathcal{H}} \int_M (R(\varphi) - R - \theta(X_c))^2 \omega^n_{\varphi} \geq \sup_{\rho} \tilde{Y}(\rho)^2,$$  \hspace{1cm} (3.4)

where the sup in the right hand side runs over all possible effectively destabilizing geodesic rays. Moreover, the underlying manifold is weakly geodesic stable if there exists an extremal Kähler metric in the Kähler class.

**3.2 Proof of Theorem 3.8**

In this subsection, we will give a proof of the existence of a geodesic ray when the initial geodesic ray has bounded ambient geometry. One of the main challenges here has been searching for the right condition for the existence of a parallel geodesic ray with regularity beyond the $L^2$ topology on the Kähler potential. Following the main steps in [9] under current circumstance: for any given Kähler potential $\varphi_0$, we can pick a sequence of Kähler metrics $\rho(t_i)(i \in \mathbb{N})$ along the given geodesic ray, and connects $\varphi_0$ to $\rho(t_i)(i \in \mathbb{N})$ via the unique $C^{1,1}$ geodesic segment established in [9]. This way, we obtain a sequence of $C^{1,1}$ geodesic
ray and hope to take a limit as $t_i \to \infty$. The main difficult is to obtain some uniform $C^{1,1}$ bound which allows us to take a limit as $t_i \to \infty$. However, such an approach runs into a serious problem as we shall explain now: first, there is no absolute $C^0$ estimate which is crucial to the Yau’s calculation of the second derivatives. Secondly, when we do the blowing up estimate, the compactness of the underlying Kähler manifold becomes crucial. Thirdly, in deriving boundary estimate as in [9], we need the assumption that the restriction of Kähler metric in $\partial \Sigma \times M$ has a uniform positive lower bound with respect to some fixed metric. This is clearly not available since the sequence of metrics along a geodesic ray are expected to either diverge or converge to a metric in different complex structure. In a typical scenario, this sequence of metrics will degenerate along generic points in the Kähler manifold and will blowup along some divisor. To overcome this difficulty, we use this bounded ambient metric from the initial geodesic ray to obtain some control of $C^0$ bound on the modified potentials. In order to derive a $C^2$ estimate in terms of this weak $C^0$ estimate, we need to exploit the structure of degenerated Monge-Ampere equation more closely. In particular, if the modified potential doesn’t have a uniform $C^0$ bound, we need to re-design the blowing up procedure in [9] to obtain a growth control in the $C^{1,1}$ bound on the modified potential. We believe that such a technique may be applicable to some other interesting cases.

3.2.1 Setup of problem

Let us first set up some notations. Let $T \gg 1$ be a generic large positive number. Let $\Sigma_T = [0, T] \times S^1$. In the $(n + 1)$ dimensional Kähler manifold $\Sigma_T \times M$, we want to solve the Dirichlet problem for HCMA equation 2.5 where the boundary data is invariant in the circle $S^1$ direction. As in [9], for any $T$ and for any smooth boundary data, we can obtain a unique $C^{1,1}$ solution $\phi(t)$ such that it solves HCMA equation 2.5. In other words, we have

$$\left(\pi_2^* \omega_0 + \sqrt{-1} \partial \bar{\partial} \phi\right)^{n+1} = 0,$$

where

$$\phi(0) = \varphi_0, \quad \text{and} \quad \phi(T) = \rho(T).$$

(3.6)

Here we assume that $\rho : [0, \infty) \to \infty$ is a smooth geodesic ray. Obviously, the $C^{1,1}$ estimate depends on $T$ and may blow up as $T \to \infty$. In fact, this $C^{1,1}$ estimate must blow up if it represents a geodesic ray. This creates a serious problem for the existence of geodesic rays. Our strategy is the following: let $\{n_k \in \mathbb{N}\}$ be a sequence of numbers that approach $\infty$. Suppose that $\{\phi_k, k \in \mathbb{N}\}$ solves the Dirichlet boundary value problem of equation 2.5 in $\Sigma_{n_k} \times M$ with boundary data

$$\phi_k(0) = \varphi_0, \quad \text{and} \quad \phi_k(n_k) = \rho(n_k).$$

(3.7)

Lemma 3.16. For any smooth geodesic ray $\rho(t)(t \in [0, \infty))$ and for any initial metric $\varphi_0 \in \mathcal{H}$, there exists a uniform constant $C$ such that for any $T \in (0, \infty)$,
there exists a unique $C^{1,1}$ geodesic $\phi_T(t)(t \in [0,T])$ which connects $\varphi_0$ to $\rho(T)$ such that
\[-C \leq \phi_T(t, x) - \rho(t, x) \leq C.\] (3.8)

To obtain uniform $C^{1,1}$ bound in some fashion, we need to choose some appropriate background Kähler metric first. Let $h$ be the ambient metric with bounded ambient geometry. Suppose that this initial geodesic ray $\rho(t)(t \in [0, \infty))$ is tamed by $h$. Suppose that its Kähler form $\tilde{\omega}$ is given by
\[
\pi^* \omega_0 + \sum_{i,j=1}^{n} \frac{\partial^2 \tilde{\rho}}{\partial w^i \partial \bar{w}^j} d w^i d \bar{w}^j + 2 \text{Re} \left( \sum_{i=1}^{n} \frac{\partial^2 \tilde{\rho}}{\partial z \partial \bar{z}} d w^i d w^j \right) + \frac{\partial^2 \tilde{\rho}}{\partial z \partial \bar{z}} dz d \bar{z}.\] (3.9)

Here $z = t + \sqrt{-1} \theta$. In other words
\[
\tilde{\omega} = \pi^* \omega_0 + \sqrt{-1} \partial \bar{\partial} \tilde{\rho}.
\]

The Dirichelet boundary value problem eqs. 3.5 and 3.6 can be re-written as a Dirichelet problem on $\Sigma_T \times M$ such that
\[
\det \left( h_{\alpha \bar{\beta}} + \frac{\partial^2 (\phi - \bar{\rho})}{\partial w^\alpha \partial \bar{w}^\beta} \right)_{(n+1) \times (n+1)} = 0,\] (3.10)

with boundary condition
\[
\phi \mid_{\{0\} \times S^1 \times M} = \varphi_0, \quad \text{and} \quad \phi \mid_{\{T\} \times S^1 \times M} = \rho(T).\] (3.11)

Set
\[
\tilde{\psi}_T(t, x) = \phi_T(t, x) - \bar{\rho}(t, x).
\] (3.12)

For a sequence of points $t_i \to \infty$ we have
\[
\tilde{\psi}_{t_i}(t_i, x) = \phi_{t_i}(t_i, x) - \bar{\rho}(t_i, x) = \rho_{t_i}(t_i, x) - \bar{\rho}(t_i, x).
\]

For simplicity, we drop the dependency on $T$. Thus, the modified potential $\tilde{\psi}_T(t, x)$ has uniform $C^0$ bound.

As in [9], we want to use the method of continuity. So we set up the problem as
\[
\det \left( h_{\alpha \bar{\beta}} + \frac{\partial^2 \tilde{\psi}}{\partial w^\alpha \partial \bar{w}^\beta} \right)_{(n+1) \times (n+1)} = \epsilon \det (g_{\alpha \bar{\beta}})_{n \times n},\] (3.13)

with boundary condition
\[
\tilde{\psi} \mid_{\{0\} \times S^1 \times M} = \varphi_0 - \rho(0), \quad \text{and} \quad \tilde{\psi} \mid_{\{T\} \times S^1 \times M} = \rho(T) - \bar{\rho}(T).\] (3.14)

For any $T$ fixed, this Dirichelet boundary value has a unique $C^{1,1}$ solution as in [9]. The challenge at hand is how to obtain a $C^{1,1}$ estimate when $T$ runs over an increasing sequence of times $\{n_k \in \mathbb{N}\}$ and $\epsilon \to 0$. 
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3.2.2 The $C^{1,1}$ estimates for the HCMA equation in unbounded domains

In this subsection, we want to solve equation (3.13) for any large $T > 0$. We follow Yau’s estimate in [33] and we want to set up some notations first. Put
\[ \omega_{\tilde{\rho}}(t) = \sqrt{-1} h^{\alpha \bar{\beta}} \omega_{\alpha} \otimes \omega_{\bar{\beta}} \]
and
\[ \omega_{\phi}(t) = \sqrt{-1} g'^{\alpha \bar{\beta}} \omega_{\alpha} \otimes \omega_{\bar{\beta}} \]
where
\[ g'^{\alpha \bar{\beta}} = h^{\alpha \bar{\beta}} + \partial^2 (\phi(t) - \bar{\rho}(t)) \frac{\partial \omega_{\alpha}}{\partial w_{\bar{\beta}}} \partial \omega_{\bar{\beta}} \frac{\partial \omega_{\alpha}}{\partial w_{\bar{\beta}}} \].

Then
\[ \triangle' = \sum_{\alpha, \beta = 1}^{n} g'^{\alpha \bar{\beta}} \frac{\partial^2}{\partial w_{\alpha} \partial w_{\bar{\beta}}} \],
\[ \tilde{\triangle} = \sum_{\alpha, \beta = 1}^{n} h^{\alpha \bar{\beta}} \frac{\partial^2}{\partial w_{\alpha} \partial w_{\bar{\beta}}} \).

Before stating the crucial Lemma of this subsection, we need to explain a little bit the relationship between geodesic ray and its bounded ambient geometry. By definition of the initial geodesic ray tamed by an ambient metric $h$ with bounded ambient geometry, there exists a sequence of time $t_i \to \infty$ such that

1. $|n + 1 + \triangle h (\rho - \bar{\rho})| \leq C$;
2. $|\frac{\partial (\rho - \bar{\rho})}{\partial t}|_h \leq C$;
3. The vector $|\frac{\partial}{\partial t}|_h$ has uniform upper bound.

Note that under the first two conditions, $\rho - \bar{\rho}$ is not necessary bounded. However, it is sufficient to show that the oscillation of $|\rho - \bar{\rho}|$ is controlled by the distance (by ambient metric $h$). We first prove the following lemma:

**Lemma 3.17.** [9] There exists a constant $C$ which depends only on the ambient metric $h$ (independent of $T$) such that
\[ e^{-\lambda (\rho - \bar{\rho})} (n + 1 + \tilde{\triangle} \tilde{\psi}(t)) \leq \max_{t = 0, t = T} e^{-\lambda (\rho - \bar{\rho})} (n + 1 + \tilde{\triangle} \tilde{\psi}(t)) \]

**Proof.** We want to use the maximum principle in this proof. Let us first calculate $\Delta' \left( n + 1 + \tilde{\triangle} (\varphi - \bar{\rho}) \right)$.

Let us choose a coordinate so that at a fixed point both $\omega_{\tilde{\rho}}(t) = \sqrt{-1} h^{\alpha \bar{\beta}} \omega_{\alpha} \otimes \omega{\bar{\beta}}$ and the complex Hessian of $\varphi(t) - \rho(t)$ are in diagonal forms. In particular, we assume that $h_{ij} = \delta_{ij}$ and $(\varphi(t) - \rho(t))_{ij} = \delta_{ij} (\varphi(t) - \rho(t))_{ii}$. Thus
\[ g'^{i\bar{i}} = 1 + (\varphi(t) - \rho(t))_{ii} \].

For convenience, put
\[ F = \ln \epsilon + \log \det (h_{ij}) \]

Then our equation reduces to
\[ \log \det \left( h_{ij} + \frac{\partial^2 (\varphi - \bar{\rho})}{\partial w_i \partial w_{\bar{j}}} \right) = F + \log \det (h_{ij}) \].
For convenience, set
\[ \tilde{\psi}(t) = \varphi(t) - \bar{\rho}(t) \]
in this proof. Note that \( |\tilde{\psi}(t)| \) is uniformly bounded. We first follow the standard calculation of \( C^2 \) estimates in \( \text{33} \). Differentiate both sides with respect to \( \frac{\partial}{\partial w_k} \)

\[
(g')^{ij} \left( \frac{\partial h_{ij}}{\partial w_k} + \frac{\partial^3 \tilde{\psi}(t)}{\partial w_i \partial \bar{w}_j \partial w_k} \right) - \tilde{h}^{ij} \frac{\partial h_{ij}}{\partial w_k} = \frac{\partial F}{\partial w_k},
\]
and differentiating again with respect to \( \frac{\partial}{\partial w_l} \) yields

\[
(g')^{ij} \left( \frac{\partial^2 h_{ij}}{\partial w_k \partial w_l} + \frac{\partial^4 \tilde{\psi}(t)}{\partial w_i \partial \bar{w}_j \partial w_k \partial w_l} \right) + \tilde{h}^{ij} h^{is} \frac{\partial h_{ik}}{\partial w_l} \frac{\partial h_{sl}}{\partial w_k} - \tilde{h}^{ij} \frac{\partial^2 h_{ij}}{\partial w_k \partial w_l} \]

\[
-(g')^{ij} (g')^{is} \left( \frac{\partial h_{ik}}{\partial w_l} + \frac{\partial^3 \tilde{\psi}(t)}{\partial w_i \partial \bar{w}_j \partial w_k} \right) \left( \frac{\partial h_{ij}}{\partial w_k} + \frac{\partial^3 \tilde{\psi}(t)}{\partial w_i \partial \bar{w}_j \partial w_k} \right) = \frac{\partial^2 F}{\partial w_k \partial w_l}.
\]
Assume that we have normal coordinates at the given point, i.e., \( h_{ij} = \delta_{ij} \) and the first order derivatives of \( g \) vanish. Now taking the trace of both sides results in

\[
\bar{\Delta} F = h^{kl} (g')^{ij} \left( \frac{\partial^2 h_{ij}}{\partial w_k \partial w_l} + \frac{\partial^4 \tilde{\psi}(t)}{\partial w_i \partial \bar{w}_j \partial w_k \partial w_l} \right)
\]

\[
- h^{kl} (g')^{ij} (g')^{is} \frac{\partial^3 \tilde{\psi}(t)}{\partial w_i \partial \bar{w}_j \partial w_k} \frac{\partial^3 \tilde{\psi}(t)}{\partial w_i \partial \bar{w}_j \partial w_k} - h^{kl} \tilde{h}^{ij} \frac{\partial^2 h_{ij}}{\partial w_k \partial w_l}.
\]

On the other hand, we also have

\[
\Delta' (\bar{\Delta} \tilde{\psi}(t)) = (g')^{kj} \frac{\partial^2}{\partial w_k \partial \bar{w}_l} \left( \frac{\partial^2 \tilde{\psi}(t)}{\partial w_i \partial \bar{w}_j} \right)
\]

\[
= (g')^{kj} h^{ij} \frac{\partial^4 \tilde{\psi}(t)}{\partial w_i \partial \bar{w}_j \partial w_k \partial \bar{w}_l} + (g')^{kl} \frac{\partial^2 h_{ij}}{\partial w_k \partial \bar{w}_l} \frac{\partial^2 \tilde{\psi}(t)}{\partial w_i \partial \bar{w}_j},
\]
and we will substitute \( \frac{\partial^2 \tilde{\psi}(t)}{\partial w_k \partial \bar{w}_l} \) in \( \Delta' (\bar{\Delta} \tilde{\psi}(t)) \) so that the above reads

\[
\Delta' (\bar{\Delta} \tilde{\psi}(t)) = - h^{kl} (g')^{ij} \frac{\partial^2 h_{ij}}{\partial w_k \partial \bar{w}_l} + h^{kl} (g')^{ij} (g')^{is} \frac{\partial^3 \tilde{\psi}(t)}{\partial w_i \partial \bar{w}_j \partial w_k} \frac{\partial^3 \tilde{\psi}(t)}{\partial w_i \partial \bar{w}_j \partial w_k}
\]

\[
+ h^{kl} \tilde{h}^{ij} \frac{\partial^2 h_{ij}}{\partial w_k \partial \bar{w}_l} + \bar{\Delta} F + (g')^{kl} \frac{\partial^2 \tilde{\psi}(t)}{\partial w_k \partial \bar{w}_l} \frac{\partial^2 \tilde{\psi}(t)}{\partial w_i \partial \bar{w}_j},
\]
which we can rewrite after substituting \( \frac{\partial^2 h_{ij}}{\partial w_k \partial \bar{w}_l} = - R_{ijkl} \) and \( \frac{\partial^2 h_{ij}}{\partial w_k \partial \bar{w}_l} = R_{ijkl} \) as

\[
\Delta' (\bar{\Delta} \tilde{\psi}(t)) = \bar{\Delta} F + h^{kl} (g')^{ij} (g')^{is} \tilde{\psi}(t)_{ik} \tilde{\psi}(t)_{lj} + (g')^{ij} h^{kl} R_{ijkl} - h^{ij} h^{kl} R_{ijkl} + (g')^{kl} R_{ijkl} \tilde{\psi}(t)_{ij},
\]

\[\text{21}\]
Restrict to the coordinates we chose in the beginning so that both \( g \) and \( \tilde{\psi}(t) \) are in diagonal form. The above transforms to

\[
\Delta'(\tilde{\Delta}\tilde{\psi}(t)) = \frac{1}{1 + \psi(t)_{ii}} \frac{1}{1 + \psi(t)_{jj}} \tilde{\psi}(t)_{ij} \tilde{\psi}(t)_{jk} + \tilde{\Delta}F + R_{ijk}(1 + \frac{1}{1 + \psi(t)_{ii}} + \frac{\tilde{\psi}(t)_{ii}}{1 + \psi(t)_{jj}}).
\]

Set now \( C = \inf_{i \neq k} R_{ijk} \) and observe that

\[
R_{ijk}(1 + \frac{1}{1 + \psi(t)_{ii}} + \frac{\tilde{\psi}(t)_{ii}}{1 + \psi(t)_{jj}}) = \frac{1}{2} R_{ijk} \frac{(\tilde{\psi}(t)_{kk} - \tilde{\psi}(t)_{ii})^2}{(1 + \psi(t)_{ii})(1 + \psi(t)_{kk})} \geq C \frac{(1 + \tilde{\psi}(t)_{kk} - 1 - \tilde{\psi}(t)_{ii})^2}{2(1 + \psi(t)_{ii})(1 + \psi(t)_{kk})} = C \left( \frac{1 + \tilde{\psi}(t)_{ii}}{1 + \psi(t)_{kk}} - 1 \right),
\]

which yields

\[
\Delta'(\tilde{\Delta}\tilde{\psi}(t)) \geq \frac{1}{(1 + \psi(t)_{ii})(1 + \psi(t)_{jj})} \tilde{\psi}(t)_{ij} \tilde{\psi}(t)_{jk} + \tilde{\Delta}F + C \left( n + 1 + \tilde{\Delta}\tilde{\psi}(t) \right) \sum_{i} \frac{1}{1 + \psi(t)_{ii}} - 1).
\]

We need to apply one more trick to obtain the requested estimates. Namely,

\[
\Delta'(e^{-l\tilde{\psi}(t)}(n + 1 + \tilde{\Delta}\tilde{\psi}(t))) = e^{-l\tilde{\psi}(t)} \Delta'(\tilde{\Delta}\tilde{\psi}(t)) + 2\tilde{\nabla}'e^{-l\tilde{\psi}(t)} \tilde{\nabla}'(n + \tilde{\Delta}\tilde{\psi}(t)) + \Delta'(e^{-l\tilde{\psi}(t)}(n + 1 + \tilde{\Delta}\tilde{\psi}(t)) - le^{-l\tilde{\psi}(t)}(g')_{ii} \tilde{\psi}(t)_{ij}(\tilde{\Delta}\tilde{\psi}(t))_{ij} = e^{-l\tilde{\psi}(t)} \Delta'(\tilde{\Delta}\tilde{\psi}(t)) - le^{-l\tilde{\psi}(t)}(g')_{ii} \tilde{\psi}(t)_{ij}(\tilde{\Delta}\tilde{\psi}(t))_{ij} - le^{-l\tilde{\psi}(t)} \Delta'(\tilde{\Delta}\tilde{\psi}(t))_{ij} = e^{-l\tilde{\psi}(t)} \Delta'(\tilde{\Delta}\tilde{\psi}(t)) - le^{-l\tilde{\psi}(t)}(g')_{ii} \tilde{\psi}(t)_{ij}(n + 1 + \tilde{\Delta}\tilde{\psi}(t)) - le^{-l\tilde{\psi}(t)} \Delta'(\tilde{\Delta}\tilde{\psi}(t))_{ij} \leq e^{-l\tilde{\psi}(t)}(\tilde{\Delta}\tilde{\psi}(t))_{ij} - le^{-l\tilde{\psi}(t)}(g')_{ii} \tilde{\psi}(t)_{ij}(n + 1 + \tilde{\Delta}\tilde{\psi}(t)) - le^{-l\tilde{\psi}(t)} \Delta'(\tilde{\Delta}\tilde{\psi}(t))_{ij}.
\]

which follows from the Schwarz Lemma applied to the middle two terms. We will write out one term here; the other goes in an analogous way.

\[
(le^{-l\tilde{\psi}(t)}(\tilde{\psi}(t))_{ij}(n + \tilde{\Delta}\tilde{\psi}(t)) \frac{1}{2}) (e^{-l\tilde{\psi}(t)}(\tilde{\Delta}\tilde{\psi}(t))_{ij}(n + 1 + \tilde{\Delta}\tilde{\psi}(t))^{-\frac{1}{2}}) \leq \frac{1}{2} (l^2 e^{-l\tilde{\psi}(t)}(\tilde{\psi}(t))_{ij}(n + 1 + \tilde{\Delta}\tilde{\psi}(t)) \leq e^{-l\tilde{\psi}(t)}(\tilde{\Delta}\tilde{\psi}(t))_{ij}(n + \tilde{\Delta}\tilde{\psi}(t))^{-\frac{1}{2}} + e^{-l\tilde{\psi}(t)}(\tilde{\Delta}\tilde{\psi}(t))_{ij}(n + \tilde{\Delta}\tilde{\psi}(t))^{-1}.
\]
Consider now the following

\[- (n + 1 + \bar{\Delta} \hat{\psi}(t))^{-1} \frac{1}{1 + \psi(t)_{ii}}(\bar{\Delta} \hat{\psi}(t))_{i} (\bar{\Delta} \hat{\psi}(t))_{i} + \Delta' \bar{\Delta} \hat{\psi}(t) \geq \]

\[- (n + 1 + \bar{\Delta} \hat{\psi}(t))^{-1} \frac{1}{1 + \psi(t)_{ii}} |\hat{\psi}(t)_{kk}||^2 + \bar{\Delta} F \]

\[+ \frac{1}{1 + \psi(t)_{ii}} \frac{1}{1 + \psi(t)_{kk}} \hat{\psi}(t)_{ki} \hat{\psi}(t)_{kj} + C(n + 1 + \bar{\Delta} \hat{\psi}(t)) \frac{1}{1 + \psi(t)_{ii}}.\]

On the other hand, using the Schwarz inequality, we have

\[(n + \bar{\Delta} \hat{\psi}(t))^{-1} \frac{1}{1 + \psi(t)_{ii}} |\hat{\psi}(t)_{kk}||^2 \]

\[= (n + 1 + \bar{\Delta} \hat{\psi}(t))^{-1} \frac{1}{1 + \psi(t)_{ii}} \left| \frac{\hat{\psi}(t)_{kk}}{(1 + \psi(t)_{kk})^2} (1 + \psi(t)_{kk})^2 \right|^2 \]

\[\leq (n + 1 + \bar{\Delta} \hat{\psi}(t))^{-1} \left( \frac{1}{1 + \psi(t)_{ii}} \frac{1}{1 + \psi(t)_{kk}} \hat{\psi}(t)_{kk} \hat{\psi}(t)_{kk} \right) \left( 1 + \psi(t)_{ii} \right) \]

\[= \frac{1}{1 + \psi(t)_{ii}} \frac{1}{1 + \psi(t)_{kk}} \hat{\psi}(t)_{kk} \hat{\psi}(t)_{kk} \]

\[\leq \frac{1}{1 + \psi(t)_{ii}} \frac{1}{1 + \psi(t)_{kk}} \hat{\psi}(t)_{kk} \hat{\psi}(t)_{kk},\]

so that we get

\[-(n + \bar{\Delta} \hat{\psi}(t))^{-1} \frac{1}{1 + \psi(t)_{ii}} (\bar{\Delta} \hat{\psi}(t))_{i} (\bar{\Delta} \hat{\psi}(t))_{i} + \Delta' \bar{\Delta} \hat{\psi}(t) \]

\[\geq \bar{\Delta} F + C(n + 1 + \bar{\Delta} \hat{\psi}(t)) \frac{1}{1 + \psi(t)_{ii}}.\]

Putting all these together, we obtain

\[\Delta' \left( e^{-\lambda \hat{\psi}(t)} (n + \bar{\Delta} \hat{\psi}(t)) \right) \]

\[\geq e^{-\lambda \hat{\psi}(t)} \left( \bar{\Delta} F + C(n + 1 + \bar{\Delta} \hat{\psi}(t)) \sum_{i=1}^{n} \frac{1}{1 + \psi(t)_{ii}} \right) \]

\[- \lambda e^{-\lambda \hat{\psi}(t)} \Delta' \hat{\psi}(t) (n + 1 + \bar{\Delta} \hat{\psi}). \quad (3.15)\]

Consider

\[\bar{\Delta} F = h^{\alpha \beta} \frac{\partial^2 \log \det(h^{-1})}{\partial \omega^a \partial \omega^b} = -R(\rho(t)).\]
Plugging this into the inequality (3.15), we obtain
\[
\Delta' \left( e^{-\lambda \tilde{\psi}(t)} (n + 1 + \tilde{\Delta} \psi(t)) \right) \\
\geq e^{-\lambda \tilde{\psi}(t)} \left( C(n + 1 + \tilde{\Delta} \psi(t)) \sum_{i=1}^{n+1} \frac{1}{1 + \psi(t)_{ii}} \right) \\
- \lambda e^{-\lambda \tilde{\psi}(t)} \Delta' \tilde{\psi}(t) (n + 1 + \tilde{\Delta} \tilde{\psi}(t)) - R(\rho(t)) e^{-\lambda \tilde{\psi}(t)}.
\]
Now
\[
\Delta' \tilde{\psi}(t) = \Delta' \tilde{\psi}(t) = tr_g' (\tilde{\omega} + i \partial \bar{\partial} \tilde{\psi} - (\tilde{\omega}) = n + 1 - tr_g h.
\]
Plugging this into the above inequality, we obtain
\[
\Delta' \left( e^{-\lambda \tilde{\psi}(t)} (n + 1 + \tilde{\Delta} \tilde{\psi}(t)) \right) \\
\geq e^{-\lambda \tilde{\psi}(t)} \left( (C + \lambda \delta)(n + 1 + \tilde{\Delta} \tilde{\psi}(t)) \sum_{i=1}^{n+1} \frac{1}{1 + \psi(t)_{ii}} \right) \\
- |\lambda| c_3 e^{-\lambda \tilde{\psi}(t)} (n + 1 + \tilde{\Delta} \tilde{\psi}(t)) - R(\rho(t)) e^{-\lambda \tilde{\psi}(t)}.
\]
Let \( \lambda \delta = -C + 1 \), we then have
\[
\Delta' \left( e^{-\lambda \tilde{\psi}(t)} (n + 1 + \tilde{\Delta} \tilde{\psi}(t)) \right) \\
\geq e^{-\lambda \tilde{\psi}(t)} \left( (n + 1 + \tilde{\Delta} \tilde{\psi}(t)) \sum_{i=1}^{n+1} \frac{1}{1 + \psi(t)_{ii}} \right) \\
- c_5 e^{-\lambda \tilde{\psi}(t)} (n + 1 + \tilde{\Delta} \tilde{\psi}(t)) - c_2 e^{-\lambda \tilde{\psi}}.
\]
Here \( c_5 \) is a uniform constant.

**Claim**: the maximum value of \( e^{-\lambda \tilde{\psi}(t)} (n + 1 + \tilde{\Delta} \tilde{\psi}(t)) \) must occur in \( \partial \Sigma_T \times M \).

Otherwise, if the maximum occur in the interior, we have
\[
e^{-\lambda \tilde{\psi}(t)} \left( (n + 1 + \tilde{\Delta} \tilde{\psi}(t)) \sum_{i=1}^{n+1} \frac{1}{1 + \psi(t)_{ii}} \right) - c_5 e^{-\lambda \tilde{\psi}(t)} (n + 1 + \tilde{\Delta} \tilde{\psi}(t)) - c_2 e^{-\lambda \tilde{\psi}} \leq 0.
\]
However,
\[
\sum_{i=1}^{n+1} \frac{1}{1 + \psi(t)_{ii}} \rightarrow \infty
\]
as \( \epsilon \rightarrow 0 \). This leads to a contradiction when \( T \) is finite since
\[
\tilde{\psi} = \rho - \bar{\rho} + \varphi_T - \rho
\]
is uniformly bounded in \( \Sigma_T \times M \). Thus,
\[
e^{-\lambda \tilde{\psi}(t)} (n + 1 + \tilde{\Delta} \tilde{\psi}(t)) \leq \max_{t=0, t=T} e^{-\lambda \tilde{\psi}(t)} (n + 1 + \tilde{\Delta} \tilde{\psi}(t)).
\]
In other words, 
\[ e^{-\lambda (\rho - \bar{\rho})} (n + 1 + \tilde{\Delta} \tilde{\psi}(t)) \leq \max_{t=0,t=T} e^{-\lambda (\rho - \bar{\rho})} (n + 1 + \tilde{\Delta} \tilde{\psi}(t)) . \]

Note that 
\[ |\tilde{\Delta} (\rho - \bar{\rho})| + |\partial (\rho - \bar{\rho})| \leq C. \]

This implies Lemma 3.17 (cc. \cite{[9]})

As in \cite{[9]}, we have Theorem 3.18.

If \( \psi \) is a solution of equation (3.13) at \( 0 < \epsilon < 1 \), then there exists a constant \( C \) which depends only on \( (\Sigma_T \times M, h) \) such that if \( e^{-\lambda (\rho - \bar{\rho})} (n + 1 + \tilde{\Delta} \tilde{\psi}(t)) \) attains the maximal value at \( t = T \), then for any \( \{t\} \times S^1 \times M \) which has \( h \)-distance to \( \{T\} \times S^1 \times M \) less than 1, we have

\[ \max_{\{t\} \times S^1 \times M} (n + 1 + \tilde{\Delta} \tilde{\psi}) \leq C \max_{[T - \mu, T] \times S^1 \times M} (|\nabla \tilde{\psi}|_h^2 + 1), \quad \text{(3.16)} \]

hold for any \( \mu > 0 \) where the \( h \) distance from \( \{T - \mu\} \times S^1 \times M \) to \( \{T\} \times M \) is small (\( \ll 1 \)). On the other hand, if \( e^{-\lambda (\rho - \bar{\rho})} (n + 1 + \tilde{\Delta} \tilde{\psi}(t)) \) attains the maximal value at \( t = 0 \), then

\[ \max_{[0,1] \times S^1 \times M} (n + 1 + \tilde{\Delta} \tilde{\psi}) \leq C \max_{[0,\mu] \times S^1 \times M} (|\nabla \tilde{\psi}|_h^2 + 1). \quad \text{(3.17)} \]

For simplicity, denote the \( h \) distance between two hypersurfaces \( \{t_1\} \times S^1 \times M \) and \( \{t_2\} \times S^1 \times M \) as \( d_h(t_1, t_2) \). Following a blowing up argument in \cite{[9]}, we can prove that there is a uniform \( C^{1,1} \) estimate for \( t \in [0, T] \) or \( t \in [0, 1] \), depending on where

\[ e^{-\lambda \tilde{\psi}(t)} (n + 1 + \tilde{\Delta} \tilde{\psi}(t)) \]

realizes its maximum. For simplicity, let us assume that

\[ \eta^{-\lambda \tilde{\psi}(t)} (n + 1 + \tilde{\Delta} \tilde{\psi}(t)) \]

obtain maximum at \( \{T\} \times S^1 \times M \). Thus, we have

\[ \max_{\{t\} \times S^1 \times M} (n + 1 + \tilde{\Delta} \tilde{\psi}) \leq C \max_{[T - \mu, T] \times S^1 \times M} (|\nabla \tilde{\psi}|_h^2 + 1), \quad \forall \mu > 0 \]

for any \( t \) where the \( d_h(t, T) \leq 1 \) and \( d_h(T - \mu, T) \ll 1 \). Unlike in \cite{[9]}, here we need to blowup at the maximum point of

\[ |\nabla \tilde{\psi}|_h \cdot \left( \frac{1}{2} - d_h(t, T) \right), \quad \forall t \in \left[ \frac{T}{2}, T \right]. \]

Note that we don’t assume that \( \tilde{\psi} \) has a uniform \( C^0 \) bound. To bypass this difficulty, we note that

\[ \tilde{\psi} = \varphi - \rho + \rho - \bar{\rho}. \]
By assumption, the first and second derivatives of the two functions \( \tilde{\psi} \) and \( \varphi - \rho \) are equivalent. Therefore, we really blowup at the maximum of

\[
|\nabla (\varphi - \rho)|_h \cdot t\left(\frac{1}{2} - d_h(t, T)\right), \quad \forall t \in \left[\frac{T}{2}, T\right].
\]

As in [9], we can prove that \( |\nabla (\varphi - \rho)|_h \) is uniformly bounded for \( t \in \left[T - \frac{1}{2}, T\right] \). Consequently, this implies uniform control on \( |\nabla \tilde{\psi}|_h \). The crucial observation here is that the distance function \( d_h(t, T) \) is a positive function which vanishes in the boundary and the hessian of \( d_h(t, T) \) with respect to the metric \( h \) is positive and bounded.

Using Theorem 3.18, we have

\[
n + 1 + \Delta \tilde{\psi} \leq C
\]

where \( C \) is a constant independent of \( T \). Following estimates of Lemma 3.17, we obtain a uniform growth control on geodesic ray. Theorem 3.8 then follows.

4 On the lower bound of the Calabi energy

In this section, we will give an lower bound estimate for the modified Calabi energy in absence of a cscK metric or an extremal Kähler metric. Note that for algebraic manifold, the corresponding theorem is given in [17].

4.1 The classic theory of Futaki-Mabuchi and A. Hwang

Let \( K = K(J) \) be a maximal compact subgroup of the automorphism group of the Kähler manifold and let \( \mathcal{K} = \mathcal{K}(J) \) be its Lie algebra of gradient holomorphic vector fields in \( M \). According to E. Calabi, if there is a cscK metric of CextrK metric, the cscK metric or CextrK metric must be symmetric with respect to one of these maximal compact subgroup (up to holomorphic conjugation). Therefore, it makes perfect sense to consider a restricted class \( \mathcal{H}_K \subset \mathcal{H} \) where all Kähler metrics are invariant under \( K \). For simplicity, suppose \( \omega \) is invariant with respect to action of \( K \). Recalled that the Lichenowicz operator is defined as:

\[
\mathcal{L}_g(f) = f_{\alpha\beta} dz^\alpha \otimes d\bar{z}^\beta.
\]

where the right hand side is \((2,0)\) component of the Hessian form of \( f \) with respect to the Kähler metric \( g \). For any metric \( g \in \mathcal{H}_K \), define \( Ker(\mathcal{L}_g) \) as the real part of the Kernel subspace\(^8\) of the operator \( \mathcal{L}_g \) in \( C^\infty(M) \). It is easy to see the correspondence between \( Ker(\mathcal{L}_g) \) and \( \mathcal{K} \) in the following formula

\[
X = g^{\alpha\beta} \frac{\partial}{\partial w^\alpha} \frac{\partial}{\partial \bar{w}^\beta} X
\]

\(^8\)Usually, the Kernel space can not be split as real part and imaginary part. However, in the case when the metric is invariant under \( K(J) \), its Lie algebra \( \mathcal{K}(J) \) always corresponds to this real part of the Kernel space.
where 
\[ X \in \mathcal{K}, \theta_X \in Ker(L_g) \quad \text{and} \quad \int_M \theta_X \omega^n_g = 0. \]

It is easy to see that such a correspondence is 1-1 as long as \( g \in \mathcal{K} \). Futaki-Mabuchi define a bilinear form in \( \mathcal{K} \) by
\[
(X, Y) = \int_M \theta_X \theta_Y \omega^n_g.
\]

Here \( \theta_Y \) is the holomorphic potential of \( Y \). Futaki-Mabuchi proved that such a bilinear form is positive definite and well defined for \( \mathcal{H}_K \).

From the definition of \( \theta_X \), it is easy to see that if \( g \in \mathcal{H}_K \), then \( \theta_X \) is real since
\[
L_{1m(X)} \omega_g = 0, \quad \forall X \in \mathcal{K}, \quad \text{and} \quad g \in \mathcal{H}_K.
\]

Thus, the Futaki-Mabuchi bilinear form is positive definite. To show it is well defined, we need to show that it is invariant when metrics varies inside \( \mathcal{H}_K \).

Let
\[
\omega_{g(t)} = \omega_g + t \sqrt{-1} \partial \bar{\partial} \varphi \in \mathcal{H}_K.
\]

Let
\[
X = g(t)^{\alpha \bar{\beta}} \frac{\partial}{\partial w^\alpha} \frac{\partial \theta_X(t)}{\partial \bar{w}^\beta}, \quad \text{and} \quad \frac{\partial}{\partial \bar{w}^\beta} \frac{\partial \theta_X(t)}{\partial w^\alpha}, \quad \text{and}
\]
\[
Y = g(t)^{\alpha \bar{\beta}} \frac{\partial}{\partial w^\alpha} \frac{\partial \theta_Y(t)}{\partial \bar{w}^\beta}.
\]

Then,
\[
\theta_X(t) = \theta_X + t X(\varphi), \quad \theta_Y(t) = \theta_Y + t Y(\varphi),
\]

where
\[
L_{1m(X)} \varphi = L_{1m(Y)} \varphi = 0.
\]

Set
\[
(X, Y)_t = \int_M \theta_X(t) \theta_Y(t) \omega^n_{g(t)}.
\]

It is straightforward to compute
\[
\begin{align*}
\frac{d}{dt} (X, Y)_t &= \int_M \left( \theta_Y(t) \frac{d}{dt} \theta_X(t) + \theta_X(t) \frac{d}{dt} \theta_Y(t) + \theta_X(t) \theta_Y(t) \Delta_{g(t)} \varphi \right) \omega^n_{g(t)} \\
&= \int_M \left( \theta_Y(t) X(\varphi) + \theta_X(t) Y(\varphi) - g(t)^{\alpha \bar{\beta}} \frac{\partial \theta_X(t)}{\partial w^\alpha} \frac{\partial \theta_Y(t)}{\partial \bar{w}^\beta} - g(t)^{\alpha \bar{\beta}} \frac{\partial \theta_X(t)}{\partial \bar{w}^\beta} \frac{\partial \theta_Y(t)}{\partial w^\alpha} \right) \omega^n_{g(t)} \\
&= \int_M \left( \theta_Y(t) X(\varphi) + \theta_X(t) Y(\varphi) - \theta_Y(t) X(\varphi) - \theta_X(t) Y(\varphi) \right) \omega^n_{g(t)} \\
&= 0.
\end{align*}
\]

Thus, the Futaki-Mabuchi bilinear form is well defined. Now, Futaki character defines a linear map from \( \mathcal{K} \) to \( R \), by Rezzi representation formula, there is a unique vector field \( X_c \in \mathcal{K} \) such that
\[
\mathcal{F}_X([\omega]) = (X, X_c), \quad \forall X \in \mathcal{K}.
\]
Since both $F_X$ and the Futaki-Mabuchi form is independent of the metric, so is $X_c$ a priori. When there is an extremal Kähler metric, then $X_c$ coincides with the complex gradient vector field of the scalar curvature function.

**Theorem 4.1.** (Hwang) The following inequality holds

$$\inf_{g \in \mathcal{K}} Ca(\omega_g) \geq F_{X_c}([\omega]),$$

where the equality holds if there is an extremal Kähler metric in $[\omega]$.

**Proof.** Suppose $g \in \mathcal{K}$ and using the $L^2$ norm with respect to $\omega^n$ to decompose $R(g) - \bar{R}$ as

$$R(g) - \bar{R} = -\rho - \rho^\perp = -\Delta_g F, \quad \text{where } \rho \in \text{Ker}(L_g),$$

it is easy to see that

$$X_c = g^{\alpha\beta} \partial_{\bar{w}^\alpha} \partial w^\beta.$$

Thus,

$$Ca(\omega_g) = \int_M (R(g) - \bar{R})^2 \omega^n_g$$

$$= \int_M \rho^2 \omega^n_g + \int_M (\rho^\perp)^2 \omega^n_g$$

$$\geq -\int_M \rho (R(g) - \bar{R}) \omega^n_g = \int_M \rho \Delta_g F \omega^n_g = -\int_M \nabla \rho \cdot \nabla F \omega^n_g$$

$$= \int_M X_c(F) \omega^n_g = F_{X_c}([\omega]).$$

At the time, Andrew Hwang thought the same proof could be extended to cover the non-invariant case. Unfortunately, the Futaki-Mabuchi form is no longer positive definite and the whole argument collapsed. Much efforts have been made by other mathematicians to bridge the gap, none are successful. Nonetheless, it is very interesting and also important to generalize the above theorem to a more general settings.

### 4.2 The first derivatives of the K energy

It is well known that the first derivatives of the K energy functional is monotonically increasing along any smooth geodesic segment or ray. Using the latest result of Chen-Tian [12], we can show that the difference of the first derivatives of the K energy at the two ends of any $C^{1,1}$ geodesic segment always have a preferred sign. This property turns out to be sufficient for our purpose.

For any two Kähler potentials $\phi_0, \phi_1 \in \mathcal{H}$, we want to use the almost smooth solution to approximate the $C^{1,1}$ geodesic between $\phi_0$ and $\phi_1$. This is an approach first taken in [12]. For any integer $l$, consider Dirichlet problem for the
HCMA equation 2.5 on the rectangle domain \( \Sigma_l = [-l, l] \times [0, 1] \) with boundary value
\[
\phi(s, 0) = \phi_0, \phi(s, 1) = \phi_1; \quad \phi(\pm l, t) = (1 - t)\phi_0 + (1 - t)\phi_1, \quad (s, t) \in \Sigma_l.
\]
(4.1)

We may modify this boundary map in the four corners so that the domain is smooth without corner. Denote the almost smooth solution by \( \phi_l \) : \( \Sigma_l \to H \) which corresponds to this boundary map. According to [9], \( \phi_l \) has a uniform \( C^{1,1} \) upper bound which is independent of \( l \). Set
\[
E_l(s, t) = E(\phi_l(s, t)), \quad \forall (s, t) \in \Sigma_l.
\]
(4.2)

and
\[
E(s, t) = E(\varphi(t)), \quad \forall (s, t) \in S^1 \times [0, 1] \times M.
\]
(4.3)

Before we prove the main theorem, we need a convergence lemma

**Lemma 4.2.** For any \( m > 0 \) fixed, we have \{\( \phi_l(s, t), l \in \mathbb{N} \)\} converges uniformly to \( \varphi \) in the weak \( C^{1,1} \) topology. In particular,
\[
\lim_{l \to \infty} \frac{\partial \phi_l}{\partial s} = 0, \quad \forall (s, t) \in \Sigma^{(m)}
\]
with respect to any \( C^\alpha(0 < \alpha < 1) \) norm in \( \Sigma^{(m)} \times M \).

**Proof.** Note first that \( \phi_l \) has uniform \( C^{1,1} \) bound on \( \Sigma^{(m)} \times M \). Thus, passing to a subsequence if necessary, we have \( \phi_l \to \bar{\varphi} \) strongly in \( C^{1,\alpha} \) or \( W^{2,p} \) \( \alpha \in (0, 1) \) in \( \Sigma^{(m)} \times M \) for any \( m \) fixed. On the other hand, \( \frac{\partial \phi_l}{\partial s} \) satisfies the following equation:
\[
\triangle \varphi_l = 0
\]
where \( \triangle \varphi \) represents the Laplacian operator along each holomorphic leaf. In other words, \( \frac{\partial \phi_l}{\partial s} \) is a harmonic function which vanishes in main part of the boundary:
\[
\frac{\partial \phi_l}{\partial s}(s, 1) = \frac{\partial \phi_l}{\partial s}(s, 0) = 0, \quad \forall s \in [-l + 1, l - 1].
\]

We claim that \( \frac{\partial \bar{\varphi}}{\partial s} = 0 \). Note that \( \frac{\partial \phi_l}{\partial s} \to \frac{\partial \bar{\varphi}}{\partial s} \) in any \( C^\alpha \) \( \Sigma^{(m)} \times M \) norm. Picking any point \((z_0, x_0) \in \Sigma^{(m)} \times M \), we have
\[
\lim_{l \to \infty} \frac{\partial \phi_l}{\partial s} = \frac{\partial \bar{\varphi}}{\partial s}(z_0, x_0).
\]

Using this fact, we can consider the pull back function of \( \frac{\partial \phi_l}{\partial s} \) on each long strip. Suppose \( \mathcal{S}_l \) is a holomorphic leaf in \( \Sigma_l \times M \) which passes through the

---

\( ^9 \)We may need to alter the boundary value slightly.
point \((z_0, x_0)\). Let \(j_l : \Sigma^{(l)} \to \Sigma^{(l)} \times M\) be the holomorphic map associated with this leaf \(S_l\). Let \(h_l\) be the pulled back function of \(\frac{\partial \phi}{\partial s}\) under this sequence of holomorphic maps. For simplicity, assume the preimage of \((z_0, x_0)\) is always \((0, \frac{1}{2})\).

Now \(\{h_l, l \in \mathbb{N}\}\) is a sequence of bounded harmonic functions defined in \(\Sigma^{(l)}\) such that it vanishes completely in \(\{0\} \times [0, 1]\) and \(\{1\} \times [0, 1]\). Note that \(\Sigma^{(1)} \subset \Sigma^{(2)} \subset \cdots \subset (\Sigma^{(l)})_m \subset \cdots \subset (\Sigma^{(l)})_m \subset (\mathbb{R}, \infty) \times [0, 1]\).

Since this sequence of functions vanishes in any fixed compact subset of \(\partial \Sigma^{(l)}\) and the limiting domain is an infinitely long strip, a careful argument using the maximum principle will imply that \(h_l\) converges strongly to 0 in any compact subset of the infinite strip. In particular, we have

\[
\lim_{l \to \infty} h_l(z_0, x_0) = 0
\]

or

\[
\frac{\partial \tilde{\varphi}}{\partial s}(z_0, x_0) = \lim_{l \to \infty} \frac{\partial \phi^{(l)}}{\partial s}(z_0, x_0) = \lim_{l \to \infty} h_l(0, \frac{1}{2}) = 0,
\]

since \((z_0, x_0)\) is an arbitrary point in \(\Sigma^{(m)} \times M\) for any \(m\) fixed. We then prove that \(\frac{\partial \phi^{(l)}}{\partial s}\) converges to 0 in any compact subdomain of \((\mathbb{R}, \infty) \times [0, 1] \times M\). Since \(\phi^{(l)}\) satisfies uniform \(C^{1,1}\) bound, then \(\phi^{(l)}\) converges uniformly to \(\tilde{\varphi}\) in the \(C^{1,\alpha}\) norm. Using uniqueness for the complex Monge Ampere equation, we can show that \(\tilde{\varphi}\) is the unique \(C^{1,1}\) geodesic obtained in [9].

Now we are ready to prove

**Lemma 4.3.** For any two Kähler metrics \(\varphi_0, \varphi_1 \in \mathcal{H}\) with \(\varphi(t, \cdot)\) being the unique \(C^{1,1}\) geodesic connecting these two metrics such that \(\varphi(0, x) = \varphi_0\) and \(\varphi(1, x) = \varphi_1\), we have

\[
\left( dE_{\varphi_0} \left| \frac{\partial \varphi}{\partial t} \right|_{t=0} \right) \leq \left( dE_{\varphi_1} \left| \frac{\partial \varphi}{\partial t} \right|_{t=1} \right).
\]

**Remark 4.4.** Even though the K energy is well defined along any \(C^{1,1}\) geodesic path, its derivative is in general not well defined. Thus, the evaluation of the K energy form on \(\frac{\partial \varphi}{\partial t} \big|_{t=1}\) is always bigger than it evaluation on \(\frac{\partial \varphi}{\partial t} \big|_{t=0}\).

**Proof.** Let \(\kappa : (\mathbb{R}, \infty) \to \mathbb{R}\) be a smooth non-negative function such that \(\kappa \equiv 1\) on \([-\frac{1}{2}, \frac{1}{2}]\) and vanishes outside of \([-\frac{3}{4}, \frac{3}{4}]\). Set

\[
\kappa^{(l)}(s) = \frac{1}{v \kappa\left(\frac{s}{t}\right)}, \quad \text{where } v = \int_{-\infty}^{\infty} \kappa(s) \, ds.
\]

Set

\[
f^{(l)}(t) = \int_{-\infty}^{\infty} \kappa^{(l)}(s) \frac{dE}{dt}(s, t) \, ds.
\]

\[\text{This lemma should be considered as a natural extension of chen-tian [12].}\]
and for any integer \( m < l \), we can also define

\[
f^{(ml)}(t) = \int_{-\infty}^{\infty} \kappa^{(m)}(s) \frac{d E_l(t)}{dt} s \, ds.
\]

Then

\[
f^{(ml)}(0) = \int_{-\infty}^{\infty} \kappa^{(m)}(s) \frac{d E_l(t)}{dt} |(s,0) \, ds
\]

\[
f^{(ml)}(1) = \int_{-\infty}^{\infty} \kappa^{(m)}(s) \frac{d E_l(t)}{dt} |(s,1) \, ds
\]

Now

\[
f^{(ml)}(1) - f^{(ml)}(0) = \int_{0}^{1} \frac{df^{(ml)}}{dt} \, dt
\]

\[
= \int_{0}^{1} \int_{-\infty}^{\infty} \kappa^{(m)}(s) \frac{\partial^2 E_l(t)}{\partial t^2} \, ds \, dt
\]

\[
= \int_{0}^{1} \int_{-\infty}^{\infty} \kappa^{(m)}(s) \triangle_{s,t} E_l(t) d s \, dt - \int_{0}^{1} \int_{-\infty}^{\infty} \kappa^{(m)}(s) \frac{\partial^2 E_l(t)}{\partial s^2} \, ds \, dt
\]

\[
\geq - \int_{0}^{1} \int_{-\infty}^{\infty} \frac{\partial^2 \kappa^{(m)}(s)}{\partial s^2} \, d s \, dt
\]

\[
= - \int_{0}^{1} \int_{-\infty}^{\infty} \frac{d^2 \kappa^{(m)}(s)}{d s^2} E_l(s,t) d s \, dt
\]

\[
= - \frac{1}{m^2} \int_{0}^{1} \int_{-\infty}^{\infty} \frac{d^2 \kappa^{(m)}(s)}{d s^2} \left| \frac{s}{m} E_l(s,t) \right| d s \, dt
\]

\[
\geq - \int_{0}^{1} \frac{C}{v m} \left| \int_{-\infty}^{\infty} \frac{d^2 \kappa^{(m)}(s)}{d s^2} \left| \frac{s}{m} \right| d s \right| \, dt
\]

\[
\geq - \frac{C}{v m} \int_{0}^{1} \left| \int_{-\infty}^{\infty} \frac{d^2 \kappa^{(m)}(s)}{d s^2} \left| \frac{s}{m} \right| d s \right| \, dt
\]

Note that \(|E_l(s,t)|\) has a uniform bound \( C \). Thus,

\[
\frac{1}{v m} \int_{-\infty}^{\infty} \left| \frac{d^2 \kappa^{(m)}(s)}{d s^2} \right| \, ds \leq \frac{1}{v m} \int_{-\infty}^{\infty} \left| \frac{d^2 \kappa^{(m)}(s)}{d s^2} \right| \frac{1}{m} \mid E_l(s,t) d s
\]

\[
\leq \frac{C}{v m} \int_{-\infty}^{\infty} \left| \frac{d^2 \kappa^{(m)}(s)}{d s^2} \right| \left| \frac{s}{m} \right| d s = \frac{C}{v m} \int_{-\infty}^{\infty} \left| \frac{d^2 \kappa^{(m)}(s)}{d s^2} \right| d s
\]

for some uniform constant \( C \). Therefore, we have

\[
f^{(ml)}(1) - f^{(ml)}(0) \geq - \frac{1}{m^2} \int_{0}^{1} \int_{-\infty}^{\infty} \left| \frac{d^2 \kappa^{(m)}(s)}{d s^2} \right| \frac{1}{m} E_l(s,t) d s \, dt
\]

\[
\geq - \int_{0}^{1} \frac{1}{m^3} \frac{1}{v} \int_{-\infty}^{\infty} \left| \frac{d^2 \kappa^{(m)}(s)}{d s^2} \right| \left| \frac{s}{m} \right| E_l(s,t) d s \, dt
\]

\[
\geq - \int_{0}^{1} \frac{C}{m} \, dt = - \frac{C}{2m}.
\]
Recall that
\[
\begin{align*}
f^{(ml)}(1) &= \int_{-\infty}^{\infty} \kappa^{(m)}(s) \frac{dE^{(l)}}{ds}(s, 1) \, ds \\
&= \int_{-\infty}^{\infty} \kappa^{(m)}(s) \int_{M} (R - R(\varphi)) \frac{\partial \phi^{(l)}}{\partial t} \omega^n_{\varphi} \, ds.
\end{align*}
\]

For any fixed \( m \), by Lemma \( \text{4.2} \) \( \phi^{(l)} \) uniformly converges to \( \varphi \) in \( \Sigma^{(m)} \times M \). In particular, \( \frac{\partial \phi^{(l)}}{\partial t} \) converges strongly in \( C^\alpha \) norm to \( \frac{\partial \varphi}{\partial t} \) in \( \Sigma^{(m)} \times M \). Thus, fixing \( m \) and letting \( l \to \infty \), we have
\[
\lim_{l \to \infty} f^{(ml)}(1) = \int_{-\infty}^{\infty} \kappa^{(m)}(s) \int_{M} (R - R(\varphi)) \frac{\partial \varphi}{\partial t} |_{t=1} \omega^n_{\varphi} \, ds.
\]

Similarly, we can prove
\[
\lim_{l \to \infty} f^{(ml)}(0) = \int_{M} (R - R(\varphi)) \frac{\partial \varphi}{\partial t} |_{t=0} \omega^n_{\varphi_0}.
\]

Plugging this into inequality \( \text{4.4} \) we have
\[
(dE, \frac{\partial \varphi}{\partial t} |_{t=1})_{\varphi_1} - (dE, \frac{\partial \varphi}{\partial t} |_{t=0})_{\varphi_0} \geq -\frac{C}{m}.
\]

As \( m \to \infty \), we have
\[
(dE, \frac{\partial \varphi}{\partial t} |_{t=1})_{\varphi_1} \geq (dE, \frac{\partial \varphi}{\partial t} |_{t=0})_{\varphi_0}.
\]

The Lemma is then proved.

\[\square\]

### 4.3 The lower bound of the Calabi energy

Note that the first derivative of the K energy functional is always non-decreasing along a geodesic ray. Thus, the \( \mathcal{Y} \) invariant is always well defined along any relative \( C^{1,1} \) geodesic ray. Now we are ready to prove Theorem \( \text{1.6} \).

**Proof.** Suppose \( \rho : [0, \infty) \to \infty \) is a geodesic ray parametrized by arc length such that
\[
\lim_{t \to \infty} (dE, \frac{\partial \rho}{\partial t})_{\rho(t)} < -\infty.
\]
For any Kähler potential \( \varphi_0 \in \mathcal{H} \), consider the unique \( C^{1,1} \) geodesic connecting \( \varphi_0 \) to \( \rho(l) \). Represent this geodesic by \( \psi_t : [0, L] \to \mathcal{H} \) and parametrize by arc length. Applying the preceding Theorem, we have

\[
\begin{align*}
&\leq (d \mathbf{E}, \frac{\partial \varphi_0}{\partial s} \big|_{s=0}) \varphi_0 \\
&= (d \mathbf{E}, \frac{\partial \varphi_0}{\partial s} \big|_{s=0}) \rho(t) + (d \mathbf{E}, \frac{\partial \rho}{\partial t} \big|_{t=0}) \rho(t) \\
&\leq \left( \int_M (R(\rho(t)) - \bar{R})^2 \omega^n_\rho \right)^{\frac{1}{2}} \cdot \left( \int_M \left( \frac{\partial \psi_t}{\partial s} \big|_{s=L} \right)^2 \omega^n_\rho \right)^{\frac{1}{2}} + (d \mathbf{E}, \frac{\partial \rho}{\partial t} \big|_{t=0}) \rho(t) \\
&\leq C(1 - (\frac{\partial \rho}{\partial s} \big|_{t=1}, \frac{\partial \psi_t}{\partial s} \big|_{s=L}) \rho(t))^{\frac{1}{2}} + (d \mathbf{E}, \frac{\partial \rho}{\partial t} \big|_{t=0}) \rho(t)
\end{align*}
\]

Since \( \mathcal{H} \) is a non-positively curved manifold in the sense of Alexander, we have

\[
\frac{\partial \rho}{\partial t} \big|_{t=L} \rho(t) \to 1
\]
as \( l \to \infty \). Then, we have

\[
\Psi(\rho) = \lim_{l \to \infty} \inf (d \mathbf{E}, \frac{\partial \rho}{\partial t} \big|_{t=L}) \rho(t) \leq (d \mathbf{E}, \frac{\partial \rho}{\partial s} \big|_{s=0}) \varphi_0 \\
\leq \left( \int_M (R(\varphi_0) - \bar{R})^2 \omega^n_{\varphi_0} \right)^{\frac{1}{2}} \left( \int_M \left( \frac{\partial \psi_t}{\partial s} \big|_{s=0} \right)^2 \omega^n_{\varphi_0} \right)^{\frac{1}{2}} \\
= \left( Ca(\omega_{\varphi_0}) \right)^{\frac{1}{2}}.
\]

In other words, we have

\[
Ca(\omega_{\varphi_0}) \geq \Psi(\rho)^2.
\]

Our theorem follows from here directly. \( \square \)

Now we are ready to prove Theorem 1.5.

**Proof.** Let \( X_c \) to be the *a priori* extremal vector field. Suppose \( g \in \mathcal{H}_K \). Suppose that \( \omega_{\rho(t)}(t \in (-\infty, \infty)) \) is the one parameter family of Kähler metrics generated by pulling the Kähler metrics \( \omega_g \) in the direction of \( Re(X) \). It is straightforward to check that \( \rho(t) \) satisfies the geodesic equation and

\[
\frac{d E(\omega_{\rho(t)})}{d t} = \pm \mathcal{F}_{X_c}(\omega).
\]

Select one direction so that

\[
\frac{d E(\omega_{\rho(t)})}{d t} = -\mathcal{F}_{X_c}(\omega).
\]

Note that the length element of this geodesic line is

\[
\int_M \left( \frac{\partial \rho}{\partial t} \right)^2 \omega^n_{\rho(t)} = (\theta_{X_c}, \theta_{X_c}) = - (\theta_{X_c}, R(\rho) - \bar{R}) \\
= - \int_M \frac{\partial \rho}{\partial t} (R(\rho(t)) - \bar{R}) \omega^n_{\rho(t)} = \mathcal{F}_{X_c}.
\]

Now, if we re-parametrize by arc length, then the \( \Psi \) invariant along this geodesic line satisfies

\[
\Psi(\rho)^2 = \mathcal{F}_{X_c}(\omega).
\]

Our theorem then follows from Theorem 1.5. \( \square \)
5 On the lower bound of the geodesic distance

Let us prove Theorem 1.2 first.

Proof. We follow the notations of Subsection 5.2. Set

\[ E^{(ml)}(t) = \int_{-\infty}^{\infty} k^{(m)}(s) E^{(l)}(s,t) \, ds, \quad \forall m \leq l \in \mathbb{N}. \]

Then,

\[ E^{(ml)}(0) = E(\varphi_0), \quad E^{(ml)}(1) = E(\varphi_1) \]

and

\[ \frac{dE^{(ml)}}{dt}(t) = f^{(ml)}(t), \quad \forall t \in [0,1]. \]

Following the same calculation as in subsection 5.2, for any \( 0 \leq t_1 < t_2 \leq 1 \)

\[ f^{(ml)}(t_2) - f^{(ml)}(t_1) \geq - \frac{1}{m^2 v} \int_{t_1}^{t_2} \int_{-\infty}^{\infty} \frac{d^2 \kappa}{ds^2} |E^{(l)}(s,t)| \, ds \, dt \]

\[ \geq - \int_{t_1}^{t_2} \frac{1}{m^2 v} \left( \int_{-\infty}^{\infty} \frac{d^2 \kappa}{ds^2} |E^{(l)}(s,t)| \right) \, dt \]

\[ \geq - \int_{t_1}^{t_2} \frac{C}{m} \, dt = - \frac{C}{2m}. \tag{5.1} \]

Thus,

\[ f^{(ml)}(0) - \frac{C}{2m} \leq f^{(ml)}(t) \leq f^{(ml)}(1) + \frac{C}{2m} \]

Therefore,

\[ E(\varphi_1) - E(\varphi_0) = E^{(ml)}(1) - E^{(ml)}(0) = \int_0^1 \frac{dE^{(ml)}}{dt}(t) \, dt = \int_0^1 f^{(ml)}(t) \, dt \]

\[ \leq \int_0^1 \left( f^{(ml)}(1) + \frac{C}{2m} \right) \, dt \]

\[ = \int_{-\infty}^{\infty} \kappa^{(m)}(s) \int_M (R - R(\varphi_1)) \frac{\partial \phi^{(l)}}{\partial t} \omega^m_{\varphi_1} \, ds + \frac{C}{2m}. \]

As before, let \( l \to \infty \), so \( \phi^{(l)}(s,t) \) converges to the geodesic \( \varphi(t) \) strongly in \( C^{1,\alpha} \) norm. Then, letting \( m \to \infty \), we have

\[ E(\varphi_1) - E(\varphi_0) \leq \int_M (R - R(\varphi_1)) \frac{\partial \phi}{\partial t} \omega^m_{\varphi_1} \]

\[ \leq \sqrt{Ca(\varphi_1)} \sqrt{\int_M \left( \frac{\partial \phi}{\partial t} \right)^2 \omega^m_{\varphi_1}} \]

\[ = \sqrt{Ca(\varphi_1)} \cdot d(\varphi_0, \varphi_1). \]
Corollary 1.3 follows from this theorem since the $|\varphi|_\infty$ bound will imply the geodesic distance of $\varphi$ to a fixed Kähler potential is bounded.

Before we prove Theorem 1.4, we need to prove a proposition first.

**Proposition 5.1.** Let $Ric(\omega_\varphi) \geq -C_1$ then there is a uniform constant $C$ such that:

$$\inf_M \log \frac{\omega_n^\varphi}{\omega_n} \geq -4C \exp \left(2 + 2 \int_M \log \frac{\omega_n^\varphi}{\omega_n} \omega_n^\varphi \right).$$

If $C_1 = 0$, then $C$ is dimensional constant. Otherwise, $C$ depends on $C_1$ and $|\varphi|_{L^\infty}$ or $\sup \varphi - \int_M \varphi + \omega^n$.

**Proof.** Set

$$F = \log \frac{\omega_n^\varphi}{\omega_n}.$$ 

The lower Ricci curvature bound implies that

$$Ric(\omega) - i\partial \bar{\partial} F \geq -C_1 \omega_\varphi.$$ 

Taking the trace of both sides, we have

$$\triangle (F - C_1 \varphi) \leq C_2$$

for some constant $C_2$.

Choose a constant $c$ such that

$$\int_M \log \frac{\omega_n^\varphi}{\omega_n} \omega_n^\varphi \leq c.$$ 

In a fixed Kähler class, we have

$$\int_M \omega_n^\varphi = Vol(M) = 1.$$ 

Put $e$ to be $\exp(-2 - 2c)$. Observe that

$$\log \frac{\omega_n^\varphi}{\omega_n} \omega_n^\varphi \geq -e^{-1} \omega_n^\varphi.$$ 

We have

$$c \geq \left(\int_{e \omega_\varphi^\varphi > \omega_n} + \int_{e \omega_\varphi^\varphi \leq \omega_n}\right) \left(\log \frac{\omega_n^\varphi}{\omega_n} \omega_n^\varphi\right)$$

$$\geq \int_{e \omega_\varphi^\varphi > \omega_n} \left(\log \frac{1}{e}\right) \omega_n^\varphi + \int_{e \omega_\varphi^\varphi \leq \omega_n} (-e^{-1} \omega_n)$$

$$> 2(1 + c) \int_{e \omega_\varphi^\varphi > \omega_n} \omega_n^\varphi - 1.$$
It follows that
\[ \int_{\omega^n > \omega^n} \omega^n < \frac{1}{2}, \]
and consequently,
\[ \int_{\omega^n \leq 4\omega^n} \omega^n \geq \epsilon \int_{\omega^n \leq \epsilon \omega^n \leq \omega^n} \omega^n \geq \frac{1}{4}, \]
because we know
\[ \int_{\omega^n \leq 4\omega^n} \omega^n > \frac{3}{4} \]
and
\[ \int_{\omega^n \leq \epsilon \omega^n} > \frac{1}{2}. \]

Now by Green’s formula, we have
\[ (F - C_1 \varphi)(p) = -\int_M G(p, q) \Delta (F - C_1 \varphi) \omega^n(q) + \int_M (F - C_1 \varphi) \omega^n, \]
where \( G(p, q) \geq 0 \) is a Green function of \( \omega \). If either \( |\varphi|_{L^\infty} \) is bounded, or
\[ \sup \varphi_+ \leq C, \quad \text{and} \quad \int_M \varphi_+ \omega^n \leq C, \]
then
\[ \inf_M F \geq \inf_M \int_{\omega^n \geq 4\omega^n} \omega^n + \int_{\omega^n < 4\omega^n} \omega^n \geq \int_M \omega^n - C \]
\[ \geq \inf_M \int_{\omega^n \geq 4\omega^n} \omega^n + \int_{\omega^n < 4\omega^n} \omega^n - C \]
\[ \geq \inf_M \int_{\omega^n \geq 4\omega^n} \omega^n - \log 4 \int_{\omega^n < 4\omega^n} \omega^n - C \]
\[ \geq \left( 1 - \frac{\epsilon}{4} \right) \inf_M F - C, \]
where we can assume \( \inf_M F < 0 \). Therefore, we have
\[ \inf_M F \geq -4C \exp(2 + 2c). \]

By the way we choose the constant \( c \) in the beginning of the proof, proposition is proved. \( \square \)

One more lemma is needed.
Lemma 5.2. Let $\omega' \in [\omega]$, and suppose $(M, \omega')$ has a bounded Soblev constant. For any $\psi \in C^\infty(M)$, and $\omega' + i\partial\bar{\partial}\psi > 0$, then $\psi_+ = \max(\psi, 0)$ is uniformly bounded if $\int_M \psi_+^p \omega'' < C$ for any $p > 1$.

The proof is well known to the experts and we will include it here for the convenience of readers.

Proof. Without loss of generality, we may assume $\psi \geq 1$ for simplicity. We start from

$$n + \Delta' \psi > 0,$$

here $\Delta'$ is the Laplacian operator of $\omega'$. For any $p \geq 1$, we have

$$\int_M n \cdot \psi^p \omega'' \geq \int_M |\nabla \psi |^2 \psi^{p-1} \omega'' = \int_M \frac{m}{2p} (\psi^p)^{\frac{m}{m-2}} |\nabla \psi |^2 \psi^{p-1} \omega'' = \frac{2}{(p+1)^2} \int_M |\nabla \psi |^2 \psi^p \omega''.$$

Since $\omega'$ has a uniform Soblev constant, we have

$$c_{Sob} \left( \int_M \psi^{\frac{p+1}{2}} \omega'' \right)^{\frac{m-2}{m}} \leq \int_M |\nabla \psi |^{\frac{2m}{m-2}} + (\psi^\frac{m}{m-2})^2 \leq \frac{(p+1)^2}{4p} \int_M \psi^p \omega'' + \int_M \psi^{p+1} \omega''.$$

Thus, there is a uniform constant $C$ which is independent of $p$ such that

$$\left( \int_M \psi^{\frac{p+1}{2}} \omega'' \right)^{\frac{m-2}{m}} \leq C(p+1) \int_M \psi^{p+1} \omega''.$$

Set

$$p_1 = q > 0, p_2 = p_1 \frac{m}{m-2}, \ldots, p_{j+1} = p_j \frac{m}{m-2}, \ldots$$

Then,

$$\|\psi\|_{p_{j+1}} \leq C^{\frac{1}{p_j}} \frac{1}{p_j} \|\psi\|_{p_j}, \quad \forall j = 1, 2, \ldots.$$ In other words,

$$\|\psi\|_{p_{j+1}} \leq \|\psi\|_{p_{j}} \cdot C^{\sum_{k=1}^{j} \left( \frac{1}{p_j+1} \sum p_j \log p_j \right)} \|\psi\|_{p_1}.$$

Let $p_1 = 1$, and $j \to \infty$, then

$$\|\psi\|_{L^\infty} \leq C \|\psi\|_{L^2}.$$

Now we are ready to prove Theorem 1.4.

Proof. Suppose $\varphi \in \mathcal{H}$ is a Kähler potential such that

1. $\text{Ric}(\omega_\varphi)$ is bounded from below;
2. The diameter of \((M, \omega_\phi)\) is bounded from above;
3. the geodesic distance \(d(0, \varphi)\) is bounded from above.

The first two conditions implies that there is a uniform Soblev and Poincare constants for \((M, \omega_\phi)\). In the proof here, “C” represents a generic constant.

Now normalize \(\varphi\) by a constant necessary so we have

\[
I(\varphi) = 0.
\]

According to a theorem in \([9]\), we have

\[
\max \left( \int_M \varphi_+ \omega^n, \int_M \varphi_- \omega^n \right) \leq d(0, \varphi) \leq C. \tag{5.2}
\]

Here \(\varphi_+, \varphi_-\) are positive and negative part of \(\varphi\) respectively.

Set the K energy of \(\omega_0\) being 0. Theorem 1.2 implies that

\[
E(\varphi) \leq E(0) + \sqrt{Ca(\varphi)d(0, \varphi)} \leq C.
\]

If the K energy functional is quasi-proper (c.f., the detailed expression of the K energy functional \([10]\)), we obtain

\[
\int_M \log \frac{\omega^n}{\omega_\varphi^n} \leq C.
\]

According G. Tian, there is a positive constant \(\alpha > 0\) which depends only on the polarization \((M, [\omega])\) such that for any \(\varphi \in \mathcal{H}\), we have

\[
\int_M e^{-\alpha(\varphi - \sup \varphi)} \omega^n \leq C.
\]

Or

\[
\int_M e^{-\alpha(\varphi - \sup \varphi) - \log \frac{\omega^n}{\omega_\varphi^n}} \leq C.
\]

Consequently, we have

\[
\int_M -\alpha(\varphi - \sup \varphi) - \log \frac{\omega^n}{\omega_\varphi^n} \omega^n \leq C.
\]

Therefore,

\[
\alpha \sup \varphi \leq \alpha \int_M \varphi \omega^n + \int_M \log \frac{\omega^n}{\omega_\varphi^n} \leq \alpha \int_M \varphi \omega^n + \int_M \log \frac{\omega^n}{\omega_\varphi^n} \leq C.
\]

it follows,

\[
\int_M |\varphi| \omega^n \leq C. \tag{5.3}
\]
By the detailed expression of $I(\varphi)$ (cf. equation 2.6), we have

$$J(\varphi) \leq C. \quad (5.4)$$

Alternatively, when the $K$ energy is proper, we can obtain estimate 5.3 and 5.4 as well. Note that if the $K$ energy functional $E$ is proper in $H$, we have

$$0 \leq J(\varphi) \leq C. \quad (5.5)$$

Again, from the detailed expression of $I(\varphi)$ (cf. equation 2.6), we have

$$|\int_M \varphi \omega^n| \leq C.$$ 

Comparing to estimate 5.2 we have

$$\int_M \varphi + \omega^n \leq C \quad (5.6)$$

and

$$\int_M \varphi - \omega^n \leq C. \quad (5.7)$$

or

$$\int_M |\varphi| \omega^n \leq C. \quad (5.8)$$

Since $Ric(\omega_\varphi) \geq -C$ and the diameter is bounded from below, we have a uniform Poincare constant for $(M,\omega_\varphi)$. Using the Poincare inequality, we have

$$\int_M \varphi^2 \omega^n + \int_M \varphi^2 \omega_\varphi^n \leq C \left(J(\varphi) + \left(\int_M |\varphi| \omega_\varphi^n\right)^2\right) \leq C.$$

Recall that

$$n + \triangle \varphi \geq 0.$$

Using Moser iteration, and the $J$ functional bound 5.4, we obtain

$$0 \leq \varphi^+ \leq C.$$ 

Recall that

$$n + \triangle (-\varphi) \geq 0.$$

By the assumption that the Soblev constant of $(M,\omega_\varphi)$ is bounded and the $L^2$ norm is bounded above, appealing to Lemma 5.2, gives us

$$0 \leq \varphi^- \leq C.$$ 

In other words, we have

$$|\varphi|_{L^\infty} \leq C.$$
To derive an upper bound on the volume form, first note that $\text{Ric}(\omega_\varphi)$ is bounded from above, thus

$$\triangle \log \frac{\omega^n}{\omega^n} + C_2 \varphi \geq -C$$  \hspace{1cm} (5.9)

for some constant $C_2, C$. Thus

$$\left( \log \frac{\omega^n}{\omega^n} + C_2 \varphi \right)(x) = -\int_M G(x, y) \left( \log \frac{\omega^n}{\omega^n} + C_2 \varphi \right) \omega^n + \int_M \left( \log \frac{\omega^n}{\omega^n} + C_2 \varphi \right) \omega^n$$

$$\leq +C + \log \int_M \frac{\omega^n}{\omega^n} + \int_M \varphi \omega^n$$

$$\leq C + \int_M \varphi \omega^n.$$

Using the fact that $|\varphi|_{L^\infty}$ is bounded, we have

$$\log \frac{\omega^n}{\omega^n} \leq C$$

for some constant $C$.

To prove the metric is equivalent, we follow Yau’s proof of the Calabi conjecture (cf. [13]). Following notations in Subsection 3.2.2, set

$$u = \exp(-\lambda \varphi) (n + \triangle \varphi), \quad \text{and} \quad F = \log \frac{\omega^n}{\omega^n}.$$

At the maximal point $p$ of the function $u$, similar to inequality 3.15, we have

$$\triangle \varphi \left\{ \exp(-\lambda \varphi) (n + \triangle \varphi) \right\}(p) \leq 0.$$

At the point $p$, we have

$$0 \geq \Delta F - n^2 \inf_{i \neq l} R_{i\bar{i}l} - \lambda n(n + \triangle \varphi)$$

$$+ \left( \lambda + \inf_{i \neq l} R_{i\bar{i}l} \right) \exp \left\{ \frac{-F}{n-1} \right\} (n + \triangle \varphi)^{\frac{-1}{n-1}}.$$

Applying inequality [5.9] we have

$$0 \geq -C \Delta \varphi - C_2 - n^2 \inf_{i \neq l} R_{i\bar{i}l} - \lambda n(n + \triangle \varphi)$$

$$+ \left( \lambda + \inf_{i \neq l} R_{i\bar{i}l} \right) \exp \left\{ \frac{-F}{n-1} \right\} (n + \triangle \varphi)^{\frac{-1}{n-1}}.$$

Since we already have control of $F$ from both above and below here, we can choose $\lambda$ large enough, to imply that $(n + \triangle \varphi)(p)$ is uniformly bounded from above. Therefore,

$$u = \exp(-\lambda \varphi) (n + \triangle \varphi), \quad \text{and} \quad F = \log \frac{\omega^n}{\omega^n}$$
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is uniformly bounded from above (since $|\varphi|_{L^\infty}$ is uniformly bounded). Thus

$$0 < n + \triangle \varphi \leq C$$

Thus, $\omega_\varphi$ is uniformly equivalent to $\omega$. Consequently, $|\triangle F|$ is uniformly bounded. Thus, the metric is uniformly $C^{1,\alpha}$ bounded for any $\alpha \in (0,1)$.

□
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