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Biomolecular condensates are small droplets forming spontaneously in biological cells via phase separation. They play a role in many cellular processes, but it is unclear how cells control them. Cellular regulation often relies on post-translational modifications of proteins. For biomolecular condensates, such chemical modifications could alter the molecular interaction of key condensate components. We here test this idea using a theoretical model based on non-equilibrium thermodynamics. In particular, we describe the chemical reactions using transition-state theory, which accounts for the non-ideality of phase separation. We identify that fast control, like in cell signaling, is only possible when external energy input drives the reaction out of equilibrium. If this reaction differs inside and outside the droplet, it is even possible to control droplet sizes. Such an imbalance in the reaction could be created by enzymes localizing to the droplet. Since this situation is typical inside cells, we speculate that our proposed mechanism is used to stabilize multiple droplets with independently controlled size and count. Our model provides a novel and thermodynamically consistent framework for describing droplets subject to non-equilibrium chemical reactions.

INTRODUCTION

Biomolecular condensates are small droplets that structure the cell interior of eukaryotes \[1, 10\] and prokaryotes \[5, 11, 21\]. They form by phase separation and participate in a wide range of cellular functions \[2\]: Since they are chemically distinct from their surrounding, they can act as reaction centers \[35, 42\], like the nucleolus inside the nucleus \[32\]. In particular, locally elevated concentrations can induce polymerization, like in microtubule branching \[49\] or in centrosomes \[59, 64\] that additionally control the subcellular organization. Condensates can also store molecules to buffer fluctuations in gene expression \[31\] or to release them later when the condensate dissolves, like germ granules and the Balbiani body \[51\]. Condensates also help to detect changes in the environment externally, like receptor clusters \[25, 52\], and internally, like stress granules \[3\]. In particular, transcriptional condensates actively regulate gene expression \[16\]. In all these examples, the cell controls the size, position, or count of the biomolecular condensates \[1, 11, 13\]. The formation of biomolecular condensates can be described in the framework of liquid-liquid phase separation \[27\]. This implies that the droplet size is determined by the total amount of droplet material. Moreover, irreversible surface driven Ostwald ripening, which is a coarsening process dissolving smaller droplets in favor of larger ones, so that only a single droplet remains in thermodynamic equilibrium. The theory can also be used to predict how the droplet size depends on global parameters, like temperature, pH, and salt concentration \[1, 11, 13\]. Cells can directly control condensates by changing protein concentrations or molecular interactions \[10, 44\]. The interactions are mainly dictated by the genetic sequence, which varies on evolutionary time scales. On cellular time scales, post-translational modifications can further adjust the interactions, enabling more dynamic regulation \[23, 24\]. As an example, phosphorylating the carboxy-terminal domain (CTD) of RNA polymerase II dissolves CTD droplets in vitro \[8\]. More generally, chemical reactions, like such post-translational modifications, can affect the dynamics of droplets and explain how cells could regulate condensate size, location and count \[43, 52\].

Theoretical studies of active droplets, which combine phase separation and chemical reactions, suggest that chemical reactions can suppress Ostwald ripening, leading to coexisting droplets of similar size \[60, 65\] and even droplet division \[66\]. These studies described chemical reactions using fixed rate laws, which does not include the molecular interactions necessary for phase separation. Instead, a thermodynamically consistent theory is necessary to faithfully describe the interplay of phase separation with reactions. Earlier work in this direction \[6, 12, 56\] suggests that reactions need to be driven away from equilibrium to be effective.

We here present a minimal model of active droplets, which combines non-equilibrium thermodynamics \[15, 30\] and transition state theory \[22, 41\] to describe the chemical reactions. It focuses on chemical potentials as key quantities and describes the non-equilibrium driving explicitly. We identify the conditions under which droplet size control is possible and determine the associated energetic cost. In the following, we build up the complete model by starting from passive liquid-liquid phase separation and we then successively add the reaction, the driving, and enzymatic control.

MODELLING PHASE SEPARATION WITH CHEMICAL TRANSITIONS

We consider an incompressible, liquid mixture of a solvent and a chemical component that can exist in two different forms: a form \(A\), which is soluble in the solvent, and an insoluble form \(B\), which segregates from the solvent. The composition of the system is then given by the volume fractions \(\phi_i(x)\) of components \(i = A, B\) at each
A spontaneous chemical transition (black arrow) between the segregating form B and the soluble form A (green) determines the available amount of droplet material. (C) A second reaction (curved arrow) driven by the conversion of fuel F (orange circle) to waste W (green circle) can lead to a non-equilibrium stationary state when F and W are coupled to particle baths (arrows across box). (D) An enzyme segregating into droplets (red square) controlling the driven reaction causes cyclic diffusive fluxes (dashed arrows) in the system, which can stabilize multiple droplets in the same system.

FIG. 1. Schematic representation of the four discussed models: (A) B molecules (orange) with weak enthalpic interactions (black dashed lines) form droplets (orange region) that coexist with the dilute phase (blue). They evolve as

\[ \frac{\partial_t \phi_i}{\partial_t \phi_B} = -\nabla j_i - s \, , \]

where \( j_i \) are diffusive fluxes and \( s \) is the reactive flux associated with the chemical transition \( A \rightleftharpoons B \). We assume that the chemical component cannot leave the system, which implies the normal fluxes \( n_j \) and \( n_j \) vanish at the boundary with normal vector \( n \). Consequently, the total amount of the chemical component is conserved.

The diffusive and reactive fluxes, \( j_i \) and \( s \), can be described in the framework of non-equilibrium thermodynamics [15], which ensures that a closed system relaxes to thermodynamic equilibrium and that detailed balance is obeyed. One consequence is that the fluxes \( j_i \) and \( s \) are related to the chemical potentials \( \mu_i(x) \) of the species \( i = A, B \). In particular, the diffusive fluxes can be approximated by

\[ j_i = -\sum_j \Lambda_{ij} \nabla \mu_j \, , \]

where the diffusive mobilities \( \Lambda_{ij} \) form the symmetric, positive semi-definite Onsager matrix [15]. In contrast, such a linear approximation is inadequate for the reactive flux \( s \) [15] and we thus discuss a more detailed model below.

The chemical potentials \( \mu_i(x) \) describe how the free energy \( F \) of the system changes when a particle \( i = A, B \) replaces an equal volume of solvent at position \( x \). They are thus given by

\[ \mu_i = v_i \frac{\partial F[\phi_A, \phi_B]}{\partial \phi_i} \, , \]

where we consider constant molecular volumes \( v_i \) and we assume \( v_A = v_B \). Since the molecular interactions are typically short-ranged, the free energy of this isothermal system of temperature \( T \) can be expressed as

\[ F[\phi_A, \phi_B] = \int \left[ f(\phi_A, \phi_B) - \sum_{i,j=1}^{3} \frac{k_i j}{2} \nabla \phi_i \cdot \nabla \phi_j \right] dV \, , \]

where the integral is over the entire system of volume \( V \). Here, \( f \) is the local free energy density, which governs phase separation [36]. Conversely, \( k_{ij} \) penalizes composition gradients, which results in surface tension effects [37]. As a concrete example, we consider the free energy density

\[ \frac{f(\phi_A, \phi_B)}{k_B T} = \sum_i \phi_i \ln(\phi_i) + \sum_i e_i \phi_i + \sum_{i,j} \frac{e_{ij}}{2} \phi_i \phi_j \, , \]

where \( k_B \) is Boltzmann’s constant and \( i, j \in \{ A, B, C \} \) using \( e_{CC} = 1 - e_{AC} - e_{BC} \). Here, the first term is the mixing entropy and the remaining terms capture enthalpic contributions [19] [20]. In particular, \( e_i \) can be interpreted as internal energies, while \( e_{ij} = e_{ji} \) capture interactions. Since \( A \) molecules are soluble in the solvent, we for simplicity assume that they interact identically to the solvent \( (e_{AA} = e_{AC} = e_{CC} \) and \( e_{AB} = e_{BC} \)). In the special case of a homogeneous system, the chemical potentials then read

\[ \mu_A = k_B T \left( w_A + \ln(\phi_A) - \frac{v_A}{v_C} \ln(\phi_C) \right) \, , \]

\[ \mu_B = k_B T \left( w_B + \ln(\phi_B) - \frac{v_B}{v_C} \ln(\phi_C) - 2\chi \phi_B \right) \, , \]

where \( 2\chi = v_B (2e_{BC} - e_{BB} - e_{CC}) \) is the Flory parameter capturing relevant interactions and \( w_i = 1 - \frac{v_i}{v_C} \) vanish. \( e_i \) define the interface width [37], together with [4] form a typical model for describing phase separation without chemical reactions. We first shortly discuss this classical case and then proceed to examine how different models for the reaction fluxes \( s \) affect the droplet formation.

Amount of segregating material determines droplet size

Without chemical reactions \( s = 0 \); see Fig. [1A], droplets can form when the free energy \( F \) of the demixed system is lower than that of the homogeneous system. This is the case if \( \chi \) is large enough (see Fig. [2A]) while the internal energies \( w_i \) are irrelevant since the total amount of each species is conserved [56]. In equilibrium, the diffusive flux \( j_B \) vanishes and the chemical potential \( \mu_B \) is homogeneous, while \( \phi_B \) can vary strongly. The respective equilibrium fractions \( \phi_B^{in} \) and \( \phi_B^{out} \) inside and outside
of the droplet are given by a tangent construction (see Fig. 2A) [37]. They are constant and do not depend on the total composition of the system if the fraction of A is small ($\phi_A \ll 1$). Without reactions, there are only two equilibrium states: Either everything is mixed or a single droplet enriched in B forms. Even if multiple droplets form initially, e.g., due to nucleation, surface tension effects drive coarsening by Ostwald ripening [40] or coalescence, so that all droplets merge into one [56]. The volume $V$ of the droplet follows from material conservation and reads

$$V = \frac{\bar{\phi}_B - \phi_B^{\text{out}}}{\phi_B^{\text{in}} - \phi_B^{\text{out}}} V_{\text{sys}},$$

where $\bar{\phi}_B = V_{\text{sys}}^{-1} \int \phi_B \, dV$ is the average fraction of B in the system. Note that the droplet can only exist when $\bar{\phi}_B > \phi_B^{\text{out}}$. All excess material beyond $\phi_B^{\text{out}}$ concentrates in the droplet, so $V$ grows linearly with $\bar{\phi}_B$; see Fig. 2A. A biological cell can thus regulate whether a droplet exists and how large it gets by controlling the total amount of $B$. Protein amounts can be changed by production and degradation, although this is a costly and slow process. Moreover, $V$ depends on the interaction parameter $\chi$, which is a function of e.g. temperature, pressure, pH, and solvent composition. These parameters are either external to the cell or affect many other processes, so they are not ideal to regulate a specific droplet. Taken together, this analysis shows that additional processes are necessary to control droplets effectively.

Chemical reactions control amount of segregating material

A chemical transition that modifies the physical properties of the droplet material can affect droplet formation. Our model captures this when we allow transitions between the soluble form A and the segregating form B of the material. The associated reaction rate $s$ is given by the difference of the rate $s^A$ of the forward reaction $A \rightarrow B$ and the rate $s^B$ of the opposite direction, $s = s^A - s^B$. In the simplest case, the transition $A \rightleftharpoons B$ does not require external energy input (see Fig. 1B), implying the detailed balance condition [56]

$$\frac{s^A}{s^B} = \exp \left( \frac{\mu_A - \mu_B}{k_B T} \right).$$

Chemical equilibrium ($s = 0$) is thus reached when $\mu_A = \mu_B$.

In the simple case of a homogeneous system, the equilibrium state can be characterized by the fractions $\phi^{\text{eq}}_A$ and $\phi^{\text{eq}}_B$ of the two forms. However, since the total fraction $\phi_+ = \phi_A + \phi_B$ of the component is conserved, it is convenient to also discuss the equilibrium constant $K = \phi^{\text{eq}}_B/\phi^{\text{eq}}_A$. Using the chemical equilibrium ($\mu_A = \mu_B$) and Eq. 4, we find $K = \exp(w_A - w_B + 2\chi \bar{\phi}_B)$, which shows
that $K$ is strongly affected by the difference $w_A - w_B$ of the internal energies of $A$ and $B$. Note that $K$ is only a constant for an ideal solution ($\chi = 0$). For non-ideal system, $K$ depends on the total fraction $\phi_+$, such that $K$ is larger when there is more material; see Fig. 3A. Taken together, this analysis shows that the chemical equilibrium depends on the environment.

The only inhomogeneous equilibrium state of the system is again a single droplet enriched in $B$. The analysis of the homogeneous state implies that the ratio $\phi_B^*/\phi_A^*$ is larger inside the droplet than outside. This is because the droplet environment favors $B$ over $A$. Note that $A$ is enriched outside the droplet for the chemical potentials given by Eq. 4 (see Fig. 3B), but more general choices of $\epsilon_{ij}$ can enrich $A$ inside the droplet. For our system, $\phi_A$ is thus diluted in both phases in the common case that the system mostly consists of solvent ($\phi_+ \ll 1$), where $\phi_+ = V_{\text{sys}}^{-1} \int \phi_+ dV$ denotes the conserved total fraction of $A$ and $B$. In this case, we can determine the equilibrium fractions of $B$ from the tangent construction given in Fig. 2A since $\phi_A \ll 1$ everywhere. We can then use $K_{\text{in}} = K(\phi_B^*)$ and $K_{\text{out}} = K(\phi_B^*)$ to determine the total fraction $\phi_+$ inside and outside the droplet, $\phi_+ = (1 + K_{\text{in}}^{-1}) \phi_B^*$ and $\phi_+ = (1 + K_{\text{out}}^{-1}) \phi_B^*$. The conservation of $\phi_+$ then implies that the droplet volume $V$ is given by

$$V = \frac{\phi_+ - \phi_+^*}{\phi_B^* - \phi_+^*} V_{\text{sys}}. \quad (7)$$

Similarly to the case without chemical reactions, a droplet can only form when $\phi_+ > \phi_+^*$ and the total amount exceeding the threshold determines the droplet volume. However, the internal energy difference $w_A - w_B$ now also affects the droplet volume; see Fig. 3B. This is mainly because it changes the equilibrium constant $K_{\text{out}}$ and thus $\phi_+^*$. Consequently, external parameters, like temperature, pH, etc., can now affect droplet formation also via the internal energies, thus allowing for a potentially stronger response.

The chemical reactions clearly influence the droplet formation and thus the overall composition in the system. In particular, the relative amounts of $A$ and $B$ strongly depend on whether droplets form or not. Fig. 3C shows that the amount of $B$ in the system increases significantly when the total fraction $\phi_+$ exceeds the threshold $\phi_+^*$ so droplets form.

We showed that the chemical transition allows for more detailed control of droplet formation. In particular, the droplet size depends on the total amount of protein, which can again be changed by the slow and costly processes of production and degradation. Additionally, the chemical transition affects droplet size since it determines the ratio of $A$ and $B$, which is mainly governed by the energy difference $w_A - w_B$. These enthalpic parameters depend on global state variables, like temperature, pH, and salt, as well as on the protein sequence, which can be adjusted only on evolutionary time scales. Consequently, additional processes are necessary to have fast and specific control over droplets.

**FIG. 4. A driven transition affects the chemical equilibrium.** (A) Chemical potential difference $\mu_A^* - \mu_B^*$ between $A$ and $B$ as a function of the ratio $\eta = \alpha_1^{-1} \epsilon_{20} \exp(\mu_F/k_B T)$ of the reaction rate of passive and driven reaction in stationary state for several driving strengths $\Delta \mu$. (B) Chemical potentials of $A$ (green line) and $B$ (solid orange line) as a function of the radial distance from the center of a droplet of radius $R_c$. The dashed orange line marks the chemical potential difference of the driven reaction, indicating that it spontaneously produces $A$ (green arrow), which is then turned back into $B$ by the passive reaction (orange arrow). Although the system is driven out of equilibrium, the reactions balance locally, so $\nabla \mu_k = 0$. (C) Total fraction $V_{\text{sys}}/V_{\text{sys}}$ occupied by droplets as a function of $\eta$ for different driving strengths $\Delta \mu$. Droplets only vanish completely if the driving is strong enough. (D) Entropy production rate $T \sigma = -V_{\text{sys}} \eta_{k} \Delta \mu$ in the stationary state as a function of $\eta$ for different driving strengths $\Delta \mu$. Model parameters are $\chi = 3.5$, $w_A - w_B = 3$, and $\phi_+ = 0.06$.

**Driven reactions allow enzymatic control of droplets**

We next extend our system by allowing the transition $A \rightleftharpoons B$ to also be driven by an external energy input; see Fig. 1C. In particular, we introduce a second reaction, $A + W = B + F$, where $F$ and $W$ respectively denote fuel and waste molecules, e.g. ATP and ADP. For simplicity, we consider the case where $F$ and $W$ are dilute and homogeneously distributed, so they do not affect phase separation directly. To keep the system away from equilibrium, we assume that the chemical potential difference $\Delta \mu = \mu_F - \mu_W > 0$ is constant, e.g., because of ATP regeneration. Taken together, $\Delta \mu$ can be interpreted as an ubiquitous external energy source.

The driven reaction obeys the detailed balance condition [50]

$$\frac{s_1}{s_2} = \exp \left( \frac{\mu_A - \mu_B - \Delta \mu}{k_B T} \right), \quad (8)$$

where $s_1$ and $s_2$ are the respective forward and backward rates. The net rate $s_2 - s_1$ of the driven reaction thus vanishes when $\mu_A - \mu_B = \Delta \mu$. This condition is incompatible with the chemical equilibrium of the passive reaction, $\mu_A = \mu_B$, discussed in the previous section. This implies that the driven system cannot reach thermodynamic equilibrium.
To understand the behavior of the driven system, we first consider stationary states where the total reactive flux, \( s = s_1 + s_2 \), vanishes. Here, \( s_1 = s_1^b - s_1^a \) is the rate associated with the passive reaction, where \( s_1^a \) and \( s_1^b \) obey the detailed balanced condition given by Eq. 6. Taken together, the condition \( s = 0 \) requires that the stationary state chemical potentials \( \mu_A^* \) and \( \mu_B^* \) obey:

\[
\mu_A^* - \mu_B^* = \Delta \mu - k_B T \ln \left[ \frac{\exp(\Delta \mu/k_B T) + \eta}{1 + \eta} \right],
\]

where \( \eta = s_2^b/s_1^b \) is the ratio of the backward reaction rates. Note that this condition corresponds to the passive case (\( \mu_A^* = \mu_B^* \)) for \( \eta = 0 \), while the driven reaction dominates (\( \mu_A^* - \mu_B^* = \Delta \mu \)) for \( \eta \to \infty \); see Fig. 1. In general, we have \( 0 \leq \mu_A^* - \mu_B^* \leq \Delta \mu \), so that the passive reaction creates the segregating form \( B \) while the driven reaction destroys it.

In general, the backward rates \( s_1^b \) depend on composition, since they describe the kinetics of the chemical reactions \([12]\). A simple model for chemical reactions is transition state theory \([22, 41]\), where the forward and backward rates only depend on the chemical potentials of the reactants and products, respectively. Using this theory, we find \( s_1^b = \alpha_1 \exp(\mu_B/k_B T) \) and \( s_2^b = \alpha_2 \exp((\mu_B + \mu_F)/k_B T) \), where \( \alpha_i \) are constant pre-factors that can be influenced by enzymes; see SI. This implies that \( \eta = \alpha_2 \alpha_1^{-1} \exp(\mu_B/k_B T) \), and thus also \( \mu_A^* - \mu_B^* \), are constant (see Eq. 9). Taken together with Eq. 1, we thus find that all stationary states with \( s = 0 \) must have homogeneous chemical potentials; see Fig. 3.

The driven system can be mapped to the system with passive reactions by altering the internal energies, \( w_B \mapsto w_B + (\mu_A^* - \mu_B^*)/k_B T \). Consequently, this system possesses the same stationary states as the passive system, so that at most a single droplet can form and its volume is given by Eq. 7. However, the driven chemical reaction can now be used to control the droplet volume, e.g., by enzymatic activity. For instance, an increased activity of an enzyme that catalyzes the driven reaction, e.g., by enzymatic activity. For instance, an increased volume is given by Eq. 7. However, the driven chemical reaction creates the segregating form \( B \) while the driven reaction destroys it.

To understand the behavior of the driven system, we showed that at most a single droplet can be stable, since they describe the kinetics of the chemical reactions \([12]\). A simple model for chemical reactions, any change that increases \( \phi \) thus need inhomogeneous states where \( \phi \neq 0 \) if \( \eta \) and \( \Delta \mu \) are the same everywhere. Consequently, \( \eta \) or \( \Delta \mu \) must vary in space to have multiple stable droplets. This could be achieved by imposing spatial heterogeneity, e.g., by producing the fuel or enriching enzymes at particular locations, which would be reflected in the droplet arrangement. Alternatively, the fuel or enzymes can segregate into the droplets spontaneously, which is observed experimentally \([8]\).

**Segregated enzymes can control droplet size and count**

The main idea to control droplets is to use an enzyme that regulates the chemical transition and segregates into droplets. As an example, we consider an enzyme \( E \) that affects the driven reaction; see Fig. 1D. In the simplest case, the rate \( s_2 \) of this reaction is proportional to the volume fraction \( \phi_E \) of the enzyme.

\[
s_2 = \alpha_2 \phi_E \left[ \exp \left( \frac{\mu_A^* + \mu_W}{k_B T} \right) - \exp \left( \frac{\mu_B^* + \mu_F}{k_B T} \right) \right],
\]

which follows from Eq. 8 and transition state theory; see SI. Here, \( \alpha_2 \phi_E \) is a constant pre-factor, so that this case is equivalent to the one discussed in the previous section if \( \phi_E \) is homogeneous.

The distribution of the enzyme will be inhomogeneous if it segregates into droplets. We model this by introducing an additional Flory parameter \( \chi_E \), which describes the interaction of the enzyme with the other components; see SI. For simplicity, we consider dilute enzyme concentrations, so it does not affect the phase separation significantly. Consequently, \( \chi_E \) controls how strongly the enzyme segregates into the droplet \([53]\),

\[
\frac{\phi_E^b - \phi_E^w}{\phi_E^w} \approx \chi_E (\phi_E^{\text{in}} - \phi_E^{\text{out}}); \tag{11}
\]

see SI. In particular, the enzyme is homogeneously distributed for \( \chi_E = 0 \), corresponding to the case discussed in the previous section.

The enzyme is enriched in the droplet when \( \chi_E > 0 \). In this case, the driven reaction can stabilize multiple droplets at the same size; see Fig. 5A–B. To understand this behavior, we analyze a single droplet in a large system. Fig. 5D shows that the chemical potentials of \( A \) and \( B \) are now inhomogeneous even in the stationary state. This implies diffusive fluxes, which are driven by the non-equilibrium chemical reactions: Effectively, inside the droplet, the driven chemical reaction turns the segregating form \( B \) into the soluble form \( A \), while form \( A \) transitions back to \( B \) spontaneously outside. The resulting imbalances between the inside and the outside are compensated by the diffusive fluxes. Consequently, the chemical reactions drive a cycle of diffusive fluxes; see Fig. 1D.

The numerical simulations also show that the stable droplet radius \( R_\bullet \) decreases with larger enzyme segregation (larger \( \chi_E \)); see Fig. 5C. In the stationary state, the diffusive influx \( J \) of \( B \) toward the droplet is balanced by the reactive flux \( S \) of \( B \to A \) inside the droplet (\( J = S \)). In the simplest case, \( J \) is diffusion limited, \( J \approx a_1 R \),
while the reaction is homogeneous in the droplet, implying $S \approx a_3 \exp(\chi E) R^3$; see SI. Consequently, the stable radius scales as $R_\ast \sim \exp(-\frac{1}{2} \chi E)$. In more realistic cases, the reaction affects the influx $J$, leading to $J \approx a_2 R^2$, which implies $R_\ast \sim \exp(-\chi E)$; see Fig. [E]. In both cases, a stable droplet size exists when the fluxes $J$ and $S$ are equal; see Fig. [E].

The droplet size regulation depends on the non-equilibrium chemical reactions, which maintain a chemical potential difference between the droplet and its surrounding; see Fig. [D]. We observe that the associated entropy production rate $\sigma$ increases for smaller radii $R_\ast$; see Fig. [F]. This suggests that keeping droplets small consumes more fuel $F$. In particular, preventing droplet formation ($R_\ast = 0$) is costly. Conversely, larger droplets require smaller entropy production, although it is still non-zero, similar to the case in the previous section. The fact that droplets reach a stable size implies that multiple droplets can coexist in a larger system. Since all droplets attain the same volume $V_\ast$, the number $N$ of droplets is simply $N = N/V/V_\ast$, where the total volume $V$ of the droplet phase can be approximated by Eq. [7]. In particular, $V$ depends on the total fraction $\phi_+$ of $A$ and $B$, the Flory parameter $\chi$, the internal energies $w_A - w_B$, the driving strength $\Delta \mu$, and the reaction rate ratio $\eta$. Conversely, the stable radius $V_\ast$ is additionally controlled by $\chi E$, so the droplet count $N$ and the individual volume $V_\ast$ can be adjusted independently.

**DISCUSSION**

We introduced a model that explains how chemical reactions can control liquid-like droplets. In particular, we identified three ingredients necessary for effective size control: (i) The chemical modification of the droplet material must convert it to a soluble form, (ii) this modification must involve a driven reaction using a chemical fuel, and (iii) the reaction dynamics must differ inside and outside the droplet, e.g., by localizing enzymes appropriately. The fuel, combined with the imbalance of the reaction, maintains a chemical potential difference between the inside and the outside, which results in sustained diffusive fluxes. This effectively removes droplet material from the droplet, while producing it outside, which explains the stable size of this externally-maintained droplet [50]. In an alternative interpretation, the enzymes enriching in the droplet inhibit further growth, which we already identified as a common motif for size control in biological cells [52].

The stable droplet size $R_\ast$ predicted by our model is mainly governed by the chemical transition inside the droplet; see SI. In particular, $R_\ast \sim [3D\Delta c/(k_0 c^0_E)]^{1/2}$ where $D \approx 1 \mu m^2/s$ is a typical diffusivity [45], while the other parameters can vary widely [58]. Here, $\Delta c$ quantifies the concentration variation of droplet material $B$ in the dilute phase, $k_0$ is the catalytic rate constant, and $c^0_E$ is the enzyme concentration inside the droplet. For strong reactions ($k_0 \approx 100 s^{-1}$) and strong enzyme segregation ($\Delta c/c^0_E \approx 0.1$), we find very small droplets ($R_\ast \approx 0.05 \mu m$). Conversely, droplets are much larger ($R_\ast \approx 17.3 \mu m$) for weaker reactions ($k_0 \approx 0.1 s^{-1}$) and moderate segregation ($\Delta c/c^0_E = 10$). Consequently, droplets can be stabilized on all length scales relevant to biological cells. In particular, $R_\ast$ is governed by intrinsic model parameters and is thus independent of system size, similar to other theoretical predictions from combining phase separation with chemical reactions [12] [33] [60] [65]. In all these systems, Ostwald ripening is suppressed and multiple droplets can stably coexist. The droplet count is given by the ratio of the total amount of droplet material and the stable droplet volume.

Whether droplets form and how large they get mainly depends on the available amount of droplet material. Our
model reveals that this key quantity can be regulated on many time scales in biological cells: Adapting the genetic sequence on evolutionary time scales affects the internal energies of the soluble and segregating forms, thus influencing the fraction of droplet material; see Fig. [3]. On the time scale of minutes to hours, protein production and degradation affects the overall composition; see Fig. [2]. Faster time scales are accessible using active processes: By activating and deactivating enzymes, the cell can regulate the reaction rates \( \alpha_1 \) and \( \alpha_2 \) and thus the balance between the two forms. Note that even small changes in these rates have a huge impact on droplet size when the driving \( \Delta \mu \) is sufficiently strong; see Fig. [1]. This active regulation allows cells to quickly adapt their biomolecular condensate in response to internal and external signals [3, 28, 62]. However, this flexibility comes at the cost of continuous turnover of droplet material, reminiscent of enzymatic futile cycles [47]. Moreover, the continuous turnover could prevent the observed aging of biomolecular condensates [4, 29, 34].

Our model unveils the required ingredients for droplet size regulation since it obeys thermodynamic constraints, in contrast to our earlier theory [54]. Similar to electrochemical systems [6], the chemical reactions in our system cannot be described by the law of mass action since phase separating solutions are non-ideal. In particular, the associated equilibrium constants differ inside and outside the droplet; see Fig. [3]. To investigate this further, our theory could be extended to client chemical reactions [55], multi-component droplets [44], complex multi-layered droplets [56, 57, 58], and multiple different droplets affecting each other [25], which are all relevant in biological cells. Moreover, it is unclear how active droplets interact with other sub-cellular structures, like the cytoskeleton [58], or generally with the elastic properties of their surrounding [45, 54]. It will be interesting to test our ideas with engineered condensates [9] using fueled chemical reactions [17].
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SUPPLEMENTARY INFORMATION

I. MULTICOMPONENT FREE ENERGY

As a basis for our discussion we use a multicomponent free energy $F$, which depends on the volume fractions $\Phi = (\phi_1, ..., \phi_N)$ of all $N$ components according to

$$F[\Phi] = \int \left[f(\Phi) - \sum_{i,j=1}^{N} \frac{\kappa_{ij}}{2} \nabla \phi_i \nabla \phi_j \right] dV.$$  \hspace{1cm} (S.1)

Here $f(\phi)$ is the free energy density and the $\kappa_{ij} = \kappa_{ji}$ terms includes longer range interaction between species $i$ and $j$, penalizing concentration gradients[56]. We use a Flory-Huggins like free energy density given by

$$\frac{f(\Phi)}{k_B T} = \sum_i \frac{\phi_i}{v_i} \ln(\phi_i) + \sum_i e_i \phi_i + \sum_{i,j} \frac{e_{ij}}{2} \phi_i \phi_j,$$  \hspace{1cm} (S.2)

where the first term is the entropic contribution with constant molecular volume $v_i$, $e_i$ is the internal energy and $e_{ij} = e_{ji}$ is the enthalpic interaction energy between species $i$ and $j$.

We discuss incompressible systems only, so $\sum_i \phi_i = 1$ at all times. Using this, we can rewrite the interaction term according to

$$\sum_{i,j=1}^{N} \frac{e_{ij}}{2} \phi_i \phi_j = \sum_i \frac{e_{ii}}{2} \phi_i^2 + \sum_{j \neq i} e_{ij} \phi_i \phi_j = \sum_i \frac{e_{ii}}{2} \phi_i + \sum_{i,j} \frac{e_{ij} - e_{ii}}{2} \phi_i \phi_j$$  \hspace{1cm} (S.3)

and using $2\chi_{ij} = 2e_{ij} - e_{ii} - e_{jj}$, we arrive at

$$\frac{f(\Phi)}{k_B T} = \sum_i \frac{\phi_i}{v_i} \ln(\phi_i) + \sum_i \left( e_i + \frac{e_{ii}}{2} \right) \phi_i + \sum_{i,j} \frac{\chi_{ij}}{2} \phi_i \phi_j.$$  \hspace{1cm} (S.4)

Here $\chi_{ij}$ shows if species $i$ and $j$ prefer to mix ($\chi_{ij} < 0$) or demix ($\chi_{ij} > 0$) due to enthalpic interactions (where $\chi_{ii} = 0$ by definition). Furthermore, we assume that the gradient term in eq.\ref{eq:S1} is determined by the same interactions as the local free energy, such that $\kappa_{ij} = k_B T l^2 \chi_{ij}$, where $l$ is the characteristic length scale of the interaction[37].

Using Eq.\ref{eq:S1} and \ref{eq:S4} we get the chemical potential according to $\bar{\mu}_i = \frac{\delta F}{\delta N_i}$, which results in

$$\bar{\mu}_i = 1 + \ln(\phi_i) + v_i (e_i + \frac{e_{ii}}{2}) + \sum_{j=1}^{N} v_i \chi_{ij} \phi_j.$$  \hspace{1cm} (S.5)

The incompressibility condition $1 = \sum_i \phi_i$ implies that the diffusion of particles is connected, which we use to replace the $N$-th species by $\phi_N = 1 - \sum_{i \neq N} \phi_i$. Therefore diffusive fluxes are not driven by the chemical potentials given in Eq.\ref{eq:S5} but by exchange chemical potentials

$$\mu_i = \bar{\mu}_i - \frac{v_i}{v_N} \bar{\mu}_N.$$  \hspace{1cm} (S.6)
which describe the energy change when \( i \) particles are replaced by the same volume of \( N \) particles. For a ternary fluid with \( i = A, B, C \) and \( N = C \), this results in

\[
\frac{\mu_A}{k_B T} = 1 - \frac{v_A}{v_C} + v_A(e_A - e_C + e_{AC} - e_{CC}) + \ln(\phi_A) - \frac{v_A}{v_C} \ln(\phi_C) + \sum_{j \neq C} v_A(\chi_{Aj} - \chi_{AC} - \chi_{Cj}) \phi_j,
\]

(S.7a)

\[
\frac{\mu_B}{k_B T} = 1 - \frac{v_B}{v_C} + v_B(e_B - e_C + e_{BC} - e_{CC}) + \ln(\phi_B) - \frac{v_B}{v_C} \ln(\phi_C) + \sum_{j \neq C} v_B(\chi_{Bj} - \chi_{BC} - \chi_{Cj}) \phi_j.
\]

(S.7b)

Now for the special case where \( B \) phase separates from \( A \) and \( C \) and \( A \) interacts similar to \( C \), such that \( \chi_{AC} = 0 \) and \( \chi_{AB} = \chi_{BC} = \chi/v_B \), we end up with

\[
\frac{\mu_A}{k_B T} = w_A + \ln(\phi_A) - \frac{v_A}{v_C} \ln(\phi_C),
\]

(S.8a)

\[
\frac{\mu_B}{k_B T} = w_B + \ln(\phi_B) - \frac{v_B}{v_C} \ln(\phi_C) - 2 \chi \phi_B,
\]

(S.8b)

with \( w_A = 1 - v_A/v_C + v_A(e_A - e_C) \) and \( w_B = 1 - v_B/v_C + v_B(e_B - e_C + e_{BC} - e_{CC}) \), which is the form we use in the main text.

II. ENZYME SEGRAGATION

Here we discuss how a dilute enzyme \( E \) distributes in the two phases discussed in the main text. The discussion is similar to the derivation of the segregation coefficient in [55]. Therefore we extend the free energy introduced above by a fourth component \( \phi_E \ll 1 \).

Assuming \( \phi_B \gg \phi_E \) the enzymes exchange chemical potential takes the form

\[
\frac{\mu_E}{k_B T} \approx w_E + \ln(\phi_E) - \frac{v_E}{v_C} \ln(\phi_C) - (\chi_E + (v_E/v_B)\chi) \phi_B,
\]

(S.9)

where \( \chi_E = v_E(\chi_{EC} - \chi_{EB}) \) determines whether it is energetically favorable for the enzyme to be in the \( B \) rich droplet phase (\( \chi_E > 0 \)) or the dilute phase (\( \chi_E < 0 \)).

The maxwell construction discussed in Fig.2 of the main text results in \( \phi_B = \phi_B^{\text{in}}/\phi_B^{\text{out}} \) for droplet and solvent phase respectively, with chemical potentials \( \mu_B(\phi_B^{\text{in}}) = \mu_B(\phi_B^{\text{out}}) = w_B - \chi \) for \( \phi_A \ll 1 \) and \( v_A = v_B = v_C = v \). Those assumptions allow analytical calculations, but are not necessary and the results apply more generally. With this equal enzyme chemical potential in both phases leads to

\[
\ln\left(\frac{\phi_E^{\text{in}}}{\phi_E^{\text{out}}}\right) - \chi_E(\phi_B^{\text{in}} - \phi_B^{\text{out}}) = \frac{v_E}{v} \left( \ln\left(\frac{\phi_C^{\text{in}}}{\phi_C^{\text{out}}}\right) + \chi(\phi_B^{\text{in}} - \phi_B^{\text{out}}) \right).
\]

(S.10)

For \( v_C = v_B \) and \( \phi_A \ll 1 \), the free energy is symmetric, such that \( \phi_B^{\text{in}} + \phi_B^{\text{out}} = 1 \) and \( \phi_C \approx 1 - \phi_B \). In this case

\[
\ln\left(\frac{\phi_C^{\text{in}}}{\phi_C^{\text{out}}}\right) + \chi(\phi_B^{\text{in}} - \phi_B^{\text{out}}) \approx \ln\left(\frac{\phi_B^{\text{out}}}{1 - \phi_B^{\text{out}}}\right) + \chi(1 - 2\phi_B^{\text{out}}) = \mu_B(\phi_B^{\text{out}}) - w_B + \chi = 0,
\]

(S.11)

such that

\[
\frac{\phi_B^{\text{in}}}{\phi_B^{\text{out}}} = \exp(\chi E(\phi_B^{\text{in}} - \phi_B^{\text{out}})) = \Gamma.
\]

(S.12)

So the segregation is mostly determined by the strength of phase separation \( \phi_B^{\text{in}} - \phi_B^{\text{out}} \) and the different interaction of the enzyme with \( B \) and \( C \), \( \chi_E \). In the strong phase separation regime, we approximate \( \phi_B^{\text{in}} - \phi_B^{\text{out}} \approx 1 \) and thus

\[
\frac{\phi_E^{\text{in}}}{\phi_E^{\text{out}}} = \exp(\chi_E),
\]

(S.13)

which is the form we use in the main text for simplicity. So far we have calculated the relative amount of enzyme in droplet and solvent phase. No we calculate the actual volume fraction in each phase for which we need the average volume fraction, \( \phi_E \) and the total fraction of droplet phase \( V/V_{sys} \). Because the total amount of enzyme is conserved and the volume fraction in droplet and solvent phase are constant, we get

\[
V \phi_E^{\text{in}} + (V_{sys} - V) \phi_E^{\text{out}} = V_{sys} \phi_E,
\]

(S.14)
and thus
\[ \phi_E^{\text{out}} = \frac{1}{1 - V/V_{\text{sys}} (1 - \Gamma)} \tilde{\phi}_E \approx \left( 1 + (1 - \Gamma) \frac{V}{V_{\text{sys}}} \right) \tilde{\phi}_E, \] (S.15a)
\[ \phi_E^{\text{in}} = \frac{\Gamma}{1 - V/V_{\text{sys}} (1 - \Gamma)} \tilde{\phi}_E \approx \left( 1 + (1 - \Gamma) \frac{V}{V_{\text{sys}}} \right) \Gamma \tilde{\phi}_E. \] (S.15b)

For droplet size control we usually assume \( \Gamma \gg 1 \) and \( V / V_{\text{sys}} \ll 1 \), which can be used to write \( \phi_E^{\text{out}} \approx \tilde{\phi}_E \) and \( \phi_E^{\text{in}} \approx \Gamma \tilde{\phi}_E \) in a first order approximation for the analytical calculations.

### III. Detailed Balance of the Rates

For a given reaction converting reactants \( R_i \) into products \( P_i \), \( R_i \Leftrightarrow P_i \), detailed balance relates the forward \( s^f \) and backward \( s^b \) reaction rate according to
\[ \frac{s^f}{s^b} = \exp \left[ \frac{\sum_i \mu R_i - \sum_i \mu P_i}{k_B T} \right]. \] (S.16)

Where \( \mu_i \) is the chemical potential of species \( i \). The total reaction flux \( s = s^f - s^b \) then vanishes in equilibrium where \( \sum_i \mu R_i = \sum_i \mu P_i \). But detailed balance does not tell us how forward and backward rate look like individually. Here we assume that the forward rate is a function of the forward chemical potential \( \mu_F = \sum_i \mu R_i \), and the backward rate is a function of the backward chemical potential \( \mu_B = \sum_i \mu P_i \). This approximation has the advantage that forward and backward rate have a symmetric form and they depend on the energetics of the species that take part in forward or backward reaction only. In this general form we can rewrite the detailed balance condition according to
\[ s^f(\mu_F) \left( -\frac{\mu_F}{k_B T} \right) = s^b(\mu_B) \left( -\frac{\mu_B}{k_B T} \right). \] (S.17)

Assuming that \( \mu_F \) and \( \mu_B \) can in general be varied independently, both sides of the equation have to be constant individually and thus
\[ s^f(\mu_F) = \alpha \exp \left( \frac{\mu_F}{k_B T} \right), \] (S.18a)
\[ s^b(\mu_B) = \alpha \exp \left( \frac{\mu_B}{k_B T} \right). \] (S.18b)

Which is the form we use in the main text.

### IV. Transition State Theory

To derive the dynamics in the system we need to calculate the reaction flux for each reaction. But the detailed balance condition used in the main text restricts the ratio of forward \( s^f \) and backward \( s^b \) only. Here we apply transition state theory (TST) to get an explicit form for \( s^f \) and \( s^b \). As an example we consider the reaction \( A \Leftrightarrow B \). TST now states that \( A \) and \( B \) represent local minima in the free energy landscape and the transition from \( A \) to \( B \) happens via a saddle point \( T \), which forms an energy barrier between \( A \) and \( B \). Assuming that the transition state has a constant energy \( E^\dagger \), the height of forward and backward barrier are \( E^\dagger - E_A \) and \( E^\dagger - E_B \) respectively. If the molecule is close to thermal equilibrium the transition is thermally activated and the probability to cross the barrier is given by the height of the barrier times the attempt frequency \( \nu \) given by the vibrational modes of the molecule. In this case the forward and backward rate of a single molecule are given by
\[ k^f = \nu \exp \left( -\frac{E^\dagger - E_A}{k_B T} \right), \] (S.19a)
\[ k^b = \nu \exp \left( -\frac{E^\dagger - E_B}{k_B T} \right). \] (S.19b)

Assuming \( \nu \) is the same for both states. Note that \( E_i = \mu_i - k_B T \ln(\phi_i) \). Each \( A(B) \) particle has a probability of \( k^f(k^b) \) per unit time to become a \( B(A) \) particle. In this case the total forward, \( s^f \), and backward, \( s^b \), rates are given
by the rate per particle, \(k^{i/b}\), multiplied by the number of particles, given by the local volume fraction: \(s^{i} = \phi_A k^{i}\) and \(s^{b} = \phi_B k^{b}\), which results in

\[
s^{i} = \nu_1 \exp \left( -\frac{E^{i} - \mu_A}{k_B T} \right), \tag{S.20a}
\]
\[
s^{b} = \nu_1 \exp \left( -\frac{E^{b} - \mu_B}{k_B T} \right), \tag{S.20b}
\]

which automatically fulfills the detailed balance condition. Applied to the two reactions discussed in the main text, we end up with

\[
s_1 = \nu_1 \exp \left( -\frac{E^{1}}{k_B T} \right) \left( \exp \left( \frac{\mu_A}{k_B T} \right) - \exp \left( \frac{\mu_B}{k_B T} \right) \right) = \alpha_1 \left( \exp \left( \frac{\mu_A}{k_B T} \right) - \exp \left( \frac{\mu_B}{k_B T} \right) \right), \tag{S.21a}
\]
\[
s_2 = \nu_2 \exp \left( -\frac{E^{2}}{k_B T} \right) \left( \exp \left( \frac{\mu_A + \mu_W}{k_B T} \right) - \exp \left( \frac{\mu_B + \mu_F}{k_B T} \right) \right) = \alpha_2 \exp \left( \frac{\mu_F}{k_B T} \right) \left( \exp \left( \frac{\mu_A - \Delta\mu}{k_B T} \right) - \exp \left( \frac{\mu_B}{k_B T} \right) \right). \tag{S.21b}
\]

In this case, the parameter \(\eta = \exp(\mu_F/k_B T)\alpha_2/\alpha_1\) becomes a constant as \(\mu_B\) cancels and we end up as

\[
\eta = \frac{\alpha_2 \exp \left( \frac{\mu_F}{k_B T} \right)}{\alpha_1}. \tag{S.22}
\]

So \(\eta\) depends on: \(\mu_F, \mu_W, E^{i/2}_1\) and \(\nu_1, 2\). So the total reaction flux ends up as

\[
\frac{s}{\alpha_1} = \left( \exp \left( \frac{\mu_A}{k_B T} \right) - \exp \left( \frac{\mu_B}{k_B T} \right) \right) + \eta \left( \exp \left( \frac{\mu_A - \Delta\mu}{k_B T} \right) - \exp \left( \frac{\mu_B}{k_B T} \right) \right). \tag{S.23}
\]

V. CATALYZED REACTIONS

In a catalyzed reaction the equilibrium is unaffected by the catalyst while the reaction rates are sped up significantly (generally in both directions). Here we use the simple reaction \(A + E \rightleftharpoons E_{i} \rightleftharpoons B + E\), where the catalyst \(E\) speeds up the transition between \(A\) and \(B\), to describe the transition state theory with catalysts. The total reaction flux is given by \(s = s^{i} - s^{b}\), where \(s^{i} = \phi_A \phi_E k^{i}\) and \(s^{b} = \phi_B \phi_E k^{b}\) and introducing the transition state \(E_{i}\) we get for the individual rates

\[
k^{i} = \alpha \exp \left( -\frac{E_{E_i} - E_A - E_E}{k_B T} \right), \tag{S.24}
\]
\[
k^{b} = \alpha \exp \left( -\frac{E_{E_i} - E_B - E_E}{k_B T} \right). \tag{S.25}
\]

Here \(E_i = w_i + h_i\) contains the internal energy \(w_i\) and the enthalpic interactions with the environment \(h_i\) of species \(i\). If we assume that the enzyme itself does not change significantly during the reaction, we approximate \(h_{E_i} \approx h_E + (h_A + h_B)\delta/2\), where \(\delta\) describes how much the enthalpy of the protein deviates from the average between state \(A\) and \(B\) in the transition state. With this approximation we get for the reactive fluxes

\[
s = \alpha \phi_E \exp \left( -\frac{w_{E_i} - w_E + (h_A + h_B)\delta/2}{k_B T} \right) \left[ \exp \left( \frac{\mu_A}{k_B T} \right) - \exp \left( \frac{\mu_B}{k_B T} \right) \right]. \tag{S.26}
\]

Now in general the value of \((h_A + h_B)\delta/2\) can be different inside and outside the droplet, while the enzyme volume fraction is always much larger in the droplet phase compared to the solvent phase \(\phi_E^{in} \gg \phi_E^{out}\). Oftentimes the role of an enzyme, which catalyzes biochemical reactions, is to bind to the reactant/product molecules and force them into a conformation that is favorable for the reaction (the transition state). In this case the large enzyme ‘absorbs’ the molecules and the interaction between the molecules and the surrounding becomes negligible. Therefore we neglect the factor \((h_A + h_B)\delta/2\) here and assume the enzymatic reaction rate is constant and limited by the amount of enzyme \(\phi_E\). If we furthermore assume that the driven reaction is sped up by the enzyme, e.g. in phosphorylation reactions, we end up with

\[
s = \alpha_E \phi_E \exp \left( \frac{\mu_F}{k_B T} \right) \left[ \exp \left( \frac{\mu_A - \Delta\mu}{k_B T} \right) - \exp \left( \frac{\mu_B}{k_B T} \right) \right], \tag{S.27}
\]

which is the form we use in the main text.
VI. STEADY STATES WITH DRIVEN REACTIONS

Here we discuss the steady states for the reaction flux in Eq. (S.23) derived in the last section. In this case the total reaction flux \( s = s_1 + s_2 \) and the fluxes of the individual reactions are

\[
\begin{align*}
    s_1 &= \alpha_1 \left[ \exp \left( \frac{\mu_A}{k_B T} \right) - \exp \left( \frac{\mu_B}{k_B T} \right) \right], \\
    s_2 &= \alpha_2 \exp \left( \frac{\mu_F}{k_B T} \right) \left[ \exp \left( \frac{\mu_A - \Delta \mu}{k_B T} \right) - \exp \left( \frac{\mu_B}{k_B T} \right) \right].
\end{align*}
\]

(S.28a) (S.28b)

Using \( \eta = \alpha_2 \alpha_1^{-1} \exp(\mu_F/k_B T) \), \( \mu_+ = \mu_A + \mu_B \) and \( \mu_- = \mu_A - \mu_B \) we write the total reaction flux as

\[
s(\mu_+, \mu_-) = \alpha_1 \exp \left( \frac{\mu_+}{2k_B T} \right) \left[ (1 + \eta e^{-\Delta \mu/k_B T}) \exp \left( \frac{\mu_-}{2k_B T} \right) - (1 + \eta) \exp \left( -\frac{\mu_-}{2k_B T} \right) \right].
\]

(S.29)

The total flux vanishes if the term in the square brackets vanishes. This is the case if \( \mu_- = \mu_-^* = \mu_A^* - \mu_B^* = \Delta \mu - k_B T \ln \left[ \frac{\exp(\Delta \mu/k_B T) + 1}{1 + \eta} \right] \). Note that \( \mu_- = 0 \) corresponds to the equilibrium of the first reaction and \( \mu_- = \Delta \mu \) is the equilibrium chemical potential of the driven reaction. Consequently \( \mu_-^* \) lies somewhere between 0 and \( \Delta \mu \) and is determined by the ratio of the two rates \( \eta \).

Now we make use of \( \mu_-^* \) to write the total flux as

\[
s(\mu_+, \mu_-) = 2\alpha_1 \left( 1 + \eta \exp \left( -\frac{\Delta \mu}{2k_B T} \right) \right) \exp \left( \frac{\mu_+ + \mu_-^*}{2k_B T} \right) \sinh \left[ \frac{\mu_- - \mu_-^*}{2k_B T} \right],
\]

(S.30)

which shows that \( s = 0 \) is equivalent to \( \mu_- = \mu_-^* \). Note that the prefactor depends on the value of the sum of chemical potentials \( \mu_A + \mu_B \). \( \mu_A + \mu_B \) has to be constant in the whole system close to the steady state and depends on the total amount of protein and the value of \( \mu_-^* \).

VII. UNIQUENESS OF THE STEADY STATE SOLUTION

First consider the steady state solutions for the sum and difference of the continuity equations for \( A \) and \( B \), \( \partial_t (\phi_A + \phi_B) = 0 \) and \( \partial_t (\phi_A - \phi_B) = 0 \) (for simplicity \( \Lambda_A = \Lambda_B \)):

\[
\begin{align*}
    \nabla^2 (\mu_A + \mu_B) &= 0, \quad (S.31) \\
    \nabla^2 (\mu_A - \mu_B) - 2s &= 0. \quad (S.32)
\end{align*}
\]

Where we assume no flux boundary conditions (\( n \nabla \mu_A = 0 \) at the boundary). Introducing the notation \( \mu_+ = \mu_A + \mu_B \) and \( \mu_- = \mu_A - \mu_B \), we see that \( \mu_+ = \text{const} \) everywhere. Solving the second equation requires the knowledge of \( s \). In the simplest case we can linearize the total reaction flux derived in the previous section, so \( s(\mu_-) \approx \alpha \mu_- \). In this case the equation

\[
\nabla^2 \mu_- - 2\alpha \mu_- = 0 \quad (S.33)
\]

has the trivial solution \( \mu_- = 0 \). To show that the solution is unique we assume we had two solutions \( \mu_1 \) and \( \mu_2 \). Because the equation is linear, \( f = \mu_1 - \mu_2 \) is a solution as well. Now we use that

\[
\nabla (f \nabla f) = (\nabla f)^2 + f \nabla^2 f = (\nabla f)^2 + 2\alpha f^2.
\]

(S.34)

Integrating this over the whole volume results in

\[
\int_V \nabla (f \nabla f) \, dV = \int_V (\nabla f)^2 + 2\alpha f^2 \, dV. \quad (S.35)
\]

Applying Gauß integral theorem we arrive at

\[
\oint_{\partial V} f \nabla f \, dS = \int_V (\nabla f)^2 + 2\alpha f^2 \, dV. \quad (S.36)
\]

Now on the boundary the outward normal of \( \nabla f \) vanishes and thus the boundary integral over \( f \nabla f \) vanishes. But \( f^2, 2\alpha \) and \( (\nabla f)^2 \) are all non-negative, so that \( f \) and \( \nabla f \) have to vanish everywhere and thus \( \mu_1 = \mu_2 \).
How about the nonlinear version where \( s \) is given by Eq.\[S.30\]? First \( \mu_+ = \text{const} \) remains necessarily fulfilled, but we need to find the solution for
\[
\nabla^2 \tilde{\mu}_- - a^2 \sinh |\tilde{\mu}_-| = 0,
\]
\((\text{S.37})\)
with \( \tilde{\mu}_- = \frac{\mu_- - \mu_+^*}{2k_B T} \) now. We can repeat the same steps as before, but with \( \tilde{\mu}_- \) instead of \( f \) and end up with
\[
\int_{\partial V} \tilde{\mu}_- \nabla \tilde{\mu}_- \ dS = \int_V \left( \nabla \tilde{\mu}_- \right)^2 + 2a \tilde{\mu}_- \sinh |\tilde{\mu}_-| \ dV.
\]
\((\text{S.38})\)
Now \( \sinh(\tilde{\mu}_-) \) has the same sign as \( \tilde{\mu}_- \), so \( \sinh(\tilde{\mu}_-)|\tilde{\mu}_-| \geq 0 \) and thus the only solution is \( \tilde{\mu}_- = 0 \) or \( \mu_- = \mu_+^* \).

**VIII. REACTION RATE IN DROPLET AND SOLVENT PHASE**

In this section we discuss the approximation for the reaction rate \( s \) in droplet and solvent phase with enzymes segregating in the droplet phase. The general form for \( s \) as a function of \( \mu_+ \) and \( \mu_- \) is (Eq.\[S.30\]):
\[
s(\mu_+, \mu_-) = 2\alpha_1 (1 - e^{-\Delta \mu_+ / \eta}) e^{\mu_+ + \mu_-^* / 2k_B T} \sinh \left[ \frac{\mu_- - \mu_+^*}{2k_B T} \right].
\]
\((\text{S.39})\)
For the reaction flux outside, we assume that the distance between droplets is large compared to the reaction diffusion length scale. In this case \( s_{\text{out}}^\text{out} = 0 \) far away from the droplet interface and consequently \( \mu_{\text{out}}^\text{out} = \mu_{\text{out}}^{\text{out}}. \) Expanding \( \sinh(x) \approx x + O(x^3) \), we get that
\[
s_{\text{out}} \approx \alpha_1 (1 + e^{-\Delta \mu_+ / \eta}) e^{\mu_+ + \mu_-^* / 2k_B T} \left( \frac{\mu_- - \mu_+^*}{k_B T} \right)
\]
\((\text{S.40})\)
This can be further approximated for strong driving, where \( e^{-\Delta \mu_+ / \eta} \ll 1 \) and thus \( \mu_{\text{out}}^{\text{out}} \approx k_B T \ln(1 + \eta) \):
\[
s_{\text{out}} \approx \alpha_1 \sqrt{(1 + \eta) e^{\mu_+} \left( \frac{\mu_- - \mu_+^*}{k_B T} \right) - \ln(1 + \eta)}
\]
\((\text{S.41})\)
In the droplet phase the driven reaction is sped up by a factor \( \Gamma \gg 1 \) due to segregation of enzymes. Here we consider the case where \( \mu_{\text{in}}^{\text{in}} \gg \mu_- (R) > \mu_{\text{out}}^{\text{out}}. \) In this case we assume that the variation of \( \mu_{\text{in}}^{\text{in}} (r) \) is small compared to the difference between \( \mu_{\text{in}}^{\text{in}} - \mu_- (R) \) (or that the radius \( R \) of the droplet is small compared to the reaction diffusion length scale). We then expand \( s_{\text{in}} \) around \( \mu_- (R) \) and get
\[
s_{\text{in}} \approx \alpha_1 (1 + e^{-\Delta \mu_+ / \eta}) e^{\mu_+ + \mu_-^{\text{in}} / 2k_B T} e^{\mu_-^{\text{in}} / 2k_B T} \left( \frac{\mu_{\text{in}} - \mu_-(R)}{2k_B T} - 1 \right),
\]
\((\text{S.42})\)
Which we write as
\[
s_{\text{in}} \approx \alpha_1 (1 + \Gamma \eta) e^{\mu_+ - \mu_-^{\text{in}} / 2k_B T} \left( \frac{\mu_{\text{in}} - \mu_- (R)}{2k_B T} - 1 \right).
\]
\((\text{S.43})\)
Now we assume strong segregation such that \( \Gamma \eta \gg 1 \) and we end up with
\[
s_{\text{in}} \approx \Gamma \eta \alpha_1 e^{\mu_+ - \mu_-^{\text{in}} / 2k_B T} \left( \frac{\mu_{\text{in}} - \mu_- (R)}{2k_B T} - 1 \right).
\]
\((\text{S.44})\)
Note that \( \frac{\mu_+ - \mu_- (R)}{2k_B T} = -\frac{\mu_+^{\text{in}}}{k_B T} \) and for the reaction outside
\[
s_{\text{out}} \approx \alpha_1 (1 + \eta)^{1/2} e^{\mu_+ / 2k_B T} \left( \frac{\mu_-}{k_B T} - \ln(1 + \eta) \right)
\]
\((\text{S.45})\)
Thereby the reaction flux in both phases takes the form
\[
s_{\text{in/out}} = \alpha_{\text{in/out}} (\mu_-^{\text{in/out}} - \mu_-^{\text{in/out}}),
\]
\((\text{S.46})\)
where \( \alpha_{\text{in/out}} \) is the rate and \( \mu_-^{\text{in/out}} \) is the chemical potential for which \( s_{\text{in/out}} \) vanishes. Written out, we get \( o_{\text{out}} = \alpha_1 (1 + \eta)^{1/2} e^{\mu_+ / 2k_B T} / k_B T \) and \( \mu_{\text{out}}^{\text{out}} = k_B T \ln(1 + \eta) \) and \( \alpha_{\text{in}} = \Gamma \eta \alpha_1 e^{\mu_+ - \mu_-^{\text{in}} / 2k_B T} / (2k_B T) \) and \( \mu_{\text{in}}^{\text{in}} = \mu_- (R) + 2k_B T. \)
IX. CONSTRUCTING A NON-EQUILIBRIUM STEADY STATE SOLUTION

We consider a steady state of a single droplet in a solvent phase. Then the steady state continuity equation for droplet and solvent phase are

\begin{align}
\Lambda \nabla^2 \mu_+^{\text{in}} &= 0 \\
\Lambda \nabla^2 \mu_+^{\text{out}} &= 2s^{\text{in}} \\
\Lambda \nabla^2 \mu_-^{\text{in}} &= 0 \\
\Lambda \nabla^2 \mu_-^{\text{out}} &= 2s^{\text{out}}.
\end{align}

(S.47a) (S.47b) (S.47c) (S.47d)

We furthermore assume the system to be radially symmetric so that \( \mu_+^{\text{in}} = \text{const} \) and \( \mu_+^{\text{out}} = \text{const} \) implies that \( \mu_+ \) is constant in the whole system. Furthermore we know that at the droplet interface \( \mu_B \) is fixed by the maxwell construction, thus \( \mu_+^{\text{in}}(R) = \mu_+^{\text{out}}(R) = \mu_B^{\text{eq}} \) and thus \( \mu_-^{\text{in}}(R) = \mu_+^{\text{in}}(R) - 2\mu_B^{\text{eq}} \). To get a solution for \( \mu_-^{\text{in}}, \) we need the reactive flux \( s \) as a function of \( \mu_- \). Importantly due to different enzyme content, and thus \( \mu_-^{\text{in}}, \) in droplet and solvent phase, \( s^{\text{in}} \) and \( s^{\text{out}} \) are different.

We derived the approximate reaction fluxes inside and outside above, see Eq. S.44 and S.45

\[ 2s^{\text{out}} \approx 2\alpha_1 \sqrt{(1 + \eta)e^{\frac{\eta}{\kappa T}} \left[ \frac{\mu_- - k_B T \ln(1 + \eta)}{k_B T} \right]} = \alpha_\text{out} \left( \mu_- - k_B T \ln(1 + \eta) \right). \] (S.48)

Where the rate \( \alpha_\text{out} \) has units per time per \( k_B T \). In this case the solution for the chemical potential in the solvent phase is given by

\[ \mu_-^{\text{out}}(r) = k_B T \ln(1 + \eta) + (\mu_-^{\text{in}} - k_B T \ln(1 + \eta)) \frac{R}{r} e^{-(r-R)/\ell_\text{out}}, \] (S.49)

where \( \ell_\text{out}^2 = \Lambda/\alpha_\text{out} \) is the (squared) reaction diffusion length scale. We can calculate the total reaction flux outside the droplet \( S^{\text{out}} \) using Eq. S.48 and the radial profile of \( \mu_-^{\text{out}} \)

\[ S^{\text{out}} = 4\pi \int_R^{\infty} \alpha_\text{out}^2 (\mu_-^{\text{out}}(r) - \mu_-^{\text{out}}(0))^2 r^2 dr = 4\pi \alpha_\text{out}^2 (\mu_-^{\text{in}} - k_B T \ln(1 + \eta)) \int_R^{\infty} r Re^{-(r-R)/\ell_\text{out}} dr. \] (S.50)

In the (quasi) steady state, the total reaction flux has to be equal to the diffusive flux into/out of the droplet \( J = S^{\text{out}} \). And \( J \) corresponds to the supply \( (J > 0) \) or depletion \( (J < 0) \) of droplet material and thus determines droplet growth.

Plugging \( \mu_-^{\text{out}}(r) \), we get

\[ J = 4\pi RA(\mu_-^{\text{in}} - k_B T \ln(1 + \eta)) \left( \frac{R}{\ell_\text{out}} + 1 \right). \] (S.51)

So the total diffusive flux into the droplet scales with \( R \) for large reaction diffusion length \( \ell_\text{out} \) and with \( R^2 \) for small \( \ell_\text{out} \).

Now in the droplet phase, the driven reaction is approximately sped up by a factor of \( \Gamma \gg 1 \) due to the presence of enzymes. And we derived for the reaction flux in the droplet (see Eq. S.44)

\[ 2s^{\text{in}} \approx 2\Gamma \eta \alpha_1 e^{\frac{\mu_-^{\text{in}} - \mu_-^{\text{out}}}{\kappa a_{\text{in}}}} \left( \frac{\mu_-^{\text{in}} - \mu_-^{\text{out}}}{2k_B T} - 1 \right) = -\alpha_\text{in} \Gamma \left( 2k_B T + \mu_-^{\text{in}} - \mu_- \right). \] (S.52)

Solving the steady state equation inside the droplet, we get the chemical potential profile inside the droplet which reads

\[ \mu_-^{\text{in}}(r) = \mu_-^{\text{out}} + 2k_B T \left( 1 - \frac{R}{r} \frac{\sinh(r/\ell_\text{in})}{\sinh(R/\ell_\text{in})} \right), \] (S.53)

where \( \ell_\text{in}^2 = \Lambda/(\alpha_\text{in} \Gamma) \) is the squared reaction diffusion length scale inside the droplet. For droplets small compared to the reaction diffusion length scale (which is necessary for droplet size control) \( R/\ell_\text{in} \ll 1 \) and \( r < R \), we get:

\[ \mu_-^{\text{in}} \approx \mu_-^{\text{out}} + \frac{2k_B T}{3\ell_\text{in}^2} (R^2 - r^2) = \mu_-^{\text{out}} + \frac{2k_B T \alpha_\text{in} \Gamma}{3\Lambda} (R^2 - r^2). \] (S.54)
we can then calculate the total reaction flux in droplet phase, \( S^\text{in} = 4\pi \int_0^R r^2 s^\text{in} dr \):

\[
S^\text{in} = -4\pi (\alpha_\text{in} \Gamma (2k_B T) \int_0^R r^2 \left( 1 - \frac{8\eta}{3\Lambda} (R^2 - r^2) \right) dr = -(\alpha_\text{in} \Gamma (2k_B T) V_R \left( 1 - \frac{2R^2}{15\ell^2_\text{in}} \right)).
\]

(S.55)

For the calculation of the stable droplet radius we assume that \( R^2 \ll \ell^2_\text{in} \) and call \( S^\text{in} = S \), such that

\[
S \approx -(\alpha_\text{in} \Gamma (2k_B T) V_R.
\]

(S.56)

The stable droplet radius is then determined by the condition \( S + J = 0 \), which is given by either

\[
-(\alpha_\text{in} \Gamma ) V_R (2 k_B T) + 4\pi R \Lambda (\mu^R - k_B T \ln (1 + \eta)) = 0
\]

and thus

\[
R^2 = \frac{3\Lambda}{2\alpha_\text{in} \Gamma} (\mu^R - k_B T \ln (1 + \eta)) = \frac{3\ell^2_\text{in}}{2} \left( \frac{\mu^R}{k_B T} - \ln (1 + \eta) \right) \propto \exp (-\chi_E),
\]

(S.58)

for \( \ell_{\text{out}} \gg R \) or for \( \ell_{\text{out}} \ll R \)

\[
-(\alpha_\text{in} \Gamma ) V_R (2 k_B T) + \frac{4\pi \Lambda R^2}{\ell_{\text{out}}} (\mu^R - k_B T \ln (1 + \eta)) = 0,
\]

(S.59)

which corresponds to

\[
R_* = \frac{3\ell^2_\text{in}}{2 \ell_{\text{out}}} \left( \frac{\mu^R}{k_B T} - \ln (1 + \eta) \right) \propto \exp (-\chi_E).
\]

(S.60)

So depending on the reaction diffusion length scale in the dilute phase, the stable droplet radius scales with \( R_* \propto \exp (-\chi_E/2) \) (\( \ell_{\text{out}} \gg R \)) or \( R_* \propto \exp (-\chi_E) \) (\( \ell_{\text{out}} \ll R \)).

X. ENTROPY PRODUCTION RATE

An important quantity to describe non-equilibrium states is the total entropy production rate \( \sigma \), which vanishes in equilibrium systems, but is always positive in a non-equilibrium state. The entropy production rate measures the local entropy production per unit time. Thereby each thermodynamic process (in our case the two reactions and diffusion) has its own entropy production rate given by the product of the thermodynamic force (here chemical potential differences) and flux (here diffusive flux and reaction rates). For our system the local entropy production rate is given by

\[
\sigma = \sum_{\mu_i} -j_i \nabla \mu_i + s_1 (\mu_A - \mu_B) + s_2 (\mu_A - \mu_B - \Delta \mu).
\]

(S.61)

We are interested in the entropy production rate in the non-equilibrium steady state to quantify the energy cost of the given steady state. In this case all forces and fluxes, and thus the entropy production rate, are time independent. In a first step we discuss the non-equilibrium steady state without segregation of enzymes, where \( \mu_- (x, t) = \mu^*_-, \)

\( s_1 = -s_2 \) and \( \nabla \mu_i = 0 \). There the entropy production is just given by \[15, 55, 56\]

\[
\sigma = -s_2 (\mu^*_-) \Delta \mu,
\]

(S.62)

where \( s_2 (\mu^*_-) < 0 \) and \( \Delta \mu > 0 \) so that \( \sigma > 0 \) as required. Thereby the steady state flux \( s_2 (\mu^*_-) \) is given by

\[
s_2 (\mu^*_-) = -\alpha_2 e^{(\mu_B + \mu_F)/k_B T} \left( 1 - e^{-\Delta \mu/k_B T} \right) \left( 1 + \eta e^{-\Delta \mu/k_B T} \right).
\]

(S.63)

In the case of segregating enzymes, the chemical potential gradients do not vanish anymore and the entropy production is not only determined by the reactions anymore. In the steady state the total entropy production is equal to the external energy input, such that

\[
\sigma_* = -\Delta \mu s_2 (\mu_-(r), \mu^*_+),
\]

(S.64)

but now \( \mu_- (r) \) is a more complex function of the radius.
XI. ESTIMATING THE STEADY STATE RADIUS

Here we try to estimate conditions under which droplet size control is possible in cells and the corresponding droplet sizes. We estimate the diffusivity $D$ for proteins in cells to be approximately $0.1 - 10 \mu m^2/s$.

Estimating reaction rates and comparing them to our reactions is more difficult, because usually mass action kinetics are used to describe reactions. In addition enzymatic reactions are often described using Michaelis Menten kinetics. Assuming that the substrate (here the droplet material) is abundant, which is the case in the droplet phase, the rate of the enzymatic michaelis menten reaction can be approximated by a single rate $k_{cat} \sim 0.01 - 100 s^{-1}$. If the driven reaction dominates in the droplet phase, we can write the total reaction flux as

$$S \approx -k_{cat} \phi_{in} V_R.$$  \hspace{1cm} (S.65)

To get the diffusive flux $J$ into the droplet, we make use of the fact that $\phi_+^\text{in}$ is constant to write $\phi_- = \phi_+ - 2\mu_B$ and thus $\mu_- - \mu_B T \ln(1 + \eta) = 2(\mu_B - \mu_B^R)$. Furthermore we know that $\phi_B$ is fixed by $\phi_{cat}^B$ at the interface and $\phi_B \approx K/(1 + K)\phi_+$ far away from the droplet. The second condition is valid if the reaction flux vanishes far away from the droplet and the total droplet volume is small. If the protein and enzyme are dilute in the solvent phase $\phi_{cat}^B \approx 1$ and the concentration variations are small, we can linearize the chemical potential according to $\mu_B \approx \mu_B(\phi_{eq}^B) + k_B T \phi_B - \phi_{eq}^B \phi_{eq}^B$.

In total the diffusive flux into the droplet is then given by (see Eq. S.51)

$$J \approx 4\pi R \Lambda k_B T \phi_{eq}^B \left( \frac{K}{1 + K} \phi_+ - \phi_{eq}^B \right) = 4\pi RD \left( \frac{K}{1 + K} \phi_+ - \phi_{eq}^B \right),$$  \hspace{1cm} (S.66)

With $D = \Lambda k_B T / \phi_{eq}^B$.

In this case the stable radius, determined by $S + J = 0$ is given by

$$-k_{cat} \phi_{in} V_R + 4\pi RD \left( \phi_{eq}^B - \frac{K}{1 + K} \phi_+ \right) = 0$$  \hspace{1cm} (S.67)

with $K \approx (1 + \eta)^{-1} \exp(w_A - w_B)$ and we write $D = \Lambda \phi_{eq}^B$.

In this case, the stable droplet radius, for small reaction diffusion length in the dilute phase, is given by

$$R_*^2 = \frac{3D}{k_{cat}} \frac{\Delta \phi_B}{\phi_{eq}^B},$$  \hspace{1cm} (S.68a)

$$R_*^2 = \frac{3D}{k_{cat}} \frac{v_E \Delta c_B}{v_B c_{eq}^E},$$  \hspace{1cm} (S.68b)

where the second form, expressed in terms of particle concentration instead of volume fraction, is the one used in the main text. For the rates and diffusivities mentioned above, $k_{cat} \sim 0.01 - 100 s^{-1}$ and $D \sim 0.1 - 10 \mu m^2/s$ and approximating the ration of droplet protein concentration difference to enzyme concentration $\Delta c_B / c_{eq}^E \sim 0.1 - 10$ for $v_E \approx v_B$, we get stable droplet radii on the order of $R_* \sim 10^2 - 10^{-2} \mu m$. 