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Abstract
Gradient coding allows a master node to derive the aggregate of the partial gradients, calculated by some worker nodes over the local data sets, with minimum communication cost, and in the presence of stragglers. In this paper, for gradient coding with linear encoding, we characterize the optimum communication cost for heterogeneous distributed systems with arbitrary data placement, with \( s \in \mathbb{N} \) stragglers and \( a \in \mathbb{N} \) adversarial nodes. In particular, we show that the optimum communication cost, normalized by the size of the gradient vectors, is equal to \( (r - s - 2a)^{-1} \), where \( r \in \mathbb{N} \) is the minimum number that a data partition is replicated. In other words, the communication cost is determined by the data partition with the minimum replication, irrespective of the structure of the placement. The proposed achievable scheme also allows us to target the computation of a polynomial function of the aggregated gradient matrix. It also allows us to borrow some ideas from approximation computing and propose an approximate gradient coding scheme for the cases when the repetition in data placement is smaller than what is needed to meet the restriction imposed on communication cost or when the number of stragglers appears to be more than the presumed value in the system design.

I. Introduction
Distributed machine learning is known as an inevitable solution to the challenging task of training complicated models with large data sets \([1]-[3]\). In this scenario, the data set or the model parameters are distributed among several servers, that collaboratively perform the task of training or evaluating the model. In one scenario, particularly popular for deep neural networks, the model parameters are stored in a master node, and the data set is divided among worker nodes. Each worker node computes partial gradients of the model based on its local data set.
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and returns back the results to the master node, where the results are aggregated to obtain the gradient over the whole data set.

Distributed machine learning runs into a list of challenges related to the rate of convergence, the cost of computation per node, privacy of the data, existence of faulty nodes, etc. One of the major challenges is the cost of communication, or transferring the large amount of data, e.g., the gradient vectors [3]. Another major challenge is to deal with stragglers, or slow servers, which dominates the speed of the computation [4]. On the other hand, some of the servers may be controlled by the adversary, aiming to make the final results incorrect [5]–[7]. More recently, it is shown that coding can be effective in coping with stragglers and adversarial worker nodes as well as reducing communication cost in distributed computations [8]–[14]. In particular, in [15], a coded computing framework, called gradient coding, is proposed which allows the master node to collect and aggregate the gradient vectors, with minimum communication cost, while the effect of stragglers is mitigated. In [16], a trade-off between communication cost, computation load, and straggler tolerance is characterized in a homogeneous distributed system. The scheme presented in [17] extends Short-Dot problem [14] to calculate a polynomial function over a specific data set and reach a trade-off between the computation load of each worker node and the minimum number of worker nodes needed for the master node to recover the results. In stochastic gradient decent (SGD), the algorithm works even with an unbiased approximation of the aggregated gradient vector [18]. This motivates researchers to explore approximated versions of gradient coding [18]–[22]. In particular, [19], [21], some graph-based analysis is used to propose approximate gradient coding schemes, which reduce the computation load at the cost of the optimization accuracy. In [22], a distributed training method in the presence of stragglers is presented using the approximate gradient coding of [21], and some reduction in the total training time is reported. In [23], a fundamental trade-off among the computation load, the accuracy of the result, and the number of stragglers is characterized. Furthermore, the authors introduced two schemes to achieve the trade-off. A near-optimal straggler mitigation scheme is proposed in [24], and is extended to heterogeneous cases, where servers have different computation power and communication capabilities. In [25], the idea of [15] is extended to propose a gradient coding scheme in heterogeneous distributed systems. It is shown that the proposed scheme in [25] is optimal in terms of the whole task time, given the accurate estimation of the computation power of each worker node. In the mentioned scheme, the vector sent by each worker node is the size of gradient vectors.
In this paper, we propose an alternative approach for gradient coding, that can optimally handle the general heterogeneous gradient coding problem, consisting of a variety of worker nodes with different size of storage and computation power, where some of them are stragglers and some others are controlled by the adversary. The proposed scheme also allows us to address the cases, where the objective is to calculate the aggregated gradient vector exactly, or approximately. Consider a typical distributed system illustrated in Fig. 1 consisting of a master node and $N \in \mathbb{N}$ worker nodes, with up to $s \in \mathbb{N}$ stragglers, and up to $a \in \mathbb{N}$ adversaries. The adversarial worker nodes may send arbitrary incorrect results to the master node, aiming to make the final result incorrect. Generally, each worker node computes partial gradient vectors/matrices based on the local data set and returns a coded vector/matrix to the master node. The master node receives the results of the fastest worker nodes until it is capable of recovering the final result.

Our main contribution is characterizing the optimum trade-off among the communication cost, the number of adversarial worker nodes $a$, and straggler tolerance $s$, for any arbitrary data placement among worker nodes in heterogeneous distributed systems. The $k$th data partition is allocated to the worker nodes which belong to set $A_k$, and the minimum communication cost is determined by $\min_{k \in [K]} |A_k|$. The proposed gradient coding scheme, which achieves the minimum communication cost, uses the definition of a universal polynomial function developed such that each worker node can compute a distinct point of the function, using only the data sets locally available in the worker node. The results are sent to the master node, which are interpolated to recover the universal function, using error-correcting decoding. This gradient coding scheme can cover not only some existing results in this area but also can target new problems such as computation of a polynomial function of the aggregated gradient matrix and approximate gradient coding with low complexity decoding and better numerical stability. The proposed approximate gradient coding can cover two cases: (1) when the repetition of the computation in the worker nodes does not support the restriction that we have on the communication cost, and (2) when the number of stragglers appears to be more than what we expected in system design.

A. Summary of the Contributions:

Our main contributions for gradient coding problem in heterogeneous distributed systems are summarized as follows:
We establish a converse bound on the minimum communication cost of the exact gradient coding problem with linear encoding in the presence of $s$ straggling and $a$ adversarial worker nodes for any arbitrary data partitioning among worker nodes (Section III).

We propose an achievable gradient coding scheme, based on introducing a universal polynomial function. Regardless of how the data set is distributed among the worker nodes, the proposed achievable scheme is optimal and meets the converse (Subsection III-C).

By the universal polynomial function, we extend the proposed scheme to another interesting case which is the matrix polynomial computation of the aggregated gradient matrix. In this case, the master node aims recover a function of the aggregated gradient matrix (Section IV).

Motivated by machine learning applications, and relaxing the restricting conditions on the minimum number of required computation to recover the exact results, we propose an approximated scheme which is numerically stable with low computational complexity (Section V).
B. Notation

In this paper matrices and vectors are denoted by upper boldface letters and lower boldface letters respectively. \( C[a, b] \) denotes the space of all continuous functions on \( [a, b] \), where \( [a, b] \) is a closed interval. For \( n_1, n_2 \in \mathbb{Z} \) the notation \( [n_1 : n_2] \) represents the set \( \{n_1, \ldots, n_2\} \). Also, \([n]\) denotes the set \( \{1, \ldots, n\} \) for \( n \in \mathbb{N} \). Furthermore, the cardinality of set \( S \) is denoted by \(|S|\). \( \|f\| \) denotes the maximum norm of function \( f(x) \) over \( x \) domain, i.e., \( \|f\| = \max_{x \in [a, b]} |f(x)| \). The \( i \)th element of a vector \( g \), is denoted by \( g[i] \).

II. Problem formulation

Consider a deep neural network with \( L \) layers consisting of \( L \) parameter matrices \( \Omega_\ell \) for \( \ell = 1, \ldots, L \), which are updated iteratively during the training process. Given a training data set \( D = \{(x_i, y_i)\}_{i=1}^M \) for some integer \( M \), where \( x_i \) is the \( i \)th input sample vector and \( y_i \) is the corresponding label. The goal is to learn the parameter matrices \( \Omega_\ell \) for \( \ell = 1 \ldots L \) by minimizing the following empirical loss function

\[
J(D; \Omega_1, \ldots, \Omega_L) = \frac{1}{|D|} \sum_{(x_i, y_i) \in D} J(x_i, y_i; \Omega_1, \ldots, \Omega_L).
\]

(1)

More specifically, this optimization problem is usually solved by gradient descent algorithm, which starts with some initial value \( \Omega_\ell^{(0)} \), and then in each iteration \( t \) updates this parameter matrices as follows

\[
\omega_\ell^{(t+1)}(k) = \omega_\ell^{(t)}(k) - \eta \nabla \omega_\ell^{(t)}(k) J(D; \Omega_1^{(t)}, \ldots, \Omega_L^{(t)}),
\]

(2)

where \( \eta \in \mathbb{R} \) is the learning rate, \( \omega_\ell^{(t)}(k) \) is the weight of the \( k \)th neuron of the \( \ell \)th layer at the \( t \)th iteration, and \( g^{(t, \ell)} \triangleq \nabla \omega_\ell^{(t)}(k) J(D; \Omega_1^{(t)}, \ldots, \Omega_L^{(t)}) \) is the gradient of the loss function at the current parameters of layer \( \ell \) and iteration \( t \) over whole data set. For simplicity of presentation, in the rest of the paper we denote \( g^{(t, \ell)} \) by \( g \). Now consider a heterogeneous distributed system with one master node and \( N \) worker nodes \( W_1, \ldots, W_N \) consisting of up to \( s \in \mathbb{N} \) stragglers and up to \( a \in \mathbb{N} \) adversarial worker nodes. The training data set \( D \) is partitioned into \( K \) equal-size subsets \( D = \{D_1, \ldots, D_K\} \). The main task of this distributed system is to collaboratively compute the aggregated gradient vector \( g = \sum_{k=1}^K g_k \), where \( g_k \in \mathbb{R}^d \) is the partial gradient over \( D_k \) for \( k \in [K] \). We have an arbitrary data placement among worker nodes. In other words, due to the limited computing power of each worker node, a subset of data partitions denoted by \( \Gamma_n \) with
the size of \(0 < |\Gamma_n| \leq K\), is allocated to worker node \(W_n\), where \(\Gamma_n \subseteq D\) for \(n \in [N]\). Let \(A_k\) denote the subset of worker nodes, where \(D_k\) is assigned to each of them. In other words,

\[
A_k = \{W_n : D_k \in \Gamma_n, \text{ for } n \in [N]\},
\]

where \(k \in [K]\). Also, we define

\[
\min_{k \in [K]} |A_k|,
\]

as the minimum number of replications of the data partitions. Generally, the \(n\)th worker node encodes the locally computed partial gradients using a \textit{linear} encoding function

\[
\epsilon_n : (\mathbb{R}^d)^{|\Gamma_n|} \rightarrow \mathbb{R}^C,
\]

where we define the dimension of the vector sent by each worker node, i.e., \(C\), as the communication cost. This encoding function maps the raw partial gradients to the coded partial gradient vector \(\tilde{g}_n \in \mathbb{R}^C\) for \(n\)th worker node as follows

\[
\tilde{g}_n = \epsilon_n(\{g_i\}_{D_i \in \Gamma_n}),
\]

which is sent to the master node. The master node waits for the results from a set of fastest worker nodes, denoted by \(F\). Then it recovers the desired aggregated gradient vector as follows

\[
g = \mathcal{H}(F, \{\tilde{g}_j\}_{j \in F}),
\]

where

\[
\mathcal{H} : F \times (\mathbb{R}^C)^{|F|} \rightarrow \mathbb{R}^d,
\]

is a decoding function in the proposed scheme. Generally, the resulting distributed system needs to tolerate the presence of \(s\) straggling and \(a\) adversarial worker nodes and the master node does not know in advance which worker nodes are stragglers or adversaries. The adversarial worker node may send arbitrary incorrect results to the master node. Thus, the master node receives \(|F| = N - s\) answers from non-straggling worker nodes in which at most \(a\) of them are adversarial. The proposed exact gradient coding scheme is determined by the pair \((\epsilon_n \in \mathcal{N}, \mathcal{H})\). A communication cost \(C\) is achievable if there exists a gradient coding scheme in a way that the \(n\)th worker node locally encodes its computed partial gradient vectors by designing the encoding...
function $E_n$ so that from the answers of any $N - s$ worker nodes, the master node can recover final result using the designed decoding function $H$. The goal is to find the optimal gradient coding scheme for arbitrary data placements with linear encoding functions which leads to the minimum communication cost. The minimum communication cost is the minimum value of all achievable communication costs and is denoted by $C^*(s, a, \{A_k\}_{k=1}^K)$.

This problem formulation is for exact gradient coding scheme. In Section IV and Section V, we change this formulation to cover the polynomial computation of the aggregated gradient matrix and the calculation of the approximate aggregated gradient vector respectively.

III. EXACT GRADIENT CODING SCHEME

In this section, we introduce the proposed gradient coding scheme. We first propose a converse bound on the minimum communication cost in the following theorem. Then, we describe the achievable scheme.

A. Main Result

**Theorem 1.** In an exact gradient coding scheme with $s$ straggling and $a$ adversarial worker nodes, and data assignments $\{A_k\}_{k=1}^K$, the minimum communication cost is characterized by

$$C^*(s, a, \{A_k\}_{k=1}^K) = \frac{d}{\min_{k \in [K]} |A_k| - 2a - s},$$

where $d$ is the dimension of the gradient vectors.

**Remark 1:** The proof of converse can be found in Subsection III-D, where we show that for linear encoding functions, if the communication cost is less than $C^*$, then in the presence of $s$ straggling and $a$ adversarial worker nodes we can find scenarios such that for two different sets of partial gradient vectors the decoder in the master node will receive the same inputs. Thus, it can not have different outputs.

**Remark 2:** The achievable scheme can be found in Subsection III-C. It is based on the definition of a universal polynomial function developed such that each worker node can compute a distinct point of that function, using only its local data set, and the master node can interpolate the universal polynomial function from samples received from the workers, using error-correcting Reed-Solomon decoding methods. This polynomial function is such that its values at some specific points are equal to the partitions of the aggregated gradient vector.
**Remark 3:** In (9), the minimum communication cost is determined by $\min_{k \in [K]} |A_k|$, irrespective of the structure of $A_k$ or their connections. This allows us to have resource allocation algorithms in gradient coding problems based on the computation power of the worker nodes.

**Remark 4:** There is no gain in having non-uniform redundancy of data partitions in terms of reducing the communication cost. Therefore, equal replication for all data partitions would be a better choice. Note that having uniform redundancy of data partitions is not equivalent to having the uniform computation load in the worker nodes. In other words, we can have uniform redundancy in job assignment while the computation loads of worker nodes are different. Equation (9) can be used to design optimum job assignment subject to the computation power of each worker node.

**Remark 5:** Consider a particular case where the minimum communication cost is the bottleneck of a distributed system and cannot be greater than $R$, for some $R \leq C^*(s, a, \{A_k\}_{k=1}^K)$. Theorem 1 suggests that we can sacrifice the accuracy of the final result in order to reduce the communication cost. Without loss of generality assume that $r = |A_1| \leq |A_2| \leq \cdots \leq |A_K|$. Let $j$ be the smallest integer such that

$$R \geq \frac{d}{|A_j| - 2a - s}. \quad (10)$$

Then we can design a scheme such that the master node can recover the value of $\sum_{k=j}^K g_k$ accurately instead of $\sum_{k=1}^K g_k$. In Section V we present another approach for approximate gradient coding for the case where $R \leq C^*(s, a, \{A_k\}_{k=1}^K)$.

**Remark 6:** Assume that $r = |A_1| \leq |A_2| \leq \cdots \leq |A_K|$. Consider another particular case where $r \leq 2a + s$. Theorem 1 implies that the master node can compute the value of $\sum_{k=\ell}^K g_k$, where $\ell$ is the smallest integer such that $|A_\ell| > 2a + s$.

**B. Motivating Example**

Before going into details of the proposed scheme, we demonstrate the main idea of our scheme through a simple example. Then we generalize this approach in the next subsection. In Fig. 2, a master node and five worker nodes are shown, where one of the worker nodes is straggler and assume $a = 0$. The training data set $D$ is partitioned into 5 equal-size subsets $D = \{D_1, \ldots, D_5\}$, where each of them is assigned to at least $r = 3$ worker nodes. Each worker node has a subset
of data partitions based on its limited storage and computation power. Also, worker nodes have
the current parameters of the model sent by the master node. Thus, each worker node computes
its partial gradients at the $t$th iteration.

Fig. 2: A distributed system with $N = 5$ worker nodes, where up to $s = 1$ of them is straggler. The
data assignment is $\mathcal{A}_1 = \{W_1, W_2, W_3, W_5\}$, $\mathcal{A}_2 = \{W_1, W_2, W_4\}$, $\mathcal{A}_3 = \{W_1, W_2, W_4\}$, $\mathcal{A}_4 = \{W_1, W_4, W_5\}$ and $\mathcal{A}_5 = \{W_1, W_4, W_5\}$. Each worker node sends a vector with size of $d/2$, and
the master node can recover the aggregated gradient vector $\mathbf{g} = \sum_{k=1}^{5} \mathbf{g}_k$ from the results of
any 4 worker nodes.

Let us assume each partial gradient can be partitioned into two parts, i.e., $\mathbf{g}_k = (\mathbf{g}_k[1], \mathbf{g}_k[2]) \in \mathbb{R}^d$. Also, $\alpha_1, \ldots, \alpha_5$ are five distinct real numbers, where $\alpha_n$ is associated to worker node $W_n$
for $n \in [5]$. In this example, for simplicity assume $\alpha_n = n$ for $n \in [5]$. Each worker node sends
a linear combination of the elements of its computed partial gradient vectors without knowing
the straggler as follows

$\tilde{\mathbf{g}}_1 = \frac{3}{2} \mathbf{g}_1[1] + \frac{16}{15} (\mathbf{g}_2[1] + \mathbf{g}_3[1]) + \frac{2}{3} (\mathbf{g}_4[1] + \mathbf{g}_5[1]) - \frac{3}{5} \mathbf{g}_1[2] - \frac{1}{3} (\mathbf{g}_2[2] + \mathbf{g}_3[2]) - \frac{1}{6} (\mathbf{g}_4[2] + \mathbf{g}_5[2]),$

$\tilde{\mathbf{g}}_2 = \frac{3}{2} \mathbf{g}_1[1] + \frac{3}{5} (\mathbf{g}_2[1] + \mathbf{g}_3[1]) - \mathbf{g}_1[2] - \frac{4}{5} (\mathbf{g}_2[2] + \mathbf{g}_3[2]),$

$\tilde{\mathbf{g}}_3 = \mathbf{g}_1[1] - \frac{3}{5} \mathbf{g}_1[2],$

$\tilde{\mathbf{g}}_4 = -\frac{1}{3} (\mathbf{g}_2[1] + \mathbf{g}_3[1]) + \frac{5}{3} (\mathbf{g}_4[1] + \mathbf{g}_5[1]) + \frac{1}{6} (\mathbf{g}_2[2] + \mathbf{g}_3[2]) - \frac{2}{3} (\mathbf{g}_4[2] + \mathbf{g}_5[2]),$

$\tilde{\mathbf{g}}_5 = -\frac{3}{2} \mathbf{g}_1[1] + 6 (\mathbf{g}_4[1] + \mathbf{g}_5[1]) + \mathbf{g}_1[2] - \frac{5}{2} (\mathbf{g}_4[2] + \mathbf{g}_5[2]).$
Note that each worker only transmits one vector with size of $d/2$ to the master node. Consider polynomial function $f(x)$ of degree 3 as follows

$$f(x) = \left( g_1[1]\left(\frac{x-4}{-4}\right) + g_2[1]\left(\frac{x-3}{3}\right)\left(\frac{x-5}{5}\right) + g_3[1]\left(\frac{x-3}{3}\right)\left(\frac{x-5}{5}\right) + g_4[1]\left(\frac{x-2}{2}\right)\left(\frac{x-3}{3}\right) \right) + g_5[1]\left(\frac{x-2}{2}\right)\left(\frac{x-3}{3}\right)\left(\frac{x}{x+1}\right)$$

$$+ g_5[1]\left(\frac{x-2}{2}\right)\left(\frac{x-3}{3}\right)\left(\frac{x}{x+1}\right)\left(\frac{x-5}{5}\right)$$

This polynomial has two important properties: (1) One can verify that $\hat{g}_k$ sent by worker node $W_k$ is indeed equal to $f(\alpha_k)$, where $\alpha_k = k$ in this example. Since $f(x)$ is a polynomial of degree 3, from the result of any 4 worker nodes, the master node can recover $f(x)$. (2) One can observe that $f(0)$ is indeed equal to $g[1] = \sum_{k=1}^5 g_k[1]$, and $f(-1)$ is equal to $g[2] = \sum_{k=1}^5 g_k[2]$. Note that the communication cost of each worker node achieves the optimum value of (9).

C. General Scheme

To design the gradient coding scheme, we restrict our attention to find a universal polynomial function which is defined as follows.

**Definition 1.** Let us partition each partial gradient vector $g_k$ into $m = r-2a-s$ parts of equal size as $g_k = (g_k[1], \ldots, g_k[m]) \in \mathbb{R}^d$ for $k \in [K]$. Let $\alpha_1, \alpha_2, \ldots, \alpha_N \in \mathbb{R}$ and $\beta_1, \beta_2, \ldots, \beta_m \in \mathbb{R}$ be $N+m$ distinct values, where $\beta_\ell \neq \alpha_i$ for all $i \in [N]$ and $\ell \in [m]$. We call $f(x)$ a universal polynomial function if it has the following properties:

1) $f(x)$ is a polynomial function of degree $N-s-1$.

2) $f(\alpha_j)$ is only a function of partial gradient vectors $\{g_i\}_{i:D, i \in \Gamma_j}$ for $j \in [N]$.

3) $f(\beta_\ell) = \sum_{k=1}^K g_k[\ell]$.

If we have such a function, in the encoding step, the $n$th worker node computes the partial gradients over the data partitions $\Gamma_n$ in hand and then sends $f(\alpha_n)$ as a linear combination of its calculated partial gradients. Having received the computed results from $N-s$ worker nodes, the master node is able to recover $f(x)$ using Lagrange interpolation. Then each part of aggregated gradient $g = \sum_{k=1}^K g_k$, i.e., $g[\ell]$ can be calculated by evaluation of $f(x)$ at $m$ distinct points $\beta_\ell$ for $\ell \in [m]$. 
Claim 1: There exists a universal polynomial function in which the properties of Definition [1] are satisfied.

Proof. Let us assume $A_k$ is a subset of worker nodes, where $D_k$ is assigned to each of them. In other words, $A_k = \{ W_n : D_k \in \Gamma_n, \text{for} n \in [N] \}$, where $k \in [K]$. Also, we define $r = \min_{k \in [K]} |A_k|$ as the minimum number of replications of the data partitions. Assume $N$ distinct values $\alpha_1, \ldots, \alpha_N \in \mathbb{R}$, and $m$ other distinct values $\beta_1, \ldots, \beta_m \in \mathbb{R}$, where $\alpha_j \neq \beta_\ell$ for $\ell \in [m]$ and $j \in [N]$. Then, the following function

$$p_\ell(x) = \sum_{i=1}^{K} g_i[\ell] \prod_{j \cdot D_i \not\in \Gamma_j} \frac{x - \alpha_j}{\beta_\ell - \alpha_j},$$

is a polynomial function of degree $N - r$ such that $p_\ell(\alpha_n)$ is a linear combination of $\{ g_i \}_{i : D_i \in \Gamma_n}$, for $n \in [N]$. Also, we have $p_\ell(\beta_\ell) = \sum_{i=1}^{K} g_i[\ell]$. Therefore, the $\ell$th partition of aggregated gradient vector $g = \sum_{k=1}^{K} g_k$, i.e., $g[\ell]$ is equal to $p_\ell(\beta_\ell)$. Then, we define function $f(x)$ as

$$f(x) = \sum_{\ell=1}^{m} \left( p_\ell(x) \prod_{u=1}^{m} \frac{x - \beta_u}{\beta_\ell - \beta_u} \right).$$

We can observe that $f(x)$ is the universal polynomial function of degree $N - s - 1$, where $f(\alpha_n)$ is a linear combination of the partial gradient vectors $\{ g_i \}_{i : D_i \in \Gamma_n}$, for $n \in [N]$, and $g = (f(\beta_1), \ldots, f(\beta_m))$. 

Let $m = r - 2a - s$. Based on the universal polynomial function (12), the exact gradient coding scheme is proposed as follows.

1) Encoding Phase at the Worker Nodes: Each partial gradient vector is partitioned into $m$ groups of equal size, i.e., $g_k = (g_k[1], \ldots, g_k[m])$ for $k \in [K]$. Also, $\alpha_1, \ldots, \alpha_N \in \mathbb{R}$ are $N$ distinct real values, where $\alpha_n$ is assigned to the worker node $W_n$ for $n \in [N]$. In addition, other $m$ distinct real values $\beta_1, \ldots, \beta_m \in \mathbb{R}$ are chosen. Then, the $n$th worker node sends a linear combination of the $m$ partitions of its locally computed partial gradient vectors as follows

$$\tilde{g}_n = \sum_{\ell=1}^{m} \left( \sum_{i : D_i \in \Gamma_n}^{K} g_i[\ell] \prod_{j \cdot D_i \not\in \Gamma_j}^{N} \frac{\alpha_n - \alpha_j}{\beta_\ell - \alpha_j} \prod_{u=1}^{m} \frac{\alpha_n - \beta_u}{\beta_\ell - \beta_u} \right),$$

where $n \in [N]$. Thus, each worker node sends a coded vector of size $d_{m} \cdot m$ to the master.
node.

2) Decoding Phase at the Master: Consider the following polynomial function

\[ f(x) = \sum_{\ell=1}^{m} \left( \sum_{i=1}^{K} g_i[\ell] \prod_{j=1}^{N} \frac{x - \alpha_j}{\beta_{\ell} - \alpha_j} \right) \prod_{u=1}^{m} \frac{x - \beta_u}{\beta_{\ell} - \beta_u}. \]  

(14)

Recall that \( \tilde{g}_n \) is an evaluation of the universal polynomial function \( f(x) \) at \( \alpha_n \), for \( n \in [N] \). Since the resulting distributed system tolerates \( s \) straggling and \( a \) adversarial worker nodes, each data partition at least exists in \( r = 2a + s + m \) worker nodes. Thus, \( f(x) \) is a polynomial function of degree \( \deg f = N - s - 2a - 1 \) with \( N - s - 2a \) coefficients. According to Reed-Solomon decoding/Lagrange interpolation, to have resistance against \( a \) adversarial worker nodes, receiving \( \deg f + 2a + 1 \) results from worker nodes is necessary \cite{26}. Thus, by waiting for the results of any \( \deg f + 2a + 1 = N - s \) non-straggling worker nodes the coefficients of \( f(x) \) will be recovered, where at most \( a \) results might be erroneous.

3) Final Result: The aggregated gradient vector \( g = \sum_{k=1}^{K} g_k \) can be calculated as follows

\[ g[\ell] \triangleq \sum_{k=1}^{K} g_k[\ell] = f(\beta_{\ell}), \text{ for } \ell \in [m]. \]  

(15)

Remark 7: The problem in \cite{16} can be covered as a special case of the proposed scheme when the number of data partitions assigned to each worker is equal. That means for each \( n \in [N] \) we have \( |\Gamma_n| = \gamma \), where \( \gamma \in \mathbb{N} \).

Remark 8: The proposed gradient coding scheme achieves the communication cost of \( C^* = \frac{d}{r-2a-s} \).

Remark 9: The computational complexity of the interpolation of a polynomial function of degree \( n-1 \) is \( O(n \log^2 n) \) \cite{27}. Thus, the complexity of decoding in the proposed scheme is \( O((N - s) \log^2 (N - s)) \).

Remark 10: The proposed gradient coding scheme can be used to compute any sum of functions using a distributed setting.

D. Converse proof of Theorem \cite{7}

Proof. For any linear encoding and general decoding functions we prove \( C^*(s, a, \{A_k\}_{k=1}^K) \geq \frac{d}{r-2a-s} \). Suppose \( (E_{n \in \mathbb{N}}, \mathcal{H}) \) can tolerate \( a \) adversarial and \( s \) straggling worker nodes. Thus, using
the results of available worker nodes, the master node can recover $\mathcal{H}(\mathcal{F}, \{\tilde{g}_j\}_{j \in \mathcal{F}}) = \sum_{k=1}^{K} g_k$, where $\tilde{g}_n = E_n(\{g_i\}_{i \in D_k \in F_n})$ for $n \in [N]$. Assume if the $n$th worker node is adversarial then it sends $\tilde{g}_n + \epsilon_n$, where $\epsilon_n \in \mathbb{R}^d$ is an arbitrary vector. Let us denote the coded vectors, sent by worker nodes, by $\tilde{G} = (\tilde{g}_1 + \epsilon_1, \tilde{g}_2 + \epsilon_2, \ldots, \tilde{g}_N + \epsilon_N)$, where for a non-adversarial worker node $W_n$, we have $\epsilon_n = 0$.

Recall that the $k$th data partition $D_k$ is assigned to $|A_k|$ worker nodes and we define that $r = \min_{k \in [K]} |A_k|$. Theorem 1 is equivalent to $r > 2a + s$. The proof goes by contradiction. Suppose for some $j \in [K]$, $D_j$ is assigned to $r_j \triangleq |A_j| \leq 2a + s$ worker nodes. For example $D_j$ is replicated in $r_j = 2a + s$ worker nodes $W_1, W_2, \ldots, W_{2a+s}$. Now assume $W_1, \ldots, W_s$ are straggling worker nodes. Thus, the master node must recover the aggregated gradient vector using the answers from $W_{s+1}, \ldots, W_N$. As a genie-aided argument, assume that $\{g_k\}_{k=1, k \neq j}^K$ is already available at the master node. Thus, recovering the summation $\sum_{k=1}^{K} g_k$ is equivalent to recovering $g_j$ at the master node. In other words, the value of $g_j$ can be calculated from $\{g_k\}_{k=1, k \neq j}^K$, and the answers of $W_{s+1}, \ldots, W_{2a+s}$, where there exists $a$ adversarial answers among them. Now assume two different values for $g_j$ as $g_j^{(1)}$ and $g_j^{(2)}$. Thus, for a resilient system consisting of $a$ adversarial and $s$ straggling worker nodes we have

$$\mathcal{H}_{EGC}(\{W_{s+1}, \ldots, W_N\}, \tilde{G}_{s+1:N}^{(1)}) = g_j^{(1)} + \sum_{k=1, k \neq j}^{K} g_k, \quad (16)$$
$$\mathcal{H}_{EGC}(\{W_{s+1}, \ldots, W_N\}, \tilde{G}_{s+1:N}^{(2)}) = g_j^{(2)} + \sum_{k=1, k \neq j}^{K} g_k, \quad (17)$$

where $\tilde{G}_{s+1:N}^{(i)} = (\tilde{g}_{s+1}^{(i)} + \epsilon_{s+1}^{(i)}, \ldots, \tilde{g}_{2a+s}^{(i)} + \epsilon_{2a+s}^{(i)}, \tilde{g}_{2a+s+1}^{(i)} + \epsilon_{2a+s+1}^{(i)}, \ldots, \tilde{g}_N + \epsilon_N^{(i)})$ for $i = 1, 2$.

Now consider the two scenarios as follows

1) $\epsilon_n^{(1)} = \tilde{g}_n^{(2)} - \tilde{g}_n^{(1)}$, for $n = s + 1, \ldots, s + a$, and $\{\epsilon_n^{(1)}\}_{n=s+a+1}^{N} = 0$,

2) $\epsilon_n^{(2)} = \tilde{g}_n^{(1)} - \tilde{g}_n^{(2)}$, for $n = s + a + 1, \ldots, s + 2a$, and $\epsilon_n^{(2)} = 0$ for $n = s + 1, \ldots, s + a, s + 2a + 1, \ldots, N$.

These two cases are valid scenarios with $a$ adversarial worker nodes, with the same inputs for the decoding function, thus $\mathcal{H}(\{W_{s+1}, \ldots, W_N\}, \tilde{G}_{s+1:N}^{(1)}) = \mathcal{H}(\{W_{s+1}, \ldots, W_N\}, \tilde{G}_{s+1:N}^{(2)})$ or $g_j^{(1)} = g_j^{(2)}$. This is a contradiction. Therefore, $\min\{|A_k|\}_{k=1}^{K} \geq 2a + s + 1$.

Now in terms of communication cost, recall that each worker node sends $C$ symbols to the master node. We aim to prove that $C \geq \frac{d}{r - 2a - s}$. Let us assume that the master node receives $d_1$
symbols from $r-2a-s$ non-straggling and non-adversarial worker nodes, i.e., $d_1 \triangleq C(r-2a-s)$, where $d_1 < d$. For any linear encoding, the coded vector received from those $r-2a-s$ worker nodes can be expressed as follows
\[ \hat{g}_{d_1 \times 1} \triangleq A_{d_1 \times d} \times g_k, \quad \text{for } k \in [K], \quad (18) \]
where $A$ is the matrix equivalence form of the encoding function. Since $d_1 < d$, there exists two different values for $g_k \in \mathbb{R}^d$ as $g^{(1)}_k$ and $g^{(2)}_k$ which are mapped to the one coded vector $\hat{g}_{d_1 \times 1}$. For these two vectors, we have the same issue for other $2a$ non-straggling worker nodes which is argued in (16). As a result, $g^{(1)}_k$ and $g^{(2)}_k$ can not be distinguished by the master node which gives a contradiction. Therefore, $C^*(r - 2a - s) \geq d$ or $C^* \geq \frac{d}{r - 2a - s}$. This completes the proof of Theorem 1.

IV. MATRIX POLYNOMIAL COMPUTATION OF THE AGGREGATED GRADIENT MATRIX

In this section, the goal is to compute the evaluation of a matrix polynomial $h(X) : \mathbb{V} \to \mathbb{U}$ with aggregated gradient matrix $\sum_{k=1}^{K} G_k$ as variable, where $\mathbb{V}$ and $\mathbb{U}$ are the set of the real matrices. In other words, the objective is to find the value of $h(G_1 + \cdots + G_K)$, where $G_k \in \mathbb{R}^{d \times d}$ is the computed partial gradient matrix over data set $D_k$ for $k \in [K]$. Note that in this context, we focus on polynomial function of square matrix which is a well-defined concept. Thus, a distributed system with one master node and $N$ worker nodes $W_1, \ldots, W_N$ is utilized to compute the evaluation of $h(\sum_{k=1}^{K} G_k)$ over partitioned data set $D = \{D_i\}_{i=1}^{K}$. We have an arbitrary data placement among worker nodes and data partition $D_k$ is assigned to the worker nodes in $A_k$. Also, assume that in the distributed system, there may be at most $s$ straggling and $a$ adversarial worker nodes that send malicious messages to affect the whole computation. The idea of the proposed scheme in Section III can be used in a simple way with some changes to calculate the polynomial function of the aggregated gradient matrix.

**Theorem 2.** Consider the problem of computing $h(G_1 + \cdots + G_K)$ over a cluster of $N$ worker nodes consisting of $s$ straggling and $a$ adversarial nodes, where $h$ is a polynomial function of degree $\text{deg} h$. Assume that partial gradient matrix $G_k$ is available at worker nodes in $A_k$, for $k \in [K]$. In this setting, there exists a scheme with communication cost of $C = d^2$ per worker node if $\min_{k \in [K]} |A_k| \geq N - \left\lfloor \frac{N - 2a - s - 1}{\text{deg} h} \right\rfloor$. 
In the following we present a scheme for computing $h\left(\sum_{k=1}^{K} G_k\right)$ with $\min_{k \in [K]} |A_k| = N - \left\lfloor \frac{N - 2a - s - 1}{\deg h} \right\rfloor$, and communication cost of $C = d^2$.

1) Encoding Phase at the Worker Nodes: The $n$th worker node computes the following coded matrix

$$\tilde{G}_n = h\left(\sum_{i=1}^{K} G_i \prod_{j=1}^{N} \frac{\alpha_n - \alpha_j}{\beta - \alpha_j}\right),$$

where $\alpha_1, \ldots, \alpha_N \in \mathbb{R}$ are $N$ distinct real values, and $\alpha_n$ is assigned to the worker node $W_n$ for $n \in [N]$, and $\beta$ is a real point, where $\beta \neq \alpha_i$ for $i \in [N]$.

2) Decoding Phase at the Master Node: Consider polynomial function $f(x)$ as

$$f(x) = \sum_{i=1}^{K} G_i \prod_{j=1}^{N} \frac{x - \alpha_j}{\beta - \alpha_j}.$$  

The master node needs to recover the following polynomial function

$$h(f(x)) = h\left(\sum_{i=1}^{K} G_i \prod_{j=1}^{N} \frac{x - \alpha_j}{\beta - \alpha_j}\right).$$

It is clear that computation result of worker node $W_n$ denoted by $\tilde{G}_n$, is an evaluation of the polynomial function $h(f(x))$ at point $\alpha_n$, for $n \in [N]$. Data assignment in this scheme is done in a way that having received the results of $N - s$ worker nodes, the master node can recover $h(f(x))$.

3) Final Result: Matrix polynomial evaluation over the aggregated gradient matrix is calculated as follows

$$h\left(\sum_{k=1}^{K} G_k\right) = h(f(\beta)).$$

Now we present the proof of Theorem 2 by establishing the correctness of the proposed achievable scheme.

**Proof.** Suppose each partition of the data set is assigned to at least $r$ worker nodes. According to the structure of $f(x)$ in (20), the degree of $h(f(x))$ is $\deg h \times \deg f = (N - r) \deg h$. Because of the adversarial worker nodes the decoding step needs a slight hesitation. As shown in the proof of Theorem 1 to tolerate $a$ adversarial worker nodes, the extra replication factor of $2a + 1$
is needed. Thus, to recover \( h(f(x)) \) the computation results of \((N - r) \deg h + 2a + 1\) worker nodes are required, where at most \(a\) results are adversarial. Note that each result is a square matrix with size of \(d \times d\). To guarantee the robustness against \(s\) straggling and \(a\) adversarial worker nodes we have

\[
N - s \geq (N - r) \deg h + 2a + 1, \quad (23)
\]

\[
r \geq N - \frac{N - 2a - s - 1}{\deg h}. \quad (24)
\]

Hence, with \(\min_{k \in [K]} |A_k| = N - \lfloor \frac{N - 2a - s - 1}{\deg h} \rfloor\) and communication cost of \(C = d^2\) per worker node, the proposed scheme can compute the polynomial function of aggregated gradient matrix.

V. APPROXIMATE GRADIENT CODING

Let us consider the achievable scheme of Section III for the case where \(a = 0\). Assume that, as the design parameters, (i) the number of stragglers is expected to be less than or equal to \(s\) worker nodes, for some \(s \in \mathbb{N}\), (ii) the communication cost of each worker node must be less than or equal to \(R\) symbols, for some \(R \in \mathbb{N}\). Let us assume that we use the scheme of Section III. We observe that

1) If we want each worker node to send at most \(R\) symbols, we need to have \(R \geq \frac{d}{\min_{k \in [K]} |A_k| - s}\) or \(\min_{k \in [K]} |A_k| \geq \frac{d}{R} + s\), where \(d\) is the dimension of the gradient vectors.

2) For decoding scheme to work, we need to have the results of at least \(N - s\) worker nodes.

In some cases, one or both of these conditions do not hold. In other words, one or both of the following cases happen:

- \(R\) is too small, i.e. \(\min_{k \in [K]} |A_k| < \frac{d}{R} + s\).
- At the time of decoding, more than \(s\) worker nodes appear to be stragglers.

In this case, we cannot use the scheme of Section III. In this section, we propose an alternative approach that provides us with an approximation of the aggregated gradient vector \(\sum_{k=1}^{K} g_k\), even if both of the above undesirable scenarios happen.

Approximated gradient coding has been investigated in [18]–[22]. However, the schemes of [19], [21], [23] focus on the cases where \(R = d\) and only condition (1) may not hold. In addition, they only consider homogeneous scenarios. However, the proposed scheme here can address very general cases.
Recall that the decoding method of the proposed scheme in Section III is based on interpolation of some polynomial functions. This is equivalent to a system of linear equations with a Vandermonde matrix [28], as the matrix of coefficients. However, Vandermonde matrices over real numbers are ill-conditioned. More specifically, their condition numbers grow exponentially with the size of the matrices [16], [29]. This means that it can be computationally unstable. In this section, we leverage the rational functions to overcome some of the deficiencies of polynomial interpolation. Moreover, since the rational functions are a larger class of functions compared with polynomial functions, it leads to better approximation results for aggregated gradient vector for the cases where one or both of the conditions mentioned before are violated [30], [31].

In this approximated computation, each worker node linearly encodes all the partial gradient vectors, locally available, as \( \tilde{g}_n = E_n(\{g_i\}_{i : D_i \in \Gamma_n}) \) and sends to the master node, where \( E_n \) is the encoding function that maps the raw partial gradient vectors to the coded partial gradient \( \tilde{g}_n \) for the \( n \)th worker node. The results of an arbitrary subset of fastest worker nodes \( F \) is then used by the master node to approximately recover the aggregated gradient \( g \), i.e., \( g \approx H_{AGC}(\{\tilde{g}_j\}_{j \in F}, F) \), where \( H_{AGC} \) is a decoding function used in the approximate gradient coding scheme.

A. Preliminaries

Before introducing the approximated scheme, we need some preliminaries.

Definition 2 (Interpolation [32]). Let the set of \( n \) distinct interpolation points as \( \mathcal{X}_n = \{x_i\}_{i=0}^n \) be given in a closed interval \([a, b]\) with evaluations of a real value function \( f \in C[a, b] \) at these points, i.e., \( f_i = f(x_i) \) for \( i \in [0 : n] \), where \( C[a, b] \) is the space of all continuous functions on \([a, b] \subset \mathbb{R}\). An interpolation method can be defined as follows

\[
\tilde{f}(x) = \sum_{i=0}^{n} f_i \varphi_i(x),
\]

where \( \varphi_i(x) \) for \( i \in [0 : n] \) are the basis functions of the interpolant method which do not depend on \( f_i \).

Remark 11: Note that different basis functions lead to different interpolation methods. Thus, choosing the basis functions and interpolation points affect the error of the interpolation method. Lebesgue constant is one of the best criteria to determine which sets of interpolation points are appropriate.
**Definition 3** (Lebesgue Constant [32], [33]). Consider the basis functions $B_n = \{\varphi_i\}_{i=0}^n$ and $n$ distinct interpolation points $\mathcal{X} = \{x_i\}_{i=0}^n \in [a, b]$. The goal is to find a linear interpolant $\tilde{f}$ as in (25) from an $n$-dimensional vector space $A$. Lebesgue constant can be expressed as follows

$$\Lambda_n = \max_{x \in [a, b]} \sum_{i=0}^n |\varphi_i(x)|,$$

which is derived from the theory of linear interpolation operators.

One of the applications of the Lebesgue constant is bounding of the approximation error in terms of the best approximation in the corresponding $n$-dimensional vector space $A$. In other words, we have [34]

$$\|f - \tilde{f}\| \leq (1 + \Lambda_n)\|f - r^*\|,$$

where $r^*$ is the best approximation in $A$ of function $f$. According to (27), having a better interpolation of $f$ in a particular vector space depends on choosing properly distributed interpolation points that cause the smaller Lebesgue constant.

Since rational polynomials use a larger class of functions, the resulting approximations are much better than polynomial interpolations [30], [31]. In the following a specific representation for the rational interpolation is defined.

**Definition 4** (Berrut’s Rational Interpolation [35]). The following rational function

$$\tilde{f}_{\text{Berrut}}(x) = \sum_{i=0}^n \frac{(-1)^i}{x - x_i} \sum_{j=0}^n \frac{(-1)^j}{x - x_j} f_i,$$

is called *Berrut’s Rational Interpolant* which interpolates $f_k$ at $x_k, k \in [0 : n]$. The basis functions of this interpolant is denoted by

$$\varphi_{i, \text{Berrut}} = \frac{(-1)^i}{x - x_i}, \quad \text{for } i \in [0 : n].$$

In [36], [37], it is shown that fixed interpolation points could have different effects on two different interpolation methods. For example, using the equidistant points in the corresponding closed interval for rational interpolations causes a much smaller Lebesgue constant than in polynomials. In the following, we introduce a general class of interpolation points having reasonable effects on Berrut’s rational interpolation.
**Definition 5 (Well-Spaced Points [38])**. Let $\mathcal{X}_n = \{x_i\}_{i=0}^n$ be a set of ordered distinct interpolation points. Consider a family of sets, i.e., $\mathcal{X} = (\mathcal{X}_n)_{n \in \mathbb{N}}$, if there exist constants $\rho, \nu \geq 1$ such that the following conditions

\begin{align}
(1) \quad &\frac{x_{k+1} - x_k}{x_{k+1} - x_j} \leq \frac{\rho}{k + 1 - j}, \quad \text{for } j \in [0 : k], k \in [0 : n - 1], \quad (30) \\
(2) \quad &\frac{x_{k+1} - x_k}{x_j - x_k} \leq \frac{\rho}{j - k}, \quad \text{for } j \in [k + 1 : n], k \in [0 : n - 1], \quad (31) \\
(3) \quad &\frac{1}{\nu} \leq \frac{x_{k+1} - x_k}{x_k - x_{k-1}} \leq \nu, \quad \text{for } k \in [n - 1], \quad (32)
\end{align}

are held, then $\mathcal{X} = (\mathcal{X}_n)_{n \in \mathbb{N}}$ is called a family of well-spaced points. Note that $\nu$ and $\rho$ must be independent of $n$.

In [38], it is shown that if $\mathcal{X}_n = \{x_i\}_{i=0}^n$ is used as a set of ordered interpolation points and it is from a family of well-spaced points, then the Lebesgue constant in Berreut’s rational interpolation is bounded as follows

$$\Lambda_n \leq (\nu + 1)(1 + 2\rho \ln n). \quad (33)$$

**B. The Proposed Scheme**

In this subsection, we introduce the proposed approximate gradient. This approximated computation has three main steps as follows.

1) **Encoding Phase at the Worker Nodes**: Let us assume that the communication cost per worker node is limited to $R$, for some $R \in \mathbb{N}$. For encoding, follow the encoding of Section III with $m = \lfloor \frac{d}{R} \rfloor$.

2) **Decoding Phase at the Master Node**: Having received coded partial gradient vectors from a subset of worker nodes denoted by $\mathcal{F}$, the master node can approximately compute the aggregated gradient vector $g$ in a numerically stable manner. In this scheme, the master node uses Berreut’s rational interpolant to approximately interpolate the universal polynomial function $f(x)$ as follows

$$\tilde{f}_{\text{Berreut}, \mathcal{F}}(x) = \frac{\sum_{i=1}^{\vert \mathcal{F} \vert} \frac{(-1)^i}{(x - \tilde{\alpha}_i)} f(\tilde{\alpha}_i)}{\sum_{j=1}^{\vert \mathcal{F} \vert} \frac{(-1)^j}{(x - \alpha_j)}}, \quad (34)$$

where $\tilde{f}(x)$ interpolates $f(x)$ at $\tilde{\alpha}_i$ for $i \in [\vert \mathcal{F} \vert]$, where $\{\tilde{\alpha}_i\}_{i=1}^{\vert \mathcal{F} \vert} = \{\alpha_i, i \in \mathcal{F}\} \subset \{\alpha_j\}_{j=0}^N$ are the interpolation points.
3) Final Result: The master node then approximately computes $g$ as follows

$$g[\ell] = \sum_{k=1}^{K} g_k[\ell] \approx \tilde{f}_{\text{Berrut},F}(\beta_{\ell}) , \text{ for } \ell \in [m].$$

**Remark 12:** As mentioned before, there is no strict notion of the minimum number of required outcomes from worker nodes. In other words, $|\mathcal{F}|$ can be less than $N - s$ and by receiving more coded partial gradient vectors from worker nodes, the aggregated gradient vector can be calculated more accurately.

**Remark 13:** It is assumed that in the proposed approximate gradient coding scheme, there is no adversarial worker node among other nodes.

**Remark 14:** Let $\mathcal{X}_{N-s_1} = \{\alpha_i\}_{i=1}^{N-s_1}$ be a set of ordered distinct values of non-straggling worker nodes which are considered as interpolation points for decoding step, where $s_1$ is greater than the expected value for the number of stragglers, i.e., $s_1 > s$. Assume $\mathcal{X}_{N-s_1}$ is a subset of Chebyshev points of second kind, i.e., $\mathcal{X}_{N-s_1} \subset \{\cos \frac{k\pi}{N}\}_{k=0}^{N}$. In [39], we proved that there are some constant parameters $\rho, \nu \geq 1$ such that the three conditions (30), (31) and (32) hold for each $x_i \in \mathcal{X}_{N-s_1}, i \in [N - s_1]$. Therefore, $\mathcal{X}_{N-s_1}$ contains well-spaced points. In [39], we also showed that the Lebesgue constant for Berrut’s rational interpolant grows logarithmically in the size of a subset of Chebyshev points. Thus, in this scheme, we suggest to choose $\alpha_j, j \in [N]$, as Chebyshev points of the second kind.

**Remark 15:** Since $f(x)$ has a continuous second derivative on $[-1, 1]$, the approximation error of $\tilde{f}_{\text{Berrut},F}(x)$ defined in (34) is upper bounded as follows

$$\|\tilde{f}_{\text{Berrut},F}(x) - f(x)\| \leq 2(1 + \nu) \sin \left(\frac{(s_1 + 1)\pi}{2N}\right) \|f''(x)\|,$$  

if $N - s_1$ is odd, and if $N - s_1$ is even we have

$$\|\tilde{f}_{\text{Berrut},F}(x) - f(x)\| \leq 2(1 + \nu) \sin \left(\frac{(s_1 + 1)\pi}{2N}\right) \left(\|f''(x)\| + \|f'(x)\|\right),$$  

where $s_1$ and $N$ are the number of stragglers in the running time and the total number of worker nodes, respectively. Also, $\nu = \frac{(s_1+1)(s_1+3)\pi^2}{4}$, where $s_1 < N - 2$ [39]. Thus, the error of the proposed approximate gradient coding scheme can be bounded using the inequalities in (36) and (37).
Remark 16: According to (34), the decoding function which is based on Berrut’s rational interpolation has the computational complexity of \(O(|\mathcal{F}|)\), where \(\mathcal{F}\) is the set of fastest non-straggling worker nodes from which the master received outcomes.

Remark 17: In [40], it is shown that Berrut’s rational interpolation is backward stable when the Lebesgue constant \(\Lambda_n\) remains small. We call interpolation \(\tilde{f}\) of function \(f\) is \(\delta\)-backward stable if for some small backward error \(\delta > 0\), and for any \(x \in \mathbb{R}\), there exist some \(|\delta_x| \leq \delta\) such that \(\tilde{f}(x) = f(x + \delta_x)\).

VI. Conclusion

In this paper, we considered the problem of gradient coding in heterogeneous distributed systems consisting of straggling and adversarial worker nodes. For any arbitrary data placement in worker nodes, we characterized the optimum trade-off among communication cost, the number of straggling and adversarial worker nodes, and the minimum number of repetition in computations. The proposed scheme is also extended to the computation of a polynomial function of the aggregated gradient matrix. Finally, we proposed an approximate gradient coding scheme for the cases when the repetition in computations does not support the restriction on the communication cost or when the number of stragglers appears to be more than what we designed the system for.
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