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The experimental realization of balanced gain and loss in a quantum system has been a long standing goal in quantum mechanics since the introduction of the concept of $\mathcal{PT}$ symmetry and has only recently been achieved. In this paper we analyze balanced gain and loss in Gaussian multi-well potentials with either only gain or loss in each well. By means of symmetrization via matrix models we can construct asymmetric extended potentials with partially real or complex conjugate spectra. This will be demonstrated explicitly for double-well and triple-well systems. Such systems can be realized with Bose-Einstein condensates in optical trapping potentials in the presence of localized particle gain and loss. The usage of asymmetric potentials in the process is more versatile and is considered beneficial in real experimental implementations.

I. INTRODUCTION

It is well-known that gain and loss in open quantum systems can effectively be described by complex potentials [1]. If gain and loss are balanced, then the corresponding non-Hermitian Hamiltonian possesses real energy eigenvalues. Great interest in non-Hermitian quantum mechanics arose with the introduction of the concept of $\mathcal{PT}$ symmetry by Bender and Boettcher [2]. The spectrum of a $\mathcal{PT}$-symmetric quantum system consists of real and pairs of complex conjugate energy eigenvalues. This means that gain and loss can be balanced in a $\mathcal{PT}$-symmetric quantum system.

However, the occurrence of real and pairs of complex conjugate energy eigenvalues in the spectrum of a non-Hermitian Hamiltonian was already discovered earlier within the more general framework of quasi-Hermiticity [3]. While a potential of a $\mathcal{PT}$-symmetric quantum system must possess a symmetric real and an antisymmetric imaginary part, a quasi-Hermitian quantum system on the other hand allows for completely asymmetric potentials.

Nevertheless, it were $\mathcal{PT}$-symmetric systems which were first proposed [4] and realized [5] experimentally in optical systems a decade after the introduction of the concept. Since then, numerous other experiments and applications of balanced gain and loss in classical $\mathcal{PT}$-symmetric and quasi-Hermitian systems have been reported [6] [7] [17]. However, it took another decade until the first observations of $\mathcal{PT}$ symmetry in different quantum systems were made [18] [20]. Yet another promising candidate for an experimental realization is a Bose-Einstein condensate in a multi-well optical potential with localized particle gain and loss as proposed in Ref. [21]. For Bose-Einstein condensates one can create arbitrary optical potentials in time average [22] and also the experimental realization of localized loss [23] [25] and of localized gain [20] is possible. The advantages of this approach are twofold: First, the mathematics involved to describe a Bose-Einstein condensate in a multi-well potential is the same as for the description of a large class of systems, among which are optical systems with a Kerr nonlinearity [27] [29], polarons [30] [32], and excitons [33]. Second, such systems offer a large amount of control, i.e. one can investigate almost arbitrary complex potentials.

Most works on the topic of balanced gain and loss in Bose-Einstein condensates use $\mathcal{PT}$-symmetric systems [1] [4] [18]. $\mathcal{PT}$ symmetry, although simple from a theoretical point of view, has the restriction that the parameters of the complex potential have to be simultaneously adjusted very precisely. This is demanding, in particular due to the challenging realization of localized gain [20]. An interesting approach to avoid this problem was presented in Ref. [39], where a small asymmetry of the potential was stabilized by the nonlinearity of the Gross-Pitaevskii equation arising from the contact interaction between the atoms.

In this paper, however, we want to use a systematic approach and exploit the concept of symmetrization [40], which allows for the construction of asymmetric potentials with balanced gain and loss. Symmetrization has already been used successfully within the framework of matrix models [40], where a whole range of potentials with balanced gain and loss was found. In these matrix models it is possible to take almost arbitrary values for some of the parameters and obtain balanced gain and loss by adjusting the remaining ones. This comes in handy if, for example, there are some potential parameters which are hard to control in an experiment. This is clearly not possible for $\mathcal{PT}$-symmetric systems, where all the potential parameters have to be chosen exactly to fulfill the required symmetries.

The goal of this paper now is to transfer previous results from the matrix model in Ref. [40] to a continuous system, that is, an asymmetric complex multi-well potential in the form of Gaussian functions with either only gain or loss in each well. Our goal is to determine the potential parameters in such a way that the eigenvalues become real or emerge in complex conjugate pairs. If the potential wells are strongly localized, then the system can be well approximated by a matrix model. Therefore, we search for spatially extended potentials which...
correspond to symmetrized matrix models. We expect that such systems then possess at least the same number of real and complex conjugate energy eigenvalues as the matrix model.

The paper is organized as follows. In Sec. II A we will introduce Bose-Einstein condensates with balanced gain and loss which will be described by a non-Hermitian Hamiltonian. Then we will take a short look at the circumstances under which a non-Hermitian Hamiltonian can possess real eigenvalues in Sec. II B. Sec. II C will deal with the construction of multi-well potentials yielding real or pairs of complex conjugate eigenvalues. This is achieved by means of varying the parameters of the extended potential in such a way that it corresponds to a symmetrized matrix model. Afterwards, the potential parameters are varied again numerically until the eigenvalues are real. In Sec. III we will present the results for double-well and triple-well potentials. Sec. IV will finally summarize the contents of this paper and give a short outlook on open questions.

II. THEORY

A. Balanced gain and loss for Bose-Einstein condensates

In the mean-field limit Bose-Einstein condensates can be well described by the non-Hermitian Gross-Pitaevskii equation \[\dot{\psi}(\mathbf{r}, t) = \left( -\nabla^2 + V(\mathbf{r}) + g|\psi(\mathbf{r}, t)|^2 \right)\psi(\mathbf{r}, t), \] which corresponds the mean-field approximation of a quantum master equation \[\dot{n}(\mathbf{r}, t) = 0. \] This equation describes the mean-field dynamics of the particle density of the condensate is given by \[n=\int d^3r |\psi(\mathbf{r}, t)|^2. \] The particle number increases with positive and decreases with negative expectation values of the imaginary part of the potential. Gain and loss are balanced if \[\dot{\mathcal{N}}(t) = \int d^3r 2V(\mathbf{r})n(\mathbf{r}, t). \] If we consider stationary solutions of Eq. (2) in the form \[\psi(\mathbf{r}, t) = e^{-i\mu t} \phi(\mathbf{r}) \] with the chemical potential \(\mu \in \mathbb{C} \) and with \(n(\mathbf{r}, t) = e^{2i\mu t}|\phi(\mathbf{r})|^2, \) we find
\[\operatorname{Im} \mu = \int d^3r V(\mathbf{r})|\phi(\mathbf{r})|^2. \] This shows that gain and loss are balanced if \(\mu \in \mathbb{R} \) which gives rise to the question whether the complex potential \(V(\mathbf{r}) \) allows for real or pairs of complex conjugate eigenvalues. However, in order to answer this question we will shortly summarize under which circumstances a general non-Hermitian Hamiltonian can have real eigenvalues.

B. Symmetrization in non-Hermitian quantum mechanics

We consider right and left eigenstates of a non-Hermitian Hamiltonian \(\hat{H} \) defined by
\[\hat{H}\psi_n^R = \mu_n \psi_n^R, \quad \hat{L}\psi_n^L = \mu_n \psi_n^L. \] While for a Hermitian Hamiltonian right and left eigenstates are equal, this is in general not the case for non-Hermitian Hamiltonians. However, the eigenstates of two non-degenerate discrete eigenvalues \(E_n \) and \(E_m \) are orthogonal in the sense that \[\langle \psi_m^L|\psi_n^R \rangle = \delta_{mn}. \]

If they additionally fulfill the completeness relation
\[\sum_n |\psi_n|^2 = 1, \] then they form a complete bi-orthonormal basis \([45]\). We want to emphasize, however, that not every non-Hermitian Hamiltonian admits such a basis.

In general, a non-Hermitian Hamiltonian has complex eigenvalues. A criterion for the occurrence of real eigenvalues is symmetrizability \([40]\). A Hamiltonian \(\hat{H} \) is called symmetrizable if there exists a pair of linear Hermitian operators \(\hat{\eta}_L \) and \(\hat{\eta}_R \) so that
\[\hat{\eta}_L \hat{H} = \hat{H}^\dagger \hat{\eta}_L, \quad \hat{\eta}_R \hat{H}^\dagger = \hat{H} \hat{\eta}_R. \]

We can then show that
\[R\psi_n^R|\hat{\eta}^R_L \hat{H} = R\psi_n^R|\hat{H}^\dagger \hat{\eta}^R_L \mu_n^R, \quad L\psi_n^L|\hat{\eta}^L_R \hat{H} = L\psi_n^L|\hat{H} \hat{\eta}^L_R \mu_n^L, \] which means that if \(\mu_n^R \) is an eigenvalue of \(\hat{H} \), so is \(\mu_n^L \), as long as the corresponding eigenstates \(|\psi_n^R \rangle \) and \(|\psi_n^L \rangle \) are not in the kernels of the symmetrization operators \(\hat{\eta}_R \) and \(\hat{\eta}_L \), respectively. In the literature the conditions
are presented with many different names \cite{3, 10, 45–47}, differing mainly in the properties of the operators \( \hat{\eta}_L \) and \( \hat{\eta}_R \). At this point we will not make any further assumptions about such properties.

Assuming that the spectrum is non-degenerate, Eqs. (4) yield the following relations between right and left side eigenstates,

\[
\hat{\eta}_L |\psi_{n_0}\rangle_R = |\psi_{n_0}\rangle_L,
\]

\[
\hat{\eta}_L |\psi_{n_+}\rangle_R = |\psi_{n_+}\rangle_L,
\]

\[
\hat{\eta}_R |\psi_{n_0}\rangle_L = |\psi_{n_0}\rangle_R,
\]

\[
\hat{\eta}_R |\psi_{n_+}\rangle_L = |\psi_{n_+}\rangle_R,
\]

where the indexes \( n_0, n_+, \) and \( n_- \) denote eigenstates with real and pairs of complex conjugate energies, respectively.

With Eqs. (9) we can derive representations of the operators \( \hat{\eta}_L \) and \( \hat{\eta}_R \) in terms of the eigenstates of \( \hat{H} \),

\[
\hat{\eta}_L = \sum_{n_0} L |\psi_{n_0}\rangle_R |\psi_{n_0}\rangle_L + \sum_{n_+} (L |\psi_{n_+}\rangle_R |\psi_{n_-}\rangle_L + L |\psi_{n_-}\rangle_R |\psi_{n_+}\rangle_L),
\]

\[
\hat{\eta}_R = \sum_{n_0} R |\psi_{n_0}\rangle_R |\psi_{n_0}\rangle_L + \sum_{n_+} (R |\psi_{n_+}\rangle_R |\psi_{n_-}\rangle_L + R |\psi_{n_-}\rangle_R |\psi_{n_+}\rangle_L),
\]

where the sums run over all states not being in the kernels of \( \hat{\eta}_L \) or \( \hat{\eta}_R \). If the kernels of \( \hat{\eta}_L \) and \( \hat{\eta}_R \) are empty we say that \( \hat{H} \) is symmetrizable, otherwise \( \hat{H} \) is only semi-symmetrizable. All eigenstates of the Hamiltonian which are not in the kernels of the symmetrization operators \cite{10} correspond to real or pairs of complex conjugate eigenvalues.

We now want to describe Bose-Einstein condensates by a Schrödinger equation in position space. The corresponding Hamiltonian has the form \( \hat{H} = p^2 + V(x) \) and thus satisfies \( \hat{H}^† = \hat{H}^* = p^2 + V^*(x) \). The right and left eigenvalue equations can thus be written as

\[
\hat{H} |\psi_{n,R}\rangle(x) = \mu_n |\psi_{n,R}\rangle(x),
\]

\[
\hat{H}^* |\psi_{n,L}\rangle(x) = \mu_n^* |\psi_{n,L}\rangle(x).
\]

By comparing Eqs. (11) and their complex conjugates we find that right and left eigenfunctions can be expressed by the same function

\[
|\psi_{n,R}\rangle(x) = |\psi_{n,L}\rangle(x) \equiv |\psi_n(x)\rangle.
\]

By inserting \( \hat{H}^† = \hat{H}^* \) into Eqs. (7) we find that \( \hat{\eta}_R \) and \( \hat{\eta}_L \) can also be expressed by the same operator

\[
\hat{\eta}_L = \hat{\eta}_R^* \equiv \hat{\eta}.
\]

In the next section we will apply this theory to investigate under which circumstances a non-Hermitian Hamiltonian with a complex potential can have real or pairs of complex conjugate eigenvalues.

\[
V(x) = \sum_{n=1}^{N} (V_n + i \Gamma_n) \exp \left( -\frac{(x - a_n)^2}{2\sigma_n^2} \right).
\]

Here, \( V_n, \Gamma_n, \sigma_n, \) and \( a_n \) are the well depth, the gain-loss parameter, the width, and the position of the center of the \( N \)-th well, respectively. Figure 1 shows a sketch of the potential (14) for the case \( N = 3 \).

Our goal is now to determine the parameters of the potential (14) in such a way that at least the first \( N \) energy eigenvalues of the corresponding Hamiltonian are real or emerge in complex conjugate pairs. On the one hand, the naive approach would be to find \( N \) functions of the first \( N \) energy eigenvalues that become zero if the eigenvalues are real or emerge in complex conjugate pairs and afterwards perform a root search for these expressions with respect to the potential parameters. However, this method requires an initial guess for the potential parameters and converges only if this is already close to an actual solution. On the other hand, one could apply the formalism introduced in Sec. II B to solve the problem. However, this requires the construction of an operator \( \hat{\eta} \) satisfying Eqs. (7) which is a very hard problem for extended systems. To circumvent this issue we use the fact that the \( N \)-well system can be approximately described by a matrix model in which all operators are described by \( (N \times N) \)-matrices, so that the symmetrization operators can be calculated readily \cite{40}. The matrix model is given by

\[
H_{\text{eff}} d_{\text{eff}} = \mu d_{\text{eff}},
\]
where

$$H_{\text{eff}} = \begin{pmatrix}
ε_1 + iγ_1 & -J & & \\
-J & \ddots & -J & \\
& \ddots & \ddots & -J \\
& & -J & ε_N + iγ_N
\end{pmatrix}$$

(15b)

with the on-site energies $ε_n$, the gain-loss terms $γ_n$, and the tunneling rates $J$. A detailed derivation of Eq. (15a) can be found in the appendix. If the matrix model is a good approximation of the continuous model, then its energy eigenvalues should be roughly the same as the first $N$ eigenvalues of the continuous system. This is the case if the wells are strongly localized and if they have only a small overlap, i.e., if they are deep and narrow. In this case the parameter $J$ does only weakly depend on the parameters $V_n$ and $Γ_n$. Furthermore, changing the values of $V_n$ almost only affects $ε_n$ and changing the values of $Γ_n$ almost only affects $γ_n$ as long as the changes are small enough. The overlap must however not be too small, as balanced gain and loss is only possible if particles can be exchanged between the wells.

For the $(2 \times 2)$-matrix model one can explicitly show that one real energy eigenvalue exists if $|γ_1| |γ_2| \leq J^2$ holds and if $γ_1$ and $γ_2$ have opposite signs. Furthermore, on-site energies and gain-loss terms have to be related according to

$$ε = ±(γ_1 + γ_2)\sqrt{γ_1 γ_2 + J^2 \over γ_1 γ_2},$$

(16)

where $ε = ε_2 - ε_1$. For the $(3 \times 3)$-matrix model, the eigenvalues are real or emerge in complex conjugate pairs if

$$ε_1 \leq ε_2 \leq ε_3,$$

(17a)

$$γ_{1,3} \geq 0, γ_2 \leq 0.$$  

(17b)

If the spectrum of the matrix model consists of real and pairs of complex conjugate energies we expect that the continuous model possesses as well at least such states corresponding to the real and complex conjugate eigenvalues. Finally, we perform a root search with respect to the parameters of the continuous potential $V$ taking the parameter values obtained from the matrix model as an initial guess, so that the first $N$ energy eigenvalues become either real or pairwise complex conjugate. The root search is performed by the minpack hybrid routine using a modified Powell method. The Schrödinger equation is solved by the routine tridiag, which was slightly modified for complex numbers.

To put it in a nutshell: We exploit the symmetrizability of the N-dimensional matrix model to get proper initial values to perform a root search of the extended system, so that the first $N$ energy eigenvalues are either real or pairwise complex conjugate.

We want to point out that the symmetrization operators $η_R$ and $η_L$ can be constructed from the $N$ eigenstates corresponding to the real and complex conjugate energies we find by this method according to Eqs. (10). In this case all other states are elements of the kernels of the symmetrization operators, so that $\hat{H}$ is semi-symmetrizable. That is, the continuous model is symmetrizable on the subspace spanned by the first $N$ eigenstates of $\hat{H}$, which correspond to the $N$ eigenvectors of $H_{\text{eff}}$, i.e., $H_{\text{eff}}$ satisfies Eqs. (7) with the matrix approximations of $\hat{η}_R$ and $\hat{η}_L$.

### III. RESULTS

#### A. Double-well potential

We now want to apply the method discussed in Sec. II C to a complex double-well potential of the form (14) with $N = 2$. It remains then to investigate if and for which values of the potential parameters such a system can possess real or pairs of complex conjugate energies.

It was shown in Ref. [40] that more than one real energy eigenvalue can only be found if the potential is $\mathcal{PT}$-symmetric, i.e., its real part is symmetric and its imaginary part is antisymmetric. To find the range of the potential parameters for which one real energy eigenvalue exists, we set $V_1 = -3$, $σ_1 = σ_2 = 1$, and $a_2 = -a_1 = 1.5$. We then choose different fixed values for $V_2$ between $-4$ and $-3$. For every value of $V_2$ we vary $Γ_1$ between 0 and 0.5 and determine the value of $Γ_2$ for which the ground state energy becomes real. For this we perform a one-dimensional root search of the imaginary part of the ground state energy with respect to $Γ_2$. This root search is simple enough so that no initial guess has to be determined through the matrix model yet.

A comparison with the matrix model further requires that we find the corresponding parameters. For the parameter $J$ we take the value for $Γ_1 = Γ_2 = 0$ and $V_1 = V_2 = -3$ given by $J = 0.21918847$. For every combination of $V_1$ and $V_2$, the values of $ε_1$ and $ε_2$ are calculated for $Γ_1 = Γ_2 = 0$. The minimum and maximum values for $γ_1$ are taken from the case with $V_1 = V_2 = -3$, which yields $γ_1 \in [0, 0.375]$, while $γ_2$ is calculated by the condition that the ground state energy has to be real.

The results are summarized in Fig. 2 and Table I. Figures 2(a)–(c) show the results of the continuous model, while Figs. 2(d)–(f) show the results of the matrix model. We find an excellent agreement between both models. For all displayed values $V_2 < V_1$ holds. Figure 2(d) further shows that $|Γ_2| < |Γ_1|$ holds and that the value
of $|\Gamma_2|$ decreases as the well described by $V_2$ becomes deeper. This is because for a deeper well the amplitude of the wave function increases. To compensate for this a smaller $\Gamma_2$ is required. Regarding the energies, there is always a real ground state energy and a complex excited state energy with an imaginary part growing with increasing gain and loss terms. Remarkably, balanced gain and loss is possible for larger values of $\Gamma_2$ increasing gain and loss terms. Remarkably, balanced gain and loss is possible for larger values of $\Gamma_2$.

We therefore perform a one-dimensional root search of $\epsilon$ in steps of 0.0 in such a way that the ground state becomes real.

Table I. Numerical values of the gain and loss parameters $\Gamma_1$ and $\Gamma_2$ and the corresponding first two eigenvalues $\mu_1$ and $\mu_2$ shown in Fig. 2.

| $\Gamma_1$ | $\Gamma_2$ | $\mu_1$  | $\mu_2$  |
|-----------|-----------|---------|---------|
| 0.0       | 0.0       | -0.0407 | -0.0814 |
| 0.1       | 0.1       | -0.0407 | -0.0814 |
| 0.2       | 0.2       | -0.0407 | -0.0814 |
| 0.3       | 0.3       | -0.0407 | -0.0814 |
| 0.4       | 0.4       | -0.0407 | -0.0814 |
| 0.5       | 0.5       | -0.0407 | -0.0814 |

Next, we want to find a whole parameter range with a real ground state energy. For this purpose we vary $\Gamma_1$ and $\Gamma_2$ on a lattice with $0 \leq \Gamma_1 \leq 1.5$ and $-1.5 \leq \Gamma_2 \leq 0$ in steps of 0.2. For each lattice point we determine $V_2$ in such a way that the ground state becomes real. We therefore perform a one-dimensional root search of the imaginary part of the ground state energy with respect to $V_2$. For comparison with the matrix model we now have to map the parameter region from the continuous model onto a parameter region in the matrix model again. We find $0 \leq \gamma_1 \leq 1.18736616$ and $-1.18736616 \leq \gamma_2 \leq 0$. Finally, we get a starting value for $\epsilon$ by setting $\Gamma_1 = \Gamma_2 = 0$ and $V_1 = V_2 = -3$, which yields $\epsilon_1 = -1.95524871$. The results can be seen in Fig. 2. Here, Figs. 2(a) and (c) show $\Delta V = V_2 - V_1$ and $\epsilon = \epsilon_2 - \epsilon_1$, while Figs. 2(b) and (d) show the real parts of the ground state energy of the continuous model and the matrix model, respectively.

We again find an excellent agreement between both models, though the regions with real ground state energies are slightly deformed. In both cases the regions are limited by the $\gamma$-axis, respectively the $\Gamma$-axis, and by a hyperbolic curve. In both models the depths of both wells are equal along the line where gain and loss terms are equal. This corresponds to the $\mathcal{PT}$-symmetric case, where in principle all bound states could be real. In the area $|\Gamma_1| < |\Gamma_2|$ the value of $|V_2|$ increases and the increase becomes stronger towards the $\Gamma_2$-axis. In the area $|\Gamma_1| < |\Gamma_2|$ the value of $|V_2|$ decreases and the decrease also becomes stronger towards the $\Gamma_1$-axis. This can again be explained by the compensation of gain and loss being necessary for them to be balanced. We also want to point out that $V_2$ can attain on positive values, as can be seen in Fig. 2. However, in this case Eq. (14)
\[\psi_1^2, \psi_2^2\] (Γ−axes for the continuous model. Furthermore, in the vicinity of the gain and loss axes we find differences in the wave functions of the first two states for \(V \neq 0\) still describe bound states. We want to examine this explicitly for a triple-well potential of the form Eq. \((14)\) with \(N = 3\). Again we choose fixed values for the well depths and distances, that is, \(\sigma_1 = \sigma_2 = \sigma_3 = 1/\sqrt{2}\), describes no longer a proper double-well potential.

Differences between the two models can only be seen in the vicinity of the axes. In the matrix model \(\varepsilon\) diverges close to the \(\gamma\)-axes, while \(|V_2 - V_1|\) also increases towards the \(\Gamma\)-axes for the continuous model. Furthermore, in the matrix model \(\varepsilon\) is exactly symmetric with respect to the line \(\gamma_2 = -\gamma_1\), which is not the case in the continuous model in the vicinity of the \(\Gamma\)-axes. To put it in a nutshell, in the vicinity of the gain and loss axes we find differences between both models. One reason for this might be that in the matrix model the parameters \(\varepsilon_n\) can no longer be interpreted as well depths and \(\varepsilon_n > 0\) still describe bound states by construction. In the continuous model on the other hand \(V_n > 0\) is connected with the occurrence of scattering states. However, apart from this there is good agreement between the two models both in terms of the well depths and the ground state energies.

Finally, we want to take a look at the wave functions at specific points in the parameter space. Figure 4 shows the wave functions of the first two states for \(V_1 = -3\), \(\sigma_1 = \sigma_2 = 1\), and \(a_2 = a_1 = 1.5\) for different values of \(V_2\) and \(\Gamma_1\), while \(\Gamma_2\) is chosen again in such a way that the ground state energy is real. Figures 4(a) and (c) show a symmetric real potential with \(V_2 = -3\) and an asymmetric real potential with \(V_2 = -3.4\), respectively. In the asymmetric potential the ground state wave function has a larger amplitude in the deeper well. The imaginary part of the potential is turned on in Figs. 4(b) and (d) with \(\Gamma_1 = 0.4\). These values are in the broken \(\mathcal{P}\mathcal{T}\)-symmetric regime, as one can see in Fig. 2. Thus, in the \(\mathcal{P}\mathcal{T}\)-symmetric case shown in Fig. 4(b) there exist no real energies. The reason for this is that the loss in the right well cannot compensate for the gain in the left well, which effectively leads to an overall particle increase. Figure 4(d) shows the asymmetric complex case, where gain and loss are balanced for the ground state, while they are unbalanced for the excited state.

B. Multi-well potentials

In the \((N \times N)\)-matrix model for \(N \geq 3\) one could always find a symmetrization matrix with empty kernel and thus find parameters for which \(N\) energy eigenvalues are real or pairwise complex conjugate. We therefore expect, that a continuous \(N\)-well system will as well posses \(N\) such energy eigenvalues. We want to examine this explicitly for a triple-well potential of the form Eq. \((14)\) with \(N = 3\). Again we choose fixed values for the well widths and distances, that is, \(\sigma_1 = \sigma_2 = \sigma_3 = 1/\sqrt{2}\).
are fulfilled. Thus we have to solve Eq. (18) with respect to $\Gamma_1$, $\Gamma_2$, and $\Gamma_3$ for fixed values of $V_1$, $V_2$, and $V_3$. Furthermore, we now also need to determine an initial guess of the system parameters by means of the matrix model as described in Sec. [II]. For this we chose $V_1 = -1.8$, $V_2 = -2.0$, and $V_3 = -2.2$ and find

$$\Gamma_1 = -0.178139,$$

$$\Gamma_2 = 0.321408,$$

$$\Gamma_3 = -0.151567.$$  

To find whole parameter ranges with real and pairs of complex conjugate energies, we repeat this process along a grid in the $V_1$-$V_3$-plane, where we keep $V_2 = -2$. From the matrix model we already know that solutions can only exist if either $V_1 > V_2$ and $V_3 < V_2$ or $V_1 < V_2$ and $V_3 > V_2$, see Eqs. [17]. At every step we change only one of the well depths slightly, so that we can take the solution of the previous step as initial guess for the current step.

The results for the triple-well potential are summarized in Fig. 5 and Table II. Figure 5(a) shows the solutions for $\Gamma_1$, $\Gamma_2$, and $\Gamma_3$ in case of $V_2 = -1.8$ for different values of $V_3$. The gain-loss parameters diverge towards $V_3 = -2$ and become imaginary at $V_3 = -2.319$. Figures 5(b) and (c) show the imaginary and real parts of the first three energy eigenvalues. For $V_3 < -2.15$ all energies are
real. At \( V_3 = -2.15 \) a bifurcation occurs, so that the ground and the excited states form a complex conjugate pair. Figures 5(d), (e), and (f) show the corresponding quantities in the matrix model. As for the double-well potential we find an excellent agreement between both models. Starting from the point \cite{19} we can iteratively calculate solutions in different directions. By connecting the points where the gain-loss parameters become imaginary we can determine the boundary of the section in \( V_1-V_3 \)-plane in which real or pairs of complex conjugated energies exist. Figure 6 shows that there is again a good agreement between the matrix model and the continuous model.

For systems with more than three wells we already know from investigations of the matrix model that we can determine the potential parameters in such a way that the first \( N \) eigenvalues are real or pairwise complex conjugate, where \( N \) is the number of potential wells. Due to the excellent agreement with matrix models, this should in principle also be possible for systems with spatially extended multi-well potentials.

IV. CONCLUSIONS

In this paper we investigated balanced gain and loss in non-interacting Bose-Einstein condensates in complex asymmetric multi-well potentials described by a Schrödinger equation in position space. Gain and loss are effectively described by adding an imaginary part to the potential. If gain and loss are balanced, then the corresponding parameter range in the matrix model. Both models have a good qualitative agreement.

Figure 6. (a) Section of \( V_1-V_3 \)-plane of the parameter space of the triple-well potential \cite{14} with \( \sigma_1 = \sigma_2 = \sigma_3 = 1/\sqrt{2} \), \( a_1 = -a_3 = -3 \), \( a_2 = 0 \), and \( V_2 = -2 \) in which three bound states with real energy eigenvalues exist and (b) the corresponding parameter range in the matrix model. Both models have a good qualitative agreement.

for double and triple-well systems and found excellent agreement between the continuous model and the matrix model. A peculiarity of the double-well system is that, apart from the PT-symmetric case, only one real eigenvalue can exist. In the matrix model this can be explained by the fact that only one eigenvector is not in the kernel of the symmetrization operator. We thus expect that the Hamiltonian for the continuous double-well potential is also semi-symmetrizable with an operator \( \hat{\eta} \) which contains all eigenstate except for one in its kernel.

The presented method should in principle work for every \( N \)-well potential with only either gain or loss in each well. However, it cannot be used to construct potentials with more than \( N \) real or complex conjugate eigenvalues, which would require for a new method. Another limitation is that so far only one-dimensional systems were considered. As any setup for a possible experimental realization is three dimensional, a generalization of the continuous model to three spatial dimensions might be required, though we do not expect any new effects to appear \cite{50}.

To take the contact interaction between the atoms into account, an analysis of the nonlinear system is required, which could allow for interesting applications (e.g., see Ref. \cite{51}). Last but not least the concept used here could also be applied to many-body systems beyond the mean-field limit, where gain and loss are necessarily asymmetric \cite{42}.

Appendix: Derivation of the matrix model

In this appendix we show the derivation of the matrix model \cite{15a} starting from the continuous model. For this we discretize the Schrödinger equation by approximating the wave function first using a linear combination of the ground states of the single wells without imaginary parts and by integrating them afterwards.

We start the derivation of the matrix model with the Schrödinger equation

\[
\hat{H}(x)\psi^{(l)}_{\text{ex}}(x) = E^{(l)}_{\text{ex}}\psi^{(l)}_{\text{ex}}(x)
\]

(A.1)

with the exact \( l \)-th eigenfunction \( \psi^{(l)}_{\text{ex}}(x) \) with eigenvalue \( E^{(l)}_{\text{ex}} \). To derive the matrix model from Eq. \cite{A.1} we approximate the \( l \)-th eigenfunction by

\[
\psi^{(l)}_{\text{an}}(x) = \sum_{n=1}^{N} c^{(l)}_{n} \phi_{n}(x)
\]

(A.2)

with the coefficients \( c^{(l)}_{n} \in \mathbb{C} \). The functions \( \phi_{n}(x) \) can in principle be chosen arbitrarily as long as Eq. \cite{A.2} is a good approximation for the exact eigenfunction in the sense that \( \psi^{(l)}_{\text{ex}}(x) = \psi^{(l)}_{\text{an}}(x) + \delta\psi^{(l)}_{\text{ex}}(x) \) with

\[
\left| \frac{\delta\psi^{(l)}_{\text{ex}}(x)}{\psi^{(l)}_{\text{ex}}(x)} \right| \ll 1 \ \forall \ x \in \mathbb{R}.
\]

(A.3)
Inserting Eq. (A.2) into Eq. (A.1) yields
\[ \hat{H}(x)\psi^{(l)}_{an}(x) = E^{(l)}_{ex} \psi^{(l)}_{an}(x) + \left(E^{(l)}_{ex} - \hat{H}(x)\right)\delta\psi^{(l)}(x). \]
(A.4)

Now we multiply both sides of Eq. (A.4) with \(\phi_m^*(x)\) and integrate over \(\mathbb{R}\) to obtain the matrix equation
\[ \hat{H}c^{(l)} = E^{(l)}_{ex}Kc^{(l)} + \xi^{(l)} \]
(A.5)
with the matrix elements
\[ H_{mn} = \int_\mathbb{R} \, dx \, \frac{d\phi_m^*(x)}{dx} \frac{d\phi_n(x)}{dx} \\
+ \int_\mathbb{R} \, dx \, \phi_m^*(x)V_{ext}(x)\phi_n(x), \] (A.6a)
\[ K_{mn} = \int_\mathbb{R} \, dx \, \phi_m^*(x)\phi_n(x), \] (A.6b)
\[ \xi^{(l)}_m = \int_\mathbb{R} \, dx \, \phi_m^*(x) \left(E^{(l)}_{ex} - \hat{H}(x)\right)\delta\psi^{(l)}(x) \\
= \int_\mathbb{R} \, dx \, \phi_m^*(x) \left(E^{(l)}_{ex} - V(x)\right)\delta\psi^{(l)}(x) \\
+ \int_\mathbb{R} \, dx \, \frac{d\phi_m^*(x)}{dx} \frac{d\psi^{(l)}(x)}{dx}. \] (A.6c)

It is important to note that \(E^{(l)}_{ex}\) in Eq. (A.5) is still the exact energy of the continuous system and that Eq. (A.5) itself is exact. Because of Eq. (A.3) it is reasonable to assume that \(\epsilon^{(l)}\) is small and thus negligible, so that there exist \(\mu^{(l)} \approx E^{(l)}_{ex}\) and \(d^{(l)} \approx c^{(l)}\) satisfying the generalized eigenvalue problem
\[ \hat{H}d^{(l)} = \mu^{(l)}Kd^{(l)}. \] (A.7)

Equation (A.7) can be transformed to an ordinary eigenvalue problem with the method of symmetric orthogonalization. For this we introduce the matrix
\[ X = U^\dagger D^{-\frac{1}{2}} U \] (A.8)
with \(D\) being the diagonal matrix of eigenvalues of \(K\) and \(U\) being the unitary matrix of the corresponding eigenvectors. With
\[ H_{\text{eff}} = XHX, \] (A.9a)
\[ c_{\text{eff}} = X^{-1}c \] (A.9b)
we finally arrive at the matrix model represented by the ordinary eigenvalue equation
\[ H_{\text{eff}}d_{\text{eff}} = \mu d_{\text{eff}}. \] (A.10)
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