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Abstract

Although perception is an increasingly dominant portion of the overall computational cost for autonomous systems, only a fraction of the information perceived is likely to be relevant to the current task. To alleviate these perception costs, we develop a novel simultaneous perception-action design framework wherein an agent senses only the task-relevant information. This formulation differs from that of a partially observable Markov decision process, since the agent is free to synthesize not only its policy for action selection but also its belief-dependent observation function. The method enables the agent to balance its perception costs with those incurred by operating in its environment. To obtain a computationally tractable solution, we approximate the value function using a novel method of invariant finite belief sets, wherein the agent acts exclusively on a finite subset of the continuous belief space. We solve the approximate problem through value iteration in which a linear program is solved individually for each belief state in the set, in each iteration. Finally, we prove that the value functions, under an assumption on their structure, converge to their continuous state-space values as the sample density increases.
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1 Introduction

Evolution has driven biological organisms to strike a balance between the conflicting desire of utilizing all available information in order to make a decision and the desire of minimizing the cost of perceiving that information from the environment. Such perception costs are not negligible: studies of the human brain, for instance, have shown that it constitutes 20% of our resting energy consumption rate, of which 50% is associated with signaling (Attwell and Laughlin [2001]). In order to optimally utilize only a portion of the available information, it is believed that organisms have evolved to strategically perceive only the task-relevant information from their environment (Berry et al. [1999], Egner and Hirsch [2005]). The mammalian visual cortex, for example, is sensitive to only particular features over a small region of the visual field (Hubel and Wiesel [1968]).

Perception costs have likewise become a bottleneck in many engineering applications. For example, experimental results have shown that over 94% of the computational time in autonomous driving is allocated to perception (Lin et al. [2018]). Although state-of-the-art accelerator platforms like GPUs are effective for latency reduction, their power consumption is significant enough to degrade a vehicle’s driving range. To alleviate these issues, Censi et al. [2015] argues that sensor hardware should extract only task-relevant information. Although intuitively appealing, such an idea is difficult to implement, as what constitutes “task-relevant” information is difficult to define.

To provide a methodological foundation for task-relevant sensing, we propose a simultaneous perception-action design (SPADE) framework based on the standard Markov decision process (MDP) formulation (Puterman [2014]) with a novel information-theoretic perception cost. The perception cost penalizes information flowing from the sensor to the down-stream decision-making unit. This framework allows for the synthesis of a sensing mechanism that extracts the minimum amount of task-relevant information from the underlying state of the controlled Markov chain.

The use of information theory to model perception costs has previously been studied. Viewing an agent as a communication channel, Sims [2003] proposes a model penalizing the mutual information between the state of the environment and the agent’s action. Likewise, Sims [2016] proposed using rate-distortion theory to characterize perception costs. The analogy between the perception-action cycle and a communication channel was also studied in Tishby and Polani [2018].
where algorithms to synthesize the optimal trade-off between the cost-to-go and the information-to-go were proposed. Alternatively, Ortega and Braun [2013] studied the problem of rational inattention through the lens of thermodynamics, where information processing costs are characterized through differences in free energy. Rational inattention was also studied in [Shahaeipoor and et al. [2016]], which provided theoretical results connecting controllers subject to information constraints to rate-distortion theory. Following Massey [1990], we use the information-theoretic concept of directed information to model the agent’s perception costs. To our knowledge, this paper is the first to apply directed information to the study of optimal perception.

The proposed SPADE framework is reminiscent of the existing research on active perception [Aloimonos [2013], Bajcsy et al. [2018]]. In active perception problems, an agent (or group of agents, as in Spaan [2008]) seeks to take actions that lead to desired observations. As opposed to existing works on active perception, the SPADE framework allows an agent to additionally synthesize its own perception mechanism, rather than acting in such a way as to exploit its existing perception mechanism.

Indeed, the proposed SPADE framework allows more flexibility for an agent compared to a conventional partially observable MDP (POMDP) [Kaelbling et al. [1998]], with Figure 1 highlighting three of the key distinctions. First and foremost, our formulation includes the perception strategy \( P \) as a decision variable, rather than using an observation mechanism fixed a priori. In effect, the agent is capable of choosing what to observe, rather than drawing an observation from a fixed sensor. Furthermore, we allow for a belief-dependent perception mechanism, as shown in the lower left block in Figure 1b. This generalization is both biologically plausible, e.g., eye movement can be controlled, and is crucial in developing a computationally tractable synthesis of optimal perception and action strategies. Finally, in order for such a generalization to be meaningful, the SPADE framework incorporates a perception cost for the agent, denoted \( I(s_{1:T} \rightarrow z_{1:T}) \) in Fig. 1b. As we discuss in Section 3.3, this quantity is the directed information, a statistical measure of information flow, between the state sequence \( \{s_1, \ldots, s_T\} \) and the observation sequence \( \{z_1, \ldots, z_T\} \). The inclusion of this term is critical, since full-state observation is always optimal in the absence of a perception cost.

Mathematically, our problem of interest is closest to that of stochastic optimal control with directed information constraints, as studied in [Tanaka et al. [2017]] and [Tanaka et al. [2021]]. In [Tanaka et al. [2017]], the problem is studied in the linear-quadratic-Gaussian (LQG) regime, where it is shown that an optimal policy is comprised of linear perception and action units, whose combined structure is similar to that of Fig. 1b. In the LQG case, the joint perception-action synthesis problem can be reformulated as a computationally-efficient semidefinite programming problem. Likewise, the finite-state counterpart of the problem was studied in [Tanaka et al. [2021]], where an alternative solution method based on

Fig. 1. Visualization of the differences between the standard POMDP framework and the SPADE framework.
egy renders a user-specified set of sampled belief states invariant over repeated updates, allowing for exact value iteration over this set. For general POMDPs with observation kernels fixed a priori, exact value iteration is not possible.

We show that as the cardinality of the invariant, finite belief set increases, the linear constraints on the sensing strategies become less binding, yielding better approximations of the continuous belief space solution. Finally, as the sample density of the invariant, finite belief set increases, we prove that the value functions of the sampled belief states converge to their continuous state-space counterparts, under an assumption on the structure of these value functions.

2 Notation

We denote the set of all real numbers by $\mathbb{R}$. We use uppercase symbols to denote sets and lowercase, bold symbols to denote random variables. For a set $X$, we denote the set of all probability distributions over $X$ by $\Delta(X)$. The probability of the event that a random variable $x$ takes a value $x \in X$ is denoted by $\Pr(x = x)$. We denote a sequence of length $k$, i.e., $\{x_1, \ldots, x_k\}$ by $x_{1:k}$. For a vector $V \in \mathbb{R}^n$, let $\text{diag}(V) \in \mathbb{R}^{n \times n}$ be a diagonal matrix of the elements of $V$.

3 Simultaneous Perception-Action Design

We now formulate the simultaneous perception-action design (SPADE) problem of the agent.

3.1 Perception Model

We use a perception MDP $\mathcal{M} = (S, A, T, C, Z, \gamma)$ to model the environment of the agent, where $s \in S$ is a finite set of states, $a \in A$ is a finite set of actions, $T : S \times A \rightarrow \Delta(S)$ is a transition function mapping state-action pairs to probability distributions over successor states, $\mathcal{C} : S \times A \rightarrow \mathbb{R}^\geq 0$ is a cost function, $z \in Z$ is a set of observations, and $0 \leq \gamma < 1$ is a discount factor. Following the formulation of Shafieepoorfard et al. [2016], we assume that the agent has access to an observation space $Z$ with infinite cardinality. The rationale behind this assumption will be discussed at the end of this subsection. We refer to the probability of transitioning to state $s'$ after taking action $a$ in state $s$ by $T(s'|a, s)$. Likewise, we refer to the cost of taking action $a$ in state $s$ by $\mathcal{C}(s, a)$ and the entire cost matrix by $\mathcal{C} \in \mathbb{R}^{\left| S \right| \times \left| A \right|}$, where the rows of $\mathcal{C}$ denote the cost of taking any action $a \in A$ for a given state $s$ while the columns denote the cost of taking action $a$ while in any state $s \in S$.

Due to imperfect information, an agent must estimate its current state $s_t \in S$ through its history of observations. Specifically, the agent maintains a belief state $b_t = [b_t(s) : s \in S] \in \Delta(S)$ at each time step $t$, where, for all $s \in S$, $b_t(s) = \Pr(s_t = s|z_{1:t-1})$ denotes the probability that the agent believes it resides in state $s$ at time $t$ given the sequence of observations $z_{1:t-1}$. In our formulation, the agent maintains a parallel set of belief states over the course of its operation. We refer to the first of these belief states as the prior belief state $b_t$, as defined previously. Particularly, the prior belief state characterizes the belief of the agent about its underlying state prior to making an observation at time step $t$. Similarly, the second belief state that the agent maintains is referred to as the posterior belief state $\hat{b}_t = [\hat{b}_t(s) : s \in S] \in \Delta(S)$, where each $\hat{b}_t(s)$ is defined according to $\hat{b}_t(s) = \Pr(s_t = s|z_{1:t})$, which is the belief state of the agent after making an observation about its underlying state $s_t$ (but, we stress, before taking an action at this time step). Thus, we see that the prior belief state captures the information that the agent has available when choosing its perception strategy, while the posterior belief state captures the information that the agent has available when choosing an action. The differences between these parallel belief states are formally discussed in Section 3.2.

As discussed in the introduction, in our formulation, the agent is free to design both its action-selection strategy as well as its belief-dependent observation function. We refer to this joint process as a simultaneous perception-action strategy, which consists of both its action strategy $A$ and its perception strategy $\mathcal{P}$. To start with, the action strategy of the agent is a sequence $A = \{A_1, \ldots, A_t, \ldots\}$, where each $A_t : \Delta(S) \rightarrow \Delta(A)$. In words, an action strategy maps a posterior belief state $b_t$ at time $t$ to a probability distribution over action selection. We denote the probability of taking action $a$ in the posterior belief state $b_t$ at time $t$ as $A_t(a|b_t)$. Likewise, the perception strategy is a sequence $\mathcal{P} = \{\mathcal{P}_1, \ldots, \mathcal{P}_t, \ldots\}$, where $\mathcal{P}_t : \Delta(S) \times \Delta(Z) \rightarrow \Delta(S)$. The perception strategy prescribes a belief-dependent observation function for the agent at each time step. We denote the probability of making observation $z$ about the underlying state $s$ while in the prior belief state $b_t$ at time $t$ as $\mathcal{P}_t(z|s, b_t)$.

Remark 1 Since the agent is able to synthesize its own perception strategy $\mathcal{P}_t(z|s, b_t)$, our assumption that the set $Z$ has infinite cardinality provides the agent with the greatest freedom in this synthesis problem. However, as shown in Shafieepoorfard et al. [2016], there is no advantage to using a $Z$ with cardinality greater than that of $\Delta(S)$. In the main problem (4) that we formulate below, we assume $Z = \Delta(S)$ without loss of generality, and assign each observation to a unique belief state.

3.2 Relation Between Prior and Posterior Belief States

Fig. 2 details the relation between the prior and posterior belief states. Given a posterior belief state $b_t$, the agent first selects an action policy $A_t(a|\hat{b}_t)$. Once an action policy is selected, the agent can then predict the unique prior belief state that it transitions to by computing

$$b_{t+1}(s) = \sum_{s' \in S} \sum_{a \in A} T(s|a, s') A_t(a|\hat{b}_t) \hat{b}_t(s').$$
When the action strategy is deterministic, i.e., there exists an action \( a \in A \) such that \( A_t(a|b_t)=1 \), we may write \( a = A_t(b_t) \) and more succinctly express (1) as

\[
b_{t+1}(s) = \sum_{s' \in S} T(s|A_t(b_t), s')b_t(s').
\]  

(2)

Once the agent has transitioned to the prior belief state \( b_t \), it then chooses its perception strategy \( P_t(z|s, b_t) \). With probability \( \Pr(z_t=z) = \sum_{s \in S} P_t(z|s, b_t) b_t(s) \), the agent then makes an observation \( z_t = z \) and updates to the posterior belief state \( \hat{b}_t \) according to the set of Bayesian updates

\[
\hat{b}_t(s) = \frac{P_t(z|s, b_t) b_t(s)}{\sum_{s' \in S} P_t(z|s', b_t) b_t(s')}
\]  

(3)

for each \( s \in S \). Note that the transition to the posterior belief state \( \hat{b}_t \) occurs with probability \( \Pr(z_t=z) \). Note that when \( Z \) is a countable set, the structure of (3) implies that, for any \( b_t \in \Delta(S) \), \( \hat{b}_t \) is a collection of point masses each having weight \( \Pr(z_t=z) \). We adopt the notation \( \hat{b}_t \) to denote the unique posterior belief obtained when observation \( z_t \) is made while in prior belief state \( b_t \). Similarly, we denote \( \hat{b}_{t+1} \) as the unique prior belief obtained when action \( a \) is chosen in posterior belief state \( \hat{b}_t \).

### 3.3 An Information-Theoretic Perception Cost

In the absence of perception costs, it is always optimal for the agent to select a noiseless, full-state measurement (i.e., \( Z = S \) and \( z_t = s_t \)) as the perception strategy. To make the perception design problem meaningful, it is necessary to introduce a mathematical metric to model the cost of information acquisition for the agent. Although the SPADE framework is general enough to support a variety of perception cost functions, we focus on a model where these costs are quantified by the information-theoretic concept of directed information. Directed information (Massey [1990]), sometimes referred to as transfer entropy (Schreiber [2000]), is a non-negative quantity characterizing the information flow between random processes. For a pair of random processes \( s_{1:T} \) and \( z_{1:T} \), the directed information from \( s_{1:T} \) to \( z_{1:T} \) is

\[
I(s_{1:T} \to z_{1:T}) \equiv \sum_{t=1}^T I(s_t; z_t|z_{1:t-1}),
\]

where \( I(s_{1:t}; z_t|z_{1:t-1}) \) is the conditional mutual information (Cover and Thomas [2012]), explicitly written as

\[
\sum_{s \in S, z_{1:t}} \Pr(s_{1:t}, z_{1:t}) \log \frac{\Pr(s_{1:t}, z_t|z_{1:t-1})}{\Pr(s_{1:t}|z_{1:t-1}) \Pr(z_t|z_{1:t-1})}.
\]

In the SPADE model, the random processes \( s_{1:T} \) and \( z_{1:T} \) represent the state and the observation sequences, respectively. The directed information is closely related to the information traffic from the perception unit to the action unit (the lower left and right blocks of Fig. 1b, respectively), and is a suitable metric to capture perception costs as, for our model, it is equivalent to the summation of the stage-additive information gains. A formal analysis providing the directed information with a Shannon-theoretic operational meaning is provided in Appendix A. For mathematical convenience, we introduce the discounted directed information:

\[
I_\gamma(s_{1:T} \to z_{1:T}) \equiv \sum_{t=1}^\infty \gamma^{t-1} I(s_{1:t}; z_t|z_{1:t-1}) = \sum_{t=1}^\infty \gamma^{t-1} I(s_t; z_t|z_{1:t-1}).
\]

### 3.4 Main Problem

In the SPADE problem, the objective of the agent is to minimize the discounted sum of its perception and environmental costs. The agent accomplishes this objective by optimally choosing its perception and action strategies, which we express through the objective function

\[
\min_{P_c, A_t} \sum_{t=1}^\infty \gamma^{t-1} \left[ \beta I(s_t; z_t|z_{1:t-1}) + E[C(s_t, a_t)] \right],
\]

(4)

where \( \beta \) is a parameter weighting the relative cost of information. We seek to formulate our objective in (4) in terms of a dynamic programming problem over the belief space \( \Delta(S) \). To this end, consider a prior belief state with...
Note that for a fixed $b_t$, the stage-wise mutual information in (5) is convex with respect to the perception strategy $P_t$, since it is the weighted sum of relative entropies.

From the definitions of $R(b_t, P_t)$ and $C(s_t, a_t)$, we can decompose the objective function in (4) into a set of recursive Bellman equations, where the value function is given by

$$V(b_t) \triangleq \inf_{\beta R(b_t, P_t)} \left\{ \mathbb{E}^A, P_t \left[ C(s_t, a_t) \right] + \gamma \mathbb{E}^A, P_t \left[ V(b_{t+1}) \right] \right\}$$

(6)

for each prior belief state $b_t$ at time $t$. The notation $\mathbb{E}^A, P_t$ emphasizes that these expectations are evaluated under the joint distribution defined by $b_t$, $P_t$ and $A_t$. From a prior belief state $b_t$, recall that the agent first transitions to a posterior belief state $b_t$ through the update equation (3) with probability given by $\Pr(z_t = z)$. Once in $b_t$, the agent then transitions to a prior belief state $b_{t+1}$ through the prediction equation (1). Through this evolution, we can decompose (6) into the perception and action stages, respectively:

$$V(b_t) = \inf_{P_t} \left\{ \beta R(b_t, P_t) + \sum_{s \in S} \int_{z \in Z} P_t(z|s, b_t) b_t(s) \hat{V}(\hat{b}_t) \right\}$$

(7a)

The analysis is in terms of the standard POMDP paradigm described in Fig. 1a by augmenting the space of actions with the space of perception strategies; i.e., $A_{aug} = (P, A)$. Suppose that we then discretize the space of perception strategies such that

$$b_t(s) = \Pr(s_t = s|z_{1:t-1}).$$

The stage-wise mutual information for this belief state $b_t$ is

$$I(s_t; z_t|z_{1:t-1}) = \sum_{s \in S} \int_{z \in Z} P_t(z|s, b_t) b_t(s) \log \frac{\sum_{s' \in S} P_t(z|s', b_t) b_t(s')}{\sum_{s' \in S} P_t(z|s', b_t) b_t(s')} \triangleq R(b_t, P_t).$$

(5)

We now prove Theorem 1.

Theorem 1 The following results hold for the operator $T$:

(a) For any $V \in B(\Delta(S))$ and $V' \in B(\Delta(S))$,

$$\|TV - TV'\|_{\sup} \leq \gamma \|V - V'\|_{\sup}.$$  

(b) For an arbitrary $V_0 \in B(\Delta(S))$, define a sequence of functions $\{V_k\}_{k=1,2,\ldots}$, $V_k \in B(\Delta(S))$, by $V_k = T^k V_0$, $k = 1, 2, \ldots$ Then, we have

$$\lim_{k \to \infty} \|V_k - V^*\|_{\sup} = 0$$

where $V^* \in B(\Delta(S))$ is the unique solution to $V^* = TV^*$.

Proof: (a) Let $q \triangleq \|V - V'\|_{\sup}$. Then,

$$V(b) - q \leq V'(b) \leq V(b) + q$$

for every $b \in \Delta(S)$. Applying the operator $T$ to each side of the inequality, we have that, for each $b \in \Delta(S)$,

$$TV(b) - \gamma q \leq TV'(b) \leq TV(b) + \gamma q,$$

where we have made use of the fact that

$$\gamma \mathbb{E}^A, P_t \left[ V(b_{t+1}^*) + q \right] = \gamma \mathbb{E}^A, P_t \left[ V(b_{t+1}^*) \right] + \gamma q$$

in (8). The result then follows.

(b) Notice that the space $B(\Delta(S))$ equipped with the sup norm $\| \cdot \|_{\sup}$ is a complete metric space. Since $T$ is a contractive mapping from $B(\Delta(S))$ to itself, we can apply the Banach fixed-point theorem (Khamsi and Kirk [2011]) to obtain the result. □

The direct implementation of the value iteration $V_k = T^k V_0$ is computationally intractable as the function $V(\cdot)$ must be evaluated everywhere on the continuous belief space $\Delta(S)$. 

Remark 2 It is possible to express our main objective (4) in terms of the standard POMDP paradigm described in Fig. 1a by augmenting the space of actions with the space of perception strategies; i.e., $A_{aug} = (P, A)$. Suppose that we then discretize the space of perception strategies such that
Recall from Remark 1 that we set \( B \subset \Delta(S) \) without loss of generality for the continuous state-space problem. Similarly, for the method of invariant finite belief sets, we set \( Z = \hat{B} \) without loss of generality. Thus, we have that \( |Z| = |\hat{B}| = M \). Based on the selection of \( \hat{B} \), we can apply the update equation (3) for each \( b \in \hat{B} \) and each action \( a \in A \) to obtain a corresponding finite set of prior belief states, which we refer to as \( \hat{B} \subset \Delta(S) \). Furthermore, since the subsequent prior belief state \( \hat{b} \) given a posterior belief state \( \hat{b} \) and action \( a \) is unique, we have that \( |\hat{B}| = |M| \cdot |A| \).

Given the sets \( B \) and \( \hat{B} \), we now seek conditions under which they are invariant; i.e., over repeated predict and update steps using (1) and (3), the agent should operate exclusively within \( B \) and \( \hat{B} \), as illustrated in Fig. 3. By the construction of the set \( B \), the predict equation (1) trivially yields prior belief states exclusively on \( B \) for an agent in any \( b \in \hat{B} \) taking any action. It remains to show that we can restrict the update equation such that the resulting posterior belief state remains in the set \( \hat{B} \). This condition requires that for each prior belief state \( b \in B \) and for any observation \( z \in Z \) made while in \( b \), the resulting posterior belief state is guaranteed to exist in the set \( \hat{B} \); i.e., \( \hat{b} \in \hat{B} \), where, as previously discussed, \( \hat{b} \) is the posterior belief state that results from making observation \( z \) while in prior belief state \( b \). Recalling the update equation (3), the individual probabilities \( \hat{b}(s) \) are

\[
\hat{b}(s) = \frac{P(z|s,b)b(s)}{\sum_{s'|S} P(z|s',b(s'))} \quad \forall s \in S. \tag{9}
\]

To ensure that the posterior belief state \( \hat{b} \) obtained by (9) remains in our invariant set \( \hat{B} \), we seek to impose restrictions on the set of admissible perception strategies \( P \) such that \( \hat{b} \in \hat{B} \) is guaranteed for all possible observations \( z \in Z \).

Recalling Remark 1, such restrictions can readily be imposed since the sets \( \hat{B} \) and \( Z \) have equal cardinalities, as well as the fact that the perception strategy is belief-dependent.

In what follows, we will show that these restrictions are linear constraints on \( P \), and that they are algorithmically straightforward to incorporate. To start with, recall that the prior and posterior belief states are vectors given by \( b = [b(s):s \in S]^T \) and \( \hat{b} = [\hat{b}(s):s \in S]^T \), respectively. We now introduce \( P^b_\hat{b} \in \mathbb{R}^{|S|} \) for each observation \( z \in Z \) and prior belief state \( b \in B \) to denote the vector \( \{P(z|s,b):s \in S\}^T \in \mathbb{R}^{|S|} \).

Using this notation, we subsequently introduce the scalar

\[
\alpha^b_\hat{b} \triangleq \sum_{s \in S} P(z|s,b)\hat{b}(s) = b^T P^b_\hat{b}
\]

to encode the probability of observing \( z \) when in the prior belief state \( b \) and the perception strategy \( P \) is applied. Equation (9) implies \( \alpha^b_\hat{b} \) and \( P^b_\hat{b} \) have the linear relation

\[
\alpha^b_\hat{b} \hat{b} = \text{diag}(b) P^b_\hat{b}. \tag{10}
\]

We can use this constraint to ensure that the updated posterior belief state remains in the set \( \hat{B} \) as follows. For a fixed prior belief state \( b \), since the cardinalities of both the set \( \hat{B} \) and \( Z \) are equal, we can assign each \( z \) in (9) to a unique
that in realistic scenarios, we typically have that there exist infinitely many solutions to (12)-(13). We note

Proof: In what follows, we denote belief states as \( B \) and belief set. For the user-defined set of posterior belief states \( \hat{b} \), we finally impose that the perception strategy must be a valid probability distribution; i.e., \( \sum_z P(z|b,s) = 1 \) for each state \( s \in S \). Since valid probability distributions must have nonnegative elements, we finally impose that

\[
[P_b^\varepsilon, a_b^z]^\top \geq 0, \quad \forall z \in Z
\]

(13)

entry-wise. Assuming that the number of observations is greater than the number of states; i.e., \( M > |S| \), the set of constraints in (12) is an underdetermined linear system with \( (M-|S|+M) \) variables and \( (M-|S|+|S|) \) constraints, so there exist infinitely many solutions to (12)-(13). We note that in realistic scenarios, we typically have that \( M \geq |S| \). We now state the following lemma.

Lemma 1 Under Assumption 1, (12)-(13) admits a feasible solution.

Proof: See Appendix B.

In what follows, we denote \( P(b \rightarrow \hat{B}) \) as the subset of \( P \) satisfying the linear constraints (12)-(13).

4.2 Dynamic Programming Revisited

We now propose a method to approximate the dynamic programming formulas (7a) and (7b) using our invariant, finite belief set. For the user-defined set of posterior belief states \( \hat{B} \) satisfying Assumption 1, denote its associated set of prior belief states as \( \hat{B}^\varepsilon \).

\[
V(b) = \min_{P \in P(b \rightarrow \hat{B})} \beta R(b, P)
\]

We have modified (7a) by including an additional constraint \( P(z|b,s) \geq 0 \) which ensures that the perception strategy causes the agent to remain on the IFBS. Notably, (14) is a convex optimization problem and can be further simplified. In the following lemma, we show that (14) can be reduced to an equivalent linear program (LP).

Lemma 2 For a given prior belief state \( b \), define

\[
\mathcal{S}(b) \triangleq \{ s | b(s) \neq 0 \}
\]

\[
\mathcal{M}(b) \triangleq \{ m | \text{supp}(\hat{b}^m) \subseteq \text{supp}(b) \}
\]

Now, introduce the notation \( \hat{b}^\varepsilon_s \triangleq \text{col}_{s \in \mathcal{S}(b)} \{ \hat{b}(s) \} \) and \( \hat{b}^\varepsilon_{\mathcal{M}} \triangleq \text{col}_{m \in \mathcal{M}(b)} (\hat{b}(s)) \). Then, (14) is equivalent to the following LP:

\[
\min_{\alpha_b \geq 0} \sum_{m \in \mathcal{M}(b)} F_m \alpha_b^m
\]

\[
\text{s.t. } \sum_{m \in \mathcal{M}(b)} \alpha_b^m \hat{b}^\varepsilon_s = b(\hat{S}_s) \quad \alpha_b^m = 0 \quad \forall m \notin \mathcal{M}(b),
\]

where \( \alpha_b = [\alpha_b^1, \ldots, \alpha_b^M] \in \mathbb{R}^M \) is the decision variable and

\[
F_m = \beta D(\hat{b}^m||b) + \hat{V}(\hat{b}^m),
\]

\[
D(\hat{b}^m||b) = \sum_{s \in \mathcal{S}(b)} \hat{b}^m(s) \log \frac{\hat{b}^m(s)}{b(s)}.
\]

Proof: See Appendix B.

In brief, the proof of Lemma 2 proceeds as follows. From (10), by removing states with \( b(s) = 0 \), we can invert \( \frac{z}{P} \) to obtain an explicit parameterization of \( P^\varepsilon \{ \mathcal{S}(b) \} \) in terms of \( \alpha_b \). We can then substitute this relation for each individual perception strategy variable into (14). Substituting for the objective function yields (15a), while substituting into the second set of constraints in (12) yields the given equality constraints, producing the desired LP.

We introduce \( C_s \in \mathbb{R}^{|S|} \) to denote the column of the cost matrix \( C \) corresponding to a given action \( a \in A \). Then, for each \( \hat{b}^m \in \hat{B} \), we can express (7b) as

\[
\hat{V}(\hat{b}^m) = \min_{a \in A} [C_a^\top \hat{b}^m + \gamma V(\hat{b}^{m,a})].
\]

For a given IFBS, both (15) and (16) are computationally tractable. Furthermore, (15) is parallelizable for each \( b \in \hat{B} \). Based on this discussion, the following backward dynamic programming problem is suggested: for each \( b \in \hat{B} \), solve (15), while for each \( b \in \hat{B} \), solve (16).
Applying (16) to the vector $V$ followed by the operation (15) is equivalent to applying the operator $\tilde{T} : \mathbb{R}^M \rightarrow \mathbb{R}^M$ defined according to

$$
(\tilde{T}V)(b) = \min_{A, \mathcal{P} \in \mathcal{P}(b \rightarrow \mathcal{B})} \{ \beta R(b, \mathcal{P}) + \mathbb{E}_b^{A, \mathcal{P}}[C(s, a)] + \gamma \mathbb{E}_b^{A, \mathcal{P}}[\tilde{V}(b^{m,n})] \}. \quad (17)
$$

For an initial bounded vector $\tilde{V}_0 \in \mathbb{R}^M$, the value iteration procedure $V_k = T^k \tilde{V}_0$ can be viewed as an approximation of the original value iteration $V_k = T^k V_0$ in Theorem 1. Similar to Theorem 1, the convergence of the modified value iteration procedure is readily shown. This result is formalized in Theorem 2 below.

**Theorem 2** The following results hold for the operator $\tilde{T}$:

(a) For any bounded vectors $\tilde{V}, \tilde{V}' \in \mathbb{R}^M$,

$$
\| \tilde{T}\tilde{V} - \tilde{T}\tilde{V}' \|_{\infty} \leq \gamma \| \tilde{V} - \tilde{V}' \|_{\infty}.
$$

(b) For an arbitrary bounded vector $\tilde{V}_0 \in \mathbb{R}^M$, define a sequence of bounded vectors $\{V_k\}_{k=1,2,...}$ by $V_k = \tilde{T}^k \tilde{V}_0$, $k = 1, 2, \ldots$. Then, we have

$$
\lim_{k \rightarrow \infty} \tilde{V}_k = \tilde{V}^*.
$$

where $\tilde{V}^* \in \mathbb{R}^M$ is the unique solution to $\tilde{V}^* = \tilde{T}\tilde{V}^*$.

**Proof:** The proof is similar to that of Theorem 1 and hence is omitted. □

To limit computation time, it is advantageous to construct $\hat{\mathcal{B}}$ using as few representative belief states as possible. However, doing so may yield value functions in (15a)-(15c) and (16) that poorly approximate the true belief space value functions of (7a) and (7b). Thus, it is desirable to possess some method for improving the approximation. To this end, we present the following Lemma.

**Lemma 3** Let $\hat{\mathcal{B}}$ be a set of posterior belief states with the corresponding set of prior belief states $\hat{\mathcal{B}}$ found through the solution of (1) for each $\tilde{b} \in \hat{\mathcal{B}}$ and $a \in A$. Denote their respective value functions by $V(\cdot)$ and $\tilde{V}(\cdot)$. Consider a new set $\hat{\mathcal{B}}' = \hat{\mathcal{B}} \cup \hat{\mathcal{B}}$ where $\hat{\mathcal{B}}$ is formed by adding a sample belief state $\hat{b}$ to $\hat{\mathcal{B}}$. For $\hat{\mathcal{B}}'$, denote its associated set of prior belief states by $\hat{\mathcal{B}}'$ and their value functions by $\hat{V}'(\cdot)$ and $\tilde{V}'(\cdot)$, respectively. Then, $\tilde{V}(b) \geq \hat{V}'(b)$ for all $b \in \hat{\mathcal{B}}$ and $\hat{V}(b) \geq \hat{V}'(\hat{b})$ for all $\hat{b} \in \hat{\mathcal{B}}'$; i.e., the value functions are monotonically non-increasing as $|\hat{\mathcal{B}}|$ increases.

**Proof:** See Appendix B. □

Following from Lemma 3, if it is believed that (15a)-(16) yield poor approximations, then one can add sample beliefs to $\hat{\mathcal{B}}$, and recompute. Recall, by Assumption 1, that increasing the cardinality of the set $\hat{\mathcal{B}}$ likewise requires the cardinality of the observation alphabet to also increase such that $|\hat{\mathcal{B}}| = M$ holds. In this sense, Lemma 3 implies that an agent with an additional sensor can do no worse than an agent without that sensor. Fig. 4 illustrates that the fixed point $V(\hat{b})$ of the value iteration is monotonically non-increasing in $M$ for a simple three-state example (additional information about this example is provided in the Appendix D).

**4.3 Approximation of Value Functions**

Theorem 1 implies that the value function $V^*$ for the main problem (4) can be obtained by the value iteration procedure $V_k = T^k V_0$. Unfortunately, such a procedure is computationally intractable. In the previous subsection, we showed that an approximation $\tilde{V}^*$ of $V^*$ can be obtained through the modified value iteration procedure $\tilde{V}_k = \tilde{T}^k \tilde{V}_0$, which can be performed exclusively on the IFBS. We now study how the gap between $V^*$ and $\tilde{V}^*$ depends on the sample density of the IFBS. First, we characterize the sample density of the IFBS $\hat{\mathcal{B}} \subset \Delta(S)$ as follows: For each $\hat{b} \in \Delta(S)$, denote by

![Fig. 4. Prior belief state value functions plotted on the 3D belief simplex for an increasing number of sample belief states.](image-url)
\[ \pi(\hat{b}) \in \hat{B} \] the nearest element of \( \hat{B} \) from \( \hat{b} \) whose support is contained in the support of \( \hat{b} \). That is,
\[ \pi(\hat{b}) \triangleq \arg \min_{\hat{b}^m \in \hat{B}} \| \hat{b} - \hat{b}^m \|_\infty \quad \text{s.t.} \quad \text{support}(\hat{b}^m) \subseteq \text{support}(\hat{b}). \] (18)
The constraint that support(\( \hat{b}^m \)) \( \subseteq \) support(\( \hat{b} \)) will be necessary for the proof of Lemma 4 below. Using \( \pi(\cdot) \), define the density parameter
\[ \hat{c} \triangleq \max_{b \in \Delta(S)} \| \hat{b} - \pi(\hat{b}) \|_\infty. \] (19)
How well the function \( V^* \) can be approximated also depends on the “regularity” of \( V^* \). We define the regularity parameter \( \delta \) as a positive constant such that
\[ |V^*(b) - V^*(b')| \leq \delta \] (20)
holds for all \( b, b' \in \Delta(S) \) such that \( \| b - b' \|_\infty \leq \hat{c}|S| \).
The main result of this subsection critically relies on the following lemma, which provides an upper bound on the difference between the operators \( T \) and \( \hat{T} \) applied to the same function \( V \). For a given function \( V \in B(\Delta(S)) \), denote by \( V|_B \in \mathbb{R}^B \) the restriction to the set \( B \); i.e., \( V|_B \) is the function \( V \) evaluated only at points in the set \( B \).

**Lemma 4** Suppose that a function \( V \in B(\Delta(S)) \) satisfies
\[ |V(b) - V(b')| \leq \delta \] (21)
for all \( b, b' \in \Delta(S) \) such that \( \| b - b' \|_\infty \leq \hat{c}|S| \). Then,
\[ \|(TV)|_B - \hat{T}(V|_B)\|_\infty \leq \epsilon \] (22)
where
\[ \epsilon = \gamma \hat{c} + \hat{c} \beta \log \hat{c}|S| + \hat{c} \left( \beta \sum_{s \in S(b) \neq 0} |\log b(s)| + \sum_{s,a} |C(s, a)| \right). \] (23)

**Proof:** See Appendix C. \( \square \)

The main result of this subsection is summarized as follows:

**Theorem 3** Let \( B \) and \( \hat{B} \) be fixed, and define the parameter \( \hat{c} \) by (19). Let \( V^* \in B(\Delta(S)) \) be the unique function satisfying \( V^* = TV^* \) and define the parameter \( \delta \) by (20). Define the sequence \( \hat{V}_k \in \mathbb{R}^M \), \( k = 1, 2, \ldots \) by \( \hat{V}_k = \hat{T}^k \hat{V}_0 \) where \( \hat{V}_0 \in \mathbb{R}^M \) is an arbitrary bounded vector. Then,
\[ \limsup_{k \to \infty} \| V^*|_B - \hat{V}_k \|_\infty \leq \frac{\epsilon}{1 - \gamma} \] (24)
where \( \epsilon \) is defined by (23).

**Proof:** Notice that
\[ \| V^*|_B - \hat{V}_{k+1} \|_\infty \]
\[ = \| (TV^*)|_B - \hat{T}\hat{V}_k \|_\infty \]
\[ = \| (TV^*)|_B - \hat{T}(V^*|_B) + \hat{T}(V^*|_B) - \hat{T}\hat{V}_k \|_\infty \]
\[ \leq \| \hat{T}(V^*|_B) - \hat{T}\hat{V}_k \|_\infty + \| (TV^*)|_B - \hat{T}(V^*|_B) \|_\infty \]
\[ \leq \gamma \| V^*|_B - \hat{V}_k \|_\infty + \epsilon. \] (25)
The first inequality is obtained by invoking \( V^* = TV^* \) and \( \hat{V}_{k+1} = \hat{T}\hat{V}_k \). In the last step, we used the fact that \( \hat{T} \) is contractive (Theorem 2) and the result of Lemma 4. Define a sequence \( e_k \) of positive numbers by
\[ e_{k+1} = \gamma e_k + \epsilon, \] (26)
taking \( e_0 = \| V^*|_B - \hat{V}_0 \|_\infty \). Then,
\[ \lim_{k \to \infty} e_k = \frac{\epsilon}{1 - \gamma}. \] (27)
Combining the results of (25), (26), and (27), it is straightforward to show by induction that
\[ \| V^*|_B - \hat{V}_k \|_\infty \leq e_k \quad \forall k = 0, 1, \ldots, \]
from which (24) follows. \( \square \)

Notice that the constant \( \epsilon \) appearing in (24) depends on \( \hat{c} \) and \( \delta \). Since the optimal value function \( V^* \) is not known in advance, it is in general not possible to compute \( \delta \). However, in circumstances where \( V^* \) is known to be uniformly continuous, for each \( \delta > 0 \), the condition (20) can always be guaranteed by choosing a sufficiently small \( \hat{c} > 0 \), i.e., by making the set \( \hat{B} \) sufficiently dense in \( \Delta(S) \). Therefore, in such cases, the vector \( \hat{V}^* \) can approximate \( V^*|_B \) arbitrarily well by increasing the sample density of \( \hat{B} \) in \( \Delta(S) \).

It is currently not known under what conditions the uniform continuity of \( V^* \) is guaranteed. Obtaining these conditions remains the subject of future work.

### 5 Numerical Example: Mars Rover

To demonstrate the SPADE framework, we consider a Mars rover that must complete a surveying task by maneuvering from its initial position to a target position. To reach the target position, the rover must avoid a dangerous, rocky section in the center of its environment. To accomplish this objective, the rover can choose from one of several possible paths: it can either follow a more direct, but dangerous, path by travelling towards the bottom of the environment, or it can follow a longer, but safer, path around the top of the rocky area. In this example, we study the relation between the relative cost of perception and the resulting path that the
invariant finite belief sets tractable, approximate solution through a novel method of objective function was decomposed into two coupled sets of problem for an agent wherein the perception costs were considered. We considered a simultaneous perception-action design wherein we solve (15a)-(15c) for each prior belief state and (16) for each posterior belief state at each iteration. To solve each LP, we use the default LP solver available in MATLAB.

To discuss the qualitative differences between the synthesized joint perception-action strategies for the values of β considered, we examine the sample trajectories that they generate. Fig. 6 plots the expected state residence averaged over 1000 trials for each value of β considered. In the case that β=0, we see from Fig. 6a that the rover takes the shorter path underneath the rocky obstacles to reach its objective, as, in the absence of perception costs, it is strictly focused on minimizing its remaining environmental costs. The rover is able to follow this path as it has perfect knowledge of its state in the environment. Because it incurs no perception costs, the synthesized perception strategy will always uniquely indicate the true underlying state of the rover. The rover is thus able to leverage this perfect state information towards taking a more direct path to reach the target states.

In the case that β=20, perception costs have driven the rover to exhibit different behavior. In the majority of the simulations, the rover takes the longer path around the top of the rocky obstacles, typically providing itself at least a row of separation around them. Intuitively, the synthesized perception strategy drives the rover to maintain a diffuse belief state, as such belief states correspond to lower perception costs. Thus, to balance perception and environmental costs, the rover remains in belief states that are diffuse yet have a low, if not zero, probability of residing in a rocky state. In some cases; however, the rover initially slips several states in the opposite direction of the safer path. Once in such a state, the environmental costs associated with following an even longer (but safer) trajectory begin to dominate the perception costs. In these cases, the rover follows trajectories more similar to those displayed in the case of β=0.

Through this example, we see how the relative costs associated with perception and the environment of the agent can lead to significantly different behavior.

6 Conclusion and Future Work

We considered a simultaneous perception-action design problem for an agent wherein the perception costs were modelled using the directed information. The agent’s objective function was decomposed into two coupled sets of recursive Bellman equations, which allowed us to obtain a tractable, approximate solution through a novel method of invariant finite belief sets. The proposed method restricts...
(a) Case 1: $\beta = 0$. The agent incurs no perception costs and is free to synthesize perception strategies that yield perfect state information. The agent is able to leverage this information in order to take a more direct path to the goal state.

(b) Case 2: $\beta = 20$. The agent faces prohibitive perception-related costs relative to Case 1. For this reason, the agent instead favors a longer path around the rocky obstacle. This path does not require high-fidelity observations, reducing perception costs.

Fig. 6. Expected rover state residences averaged over 1000 trials for $\beta = 0$ and $\beta = 20$ plotted at various time steps. The shading of each state corresponds to the fraction of the trials that occupied that state at the given time step.

the agent to operate exclusively on a finite subset of the continuous belief space. An optimal simultaneous perception-action strategy can then be obtained using a backward dynamic programming approach wherein a linear program is solved for each prior belief state at each iteration. Future work must consider the validity of the assumption on the structure of the continuous state-space value functions used to derive the convergence result.

Several natural extensions of the SPADE framework are as follows. To start with, once the optimal perception strategy $P(z|s,b)$ has been obtained, the next step is to select, or develop, a sensor that “physically realizes” the perception strategy (at least approximately). The types of additional constraints that must be imposed on the perception strategy to allow for such a sensor remains the subject of future work. For example, one must consider cases where no sensing device is available to distinguish some states from one another, or the case that certain observations are only available in specific states.

Furthermore, for the tabular algorithm we propose in equations (12)-(13), naively constructing the posterior belief set $\tilde{B}$ yields an impractical cardinality for realistic, large-scale problems. Developing methods to cleverly construct $\tilde{B}$ remains an important research opportunity for future study. An alternative direction for mitigating computational costs is to work on the feature space rather than the original state space. Doing so may additionally facilitate the incorporation of temporal logic into the SPADE framework, allowing for the expression of more complicated tasks and objectives.
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A Details on Information-theoretic Perception Cost

We start by providing a more rigorous rationale behind our choice of the directed information, $I(s_{1:T} \rightarrow z_{1:T})$, for our perception cost. To this end, notice that

$$I(s_{1:T} \rightarrow z_{1:T}) = \sum_{t=1}^{T} I(s_{t}; z_{t} | z_{1:t-1})$$
(23a)

$$= \sum_{t=1}^{T} I(s_{t}; z_{t} | z_{1:t-1}) - I(s_{t}; z_{1:t-1}; z_{t} | z_{1:t-1})$$
(23b)

$$= \sum_{t=1}^{T} I(s_{t}; z_{t} | z_{1:t-1})$$
(23c)

$$= \sum_{t=1}^{T} H(s_{t} | z_{1:t-1}) - H(s_{t} | z_{1:t})$$
(23d)

The second term in (23b) is zero as our model assumes that $z_{t}$ is independent of $s_{1:t-1}$ given $s_{t}$, as shown in Fig. 1b. Therefore, the directed information is equivalent to the summation of the stage-additive information gains; i.e., the difference in entropy of the state variable before and after incorporating the newest measurement $z_{t}$. We interpret this information gain as the minimum number of information bits that must be delivered from the perception unit to the action unit in each time step. The set of SPADE parameters that minimize $I(s_{1:T} \rightarrow z_{1:T})$ are advantageous, since an optimal source coding (i.e., data compression) scheme can potentially reduce the data traffic from the perception unit to the action unit to $I(s_{1:T} \rightarrow z_{1:T})$ bits.

We now consider a formal analysis that allows us to provide the directed information a Shannon-theoretic operational meaning. To this end, we introduce a model in which the communication channel from the perception unit to the action unit is a noiseless bitpipe, through which the message $z_{t}$ is delivered in the form of a variable-length, uniquely decodable binary code.

Let $P_{s}$, $P_{m}$, $P_{z}$ and $P_{a}$ be conditional probability distributions with the structures shown in Fig. A.1. Given an initial distribution $P_{s}(s_{1})$, let $s_{1:T}$, $m_{1:T}$, $z_{1:T}$ and $a_{1:T}$ be random processes defined by the feedback diagram shown in Fig. A.1. Then, we can obtain the following lemma.

**Lemma 5** (Data processing inequality for directed information) Given the Feedback system shown in Fig. A.1, the following inequalities hold:

$$I(s_{1:T} \rightarrow a_{1:T}) \leq I(s_{1:T} \rightarrow z_{1:T}) \leq I(m_{1:T} \rightarrow z_{1:T})$$
To provide the directed information a Shannon-theoretic operational meaning, assume that messages from the perception unit to the action unit are communicated through a noiseless bitpipe, as shown in Fig. A.2, and that delivering an individual bit incurs a unit cost. This formulation provides a meaningful model to estimate the cost of communication in applications where sensor data is transmitted over a digital communication channel. In time step $t$, the perception unit produces a uniquely decodable variable-length binary code $m_t \in \{0,1\}^{\ell_t}$, where $\ell_t$ is the length of the code. The message $m_t$ is decoded in the action unit to reproduce the observation signal $z_t \in Z$. Since communication is costly, the design goal of the simultaneous perception-action system, including message encoder and decoder, is to minimize

$$
\sum_{t=1}^{T} \mathbb{E}C(s_t, a_t) + \mathbb{E}[\ell_t],
$$

where $\mathbb{E}[\ell_t]$ is the expected codeword length. Although it is difficult to evaluate $\mathbb{E}[\ell_t]$ directly, it can be approximated using directed information, as shown in the following lemma.

**Lemma 6** For the communication system shown in Fig. A.2, we have

$$
I(s_{1:T} \rightarrow z_{1:T}) \leq \sum_{t=1}^{T} \mathbb{E}[\ell_t].
$$

**Proof:** The following chain of inequalities establishes the claim:

$$
I(s_{1:t} \rightarrow z_{1:t}) \leq I(m_{1:t} \rightarrow z_{1:t})
$$

Proof: See, e.g., [Derpich and Østergaard 2021].

The data processing inequality (Lemma 5) is applied to (26a). The inequality (26b) holds due to the fact that conditioning can only reduce the entropy. The final step (26c) follows from the fact that any uniquely decodable code is uniquely decodable code of itself, and thus its expected codeword length is lower-bounded by its entropy, see, e.g., (Theorem 5.3.1) of Cover and Thomas [2012].

Evaluating the tightness of the lower bound (25) is more challenging. However, it is reported [Tanaka et al. 2017], Kostina and Hassibi [2019] that the construction of source coders operating at a rate close to this lower bound is possible under some special circumstances, such as in Linear-Quadratic-Gaussian settings.

## B Proofs of Lemmas 1-3

**Lemma 1** Under Assumption 1, (12)-(13) admits a feasible solution.

**Proof:** Starting with the constraint given in (8), we sum over all $m=1 \ldots M$ to obtain

$$
\sum_{m=1}^{M} b_m \hat{b}_m = \sum_{m=1}^{M} \text{diag}(b) P_b^m.
$$

Because $\text{diag}(b)$ is present within each term, we can move it outside the summation. Then, noting that the perception strategy for each state $s$ must be a valid probability distribution; i.e., $\sum_{m=1}^{M} P(z^m | s, b) = 1$ for each $s \in S$, we must have that $\sum_{m=1}^{M} P_b^m = 1_{|S| \times 1}$. Substituting this condition into (14) yields

$$
\sum_{m=1}^{M} a_b^m \hat{b}_m = \text{diag}(b) 1_{|S| \times 1},
$$

which we can write more intuitively in matrix notation as

$$
\begin{bmatrix}
| & | \\
\hat{b}^1 & \hat{b}^M
\end{bmatrix}
\begin{bmatrix}
| \\
a_b^1 \\
| \\
a_b^M
\end{bmatrix}
= 
\begin{bmatrix}
| \\
b
\end{bmatrix}.
$$
Lemma 2 For a given prior belief state \( b \), define
\[
\mathcal{S}(b) \equiv \{ s \mid b(s) \neq 0 \}
\]
\[
\overline{M}(b) \equiv \{ m \mid \text{supp}(\hat{b}^m) \subseteq \text{supp}(b) \}
\]
Now, introduce the notation \( b[\mathcal{S}(b)] \triangleq \text{col}_{s \in \mathcal{S}(b)} \{ b(s) \} \) and \( \hat{b}[\mathcal{S}(b)] \triangleq \text{col}_{s \in \mathcal{S}(b)} \{ \hat{b}(s) \} \). Then, (14) is equivalent to the following LP:
\[
\begin{align}
\min_{\alpha_b \geq 0} & \quad \sum_{m \in \overline{M}(b)} F_m \alpha_b^m \\
\text{s.t.} & \quad \sum_{m \in \overline{M}(b)} \alpha_b^m \hat{b}^m[\mathcal{S}(b)] = b[\mathcal{S}(b)] \\
& \quad \alpha_b^m \geq 0 \quad \forall m \notin \overline{M}(b),
\end{align}
\]
where \( \alpha_b = [\alpha_b^1, \ldots, \alpha_b^M]^{\top} \in \mathbb{R}^M \) is the decision variable and
\[
\begin{align}
F_m &= \beta D(\hat{b}^m||b) + \hat{V}(\hat{b}^m), \\
D(\hat{b}^m||b) &= \sum_{s \in \mathcal{S}(b)} \hat{b}^m(s) \log \frac{\hat{b}^m(s)}{b(s)}. 
\end{align}
\]

Proof: Considering only the states \( s \in \mathcal{S}(b) \), we can use (10) to parameterize the perception strategy variables as
\[
\mathcal{P}(m|s,b) = \alpha_b^m \frac{\hat{b}^m(s)}{b(s)},
\]
for all \( s \in \mathcal{S}(b) \) and for all \( m=1, \ldots, M \). Since \( b \) and \( \hat{b}^m \) are nonnegative, we are guaranteed to be nonnegative. Substituting this parameterization into the first set of linear constraints in (12) and multiplying each side by \( \text{diag}(b[\mathcal{S}(b)]) \), we obtain
\[
\sum_{m \in \overline{M}(b)} \alpha_b^m \hat{b}^m[\mathcal{S}(b)] = b[\mathcal{S}(b)]
\]
Now, substituting the parameterization for the perception strategy variables into (14), we see that
\[
\begin{align}
\sum_{m=1}^M \sum_{s \in \mathcal{S}(b)} b(s) \mathcal{P}(m|s,b) &= \left( \beta \log \frac{\mathcal{P}(m|s,b)}{\alpha_b^m} + \hat{V}(\hat{b}^m) \right)
\end{align}
\]
V(\hat{b}) \geq V'(\hat{b}), \forall b \in \hat{B},
\] completing the proof. □

C Proof of Lemma 4

We will utilize the following basic lemma:

**Lemma 7** Let p, q ∈ Δ(S) be two probability distributions such that \|p - q\|_\infty \leq \epsilon \leq \frac{1}{2}. Then, it holds that

\[ |H(p) - H(q)| \leq \epsilon \log |S|, \]

**Proof:** The proof follows that of Theorem 17.3.3 of Cover and Thomas [2012]. Consider the concave function \( f(t) = -t \log t \). Since \( f(0) = f(1) = 0 \), it follows that \( f(t) \geq 0 \) for all \( t \in [0, 1] \).

The maximum absolute slope of the chord of the function \( f(t) \) from \( t \) to \( t + \epsilon \) is obtained at either end, where either \( t = 0 \) or \( t = 1 - \epsilon \). Thus, for \( 0 \leq t \leq 1 - \epsilon \), it follows that

\[ |f(t) - f(t + \epsilon)| \leq \max \{f(\epsilon), f(1 - \epsilon)\} = -\epsilon \log \epsilon, \]

(C.1)

since \( \epsilon \leq \frac{1}{2} \). Then,

\[ |H(p) - H(q)| = |\sum_{x \in X} (-p(x) \log p(x) + q(x) \log q(x))| \]

\[ \leq \sum_{s \in S} (-p(x) \log p(x) + q(x) \log q(x)) \]  \quad (C.2a)

\[ \leq \sum_{s \in S} -\epsilon \log \epsilon = -\epsilon \log |S|, \]  \quad (C.2c)

where (C.2c) follows from (C.1). □

To show (22), we need to prove that the gap between

\[ (TV)(b) = \inf_{A, P} \{\beta R(b, P) + E_b^{A, P}[C(s, a)] + \gamma E_b^{A, P}[V(b^m, a)]\} \]  \quad (C.3)

and

\[ (\hat{TV})(b)(b) = \min_{A, P \in P(b \rightarrow B)} \{\beta R(b, P) + E_b^{A, P}[C(s, a)] + \gamma E_b^{A, P}[V(b^m, a)]\} \]  \quad (C.4)

is bounded by \( \epsilon \) for each \( b \in \hat{B} \). Let \((A^*, P^*)\) be a minimizer for (C.3). If a minimizer does not exist, one can instead consider an \( \epsilon_0 \)-suboptimal solution for a sufficiently small \( \epsilon_0 > 0 \). In this case, the following proof can be adapted with only minor adjustments. Since the perception policy \( P^*(z|s, b) \) is unconstrained, the posterior belief \( \hat{b} \) can take general values in \( \Delta(S) \). In particular, \( P^*(z|s, b) \) drives the prior belief \( b \) to a posterior belief \( \hat{b} \in \Delta(S) \) with probability

\[ \alpha_{\hat{b}} = \sum_{s \in S} P^*(z|s, b) b(s). \]

For each \( s \in S \) such that \( b(s) \neq 0 \), it follows from Bayes’ rule (9) that \( P^*(z|s, b) \) can be expressed as

\[ P^*(z|s, b) = \frac{\hat{b}(s)}{b(s)}. \]  \quad (C.5)

Notice that \((A^*, P^*)\) may not be an admissible policy for (C.4). Instead, we construct an admissible policy \((\hat{A}^*, \hat{P}^*)\) for (C.4) (i.e., \( \hat{P}^* \in P(b \rightarrow \hat{B}) \)) such that \((A^*, P^*)\) is “close” to \((\hat{A}^*, \hat{P}^*)\). We construct this perception policy \( \hat{P}^* \in P(b \rightarrow \hat{B}) \) from \( P^* \) as follows: for each \( \hat{b} \in \hat{B} \), define the neighborhood in \( Z \) as

\[ N(\hat{b}) = \{z \in Z : \pi(\hat{b}) = \hat{b}\}. \]

Clearly, we have \( Z = \bigcup_{m=1}^{M} N(\hat{b}^m) \). Set

\[ \alpha_{\hat{b}}^m = \int_{N(\hat{b}^m)} \alpha_{\hat{b}} \hat{b}^m d\hat{z}, \]  \quad (C.6)

for each \( m = 1, 2, ..., M \). Now, define \( \hat{P}^* \) as

\[ \hat{P}^*(m|s, b) = \begin{cases} \frac{\alpha_{\hat{b}}^m b(s)}{\sum_{s} \alpha_{\hat{b}}^m} & \text{for } s \text{ such that } b(s) \neq 0 \\ \text{arbitrary} & \text{for } s \text{ such that } b(s) = 0 \end{cases} \]  \quad (C.7)

for each \( m = 1, 2, ..., M \) and \( s \in S \). Note that \( \hat{P}^*(m|s, b) \) is well-defined by our inclusion of the constraint that support(\( \hat{b}^m \)) \subseteq support(\hat{b}) in the definition of \( \pi(\hat{b}) \) in (18). Specifically, if \( b(s) = 0 \), then by (C.5), it must hold that \( \hat{b}(s) = 0 \) as well. Then, under the constraint in (18), it follows that \( \hat{b}(s) = \pi(\hat{b})(s) = 0 \). Similarly, define \( \hat{A}^* \) as

\[ \hat{A}^*(a|\hat{b}^m) = \begin{cases} \frac{1}{\alpha_{\hat{b}}^m} \int_{N(\hat{b}^m)} \alpha_{\hat{b}}^m A^*(a|\hat{b}) d\hat{z} & \text{if } \alpha_{\hat{b}}^m \neq 0 \\ \text{arbitrary} & \text{if } \alpha_{\hat{b}}^m = 0 \end{cases} \]  \quad (C.8)

for each \( a \in A \) and \( \hat{b}^m \in \hat{B} \).

Notice that under the perception policy \( \hat{P}^* \), a measurement \( m \) is observed with probability

\[ \sum_{s} \hat{P}^*(m|s, b)b(s) = \sum_{s} \alpha_{\hat{b}}^m \hat{b}(s) = \alpha_{\hat{b}}^m. \]
Moreover, when \( m \) is observed, by Bayes’ rule (9), the posterior belief becomes \( b^m \), since, by the construction of \( \bar{\mathcal{P}}^∗ \),
\[
\bar{\mathcal{P}}^∗(m|s,b)b(s) = \frac{\alpha^m b^m (s)/b(s) \cdot b(s)}{\alpha^m_b} = \hat{b}^m(s).
\]
Therefore, \( \bar{\mathcal{P}}^∗ \in \mathcal{P}(b \rightarrow \hat{B}) \) as desired.

Having \((\mathcal{A}^*, \mathcal{P}^*)\) and \((\hat{\mathcal{A}}^*, \bar{\mathcal{P}}^*)\) defined, we now compare the right hand side of (C.3) evaluated under \((\mathcal{A}^*, \mathcal{P}^*)\) and the right hand side of (C.4) evaluated under \((\hat{\mathcal{A}}^*, \bar{\mathcal{P}}^*)\) term-by-term.

### C.1 Comparison of \( R(b, \mathcal{P}^*) \) and \( R(b, \bar{\mathcal{P}}^*) \)

Using (C.5), the perception cost \( R(b, \mathcal{P}^*) \) is
\[
R(b, \mathcal{P}^*) = \sum_s \int_{z \in \mathcal{Z}} \mathcal{P}^*(z|s,b)b(s) \log \frac{\mathcal{P}^*(z|s,b)}{\alpha^m_b} dz
= \sum_s \int_{z \in \mathcal{Z}} \alpha^m_b \hat{b}^m(z) \log \frac{\hat{b}^m(z)}{b(s)} dz
= \int_{z \in \mathcal{Z}} \alpha^m_b D(\hat{b}^m||b) dz
\]
(C.9)

On the other hand, the perception cost \( R(b, \bar{\mathcal{P}}^*) \) is
\[
R(b, \bar{\mathcal{P}}^*) = \sum_s \sum_m \bar{\mathcal{P}}^*(m|s,b)b(s) \log \frac{\bar{\mathcal{P}}^*(m|s,b)}{\alpha^m_b}
= \sum_s \sum_m \alpha^m_b \hat{b}^m(s) \log \frac{\hat{b}^m(s)}{b(s)}
= \sum_m \int_{N(\hat{b}^m)} \alpha^m_b D(\hat{b}^m||b) dz
= \sum_m \int_{N(\hat{b}^m)} \alpha^m_b D(\pi(\hat{b}^m)||b) dz
= \int_{z \in \mathcal{Z}} \alpha^m_b D(\pi(\hat{b}^m)||b) dz
\]
(C.10a–d)

Step (C.10a) follows by the construction of \( \bar{\mathcal{P}}^* \) in (C.7). The definition of \( \alpha^m_b \) in (C.6) is used to obtain (C.10b). To obtain (C.10c), recall that \( \pi(\hat{b}^m) = \hat{b}^m \) for each \( z \in N(\hat{b}^m) \). Finally, applying the fact that \( \bigcup_{m=1}^{M} N(\hat{b}^m) = Z \) yields (C.10d).

Comparing (C.9) and (C.10d), we have then have that
\[
\left| R(b, \mathcal{P}^*) - R(b, \bar{\mathcal{P}}^*) \right|
= \left| \int_{z \in \mathcal{Z}} \left( D(\hat{b}^m||b) - D(\pi(\hat{b}^m)||b) \right) dz \right|
\leq \int_{z \in \mathcal{Z}} \left| D(\hat{b}^m||b) - D(\pi(\hat{b}^m)||b) \right| dz
\leq \max_{b \in \Delta(S)} \left| D(\hat{b}||b) - D(\pi(\hat{b})||b) \right|
\]

The last expression can be upper bounded as follows:
\[
\left| D(\hat{b}||b) - D(\pi(\hat{b})||b) \right|
= \left| \sum_{s \in S(b)} -\hat{b}(s) \log \frac{\hat{b}(s)}{b(s)} \right|
+ \sum_{s \in S(b)} \pi(\hat{b})(s) \log \frac{\pi(\hat{b})(s)}{b(s)} \right| \]
(C.11a)

\[
= \left| \sum_{s \in S(b)} -\hat{b}(s) \log \hat{b}(s) + \sum_{s \in S(b)} \pi(\hat{b})(s) \log \pi(\hat{b})(s) \right|
+ \left| \sum_{s \in S(b)} (\pi(\hat{b})(s) - \hat{b}(s)) \log b(s) \right| \]
(C.11b)

\[
= \left| H(\hat{b}) - H(\pi(\hat{b})) \right|
+ \left| \sum_{s \in S(b)} (\pi(\hat{b})(s) - \hat{b}(s)) \log b(s) \right| \]
(C.11c)

\[
\leq \left| H(\hat{b}) - H(\pi(\hat{b})) \right| + \epsilon \left| \sum_{s \in S(b)} \log b(s) \right|
\]
(C.11d)

where (C.11b) follows from standard properties of logarithms, (C.11c) by the definition of the entropy function, (C.11d) by the triangle inequality, (C.11e) by the fact that \( \|\hat{b} - \pi(\hat{b})\|_\infty \leq \epsilon \), and (C.11f) from the result of Lemma 7. Recall that the relative entropy is summed over only the support of \( b \), denoted \( S(b) \). Thus, \( \log b(s) \) is finite for all \( b \in \mathcal{B} \) and \( s \in S(b) \).

### C.2 Comparison of \( \mathbb{E}^{\mathcal{A}^*, \mathcal{P}^*}(C(s, a)) \) and \( \mathbb{E}^{\hat{\mathcal{A}}^*, \bar{\mathcal{P}}^*}(C(s, a)) \)

Next, we compare the terms pertaining to \( \mathbb{E}^{\mathcal{A}^*, \mathcal{P}^*}(C(s, a)) \) in (C.3) and (C.4). Notice that
\[
\mathbb{E}^{\mathcal{A}^*, \mathcal{P}^*}(C(s, a)) = \sum_{s,a} \left( \int_{z \in \mathcal{Z}} \alpha^m_a \mathcal{A}^*(a|\hat{b}^m) \hat{b}^m(s) \right) C(s, a)
\]
On the other hand,
\[
\mathbb{E}_b^{{\hat \pi}, \hat P^*} [\mathbb{C}(s, a)] \\
= \sum_{s,a} \sum_{m} \alpha_a^m \hat A^*(a|\hat b^m) \hat b^m(s) C(s,a) \\
= \sum_{s,a} \sum_{m} \left( \int_{N(\hat b^m)} \alpha_a^m \hat A^*(a|\hat b^m) \hat b^m(s) \right) C(s,a) \\
= \sum_{s,a} \sum_{m} \left( \int_{N(\hat b^m)} \alpha_a^m \hat A^*(a|\hat b^m) \pi(\hat b^m)(s) \right) C(s,a) \\
= \sum_{s,a} \left( \int_{Z} \alpha_a^m \hat A^*(a|\hat b^m) \pi(\hat b^m)(s) \right) C(s,a) \tag{C.13a}
\]

Equality (C.13a) follows from the definition of \( \hat A^*(a|\hat b^m) \) in (C.8). Equality (C.13b) then holds by recalling that \( \pi(\hat b^m) = \hat b^m \) for each \( z \in N(\hat b^m) \). The fact that \( \bigcup_{m=1}^M N(\hat b^m) = Z \) is used to obtain (C.13c). Now, comparing (C.12) and (C.13c), we have that
\[
\mathbb{E}_b^{{\hat \pi}, \hat P^*} [\mathbb{C}(s,a)] - \mathbb{E}_b^{{\hat \pi}, \hat P^*} [\mathbb{C}(s,a)] \\
= \sum_{s,a} \left( \int_{Z} \alpha_a^m \hat A^*(a|\hat b^m) \hat b^m(s) \right) C(s,a) \\
- \sum_{s,a} \left( \int_{Z} \alpha_a^m \hat A^*(a|\hat b^m) \pi(\hat b^m)(s) \right) C(s,a) \\
\leq \sum_{s,a} |C(s,a)| \left( \int_{Z} \alpha_a^m \hat A^*(a|\hat b^m) \hat b^m(s) - \pi(\hat b^m)(s) \right) \tag{C.14a}
\]

or
\[
\leq \epsilon \sum_{s,a} |C(s,a)| \left( \int_{Z} \alpha_a^m \hat A^*(a|\hat b^m) \right) \tag{C.14b}
\]

or
\[
\leq \epsilon \sum_{s,a} |C(s,a)| . \tag{C.14c}
\]

C.3 Comparison of \( \mathbb{E}_b^{{\hat \pi}, \hat P^*} [V(\hat b^z,a)] \) and \( \mathbb{E}_b^{{\hat \pi}, \hat P^*} [V(\hat b^z,a)] \)

Finally, we compare the term \( \mathbb{E}_b^{{\hat \pi}, \hat P^*} [V(\hat b^z,a)] \) in (C.3) and \( \mathbb{E}_b^{{\hat \pi}, \hat P^*} [V(\hat b^m,a)] \) in (C.4). Notice that, under the policy \((\hat P^*, \hat A^*)\), the random variables \((z, a)\) are realized according to the probability distribution
\[
\hat A^*(a|\hat b^m) = \hat A^*(a|\hat b^m) \sum_s \hat P^*(z|s,b) b(s). \\
\]

Similarly, under the policy \((\hat P^*, \hat A^*)\), the random variables \((m, a)\) are realized according to the probability distribution
\[
\hat A^*(a|\hat b^m) = \hat A^*(a|\hat b^m) \sum_s \hat P^*(m|s,b) b(s). \\
\]

\[
\mathbb{E}_b^{\hat \pi^*, P^*} [V(\hat b^m,a)] - \mathbb{E}_b^{\hat \pi^*, P^*} [V(\hat b^m,a)] \\
= \sum_a \int_Z \hat A^*(a|\hat b^m) \pi(\hat b^m)(s) \right) C(s,a) \\
= \sum_a \left( \int_{Z} \alpha_a^m \hat A^*(a|\hat b^m) \right) \pi(\hat b^m)(s) \right) C(s,a) \tag{C.13b}
\]

\[
\mathbb{E}_b^{\hat \pi^*, P^*} [V(\hat b^m,a)] \\
= \sum_a \sum_{m} \left( \int_{N(\hat b^m)} \alpha_a^m \hat A^*(a|\hat b^m) \pi(\hat b^m)(s) \right) C(s,a) \\
= \sum_a \sum_{m} \left( \int_{N(\hat b^m)} \alpha_a^m \hat A^*(a|\hat b^m) \pi(\hat b^m)(s) \right) C(s,a) \tag{C.13c}
\]

Equality (C.13a) follows from the definition of \( \hat A^*(a|\hat b^m) \) in (C.8). Equality (C.13b) then holds by recalling that \( \pi(\hat b^m) = \hat b^m \) for each \( z \in N(\hat b^m) \). The fact that \( \bigcup_{m=1}^M N(\hat b^m) = Z \) is used to obtain (C.13c). Now, comparing (C.12) and (C.13c), we have that
\[
\mathbb{E}_b^{\hat \pi^*, P^*} [V(\hat b^z,a)] - \mathbb{E}_b^{\hat \pi^*, P^*} [V(\hat b^z,a)] \\
= \sum_a \left( \int_{Z} \alpha_a^m \hat A^*(a|\hat b^m) \hat b^m(s) \right) C(s,a) \\
- \sum_a \left( \int_{Z} \alpha_a^m \hat A^*(a|\hat b^m) \pi(\hat b^m)(s) \right) C(s,a) \\
\leq \sum_{s,a} |C(s,a)| \left( \int_{Z} \alpha_a^m \hat A^*(a|\hat b^m) \hat b^m(s) - \pi(\hat b^m)(s) \right) \tag{C.14a}
\]

or
\[
\leq \epsilon \sum_{s,a} |C(s,a)| \left( \int_{Z} \alpha_a^m \hat A^*(a|\hat b^m) \right) \tag{C.14b}
\]

or
\[
\leq \epsilon \sum_{s,a} |C(s,a)| . \tag{C.14c}
\]

To obtain the second equality in (C.15), we again use the definition of \( \hat A^*(a|\hat b^m) \) in (C.8). Denote by \( b^m(z,a) \) the prior belief obtained when action \( a \) is selected while in the posterior belief \( \pi(\hat b^m) \). That is,
\[
b^m(z,a)(s) = \sum_{s'} T(s|a,s') \pi(\hat b^m)(s').
\]

It is noteworthy that for each \( s \in S \) and \( z \in Z \),
\[
|b^z,a(s) - b^m(z,a)(s)| \\
= \sum_{s'} T(s|a,s') \hat b^m(s') - \sum_{s'} T(s|a,s') \pi(\hat b^m)(s') \\
\leq \sum_{s'} T(s|a,s') \left| \hat b^m(s') - \pi(\hat b^m)(s') \right| \\
\leq \epsilon |S|.
\]

Since \( b^m(z,a) = b^m(a) \) for each \( z \in N(\hat b^m) \), (C.15) can be upper bounded as follows:
\[
(C.15) = \left| \sum_a \int_Z \hat A^*(a|\hat b^m) \alpha_a^m V_k(b^m,a) \right| \\
- \sum_a \int_Z \hat A^*(a|\hat b^m) \alpha_a^m V_k(b^m,z,a) \right| \\
\leq \sum_a \int_Z \hat A^*(a|\hat b^m) \alpha_a^m \left| V_k(b^m,z,a) - V_k(b^m,a) \right| dz \\
\leq \delta \sum_a \int_Z \hat A^*(a|\hat b^m) \alpha_a^m \right| \\
\leq \delta. \tag{C.16}
\]

In step (C.16), we used the hypothesis (21).

C.4 Summary

Summarizing (i), (ii) and (iii) above, we obtain \(|TV(b) - \langle TV(b) \rangle(b)| \leq \epsilon \) for each \( b \in B \). This completes the proof. □
Fig. D.1. 3-state environment considered.

D Additional information on 3-state example

We consider the 3-state MDP shown in Fig. D.1, where each state has three available actions. For notational convenience, introduce

\[ T_{al} = \begin{bmatrix}
T(s^1|s^1, a^l) & \cdots & T(s^N|s^1, a^l) \\
\vdots & \ddots & \vdots \\
T(s^1|s^N, a^l) & \cdots & T(s^N|s^N, a^l)
\end{bmatrix} \]

Using this notation, the 3-state example considered has the following transition dynamics:

\[ T^{a^1} = \begin{bmatrix} 0.1 & 0.9 & 0 \\ 0 & 0.1 & 0.9 \\ 0.5 & 0.5 & 0 \end{bmatrix}, \quad T^{a^2} = \begin{bmatrix} 0.1 & 0.9 \\ 0.9 & 0.1 & 0 \\ 0.5 & 0.5 & 0 \end{bmatrix}, \quad T^{a^3} = \begin{bmatrix} 0.998 & 0.001 & 0.001 \\ 0.001 & 0.998 & 0.001 \\ 0.001 & 0.001 & 0.998 \end{bmatrix} \]

The objective of the agent is to avoid state \( s^3 \). To model this objective, we set the cost of taking any action while in \( s^3 \) to 1; i.e., \( C(s^3, a^l) = 1 \) for all \( l = 1 \ldots 3 \). We consider the problem of the agent over an infinite time horizon. To construct the set \( \hat{B} \), we uniformly grid the three-dimensional belief simplex using three different spacings. For the leftmost plot in Fig. 4, a spacing of 0.2 was used, producing a total of 21 posterior belief states and 63 prior belief states. Similarly, for the center plot in Fig. 4 a spacing of 0.1 was used, yielding 62 posterior belief states and 186 prior belief states. Finally, the rightmost plot in Fig. 4 was produced using a spacing of 0.05, which resulted in a total of 217 posterior belief states and a corresponding set of 651 prior belief states.

To obtain the values of prior belief states plotted we perform value iteration until convergence using values of \( \gamma = 5 \) and \( \beta = 0.95 \), wherein we solve (12) for each prior belief state and (13) for each posterior belief state at each iteration. To solve each linear program, we use the default linear program solver available in the MATLAB Optimization Toolbox.