Gravitational Wave observatories may be able to detect hyperbolic encounters of Black Holes
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ABSTRACT
Gravitational Wave (GW) astronomy promises to observe different kinds of astrophysical sources. Here we explore the possibility of detection of GWs from hyperbolic interactions of compact stars with ground-based interferometric detectors. It is believed that a bound compact cluster, such as a globular cluster, can be a primary environment for these interactions. We estimate the detection rates for such events by considering local geometry within the cluster, accounting for scattering probability of compact stars at finite distances, and assuming realistic cluster properties guided by available numerical models, their formation times, and evolution of stars inside them. We find that, even in the conservative limit, it may be possible to detect such black hole encounters in the next few years by the present network of observatories with the ongoing sensitivity upgrades and one to few events per year with the next generation observatories. In practice, actual detection rates can significantly surpass the estimated average rates, since the chances of finding outliers in a very large population can be high. Such observations (or, no observation) may provide crucial constraints to estimate the number of isolated compact stars in the universe. These detections will be exciting discoveries on their own and will be complimentary to observations of binary mergers bringing us one step closer to address a fundamental question, how many black holes are there in the observable universe.
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1 INTRODUCTION
With the advancement in detecting two body interactions like binary mergers, there is a growing interest to study scattering events pertaining to GW astronomy (Cho et al. 2018). Not only these studies are useful to unveil yet unknown features of populations of astrophysical sources, but also hint interesting bulk properties of the galaxies and clusters (O’Leary et al. 2009). The remarkable success story of GW astronomy (Abbott et al. 2016, 2017b,c, 2019, 2020b,c) has boosted these searches, and some of the recent works can be found in (Huerta et al. 2018; Gondán et al. 2018; Vines et al. 2019; Jakobsen et al. 2021a; Saketh et al. 2021; Jakobsen et al. 2021b). Even though the current analyses and waveform modeling are incapable of detecting such events, an enormous amount of progress has been achieved in recent years to understand eccentric and highly eccentric interactions between stars or black holes (De Vittori et al. 2012; Grobner et al. 2020). These events are studied in connection to laser interferometric detectors (Tiwari et al. 2016; Zevin et al. 2019; Capozziello & De Laurentis 2008), and are relevant for the current and upcoming GW detectors such as Advanced LIGO (Aasi et al. 2015, cci), Virgo (Acernese et al. 2015, VIR), KAGRA (Aso et al. 2013; Aso, Michimura, Somiya, Ando, Miyakawa, Sekiguchi, Tsutsumi & Yamamoto KAG), LIGO-India (Iyer et al. 2011, LIG), Einstein Telescope (ET) (Punturo et al. 2010, ET), and Cosmic Explorer (CE) (Abbott et al. 2017a, CE). The possible detection of the hyperbolic encounters by the ground based GW detectors set the backstage of motivation of our article. With these events likely to be detected in near future, it is of significant interest to study major components of scattering events. In particular, any such detection would crucially depend on the orbital model and the background environment where these encounters usually take place. It is suspected and typically argued that clusters of stars with high population density can be most favorable to host these interactions (Dymnikova et al. 1982; Kocsis et al. 2006). Some of the other important channels where hyperbolic interactions are likely to be present include three body problems (Trani et al. 2019), active galactic nuclei (O’Leary et al. 2009) or primordial BHs (García-Bellido & Nesseris 2018). However, in the present article, we will only focus on the hyperbolic interactions taking place inside a star cluster and study various components of the hyperbolic scattering problem. Typically speaking, clusters are loosely divided into two categories — open and closed; and here, we will only consider the closed or otherwise known as the globular cluster (GC). These clusters contain a large population of stars within a radius of a few parsecs, and consist of a dense core where the majority of these close counters occur (Heggie & Hut 2003). It turns out to be notoriously difficult to model these interactions accurately (Moody & Sigurdsson 2009; Banerjee et al. 2010; Rodriguez et al. 2016). In the present study, we employ a non-relativistic model to study hyperbolic encounters occurring inside these clusters for simplicity and gaining insight.

In (Dymnikova et al. 1982; Kocsis et al. 2006; Heggie & Rasio 1996), scattering/hyperbolic encounters inside a globular cluster are...
discussed in connection with the GW detectors. However, these interactions are described as the classical scattering problem that we are familiar with, where the object is assumed to be coming from the spatial infinity. This framework requires two independent parameters to model the interaction, namely, velocity at infinity, and impact parameter. Nonetheless, from a realistic perspective, while describing scattering incidents inside a close cluster with parameter. Nonetheless, from realistic perspective, while describing scattering incidents inside a close cluster with $R_c (\sim 0.1 \text{ pc})$, where $R_c$ is the radius of the cluster, the initial distance, $r_i$, is always bounded as $r_i \leq R_c$. To comply with the conservation of energy and momentum, this change may affect the overall dynamics of the two body scattering problem. Within the Newtonian domain, we aim to study how the hyperbolic encounter changes in case we impose such restriction on $r_i$. In particular, we investigate the effects of relaxing the assumption of projectiles from infinity in the traditional scattering calculation, by taking into account local effects inside the cluster. This would involve changing the initial conditions of the interaction and introducing different sets of parameters accountable for that. In our case, we found that the initial distance and angle can be useful to study the scattering problem and obtain various orbital entities, like eccentricity, GW radiation and event rates. This, in fact, is one of the primary objectives of the present study.

The other part of the paper motivates searches of scattering events from the third generation detector’s perspective, such as Einstein telescope and Cosmic explorer, and also upgraded versions of the advanced LIGO, such as LIGO A+ and LIGO-Voyager. These detectors typically consist of sensitivity larger than advanced LIGO, and can be probed to detect GW signal from high redshifted sources. In (Sathyaprakash et al. 2019; Kalogera et al. 2019; Abbott et al. 2017a), the comparison between various detectors and their sensitivities is given in depth. However, to the best of our knowledge, the rates of hyperbolic interaction as observed by these detectors have not yet been explored in literature, which is another key objective of the present study. Here we provide a detailed discussion on how event rates vary for different detectors with different sensitivity.

The rest of the manuscript is organized as follows: In Section (2), we introduce the backbone calculations of the present model while incorporating the local effects inside the cluster. The main results are given in Section (3), where we estimate the event rate for these interactions. Finally, we conclude the article with a brief remark in Section (4).

2 THE ORBITAL MODEL AND BACKBONE CALCULATIONS

In this section, we will briefly go through the scattering model that we choose to work with. Unlike the usual scattering problem, where the objects are infinity apart initially, here we assume that the initial distance, $r_i$, is taken to be within the radius of the cluster. Besides, two other parameters, namely, initial angle between binary components, $\theta_i$, and initial velocity, $v_i$, are essential to model the hyperbolic interaction. With a precise knowledge of these parameters, it is possible to define the orbits and obtain quadrupole moment of the binary, which leads to other entities like energy radiation and GW waveform. Out of these parameters, $r_i$ always follows $r_i \leq R_c$ and $v_i$ can be estimated with sufficient accuracy by using the virial theorem, but the angular parameter $\theta_i$ can be arbitrary, and needs to be constrained precisely to measure the event rate. The maximum $\theta_i$ is obtained by assuming that the signal to noise ratio has to exceed threshold value; while the minimum is evaluated by assuming that the periastron distance is always greater than twice of the schwarzschild radius ($r_s$) of an individual binary component. In Fig. (1), we illustrate the basic model, which is a classic two-body problem, and we use the non-relativistic solution by invoking conservation of energy and angular momentum. We start with the conservation of total energy ($E$) and momentum ($L$) per unit mass, which indicates that the energy radiated in GW is negligible to make any correction on the orbital dynamics:

$$E = E_k + \Phi(r) = \frac{1}{2} \left( \left( \frac{dr}{dt} \right)^2 + r^2 \left( \frac{d\phi}{dt} \right)^2 \right) - \frac{GM}{r},$$

(1)

where, $r$ and $\phi$ are given as the radial and angular coordinates respectively, $E_k$ is the kinetic energy, $\Phi(r)$ is the potential energy, and $M$ is the total mass given by $M = m_1 + m_2$. With the substitution, $r = 1/u$, we can rewrite the above equation as follows:

$$\frac{d^2u}{d\theta^2} + u = -\frac{GM}{L^2},$$

(2)

which is the motion of a particle in a central force field, and the conserved momentum is given by, $L = r_i v_i \sin \theta_i$. The above has a solution of the following form:

$$u(\phi) = \frac{1}{r(\phi)} = C \cos(\phi - \phi_0) + \frac{GM}{L^2},$$

(3)

with $\phi_0$ is the angle at the periastron. In the above, $C$ being the integration constant, and needs to be evaluated from the initial conditions. With the initial condition, $\phi = 0, r = r_i$, we have

$$\frac{1}{r_i} = C \cos \phi_0 + \frac{GM}{L^2},$$

(4)

and $\phi = \phi_0, r = r_p = r_{\text{min}}$

$$C = \frac{1}{r_p} - \frac{GM}{L^2}.$$  (5)

From the above two equations, $r_p$ can be written in terms of the initial conditions as follows:

$$r_p = \frac{r_i^2 v_i^2 \cos \phi_0}{r_i^2 v_i^2 + GM(\cos \phi_0 - 1) \cos^2 \theta_i}.$$  (6)

The above equation gives a direct relation between the initial conditions and $r_p$. Finally, the radial distance given in Eq. (3) becomes

$$r(\phi) = \frac{L^2/GM}{1 + \left( L^2/GMr_p - 1 \right) \cos(\phi - \phi_0)}.$$  (7)

The above is the final equation for the radial distance as a function of $\phi$. As we may infer, the eccentricity $e$, and semi-latus rectum $p$, can now be given as

$$p = \frac{GM}{L^2}, \quad \text{and} \quad e = \frac{L^2}{GMr_p} - 1.$$  (8)
Let us now use the following relation which relates initial velocity $v_i$ with $r_i$:

$$v_i^2 = \left(\frac{dr}{dt}\right)^2_{r=r_i} + r_i^2 \left(\frac{d\phi}{dt}\right)^2_{r=r_i} = \left(\frac{dr}{dt}\right)^2_{r=r_i} + v_i^2 \sin^2 \theta_i,$$

and, we have

$$v_i^2 \cos^2 \theta_i = \left(\frac{dr}{dt}\right)^2_{r=r_i}. \tag{10}$$

Introducing the following relation,

$$\left(\frac{dr}{dt}\right)^2_{r=r_i} = \frac{dr}{du} \frac{d\phi}{du} \frac{d\phi}{dt}_{r=r_i} = r_i v_i \sin \theta_i C \sin \phi_0,$$

and substituting it back to Eq. (10), we gather

$$v_i^2 \cos^2 \theta_i = r_i^2 v_i^2 \sin^2 \theta_i C^2 \sin^2 \phi_0,$$ \tag{12}

which, upon using Eq. (5), becomes

$$\sin \phi_0 = \frac{\cot \theta_i}{r_i} \left(\frac{1}{r_p} - \frac{GM}{L^2}\right)^{-1}. \tag{13}$$

By employing Eq. (6), we can rewrite the above as follows:

$$\tan \phi_0 = \frac{r_i v_i^2 \cot \theta_i}{r_i^2 v_i^2 - GM \csc^2 \theta_i}. \tag{14}$$

The above gives a relation between the initial conditions and angle at periastron. Finally, various orbital quantities such as eccentricity and $\phi_0$ can be written in a more compact form as follows:

$$e^2 = 1 + \frac{L^2 v_i^2}{G^2 M^2} \left\{1 - \left(\frac{2GM}{v_i^2}\right) \frac{1}{r_i}\right\},$$

$$r_p = \frac{L^2 \cos \phi_0}{L^2/r_i - GM(1 - \cos \phi_0)} = \frac{L^2}{GM(1 + e)},$$

$$\tan \phi_0 = \frac{L v_i \cos \theta_i}{L^2/r_i - GM} = \frac{L v_i}{GM} \left(1 - \frac{L^2}{(GMr_i)}\right). \tag{15}$$

Moreover, we choose to work within the domain $0 < \theta_i < \pi/2$ and $\pi < \phi_0 < 0$. For $\theta = \pi/2$, Eq. (15) will give $\phi_0 = 0$, and substitute it back to Eq. (6), we have $r_p = r_i$. This indicates that there is no interaction, and therefore, we exclude this possibility on physical ground. Depending on the initial conditions, the trajectory changes with time, and shown in Fig. (2). As mentioned earlier, the $v_i$ is obtained by employing the virial theorem (Longair 2007)

$$v_i = \sqrt{\frac{GM}{3R}} = \sqrt{\frac{G \text{mass}}{3 \text{radius}}}, \tag{16}$$

where, we have used the average mass of the cluster to be total number of stars, $\text{mass}_{\text{star}}$, multiplied with average mass of a star (m), i.e., $M = n_{\text{star}}m$, and average distance to be radius of the cluster $R_c$.

As the first check, we explore a limit where the present model would merge with the existing literature. With $r_i \to \infty$ and $\phi_i \to 0$, such that the angular momentum $L = r_i v_i \sin \theta_i$ remains finite, we gather

$$e^2 = \sec^2 \phi_0 = 1 + \frac{L^2 v_i^2}{G^2 M^2} ;$$

$$r_p = \frac{-L^2 \cos \phi_0}{GM(1 - \cos \phi_0)} = \frac{L^2}{GM(1 + e)};$$

$$\tan \phi_0 = -\frac{L v_i}{GM}, \tag{17}$$

which represents the usual orbital parameters to describe the classical hyperbolic interaction (De Vittori et al. 2012).

### 3 ESTIMATION OF THE EVENT RATE

In this section, we will evaluate the rate for scattering/hyperbolic encounters as a function of initial conditions, namely $r_i$ and $\theta_i$. The formalism is loosely based on the scattering of gas molecules inside a closed container. For a fixed initial distance, $r_i$, we can estimate the solid angle $\Omega$ (as a function of $\theta_{\text{max}}(r_i)$ and $\theta_{\text{min}}(r_i)$) within which all scattering events produce detectable signals:

$$\Omega = 2\pi \int_{\theta_{\text{min}}(r_i)}^{\theta_{\text{max}}(r_i)} \sin \theta d\theta = \pi \left[\theta_{\text{max}}(r_i)^2 - \theta_{\text{min}}(r_i)^2\right]. \tag{18}$$

We assume that the objects are distributed isotropically inside the cluster. The probability of selecting this fraction of particles falls within the above solid angle is

$$P_{\theta} = \pi \left[\theta_{\text{max}}(r_i)^2 - \theta_{\text{min}}(r_i)^2\right]. \tag{19}$$
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For an individual object inside the cluster, the event rate or number of events per unit time becomes:

\[ P_{\text{indv}} = \int_{R_{\text{min}}}^{R_{\text{c}}} \frac{P_{\text{indv}}}{t_{\text{col}}} \, 4\pi r^2 n_s dr_i, \]  

where, \( t_{\text{col}} \) is the average time of a collision, and can be written as \( t_{\text{col}} \leq r_i/v_i \), \( n_s \) is the uniform volume density of the stars, i.e., \( n_s = 3n_{\text{star}}/(4\pi R^3) \). The above expression can be simplified as

\[ P_{\text{indv}} = \frac{3\gamma n_{\text{star}}}{4R_c^3} \int_{R_{\text{min}}}^{R_c} [\theta_{\text{max}}(r_i)^2 - \theta_{\text{min}}(r_i)^2] r_i dr_i, \]  

Remarkably it turns out that both the expressions \( R_{\text{max}} \) and \( R_{\text{min}} \) are really discrete, necessitating a treatment of stars like a continuous ‘fluid’, while the compact objects are only discrete, necessitating a 4\( R_c \) cut-off. We impose it in the following manner: considering \( n_{\text{co}} \) number of compact objects are distributed within radius \( R_{\text{co}} \) (which may be less than the radius of the whole cluster \( R_c \) for a dense core), \( R_{\text{min}} \) can be obtained from the following expression:

\[ \frac{4\pi}{3} R_{\text{min}}^3 n_{\text{co}} \sim \frac{4\pi}{3} R_c^3, \]  

which naively summarize the fact that total volume of the cluster is composed of \( n_{\text{co}} \) number of spheres with radius \( R_{\text{min}} \). The cluster core, which matters the most here, is part of a larger system of stars, so it is reasonable to estimate the probability assuming the target source to be at the centre. Nevertheless, we analytically verified that if the target source is not at the centre of the sphere, the reduction in probability in Eq. (22), even very close to the edge of the sphere, is less than a few percent. Thus, considering the entire cluster, the probability of detectable hyperbolic interaction events becomes \( P_{\text{clus}} = n_{\text{star}} P_{\text{indv}} \), where the small scale structures of the cluster are ignored.

We can now carry out a comparison between our framework and the usual scattering problem where the initial distance is assumed to be infinite. The latter is already employed to obtain the event rates for hyperbolic encounters inside a globular cluster (Capozziello & De Laurentis 2008) and between primordial BHs (García-Bellido & Nessesis 2018). In the standard framework of hyperbolic scattering (e.g. gas molecules inside a closed container), where the perturber approaches from infinity, the rate of interaction per target is given by

\[ P_{\text{gm}} = n \sigma v_m, \]  

where, \( n \), \( \sigma \) and \( v_m \) denote the number density of perturber, the cross-section for the interaction of interest, and the relative velocity between the perturber and the target respectively. Interestingly, the number densities and velocities can be easily mapped, while the logarithm term in Eq. (22) has no counterpart in Eq. (24). Besides, the area of cross-section, \( \sigma \) also resembles with the term \( \pi (b_{\text{max}}^2 - b_{\text{min}}^2) \), where we note that the impact parameter (\( b \)) in our model is numericked by \( r \sin \theta \), and area of cross section becomes \( \sigma \propto \pi b^2 \). In summary, we retrieve most of the components of the usual scattering classical problem, except additional logarithm terms containing information regarding the cluster’s properties. Finally, we note that recently Kocsis et al. 2006 calculated the rate without taking into account the local effects. Albeit their setup is quite different from ours in the details, however, it is possible to compare our results at an order of magnitude level to highlight how local effects alter the cross section calculation. For example, with the typical parameters in the local Universe, we found that our rate without the log factor becomes \( O(10^{-2}) \) for advanced LIGO which matches with their estimation. While it will be interesting to take into account more details of astrophysical distributions using our set up in future work, in this paper we limit ourselves to conservative effective values for astrophysical quantities (such as masses of the binary components and core radius) so that our results are scalable and easy to interpret.

Before taking into account different galaxies, we first estimate the detectable BH encounters rates for the Milky Way galaxy in the GCs (Weatherford et al. 2020) and its bulge (Olejak et al. 2020) and for the Andromeda galaxy assuming similar numbers. The rates turned out to be very small, less than \( 10^{-7} \) per year. To incorporate the effects from galaxies at different redshifts, we consider the number density of the Milky Way Equivalent Galaxy (MWEG) to be \( n(z) \), which can be assumed to be a constant here (Abadie et al. 2010). At a comoving distance \( r \), the number of galaxies between redshift \( z \) to \( z + dz \) is given as (Ain et al. 2015; Mazumder et al. 2014; Baibhav et al. 2019)

\[ N(z) = \frac{dN}{dz} = \frac{4\pi r^2 c n(z)}{H_0 E(z)}, \]  

where, \( H_0 \) is the Hubble constant, and Hubble parameter \( E(z) = \sqrt{\Omega_m + (1+z)^3\Omega_m} \). We use the base ΛCDM model for the calculations using standard cosmological parameters (Aghanim et al. 2020), \( H_0 = 67.4 \text{ km/s/Mpc}, \Omega_m = 0.315 \) and \( \Omega_L = 0.685 \). Finally, we arrive at the following expression to obtain the total event rate, accounting for cosmological time dilation with the the additional \( 1 + z \) factor,

\[ P_{\text{tot}} = \int_{z_{\text{min}}}^{z_{\text{max}}} (1 + z)^{-1} P_{\text{clus}} N(z) n_{\text{gc}} dz = \int_{z_{\text{min}}}^{z_{\text{max}}} \tau_{\text{tot}} dz, \]  

where, \( n_{\text{gc}} \) is the number of globular cluster in a galaxy. We use a redshift cut-off of \( z_{\text{min}} = 0.0002 \) (corresponding to \( 1 \text{ Mpc} \)), contributions from redshifts below that are negligible to our results.

The final detectable event rates for different models and detectors are listed in Tab. (1). As these model deals with a number of parameters, we may need the distribution of its parameters to obtain the final rates. Since these distributions are uncertain and numerous possibilities are available in literature, bringing in those in the calculations will reduce the transparency of our estimate, without necessarily providing useful information. So we use average quantities as much as possible and use simplistic evolution profiles, staying on the conservative side. We first assume that the distribution of velocity in a cluster is isotropic, in which case the probability of a detectable encounter becomes proportional to \( (b_{\text{max}}^2 - b_{\text{min}}^2)/4 \). For simplicity, we assume that initially the velocities of all objects are of order the virial velocity (Eq. (16)) and that there is no anisotropy in the velocities. These assumptions should be of sufficient accuracy in the central regions of a star cluster; the central region is always the most dynamically relaxed and radial anisotropy grows as the distance from the center grows (e.g., Heggie & Hut 2003; Tiongco et al. 2015). Note that both are conservative estimates. Deviations from these assumptions, such as a preferred direction for the velocities, say towards the cluster centre, or the lower tail of the velocity distri-
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Event rate would increase encounters. The latter is because, if the initial velocity of the compact objects is high, the event rate in time can go up (as individual probability $P_{\text{adv}} \sim v_i$), but reduces the probability of collision as $\theta_i^2 \sim 1/v_i^2$. Besides, there are trade-offs involved in the choice of mass as well. As for binary mergers, higher the mass, lower the frequency, but more the energy which increases the volume of detectability, especially for redshifted sources when observed with the next generation detectors.

Since the final detectable event rates come from the competition between a tiny probability of two-body encounter and large abundance of compact objects, especially near the core of the globular clusters, the parameters must be chosen carefully. Unfortunately though there is enormous uncertainty in literature about these numbers stemming mainly from the uncertainties in the distributions of initial cluster properties and formation times. In fact, both detection or non-detection of these events with GW observatories can significantly improve our understanding of these astrophysical parameter distributions. From an extensive set of literature, we gather that on the average, a GC has the following properties.

- They are typically of ~10pc radius, sometimes with an extended less dense halo, with up to a few million stars, (Gratton et al. 2019) including white dwarfs, neutron stars and black holes. Their cores are dense, ~ $10^5$/pc$^3$ stars (Ivanova et al. 2008; Weatherford et al. 2020), where a large number of interactions can take place.
- On an average, few 100 BHs exist in GC cores up to a redshift of a few. A recent study found ~ 50−100 BHs in the core − 0.5pc region of the Milky Way GCs at the present epoch (Weatherford et al. 2020) (where the authors acknowledge that they estimate a smaller number of BHs compared to other studies using different models), while the number was ~ 1000 at redshift ~ 2. There are also simulations that suggests ~1000 BHs of ~ 20 – 100M$_\odot$ may be retained in the GC over 12 Gyr if the core is not very compact with a small fraction of the BHs forming binaries (Morscher et al. 2015).
- Though ~1% of the stellar population are NS (Camenzind 2007), could be more for GC which are relatively older (Benacquista & Downing 2013), only ~30% of them may be retained due to their high natal kicks (Kulkarni et al. 1993). Present simulations show that at present in the central GC cores, there are ~200 – 300 NSs (Ivanova et al. 2008), which seems to be not evolving significantly with time (Kremer et al. 2020).

The models we choose are well within these limits. For all the cases considered here, unless otherwise stated, we assume that each GC has a median $n_{\text{star}} = 8 \times 10^5$ stars with average mass $\sim 1M_\odot$, that corresponds to a virial velocity of 10.69 km/s. Out of these $n_{\text{star}}$ stars, we consider hyperbolic interactions of only $n_{\text{co}}$ compact objects. We estimate the final rates for the following distributions in the central core of 0.5pc radius (Kremer et al. 2020). Results are listed in respective columns of Tab. (1) for single detector SNR $\geq 5$. Based on the official GWTC-2 catalog by the LIGO-Virgo-KAGRA collaboration$^1$, and OCG-2 (Nitz et al. 2019), and assuming that templates for hyperbolic interactions will be created if there is a chance of detection (work in this direction has already started Nagar et al. 2020, 2021; Albanesi et al. 2021), we believe that the threshold SNR of 5, which translates to network SNR of 7 for two detectors and more than 8 for three detectors, seems to be a reasonable choice. Besides, with sophisticated analysis techniques, the lowest detectable SNR is always reducing. Nevertheless, detection rate depends weakly on the choice of SNR cut-off, much weaker than 1/SNR$^3$ which one might have intuitively thought. For example, for a single ET-B detector, the detection rates using cut-off SNR 5 and 8 are 0.55 and 0.42, respectively. This is because SNR drops highly nonlinearly with $\theta$, a significant change in SNR cut-off is compensated by a small change in $\theta_{\text{max}}$ which determines the detection probability. This feature is demonstrated in Fig. (3) for different detectors, and different redshifts. For example, the SNR drops from ~300 to ~10, while the theta only changes from 1 $\times 10^{-7}$ to 2 $\times 10^{-7}$. This is why it is difficult to obtain a simple scaling relation between minimum detectable SNR and the detection volume or event rates. It can be seen in Tab. (1) that even if the sensitivity between detectors is enhanced by an order of magnitude (e.g., from AdvLIGO to Cosmic Explorer), event rates do not scale as the cube of sensitivity. This would imply that the conclusion of the present study remains identical in case we use a SNR cut-off 10 instead of 5.

Based on the typical set of values used here, we can provide a back of the envelop estimate for the event rates useful to get insight to the analysis at hand. In our study, we found that $\theta_{\text{max}} \sim 10^{-7}$, and, by using Eq. (22) and $P_{\text{clus}} = n_{\text{co}}P_{\text{adv}}$, we approximately obtain that total probability of encounters in a GC is $\sim 10^{-12}$ per year. We now assume that the number of GC per MWEG is $\sim 200$ (Sedda 2020),
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---

$^1$ https://www.gw-openscience.org/eventapi/html/GWTC/
and integrate over all the Milky Way Equivalent Galaxies (MWEG) up to a redshift of 3.5. Finally, we obtain a total of \( \sim 10^{10} \) number of galaxies (Mazumder et al. 2014), and \( \sim 10^{12} \) number of GCs, with partial reduction due to cosmological time dilation, and the event rate turns out to be \( \sim \) few per year.

We now consider the following cluster models to estimate the expected event rates:

(i) Model I: This is the simplest model, but useful, as the rates can be scaled as \( n_{\text{co}} \log(n_{\text{co}}) \), other parameters and detector sensitivities remaining the same. Based on the discussions above (Kocsis et al. 2006; Morscher et al. 2015), we assume 1000 BHs with an average mass of 10M galaxies is fixed over z and a redshift cutoff of \( z_{\text{max}} = 3.5 \) (lookback time of \( \sim 12 \)Gyr).

(ii) Model II: This model considers only NSs. From the studies mentioned above (Kremer et al. 2020; Ivanova et al. 2008; Kulkarni et al. 1993), we take a total of 10% retention fraction for all formation channels, that is, 400 NS in the core up to \( z_{\text{max}} = 3.5 \), which does not evolve significantly with lookback time. Note that, the retention rate may be even smaller. Furthermore, detecting NS encounters may get complicated due to significant tidal deformations. Hence, NS-NS encounters may be difficult to detect, unless future research indicates a higher abundance of NSs in GC cores.

(iii) Model III: This we believe is the closest to reality. Although, as mentioned before, we adopt characteristic values of the important quantities while staying on the conservative side instead of full integration of profiles. Depending on the initial cluster property distribution, rate could be dominated by clusters residing in the high-density and young (the younger the cluster, the higher the black hole number) tail. Our formalism can easily accommodate such changes guided by detailed simulations in future. Here our goal is to motivate such studies. By considering the core to be composed of BHs only, based on a number of studies (Kremer et al. 2020; Rodriguez & Loeb 2018), we assume that 0.1% of the stars became BH in a short period of time starting from a lookback time of 12Gyr to 10Gyr and 90% of them escaped (Weatherford et al. 2020) from the GCs by the current epoch, as shown in Fig. 4. We take an average mass of nominal 10M, while adding NS population may increase the rates marginally.

(iv) Model IV & V: The rate estimation crucially hinges on the cluster’s parameters. For accurate rate measurements, we need accurate distribution of these parameters. However, to obtain these detailed distributions, we need numerical modeling of a large number of star clusters in a large multi dimensional grid, which is challenging and also beyond the scope of this article. It is also hard to put constraints on this through observation. Instead we show how the estimates vary if we make different characteristic values of the parameters within the expected range exhibited by dense star clusters (e.g. Kremer et al. 2020). In Model IV, we assume \( v_1 = 7.561 \) Km/sec, and the variation of number of BHs with redshift is shown in Fig. 4 (the bottom curve). For Model V, we assume \( v_1 = 15.122 \) km/sec, and the retained BHs vs redshift is shown by the top curve in Fig. 4. Here we have varied \( v_1 \) based on the value of \( n_{\text{stat}} \) (\( n_{\text{stat}} = 4 \times 10^5 \) for Model IV, and \( n_{\text{stat}} = 1.6 \times 10^6 \) for Model V (Kremer et al. 2020)), as for the other parameter \( R_{\text{co}} \), the rates can be easily scaled as 1/\( R_{\text{co}}^3 \). From Model III to V, we have chosen \( R_{\text{co}} = 0.5 \) pc stimulated from the findings in Kremer et al. 2020.

Note that in model II and III we considered NSs and BHs separately. These rates are additive and there will be NS-BH encounters as well, which are of the order few percent of BH-BH rates. Also, we did not account for primordial black holes (PBH) (Garcia-Bellido & Nesseris 2017; Garcia-Bellido & Nesseris 2018), which may significantly enhance the rates. It is worth mentioning that, since the number of interactions increase naively with the number of compact stars as \( \sim n_{\text{co}}^2 \ln(n_{\text{co}}) \), the denser clusters should dominate the rates, which may be underestimated by the average rates we are estimating here. Finally, we should emphasize that the rates given in Tab. (1) or shown in Fig. (4) correspond to the rates for detectable events, while the actual number of events can be much larger depending on \( \theta_{\text{max}} \).
or $b_{\text{max}}$. Even though hyperbolic interactions can have wide range of $b_{\text{max}}$, many of them may not have any detectable effects. However, to estimate the event rate for total encounters, we need to specify $b_{\text{max}}$. Here we are more concerned with close encounters which can have any chance of detection in the near future. Based on the cluster models, we estimate that $b_{\text{max}}$ needs to be less than $\sim 10^{-1}$ AU to have any detectable impact. This is an optimistic choice, which corresponds to $r_p \sim 175 r_s$. In practice, for events detectable with the present and next generation detectors, $r_p$ is few $r_s$ only. However, such optimistic choice provide a crude estimate of how many hyperbolic interactions take place inside a cluster. With this, we obtain an event rate of $\sim 0.9$ GPC$^{-3}$ yr$^{-1}$ independent of any detector.

Before closing this section, we should say a word about the uncertainties in the cluster’s parameters, and how they affect the final rate estimation. In order to make a simplistic analysis, we assume that the number of retained BHs follows, $n_{\text{co}} = n_0 f(z, \bar{M})$, where $n_0$ is the maximum number of compact objects inside the cluster. The distribution function $f(z, \bar{M})$ depends on the redshift and average mass of the entire cluster $\bar{M}$. With this, we rewrite $P_{\text{clus}}$ as,

$$P_{\text{clus}} = n_0^2 v_i \left( b_{\text{max}} - b_{\text{min}}^2 \right) \frac{1}{4R_{\text{co}}^3} \int_0^{z_{\text{min}}} \int_{z_{\text{max}}}^{z_{\text{max}}} \frac{\ln(n_0 f(z, \bar{M}))}{\bar{M}^2}dz,$$

(27)

and as this will be the closest encounter, the orbit is likely to be parabolic or weakly hyperbolic, i.e., $e \approx 1$, and we have, $b_{\text{min}} \approx 2\sqrt{GM\bar{r}_s/v_i}$. Finally, Eq. (26) becomes

$$P_{\text{total}} = G_{\text{clus}} \int_{z_{\text{min}}}^{z_{\text{max}}} (1 + z)^{-1} g(z) \left[ f(z, \bar{M}) \right]^2 \frac{\ln(n_0 f(z, \bar{M})) n_{\text{gc}} dz}{\bar{M}^2},$$

$$= G_{\text{clus}} \ln(n_0) \int_{z_{\text{min}}}^{z_{\text{max}}} (1 + z)^{-1} g(z) \left[ f(z, \bar{M}) \right]^2 N(z) n_{\text{gc}} dz + G_{\text{clus}} \int_{z_{\text{min}}}^{z_{\text{max}}} (1 + z)^{-1} g(z) \left[ f(z, \bar{M}) \right]^2 \ln(f(z, \bar{M})) N(z) n_{\text{gc}} dz.$$ 

(29)

Due to the presence of $g(z)$ and $f(z, \bar{M})$, it is nearly impossible to decouple the redshift factor from the cluster’s parameter. In fact the detectable rates crucially depends on $z$, and a simple scaling relations for the final rate in terms of the cluster’s properties seems unlikely. However, if we consider the detector independent rates, we assume a fixed $b_{\text{max}}$, and pull it outside the integration. To address $f(z, \bar{M})$, we need to specify $\bar{M}$ of the cluster. For typical MWEG with constant number density ($n(z) = 0.0116 \text{Mpc}^{-3}$), $n_{\text{gc}} = 200$, and cluster with $\bar{M} = 8 \times 10^5 M_{\odot}$, $v_i = 5.9 \times 10^{12} R_{\odot}^{-1/2}$, $f(z, \bar{M})$ as shown in Fig. (4),

$$P_{\text{total}} \sim 6 \times 10^{11} n_0^2 R_{\odot}^{1/2} b_{\text{max}} \ln(n_0)/(4R_{\text{co}}^3).$$

(30)

In order to obtain $P_{\text{total}}$, we need to provide a $b_{\text{max}}$, which serves as a cut-off. As already mentioned earlier, to have any detectable impact in the next few years, we need to have $b_{\text{max}} \sim 10^{-1}$ AU. By using this cut off for Model III, we found a total event rate $\sim 10$ per year. Finally, we should again emphasize that the above is the total event rate, and not the detectable event rates which are given in Tab. (1) for different detectors and different models.

\begin{table}
\centering
\caption{The following table contains the estimated event rates per year for different detectors (lig a,b; Abbott et al. CE; Regimbau et al. 2012) for single detector SNR $^1 \geq 5$ (network SNR $> 7$ for two detectors) in all the globular clusters in the Universe up to a redshift of 3.5, 3.5 and 5 respectively. We assume an average comoving galaxy number density of 0.0116Mpc$^{-3}$ MWEG (Abadie et al. 2010). Rates are considerably affected by different mass values. We have used mean virial velocity here (identical for each of the column, i.e., $v_i \approx 10.69 \text{ km/sec}$), the lower tail of the velocity distribution may increase this number. The rates can increase significantly due to the density profile peaking at the centre. Note that the event rates are listed for a year, though each of these facilities are expected to operate for at least 10 years at different sensitivity levels and 4 – 5 detectors could be operating at At+ like sensitivity in the next few years, so the integrated detection rate is much higher. Though coincident detection in two observatories will be needed to claim a detection. In passing, we should note that event rates in different Galaxies like Milky Way or Andromeda, are extremely small, $\sim 10^{-8}$ to $10^{-7}$ per year, and less encouraging to pursue further.}
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Detector & Model I & Model II & Model III & Model IV & Model V \\
\hline
n$_{\text{co}}$ & 1000 & 400 & n$_{\text{co}}$: Fig. (4) & n$_{\text{co}}$: Fig. (4) & n$_{\text{co}}$: Fig. (4) \\
m & 10M$_{\odot}$ & 2M$_{\odot}$ & m = 10M$_{\odot}$ & m = 10M$_{\odot}$ & m = 10M$_{\odot}$ \\
\hline
Kocsis et al. 2006 & 0.29 & 0.001 & 0.08 & 0.03 & 0.39 \\
LIGO A+ & 0.50 & 0.002 & 0.14 & 0.06 & 0.70 \\
Voyager & 0.98 & 0.004 & 0.20 & 0.12 & 1.44 \\
ET-D & 1.51 & 0.007 & 0.44 & 0.18 & 2.23 \\
ET-B & 1.85 & 0.009 & 0.55 & 0.22 & 2.78 \\
CE-1 & 2.34 & 0.010 & 0.63 & 0.25 & 4.14 \\
CE-2 & 4.61 & 0.014 & 1.38 & 0.35 & 6.03 \\
\hline
\end{tabular}
\end{table}

\footnote{The expected rates scale rather weakly with any reasonable choice of SNR threshold. For instance, with single detector SNR threshold as high as 8, the rate for CE-2 with Model III changes from 1.38/year to 1/year.}

\[0.1\text{per year}, \text{and less encouraging to pursue further.}\]
4 DISCUSSION

In the present article, we have discussed the detectability of hyperbolic encounters occurring inside globular clusters by the ground based GW detectors. The prime objective of the study is two-folded; firstly, we have redefined the basic component of a scattering problem such that it includes the localized effects that appear inside a cluster due to its finiteness. This requires redefining the initial conditions of a hyperbolic encounter, which, in fact, changes various orbital entities. In the second part, we evaluate the event rates per year of these encounters as observed various detectors. Not only advanced LIGO and its ongoing upgrades, but also, we have considered future generation detectors to probe these events. While the underlying machinery remains fairly simple and non-relativistic, the obtained results are enough to convince the likelihood to detect these events, which may be possible even with few years of operations of the present ground based detectors with the ongoing upgrades 2 of the GW detectors (Abbott et al. 2020a), LIGO, Virgo, KAGRA, and upcoming LIGO-India. It is remarkable how the competition between very low probability of impact and very large number of objects lead to a reasonable number of detectable events. However, we should be mindful that even if the detectable rates seem to be promising, the current search algorithms are not compatible to observe these encounters. To detect any glimpse of the scattering interactions in GW detectors, we require the accurate waveform model in relativistic regime. The present work may boost these searches.

It is worth noting that here we considered only close encounters. They reach velocities close to $c$ at a much larger periastron distance, compared to bound inspiraling orbits, hence can be many-fold brighter. Events with higher impact parameter (larger eccentricities) can become detectable if either the masses of the binary components or the initial velocity, exceeds the currently accepted limits on the parameters. Consideration of the full velocity distribution, instead of the average virial velocity we used here and the density profile of the cluster peaking at the centre, may significantly increase the number of detectable events. Moreover, it also seems appropriate to include the relativistic corrections in the event rates. As a result, both the momentum and velocity would increase. The increased momentum may boost the radiated energy which may results in a rise in the rates. In contrast to it, the velocity has an inverse effect on the rates as $\frac{\theta}{v} \sim 1/v_i$. Therefore, we may expect a competition between different entities. Altogether these effects may not be significant, though careful calculations are in order to make a reliable comment. We leave it as a future work.

We have used simplistic, but very realistic models here to conservatively estimate the detectable event rates. While extensive simulations, for different distributions of masses, velocities of compact stars, density profiles and evolution of a cluster, galaxy number density variation with redshift will provide rigorous estimates for each of those large combinations of models, as being done for binary mergers (Ivanova et al. 2008; Fragione & Kocsis 2018; Kremer et al. 2020), the present study provides a fresh and clean outlook to hyperbolic or parabolic encounter events, and at any circumstances, the study can be useful. Also, with considerable uncertainty in our present understanding of formation and evolution of stars and galaxies, it is not even clear if such a simulation can, in effect, be sufficiently conclusive. Effort should therefore be invested in developing strategies for detecting these exciting encounters, to distinguish them from resembling instrumental glitches (Mukund et al. 2017; Bahaaadini et al. 2018). Detection of these encounters, in conjunction with observations of binary mergers, can help us constrain characteristics of BH populations. Even in the case of no detection, such searches can help us to constrain the abundance of isolated compact stars in the universe, which may include primordial black holes, while higher detection rates can change our understanding of stellar population, which was the case for above $20M_\odot$ black holes after GW detection started.
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APPENDIX A: GRAVITATIONAL RADIATION

Given the quadrupole moment of the binary components is given by \( D^{ij} \), the power radiated due to gravitational wave is described as follows:

\[
P = -\frac{G}{4c^5} < D^{ij} \ddot{D}_{ij} > , \tag{A1}\]

where \( G \) and \( c \) are usual constants, and the quadrupole moment \( D_{ij} \) is defined as, \( D_{ij} = \mu (3x_{ij} - \delta_{ij} r^2) \) (Misner et al. 1973). In Fig. (2), we demonstrate the radiation in time domain for a typical initial condition such that \( t = 0 \) coincides with the minimum distance, i.e., periapsis — where the power becomes maximum and gives rise to a burst-like structure. With the initial angle becomes smaller, the orbit becomes nearly parabolic, and the interaction takes place in a shorter period of time (shown in Fig. (2)). In Fig. (2), we demonstrate the gravitational waveform in the time domain for different perturbation components given by (Misner et al. 1973)

\[
\mu^{ij} = -\frac{2G}{d^4} \frac{d}{dc} D^{ij} \tag{A2}\]

where \( d \) is the distance of the source from Earth. Note that, \( h_c(t) \) and \( h_s(t) \) are defined as the plus and cross polarization of the perturbation respectively. At large initial time (\( t_0 \) limit), we can show that \( h_c(-t_0) \approx h_s(t_0) \), whereas, \( h_s(-t_0) \) and \( h_c(t_0) \) has a difference in order of magnitude. This feature is not new, and already discussed in literature (De Vittori et al. 2014; García-Bellido & Nesseris 2018), stating that the cross-polarization has nonzero memory effect. Therefore, the present results are in consonance with the existing literature.

With the above calculations in time domain, we realize the primary components of the problem. However, in order to study the problem from detector’s perspective, it is convenient to obtain the energy spectrum in frequency domain, which can be obtained via the Fourier transform. The following relation captures the relation between power radiation, \( P(t) \), and energy spectrum, \( dE/d\nu \) in the frequency domain:

\[
\Delta E = \int_{-\infty}^{\infty} \frac{dE}{d\nu} d\nu = \int_{-\infty}^{\infty} \frac{dE}{dt} dt = \int_{-\infty}^{\infty} P(t) dt. \tag{A3}\]

The above Fourier transformation was computed in literature for a different initial condition (De Vittori et al. 2012; García-Bellido & Nesseris 2018). However, we serve our purpose with the numerical Fourier transform, and the spectrum is shown in Fig. (A1). For a consistency check, we compare the above result with the parabolic limit as given in Ref. Berry & Gair 2010 at large periapsis. We find an excellent accuracy within a numerical error ~ 1%.

APPENDIX B: DETECTORS & SIGNAL TO NOISE RATIO

Our aim is to estimate the detection rates for the current and upcoming detectors, Advanced LIGO (Aasi et al. 2015), Virgo (Acernese et al. 2015), KAGRA (Aso et al. 2013), LIGO-India (Iyer et al. 2019), and LIGO-India (Iyer et al. 2021). The upcoming detectors will be LIGO-Virgo-KAGRA (LVK), Advanced LIGO (Aasi et al. 2015), and LIGO-India (Iyer et al. 2019). The LVK setup is designed to observe high sensitivity and high detection efficiency.
as follows (Regimbau et al. 2012):

\[
F_+ = -\frac{\sqrt{3}}{4} \left[ (1 + \cos^2 \theta) \sin 2\phi \cos 2\phi + 2 \cos \theta \cos 2\phi \sin 2\psi \right],
\]

\[
F_- = \frac{\sqrt{3}}{4} \left[ (1 + \cos^2 \theta) \sin 2\phi \cos 2\psi - 2 \cos \theta \cos 2\phi \cos 2\psi \right],
\]

(B3)

with \(\theta, \phi\) denote the location on the sky, and \(\psi\) is the polarization angle. In order to replicate Eq. (B2) for ET, it is essential to find the average of above expressions over these angels (Flanagan & Hughes 1998):

\[
F_{\pm}^{\text{ave}} = \frac{1}{4\pi} \int_{\theta=0}^{\theta=\pi} \int_{\phi=0}^{\phi=2\pi} d\Omega_{\theta, \phi} \int_{\psi=0}^{\psi=\pi} d\psi \frac{dF_{\pm}}{\pi} = \frac{3}{20}.
\]

(B4)

Therefore, Eq. (B2) now becomes

\[
\rho_{\text{rms}}^2 = \int_{f_{\min}}^{f_{\max}} \frac{3|h_c(f)|^2}{20f^2S_h(f)},
\]

(B5)

where, the expression for \(h_c(f)\) remains identical. Both Eq. (B2) and Eq. (B5) would be useful to constraint \(\theta_i\), and obtain the event rate.