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Abstract. Biomedical imaging systems incorporating both photoacoustic (PA) and ultrasound capabilities are of interest for obtaining optical and acoustic properties deep in tissue. While most dual-modality systems utilize piezoelectric transducers, all-optical systems can obtain broadband high-resolution data with hands-free operation. Previously described reflection-mode all-optical laser-ultrasound (LUS) systems use a confocal source and detector; however, angle-dependent raypaths are lost in this configuration. As a result, the overall imaging aperture is reduced, which becomes increasingly problematic with depth. We present a reflection-mode nonconfocal LUS and PA imaging system that uses signals recorded on all-optical hardware to create angle-dependent images. We use reverse-time migration and time reversal to reconstruct the LUS and PA images. We demonstrate this methodology with both a numerical model and tissue phantom experiment to image a steep-curvature vessel with a limited aperture 2-cm beneath the surface. Nonconfocal imaging demonstrates improved focusing by 30% and 15% compared to images acquired with a single LUS source in the numerical and experimental LUS images, respectively. The appearance of artifacts is also reduced. Complementary PA images are straightforward to acquire with the nonconfocal system by tuning the source wavelength and can be further developed for quantitative multiview PA imaging.
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1 Introduction

Acoustic waves are weakly scattered and absorbed in biological tissue and are therefore useful for biomedical imaging. Both photoacoustic (PA) and ultrasonic imaging harness these characteristics, but toward different ends. A PA source is generated by sending a nanosecond pulse of light into biological tissue. The light is absorbed by tissue chromophores beneath the surface, causing a rapid temperature increase. The corresponding thermoelastic expansion generates a pressure wave originating at the location where the light is absorbed. The goal of PA imaging is to locate these embedded sources and quantify the strength of absorption using data recorded at the surface. On the other hand, ultrasonic imaging aims to detect and image acoustic scatterers by mapping the origin of acoustic wavefield changes due to scattering, reflection, and/or refraction from discontinuities in the acoustic refractive index.

PA and ultrasonic imaging provide complementary information about tissue properties, so dual-modality systems incorporating both types of imaging and analyses are desirable. Several dual PA and ultrasonic systems have been demonstrated, most commonly utilizing piezoelectric transducers for ultrasonic generation as well as detection of the ultrasound and PA waves. Piezoelectric transducers have narrow frequency bandwidths and are, therefore, not ideal for detecting inherently broadband PA waves. Furthermore, transducers exhibit a tradeoff between sensitivity and element size (putting an upper limit on lateral resolution) and require contact with the sample and an acoustic coupling medium. In contrast, optical detectors for PA imaging have obtained high sensitivity, optical diffraction-limited resolution, and broad frequency bandwidths. A limited list of these detectors includes optical interferometers, Fabry–Pérot detectors, microring resonators, Fiber Bragg sensors, and optical beam deflection techniques. For ultrasonics, the PA effect has been harnessed to induce laser-ultrasound (LUS) generation at the tissue surface. The resulting wavelets can achieve wide frequency bandwidths without ringing. Overall, purely optical systems allow for broadband PA and ultrasonic images to be obtained. The only difference in acquiring each of the wavefields is tuning where the acoustic waves are generated. Additionally, all-optical systems open up applications where contact with the sample and manual manipulation of a probe is harmful (as for burned tissue) or inconvenient (such as surgical guidance).

Both transmission and reflection mode LUS systems have been described, with reflection mode being most practical for clinical applications in which access is limited to a single side of the tissue. Additionally, the penetration depth of light is limited to a few centimeters in tissue for PA imaging, so...
reflection mode is preferred for systems incorporating both modalities. However, a major challenge of reflection-mode systems is the limited imaging aperture. To the authors’ knowledge, every reflection-mode LUS system incorporating all-optical hardware utilizes confocal sources and receivers, where the wavefield is both generated and detected at a single point. Two-dimensional (2-D) volumes are then generated by scanning the sample.²²,²³

In this work, we present an alternative nonconfocal approach. We utilize the term “nonconfocal” to indicate acquisition of independent information about each source–receiver pair. Specifically, for each localized light-pulse that is triggered, a line of receivers records the resulting wavefield. This multiview approach has shown to be advantageous for obtaining unique source distributions for quantitative PA imaging.²⁰,²¹ However, the advantages of nonconfocal acquisition for all-optical LUS systems have not been studied previously.

One advantage of nonconfocal all-optical acquisition is the increased suitability for powerful wave-equation-based reconstruction methods. Time-reversal has been studied extensively²⁵–²⁹ and is described as the most versatile imaging approach for PA imaging²⁰ since both acoustic heterogeneity²⁶,²⁸,²⁹ and acoustic absorption³⁰ can be incorporated. Similarly, reverse-time migration (RTM) is a wave-equation-based reconstruction method that has shown to be powerful in both seismic imaging³¹,³² and ultrasonics.³³,³⁴ Nonetheless, ray-based imaging techniques, such as delay-and-sum algorithms,³⁵ synthetic aperture focusing,³⁶ and Kirchhoff migration are most commonly used for medical ultrasonics. Ray-based methods work fairly well on sparse or irregularly sampled data and are thus well suited to ultrasound data recorded by transducers. However, ray-based solutions deteriorate in the presence of sharp discontinuities in acoustic impedance (e.g., near bone). This is due to significant angular deviation occurring at discontinuities due to a small perturbation in ray angle. Unlike ray-based techniques, RTM based on finite-difference solutions to the acoustic wave equation naturally handles multipathing from strong discontinuities and allows for a frequency-dependent response, but relies on densely sampled wavefields. Therefore, a nonconfocal all-optical system can harness the full resolution power of RTM.

The primary advantage we demonstrate is the angle-dependent information that is obtained by nonconfocal laser-ultrasonics, specifically. The limited aperture problem increases with depth in ultrasonics. Significant advancements have been made in the transducer-based ultrasonics community to insonify tissue from various angles to obtain angle-dependent images, which are stacked to obtain a final image with an increased aperture and reduced artifacts.³⁷ Likewise, synthetic aperture imaging uses nonconfocal, unfocused transmit elements and focused receive elements to reconstruct higher resolution images.³⁸ In the same way, we use nonconfocal LUS to probe the tissue from multiple directions. For a confocal source and detector, we have information about acoustic propagation only along a single A-line; however, when the wavefield is recorded at many detector positions for a single LUS source, we record angle-dependent raypaths. The combination of nonconfocal laser-ultrasonics with RTM is well suited for imaging structures with steep curvature that are difficult to image with a limited aperture. The combined methodology improves the effective imaging aperture and allows the advantages of spatial compounding to be exploited. Multiple angles of insonification are also important for imaging of anisotropic tissue such as muscle and tendon, where anisotropy can be mistaken for pathology.³⁸ Therefore, angle-dependent imaging will likely be necessary in order for reflection-mode LUS to find application clinically.

In the following sections, we first present a numerical model that demonstrates the advantages of angle-dependent illumination for LUS in a model with high acoustic contrast and steep curvature. Subsequently, we describe our nonconfocal all-optical PA and LUS imaging system that demonstrates these advantages for all-optical LUS for the first time experimentally. Multiview PA data can be obtained with the same system as the nonconfocal LUS by tuning only the location where acoustic generation occurs. The main contribution of this work is the use of angle-dependent information from an all-optical LUS system. At the same time, we incorporate the known advantages of all-optical reflection-mode PA and LUS imaging, wave-equation-based reconstruction, and multiview PA imaging.

2 Methods

2.1 Numerical Model

To illustrate the advantages of nonconfocal laser-ultrasonics, we create a 2-D acoustic numerical model that simulates the acoustic properties of biological tissue. We use Gmsh meshing software³⁹ to create a second-order (curvilinear) quadrilateral mesh, with a circular vessel with high contrast walls 2-cm deep in a homogeneous background medium. Figures 1(a) and 1(b) show the dimensions of the model, whereas Table 1 lists the acoustic properties. The acoustic properties of the vessel wall are in the range of a calcified blood vessel.⁴⁰,⁴¹ The imaging aperture is limited to about 53 deg, which is too narrow to image the full circumference of the steep curvature of the model vessel. While recording the wavefield on multiple sides of the model would improve the aperture, the goal of this work is to address situations in which reflection-mode is necessary.

We simulate the LUS source as a 2-MHz first-derivative Gaussian wavelet and numerically propagate the wavefield through the model using the SPECFEM2D⁴² solver. We place a total of 16 equally spaced ultrasound sources across 2 cm of the surface. Each independently fired source emits a “source” wavefield that propagates into the phantom interior and is then scattered by the vessel. The scattered wavefield is subsequently detected by 101 displacement detectors at the surface. This method of firing each source individually and recording the response by an array of detectors in reflection-mode is known as a “common source gather” in seismic imaging terminology.⁴³

As required by SPECFEM2D, we model the PA source as a uniform distribution of 242 PA point-sources inside of the circular vessel. The PA source term is defined as the derivative of the temporal and spatial source distribution [see Eq. (1) in Appendix A1]. As quantitative PA imaging is outside of the scope of this work and described elsewhere,⁴⁰,⁴¹ we do not model the source distribution for light illuminated from each source position. We assume each point source undergoes Gaussian heating and, therefore, we model the source wavelet as a first-derivative Gaussian. The central frequency of the wavelet is chosen to be 2 MHz, such that the wavelength is approximately half of the vessel diameter. We fire all sources simultaneously, and the superposition of the waves propagates as a PA wavefield that is detected by the same array of 101 displacement detectors at the surface.
2.2 Experimental Methods

We show the nonconfocal all-optical experimental setup in Fig. 2. We mount an optical vibrometer (OFV-505, Polytec, Irvine, California) on a linear stage (M-IMS300LM, Newport, Irvine, California) to detect the acoustic waves. A Nd:YAG laser generates a 10-ns pulse with a 10-Hz repetition rate. The 1064-nm beam is collimated with an 8-mm diameter and has a pulse energy of $100 \text{ mJ/cm}^2$, which is below the maximum permissible exposure for biological tissue at 1064 nm.44

Table 1  Acoustic properties used for numerical model.

| Medium         | Density (kg/m$^3$) | Velocity (ms$^{-1}$) |
|----------------|--------------------|----------------------|
| Background     | 1000               | 1500                 |
| Vessel interior| 768                | 1170                 |
| Vessel wall    | 1180               | 2740                 |

Fig. 1  Schematic diagram of vessel embedded in tissue phantom used for simulating propagation of (a) LUS and (b) PA waves with SPECFEM2D. Sources are outlined in red, and detectors are green. The active LUS source is indicated by the filled red source. In the LUS model, the solid line represents the scattered wavefield. The data extracted at the surface by the detectors $\mathcal{D}(x, z = 0, t)$ are shown for the (c) LUS and (d) PA models. (1) and (2) denote the arrival of the LUS waves scattered off of the top and bottom walls of the vessel, and (3) and (4) are the PA waves generated at the top and bottom walls of the vessel, respectively. Multiple reflections are indicated by red arrows.
The source beam is directed toward the sample by a mirror mounted on a rotation stage (URS1000BCC, Newport). The source is offset 5 mm from the detection beam in the plane out of the page in Fig. 2.

We create a solid tissue phantom with analogous acoustic properties to those used in the numerical model above. The phantom is composed of 1% Intralipid (Fresenius Kabi, Uppsala, Sweden) and 1% agar (A0930-05, U.S. Biological, Swampscott, Massachusetts). The phantom vessel is an acrylic tube with an inner diameter of 1.4 mm and wall thickness of 233.5 μm as the phantom vessel. The vessel is filled with infrared absorbing dye (Epolight 2057, Epolin, Newark, New Jersey, μa ≈ 30 cm−1) and embedded 2 cm under the acquisition surface.

We perform two experiments to obtain multiview PA and nonconfocal LUS data. First, we place a retroreflective tape across the detection line only, such that the source laser beam is directly incident on the phantom tissue. In this configuration, PA generation dominates, and the LUS generation at the surface is minimal. Second, we extend the tape across the source line. In that case, a majority of the incident source light is absorbed by the tape at the surface; therefore, a strong LUS wave is generated while minimizing PA generation. We note that instead of incorporating an absorbing layer at the surface, the wavelength of the source can be tuned to obtain strong absorption by the tissue surface itself. For example, the wavelength can be tuned to an absorption peak for melanin or water to generate LUS superficially. At many wavelengths, both PA and LUS generation occur. In such cases, LUS and PA datasets can be acquired from a single scan by isolating each wavefield with a simple time gate. This is a practical approach for media with low acoustic heterogeneity, but will degrade in complex tissue where the wavefields overlap in time. A more advanced method requires a modeling operator to simultaneously model both PA and LUS signals. Then, a joint inversion procedure could be used to find the range of physical model parameters that explain the observations. However, this is beyond the scope of this paper.

We record 17 scans in each configuration. For each scan, the source beam is kept at a single and unique surface location. We scan the vibrometer across 2 cm of the surface in the x-direction and record the average of 64 waveforms at a Δx = 200 μm increment. Then, we rotate the mirror such that the source beam moves 1.25 mm in the x-direction, and we repeat the vibrometer scan. This iterative process is continued for all 17 source positions. Previously described reflection-mode all-optical systems use a confocal source and detector, whereas we acquire each source–detector pair sequentially. Therefore, we can obtain angle-dependent all-optical LUS images by utilizing the information about raypaths between each source and detector position. Furthermore, our nonconfocal strategy creates a slightly different PA light distribution for each source position, which is recorded by all detectors. We automate the experiment and data acquisition with Python using the open-source PLACE software package.

To further isolate the PA and LUS wavefields, we apply a weighted subtraction between the corresponding scans from each configuration. The processed and highpass filtered (100 kHz) data are shown in Fig. 3.

### 2.3 Image Reconstruction

We use time reversal and RTM to reconstruct the PA and LUS images, respectively. For the interested reader, we provide a detailed outline of the reconstruction algorithms in Appendix A1 and A2. For the PA reconstruction, we stack the data from all scans before image reconstruction, while the LUS images are stacked after reconstruction of images from each independent source for spatial compounding.

The use of ultrasound to obtain acoustic properties of the medium for the PA reconstruction is continually under
investigation. However, this approach is most effective with full-field data and degrades as the imaging aperture is reduced (as in deep tissue reflection-mode imaging). Therefore, for our reflection-mode system, we have opted to use a homogeneous and lossless background medium for both the PA and LUS reconstruction.

3 Results

3.1 Numerical Results

In Fig. 4, we show the reconstructed individual-source (a) and compound (stacked) image in (b) for the LUS model. Multiple reflections within the vessel propagate along different raypaths and map to a slightly different location depending on the position of the original source. Therefore, these artifacts sum destructively, whereas the direct reflections from the vessel wall sum constructively. The curvature of the vessel is more accurately represented in the compound image, because angle-dependent information is obtained from the images formed from each source. There is also a clear improvement in overall focusing (lateral resolution). We observe a 30% decrease in the apparent vessel width in the compound image, measured as the width of the bottom wall. The appearance of artifacts is reduced by stacking of artifacts produced from different angles.

The PA image is shown in Fig. 4(c). The initial PA pressure distribution (the “source signature”) is a complicated shape due to the strong acoustic contrast surrounding the optical absorber. For the purposes of imaging and interpretation, it is beneficial to remove the source signature and produce an image that is representative of the overall source energy. Here, we apply a Hilbert transform to obtain the complex analytical representation of the real image. Subsequently, we take the power spectra of this data, which is proportional to the energy of the source, as shown in Fig. 4(d).

3.2 Experimental Results

The experimental LUS image for a single scan and compound image from all 17 scans are shown in Figs. 5(a) and 5(b), respectively. The compound image shows improved focusing (15%) compared to the single-source image, as measured by the width of the bottom wall of the vessel in Figs. 5(a) and 5(b). Limited-view and reverberation artifacts are reduced by stacking images acquired from each angle in Fig. 5(b) compared to the image from a single source in (a). The artifacts would be further reduced by stacking of artifacts produced from different angles.
suppressed by using a smaller, more localized spot-size for the source, and using additional source positions. Ideally, one LUS source would be used for each detection point. Reverberations in the PA data are mapped to the wrong location [Figs. 6(a) and 6(b)]. These artifacts reduce the depth-resolution of the PA image; therefore, the LUS image also helps to interpret the true structure of the target. The power spectrum of the Hilbert-transformed image is shown in Fig. 6(c).

3.3 Dual-Modality Images

Overlaying the PA and LUS images (Fig. 7) demonstrates several advantages of our dual-modality system. First, the two images provide both optical absorption and acoustic scattering information about the medium. In this example, the absorber is an analogue of hemoglobin, whereas the vessel wall can be compared to a stenotic or calcified vessel. Second, the PA image alone could be interpreted as containing two strong absorbers. However, the LUS image elucidates that there is a strong acoustic scatterer in direct contact with the absorbing molecules, therefore causing stronger generation at this interface. Therefore, the LUS is a complementary modality for interpreting the PA image.

4 Discussion

The combination of PA and LUS imaging provides valuable optical and acoustic information about targets deep within tissue. We have shown that spatial compounding with nonconfocal LUS data improves the focusing power of a limited-aperture system, as quantified by the 30% and 15% reduction in the vessel width numerically and experimentally, respectively. Furthermore, the artifacts are suppressed by image compounding. In both cases, numerical results show greater improvements compared to the experimental results. In the numerical model, we ignore attenuation; therefore, the artifacts due to multiple scattering are stronger than we would expect to be observed in the experimental data for this model. Additionally, the experimental LUS source has a diameter of 8 mm, thus the resolution of the LUS image...
Appendix A1. For a 2-D computational grid (Nd), but we expedite reconstruction time by using the detection and the use of source lasers with faster repetition rates. Acquisition time can be significantly reduced with parallelized laser and scanning of a single-point detector with 64 averages. 

The reconstruction time is also longer than ray-based techniques, but we expedite reconstruction time by using the finite-difference time-domain (FDTD) method described in Appendix A1. For a 2-D computational grid (384 x 2000 samples) on a typical single GPU workstation, it takes approximately 2 min to reconstruct the PA image and 2.5 min for the LUS reconstruction corresponding to one source. These times could be significantly reduced by the utilization of parallelized GPUs within a single work station. The advantages of nonconfocal imaging can still be applied to reconstruction with straight-ray methods to expedite reconstruction. Full-wavefield methods are more computationally complex, but also more accurate than straight-ray methods in complex imaging scenarios. Therefore, the proposed reconstruction methods lead toward quantitative imaging methods from which diagnostically relevant physical parameters can be extracted.

The single-pulse energy in these experiments is within the laser safety limits for biological tissue. However, the number of averages and energy density would require optimization to remain safe for clinical application. The largest contribution to energy exposure is repeated source generation in the same location for each detection point. Parallelized detection would substantially reduce the energy exposure for each source position.

In this demonstration, we focus on a model with acoustic contrast and steep curvature that demonstrates the primary advantages of nonconfocal LUS for deep tissue imaging. RTM is also well suited for this model, but would be further exploited in a model with stronger heterogeneities present, such as bone.

The PA image reconstructed from the sum of all 17 PA scans also shows improved signal-to-noise compared to the image created from illumination from a single direction. Multiview illumination creates a slightly different PA source distribution and suppresses incoherent noise. In both the numerical and experimental results, strong acoustic generation is observed at the vessel walls. This is caused by the high acoustic contrast between the dye and vessel wall, and destructive interference occurring between the interior sources. The frequency content (and therefore resolution) is dictated by the dimension of the absorber in the direction of propagation. For the PA wavefield, this is the inner diameter of the vessel (1.4 mm). In LUS, the frequency is dictated by the effective skin-depth,\(^\text{51}\) which is on the order of hundreds of micrometers for excitation on our opaque tape. To increase the PA frequency in the phantom vessel and also decrease the destructive interference between interior sources, we can decrease the effective size of the absorbers by using dynamic speckle illumination.\(^\text{52}\)

5 Future Work

There are several extensions of the current system and methods that can build upon the work presented. First, the artifacts are adequately suppressed in the LUS image, but are not considered in the current PA reconstruction. We use a uniform background velocity, thus the PA artifacts are due to multiple reflections by the vessel wall that are not accounted for in the background model. A variable-density acoustic wave equation could be used to reconstruct the PA image if the acoustic properties in the medium are extracted using quantified RTM data and then incorporated into the numerical model for PA reconstruction. As the conventional approach to incorporating acoustic heterogeneities into the PA background degrades as the imaging aperture is reduced, future work will focus on suppressing multiple-reflections from reflection-mode data using Marchenko redatuming.\(^\text{53}\)

Second, attenuation is ignored in this implementation, but must be considered for quantitative imaging (i.e., inversion). We note that the above approach could be extended to account for the attenuation by implementing a visco-acoustic least-squares RTM to both estimate the quality-factor (Q) and acoustic index of refraction.\(^\text{54}\)

Third, for true amplitude (quantitative) imaging with RTM, the light distribution in the tissue must be known. Therefore, a further extension for RTM is to model the light distribution and compute the source signature \[\partial h(x, z, t)/\partial t\] in Eq. (1) of Appendix A1. Then, the LUS source wavelet can be accurately modeled and the integral of the wavelet can be used for the source wavefield in RTM.\(^\text{55}\) Likewise, the light distribution must

![Fig. 7 Overlay of PA (red) and LUS (gray scale) images for (a) numerical model (b) experimental data.](http://biomedicaloptics.spiedigitallibrary.org/content/jbo/22/4/041014.full.pdf)
be known or accurately estimated for quantitative PA imaging.\textsuperscript{56} Nonetheless, illumination from multiple directions allows a straightforward path to quantitative PA tomography.\textsuperscript{20,21}

Finally, several methods exist for removing the source signature of time-reversed images. We present a simple example using the Hilbert transform for the PA image, but more sophisticated methods of obtaining the optimal signal for time reversal, such as multidimensional source deconvolution,\textsuperscript{57} are expected to improve the result.

6 Conclusions
We describe a nonconfocal all-optical LUS and PA system that obtains angle-dependent, high-resolution data with a broad frequency bandwidth. In the proposed system, images of both acoustic and optical properties are obtained with hands-free operation. While multiview imaging for PAs has been demonstrated previously, we demonstrate the advantages of nonconfocal all-optical LUS in both a numerical model and tissue phantom experiment for the first time. For the deep, steep-curvature vessel model presented, we show that nonconfocal LUS reduces artifacts and improves focusing by 30% and 15% in numerical and experimental images, respectively. The approach described is a step toward quantitative, high-resolution imaging when combined with the proposed wave-equation-based imaging techniques and modeling of the optical source distribution. In the presence of strong acoustic scattering (e.g., bone), the full power of RTM with such a nonconfocal system is expected to demonstrate even greater improvements.

Appendix

A1 Generating Solutions to the Acoustic Wave Equation
The constant density 2-D acoustic wave equation with a laser-generated source term can be written as

\[
\frac{1}{v^2(x,z)} \frac{\partial^2}{\partial t^2} p(x,z,t) = \Gamma(x,z) \frac{\partial h(x,z,t)}{\partial t},
\]

where \(v = v(x,z)\) is the velocity field in the medium in a 2-D Cartesian coordinate system \(x = [x, z]\), \(p(x,z,t)\) is the acoustic wavefield, and \(\Gamma(x,z)\) is the Grüneisen coefficient of the tissue. The source heating term

\[
h(x, z, t) = \mu_a(x, z) \phi(x, z, t)
\]

is the spatial and temporal heating of the tissue due to optical absorption, where \(\mu_a(x, z)\) is the optical absorption coefficient and \(\phi(x, z, t)\) is the light fluence at a location in space and time.\textsuperscript{58}

To propagate the acoustic wavefields and solve for \(p(x,z,t)\) numerically, we use an \(\mathcal{O}(\Delta x^2, \Delta t^2)\) FDTD equation to evolve the discretized wavefield \(p_{l,m}^{n}\) \(l, m, n\) about \(p_{l,m}^{n}\), where \(l, m, n\) are integer indices of a grid point in the \(x\), \(z\), and \(t\) dimension, respectively. We set the source term in Eq. (1) to zero

\[
\frac{1}{v^2(x,z)} \frac{\partial^2}{\partial t^2} p(x,z,t) = 0,
\]

and inject the energy of a wavefield into \(p(x,z = 0, t)\) as a boundary condition. Assuming \(\Delta x = \Delta z\), we discretize Eq. (3)

\[
p_{l,m}^{n+1} = 2p_{l,m}^{n} - p_{l,m}^{n-1} + \frac{\Delta t^2}{\Delta x^2} \sum_{i=-4}^{4} c_i (p_{l+i,m}^{n} + p_{l,m+i}^{n}),
\]

where \(c_i = c_{-i}\), with values given in Table 2. This formula emerges by solving a Taylor-series expansion to the eighth-order in space and second-order in time about \(p_{l,m}^{n}\) to solve for \(V^3 p\) and \(\partial^2 p/\partial t^2\), respectively. These derivatives are substituted into Eq. (3) to arrive at the update equation for forward \(p_{l,m}^{n+1}\) [Eq. (4)]. Note that to obtain the summation term with coefficients \(c_i\) on the right-hand side of Eq. (4), the spatial Taylor series is computed for \(p_{l,m}^{n+1}\) and \(p_{l,m+i}^{n}\) for \(-4 \leq i \leq 4\). The FDTD algorithm is implemented with a GPU-based stencil approach. The memory and speed advantages of this technique are described by Weiss and Shragge.\textsuperscript{59}

A1.1 Ultrasound Reconstruction and Imaging with Reverse-Time Migration
The key principle of RTM is based on Huygens’ principle, which states that at the instant in time when an acoustic

Algorithm 1 RTM for nonconfocal ultrasound.

1: for all ultrasound sources do
2: Generate numerical approximation of the ultrasound wavelet
3: Initialize \(s(x, z, t - \Delta t) = 0\)
4: for \(t_0 < t < t_{\text{max}}\) do
5: Inject source wavelet energy into \(s(x, z, t)\)
6: Construct \(s(x, z, t + \Delta t)\) from \(s(x, z, t)\) and \(s(x, z, t - \Delta t)\)
7: end for
8: Time-reverse \(s(x, z, t)\) at \(t_{\text{max}}\)
9: Reverse-time axis of ultrasound data \(s^R(x, t)\)
10: Initialize \(s^R(x, z, t_{\text{max}} + \Delta t) = 0\)
11: for \(t_{\text{max}} > t > t_0\) do
12: Inject recorded wavefield energy in \(s^R(x, z = 0, t)\) into \(s^R(x, z, t)\)
13: Reconstruct \(s^R(x, z, t - \Delta t)\) from \(s^R(x, z, t)\) and \(s^R(x, z, t + \Delta t)\)
14: Reconstruct \(s(x, z, t - \Delta t)\) and \(s(x, z, t + \Delta t)\)
15: Apply imaging condition in Eq. (5)
16: end for
17: end for
18: Sum images formed by each source

Table 2 Finite-difference stencil coefficients of \(\Delta x^2\) accuracy used in Eq. (4).\textsuperscript{59}

| Coefficients | \(c_0\) | \(c_{\pm 1}\) | \(c_{\pm 2}\) | \(c_{\pm 3}\) | \(c_{\pm 4}\) |
|-------------|-----|-----|-----|-----|-----|
| Value       | \(-\frac{1}{6}\)| \(\frac{1}{3}\)| \(-\frac{1}{2}\)| \(\frac{1}{6}\)| \(-\frac{1}{6}\)|
wavefield encounters a reflector, each point on the reflector acts as the source of a new, scattered wavefield. That is, the time when a downward-propagating “source” wavefield is incident on a reflector is temporally and spatially coincident with the upward-propagating, scattered wavefield (the wavefield “received” at the surface). RTM aims to determine the location and time where and when these two wavefields are colocated through an imaging condition. As in the numerical experiment in Sec. 2.1, we generate and numerically propagate a source wavefield \( S(x, z, t) \) through the acoustic model using the SPECFEM2D software. The interactions of the source wavefield with an acoustic discontinuity (the circular vessel) generate a scattered wavefield \( R(x, z, t) \). The scattered wavefield subsequently propagates to the surface where it is recorded and extracted as data \( D(x, z = 0, t) \) as in Fig. 1(c).

The first step in RTM is to reconstruct wavefields \( S(x, z, t) \) and \( R^\dagger(x, z, t) \). Numerically speaking, the \( \dagger \) symbol indicates that a wavefield is formed by injecting energy in an acausal way (from \( t_{\text{max}} \) to \( t = 0 \)). First, we reconstruct \( S(x, z, t) \) by generating a numerical approximation of the source wavelet, and propagating it through the model from \( t = t_0 = 0 \) to \( t = t_{\text{max}} \) using the FDTD approach described in Appendix A1. Having established the source wavefield at \( t_{\text{max}} \), we time-reverse the wavefield and begin to evolve \( S(x, z, t) \) in reverse time from \( t = t_{\text{max}} \) to \( t = t_0 \). At each time step, we also inject the recorded, time-reversed data \( D^\dagger(x, z = 0, t) \) into the initialized receiver wavefield \( R^\dagger(x, z, t) \) at \( t_{\text{max}} \). Then, to facilitate imaging, we simultaneously back-propagate \( S(x, z, t) \) and \( R^\dagger(x, z, t) \) from \( t_{\text{max}} \) to \( t_0 \). We image an acoustic scatterer or reflector when there is high correlation between \( R^\dagger(x, z, t) \) and \( S(x, z, t) \). We describe this process explicitly in Algorithm 1 and demonstrate with the numerical ultrasound model in Fig. 8.

The cross-correlation step (15) forms an image \( I(x, z) \) using a cross-correlation imaging condition

\[
I(x, z) = \sum_{s=1}^{N} \sum_{t=0}^{t_{\text{max}}} S(x, z, t) R^\dagger(x, z, t),
\]

where \( N \) is the number of independent sources (or shot-gathers) and \( \dagger \) indicates time reversal. \( R^\dagger(x, z, t) \) will focus at the location of an acoustic target at the time it was scattered. Likewise, \( S(x, z, t) \) will require the same time to reach the target. When the energy in \( S(x, z, t) \) and \( R^\dagger(x, z, t) \) is colocated in space and time, the cross-correlation imaging condition will form an image of acoustic reflectivity at the corresponding location;

![Fig. 8 Snapshots of the process of RTM to image the walls of a vessel in simulated data. The top panels show the numerical source wavefield \( S(x, z, t) \) back-propagating from deep within the model. The bottom panels are the back-propagation of the scattered wavefield injected into the model backward in time \( R^\dagger(x, z, t) \). The snapshots are shown from left to right in the order they are performed. An image is formed when \( S(x, z, t) \) and \( R^\dagger(x, z, t) \) are colocated in space and time, as shown in the middle two panels.](image-url)
for
3: \( R^5(x, z, t_{\text{max}}) = 0 \)
4: \( \text{for } t_{\text{max}} > t > t_0 \) do
5: \( \text{Extract wavefield at time } t = t_0 \)

that is, the image is formed when \( R^5(x, z, t) \) and \( S(x, z, t) \) “pass” each other (see Fig. 8).

### A2 Photoacoustic Reconstruction with Time-Reversal

To reconstruct the PA image, we assume a homogeneous background medium and propagate the recorded PA wavefield backward in time as in Algorithm 2. The image is formed by extracting the wavefield at time \( t = t_0 \), when the light was triggered.
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