In this document, we provide theoretical details necessary to understand the Bayesian analysis approach introduced in the Main text. We start by deriving a general formula for the posterior density associated with our Bayesian analysis approach. We then discuss the Wegscheider conditions and their implications on the reaction rate constants of a closed biochemical reaction system. Subsequently, we derive appropriate prior probability density functions for the log-equilibrium constants as well as for the log-rate constants, and discuss a practical method for determining the hyperparameters associated with these priors. Finally, we present mathematical arguments to support our belief that the posterior mode should be a more preferable estimator of the kinetic parameters of a biochemical reaction system than the posterior mean.
Bayesian analysis

To develop a Bayesian analysis approach for estimating the kinetic parameters (rate constants) of a biochemical reaction system, we take the log-rate constants $\kappa$ and the error variance $\sigma^2$ to be random variables. Note however that the probability density function of $\kappa$ we consider in this paper depends on the log-equilibrium constants $z = \{z_m, m \in M\}$, where $z_m := \ln(k_{2m-1}/k_{2m})$, which we treat as hyperparameters (details to follow). Since we do not know the exact values of these hyperparameters, we take them to be random variables as well. By following this approach, we can write the posterior joint density of $\kappa$, $z$, and $\sigma^2$, given data $y$, as

$$p(\kappa, z, \sigma^2 | y) = p(\sigma^2 | \kappa, y)p(\kappa | z, y)p(z | y).$$  

(S-1.1)

Since our main objective is to estimate $\kappa$, we are interested in evaluating the posterior density $p(\kappa | y)$. To do so, we must integrate the log-equilibrium constants $z$ and the error variance $\sigma^2$ out of the posterior joint density $p(\kappa, z, \sigma^2 | y)$. In this case,

$$p(\kappa | y) = \int \int p(\kappa, z, \sigma^2 | y)d\sigma^2 dz = \int p(\kappa | z, y)p(z | y)dz,$$

(S-1.2)

by virtue of (S-1.1). On the other hand,

$$p(\kappa | z, y) = \frac{p(y | \kappa)p(\kappa | z)p(z)}{p(z | y)p(y)}.$$  

(S-1.3)

As a consequence of (S-1.2) and (S-1.3), we have that

$$p(\kappa | y) = \frac{p(y | \kappa)}{p(y)} \int p(\kappa | z)p(z)dz \propto p(y | \kappa) \int p(\kappa | z)p(z)dz,$$

(S-1.4)

where $p \propto q$ denotes that $p$ is proportional to $q$, whereas,

$$p(y | \kappa) = \int p(y | \kappa, \sigma^2)p(\sigma^2 | \kappa)d\sigma^2.$$  

(S-1.5)

The term $p(y | \kappa)$ is simply the average of the likelihood $p(y | \kappa, \sigma^2)$ over the conditional prior density $p(\sigma^2 | \kappa)$ of $\sigma^2$ given the values of the log-rate constants $\kappa$. We refer to $p(y | \kappa)$ as the “effective” likelihood. Moreover, we refer to $\int p(\kappa | z)p(z)dz$ as the “effective” prior, since this term contains the prior information about the log-rate constants $\kappa$ after the prior information about the log-equilibrium constants is integrated out of the problem.

\(^1\)It is clear that $z$ can be directly calculated from $\kappa$. Consequently, conditioning on both $\kappa$ and $z$ is equivalent to conditioning only on $\kappa$. Therefore, $p(\sigma^2 | \kappa, z, y) = p(\sigma^2 | \kappa, y)$ and $p(y | \kappa, z) = p(y | \kappa)$. 

2
Wegscheider conditions

As we mentioned in the Main text, the thermodynamic constraints given by Equation (10) are equivalent to the Wegscheider conditions given by Equation (11). To show this fact, let us first assume that Equation (10) is satisfied. Then, for every \( r = \{r_m, m \in M\} \in \text{null}(S) \),

\[
\ln \prod_{m \in M} \left( \frac{k_{2m-1}}{k_{2m}} \right)^{r_m} = \sum_{m \in M} r_m \ln \frac{k_{2m-1}}{k_{2m}} = \sum_{m \in M} r_m \ln \frac{\prod_{n \in N} \left[ \frac{\nu'_n}{\nu_n} \right]^{r_m}}{\prod_{n \in N} \left[ \frac{\nu'_n}{\nu_n} \right]^{s_{nm}}} = \sum_{n \in N} \left( \sum_{m \in M} s_{nm} r_m \right) \ln \frac{\prod_{n \in N} \left[ \frac{\nu'_n}{\nu_n} \right]}{\prod_{n \in N} \left[ \frac{\nu'_n}{\nu_n} \right]} = 0,
\]

where \( \{x_n^{(p)}, n \in N\} \) are the stationary concentrations in the system when the initial concentration of the \( p \)th molecular species is perturbed. This shows Equation (11).

On the other hand, if Equation (11) is satisfied, then

\[
\sum_{m \in M} r_m \ln \frac{k_{2m-1}}{k_{2m}} \prod_{n \in N} \left[ \frac{\nu'_n}{\nu_n} \right]^{r_m} = \sum_{m \in M} \ln \left( \frac{k_{2m-1}}{k_{2m}} \right)^{r_m} - \sum_{m \in M} r_m \ln \prod_{n \in N} \left[ \frac{\nu'_n}{\nu_n} \right]^{s_{nm}} = \sum_{m \in M} \ln \left( \frac{k_{2m-1}}{k_{2m}} \right)^{r_m} - \sum_{n \in N} \left( \sum_{m \in M} s_{nm} r_m \right) \ln x_n^{(p)} = \sum_{m \in M} \ln \left( \frac{k_{2m-1}}{k_{2m}} \right)^{r_m} = 0,
\]

for every \( r \in \text{null}(S) \). We can take the \( m \)th element \( r_m \) of \( r \) to be

\[
r_m = k_{2m-1} \prod_{n \in N} \left[ \frac{\nu'_n}{\nu_n} \right]^{r_m} - k_{2m} \prod_{n \in N} \left[ \frac{\nu'_n}{\nu_n} \right]^{s_{nm}},
\]

since, from Equations (2) and (4) in the Main text, we have \( S r = 0 \), which implies that \( r \in \text{null}(S) \). Note now that

\[
\sum_{m \in M} \left( k_{2m-1} \prod_{n \in N} \left[ \frac{\nu'_n}{\nu_n} \right]^{r_m} - k_{2m} \prod_{n \in N} \left[ \frac{\nu'_n}{\nu_n} \right]^{s_{nm}} \right) \ln \frac{k_{2m-1}}{k_{2m}} \prod_{n \in N} \left[ \frac{\nu'_n}{\nu_n} \right]^{s_{nm}} = 0,
\]
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by virtue of (S-1.6). However, each term in the previous sum is nonnegative. Hence, for the sum to be equal to zero, each term must be zero, which implies the steady-state thermodynamic constrains given by Equation (10) in the Main text.

We will now show that the Wegscheider conditions are satisfied for all \( \mathbf{r} \in \text{null}(\mathbf{S}) \) so long as they are satisfied for \( M_2 = M - M_1 \) basis vectors \( \{\mathbf{r}(j), j = 1, 2, \ldots, M_1\} \) of the null space of \( \mathbf{S} \), where \( M_1 = \text{rank}(\mathbf{S}) \). Note that, for any \( \mathbf{r} \in \text{null}(\mathbf{S}) \),

\[
\mathbf{r} = \sum_{j=1}^{M_2} a_j \mathbf{r}(j),
\]

for some scalar coefficients \( a_j, j = 1, 2, \ldots, M_2 \). As a consequence, and from Equations (8) and (11) in the Main text, we have that

\[
\ln \prod_{m \in \mathcal{M}} \left( \frac{k_{2m-1}}{k_{2m}} \right)^{r_m} = \sum_{m \in \mathcal{M}} r_m \ln \frac{k_{2m-1}}{k_{2m}}
\]

\[
= \sum_{m \in \mathcal{M}} r_m z_m
\]

\[
= \sum_{m \in \mathcal{M}} \left[ \sum_{j=1}^{M_2} a_j r_m(j) \right] z_m
\]

\[
= \sum_{j=1}^{M_2} a_j \sum_{m \in \mathcal{M}} z_m r_m(j)
\]

\[
= \sum_{j=1}^{M_2} a_j \sum_{m \in \mathcal{M}} r_m(j) \ln \frac{k_{2m-1}}{k_{2m}}
\]

\[
= \sum_{j=1}^{M_2} a_j \ln \prod_{m \in \mathcal{M}} \left( \frac{k_{2m-1}}{k_{2m}} \right)^{r_m(j)}
\]

\[
= 0,
\]

for every \( \mathbf{r} = \{r_m, m \in \mathcal{M}\} \in \text{null}(\mathbf{S}) \), since the Wegscheider conditions are assumed to be satisfied by the basis vectors of the null space of \( \mathbf{S} \). This shows that the Wegscheider conditions are also satisfied for every \( \mathbf{r} \in \text{null}(\mathbf{S}) \).

Let us now rearrange the columns and rows of the stoichiometry matrix \( \mathbf{S} \) (by appropriately relabeling the molecular species and reactions) so that the first \( M_1 \) columns are linearly independent, whereas, the
remaining $M_2$ columns are linearly dependent on the first columns. In this case, we can write the stoichiometry matrix $S$ in the following block matrix form:

$$S = \begin{bmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{bmatrix},$$

where $S_{11}$ is an invertible $M_1 \times M_1$ matrix, whereas, $S_{12}, S_{21}$, and $S_{22}$ are $M_1 \times M_2$, $(N - M_1) \times M_1$, and $(N - M_1) \times M_2$ matrices, respectively. It is a well-known fact (e.g., see [1]) that the general solution of $Sr = 0$ is given by $r' = -S_{11}^{-1}S_{12}r''$, for an arbitrary $r''$, where $r', r''$ are $M_1 \times 1$ and $M_2 \times 1$ vectors, respectively. Let $S^{-1}_{11}S_{12}$ be the element of the $m$th row and the $m'$th column of matrix $S_{11}^{-1}S_{12}$.

This implies that the columns of matrix

$$B = \begin{bmatrix} -S_{11}^{-1}S_{12} \\ I_{M_2} \end{bmatrix},$$

where $I_{M_2}$ is the $M_2 \times M_2$ identity matrix, form a basis for the null space of $S$. As a consequence of this result and the fact that the Wegscheider conditions are satisfied so long they are satisfied by a basis vector of null($S$), we can conclude that the Wegscheider conditions, given by Equation (11) in the Main text, are equivalent to the following conditions [2]:

$$\kappa_{2m'} = \kappa_{2m'-1} + \sum_{m \in M_1} [S_{11}^{-1}S_{12}]_{m,m'}(\kappa_{2m} - \kappa_{2m-1}), \quad \text{for every } m' \in M_2, \quad (S-1.7)$$

where $M_1 = \{1, 2, \ldots, M_1\}$, $M_2 = \{M_1 + 1, M_1 + 2, \ldots, M\}$, and $[S_{11}^{-1}S_{12}]_{m,m'}$ is the element of the $m$th row and the $m'$th column of matrix $S_{11}^{-1}S_{12}$.

Equation (S-1.7) allows us to specify arbitrary values for the forward and reverse log-rate constants \{\kappa_{2m-1}, m \in M_1\}, \{\kappa_{2m}, m \in M_1\}, and calculate the reverse log-rate constants \{\kappa_{2m}, m \in M_2\} so that the Wegscheider conditions are satisfied. If we denote by $\kappa_f$ the $(M + M_1)$ “free” log-rate constants \{\kappa_{2m-1}, m \in M, \kappa_{2m}, m \in M_1\} and by $\kappa_d$ the $M_2$ “dependent” log-rate constants \{\kappa_{2m}, m \in M_2\}, then we can write (S-1.7) in the following compact form:

$$\kappa_d = \mathbb{W}\kappa_f, \quad (S-1.8)$$

where $\mathbb{W}$ is the $(M - M_1) \times (M + M_1)$ matrix implementing the right hand side of (S-1.7), given by

$$\mathbb{W} = \begin{bmatrix} -(S_{11}^{-1}S_{12})^T \\ I_{M_2} \\ (S_{11}^{-1}S_{12})^T \end{bmatrix}. \quad (S-1.9)$$

Thus, for any arbitrary $\kappa_f$, we can construct a thermodynamically feasible set of kinetic parameters by determining the dependent parameters $\kappa_d$ according to (S-1.8), and by setting $\kappa = \{\kappa_f, \kappa_d\}$. 

5
**Prior density of log-equilibrium constants**

From Equations (8) and (10) in the Main text, we have that

\[ z_m = \sum_{n \in \mathcal{N}} s_{nm} \ln x_n^{(p)}, \quad \text{for all } p \in \mathcal{P}, \]

where \( s_{nm} = \nu_{nm}' - \nu_{nm} \) is the net stoichiometry coefficient and \( \{ x_n^{(p)}, n \in \mathcal{N} \} \) are the stationary concentrations when the initial concentration of the \( p \)-th molecular species is perturbed. Therefore,

\[ z_m = \frac{1}{P + 1} \sum_{p \in \mathcal{P}} \sum_{n \in \mathcal{N}} s_{nm} \ln x_n^{(p)}, \quad \text{for all } m \in \mathcal{M}. \]  

(S-1.10)

On the other hand, Equation (5) in the Main text gives

\[ \sum_{p \in \mathcal{P}} \sum_{n \in \mathcal{N}} s_{nm} \ln x_n^{(p)}(t_q) = \sum_{p \in \mathcal{P}} \sum_{n \in \mathcal{N}} s_{nm} y_n^{(p)}(t_q) - \sum_{p \in \mathcal{P}} \sum_{n \in \mathcal{N}} s_{nm} \eta_n^{(p)}(t_q). \]

(S-1.11)

If we assume that the biochemical reaction system and all its perturbed versions are sufficiently close to steady-state at some time point \( t_{q+1} \), then (S-1.10) and (S-1.11) approximately imply that

\[ z_m = \tilde{y}_m - \tilde{\eta}_m, \]  

(S-1.12)

where

\[ \tilde{y}_m := \frac{1}{P + 1} \sum_{p \in \mathcal{P}} \sum_{n \in \mathcal{N}} s_{nm} y_n^{(p)}(t_{q+1}), \]  

(S-1.13)

and

\[ \tilde{\eta}_m := \frac{1}{P + 1} \sum_{p \in \mathcal{P}} \sum_{n \in \mathcal{N}} s_{nm} \eta_n^{(p)}(t_{q+1}). \]

To proceed, note that

\[ p(z \mid \bar{y}) = p(z \mid \bar{y}, \bar{y}) = \int p(z, \sigma^2 \mid \bar{y}, \bar{y}) d\sigma^2 \]

\[ = \int p(z \mid \sigma^2, \bar{y}) p(\sigma^2 \mid \bar{y}) d\sigma^2 \]

\[ = \int p(z \mid \sigma^2, \bar{y}) p(\sigma^2 \mid \bar{y}) d\sigma^2. \]  

(S-1.14)

This is due to the fact that \( \bar{y} := \{ \bar{y}_m, m \in \mathcal{M} \} \) can be calculated from \( \bar{y} := \{ y_n^{(p)}(t_{q+1}), n \in \mathcal{N}, p \in \mathcal{P} \} \) by means of (S-1.13), in which case \( p(z \mid \bar{y}, \bar{y}) = p(z \mid \bar{y}) \) and \( p(\sigma^2 \mid \bar{y}, \bar{y}) = p(\sigma^2 \mid \bar{y}) \). Moreover, since
\[ z_m = \tilde{y}_m - \tilde{\eta}_m, \] 
\[ \bar{y} \] does not provide further information about \( z \), given \( \sigma^2 \) and \( \bar{y} \), in which case 
\[ p(z \mid \sigma^2, \bar{y}) = p(z \mid \sigma^2, \bar{y}). \]

Equation (S-1.14) implies that, in order to calculate the probability density function \( p(z \mid \bar{y}) \), we must determine the probability density functions \( p(z \mid \sigma^2, \bar{y}) \) and \( p(\sigma^2 \mid \bar{y}) \). Note that, given \( \sigma^2 \) and \( \bar{y} \), the log-equilibrium constants \( z \) follow a multivariate Gaussian distribution with means and covariances 
\[ \text{E}[z_m \mid \sigma^2, \bar{y}] = \tilde{y}_m \quad \text{and} \quad \text{cov}[z_m, z_{m'} \mid \sigma^2, \bar{y}] = \frac{\sigma^2}{P + 1} \sum_{n \in \mathcal{N}} s_{nm}s_{nm'}. \]

This implies that 
\[ p(z \mid \sigma^2, \bar{y}) = \frac{(P + 1)^{M/2}}{(2\pi)^{M/2}\sigma^M\|HH^{-1}\|^{1/2}} \exp \left\{ -\frac{P + 1}{2\sigma^2}(z - \tilde{y})^T HH^{-1}(z - \tilde{y}) \right\}, \quad (S-1.15) \]
where \( HH \) is an \( M \times M \) matrix with elements \( h_{mm'} = \sum_{n \in \mathcal{N}} s_{nm}s_{nm'} \). Note that \( HH = S^T S \), where \( S \) is the \( N \times M \) stoichiometry matrix of the biochemical reaction system with elements \( s_{nm} \).

To determine the probability density function \( p(\sigma^2 \mid \bar{y}) \) of the error variance, note that 
\[ p(\bar{X}, \sigma^2 \mid \bar{y}) = \frac{p(\bar{y} \mid \bar{X}, \sigma^2)p(\bar{X}, \sigma^2)}{p(\bar{y})}, \quad (S-1.16) \]
where \( \bar{x} := \{ \ln x_n^{(p)}, n \in \mathcal{N}, p \in \mathcal{P} \} \) are the stationary concentrations when the initial concentration of the \( p \)-th molecular species is perturbed. Moreover, 
\[ p(\bar{X}, \sigma^2 \mid \bar{y}) = p(\bar{X} \mid \sigma^2, \bar{y})p(\sigma^2 \mid \bar{y}). \quad (S-1.17) \]
As a consequence of (S-1.16) and (S-1.17), we have 
\[ p(\sigma^2 \mid \bar{y}) = \frac{p(\bar{X}, \sigma^2 \mid \bar{y})}{p(\bar{X} \mid \sigma^2, \bar{y})} \]
\[ = \frac{p(\bar{y} \mid \bar{X}, \sigma^2)p(\bar{X}, \sigma^2)}{p(\bar{X} \mid \sigma^2, \bar{y})p(\bar{y})} \]
\[ = \frac{p(\bar{y} \mid \bar{X}, \sigma^2)p(\bar{X})p(\sigma^2)}{p(\bar{X} \mid \sigma^2, \bar{y})p(\bar{y})} \]
\[ \propto \frac{p(\bar{y} \mid \bar{X}, \sigma^2)}{p(\bar{X} \mid \sigma^2, \bar{y})}, \]
where we use the fact that \( \bar{x} \) and \( \sigma^2 \) are statistically independent (since \( \bar{x} \) is determined from \( \kappa \) and we have assumed in the Main text that \( \kappa \) and \( \sigma^2 \) are statistically independent). It is now not difficult to see that
\[ p(\tilde{y} \mid \bar{x}, \sigma^2) = p(\bar{x} \mid \sigma^2, \tilde{y}), \] due to the statistical independence and Gaussianity of the error terms \( \eta_n^{(p)} \) in Equation (5) of the Main text. Therefore,
\[
p(\sigma^2 \mid \tilde{y}) = p(\sigma^2) = \frac{b^a}{\Gamma(a)} (\sigma^2)^{-(a+1)} e^{-b/\sigma^2}, \tag{S-1.18}
\]
which does not depend on \( \tilde{y} \), by virtue of Equation (9) in the Main text.

As a consequence of (S-1.14) and (S-1.18), we now have that
\[
p(z \mid \tilde{y}) = p(z \mid \bar{y}, \tilde{y}) = p(z \mid \bar{y}) \tag{S-1.19}
\]
Finally, from (S-1.14), (S-1.15), (S-1.18), and (S-1.19), and after some straightforward, albeit tedious, algebraic manipulations, we can show that
\[
p(z \mid e, \tilde{y}) \propto \int \frac{1}{\sigma^{2(a+1)+M}} \exp \left\{ -\frac{P+1}{2\sigma^2} (z - \tilde{y})^T \mathbb{H}^{-1} (z - \tilde{y}) - \frac{b}{\sigma^2} \right\} d\sigma^2 
\approx \left[ \frac{2b}{P+1} + (z - \tilde{y})^T \mathbb{H}^{-1} (z - \tilde{y}) \right]^{-(M/2+a)} \tag{S-1.20}
\]
A problem associated with the previous formulation is that it may not be possible to evaluate the prior density \( p(z \mid \tilde{y}) \) of the log-equilibrium constants, given by (S-1.20), since the matrix \( \mathbb{H} \) may not be invertible. Indeed, if \( r \) is a (nonzero) vector in the null space of the \( N \times M \) stoichiometry matrix \( S \) (i.e., if \( S \mathbf{r} = 0 \)), then \( r^T \mathbb{H} \mathbf{r} = r^T S^T S \mathbf{r} = 0 \), which shows that matrix \( \mathbb{H} \) is positive semi-definite and, hence, not necessarily invertible.

To address the previous problem, we will follow a well-known technique known as *decorrelation* or *whitening* that allows us to transform the dependent random variables \( z \) into the statistically independent zero-mean random variables \( z_0 \) and obtain a form of matrix \( \mathbb{H} \) that is always invertible. Subsequently, this will allow us to derive a form for the probability density function \( p(z \mid \tilde{y}) \) that we can always evaluate.

Let us consider an \( (M - M_0) \)-dimensional zero-mean Gaussian random vector \( z_0 \) with identity covariance matrix, where \( M_0 \) is the number of zero eigenvalues of \( \mathbb{H} \). Our first objective is to determine an \( M \times (M - M_0) \) matrix \( \mathbb{H}_0 \), such that
\[
z = \mathbb{H}_0 z_0 + \tilde{y} \tag{S-1.21}
\]
Note that \( \mathbb{E}[z \mid \sigma^2, \tilde{y}] = \tilde{y} \), as expected from (S-1.12), whereas, \( \mathbb{H} = [(P + 1)/\sigma^2] \mathbb{H}_0 \mathbb{H}_0^T \). We can use singular value decomposition (SVD) [3] to decompose matrix \( \mathbb{H} = S^T S \) into \( \mathbb{H} = \mathbb{U} \mathbb{D} \mathbb{U}^T \), form the
\[(M - M_0) \times (M - M_0)\) diagonal matrix \(D_0\) by removing the last \(M_0\) zero singular values from \(D\) and the 
\(M \times (M - M_0)\) submatrix \(U_0\) of \(U\) by removing the last \(M_0\) columns of \(U\). Then, \(H_0 = U_0D_0U_0^T/\sqrt{P + I}\). Note now that \(U_0^TU_0 = I\), where \(I\) denotes the identity matrix. As a 
consequence, given vectors \(zzz\) and \(\tilde{y}\), (S-1.21) has a unique solution, given by 
\[z_0 = \frac{\sqrt{P + I}}{\sigma} D_0^{-1/2} U_0^T (zzz - \tilde{y}).\] 
(S-1.22)

This formula transforms the dependent random variables \(zzz\) into the statistically independent zero-mean 
random variables \(z_0\).

Note that
\[p(z | \sigma^2, \tilde{y}) = \int p(z, z_0 | \sigma^2, \tilde{y}) \, dz_0\]
\[= \int p(z | z_0, \sigma^2, \tilde{y}) p(z_0) \, dz_0\]
\[= \frac{1}{(2\pi)^{(M-M_0)/2}} \int \delta(z - H_0z_0 - \tilde{y}) \exp \left\{ -\frac{1}{2} z_0^T z_0 \right\} \, dz_0\]
\[= \frac{1}{(2\pi)^{(M-M_0)/2}} \delta(H_0z_0 - \tilde{y}) \exp \left\{ -\frac{P + 1}{2\sigma^2} (z - \tilde{y})^T U_0 D_0^{-1} U_0^T (z - \tilde{y}) \right\}\]
by virtue of (S-1.21) and (S-1.22), where \(\delta(\cdot)\) is the Dirac delta function. This result shows that 
\[p(z | \sigma^2, \tilde{y}) \propto \exp \left\{ -\frac{P + 1}{2\sigma^2} (z - \tilde{y})^T U_0 D_0^{-1} U_0^T (z - \tilde{y}) \right\},\]
which leads to [compare with (S-1.20)]:
\[p(z | \tilde{y}) \propto \frac{1}{\alpha^{a+1}} \exp \left\{ -\frac{P + 1}{2\sigma^2} (z - \tilde{y})^T U_0 D_0^{-1} U_0^T (z - \tilde{y}) - \frac{b}{\sigma^2} \right\} \, d\sigma^2\]
\[\propto \left[ \frac{2b}{P + 1} + (z - \tilde{y})^T U_0 D_0^{-1} U_0^T (z - \tilde{y}) \right]^{-a}.\]

Note that we can always evaluate this form of \(p(z | \tilde{y})\), since the diagonal matrix \(D_0\) is invertible.
If we now replace $p(z)$ by $p(z \mid \tilde{y})$ in Equation (6) of the Main text, we have

$$
\int p(\kappa \mid y) d\kappa = \frac{1}{p(y)} \int \int p(y \mid \kappa, z)p(\kappa \mid z)p(z \mid \tilde{y}) d\kappa dz
$$

$$
= \frac{1}{p(y)} \int \int p(y \mid \kappa, z)p(\kappa \mid z)p(\tilde{y}) dz
$$

$$
= \frac{1}{p(y)} \int p(y \mid z)p(z \mid \tilde{y}) dz
$$

$$
= \frac{1}{p(y)} \int p(y \mid z)p(z \mid \tilde{y}) dz
$$

$$
= 1, \text{ for all } y.
$$

since $p(y \mid \kappa, z) = p(y \mid \kappa)$ (see footnote 1), provided that $\tilde{y}$ is statistically independent of $y$, in which case $p(y \mid z, \tilde{y}) = p(y \mid z)$ and $p(y \mid \tilde{y}) = p(y)$. Clearly, the independence between $\tilde{y}$ and $y$ is a sufficient condition for the posterior density $p(\kappa \mid y)$ to be proper [i.e., for $p(\kappa \mid y)$ to be finite for every $y$].

**Prior density of log-rate constants**

Let us consider a bimolecular reaction $X_1 + X_2 \rightarrow X_3$. For this reaction to occur, two events must take place: one molecule of $X_1$ must collide with one molecule of $X_2$ and, given that the two molecules have collided, the reaction must take place. Using basic probabilistic arguments and the well-known hard-sphere collision theory [4], it has been shown in [5] that the probability of a randomly selected pair of molecules $X_1$ and $X_2$ at time $t$ to react during an infinitesimal time interval $[t, t + dt)$ is given by $c dt$. Here, $c$ is known as the specific probability rate constant and is given by

$$
c = \frac{\pi(r_1 + r_2)^2}{V} \sqrt{\frac{8k_BT}{\pi\mu^*\gamma}},
$$

(S-1.23)

where $V$ is the volume of the biochemical reaction system, $T$ is the temperature, $k_B$ is the Boltzmann constant ($k_B = 1.3806504 \times 10^{-23}$ J/K), and $\gamma$ is the probability that a randomly selected pair of colliding molecules $X_1$ and $X_2$ will react. This formula is based on the assumption that each molecule $X_n$ is a hard sphere of radius $r_n$ and mass $\mu_n$. In (S-1.23), $\mu^* = \mu_1\mu_2/(\mu_1 + \mu_2)$.

The rate constant $k$ of the previous bimolecular reaction is associated to the specific probability rate constant $c$ by means of $k = AVc$ (for a reaction with different reactants; see [6]), where $A$ is the Avogadro constant ($A = 6.0221415 \times 10^{23}$ mol$^{-1}$). If we assume that a pair $X_1$ and $X_2$ of molecules react only after
collision with impact energy greater than $E$, then $\gamma = \exp(-E/k_B T)$ \[5\]. In this case,

$$k = \alpha e^{-E/k_B T},$$

where

$$\alpha := \frac{A\pi}{8k_B T} \left( \frac{8k_B T}{\pi \mu} \right)^{1/2}.$$

Equation (S-1.24) is the well-known Arrhenius formula for the rate constant of a bimolecular reaction, and holds for other types of reactions (e.g., monomolecular and trimolecular) as well. The coefficient $\alpha$ is usually referred to as the pre-exponential factor, or simply the prefactor, whereas, $E$ is referred to as the activation energy of the reaction. In the following, we use (S-1.24) to derive a probabilistic model for the log-rate constants of a biochemical reaction system that leads to an appropriate prior density $p(\kappa | z)$ for the parameters $\kappa$.

According to (S-1.24), the rate constant of the $m$th forward reaction is given by

$$k_{2m-1} = \alpha_m e^{-E_m/k_B T}.$$

Equation (S-1.25) provides a theoretical expression for the prefactor $\alpha_m$, assuming the ideal situation of both reactant molecules being perfect hard spheres. In reality, however, the situation is much more complex, and we can use (S-1.25) to predict only a portion of the true prefactor value (provided that the masses and radii of the reactant molecules are known). As a consequence, we can decompose the prefactor $\alpha_m$ into a predictable part $\alpha^0_m$, and an unpredictable part $\omega_m$, so that $\alpha_m = \alpha^0_m \omega_m$. This implies that $\ln \alpha_m = \ln \alpha^0_m + g_m$, where $g_m := \ln \omega_m$ is a random additive component. The multiplicative factor $\omega_m$ can also be used to model unpredictable changes in biochemical conditions or changes in the structure of the reactant molecules, which may also affect the probability of particle collision and thus $\alpha_m$.

Therefore, we will be using the following expression for the prefactor of the $m$th forward reaction:

$$\alpha_m = \alpha^0_m e^{g_m}.$$

We will assume that $g_m$ is a zero-mean Gaussian noise component with standard deviation $\lambda_m$. In this case, $\alpha_m$ is a random variable characterized by the log-normal distribution

$$p(\alpha_m) = \frac{1}{\alpha_m \lambda_m \sqrt{2\pi}} \exp \left\{ -\frac{1}{2\lambda_m} \left( \ln \frac{\alpha_m}{\alpha^0_m} \right)^2 \right\} ,$$
with parameters $\ln \alpha_m^0$ and $\lambda_m$. It has been pointed out in [7] that log-normal distributions are very natural for modeling biochemical processes and are a direct consequence of the thermodynamic behavior of biochemical reaction systems.

Unpredictable changes in biochemical conditions can also affect the probability of reaction after collision, or equivalently, the activation energy $E_m$. We may consider $E_m$ to be a random variable that is decomposed into two terms: a deterministic term $E_0^m$ and a random additive term $U_m$, so that

$$E_m = E_0^m + U_m,$$

where $E_0^m, U_m \geq 0$. This is known as the (static) random activation energy (RAE) model [8]. A commonly used probability law for the random energy component $U_m$ is the Maxwell-Boltzmann (exponential) distribution [8]:

$$p(U_m) = \frac{1}{k_B T_m^*} \exp\left\{ -\frac{U_m}{k_B T_m^*} \right\}, \quad U_m \geq 0,$$

at some temperature $T_m^* > T$.

As a consequence of (S-1.26), (S-1.27), and (S-1.28), we have that

$$\kappa_{2m-1}^0 = \kappa_m^0 + g_m - w_m, \quad w_m \geq 0,$$

where

$$\kappa_m^0 := \ln \alpha_m^0 - \frac{E_0^m}{k_B T}$$

and

$$w_m := \frac{U_m}{k_B T}.$$

Moreover, (S-1.29) implies that the probability density function of $w_m$ is given by the following exponential distribution:

$$p(w_m) = \frac{1}{\tau_m} e^{-w_m/\tau_m}, \quad w_m \geq 0, \quad \tau_m > 0,$$

where $\tau_m := T_m^* / T > 1$. Note that the expected value of $w_m$ equals its standard deviation, with $E[w_m] = \text{sd}[w_m] = \tau_m$. In the following, we will assume that, for all $m \in \mathcal{M}$, $w_m$ is statistically independent of $g_m$. This is a reasonable assumption, considering the fact that these two random variables result from two different biophysical mechanisms, namely molecular collision and molecular reaction, which we may consider to be statistically independent.

\footnote{It has been suggested in the literature (e.g., in [8]) that $T_m^*$ must be larger than the system temperature $T$.}
The previous modeling steps lead to the following prior probability density function \( p(\kappa_{2m-1}) \) for the log-rate constant of the \( m \)th forward reaction:

\[
p(\kappa_{2m-1}) = \frac{e^{\lambda_{m}/2\tau_{m}}}{2\tau_{m}} \text{erfc} \left( \frac{1}{\sqrt{2}} \left( \frac{\lambda_{m}}{\tau_{m}} + \frac{\kappa_{2m-1} - \kappa_{0m}}{\lambda_{m}} \right) \right) \exp \left( \frac{\kappa_{2m-1} - \kappa_{0m}}{\tau_{m}} \right), \tag{S-1.31}
\]

where \( \text{erfc}[\cdot] \) is the complementary error function \([9]\). To derive this result, consider a random variable

\[
y = c + g - w, \tag{S-1.32}
\]

where \( c \) is a constant and \( w, g \) are two statistically independent random variables so that

\[
p_w(w) = \frac{1}{\tau} e^{-w/\tau} \quad \text{(exponential)} \quad \text{and} \quad p_g(g) = \frac{1}{\sqrt{2\pi\lambda}} \exp \left( -\frac{g^2}{2\lambda^2} \right) \quad \text{(Gaussian)}.
\]

If we set \( u = w - g \), then \( y = c - u \) and

\[
p_y(y) = p_u(c - y). \tag{S-1.33}
\]

Moreover, since \( w \) and \( g \) are statistically independent, we have \([9]\)

\[
p_u(u) = \int_{-\infty}^{\infty} p_w(x)p_g(x-u)dx
\]

\[
= \int_{0}^{\infty} \frac{1}{\tau} e^{-x/\tau} \frac{1}{\sqrt{2\pi\lambda}} \exp \left( -\frac{(x-u)^2}{2\lambda^2} \right) dx
\]

\[
= \frac{1}{\sqrt{2\pi\lambda\tau}} \int_{0}^{\infty} e^{-[(x+\lambda^2/\tau-u)/2\lambda^2] - u^2/2\lambda^2} dx
\]

\[
= \frac{1}{\sqrt{2\pi\lambda\tau}} \int_{0}^{\infty} e^{-\xi^2/2\lambda^2} \exp \left( \frac{\xi^2}{2\lambda^2} - u^2/2\lambda^2 \right) dx
\]

\[
= \frac{1}{\sqrt{2\pi\lambda\tau}} \exp \left[ \frac{1}{\sqrt{2}} \left( \frac{\lambda}{\tau} - \frac{u}{\lambda} \right) \right] \exp \left( \frac{\kappa_{2m-1} - \kappa_{0m}}{\tau_{m}} \right). \tag{S-1.34}
\]

Finally, by combining (S-1.33) and (S-1.34), we obtain

\[
p_y(y) = \frac{e^{\lambda_{m}/2\tau_{m}}}{2\tau_{m}} \text{erfc} \left( \frac{1}{\sqrt{2}} \left( \frac{\lambda_{m}}{\tau_{m}} + \frac{y - c}{\lambda_{m}} \right) \right) \exp \left( \frac{y-c}{\tau_{m}} \right), \tag{S-1.35}
\]

which provides an analytical expression for the probability density function of \( y \). Equation (S-1.31) is now a direct consequence of (S-1.30), (S-1.32), and (S-1.35).
Let us now focus our attention on the log-rate constant $\kappa_{2m}$ of the $m^{th}$ reverse reaction. Basic thermodynamic arguments imply that

$$k_{2m-1} = k_{2m} \prod_{n \in N} \phi_n^{s_{nm}}, \quad (S-1.36)$$

where $k_{2m-1}$ and $k_{2m}$ are the rate constants of the $m^{th}$ forward and reverse reactions, respectively, $\phi_n$ is the capacity of the $n^{th}$ molecular species, and $s_{nm}$ is the stoichiometry coefficients of the $n^{th}$ molecular species associated with the $m^{th}$ reaction. The capacity is a thermodynamic quantity characteristic to a molecular species and depends on the standard chemical potential of that species (see [10] for details). As a consequence, the log-equilibrium constant $z_m$ of the $m^{th}$ reaction depends only on the stoichiometry of the biochemical reaction system and the capacities of the underlying molecular species, since Equation (8) in the Main text and (S-1.36) imply that

$$z_m = \sum_{n \in N} s_{nm} \ln \phi_n, \quad \text{for all } m \in M.$$ 

Therefore, $z_m$ is a constant characteristic to the $m^{th}$ reaction.

From Equation (8) in the Main text, note that

$$\kappa_{2m} = \kappa_{2m-1} - z_m, \quad \text{for all } m \in M,$$

which implies that $\kappa_{2m}$ and $\kappa_{2m-1}$ are two dependent random variables, given $z_m$. Their joint probability density function satisfies

$$p(\kappa_{2m}, \kappa_{2m-1} \mid z_m) = p(\kappa_{2m} \mid z_m, \kappa_{2m-1}) p(\kappa_{2m-1} \mid z_m) = \delta(\kappa_{2m} - \kappa_{2m-1} + z_m) p(\kappa_{2m-1}), \quad (S-1.37)$$

where $\delta(\cdot)$ is the Dirac delta function. Clearly, $z_m$ is a hyperparameter, since it characterizes the prior joint density $p(\kappa_{2m}, \kappa_{2m-1})$ of the log-rate constants of the $m^{th}$ reaction. We will assume here that, given $z = \{z_1, z_2, \ldots, z_M\}$, the reaction rate constants of different reactions are mutually independent. Then, the prior density of the log-rate constants will be given by

$$p(\kappa \mid z) = \prod_{m \in M} p(\kappa_{2m}, \kappa_{2m-1} \mid z_m) = \prod_{m \in M} \delta(\kappa_{2m} - \kappa_{2m-1} + z_m) p(\kappa_{2m-1}),$$

by virtue of (S-1.37).
A practical method for determining the hyperparameters $\phi, a, b$

In practice, prior information about the rate constants of a biochemical reaction system may be available from which we may be able to estimate their minimum, maximum, and average values. Moreover, some prior information might be available about the error processes $\eta_n^{(p)}$ in Equation (5) of the Main text, which may allow us to estimate the average value and spread of their variance. In this subsection, we show how to use these values to determine the hyperparameters $\phi = \{\kappa_0^m, \tau_m, \lambda_m, m \in M\}$ associated with the prior densities $p(\kappa_{2m-1})$ of the forward log-rate constants and the hyperparameters $a, b$ associated with the prior density $p(\sigma^2)$ of the measurement errors.

From (S-1.30), we have that

$$\text{E}[\kappa_{2m-1}] = \kappa_0^m - \tau_m \quad \text{and} \quad \text{sd}[\kappa_{2m-1}] = \sqrt{\lambda_m^2 + \tau_m^2},$$

(S-1.38)

by virtue of our assumption that $g_m$ and $w_m$ are statistically independent. Clearly, the parameter $\kappa_0^m$ controls the location of $p(\kappa_{2m-1})$, whereas, $\tau_m$ controls both location and scale. Moreover, the parameter $\lambda_m$ controls the scale of $p(\kappa_{2m-1})$, without affecting its location. We illustrate this behavior in Figure S-1.1.

Let $\kappa_{\text{min}}, \kappa_{\text{max}}$ and $\kappa_{\text{avg}}$ be the minimum, maximum, and average values of a forward log-rate constant $\kappa$.

Our objective is to determine the hyperparameters of the prior density $p(\kappa)$, given by (S-1.31), so that $\text{E}[\kappa] = \kappa_{\text{avg}}$ and $p(\kappa) \simeq 0$, for $\kappa \leq \kappa_{\text{min}}, \kappa \geq \kappa_{\text{max}}$.

Since $\text{E}[\kappa] = \kappa_{\text{avg}}$, we must have

$$\kappa_0^m - \tau = \kappa_{\text{avg}},$$

(S-1.39)

by virtue of (S-1.38). Moreover, since we want $p(\kappa) \simeq 0$, for $\kappa \leq \kappa_{\text{min}}$, we can impose the condition

$$e^{(\kappa - \kappa_0^m)/\tau} \leq \tau \epsilon e^{-\lambda^2/2}, \quad \text{for} \quad \kappa \leq \kappa_{\text{min}},$$

for a sufficiently small $\epsilon > 0$, which implies that $p(\kappa) < \epsilon$, for $\kappa \leq \kappa_{\text{min}}$, by virtue of (S-1.31) and the facts that $\tau > 1$ and $\text{erfc}(x) \leq 2$. Since $e^{(\kappa - \kappa_0^m)/\tau}$ is monotonically increasing in $\kappa$, it suffices to set

$$e^{(\kappa_{\text{min}} - \kappa_0^m)/\tau} = \tau \epsilon^*,$$

where

$$\epsilon^* := \epsilon e^{-\lambda^2/2},$$

(S-1.40)

which, together with (S-1.39), implies that

$$\tau \ln \tau + (1 + \ln \epsilon^*)\tau = \kappa_{\text{min}} - \kappa_{\text{avg}}.$$  

(S-1.41)
Figure S-1.1: The prior density \( p(\kappa_{2m-1}) \) of the forward log-rate constant, given by (S-1.31), when: (a) \( \kappa_0^m = -2, \tau_m = 2, \lambda_m = 0.6 \), (b) \( \kappa_0^m = -2, \tau_m = 2, \lambda_m = 3 \), (c) \( \kappa_0^m = -8, \tau_m = 2, \lambda_m = 0.6 \), and (d) \( \kappa_0^m = -2, \tau_m = 6, \lambda_m = 3 \). Note that \( \kappa_0^m \) controls the location of \( p(\kappa_{2m-1}) \), whereas, \( \tau_m \) controls both location and scale. Moreover, the parameter \( \lambda_m \) controls the scale of \( p(\kappa_{2m-1}) \), without affecting its location.

Finally, since we want \( p(\kappa) \simeq 0 \), for \( \kappa \geq \kappa_{\text{max}} \), we can impose the condition

\[
\text{erfc} \left[ \frac{1}{\sqrt{2}} \left( \frac{\lambda}{\tau} + \frac{\kappa - \kappa_0^m}{\lambda} \right) \right] \leq 2\tau e^{-\lambda^2/2} e^{-(\kappa - \kappa_0^m)/\tau}, \quad \text{for } \kappa \geq \kappa_{\text{max}},
\]

which implies that \( p(\kappa) \leq \epsilon \), for \( \kappa \geq \kappa_{\text{max}} \), by virtue of (S-1.31) and the fact that \( \tau > 1 \). Since \( \text{erfc}[\left( \frac{\lambda}{\tau} + \frac{\kappa - \kappa_0^m}{\lambda} \right)/\sqrt{2}] \) is monotonically decreasing in \( \kappa \), it suffices to set

\[
\text{erfc} \left[ \frac{1}{\sqrt{2}} \left( \frac{\lambda}{\tau} + \frac{\kappa_{\text{max}} - \kappa_0^m}{\lambda} \right) \right] = 2\tau e^{-\lambda^2/2} e^{-(\kappa - \kappa_0^m)/\tau},
\]
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which, together with (S-1.39), implies
\[ \tau + \lambda \left( r \sqrt{2} - \frac{\lambda}{\tau} \right) = \kappa^{\text{max}} - \kappa^{\text{avg}}, \]  
(S-1.42)

where
\[ r := \text{erfc}^{-1} \left[ 2 \tau \epsilon^* e^{-\left( \kappa^{\text{max}} - \kappa^{\text{avg}} - \tau \right) / \tau} \right]. \]

Given \( \kappa^{\text{min}} \), \( \kappa^{\text{max}} \), and \( \kappa^{\text{avg}} \), we may be able to determine the values of the hyperparameters \( \kappa^0 \), \( \tau \), and \( \lambda \) by simultaneously solving (S-1.39), (S-1.41), and (S-1.42). Unfortunately, (S-1.41) and (S-1.42) are nonlinear and they both depend on \( \tau \) and \( \lambda \). Hence, finding a solution to these equations is a rather difficult problem [3]. In the following, we discuss a simple approach for determining the values of the hyperparameters, which works quite well.

Equation (S-1.41) depends on \( \lambda \) only through \( \epsilon^* \) [see (S-1.40)]. We can remove this dependence by setting \( \epsilon^* \) to a sufficient small fixed value, such as 0.001. Then, we are left with a nonlinear equation for \( \tau \), which we can solve by employing an appropriate numerical method, such as Newton-Raphson [3]. Note that we must choose \( \epsilon^* \) so that the resulting value of \( \tau \) is greater than one.

Using the value of \( \tau \) calculated in the previous step, we can calculate the value of \( \lambda \) by solving (S-1.42), in which case
\[ \lambda = \frac{\sqrt{2} r \tau}{2} \pm \frac{1}{2} \sqrt{2(r^2 + 2) \tau^2 - 4 \tau (\kappa^{\text{max}} - \kappa^{\text{avg}})}. \]  
(S-1.43)

If \( \tau < 2(\kappa^{\text{max}} - \kappa^{\text{avg}})/(r^2 + 2) \), we have no real-valued solution for \( \lambda \). This indicates that we cannot find an appropriate prior density that satisfies the required specifications (i.e., \( E[\kappa] = \kappa^{\text{avg}} \) and \( p(\kappa) \approx 0 \), for \( \kappa \leq \kappa^{\text{min}}, \kappa \geq \kappa^{\text{max}} \)). On the other hand, (S-1.43) may produce two different nonnegative values for \( \lambda \). In this case, we can use both values of \( \lambda \) to evaluate the corresponding prior densities \( p(\kappa) \). Then, we can pick the value that leads to a prior density that best satisfies the condition \( p(\kappa^{\text{min}}) = p(\kappa^{\text{max}}) = 0 \).

After calculating \( \lambda \) by (S-1.43), we must use \( \epsilon^* \) and (S-1.40) to determine the value of \( \epsilon \). If the resulting value is sufficiently close to zero, then we can accept the hyperparameter values. Otherwise, we must decrease \( \epsilon^* \) [note from (S-1.40) that \( \epsilon \geq \epsilon^* \)] and repeat the previous procedure. Finally, having computed the values of \( \tau \) and \( \lambda \), we can calculate the value of \( \kappa^0 \) by setting
\[ \kappa^0 = \kappa^{\text{avg}} + \tau. \]  
(S-1.44)
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As an example, let us take $\kappa_{\text{min}} = -17$, $\kappa_{\text{max}} = -3$, and $\kappa_{\text{avg}} = -7$ (these are values we consider in the numerical example), and set $\epsilon^* = 0.001$. Then, (S-1.41) becomes $\tau \ln \tau - 5.9\tau = -10$, which is satisfied with $\tau = 1.8990$. Subsequently, (S-1.43) results in $\lambda = 0.7409$ or $\lambda \simeq 5.3849$, whereas, (S-1.44) gives $\kappa^0 = -5.1010$. The resulting prior density with $\lambda = 0.7409$ is depicted in Figure S-1.2(a). In this case, $\epsilon = 0.0013$, which is sufficiently close to zero. The resulting prior density with $\lambda = 5.3849$ is depicted in Figure S-1.2(b). Clearly, this prior is not acceptable, since it turns out that $p(\kappa_{\text{min}}) = p(-17) \not\approx 0$ and $p(\kappa_{\text{max}}) = p(-3) \not\approx 0$.

When the average value, avg, and the spread, sd, of the variance $\sigma^2$ of the measurement errors are known, we can uniquely determine the hyperparameters $a$, $b$ associated with the prior error density $p(\sigma^2)$, given by Equation (9) in the Main text. This is due to the fact that $\text{E}[\sigma^2] = b/(a - 1)$ and $\text{var}[\sigma^2] = \{\text{E}[\sigma^2]\}^2/(a - 2) = b^2/[(a - 1)^2(a - 2)]$, for $a > 2$, which imply that

$$a = 2 + \left(\frac{\text{avg}}{\text{sd}}\right)^2,$$

$$b = \text{avg} \cdot (a - 1).$$

For example, if $\text{avg} = \text{sd} = 0.5$, then $a = 3$ and $b = 1$, whereas, if $\text{avg} = 0.2$ and $\text{sd} = 0.1$, then $a = 6$ and $b = 1$. The resulting prior densities are depicted in Figure S-1.3.
Figure S-1.3: The prior error variance density $p(\sigma^2)$, given by Equation (9) in the Main text, with: (a) $a = 3$, $b = 1$, and (b) $a = 6$, $b = 1$. In the first case, $E[\sigma^2] = 0.5$ and $\text{var}[\sigma^2] = 0.25$, whereas, in the second case, $E[\sigma^2] = 2$ and $\text{var}[\sigma^2] = 0.01$.

**Posterior mode vs. posterior mean**

We have mentioned in the Main text that the posterior mode should be a more preferable estimator of the kinetic parameters of a biochemical reaction system than the posterior mean. To see why this is true, suppose that, so long as $|\kappa_{f,m} - \kappa_{f,m}^{\text{true}}| < \epsilon_m$, for $m = 1, 2, ..., M + M_1$, the parameters $\{\kappa_f, \mathbb{W}_f\}$ reproduce the concentration dynamics of the biochemical reaction system faithfully. Note that a small $\epsilon_m$ corresponds to a rate constant that appreciably affects the concentration dynamics, whereas, a large $\epsilon_m$ corresponds to a rate constant whose value has little or no effect on the dynamics. If $c(\kappa_f, \kappa_f^{\text{true}})$ is the cost of estimating the true log-rate constants $\kappa_f^{\text{true}}$ by $\kappa_f$, then we can set

$$c(\kappa_f, \kappa_f^{\text{true}}) = \begin{cases} 0, & \text{if } |\kappa_{f,m} - \kappa_{f,m}^{\text{true}}| < \epsilon_m, \text{ for } m = 1, 2, ..., M + M_1 \\ 1, & \text{otherwise}. \end{cases} \quad (S-1.45)$$

As a consequence, we would like to find the optimal estimator $\hat{\kappa}_f$ of $\kappa_f^{\text{true}}$ by minimizing the mean posterior cost $E[c(\kappa_f, \kappa_f^{\text{true}}) \mid y]$ with respect to $\kappa_f$. Note that (S-1.45) implies that

$$E[c(\kappa_f, \kappa_f^{\text{true}}) \mid y] = 1 - \Pr(\{|\kappa_{f,m} - \kappa_{f,m}^{\text{true}}| < \epsilon_m, \text{ for } m = 1, 2, ..., M + M_1\} \mid y). \quad (S-1.46)$$

Hence, we can find the optimal estimator $\hat{\kappa}_f$ by maximizing the probability

$$\Pr(\{|\kappa_{f,m} - \kappa_{f,m}^{\text{true}}| < \epsilon_m, \text{ for } m = 1, 2, ..., M + M_1\} \mid y) = \int_{\kappa_{f,1} - \epsilon_1}^{\kappa_{f,1} + \epsilon_1} \cdots \int_{\kappa_{f,M+M_1} - \epsilon_{M+M_1}}^{\kappa_{f,M+M_1} + \epsilon_{M+M_1}} p_W(\kappa' \mid y) d\kappa',$n with respect to $\kappa_f$. 
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Clearly, the optimal solution is the center of a hypercube with edge lengths \(\{2\epsilon_1, 2\epsilon_2, \ldots, 2\epsilon_{M+M_1}\}\) with the highest probability given by (S-1.46). When all \(\epsilon_m\)’s are small (i.e., when all parameters appreciably affect the system dynamics), the hypercube will be small as well. In this case, \(\hat{\kappa}_f\) will approximately be the point in the parameter space with the highest posterior probability and, therefore, \(\hat{\kappa}_f = \hat{\kappa}_f^{\text{mode}}\).

When a parameter does not appreciably affect the system dynamics, the hypercube grows along the corresponding dimension. In this case, the skewness of the posterior density \(p_W(\kappa_f \mid y)\) may draw the optimal estimator away from the posterior mode along the direction of growth. This however is an acceptable loss of optimality, since the parameter does not appreciably affect the concentration dynamics and finding its optimal value is inconsequential.
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