Abstract:

Establishing a guideline-based treatment for sepsis and septic shock remains challenging because sepsis is a disparate range of life-threatening organ dysfunctions whose pathophysiology is not fully understood. Early intervention in sepsis is crucial for patient outcome, yet these interventions have adverse effects and are frequently overadministered. Greater personalization is necessary, as no single action is suitable for all patients. We present a novel application of reinforcement learning in which we identify optimal recommendations for sepsis treatment from data, estimate their confidence level, and identify treatment options infrequently observed in training data. Rather than a single recommendation, our method presents several viable treatment options. We examine learned policies and discover that reinforcement learning is biased against aggressive intervention due to the confounding relationship between mortality and level of treatment received. We mitigate this bias using subspace learning, and develop methodology that can yield more accurate learning policies across healthcare applications.
Introduction:

Sepsis and septic shock incur the greatest in-hospital mortality\(^1\) and cost of care among all conditions in the United States\(^2\). Consequently, they have been the subject of several decades of efforts to improve patient outcomes\(^3\), which have led to a nearly 2-fold reduction in both mortality and cost in severe cases\(^4\). Sepsis is not a single disease, but a disparate range of life-threatening organ dysfunctions arising due to infection\(^5\) whose pathophysiology is still not fully understood. The heterogeneity of sepsis makes treatment difficult, and many current guidelines still lack strong empirical support\(^6\). There is a strong association between treatment delays in septic shock and mortality\(^7\)-\(^9\), and therefore current clinical recommendations are focused primarily on immediate intervention\(^10\). To help address this, a number of computational methods for early prediction of sepsis and septic shock with the aim of reducing treatment delays have been proposed\(^11\)-\(^15\).

Treatments for sepsis and septic shock can include fluid and vasopressor administration to increase blood pressure and enhance organ perfusion, and administration of antibiotics to fight infection. However, none of these interventions are without risk. Excessive fluid administration leads to overload in as many as two-thirds of sepsis patients\(^16\). Fluid overload increases risk of hypertension, pulmonary edema, and respiratory failure\(^16\),\(^17\). High dosages of vasopressors have been associated with increased mortality\(^18\) and adverse cardiac events\(^19\),\(^20\). Antibiotics are frequently administered to patients without evidence of bacterial infection\(^21\), resulting in antibiotic resistance and Clostridium difficile infection\(^20\). A greater degree of personalization of sepsis treatment is necessary, as no single policy is appropriate for all patients. Stratification and subtyping of sepsis patients toward this end is of interest\(^22\). In pursuit of this goal, we recently demonstrated a new method for and potential clinical benefits of clustering sepsis patients based on the evolution of their state and risk trajectories over time\(^23\).
Reinforcement learning presents an avenue for learning treatment strategies from observations of physiological state, clinician actions, and consequent patient outcomes, by modeling patient state evolution and treatment responsiveness as a Markov decision process (MDP)\textsuperscript{24}. Komorowski et al.\textsuperscript{25} applied Q-learning to electronic health record (EHR) data to learn strategies for administering fluids and vasopressors to sepsis patients; the same group has applied additional deep reinforcement learning methods to this problem as well\textsuperscript{26,27}. However, there has been relatively little follow-up in this area from other groups\textsuperscript{28}. The fundamental challenge is that while many reinforcement learning methods can be trained on and benefit from historical data, further fine-tuning through online interactions (i.e., new data collected using the learned policies) is necessary to learn effective policies\textsuperscript{29,30}. Online learning in healthcare may require ceding some decision-making for treatments of real patients from clinicians to artificial intelligence (AI), and therefore cannot be undertaken without careful consideration of additional associated patient risk. Some recent algorithmic advances in deep reinforcement learning have been aimed towards mitigating the technical challenges of learning effective policies through purely offline learning\textsuperscript{31-33}. Rather than a purely algorithmic approach, however, we also examine learned policies from the clinical perspective, and compare AI recommendations to clinician actions, as well as established clinical best practices.

We present a novel application of reinforcement learning in which we compute confidence bounds on AI evaluations of sepsis interventions, identifying the confidence level of AI treatment recommendations. We also identify actions which are infrequently or never observed in the training data. This provides clinicians with more information and greater discretion than a black-box recommendation. In addition to decision algorithms based on terminal rewards determined by
We explore intermediate reward formulations which are more similar to the short-term resuscitation objectives pursued by clinicians. We also discover a clinically important problem in state-space formulation for reinforcement learning agents in healthcare applications: if heterogenous data from patients who respond differently to treatment are assigned to the same point in a discrete state-space (which is likely to occur with uniform binning approaches), the resulting AI will be biased towards recommending less intervention than is appropriate. This is because on average, healthier patients have better outcomes, despite receiving interventions at lower rates. To mitigate this problem, we define a discrete state space by clustering on a learned subspace of physiological data that maximizes correlation with outcomes and interventions. This approach ensures a clinically meaningful partitioning of the state space in which states are more internally homogenous in terms of clinical labels, as well as response to intervention.

**Results:**

We used data from the MIMIC-III intensive care database (version 1.4) to train a reinforcement learning agent for the administration of fluids and vasopressors in sepsis patients. Sepsis was determined according to the Third International Consensus Definitions for Sepsis and Septic Shock (Sepsis-3), yielding 21,189 ICU stays from sepsis patients, and a total of 335,703 observed transitions (Table S1, S4-S6); each transition consists of a starting state, an action taken by the clinician, and an ending state.

Our fitted reinforcement learning agent produces time-evolving recommendations for the administration of fluids and vasopressors in sepsis patients (Figure 1). Each 4-hour time window is taken as a discrete time step. Fluid and vasopressor administrations are modeled as a discrete
time, discrete state space MDP, where transition probabilities between states are conditioned upon actions taken at each discrete time step, and each transition has an associated reward value. An episode is the sequence of transitions observed over the course of a hospital admission. A policy is a distribution of actions for each state in the state space. The learned AI policy is deterministic (i.e., there is a single recommended action for each state), and chooses the action which maximizes the expected cumulative reward over all transitions in a given episode (i.e., the expected reward incurred from the current chosen action, plus the accumulated expected reward value from all subsequent actions).

Total fluid volume administered and the maximum dosage of vasopressors over each 4-hour window, as determined using vasoactive-inotrop score (VIS)\textsuperscript{35}, are binned into quintiles, based on the distribution of actions with non-zero dosages taken by clinicians in the dataset (Table 1). A zero dosage of vasopressors is treated as a separate bin, as the decision to initiate vasopressors is a clinically significant cutoff point. This yields a discrete action space of 30 actions, for each possible paired combination of vasopressors and fluids.

The state space was defined by using k-means clustering on physiological features, along with history variables containing clinician actions over the past 12 hours, extracted from EHR data (Table S2). Canonical correlation analysis (CCA)\textsuperscript{36} was used for dimensionality reduction, and to learn a linear weighting of features that maximized correlation with interventions administered, clinical states, and patient outcomes prior to clustering. The number of states for k-means clustering was chosen using the elbow heuristic applied to the Akaike Information Criterion (AIC; Figure S1), yielding 200 clusters.
Figure 1: Clinician actions over the first 72 hours of an ICU admission, indicated by the black solid line, for total fluid administration (A) and maximum vasopressor dosage (B) over each 4-hour window. Ranges of actions rejected by the AI policy are indicated in red. Actions accepted by the AI policy are indicated in green. Actions unobserved in the dataset are indicated in blue. As multiple actions are represented for each bin of vasopressors or fluids alone (as for any fixed level of fluids, there are actions corresponding to multiple levels of vasopressors and vice versa), the action with the lowest p-value is given.

The Q-value of an action, given a particular starting state, is the cumulative expected reward incurred by that action. We estimated confidence bounds for the value of each action in each state.
using bootstrap; Figure 2 shows Q-values for state 48, which is occupied at hour 4 in Figure 1. In this case, reward takes on nonzero values only for transitions into the terminal states corresponding to mortality (reward = -1) or discharge (reward = +1), and thus a higher value corresponds to a lower probability of mortality. The AI recommendation is to take the action with the highest value; in this case, it is to administer no vasopressors, along with a total fluid volume of between 500 and 960 mL over the time interval from 4 to 8 hours in Figure 1. All actions which are significantly lower in value than the AI recommendation are rejected, and the remaining actions are accepted, yielding the ranges of actions shown in Figure 1. Overall, clinician actions are deemed suboptimal by the AI with 99% confidence (Bonferroni corrected) in 69.9% of observed actions.

|       | 1       | 2       | 3       | 4       | 5       | 6       |
|-------|---------|---------|---------|---------|---------|---------|
| Fluid volume (mL) | [0, 100] | (100, 270] | (270, 500] | (500, 960] | (960, \(\infty\)) |
| Maximum VIS | 0       | (0, 3.0] | (3.0, 6.0] | (6.0, 10.0] | (10.0, 20.0] | (20.0, \(\infty\)) |

**Table 1:** Discretized cutoffs for total fluids and maximum vasopressor dosage over each 4-hour window. Each action is denoted as an ordered pair of fluid and vasopressor bins, yielding a space of 30 discrete actions.
Figure 2: Confidence bounds of Q-values (action values) for state 48 estimated using bootstrap. The action with the highest value is recommended by the AI, and is denoted by a vertical line, and its value is denoted by the dashed horizontal line. Actions with value less than the AI recommended action with 99% confidence (Bonferroni correction, Wilcoxon rank-sum test) are indicated in red, and accepted actions are indicated in green.

The value of a policy is equal to the expected value of the policy-chosen actions over the distribution of starting states, which is equal to the dot product of the value of the AI chosen action in each state and the empirically observed probability of starting in each state in the data. We compare four policies (Figure 3A): the AI policy, the clinician policy (which takes actions with the same observed frequency as clinicians in the dataset), the random policy (which takes each action with equal probability), and the zero-intervention policy (which always administers 0
vasopressors, and the lowest bin of fluids). We computed the average mortality over twenty bins of action values (Q-values). Mortality is monotonically decreasing with respect to Q-value (Figure 3B), and thus a higher policy value corresponds to a lower expected mortality. The AI policy is constructed as the policy which maximizes Q-value given the state and action space formulation and observed transitions, and has a significantly higher expected value than all other policies (Wilcoxon rank-sum test, p<0.01, Bonferroni corrected). The value of the clinician and zero intervention policies are not significantly different from each other, but are higher than the value of the random policy, which yields the lowest value.

We can also visualize the approximate similarity between each pair of policies (Figure 3C, D). For each policy, we compute the recommended fluids and vasopressors for each patient over the course of their hospital stay, and compute the similarity for each pair of policies as the mean squared error between the time series of recommended actions. We can then compute the average similarity over all patients for each pair of policies, and use multi-dimensional scaling\(^37\) to visualize these pairwise similarities in two dimensions. We see that the AI fluid policy is most similar to the zero intervention policy, and more similar to the clinician policy than the random policy (Figure 3C). This is because the AI policy avoids large volumes of fluids in non-sepsis and sepsis without shock (Figure 4), whereas the random policy will pick those actions uniformly, and clinicians will choose those actions more frequently than the AI. We see the same pattern of similarity in the vasopressor policies (Figure 3D).
Figure 3: Estimated values for clinician, AI, random, zero policies (A). Relationship between AI valuation of observed clinician actions (Q-value) and mortality, with 95% confidence bound shaded (B). Policy similarity visualized in two dimensions (closer is more similar) for recommended fluids (C) and vasopressors (D).
Evaluating the AI recommendation at each of the observed states in the dataset yields marginal distributions for fluids and vasopressor recommendations (Figure 4). Both clinicians and the AI choose higher fluid volumes and dosages of vasopressors for patients in more severe clinical states (sepsis and septic shock) as compared to the less severe state (non-sepsis). The AI chooses the highest volumes of fluids more frequently in septic shock patients than clinicians, and chooses to administer intermediate volumes of fluids more commonly in sepsis and non-sepsis patients, whereas clinicians are distributed uniformly for sepsis patients, and prefer low or no fluids when patients are in non-sepsis. The most common dosage of vasopressors selected by both clinicians and the AI is zero. Vasopressors are administered by clinicians primarily in patients with septic shock, with a small proportion of patients in sepsis receiving vasopressors; AI recommendations also primarily administer vasopressors to septic shock patients, though the highest dosages of vasopressors are recommended at a lower frequency.
Different formulations of the reward function can be used to optimize for different treatment objectives. A terminal reward incurred upon patient discharge or mortality leads to optimization on overall patient mortality. We also examined the use of a mortality index to calculate a step-wise intermediate reward, used in conjunction with terminal reward. We fitted an XGBoost\textsuperscript{38} model to the same physiological data used to compute patient state, producing a time-evolving prediction of the probability of mortality (Figure S2). Each transition that did not lead to discharge or mortality yielded a reward equal to the negative change in this mortality index over each 4-hour
window: a decrease in the value of the mortality index would yield a positive reward value, and an increase in the value of the mortality index would yield a negative reward value. This allows optimization towards short-term resuscitation goals as well as overall patient outcome, where clinicians attempt to improve the hemodynamic status of the patient in the short term.

Changes in the value of the mortality index over each 4-hour window are used in determining intermediate reward, and thus the mortality index is used as a numeric representation of patient response to intervention in the short term based on changes in their observed physiological variables. The mortality index predicts mortality of the patient with a performance of 0.85 area under the receiver-operating curve (AUC). This XGBoost model-based index outperforms SOFA score in predicting patient prognosis (Figure 5). If a threshold is chosen according to the point on the receiver-operating (ROC) curve closest to the top left, this yields 79.2% accuracy, 73.1% sensitivity, 80.0% specificity, and 33.8% positive predictive value. Table S3 lists the most important features contributing to the value of this mortality index. Glasgow coma scale39, blood urea nitrogen, bilirubin, and serum lactate concentration are the four most important features in the XGBoost model, and thus, improvement or deterioration in these features is captured by the mortality index.
Figure 5: Mortality index performance: receiver operating characteristic curves with 95% confidence bounds shaded (A), precision-recall curves with 95% confidence bounds shaded (B), and performance criteria (C) for XGBoost mortality index and SOFA score.
This leads to AI recommendations which are in greater agreement with clinician actions (64.0% of observed actions are rejected with intermediate reward vs 69.9% with only terminal reward), and a 13.6% decrease in mean fluid usage recommended by the AI, from 485 mL over 4 hours to 419 mL (Figure 6). The introduction of intermediate reward results in a reduction of recommended fluid administration in non-sepsis patients (Figure 6B), a reduction of the recommendation of the highest quantities of fluids in sepsis and septic shock patients (Figure 6D, F), a slight increase in the recommendation of higher dosages of vasopressors in sepsis patients without septic shock (Figure 6C), but an overall decrease in the frequency of vasopressor usage in sepsis and septic shock patients (Figure 6C, E).
**Figure 6:** Comparison of frequency of recommended actions before and after the addition of intermediate reward based on change in mortality index for vasopressors (A, C, E) and fluids (B, D, F) in non-sepsis (A, B), sepsis (C, D), and septic shock (E, F).
Dimensionality reduction of physiological data with CCA prior to k-means clustering yields clusters which are more homogenous with respect to clinical states (Figure 7), in interventions received, and in mortality outcome. That is, physiological features from time points where patients are in septic shock and when patients are not in septic shock are more likely to cluster into separate states after CCA: there is greater overlap of the distributions in Figure 7A than in 7C. Moreover, when data from septic shock patients is clustered into the same states as data from patients not in septic shock, they are more similar in treatments received after CCA: because in our model formulation, actions taken are conditioned solely on state, it is undesirable for there to be distinguishable groups within each state for whom clinicians choose different actions. This indicates that the clinicians are making their treatment decisions based upon information that is not captured by the state-space. Patients in this cohort can be separated into groups by clinical state label. Therefore, we examine septic shock and non-shock, comprised of non-sepsis and sepsis without septic shock.

Figure 7B and 7D illustrate the distribution of vasopressor dosages administered in patients in the 15 states with the highest prevalence of septic shock; in Figure 7B, the state-space is defined by clustering on normalized features from structured EHR data and treatment history, whereas in Figure 7D, we apply CCA for dimensionality reduction (note that analyses shown in other figures used CCA before discretization of the state-space). There is a much greater difference in the median dosage of vasopressors given to septic shock and non-shock patients in Figure 7B, where CCA is not used than in Figure 7D, where clustering is performed after CCA. Because clinicians give similar vasopressor dosages to all patients within each state when CCA is applied prior to clustering, we believe that the resulting state-space captures more of the information which is relevant when choosing a course of intervention in sepsis patients.
**Figure 7:** Probability of occupying each state conditioned on clinical state label (shock vs non-shock), with states defined by k-means clustering on physiological data (A) and physiological data after dimensionality reduction with CCA (C). For the 15 states with the highest prevalence of septic shock, the kernel density estimates of the conditional distributions of vasopressors received for patients in shock and not in septic shock (B, D). Dotted vertical lines indicate the median of each distribution.
Discussion:

Overview

We use reinforcement learning to compute treatment policies in sepsis patients. A main result is that we are able to compute ranges of actions which are accepted, rejected, or unobserved, rather than prescribing a single action. By providing ranges of actions which are comparable in value to the AI recommendation, we provide the clinician with more substantive information.

We examine different reward formulations representing different treatment objectives, contrasting the terminal objective of minimizing sepsis patient mortality against the short-term goal of correcting an immediate hemodynamic disturbance. This short-term treatment objective more closely resembles the goal of current sepsis treatment guidelines, and yields AI policies which are more similar to observed clinician actions.

Finally, we underscore the importance of intra-state homogeneity when formulating the underlying Markov decision process model, and reveal that the existence of heterogeneous states yields AI policies which are biased towards inaction. We ameliorate this problem through learning a linear subspace of the EHR data which maximizes correlation with outcomes and interventions received using CCA: we learn weightings of the most relevant features, so that clustering yields states which are more homogenous in important features.

Markov Decision Processes

Reinforcement learning methods fundamentally represent the problems which they attempt to solve as Markov decision processes (MDP), which are discrete time Markov chains with transition probabilities conditioned on actions taken at each discrete time step. The main assumption in this formulation is that the Markov property holds for each state transition, and that the only factors
which determine transition probabilities are the observed state of the patient, and the action taken by the clinician.

These assumptions don’t precisely hold in practice: discretized states and actions will not be perfectly homogenous. Patients with varying degrees of disease severity, and different responsiveness to treatment, may be combined into a single state. This can be problematic, as healthy patients tend to receive lower levels of intervention than severely ill patients, and yet have good outcomes. If the two groups are combined into the same discrete states, then the AI policy will choose a lower level of intervention for all patients in that state.

However, there are theoretical advantages to formulating the clinical problem of hemodynamic optimization of sepsis patients as a discrete state, discrete action space Markov decision process. Most importantly, from the Banach fixed point theorem\textsuperscript{24,40}, we have guaranteed convergence of the Bellman equation (see Materials and Methods, Q-learning) to a unique optimal solution, i.e. a unique policy which maximizes expected value, given the distribution of initial states observed in the data.

Reinforcement learning methods with continuous state spaces which use deep neural networks to approximate value functions lose this theoretical guarantee, though deep reinforcement learning methods still generally offer good performance in practice. Moreover, when used for offline reinforcement learning, deep reinforcement learning methods encounter the problem of distribution shift\textsuperscript{29}, where neural network models tend to overestimate the value of actions which are infrequently observed or unobserved in the training data. Nonetheless, other groups have applied such methods to generate treatment policies for sepsis patients\textsuperscript{27,41}. There are several recent studies on algorithmic approaches which attempt to address the challenges of offline deep reinforcement learning\textsuperscript{31,32,42}. 
In the online case, where additional training can be conducted using learned policies, new observations can be used to correct errors that arise in training. However, when applying reinforcement learning to problems in healthcare, it is non-trivial to allow AI to dictate the treatment of patients. Without online interaction, it is difficult to assess the true performance of learned policies, or to correct errors in them. But the value of reinforcement learning treatment policies is not necessarily to automate the treatment of patients so much as it is to try to learn the best treatment policies. We derive value through examining the resulting AI treatment policies against observed clinician practice and current best practices. Differences in AI recommendations and observed actions allow us to form hypotheses about treatment of sepsis and septic shock patients which can be further studied and evaluated; the gold standard for any treatment guideline would be to demonstrate improved outcome in a randomized control trial, like those conducted for early goal-directed therapy$^{43-45}$.

From a methodological perspective, we can at least identify several likely causes of error in reinforcement learning for treatment policies in sepsis patients: the Markov decision process which models the treatment problem must reflect reality as closely as possible, the data on clinician interventions must be complete (as missing interventions would result in the wrong actions in the training data), and the data must be sufficient in quantity that the value of each action can be estimated. The other benefit of online training in this regard is that sometimes, the AI may recommend actions which are rarely taken by the clinician. If these actions are erroneously overvalued, then exploration using the learned policy will yield more observations which can be used to correct these values. However, when only offline learning is possible, then observations of these actions must already be plentiful in the training data for an accurate evaluation to be made.

*State Space*
K-means clustering uses Euclidean distance between data points to assign them to clusters, and thus is subject to the curse of dimensionality. Therefore, dimensionality reduction alone will tend to improve the quality of clustering. Moreover, similarity in certain features is more important than similarities in others. Using CCA as a dimensionality reduction method prior to clustering addresses both issues simultaneously, by learning linear weightings of features that maximize correlation with relevant outcomes such as clinical labels and mortality, and interventions. This results in clusters which are more homogenous in relevant features, which is a necessary property of a discrete state space for reinforcement learning to generate sensible policies.

Lack of resolution resulting in heterogenous states leads to reinforcement learning policies which are biased against higher volumes of fluids and higher dosages of vasopressors. This is because of the confounding relationship between patient mortality and level of treatment administered. Sicker patients will have a higher mortality rate, yet will also receive more aggressive intervention. However, if these patients are clustered into the same states as patients who are not as sick, who receive lower levels of intervention yet have a lower mortality rate, the two cohorts will be treated as indistinguishable by the underlying Markov decision process, and reinforcement learning will choose the lower level of intervention for all patients within those states. This problem is present not only in the treatment of sepsis and septic shock, but across problems in healthcare where this confounding relationship between intervention and mortality exists. Our methodology for mitigating this bias through subspace learning on the state space may therefore be applicable across applications of reinforcement learning to problems in healthcare.

Furthermore, patients with identical physiological variables may be in very different condition, if one has been treated, and the other has not. We capture past intervention history in patient state by including the past 12 hours of vasopressors and fluid volume administered.
Action Space

We discretized the action space according to the range of clinician actions observed in the dataset. While reinforcement learning is able to learn strategies not observed in the dataset, it is unable to evaluate actions which it has not observed. For example, in non-sepsis patients, clinicians do not administer vasopressors in most cases (Figure 4B), and so it is impossible for the AI to recommend vasopressors in those states. The decision for a clinician to initiate vasopressors is clinically significant, and so a value of 0 vasopressors administered in the past 4 hours is a separate bin from the non-zero quintiles, whereas for fluids, a value of 0 is included in the lowest quintile.

Confidence Bounds

Bootstrap is commonly used in estimating uncertainty in reinforcement learning, but these estimates are usually coarse, sometimes using as few as five samples, when used in deep reinforcement learning, as each iteration requires fitting a new model to the sampled data.\textsuperscript{33,46,47} Our discrete state MDP only requires a few minutes to reach convergence, as there are only 6000 parameters (the product of the sizes of the state and action spaces) compared to the tens or hundreds of millions which are sometimes present in deep learning models.

The ability to identify actions whose values are uncertain to the AI may be valuable for clinicians when taking into account treatment recommendations. It allows us to identify a range of actions whose values are not significantly different from that of the AI recommendation. Estimates of uncertainty provide clinicians with more information, and more discretion than a simple black box recommendation. If an action with high uncertainty in its value is chosen by the AI, then many other actions may have values within its confidence bound, giving a wider range of options to the clinician in cases where there may be doubt in the AI recommendation. The main source of
uncertainty captured by bootstrap is the infrequent observation of certain actions in any given state. If only a few observations are present in the data, with disparate outcomes, then the value of that action may change greatly across each iteration, resulting in high uncertainty. If outcomes are more homogenous across the observations, then there will be lower variance in the action value across bootstrap iterations.

**AI Policy**

Broadly, there are some comparisons which can be made between the learned AI policy and current clinical practice which can assure us that the recommendations made are at least roughly sensible. Generally, we expect that greater levels of intervention to sicker patients, which we observe in the clinician actions: septic shock patients receive the greatest amounts of fluids, and sepsis patients receive greater fluid volumes than non-sepsis patients (Figure 4). Vasopressors are not administered in non-sepsis patients, and only in a small fraction of sepsis patients, whereas most septic shock patients received vasopressors in the past 4 hours. We observe this same pattern in the AI recommendations, though there are differences in the frequencies that specific actions are recommended.

There is a greater discrepancy between clinician actions and AI recommendations in fluid volume than vasopressor dosages. However, this is at least partially due to the fact that most patients do not receive vasopressors, and if no vasopressor usage is observed in any given state, then the AI cannot recommend vasopressor usage. For this reason, there are fewer opportunities for the AI to disagree with clinicians on vasopressor dosage in the observed data, and thus, naturally, fewer disagreements between the AI and clinicians.

**Intermediate Reward**
Different reward structures reflect different objectives for treatment with vasopressors and fluids in sepsis patients. We used change in mortality index in order to represent the short-term goal of a clinician to improve the physiological state of a sepsis or septic shock patient. The moderately high performance achieved by the mortality index in predicting patient mortality is evidence that it functions as a reasonable indicator of patient state. The greater similarity of the AI policy to clinician actions after the addition of intermediate reward seems to indicate that this may be somewhat similar to the actual object of clinicians when administering fluids and vasopressors. The biggest difference in AI policy after the addition of intermediate reward is that fluid administration is reduced in non-sepsis patients (Figure 6). This may be a sensible change, as patients not in sepsis may no longer require further administration of fluid volume.

Limitations

The primary limitation of reinforcement learning in healthcare applications in general is the inability to train and test in an online setting. This prevents the discovery and correction of many types of errors arising from biases in the dataset or missing information on the actions taken by clinicians, and also makes it difficult to evaluate the true performance of a policy. Retrospective observational studies in general are constrained in their ability to validate their conclusions; however, there may be a considerably greater obstacles to prospective usage of AI that directly provide treatment recommendations. While bootstrap estimates of uncertainty are able to capture variance in Q-values when the data is drawn from the same distribution as the training data, it is unable to detect biases or coincidental associations due to sampling variance in the training dataset itself. In other reinforcement learning applications, errors of this nature would be corrected by additional online training.
Though we avoid the problem of distribution shift in offline deep reinforcement learning by using a discrete state space, this introduces limitations in state resolution, and states which are to some degree heterogenous. We improve the homogeneity of our discrete states through dimensionality reduction with CCA, but some heterogeneity still remains (Figure 7). Outliers will still be clustered with whichever state is closest, even if the majority of data points are very dissimilar. However, in outlier regions of sparse data, deep reinforcement learning methods will also find themselves out of distribution, and unlikely to perform well either. Because no further online interaction is possible, it is necessary that the training data be well-populated with sufficient examples of different clinician actions. K-means clustering produces clusters of roughly equivalent size; however, some state-action combinations will only be sparsely populated. Septic shock patients comprise only a small portion of the dataset, yet most vasopressor usage occurs in patients with septic shock.

Because in formulating the problem of intervention as a Markov decision process, we assume that the only factors determining transition probabilities, and thus outcomes, are patient state and clinician actions, it is important that this information is as complete and high-quality as possible. If any data on interventions is missing, then clinician action in that window will erroneously be marked as a lower level of intervention, shifting estimates of the value of each action. Similarly, missing features would also impact the state assignment of a patient. It is likely if the clinician has more or better information than the AI, that the clinician will yield better outcomes despite having a lower policy value, as the clinician policy assumes that actions are randomly sampled according to the frequencies observed for each action by the clinicians in each state. If the clinician has greater knowledge of the patient’s state than the AI, then this assumption does not hold, and the clinician policy does not model the actual behavior of clinicians very well.
**Materials and Methods:**

*Data Extraction and Processing*

We extract data using the same procedure as in our previously described methods\textsuperscript{11}. The MIMIC-III database (version 1.4)\textsuperscript{34} contains data from 52,501 adult ICU stays from patients admitted to Beth Israel Deaconess Medical Center from 2001 to 2012. Adult patients labeled as having sepsis at least once during their ICU stays were retained for study, and the rest excluded. The majority of data entries are comprised of timestamp-value pairs. A complete table of all item ids corresponding to each feature used in this study is included in Table S2. From the queried data, we compute values over time for each feature over the course of each ICU stay, carry forward the most recent known observation, and impute with the population mean value where no previous observation is available.

*Clinical Labels*

The Third International Consensus Definitions for Sepsis and Septic Shock\textsuperscript{5} were applied to patient EHR data at each time where there were observations. Suspected infection was determined as recommended by Seymour et al., using concomitant orders for antibiotics and blood cultures\textsuperscript{48}. Sepsis patients are those with suspected infection and a Sequential Organ Failure Assessment (SOFA)\textsuperscript{49} score of 2 or higher. Septic shock patients are those who have sepsis, have received adequate fluid resuscitation as determined according to the Surviving Sepsis Campaign guidelines\textsuperscript{6,10}, have received vasopressors, and have a serum lactate of 2 mmol/L or greater.

*Action Space*

Discrete cutoffs for actions are determined by splitting the space of non-zero total fluid volumes administered into quintiles. Vasopressor dosages are represented by vasoactive-inotropic score\textsuperscript{35}. 
The absence of vasopressor administration is a separate bin, resulting in a total of 6 vasopressor bins, and 5 fluid bins. The action space is defined by the cartesian product of fluids and vasopressors, i.e. by the combination of a fluid and vasopressor action, yielding 30 discrete actions.

**State Space**

We learn linear weightings of features that maximize correlation with outcomes and interventions received using canonical correlation analysis\(^{36}\) between the physiological EHR variables with treatment history over the past 12 hours, and the observed clinician action, patient’s terminal mortality outcome, and clinical state label according to the Sepsis-3 criteria. Using these weightings, patient data is transformed into a new space of canonical correlates, where each feature is a linear combination of physiological data and past intervention history that is maximally correlated with outcomes and interventions received.

The state space is defined using k-means clustering on the top 5 canonical correlates. We use the elbow heuristic on Akaike information criterion (AIC) to select the number of clusters, resulting in 200 discrete states defined by clustering on physiological data and past intervention history. For the purposes of the underlying Markov decision process, there are also two absorbing states of discharge and death, though no actions exist for these states. Every episode, or sequence of observed patient states, clinician actions, and step-wise rewards for a given ICU admission terminates in either discharge or death.

**Reward Function**

Terminal reward occurs upon transition into the absorbing states of discharge or death. We assign a value of +1 to discharge, and -1 to death. Intermediate reward is defined as the negative change in predicted risk of mortality over each 4-hour window, where a decrease in mortality risk is
rewarded, and an increase in mortality risk is penalized. Risk of mortality is predicted using an XGBoost\textsuperscript{38} model with the same features which are used to compute the state space. Each data point is classified as from a patient who dies after hospital admission, or is discharged, and the risk score is the resulting predicted probability of mortality.

\textit{Q-learning}

Figure 8 illustrates one transition in the Markov decision process we used to model sepsis interventions, which is a discrete time Markov chain where actions must be taken at each time step. State transition probabilities are determined by both the starting state, as well as the action taken at time \( t \). Rewards for each time step depend upon the starting state (\( s_1 \) through \( s_{200} \)), the action taken (\( a_1 \) through \( a_{30} \), Table 1, Figure 2), as well as the state into which the transition occurred (\( s_1 \) through \( s_{200} \), plus the absorbing states of death and discharge).
Figure 8: Illustration of a single transition in the Markov decision process (MDP) used to model sepsis interventions. There is a starting state, $s(t)$, an action taken, $a(t)$, and an ending state, $s(t+4h)$. Transition probabilities between states depend upon starting state and the action taken. There are two absorbing states, death and discharge, upon which an episode ends, and a terminal reward is incurred. Otherwise, another transition occurs at the next time step. If intermediate reward is used, then transitions into non-absorbing states incur a reward (indicated in red) equal to the negative change over the 4-hour window in $z(t)$, the mortality index, which is the predicted probability of mortality. Otherwise, reward for these transitions is 0.
Q-learning is an algorithm for learning the expected reward value of each action in a Markov decision process. The Bellman equation for a Markov decision process\(^{24}\) is given by Equation 1, specifying a recursion for the expected value of the total reward after taking each action in a given state, following a pre-specified policy. When the policy followed is specified as the optimal policy which maximizes the expected reward, this is not directly solvable as a linear system of equations, as the maximum function over each action is non-linear. Nonetheless, we are guaranteed convergence to a unique optimal solution by the Banach fixed point theorem, so long as we have a contractive mapping.

\[
q^\pi(s, a) = \sum_{s'} p(s'|s, a) \left( r(s, a, s') + \gamma \sum_{a'} \pi(s', a')q(s', a') \right)
\]

**Equation 1:** The Bellman equation for a Markov decision process. \(q^\pi(s, a)\) denotes the expected value for a given state, \(s\), and action, \(a\), when taking actions in all subsequent time steps according to a policy \(\pi\), which is a probability distribution over the discrete action space for each state, \(s\). It is equal to the reward incurred from the current observed action, plus the expected value over all possible destination states.

For performance, we implement Q-learning as an optimization in Tensorflow, solving the system as a loss minimization using batch gradient descent.

*Estimating Uncertainty in Action Valuations*
Estimating uncertainty in action valuations is done using bootstrap. Patients are sampled with replacement from the training data, and a bootstrapped dataset containing their observed transitions is used to learn a new value function. The resulting distribution of action valuations across all models is then an estimate of the distribution of values for each action, conditioned on state. We run 100 bootstrap iterations for each different formulation of Markov decision process. Acceptance or rejection of actions is evaluated using the one-sided Wilcoxon rank-sum test against the AI recommendation of the action with the greatest expected value for reward, with Bonferroni correction for multiple hypothesis testing.
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