A deep learning-based approach for direct PET attenuation correction using Wasserstein generative adversarial network
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Abstract. Positron emission tomography (PET) in some clinical assistant diagnose demands attenuation correction (AC) and scatter correction (SC) to obtain high-quality imaging, leading to gaining more precise metabolic information in tissue or organs of patient. However, there still are some inevitable issues, such as imperceptible mismatching precision between PET and CT imaging, or plenty of ionizing radiation dose exposure in many after-treatment inspections. To cope with the abovementioned issues, we introduced a deep learning-based technique to achieve a direct attenuation correction for PET imaging in this article. Moreover, wasserstein generative adversarial networks and hybrid loss, including adversarial loss, L2 loss and gradient difference loss, were utilized to enforce the deep network model to synthesize PET images with much richer detail information. A comprehensive research was designed and carried out on a total of forty-five sets of PET images of lymphoma patients for the model training stage and test stage. Final performances analysis was totally based on our experimental outcomes, which demonstrated that the proposed algorithm has definitely improved the quality of PET imaging according to qualitative and quantitative study.

1. Introduction

Positron emission tomography (PET) is an extensively adopted functional imaging technology that enables molecular-level metabolic activities in tissues or organs by injecting FDG or other isotope tracers. In practice, recessions such as photon attenuation and scattering reduce the resolution of PET imaging, inevitably resulting in great difficulties for assistant diagnose clinically. However, additional anatomic imaging for PET AC, such as CT image, exposes patients to extra ionizing radiation doses. To cut down the ionizing radiation dose to a much lower level while simultaneously obtaining high-quality PET imaging, various methods have been proposed to generate synthetic CT (sCT) imaging using MR (produce no radiation) data for PET AC in recent years. These approaches could be roughly separated into three categories: the tissue segmentation-based approach [1], the atlas-based approach [2] and the learning-based approach [3]. Initially, the MR-based AC (MRAC) method named tissue segmentation-based approaches was designed to segment MR images into some different tissue categories, such as air, fat and bone, and then theoretically assign the attenuation coefficients at 511 keV according to different tissues categories. Atlas-based approaches provide another way to perform an image registration of MRI and corresponding CT templates to estimate an sCT image and simultaneously obtain corresponding AC maps. In addition, learning-based techniques typically utilize machine learning-based approaches to directly learn the nonlinear mapping functions between MR data and corresponding CT images. Though these methods obtain some favorable results to some
extent, there are still some common challenges, such as the precision of image matching or the presentation of feature extraction.

In the past few years, deep learning has aroused enormous interests from researchers in pattern recognition and image processing, as well as in medical image processing fields, such as image super-resolution, image segmentation, image denoising and image generation. Several studies relevant to deep learning-based MRAC have focused on generating sCT images from corresponding MR images for diagnostic and quantitative PET imaging using sophisticated CNNs, which can be regarded as a nonlinear regression task. Han et al. [4] introduced a foundational 2D U-net architecture frame, where some encoder and decoder layers were directly connected by several skipping connections. Dong et al. [5] first provided a 3D GANs model to generate sCT images from corresponding MR data. However, these methods require lengthy MR sequences and are susceptible to the image registration accuracy of MR images and PET images. Later, Van Hemmen et al. [6] introduced a deep learning-based method to achieve PET AC from existing NAC PET images directly where their network was consisted of a classical convolutional encoder-decoder (CED) network. Inspired by the abovementioned work, to solve the limitations of the abovementioned approaches, in this article, we introduced a deep learning-based technique for direct PET AC by making better use of NAC PET image.

2. Materials and Methods

2.1. Network Framework
An improved deep learning-based method using 2D WGANs for PET image attenuation correction is proposed in this paper, as shown in Figure 1. The outline of the proposed model consists of two main parts: the generator $G$ and discriminator $D$. The generator of the proposed approach modified the classical $U$-net structure, containing the encoder part, the transformation parts, decoder part and four skipping connections. The input of the generator network is a batch of NAC PET images, and the corresponding output are sAC PET image with the identical image size as the input. The generator has five layers: the first layer has two convolution operations, and each layer of the next four layers has three convolution operations, one max-pool operation followed by a rectified linear unit (ReLu) activation function.

![Figure 1. The outline of the proposed generator under classical $U$-net structure.](image-url)
In the transformation part, ten residual blocks are added between the encoder and the decoder part in the networks. In this case, additional residual blocks enable to prevent gradient from disappearing and increase the depth of the network to obtain the better feature presentation. For the skipping connections, low-level features in the encoder part can be passed into the decoder part by a direct connection, which leads to better feature presentation in the image restoration stage after where low-level features are fused with high-level features.

In the decoder part, five convolution-upsampling layers are applied to recover feature maps to the image with the original size and then are transformed into output images. The convolution kernel size of the generator part is 3×3 with a stride of 1. For the discriminator of the proposed algorithm, four convolution layers combined with two full connection network (FCN) layers are built to identify whether inputs of discriminator are from the outputs of generator or the ground-truth. The outputs of the discriminator are directly defined as Earth-Mover (EM) distance, representing the distinct variation between the outputs of generator and the true images, which back-propagates to adjusts the weights of filters in G and D, separately.

2.2. Loss Function and image evaluation

To mitigate mode collapse and inevitable training convergence issues when we apply a traditional GAN, the Wasserstein distance rather than the JS divergence was utilized in the proposed algorithm to observe data distributions. Concretely, generator G is designed to synthesize images greatly close to the ground truth, while discriminator D attempts to identify whether it is from the output of G or the ground-truth. Thus, both G and D are trained by the following loss function equation:

$$\min_{G} \max_{D} L_{WGAN}(G, D) = -E_{z} [D(x)] + E_{x} [D(G(x))] + \lambda \mathbb{E}_{\hat{x}} \left[ \left( \| D(\hat{x}) \| - 1 \right)^2 \right]$$

(1)

$$\hat{x} = \psi G(x) + (1-\psi) Y, \ (\psi \in U[0,1])$$

(2)

where z is the input image and G(x) represents the outcomes of the generator G. The first two parts of Eq (1) represent the EM distance, and the third part is the gradient penalty term to stable the network training stage.

In addition, λ is a weighted hyperparameter that is set to 10 empirically, and x̂ is sampled from the sets of the outputs of generator G and ground truth images randomly.

In addition, the image gradient difference loss (GDL), which is typically designed to compute the gradient difference between estimated AC PET images and the true AC PET images:

$$L_{gdl} = \left\| \nabla_Y | - | \nabla G(x) \right\|_2 + \left\| \nabla Y - \nabla G(x) \right\|_2$$

(3)

$L_{gdl}$ loss enables the synthetic images and the ground-truth to close to the identical intensity distribution, which can be defined as:

$$L_{mse}(G(x), Y) = \frac{1}{H \cdot W} \sum_{i=0}^{H-1} \sum_{j=0}^{W-1} \| G(x)_{(i,j)} - Y_{(i,j)} \|^2$$

(4)

The total loss function of the proposed approach consists of the weighted sum of the following parts:

$$L = \lambda \cdot \min_{G} \max_{D} L_{WGAN}(G, D) + \lambda_{mse} \cdot L_{mse} + \lambda_{gdl} \cdot L_{gdl}$$

(5)

To assess the quality of the estimated sAC PET image, normalized mean error (NME), peak signal-to-noise ratio (PSNR, dB) are selected as our evaluation metrics, which can be defined as:
In addition to the abovementioned quantitative evaluation based on pixels, to assess image quality in a more clinical situation, two clinical radiologists were invited to do a blind reader study according to the image quality.

2.3. Data acquisition and training setting

In our study, forty-five sets (26 males and 19 females, total 22,000 slice images) of the clinical lymphoma patients were acquired by using a commercial GE Discovery PET/CT 690 scanner. A routine dose of 3.7 MBq/kg FDG was administered intravenously after fasting for at least 6 hours. Imaging was obtained 60 min after injection from the skull basis to the mid-thigh on a Discovery 690 PET/CT scanner with standard CT parameters (120 mA, 120 Kv, 3.8 mm thickness, 3 min per bed). We randomly selected 20,000 slice images (with a size of 256*256) from total anonymous slices as our training dataset and 2,000 slices as our test dataset.

The proposed WGANs was normally trained with the Adam optimizer, the learning rate was set to 0.00001 and the batch size was set to 8 based on our available memory. The following hyperparameter were employed to train networks: $\lambda_a=0.0001$, $\lambda_{mse}=1$, $\lambda_{gdl}=1$ according to experimental experience.

We applied TensorFlow to implement our network models with a GTX 2080Ti GPU, and it took approximately 28 h for network training convergence.

3. Results & Discussion

As shown in Figure 2, due to the attenuation effect and scattering effect of photon, there is a large amount of random noise in the NAC PET image, and the image quality is much poor, which is inapplicable to clinical application and theoretical research.
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Figure 2. Relevant qualitative outcomes of one patient under cancer therapy. The dashed lines with red colour in figure above indicate the two profiles displayed in Figure 3.

However, the sAC PET image estimated with the proposed deep learning-based approach by NAC PET image have clear boundaries among tissues and organs, qualitatively similar to the ground truth.
both in noise removal and image uniformity. Also, we also analyzed the profile of the generated AC PET image, NAC PET and AC PET image in Figure 3. In addition, the proposed method quantitatively gains a normalized mean error (NME) of 5.02% ± 2.30% and a mean peak signal-to-noise ratio (PSNR) of 40.651 ± 1.392 during the test stage, which also demonstrate the effectiveness of the proposed algorithm to some extent.

Table 1 show that sAC PET images synthesized with the proposed deep learning-based technique by NAC PET image are much identical to the ground-truth in denoise level, and almost close in comprehensive quality and diagnostic accuracy.

| Metric/Image         | NAC PET | AC PET | sAC PET       |
|----------------------|---------|--------|--------------|
| Denoise level        | —       | 10     | 10.00 ± 0.00 |
| Comprehensive quality| —       | 10     | 9.55 ± 0.43  |
| Diagnostic accuracy  | —       | 10     | 9.62 ± 1.41  |

The NAC PET image profile (Activity Concentration Bq/ml) have a large gap compared to the true AC PET image profile, as shown in Figure 3. On the contrary, sAC PET image estimated with the proposed technique matches the true AC PET profile better as a whole.

Although we have achieved favourable results as shown above in qualitative and quantitative analysis, there still are some flaws needed to be improved: First, the proposed approach is based on a 2D networks, which cannot enable to solve the discontinuity problem among slices. Second, there are some obvious overestimations of activity concentration in some tissues, such as liver, as shown in Figure 2. This may be due to our insufficient dataset and unperfect network design to a large extent. However, the proposed algorithm provides an alternative to perform PET image attenuation correction on the whole.
4. Conclusions
In the article, we have introduced a direct deep learning-based technique to synthesize AC PET images by making full use of NAC PET images. To better refine output image, residual blocks and multiple loss functions consisted of adversarial loss, GDL and MSE are applied in our network. According to the qualitative and quantitative study, synthetic AC PET images are closed to the real AC PET in denoise level and overall quality, indicating that the proposed approach has great potential to enable deep learning-based PET AC technology in the future.
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