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The mysterious second order quantum phase transition, commonly attributed to the ‘hidden-order’ (HO) state, in heavy-fermion metal URu$_2$Si$_2$ exhibits a number of paradoxical electronic and magnetic properties which cannot be associated with any conventional order parameter. We characterize and reconcile these exotic properties of the HO state based on a spin-orbit density wave order (SODW), constructed on the basis of a realistic density-functional theory (DFT) band structure. We quantify the nature of the gapped electronic and magnetic excitation spectrum, in agreement with measurements, while the magnetic moment is calculated to be zero owing to the spin-orbit coupling induced time-reversal invariance. Furthermore, a new collective mode in the spin-1 excitation spectrum is predicted to localize at zero momentum transfer in the HO state which can be visualized, for example, by electron spin resonance (ESR) at zero magnetic field or polarized inelastic neutron scattering measurements. The results demonstrate that the concomitant broken and invariant symmetries protected SODW order not only provides insights into numerous nontrivial hidden-order phenomena, but also offers a parallel laboratory to the formation of a topologically protected quantum state beyond the quantum spin-Hall state and Weyl semimetals.

PACS numbers: 71.27.+a,75.10.-b,78.70.Nx,75.70.Tj

I. INTRODUCTION

The ‘hidden-order’ (HO) state of heavy-fermion compound URu$_2$Si$_2$, which is defined by a second order phase transition, represents a new state of matter with peculiar electronic, and magnetic properties. The particularly intriguing characteristics of the HO state are large anomaly in spin-related measurements including inelastic neutron scattering (INS), nuclear magnetic resonance (NMR), magnetoo-torque, and magnetic susceptibility, despite the absence of any accountable static magnetic moment and time-reversal symmetry breaking. These trademark signatures of the HO state — which apparently conflict with each other according to the conventional physics of quantum phase transition — demand a new mechanism of quantum order which concurrently involves broken and invariant symmetries. The present theoretical efforts encompassing a large body of new order parameters have been inclusive.

Essential clues to the paradoxical symmetry properties of the HO state can be lent from the theory of symmetry-protected quantum spin Hall and topological phases of matter which have been shown in recent years to arise from spin-orbit coupling (SOC) entanglement in the single-electron wavefunction. Another interesting analogy can be made with the theory of Weyl semimetals, originally refereed as ‘accidental degeneracy in bands’, in which multiple relativistic Dirac points are scattered in the momentum space (and thus termed ‘semimetal’) owing to a broken crystal symmetry, but they remain topologically protected via other subjective symmetry invariance. These compelling physical concepts led us to propose and formulate an electronic interaction induced spin-orbit density wave (SODW) as an emergent phase of matter which stabilizes in SOC systems via broken translational but invariant time-reversal symmetry.

The consistency of the SODW properties with many experimental signatures of the HO phase in URu$_2$Si$_2$ is appealing, particularly as it reconciles the apparently contradictory magnetic properties of this phase. Among them, we highlight the following robust properties. (1) The present order breaks translational symmetry, but thanks to SOC, the order parameter respects time-reversal symmetry and charge conservation symmetry at each lattice point. (2) As a result, no magnetic moment is induced, in agreement with measurements. (3) Time-reversal symmetry invariance fosters magnetic field, in addition to temperature, to be a perturbation to the order parameter, and the corresponding critical field primarily depends on the gap value and the $g$ factor. Experiments confirm the vanishing of the HO around $B \sim 35$ T. (4) As a consequence, as field increases the HO gap decreases (given other parameters such as temperature being constant), and thus the resistivity decreases. In other words, a negative magnetoresistance effect is expected within the SODW framework, when no other field-induced phase is involved. Here we explore and expand this chart to demonstrate that the SODW gives a unified explanation to the itinerant gapping of the electronic structure, and the magnetic excitation spectrum in terms of the dispersion in both energy and momentum space. Finally, we offer a detectable prediction of a second spin-1 collective mode localized inside the gap at $q \sim 0$ in the SODW state which can be probed via electron spin resonance (ESR) or nuclear quadrupole resonance (NQR) at zero magnetic field or polarized neutron scattering measurements.

The rest of the paper is arranged as follows. In Sec. II, we present our first-principles bandstructure calculation for URu$_2$Si$_2$ and compute the bare susceptibility to understand the nesting condition. Here, we also present the analytical Hamiltonian of the SODW order based on two orbitals with atomistic spin-orbit coupling. We obtain the wavefunction of the SODW and show explicitly how magnetic moment vanishes for all spin channels in the SODW state. In Sec. III, we show representative results of electronic structure and magnetic structure of the SODW in the hidden order state of URu$_2$Si$_2$. Finally we conclude in Sec. IV.
II. COMPUTATIONS DETAILS.

The low-energy electronic states of URu$_2$Si$_2$ can be defined by itinerant quasiparticle dynamics, with the inclusion of a relevant mass renormalization, because the transformation from localized to itinerant electrons occurs at a much higher temperature $\sim$60-80 K, signaled consistently by specific heat, magnetic susceptibility, and tunneling measurements. Furthermore, pertaining to the larger atomic size of 5$f$ electrons in U atoms than in the highly localized smaller 4$f$ atoms, the inter-atomic electron hopping is larger here and mobile 5$f$ electrons stem within the single-electron picture. In other words, the electronic structure of this actinide compound can be described adequately by first-principles calculation, without invoking Kondo-like physics. In fact, both DFT calculations and angle-resolved photoemission spectroscopy (ARPES) measurements have ruled out the presence of $d$ electrons within the $\pm$500 meV vicinity of the Fermi level to cause any significant hybridizations. Of course, among the octet and sextet multiplets of 5$f$ electrons, variable renormalizations to different states can cause mixing between localized and itinerant electrons within the $f$ states.

The above observation is consistent with the DFT bandstructure, calculated by including SOC using the Wien2k software and shown by blue solid line in Fig. 1(a) along several representative high-symmetry momentum (k) directions in the body-centered tetragonal (BCT) lattice of the crystal. From their corresponding band characters, two facts emerge that the bands are dominated by 5$f$ multiplets within the low-energy scales of present interests, and these $f$ states are itinerant. The corresponding Fermi surface (FS) topology is depicted in Fig. 1(b), overlayed by a shifted FS with the ‘hotspot’ wavevector $Q = (\pi/2, \pi/2, 0)$ (red lines) in this unit.
Hamiltonian in Eq. 2

\[ H_k = \begin{pmatrix} \xi_{1k} & \imath \lambda & 0 & \Delta \\ -\imath \lambda & \xi_{2k} & \Delta^* & 0 \\ 0 & \Delta & \xi_{1k+Q} - \imath \lambda \\ \Delta^* & 0 & \imath \lambda & \xi_{2k+Q} \end{pmatrix}. \]  

(2)

The SODW field parameter \( \Delta \) is taken to be complex for generality and will be defined below. We diagonalize the above Hamiltonian in two steps by the Bogolyubov method. First, we define the Bogolyubov spinor for the SOC term as

\[ (h_{1k,\sigma}, h_{2k,\sigma}) \]  

where \( \bar{\sigma} \) is the spin-orbit helicity. This is the same spin-orbit basis as visualized in the entire two-dimensional momentum space in Figs. [c] and [d] for the relevant bands. This fact justifies our ansatz that the SODW is a protected state, as in topological Weyl semimetals.
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H_\mathbf{k} = \mathcal{T} H_{-\mathbf{k}} \mathcal{T}^{-1} = \mathbb{1} \otimes \tau^y (H^*_{-\mathbf{k}}) \mathbb{1} \otimes \tau^y. \quad \text{(1)}

This important symmetry consideration renders a zero magnetic moment, as depicted schematically in Fig. 2(b), which is confirmed by a trivial analytical computation of the spin operator: \( S = \frac{1}{N} \sum_{\mathbf{i} \mathbf{k}} \langle \mathbf{c}^\dagger_{\mathbf{i} \mathbf{k} + \mathbf{Q},m} \sigma^{\mathbf{l}m} c_{\mathbf{i} \mathbf{k},n} \rangle = 0 \) for all three components of Pauli matrices \( \sigma^{\mathbf{l}} \) for \( \mathbf{l} = x, y, z \) for spin; see Appendix B. Here indices \( \mathbf{i} = 1, 2 \) are for two bands and \( m \) and \( n \) are components of Pauli matrices, and \( N \) is the total number of states. This is due to the fact that magnetic moment in different orbitals cancel each other owing to SOC.

On the other hand, the SODW order parameter has finite expectation value as

\[
\sigma \Delta_0 = \frac{V}{N} \sum_{\mathbf{i} \mathbf{k}} \langle \mathbf{c}^\dagger_{\mathbf{i} \mathbf{k} + \mathbf{Q},m} \tau^y_{\mathbf{i} \mathbf{j}} \sigma^{\mathbf{x}m} c_{\mathbf{j} \mathbf{k},n} \rangle = \frac{2V}{N} \sum_{\mathbf{k}} u_\mathbf{k} \text{Re} [v_\mathbf{k}] \left[ f(\tilde{E}^+_\mathbf{k}) - f(\tilde{E}^-_\mathbf{k}) \right], \quad \text{(4)}
\]
where the fermion occupation number is defined as $f(E_{k}^{\pm}) = \langle d_{k,\sigma}^\dagger d_{k,\sigma} \rangle$ and so on, and $E_{k}^\pm$ are the degenerate eigenstates of the interaction Hamiltonian in Eq. (2). The notation ‘prime’ over the momentum summation indicates that the summation is restricted within the reduced Brillouin zone. The complex gap parameter that enters in the Hamiltonian is $\Delta = \Delta_0 (\sigma_x + \sigma_y)$. For the experimental value of gap amplitude $\Delta_0 \sim 10$ meV, we estimate the critical inter-orbital interaction strength to be $V \sim 0.6$ eV which is a reasonable number for 5$f$ electrons estimated earlier.

The free-energy of the HO state is deduced from $F = -k_B T \ln(\text{Tr} e^{-H/k_B T}) + N\mu$, where $k_B$ is Boltzmann constant, $N$ is number of filled states, and $\mu$ is the chemical potential. In the diagonal basis with a mean-field order, the free energy translates into $F = -k_B T \sum_{k} \ln[\sum_{\nu=\pm} e^{-E_{k}^\nu/k_B T}] + N(\mu + |\Delta|^2/V)$. And the corresponding entropy release at the HO transition is evaluated to be $\Delta S = (\partial F/\partial T)_{T_{\text{HO}} = 17.5 K} \sim 0.3 k_B T \ln 2$, which is close to its experimental estimate from the specific heat jump.

III. RESULTS

The state-of-the-art electronic and magnetic fingerprints of the SODW induced HO state are evaluated using DFT-based band structure as the input frame of reference, and writing down the reduced space Hamiltonian with 'hot-spot' indices, and the spin-excitation spectrum measured by inelastic neutron scattering (INS) experiment. Figure 3 gives the single-particle maps along several representative momentum cuts, and the FS topology before and after the HO transition. Gapping of the FS is clearly visible for the two bands aligned along the (110)-direction at the degenerate Dirac points at the Fermi level, introduced in Fig. 1(a). This gapping process truncates the paramagnetic FS into small pockets aligned along the bond-direction. We require paying particular attention to the location of the FS pockets in this system, since the original crystal structure is BCT (not simple tetragonal which is often used for the simplification of computation). In this unit cell notation, the location of gapping and FS pockets governed in the SODW state are in direct agreement with the ARPES spectral function map on the FS, as shown in Fig. 3(e). We find that the loci of the gapped states move away from the Fermi level as we increase $k_z$ value. We note that a Shubnikov de Haas (SdH) measurement finds that the quantum oscillation frequency does not change by any significant amount in going from HO phase at ambient pressure to the large moment antiferromagnetic (LMAF) phase at high pressure, indicating that the HO phase is intertwined with the LMAF phase at high pressure and at finite magnetic field.

A. Spin-1 collective modes

Our final results of the spin-excitation spectrum have two-fold objectives. They give a realistic fit to the existing data of INS both in dispersion and energy values, and also make a prediction of a second $q \sim 0$ mode in the SODW which can be probed by ESR or NQR without any applied static magnetic field. INS measures the imaginary part of the spin susceptibility—modulo materials specific form factor—which is theoretically computed as a convolution of the single-particle Green’s function in the HO state $\chi_{\text{RPA}}(q, \omega) = (N\beta)^{-1} \sum_{k,\sigma} G_m(k, \sigma, i\Omega_n) G_n(k + q, \sigma, i\Omega_n + \omega)$, where $i\Omega_n$ is the fermionic Matsubara frequency and $m, n$ are band indices, and $G_m(k, \sigma, i\Omega_n)$ is the Green’s function in the $m$th band and so on, and $\beta = 1/k_BT$. The corresponding numerical results are obtained by taking analytical continuation to the real frequency axis and integrating over the complex plane as $i\Omega_n \rightarrow \Omega + i\delta$ with $\delta$ being infinitesimal. We include the many-body interaction within the random-phase approximation (RPA), see Appendix A. RPA calculation is justified in this heavy-fermion systems at low-$T$ where itinerant electronic structure is well-established. The imaginary part of the RPA susceptibility $\chi_{\text{RPA}}$ is presented in Figs. 4(a), and (c) and compared with corresponding INS spectrum in Fig. 4(b). It should be noted that the mechanism and structure of the interacting susceptibility is mainly tied to the details of the electronic structure and HO ‘hot-spot’ wavevector embedded within this bare susceptibility; however, it becomes a collective excitation when RPA correction is included. For a two-band model, the RPA interaction Hamiltonian (see Appendix A for the full expression for any number of orbitals) is

$$H_{\text{int}} = \sum_{k,k'} \sum_i Uc_{i1k}^\dagger c_{i\uparrow k'}^\dagger c_{i\downarrow k'} c_{i1k} + V c_{1k}^\dagger c_{1k} c_{2k}^\dagger c_{2k}.$$ (5)

Different bandwidths of different orbitals amount to different critical values of $U$, and $V$, however, to justify that the final results are parameter free, we take the lowest critical value of $U=1$ eV for all low-energy orbitals, and $V=0.6$ eV which shifts the energy scale of all the excitation mode presented below slightly to a lower value.

Figure 5(a) presents the computed inter-band spin excitation spectrum along the zone diagonal direction, and compares with the corresponding experimental data obtained along the zone boundary direction given in Fig. 4(b). For the inter-band transition in the particle-hole continuum, we clearly mark a prominent $S = 1$ collective mode with a dispersion that resembles a gapped Goldstone mode or a roton-like spectrum. For the case of the discrete symmetry breaking due to the complex order parameter $\Delta^*$, such gapping of the Goldstone mode is expected. The mode is localized around $Q \sim (0.55, 0.55, 0)\pi$, slightly shifted from the original HO wavevector $Q$ due to the band structure effect. However, the shift of the mode below $\omega < \Delta$ is a many-body correction as discussed above. To match the mode energy of the experimental data about $\omega=5$ meV, a gap amplitude of $\Delta_0 \sim 6$ meV is
invoked in our calculation which is close to the spectroscopic value of the HO gap. Although a static neutron signal is reported in Ref. at , in the inelastic spectrum, both experiment and our theory find a weaker and featureless intensity at this wavevector, as compared in Fig. 4(d). We note that the INS spectral weight loss at the incommensurate wavevector, as opposed to the commensurate one, can fully account for the entropy loss at the HO transition.

By construction, the SODW is associated with an interaction induced spin-orbit entangled electronic structure, rendering conceptual similarity with the spin-orbit order in the particle-particle channel proposed by Leggett for the liquid $^3$He superconducting phase, dynamic generation of SOC or the single-particle quantum spin-Hall state which do not break time-reversal symmetry. In what follows, the umklapp scattering process between different spin-orbital states brings out two Zeeman-like spin-split states at the same momentum $k$, on both sides of the HO gap with coherence factors $v_k/v_{\bar{k}}$, without any external magnetic field, as discussed in Fig. 2(a). Therefore, a second spin-flip collective mode is expected in the off-diagonal susceptibility \( \chi_{12}^{\bar{\sigma}}(q + Q, \omega) \sim \sum_{k} \delta(\omega - \xi_{1k} + \xi_{2k+Q=q}) \) to localize inside the SODW gap $\omega \leq |\Delta|$ around $q \sim 0$. Indeed, our computation confirms the existence of this collective mode at energy $\omega/\Delta \sim 0.75$, as shown in Figs. 4(c) and 4(e). Since the intensity of this mode is about an order of magnitude lower than that of the $Q$-mode presented in Fig. 4(a), it will be difficult to simultaneously detect them both in the INS measurements. However, ESR or NQR, having the capability of detecting lineshifts of resonance without the application of a static magnetic field, will be able to measure our proposed $q \sim 0$ mode.

In addition, we also reproduce a large anisotropy in the

---

**FIG. 3.** Images of the electronic fingerprints of the SODW gap, and the ‘surprising’ collapse of conduction band at the HO transition. (a) Spectral weight maps of the bare band dispersion along the (110) direction above the HO transition, deduced from DFT calculation with a constant broadening of 0.5 meV. (b) Corresponding quasiparticle dispersion in the HO state within the SODW scenario at the modulation wavevector of $Q$. Clear semiconductor-like gap at the Fermi level is observed for the two bands centering Γ-point (indicated by arrow). (c)-(d) Computed FS below and above the HO transition on the $k_z = 0$ plane, respectively. A good correspondence between theory and experiment can also be marked here. (e) ARPES FS data validates the loss of quasiparticle weight on regions along the (110) direction in BCT crystal structure. The light blue symbols were in the original experimental figure which shows a DFT band structure computed in the ST phase, as opposed to the BCT structure of the original lattice. The red arrows are also from the original experimental figure dictating the gapped and ungapped regions.
spin-susceptibility with the anisotropy arising below $T \sim 120$ K. This implies that the susceptibility anisotropy is related to the bandstructure of this compound, and not triggered by the HO phase. Our result (not shown) is similar to the one obtained earlier in Ref. [5] using similar DFT bandstructure, and agrees well with experiment.

IV. CONCLUSIONS

Broken and invariant symmetries drive quantum phase transitions and the stability of a phase, respectively, and thus the uncharted physical phenomena emerging from their interplay can inherit even more interesting merits. Spin-orbit entanglement has gained recent attention along this line which has been shown to foster the quantum spin-Hall state[18] and other topologically protected phases[19,20] due to the time-reversal invariance. It is also shown that the spin-orbit coupling is directly or indirectly responsible for causing Landau-type novel quantum phase transitions via, for example, translational symmetry breaking where time-reversal symmetry is not necessarily broken in two-dimensional electron gas[21] and iridates[23]. SODW is a leading example of this kind that we formulate and characterize here[23] The direct consequence of this order
is that the magnetic field is a perturbation to this order (for symmetry reason), in addition to the temperature. Of course, since the SODW renders FS gapping, and thereby larger resistivity with respect to its paramagnetic value, the application of magnetic field will lead to a reduction in resistivity (when other parameters are kept constant) which is often referred as the negative magnetoresistance effect. Finally, the shared coherence weight of the quasiparticle weight between the spin-orbit entangled state leads to a collective excitation mode, localized in energy $\omega < \Delta$ at the zero momentum transfer. This is shown here to exist in the $\text{URu}_2\text{Si}_2$ band structure below the HO transition, and can be measured in future ESR or NQR or polarized INS measurements. Taken together, a generalized framework for the theory of SODW and its relevant electronic and magnetic fingerprints are deduced here and shown to reconcile a number of experimental signatures of the HO state in $\text{URu}_2\text{Si}_2$ which were taken earlier to be contradictory according to conventional theories. The essential ingredient for the realization of a SODW in any other systems is that the single-electron wavefunction inherits a spin-orbit coupling stronger than its effective inter-orbital Coulomb interaction. Finally, we note that the possible competition and/or coexistence of other parameters is kept constant) which is often refereed as the SODW transition temperature. Considering all possible contractions of the interaction terms written in Eq. $[A1]$, we get the SODW vertex $\chi_{ij}.$

$$\Gamma(Q,\omega) = V\chi_{12}^{ij}(Q,\omega) + J'\chi_{21}^{ij}(Q,\omega),$$  

(A2)

with the corresponding non-interacting susceptibilities are defined as

$$\chi_{il}^{jk}(q,\omega) = -\frac{1}{N\beta} \sum_{k,i\Omega_p} G_{ij}(k,i\Omega_p)G_{kl}(k+q,i\Omega_p+\omega),$$

(A3)
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Appendix A: Interaction vertex of the SODW order and RPA correction

In this section we identify interaction terms that contribute to the SODW vertex. In the multiorbital setup, the full interacting Hamiltonian includes intra- and interorbital Coulomb interactions, $U$ and $V$, Hund’s coupling $J$, and pair-exchange term $J'$:

$$H_{int} = \sum_{k_1-k_4} \left[ \sum_i U c_{i k_1 \sigma}^\dagger c_{i k_2 \sigma}^\dagger c_{i k_3 \sigma} c_{i k_4 \sigma} 
+ \sum_{i<j,\sigma} \left( V c_{i k_1 \sigma}^\dagger c_{i k_2 \sigma}^\dagger c_{j k_3 \sigma} c_{j k_4 \sigma} 
+ (V-J)c_{i k_1 \sigma}^\dagger c_{i k_2 \sigma} c_{j k_3 \sigma}^\dagger c_{j k_4 \sigma} 
+ J' c_{i k_1 \sigma}^\dagger c_{j k_3 \sigma} c_{j k_4 \sigma}^\dagger c_{i k_2 \sigma} 
+ J' c_{i k_1 \sigma}^\dagger c_{i k_3 \sigma} c_{j k_4 \sigma}^\dagger c_{j k_2 \sigma} + h.c. \right) \right].$$

(A1)

where $k_1 + k_3 = k_2 + k_4$. The linearized gap equation for the SODW order parameters is $1 = -T_h \Gamma(Q,\omega)$ where $T_h$ is the SODW transition temperature. Considering all possible contractions of the interaction terms written in Eq. $[A1]$, we get the SODW vertex $\chi_{ij}.$

Finally, in the SODW state, each component of non-interacting susceptibility again becomes a $2 \times 2$ matrix, made of direct transitions (in the diagonal terms) and umklapp scattering terms placed in off-diagonals. The direct term means scattering between two main bands and between two shadow bands while the umklapp term arises from the scattering between main and shadow bands. The direct term gives a gapped spectrum at the ‘hot-spot’ vector, while the umklapp term is responsible for the $q \sim 0$ mode as discussed in the main text.

The interacting susceptibility is calculated within RPA framework in which the RPA susceptibility matrix is $\chi_{ij}^{\text{RPA}} = \chi_{ij}^0/(1 - \tilde{\Gamma}_{\text{RPA}}\tilde{\chi})$, where $I$ is the identity matrix and $\tilde{\Gamma}_{\text{RPA}}$ is the RPA vertex of same dimension as of $\tilde{\chi}$. The component of the RPA vertex matrix should be same as that of the non-interacting susceptibility $\chi$, which means, intra-orbital term
\[ \Gamma_{\text{RPA},11}^{\pm} = U, \text{ inter-orbital vertex } \Gamma_{\text{RPA},12}^{\pm} = V, \text{ Hund's coupling } \Gamma_{\text{RPA},11}^{12} = J, \text{ and pair-scattering } \Gamma_{\text{RPA},12}^{12} = J', \text{ and so on. Different bandwidths of different orbitals amount to different critical values of } U, \text{ and } V, \text{ however, to justify that the final results are parameter free, we take the lowest critical value of } U = 1 \text{ eV for both orbitals, and } V = 0.6 \text{ eV which shifts the energy scale of all the excitation mode slightly to a lower energy. As mentioned before, the small contributions of Hund's coupling and pair-scattering terms are neglected here.} \]

\[ \text{Appendix B: Zero magnetic moment} \]

The time-reversal symmetry of the SODW Hamiltonian enforces the total magnetic moment to vanish at each spatial point. This can be verified by a trivial analytical computation of the spin-operator:

\[
S = \frac{1}{N} \sum_{ik} \langle c_{i k+Q,m}^\dagger \sigma_{m,n}^j c_{i k,n} \rangle
= \frac{1}{N} \sum_{ik} \alpha_k \beta_k \left[ \sigma (-u_k v_k^\ast + u_k v_k^\ast) \langle d_{1k,\sigma}^l d_{1k,\sigma} \rangle \\
+ \tilde{\sigma} (-u_k v_k + u_k v_k^\ast) \langle d_{2k,\sigma}^l d_{2k,\sigma} \rangle + (k \rightarrow k + Q) \right]
= 0. \tag{B1}
\]

Here \( l = x, y, z \) for three Pauli matrices and \( m, n \) are their components. It is interesting to see that for both cases of \( \tilde{\sigma} = \pm \sigma \), the magnetic moment vanishes, which means there is no magnetic moment associated with the SODW order parameter in any spatial direction. In this spirit, the SODW can be thought of as a ‘modulated’ quantum spin Hall state in which in each sublattice a chiral spin-current is present which becomes flipped in the other sublattices, but there is no net moment induced the system.
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