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Abstract

Roots of matrices are well-studied. The conditions for their existence are understood: The block sizes of nilpotent Jordan blocks, arranged in pairs, have to satisfy some simple algebraic property.

More interesting are structured roots of structured matrices. Probably the best known example is the existence and uniqueness of positive definite square roots of a positive definite matrix. If one drops the requirement of positive definiteness of the square root, it turns out that there exists an abundance of square roots. Here a description of all canonical forms of all square roots is possible and is straightforward.

$H$-nonnegative matrices are $H$-selfadjoint and are nonnegative with respect to an indefinite inner product with Gramian $H$. An $H$-nonnegative matrix $B$ allows a decomposition in a negative definite, a nilpotent $H$-nonnegative, and a positive definite matrix, $B = B_\prec \oplus B_0 \oplus B_\succ$. The interesting part is $B_0$, as only Jordan blocks of size one and two occur. Determining a square root of $B$ reduces to determining a square root of each of $B_\prec$, $B_0$, and $B_\succ$. Here we investigate for an $H$-nonnegative matrix: its square roots without additional structure, as well as its structured square roots that are $H$-nonnegative or $H$-selfadjoint.

For these three classes of square roots of $H$-nonnegative matrices we show a simple criterion for their existence and describe all possible canonical forms. This is based mainly on known results but an important new part is that in all three cases we describe all possible square roots of the nilpotent $H$-nonnegative matrix $B_0$ explicitly. Moreover, we show how our results can
be applied to the conditional and unconditional stability of $H$-nonnegative square roots of $H$-nonnegative matrices, where the explicit description of the square roots of $B_0$ is used.
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1. Introduction

The study of square roots of matrices dates back to 1858 [8]. Since 1858 numerous authors have studied square roots of matrices. For example, a necessary and sufficient condition for the existence of square roots of a complex matrix $A$ is given in [9]. This condition relates to the dimensions of nullspaces of powers of $A$. Other authors such as [2, 10, 14, 15, 16], to mention but a few, focus on an efficient algorithm or a formula for square roots of a matrix.

The problem of finding roots of matrices where certain extra requirements or structure are imposed on the class of matrices studied and/or their roots, has also attracted a lot of attention. For example, [1] studies roots of $M$-matrices that are $M$-matrices themselves and [11] find results on Hamiltonian square roots of skew-Hamiltonian matrices.

Turning to indefinite inner product spaces, by definition $[x, y] = (Hx, y)$ represents the indefinite inner product between vectors $x$ and $y$ in $\mathbb{C}^n$ where $H$ is some Hermitian and invertible matrix. Here $(x, y)$ is the usual Euclidean product in $\mathbb{C}^n$. A complex $n \times n$ matrix $B$ is called $H$-selfadjoint if $[Bx, y] = [x, By]$, that is, if $HB = B^*H$. In [4] and [18] $H$-selfadjoint square roots of $H$-selfadjoint matrices are studied. The canonical form of all $H$-selfadjoint matrices having $H$-selfadjoint square roots is derived, as well as the canonical form of the $H$-selfadjoint square roots.

A complex matrix $B$ is called $H$-nonnegative if $[Bx, x] \geq 0$ for all $x \in \mathbb{C}^n$. The class of $H$-nonnegative matrices is a subclass of the class of $H$-selfadjoint matrices and has some very special properties, such as having a real spectrum and having Jordan chains of length at most two. We study square roots of $H$-nonnegative matrices and in Section 3 we find necessary and sufficient conditions for the existence of square roots. We also give explicit formulas for the square roots of nilpotent matrices. In Section 4 we characterize all $H$-selfadjoint square roots of $H$-nonnegative matrices and find characterizations of an $H$-nonnegative matrix with entries in $\mathbb{C}$ to have $H$-selfadjoint square
roots, while in Section 5 we find conditions for an $H$-nonnegative matrix to have an $H$-nonnegative square root. Finally, Section 6 contains the theory regarding the stability of these $H$-nonnegative square roots.

2. Preliminaries

The Jordan form plays an important role in this paper. We denote an $n \times n$ Jordan block corresponding to an eigenvalue $\lambda$ in a Jordan form by $J_n(\lambda)$ and the $n \times n$ sip matrix which has ones on the main anti-diagonal and zeros elsewhere by $Q_n$.

Let $B$ be a square matrix which at eigenvalue $\lambda$ has in its Jordan form Jordan blocks of sizes in decreasing order $(n_1, n_2, n_3, \ldots, n_r)$. We call this the Segre characteristic of matrix $B$ corresponding to the eigenvalue $\lambda$ (see for example the book by Shapiro [17]).

In the following theorem we recall the well-known canonical form given by (1) and (2) for a pair $(B, H)$, where $B$ is an $H$-selfadjoint matrix and $H$ is an invertible Hermitian matrix (see e.g. [4]).

**Theorem 2.1.** Let $H$ be an invertible Hermitian $n \times n$ matrix, and let $B$ be an $n \times n$ complex $H$-selfadjoint matrix. Then there exists an invertible $n \times n$ matrix $S$ such that $S^{-1}BS$ and $S^*HS$ have the form

$$S^{-1}BS = J_{k_1}(\lambda_1) \oplus \cdots \oplus J_{k_\alpha}(\lambda_\alpha)$$
$$\oplus [J_{k_{\alpha+1}}(\lambda_{\alpha+1}) \oplus J_{k_{\alpha+1}}(\overline{\lambda}_{\alpha+1})] \oplus \cdots \oplus [J_{k_{\beta}}(\lambda_{\beta}) \oplus J_{k_{\beta}}(\overline{\lambda}_{\beta})]$$

(1)

where $\lambda_1, \ldots, \lambda_\alpha$ are real and $\lambda_{\alpha+1}, \ldots, \lambda_\beta$ are nonreal with positive imaginary parts; and

$$S^*HS = \varepsilon_1 Q_{k_1} \oplus \cdots \oplus \varepsilon_\alpha Q_{k_\alpha} \oplus Q_{2k_{\alpha+1}} \oplus \cdots \oplus Q_{2k_\beta}$$

(2)

where $\varepsilon_1, \ldots, \varepsilon_\alpha$ are $\pm 1$. For a given pair $(B, H)$, the canonical form given by (1) and (2) is unique up to permutation of orthogonal components in (2) and the same simultaneous permutation of the corresponding blocks in (1).

Observe that only the blocks in (2) related to blocks in (1) with a real eigenvalue possess a sign. The vector of signs $(\varepsilon_1, \ldots, \varepsilon_\alpha)$ is called the sign characteristic of $(B, H)$.

In the canonical form given by (1) and (2), for any $i = 1, \ldots, \alpha$, we say the block $J_{k_i}(\lambda_i)$ has positive sign characteristic if $\varepsilon_i = 1$, and negative sign characteristic if $\varepsilon_i = -1$. 


H-nonnegative matrices have the following characteristics (taken from [13, Theorem 5.7.2]).

**Theorem 2.2.** A matrix $B$ is H-nonnegative if and only if the following conditions hold:

(i) $B$ is H-selfadjoint;
(ii) $B$ has a real spectrum;
(iii) the canonical form of the pair $(B, H)$ is

$$S^{-1}BS = \bigoplus_{i=1}^q J_1(\lambda_i) \oplus \bigoplus_{i=1}^{r-q} J_1(\lambda_{q+i}) \oplus \bigoplus_{i=1}^s J_1(0) \oplus \bigoplus_{i=1}^t J_2(0),$$

$$S^* HS = \bigoplus_{i=1}^q Q_1 \oplus \bigoplus_{i=1}^{r-q} (-Q_1) \oplus \bigoplus_{i=1}^s \varepsilon_i Q_1 \oplus \bigoplus_{i=1}^t Q_2,$$

where $\lambda_1, \ldots, \lambda_q > 0$, $\lambda_{q+1}, \ldots, \lambda_r < 0$, and $\varepsilon_i = \pm 1$. Thus $B$ has positive sign characteristic at a nonzero eigenvalue $\lambda$ if $\lambda > 0$, and negative sign characteristic if $\lambda < 0$; each Jordan block of size 2 at the zero eigenvalue has positive sign characteristic.

We frequently require Theorem 3.1 from [18] in some of the sections and therefore present it here in an equivalent form without the “moreover” part.

**Theorem 2.3.** Let $B$ be an H-selfadjoint matrix. Then there exists an H-selfadjoint matrix $A$ such that $A^2 = B$ if and only if the canonical form of $(B, H)$ has the following properties:

(i) the Jordan blocks corresponding to the negative eigenvalues exist in pairs and the two Jordan blocks in each pair have opposite sign characteristic;

(ii) the Jordan blocks corresponding to the zero eigenvalue can be written as $J^{(1)} \oplus J^{(2)} \oplus J^{(3)}$, where $J^{(1)}$ is a direct sum of pairs $J_{p_i}(0) \oplus J_{p_i}(0)$, $J^{(2)}$ is a direct sum of pairs $J_{p_i}(0) \oplus J_{p_i-1}(0)$ and $J^{(3)}$ is a direct sum of 1 × 1 blocks and where the blocks in each pair in $J^{(1)}$ have opposite sign characteristic and those in each pair in $J^{(2)}$ have the same sign characteristic.
3. Square roots

In this section we describe all square roots of $H$-nonnegative matrices, i.e. the collection of all matrices $A$ such that $A^2 = B$ and $B$ is $H$-nonnegative. Without loss of generality we always assume $B$ to be in Jordan form. The following result is well-known (see e.g. [7]).

**Theorem 3.1.** Let $B$ be $H$-nonnegative and in Jordan form. Write $B$ as

$$B = B_- \oplus B_0 \oplus B_+,$$

where $\sigma(B_{\pm}) \subset \mathbb{R}^\pm$ and $\sigma(B_0) = \{0\}$. A matrix $A$ is a square root of $B$ if and only if there exist square roots $A_-, A_0,$ and $A_+$ of $B_-, B_0,$ and $B_+$, respectively, such that

$$A = A_- \oplus A_0 \oplus A_+.$$  

**Proof.** The partition of $B$ follows from Theorem 2.2. Given square roots $A_-$, $A_0$, and $A_+$ of $B_-$, $B_0$, and $B_+$, respectively, it is obvious that $A_- \oplus A_0 \oplus A_+$ is a square root of $B$. We show the converse. Let $A$ be a square root of $B$, i.e. $A^2 = B$. Therefore, $A$ and $B$ commute and, by [12, Theorem 3 in Chapter VIII], $A$ allows a representation as in (4). As $A^2 = A_-^2 \oplus A_0^2 \oplus A_+^2$ we conclude that $A_-, A_0$, and $A_+$ are square roots of $B_-$, $B_0$, and $B_+$, respectively. \[\square\]

It follows from Theorem 2.2 that $B_-$ and $B_+$ are diagonalizable and, hence, they have a square root. Therefore a square root of $B$ exists if and only if a square root of $B_0$ exists according to Theorem 3.1. For this reason, we focus on the case where $B = B_0$ is a nilpotent $H$-nonnegative matrix. Let $(n_1, n_2, \ldots, n_r)$ be the Segre characteristic of $B_0$. We call a collection $S$ of pairs of numbers from $\mathcal{N} = \{n_i\}_{i=1}^r \cup \{0\}$ a **Segre pairing** if:

- each entry in the Segre characteristic appears in one and only one pair of $S$;
- each pair in $S$ consists of two entries from the Segre characteristic or one entry from the Segre characteristic and one zero, with the first entry greater or equal to the second entry;
- the absolute difference between the two entries in each pair is at most one;
- the pairs are arranged lexicographically.
Note that a pair of the form (4, 2), (2, 0) or (0, 0) is not a member of a Segre pairing. In [7] it is shown that a matrix $B_0$ has a square root if and only if there exists a Segre pairing. By Theorem 2.2 we know that for each pair $(m, n)$ in a Segre pairing of an $H$-nonnegative matrix $B_0$, we have $m \leq 2$, $n \leq 2$ and $|m - n| \leq 1$. This leads to the following characterization of square roots of a nilpotent $H$-nonnegative matrix.

**Theorem 3.2.** Let $B_0$ be a nilpotent $H$-nonnegative matrix. Then the following are equivalent:

(i) $B_0$ has a square root;

(ii) There exists a Segre pairing;

(iii) In the Segre characteristic of $B_0$, either there is an even number of entries equal to two, or there is an odd number of entries equal to two and at least one entry equal to one.

*Proof.* The items (i) and (ii) are equivalent, see [7].

By the definition of Segre pairing, assertion (ii) implies assertion (iii).

For the proof that (iii) implies (ii), we pair all the entries in the Segre characteristic equal to two. If there is an odd number of entries equal to two, pair one 2 in the Segre characteristic with a 1. Pair the rest of the entries equal to one with other entries equal to one or with a zero. This forms a Segre pairing.

In the following theorem we describe all square roots of a nilpotent $H$-nonnegative matrix related to a pair in $\mathcal{S}$, which can be made explicit. As a by-product we also obtain the Jordan form.

**Theorem 3.3.** Let $B_0$ be a nilpotent $H$-nonnegative matrix in Jordan form which has a Segre pairing $\mathcal{S}$. Any pair of $\mathcal{S}$ is of the form

$$(2, 2), (2, 1), (1, 1) \text{ or } (1, 0).$$

These pairs correspond to Jordan blocks of the form $J_2(0) \oplus J_2(0)$, $J_2(0) \oplus J_1(0)$, $J_1(0) \oplus J_1(0)$ and $J_1(0)$, respectively, in the matrix $B_0$. The square roots of each possible pair in $\mathcal{S}$ are as follows:

(i) The square root of $J_1(0) = [0]$, which is associated with the pair $(1, 0)$, is equal to $[0]$. Its Jordan form is $J_1(0)$ again.
The square root of $J_1(0) \oplus J_1(0)$, which is associated with the pair $(1, 1)$, is
\[
\begin{bmatrix}
\alpha & -\frac{\alpha^2}{\beta} \\
\beta & -\alpha
\end{bmatrix},
\]
for any complex numbers $\alpha, \beta$ with $\beta \neq 0$, for all $\alpha, \beta$. \hspace{1cm} (6)

or
\[
\begin{bmatrix}
0 & \alpha \\
0 & 0
\end{bmatrix},
\]
for any complex number $\alpha$. \hspace{1cm} (7)

The Jordan form of all matrices in (6) and (7) is $J_2(0)$, except in the case in (7) where $\alpha = 0$. In this case, the Jordan form is $J_1(0) \oplus J_1(0)$.

The square root of $J_2(0) \oplus J_1(0)$, which is associated with the pair $(2, 1)$, is
\[
\begin{bmatrix}
0 & \alpha & \beta \\
0 & 0 & 0 \\
0 & \frac{1}{\beta} & 0
\end{bmatrix},
\]
for complex numbers $\alpha$ and $\beta \neq 0$. \hspace{1cm} (8)

The Jordan form of all matrices in (8) is $J_3(0)$.

The square root of $J_2(0) \oplus J_2(0)$, which is associated with the pair $(2, 2)$, is
\[
\begin{bmatrix}
-\alpha_3 & -\alpha_4 & -\frac{\alpha^2_4}{\alpha_1} \\
0 & -\alpha_3 & 0 \\
\alpha_1 & \alpha_2 & \alpha_3 \\
0 & \alpha_1 & 0
\end{bmatrix},
\]
for a nonzero $\alpha_1$ and where $\beta = \frac{1}{\alpha_1^2}(\alpha_1 + \alpha_2^2 \alpha_2 - 2\alpha_1 \alpha_3 \alpha_4)$, or
\[
\begin{bmatrix}
0 & \gamma_1 & \gamma_2 & \gamma_3 \\
0 & 0 & 0 & \gamma_2 \\
0 & \frac{1}{\gamma_2} & 0 & -\gamma_1 \\
0 & 0 & 0 & 0
\end{bmatrix},
\]
for complex numbers $\gamma_i$, and nonzero $\gamma_1, \gamma_2$. The Jordan form of all matrices in (9) and (10) is $J_4(0)$.

**Proof.** The first statement follows from the form of $B_0$ according to Theorem 2.2.

Part (i) is trivial since the square root of a $1 \times 1$ zero matrix is the $1 \times 1$ zero matrix.

Part (ii). Consider a nilpotent matrix in Jordan form with Segre characteristic $(1, 1)$, i.e. the $2 \times 2$ zero matrix. Let $A$ be a square root, that is,
$A^2 = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}$. Then for the two unit vectors $e_1, e_2$ in $\mathbb{C}^2$ we have $A^2 e_1 = 0$ and $A^2 e_2 = 0$. Let

$$\begin{align*}
A e_1 &= \alpha_1 e_1 + \beta_1 e_2, \\
A e_2 &= \alpha_2 e_1 + \beta_2 e_2,
\end{align*}$$

(11)

where the coefficients $\alpha_j$ and $\beta_j$ are complex numbers. Multiply these equations by $A$ and use them again. Then we obtain the equations

$$\begin{align*}
\alpha_1^2 + \alpha_2 \beta_1 &= 0, \\
\beta_2^2 + \alpha_2 \beta_1 &= 0, \\
\beta_1 (\alpha_1 + \beta_2) &= 0, \\
\alpha_2 (\alpha_1 + \beta_2) &= 0.
\end{align*}$$

Assume that $\beta_1$ is nonzero, then $\alpha_1 = -\beta_2$ and $\alpha_2 = -\beta_2^2/\beta_1$. This gives the form of any square root of the zero matrix of order 2:

$$\begin{bmatrix}
-\beta_2 & -\beta_2^2/eta_1 \\
\beta_1 & \beta_2
\end{bmatrix},$$

which shows (6). Moreover, (11) implies $A e_1 \neq 0$. As $A^2 e_1 = 0$ we see that the Jordan form of the matrix in (6) is $J_2(0)$. Note that if $\beta_1 = 0$, then $\alpha_1 = \beta_2 = 0$, and the square root is

$$\begin{bmatrix}
0 & \alpha_2 \\
0 & 0
\end{bmatrix},$$

for any complex number $\alpha_2$.

Part (iii). Consider a nilpotent matrix in Jordan form with Segre characteristic $(2, 1)$:

$$J_2(0) \oplus J_1(0) = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix},$$

and let $A$ be a square root such that $A^2 = J_2(0) \oplus J_1(0)$. Let $e_1, e_2, e_3$ denote the three unit vectors in $\mathbb{C}^3$. We have

$$\begin{align*}
A^2 e_1 &= 0; \\
A^2 e_2 &= e_1; \\
A^2 e_3 &= 0.
\end{align*}$$

(12)

Let

$$A e_j = \alpha_j e_1 + \beta_j e_2 + \gamma_j e_3,$$

(13)
for \( j = 1, 2, 3 \), where \( \alpha_j, \beta_j, \gamma_j \) are complex numbers. Multiply every equation in (12) by the matrix \( A \) and compare with the equations in (13) multiplied by \( A^2 \), then

\[
\beta_1 e_1 = 0; \quad \beta_3 e_1 = 0; \quad \beta_2 e_1 = Ae_1. \tag{14}
\]

From the first two equations it follows that \( \beta_1 = 0, \beta_3 = 0 \), and from the last equation in (14) using (13) with \( j = 1 \) we get

\[
\beta_2 e_1 = \alpha_1 e_1 + \gamma_1 e_3,
\]

which gives \( \gamma_1 = 0 \) and \( \beta_2 = \alpha_1 \). Also, we multiply the last equation in (14) by \( A \) and use (12) to get \( \beta_2 = 0 \) and consequently \( \alpha_1 = 0 \). Hence \( Ae_1 = 0 \).

Next, we take the expressions for \( Ae_2 \) and \( Ae_3 \) in (13), multiply both sides by \( A \), and use the equations in (13), (12) and \( Ae_1 = 0 \) to obtain

\[
0 = A^2 e_3 = \gamma_3 Ae_3 = \gamma_3 \alpha_3 e_1 + \gamma_2^2 e_3, \\
e_1 = A^2 e_2 = \gamma_2 Ae_3 = \gamma_2 \alpha_3 e_1 + \gamma_2 \gamma_3 e_3.
\]

From the first equation we conclude that \( \gamma_3 = 0 \) and then it follows from the second equation that \( \gamma_2 \alpha_3 = 1 \). Thus any square root of the matrix \( J_2(0) \oplus J_1(0) \) is given by:

\[
\begin{bmatrix}
0 & \alpha_2 & \alpha_3 \\
0 & 0 & 0 \\
0 & \gamma_2 & 0
\end{bmatrix},
\tag{15}
\]

where \( \alpha_2, \alpha_3, \gamma_2 \) are any complex numbers such that \( \gamma_2 \alpha_3 = 1 \). Then

\[
Ae_2 = \alpha_2 e_1 + \gamma_2 e_3, \quad A(\alpha_2 e_1 + \gamma_2 e_3) = \gamma_2 \alpha_3 e_1 = e_1, \quad Ae_1 = 0,
\]

and from \( \gamma_2 \alpha_3 = 1 \), it follows that (15) has Jordan form \( J_3(0) \).

Part (iv). Consider a nilpotent matrix in Jordan form with Segre characteristic \((2, 2)\):

\[
J_2(0) \oplus J_2(0) = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{bmatrix},
\]

and let \( A \) be a square root such that \( A^2 = J_2(0) \oplus J_2(0) \). Let \( e_1, \ldots, e_4 \) be the four unit vectors in \( \mathbb{C}^4 \). Then we have

\[
A^2 e_1 = 0; \quad A^2 e_2 = e_1; \quad A^2 e_3 = 0; \quad A^2 e_4 = e_3. \tag{16}
\]


Now, let
\[ Ae_j = \alpha_j e_1 + \beta_j e_2 + \gamma_j e_3 + \delta_j e_4, \] (17)
for \( j = 1, 2, 3, 4 \), and where all coefficients are complex numbers. Now we multiply each equation in (17) by \( A^2 \) and using (16) we obtain
\[ A^3 e_j = \beta_j e_1 + \delta_j e_3, \quad j = 1, \ldots, 4. \] (18)

By taking \( j = 1 \) and \( j = 3 \) in (18) and using (16) we obtain
\[ \beta_1 = \delta_1 = \beta_3 = \delta_3 = 0. \]
Using (16) again, the equations in (18) for \( j = 2 \) and \( j = 4 \) become
\[ Ae_1 = \beta_2 e_1 + \delta_2 e_3 \quad \text{and} \quad Ae_3 = \beta_4 e_1 + \delta_4 e_3. \] (19)

From (17) we also have
\[ Ae_1 = \alpha_1 e_1 + \gamma_1 e_3, \quad Ae_3 = \alpha_3 e_1 + \gamma_3 e_3, \] (20)
and when we compare the coefficients of the unit vectors in (19) and (20) we obtain the following
\[ \beta_2 = \alpha_1, \quad \delta_2 = \gamma_1, \quad \beta_4 = \alpha_3, \quad \delta_4 = \gamma_3. \]
Then the equations in (17) with \( j = 2 \) and \( j = 4 \) become
\[ Ae_2 = \alpha_2 e_1 + \alpha_1 e_2 + \gamma_2 e_3 + \gamma_1 e_4, \]
\[ Ae_4 = \alpha_4 e_1 + \alpha_3 e_2 + \gamma_4 e_3 + \gamma_3 e_4. \] (21)

Finally, we multiply the expressions for \( Ae_1 \) and \( Ae_3 \) by \( A \) and assume that \( \gamma_1 \neq 0 \). Use the equations in (16) and then
\[ j = 1 : 0 = \alpha_1 Ae_1 + \gamma_1 Ae_3 = (\alpha_1^2 + \gamma_1 \alpha_3) e_1 + (\alpha_1 \gamma_1 + \gamma_1 \gamma_3) e_3, \]
\[ j = 3 : 0 = \alpha_3 Ae_1 + \gamma_3 Ae_3 = (\alpha_3 \alpha_1 + \gamma_3 \alpha_3) e_1 + (\alpha_3 \gamma_1 + \gamma_3^2) e_3. \]

From this we obtain equalities which gives
\[ \alpha_1 = -\gamma_3, \quad \alpha_3 = -\frac{\gamma_3^2}{\gamma_1}. \]
Using these expressions together with (16), and doing the same with \( Ae_2 \) and \( Ae_4 \) from (21), we have
\[ \alpha_2 = -\gamma_4, \quad \text{and} \quad \alpha_4 = \frac{1}{\gamma_1} \left( \gamma_1 + \gamma_3^2 \gamma_2 - 2 \gamma_4 \gamma_3 \gamma_1 \right). \]
By renaming the variables, we obtain the matrix in (9). Now, note that the following hold

\[ Ae_2 = \alpha_2 e_1 - \gamma_3 e_2 + \gamma_2 e_3 + \gamma_1 e_4, \]
\[ A(\alpha_2 e_1 - \gamma_3 e_2 + \gamma_2 e_3 + \gamma_1 e_4) = A^2 e_2 = e_1, \]
\[ Ae_1 = \alpha_1 e_1 + \gamma_1 e_3, \]
\[ A(\alpha_1 e_1 + \gamma_1 e_3) = A^2 e_1 = 0, \]

and from \( \gamma_1 \neq 0 \) it follows that (9) has Jordan form \( J_4(0) \).

If \( \gamma_1 = 0 \) and \( \alpha_3 \neq 0 \), then we obtain \( \gamma_2 = \frac{1}{\alpha_3} \) and the square root is

\[
\begin{bmatrix}
0 & \alpha_2 & \alpha_3 & \alpha_4 \\
0 & 0 & 0 & \alpha_3 \\
0 & \frac{1}{\alpha_3} & 0 & -\alpha_2 \\
0 & 0 & 0 & 0
\end{bmatrix}.
\]

Note that \( \gamma_3 = 0 \), hence the following hold

\[ Ae_4 = \alpha_4 e_1 + \alpha_3 e_2 + \gamma_4 e_3, \]
\[ A(\alpha_4 e_1 + \alpha_3 e_2 + \gamma_4 e_3) = A^2 e_4 = e_3, \]
\[ Ae_3 = \alpha_3 e_1, \]
\[ A(\alpha_3 e_1) = 0, \]

and from \( \alpha_3 \neq 0 \) it follows that (10) has Jordan form \( J_4(0) \).

If \( \gamma_1 = \alpha_3 = 0 \), then it follows that \( Ae_1 = Ae_3 = 0 \) which contradicts the equations in (21) multiplied by \( A \).

We remark that the canonical forms found for the square roots in all cases correspond with those given for the \( H \)-selfadjoint square roots found in [18, Theorem 3.1].

**Agreement.** Note that the Jordan forms of square roots of all types of pairs in any Segre pairing are uniquely determined, except in the case for \((1,1)\) (the second item of Theorem 3.3), where it can be \( J_2(0) \) or \( J_1(0) \oplus J_1(0) \). But a pair \((1,1)\) in any Segre pairing could just as well be replaced by two pairs \((1,0), (1,0)\), which will also have a square root with Jordan form \( J_1(0) \oplus J_1(0) \) (the first item of Theorem 3.3). Therefore we agree not to allow \([^0000]\) as a square root for a pair \((1,1)\), i.e. we exclude \( \alpha = 0 \) in (7) of Theorem 3.3. Thus, under this agreement, we have that the Jordan forms corresponding to all pairs in a Segre pairing are uniquely determined.
We say that a square root is associated with a Segre pairing if it is a direct sum of square roots associated with each pair of the Segre pairing (see Theorem 3.3). Then all square roots of nilpotent matrices associated with a Segre pairing have the same Jordan form.

We then obtain the following result from Theorem 3.3:

**Corollary 3.4.** Let $B_0$ be a nilpotent $H$-nonnegative matrix. Then there is a one-to-one correspondence between the Jordan forms of the square roots $A_0$ of $B_0$ and the Segre pairings of $B_0$.

Thus two different Segre pairings of a matrix $B_0$ give two different Jordan forms of square roots of $B_0$.

**Example 3.5.** Let $B_0 = J_2(0) \oplus J_2(0) \oplus J_1(0) \oplus J_1(0)$ and $H = Q_2 \oplus Q_2 \oplus \varepsilon_1 Q_1 \oplus \varepsilon_2 Q_1$, where $\varepsilon_1, \varepsilon_2 = \pm 1$. Then $B_0$ is $H$-nonnegative, see Theorem 2.2. The Segre characteristic of $B_0$ is $(2, 2, 1, 1)$. There exist three different Segre pairings which deliver a square root of $B_0$. Any square root of $B_0$ which is associated with the Segre pairing $(2, 2), (1, 1)$, will have Jordan form $J_4(0) \oplus J_2(0)$. Any square root which is associated with the Segre pairing $(2, 2), (1, 0), (1, 0)$, will have Jordan form $J_4(0) \oplus J_1(0) \oplus J_1(0)$, and finally any square root which is associated with the Segre pairing $(2, 1), (2, 1)$, will have Jordan form $J_3(0) \oplus J_3(0)$.

Combining the singular and nonsingular cases, we can formulate the following result which presents the Jordan form of all square roots. Let $S$ be any Segre pairing of an $H$-nonnegative matrix $B$. Furthermore, let $\ell_1$ denote the number of pairs $(1, 0)$ in $S$, $\ell_2$ the number of $(1, 1)$ pairs in $S$, $\ell_3$ the number of $(2, 1)$ pairs in $S$, and $\ell_4$ the number of $(2, 2)$ pairs in $S$.

**Theorem 3.6.** Any square root of the $H$-nonnegative matrix $B$ has the Jordan form $A = A_- \oplus A_0 \oplus A_+$ with

$$A_+ = \bigoplus_{j=1}^{q} J_1(\delta_j \sqrt{\lambda_j}), \quad A_- = \bigoplus_{j=1}^{r-q} J_1(i \delta_{q+j} \sqrt{-\lambda_{q+j}})$$

where $\lambda_1, \ldots, \lambda_q > 0$ and $\lambda_{q+1}, \ldots, \lambda_r < 0$, counting multiplicities, $\delta_j = \pm 1$, and $A_0$ is given by

$$A_0 = \bigoplus_{i=1}^{\ell_1} J_1(0) \oplus \bigoplus_{i=1}^{\ell_2} J_2(0) \oplus \bigoplus_{i=1}^{\ell_3} J_3(0) \oplus \bigoplus_{i=1}^{\ell_4} J_4(0).$$
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The proof is trivial from Theorem 3.3 and Corollary 3.4. Note that $B_-$ and $B_+$ have a lot of square roots as can be seen in the following example.

**Example 3.7.** Let the following matrix be given
\[
B = J_1(-3) \oplus J_1(-3) = \begin{bmatrix}
-3 & 0 \\
0 & -3
\end{bmatrix}.
\]
Then the following matrices are some of the square roots of $B$:
\[
\begin{bmatrix}
i\sqrt{3} & 0 \\
0 & i\sqrt{3}
\end{bmatrix}, \begin{bmatrix}
-i\sqrt{3} & 0 \\
0 & -i\sqrt{3}
\end{bmatrix}, \begin{bmatrix}
i\sqrt{3} & 0 \\
0 & -i\sqrt{3}
\end{bmatrix}, \begin{bmatrix}
2i & 1 \\
1 & -2i
\end{bmatrix}, \begin{bmatrix}
2 & -7
\end{bmatrix}.
\]

4. **$H$-selfadjoint square roots**

Taking Section 3 further, we now investigate $H$-selfadjoint square roots of $H$-nonnegative matrices $B$. We assume that the pair $(B,H)$ is in canonical form. Hence by Theorem 2.2
\[
B = \bigoplus_{i=1}^{q} J_1(\lambda_i) \oplus \bigoplus_{i=1}^{r-q} J_1(\lambda_{q+i}) \oplus \bigoplus_{i=1}^{s} J_1(0) \oplus \bigoplus_{i=1}^{t} J_2(0),
\]
\[
H = \bigoplus_{i=1}^{q} Q_1 \oplus \bigoplus_{i=1}^{r-q} (-Q_1) \oplus \bigoplus_{i=1}^{s} \varepsilon_i Q_1 \oplus \bigoplus_{i=1}^{t} Q_2,
\]
where $\lambda_1, \ldots, \lambda_q > 0$, $\lambda_{q+1}, \ldots, \lambda_r < 0$, and $\varepsilon_i = \pm 1$. For the following we denote by $s_+$ ($s_-$) the number of positive (resp. negative) entries in the vector $(\varepsilon_1, \ldots, \varepsilon_s)$, hence we have
\[
s = s_- + s_+.
\]

**Theorem 4.1.** Let $B$ be an $H$-nonnegative matrix in $\mathbb{C}^{n \times n}$. Then $B$ has an $H$-selfadjoint square root if and only if $B$ satisfies the following:

(i) $B$ has no negative eigenvalues, that is, $\sigma(B) \subset [0, \infty)$;

(ii) At the eigenvalue zero of $B$, the number of Jordan blocks of size one with positive sign characteristic is not less than the number of Jordan blocks of size two, i.e.,
\[
s_+ \geq t.
\]
Proof. Let $B$ be an $H$-nonnegative matrix. Note that $B$ is also $H$-selfadjoint by Theorem 2.2. If conditions (i) and (ii) hold, then it follows from Theorem 2.3 that $B$ has an $H$-selfadjoint square root.

Conversely, assume that the $H$-nonnegative matrix $B$ has an $H$-selfadjoint square root $A$. Because of the structure of $B$ as given in Theorem 2.2, it follows directly from Theorem 2.3 that $B$ cannot have negative eigenvalues.

Regarding the second assertion, Theorem 2.3 also implies that the blocks corresponding to the pairs $(2,1)$ in the Segre pairing have the same sign characteristic. In fact, from Theorem 2.2, they all have positive sign characteristic. Consider a pair $(2, 2)$ in a Segre pairing of $B$ which comes from $J_2(0) \oplus J_2(0)$. By Theorem 2.2 each block has positive sign characteristic, but Theorem 2.3 states that for $J_2(0) \oplus J_2(0)$ to have an $H$-selfadjoint square root, the two blocks must have opposite sign characteristic. This means that a pair $(2, 2)$ can never be a member of any Segre pairing for an $H$-nonnegative matrix. Consequently, all pairs in a Segre pairing containing a 2 are of the form $(2, 1)$, so there must be in $B$ at least as many Jordan blocks of size one with positive sign characteristic as the number of Jordan blocks of size two.

Remark 4.2. We mention that the “only if” part of Theorem 4.1 can also be obtained by using known results on $H$-plus matrices and $H$-polar decompositions. Let $B$ be an $H$-nonnegative matrix. Assume that $B$ has an $H$-selfadjoint square root $A$. Then we can write $B = A^\ast A$. Since $[Bx, x] \geq 0$ for all $x \in \mathbb{C}^n$, we have from [5] that $A$ is an $H$-plus matrix since $\mu(A) = \inf_{[u, u] = 1} [A^\ast Au, u] \geq 0$. The matrix $A$ admits a trivial $H$-polar decomposition: $A = I \cdot A$. Finally, by part (c) of Theorem 3.4 in [5], see errata in [6], it follows that $B$ has no negative eigenvalues and by part (a) in the same theorem, it follows that $s_+ \geq t$.

We now obtain an explicit description of all $H$-selfadjoint square roots of a nilpotent $H$-nonnegative matrix $B_0$.

Theorem 4.3. Let $B_0$ be a nilpotent $H$-nonnegative matrix in Jordan form satisfying the second condition in Theorem 4.1 and having a Segre pairing $S$. Any pair of $S$ is of the form

$$(2, 1), (1, 1) \text{ or } (1, 0).$$

This corresponds to Jordan blocks of the form $J_2(0) \oplus J_1(0)$, $J_1(0) \oplus J_1(0)$ and $J_1(0)$, respectively, in the matrix $B_0$. Then the $H$-selfadjoint square roots associated with each possible pair in $S$ are as follows:
The $H$-selfadjoint square root of $J_1(0) = [0]$, which is associated with the pair $(1, 0)$, is equal to $[0]$. Its Jordan form is $J_1(0)$ again.

The $H$-selfadjoint square root of $J_1(0) \oplus J_1(0)$, which is associated with the pair $(1, 1)$, and where the two blocks have opposite sign characteristic, is

$$\begin{bmatrix}
\alpha & -\beta \\
\beta & -\alpha
\end{bmatrix}$$

for any real $\alpha$ and complex $\beta$, $|\beta| = \pm \alpha$.

The Jordan form of all matrices of this form is $J_2(0)$.

The $H$-selfadjoint square root of $J_2(0) \oplus J_1(0)$, which is associated with the pair $(2, 1)$, and where the two blocks have both positive sign characteristic, is

$$\begin{bmatrix}
0 & \alpha & \beta \\
0 & 0 & 0 \\
0 & \frac{1}{\beta} & 0
\end{bmatrix}$$

for real $\alpha$ and complex $\beta$, $|\beta| = 1$.

The Jordan form of all matrices of this form is $J_3(0)$.

Proof. Relation (22) follows from (5) and the fact that a pair $(2, 2)$ can never be a member of any Segre pairing for an $H$-nonnegative matrix, with an $H$-selfadjoint square root, which was shown in the proof of Theorem 4.1.

Assertion (i) is trivial. For (ii) we note that equations (6) and (7) give the possible forms of square roots in this case. Firstly, for the matrix $A$ as in (6), since $J_1(0) \oplus J_1(0)$ is $H$-selfadjoint where $H = \varepsilon_1 Q_1 \oplus \varepsilon_2 Q_1$, for some $\varepsilon_i = \pm 1$, we see that

$$HA = \begin{bmatrix}
\varepsilon_1 & 0 \\
0 & \varepsilon_2
\end{bmatrix} \begin{bmatrix}
\alpha & -\alpha^2 \\
\beta & -\alpha
\end{bmatrix} = \begin{bmatrix}
\varepsilon_1 \alpha & \varepsilon_1 - \alpha^2 \\
\varepsilon_2 \beta & -\varepsilon_2 \alpha
\end{bmatrix}$$

is equal to $A^*H = (HA)^*$ if and only if $\alpha \in \mathbb{R}$, $\varepsilon_1 \neq \varepsilon_2$ and $|\beta|^2 = \alpha^2$. This gives the $H$-selfadjoint square root associated with a pair $(1, 1)$, as

$$\begin{bmatrix}
\alpha & -\beta \\
\beta & -\alpha
\end{bmatrix}, \quad \text{where } \alpha \in \mathbb{R}, \ |\beta| = \pm \alpha.$$

As for $A$ as in (7), the matrix $\begin{bmatrix} 0 & \alpha \\ 0 & 0 \end{bmatrix}$ is $H$-selfadjoint if and only if $\alpha = 0$, but we agreed to exclude this case for a pair $(1, 1)$, since it is covered by two pairs $(1, 0), (1, 0)$. 15
For (iii) we note that $J_2(0) \oplus J_1(0)$ is $H$-selfadjoint where $H = Q_2 \oplus \varepsilon Q_1$, but from the proof of Theorem 4.1 we know that $\varepsilon = 1$. Let $A$ be the matrix in (8), which is associated with a pair $(2, 1)$. Then we have

$$HA = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} 0 & \alpha & \beta \\ 0 & 0 & 0 \\ 0 & \frac{1}{\beta} & 0 \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & \alpha & \beta \\ 0 & \frac{1}{\beta} & 0 \end{bmatrix}. $$

This matrix is equal to $A^*H = (HA)^*$ if and only if $\alpha \in \mathbb{R}$ and $|\beta|^2 = 1$. Therefore the $H$-selfadjoint square root associated with a pair $(2, 1)$ is

$$\begin{bmatrix} 0 & \alpha & \beta \\ 0 & 0 & 0 \\ 0 & \frac{1}{\beta} & 0 \end{bmatrix}, \quad \alpha \text{ real, } |\beta| = 1. $$

The fact in (ii) of Theorem 4.3, that the two blocks in $J_1(0) \oplus J_1(0)$ should have opposite sign characteristic for the existence of an $H$-selfadjoint square root, also follows from Theorem 2.3. Of course, when the blocks $J_1(0)$ in $B$ do not have the correct sign characteristic to be paired as $(1, 1)$, they can be paired as two pairs $(1, 0), (1, 0)$.

For the following result where the canonical form of the $H$-selfadjoint square roots are given, let $S$ be any Segre pairing of an $H$-nonnegative matrix $B$. Also, let $\ell_1$ denote the number of pairs $(1, 0)$ in $S$, $\ell_2$ the number of $(1, 1)$ pairs in $S$, and $\ell_3$ the number of $(2, 1)$ pairs in $S$.

**Theorem 4.4.** Let $B$ be an $H$-nonnegative matrix satisfying the conditions in Theorem 4.1. Assume that $(B, H)$ is in canonical form. Then the canonical form of the pair $(A, H)$, where $A$ is an $H$-selfadjoint square root of $B$, is given by

$$S^{-1}AS = \bigoplus_{i=1}^{q_1} J_1(\sqrt{\lambda_i}) \oplus \bigoplus_{i=1}^{q_2} J_1(-\sqrt{\lambda_i}) \oplus \bigoplus_{i=1}^{\ell_1} J_1(0) \oplus \bigoplus_{i=1}^{\ell_2} J_2(0) \oplus \bigoplus_{i=1}^{\ell_3} J_3(0), $$

$$S^*HS = \bigoplus_{i=1}^{q_1} Q_1 \oplus \bigoplus_{i=1}^{q_2} Q_1 \oplus \bigoplus_{i=1}^{\ell_1} \zeta_i Q_1 \oplus \bigoplus_{i=1}^{\ell_2} \eta_i Q_2 \oplus \bigoplus_{i=1}^{\ell_3} Q_3, $$

for some invertible matrix $S$, where $q_1 + q_2 = q$, $\lambda_1, \ldots, \lambda_q > 0$, the number $\zeta_i$ is equal to the sign characteristic of the corresponding block $J_1(0)$ in $B$, and $\eta_i = \pm 1$. 
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Proof. As \( \sigma(B) \subset [0, \infty) \), see Theorem 4.1, the spectrum of \( A \) is real. This and Theorem 4.3 show the form of \( S^{-1}AS \). The sign characteristics related to the blocks \( J_1(\sqrt{\lambda_i}) \) and \( J_1(-\sqrt{\lambda_i}) \) follow from part (c) in [18, Theorem 3.1]. The sign characteristics related to the blocks \( J_1(0), J_2(0) \) and \( J_3(0) \) follow from part (d), (f), and (e), respectively, in [18, Theorem 3.1]. \( \square \)

5. \( H \)-nonnegative square roots

In this section we study \( H \)-nonnegative square roots of \( H \)-nonnegative matrices.

Theorem 5.1. Let \( B \) be an \( H \)-nonnegative matrix in \( \mathbb{C}^{n \times n} \). Then \( B \) has an \( H \)-nonnegative square root if and only if the following properties hold:

(i) \( B \) has no negative eigenvalues, that is, \( \sigma(B) \subset [0, \infty) \);
(ii) \( B \) has no Jordan blocks of size two at the eigenvalue zero, that is, \( t = 0 \) in the canonical form of \((B, H)\) as given in Theorem 2.2.

Proof. Suppose that (i) and (ii) hold. Then by Theorem 4.1 (also, Theorem 2.3) \( B \) has an \( H \)-selfadjoint square root \( A \). To prove that \( A \) is \( H \)-nonnegative we need to show that \( A \) has a real spectrum and that the canonical form of \((A, H)\) agrees with that given in Theorem 2.2. That \( A \) has a real spectrum is trivial from \( \sigma(B) \subset [0, \infty) \). From (ii) the only pairs that can occur in any Segre pairing of \( B \) are \((1, 0)\) and \((1, 1)\). Then Theorem 3.3 implies that the Jordan form of \( A_0 \) can only contain Jordan blocks of the form \( J_1(0) \) and \( J_2(0) \). From part (c) in [18, Theorem 3.1] the square roots of the Jordan blocks corresponding to the positive eigenvalues all have positive sign characteristic and from part (f) each square root of the pairs \( J_1(0) \oplus J_1(0) \) (which is associated with the pair \((1, 1)\) and has Jordan form \( J_2(0) \)) also has positive sign characteristic. Therefore the canonical form of \((A, H)\) has the desired form as given in (iii) of Theorem 2.2.

Conversely, suppose \( B \) has an \( H \)-nonnegative square root \( A \). By Theorem 4.1 \( \sigma(B) \subset [0, \infty) \) and \( s_+ \geq t \). But by Theorem 2.2 the Jordan form of \( A \) contains no blocks \( J_3(0) \) and \( J_4(0) \), which by Theorem 3.3 would originate from pairs \((2, 1)\) and \((2, 2)\) in a Segre pairing of \( B \). Therefore \( B \) can have no Jordan blocks of size two at the eigenvalue zero. \( \square \)

Remark 5.2. The “only if” direction in Theorem 5.1 may also be deduced from earlier results. Indeed, suppose \( B \) is \( H \)-nonnegative, and has an \( H \)-nonnegative square root \( A \). Then \( B = A^2 = A^\ast A \). Moreover, \( A \) admits a
trivial semidefinite $H$-polar decomposition: $A = I \cdot A$ in terms of Section 5 in [3]. Hence it follows from Theorem 5.3 in [3] that $B$ has all its eigenvalues in $[0, \infty)$ and is diagonalizable, which implies in particular that the Jordan blocks at zero are all of size one. In fact, from Theorem 5.3 in [3] one extra point may be concluded, namely that $\dim \text{Ker} A \geq \max(s_+, s_-)$.

By Theorem 5.1 there exists an $H$-nonnegative square root for an $H$-nonnegative matrix $B$ if and only if the canonical form of the pair $(B, H)$ is given by

$$S^{-1}BS = \bigoplus_{i=1}^{q} J_{1}(\lambda_i) \oplus \bigoplus_{i=1}^{s} J_{1}(0), \quad (23)$$

$$S^{*}HS = \bigoplus_{i=1}^{q} Q_{1} \oplus \bigoplus_{i=1}^{s} \varepsilon_i Q_{1}, \quad (24)$$

for some invertible matrix $S$, where $\lambda_i > 0$ for all $i = 1, \ldots, q$ and $\varepsilon_i = \pm 1$ for all $i = 1, \ldots, s$. Note that the Segre characteristic of $B$ is equal to $(1, \ldots, 1)$. This implies the following theorem.

**Theorem 5.3.** Let $B_0$ be a nilpotent $H$-nonnegative matrix in Jordan form satisfying the conditions in Theorem 5.1 and having a Segre pairing $\mathcal{S}$. Any pair of $\mathcal{S}$ is of the form

$$(1,1) \text{ or } (1,0).$$

This corresponds to Jordan blocks of the form $J_{1}(0) \oplus J_{1}(0)$ and $J_{1}(0)$, respectively, in the matrix $B_0$. Then the $H$-nonnegative square roots associated with each possible pair in $\mathcal{S}$ are given by the first two items in Theorem 4.3.

We now also give the canonical form of the $H$-nonnegative square roots. Let $\mathcal{S}$ be any Segre pairing of an $H$-nonnegative matrix $B$. Once again, let $\ell_1$ denote the number of pairs $(1,0)$ in $\mathcal{S}$ and $\ell_2$ the number of pairs $(1,1)$ in $\mathcal{S}$.

**Theorem 5.4.** Let $B$ be an $H$-nonnegative matrix satisfying the conditions in Theorem 5.1. Assume that $(B, H)$ is in canonical form, i.e. $S = I$ in (23) and (24). Then the canonical form of the pair $(A, H)$, where $A$ is an $H$-nonnegative square root of $B$, is given by:

$$P^{-1}AP = \bigoplus_{i=1}^{q} J_{1}(\sqrt{\lambda_i}) \oplus \bigoplus_{i=1}^{\ell_1} J_{1}(0) \oplus \bigoplus_{i=1}^{\ell_2} J_{2}(0),$$
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for some invertible matrix $P$, where $\zeta_i$ is equal to the sign characteristic of the corresponding block $J_i(0)$ in $B$.

Proof. As $H$-nonnegative square roots of $B$ are also $H$-selfadjoint, the form of $P^{-1}AP$ follows from Theorem 4.4 together with Theorem 5.1 and the fact that the $H$-nonnegative matrix $A$ cannot contain Jordan blocks related with negative eigenvalues of positive sign characteristic, see Theorem 2.2. Moreover, Theorem 4.4 shows also the sign characteristic related to the blocks $J_1(\sqrt{\lambda_i})$ and $J_1(0)$. The sign characteristic related to $J_2(0)$ was shown in the proof of Theorem 5.1. \hfill \qed

6. Stability of $H$-nonnegative square roots

We give a definition for unconditional stability. Later, we relax this definition and consider conditional stability.

**Definition 6.1.** An $H$-nonnegative square root $A$ of an $H$-nonnegative matrix $B$ is called *unconditionally stable* if for all $\varepsilon > 0$ there exists a $\delta > 0$ such that for all $H$-nonnegative matrices $\tilde{B}$ satisfying $\|B - \tilde{B}\| < \delta$, $\tilde{B}$ has an $H$-nonnegative square root $\tilde{A}$ for which $\|A - \tilde{A}\| < \varepsilon$.

Let $B$ be an $H$-nonnegative matrix which satisfies the conditions in Theorem 5.1. Assume that $(B, H)$ is in canonical form. Let $S$ be a Segre pairing of the matrix $B$. Let $\ell_1$ be the number of $(1, 0)$ pairs in $S$ and $\ell_2$ the number of $(1, 1)$ pairs. Then we can write

$$B = B_1 \oplus B_2 \oplus B_3 = \bigoplus_{i=1}^{\ell_1} J_1(0) \oplus \bigoplus_{i=1}^{\ell_2} (J_1(0) \oplus J_1(0)) \oplus \bigoplus_{i=1}^{q} J_1(\lambda_i), \quad (25)$$

$$H = H_1 \oplus H_2 \oplus H_3 = \bigoplus_{i=1}^{\ell_1} \delta_i Q_1 \oplus \bigoplus_{i=1}^{\ell_2} (Q_1 \oplus -Q_1) \oplus \bigoplus_{i=1}^{q} Q_1,$$

where $\lambda_i > 0$, $\delta_i = \pm 1$. Note that by Theorem 5.3 the sign characteristics of the different blocks in $B$ are as in Theorem 4.3, but this can also be seen from [18, Theorem 3.1].

We follow the proof of [18, Theorem 3.3] for $H$-selfadjoint square roots with a few adjustments to obtain the following result.
Theorem 6.2. Let $B$ be an $H$-nonnegative matrix. Then there exists an unconditionally stable $H$-nonnegative square root of $B$ if and only if in (25)

$$\ell_2 = 0 \quad \text{and} \quad \delta_i = 1.$$  \hfill (26)

Proof. The blocks $(B_1, H_1)$, $(B_2, H_2)$ and $(B_3, H_3)$ can be considered separately. Consider the matrices $B_1 = J_1(0) = [0]$ (associated with the pair $(1, 0)$) and $H_1 = -Q_1 = [-1]$. Then $B_1$ is $H_1$-nonnegative. Let $B_1(a) = [-a]$ be a continuous family of matrices with $a \in [0, 1]$. Then $B_1(a)$ is $H_1$-nonnegative and $B_1(0) = B_1$. But $B_1(a)$ does not satisfy the conditions in Theorem 5.1 and therefore no $H_1$-nonnegative square root of $B_1(a)$ exists for $a > 0$. This means that no $H_1$-nonnegative square root of $B_1$ is stable.

Now consider the matrices $B_2 = J_1(0) \oplus J_1(0) = [0 0; 0 0]$ (associated with the pair $(1, 1)$) and

$$H_2 = Q_1 \oplus -Q_1 = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}.$$ 

Let

$$B_2(a) = \begin{bmatrix} a & 0 \\ 0 & -a \end{bmatrix}, \quad a \in [0, 1],$$

be a continuous family of matrices. Then $B_2(a)$ is $H_2$-nonnegative and $B_2(0) = B_2$. Once again, though, $B_2(a)$ does not satisfy the conditions in Theorem 5.1. Therefore $B_2(a)$ does not have an $H_2$-nonnegative square root for $a > 0$ and this means that no $H_2$-nonnegative square root of $B_2$ is stable. This implies (26).

Conversely, let $B_3$ be an $H_3$-nonnegative matrix with only positive eigenvalues, thus $H_3$ is the identity and $B_3$ is positive definite (see (25)). Let $\Gamma$ be a closed contour which encloses all eigenvalues of $B_3$ and which lies in the open right half plane. Let $\delta > 0$ be a constant such that all of the eigenvalues of any matrix $\tilde{B}_3$ for which $\|B_3 - \tilde{B}_3\| < \delta$ holds, are enclosed by $\Gamma$. Given an $H_3$-nonnegative matrix $B_3$ which satisfies $\|B_3 - \tilde{B}_3\| < \delta$. Then $\tilde{B}_3$ is also positive definite. Thus, $B_3$ and $\tilde{B}_3$ each has a unique positive definite square root $A_3$ and $\tilde{A}_3$, respectively. Let $\sqrt{\cdot}$ has its branch cut along the negative real line. Then

$$A_3 = \frac{1}{2\pi i} \int_{\Gamma} \sqrt{z}(zI - B_3)^{-1} dz \quad \text{and} \quad \tilde{A}_3 = \frac{1}{2\pi i} \int_{\Gamma} \sqrt{z}(zI - \tilde{B}_3)^{-1} dz.$$
Consider
\[
\|A_3 - \tilde{A}_3\| = \left| \frac{1}{2\pi i} \int_{\Gamma} \sqrt{z} \left( (zI - B_3)^{-1} - (zI - \tilde{B}_3)^{-1} \right) dz \right|
\]
\[
\leq \left| \frac{1}{2\pi i} \int_{\Gamma} \sqrt{z} (zI - B_3)^{-1} (B_3 - \tilde{B}_3) (zI - \tilde{B}_3)^{-1} dz \right|
\]
\[
\leq \|B_3 - \tilde{B}_3\| \left| \frac{1}{2\pi i} \int_{\Gamma} \sqrt{z} (zI - B_3)^{-1} (zI - \tilde{B}_3)^{-1} dz \right|
\]
\[
= M \|B_3 - \tilde{B}_3\|,
\]
and note that \(M\) is positive. Therefore we have that the \(H_3\)-nonnegative square root \(A_3\) is stable.

For the case where \(H_1 = Q_1 = [1]\), the matrix \(B_1\) is also \(H_1\)-nonnegative and the only square root of \(B_1\) is \(A_1 = [0]\). Consider a sequence converging to zero entailing only nonnegative numbers. Now form a sequence by taking the positive square root of each number in that sequence. Then this sequence also converges to zero. This is enough to prove that for every \(B_k\) converging to \(B_1\) there exists an \(H_1\)-nonnegative square root \(A_k\) that converges to \(A_1\), i.e. \(A_1\) is stable.

We now define conditional stability to ensure that the matrix close to \(B\) admits an \(H\)-nonnegative square root.

**Definition 6.3.** An \(H\)-nonnegative square root \(A\) of an \(H\)-nonnegative matrix \(B\) is called **conditionally stable** if for all \(\varepsilon > 0\) there exists a \(\delta > 0\) such that for all \(H\)-nonnegative matrices \(\tilde{B}\) having at least one \(H\)-nonnegative square root, and satisfying \(\|B - \tilde{B}\| < \delta\), \(\tilde{B}\) has an \(H\)-nonnegative square root \(\tilde{A}\) for which \(\|A - \tilde{A}\| < \varepsilon\).

In the following theorem we find conditions for conditional stability of \(H\)-nonnegative square roots of \(H\)-nonnegative matrices. Again, we closely follow the proof for \(H\)-selfadjoint square roots in [18].

**Theorem 6.4.** Let \(B\) be an \(H\)-nonnegative matrix. Then there exists a conditionally stable \(H\)-nonnegative square root \(A\) of \(B\) if and only if in (25)
\[
\ell_2 = 0.
\]

**Proof.** Let \(B_1 = J_1(0) = [0]\) and \(H_1 = \delta Q_1 = [\delta]\), with \(\delta = \pm 1\). The only square root of \(B_1\) is \(A_1 = [0]\). If \(\delta = 1\), by Theorem 6.2, \(A_1\) is unconditionally stable and, hence also conditionally stable. If \(\delta = -1\), the only
$H_1$-nonnegative matrix having an $H_1$-nonnegative square root, is the zero matrix. Therefore consider the constant sequence $0, 0, \ldots$. Then it follows that the $H_1$-nonnegative square root $A_1$ is conditionally stable.

Next, let $B_2 = J_1(0) \oplus J_1(0)$ and $H_2 = Q_1 \oplus -Q_1$. We know from Theorem 5.3 that any $H_2$-nonnegative square root of $B_2$ is of the form

$$A_2 = \begin{bmatrix} \alpha & -\bar{\beta} \\ \beta & -\alpha \end{bmatrix}$$

for any $\alpha \in \mathbb{R}$, $\beta \in \mathbb{C}$ with $|\beta| = \pm \alpha$.

Note that, according to the Agreement in Section 3, we always consider $\alpha \neq 0$. Consider a continuous family of $H_2$-nonnegative matrices

$$B(a) = \begin{bmatrix} a & 0 \\ 0 & 0 \end{bmatrix}, \quad a \in [0, 1].$$

The only $H_2$-nonnegative square root of $B(a)$ is $\begin{bmatrix} \sqrt{a} & 0 \\ 0 & 0 \end{bmatrix}$ but this matrix is equal to the zero matrix (and not $A_2$) if $a = 0$. Therefore, no $H_2$-nonnegative square root of $B_2$ is conditionally stable.

Lastly, let $B_3$ be an $H_3$-nonnegative matrix with only positive eigenvalues. By Theorem 6.2 there exists a unconditionally stable $H_3$-nonnegative square root $A_3$ which is then also conditionally stable.
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