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Abstract
We focus on the structure of a homogeneous Gorenstein ideal $I$ of codimension three in a standard polynomial ring $R = \mathbb{k}[x_1, \ldots, x_n]$ over an infinite field $\mathbb{k}$, assuming that $I$ is generated in a fixed degree $d$. For such an ideal $I$, there is a simple formula relating this degree, the minimal number of generators of $I$, and the degree of the entries of the associated skew-symmetric matrix. We give an elementary characteristic-free argument to the effect that, for any such data linked by this formula, there exists a Gorenstein ideal $I$ of codimension three satisfying them. We conjecture that, for arbitrary $n \geq 2$, an ideal $I \subset \mathbb{k}[x_1, \ldots, x_n]$ generated by a general set of $r \geq n + 2$ forms of degree $d \geq 2$ is Gorenstein if and only if $d = 2$ and $r = \binom{n+1}{2} - 1$. We prove the ‘only if’ implication of this conjecture when $n = 3$. For arbitrary $n \geq 2$, we prove that if $d = 2$ and $r \geq (n+2)(n+1)/6$ then the ideal is Gorenstein if and only if $r = \binom{n+1}{2} - 1$, which settles the ‘if’ assertion of the conjecture for $n \leq 5$. We also elaborate around one of the questions of Fröberg–Lundqvist. In a different direction, we show a connection between the Macaulay inverse and the so-called Newton dual, a matter so far not brought out to our knowledge. Finally, we consider the question as to when the link $(\ell^m_1, \ldots, \ell^m_n) : \hat{f}$ is equigenerated, where $\ell_1, \ldots, \ell_n$ are independent linear forms and $\hat{f}$ is a form. We give a solution in some special cases.
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1 Introduction

The literature on Gorenstein ideals is vast (for a tiny list, see [3, 7, 11, 15, 21–29, 36, 38, 42]), but perhaps not so much with an emphasis on the equigenerated case, even when the codimension is three. Largely, one expects this case to be easier to handle, by doing away with some of the technical difficulties of the arbitrary homogeneous case, where the numerical data are more involved. The question, of course, is as to whether there is a net gain in this restriction. We hope that the overall simplicity of the arguments in this work will justify doing it.

By and large we have been initially inspired by the classification ideas of [19, 26]. A fairly understood case is that of an ideal \( I \subset R = \mathbb{k}[x, y, z] \) of finite colength generated by quadrics. For example, one has:

**Theorem** ([19, Theorem 2.1 (i) and Theorem 3.6]) Let \( k \) be a field of characteristic \( \neq 2 \) and let \( I \subset R = \mathbb{k}[x, y, z] \) be an ideal of finite colength minimally generated by five quadrics. Then the following conditions are equivalent:

(i) \( I \) is a Gorenstein ideal.

(ii) \( I \) is syzygetic.

(iii) There exist 3 independent linear forms \( \{l_1, l_2, l_3\} \subset \mathbb{k}[x, y, z] \) such that

\[
I = (xl_2, xl_3, yl_3, xl_1 - yl_2, xl_1 - zl_3).
\]

Thus, in the case of quadric generators in dimension three, it gives characterizations other than the Pfaffian recipe of Buchsbaum–Eisenbud. Condition (ii) and (iii) may suggest that such Gorenstein ideals live on a dense Zariski open set in the parameter space of the coefficients of a set of generators. A set of forms in \( \mathbb{k}[x_1, \ldots, x_n] \) is said to be general if the corresponding parameter point in the parameter space belongs to a suitable dense Zariski open set. It turns out as we prove more generally (Theorem 2.14), that for arbitrary \( n \geq 2 \), an ideal \( I \subset \mathbb{k}[x_1, \ldots, x_n] \) generated by a general set of \( r \geq (n + 2)(n + 1)/6 \) quadrics is Gorenstein if and only if \( r = \binom{n+1}{2} - 1 \).

As a matter of fact, we conjecture an encompassing result to the effect that, for arbitrary \( n \geq 2 \), an ideal \( I \subset \mathbb{k}[x_1, \ldots, x_n] \) generated by a set of \( r \geq n + 2 \) general forms of degree \( d \geq 2 \) is Gorenstein if and only if \( d = 2 \) and \( r = \binom{n+1}{2} - 1 \). The previously mentioned theorem proves one implication of this conjecture. We are able to settle the reverse implication in dimension three, for which we give two different proofs. The first is partially based on previously existing material, but we state all facts ab initio in order to have a coherent exposé. Thus, one will recognize in the background some of the results by Hochster–Laksov [17], Diesel [7], Anick [1] and Migliore–Miró-Roig [32]. The second proof is achieved by making explicit that all equigenerated Gorenstein ideals of codimension 3, of given degree \( d \geq 3 \) and \( r \geq 5 \) number of generators, are parameterized by a proper closed subset of the space of parameters. For this, we estimate the socle degree, for which we needed to specify the graded free resolution. Due to the length and technicality of the involved arguments, we refer to [30, Appendix A] for the details.

We add a discussion around Fröberg’s Conjecture 2.7 (see [12]), more exactly, around [13, Question 2.5] that, in the presence of \( d \)-equigeneration, translates into the question of determining the coefficients of the power series \((1 - t^d)^r/(1 - t)^n \) for \( r \geq n \).
In this relation, we introduce the following notion: with \( R = \mathbb{k}[x_1, \ldots, x_n] \) as before, given nonnegative integers \( d, r, e \), a set (tuple) of forms \( \mathbf{f} \in (R_d)^r \) is \( (d, r, e) \)-extremal if \( \dim_k(R/I)_{d+e} = \max\{\dim_k R_{d+r} - r \dim_k R_e, 0\} \), where \( I = (\mathbf{f}) \subset R \). Proposition 2.8 translates [13, Question 2.5] in the \( d \)-equigenerated case into the quest for an explicit expression of a single integer \( j_0 \) in terms of \( n, d, r \). Moreover, then an affirmative answer to Conjecture 2.7 implies that a set of \( r \geq n \) general forms \( \mathbf{f} = \{f_1, \ldots, f_r\} \) of degree \( d \) is \( (d, r, e) \)-extremal for every \( 0 \leq e \leq \min\{d-1, j_0 - d\} \). A previous discussion in the equigenerated case, regarding the values of the Hilbert series in some intervals, has been given in [34].

In another direction, the minimal number \( \mu(I) \) of generators of a codimension 3 Gorenstein ideal \( I \subset \mathbb{k}[x, y, z] \) generated in degree \( d \) obeys a certain additional constraint, besides being an odd integer. A pair \( (d, r) \) of integers such that \( d \geq 2 \) and \( r \geq 3 \) will be called an equigenerated Gorenstein virtual datum in dimension \( n \geq 3 \) if \( (r - 1)/2 \) is a factor of \( d \). Such a datum will be said to be proper (in dimension \( n \)) if there exists a codimension 3 Gorenstein ideal in \( \mathbb{k}[x_1, \ldots, x_n] \) generated by \( r \) forms of degree \( d \), and moreover, the entries of a corresponding \( r \times r \) skew-symmetric matrix \( \Phi \) generate an ideal of codimension \( n \). Here, \( 2d/(r - 1) \) will be the degree of any entry of \( \Phi \). We show that any virtual datum in dimension \( n \geq 3 \) actually occurs (Theorem 1.4). Our proof stands over an infinite field of arbitrary characteristic. This question has been approached before in dimension 3 in [7] and by Conca–Valla ([5]) via an argument based upon a particular skew-symmetric matrix. In dimension 3 a related result, drawing upon the earlier example of Buchsbaum and Eisenbud [3, Proposition 6.2], is given in [30, Proposition 2.1.6].

Another subject dealt with in this paper is what we call the \((x_1^m, \ldots, x_n^m)\)-colon problem. It has long been known (see [2, Proposition 1.3]) that, in arbitrary characteristic, any homogeneous Gorenstein ideal of codimension \( n \) in \( \mathbb{k}[x_1, \ldots, x_n] \) can be obtained as a colon ideal \((x_1^m, \ldots, x_n^m) : \mathbf{f}) \) for some integer \( m \geq 1 \) and a form \( \mathbf{f} \). In this regard, two questions naturally come up: first, is there a more definite relation between \( \mathbf{f} \) and the ideal \( I \)? Second, is there a characterization as to when the resulting Gorenstein ideal is equigenerated in terms of the exponent \( m \) and the form \( \mathbf{f} \)?

We give an answer to the first question, at least in characteristic zero, in terms of the Macaulay inverse setup and the notion of Newton duality as introduced in [6, 8]. This is the content of Proposition 3.2 which says that Macaulay inverse to \( I \) is the (socle-like) Newton dual of the form \( \mathbf{f} \). The proposition also gives a complete characterization of \( \mathbf{f} \), and its degree, under the condition that none of its nonzero terms belongs to the ideal \((x_1^m, \ldots, x_n^m)\). The use of the Newton duality concept in these matters seem to be new.

The second problem above is more delicate. One usefullness of solving it is yet another simple way of producing equigenerated Gorenstein ideals. Obviously, merely controlling degrees in both terms of the colon operation does not lead too far—e. g., in characteristic zero the ideal \((x^d, y^d, z^d) : (x + y + z)^{d-1} \), for \( d \geq 2 \), is \( d \)-equigenerated, while \((x^d, y^3, z^3) : x^3 + y^3 + z^3 \) is not equigenerated. Yet, we solve this question in the case where \( I \) has linear resolution (Theorem 3.5), in terms of a degree constraint and show that, when the directrix \( \mathbf{f} \) is a power of \( x_1 + \cdots + x_n \), the solutions lie on a dense open set of the space of parameters (Proposition 3.7). The main part of the latter result requires characteristic zero because it invokes a result of Stanley, with algebraic proofs by Reid–Roberts–Roitman ([37] and Oesterlé in [4, Appendix A]).

In the way of considering the last problem, we introduce the notion of pure power gap, an integer measuring how far off from the socle degree is an exponent of the powers of independent linear forms lying in the ideal. We give the basic role of this invariant, hoping it will be useful in other contexts.
Finally, we look at some behavior of the usual algebras attached to an ideal, such as the Rees algebra and the fiber cone algebra. The relation between the depth of these algebras and the nature of the rational map defined by the linear space $I_d$ is discussed in Sect. 4 by completely elementary ways.

A list of the main results: Theorems 1.4, 2.10, 2.14, 3.5 and 4.2. Other significant results: Propositions 2.13, 3.2, 3.7 and 3.10.

2 Numerical data

2.1 The socle

Let $R = \mathbb{k}[x_1, \ldots, x_n]$ be a polynomial ring over an infinite field $\mathbb{k}$. Denote by $\mathfrak{m}$ the maximal homogeneous ideal of $R$. Given a homogeneous $\mathfrak{m}$-primary ideal $I \subset R$, consider the least integer $s$ such that $\mathfrak{m}^{s+1} \subset I$. Then, the graded $\mathbb{k}$-algebra $R/I$ can be written as

$$R/I = \mathbb{k} \oplus (R/I)_1 \oplus (R/I)_2 \oplus \cdots \oplus (R/I)_s$$

with $(R/I)_s \neq 0$. The socle of $R/I$, denoted $\text{Soc}(R/I)$, is the ideal $I : \mathfrak{m}/I \subset R/I$. Since $I$ and $\mathfrak{m}$ are homogeneous ideals, then $\text{Soc}(R/I)$ is a homogeneous ideal of $R/I$. In particular,

$$\text{Soc}(R/I) = \text{Soc}(R/I)_1 \oplus \cdots \oplus \text{Soc}(R/I)_s.$$

The integer $s$ is the socle degree of $R/I$. It is well known that $R/I$ is a Gorenstein ring if and only if $\text{Soc}(R/I) = \text{Soc}(R/I)_1$ and $\dim_\mathbb{k} \text{Soc}(R/I)_s = 1$.

Recall from the Buchsbaum-Eisenbud structure theorem [3, Theorem 2.1], that a homogeneous codimension 3 Gorenstein ideal $I \subset R = \mathbb{k}[x_1, \ldots, x_n]$ is generated by the $(r-1)$-Pfaffians of an $r \times r$ skew-symmetric matrix $\Phi$, with $r = \mu(I)$ odd. When $I$ is equigenerated, say, in degree $d \geq 1$, then the columns of $\Phi$ must be homogeneous of some standard degree $d_i$, $1 \leq i \leq r$. By the nature of each generator of $I$ as an $(r-1)$-Pfaffian of $\Phi$, it immediately follows that

$$2d = d_1 + d_2 + \cdots + d_{r-2} + d_{r-1} = d_1 + d_3 + \cdots + d_{r-1} + d_r = \cdots = d_2 + d_3 + \cdots + d_{r-1} + d_r.$$

By an elementary argument, $d_1 = d_2 = \cdots = d_r$.

It follows that $2d = (r-1)d'$, where $d'$ is the common values of the $d_i$’s, i.e.,

$$d = \frac{r-1}{2} d'.$$

Thus, an equigenerated Gorenstein ideal $I$ of codimension 3 complies with this relation, where $r$ is the number of generators, $d$ their common degree and $d'$ is the degree of any entry of the skew–symmetric matrix defining $I$.

We introduce the following terminology:

**Definition 1.1** A codimension 3 equigenerated Gorenstein virtual datum in dimension $n \geq 3$ is a pair $(d, r)$ of integers such that:

(i) $d \geq 2$ and $r \geq 3$.

(ii) $(r-1)/2$ is a factor of $d$. 
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If no misunderstanding arises, we will mostly omit ‘codimension 3 equigenerated Gorenstein’ in the above terminology. Given such a datum, the integer $d' := 2d/(r - 1)$ will be called the skew-degree of the datum.

The datum is said to be proper (in dimension $n$) if there exists a codimension 3 Gorenstein ideal $I$ in $k[x_1, \ldots, x_p]$ with this datum, satisfying $\text{ht}_I(\Phi) = n$, where $\Phi$ is the skew-symmetric matrix whose $(r - 1)$-Pfaffians generate $I$. In this case the skew-degree is in fact the degree of any entry in the skew-symmetric matrix $\Phi$, perhaps justifying its designation.

Note that, since $n \geq 3$ then, rightfully, $r \leq 2d + 1$. An important case is when $d' = 1$, i.e., $r = 2d + 1$. We refer to it as the linear case. This happens, e.g., when $d$ is a prime number and $r \geq 4$.

**Lemma 1.2** Let $I \subset R = k[x, y, z]$ denote an equigenerated codimension 3 Gorenstein ideal with virtual datum $(d, (2d + d')/d')$, where $d' \geq 1$ is the skew degree of $I$ as introduced earlier. Then the socle degree of $RI$ is $2d + d' - 3$.

**Proof** It is well-known that, pretty generally, the socle degree of a graded Artinian Gorenstein quotient $RI$ of a standard graded polynomial ring $R = k[x_1, \ldots, x_p]$ is given by $D - n$, where $D$ is the last shift in the minimal graded $R$-resolution of $RI$ (see, e.g., [29, Lemma 1.3]). In the present case, the resolution has length $3$ and the first syzygies have shifted degree $d + d'$. Since the graded free resolution of a graded Gorenstein algebra is self-dual we have that $D = d + d' = 2d + d'$, hence the socle degree is as stated. □

### 2.2 Retrieval from numerical data

In this part we prove that, over an infinite field of arbitrary characteristic, any virtual datum in dimension $n \geq 3$ actually occurs, a question that has been solved before for $n = 3$ and homogeneous Gorenstein ideals which are not necessarily equigenerated [5, 7]. Our approach for the equigenerated case and arbitrary $n \geq 3$ is based on a simple reparametrization as follows.

Quite generally, for a standard graded polynomial ring $k[z_1, \ldots, z_N]$ over an infinite field $k$, and an integer $p \geq 1$, consider the following injective $k$-algebra map

$$\zeta_p : k[z_1, \ldots, z_N] \rightarrow k[z_1, \ldots, z_N], \quad z_i \mapsto z_i^p \quad (1 \leq i \leq N).$$

If $M$ is any matrix with entries in $k[z_1, \ldots, z_N]$, we denote by $\zeta_p(M)$ the matrix obtained by evaluating $\zeta_p$ at every entry of $M$. We focus on the case where $r$ is a given odd integer and $\Phi$ denotes the $r \times r$ generic skew-symmetric matrix. Let $B$ stand for the polynomial ring over $k$ in the nonzero entries of $\Phi$.

**Lemma 1.3** For any integer $p \geq 1$ the $(r - 1)$-Pfaffians of the skew-symmetric matrix $\zeta_p(\Phi)$ generate an ideal of $B$ of codimension 3.

**Proof** It is well-known that an $(r - 1)$-Pfaffian is a polynomial in the entries of the source skew-symmetric matrix (see, e.g., [33, Proposition 159]). Let $I \subset B$ denote the ideal of $(r - 1)$-Pfaffians of $\Phi$. Since $\zeta_p$ is a homomorphism of $k$-algebras, the ideal of $B$ generated by the $(r - 1)$-Pfaffians of $\zeta_p(\Phi)$ is the extended ideal $\zeta_p(I)B$, where $\zeta_p(I)$ is the image of $I$ by $\zeta_p$. Now, clearly, $\zeta_p(I) \subset \zeta_p(B)$ and $I \subset B$ are ideals of the same height. On the other hand, the extension $\zeta_p(B) \subset B$ is integral and $\zeta_p(B)$ is integrally closed in its field of
fractions because it is isomorphic to a polynomial ring over \( k \). Therefore, the going-down property of the extension \( \zeta_p(B) \subset B \) implies that \( \text{ht} \zeta_p(I)B = \text{ht} \zeta_p(I) = 3 \). 

**Theorem 1.4** Let \( n \geq 3 \) be an integer. Then every virtual datum \((d, r)\) in dimension \( n \) is proper.

**Proof** Denote by \( d' \) the skew-degree of the virtual datum \((d, r)\). Define \( u = \binom{r}{2} - n \leq \binom{r}{2} - 3 \).

We induct on \( u \).

If \( u = 0 \), by Lemma 1.3 the ideal generated by the \((r-1)\)-Pfaffians of the matrix \( \zeta_\alpha(\Phi) \) is a Gorenstein ideal with datum \((d, r)\).

Now, suppose that the result is true for a certain \( 1 \leq u < \binom{r}{2} - 3 \). Then there is an \( r \times r \) skew-symmetric matrix \( \Psi = (g_{ij}) \) whose entries \( g_{ij} \) are forms of degree \( d' \) in \( \mathbb{k}[x_1, \ldots, x_n] \), such that \( \text{ht} I_1(\Psi) = n \) and \( I = \text{Pf}_{r-1}(\Psi) \) is a codimension 3 Gorenstein ideal. Since one can assume that \( r \) is fixed, we may argue by descending induction on \( n \) instead. Thus, we are assuming that \( n > 3 \). Since \( I \) is an unmixed homogeneous ideal of codimension 3, then by a homogeneous version of the prime avoidance lemma, there is a linear form \( \ell \in R = \mathbb{k}[x_1, \ldots, x_n] \) that is \( R/\ell \)-regular. Without loss of generality, we can suppose that \( \ell = x_n - \sum_{i=1}^{n-1} \alpha_i x_i \). Now consider the following surjective \( \mathbb{k} \)-algebra homomorphism:

\[
\pi : \mathbb{k}[x_1, \ldots, x_n] \twoheadrightarrow \mathbb{k}[x_1, \ldots, x_{n-1}], \quad x_i \mapsto x_i \ (1 \leq i \leq n-1), \quad x_n \mapsto \sum_{i=1}^{n-1} \alpha_i x_i.
\]

Using again the fact that Pfaffians are polynomials in the entries of the source matrix, \( \pi \) induces a \( \mathbb{k} \)-algebra isomorphism

\[
\mathbb{k}[x_1, \ldots, x_n]/(\text{Pf}_{r-1}(\Psi), \ell) \cong \mathbb{k}[x_1, \ldots, x_{n-1}]/\text{Pf}_{r-1}(\tilde{\Psi})
\]

and

\[
\mathbb{k}[x_1, \ldots, x_n]/(I_1(\Psi), \ell) \cong \mathbb{k}[x_1, \ldots, x_{n-1}]/I_1(\tilde{\Psi})
\]

where \( \tilde{\Psi} = (\pi(g_{ij})) \). By the second isomorphism above, \( I_1(\tilde{\Psi}) \) has codimension \( n-1 \). Since \( \ell \) is regular on \( \mathbb{k}[x_1, \ldots, x_n]/I \) then \( \mathbb{k}[x_1, \ldots, x_{n-1}]/\text{Pf}_{r-1}(\tilde{\Psi}) \) is a Gorenstein ring of codimension

\[
(n - 1) - \dim \mathbb{k}[x_1, \ldots, x_{n-1}]/\text{Pf}_{r-1}(\tilde{\Psi}) = (n - 1) - (n-4) = 3.
\]

Thus, \( \text{Pf}_{r-1}(\tilde{\Psi}) \) is a codimension 3 Gorenstein ideal in \( \mathbb{k}[x_1, \ldots, x_{n-1}] \) with datum \((d, r)\), satisfying the condition \( \text{ht} I_1(\tilde{\Psi}) = n - 1 \). 

\[ \square \]

## 3 Parametrization

### 3.1 The span problem

Fix a ground field \( \mathbb{k} \) and integers \( r \geq 1, d \geq 1 \). Let \( g_i = \sum_{|\alpha|=d} \frac{Y^i}{\alpha} x^\alpha, 1 \leq t \leq r \) denote forms of degree \( d \), whose coefficients are mutually independent indeterminates over \( \mathbb{k} \), while \( x = \{x_1, \ldots, x_n\} \) is a set of independent variables over the polynomial ring.
A := \k[Y\sub{t}{a} | 1 \leq t \leq r, |\alpha| = d]. Note that A = A_1 \otimes \k \cdots \otimes \k A_r, where each A_i is up to variable names identified with the homogeneous coordinate ring of \mathbb{P}^N(\mathbb{k} = \binom{d+n-1}{d} - 1).

Consider the polynomial ring \mathcal{S} := F[x_1, \ldots, x_n], where F denote the fraction field of the domain A.

Fix yet another integer e \geq 0 and let D := \dim_F S_{d+e}. The F-vector subspace \mathcal{S}g_1 + \cdots + S_e g_r of \mathcal{S}_{d+e} is spanned by the set \{x^\beta g_i | |\beta| = e\} \cup \cdots \cup \{x^\beta g_r | |\beta| = e\}. The coefficient matrix of this set with respect to a canonical monomial basis of \mathcal{S}_{d+e} is a \(D \times (r \dim F S_e)\) matrix

\[
M_{d,e} := \begin{pmatrix} M_1 & \cdots & M_r \end{pmatrix},
\]

where \(M_i\) is the coefficient matrix of the set \(\{x^\beta g_i | |\beta| = e\}\) with respect to the same basis of \(\mathcal{S}_{d+e}\). In particular, the entries of the block \(M_i\) involve only the coefficients \(Y\sub{t}{d,0}, \ldots, Y\sub{n}{0,0,d}\) of the form \(g_i\).

**Definition 2.1** \(M_{d,e}\) could be called the parameter matrix of the e-span of r forms of degree d. A couple of variations of this construct will be discussed below (Sects. 2.2 and 3.2).

Of special interest is the specialization to ‘rational’ forms \(f\), i.e., having coefficients in \(\mathbb{k}\), via the canonical surjection \(A \twoheadrightarrow \mathbb{k}\). For these, let \(R = \mathbb{k}[x_1, \ldots, x_n]\) and consider the parameter map \(R_d \times \cdots \times R_d \rightarrow (\mathbb{P}^N)\mathbb{k}\) that associates to the vector \(f_1 \cdots f_r\) the point

\[
P_f := (\lambda\sub{1}{d,0,\ldots,0}^{(1)} : \cdots : \lambda\sub{r}{0,0,d,0}^{(1)} : \cdots : \lambda\sub{r}{0,0,d,0}^{(r)}).
\]

Here \(Y\sub{t}{a} \mapsto \lambda\sub{a}{t}\) and \(N = \dim_{\mathbb{k}} R_d - 1 = \binom{d+n-1}{d} - 1\).

We will freely denote \(M_{d,r}(P_f)\) the result of evaluating via \(A \twoheadrightarrow \mathbb{k}\).

The following simple example may help visualize the shape of \(M_{d,r,e}\).

**Example 2.2** Let \(r = d = n = 2\) and \(e = 1\). Then \(D = 4\) and one gets:

\[
M_{2,2,1} = \begin{pmatrix}
Y\sub{1}{2,0}^{(1)} & 0 & Y\sub{1}{2,0}^{(2)} & 0 \\
Y\sub{1}{1,1}^{(1)} & Y\sub{1}{2,0}^{(1)} & Y\sub{1}{2,0}^{(2)} & Y\sub{1}{2,0}^{(2)} \\
Y\sub{1}{0,2}^{(1)} & Y\sub{1}{1,1}^{(1)} & Y\sub{1}{1,1}^{(2)} & Y\sub{1}{1,1}^{(2)} \\
0 & Y\sub{0,2}^{(1)} & 0 & Y\sub{0,2}^{(2)}
\end{pmatrix}.
\]

In this example the matrix has maximal rank. The next example shows that the rank can drop in general. Let \(n = 3, d = 1, e = r = 2\). In this case, we have \(D = 10\) and rank \(M_{1,2,1} = 9\), where \(M_{1,2,1}\) is the following \(10 \times 12\) matrix:
Let now $f = \{f_1, \ldots, f_r\}$ denote forms of degree $d$ with coefficients in $k$. Set $R := \mathbb{k}[x_1, \ldots, x_n]$. If $R_{d+f_1} + \cdots + R_{d+f_r} = R_{d+e}$, we loosely say that the $d$-forms $f_1, \ldots, f_r$ span in degree $d + e$. A central question here asks when the matrix $M_{d,e}$ has maximal rank. This is tantamount to having that, for given $r, d, e$, ‘most’ tuples $(f_1, \ldots, f_r)$ of rational forms span.

For given data $(d, r, e)$ as above denote by $D_{d,r,e}$ the rank of the matrix $M_{d,r,e}$. Let $I_{D_{d,r,e}} \subset A$ denote the ideal of minors of $M_{d,r,e}$ of order $D_{d,r,e}$, and $V(I_{D_{d,r,e}}(M_{d,r,e})) \subset (\mathbb{P}^N)^r$ the corresponding projective subvariety. The following properties are immediately verified:

\begin{align*}
\text{(A) } D_{d,r,e} &\leq \min\{\dim_{\mathbb{k}} S_{d+e}, r \dim_{\mathbb{k}} S_e\} = \min\{\dim_{\mathbb{k}} R_{d+e}, r \dim_{\mathbb{k}} R_e\}. \\
\text{Equivalently, } & \quad \dim_{\mathbb{k}} R_{d+e} - D_{d,r,e} \geq \max\{\dim_{\mathbb{k}} R_{d+e} - r \dim_{\mathbb{k}} R_e, 0\}. \tag{3}
\end{align*}

\begin{align*}
\text{(B) } &\quad \text{For every set } f \in (R_d)^r, \dim_{\mathbb{k}}[f]_{d+e} = \text{rank } M_{d,r,e}(P_f) \leq D_{d,r,e}. \\
\text{Equivalently, } &\quad \dim_{\mathbb{k}}[R/(f)]_{d+e} \geq \dim_{\mathbb{k}} R_{d+e} - D_{d,r,e}. \tag{4}
\end{align*}

\begin{align*}
\text{(C) } &\quad \text{For every set } f \in (R_d)^r \text{ such that } P_f \in (\mathbb{P}^N)^r \setminus V(I_{D_{d,r,e}}(M_{d,r,e})), \\
&\quad \dim_{\mathbb{k}}[R/(f)]_{d+e} = \dim_{\mathbb{k}} R_{d+e} - D_{d,r,e}. \tag{5}
\end{align*}

**Definition 2.3** Let $R = \mathbb{k}[x_1, \ldots, x_n]$. Given $d, r, e$, a tuple of forms $f \in (R_d)^r$ is $(d, r, e)$-extremal if

\[ \dim_{\mathbb{k}}[R/I]_{d+e} = \max\{\dim_{\mathbb{k}} R_{d+e} - r \dim_{\mathbb{k}} R_e, 0\} \]

where $I = \langle f \rangle \subset R$.

For convenience, we isolate some basic facts in the following lemma.

**Lemma 2.4** Let $R = \mathbb{k}[x_1, \ldots, x_n]$. Given integer data $d, r, e$ as above, one has:

\[
\begin{pmatrix}
Y_1^{(1)} & 0 & 0 & 0 & 0 & 0 \\
Y_1^{(2)} & 0 & 0 & 0 & 0 & 0 \\
Y_2^{(1)} & 0 & 0 & 0 & 0 & 0 \\
Y_2^{(2)} & 0 & 0 & 0 & 0 & 0 \\
Y_3^{(1)} & 0 & 0 & 0 & 0 & 0 \\
Y_3^{(2)} & 0 & 0 & 0 & 0 & 0 \\
Y_4^{(1)} & 0 & 0 & 0 & 0 & 0 \\
Y_4^{(2)} & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]
(i) If there is a \((d, r, e)\)-extremal tuple in \((R_d)^r\) then every tuple \(\mathbf{f} \in (R_d)^r\) such that \(P_{\mathbf{f}} \in (\mathbb{P}^N)^r \setminus V(I_{d,r,e}(M_{d,r,e}))\) is \((d, r, e)\)-extremal. In particular, for any such \(\mathbf{f}\) one has
\[
\dim_k R_{d+e} - D_{d,r,e} = \max\{\dim_k R_{d+e} - r \dim_k R_r, 0\}.
\]

(ii) For \(e = 0\), every tuple \(\mathbf{f} \in (R_d)^r\) such that \(P_{\mathbf{f}} \in (\mathbb{P}^N)^r \setminus V(I_{d,r,0}(M_{d,r,0}))\) is \((d, r, 0)\)-extremal.

(iii) For \(e = 1\), every tuple \(\mathbf{f} \in (R_d)^r\) such that \(P_{\mathbf{f}} \in (\mathbb{P}^N)^r \setminus V(I_{d,r,1}(M_{d,r,1}))\) is \((d, r, 1)\)-extremal.

(iv) If \(e > n(d-1)\) and \(r \geq n\) then every \(\mathbf{f} \in (R_d)^r\) such that \(P_{\mathbf{f}} \in (\mathbb{P}^N)^r \setminus V(I_{d,r,e}(M_{d,r,e}))\) is \((d, r, e)\)-extremal.

**Proof** (i) This follows from properties (A), (B) and (C) above.

(ii) This is just linear independence over \(k\).

(iii) This is the content of [17, Theorem 1].

(iv) In fact, for every \(e > n(d-1)\), \(\max\{\dim_k R_{d+e} - r \dim_k R_r, 0\} = 0\). For a sequence \(\mathbf{f}_0 \in (R_d)^r\) such that \(\{x_0^1, \ldots, x_0^n\} \subset \mathbf{f}_0\) we have \(\dim_k [R/(\mathbf{f}_0)]_{d+e} = 0\), that is, \(\mathbf{f}_0\) is \((d, r, e)\)-extremal. Thus, the claim follows by (i).

Recall that a set \(\mathbf{f} = \{f_1, \ldots, f_r\}\) of forms of the same degree is **general** when the corresponding parameter point \(P_{\mathbf{f}}\) belongs to a suitable dense Zariski open set of the parameter space.

Let \(\mathbf{f} = \{f_1, \ldots, f_r\}\) be a general set in a polynomial ring \(R = k[x, y, z]\) over an infinite field \(k\). In [1] the Hilbert series of \(R/(f_1, \ldots, f_r)\) is completely determined. In the next result we give an alternative argument in the case of an almost complete intersection \(R/(f_1,f_2,f_3,f_4)\). Although a consequence of [1], the actual argument reduces to computing the socle degree.

**Proposition 2.5** \((\text{char}(k) = 0)\) A general set of four forms of degree \(d \geq 1\) in \(R = k[x, y, z]\) is \((d, 4, e)\)-extremal, for arbitrary \(e \geq 1\) and generates an ideal of \(R\) with socle degree \(2d - 2\).

**Proof** By Lemma 2.4, it suffices to show the existence of one set of four forms of degree \(d\) satisfying the statement.

Let then \(J = (x^d, y^d, z^d) \subset R = k[x, y, z]\). The minimal graded free resolution of \(R/J\) is given by the Koszul complex
\[
0 \to R(-3d) \to R(-2d)^3 \to R(-d)^3 \to R \to R/J \to 0,
\]
from which one readily gets the Hilbert series of \(R/J\):
\[
H_{R/J}(t) = \frac{1 - 3t^d + 3t^{2d} - t^{3d}}{(1 - t)^3}.
\]
Therefore, the coefficients \(a_i\) of \(H_{R/J}(t)\) are:
\[
a_i = \begin{cases} 
\dim_k R_i & \text{if } 0 \leq i \leq d - 1 \\
\dim_k R_i - 3 \dim_k R_{i-d} & \text{if } d \leq i \leq 2d - 1 \\
\dim_k R_i - 3 \dim_k R_{i-d} + 3 \dim_k R_{i-2d} & \text{if } 2d \leq i \leq 3d - 3.
\end{cases}
\]
Now, by [40] (also [43, Corollary 3.5]), $R/J$ has the Strong Lefschetz property, that is, there is a linear form $L \in R$ such that for $f := L^d$ the multiplication map $[R/J]_{i-d} \to [R/J]_i$ by $f$ has maximal rank for all $i \geq d$. Consequently, setting $I := (x^d, y^d, z^d, f)$, since the image of this map is the vector space $(fR_{i-d}, J_i)/J_i = I_i/J_i$, then
\[
\dim_k I_i/J_i = \min\{\dim_k[R/J]_{i-d}, \dim_k[R/J]_i\},
\]
hence
\[
\dim_k[R/I]_i = \dim_k[R/J]_i - \min\{\dim_k[R/J]_{i-d}, \dim_k[R/J]_i\}
= \max\{\dim_k[R/J]_i - \dim_k[R/J]_{i-d}, 0\}
\]
for all $i \geq d$.

Thus, by (6) and an obvious calculation, we have:
\[
\dim_k[R/I]_i = \begin{cases} 
\dim_k R_j & \text{if } 0 \leq i \leq d - 1 \\
\max\{\dim_k R_i - 4 \dim_k R_{i-d}, 0\}, & \text{if } d \leq i \leq 2d - 1 \\
\max\{\dim_k R_i - 4 \dim_k R_{i-d} + 6 \dim_k R_{i-2d}, 0\}, & \text{if } 2d \leq i \leq 3d - 3.
\end{cases}
\]

Therefore, it follows that
\[
\dim_k[R/I]_i = \dim_k R_i - 4 \dim_k R_{i-d} > 0, \quad \text{for } d \leq i \leq 2d - 2
\]
and $\dim_k[R/I]_{2d-1} = 0$, thus showing that the socle degree is $2d - 2$. □

**Remark 2.6** The value of the socle degree has been previously established in [32, Lemma 2.5] for arbitrary codimension and not necessarily equigenerated ideal.

As a last issue in this subsection we highlight a connection, in the $d$-equigenerated case, between Fröberg’s conjecture [12] in arbitrary dimension and the concept of a $(d, r, e)$-extremal set of forms. Using Fröberg’s notation, in the $d$-equigenerated case $((1 - t^d)^e/(1 - t)^n)_+$ denotes the initial positive segment of the power series $(1 - t^d)^e/(1 - t)^n$.

Fröberg’s conjecture [12] for equigenerated ideals reads as follows:

**Conjecture 2.7** For a general set of forms $f = \{f_1, \ldots, f_n\}$ in $R = \mathbb{k}[x_1, \ldots, x_n]$ of degree $d \geq 1$, the Hilbert series of $R/(f_1, \ldots, f_n)$ is $((1 - t^d)^e/(1 - t)^n)_+$.

In [13, Question 2.5] it is asked what are the coefficients of the Hilbert series. In the equigenerated case, one has the following expression:

**Proposition 2.8** Let $R = \mathbb{k}[x_1, \ldots, x_n]$ and $r \geq n$ and $d \geq 1$ be integers. Then
\[
(1 - t^d)^e/(1 - t)^n)_+ = \sum_{j=0}^{j_0-1} \left(\sum_{i=0}^{r} (-1)^i \binom{r}{i} \dim_k R_{j-id}\right) t^j
\]
where $j_0$ is the least of the integers $d \leq j \leq dr - n$ satisfying $\sum_{i=0}^{r} (-1)^i \binom{r}{i} \dim_k R_{j-id} \leq 0$.

**Proof** The arbitrary term of the series $(1 - t^d)^e/(1 - t)^n$, is certainly well-known. We recall how to get its expression. Clearly, $1/(1 - t)^n = \sum_{n=0}^{\infty} \dim_k R_n t^n$. Thus,
\[
\frac{(1 - t^d)^r}{(1 - t)^n} = \left( \sum_{i=0}^r (-1)^i \binom{r}{i} t^{di} \right) \left( \sum_{\mu=0}^\infty \dim_{\mathbb{K}} R_\mu t^\mu \right)
= \sum_{j=0}^r \sum_{i=0}^\infty (-1)^i \binom{r}{i} \dim_{\mathbb{K}} R_\mu t^{\mu+id}
= \sum_{j=0}^\infty \left( \sum_{u \geq 0, 0 \leq i \leq r} (-1)^i \binom{r}{i} \dim_{\mathbb{K}} R_u \right) t^j
= \sum_{j=0}^\infty \left( \sum_{i=0}^r (-1)^i \binom{r}{i} \dim_{\mathbb{K}} R_{j-id} \right) t^j.
\]

From this and the definition of \(((1 - t^d)^r)/(1 - t)^n\)_+, the stated expression follows suit.

The above clearly translates [13, Question 2.5] in the \(d\)-equigenerated case into the quest for an explicit expression of the integer \(j_0\) in terms of \(n, d, r\). Also, we see that an affirmative answer to Conjecture 2.7 implies that a general set of \(r \geq n\) forms \(f = \{f_1, \ldots, f_r\}\) of degree \(d\) is \((d, r, e)\)-extremal for every \(0 \leq e \leq \min\{d - 1, j_0 - d\}\). A previous discussion in the equigenerated case, regarding the values of the Hilbert series in some intervals, has been given in [34].

### 3.2 Gorenstein ideals and general sets of forms

We now draw some consequences in dimension three. First, one has the following constraint for Gorenstein ideals in this dimension.

**Proposition 2.9** Let \(r \geq 5\) be an odd integer and \(d = (r-1)/2\). If there is a Gorenstein ideal \(I \subset \mathbb{K}[x, y, z]\) generated by a general set of \(r\) forms of degree \(d\), then \(d = 2\), i.e., \(r = 5\).

**Proof** Let \(I\) denote such an ideal. By the symmetry of the Hilbert function of \(R/I\) we have:

\[
h_{R/I}(d+1) = h_{R/I}(d-3) = \binom{d-1}{2}.
\]

Then, since \(I\) is generated by a general set of forms, drawing upon Lemma 2.4 (iii), we get

\[
\binom{d-1}{2} = h_{R/I}(d+1) = \max \left\{ \frac{d+3}{2} - 3r, 0 \right\} = \max \left\{ \frac{d+3}{2} - 3(2d+1), 0 \right\}.
\]

A direct calculation shows that the only possibility for \(d\) a positive integer is that \(\binom{d-1}{2} = 0\), hence \(d = 2\). □

The main theorem is now a simple consequence:
Theorem 2.10 (char(\k) = 0) Let I \subset R = \mathbb{k}[x, y, z] be a Gorenstein ideal generated by a general set of r \geq 5 forms of degree d \geq 2. Then r = 5 and d = 2.

Proof Let J \subset I be generated by n + 1 = 4 of the forms. By Proposition 2.5, the socle degree of R/J is 2d − 2. Then the socle degree of R/I is at most 2d − 2. But, since I is Gorenstein, the socle degree of R/I is 2d + d' − 3 (Lemma 1.2). Therefore, d' = 1. Now apply Proposition 2.9.

Remark 2.11 An alternative proof of the above result, based on explicit calculations, is available in [30, Appendix A].

More generally, we state the following conjecture.

Conjecture 2.12 Let I \subset \mathbb{k}[x_1, \ldots, x_n] be an ideal generated by a general set of r \geq n + 2 forms of degree d \geq 2. Then I is Gorenstein if and only if d = 2 and r = \binom{n+1}{2} − 1.

We next proceed towards the converse implication of this conjecture, by focusing on quadric generators. To carry on, we elaborate on some further notation. Given integers n \geq 3, d \geq 2 and r \geq 5, consider the following \binom{d+n-1}{d} \times r generic matrix

\[
Y := Y_{n,d,r} = \begin{pmatrix}
Y^{(1)}_{d,0} & \cdots & Y^{(r)}_{d,0} \\
\vdots & \ddots & \vdots \\
Y^{(1)}_{0,d} & \cdots & Y^{(r)}_{0,d}
\end{pmatrix},
\]

whose entries along the columns can be thought of as the respective coordinates of r copies of \mathbb{P}^{(d+n-1)−1}.

One way of thinking about r forms \mathbf{f} = \{f_1, \ldots, f_r\} \subset R = \mathbb{k}[x] = \mathbb{k}[x_1, \ldots, x_n] of degree d \geq 1 is as the matrix product \[x_d] \cdot Y(P_\mathbf{f}), where \[x_d] is the list of monomials of degree d in x and Y(P_\mathbf{f}) denotes the \binom{d+n-1}{d} \times r matrix Y evaluated at \mathbf{f} (hence, with entries in \mathbb{k}).

Throughout, set \mathbf{m} = (x). Our main technical result is as follows.

Proposition 2.13 Let I \subset R = \mathbb{k}[x_1, \ldots, x_n] be an ideal generated by a general set of r quadrics, where n \leq r \leq N − 1 and N = \binom{n+1}{2}. Then the socle of R/I has no nonzero linear forms.

Proof A quadric in \mathbb{k}[x_1, \ldots, x_n] depends on N = \binom{n+1}{2} coefficients. We will accordingly denote the corresponding indices by \{1, 1\}, \{1, 2\}, \ldots, \{n − 1, n\}, \{n, n\}. Thus, the matrix \[Y_{n,2,r}\] has the shape

\[
\begin{pmatrix}
Y^{(1)}_{1,1} & \cdots & Y^{(r)}_{1,1} \\
\vdots & \ddots & \vdots \\
Y^{(1)}_{n,n} & \cdots & Y^{(r)}_{n,n}
\end{pmatrix},
\]

where delimiters have been omitted. Let \mathbf{f} = \{f_1, \ldots, f_r\} \subset R be a general set of quadrics generating I. For simplicity, set \[P := P_\mathbf{f}\]. As explained above, one has the following matrix equality

\[\mathbf{f} = [x_2] \cdot Y_{n,2,r}(P).\]
The $N \times r$ matrix $Y_{n,2,r}$ can be decomposed in two vertical blocks as
\[
Y_{n,2,r} = \begin{pmatrix} B \\ L \end{pmatrix}
\]
where
\[
B = \begin{pmatrix} Y^{(1)}_{1,1} & \cdots & Y^{(r)}_{1,1} \\ \vdots & \ddots & \vdots \\ Y^{(1)}_{u,v} & \cdots & Y^{(r)}_{u,v} \end{pmatrix}_{r \times r}
\quad \text{and} \quad
L = \begin{pmatrix} Y^{(1)}_{n,n} & \cdots & Y^{(r)}_{n,n} \\ \vdots & \ddots & \vdots \\ Y^{(1)}_{n,v} & \cdots & Y^{(r)}_{n,v} \end{pmatrix}_{(N-r) \times r}
\]
for suitable $1 \leq u \leq v \leq n$. Thus,
\[
[f] \cdot \text{cof}(B)(P) = [x_2] \cdot \begin{pmatrix} \Delta(P) \mathbb{I}_r \\ L(P) \cdot \text{cof}(B)(P) \end{pmatrix}
\]
where $\text{cof}(B)$ is the matrix of cofactors of $B$, $\mathbb{I}_r$ is the identity matrix of order $r$ and $\Delta = \det B$. Write, say,
\[
L \cdot \text{cof}(B) = \begin{pmatrix} g^{u',v'}_{1,1} & \cdots & g^{u',v'}_{u,v} \\ \vdots & \ddots & \vdots \\ g^{u,n}_{1,1} & \cdots & g^{u,n}_{u,v} \end{pmatrix}
\]
Since $f$ is a general set, then $\Delta(P) \neq 0$. Thus, by (8):
\[
I = \left(\Delta(P)x_ix_j + \sum_{(u',v') \leq (i,j) \leq (u,n)} g^{u',v'}_{i,j}(P)x_{u'}x_{v'} \mid (1, 1) \leq (i, j) \leq (u, v)\right).
\]
Let $\ell' = a_1x_1 + \cdots + a_nx_n$ be a linear form in the socle of $R/I$. For any given $1 \leq k \leq n$, one has
\[
a_1x_1x_k + \cdots + a_nx_nx_k = \sum_{(1,1) \leq (i,j) \leq (u,v)} \alpha_{i,j} \left(\Delta(P)x_ix_j + \sum_{(u',v') \leq (i,j) \leq (u,n)} g^{u',v'}_{i,j}(P)x_{u'}x_{v'}\right).
\]
Comparing coefficients we get a linear system
\[
A_r(P) \cdot a = 0
\]
where $a$ is the transpose of the matrix $(a_1 \cdots a_n)$ and $A_r(P)$ is an $(N-r)n \times n$ matrix whose entries belong to the set
\[
\{0\} \cup \{g^{u',v'}_{i,j}(P) : (1, 1) \leq (i,j) \leq (u,v), (u',v') \leq (s,t) \leq (n,n)\} \cup \{\Delta(P)\}.
\]
We claim that rank $(A(P)_r) = n$, which says that the assumed linear form is zero. We divide the proof in two cases:

**Case 1:** $r = N - 1$.

In this case, the relation (10) has the following format for $1 \leq t \leq n$:
\[
\begin{align*}
& a_1 x_1 x_i + \cdots + a_n x_n x_i = \\
& \quad \sum_{1 \leq i \leq j \leq n} a_{ij} (\Delta(P)x_i x_j - g_{ij}^{n,n}(P)x_n^2), \\
\end{align*}
\]

Comparing coefficients yields

\[
\mathcal{A}_{N-1}(P) = 
\begin{pmatrix}
\begin{array}{ccc}
g_{1,1}^{n,n}(P) & \cdots & g_{1,n-1}^{n,n}(P) \\
\vdots & \ddots & \vdots \\
g_{1,n-1}^{n,n}(P) & \cdots & g_{1,n}^{n,n}(P) \\
g_{n,1}^{n,n}(P) & \cdots & g_{n,n-1}^{n,n}(P) \\
g_{n,n}^{n,n}(P) & \cdots & \Delta(P)
\end{array}
\end{pmatrix}
\]

Since the entries of \(Y_{n,2,N-1}\) are mutually independent indeterminates, there is a \(\mathbb{k}\)-homomorphism \(\phi : \mathbb{k}[Y_{n,2,N-1}] \rightarrow \mathbb{k}[L]\) mapping \(B\) to the identity matrix and fixing the entries of \(L\). Thus, by (9)

\[
L = [\phi(g_{1,1}^{n,n}) \cdots \phi(g_{1,n}^{n,n}) \phi(g_{2,1}^{n,n}) \cdots \phi(g_{2,n}^{n,n}) \cdots \phi(g_{n-1,n}^{n,n}) \phi(g_{n,n}^{n,n})].
\]

In particular, the determinant

\[
\mathcal{D} := \det \begin{pmatrix}
g_{1,1}^{n,n} & \cdots & g_{1,n-1}^{n,n} & g_{1,n}^{n,n} \\
\vdots & \ddots & \vdots & \vdots \\
g_{1,n-1}^{n,n} & \cdots & g_{1,n}^{n,n} & \Delta
\end{pmatrix}
\]

specializes to

\[
\phi(\mathcal{D}) = \det \begin{pmatrix}
Y_{n,n}^{(1)} & \cdots & Y_{n,n}^{(n-1)} & Y_{n,n}^{(n)} \\
\vdots & \ddots & \vdots & \vdots \\
Y_{n,n}^{(n-1)} & \cdots & Y_{n,n}^{(N-1)} & Y_{n,n}^{(N)} \\
Y_{n,n}^{(n)} & \cdots & Y_{n,n}^{(N)} & 1
\end{pmatrix}
\]

The latter does not vanish as it is the sum of two forms in two different degrees, none of which vanishes. Hence, \(\mathcal{D} \neq 0\) as well.

**Case 2:** \(r < N - 1\).

It is enough to find a point \(P'\) such that \(\text{rank} (\mathcal{A}_r(P')) = n\). For this, consider a general set of quadrics \(f' = \{f'_1, \ldots, f'_{N-1}\}\). By the previous case, as applied to \(J := (f'_1, \ldots, f'_{N-1})\), the socle of \(R/J\) has no linear forms. Since \(r \geq n\) and \(\{f'_1, \ldots, f'_{N-1}\}\) is general, we can assume that the \(r\) first elements \(f'_1, \ldots, f'_r\) of \(f'\) are such that \(J' = (f'_1, \ldots, f'_r)\) is \(m\)-primary and \(\Delta(P') \neq 0\), where \(P' \in (\mathbb{P}^{N-1})'\) is the point corresponding to the set \(\{f'_1, \ldots, f'_r\}\).

If \(\text{rank} (\mathcal{A}_r(P')) < n\) then \(\mathcal{A}_r(P') \cdot a = 0\) has a nonzero solution \(a\), so \(\text{Soc}(R/J')_1 \neq 0\). But, this is nonsense since \(\text{Soc}(R/J')_1 \subset \text{Soc}(R/J)_1\) because \(J' \subset J\) lives in degree 2.

The next result follows suit.

**Theorem 2.14** Let \(I \subset R = \mathbb{k}[x_1, \ldots, x_n]\) be an ideal generated by a general set of \(r\) quadrics, where \(\frac{(n+2)(n+1)}{6} \leq r \leq N - 1\) and \(N = \binom{n+1}{2}\). Then \(\text{Soc}(R/I) = \text{Soc}(R/I)_2\) and \(\dim_\mathbb{k} \text{Soc}(R/I)_2 = N - r\). In particular, \(R/I\) is Gorenstein if and only if \(r = N - 1\).

**Proof** We have
If and only if
\[ R / I = \mathbb{k} \oplus (R/I)_1 \oplus (R/I)_2 \] as a \( \mathbb{k} \)-vector space, where \( \dim_{\mathbb{k}} (R/I)_1 = n \) and \( \dim_{\mathbb{k}} (R/I)_2 = N - r \). Hence, by Proposition 2.13,
\[ \text{Soc}(R/I) = \text{Soc}(R/I)_2 \text{ and } \dim_{\mathbb{k}} \text{Soc}(R/I)_2 = N - r. \]

In particular, \( \dim_{\mathbb{k}} \text{Soc}(R/I) = 1 \) if and only if \( r = N - 1 \), that is, \( R/I \) is an Artinian Gorenstein algebra if and only if \( r = N - 1 \). \( \square \)

4 On the \((x_1^m, \ldots, x_n^m)\)-colon problem

It is known (see [2, Proposition 1.3]) that any homogeneous Gorenstein ideal of codimension \( n \) in \( \mathbb{k}[x] = \mathbb{k}[x_1, \ldots, x_n] \) can be obtained as a colon ideal \((x_1^m, \ldots, x_n^m) : \mathfrak{f}\), for some integer \( m \geq 1 \) and some form \( \mathfrak{f} \). In this section we deal with some of the main questions regarding this representation.

It is first established under which condition the form \( \mathfrak{f} \) is uniquely determined and what is its degree in terms of \( m \) and the socle degree of \( I \). Then we prove that \( \mathfrak{f} \) can be retrieved from \( I \) by taking the so-called (socle-like) Newton dual of a minimal generator of the Macaulay inverse of \( I \).

Then we give conditions under which the Gorenstein ideal \( I \) is equigenerated in terms of the exponent \( m \) and the form \( \mathfrak{f} \). We solve this problem in the case where \( I \) has linear resolution
\[ 0 \to R(-2d - n + 2) \to R(-d - n + 2)^{b_{d-1}} \to \cdots \to R(-d - 1)^{b_2} \to R(-d)^{b_1} \to R \]
where \( b_1 = \mu(I) \).

These questions will be subsumed under the designation the colon problem, to avoid ‘link’ which has already many uses. We call \( \mathfrak{f} \) a directrix form (of \( I \)) associated to the regular sequence \([x_1^m, \ldots, x_n^m]\).

4.1 Macaulay inverse system versus Newton duality

We briefly recall some main features of the Macaulay inverse system. For recent accounts of this classical theme see, e. g., [10, 11, 26].

Let \( V \) be a vector space of dimension \( n \) over a field \( \mathbb{k} \) and let \( x_1, \ldots, x_n \) be a basis for \( V \). Let \( R = \text{Sym}_{\mathbb{k}}(V) = \mathbb{k}[x_1, \ldots, x_n] \) be the standard graded polynomial ring in \( n \) variables over \( \mathbb{k} \). Set \( y_1, \ldots, y_n \) for the dual basis on \( V^* = \text{Hom}_{\mathbb{k}}(V, \mathbb{k}) \) and consider the divided power ring
\[ D_\mathbb{k}(V^*) = \bigoplus_{i \geq 0} \text{Hom}(R_i, \mathbb{k}) = \mathbb{k}[y_1, \ldots, y_n]. \]

In particular, \( \{y^{[\alpha]} \mid \alpha \in \mathbb{N}^n \text{ and } |\alpha| = j \} \) is the dual basis of \( \{x^\alpha \mid \alpha \in \mathbb{N}^n \text{ and } |\alpha| = j \} \) on \( D_\mathbb{k}(V^*) = \text{Hom}(R_j, \mathbb{k}) \). If \( \alpha \in \mathbb{Z}^n \) then we set \( y^{[\alpha]} = 0 \) if some component of \( \alpha \) is negative. Make \( D_\mathbb{k}(V^*) \) into a module over \( R \) through the following action
\[ R \times D_{\mathbb{k}}(V^*) \rightarrow D_{\mathbb{k}}(V^*), \quad (f = \sum_m a_m \mathbf{x}^m, F = \sum_\beta b_\beta \mathbf{y}^\beta) \mapsto fF = \sum_{a,\beta} a_m b_\beta \mathbf{y}^{\beta - a}. \]

For a homogeneous ideal \( I \subset R \) and an \( R \)-submodule \( M \subset D_{\mathbb{k}}(V^*) \) one defines:

\[ \text{Ann}(I) := \{ g \in D_{\mathbb{k}}(V^*) \mid I g = 0 \} \quad \text{and} \quad \text{Ann}(M) := \{ f \in R \mid \beta M = 0 \}. \]

Then \( \text{Ann}(I) \) is an \( R \)-submodule of \( D_{\mathbb{k}}(V^*) \), while \( \text{Ann}(M) \) is an ideal of \( R \). The \( R \)-module \( \text{Ann}(I) \) is called the Macaulay inverse (system) of \( I \).

The main basic result regarding this construction is due to Macaulay [31]. In the present language it can be stated in the following form:

**Theorem 3.1 (Macaulay Duality, [26, Theorem 1.4])** There exists a one-to-one correspondence between the set of nonzero homogeneous codimension \( n \) Gorenstein ideals of \( R \) and the set of nonzero homogeneous cyclic submodules of \( D_{\mathbb{k}}(V^*) \) given by \( I \mapsto \text{Ann}(I) \) with inverse \( M \mapsto \text{Ann}(M) \). Moreover, the socle degree of \( RI \) is equal to the degree of a homogeneous generator of \( \text{Ann}(I) \).

The Macaulay–Matlis duality meets yet another version in terms of the Newton polyhedron nature of the homogeneous forms involved so far.

For this, recall the notion of the Newton (complementary) dual of a form \( f \in \mathbb{k}[\mathbf{x}] = \mathbb{k}[x_1, \ldots, x_n] \) in a polynomial ring over a field \( \mathbb{k} \), as introduced in [6, 8]. Namely, start out with the log matrix \( A \) of the constituent monomials of \( f \) (i.e., the nonzero terms of \( f \)). This is the matrix whose columns are the exponents vectors of the nonzero terms of \( f \) in, say, the lexicographic ordering. It is denoted \( \mathcal{N}(f) \). Then, the Newton dual log matrix (or simply the Newton dual matrix) of the Newton log matrix \( \mathcal{N}(f) = (a_{ij}) \) is the matrix \( \mathcal{N}^*(f) = (a_{ij} - a_{ij}) \), where \( a_i = \max_j \{ a_{ij} \} \), with \( 1 \leq i \leq n \) and \( j \) indexes the set of all nonzero terms of \( f \).

In other words, denoting \( \mathbf{a} := (a_1 \cdots a_n)' \), one has

\[ \mathcal{N}^*(f) = [ \mathbf{a} \cdots a_1 ]_{(n+1) \times r} - \mathcal{N}(f), \]

where \( r \) denotes the number of nonzero terms of \( f \). The vector \( \mathbf{a} \) is called the directrix vector of \( \mathcal{N}(f) \) (or of \( f \) by abuse).

We note that taking the Newton dual is a true duality upon forms not admitting monomial factor, in the sense that, for such a form \( f \), \( \mathcal{N}(f) = \mathcal{N}(f) \) holds.

We define the Newton dual of \( f \) to be the form \( \hat{f} \) whose terms are the ordered monomials obtained form \( \mathcal{N}(f) \) affected by the same coefficients as in \( f \).

Our next result asserts that directrix forms and Macaulay inverse generators obey a duality in terms of the above Newton dual. Given a directrix form \( \hat{f} \) associated to the regular sequence \( \{ x_1^m, \ldots, x_n^m \} \) – i.e., \( \{ x_1^m, \ldots, x_n^m \} : \hat{f} = I \) – it will typically admit monomial terms belonging to the ideal \( \langle x_1^m, \ldots, x_n^m \rangle \). In order to fix this inconvenience, we redefine the socle-like Newton dual of such directrix form by taking as directrix vector \( v := (m - 1 \cdots m - 1)' \).

**Proposition 3.2** Let \( I \subset R = \mathbb{k}[\mathbf{x}] = \mathbb{k}[x_1, \ldots, x_n] \) be a homogeneous codimension \( n \) Gorenstein ideal with socle degree \( s \). Given an integer \( m \geq 1 \), suppose that \( I \) admits a directrix form \( \hat{f} \) associated to the regular sequence \( \{ x_1^m, \ldots, x_n^m \} \). Then:
(i) \( \hat{J} \) is a degree \( n(m - 1) - s \) form uniquely determined, up to a scalar coefficient, by the condition that no nonzero term of \( \hat{J} \) belongs to the ideal \( (x_1^m, \ldots, x_n^m) \).

(ii) The socle-like Newton dual of \( \hat{J} \) is a minimal generator of the Macaulay inverse to \( I \) (having dual degree \( s \)), and its socle-like Newton dual retrieves \( \hat{J} \).

**Proof** Suppose \( \hat{J} = \sum_{|\alpha| = \deg \hat{J}} a_{\alpha} x^{\alpha} \). Then, the socle-like Newton dual of \( \hat{J} \) is \( \hat{I} = \sum a_{\alpha} y^{\alpha} \), where \( \hat{a} := v - a \) (in particular, \( \deg \hat{I} = n(m - 1) - \deg \hat{J} \)). Given a homogeneous polynomial \( h = \sum_{|\beta| = \deg h} b_{\beta} x^{\beta} \in R \) one has:

\[
h \hat{J} = \sum_{|\gamma| = \deg \hat{J} + \deg h} \left( \sum a_{\alpha} b_{\beta} \right) x^{\gamma}, \quad \text{and} \quad h \hat{I} = \sum_{|\gamma| = \deg \hat{I} + \deg h} \left( \sum a_{\alpha} b_{\beta} \right) y^{\gamma}
\]

with \( \hat{\gamma} = v - \gamma \). In particular, for every \( \gamma \), the coefficient of \( x^{\gamma} \) as a term in \( h \hat{J} \) is equal to the coefficient of \( y^{\hat{\gamma}} \) as a term in \( h \hat{I} \). Moreover, the \( i \)th coordinate of \( \gamma \) is larger than \( m \) if and only if the \( i \)th coordinate of \( \hat{\gamma} \) is negative. Thus,

\[
h \in (x_1^m, \ldots, x_n^m) : \hat{J} \iff \text{for every } \sum_{a+\beta=\gamma} a_{\alpha} b_{\beta} \neq 0, \gamma \text{ has a coordinate larger than } m
\]

\[\iff \text{for every } \sum_{a-\beta=\hat{\gamma}} a_{\alpha} b_{\beta} \neq 0, \hat{\gamma} \text{ has a negative coordinate}
\]

\[\iff h \hat{I} = 0 \iff h \in \operatorname{Ann}(\hat{J}). \]  \( \quad (13) \)

Therefore, \( I = \operatorname{Ann}(\hat{J}) \), that is, \( \hat{J} \) is a minimal generator of the Macaulay inverse to \( I \). By construction, one has \( \deg \hat{J} = n(m - 1) - \deg J \). On the other hand, it is well known that the degree of a minimal generator of the Macaulay inverse to \( I \) is the socle degree of \( I \), i.e., \( \deg \hat{J} = s \). Therefore, \( \deg \hat{J} = n(m - 1) - s \). Since \( \hat{J} \) is uniquely determined, up to a scalar coefficient, the form \( \hat{J} \) is uniquely determined as well, up to a scalar coefficient, by the condition that no nonzero term of \( \hat{J} \) belongs to the ideal \( (x_1^m, \ldots, x_n^m) \). Thus, assertion (i) follows.

Assertion (ii) follows from the above. \( \square \)

**Remark 3.3** Item (i) of Proposition 3.2 is stable under a change of coordinates. In other words, it holds true replacing the sequence \( \{x_1^m, \ldots, x_n^m\} \) by a sequence \( \{\ell_1^m, \ldots, \ell_n^m\} \), where \( \{\ell_1, \ldots, \ell_n\} \) are independent linear forms. Thus, if \( I \) is a homogeneous codimension \( n \) Gorenstein ideal such that \( (\ell_1^m, \ldots, \ell_n^m) : \hat{J} = I \), for some form \( \hat{J} \in R \), then \( \hat{J} \) is uniquely determined, up to a scalar coefficient, by the condition that no nonzero term of \( \hat{J} \), written as a polynomial in \( \ell_1, \ldots, \ell_n \), belongs to the ideal \( (\ell_1^m, \ldots, \ell_n^m) \). \( \square \)

### 4.2 The case of a linear resolution

In this subsection we characterize when \( I \) is a codimension \( n \) equigenerated Gorenstein ideal with linear resolution in terms of the exponent \( m \) and the form \( \hat{J} \in R = \mathbb{k}[x] = \mathbb{k}[x_1, \ldots, x_n] \). The preliminaries remain valid in arbitrary characteristic, but characteristic zero is called upon in item (ii) of Proposition 3.7 below.

Let \( e, e' \) be positive integers and let \( \hat{f} = \sum_{|\alpha| = e} a_{\alpha} x^{\alpha} \in R_e \) and \( g = \sum_{|\beta| = e'} b_{\beta} x^{\beta} \in R_{e'} \) be forms. Given an integer \( m \geq 1 \), write...
\[ g\hat{\mathbf{f}} = \sum_{\mathbf{x}' \in (x_1'', \ldots, x_m'')} \left( \sum_{\alpha + \beta = \gamma} a_\alpha b_\beta \right) \mathbf{x}' + \sum_{\mathbf{x}' \in (x_1'', \ldots, x_m'')} \left( \sum_{\alpha + \beta = \gamma} a_\alpha b_\beta \right) \mathbf{x}', \quad (14) \]

where \( \gamma \in \mathbb{N}^n \) is a running \( n \)-tuple. To this writing associate a matrix \( \mathcal{M}_{\ell,e',m} \) whose rows are indexed by the \( n \)-tuples \( \gamma \) such that \( |\gamma| = e + e' \) and whose columns are indexed by the \( n \)-tuples \( \beta \) such that \( |\beta| = e' \). The entries of the matrix are specified as follows:

\[
\text{the } (\gamma, \beta)\text{-entry of } \mathcal{M}_{\ell,e',m} = \begin{cases} 
0, & \text{if some coordinate of } \gamma - \beta \text{ is } < 0 \\
\alpha, & \text{if each coordinate of } \alpha = \gamma - \beta \text{ is } \geq 0.
\end{cases}
\]

In addition, let \( \chi \) denote the row matrix \( [\mathbf{x}'] \) with the monomial entries \( \mathbf{x}' \not\in (x_1'', \ldots, x_m'') \), and let \( \mathbf{b} \) stand for the column matrix whose entries are the coefficients \( b_\beta \) of \( g \).

Then equality (14) can be rewritten as

\[
g\hat{\mathbf{f}} = \chi \cdot \mathcal{M}_{\ell,e',m} \cdot \mathbf{b} + \sum_{\mathbf{x}' \in (x_1'', \ldots, x_m'')} \left( \sum_{\alpha + \beta = \gamma} a_\alpha b_\beta \right) \mathbf{x}'.
\]

(15)

It is important to observe that the matrix \( \mathcal{M}_{\ell,e',m} \) depends only on the integers \( e, e' \) and \( m \), and not on the details of \( g \).

From this, it follows immediately:

**Lemma 3.4** \( g \in I = (x_1'', \ldots, x_m'') : \hat{\mathbf{f}} \) if and only if \( \mathcal{M}_{\ell,e',m} \cdot \mathbf{b} = 0 \). In particular, \( I_{e'} = \{0\} \) if and only if \( \text{rank } \mathcal{M}_{\ell,e',m} = \binom{e + n - 1}{n - 1} \).

To tie up the ends, consider the parameter map

\[
R_e \to \mathbb{P}^{\binom{e + n - 1}{n - 1}} , \quad \hat{\mathbf{f}} = \sum_{|\alpha| = e} a_\alpha \mathbf{x}^\alpha \mapsto P_\hat{\mathbf{f}} = (a_{(e, \ldots, 0)} : \cdots : a_{(0, \ldots, e)})
\]

in the notation of Sect. 2.1. Let \( \{Y_{e,0, \ldots, 0}, \ldots, Y_{0, \ldots, e}\} \) denote the coordinates of \( \mathbb{P}^{\binom{e + n - 1}{n - 1}} \) and let \( \mathcal{M}_G_{\ell,e',m} \) stand for the matrix whose entries are obtained by replacing each \( a_\alpha \) in \( \mathcal{M}_{\ell,e',m} \) by the corresponding \( \chi_y \).

**Theorem 3.5** Let \( m \geq 1 \) be an integer and let \( \hat{\mathbf{f}} \in R = \mathbb{K}[x_1, \ldots, x_n] \) be a form. The following are equivalent:

(i) \( I = (x_1'', \ldots, x_m'') : \hat{\mathbf{f}} \) is a codimension \( n \) equigenerated Gorenstein ideal with linear resolution.

(ii) The integer \( s := n(m - 1) - \deg \hat{\mathbf{f}} \) is even and \( \text{rank } \mathcal{M}_{\deg \hat{\mathbf{f}}, s/2, m} = \binom{s/2 + n - 1}{n - 1} \).

(iii) The integer \( s := n(m - 1) - \deg \hat{\mathbf{f}} \) is even and \( P_\hat{\mathbf{f}} \) is a point in the Zariski open set \( \mathbb{P}^{\binom{e + n - 1}{n - 1}} \setminus V(I_k(\mathcal{M}_G_{e,s/2, m})) \), with \( k := \binom{s/2 + n - 1}{n - 1} \) and \( e = \deg \hat{\mathbf{f}} \).

**Proof** (i) \( \Rightarrow \) (ii) Suppose that \( I \) is equigenerated in degree \( d \). Since \( I \) has linear resolution then the socle degree of \( I \) is \( 2d - 2 \). Thus, by the Proposition 3.2, \( s = 2d - 2 \). In particular, \( s \) is an even integer. On the other hand, since \( I \) is generated in degree \( d \) then \( I_{s/2} = I_{d-1} = \{0\} \). Hence, by the Lemma 3.4, \( \text{rank } \mathcal{M}_{\deg \hat{\mathbf{f}}, s/2, m} = \binom{s/2 + n - 1}{n - 1} \).
(ii)$\Rightarrow$(i) We claim that $I$ is codimension $n$ Gorenstein ideal generated in degree $t = s/2 + 1$. The ideal $I$ is Gorenstein of codimension $n$ because it is the link of the homogeneous almost complete intersection $J = (x_1^m, \ldots, x_n^m, f)$ with respect to the complete intersection of pure powers $(x_1^m, \ldots, x_n^m)$. By Proposition 3.2, the socle degree of $I$ is $s$. Thus, $(R/I)_{2s-1} = (R/I)_{s+1} = \{0\}$. On the other hand, since rank $M_{\deg f, s/2, m} = \binom{s/2+n-1}{n-1}$, then $I_{s-1} = (R/I)_{s/2} = \{0\}$ by Lemma 3.4. Since $I$ is a codimension $n$ Gorenstein ideal and $(R/I)_{2n-1} = \{0\}$ and $I_{s-1} = 0$ it follows from [26, Proposition 1.8] that $I$ is generated in degree $t$ and has linear resolution.

Remark 3.6 The key point for proving the implication (i) $\Rightarrow$ (ii) is the use of [26, Proposition 1.8], which characterizes the $m$-primary Gorenstein ideals with linear resolution through estimates for the initial degree and the socle degree. For other classes of equigenerated Gorenstein ideals the examples show that a similar characterization must take into account not only the initial degree and the socle degree. For example, the ideals $(x^5, y^5, z^5) : (x+y+z)^5$ and $(x^5, y^5, z^5) : x^3y^2 + y^3z^2 + x^2z^3$ have the same initial degree and the same socle degree. However, the first ideal is equigenerated in degree 4 while the second is minimally generated in degree 4 and 5. Extending Theorem 3.5 to other ideals should include additional conditions.

The question remains as to when the Zariski open set $\mathbb{P}(s_{e+1})^{-1} \setminus V(I_k(\mathcal{M}_{e,s/2,m}))$ is nonempty, where $k := (s/2+n-1)$ and $e = \deg f$. The next result determines all pair of integers $m, e \geq 1$, with even $s = n(m-1) - e$, for this to be the case when $f = (x_1 + \cdots + x_n)^e$.

Proposition 3.7 (char$(k) = 0$) Let $m, e \geq 1$ integers such that $s = n(m-1) - e$ is even. Set $d := s/2 + 1$.

(i) If $m < d$ then $\mathbb{P}(s_{e+1})^{-1} \setminus V(I_k(\mathcal{M}_{e,s/2,m})) = \emptyset$.

(ii) If $m \geq d$ then $I = (x_1^m, \ldots, x_n^m) : (x_1 + \cdots + x_n)^e$ is a codimension $n$ Gorenstein ideal generated by forms of degree $d$ with linear resolution. In particular, $\mathbb{P}(s_{e+1})^{-1} \setminus V(I_k(\mathcal{M}_{e,s/2,m}))$ is a dense open set.

Proof (i) We claim that there is no form $f$ of degree $e$ such that $I = (x_1^m, \ldots, x_n^m) : f$ is an equigenerated codimension $n$ Gorenstein ideal with linear resolution. In fact, otherwise $I$ would be an ideal generated in degree $d$ with $(x_1^m, \ldots, x_n^m) \subset I$, which is absurd. Hence, by Theorem 3.5, $\mathbb{P}(s_{e+1})^{-1} \setminus V(I_k(\mathcal{M}_{e,s/2,m})) = \emptyset$.

(ii) We mimic the argument of [26, Proposition 7.24]. Namely, by applying [26, Proposition 1.8], it is sufficient to show that $R_{2d-1} \subset I$ and $I_{d-1} = \{0\}$. Clearly,

$$R_{n(m-1)+1} \subset (x_1^m, \ldots, x_n^m).$$

Moreover,

$$(x_1 + \cdots + x_n)^e R_{2d-1} \subset R_{2d-1+e} = R_{n(m-1)+1}.$$

Hence, $R_{2d-1} \subset I$. On the other hand, the initial degree of $I/(x_1^m, \ldots, x_n^m)$ is at least $d$ as a consequence of the Lefschetz like result of R. Stanley, as proved in [37, Theorem 5]. Since $m \geq d$ by assumption then the initial degree of $I$ is at least $d$. Therefore,
The pure power gap

Let \( \mathcal{E} = \{ \ell_1, \ldots, \ell_n \} \subset R = \mathbb{K}[x_1, \ldots, x_n] \) be a regular sequence of linear forms and let \( I \subset R \) be a homogeneous codimension \( n \) Gorenstein ideal with socle degree \( s \). Denote by \( m(I, \mathcal{E}) \) the least index \( m \) such that \( \{ \ell_1^m, \ldots, \ell_n^m \} \subset I \). Since \( R_{s+1} = I_{s+1} \), then \( m(I, \mathcal{E}) \leq s + 1 \). The pure power gap of \( I \) with respect to the regular sequence \( \mathcal{E} \) is \( g(I, \mathcal{E}) := s + 1 - m(I, \mathcal{E}) \). The absolute pure power gap of \( I \) (or simply, the pure power gap of \( I \)) is \( g(I) := s + 1 - \min_{\mathcal{E}} m(I, \mathcal{E}) \).

To start we have the following basic ring-theoretic result:

**Lemma 3.9** Let \( m_1, \ldots, m_n \geq 1 \) be integers and \( \mathfrak{f} \) a form in \( R = \mathbb{K}[x_1, \ldots, x_n] \). Then

\[
(e_1^{m_i}, \ldots, e_n^{m_i}): \mathfrak{f} = (e_1^{m_i+1}, \ldots, e_i^{m_i+1}, \ldots, e_n^{m_i}): e_i^{1} \mathfrak{f}
\]

for every \( 1 \leq i \leq n \). In particular,

\[
(e_1^{m_i}, \ldots, e_n^{m_i}): \mathfrak{f} = (e_1^{m_i+k}, \ldots, e_i^{m_i+k}, \ldots, e_n^{m_i+k}): (e_1 \cdots e_n)^k \mathfrak{f}
\]

for each \( k \geq 0 \).

**Proof** One can assume that \( i = 1 \). The inclusion \( (e_1^{m_1}, \ldots, e_n^{m_n}): \mathfrak{f} \subset (e_1^{m_1+1}, \ldots, e_n^{m_n}): e_1^{1} \mathfrak{f} \) is immediate. Thus, consider \( h \in (e_1^{m_1+1}, \ldots, e_n^{m_n}): e_1^{1} \mathfrak{f} \). Then,

\[
e_1^{1} \mathfrak{f} h = p_1 e_1^{m_1+1} + \cdots + p_n e_n^{m_n}
\]

for certain \( p_1, \ldots, p_n \in R \). In particular, \( e_1 \) divides \( p_2 e_2^{m_2} + \cdots + p_n e_n^{m_n} \). We can write

\[
p_i = e_1 q_i + r_i, \quad \text{for each } 2 \leq i \leq n,
\]

where \( r_2, \ldots, r_n \) are polynomials in \( \mathbb{K}[e_2, \ldots, e_n] \). Thus,

\[
p_2 e_2^{m_2} + \cdots + p_n e_n^{m_n} = q_2 e_1 e_2^{m_2} + \cdots + q_n e_1 e_n^{m_n} + r_2 e_2^{m_2} + \cdots + r_n e_n^{m_n}.
\]

Since \( e_1 \) divides \( p_2 e_2^{m_2} + \cdots + p_n e_n^{m_n} \) and \( r_2 e_2^{m_2} + \cdots + r_n e_n^{m_n} \in \mathbb{K}[e_2, \ldots, e_n] \) then

\[
p_2 e_2^{m_2} + \cdots + p_n e_n^{m_n} = q_2 e_1 e_2^{m_2} + \cdots + q_n e_1 e_n^{m_n}.
\]

Thus,

\[
\mathfrak{f} h = p_1 e_1^{m_1} + q_2 e_2^{m_2} + \cdots + q_n e_n^{m_n},
\]

that is, \( h \in (e_1^{m_1}, \ldots, e_n^{m_n}): \mathfrak{f} \). Therefore, \( (e_1^{m_1}, \ldots, e_n^{m_n}): \mathfrak{f} = (e_1^{m_1+1}, \ldots, e_n^{m_n}): e_1^{1} \mathfrak{f} \) as stated.

\[\square\]
To see an application, recall from Remark 3.3 that if $I$ is a homogeneous codimension $n$ Gorenstein ideal such that $(\ell_1^m, \ldots, \ell_n^m) : \mathfrak{f} = I$, where $\ell_1, \ldots, \ell_n$ are linear forms, then $\mathfrak{f}$ is uniquely determined, up to a scalar coefficient, by the condition that no nonzero term of $\mathfrak{f}$, written as a polynomial in $\ell_1, \ldots, \ell_n$, belongs to the ideal $(\ell_1^m, \ldots, \ell_n^m)$.

**Proposition 3.10** Let $I \subset R$ be a homogeneous codimension $n$ Gorenstein ideal with socle degree $s$. Suppose that as above, $\ell_1, \ldots, \ell_n$ are linear forms such that $I = (\ell_1^{s+1}, \ldots, \ell_n^{s+1}) : \mathfrak{f}$ with $\mathfrak{f}$ uniquely determined, up to a scalar coefficient, by the condition that no nonzero term of $\mathfrak{f}$ belongs to the ideal $(\ell_1^{s+1}, \ldots, \ell_n^{s+1})$. Then, $g(I, \mathfrak{e})$ is the largest index such that $(\ell_1 \cdots \ell_n)^g(I, \mathfrak{e})$ divides $\mathfrak{f}$.

**Proof** Denote $m_0 := m(I, \mathfrak{e})$ and $g := g(I, \mathfrak{e})$. Then $(\ell_1^{m_0}, \ldots, \ell_n^{m_0}) : I$ is an almost complete intersection $J = (\ell_1^{m_0}, \ldots, \ell_n^{m_0}, \mathfrak{f}_0)$, for some form $\mathfrak{f}_0 \in R$. Since $R = \mathbb{k}[\ell_1, \ldots, \ell_n]$, we can write $\mathfrak{f}_0$ as a polynomial in these linear forms and get rid of the terms belonging to the ideal $(\ell_1^{m_0}, \ldots, \ell_n^{m_0})$. This way, the latter is part of a minimal set of generators of $J$. Therefore, $(\ell_1^{m_0}, \ldots, \ell_n^{m_0}) : J = (\ell_1^{m_0}, \ldots, \ell_n^{m_0}) : \mathfrak{f}_0$ is Gorenstein and $I = (\ell_1^{m_0}, \ldots, \ell_n^{m_0}) : \mathfrak{f}_0$.

By Lemma 3.9 one has

$$I = (\ell_1^{m_0}, \ldots, \ell_n^{m_0}) : \mathfrak{f}_0 = (\ell_1^{m_0+g}, \ldots, \ell_n^{m_0+g}) = (\ell_1 \cdots \ell_n)^g \mathfrak{f}_0 = (\ell_1^{s+1}, \ldots, \ell_n^{s+1}) : (\ell_1 \cdots \ell_n)^g \mathfrak{f}_0. \tag{16}$$

Consider

$$\mathfrak{f}_0 = \sum_{|\alpha| = \deg \mathfrak{f}_0} a_\alpha \ell_1^{a_1} \cdots \ell_n^{a_n}.$$

Then,

$$(\ell_1 \cdots \ell_n)^g \mathfrak{f}_0 = \sum_{|\alpha| = \deg \mathfrak{f}_0} a_\alpha \ell_1^{a_1+g} \cdots \ell_n^{a_n+g}.$$

For each nonzero $a_\alpha$, one has $a_\alpha \leq m_0 - 1$ for each $1 \leq i \leq n$. Hence, $a_\alpha + g \leq m_0 + g - 1 = s$ for each $1 \leq i \leq n$. Thus, no nonzero term of $(\ell_1 \cdots \ell_n)^g \mathfrak{f}_0$ belongs to the ideal $(\ell_1^{s+1}, \ldots, \ell_n^{s+1})$. Then, since $\mathfrak{f}$ is uniquely determined, up to a scalar coefficient, by $I = (\ell_1^{s+1}, \ldots, \ell_n^{s+1}) : \mathfrak{f}$ and the condition that no nonzero term of $\mathfrak{f}$ belongs to the ideal $(\ell_1^{s+1}, \ldots, \ell_n^{s+1})$, one has $\mathfrak{f} = \lambda(\ell_1 \cdots \ell_n)^g \mathfrak{f}_0$ for some nonzero $\lambda \in \mathbb{k}$. Hence, $(\ell_1 \cdots \ell_n)^g$ divides $\mathfrak{f}$.

Finally, we assert that $g$ is the largest index with this property, a claim that is obvious if $m_0 = 1$, because in this case $\mathfrak{f}_0$ is a nonzero scalar. Thus, suppose $m_0 \geq 2$. If $g$ is not the largest index such that $(\ell_1 \cdots \ell_n)^g$ divides $\mathfrak{f}$, then $(\ell_1 \cdots \ell_n)^{g'}$ divides $\mathfrak{f}_0$. Hence, by Lemma 3.9,

$$I = (\ell_1^{m_0-1}, \ldots, \ell_n^{m_0-1}) : \mathfrak{f}_0 = (\ell_1^{m_0-1}, \ldots, \ell_n^{m_0-1}) : \mathfrak{f}_0,$$

so, $(\ell_1^{m_0-1}, \ldots, \ell_n^{m_0-1}) \subset I$, contradicting that $m_0$ is least such that $(\ell_1^{m_0}, \ldots, \ell_n^{m_0}) \subset I$. \[\Box\]
5 The associated Rees algebra

5.1 Equigenerated ideals of finite colength

Let \( I \subset R = \mathbb{k}[x,y,z] \) be an equigenerated ideal of finite colength. In this section we focus on the Rees algebra \( \mathcal{R}(I) \cong R[It] \subset R[t] \), the associated graded ring \( \text{gr}_t(R) = \mathcal{R}(I)/I\mathcal{R}(I) \) and the fiber cone algebra \( \mathcal{F}(I) = \mathcal{R}(I)/m\mathcal{R}(I) \), where \( m := (x,y,z) \). The eventual goal is an application to the case where \( I \) is Gorenstein. The nature of the associated graded ring for Artinian Gorenstein rings in any dimension has been considered earlier by Iarrobino [22].

Note that the so-called condition \( G_3 \) is automatic since the ideal is \( m \)-primary. Some features in this section might have appeared elsewhere coming from a different angle. Yet, it may be useful to have elementary proofs of the results below, where \( G_3 \) is not directly used.

**Proposition 4.1** Let \( R = \mathbb{k}[x_1, \ldots, x_n] \) be a standard graded polynomial ring over a field and let \( m \) be its maximal homogeneous ideal. Let \( I \) be a homogeneous \( d \)-equigenerated \( m \)-primary ideal.

(a) If \( I^{m_0} = \mathfrak{m}^{md_0} \) for some \( m_0 \geq 1 \), then \( I^m = \mathfrak{m}^{md} \) for \( m \geq m_0 \).

(b) Let \( m = m_0 \) be minimal possible in (a). Then the reduction number of \( I \) is at most \( \max\{m_0, r(\mathfrak{m}^d)\} \), where \( r(\mathfrak{m}^d) \) denotes the reduction number of \( \mathfrak{m}^d \).

(c) The (regular) rational map \( \mathfrak{F} : \mathbb{P}^{n-1} \to \mathbb{P}^{d(I)-1} \) defined by a set of forms spanning \( [I]_d \) is birational onto the image.

(d) The Rees algebra \( \mathcal{R}(I) \) satisfies the condition \( R_1 \) of Serre.

(e) \( \text{depth} \text{gr}_t(R) = 0 \).

**Proof** (a) Now, \( I^{m_0} \subset \mathfrak{m}^d I^{m_0-1} \subset \mathfrak{m}^{md} \mathfrak{m}^{(m_0-1)d} = I^{m_0} \), hence, \( I^{m_0} = \mathfrak{m}^d I^{m_0-1} \). Then, for \( m \geq m_0 \),

\[
I^{m+1} = I^{m+1-m_0} I^{m_0} = I^{m+1-m_0} \mathfrak{m}^d I^{m_0-1} = I^m \mathfrak{m}^d = \mathfrak{m}^{md} \mathfrak{m}^{(m+1)d},
\]

and so on.

(b) Let \( J \subset I \) be a homogeneous minimal reduction. Since \( \mathfrak{m}^d \) is the integral closure of \( I \), then \( J \) is also a minimal reduction of \( \mathfrak{m}^d \). But, as is well-known, the latter has reduction number at most \( n-1 \) for any minimal reduction (see, e.g., [9, Corollary 7.12]). Setting \( N = \max\{m_0, r(\mathfrak{m}^d)\} \), one has:

\[
I^{N+1} = (\mathfrak{m}^d)^{N+1} \quad \text{by (a)} \\
= J(\mathfrak{m}^d)^N \quad \text{because } J \text{ is a minimal reduction of } \mathfrak{m}^d \\
= J^N \quad \text{by (a)}.
\]

(c) By (a), the Hilbert polynomial \( HP(\mathcal{F}(I), \mathfrak{m}) \) of the fiber cone \( \mathcal{F}(I) \) is

\[
HP(\mathcal{F}(I), \mathfrak{m}) = \binom{md + n - 1}{n - 1} = \frac{d^{n-1}}{(n-1)!} \mathfrak{m}^{n-1} + \text{lower degree terms of } \mathfrak{m}.
\]

Hence, the multiplicity \( e(\mathcal{F}(I)) \) of \( \mathcal{F}(I) \) is \( d^{n-1} \). On the other hand, by [39, Theorem 6.6 (a)] the degree \( \deg(\mathfrak{F}) \) of the rational map \( \mathfrak{F} \) is
\[
\deg(\mathcal{F}) = \frac{d^{n-1}}{e(\mathcal{F}(I))}.
\]

Thus, \(\deg(\mathcal{F}) = 1\), as asserted.

(d) Consider the Hilbert-Samuel polynomial \((m \gg 0)\)

\[
\lambda(R/I^{m+1}) = e_0(I)\binom{n+m}{n} - e_1(I)\binom{n+m-1}{n-1} + \text{lower degree terms of } m
\]

and the Hilbert polynomial

\[
\lambda(R/\overline{I}^{m+1}) = \overline{e}_0(I)\binom{n+m}{n} - \overline{e}_1(I)\binom{n+m-1}{n-1} + \text{lower degree terms of } m
\]

where \(\overline{I}^{m+1}\) denotes the integral closure of \(I^{m+1}\). By (a), \(I^m = \overline{I}^m\) for every \(m \geq m_0\). Thus, in particular, \(e_1(I) = \overline{e}_1(I)\). Hence, by [18, Proposition 3.2], \(R(I)\) satisfies the condition \(R_1\) of Serre.

(e) By (a), one has an exact sequence

\[
0 \to R(I) \to R(m^d) \to C \to 0,
\]

with \(C\) a module of finite length. In particular, depth \(C = 0\). Since \(R(m^d)\) is Cohen–Macaulay, then depth \(R(I) = \text{depth } C + 1 = 1\).

Now, clearly \(\text{depth } \text{gr}_I(R) \leq \text{depth } R(I) = 1\). Supposing that \(\text{depth } \text{gr}_I(R) > 0\), let \(a \in I \setminus I^2\) be such that its image in \(I/I^2 \subseteq \text{gr}_I(R)\) is a regular element. Then one has an exact sequence

\[
0 \to \text{gr}_I(R)(-1) \to R(I)/aR(I) \to R_{R/(a)}(I/(a)) \to 0
\]

(see [41, Proposition 5.1.11]). Since \(a\) is regular on \(R(I)\) then the middle term has depth zero, while the rightmost term – being a Rees algebra over a Cohen–Macaulay ring of dimension \(\geq 1\) – has depth \(\geq 1\). It follows that \(\text{gr}_I(R) \simeq \text{gr}_I(R)(-1)\) has depth zero; a contradiction. \(\square\)

5.2 Syzygetic ideals

For the main result in this part recall the notion of a syzygetic ideal \(I \subset R\) as being one such that the natural surjection \(S^*_R(I) \to R_R(I)\) is an isomorphism in degree \(\leq 2\), where \(S^*_R(I)\) is the symmetric algebra of \(I\). In particular, for such an ideal, \(I^2\) coincides with the second symmetric power of \(I\), hence the minimal number of generators of \(I^2\) is given by \(\binom{\mu(I)+1}{2}\), where \(\mu(I)\) stands for the minimal number of generators of \(I\).

In the ternary case we can bring over the fiber cone.

**Theorem 4.2** Let \(I \subset R = \mathbb{k}[x, y, z]\) denote a codimension 3 homogeneous \(d\)-equigenerated Gorenstein ideal minimally generated by \(2d + 1\) forms. Assume that \(d \geq 2\).

(a) \(I^m = m^{nd}\) for every \(m \geq 2\).
(b) The reduction number of \(I\) is 2.
(c) The (regular) rational map \( \mathcal{F} : \mathbb{P}^2 \rightarrow \mathbb{P}^{2d} \) defined by a set of forms spanning \( |I|_d \) is birational onto the image.

(d) The Rees algebra \( \mathcal{R}(I) \) satisfies the condition \( R_1 \) of Serre.

(e) \( \text{depth gr}_I(R) = 0 \).

(f) The fiber cone \( \mathcal{F}(I) \) is not Cohen-Macaulay.

Recall that \( I \) is syzygetic (see [16, Proposition 2.10] for the case where \( \text{char}(\Bbbk) \neq 2 \) and [35, Theorem 1] for any \( \Bbbk \)).

**Proof** (a) Since \( I \) is syzygetic then
\[
\mu(I^2) = \left( \frac{\mu(I) + 1}{2} \right) = \left( \frac{2d + 2}{2} \right) = \mu(m^{2d}).
\]
Thus, \( I^2 \subset m^{2d} \) is an inclusion of homogeneous ideals in the same degree \( 2d \), having the same minimal number of homogeneous generators. Hence, \( I^2 = m^{2d} \) and, by Proposition 4.1, \( I^m = m^{md} \) for every \( m \geq 2 \).

Items (c) through (e) are follow directly from the analogous statements in Proposition 4.1. It remains to deal with (b) and (f).

(b) By (a) and Proposition 4.1, one has \( r(I) \leq 2 \). On the other hand, since \( I \) is syzygetic one has \( 2 \leq r(I) \). Hence, \( r(I) = 2 \).

(f) Suppose that the fiber cone is Cohen–Macaulay. Then the reduction number \( r(I) \) is the Castelnuovo-Mumford regularity \( \text{reg}(\mathcal{F}(I)) \) of \( \mathcal{F}(I) \) (see, e.g., [14, Proposition 1.2]). By (b), the latter is 2. But since \( I \) is syzygetic, the defining ideal of \( \mathcal{F}(I) \) over \( S := \Bbbk[T_1, \ldots, T_{2d+1}] \) admits no forms of degree 2, hence is generated in the single degree 3. Together these imply that the minimal graded free resolution of \( \mathcal{F}(I) \) over \( S \) is linear. Moreover, the length of the resolution is \( 2d + 1 - e(I) = 2d - 2 \). Again, since \( \mathcal{F}(I) \) is Cohen–Macaulay, by [20, Theorem 1.2] the multiplicity of the fiber cone \( \mathcal{F}(I) \) is
\[
eq \left( \frac{e(\mathcal{F}(I))}{2d - 2} \right) = \left( \frac{2d^2}{2} \right) = d(2d - 1).
\]
Now consider the rational map \( \mathcal{F} : \mathbb{P}^2 \rightarrow \mathbb{P}^{2d} \) defined by the given generators of \( I \) in degree \( d \), and let \( \text{deg}(\mathcal{F}) \) denote the degree of \( \mathcal{F} \). Since \( I \) is equigenerated then \( \mathcal{F}(I) \) is isomorphic to the \( \Bbbk \)-subalgebra \( \Bbbk[|I|_d] \subset R \), while the latter is up to degree normalization the homogeneous defining ideal of the image of \( \mathcal{F} \). Then, since \( \mathcal{F} \) is birational, by [39, Theorem 6.6 (a)] one has \( e(\mathcal{F}(I)) = d^2 \), i.e., \( 2d - 1 = d \), which is absurd for \( d \geq 2 \).

\[ \square \]

5.3 Application to the Gorenstein case

**Corollary 4.3** (char(\( \Bbbk \)) \( \neq 2 \)) Let \( I \) denote a codimension 3 homogeneous Gorenstein ideal in \( \Bbbk[x, y, z] \) with datum \( (d, 2d + 1) \), where \( d \geq 2 \). Then all assertions of Theorem 4.2 hold true.

**Proof** Since char(\( \Bbbk \)) \( \neq 2 \), then \( I \) is syzygetic [16, Proposition 2.8]. \( \square \)

For the non-linear case, we have the following:
Proposition 4.4 Let $I \subset R = \mathbb{k}[x, y, z]$ be a codimension 3 Gorenstein ideal with datum $(d, r)$ and skew-degree $d'$. Let $\mathcal{F} : \mathbb{P}^2 \to \mathbb{P}^{r-1}$ be the rational map defined by the linear system $|I|_d$. If the reduction number of $I$ is at most 2 and $\mathcal{F}(I)$ is Cohen-Macaulay then:

(a) $(r - 2)$ divides $d'^2$.
(b) If $r \geq 5$ then $\mathcal{F}$ is not birational onto the image.

Proof (a) Since $I$ is syzygetic, the assumption implies that the reduction number of $I$ is exactly 2. Since $\mathcal{F}(I)$ is Cohen-Macaulay then the same argument as in the proof of Theorem 4.2 (g) yields $e(\mathcal{F}(I)) = \binom{r-1}{2}$. Again, by [39, Theorem 6.6], $\binom{r-1}{2} \deg(\mathcal{F}) = d'^2$. By definition, $d = (r - 1)d'/2$, hence

$$2(r - 2) \deg(\mathcal{F}) = (r - 1)d'^2.$$  \hfill (17)

Since gcd{$(r - 2), (r - 1)$} = 1 then $(r - 2)$ divides $d'^2$, as desired.

(b) Since $(r - 1)/2 > 1$ then (17) forces $\deg(\mathcal{F}) > 1$. Hence, $\mathcal{F}$ is not birational. \hfill $\square$
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