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Abstract

Decay rates for the energy of solutions of the damped wave equation on the torus are studied. In particular, damping invariant in one direction and equal to a sum of squares of nonnegative functions with a particular number of derivatives of regularity is considered. For such damping energy decays at rate $1/t^{2/3}$. If additional regularity is assumed the decay rate improves. When such a damping is smooth the energy decays at $1/t^{4/5-\delta}$. The proof uses a positive commutator argument and relies on a pseudodifferential calculus for low regularity symbols.

1 Introduction

Let $W$ be a bounded, nonnegative damping function on a compact Riemannian manifold $M$, and let $v$ solve
\[
\begin{cases}
\partial_t^2 v - \Delta v + W(x)\partial_t v = 0 & t > 0, \\
(v, \partial_t v)|_{t=0} = (v_0, v_1) \in C^\infty(M) \times C^\infty(M) & t = 0.
\end{cases}
\]

The primary object of study in this paper is the energy
\[
E(v, t) = \frac{1}{2} \int |\nabla v|^2 + |\partial_t v|^2 dx.
\]

When $W$ is continuous it is classical that uniform stabilization is equivalent to geometric control by the positive set of the damping. That is $E(t) \leq Cr(t) E(0)$, with $r(t) \to 0$ as $t \to \infty$, if and only if there exists $L$, such that all geodesics of length at least $L$ intersect $\{W > 0\}$. Furthermore, in this case the optimal $r(t)$ is exponentially decaying in $t$.

When the geometric control condition does not hold decay is instead of the form.
\[
E(t)^{1/2} \leq Cr(t) (\|v_0\|_{H^2} + \|v_1\|_{H^1}).
\]

Then the optimal $r(t)$ depends on the geometry of $M$ and $\{W > 0\}$, as well as properties of $W$ in a neighborhood of $\{W = 0\}$. This paper explores this dependence for translation invariant damping functions on the torus, and proves decay of the form
\[
E(t)^{1/2} \leq C(1 + t)^{-\alpha} (\|v_0\|_{H^2} + \|v_1\|_{H^1}).
\]
Such decay is guaranteed on the torus with $\alpha = 1/2$ when $\{W > 0\}$ is open and nonempty by [AL14].

First, when the damping is a sum of squares of sufficiently regular $y$-invariant functions there is an improved decay rate.

**Theorem 1.1.** Let $M$ be the torus $(\mathbb{R}/2\pi\mathbb{Z})_x \times (\mathbb{R}/2\pi\mathbb{Z})_y$. Suppose $W(x, y) = W(x)$ and satisfies

1. For some $\sigma \in (0, \pi)$, $W$ is bounded below by a positive constant for $x \in [-\pi, \pi] \setminus [-\sigma, \sigma]$,
2. There exists $\sigma_1 \in (0, \pi - \sigma)$ and there exist functions $v_j(x) \geq 0, v_j \in W^{9,\infty}(-\sigma - \sigma_1, \sigma + \sigma_1)$, such that $W(x) = \sum_j v_j(x)^2$ on $(-\sigma - \sigma_1, \sigma + \sigma_1)$.

Then there exists $C$ such that (2) holds with $\alpha = \frac{2}{3}$.

If the damping is instead smooth and $y$-invariant there is an additional improvement.

**Theorem 1.2.** Let $M$ be the torus $(\mathbb{R}/2\pi\mathbb{Z})_x \times (\mathbb{R}/2\pi\mathbb{Z})_y$. Suppose $W(x, y) = W(x)$ and satisfies

1. For some $\sigma \in (0, \pi)$, $W$ is bounded below by a positive constant for $x \in [-\pi, \pi] \setminus [-\sigma, \sigma]$,
2. $W \in C^\infty(\mathbb{R}/2\pi\mathbb{Z})$.

Then for all $\varepsilon > 0$ there exists $C$ such that (2) holds with $\alpha = \frac{4}{5} - \varepsilon$.

Both of these theorems are actually consequences of the following result. When the damping is a sum of squares of functions with $k_0$ derivatives there is an improved decay rate which depends on $k_0$.

**Theorem 1.3.** Let $M$ be the torus $(\mathbb{R}/2\pi\mathbb{Z})_x \times (\mathbb{R}/2\pi\mathbb{Z})_y$. Suppose $W(x, y) = W(x)$ and satisfies

1. For some $\sigma \in (0, \pi)$, $W$ is bounded below by a positive constant for $x \in [-\pi, \pi] \setminus [-\sigma, \sigma]$,
2. There exists $k_0 \geq 9, \sigma_1 \in (0, \pi - \sigma)$ and there exist functions $v_j(x) \geq 0, v_j \in W^{k_0,\infty}(-\sigma - \sigma_1, \sigma + \sigma_1)$, such that $W(x) = \sum_j v_j(x)^2$ on $(-\sigma - \sigma_1, \sigma + \sigma_1)$.

Let $\tau_{\text{min}} > \max \left( \frac{k_0 + 2}{2k_0 - 4}, \frac{7}{k_0 - 1} \right)$ then there exists $C$ such that (2) holds with $\alpha = \frac{2}{\tau_{\text{min}} + 2}$.

**Remarks**

- The two constraints for $\tau_{\text{min}}$ in terms of the regularity $k_0$ are needed to guarantee error terms in composition expansions are small. In particular $\tau_{\text{min}} > \frac{k_0 + 2}{2k_0 - 4}$ is needed to ensure (15) holds and $\tau_{\text{min}} > \frac{7}{k_0 - 1}$ is needed to ensure (19) holds. These constraints are sharp on these inequalities, but are also used in other estimates in the proof.
Theorem 1.1 is just Theorem 1.3 when $k_0 = 9$. So $\tau_{\min}$ can be taken $= 1$ which gives decay at $\alpha = 2/3$.

On the other hand by [Bon05] if $W \in C^{2k_0}(a,b)$ then there exist $v_1, v_2 \in C^{k_0}(a,b)$ such that $W = v_1^2 + v_2^2$ on $(a,b)$. Therefore if $W \in C^{2k_0}(-\sigma - \sigma_1, \sigma + \sigma_1)$ it satisfies hypothesis 2 of the theorem. Theorem 1.2 then follows from Theorem 1.3 and the result of Bony. In particular for any fixed $k_0$ there is an appropriate expansion and so $\tau_{\min}$ can be taken arbitrarily close to $1/2$ which gives decay at $\alpha = 4/5 - \delta$.

The equivalence of uniform stabilization and geometric control for continuous damping functions was proved by Ralston [Ral69], and Rauch and Taylor [RT75] (see also [BLR92] and [BG97], where $M$ is also allowed to have a boundary). For some more recent finer results concerning discontinuous damping functions, see Burq and Gérard [BG18].

Decay rates of the form (1) go back to Lebeau [Leb96]. When $W \in C(M)$ is nonnegative and $\{W > 0\}$ is open and nonempty, then decay of the form (1) holds with $r(t) = 1/\log(2+t)$ in [Bur98, Leb96]. Furthermore, this is optimal on spheres and some other surfaces of revolution [Leb96]. At the other extreme, if $M$ is a negatively curved (or Anosov) surface, and $W \in C^\infty(M)$, $W$ nonnegative and not identically zero, then (1) holds with $r(t) = Ce^{-ct}$ [DJN19].

When $M$ is a torus, these extremes are avoided and the best bounds are polynomially decaying as in (2). Anantharaman and Léautaud [AL14] show (2) holds with $\alpha = 1/2$ when $W \in L^\infty$, $W \geq 0$, and $W > 0$ on some open set, as a consequence of Schrödinger observability/control [Jaf90, Mac10, BZ12]. The more recent result of Burq and Zworski on Schrödinger observability and control [BZ19] weakens the final requirement to merely $W \neq 0$. Anantharaman and Léautaud [AL14] further show that if supp $W$ does not satisfy the geometric control condition then (2) cannot hold for any $\alpha > 1$. They also show if there exists $C > 0$ such that $W$ satisfies $|\nabla W| \leq CW^{1-\varepsilon}$ for $\varepsilon < 1/29$ and $W \in W^{k_0,\infty}$ for $k_0 \geq 8$ then (2) holds with $\alpha = 1/(1+4\varepsilon)$.

Note that Theorem 1.3 improves the dependence between $|\nabla W| \leq W^{1-\varepsilon}$ estimates and decay rate with slightly different hypotheses. That is a damping satisfying the hypotheses of Theorem 1.3 has $|\nabla W| \leq CW^{1/2}$, which, if the [AL14] result applied to $\varepsilon = 1/2$, would only give (2) with $\alpha = 1/3$, no better than the generic upper bound, whereas Theorem 1.3 gives (2) with at least $\alpha = 2/3$.

Additionally, because of the result in [Bon05], Theorem 1.3 applies to sufficiently regular damping, which is invariant in one direction, without additional hypotheses. In particular [AL14] mention that their results do not give an improvement over the Schrödinger observability bound for smooth damping vanishing like $W = e^{-1/x} \sin(1/x)^2$, while Theorem 1.3 does.

For earlier work on the square and partially rectangular domains see [LR05] and [BH07] respectively, and for polynomial decay rates in the setting of a degenerately hyperbolic undamped set, see [CSVWT14].
In [Kle19], it was shown that if $W = (|x| - \sigma)^\beta_+ \pm$ near $[-\sigma, \sigma]$, then (2) holds with $\alpha = (\beta + 2)/((\beta + 4)$ and cannot hold for all solutions with $\alpha > (\beta + 2)/((\beta + 3)$. In the case of constant damping on a strip the result that (2) holds with $\alpha = 2/3$ is due to Stahn [Sta17], and the result that it does not hold for $\alpha > (\beta + 2)/((\beta + 3)$. In [DK19] it was shown that for $W : (|x| - \sigma)^\beta_+ \pm$ near $[-\sigma, \sigma]$, (2) holds with $\alpha = (\beta + 2)/((\beta + 3)$, which is sharp when $W = (|x| - \sigma)^\beta_+ \pm$ near $[-\sigma, \sigma]$.

These results along with Theorem 1.3 suggest that sharp decay rate on the torus could be determined by the regularity of the damping at the boundary of its support. The other likely alternative is that the sharp decay rate is determined by the value of $\varepsilon$ for which $W$ satisfies $|\nabla W| \leq CW^{1-\varepsilon}$. Although the sharp decay rate for polynomial damping $W = (|x| - \sigma)^\beta_+$, this does not disambiguate between these cases as $W \in W^{\beta, \infty}$ and $W$ satisfies $|\nabla W| \leq W^{1-1/\beta}$. A good candidate for distinguishing these is $W$ smooth and vanishing like $e^{-1/2x} \sin(1/x)^2$, as it only satisfies $|\nabla W| \leq CW^{1/2}$.

If regularity determines the sharp decay rate for any $\delta > 0$ such an oscillating damping should decay at $1/t^{1-\delta}$ as there are other smooth dampings which decay this fast. As in [AL14], a smooth damping vanishing like $e^{-1/2x}$ satisfies $|\nabla W| \leq CW^{1-\varepsilon}$ for any $\varepsilon > 0$ and so for any $\delta > 0$ decays at $1/t^{1-\delta}$. If on the other hand the derivative bound condition $|\nabla W| \leq CW^{1-\varepsilon}$ determines the sharp decay rate, the fact that $W = (|x| - \sigma)^2_+$ also satisfies $|\nabla W| \leq W^{1/2}$ and has solutions which decay no faster than $1/t^{1/5}$, means an oscillating damping also should have solutions which decay no faster than $1/t^{1/5}$. Theorem 1.3 does not guarantee or rule out either of these, so resolving this question would be an interesting area for future work.
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1.1 Outline of Proof

By a Fourier transform in time, it is enough to study the associated stationary problem. More precisely, by Theorem 2.4 of [BT10], as formulated in Proposition 2.4 of [AL14], decay with $\alpha = 2/\tau_{\text{min}}$ follow from showing that there are constants $C, q_0 > 0$ such that, for any $q \geq q_0$, $$\|(-\Delta + iqW - q^2)^{-1}\|_{L^2(\mathbb{T}^2) \to L^2(\mathbb{T}^2)} \leq Cq^{1/\alpha - 1} = Cq^{\tau_{\text{min}}/2}.$$ Because the damping $W$ depends only on $x$ this can be reduced to a 1 dimensional problem by expanding in a Fourier series in the $y$ variable. Let $k$ be the vertical Fourier mode, set
\[ \beta = q^2 - k^2, \text{ take } f \in L^2(\mathbb{R}/2\pi\mathbb{Z}) \text{ and consider } u \in H^2(\mathbb{R}/2\pi\mathbb{Z}) \text{ solving} \]
\[- u'' + iqWu - \beta u = f. \quad (3)\]

Then it is enough to show that there are \( C, q_0 > 0 \), such that for any \( f \), any \( q \geq q_0 \) and any real \( \beta \leq q^2 \), if \( u \) solves (3) then
\[ \int |u|^2 \leq C q_{\min} \int |f|^2. \]

Here, and below, all integrals are over \( \mathbb{R}/2\pi\mathbb{Z} \). A more precise dependence on \( \beta \) is obtained, for any \( \varepsilon_1, \varepsilon_2 > 0 \) there exists a constant \( C \) such that
\[ \int |u|^2 \leq C \int |f|^2, \quad \text{when } \beta < \frac{\pi^2}{16(\sigma + \varepsilon_1)^2}, \quad q \geq q_0, \quad (4) \]
and
\[ \int |u|^2 \leq C q_{\min} \int |f|^2, \quad \text{when } \varepsilon_2 < \beta \leq q^2, \quad q \geq q_0. \quad (5) \]

It is clear that for \( \varepsilon_1, \varepsilon_2 \) small enough, (4) and (5) cover all \( \beta \leq q^2 \). This \( \beta \) can be thought of as the “horizontal energy” of the solution. The larger it is, the larger \( u \) is relative to \( q \) in the \( \xi \) direction in phase space.

Equation (4) is the low horizontal energy case and is proved in section 2. Equation (5) is the high horizontal energy case and is the main estimate. It follows by an elliptic estimate and a positive commutator argument. Section 3 contains an outline of the proof of (5), and sections 4 and 5 contain proofs of the subsidiary estimates in the proof of (5). Appendix A contains some important facts about pseudodifferential operators with finite regularity symbols.

The following is a frequently invoked and important estimate.

**Lemma 1.4.** For any \( \beta \in \mathbb{R}, q > 0 \) and \( u, f \) solving (3)
\[ \int W |u|^2 \leq q^{-1} \int |fu|. \quad (6) \]

**Proof.** Multiply (3) by \( \bar{u} \) then take the imaginary part, integrating by parts to see that the term \( \langle \Delta u, u \rangle \) is real. \( \square \)

### 2 Proof of low horizontal energy estimate (4)

**Proof.** To prove (4) multiply (3) by \( \bar{u} \) and a nonnegative function \( b_{\varepsilon_1} \in C^\infty(\mathbb{R}/2\pi\mathbb{Z}) \) with
\[ b_{\varepsilon_1}(x) = \begin{cases} \cos \left( \frac{\pi}{2(\sigma + \varepsilon_1)} x \right) & |x| < \sigma + \varepsilon_1/2, \\ 0 & |x| > \sigma + \varepsilon_1. \end{cases} \]
Then integrate and take the real part to obtain
\[ -Re \int b_{\varepsilon_1} u'' \bar{u} - \beta \int b_{\varepsilon_1} |u|^2 = Re \int b_{\varepsilon_1} f \bar{u}. \]

Integrating by parts once gives
\[ \int b_{\varepsilon_1} |u'|^2 + Re \int ub'_{\varepsilon_1} \bar{u}' - \beta \int b_{\varepsilon_1} |u|^2 = Re \int b_{\varepsilon_1} f \bar{u}. \]

Integrating by parts the \( ub'_{\varepsilon_1} \bar{u}' \) term again and taking advantage of the \( Re \) gives
\[ \int b_{\varepsilon_1} |u'|^2 + \int \left( -\frac{b_{\varepsilon_1}}{2} - \beta b_{\varepsilon_1} \right) |u|^2 = Re \int b_{\varepsilon_1} f \bar{u}. \] \hspace{1cm} (7)

Now note that \(-\frac{b_{\varepsilon_1}}{2} = \frac{\pi^2}{8(\sigma + \varepsilon_1)^2} b_{\varepsilon_1} \) for \( |x| < \sigma + \frac{\varepsilon_1}{2} \). Thus for \( \beta < \frac{\pi^2}{16(\sigma + \varepsilon_1)^2} \)
\[ \frac{b_{\varepsilon_1}}{2} - \beta b_{\varepsilon_1} > c \text{ on } |x| < \sigma + \frac{\varepsilon_1}{2}. \]

So adding a multiple of (6), the damping estimate, to (7) gives
\[ \int |u|^2 \leq \left( C_{\varepsilon_1} + \frac{1}{q} \right) \int |fu| \leq C_{\varepsilon_1} \left( \int |f|^2 \right)^{1/2} \left( \int |u|^2 \right)^{1/2}. \]

Dividing both sides by \( \left( \int |u|^2 \right)^{1/2} \) gives exactly (4). \( \square \)

3 Proof of high horizontal energy estimate (5)

Now that the proof of (4) is complete for \( \beta < \frac{\pi^2}{16(\sigma + \varepsilon_1)^2} \) it remains to show (5) for \( \varepsilon_2 < \beta \leq q^2 \). This estimate will actually be assembled from estimates on second microlocalized regions of phase space, in order to do so I take a semiclassical rescaling. Let \( \gamma \in \{1, 2\} \), then divide both sides of (3) by \( q^{2/\gamma} \) and set \( h = q^{-1/\gamma} \)
\[ Pu = (-h^2 \partial_x^2 + ih^2 \gamma W - h^2 \beta)u = h^2 f. \] \hspace{1cm} (8)

In this rescaling the bounds \( \varepsilon_2 < \beta \leq q^2 \) become \( \varepsilon_2 < \beta \leq h^{-2\gamma} \). Let \( \tau \in [\tau_{\text{min}}, 1] \). Take \( \sigma_1 \)
as specified by hypothesis 1 and divide phase space \( (\mathbb{R}/2\pi \mathbb{Z})_x \times \mathbb{R}_\xi = T^*S^1 \) into 3 regions:

1. The set where the damping is nontrivial, \( \{(x, \xi) : \sigma + \sigma_1/4 < |x| < \pi \} \)
2. The \( h \) dependent elliptic set of \( P \), \( \{(x, \xi) : |\xi| > 1.5 h^{1-\tau} \} \)
3. The propagating region, \( \{(x, \xi) : |x| < \sigma + \sigma_1/2 \text{ and } |\xi| < 2 h^{1-\tau} \} \).
Although $\gamma$ and $\tau$ can be adjusted freely, for this proof they will have a specific relation. In particular, $(\tau, \gamma)$ will only take values in $(\tau_{\min}, 2), (3\tau_{\min}, 2), (1, 1)$.

Note that in composition expansions involving symbols at scale $h^{1-\tau}$ each additional term is only $h^\tau$ smaller than the previous one, rather than a full power of $h$. Regardless of the values of $\gamma$ and $\tau$ there is a fixed size error terms in the following calculations must be smaller than. Because of this the number of expansion terms taken (and the number of derivatives of regularity $W$ must have) grows at least like $\frac{1}{\tau}$. $\tau_{\min}$ is the smallest possible $\tau$ such that $W$ has enough regularity to achieve the desired error size.

This behavior also clarifies why $\tau$ and $\gamma$ are separate parameters. In Proposition 3.5 the resolvent estimate is $||u||_{L^2}^2 \leq C_{\beta}^2 ||f||_{L^2}$. Because of this a larger $\gamma$ produces a better estimate without decreasing $\tau$, so no additional regularity of $W$ is required. However $\gamma$ cannot always be taken large because the estimate only applies to $\beta < q^{2\tau/\gamma}$ which will not include all of $\beta < q^2$.

Note that in the case $\gamma = \tau = 1$, this is not a second microlocalization as there is no $h$ dependence. The remainder of this section is the statement of the estimates for these regions and then a proof of the high horizontal energy case, [5], using those estimates. The damping estimate is immediate, the elliptic estimate is proved in section 4 and the propagation estimate is proved in section 5.

### 3.1 Damping Estimate

This lemma gives an estimate for the size of $u$ on the set where the damping is nontrivial.

**Lemma 3.1.** For any $\beta \in \mathbb{R}, h > 0$ and $u, f$ solving (8)

$$\left\langle W^{1/2}u \right\rangle_{L^2}^2 \leq h^\gamma ||f||_{L^2} ||u||_{L^2}. \quad (9)$$

This follows immediately from the rescaling and (6).

### 3.2 Elliptic Estimate

Throughout the paper Op refers to the Weyl quantization on the torus (see Appendix A for more details). These lemmas gives an estimate for the size of $u$ on the $h$ dependent elliptic set of $P$, $\{(x, \xi) : \xi > 1.5h^{1-\tau}\}$. Note that in order for $P$ to be bounded away from zero on this set $h^2 \beta$ must be smaller than $h^{2-2\tau}$.

Because of a technicality in the proof there are separate elliptic estimates on $ch^{\tau-1} < \xi < 2$ and $1.5 < \xi$. The cause of this is that the low regularity composition result (Lemma A.6 which is used in the elliptic parametrix construction) requires bounded symbols but $p = \xi^2 + ih^{2-\gamma}W - h^2 \beta$ is unbounded for large $\xi$.

This lemma provides the estimate on $ch^{\tau-1} < \xi < 2$. This estimate has additional importance as it is used multiple times in the proof of the propagation estimate to provide additional control over error terms.
Lemma 3.2. Suppose $W \in W_{k_0,\infty}$ and $\tau \in [\tau_{min}, 1]$. Set $z_1 \in C^\infty(\mathbb{R})$ with

$$z_1(\xi) = \begin{cases} 0 & |\xi| < 1.25 \\ 1 & |\xi| > 1.5 \end{cases},$$

and set $z_2 \in C^\infty_0(\mathbb{R})$ with

$$z_2(\xi) = \begin{cases} 1 & |\xi| < 2 \\ 0 & |\xi| > 3, \end{cases}$$

then let $z(\xi) = z_1(h^{r-1}\xi)z_2(\xi)$ and $Z = \text{Op}(z(\xi))$. There exist $C, h_0 > 0$, such that for $h \leq h_0, \beta$ such that $h^2\beta < h^{2-2\tau}$, and $u, f$ solving (8) then

$$||Zu||^2_{L^2} \leq Ch^{5\tau - 1} ||f||^2_{L^2} + o(h^2) ||u||^2_{L^2}. \quad (10)$$

This lemma provides the estimate on $1 < \xi$. It does not impose any regularity assumptions on $W$ nor does it have a size restriction on $\beta$

Lemma 3.3. Set $\bar{z} \in C^\infty(\mathbb{R})$ with

$$\bar{z}(\xi) = \begin{cases} 0 & |\xi| < 1 \\ 1 & |\xi| > 1.5, \end{cases}$$

and let $\bar{Z} = \text{Op}(\bar{z})$. There exist $C, h_0 > 0$ such that for $h \leq h_0$ and $u, f$ solving (8) then

$$||\bar{Z}u||^2_{L^2} \leq Ch^4 ||f||^2_{L^2} + Ch^{4-\gamma} ||f||_{L^2} ||u||_{L^2}. \quad (11)$$

Lemmas 3.2 and 3.3 are proved in section 4.

3.3 Propagation Estimate

This lemma gives an estimate for the size of $u$ on the propagating region $\{(x, \xi) : |x| < \sigma + \sigma_1/2$ and $|\xi| < 2h^{1-\tau}\}$.

Define $\psi \in C^\infty_0(\mathbb{R})$

$$\psi(\xi) = \begin{cases} 1 & |\xi| < 2 \\ 0 & |\xi| > 3, \end{cases}$$

and $\chi \in C^\infty_0(-\pi, \pi)$

$$\chi(x) = \begin{cases} 1 & |x| < \sigma + \sigma_1/2 \\ 0 & |x| > \sigma + \sigma_1, \end{cases}$$

where both are chosen to have smooth square roots.
Lemma 3.4. Suppose $v_j \in W^{k_0, \infty}$ and fix $\tau \in [\tau_{\min}, 1]$, $\varepsilon_2 > 0$. Set $J = Op(\chi^{1/2}(x)\psi^{1/2}(h^{\tau-1}\xi))$. There exist $C, h_0 > 0$, such that if $h \leq h_0$ and $\beta$ such that $h^2\varepsilon_2 < h^2\beta < h^{2-2\tau}$, then for $u, f$ solving (8)

$$||Ju||_{L^2}^2 \leq C \left( \frac{h^{-\tau}}{\beta} \right) ||f||_{L^2} ||u||_{L^2} + C \frac{h^{6\tau - \gamma - 1}}{\beta} ||f||_{L^2}^2 + o(1) ||u||_{L^2}^2.$$  

Lemma 3.4 is proved in section 5; $h^2\beta \leq h^{2-2\tau}$ is assumed in order to apply the elliptic region estimate in the proof.

3.4 Combination of Estimates

This subsection completes the proof of (5), the high horizontal energy estimate, using the following proposition on different regimes for $\beta, \tau$ and $\gamma$.

Proposition 3.5. Suppose $W \in W^{k_0, \infty}$ and fix $\tau \in [\tau_{\min}, 1], \gamma \in \{1, 2\}$ and $\varepsilon_2 > 0$. There exist $C, h_0 > 0$, such that if $q \geq q_0$ and $\beta$ satisfies $\varepsilon_2 \leq \beta \leq q^{2\gamma}/\gamma$ then for $u$ and $f$ solving (8)

$$||u||_{L^2}^2 \leq C \frac{q^{\gamma}}{\beta^2} ||f||_{L^2}^2.$$  

The form of this estimate helps show why $\tau$ and $\gamma$ are taken as two separate parameters. Taking $\gamma = 2$ produces a better estimate for all values of $\tau$, however the estimate then only applies to $\beta < q$ which does not cover the required range of $\beta < q^2$.

This proposition will be proved using the estimates on the damped region (Lemma 3.1), the elliptic region (Lemmas 3.2 and 3.3) and the propagating region (Lemma 3.4).

Proof of Proposition 3.5. Note that $\beta \leq q^{2\gamma}/\gamma$ guarantees $h^2\beta \leq h^{2-2\tau}$ and taking $q_0$ large enough ensures that $h$ is small enough to apply the Lemmas. Add together (9), (10), (11) and (12),

$$||W^{1/2}u||_{L^2}^2 + ||Zu||_{L^2}^2 + ||\tilde{Z}u||_{L^2}^2 + ||Ju||_{L^2}^2 \leq (h^\gamma + Ch^{4-\gamma} + C\frac{h^{-\tau}}{\beta}) ||f||_{L^2} ||u||_{L^2} + C(h^{5\tau-1} + h^4 + \frac{h^{6\gamma-\gamma-1}}{\beta}) ||f||_{L^2}^2 + (o(h^2) + o(1)) ||u||_{L^2}^2.$$  

Since $\gamma \leq 2$ and $\tau \geq 1/2$, the $(h^\gamma + h^{4-\gamma}) ||f||_{L^2} ||u||_{L^2}$ and $(h^4 + h^{5\tau-1}) ||f||_{L^2}$ terms on the right hand side are automatically smaller than other terms and can be safely ignored.

Now, rewrite the LHS as $\langle (W + Z^2 + \tilde{Z}^2 + J^2)u, u \rangle$ and use the fact that $W(x) + z(\xi)^2 + \tilde{z}(\xi)^2 + \chi(\xi)\psi(h^{\tau-1}\xi)$ is strictly positive on $T^*S^1$ to bound that term from below.
by \( c \| u \|_{L^2}^2 \). Then for \( h \) small enough, absorb all the \( \| u \|_{L^2}^2 \) terms from the right hand side into the left
\[
c \| u \|_{L^2}^2 \leq C \frac{h^{-\gamma}}{\beta} \| f \|_{L^2} \| u \|_{L^2} + C \frac{h^{6\gamma-\gamma-1}}{\beta} \| f \|_{L^2}^2.
\]
Now use Young's inequality on the \( \frac{h^{-\gamma}}{\beta} \| f \|_{L^2} \| u \|_{L^2} \) term and group the resultant \( \| u \|_{L^2}^2 \) onto the left hand side to obtain
\[
\| u \|_{L^2} \leq C \left( \frac{h^{-2\gamma}}{\beta^2} + \frac{h^{6\gamma-\gamma-1}}{\beta} \right) \| f \|_{L^2} \leq C \frac{h^{-2\gamma}}{\beta^2} \| f \|_{L^2}.
\]
Where the second inequality follows because \( \tau > \tau_{\text{min}} > 1/2 \) and \( \gamma \leq 2 \) imply \( 6\gamma - \gamma - 1 > 3 - \gamma - 1 > 0 \), so the second term goes to 0 as \( h \to 0 \) regardless of \( \beta \).

Finally the rescaling \( q = 1/h^{\gamma} \) gives the desired inequality.

To finish the proof of (5) it is necessary to consider different regimes for \( \beta, \tau \) and \( \gamma \) in order to ensure that \( \beta \leq q^{2\tau/\gamma} \) and to obtain the best possible estimate. Suppose \( q \geq q_0 \) and consider three cases for \( \varepsilon \leq \beta \leq q^{2\tau_{\text{min}}} \) (recalling that \( 1/2 \leq \tau_{\text{min}} \leq 1 \))

1. \( \varepsilon \leq \beta \leq q^{\tau_{\text{min}}} \)
2. \( \frac{1}{2} q^{\tau_{\text{min}}} \leq \beta \leq q^{3\tau_{\text{min}}} \)
3. \( \frac{q^{3\tau_{\text{min}}}}{2} \leq \beta \leq q^2 \).

In case 1 choose \( \tau = \tau_{\text{min}} \), \( \gamma = 2 \). Then by Proposition 3.5 there exists \( C > 0 \) such that
\[
\| u \|_{L^2}^2 \leq C q^{\tau_{\text{min}}} \| f \|_{L^2}^2.
\]
In case 2 choose \( \tau = 3\tau_{\text{min}}, \gamma = 2 \). Then by Proposition 3.5 since \( \frac{1}{\beta} \leq \frac{2}{\tau_{\text{min}}} \), there exists \( C > 0 \) such that
\[
\| u \|_{L^2}^2 \leq C q^{3\tau_{\text{min}}} \| f \|_{L^2}^2 \leq C q^{\tau_{\text{min}}} \| f \|_{L^2}^2.
\]
If \( 3\tau_{\text{min}} \geq 2 \), skip case 3 and for case 2 instead take \( \tau = 1, \gamma = 1 \). Then by Proposition 3.5 since \( \frac{1}{\beta} \leq \frac{2}{\tau_{\text{min}}} \), there exists \( C > 0 \) such that
\[
\| u \|_{L^2}^2 \leq C q^{2\tau_{\text{min}}} \| f \|_{L^2}^2 \leq C q^{2\tau_{\text{min}}} \| f \|_{L^2}^2 \leq C q^{\tau_{\text{min}}} \| f \|_{L^2}^2.
\]
where the final inequality follows since \( 3\tau_{\text{min}} \geq 2 \) implies \( 2 - 2\tau_{\text{min}} \leq \tau_{\text{min}} \).

In case 3 choose \( \tau = 1, \gamma = 1 \). Then by Proposition 3.5 since \( \frac{1}{\beta} \leq \frac{2}{q^{3\tau_{\text{min}}} \tau_{\text{min}}} \), there exists \( C > 0 \) such that
\[
\| u \|_{L^2}^2 \leq C q^{2\tau_{\text{min}}} \| f \|_{L^2}^2 \leq C q^{2\tau_{\text{min}}} \| f \|_{L^2}^2 \leq C q^{\tau_{\text{min}}} \| f \|_{L^2}^2.
\]
where the final inequality holds because $\tau_{\min} > 1/2 > 2/7$ implies $2 - 6\tau_{\min} \leq \tau_{\min}$.

Since all $q, \beta$ such that $\varepsilon_2 \leq \beta \leq q^2$ are covered by these three cases this proves the high energy estimate (5). This along with the low energy estimate (4) completes the proof of Theorem 1.3.

So it now remains to prove the elliptic estimates (Lemmas 3.2 and 3.3) and the propagating estimate (Lemma 3.4). They are proved in sections 4 and 5, respectively.

4 Proof of elliptic region estimates Lemmas 3.2 and 3.3

If $W$ is smooth and $\tau - 1$ then a conventional semiclassical parametrix argument produces the desired elliptic estimate (see for example [DZ19] Proposition E.32). Normally as part of that proof $\xi^2$ is composed with $1/p$. This becomes an issue when $W$ is not smooth as the low regularity composition expansion (Lemma A.6) only works with bounded symbols. To address this cutoff functions are used to split the estimate into estimates on a bounded elliptic set (Lemma 3.2) and a standard elliptic set (Lemma 3.3).

Taking $\tau \neq 1$ produces additional issues. The bounded elliptic set is $h$ dependent and $\xi$ is only bounded from below by a power of $h$, rather than a constant. In order to ensure that $p = \xi^2 + i\hbar^{2-\gamma}W - \hbar^2\beta$ is invertible on this set $\beta$ must satisfy $\hbar^2\beta \leq \hbar^{2-2\tau} < c\xi^2$. Therefore $p$ is only bounded from below by a power of $h$ and every division by $p$ creates unfavorable powers of $h$. These unfavorable powers can be controlled, but this requires additional regularity of $W$ and the requirements grow as $\tau$ approaches $1/2$.

In this section I will first prove the estimate on the $h$ dependent elliptic set (Lemma 3.2) and then prove the estimate on the standard elliptic set (Lemma 3.3).

4.1 $h$ dependent elliptic estimate, Lemma 3.2

The proof of Lemma 3.2 follows the conventional semiclassical parametrix argument with adjustments made to handle the issues described above.

The first change is that the parametrix is constructed for a cutoff version of $P, \text{Op}(\chi \rho)$, which is bounded.

Let $\chi \in C_0^\infty(\mathbb{R})$ have

$$\chi(\xi) = \begin{cases} 1 & |\xi| < 3.5 \\ 0 & |\xi| > 4. \end{cases}$$

Define

$$q_0(x, \xi) = \frac{\hbar^{2-2\tau}z(\xi)}{\chi(\xi)(\xi^2 + i\hbar^{2-\gamma}W - \hbar^2\beta)} = \frac{\hbar^{2-2\tau}z(\xi)}{\chi(\xi)p(x, \xi)} = \frac{\hbar^{2-2\tau}z(\xi)}{p(x, \xi)},$$

where $\chi$ can be replaced by $1$ because $\chi \equiv 1$ on $\text{suppz} \subset \{1.5h^{1-\tau} < |\xi| < 3\}$. The $\chi$ is included to simplify the composition with $\text{Op}(\chi \rho)$. 
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For \( j \geq 1 \), recursively define
\[
q_j = -\frac{1}{\chi p} \sum_{l=0}^{j-1} q_{l,j-l},
\]
where \( q_{l,j-l} \) is the \( (j-l) \)th term in the composition expansion \( \text{Op}(q_l)\text{Op}(\chi p) \) and is given by
\[
q_{l,j-l} = C_{j,l} h^{j-l} (\partial_x^{j-l} (\chi p) \partial^{j-l}_\xi q_l + (-1)^{j-l} \partial^{j-l}_\xi (\chi p) \partial^{j-l}_x q_l),
\]
for \( j-l \geq 1 \). Once again the \( \chi \) can be replaced by 1 in the definitions of \( q_j \) and \( q_{l,j-l} \), since \( \chi \) is identically 1 on the support of \( z \) and thus \( q_j \).

These \( q_j \) are used to construct a parametrix for \( \text{Op}(\chi p) \), which in turn is used to control \( Q_j \text{Op}(\chi) P \). In particular, I will show that for \( N \) large enough
\[
\sum_{j=0}^{N} Q_j \text{Op}(\chi p) = \sum_{j=0}^{N} Q_j \text{Op}(\chi) P = h^{2-2\tau} Z + o(h^{3-2\tau}).
\]

To prove this, the \( q_j \) are first shown to be in a particular symbol class (Lemmas 4.2 and 4.3), which gives control of the size of \( Q_j \) as operators on \( L^2 \) (Lemma 4.4). Then \( \sum Q_j \) and \( \text{Op}(\chi p) \) are composed in two different ways, producing error terms of the appropriate size (Lemmas 4.5 and 4.6). Finally, this composition formula is applied to \( u \) which gives the desired elliptic estimate.

The following symbol style estimates for \( p \) and \( \frac{W}{p} \) on \( \text{supp} \ z = \{ 1.5h^{1-\tau} < |\xi| < 3 \} \) are needed to prove the symbol estimates for \( q_j \).

**Lemma 4.1.**

1. For \( m, j, v \in \mathbb{N} \) such that \( 2m \geq 2j \)
\[
\sup_{(x,\xi) \in \text{supp} \ z} \left| \frac{\partial_x^m (p(x,\xi)^j)}{p(x,\xi)^m} \right| \leq Ch^{(\tau-1)(2m-2j+v)}.
\]

2. For \( \alpha, j, t \in \mathbb{N} \) with \( j \geq t \)
\[
\sup_{(x,\xi) \in \text{supp} \ z} \left| h^{(1-\tau)2t} \partial_x^\alpha \left( \frac{ih^{2-\gamma} W)^j}{p^j} \right) \right| \leq Ch^{(\tau-1)\alpha}.
\]

*Proof.*

1) To begin the binomial expansion formula gives
\[
\partial_x^i p(x,\xi)^j = \sum_{l=0}^{j} C_{i,j} \partial_x^l (\xi^2 - h^2 \beta)^j (ih^{2-\gamma} W(x))^{j-l}.
\]
Again using the binomial expansion formula
\[ \partial^\nu_\xi (\xi^2 - h^2 \beta)^l = \partial^\nu_\xi \sum_{k=0}^l C_{k,l} \xi^{2k} (-h^2 \beta)^{l-k} = \sum_{k=0}^l C_{k,v,l} \xi^{2k-v} (-h^2 \beta)^{l-k}. \]

Now note that on supp \( z \), \(|\xi| > 1.5h^{1-\tau}\) while \( h^2 \beta \leq h^{2-2\tau}\) and so \( h^2 \beta \leq \xi^2/2\). Therefore
\[ |\partial^\nu_\xi (\xi^2 - h^2 \beta)^l| \leq \sum_{k=0}^l C|\xi|^{2k-v}|h^2 \beta|^{l-k} \leq \sum_{k=0}^l C|\xi|^{2l-v} \leq C|\xi|^{2l-v}. \]

Now split supp \( z \) into two sets
1. \( A = \{(x, \xi) \in \text{supp} \; z; h^{2-\gamma}W(x) \leq \xi^2\} \)
2. \( B = \{(x, \xi) \in \text{supp} \; z; h^{2-\gamma}W(x) \geq \xi^2\} \)

For \((x, \xi) \in A\)
\[ |\partial^\nu_\xi p^j| \leq \sum_{l=0}^j |\partial^\nu_\xi (\xi^2 - h^2 \beta)^l|h^{2-\gamma} W|^{j-l} \leq \sum_{l=0}^j |\xi|^{2l-v}|\xi|^{|j-l|} \leq C|\xi|^{2j-v}. \]

Also \(|p| = \sqrt{(\xi^2 - h^2 \beta)^2 + (h^{2-\gamma}W)^2} \geq \xi^2 - h^2 \beta \geq c\xi^2\). Therefore
\[ \sup_{(x, \xi) \in A} \frac{|\partial^\nu_\xi p^j|}{p^m} \leq \sup_{(x, \xi) \in A} \frac{C|\xi|^{2j-v}}{|p|^m} \leq \sup_{(x, \xi) \in A} C|\xi|^{2j-v-2m} \leq Ch^{(1-\tau)(2m-2j+v)}, \]

where the last inequality follows since \( \xi > 1.5h^{1-\tau}\) on supp \( z \). This is the desired inequality.

Now consider the second case when \((x, \xi) \in B\) i.e. \( h^{2-\gamma}W \geq \xi^2 \). Then \( \partial^\nu_\xi p \leq \sum_{l=0}^j |\xi|^{2l-v}|h^{2-\gamma} W|^{j-l} \leq |h^{2-\gamma} W|^j \) and \(|p| \geq h^{2-\gamma} W\). Therefore
\[ \sup_{(x, \xi) \in B} \frac{|\partial^\nu_\xi p^j|}{p^m} \leq \sup_{(x, \xi) \in B} \frac{W^j}{(h^{2-\gamma} W)^m} \leq \sup_{(x, \xi) \in B} \frac{1}{\xi^{2(m-j)}} \leq h^{(\tau-1)(2m-2j)} \leq h^{(\tau-1)(2m-2j+v)} \]

since \( \tau - 1 \leq 0 \) and \( \xi > 1.5h^{1-\tau} \) on supp \( z \). These two cases cover all of supp \( z \) and so the desired inequality holds.

2) When \( 2j - 2t \leq \alpha \) this is true as \(|p|^j \geq h^{-2j(\tau-1)}\) and so
\[ \frac{h^{(\tau-1)(-2t)}}{|p|^j} |\partial^\nu_\xi (ih^{2-\gamma} W)^j|^t \leq Ch^{(\tau-1)(-2t+2j)} \leq Ch^{(\tau-1)a}. \]
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So now assume $2j - 2t > \alpha$. Applying $\partial_x^\alpha$ to $(ih^{2-\gamma}W)^{j-t}$ produces a sum of powers of derivatives of $W$. In particular letting $j_0, j_1, \ldots, j_\alpha \in \mathbb{N}$ then

$$\partial_x^\alpha W^{j-t} = \sum C_{j_0, \ldots, j_\alpha} W^{j_0} (\partial_x W)^{j_1} (\partial_x^2 W)^{j_2} \cdots (\partial_x^\alpha W)^{j_\alpha},$$

where the sum is taken over $j_0, j_1, \ldots, j_\alpha$ such that $j_0 + j_1 + \cdots + j_\alpha = j - t$ and $j_1 + 2j_2 + \cdots + \alpha j_\alpha = \alpha$. These conditions guarantee that there are $j - t$ factors of $W$ on the right hand side and that each term in the sum has $\alpha$ total derivatives.

Rearranging the derivative equation and then substituting in a rearranged version of the $W$ powers equation gives

$$\alpha - j_1 = 2j_2 + 3j_3 + \cdots + \alpha j_\alpha \geq 2(j_2 + j_3 + \cdots + j_\alpha) = 2(j - t - j_0 - j_1).$$

Therefore $0 < 2(j - t) - \alpha \leq 2j_0 + j_1$. That is the number of terms with no derivatives or one derivative is somehow bounded from below.

Now note that since $p = \xi^2 + ih^{2-\gamma}W - h^{2\beta}$ then $|p| \geq h^{2-\gamma}W$ and so $|h^{2-\gamma}W| \leq C$. Similarly since $W = \sum v_j^2$ and the $v_j$ are bounded and have bounded derivatives then $|\partial_x W| \leq CW^{1/2}$ and so $|h^{2-\gamma}\partial_x W| \leq \frac{h^{2-\gamma}W^{1/2}}{|p|^{1/2}} \leq C$.

Therefore, again taking the sum over $j_0, j_1, \ldots, j_\alpha$ satisfying the derivative and powers of $W$ constraints, and using powers of $W$ and $\partial_x W$ to cancel powers and half powers of $p$ respectively

$$\frac{|\partial_x^\alpha (ih^{2-\gamma}W)^{j-t}|}{p^j} \leq \sum C_{j_0, \ldots, j_\alpha} \frac{h^{(2-\gamma)(j-t)}W^{j_0} |\partial_x W|^{j_1} |\partial_x^2 W|^{j_2} \cdots |\partial_x^{\alpha} W|^{j_\alpha}}{|p|^j} \leq \sum C |p|^{j - j_0 - \frac{j_1}{2}}.$$

Now using that $|p| \geq c\xi^2$ and $|\xi| > ch^{1-\tau}$ on supp $z$ the above equation gives

$$\sup_{(x,\xi) \in \text{supp } z} \left| h^{(1-\tau)2t} |\partial_x^\alpha (ih^{2-\gamma}W)^{j-t}| \right| \leq \sup_{(x,\xi) \in \text{supp } z} \frac{Ch^{(1-\tau)2t}}{|p|^{j - j_0 - \frac{j_1}{2}}} \leq \sup_{(x,\xi) \in \text{supp } z} \frac{Ch^{(1-\tau)2t}}{|\xi|^{2j - 2j_0 - j_1}} \leq h^{(1-\tau)2t}h^{(\tau - 1)(2j - 2j_0 - j_1)} = Ch^{(\tau - 1)(2j - 2j_0 - j_1)} \leq Ch^{(\tau - 1)\alpha},$$

where the final inequality follows from $2j_0 + j_1 \geq 2(j - t) - \alpha$. \hfill \qedsymbol

The proof of part 2 of this lemma is a key usage of the fact that $|\nabla W| \leq W^{1/2}$ in this paper. Because of this it is worth mentioning that this exact argument does not give a meaningful improvement when $|\nabla W| \leq CW^{1-\varepsilon}$ for $\varepsilon < 1/2$. With such an assumption there is still no improvement from factors of $W$ without any derivatives, the improvement can only come from factors of $\partial_x W$. However when $\alpha$ is even there are always terms with $j_1 = 0$ with no improvement over the stated result.

With these symbol style estimates it is now possible to give the symbol class for $q_0$. Unlike other symbols in this paper, differentiating it in either $\xi$ or $x$ produces factors of $h^{\tau-1}$. 
Lemma 4.2.  
\[ q_0 \in W^{k_0, S_{1,-\tau, 1-\tau}}(T^*S^1). \]

Proof. Since \( \text{supp } z \subset \{1.5h^{1-\tau} < |\xi| < 3 \} \) it is enough to show for \( |\xi| < 3 \) and \( \theta \in \mathbb{N}, |\alpha| \leq k_0 \) that 
\[ |\partial_x^\alpha \partial_\xi^\beta q_0| \leq h^{(\tau-1)(\alpha+\theta)}. \]

To begin, recall a classical fact about higher order derivatives of a quotient.
\[
\partial_x^\alpha \left( \frac{f(x)}{g(x)} \right) = \sum_{k=0}^{\alpha} \sum_{j=0}^k (-1)^j \binom{\alpha}{k} \binom{k+1}{j+1} \frac{1}{g^{j+1}} \partial_x^{\alpha-k} f \partial_x^k g^j \tag{13}
\]

This follows from the Leibniz rule and the Hoppe formula applied to \(1/g\), (for the Hoppe formula see [Joh02] (3.3)).

Therefore
\[ \partial_x^\alpha q_0(x, \xi) = \partial_x^\alpha \left( \frac{h^{2-2\tau} z(\xi)}{p(x, \xi)} \right) = \sum_{j=0}^{\alpha} (-1)^j \frac{h^{2-2\tau} z(\xi)}{p^{j+1}} \partial_x^\alpha p^j. \]

And so
\[ \partial_\xi^\beta \partial_x^\alpha q_0 = \sum_{j=0}^{\alpha} (-1)^j \binom{\alpha+1}{j+1} h^{2-2\tau} \partial_\xi^\beta \left( \frac{z}{p^{j+1}} \partial_x^\alpha p^j \right). \]

Now applying (13) to \( \partial_\xi^\beta \left( \frac{z}{p^{j+1}} \partial_x^\alpha p^j \right) \)
\[ \partial_\xi^\beta \partial_x^\alpha q_0 = \sum_{j=0}^{\alpha} \sum_{v=0}^{\theta} \sum_{w=0}^{v} C_{j, \alpha, v, \theta, w} \frac{h^{2-2\tau}}{p^{(j+1)(w+1)}} \partial_\xi^{\beta-v} (z \partial_x^\alpha p^j) \partial_\xi^v p^{(j+1)w}. \]

So it is sufficient to control each individual term in the sum, which is of the form
\[
Ch^{2-2\tau} \frac{1}{p^{(j+1)(w+1)}} \partial_\xi^{\beta-v} (z \partial_x^\alpha p^j) \partial_\xi^v p^{(j+1)w}, \tag{14}
\]

where \( 0 \leq j \leq \alpha, 0 \leq v \leq \theta \) and \( 0 \leq w \leq v \).

Well by Lemma 4.1
\[
\sup_{(x, \xi) \in \text{supp } z} \left| \frac{\partial_\xi^v (p^{j+1})w}{(p^{j+1})w} \right| \leq O(h^{(\tau-1)v}).
\]

This along with \( |p| \geq h^{2-2\tau} \) gives
\[
\sup_{(x, \xi) \in \text{supp } z} \left| h^{2-2\tau} \frac{1}{p^{(j+1)(w+1)}} \partial_\xi^{\beta-v} (z \partial_x^\alpha p^j) \partial_\xi^v p^{(j+1)w} \right| \leq \sup_{(x, \xi) \in \text{supp } z} C \left| \frac{1}{p^j} \partial_\xi^{\beta-v} (z \partial_x^\alpha p^j) h^{(\tau-1)v} \right|.
\]
Now use the product rule to expand out $\partial_\xi^{\theta-v} (z \partial_x^\alpha p^j)$

$$C \left| \frac{1}{p^j} \partial_\xi^{\theta-v} (z \partial_x^\alpha p^j) h^{(\tau-1)v} \right| \leq \sum_{t=0}^v \left| \frac{1}{p^j} \partial_\xi^{\theta-v-t} z \partial_x^\alpha p^j \right| h^{(\tau-1)v}.$$

Well $|\partial_\xi^{\theta-v-l} z| \leq C h^{(\tau-1)(\theta-v-l)}$ which gives

$$\sum_{t=0}^v \left| \frac{1}{p^j} \partial_\xi^{\theta-v-t} z \partial_x^\alpha p^j h^{(\tau-1)v} \right| \leq \sum_{t=0}^v \left| \frac{1}{p^j} h^{(\tau-1)(\theta-l)} \partial_\xi^\alpha \partial_x^\alpha p^j \right|.$$

Again use the binomial expansion to write

$$p^j = \sum_{t=0}^j C_{j,t} (\xi^2 - h^2 \beta)^t (i h^{2-\gamma} W)^{j-t},$$

and so

$$\partial_\xi^\theta \partial_x^\alpha p^j = \sum_{t=0}^j C_{j,t} \partial_\xi^\theta (\xi^2 - h^2 \beta)^t \partial_x^\alpha (i h^{2-\gamma} W)^{j-t}.$$

Combining this with the previous chain of inequalities and (14) gives

$$\sup_{(x,\xi) \in \text{supp } z} \left| \frac{h^{2-2\tau}}{p^{(j+1)(w+1)}} \partial_\xi^{\theta-v} (z \partial_x^\alpha p^j) \partial_x^\alpha h^{(j+1)w} \right| \leq$$

$$\sup_{(x,\xi) \in \text{supp } z} \sum_{t=0}^v \sum_{l=0}^j \left| \frac{C h^{(\tau-1)(\theta-l)}}{p^j} \partial_\xi^\theta (\xi^2 - h^2 \beta)^t \partial_x^\alpha (i h^{2-\gamma} W)^{j-t} \right|.$$

By the same argument used in part 1 of Lemma 4.1

$$\sup_{(x,\xi) \in \text{supp } z} \left| \partial_\xi^\theta (\xi^2 - h^2 \beta)^t \right| \leq C (h^{\tau-1})^{l-2t}.$$

Therefore

$$\sup_{(x,\xi) \in \text{supp } z} \sum_{t=0}^v \sum_{l=0}^j \left| \frac{C h^{(\tau-1)(\theta-l)}}{p^j} \partial_\xi^\theta (\xi^2 - h^2 \beta)^t \partial_x^\alpha (i h^{2-\gamma} W)^{j-t} \right|$$

$$\leq \sup_{(x,\xi) \in \text{supp } z} \sum_{t=0}^j \left| \frac{C h^{(\tau-1)(\theta-2t)}}{p^j} \partial_x^\alpha (i h^{2-\gamma} W)^{j-t} \right|.$$

Now using part 2 of Lemma 4.1

$$\sup_{(x,\xi) \in \text{supp } z} \left| \frac{h^{(\tau-1)\theta}}{p^j} h^{(1-\tau)2t} \partial_x^\alpha (i h^{2-\gamma} W)^{j-t} \right| \leq C h^{(\tau-1)(\theta+\alpha)},$$

and combining this chain of inequalities gives the desired statement.
Next I show that $q_j$ is a symbol with the same behavior under differentiation by $x$ and $\xi$ but with size $h^{j(2\tau-1)}$.

**Lemma 4.3.**

$$h^{j(1-2\tau)} q_j \in W^{k_0-j} S_{1-\tau,1-\tau}(T^*\mathbb{S}^1)$$

**Proof.** Since $\text{supp} \ z \subset \{1.5h^{1-\tau} < |\xi| < 3\}$ it is enough to show for $|\xi| < 3$ and $\theta \in \mathbb{N}, \alpha \leq k_0 - j$ that

$$|\partial_x^\alpha \partial_\xi^\beta q_j| \leq Ch^{j(2\tau-1)}h^{(\tau-1)(\alpha + \theta)}.$$

This will be proved inductively in $j$. By Lemma 4.2 $q_0$ satisfies this. So assume $|\partial_x^\alpha \partial_\xi^\beta q_l| \leq Ch^{l(2\tau-1)}h^{(\tau-1)(\alpha + \theta)}$ for all $0 \leq l \leq k$ and it is enough to show for $\theta \in \mathbb{N}, \alpha \leq k_0 - j$

$$\sup_{|\xi| < 3} |\partial_x^\alpha \partial_\xi^\beta q_{k+1}| \leq Ch^{l(2\tau-1)(\alpha + \theta)}h^{(\tau-1)(\alpha + \theta)}.$$

By definition

$$q_{k+1} = \frac{1}{p} \sum_{l=0}^k q_{l,k+1-l} = \frac{-q_{k,1}}{p} + \frac{1}{p} \sum_{l=0}^{k-1} q_{l,k+1-l}.$$

Since

$$q_{l,k+1-l} = Ch^{k+1-l}(\partial_x^{k+1-l} p \partial_{\xi}^{k+1-l} q_l + (-1)^{k+1-l} \partial_\xi^{k+1-l} p \partial_x^{k+1-l} q_l)$$

then by the inductive assumption

$$\sup_{|\xi| < 3} |q_{l,k+1-l}| \leq \sup_{|\xi| < 3} Ch^{(k+1-l)\tau} |q_l| \leq Ch^{(k+1-l)\tau} h^{l(2\tau-1)}.$$

Therefore

$$\left| \frac{q_{l,k+1-l}}{p} \right| \leq Ch^{2\tau-2}h^{l(2\tau-1)}h^{(\tau-1)} = Ch^{2\tau-2}h^{l(\tau-1)}h^{(k+1)(\tau-1)}.$$

Now for $0 \leq l \leq k - 1$, since $\tau - 1 \leq 0$,

$$h^{2\tau-2}h^{l(\tau-1)}h^{(k+1)(\tau-1)} \leq h^{2\tau-2}h^{(k+1)(\tau-1)}.$$

Note that

$$2\tau - 2 + \tau k + \tau + k\tau - \tau - k + 1 = 2\tau k + 2\tau - (k + 1) = (2\tau - 1)(k + 1).$$

Therefore

$$|q_{k+1}| \leq \left| \frac{q_{k,1}}{p} \right| + Ch^{(k+1)(2\tau-1)}.$$

The $q_{k,1}$ term requires separate treatment. Recall $q_{k,1} = h(\partial_x p \partial_\xi q_k - \partial_\xi p \partial_x q_k)$. Using the arguments of part 2 of Lemma 4.2 $|\partial_x p| = |\partial_\xi p| \leq Ch^{\tau-1}$ and $|\partial_x p| \leq Ch^{\tau-1}$ on supp $z$ and by the inductive assumption $|\partial_x q_k|, |\partial_\xi q_k| \leq Ch^{(\tau-1)h^{k(2\tau-1)}}$. Therefore

$$\sup_{|\xi| < 3} \left| \frac{q_{k,1}}{p} \right| \leq \sup_{|\xi| < 3} Ch \left( |\partial_x p| |\partial_\xi q_k| + |\partial_\xi p| |\partial_x q_k| \right) \leq Ch^{\tau-1}h^{\tau-1}h^{k(2\tau-1)} = Ch^{(k+1)(2\tau-1)}.$$
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It remains to be seen that $q_{k+1}$ has the correct behavior under differentiation. That is $|\partial_x^\alpha \partial^\theta_{\xi} q_{k+1}| \leq C h^{(k+1)(2\tau-1)} h^{(\tau-1)(\alpha+\theta)}$. Well

$$\partial_x^\alpha \partial_{\xi}^\theta q_{k+1} = - \sum_{l=0}^k \partial_x^\alpha \partial^\theta_{\xi} \frac{\partial^l q_{k+1-l}}{p} = - \sum_{l=0}^k \partial_x^\alpha \partial^\theta_{\xi} \left( \frac{h^{k+1-l}}{p} (\partial_x^{k+1-l} p \partial^1 q_{l} + (-1)^{k+1-l} \partial_x^{k+1-l} p \partial^1 q_{l}) \right)$$

If a derivative falls on $\partial_x p \partial_k q$ or $\partial_x q \partial_\xi q$ this only produces an additional $h^{\tau-1}$. Furthermore, by the argument of Lemma 4.2 any derivatives which fall on $\frac{1}{p}$ produce only $h^{\tau-1}$. Therefore

$$|\partial_x^\alpha \partial_{\xi}^\theta q_{k+1}| \leq C h^{(\tau-1)(\alpha+\theta)} q_{k+1} \leq C h^{(\tau-1)(\alpha+\theta)} h^{(k+1)(2\tau-1)}.$$ 

This is exactly the desired inductive statement, which completes the proof. \hfill \square

With these symbol estimates it is straightforward to control the size of $\text{Op}(q_j)$ on $L^2$.

**Lemma 4.4.**

$$\| \text{Op}(q_j) \|_{L^2 \rightarrow L^2} = C h^{j(2\tau-1)} h^{\tau-1}$$

*Proof.* This follows immediately from Lemma A.2 and Lemma 4.3. In particular

$$\| \text{Op}(q_j) \|_{L^2 \rightarrow L^2} \leq C \sum_{\alpha, \theta \in \{0,1\}} h^{\theta} \| \partial_x^\alpha \partial_{\xi}^\theta \text{Op}(q_j) \|_{L^\infty} \leq \sum_{\alpha, \theta \in \{0,1\}} C h^{j(2\tau-1)} h^{(\tau-1)(\alpha+\theta)} h^{\theta}$$

$$= \sum_{\alpha, \theta \in \{0,1\}} C h^{j(2\tau-1)} h^{(\tau-1)} \alpha \theta \tau \leq C h^{j(2\tau-1)} h^{\tau-1}.$$ \hfill \square

Now using these symbol and operator norm estimates it is possible to compute the composition of $\sum Q_j$ with $\text{Op}(\chi p)$.

**Lemma 4.5.** If $W \in W^{k_0,\infty}$ and $\tau \in [\tau_{\min}, 1]$, 

$$\left( \sum_{j=0}^{k_0-6} Q_j \right) \text{Op}(\chi p) = h^{2-2\tau} Z + o(h^{3-2\tau}).$$

*Proof.* Applying Lemma A.6 part 3 to the composition $Q_j \text{Op}(\chi p)$, (with $N = k_0 - j$ and $\bar{N} = k_0 - j - 5$) produces

$$Q_j \text{Op}(\chi p) = \sum_{k=0}^{k_0-6} \text{Op}(q_{j,k}) + O_{L^2 \rightarrow L^2}(h^{j(2\tau-1)} h^{(k_0-j-5)\tau} h^{5(\tau-1)}).$$

The additional $h^{j(2\tau-1)}$ in the remainder term comes from the fact that $h^{j(1-2\tau)} q_j \in W^{k_0 S_1 - \tau, 1-\tau}$. 
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Now, to control the remainder term, since \( j \leq k_0 - 6 \) and \( \tau - 1 < 0 \)
\[
j(2\tau - 1) + \tau(k_0 - j - 5) + 5(\tau - 1) = \tau k_0 + j(\tau - 1) - 5 \geq \tau k_0 + (k_0 - 6)(\tau - 1) - 5.
\]
Furthermore \( \tau \geq \tau_{\text{min}} > \frac{k_0 + 2}{2k_0 - 4} \) and \( k_0 \geq 8 \geq 8\tau \) and so
\[
\tau k_0 + (k_0 - 6)(\tau - 1) - 5 = (2k_0 + 4)\tau - 10\tau + 1 > k_0 + 2 - 10\tau + 1 = 3 - 2\tau + (k_0 - 8\tau) \geq 3 - 2\tau,
\]
and the remainder error term is always of size \( o(h^{3-2\tau}) \).

Now summing these composition expansions from \( j = 0 \) to \( j = k_0 - 6 \)
\[
\left( \sum_{j=0}^{k_0-6} Q_j \right) \mathrm{Op}(\chi p) = \sum_{j=0}^{k_0-6} \left( \sum_{k=0}^{k_0-j-6} \mathrm{Op}(q_{j,k}) \right) + o(h^{3-2\tau})
\]
\[
= \mathrm{Op} \left( \begin{array}{c}
q_{0,0} + q_{0,1} + q_{0,2} + \cdots + q_{0,0,6} \\
+ q_{0,0} + q_{1,1} + q_{0,2} + \cdots + q_{1,0,7} \\
+ q_{0,0} + q_{2,1} + \cdots + q_{2,0,8} \\
+ q_{0,0} + \cdots + q_{3,0,9} \\
+ \cdots
\end{array} \right) + o(h^{3-2\tau}).
\]

By construction of the \( q_{j,k} \), all columns except for the first sum to zero leaving
\[
\left( \sum_{j=0}^{M-1} Q_j \right) \mathrm{Op}(\chi p) = \mathrm{Op}(q_{0,0}) + o(h^{3-2\tau}) = \mathrm{Op}(q_0 \chi p) + o(h^{3-2\tau}).
\]
Since \( q_0 = \frac{h^{2-2\tau} z(\xi)}{\chi p} \), \( \mathrm{Op}(q_0 \chi p) = \mathrm{Op}(z(\xi)) = Z \) and this is the desired equality. \( \square \)

The composition of \( \sum Q_j \) with \( \mathrm{Op}(\chi p) \) can also be computed in a way that separates \( \mathrm{Op}(\chi) \) and \( P \).

**Lemma 4.6.** If \( W \in W^{k_0,\infty} \) and \( \tau \in \left[ \tau_{\text{min}}, 1 \right] \),
\[
\sum_{j=1}^{k_0-6} Q_j \mathrm{Op}(\chi p) = \sum_{j=1}^{k_0-6} Q_j \mathrm{Op}(\chi)P + o(h^{3-2\tau}).
\]

**Proof.** First, by Lemmas [A.1] and [A.6] part 1 (with \( \tilde{N} = 3 \leq k_0 - 5 \) and \( \rho = 0 \))
\[
\mathrm{Op}(\chi)P = \sum_{k=0}^{2} \frac{(ih)^k}{2^k k!} \mathrm{Op}(\partial^k_{\xi} \chi \partial^k_{\xi} p) + O_{L^2-L^2}(h^3)
\]
\[
= \mathrm{Op}(\chi p) + \sum_{k=1} C_k h^k \mathrm{Op}(\partial^k_{\xi} \chi \partial^k_{\xi} W) + O_{L^2-L^2}(h^3).
\]
Therefore

\[ Q_j \text{Op}(\chi p) = Q_j \text{Op}(\chi) P - \sum_{k=1}^{2} C_k h^k Q_j \text{Op}(\partial_x^k \chi \partial_x^k W) + O_{L^2 \to L^2}(h^3), \]

and it remains to control terms of the form \( Q_j \text{Op}(\partial_x^k \chi \partial_x^k W) \). Well by Lemma \[ A.6 \] part 3 (since \( \partial_x^k W \in W^{k_0-k}S_0 \) and \( h_j^{(1-2\tau)} Q_j \in W^{k_0-j}S_{1-\tau,1-\tau} \) take \( \tilde{N} = k_0 - \max(j,k) - 5 \)

\[ h^k Q_j \text{Op}(\partial_x^k \chi \partial_x^k W) = h^k \sum_{l=0}^{\tilde{N}-1} \frac{(ih)^l}{2^l l!} (\partial_y \partial_x \partial_y \partial_x)^l (q_j(x,\xi) \partial_x^k \chi(\eta) \partial_x^k W(y)) \bigg|_{y=x,\eta=\xi} \]

\[ + O_{L^2 \to L^2}(h^k h_j^{(2\tau-1)} h^{\tau(k_0-\max(j,k)-5)}). \]

All the terms in the sum are 0 because \( \chi \equiv 1 \) on \( \text{supp} \ z \supset \text{supp} q_j \) and so \( \chi^{(k)} \equiv 0 \) on \( \text{supp} q_j \).

The size of the remainders can also be controlled. Since \( j \leq k_0 - 6 \)

\[ k + j(2\tau - 1) + \tau(k_0 - \max(j,k) - 5) + 5(\tau - 1) = \tau k_0 + j(\tau - 1) - 5 + k + j\tau - \max(j,k)\tau \]

\[ \geq \tau k_0 + j(\tau - 1) - 5 \]

\[ \geq \tau k_0 + (k_0 - 6)(\tau - 1) - 5 > 3 - 2\tau, \]

where the last inequality follows from \( [15] \). Therefore

\[ Q_j \text{Op}(\chi p) = Q_j \text{Op}(\chi) P + o(h^{3-2\tau}), \]

and so

\[ \sum_{j=1}^{k_0-6} Q_j \text{Op}(\chi p) = \sum_{j=1}^{k_0-6} Q_j \text{Op}(\chi) P + o(h^{3-2\tau}), \]

as desired. \( \Box \)

With these two composition results the proof of the \( h \) dependent elliptic estimate can be completed.

**Proof of Lemma \[ 3.3 \]** By Lemma \[ 4.5 \]

\[ h^{2-2\tau} Z u = \left( \sum Q_j \right) \text{Op}(\chi p) u + o(h^{3-2\tau})u. \]

and by Lemma \[ 4.6 \]

\[ h^{2-2\tau} Z u = \left( \sum Q_j \right) \text{Op}(\chi p) u + o(h^{3-2\tau})u = \left( \sum Q_j \right) \text{Op}(\chi) Pu + o(h^{3-2\tau})u \]

\[ = \left( \sum Q_j \right) \text{Op}(\chi) h^2 f + o(h^{3-2\tau})u. \]
Take the $L^2$ norm squared of both sides. Then by Lemma 4.4 the $Q_j$ are bounded by $Ch^{\tau-1}$ on $L^2$ and $\text{Op}(\chi)$ is bounded on $L^2$ by Lemma A.2.

\[
h^{4-4\tau} ||Zu||_{L^2}^2 \leq h^4 \left| \sum Q_j \text{Op}(\chi) f \right|_{L^2}^2 + o(h^{6-4\tau}) ||u||_{L^2}^2 \\
\leq Ch^{4\tau-1} ||f||_{L^2}^2 + o(h^{6-4\tau}) ||u||_{L^2}^2 .
\]

Finally multiply both sides by $h^{4\tau-4}$ to obtain the desired inequality.

### 4.2 $\xi > c$ Elliptic estimate, Lemma 3.3

This proof follows the conventional semiclassical parametrix argument with the caveat that $W$ is treated as a perturbation. This allows the parametrix construction to be exact, as it involves only Fourier multipliers. Because of this there are no compositions involving $W$ and so the regularity of $W$ is not involved in this proof. This same construction can also be used to prove an $h$ dependent elliptic estimate, however treating $W$ perturbatively produces an error term that weakens the estimate. This lessens the improvement the estimate makes when applied to error terms in the propagation argument and would weaken the overall conclusion.

**Proof.** Define

\[
\tilde{q}_0 = \frac{\tilde{z}(\xi)}{\xi^2 - h^2\beta} .
\]

Noting that $\tilde{q}_0 \in S^0_0$ since $\xi > 1$ on supp $\tilde{z}$ and $h^2\beta < 1$. Now set $\tilde{Q}_0 = \text{Op}(\tilde{q}_0)$ and let $p_0 = \xi^2 - h^2\beta, P_0 = -h^2 \partial_x^2 - h^2\beta$. Since $q_0$ and $p_0$ both depend only on $\xi$ their composition is exact

\[
\tilde{Q}_0 P_0 = \text{Op}(\tilde{q}_0 p_0) = \tilde{Z}.
\]

Now since $P_0 + ih^{2-\gamma}W = P$,

\[
\tilde{Z}u = \tilde{Q}_0 P u - \tilde{Q}_0 (ih^{2-\gamma}W u) \\
= h^2 \tilde{Q}_0 f - \tilde{Q}_0 (ih^{2-\gamma}W u) .
\]

Take the $L^2$ norm squared of both sides then use that $\tilde{Q}_0$ is bounded on $L^2$ by Lemma A.2

\[
\left| \left| \tilde{Z}u \right| \right|_{L^2}^2 \leq h^4 \left| \left| \tilde{Q}_0 f \right| \right|_{L^2}^2 + h^{4-2\gamma} \left| \left| \tilde{Q}_0 W u \right| \right|_{L^2}^2 \\
\leq Ch^4 ||f||_{L^2}^2 + Ch^{4-2\gamma} ||W u||_{L^2}^2 .
\]

Finally use that $W^2 \leq CW$ and (9), the damped region estimate, to obtain

\[
\left| \left| \tilde{Z}u \right| \right|_{L^2}^2 \leq Ch^4 ||f||_{L^2}^2 + Ch^{4-\gamma} ||f||_{L^2} ||u||_{L^2} .
\]
5 Proof of propagating region estimate Lemma 3.4

With the elliptic and damped region estimates proved, it remains to prove the estimate for the propagating region, that is Lemma 3.4. The plan for this section is as follows: first the computation of a commutator in two different ways, second the estimation of terms in the computation using expansions of compositions of pseudodifferential operators.

Proof of Lemma 3.4 Set \( a = x(x)(\xi h^{-1})\psi(\xi h^{-1}) \) and \( A = \text{Op}(a) \). Note that by Lemma A.2 \( A \) is bounded on \( L^2 \). To begin, compute \( h^{1-\tau}(AP - P^*A) \) in two different ways

\[
h^{1-\tau} \langle [h^2 \partial_x^2, A]u, u \rangle + ih^{3-\gamma-\tau} \langle (AW + WA)u, u \rangle = h^{1-\tau} \langle (AP - P^*A)u, u \rangle = 2ih^{3-\tau}Im \langle f, Au \rangle.
\]

(16)

This equation is the basis of the proof. The right hand side is a term of the form \( Ch^{3-\tau} ||f||_{L^2} ||u||_{L^2} \), which is the primary term in the estimate.

On the left hand side \( h^{3-\gamma-\tau}(AW + WA) \) will produce a \( h^{3-\tau} ||f||_{L^2} ||u||_{L^2} \) and two error terms: \( h^{2-\gamma+6\tau} ||f||_{L^2} \) and \( o(h^3) ||u||_{L^2} \). The \( h^{1-\tau}[h^2 \partial_x^2, A] \) term will provide the \( h^3 Ju \) term as well as another \( h^{3-\tau} ||f||_{L^2} ||u||_{L^2} \) and error terms \( o(h^3) ||u||_{L^2} \) and \( h^{2-\gamma+6\tau} ||f||_{L^2} \).

Note that most of these terms have a common factor of \( h^3 \) which will be divided out in order to obtain the final conclusion. Because of this throughout the section error terms must be of size \( o(h^3) \) to be negligible.

I will first compute the \( AW \) and \( [h^2 \partial_x^2, A] \) terms and then use them to prove Lemma 3.4 Subsection 5.1 estimates the damping anti-commutator \( (AW + WA) \), subsection 5.2 estimates the Laplacian commutator \( [h^2 \partial_x^2, A] \) and subsection 5.3 synthesizes these to complete the proof of Lemma 3.4.

Remark In this section I write

\[
a^{(j)}(\xi h^{-1}) = h^{j(1-\tau)} \partial_x^j (a(x, \xi h^{-1})) = h^{j(1-\tau)} x(\xi) \partial_x^j ((\xi h^{-1})\psi(\xi h^{-1})).
\]

Note that \( a^{(j)} \in \mathcal{S}^0(T^*\mathbb{S}^1) \), see Appendix A for the definition of \( \mathcal{S}^m(T^*\mathbb{S}^1) \). The utility of this notation is that \( h^j \partial_x^j a = h^{j\tau} a^{(j)} \), which simplifies composition expansions. This agrees with the standard usage of the notation: if \( \psi^{(k)}(\xi h^{-1}) \) is the \( k \)th derivative of \( \psi \) evaluated at \( \xi h^{-1} \) then \( h^{k(1-\tau)} \partial_x^k (\psi(\xi h^{-1})) = \psi^{(k)}(\xi h^{-1}) \).

Also in this section, recall that there is a fixed \( \varepsilon_2 > 0 \) and it is assumed that \( h^2 \varepsilon_2 < h^2 \beta < h^2 - 2\tau \). This assumption is needed in order to apply the elliptic estimate (Lemma 3.2) in order to control the size of error terms.

5.1 Damping Anti-commutator estimate

In order to estimate \( h^{3-\gamma-\tau}(AW + WA) \) I will write it as \( h^{3-\gamma-\tau}v_j Av_j \) plus error terms. The \( h^{3-\gamma-\tau}v_j Av_j \) term can be controlled using the damping estimate and is of size \( h^{3-\tau} ||f||_{L^2} ||u||_{L^2} \). The error terms are either of size \( o(h^3) \), which is small enough to be negligible or are
supported on the elliptic set of $P$ and can be further controlled by the elliptic estimate and Lemma A.7. The terms controlled with the elliptic estimate will produce the $h^{2+6\tau}||f||_{L^2}^2$. In particular in this subsection I will show

$$h^{3-\gamma-\tau} |\langle (AW + WA)u, u \rangle| \leq Ch^{3-\tau} ||f||_{L^2} ||u||_{L^2} + Ch^{2+6\tau-\gamma} ||f||_{L^2}^2 + o(h^3) ||u||_{L^2}^2. \quad (17)$$

To begin recall that $W = \sum v_j^2$ so

$$h^{3-\gamma-\tau} (AW + WA) = h^{3-\gamma-\tau} \sum_j v_j^2 A + Av_j^2 = \sum_j h^{3-\gamma-\tau} v_j Av_j + \sum_j h^{2-\gamma} [[h^{1-\gamma} A, v_j], v_j].$$

To control the first term use Lemma A.3 to see $A$ is bounded on $L^2$

$$h^{3-\gamma-\tau} \sum_j |\langle v_j Av_j u, u \rangle| \leq Ch^{3-\gamma-\tau} \sum_j ||v_j u||_{L^2}^2.$$ Then since $v_j^2 \leq \sum_j v_j^2 = W$ use (9)

$$Ch^{3-\gamma-\tau} \sum_j ||v_j u||_{L^2}^2 = Ch^{3-\gamma-\tau} \left| \left| W^{1/2} u \right| \right|_{L^2}^2 \leq Ch^{3-\gamma-\tau} ||f||_{L^2} ||u||_{L^2}.$$

Combining these inequalities gives

$$h^{3-\gamma-\tau} |\langle (AW + WA)u, u \rangle| \leq Ch^{3-\tau} ||f||_{L^2} ||u||_{L^2} + \sum_j h^{2-\gamma} |\langle [[h^{1-\gamma} A, v_j], v_j] u, u \rangle|.$$

The sum of double commutators will be error terms. Its size can be controlled using the elliptic estimate, to do so the double commutator must first be computed.

**Lemma 5.1.** If $v_j \in W^{k_0, \infty}$ and $\tau \in [\tau_{\min}, 1]$, then

$$[[h^{1-\gamma} A, v_j], v_j] = \sum_{l=1}^{k_0} \sum_{k=1}^{k_0-6} \frac{\gamma^{m+l}}{2^{k+l} k! l!} \frac{\gamma^{1-1}(1-(-1)^k)(1-(-1)^l)}{\gamma^{1-1} \gamma^{k+l}} Op(\partial_x^k v_j \partial_x^l v_j a^{(k+l)} + o(h^3))$$

Before proving this in the finite regularity case it is useful outline the proof when $v_j$ is smooth, as the argument is simpler but has the same structure. Fix $M > \left[ \frac{2}{\gamma} + 1 \right]$ and apply Lemma A.4 to compute the commutator

$$[h^{1-\gamma} A, v_j] = h^{1-\gamma} \sum_{k=0}^{M-1} \frac{(ih)^k}{2^k k!} (1 - (-1)^k) Op(\partial_x^k v_j \partial_x^k u) + O_{L^2 \rightarrow L^2}(h^{M\gamma + 1-\gamma}).$$
Then apply Lemma [A.1] again, to compute the double commutator

\[ [[h^{1-\tau} A, v_j], v_j] = h^{1-\tau} \sum_{l=0}^{M-1} \sum_{k=0}^{M-1} \frac{(ih)^{k+l}}{2^{k+l}k!l!} (1 - (-1)^k)(1 - (-1)^l)\text{Op}(\partial_x^k v_j \partial_x^l v_j \partial_x^{k+l}a) + O_{L^2 \to L^2}(h^{M\tau+1-\tau}). \]

Since \( M > \left[ \frac{2}{7} + 1 \right], M\tau + 1 - \tau > 3. \) Therefore

\[ [[h^{1-\tau} A, v_j], v_j] = h^{1-\tau} \sum_{l=0}^{M-1} \sum_{k=0}^{M-1} \frac{(ih)^{(k+l)}}{2^{k+l}k!l!} (1 - (-1)^k)(1 - (-1)^l)\text{Op}(\partial_x^k v_j \partial_x^l v_j \partial_x^{k+l}a) + o(h^3). \]

The terms with \( l = 0 \) or \( k = 0 \) drop out because of the factors \( 1 - (-1)^k \) or \( 1 - (-1)^l \).

The final step is to substitute \( h^k \partial_x^k a = h^{\tau(k+l)}a^{(k+l)} \), which gives an expansion of the desired form.

When \( W \) is not smooth there are two changes: the remainder term is larger and additional care must be taken to track the exact number of derivatives used. The computation of the size of the remainders in this proof are the reason \( \tau_{\text{min}} > \frac{7}{k_0 - 1} \) is required. Other remainder size calculations in this section involving \( \tau \) make use of this relationship between \( \tau_{\text{min}} \) and \( k_0 \) but are not sharp on it.

Proof of Lemma [5.1] Since \( v_j \in W^{k_0, \infty} \) use part 2 of Lemma [A.6] (with \( N = k_0 \)) to compute the commutator

\[ [h^{1-\tau} A, v_j] = \sum_{k=0}^{k_0-6} \frac{(ih)^k}{2^k k!} h^{1-\tau}(1 - (-1)^k)\text{Op}(\partial_x^k v_j \partial_x^k a) + O_{L^2 \to L^2}(h^{(k_0-5)\tau-5(1-\tau)+1-\tau}). \]

There are two key differences between this and the smooth case. The expansion can only be taken to the term \( k_0 - 6 \) and the remainder term has an additional \( h^{-5(1-\tau)} \). These two changes are connected; in order to show that the remainder term is a bounded operator on \( L^2 \) the symbol must be in \( W^{5, \infty} \). Those derivatives of the symbol appear in the \( L^2 \) operator norm of the remainder and each \( \xi \) derivative of \( a \) produces a factor \( h^{1-\tau} \). See Appendix A for a more detailed proof and discussion.

The relationship between the regularity of the damping, \( k_0 \), and \( \tau \) guarantees that the remainder term is \( o(h^3) \). In particular since \( \tau \geq \tau_{\text{min}} > \frac{7}{k_0 - 1} \).

\[ (k_0 - 5)\tau - 5(1-\tau) + 1-\tau = (k_0 - 5)\tau - 4(1-\tau) = (k_0 - 1)\tau - 4 > (k_0 - 1)\frac{7}{k_0 - 1} - 4 = 3. \quad (19) \]

Now replacing \( h^k \partial_x^k a = h^{\tau k} a^{(k)} \) gives

\[ [h^{1-\tau} A, v_j] = \sum_{k=0}^{k_0-6} \frac{ih^{k\tau}}{2^k k!} (1 - (-1)^k)h^{1-\tau}\text{Op}(\partial_x^k v_j a^{(k)}) + o(h^3). \]
To finish computing $[[A, v_j], v_j]$ Lemma A.6 will be applied again, paying special attention to the terms in the sum that are not $O(h^3)$. In particular these terms will be supported on the elliptic set of $P$ and so can be further estimated. However, these terms have derivatives of $v_j$ in them and so their regularity must be carefully tracked.

Since $v_j \in W^{k_0, \infty}$ and $\partial_x^k v_j a^{(k)} \in W^{k_0-k} S_{\rho}$, I can apply Lemma A.6 part 1 with $N = k_0$ (as $k_0 - k \geq 6 > 5$) and obtain

$$h^{1-\tau}h^{k\tau}[\text{Op}(\partial_x^k v_j a^{(k)}), v_j] = \sum_{k=0}^{k_0-6} \frac{i k}{2k!} (1 - (-1)^k) h^{1-\tau} h^{k\tau}[\text{Op}(\partial_x^k v_j a^{(k)}), v_j] + o(h^3)$$

$$= \sum_{k=0}^{k_0-6} \sum_{l=0}^{k_0-6} \sum_{l=0}^{k_0-6} \frac{i k l}{2k! l!} (1 - (-1)^k)(1 - (-1)^l) h^{1-\tau} h^{k+l}[\text{Op}(\partial_x^k v_j \partial_x^l v_j a^{(k+l)})] + o(h^3).$$

The terms with $k = 0$ or $l = 0$ again vanish because of the factors $1 - (-1)^k$ and $1 - (-1)^l$. This gives the formula in the statement of the lemma.

Now the size of $[[A, v_j], v_j]$ can be further controlled since $\text{Op}(\partial_x^k v_j \partial_x^l v_j a^{(k+l)})$ has support contained in $\{2h^{1-\tau} < |\xi| < 3h^{1-\tau}\}$, which is contained in the elliptic set of $P$. Because of this these terms can be further estimated using the elliptic estimate.

**Lemma 5.2.** If $v_j \in W^{k_0, \infty}$ and $\tau \in [\tau_{\min}, 1]$ then

$$|\langle [h^{1-\tau} A, v_j], v_j \rangle u, u \rangle | \leq C h^{6\tau} \|f\|_{L^2}^2 + o(h^3) \|u\|_{L^2}^2. \quad (20)$$

**Proof.** For this proof I will use the notation $b_{k,l} = \partial_x^k v_j \partial_x^l v_j a^{(k+l)}$. In this notation Lemma 5.1 is

$$[[h^{1-\tau} A, v_j], v_j] = \sum_{k=1}^{k_0-6} \sum_{l=1}^{k_0-6} C_{k,l} h^{\tau(k+l)} h^{1-\tau} \text{Op}(b_{k,l}) + o(h^3).$$

The elliptic estimate as written can’t be applied to $\text{Op}(b_{k,l})$ directly because the symbol is not smooth. Instead, I reintroduce the operator $Z$ defined in Lemma 3.2
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The key property here is that $Z \equiv 1$ on $\{1.5h^{1-\tau} < |\xi| < 2\} \supset \text{supp} \,(b_{k,l})$. This along with $b_{k,l} \in W^{\tau_0-\max(k,l)}S_{1-\tau}(T^*S^1)$, means Lemma A.7 can be applied with $N = k_0 - \max(k,l)$

$$\text{Op}(b_{k,l}) = Z \text{Op}(b_{k,l}) Z + O_{L^2 \to L^2}(h^{(k_0-\max(k,l))^{-5}}).$$

That is conjugating $\text{Op}(b_{k,l})$ by $Z$ is $\text{Op}(b_{k,l})$ modulo an error term. Note that there is less regularity for larger $l, k$ and so the error term is larger. However after reintroducing the $h^{1-\tau} h^{(k+l)\tau}$ from the sum the error terms can be uniformly controlled

$$h^{1-\tau} h^{(k+l)\tau} \text{Op}(b_{k,l}) = h^{1-\tau} h^{(k+l)\tau} Z \text{Op}(b_{k,l}) Z + O_{L^2 \to L^2}(h^{(k_0-\max(k,l))\tau-5} h^{(k+l)}h^{1-\tau}).$$

In particular since $\tau \geq \tau_{\min} > \frac{7}{k_0-1}$ and $k, l \geq 1$

$$(k_0 - \max(k,l))\tau - 5 + \tau(k + l) + 1 - \tau = (k_0 + \min(k,l) - 1)\tau - 4 > \frac{7}{\tau} - 4 + \tau = 3 + \tau,$$

and the error term is $o(h^3)$.

Therefore

$$h^{1-\tau} h^{(k+l)\tau} \text{Op}(b_{k,l}) = h^{1-\tau} h^{(k+l)\tau} Z \text{Op}(b_{k,l}) Z + o_{L^2 \to L^2}(h^3). \quad (21)$$

Now, apply $\text{(21)}$ term by term to Lemma 5.1

$$| \langle [h^{1-\tau}A, v_j], v_j \rangle_{L^2} | u, u \rangle | \leq | \langle Z h^{1-\tau}([A, v_j], v_j) Z u, u \rangle | + o(h^3) \| u \|^2_{L^2}. \quad$$

Then use the self-adjointness of $Z$ and the Hölder inequality to write

$$| \langle Z h^{1-\tau}([A, v_j], v_j) Z u, u \rangle | \leq \| h^{1-\tau}([A, v_j], v_j) Z u \|_{L^2} \| Z u \|_{L^2}. \quad$$

Now note that for $k, l \geq 1$,

$$h^{1-\tau} h^{(k+l)\tau} \text{Op}(b_{k,l}) = O_{L^2 \to L^2}(h^{1+\tau}),$$

and $h^{1-\tau}([A, v_j], v_j) = \sum_{k,l \geq 1} h^{1-\tau} h^{(k+l)\tau} \text{Op}(b_{k,l}) + o(h^3) = O_{L^2 \to L^2}(h^{1+\tau})$. Therefore

$$\| h^{1-\tau}([A, v_j], v_j) Z u \|_{L^2} \| Z u \|_{L^2} \leq C h^{1+\tau} \| Z u \|^2_{L^2}. \quad$$

Now apply the elliptic estimate Lemma 3.2 to $Z u$ to see

$$C h^{1+\tau} \| Z u \|^2_{L^2} \leq C h^{6\tau} \| f \|^2_{L^2} + C h^{1+\tau+2} \| u \|^2_{L^2}. \quad$$

Combining this chain of inequalities gives $\text{(20)}$. 

So now use $\text{(20)}$ to estimate the sum of double commutators in $\text{(18)}$

$$h^{3-\gamma-\tau} | \langle (AW + WA)u, u \rangle | \leq C h^{3-\tau} \| f \|_{L^2} \| u \|_{L^2} + C h^{2+6\tau-\gamma} \| f \|^2_{L^2} + o(h^3) \| u \|^2_{L^2}, \quad$$

which is exactly the desired inequality $\text{(17)}$. 
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5.2 Commutator Estimate of $A$ and $h^2 \partial_x^2$

The Laplacian commutator estimate follows from writing $[h^2 \partial_x^2, A]$ as a sum of a cutoff version of $P$, $J = \text{Op}(\chi^{1/2}(x) \psi^{1/2}(\xi h^{\tau-1}))$ and error terms. The error terms are supported in the elliptic or damped set and can be further estimated.

In particular in this subsection I will show

$$2h^3\beta \|Ju\|_{L^2}^2 \leq \left|\left\langle [h^2 \partial_x^2, A]u, u \right\rangle \right| + Ch^3\tau \|f\|_{L^2} \|u\|_{L^2} + Ch^{2+6\tau-\gamma} \|f\|_{L^2}^2 + (Ch^{3+2\tau} \beta + o(h^3)) \|u\|_{L^2}^2.$$  \hfill (22)

To begin note by Lemma [A.1]

$$[h^2 \partial_x^2, h^{1-\tau} A] = \sum_{k=0}^{2} \frac{(ih)^k}{2k!} (1 - (-1)^k) \text{Op}(\partial_x^k (x\chi(x)) \xi \psi(\xi h^{\tau-1}) \partial_x^k \xi^2)$$

$$= 2ih\text{Op}((x\chi' + \chi)\xi^2 \psi(\xi h^{1-\tau})),$$

where there are no terms for $k \geq 3$ since $\partial_x^k \xi^2 = 0$ for $k \geq 3$, and the $k = 0, 2$ terms cancel because $1 - (-1)^k = 0$ then.

Now recall that $p = \xi^2 + ih^{2-\gamma}W - h^2\beta$ so

$$2ih(x\chi' + \chi)\xi^2 \psi(\xi h^{\tau-1}) = 2ihx\chi' \xi^2 \psi + 2ih\chi \psi(\xi h^{\tau-1})(p - ih^{2-\gamma}W + h^2\beta).$$  \hfill (23)

Each of the terms on the right hand side will be estimated in turn. The $h^3\beta$ term will produce the $h^3J$, the remaining terms produce errors.

5.2.1 Estimate of $\text{Op}(\xi^2 \psi x\chi')$

To estimate $\text{Op}(\xi^2 \psi x\chi')$ it is enough to use that $\chi'$ is supported only inside the damped set and apply [9]. In order to do so the $\xi$ dependency of the operator must be eliminated, to do so the approach of Lemma [5.2] is adapted. Lemma [A.7] is still used, but the localizing function now depends on $x$, and $\xi^2 \psi x\chi'$ is smooth in $x$ so the error term is $O(h^\infty)$.

In particular, define $s \in C^\infty(-\pi, \pi)$ with

$$s = \begin{cases} 0 & |x| < \sigma \\ 1 & \sigma + \sigma_1/2 < |x|, \end{cases}$$

and let $S$ be the operator of multiplication by $s$. Note supp $(\chi') \subset \{\sigma + \sigma_1/2 < |x|\}$ so $s \equiv 1$ on supp $(\xi^2 \psi x\chi')$. Then by Lemma [A.7] (since $\chi' \in C^\infty$)

$$\left|\left\langle \text{Op}(\xi^2 \psi(\xi h^{\tau-1}) x\chi'(x))u, u \right\rangle \right| = \left|\left\langle S\text{Op}(\xi^2 \psi(\xi h^{\tau-1}) x\chi'(x))Su, u \right\rangle \right| + O(h^\infty) \|u\|_{L^2}^2.$$
Use that $S$ is self adjoint and the Hölder inequality to write

$$\left| \langle S \text{Op}(\xi^2 \psi(\xi h^{-1}) x \chi'(x)) Su, u \rangle \right| = \left| \langle \text{Op}(\xi^2 \psi(\xi h^{-1}) x \chi'(x)) Su, Su \rangle \right| \leq \left\| \text{Op}(\xi^2 \psi(\xi h^{-1}) x \chi'(x)) Su \right\|_{L^2} \left\| Su \right\|_{L^2}.$$ 

By Lemma $[A.2]$ $h^{2\tau - 2} \text{Op}(\xi^2 \psi(\xi h^{-1}) x \chi'(x))$ is bounded on $L^2$, so

$$\left\| \text{Op}(\xi^2 \psi(\xi h^{-1}) x \chi'(x)) Su \right\|_{L^2} \left\| Su \right\|_{L^2} \leq Ch^{2 - 2\tau} \left\| Su \right\|_{L^2}^2.$$ 

Then since $s \leq CW^{1/2}$ and applying $[O]$

$$h^{2 - 2\tau} \left\| Su \right\|_{L^2} \leq Ch^{2 - 2\tau} \left\| W^{1/2} u \right\|_{L^2}^2 \leq Ch^{2 - 2\tau + \gamma} \left\| f \right\|_{L^2} \left\| u \right\|_{L^2}.$$ 

Combining this chain of inequalities and multiplying both sides by $h$ gives

$$2h \left| \langle \text{Op}(\xi^2 \psi(\xi h^{-1}) x \chi'(x)) u, u \rangle \right| \leq Ch^{3 - 2\tau + \gamma} \left\| f \right\|_{L^2} \left\| u \right\|_{L^2} + O(h^\infty) \left\| u \right\|_{L^2}^2. \quad (24)$$

### 5.2.2 Estimate of $\text{Op}(h^2 \beta \chi \psi)$

To estimate $\text{Op}(\chi \psi)$ write it as $J^2$ plus an error term. By Lemma $[A.1]$

$$\text{Op}(J) \text{Op}(J) = \text{Op}(\chi^{1/2} \psi^{1/2}) \text{Op}(\chi^{1/2} \psi^{1/2}) = \text{Op}(\chi \psi) - h^{2\tau} \text{Op}(r_1),$$

where $r_1 \in S_{1-r}^0$. Using that $J$ is self adjoint and $\text{Op}(r_1)$ is bounded on $L^2$ by Lemma $[A.2]$

$$\left\| J u \right\|_{L^2}^2 = \left| \langle \text{Op}(\chi^{1/2} \psi^{1/2}) \text{Op}(\chi^{1/2} \psi^{1/2}) u, u \rangle \right| \leq \left| \langle \text{Op}(\chi \psi) u, u \rangle \right| + h^{2\tau} \langle \text{Op}(r_1) u, u \rangle \leq \left| \langle \text{Op}(\chi \psi) u, u \rangle \right| + Ch^{2\tau} \left\| u \right\|_{L^2}^2.$$ 

Therefore, multiplying through by $h^{3\beta}$

$$h^{3\beta} \left| \langle \text{Op}(\chi \psi) u, u \rangle \right| \geq h^{3\beta} \left\| J u \right\|_{L^2}^2 - C \beta h^{3 + 2\tau} \left\| u \right\|_{L^2}^2. \quad (25)$$

### 5.2.3 Estimate of $h \text{Op}(\chi \psi p)$

To estimate $\text{Op}(\chi \psi p)$, write it as $\text{Op}(\chi \psi) P$ plus error terms. The error terms are supported on the elliptic set of $P$ or the damped region and are further estimated using Lemma $[3.2]$ or $[9]$ respectively. In particular the following inequality will be shown.

$$h \left| \langle \text{Op}(\chi \psi p) u, u \rangle \right| \leq Ch^3 \left\| f \right\|_{L^2} \left\| u \right\|_{L^2} + Ch^{2 + 6\tau - \gamma} \left\| f \right\|_{L^2}^2 + o(h^3) \left\| u \right\|_{L^2}^2. \quad (26)$$

Note this term appears in $[23]$ as $h \text{Op}(\chi \psi)p$, but to simplify notation this extra factor of $h$ is not carried through the intermediate calculations. Because of this remainders of size $o(h^3)$ are acceptably small, instead of the $o(h^3)$ of other calculations.
To begin, $\text{Op}(\chi \psi) P$ is computed, where special care must be taken with the regularity of the $W$ terms. Since $W \in W^{k_0, \infty}$ by part 2 of Lemmas A.6 and A.1 (Lemma A.1 is used to compose $\text{Op}(\chi \psi)$ and $-h^2 \partial_x^2$, as Lemma A.6 requires symbols to be bounded).

\[
\text{Op}(\chi \psi) P = \text{Op}(\chi \psi)(-h^2 \partial_x^2 + ih^2 \gamma W - h^2 \beta)
\]

\[
= \text{Op}(\chi \psi p) + \sum_{k=1}^{k_0 - 6} \frac{(ih)^k}{2k!} \text{Op} \left( (\partial_y \partial_{\xi} - \partial_x \partial_{\eta})^k \chi(x) \psi(\xi h^{1-\tau})(\eta^2 + ih^2 \gamma W(y)) \right)_{y=x, \eta=\xi} + O_{L^2 \to L^2}(h^{(k_0-5)\tau - 5(1-\tau)}).
\]

As in Lemma 5.1 since $\tau \in [\tau_{\text{min}}, 1]$ with $\tau_{\text{min}} > \frac{7}{k_0 - 1}$

\[
(k_0 - 5)\tau - 5(1 - \tau) = k_0 \tau - 5 > \frac{7}{k_0 - 1}k_0 - 5 > 2,
\]

which guarantees that the remainder term is of size $o(h^2)$.

The sum splits into two separate sums, where the first is only taken to $k = 2$ because $\partial_x^k \xi^2 = 0$ for $k \geq 3$.

\[
\text{Op}(\chi \psi) P = \text{Op}(\chi \psi p) + \frac{2}{k!} \sum_{k=1}^{2} \frac{(ih)^k}{2k!} (-1)^k \text{Op} \left( \partial_x^k \chi(x) \psi(\xi h^{1-\tau}) \partial^k \xi^2 \right)
\]

\[
+ ih^2 \gamma \sum_{k=1}^{k_0 - 6} \frac{(ih)^k}{2k!} \text{Op}(\chi(x) \partial_x^k \psi(\xi h^{1-\tau}) \partial^k W) + o_{L^2 \to L^2}(h^2)
\]

\[
= \text{Op}(\chi \psi p) - \text{Op}(ih \chi' \psi \xi + \frac{h^2}{4} \chi'' \psi) + ih^2 \gamma \sum_{k=1}^{k_0 - 6} \frac{i^k}{2k!} h^{rk} \text{Op}(\chi \psi^{(k)} \partial_x^k W) + o_{L^2 \to L^2}(h^2).
\]

(27)

The two operators and the sum will each be estimated individually. The $\text{Op}(\chi \psi) P$ term is straightforward to control. The second term is supported inside the damped set and is controlled as in subsection 5.2.1. The sum will be controlled by the elliptic estimate using the same argument as Lemma 5.2.

To begin, using the boundedness of $\text{Op}(\chi \psi)$ on $L^2$ and that $Pu = h^2 f$

\[
| \langle \text{Op}(\chi \psi) Pu, u \rangle | \leq Ch^2 ||f||_{L^2} ||u||_{L^2}.
\]

(28)

For the second term, set $g(x, \xi) = ih \chi' \psi \xi + \frac{h^2}{4} \chi'' \psi$. Note that $\chi'$ and $\chi''$ are supported inside the damping set and so an argument as in subsection 5.2.1 will give an improvement. Recall $s \in C^\infty(-\pi, \pi)$

\[
s(x) = \begin{cases} 
0 & |x| < \sigma \\
1 & \sigma + \sigma_1/2 < |x|,
\end{cases}
\]
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and $S$ is the operator of multiplication by $s$. Since $g \in C^\infty$ and $s \equiv 1$ on $\text{supp } g$, by Lemma \ref{lem:estimate}

$$|\langle \text{Op}(g)u, u \rangle| = |\langle S\text{Op}(g)Su, u \rangle| + O(h^\infty) \|u\|^2_{L^2}$$

Using that $S$ is self adjoint, along with the Hölder inequality

$$|\langle S\text{Op}(g)Su, u \rangle| \leq \|\text{Op}(g)Su\|_{L^2} \|Su\|_{L^2}.$$

Now by Lemma \ref{lem:bound} $h^{\tau-2}\text{Op}(g)$ is bounded on $L^2$, so

$$\|\text{Op}(g)Su\|_{L^2} \|Su\|_{L^2} \leq h^{2-\tau} \|Su\|^2_{L^2}.$$

Then since $s \leq CW^{1/2}$ and applying \eqref{eq:bound2}

$$h^{2-\tau} \|Su\|^2_{L^2} \leq C h^{2-\tau} \left \| W^{1/2}u \right \|^2_{L^2} \leq Ch^{2-\tau+\gamma} \|f\|_{L^2} \|u\|_{L^2}.$$ 

Combining this chain of inequalities gives

$$\left \| \text{Op}(ih\chi'\psi z + \frac{h^2}{4} \chi'' \psi)u, u \right \| \leq Ch^{2-\tau+\gamma} \|f\|_{L^2} \|u\|_{L^2} + O(h^\infty) \|u\|^2_{L^2}. \quad \text{(29)}$$

Now to estimate the sum, note that $\chi \psi(z)\partial_x^k W$ is supported in $\{2h^{1-\tau} < |\xi| < 3h^{1-\tau}\}$ which is contained in the elliptic set. The proof of Lemma \ref{lem:support} will be imitated. Conjugate the $\chi \psi(z)\partial_x^k W$ terms in the sum in \eqref{eq:sum} by $Z$ to take advantage of the location of their support. Once again care is taken with the regularity of $\partial_x^k W$ when applying Lemma \ref{lem:estimate}

Set $b_k(x, \xi) = \chi(x)\psi(z) \partial_x^k W(x)$. Recall $Z$ from Lemma \ref{lem:Z} Since $z \equiv 1$ on $\text{supp } (b_k)$ and $\partial_x^k W \in W^{k_0-k, \infty}$, Lemma \ref{lem:estimate} can be applied with $N = k_0 - k$

$$\text{Op}(b_k) = Z\text{Op}(b_k)Z + O_{L^2 \to L^2}(h^{(k_0-k)\tau-5}).$$

So conjugating $\text{Op}(b_k)$ by $Z$ is $\text{Op}(b_k)$ modulo an error term. Once again terms with larger $k$ have less regularity and have larger error terms. However, as before, reintroducing the $h^{\tau k}$ from the sum improves the error terms

$$h^{\tau k}\text{Op}(b_k) = h^{\tau k}Z\text{Op}(b_k)Z + h^{\tau k}O_{L^2 \to L^2}(h^{(k_0-k)\tau-5}).$$

In particular, and as in Lemma \ref{lem:bound} the error term is $o(h^2)$ because $\tau \geq \tau_{\text{min}} > \frac{7}{k_0-1}$ and

$$\tau k + (k_0-k)\tau - 5 = k_0\tau - 5 > \left(\frac{7}{k_0-1}\right) k_0 - 5 > 2.$$

So

$$\left \| h^{\tau k}\text{Op}(b_k)u, u \right \| \leq h^{\tau k} \|Z\text{Op}(b_k)Zu, u\| + o(h^2) \|u\|^2_{L^2}.$$
Continuing to follow the proof of Lemma 5.2, use the self adjointness of $Z$ and the Hölder inequality to write
\[ h^{\tau k} |\langle Z \text{Op}(b_k)Zu, u \rangle| \leq h^{\tau k} \| \text{Op}(b_k)Zu \|_{L^2} \| Zu \|_{L^2}. \]

Now by Lemma A.2, $\text{Op}(b_k)$ is bounded on $L^2$
\[ h^{\tau k} \| \text{Op}(b_k)Zu \|_{L^2} \| Zu \|_{L^2} \leq h^{\tau k} \| Zu \|_{L^2}. \]

Then apply the elliptic estimate, Lemma 3.2, to $Zu$
\[ h^{\tau k} \| Zu \|_{L^2}^2 \leq C h^{5\tau + k\tau - 1} \| f \|_{L^2}^2 + o(h^2) \| u \|_{L^2}^2. \]

Combining this chain of inequalities and multiplying both sides by $h^{2-\gamma}$ gives
\[ h^{2-\gamma} \left| \langle h^{\tau k} \text{Op}(b_k) u, u \rangle \right| \leq C h^{1-\gamma + (5+k)\tau} \| f \|_{L^2}^2 + o(h^2) \| u \|_{L^2}^2 \leq C h^{1-\gamma + 6\tau} \| f \|_{L^2}^2 + o(h^2) \| u \|_{L^2}^2. \]

where the second inequality follows since $k \geq 1$.

Therefore using (28), (29) and (30) to estimate terms in (27)
\[ | \langle \text{Op}(\chi \psi)p, u \rangle | \leq C h^2 \| f \|_{L^2} \| u \|_{L^2} + C h^{2-\tau + \gamma} \| f \|_{L^2} \| u \|_{L^2} + C h^{1-\gamma + 6\tau} \| f \|_{L^2}^2 + o(h^2) \| u \|_{L^2}^2. \]

Multiplying both sides by $h$ and using that $\gamma - \tau \geq 0$ (since $\tau \in (1/2, 1]$ and $\gamma \in \{1, 2\}$) gives the desired inequality
\[ h | \langle \text{Op}(\chi \psi)p, u \rangle | \leq C h^3 \| f \|_{L^2} \| u \|_{L^2} + C h^{2+6\tau - \gamma} \| f \|_{L^2}^2 + o(h^3) \| u \|_{L^2}^2. \]

5.2.4 Estimate of $\text{Op}(\chi \psi W)$

To estimate $\text{Op}(\chi \psi W)$ I write it as $v_j \text{Op}(\chi \psi) v_j$ plus error terms. The $v_j \text{Op}(\chi \psi) v_j$ terms are controlled by the damped region estimate [9]. The error terms are either small or are supported on the elliptic set of $P$ and can be further estimated using Lemma 3.2. In particular the following inequality will be shown
\[ h^{3-\gamma} | \langle \text{Op}(\chi \psi W) u, u \rangle | \leq C h^3 \| f \|_{L^2} \| u \|_{L^2} + C h^{2+7\tau - \gamma} \| f \|_{L^2}^2 + o(h^3) \| u \|_{L^2}^2. \]

Note this term appears in (23) as $h^{2-\gamma} h \text{Op}(\chi \psi W)$, but to simplify notation these extra factors of $h$ are not carried through the intermediate calculations. Because of this remainders of size $o(h^2)$ are acceptably small, instead of the $o(h^3)$ of other calculations.

To begin recall that $W = \sum v_j^2$ and so
\[ \text{Op}(\chi \psi W) = \text{Op} \left( \chi \psi \sum v_j^2 \right) = \sum \text{Op}(\chi \psi v_j^2). \]

This is exactly the principal symbol of $\sum v_j \text{Op}(\chi \psi) v_j$, an expansion of which will now be computed.
First, since \( v_j \in W^{k_0, \infty} \) apply part 2 of Lemma \( A.6 \) with \( \tilde{N} = k_0 - 5 \), to obtain

\[
\text{Op}(\chi \psi)v_j = \sum_{k=0}^{k_0-6} \frac{(ih)^k}{2^kk!} \text{Op}(\chi \partial_x^k \psi(\xi h^{\tau-1}) \partial_x^k v_j) + O_{L^2 \to L^2}(h^{(k_0-5)\tau-5(1-\tau)}).
\]

As in subsection 5.2.3 since \( \tau \geq \tau_{\min} > \frac{7}{k_0-1} \) the remainder term is \( o(h^2) \). In particular

\[
(k_0 - 5)\tau - 5(1-\tau) = k_0 \tau - 5 > \left( \frac{7}{k_0 - 1} \right) k_0 - 5 > 2.
\]

Replacing \( h^k \partial_x^k \psi(\xi h^{\tau-1}) = h^{k\tau} \psi^{(k)}(\xi h^{\tau-1}) \) gives

\[
\text{Op}(\chi \psi)v_j = \sum_{k=0}^{k_0-6} \frac{k^k h^{\tau k}}{2^k k!} \text{Op}(\chi \psi^{(k)} \partial_x^k v_j) + O_{L^2 \to L^2}(h^2).
\]

Now compute the following composition of \( v_j \) and \( \text{Op}(\chi \psi^{(k)} \partial_x^k v_j) \), adjusting the number of terms taken in the expansion based on how many derivatives fallen on \( \partial_x^k v_j \).

\[
v_j \text{Op}(\chi \psi)v_j = v_j \sum_{k=0}^{k_0-6} \frac{k^k h^{\tau k}}{2^k k!} \text{Op}(\chi \psi^{(k)} \partial_x^k v_j) + O_{L^2 \to L^2}(h^2).
\]

(32)

In particular, since \( v_j \in W^{k_0, \infty} \) and \( \chi \partial_x^k v_j \psi^{(k)} \in W^{k_0-k, S_{1-\tau}} \), apply part 1 of Lemma \( A.6 \) with \( \tilde{N} = k_0 - 5 - k \) and \( k_0 - k \geq 5 \).

\[
\frac{i^k}{2^k k!} v_j h^{\tau k} \text{Op}(\partial_x^k v_j \psi^{(k)} \chi) = \sum_{l=0}^{k_0-k-6} \frac{(ih)^l}{2^l l!} \frac{i^k}{2^k k!} h^{\tau k} (-1)^l \text{Op}(\chi \partial_x^l v_j \partial_x^k v_j \partial_x^k \psi^{(k)}) + h^{\tau k} O_{L^2 \to L^2}(h^{(k_0-k-5)\tau-5(1-\tau)}).
\]

Although there are fewer terms taken in the expansion for larger values of \( k \), the additional \( h^{\tau k} \) ensures that the remainder term is \( o(h^2) \). In particular

\[
\tau k + (k_0 - k - 5)\tau - 5(1-\tau) = k_0 \tau - 5 > k_0 \left( \frac{7}{k_0 - 1} \right) - 5 > 2.
\]

Therefore

\[
\frac{i^k}{2^k k!} v_j h^{\tau k} \text{Op}(\partial_x^k v_j \psi^{(k)} \chi) = \sum_{l=0}^{k_0-k-6} \frac{h^{\tau(l+k)}}{2^l k! l!} (-1)^l \text{Op}(\partial_x^l v_j \partial_x^k v_j \psi^{(k+l)}) + O_{L^2 \to L^2}(h^2).
\]

Now plug this into (32) to obtain

\[
v_j \text{Op}(\chi \psi)v_j = \sum_{k=0}^{k_0-6} \left( \sum_{l=0}^{k_0-k-6} \frac{i^{(k+l)}}{2^{l+k} l! k!} h^{\tau(l+k)} (-1)^l \text{Op}(\partial_x^l v_j \partial_x^k v_j \psi^{(k+l)} \chi) + O_{L^2 \to L^2}(h^2) \right).
\]
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Now, apply (34) term by term to \( v_j \mathop{Op}(\chi v) = \mathop{Op}(v_j^2 \chi v) + \sum_{k,l=1}^{k+l \leq k_0-6} \frac{(k+l)!}{2^{k+l} k! l!} h^{\tau(l+k)} (-1)^l \mathop{Op}(\partial_x^k v_j \partial_x^l v_j \psi^{(k+l)} \chi) + o_{L^2 \rightarrow L^2}(h^2). \)

In order to further control the size of the terms in this sum the technique from Lemma 5.2 is used. Let \( \tilde{b}_{k,l} = \partial_x^k v_j \partial_x^l v_j \psi^{(k+l)} \chi. \) For \( k, l \geq 1, \tilde{b}_{k,l} \) has support contained in the elliptic set which can be made use of by conjugating by \( Z \) as in Lemma 5.2 and then applying the elliptic estimate to \( Zu. \) The proof is almost identical to Lemma 5.2 but is written here for exactness.

As in Lemma 5.2 recall \( Z \) from Lemma 3.2. Note \( z \equiv 1 \) on supp \( \tilde{b}_{k,l} \) and \( \tilde{b}_{k,l} \in W^{k_0-\max(k,l),1} \mathbb{S}_1(T^* \mathbb{S}^1) \), so Lemma A.7 with \( N = k_0 - \max(k,l) \) gives

\[
\mathop{Op}(\tilde{b}_{k,l}) = Z \mathop{Op}(\tilde{b}_{k,l}) Z + O_{L^2 \rightarrow L^2}(h^{\tau(k_0 - \max(k,l) - 5)}).
\]

Note that there is less regularity for larger \( l, k \) and so the error term is larger. However after reintroducing the \( h^{(k+l)\tau} \) from the sum the error terms are improved

\[
h^{(k+l)\tau} \mathop{Op}(\tilde{b}_{k,l}) = h^{(k+l)\tau} Z \mathop{Op}(\tilde{b}_{k,l}) Z + O_{L^2 \rightarrow L^2}(h^{(k_0 - \max(k,l))\tau - 5} h^{(k+l)\tau}).
\]

In particular since \( \tau \geq \tau_{\min} > \frac{7}{k_0 - 1} \) and \( k, l \geq 1 \)

\[
(k_0 - \max(k,l))\tau - 5 + \tau(k + l) = (k_0 + \min(k,l))\tau - 5 > k_0 \left( \frac{7}{k_0 - 1} \right) - 5 > 2.
\]

Therefore

\[
h^{(k+l)\tau} \mathop{Op}(\tilde{b}_{k,l}) = h^{(k+l)\tau} Z \mathop{Op}(\tilde{b}_{k,l}) Z + o_{L^2 \rightarrow L^2}(h^2). \tag{34}
\]

Now, apply (34) term by term to \( \tilde{b} = \sum_{k,l=1}^{k+l \leq k_0-6} C_{k,l} h^{\tau(l+k)} \tilde{b}_{k,l} \), the sum in (33)

\[
| \langle \mathop{Op}(\tilde{b}) u, u \rangle | \leq | \langle Z \mathop{Op}(\tilde{b}) Z u, u \rangle | + o(h^2) \| u \|_{L^2}^2.
\]

Then use the self-adjointness of \( Z \) and the Hölder inequality to write

\[
| \langle \mathop{Op}(\tilde{b}) u, u \rangle | \leq | \langle Z \mathop{Op}(\tilde{b}) Z u, u \rangle | \leq \| \mathop{Op}(\tilde{b}) Z u \|_{L^2} \| Z u \|_{L^2}.
\]

Now note, since \( \tilde{b}_{k,l} \) is bounded on \( L^2 \) by Lemma A.2 and \( k, l \geq 1 \),

\[
h^{(k+l)\tau} \mathop{Op}(\tilde{b}_{k,l}) = O_{L^2 \rightarrow L^2}(h^{2\tau}),
\]
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so $\text{Op}(\tilde{b}) = O_{L^2 \to L^2}(h^{2\tau})$ and

\[
| \langle \text{Op}(\tilde{b})u, u \rangle | \leq \left| \text{Op}(\tilde{b})Zu \right|_{L^2} \leq C h^{2\tau} |Zu|_{L^2}^2.
\]

Now apply the elliptic estimate Lemma 3.2 to $Zu$ to see

\[
| \langle \text{Op}(\tilde{b})u, u \rangle | \leq C h^{2\tau} |Zu|_{L^2}^2 \leq C h^{7\tau - 1} |f|_{L^2}^2 + C h^{2 + 2\tau} |u|_{L^2}^2. \tag{35}
\]

Now these pieces will be combined to give the final estimate of $\text{Op}(\chi \psi W)$. Recall that $W = \sum_j v_j^2$ so

\[
| \langle \text{Op}(\chi \psi W)u, u \rangle | \leq \sum_j | \langle \text{Op}(\chi \psi v_j^2)u, u \rangle |.
\]

The composition computation (33) gives

\[
\sum_j | \langle \text{Op}(\chi \psi v_j^2)u, u \rangle | \leq \sum_j | \langle v_j \text{Op}(\chi \psi) v_j u, u \rangle | + | \langle \text{Op}(\tilde{b})u, u \rangle | + o(h^2) |u|_{L^2}^2.
\]

Then (35) gives

\[
\sum_j | \langle \text{Op}(\chi \psi v_j^2)u, u \rangle | \leq \sum_j | \langle v_j \text{Op}(\chi \psi) v_j u, u \rangle | + C h^{7\tau - 1} |f|_{L^2}^2 + o(h^2) |u|_{L^2}^2. \tag{36}
\]

It remains to control the $v_j \text{Op}(\chi \psi) v_j$ terms with the damping region estimate. Using that $v_j$ is a multiplier and thus is self-adjoint, as well as the Hölder inequality

\[
| \langle v_j \text{Op}(\chi \psi) v_j u, u \rangle | \leq ||\text{Op}(\chi \psi)v_j u||_{L^2} |v_j u||_{L^2}.
\]

Now note $\text{Op}(\chi \psi)$ is bounded on $L^2$ by Lemma A.2 so

\[
||\text{Op}(\chi \psi)v_j u||_{L^2} |v_j u||_{L^2} \leq C |v_j u||_{L^2}^2.
\]

Again using that $W = \sum v_j^2 \leq W \leq CW^{1/2}$ and (9)

\[
|v_j u||_{L^2} \leq C \left| \left| W^{1/2} u \right|_{L^2} \right|^2 \leq C h^\gamma \left| \left| f \right|_{L^2} \right| |u||_{L^2}.
\]

Combining this chain of inequalities and (36) gives

\[
| \langle \text{Op}(\chi \psi W)u, u \rangle | \leq C h^{7} |f||_{L^2} |u||_{L^2} + h^{7\tau - 1} |f||_{L^2}^2 + o(h^2) |u||_{L^2}^2.
\]

Finally multiply both sides by $h^{3-\gamma}$ to obtain the desired inequality

\[
h^{3-\gamma} | \langle \text{Op}(\chi \psi W)u, u \rangle | \leq C h^3 |f||_{L^2} |u||_{L^2} + C h^{2+7\tau-\gamma} |f||_{L^2}^2 + o(h^3) |u||_{L^2}^2.
\]
5.2.5 Combining Estimates

Now use (24), (25), (26) and (31) to estimate terms in (23)

\[ 2h^3 \beta \|Ju\|_{L^2}^2 \leq h^{1-\tau} \left| \left[ h^2 \partial_x^2, A \right] u, u \right| + C(h^3 + h^{3-2\tau+\gamma}) \|f\|_{L^2} \|u\|_{L^2} + Ch^{2+6\tau-\gamma} \|f\|_{L^2}^2 + (Ch^{3+2\tau} + o(h^3)) \|u\|_{L^2}^2. \]

Use that \( \gamma - \tau > 0 \) to group the \( \|f\|_{L^2} \|u\|_{L^2} \) terms to obtain the desired estimate (22)

\[ 2h^3 \beta \|Ju\|_{L^2}^2 \leq h^{1-\tau} \left[ h^2 \partial_x^2, A \right] u, u \right| + Ch^{3-\gamma} \|f\|_{L^2} \|u\|_{L^2} + Ch^{2+6\tau-\gamma} \|f\|_{L^2}^2 + (Ch^{3+2\tau} + o(h^3)) \|u\|_{L^2}^2. \]

5.3 End of Proof of Lemma 3.4

Recall (16) is

\[ 2h^3 - \tau \text{Im} \left< f, Au \right> = h^{1-\tau} \left( [h^2 \partial_x^2, A] u, u \right) + h^{3-\gamma - \tau} \left( (AW + WA) u, u \right). \]

Now apply (17), (22), to estimate the terms on the right hand side, and Lemma A.2 (to see that \( \|Au\|_{L^2} \leq C \|u\|_{L^2} \))

\[ 2h^3 \beta \|Ju\|_{L^2}^2 \leq Ch^{3-\tau} \|f\|_{L^2} \|u\|_{L^2} + Ch^{2+6\tau-\gamma} \|f\|_{L^2}^2 + C (o(h^3) + \beta h^{3+2\tau}) \|u\|_{L^2}^2. \]

Divide through by \( 2h^3 \beta \) to obtain the desired estimate, which can be done since \( \beta \) is bounded away from 0.

A Pseudodifferential Operators

This appendix contains the necessary background information on pseudodifferential operators, as well as a lemma calculating the size of errors from introducing cutoff operators and a careful calculation of the regularity required to have remainder terms in composition expansions bounded on \( L^2 \).

This paper uses the semiclassical Weyl quantization, which takes in a function on \( T^* \mathbb{R} \) and produces an operator \( \text{Op}(a) \) defined by

\[ \text{Op}(a) u(x) = \frac{1}{2\pi h} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{\frac{i(x-y)\xi}{h}} a \left( \frac{x+y}{2}, \xi \right) u(y) dy d\xi. \quad (37) \]

On the torus this formula still makes sense. A function \( a \in C^\infty(T^*\mathbb{S}^1) \) is equivalent to \( a \in C^\infty(\mathbb{R}_x \times \mathbb{R}_\xi) \) periodic in the \( x \) variable. It is straightforward to see that for such \( a \), \( \text{Op}(a) \) preserves the space of \( 2\pi \mathbb{Z} \) periodic distributions on \( \mathbb{R} \) and thus preserves \( \mathcal{D}'(\mathbb{S}^1) \).
Definition 1. \(a(x, \xi; h) \in S^m_\rho(T^*S^1)\) if \(a \in C^\infty(T^*S^1)\) and satisfies
\[
\sup_{x, \xi} |\partial_x^\alpha \partial_\xi^\theta a(x, \xi; h)| \leq C_{\alpha \theta} h^{-\rho|\theta|} \langle \xi \rangle^{-m-|\theta|}.
\] (38)

Note that this definition is not the typical one for \(h\) dependent symbols. In particular, only derivatives in \(\xi\) produce unfavorable powers of \(h\), derivatives in \(x\) do not produce any. This structure would allow \(\rho \geq 1/2\) (see \[DZ16] section 3) corresponding to \(\tau < 1/2\) which would give an improved decay rate, however requirements of the elliptic estimate (Proposition 3.2) prevent \(\rho\) from being taken this large.

The following lemma gives the standard composition and adjoint formula for \(S^m_\rho(T^*S^1)\) symbols. It follows from Theorems 4.17 and 4.18 of \[Zwo12\].

Lemma A.1. Let \(a \in S^m_\rho(T^*S^1), b \in S^{m'}_\rho(T^*S^1)\) then
1. \(\text{Op}(a)\text{Op}(b) = \text{Op}(a\# b)\) where \(a\# b \in S^{m+m'}_\rho(T^*S^1)\) and for each \(N\)
\[
a\# b(x, y; h) = \sum_{k=0}^{N-1} \frac{(ih)^k}{2^k k!} (\partial_y \partial_\xi - \partial_x \partial_\eta)^k (a(x, \xi; h)b(y, \eta; h)) \bigg|_{y=x, \eta=\xi} + O_{S^{m+m'}_\rho(T^*S^1)}(h^{[N(1-\rho)]}).
\] (39)
2. \(\text{Op}(a)^* = \text{Op}(\bar{a})\), in particular real symbols have self-adjoint Weyl quantization.

The following two definitions are finite regularity analogs of Definition 1. In particular, they define two different symbol classes with a finite number of derivatives in \(x\) and an infinite number of derivatives in \(\xi\). The first only produces unfavorable powers of \(h\) when differentiated in \(\xi\) while the second produces unfavorable powers of \(h\) when differentiated in \(\xi\) and \(x\). The notation is again somewhat unusual but is made this way to mirror Definition 1.

Definition 2. A distribution \(a \in W^k S_\rho(T^*S^1)\) if for \(\alpha \leq k, \theta \in \mathbb{N}\)
\[
\sup_{x, \xi} |\partial_x^\alpha \partial_\xi^\theta a| \leq C h^{-\rho \theta} \langle \xi \rangle^{-\theta}.
\]
A distribution \(a \in W^k S_{\rho, \rho}(T^*S^1)\) if for \(\alpha \leq k, \theta \in \mathbb{N}\)
\[
\sup_{x, \xi} |\partial_x^\alpha \partial_\xi^\theta a| \leq C h^{-\rho (\alpha+\theta)} \langle \xi \rangle^{-\theta}.
\]

The following theorem gives a sufficient condition for a pseudodifferential operator to be bounded on \(L^2\). It follows immediately from Theorem 1.2 of \[Bou99\].
Lemma A.2. There exists $C > 0$ such that for all $b(x, \xi) \in \mathcal{S}'(T^*\mathbb{S}^1)$
\[
\|\text{Op}(b)\|_{L^2_\mathcal{L}(\mathbb{S}^1)} \leq C \sum_{\alpha, \theta \in \{0,1\}} \left\| \partial_x^\alpha \partial_\xi^\theta b \right\|_{L^\infty}.
\]
In particular if $b \in W^1 S_p(T^*\mathbb{S}^1)$ then Op$(b)$ is bounded on $L^2$.

Proof. So
\[
\text{Op}(b) = (2\pi h)^{-1} \int_{\mathbb{R} \times \mathbb{R}} e^{i\frac{(x-y)\xi}{h}} b \left( x + \frac{y}{2}, \xi \right) v(y) \, dy \, d\xi
\]
\[
= (2\pi)^{-1} \int_{\mathbb{R} \times \mathbb{R}} e^{i\frac{(x-y)\eta}{h}} b \left( x + \frac{y}{2}, \eta \right) v(y) \, dy \, d\eta = \text{Op}(b(h\eta))
\]
which by [Bou99] Theorem 1.2 has
\[
\|\text{Op}(b)\|_{L^2_\mathcal{L}(\mathbb{S}^1)} \leq C \sum_{\alpha, \theta \in \{0,1\}} \left\| \partial_x^\alpha \partial_\xi^\theta b \right\|_{L^\infty} \leq C \sum_{\alpha, \theta \in \{0,1\}} h^\theta \left\| \partial_x^\alpha \partial_\xi^\theta b \right\|_{L^\infty}.
\]

In order to prove composition results for finite regularity symbols I will make use of the notation and results of [Sjö95].

Definition 3. Let $e_1, \ldots, e_m$ be a basis in $\mathbb{R}^n$ and $\Gamma = \bigoplus_{1}^{n} \mathbb{Z} e_j$. Then let $\chi_0 \in \mathcal{S}(\mathbb{R}^n)$ be such that $1 = \sum_{j \in \Gamma} \chi_j(x)$ where $\chi_j(x) = \chi_0(x - j)$ for $j \in \Gamma$. Define $S_w$ as the space of $u \in \mathcal{S}'(\mathbb{R}^n)$ such that
\[
U(\xi) = \sup_{j \in \Gamma} |\mathcal{F} \chi_j u(\xi)| \in L^1(\mathbb{R}^n).
\]

Then $S_w$ is a Banach space with the norm
\[
\|u\|_{S_w} = \left\| \sup_{j \in \Gamma} |\mathcal{F} \chi_j u| \right\|_{L^1}.
\]

The following $L^2$ boundedness result is from page 8 of [Sjö95].

Lemma A.3. If $a \in S_w$ then Op$(a)$ is bounded on $L^2$ and
\[
\|\text{Op}(a)\|_{L^2_\mathcal{L} \rightarrow L^2} \leq \|a\|_{S_w}.
\]

If $k$ is taken large enough then $W^k S^m(\mathbb{R}^n)$ is contained in $S_w(\mathbb{R}^n)$. Note that this result is stated on a more general space than $T^*\mathbb{S}^1$. This is because in the computation of an expansion of the composition of symbols $a, b$ there is an intermediate step where $c(x, \xi, y, \eta) = a(x, \xi)b(y, \eta)$ is considered as a symbol on $T^*\mathbb{S}^1 \times T^*\mathbb{S}^1$, which can be thought of as $\mathbb{R}^4$.  
Lemma A.4. If \( a \in W^k S^m_p(\mathbb{R}^n) \) for \( k \geq n+1 \) then \( a \in S_w(\mathbb{R}^n) \) and
\[
\|a\|_{S_w} \leq C \sup_{|\gamma| \leq n+1} \|\partial^\gamma a\|_{L^\infty}.
\]

Proof. Starting with the definition of \( \|\cdot\|_{S_w} \)
\[
\|a\|_{S_w} = \int_{\mathbb{R}^n} \sup_{j \in \Gamma} |\mathcal{F}(\chi j u)(\xi)| d\xi = \int_{\mathbb{R}^n} \langle \xi \rangle^{n+1} \langle \xi \rangle^{-(n+1)} \sup_{j \in \Gamma} |\mathcal{F}(\chi j u)(\xi)| d\xi \leq C \left\| \langle \xi \rangle^{n+1} \sup_{j \in \Gamma} |\mathcal{F}(\chi u)(\xi)| \right\|_{L^\infty} \leq \sup_{|\alpha| \leq n+1} \left\| \xi^\alpha \sup_{j \in \Gamma} |\mathcal{F}(\chi j u)(\xi)| \right\|_{L^\infty}.
\]

Where the integrability of \( \langle \xi \rangle^{-(n+1)} \) on \( \mathbb{R}^n \) gives the first inequality. Then
\[
\sup_{|\alpha| \leq n+1} \left\| \xi^\alpha \sup_{j \in \Gamma} |\mathcal{F}(\chi j u)(\xi)| \right\|_{L^\infty} \leq \sup_{|\alpha| \leq n+1} \left\| \xi^\alpha \mathcal{F}(\chi j u)(\xi) \right\|_{L^\infty} = \sup_{|\alpha| \leq n+1} \left\| \sup_{j \in \Gamma} \mathcal{F}(\partial^\alpha(\chi j u))(\xi) \right\|_{L^\infty}.
\]

and
\[
|\mathcal{F}(\partial^\alpha(\chi j u))(\xi)| = \left| \int e^{-ix\xi} \partial^\alpha(\chi j u) dx \right| \leq \int |\partial^\alpha(\chi j u)| dx \leq C \|\partial^\alpha u\|_{L^\infty} \int \chi j dx.
\]

The following lemma gives an exact calculation of the regularity required to show the remainder term in a composition is bounded on \( L^2 \). The \( S_w \) symbol class is used here as it allows a more straightforward proof than proceeding directly with \( W^k S_p \) symbols.

Lemma A.5. If \( a, b \in \mathcal{S}'(\mathbb{R}^{2n}) \) with \((\partial_y \partial_\xi - \partial_x \partial_\eta)^N a(x,\xi)\ b(y,\eta) \in S_w(\mathbb{R}^{4n}) \) for some \( N \in \mathbb{N} \) and \( Q \) is a symmetric nonsingular matrix define
\[
R_N(a,b)(x,\xi) = \int_0^1 (1-t)^{N-1} e^{i t h(QD,D)} (\partial_y \partial_\xi - \partial_x \partial_\eta)^N (a(x,\xi;\ h)\ b(y,\eta;\ h)) dt \bigg|_{y=x,\eta=\xi}.
\]

then for \( h \) chosen small enough
\[
\|R_N(a,b)\|_{S_w} \leq C \left\| (\partial_y \partial_\xi - \partial_x \partial_\eta)^N (a(x,\xi)\ b(y,\eta)) \right\|_{S_w}.
\]

(40)
Therefore $\text{Op}(R_N)$ is bounded as an operator on $L^2(\mathbb{R}^n)$ with

$$||\text{Op}(R_N)||_{L^2 \rightarrow L^2} \leq \left|\left| (\partial_y \partial_{\xi} - \partial_x \partial_{\eta})^N (a, b) \right| \right|_{S_w} \leq \sup_{|\gamma| \leq 4n+1} \left|\left| \partial^\gamma (\partial_y \partial_{\xi} - \partial_x \partial_{\eta})^N (a, b) \right| \right|_{L^\infty}.$$ 

**Proof.** By [Sjö95] Theorem 1.4 and equation (1.21) (pg. 7), for any $\varepsilon > 0$ there exists $h_0 > 0$ such that for $h < h_0$

$$\left|\left| \int_0^1 e^{ih(Q,D)} (\partial_y \partial_{\xi} - \partial_x \partial_{\eta})^N (a, b) dt - C (\partial_y \partial_{\xi} - \partial_x \partial_{\eta})^N (a, b) \right| \right|_{S_w} \leq \varepsilon.$$ 

Then (40) follows by choosing $\varepsilon < \left|\left| (\partial_y \partial_{\xi} - \partial_x \partial_{\eta})^N (a, b) \right| \right|_{S_w}$ and using the fact that restriction to a linear subspace (i.e. setting $y = x, \eta = \xi$) is bounded on $S_w$ (bottom of page 2 in [Sjö95]). The $L^2$ bound then follows by Lemmas A.3 and A.4 where $|\gamma| \leq 4n+1$ because $a(x, \xi)b(y, \eta)$ is a function on $\mathbb{R}^{4n}$.

The following lemma is a composition expansion result for low regularity symbols. The expansion is of the same form as Lemma A.1, but the remainder term is larger by a factor of $h^{-5\rho}$.

**Lemma A.6.** Suppose $N \geq 6 \in \mathbb{N}$ is some fixed constant and $a, b$ are distributions

1. If $b \in W^{N, \infty}(\mathbb{S}^1)$, let $\bar{N} \leq N - 5$ and assume for some $\rho \in [0, 1/2]$ that $a \in W^5 S_\rho(T^*\mathbb{S}^1)$. Then

$$\text{Op}(a) \text{Op}(b) = \sum_{k=0}^{\bar{N}-1} \frac{(ih)^k}{2^k k!} \text{Op}(\partial^k_{\xi} a(x, \xi) \partial^k_{\eta} b(x)) + O_{L^2 \rightarrow L^2}(h^{\bar{N}(1-\rho)-5\rho}).$$

$$\text{Op}(b) \text{Op}(a) = \sum_{k=0}^{\bar{N}-1} \frac{(ih)^k}{2^k k!} (-1)^k \text{Op}(\partial^k_{\xi} a(x, \xi) \partial^k_{\eta} b(x)) + O_{L^2 \rightarrow L^2}(h^{\bar{N}(1-\rho)-5\rho}).$$

2. If for some $\rho \in [0, 1/2), b \in W^{N, \infty}(\mathbb{S}^1)$ and $a \in S_\rho(T^*\mathbb{S}^1)$ let $\bar{N} \leq N - 5$ then

$$\text{Op}(a) \text{Op}(b) = \sum_{k=0}^{\bar{N}-1} \frac{(ih)^k}{2^k k!} \text{Op} \left( (\partial_y \partial_{\xi} - \partial_x \partial_{\eta})^k a(x, \xi) b(y, \eta) \bigg|_{y=x, \eta=\xi} \right) + O_{L^2 \rightarrow L^2}(h^{\bar{N}(1-\rho)-5\rho}).$$

$$\text{Op}(b) \text{Op}(a) = \sum_{k=0}^{\bar{N}-1} \frac{(ih)^k}{2^k k!} \text{Op} \left( (\partial_y \partial_{\xi} - \partial_x \partial_{\eta})^k b(x, \xi) a(y, \eta) \bigg|_{y=x, \eta=\xi} \right) + O_{L^2 \rightarrow L^2}(h^{\bar{N}(1-\rho)-5\rho}).$$
3. If for some \( \rho \in [0,1/2) \), \( b \in W^N S_0(T^*\mathbb{S}^1) \) and \( a \in W^N S_{\rho,0}(T^*\mathbb{S}^1) \) let \( \tilde{N} \leq N - 5 \) then

\[
\text{Op}(a)\text{Op}(b) = \sum_{k=0}^{\tilde{N}-1} \frac{(ih)^k}{2^k k!} \text{Op}\left( (\partial_y \partial_{\xi} - \partial_x \partial_{\eta})^k a(x, \xi, \eta) b(y, \eta) \right|_{y=x, \eta=\xi} \right) + O_{L^2 \to L^2}(h^{\tilde{N}(1-\rho)-5\rho}).
\]

Cases 1 and 2 are stated separately to emphasize that when one symbol depends only on \( x \), less regularity is required of the other symbol. Also note that in Case 3 one of the symbols does not produce unfavorable powers of \( h \) under differentiation.

**Proof.** The proof relies on [Sjö05], although special attention is paid to the minimal regularity necessary. Only the proof of the first part of 1) will be show, the other parts follow by analogous arguments.

Set \( c(x, \xi, y, \eta) = a(x, \xi)b(y, \eta) \) and let \( Q \) be the symmetric nonsingular matrix given by \( \langle QD, D \rangle_{\mathbb{R}^4} = \langle D_x, D_y \rangle_{\mathbb{R}^2} - \langle D_\eta, D_x \rangle_{\mathbb{R}^2} \) where \( D = (D_x, D_\xi, D_y, D_\eta) \). I will first show that

\[
\text{Op}(a)\text{Op}(b) = \text{Op}(\left( e^{\frac{ih}{2}\langle QD, D \rangle} \right)c(x, \xi, x, \xi)),
\]

and then provide an expansion of the right hand side of the desired form.

To begin since \( a, b \in W^k S_\rho(T^*\mathbb{S}^1) \) for \( k \geq 2 + 1 = 3 \), then \( a, b \in S_\rho(T^*\mathbb{S}^1) \) by Lemma [A.4]. Therefore by [Sjö05] (Theorem 2.2, and the discussion on pages 7-8) (41) holds, where \( e^{\frac{ih}{2}\langle QD, D \rangle} \) is defined as the unique extension from \( S \).

So it remains to provide an expansion of \( \left( e^{\frac{ih}{2}\langle QD, D \rangle} \right)c(x, \xi, x, \xi) \). Well using a standard Taylor expansion of \( e^{\frac{ih}{2}\langle QD, D \rangle} \) as in [Sjö05] equation (1.20)

\[
e^{\frac{ih}{2}\langle QD, D \rangle}c(x, \xi, y, \eta) = \sum_{k=0}^{\tilde{N}-1} \frac{(ih)^k}{2^k k!} \langle QD, D \rangle^k c(x, \xi, y, \eta)
\]

\[
+ \frac{(ih)^{\tilde{N}}}{2^{\tilde{N}} \tilde{N}!} \int_0^1 (1-t)^{\tilde{N}-1} \left( e^{\frac{ih}{2}\langle QD, D \rangle} \right)^{\tilde{N}} c(x, \xi, y, \eta) dt
\]

\[
= \sum_{k=0}^{\tilde{N}-1} \frac{(ih)^k}{2^k k!} \left( \partial_y \partial_{\xi} - \partial_x \partial_{\eta} \right)^k a(x, \xi, \eta) b(y)
\]

\[
+ \frac{(ih)^{\tilde{N}}}{2^{\tilde{N}} \tilde{N}!} \int_0^1 (1-t)^{\tilde{N}-1} \left( e^{\frac{ih}{2}\langle QD, D \rangle} \right)^{\tilde{N}} \left( \partial_y \partial_{\xi} - \partial_x \partial_{\eta} \right)^{\tilde{N}} a(x, \xi, \eta) b(y) dt
\]

\[
= \sum_{k=0}^{\tilde{N}-1} \frac{(ih)^k}{2^k k!} \partial_{\xi}^k a(x, \xi, \partial_{y}^k b(y) + \frac{(ih)^{\tilde{N}}}{2^{\tilde{N}} \tilde{N}!} \int_0^1 (1-t)^{\tilde{N}-1} \left( e^{\frac{ih}{2}\langle QD, D \rangle} \right)^{\tilde{N}} \partial_{\xi}^k a(x, \xi, \partial_{\xi}^k b(y) dt.
\]
Therefore
\[ e^{\frac{i}{\hbar} (\mathcal{Q}_D, \mathcal{D})} c(x, \xi, x, \xi) = \sum_{k=0}^{\tilde{N}-1} \frac{(ih)^k}{2^k k!} \partial_x^k a(x, \xi) \partial_x^k b(x) + \frac{(ih)^\tilde{N}}{2^{\tilde{N}} N!} \int_0^1 (1-t)^{\tilde{N}-1} e^{\frac{i}{\hbar} (\mathcal{Q}_D, \mathcal{D})} a(x, \xi) \partial_y b(y) dt |_{y=x, \eta=\xi}. \]

First consider the terms in the sum. Since \( a \) is smooth in \( \xi \), \( b \in W^{N, \infty} \) and \( k \leq \tilde{N} - 1 \leq N - 6 \), for \( \alpha \leq 1 \) and \( \theta \in \mathbb{N} \)
\[ |\partial^{k+\theta}_x a(x, \xi) \partial^{k+\alpha}_x b(x)| < \infty. \]

In particular each term in the sum is in \( W^{1, S}_1 \) and so quantizing it produces an operator bounded on \( L^2 \) by Lemma A.2.

Now consider the integral term. By Lemma A.5 it is in \( S_w \) and its quantization is bounded on \( L^2 \) by
\[ Ch^{\tilde{N}} \sup_{x,y,\xi,\eta,|\gamma|\leq 5} \left| \partial^\gamma (\partial_y \partial_\xi) \tilde{N} a(x, \xi) b(y) \right| \]
\[ \leq Ch^{\tilde{N}} \sup_{x,y,\xi,\eta,|\gamma_1+\gamma_2+\gamma_3|\leq 5} \left| \partial^\gamma_y \tilde{N} a(x, \xi) \partial_x^\gamma \partial_\xi^\gamma b(y) \right| \]
\[ \leq Ch^{\tilde{N}} h^{-\rho(\tilde{N}+5)}, \]
where the final inequality holds because \( a \in W^5 S_\rho(T^*\mathbb{S}^1) \) and \( b \in W^{N, \infty}(\mathbb{S}^1) \) with \( \tilde{N} + 5 \leq N \).

The following lemma calculates the size of errors from introducing cutoff operators. It is a key tool used to take advantage of symbols with support contained in regions of phase space where good estimates hold, namely the elliptic set of \( P \) and the support of \( W \).

**Lemma A.7.** Fix \( N \in \mathbb{N}, N \geq 6 \) and \( \rho \in [0, 1/2) \). Suppose \( b \in W^{N} S_\rho(T^*\mathbb{S}^1) \) and \( t \in S^0_\rho(T^*\mathbb{S}^1) \), such that \( t \equiv 1 \) on \( \text{supp } b \), then

1. \[ Op(t) Op(b) = Op(b) + O_{L^2 \rightarrow L^2}(h^{N(1-\rho)-5}) \]
\[ Op(b) Op(t) = Op(b) + O_{L^2 \rightarrow L^2}(h^{N(1-\rho)-5}). \]

2. \[ Op(t) Op(b) Op(t) = Op(b) + O_{L^2 \rightarrow L^2}(h^{N(1-\rho)-5}). \]
Proof. Well by part 2 of Lemma A.6 setting $\tilde{N} = N - 5$

\[
\text{Op}(t)\text{Op}(b) = \sum_{k=0}^{N-6} \frac{(ih)^k}{2^k k!} \text{Op} \left( (\partial_y \partial_\xi - \partial_x \partial_\eta)^k t(x, \xi) b(y, \eta) \right) \bigg|_{y=x, \eta=\xi} + O_{L^2 \to L^2}(h^{N-5}(1-\rho)^{-5\rho})
\]

\[
= \text{Op}(tb) + O_{L^2 \to L^2}(h^{N(1-\rho)^{-5}})
\]

\[
= \text{Op}(b) + O_{L^2 \to L^2}(h^{N(1-\rho)^{-5}}),
\]

where the terms with $1 \leq k \leq N - 6$ all vanish, since $\partial_\xi^k t(x, \xi) = \partial_\xi^k t(x, \xi) = 0$ on supp $b$, and $\text{Op}(tb) = \text{Op}(b)$ as $t \equiv 1$ on supp $b$. The second equation of part 1 follows by an analogous proof.

To see part 2 use the first half of part 1 of this Lemma

\[
\text{Op}(t)\text{Op}(b)\text{Op}(t) = (\text{Op}(t)\text{Op}(b)) \text{Op}(t)
\]

\[
= \left( \text{Op}(b) + O_{L^2 \to L^2}(h^{N(1-\rho)^{-5}}) \right) \text{Op}(t)
\]

\[
= \text{Op}(b)\text{Op}(t) + O_{L^2 \to L^2}(h^{N(1-\rho)^{-5}})
\]

where $\text{Op}(t)$ is bounded on $L^2$ by Lemma A.2. Now apply the second half of part 1 of this Lemma to $\text{Op}(b)\text{Op}(t)$ to obtain the desired conclusion.
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