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We study the Kohn-Sham scheme for the calculation of the steady state linear response \( \rho^{(2)}(\mathbf{r}) \cos \omega t \) to a harmonic perturbation \( \lambda \rho^{(2)}(\mathbf{r}) \cos \omega t \) that is turned on adiabatically. Although in general the exact exchange-correlation potential \( v_{xc}(r, t) \) cannot be expressed as the functional derivative of a universal functional due to the so-called causality paradox, we show that for a harmonic perturbation the exchange-correlation part of the first-order Kohn-Sham potential \( \lambda v_{xc}^{(1)}(\mathbf{r}) \cos \omega t \) is given by \( v_{xc}^{(1)}(\mathbf{r}) = \delta K_{xc}^{(2)}/\delta n^{(1)}(\mathbf{r}) \). \( K_{xc}^{(2)} \) is the exchange-correlation part of the second-order quasienergy \( K_{\omega}^{(2)} \). The Frenkel variation principle implies a stationary principle for \( K_{\omega}^{(2)}[n_{\omega}^{(1)}] \). We also find an analogous stationary principle and KS scheme in the time dependent extension of one-matrix functional theory, in which the basic variable is the one-matrix (one-body reduced density matrix).
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I. INTRODUCTION

The description of a time dependent quantum state is fundamentally different from the description of a ground state because there is not a minimum principle for the former. As density functional theory (DFT) is based on a minimum principle, it was not obvious that it could be extended to time dependent situations. Yet such an extension, a time dependent DFT (TD DFT), was established by the Runge-Gross (RG) theorem, which asserts that the time dependent density of a many-electron system determines the time dependent external potential up to an additive pure time dependent function, assuming a fixed initial state \( \Psi(t_0) = \Psi_{ts} \). The theorem applies to both interacting and noninteracting systems. This is of great importance for applications because it implies that the density \( n(r, t) \) of an interacting system can be reproduced by a noninteracting system with an effective potential \( v_{\text{eff}}(r, t) \), provided the initial state \( \Phi(t_0) = \Phi_{ts} \) of the noninteracting system is chosen to be compatible with \( n(r, t) \). The potential \( v_{\text{eff}}(r, t) \), which is called the time dependent Kohn-Sham (KS) potential, is a functional of \( n(r, t) \), \( \Psi_{ts} \) and \( \Phi_{ts} \). Its exchange-correlation part \( v_{xc}(r, t) \) can be defined from the equation

\[
v_{\text{eff}}(r, t) = v(r, t) + v_{H}(r, t) + v_{xc}(r, t),
\]

where \( v_{H}(r, t) \) is the time dependent Hartree potential. In contrast to \( v_{xc}(r) \) in static DFT, the exact \( v_{xc}(r, t) \) cannot be expressed as the functional derivative of a universal functional of \( n(r, t) \). This is a consequence of the so-called causality paradox. In TD DFT, neither a general minimum principle nor even a stationary principle has been found. Such a principle might be helpful in the search for accurate approximations to \( v_{xc}(r, t) \). The quantum mechanical action principle does not lead to a stationary principle of the form \( \delta A = 0 \), where \( A \) is a functional of \( n(r, t) \), because its density-functional formulation contains boundary terms.

An important application of TD DFT is the calculation of dynamic polarizabilities and excitation energies. These can be obtained from the frequency dependent linear response function \( \chi(\omega) = \chi(r, r', \omega) \). In the time domain, the retarded linear response function is defined as \( \chi(r, t, r', t') = \delta n(r, t)/\delta v(r', t') \). The KS system reproduces self-consistently the linear response of the interacting system to a perturbation \( \delta v(r, t) \). Thus, \( \chi(r, t, r', t') \) is related to the KS response function \( \chi_{\text{KS}}(r, t, r', t') = \delta n(r, t)/\delta v_{\text{KS}}(r', t') \) by the Dyson-like equation

\[
\chi(1, 1') = \chi_{s}(1, 1') + \int d2d3 \chi_{s}(1, 2) \times (v_{c}(r_2, r_3) \delta(t_2 - t_3) + f_{xc}(2, 3) \delta(2, 3)) \chi_{s}(3, 1'),
\]

where \( i = (r_i, t_i), v_{c}(r_i, r_j) = |r_i - r_j|^{-1} \) and \( f_{xc}(i, j) = \delta v_{xc}(i)/\delta n(j) \) is the exchange-correlation kernel. If the system is in its ground state at \( t = t_0 \), then \( \chi(t, t') \) depends only on the time difference \( t - t' \) and not \( t \) and \( t' \) individually. Thus, from the Fourier transform of (2) one obtains

\[
\chi(r, r', \omega) = \chi_{s}(r, r'; \omega) + \int d3d3 \chi_{s}(r, r_2; \omega) \times (v_{c}(r_2, r_3) + f_{xc}(r_2, r_3; \omega)) \chi_{s}(r_3, r'; \omega)
\]

if \( f_{xc}(\omega) \) exists. Gross and Kohn state that “For the most general situation, we do not know whether \( f_{xc}(\omega) \) exists...” Eq. (2) implies the following formal representation:

\[
f_{xc}(r, r'; \omega) = \chi^{-1}_{s}(r, r'; \omega) - \chi^{-1}_{s}(r, r'; \omega) - v_{c}(r, r').
\]

Therefore, \( f_{xc}(\omega) \) exists whenever \( \chi(\omega) \) and \( \chi_{s}(\omega) \) are invertible. Although the RG theorem guarantees that \( \chi(t, t') \) is invertible (subject to the condition that the perturbation is analytic at \( t = t_0 \)), the frequency dependent response function \( \chi(\omega) \) is not always invertible. As \( \chi(\omega) \) is the Fourier transform of \( \chi(t - t') \), one might ask why the invertibility of \( \chi(t - t') \) does not imply the
inertibility of $\chi(\omega)$. We shall address this question in a later section. The problem of the inertiibility of the response functions is an instance of the $\nu$-representability problem in density functional theories.

In this paper, we introduce a stationary principle in TD DFT and use it to derive the KS equations for frequency dependent linear response. Our approach is to work in the time domain, and by turning on a harmonic perturbation $\lambda_1(1) r \cos \omega t$ adiabatically, we induce a steady state linear response density $\lambda n(1) r \cos \omega t$. We prove that the quasienergy (an analog of the Bloch quasimomentum for systems periodic in time), to second order in $\lambda$, is a stationary functional of $n(1)(r)$. If the linear response density $\lambda n(1) r \cos \omega t$ can be reproduced by a KS system with an effective potential $v_s(r,t) = v_s(0)(r) + \lambda v_{s1}(1) r \cos \omega t$, then the stationary principle implies that the exchange-correlation part of $v_s(1)(r)$ is the functional derivative of the exchange-correlation part of the second-order quasienergy. We also find an analogous stationary principle and linear response KS scheme in the time dependent extension of one-matrix functional theory (1MFT). In 1MFT, the external potential can be nonlocal in space and spin coordinates, i.e., it acts as an integral operator with the kernel $v(r,s,r')$. The corresponding many-body operator is $\hat{V} = \sum_{\sigma r} \int d^3 r d^3 r' \hat{\psi}^\dagger_{\sigma}(r) v(r,s,r') \hat{\psi}_{\sigma}(r')$. Significantly, a theorem analogous to the RG theorem has not been found in TD 1MFT.

TD DFT for the special case of time-periodic external potentials has been studied previously. However, the scope of these and later approaches which are based on a Hohenberg-Kohn-type minimum principle, are severely limited because (i) the minimum principle is generally valid only for periodic potentials that have no Fourier component of frequency greater than the first excitation energy and (ii) one must assume the existence of Floquet states (reviewed below). The approach we pursue here is distinct because it employs adiabatic ramping in real time and relies on a stationary principle instead of a minimum principle; hence, our results are valid for all frequencies (except, of course, resonance frequencies), and we need not assume the existence of Floquet states.

The paper is organized as follows. In Section II we review the basic properties of Floquet states, which are the fundamental states of a system with a time-periodic Hamiltonian. The Frenkel variation principle is used to derive a stationary principle for the quasienergy of Floquet states obtained from adiabatic ramping. In Section III we repeat the standard derivation of the frequency dependent linear response function, except that we employ an arbitrary adiabatic ramping function. Theorems that establish a stationary principle and linear response KS scheme in TD DFT are proved in Section IV. Analogous theorems in TD 1MFT are proved in Section V. A simple illustration of the KS scheme in 1MFT is presented in Section VI. We comment briefly on the question of the existence of $f_{xc}(\omega)$ in Section VII.

II. STATIONARY PRINCIPLE FOR THE QUASIENERGY

In this section, we derive a stationary principle for the quasienergy of Floquet states obtained by turning on adiabatically a time-periodic perturbation of the external potential.

We begin by reviewing the properties of the wave function when the Hamiltonian is periodic in time, $H(t + T) = \hat{H}(t)$. If $\hat{H}(t)$ is an operator on a finite-dimensional Hilbert space, the Floquet theorem asserts that there exists a complete set of solutions of the form

$$\Psi_n(t) = \xi_n(t) e^{-i\epsilon_n t}, \quad \xi_n(t + T) = \xi_n(t), \quad (5)$$

which are called Floquet states or quasienergy eigenstates. The quasienergy, $\epsilon_n$, is defined modulo $2\pi/T$. The periodic factor $\xi_n(t)$ satisfies the equation

$$\left(\hat{H}(t) - i\partial_t\right) \xi_n(t) = \epsilon_n \xi_n(t). \quad (6)$$

If the system under consideration has an infinite-dimensional Hilbert space, the existence of Floquet states is not guaranteed by the Floquet theorem. For many systems, it may be the case that $\hat{H}(t) - i\partial_t$ has no nontrivial eigenfunctions so that Floquet states do not exist.

Now consider an $N$-electron system that starts in a ground state at $t = -\infty$ and experiences an adiabatically ramped (AR) periodic perturbation of the form $\lambda \tilde{\tau}(1)(r,t) = \lambda f(t/\tau) v(1)(r,t)$, where $v(1)(r,t + T) = v(1)(r,t)$ and $f = f(t/\tau)$ is a ramping function with time scale $\tau$. The many-body Hamiltonian is $\hat{H}_\tau(t) = \hat{H}(0) + \lambda \tilde{\tau}(1)(t)$ with $\hat{H}(0) = \hat{T} + \hat{W} + \hat{V}(0)$, where $\hat{T}$ is the kinetic energy operator, $\hat{W}$ is the electron-electron interaction and $\hat{V}(0) = \int d^3 r v(0)(r) \psi^\dagger(r) \psi(r)$. The ramping function is an arbitrary smooth function that satisfies $f(-\infty) = 0$ and $f(\infty) = 1$. An example of a suitable ramping function is $(1 + \tanh(t/\tau))/2$. The precise form of $f$ is inconsequential and will be left unspecified in the following. The functions $v(1)(r,t)$ form a one-parameter family of perturbations, and the action of an ideal AR perturbation is realized by taking the limit $\tau \to \infty$ at the end of the calculation. Although $H_\tau(t)$ is not exactly periodic, it is still possible to define a quasienergy if the system approaches a steady state in the limit $(t, \tau) \to (\infty, \infty)$.

Following Ref. 23, we factor the wave function as

$$\Psi(t) = \xi(t) \exp \left( -i \int_{-\infty}^{t} dt' K_\tau(t') \right), \quad (7)$$

where

$$K_\tau(t) = \frac{\langle \xi(t) | \hat{H}_\tau(t) - i\partial_t | \xi(t) \rangle}{\langle \xi(t) | \xi(t) \rangle}. \quad (8)$$

In accordance with the terminology of Ref. 23, the overall phase factor will be called the secular phase, and the
factor $\xi_r = \xi_r(t)$ will be called the nonsecular wave function. A system will be said to evolve adiabatically into a steady state if the following two conditions are satisfied: 1) the nonsecular wave function tends to a unique function $\xi = \xi(t)$ with period $T$ in the limit $(t, \tau) \to (\infty, \infty)$, i.e., if for all $\epsilon > 0$ there exist $t'$ and $\tau'$ such that $|\xi_r(t) - \xi_r(t)| < \epsilon$ when $t > t'$ and $\tau > \tau'$ and 2) all of the electrons remain localized in a finite region of space for all time. Real systems, for which the spectrum usually has a continuum component, are not expected to evolve into such a steady state due to the possibility of multiquantum ionization. However, if the perturbation is harmonic and the driving frequency $\omega = 2\pi/T$ is not a resonance frequency, the first-order term of the power series of $\xi_r$ with respect to $\lambda$ evolves adiabatically into a unique harmonic function $\xi^{(1)}$ (see Section III). In such cases, the system will be said to evolve adiabatically into a first-order steady state. The periodic function $\xi$, if it exists, will be called the steady state nonsecular wave function, while $\xi^{(1)}$ will be called the first-order steady state nonsecular wave function. The quasienergy associated with $\xi$ is, cf. (10),

$$K = \frac{\langle \xi | \hat{H}(t) - i\partial_t | \xi \rangle}{\langle \xi | \xi \rangle},$$

(9)

where $\hat{H}(t)$ is $\hat{H}_r(t)$ without the ramping function $f$.

If the system evolves adiabatically into a steady state, the Frenkel variation principle implies that the Frenkel functional of $\xi^{(1)}$ is the solution of the Schrödinger equation with the initial condition $\Psi(t_0) = \Psi_0$ if

$$\delta\langle \delta \Psi | \hat{H}'(t) - i\partial_t | \Psi \rangle = 0,$$

(10)

where $\delta \Psi = \delta \Psi(t)$ is an arbitrary variation that satisfies $\delta \Psi(t_0) = 0$. Setting $\hat{H}'(t) = \hat{H}_r(t)$ and adding to (10) its complex conjugate, we obtain

$$\delta\langle \Psi | \hat{H}_r(t) - i\partial_t | \Psi \rangle + i\partial_t \langle \Psi | \delta \Psi \rangle = 0.$$

(11)

Substituting (7) gives

$$\delta K_v(t) + \frac{\partial}{\partial t} \langle \xi_r | \delta \xi_r \rangle = 0.$$  

(12)

As we are interested in the response to an AR periodic perturbation, we now consider a one-parameter family of variations $\delta \xi_r$ with parameter $\tau$ such that $\xi_r + \delta \xi_r$ evolves adiabatically from the ground state to a steady state $\xi + \delta \xi$. Then, upon taking the following limit and time average the second term of (12) vanishes, and we obtain

$$\lim_{(t, \tau) \to (\infty, \infty)} \frac{1}{T} \int_t^{t+T} dt' \delta K_v(t') = 0,$$

(13)

which suggests the definition

$$K_v[\xi] = \lim_{(t, \tau) \to (\infty, \infty)} \frac{1}{T} \int_t^{t+T} dt' \langle \xi_r | \hat{H}_r(t') - i\partial_t | \xi_r \rangle$$

$$= \frac{1}{T} \int_t^{t+T} dt' \langle \xi_r | \hat{H}(t') - i\partial_t | \xi_r \rangle,$$

(14)

where the subscript $v$ denotes the given $v^{(1)}(r, t)$. We define the domain of $K_v$ to be the space of all steady state nonsecular wave functions $\xi$ that can be obtained for some $v^{(1)}(r, t)$. It is possible to choose a larger domain, but this is not necessary for our purposes. Let $\xi_v$ denote the steady state nonsecular wave function corresponding to the given $v^{(1)}(r, t)$. A variation $\delta \xi$ will be called an admissible variation if $\xi_v + \delta \xi$ is in the domain of $K_v$. Thus, for every admissible variation $\delta \xi$, there exists a one-parameter family of variations $\delta \xi_r$ such that $\xi_r + \delta \xi_r$ evolves adiabatically into $\xi_v + \delta \xi$. Hence, (15) implies the stationary principle

$$\delta K_v[\xi] = 0$$

(15)

for an arbitrary admissible variation $\delta \xi$ at $\xi = \xi_v$. In fact, this result follows from a direct calculation of the first variation, assuming only the existence of $\xi_v$. We have carried out the above derivation based on the Frenkel variation principle because it will prove useful when Floquet states do not exist, a case to which we now turn.

If the system does not evolve adiabatically into an exact steady state, the limit in (14) does not exist in general. Nevertheless, for an AR nonresonant harmonic perturbation $\lambda v^{(1)}(r)f(t/\tau)\cos \omega t$, the system evolves adiabatically into a first-order steady state described by $\xi_v^{(0)} + \lambda \xi^{(1)}$, where $\xi_v^{(0)}$ is the unperturbed ground state. We now show that the second-order quasienergy is a stationary functional of $\xi^{(1)}$.

Consider the trial function

$$\xi(r, t) = \xi_v^{(0)}(r) + \lambda \xi^{(1)}(r, t),$$

(16)

where $r = (r_1, \ldots, r_N)$ and $\xi^{(1)}(r, t)$ is an arbitrary harmonic function with frequency $\omega$ subject to the constraint $\langle \xi_v^{(0)} | \xi^{(1)} \rangle = 0$. Expanding (12) to second order in $\lambda$ and repeating the steps leading to (15), one obtains the stationary principle

$$\delta K_v^{(2)}[\xi^{(1)}] = 0,$$

(17)

where

$$K_v^{(2)}[\xi^{(1)}] = \frac{1}{T} \int_t^{t+T} dt' \left( \langle \xi^{(1)} | \hat{H}(t') - E_0^{(0)} - i\partial_t | \xi^{(1)} \rangle + \langle \xi^{(0)} | \hat{V}^{(1)}(t') | \xi^{(1)} \rangle + c.c. \right).$$

(18)

Eq. (17) applies for an arbitrary admissible variation $\delta \xi^{(1)}$ at $\xi^{(1)} = \xi_v^{(1)}$. The trial wave function in (16),
which is specified only up to first order in \( \lambda \), is sufficient to obtain the quasienergy through third order \(^{24}\).

\[
K_v[\xi] = E_0^{(0)} + \lambda^2 K_v^{(2)}[\xi^{(1)}] + O(\lambda^4),
\]

(19)

This is analogous to a well-known fact concerning the variational estimate of a ground state energy: the error in the energy is second order in the error of the trial wave function. The first-order term of the trial function in (16) can be expressed as

\[
\xi^{(1)}(r, t) = \xi^{(1)}_+(r) e^{i\omega t} + \xi^{(1)}_-(r) e^{-i\omega t},
\]

(20)

which leads to

\[
\begin{align*}
K^{(2)}_{v+}[\xi^{(1)}] &= K^{(2)}_{v+}[\xi^{(1)}_+] + K^{(2)}_{v-}[\xi^{(1)}_-]; \\
K^{(2)}_{v\pm}[\xi^{(1)}] &= \left\langle \xi^{(1)}_\pm | H^{(0)} - E^{(0)}_0 \pm \omega \xi^{(1)}_\pm \right\rangle \\
&+ \left\langle \xi^{(0)}_0 | V^{(1)} | \xi^{(1)}_\pm \right\rangle + c.c.,
\end{align*}
\]

(21)

where \( V^{(1)} \) is the many-body operator corresponding to \( v^{(1)}(r) \).

In the above derivation, we made no assumptions about the order of terms of the power series of \( \xi \), with respect to \( \lambda \). The series truncated at order \( N \),

\[
\xi \approx \xi^{(0)}_0 + \lambda \xi^{(1)}_+ + \cdots + \lambda^N \xi^{(N)}_+,
\]

(22)

may also approach a unique periodic function. In most physical systems, there will exist an integer \( N' \) such that the truncated series will cease to approach a periodic function if \( N > N' \), owing to multiquantum resonances \( N\omega = E_0 - E_0 \). The analysis of this section can be extended up to the highest order for which there are no multiquantum resonances.

### III. Perturbation Theory for Adiabatically Ramped Harmonic Perturbations

In order to show that the nonsecular wave function \( \xi \), to first order in \( \lambda \), evolves adiabatically into a unique harmonic function, we repeat the standard calculation of frequency dependent linear response. We employ an arbitrary adiabatic ramping function \( f = f(t/\tau) \) instead of the usual ramping function \( e^{\eta t} \) with \( \eta \rightarrow 0 \). Without loss of generality, we take the perturbation to be of the form \( \lambda \xi^{(1)}(r, t) = \lambda \xi^{(1)}(r) f(t/\tau) \cos \omega t \) with \( \omega \geq 0 \). The calculation will clarify the sense in which the steady state linear response is independent of the precise form of the ramping function in the adiabatic limit \( \tau \rightarrow \infty \).

We consider an \( N \)-electron system with the Hamiltonian \( \hat{H}_\tau(t) = \hat{H}^{(0)} + \lambda \hat{V}_\tau^{(1)}(t) \). The system is assumed to start in the ground state at \( t = -\infty \). We expand the wave function as

\[
\Psi(t) = \sum_k a_k(t) e^{-iE_k t} \Phi_k,
\]

(23)

where \( \Phi_k \) and \( E_k \) are the eigenstates and eigenenergies of \( H^{(0)} \). The initial condition is \( a_k(-\infty) = \delta_{k0} \). To first order (for \( k \neq 0 \)),

\[
a_k^{(1)}(t) = -iV_k^{(1)} \int_{-\infty}^{t} dt' f(t'/\tau) \cos(\omega t') e^{i\omega_{k0} t'},
\]

(24)

where \( V_k^{(1)} = \langle \Phi_k | V^{(1)} | \Phi_0 \rangle \) and \( \omega_{k0} = E_k - E_0 \). Treating first the \( e^{i\omega t} \) component of \( \cos \omega t \), we obtain

\[
a_k^{(1)}(t) = -\frac{i}{2} V_k^{(1)} \int_{-\infty}^{t} dt' f(t'/\tau) e^{i(\omega + \omega_{k0}) t'}
\]

\[
= -\frac{i}{2} V_k^{(1)} \left[ \left. \frac{1}{i(\omega + \omega_{k0})} e^{i(\omega + \omega_{k0}) t'} \right|_{-\infty}^{t} \right]
\]

\[
+ \frac{i}{2} V_k^{(1)} \int_{-\infty}^{t} dt' \frac{df(t'/\tau)}{dt'} \frac{1}{i(\omega + \omega_{k0})} e^{i(\omega + \omega_{k0}) t'}
\]

from integration by parts. The last term vanishes in the limit \( (t, \tau) \rightarrow (\infty, \infty) \) if \( \omega \neq -\omega_{k0} \), which can be shown as follows. Let

\[
I(\tau) = \int_{-\infty}^{\infty} dt\frac{df(t/\tau)}{dt} e^{i(\omega + \omega_{k0}) t}
\]

\[
= \int_{-\infty}^{\infty} \frac{ds}{d\sigma} e^{i(\omega + \omega_{k0}) \sigma},
\]

(25)

where \( s = t/\tau \). According to the Riemann-Lebesgue lemma, \( I(\tau) \) vanishes in the limit \( \tau \rightarrow \infty \) due to the rapidly oscillating phase factor. The lemma requires only that the condition \( \int_{-\infty}^{\infty} ds \frac{ds}{d\sigma} < \infty \) is satisfied. This determines the degree to which the ramping function is arbitrary: the steady state linear response will be independent of the precise form of the ramping function provided only that the later satisfies \( f(-\infty) = 0 \), \( f(\infty) = 1 \), and the condition above. This conclusion is independent of the details of the system. The same analysis applies for the \( e^{-i\omega t} \) component of \( \cos \omega t \) if \( \omega \neq \omega_{k0} \).

Combining the results, we find that the \( a_k^{(1)}(t) \) approach the functions \(^{35}\)

\[
\tilde{a}_k^{(1)}(t) = e^{i\omega_{k0} t} \frac{V_k^{(1)}}{2} \left[ \cos(\omega t) \left( \frac{1}{\omega - \omega_{k0}} - \frac{1}{\omega + \omega_{k0}} \right) \right.
\]

\[
- i\sin(\omega t) \left( \frac{1}{\omega - \omega_{k0}} + \frac{1}{\omega + \omega_{k0}} \right) \right].
\]

(26)

Thus, the first-order term of the nonsecular wave function approaches the harmonic function

\[
\xi^{(1)}(t) = \sum_{k \neq 0} \tilde{a}_k^{(1)}(t) e^{-i\omega_{k0} t} \Phi_k
\]

(27)

The corresponding linear response density is

\[
n^{(1)}(r, t) = \sum_{k \neq 0} 2 \text{Re} \left( \tilde{a}_k^{(1)}(t) e^{-i\omega_{k0} t} \right) \langle \Phi_0 | \hat{n}(r) | \Phi_k \rangle
\]

\[
= \cos(\omega t) \sum_{k \neq 0} V_k^{(1)} \left( \frac{1}{\omega - \omega_{k0}} - \frac{1}{\omega + \omega_{k0}} \right)
\]

\[
\times \langle \Phi_0 | \hat{n}(r) | \Phi_k \rangle,
\]

(28)
where $\hat{n}(\mathbf{r}) = \hat{\psi}^\dagger(\mathbf{r})\hat{\psi}(\mathbf{r})$ and we have used the fact that the $\Phi_k$ can be chosen real in the present case. The frequency dependent linear response function is readily identified as

$$
\chi(\mathbf{r}, \mathbf{r}'; \omega) = \sum_{k \neq 0} \left( \frac{1}{\omega - \omega_{k0}} - \frac{1}{\omega + \omega_{k0}} \right) \times \langle \Phi_0 | \hat{n}(\mathbf{r}) | \Phi_k \rangle \langle \Phi_k | \hat{n}(\mathbf{r}') | \Phi_0 \rangle.
$$

(29)

IV. KOHN-SHAM SCHEME IN TIME DEPENDENT DENSITY FUNCTIONAL THEORY

We now turn to the main results of the paper. In this section, we prove two theorems that establish a stationary principle and KS scheme in TD DFT for the special case of harmonic perturbations.

In the following, we assume that the frequency dependent density response function $\chi(\omega)$ is invertible. This is not always true. For example, $\chi(\omega)$ will not be invertible if it has any null eigenvalues apart from the trivial one corresponding to an arbitrary constant shift of the external potential. Mears and Kohn have given an explicit example in which $\chi(\omega)$ has nontrivial null eigenvalues; however, these occur only for particular isolated frequencies $\omega_p$.

The theorems below can be extended to such cases by requiring that $n^{(1)}_w(\mathbf{r})$ and $n^{(1)}_s(\mathbf{r})$ are orthogonal to all null “directions.” We also assume that $\omega \geq 0$ is not a resonance frequency, i.e., $\omega \neq (E_0 - E_0)$.

Consider an electron system that starts in a nondegenerate ground state at $t = -\infty$ and experiences an AR harmonic perturbation $\lambda(\mathbf{r}) f(t/\tau) \cos \omega t$. The system evolves adiabatically from the ground state with density $n^{(0)}(\mathbf{r})$ into a first-order steady state with density $n^{(0)}(\mathbf{r}) + \lambda n^{(1)}_w(\mathbf{r}) \cos \omega t$. Since, by assumption, $\chi(\omega)$ is invertible, the linear response density $n^{(1)}_s(\mathbf{r})$ determines the perturbation $n^{(1)}_s(\mathbf{r})$ up to an arbitrary constant. The perturbation, in turn, determines the first-order steady state nonsecular wave function $\xi^{(1)}$, as seen in (27). Therefore, $\xi^{(1)}$ is a functional of $n^{(1)}_s(\mathbf{r})$ on the space of linear response densities that can be obtained for some $n^{(1)}_s(\mathbf{r})$. This space will be referred to as the linear response $\nu$-representable (LR VR) space. Let $n^{(1)}_w(\mathbf{r})$ be the linear response density corresponding to the given $n^{(1)}_s(\mathbf{r})$. We may now state the first theorem.

Theorem 1. — The second-order quasienergy $K^{(2)}_w(\mathbf{r})$ is a functional of $n^{(1)}_w(\mathbf{r})$, and it satisfies the stationary condition $\delta K^{(2)}_w = 0$ for an arbitrary admissible variation $\delta n^{(1)}_w(\mathbf{r})$ at $n^{(1)}_w(\mathbf{r}) = n^{(1)}_w(\mathbf{r})$.

Proof. — The second-order quasienergy is a functional of $n^{(1)}_s(\mathbf{r}) = n^{(1)}_w(\mathbf{r})$ by composition of $K^{(2)}_w(\xi^{(1)})$ and $\xi^{(1)}(n^{(1)}_w)$. Therefore, the domain of $K^{(2)}_w(n^{(1)}_w)$ is the LR VR space. A variation $\delta n^{(1)}_w(\mathbf{r})$ is admissible if $n^{(1)}_w(\mathbf{r}) + \delta n^{(1)}_w(\mathbf{r})$ is LR VR. In Section II it was shown that $K^{(2)}_w(\xi^{(1)})$ is stationary for an arbitrary admissible variation $\delta \xi^{(1)}$ at $\xi^{(1)} = \xi^{(1)}_w$. As $\xi^{(1)}$ is a functional of $n^{(1)}_w$ on the LR VR space, there exists an admissible $\delta \xi^{(1)}$ corresponding to every admissible $\delta n^{(1)}_w$. Therefore, $K^{(2)}_w(n^{(1)}_w)$ is stationary because $\delta K^{(2)}_w = (\delta K^{(2)}_w/\delta \xi^{(1)})(\delta \xi^{(1)})/\delta n^{(1)}_w$, suppressing coordinate integrations, and the first factor is zero.

This stationary principle can be used to derive an expression for the exchange-correlation potential of a linear response system. The linear response KS system is a noninteracting system that experiences the potential $v_s(\mathbf{r}, t) = v_s^{(0)}(\mathbf{r}) + \lambda v^{(0)}(\mathbf{r}) f(t/\tau) \cos \omega t$ and reproduces the first-order steady state density $n^{(0)}(\mathbf{r}) + \lambda n^{(1)}_w(\mathbf{r}) \cos \omega t$ of the interacting system. Such a system will exist if the following two $\nu$-representability conditions are satisfied.

**Condition (1a).** The ground state density of the interacting system is noninteracting $\nu$-representable (VR-N). This means that there exists a system of noninteracting electrons with a potential $v^{(0)}_s(\mathbf{r})$ such that the ground state is nondegenerate and reproduces the ground state density of the interacting system.

**Condition (1b).** The frequency dependent response function $\chi(\omega)$ of the noninteracting system in condition (1a) is invertible on the LR VR space of the interacting system.

Theorem 2. — If an interacting system satisfies conditions (1a) and (1b), then the exchange-correlation part of $v^{(1)}_s(\mathbf{r})$ is given by

$$
v^{(1)}_{\nu e}(\mathbf{r}) = \frac{\delta K^{(2)}_w}{\delta n^{(1)}_w}(\mathbf{r}).
$$

(30)

where $K^{(2)}_w(n^{(1)}_w)$ is the exchange-correlation part of the second-order quasienergy.

Proof. — In analogy with Ref. 2, the exchange-correlation part of the second-order quasienergy is defined as

$$
K^{(2)}_w[n^{(1)}_w] = \frac{1}{T} \int_T^{t+T} dt' \langle \xi^{(1)} | \hat{W} | \xi^{(1)} \rangle + S^{(2)}_W[n^{(1)}_w] - S^{(2)}_0[n^{(1)}_w] - \frac{1}{2} \int d^3 r d^3 r' \frac{n^{(1)}_w(\mathbf{r}) n^{(1)}_w(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|},
$$

(31)

where $S^{(2)}_W[n^{(1)}_w] = \frac{1}{T} \int_T^{t+T} dt' \langle \xi^{(1)} | \hat{T} + \hat{V}^{(0)} - E^{(0)}_0 - i\partial_{\xi} | \xi^{(1)} \rangle$ and $S^{(2)}_0[n^{(1)}_w] = \frac{1}{T} \int_T^{t+T} dt' \langle \xi^{(1)} | \hat{T} + \hat{V}^{(0)} - E^{(0)}_0 - i\partial_{\xi} | \xi^{(1)} \rangle$, and $\xi^{(1)}_s$ is the first-order steady state nonsecular wave function of the KS system. The last term of (31) subtracts the Hartree contribution, $K^{(2)}_H$. The above functionals are universal in the sense that they do not depend
on $v^{(1)}(r)$. However, they do depend on the ground state density and the value of $\omega$, though this dependence will not be indicated explicitly. With these definitions, one finds $K^{(2)} = S^{(2)}_0 + \int d^d r \; v^{(1)}(r) n^{(1)}(r) + K^{(2)}_{xc}$.

Hence, the stationary condition of theorem 1 gives

$$\frac{\delta K^{(2)}_{xc}}{\delta n^{(1)}(r)} = \frac{\delta S^{(2)}_0}{\delta n^{(1)}(r)} + v^{(1)}(r) + v_{xc}^{(1)}(r) = 0,$$

where $v^{(1)}(r) = \delta K^{(2)}_{xc} / \delta n^{(1)}(r)$. The KS system also evolves into a first-order steady state, and the stationary condition for its second-order quasienergy $K^{(2)} = S^{(2)}_0 + \int d^d r \; v^{(1)}(r)n^{(1)}(r)$ will be identical to (32) if

$$v^{s(1)}_s(r) = v^{(1)}_s(r) + v^{(1)}_H(r) + v_{xc}^{(1)}(r).$$

Since $\chi_s(\omega)$ is invertible, $v^{(1)}_s(r)$ is uniquely defined. Thus, $v^{s(1)}_{xc}(r)$ is given by (30). This completes the proof.

The steady state linear response density of the interacting system can be computed from the expression $n^{(1)}(r,t) = \sum_{i=1}^{N} \phi_{i}^{(0)}(r) \phi_{i}^{(1)}(r,t) + c.c.$, where $\phi^{(0)}_{i}(r)$ are the ground state KS orbitals and $\phi^{(1)}_{i}(r,t)$ are obtained from first-order perturbation theory for the single-particle Schrödinger equation

$$i\hbar \partial \phi_{i}(r,t) = \left\{-\frac{1}{2} \nabla^2 + v^{(0)}_s(r)\right\} \phi_{i}(r,t) + \lambda v^{(1)}_s(r)f(t/\tau) \cos(\omega t) \phi_{i}(r,t)$$

with the initial condition $\phi_{i}(r,-\infty) = \phi^{(0)}_{i}(r)$. We remark that theorem 2 can be extended to cases where the ground state density is not VR-N but rather EVR-N (noninteracting ensemble $\nu$-representable) by following an approach analogous to the one taken in the next section.

Theorem 2 implies that the exchange-correlation kernel can be calculated as

$$f^{xc}(r,r';\omega) = -\frac{\delta^2 K^{(2)}_{xc}}{\delta n^{(1)}_{\sigma}(r) \delta n^{(1)}_{\sigma}(r')}.$$  

The stationary principle for the second-order quasienergy does not entail a causality paradox because its basic variable $n^{(1)}_{\sigma}(r)$ is time independent. It is straightforward to derive the following formal expression:

$$K^{(2)}_{v} = -\frac{1}{2} \int dr dr' n^{(1)}_{\sigma}(r) \chi^{-1}(r',r';\omega)n^{(1)}_{\sigma}(r') + \int dr n^{(1)}_{\sigma}(r)v^{(1)}_{s}(r).$$

V. KOHN-SHAM SCHEME IN TIME DEPENDENT ONE-MATRIX FUNCTIONAL THEORY

In this section, we generalize the theorems of the previous section to TD 1MFT.

Before proceeding, it will be helpful to review some basic results from static 1MFT. The defining feature of 1MFT is that it has the capacity to treat systems in which the external potential is nonlocal with respect to the space and spin coordinates. Accordingly, the necessary basic variable is the one-matrix (one-body reduced density matrix), which is defined as

$$\gamma(x,x') = N \int dx_{2} \ldots dx_{N} \rho(x,x_2,\ldots,x_N;x',x_2,\ldots,x_N),$$

where $x = (r,\sigma)$, $\int dx = \sum_{\sigma} \int d^3r$, and $\hat{\rho} = \sum_{n} w_{n} \langle \Psi_{n} | \Psi_{n} \rangle$ is the $N$-electron density matrix with ensemble weights $w_{n}$ such that $\sum_{n} w_{n} = 1$. By extending the Hohenberg-Kohn theorem, Gilbert proved that 1) the one-matrix uniquely determines the ground state wave function and 2) there is a universal energy functional $E_{\eta}[\gamma]$ that attains its minimum at the ground state one-matrix. There is also a KS scheme in 1MFT. From the stationary condition for the energy functional, Gilbert derived the equation

$$-\frac{1}{2} \nabla^2 \phi_{i}(x) + \int dx' v_{s}(x,x') \phi_{i}(x') = \epsilon_{i} \phi_{i}(x),$$

where $v_{s}(x,x') = v(x,x') + \delta W/\delta \gamma(x,x')$ and $W = W[\gamma]$ is the universal electron-electron interaction functional. This equation can be interpreted as the single-particle Schrödinger equation for the orbitals of a noninteracting system (the 1MFT KS system). The potential $v_{s}(x,x')$ is a functional of the one-matrix. The ground state one-matrix of the interacting system can be obtained by solving self-consistently together with

$$\gamma(x,x') = \sum_{i} f_{i} \phi_{i}(x) \phi_{i}^{*}(x'),$$

where $f_{i}$ are occupation numbers that satisfy $\sum_{i} f_{i} = N$ and $0 \leq f_{i} \leq 1$. Generally, fractional occupation numbers are required to reproduce the one-matrix of the interacting system, not only the values 0 and 1 as in DFT. This scheme was originally described as paradoxical because the stationary condition implies that essentially all of the $\epsilon_{i}$ collapse to a single level. Therefore, it appeared that the single-particle Schrödinger equation would not define unique orbitals. However, when the occupation numbers are shifted slightly from their ground state values, the KS equations have a self-consistent solution for a one-matrix that is close to the ground state one-matrix and for which the degeneracy is lifted. Thus, the correct ground state orbitals can be obtained in the limit that the occupation numbers approach their ground state values. The ground state orbitals, which are called natural orbitals, are the eigenfunctions of the ground state one-matrix, and the corresponding eigenvalues are the occupation numbers. As the occupation numbers are fractional, it is useful to interpret the KS system as adopting an ensemble state.

In the time dependent version of 1MFT, a general KS scheme has not been found. Such a scheme should have
the capacity to treat systems in which the time dependent external potential is nonlocal with respect to the space and spin coordinates. In TD DFT, the existence of the KS scheme is implied by the RG theorem. But in TD 1MFT, it is not known whether there is a theorem as general as the RG theorem, i.e., for as general a class of time dependence. The Bogoliubov-Born-Green-Kirkwood-Yvon hierarchy provides an equation of motion for the one-matrix. However, this equation contains the two-matrix (two-body reduced density matrix), and it is not known whether the two-matrix is a universal functional of the one-matrix when the external potential is nonlocal. As we are interested in frequency dependent linear response, we shall narrow our attention to the special case of AR harmonic perturbations. In this case, there is a KS scheme in TD 1MFT. Theorems 3 and 4 below are generalizations of theorems 1 and 2.

We shall need to refer to a different linear response function. The one-matrix response function in the time domain is defined as \( \chi(x_1, x_1', t_1; x_2, x_2', t_2) = \delta \gamma(x_1, x_1'; t_1) / \delta v(x_2, x_2'; t_2) \). The frequency dependent one-matrix response function will be denoted \( \omega \) = \( \chi(x_1, x_1'; x_2, x_2'; \omega) \). Similarly, the one-matrix response function of the KS system will be denoted \( \omega_s(\omega) \). In order to emphasize the analogy between this section and the previous section, some of the notations will be duplicated.

As the KS system can be interpreted as adopting an ensemble state, our first step will be to prove a stationary principle for an ensemble-weighted quasienergy.

Consider an electron system that experiences an AR local or nonlocal perturbation \( \lambda \omega_v(x, x') f(t/\tau) \cos \omega t \). Suppose that the system starts at \( t = -\infty \) in the ensemble state \( \rho(0) = \sum_n \rho_n |\Phi_n\rangle \langle \Phi_n| \), where \( \Phi_n \) are orthogonal stationary states, no two of which are in resonance, i.e., \( E_n - E_\omega \neq \omega \) for all \( n \) and \( \omega \). Let \( \omega_v(x, x') \) denote the steady state linear response one-matrix corresponding to the given \( \omega_v(x, x') \). Also, let \( K_n(2) \) denote the second-order quasienergy that would be obtained if the system were to start in the pure stationary state \( \Phi_n \) instead of the mixed state \( \rho(0) \). It is convenient to introduce a notation in which Hermitian functions of \( (x, x') \) are expressed with respect to the complete basis of ground state natural orbitals \( \phi_{ij}^{(0)}(x) \). For example, \( \omega_v^{(1)}(ij) = \int dx dx' \phi_{i}^{(0)}(x) \phi_{j}^{(0)}(x, x') \phi_{i}^{(0)}(x') \). We may now state the stationary principle.

**Theorem 3.** — If the frequency dependent response function of the ensemble is invertible for a given \( \omega \), then the ensemble-weighted second-order quasienergy

\[
K(2)_v = \sum_n w_n K_n(2) \tag{40}
\]

is a functional of \( \omega_v^{(1)} = \omega_v^{(1)}(ij) \) and satisfies the stationary condition \( \delta K_v(2) = 0 \) for an arbitrary admissible variation \( \delta \gamma_v^{(1)} = \omega_v^{(1)} \).

**Proof.** — Let \( \xi_n^{(1)} \) be the first-order steady state nonsecular wave function that would be obtained if the system were to start in the stationary state \( \Phi_n \) at \( t = -\infty \). The ensemble-weighted second-order quasienergy, for fixed \( w_n \), is a functional of \( \omega_v^{(1)} \) because each \( K_n(2) \) is a functional of \( \xi_n^{(1)} \) and each \( \xi_n^{(1)} \) is a functional of \( \omega_v^{(1)} \). Each \( K_n(2) \) can be shown to be a functional of \( \xi_n^{(1)} \) by repeating the arguments leading to (21) for a system initially in the state \( \Phi_n \), assuming, as we have, that \( \Phi_n \) is not in resonance with any of the other stationary states. Each \( \omega_v^{(1)} \) is a functional of \( \omega_v^{(1)} \) because \( \omega_v^{(1)} \) determines \( \omega_v^{(1)} \) (up to a constant), which, in turn, determines \( \omega_v^{(1)} \). The first variation of \( K_v(2) \) \( \omega_v^{(1)} \) can be expressed as

\[
\delta K_v(2) = \sum_n w_n (\delta K_n(2) / \delta \xi_n^{(1)}) (\delta \xi_n^{(1)}/\delta \gamma_v^{(1)}) \delta \gamma_v^{(1)}, \tag{40}
\]

where the coordinate integrations have been suppressed. A variation \( \delta \gamma_v^{(1)} \) is admissible if \( \omega_v^{(1)} + \delta \gamma_v^{(1)} \) is in the LR VR space of the ensemble. The first variation vanishes for an arbitrary admissible variation \( \delta \gamma_v^{(1)} \) because \( \delta K_n(2) / \delta \xi_n^{(1)} = 0 \) for all \( n \), which follows from a straightforward extension of the arguments in Sec. II.

Now consider an electron system that starts in a nondegenerate ground state at \( t = -\infty \) and experiences an AR local or nonlocal perturbation \( \lambda \omega_v^{(1)}(x, x') f(t/\tau) \cos \omega t \). If the following two conditions are satisfied, then there is a linear response KS system in TD 1MFT.

**Condition (2a).** The ground state one-matrix is noninteracting ensemble \( v \)-representable (EVR-N). This means that there exists a system of noninteracting electrons with a potential \( v^{(0)}(ij) \) such that the ground state, which may be an ensemble state \( \rho_s^{(0)} \), reproduces the one-matrix of the interacting system.

**Condition (2b).** The frequency dependent one-matrix response function \( \omega_s(\omega) \) of the noninteracting system in condition (2a) is invertible on the space of all \( \omega_v^{(1)}(ij) \) that (i) are LR VR in the interacting system and (ii) have no diagonal and degenerate components.

The diagonal components of \( \omega_v^{(1)} \) are simply the linear response occupation numbers \( f_{ij}^{(1)} = \gamma_v^{(1)}(ij) \), while the degenerate components are \( \gamma_v^{(1)}(jk) \) and \( -i \gamma_v^{(1)}(jk) + i \gamma_v^{(1)}(kj) \), where \( \phi_{ij}^{(0)} \) and \( \phi_{kj}^{(0)} \) are any pair of occupationally degenerate natural orbitals, i.e., natural orbitals for which \( f_{ij}^{(0)} = f_{kj}^{(0)} \). The diagonal and degenerate components correspond to null eigenfunctions of \( \omega_s(\omega) \), so they are not LR VR in the KS system. Therefore, the appropriate basic variable for the linear response KS system is \( \omega_v^{(1)} = \omega_v^{(1)}(x, x') = \sum_{ij} \omega_v^{(1)}(ij) \phi_{i}^{(0)}(x) \phi_{j}^{(0)}(x') \), where the prime indicates that the diagonal and degenerate components are excluded from the sum. In effect, \( \omega_v^{(1)} \) describes the orbital degrees of freedom but not the occupation numbers. Similarly, let \( \omega_v^{(1)} \) denote the projection of the given perturbation \( \omega_v^{(1)} \) to the nondiagonal and nondegenerate subspace. Also, let \( \omega_v^{(1)} \) be the linear response corresponding to \( \omega_v^{(1)} \).

**Theorem 4.** — If an interacting system satisfies conditions (2a) and (2b), then its first-order steady state
one-matrix \( \gamma^{(0)}(ij) + \lambda \gamma^{(1)}(ij) \cos \omega t \) can be reproduced by a KS system with the potential \( v^s(ij,t) = v^{(0)}_s(ij) + \lambda v^{(1)}_s(ij)f(t/\tau) \sin \omega t \). The contribution to \( \pi^{(1)}_s(ij) \) from the electron-electron interaction is given by

\[
\pi^{(1)}_s(ij) = \frac{\delta \mathcal{K}^{(2)}_{int}}{\delta \gamma^{(1)}(ji)},
\]

where \( \mathcal{K}^{(2)}_{int}[\pi^{(1)}_s] \) is the interaction part of the second-order quasienergy.

**Proof.** — The proof is analogous to the proof of theorem 2. The existence of \( \pi_s(ij,t) \) follows from conditions (2a) and (2b). According to condition (2a), the ground state one-matrix can be reproduced by a KS system in the ensemble state \( \Psi_s = \sum_n w_{s,n} \Phi_{s,n} \). The \( \Phi_{s,n} \) can be taken to be Slater determinants of \( N \) natural orbitals. To show that \( \pi^{(1)}_s(ij) \) is the functional derivative of a universal interaction functional, we first define

\[
S^{(2)}_W[\pi^{(1)}_s] = \frac{1}{T} \int T^t dt' \langle \xi^{(1)}|^T + \tilde{V}^{(0)} - E_0^{(0)} - i\partial_t \xi^{(1)},
\]

\[
S_0^{(2)}[\pi^{(1)}_s] = \frac{1}{T} \int t^T dt' \sum_n w_{s,n} \langle \xi^{(1)} | \tilde{\Phi}_{s,n},
\]

\[
\times \langle \xi^{(1)} | \tilde{V}^{(0)} - E_0^{(0)} - i\partial_t \xi^{(1)},
\]

\[
= \frac{1}{T} \int t^T dt' \sum_i f_i^{(0)}
\]

\[
\times \langle \phi_i^{(1)} | \tilde{V}^{(0)} - E_0^{(0)} - i\partial_t \phi_i^{(1)},
\]

where \( \tilde{t} \) and \( \tilde{t}' \) are one-body operators and \( \xi^{(1)}_{s,n} \) is the first-order steady state nonsecular wave function that would be obtained if the KS system were to start in the pure state \( \Phi_{s,n} \). The contribution to the second-order quasienergy from the electron-electron interaction is

\[
K^{(2)}_{int}[\pi^{(1)}_s] = \int t^T dt' \langle \xi^{(1)} | \tilde{W}^{(0)} + S^{(2)}_W[\pi^{(1)}_s] - S_0^{(2)}[\pi^{(1)}_s].
\]

We have not partitioned \( K^{(2)}_{int} \) into Hartree and exchange-correlation terms because the linear response density \( n^{(1)}_s \), which appears in the Hartree term, cannot be expressed in terms of \( \pi^{(1)}_s \) alone, for it depends also on diagonal and degenerate components of \( \gamma^{(1)}_s \). In terms of the above functionals, the second-order quasienergy can be written \( K^{(2)} = S_0^{(2)} + \sum_{ij} \pi^{(1)}_s(ij) \gamma^{(1)}(ji) + K^{(2)}_{int} \). Hence, the stationary condition (theorem 3) for the interacting system is

\[
\delta K^{(2)} = \sum_{ij} \left[ \frac{\delta S^{(2)}_W}{\delta \pi^{(1)}_s(ji)} + \pi^{(1)}_s(ij) + \pi^{(1)}_s(ji) \right] \delta \gamma^{(1)}(ji) = 0
\]

for an arbitrary admissible variation \( \delta \gamma^{(1)}(ij) \). A variation \( \delta \gamma^{(1)}(ij) \) is admissible if \( \pi^{(1)}_s(ij) + \delta \pi^{(1)}_s(ij) \) can be obtained for some \( \pi^{(1)}_s(ij) \). In order for \( \delta K^{(2)} \) to vanish for an arbitrary admissible variation, the expression in brackets in (43) must vanish for all “directions” except the diagonal and degenerate directions. Eq. (43) is identical to the stationary condition for the ensemble-weighted second-order quasienergy of a KS system\( ^{38} \) with the potential \( v^s(ij,t) = v^{(0)}_s(ij) + \lambda v^{(1)}_s(ij)f(t/\tau) \sin \omega t \), if

\[
\pi^{(1)}_s(ij) = \pi^{(1)}_s(ij) + \pi^{(1)}_s(ji).
\]

We remark that the KS perturbation in TD 1MFT must be advanced by a phase of \( \pi/2 \) with respect to the given perturbation because the linear response \( \lambda \pi^{(1)}_s(ij) \cos \omega t \) of the KS system has a phase delay. As the KS system can be interpreted as adopting an ensemble state, its one-matrix is governed by the equation of motion

\[
i\partial_t \pi(t) = \left[ \tilde{t} + \tilde{v}_s(t), \pi(t) \right],
\]

which gives, to first order in \( \lambda \),

\[
i\langle \phi_i^{(0)} | \phi_j^{(1)}(t) \rangle = \langle \phi_i^{(0)} | \pi^{(1)}(t) | \phi_j^{(0)} \rangle,
\]

for any pair of natural orbitals for which \( f_i^{(0)} \neq f_j^{(0)} \). Thus, the steady state linear response of the interacting system can be computed from the expression

\[
\pi^{(1)}(ij,t) = f_j^{(0)} \langle \phi_i^{(0)} | \phi_j^{(1)}(t) \rangle + f_i^{(0)} \langle \phi_i^{(1)}(t) | \phi_j^{(0)} \rangle
\]

\[
= \frac{1}{\omega}(f_j^{(0)} - f_i^{(0)}) \pi^{(1)}(ij) \cos \omega t.
\]

While the linear response KS scheme does not give the diagonal and degenerate components of \( \gamma^{(1)}_s \), they can be obtained instead by finding the stationary point of \( \mathcal{K}^{(2)}[\gamma^{(1)}_s] \). This is analogous to the situation in static 1MFT, where the occupation numbers, which are not determined directly by the KS equations, can be obtained from the minimization of the energy\( ^{38} \). The linear response KS scheme implies the Dyson-like equation

\[
\pi(ij; kl; \omega) = \pi_s(ij, kl; \omega) + \sum_{mnpq} \pi_s(ij, mn; \omega) \times \pi(mn, pq; \omega) \pi(pq, kl; \omega),
\]

where \( \pi_s(\omega) = \delta \pi^{(1)}(\omega) / \delta \pi^{(1)}(\omega) \). Excitation energies can be calculated from the poles of the response function by the method proposed in Ref.\( ^{11} \). However, if the potential is local, it may be preferable to use \( \pi^{(1)}(\omega) \) rather than \( \pi_s(\omega) \) because the single-particle eigenvalues of the DFT KS system are often good approximations to the exact low-lying spectrum, while the 1MFT KS system provides no approximation at all due to its total degeneracy. If the potential is nonlocal, the inverse response function, which also contains information about the excitations, can be
obtained from the second functional derivative of $K_v^{(2)}$, as seen from the following expression:

$$K_v^{(2)} = -\frac{1}{2} \int dx_1 dx_2 dx_3 \gamma^{(1)}(x_1', x_1) + \frac{1}{2} \int dx_1 dx_2 dx_3 \gamma^{(1)}(x_1', x_1).$$

(49)

VI. ILLUSTRATIVE EXAMPLE

In the previous section, it was found that the time-dependent KS scheme in 1MFT does not directly determine the linear response of the occupation numbers. To clarify this aspect of the theory, we use the KS scheme to calculate the linear response in a simple example.

We consider a simple version of the Hubbard model. The electrons are confined to a discrete lattice, each site of which can accommodate up to two electrons. The electron-electron interaction is modeled by an on-site interaction. As a further simplification, we consider that there are only two sites and only two electrons. The unperturbed Hamiltonian is

$$\hat{H}^{(0)} = -\mathcal{t} \sum_\sigma (c_{i\sigma}^\dagger c_{i\sigma} + c_{i\sigma}^\dagger c_{i\sigma}) + U (\hat{n}_{1\uparrow} \hat{n}_{1\downarrow} + \hat{n}_{2\uparrow} \hat{n}_{2\downarrow}) + \hat{V}^{(0)},$$

(50)

where $c_{i\sigma}$ and $\hat{n}_i$ are the creation and annihilation operators of an electron at site $i$ with spin $\sigma$ and $\hat{n}_i = \sum_\sigma c_{i\sigma}^\dagger c_{i\sigma}$. The first term of the Hamiltonian represents the kinetic energy by introducing “hopping” between the sites with energy parameter $\mathcal{t}$.

For $\hat{V}^{(0)} = 0$, the ground state is $|\Phi_0\rangle = (1/\sqrt{2})(yc_{1\uparrow}^\dagger c_{1\downarrow}^\dagger + xc_{1\downarrow}^\dagger c_{1\uparrow}^\dagger + yc_{2\downarrow}^\dagger c_{2\uparrow}^\dagger + xc_{2\uparrow}^\dagger c_{2\downarrow}^\dagger)|0\rangle$, where $x = \cos(\pi/4 - \alpha_0/2)$ and $y = \sin(\pi/4 - \alpha_0/2)$ with $\tan\alpha_0 = 4\mathcal{t} / U$.

We are interested in the linear response to a nonlocal perturbation. For simplicity we shall consider only spin independent perturbations, so there will be only spatial nonlocality. Thus, the AR perturbation is $\lambda \hat{V}^{(1)} f(t/\tau) \cos \omega t$ with

$$\hat{V}^{(1)} = \sum_{ij\sigma} \hat{V}^{(1)}_{ij\sigma} c_{i\sigma}^\dagger c_{j\sigma} = \sum_{\alpha} \hat{V}^{(1)}_{\alpha\sigma} \hat{\sigma}_\alpha,$$

(51)

where we have introduced Pauli operators, e.g., $\hat{\sigma}_x = \sum_\sigma (c_{i\sigma} c_{i\sigma}^\dagger + c_{i\sigma}^\dagger c_{i\sigma})$. The spatial one-matrix of a general state $\Psi$ is defined as

$$\gamma^{(ij)} = \sum_\sigma \langle \Psi | c_{i\sigma}^\dagger c_{j\sigma} | \Psi \rangle,$$

(52)

which can be expressed in terms of the natural orbitals as

$$\gamma^{(ij)} = \sum_k f_k \phi_k(i) \phi_k^*(j).$$

(53)

There are only two natural orbitals,

$$\phi_a = \left( \begin{array}{c} \cos(\theta/2) e^{-i\psi/2} \\ \sin(\theta/2) e^{i\psi/2} \end{array} \right)$$

and

$$\phi_b = \left( \begin{array}{c} \sin(\theta/2) e^{-i\psi/2} \\ -\cos(\theta/2) e^{i\psi/2} \end{array} \right).$$

(54)

As a Hermitian $2 \times 2$ matrix, the spatial one-matrix can be expressed as

$$\gamma = I + A (\sin \theta \cos \psi \sigma_x + \sin \theta \sin \psi \sigma_y + \cos \theta \sigma_z)$$

$$= I + \gamma_1 \cdot \gamma_2; \quad \gamma_1 = (\gamma_x, \gamma_y, \gamma_z);$$

(55)

where $A = (f_a - f_b)/2$ and $\sigma$ is the vector of Pauli matrices. It is also convenient to express the one-matrix response function $\chi(\omega)$ with respect to the Pauli basis, e.g., $\chi_{xy} = \delta \gamma_x / \delta \gamma_y$. For the ground state $\Phi_0$, we obtain

$$\chi(\omega) = \left( \begin{array}{cc} \omega^2 - \Delta^2 & \omega x \omega^2 \omega^2 \omega^2 \\ 0 & \omega^2 - \Delta^2 \end{array} \right),$$

(56)

where $\omega_{k0} = E_k - E_0$. The Kohn-Sham response function

$$\chi_s(\omega) = \frac{4A}{\omega} \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & i \\ 0 & -i & 0 \end{array} \right).$$

(57)

has one null vector corresponding to the null linear response of the occupation numbers to a “diagonal” perturbation $\delta v |\phi_a\rangle \langle \phi_a| - \delta v |\phi_b\rangle \langle \phi_b|$. For $\hat{V}^{(0)} \neq 0$, the KS response function becomes

$$\chi_s(\omega) = \frac{4A}{\omega} \left( \begin{array}{ccc} 0 & i \cos \theta & -i \sin \theta \sin \psi \\ -i \cos \theta & 0 & i \sin \theta \cos \psi \\ i \sin \theta \sin \psi & -i \sin \theta \cos \psi & 0 \end{array} \right).$$

(58)

This has the null vector $(\sin \theta \cos \psi, \sin \theta \sin \psi, \cos \theta)$, which is just the unit vector with polar angle $\theta$ and azimuthal angle $\psi$. We observe that this vector is parallel to the $\gamma$ of the ground state, cf. (55), which implies that any perturbation of the KS system, even a nonlocal perturbation, can change only the direction of $\gamma$ and not its magnitude. The magnitude $|\gamma| = A$ is related to the difference of the occupation numbers (the sum is fixed, $f_a + f_b = 2$). As noted in Section V, the occupation numbers of the KS orbitals are not changed, to first order, by any perturbation to the KS system. This is a general feature of the KS scheme in 1MFT. Nevertheless, the linear response of the occupation numbers can be obtained from the stationary condition $\delta K_v^{(2)} = 0$.

VII. ON THE EXISTENCE OF $f_{kx}(\omega)$

In this section, we explain why the invertibility of $\chi(t, t')$, which is established by the RG theorem, does not imply the invertibility of $\chi(\omega)$ for a pure frequency component.
The RG theorem implies that the inverse response function \( \chi^{-1}(t,t') \) is defined on the space \( N(\Psi_{t_0}, \omega_0) \), which consists of all \( n^{(1)}(r,t) \) that can be realized for the given initial state \( \Psi(t_0) = \Psi_{t_0} \) by some perturbation that is analytic at \( t = t_0 \). In order to obtain \( \chi^{-1}(\omega) \) from the Fourier transform of \( \chi^{-1}(t,t') \), we must have
\[
\chi^{-1}(t,t') = \chi^{-1}(t-t').
\]
This will be the case only if the system is in the ground state (or a stationary state) of the unperturbed Hamiltonian at \( t = t_0 \). Therefore, the relevant space is \( N(\Psi_{gs}, t_0) \), where \( \Psi_{gs} \) is the ground state. The time \( t_0 \) is arbitrary but finite. Thus, it can be shown that the invertibility of \( \chi(t-t') \) implies the invertibility of \( \chi(\omega) \) on the space \( N_\omega(\Psi_{gs}, t_0) \), which consists of all \( n^{(1)}(r,\omega) \) that are the Fourier transform of some \( n^{(1)}(r,t) \in N(\Psi_{gs}, t_0) \). However, \( N_\omega(\Psi_{gs}, t_0) \) is too small to establish the invertibility of \( \chi(\omega) \) for a pure frequency component \( \omega \). In other words, it does not contain the elements \( n^{(1)}(r) \delta(\omega - \Omega) + \delta(\omega + \Omega)/2 \), corresponding to \( n^{(1)}(r,t) = n^{(1)}(r) \cos \Omega t \). Such elements are absent because a system in a perfect steady state with density \( \nu_{gs}(r) + \lambda n^{(1)}(r) \cos 2\Omega t + O(\lambda^2) \) for all time is generally never in an instantaneous ground state. Therefore, there is no time \( t_0 \) at which to specify the initial condition as required above. Hence, the invertibility of \( \chi(\omega) \) and the existence of \( f_{xc}(\omega) \) are not implied by the RG theorem.

VIII. CONCLUSIONS

One of the fundamental questions that can be asked about a quantum system is: How does it respond to a harmonic perturbation? The first-order response of the density to a weak perturbation is described by the linear response function \( \chi(r,r';\omega) \). Considerable effort has been devoted to calculating \( \chi(r,r';\omega) \) with the Dyson-like equation (3). This equation contains the exchange-correlation kernel \( f_{xc}(\omega) \). In this paper, we have shown that
\[
f_{xc}(r,r';\omega) = \delta^2 K_{xc}^{(2)}(\omega) \delta n^{(1)}(r) \delta n^{(1)}(r'),
\]
where \( K_{xc}^{(2)}[\nu^{(1)}] \) is a universal functional.

The RG theorem establishes the existence of time dependent KS equations, but it has not been possible to derive the exchange-correlation potential from a stationary principle. The quantum mechanical action principle does not provide a suitable stationary principle because its density-functional formulation contains boundary terms. For the special case of harmonic perturbations, we have found a stationary principle for the quasienergy that can be used to derive the first-order exchange-correlation potential.

If the external potential of a time dependent system is nonlocal, then it is not known whether a KS scheme exists in general. Although 1MFT has the scope to treat nonlocal potentials, a theorem as general as the RG theorem has not been found in TD 1MFT. By extending the stationary principle for the quasienergy to TD 1MFT, we have shown that there is a KS scheme for the linear response of the natural orbitals to a harmonic perturbation. The KS system experiences an adiabatically ramped perturbation of the form
\[
v_s(x,x', t) = \nu_s^{(0)}(x,x') + \nu_s^{(1)}(x,x') \sin \omega t.
\]
Due to interactions can be calculated from the functional derivative of a universal functional. In contrast to the DFT KS system, the linear response of the 1MFT KS system has a phase delay of \( \pi/2 \), so that the KS potential must be advanced by a phase of \( \pi/2 \) with respect to the given external potential.
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In order to distinguish Fourier transform pairs such as \( \chi(r, r'; t - t') \) and \( \chi(r, r'; \omega) \), we will use the following notations: \( \chi(\omega) = \chi(r, r'; \omega) \) and \( \chi(t - t') = \chi(r, r'; t - t') \).

The double limit \( \lim_{(t, \tau) \to (\infty, \infty)} \) must be taken with care. It can be evaluated as \( \lim_{\tau \to \infty} \limsup_{t \to \infty} \).

This is a special case of the so-called \( 2n + 1 \) theorem.

More precisely, we assume there exists an \( \epsilon > 0 \) such that none of the eigenvalues \( E_k \) lie in the interval \([E_0 + \omega - \epsilon, E_0 + \omega + \epsilon]\).

The precise statement of the approach is

\[
\lim_{\tau \to \infty} \limsup_{t \to \infty} \lim_{\lambda \to 0} \left| \left( a_k(t) - \lambda \tilde{a}_k^{(1)}(t) \right) / \lambda \right| = 0,
\]

where the order of the limits is important.

As \( \chi(\omega) \) is an operator between infinite dimensional function spaces, its invertibility can only be established with respect to these spaces. We do not pursue this issue here, and we shall simply assume that \( \chi \) is invertible on a sufficiently large space of linear response densities.

The condition that the states of the ensemble are mutually nonresonant is automatically satisfied if \( f_i^{(0)} \neq 0, 1 \) for all \( i \), which is the typical case, due to the total degeneracy of the KS system.

If any occupation number \( f_i^{(0)} \) is equal to 0 or 1, then \( \chi(\omega) \) will have a corresponding null vector. Although a condition of theorem 3, namely that \( \chi(\omega) \) is invertible, would therefore be violated, the stationary principle remains valid for variations in the complement of the null space of \( \chi(\omega) \).

The static version of this model was treated by 1MFT in Ref. [28].