Estimating Gaussian graphical models of multi-study data with Multi-Study Factor Analysis
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Abstract

Network models are powerful tools for gaining new insights from complex biological data. Most lines of investigation in biology involve comparing datasets in the setting where the same predictors are measured across multiple studies or conditions (“multi-study data”). Consequently, the development of statistical tools for network modeling of multi-study data is a highly active area of research. Multi-study factor analysis (MSFA) is a method for estimation of latent variables (factors) in multi-study data. In this work, we generalize MSFA by adding the capacity to estimate Gaussian graphical models (GGMs). Our new tool, MSFA-X, is a framework for latent variable-based graphical modeling of shared and study-specific signals in multi-study data. We demonstrate through simulation that MSFA-X can recover shared and study-specific GGMs and outperforms a graphical lasso benchmark. We apply MSFA-X to analyze maternal response to an oral glucose tolerance test in targeted metabolomic profiles from the Hyperglycemia and Adverse Pregnancy Outcomes (HAPO) Study, identifying network-level differences in glucose metabolism between women with and without gestational diabetes mellitus.
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1 Introduction

Network models are a graphical representation of multivariate data in which nodes correspond to variables and edges represent relationships between nodes. In a biological context, a network model may consist of nodes corresponding to biomolecules such as proteins or genes and edges corresponding to known interactions between these biomolecules, such as protein-protein interactions or correlations between gene expression levels. Network models capture systems-level patterns that cannot be observed by investigating biological variables one at a time in simple univariate analyses. In the omics era, multivariate biological data are ubiquitous, and network models have proven to be powerful tools for gaining new insights from these complex datasets [12, 22, 11, 1].

Most lines of investigation in biology involve integrating and comparing datasets from multiple studies or conditions. Case-control studies, studies comparing multiple treatments for a disease, and studies stratified by sex or gender are three such examples. Several methods have been developed that focus on integrating information in different datasets with networks. Specific tasks addressed by the existing literature include methods defining distances between networks [28], methods directly estimating “differential networks” with nodes connected by edges that differ between conditions [31], and methods focused on jointly estimating network models across multiple conditions prior to comparing networks [8, 4] to leverage the shared signal across the multiple datasets to improve estimation before comparing networks [25].

In this work, we present a new approach based on Gaussian graphical models that addresses a different task: (i) estimating a shared network reflecting relationships between variables that are common across studies, and (ii) estimating study-specific networks reflecting relationships unique to each study. In a Gaussian graphical model (GGM), an edge between two nodes represents the conditional correlation between the two corresponding variables, conditioned on the remainder of the variables in the network (partial correlation) [1]. In the Gaussian setting, data are assumed to follow a multivariate normal distribution; consequently, partial correlation is a measure of conditional dependence. Estimation and comparison of shared and study-specific GGMs thus permits the investigation of shared and study-specific conditional dependence patterns.

In the case of multivariate normal data, the edge weights of a GGM can be directly determined by the inverse covariance (precision) matrix [18]; estimating a GGM is therefore equivalent to estimating a precision matrix, and approaches for estimating multiple GGMs involve the estimation of multiple precision matrices. Several tools have previously been developed for the joint estimation of multiple GGMs. Guo et al. (2011) introduced an approach that factors each precision matrix entry into a product of a component shared across groups and a component specific to each group [8]. Danaher et al. (2014) developed a penalized optimization method called the Joint Graphical Lasso (JGL), encouraging estimated precision matrices to be similar across conditions, where the degree of similarity is controlled by a tuning parameter [4]. Ha et al. developed DINGO (DIfferential Network analysis in GenOmics), which uses a multi-stage approach, first fitting a GGM to the pooled data from multiple conditions and then regressing the residuals from this estimation against group membership [9]. Other developments in this area are discussed in detail by [25].

Our method is based on factor analysis, a latent variable method that identifies signature characteristics of multivariate normal data (“factors”). We begin with a framework called multi-study factor analysis (MSFA) [5], which concurrently estimates shared and study-specific factors in multi-study data. From MSFA, we construct a new framework (“MSFA extension”; MSFA-X) that extends MSFA to facilitate the estimation of corresponding shared and study-specific GGMs. MSFA-X provides two key improvements on the state of the field. First, rather than prioritizing estimation of the differential components or the shared components, both are explicitly specified in the model, and no tuning parameter selection is needed. Second, MSFA-X directly estimates a shared component, in contrast to approaches like the JGL that estimate a network within each condition but do not clearly describe how to estimate a shared network. Like MSFA-X, the DINGO method directly estimates a shared component. However, the current software implementation of DINGO is limited to the comparison of 2 conditions, while the comparison of > 2 conditions has been left as an area for future work [9]. MSFA-X, in contrast, is easily extensible to > 2 studies/conditions.

We begin by reviewing MSFA and developing the statistical framework underlying MSFA-X. Next, we use simulations to show that MSFA-X can recover shared and study-specific network signals. We present an application of MSFA-X to metabolomics data in the Hyperglycemia and Adverse Pregnancy Outcomes (HAPO) study, showing that network models of glucose metabolism in pregnancy differ between women with and without GDM. Finally, we discuss strengths, limitations, and opportunities for further work.
2 Methods

Traditional factor analysis (FA) represents the $i^{th}$ observation of $p$-dimensional random variable $x$ as $x_i = \Phi f_i + e_i$, where $\Phi$ is a $p \times k$ matrix with $k \leq p$, the columns of which represent the $k$ factor loadings; $f_i$ is a $k \times 1$ column vector containing the $k$ latent variables (“factors”); and $e_i$ is the residual noise, typically assumed to be distributed as $e_i \sim N_p(0, \Psi)$ where $\Psi$ is a diagonal matrix (e.g., [13, 14]). An attractive feature of FA is that under the assumption that $f_i \sim N_k(0, I_k)$, the variance-covariance matrix of the data can be decomposed as $\Sigma = \Phi \Phi^\top + \Psi$. In this way, the observed variation of multivariate data of interest can be decomposed into a component attributable to the factor loadings ($\Phi\Phi^\top$), and a component attributable to noise ($\Psi$) [5].

Multi-study factor analysis (MSFA) is an extension of FA to the setting where the same multivariate random variable has been measured across multiple studies or conditions [5]. MSFA models two types of latent variables: shared factors common to all studies and study-specific factors unique to each study. Let $x_{is}$ be the $p$-dimensional vector of observations for the $i^{th}$ subject in study $s$. MSFA represents the data $x_{is}$ as:

$$x_{is} = \Phi f_{is} + \Lambda_s l_{is} + e_{is}$$

(1)

where $\Phi$ is a $p \times k$ matrix of shared loadings, $f_{is}$ is its corresponding $k \times 1$ vector of shared latent factors, $\Lambda_s$ is a $p \times j_s$ matrix of study-specific loadings, $l_{is}$ is its corresponding $j_s \times 1$ vector of study-specific latent factors, and $e_{is}$ is the residual noise, again assumed to be distributed as $e_{is} \sim N_p(0, \Psi_s)$ where $\Psi_s$ is a diagonal matrix specific to study $s$. Under the assumption that $f_{is} \sim N_k(0, I_k)$ and $l_{is} \sim N_k(0, I_{j_s})$, MSFA admits the covariance decomposition for each study

$$\Sigma_s = \Phi \Phi^\top + \Lambda_s \Lambda_s^\top + \Psi_s$$

(2)

Thus, the covariance matrix consists of three components: i) the part attributable to the shared factors $\Phi\Phi^\top$, ii) the part attributable to the study-specific factors $\Lambda_s \Lambda_s^\top$, and iii) $\Psi$ the part attributable to the residual noise $[5]$. In [5], shared correlation networks are derived from $\Phi\Phi^\top$ and study-specific correlation networks from $\Lambda_s \Lambda_s^\top$. GGMs differ from correlation networks in that GGMs define edges via conditional correlations, while correlation networks define edges via marginal correlations. Correlation networks are typically quite dense, and edges can be hard to interpret in context as they represent both direct and indirect associations. Edges in a GGM reflect direct associations; consequently, a GGM is often more sparse and easier to interpret than the corresponding correlation network. MSFA, however, does not enable precision matrix estimation. We developed MSFA-X for exactly this goal, with the final aim of enabling the estimation of shared and study-specific GGMs.

In the case of multivariate normal data, a useful relationship exists between the precision matrix and the edge set of the GGM. Specifically, let $x \sim N_p(0, \Sigma)$ with $\Theta = \Sigma^{-1}$, and let $\theta_{ij}$ denote the $i,j$ entry of $\Theta$. Then the partial correlation between $x_i$ and $x_j$ is given by

$$\rho_{x_i, x_j | x_{-ij}} = -\frac{\theta_{ij}}{\sqrt{\theta_{ii}\theta_{jj}}}$$

(3)

Because of Equation 3, precision matrix estimation is equivalent to GGM estimation. In the case where the covariance matrix can be inverted, precision matrix estimation is straightforward: the MLE for the precision matrix can be obtained simply by inverting the MLE for the covariance[27, 2]. If the covariance matrix is not well-conditioned, the typical approach is to apply the graphical lasso (glasso) method, which uses a penalized likelihood approach to estimate a sparse inverse covariance matrix [6].

In the MSFA approach, the shared and the study-specific components in Equation 2, are singular. Inverting $\Phi\Phi^\top$ is not possible, since $\Phi\Phi^\top$ is not full rank with $k < p$. A similar issue arises with $\Lambda_s \Lambda_s^\top$. Moreover, application of the graphical lasso to these matrices is not straightforward since tuning parameter selection via cross-validation is required. Tuning parameter setting typically involves subsetting the data into training and test sets and conducting cross-validation. However, defining shared and study-specific data requires estimating the shared and study-specific factor scores $f_i$ and $l_{is}$ which introduces an additional source of variability and error into the model. MSFA-X, in contrast, provides a tuning-free approach that works directly with the main parameters $\Phi$, $\Lambda_s$, and $\Psi_s$, circumventing any need for factor score estimation. In MSFA-X, we further decompose the error covariance $\Psi_s$ into shared and study-specific components $\Gamma$.
and $H_s$ where $\Gamma$ and $H_s$ are full rank diagonal matrices. This decomposition enables us to rearrange the covariance decomposition in Equation 2 to yield an invertible shared component, $\Phi \Phi^\top + \Gamma$, and an invertible study-specific component, $\Lambda_s \Lambda_s^\top + H_s$.

We generalize the MSFA model of De Vito et al. 2019 [5] by splitting the term $e_{is}$ of Equation 1 into two sources of noise, an overall noise $g_{is}$ and a study-specific noise $h_{is}$

$$x_{is} = \Phi f_{is} + \Lambda_s l_{is} + g_{is} + h_{is}$$  

(4)

The variables in this equation are distributed as $g_{is} \sim N_P(0, \Gamma)$ with $\Gamma = \text{diag}(\gamma_1, \ldots, \gamma_P)$ and $h_{is} \sim N_p(0, H_s)$ with $H_s = \text{diag}(\eta_{is}, \ldots, \eta_{ps})$. Under this model formulation, we obtain the following covariance decomposition:

$$\Sigma_s = \Phi \Phi^\top + \Lambda_s \Lambda_s^\top + \Gamma + H_s$$  

(5)

An illustration of this decomposition for $S = 2$ studies and $P = 12$ predictors is shown in Figure 1a. From Equation 4, the following conditional distribution of $x_{is}$ given the study-specific factors $l_{is}$ and the study-specific noise $g_{is}$:

$$x_{is}|l_{is}, h_{is} \sim N_p(\Lambda_s l_{is}, \Phi \Phi^\top + \Gamma)$$  

(6)

We interpret $\Phi \Phi^\top + \Gamma$ to be the shared covariance matrix, and its inverse $(\Phi \Phi^\top + \Gamma)^{-1}$ to be the shared precision matrix, and we construct the adjacency matrix of the shared GGM using Equation 3. Similarly, we can obtain the study-specific covariance matrix $\Lambda_s \Lambda_s^\top + H_s$ and the study-specific precision matrix $(\Lambda_s \Lambda_s^\top + H_s)^{-1}$ and construct the adjacency matrix of the study-specific GGM. Figure 1b illustrates these adjacency matrices and the corresponding GGMs that are implied by the covariance decomposition in Figure 1a.

To estimate $\Gamma$ and $H_s$, we adopt the expectation-conditional maximization (ECM) algorithm developed by De Vito et al. 2019. We denote the full parameter vector by $\theta = (\Phi, \Lambda_1, \ldots, \Lambda_S, \Gamma, H_1, \ldots, H_S)$. The objective function $Q(\theta)$ is the expected complete log likelihood of $\theta$, conditioned on the observed data and taken with respect to the latent variables $f_{is}$ and $l_{is}$:

$$Q(\theta) = \mathbb{E}[\ell_c(\theta)|x_{is}, \theta^{(t)}]$$

$$\propto \frac{1}{2} \log |\Gamma + H_s| + \frac{1}{2} \text{tr}\{(\Gamma + H_s)(x_{is} x_{is}^\top + \Phi f_{is} f_{is}^\top \Phi^\top + \Lambda_s l_{is} l_{is}^\top \Lambda_s^\top)

- 2x_{is} f_{is}^\top \Phi^\top - 2x_{is} l_{is}^\top \Lambda_s^\top - 2f_{is} l_{is}^\top \Lambda_s^\top + 2\Phi f_{is} l_{is}^\top \Lambda_s^\top)\}$$

It is clear from the form of $Q(\theta)$ that the expected complete log-likelihood is not identifiable: for given values of the loadings $\Phi, \Lambda_1, \ldots, \Lambda_S$, any values of $\Gamma$ and $H_s$ that add to the same sum will have the same likelihood. However, we suggest that the region of non-identifiability may be small enough such that solutions for $\theta$ falling within this region will be sufficient to estimate the network model within a practically useful margin. The shared variance of predictor $p, \gamma_p$, is restricted by the overall variance $\psi_{ps}$ as $\gamma_p \in (0, \min \psi_{ps})$. A natural estimate for $\gamma_p$ is the center of this interval. If we calculate an estimate for $\eta_{ps}$ accordingly, our estimate will lie within the region of non-identifiability of $Q(\theta)$:

$$\hat{\gamma}_p = 0.5 * \min \psi_{ps}$$  

$$\hat{\eta}_{ps} = \psi_{ps} - \hat{\gamma}_p$$  

(7)

We discuss this rationale further below. Based on Equations 7 and 8, we define the MSFA-X estimators as the ECM results from the original MSFA algorithm along with $\Gamma = \text{diag}(\hat{\gamma}_1, \ldots, \hat{\gamma}_P)$ with $\hat{\gamma}_p$ as defined in Equation 7 and $H_s = \text{diag}(\hat{\eta}_1, \ldots, \hat{\eta}_P)$ as defined in Equation 8. This results in the following estimators for the shared and study-specific precision matrices:

$$\hat{\Omega}_{\text{MSFA}} = (\hat{\Phi} \hat{\Phi}^\top + \hat{\Gamma})^{-1}; \quad \hat{\Theta}_{\text{MSFA}} = (\hat{\Lambda}_s \hat{\Lambda}_s^\top + \hat{H}_s)^{-1}$$  

(9)

Identifiability is a critical concern in factor analysis. There are several identifiability requirements necessary for the MSFA and MSFA-X approaches. First, the factor loadings matrices suffer from orthogonal rotation indeterminacy, i.e., for any $k \times k$ orthogonal matrix $Q^*$ and $j_s \times j_s$ orthogonal matrices $Q^*_s, s = 1, \ldots, S$, 

$$Q^* = Q^*_s \Phi^*$$

$$\Phi^* \Phi^*^\top + \Gamma = \Phi^*_s \Phi^*_s^\top + \Gamma = \Phi^*_s \Phi^*_s^\top + \Gamma = (\Phi^*_s \Phi^*_s^\top + \Gamma)^{-1}$$

$$= (\Phi^*_s \Phi^*_s^\top + \Gamma)^{-1}$$

(9)
we have that:
\[
\begin{align*}
\Phi Q^* (\Phi Q^*)^\top &= \Phi Q^* (Q^*)^\top \Phi^\top = \Phi \Phi^\top \\
\Lambda_s Q_s^* (\Lambda_s Q_s^*)^\top &= \Lambda_s Q_s^* (Q_s^*)^\top \Lambda_s^\top = \Lambda_s \Lambda_s^\top
\end{align*}
\]

We address this problem by requiring each of the matrices \(\Phi, \Lambda_1, \ldots, \Lambda_s\) to be block lower triangular [21, 5]. Label switching is a second identifiability concern. Label switching can occur with permutation of the columns of \(\Phi\) and \(\Lambda_s\) according to permutation of the corresponding rows of \(I_s\) and \(I_s\). In practice, the lower triangular constraint also addresses this identifiability concern. A third identifiability concern is specific to multi-study factor analysis. The MSFA framework implies \(S\) equations of the form \(\Sigma_s - \Psi_s = \Phi \Psi^\top + \Lambda_s \Lambda_s^\top\). However, there are \(S + 1\) unknown matrices to estimate (\(\Phi\) and \(\Lambda_s, s = 1, \ldots, S\)), meaning an additional constraint is required to uniquely identify the solution. Thus, the matrix \(\Omega = [\Phi, \Lambda_1, \ldots, \Lambda_s]\) is constrained to have full column rank \(\text{rank}(\Omega) = k + j_1 + \cdots + j_s\) and that \(k + j_1 + \cdots + j_s \leq p\) (i.e., the total number of factors is less than or equal to the total number of variables) resolves this identifiability problem. A fourth identifiability concern relates to the number of free parameters in the covariance matrix \(\Sigma_s\). This quantity includes the number of free parameters in the factor loading matrices, \(\Phi, \Lambda_1, \ldots, \Lambda_s\), and in the error covariance matrices, \(\Gamma\) and \(H_s\). Taking into account the lower triangular constraint described above, the number of free parameters is:

\[
pk - k(k - 1)/2 + \sum_{s=1}^{S} \{pj_s - j_s(j_s - 1)/2\} + (S + 1)p
\]

To estimate the covariance parameters in \(\Sigma_s\), the number of elements in the \(S\) sample covariance matrices must be greater than or equal to the number of free parameters in Equation 10. This constraint resolves to:

\[
pk - k(k - 1)/2 + \sum_{s=1}^{S} \{pj_s - j_s(j_s - 1)/2\} + (S + 1)p \leq S(p(p + 1)/2)
\]

This condition is satisfied when both \(k + \sum_{s=1}^{S} j_s \leq p\) and \(k + \sum_{s=1}^{S} j_s > S\) hold. A fifth identifiability concern involves the sign of the factor loadings. Changing the sign of both the factor loadings and the factor scores results in an identical model. This non-identifiability concern does not cause problems in terms of model estimation. However, we caution the reader that the signs of the factor loadings should not be interpreted as indicative of positive or negative associations.

The final identifiability issue is the non-identifiable likelihood presented in Equation 7. In Figure 2, we visually inspect the issue for a single parameter with \(S = 3\) studies. The overall estimated noise variance \(\hat{\psi}_{ps}\) is smallest in the first of the three studies \((s = 1)\), implying the constraint that \(0 < \gamma_p < \hat{\psi}_{p1}\). The estimate of \(\hat{\gamma}_p = 0.5\hat{\psi}_{p1}\) lies in the center of this constraint, but could be off by an error \(\Delta \gamma_p\) of size up to \(0.5\hat{\psi}_{p1}\). We contend that a model with parameters estimated to lie at the center of this non-identifiability region is still practically meaningful. We provide evidence for this claim through extensive simulation studies in which error can be measured quantitatively from a known gold standard.

Determining the number of shared factors \((k)\) and the number of study-specific factors \((j_s, s = 1, \ldots, S)\) is crucial in multi-study factor analysis. This is not the primary goal of our work, since our aim is to estimate the shared and study-specific covariance and precision matrix. In Supplementary Section 1.1, we provide general guidelines for this step. In an effort to deconvolute limitations in identifying the number of factors from limitations in MSFA-X, we present results from simulations conducted with both the true number of factors and the number of factors that we estimated.

3 Simulation

To demonstrate the robustness of MSFA-X, we conducted extensive simulation scenarios by varying ten different settings with different characteristics, such as the number of factors, the sample size, and the number of studies (Table 1). For each setting, we generate a collection of 100 different datasets \(x_{is}\) from the multivariate distributions \(x_{is} \sim N(0, \Phi \Phi^\top + \Lambda_s \Lambda_s^\top + \Gamma + H_s)\). In particular, the entries of the shared and
study-specific factors $\Phi$ and $\Lambda_s$, $s \in 1, \ldots, S$, are set equal to 0, −1, or 1, corresponding to the case in which each loading can have the greatest possible (1 or −1) or minimum possible (0) magnitude. Next, we define the residual covariance matrices $\Gamma = \text{diag}(\gamma_1, \ldots, \gamma_p)$ and $H_s = \text{diag}(\eta_{1s}, \ldots, \eta_{ps})$, where the entries of $\Gamma$ and $H_s$ are drawn randomly from uniform distributions defined on the supports described in Table 1. We sample factor scores $f_{is} \sim N_k(0, I_k)$ and $l_{is} \sim N_{j_s}(0, I_{j_s})$. We sample residual noise $e_{is} = g_{is} + h_{is} \sim N_p(0, \Gamma + H_s)$. We then combine these components to generate simulated multivariate normal data that is consistent with the underlying factor structure using Equation 4.

We explored two methods to benchmark MSFA-X. First, we implemented a baseline method that relies on the graphical lasso but does not use factor analysis. This method has three parts: (i) we use the graphical lasso to obtain $S$ separate GGMs, one for each study, (ii) we pool the data from all $S$ studies and use the graphical lasso to obtain a shared GGM, and (iii) we define the study-specific GGMs as the graph defined by the adjacency matrix obtained by subtracting the adjacency matrix of the shared GGM estimated among the pooled data in (ii) from the adjacency matrix of the within-study GGM estimated in (i). Second, we explored the joint graphical lasso (JGL) to estimate the study-specific networks in step (i). Fitting networks with JGL requires selecting two tuning parameters: $\lambda_1 \geq 0$, which controls the networks’ sparsity, and $\lambda_2 \geq 0$, which controls the similarity between groups. We used a BIC-type criterion to select the optimal tuning parameters over a coarse grid of options ($\lambda_1 \in (0, 0.001, 0.01, 0.1, 1)$, $\lambda_2 \in (0, 0.001, 0.01, 0.1, 1)$). In a preliminary run of JGL on each of the 10 simulation settings described in Table 1, $\lambda_2$ was selected to be zero in every setting. With this selection, the JGL reduces to the standard graphical lasso, making this JGL-based benchmark equivalent to the first benchmark. For this reason, we present only the results of the first benchmark.

We assessed the performance of the MSFA-X estimator by calculating a correlation measure between the estimated and true adjacency matrices using the modified-RV coefficient as described by [26]. The modified-RV coefficient is an extension of the RV coefficient of Robert and Escoufier [24] developed for high-dimensional data. In addition to the modified-RV coefficient, we investigated a measure based on Euclidean distance and a cosine similarity measure (Supplementary Section 1.2). When evaluating our simulation results, it is important to note that our goal is not to show that there is no error: we know from the identifiability issue raised above that there is no guarantee that our approach will find the correct solution, even for large sample sizes. Rather, we wish to show that MSFA-X is a reasonable way to estimating this quantity within a practically useful range, and that it performs better than the benchmark described above.

The median and 95% quantile interval for the matrix RV coefficient between the estimated and true network in simulation settings 1, 2, 4, 7, and 10 are shown in Table 2. Results for the remaining settings and error metrics are presented in the Supplement (Supplementary Tables 5-7; Supplementary Figures 1-3). Visual inspection of the matrices estimated with MSFA-X shows the general structure of the GGM adjacency matrix was qualitatively well-recovered (Figure 3; Supplementary Figures 4-11). Together, these results suggest that MSFA-X can recover graphical structures induced by latent variables and outperform standard methods, despite identifiability limitations.

## 4 Application to the Hyperglycemia and Adverse Pregnancy Outcomes Study

The Hyperglycemia and Adverse Pregnancy Outcomes (HAPO) study is an international prospective cohort study investigating the relationship between maternal glucose metabolism and newborn outcomes among 25,505 mother-newborn pairs [10]. Details of the study have been previously described [10, 7]. Briefly, fasting plasma metabolomic profiles of the mothers were obtained prior to the administration of an oral glucose tolerance test (OGTT) near 28 weeks gestation and one hour after glucose intake [15, 16]. Targeted and untargeted metabolomic profiling was conducted as described by Kadakia et al. (2019); in this application, we use 60 targeted metabolites from these profiles [15] collected from a subset of 3463 of these participants comprised by $n = 2887$ women without GDM and $n = 576$ women with GDM. We apply MSFA-X to model shared and disease-specific conditional dependencies in glucose response based on changes from fasting metabolite levels to 1-hr post-glucose intake levels. For details of metabolite preprocessing and covariate adjustment, we refer the reader to Supplementary Section 2.1.

MSFA-X identified 2 shared factors, 2 study-specific factors for women without GDM, and 2 study-specific
factors for women with GDM (Supplementary Figure 12). Thresholded shared and study-specific GGMs are shown in Figure 4a, with thresholding based on a significance test of Fisher-transformed partial correlation coefficients (Supplementary Section 2.2). The shared network has two interesting connected components. One connected component contains the amino acids (AAs) along with three long-chain acylcarnitines (ACs: AC C18:1, AC C18:2, and AC C16). The second connected component contains several short- and medium-chain ACs, with the majority of edges connecting the medium-chain ACs. In the study-specific networks, edge patterns clearly identify differences in metabolism after glucose uptake between women with and without GDM. Among women without GDM, leucine/isoleucine and glutamine/glutamate are highly connected nodes, with glutamine/glutamate serving as a connector between the AAs and the short- and medium-chain ACs. AC C8:1 exhibits conditional associations with several short-chain ACs (AC C2, AC C3, AC C4/C14, AC C5). In contrast, leucine/isoleucine and glutamine/glutamate have much smaller degree in the GDM network, and glutamine/glutamate does not provide a bridge between AAs and ACs. Other AA patterns also differ: proline is more highly connected among women with GDM, and phenylalanine and tyrosine exhibit a strong conditional association. Conducting the same analysis with the graphical lasso benchmark showed that the benchmark was unable to disentangle these patterns between the two conditions (Supplementary Figure 13, 14).

We also conducted a quantitative analysis on the unthresholded networks by analyzing hub score. Hub score is an eigenvector-based measure of node centrality; a higher hub score indicates a node has more authority in the network [17]. Using the `hub.score` function of the igraph R package, we compared hub score in women with and without GDM (Figure 4b, Figure 4c). This analysis recapitulates the finding of lower involvement of leucine/isoleucine and glutamine/glutamate in the network of women with GDM compared to women without GDM, as well as the observation of lower connectivity of AC C10:3 and AC C8:1 in women with GDM.

Because the sample sizes between the two groups in this application are substantially different (N=576 women with GDM vs. N=2887 women without GDM), our approach had higher power to detect network edges in the shared network and the non-GDM network than in the GDM network. To gain further confidence that the differences we observed between women with and without GDM were not simply due to the difference in sample size and power, we conducted a sensitivity analysis in which we downsamples the number of women without GDM to balance the sample, observing similar results (Supplementary Section 2.5). When conducting factor analysis, it is possible to find statistically relevant factors that do not carry practical meaning in the context of the problem. One way to validate context-specific relevancy is by associating the factors with an outcome of interest. In the context of the HAPO Study, one such outcome is newborn adiposity. Newborn adiposity is an important risk factor associated with childhood overweight[30]. As a final investigation in the HAPO application, we validated our factors by estimating their association with newborn adiposity.

For infants born to women participating in the HAPO Study, newborn adiposity was assessed by the sum of three skinfold measurements (“newborn sum of skinfolds”) as previously described [3]. Catalano et al. (2012) showed that gestational diabetes was associated with the newborn sum of skinfolds in the HAPO Study [3]. In this spirit, we proceeded to validate our latent factors by modeling the association between the newborn sum of skinfolds and the six factors identified by MSFA. We assigned a factor score for each individual in the study by projecting each individual’s vector of metabolite ratios $X^i = (X_1^{(i)}, \ldots, X_{60}^{(i)})$ onto each factor. For a factor $F = (F_1, \ldots, F_{60})$, this projection is calculated as:

$$proj_F(X^i) = \frac{\sum_{j=1}^{60} F_j X_j^{(i)}}{\sqrt{\sum_{j=1}^{60} F_j^2}}$$  

Larger values of $proj_F(X^i)$ indicate higher colinearity of participant $i$’s metabolite profile with factor $F$. For women without GDM, projections were calculated onto the two shared factors $\Phi_1$ and $\Phi_2$ and the two non-GDM factors $\Lambda_{11}$ and $\Lambda_{12}$. For women with GDM, projections were calculated onto the two shared factors $\Phi_1$ and $\Phi_2$ and the two GDM factors $\Lambda_{21}$ and $\Lambda_{22}$. We then used multiple linear regression to regress the log sum of skinfolds onto these projections. Figure 5 shows the resulting associations. While none of the latent factors are significant in women without GDM, the first shared factor $\Phi_1$ and the second latent factor $\Lambda_{22}$ are both significantly associated with the log sum of skinfolds among the women with GDM ($\Phi_1$: $p = 0.014$, 95% CI: [0.275, 2.433]; $\Lambda_{22}$: $p = 0.005$, 95% CI: [-1.220, -0.224]). These associations persist
after adjusting for mean arterial pressure, BMI, age, and maternal height at the time of the OGTT, neonatal sex, gestational age at delivery, fasting plasma glucose, ancestry group, and storage time of the sample ($\Phi_1$: $p = 0.050$, 95% CI: [0.003, 1.951]; $\Lambda_2$: 0.018, 95% CI: [−0.997, −0.095]). These results provide evidence for the context-specific relevance of the factors identified by MSFA in this application.

5 Discussion

The problem of comparing networks across multiple studies or conditions is often considered under the umbrella term of differential network analysis. Typical differential network analysis methods for GGMs do not focus on deconvoluting the shared and study-specific signal, but either on (i) estimating a GGM for each study which contains both signals or (ii) directly estimating the differential network between studies [25]. While these methods can produce accurate maps of conditional dependencies present in each study, they are not designed to allow the user to separate the shared and study-specific contributions to these dependencies. In contrast, MSFA-X accomplishes exactly this goal, providing a distinctive and interpretable perspective. MSFA-X is able to recover shared and study-specific conditional independence patterns (GGMs) and outperform a naive benchmark based on the graphical lasso.

MSFA-X has important limitations. First, factor analysis can be a restrictive method due to the numerous assumptions made regarding normality and independence of factors and residual noise, and MSFA-X is no exception. Copula methods such as the nonparanormal transformation have been widely used to facilitate the application of GGMs to non-normally distributed data, and we propose such approaches could also be applied to MSFA-X [20]. Future work could model correlated residuals by allowing different matrix structures for $\mathbf{\Gamma}$ and $\mathbf{H}_s$. For example, van Kesteren and Kievit (2021) present an open-source framework for modeling correlated residuals in the context of exploratory factor analysis in neuroscience [29]. A similar approach could be applied to MSFA-X [29]. Second, MSFA-X is limited in that it is a likelihood-based method with a non-identifiable likelihood. Our approach determines a region of non-identifiability and selects an estimate at the center of this region, meaning the error in these parameter estimates is bounded: we cannot be further off than the longest distance from the center of this region to its border. However, $\mathbf{\Gamma}$ and $\mathbf{H}_s$ are not the final estimands of interest in this problem; rather, we are trying to estimate the shared precision matrix $\hat{\Theta}_{\text{shared}}^{\text{MSFA-X}} = (\Phi \Phi^T + \Gamma)^{-1}$ and the study-specific precision matrices $\hat{\Theta}^{\text{study,s}}_{\text{MSFA-X}} = (\Lambda_s \Lambda_s^T + \mathbf{H}_s)^{-1}$. Future work could explore how the bounded error in the estimation of $\mathbf{\Gamma}$ and $\mathbf{H}_s$ propagates to these latter estimands. Closed-form expressions for inverses of sums of matrices may prove useful; several previous works specifically address matrix inversion error [23, 19]. In our simulation studies, the relative error of MSFA-X was similar across a broad range of simulation studies, suggesting that such a bound does exist and could potentially be identified in closed form. A third limitation of MSFA-X is that, in contrast to the graphical lasso, it does not produce precision matrix estimates with exact zeros. This means that thresholding is required in order to produce a GGM that is not a completely connected graph. It would be interesting to explore regularization methods with structural specifications that could produce exact zeros in the factor loadings matrices and, consequently, sparse GGMs that do not require thresholding. Finally, MSFA-X, like all factor analysis methods, requires estimation of the number of factors. Our simulation study demonstrates that the accurate estimation of this quantity is an important part of accurate GGM estimation itself. We correctly identified the number of factors in many cases for small numbers of factors using our CNG-based approach, but our method does not work as well for settings with $> 2$ factors per study. Future work is needed here, especially for high-dimensional biological data which are likely to have many factors.

MSFA-X is a tool for researchers to disentangle shared and study-specific network signals when working with data across multiple studies or conditions. This is a unique perspective compared to many existing methods for differential network analysis that do not deconvolute shared and study-specific signals. MSFA-X will assist researchers in gaining new insights into the direct dependencies underlying multi-study data, leading to improved understanding of complex biological function. The MSFA-X method is available as an extension of the R package MSFA [5] at https://github.com/katehoffshutta/MSFA.
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Figure 1: An illustration of the covariance decomposition implied by the MSFA-X model formulation for $S = 2$ studies on $p = 12$ predictors.

(a) Under the MSFA-X model formulation, the covariance matrix of the data in the $s^{th}$ study can be decomposed as $\Sigma_s = \Phi \Phi^T + \Lambda_1 \Lambda_1^T + \Gamma + H_1$. Here, we show the decomposition of simulated data. Our goal is to recover this decomposition for a given input dataset.

(b) The shared and study-specific precision matrices are shown here. Left, $(\Phi \Phi^T + \Gamma)^{-1}$; center, $(\Lambda_1 \Lambda_1^T + H_1)^{-1}$; right, $(\Lambda_2 \Lambda_2^T + H_2)^{-1}$. Estimating these matrices allows us to estimate the corresponding shared and study-specific GGMs. Red indicates positive values; blue, negative. Edge width in graphs is proportional to magnitude of partial correlation between two variables.
Figure 2: A visual of the region of non-identifiability for one predictor in the case of three studies ($S = 3$). $\gamma$: true, unknown shared noise for this predictor; $\hat{\psi}_s$: estimated overall noise; $\hat{\gamma}$: estimated shared noise; $\hat{\eta}_s$: estimated study-specific noise; $\Delta \gamma$: error in estimating $\gamma$.

Figure 3: Mean estimated GGM adjacency matrices across 100 simulated datasets for simulation setting 1 (baseline) and setting 4 (increased factor count).
Figure 4: (a) MSFA-X estimated networks of conditional dependencies between metabolite changes in response to the oral glucose tolerance test. Green (purple) nodes indicate amino acids (acylcarnitines). Red (blue) edges indicate positive (negative) partial correlations. Edge width is proportional to the magnitude of the partial correlation. (b-c) Hub score of metabolites in the networks of women with GDM (blue) and without GDM (red). In (b), metabolites are ordered by hub score in the network of women without GDM. In (c), metabolites are ordered by difference in hub score relative to the hub score among women without GDM.
Figure 5: Latent variables learned by MSFA are associated with newborn adiposity in infants born to women with gestational diabetes.
Table 1: Simulation study design.

| Setting | Description                  | # Studies |
|---------|------------------------------|-----------|
| 1       | Baseline                     | 2         |
| 2       | Change # of predictors       | 2         |
| 3       | Change # of studies          | 4         |
| 4       | Change # of factors          | 2         |
| 5       | Small sample size            | 2         |
| 6       | Unequal sample size          | 2         |
| 7       | Unequal noise                | 2         |
| 8       | Unequal noise                | 2         |
| 9       | Not true zeros               | 2         |
| 10      | Mimic HAPO application       | 2         |

|          | Sample Sizes (n_s) | Predictors (p) | Shared Factors (k) | Study-Specific Factors (j_s) | Noise (Γ, H_s) | Exact Zeros |
|----------|--------------------|----------------|-------------------|-----------------------------|----------------|-------------|
| 1        | 1600, 1600         | 60             | 2                 | 2.2                         | equal          | Yes         |
| 2        | 1600, 1600         | 12             | 2                 | 2.2                         | equal          | Yes         |
| 3        | 1600, 1600, 1600, 1600 | 60     | 2                 | 2,2,2,2                    | equal          | Yes         |
| 4        | 1600, 1600         | 60             | 4                 | 3,5                         | equal          | Yes         |
| 5        | 250, 250           | 60             | 2                 | 2.2                         | equal          | Yes         |
| 6        | 1600, 1600         | 60             | 2                 | 2.2                         | equal          | Yes         |
| 7        | 1600, 1600         | 60             | 2                 | 2.2                         | Γ > H_s        | Yes         |
| 8        | 1600, 1600         | 60             | 2                 | 2.2                         | H_s > Γ        | Yes         |
| 9        | 1600, 1600         | 60             | 2                 | 2.2                         | equal          | No          |
| 10       | 2887, 576          | 60             | 2                 | 2.2                         | equal          | No          |
Table 2: Matrix RV coefficients for simulation settings 1, 2, 4, 7, and 10. A higher value of the matrix RV coefficient corresponds to better estimation of the gold standard matrix in the simulation. The maximum value for the RV coefficient is 1. Est. Fac. refers to a simulation in which we estimated the number of factors using our CNG-based method. True Fac. refers to a simulation in which we used the true number of factors from the known data generating process.

| Method      | Setting | Study | Median | 2.5th percentile | 97.5th percentile |
|-------------|---------|-------|--------|-----------------|------------------|
| glasso      | Setting 1 | Shared | 0.5412 | 0.5396          | 0.5428           |
| MSFA-X: Est. Fac. | Setting 1 | Shared | 0.9946 | 0.9939          | 0.9955           |
| MSFA-X: True Fac. | Setting 1 | Shared | 0.9946 | 0.9939          | 0.9955           |
| glasso      | Setting 1 | Study 1 | 0.0135 | 0.0125          | 0.0145           |
| MSFA-X: Est. Fac. | Setting 1 | Study 1 | 0.9929 | 0.9891          | 0.995             |
| MSFA-X: True Fac. | Setting 1 | Study 1 | 0.9929 | 0.9891          | 0.995             |
| glasso      | Setting 1 | Study 2 | 0.0149 | 0.0142          | 0.0156           |
| MSFA-X: Est. Fac. | Setting 1 | Study 2 | 0.9943 | 0.9892          | 0.9963           |
| MSFA-X: True Fac. | Setting 1 | Study 2 | 0.9943 | 0.9892          | 0.9963           |
| glasso      | Setting 2 | Shared | 0.6589 | 0.651           | 0.6663           |
| MSFA-X: Est. Fac. | Setting 2 | Shared | 0.6755 | 0.3683          | 0.9852           |
| MSFA-X: True Fac. | Setting 2 | Shared | 0.9674 | 0.5375          | 0.9958           |
| glasso      | Setting 2 | Study 1 | 0.0479 | 0.0351          | 0.0616           |
| MSFA-X: Est. Fac. | Setting 2 | Study 1 | 0.8375 | 0.2649          | 0.987            |
| MSFA-X: True Fac. | Setting 2 | Study 1 | 0.9124 | 0.1079          | 0.9887           |
| glasso      | Setting 2 | Study 2 | 0.0645 | 0.0549          | 0.0735           |
| MSFA-X: Est. Fac. | Setting 2 | Study 2 | 0.8677 | 0.6018          | 0.9733           |
| MSFA-X: True Fac. | Setting 2 | Study 2 | 0.9633 | 0.5042          | 0.9942           |
| glasso      | Setting 4 | Shared | 0.5122 | 0.5092          | 0.5153           |
| MSFA-X: Est. Fac. | Setting 4 | Shared | 0.99 | 0.7002          | 0.9933           |
| MSFA-X: True Fac. | Setting 4 | Shared | 0.9927 | 0.9918          | 0.9937           |
| glasso      | Setting 4 | Study 1 | 0.1009 | 0.0969          | 0.1046           |
| MSFA-X: Est. Fac. | Setting 4 | Study 1 | 0.781  | 0.6754          | 0.8407           |
| MSFA-X: True Fac. | Setting 4 | Study 1 | 0.9877 | 0.9835          | 0.9909           |
| glasso      | Setting 4 | Study 2 | 0.0795 | 0.0749          | 0.0833           |
| MSFA-X: Est. Fac. | Setting 4 | Study 2 | 0.9133 | 0.8439          | 0.9917           |
| MSFA-X: True Fac. | Setting 4 | Study 2 | 0.9914 | 0.9882          | 0.9936           |
| glasso      | Setting 7 | Shared | 0.5424 | 0.5412          | 0.5442           |
| MSFA-X: Est. Fac. | Setting 7 | Shared | 0.9989 | 0.9987          | 0.9992           |
| MSFA-X: True Fac. | Setting 7 | Shared | 0.9989 | 0.9987          | 0.9992           |
| glasso      | Setting 7 | Study 1 | 0.015  | 0.0145          | 0.0158           |
| MSFA-X: Est. Fac. | Setting 7 | Study 1 | 0.9852 | 0.9811          | 0.9879           |
| MSFA-X: True Fac. | Setting 7 | Study 1 | 0.9852 | 0.9811          | 0.9879           |
| glasso      | Setting 7 | Study 2 | 0.0153 | 0.0147          | 0.0159           |
| MSFA-X: Est. Fac. | Setting 7 | Study 2 | 0.9912 | 0.9868          | 0.9937           |
| MSFA-X: True Fac. | Setting 7 | Study 2 | 0.9912 | 0.9868          | 0.9937           |
| glasso      | Setting 10 | Shared | 0.4172 | 0.4135          | 0.4211          |
| MSFA-X: Est. Fac. | Setting 10 | Shared | 0.9015 | 0.2351          | 0.996            |
| MSFA-X: True Fac. | Setting 10 | Shared | 0.9959 | 0.9954          | 0.9965           |
| glasso      | Setting 10 | Study 1 | 0.1151 | 0.1127          | 0.1171           |
| MSFA-X: Est. Fac. | Setting 10 | Study 1 | 0.4937 | 0.3065          | 0.8582           |
| MSFA-X: True Fac. | Setting 10 | Study 1 | 0.9959 | 0.995           | 0.9966           |
| glasso      | Setting 10 | Study 2 | 0.0627 | 0.0533          | 0.07             |
| MSFA-X: Est. Fac. | Setting 10 | Study 2 | 0.769  | 0.5815          | 0.8414           |
| MSFA-X: True Fac. | Setting 10 | Study 2 | 0.9933 | 0.9886          | 0.9961           |
1 Supplement to Simulation Studies

1.1 Factor Estimation Method

There are several methods for determining the number of factors in standard factor analysis [3], each of which could serve as a foundation for determining the number of factors in multi-study factor analysis. Here, we adopt a two-step process. First, we use the Cattell-Nelson-Gorsuch (CNG) scree test on each study separately in order to determine the total number of factors $t_s, s = 1, \ldots, S$, where $t_s = k + j_s$ for all $s$. This step provides an upper bound on the value of $k$: we must have $k < \min_s(t_s)$ in order to satisfy $t_s = k + j_s$ and $j_s > 0$ for all $s$. Let $k^* = \min_s(t_s)$; we begin by running MSFA with $k = k^*$ and $j_s = t_s - k^*, s = 1, \ldots, S$. Next, we investigate the eigenvalues of the shared covariance contribution $\hat{\Phi} \hat{\Phi}^\top$ estimated from this model. We set $k$ equal to the number of eigenvalues explaining more than 5% of the shared covariance, with $1 \leq k \leq k^*$. Finally, we recalculate the number of study-specific factors $j_s$ as $j_s = t_s - k$. This method works well in many but not in all of our simulation scenarios (Supplementary Section 1.1).

| Setting | Proportion $K$ Correct | Proportion $J_s$ Correct |
|---------|-------------------------|--------------------------|
| Setting 1 | 1.00 | 1.00 |
| Setting 2 | 0.82 | 0.34:0.02 |
| Setting 3 | 1.00 | 1.00:0.0 |
| Setting 4 | 0.76 | 0.00:0.08 |
| Setting 5 | 1.00 | 0.99:0.98 |
| Setting 6 | 1.00 | 1.00:0.96 |
| Setting 7 | 1.00 | 1.00:1.0 |
| Setting 8 | 1.00 | 1.00:1.0 |
| Setting 9 | 0.06:0.96 | 0.00:0.0 |
| Setting 10 | 0.05 | 0.00:0.0 |

Supplementary Table 1: Proportion of times out of 100 simulations in which our CNG-based method for estimating the number of factors correctly estimated the true number of factors.
Supplementary Table 2: Distribution of estimated factor counts in Setting 2. The correct number of factors was $K = J_1 = J_2 = 2$.

| $K$ | Frequency |
|-----|-----------|
| 1   | 4         |
| 2   | 82        |
| 3   | 14        |

| $J_1$ | Frequency |
|-------|-----------|
| 2     | 34        |
| 3     | 66        |

| $J_2$ | Frequency |
|-------|-----------|
| 2     | 3         |
| 3     | 98        |

We further investigated the distributions of factors in settings in which our method performed poorly (Settings 2, 3, 4, and 10). In Setting 3, the correct number of factors was $K = J_1 = J_2 = J_3 = J_4 = 2$. In all 100 studies, our method selected $K = 2, J_1 = 2, J_2 = 2, J_3 = 3, J_4 = 3$. Distributions for settings 2, 4, and 10 are shown below. These results indicate an overall trend that our method tends to overselect the number of factors, an area of focus for future work.

Supplementary Table 3: Distribution of estimated factor counts in Setting 4. The correct number of factors was $K = 4, J_1 = 3, J_2 = 5$.

| $K$ | Frequency |
|-----|-----------|
| 3   | 24        |
| 4   | 76        |

| $J_1$ | Frequency |
|-------|-----------|
| 5     | 19        |
| 6     | 78        |
| 7     | 3         |

| $J_2$ | Frequency |
|-------|-----------|
| 4     | 1         |
| 5     | 8         |
| 6     | 76        |
| 7     | 15        |

Supplementary Table 4: Distribution of estimated factor counts in Setting 10. The correct number of factors was $K = J_1 = J_2 = 2$.

| $K$ | Frequency |
|-----|-----------|
| 2   | 58        |
| 3   | 42        |

| $J_1$ | Frequency |
|-------|-----------|
| 3     | 10        |
| 4     | 90        |

| $J_2$ | Frequency |
|-------|-----------|
| 3     | 5         |
| 4     | 95        |
1.2 Numerical Results

Performance of the estimator was assessed using the modified-RV coefficient as described in the main manuscript along with the two additional measures described below: relative Euclidean distance and cosine similarity. Here, we use the notation $\mathcal{G}$ to represent the adjacency matrix of a GGM and $G_{ij}$ to represent its $(i,j)^{th}$ entry, i.e., the partial correlation between the $i$th and $j$th predictors in the model. Similarly, we use $\hat{\mathcal{G}}$ and $\hat{G}_{ij}$ to refer to an estimated adjacency matrix.

We first calculate a correlation measure between the estimated and true adjacency matrices using the modified-RV coefficient as described by [5]. The modified-RV coefficient is an extension of the RV coefficient of Robert and Escoufier [4] developed for high-dimensional data. We next investigate the distance between the estimated and true adjacency matrices by defining a quantity we call the relative Euclidean distance (RE):

$$RE = \sqrt{\frac{\sum_{i<j}(\hat{G}_{ij} - G_{ij})^2}{\sum_{i<j}G_{ij}^2}}$$

The numerator of the RE is the Euclidean distance between the estimated and true lower triangular entries of the adjacency matrix; we specify this subset of entries due to the symmetry of the estimator and the fact that the diagonal of $\mathcal{G}$ is 0 since we do not consider self-edges in a GGM. To facilitate comparison across adjacency matrices with different structures, we scale by the size of $\mathcal{G}$ in the denominator.

Finally, we calculate the cosine similarity between the lower triangular entries of $\mathcal{G}$ and $\hat{\mathcal{G}}$:

$$\text{Cosine}(\mathcal{G}, \hat{\mathcal{G}}) = \frac{\sum_{i<j}G_{ij}\hat{G}_{ij}}{\sqrt{\sum_{i<j}G_{ij}^2 \sum_{i<j}\hat{G}_{ij}^2}}$$

(1)

Supplementary Table 5: Matrix RV coefficients for all ten simulation settings. A higher value of the matrix RV coefficient corresponds to better estimation of the gold standard matrix in the simulation. The maximum value for the matrix RV coefficient is 1.

| Method               | Setting | Study | Median  | 2.5th percentile | 97.5th percentile |
|----------------------|---------|-------|---------|------------------|-------------------|
| glasso               | Setting 1 | Shared | 0.5412  | 0.5396           | 0.5428            |
| MSFA-X: Est. Fac.    | Setting 1 | Shared | 0.9946  | 0.9939           | 0.9955            |
| MSFA-X: True Fac.    | Setting 1 | Shared | 0.9946  | 0.9939           | 0.9955            |
| glasso               | Setting 1 | Study 1 | 0.0135  | 0.0125           | 0.0145            |
| MSFA-X: Est. Fac.    | Setting 1 | Study 1 | 0.9929  | 0.9891           | 0.995             |
| MSFA-X: True Fac.    | Setting 1 | Study 1 | 0.9929  | 0.9891           | 0.995             |
| glasso               | Setting 1 | Study 2 | 0.0149  | 0.0142           | 0.0156            |
| MSFA-X: Est. Fac.    | Setting 1 | Study 2 | 0.9943  | 0.9892           | 0.9963            |
| MSFA-X: True Fac.    | Setting 1 | Study 2 | 0.9943  | 0.9892           | 0.9963            |
| glasso               | Setting 2 | Shared | 0.6589  | 0.6511           | 0.6663            |
| MSFA-X: Est. Fac.    | Setting 2 | Shared | 0.6755  | 0.3687           | 0.9852            |
| MSFA-X: True Fac.    | Setting 2 | Shared | 0.9674  | 0.5375           | 0.9958            |
| glasso               | Setting 2 | Study 1 | 0.0479  | 0.0351           | 0.0616            |
| MSFA-X: Est. Fac.    | Setting 2 | Study 1 | 0.8375  | 0.2649           | 0.987             |
| MSFA-X: True Fac.    | Setting 2 | Study 1 | 0.9124  | 0.1079           | 0.9887            |
| glasso               | Setting 2 | Study 2 | 0.0645  | 0.0549           | 0.0735            |
| MSFA-X: Est. Fac.    | Setting 2 | Study 2 | 0.8677  | 0.6018           | 0.9733            |
| MSFA-X: True Fac.    | Setting 2 | Study 2 | 0.9633  | 0.5042           | 0.9942            |
| glasso               | Setting 3 | Shared | 0.4283  | 0.426            | 0.4303            |
| MSFA-X: Est. Fac.    | Setting 3 | Shared | 0.9953  | 0.9945           | 0.996             |
| MSFA-X: True Fac.    | Setting 3 | Shared | 0.9953  | 0.9946           | 0.996             |
| glasso               | Setting 3 | Study 1 | 0.0316  | 0.0194           | 0.0399            |
| MSFA-X: Est. Fac.    | Setting 3 | Study 1 | 0.9931  | 0.9894           | 0.995             |
| MSFA-X: True Fac.    | Setting 3 | Study 1 | 0.993   | 0.9894           | 0.995             |
| glasso               | Setting 3 | Study 2 | 0.0276  | 0.019            | 0.0351            |
| MSFA-X: Est. Fac.    | Setting 3 | Study 2 | 0.9949  | 0.9909           | 0.997             |
| MSFA-X: True Fac.    | Setting 3 | Study 2 | 0.9949  | 0.9905           | 0.997             |
| glasso               | Setting 3 | Study 3 | 0.0405  | 0.0333           | 0.0476            |
| MSFA-X: Est. Fac.    | Setting 3 | Study 3 | 0.9105  | 0.8714           | 0.9372            |
| MSFA-X: True Fac.    | Setting 3 | Study 3 | 0.9952  | 0.9914           | 0.9972            |
| glasso               | Setting 3 | Study 4 | 0.0423  | 0.0359           | 0.0503            |
| MSFA-X: Est. Fac.    | Setting 3 | Study 4 | 0.9219  | 0.8731           | 0.9461            |
| MSFA-X: True Fac.    | Setting 3 | Study 4 | 0.9954  | 0.9918           | 0.9971            |
| glasso               | Setting 4 | Shared | 0.5122  | 0.5092           | 0.5153            |
| MSFA-X: Est. Fac.    | Setting 4 | Shared | 0.99   | 0.7002           | 0.9933            |
| MSFA-X: True Fac.    | Setting 4 | Shared | 0.9927  | 0.9918           | 0.9937            |
Supplementary Table 5: Matrix RV coefficients for all ten simulation settings. A higher value of the matrix RV coefficient corresponds to better estimation of the gold standard matrix in the simulation. The maximum value for the matrix RV coefficient is 1.

| Method      | Setting | Study | Median   | 2.5th percentile | 97.5th percentile |
|-------------|---------|-------|----------|------------------|------------------|
| glasso      | Setting 4 | Study 1 | 0.1009   | 0.0969           | 0.1046           |
| MSFA-X: Est. Fac. | Setting 4 | Study 1 | 0.781    | 0.6754           | 0.8407           |
| MSFA-X: True Fac. | Setting 4 | Study 1 | 0.9877   | 0.9835           | 0.9909           |
| glasso      | Setting 4 | Study 2 | 0.0795   | 0.0749           | 0.0833           |
| MSFA-X: Est. Fac. | Setting 4 | Study 2 | 0.9133   | 0.8439           | 0.9917           |
| MSFA-X: True Fac. | Setting 4 | Study 2 | 0.9914   | 0.9882           | 0.9936           |
| glasso      | Setting 5 | Shared | 0.5064   | 0.493            | 0.514            |
| MSFA-X: Est. Fac. | Setting 5 | Shared | 0.9915   | 0.9888           | 0.9936           |
| MSFA-X: True Fac. | Setting 5 | Shared | 0.9915   | 0.9888           | 0.9936           |
| glasso      | Setting 5 | Study 1 | 0.025    | 0.0222           | 0.0283           |
| MSFA-X: Est. Fac. | Setting 5 | Study 1 | 0.9798   | 0.9629           | 0.9868           |
| MSFA-X: True Fac. | Setting 5 | Study 1 | 0.9798   | 0.9561           | 0.9868           |
| glasso      | Setting 5 | Study 2 | 0.0224   | 0.0206           | 0.0242           |
| MSFA-X: Est. Fac. | Setting 5 | Study 2 | 0.975    | 0.9444           | 0.9852           |
| MSFA-X: True Fac. | Setting 5 | Study 2 | 0.975    | 0.9525           | 0.9852           |
| glasso      | Setting 6 | Shared | 0.5555   | 0.5515           | 0.5608           |
| MSFA-X: Est. Fac. | Setting 6 | Shared | 0.9944   | 0.8101           | 0.9953           |
| MSFA-X: True Fac. | Setting 6 | Shared | 0.9944   | 0.8101           | 0.9953           |
| glasso      | Setting 6 | Study 1 | 0.0179   | 0.0173           | 0.0188           |
| MSFA-X: Est. Fac. | Setting 6 | Study 1 | 0.9922   | 0.8177           | 0.9945           |
| MSFA-X: True Fac. | Setting 6 | Study 1 | 0.9923   | 0.8177           | 0.9945           |
| glasso      | Setting 6 | Study 2 | -0.0169  | -0.0224          | -0.0167          |
| MSFA-X: Est. Fac. | Setting 6 | Study 2 | 0.9729   | 0.7435           | 0.9847           |
| MSFA-X: True Fac. | Setting 6 | Study 2 | 0.974    | 0.7932           | 0.9847           |
| glasso      | Setting 7 | Shared | 0.5424   | 0.5412           | 0.5421           |
| MSFA-X: Est. Fac. | Setting 7 | Shared | 0.9989   | 0.9987           | 0.9992           |
| MSFA-X: True Fac. | Setting 7 | Shared | 0.9989   | 0.9987           | 0.9992           |
| glasso      | Setting 7 | Study 1 | 0.015    | 0.0145           | 0.0158           |
| MSFA-X: Est. Fac. | Setting 7 | Study 1 | 0.9852   | 0.9811           | 0.9879           |
| MSFA-X: True Fac. | Setting 7 | Study 1 | 0.9852   | 0.9811           | 0.9879           |
| glasso      | Setting 7 | Study 2 | 0.0153   | 0.0147           | 0.0159           |
| MSFA-X: Est. Fac. | Setting 7 | Study 2 | 0.9729   | 0.7435           | 0.9847           |
| MSFA-X: True Fac. | Setting 7 | Study 2 | 0.974    | 0.7932           | 0.9847           |
| glasso      | Setting 8 | Shared | 0.5398   | 0.5377           | 0.5421           |
| MSFA-X: Est. Fac. | Setting 8 | Shared | 0.9861   | 0.9849           | 0.9875           |
| MSFA-X: True Fac. | Setting 8 | Shared | 0.9861   | 0.9849           | 0.9875           |
| glasso      | Setting 8 | Study 1 | 0.0112   | 0.0099           | 0.0124           |
| MSFA-X: Est. Fac. | Setting 8 | Study 1 | 0.9967   | 0.9925           | 0.9983           |
| MSFA-X: True Fac. | Setting 8 | Study 1 | 0.9967   | 0.9925           | 0.9983           |
| glasso      | Setting 8 | Study 2 | 0.0145   | 0.0136           | 0.0151           |
| MSFA-X: Est. Fac. | Setting 8 | Study 2 | 0.9943   | 0.9893           | 0.9964           |
| MSFA-X: True Fac. | Setting 8 | Study 2 | 0.9943   | 0.9893           | 0.9964           |
| glasso      | Setting 9 | Shared | 0.5466   | 0.5438           | 0.5488           |
| MSFA-X: Est. Fac. | Setting 9 | Shared | 0.9949   | 0.9941           | 0.9956           |
| MSFA-X: True Fac. | Setting 9 | Shared | 0.9949   | 0.9943           | 0.9956           |
| glasso      | Setting 9 | Study 1 | 0.014    | 0.0129           | 0.0154           |
| MSFA-X: Est. Fac. | Setting 9 | Study 1 | 0.8727   | 0.8357           | 0.993            |
| MSFA-X: True Fac. | Setting 9 | Study 1 | 0.9926   | 0.9882           | 0.9945           |
| glasso      | Setting 9 | Study 2 | 0.0177   | 0.0164           | 0.0188           |
| MSFA-X: Est. Fac. | Setting 9 | Study 2 | 0.994    | 0.8884           | 0.9963           |
| MSFA-X: True Fac. | Setting 9 | Study 2 | 0.994    | 0.9894           | 0.9965           |
| glasso      | Setting 10 | Shared | 0.4172   | 0.4135           | 0.4211           |
| MSFA-X: Est. Fac. | Setting 10 | Shared | 0.9015   | 0.2351           | 0.996            |
| MSFA-X: True Fac. | Setting 10 | Shared | 0.9959   | 0.9954           | 0.9965           |
| glasso      | Setting 10 | Study 1 | 0.1151   | 0.1127           | 0.1171           |
| MSFA-X: Est. Fac. | Setting 10 | Study 1 | 0.4937   | 0.3065           | 0.8582           |
| MSFA-X: True Fac. | Setting 10 | Study 1 | 0.9959   | 0.995             | 0.9966           |
| glasso      | Setting 10 | Study 2 | 0.0627   | 0.0533           | 0.07             |
| MSFA-X: Est. Fac. | Setting 10 | Study 2 | 0.789    | 0.815             | 0.8414           |
| MSFA-X: True Fac. | Setting 10 | Study 2 | 0.9933   | 0.9886           | 0.9961           |
Supplementary Table 6: Full summary results for all 10 simulation settings assessed by cosine similarity. A larger value of cosine similarity indicates better agreement of the estimated matrix with the target gold standard matrix in the simulation. The maximum value of cosine similarity is 1.

| Method       | Setting     | Study | Median   | 2.5th percentile | 97.5th percentile |
|--------------|-------------|-------|----------|------------------|-------------------|
| glasso       | Setting 1   | Shared | 0.5386   | 0.5357           | 0.5412            |
| MSFA-X: Est. Fac. | Setting 1   | Shared | 0.9929   | 0.992           | 0.9941            |
| MSFA-X: True Fac. | Setting 1   | Shared | 0.9929   | 0.992           | 0.9941            |
| glasso       | Setting 1   | Study 1 | 0.0756   | 0.0736           | 0.0845            |
| MSFA-X: Est. Fac. | Setting 1   | Study 1 | 0.9913   | 0.9858           | 0.994             |
| MSFA-X: True Fac. | Setting 1   | Study 1 | 0.9913   | 0.9858           | 0.994             |
| glasso       | Setting 1   | Study 2 | 0.0636   | 0.0586           | 0.0678            |
| MSFA-X: Est. Fac. | Setting 1   | Study 2 | 0.9928   | 0.9858           | 0.9951            |
| MSFA-X: True Fac. | Setting 1   | Study 2 | 0.9928   | 0.9858           | 0.9951            |
| glasso       | Setting 2   | Shared | 0.7258   | 0.7173           | 0.7348            |
| MSFA-X: Est. Fac. | Setting 2   | Shared | 0.7578   | 0.4267           | 0.9881            |
| MSFA-X: True Fac. | Setting 2   | Shared | 0.977    | 0.5225           | 0.997             |
| glasso       | Setting 2   | Study 1 | 0.2735   | 0.2448           | 0.3024            |
| MSFA-X: Est. Fac. | Setting 2   | Study 1 | 0.8323   | 0.3034           | 0.9913            |
| MSFA-X: True Fac. | Setting 2   | Study 1 | 0.9556   | 0.0673           | 0.9923            |
| glasso       | Setting 2   | Study 2 | 0.1531   | 0.1289           | 0.1823            |
| MSFA-X: Est. Fac. | Setting 2   | Study 2 | 0.8728   | 0.6024           | 0.9815            |
| MSFA-X: True Fac. | Setting 2   | Study 2 | 0.9698   | 0.3922           | 0.9941            |
| glasso       | Setting 3   | Shared | 0.4799   | 0.4765           | 0.4842            |
| MSFA-X: Est. Fac. | Setting 3   | Shared | 0.994    | 0.993            | 0.9949            |
| MSFA-X: True Fac. | Setting 3   | Shared | 0.994    | 0.993            | 0.9948            |
| glasso       | Setting 3   | Study 1 | 0.1774   | 0.1689           | 0.1888            |
| MSFA-X: Est. Fac. | Setting 3   | Study 1 | 0.9916   | 0.9802           | 0.9941            |
| MSFA-X: True Fac. | Setting 3   | Study 1 | 0.9916   | 0.9863           | 0.9941            |
| glasso       | Setting 3   | Study 2 | 0.1707   | 0.1619           | 0.1789            |
| MSFA-X: Est. Fac. | Setting 3   | Study 2 | 0.9935   | 0.9881           | 0.9962            |
| MSFA-X: True Fac. | Setting 3   | Study 2 | 0.9935   | 0.9878           | 0.9962            |
| glasso       | Setting 3   | Study 3 | 0.1662   | 0.1589           | 0.1758            |
| MSFA-X: Est. Fac. | Setting 3   | Study 3 | 0.9353   | 0.8682           | 0.9599            |
| MSFA-X: True Fac. | Setting 3   | Study 3 | 0.9936   | 0.9878           | 0.9963            |
| glasso       | Setting 4   | Study 1 | 0.1308   | 0.1261           | 0.1359            |
| MSFA-X: Est. Fac. | Setting 4   | Study 1 | 0.7866   | 0.7247           | 0.8491            |
| MSFA-X: True Fac. | Setting 4   | Study 1 | 0.9876   | 0.9833           | 0.9907            |
| glasso       | Setting 4   | Study 2 | 0.1373   | 0.1314           | 0.1433            |
| MSFA-X: Est. Fac. | Setting 4   | Study 2 | 0.9117   | 0.854            | 0.9918            |
| MSFA-X: True Fac. | Setting 4   | Study 2 | 0.9913   | 0.9884           | 0.9936            |
| glasso       | Setting 5   | Shared | 0.5264   | 0.5184           | 0.5318            |
| MSFA-X: Est. Fac. | Setting 5   | Shared | 0.9888   | 0.9854           | 0.9915            |
| MSFA-X: True Fac. | Setting 5   | Shared | 0.9888   | 0.9854           | 0.9915            |
| glasso       | Setting 5   | Study 1 | 0.0671   | 0.0583           | 0.0754            |
| MSFA-X: Est. Fac. | Setting 5   | Study 1 | 0.9725   | 0.9376           | 0.9824            |
| MSFA-X: True Fac. | Setting 5   | Study 1 | 0.9726   | 0.9406           | 0.9824            |
| glasso       | Setting 5   | Study 2 | 0.0551   | 0.0478           | 0.0628            |
| MSFA-X: Est. Fac. | Setting 5   | Study 2 | 0.9665   | 0.929            | 0.9804            |
| MSFA-X: True Fac. | Setting 5   | Study 2 | 0.9665   | 0.9374           | 0.9804            |
| glasso       | Setting 6   | Shared | 0.5685   | 0.5633           | 0.5749            |
| MSFA-X: Est. Fac. | Setting 6   | Shared | 0.9926   | 0.7275           | 0.9939            |
| MSFA-X: True Fac. | Setting 6   | Shared | 0.9926   | 0.7275           | 0.9939            |
| glasso       | Setting 6   | Study 1 | 0.017    | 0.0154           | 0.0191            |
| MSFA-X: Est. Fac. | Setting 6   | Study 1 | 0.9903   | 0.7204           | 0.9933            |
| MSFA-X: True Fac. | Setting 6   | Study 1 | 0.9903   | 0.7204           | 0.9933            |
| glasso       | Setting 6   | Study 2 | 0.1858   | 0.1714           | 0.1954            |
| MSFA-X: Est. Fac. | Setting 6   | Study 2 | 0.9647   | 0.6463           | 0.979             |
| MSFA-X: True Fac. | Setting 6   | Study 2 | 0.9658   | 0.7039           | 0.979             |
| glasso       | Setting 7   | Shared | 0.5357   | 0.5329           | 0.5376            |
| MSFA-X: Est. Fac. | Setting 7   | Shared | 0.9986   | 0.9983           | 0.9989            |
| MSFA-X: True Fac. | Setting 7   | Shared | 0.9986   | 0.9983           | 0.9989            |
| glasso       | Setting 7   | Study 1 | 0.0668   | 0.0624           | 0.0706            |
| MSFA-X: Est. Fac. | Setting 7   | Study 1 | 0.9829   | 0.9771           | 0.986             |
| MSFA-X: True Fac. | Setting 7   | Study 1 | 0.9829   | 0.9771           | 0.986             |
| glasso       | Setting 7   | Study 2 | 0.0619   | 0.0586           | 0.0659            |
Supplementary Table 6: Full summary results for all 10 simulation settings assessed by cosine similarity. A larger value of cosine similarity indicates better agreement of the estimated matrix with the target gold standard matrix in the simulation. The maximum value of cosine similarity is 1.

| Method      | Setting | Study | Median | 2.5th percentile | 97.5th percentile |
|-------------|---------|-------|--------|------------------|------------------|
| MSFA-X: Est. Fac. | Setting 7 | Study 2 | 0.9897 | 0.9831          | 0.9925          |
| MSFA-X: True Fac. | Setting 7 | Study 2 | 0.9897 | 0.9831          | 0.9925          |
| glasso       | Setting 8 | Shared  | 0.5412 | 0.538           | 0.5437          |
| MSFA-X: Est. Fac. | Setting 8 | Shared  | 0.9819 | 0.9803          | 0.9837          |
| MSFA-X: True Fac. | Setting 8 | Shared  | 0.9819 | 0.9803          | 0.9837          |
| glasso       | Setting 8 | Study 1 | 0.0922 | 0.0863          | 0.0968          |
| MSFA-X: Est. Fac. | Setting 8 | Study 1 | 0.9957 | 0.9892          | 0.9978          |
| MSFA-X: True Fac. | Setting 8 | Study 1 | 0.9957 | 0.9892          | 0.9978          |
| glasso       | Setting 8 | Study 2 | 0.0656 | 0.062           | 0.0696          |
| MSFA-X: Est. Fac. | Setting 8 | Study 2 | 0.9924 | 0.985           | 0.9953          |
| MSFA-X: True Fac. | Setting 8 | Study 2 | 0.9924 | 0.985           | 0.9953          |
| glasso       | Setting 9 | Shared  | 0.5462 | 0.5427          | 0.5488          |
| MSFA-X: Est. Fac. | Setting 9 | Shared  | 0.9934 | 0.9924          | 0.9943          |
| MSFA-X: True Fac. | Setting 9 | Shared  | 0.9935 | 0.9926          | 0.9943          |
| glasso       | Setting 9 | Study 1 | 0.0759 | 0.0713          | 0.0805          |
| MSFA-X: Est. Fac. | Setting 9 | Study 1 | 0.8722 | 0.8253          | 0.9916          |
| MSFA-X: True Fac. | Setting 9 | Study 1 | 0.9912 | 0.985           | 0.9936          |
| glasso       | Setting 9 | Study 2 | 0.068  | 0.0636          | 0.0735          |
| MSFA-X: Est. Fac. | Setting 9 | Study 2 | 0.9924 | 0.9159          | 0.9955          |
| MSFA-X: True Fac. | Setting 9 | Study 2 | 0.9924 | 0.9865          | 0.9956          |
| glasso       | Setting 10 | Shared | 0.4724 | 0.4682          | 0.4771          |
| MSFA-X: Est. Fac. | Setting 10 | Shared | 0.9506 | 0.4486          | 0.9948          |
| MSFA-X: True Fac. | Setting 10 | Shared | 0.9947 | 0.9941          | 0.9955          |
| glasso       | Setting 10 | Study 1 | 0.0097 | 0.0092          | 0.0102          |
| MSFA-X: Est. Fac. | Setting 10 | Study 1 | 0.5893 | 0.4485          | 0.869           |
| MSFA-X: True Fac. | Setting 10 | Study 1 | 0.9947 | 0.9934          | 0.9956          |
| glasso       | Setting 10 | Study 2 | 0.1331 | 0.1224          | 0.1451          |
| MSFA-X: Est. Fac. | Setting 10 | Study 2 | 0.7671 | 0.702           | 0.8323          |
| MSFA-X: True Fac. | Setting 10 | Study 2 | 0.991  | 0.9851          | 0.9947          |
Supplementary Table 7: Relative Euclidean distance between estimated and gold standard matrices. A lower value corresponds to better estimation of the gold standard matrix in the simulation.

| Method        | Setting        | Study  | Median   | 2.5th percentile | 97.5th percentile |
|---------------|----------------|--------|----------|------------------|------------------|
| glasso        | Setting 1      | Shared | 1.5099   | 1.5005           | 1.5203           |
| MSFA-X: Est. Fac. | Setting 1     | Shared | 0.1193   | 0.1085           | 0.1263           |
| MSFA-X: True Fac. | Setting 1     | Shared | 0.1193   | 0.1085           | 0.1263           |
| glasso        | Setting 2      | Shared | 0.7408   | 0.1542           | 1.2349           |
| MSFA-X: Est. Fac. | Setting 2     | Shared | 0.216    | 0.0777           | 0.9304           |
| glasso        | Setting 2      | Study 1| 0.9945   | 0.9743           | 1.0159           |
| MSFA-X: Est. Fac. | Setting 2     | Study 1| 0.1318   | 0.1096           | 0.1681           |
| MSFA-X: True Fac. | Setting 2     | Study 1| 0.1318   | 0.1096           | 0.1681           |
| glasso        | Setting 3      | Shared | 0.774    | 0.7575           | 0.7912           |
| MSFA-X: Est. Fac. | Setting 3     | Shared | 0.1097   | 0.1014           | 0.1185           |
| glasso        | Setting 3      | Study 1| 1.7423   | 1.7148           | 1.7715           |
| MSFA-X: Est. Fac. | Setting 3     | Study 1| 0.1295   | 0.1089           | 0.1659           |
| MSFA-X: True Fac. | Setting 3     | Study 1| 0.1298   | 0.1087           | 0.1657           |
| glasso        | Setting 4      | Shared | 1.7378   | 1.7188           | 1.7531           |
| MSFA-X: Est. Fac. | Setting 4     | Shared | 0.1097   | 0.1018           | 0.1179           |
| glasso        | Setting 4      | Study 1| 1.5126   | 1.4957           | 1.529            |
| MSFA-X: Est. Fac. | Setting 4     | Study 1| 0.7745   | 0.6138           | 0.9181           |
| glasso        | Setting 4      | Study 2| 1.7742   | 1.7433           | 1.8096           |
| MSFA-X: Est. Fac. | Setting 4     | Study 2| 0.3692   | 0.2742           | 0.5101           |
| glasso        | Setting 5      | Shared | 1.5572   | 1.5372           | 1.5875           |
| MSFA-X: Est. Fac. | Setting 5     | Shared | 0.1497   | 0.1303           | 0.1711           |
| glasso        | Setting 5      | Study 1| 1.5518   | 1.4964           | 1.5982           |
| MSFA-X: Est. Fac. | Setting 5     | Study 1| 0.234    | 0.1877           | 0.3157           |
| glasso        | Setting 5      | Study 2| 1.5406   | 1.4873           | 1.5850           |
| MSFA-X: Est. Fac. | Setting 5     | Study 2| 0.2589   | 0.198            | 0.3778           |
| glasso        | Setting 6      | Shared | 1.005    | 1.0173           | 1.4196           |
| MSFA-X: Est. Fac. | Setting 6     | Shared | 0.1217   | 0.1108           | 0.6014           |
| glasso        | Setting 6      | Study 1| 1.2609   | 1.2293           | 1.2878           |
| MSFA-X: Est. Fac. | Setting 6     | Study 1| 0.1392   | 0.1161           | 0.6235           |
| glasso        | Setting 6      | Study 2| 1.5829   | 1.5359           | 1.6302           |
| MSFA-X: Est. Fac. | Setting 6     | Study 2| 0.2666   | 0.2056           | 0.8687           |
| glasso        | Setting 7      | Shared | 1.5395   | 1.5323           | 1.5495           |
| MSFA-X: Est. Fac. | Setting 7     | Shared | 0.0530   | 0.0473           | 0.0589           |
| glasso        | Setting 7      | Study 1| 1.4366   | 1.4142           | 1.4575           |
| MSFA-X: Est. Fac. | Setting 7     | Study 1| 0.1843   | 0.1665           | 0.2133           |
| glasso        | Setting 7      | Study 1| 0.1843   | 0.1665           | 0.2133           |
| MSFA-X: Est. Fac. | Setting 7     | Study 2| 1.4416   | 1.4207           | 1.4694           |
| glasso        | Setting 7      | Study 2| 0.1433   | 0.1225           | 0.1833           |
Supplementary Table 7: Relative Euclidean distance between estimated and gold standard matrices. A lower value corresponds to better estimation of the gold standard matrix in the simulation.

| Method       | Setting     | Study | Median  | 2.5th percentile | 97.5th percentile |
|--------------|-------------|-------|---------|------------------|------------------|
| MSFA-X: True Fac. | Setting 7 | Study 2 | 0.1433  | 0.1225           | 0.1833           |
| glasso       | Setting 8   | Shared | 1.4819  | 1.4727           | 1.4928           |
| MSFA-X: Est. Fac. | Setting 8 | Shared | 0.19    | 0.1804           | 0.1982           |
| glasso       | Setting 8   | Study 1 | 1.4215  | 1.3965           | 1.4476           |
| MSFA-X: Est. Fac. | Setting 8 | Study 1 | 0.0941  | 0.0672           | 0.148            |
| glasso       | Setting 8   | Study 2 | 1.4441  | 1.4227           | 1.4649           |
| MSFA-X: True Fac. | Setting 8 | Study 2 | 0.1244  | 0.0988           | 0.1747           |
| glasso       | Setting 9   | Shared | 1.4753  | 1.4654           | 1.4875           |
| MSFA-X: Est. Fac. | Setting 9 | Shared | 0.1151  | 0.1064           | 0.1235           |
| glasso       | Setting 9   | Study 1 | 1.436   | 1.4126           | 1.4604           |
| MSFA-X: Est. Fac. | Setting 9 | Study 1 | 0.5555  | 0.1299           | 0.678            |
| glasso       | Setting 9   | Study 2 | 1.4085  | 1.387            | 1.4278           |
| MSFA-X: True Fac. | Setting 9 | Study 2 | 0.123   | 0.0948           | 0.4355           |
| glasso       | Setting 10  | Shared | 1.7922  | 1.7698           | 1.8128           |
| MSFA-X: Est. Fac. | Setting 10 | Shared | 0.3245  | 0.1017           | 1.156            |
| glasso       | Setting 10  | Study 1 | 1.6435  | 1.6098           | 1.6763           |
| MSFA-X: Est. Fac. | Setting 10 | Study 1 | 1.1555  | 0.566            | 1.4037           |
| glasso       | Setting 10  | Study 2 | 1.8637  | 1.8406           | 1.8934           |
| MSFA-X: True Fac. | Setting 10 | Study 2 | 0.8285  | 0.659            | 1.0048           |
| glasso       | Setting 10  | Study 2 | 0.1339  | 0.1025           | 0.1726           |
1.3 Visual Results

1.3.1 Violin plots of matrix RV, cosine similarity, and relative Euclidean distance

Supplementary Figure 1: Matrix RV coefficient for the glasso benchmark, MSFA-X with estimated factor count, and MSFA-X with true factor count. Setting 3 is shown in a separate plot because the number of studies is different than the other settings.
Supplementary Figure 2: Cosine similarity for the glasso benchmark, MSFA-X with estimated factor count, and MSFA-X with true factor count. Setting 3 is shown in a separate plot because the number of studies is different than the other settings.

Supplementary Figure 3: Relative Euclidean distance for the glasso benchmark, MSFA-X with estimated factor count, and MSFA-X with true factor count. Setting 3 is shown in a separate plot because the number of studies is different than the other settings.
1.3.2 Mean estimates

Below are plots of the mean estimated GGM adjacency matrices across 100 simulated datasets for all ten simulation settings, including those not presented in the main manuscript.
Supplementary Figure 4: Setting 2
Supplementary Figure 5: Setting 3
Supplementary Figure 6: Setting 5
Supplementary Figure 7: Setting 6
Supplementary Figure 8: Setting 7
Supplementary Figure 9: Setting 8
Supplementary Figure 10: Setting 9
Supplementary Figure 11: Setting 10
2 Supplement to HAPO Application

2.1 Data preprocessing

We intended to exclude metabolites with > 50 percent of measurements missing; no metabolites met this threshold and so none were excluded. For metabolites missing ≤ 50 percent, missing values were assumed to be below the limit of detection and imputed as half of the minimum detected value. After imputation, the log ratios of the changes in metabolite levels from fasting to 1-hr post-glucose intake were calculated as follows:

\[ D = \log_2 \frac{\text{Metabolite level at 1 hr post-glucose intake}}{\text{Metabolite level at fasting}} \]  

These log ratios were then centered to have mean 0 within each disease group (women without and women with GDM), consistent with the MSFA framework shown in Equation (1) in the main manuscript and the assumption that latent variables have mean zero. We did not standardize the variables to unit variance, as we specifically wish to model the study-specific variances in this case and doing such standardization would remove the signal of interest.

To incorporate the effect of important covariates in the network structure, we began by performing a linear regression of each standardized log metabolite ratio against important confounders, including maternal age at OGTT, mean arterial pressure at OGTT, body mass index (BMI) at OGTT, maternal height at OGTT, fasting plasma glucose, and sample storage time. The residuals from this regression represent the remaining variation in log metabolite ratios after adjusting for these variables. Covariate-adjusted network structures can thus be estimated using these residuals as the input to MSFA-X. Because MSFA-X uses centered predictors, we again centered the residuals to have mean 0 and within each group.
2.2 Estimated latent factors

Supplementary Figure 12: Magnitude of factor loadings for the shared factors and factors specific to women without and with GDM in the HAPO metabolomics dataset.
2.3 Thresholding

To choose our threshold, we calculated the critical value for the magnitude of a partial correlation to reject the null hypothesis $H_0 : F(\rho_{ij} | X_{-ij}) = 0$ in favor of the alternative $H_A : F(\rho_{ij} | X_{-ij}) \neq 0$, where $F(\cdot)$ is the Fisher transformation conventionally used for testing significance of correlations and partial correlations [1, 2]. The level of the test was set to $\alpha = 0.05/(60 \times 59)$, corresponding to a Bonferroni-corrected significance level of 0.05 on the collection of tests for each of the 60 choose 2 (1770) possible network edges. Using the full sample size of 3463, the significance threshold is $t = 0.072$ for the shared network. It is not immediately clear which sample size should be used for this calculation for the study-specific networks, as the full sample is used to estimate them, but the network itself is representative of a smaller subsample. Because the Bonferroni correction is typically quite conservative, we chose to use the more liberal threshold based on the full sample size ($t = 0.072$) for the study-specific networks as well.
2.4 Graphical lasso benchmark

Supplementary Figure 13: Benchmark graphical lasso results for shared and study-specific networks in the HAPO data application. No network is shown for the non-GDM network as no edges were detected.
Supplementary Figure 14: Differences in node importance between women with GDM and women without GDM according to the benchmark graphical lasso model. Biologically relevant differences in leucine/isoleucine and glutamine/glutamate metabolism that were observed in the MSFA-X networks are not observed in the benchmark.
2.5 Balanced sample sizes sensitivity analysis

In simulation studies, MSFA-X performed reasonably well in a setting with unequal sample sizes, with slightly worse performance in the smaller study (Simulation 6; Supplementary Table 5,6,7; Supplementary Figure 1). As we wished to gain further confidence that the differences we observed between women with and without GDM were not simply due to the difference in sample size and power, we conducted a sensitivity analysis in which we downsampled the number of women without GDM to balance the samples. Specifically, we obtained 100 random samples of size $N=576$ by repeatedly sampling 576 women from the 2887 women without GDM in our study population. Sampling was conducted without replacement for each of the 100 samples, but individuals may appear in more than one of the 100 samples overall. We ran MSFA-X to estimate 100 different shared and study-specific networks. We averaged these 100 networks to obtain a single network representative of a balanced version of the full population analysis. While the shared and study-specific networks in the balanced analysis both have fewer edges due to the smaller overall sample size resulting from the downsampling, the overall network signals were consistent and in support of the above conclusion that the network-level behavior of isoleucine/leucine and glutamine/glutamate are altered in women with GDM compared to women without GGM (Supplementary Figure 15, 16).
Supplementary Figure 15: Shared and study-specific graphs for the balanced case, where the networks shown are the mean of networks estimated from 100 independent samples matching the size of the GDM sample with the size of the healthy control sample (N=576).
Supplementary Figure 16: Differences in node importance between women with GDM and women without GDM according to the balanced sensitivity analysis. Key patterns of the full dataset analysis are reproduced.
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