Strength Prediction of Coal-Based Solid Waste Filler Based on BP Neural Network
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The compressive strength of filling body is an important index to characterize the filling and mining effect of coal mine. In order to accurately predict the strength of coal-based solid waste filler (CBSWF) to guide the safe, efficient, and green mining of coal mine, coal gangue is used as coarse material; fly ash, desulfurization gypsum, gasification slag, and furnace bottom slag are used as fine materials; and cement is used as gelling agent. The compressive strength and bleeding rate of CBSWF are tested through orthogonal test, and the strength of CBSWF at different curing ages is predicted by using a 4-11-3 three-layer BP neural network structure. The results show that the correlation coefficient r of strength prediction of CBSWF is 0.99987, which can accurately predict the strength of CBSWF. Orthogonal test combined with the BP neural network can reduce the number of tests without losing generality, make full use of the advantages of adaptive nonlinear optimization of the BP neural network, and improve the operation efficiency of the model, fast prediction speed, and high accuracy.
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INTRODUCTION

In recent years, China’s coal output has remained high, reaching 3.9 billion tons of raw coal in 2020. With the large-scale coal production capacity, there are also ecological problems such as surface subsidence, coal-based solid waste discharge, water system, and environmental pollution. In view of these problems, more and more mines adopt filling coal mining technology to effectively solve the coal-based solid waste generated in the process of coal deep processing. It has achieved good social and economic benefits (Wu et al., 2016; Wu et al., 2018; Zhang et al., 2020a).

Coal-based solid waste refers to the solid waste generated in the process of coal development and utilization, such as coal gangue, fly ash, desulfurization gypsum, and coal chemical waste residue. The multi-source coal-based solid waste forms a filling body by setting the ratio to avoid the deformation and damage of the rock mass around the stope. Therefore, exploring the strength characteristics, composition, and mechanical properties of coal-based solid waste filling is a necessary research content to ensure the filling effect. Exploring the performance of coal-based solid waste filling is mainly characterized by its compressive strength (Hao et al., 2021a). Uniaxial compressive strength (UCS) is an important parameter for rock mass classification and rock engineering design (Hao et al., 2020; Hao et al., 2021b). At present, empirical analogy method, empirical formula method, physical simulation method, elastic mechanics analysis method, and other methods are mainly used to predict the strength of filling body, but there are some problems such as lack of scientificity and low accuracy.
of prediction results (Chang et al., 2009). With the rapid development of big data and artificial intelligence, intelligent algorithm has been introduced into the field of coal mine filling mining to predict the strength of filling body. Deng et al. (2021) predict the strength of aeolian sand filling body from the aspects of data fitting degree, network error analysis, and prediction results, and constructs a prediction model based on the BP neural network model and PCA-BP neural network model. Zhang et al. (2020b) used artificial intelligence algorithm to study the proportion development of mining cementitious materials from the perspective of “black box”, and obtains the optimal proportion of cementitious materials through orthogonal test and an artificial neural network model. Zhang and Deng (2020) extracted the strength prediction model of deep connected deep belief network (DBN) with input parameters, and used quantum particle swarm optimization algorithm to determine the number of hidden layer nodes and learning rate of DBN. The prediction performance of the BP neural network, RVM (relevance vector machine), and SVM (support vector machine) was compared and analyzed. Bai et al. (2020) improved the initial weight and threshold of the BP neural network through genetic algorithm, established the compressive strength prediction model of recycled thermal insulation concrete, and compared and analyzed the performance of the GA-BP neural network and BP neural network prediction model. Moon and Munira (2021) used 3-days concrete strength as the prior information in neural network training, developed a neural network model based on prior information (pi-nnm) to obtain the 28-days concrete strength prediction model, and verified the prediction ability of the prediction model through practical production application. Huang et al. (2021) used the orthogonal test method to analyze the sensitivity of compressive strength and splitting strength of hybrid fiber reinforced recycled aggregate concrete (HYFRAC), proposed a hyfrac compressive strength prediction model based on the convolution neural network (CNN), and compared and analyzed the prediction effects of the back propagation (BP) neural network model and multiple linear regression model. Zhang et al. (2021) support vector machine and a modified cuckoo algorithm are utilized to predict the compressive strength of geopolymer concrete. An orthogonal factor is introduced to modify the traditional cuckoo algorithm to update new species and accelerate computation convergence. Then, the modified cuckoo algorithm is employed to optimize the parameters in the support vector machine model. Then, the compressive strength predictive model of coal gangue-based geopolymer concrete is established with oxide content of raw materials as the input and compressive strength as the output of the model.

In the development history of the artificial neural network, the MLP (multi-layer perceptron) network has played a great role in the development of the artificial neural network. It is also considered as a real artificial neural network model. Its emergence has set off an upsurge of people’s research on artificial neural network. As the initial neural network, the single-layer perceptual network (M-P model) has the following advantages: clear model, simple structure, and small amount of calculation. However, with the deepening of research work, it is found that it still has some shortcomings. For example, it cannot deal with nonlinear problems. Even if the action function of the calculation unit does not use the valve function and uses other more complex nonlinear functions, it can only solve the linear separable problem and cannot realize some basic functions, which limits its application. The only way to enhance the classification and identification ability of the network and solve the nonlinear problem is to use a multi-layer feedforward network, that is, add an implicit layer between the input layer and the output layer. A multilayer feedforward perceptron network is formed. In the mid-1980s, David Rumelhart, Geoffrey Hinton, Ronald Williams, and David Parker independently discovered the error BP training algorithm, which systematically solved the learning problem of hidden layer connection weight of the multilayer neural network and gave a complete derivation mathematically. The multilayer feedforward network using this algorithm for error correction is called BP network.

The basic BP algorithm includes two processes: signal forward propagation and error BP. That is, the error output is calculated in the direction from input to output, while the weight and threshold are adjusted in the direction from output to input. During forward propagation, the input signal acts on the output node through the hidden layer and generates the output signal through nonlinear transformation. If the actual output is inconsistent with the expected output, it will turn into the BP process of error. Error BP is to back transmit the output error layer by layer to the input layer through the hidden layer, allocate the error to all units of each layer, and take the error signal obtained from each layer as the basis for adjusting the weight of each unit. By adjusting the connection strength between the input node and the hidden layer node, and the connection strength and threshold between the hidden layer node and the output node, the error decreases along the gradient direction. After repeated learning and training, the network parameters (weight and threshold) corresponding to the minimum error are determined, and the training stops (Wang et al., 2021). At this time, the trained neural network can process the input information of similar samples and output the non-linear converted information with the minimum error.

Compared with traditional methods, the BP neural network has become the most widely used neural algorithm with its good nonlinear mapping ability, self-learning, and self-adaptive ability, and has actively explored and studied strength prediction (Jiu et al., 2021; Ji et al., 2021; Qing et al., 2021). Wei et al. (2020) studied the influence of fly ash content on the strength of cemented backfill based on orthogonal test, and analyzed and predicted the influence law by using the BP neural network model. In Jiang et al. (2021), aiming at the influence of heterogeneity on rock strength under different strain rates, 42 quasi-static and 42 dynamic Brazilian disk experimental tests were trained, verified, and tested by the artificial neural network, and the relationship between rock strength and heterogeneity parameters under different strain rates was obtained. Through sensitivity analysis, it is found that strain rate is the most important physical quantity affecting the strength of heterogeneous rock.
Based on the BP neural network, taking coal gangue as coarse material; fly ash, desulfurization gypsum, gasification slag, and furnace bottom slag as fine material; and cement as gelling agent, the compressive strength and bleeding rate of coal-based solid waste filler (CBSWF) are tested through orthogonal test. The three-layer BP neural network of 4-11-3 is used to predict the strength of CBSWF, and the strength prediction model of CBSWF is established. The prediction results are evaluated.

**TEST MATERIALS AND METHODS**

**Material Composition**

The chemical composition of the dried CBSWF material is determined by x-ray diffraction (XRD) and x-ray fluorescence spectrum analysis (XRF). As shown in Figure 1, the main component of coal gangue is SiO₂, accompanied by some silica compounds. A large amount of SiO₂ ensures the high hardness and deformation resistance of gangue. Fly ash is the dry discharged ash of the Yuanyanghu power plant. The main components are SiO₂, Fe₂O₃, and CaO. The content of CaO and SiO₂ reaches 92.27%, which reduces the polymerization degree of glass in fly ash and increases its activity. The gasification slag is mainly composed of SiO₂, the bottom slag is mainly composed of SiO₂, Al₂O₃ • SiO₂, and Fe₂O₃, and the desulfurization gypsum is mainly composed of CaSO₄ and CaSO₄ • 2H₂O.

**Test Scheme**

Using L16(4⁴) orthogonal test, without special explanation, the ratio involved in the text is the quality ratio. Selecting the quality of coal gangue and cement as invariants, the cement content shall not exceed 5% of the total mass of coal-based solid waste. Set four research factors, namely, A (concentration), B (ash–gangue ratio), C (gasification slag: furnace bottom slag), and D (gasification slag:desulfurization gypsum), and set four horizontal gradients, as shown in Table 1.

**Source and Preparation of Test Materials**

Ningdong energy and chemical base are located in the Middle East of Ningxia. In 2018, the coal output was about 91.55 million tons, the coal chemical production capacity was 22.25 million tons, and the thermal power capacity was 14.95 million kW. In recent years, it has produced more than 90 million tons of coal-based solid wastes such as coal gangue, fly ash, desulfurization gypsum, gasification slag, and furnace bottom slag (Yang et al., 2021). Coal gangue was used as coarse material; fly ash, gasification slag, furnace bottom slag, and desulfurization gypsum were used as fine material; and 42.5 ordinary Portland cement was used as cementitious material. Among them, coal gangue comes from Renjiazhuang and Meihuajing coal mines, and fly ash, desulfurization gypsum, gasification slag, and bottom slag come from the Yuanyanghu power plant. The geographical location of the mining area is shown in Figure 2.

The large gangue is crushed by a small jaw crusher and screened into coal gangue with a particle size of 0–5 mm through a standard screen. The cemented block in the material is crushed and ground and screened with a 0– to 5-mm standard screen for stand-by. According to GB/t50080-2016 national standard (Ministry of Housing and Urban and Rural Construction, 2016), all kinds of coal-based solid waste materials are weighed successively according to the quality fraction requirements of the design scheme. The required water is poured into the evenly mixed filling materials, and a small amount of cement is mixed. After 30 s of mixing, the mixed cementation material is cast into the standard cube mold of 70.7 × 70.7 × 70.7 mm, and the surface of the mold is smooth with a scraper. Then, add some mixed cementitious materials into the plexiglass container with a height of about 120 mm to ensure that the height of the measured filling surface is consistent, and then seal it tightly with fresh-keeping film. After standing indoors for 24 h, measure the separated water surface and cement slurry expansion surface. After the flat mold is placed indoors and cured for 12 h, the sample is taken out of the mold after the test block is initially self-supporting and placed in a curing box with constant temperature and humidity of 20°C and humidity of 90% ± 5% until taken out for testing. According to the national standard (General Institute of Coal Science Research, 2010) of GB/t23561.12-2010, complete the strength test on the electro-hydraulic servo universal press (loading rate is 0.05 kn/s), as shown in Figure 3.

**Test Results**

The bleeding rate and uniaxial compressive strength (3, 7, and 28 days) of CBSWF are tested by L16 (4⁴) orthogonal experimental, as shown in Table 2.

The results of bleeding rate and uniaxial compressive strength (3, 7, and 28 days) of CBSWF are shown in Figure 4. The A_iB_iC_iD_i is used to characterize the optimal test scheme combination of strength, in which A, B, C, and D represent four factors, and i (taking 1,2,3,4) represents different horizontal gradients of the corresponding factors. It can be seen that among the 16 groups of specimens, when the curing age is 3 days, the compressive strength of S15 is the largest and the compressive strength of S5 is the smallest. At this time, given A (concentration...
TABLE 1 | L16 (4^4) orthogonal experimental factors and levels.

| Level | A (Concentration/%) | B (Ash-to-gangue ratio) | C (Gasification slag:Bottom slag) | D (Gasification slag:Desulfurization gypsum) |
|-------|---------------------|-------------------------|----------------------------------|---------------------------------------------|
| L1    | 74                  | 0.3                     | 0.2                              | 0.1                                         |
| L2    | 76                  | 0.4                     | 0.25                             | 0.15                                        |
| L3    | 78                  | 0.5                     | 0.3                              | 0.2                                         |
| L4    | 80                  | 0.6                     | 0.35                             | 0.25                                        |

FIGURE 2 | Coal based solid waste materials: (A) coal gangue, (B) fly ash, (C) gasification slag, (D) furnace bottom slag, and (E) desulfurization gypsum.

FIGURE 3 | Test pieces and test process of some CBSWF.
is 80%), B (ash–gangue ratio is 0.5), C (gasification slag:bottom slag is 1.67), and D (gasification slag:desulfurization gypsum is 0.7), the combination with the largest strength in the previous period is A4B3C2D4. When the curing age is 7 and 28 days, the compressive strength and bleeding rate of S12 are the largest. At this time, given A (concentration is 78%), B (ash–gangue ratio is 0.6), C (gasification slag:bottom slag is 1.67), and D (gasification slag:desulfurization gypsum is 1), the combination with the largest strength in the later stage is A3B4C2D1.

Establishment of Filling Strength Prediction Model

The BP neural network is a multilayer feedforward neural network trained according to the error BP algorithm. It is the most widely used neural network at present. Its basic idea is the gradient descent method, which uses gradient search technology to minimize the error mean square deviation between the actual output value and the expected output value of the network. The artificial neural network does not need to determine the mathematical equation of the mapping relationship between input and output in advance. It only learns some rules through its own training and obtains the result closest to the expected output value when the input value is given.

From the orthogonal test results, it can be seen that A (concentration), B (ash–gangue ratio), C (gasification slag:furnace bottom slag), and D (gasification slag:desulfurization gypsum) all have an impact on the strength of CBSWF, and each factor has a nonlinear relationship with the compressive strength. It is impossible to consider all factors in the test. The neural network model can be constructed based on the existing test data to predict the unknown data. By establishing the filling strength prediction model based on the BP neural network, the disadvantages of experimental test and field monitoring being costly and time-consuming can be overcome, and a new method for filling strength prediction is provided.

Taking the bleeding rate and uniaxial compressive strength (3, 7, and 28 days) of coal-based solid waste material filling in L16 (4^4) orthogonal experiment as samples, the strength prediction model of CBSWF is constructed. The main structure of the model is composed of an input layer, a hidden layer, and an output layer, with A (concentration), B (ash–gangue ratio), C (gasification slag:furnace bottom slag), and D (gasification slag:desulfurization gypsum) as the network input factor in the input layer, and the 3-, 7-, and 28-days compressive strength and bleeding rate of CBSWF as the network output factors. Groups S4, S8, S12, and S16 in the table are taken as the test set samples, and the other 12 groups of data are taken as the training set samples. The number of neurons in the hidden layer can determine the convergence of the training function, the length of training, and the size of training error, which is very important for the effect of model fitting. Many scholars have conducted a lot of research on the selection of the number of neurons in the hidden layer. A larger number of neurons will lead to a stronger fitting ability, but it may also cause overfitting; a smaller number of neurons will lead to a weaker fitting ability, but it may also cause underfitting. Therefore, it is necessary to determine an appropriate number of hidden layer neurons to ensure the model's generalization ability and prediction accuracy.

### Table 2: Orthogonal experimental results of L16 (4^4) CBSWF.

| Group number | Factor | UCS/MPa | Bleeding rate/% |
|--------------|--------|---------|----------------|
|              | A      | B       | C              | D        | 3 days | 7 days | 28 days |                |
| S1           | 1      | 1       | 1              | 1        | 0.184  | 0.272  | 0.254    | 1.98       |
| S2           | 1      | 2       | 2              | 2        | 0.161  | 0.27   | 0.31     | 2.39       |
| S3o          | 1      | 3       | 3              | 3        | 0.188  | 0.361  | 0.35     | 2.42       |
| S4           | 1      | 4       | 4              | 4        | 0.175  | 0.245  | 0.261    | 4.76       |
| S5           | 2      | 1       | 2              | 3        | 0.147  | 0.369  | 0.448    | 2.78       |
| S6           | 2      | 2       | 1              | 4        | 0.173  | 0.396  | 0.604    | 3.16       |
| S7           | 2      | 3       | 4              | 1        | 0.190  | 0.345  | 0.411    | 1.22       |
| S8           | 2      | 4       | 3              | 2        | 0.343  | 0.621  | 0.796    | 1.15       |
| S9           | 3      | 1       | 3              | 4        | 0.388  | 0.764  | 0.626    | 1.23       |
| S10          | 3      | 2       | 1              | 3        | 0.324  | 0.583  | 0.704    | 2.01       |
| S11          | 3      | 3       | 4              | 2        | 0.276  | 0.571  | 0.433    | 1.49       |
| S12          | 3      | 4       | 2              | 1        | 0.366  | 0.971  | 1.723    | 0.5        |
| S13          | 4      | 1       | 4              | 2        | 0.348  | 0.601  | 0.616    | 4.89       |
| S14          | 4      | 2       | 3              | 1        | 0.317  | 0.643  | 0.697    | 0.55       |
| S15          | 4      | 3       | 2              | 4        | 0.454  | 0.809  | 0.839    | 1.08       |
| S16          | 4      | 4       | 1              | 3        | 0.406  | 0.582  | 0.574    | 0.53       |
layer (Adil et al., 2020; Chin and Zhang, 2021; Karmakar and Goswami, 2021). Dong et al. (2018) believe that the number of neurons in the hidden layer is optimal when $m$ is $(2a + 1)$, which can also be selected according to Eq. 1:

$$
m = \sqrt{(a + b)} + k \tag{1}
$$

$$
m = \log_{a}a \tag{2}
$$

In the equation, $a$ and $b$ are the number of input factors and output factors, respectively, and $k$ is a constant between 0 and 10. The number of neurons in the hidden layer determined according to the above formula is 2–12. The average relative error of compressive strength is used as the basis for screening the number of neurons in the hidden layer. The number of neurons in the hidden layer is determined through comparative analysis, and the network performance when the number of neurons in the hidden layer is 2–12 is checked respectively. The prediction results and relative errors of compressive strength at different curing ages (3, 7, and 28 days) are obtained. The relative errors obtained from each neuron are averaged, as shown in Table 3. It is found that the relative error increases with the increase of curing age, and the worse the prediction effect. When the number of neurons in the hidden layer is 12, the average relative error of 3-days compressive strength is the smallest, which is 2.952257%. When the number is 10, the average relative error of 7-days compressive strength is the smallest, which is 7.99%. When the number is 9, the average relative error of 28-days compressive strength is the smallest, which is 15.31%. The average relative error of different curing ages is taken as the average value. It is found that when the number of neurons in the hidden layer is 11, the relative average error is the smallest, which is 10.59%. At this time, the training error will be closer to the target error. Therefore, the number of neurons in the hidden layer is 11 to predict the strength of the filling body.

At the same time, set the transfer function of input layer and output layer as purelin function, the transfer function of hidden layer as logarithmic S-type transfer function logsig, and the traingdx function is selected as the training function. The three-layer BP neural network, i.e., 4-11-3, is used to construct the strength prediction model of CBSWF, as shown in Figure 5.

In order to avoid the situation that the training time is too long to converge, before formal modeling, the data shall be preprocessed by data normalization method, the input or output data shall be transformed into dimensionless values of interval [0,1] or [−1,1], and the accuracy of prediction results shall be judged by means of average relative error analysis. Eq. 2 is used for normalization:

$$
{x_{k}'} = \frac{x_{k} - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} \tag{2}
$$

where ${x_{k}'}$ is normalized data, $x_{k}$ is the original data, and $x_{\text{max}}$ and $x_{\text{min}}$ are the maximum and minimum of each group of factors, respectively. When outputting the prediction results, the data also need to be inverse normalized.

### DISCUSSION

Literature (Dong et al., 2018) based on 18 groups of orthogonal test samples with mixing level, taking the content of cement clinker, desulfurization ash, Glauber's salt, and steel slag as four input factors and the 7- and 28-days compressive strength of the filling body as the output factor, $4 \times 9 \times 2$, the maximum relative errors of predicted strength at 7 and 28 days are 4.33 and 0.84%. Liang et al. (2017) collected 47 groups samples. With the help of MATLAB R2015a platform and based on the BP neural network, the three-layer neural network model with single hidden layer is taken as the input with the amount of water, cement, sand, gravel, and recycled coarse aggregate per unit volume and the 28-days prism compressive strength of recycled concrete as the output. Its structure is 5-21-1. The simulation results show that the maximum relative error of prediction is 18.69%. The prediction error is less than 5%, accounting for 78.72% of the total sample. These studies show that using the BP neural network model to predict material strength is feasible and accurate.

Based on the above research basis, in MATLAB software, the 4-11-3 three-layer BP neural network is used to predict the strength of CBSWF. The number of training iterations is set to 1,000 steps, and the error target is set to 0.0001. The strength

### TABLE 3 | Average relative error of number and intensity prediction of neurons in different hidden layers.

| Number of hidden layer neurons | Average relative error/% |
|---------------------------------|--------------------------|
|                                 | 3-days UCS | 7-days UCS | 28-days UCS |
| 2                               | 7.207781   | 16.93408   | 37.81255   |
| 3                               | 5.026197   | 14.04447   | 29.14075   |
| 4                               | 4.596087   | 11.57161   | 29.00382   |
| 5                               | 6.75147    | 12.54053   | 26.81211   |
| 6                               | 4.683837   | 13.38517   | 27.68315   |
| 7                               | 3.87042    | 11.80098   | 24.66333   |
| 8                               | 4.668387   | 13.38517   | 27.68315   |
| 9                               | 6.75147    | 12.54053   | 26.81211   |
| 10                              | 5.594761   | 7.986225   | 23.74555   |
| 11                              | 8.618736   | 9.572023   | 15.31264   |
| 12                              | 7.376976   | 9.09763    | 23.89781   |

FIGURE 5 | 3-layer BP neural network structure.
Prediction value and relative error results are shown in Table 4. Obviously, it can be found that the strength prediction value of S1–S12 training data in the input layer by the BP neural network is close to the test value. The maximum relative error is 5.1% of the 28-days strength and the minimum is 0.0051% of the 7-days strength. However, the strength prediction value of S13–S16 test data in the output layer is quite different from the test value. The relative error of the 28-days strength in S16 reaches 176.22%, and the minimum value is 4.35% of the 3-days strength in S13.

The average error of the 3-days strength is 3.95%, that of the 7-days strength is 8.21%, and that of the 28-days strength is 19.59%.

The BP neural network training error convergence curve and fitting characterization of the filling strength are shown in Figure 6. The best training error is 0.0115% after 1,000 times of training in the whole training process. The effect of the whole filling strength prediction can be evaluated by fitting characterization. The solid line represents the simulation fitting curve, and the dotted line represents that the predicted value is equal to the experimental value. The R value is the correlation coefficient between the predicted output and the target output. The closer the R value is to 1, it shows that the greater the correlation between the predicted output and the target output, the higher the fitting degree of the prediction model, and the better the prediction effect. It can be concluded that the correlation coefficient r of the strength prediction of coal-based solid waste filling body is 0.99987, indicating that the BP neural network is used to predict the compressive strength of filling body with high accuracy.

**CONCLUSION**

The following conclusions could be drawn from the current study:
1) The compressive strength and bleeding rate of CBSWF are tested through orthogonal test. It is found that the combination with the largest early strength is A3B2C2D4. When the curing age is 7 and 28 days, the compressive strength and bleeding rate of S12 are the largest; that is, the combination with the largest later strength is A3B1C2D2.

2) The 4-11-3 three-layer BP neural network is used to predict the compressive strength of coal-based solid waste filling at different curing ages (3, 7, and 28 days). It is concluded that the correlation coefficient r of strength prediction of coal-based solid waste filling is 0.99987, and the prediction accuracy is high.

3) Orthogonal test combined with the BP neural network can reduce the number of tests without losing generality, make full use of the advantages of adaptive nonlinear optimization of the BP neural network, and improve the operation efficiency of the model, fast prediction speed, and high accuracy.
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