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Abstract

We establish several delay-independent criteria for the existence and stability of positive periodic solutions of $n$-dimensional nonautonomous functional differential equation by several fixed point theorems. Examples from positive and negative growth feedback systems demonstrate the results.
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1. Introduction

The equation of the form

$$x'(t) = -a(t)x(t) + \lambda b(t)f(x(t - \tau(t)))$$

and its generalizations have been proposed as models for a variety of population dynamics and physiological processes such as production of blood cells [29] and other applications [13, 20]. The existence and stability of periodic solutions of the equation of form (1.1) have attracted much attention. See, e.g., [1, 4, 6, 10, 18, 17, 19, 21, 24, 28, 30].

Inspired by multiple-species ecological models, it is natural to explore $n$-dimensional systems. Autonomous systems have been extensively studied.
However, natural environment is physically highly variable and many processes are usually subject to seasonal fluctuations and vary greatly in time, which is a more practical scenario. If a model is desired which takes into account such temporal inhomogeneity, it must be nonautonomous, which is, of course, more difficult to study in general. One must ascribe some properties to the time dependence of parameters in the models, for only then can the resulting dynamic be studied accordingly. One of the methods of incorporating temporal nonuniformity of the environments in models is to assume that the parameters are periodic with the same period of the time variable.

Wang [28] considered the existence, multiplicity and nonexistence of positive \( \omega \)-periodic solutions for the periodic scalar equation

\[
x'(t) = a(t)g(x(t))x(t) - \lambda b(t)f(x(t - \tau(t))),
\]

and show that the number of positive \( \omega \)-periodic solutions can be determined by indexes. In this paper, we will extend the results to the \( n \)-dimensional nonautonomous system

\[
\dot{x}(t) = -A(t)x(t) + \lambda B(t)F(x(t - \tau(t))).
\]

On the other hand, stability of solution has attracted much attention [5], and Liapunov’s direct method has been the primary tool to deal with stability problems [3, 11, 14, 18, 31]. However, there remains numerous challenging problems in stability and new methods are needed to address the difficulties [3, 9].

Burton [2, 3] used fixed point theories to investigate stability of differential equations. Zhang studied the stability of certain types of delay equations in [32, 33, 34], and the stability properties of the scalar delay equation

\[
x'(t) = -a(t)x(t) + g(t, x_t)
\]

by means of fixed point theories.

Fan, Xia and Zhu [9] considered the stability of the scalar delay differential equations

\[
x'(t) = -a(t, x_t)x(t) + f(t, x_t), \quad x'(t) = -g(t, x(t)) + f(t, x_t),
\]

by the contractive mapping principle and Schauder’s fixed point theorem.

In this paper we will establish sufficient and necessary criteria for the asymptotic stability of the \( n \)-dimensional nonautonomous system

\[
\dot{x}'(t) = -A(t)x(t) + B(t)F(x_t)
\]

with the contractive mapping principle approach.

The paper is organized as follows. We first study existence, multiplicity and nonexistence of periodic solutions of the \( n \)-dimensional nonautonomous
system with delay. In section 3, we establish sufficient and necessary criteria for the stability of positive periodic solution for the $n$-dimensional nonautonomous system with delay. All the proofs of the main findings are postponed to Appendix. In Sections 4 and 5 examples including positive and negative growth feedback systems and their numerical simulations are given to illustrate the results. Finally we give the detailed proofs for the existence, multiplicity and nonexistence of positive periodic solutions and also the stability of the system in Appendix (§6).

2. Existence of Positive Periodic Solutions

In this section, we shall study the existence, multiplicity and nonexistence of positive $\omega$-periodic solutions for the nonautonomous $n$-dimensional delay system

$$x'(t) = -A(t)x(t) + \lambda B(t)F(x(t - \tau(t))),$$

(2.1)

where $A(t) = \text{diag}[a_1(t), a_2(t), \ldots, a_n(t)]$, $B(t) = \text{diag}[b_1(t), b_2(t), \ldots, b_n(t)]$, $F(x) = [f_1(x), f_2(x), \ldots, f_n(x)]^T$, and $\lambda > 0$ is a positive parameter.

Let $\mathbb{R} = (-\infty, \infty)$, $\mathbb{R}_+ = [0, \infty)$, $\mathbb{R}_+^n = \Pi_{i=1}^n \mathbb{R}_+$ and, for any $x = (x_1, \ldots, x_n) \in \mathbb{R}_+^n$, $\|x\| = \sum_{i=1}^n |x_i|$. For any $\omega$-periodic function $g$, denote its average by $\bar{g} = \frac{1}{\omega} \int_0^\omega g(s)ds$.

For system (2.1), we assume that

(H1) $a_i, b_i \in C(\mathbb{R}, [0, \infty))$ are $\omega$-periodic such that $\bar{a}_i > 0$, $\bar{b}_i > 0$, $i = 1, \ldots, n$ and $\tau \in C(\mathbb{R}, \mathbb{R})$ is $\omega$-periodic.

(H2) $f^i : \mathbb{R}_+^n \to [0, \infty)$ is continuous with $f^i(x) > 0$ for $\|x\| > 0$, $i = 1, \ldots, n$,

In order to state our theorems, we further introduce some notations. Let

$$\sigma = \min_{i=1,\ldots,n} \{\sigma_i\}, \quad M(r) = \max_{i=1,\ldots,n} \{f^i(x) : x \in \mathbb{R}_+^n, \|x\| \leq r\};$$

$$m(r) = \min_{i=1,\ldots,n} \{f^i(x) : x \in \mathbb{R}_+^n, \sigma r \leq \|x\| \leq r\};$$

$$\Gamma = \min_{i=1,\ldots,n} \{(\sigma_i^{-1} - 1)^{-1}b_i\omega\}, \quad \chi = \sum_{i=1}^n \frac{\sigma_i^{-1}}{\sigma_i^{-1} - 1}b_i\omega;$$

$$f^0_i = \lim_{\|x\| \to 0} \frac{f^i(x)}{\|x\|}, \quad f^i_\infty = \lim_{\|x\| \to \infty} \frac{f^i(x)}{\|x\|}, \quad i = 1, \ldots, n;$$

$$F_0 = \max_{i=1,\ldots,n} \{f^0_i\}, \quad F_\infty = \max_{i=1,\ldots,n} \{f^i_\infty\}.$$
Moreover, define
\[ i_0 = \text{number of zeros in the set } \{F_0, F_\infty\}, \]
\[ i_\infty = \text{number of infinities in the set } \{F_0, F_\infty\}. \]

It is clear that \( i_0 \) and \( i_\infty \) can be 0, 1, or 2. In the following, we shall show that (2.1) has \( i_0 \) or \( i_\infty \) positive \( \omega \)-periodic solution(s) for sufficiently large or small \( \lambda \), respectively. Furthermore, we are able to obtain explicit intervals of \( \lambda \) such that (2.1) has no, one or two positive \( \omega \)-periodic solution(s).

We only give our main results here and their proofs are detailed in Appendix (§6.1).

**Theorem 2.1.** Assume (H1)-(H2) hold.

(a). If \( i_0 = 1 \) or \( 2 \), then (2.1) has \( i_0 \) positive \( \omega \)-periodic solution(s) for \( \lambda > \frac{1}{m(1)\Gamma} > 0 \).

(b). If \( i_\infty = 1 \) or \( 2 \), then (2.1) has \( i_\infty \) positive \( \omega \)-periodic solution(s) for \( 0 < \lambda < \frac{1}{M(1)\chi} \).

(c). If \( i_0 = 0 \), then (2.1) has no positive \( \omega \)-periodic solution for sufficiently large \( \lambda > 0 \); if \( i_\infty = 0 \), then (2.1) has no positive \( \omega \)-periodic solution for sufficiently small \( \lambda > 0 \).

(d). If \( i_0 = i_\infty = 1 \), then (2.1) has a positive \( \omega \)-periodic solution for all \( \lambda > 0 \).

Theorem 2.2 is a direct consequence of the proof of Theorem 2.1(c). Under the conditions of theorem 2.2 we are able to give explicit intervals of \( \lambda \) such that (2.1) has no positive \( \omega \)-periodic solution.

**Theorem 2.2.** Assume (H1)-(H2) hold.

(a). If there is a \( c_1 > 0 \) such that \( f^i(x) \geq c_1 \|x\| \) for \( x \in \mathbb{R}_+^n \), \( i = 1, \ldots, n \), then (2.1) has no positive \( \omega \)-periodic solution for \( \lambda > \frac{1}{\sigma \Gamma c_1} \).

(b). If there is a \( c_2 > 0 \) such \( f^i(x) \leq c_2 \|x\| \) for \( x \in \mathbb{R}_+^n \), \( i = 1, \ldots, n \), then (2.1) has no positive \( \omega \)-periodic solution for all \( 0 < \lambda < \frac{1}{c_2 \chi} \).

**Theorem 2.3.** Assume (H1)-(H2) hold and \( i_0 = i_\infty = 0 \). If
\[
\frac{1}{\sigma \Gamma \max\{F_0, F_\infty\}} < \lambda < \frac{1}{\chi \min\{F_0, F_\infty\}},
\] (2.2)
then (2.1) has a positive \( \omega \)-periodic solution.
The above theorems for (2.1) can be presented as Table 6.1 with different numbers of positive periodic solutions. We only deal with existence of positive solutions here and uniqueness will be addressed in a future work.

3. Stability of Positive Periodic Solutions

In this section, we study the stability of the positive periodic solution for (2.1) and start with the stability of zero solution since a non-zero solution can be transformed to a zero solution. We establish sufficient and necessary criteria for the asymptotic stability for the system. In this section, consider a delay system of the following form

\[ x'(t) = -A(t)x(t) + B(t)F(x_t), \]  

(3.1)

where \( F(0) = 0, A(t) = \text{diag}[a_1(t), a_2(t), \ldots, a_n(t)], B(t) = \text{diag}[b_1(t), b_2(t), \ldots, b_n(t)], a_i(t), b_i(t) \in C([r, 0], \mathbb{R}), x_t \in C([-r, 0], \mathbb{R}^n). \) Here \( r > 0 \) and \( \hat{0} \) is the null element in \( C([-r, 0], \mathbb{R}^n). \)

We begin with some notation: \( \mathbb{R}^n \) is an \( n \)-dimensional real Euclidean space with max norm \(| \cdot |\); for \( b > a \) (it is may be possible \( a = -\infty \) or \( b = +\infty \)). We denote \( C([a, b], \mathbb{R}^n) \) the Banach space of continuous functions mapping the interval \([a, b]\) into \( \mathbb{R}^n \), and, for \( \phi \in C([a, b], \mathbb{R}^n) \), the norm of \( \phi \) is defined as \( \|\phi\| = \sup_{a \leq \theta \leq b} |\phi(\theta)| \), where \(| \cdot |\) is a norm in \( \mathbb{R}^n \). Here we use \( \mathcal{C} = C([-r, 0], \mathbb{R}^n) \), and \( F \in C(\mathcal{C}, \mathbb{R}^n). \)

We assume that

(H3) \[ \int_0^t a_i(s)ds \to +\infty, \ t \to +\infty \quad i = 1, 2, \ldots, n. \]

(H4) There exist \( L > 0 \) and \( K_L > 0 \) such that

and \( |F(\varphi) - F(\psi)| \leq K_L|\varphi - \psi| \),

for all \( \varphi, \psi \in \mathcal{C}_L := \{x \in \mathcal{C} : \|x\| \leq L\} \).

(H5) There exists \( \alpha \in (0, 1) \) such that

\[ K_L \int_0^t \exp \left\{-\int_s^t a_i(u)du\right\} |b_i(s)|ds \leq \alpha, \quad t \geq 0, \ i = 1, \ldots, n. \]
The following two theorems give the delay-independent sufficient criteria and necessary criteria for the asymptotic stability, respectively. The details of the proof is presented in Appendix (§6.2).

**Theorem 3.1.** Assume (H3)-(H5) hold, then the zero solution of (2.1) is asymptotically stable.

**Theorem 3.2.** Assume (H4) and (H5) hold, and also

\[(H6)\]
\[
\liminf_{t \to +\infty} \int_0^t a_i(s)ds \in \mathbb{R}, \quad i = 1, 2, \cdots, n.
\]

If the zero solution of (3.1) is asymptotically stable, then we have

\[(H3)\]
\[
\int_0^t a_i(s)ds \to +\infty, \quad t \to +\infty \quad i = 1, 2, \cdots, n.
\]

To study the asymptotic stability of the positive periodic solution \(x^*(t)\) of (3.1), let \(y(t) = x(t) - x^*(t)\), then

\[
y'(t) = x'(t) - (x^*(t))' = -A(t)y(t) + B(t)G(y_t), \quad (3.2)
\]

where

\[
G(\phi) := F(\phi + x^*_t) - F(x^*_t). \quad (3.3)
\]

The asymptotic stability of \(x^*(t)\) is equivalent to that of the zero solution of (3.2).

4. Application in Feedback Systems

In this section, we consider the following system

\[
\begin{align*}
x' &= af(y) - bx \\
y' &= ce^{-(x+y)} - h(t)y,
\end{align*} \quad (4.1)
\]

where \(h(t)\) is an \(\omega\)-periodic function with \(\tilde{h} > 0\),

\[
f(y) = \frac{\theta^2}{\theta^2 + y^2} \quad \text{or} \quad f(y) = \frac{y^2}{\theta^2 + y^2},
\]
and \( a, b, c, \omega, \theta > 0 \). In the framework of (3.1),

\[
\mathbf{A}(t) = \begin{pmatrix} b & 0 \\ 0 & h(t) \end{pmatrix}, \quad \mathbf{B}(t) = \begin{pmatrix} a & 0 \\ 0 & c \end{pmatrix}, \quad \mathbf{F}(\phi) = \left( \begin{array}{c} f(\phi_2(0)) \\ \exp\{-\phi_1(0) + \phi_2(0)\} \end{array} \right).
\]

In 1977, Mackey and Glass [20] considered a homogeneous population of mature circulating cells of density with two models of different types

\[
\frac{dP}{dt} = \frac{\beta_0 \theta^n}{\theta^n + P^n} - \gamma P
\]

and

\[
\frac{dP}{dt} = \frac{\beta_0 P^n}{\theta^n + P^n} - \gamma P.
\]

System (4.1) is said to be a negative growth feedback system if \( f(y) = \theta^2/(\theta^2 + y^2) \), and is called positive growth feedback system if \( f(p) = y^2/(\theta^2 + y^2) \). [23] includes extensive discussions on various results for the feedback systems. System (4.1) is an natural extension from the two models in [20] when some parameters become periodic. We apply our results for the existence and stability to the positive periodic solutions of system (4.1). System (4.1) with a delay can be discussed accordingly.

4.1. Negative growth feedback system

If \( f(y) = \theta^2/(\theta^2 + y^2) \), then one has

\[
f_0^1 = \infty, \quad f_0^2 = 0, \quad f_0^2 = 0, \quad F_0 = \infty, \quad F_\infty = 0, \quad i_0 = i_\infty = 1.
\]

By Theorem 2.1, we conclude that (4.1) has one positive \( \omega \)-periodic solution \( \mathbf{x}^*(t) = (x^*(t), y^*(t)) \) (see Figure 6.4) (a) and (b), respectively).

Next, we study the asymptotic stability of the positive \( \omega \)-periodic solution \( \mathbf{x}^*(t) = (x^*(t), y^*(t)) \) of (4.1). Let \( \phi = (\phi_1, \phi_2) \), \( \mathbf{G} (\phi) \) defined in (3.3) now reads

\[
\mathbf{G}(\phi) = \left( \frac{\theta^2}{\theta^2 + (\phi_2(0) + y^*(t))^2} - \frac{\theta^2}{\theta^2 + (y^*(t))^2}, \exp\{-[\phi_1(0) + \phi_2(0)]\} \right)^T.
\]
Then,\[
G(\phi) - G(\psi) = \left| \frac{\theta^2}{\theta^2 + (\phi_2(0) + y^*(t))^2} - \frac{\theta^2}{\theta^2 + (\psi_2(0) + y^*(t))^2} \right|
\]
\[+ |\exp\{-[\phi_1(0) + \phi_2(0)]\} - \exp\{-[\psi_1(0) + \psi_2(0)]\}|\]
\[\leq \frac{1}{\theta^2} |\phi_2(0) - \psi_2(0)| \cdot |\phi_2(0) + \psi_2(0) + 2y^*(t)|
\[+ |\exp\{-[\phi_1(0) + \phi_2(0)]\} - \exp\{-[\psi_1(0) + \psi_2(0)]\}|\]
\[\leq \frac{2L + 2\hat{y}^*}{\theta^2} |\phi_2(0) - \psi_2(0)| + e^L (|\phi_1(0) - \psi_1(0)| + |\phi_2(0) - \psi_2(0)|)
\[\leq \max \left\{ \frac{2L + 2\hat{y}^*}{\theta^2}, e^L \right\} \cdot (|\phi_2(0) - \psi_2(0)| + |\phi_1(0) - \psi_1(0)|)
\[\leq \max \left\{ \frac{2L + 2\hat{y}^*}{\theta^2}, e^L \right\} \cdot \|\phi - \psi\|
\]
for $\phi, \psi \in \mathcal{C}_L$, where $\hat{y}^* = \max_{t \in [0, \omega]} y^*(t)$. That is, (H4) holds. Moreover, (H5) reads
\[\max \left\{ \frac{2L + 2\hat{y}^*}{\theta^2}, e^L \right\} \int_0^t \exp\{- \int_s^t bdu\} ads \leq \alpha < 1
\]
and
\[\max \left\{ \frac{2L + 2\hat{y}^*}{\theta^2}, e^L \right\} \int_0^t \exp\{- \int_s^t h(u)du\} cds \leq \alpha < 1,
\]
i.e.,
\[a \max \left\{ \frac{2L + 2\hat{y}^*}{\theta^2}, e^L \right\} \int_0^t \exp\{b(s - t)\} ds \leq \alpha < 1,
\]
\[c \max \left\{ \frac{2L + 2\hat{y}^*}{\theta^2}, e^L \right\} \int_0^t \exp \left\{ - \int_s^t h(u)du \right\} ds \leq \alpha < 1. \tag{4.2}
\]
Then, by Theorem 3.1, the positive $\omega$-periodic solution $x^*(t)$ of (4.1) is asymptotically stable if $a$ and $c$ are small enough so that (4.2) is satisfied (see Figure 6.3).
4.2. Positive growth feedback system

If \( f(y) = y^2/(\theta^2 + y^2) \), then

\[ f_0^1 = 0, \quad f_\infty^1 = 0, \quad f_0^2 = \infty, \quad f_\infty^2 = 0, \quad F_0 = \infty, \quad F_\infty = 0, \quad i_0 = i_\infty = 1. \]

Then, by Theorem 2.1, (4.1) has one positive periodic solution.

For the stability of the positive solution of (4.1), we first have

\[
|G(\phi) - G(\psi)| = \left| \frac{(\phi_2(0) + y^*(t))^2}{\theta^2 + (\phi_2(0) + y^*(t))^2} - \frac{(\psi_2(0) + y^*(t))^2}{\theta^2 + (\psi_2(0) + y^*(t))^2} \right| 
+ |\exp\{-[\phi_1(0) + \phi_2(0)]\} - \exp\{-[\psi_1(0) + \psi_2(0)]\}| 
\leq \frac{1}{\theta^2}|\phi_2(0) - \psi_2(0)| \cdot |\phi_2(0) + \psi_2(0) + 2y^*(t)| 
+ |\exp\{-[\phi_1(0) + \phi_2(0)]\} - \exp\{-[\psi_1(0) + \psi_2(0)]\}| 
\leq \max \left\{ \frac{2L + 2y^*}{\theta^2}, e^L \right\} \cdot \|\phi - \psi\|
\]

for \( \phi, \psi \in C_L \). Then (H4) holds. Moreover, similar to the case of negative growth feedback, if (4.2) is satisfied, then \( x^*(t) \) of (4.1) is asymptotically stable (see Fig. 6.2).

To conclude, for either negative or positive growth feedback, when \( a, c \) are small, (4.1) has a positive \( \omega \)-periodic solution and is asymptotically stable. For large \( a \) and \( c \), numerical simulation shows that, although the stability criteria does not work, (4.1) can still admit a positive periodic solution being asymptotically stable (see Figure 6.5).

5. Application in Delayed Periodic System

In this section, we present an example with delay to illustrate our main results.

Consider the following system of delay differential equations

\[
\begin{align*}
\dot{x}_1(t) &= -a_1(t)x_1(t) + \lambda b_1(t) \exp\{-x_1(t - \tau) - x_2(t - \tau)\}, \\
\dot{x}_2(t) &= -a_2(t)x_2(t) + \lambda b_2(t) \exp\{-x_1(t - \tau) - x_2(t - \tau)\},
\end{align*}
\]

(5.1)

where

\[
\begin{align*}
a_1(t) &= 5 + \sin(2\pi t), & b_1(t) &= 1 + 0.6 \cos(2\pi t), \\
\end{align*}
\]

\[
\begin{align*}
a_2(t) &= 5 + \cos(2\pi t), & b_2(t) &= 1 + 0.5 \sin(2\pi t).
\end{align*}
\]
In 1974, Chow [6] investigated the existence of positive periodic solution of the following difference-differential equation

\[ N'(t) = -\mu N(t) + \rho \exp\{-\gamma N(t - r)\} \]

which is originally introduced by Wazewska-Czyzewska and Lasota [29] modeling the survival of red blood cells.

It is easily checked that

\[ \bar{a}_i = 5, \quad \sigma_i = e^{-5}, \quad \sigma = e^{-5}, \quad \bar{b}_i = 1, \quad M(1) = e^{-1}, \quad m(1) = e^{-1}, \]
\[ \Gamma = (e^5 - 1)^{-1}, \quad \chi = 2e^5(e^5 - 1)^{-1}, \quad f_0^i = \infty, \quad f_\infty^i = 0 \]

Hence, \( \bar{a}_i = 5, \sigma_i = e^{-5}, \sigma = e^{-5}, \bar{b}_i = 1, M(1) = e^{-1}, m(1) = e^{-1}, \Gamma = (e^5 - 1)^{-1}, \chi = 2e^5(e^5 - 1)^{-1}, f_0^i = \infty, f_\infty^i = 0 \)

By Theorem 2.1, we can conclude that (5.1) has one positive 1-periodic solution \( x^*(t) \) for sufficiently small (see Figure 6.1(a) and 6.7) or large \( \lambda \) (see Figure 6.1(b) and Figure 6.6), i.e.,

\[ 0 < \lambda < \frac{1}{M(1)\chi} = \frac{e^5 - 1}{2e^5} \approx 0.5 \quad \text{or} \quad \lambda > \frac{1}{m(1)\Gamma} = e(e^5 - 1) \approx 400.7. \]

Next, we turn to study the stability of the positive solution of (5.1). Note that

\[ |G(\phi) - G(\psi)| = 2e^{-(x_1^+(t-\tau)+x_2^+(t-\tau))} |e^{-(\phi_1(-\tau)+\phi_2(-\tau))} - e^{-(\psi_1(-\tau)+\psi_2(-\tau))}| \]
\[ \leq 2|e^{-(\phi_1(-\tau)+\phi_2(-\tau))} - e^{-(\psi_1(-\tau)+\psi_2(-\tau))}| \]
\[ \leq 2\|\phi - \psi\|. \]

Then, (H4) holds. Moreover, for \( t \geq 0 \), if

\[ 2\lambda \int_0^t \exp \left\{ -\int_s^t (5 + \sin(2\pi u)) du \right\} (1 + 0.6 \cos(2\pi s)) ds \leq \alpha < 1 \]
\[ 2\lambda \int_0^t \exp \left\{ -\int_s^t (5 + \cos(2\pi u)) du \right\} (1 + 0.5 \sin(2\pi s)) ds \leq \alpha < 1 \]

i.e.,

\[ 2\lambda \exp \left\{ -(5t + \frac{\cos 2\pi t}{2\pi}) \right\} \int_0^t \exp \left\{ 5s + \frac{\cos 2\pi s}{2\pi} \right\} (1 + 0.6 \cos 2\pi s) ds \leq \alpha < 1 \]

and

\[ 2\lambda \exp \left\{ -(5t + \frac{\sin 2\pi t}{2\pi}) \right\} \int_0^t \exp \left\{ 5s + \frac{\sin 2\pi s}{2\pi} \right\} (1 + 0.5 \sin 2\pi s) ds \leq \alpha < 1 \]
are satisfied, then $x^*(t)$ is asymptotically stable (see Figure 6.7).

In summary, we conclude that, for $\lambda$ small enough so that (5.2) is satisfied, system (5.1) admits a positive periodic solution being asymptotically stable (see Figure 6.7). For a large $\lambda$ not satisfying (5.2), although the stability criteria does not work, the numerical simulations show that (5.1) has a positive periodic solution being asymptotically stable (see Figure 6.6).

By numerical simulations, we could conclude that, for small $\lambda$, the delay $\tau$ doesn’t change the amplitude and period of the positive periodic solution of (5.1), but, for large $\lambda$, $\tau$ can change the period (see Figure 6.8).

6. Appendix

In the following, we devote to expounding the proof of the main findings on periodicity and asymptotic stability of (2.1).

6.1. Proof of periodicity

In this appendix we give the proof of Theorem 2.1 and Theorem 2.3. Our arguments as in [4, 15, 22, 25, 30] are based on a well-known fixed point theorem (Lemma 6.1). Such a method also has been employed in Wang [26, 27] to prove analogous results for the existence, multiplicity and nonexistence of positive solutions of boundary value problems. We transform (2.1) into a system of integral equations, and then to the fixed point problem of an equivalent operator in a cone. We establish several inequalities which allow us to estimate the operator. Further, we apply the fixed point index to show the existence, multiplicity and nonexistence of positive $\omega$-periodic solutions of (2.1) based on the inequalities.

6.1.1. Preliminaries

We recall some concepts and conclusions on the fixed point index in a cone in [7, 12, 16]. Let $X$ be a Banach space and $K$ be a closed, nonempty subset of $X$. $K$ is said to be a cone if (i) $\alpha u + \beta v \in K$ for all $u, v \in K$ and all $\alpha, \beta > 0$ and (ii) $u, -u \in K$ imply $u = 0$. Assume $\Omega$ is a bounded open subset in $K$ with the boundary $\partial \Omega$, and let $T : K \cap \overline{\Omega} \to K$ is completely continuous such that $Tx \neq x$ for $x \in \partial \Omega \cap K$, then the fixed point index $i(T, K \cap \Omega, K)$ is defined. If $i(T, K \cap \Omega, K) \neq 0$, then $T$ has a fixed point in $K \cap \Omega$. The following well-known result of the fixed point index is crucial in our arguments.

Lemma 6.1. ([7, 12, 16]). Let $X$ be a Banach space and $K$ a cone in $X$. For $r > 0$, define $K_r = \{ x \in K : \|x\| < r \}$. Assume that $T : \overline{K}_r \to K$ is completely continuous such that $Tx \neq x$ for $x \in \partial K_r = \{ x \in K : \|x\| = r \}$. 

(i) If \( \|Tx\| \geq \|x\| \) for \( x \in \partial K_r \), then \( i(T, K_r, K) = 0 \).
(ii) If \( \|Tx\| \leq \|x\| \) for \( x \in \partial K_r \), then \( i(T, K_r, K) = 1 \).

In order to apply Lemma 6.1 to (2.1), let \( X \) be the Banach space defined by

\[
X = \left\{ x(t) \in C(\mathbb{R}, \mathbb{R}^n) : x(t+\omega) = x(t), t \in \mathbb{R}, i = 1, \ldots, n \right\}
\]

with a norm \( \|x\| = \sum_{i=1}^{n} \sup_{t \in [0,\omega]} |x_i(t)| \), for \( x = (x_1, \ldots, x_n) \in X \). For \( x \in X \) or \( \mathbb{R}_+^n \), \( \|x\| \) denotes the norm of \( x \) in \( X \) or \( \mathbb{R}_+^n \), respectively.

Define

\[
K = \{ x = (x_1, \ldots, x_n) \in X : x_i(t) \geq \sigma_i \sup_{t \in [0,\omega]} |x_i(t)|, i = 1, \ldots, n, t \in [0,\omega] \}
\]

It is clear \( K \) is cone in \( X \). For \( r > 0 \), define \( \Omega_r = \{ x \in K : \|x\| < r \} \). It is clear that \( \partial \Omega_r = \{ x \in K : \|x\| = r \} \). Let \( T_\lambda : K \to X \) be a map with components \( (T_\lambda^1, \ldots, T_\lambda^n) \):

\[
T_\lambda^i x(t) = \lambda \int_{t}^{t+\omega} G_i(t, s) b_i(s) f^i(x(s-\tau(s))) ds, \quad i = 1, \ldots, n, \quad (6.1)
\]

where

\[
G_i(t, s) = \frac{1}{\sigma_i^{-1} - 1} \exp \left\{ \int_{t}^{s} a_i(\theta) d\theta \right\}
\]

satisfying

\[
\frac{1}{\sigma_i^{-1} - 1} \leq G_i(t, s) \leq \frac{\sigma_i^{-1}}{\sigma_i^{-1} - 1}, \quad t \leq s \leq t + \omega.
\]

**Lemma 6.2.** Assume (H1)-(H2) hold. Then \( T_\lambda(K) \subset K \) and \( T_\lambda : K \to K \) is compact and continuous.
Proof. In view of the definition of $K$, for $x \in K$, we have, $i = 1, \ldots, n,$

$$
(T_i \lambda x)(t + \omega) = \lambda \int_{t+\omega}^{t+2\omega} G_i(t + \omega, s) b_i(s) f^i(x(s - \tau(s))) ds
$$

$$
= \lambda \int_{t}^{t+\omega} G_i(t + \omega, \theta + \omega) b_i(\theta + \omega) f^i(x(\theta + \omega - \tau(\theta + \omega))) d\theta
$$

$$
= \lambda \int_{t}^{t+\omega} G_i(t, s) b_i(s) f^i(x(s - \tau(s))) ds
$$

$$
= (T_i \lambda x)(t).
$$

It is easy to see that $\int_{t}^{t+\omega} b_i(s) f^i(x(s - \tau(s))) ds$ is a constant because of the periodicity of $b_i(t) f^i(x(t - \tau(t)))$. One can show that, for $x \in K$ and $t \in [0, \omega], i = 1, \ldots, n,$

$$
T_i \lambda x(t) \geq \frac{1}{\sigma_i^{-1} - 1} \lambda \int_{t}^{t+\omega} b_i(s) f^i(x(s - \tau(s))) ds
$$

$$
= \frac{1}{\sigma_i^{-1} - 1} \lambda \int_{0}^{\omega} b_i(s) f^i(x(s - \tau(s))) ds
$$

$$
= \sigma_i \frac{\sigma_i^{-1}}{\sigma_i^{-1} - 1} \lambda \int_{0}^{\omega} b_i(s) f^i(x(s - \tau(s))) ds
$$

$$
\geq \sigma_i \sup_{t \in [0, \omega]} |T_i \lambda x(t)|.
$$

Thus $T_i \lambda (K) \subset K$ and it is easy to show that $T_i \lambda : K \to K$ is compact and continuous.

Lemma 6.3. Assume that (H1)-(H2) hold. Then $x \in K$ is a positive periodic solution of (2.1) if and only if it is a fixed point of $T_i \lambda$ in $K$. \hfill \Box

Lemma 6.3. Assume that (H1)-(H2) hold. Then $x \in K$ is a positive periodic solution of (2.1) if and only if it is a fixed point of $T_i \lambda$ in $K$.
Proof. If \( x = (x_1, \ldots, x_n) \in K \) and \( T_\lambda x = x \), then, for \( i = 1, \ldots, n \),

\[
x'_i(t) = \frac{d}{dt}(\lambda \int_t^{t + \omega} G_i(t, s)b_i(s)f^i(x(s - \tau(s)))ds)
\]

\[
= \lambda G_i(t, t + \omega)b_i(t + \omega)f^i(x(t + \omega - \tau(t + \omega))
\]

\[
- \lambda G_i(t, t)b_i(t)f^i(x(t - \tau(t))) - a_i(t)T^i_\lambda x(t)
\]

\[
= \lambda [G_i(t, t + \omega) - G_i(t, t)]b_i(t)f^i(x(t - \tau(t))) - a_i(t)T^i_\lambda x(t)
\]

\[
= -a_i(t)x_i(t) + \lambda b_i(t)f^i(x(t - \tau(t))).
\]

Thus \( x \) is a positive \( \omega \)-periodic solution of (2.1). On the other hand, if \( x = (x_1, \ldots, x_n) \) is a positive \( \omega \)-periodic function, then \( \lambda b_i(t)f^i(x(t - \tau(t))) = a_i(t)x_i(t) + x'_i(t) \) and

\[
T^i_\lambda x(t) = \lambda \int_t^{t + \omega} G_i(t, s)b_i(s)f^i(x(s - \tau(s)))ds
\]

\[
= \int_t^{t + \omega} G_i(t, s)(a_i(s)x_i(s) + x'_i(s))ds
\]

\[
= \int_t^{t + \omega} G_i(t, s)a_i(s)x_i(s)ds + \int_t^{t + \omega} G_i(t, s)x'_i(s)ds
\]

\[
= \int_t^{t + \omega} G_i(t, s)a_i(s)x_i(s)ds + \int_t^{t + \omega} G_i(t, s)x_i(s)_{t + \omega} - \int_t^{t + \omega} G_i(t, s)d_i(s)x_i(s)ds
\]

\[
= x_i(t).
\]

Thus, \( T_\lambda x = x \), Furthermore, in view of the proof of Lemma 6.2, we also have \( x_i(t) \geq \sigma \sup_{t \in [0, \omega]} x_i(t) \) for \( t \in [0, \omega] \). That is, \( x \) is a fixed point of \( T_\lambda \) in \( K \).

\( \square \)

**Lemma 6.4.** Assume that (H1)-(H2) hold. For any \( \eta > 0 \) and \( x = (x_1, \ldots, x_n) \in K \), if there exists a component \( f^i \) of \( F \) such that \( f^i(x(t)) \geq \sum_{j=1}^{n} x_j(t)\eta \) for \( t \in [0, \omega] \), then \( \| T_\lambda x \| \geq \lambda \sigma \Gamma \eta \| x \| \).
Proof. Since $x \in K$ and $f^i(x(t)) \geq \sum_{j=1}^{n} x_j(t)\eta$ for $t \in [0, \omega]$, we have

$$(T \lambda x)(t) \geq \frac{1}{\sigma_i^{-1} - 1} \lambda \frac{1}{\sigma_i^{-1} - 1} \int_{0}^{\omega} b_i(s) f^i(x(s - \tau(s)))ds$$

$$\geq \frac{1}{\sigma_i^{-1} - 1} \lambda \int_{0}^{\omega} b_i(s) \sum_{j=1}^{n} x_j(s - \tau(s))\eta ds$$

$$\geq \frac{1}{\sigma_i^{-1} - 1} \lambda \int_{0}^{\omega} b_i(s) ds \sum_{j=1}^{n} \sigma_j \sup_{t \in [0, \omega]} x_j(t)\eta$$

$$\geq \lambda \eta \|x\| \min_{j=1, \ldots, n} \{\sigma_j\}(\sigma_i^{-1} - 1)^{-1} \int_{0}^{\omega} b_i(s) ds.$$

Thus $\|T \lambda x\| \geq \lambda \sigma \Gamma \eta \|x\|$.

\[\square\]

**Lemma 6.5.** Assume that (H1)-(H2) hold. For any $r > 0$ and $x = (x_1, \ldots, x_n) \in \partial \Omega_r$, if there exists an $\varepsilon > 0$ such that $f^i(x(t)) \leq \varepsilon \sum_{j=1}^{n} x_j(t)$, $i = 1, \ldots, n$, for $t \in [0, \omega]$, then $\|T \lambda x\| \leq \lambda \varepsilon \|x\|$

**Proof.** From the definition of $T$, for $x \in \partial \Omega_r$, we have

$$\|T \lambda x\| \leq \sum_{i=1}^{n} \frac{\sigma_i^{-1}}{\sigma_i^{-1} - 1} \lambda \int_{0}^{\omega} b_i(s) f^i(x(s - \tau(s)))ds$$

$$\leq \sum_{i=1}^{n} \frac{\sigma_i^{-1}}{\sigma_i^{-1} - 1} \lambda \int_{0}^{\omega} b_i(s) ds \varepsilon \|x\| = \lambda \varepsilon \|x\|.$$

\[\square\]

In view of the definitions of $m(r)$ and $M(r)$, it follows that $M(r) \geq f^i(x(t)) \geq m(r)$ for $t \in [0, \omega]$, $i = 1, \ldots, n$ if $x \in \partial \Omega_r$, $r > 0$. Thus it is easy to see that the following two lemmas can be shown in similar manners as in Lemmas 6.4 and 6.5.

**Lemma 6.6.** Assume (H1)-(H2) hold. If $x \in \partial \Omega_r$, $r > 0$, then $\|T \lambda x\| \geq \lambda \Gamma m(r)$.

**Lemma 6.7.** Assume (H1)-(H2) hold. If $x \in \partial \Omega_r$, $r > 0$, then $\|T \lambda x\| \leq \lambda \chi M(r)$. 
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6.1.2. Proof of Theorem 2.1

Part (a). Choose a number \( r_1 = 1 \). By Lemma 6.6, we have

\[
\|T_\lambda x\| > \|x\|, \quad \text{for } x \in \partial \Omega_1 \text{ and } \lambda > \frac{1}{m(r_1)\Gamma} = \frac{1}{m(1)\Gamma}.
\]

If \( F_0 = 0 \), then \( f_i^0 = 0 \), \( i = 1, \ldots, n \). And we can choose \( 0 < r_2 < r_1 \) so that

\[
f_i(x) \leq \varepsilon \|x\| \quad \text{for } x \in \mathbb{R}_+^n \text{ and } \|x\| \leq r_2, \quad i = 1, \ldots, n,
\]

where the constant \( \varepsilon > 0 \) satisfies \( \lambda \varepsilon \chi < 1 \). Thus \( f_i(x(t)) \leq \varepsilon \sum_{j=1}^{n} x_j(t), \quad i = 1, \ldots, n \), for \( x = (x_1, \ldots, x_n) \in \partial \Omega_2 \) and \( t \in [0, \omega] \). We have by Lemma 6.1 that

\[
\|T_\lambda x\| \leq \lambda \varepsilon \|x\| < \|x\| \quad \text{for } x \in \partial \Omega_2.
\]

It follows from Lemma 6.1 that

\[
i(T_\lambda, \Omega_{r_1}, K) = 0, \quad i(T_\lambda, \Omega_{r_2}, K) = 1.
\]

Thus \( i(T_\lambda, \Omega_{r_1} \setminus \bar{\Omega}_2, K) = -1 \) and \( T_\lambda \) has a fixed point in \( \Omega_{r_1} \setminus \bar{\Omega}_2 \), which is a positive \( \omega \)-periodic solution of (2.1) for \( \lambda > 1/(m(1)\Gamma) \).

If \( F_\infty = 0 \), then \( f_i^\infty = 0 \), \( i = 1, \ldots, n \). And there is an \( \tilde{H} > 0 \) such that

\[
f_i(x) \leq \varepsilon \|x\| \quad \text{for } x \in \mathbb{R}_+^n \text{ and } \|x\| \geq \tilde{H}, \quad \text{where the constant } \varepsilon > 0 \text{ satisfies}
\]

\( \lambda \varepsilon \chi < 1 \). Let \( r_3 = \max\{2r_2, \frac{\tilde{H}}{\sigma}\} \) and it follows that \( \sum_{i=1}^{n} x_i(t) \geq \sigma \|x\| \geq \bar{H} \)

for \( x = (x_1, \ldots, x_n) \in \partial \Omega_3 \) and \( t \in [0, \omega] \). Thus \( f_i(x(t)) \leq \varepsilon \sum_{i=1}^{n} x_i(t) \) for \( x = (x_1, \ldots, x_n) \in \partial \Omega_3 \) and \( t \in [0, \omega] \). In view of Lemma 6.5, we have

\[
\|T_\lambda x\| \leq \lambda \varepsilon \|x\| < \|x\| \quad \text{for } x \in \partial \Omega_3.
\]

Again, it follows from Lemma 6.1 that

\[
i(T_\lambda, \Omega_{r_1}, K) = 0, \quad i(T_\lambda, \Omega_{r_3}, K) = 1.
\]

Thus \( i(T_\lambda, \Omega_{r_3} \setminus \bar{\Omega}_1, K) = 1 \), and (2.1) has a positive \( \omega \)-periodic solution for \( \lambda > 1/(m(1)\Gamma) \).

If \( F_0 = F_\infty = 0 \), it is easy to see from the above proof that \( T_\lambda \) has a fixed point \( x_1 \) in \( \Omega_{r_1} \setminus \bar{\Omega}_2 \) and a fixed point \( x_2 \) in \( \Omega_{r_3} \setminus \bar{\Omega}_1 \) such that

\[
r_2 < \|x_1\| < r_1 < \|x_2\| < r_3.
\]

Consequently, (2.1) has two positive \( \omega \)-periodic solutions for \( \lambda > 1/(m(1)\Gamma) \).

Part (b). Choose a number \( r_1 = 1 \). By Lemma 6.7, one has

\[
\|T_\lambda x\| < \|x\|, \quad \text{for } x \in \partial \Omega_1 \text{ and } 0 < \lambda < \frac{1}{\chi M(r_1)} = \frac{1}{M(1)\chi}.
\]
If $F_0 = \infty$, then there exists a component of $F$ such that $f_0^i = \infty$. Thus there is a positive number $r_2 < r_1$ such that $f^i(x) \geq \eta \|x\|$ for $x \in \mathbb{R}_+^n$ and $\|x\| \leq r_2$, where $\eta > 0$ is chosen so that $\lambda \Gamma \eta \sigma > 1$. Then

$$f^i(x(t)) \geq \eta \sum_{j=1}^{n} x_j(t) \text{ for } x = (x_1, \ldots, x_n) \in \partial \Omega_{r_2}, \ t \in [0, \omega].$$

Lemma 6.4 implies that

$$\|T_{\lambda} x\| \geq \lambda \Gamma \eta \|x\| \sigma > \|x\| \text{ for } x \in \partial \Omega_{r_2}.$$ 

It follows from Lemma 6.1 that

$$i(T_{\lambda}, \Omega_{r_1}, K) = 1, \ i(T_{\lambda}, \Omega_{r_2}, K) = 0.$$ 

Thus $i(T_{\lambda}, \Omega_{r_1} \setminus \bar{\Omega}_{r_2}, K) = 1$ and $T_{\lambda}$ has a fixed point in $\Omega_{r_1} \setminus \bar{\Omega}_{r_2}$ for $0 < \lambda < 1/(M(1)\chi)$, which is a positive $\omega$-periodic solution of (2.1).

If $F_\infty = \infty$, there is a component of $F$ such that $f_\infty^i = \infty$. Therefore there is an $\hat{H} > 0$ such that $f^i(x) \geq \eta \|x\|$ for $x \in \mathbb{R}_+^n$ and $x \geq \hat{H}$, where $\eta > 0$ is chosen so that $\lambda \Gamma \eta \sigma > 1$. Let $r_3 = \max\{2r_1, \frac{\hat{H}}{\sigma}\}$. If $x = (x_1, \ldots, x_n) \in \partial \Omega_{r_3}$, then

$$\min_{0 \leq t \leq \omega} \sum_{j=1}^{n} x_j(t) \geq \sigma \|x\| \geq \hat{H},$$

and hence,

$$f^i(x(t)) \geq \eta \sum_{j=1}^{n} x_j(t) \text{ for } t \in [0, \omega].$$

Again, it follows from Lemma 6.4 that

$$\|T_{\lambda} x\| \geq \lambda \Gamma \eta \sigma \|x\| > \|x\| \text{ for } x \in \partial \Omega_{r_3}.$$ 

It follows from Lemma 6.1 that

$$i(T_{\lambda}, \Omega_{r_1}, K) = 1, \ i(T_{\lambda}, \Omega_{r_3}, K) = 0,$$

and hence, $i(T_{\lambda}, \Omega_{r_3} \setminus \bar{\Omega}_{r_1}, K) = -1$. Thus, $T_{\lambda}$ has a fixed point in $\Omega_{r_3} \setminus \bar{\Omega}_{r_1}$ for $0 < \lambda < 1/(M(1)\chi)$, which is a positive $\omega$-periodic solution of (2.1).

If $F_0 = F_\infty = \infty$, it is easy to see from the above proof that $T_{\lambda}$ has a fixed point $x_1$ in $\Omega_{r_1} \setminus \bar{\Omega}_{r_2}$ and a fixed point $x_2$ in $\Omega_{r_3} \setminus \bar{\Omega}_{r_1}$ such that

$$r_2 < \|x_1\| < r_1 < \|x_2\| < r_3.$$
Consequently, (2.1) has two positive $\omega$-periodic solutions for $0 < \lambda < 1/(M(1)\chi)$ if $F_0 = F_\infty = \infty$.

Part (c). If $i_0 = 0$, then $F_0 > 0$ and $F_\infty > 0$. Therefore there exist two components $f^i$ and $f^j$ of $F$ and positive numbers $\eta_1$, $\eta_2$, $r_1$ and $r_2$ such that $r_1 < r_2$ and

$$f^i(x) \geq \eta_1 \|x\| \quad \text{for} \quad x \in \mathbb{R}^n_+, \|x\| \leq r_1,$$

$$f^j(x) \geq \eta_2 \|x\| \quad \text{for} \quad x \in \mathbb{R}^n_+, \|x\| \geq r_2.$$

Let

$$c_1 = \min\left\{\eta_1, \eta_2, \min\left\{\frac{f^j(x)}{\varphi(\|x\|)} : x \in \mathbb{R}^n_+, r_1 \sigma \leq \|x\| \leq r_2\right\}\right\} > 0.$$

Then

$$f^i(x) \geq c_1 \|x\| \quad \text{for} \quad x \in \mathbb{R}^n_+, \|x\| \leq r_1, \quad (6.2)$$

and

$$f^j(x) \geq c_1 \|x\| \quad \text{for} \quad x \in \mathbb{R}^n_+, \|x\| \geq r_1 \sigma. \quad (6.3)$$

Assume $v(t) = (v_1, \ldots, v_n)$ is a positive $\omega$-periodic solution of (2.1). We will show that this leads to a contradiction for $\lambda > \lambda_0$, where $\lambda_0 = 1/(\sigma \Gamma c_1)$. In fact, if $\|v\| \leq r_1$, (6.2) implies that

$$f^i(v(t)) \geq c_1 \sum_{j=1}^n v_j(t), \quad \text{for} \quad t \in [0, \omega].$$

On the other hand, if $\|v\| > r_1$, then $\min_{0 \leq t \leq \omega} \sum_{i=1}^n v_i(t) \geq \sigma \|v\| > r_1 \sigma$, which, together with (6.3), implies that

$$f^j(v(t)) \geq c_1 \sum_{m=1}^n v_m(t), \quad \text{for} \quad t \in [0, \omega].$$

Since $T_\lambda v(t) = v(t)$ for $t \in [0, \omega]$, it follows from Lemma 6.4 that, for $\lambda > \lambda_0$,

$$\|v\| = \|T_\lambda v\| \geq \lambda \sigma \Gamma c_1 \|v\| > \|v\|,$$

which is a contradiction.

If $i_\infty = 0$, then $F_0 < \infty$ and $F_\infty < \infty$. Thus $f_0^i < \infty$ and $f_\infty^i < \infty$, $i = 1, \ldots, n$. Therefore, for each $i = 1, \ldots, n$, there exist positive numbers $\varepsilon_1^i$, $\varepsilon_2^i$, $r_1^i$ and $r_2^i$ such that $r_1^i < r_2^i$,

$$f^i(x) \leq \varepsilon_1^i \|x\| \quad \text{for} \quad x \in \mathbb{R}^n_+, \|x\| \leq r_1^i,$$
and 

\[ f^i(x) \leq \varepsilon^i_2\|x\| \text{ for } x \in \mathbb{R}_+^n, \|x\| \geq r_2^i. \]

Let 

\[ \varepsilon^i = \max\{\varepsilon^i_1, \varepsilon^i_2, \max\{f^i(x) \mid \|x\| < r_1^i \leq \|x\| \leq r_2^i\}\} > 0 \]

and 

\[ c_2 = \max\{\varepsilon^i\} > 0. \] Thus, we have 

\[ f^i(x) \leq c_2\|x\| \text{ for } x \in \mathbb{R}_+^n, \ i = 1, \ldots, n. \]

Assume \( v(t) \) is a positive \( \omega \)-periodic solution of (2.1). We will show that this leads to a contradiction for \( 0 < \lambda < \lambda_0 \), where \( \lambda_0 = 1/(c_2 \chi) \). Since \( T_\lambda v(t) = v(t) \) for \( t \in [0, \omega] \), it follows from Lemma 6.5 that, for \( 0 < \lambda < \lambda_0 \),

\[ \|v\| = T_\lambda v \leq \lambda \chi c_2\|v\| < \|v\|, \]

which is a contradiction. The proof is complete.

Part (d). If \( i_0 = i_\infty = 1 \), then \( F_0 = 0, F_\infty = \infty \) or \( F_0 = \infty, F_\infty = 0 \). For \( F_0 = 0, F_\infty = \infty \), then \( f^i_0 = 0, i = 1, \ldots, n \). We can choose \( 0 < r_1 \) so that \( f^i(x) \leq \varepsilon\|x\| \text{ for } x \in \mathbb{R}_+^n \) and \( \|x\| < r_1, \ i = 1, \ldots, n \), where the constant \( \varepsilon > 0 \) satisfies \( \lambda \varepsilon \chi < 1 \). Thus \( f^i(x(t)) \leq \varepsilon \sum_{j=1}^n x_j(t), i = 1, \ldots, n \), for \( x = (x_1, \ldots, x_n) \in \partial \Omega_{r_1} \) and \( t \in [0, \omega] \). We have by Lemma 6.5 that

\[ \|T_\lambda x\| \leq \lambda \varepsilon \chi \|x\| < \|x\| \text{ for } x \in \partial \Omega_{r_1}. \]

On the other hand, if \( F_\infty = \infty \), there is a component of \( F \) such that \( f^i_\infty = \infty \). Therefore there is an \( \hat{H} > 0 \) such that \( f^i(x) \geq \eta \|x\| \text{ for } x \in \mathbb{R}_+^n \) and \( x \geq \hat{H} \), where \( \eta > 0 \) is chosen so that \( \lambda \Gamma \eta \sigma > 1 \). Let \( r_2 = \max\{2r_1, \hat{H}/\sigma\} \). If \( x = (x_1, \ldots, x_n) \in \partial \Omega_{r_2} \), then

\[ \min_{0 \leq t \leq \omega} \sum_{j=1}^n x_j(t) \geq \sigma \|x\| \geq \hat{H}, \]

and hence,

\[ f^i(x(t)) \geq \eta \sum_{j=1}^n x_j(t) \text{ for } t \in [0, \omega]. \]

Again, it follows from Lemma 6.4 that

\[ \|T_\lambda x\| \geq \lambda \eta \sigma \|x\| > \|x\| \text{ for } x \in \partial \Omega_{r_2}. \]
It follows from Lemma 6.1 that

\[ i(T_\lambda, \Omega_{r_1}, K) = 1, \quad i(T_\lambda, \Omega_{r_2}, K) = 0, \]

and hence, \( i(T_\lambda, \Omega_{r_2} \setminus \Omega_{r_1}, K) = -1 \). Thus, \( T_\lambda \) has a fixed point in \( \Omega_{r_2} \setminus \Omega_{r_1} \), which is a positive \( \omega \)-periodic solution of (2.1).

Now let's look at the case \( F_0 = \infty, F_\infty = 0 \). There exists a component of \( F \) such that \( f_0^i = \infty \). Thus there is a positive number \( r_1 \) such that \( f(x) \geq \eta \|x\| \) for \( x \in \mathbb{R}_+^n \) and \( \|x\| \leq r_1 \), where \( \eta > 0 \) is chosen so that \( \lambda \Gamma \eta \sigma > 1 \). Then

\[ f(x(t)) \geq \eta \sum_{j=1}^n x_j(t) \quad \text{for} \quad x = (x_1, \ldots, x_n) \in \partial \Omega_{r_1}, \quad t \in [0, \omega]. \]

Lemma 6.4 implies that

\[ \|T_\lambda x\| \geq \lambda \Gamma \eta \|x\| \sigma > \|x\| \quad \text{for} \quad x \in \partial \Omega_{r_1}. \]

On the other hand, because \( F_\infty = 0 \), then \( f_\infty^i = 0, i = 1, \ldots, n \). And there is an \( \tilde{H} > 0 \) such that \( f(x) \leq \varepsilon \|x\| \) for \( x \in \mathbb{R}_+^n \) and \( \|x\| \geq \tilde{H} \), where the constant \( \varepsilon > 0 \) satisfies \( \lambda \varepsilon \chi < 1 \). Let \( r_2 = \max\{2r_1, \frac{\tilde{H}}{\sigma}\} \) and it follows that \( \sum_{i=1}^n x_i(t) \geq \sigma \|x\| \geq \tilde{H} \) for \( x = (x_1, \ldots, x_n) \in \partial \Omega_{r_2} \) and \( t \in [0, \omega] \). Thus \( f^i(x(t)) \leq \varepsilon \sum_{i=1}^n x_i(t) \) for \( x = (x_1, \ldots, x_n) \in \partial \Omega_{r_2} \) and \( t \in [0, \omega] \). In view of Lemma 6.5, we have

\[ \|T_\lambda x\| \leq \lambda \varepsilon \|x\| < \|x\| \quad \text{for} \quad x \in \partial \Omega_{r_2}. \]

Again, it follows from Lemma 6.1 that

\[ i(T_\lambda, \Omega_{r_1}, K) = 0, \quad i(T_\lambda, \Omega_{r_2}, K) = 1. \]

Thus \( i(T_\lambda, \Omega_{r_2} \setminus \Omega_{r_1}, K) = 1 \), and (2.1) has a positive \( \omega \)-periodic solution.

6.1.3. Proof of Theorem 2.3

If \( F_\infty > F_0 \), then \( 1/(\sigma \Gamma F_\infty) < \lambda < 1/(\chi F_0) \). It is easy to see that there exists an \( 0 < \varepsilon < F_\infty \) such that

\[ \frac{1}{\sigma \Gamma (F_\infty - \varepsilon)} < \lambda < \frac{1}{\chi (F_0 + \varepsilon)}. \]

Now, according to the definition of \( F_0 \), there is an \( r_1 > 0 \) such that \( f^i(x) \leq (F_0 + \varepsilon) \|x\| \) for \( x \in \mathbb{R}_+^n \) and \( \|x\| \leq r_1, i = 1, \ldots, n \). Thus \( f^i(x(t)) \leq \)
We have by Lemma 6.5 that
\[
\|T_\lambda x\| \leq \lambda (F_0 + \varepsilon) \|x\| < \|x\| \quad \text{for} \quad x \in \partial \Omega_{r_1}.
\]
On the other hand, there is a fixed i such that \( f_i^* = F_\infty > 0 \). Thus there is an \( \hat{H} > r_1 \) such that \( f^i(x) \geq (F_\infty - \varepsilon)\|x\| \) for \( x \in \mathbb{R}^n_+ \) and \( \|x\| \geq \hat{H} \).

Let \( r_2 = \max \{ 2r_1, \frac{\hat{H}}{\sigma} \} \) and it follows that \( \sum_{j=1}^n x_j(t) \geq \sigma \|x\| \geq \hat{H} \) for \( x = (x_1, \ldots, x_n) \in \partial \Omega_{r_2} \) and \( t \in [0, \omega] \). Thus \( f^i(x(t)) \geq (F_\infty - \varepsilon) \sum_{j=1}^n x_j(t) \) for \( x \in \partial \Omega_{r_2} \) and \( t \in [0, \omega] \). In view of Lemma 6.4, we have
\[
\|T_\lambda x\| \geq \lambda (F_\infty - \varepsilon) \|x\| > \|x\| \quad \text{for} \quad x \in \partial \Omega_{r_2}.
\]

It follows from Lemma 6.1 that
\[
i(T_\lambda, \Omega_{r_1}, K) = 1, \quad i(T_\lambda, \Omega_{r_2}, K) = 0.
\]
Thus \( i(T_\lambda, \Omega_{r_2} \setminus \hat{\Omega}_{r_1}, K) = -1 \). Hence, \( T_\lambda \) has a fixed point in \( \Omega_{r_2} \setminus \hat{\Omega}_{r_1} \).

Consequently, (2.1) has a positive \( \omega \)-periodic solution.

If \( F_\infty < F_0 \), then \( \frac{1}{\sigma \Gamma F_0} < \lambda < \frac{1}{\chi F_\infty} \). It is easy to see that there exists an \( 0 < \varepsilon < F_0 \) such that
\[
\frac{1}{\sigma \Gamma (F_0 - \varepsilon)} < \lambda < \frac{1}{\chi (F_\infty + \varepsilon)}.
\]

Now, turning to \( F_0 \) and \( F_\infty \). Again, there are a fixed index \( i \) and an \( r_1 > 0 \) such that \( f_i^* = F_0 \) and \( f^i(x) \geq (F_0 - \varepsilon)\|x\| \) for \( x \in \mathbb{R}^n_+ \) and \( \|x\| \leq r_1 \). Thus \( f^i(x(t)) \geq (F_0 - \varepsilon) \sum_{j=1}^n x_j(t) \) for \( x = (x_1, \ldots, x_n) \in \partial \Omega_{r_1} \) and \( t \in [0, \omega] \).

We have by Lemma 6.4 that
\[
\|T_\lambda x\| \geq \lambda (F_0 - \varepsilon) \|x\| > \|x\| \quad \text{for} \quad x \in \partial \Omega_{r_1}.
\]

On the other hand, there is an \( \hat{H} > r_1 \) such that \( f^i(x) \leq (F_\infty + \varepsilon)\|x\|, \) \( i = 1, \ldots, n \), for \( x \in \mathbb{R}^n_+ \) and \( \|x\| \geq \hat{H} \). Let \( r_2 = \max \{ 2r_1, \frac{\hat{H}}{\sigma} \} \) and it follows that \( \sum_{j=1}^n x_j(t) \geq \sigma \|x\| \geq \hat{H} \) for \( x = (x_1, \ldots, x_n) \in \partial \Omega_{r_2} \) and \( t \in [0, \omega] \). Thus \( f^i(x(t)) \leq (F_\infty + \varepsilon) \sum_{j=1}^n x_j(t), i = 1, \ldots, n \), for \( x = (x_1, \ldots, x_n) \in \partial \Omega_{r_2} \) and \( t \in [0, \omega] \). In view of Lemma 6.5, we have
\[
\|T_\lambda x\| \leq \lambda (F_\infty + \varepsilon) \|x\| < \|x\| \quad \text{for} \quad x \in \partial \Omega_{r_2}.
\]

It follows from Lemma 6.1 that
\[
i(T_\lambda, \Omega_{r_1}, K) = 0, \quad i(T_\lambda, \Omega_{r_2}, K) = 1.
\]
Thus \( i(T_\lambda, \Omega_{r_2} \setminus \hat{\Omega}_{r_1}, K) = 1 \). Hence, \( T_\lambda \) has a fixed point in \( \Omega_{r_2} \setminus \hat{\Omega}_{r_1} \). Consequently, (2.1) has a positive \( \omega \)-periodic solution. The proof is complete.
6.2. Proof of asymptotic stability

In the following, we present the details of the proof of the sufficient and necessary criteria for the asymptotic stability of (3.1). The approach involves the contraction mapping principle and contradiction arguments.

6.2.1. Proof of Theorem 3.1 (sufficient criteria)

For any \( t_0 \geq 0 \), one can find a \( \delta \) with \( 0 \leq \delta < L \) such that
\[
\delta K + \alpha L \leq L,
\]
where
\[
K := \max\{K_1, K_2, \ldots, K_n\}, \quad K_i := \sup_{t \geq t_0} \left\{ \exp \left\{ - \int_{t_0}^{t} a_i(s) ds \right\} \right\}.
\]

For any \( \phi \in \mathcal{C} \), by \((H_2)\), there is a unique solution of (3.1)
\[
x(t) = x(t, t_0, \phi), \quad x_{t_0} = \phi, \quad t \geq t_0.
\]

We first show that the zero solution of (3.1) is attractive, i.e.,
\[
\lim_{t \to +\infty} x(t, t_0, \phi) = 0, \quad \phi \in \mathcal{C}_\delta := \{ x \in \mathcal{C} \mid \|x\| \leq \delta \}.
\]

Consider the initial value problem
\[
x'(t) = -A(t)x(t) + B(t)F(x_t), \quad x_{t_0} = \phi.
\]
Then the unique solution of (6.4) satisfies
\[
x(t) = \Phi(t, t_0)\phi(0) + \int_{t_0}^{t} \Phi(t, s)B(s)F(x_s)ds,
\]
where
\[
\Phi(t, s) = diag \left[ \exp \left\{ - \int_{s}^{t} a_1(u)du \right\}, \ldots, \exp \left\{ - \int_{s}^{t} a_n(u)du \right\} \right].
\]

Define
\[
S = \{ x \in C([t_0 - r, +\infty), \mathbb{R}^n) \mid x_{t_0} = \phi, \|x_t\| \leq L, t \geq t_0, \lim_{t \to +\infty} x(t) = 0 \}.
\]
Then $S$ is a complete metric space with the metric
\[ \rho(x, y) = \sup_{t \geq t_0 - r} |x(t) - y(t)|. \]

Define the mapping $P : S \to C([t_0 - r, +\infty), \mathbb{R}^n)$ by
\[ (P_x)(t) = \phi(t - t_0), \quad t_0 - r \leq t \leq t_0, \]
\[ (P_x)(t) = \Phi(t, t_0)\phi(0) + \int_{t_0}^{t} \Phi(t, s)B(s)F(x_s)ds, \quad t \geq t_0. \]

We claim that $P$ maps $S$ into itself, i.e. $P : S \to S$. In fact, it is clear that $P_x$ is continuous for $x \in S$ and $(P_x)(t) = \phi(t - t_0)$ for $t_0 - r \leq t \leq t_0$. For any $t \geq t_0$,
\[
\| (P_x)(t) \| \leq |\Phi(t, t_0)\phi(0)| + \int_{t_0}^{t} |\Phi(t, s)B(s)| \cdot |F(x_s)|ds
\leq |\Phi(t, t_0)\phi(0)| + \int_{t_0}^{t} K_L|\Phi(t, s)B(s)| \cdot \|x_s\|ds
\leq |\Phi(t, t_0)\phi(0)| + \int_{t_0}^{t} K_L|\Phi(t, s)B(s)| \cdot Lds
\leq \delta K + \alpha L \leq L.
\]

Then, $\| (P_x)_t \| = \sup_{-r \leq t \leq 0} |(P_x)(t + \theta)| \leq L.$

We now show that $(P_x)(t) \to 0$ when $t \to +\infty$. By (H3), we have
\[
\lim_{t \to +\infty} \exp \left\{ - \int_{t_0}^{t} a_i(s)ds \right\} = 0, \quad i = 1, 2, \ldots, n.
\]

Thus the first term on the right-hand side of $(P_x)(t)$ tends to zero. In the following, we show that the second term on the right side of $(P_x)(t)$ also tends to zero. The fact $x \in S$ implies that $|x(t)| \leq L$ for $t \geq t_0$. For any given $\varepsilon > 0$, there exists a $t_1 > 0$ such that $\|x_t\| < \varepsilon$ for all $t \geq t_1$. By (H3), there exists a $t_2$ with $t_2 > t_1$ such that
\[
\exp \left\{ - \int_{t_1}^{t} a_i(u)du \right\} < \frac{\varepsilon}{\alpha L}, \quad t > t_2.
\]
For any $t > t_2$, one has
\[
|\int_{t_0}^{t} \Phi(t, s)B(s)F(x_s)ds| \leq \int_{t_0}^{t_1} |\Phi(t, s)B(s)| \cdot |F(x_s)|ds + \int_{t_1}^{t} |\Phi(t, s)B(s)| \cdot |F(x_s)|ds
\]
\[
\leq KL \int_{t_0}^{t_1} |\Phi(t, s)B(s)| \cdot \|x_s\|ds + KL \int_{t_1}^{t} |\Phi(t, s)B(s)| \cdot \|x_s\|ds
\]
\[
\leq KL \int_{t_0}^{t_1} |\Phi(t, s)B(s)|ds \cdot L + KL \int_{t_1}^{t} |\Phi(t, s)B(s)|ds \cdot \varepsilon
\]
\[
\leq |\Phi(t, t_1)| \cdot KL \int_{t_0}^{t_1} |\Phi(t_1, s)B(s)|ds \cdot L + \alpha \varepsilon
\]
\[
\leq |\Phi(t, t_1)| \cdot \alpha \cdot L + \alpha \varepsilon
\]
\[
\leq \varepsilon + \alpha \varepsilon = (1 + \alpha)\varepsilon
\]

Then $\lim_{t \to \infty} (Px)(t) = 0$, and hence $(Px) \in S$.

We next claim that the map $P$ is a contraction. For any $x, y \in S$,
\[
Px(t) = Py(t), \quad t_0 - r \leq t \leq t_0.
\]

For any $t \geq t_0$, one has
\[
|Px(t) - Py(t)| = |\int_{t_0}^{t} \Phi(t, s)B(s)F(x_s)ds - \int_{t_0}^{t} \Phi(t, s)B(s)F(y_s)ds|
\]
\[
\leq \int_{t_0}^{t} |\Phi(t, s)B(s)| \cdot |F(x_s) - F(y_s)|ds
\]
\[
\leq KL \int_{t_0}^{t} |\Phi(t, s)B(s)| \cdot \|x_s - y_s\|ds
\]
\[
\leq KL \int_{t_0}^{t} |\Phi(t, s)B(s)| \cdot \rho(x, y)ds
\]
\[
\leq \alpha \rho(x, y).
\]

Then $\rho(Px, Py) = \sup_{t \geq t_0} |Px(t) - Py(t)| \leq \alpha \rho(x, y)$. 
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Now, by the contraction mapping principle, \( P \) has a unique fixed point in \( S \), which is the unique solution of (6.4) and tends to zero as \( t \) tends to infinity. Obviously, the unique solution of (6.4) is \( x(t) \). Therefore,

\[
\lim_{t \to +\infty} x(t, t_0, \phi) = 0, \quad \forall \phi \in \mathcal{C}_\delta.
\]

To obtain the asymptotic stability, we need to show the zero solution of (6.4) is stable. For any given \( 0 < \varepsilon < L \), we choose \( 0 < \delta < \varepsilon \) such that \( \delta K + \alpha \varepsilon < \varepsilon \). The solution of (6.4) is \( x(t) = x(t, t_0, \phi) \), \( x_{t_0} = \phi, \| \phi \| \leq \delta \). For \( t \geq t_0 \),

\[
x(t) = \Phi(t, t_0)\phi(0) + \int_{t_0}^{t} \Phi(t, s)B(s)F(x_s)ds.
\]

We show that \( |x(t)| < \varepsilon \) when \( t \geq t_0 \). In fact, \( |x(t_0)| < \varepsilon \), if there exists \( t^* > t_0 \) such that \( |x(t^*)| = \varepsilon \) and \( |x(s)| < \varepsilon \) when \( t_0 \leq s < t^* \), we have,

\[
|x(t^*)| \leq |\Phi(t^*, t_0)\phi(0)| + \int_{t_0}^{t^*} |\Phi(t, s)B(s)| \cdot |F(x_s)| ds
\]

\[
\leq |\Phi(t, t_0)\phi(0)| + \int_{t_0}^{t} K_L|\Phi(t, s)B(s)| \cdot \| x_s \| ds
\]

\[
\leq K\delta + \alpha \varepsilon < \varepsilon,
\]

which is a contradiction. Therefore, \( |x(t)| < \varepsilon \) for all \( t \geq t_0 \). The proof is complete.

6.2.2. Proof of Theorem 3.2 (Necessary criteria)

The proof is based on the contradiction argument. Suppose that \( \text{(H3)} \) fails. By \( \text{(H6)} \), there exists a sequence\( \{t_n\} \), \( t_n \to +\infty \) when \( n \to +\infty \) such that

\[
\lim_{n \to +\infty} \int_{0}^{t_n} a_i(s)ds = q
\]

for some \( q \in \mathbb{R} \). Then, one can choose a positive constant \( Q > 0 \) such that

\[-Q \leq \int_{0}^{t_n} a_i(s)ds \leq Q, \quad n = 1, 2, \ldots \]
By (H5),

$$K_L \int_0^{t_n} \exp \left\{ - \int_s^{t_n} a_i(u) du \right\} |b_i(s)| ds \leq \alpha,$$

then

$$K_L \int_0^{t_n} \exp \left\{ \int_0^{t_n} a_i(u) du \right\} |b_i(s)| ds$$

$$= K_L \int_0^{t_n} \exp \left\{ \int_0^{t_n} a_i(u) du \right\} \cdot \exp \left\{ - \int_s^{t_n} a_i(u) du \right\} |b_i(s)| ds$$

$$\leq \alpha \exp \left\{ \int_0^{t_n} a_i(u) du \right\} \leq e^Q.$$

Whence, the sequence $$\left\{ K_L \int_0^{t_n} \exp \left\{ \int_0^{s} a_i(u) du \right\} |b_i(s)| ds \right\}$$ is bounded and there exists a convergent subsequence. For brevity in notation, we still assume the sequence $$K_L \int_0^{t_n} \exp \left\{ \int_0^{s} a_i(u) du \right\} |b_i(s)| ds$$ is convergent, say its limit is $$\gamma \in \mathbb{R}_+$$. We can choose a positive integer $$m$$ so large that

$$K_L \int_{t_m}^{t_n} \exp \left\{ \int_0^{s} a_i(u) du \right\} |b_i(s)| ds \leq \frac{1 - \alpha}{2K^2e^{2Q}}, \quad n \geq m.$$

Consider the solution $$x(t) = x(t, t_m, \phi)$$ with $$\phi = (\phi_1, \cdots, \phi_n)^T$$ and $$\phi_i(s - t_m) \equiv \delta$$ for $$s \in [t_m - r, t_m]$$ and $$|x(t)| \leq L$$ for all $$t \geq t_m$$. For $$t \geq t_m$$, one has

$$|x(t)| \leq |\Phi(t, t_0)\phi(0)| + \int_{t_m}^{t} |\Phi(t, s)B(s)| \cdot |F(x_s)| ds$$

$$\leq K\delta + \int_{t_m}^{t} K_L|\Phi(t, s)B(s)| \cdot \|x_s\| ds$$

$$\leq K\delta + \alpha\|x_t\|.$$
Then
\[ \|x_t\| \leq \frac{K\delta}{1 - \alpha}, \quad t \geq t_m. \]

On the other hand, for \( n \geq m \) large enough, we also have

\[ x(t_n) = x(t_m)\Phi(t_n, t_m) + \int_{t_m}^{t_n} \Phi(t_n, s)B(s)F(x_s)ds, \]

then
\[
|\Phi(t_n, t_m)| - \int_{t_m}^{t_n} |\Phi(t_n, s)B(s)| \cdot |F(x_s)|ds \\
\geq \delta |\Phi(t_n, t_m)| - K_L \int_{t_m}^{t_n} |\Phi(t_n, s)B(s)| \cdot \|x_s\|ds \\
\geq \delta |\Phi(t_n, t_m)| - K_L |\Phi(t_n, 0)| |\Phi(0, s)B(s)|ds.
\]

Since \( |\Phi(t_n, 0)| \leq K \) and
\[
\exp\left\{ - \int_{t_m}^{t_n} a_i(u)du \right\} = \exp\left\{ - \int_{0}^{t_n} a_i(u)du \right\} \cdot \exp\left\{ \int_{0}^{t_m} a_i(u)du \right\} \geq \exp\{-2Q\},
\]
then
\[
|x(t_n)| \geq \delta \exp\{-2Q\} - \frac{K\delta}{1 - \alpha} \cdot K \cdot \frac{(1 - \alpha) \exp\{-2Q\}}{2K^2} = \frac{1}{2} \delta \exp\{-2Q\}.
\]

Hence, \( \lim_{t \to +\infty} x(t) \neq 0 \). One has a contradiction. The proof is complete.
Reference

References

[1] Bi L, Bohner M, Fan M. Periodic solutions of functional dynamic equations with infinite delay, Nonlinear Analysis TMA[J], 2008, 68(5):1226-1245.

[2] Burton T A, Furumochi T. Fixed points and problems in stability theory for ordinary and functional differential equations[J]. Dynamic Systems and Applications, 2001, 10: 89-116.

[3] Burton T A. Stability by Fixed Point Theory for Functional Differential Equations[M]. Dover Books on Mathematics, 2006.

[4] Cheng S, Zhang G. Existence of positive periodic solutions for non-autonomous functional differential equations[J]. Electronic Journal of Differential Equations, 2001, 2001(59): 1-8.

[5] Chow S N, Mallet-Paret J. Singularly perturbed delay-differential equations[J]. Coupled Nonlinear Oscillators, 1983: 7-12.

[6] Chow S N. Existence of periodic solutions of autonomous functional differential equations[J]. Journal Differential Equations, 1974, 15: 350-378.

[7] Deimling K. Nonlinear Functional Analysis[M]. Springer Berlin-New York, 1985.

[8] Driver R D. Existence and stability of solutions of a delay-differential system[J]. Archive for Rational Mechanics and Analysis, 1962, 10: 317-335.

[9] Fan M, Xia Z, Zhu H P. Asymptotic Stability of Delay Differential Equations via Fixed Point Theory and Applications[J]. Canadian Applied Mathematics Quarterly (CAMQ), 2010, 18(4): 361-380.

[10] Freedman H I, Wu J H. Periodic solutions of single-species models with periodic delay[J]. SIAM Journal on Mathematical Analysis, 1992, 23: 689-701.

[11] Gopalsamy K. Stability and Oscillations in Delay Differential Equations of Population Dynamics[M]. Springer-Verlag, 1992.

[12] Guo D, Lakshmikantham V. Nonlinear Problems in Abstract Cones[M], Academic Press, Orlando, FL, 1988.

[13] Gurney W S, Blythe S P, Nisbet R N. Nicholson’s blowflies revisited[J]. Nature, 1980, 287: 17-21.
[14] Hale J K. Theory of Functional Differential Equations[M]. New York: Springer-Verlag, 1977.

[15] Jiang D, Wei J, Zhang B. Positive periodic solutions of functional differential equations and population models[J]. Electronic Journal of Differential Equations, 2002, 71: 1-13.

[16] Krasnoselskii M, Positive solutions of operator equations[M], Noordhoff, Groningen, 1964.

[17] Kuang Y. Global attractivity and periodic solutions in delay-differential equations related to models in physiology and population biology[J]. Japan journal of industrial and applied mathematics, 1992, 9: 205-238.

[18] Kuang Y. Delay Differential Equations with Application in Population Dynamics[M]. New York: Academic Press, 1993.

[19] Kuang Y and Smith H. L, Periodic solutions of differential delay equations with threshold-type delays[J], Oscillations and Dynamics in Delay Equations, Contemp. Math. 129 (1992), 153-176.

[20] Mackey M C, Glass L. Oscillations and chaos in physiological control systems[J]. Science, 1977, 197: 287-289.

[21] Mallet-Paret J, Nussbaum R. Global continuation and asymptotic behaviour for periodic solutions of a differential-delay equation[J]. Annali di Matematica Pura ed Applicata, 1986, 145(4): 33-128.

[22] O’Regan D, Wang H Y. Positive Periodic solutions of systems of first ordinary differential equations, Results in Mathematics, 48(2005),310-325.

[23] Smith H. Monotone Dynamical Systems, an Introduction to the Theory of Competitive and Cooperative Systems, American Mathematical Society, Mathematical Surveys and Monographs 1995.

[24] Tang B, Kuang Y. Existence, uniqueness and asymptotic stability of periodic solutions of periodic functional-differential systems[J]. Tohoku Mathematical Journal, 1997, 49(2): 217-239.

[25] Wan A, Jiang D. Existence of positive periodic solutions for functional differential equations[J]. Kyushu Journal of Mathematics, 2002, 56(1): 193-202.

[26] Wang H Y. On the existence of positive solutions for semilinear elliptic equations in the annulus[J]. Journal Differential Equations, 1994, 109: 1-7.
[27] Wang H Y. On the number of positive solutions of nonlinear systems[J]. Journal of Mathematical Analysis and Applications, 2003, 281(1): 287-306.

[28] Wang H Y. Positive periodic solutions of functional differential equations[J]. Journal Differential Equations, 2004, 202: 354-366.

[29] Wazewska-Czyzewska M, Lasota A. Mathematical problems of the dynamics of red blood cell system[J]. Annals of the Polish Mathematical Society Series III, Applied Mathematics, 1976, 6: 23-40.

[30] Ye D, Fan M, Wang H Y. Periodic Solutions for Scalar Functional Differential Equations[J]. Nonlinear Analysis, 2005, 62: 1157-1181.

[31] Yoshizawa T. Stability Theory by Liapunov’s Second Method[M]. Mathematical Society of Japan, Toyko, 1966.

[32] Zhang B. Asymptotic Stability in Functional Differential Equations by Liapunov Functionals[J]. Transactions of the American Mathematical Society, 1995, 347(4): 1375-1382.

[33] Zhang B. Formulas of Liapunov Functions for Systems of Linear Ordinary and Delay Differential Equations[J]. Funkcialaj Ekvacioj, 2001, 44: 253-278.

[34] Zhang B. Contraction mapping and stability in a delay differential equation[J]. Proceedings of Dynamic Systems and Applications, 2004, 4: 183-190.
Table 6.1: Positive periodic solutions for system (2.1)

| $t_0$ | $t_{∞}$ | $\lambda$ | Number of periodic solutions |
|-------|---------|-----------|-----------------------------|
| 0     | 1       | $0 < \lambda < \frac{1}{c_2 \chi}$ or $\lambda > \frac{1}{\sigma \Gamma c_1}$ | 0                           |
|       |         | $\frac{1}{\sigma \Gamma \max \{F_0, F_{∞}\}} < \lambda < \frac{1}{\chi \min \{F_0, F_{∞}\}}$ | 1                           |
| 2     | 0       | $0 < \lambda < \frac{M(1) \chi}{\Gamma}$ | 1                           |
|       | 1       | $\lambda > \frac{1}{\sigma \Gamma c_1}$ | 0                           |
| 1     | 0       | $0 < \lambda < \frac{1}{c_2 \chi}$ | 0                           |
|       | 1       | $\lambda > \frac{1}{m(1) \Gamma}$ | 1                           |
| 2     | 0       | $0 < \lambda < \frac{1}{c_2 \chi}$ | 0                           |
|       | 1       | $\lambda > \frac{1}{m(1) \Gamma}$ | 2                           |
Figure 6.1: (5.1) admits positive periodic solutions. (a) $\lambda = 0.1$. (b) $\lambda = 401$. Here $\tau = 0.1$.

Figure 6.2: (4.1) with $f(y) = \frac{y^2}{(\theta^2 + y^2)}$ admits a positive 1-periodic solution being asymptotically stable. (a) The solutions of (4.1) starting at $(x(0), y(0)) = (0.07, 0.05)$ and $(x(0), y(0)) = (0.01, 0.09)$ tend to the positive periodic solution. (b) The solutions of (4.1) starting at $(x(0), y(0)) = (0.1, 0.9)$ and $(x(0), y(0)) = (0.8, 0.2)$ tend to the positive periodic solution. The values of parameters are same as those in Fig. 6.4.
Figure 6.3: \((4.1)\) with \(f(y) = \theta^2/(\theta^2 + y^2)\) admits a positive 1-periodic solution being asymptotically stable. (a) The solutions of \((4.1)\) starting at \((x(0), y(0)) = (0.02, 0.08)\) and \((x(0), y(0)) = (0.07, 0.03)\) tend to the positive periodic solution. (b) The solutions of \((4.1)\) starting at \((x(0), y(0)) = (0.1, 0.9)\) and \((x(0), y(0)) = (0.8, 0.2)\) tend to the positive periodic solution. The values of parameters are same as those in Fig. 6.4.

Figure 6.4: \((4.1)\) with \(f(y) = \theta^2/(\theta^2 + y^2)\) admits positive periodic solution. (a) \(a = 0.2, b = 2, c = 0.02, \theta = 0.02\). (b) \(a = 5, b = 4, c = 1.2, \theta = 0.5\). Here \(h(t) = 1+0.6\sin(2\pi t)\).
Figure 6.5: (4.1) admits positive periodic solution being asymptotically stable for large $a$ and $c$, where the solutions of (4.1) starting at $(x(0), y(0)) = (0.5, 4.5)$ and $(x(0), y(0)) = (3, 1.5)$ tend to the positive periodic solution. Here $e(t) = 1 + 0.6\sin(2\pi t)$, $a = 20$, $b = 4$, $c = 8$, $\theta = 0.5$. (a) $f(y) = \theta^2/((\theta^2 + y^2)$; (b) $f(y) = y^2/((\theta^2 + y^2)$.

Figure 6.6: (5.1) has a positive periodic solution being asymptotically stable for large $\lambda$ not satisfying (5.2). The solutions of (5.1) starting at $(x_1(\theta), x_2(\theta)) = (1, 4)$ and $(x_1(\theta), x_2(\theta)) = (3, 2)$ for $\theta \in [-0.1, 0]$ tends to the positive periodic solution. Here $\lambda = 401, \tau = 0.1$. 
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Figure 6.7: (5.1) has a positive periodic solution being asymptotically stable for small \( \lambda \) satisfying (5.2). The solutions of (5.1) starting at \((x_1(\theta), x_2(\theta)) = (0.02, 0.08)\) and \((x_1(\theta), x_2(\theta)) = (0.07, 0.01)\) for \(\theta \in [0.1, 0]\) tends to the positive periodic solution. Here \(\lambda = 0.1, \tau = 0.1\).

Figure 6.8: Effect of delay \(\tau\) on the positive periodic solution of (5.1). (a) \(\lambda = 0.1, \tau = 5\). (b)\(\lambda = 0.1, \tau = 10\). (c) \(\lambda = 401, \tau = 5\). (d) \(\lambda = 401, \tau = 10\).