Abstract

We discuss a novel application of matter wave interferometry to characterize the scalar optical polarizability of molecules at 532 nm. The interferometer presented here consists of two material absorptive gratings and one central optical phase grating. The interaction of the molecules with the standing light wave is determined by the optical dipole force and is therefore directly dependent on the molecular polarizability at the wavelength of the diffracting laser light. By comparing the observed matter-wave interference contrast with a theoretical model for several intensities of the standing light wave and molecular velocities we can infer the polarizability in this first proof-of-principle experiment for the fullerenes C_{60} and C_{70} and we find a good agreement with literature values.

1 Introduction

Matter-wave experiments with neutrons, electrons and atoms are well-established tools for the investigation of fundamental physical concepts [1,2,3,4], as well as for innovative and practical measurement applications [5,6,7,8]. Coherence experiments with complex molecules are still relatively young [9]. But also here interesting applications have been identified, such as for instance in measurements of several static polarizabilities [10,11].

Static polarizabilities and permanent dipole moments can be predicted by ab-initio and semi-classical methods [11,12] and they can be determined in molecular beam deflection experiments [13,14]. All these methods may reach an accuracy of better than ten percent but they are also increasingly demanding with increasing particle mass and complexity.

Atomic Mach-Zehnder interferometry has achieved a precision of better than 1% for lithium [15] and better than 0.1% for sodium [16], but this far-field arrangement is rather demanding in itself and it is strongly impeded for large molecules because it requires a collimation and a brilliance beyond those of existing molecular beams.

On the other hand, it has been shown, that near-field interferometry is well-suited for less intense sources of large objects [17] and Talbot-Lau deflectometry was recently employed to measure the static polarizability of fullerenes [10] as well as of porphyrins and porphyrin derivatives [11].

All earlier interferometric polarizability experiments relied on the application of high static electric fields to shift the atomic [16,15] or molecular [10] matter wave phase in proportion to the particle’s static polarizability.

Measurements of optical (AC) polarizabilities of clusters larger than diatomic molecules have not been available until a few years ago [18]. As of today only very few methods have been explored and exclusively demonstrated with fullerenes: Ballard et al. were the first to exploit the recoil imparted on a C_{60} beam when it crossed an intense standing light wave at 1064 nm [18]. Their detector was a position sensitive time-of-flight mass spectrometer which allowed to retrieve the polarizability at 1064 nm from a classical beam broadening.

In our present work we exploit near-field quantum diffraction in a Kapitza-Dirac-Talbot-Lau configuration [20] for retrieving the optical polarizability of both C_{70} and C_{60} from the evolution of the quantum fringe visibility as a function of the diffracting laser power. This scheme offers a higher throughput than in far-field diffraction experiments. Even in the pure quantum regime it is in principal scalable to masses beyond 10,000 amu and it can thus yield interesting information complementary to optical spectroscopy experiments.
2 Setup

Our new interferometer differs from an established earlier version [21] in that it consists of two material gratings and one central optical phase grating [20]. The first grating \(G_1\) prepares the necessary coherence of the only weakly collimated molecular beam. At the second grating \(G_2\), which is realized by a standing laser light wave at 532 nm, diffraction is based on the optical dipole potential

\[
U(x, z) = -\frac{1}{2}\alpha_L E^2(x, z, t),
\]

with the scalar optical polarizability \(\alpha_L\) and the electric field of the focused laser light wave \(E\). Near-field matter-wave interference, according to the Talbot effect, leads to self-imaging of the complex transmission function of \(G_2\) into a periodic molecular density distribution at the position of the third grating \(G_3\). The latter acts as a detector screen: shifting this mask across the periodic interference pattern and detecting the transmitted molecular flux then allows to reveal the molecular interference pattern.

We designate our new setup as a Kapitza-Dirac-Talbot-Lau (KDTL) interferometer [20], as it combines the virtue of diffraction at standing light waves [25, 26] with the Talbot-Lau concept. The central optical grating becomes very important and useful for massive and highly polarizable particles as well as for small grating openings: For material gratings the influence of the van der Waals potential at the second grating would increase with \(\alpha\) and with shrinking distance between the molecules and the grating walls. In [28, 29] it has been shown that the particle-wall interaction adds a velocity and position dependent phase on the molecular wave function. In interferometry with material gratings this imposes a rather demanding experimental constraint, since high fringe contrasts can only be obtained in very narrow velocity bands, typically of the order of \(\Delta v/v \leq 1\%\) [21, 20]. This requirement can however be enormously alleviated by employing optical instead of material gratings. It turns out to be sufficient to have an optical diffraction grating in the center of the KDTL-interferometer alone: The first and third material gratings serve as absorptive masks for the preparation of coherence \((G_1)\) and the spatially resolved and parallel detection \((G_3)\) of the wide molecular beam. Additional phases which are imprinted onto the molecules by these structures, play no significant role for the formation of the interference pattern.

The Si\(_N_x\) material gratings have a period of \(d=266\ \text{nm}\), a thickness of 190 nm and an open fraction of \(f=0.42\). The latter is the ratio between slit opening and grating period. The nanomasks were manufactured by T. Savas (MIT, Cambridge, USA) with a period homogeneity of better than \(\Delta d \leq 1\ \text{Å}\) across the entire width of the molecular beam. In the KDTL setup \(G_1\) and \(G_3\) are separated by a distance of 210 nm as sketched in Fig. 1. The center of the standing light-wave is positioned with an uncertainty of less than 20 \(\mu\text{m}\) in the middle between these two masks. The light is derived from a green single-mode laser (Coherent Verdi 10 W at 532 nm), tightly focused by a cylindrical lens and back reflected from a planar mirror inside the vacuum chamber.

The fullerene beam is generated by an effusive source and passes the standing light wave in a distance of less than 300 \(\mu\text{m}\) from the mirror surface, where the laser beam is already focused to \(w_x = 20\ \mu\text{m}\) and \(w_y = 900\ \mu\text{m}\). The molecules are collimated by two slits to limit the angle of incidence onto the standing light-wave to \(90 \pm 0.02\) degrees. This ensures that no molecule will average nodes and an anti-nodes of the light grating.

The fullerenes are detected behind the interferometer by either laser ionization, for C\(_{70}\), or electron impact ionization quadrupole mass spectrometry for C\(_{60}\). The spatial resolution of the detector is provided by the third grating which is mounted on a piezo-electric stage. It can be shifted with a repeatability of \(\sim 10\ \text{nm}\). The material gratings are mounted on rotation stages in order to allow alignment around the vertical axis and around the molecular beam axis with better than 300 \(\mu\text{rad}\) precision. The velocity of the molecules is controlled by a gravitational velocity selection scheme [21].

Interference in the Kapitza-Dirac-Talbot-Lau interferometer occurs at de Broglie wavelengths which fulfill the KDTL-condition

\[
L_{KDTL} = \frac{(2m + 1)}{2} \frac{d^2}{\lambda_{dB}},
\]

where \(m\) is an integer number. This condition, which is valid for weak laser intensities \((\Phi_{\text{max}} < 3.05, \text{s. below})\) reveals that the interference maximum recurs with integer multiples of the Talbot period: \(L_T = d^2/\lambda_{dB}\).

**Fig. 1** Setup of the Kapitza-Dirac-Talbot-Lau interferometer: it consists of two material nanostructures and and one standing light wave. For detection, the third grating is shifted in 20 nm steps over the molecular pattern. The transmitted molecules are ionized and counted in an electron multiplier.
but shifted by half a period in comparison to the earlier Talbot-Lau interferometer \[21\]. For fullerenes at velocities between 100 m/s and 190 m/s our KDTL-setup is operating between the fourth and the eighth Talbot diffraction order.

3 Theoretical model

The conservative interaction of the molecule with the electric field of the standing light-wave is described by the dipole potential of Eq. 1. The molecules thus acquire a position-dependent phase which enters the transmission function \( t_2(x) \) of \( G_2 \):

\[
    t_2(x) = \exp \left( -\frac{i}{\hbar} \int U(x, z(t), t) dt \right) = \exp \left( i\Phi_{\text{max}} \sin^2 \left( \frac{2\pi}{\lambda_L} x \right) \right),
\]

with a maximal phase shift at the anti-nodes of

\[
    \Phi_{\text{max}} = \frac{8\sqrt{2}\pi \alpha_L}{\hbar c v_y v_z} P,
\]

where \( \alpha_L \) is the real part of the optical polarizability at the laser wavelength \( \lambda_L \) and \( P \) the light power \[19\]. We further include the possibility of photon absorption, which can lead to additional transverse momentum kicks imparted onto the molecules. The absorption process is governed by Poissonian statistics and the mean number of absorbed photons in an anti-node of the standing wave is

\[
    n_0 = \frac{\sigma_{\text{abs}}}{\hbar \omega_L} \int I(x, z(t), t) dt = \frac{8\sigma_{\text{abs}} \lambda_L}{\sqrt{2\pi \hbar c v_y v_z}} P.
\]

Here, \( \sigma_{\text{abs}} \) is the absorption cross section at the laser wavelength, determined by the imaginary part of the optical polarizability at the laser frequency \( \omega_L \) and \( I \) is the light intensity. The expected interference fringe contrast at fixed molecule velocity is then given by \[20\]

\[
    V = 2 \left( \frac{\sin(\pi f)}{\pi f} \right)^2 \exp(-\xi_{\text{abs}}) \frac{\xi_{\text{coh}} - \xi_{\text{abs}}}{\xi_{\text{coh}} + \xi_{\text{abs}}} J_2 \left( -\text{sgn}(\xi_{\text{coh}} + \xi_{\text{abs}}) \sqrt{\xi_{\text{coh}}^2 - 2\xi_{\text{abs}}^2} \right),
\]

where

\[
    \xi_{\text{coh}} = \Phi_{\text{max}} \sin \left( \frac{\pi L}{L_T} \right),
\]

accounts for the coherent interaction and

\[
    \xi_{\text{abs}} = n_0 \sin^2 \left( \frac{\pi L}{2L_T} \right),
\]

for the incoherent scattering of photons. Here \( L \) is the distance between the gratings and \( J_2 \) is the Bessel function of the second kind.

| Table 1 | Optical polarizability of the fullerenes at 532 nm: |
|---------|----------------------------------------------------|
|          | The dielectric function of the thin film measurements is converted to a polarizability using a lattice constant of \( a = 14.17 \) Å for \( C_{60} \) and \( a = 15.2 \) Å for \( C_{70} \) \[33\]. |
| Thin films | EELS \[33\] | Theory \[35\] | This work |
| \( C_{60} \) | 90 Å\(^3\) | 98.2 Å\(^3\) | 80.6 | 90(11)Å\(^3\) |
| \( C_{70} \) | 118.4 Å\(^3\) | 122.6 Å\(^3\) | - | 117(14)Å\(^3\) |

4 Polarizability measurements

As can be seen from the equations above, the molecular optical scalar polarizability \( \alpha_L \) enters directly the interference visibility of the KDTL-interferometer, through the maximum phase shift \( \Phi_{\text{max}} \). We can therefore exploit the KDTL to determine \( \alpha_L \) when the resonant absorption cross section \( \sigma_{\text{abs}} \) is known from separate experiments, such as gas-phase spectroscopy. In the following we compare the experimentally observed dependence of the interference contrast on the varying laser power and on the molecular velocity with the theoretical model from section 3.

The interference patterns of \( C_{70} \) are recorded for eight different velocity distributions and for up to twenty different laser powers \( P \). For each sinusoidal interference curve we extract the experimental fringe visibility \( V = (S_{\text{max}} - S_{\text{min}})/(S_{\text{max}} + S_{\text{min}}) \) and plot it versus the diffracting laser power, as shown in Fig. 2. We then fit the resulting curves with equation \[6\], using the polarizability as a single free parameter, common for all laser powers and velocities. Given the value for the optical absorption cross section \[30\] \( \sigma_{\text{abs}}(532 \text{ nm}) = 2.1 \times 10^{-17} \text{ cm}^2 \) and including the experimentally determined velocity distributions in our theoretical model we then determine the scalar optical polarizability to be \( \alpha_L(532 \text{ nm}) = 117 \pm 14 \text{ Å}^3 \).

This value is consistent with earlier results obtained from the dielectric response of thin fullerene films \[32\] \[33\]. It is also in good agreement with measurements of the gas-phase static polarizability which has been determined to be \( \alpha = 102 \pm 14 \text{ Å}^3 \) using Stark deflectometry \[34\] and \( \alpha = 108.5 \pm 2.0 \pm 6.2 \text{ Å}^3 \) by Talbot-Lau deflectometry \[10\]. The optical polarizability is expected to be higher than the static value since the incident light approaches (still from far away) allowed optical transitions at 532 nm. A comparison of our work with literature values for fullerene polarizabilities at 532 nm is shown in Table 1

The error bars in our experiment have various different contributions: Firstly, the absolute calibration of our present optical power meter is good to within 10%. This is a systematic uncertainty in the power measurement, but the reproducibility and linearity in the reading are better than 5%. Secondly, the vertical waist \( w_y \) of the laser beam enters linearly in the available intensity. In our present measurements it could be measured with
Fig. 2 Variation of the $C_{70}$ interference contrast with the diffracting laser power. The velocity distributions in these experiments were characterized by the following most probable velocities $v_m$ and velocity spreads $\Delta v$ (standard deviation): a) $v_m=99.7 \text{ m/s}$, $\Delta v=18.3 \text{ m/s}$, b) $v_m=117.3 \text{ m/s}$, $\Delta v=14.4 \text{ m/s}$, c) $v_m=196.7 \text{ m/s}$, $\Delta v=39.5 \text{ m/s}$, d) $v_m=124.6 \text{ m/s}$, $\Delta v=22.8 \text{ m/s}$, e) $v_m=114.4 \text{ m/s}$, $\Delta v=18.8 \text{ m/s}$, f) $v_m=152.7 \text{ m/s}$, $\Delta v=24.8 \text{ m/s}$, g) $v_m=171.2 \text{ m/s}$, $\Delta v=28.8 \text{ m/s}$, h) $v_m=179.9 \text{ m/s}$, $\Delta v=33.5 \text{ m/s}$. The experimental data are fitted with a single common parameter $\alpha_L(532 \text{ nm})$ using equation (6). The error bars on the data are standard deviations taken from three consecutive recordings with the same settings. Figure e) has no error bar since only one data set was taken.

Fig. 3 Variation of the $C_{60}$ interference contrast with the power of the diffracting laser light-wave. The experimental points are modeled with equation (6) and $\alpha_L$ as a free parameter after choosing $\sigma_{abs}$ from the literature. The error bars correspond to the standard deviation of three consecutive measurements.

In Fig. 3 we show the power dependence of the fringe contrast of $C_{60}$ for a mean molecular velocity of $153 \text{ m/s}$ and a standard deviation of $\Delta v/v = 0.3$. The larger error bars here are caused by the lower detection efficiency of $C_{60}$ in comparison to $C_{70}$. We again use equation (6) to fit the experimental data points and evaluate, for a given absorption cross section of $\sigma_{abs} = 3.2 \times 10^{-18} \text{ cm}^2$ [30,36], the dynamic polarizability of $C_{60}$ at 532 nm to be $\alpha_L = 91(11) \text{ A}^2$. This value is in good agreement with previous measurements, as shown in Table 1 and also consistent with the static polarizability values which were determined by Stark-deflectometry ($\alpha = 76.5 \pm 8.0 \text{ A}^2$ [14]) and by interferometric Talbot-Lau deflectometry ($\alpha = 88.9 \pm 0.09 \pm 5.1 \text{ A}^2$ [10]).

In conclusion we have used a Kapitza-Dirac-Talbot-Lau interferometer to determine the scalar optical polarizability of both fullerences $C_{60}$ and $C_{70}$. Our method can be extended to all volatile molecules that may be subjected to KDTL-interferometry. In the present setup this can cover a wide class of effusive beams in principle with molecular masses up to 10,000 amu.
Combined with an independent evaluation of optical absorption cross sections the new technique can be an interesting complement to existing methods and it will provide new data for a large set of molecules as an experimental benchmark for new computational molecular models.
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