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Abstract—Vehicle to Vehicle (V2V) communication phase is an integral part of collaborative message dissemination in vehicular ad-hoc networks (VANETs). In this work, we apply index coding techniques to reduce the number of transmissions required for data exchange. The index coding problem has a sender, which tries to meet the demands of several receivers in a minimum number of transmissions. All these receivers have some prior knowledge of the messages, known as the side-information. In this work, we consider a particular case of the index coding problem, where multiple nodes want to share information among them. Under this set-up, lower bound on the number of transmissions is established when the cardinality of side-information is the same. An optimal solution to achieve the bound in a special case of VANET scenario is presented. For this special case, we consider the link between the nodes to be error-prone, and in this setting, we construct optimal linear error correcting index codes.
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I. INTRODUCTION

VEHICULAR Adhoc Networks (VANETs) have gained interest with their important roles in intelligent transport systems. The implementation of intelligent transportation systems requires the coordination of different entities and support for different modes of communication [1]. The early steps towards the Vehicle-to-Everything (V2X) communication specifications are built on group communications and proximity service features, both initially developed for mission-critical communications. These efforts strengthened the design of a new standard called cellular V2X (CV2X) supported by 5G systems. The specification is an extension of LTE, and it has been released by the 3GPP in Release 14 [2]. This standard incorporates C-V2X mode 4, which is explicitly designed for V2V communications using the PC5 sidelink interface without any support for cellular infrastructure [3], [4]. The coexistence over the unlicensed spectrum of VANET users and cellular V2X users has been studied in [5].

The primary motivation for the vehicle to vehicle communication is to enable safety as well as infotainment services to the users. For this to be a reality, the content distribution among the vehicles, and between the infrastructure and the vehicles are necessary. For VANETs, direct data transfer to vehicles typically occur via cellular network solutions or solutions based on dedicated short-range communications (DSRC) [6]. Despite the efficiency of cellular network-based solutions, it demands excellent coverage for a large number of users, and the cost associated with network usage is high. The limited roadside coverage of the DSRC solutions is also challenging. This motivates the use of cooperative data dissemination in VANETs.

Collaborative data dissemination techniques in VANETs are well discussed in literature. These techniques mainly consider network coding [7] aspects for reducing the download time and increasing the throughput. The problem of collaborative content distribution in vehicular ad-hoc network (VANET) is addressed in [8]–[12]. This paper looks at the context of index coding (IC) [18] for the distribution of messages from Road Side Unit (RSU) among a group of vehicles while using cooperative content distribution techniques.

In this work, we view the V2V phase as simultaneous index coding problems, which is applicable in device-to-device (D2D) communication problem [15], [16]. We prove that there is a considerable improvement in the download completion time by using index coding. For a special case, we provide an index coding scheme which is optimal. Furthermore, the cooperative data exchange algorithm in [14] is extended to the V2V data exchange phase and the improvement is characterized.

Whereas network coding has been used in V2X communication earlier [8], to the best of our knowledge this is the first work that exploits index coding for V2V communication. The main contributions of this paper are as follows:

- A lower bound is derived for the total number of transmissions during the V2V phase, when each vehicle possesses the same number of packets. This lower bound is applicable for a cooperative data exchange problem in which each user has the same number of packets as side-information (Section IV).
- An achievable index coding scheme is proposed for the case when there is an equal number of packets possessed in common between the adjacent vehicles. The proposed scheme meets the lower bound derived in Section IV and hence is optimal (Section V).
- For the special case considered in Section V, we assume that the links between the vehicles are error-prone. An optimal error correcting index coding scheme is proposed for this set-up (Section VI).
- The cooperative data exchange algorithm in [14] is applied to the case of the V2V communication and the...
improvement over the existing un-coded scheme in [8] is characterized. The proposed scheme in Section V is shown to perform better than the cooperative data exchange algorithm in [14] (Section VII).

- Simulation results illustrating the advantage of index coding in the V2V scenario is presented (Section VII).

The data exchange during the V2V phase can be considered as a special case of the cooperative data exchange problem of [14] and [17]. In both, the authors study the problem of data exchange, where a group of users demands a common file, and each user has some prior information about it. In [14], authors provide lower and upper bounds on number of transmissions and a deterministic algorithm for the data exchange problem. However, they did not address the issue of the distribution of transmission load among the users. In [17], the authors provide the capacity region of the cooperative data exchange problem; the total transmission rate is not explicitly specified, though. A deterministic polynomial-time algorithm to find the transmission rate of individual users and a code construction based on it are developed in [17]. The complexity of the algorithm increases with number of users and total number of messages. Moreover, since the code construction is based on network coding solutions, the underlying field size should be large enough to guarantee the existence of such solutions. In this work, a closed-form solution to meet the optimum number of transmissions required for the equal overlap case is proposed. An explicit code construction to achieve the optimum rate is also developed. Our proposed code construction can operate on any field, including binary, irrespective of the number of users (vehicles) in the cluster and the total number of messages.

Notations: In this paper $\mathbb{F}_q$ denotes the finite field with $q$ elements, where $q$ is a prime power. The notation $[K]$ is used for the set $\{1, 2, \ldots, K\}$ for any positive integer $K$. Also $I_1$ denotes an $l \times l$ identity matrix. $[ l ] I_1$ denotes the first $l$ rows of $I_1$ and $[ l ] I_1$ denotes the last $l$ rows of $I_1$. The support of a vector $u \in \mathbb{F}_q^n$ is the set $\{ i \in [n]: u_i \neq 0\}$ and $e_i = \{0, 0, \ldots, 0, 1, 0, \ldots, 0\} \in \mathbb{F}_q^n$ denotes the unit vector having a one at the $i$th position and zeros elsewhere.

II. PRELIMINARIES AND BACKGROUND

In this section, we review the collaborative message dissemination protocol in [8]. We also revisit some important results from index coding problem [18] and error correcting index coding [19].

A. Collaborative Message Dissemination in VANET

The general collaborative message dissemination in VANET is motivated by the scenario where there is a multi-lane road with RSUs which are located sparsely on the roadside and there is a cluster of vehicles moving in the same direction in close communication range with each other, and this cluster of vehicles is interested in the popular content. This scenario is depicted in Fig. 1, where the vehicles marked in red colour forms a cluster. The required contents are downloaded at the RSUs from the server, and the RSUs use a collaborative distribution protocol for the content dissemination. The content distribution follows three phases [8]. Completing the three phases is described as a round. These phases are described as follows:

- **Reporting Phase**: Vehicles report their interest to the server and the file is transferred to RSUs in the direction of the cluster.
- **RSU to Vehicle (R2V) Phase**: In this phase, each RSU broadcasts a part of the interested file, which is not received by the vehicles in the previous rounds. Each vehicle downloads some of these packets depending on its encountering time with the RSU.
- **Vehicle to Vehicle (V2V) Phase**: In this phase, the downloaded contents are shared between vehicles after the original broadcast from the RSU. This phase is usually done when the vehicles are in the gap between two RSUs.

The number of rounds required to send the complete file from the infrastructure to the vehicles is a significant consideration in this work. The authors in [8] propose three schemes to implement the protocol, namely Random-based scheme, Feedback (FB)-based scheme and Network coding (NC)-aided scheme. In the random-based scheme, vehicles do not report their received packets to the next RSU. Thus, packets are randomly selected by each RSU from a set of complete packets, without knowing the packets received in each round by the cluster. In FB-based scheme received packets are reported to the next RSU and the packets are picked by the serving RSU only from the unreceived packets. Each RSU uses random linear network coding in the NC-aided scheme. Here, each RSU sends a linear combination of all the packets in each transmission, where the combining coefficients are selected uniformly over the finite field $\mathbb{F}_q$.

B. Index Coding Problem

Index coding problem, $I$, introduced in [18] consists of a source possessing $n$ messages $(x_1, x_2, \ldots, x_n)$, where each $x_i \in \mathbb{F}_q$ for all $i$, and $K$ receivers demanding a subset of these messages while possessing a different subset of messages as side-information. The goal is to minimize the number of coded transmissions from the source to satisfy the demands of each receiver. A receiver demanding multiple messages can be viewed as multiple receivers demanding one message each. The index of the message demanded by the $i$-th receiver is denoted by $f(i)$, where $f$ is a map from $[K]$ to $[n]$. The indices of messages possessed by the $i$-th receiver as side-information is denoted by

![Fig. 1. Scenario of collaborative data dissemination in VANET.](image-url)
\(X_i\). There are two parameters of the index coding problem which we are interested in, the min-rank \((\kappa_q(\mathcal{I}))\) and the generalized independence number \((\alpha(\mathcal{I}))\). The min-rank of an index coding problem, \(\mathcal{I}\) over \(F_q\) is defined in [19] as,
\[
\kappa_q(\mathcal{I}) \triangleq \min \{ \text{rank}_q(\{v_i + e_{f(i)}\}_{i \in [\mathcal{I}]}) : v_i \in F_q^n, v_i < X_i \},
\]
where \(v_i < X_i\) denotes that the support of \(v_i\) is a subset of \(X_i\) and \(e_i\) denotes a unit vector, \((0,...,0,1,0,...,0) \in F_q^n\), having a one at the \(i^{th}\) position and zeros elsewhere. The min-rank \((\kappa_q(\mathcal{I}))\) gives the optimal length of a scalar linear index code [19].

The definition of generalized independence number \((\alpha(\mathcal{I}))\) is developed as follows [19]. The set of interfering messages is defined as \(\mathcal{Y}_i = [n] \setminus \{ \{f(i)\} \cup X_i \}\). A set \(\mathcal{J}(\mathcal{I})\) is defined as
\[
\mathcal{J}(\mathcal{I}) = \bigcup_{i \in [\mathcal{I}]} \{ \{f(i)\} \cup Y_i : Y_i \subseteq \mathcal{Y}_i \}. \tag{1}
\]
A subset \(H\) of \([n]\) is called a generalized independent set if all the non-empty subsets of \(H\) lie in \(\mathcal{J}(\mathcal{I})\). The maximum cardinality of \(H\) is called the generalized independence number \((\alpha(\mathcal{I}))\). In general, \((\alpha(\mathcal{I}))\) serves as a lower bound for \((\kappa_q(\mathcal{I}))\) [20].

Error correction for index coding with side-information was proposed in [19]. The broadcast link between the source and the receivers is assumed to be error-prone. An error correcting index code (ECIC) which is capable of correcting at most \(\delta\) errors is denoted as \(\delta\)-ECIC. Using an ECIC, each receiver will be able to decode its required message even if the transmissions are subjected to at most \(\delta\) errors. For incorporating error correction, the source will have to make more number of transmissions. The optimal length of a \(\delta\)-ECIC over \(F_q\) is denoted by \(N_q[\mathcal{I}, \delta]\). There are bounds, on this optimal length established in [19], of which we are interested in the \(\alpha\)-bound and the \(\kappa\)-bound which are as follows:
\[
\frac{N_q[\alpha(\mathcal{I}), 2\delta + 1]}{\alpha\text{-bound}} \leq N_q[\mathcal{I}, \delta] \leq \frac{N_q[\kappa_q(\mathcal{I}), 2\delta + 1]}{\kappa\text{-bound}}. \tag{2}
\]
Here \(N_q[k, d]\) denotes the optimal length of a classical error correcting code over \(F_q\) of dimension \(k\) and minimum distance \(d\). The upper bound, i.e. the \(\kappa\)-bound is achieved by the concatenation of an optimal index code with an optimal error correcting code which corrects \(\delta\) errors. This concatenation scheme is not always optimal. For index coding problems satisfying \(\alpha(\mathcal{I}) = \kappa_q(\mathcal{I})\), the concatenation scheme is optimal [19]. Error correcting index coding scheme has been used already in index coding [21] and coded caching [20], [22], [23], where optimal error correcting schemes are constructed by the concatenation scheme.

### III. SYSTEM MODEL AND MOTIVATING EXAMPLE

#### A. System Model

In this work, a typical system model of content distribution in VANET is considered. A cluster of \(K\) vehicles, moving in one direction is interested in a large file of size \(L\) packets. The number of vehicles in the cluster depends on the vehicle density and the demand of interested file. For collaborative message dissemination the vehicles should be equipped with devices based on DSRC or LTE-V standard. Both in R2V and V2V phase vehicles use 5.9 GHz unlicensed spectrum for communication. If the vehicles are working on LTE-V based devices then mode-4 operation can be selected. All the vehicles in the cluster should rely on either 802.11p based devices or on LTE-V based devices. Also, the vehicles in a cluster are moving with relatively close velocities.

Vehicles download the file packets from RSU to reduce the cost associated with network usage. When these vehicles pass by the RSU, the RSU delivers a part of the file and is known as RSU to vehicle (R2V) phase. Let \(n\) be the number of packets delivered by RSU in the R2V phase and 
\(\mathcal{J}(\mathcal{I})\) gives the optimal length of a scalar linear index code.

### B. Index Coding Problem in the V2V Phase

Consider a set of \(n\) packets, \(X = \{x_1, x_2,...,x_n\}\) transmitted by RSU to a cluster of vehicles \(V_1, V_2,...,V_K\) in the R2V phase. The vehicles in the cluster communicate among themselves in the V2V phase such that the complete set \(X\) is received by all vehicles. This can be viewed as a cooperative data exchange problem [14], or as the delivery phase of a D2D coded caching scheme [16] or as \(K\) simultaneous index coding problems. We take the index coding approach in order to reduce the number of transmissions in the V2V phase. We denote the index coding problem in a D2D set-up like this as \(D\) and the minimum number of transmissions required for \(D\) as \(\kappa(D)\). Elements of set, \(\mathcal{K}_m \subseteq X, m \in [K]\) are packets received by the vehicles in the R2V phase such that \(\cup_{m \in [K]} \mathcal{K}_m = X\), known as side-information. The download capability of all the vehicles in the R2V phase are assumed to be same, i.e. \(|\mathcal{K}_m| = l, \forall m\). Each vehicle, \(V_m \in \mathcal{C}_m\) in the cluster is described by a tuple \((\mathcal{K}_m, \mathcal{W}_m)\), where the set \(\mathcal{W}_m = X \setminus \mathcal{K}_m\) is known as the want set of \(V_m\) with \(|\mathcal{W}_m| = n - l\). The set \(\mathcal{C}_m\) has the coded messages transmitted by the vehicle \(V_m\) in the V2V phase. The total length of index code is given as \(\sum_{m=1}^{K} |\mathcal{C}_m|\).

#### C. Motivating Example: Illustration of Index Coding Problem in V2V Phase

In this section, an example is given illustrating the use of index coding (IC) in the V2V phase to reduce the number of transmissions.

**Example 1:** Let \(n = 8, K = 4\) and \(l = 4\). The vehicles have their received sets of messages and the corresponding want sets of messages as given in Table I. The index coded packets transmitted by each vehicle is given as \(C_1 = \{x_1 + x_3, x_2 + x_4\}, C_2 = \{x_3 + x_5\}, C_3 = \{x_4 + x_6\},\)
TABLE I
EXAMPLE OF IC PROBLEM WITH K = 4 AND l = 4

| Vehicle | Known set | Want set |
|---------|-----------|----------|
| V1      | \{x_1, x_2, x_3, x_4\} | \{x_5, x_6, x_7, x_8\} |
| V2      | \{x_4, x_5, x_6, x_7\} | \{x_1, x_2, x_3, x_4\} |
| V3      | \{x_5, x_6, x_7, x_8\} | \{x_1, x_2, x_3, x_4\} |
| V4      | \{x_5, x_6, x_7, x_8\} | \{x_1, x_2, x_3, x_4\} |

and \(C_4 = \{x_7 + x_5, x_8 + x_6\}\). This is an example of general index coding problem in V2V phase when vehicles are moving at constant velocity. For \(n = 8\), at least 8 uncoded transmissions should be necessary in order for all the vehicles to receive all the packets. The number of index coded messages in this example is, \(\sum_{m=1}^{4}|C_m| = 6\). Therefore, two transmissions can be saved in each V2V in this particular example. So this example establishes that index coding is possible in the V2V phase and the number of transmissions can be saved using it.

IV. LOWER BOUND ON IC TRANSMISSIONS IN V2V PHASE

In this section, we give a lower bound for the system model we presented in Section III-A. Let \(\mathcal{N}_m\) be a set of innovative packets that \(V_m\) receives. An innovative packet to a vehicle is a packet that the vehicle receives and no other vehicles receive. In Example 1, the innovative packets possessed by the vehicle \(V_1\) are \(x_1\) and \(x_2\), hence \(\mathcal{N}_1 = \{x_1, x_2\}\). Also, for this example, \(\mathcal{N}_2\) and \(\mathcal{N}_3\) are null sets and \(\mathcal{N}_4 = \{x_8\}\).

Theorem 1: A lower bound on the number of transmissions required in the V2V scenario where all the vehicles have equal number of packets with them is \(n - l + \max_{m \in [K]} |\mathcal{N}_m|\).

Proof: Any vehicle, \(V_m\), should receive at least \(n - l\) coded packets from the other vehicles in order to get all the packets of its want set. A vehicle is not benefited from its transmissions. Also, no other vehicle has innovative packets of \(V_m\). In view of the above facts, \(V_m\) should do at least \(|\mathcal{N}_m|\) transmissions, which is the number of innovative packets with it, so that all the other vehicles can decode these innovative packets. Considering the worst case, we consider the vehicle with the maximum number of innovative packets. Hence a lower bound for the optimal number of transmissions is given by \(n - l + \max_{m \in [K]} |\mathcal{N}_m|\).

A. Equal Overlap Case

We consider a special case in which the vehicles are equally spaced and move at the same speed. In this case, the number of common packets received by the adjacent vehicles will be the same under the error-free channel assumption. We call this case as the equal overlap case. Let \(Z_j, j \in [K - 1]\) be a set containing the common elements in \(K_j\) and \(K_{j+1}\). In this case, \(|Z_j|\) will be same for all vehicles and is denoted by \(l\), \(0 \leq i \leq l\). i.e. \(K_j \cap K_{j+1} = i\), \(\forall j \in [K - 1]\). This situation is shown as an example in Table II, with \(K = 4, l = 5\) and \(i = 2\).

Corollary 1: For the equal overlap case, \(\kappa(D) \geq n - i\).

Proof: In this case, since the last vehicle receives the last \(l\) packets, we have \(n = K(l - i) + i\) is the total number of packets delivered by RSU. The number of innovative packets received in this scenario is \(l - 2i\) by all vehicles except for the first and the last vehicle. The number of innovative packets that the first and the last vehicle receives is \(l - i\). So \(n - l + \max(l - i, l - 2i) = n - i\) is the lower bound on the number of transmissions required in this scenario.

V. OPTIMAL SCHEME FOR THE EQUAL OVERLAP CASE

For the equal overlap case, we propose an achievable scheme for transmission, which in turn meets the lower bound in Corollary 1. Let \(I_l\) denotes an \(l \times l\) identity matrix, \([j]I_l\) denotes the first \(j\) rows of \(I_l\) and \(I_l^{[l-j]}\) denotes the last \(j\) rows of \(I_l\). Then the encoding matrix used by the vehicle \(V_m\) is given as

\[
L = I_l^{[l-i]} + [l-i] I_l
\]  

(3)

Let \(x_m = (x_{m,1}, x_{m,2}, \ldots, x_{m,l})^T\) be an \(l \times 1\) vector representing the messages received by \(V_m\). The index coded packets broadcast by \(V_m\) is given by \(c_m = Lx_m\), where \(c_m\) is an \((l - i) \times 1\) vector of the form \((c_{m,1}, c_{m,2}, \ldots, c_{m,l-i})^T\). This encoding matrix is the same for all the vehicles. Hence each vehicle uses \(l - i\) transmissions. The total number of transmissions is thus \(K(l - i)\). From the constraint \(n = K(l - i) + i\), we have \(K(l - i) = n - i\). Hence this meets the lower bound in the Corollary 1 and is optimal. This is illustrated using an example given below.

Example 2: Consider the case shown in the example in Table II with \(K = 4, l = 5\) and \(i = 2\). So here \(l - i = 3\) transmissions are made by each vehicle. The matrices \([l-i]I_l\) and \(I_l^{[l-i]}\) are given as:

\[
[l-i]I_l = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0
\end{bmatrix},
\]

\[
I_l^{[l-i]} = \begin{bmatrix}
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}.
\]

As per (3) we have,

\[
L = \begin{bmatrix}
1 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1
\end{bmatrix}.
\]

(4)

For \(m = 2\) and \(x_2 = (x_4, x_5, x_6, x_7, x_8)^T\), \(c_2\) is given as

\[
c_2 = \begin{bmatrix}
1 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1
\end{bmatrix} \begin{bmatrix}
x_4 \\
x_5 \\
x_6 \\
x_7 \\
x_8
\end{bmatrix} = \begin{bmatrix}
x_4 + x_6 \\
0 & x_5 + x_7 \\
x_6 + x_8
\end{bmatrix}.
\]

(5)

A. Decodability

In this subsection, we show that using the proposed code, each vehicle decodes all the messages. Towards this, we prove initially that from the transmissions of vehicle \(V_m\), the vehicles \(V_{m-1}\) and \(V_{m+1}\) are able to decode all the messages possessed by \(V_m\). Using this, we prove that all the vehicles are able to decode all the messages which they do not possess. Also, we give an example to illustrate the decodability.
Lemma 1: $V_{m-1}$ can decode $x_m$ from the transmissions of $V_m$.

Proof: Define an $i \times 1$ vector $z_{m-1,m}$ as the side information vector of $V_{m-1}$ with the elements as the members of the set $K_m \cap K_{m-1}$. By definition, $z_{m-1,m}$ contains the first $i$ elements of $x_m$ or the last $i$ elements of $x_{m-1}$. So $z_{m-1,m} = (x_{m,1}, x_{m,2}, \ldots, x_{m,i})^T$. Let $P_R$ be a decoding matrix for $V_{m-1}$ defined as

$$P_R x_m = \begin{bmatrix} z_{m-1,m} \\ c_m \end{bmatrix}. \quad (6)$$

Then,

$$P_R = \begin{bmatrix} i \\ L \end{bmatrix} I_{i \times i}. \quad (7)$$

The messages in $x_m$ can be decoded by $V_{m-1}$, if $P_R$ is a full rank matrix. From (3) and (7) $P_R$ can be written as

$$P_R = I_l + \begin{bmatrix} 0_{i \times i} \\ [l-i] I_l \end{bmatrix}, \quad (8)$$

where $0_{i \times i}$ is an $i \times i$ all zero matrix. Since $[l-i] I_l$ is the first $l-i$ rows of $I_l$, the reduced row echelon form (rref) of $P_R$ will be $I_l$. Hence $P_R$ is a full rank matrix and $V_{m-1}$ can decode the messages in $x_m$.

The decodability explained in Lemma 1 is illustrated in the example given below.

Example 3: Consider the example given in Table II. We have,

$$z_{1,2} = \begin{bmatrix} x_4 \\ x_5 \end{bmatrix}, \quad P_R = \begin{bmatrix} [2] I_4 \\ L \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \end{bmatrix}.$$

Hence, we have

$$P_R x_m = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{bmatrix} \begin{bmatrix} x_4 \\ x_5 \\ x_6 \\ x_8 \end{bmatrix} = \begin{bmatrix} x_4 \\ x_5 \\ x_4 + x_6 \\ x_6 + x_8 \end{bmatrix}. \quad (9)$$

Applying row transformations on $P_R$ as $R_3 \rightarrow R_3 - R_1$, $R_4 \rightarrow R_4 - R_2$ and $R_5 \rightarrow R_5 - R_3$, this gives the row-reduced echelon form, denoted by $rref(P_R)$ as:

$$rref(P_R) = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{bmatrix}. \quad (10)$$

This means that $P_R$ is full rank.

Lemma 2: $V_{m+1}$ can decode $x_m$ from the transmissions of $V_m$.

Proof: The vector $z_{m,m+1}$ has the elements of the set $K_m \cap K_{m+1}$ and is the side information vector of $V_{m+1}$. So $z_{m,m+1} = (x_{m,1}, x_{m,2}, \ldots, x_{m,l}, \ldots, x_{m,l-i+1})^T$. Let $P_L$ be a decoding matrix of $V_{m+1}$ defined as

$$P_L = \begin{bmatrix} L \\ I_{l-i} \end{bmatrix} I_{l \times l}. \quad (11)$$

Then,

$$P_L x_m = \begin{bmatrix} c_m \\ z_{m,m+1} \end{bmatrix}. \quad (12)$$

The messages in $x_m$ can be decoded by $V_{m+1}$, if $P_L$ is a full rank matrix. From (3) and (11) $P_L$ can be written as

$$P_L = I_l + \begin{bmatrix} [l-i] I_l \\ 0_{i \times i} \end{bmatrix}. \quad (13)$$

Since $[l-i] I_l$ is the last $l-i$ rows of $I_l$, the reduced row echelon form of $P_L$ will be $I_l$. Hence $P_L$ is a full rank matrix and $V_{m+1}$ can decode the messages in $x_m$.

The decodability in Lemma 2 is illustrated in the example below.

Example 4: Decodability in Lemma 2 is illustrated for the example in Table II. We have,

$$z_{2,3} = \begin{bmatrix} x_7 \\ x_8 \end{bmatrix}, \quad P_L = \begin{bmatrix} L \\ I_{[2]} \end{bmatrix} = \begin{bmatrix} 1 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}.$$

Hence, we have

$$P_L x_m = \begin{bmatrix} 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} x_4 \\ x_5 \\ x_6 \\ x_7 \end{bmatrix} = \begin{bmatrix} x_4 + x_6 \\ x_5 + x_7 \\ x_6 + x_8 \\ x_8 \end{bmatrix}. \quad (14)$$

Applying row transformations on $P_L$ as $R_3 \rightarrow R_3 - R_1$, $R_4 \rightarrow R_4 - R_2$ and $R_5 \rightarrow R_5 - R_3$, and $R_6 \rightarrow R_6 - R_4$ and $R_7 \rightarrow R_7 - R_5$, we get the row-reduced echelon form, denoted by $rref(P_L)$ as:

$$rref(P_L) = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}. \quad (15)$$
Theorem 2: If each vehicle transmits $c_m = LX_m$, where $L$ is as given in (3), all the vehicles are able to decode all the messages in the equal overlap case.

Proof: In Lemma 1 and Lemma 2 we have shown that $V_m$ can get the messages in $K_{m-1}$ and $K_{m+1}$ with $K_m$ as side information. After decoding, using $K_{m-1}$ as side information $V_m$ will decode $K_{m-2}$ and with $K_{m+1}$ as side information $V_m$ will decode $K_{m+2}$. This process goes on until all the packets can be decoded by $V_m$. It refers to any value of $m$, thus ensuring the total decodability.

VI. ERROR CORRECTION FOR THE EQUAL OVERLAP CASE

In this section, we consider the case that the transmissions are prone to errors. To construct an optimal error-correcting index code, we find the generalized independence number for all the index coding problems as viewed by all the vehicles as they transmit. Let the index coding problem seen when the vehicle $V_m$ transmits be $I^m$. Besides, we consider that for the index coding problem $I^m$, there are only at most two receivers, which are the vehicles $V_{m-1}$ and $V_{m+1}$. Note that for the index coding problem $I^1$, there will be only one receiver, i.e., the vehicle $V_2$. Also, for the index coding problem $I^k$, the only receiver is $V_{K-k}$. We assume that when the vehicle $V_m$ transmits, the messages in the index coding problem $I^m$ solely consists of the messages which are possessed by the vehicle $V_m$. The demanded messages and the side-information of the receiver vehicles are modified as $W_{V_i}^m = W_i \cap K_m$ and $K_i^m = K_i \cap K_m$. This is illustrated using an example as shown below.

Example 5: Consider the V2V setting in Example 1. The index coding problem corresponding to the transmissions of $V_1$, $I^1$, has the message set consisting of the messages in $K_1 = \{x_1, x_2, x_3, x_4\}$. The only receiver $V_2$, will have the demand set and the side-information set given as:

$$K_1^2 = \{x_3, x_4\}, W_1^2 = \{x_1, x_2\},$$

For the index coding problem $I^2$, the message set is $K_2 = \{x_3, x_4, x_5, x_6\}$. The demand and side-information sets for the corresponding receivers $V_1$ and $V_3$ are as follows:

$$K_1^3 = \{x_3, x_4\}, W_1^2 = \{x_5, x_6\},$$
$$K_2^3 = \{x_4, x_5\}, W_2^3 = \{x_3\}.$$

Further, each receiver demanding more than one message can be viewed as multiple receivers demanding one message each.

From Lemma 1 and Lemma 2, it is ensured that the receivers in $I^m$ can decode their demanded messages. Hence, a vehicle acts as a receiver in at most index coding problems. For instance, vehicle $V_m$ acts as a receiver in index coding problems $I^{m-1}$ and $I^{m+1}$. This receiver thus directly decodes all the messages which $V_{m-1}$ and $V_{m+1}$ have. Even though it is not a receiver in any other index coding problems, because of the broadcast nature, it listens to all the other transmissions also and further decodes all the other packets it wants, which follows from the proof of Theorem 2.

We denote the generalized independence number and the min-rank of the index coding problem $I^m$ as $\alpha(m)$ and $\kappa(m)$ respectively.

Lemma 3: The generalized independence number of the index coding problem $I^m$ satisfies: $\alpha(m) \geq (l-i)$.

Proof: We construct a generalized independent set $B(m)$, whose cardinality will be a lower bound on $\alpha(m)$. The set which we construct is:

$$B(m) = \{x_{(m-1)+1}, x_{(m-1)+2}, \ldots, x_{(m-1)+(l-i)}\}.$$

The claim is that the indices of elements of $B(m)$ form a generalized independent set. All the messages corresponding to the messages in $B(m)$ are demanded, hence all the singleton subsets of $B(1)$ are present in the set $J(I^m)$ as defined in (1). Since all the messages of $B(m)$ are not possessed by the vehicle $V_{m+1}$, all the non-empty subsets of $B(m)$ are present in the set $J(I^m)$. Thus $B(m)$ is a generalized independent set and $\alpha(m) \geq (l-i)$.

Theorem 3: For the equal overlap case, $\alpha(m) = \kappa(m)$, for all $m \in [K]$.

Proof: From the optimal scheme explained in Section V, we have seen that each vehicle makes $(l-i)$ transmissions. Hence, $\kappa(m) \leq (l-i)$. From [19] and [20], $\alpha(m) \leq \kappa(m)$. Also from Lemma 3, we have $\alpha(m) = \kappa(m)$ for all $m \in [K]$.

From the definition of $\kappa_q(I)$ for an index coding problem $I$, $\kappa_q(I)$ is a non-increasing function of the field size $q$ [19]. The transmissions corresponding to the proposed scheme in Section V is over the binary field. Hence the value of $\kappa(m)$ is found over the binary field. Besides, since $\alpha(m) = \kappa(m)$, the value of $\kappa(m)$ can get no better even if a larger field is considered. Since for all the vehicles, we have $\alpha(m) = \kappa(m)$, the $\alpha$ and $\kappa$ bounds in (2) meet with equality. Hence the optimal error-correcting scheme employed at each vehicle is by concatenating the optimal scheme in Section V with an optimal error-correcting code that corrects the required number of errors. The total number of transmissions which will enable each vehicle to incorporate error-correcting capability of $\delta$ is thus, $KN_q[\alpha(m), 2\delta + 1]$. From the transmissions of $V_m$, vehicles $V_{m-1}$ and $V_{m+1}$ can decode the demanded messages without errors. Following the arguments from the proof of Theorem 2, all vehicles can decode all the required packets without error. This is illustrated by the following example:

Example 6: Consider the equal overlap scenario considered in Table II with $K = 4, l = 5, i = 2$, and the field size $q = 2$. For each vehicle $V_m$, we have $\alpha(m) = 3$. Moreover, by the optimal scheme presented in Section V, we have $\kappa(m) = 3$. Hence, we have $\alpha(m) = \kappa(m) = 3$ for all the vehicles. Consider the case when $\delta = 1$ error needs to be corrected by each vehicle during its transmission. Since the $\alpha$ and $\kappa$ bounds meet, the optimal error-correcting scheme here is to concatenate the optimal code in Section V with an optimal single error-correcting code. For binary field, we have $N_2[3, 3] = 6$ from [24]. Hence, the concatenation can be done with a $[6,3,3]_2$ code. A generator matrix corresponding to $[6,3,3]$-code is:

$$G = \begin{bmatrix}
1 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 1
\end{bmatrix}. $$
Hence each vehicle makes 6 transmissions. Total number of transmissions here will be \(6 \times 4 = 24\).

### VII. Simulation Results

In perfect V2V sharing, complete data transfer is assumed, i.e., all the \(K\) vehicles can exchange \(n\) packets among them. It is clear from the previous discussions that index coding at V2V phase can reduce the number of transmissions for perfect V2V.

In this section, we present some simulation results by assuming imperfect V2V. In imperfect V2V, the number of data exchange is less than the minimum required number. Imperfect V2V may happen if the spacing between the RSUs is not enough for a perfect V2V exchange, i.e., when the vehicles enter the coverage of the next RSU, they stop V2V sharing and start downloading from the next RSU. Any of the vehicles leaving the cluster before perfect V2V transfer, also can result in imperfect V2V.

The parameter \(l\) refers to the download capability of a vehicle when it passes by the RSU. This parameter depends on the data rate of RSU transmissions, speed of the vehicle and the coverage area of RSU. If the transmission rate is higher, speed is lower, and RSU covers a larger area, then \(l\) could be higher. For example, if the speed of the vehicle is 20 m/s and length of road covered by RSU is 400 m, then for a transmission rate of 2 Mbps and a packet size of 2.5 MB, the download capability is \(l = 4\). The number of vehicles in the cluster \((K)\) depends on the vehicle density and the popularity of the file. The total number of packets that need to be exchanged in V2V phase \((n)\) mainly depends on the RSU coverage, transmission rate and the size of the cluster. Size of the cluster refers to the distance between the first and the last vehicle. We use Matlab setup for simulations and for graphs each simulation is repeated 100 times. Before illustrating the simulation results on the index coding techniques, we present the results when the cooperative data exchange algorithm in [14] is used in this V2V scenario.

#### A. Cooperative Data Exchange [14]

The problem of cooperative data exchange was introduced in [14], where \(K\) users demand the whole message set and each user possesses a subset of the message as side information set. Upper and lower bounds on the minimum number of transmissions are established in [14]. From [14], we have, \(\kappa(D) \geq n - n_{\text{min}}\), where \(n_{\text{min}}\) denote the minimum cardinality of the side-information set. For the case when all the users have the same number of messages as side-information, i.e., \(|K_i| = n_{\text{min}}\) \(\forall i\), \(\kappa(D) \geq n - n_{\text{min}} + 1\). An upper bound on minimum required transmissions is given by \(\kappa(D) \leq \min_{i \leq K} \{|K_i| + \max_{1 \leq j \leq K} |K_j \cap K_i|\}\).

Algorithmic solution for coded message dissemination in this setting is given in [14], which uses a near-optimal number of broadcasts. We reproduce this algorithm here as Algorithm 1, where the vector \(\Gamma_x\) denotes the linear coefficients associated with a coded packet \(c\), such that \(c = \Gamma_x.(x_1, x_2 \ldots x_n)^T\). We implement this algorithm in the V2V set-up and show that this gives considerable improvement over the scheme in [8].

In collaborative message dissemination scenario under consideration, the \(|K_m|\) is considered the same for different vehicles.

**Algorithm 1:** Algorithm for Information Exchange [14].

\[
U = |K|, \\
\text{for } i = 1 \text{ to } K \text{ do} \\
Y_i = \langle\{\Gamma_{x}, x \in K_i\}\rangle, \text{ span of the set } \{\Gamma_{x}, x \in K_i\} \\
\text{while there is a user } i \text{ with } \dim(Y_i) < n \text{ do} \\
\text{while } \exists i, j \in U, i \neq j \text{ such that } Y_i = Y_j \text{ do} \\
U = U \setminus i \\
\text{Find a user } i \text{ with a subspace } Y_i \text{ of maximum dimension (If there are multiple such clients choose one of them arbitrarily)} \\
\text{Select a vector } b \in Y_i \text{ such that } b \notin Y_j \text{ for each } j \neq i \\
\text{User } i \text{ broadcast the packet } c = b.(x_1, x_2 \ldots x_n)^T \\
\text{for } i = 1 \text{ to } K \text{ do} \\
Y_i = Y_i + \langle\{b\}\rangle \\
\]

**TABLE III**

Equal Overlap Scenario Simulated Using Algorithm in [14] for \(K = 5\), the Number of Common Packets Shared Among Two Adjacent Vehicle Are 5

| Total number of packets, \(n\) | 10 | 20 | 30 | 40 | 50 |
|---------------------------------|----|----|----|----|----|
| Download capability, \(I\)       | 6  | 8  | 10 | 12 | 14 |
| Lower bound [14]                | 5  | 13 | 21 | 29 | 37 |
| Number of transmissions         | 5  | 15 | 25 | 36 | 46 |
| Upper bound [14]                | 6  | 18 | 30 | 40 | 50 |

Algorithm for cooperative data exchange is simulated for this scenario, and the results are as shown in Table III. A gap between the actual number of transmissions required by the algorithm and the lower bound provided is identified.

Furthermore, we examine the practicability of index codes in imperfect V2V for different techniques of collaborative data download, namely feedback based technique and network coding based technique [8]. The decoding of index coded (IC) packets is not possible when the actual number of transmissions in the imperfect V2V phase is less than the minimum length of the index code. So feedback based method of message dissemination in [8] fails in imperfect V2V conditions. However, in the network code (NC) based method, the decoding of IC packets at each node is not required since each IC packet itself is a valid NC packet. So NC based method of message dissemination is suitable for IC under imperfect V2V conditions. Figs. 2 and 3 show the results obtained. Fig. 2 shows the average number of rounds that vehicles require to download a file with \(L = 100\) and 60 completely \((l = 2, K = 5)\). Fig. 3 shows the average number of rounds required to download different file of size \(L\) when the number of exchanged packets in the V2V phase is constant.

#### B. Comparison With the Scheme in [8]

In this subsection we compare the results of collaborative message dissemination scenario under consideration with and without index coding. For a fair comparison we simulated the imperfect V2V set-up in [8] with \(K = 5\), \(l = 2\) and \(L = 60\) by assuming the case that each vehicle receives \(l\) independent packets in the R2V phase. Hence, for perfect V2V to be achieved,
Fig. 2. Illustration of applying algorithm in [14] in V2V for $l = 2$, $K = 5$ and $n = 8$.

$K \times l = 10$ independent packets are exchanged among the vehicles. This situation is marked as imperfect V2V without overlap in Fig. 4. But in practice some vehicles in the cluster will be close to each other so that the adjacent vehicles may receive some common packets. For further simulations, the number of independent packets delivered by the RSU in each round is taken as $n = 6$. Hence to achieve perfect V2V only 6 independent packets need to be exchanged. Thus, more number of rounds are required for the complete delivery of the file. This situation is simulated without index coding and is labeled as imperfect V2V with overlap and without index coding in Fig. 4. These common packets received could be considered as the side information possessed by each vehicle. Finally this case with overlap is simulated with index coding and it is clear from the simulations that less number of transmissions are required for achieving perfect V2V when index coding is used.

Fig. 3. Illustration of applying algorithm in [14] in V2V for $l = 2$, $K = 5$ and $n = 8$ over various total number of packets.

Fig. 4. Illustration of advantage of IC in V2V for $l = 2$, $K = 5$ and $n = 6$.

C. Simulation Using an Index Coding Example

Here simulation is done with the example of index coding given in Section III-C. Imperfect V2V is assumed along with network coding (NC) at RSU [8]. The number of vehicles, $K = 4$, the download capability $l = 4$ and the total number of packets to be transferred, $n = 8$. Index coding reduces transmissions to 6 in this example, where 8 transmissions were required without coding. Figs. 5 and 6 show the results obtained. From the results presented in Fig. 5, we get the total number of rounds needed for full file delivery to achieve perfect V2V condition. Figure 6 presents the equivalent results redrawn for different ratios of contents exchanged to the total contents.

D. Simulation Using the Optimal Index Coding Matrix

In this section, we consider the equal overlap scenario with all the vehicles having the same download capability and the same number of common packets received by any two adjacent vehicles. The proposed lower bound for the typical scenario is
compared with given bounds in [14]. Also, the number of transmissions required using the algorithm in [14] and the proposed encoding matrix is compared. The Tables IV, V and VI show results for different values of $K$, $l$ and $i$. Recall that, $i$ is the number of common packets shared between two adjacent vehicles. It is evident from the simulation results that the proposed encoding scheme achieves the lower bound.

Simulation is performed for the index coding in V2V phase of the collaborative message dissemination problem with the designed encoding matrix. Imperfect V2V is assumed along with network coding (NC) at RSU. The simulation parameters are $K = 5$, $l = 2$ and $i = 1$. Then total packets to be exchanged are $n = 6$. Fig. 7 and Fig. 8 show the results obtained. Fig. 7 shows the average number of rounds required by vehicles to download a file of $L = 100$ and 60. Fig. 8 shows the average number of rounds required to download different file of size $L$ when there is a constant number of packets exchanged in the V2V phase.

For the design of $L$ matrix, each vehicle need to know the want set of other vehicles as well. So each vehicle has to announce the indices of packet received by them in R2V phase. Bandwidth requirements on transmitting these indices are too small when compared to the size of the packet. The size of each index is in
one or two bytes where as the size of packet is in kB or MB. So, in the above simulations, we don’t consider the bandwidth required for the feedback.

VIII. CONCLUSION

In this paper, we studied the problem of index coding in V2V phase of collaborative message dissemination protocol. We obtained the lower bound on the number of transmissions required in the V2V communication phase of the above problem when the download capability of the vehicles are the same in the R2V phase. An optimal index code for a typical VANET scenario is also proposed. When the links are error-prone, we constructed an optimal linear error correcting index code for this scenario. As future work, this coding can be extended to more general scenarios. It is also shown that, when associated with index codes, the network-based dissemination technique has more practicality over feedback-based schemes in imperfect V2V.
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