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Abstract. This article is devoted to studying the non-commutative Poisson boundary associated with \((B(F(H)), P_\omega)\) where \(H\) is a separable Hilbert space (finite or infinite-dimensional), \(\dim H > 1\), with an orthonormal basis \(E\), \(B(F(H))\) is the algebra of bounded linear operators on the full Fock space \(F(H)\) defined over \(H\), \(\omega = \{\omega_e : e \in E\}\) is a sequence of strictly positive real numbers such that \(\sum e \omega_e = 1\) and \(P_\omega\) is the Markov operator on \(B(F(H))\) defined by

\[ P_\omega(x) = \sum_{e \in E} \omega_e l_e^* x l_e, \quad x \in B(F(H)), \]

where, for \(e \in E\), \(l_e\) denotes the left creation operator associated with \(e\). We observe that the non-commutative Poisson boundary associated with \((B(F(H)), P_\omega)\) is \(\sigma\)-weak closure of the Cuntz algebra \(O_{\dim H}\) generated by the right creation operators. We prove that the Poisson boundary is an injective factor of type III for any choice of \(\omega\). Moreover, if \(H\) is finite-dimensional, we completely classify the Poisson boundary in terms of its Connes’ \(S\) invariant and curiously they are type III\(\lambda\) factors with \(\lambda\) belonging to a certain small class of algebraic numbers.

1. Introduction

This article is dedicated to studying the non-commutative Poisson boundary associated to a certain unital completely positive (henceforth, abbreviated UCP) normal map on the algebra of bounded linear operators on the full Fock space over a separable Hilbert space. Given a normal UCP map on a von Neumann algebra to itself, one can equip the fixed point set with an abstract von Neumann algebra structure called non-commutative Poisson boundary.

Let us elucidate the notion of non-commutative Poisson boundary in more detail. Given a von Neumann algebra \(N\) and an operator system \(L\) in \(N\) (that is, \(L\) is a self-adjoint linear subspace of \(N\) containing the identity), it is known that (see [4, Theorem 3.1], [1, Theorem 2.6]) if there exists a completely positive projection \(E : N \to N\) with image \(E(N) = L\), then \(L\) becomes a \(C^*\)-algebra with respect to the multiplication given by

\[ x \circ y = E(xy), \quad x, y \in L, \]

(which we call the Choi-Effros product).

Let \(P\) be a normal UCP map from \(N\) to itself. Such a map is called a non-commutative Markov operator. An element \(x \in N\) is said to be \(P\)-harmonic if \(P(x) = x\). We denote by \(H^\infty(N, P)\) the set of all \(P\)-harmonic elements of \(N\), that is,

\[ H^\infty(N, P) = \{x \in N : P(x) = x\}. \]
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Then $H^\infty(N,P)$ is a $\sigma$-weakly closed operator system and it is the image of a completely positive projection of $N$. Indeed, Izumi showed in [11] Theorem 3.3 that if we choose a free ultrafilter $\kappa \in \beta\mathbb{N} \setminus \mathbb{N}$, and define $E : N \to H^\infty(N,P)$ by

$$E(x) = \lim_{n \to \kappa} \frac{1}{n} \sum_{k=0}^{n-1} P^k(x), \ x \in N,$$

where the limit is taken in the weak operator topology, then $E$ is the desired projection and the Choi-Effros product equips $H^\infty(N,P)$ with a $C^*$-algebra structure. As $H^\infty(N,P)$ is a $\sigma$-weakly closed operator system, it is isometrically isomorphic to the dual of a Banach space and hence, from a theorem of Sakai [20] it follows that the $C^*$-algebra $H^\infty(N,P)$ can be represented faithfully as a von Neumann algebra. We call the resulting von Neumann algebra the non-commutative Poisson boundary of $(N,P)$. Although $E$ depends on the choice of the free ultrafilter $\kappa$, the Choi-Effros product of $H^\infty(N,P)$ does not depend on it, because an operator system may have at most one von Neumann algebra structure.

It was pointed out by W. Arveson that the non-commutative Poisson boundary for $P$ is identified with the fixed point algebra of the minimal dilation of $P$. To be more precise, let $(M, \alpha, p)$ denote the minimal dilation of $(N,P)$ where $M$ is a von Neumann algebra, $p$ is a projection in $M$ such that the central carrier of $p$ is $1_M$, and $\alpha$ is a unital normal endomorphism of $M$ such that $N = pMp$, $M$ is generated by $\bigcup_{n \geq 0} \alpha^n(N)$, and $P^n(a) = p\alpha^n(a)p$ for all $a \in N$ and $n \geq 1$. Izumi proved in [12] Theorem 5.1 that the map

$$\theta : x \in M^\alpha := \{x \in M : \alpha(x) = x\} \mapsto pxp \in H^\infty(N,P)$$

is a completely positive order isomorphism between the two operator systems. In particular, the von Neumann algebra $M^\alpha$ gives a realization of the von Neumann algebra structure of $H^\infty(N,P)$. One of the useful consequences of this dilation theoretic approach is the following result [12] Corollary 5.2 which we shall use frequently in the sequel to compute the Choi-Effros product of elements of the Poisson boundary.

**Lemma 1.** For any $a,b \in H^\infty(N,P)$, the sequence $\{P^n(ab)\}$ converges to the Choi-Effros product $a \circ_b$ in the strong operator topology.

Poisson boundaries over discrete quantum groups were first studied by Izumi [10], in particular for the dual of Woronowicz’s compact quantum group $SU_q(2)$. Izumi’s result was generalized to the case of $SU_q(n)$ by Izumi, Neshveyev and Tuset [14]. Poisson boundaries for other discrete quantum groups have been studied by Vaes, Vander Vennet and Vergnioux [24], [25], [26]. In general for a given Markov operator $P$ on a von Neumann algebra $N$, it is a hard problem to find a concrete realization of the von Neumann algebra $H^\infty(N,P)$, even in the commutative case. Kaimanovich refers to it as an identification problem [17]. In [11] Theorem 4.1] Izumi showed that if $\Gamma$ is a discrete countable group with a probability measure $\mu$ on $\Gamma$, $\rho$ denotes the right regular representation of $\Gamma$ on $\ell^2(\Gamma)$, and $Q_\mu$ is the Markov operator on $B(\ell^2(\Gamma))$ defined by

$$Q_\mu(x) = \sum_{\gamma \in \Gamma} \mu(\gamma)\rho(\gamma)x\rho(\gamma^{-1}), \ x \in B(\ell^2(\Gamma)),$$

then the Poisson boundary of $(B(\ell^2(\Gamma)), Q_\mu)$ is isomorphic to the crossed product of the Poisson boundary on the level of $\ell^\infty(\Gamma)$ with the canonical action of $\Gamma$ on it. Izumi then raised the question [11] Problem 4.3 if such an identification result holds for a general second
countable group $\Gamma$ with a reasonable good probability measure on it. This question was answered affirmatively by Jaworski and Neufang in [15]. This result was further generalized in [18] for locally compact quantum groups.

An additional motivation for this article stems from the following example [12, Page 360]. Let $H$ denote a 1-dimensional Hilbert space with an orthonormal basis $\{e\}$ and let $P$ denote the Markov operator acting on $B(\mathcal{F}(H))$, the algebra of bounded linear operators on the full Fock space $\mathcal{F}(H)$ over $H$, defined by $P(x) = l^*xl$ where $l \in B(\mathcal{F}(H))$ is the left creation operator associated with $e$, that is, $l(x) = e \otimes x$ for $x \in \mathcal{F}(H)$. Then $H^\infty\left(B(\mathcal{F}(H)), P\right)$ as a von Neumann algebra is isomorphic to $L^\infty(\mathbb{T})$.

Let us now explain the setting and the main object of study of this paper. Throughout this article, $H$ denotes a separable Hilbert space (finite or infinite-dimensional) with an orthonormal basis $\{e_i : i \in \Theta\}$ where $\Theta$ stands for the set $\{1, 2, \cdots, n\}(n \in \mathbb{N}, n > 1)$ or the set $\mathbb{N}$ of natural numbers and $\omega = \{\omega_i : i \in \Theta\}$ is a sequence of strictly positive real numbers such that $\sum_{i \in \Theta} \omega_i = 1$. We define a Markov operator $P_\omega$ acting on $B(\mathcal{F}(H))$ by

$$P_\omega(x) = \sum_{i \in \Theta} \omega_i l_{e_i}^* x l_{e_i}, \quad x \in B(\mathcal{F}(H)),$$

where $l_{e_i}$ is the left creation operator associated with $e_i$, $i \in \Theta$. The purpose of this article is to study the non-commutative Poisson boundary $H^\infty\left(B(\mathcal{F}(H)), P_\omega\right)$. We will see later in Section 3 that the Poisson boundary does not depend on the choice of the orthonormal basis of $H$. Stated more precisely, if we choose another orthonormal basis $\{f_i : i \in \Theta\}$ of $H$ and consider the Markov operator $P'_\omega$ on $B(\mathcal{F}(H))$ given by

$$P'_\omega(x) = \sum_{i \in \Theta} \omega_i l_{f_i}^* x l_{f_i}, \quad x \in B(\mathcal{F}(H)),$$

then the von Neumann algebras $H^\infty\left(B(\mathcal{F}(H)), P_\omega\right)$ and $H^\infty\left(B(\mathcal{F}(H)), P'_\omega\right)$ are isomorphic.

In what follows, for notational convenience, we will simply use the notation $H^\infty$ to denote $H^\infty\left(B(\mathcal{F}(H)), P_\omega\right)$. In the special case when $H$ is finite-dimensional with $\dim H > 1$, and $\omega$ is the constant sequence $\frac{1}{\dim H}$, we will sometimes use the notation $H^\infty_{\dim H}$ to denote $H^\infty$.

We are now in a position to highlight the main results of this paper. Our first important result is Theorem [18] that demonstrates a diffuse masa (maximal abelian subalgebra) in $H^\infty$ (see Theorem [18] for more details).

**Theorem A.** Let $D$ denote the diagonal subalgebra of $B(\mathcal{F}(H))$. Then $D \cap H^\infty$ is a diffuse masa in $H^\infty$.

Next we summarize our results regarding the type classification of $H^\infty$ (see Remark [15], Theorem [21] and Corollary [24] for the precise formulations).

**Theorem B.** With notations as above, $H^\infty$ is the $\sigma$-weak closure of the Cuntz algebra generated by the right creation operators and hence, is injective. For any choice of the sequence $\omega$, $H^\infty$ is always a factor of type $\text{III}$. Further, if $H$ is finite-dimensional and if $G$ is the closed subgroup of $\mathbb{R}^*_+$ generated by $\{\omega_1, \omega_2, \cdots, \omega_{\dim H}\}$, then

$$H^\infty \text{ is } \begin{cases} \text{type III}_\lambda, & \text{if } G = \{\lambda^n : n \in \mathbb{Z}\}, 0 < \lambda < 1, \text{ and} \\ \text{type III}_1, & \text{if } G = \mathbb{R}^*_+. \end{cases}$$
Moreover, in the case when $H$ is finite-dimensional, if $H^\infty$ is of type $III_\lambda$ for some real number $\lambda \in (0,1)$, then $\lambda$ is an algebraic number and if, in particular, $\lambda$ is rational, then $\lambda$ must be of the form $\frac{k}{n}$ for some natural number $k$. In particular, if $H$ is finite-dimensional and $\omega$ is the constant sequence $\frac{1}{\dim H}$, then $H^\infty$ is a factor of type $III_{\frac{1}{\dim H}}$.

Next we address the following question.

**Question 1.** Given a unitary operator $U : H \to H$, does there exist an automorphism (*-algebra isomorphism) of $H^\infty$ that takes $r_\xi$ to $r_{U\xi}$ for $\xi \in H$? (Here, for any $\xi \in H$, $r_\xi$ denotes the right creation operator associated with $\xi$.)

This question and its treatment is inspired in part by the second quantization procedure on free Araki-Woods von Neumann algebras (see [2], [8]) (more generally, on $q$-Araki-Woods [27] or on mixed $q$-Araki-Woods algebras [3]) that is an indispensable tool for obtaining approximation properties. We summarize our results below, referring the reader to Theorem 28 for a precise statement.

**Theorem C.** Let $H$ be finite-dimensional with $\dim H > 1$, and let $\omega$ be the constant sequence $\frac{1}{\dim H}$. For each unitary $U$ on $H$, there is a unique automorphism $\Psi_U$ of $H^\infty_{\dim H}$ that takes $r_\xi$ to $r_{U\xi}$ for $\xi \in H$. Further, the correspondence

$$U(H) \ni U \mapsto \Psi_U \in \text{Aut}(H^\infty_{\dim H})$$

of the unitary group $U(H)$ of $H$ to $\text{Aut}(H^\infty_{\dim H})$, the automorphism group of $H^\infty_{\dim H}$, is an injective group homomorphism.

Below, we briefly discuss the contents of this article.

The material of the Section 2 is well known and is meant just to set up the notation to be used in the sequel for the convenience of the reader. In this section we summarize relevant facts concerning full Fock spaces over Hilbert spaces.

The Section 3 begins by observing that the Poisson boundary does not depend on the choice of the orthonormal basis and then proves a technical result (Proposition 5) that establishes the multiplication rule in the algebra $H^\infty$. Next we show in Proposition 7 that the restriction to $H^\infty$ of the vector state on $B(F(H))$ induced by the vacuum vector of $F(H)$ is indeed a faithful normal state on $H^\infty$ and finally, we conclude this section with Theorem 10 which proves that $H^\infty$ is an infinite factor.

The Section 4 considers the modular theory for the GNS representation of $H^\infty$ associated with the faithful normal state obtained in the preceding section. One of the main contributions of this section is Proposition 12 which shows that $H^\infty$, as a von Neumann algebra, is the $\sigma$-weak closure of the Cuntz algebra $O_{\dim H}$ generated by $\{r_\xi : i \in \Theta\}$ (where, recall that, for any $\xi \in H$, $r_\xi$ denotes the right creation operator associated with $\xi$).

The next section is devoted to showing that the abelian von Neumann subalgebra of $H^\infty$ which is the intersection of $H^\infty$ with the diagonal subalgebra of $B(F(H))$, is a diffuse maximal abelian subalgebra in $H^\infty$.

In the penultimate section (Section 6) we discuss the centralizer of $H^\infty$ and its factoriality. The main result of this section is Theorem 21 which shows that $H^\infty$, as a von Neumann algebra, is a type $III_\lambda$ factor for any choice of the sequence $\omega$, and if $H$ is finite-dimensional, we completely classify $H^\infty$ in terms of its Connes’ $S$ invariant.

The main result of the final section 7 is Theorem 28 which proves that, in the case when $H$ is finite-dimensional ($\dim H > 1$) and $\omega$ is the constant sequence $\frac{1}{\dim H}$, the subgroup of the
sequence \(\Omega\) is fixed complex number with modulus 1 and we refer it as vacuum vector.

2. Fock spaces

This section is devoted to recalling various standard facts concerning full Fock spaces over Hilbert spaces and establishing the terminology and notation that we follow later. The reader may consult [19] or [16], for instance, for proofs and details. As mentioned in the introduction, \(\mathcal{H}\) denotes a separable Hilbert space with an orthonormal basis \(\{e_i : i \in \Theta\}\) where \(\Theta\) stands for the set \(\{1, 2, \cdots, n\}\) \((n \in \mathbb{N}, n > 1)\) or the set \(\mathbb{N} = \{1, 2, 3, \cdots\}\). We consider the full Fock space over \(\mathcal{H}\) defined by

\[
\mathcal{F}(\mathcal{H}) = \bigoplus_{n \geq 0} \mathcal{H}^\otimes n
\]

where \(\mathcal{H}^\otimes 0 := \mathbb{C}\Omega\) and for \(n \geq 1\), \(\mathcal{H}^\otimes n\) is the (Hilbert) tensor product of \(n\)-copies of \(\mathcal{H}\). Here, \(\Omega\) is fixed complex number with modulus 1 and we refer it as vacuum vector.

For the sake of convenience, we shall introduce some notations. Let \(\Lambda\) and \(\Lambda^*\) denote respectively the sets

\[
\Lambda = \bigcup_{n \geq 0} \Theta^n, \quad \text{and} \quad \Lambda^* = \bigcup_{n \geq 1} \Theta^n,
\]

where for \(n \geq 1\), \(\Theta^n\) denotes the \(n\)-fold Cartesian product of \(\Theta\) and \(\Theta^0 := \{()\}\), where () is the empty tuple. The elements of \(\Theta^n, n \geq 1\), are referred to as sequences of length \(n\). If \(I\) is a sequence of length \(n, n \geq 1\), say \(I = (i_1, i_2, \cdots, i_n)\), for the interest of notational convenience, we shall, in the sequel, simply write \(i_1i_2 \cdots i_n\) for \(I\). We adopt the convention that the empty tuple has length 0. If \(I\) is a sequence in \(\Lambda\), we denote its length by \(|I|\). For \(I = ()\), the empty tuple, we set

\[
e_I := \Omega,
\]

and for \(I \in \Lambda^*\), say \(I = i_1i_2 \cdots i_k\), we define

\[
e_I := e_{i_1} \otimes e_{i_2} \otimes \cdots \otimes e_{i_k}.
\]

Obviously, with the above notation, \(\mathcal{B} := \{e_I : I \in \Lambda\}\) is an orthonormal basis for \(\mathcal{F}(\mathcal{H})\). We refer to the elements of \(\mathcal{B}\) as simple basis elements. Further, for \(I \in \Lambda^*\), we let \(I^{op}\) denote the sequence which is the reverse of \(I\), that is, if

\[
I = i_1i_2 \cdots i_k, \quad \text{then} \quad I^{op} = i_k \cdots i_2i_1.
\]

Let \(I = i_1i_2 \cdots i_k \in \Theta^k, k \geq 0\). For any non-negative integer \(m \leq k\), we denote by \(I_m\) the subsequence of \(I\) of length \(m\) defined by

\[
I_m = \text{empty tuple, if } m = 0 \quad \text{and} \quad I_m = i_1i_2 \cdots i_m \quad \text{if } 1 \leq m \leq k.
\]

If \(I, J\) are two sequences in \(\Lambda\), then \(IJ\) will denote the sequence of length \(|I| + |J|\) obtained by juxtaposition. That is, if \(I = i_1i_2 \cdots i_k\) and \(J = j_1j_2 \cdots j_l\), then

\[
IJ = i_1i_2 \cdots i_kj_1j_2 \cdots j_l.
\]

Further, given a sequence \(I \in \Lambda\) and an integer \(n \geq 1\), we use the notation \(I^n\) to represent the sequence \(I \cdots I\) \(n\)-times.
For each $\xi \in \mathcal{H}$, the left creation operator associated with $\xi$, denoted $l_\xi$, is the bounded linear operator on $\mathcal{F}(\mathcal{H})$ that satisfies

$$l_\xi(\eta) = \xi \otimes \eta, \quad \eta \in \mathcal{F}(\mathcal{H}).$$

Similarly, the right creation operator associated with $\xi$, denoted $r_\xi$, is defined by

$$r_\xi(\eta) = \eta \otimes \xi, \quad \eta \in \mathcal{F}(\mathcal{H}).$$

The adjoint $l_\xi^*$ (resp., $r_\xi^*$) of $l_\xi$ (resp., $r_\xi$) is called the left (resp., right) annihilation operator associated with $\xi$. One can easily verify that $l_\xi^*$ and $r_\xi^*$ satisfy the relations:

$$l_\xi^*(\Omega) = 0, \text{ and } l_\xi^*(\eta_1 \otimes \eta_2 \otimes \cdots \otimes \eta_k) = \langle \eta_1, \xi \rangle \eta_2 \otimes \cdots \otimes \eta_k \text{ for } k \geq 1, \eta_i \in \mathcal{H},$$

(where $\eta_2 \otimes \cdots \otimes \eta_k = \Omega$ for $k = 1$) and

$$r_\xi^*(\Omega) = 0, \text{ and } r_\xi^*(\eta_1 \otimes \eta_2 \otimes \cdots \otimes \eta_k) = \langle \eta_k, \xi \rangle \eta_1 \otimes \cdots \otimes \eta_{k-1} \text{ for } k \geq 1, \eta_i \in \mathcal{H},$$

(where $\eta_1 \otimes \cdots \otimes \eta_{k-1} = \Omega$ for $k = 1$). For $i \in \Theta$, we simply use the notation $r_i$ (resp., $l_i$) to denote $r_{e_i}$ (resp., $l_{e_i}$). For any $I \in \Lambda$, let $l_I, r_I$ be defined by

$$r_I = l_I = 1 \text{ (the identity operator on } \mathcal{F}(\mathcal{H}) \text{) if } I \text{ is the empty tuple,}$$

and if $I = i_1i_2 \cdots i_k$ with $k \geq 1$, then

$$r_I = r_{i_1}r_{i_2} \cdots r_{i_k} \text{ and } l_I = l_{i_1}l_{i_2} \cdots l_{i_k}.$$ We list a few simple facts regarding these operators as a lemma, for the convenience of reference in the sequel.

**Lemma 4.** With notations discussed above, we have:

(i) \(l_i^*p_\Omega = r_i^*p_\Omega = p_\Omega l_i = p_\Omega r_i = 0\) for all $i \in \Theta$, where $p_\Omega$ denotes the orthogonal projection of $\mathcal{F}(\mathcal{H})$ onto $\mathbb{C}\Omega$.

(ii) For any $\xi, \eta$ in $\mathcal{H}$,

$$r_\xi^*r_\eta = l_\xi^*l_\eta = \langle \eta, \xi \rangle 1, r_\xi^*l_\eta = l_\eta r_\xi^* + \langle \eta, \xi \rangle p_\Omega \text{ and } l_\eta r_\xi^* = r_\xi^*l_\eta + \langle \xi, \eta \rangle p_\Omega.$$ In particular,

$$r_i^*r_j = l_i^*l_j = \delta_{i,j}, \text{ and } l_i^*r_j = r_j^*l_i = \delta_{i,j}p_\Omega \text{ for all } i, j \in \Theta,$$

where $\delta_{i,j}$ denotes the Kronecker delta function.

3. $H^\infty$: An Infinite Factor

Recall from the introduction that the main object of study in this article is the non-commutative Poisson boundary associated with the pair \((B(\mathcal{F}(\mathcal{H})), P_\omega)\) where $\omega = \{\omega_i : i \in \Theta\}$ is a sequence of positive real numbers such that $\sum_{i \in \Theta} \omega_i = 1$ and $P_\omega : B(\mathcal{F}(\mathcal{H})) \to B(\mathcal{F}(\mathcal{H}))$ is the normal UCP map defined by

$$P_\omega(x) = \sum_{i \in \Theta} \omega_i l_i^*x l_i, \quad x \in B(\mathcal{F}(\mathcal{H})), \quad (1)$$

where the series on the right converges in the strong operator topology. This section begins with the observation that the Poisson boundary does not depend on the choice of the orthonormal basis and then proves a technical result (Proposition 5) that establishes the multiplication rule in the algebra $H^\infty$. Next we show in Proposition 6 that the restriction to $H^\infty$ of the vector state on $B(\mathcal{F}(\mathcal{H}))$ given by $x \mapsto \langle x\Omega, \Omega \rangle, x \in B(\mathcal{F}(\mathcal{H}))$, is indeed a faithful normal state on
and finally, we conclude this section with Theorem 10 which proves that $H^\infty$ is an infinite factor.

Before we proceed to prove the results, we pause with a digression concerning notations. We introduce some notations that will be frequently used throughout the article. We set $\omega_I = 1$ for $I = (\emptyset)$, the empty tuple, and for $I = i_1 \ldots i_k \in \Lambda^*$, we set $\omega_I = \omega_{i_1} \cdots \omega_{i_k}$.

With the notations as above, it follows from the definition of $P_\omega$ as given by Equation (1) that given $x \in B(\mathcal{F}(\mathcal{H}))$ and $I, J \in \Lambda$,

$$\langle P_\omega(x)(e_J), e_I \rangle = \sum_{i \in \Theta} \omega_i l_i^* x_l e_J, e_I = \sum_{i \in \Theta} \omega_i \langle x(e_{iJ}), e_{iI} \rangle.$$ 

Consequently, an element $x \in B(\mathcal{F}(\mathcal{H}))$ is in $H^\infty$ if and only if it satisfies

$$(2) \quad \langle x(e_j), e_I \rangle = \sum_{i \in \Theta} \omega_i \langle x(e_{iJ}), e_{iI} \rangle \text{ for all } I, J \in \Lambda.$$

Since $r_i$ commutes with $l_j$ for all $i, j \in \Theta$, it is evident from the formula for $P_\omega$ that $P_\omega(r_I) = r_I$ for all $I \in \Lambda$ and hence, $r_I, r_I^* \in H^\infty$. Note also that by virtue of Lemma 1, $x \circ y$, the Choi-Effros product of two elements $x, y \in H^\infty$, is given by

$$(3) \quad x \circ y = \text{SOT- lim}_{n \to \infty} P_n^\omega(xy).$$

We now remark that the Poisson boundary does not depend on the choice of the orthonormal basis. Let $\{f_i : i \in \Theta\}$ be another orthonormal basis of $\mathcal{H}$ and consider the Markov operator $P'_\omega$ on $B(\mathcal{F}(\mathcal{H}))$ defined by

$$P'_\omega(x) = \sum_{i \in \Theta} \omega_i l_i^* x_l f_i, \quad x \in B(\mathcal{F}(\mathcal{H})).$$

Our goal is to show that $H^\infty\left(B(\mathcal{F}(\mathcal{H})), P_\omega\right)$ and $H^\infty\left(B(\mathcal{F}(\mathcal{H})), P'_\omega\right)$ are isomorphic as von Neumann algebras.

Given a unitary $U : \mathcal{H} \to \mathcal{H}$, recall that the corresponding second quantization $\Gamma_U : \mathcal{F}(\mathcal{H}) \to \mathcal{F}(\mathcal{H})$ is the unitary operator on $\mathcal{F}(\mathcal{H})$ defined by $\Gamma_U(\Omega) = \Omega$ and $\Gamma_U|_{\mathcal{H}^{\otimes n}} = U^{\otimes n}$ for $n \geq 1$. Clearly, $\Gamma_U$ induces the automorphism $\tilde{\Gamma}_U$ of $B(\mathcal{F}(\mathcal{H}))$ given by $\tilde{\Gamma}_U(x) = \Gamma_U x \Gamma_U^*$ for $x \in B(\mathcal{F}(\mathcal{H}))$. One can easily verify that

$$(4) \quad \tilde{\Gamma}_U(p_{i\xi}) = p_{i\xi}, \tilde{\Gamma}_U(l_{\xi}) = l_{\xi}, \text{ and } \tilde{\Gamma}_U(r_{\xi}) = r_{\xi} \text{ where } \xi \in \mathcal{H}.$$

Consider the unitary $V$ on $\mathcal{H}$ that takes $e_i$ to $f_i$ for $i \in \Theta$. It is not hard to see that

$$H^\infty\left(B(\mathcal{F}(\mathcal{H})), P_\omega\right) \ni x \mapsto \tilde{\Gamma}_V(x) \in H^\infty\left(B(\mathcal{F}(\mathcal{H})), P'_\omega\right)$$

is a $*$-algebra isomorphism.

Our next proposition computes several multiplication formulae in $H^\infty$ which will be frequently used in the sequel.

**Proposition 5.** Let $x \in H^\infty$ and let $I, J \in \Lambda^*$. Then:

(i) $x \circ r_I = x r_I$.

(ii) $r_I^* \circ x = r_I^* x$.

(iii) $r_I^* \circ x \circ r_I = r_I^* x r_I$.

(iv) $r_I \circ x = r_I x + \sum_{t=1}^{\ell(I)} \omega_{I^{(op)} t} r_I l_{t} p_{i\xi} x l_{(I^{(op)} t)}$. In particular, $r_I \circ x = r_I x + \omega_i p_{i\xi} x l_i, i \in \Theta$. 

(v) \( x \circ r_i^* = x r_i^* + |I| \omega_j l_j^* x p_i l_i^* r_i l_{i|-}. \) In particular, \( x \circ r_i^* = x r_i^* + \omega_i l_i^* x p_i, \) \( i \in \Theta. \)

(vi) \( x \circ r_i \circ r_j^* = x r_j^* r_i + |I| \omega_j l_j^* x r_i p_i r_j l_{j|-}. \) In particular, for any \( i, j \in \Theta, \) \( x \circ r_i \circ r_j^* = x r_j^* r_i + \omega_j l_j^* x r_i p_i. \)

(vii) \( r_i \circ r_j^* \circ x = r_j x r_i + |I| \omega_j l_j^* x r_i l_i^* p_i x l_{i|-}. \) In particular, for any \( i, j \in \Theta, \) \( r_i \circ r_j^* \circ x = r_j^* x r_i + \omega_j l_j^* x r_i l_i^* p_i. \)

Proof. (i) A simple computation, using the fact that \( r_I \) commutes with \( l_i \) for \( i \in \Theta, \) shows that

\[
P_\omega(x r_I) = \sum_{i \in \Theta} \omega_i l_i^* x r_i l_i = \left( \sum_{i \in \Theta} \omega_i l_i^* x l_i \right) r_I = P_\omega(x) r_I = x r_I
\]

and hence, \( x r_I \in H^\infty. \) It now follows by an appeal to Equation (3) that \( x \circ r_I = x r_I. \)

(ii) Follows from part (i) of the proposition by taking adjoint.

(iii) Clearly, \( r_j^* \circ x \circ r_I = r_j^* \circ (x r_I) = r_j^* x r_I, \) where the first equality follows from part (i) of the proposition whereas the second equality follows from part (ii) of the proposition.

(iv) We prove the result by induction on \( |I|, \) the length of the sequence \( I. \) Let \( |I| = 1, \) say, \( I = i \) for some \( i \in \Theta. \) Then

\[
P_\omega(r_i x) = \sum_{j \in \Theta} \omega_j l_j^* (r_i x) l_j = \sum_{j \in \Theta} \omega_j (l_j^* r_i) x l_j
\]

\[
= \sum_{j \in \Theta} \omega_j (r_j l_j^* + \delta_{i,j} p_i) x l_j \quad \text{(by Lemma 4(ii))}
\]

\[
= r_i \left( \sum_{j \in \Theta} \omega_j l_j^* x l_j \right) + \omega_i p_i x l_i
\]

\[
= r_i P_\omega(x) + \omega_i p_i x l_i = r_i x + \omega_i p_i x l_i,
\]

and hence,

\[
P_\omega^2(r_i x) = P_\omega(r_i x) + \omega_i P_\omega(p_i x l_i)
\]

\[
= P_\omega(r_i x) + \omega_i \sum_{j \in \Theta} \omega_j l_j^* (p_i x l_i) l_j
\]

\[
= P_\omega(r_i x) \quad \text{(since \( l_j^* p_i = 0 \) by Lemma 4(i)).}
\]

Consequently, \( P_\omega^n(r_i x) = P_\omega(r_i x) \) for all \( n \geq 1 \) and so, an appeal to Equation (3) immediately shows that

\[
r_i \circ x = P_\omega(r_i x) = r_i x + \omega_i p_i x l_i.
\]

Thus the result is true for all \( r_I \) with \( |I| = 1. \) Suppose that the result is true for all sequences of length \( m \) for some \( m \geq 1. \) We show that the result is true for all sequences of length \( m + 1. \) Let \( I \) be a sequence of length \( m + 1, \) say, \( I = i_1 i_2 \cdots i_{m+1}. \) An appeal to Proposition 5(i) yields that \( r_I = r_{i_1} \cdots r_{i_{m+1}} = r_{i_1} \circ \cdots \circ r_{i_{m+1}} \). Thus

\[
r_I \circ x = r_{i_1} \circ (r_{i_2} \circ \cdots \circ r_{i_{m+1}} \circ x) = r_{i_1} \circ (r_J \circ x)
\]
where $J = i_2 \cdots i_{m+1}$. Since $|J| = m$, by induction hypothesis we have
\[
r_J \circ x = r_J x + \sum_{t=1}^{m} \omega_t \rho_I r_{J_{m-t}} \rho_I x l_I^p,
\]
and hence, an application of Equation (5) shows that
\[
r_J \circ x = r_{i_1} \circ (r_J \circ x)
= r_{i_1} (r_J x) + \omega_{i_1} \rho_I (r_J \circ x) l_{i_1} \quad \text{(by an appeal to Equation (5))}
= r_{i_1} \left( r_J x + \sum_{t=1}^{m} \omega_t \rho_I r_{J_{m-t}} \rho_I x l_I^p \right) + \omega_{i_1} \rho_I \left( r_J x + \sum_{t=1}^{m} \omega_t \rho_I r_{J_{m-t}} \rho_I x l_I^p \right) l_{i_1}
= r_J x + \sum_{t=1}^{m} \omega_t \rho_I r_{i_1} r_{J_{m-t}} \rho_I x l_I^p + \omega_{i_1} \rho_I \rho_I \rho_I x l_I^p l_{i_1}
\]
(since, by Lemma 4 $p_I r_i = 0$ for $i \in \Theta$, so $p_I r_{J_{m-t}} = 0$ for $0 \leq t < m$)
\[
= r_J x + \sum_{t=1}^{m+1} \omega_t \rho_I r_{J_{m+1-t}} \rho_I x l_I^p + \omega_{i_1} \rho_I \rho_I \rho_I x l_I^p.
\]
Thus the result is true for all sequences of length $m + 1$. Hence, by the principle of mathematical induction, the result is true for all sequences in $\Lambda^*$.

(v) Follows from part (iv) of the proposition by taking adjoint.

(vi) By part (i) of the proposition, we have $x \circ r_I = (x r_I)$ and then an application of part (v) of the proposition yields the desired result.

(vii) Follows from part (vi) of the proposition by taking adjoint.

Now consider the vector state on $B(\mathcal{F}(\mathcal{H}))$ induced by the vacuum vector $\Omega$, i.e., consider the following state
\[
x \mapsto \langle x \Omega, \Omega \rangle, \quad x \in B(\mathcal{F}(\mathcal{H})).
\]
This is a normal state on $B(\mathcal{F}(\mathcal{H}))$. Let $\varphi$ denote its restriction to $H^\infty$, that is,
\[
\varphi : H^\infty \ni x \mapsto \langle x \Omega, \Omega \rangle \in \mathbb{C}.
\]
We assert that $\varphi$ is indeed a faithful, normal state on the von Neumann algebra $H^\infty$. The following lemma plays a crucial role towards establishing our assertion.

**Lemma 6.** Let $x$ be a positive element of $B(\mathcal{F}(\mathcal{H}))$ such that $x \in H^\infty$. Then $\langle x \Omega, \Omega \rangle = 0$ implies $x = 0$.

**Proof.** Since $x$ is a positive element of $B(\mathcal{F}(\mathcal{H}))$ such that $x \in H^\infty$ and $\langle x \Omega, \Omega \rangle = 0$, in order to prove that $x = 0$, it suffices to show that $\langle xe_I, e_I \rangle = 0$ for all $I \in \Lambda^*$. Since $x \in H^\infty$, we have that
\[
0 = \langle x \Omega, \Omega \rangle = \langle \left( \sum_{i \in \Theta} \omega_i l_I^x l_I \right) \Omega, \Omega \rangle = \sum_{i \in \Theta} \omega_i \langle l_I^x l_I \Omega, \Omega \rangle = \sum_{i \in \Theta} \omega_i \langle xe_i, e_i \rangle.
\]
As $x$ is a positive element of $B(\mathcal{F}(\mathcal{H}))$, $\langle xe_i, e_i \rangle \geq 0$ for all $i \in \Theta$ and since $\omega_i > 0$ for each $i \in \Theta$, it follows that

$$\langle xe_i, e_i \rangle = 0 \text{ for all } i \in \Theta, \text{ or, equivalently, } \langle r_i^* xe_i, \Omega \rangle = 0, \text{ for each } i \in \Theta.$$ 

As $x$ is a positive element of $B(\mathcal{F}(\mathcal{H}))$, so is $r_i^* xe_i$ for any $i \in \Theta$. Since $\langle r_i^* xe_i, \Omega \rangle = 0$ and $r_i^* xe_i \in H^\infty$, the similar argument as before shows that

$$\langle r_i^* xe_i, \Omega \rangle = 0, \text{ that is, } \langle r_i^* xe, \Omega \rangle = 0 \text{ for all } i, j \in \Theta.$$ 

Continuing this way we conclude that

$$\langle r_i^* xe, \Omega \rangle = 0 \text{ for all } I \in \Lambda^*, \text{ or, equivalently, } \langle xe, e_I \rangle = 0, \text{ for all } I \in \Lambda^*.$$ 

This completes the proof. 

Let $x$ be a positive element of $H^\infty$. As $H^\infty$ is a $C^*$-algebra, so, $x = y^* \circ y$ for some $y \in H^\infty$. It follows from the product rule as given by Equation (3) that

$$x = \text{SOT-} \lim_{n \to \infty} P_{x_n}^n(y^* y)$$

and since $P_{x_n}^n(y^* y)$ is positive element of $B(\mathcal{F}(\mathcal{H}))$ for all $n \geq 0$, we see that $x$, being the strong limit of a sequence of positive elements of $B(\mathcal{F}(\mathcal{H}))$, is positive in $B(\mathcal{F}(\mathcal{H}))$. Thus we conclude that a positive element of $H^\infty$ is also a positive element of $B(\mathcal{F}(\mathcal{H}))$. As an immediate consequence of this observation and Lemma 6 we obtain that:

**Proposition 7.** With notations as above, the linear functional $\varphi$ is a faithful, normal state on $H^\infty$.

**Proof.** Since the map

$$x \mapsto \langle x \Omega, \Omega \rangle, \ x \in B(\mathcal{F}(\mathcal{H})), \$$

is a normal state on $B(\mathcal{F}(\mathcal{H}))$ and $H^\infty$ is a $\sigma$-weak closed operator system in $B(\mathcal{F}(\mathcal{H}))$, $\varphi$ is a normal state on $H^\infty$. To prove that $\varphi$ is faithful, we note that given a positive element $x$ of $H^\infty$ such that $\varphi(x) = 0$, by virtue of the discussion preceding this proposition, it follows that $x$ is indeed a positive element of $B(\mathcal{F}(\mathcal{H}))$ and then an appeal to Lemma 6 immediately shows that $x = 0$, completing the proof. 

The next result is an easy consequence of Proposition 5.

**Corollary 8.** Let $x \in H^\infty$ and $I, J \in \Lambda$. Then:

(i) $\varphi(x \circ r_j^*) = \omega_J(x \Omega, r_j \Omega) = \omega_J \varphi(r_j^* \circ x)$.

(ii) $\varphi(r_J \circ x) = \omega_J(x r_J \Omega, \Omega) = \omega_J \varphi(x \circ r_J)$.

(iii) $\varphi(x \circ r_J \circ r_j^*) = \omega_J(x r_J \Omega, r_J \Omega) = \omega_J \varphi(r_j^* \circ x \circ r_J)$.

(iv) $\varphi(r_J \circ r_j^* \circ x) = \omega_J(x r_J \Omega, r_J \Omega) = \omega_J \varphi(r_j^* \circ x \circ r_J)$.

**Proof.** (i) If $J = ()$, the empty tuple, then there is nothing to prove. Let $J \in \Theta^k$ for some $k \geq 1$, say, $J = j_1 j_2 \cdots j_k$. Since $r_i^* (\Omega) = 0$ for any $i \in \Theta$, it follows from the formula for $x \circ r_j^*$ as given by Proposition 5(v) that

$$\langle (x \circ r_j^*) \Omega, \Omega \rangle = \omega_J(x \circ r_j^* \Omega, \Omega) = \omega_J \left( \sum_{t=1}^k \omega_{x \circ r_j^*} (l_{x \circ r_j^*} p \Omega r_{I_{k-t}}) \Omega \right) = \omega_J(l_{x \circ r_j^*} \Omega).$$
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Proof. To prove that sequences of different lengths. Without loss of generality we may assume that $I, J$ are of the same length, then

$$\varphi(x \circ r_J^*) = \langle (x \circ r_J^*)\Omega, \Omega \rangle = \omega_J\langle (l_{jop}^\prime x)\Omega, \Omega \rangle = \omega_J\langle x\Omega, l_{jop}^\prime \Omega \rangle.$$  

Since $l_{jop}^\prime \Omega = r_J \Omega$, it follows from the preceding equation that

$$\varphi(x \circ r_J^*) = \omega_J\langle x\Omega, r_J \Omega \rangle = \omega_J\langle (r_J^*x)\Omega, \Omega \rangle = \omega_J\langle (r_J^* \circ x)\Omega, \Omega \rangle$$

where the last equality follows by an appeal to Proposition 5(ii).

(ii) Follows from part (i) by taking adjoints.

(iii) Follows from part (i) of the corollary and Proposition 5(i).

(iv) Follows from part (iii) of the corollary by taking adjoints.

\[ \square \]

The following simple lemma will be useful in the proof of Theorem 10.

Lemma 9. Let $x$ be an element of the center of $H^\infty$. Then $\langle xr_J \Omega, \Omega \rangle = 0$ for any $J \in \Lambda^\prime$. Further, if $I, J \in \Lambda$ are of the same length, then $r_I^*xr_J = \delta_{I,J}x$.

Proof. Note that for any $J \in \Lambda^\prime$,

$$\langle xr_J \Omega, \Omega \rangle = \varphi(x \circ r_J) = \varphi(r_J \circ x) = \omega_J\langle xr_J \Omega, \Omega \rangle,$$

where the first equality follows from Proposition 5(i), the second equality is a consequence of the fact that $x$ lies in the center of $H^\infty$ and the last equality follows from Corollary 8(ii). Clearly, $\omega_J \neq 1$ as $|J| \geq 1$ and hence, it follows from the preceding equation that $\langle xr_J \Omega, \Omega \rangle = 0$. Further, if $I, J \in \Lambda$ are of the same length, then

$$r_I^*xr_J = r_I^* \circ x \circ r_J \quad \text{(by Proposition 5(iii))}$$

$$= x \circ r_I^* \circ r_J \quad \text{(since $x$ is in the center of $H^\infty$)}$$

$$= x \circ r_I^*r_J \quad \text{(by Proposition 5(ii))}$$

$$= \delta_{I,J}x.$$

\[ \square \]

We are now ready to prove the main result of this section.

Theorem 10. $H^\infty$ is an infinite factor.

Proof. To prove that $H^\infty$ is a factor, it suffices to show that given any $x$ in the center of $H^\infty$,

$$\langle xe_I, e_J \rangle = \delta_{I,J}\langle x\Omega, \Omega \rangle$$

for all $I, J \in \Lambda$. Let us take an element $x$ in the center of $H^\infty$ and let $I, J \in \Lambda$, say, $I = i_1i_2\cdots i_k$ and $J = j_1j_2\cdots j_m$. First consider the case when $I, J$ are sequences of different lengths. Without loss of generality we may assume that $|I| > |J|$. Then $I' = i_k \cdots i_2i_1$ and $J' = j_1j_2\cdots j_m$ so that $I'^\prime = I''$. Since $k > m$, $|I''| \geq 1$ and hence, by virtue of Lemma 9 we obtain that $\langle xr_I' \Omega, \Omega \rangle = 0$. Consequently,

$$\langle xe_I, e_J \rangle = \langle (xr_I' \Omega, r_I^\prime \Omega) \rangle$$

$$= \langle (r_I^\primexr_I' \Omega, \Omega) \rangle$$

$$= \langle (r_I^\primexr_I' \Omega, \Omega) \rangle \quad \text{(as $I'^\prime = I''$, so $r_I' = r_Ir_I''$)}$$

$$= \delta_{I', J'}\langle xr_I' \Omega, \Omega \rangle \quad \text{(as $|I'| = |J'| = m$, by Lemma 9 $r_I^\primexr_I' = \delta_{I',J'}x$)}$$

$$= 0.$$
If $I, J \in \Lambda$ are of the same length, then an appeal to Lemma 9 shows that
\[
\langle xe_I, e_J \rangle = \langle (r_i^{\top} r_j^{\top}) \Omega, \Omega \rangle = \delta_{I,J} \langle x \Omega, \Omega \rangle = \delta_{I,J} \langle x \Omega, \Omega \rangle.
\]
Thus we have proved that $\langle xe_I, e_J \rangle = \delta_{I,J} \langle x \Omega, \Omega \rangle$ for all $I, J \in \Lambda$ and hence, $H^\infty$ is a factor. This is an infinite factor because $r_i^* \circ r_i = 1$ but $r_i \circ r_i^* \neq 1$ for every $i \in \Lambda$. ■

4. Modular Theory

Recall from Proposition 7 that the functional $\varphi : H^\infty \ni x \mapsto \langle x \Omega, \Omega \rangle$ is a faithful normal state on $H^\infty$. Let $(\mathcal{H}_\varphi, \pi_\varphi, \Omega_\varphi)$ denote the GNS triple associated with the state $\varphi$ where $\mathcal{H}_\varphi$ is a Hilbert space, $\pi_\varphi : H^\infty \to B(\mathcal{H}_\varphi)$ is the normal isometric $*$-homomorphism, and $\Omega_\varphi \in \mathcal{H}_\varphi$ is the cyclic and separating vector for $\pi_\varphi(H^\infty)$ such that
\[
\varphi(x) = \langle \pi_\varphi(x) \Omega_\varphi, \Omega_\varphi \rangle, \quad x \in H^\infty,
\]
where $\langle , \rangle_\varphi$ denotes the inner product of $\mathcal{H}_\varphi$. Let $S_0$ denote the densely defined closable conjugate-linear operator, with domain $\pi_\varphi(H^\infty)\Omega_\varphi$, defined by
\[
S_0(\pi_\varphi(x)\Omega_\varphi) = \pi_\varphi(x^*)\Omega_\varphi, \quad x \in H^\infty.
\]
Let $S$ denote the closure of $S_0$ and let $F$ denote $S^*$. Let $S = J_\varphi \Delta_\varphi^\frac{1}{2}$ be the polar decomposition of $S$. The operators $J_\varphi$ and $\Delta_\varphi$ are called, respectively, the modular conjugation and the modular operator associated with the pair $(H^\infty, \varphi)$. For each $t \in \mathbb{R}$, we denote by $\sigma_t^\varphi$ the $*$-automorphism of $H^\infty$ defined by $\sigma_t^\varphi(x) := \varphi^{-1} (\Delta_t \Delta_t^* \pi_\varphi(x) \Delta_t \Delta_t^*)$ for $x \in H^\infty$. The one-parameter group $\{\sigma_t^\varphi : t \in \mathbb{R}\}$ of $*$-automorphisms of $H^\infty$ is called the group of modular automorphisms of $H^\infty$ associated with $\varphi$. It is a fact (see [22, Lemma 3.0, Page 279]) that $\pi_\varphi(H^\infty)\Omega_\varphi \subseteq \text{Dom}(\Delta_\varphi)$ (domain of $\Delta_\varphi$).

Proposition 11. (i) For $I, J \in \Lambda$, $\Delta_\varphi(\pi_\varphi(r_I \circ r_J^*)\Omega_\varphi) = \frac{\omega_I}{\omega_J} \pi_\varphi(r_I \circ r_J^*)\Omega_\varphi$.

(ii) For $I, J \in \Lambda$, $J_\varphi(\pi_\varphi(r_I \circ r_J^*)\Omega_\varphi) = \sqrt{\frac{\omega_I}{\omega_J}} \pi_\varphi(r_I \circ r_J^*)\Omega_\varphi$.

(iii) For all $I, J \in \Lambda$ and $t \in \mathbb{R}$, $\sigma_t^\varphi(r_I \circ r_J^*) = (\frac{\omega_I}{\omega_J})^t r_I \circ r_J^*$.

Proof. (i) Note that for any $x \in H^\infty$,
\[
\langle \Delta_\varphi(\pi_\varphi(r_I \circ r_J^*)\Omega_\varphi), \pi_\varphi(x)\Omega_\varphi \rangle_{\varphi} = \langle S^* S(\pi_\varphi(r_I \circ r_J^*)\Omega_\varphi), \pi_\varphi(x)\Omega_\varphi \rangle_{\varphi} = \langle \pi_\varphi(x^*)\Omega_\varphi, \pi_\varphi(r_I \circ r_J^*)\Omega_\varphi \rangle_{\varphi} \quad (\text{since } S \text{ is anti-linear})
\]
\[
= \varphi(r_I \circ r_J^* \circ x^*) = \omega_I \varphi(r_J^* \circ x^* \circ r_I) \quad (\text{by Corollary 8(iv)})
\]
\[
= \frac{\omega_I}{\omega_J} \varphi(x^* \circ r_I \circ r_J^*) \quad (\text{by Corollary 8(iii)})
\]
\[
= \frac{\omega_I}{\omega_J} \langle \pi_\varphi(r_I \circ r_J^*)\Omega_\varphi, \pi_\varphi(x)\Omega_\varphi \rangle_{\varphi}.
\]
This completes the proof.

(ii) It follows from part (i) of the proposition that
\[
\Delta_\varphi^\frac{1}{2}(\pi_\varphi(r_I \circ r_J^*)\Omega_\varphi) = \sqrt{\frac{\omega_I}{\omega_J}} \pi_\varphi(r_I \circ r_J^*)\Omega_\varphi.
and hence,
\[ \Delta_{\varphi}^{\frac{1}{2}}(\pi_{\varphi}(r_I \circ r_J^*)\Omega_{\varphi}) = \sqrt{\frac{\omega_J}{\omega_I}}\pi_{\varphi}(r_I \circ r_J^*)\Omega_{\varphi}. \]

Hence, the relation \( S = J_{\varphi}\Delta_{\varphi}^{\frac{1}{2}} \) yields that
\[ J_{\varphi}(\pi_{\varphi}(r_I \circ r_J^*)\Omega_{\varphi}) = \sqrt{\frac{\omega_J}{\omega_I}}\pi_{\varphi}(r_I \circ r_J^*)\Omega_{\varphi}. \]

(iii) It follows from the part (i) of the proposition that for \( I, J \in \Lambda \),
\[ \Delta_{\varphi}^{u}(\pi_{\varphi}(r_I \circ r_J^*)\Omega_{\varphi}) = \left(\frac{\omega_J}{\omega_I}\right)^u\pi_{\varphi}(r_I \circ r_J^*)\Omega_{\varphi} \]
and consequently,
\[ (\Delta_{\varphi}^{u}\pi_{\varphi}(r_I \circ r_J^*)\Delta_{\varphi}^{-u})\Omega_{\varphi} = \left(\frac{\omega_J}{\omega_I}\right)^u\pi_{\varphi}(r_I \circ r_J^*)\Omega_{\varphi}. \]

Since by Tomita’s theorem, \( \Delta_{\varphi}^{u}\pi_{\varphi}(H^{\infty})\Delta_{\varphi}^{-u} = \pi_{\varphi}(H^{\infty}) \) for all \( t \in \mathbb{R} \) and since \( \Omega_{\varphi} \) is a separating vector for \( \pi_{\varphi}(H^{\infty}) \), it follows from the equation above that \( \Delta_{\varphi}^{u}\pi_{\varphi}(r_I \circ r_J^*)\Delta_{\varphi}^{-u} = \left(\frac{\omega_J}{\omega_I}\right)^u\pi_{\varphi}(r_I \circ r_J^*) \). Thus, \( \sigma_{t}^{\varphi}(r_I \circ r_J^*) = \left(\frac{\omega_J}{\omega_I}\right)^u r_I \circ r_J^*. \)

In the next proposition we show that \( H^{\infty} \), as a von Neumann algebra, is generated by \( \{r_i : i \in \Theta\} \).

**Proposition 12.** \( H^{\infty} \), as a von Neumann algebra, is generated by \( \{r_i : i \in \Theta\} \).

**Proof.** Let \( \mathcal{N} \) denote the von Neumann subalgebra of \( H^{\infty} \) generated by \( \{r_i : i \in \Theta\} \), that is, \( \mathcal{N} \) is the \( \sigma \)-weak closure of the (unital self-adjoint) subalgebra of \( H^{\infty} \) consisting of polynomials in \( r_i, r_i^* \) for all \( i \in \Theta \). An appeal to Proposition 11(iii) together with normality of \( \sigma_{t}^{\varphi} \) yields that \( \sigma_{t}^{\varphi}(\mathcal{N}) \subseteq \mathcal{N} \) for all \( t \in \mathbb{R} \). Hence, by [23, Proposition 2.6.6], there exists a \( \varphi \)-compatible conditional expectation \( E \) of \( H^{\infty} \) onto \( \mathcal{N} \). To prove the proposition, it suffices to show that \( E(x) = x \) for all \( x \in H^{\infty} \). Given \( x \in H^{\infty} \), to show that \( x - E(x) = 0 \), it suffices to verify that \( \langle (x - E(x))e_I, e_J \rangle = 0 \) for all \( I, J \in \Lambda \), or, equivalently, \( \langle (x - E(x))r_I \Omega, r_J \Omega \rangle = 0 \) for all \( I, J \in \Lambda \). Note that
\[ \omega_J\langle (x - E(x))r_I \Omega, r_J \Omega \rangle = \varphi\left((x - E(x)) \circ r_I \circ r_J^*\right) \quad \text{(by Corollary}$8$(iii)) \]
\[ = \varphi(x \circ r_I \circ r_J^*) - \varphi(E(x) \circ r_I \circ r_J^*) \]
\[ = \varphi(x \circ r_I \circ r_J^*) - \varphi(E(x \circ r_I \circ r_J^*)) \quad \text{(as \( E \) is \( \mathcal{N}-\mathcal{N} \)-bilinear)} \]
\[ = \varphi(x \circ r_I \circ r_J^*) - \varphi(x \circ r_I \circ r_J^*) \quad \text{(by \( \varphi \)-compatibility of \( E \))} \]
\[ = 0. \]

This completes the proof. \( \square \)

As an immediate consequence of the preceding proposition we obtain that:

**Corollary 13.** The set \( S := \{\pi_{\varphi}(r_I \circ r_J^*)\Omega_{\varphi} : I, J \in \Lambda\} \) is total in \( \mathcal{H}_{\varphi} \).
Lemma 14. The spectrum of $\Delta_\varphi$ equals the closure of $\{\frac{\omega_i}{\omega_J} : I, J \in \Lambda\}$.

Proof. The proof of the lemma follows from Proposition 11(i) and Corollary 13.

Remark 15. Let $O_{\text{dim} \mathcal{H}}$ denote the Cuntz algebra generated by $\{r_i : i \in \Theta\}$. Then from Proposition 12, we can realize the Poisson boundary $H^\infty$ as $O'_{\text{dim} \mathcal{H}}$. As a consequence of this fact, we observe the following:

1. Since $O_{\text{dim} \mathcal{H}}$ is nuclear, so $H^\infty$ is injective.

2. In the case when $\text{dim} \mathcal{H} < \infty$, the GNS representation of $O_{\text{dim} \mathcal{H}}$ with respect to a KMS state has been studied in [13] and also, the type of $O'_{\text{dim} \mathcal{H}}$ has been determined. Using those results we may obtain some identical results regarding the type classification of $H^\infty$ and we address this issue in Section 6 in details.

5. A Diffuse Masa in $H^\infty$

Consider the diagonal subalgebra $\mathcal{D}$ of $B(\mathcal{F}(\mathcal{H}))$, that is, $\mathcal{D}$ consists of all those elements $x \in B(\mathcal{F}(\mathcal{H}))$ such that $x$ is a diagonal operator with respect to the orthonormal basis $\mathcal{B}$ of $\mathcal{F}(\mathcal{H})$, that is, $\varphi(r_i^* \circ x \circ r_j) = 0$ for all $I, J \in \Lambda$ with $I \neq J$. Needless to say, $\mathcal{D}$ is a masa (maximal abelian subalgebra) in $B(\mathcal{F}(\mathcal{H}))$. Let $\mathcal{D}_\omega := \mathcal{D} \cap H^\infty$. It is evident that $\mathcal{D}_\omega$ is an abelian von Neumann subalgebra of $H^\infty$. This section is devoted to showing that $\mathcal{D}_\omega$ is diffuse and is a masa in $H^\infty$.

Recall that an abelian von Neumann subalgebra $A$ of a von Neumann algebra $M$ is a masa in $M$ if and only if $A' \cap M = A$. A subalgebra $A$ of a von Neumann algebra $M$ is said to be diffuse if it has no minimal projection.

We first show that:

Proposition 16. $\mathcal{D}_\omega$, as a von Neumann algebra, is generated by $\{r_I \circ r_I^* : I \in \Lambda\}$.

Proof. Given $I \in \Lambda$, a little thought should convince the reader that for any $K, L \in \Lambda$ with $K \neq L$,

$$\varphi(r_L^* \circ r_I \circ r_I^* \circ r_K) = \frac{\omega_K}{\omega_L} \varphi(r_I^* \circ r_K \circ r_L^* \circ r_I) = 0,$$

showing that $r_I \circ r_I^* \in \mathcal{D}_\omega$. The proof for the remaining part of the proposition is similar to that of Proposition 12 and is left to the reader.

Next we prove that:

Proposition 17. $\mathcal{D}_\omega$ is diffuse in $H^\infty$.

Proof. If possible let there be a non-zero minimal projection $q$ in $\mathcal{D}_\omega$. Note that as $q$ is a positive element of $B(\mathcal{F}(\mathcal{H}))$, $\varphi(r_I^* \circ q \circ r_I) \geq 0$ for all $I \in \Lambda$ and as $q$ is non-zero, we must have that $\varphi(q) > 0$. If for every positive integer $n$, there is exactly one sequence $I_n \in \Theta^n$ (of length $n$) such that $\varphi(r_{I_n}^* \circ q \circ r_{I_n}) > 0$, then one can easily see that

$$\varphi(r_{I_n}^* \circ q \circ r_{I_n}) = \frac{1}{\omega_{I_n}} \varphi(q)$$
which is an impossibility as the sequence \( \left\{ \frac{1}{n^2} \right\} \) diverges to infinity. Let \( m \) be the smallest positive integer such that there are at least two distinct sequences \( I, J \) in \( \Theta^m \) with \( \phi(r_I^* \circ q \circ r_I) > 0 \) and \( \phi(r_I^* \circ q \circ r_I) > 0 \). Clearly, \( q \circ r_I \circ r_I^* = \alpha q \) for some \( \alpha \in \mathbb{C} \) and hence, \( r_I^* \circ q \circ r_I = r_I^* \circ (q \circ r_I \circ r_I^*) \circ r_I = r_I^* \circ (\alpha q) \circ r_I = \alpha (r_I^* \circ q \circ r_I) \) and since \( r_I^* \circ q \circ r_I \) is non-zero element, it follows that \( \alpha = 1 \). On the other hand, it follows from \( q \circ r_I \circ r_I^* = \alpha q \) that
\[
\alpha(r_I^* \circ q \circ r_J) = r_J^* \circ q \circ r_I \circ r_I^* \circ r_J = 0,
\]
and as \( r_I^* \circ q \circ r_J \) is non-zero element, it follows that \( \alpha = 0 \) and thus, we arrive at a contradiction. This completes the proof. \( \blacksquare \)

We are now ready to prove the main result of this section.

**Theorem 18.** \( \mathcal{D}_\omega \) is a diffuse masa in \( H^\infty \).

**Proof.** We have already proved in Proposition 17 that \( \mathcal{D}_\omega \) is diffuse in \( H^\infty \). Thus, in order to complete the proof, it just remains to prove that \( \mathcal{D}_\omega \) is a masa in \( H^\infty \). Let \( x \in (\mathcal{D}_\omega)' \cap H^\infty \).

We need to show that \( x \in \mathcal{D}_\omega \), or, equivalently, \( \phi(r_I^* \circ x \circ r_J) = 0 \) for all \( I, J \in \Lambda \) with \( I \neq J \).

Observe that by virtue of Equation 2 it suffices to see that \( \phi(r_I^* \circ x \circ r_J) = 0 \) for all \( I, J \in \Lambda^* \) with \( I \neq J \).

**Case 1.** Assume first that neither \( I \) is of the form \( JK \) nor \( J \) is of the form \( IK \) for some \( K \in \Lambda \) and so, in this case, \( r_I^* \circ r_J = 0 \). As \( x \) commutes with every element of \( \mathcal{D}_\omega \), it follows that
\[
x \circ (r_I \circ r_I^* - r_J \circ r_J^*) = (r_I \circ r_I^* - r_J \circ r_J^*) \circ x,
\]
and consequently,
\[
r_I^* \circ x \circ (r_I \circ r_I^* - r_J \circ r_J^*) \circ r_J = r_I^* \circ (r_I \circ r_I^* - r_J \circ r_J^*) \circ x \circ r_J.
\]

As \( r_I^* \circ r_J = 0 \), one can easily see that the expression on the left of the equality sign in the preceding equation equals \( -r_I^* \circ x \circ r_J \) whereas the expression on the right of the equality sign in the preceding equation equals \( r_I^* \circ x \circ r_J \) and thus, we have that \( r_I^* \circ x \circ r_J = 0 \) and therefore, \( \phi(r_I^* \circ x \circ r_J) = 0 \).

**Case 2.** Now assume that either \( I \) is of the form \( JK \) or \( J \) is of the form \( IK \) for some \( K \in \Lambda^* \). Without loss of generality we may assume that \( J = IK \) for some \( K \in \Lambda^* \). As \( x \circ r_J \circ r_J^* = r_J \circ r_J^* \circ x \), we have that \( r_I^* \circ (x \circ r_J \circ r_J^*) \circ r_J = r_I^* \circ (r_J \circ r_J^* \circ x) \circ r_J \) from which it follows that \( r_I^* \circ x \circ r_J = r_I^* \circ r_J \circ r_J^* \circ x \circ r_J = r_K \circ r_J \circ x \circ r_J \) and consequently,
\[
\phi(r_I^* \circ x \circ r_J) = \phi(r_K \circ r_J^* \circ x \circ r_J) = \omega_K \phi(r_J^* \circ x \circ r_J \circ r_K) = \omega_K \phi(r_J^* \circ x \circ r_J K),
\]
that is,
\[
\phi(r_I^* \circ x \circ r_{IK}) = \omega_K \phi(r_{IK}^* \circ x \circ r_{IK K}).
\]

Repeated application of this shows that
\[
\phi(r_I^* \circ x \circ r_{IK}) = \omega_K \phi(r_{IK}^* \circ x \circ r_{IK K}) = \omega_K^2 \phi(r_{IK K}^* \circ x \circ r_{IK K K}) = \ldots = \omega_K^n \phi(r_{IK^n}^* \circ x \circ r_{IK^n K K K})
\]
for any \( n \geq 1 \) and hence, \( \phi(r_{IK^n}^* \circ x \circ r_{IK^n K K K}) = \omega_K^n \phi(r_{IK^n}^* \circ x \circ r_{IK K}). \) Since \( 0 < \omega_K < 1, \omega_K^n \uparrow \infty \) as \( n \to \infty \), and this forces that \( \phi(r_I^* \circ x \circ r_{IK}) = 0 \). This completes the proof. \( \blacksquare \)
6. Centraliser and type decomposition

In this section we discuss the centralizer of $H^\infty$ and its factoriality. The main result of this section is Theorem 21 which shows that $H^\infty$ is a type $\text{III}$ factor for any choice of the sequence $\omega$. If $\mathcal{H}$ is finite-dimensional, then we completely classify $H^\infty$ in terms of its Connes’ $S$ invariant.

Recall that (see [22, Section 10.27], [23, Definition 2.5.13]) the centralizer of a faithful normal state $\theta$ on $H^\infty$, denoted $H^\infty_\theta$, is the von Neumann subalgebra of $H^\infty$ defined by

$$H^\infty_\theta = \{ x \in H^\infty : \sigma^t_\theta (x) = x, \text{ for all } t \in \mathbb{R} \}.$$ 

It is a fact (see [22, Section 10.27], [23, Corollary 2.5.14]) that

$$H^\infty_\theta = \{ x \in H^\infty : \theta(x \circ y) = \theta(y \circ x) \text{ for all } y \in H^\infty \}.$$ 

Also, let the center of the centralizer be denoted by $Z(H^\infty_\theta)$.

Recall that (Proposition 7) the vacuum state $\varphi(\cdot) = \langle \cdot \rangle \Omega, \Omega \rangle$ on $H^\infty$, is a faithful normal state on $H^\infty$. It is immediate from Proposition 10(iii) that $r_1 \circ r_1^* \in H^\infty_\varphi$ for all $I \in \Lambda$ and hence, it follows by an appeal to Proposition 10 that $D_\omega \subseteq H^\infty_\varphi$ and consequently, $Z(H^\infty_\varphi) \subseteq D_\omega$.

Let us briefly recall Connes’ classification of type $\text{III}$ factors. Connes in [3] defined the $S$ invariant of a factor $M$, denoted $S(M)$, to be the intersection over all faithful normal and semifinite weights $\theta$ of the spectra of the modular operators $\Delta_\theta$, that is,

$$S(M) = \cap \{ \text{ spectrum of } \Delta_\theta : \theta \text{ is a faithful normal semifinite weight on } M \}.$$ 

$M$ is a type $\text{III}$ factor if an only if $0 \in S(M)$; in that case, Connes’ $\text{III}_\lambda$ classification, $\lambda \in [0, 1]$, in terms of its $S$ invariant is as follows:

$$S(M) = \begin{cases} 
\{ \lambda^n : n \in \mathbb{Z} \} \cup \{ 0 \}, & \text{ iff } M \text{ is type } \text{III}_\lambda, \quad \lambda \in (0, 1) \\
[0, \infty), & \text{ iff } M \text{ is type } \text{III}_1 \\
\{ 0, 1 \} & \text{ iff } M \text{ is type } \text{III}_0.
\end{cases}$$

Let $\Gamma(M) = \mathbb{R}_+^* \cap S(M)$ where $\mathbb{R}_+^*$ is the multiplicative group of positive real numbers. Then $\Gamma(M)$ is a closed subgroup of $\mathbb{R}_+^*$. It is known that a non-trivial closed subgroup of $\mathbb{R}_+^*$ is cyclic, i.e, of the form $\{ \lambda^n : n \in \mathbb{Z} \}$ for some $0 < \lambda < 1$. Thus, a type $\text{III}$ factor $M$ is of type

(i) $\text{III}_0$ if $\Gamma(M) = \{ 1 \}$;
(ii) $\text{III}_\lambda$ if $\Gamma(M) = \{ \lambda^n : n \in \mathbb{Z} \}$ (for $\lambda \in (0, 1)$);
(iii) $\text{III}_1$ if $\Gamma(M) = \{ 0, \infty \}$.

The remaining of this section is dedicated to showing that $H^\infty$ is a factor of type $\text{III}$ for any choice of the sequence $\omega$ and then completely classify $H^\infty$, in the case when $\mathcal{H}$ is finite-dimensional, in terms of its Connes’ $S$ invariant. It is well-known that if for some faithful normal state $\theta$ on $H^\infty$, the centralizer $H^\infty_\theta$ turns out to be a factor, then $\Gamma(H^\infty_\theta) = \mathbb{R}_+^* \cap (\text{ spectrum of } \Delta_\theta)$ (see, for instance, [23, Proposition 3.4.7]). We next show that in the case when $\mathcal{H}$ is finite-dimensional, $H^\infty_\varphi$ is indeed a factor and then appeal to the aforementioned result to classify $H^\infty$ in this case.

Assume that $\mathcal{H}$ is finite-dimensional, say, $\dim \mathcal{H} = n \geq 1$. We proceed to prove that $H^\infty_\varphi$ is a factor. The strategy of the proof is similar to that of [9, Lemma 4.4]. But we use the information of the centralizer and thus our proof becomes straightforward.
Consider the following endomorphism $\alpha$ on $H^\infty$ defined by

$$\alpha(x) = \sum_{i=1}^{n} r_i \circ x \circ r_i^*$$

$x \in H^\infty$.

Consider $O_n$, the Cuntz algebra generated by $\{r_i : 1 \leq i \leq n\}$. Then note that $\alpha$ can be regarded as an endomorphism of $O_n$.

Now consider the unitary $u = \sum_{i,j=1}^{n} r_i \circ r_j \circ r_i^* \circ r_j^*$ and for $k \geq 1$, define $u_k = v \circ \alpha(v) \circ \alpha^2(v) \circ \cdots \circ \alpha^{k-1}(v)$. Observe that $u_k$ is a unitary in $H^\infty_\varphi$ for all $k \in \mathbb{N}$. We recall the following result from [6, §2].

**Lemma 19.** Assume $\dim \mathcal{H} < \infty$, let $I \in \Lambda$ and consider $R = r_I \circ r_I^*$. Then

$$\alpha(R) = |||.|| - \lim_{n \to \infty} u_n \circ R \circ u_n^*.$$

We are now ready to prove that $H^\infty_\varphi$ is a factor.

**Proposition 20.** With notations as above, $H^\infty_\varphi$ is a factor.

**Proof.** Let $x \in \mathcal{Z}(H^\infty_\varphi)$. It follows, by virtue of Proposition [16] that there is a net $(x_i)$ in span$\{r_I \circ r_I^* : I \in \Lambda\}$ such that $\pi_\varphi(x_i) \to \pi_\varphi(x)$ in SOT. Let $y \in \pi_\varphi(H^\infty)'$, then note that

$$\pi_\varphi(\alpha(x) - x) y \Omega_\varphi = \pi_\varphi(\alpha(x) - \alpha(x_i)) y \Omega_\varphi + \pi_\varphi(\alpha(x_i) - u_k \circ x_i \circ u_k^*) y \Omega_\varphi$$

and hence,

$$\pi_\varphi(\alpha(x) - x) y \Omega_\varphi \leq \pi_\varphi(\alpha(x) - \alpha(x_i)) y \Omega_\varphi + \pi_\varphi(\alpha(x_i) - u_k \circ x_i \circ u_k^*) y \Omega_\varphi$$

As $\pi_\varphi(x_i) \to \pi_\varphi(x)$ in SOT, it follows that $\pi_\varphi(\alpha(x)) \to \pi_\varphi(\alpha(x))$ in SOT and hence,

$$\pi_\varphi(\alpha(x) - \alpha(x_i)) y \Omega_\varphi \to 0.$$

Now we obtain the following estimate of the term

$$\pi_\varphi(u_k \circ x_i \circ u_k^* - x) y \Omega_\varphi$$

and as $\pi_\varphi(x_i) \to \pi_\varphi(x)$ in SOT, it follows that $\lim_i \pi_\varphi(u_k \circ x_i \circ u_k^* - x) y \Omega_\varphi = 0$. Thus, given $\epsilon > 0$, there is an index $i_0$ such that

$$\pi_\varphi(\alpha(x) - \alpha(x_{i_0})) y \Omega_\varphi < \frac{\epsilon}{3}, \text{ and } \pi_\varphi(u_k \circ x_{i_0} \circ u_k^* - x) y \Omega_\varphi < \frac{\epsilon}{3}.$$

Finally, an appeal to Lemma [19] immediately yields that

$$\pi_\varphi(\alpha(x_{i_0}) - u_k \circ x_{i_0} \circ u_k^*) y \Omega_\varphi \leq \pi_\varphi(\alpha(x_{i_0}) - u_k \circ x_{i_0} \circ u_k^*) y \Omega_\varphi \to 0 \text{ as } k \to \infty.$$

Thus, there is a positive integer $k_0$ such that

$$\pi_\varphi(\alpha(x_{i_0}) - u_{k_0} \circ x_{i_0} \circ u_{k_0}^*) y \Omega_\varphi < \frac{\epsilon}{3}.$$
Consequently,
\[
\left\| \pi_{\varphi}(\alpha(x) - x) y_{\Omega_\varphi} \right\| \leq \left\| \pi_{\varphi}(\alpha(x) - \alpha(x_{i_0})) y_{\Omega_\varphi} \right\| + \left\| \pi_{\varphi}(\alpha(x_{i_0}) - u_{k_0} x_{i_0} u_{k_0}^*) y_{\Omega_\varphi} \right\| \\
+ \left\| \pi_{\varphi}(u_{k_0} x_{i_0} u_{k_0}^* - x) y_{\Omega_\varphi} \right\| \\
< \frac{\epsilon}{3} + \frac{\epsilon}{3} + \frac{\epsilon}{3} = \epsilon.
\]

As \( \epsilon > 0 \) is arbitrary, it follows that
\[
\pi_{\varphi}(\alpha(x) - x) y_{\Omega_\varphi} = 0.
\]

Since the space \( \pi_{\varphi}(H^\infty)'\Omega_\varphi \) is dense in \( \mathcal{H}_\varphi \), it follows that \( \alpha(x) = x \). This implies that \( r_i^* x r_i = x \) for all \( i = 1, 2, \ldots, n \) and from this one can easily deduce that \( x \) is scalar multiple of the identity element. This completes the proof.

We are now ready to state and prove the main result of this section.

**Theorem 21.** With notations as above, \( H^\infty \) is a factor of type III. Further, if \( \mathcal{H} \) is finite-dimensional and if \( G \) is the closed subgroup of \( \mathbb{R}^*_+ \) generated by \( \{\omega_1, \omega_2, \ldots, \omega_{\dim \mathcal{H}}\} \), then

\[
H^\infty \text{ is } \begin{cases} 
\text{type III}_\lambda, & \text{iff } G = \{\lambda^n : n \in \mathbb{Z}\}, 0 < \lambda < 1, \text{ and } \\
\text{type III}_1, & \text{iff } G = \mathbb{R}^*_+.
\end{cases}
\]

In particular, if \( \mathcal{H} \) is finite-dimensional and \( \omega \) is the constant sequence \( \frac{1}{\dim \mathcal{H}} \), then \( H^\infty \) is a factor of type \( III_{\frac{1}{\dim \mathcal{H}}} \).

**Proof.** If possible let \( H^\infty \) be a semifinite factor. Then it follows from [22, Theorem 10.29] that there exists a group \( \{u_t\}_{t \in \mathbb{R}} \) of unitary operators in \( H^\infty \) such that \( \sigma^t_\varphi(x) = u_t x u_t^* \) for all \( x \in H^\infty \) and \( t \in \mathbb{R} \). Clearly, \( u_t \in \mathcal{Z}(H^\infty) \) for all \( t \in \mathbb{R} \). For all \( I \in \Lambda \) and \( t \in \mathbb{R} \), we have \( u_I x u_I^* = \sigma^t_\varphi(r_I) = \omega_I^{it} r_I \) and hence,

\[
r_j^* u_t r_I = r_j^* u_I x u_I^* u_t = \omega_j^{it} r_j^* r_I = \omega_I^{it} u_t.
\]

In particular, for any \( j \in \Theta \), \( r_j^* u_t r_I = r_j^* u_I x u_I^* u_t = \omega_j^{it} u_t \) for all \( t \in \mathbb{R} \). Since, for any \( t \in \mathbb{R} \), \( u_t = P_{\omega}(u_t) = \sum_{j \in \Theta} \omega_j r_j^* u_I r_I \), the normality of \( \varphi \) yields that

\[
\varphi(u_t) = \sum_{j \in \Theta} \omega_j \varphi(r_j^* u_I r_I) = \left( \sum_{j \in \Theta} \omega_j^{it+1} \right) \varphi(u_I).
\]

We assert that there is a non-zero \( t \in \mathbb{R} \) such that \( \sum_{j \in \Theta} \omega_j^{it+1} \neq 1 \). To see this fix \( k \in \Theta \) and set \( t = \frac{1}{\log \omega_k} \). Then clearly \( t \neq 0 \) as \( 0 < \omega_k < 1 \). If \( \sum_{j \in \Theta} \omega_j^{it+1} = 1 \), then \( \sum_{j \in \Theta} \omega_j^{it+1} = \sum_{j \in \Theta} \omega_j = 1 \) would imply that \( \sum_{j \in \Theta} \omega_j (1 - \omega_j^{it}) = 0 \). Hence,

\[
0 = \text{Re}(\sum_{j \in \Theta} \omega_j (1 - \omega_j^{it})) = \sum_{j \in \Theta} \omega_j (1 - \cos(t \log \omega_j)) = \sum_{j \in \Theta} \omega_j \left(1 - \cos\left(\log \omega_j \log \omega_k \right)\right).
\]

As \( 1 - \cos\left(\log \omega_j \log \omega_k \right) \geq 0 \) for all \( j \) and for \( j = k \), \( 1 - \cos\left(\log \omega_k \log \omega_k \right) = 1 - \cos(1) > 0 \), it must happen that \( \text{Re}(\sum_{j \in \Theta} \omega_j (1 - \omega_j^{it})) > 0 \), a contradiction and thus our assertion is established. Choose a non-zero real number \( t_0 \) such that \( \sum_{j \in \Theta} \omega_j^{it_0+1} \neq 1 \). It then follows from Equation (6) that \( \varphi(u_{t_0}) = 0 \). Consequently, for any \( I \in \Lambda \),

\[
\langle u_{t_0} r_I \Omega, r_I \Omega \rangle = \varphi(r_I^* u_{t_0} r_I) = \omega_I^{it_0} \varphi(u_{t_0}) = 0.
\]
As \( u_0 \in Z(H^\infty_\varphi) \subset D_\omega \), we obtain that \( u_0 = 0 \), leading to a contradiction.

For the later part, let \( \mathcal{H} \) be finite-dimensional, say, \( \dim \mathcal{H} = n > 1 \). We have already proved in Proposition 21 that \( H^\infty_\varphi \) is a factor and hence, an appeal to [23 Proposition 3.4.(b)] immediately yields that \( \mathcal{S}(H^\infty_\varphi) = \text{spectrum of} \Delta_\varphi \) which, by virtue of Proposition 11(i), equals the closure of \( \{ \tilde{\omega}_{ij} : I, J \in \Lambda \} \). The desired result now follows at once from the discussion on Connes’ S invariant for a type III factor at the beginning of this section.

Remark 22. In the case when \( \dim \mathcal{H} < \infty \), we recall from [13] the study of the GNS representation of \( \mathcal{O}_{\dim \mathcal{H}}' \) with respect to a KMS state \( \varphi_\omega \) where \( \omega = (\tilde{\omega}_1, \tilde{\omega}_2, \cdots, \tilde{\omega}_{\dim \mathcal{H}}) \) is a \( n \)-tuple of positive numbers and \( \beta \) is the positive number determined by \( \sum_{\ell=1}^{\dim \mathcal{H}} e^{-\beta \omega_\ell} = 1 \). For detailed description of \( \varphi_\omega \), we refer to [13] and [7]. The corresponding modular automorphism group is given by \( \sigma_t^{\varphi_\omega}(r_j) = e^{-i\beta \omega_j} r_j \) for \( j = 1, 2, \cdots, \dim \mathcal{H} \). Izumi obtained the following classification results (see [13] Theorem 4.7):

(i) If \( \frac{\tilde{\omega}_{ij}}{\omega_{ij}} \notin \mathbb{Q} \) for some \( i, j \), then \( O_{\dim \mathcal{H}}'' \) is a type III_1 factor.

(ii) If \( \frac{\tilde{\omega}_{ij}}{\omega_{ij}} \in \mathbb{Q} \) for all \( i, j \), then \( O_{\dim \mathcal{H}}'' \) is a type III_\lambda factor for some \( \lambda \in (0, 1) \).

On the other hand we proved that (see Proposition 7) the vacuum state \( \varphi(\cdot) = (\cdot)\Omega, \Omega \) is faithful and normal on \( H^\infty_\varphi \). The modular automorphisms associated to \( \varphi \) is given by \( \sigma_t^{\varphi}(r_j) = \omega_j^t r_j \) for \( t \in \mathbb{R} \) and \( j = 1, 2, \cdots, \dim \mathcal{H} \). Thus, by setting \( \tilde{\omega}_i = -\frac{1}{\beta} \log(\omega_i) \) for \( i = 1, 2, \cdots, \dim \mathcal{H} \), we obtain, by an appeal to the aforementioned theorem of Izumi [13] Theorem 4.7], the following classification for \( H^\infty_\varphi \):

(i) If \( \frac{\log(\omega_i)}{\log(\omega_j)} \notin \mathbb{Q} \) for some \( i, j \), then \( H^\infty_\varphi \) is a type III_1 factor.

(ii) If \( \frac{\log(\omega_i)}{\log(\omega_j)} \in \mathbb{Q} \) for all \( i, j \), then \( H^\infty_\varphi \) is a type III_\lambda factor for some \( \lambda \in (0, 1) \).

Note that from the perspective of the theory of non-commutative Poisson boundary, it is natural to consider the vacuum state \( \varphi \) and study the corresponding GNS representation and find the relationship between the types of \( H^\infty_\varphi \) and the weight \( \omega = \{ \omega_1, \omega_2, \cdots, \omega_{\dim \mathcal{H}} \} \) associated with the Markov operator \( P_\omega \). We also point out that our study of the GNS representation of the Cuntz algebra \( O_{\dim \mathcal{H}}' \) (generated by \( \{ r_i : 1 \leq i \leq \dim \mathcal{H} \} \)) with respect to the vacuum state \( \varphi \) and subsequently, Connes’ classification of the von Neumann algebra \( O_{\dim \mathcal{H}}'' \) follows a fairly standard path and thus seems quite natural. Further, in our context we also provide additional informations of the type of \( H^\infty_\varphi \) immediately after this remark.

We conclude this section by showing that in the case when \( \mathcal{H} \) is finite-dimensional, if \( H^\infty_\varphi \) is of type III_\lambda for some rational \( \lambda \in (0, 1) \), then \( \lambda \) must belong to the set \( \{ \frac{1}{k} : k \in \mathbb{N} \} \). For the rest of the section, \( \mathcal{H} \) denotes a finite-dimensional Hilbert space, say, \( \dim \mathcal{H} = n > 1 \) and \( \omega = \{ \omega_1, \cdots, \omega_n \} \) so that \( \Theta = \{ 1, 2, \cdots, n \} \). In order to prove the result, we need the following lemma.

Lemma 23. Fix \( 0 < \lambda < 1 \). Then the following are equivalent:

(1) There exist \( \{ k_i : i \in \Theta \} \subseteq \mathbb{N} \) with \( \gcd\{ k_i : i \in \Theta \} = 1 \) and \( \sum_{i \in \Theta} \lambda^{k_i} = 1 \).

(2) There exist \( \{ c_i \in (0, 1) : i \in \Theta \} \) and \( \sum_{i \in \Theta} c_i = 1 \) such that \( \{ \lambda^k : k \in \mathbb{Z} \} = \{ \alpha_{ij} : I, J \in \Lambda \} \) where \( c() = 1 \) and \( c_I = c_{i_1} \cdots c_{i_m} \) for \( I = i_1 \cdots i_m \in \Lambda^* \).
Proof. (1) ⇒ (2): For \( i \in \Theta \), set \( c_i := \lambda^{k_i} \). Since \( \gcd\{k_i : i \in \Theta\} = 1 \), there exist integers \( \{n_i : i \in \Theta\} \) such that \( \prod_{i \in \Theta} n_i k_i = 1 \). Hence,
\[
\lambda = \lambda^{\left( \sum_{i \in \Theta} n_i k_i \right)} = \prod_{i \in \Theta} (\lambda^{k_i})^{n_i} = \prod_{i \in \Theta} c_i^{n_i}.
\]
Consequently, \( \lambda \in \{\omega_j : I, J \in \Lambda\} \) and thus, it follows that \( \{\omega_j : I, J \in \Lambda\} = \{\lambda^k : k \in \mathbb{Z}\} \).

(2) ⇒ (1): Since for \( i \in \Theta \), \( c_i \in \{\omega_j : I, J \in \Lambda\} = \{\lambda^k : k \in \mathbb{Z}\} \), we have \( c_i = \lambda^{k_i} \) for some \( k_i \in \mathbb{Z} \). As \( 0 < c_i < 1 \), \( k_i \in \mathbb{N} \). Note that if \( \gcd\{k_i : i \in \Theta\} > 1 \), then \( \lambda \notin \{\omega_j : I, J \in \Lambda\} \), leading to a contradiction. Thus, \( \gcd\{k_i : i \in \Theta\} = 1 \)

As an immediate consequence of the preceding lemma we obtain that:

**Corollary 24.** If \( H^\infty \) is of type \( III_\lambda \) for some real number \( \lambda \in (0, 1) \), then \( \lambda \) is algebraic. Moreover, if \( \lambda \) is rational, then \( \lambda = \frac{1}{k} \) for some natural number \( k \) > 1.

**Proof.** If \( H^\infty \) is of type \( III_\lambda \) for some real \( \lambda \in (0, 1) \), it follows from Theorem 21 that, \( \{\omega_j : I, J \in \Lambda\} = \{\lambda^k : k \in \mathbb{Z}\} \) and then an appeal to Lemma 23 shows that there exist positive integers \( \{k_i : i \in \Theta\} \) satisfying \( \sum_{i \in \Theta} \lambda^{k_i} = 1 \) and \( \gcd\{k_i : i \in \Theta\} = 1 \). In particular, \( \lambda \) is algebraic. If \( \lambda \) is rational, say, \( \lambda = \frac{p}{q} \) where \( p, q \in \mathbb{N} \) and \( \gcd(p, q) = 1 \), then \( \left(\frac{p}{q}\right)^{k_1} + \left(\frac{p}{q}\right)^{k_2} + \cdots + \left(\frac{p}{q}\right)^{k_n} = q^k \) where \( k = k_1 + k_2 + \cdots + k_n \).
If \( p > 1 \), the left hand side is divisible by \( p \) whereas the right hand side is not divisible by \( p \) which is a contradiction and hence, \( p = 1 \).

**Remark 25.** Continuing with the setting of Theorem 21, we will discuss more concretely regarding the possible types of \( H^\infty \).

1. Let \( \dim \mathcal{H} = 2 \) and let \( \omega_1 = \frac{1}{3}, \omega_2 = \frac{2}{3} \). A little thought should convince the reader that, in this case, the group \( \mathbb{G} \) generated by \( \{\frac{1}{3}, \frac{2}{3}\} \) is \( \mathbb{R}_+^* \) and hence, in this case, \( H^\infty \) is of type \( III_1 \).

2. It is also possible that \( H^\infty \) is a factor of type \( III_\lambda \) for some irrational \( \lambda \in (0, 1) \). Let us produce such an example. Note that the equation \( x^2 + x - 1 = 0 \) has an irrational solution in \((0, 1)\), say, \( \lambda \). If we let \( \dim \mathcal{H} = 2 \) and \( \omega_1 = \lambda, \omega_2 = 1 - \lambda \), then the subgroup \( \mathbb{G} \) generated by \( \{\lambda, 1 - \lambda(= \lambda^2)\} \) is clearly \( \{\lambda^n : n \in \mathbb{Z}\} \) so that in this case \( H^\infty \) is of type \( III_\lambda \).

3. \( H^\infty \) can never be of type \( III_0 \) in the case when \( \mathcal{H} \) is finite-dimensional.

7. Automorphism Induced by Second Quantisation

In this section we deal with Question 1 stated in the introduction preceding the statement of Theorem C. We answer Question 1 in the affirmative in the case when \( \mathcal{H} \) is finite-dimensional with \( \dim \mathcal{H} > 1 \), and \( \omega \) is the constant sequence \( \frac{1}{\dim \mathcal{H}} \).

Given a unitary \( U \) on \( \mathcal{H} \), recall from Section 3 the corresponding second quantization \( \Gamma_U \) on \( \mathcal{F}(\mathcal{H}) \) and the associated automorphism \( \tilde{\Gamma}_U \) of \( B(\mathcal{F}(\mathcal{H})) \). First note that \( \tilde{\Gamma}_U \) does not necessarily leave \( H^\infty \) invariant and moreover, since the multiplication in the von Neumann algebra \( H^\infty \) is different from that of \( B(\mathcal{F}(\mathcal{H})) \), possibly one should not expect that the restriction of \( \tilde{\Gamma}_U \) to
would induce an automorphism of $H^\infty$. To see this, let us consider the following simple example. Let $\omega = (\omega_i)_{i \in \Theta}$ denote a sequence of positive real numbers such that $\sum_{i \in \Theta} \omega_i = 1$ and not all the $\omega_i$'s are equal. Let $i_0, j_0 \in \Theta$, $i_0 \neq j_0$, be such that $\omega_{i_0} \neq \omega_{j_0}$. Consider the unitary $U$ on $\mathcal{H}$ defined as follows:

$$U(e_{i_0}) = e_{j_0}, \quad U(e_{j_0}) = e_{i_0} \quad \text{and} \quad U(e_t) = e_t, \quad \text{for all} \ t \in \Theta \setminus \{i_0, j_0\}.$$  

It follows from Proposition 3(iv) that $r_{i_0} \circ r^*_{j_0} = r_{i_0}r^*_{j_0} + \omega_{i_0} \Omega r^*_{j_0} l_{i_0}$ and hence, an appeal to Equation (3) shows that

$$\widetilde{\Gamma}_U(r_{i_0} \circ r^*_{j_0}) = \widetilde{\Gamma}_U(r_{i_0}r^*_{j_0} + \omega_{i_0} \Omega r^*_{j_0} l_{i_0}) = r_{j_0}r^*_{i_0} + \omega_{j_0} \Omega r^*_{j_0} l_{j_0}.$$ 

On the other hand,

$$\widetilde{\Gamma}_U(r_{i_0}) \circ \widetilde{\Gamma}_U(r_{j_0}) = r_{j_0} \circ r^*_{i_0} = r_{j_0}r^*_{i_0} + \omega_{j_0} \Omega r^*_{j_0} l_{j_0}.$$ 

Since $\omega_{i_0} \neq \omega_{j_0}$, it is clear that $\widetilde{\Gamma}_U(r_{i_0} \circ r^*_{j_0}) \neq \widetilde{\Gamma}_U(r_{i_0}) \circ \widetilde{\Gamma}_U(r_{j_0})$. This example shows that if $\omega = (\omega_i)$ is not a constant sequence, then it is possible to construct a unitary $U$ on $\mathcal{H}$ such that $\widetilde{\Gamma}_U$ fails to induce an automorphism of $H^\infty$. Thus arises the following natural question:

What happens in the case when $\mathcal{H}$ is finite-dimensional with $\dim \mathcal{H} = n > 1$ and $\omega$ is the constant sequence $\frac{1}{n}$, that is, $\omega_1 = \omega_2 = \cdots = \omega_n = \frac{1}{n}$?

The main result of this section, namely, Theorem 28, answers the above question in the affirmative by proving that if $\mathcal{H}$ is finite-dimensional with $\dim \mathcal{H} > 1$ and $\omega$ is the constant sequence $\frac{1}{\dim \mathcal{H}}$, then the restriction of $\widetilde{\Gamma}_U$ to $H^\infty$ is indeed an automorphism of $H^\infty$. We are grateful to the anonymous referee(s) for pointing out to us a simple proof of the result.

Throughout the rest of this section, $\mathcal{H}$ denotes an $n$-dimensional Hilbert space, $n > 1$, with the orthonormal basis $\{e_1, e_2, \ldots, e_n\}$ and $\omega_1 = \omega_2 = \cdots = \omega_n = \frac{1}{n}$.

Given a unitary $U$ on $\mathcal{H}$, set $f_i = U(e_i), 1 \leq i \leq n$, and consider the Markov operator $P'_\omega$ on $B(\mathcal{F}(\mathcal{H}))$ defined by

$$P'_\omega(x) = \frac{1}{n} \sum_{i=1}^{n} l^*_f x l_{f_i}, x \in B(\mathcal{F}(\mathcal{H}))$$

and let $\widetilde{H}^\infty_n$ denote the Poisson boundary associated with $(B(\mathcal{F}(\mathcal{H})), P'_\omega)$. It follows from the discussion in Section 3 preceding Proposition 5 that $H^\infty_n \ni x \mapsto \widetilde{\Gamma}_U(x) \in \widetilde{H}^\infty_n$ is an isomorphism of von Neumann algebras. We now aim to show that $H^\infty_n = \widetilde{H}^\infty_n$. Let $\circ'$ denote the multiplication of $\widetilde{H}^\infty_n$. For each $i, 1 \leq i \leq n$, express $f_i = \sum_{j=1}^{n} u_{ij} e_j$. Then $(u_{ij})$ is a unitary matrix, and hence, $\sum_{k=1}^{n} u_{kj} u_{kj} = \delta_{ij}$. Then, given any $x \in B(\mathcal{F}(\mathcal{H}))$, we see that

$$P'_\omega(x) = \frac{1}{n} \sum_{i=1}^{n} l^*_f x l_{f_i} = \frac{1}{n} \sum_{i=1}^{n} \left( \sum_{j,k=1}^{n} u_{ij} u_{kj} l^*_{e_j} x l_{e_k} \right) = \frac{1}{n} \sum_{j=1}^{n} l^*_{e_j} x l_{e_j} = P_\omega(x).$$

It now follows immediately by an appeal to Equation (3) that $(H^\infty_n, \circ) = (\widetilde{H}^\infty_n, \circ')$. We have thus shown that:

**Corollary 26.** With notations as above, $\widetilde{\Gamma}_U|_{H^\infty_n}$ is an automorphism of $H^\infty_n$.

**Remark 27.** Let $\mathcal{C}$ denote the set $\{r_\xi : \xi \in \mathcal{H}\}$. We define an automorphism of $H^\infty_n$ to be $\mathcal{C}$-preserving if it maps the set $\mathcal{C}$ onto itself. Let $\mathcal{G}$ denote the subgroup of $\text{Aut}(H^\infty_n)$, the automorphism group of $H^\infty_n$, consisting of all $\mathcal{C}$-preserving automorphisms. Also let $U(\mathcal{H})$
denote the unitary group of $H$. It follows from Corollary 26 that for any $U \in \mathcal{U}(H)$, $\tilde{\Gamma}_U|_{H^\infty_n}$ is an element of $G$. We assert that the map

$$\mathcal{U}(H) \ni U \mapsto \tilde{\Gamma}_U|_{H^\infty_n} \in G$$

establishes an isomorphism of groups. One can easily see that this is an injective group homomorphism. We now prove surjectivity of the map. Let $\Psi \in G$. Since $\Psi$ is $C$-preserving, for each $\xi \in H$, there exists unique $\eta \in H$ such that $\Psi(r_\xi) = r_\eta$. This allows us to define a linear map $U : H \to H$ as follows: For $\xi \in H$, define $U(\xi)$ to be the element of $H$ such that $r_U(\xi) = \Psi(r_\xi)$. To show that $U \in \mathcal{U}(H)$, it suffices to see that $\{U(e_i) : 1 \leq i \leq n\}$ is an orthonormal basis of $H$ where, recall that, $\{e_i : 1 \leq i \leq n\}$ is an orthonormal basis of $H$. As $\Psi(r_{e_i}) = r_{U(e_i)}$, $1 \leq i \leq n$, we have that

$$\langle U(e_i), U(e_j) \rangle = \langle r_{U(e_i)}\Omega, r_{U(e_j)}\Omega \rangle = \langle \Psi(r_{e_i})\Omega, \Psi(r_{e_j})\Omega \rangle = \delta_{i,j}.$$ 

Hence, $U \in \mathcal{U}(H)$ and we conclude that $\Psi = \tilde{\Gamma}_U|_{H^\infty_n}$. Thus, $\mathcal{U}(H)$ and $G$ are isomorphic as groups, proving the assertion.

Summarizing the foregoing discussions, we have the following theorem.

**Theorem 28.** Let $H$ be finite-dimensional with $\dim H > 1$, and let $\omega$ be the constant sequence $\frac{1}{\dim H}$. For each unitary $U$ on $H$, $\tilde{\Gamma}_U|_{H^\infty_{\dim H}}$ is the unique automorphism of $H^\infty_{\dim H}$ that takes $r_\xi$ to $r_{U\xi}$ for $\xi \in H$. Further, the mapping

$$\mathcal{U}(H) \ni U \mapsto \tilde{\Gamma}_U|_{H^\infty_{\dim H}} \in \mathrm{Aut}(H^\infty_{\dim H})$$

of the unitary group $\mathcal{U}(H)$ of $H$ to $\mathrm{Aut}(H^\infty_{\dim H})$, the automorphism group of $H^\infty_{\dim H}$, is an injective group homomorphism.

**Acknowledgements.** The authors are grateful to the anonymous referee(s) for an extremely careful reading of an earlier version of the manuscript and several insightful comments and suggestions, in particular, for making us aware of the study of the KMS states on the Cuntz algebra $\mathcal{O}_n$ ($n \in \mathbb{N}$) and their GNS representations, especially, for pointing out the references [7] and [13], which has helped in substantial improvement of the presentation. The first author thanks J C Bose Fellowship of SERB (India) for financial support. P. Bikram acknowledges the support of the grant CEFIPRA-6101-1 and the fourth author is supported by the NBHM (India) post-doctoral fellowship.

**References**

[1] W. Arveson, *Notes on Non-commutative Poisson boundaries*. https://math.berkeley.edu/~arveson/Dvi/290F04/22Sept.pdf
[2] P. Bikram and K. Mukherjee, *E$_0$-semigroups of free Araki-Woods factors*. Internat. J. Math., 28 (2017), no. 10, 1750075, 10 pp.
[3] P. Bikram, R. Kumar and K. Mukherjee, *Mixed q-deformed Araki-Woods von Neumann algebras*, preprint, (2020).
[4] M. D. Choi and E. G. Effros, *Injectivity and operator spaces*. J. Functional Analysis 24 (1977), no. 2, 156–209.
[5] A. Connes, *Une classification des facteurs de type III*, Ann. Scient. Éc. Norm. Sup., 6 (1973), 133–252.
[6] S. Doplicher, J.E. Roberts, *Duals of Lie groups realized in the Cuntz algebras and their actions on C$^*$-algebras*. J. Funct. Anal. 74, 96–120 (1987).
[7] D. E. Evans, *On $O_n$*. Publ. Res. Inst. Math. Sci. 16 (1980), no. 3, 915–927.
[8] C. Houdayer and É. Ricard, *Approximation properties and absence of Cartan subalgebra for free Araki-Woods factors*. Adv. Math. 228 (2011), no. 2, 764–802.
[9] M. Izumi, *Subalgebras of infinite C∗-algebras with finite Watatani indices. I. Cuntz algebras*. Comm. Math. Phys. 155 (1993), no. 1, 157–182.

[10] M. Izumi, *Non-commutative Poisson boundaries and compact quantum group actions*. Adv. Math. 169 (2002), no. 1, 1–57.

[11] M. Izumi, *Non-commutative Poisson boundaries*. Discrete geometric analysis, 69–81, Contemp. Math., 347, Amer. Math. Soc., Providence, RI, 2004.

[12] M. Izumi, *E0-semigroups: around and beyond Arveson’s work*. J. Operator Theory 68 (2012), no. 2, 335–363.

[13] M. Izumi, *Subalgebras of infinite C∗-algebras with finite Watatani indices. I. Cuntz algebras*. Comm. Math. Phys. 155 (1993), no. 1, 157–182.

[14] M. Izumi, S. Neshveyev and L. Tuset, *Poisson boundary of the dual of SUq(n)*. Comm. Math. Phys. 262 (2006), no. 2, 505–531.

[15] W. Jaworski and M. Neufang, *The Choquet-Deny equation in a Banach space*. Canad. J. Math. 59 (2007), no. 4, 795–827.

[16] V.F.R. Jones, *von Neumann algebras*. https://math.berkeley.edu/vfr/VonNeumann2009.pdf

[17] V. A. Kaimanovich, *Boundaries of invariant Markov operators: the identification problem*, Ergodic theory of Z^d actions (Warwick, 1993–1994), London Math. Soc. Lecture Note Ser, 127–176, Cambridge Univ. Press, Cambridge, 1996

[18] M. Kalantar, M. Neufang and Z.-J. Ruan, *Realization of quantum group Poisson boundaries as crossed products*. Bull. Lond. Math. Soc. 46 (2014), no. 6, 1267–1275.

[19] K.R. Parthasarathy, *An introduction to quantum stochastic calculus*. Monographs in Mathematics, 85. Birkhäuser Verlag, Basel, 1992.

[20] S. Sakai, *A characterization of W∗-algebras*. Pacific J. Math. 6 (1956), 763–773.

[21] Ş. Strătilă, *Modular Theory in Operator Algebras*, Second edition, Cambridge University Press, Cambridge-IISc Series (2019).

[22] Ş. Strătilă, L. Zsidó, *Lectures on von Neumann Algebras*, Second edition, Cambridge University Press, Cambridge-IISc Series (2018).

[23] V. S. Sunder, *An invitation to von Neumann algebras*. Universitext. Springer-Verlag, New York, 1987.

[24] S. Vaes and N. Vander Vennet, *Identification of the Poisson and Martin boundaries of orthogonal discrete quantum groups*. J. Inst. Math. Jussieu 7 (2008), no. 2, 391–412.

[25] S. Vaes and N. Vander Vennet, *Poisson boundary of the discrete quantum group A^w_n(F)*. Compos. Math. 146 (2010), no. 4, 1073–1095.

[26] S. Vaes, and R. Vergnioux, *The boundary of universal discrete quantum groups, exactness, and factoriality*. Duke Math. J. 140 (2007), no. 1, 35–84.

[27] M. Wasilewski, *q-Araki-Woods algebras: extension of second quantisation and Haagerup approximation property*. Proc. Amer. Math. Soc. 145 (2017), no. 12, 5287–5298.