HODGE PROPERTIES OF AIRY MOMENTS

CLAUSE SABBIAH AND JENG-DAW YU

Abstract. We consider the complex analogues of symmetric power moments of cubic exponential sums. These are symmetric powers of the classical Airy differential equation. We show that their de Rham cohomologies underlie an arithmetic Hodge structure in the sense of Anderson and we compute their Hodge numbers by means of the irregular Hodge filtration, which is indexed by rational numbers, on their realizations as exponential mixed Hodge structures. The main result is that all Hodge numbers are either zero or one.
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1. Introduction

Families of cubic exponential sums attached to the polynomial $x^3 + zx$ in $x$ over finite fields and their symmetric power moments over $z$ (Airy moments) have been considered in analogy with moments of Kloosterman sums for example, and much is already known about the corresponding $L$ functions (see [11, 12] and the references therein). For the analogous moments of Kloosterman sums, a conjecture of Broadhurst and Roberts, concerning the precise functional equations satisfied by the corresponding global $L$ functions, has been proved in [7] (except the exact local information at prime 2 when $k$ is even). In such a case, a pure Nori motive $M_k$ defined over $Q$ is attached to the $k$-moments. One of the main arguments is to prove that the associated Galois representation of $M_k$ is potentially automorphic, which relies on a theorem of Patrikis and Taylor [19], owing to the property proved in [7], that all nonzero Hodge numbers of $M_k$ are equal to one.

For Airy moments, a strictly similar strategy to understand the Galois theoretic properties of the corresponding motivic object $M_k$ is not possible, basically because $M_k$ is not a Nori motive, but an ulterior motive in the sense of Anderson [3]. Nevertheless, Hodge theory can be developed in this context (arithmetic Hodge structure in the sense of Anderson), with the caveat that the Hodge numbers $h^{p,q}$ may occur for rational exponents $p, q$ subject to $p + q \in \mathbb{Z}$.

A similar notion of Hodge structure, that we call a finite monodromic mixed Hodge structure as defined in Section 2, has been considered by Scherk and Steenbrink [34] when analyzing the join of two mixed Hodge structures equipped with an automorphism of finite order. Already in [36], Steenbrink attached to the mixed Hodge structure on the nearby cycles and vanishing cycles of a holomorphic function with an isolated singularity, a Hodge polynomial in $\mathbb{Z}[t^{1/m}, t^{-1/m}]$, where $m$ is the order of the semi-simple part of the monodromy. He conjectured a behaviour of the Hodge polynomial under Thom-Sebastiani sums as modeled in [34], a conjecture which was proved by M. Saito [32] and later received a proof using motivic integration in [10].

The complex analogue of the Airy $k$-moment is the $k$-th symmetric product $\text{Sym}^k \text{Ai}$ of the Airy differential equation $\text{Ai}$ on the affine line $\mathbb{A}^1_z$, defined by the classical Airy operator $\partial^2_z - z$. We regard $\text{Ai}$ as a rank-two vector bundle on $\mathbb{A}^1_z$ with a connection having $\infty$ as its only singularity, which is irregular of slope $3/2$ and has irregularity number equal to 3. Therefore, $\text{Sym}^k \text{Ai}$ is regarded as a rank $(k+1)$ vector bundle with connection on $\mathbb{A}^1_z$ having a singularity at infinity only. Contrary to the case of the Kloosterman connection, the de Rham cohomology $H_{\text{dR}}(\mathbb{A}^1, \text{Sym}^k \text{Ai})$ does not naturally underlie a mixed Hodge structure (again reflecting the fact that $M_k$ is not classical). However, it is the de Rham fiber of an exponential mixed Hodge structure with finite monodromy, hence underlies a finite monodromic mixed
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Hodge structure (see Section 5.c). As indicated above, such structures provide an alternative approach to the arithmetic Hodge structures of Anderson, and they are more closely related to exponential mixed Hodge structures defined by Kontsevich and Soibelman [15]. As in [7], we recover the $\mathbb{Q}$-indexed Hodge filtration of this finite monodromic mixed Hodge structure as the irregular Hodge filtration on the de Rham fiber $H^1_{\text{dR}}(\mathbb{A}^1, \text{Sym}^k \mathbb{A}^i)$. The main result of this article is the computation of the corresponding irregular Hodge numbers, opening the way to applying the results of Patrikis and Taylor on the arithmetic of the underlying ulterior motive $M_k$.

**Theorem 1.1.** Let $k$ be an integer $\geq 2$ and set $k' = \lfloor (k - 1)/2 \rfloor$. Then the de Rham cohomology $H^1_{\text{dR}}(\mathbb{A}^1, \text{Sym}^k \mathbb{A}^i)$ naturally underlies a finite monodromic mixed Hodge structure and the Hodge numbers $h^{pq} = \dim \text{gr}^p_{\text{dR}} \text{gr}^W_{p+q} H^1_{\text{dR}}(\mathbb{A}^1, \text{Sym}^k \mathbb{A}^i)$ are all equal to one for the following $(p, q)$ and vanish otherwise:

- $k$ odd, $p + q = k + 1$ and $p = \frac{1}{3}(k + 2i), 1 \leq i \leq k' + 1$,
- $4 | (k + 2i), p + q = k + 1$ and $\min\{p, q\} = \frac{1}{3}(k + 2i), 1 \leq i \leq k'/2$,
- $4 | k$ and either $p + q = k + 1$ with $\min\{p, q\} = \frac{1}{3}(k + 2i), 1 \leq i \leq (k' - 1)/2$, or $p = q = (k + 2)/2$.

We are mostly interested in the middle de Rham cohomology, which is by definition the image $\text{im}[H^1_{\text{dR},c}(\mathbb{A}^1, \text{Sym}^k \mathbb{A}^i) \to H^1_{\text{dR}}(\mathbb{A}^1, \text{Sym}^k \mathbb{A}^i)]$. We show (Corollaries 5.14 and 5.21) that, with respect to the finite monodromic mixed Hodge structure on $H^1_{\text{dR}}(\mathbb{A}^1, \text{Sym}^k \mathbb{A}^i)$, it is equal to the weight $(k + 1)$ subspace:

$$H^1_{\text{dR},\text{mid}}(\mathbb{A}^1, \text{Sym}^k \mathbb{A}^i) = W_{k+1}H^1_{\text{dR}}(\mathbb{A}^1, \text{Sym}^k \mathbb{A}^i).$$

As a consequence of Theorem 1.1, the middle de Rham cohomology underlies a finite monodromic pure Hodge structure, and the corresponding Hodge numbers coincide with those of $H^1_{\text{dR}}(\mathbb{A}^1, \text{Sym}^k \mathbb{A}^i)$ if $4 \nmid k$, and are obtained by omitting the case $p = q = (k + 2)/2$ if $4 | k$.

**Organization of the paper.** The approach of the present article is much inspired from that of [7] on moments of Kloosterman connections. Sections 2–5 consist of a review of known properties of various tools that we use, together with complementary results in presence of an action of the group $\hat{\mu} = \lim_{\longleftarrow m} \mathbb{Z}/m\mathbb{Z}$. In Section 5, we emphasize the decomposition of a finite monodromic exponential mixed Hodge structure (that we call a $\hat{\mu}$-exponential mixed Hodge structure for short) into its classical and non-classical parts. While the former can be treated with the same methods as in [7], the latter shows new Hodge-theoretic phenomena.

The main example of such an object is that attached to a regular function on $\mathbb{A}^1 \times V$ of the form $s^mg$ ($m \geq 2$), where $g : V \to \mathbb{A}^1$ is a regular function on a smooth quasi-projective variety. The corresponding non-classical $\hat{\mu}$-exponential mixed Hodge structure (Proposition 5.10) can be expressed by means of the mixed Hodge structure of the covering of $V \prec g^{-1}(0)$ which is cyclic of degree $m$ and ramified along $g^{-1}(0)$. While this expression makes clear the ulterior motivic origin of this finite monodromic mixed Hodge structure, it does not help for computing Hodge numbers in Theorem 1.1. In order to handle the case of even $k$ in the theorem, we provide in Section 5.f an expression in terms of additive convolution with Kummer sheaves, which reduces the computation to a local (monodromic) computation similar to that used for the classical component modeled on that of [7].
In Section 6 we provide Hodge-theoretic properties for the moments of the generalized Airy equation of order \( n \geq 2 \) (the case \( n = 2 \) being our main concern), yielding the finite monodromic mixed Hodge structure on the de Rham cohomologies of their symmetric powers \( \text{Sym}^k \text{Ai}_n \), and an estimation of their weights. This is a variant of the techniques used in [7].

Once all these preliminaries are settled, the proof of Theorem 1.1 is achieved in Section 7.

As in loc. cit., we play with two expressions of the de Rham cohomology, one computed in \( \text{Sym} \) with its natural tensor structure. The former provides in a simple way a basis of the de Rham cohomology and an associated filtration which satisfies the conclusion of the theorem, and the latter relates the computation of Hodge numbers to that of the corresponding \textit{irregular Hodge filtration} on a suitable blow-up of \( \mathbb{P}^{k+1} \). While the geometry is simple enough to enable us to conclude the proof if \( k \) is odd by showing that the basis filtration is contained in the irregular Hodge filtration, we need supplementary arguments to conclude in the case of even \( k \), which occupies Sections 7.d–7.g. Although the idea is similar to that of [7], we need here to make use of a Hodge-theoretic inverse stationary phase formula, as we already did in [29], to recover enough information on the Hodge filtration.

\textbf{Acknowledgements.} We thank Javier Fresán for useful conversations at the beginning of this project. We thank the referee for useful comments and remarks on the first version of this article.

2. Finite monodromic mixed Hodge structures

We review and adapt results of [34, p. 661]. Let \( \hat{\mu} = \varprojlim_m \mathbb{Z}/m\mathbb{Z} \) be the profinite completion of the abelian group \( \mathbb{Z} \). Let \( \text{Vect}(\mathbb{Q}) \) be the category of finite-dimensional \( \mathbb{Q} \)-vector spaces and let \( \text{Vect}^\hat{\mu}(\mathbb{Q}) \) denote the category consisting of a finite-dimensional \( \mathbb{Q} \)-vector space \( H_Q \) together with an action of \( \hat{\mu} \) through a finite quotient \( \mathbb{Z}/m\mathbb{Z} \) for some \( m \). Equivalently, by setting \( T \) to be the action of the topological generator \( 1 \in \hat{\mu} \), an object of \( \text{Vect}^\hat{\mu}(\mathbb{Q}) \) is a pair \( (H_Q, T) \) consisting of the space \( H_Q \) together with an automorphism \( T \) of finite order. Each group ring \( \mathbb{Q}[\mathbb{Z}/m\mathbb{Z}] \) has the orthogonal decomposition

\[
\mathbb{Q}[\mathbb{Z}/m\mathbb{Z}] = e_1 \mathbb{Q}[\mathbb{Z}/m\mathbb{Z}] \oplus e_{\neq 1} \mathbb{Q}[\mathbb{Z}/m\mathbb{Z}]
\]

where \( e_1 = \frac{1}{m} \sum g \in \mathbb{Z}/m\mathbb{Z} g \) is the projector into the invariant part and \( e_{\neq 1} = 1 - e_1 \), and the decomposition is compatible with the quotient \( \mathbb{Z}/m\mathbb{Z} \rightarrow \mathbb{Z}/m'\mathbb{Z} \) for \( m \mid m' \). Correspondingly for a given object \( (H_Q, T) \) of \( \text{Vect}^\hat{\mu}(\mathbb{Q}) \), there is a canonical decomposition in \( \text{Vect}^\hat{\mu}(\mathbb{Q}) \)

\[
(H_Q, T) = (H_{Q,1}, \text{Id}) \oplus (H_{Q,\neq 1}, T),
\]

where \( T \) has no non-trivial invariant in \( H_{Q,\neq 1} \). Let \( \mu_m \subset \mathbb{C}^\times \) be the cyclic subgroup of order \( m \) and \( \mu^*_m = \mu_m \setminus \{1\} \). In terms of the eigenvalue decomposition \( H_C = \bigoplus_{\zeta \in \mu_m} H_{\zeta} \) where \( H_C = H_Q \otimes \mathbb{C} \) and \( T = \zeta \text{Id} \) on \( H_{\zeta} \), one has \( \text{H}_{Q,1} \otimes \mathbb{C} = H_1 \) and \( \text{H}_{Q,\neq 1} \otimes \mathbb{C} = \bigoplus_{\zeta \in \mu^*_m} H_{\zeta} \).

Notice that \( \overline{T}_{\zeta} = \text{H}_{1/\zeta} \) under complex conjugation. Finally the category \( \text{Vect}^\hat{\mu}(\mathbb{Q}) \) is equipped with its natural tensor structure.

Let \( \text{MHS} \) be the category of (graded polarizable) mixed Hodge structures \( (H_Q, F^* H_C, W, H_Q) \). We define the category \( \text{MHS}(\hat{\mu}) \) of \textit{finite monodromic mixed Hodge structures} as the category consisting of objects of \( \text{MHS} \) equipped with an action of \( \hat{\mu} \) through the quotient \( \mathbb{Z}/m\mathbb{Z} \) for
some $m$ (equivalently, with an automorphism $T$ of finite order as above). Morphisms are morphisms of mixed Hodge structures compatible with the group action. In order to express in a simple way the tensor product in this category, we consider the category $\text{MHS}^\mu$ of $\mu$-mixed Hodge structures. The objects of $\text{MHS}^\mu$ take the form $((H_\mu, T), F^\mu H_C, W^\mu H_Q)$, where

1. $(H_\mu, T)$ is an object of $\text{Vect}^\mu(\mathbb{Q})$, so that $H_\mu = H_{\mu,1} \oplus H_{\mu,\neq 1}$ and $H_C = \bigoplus_{\zeta \in \mu_m} H_\zeta$;
2. $F^\mu_p H_C = \bigoplus_{\zeta} F^\mu_{p-\zeta} H_\zeta$ is an exhaustive decreasing filtration indexed by $p \in \mathbb{Q}$, and for each $\zeta = \exp(-2\pi ia)$ with $a \in (-1, 0] \cap \mathbb{Q}$, the filtration $F^\mu_p H_\zeta$ jumps at most at $\mathbb{Z} - a$;
3. $W^\mu H_\mu = W^\mu_{1,1} H_1 \oplus W^\mu_{\neq 1}$ is an exhaustive increasing filtration indexed by $\mathbb{Z}$, satisfying the following property: setting

$$F^\mu_p H_\zeta = \bigoplus_{\zeta \in \mu_m} F^\mu_{p-a} H_\zeta, \quad p \in \mathbb{Z};$$

(2.1)

we impose that $(H_\mu, F^\mu H_C, W^\mu H_Q)$ is a (graded polarizable) mixed Hodge structure. Morphisms are the natural ones. With the induced automorphism $T$, the latter becomes an object of $\text{MHS}(\mu)$.

**Lemma 2.2.** The natural functor $\text{MHS}^\mu \to \text{MHS}(\mu)$ defined by (2.1) is an equivalence of categories. Any morphism in $\text{MHS}^\mu$ is bi-strict with respect to $F^\mu_{\mu}, W^\mu_{\mu}$.

**Proof.** Let $((H_\mu, F^\mu H_C, W^\mu H_Q), T)$ be an object of $\text{MHS}(\mu)$. We note that the Hodge filtration is compatible with the eigenvalue decomposition of $H_C$ with respect to $T$, being stable by $T$, and a similar property for the weight filtration, so that the correspondence given by

$$F^\mu_p H_\zeta = F^\mu_{p+a} H_C \cap H_\zeta \quad (\zeta \in \exp(-2\pi ia), \ a \in (-1, 0] \cap \mathbb{Q}, \ p \in \mathbb{Z} - a),$$

(2.3)

$$W^\mu H_\mu = W^\mu_{1,1} H_1 \oplus W^\mu_{\neq 1}, \quad W^\mu_{H_Q \neq 1} = W^\mu_{H_Q \neq 1}$$

defines the desired quasi-inverse functor owing to the condition that (2.1) is a mixed Hodge structure. The last statement follows from the similar one for $\text{MHS}(\mu)$.

□

The integers $\ell$ such that $\text{gr}^\mu_{\ell} H_\mu H_Q \neq 0$ are called the $\mu$-weights of the object of $\text{MHS}^\mu$.

**Lemma 2.4 (Hodge symmetry and Hodge decomposition in $\text{MHS}^\mu$).** Setting $(\text{gr}^\mu_{\ell} H_C)^{\mu, -p} = \text{gr}^\mu_{F_{\mu}} \text{gr}^\mu_{\ell} H_C, (p \in \mathbb{Q})$, we have the Hodge decomposition

$$\text{gr}^\mu_{\ell} H_C \simeq \bigoplus_{p+q=\ell} (\text{gr}^\mu_{\ell} H_C)^{p, q}.$$

(2.4)

Furthermore, via the orthogonal decomposition $e_1 + e_\neq$, each object $((H_\mu, T), F^\mu H_C, W^\mu H_Q)$ in $\text{MHS}^\mu$ decomposes canonically as

$$((H_\mu, T), F^\mu H_C, W^\mu H_Q) = ((H_\mu, T), F^\mu H_C, W^\mu H_Q)_{1} \oplus ((H_\mu, T), F^\mu H_C, W^\mu H_Q)_{\neq 1},$$

where the first term belongs to the category $\text{MHS}$.

**Proof.** Hodge symmetry on each $(\text{gr}^\mu_{\ell} H_Q, F^\mu \text{gr}^\mu_{\ell} H_C)$ translates to

$$\dim \text{gr}^\mu_{F_{\mu}} \text{gr}^\mu_{\ell} H_\zeta = \dim \text{gr}^\mu_{F_{\mu}} \text{gr}^\mu_{\ell} H_1, \quad \forall \zeta \in C^*, \ p \in \mathbb{Q}, \ \ell \in \mathbb{Z}.$$

The proof is then straightforward. □
Notation 2.5. We denote the corresponding decomposition of $\text{MHS}^\mu$ as
\[ \text{MHS}^\mu = \text{MHS} \oplus \text{MHS}_\mathbb{R}^\mu, \]
and the component of an object on $\text{MHS}$ is also called its classical component.

Remark 2.6.

1. (The spectrum) If $T$ has order $m$, the Hodge polynomial
\[ \sum_{p \in \frac{1}{m} \mathbb{Z}} (\dim \text{gr}_{F^p} H_{\mathbb{C}}) \cdot t^p \]
was considered by Steenbrink [36] for the vanishing cycles of an isolated singularity of a holomorphic function and, in the case of a quasi-homogeneous isolated singularity, was compared to the Poincaré polynomial attached to the Newton filtration of the Jacobian quotient of the singularity.

2. (Relation with Anderson’s arithmetic Hodge structures) Anderson has defined in [3, §6.1] the notion of arithmetic Hodge structure. We will omit his condition (6.1.5) for the moment, which is related to the rational structure of the de Rham component of the arithmetic Hodge structure. Any such structure is the direct sum of pure structures of some integral weight. Then the notion of pure arithmetic Hodge structure (without Condition (6.1.5) of loc. cit.) is related to that of a $\mu$-pure Hodge structure. Indeed, assume that a finite-dimensional $\mathbb{Q}$-vector space $H_{\mathbb{Q}}$ with the decomposition
\[ H = H_{\mathbb{Q}} \otimes \mathbb{C} = \bigoplus_{p+q=w} H_{p,q} \]
is a pure arithmetic Hodge structure of weight $w \in \mathbb{Z}$. There exists a minimal finite set $A \subset (-1,0]$ such that $H_{p,q} \neq 0$ implies $p \in \bigcup_{a \in A} (\mathbb{Z} - a)$. Let us set $A^* = A \cap (-1,0)$. Hodge symmetry implies $A^* = -1 - A^*$. For $a \in A$ and $\zeta = \exp(-2\pi i a)$, one can define $H_\zeta$ by summing the $H_{p,q}$’s with $p \in \mathbb{Z} - a$. Let $H_{\neq 1} = \bigoplus_{\zeta \in \mu^*_n} H_\zeta$. Then, an arithmetic Hodge structure (without Condition (6.1.5)) is a pure $\mu$-Hodge structure if and only if the decomposition $H = H_1 \oplus H_{\neq 1}$ is defined over $\mathbb{Q}$; indeed, one defines the automorphism $T$ as being equal to $\zeta \text{Id}$ on $H_\zeta$, and the decomposition being defined over $\mathbb{Q}$ is equivalent to $T$ being defined over $\mathbb{Q}$.

We recall the notation for the tensor product of filtrations (indexed by $\mathbb{Q}$ and decreasing, say) $(H', G')$ and $(H'', G'')$, see [37]:
\[ (G' \star G'')^n (H' \otimes H'') = \sum_{n_1+n_2=n} G'^{n_1} (H') \otimes G''^{n_2} (H''). \]

Definition 2.7. The tensor product
\[ ((H, T), F^*_\mu H, W^*_\mu H) = ((H', T'), F^*_\mu H', W^*_\mu H') \otimes ((H'', T''), F^*_\mu H'', W^*_\mu H'') \]
is defined as usual by the formulas
\[ (H, T) = (H' \otimes H'', T' \otimes T'') \quad \text{(action of } \mathbb{Z}/(m'm'') \mathbb{Z}), \]
\[ F^*_\mu H = (F^*_\mu H' \star F^*_\mu H'')^*, \]
\[ W^*_\mu H = (W^*_\mu H' \star W^*_\mu H''). \]
Proposition 2.8. The tensor product of two objects of $\text{MHS}^{\widehat{\mu}}$ is an object of $\text{MHS}^{\widehat{\mu}}$, making $\text{MHS}^{\widehat{\mu}}$, and hence $\text{MHS}(\widehat{\mu})$, an abelian tensor category. The forgetful functor $\text{MHS}^{\widehat{\mu}} \to \text{Vect}^{\widehat{\mu}}$ is a tensor functor.

Proof. To check the first assertion, it is enough to check that the two filtrations $F$ and $W$ on the tensor product deduced from $F_{\widehat{\mu}}$ and $W_{\widehat{\mu}}$ correspond to Scherk-Steenbrink’s definition of the join [34, p.661], and to use the results therein. We have

\[(2.9) \quad H_\zeta = \bigoplus_{\zeta'\zeta''=\zeta} H'_{\zeta'} \otimes H''_{\zeta''} \quad \text{and} \quad W_k^{\widehat{\mu}} H_\zeta = \bigoplus_{\zeta'\zeta''=\zeta} \sum_{i+j=k} (W_i^{\widehat{\mu}} H'_{\zeta'} \otimes W_j^{\widehat{\mu}} H''_{\zeta''}),\]

where the sum over $i, j$ is taken in $H'_{\zeta'} \otimes H''_{\zeta''}$.

- If $\zeta = 1$, (2.9) reads
  \[W_k H_1 = \sum_{i+j=k} (W_i H'_1 \otimes W_j H''_1) \oplus \bigoplus_{\zeta' \neq 1} \sum_{i+j=k-2} (W_i H'_{\zeta'} \otimes W_j H''_{1/\zeta'}).\]

- If $\zeta \neq 1$, (2.9) reads
  \[W_{k-1} H_\zeta = \sum_{i+j=k-1} [(W_i H'_1 \otimes W_j H''_1) \oplus (W_i H'_{\zeta'} \otimes W_j H''_{1/\zeta'})] \oplus \bigoplus_{\zeta', \zeta'' \neq 1} \sum_{i+j=k-2} W_i H'_{\zeta'} \otimes W_j H''_{\zeta''}.\]

Therefore, (2.9) reads

\[W_k H = \bigoplus_{\zeta', \zeta''} \sum_{i,j} W_i H'_{\zeta'} \otimes W_j H''_{\zeta''},\]

where the summation is taken over all $i, j$ such that

\[i + j = \begin{cases} k & \text{if } \zeta' = 1 \text{ or } \zeta'' = 1, \\ k - 2 & \text{if } \zeta'' = 1/\zeta' \neq 1, \\ k - 1 & \text{if } \zeta' \neq 1, \zeta'' \neq 1, \text{ and } \zeta' \zeta'' \neq 1. \end{cases}\]

This corresponds to the formula of loc. cit., up to an obvious typo there.\(^1\) The proof for $F^*$ is similar: the formula of loc. cit. is

\[F^p H_\zeta = \bigoplus_{\zeta', \zeta''} \sum_{k, \ell} F^k H'_{\zeta'} \otimes F^\ell H''_{\zeta''},\]

where the sum is taken over pairs $k, \ell$ such that, setting $\zeta' = \exp(-2\pi i a')$ and $\zeta'' = \exp(-2\pi i a'')$ with $a', a'' \in (-1, 0)$,

\[p = \begin{cases} k + \ell & \text{if } a' + a'' \in (-1, 0], \\ k + \ell + 1 & \text{if } a' + a'' \in (-2, -1]. \end{cases}\]

Let us set $a \in (-1, 0]$ satisfy

\[\begin{align*}
    a' + a'' & \quad \text{if } a' + a'' \in (-1, 0], \\
    a' + a'' + 1 & \quad \text{if } a' + a'' \in (-2, -1].
\end{align*}\]

Then we have in any case $p - a = (k - a') + (\ell - a'')$, as wanted. One can also check that the decomposition (2.4*) behaves well by tensor product. \(\square\)

\(^1\)One should replace the condition $a = b = 0$ with $a$ or $b = 0$. 

3. Perverse sheaves on the affine line

**Notation 3.1.** We will often use the following diagram involving the affine line (whose coordinate may take various names):

\[ \{0\} \xrightarrow{i} \mathbb{A}^1 \leftarrow \mathbb{G}_m. \]

3.a. \( \mathbf{k} \)-Perverse sheaves. We equip the affine line \( \mathbb{A}^1 \), (coordinate \( \theta \)) with its analytic structure, which we denote by \( \mathbb{A}^{1\text{an}} \). However, for the sake of simplicity, we simply denote it by \( \mathbb{A}_\theta^1 \) or \( \mathbb{A}^1 \) in this section.

We refer to [14, Chap. 2] for details on the next results. Let \( \text{Vect}(\mathbf{k}) \) be the category of \( \mathbf{k} \)-vector spaces for some fixed field \( \mathbf{k} \), and let \( \text{Perv}(\mathbf{k}) \) be the category of perverse sheaves on \( \mathbb{A}^1 \) of \( \mathbf{k} \)-vector spaces. The field \( \mathbf{k} \) being fixed, we simply write \( \text{Vect}, \text{Perv} \). The additive convolution product \( \star \) on \( \text{Perv} \) does not take values in \( \text{Perv} \). However, let \( \text{Perv}_0 \) be the full subcategory of \( \text{Perv} \) whose objects consist of perverse sheaves with zero global cohomology. It is equipped with a tensor structure given by \( \star \) and there is a natural projector \( \Pi : \text{Perv} \to \text{Perv}_0 \) given by the additive convolution with \( j_! \mathbf{k}_{\mathbb{G}_m} \). There is a functorial morphism \( \mathcal{F} \to \Pi(\mathcal{F}) \) in \( \text{Perv} \) whose kernel and cokernel are constant perverse sheaves. For a perverse sheaf \( \mathcal{F} \) on \( \mathbb{A}_\theta^1 \), we denote by \( \nu_\psi \mathcal{F} \), resp. \( \nu_\phi \mathcal{F} \), the space of nearby, resp. vanishing, cycles at \( \theta = 0 \), equipped with its monodromy operator. The functor \( \nu_\phi \) decomposes with respect to eigenvalues of the semi-simple part of the monodromy as \( \nu_{\phi_1} \oplus \nu_{\phi_{\neq 1}} \) where the second subscripts indicate the range of the eigenvalues. The two components behave differently when extended to mixed Hodge modules, and we have \( \nu_{\phi_{\neq 1}} = \nu_{\psi_{\neq 1}} \).

The topological Fourier (or Laplace) transformations \( \text{FT}_\pm \), for which we refer to [17, \$VI.2] and [25, \$1.b], transform objects of \( \text{Perv}_0 \) to perverse sheaves on another copy of \( \mathbb{A}^1 \), with coordinate \( \tau \), say, of the form \( R_j \mathcal{L}[1] \) for some local system \( \mathcal{L} \) on \( \mathbb{G}_m \). However, the datum of the perverse sheaf \( R_j \mathcal{L}_\pm[1] = \text{FT}_\pm(\mathcal{F}) \) is in general not enough to recover \( \mathcal{F} \), as Stokes data for \( R_j \mathcal{L}_\pm[1] \) at infinity on \( \mathbb{A}^1_\theta \) are missing in this description. The case of monodromic perverse sheaves is simpler, as shown by Lemma 3.2 below, where \( \text{FT} \) is either the + or the – Fourier transformation, and \( \text{FT}^{-1} \) is respectively the – or the + Fourier transformation. For \( \mathcal{F}_1, \mathcal{F}_2 \) in \( \text{Perv}_0 \), we have \( j^{-1} \text{FT}(\mathcal{F}_1 \star \mathcal{F}_2)[-1] = \mathcal{L}_1 \otimes \mathcal{L}_2 \). Taking the fiber at 1 of \( (\text{FT} \mathcal{F})[-1] \) is a fiber functor for the Tannakian category \( \text{Perv}_0 \).

3.b. Monodromic perverse sheaves. Let \( \text{Perv}_0^{\text{mon}} \) be the full subcategory of \( \text{Perv}_0 \) consisting of perverse sheaves \( \mathcal{F} \) in \( \text{Perv}_0 \) whose shifted restriction \( j^{-1} \mathcal{F}[-1] \) to \( \mathbb{G}_m \) is a local system. It is a tensor subcategory of \( \text{Perv}_0 \). The following is standard.

**Lemma 3.2.**

1. The shifted restriction functor \( j^{-1}(\bullet)[-1] \) induces an equivalence of categories

\( \text{Perv}_0^{\text{mon}} \xrightarrow{\sim} (\text{local systems on } \mathbb{G}_m), \)

with \( j!(\bullet)[1] \) as a quasi-inverse.

2. The vanishing cycle functor \( \nu_\theta \) at \( \theta = 0 \) induces an equivalence between \( \text{Perv}_0^{\text{mon}} \) and the category consisting of pairs \( (V, T) \) of a finite-dimensional vector space equipped with an automorphism. This equivalence respects the tensor structures on both categories.
(3) The functor $j^{-1} \circ \text{FT}(\bullet)[-1]$ induces an equivalence
\[ \text{Perv}_0^{\text{mon}} \xrightarrow{\sim} (\text{local systems on } \mathbb{G}_m), \]
with quasi-inverse being given by $\text{FT}^{-1} \circ Rj_*(\bullet)[1]$. By this equivalence, the additive convolution product corresponds to the tensor product of local systems.

**Proof.** Let us only indicate the proof of (2). We can equivalently realize the category of pairs $(V, T)$ as the category of local systems $\mathcal{L}$ of finite-dimensional $k$-vector spaces on $\mathbb{G}_m$. Then we have a diagram of equivalences
\[ \text{Perv}_0^{\text{mon}} \xrightarrow{j^{-1}(\bullet)[-1]} (\text{local systems on } \mathbb{G}_m) \xleftarrow{j_!(\bullet)[1]} (\text{pairs } (V, T)). \]

One can identify non canonically the fiber at 1 of $(\text{FTF})[-1]$ with the vector space underlying $\phi \theta F$ by the following standard lemma (according to the definition of topological Fourier transformation).

**Lemma 3.3.** Let $\mathcal{F}$ be a perverse sheaf on the neighbourhood of a closed disc $\overline{\Delta}$ with no singularity on $\partial \Delta$, and let $\Delta > 0$ be the union of the open disc $\Delta$ and a nonempty open interval in its boundary. Then $\sum \dim^\phi_{\theta_i} \mathcal{F} = \dim H^1_c(\Delta > 0, \mathcal{F})$, where the sum is taken over all singular points $\theta_i$ of $\mathcal{F}$ in $\Delta$. \hfill \Box

**Remark 3.4.** For an object $F$ of $\text{Perv}_0^{\text{mon}}$, the canonical morphism $c : p^\psi \theta F \to p^\phi \theta F$ from the space of nearby cycles is an isomorphism (because of 3.2(1)), so we can replace $p^\phi \theta$ with $p^\psi \theta$. However, in order to have compatibility with the tensor structures in 3.2(2), the functor $p^\phi \theta$ is more convenient.

3.c. Constant perverse sheaves. The full subcategory $\text{Perv}_0^{\text{cst}}$ of $\text{Perv}_0^{\text{mon}}$ consists of objects of $\text{Perv}_0$ that are constant on $\mathbb{G}_m$. These are the perverse sheaves isomorphic to $j_! k^r_{\mathbb{G}_m}[1]$ for some $r \geq 0$. The restricted Fourier transformation $j^{-1} \circ \text{FT}$ sends $j_! k^r_{\mathbb{G}_m}[1]$ to $k^r_{\mathbb{G}_m}[1]$.

**Lemma 3.5.** The functors $p^\phi \theta = p^\phi_{\theta, 1} : \text{Perv}_0^{\text{cst}} \hookrightarrow \text{Vect}$ and $\Pi \circ i_1 : \text{Vect} \hookrightarrow \text{Perv}_0^{\text{cst}}$ are mutually inverse equivalences of tensor categories. \hfill \Box

3.d. Finite monodromic perverse sheaves. Let $\text{Perv}_0^{\mu}$ denote the full tensor subcategory of $\text{Perv}_0^{\text{mon}}$ consisting of objects $\mathcal{F}$ for which there exists a cyclic covering $[m] : k^1_{\theta_m} \to k^1_{\theta}$ of degree $m \geq 1$, written in coordinates as $\theta_m \mapsto \theta = (\theta_m)^m$, such that the pullback $[m]^{-1} \mathcal{F}$ is an object of $\text{Perv}_0^{\text{cst}}$. An object in $\text{Perv}_0^{\mu}$ is called a finite monodromic perverse sheaf. By specializing Lemma 3.2, we obtain the following.

**Lemma 3.6.** The functor $p^\phi \theta : \text{Perv}_0^{\mu} \hookrightarrow \text{Vect}^{\hat{\mu}}$ is an equivalence of tensor categories.
Proof. We give details on this proof, as a similar argument will be used for exponential mixed Hodge structures (see Proposition 5.2). By the equivalence of Lemma 3.2(1), we can replace $\text{Perv}^\mu_0$ with the category of local systems $\mathcal{L}$ on $\mathbb{G}_m$ with finite monodromy, and by Remark 3.4, the functor to $\text{Vect}^\mu$ is given, on a local system $\mathcal{L}$ such that $[m]^{-1}\mathcal{L}$ is constant, by $\mathcal{L} \mapsto (\Gamma(\mathbb{G}_m, [m]^{-1}\mathcal{L}), G)$, where the action of $G = \mathbb{Z}/m\mathbb{Z}$ is that of the Galois group of the covering $[m] : \mathbb{G}_m \to \mathbb{G}_m$.

Conversely, given $(V, G)$ in $\text{Vect}^\mu$ where $G = \mathbb{Z}/m\mathbb{Z}$, we define a local system $\mathcal{L}$ with finite monodromy as follows. Let $(V, G)$ be the constant local system on $\mathbb{G}_m$ with stalk $V$ and the induced $G$-action. The local system $[m]_\ast V$ is equipped with the induced $G$-action and the Galois $G$-action. Then $\mathcal{L}$ is defined as the invariant subsheaf under the action of $\{(g^{-1}, g) \mid g \in G\}$. One checks that both functors are quasi-inverse to each other by using the property that, given $(V, G)$ as above, and equipping $k^m$ with the action of $G$ induced by the cyclic permutation of the standard basis vectors, then if one equips $V \otimes k^m$ with its natural $G \times G$-action, $(V, G)$ is isomorphic to $(V \otimes k^m)^{\text{inv}}$ equipped with the induced $G$-action, where inv means invariants under the $\{(g^{-1}, g) \mid g \in G\}$-action.

One can then express a quasi-inverse functor of the functor $\nu \phi_\theta$ of the lemma as follows. Given $(V, G)$ in $\text{Vect}^\mu$, one first associates with it the object of $\text{Perv}^\text{cst}_0$ with $G$-action defined by $(\Pi(i_1 V), G)$, and then the object $\mathcal{F}$ of $\text{Perv}^\mu_0$ defined as $([m]_\ast \Pi(i_1 V))^\text{inv}$, with the same meaning as above for inv.

Remark 3.7. Let $[m] : \mathbb{A}^1_{\mathbb{G}_m} \to \mathbb{A}^1$ be as above. If $\mathcal{F} = j_1 \mathcal{L}[1]$ belongs to $\text{Perv}^\text{mon}_0(\mathbb{A}^1)$, then $\mathcal{F} = \mathcal{F} = [m]^{-1} j_1 \mathcal{L}[1] = j_m([m]^{-1} \mathcal{L})[1]$ also belongs to $\text{Perv}^\text{mon}_0(\mathbb{A}^1_{\mathbb{G}_m})$. For an object $\mathcal{F}$ in $\text{Perv}^\mu_0$ such that $[m]^{-1}\mathcal{F}$ belongs to $\text{Perv}^\text{cst}_0$, we can identify $\nu \phi_\theta \mathcal{F}$ with the vector space $\nu \phi_{\theta, 1}[m]^{-1}\mathcal{F}$. The monodromy on the latter space is the identity, but one recovers the action of the monodromy on $\nu \phi_\theta \mathcal{F}$ by means of the action of the group of the covering. The drawback with the functor $\mathcal{F} \mapsto \nu \phi_{\theta, 1}([m]^{-1}\mathcal{F})$ is that it is a priori not compatible with the tensor structures. On the other hand, the drawback with the functor $\nu \phi_\theta$ of Lemma 3.6 is seen when extending it to mixed Hodge modules. Namely, the part $\nu \phi_\theta, \neq 1$ shifts the weights and makes $\nu \phi_\theta$ not compatible with tensor product when considering weights. This is the reason for the definition of Section 2.

4. Exponential mixed Hodge structures

In this section, we recall the construction due to Kontsevich and Soibelman [15, §4] of the exponential mixed Hodge structures $\text{EMHS}(U, f)$ and $\text{EMHS}(U, f)$ attached to a regular function $f : U \to \mathbb{A}^1$ on a smooth quasi-projective variety $U$. We emphasize the weight properties in Proposition 4.7, together with the pure part $H^\text{mid}(U, f)$.

4.a. A review of exponential mixed Hodge structures. By the Riemann-Hilbert correspondence, the definitions of $\text{Per}^0_\mu$ and of the functor $\Pi$ can be translated to regular holonomic $\mathcal{D}_{\mathbb{K}^\mu}$-modules, and, according to [15, §4] both can be lifted in a compatible way to the category $\text{MHM}(\mathbb{A}^1_\mathbb{G})$ of mixed Hodge modules on $\mathbb{A}^1_\mathbb{G}$. This gives rise to the category $\text{EMHS}$ of exponential mixed Hodge structures, which is a full subcategory of $\text{MHM}(\mathbb{A}^1_\mathbb{G})$, and there is a projector $\text{EMHS}(\mathbb{A}^1_\mathbb{G}) \to \text{EMHS}$, which is an exact functor, together with a functorial morphism $N^\mu \to \Pi(N^\mu)$ in $\text{MHM}(\mathbb{A}^1_\mathbb{G})$. Whose kernel and cokernel are constant mixed...
Hodge modules. Each object of \textsc{EMHS} has a perverse realization in \textsc{Perv}_0 and the projector \( \Pi : \text{MHM}(\mathbb{A}^1_\theta) \to \text{EMHS} \) realizes as \( \Pi : \text{Perv} \to \text{Perv}_0 \) of Section 3. Each object of \textsc{EMHS} is equipped with a weight filtration in \textsc{EMHS}, defined from that in \text{MHM}(\mathbb{A}^1_\theta) by the formula

\[ W^j_{\text{EMHS}} \Pi(N) = \Pi(W_{\ell}N) \]

for any mixed Hodge module \( N^H \) on \( \mathbb{A}^1_\theta \). The category \textsc{EMHS} is equipped with a tensor product, induced by the additive convolution on \( \mathbb{A}^1_\theta \). This product is strictly compatible with the weight filtration \( W^j_{\text{EMHS}} \). (See loc. cit., or [7, §A.3] for more details.)

The unit in \textsc{EMHS} is \( \Pi \circ n\iota(Q^H) \), which is pure of weight zero as an object of \textsc{EMHS}. Note that, since \( \mathcal{P}^{\mathbb{H}}_{\text{EMHS}} := \mathcal{Q}^{\mathbb{H}}_{\text{EMHS}}[1] \) corresponds to the constant variation of Hodge structure of weight zero on \( \mathbb{G}_{\text{m},\theta} \), it has weight one as an object of \text{MHM}(\mathbb{G}_{\text{m},\theta}) and therefore \( \Pi \circ n\iota(Q^H) = n\iota\mathcal{P}^{\mathbb{H}}_{\text{EMHS}} \) is mixed of weights \( \leq 1 \) in \text{MHM}(\mathbb{A}^1_\theta).

Let \( N^H \) be an object of \text{MHM}(\mathbb{A}^1_\theta) such that its underlying \( \mathcal{D}_{\mathbb{A}^1_\theta} \)-module \( N \) has semi-simple monodromy at the origin. The mixed Hodge structure \( \mu_{\psi_\theta}(N^H) \), as defined by Saito [30, 31], has a weight filtration \( W_* \) and a Hodge filtration \( F^* \) obtained from that of \( N^H \) as follows (for the weight filtration, we use that the monodromy is semi-simple). We recall that both \( \psi_\theta,1N \) and \( \psi_\theta,\neq 1N \) are obtained by grading \( N \) with respect to its Kashiwara-Malgrange filtration, so that it is meaningful to speak of a filtration (weight or Hodge) on these vector spaces induced by a filtration (weight or Hodge) on \( N \).

- \( F^*\psi_\theta,\neq 1N \) is induced by \( F^*N \) and \( W_*(\psi_\theta,\neq 1N) = \psi_\theta,\neq 1(W_+1N) = \psi_\theta,\neq 1(W_*[-1]N) \),
- \( F^*\psi_\theta,1N \) is induced by \( F^*[-1]N = F^*[-1]N \) and \( W_*(\phi_\theta,1N) = \phi_\theta,1(W_*N) \).

\[ \text{Remark 4.1.} \text{ Even if } N^H = \Pi(N^H) \text{ belongs to } \text{EMHS}, \text{ the weight filtrations } W_*N \text{ and } W_*^\text{EMHS} \text{ may differ, as already seen for } n\iota\mathcal{P}^{\mathbb{H}}_{\text{EMHS}}. \text{ However, they induce the same filtration } \phi_\theta,1N \text{ and } \psi_\theta,\neq 1N. \text{ Indeed, for any } \ell, \text{ the kernel and cokernel of the natural morphism } W_{\ell}N \to W_{\text{EMHS}}^\ell \text{ are constant on } \mathbb{A}^1_\theta, \text{ hence their vanishing cycle space } \psi_\theta = \psi_\theta,1 \oplus \psi_\theta,\neq 1 \text{ is zero. Therefore, in the definition above, we can replace } W_* \text{ with } W_*^\text{EMHS} \text{ and we regard } n\iota \phi_\theta \text{ as a functor } \text{EMHS} \to \text{MHS.} \]

4.b. Weight and irregular Hodge filtrations on the de Rham fiber. We recall here the general framework, for which we refer e.g. to [29, Chap. 3]. We denote by \( \bar{\theta} \) the variable which is Fourier dual to \( \theta \). Let \( N^H \) be a mixed Hodge module on \( \mathbb{A}^1_\theta \), with \( (N, F^*N, W_*N) \) as the underlying bifiltered \( \mathcal{C}[\theta]\langle \partial_{\bar{\theta}} \rangle \)-module and \( (\mathcal{F}, W_*\mathcal{F}) \) as the underlying filtered \( \mathcal{Q} \)-perverse sheaf.

\[ \text{Weight filtration.} \] Fourier transformation sends these data to a filtered \( \mathcal{C}[\theta]\langle \partial_{\bar{\theta}} \rangle \)-module (\( FT_{\theta}N, W_* FT_{\theta}N \)), with \( W_* FT_{\theta}N := FT W_* N \), corresponding, via the de Rham functor, to the filtered perverse sheaf \( FT_{\theta} \mathcal{F}, W_* FT_{\theta} \mathcal{F} \) on \( \mathbb{A}^1_{\bar{\theta}} \) already considered in Section 3. Restricting \( FT_{\theta}N \), resp. \( FT_{\bar{\theta}} \mathcal{F} \), to \( \bar{\theta} = 1 \) yields the de Rham fiber \( H^1_{\text{DR}}(\mathbb{A}^1_\theta, N \otimes E^\theta) \), resp. the Betti fiber \( FT_{\theta} \mathcal{F}_1 \), which is a finite-dimensional vector space over \( \mathbb{C} \) resp. \( \mathbb{Q} \). Moreover, additive convolution \( * \) on \( \mathcal{C}[\theta]\langle \partial_{\bar{\theta}} \rangle \)-modules induces tensor product of de Rham fibers. By exactness of the de Rham fiber functor, which follows from exactness of \( FT_{\theta} \) and the \( \mathcal{C}[\theta]\langle \bar{\theta}, \bar{\theta}^{-1} \rangle \)-freeness of \( j^+ \) \( FT_{\theta}N \), the natural morphism

\[ H^1_{\text{DR}}(\mathbb{A}^1_\theta, W_*N \otimes E^\theta) \to H^1_{\text{DR}}(\mathbb{A}^1_\theta, N \otimes E^\theta) \]
is injective and its image is a filtration \( W_\bullet H^1_{dR}(A_\theta, N \otimes E^\theta) \). Moreover, \( W_\bullet N^H \) and \( W_\bullet^{EMHS} N^H \) have the same de Rham resp. Betti image (same argument as for \( \phi_\theta \) in Remark 4.1). We thus have a tensor product behavior of the \( W \)-filtration analogous to that occurring in Definition 2.7:

\[
W_\bullet H^1_{dR}(A_\theta, (N' \star N'') \otimes E^\theta) \simeq W_\bullet H^1_{dR}(A_\theta, N' \otimes E^\theta) \otimes W_\bullet H^1_{dR}(A_\theta, N'' \otimes E^\theta).
\]

Irregular Hodge filtration. On the other hand, the Hodge filtration \( F^* N \) gives rise to the Deligne filtration \( F^*_{Del}(N \otimes E^\theta) \) (see [26, §6]), which is indexed by \( \mathbb{Z} - A \) for some finite subset \( A \subset [0,1) \cap \mathbb{Q} \). The natural morphism

\[
H^1(A_\theta, F^*_{Del} DR(N \otimes E^\theta)) \to H^1_{dR}(A_\theta, N \otimes E^\theta)
\]

is injective (see loc. cit.). Its image is denoted by \( F^* A \). The filtration \( F^*_{irr} H^1_{dR}(A_\theta, N \otimes E^\theta) \) behaves like in Definition 2.7 by additive convolution (see [27, Th. 3.39]).

**Proposition 4.2** ([7, Prop. A.10]). The functor \( N^H \to (H^1_{dR}(A_\theta, N \otimes E^\theta), F^*_{irr}, W_\bullet) \) from \( \text{MHM}(A_\theta) \) to bifiltered vector spaces factors through \( \Pi_\theta \) and any morphism in \( \text{MHM}(A_\theta) \) (or in \( \text{EMHS} \)) yields a strictly bifiltered morphism.

4.c. Object of EMHS associated with a regular function. We start by considering a geometric situation, that we will reduce to a question on mixed Hodge modules on \( \mathbb{A}^1 \) by taking a suitable pushforward. We recall the notation of [7, §A.5].

Let \( f : U \to A_\theta \) be a regular function on a smooth complex quasi-projective variety \( U \) of dimension \( d + 1 \) and let \( \theta^H_U \) denote the constant pure Hodge module of rank one and weight \( d + 1 \) on \( U \), with associated \( \mathcal{D}_U \)-module (\( \theta_U, d \)) and associated perverse sheaf \( \theta^H_U = Q_{U^\na}[d + 1] \). For each \( r \in \mathbb{Z} \), we consider the mixed Hodge modules in \( \text{MHM}(A_\theta) \)

\[
(\theta_U^H)^r := \mathcal{H}^{r-d-1}_H f_*^r \theta^H_U, \quad (\theta_U^H)^r := \mathcal{H}^{r-d-1}_H f_!^r \theta^H_U.
\]

They define objects

\[
H^r(U, f) = \Pi_\theta((\theta_U^H)^r) \quad \text{and} \quad H^r_c(U, f) = \Pi_\theta((\theta_U^H)^r_c)
\]

of EMHS, and we set

\[
H^r_{mid}(U, f) = \text{im}[H^r_c(U, f) \to H^r(U, f)] = \text{im}[\Pi_\theta((\theta_U^H)^r) \to \Pi_\theta((\theta_U^H)^r_c)].
\]

More generally, let \( N^H_U \) be a mixed Hodge module on \( U \). We define similarly

\[
(N_U^H)^r := \mathcal{H}^{r-d-1}_H f_* N^H_U, \quad (N_U^H)^r_c := \mathcal{H}^{r-d-1}_H f_! N^H_U,
\]

and

\[
H^r(U, N^H_U, f) = \Pi_\theta((N_U^H)^r) \quad \text{and} \quad H^r_c(U, N^H_U, f) = \Pi_\theta((N_U^H)^r_c).
\]

Then we set

\[
H^r_{mid}(U, N^H_U, f) = \text{im}[H^r_c(U, N^H_U, f) \to H^r(U, N^H_U, f)] = \text{im}[\Pi_\theta((N_U^H)^r) \to \Pi_\theta((N_U^H)^r_c)].
\]

**Remark 4.6.** By definition, the de Rham fiber \( H^r_{DR,c}(U, N^H_U, f) \), resp. \( H^r_{DR}(U, N^H_U, f) \), is equal to \( H^1_{dR,c}(A_\theta, (N_U^H)^r \otimes E^\theta) \), resp. \( H^1_{dR}(A_\theta, (N_U^H)^r \otimes E^\theta) \), and \( H^r_{DR,mid}(U, N^H_U, f) \) is the image of the former to the latter. Under the isomorphism

\[
H^r_{DR,?}(U, N^H_U, f) \simeq H^r_{DR,?}(U, N_U \otimes E^f) \quad (? = \varnothing, c, \text{mid}),
\]
the irregular Hodge filtration on the de Rham fiber of \( H_c^r(U, N_U^H, f) \) ∈ EMHS is identified with the irregular Hodge filtration \( F^*_{\text{ir}} H^r_{\text{dr}, q}(U, N_U \otimes E^f) \) of the right-hand side, computed by means of a compactification of \( f \) as a map \( \overline{U} \to \mathbb{P}^1 \), and the structure morphism of \( \overline{U} \) (see [28, Th. 1.3(4)] and [7, (A.16) & (A.17)]).

The following weight properties are obtained in a way similar to that of [7, Prop. A.19].

**Proposition 4.7.** Assume that \( N_U^H \) is pure of weight \( w + 1 \). Then the exponential mixed Hodge structure \( H_{c}^{d+1}(U, N_U^H, f) \) is mixed of weights \( \leq w + 1 \), \( H^{d+1}(U, N_U^H, f) \) is mixed of weights \( \geq w + 1 \), and \( H_{\text{mid}}^{d+1}(U, N_U^H, f) \) is pure of weight \( w + 1 \). Moreover, if \( N_U^H \) is self-dual, i.e., \( DN_U^H(−w − 1) ≃ N_U^H \), the following properties are equivalent:

1. the natural morphism \( \text{gr}^W_{w+1} H_{c}^{d+1}(U, N_U^H, f) \to \text{gr}^W_{w+1} H^{d+1}(U, N_U^H, f) \) is an isomorphism,
2. the equality \( H_{\text{mid}}^{d+1}(U, N_U^H, f) = W_{w+1} H^{d+1}(U, N_U^H, f) \) holds. □

5. **Finite monodromic exponential mixed Hodge structures**

This section continues Section 4 in the case where \( U \) takes the form \( \mathbb{A}_c^1 \times V \) and \( f = s^m g \) for some \( m \geq 1 \) and some regular function \( g : V \to \mathbb{A}_c^1 \). We first define the category \( \text{EMHS}^\mathbb{A} \) of finite monodromic exponential mixed Hodge structure. Then, in this particular case, \( H_c^r(U, f) \) (? = c, \( \emptyset \), mid) is an object of \( \text{EMHS}^\mathbb{A} \). We make explicit in geometric terms its classical and non-classical components (Proposition 5.10). The case where \( g \) is moreover assumed to be tame is considered in Section 5.e, where the main objective is to provide tools for computing the irregular Hodge filtration on the corresponding de Rham cohomologies: for the classical component, Corollary 5.21 enables us to directly use results of [7, App.], while for the non-classical component, the main tool is provided by Corollary 5.28.

5.a. **Constant exponential mixed Hodge structures.** Let \( \text{EMHS}_{\text{cst}} \) be the full subcategory of \( \text{EMHS} \) consisting of objects whose associated \( \mathbb{Q} \)-perverse sheaf belongs to \( \text{Perv}_{0, \text{cst}} \). Since constant mixed Hodge modules on \( G_m \) are exactly those mixed Hodge modules whose associated perverse sheaf is constant (see [37, Th. 4.20]), we can as well define \( \text{EMHS}_{\text{cst}} \) as the full subcategory of \( \text{EMHS} \) consisting of objects whose restriction to \( G_m \) is a constant mixed Hodge module.

**Lemma 5.1.** The functors

\[ \mu_\phi_{\theta,1} : \text{EMHS}_{\text{cst}} \leftrightarrow \text{MHS} \quad \text{and} \quad \Pi_\circ \mu_{\overline{H}^1} : \text{MHS} \leftrightarrow \text{EMHS}_{\text{cst}} \]

are mutually quasi-inverse equivalences of tensor categories strictly compatible with weight filtrations.

**Proof.** It follows from Lemma 3.5 that \( \text{EMHS}_{\text{cst}} \) is the essential image of \( \Pi_\circ \mu_{\overline{H}^1} \). The remaining statements were already observed in [7, Lem. A.12]. □

5.b. **The pure Hodge module \( E^H_m \).** Before introducing the category \( \text{EMHS}^\mathbb{A} \), let us consider an example. We keep the notation of Section 3.d. Let \( m \) be an integer \( \geq 2 \) and let \( \theta : \mathbb{A}_c^1 \to \mathbb{A}_c^1 \) denote the cyclic ramification of order \( m \) defined by \( \theta_m \circ \theta = \theta_m \). Let \( \mathbb{Q}^H_{\overline{H}^m} \) be the pure Hodge module of weight 1 on \( \mathbb{A}_c^1 \) (equivalently, the constant polarized
variation of Hodge structure of weight 0 on $\mathbb{A}^1_{q_m}$). The pushforward $\mu[m]_* \mathbb{Q}^{\text{H}}_{\mathbb{A}^1_{q_m}}$ decomposes as the direct sum

$$\mu[m]_* \mathbb{Q}^{\text{H}}_{\mathbb{A}^1_{q_m}} = \mathbb{Q}^{\text{H}}_{\mathbb{A}^1_{q}} \oplus \mathbb{E}^m$$

of two pure Hodge modules of weight 1 on $\mathbb{A}^1$. We have $\mathbb{E}^m = \mu j_* \mu j^* \mathbb{E}^m$. Moreover, the underlying $\mathcal{D}$-module $j^* \mathbb{E}^m$ is $\mathcal{O}_{\mathbb{C}^1}$-free of rank $m-1$. The Hodge filtration satisfies $\text{gr}^p \mathbb{E}^m = 0$ for $p \neq 0$. The $\mathbb{Q}$-local system $[m]_* \mathbb{Q}^{\text{H}}_{\mathbb{A}^1_{q_m}}$ decomposes as $\mathbb{Q}^{\text{H}}_{\mathbb{A}^1_{q}} \oplus \mathbb{E}^m$. We identify the space of multi-valued global sections of $\mathbb{E}^m$ with the hyperplane of $\mathbb{Q}^m = [m]_* \mathbb{Q}^{\text{H}}_{\mathbb{A}^1_{q_m}} |_{(1)}$ defined by “sum of entries equal to zero”, on which the monodromy $\theta \mapsto e^{2\pi i \theta}$ acts as the automorphism induced by the cyclic permutation of the basis vectors of $\mathbb{Q}^m$.

Since no eigenvalue of the monodromy on $\mathbb{E}^m$ is equal to 1, the natural morphisms

$$\mu j_! \mu j^* \mathbb{E}^m \longrightarrow \mu j_* \mu j^* \mathbb{E}^m \longrightarrow \mu j_* \mu j^* \mathbb{E}^m$$

are isomorphisms. Lastly, the space of nearby cycles $\mu \psi_{\theta \neq 1}^{\mathbb{E}^m}$ is a pure Hodge structure of rank $m-1$ and of weight 0, with $\text{gr}^p \mu \psi_{\theta \neq 1}^{\mathbb{E}^m} = 0$ if $p \neq 0$.

The pure Hodge module $\mathbb{E}^m$ decomposes as a direct sum of pure complex Hodge modules $K^\mu_\zeta$ of rank one, indexed by the $m$-th roots of unity $\zeta$ distinct from 1, where the monodromy acts by multiplication by $\zeta$.

On the other hand, we regard $\mathbb{E}^m$ as $\Pi(\mu m)_* \mathbb{Q}^{\text{H}}_{\mathbb{A}^1_{q_m}}$ since $\Pi(\mu \mathbb{Q}^{\text{H}}_{\mathbb{A}^1_{q}}) = 0$, and this object is exponentially pure of weight one.

5.c. Finite monodromic exponential mixed Hodge structures. We denote by $\text{EMHS}^{\tilde{\mu}}$ the full subcategory of $\text{EMHS}$ consisting of objects $N^m$ such that $\Pi(\mu m)_* N^m$ belongs to $\text{EMHS}^{\text{cst}}$ for some finite ramified cyclic covering $[m] : \mathbb{A}^1_{q_m} \to \mathbb{A}^1_{q}$. Equivalently, the pullback by $[m] : \mathbb{G}_{m,q_m} \to \mathbb{G}_{m,q}$ of the flat bundle $j^* N$ is constant on $\mathbb{G}_{m,q_m}$.

On $\text{EMHS}^{\tilde{\mu}}$, the functor $u \psi_{\theta \neq 1}$ takes values in $\text{MHS}(\tilde{\mu})$ by its very definition (see [31]), where the notation $\text{MHS}(\tilde{\mu})$ is explained in Section 2. Composing $u \psi_{\theta \neq 1}$ with the equivalence defined by (2.3) gives rise to a functor

$$\mu \tilde{\psi}^{\tilde{\mu}}_{\theta \neq 1} : \text{EMHS}^{\tilde{\mu}} \longrightarrow \text{MHS}^{\tilde{\mu}}_{\neq 1}.$$  

For example, for $m \geq 2$, $\mathbb{E}^m$ has pure (exponential) weight one and $\mu \tilde{\psi}^{\tilde{\mu}}_{\theta \neq 1} \mathbb{E}^m$ has also pure $\tilde{\mu}$-weight equal to one.

The vanishing cycle functor $u \phi_{\theta,1}$ is not affected by this modification in the presence of the $\tilde{\mu}$-action, and the sum of both is denoted by $u \phi^{\tilde{\mu}}_{\theta}$.

Proposition 5.2. The functor

$$u \phi^{\tilde{\mu}}_{\theta} = (u \phi_{\theta,1} \oplus u \tilde{\psi}^{\tilde{\mu}}_{\theta \neq 1}) : \text{EMHS}^{\tilde{\mu}} \longrightarrow \text{MHS}^{\tilde{\mu}}$$

is an equivalence of tensor categories which is strictly compatible with weights.

As a consequence, there is a decomposition $\text{EMHS}^{\tilde{\mu}} = \text{EMHS}^{\text{cst}} \oplus \text{EMHS}^{\tilde{\mu}}_{\neq 1}$ corresponding to the decomposition of Notation 2.5.

Definition 5.3 (Classical component). For an object $N^m$ of $\text{EMHS}^{\tilde{\mu}}$, its classical component $N^m_{\text{cl}} \in \text{EMHS}^{\text{cst}}$ corresponds to the mixed Hodge structure $u \phi_{\theta,1} N^m$. It is a direct summand of $N^m$ in $\text{EMHS}^{\tilde{\mu}}$.  

Proof of Proposition 5.2. We mimic the definition in the proof of Lemma 3.6 to construct a quasi-inverse functor. Let \((V^\nu, G)\) be an object of \(\text{MHS}(\tilde{\mu})\), with \(G = \mathbb{Z}/m\mathbb{Z}\). We associate with it the object

\[
(\mu[m]_\ast (\Pi(\mu_i V^\nu)))^\text{inv},
\]

where \(\text{inv}\) means the invariant submodule with respect to the action of \(G^{-1} \times G'\). The proof of the equivalence property is then similar to that of loc. cit. That \(\mu \phi^\tilde{\beta}_G\) is compatible with the tensor product of each category is similar to \([34, \text{Th.}(8.11)]\), and can also be deduced from the more general result \([18, \text{Th.} 1.2]\).

\[\square\]

Remark 5.4. For an object \(N^\nu\) of \(\text{EMHS}_{\neq 1}\) (i.e., having a classical component equal to zero), we have \(W^\ast_{\text{EMHS}} N^\nu = W_\ast N^\nu\) since the underlying \(\mathbb{C}[\theta]/(\partial_\theta)\)-module \(N\) does not have any constant sub-quotient. Together with Remark 4.1, we conclude that the same property holds for objects of \(\text{EMHS}_{\tilde{\mu}}\). From Propositions 2.8 and 5.2 we conclude that the weight filtration satisfies

\[
W_\ell(N^m, N^{m'}) = \sum_i W_i N^m \ast W_{\ell - i} N^{m'}, \quad N^m, N^{m'} \in \text{EMHS}_{\tilde{\mu}}.
\]

In particular, if \(N^m, N^{m'}\) are pure of respective weights \(w', w''\), then their convolution product is pure of weight \(w' + w''\).

Proposition 5.5. Let \(N^\nu\) be an object of \(\text{EMHS}_{\tilde{\mu}}\) and let \((\phi^\tilde{\beta}_G(N), F^\ast_{\tilde{\mu}}, W^\ast_{\tilde{\mu}})\) denote the bifiltered vector space underlying the associated \(\tilde{\mu}\)-mixed Hodge structure \(w\phi^\tilde{\beta}_G(N^\nu)\). Then there exists a functorial bifiltered isomorphism

\[
(\phi^\tilde{\beta}_G(N), F^\ast_{\tilde{\mu}}, W^\ast_{\tilde{\mu}}) \simeq (H^1_{dR}(\mathcal{A}_\theta^1, N \otimes E^\theta), F^\ast_{\text{ irr}}, W_{\ast})
\]

compatible with tensor products.

Proof. Compatibility with tensor products follows from Propositions 4.2 and 5.2. In order to prove the existence of a bifiltered isomorphism, we can decompose \(N^\nu\) as \(N^\nu_{\text{ cl}} \oplus N^\nu_{\neq 1}\). The case of \(N^\nu_{\text{ cl}}\) has been explained in \([7, \text{Prop. B.5}]\). We only consider the case of \(N^\nu_{\neq 1}\). By grading with respect to \(W_\ast\), we can assume it is pure and we are left with comparing the Hodge filtrations. We apply the results explained in \([29, \S 5]\). Since the monodromy of \(N_{\neq 1}\) around \(\theta = 0\) does not have eigenvalue one, and since \(N_{\neq 1}\) is monodromic, the same property holds at \(\theta = \infty\), and Formula (7) in loc. cit. shows that, for \(\alpha \in (0, 1)\) and \(\zeta' = \exp(-2\pi i \alpha)\), we have

\[
\dim \text{gr}^\beta_{F^\ast_{\text{ irr}}} H^1_{dR}(\mathcal{A}^1_\theta, N \otimes E^\theta) = \dim \text{gr}^\beta_{F^\ast} \psi_{1/\theta, \zeta'} N.
\]

Let us set \(\zeta = \zeta'^{-1} = \exp(-2\pi i a)\) with \(a = -\alpha \in (-1, 0)\). Since \(N^\nu_{\neq 1}\) is monodromic, we have

\[
\dim \text{gr}^\beta_{F^\ast} \psi_{1/\theta, \zeta'} N = \dim \text{gr}^\beta_{F^\ast} \psi_{\theta, \zeta} N,
\]

according to the computation of \([33, \text{Th. 2.2}]\). The right-hand side equals \(\dim \text{gr}^{\beta-\alpha}_{F^\ast} \psi_{\theta, \zeta} N\), according to (2.1), that is, \(\dim \text{gr}^{\beta+\alpha}_{F^\ast} \psi_{\theta, \zeta} N\), as was to be proved.

\[\square\]

\[\text{We can apply loc. cit. since the monodromy is finite, hence semi-simple, see [4, Rem. 6.6(ii)].}\]
Remark 5.6 (Hodge symmetry in $\text{EMHS}^\mu$). According to Remark 2.4 and Proposition 5.5, we have, for $N^\mu \in \text{EMHS}^\mu$,

$$\text{gr}^W H^1_{dR}(\mathbb{A}^1_s, N \otimes E^\theta) \simeq \bigoplus_{p+q \in \mathbb{Q}} \text{gr}^W H^1_{dR}(\mathbb{A}^1_s, N \otimes E^\theta)^{p,q},$$

and

$$\dim([\text{gr}^W H^1_{dR}(\mathbb{A}^1_s, N \otimes E^\theta)]^{p,q}) = \dim([\text{gr}^W H^1_{dR}(\mathbb{A}^1_s, N \otimes E^\theta)]^{q,p}), \quad p, q \in \mathbb{Q}, \quad p+q \in \mathbb{Z}.$$

5.d. Object of $\text{EMHS}^\mu$ associated with the function $s^m g$. In this section, we assume $U = \mathbb{A}^1_s \times V$ with $\dim V = d$ and $f = s^m g$ for some regular function $g : V \to \mathbb{A}^1_s$ and some $m \geq 1$. We furthermore assume that $N^\mu_g = Q^\mu_{\mathbb{A}^1_s} \boxtimes M^\mu_V$ for some mixed Hodge module $M^\mu_V$ on $V$. We prove a property analogous to that of [7, Th.A.24].

Proposition 5.7. Under these assumptions, for $? = \emptyset, c, m$ and for every $r$, the exponential mixed Hodge structure $H_r^c(U, N^\mu_g, s^m g)$ as defined by (4.5) is an object of $\text{EMHS}^\mu$.

Proof. It is a matter of proving that $(N^\mu_g)_r$ and $(N^\mu_g)_1$ of (4.4), when restricted to $G_{m,\theta}$, have no singular point and have finite monodromy. By factoring $f$ as $(s^m \tau) \circ (\text{Id} \times g)$ and taking first pushforward by $\text{Id} \times g$, we are reduced to the case where $V = \mathbb{A}^1_s$, $g = \text{Id}$ and we replace $N^\mu_g$ with a mixed Hodge module $N^\mu = Q^\mu_{\mathbb{A}^1_s} \boxtimes M^\mu_V$ for some mixed Hodge module $M^\mu_V$ on $\mathbb{A}^1_s$. In such a way, we are reduced to proving that the underlying $D_{\mathbb{A}^1_s}$-modules $N^\mu_r$ and $N^\mu_1$ have no singular point and finite monodromy on $G_{m,\theta}$. A duality argument also shows that it is enough to consider $N^\mu_1$. Moreover, by factoring through $s \mapsto t = s^m$, we are reduced to considering the pushforward by $f = t \tau$ of $K_\zeta \boxtimes M$, where $K_\zeta$ is the rank-one $\mathbb{C}[t][\partial_t]$-module corresponding to the Kummer sheaf with eigenvalue $\zeta$ satisfying $\zeta^m = 1$, and $M$ is any regular holonomic $\mathbb{C}[t][\partial_t]$-module on $\mathbb{A}^1_s$. Note that, if $M$ is supported at $\tau = 0$, the pushforward is supported at $\theta = 0$ and the assertion is trivially satisfied. We can thus assume that $M = j^+ j^+ M$.

If $\zeta = 1$, so that $K_\zeta = \mathcal{O}_{\mathbb{A}^1_s}$, the assertion has been obtained in the proof of [7, Th.A.24(1)]. If $\zeta \neq 1$, we are reduced to proving that the multiplicative convolution of $j^+ K_\zeta$ with $j^+ M$ has no singular point on $G_{m,\theta}$ and has finite monodromy. We identify $G_{m,t} \times G_{m,\tau}$ with $G_{m,\theta} \times G_{m,\tau}$ by the change of variable $\theta = t \tau$, so that the map $f$ is the first projection. Then $j^+ K_\zeta \boxtimes j^+ M$ is identified with $j^+ K_\zeta \boxtimes (j^+ K_\zeta \otimes j^+ M)$ and its $r$-th pushforward by the first projection is equal to $(K_\zeta)^{dr}$, with $d_r = \dim H^r_{dR}(G_{m,\tau}, j^+ K_\zeta \otimes j^+ M).$ \hfill $\square$

Remark 5.8. If one replaces $\mathbb{A}^1_s$ with $G_{m,s}$ in Proposition 5.7, i.e., $U = G_{m,s} \times V$, then, by [7, Th.A.24(2)] for $\zeta = 1$ and the same argument for $\zeta \neq 1$, one obtains that $H^1_r(G_{m,s} \times V, N^\mu_g, f)$ belongs to $\text{EMHS}^\mu$.

According to the decomposition $\text{EMHS}^\mu = \text{EMHS}^{\text{cst}} \oplus \text{EMHS}^\mu_{\neq 1}$, we have a decomposition, for $? = \emptyset, c, m$ and for every $r \in \mathbb{N}$,

$$H^r_r(U, N^\mu_g, s^m g) = H^r_r(U, N^\mu_g, s^m g)_{cl} \oplus H^r_r(U, N^\mu_g, s^m g)_{\neq 1}.$$

We will make more explicit the terms of this decomposition. We start with a preliminary result. We set (there should be no confusion with Notation 3.1)

$$\mathcal{A} = g^{-1}(0), \quad i : \mathcal{A} \hookrightarrow V \quad \text{and} \quad j : V^* = V \setminus \mathcal{A} \hookrightarrow V$$

and we denote similarly the corresponding inclusions from $D := \mathbb{A}^1_s \times \mathcal{A}$ to $U = \mathbb{A}^1_s \times V$. 


Lemma 5.9. Assume that $M_V$ is supported on $\mathcal{A}$. Then, for all $r$,

$$H^r_c(U, N_U, s^m g) = H^r(U, N_U, s^m g)_{cl} \simeq H^r\left(\mathbb{A}^1 \times V, ^m\mathbb{Q}_m \boxtimes M^H_V\right) \quad \text{in } \text{MHS} \simeq \text{EMHS}^{\text{cst}}.$$ 

In particular, these objects are independent of $m$.

Proof. The assumption implies that $M^H_V = H^m_{m^*}M^H_{\mathcal{A}}$ for some object $M^H_{\mathcal{A}}$ of $\text{MHM}(\mathcal{A})$, according to the equivalence [31, (4.2.4)]. Then, denoting by $a$ the structure morphism, we have, for $? = \ast$,

$$H^m_{m^*}N^H_U \simeq H^m_{m^*}(^m\mathbb{Q}_m \boxtimes M^H_{\mathcal{A}}) \simeq \ast a_{\mathbb{A}^1 \times \mathcal{A}} \ast : (^m\mathbb{Q}_m \boxtimes M^H_{\mathcal{A}}) \simeq \ast a_{\mathbb{A}^1 \times V} \ast : (^m\mathbb{Q}_m \boxtimes M^H_V),$$

in $\text{MHM}(\mathbb{A}^1)$, and the result follows. \qed

In order to handle the general case, let us define $V^*_m$ so as to make Cartesian the following diagram:

$$\begin{array}{ccc}
V^*_m & \xrightarrow{[m]_V} & V^* \\
g_m & & g \\
\mathbb{G}_m, & \downarrow{[m]} & \mathbb{G}_m, \\
\mathbb{G}_m, & & \\
\end{array}$$

where the lower horizontal arrow is defined by $[m](\sigma) = \sigma^m$. Then $[m]_V : V^* \to V^*$ is a covering and $V^*_m$ is smooth. Let us set $M^H_{V^*} = H^m_{m^*}M^H_V$ and let $M^H_{V^*_m}$ denote the pullback $H^m_{[m]_V}M^H_{V^*}$. We recover $M^H_{V^*}$ as the $\mu_m$-invariant subobject $M^H_{V^*_m} = (H^m_{[m]_V}M^H_{V^*})^{\mu_m}$ in $\text{MHM}(V^*)$.

Proposition 5.10. With the above notation and assumptions, for $? = \emptyset, c, \text{mid}$ and every $r$, we have the identifications

$$(5.10\ast) \quad H^r(U, N_U, s^m g)_{\neq 1} \simeq \left[H^1(\mathbb{A}^1, [m]) \otimes H^{r-1}_c(V^*_m, M^H_{V^*_m})\right]^{\mu_m} \quad \text{in } \text{EMHS}^{\emptyset}_{\neq 1},$$

where $\mu_m$ acts diagonally. If moreover $M_V$ has no submodule, resp. quotient, supported on $\mathcal{A}$, then

$$(5.10\ast\ast) \left\{ \begin{array}{l}
H^r(U, N_U, s^m g)_{cl} \simeq H^{r-1}_c(U, \mathcal{A}^1, \mathcal{A}^1(\emptyset_{\mathcal{A}} \ast N^H_U)), \\
\text{resp. } H^r(U, N_U, s^m g)_{cl} \simeq H^{r+1}_c(U, \mathcal{A}^1, \mathcal{A}^1(\emptyset_{\mathcal{A}} \ast N^H_U)),
\end{array} \right. \quad \text{in } \text{MHS} \simeq \text{EMHS}^{\text{cst}},$$

and so

$$(5.10\ast\ast\ast) \quad H^r(U, N_U, s^m g)_{cl} \simeq H^r(U, N_U, sg),$$

which is independent of $m$.

Proof. By definition, for $x' \in V^*_m$, we have $g_m(x')^m = g([m]_V(x'))$. We consider the isomorphism

$$\varphi : \mathbb{A}_s^1 \times V^*_m \xrightarrow{\sim} \mathbb{A}_s^1 \times V^*_m, \quad (s', x') \mapsto (s' / g_m(x'), x').$$

Let us set $f_m = f \circ (\text{Id} \times [m]_V) : \mathbb{A}_s^1 \times V^*_m \to \mathbb{A}^1$. We have

$$f_m(s, x') = s^m : g([m]_V(x')) = (s \cdot g_m(x'))^m \quad \text{and} \quad f_m \circ \varphi(s', x') = s^m.$$
As a consequence, we find in $\text{MHM}(\Lambda^0_\theta)$, for each $r$:

$$\mathcal{H}^{r-d-1}_{\text{H}} f_\ast(\mathcal{H}^n_{\Lambda^1_{\theta_j}} \boxtimes j_\ast M^H_{V^r \ast}) \simeq \left[ \mathcal{H}^{r-d-1}_{\text{H}} (\text{H}_m \circ \varphi)_\ast (\mathcal{H}^n_{\Lambda^1_{\theta_j}} \boxtimes M^H_{V^r \ast}) \right]^{\mu_m} \simeq \left[ \mathcal{H}^{r-d-1}_{\text{H}} (s^{m})_\ast (\mathcal{H}^n_{\Lambda^1_{\theta_j}} \boxtimes M^H_{V^r \ast}) \right]^{\mu_m} \simeq \left[ \mathcal{H}^{r-d-1}_{\text{H}} (s^{m})_\ast (\mathcal{H}^n_{\Lambda^1_{\theta_j}} \boxtimes M^H_{V^r \ast}) \right]^{\mu_m},$$

where $a_m$ is the structure morphism of $V^r_m$. Note that, on the first line, the action of $\mu_m$ is due to the ramification $[m]_V$ only while, on the next lines, owing to $\varphi$, the action is due to the ramification $(s', x') \mapsto (s^{m}, [m]_V(x'))$. Since $u(s^m)_\ast (\mathcal{H}^n_{\Lambda^1_{\theta_j}}) = \mathcal{H}^{0}_{\text{H}} (s^{m})_\ast (\mathcal{H}^n_{\Lambda^1_{\theta_j}})$, we deduce

$$\mathcal{H}^{r-d-1}_{\text{H}} f_\ast(\mathcal{H}^n_{\Lambda^1_{\theta_j}} \boxtimes j_\ast M^H_{V^r \ast}) \simeq \left[ \mathcal{H}^{0}_{\text{H}} (s^{m})_\ast (\mathcal{H}^n_{\Lambda^1_{\theta_j}}) \boxtimes \mathcal{H}^{r-1}(V^r_m, M^H_{V^r \ast}) \right]^{\mu_m}.$$

After applying $\Pi_\theta$, since $\Pi_\theta(\mathcal{H}^{0}_{\text{H}} (s^{m})_\ast (\mathcal{H}^n_{\Lambda^1_{\theta_j}})) = H^1(A_1, [m]) = H^1(A_1, [m]) \neq 1$, we obtain that

$$H^r(U, (\mathcal{H}^n_{\Lambda^1_{\theta_j}} \boxtimes j_\ast M^H_{V^r \ast}), s^m g) = H^r(U, (\mathcal{H}^n_{\Lambda^1_{\theta_j}} \boxtimes j_\ast M^H_{V^r \ast}), s^m g) \neq 1$$

(5.11)

Arguing similarly with $u j_\ast M^H_{V^r \ast}$, we find

$$H^r(U, (\mathcal{H}^n_{\Lambda^1_{\theta_j}} \boxtimes j_\ast M^H_{V^r \ast}), s^m g) = H^r(U, (\mathcal{H}^n_{\Lambda^1_{\theta_j}} \boxtimes j_\ast M^H_{V^r \ast}), s^m g) \neq 1$$

(5.12)

Owing to the exact sequences in $\text{MHM}(V)$:

$$0 \rightarrow \mathcal{H}^0_{\text{H}}(u \ast u) \rightarrow M^H_V \rightarrow u j_\ast M^H_{V^r \ast} \rightarrow \mathcal{H}^1_{\text{H}}(u i_\ast u i^\ast M^H_{V^r}) \rightarrow 0,$$

$$0 \rightarrow \mathcal{H}^{r-1}_{\text{H}}(u \ast u) \rightarrow M^H_V \rightarrow u j_\ast M^H_{V^r \ast} \rightarrow \mathcal{H}^{r}_{\text{H}}(u i_\ast u i^\ast M^H_{V^r}) \rightarrow 0,$$

(5.10) follows from Lemma 5.9 together with (5.11) resp. (5.12).

The assumption of the second part of the proposition implies that the above exact sequences are respectively short exact sequences, and we obtain (5.10)** according to Lemma 5.9 and to the first equality in (5.11) resp. (5.12). The last statement (5.10*** ) only expresses the independence of $m$ in the right-hand side of (5.10**).

Assume for example that $M^H_V = \mathcal{H}^m_{\text{H}}$, so that $N_U = \mathcal{H}^m_{\text{H}}$. Since $D(\mathcal{H}^m_{\text{H}}) \simeq \mathcal{H}^m_{\text{H}}(d + 1)$ and $\text{D}_i u i^\ast \simeq u i_\ast u i^\ast D$, we obtain the identification in MHS:

$$H^r(U, s^m g) < 1 \simeq H^{d+2-r}(U, u i_\ast u i^\ast \mathcal{H}^m_{\text{H}}) \simeq (H^{d+2-r}(D, \mathcal{H}))^\vee(-d - 1).$$

Let $\text{MHM}(Q(e^{2ni/m}))$ be the category of $Q(e^{2ni/m})$-mixed Hodge modules, that is, where we extend the coefficients of the perverse sheaf components to the field $Q(e^{2ni/m})$. Let $\text{EMHS}^\vee(Q(e^{2ni/m}))$ be the corresponding category of $Q(e^{2ni/m})$-exponential mixed Hodge structures. In $\text{EMHS}^\vee(Q(e^{2ni/m}))$, we can decompose $\mathcal{E}^H_m$ into rank-one objects (Kummer sheaves):

$$\mathcal{E}^H_m \simeq \bigoplus_{\zeta \in \mu_m \setminus \{1\}} K^H_{\zeta}.$$
Then we obtain an identification in $\text{EMHS}^\mu_0(\mathbb{Q}(e^{2\pi i/m}))$:

\begin{equation}
H^\tau(U, s^m g)_{\neq 1} \simeq \bigoplus_{\xi \in \mu_m \setminus \{1\}} \left( K^H_{\xi, 0} \otimes H^\tau_{r-1}(V^*, u g^* K^H_{\xi-1, \tau}) \right).
\end{equation}

**Corollary 5.14.** For any $m \geq 1$, we have, in $\text{EMHS}^\mu_{\neq 1} \simeq \text{MHS}^\mu_{\neq 1}$,

\[ H^{d+1}_{\text{mid}}(U, s^m g)_{\neq 1} = W_{d+1}H^{d+1}(U, s^m g)_{\neq 1}. \]

**Proof.** By using Formula (5.10 *) with $M^H_V = \mathbb{Q}^H_V$ which has pure weight $d$, the assertion reduces to

\[ H^{d}_{\text{mid}}(V^*_m, Q) = W_dH^d(V^*_m, Q), \]

which amounts to the property that $\text{gr}_d^W H^d(V^*_m, Q) \rightarrow \text{gr}_d^W H^d(V^*_m, Q)$ is bijective. Let $X$ be a good compactification of $V^*_m$. Since the mixed Hodge structure $H^d(V^*_m, Q)$ has weights $\geq d$ and $W_dH^d(V^*_m, Q) = \text{im}[H^d(X, Q) \rightarrow H^d(V^*_m, Q)]$ (see [20, Prop. 4.20]), it follows that $H^d(X, Q) \rightarrow \text{gr}_d^W H^d(V^*_m, Q)$ is an isomorphism. Dually, $\text{gr}_d^W H^d(V^*_m, Q) \rightarrow H^d(X, Q)$ is an isomorphism. Since the canonical map $H^d_c(V^*_m, Q) \rightarrow H^d(V^*_m, Q)$ factors through $H^d(X, Q)$, the assertion follows. \(\square\)

### 5.5. The case of a tame function $g$.

In order to extend Corollary 5.14 to $\text{EMHS}^{\text{cst}}$ (see Corollary 5.21), we assume that $V$ is the affine space $\mathbb{A}^d$ (so that $U = \mathbb{A}^{d+1}$) and that $g$ is a cohomologically tame function on $V$ in the sense of [22] (e.g. $g$ is a convenient non-degenerate polynomial in the sense of Kouchnirenko [16]).

On the other hand, the tameness assumption implies that the cohomology modules $\mathcal{H}^r g_+ \mathcal{O}_V$ and $\mathcal{H}^r \mathcal{D}_+ \mathcal{O}_V$ are constant $\mathcal{D}_{\mathbb{A}^d_+}$-modules for $r \neq 0$, as well as the kernel and cokernel of the natural morphism $\mathcal{H}^0 g_+ \mathcal{O}_V \rightarrow \mathcal{H}^0 \mathcal{D}_+ \mathcal{O}_V$ (see [22]).

We consider the pushforward mixed Hodge modules $\mathcal{H}^0 g_+^! \mathbb{Q}^H_{\mathbb{A}^d_+}$ and $\mathcal{H}^0 g_+^* \mathbb{Q}^H_{\mathbb{A}^d_+}$. We thus have

\[ \Pi_\tau(\mathcal{H}^0 g_+^! \mathbb{Q}^H_{\mathbb{A}^d_+}) \sim \Pi_\tau(\mathcal{H}^0 g_+^* \mathbb{Q}^H_{\mathbb{A}^d_+}). \]

Let us set $\mathcal{H}^0 g_+^! \mathbb{Q}^H_{\mathbb{A}^d_+} = \text{im}[\mathcal{H}^0 g_+^! \mathbb{Q}^H_{\mathbb{A}^d_+} \rightarrow \mathcal{H}^0 g_+^* \mathbb{Q}^H_{\mathbb{A}^d_+}]$ in $\text{MHM}(\mathbb{A}^d_+)$. Since $\mathcal{H}^0 g_+^* \mathbb{Q}^H_{\mathbb{A}^d_+}$ has weights $\leq d$ and $\mathcal{H}^0 g_+^* \mathbb{Q}^H_{\mathbb{A}^d_+}$ has weights $\geq d$, we conclude that $\mathcal{H}^0 g_+^* \mathbb{Q}^H_{\mathbb{A}^d_+}$ is pure of weight $d$. Furthermore, from the above isomorphism, we deduce that

\[ \Pi_\tau(\mathcal{H}^0 g_+^! \mathbb{Q}^H_{\mathbb{A}^d_+}) = \Pi_\tau(\mathcal{H}^0 g_+^* \mathbb{Q}^H_{\mathbb{A}^d_+}). \]
We set
\begin{equation}
M^H = \text{im} [\mathcal{H}^0_{\mathbb{N}} g^* \mathcal{Q}_{\mathcal{E}t}^H \to \Pi^r (\mathcal{H}^0_{\mathbb{N}} g^* \mathcal{Q}_{\mathcal{E}t}^H)].
\end{equation}
This is a pure Hodge module on $\mathbb{A}^1_c$ of weight $d$ with no nonzero constant submodule. Furthermore, $\Pi^r (M^H) = \Pi^r (\mathcal{H}^0_{\mathbb{N}} g^* \mathcal{Q}_{\mathcal{E}t}^H)$.

**Proposition 5.17.** Under the previous assumptions and if $d \geq 2$, there are isomorphisms for $? = \emptyset, c, \text{mid}$,
\begin{align*}
H^{d+1}_? (\mathcal{A}^{d+1}_c, s^m g)_{\text{cl}} & \simeq H^2_? (\mathcal{G}_{m,t} \times \mathcal{A}^1_\tau, \mathcal{P}_{\mathcal{G}_{m,t}} \boxtimes M^H, t\tau), \\
H^{d+1}_? (\mathcal{A}^{d+1}_c, s^m g) & \simeq H^2_? (\mathcal{G}_{m,t} \times \mathcal{A}^1_\tau, \mathcal{P}_{\mathcal{G}_{m,t}} \boxtimes M^H, t\tau).
\end{align*}

**Lemma 5.18.** Let $M$ be a constant holonomic $\mathcal{D}_{\mathbb{A}^1_c}$-module. Then, for any $r \in \mathbb{Z}$ and $m \geq 1$,
\begin{equation}
H^r_? (\mathcal{G}_{m,s} \times \mathcal{A}^1_\tau, \mathcal{P}_{\mathcal{G}_{m,s}} \boxtimes M, s^m \tau) = 0 \quad \text{for} \quad ? = \emptyset, c, \text{mid}.
\end{equation}

**Proof.** Let us first consider the classical component $H^r_{\text{dr}} (\mathcal{G}_{m,t} \times \mathcal{A}^1_\tau, \mathcal{P}_{\mathcal{G}_{m,t}} \boxtimes M, t\tau)$. Recall that, for a holonomic $\mathcal{D}_{\mathbb{A}^1_c}$-module $M$, we have
\begin{equation}
H^r_{\text{dr}} (\mathcal{G}_{m,t} \times \mathcal{A}^1_\tau, \mathcal{P}_{\mathcal{G}_{m,t}} \boxtimes M, t\tau) \simeq H^r_{\text{dr},?} (\mathcal{G}_{m,t}, j^+ \mathcal{F}T^r_{\tau} (M)) \quad \forall r, ? = c, \emptyset.
\end{equation}

Furthermore, if $M$ is constant, then $H^r_{\text{dr},c}$ and $H^r_{\text{dr}}$ vanish for all $r$ since $\mathcal{F}T^r_{\tau} M$ is supported at the origin.

For the non-classical component, we can assume $m \geq 2$. By taking pushforward by $s \mapsto t = s^m$, we have an identification
\begin{align*}
H^r_{\text{dr},?} (\mathcal{G}_{m,s} \times \mathcal{A}^1_\tau, \mathcal{P}_{\mathcal{G}_{m,s}} \boxtimes M, s^m \tau)_{? = \emptyset} & \simeq H^r_{\text{dr},?} (\mathcal{G}_{m,t} \times \mathcal{A}^1_\tau, j^+ \mathcal{E}_{m,t} \boxtimes M, t\tau) \\
& \simeq H^r_{\text{dr},?} (\mathcal{G}_{m,t}, j^+ \mathcal{E}_{m,t} \boxtimes j^+ \mathcal{F}T^r_{\tau} (M)),
\end{align*}
and these cohomologies vanish if $M$ is constant.

**Proof of Proposition 5.17.** According to the isomorphisms $(\ast)$ in (5.15), we may replace $H^{d+1}_? (\mathcal{A}^{d+1}_c, s^m g)$ with $H^{d+1}_? (\mathcal{G}_{m,s} \times \mathcal{A}^d, s^m g)$. Then, applying the pushforward by $g$, the complexes $\mathcal{H}^0_{\mathbb{N}} g^* \mathcal{Q}_{\mathcal{E}t}^H$ and $\mathcal{H}^0_{\mathbb{N}} g^* \mathcal{Q}_{\mathcal{E}t}^H$ reduce to the single mixed Hodge module $M^H$ up to complexes in $\mathcal{D}^b (\text{MHM}(\mathcal{A}^1_c))$ having constant Hodge modules as cohomologies. Therefore, by Lemma 5.18, the hypercohomologies of these complexes reduce to $H^2_? (\mathcal{G}_{m,s} \times \mathcal{A}^1_\tau, \mathcal{P}_{\mathcal{G}_{m,s}} \boxtimes M^H, s^m \tau)$. By applying then the pushforward by $s \mapsto t = s^m$ we obtain the desired isomorphisms.

Let us focus on the classical component and set $N^H = \mathcal{P}_{\mathcal{G}_{m,t}} \boxtimes M^H$, so that $\mathcal{P}_{\mathcal{G}_{m,t}} \boxtimes M^H$. The following lemma is mainly [7, Cor.A.31] plus an argument developed within the proof of [7, Th.3.2]. We give details for the sake of completeness.

**Proposition 5.19** ([7]). Assume that $M^H$ is a pure object of $\text{MHM}(\mathcal{A}^1_c)$ of weight $w$. Then
\begin{equation}
H^2 \mid_{\text{mid}} (\mathcal{G}_{m,t} \times \mathcal{A}^1_\tau, \mathcal{P}_{\mathcal{G}_{m,t}} \mathcal{N}^{H, w}, t\tau) = W_{w+1} H^2 (\mathcal{G}_{m,t} \times \mathcal{A}^1_\tau, \mathcal{N}^{H, w}, t\tau).
\end{equation}

**Proof.** Since $M^H$ is pure, it can be decomposed as the direct sum $M^H_0 \oplus M^H_{\text{cst}} \oplus M^H_1$, where $M^H_0$ is supported at $\tau = 0$, $M^H_{\text{cst}}$ is constant, and $M^H_1$ is such that $M_1$ has no submodule nor quotient module supported at $\tau = 0$ or equal to a constant module. We can thus consider separately $M^H_0$, $M^H_{\text{cst}}$ and $M^H_1$, the case of $M^H_{\text{cst}}$ being solved trivially since both terms in the lemma are zero in that case, according to Lemma 5.18.
Let us consider a diagram similar to (5.15):
\[
\begin{array}{ccc}
H^2_c(A^1_\tau, M^H) & \hookrightarrow & H^2_c(A^2, N^H, t\tau) \\
\downarrow & & \downarrow \\
H^2_c(G_{m,t} \times A^1_\tau, u j^* N^H, t\tau) & \hookrightarrow & H^2_c(A^1_\tau, M^H)
\end{array}
\]

\[
\begin{array}{ccc}
H^0(A^1_\tau, M^H) & \hookrightarrow & H^2(A^2, N^H, t\tau) \\
\downarrow & & \downarrow \\
H^2(G_{m,t} \times A^1_\tau, u j^* N^H, t\tau) & \rightarrow & H^1(A^1_\tau, M^H)(-1)
\end{array}
\]

The upper and lower leftmost terms are zero for \(M^H = M^H_0\) or \(M^H_1\), the upper, resp. lower, middle terms have weight \(\leq w + 1\), resp. \(\geq w + 1\) (Proposition 4.7), the upper rightmost term has weights \(\leq w\) and the lower rightmost term has weights \(\geq w + 2\). In these cases, the assertion of the lemma is thus equivalent to the similar one on \(A^1_\tau\):
\[
(5.20) \quad H^2_{\text{mid}}(A^1_\tau \times A^1_\tau, N^H, t\tau) = W_{w+1} H^2(A^1_\tau \times A^1_\tau, N^H, t\tau).
\]

The case \(M^H = M^H_0\). Denoting by \(i\) the inclusion \(A^1_\tau \times \{0\} \hookrightarrow A^1_\tau \times A^1_\tau\), there exists a pure Hodge structure \(V^H\) of weight \(w\) such that \(N^H = H^* i_* (\mathcal{Q}_{A^1_\tau}^H \otimes V^H)\). With the notation of (4.4) (with \(d = 1\) here), we find that \((N^H)^j_\tau = 0\) for \(j \neq 1\), hence \(H^2(A^2, N^H, t\tau) = 0\) in that case, so that both terms are zero in (5.20).

The case \(M^H = M^H_1\). It has been treated in the proof of [7, Th. 3.2]. Let us just sketch it. It follows from [7, Cor. A.31(1)] that \(H^2(A^1_\tau \times A^1_\tau, N^H, t\tau)\) is isomorphic to the mixed Hodge structure
\[
\text{coker}[N: \psi_{\tau,1} M^H \to \psi_{\tau,1} M^H(-1)].
\]

Purity of the mixed Hodge structure \(H^2_{\text{mid}}(A^1_\tau \times A^1_\tau, N^H, t\tau)\) and inclusion in the subspace \(W_{w+1} H^2(A^1_\tau \times A^1_\tau, N^H, t\tau)\) are clear from the weight estimates of Proposition 4.7. We are reduced to proving equality of the dimensions of the de Rham fibers, that is,
\[
\dim H^1_{\text{dR, mid}}(A^1_\tau, \text{FT}_\tau M) = \dim W_{w+1} H^1_{\text{dR}}(A^1_\tau, \text{FT}_\tau M).
\]

This is obtained in loc. cit. by proving the equality
\[
\dim H^1_{\text{dR, mid}}(A^1_\tau, \text{FT}_\tau M) = \dim P_0,
\]
where \(P_0\) is the primitive part of weight \(w - 1\) in \(g^W \psi_{\tau,1} M^H\).

From Propositions 5.17 and 5.19 we deduce immediately:

**Corollary 5.21.** Under the previous assumptions on \(g\) and if \(d \geq 2\), we have in \(\text{EMHS}^{\text{ext}} \simeq \text{MHS}\):
\[
H_{\text{mid}}^{d+1}(A^{d+1}, s^m g)_{\text{cl}} = W_{d+1} H^{d+1}(A^{d+1}, s^m g)_{\text{cl}},
\]
that is, according to (5.10 ***),
\[
\Pi_{\text{mid}}^{d+1}(A^{d+1}, tg) = W_{d+1} H^{d+1}(A^{d+1}, tg).
\]

5.f. **Computation of the non-classical part by additive convolution.** We keep the setting of Section 5.e. We revisit (5.13) from the point of view of additive convolution. We consider \(E_{m,t}^H\) as a pure Hodge module of weight 1 on \(A^1_\tau\). Regarded as a complex Hodge module by extending the scalars, \(E_{m,t}^H\) is the direct sum of Kummer Hodge modules \(K_{\zeta,t}^H\) (\(\zeta = 1, \zeta \neq 1\)), which are pure complex Hodge modules of weight 1 on \(A^1_\tau\) and Hodge filtration jumping at 0 only. We continue using Notation 3.1 for \(A^1_\tau\) with various coordinates.
A review of additive and middle additive convolutions. We refer to [6, §1.1] for the following results. Let $M$ be a holonomic module on $\mathbb{A}^1_{\tau}$. We consider the sum map

$$\mathbb{A}^1_{\tau} \times \mathbb{A}^1_{\tau} \xrightarrow{\text{sum}} \mathbb{A}^1_u \quad (\tau_1, \tau_2) \longmapsto u = \tau_1 + \tau_2,$$

and define the additive convolutions $E_{m,\tau} \ast_1 M$ and $E_{m,\tau} \ast M$ as the respective pushforwards $\text{sum}_1(E_{m,\tau} \boxtimes M)$ and $\text{sum}_+ (E_{m,\tau} \boxtimes M)$. These objects of $D^b(\mathcal{O}_\mathbb{A}^1)$ have cohomology in degree zero only, and the image of the natural morphism $E_{m,\tau} \ast_1 M \to E_{m,\tau} \ast M$ is denoted by $E_{m,\tau} \ast_{\text{mid}} M$. We have

$$(5.22) \quad \text{FT}(E_{m,\tau} \ast M) \simeq j_+^+ \text{FT}(E_{m,\tau} \ast M) \quad \text{and} \quad \text{FT}(E_{m,\tau} \ast_{\text{mid}} M) \simeq j_{+1}^+ \text{FT}(E_{m,\tau} \ast M).$$

In particular, $E_{m,\tau} \ast M$ does not have any nontrivial constant submodule.

Weight properties of additive convolutions. We assume that $M^H$ is a pure Hodge module of weight $w$ on $\mathbb{A}^1_{\tau}$. Then the various convolutions $E_{m,\tau}^H \ast_? M^H$ ($?=!, \emptyset, \text{mid}$) are mixed Hodge modules.

**Lemma 5.23.** The mixed Hodge module $E_{m,\tau}^H \ast M^H$ has weights $\geq w + 1$, and we have

$$E_{m,\tau}^H \ast_{\text{mid}} M^H = W_{w+1}(E_{m,\tau}^H \ast M^H).$$

**Proof.** Since $E_{m,\tau}^H \boxtimes M^H$ is pure of weight $w + 1$, it follows that $E_{m,\tau}^H \ast_1 M^H$ has weights $\leq w + 1$, $E_{m,\tau}^H \ast M^H$ has weights $\geq w + 1$, and so $E_{m,\tau}^H \ast_{\text{mid}} M^H$ is pure of weight $w + 1$. From (5.22) one sees that the quotient $E_{m,\tau} \ast M / E_{m,\tau} \ast_{\text{mid}} M$ is constant, hence so is the quotient $W_{w+1}E_{m,\tau} \ast M / E_{m,\tau} \ast_{\text{mid}} M$, which underlies a pure Hodge module of weight $w + 1$, hence is a direct summand of $W_{w+1}(E_{m,\tau} \ast M)$. Since $E_{m,\tau} \ast M$ does not have any nontrivial constant submodule, the last assertion follows. $\square$

**Lemma 5.24.** The mixed Hodge structure $\mathcal{H}_0^{\emptyset} (E_{m,\tau}^H \ast M^H)$ has weights $\geq w + 1$ and

$$W_{w+1}[\mathcal{H}_0^{\emptyset} (E_{m,\tau}^H \ast M^H)] \simeq P_0 \psi_{1,1}(E_{m,\tau}^H \ast_{\text{mid}} M^H)(-1).$$

**Proof.** Since $\mathcal{H}_{\ell}^{\emptyset}$ increases weights, it follows that

$$W_{w+1}[\mathcal{H}_0^{\emptyset} (E_{m,\tau}^H \ast M^H)] \simeq W_{w+1}[\mathcal{H}_{w+1}^{\emptyset} (E_{m,\tau}^H \ast_{\text{mid}} M^H)].$$

Recall that $\mathcal{H}_{\ell}^{\emptyset}$ can be computed as $\text{coker}[N_{\tau} : \psi_{1,1} \to \psi_{1,1}(-1)]$ on pure Hodge modules (see e.g. [7, Ex.A.2]) and that the graded component $\text{gr}_{w+1,\ell}^W (\ell \geq 0)$ is isomorphic to the primitive part $P_\ell(-1)$. The conclusion follows. $\square$

A comparison result. Let $M^H$ be a mixed Hodge module on $\mathbb{A}^1_{\tau}$. We aim at computing the irregular Hodge filtration associated with the object of EMHS$^\mu$ defined as

$$(5.25) \quad H^2(\mathbb{A}^1_{\tau} \times \mathbb{A}^1_{\tau}, E_{m,t}^H \boxtimes M^H, t\tau) = H^2(\mathbb{G}_{m,t} \times \mathbb{A}^1_{\tau}, 1_{\tau} \ast \mathcal{H}_0^{\emptyset} (E_{m,t}^H \boxtimes M^H, t\tau)).$$

Since we are only interested in the Hodge filtration, we work in the context of complex Hodge modules and we consider the objects $H^2(\mathbb{G}_{m,t} \times \mathbb{A}^1_{\tau}, 1_{\tau} \ast K_{\zeta, t}^H \boxtimes M^H, t\tau)$ with $\zeta^{m} = 1$ and $\zeta \neq 1$. 
Proposition 5.26. Let $M^\text{H}$ be a mixed Hodge module on $\mathcal{A}^1_\tau$. Then, for $\varepsilon \in \{1, \ldots, m-1\}$ and $\zeta = \exp(-2\pi i \varepsilon/m)$, we have

\begin{equation}
\dim \gr_F^{p-\varepsilon/m} H^r_{\text{dR}}(A^1_t \times A^1_\tau, K_{\zeta,t}^H \boxtimes M^\text{H}, t\tau) = \dim \gr_F^{p} \left( \mathcal{H}^{r-2}(K_{\zeta-1,\tau}^H \ast M^\text{H}) \right),
\end{equation}

and both terms are zero for $r \neq 1, 2$.

The above formula is stated in the setting of complex Hodge modules in order to make precise the shift by $-\varepsilon/m$. Once this shift is understood, the proof takes place within the category of mixed Hodge modules and yields the formula for the dimension of the Hodge filtration of (5.25).

Proof. We first explain the identification of the underlying de Rham cohomology spaces. If $M$ is supported at the origin, i.e., $M = i_+ V$, we have

$$H^r_{dR}(G_{m,t} \times A^1_\tau, j^+ K_{\zeta,t} \boxtimes i_+ V, t\tau) \simeq H^r_{dR}(G_{m,t}, j^+ K_{\zeta,t} \otimes C V),$$

which is zero for all $r$ since $\zeta \neq 1$. We can thus assume that $M = j^+ j^+ M$, so that

$$H^r_{dR}(G_{m,t} \times A^1_\tau, j^+ K_{\zeta,t} \boxtimes M^\text{H}, t\tau) \simeq H^r_{dR}(G_{m,t} \times G_{m,\tau}, j^+ K_{\zeta,t} \boxtimes j^+ M, t\tau)
\simeq \phi[\mathcal{H}^{r-2}(t\tau_+)(j^+ K_{\zeta,t} \boxtimes j^+ M)] \quad \text{(Lemma 3.6)}.$$

On the one hand, we have seen that $\mathcal{H}^{r-2}(t\tau_+)(j^+ K_{\zeta,t} \boxtimes j^+ M)$ is a vector bundle with connection having monodromy equal to $K_{\zeta-1,\tau} \otimes j^+ M$, where $G_m$ is regarded as the torus $\{t\tau = 1\}$ (end of proof of Proposition 5.7). Therefore,

$$\dim H^r_{dR}(G_{m,t} \times G_{m,\tau}, j^+ K_{\zeta,t} \boxtimes j^+ M, t\tau) = \dim \phi[\mathcal{H}^{r-2}(t\tau_+)(j^+ K_{\zeta,t} \boxtimes j^+ M)]
\simeq \psi[\mathcal{H}^{r-2}(t\tau_+)(j^+ K_{\zeta,t} \boxtimes j^+ M)]
\simeq \dim H^r_{dR}(G_{m}, j^+ K_{\zeta-1,\tau} \otimes j^+ M).$$

It follows that the left-hand side can be nonzero only if $r = 1, 2$.

On the other hand, let $\delta$ be the diagonal embedding $A^1_\tau \hookrightarrow A^2_\tau \times A^2_\tau$, let $\iota$ denote the involution $\tau \mapsto -\tau$ on the first factor and set $\gamma = \iota \circ \delta : \tau \mapsto (-\tau, \tau)$. Note that $i^+ K_{\zeta-1,\tau} \simeq K_{\zeta-1,\tau}$. The base change formula [5, VI, 8.4] in the present setting reads

$$i^+ \sum_+ (K_{\zeta-1,\tau} \otimes M) \simeq a_+ (\gamma^+(K_{\zeta-1,\tau} \boxtimes M)) \simeq a_+ (\delta^+(K_{\zeta-1,\tau} \boxtimes M)),$$

where $a$ is the structure morphism. By definition, the $\mathcal{O}_{A^2}$-module underlying $\delta^+(K_{\zeta-1,\tau} \boxtimes M)$ is $K_{\zeta-1,\tau} \otimes_{\mathcal{O}_{A^2}} M$. Since the $\mathcal{O}_{A^2}$-module underlying $K_{\zeta-1,\tau}$ is $\mathcal{O}_{A^2}(0)$, it is $\mathcal{O}_{A^2}$-flat, from which we deduce that

\begin{equation}
\delta^+(K_{\zeta-1,\tau} \boxtimes M) \simeq K_{\zeta-1,\tau} \otimes_{\mathcal{O}_{A^2}} M \simeq j_+ (j^+ K_{\zeta-1,\tau} \otimes j^+ M),
\end{equation}

and so

$$\mathcal{H}^{r-2}[i^+ \sum_+ (K_{\zeta-1,\tau} \boxtimes M)] \simeq H^r_{dR}(G_{m}, j^+ K_{\zeta-1,\tau} \otimes j^+ M).$$

We conclude that

$$\dim H^r_{dR}(A^1_t \times A^1_\tau, K_{\zeta,t} \boxtimes M, t\tau) = \dim \mathcal{H}^{r-2}[i^+(K_{\zeta-1} M)], \quad r = 1, 2.$$
Let us now extend the previous computation by taking into account the Hodge filtrations. For the left-hand side of (5.26\*), we have

\[ \dim \text{gr}^{p-\varepsilon/m}_{\text{gr}} H^0_{\text{dR}}(G_m, j^+ K_{\zeta, t} \boxtimes j^+ M, t) \]

\[ = \dim \text{gr}^{p-\varepsilon/m}_{\text{gr}} \psi_{\theta, \neq 1}^\oplus (\mathcal{H}^{\tau-2}(t) + (j^+ K_{\zeta, t} \boxtimes j^+ M)) \]  

(Proposition 5.5)

\[ = \dim \text{gr}^p F_{\theta} \psi_{\theta, \neq 1}^\oplus (\mathcal{H}^{\tau-2}(t) + (j^+ K_{\zeta, t} \boxtimes j^+ M)) \]  

(see (2.1))

\[ = \dim \text{gr}^p F_{\theta} [\mathcal{H}^{\tau-2}(t) + (j^+ K_{\zeta, t} \boxtimes j^+ M)] \]  

(because \( \zeta \neq 1 \))

\[ = r_k \text{gr}^p F_{\theta} [\mathcal{H}^{\tau-2}(t) + (j^+ K_{\zeta, t} \boxtimes j^+ M)], \]

by using that, for a mixed Hodge module \( N^H \) on \( A^*_\theta \), we have \( \dim \text{gr}^p F_{\theta} N^H = r_k \text{gr}^p N^H \).

We can compute the rank by restricting by the inclusion \( i_1 : \{ \theta = 1 \} \hookrightarrow G_m \). Let \( \delta' \) denote the diagonal embedding \( G_m \hookrightarrow G_m \times G_m \) and let \( \text{inv} \) denote the involution \( t \mapsto 1/t \) of \( G_m \).

Then \( \text{inv} \circ \delta' \) is the inclusion \( \gamma' : \{ t = 1 \} \hookrightarrow G_m \times G_m \). We note that \( \text{inv}^l K^H_{\zeta, t} \simeq K^H_{\zeta, t} \).

Therefore, denoting by \( a' \) the structure morphism of \( \{ t = 1 \} \), we have

\[ H^0_{\text{dR}}[a'(\text{inv}^l K^H_{\zeta, t} \boxtimes \text{inv}^l M)] \simeq H^0_{\text{dR}}[a'(\text{inv}^l K^H_{\zeta, t} + \text{inv}^l M)] \]  

(see [31, (4.4.3)])

\[ \simeq H^0_{\text{dR}}[a' [\delta(\text{inv}^l K^H_{\zeta, t} \boxtimes \text{inv}^l M)]]. \]

Thus, the left-hand side of (5.26\*) is given by \( \dim \text{gr}^p F_{\theta} [\mathcal{H}^{\tau-2}(t) + (j^+ K_{\zeta, t} \boxtimes j^+ M)] \).

For the right-hand side of (5.26\*), taking the notation as above and noting that \( \text{inv}^l K^H_{\zeta, t} \simeq K^H_{\zeta, t} \), we obtain

\[ H^0_{\text{dR}}[\text{sum}_s (K^H_{\zeta, t} \boxtimes M)] \simeq H^0_{\text{dR}}[\delta(\text{inv}^l K^H_{\zeta, t} \boxtimes \text{inv}^l M)]. \]

It remains to be checked that the natural morphism

\[ H^0_{\text{dR}}(K^H_{\zeta, t} \boxtimes M) \rightarrow H^0_{\text{dR}}(j^* K^H_{\zeta, t} \boxtimes j^* M) \]

is an isomorphism. It is enough to check that the morphism of the underlying \( \mathcal{D} \)-modules is an isomorphism, a property which is provided by (5.27).

\[ \square \]

**Corollary 5.28.** For \( M^H \) defined by (5.16), for \( \varepsilon \in \{ 1, \ldots, m - 1 \} \) and \( \zeta = \exp(-2\pi \varepsilon/m) \), we have, for each \( p \in \mathbb{Z} \),

\[ \dim \text{gr}^{p-\varepsilon/m}_{\text{fr}} H^{d+1}(A^{d+1}, s^m g)_{\neq 1} = \dim \text{gr}^p F_{\zeta} [\mathcal{H}^1_{\zeta, t} (K^H_{\zeta, t} \boxtimes M^H)] \]

\[ \dim \text{gr}^{p-\varepsilon/m}_{\text{fr}} H^d_{\text{mid}}(A^{d+1}, s^m g)_{\neq 1} = \dim \text{gr}^p F_{\zeta} [\mathcal{H}^1_{\zeta, t} (K^H_{\zeta, t} \boxtimes M^H)(-1)]. \]

**Proof.** The first equality is obtained by applying Proposition 5.26 to \( M^H \) together with Proposition 5.17. For the second one, we apply Lemma 5.24. \[ \square \]

**6. The generalized Airy connection and its symmetric powers**

6.a. **The generalized Airy differential equation** \( Ai_n \). Let \( n \geq 2 \) be an integer. The Airy differential operator of order \( n \) on \( A^1_{\zeta} \) is defined as

\[ \partial^n_z - z \]

and the corresponding \( \mathbb{C}[z] \langle \partial_z \rangle \)-module is denoted by \( Ai_n = \mathbb{C}[z] \langle \partial_z \rangle / \mathbb{C}[z] \langle \partial_z \rangle \cdot (\partial^n_z - z) \).

The classical Airy equation corresponds to \( n = 2 \) and the corresponding \( \mathbb{C}[z] \langle \partial_z \rangle \)-module is
simply denoted by $\text{Ai}$. Let us set $E^{x^{n+1}/(n+1)} = \mathbb{C}[x] \langle \partial_x \rangle / (\partial_x + x^n)$ considered as a holonomic $\mathcal{D}$-module on the affine line $\mathbb{A}^1_x$.

**Lemma 6.1.** The $\mathbb{C}[z] \langle \partial_z \rangle$-module $\text{Ai}_n$ is the (negative) Fourier transform of $E^{x^{n+1}/(n+1)}$. In other words, $\text{Ai}_n$ can be obtained by means of the diagram

$$
\begin{array}{c}
\mathbb{A}^1_x \times \mathbb{A}^1_z \\
\downarrow f \quad \quad \quad \quad \quad \quad \quad \quad \downarrow \pi \\
\mathbb{A}^1_z
\end{array}

$$(6.1*)

as

$$
\text{Ai}_n = \mathcal{H}^0_{\pi_*} E^f
$$

(6.1*)

with $\partial_z([x^f] \otimes dx) = -[x^{f+1}] \otimes dx$.

**Proof.** The negative Fourier transformation is induced by the isomorphism $\mathbb{C}[x] \langle \partial_x \rangle \rightarrow \mathbb{C}[z] \langle \partial_z \rangle$ defined by $x \mapsto \partial_z$, $\partial_x \mapsto -z$. That it can be obtained by (6.1*) is proved in [17, App. 2, §1].

The $\mathbb{C}[z] \langle \partial_z \rangle$-module $\text{Ai}_n$ is a free $\mathbb{C}[z]$-module of rank $n$, with a connection $\nabla$ having singularity at $\infty$ only. Being the Fourier transform of a $\mathbb{C}[x] \langle \partial_x \rangle$-module of rank one, thus irreducible, $\text{Ai}_n$ is also irreducible. Furthermore, the sheaf of horizontal sections $\text{Ai}_n^\ast$ is the constant sheaf of rank $n$ on $\mathbb{A}^1_{\text{an}}$. The differential Galois group of $\text{Ai}_n$ is (see [13, Th. 4.2.7])

$$
\begin{cases}
\text{SL}_n(\mathbb{C}) & \text{if } n \text{ is odd}, \\
\text{Sp}_n(\mathbb{C}) & \text{if } n \text{ is even}.
\end{cases}
$$

(6.2)

It follows that, for $n$ even, $\text{Ai}_n$ is isomorphic to its dual module. More precisely, we have the following behaviour with respect to duality. We denote by $\text{Ai}_n^\vee$ the dual $\mathbb{C}[z] \langle \partial_z \rangle$-module. It is isomorphic to $\mathbb{C}[z] \langle \partial_z \rangle / ((-\partial_z)^n - z)$.

Let us denote by $\iota_n : \mathbb{A}^1 \rightarrow \mathbb{A}^1$ the isomorphism

$$
\begin{cases}
z \mapsto \exp(\pi i/(n+1)) \cdot z & \text{if } n \text{ is odd}, \\
z \mapsto z & \text{if } n \text{ is even}.
\end{cases}
$$

(6.3)

**Lemma 6.4.** We have $\text{Ai}_n^\vee \simeq \iota_n^\ast \text{Ai}_n$.

**Proof.** If $n$ is even, we have $(-\partial_z)^n - z = \partial_z^n - z$. If $n$ is odd, $\text{Ai}_n^\vee$ is defined by the operator $\partial_z^n + z$, while $\iota_n^\ast \text{Ai}_n$ is defined by the operator

$$
\exp(-n\pi i/(n+1))\partial_z^n - \exp(n\pi i/(n+1))z = \exp(-n\pi i/(n+1)) (\partial_z^n + z).
$$

The formal stationary phase formula for the local Fourier transform $\mathcal{F}^{-\infty, \infty}$ (see [24, §5.c]) applied to $E^{x^{n+1}/(n+1)}$ shows the following, setting $w = 1/z$ and $\widehat{\text{Ai}}_n = \mathbb{C}(\langle w \rangle) \otimes \text{Ai}_n$:

- The formal connection $\widehat{\text{Ai}}_n$ is isomorphic to the elementary formal connection

$$
[n]_+ (E^{-nt^{n+1}/(n+1)} \otimes L_{(-1)^n+1}) \simeq ([n]_+ E^{-nt^{n+1}/(n+1)}) \otimes L_n,
$$

where
− \([n]\) is the finite morphism \(t \mapsto z = t^n\),
− \(L_{(-1)^{n+1}}\) is the rank-one formal regular connection \((\mathbb{C}([t^{-1}]), d + \frac{(n+1)}{2} dt/t)\),
  corresponding to the rank-one local system on the punctured disc with monodromy \((-1)^{n+1}\),
− we set \(i_n = \exp(-\pi i (n+1)/n)\) (so that \(i_2 = i\)) and \(L_{i_n}\) is the rank-one formal regular connection \((\mathbb{C}([w]), d + \frac{(n+1)}{2n} dw/w)\),
  corresponding to the rank-one local system on the punctured disc with monodromy \(i_n\).

The isomorphism (6.5) is not canonical, as we can replace \(i_n\) with any \(n\)-th root of \((-1)^{n+1}\) and obtain another isomorphism.

* The irregularity at infinity of \(\widetilde{\text{Ai}}_n\) is equal to \(n + 1\); its (pure) slope is \((n + 1)/n\).

**6.b. Symmetric powers of \(\text{Ai}_n\).** We now consider \(\text{Sym}^k \text{Ai}_n\). The preliminary analysis of this object can be done as in [7, §2.1] for the symmetric powers of the Kloosterman connection.

Let us set \(\mathcal{P}(n, k) = \{a \in \mathbb{Z}_{\geq 0}^n \mid \sum_{i=1}^{n} a_i = k\}\). Then \(\text{Sym}^k \text{Ai}_n\) has rank \(\#\mathcal{P}(n, k) = \binom{n-1+k}{k}\) and has an irregular singularity at \(\infty\) only.

**Lemma 6.6 (Irreducibility).** The \(\mathbb{C}[z, \langle \partial_z \rangle]\)-module \(\text{Sym}^k \text{Ai}_n\) is irreducible.

*Proof.* Since the differential Galois group \(G \subset \text{GL}_n(\mathbb{C})\) of \(\text{Ai}_n\) equals \(\text{SL}_n(\mathbb{C})\) or \(\text{Sp}_n(\mathbb{C})\) and any symmetric power of the standard representation of such \(G\) is irreducible, one obtains that \(\text{Sym}^k \text{Ai}_n\) is irreducible. \(\square\)

Set \(\zeta_n = \exp(2\pi i/n)\) and

\[
S(n, k) = \{a \in \mathcal{P}(n, k) \mid \sum_{i=1}^{n} a_i \zeta_n^i = 0\}, \quad S_{n,k} = \#S(n,k),
\]

\[
\text{irr}(n, k) = \frac{n+1}{n} \cdot \#(\mathcal{P}(n, k) \setminus S(n, k)) = \frac{n+1}{n} \left[\binom{n-1+k}{k} - S_{n,k}\right].
\]

**Lemma 6.7.** We have

\[
\text{Sym}^k \tilde{\text{Ai}}_n \simeq (\mathbb{C}^{S_{n,k}} \otimes L_{i_n}^{\otimes k}) \oplus \bigoplus_{a \in \mathcal{P}(n, k) \setminus S(n, k)} E^{-n(\sum a_i \zeta_n^i) t^{n+1}/(n+1)} \mu_n \otimes L_{i_n}^{\otimes k}.
\]

Furthermore, \(\text{irr}_\infty(\text{Sym}^k \tilde{\text{Ai}}_n) = \text{irr}(n, k)\).

*Proof.* We have \(\text{Sym}^k \tilde{\text{Ai}}_n \simeq \text{Sym}^k([n]^+ E^{-nt^{n+1}/(n+1)}) \otimes L_{i_n}^{\otimes k}\), and \(\text{Sym}^k([n]^+ E^{-nt^{n+1}/(n+1)})\) is the \(\mu_n\)-invariant submodule (where the action is given by \(t \mapsto \exp(2\pi i/n) t\)) of

\[
[n]^+ \text{Sym}^k([n]^+ E^{-nt^{n+1}/(n+1)}) \simeq \text{Sym}^k([n]^+ [n]^+ E^{-nt^{n+1}/(n+1)})
\]

\[
= \text{Sym}^k(\bigoplus_{i=1}^{n} E^{-n \zeta_n^i t^{n+1}/(n+1)}).
\]

The latter \(\mathbb{C}([t^{-1}])\)-module with connection decomposes as

\[
\bigoplus_{a \in \mathcal{P}(n, k)} E^{-n(\sum a_i \zeta_n^i) t^{n+1}/(n+1)}.
\]

The result is obtained by taking the \(\mu_n\)-invariant submodule. \(\square\)

**Example 6.8 (The case of \(n = 2\)).** In the case of \(\text{Ai} = \text{Ai}_2\), \(\text{Sym}^k \text{Ai}\) has rank \(k + 1\) and we find:

\[
\text{Sym}^k \tilde{\text{Ai}} \simeq \begin{cases}
\bigoplus_{j=0}^{(k-1)/2} ([2]^+ E^{2(2j-k)t^3/3}) \otimes L_{i}^{\otimes k} & \text{if } k \text{ is odd}, \\
L_{i}^{\otimes k} \oplus \bigoplus_{j=0}^{k/2-1} \left( ([2]^+ E^{2(2j-k)t^3/3}) \otimes L_{i}^{\otimes k} \right) & \text{if } k \text{ is even}. 
\end{cases}
\]
In particular, \( \text{irr}_{\infty}(\text{Sym}^k \tilde{A}_i) = 3 \lfloor (k+1)/2 \rfloor \) and, if \( k \) is odd, \( \text{Sym}^k \tilde{A}_i \) is purely irregular.

**Corollary 6.9.** One has

\[
\dim H^1_{\text{dR},?}(\tilde{A}_i^1, \text{Sym}^k \tilde{A}_i n) = \frac{1}{n} \left( \frac{1}{2} (k+n-1) - \frac{n+1}{2} S_{n,k} \right) \text{ for } ? = \emptyset, c,
\]

\[
\dim H^1_{\text{dR},?}(\tilde{A}_i^1, \text{Sym}^k \tilde{A}_i n) = \dim H^1_{\text{dR}}(\tilde{A}_i^1, \text{Sym}^k \tilde{A}_i n) - \begin{cases} 
\delta_n z(k) S_{n,k}, & n \text{ odd,} \\
\delta_{2n} z(k) S_{n,k}, & n \text{ even.}
\end{cases}
\]

**Proof.** The analogue of the Grothendieck-Ogg-Shafarevich formula and Lemma 6.7 give

\[
\chi_{\text{dR}}(\tilde{A}_i^1, \text{Sym}^k \tilde{A}_i n) = \text{rk Sym}^k \tilde{A}_i n - \text{irr}(n, k).
\]

By irreducibility of \( \text{Sym}^k \tilde{A}_i n \) and affinity of \( \tilde{A}_i^1 \), the left-hand side is \( - \dim H^1_{\text{dR}}(\tilde{A}_i^1, \text{Sym}^k \tilde{A}_i n) \). This yields the first equality for \( ? = \emptyset \). A duality argument gives the case \( ? = c \). The regular part of \( \text{Sym}^k \tilde{A}_i n \) at infinity has rank \( S(n, k) \) and monodromy \( \text{Id} = \exp(-k(n+1)\pi i/n) \text{Id} \).

We thus have

\[
\dim H^1_{\text{dR},?}(\tilde{A}_i^1, \text{Sym}^k \tilde{A}_i n) = \begin{cases} 
\dim H^1(\tilde{A}_i^1, \text{Sym}^k \tilde{A}_i n), & \text{if } k(n+1)/n \notin 2\mathbb{Z}, \\
\dim H^1(\tilde{A}_i^1, \text{Sym}^k \tilde{A}_i n) - S(n, k), & \text{if } k(n+1)/n \in 2\mathbb{Z},
\end{cases}
\]

which yields the second equality.\( \square \)

Let \( f_k : \tilde{A}_i^1 \times \tilde{A}_x^k \to \tilde{A}_i^1 \) be defined by

\[
f_k(z, x_1, \ldots, x_k) = \sum_{i=1}^k \left( \frac{1}{n+1} x_i^{n+1} - zx_i \right)
\]

and let \( \pi_k : \tilde{A}_i^1 \times \tilde{A}_x^k \to \tilde{A}_i^1 \) denote the projection. The symmetric group \( \mathcal{S}_k \) acts as automorphisms on \( f_k \) and \( \pi_k \) by permuting the variables \( x_i \).

**Proposition 6.10.** We have

\[
\text{Sym}^k \tilde{A}_i n \simeq \pi_k + E f_k \quad \text{and} \quad \text{Sym}^k \tilde{A}_i n \simeq (\pi_k + E f_k) \mathcal{S}_k \chi,
\]

where the latter term is the isotypic component of \( \pi_k + E f_k \) under the action of \( \mathcal{S}_k \) with respect to the sign character \( \chi \) on \( \mathcal{S}_k \).

**Sketch.** The second identification follows from the first one. We write

\[
\text{Sym}^k \tilde{A}_i n \simeq \bigotimes_{\mathcal{H}}^k (E^{x^{n+1}/(n+1)}),
\]

which we interpret as the Fourier transform \( \text{FT}_{?} \) of the \( k \)-fold additive convolution product of \( E^{x^{n+1}/(n+1)} \) with itself. We note that \( \text{FT}_{?}(E^{x^{n+1}/(n+1)}) \) and its dual are \( \mathcal{O}_{\tilde{A}_x^k} \)-flat, which makes the computation of the iterated convolution easy (\( E^{x^{n+1}/(n+1)} \) belongs to the category \( \mathcal{P} \) of Katz [14]). The iterated convolution can also be computed as the pushforward by the sum map \( (x_1, \ldots, x_k) \mapsto x_1 + \cdots + x_k \) of \( E^{\sum x_i^{n+1}/(n+1)} \). Then the Fourier transform \( \text{FT}_{?} \) of this convolution can be expressed as \( \pi_k + E f_k \). In particular, \( \pi_k + E f_k = \mathcal{H}_0 \pi_k + E f_k \).\( \square \)

**Corollary 6.11.** For \( ? = \emptyset, c \), the de Rham cohomologies \( H^r_{\text{dR},?}(\tilde{A}_i^1, \text{Sym}^k \tilde{A}_i n) \) vanish for \( r \neq 1 \) and we have

\[
H^1_{\text{dR},?}(\tilde{A}_i^1, \text{Sym}^k \tilde{A}_i n) \simeq H^{k+1}_{\text{dR},?}(\tilde{A}_x^{k+1}, E f_k) \mathcal{S}_k \chi.
\]
Proof. The first assertion for $H^r(\mathcal{A}_1, \text{Sym}^k \text{Ai}_n)$ follows from the irreducibility of $\text{Sym}^k \text{Ai}_n$ and $H^r(\mathcal{A}_1, \text{Sym}^k \text{Ai}_n) = 0$ for $r \geq 2$ as $\mathcal{A}_1$ is affine. Furthermore, Poincaré duality for $\mathcal{D}_{\mathcal{A}}$-modules implies (see (6.3) for $\iota_n$)

$$H_{dR,c}^r(\mathcal{A}_1, \text{Sym}^k \text{Ai}_n) \simeq H_{dR}^{2-r}(\mathcal{A}_1, \text{Sym}^k \text{Ai}_n)^\vee \simeq H_{dR}^{2-r}(\mathcal{A}_1, +^r \text{Sym}^k \text{Ai}_n)^\vee \simeq H_{dR}^{2-r}(\mathcal{A}_1, \text{Sym}^k \text{Ai}_n)^\vee,$$

hence the first assertion holds for $H_{dR,c}^r(\mathcal{A}_1, \text{Sym}^k \text{Ai}_n)$.

The case $\iota = \emptyset$ in (6.11) is a consequence of the proposition and of the isomorphism $a_{\mathcal{A}_1} : \pi_k + \simeq a_{\mathcal{A}_1}^{k+1} +$, if $a$ denotes the structure morphism. For the case $\iota = c$, we argue by duality, using the isomorphism above for the left-hand side. For the right-hand side, we note that $H_{dR,c}^{k+1}(\mathcal{A}_1, E^f_k)$ is dual to $H_{dR}^{k+1}(\mathcal{A}_1, E^{-f_k})$, and the latter space is isomorphic to $H_{dR}^{k+1}(\mathcal{A}_1, E^f_k)$ as is seen by using the change of variables (compatible with the action of $\mathcal{G}_k$)

$$\begin{align*}
\begin{cases}
  x_i \mapsto -x_i, \quad z \mapsto z & \quad \text{if } n \text{ is even}, \\
  x_i \mapsto \exp(\pi i/(n+1))x_i, \quad z \mapsto \exp(-\pi i/(n+1))z & \quad \text{if } n \text{ is odd},
\end{cases}
\end{align*}$$

(6.12)

which changes $f_k$ to $-f_k$. □

6.c. The $\tilde{\mu}$-exponential mixed Hodge structure on the de Rham cohomology of $\text{Sym}^k \text{Ai}_n$ and $\text{Sym}^k A_i$

In order to apply the results of Section 5 to $\text{Sym}^k \text{Ai}_n$, we first consider a ramification of order $n$ on the base affine line. Consider the $n$-fold ramified cover $[n] : \mathcal{A}_1 \to \mathcal{A}_1$ given by $s \mapsto z = s^n$. Let $\pi : \mathcal{A}_1 \times \mathcal{A}_1 \to \mathcal{A}_1$ denote the first projection and let

$$\tilde{f} = \frac{1}{n+1} x^{n+1} - s^n x$$

equipped with the $\mu_n$ action on the variable $s$. We define

$$\tilde{\text{Ai}}_n = \mathcal{A}^{[n]} \tilde{\pi}_* E^{\tilde{f}} \simeq \tilde{\pi}_* E^\tilde{f} \simeq [n]^+ \text{Ai}_n,$$

where the last isomorphism is compatible with the $\mu_n$ actions. Then $\tilde{\text{Ai}}_n$ is smooth on $\mathcal{A}_1$ and its formal model at infinity is the pullback by $[n]$ of (6.5), and we have

$$\text{Ai}_n = ([n]^+ \text{Ai}_n)^{\mu_n}.$$ Setting

$$\tilde{f}_k = \sum_{i=1}^k \left( \frac{1}{n+1} x_i^{n+1} - s^n x_i \right),$$

we obtain similarly

$$\tilde{\text{Ai}}_n \simeq \tilde{\pi}_k + E^{\tilde{f}_k}, \quad \text{Sym}^k \tilde{\text{Ai}}_n \simeq (\pi_k + E^{\tilde{f}_k})^{\mathcal{G}_k, \chi}, \quad \text{Sym}^k \text{Ai}_n \simeq (\text{Sym}^k \tilde{\text{Ai}}_n)^{\mu_n} \simeq (\pi_k + E^{\tilde{f}_k})^{\mu_n \times \mathcal{G}_k, \chi}.$$ Corollary 6.13. For $\iota = \emptyset, c$, the de Rham cohomologies $H_{dR,?}(\mathcal{A}_1, \text{Sym}^k \tilde{\text{Ai}}_n)$ and $H_{dR,?}(\mathcal{G}_m, j^+ \text{Sym}^k \tilde{\text{Ai}}_n)$ vanish for $r \neq 1$ and we have

$$H_{dR,?}(\mathcal{A}_1, \text{Sym}^k \tilde{\text{Ai}}_n) \simeq H_{dR,?}^{k+1}(\mathcal{A}_1, E^{\tilde{f}_k})^{\mathcal{G}_k, \chi}, \quad H_{dR,?}(\mathcal{G}_m, j^+ \text{Sym}^k \tilde{\text{Ai}}_n) \simeq H_{dR,?}^{k+1}(\mathcal{G}_m \times \mathcal{A}_1, E^{\tilde{f}_k})^{\mathcal{G}_k, \chi}.$$


Proof. We first claim that \( \text{Sym}^k \widetilde{\text{Ai}}_n \) does not have any non trivial constant submodule: otherwise its pushforward by \([n]\) would give rise, by taking \( \mu_n\)-invariants, to a non trivial constant submodule of \( \text{Sym}^k \widetilde{\text{Ai}}_n \), a contradiction. Then we can argue as in the proof of Corollary 6.11.

As a consequence, we obtain:

\[
H^1_{\text{mid}}(\mathbb{A}_1^1, \text{Sym}^k \text{Ai}_n) \simeq H^{k+1}_{\text{mid}}(\mathbb{A}_1^{k+1}, E^{f_k})_{\mu_n \times \mathfrak{S}_k, \chi}.
\]

The isomorphisms (6.11*) together with (4.3) lead us to define, for \( \emptyset = \varnothing, c, \text{mid} \), the exponential mixed Hodge structures \( H^1(\mathbb{A}_1^1, \text{Ai}_n^{\otimes k}) \) and \( H^1(\mathbb{A}_1, \widetilde{\text{Ai}}_n^{\otimes k}) \) as

\[
(6.14) \quad H^1(\mathbb{A}_1^1, \text{Ai}_n^{\otimes k}) := H^1_{\varnothing}(\mathbb{A}_1^{k+1}, f_k), \quad H^1(\mathbb{A}_1, \widetilde{\text{Ai}}_n^{\otimes k}) := H^1_{\varnothing}(\mathbb{A}_1^{k+1}, \tilde{f}_k)
\]

and then the exponential mixed Hodge structures \( H^1(\mathbb{A}_1^1, \text{Sym}^k \text{Ai}_n) \) and \( H^1(\mathbb{A}_1, \text{Sym}^k \widetilde{\text{Ai}}_n) \) as

\[
(6.15) \quad H^1(\mathbb{A}_1^1, \text{Sym}^k \text{Ai}_n) := H^1(\mathbb{A}_1^1, \text{Ai}_n^{\otimes k})_{\mathfrak{S}_k, \chi}, \quad H^1(\mathbb{A}_1, \text{Sym}^k \widetilde{\text{Ai}}_n) := H^1(\mathbb{A}_1, \widetilde{\text{Ai}}_n^{\otimes k})_{\mathfrak{S}_k, \chi},
\]

so that

\[
(6.16) \quad H^1(\mathbb{A}_1^1, \text{Sym}^k \text{Ai}_n) \simeq H^1(\mathbb{A}_1^1, \text{Sym}^k \widetilde{\text{Ai}}_n)_{\mu_n}.
\]

We can similarly define \( H^1(\mathbb{G}_m, j^+ \text{Sym}^k \widetilde{\text{Ai}}_n) \) in EMHS by replacing \( \mathbb{A}_1^{k+1} \) with \( \mathbb{G}_m \times \mathbb{A}_1^k \). Recall that \( H^1_{\text{mid}} \) is defined as the image in EMHS of \( H^1_{\varnothing} \rightarrow H^1_1 \).

**Theorem 6.17.** The exponential mixed Hodge structures

\[
H^1(\mathbb{A}_1^1, \text{Sym}^k \text{Ai}_n), \quad H^1(\mathbb{A}_1^1, \text{Sym}^k \text{Ai}_n), \quad \text{and} \quad H^1_{\text{mid}}(\mathbb{A}_1^1, \text{Sym}^k \text{Ai}_n)
\]

are \( \mu \)-exponential mixed Hodge structures of weights \( \geq k+1, \leq k+1, \) and \( k+1 \) respectively, and the natural morphisms between them are morphisms of \( \mu \)-exponential mixed Hodge structures.

Moreover, the induced morphism

\[
\text{gr}^W_{k+1} H^1_{\varnothing}(\mathbb{A}_1^1, \text{Sym}^k \text{Ai}_n) \rightarrow \text{gr}^W_{k+1} H^1(\mathbb{A}_1^1, \text{Sym}^k \text{Ai}_n)
\]

is an isomorphism, and \( H^1_{\text{mid}}(\mathbb{A}_1^1, \text{Sym}^k \text{Ai}_n) \) is equal to its image. This \( \mu \)-exponential pure Hodge structure of weight \( k+1 \) is equipped with a \((-1)^{k+1}\)-symmetric pairing

\[
H^1_{\text{mid}}(\mathbb{A}_1^1, \text{Sym}^k \text{Ai}_n) \otimes H^1_{\text{mid}}(\mathbb{A}_1^1, \text{Sym}^k \text{Ai}_n) \rightarrow \mathbb{Q}(-k-1).
\]

Similar properties hold for \( \text{Sym}^k \widetilde{\text{Ai}}_n \).

**Proof.** The first statement (weight estimates) follows from Proposition 4.7. For the second statement, we first prove the results for \( \text{Sym}^k \widetilde{\text{Ai}}_n \) by applying Corollaries 5.14 and 5.21 as follows. For \( \emptyset = \varnothing, c, \text{mid} \), we note that

\[
H^r_{\varnothing}(\mathbb{A}_1^k, \frac{1}{n+1} \sum_{i=1}^k x_i^{n+1}) = \begin{cases} H^1(\mathbb{A}_1^1, \frac{1}{n+1} x_i^{n+1})^{\otimes k} & \text{if } r = k, \\ 0 & \text{otherwise}, \end{cases}
\]

by the argument used in [7, Ex. A.22]. Furthermore, the exponential mixed Hodge structure \( H^1(\mathbb{A}_1^1, \frac{1}{n+1} x_i^{n+1}) \) is pure of weight 1 and of rank \( n \) according to Section 5.b, and belongs to
the canonical isomorphisms. Notice that the localization sequences analogous to (5.15) along

Proof. Corollary 6.19. Let us also set

\[ \text{gr}_{k+1} H^k_? (A^{k+1}, \tilde{f}_k) \simeq \text{gr}_{k+1} H^k_? (G_m \times A^k, \tilde{f}_k), \]

since the upper resp. lower rightmost non-trivial term in the diagram is pure of weight \( k \) resp. \( k + 2 \). Furthermore,

\[ H^k_\text{mid} (A^{k+1}, \tilde{f}_k) \simeq H^k_\text{mid} (G_m \times A^k, \tilde{f}_k). \]

Let us also set

\[ g(y) = \frac{1}{n+1} y^{n+1} - y, \]

and consider the convenient non-degenerate polynomial

\[ g_k(y_1, \ldots, y_k) = \sum_{i=1}^k g(y_i). \]

Under the change of variables \( x_i = s y_i \) on \( G_m \times A^k \), and arguing as for (5.15) one has, for \( ? = \emptyset, c, \text{mid}, \)

\[ H^k_\text{sym} (G_m \times A^k, \tilde{f}_k) = H^k_\text{sym} (G_m \times A^k, s^{n+1} g_k), \]

and a similar equality between the \( \chi \)-isotypical components with respect to the action of \( \mathfrak{S}_k \) permuting \( y_1, \ldots, y_k \). We can thus apply Corollaries 5.14 and 5.21 to obtain the second point for \( \text{Sym}^k A_i_n \).

Lastly, the pairing in the case of \( \text{Sym}^k A_i_n \) is obtained from the pairing

\[ H^k_\text{c} (A^{k+1}, \tilde{f}_k) \otimes H^k_\text{c} (A^{k+1}, -\tilde{f}_k) \rightarrow \mathbb{Q}(-k - 1) \]

together with a change of variables similar to (6.12), and passing to the \( \chi \)-isotypical component.

In order to deduce the results for \( \text{Sym}^k A_i_n \), one uses (6.16) for \( ? = \emptyset, c, \text{mid}. \)

Corollary 6.19. We have the following identifications in \( \text{EMHS}^\mu \):

\[ H^1 (G_m, j^+ \text{Sym}^k A_i_n) \simeq H^{k+1} (A^{k+1}, s^{n+1} g_k)^{\mathfrak{S}_k \cdot \chi}, \]

\[ H^1_{\text{mid}} (A^1, \text{Sym}^k A_i_n) \simeq H^{k+1}_{\text{mid}} (A^{k+1}, s^{n+1} g_k)^{\mathfrak{S}_k \cdot \chi} = W_{k+1} H^{k+1} (A^{k+1}, s^{n+1} g_k)^{\mathfrak{S}_k \cdot \chi}. \]

Proof. Notice that the localization sequences analogous to (5.15) (along \( s = 0 \)) yield, for \( k \geq 2 \), the canonical isomorphisms

\[ H^{k+1} (A^{k+1}, s^{n+1} g_k) \overset{\sim}{\rightarrow} H^{k+1} (G_m \times A^k, s^{n+1} g_k), \]

\[ H^{k+1}_c (G_m \times A^k, s^{n+1} g_k) \overset{\sim}{\rightarrow} H^{k+1}_c (A^{k+1}, s^{n+1} g_k). \]
From Corollaries 5.14 and 5.21 we have canonical identifications
\[ H_{\text{mid}}^{k+1}(Ak^{k+1}, s^{n+1}g_k) \xrightarrow{\sim} W_{k+1}H^{k+1}(Ak^{k+1}, s^{n+1}g_k). \]
The desired identifications are obtained from the lower line of (6.18) together with (6.14), (6.15) and (6.16).

In order to apply Proposition 5.17 we set, in a way similar to (5.16),
\[ \tilde{M}_k^H = \text{im}[(\mathcal{H}^0 n g_k, P^p Q^H_{g_k})^g] \rightarrow \Pi_r((\mathcal{H}^0 n g_k, P^p Q^H_{g_k})^g) \in \text{MHM}(A^1_r), \]
which is pure of weight \( k \), and we have \( \Pi_r(\tilde{M}_k^H) = \Pi_r((\mathcal{H}^0 n g_k, P^p Q^H_{g_k})^g) \) which has weights \( \geq k \). Let us consider the exact sequence in \( \text{MHM}(A^1_r) \):
\[ 0 \rightarrow \tilde{M}_k^H \rightarrow \Pi_r(\tilde{M}_k^H) \rightarrow \tilde{M}_k^H \rightarrow 0. \]

**Lemma 6.21.** We have \( \tilde{M}_k^H = W_k \Pi_r(\tilde{M}_k^H) \) and \( \tilde{M}_k^H \) is constant of weights \( \geq k + 1 \).

**Proof.** The cokernel of \( \tilde{M}_k^H \rightarrow W_k \Pi_r(\tilde{M}_k^H) \) is a constant pure Hodge module of weight \( k \), which is thus a direct summand, hence contained in \( \Pi_r(\tilde{M}_k^H) \). But the \( \mathbb{C}[\tau][\partial_\tau] \)-module underlying the latter mixed Hodge module does not contain any constant nonzero submodule, by definition of \( \Pi_r \).

**Proposition 6.22.** We have, for \( p \in \mathbb{Z} \), \( \zeta = \exp(-2\pi i/(n+1)) \neq 1 \) with \( \varepsilon \in \{1, \ldots, n\} \),
\[ \dim gr_F^p H^1_{\text{mid}}(A^1_{n}, \text{Sym}^k \tilde{A}_i)_{\text{cl}} = \dim gr_F^p [P_0 \psi_{r,1} \tilde{M}_k^H(-1)], \]
\[ \dim gr_F^{p-\varepsilon/(n+1)} H^1_{\text{mid}}(A^1_{n}, \text{Sym}^k \tilde{A}_i)_{\neq 1} = \dim gr_F^p [P_0 \psi_{r,1}(K^H_{\zeta^{-1}} * \text{mid} \tilde{M}_k^H)(-1)]. \]

**Proof.** For the first equality, we identify \( H^1_{\text{mid}}(A^1_{n}, \text{Sym}^k \tilde{A}_i)_{\text{cl}} \) with \( W_{k+1}H^{k+1}(Ak^{k+1}, s^{n+1}g_k)^g \), according to the second line of Corollary 6.19 and (5.10 **). Then we can argue as in the proof of [7, Th. 3.2] by applying [7, Cor. A.31(1)] to \( \tilde{M}_k^H \).

The second equality follows from the second lines of Corollaries 5.28 and 6.19.

Contrary to the case of the symmetric power of the Kloosterman connection \( \text{Sym}^k \tilde{K}_{l_2} \) considered in [7], \( j^+ \text{Sym}^k \tilde{A}_i \) is not the restriction to \( G_m \) of the Fourier transform of a regular holonomic module like \( \Pi_r(\tilde{M}_k) \) because it is not of slope 1 at infinity (as can be seen from Lemma 6.7). The Fourier transform of \( \Pi_r(\tilde{M}_k) \) will nevertheless prove useful in 7.e when \( n = 2 \). It also takes the form of a symmetric power \( j^+ \text{Sym}^k G_g \), as asserted by the following lemma. In other words, the rational slope of \( \text{Sym}^k \tilde{A}_i \) at infinity leads to considering both expressions of \( \text{Sym}^k \tilde{A}_i \):
\[ [n]^+ \text{Sym}^k \tilde{A}_i = \text{Sym}^k \tilde{A}_i \quad \text{and} \quad j^+ \text{Sym}^k \tilde{A}_i \simeq [n+1]^+ \text{Sym}^k G_g. \]

**Lemma 6.23.** Let \( G_g = j^+ \text{FT} \tilde{M}_1 \) be the restriction to \( G_m \) of the Fourier transform of \( \tilde{M}_1 \) and let \( \text{FT} \tilde{M}_k \) be the Fourier transform of \( \tilde{M}_k \). We have
\[ \text{FT} \Pi_r(\tilde{M}_k) = j^+ j^+ \text{FT} \tilde{M}_k \simeq j^+ \text{Sym}^k G_g. \]

Furthermore, \( \text{FT} \tilde{M}_k \simeq j^+ \text{Sym}^k G_g \).
Proof. We have \( \Pi_r(\widetilde{M}_k) = \Pi_r(\mathcal{H}^0 g_k + \mathcal{O}_{\mathcal{M}})_{\overline{k} \times x} \), so
\[
j^+ \text{FT} \widetilde{M}_k = j^+ \text{FT} \Pi_r(\widetilde{M}_k) \simeq j^+ \text{FT}(\mathcal{H}^0 g_k + \mathcal{O}_{\mathcal{M}})_{\overline{k} \times x} \simeq \text{Sym}^k G_g.
\]
For the second point, let us define \( \tilde{M}_k \) such that \( \text{FT} \tilde{M}_k = j^+ \text{Sym}^k G_g \). Since \( \text{FT} \tilde{M}_k \) is the minimal extension of \( G_g \) at the origin, it follows that \( \text{FT} \tilde{M}_k \subset \text{FT} M_k \) (because \( \text{FT} \tilde{M}_k = \text{FT} M_k \cap \text{FT} \tilde{M}_k \) by minimality) and thus \( \tilde{M}_k \subset M_k \). We wish to prove equality. Since \( \text{FT} \tilde{M}_k / \text{FT} \tilde{M}_k \) is supported at the origin of \( \mathbb{A}^1 \), the quotient \( \tilde{M}_k / M_k \) is constant, and equality would follow from the property that \( \tilde{M}_k \) does not have any nonzero constant quotient \( C[\tau](\partial_{\tau}) \)-module. In order to prove this property, it is enough to show that such a quotient would underlie a quotient in the category \( \text{MHM}(\mathbb{A}^1_{\tau}) \). Indeed, \( \tilde{M}_k \) being pure, this quotient would be a direct summand, hence contained in \( M_k \), and \( \tilde{M}_k \) is known to have no nonzero constant holonomic submodule, being contained in \( \Pi_r(\tilde{M}_k) \). Dually, it is enough to prove that the maximal constant \( C[\tau](\partial_{\tau}) \)-submodule of a pure Hodge module on \( \mathbb{A}^1_{\tau} \) underlies the maximal constant pure Hodge module. This follows from the theorem of the fixed part. In such a way, we have identified \( M_k \) with \( \tilde{M}_k \).

7. Proof of Theorem 1.1

We consider from now on the classical Airy equation \( \partial^2_z - z \) (the case \( n = 2 \) in Section 6), and we set \( \text{Ai} = \text{Ai}_2 \) and \( f(x, z) = \frac{1}{3} x^3 - xz \). The strategy of the proof of Theorem 1.1 is very similar to that developed in [7] for the Kloosterman case. It consists of

1. exhibiting a natural basis of \( H^1_{dR}(\mathbb{A}^1, \text{Sym}^k \text{Ai}) \) (Proposition 7.4 and Corollary 7.6);
2. showing that this basis is adapted to the irregular Hodge filtration by lifting it to a suitable compactification of \( \mathbb{A}^{k+1} \) and by computing order of poles of representative differential forms along components of the divisor at infinity;
3. showing that this basis induces a basis of each graded piece of the irregular Hodge filtration by means of a duality argument.

Notation 7.1. We use the following notation and convention:

- For integers \( k \geq 1 \) and \( m \in \mathbb{Z} \), we set
  \[
k' := \lfloor \frac{(k - 1)}{2} \rfloor \quad \text{(i.e., } k = 2k' + 1 \text{ or } k = 2(k' + 1)\}, \quad m! \text{ and } m!! = 1 \text{ if } m \leq 0.\]

- Since the cases where \( k \) is even and where \( 4 \mid k \) play a special role, we use the simplified common notation:
  \[
  [1, k'] = \begin{cases} \{1, \ldots, k' + 1\} & \text{if } k \text{ is odd}, \\ \{1, \ldots, k'\} & \text{if } k \text{ is even}, \end{cases}
  \]

7.a. De Rham cohomology of \( \text{Sym}^k \text{Ai} \) and \( \text{Sym}^k \tilde{\text{Ai}} \). One checks that \( \text{Ai} \) is the free \( C[z] \)-module generated by the classes \( v_0, v_1 \) of \( dx, -xdx \) (see (6.1)). Moreover, \( \partial_z v_0 = -xdx = v_1 \) and \( \partial^2_z v_0 = x^2 dx \equiv z v_0 \), so that we recover the Airy equation \( (\partial^2_z - z)v_0 = 0 \).
Corollary 6.9 in this case reads
\[
\dim H^i_{\text{dr}}(A^1, \text{Sym}^k A) = \begin{cases} 
  k' + 1 & \text{if } k \text{ is odd}, \\
  k' & \text{if } k \text{ is even}, 
\end{cases} \quad \text{for } \mathcal{H} = \emptyset, c,
\]
(7.2)
\[
\dim H^i_{\text{dr,mid}}(A^1, \text{Sym}^k A) = \begin{cases} 
  \dim H^i_{\text{dr}}(A^1, \text{Sym}^k A) & \text{if } 4 \nmid k, \\
  \dim H^i_{\text{dr}}(A^1, \text{Sym}^k A) - 1 & \text{if } 4 \mid k.
\end{cases}
\]

Let $[2] : s \mapsto s^2 = z$ be the ramified covering of $A^1_z$ of order 2 given by $s \mapsto s^2 = z$, and set $\widetilde{A} = [2]^+ A$. Let $L = L_{-1} = (\mathcal{O}_{\mathbb{G}_m}, d + \frac{1}{2} dz)$. Recall that $j : \mathbb{G}_m \hookrightarrow A^1$ denotes the inclusion. We will set $L \otimes \text{Sym}^k A := j_!(L \otimes \text{Sym}^k A)$. Then
\[
H^i_{\text{dr}}(A^1, L \otimes \text{Sym}^k A) = H^i_{\text{dr}}(\mathbb{G}_m, L \otimes j^+ \text{Sym}^k A),
\]
which has dimension $3(k' + 1)$ if $i = 1$ and is zero otherwise. We have, on $A^1$,
\[
[2]^+ \text{Sym}^k \widetilde{A} \simeq \text{Sym}^k A \oplus (L \otimes \text{Sym}^k A),
\]
and the decomposition
(7.3)
\[
H^1_{\text{dr}}(A^1, \text{Sym}^k \widetilde{A}) = H^1_{\text{dr}}(A^1, \text{Sym}^k A) \oplus H^1_{\text{dr}}(A^1, L \otimes \text{Sym}^k A)
\]
into $\mu_2$-character spaces. More explicitly, we have the isomorphism
\[
[2]^* L = \left( \mathcal{O}_{\mathbb{G}_m}, d + \frac{ds}{s} \right) \xrightarrow{\sim} (\mathcal{O}_{\mathbb{G}_m}, d)
\]
via multiplication by $s$. Therefore, for an element of $H^1_{\text{dr}}(\mathbb{G}_m, L \otimes j^+ \text{Sym}^k A)$ represented by the global section $\eta \in \Gamma(\mathbb{G}_m, L \otimes j^+ \text{Sym}^k A \otimes \Omega^1)$, we regard it as the class $s[2]^* \eta$ belonging to the image of $H^1_{\text{dr}}(A^1, \text{Sym}^k \widetilde{A})$ in $H^1_{\text{dr}}(\mathbb{G}_m, j^+ \text{Sym}^k \widetilde{A})$.

We use the decomposition (7.3) to obtain a basis. The connection on $A^1$ is given by the matrix form
\[
\partial_z (v_0, v_1) = (v_0, v_1) \cdot \begin{pmatrix} 0 & z \\ 1 & 0 \end{pmatrix}.
\]
To treat the symmetric power moments and the twists together in this subsection, for $k \geq 1$ and $\rho = 0, 1/2$, we let $V_\rho$ be the connection on $\mathbb{G}_m$
\[
V_\rho = \begin{cases} 
  j^+ \text{Sym}^k A_i, & \rho = 0, \\
  L \otimes j^+ \text{Sym}^k A_i, & \rho = 1/2.
\end{cases}
\]
Let $\Lambda_\rho = \Gamma(\mathbb{G}_m, V_\rho)$ be the differential module of global sections. We fix the basis $u := (u_a)_{0 \leq a \leq k}$ of $\Lambda_\rho$ where $u_a = v_0^k - a v_0^a$, in which the differential structure reads
\[
z \partial_z u_a = \rho u_a + (k - a) z u_{a+1} + a z^2 u_{a-1}, \quad 0 \leq a \leq k,
\]
with the convention $u_{-1} = u_{k+1} = 0$. Then the de Rham cohomology of $V_\rho$ is given by the cohomology of the two term complex $z \partial_z : \Lambda_\rho \to \Lambda_\rho$
\[
H^i_{\text{dr}}(\mathbb{G}_m, V_\rho) = H^i(\Lambda_\rho, z \partial_z \Lambda_\rho).
\]
**Proposition 7.4** (see [7, Proof of Prop. 4.14]).

1. Put \( \Lambda^+_p = \bigoplus_{a=0}^k \mathbb{C}[z]u_a \). Then the \( \mathbb{C}[z] \)-module \( \Lambda^+_p \) is stable under \( z\partial_z \) and the inclusion of \( (\Lambda^+_p, z\partial_z) \) into \( (\Lambda^+_p, z\partial_z) \) is a quasi-isomorphism.

2. The cokernel \( H^1(\Lambda^+_p, z\partial_z) \) has the basis

\[
\begin{align*}
z^{k'} + 1 u_0, & \cdots, z u_0, u_0, u_1, \cdots, u_k & \text{if } k \text{ is odd,} \\
z^{k'} u_0, & \cdots, z u_0, u_0, u_1, \cdots, u_k & \text{if } k \text{ is even.}
\end{align*}
\]

**Remark 7.5.** When analyzing the symmetric products \( \text{Sym}^k \text{Kl}_3 \) of Kloosterman connections of rank three, Y. Qin [21, §3.2.1] has developed a slightly different method to obtain an analogous result.

**Proof.**

1. In fact, for any \( r \geq 0 \), the lattice \( z^{-r} \Lambda^+_p \) is stable under \( z\partial_z \) and the induced map \( z\partial_z : z^{-r-1} \Lambda^+_p / z^{-r} \Lambda^+_p \rightarrow z^{-r-1} \Lambda^+_p / z^{-r} \Lambda^+_p \) coincides with the multiplication by \( \rho - r - 1 \) and is an isomorphism.

2. Define a degree map on \( \Lambda^+_p \) by setting

\[
\deg z = \frac{2}{3}, \quad \deg u_a = \frac{a}{3}.
\]

Then \( z\partial_z \) is inhomogeneous of degree one. On the associated graded module \( \overline{\Lambda^+_p} \), the induced map \( \overline{z\partial_z} \) is \( \mathbb{C}[z] \)-linear with

\[
\overline{z\partial_z} \overline{u}_a = (k - a) z \overline{u}_{a+1} + a z^2 \overline{u}_{a-1}, \quad 0 \leq a \leq k,
\]

where \( \overline{u}_a \) denotes the image of \( u_a \).

Assume \( k \) is even. It is clear that \( \ker \overline{z\partial_z} = \mathbb{C}[z] \overline{u} \) where

\[
\overline{u} = \sum_{i=0}^{k' + 1} (-1)^i \binom{k' + 1}{i} z^{k' + 1 - i} \overline{u}_{2i}.
\]

Inside the \( \mathbb{C}[z] \)-module \( H^1(\overline{\Lambda^+_p}, \overline{z\partial_z}) \), the class \( \overline{u}_0 \) is torsion-free, \( \overline{u}_{2r+1} \) are \( z \)-torsion for \( 0 \leq r \leq k' \), and

\[
z \overline{u}_{2r} = \prod_{i=1}^{r} \frac{1 - 2i}{k + 1 - 2i} z^{2r} \overline{u}_0, \quad 1 \leq r \leq k' + 1.
\]

Furthermore one has (see [7, Proof of Lem. 4.17] for a similar argument)

\[
\text{coker} \left[ z\partial_z : H^0(\overline{\Lambda^+_p}, \overline{z\partial_z}) \rightarrow H^1(\overline{\Lambda^+_p}, \overline{z\partial_z}) \right] \xrightarrow{\sim} H^1(\overline{\Lambda^+_p}, \overline{z\partial_z})
\]

and

\[
z\partial_z(z' \overline{u}) = \sum_{i=0}^{k' + 1} (-1)^i \binom{k' + 1}{i} (r + k' + 1 - i + \rho) z^{r + k' + 1 - i} \overline{u}_{2i}
\]

\[
= \begin{cases} 
  c_0 z^{k' + 1} \overline{u}_0 + (-1)^{k' + 1} \rho \overline{u}_k & \text{if } r = 0, \\
  c_r z^{r + k' + 1} \overline{u}_0 & \text{if } r > 0,
\end{cases}
\]

for certain \( c_0, c_r \in \mathbb{C} \). Since \( \dim H^1(\Lambda^+_p, z\partial_z) = k + k' + 1 \), one must have \( c_r \neq 0 \) for all \( r \geq 0 \) and the claim follows.
follows. Consider the classical Airy functions on basis of $\omega$.

**Remark 7.7** (see [1, §10.4] and [38]) which are entire functions in $\sqrt{\arg z} < \pi$. In order to compute a basis of $H_{dR}(\mathbb{A}^1, \text{Sym}^k \text{Ai})$ in the latter case, we define a family of numbers $\gamma_k,i$ ($i \in \mathbb{Z}$) as follows. Consider the classical Airy equation $\text{Ai}, \text{Bi}$ (see [1, §10.4] and [38]) which are entire functions on $\mathbb{C}_z$. Let $s = \frac{2}{3}z^{3/2}$. As $z \to \infty$, we have the asymptotic expansions

$$
\text{Ai}(z) \sim \frac{e^{-z/2}}{\sqrt{\pi}z^{1/4}} \sum_{n=0}^{\infty} (-1)^n \frac{(n + \frac{1}{2})_k}{54^n n!} \frac{1}{s^n}, \quad |\arg z| < \pi,
$$

$$
\text{Bi}(z) \sim \frac{e^{z/2}}{\sqrt{\pi}z^{1/4}} \sum_{n=0}^{\infty} \frac{(n + \frac{1}{2})_k}{54^n n!} \frac{1}{s^n}, \quad |\arg z| < \frac{1}{3} \pi.
$$

Set $w = 1/z$. The formal asymptotic expansion of $2\pi(\text{Ai} \text{Bi})$ at $z = \infty$ is an element in $\sqrt{w}(1 + w^3 Q[w^3])$. It is the unique, up to scaling, formal power series solution in $\sqrt{w}$ to the second symmetric power of the Airy equation and one checks directly that it has a positive coefficient in each degree $\sqrt{w} w^{3i}, i \geqslant 0$. We define $\gamma_{k,i}$ by the formula

$$
(2\pi \text{Ai} \text{Bi})^{k/2} \sim \sum_{i \geqslant -\infty} \gamma_{k,i} w^i.
$$

**Corollary 7.6.**

1. The classes 
   $$\omega_i = z^{i-1} u_0 dz, \quad \eta_j = u_j \frac{dz}{z} \quad (i \in [1, k'], 0 \leqslant j \leqslant k)$$

   (see Notation 7.1) form a basis of $H_{dR}^1(\mathbb{G}_m, j^+ \text{Sym}^k \text{Ai})$.

2. The classes 
   $$\omega^i = z^i u_0 \frac{dz}{z}, \quad \eta^i_j = u_j \frac{dz}{z} \quad (i \in [1, k'], 0 \leqslant j \leqslant k)$$

   form a basis of $H_{dR}^1(\mathbb{G}_m, L \otimes j^+ \text{Sym}^k \text{Ai})$.

3. The family $\mathcal{B}_k = \{\omega_i | i \in [1, k']\}$ is a basis of $H_{dR}^1(\mathbb{A}^1, \text{Sym}^k \text{Ai})$.

**Proof.** Let $(\text{Sym}^k \text{Ai})_0 = \bigoplus_{j=0}^k C u_j$ be the fiber of $\text{Sym}^k \text{Ai}$ at $z = 0$. We have the exact sequence

$$0 \to H_{dR}^1(\mathbb{A}^1, \text{Sym}^k \text{Ai}) \to H_{dR}^1(\mathbb{G}_m, j^+ \text{Sym}^k \text{Ai}) \to \text{Res}(\text{Sym}^k \text{Ai})_0 \to 0$$

where Res denotes the residue map. Statement (3) follows by noticing that $\text{Res}(\omega_i) = 0$ and $\text{Res}(\eta_j) = u_j$. □
We then have
\[
\gamma_{k,i} = \begin{cases} 
0 & \text{for } i \notin k/4 + 3\mathbb{Z}_{\geq 0}, \\
1 & \text{for } i = k/4, \\
> 0 & \text{for } i \in k/4 + 3\mathbb{Z}_{\geq 0}.
\end{cases}
\]

**Proposition 7.9** (see [9, Cor. 3.11]). If \(4 \mid k\), the family
\[
\mathcal{B}_{k,\text{mid}} = \{ \omega_{i} - \gamma_{k,i} \omega_{k/4} \mid i \in [1, k'], i \neq k/4 \}
\]
is a basis of \(H_{\text{dR,\text{mid}}}^{1}(\mathbb{A}^{1}, \text{Sym}^{k} \mathcal{A}^{1})\), and \(\omega_{k/4}\) induces a basis of
\[
H_{\text{dR}}^{0}(\mathbb{A}^{1}, \text{Sym}^{k} \mathcal{A}^{1})/H_{\text{dR,\text{mid}}}^{1}(\mathbb{A}^{1}, \text{Sym}^{k} \mathcal{A}^{1}).
\]

**Proof.** The second statement follows from the first one and Corollary 7.6(3). For the first part, let
\[
\iota_{\infty} : \text{Sym}^{k} \mathcal{A}^{1} \longrightarrow (\text{Sym}^{k} \mathcal{A}^{1})_{\infty}
\]
denote the formalization of \(\text{Sym}^{k} \mathcal{A}^{1}\) at infinity, and \(\nabla\) the induced connection. We can represent elements of \(H_{\text{dR,c}}^{1}(\mathbb{A}^{1}, \text{Sym}^{k} \mathcal{A}^{1})\) by pairs \((\hat{m}, \eta)\) as follows (see [8, Cor. 3.5]):

- \(\hat{m}\) is a formal germ in \((\text{Sym}^{k} \mathcal{A}^{1})_{\infty}\), and
- \(\eta\) belongs to \(\Gamma(\mathbb{A}^{1}, \Omega_{\mathbb{A}^{1}}^{1} \otimes \text{Sym}^{k} \mathcal{A}^{1})\),

such that, denoting by \(\hat{\eta} = \iota_{\infty} \eta\) the formal germ of \(\eta\) in \([\Omega_{\mathbb{A}^{1},\infty}^{1} \otimes (\text{Sym}^{k} \mathcal{A}^{1})_{\infty}]\), \(\hat{m}\) and \(\eta\) are related by \(\nabla \hat{m} = \hat{\eta}\).

We can regard \(H_{\text{dR,\text{mid}}}^{1}(\mathbb{A}^{1}, \text{Sym}^{k} \mathcal{A}^{1})\) as the image of the natural morphism
\[
H_{\text{dR,\text{c}}}^{1}(\mathbb{A}^{1}, \text{Sym}^{k} \mathcal{A}^{1}) \longrightarrow H_{\text{dR}}^{0}(\mathbb{A}^{1}, \text{Sym}^{k} \mathcal{A}^{1})
\]
sending a pair \((\hat{m}, \eta)\) to \(\eta\). According to [8, Rem. 3.6], there exists a basis of \(H_{\text{dR,\text{c}}}^{1}(\mathbb{A}^{1}, \text{Sym}^{k} \mathcal{A}^{1})\) consisting of

- pairs \((\hat{m}_{i}, 0)_{i}\) where \((\hat{m}_{i})_{i}\) is a basis of \(\ker \nabla\) in \((\text{Sym}^{k} \mathcal{A}^{1})_{\infty}\), and
- a set of pairs \((\hat{m}_{j}, \eta_{j})_{j}\), of cardinality \(\dim H_{\text{dR,\text{mid}}}^{1}(\mathbb{A}^{1}, \text{Sym}^{k} \mathcal{A}^{1})\), related as above such that \((\eta_{j})_{j}\) are linearly independent in \(H_{\text{dR}}^{1}(\mathbb{A}^{1}, \text{Sym}^{k} \mathcal{A}^{1})\).

Furthermore, such a family \((\eta_{j})_{j}\) is a basis of \(H_{\text{dR,\text{mid}}}^{1}(\mathbb{A}^{1}, \text{Sym}^{k} \mathcal{A}^{1})\). The proposition follows from Lemma 7.10 below. \(\square\)

**Lemma 7.10.** Let us fix \(i \geq 1\). If \(4 \mid k\), the subspace \(\ker \nabla \subset (\text{Sym}^{k} \mathcal{A}^{1})_{\infty}\) has dimension one and the equation \(\hat{\nabla} \hat{m}_{i} = \iota_{\infty}(\omega_{i} - \gamma_{k,i} \omega_{k/4})\) has a solution (in fact a dimension-one affine space of solutions).

**Proof.** Assume \(4 \mid k\). In this case, the factor \(L_{i}^{\infty}\) in the (unique) formal decomposition of \((\text{Sym}^{k} \mathcal{A}^{1})_{\infty}\) in Example 6.8 is the trivial meromorphic connection \((\mathbb{C}((w)), d)\), so \(\ker \nabla\) has dimension one. For a 1-form \(\omega \in \Gamma(\mathbb{A}^{1}, \text{Sym}^{k} \mathcal{A}^{1} \otimes \Omega_{\mathbb{A}^{1}}^{1})\), we let \((\omega)_{\text{reg}} \in \mathbb{C}((w))dw\) be the regular part of \(\iota_{\infty}(\omega)\) in the decomposition of \((\text{Sym}^{k} \mathcal{A}^{1})_{\infty}\) (twisted by \(dw\)). Then \(\iota_{\infty}(\omega) \in \text{im}(\nabla)\) if and only if \(\text{res}_{w}(\omega)_{\text{reg}} = 0\). In order to compute \(\text{res}_{w}(\omega_{i})_{\text{reg}}\), we consider the horizontal basis \(\{e_{0}, e_{1}\}\) of \(\mathcal{A}^{1}V\) given by
\[
eq 0 = \mathcal{A}^{i}(z) v_{1} - \mathcal{A}^{i'}(z) v_{0}, \quad e_{1} = B(z) v_{1} - B'(z) v_{0}.
\]
Then \( v_0 = \pi(B_i e_0 - A_i e_1) \). We note that, for any \( i \geq 1 \),
\[
(\omega_i)_{\text{reg}} = (-w^{-i}u_0dw/w)_{\text{reg}} = \pi^k(|B_i e_0 - A_i e_1|^k)_{\text{reg}} \cdot (-w^{-i}dw/w)
\]
\[
= \pi^k\left(\frac{k}{k/2}\right)(-A_i B_i)^{k/2}(e_0 e_1)^{k/2} \cdot (-w^{-i}dw/w)
\]
since \((A_i B_i)^{k/2}\) is the only product among \(A^i B^{k-i}\) which has no exponential factor in its asymptotic expansion by (7.8). Therefore
\[
\text{res}_w(\omega_i)_{\text{reg}} = -\left(-\pi/2\right)^{k/2}\left(\frac{k}{k/2}\right)\gamma_{k,i}(e_0 e_1)^{k/2}
\]
and consequently, for \( i \neq k/4 \), there exists \( \tilde{m}_i \) satisfying \( \nabla\tilde{m}_i = \iota(\omega_i - \gamma_{k,i}\omega_{k/4}) \).

7.c. **Proof of Theorem 1.1 for \( k \) odd.** According to Theorem 6.17, the de Rham cohomology \( H_{\text{dR}}^1(\mathbb{A}^1, \text{Sym}^k A_i) \) underlies a \( \tilde{\mu}\)-exponential mixed Hodge structure \( H^1(\mathbb{A}^1, \text{Sym}^k A_i) \) of weights \( \geq k + 1 \), which is pure of weight \( k + 1 \) and equal to \( H_{\text{mid}}^1(\mathbb{A}^1, \text{Sym}^k A_i) \) if \( 4 \nmid k \). In the case \( k \) is odd, we will first relate the irregular Hodge filtration \( F^k_{\text{irr}} H_{\text{dR}}^1(\mathbb{A}^1, \text{Sym}^k A_i) \) of \( H_{\text{dR}}^1(\mathbb{A}^1, \text{Sym}^k A_i) \) with the basis \( \mathcal{B}_k \).

**Lemma 7.11.** If \( k \) is odd, we have
\[
\omega_i \in F^{(k+1)-(k+2i)/3}_{\text{irr}} H_{\text{dR}}^1(\mathbb{A}^1, \text{Sym}^k A_i) \quad (1 \leq i \leq k' + 1).
\]

**Proof.** From Corollary 6.19 we deduce an inclusion
\[
(7.12) \quad \iota : H^1(\mathbb{A}^1, \text{Sym}^k A_i) \hookrightarrow H^{k+1}(\mathbb{A}^{k+1}, s^3 g_k)
\]
in EMHS\(\tilde{\mu}\). This inclusion is strict for the irregular Hodge filtrations on each term, hence it is enough to check that \( \iota(\omega_i) \in F^{(k+1)-(k+2i)/3}_{\text{irr}} H^1(\mathbb{A}^{k+1}, s^3 g_k) \) for \( i \) in the given range.

We begin with the compactification \( \mathbb{P}^k \) of \( \mathbb{A}^k \) with the boundary \( \mathbb{A}^{k-1}_X \). In fact, \( \mathbb{P}^k \) is the toric variety associated with the Newton polytope of the Laurent polynomial \( g_k \) on \( \mathbb{C}^k_0 \), and it is non-degenerate (in the sense of Mochizuki, see [7, §A.2]) for the pair \((g_k, g_k)\). Let \( X \) be the blowup of \( \mathbb{P}^1 \times \mathbb{P}^k \) along \( \{0\} \times \mathbb{A}_X^{k-1} \) (the intersection of the divisors \( \{0\} \times \mathbb{P}^k \)) where \( s^3 g_k \) vanishes with order 3 and \( \mathbb{P}^1 \times \mathbb{A}_X^{k-1} \) where \( s^3 g_k \) has triple pole. Let \( P' \) be the proper transform of \( \mathbb{P}^1 \times \mathbb{A}_X^{k-1} \) in \( X \).

Since \( k \) is odd, it is readily checked that \( X \) is a non-degenerate compactification of \((\mathbb{A}^{k+1}, s^3 g_k)\) with boundary divisor \( D = X \times \mathbb{A}^{k+1}_X \). On \( X \), the pole divisor \( P \) of \( s^3 g_k \) equals \( 3(\{\infty\} \times \mathbb{P}^k + P') \). The cohomology \( H^1_{\text{dR}}(X, s^3 g_k) \) is computed as the hypercohomology on \( X \) of the twisted \( P \)-meromorphic de Rham complex
\[
(\Omega_X^\ast (\log D)(\ast P), d + d(s^3 g_k))
\]
and the irregular filtration \( F^k_{\text{irr}} H^1_{\text{dR}}(X, s^3 g_k) \) on the hypercohomology is induced by the filtration \( F^k_{\text{Yu}}(\Omega_X^\ast (\log D)(\ast P), d + d(s^3 g_k)) \) by subcomplexes defined by (see [39, (6)])
\[
F^k_{\text{Yu}} \ast X (\log D)(\ast P) = \begin{cases} 0 & \text{if } \lambda < 0, \\ \Omega_X^\ast (\log D)(\{(p - \lambda) P\}) & \text{if } \lambda \geq 0. \end{cases}
\]
In particular, the image of the natural map
\[
\Gamma(X, \Omega^{k+1}(\log D)(\mu P)) \hookrightarrow H^{k+1}_{\text{dR}}(\mathbb{A}^{k+1}, s^3 g_k)
\]
lies in $F^{k+1}_{\text{irr}} H^1_{\text{dR}}(\mathbb{A}^{k+1}, s^3 g_k)$. Let us consider the image by $\iota$ of the basis $\mathcal{B}_k$. We note that
\[ z^{-1} dz \wedge dx_1 \wedge \ldots \wedge dx_k \in \Gamma(X, \Omega^{k+1}(\log D)(\frac{1}{3}(k + 2i)P^j)). \]
It follows that $\iota(\omega_i)$ ($i = 1, \ldots, k' + 1$), which is equal to the image of $w_i$ (see Remark 7.7) in $H^1_{\text{dR}}(\mathbb{A}^{k+1}, s^3 g_k)$, belongs to
\[ F^{(k+1)-(k+2i)/3}_{\text{irr}} H^1_{\text{dR}}(\mathbb{A}^{k+1}, s^3 g_k). \]

**Remark 7.13.** When $k$ is odd, the functions $f_k$ and $s^3 g_k$ are non-degenerate as Laurent polynomials. Therefore to conclude the above Lemma, one can also use the toric method of [2, 39] via the inclusions (6.11 *) and (7.12) respectively and restriction of the base space from $\mathbb{A}^{k+1}$ to $G_m^{k+1}$ as adapted in [7, §4.3.1]. Instead of describing explicitly the Newton polytope of $f_k$ or $s^3 g_k$ needed in the toric approach, here we compute the Hodge filtration by exhibiting a non-degenerate compactification which will appear again in the case of even $k$ in Section 7.h.

It will be convenient to define the decreasing filtration $G^p H^1_{\text{dR}}(\mathbb{A}^1, \text{Sym}^k A^i)$ ($p \in \mathbb{Q}$) as
\[ G^{(k+1)-(k+2i)/3} H^1_{\text{dR}}(\mathbb{A}^1, \text{Sym}^k A^i) = \langle \omega_j \in \mathcal{B}_k \mid j \leq i \rangle \quad (1 \leq i \leq k' + 1), \]
and thus
\[ \dim \text{gr}_G^p H^1_{\text{dR}}(\mathbb{A}^1, \text{Sym}^k A^i) = \begin{cases} 1 & \text{if } p = (k + 1) - (k + 2i)/3 \text{ for } 1 \leq i \leq k' + 1, \\ 0 & \text{otherwise.} \end{cases} \]

The statement of the lemma above amounts then to
\[ G^p H^1_{\text{dR}}(\mathbb{A}^1, \text{Sym}^k A^i) \subset F^{k+1}_{\text{irr}} H^1_{\text{dR}}(\mathbb{A}^1, \text{Sym}^k A^i) \quad \text{for all } p \text{ and } k \text{ odd.} \]

**Proof of Theorem 1.1 when $k$ is odd.** Let us set $d_p = \dim \text{gr}_{F^p_{\text{irr}}}^p$ and $\delta_p = \dim \text{gr}_G^p$. Then, by the above inclusion, $\sum_{q > p} \delta_q \leq \sum_{q < p} d_q$ for each $p$ with equality for $p$ small and for $p$ large. Furthermore, by Hodge symmetry (Remark 5.6) we have $d_{k+1-q} = d_q$ and, noticing that for $k$ odd the symmetry $i \mapsto j = k'+2-i$ amounts to $k+1-(k+2i)/3 \mapsto k+1-(k+2j)/3$, we deduce from Formula (7.14) that $\delta_{k+1-q} = \delta_q$. As a consequence, we also have $\sum_{q < p} \delta_q \leq \delta_p$ for all $p$, and it follows that $d_p = \delta_p$ for all $p$. Since $\delta_p = 1$ for $p$ as described in the theorem, and zero otherwise, this concludes the proof.

7.d. **Synopsis of the proof of Theorem 1.1 when $k$ is even.** For $k$ even, the formulas in the theorem are equivalent to $\dim \text{gr}_F^p H^1_{\text{dR}}(\mathbb{A}^1, \text{Sym}^k A^i) = 1$ for
\[ p = \begin{cases} k/2 - (2i - 1)/3, & 1 \leq i < k/4 \text{ if } 4 \mid (k + 2), \\ k/2 + 1 + (2i - 1)/3, & 1 \leq i < k/4 \text{ if } 4 \mid k, \\ k/2 - 2i/3, & 1 \leq i < k/4 \text{ if } 4 \mid k, \\ k/2 + 1 + 2i/3, & 1 \leq i < k/4 \text{ if } 4 \mid k, \\ k/2 + 1 & 4 \mid k, \end{cases} \]
and $\dim \text{gr}_F^p H^1_{\text{dR}}(\mathbb{A}^1, \text{Sym}^k A^i) = 0$ otherwise.

The argument used for $k$ odd cannot be extended to this case since we are not able to prove in a similar way that the inclusion (7.15) holds for every $p$ (see (7.21) below), and indeed $g_k$ is a degenerate Laurent polynomial when $k$ is even. We will thus develop another method, similar to that used in [7] for the moments of the Kloosterman connection, relying
on (ramified) Fourier transformation. This will need much more material, which we develop in Sections 7.e–7.g. Let us emphasize a new tool with respect to loc. cit., namely the inverse stationary phase formula with filtration, as expressed in [29, (7)] (see the proof of Proposition 7.25). We explain below the main steps.

Step 1. In this step (realized in Sections 7.e–7.g), we consider the pullback \( \text{Sym}^k \widetilde{\mathcal{A}}_i \) and the decomposition (7.3) and its mid analogue

\[
H^1_{\text{dR,mid}}(\mathcal{A}_s^1, \text{Sym}^k \widetilde{\mathcal{A}}_i) \simeq H^1_{\text{dR,mid}}(\mathcal{A}_2^1, \text{Sym}^k \mathcal{A}_i) \oplus H^1_{\text{dR}}(\mathcal{A}_2^1, L \otimes \text{Sym}^k \mathcal{A}_i).
\]

We directly compute the irregular Hodge numbers \( \dim \text{gr}_{\mathcal{F}_{\text{irr}}} H^1_{\text{dR}}(\mathcal{A}_s^1, \text{Sym}^k \widetilde{\mathcal{A}}_i) \) for all \( p \), relative to the irregular Hodge filtration considered in Section 6.c.

For \( \varepsilon \in \{0, 1, 2\} \), we consider the map

\[
\rho_\varepsilon : \{ j : 0 \leq j \leq k, k + j + \varepsilon \not\equiv 0 \mod 3 \} \rightarrow \mathbb{N}
\]

\[
(7.17) \quad j \mapsto [(k + j + \varepsilon)/3].
\]

Note that, for \( p \in \mathbb{N} \), we have \( \#\rho_\varepsilon^{-1}(p) \in \{0, 1, 2\} \).

**Proposition 7.18** (analogous to [7, Prop. 4.20(2)]). If \( k \) is even, we have, for \( \varepsilon = 0, 1, 2 \) and \( p \in \mathbb{Z} \),

\[
\dim \text{gr}_{\mathcal{F}_{\text{irr}}}^{p-\varepsilon/3} H^1_{\text{dR,mid}}(\mathcal{A}_s^1, \text{Sym}^k \widetilde{\mathcal{A}}_i) = \begin{cases} 1 & \text{if } \varepsilon = 0 \text{ and } p = k/2, k/2 + 1, \\ 1 & \text{if } \varepsilon \neq 0 \text{ and } p = k/2 + 1, \\ \#\rho_\varepsilon^{-1}(p - 1) & \text{otherwise.} \end{cases}
\]

At this step, we use the techniques explained in [7, App.] together with Proposition 6.22. Since the irregular Hodge filtration is compatible with the decomposition (7.3), it also remains to understand the action of \( \mu_2 \) on the filtered vector space \( H^1_{\text{dR,mid}}(\mathcal{A}_s^1, \text{Sym}^k \widetilde{\mathcal{A}}_i) \) and, if \( 4 \mid k \), to determine the irregular Hodge filtration on the dimension-one quotient space \( H^1_{\text{dR}}/H^1_{\text{dR,mid}} \) of \( \text{Sym}^k \mathcal{A}_i \). We will more precisely relate the irregular Hodge filtration with the filtration \( G^\bullet \) defined below by the basis constructed in Corollary 7.6.

Step 2. We define the filtration \( G^p H^1_{\text{dR}}(\mathcal{A}_s^1, \text{Sym}^k \widetilde{\mathcal{A}}_i) \) as the filtration defined by the basis made of \( \omega_i, \omega_i^-, \eta_j^- \) for \( i \in [1, k'] \) and \( 0 \leq j \leq k \), such that

\[
\text{gr}_G^{k+1-(k+2i)/3} = C\omega_i, \quad \text{gr}_G^{k+1-(k+2i+1)/3} = C\omega_i^-, \quad \text{gr}_G^{k+1-(k+j+1)/3} = C\eta_j^-.
\]

**Lemma 7.19.** If \( k \) is even, we have, for \( p > k/2 + 1 \),

\[
G^p H^1_{\text{dR}}(\mathcal{A}_s^1, \text{Sym}^k \widetilde{\mathcal{A}}_i) \subset H^1_{\text{dR,mid}}(\mathcal{A}_s^1, \text{Sym}^k \widetilde{\mathcal{A}}_i),
\]

and for \( \varepsilon = 0, 1, 2 \) and \( k/2 + 1 < p \in \mathbb{Z} \),

\[
\dim \text{gr}_{\mathcal{F}_{\text{irr}}}^{p-\varepsilon/3} H^1_{\text{dR}}(\mathcal{A}_s^1, \text{Sym}^k \widetilde{\mathcal{A}}_i) = \dim \text{gr}_{\mathcal{F}_{\text{irr}}}^{p-\varepsilon/3} H^1_{\text{dR,mid}}(\mathcal{A}_s^1, \text{Sym}^k \widetilde{\mathcal{A}}_i) = \#\rho_\varepsilon^{-1}(p - 1).
\]

**Proof.** The first point is clear if \( 4 \nmid k \) and follows, if \( 4 \mid k \), from Proposition 7.9 and from the equivalence

\[
k + 1 - (k + 2i)/3 > k/2 + 1 \iff i < k/4.
\]
For the second point, a direct check shows that
\[
\dim \gr^p_G H^1_{\text{dR,mid}}(A^1_s, \text{Sym}^k \wt{A}) = \begin{cases} 
2 & \text{for } p \in (k/2 + 1, 2k/3 + 1/3] \cap \frac{1}{3}\mathbb{Z}, \\
1 & \text{for } p = 2k/3 + 2/3, \\
0 & \text{for } p > 2k/3 + 2/3.
\end{cases}
\]
Assume for example \( k \equiv 0 \mod 3 \). Then one finds, for \( p \in \mathbb{Z} \),
\[
\rho_0^{-1}(p - 1) = \begin{cases} 
2 & \text{for } p \in [k/3 + 1, 2k/3] \cap \mathbb{Z}, \\
0 & \text{otherwise},
\end{cases}
\]
\[
\rho_1^{-1}(p - 1) = \begin{cases} 
2 & \text{for } p \in [k/3 + 1, 2k/3] \cap \mathbb{Z}, \\
1 & \text{for } p = 2k/3 + 1, \\
0 & \text{otherwise},
\end{cases}
\]
\[
\rho_2^{-1}(p - 1) = \begin{cases} 
2 & \text{for } p \in [k/3 + 2, 2k/3 + 1] \cap \mathbb{Z}, \\
1 & \text{for } p = k/3 + 1, \\
0 & \text{otherwise}.
\end{cases}
\]
The desired equality is easily checked in this case. The other cases \( k \equiv 1, 2 \mod 3 \) are checked similarly. \( \square \)

When \( k \) is even, the analogue of Lemma 7.11 holds only partially.

**Lemma 7.20.** If \( k \) is even, we have
\[
\omega_i \in F_{\text{irr}}^{(k+1)-(k+2i)/3} H^1_{\text{dR}}(A^1, \text{Sym}^k A_1) \quad \text{if } 1 \leq i \leq [k/4],
\]
\[
\omega_i^- \in F_{\text{irr}}^{(k+1)-(k+2i+1)/3} H^1_{\text{dR}}(\mathbb{G}_m, L \otimes j^+ \text{Sym}^k A_1) \quad \text{if } 1 \leq i \leq k'/2,
\]
\[
\eta_j^- \in F_{\text{irr}}^{(k+1)-(k+j+1)/3} H^1_{\text{dR}}(\mathbb{G}_m, L \otimes j^+ \text{Sym}^k A_1) \quad \text{if } 0 \leq j \leq k'.
\]

The statement of this lemma, which is proved in Section 7.h, amounts then to
\[
G^p H^1_{\text{dR}}(A^1, \text{Sym}^k A_1) \subset F_{\text{irr}}^p H^1_{\text{dR}}(A^1, \text{Sym}^k A_1) \quad \text{for } p \geq k/2 + 1.
\]

(7.21)

**Step 3: End of the proof.** We conclude the proof of Theorem 1.1 in the case of even \( k \) as follows. Firstly, Proposition 7.18 and Lemmas 7.19 and 7.20 imply the equalities
\[
F^p_{\text{irr}} H^1_{\text{dR,mid}}(A^1_s, \text{Sym}^k \wt{A}) = G^p H^1_{\text{dR,mid}}(A^1_s, \text{Sym}^k \wt{A}) \quad (p > k/2 + 1).
\]
Restricting to \( H^1_{\text{dR,mid}}(A^1, \text{Sym}^k A_1) \) yields
\[
F^p_{\text{irr}} H^1_{\text{dR,mid}}(A^1, \text{Sym}^k A_1) = G^p H^1_{\text{dR,mid}}(A^1, \text{Sym}^k A_1) \quad (p > k/2 + 1).
\]
Since \( \dim \gr^p_G H^1_{\text{dR,mid}}(A^1, \text{Sym}^k A_1) = 1 \) for \( p \in (k/2 + 1, 2k/3] \) and is equal to zero for \( p > 2k/3 \), we find that the same property holds for \( G^p_{F_{\text{irr}}} H^1_{\text{dR,mid}}(A^1, \text{Sym}^k A_1) \).

If \( 4 \mid (k + 2) \), \( H^1(A^1, \text{Sym}^k A_1) = H^1_{\text{mid}}(A^1, \text{Sym}^k A_1) \) is pure of weight \( k + 1 \), and Hodge symmetry implies that \( \dim \gr^p_{F_{\text{irr}}} H^1_{\text{dR}}(A^1, \text{Sym}^k A_1) = 1 \) for \( p \in [k/3 + 1, k/2) \). The theorem is proved in this case.
If \( 4 \mid k \), Hodge symmetry yields the result for \( H^1_{\text{mid}}(\mathbb{A}^1, \text{Sym}^k \mathcal{A}i) \) and it remains to obtain the last line in (7.16). In that case, the underlying vector space \( H_{\text{dR}} \) of the quotient

\[
H := H^1(\mathbb{A}^1, \text{Sym}^k \mathcal{A}i)/W_{k+1}H^1(\mathbb{A}^1, \text{Sym}^k \mathcal{A}i) = H^1(\mathbb{A}^1, \text{Sym}^k \mathcal{A}i)/H^1_{\text{mid}}(\mathbb{A}^1, \text{Sym}^k \mathcal{A}i)
\]

has dimension one with basis \( \omega_{k/4} \) (Proposition 7.9). Thus this \( \hat{\pi} \)-mixed Hodge structure is a pure Hodge structure. Since its weight is \( \geq k + 2 \), the Hodge structure is of type \( (p, p) \) with \( p \geq k/2 + 1 \). The first line of Lemma 7.20 shows that \( \omega_{k/4} \in F^{k/2+1}H_{\text{dR}} \), hence the previous inequality is in fact an equality, yielding the last line of (7.16).

This completes the proof of Theorem 1.1 when \( k \) is even. \( \square \)

7.e. The differential module \( G_g \) and its symmetric powers. We continue assuming \( k \) even, although this is not important in this section. We consider the function \( g : \mathbb{A}^1_y \rightarrow \mathbb{A}^1_y \), \( g(y) = \frac{1}{2} y^3 - y \) and define \( g_k(y_1, \ldots, y_k) = \sum_{i=1}^k g(y_i) \). The function \( g \) has two simple critical points \( y = \pm 1 \) with critical values \( \tau = \pm 2/3 \), upon which the vanishing cycle space is of dimension one and local monodromy equals \( -\text{Id} \).

We take up the notation used in Lemma 6.23. Let \( \tilde{M}_1 = \mathcal{H}^0 g_+, \mathcal{O}_{\mathbb{A}^1_y} \), that we regard as a \( C[\tau](\partial_\tau) \)-module. The localized Fourier transform \( G_g = j^+ \text{FT} \tilde{M}_1 \) of \( \tilde{M}_1 \) on \( \mathbb{G}_{m,t} \) is the cokernel of the \( C[t, t^{-1}] \)-linear morphism

\[
C[t, t^{-1}][y] \xrightarrow{\partial_y + (y^2 - 1)t} C[t, t^{-1}][y]
\]

and is equipped with the connection \( \nabla_{\partial_y} \) induced by \( \partial_y + g \). Then \( G_g \) is \( C[t, t^{-1}] \)-free of rank two with basis \( \{ \tilde{v}_0, \tilde{v}_1 \} \), where \( \tilde{v}_0 \) is the class of 1 and \( \tilde{v}_1 \) that of \( y \). The matrix of the connection in this basis is given by

\[
\nabla_{\partial_y}(\tilde{v}_0, \tilde{v}_1) = (\tilde{v}_0, \tilde{v}_1) \cdot \begin{pmatrix}
-1 & \left(1/3 \ 0 \ 0 \ 2/3 \right) - \frac{2}{3} \left(0 \ 1 \ 0 \right)
\end{pmatrix}.
\]

One can check that it is irreducible (e.g. argue as in [35, Ex. 8.19]). It has a regular singularity at the origin with semi-simple monodromy having eigenvalues \( \exp(\pm 2\pi i/3) \). On the other hand, the formalized module \( \hat{G}_g \) at infinity decomposes as \( (E^{2t/3} \oplus E^{-2t/3}) \otimes L_{-1} \), where \( L_{-1} \) is the rank-one \( C((1/t)) \)-vector space with connection having monodromy equal to \( -\text{Id} \).

Since the determinant of \( G_g \) is the trivial rank-one bundle with connection, the differential Galois group of \( G_g \) is contained in \( \text{SL}_2(C) \). It is in fact equal to this group (argue as in loc. cit.). It follows that \( \text{Sym}^k G_g \) is also irreducible and its monodromy at the origin is semi-simple with eigenvalues \( 1, \exp 2\pi i/3 \) and \( \exp -2\pi i/3 \). Indeed, the eigenvalues are the numbers (counted with multiplicities) \( \exp(i + j)2\pi i/3 \), for \( i, j \in [0, k] \) and \( i + j = k \), that is, the numbers \( \exp 2(k + j)\pi i/3 \) with \( j \in [0, k] \).

We will implicitly identify \( \mathbb{Z}/3\mathbb{Z} \) with \( \{0, 1, 2\} \). For \( \varepsilon \in \mathbb{Z}/3\mathbb{Z} \) and \( \zeta = \exp(-2\pi i\varepsilon/3) \), denote by \( K_{\zeta,t} \) the Kummer sheaf on \( \mathbb{A}^1 \) with monodromy \( \zeta \) around \( t = 0 \) (hence \( \zeta^{-1} \) around \( t = \infty \)) and we also consider similarly \( K_{\zeta^{-1},t} \). We set \( \tilde{M}_{k,0} = \tilde{M}_k \) and \( \tilde{M}_{k,\varepsilon} = K_{\zeta^{-1},t} \otimes \text{mid} \tilde{M}_k \) for \( \varepsilon \neq 0 \). We note that, according to [6, Prop. 1.18], we have

\[
\text{FT} \tilde{M}_{k,\varepsilon} \simeq j^+(j^+ K_{\zeta,t} \otimes \text{Sym}^k G_g).
\]

From the above computation of the monodromy of \( G_g \) we deduce, for \( \varepsilon, \varepsilon' \in \mathbb{Z}/3\mathbb{Z} \),

\[
dim \psi_{t, \exp 2\pi i\varepsilon/3}(j^+ K_{\zeta,t} \otimes \text{Sym}^k G_g) = \#\{j \in [0, k] \mid k + j \equiv \varepsilon' - \varepsilon \mod 3\}.
\]
We note that, due to semi-simplicity of the monodromy at the origin, the minimal extension $j_{t+}(j^+K_{\zeta,t} \otimes \text{Sym}^k G_g)$ at the origin of $j^+K_{\zeta,t} \otimes \text{Sym}^k G_g$ satisfies

$$\phi_{t,1}[j_{t+}(j^+K_{\zeta,t} \otimes \text{Sym}^k G_g)] = 0,$$

$$\phi_t[j_{t+}(j^+K_{\zeta,t} \otimes \text{Sym}^k G_g)] = \psi_{t,\neq 1}[j_{t+}(j^+K_{\zeta,t} \otimes \text{Sym}^k G_g)] = \psi_{t,\neq 1}(j^+K_{\zeta,t} \otimes \text{Sym}^k G_g).$$

At infinity, the formalized module satisfies

$$(j^+K_{\zeta,t} \otimes \text{Sym}^k G_g)^\wedge \simeq \bigoplus_{j=0}^k \hat{E}^{2(2j-k)/3} \otimes (\hat{L}_{-1}^k \otimes \hat{K}_{-1,1/3}).$$

(Note that on the right-hand side, the monodromy of $\hat{K}$ is computed with center at infinity, while on the left-hand side it is computed with center at the origin, hence the change from $\zeta$ to $\zeta^{-1}$. This formal module has a nonzero regular part at $t = \infty$ if and only if $k$ is even, and in that case the regular component has rank one and is isomorphic to $\hat{K}_{-1,1/3}$.)

The monodromy at infinity (in the $\tau$ coordinate) of $\tilde{M}_{k,\varepsilon}$ is semi-simple and is isomorphic to the monodromy of $\phi_t[j_{t+}(j^+K_{\zeta,t} \otimes \text{Sym}^k G_g)$ (according to the inverse stationary phase formula, which is a $\mathcal{D}$-module variant of [23, Cor. 5.20]), and the latter space is nothing but the space $\psi_{t,\neq 1}(j^+K_{\zeta,t} \otimes \text{Sym}^k G_g)$. In particular,

$$\text{rk } \tilde{M}_{k,\varepsilon} = \#\{j \in [0,k] \mid k + j \not\equiv -\varepsilon \mod 3\} \begin{cases} 2([k/3] + 1) & \text{if } k \not\equiv 0 \mod 3, \\ 2[k/3] & \text{if } k \equiv 0 \mod 3, \end{cases}$$

(7.22)

$$\begin{cases} \vdots & \text{if } k \equiv 0 \mod 3, \end{cases}$$

On the other hand, since $\text{FT}(\Pi_{\tau}(\tilde{M}_{k,\varepsilon})) = j_{+}(j^+K_{\zeta,t} \otimes \text{Sym}^k G_g)$, we have

$$\text{rk } \Pi_{\tau}(\tilde{M}_{k,\varepsilon}) = \text{dim } \psi_{1/\tau}(\Pi_{\tau}(\tilde{M}_{k,\varepsilon})) = \text{dim } \phi_t[j_{+}(j^+K_{\zeta,t} \otimes \text{Sym}^k G_g)] = \text{dim } \psi_t[j_{+}(j^+K_{\zeta,t} \otimes \text{Sym}^k G_g)] = \text{rk } \text{Sym}^k G_g = k + 1.$$

Let us set $\tilde{M}_{k,\bullet} = \bigoplus_{\varepsilon \in \mathbb{Z}/3\mathbb{Z}} \tilde{M}_{k,\varepsilon}$. We then find

$$\text{rk } \tilde{M}_{k,\bullet} = 2(k + 1), \quad \text{rk } \Pi_{\tau}(\tilde{M}_{k,\varepsilon}) = 3(k + 1).$$

In the exact sequence

$$0 \longrightarrow j_{t+}(j^+K_{\zeta,t} \otimes \text{Sym}^k G_g) \longrightarrow j_{+}(j^+K_{\zeta,t} \otimes \text{Sym}^k G_g) \longrightarrow C_{\varepsilon} \longrightarrow 0,$$

the cokernel $C_{\varepsilon}$ is supported at the origin and is isomorphic to $\mathbb{C}[\partial_t]^{\nu_{\varepsilon}}$, where

$$\nu_{\varepsilon} = \text{dim } \psi_{t,1}(j^+K_{\zeta,t} \otimes \text{Sym}^k G_g) = \text{dim } \psi_{t,\exp 2\pi \varepsilon/3} \text{Sym}^k G_g.$$

By taking the inverse Fourier transform of the above exact sequence, we obtain the exact sequence

$$0 \longrightarrow \tilde{M}_{k,\varepsilon} \longrightarrow \Pi_{\tau}(\tilde{M}_{k,\varepsilon}) \longrightarrow \tilde{M}_{k,\varepsilon}' \longrightarrow 0,$$
where $\widetilde{M}_{k,\varepsilon}^\mu$ is constant of rank $\nu_\varepsilon = \#\{ j \in \{0, \ldots, k\} \mid k + j \equiv \varepsilon \mod 3 \}$. As a consequence, there is an exact sequence

$$0 \rightarrow \widetilde{M}_{k,\bullet} \rightarrow \Pi_\tau(\widetilde{M}_{k,\bullet}) \rightarrow \widetilde{M}_{k,\bullet}^\mu \rightarrow 0,$$

where $\widetilde{M}_{k,\bullet}^\mu$ is constant of rank $k + 1 = \sum_{\varepsilon \in \mathbb{Z}/3\mathbb{Z}} \nu_\varepsilon$.

The structure of $\widetilde{M}_{k,\varepsilon}$ as a $\mathbb{C}[\tau]\langle \partial_\tau \rangle$-module is described by the following proposition.

**Proposition 7.23.** For $\varepsilon \in \mathbb{Z}/3\mathbb{Z}$ the following properties hold.

1. The regular holonomic $\mathbb{C}[\tau]\langle \partial_\tau \rangle$-module $\widetilde{M}_{k,\varepsilon}$ is irreducible of rank given by (7.22).
2. The monodromy of $\widetilde{M}_{k,\varepsilon}$ at infinity is semi-simple with eigenvalues $\exp(\pm 2\pi i/3)$.
3. The singular points $\tau_j$ of $\widetilde{M}_{k,\varepsilon}$ are the complex numbers $2(2j - k)/3$, $j = 0, \ldots, k$, and for each such $j$, $\phi_{\tau_j,\varepsilon} \widetilde{M}_{k,\varepsilon}$ has dimension one and monodromy $(-1)^k \exp(2\pi i \varepsilon/3) \text{Id}$.

*Proof.* This follows from the stationary phase formula applied to $\widetilde{M}_{k,\varepsilon}$ (see e.g. [24]) and the formal decomposition of $(j^+ K_{\xi,t} \otimes \text{Sym}^k G_\rho)^\wedge$ at $t = \infty$ computed above. $\square$

**7.f. Weight properties of $\widetilde{M}_{k,\varepsilon}$.** Recall the exact sequence (6.20), with $\widetilde{M}_{k,\varepsilon}^\mu$ pure of weight $k + 1$.

**Proposition 7.24** (analogous to [7, Prop. 2.21]). For $\varepsilon \neq 0$, the $\mathbb{C}[\tau]\langle \partial_\tau \rangle$-module $\widetilde{M}_{k,\varepsilon}$ underlies a pure Hodge module on $\mathbb{A}_{\tau}^1$ of weight $k + 1$.

*Proof.* Since $\widetilde{M}_{k,\varepsilon} = K_{\xi,\varepsilon} \ast_{\text{mid}} \widetilde{M}_k$ for $\varepsilon \neq 0$, so that we can write $\widetilde{M}_{k,1} \oplus \widetilde{M}_{k,2}$ as $E_{m,\tau} \ast_{\text{mid}} \widetilde{M}_k$, we can enrich it with the structure of a pure Hodge module $E_{m,\tau} \ast_{\text{mid}} \widetilde{M}_k$ of weight $k + 1$ (the weights behave in an additive way under middle convolution). It follows that $\widetilde{M}_{k,\varepsilon}$ ($\varepsilon \neq 0$) can be enriched with the structure of a pure complex Hodge module $\widetilde{M}_{k,\varepsilon}^\mu$ of weight $k + 1$. Interpreting $\Pi_\tau$ as additive convolution with $j_{\tau_1} G_{m,\tau}$, and noting that $\nabla \Pi_\tau(\nabla_{\text{mid}} G_{m,\tau}) \in \text{MHM}(\mathbb{A}_{\tau}^1)$ has weights $0, 1$, we conclude that

$$\Pi_\tau(\widetilde{M}_{k,\varepsilon}^\mu) := \nabla \Pi_\tau(\nabla_{\text{mid}} G_{m,\tau}) \ast \widetilde{M}_{k,\varepsilon}^\mu$$

has weights $\geq k + 1$. Furthermore, due to the irreducibility of $\widetilde{M}_{k,\varepsilon}$ (Proposition 7.23(1)), we can argue as in Lemma 6.21 to conclude that $\widetilde{M}_{k,\varepsilon}^\mu = W_{k+1} \Pi_\tau(\widetilde{M}_{k,\varepsilon}^\mu)$. $\square$

**7.g. Proof of Proposition 7.18.** Recall the map $\rho_\varepsilon$ defined by (7.17).

**Proposition 7.25.** The Hodge bundles $F^*(\widetilde{M}_{k,\varepsilon})$ satisfy, for $\varepsilon \in \mathbb{Z}/3\mathbb{Z}$,

$$\text{rk gr}^p F_\varepsilon \widetilde{M}_{k,\varepsilon}^\mu = \# \rho_{\varepsilon}^{-1}(p) \quad \forall p.$$ 

*Proof.* Since the monodromy of $\widetilde{M}_k$ at infinity is semi-simple, the limit mixed Hodge structure of $\widetilde{M}_k^\mu$ at infinity is pure, and the graded pieces of the limit Hodge filtration have the same
dimension as the corresponding graded pieces at a generic point of $\mathbb{A}^1_\tau$. In order to compute $\text{rk} \, \text{gr}_F^p \widetilde{M}_k$, we are thus led to computing the ranks for this limit Hodge filtration.

For that purpose, we use the comparison with the limit at $t = 0$ of the irregular Hodge filtration of $\text{Sym}^k G_g$, as proved in [28]\(^3\) in order to take advantage of the property that the irregular Hodge filtration on $\text{Sym}^k G_g$ is easily computed by means of the Thom-Sebastiani formula from that of $G_g$, hence is more directly accessible than the Hodge filtration of $\widetilde{M}_k$.

We first compute the jumps of the irregular Hodge filtration $F^*_{\text{irr}} G_{g,1}$ of $G_g$ at $t = 1$. Since $\mu g_*^* \mathbb{Q}^H_{\mathbb{A}^1_\tau}$ is a pure Hodge module of weight 1, it corresponds, away from the singularities, to a polarizable variation of pure Hodge structure of weight zero on $\mathbb{A}^1_\tau$. The eigenvalues of the monodromy at $\tau = \infty$ of the non constant part of $g_* \mathcal{O}_{\mathbb{A}^1_\tau}$ (the constant part has rank one and is given by the trace) being $\exp(\pm 2\pi i/3)$, the irregular Hodge filtration $F^*_{\text{irr}} G_{g,1}$ jumps at $1/3$ and $2/3$ (see [29, (7)])).

In order to compute the jumps of the irregular Hodge filtration of $j^+ K_{\zeta,t} \otimes \text{Sym}^k G_g$, we use that this filtration is obtained by tensor product from the irregular Hodge filtration of $K_{\zeta,t}$ and that of $\text{Sym}^k G_g$ (Thom-Sebastiani).

On the one hand, by the same Thom-Sebastiani argument and the computation above, the jumps of $F^*_{\text{irr}} \text{Sym}^k G_{g,1}$ occur exactly at $\lambda = (i + 2j)/3$ where $i,j$ vary from 0 to $k$ and $i + j = k$. We write $\lambda = k/3 + j/3$ with $j$ varying from 0 to $k$.

On the other hand, if $\varepsilon \neq 0$, we regard $K_{\zeta-1,\tau}$ on $\mathbb{A}^1_\tau$ as a complex Hodge module of rank one with Hodge filtration jumping at $p = 0$ only. Then, by [29, (7)], the irregular Hodge filtration of its localized Fourier transform $K_{\zeta,t}$ on $\mathbb{C}_{m,t}$ jumps at $\alpha$ only, with $\alpha \in [0,1)$ and $\alpha \equiv \varepsilon/3 \mod 1$. By using once more the good behaviour of $F_{\text{irr}}$ under tensor product, we find similarly that the jumps of $F^*_{\text{irr}}(j^+ K_{\zeta,t} \otimes \text{Sym}^k G_g)$ occur exactly at $\lambda = k/3 + j/3 + \varepsilon/3$, where $j$ varies from 0 to $k$ and $\varepsilon/3 \in (0,1)$.

Since $\text{rk} \text{Sym}^k G_g = k + 1$, this implies that the jumps are all equal to one. For applying the inverse stationary phase formula, we do not care of the jumps at integers, and the one-dimensional jumps of $F^*_{\text{irr}}(j^+ K_{\zeta,t} \otimes \text{Sym}^k G_g)$ ($\varepsilon \in \mathbb{Z}/3\mathbb{Z}$) at $p + 1/3$, resp. $p + 2/3$ for $p \in \mathbb{Z}$ occur respectively for

\begin{align*}
(7.26) & \quad p = \frac{1}{3}(k + j + \varepsilon - 1), \quad \text{for } j \in \{0, \ldots, k\} \text{ such that } k + j + \varepsilon \equiv 1 \mod 3, \\
(7.27) & \quad p = \frac{1}{3}(k + j + \varepsilon - 2), \quad \text{for } j \in \{0, \ldots, k\} \text{ such that } k + j + \varepsilon \equiv 2 \mod 3.
\end{align*}

Using [29, (7)] once more in the other direction, we find that the limit Hodge filtration on $\psi_{1/\tau} \widetilde{M}_{k,\varepsilon}$ satisfies, for $\varepsilon \in \mathbb{Z}/3\mathbb{Z}$,

\begin{align*}
\dim \text{gr}_F^p \psi_{1/\tau, \exp(2\pi i/3)} \widetilde{M}_{k,\varepsilon} & = \begin{cases} 
1 & \text{in Case (7.26),} \\
0 & \text{otherwise,}
\end{cases} \\
\dim \text{gr}_F^p \psi_{1/\tau, \exp(-2\pi i/3)} \widetilde{M}_{k,\varepsilon} & = \begin{cases} 
1 & \text{in Case (7.27),} \\
0 & \text{otherwise.}
\end{cases}
\end{align*}

We thus find the desired formula. \hfill \Box

**Proposition 7.28** (Hodge filtration on $\psi_{\tau,1} \widetilde{M}_{k,\varepsilon}$). Assume $k = 2(k' + 1)$ is even.

\(^3\)We used this argument in the opposite direction in [29, (7)].
(1) If $\varepsilon = 0$, $\dim \text{gr}_F^p \psi_{\tau,1}\tilde{M}_k = \text{rk} \text{gr}_F^p \tilde{M}_k = \#\rho_0^{-1}(p)$.

(2) If $\varepsilon \neq 0$, $\dim \text{gr}_F^p \psi_{\tau,1}\tilde{M}_{k,\varepsilon} = \begin{cases} \#\rho_0^{-1}(p) & \text{if } p \neq k/2, \\ \#\rho_0^{-1}(k/2) - 1 & \text{if } p = k/2. \end{cases}$

Proof.

(1) In this case, $\psi_{\tau,1}\tilde{M}_k = \psi_{\tau,1}\tilde{M}_k$ (see Proposition 7.23(4)), so the conclusion follows.

(2) In this case, $\psi_{\tau,1}\tilde{M}_{k,\varepsilon}$ has codimension one in $\psi_{\tau,1}\tilde{M}_{k,\varepsilon}$ (Proposition 7.23(4)) and we have to determine which value of $p$ as given by Proposition 7.25 to put aside. We know that $\dim \phi_{\tau,1}\tilde{M}_k = 1$, and this space underlies a pure Hodge structure of weight $k$, hence of type $(k/2,k/2)$, so that $\text{gr}_F^p \phi_{\tau,1}\tilde{M}_k = 0$ for $p \neq k/2$. Recalling that $\tilde{M}_{k,\varepsilon} = u_{\coeff}\tilde{\kappa}_{\varepsilon,1}\tilde{M}_{k,\varepsilon}$, a proof similar to that of [6, Th. 3.1.2(2)] using [18, Th. 1.2] implies that $\dim \text{gr}_F^p \psi_{\tau,1,\exp(2\pi i\varepsilon/3)}\tilde{M}_{k,\varepsilon} = \dim \text{gr}_F^p \phi_{\tau,1}\tilde{M}_k$, and the conclusion follows.

Proof of Proposition 7.18. We continue assuming $k$ even and we recall that we have set $k = 2(k' + 1)$. We apply Proposition 6.22.

(1) If $\varepsilon = 0$, the Lefschetz decomposition of $\text{gr}_W^\tau \psi_{\tau,1}\tilde{M}_k^\mu$ reads $\text{P}_1^\mu \oplus \text{P}_0^\mu \oplus \text{N}_\tau(\text{P}_1^\mu)$, and $\text{P}_1^\mu$ has weight $k/2 = k' + 1$ and dimension one. Therefore, the Hodge jump on $\text{P}_1^\mu$ is at $p = k' + 1$ and that on $\text{N}_\tau(\text{P}_1^\mu)$ is at $k'$. The remaining jumps on $\text{P}_0^\mu$ are of size 1 if $p = k', k' + 1$ and of size $\#\rho_0^{-1}(p)$ for the other values of $p$, according to Proposition 7.28(1). We conclude with Proposition 6.22:

$$\dim \text{gr}_{F_{\text{irr}}}^p \text{H}^1_{d\text{R, mid}}(\Lambda^1, \text{Sym}^k \tilde{A}) = \begin{cases} 1 & \text{if } p = k/2, k/2 + 1, \\ \#\rho_0^{-1}(p - 1) & \text{if } p \neq k/2, k/2 + 1. \end{cases}$$

(2) If $\varepsilon \neq 0$, the monodromy of $\psi_{\tau,1}\tilde{M}_{k,\varepsilon}$ is equal to the identity, so that $\psi_{\tau,1}\tilde{M}_{k,\varepsilon} = P_0 \psi_{\tau,1}\tilde{M}_{k,\varepsilon}$. Propositions 6.22 and 7.28(2) give

$$\dim \text{gr}_{F_{\text{irr}}}^{p-\varepsilon/3} \text{H}^1_{d\text{R, mid}}(\Lambda^1, \text{Sym}^k \tilde{A}) = \begin{cases} 1 & \text{if } p = k/2 + 1, \\ \#\rho_0^{-1}(p - 1) & \text{otherwise.} \end{cases}$$

7.h. Proof of Step 2. We prove Lemma 7.20 (in a way similar to that of [7, §4.3.3]).

We start with $\omega_1$. We take up the construction and the notation of Lemma 7.11. The singular locus $S \subset \mathbb{A}^k$ of $(g_k) \subset \mathbb{A}^k$ consists of the $\binom{k}{k/2}$ points $y_i = \varepsilon_i$ with $\varepsilon_i = \pm 1$ and $\sum_{i=1}^k \varepsilon_i = 0$ (where $g_k = 0$ has ordinary quadratic singularity). Then $X$ is non-degenerate away from $\{\infty\} \times S$. Let $\varphi : \tilde{X} \to X$ be the $3$-step blowup of $X$ constructed as follows. Let $X_1$ be the blowup of $X$ along $\{\infty\} \times S$. Then on each component of the exceptional divisor $E_1$, the rational function $s^3 g_k$ possesses an ordinary quadratic point. Let $X_2$ be the blowup of $X_1$ along these points with exceptional divisor $E_2$; let $\tilde{X}$ be the blowup of $X_2$, with exceptional divisor $\tilde{E}_3$, along the intersection of $E_2$ and the proper transform of $E_1$. Then by a direct checking, $\tilde{X}$ is a non-degenerate compactification of $(\mathbb{A}^{k+1}, s^3 g_k)$. In $\tilde{X}$, let $\tilde{D} = \tilde{X} \setminus \mathbb{A}^{k+1}$ be the boundary, $P$ the pole divisor of $s^3 g_k$ and $\tilde{E}_j$ the proper transform of $E_j$ for $j = 1, 2$. 

- $X_1$ = $\tilde{X}$
- $X_2$ = $\tilde{X}$
- $\tilde{X}$ = $\tilde{X}$
- $\tilde{X}$ = $\tilde{X}$
- $\tilde{X}$ = $\tilde{X}$
- $\tilde{X}$ = $\tilde{X}$
- $\tilde{X}$ = $\tilde{X}$
- $\tilde{X}$ = $\tilde{X}$
- $\tilde{X}$ = $\tilde{X}$
- $\tilde{X}$ = $\tilde{X}$
We moreover have
\[ \text{ord}_{E_1} s^3 g_k = -1, \quad \text{ord}_{E_2} s^3 g_k = 1, \quad \text{ord}_{E_3} s^3 g_k = 0. \]

Given a form
\[ \omega = z^{r-1} x^n d\mu \wedge dx_1 \wedge \cdots \wedge dx_k, \quad r \geq 1, \quad n = (n_i) \in \{0, 1\}^k, \quad \nu = \sum_{i=1}^k n_i, \]
one checks that the pullback satisfies
\[ \varpi^* \omega \in \Gamma(\tilde{X}, \Omega^{k+1}(\log \tilde{D})([m_{r,\nu} \tilde{P}] - (k - 2r - \nu)\tilde{E}_2 - (k - 4r - 2\nu)\tilde{E}_3)), \]
\[ m_{r,\nu} = \frac{k + 2r + \nu}{3}, \]
provided that \( k \geq 4r + 2\nu \) (in order to have allowable pole order along \( \tilde{E}_1 \)). In particular, if \( \mu \geq \frac{1}{3}(k + 2i) \) and \( i \leq k/4 \) (and since \( k - 2i \geq 2 \)),
\[ \varpi^*(z^{i-1} d\mu \wedge dx_1 \wedge \cdots \wedge dx_k) \in \Gamma(\tilde{X}, \Omega^{k+1}(\log \tilde{D})([\mu \tilde{P}]), \]
and thus \( \iota(\omega_i) \) defines an element in \( F^{k+1-(k+2)/2} H^{k+1}_{dR}(\mathbb{A}^k, s^3 g_k) \).

Let us now consider the basis \( \omega^-_i, \eta^-_j \) of \( H^1_{dR}(\mathbb{A}^1, \mathcal{L} \otimes \text{Sym}^k \mathcal{A}) \). As in the proof of Lemma 7.11, let \( \iota : H^1(\mathbb{A}^1, \mathcal{L} \otimes \text{Sym}^k \mathcal{A}) \rightarrow H^{k+1}(\mathbb{A}^{k+1}, s^3 g_k) \) denote the inclusion in \( \text{EMHS}^\mathbb{H} \). In this setting, given a form
\[ \omega = z^r x^n d\mu \wedge dx_1 \wedge \cdots \wedge dx_k, \quad r \geq 0, \quad n = (n_i) \in \{0, 1\}^k, \quad \nu = \sum_{i=1}^k n_i, \]
one has
\[ s\varpi^* \omega \in \Gamma(\tilde{X}, \Omega^{k+1}(\log \tilde{D})([m_{r,\nu} \tilde{P}] - (k - 2r - \nu - 1)\tilde{E}_2 - (k - 4r - 2\nu - 2)\tilde{E}_3)), \]
\[ m_{r,\nu} = \frac{k + 2r + \nu + 1}{3}, \]
provided that \( k \geq 4r + 2\nu + 2 \). In particular,
\[ [s\varpi^* \omega] \in F^{k+1-m_{r,\nu}} H^{k+1}_{dR}(\mathbb{A}^{k+1}, s^3 g_k) \quad \text{if} \quad k \geq 4r + 2\nu + 2. \]
Now we have \( \iota(\omega^-_i) = \varpi^* \omega \) with \( r = i, \nu = 0 \), while \( \iota(\eta^-_j) = \varpi^* \omega^- \) where \( \omega^- \) is the average (i.e., the symmetric projection of any) of the forms \( \omega \) with \( r = 0, \nu = j \). The claim follows. \( \square \)
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