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Abstract

Varying coefficient models (VCMs) are widely used for estimating nonlinear regression functions for functional data. Their Bayesian variants using Gaussian process priors on the functional coefficients, however, have received limited attention in massive data applications, mainly due to the prohibitively slow posterior computations using Markov chain Monte Carlo (MCMC) algorithms. We address this problem using a divide-and-conquer Bayesian approach. We first create a large number of data subsamples with much smaller sizes. Then, we formulate the VCM as a linear mixed-effects model and develop a data augmentation algorithm for obtaining MCMC draws on all the subsets in parallel. Finally, we aggregate the MCMC-based estimates of subset posteriors into a single Aggregated Monte Carlo (AMC) posterior, which is used as a computationally efficient alternative to the true posterior distribution. Theoretically, we derive minimax optimal posterior convergence rates for the AMC posteriors of both the varying coefficients and the mean regression function. We provide quantification on the orders of subset sample sizes and the number of subsets. The empirical results show that the combination schemes that satisfy our theoretical assumptions, including the AMC posterior, have better estimation performance than their main competitors across diverse simulations and in a real data analysis.
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1. Introduction

We first introduce the motivation of studying Bayesian varying coefficient models with a Gaussian process prior for massive data applications. Then, we outline our main contributions in this work and discuss the related literature.

1.1 Varying Coefficient Models Using a GP Prior

VCMs are a flexible and popular extension of the linear regression model (Hastie and Tibshirani, 1993), in which the regression coefficients can be smooth functions that capture nonlinear dependence of the response function on the covariates. VCMs are extensively used in practice, including time-series (Chen and Tsay, 1993; Cai et al., 2000), longitudinal (Wu et al., 1998; Ruppert et al., 2003), spatial (Gelfand et al., 2003), and spatiotemporal data analysis (Lu et al., 2009). Bayesian VCMs combine the flexibility of nonparametric models and the interpretability of parametric models and provide uncertainty estimates in inference and predictions via MCMC draws from the posterior distribution; therefore, they are well-suited for the Bayesian analysis of massive time-series, healthcare, and spatial/spatiotemporal databases.

We focus on Bayesian VCMs in which the varying coefficients are assigned a multivariate GP prior. Without loss of generality, we assume that all functional variables (responses or covariates) are defined on the \( \mathbb{R}^d \) for some \( d \in \mathbb{N} \). The index is time and \( d = 1 \) in purely times series applications, whereas \( d = 2 \) and the index is a spatial location in purely spatial applications. The two indices are combined in spatiotemporal applications, where \( d = 3 \) and the index is a space-time tuple. More generally, for a sample of indexes \( \{ u_i : i = 1, \ldots, n \} \) from \( [0, 1]^d \), we observe the \( s_i \)-dimensional \( i \)-th response vector \( y(u_i) \in \mathbb{R}^{s_i} \) and the matrix of \( i \)-th covariate functions \( X(u_i) \in \mathbb{R}^{s_i \times p} \), where \( p \in \mathbb{N} \) is the number of covariates. We consider a VCM with the form

\[
y(u_i) = X(u_i)\beta(u_i) + \epsilon(u_i), \quad \epsilon(u_i) \overset{\text{ind}}{\sim} \mathcal{N}(0, \tau^2 I_{s_i}), \quad i = 1, \ldots, n,
\]

where \( \beta(u) = \{ \beta_1(u), \ldots, \beta_p(u) \}^T \in \mathbb{R}^p \) for \( u \in [0, 1]^d \) is the vector of varying regression coefficients, 0 and \( I_s \) are a zero vector and an identity matrix of dimension \( s \), and \( \epsilon(u_i) \in \mathbb{R}^{s_i} \) are idiosyncratic normal errors. The responses in (1) are allowed to have different dimensions, but \( s_i = s \) for every \( i \) in a typical scientific application.

The VCM setup in (1) has advantages over its peers in the literature. For example, the varying coefficients \( \beta(u) \) provide a more flexible and realistic modeling of responses and predictors with space or space-time indices, so they perform better in practice than fitting deterministic trends in covariates, such as polynomial regression (Gelfand et al., 2003). There are some methods for modeling the varying coefficients \( \beta(u) \) for \( u \in [0, 1]^d \) in (1), but we use a multivariate GP prior distribution on \( \beta(u) \); see Section 2 for a detailed description. In fact, VCMs in the existing literature typically rely on basis expansions using local polynomials, P-splines, and trees for modeling the varying coefficients \( \beta(u) \) (Li and Racine, 2007; Marx, 2010; Berger et al., 2019). The specification of the number of basis functions or the height of the tree and the choice of knots or split locations is usually difficult in practice. In comparison, Bayesian inference using GP priors only requires a tuning-free prior specification for the covariance parameters. Even low-dimensional structures in the
data are conveniently modeled using a GP prior projected on a moderately large number of inducing points (Quiñonero-Candela and Rasmussen, 2005). While the VCM in (1) with a GP prior on $\beta(u)$ has such advantages in the modeling of structured data, there are several practical considerations, including inefficient posterior computations, that have severely restricted its application in massive data settings. Posterior sampling involving GPs are already prohibitively slow if the sample size is large. In fact, the cost per MCMC iteration for updating $\beta(u)$ scales as $O(p^2n^2)$ for storage and $O(p^3n^3)$ for computations. As a result, the simple posterior sampling scheme for inference in (1) using Gibbs and slice sampling as originally proposed in Gelfand et al. (2003) becomes infeasible in practice. Even with the low-rank GP approximation techniques using $r$ inducing points (Quiñonero-Candela and Rasmussen, 2005; ´Alvarez et al., 2012), one can only reduce the cost per MCMC iteration from $O(n^3p^3)$ to $O(np^r^2)$ (Álvarez and Lawrence, 2011). Furthermore, $r$ is chosen to be sufficiently large, typically of the order $O((\log n)^d)$, to achieve satisfactory approximation accuracy (Burt et al., 2019). The use of deep GP priors in (1) further worsens the computational burden and cannot be used in practice (Damianou and Lawrence, 2013; Duvenaud et al., 2014). Finally, variational inference has been widely used in machine learning for inference in applications based on VCMs with multivariate GPs involving big data, but MCMC-based inference has remained relatively unexplored in this context (Álvarez and Lawrence, 2011; ´Alvarez et al., 2019; Yousefi et al., 2019). MCMC based inference has the natural advantage of accurately characterizing the uncertainty of inference and prediction in VCMs with functional data, having strong local features. This is crucial in the spatio-temporal application of interest in Section 5.3, which aims at understanding local features in the space-time varying relationship between sea surface temperature and sea salinity for the Atlantic ocean based on large functional data. Our posterior inference algorithm fills this gap, providing a scalable MCMC-based alternative.

Addressing the computational bottlenecks for the VCM in (1) with a GP prior on $\beta(u)$, we develop a three stage distributed Bayesian inferential approach for efficient computation with functional response and covariates obtained at a large number of indices. The first stage of the algorithm constructs $k$ subsets by randomly selecting $m$ samples without replacement from the full data, where $k$ is large and posterior computations with $m$ is tractable. The second step obtains $k$ MCMC-based approximations of the full data posterior distribution by fitting the VCM in (1) with a GP prior on $\beta(u)$ on all the subsets in parallel. This step has two main novelties. First, we compensate for the missing $(1 - m/n)$-fraction of the full data in each subset by appropriately modifying the subset likelihood. Second, we reformulate the VCM in (1) with a GP prior on $\beta(u)$ as a linear mixed-effects model using parameter expansion. This leads to an MCMC algorithm that has closed-form full conditional distributions for all the parameters, except those used for defining the covariance function of the GP prior. We draw these parameters using elliptical slice sampling (ESS, Nishihara et al., 2014), which bypasses the proposal tuning problems of Metropolis-Hastings algorithm. The parameter expanded DA with the ESS step constitutes our DA-type algorithm for posterior inference and predictions on the subsets.

The subset posterior computations are tractable because $m \ll n$ and parameter updating is efficient due to the closed-from full conditionals; however, posterior computations a subset condition on $m$ samples only. The third stage of the algorithm develops a combination scheme that aggregates MCMC-based approximations of the true posterior distribution
from the $k$ subsets into the AMC posterior, which uses information from all the $n$ samples. This step has several theoretical novelties. First, we identify regularity assumptions under which the AMC posterior distributions of both the varying coefficients and the mean regression function have minimax optimal posterior convergence rates in the $L_2$ norm toward their truth. Development of such guarantees in VCMs with multivariate latent GPs remains an open problem since their proposal in Gelfand et al. (2003). Second, our results provide quantification on the orders of the subset size $m$, the number of subsets $k$, and modification of the subset likelihood according to the underlying smoothness of varying coefficients. Finally, our theory only requires a weak condition on the combination scheme, so it encompasses a few existing combination methods, including the AMC posterior proposed in this paper as well as the double parallel Monte Carlo (DPMC, Xue and Liang, 2019), Wasserstein posterior (WASP, Srivastava et al., 2015), and posterior interval estimation (PIE, Li et al., 2017) algorithms. The minimax optimality of the AMC posterior distribution implies that it can be used for principled Bayesian inference in massive data settings with very large $n$ if $m$ and $k$ are chosen appropriately.

1.2 Related Work

The theoretical and computational properties of frequentist estimation methods for VCMs have been studied extensively. The theoretical results focus mainly on VCMs that use local polynomial smoothing, regularized basis expansions, and boosted trees (Hastie and Tibshirani, 1993; Fan and Zhang, 1999; Huang et al., 2002; Zhou and Hooker, 2019); see Park et al. (2015) for a recent review. The software for fitting VCMs is also well-developed (Wood, 2017). On the other hand, Bayesian VCMs have been widely applied to different types of data (Gelfand et al., 2003; Bakar et al., 2015; Hamm et al., 2015; Datta et al., 2016), but the literature on their theoretical properties is sparsely populated. Recently, Bai et al. (2019) have studied the theoretical properties of Bayesian VCMs based on regularized basis expansions; however, their model is different from the VCM with multivariate GPs considered in this paper, and their main focus is on the high dimensional variable selection problem, which is essentially different from our focus on applications with massive $n$. Furthermore, frequentist properties of the posterior distribution of regression function obtained using a univariate GP prior are known (van der Vaart and van Zanten, 2011), but their extensions to a multivariate GP prior, similar to the one used for Bayesian inference in (1), are non-trivial and have not been studied.

Furthermore, Bayesian VCMs with multivariate response functions have not been studied extensively in the literature. There are some extensions of factor models based on independent GP priors that are used for modeling multivariate responses. One such example is a spatial factor model (Ren and Banerjee, 2013) that is defined as

$$y(u_i) = \beta(u_i) + \epsilon(u_i), \quad \beta(u_i) = L\nu(u_i), \quad y(u_i) \in \mathbb{R}^s, \quad s \in \mathbb{N}, \quad u_i \in [0,1]^2,$$

for $i = 1, \ldots, n$, where $L$ is a $p$-by-$q$ factor loading matrix and $\nu(\cdot) = \{\nu_1(\cdot), \ldots, \nu_q(\cdot)\}^T$ is a vector of $q$ spatial factors, all following mutually independent univariate GPs $\nu_1(\cdot), \ldots, \nu_q(\cdot)$. Gu and Shen (2020) and Ren and Banerjee (2013) also specify identifiability constraints on $L$ in (2) for valid frequentist estimation and Bayesian inference using MCMC, respectively. Compared to (1), every $y(u_i)$ in (2) has the same dimension and the covariate matrix

$$u_{i} \in [0,1]^2,$$
$X(u_i)$ is unobserved due to the unsupervised nature of the model. While we also propose a very similar formulation of the varying coefficients $\beta(u)$ using the linear model of co-regionalization (LMC) approach, our main focus is posterior inference on the regression coefficient $\beta(u)$ and prediction of $y(u)$ in (1), which does not require inference on $L$ or $\nu(\cdot)$.

We now turn our focus to distributed Bayesian inference in (1). The strategy of modifying the subset likelihoods for obtaining better uncertainty characterization in distributed Bayesian inference for parametric models has been discussed in Minsker et al. (2017). Each subset contains only $m/n$-fraction of the full data, so the posterior distribution computed from the usual likelihood overestimates the uncertainty relative to the true posterior distribution. Thus, the modification of the subset likelihood is essential for accurate uncertainty quantification in parametric models (Minsker et al., 2017); however, the subset likelihood modification strategy for parametric models cannot be straightforwardly applied for Bayesian VCMs, due to the lack of any supporting theoretical result. One of our main contributions is to identify the subset likelihood modification and to justify it through rigorous theoretical results for VCMs; see Sections 3.2 and 4. If we use the asymptotic posterior $L_2$-risk of a combined posterior distribution for quantifying its performance, then the likelihood modifications required for asymptotic optimality are different in the parametric models and VCMs based on an “appropriately tuned” multivariate GP prior.

The AMC algorithm belongs to the class of divide-and-conquer (or distributed) methods for Bayesian inference. These methods have been studied extensively for scalable Bayesian inference in parametric models (Scott et al., 2016; Entezari et al., 2017; Minsker et al., 2017; Li et al., 2016; Srivastava et al., 2017; Xue and Liang, 2019; Jordan et al., 2019) and nonparametric regression using univariate GP priors (Zhang et al., 2015; Shang and Cheng, 2017; Shang et al., 2019; Szabó and van Zanten, 2019, 2020; Zhang and Williamson, 2019; Guhaniyogi et al., 2017). Unfortunately, the literature fails to address distributed Bayesian inference in (1) using multivariate GP priors, which is our main focus. All these methods consist of three main steps: dividing the massive data set into smaller computationally manageable subsets, performing statistical estimation on the subsets in parallel, and combining the subset estimates into a global estimate, which is used as an alternative to the true posterior distribution. Existing distributed Bayesian inference methods differ mainly in the third step that computes the global estimate. Given some minimal requirements are met in the combination step, our theoretical results can be used to obtain posterior convergence rates for any of these combination schemes used for distributed Bayesian inference in (1). We demonstrate that such requirements are indeed met by the combination schemes used in the AMC, DPMC, PIE, and WASP algorithms.

2. Model Setup and Prior Specification

In this section, we describe the varying-coefficient model setup and its equivalent formulation as a linear mixed-effects model. We then provide the prior specification and outline the main data augmentation algorithm that is used to fit the model.

2.1 Model Reformulation

Consider a general VCM setup based on (1) with $p$ predictors out of which $q$ predictors have varying coefficients such that $p \geq q$. Without loss of generality, assume that the first $q$
predictors have varying coefficients, so that \( \beta(u) = \{ \beta_{va}(u), \beta_{nv} \}^T \) in (1), where \( \beta_{va}(u) \in \mathbb{R}^q \) for every \( u \in [0,1]^d \) and \( \beta_{nv} \in \mathbb{R}^{p-q} \) are the varying and non-varying coefficients blocks. For performing Bayesian inference on \( \beta(\cdot) \), a typical strategy is to assign multivariate GP prior and Gaussian prior distributions on \( \beta_{va}(\cdot) \) and \( \beta_{nv} \), respectively, and obtain MCMC draws from the posterior distribution of \( \beta(\cdot) \) using (1).

The most important part of the prior specification is to choose a cross-covariance function for the multivariate GP prior on \( \beta_{va}(\cdot) \) that is flexible and leads to simple posterior computations. Versatile constructions exist for specifying the cross covariance of \( \beta_{va}(u) \) (Gaspari and Cohn, 1999; Majumdar and Gelfand, 2007; Wackernagel, 2006; Zhang, 2007; Genton and Kleiber, 2015; Bourotte et al., 2016). We, however, adopt the LMC technique (Alvarez et al., 2012) for inducing correlation among the components of \( \beta_{va}(u) \) due to its simplicity and relatively efficient computation. Under the LMC framework, we set \( \beta_{va}(\cdot) = \alpha_{va} + \Gamma \nu(\cdot) \), where \( \alpha_{va} \in \mathbb{R}^q \), \( \Gamma \in \mathbb{R}^{q \times q} \), and \( \nu(u) = \{ \nu_1(u), \ldots, \nu_q(u) \}^T \) is a vector of \( q \) independent GPs indexed by \([0,1]^d\) with mean functions 0 and correlation functions \( \rho_1(\cdot, \cdot), \ldots, \rho_q(\cdot, \cdot) \) with parameters \( \theta_1, \ldots, \theta_q \), respectively. The independent GP priors on \( \nu_1(\cdot), \ldots, \nu_q(\cdot) \) induces a multivariate GP prior on \( \beta_{va}(\cdot) \). Specifically, given \( \alpha_{va}, \Gamma, \) and \( \theta_1, \ldots, \theta_q \), \( \beta_{va}(\cdot) = \alpha_{va} + \Gamma \nu(\cdot) \) is a \( q \)-variate GP with mean function \( \alpha_{va} \) and covariance function \( C(u, u') \) defined as

\[
C(u, u') = \text{Cov}\{ \Gamma \nu(u), \Gamma \nu(u') \} = \sum_{a=1}^{q} \Gamma_a \rho_a(u, u') \Gamma_a^T = \sum_{a=1}^{q} \Gamma_a \{ R(u, u') \}_{aa} \Gamma_a^T, \quad (3)
\]

where \( u, u' \in [0,1]^d \), \( \Gamma_a \) is the \( a \)-th column of \( \Gamma \), and \( R(u, u') = \text{diag}\{ \rho_1(u, u'), \ldots, \rho_q(u, u') \} \) is a \( q \)-by-\( q \) diagonal matrix of correlations determined by \( \theta^T = (\theta_1^T, \ldots, \theta_q^T) \).

We now reformulate the VCM in (1) with a GP prior imposed on \( \beta_{va}(\cdot) \) using the LMC technique as linear mixed-effects model. Define \( \alpha = (\alpha_{va}, \beta_{nv})^T \in \mathbb{R}^p \) and \( Z(u_i) \in \mathbb{R}^{n \times q} \) to be the matrix that includes the first \( q \) columns of \( X(u_i) \) \((i = 1, \ldots, n)\). Reformulate (1) as

\[
y(u_i) = X(u_i) \alpha + Z(u_i) \Gamma \nu(u_i) + e(u_i), \quad \nu(\cdot) \sim \text{GP}\{ 0, R(\cdot, \cdot) \}, \quad i = 1, \ldots, n, \quad (4)
\]

where \( R(\cdot, \cdot) = \text{diag}\{ \rho_1(\cdot, \cdot), \ldots, \rho_q(\cdot, \cdot) \} \) is the correlation “function” for \( \nu(\cdot) \). The models in (1) and (4) are equivalent if we let \( \beta_{va}(u) = \alpha_{va} + \Gamma \nu(u) \) for all \( u \in [0,1]^d \). The parameters \( \alpha \) and \( \Gamma \) in (4) cannot be estimated uniquely from the data \( \{ y(u_i), X(u_i) : i = 1, \ldots, n \} \) but the vector \( \{ \beta(u_1), \ldots, \beta(u_n) \} \) is still estimable if the design matrix formed by \( \{ X(u_i) : i = 1, \ldots, n \} \) as the row blocks is of full column rank. The prior distributions on the unknown parameters \( \alpha, \Gamma, \tau^2, \theta \) are spelled out in Section 2.2.

Many widely used models are obtained as special cases of (4). If \( \rho_a(u, u') = \delta_{u=u'} \) for every \( a \), where \( \delta_{u=u'} \) equals 1 if \( u = u' \) and 0 otherwise, then we recover the linear-mixed effects model using (4), where \( \Gamma \Gamma^T \) equals the covariance matrix of the random effects. If \( s_i = 1, p = q, \Gamma \) is a diagonal matrix, and \( X(u_i) = Z(u_i) \), then (1) reduces to

\[
y(u_i) = X(u_i) \{ \alpha + \Gamma \nu(u_i) \} + e(u_i) \equiv X(u_i) \beta(u_i) + e(u_i), \quad i = 1, \ldots, n, \quad (5)
\]

where \( \alpha \) and \( \Gamma \nu(\cdot) \) model the global and local effects, respectively, the diagonal entries of \( \Gamma \) determine the scale of local effects, and \( \beta(\cdot) \) is the \( p \)-by-1 varying coefficients vector. The spatiotemporal varying coefficient model is a special case of (5) when \( u \in [0,1]^3 \) (Gelfand et al., 2003; Gelfand and Banerjee, 2010). Finally, assuming \( u \) to be the time domain in (5) yields a regression model for longitudinal data analysis.
2.2 Prior Specification

The parameters \((\alpha, \Gamma, \tau^2)\) are jointly assigned a noninformative prior with density \(p(\alpha, \Gamma, \tau^2) \propto 1/\tau^2\). If \(\gamma\) represents the \(q^2\)-dimensional vector formed by stacking the columns of \(\Gamma\), then this prior is a limiting case of the normal-inverse-gamma prior distribution on \(\{(\alpha, \gamma), \tau^2\}\), where \((p + q^2)\)-variate normal prior distribution is assigned on \((\alpha, \gamma)\). We are also not concerned with the identifiability of \(\Gamma\) or \(\alpha\) since they are intermediate latent variables enabling efficient estimation of \(\beta_{ia}(u)\) for every \(u \in [0,1]^d\).

As far as the choice of \(\rho_a(\cdot, \cdot)\) \((a = 1, \ldots, q)\) is concerned, two types of correlation functions are used in this paper. The first one is the exponential correlation function defined as \(\rho_a(u, u') = e^{-\phi_a \|u-u'\|_2}\) for any \(u, u' \in [0,1]^d\), where \(\phi_a > 0\), \(\|\cdot\|_2\) is the Euclidean norm, and \(\theta_a = (\phi_a)\) \((a = 1, \ldots, q)\). We also use Gneiting’s correlation function for varying coefficient modeling of spatiotemporal data presented in Section 5.3, which is defined as

\[
\rho_a(u, u') = \frac{1}{(\psi_a |t - t'|^2 + 1)^{\kappa_a}} e^{-\phi_a \|h - h'\|_2}, \quad u, u' \in [0,1]^3, \tag{6}
\]

where \(u = (h, t), u' = (h', t')\) are space-time tuples, \(h, h' \in [0,1]^2\), \(t, t' \in [0,1]\), \(\phi_a > 0\), \(\psi_a > 0\), \(\kappa_a \in [0,1]\), and \(\theta_a = (\phi_a, \psi_a, \kappa_a)^T\) (Gneiting, 2002). For the exponential correlation function, we put a Uniform\((\zeta_{ia}, \tau_{ia})\) prior on \(\phi_a\). The parameters \(\phi_a\), \(\psi_a\), and \(\kappa_a\) are assigned Uniform\((\zeta_{1a}, \tau_{1a})\), Uniform\((\zeta_{2a}, \tau_{2a})\), and Uniform\((\zeta_{3a}, \tau_{3a})\) priors respectively for the Gneiting’s correlation function. The parameters for the uniform priors satisfy \(0 < \zeta_{ia} < \tau_{ia}\) for \(i = 0, 1, 2\) and \(0 < \zeta_{3a} < \tau_{3a} \leq 1\).

2.3 The DA-type Algorithm

The DA-type algorithm for posterior inference on \(\beta(\cdot), \tau^2\) and prediction of \(y(\cdot)\) has six parts. Let \(\mathcal{U}^*\) be a given subset of \([0,1]^d\) where the draws of \(\beta(\cdot)\) and \(y(\cdot)\) are required, \(\mathcal{D}\) be the training data, and \(\nu_n = \{\nu(u_1), \ldots, \nu(u_n)\}\), where \(\nu(u_i)\) is defined in (4). The first part of the DA-type algorithm is the Imputation (I) step that draws \(\nu_n\) given \(\mathcal{D}\) and \((\alpha, \Gamma, \tau^2, \theta)\). The second part of the DA-type algorithm is the Prediction (P) step that has five sub parts. It uses the \(\nu_n\) to draw \((\alpha, \Gamma, \tau^2, \theta)\) given \(\mathcal{D}\) and \(\{\beta(u^*), y(u^*) : u^* \in \mathcal{U}^*\}\) given \((\alpha, \Gamma, \tau^2, \theta)\). The I and P steps are repeated until convergence to the stationary distribution of the Markov chain for \((\tau^2, \{\beta(u^*), y(u^*) : u^* \in \mathcal{U}^*\})\); see Appendix A for derivation of the six parts and their analytic forms.

This DA-type algorithm is slow in moderately large data sets. The computational complexity of the I step is \(O(n^3p^3)\) if we update multivariate GPs. Low rank GP methods provide some computational relief, though the computational gain is not substantial if one needs to maintain the inferential accuracy. The sparse iterative methods for sampling from GPs lead to only marginal improvements because the number of iterations have to be relatively large for guaranteeing accurate approximation (Chow and Saad, 2014). Due to the slow I step, the DA-type algorithm using the full data is extremely inefficient in applications with a large \(n\). The next section presents an extension of the DA-type algorithm using divide-and-conquer technique that overcomes these inefficiencies while retaining its simplicity and numerical stability.
3. Distributed Varying Coefficient Modeling Using a GP Prior

Our distributed model fitting of the Bayesian VCM consists of three steps described below.

3.1 First Step: Constructing Training Data Subsets

The first step of the distributed extension of the DA-type algorithm in Section 2.3 constructs \( k \) subsets from the training data. The default scheme for constructing subsets is to randomly sub-sample without replacement from the training data, ensuring that each subset provides a reliable representation of the full data and all observations specific to a sample are on the same subset. The size of a subset \( m \) is set to be moderately large so that \( p, q \ll m \) and posterior computations are efficient on any subset. The “optimal choice” of \( k \) depends on the smoothness of the regression function, which we study in Section 4. Let \( D_j \) be the training data on subset \( j \) \((j = 1, \ldots, k)\), \( u_{ji} \) be the \( i \)th index in subset \( j \), and \( y(u_{ji}) \), \( X(u_{ji}) \), \( Z(u_{ji}) \) be the corresponding observations with dimensions \( s_i, s_j \)-by-\( p \), \( s_j \)-by-\( q \), for \( i = 1, \ldots, m \). Similarly, the subset \( j \) versions of parameters \((\beta, \alpha, \Gamma, \tau^2, \theta)\) are denoted by \((\beta_j, \alpha_j, \Gamma_j, \tau^2_j, \theta_j)\). The correlation function \( \rho_{ja} \) equals \( \rho_{a} \) but replaces \( \theta_q \) by \( \theta_{ja} \). The GP with a correlation function \( \rho_{ja} \) is denoted as \( \tilde{\nu}_{ja}(\cdot) \), and \( \tilde{\nu}_j(\cdot) = \{\tilde{\nu}_{j1}(\cdot), \ldots, \tilde{\nu}_{jq}(\cdot)\}^T \).

The VCM in (4) has a natural extension to subset \( j \). For \( i = 1, \ldots, m \),

\[
y(u_{ji}) = X(u_{ji})\alpha_j + Z(u_{ji})\tilde{\nu}_j(u_{ji}) + \epsilon(u_{ji}),
\]

\[
\tilde{\nu}_{ja}(\cdot) \sim \text{GP}\{0, \rho_{ja}(\cdot, \cdot)\}, \quad a = 1, \ldots, q, \quad \epsilon(u_{ji}) \sim \mathcal{N}(0, \tau_j^2),
\]

which reduces to the subset \( j \) extension of (1) if \( \{\beta_j(u)\}_{va} = (\alpha_j)_{va} + \Gamma_j\tilde{\nu}_j(u), \quad u \in [0, 1]^d \),

where \( \beta_j(u) = [\{\beta_j(u)\}_{va}, (\beta_j)_{va}] \) and \( \alpha_j = [(\alpha_j)_{va}, (\beta_j)_{va}] \) are represented in terms of their varying and non-varying coefficients blocks. The prior distributions for \((\alpha_j, \Gamma_j, \tau_j^2)\) and \( \theta_j \) in (7) are the same as defined in Section 2.2 for \((\alpha, \Gamma, \tau^2)\) and \( \theta \), respectively. If we obtain MCMC draws of the parameters and predictions using the likelihood in (7) on each subset directly, then we condition on an \((m/n)\)-fraction of the full data, resulting in wider credible intervals for parameters than those obtained using the full data posterior distribution. The next step fixes this problem by using a modified likelihood based on (7) that compensates for the missing \((1 - m/n)\)-fraction of the full data.

3.2 Second Step: Posterior Sampling on the Subsets

We now consider the inference on each subset using the DA-type algorithm based on Section 2.3 and (7). The GP realizations \( \tilde{\nu}_j(u_{j1}), \ldots, \tilde{\nu}_j(u_{jm}) \) in (7) are looked upon as the “missing” data, and marginalizing over them recovers the subset \( j \) version of (1) with a GP prior on \( \{(\beta_j(u_{j1}))_{va}, \ldots, (\beta_j(u_{jm}))_{va}\} \). For \( a = 1, \ldots, q \), we let \( s_j = \sum_{i=1}^m s_{ji} \) and define

\[
\tilde{\nu}_{ja} = \{\tilde{\nu}_a(u_{j1}), \ldots, \tilde{\nu}_a(u_{jm})\}^T \in \mathbb{R}^m, \quad \tilde{\nu}_j = (\tilde{\nu}_{j1}^T, \ldots, \tilde{\nu}_{jq}^T)^T \in \mathbb{R}^{mq},
\]

\[
\Gamma_j = (\Gamma_{j1}, \ldots, \Gamma_{jq}), \quad \Gamma_{j1}, \ldots, \Gamma_{jq} \in \mathbb{R}^q,
\]

\[
\tilde{Z}_{ja} = \text{diag}\{Z(u_{j1})\Gamma_{ja}, \ldots, Z(u_{jm})\Gamma_{ja}\},
\]

\[
y_j = \{y(u_{j1})^T, \ldots, y(u_{jm})^T\}^T, \quad X_j = \{X(u_{j1})^T, \ldots, X(u_{jm})^T\}^T.
\]

If \( \tilde{\nu}_j \) is known, then the full conditional for drawing \((\alpha_j, \Gamma_j, \tau_j^2)\) given \( \tilde{\nu}_j \), \( D_j \) is available in closed-form; therefore, \( \tilde{\nu}_j \) is an auxiliary variable that simplifies the forms of the full
conditionals if it is known and its marginalization preserves the Bayesian VCM with a GP prior on \( \{ \beta_j(\cdot) \}_{nv} \).

The I step of the DA-type algorithm on subset \( j \) uses this property of \( \tilde{v}_j \) for simplifying the form of the modified likelihood. Assume that \( (\alpha_j, \Gamma_j, \tau_j^2, \theta_j) \) are given. Let \( p(\tilde{v}_j \mid D_j, \alpha_j, \Gamma_j, \tau_j^2, \theta_j) \) denote the conditional density of \( \tilde{v}_j \) given \( D_j \) and \( (\alpha_j, \Gamma_j, \tau_j^2, \theta_j) \) based on (7). Then, the I step (a) draws \( \tilde{v}_j \) given \( D_j \) and \( (\alpha_j, \Gamma_j, \tau_j^2, \theta_j) \) from \( N_{mq}(\mu_{\tilde{v}_j}, \Sigma_{\tilde{v}_j}) \), where \( \mu_{\tilde{v}_j} \) and \( \Sigma_{\tilde{v}_j} \) are defined in terms of their blocks as

\[
(\mu_{\tilde{v}_j})_a = R^T_{ja} \tilde{Z}_{ja} \left( \sum_{c=1}^q \tilde{Z}_{jc} R_{jc} \tilde{Z}_{jc}^T + \tau_j^2 I_{\tilde{s}_j} \right)^{-1} (y_j - X_j \alpha_j), \quad a = 1, \ldots, q,
\]

\[
(\Sigma_{\tilde{v}_j})_{aa} = R_{ja} - R_{ja}^T \tilde{Z}_{ja} \left( \sum_{c=1}^q \tilde{Z}_{jc} R_{jc} \tilde{Z}_{jc}^T + \tau_j^2 I_{\tilde{s}_j} \right)^{-1} \tilde{Z}_{ja} R_{ja}, \quad a = 1, \ldots, q,
\]

\[
(\Sigma_{\tilde{v}_j})_{ab} = -R_{ja}^T \tilde{Z}_{ja} \left( \sum_{c=1}^q \tilde{Z}_{jc} R_{jc} \tilde{Z}_{jc}^T + \tau_j^2 I_{\tilde{s}_j} \right)^{-1} \tilde{Z}_{jb} R_{jb}, \quad a \neq b \in \{1, \ldots, q\},
\]

\[
(R_{ja})_{ii'} = \rho_{ja}(u_{ji}, u_{ji'}), \quad i, i' = 1, \ldots, m, \quad a = 1, \ldots, q.
\]  

(9)

If we substitute the I step draw of \( \tilde{v}_j \) in (7) and compute the likelihood of \( (\alpha_j, \Gamma_j, \tau_j^2, \theta_j) \) given \( (D_j, \tilde{v}_j) \), then this is equivalent to computing the likelihood of \( (\alpha_j, \Gamma_j, \tau_j^2, \theta_j) \) after marginalizing over \( \tilde{v}_j \) in (7) using Monte Carlo. Denote this Monte Carlo based likelihood as \( L_j \), and we use it as the likelihood of \( (\alpha_j, \Gamma_j, \tau_j^2, \theta_j) \) given \( D_j \) in the P step.

The subset \( j \) draws \( (\alpha_j, \Gamma_j, \tau_j^2, \theta_j) \) given \( D_j \) using a modified version of \( L_j \). Since \( D_j \) contains an \((m/n)\)-fraction of the full data, we raise \( L_j \) to a power of \( \delta_n \), where \( \delta_n \) is a deterministic sequence dependent on \( n \). Let \( L_j^{\delta_n} \) be this modified likelihood, and the modification is equivalent to replicating \( D_j \) for \( \delta_n \)-times. The power \( \delta_n \) is chosen such that \( L_j^{\delta_n} \) compensates for the missing \((1 - m/n)\)-fraction of the full data on subset \( j \).

The modified posterior density for drawing \( (\alpha_j, \Gamma_j, \tau_j^2, \theta_j) \) given \( D_j \) is defined as

\[
\pi_m(\alpha_j, \Gamma_j, \tau_j^2, \theta_j \mid D_j) = \frac{L_j^{\delta_n} p(\alpha_j, \Gamma_j, \tau_j^2) p(\theta_j)}{\int L_j^{\delta_n} p(\alpha_j, \Gamma_j, \tau_j^2) p(\theta_j) \, d\alpha_j \, d\Gamma_j \, d\tau_j^2 \, d\theta_j}, \quad j = 1, \ldots, k,
\]  

(10)

where the denominator is finite due to the choice of prior distributions. The method of raising subset likelihoods to a power is known as the *stochastic approximation* (Minsker et al., 2014). We choose \( \delta_n = n/m \) following the same choice in parametric models (Minsker et al., 2014; Entezari et al., 2017; Li et al. 2017; Srivastava et al., 2018), which is equivalent to replicating the subset data for \( n/m \) times, such that the subset posterior variances of parameters are comparable to the full data posterior variance. The theoretical impact from \( \delta_n \) will be further discussed in Section 4.

The P step draws \( \alpha_j, \Gamma_j, \tau_j^2, \) and \( \theta_j \) given \( (D_j, \tilde{v}_j) \) in a sequence of three steps using (10). Define \( \gamma_j = (\Gamma_{j1}^T, \ldots, \Gamma_{jq}^T)^T \), the column-wise vectorization of \( \Gamma_j \), \( b_j = (\alpha_j^T, \gamma_j^T)^T \), and

\[
W_j = (W_{j1}^T, \ldots, W_{jm}^T)^T, \quad W_{ji} = [X_{ji}, \{ \tilde{v}_1(u_{ji}), \ldots, \tilde{v}_q(u_{ji}) \} \otimes Z_{ji}] \in \mathbb{R}^{q_{ji} \times (p + q)}.
\]  

(11)
for $i = 1, \ldots, m$, where $W_j \in \mathbb{R}^{q_j \times (p+q^2)}$ and $\otimes$ is the Kronecker product. Then, the P step draws $\alpha_j, \Gamma_j, \tau^2_j$, and $\theta_j$ as follows:

(b) draw $\tau^2_j$ given $\nu_j$ and $D_j$ as

$$
\tau^2_j \sim \frac{\delta_{n} \| y_j - \hat{y}_j \|^2_2}{\chi^2_{\delta_{n}, \tilde{s}_j - p - q^2}}, \quad \hat{y}_j = W_j (W_j^T W_j)^{-1} W_j^T y_j,
$$

(12)

where $\chi^2_{\delta_{n}, \tilde{s}_j - p - q^2}$ is a chi-square random variable with $\delta_{n}, \tilde{s}_j - p - q^2$ as its degrees of freedom.

(c) draw $b_j = (\alpha^T_j, \gamma^T_j) \overset{\text{iid}}{\sim} N(0, \Sigma_j)$ given $\tau^2_j$, $\nu_j$, and $D_j$ from $N(\{W_j^T W_j\}^{-1} W_j^T y_j, \tau^2_j (W_j^T W_j)^{-1})$; and

(d) draw $\theta_{j1}, \ldots, \theta_{jq}$ given $\nu_j$ and $D_j$ using ESS (Algorithm 1 in Nishihara et al. 2014) with the modified log-likelihood for $\theta_{1}, \ldots, \theta_{q}$ defined as

$$
\log L(\theta_{j1}, \ldots, \theta_{jq}) = -\frac{\delta_{n}mq}{2} \log 2\pi - \frac{\delta_{n}}{2} \sum_{a=1}^{q} \log \det(R_{ja}) - \frac{\delta_{n}}{2} \sum_{a=1}^{q} \nu_{ja}^T R^{-1}_{ja} \nu_{ja},
$$

(13)

where $\nu_{ja}$ is defined in (8), $R_{ja}$ is a $m \times m$ matrix defined in (9) and depends on $\theta_{ja}$. The form of the likelihood of $\theta_{j1}, \ldots, \theta_{jq}$ depends on the correlation functions of the univariate GPs; see Appendix B for the exact details of the likelihood for the two correlation functions used in this paper.

In most applications, the goal is to perform inference on $\beta(u^*)$ and predict $y(u^*)$ for $u^* \in \mathcal{U}^*$, where $\mathcal{U}^* = \{u_{1}^*, \ldots, u_{\nu}^*\}$ is a known subset of $[0, 1]^d$, also known as the testing set. This is done by using the parameter draws from parts (b)–(d) in the P step as follows:

(e) draw $\nu_{ja} = \{\nu^a(u_{i}^*), \ldots, \nu^a(u_{m}^*)\}^T$ given $\nu_j$, $\theta_j$, and $D_j$ from $N(\mu_{ja}^*, \Sigma_{ja}^*)$, where

$$
\begin{align*}
\mu_{ja}^* &= R_{ja}^T R_{ja}^{-1} \nu_j, \quad \Sigma_{ja} = R_{ja}^T \Sigma_{ja} R_{ja} - R_{ja}^T R_{ja}^{-1} R_{ja}, \\
(R_{ja}^T)_{i'i''} &= \rho_{ja}(u_{i}^*, u_{i''}^*), \\
(R_{ja})_{ii'} &= \rho_{ja}(u_{i}^*, u_{i'}^*),
\end{align*}
$$

(14)

for $a = 1, \ldots, q$, $i', i'' = 1, \ldots, l$, and $i = 1, \ldots, m$, and set $\{\beta_j(u^*)\}_{uv} = (\alpha_j)_{uv}$ and $\{\beta_j(u^*)\}_{va} = (\alpha_j)_{va} + \Gamma_j \nu_j(u^*)$, $u^* \in \mathcal{U}^*$; and

(f) draw $y_j(u^*)$ given $\alpha_j$, $\Gamma_j$, $\tau^2_j$, $X(u^*)$, $\beta(u^*)$ independently from $N(\mu^*_{y_j}, \tau^2_j I_{s^*})$ for every $u^* \in \mathcal{U}^*$, where $\mu^*_{y_j} = X(u^*) \beta_j(u^*)$ and $s^*$ is the dimension of $y$ at $u^*$.

The I and P steps, including the parts (a)–(f), are run in parallel on the $k$ subsets until convergence of the Markov chain for $(\tau^2_j, \{\beta_j(u^*), y_j(u^*) : u^* \in \mathcal{U}^*\})$ to its stationary distribution; see Appendix B for derivation of the six parts and their analytic forms.

The AMC sampler cycles through steps (a)–(f) on subset $j$ to obtain posterior draws of $\beta_j(u^*), \tau^2_j$, and $y_j(u^*)$, $u^* \in \mathcal{U}^*$ ($j = 1, \ldots, k$). Let $T$ be the number of post-burnin draws collected on every subset. Denote the parameter and prediction samples obtained from subset $j$ at the $t$th iteration as $\{\beta_j^{(t)}(u^*), \tau_j^{2(t)}, y_j^{(t)}(u^*)\}$ ($t = 1, \ldots, T; u^* \in \mathcal{U}^*$), which are called the $j$th subset posterior draws. We assume that the marginal $j$th subset posterior
draws for $\beta$, $\tau^2$, and $y^*$ follow their invariant distributions denoted as $\Pi_\beta(\cdot \mid D_j)$, $\Pi_{\tau^2}(\cdot \mid D_j)$, and $\Pi_{y^*}(\cdot \mid D_j)$, which are called $j$th subset posterior distributions and their densities are obtained using the joint density in (10). We develop next an algorithm for combining the collection of $k$ subset posterior draws such that the combined draw follows the AMC posterior distribution that conditions on the full data.

3.3 Third Step: Aggregation of Subset Posterior Draws

We aggregate the subset posterior draws for $\beta(\cdot)$, $y(\cdot)$, and $\tau^2$ using centering and scaling operations. Let $\beta_j^{s(t)} = \{\beta_j^{(t)}(u_1^*)\}, \ldots, \beta_j^{s(t)}(u_l^*)\}$, $y_j^{s(t)} = \{y_j^{(t)}(u_1^*)\}, \ldots, y_j^{s(t)}(u_l^*)\}$, and $\log \tau^2_j(t)$ be the $t$th draws for $\beta(\cdot)$, $y(\cdot)$, and $\log \tau^2$ on subset $j$ ($j = 1, \ldots, k$). Let $\xi \in \{\beta(\cdot), y(\cdot), \log \tau^2\}$ and $\xi_j(t)$ be its $t$th draw on subset $j$. Define the empirical mean vector and covariance matrix of $\xi$ draws on subset $j$ as

$$\mu_{j\xi} = \frac{1}{T} \sum_{t=1}^T \xi_j(t), \quad \Sigma_{j\xi} = \frac{1}{T} \sum_{t=1}^T (\xi_j(t) - \mu_{j\xi}) (\xi_j(t) - \mu_{j\xi})^T, \quad j = 1, \ldots, k. \quad (15)$$

We now summarize the algorithm for obtaining draws from the AMC posterior using the subset posterior draws. First, define the combined empirical mean and covariance matrix for $\xi$ draws using the subset posterior empirical means and covariance matrices in (15) as

$$\mu_{\xi} = \frac{1}{k} \sum_{j=1}^k \mu_{j\xi}, \quad \Sigma_{\xi} = \frac{1}{k} \sum_{j=1}^k \Sigma_{j\xi}. \quad (16)$$

Second, center and scale the $j$th subset posterior draws of $\xi$ as

$$q_{j\xi}^{(t)} = \Sigma_{j\xi}^{-1/2} (\xi_j(t) - \mu_{j\xi}), \quad t = 1, \ldots, T; \ j = 1, \ldots, k. \quad (17)$$

Third, rescale and recenter the $\xi$ draws from all the subsets in (17) as

$$\xi_{t'} = \mu_{\xi} + \Sigma_{\xi}^{1/2} q_{j\xi}^{(t)}, \quad t' = t + (j - 1)T; \ j = 1, \ldots, k, \quad (18)$$

to obtain $t'$th draws from the AMC posterior distribution of $\xi$. The $\tau^2$ draws are obtained by taking the exponential of draws from the AMC posterior of $\log \tau^2$.

The AMC aggregation algorithm for subset posteriors bears close connections to a few recently devised combination methods such as the Double Parallel Monte Carlo (DPMC, Xue and Liang, 2019) and Wasserstein posterior (WASP, Xu and Srivastava, 2021). All three algorithms agree on the combination of the subset posterior means but differ in their approach to combining subset posterior covariance matrices. The scaling and re-scaling steps are absent in DPMC because it relies on the asymptotic normality of subset posterior distributions. On the other hand, the combination algorithms of AMC and WASP have the same three steps, except the former and latter compute the combined covariance matrix as the arithmetic and geometric means of subset posterior covariance matrices. The computation of the geometric mean in WASP requires an iterative algorithm (Álvarez-Esteban et al., 2016), so the AMC algorithm is computationally simpler. Finally, AMC, WASP
and DPMC are applicable for aggregating posterior distributions of multivariate quantities, whereas the PIE algorithm is developed for posterior distributions of scalar quantities only. An important contribution of this article is to theoretically establish that any aggregation step of subset posteriors constructed in Step 2 with the modified data likelihood that satisfies a simple assumption (see Assumption (A.6) in Section 4) will lead to an optimal estimation of the regression function. We establish that this assumption is satisfied not only by AMC, but also by DPMC, WASP and PIE aggregation methods for divide-and-conquer Bayesian inference mentioned above.

4. Theoretical Properties of AMC

This section derives the posterior convergence rates for the varying coefficients and the mean regression function for the three stage AMC framework under certain regularity assumptions on the smoothness of the latent GPs. This setup allows the study of VCMs with coefficients modeled using GPs with full-rank and low-rank covariance functions from a common framework.

We first make the following assumption on \( n, k, m \) and the sampling scheme of index \( u \).

\[ c_1 n \leq km \leq c_2 n \]

for some constants \( 0 < c_1 \leq 1 \leq c_2 \). The sampled indices in the full data \( \{u_1, \ldots, u_n\} \) and a single testing index \( u^* \) are drawn independently from the Lebesgue measure on \([0,1]^d\). The subset indexes \( \{u_{j1}, \ldots, u_{jm} : j = 1, \ldots, k\} \) are drawn independently without replacement from \( \{u_1, \ldots, u_n\} \).

For the VCM in (4), we simplify the model setup by first assuming that \( p = q \) and \( X(\cdot) \equiv Z(\cdot) \); that is, every covariate function has a varying coefficient. The frequentist minimax rates for Gaussian process model with \( s > 1 \) are unknown, so we only consider the case where \( s = 1 \) because it enables direct comparison of our posterior convergence rates with existing frequentist results. A fully Bayesian asymptotic theory involves the full posterior distribution of \( \alpha, \Gamma, \tau^2, \theta \) and the latent GP realizations \( \nu_1(\cdot), \ldots, \nu_q(\cdot) \); however, \( \alpha \) and \( \Gamma \) are not identifiable, so their posteriors do not contract to any point mass as the sample size \( n \) increases to infinity. Additionally, given that our indexing space \([0,1]^d\) is fixed and bounded, it is known that the length-scale parameters in \( \theta \) are also not identifiable in fixed-domain asymptotics (Zhang, 2004). To alleviate the technical difficulties from such non-identifiable parameters, we make the following assumption:

\[ s = 1, p = q \text{ and } X(\cdot) \equiv Z(\cdot) \text{; } \alpha, \Gamma, \tau^2, \text{ and } \theta \text{ are all fixed at their true values } \alpha_0 = 0, \Gamma_0, \tau_0^2, \text{ and } \theta_0. \Gamma_0 \text{ is a full-rank } q \times q \text{ matrix. The observed response function satisfies } y(u) = Z(u)\Gamma_0\nu_0(u) + \epsilon(u), \mathbb{E}[\epsilon(u)] = 0, \text{ Var}[\epsilon(u)] = \tau_0^2, \text{ for all } u \in [0,1]^d, \text{ where } \nu_0(\cdot) = \{\nu_{01}(\cdot), \ldots, \nu_{0q}(\cdot)\}^T \text{ are the true latent functions.} \]

Assuming \( \alpha \equiv \alpha_0 = 0 \) is equivalent to assuming that \( \alpha \) is fixed at any true value \( \alpha_0, \) since we can always redefine \( y'(u) = y(u) - X(u)\alpha_0 \) and call \( y'(u) \) the response function. While \( \tau^2 \) is assumed fixed in Assumption (A.2), it is possible to generalize our technical proofs such that \( \tau^2 \) has a prior in a bounded interval \([\underline{\tau}^2, \overline{\tau}^2]\) for some constants \( 0 < \underline{\tau}^2 < \overline{\tau}^2 < \infty \) (van der Vaart and van Zanten, 2008). For our theory on convergence rates, we only require the error to have mean zero and variance \( \tau_0^2 \), but do not require the true error distribution
to be normal. In other words, our convergence theory also works when our model of normal error is misspecified.

We now define some notations for the subset data. For \( i = 1, \ldots, m \) and \( j = 1, \ldots, k \), let \( y_j = \{ y(u_{1j}), \ldots, y(u_{mj}) \}^\top \) and \( \epsilon_j = \{ \epsilon(u_{1j}), \ldots, \epsilon(u_{mj}) \}^\top \). For \( a = 1, \ldots, q \), let \( \tilde{v}_{ja} = \{ v_a(u_{1j}), \ldots, v_a(u_{mj}) \}^\top \). We have assumed that \( \theta \) is known, so \( \theta_{ja} = \theta_a = \theta_{0a} \) and \( \rho_a = \rho_{ja} \) (\( a = 1, \ldots, q \)). Since \( s = 1 \) and \( p = q \), \( Z(\cdot) \) is a \( q \)-dimensional row vector of functions. For \( a = 1, \ldots, q \), let \( \Gamma_{0a} \) be the \( a \)th column of \( \Gamma_0 \) and \( \tilde{Z}_a(\cdot) = Z(\cdot) \Gamma_{0a} \). Let \( \tilde{Z}(\cdot) = Z(\cdot) \Gamma_0 = \{ \tilde{Z}_1(\cdot), \ldots, \tilde{Z}_q(\cdot) \} \), which is still a \( q \)-dimensional row vector of functions, and \( \tilde{Z}_{ja} = \{ \tilde{Z}_a(u_{1j}), \ldots, \tilde{Z}_a(u_{mj}) \} \) for \( a = 1, \ldots, q \). With the stochastic approximation described in Section 3.2, our “working model” of VCM on the \( j \)th subset data under Assumption (A.2) can be written as

\[
y_j = \sum_{a=1}^{q} \tilde{Z}_{ja} \tilde{v}_{ja} + \epsilon_j, \quad \epsilon_j \sim N \left( 0, \frac{\gamma_0^2}{\delta_n} I_m \right), \quad \tilde{v}_{ja} \sim N \left( 0, \lambda_{n}^{-1} R_{ja} \right),
\]

where \( R_{ja} \) is a \( m \)-by-\( m \) matrix with entries \( (R_{ja})_{ii'} = \rho_a(u_{ji}, u_{ji'}) \), \( i, i' \in \{1, \ldots, m\} \), \( a = 1, \ldots, q \), and \( \rho_a \) has its parameter \( \theta_a \) fixed at \( \theta_{0a} \). \( \delta_n = n/m \) is the same as used in the stochastic approximation definition in Section 3.2. The stochastic approximation with \( \delta_n = n/m \) is crucial for ensuring that the AMC posterior of varying coefficients \( \beta(\cdot) \) converges to the truth at a polynomial rate of \( n \) rather than \( m \), such that the AMC posterior can be a valid approximation to the full data posterior, which converges at a polynomial rate of \( n \). In (19), we have also added an additional tuning parameter \( \lambda_n = 1 \) that only depends on \( n \) and is only used for theory development. The value of \( \lambda_n \) helps offering minimax optimal rate and is specified later in Theorem 1. In practice, we simply set \( \lambda_n = 1 \) that provides a nearly optimal rate, and the model (19) becomes the same model as the VCM in (4). This can also be seen in Theorem 1 and in the ensuing discussion.

We focus on the posterior convergence behavior of the varying coefficients \( \beta(\cdot) = \alpha_0 + \Gamma_0 \nu(\cdot) \) towards the truth \( \beta_0(\cdot) = \alpha_0 + \Gamma_0 \nu(\cdot) \), as well as the mean function \( \nu(\cdot) = Z(\cdot) \beta(\cdot) \) towards the truth \( \nu_0(\cdot) = Z(\cdot) \beta_0(\cdot) \). We introduce some concepts for reproducing kernel Hilbert space (RKHS) that will be used for stating the assumptions on \( \nu(\cdot) \). Let \( L_2(du) \) be the class of all square-integrable functions on \([0, 1]^d\) with respect to the Lebesgue measure, with the inner product given by \( \langle f, g \rangle_{L_2(du)} = \int_{[0, 1]^d} f(u) g(u) \, du \) and the \( L_2(du) \)-norm given by \( ||f||_2 = \langle f, f \rangle_{L_2(du)} \), for any generic \( f, g \in L_2(du) \). For the correlation function \( \rho_a(\cdot, \cdot) \) with parameters \( \theta_{0a} \), we assume that \( \sup_{u, u' \in [0, 1]} \rho_a(u, u') < \infty \) (\( a = 1, \ldots, q \)), which means that all correlation functions are trace class kernels. For each \( a = 1, \ldots, q \), by the Mercer’s theorem, there exists an orthonormal sequence of eigenfunctions \( \{ \varphi_{ah} \}_{h=1}^{\infty} \) in \( L_2(du) \) with eigenvalues \( \mu_{a1} \geq \mu_{a2} \geq \ldots \geq 0 \), such that \( \int_{[0, 1]} \rho_a(\cdot, u') \varphi_{ah}(u') \, du' = \mu_{ah} \varphi_{ah}(\cdot) \) for all \( h = 1, 2, \ldots, \) and \( \rho_a(u, u') = \sum_{h=1}^{\infty} \mu_{ah} \varphi_{ah}(u) \varphi_{ah}(u') \) for any \( u, u' \in [0, 1]^d \). The RKHS \( \mathbb{H}_a \) attached to the correlation function \( \rho_a \) is the space of all functions \( f \in L_2(du) \) such that \( \sup_{a} ||f||_{\mathbb{H}_a}^2 = \sum_{h=1}^{\infty} \int_{[0, 1]} (f, \varphi_{ah})_{L_2(du)}^2 / \mu_{ah} < \infty \), for \( a = 1, \ldots, q \).

For two positive sequences \( \{ a_n \}_{n \geq 1} \) and \( \{ b_n \}_{n \geq 1} \), the relation \( \lim \sup_{n \to \infty} a_n/b_n \leq c \) for some constant \( c > 0 \) is denoted by \( a_n \lesssim b_n \), or \( b_n \gtrsim a_n \). If \( a_n \lesssim b_n \) and \( b_n \gtrsim a_n \), then we say that \( a_n \asymp b_n \).

We impose the following assumption on the eigenfunctions and eigenvalues of \( \rho_a \) (\( a = 1, \ldots, q \)) as well as \( Z(\cdot) \):
(A.3) (i) There exists a constant $C_\varphi > 0$ such that $|\varphi_{ah}(u)| \leq C_\varphi$ for all $u \in [0, 1]^d$, $a = 1, \ldots, q$, and $h = 1, 2, \ldots$.

(ii) The largest $h$th eigenvalue of $\rho_1, \ldots, \rho_q$, defined by $\mu_{h*} = \max_{a=1,\ldots,q} \mu_{ah}$, satisfies $\mu_{h*} \lesssim h^{-2v/d}$ for every $h = 1, 2, \ldots$ and some constant $v > d/2$.

(A.4) For $a = 1, \ldots, q$, the true latent functions satisfy $\nu_{0a} \in H_a$.

(A.5) $|Z_a(u)| \leq C_Z$ for some finite constant $C_Z > 0$ for all $u \in [0, 1]^d$ and $a = 1, \ldots, q$. Let $h = \lceil n^{3d/(2v-d)} \rceil$ with $v$ given in Assumption (A.3). For any $u \in [0, 1]^d$, define the $qh$-variate function

$$W(u) = \{Z(u)\Gamma_{01} \varphi_{11}(u), \ldots, Z(u)\Gamma_{01} \varphi_{1h}(u), \ldots, Z(u)\Gamma_{0q} \varphi_{q1}(u), \ldots, Z(u)\Gamma_{0q} \varphi_{qh}(u)\}^T \in \mathbb{R}^{qh},$$

and the matrix $\Omega = \mathbb{E}_u \{W(u)W(u)^T\} \in \mathbb{R}^{qh \times qh}$, where $\mathbb{E}_u$ is the expectation with respect to the Lebesgue measure on $[0, 1]^d$. Then, the smallest and the largest eigenvalues of $\Omega$ are bounded away from zero and infinity by constants.

Consider the covariance function

$$C(u, u') = \sum_{h=0}^{n} a_h \cos(h\pi|u - u'|) = \sum_{h=0}^{n} a_h \{ \cos(h\pi u) \cos(h\pi u') + \sin(h\pi u) \sin(h\pi u') \},$$

for $u, u' \in [0, 1]$ with $a_h \geq 0$ for all $h = 1, 2, \ldots$ and $\sum_{h=1}^{\infty} a_h < \infty$, then by the Mercer’s theorem, $\{\varphi_0(u) = 1, \varphi_{2h-1}(u) = \cos(h\pi u), \varphi_{2h}(u) = \sin(h\pi u) : h = 1, 2, \ldots\}$ are the eigenfunctions and $\{\mu_0 = a_0, \mu_{2h-1} = \mu_{2h} = a_h : h = 1, 2, \ldots\}$ are the eigenvalues. In this example, Assumption (A.3) (i) is satisfied since the trigonometric functions are uniformly bounded by 1. The commonly used Matérn covariance function with smoothness parameter $\kappa$ takes the form

$$C(u, u') = \frac{2^{1-\kappa}}{\Gamma(\kappa)} (\sqrt{2\kappa \theta||u - u'||})^\kappa K_\kappa \left(\sqrt{2\kappa \theta||u - u'||}\right)$$

for $u, u' \in [0, 1]^d$, where $\Gamma(\cdot)$ is the gamma function and $K_\kappa$ is the modified Bessel function of the second kind. Then Assumption (A.3) (i) is satisfied for Matérn with $d = 1$ and $\kappa = 1/2$ as the eigenfunctions are again the trigonometric functions as shown in Section 3.4.1 of Van Trees (2001). It is also known in the literature that the decay rate of eigenvalues for the Matérn covariance function on $[0, 1]^d$ with smoothness parameter $v$ satisfies Assumption (A.3) (ii) with $v = \kappa + d/2$ (Ritter et al., 1995; Schaback and Wendland, 2002, Santin and Schaback, 2016).

Assumption (A.4) assumes the smoothness of the true underlying functions $\nu_{01}(\cdot), \ldots, \nu_{0q}(\cdot)$. Given the eigenvalue condition in Assumption (A.3), for any given set of nonzero constants $c_1, \ldots, c_q$, the RKHS attached to the covariance function $\sum_{a=1}^{q} c_a \rho_a(\cdot, \cdot)$ is norm equivalent to the $v$-smooth Sobolev space on $[0, 1]^d$.

Assumption (A.5) is a technical condition that makes $\nu(\cdot)$ estimable from subset data. Similar conditions have been used in varying-coefficient modeling literature. For example, in the VCMs based on basis expansions where the dimension increases with $n$, the bounded eigenvalue condition in (A.5) is comparable to Condition (C1) in Wei et al. (2011) and Assumption (A5) in Bai et al. (2019), both of which have imposed bounded eigenvalue conditions on the covariance matrices involving the products of regressors and basis functions.
Given the fixed full-rank $\Gamma_0$ as in Assumption (A.2), combining subset draws of $\beta(\cdot)$ using the method described in Section 3.3 is equivalent to combining subset draws of $\nu(\cdot)$. For $a = 1, \ldots, q$, let $\nu_a(\cdot)$ be a random function drawn from the AMC posterior of $\nu_a(\cdot)$. We need the following assumption for the combination scheme in AMC.

(A.6) For any $u \in [0, 1]^d$, for each $a = 1, \ldots, q$, the AMC posterior mean and variance of $\nu_a(u)$ satisfy

$$
E_{\nu_a|y,u}\{\nu_a(u)\} = \frac{1}{k} \sum_{j=1}^{k} E_{\tilde{\nu}_{ja}|y_j,u_j}\{\nu_{ja}(u)\} + O_P\left(n^{-1/2}\right),
$$

$$
\text{Var}_{\nu_a|y,u}\{\nu_a(u)\} \leq \frac{\tau}{k} \sum_{j=1}^{k} \text{Var}_{\tilde{\nu}_{ja}|y_j,u_j}\{\nu_{ja}(u)\},
$$

for some constant $\tau > 0$, where $E_{\tilde{\nu}_{ja}|y_j,u_j}$ and $\text{Var}_{\tilde{\nu}_{ja}|y_j,u_j}$ are the $j$th subset posterior mean and variance of $\nu_a(\cdot)$ given the $j$th subset data from (19), $E_{\nu_a|y,u}$ and $\text{Var}_{\nu_a|y,u}$ denote the AMC posterior mean and variance of $\nu_a(\cdot)$ given the full data, and the term $O_P\left(n^{-1/2}\right)$ holds uniformly over all $u \in [0, 1]^d$ and all $a = 1, \ldots, q$ in the probability of the observed data.

Assumption (A.6) imposes very weak conditions on the combination method for the aggregated Bayesian posterior. It only requires that the AMC posterior mean is roughly unbiased compared to the average of subset posterior means, and the AMC posterior variance to be upper bounded by the average of subset posterior variances. These relations can be verified for many existing combination methods in the divide-and-conquer Bayes literature for parametric models. In particular, the $O_P(n^{-1/2})$ term in (20) is exactly zero in parametric models for the PIE algorithm (Li et al., 2017), the Wasserstein posterior (Xu and Srivastava, 2021), the DPMC posterior (Xue and Liang, 2019), and our proposed AMC method. Furthermore, if the model is parametric, then in all four methods, the subset posterior and the combined posterior variances satisfy

$$
\text{Var}_{\nu_a|y,u}\{\nu_a(u)\} = \frac{n^{-1}}{I_0} + o_P(n^{-1}),
$$

where $I_0$ is a fixed information matrix that does not depend on $n$; see the theory in Li et al. (2017), Xu and Srivastava (2021) and Xue and Liang (2019). Therefore, for parametric models, the combined posterior using either of these methods can recover the exact asymptotic variance of the true posterior distribution after setting $\tau = 1$ and changing the inequality to equality in (20). Based on these observations about the combined posterior means and variances, it is expected that in the VCM setup, the rates of convergence of the AMC, Wasserstein, and DPMC posterior distributions to the true posterior distribution should be similar to each other.

The following theorem is our main result on the convergence rate in $L_2$ norm of the AMC posterior distribution for the varying coefficients and the mean regression function; see Appendix C for the proof. Although the convergence results are presented for the AMC posterior distribution, they are not unique to the AMC posterior. Rather, they hold for any other combined posterior distribution that is built under the three step framework described in Sections 3.1, 3.2 and 3.3, with the combination step following Assumption (A.6), including the Wasserstein posterior and the DPMC posterior.
Theorem 1 Suppose that Assumptions (A.1)--(A.6) hold for the VCM in (19). Let \( \tilde{\beta}(\cdot) = \alpha_0 + \Gamma_0 \varphi(\cdot) \) and \( \tilde{\varphi}(\cdot) = Z(\cdot) \tilde{\beta}(\cdot) \), where \( \varphi(\cdot) = \{ \varphi_1(\cdot), \ldots, \varphi_q(\cdot) \}^T \) is a \( q \)-variate random function drawn from the AMC posterior of \( \nu(\cdot) \). Let \( E_{u^*}, E_{y,u}, \) and \( E_{\tilde{\beta}|y,u} \) be the expectations with respect to the distribution of testing point \( u^* \), the true data generating distribution (with randomness from \( y_{ji} \) and \( u_{ji}, j = 1, \ldots, k \) and \( i = 1, \ldots, m \)), and the AMC posterior distribution of the varying coefficients \( \tilde{\beta}(\cdot) \) given the full data.

(i) If \( \lambda_n = 1 \) and \( m \gtrsim n^{(d/v)+\eta} \) for some constant \( \eta \in \left( 0, \frac{d-v}{v} \right] \), then the AMC posterior satisfies

\[
E_{u^*} E_{y,u} E_{\tilde{\beta}|y,u} \| \tilde{\beta}(u^*) - \beta_0(u^*) \|^2_2 \lesssim n^{-(2v-d)/(2v)}, \\
\text{and } E_{u^*} E_{y,u} E_{\tilde{\beta}|y,u} \{ \tilde{\varphi}(u^*) - \varphi_0(u^*) \}^2 \lesssim n^{-(2v-d)/(2v)},
\]

(ii) If \( \lambda_n \asymp n^{d/(2v+d)} \) and \( m \gtrsim n^{2d/(2v+d)+\eta} \) for some constant \( \eta \in \left( 0, \frac{2d}{2v+d} \right] \), then the AMC posterior satisfies

\[
E_{u^*} E_{y,u} E_{\tilde{\beta}|y,u} \| \tilde{\beta}(u^*) - \beta_0(u^*) \|^2_2 \lesssim n^{-2v/(2v+d)}, \\
\text{and } E_{u^*} E_{y,u} E_{\tilde{\beta}|y,u} \{ \tilde{\varphi}(u^*) - \varphi_0(u^*) \}^2 \lesssim n^{-2v/(2v+d)}.
\]

Theorem 1 gives the upper bounds for the posterior convergence rates of both the \( q \)-dimensional varying coefficients and the mean regression function in the \( L_2 \) norm. To the best of our knowledge, such convergence result for varying coefficients \( \beta(\cdot) \) is new in the literature of Bayesian varying-coefficient models with multivariate latent GPs. Theorem 1 provides theoretical guarantees for the distributed extension of VCM proposed in Gelfand et al. (2003), which is developed in Section 3 and scales to massive data settings.

When the tuning parameter \( \lambda_n \) is chosen appropriately as in Theorem 1 (ii), the AMC posterior of the varying coefficients \( \beta(\cdot) \) converges to the underlying truth in the \( L_2 \) norm at the rate \( n^{-v/(2v+d)} \). This rate is known as the minimax optimal posterior convergence rate in the \( L_2 \) norm for the simple Gaussian process regression (van der Vaart and van Zanten, 2011). In the extreme case of \( m = n \) and \( k = 1 \), Theorem 1 also implies that the rate \( n^{-v/(2v+d)} \) is the convergence rate of the full data posterior distribution of \( \beta(\cdot) \); therefore, we have shown that the AMC posterior from our distributed Bayesian method can quantify the posterior uncertainty in the same order as the full data posterior. If tuning from \( \lambda_n \) is not available (that is, \( \lambda_n = 1 \)), then Theorem 1 (i) shows that the AMC posterior converges in the \( L_2 \) norm at least at the rate \( n^{-(2v-d)/(4v)} \), which is slightly slower than the optimal rate in part (ii). Furthermore, Theorem 1 also gives sufficient conditions for the subset size \( m \) in the two scenarios. For part (i), the order of \( m \) is \( m \gtrsim n^{(d/v)+\eta} \), which is meaningful when \( v > d \) since \( m \leq n \). Since Assumption (A.1) says that \( mk \) and \( n \) have the same order, this implies that the number of subsets \( k \) can increase no faster than \( n^v \). For part (ii), the order of \( m \) is \( m \gtrsim n^{2d/(2v+d)+\eta} \) and this works for all \( v > d/2 \) as in Assumption (A.3). As a result, the number of subsets \( k \) can increase no faster than \( n^{d/(2v+d)} \).

Our convergence rates in Theorem 1 are also comparable to similar theoretical results on distributed Bayesian inference in non-parametric regression models using an univariate GP (without a VCM formulation). This includes the recent works of Guhaniyogi et al. (2017) and Szabó and van Zanten (2019). While Bai et al. (2019) have also shown the posterior
contraction rates for the varying coefficients, their Bayesian model is based on basis series expansion instead of multivariate latent GPs as in Gelfand et al. (2003) and our current paper. Furthermore, their main focus is on high dimensional variable selection, which is different from the big $n$ problem considered here.

5. Experiments

This section evaluates the performance of methods based on the divide-and-conquer technique for inference and predictions in Bayesian VCMs using a simulation study and a real data analysis. The simulation settings, including the details of data generation, competing methods and the metrics for comparison are described in the first subsection. The second subsection presents simulation results for different methods for a comprehensive comparison. The third subsection presents an application of the Bayesian spatiotemporal VCM to a large dataset of sea surface temperature and salinity in the North Atlantic Ocean.

5.1 Setup

Data generation:

To assess performance of distributed methods, we design two simulation studies, referred to as Simulation 1 and Simulation 2, with $n = 3000$ and $n = 9000$ samples, respectively. The sample size in Simulation 1 is moderately large to ensure that posterior computation of VCMs using the full data, although exorbitantly slow, are tractable and their results serve as the benchmark. In both simulations, the cardinality of the set of indexes $\mathcal{U}^*$, where the function estimation and prediction are evaluated, is set at 300. Our simulation studies consider $d = 2$, with sample indices $u_1, \ldots, u_n$, and the indices in the set $\mathcal{U}^*$, $u_1^*, \ldots, u_{300}^*$ are simulated independently from the uniform distribution on $[0, 1]^2$. Both simulations assume $p = 3$ predictors, with all $p$ predictors have varying coefficients, i.e., $q = p = 3$. We simulate a bivariate response function at all indices (i.e., $s_i = 2$) using the varying coefficient model (4) as

$$y(u) = X(u)\beta_0(u) + \epsilon(u), \quad \beta_0(\cdot) = \alpha_0 + \Gamma_0 \nu(\cdot), \quad u \in \{u_1, \ldots, u_n, u_1^*, \ldots, u_{300}^*\},$$

where $X(u)$s are $2 \times 3$ predictor matrices at each index, with each of their entries is independently simulated from $N(0, 1)$. To construct the varying coefficients, entries of the $3 \times 3$ matrix $\Gamma_0$ are independently simulated from uniform(0, 3) and $\alpha_0^2$ is fixed at $(-2, 2, -2)$. The components $\nu_1(\cdot), \nu_2(\cdot), \nu_3(\cdot)$ of the LMC coefficient vector $\nu(\cdot) = (\nu_1(\cdot), \nu_2(\cdot), \nu_3(\cdot))^T$, are drawn from independent GPs with 0 mean and correlation functions $\rho_0(u, u') = e^{-\phi_a \|u - u'\|^2}$, where $\phi_a = a$ for $a = 1, 2, 3$. $\epsilon(u)$s are idiosyncratic errors following i.i.d. $N(0, \tau^2)$. Both simulations set the error variance $\tau^2$ at 0.1. Each simulation is replicated ten times.

Competing methods:

We compare the performance of AMC algorithm with two sets of competitors. The first set of competitors include distributed Bayesian methods which follow the same three step algorithm as AMC, with the main difference appearing in the third step involving the subset posterior combination. As part of our comparison endeavor with such distributed Bayesian methods, we include DPMC, PIE, WASP and CMC algorithms as competitors.
For each of these competitors, we first create \( k \) subsets of sizes \( m = 500 \) and \( m = 1000 \), using subsampling without replacement in both simulations and vary \( k \) as 10, 20 and 30, 60 in Simulations 1 and 2, respectively. Second, we use the DA-type algorithm developed in Section 3.2 in parallel to obtain posterior samples of \( \tau^2, \beta(u^*), \) and \( y(u^*) \) for \( u^* \in U^* \) from all the subsets. The sampling algorithm uses a sparse GP based on the FITC approximation with \( r = 400 \) inducing points (Quiñonero-Candela and Rasmussen, 2005; Álvarez et al., 2012). The imputation of \( \tilde{\nu}_j \) in part (a) of our DA-type algorithm is done using the Lanczos algorithm of Chow and Saad (2014) for computational tractability. The sampling algorithm in each subset runs for 10,000 iterations, and the Markov chain is thinned by collecting every fifth posterior sample after discarding the first 5,000 posterior samples as burn-in. Finally, we combine subset posterior samples for \( \tau^2, \beta(u^*), \) and \( y(u^*) \) for \( u^* \in U^* \) using CMC, DPMC, WASP, PIE and the AMC algorithms (described in Section 3.3). The combination steps of AMC, DPMC, WASP, and PIE satisfy the Assumption (A.6) in Section 4, so we expect similar empirical performance for these four methods. In contrast, no such theoretical guarantee exists for the performance of the CMC algorithm.

It is also instructive to compare performance of AMC posterior with the second set of competitors which include the Bayesian VCMs on the full data. To this end, we compare with the true posterior distribution computed using full data, which sets the performance benchmark for the distributed methods. Since there is no open source implementation available for the Bayesian VCMs with bivariate response vector, we implement it by ourselves following the DA-type algorithm discussed in Section 2.3. Additionally, Finley and Banerjee (2020) offer spSVC in the spBayes R package for fitting spatial VCMs, which are special cases of (1) with \( d = 2 \), and fits to our simulation settings. Unfortunately, the current software support is limited to univariate responses in VCMs; hence we implement spSVC function marginally on each component of the bivariate response vector, and refer to this competitor as spSVC. Ignoring correlation between the two components in the bivariate response will presumably lead to a loss in inferential accuracy of spSVC compared to the other competitors. Both the DA-type algorithm of Section 2.3 and implementation of spSVC are prohibitively slow when \( n = 9000 \), so we present their results only when \( n = 3000 \).

**Comparison metrics:**

The point estimation of the varying coefficients and predictions at \( U^* \) from all methods are compared using mean square error (MSE), and mean square prediction error (MSPE), respectively. Further, the coverage and length of 95% credible and predictive intervals (CIs, PIs) from the competing methods help assessing uncertainty in function estimation and in prediction, respectively. Let \( \beta_0(u^*) = \{\beta_{01}(u^*), \ldots, \beta_{0p}(u^*)\} \), \( y(u^*) = \{y_1(u^*), \ldots, y_s(u^*)\} \) be the true values of \( \beta(\cdot), y(\cdot) \) at \( u^* \), where \( p \) and \( s \) are their dimensions and \( u^* \in U^* \subset [0, 1]^d \). Let \( \hat{\beta}(u^*), \hat{y}(u^*) \) be the posterior means of \( \beta(u^*), y(u^*) \), respectively. Then, the MSE in estimating \( \hat{\beta}(\cdot) \) and MSPE in predicting \( y(\cdot) \) are defined as

\[
\text{MSE} = \frac{1}{|U^*|} \sum_{i=1}^{|U^*|} \sum_{j=1}^p \left( \hat{\beta}_j(u^*_i) - \beta_{0j}(u^*_i) \right)^2,
\]

\[
\text{MSPE} = \frac{1}{|U^*|} \sum_{i=1}^{|U^*|} \sum_{j=1}^s \left( \hat{y}_j(u^*_i) - y_j(u^*_i) \right)^2.
\]
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We evaluate point-wise coverage and length of the 95% CIs and PIs obtained from the posterior distributions of $\beta(\cdot)$ and $y(\cdot)$, respectively, for every $u \in \mathcal{U}^*$, for all competitors. As discussed before, the simulation settings assume $s = 2$, $p = 2$, and $|\mathcal{U}^*| = 300$. Let $\text{ESS}_{DA}$ be the effective sample size of any DA-type algorithm that runs for $T_{DA}$ hours, where DA can signify any of the competitors discussed above. Then, following Johndrow et al. (2019), we define the computational efficiency of a DA-type algorithm, including spSVC, AMC, CMC, DPMC, WASP, or the full data posterior (referred to as the true posterior) as

$$\text{Computational Efficiency}_{DA} = \log_2 \frac{\text{ESS}_{DA}}{T_{DA}},$$  \hspace{1cm} (23)

where $\text{ESS}_{DA}$ is computed using the coda R package (Plummer, 2003). We do not compute (23) for the PIE combination algorithm since it is not designed to provide MCMC samples for the parameters.

5.2 Simulated Data Analysis

Table 1 and 2 show the performance of all methods in terms of estimating the true varying coefficient $\beta_0(\cdot)$ and prediction of $y(\cdot)$, respectively. As expected, the empirical performance of combined posterior obtained using AMC, WASP, PIE, and DPMC are very similar in terms of all the comparison metrics. Specifically, for both Simulation 1 and 2, they yield similar MSE, MSPE, close to nominal coverage and similar length of 95% CIs and PIs, which validates Theorem 1 empirically. The true posterior being the gold standard, achieves little lower MSE and a bit narrower 95% CIs and PIs than its distributed competitors; however, the computational efficiency of the true posterior is much smaller than that of AMC, WASP, PIE, and DPMC because it requires much longer to finish an iteration compared to its divide-and-conquer competitors. Increasing the size of each subset $m$ leads to better inference, where as varying the number of subsets $k$ with a fixed value of $m$ does not seem to have much impact on the inference. Among the distributed methods, the CI and PI lengths are slightly larger for PIE, perhaps due to the marginal combination of subset posterior distributions. Although WASP shows marginally narrower 95% CIs and PIs than its distributed competitors; however, the computational efficiency of the true posterior is much smaller than that of AMC, WASP, PIE, and DPMC because it requires much longer to finish an iteration compared to its divide-and-conquer competitors. Increasing the size of each subset $m$ leads to better inference, where as varying the number of subsets $k$ with a fixed value of $m$ does not seem to have much impact on the inference. Among the distributed methods, the CI and PI lengths are slightly larger for PIE, perhaps due to the marginal combination of subset posterior distributions. Although WASP shows marginally narrower 95% CIs and PIs compared to AMC and DPMC (all maintaining close to the nominal coverage), the subset posterior combination step of AMC and DPMC are much more computationally convenient. On the other hand, the CI and PI lengths of CMC are very small compared to that of the WASP, which results in poor coverage for every $m$ and $n$ and deteriorates as $k$ increases. Except CMC, all other methods show similar performance for inference on the error variance $\tau^2$ (Table 3). We also find the performance of spSVC to be excellent in predicting $y(u^*)$, but becomes extremely poor in inference on $\beta(u^*)$. The poor performance of spSVC in inference on $\beta(u^*)$s is mainly because the marginal model ignores the dependence between $y_1(\cdot)$ and $y_2(\cdot)$. On the other hand, spSVC shows excellent performance in predicting $y(u^*)$s because the marginal spSVC model still uses three GPs for predicting $y_1(\cdot)$ and $y_2(\cdot)$.

AMC, DPMC, PIE, and WASP satisfy Assumption (A.6) on the combination of subset posterior distributions, whereas CMC does not; therefore, we conclude that methods that satisfy our theoretical assumptions show superior empirical performance. Furthermore, the AMC and DPMC combination algorithms are the simplest among the distributed competitors that offer combination of subset posteriors of all parameters jointly. Hence, they are simple and computationally convenient alternatives to the full data posterior distribution in Bayesian VCMs for massive data.
Table 1: Summary of the results for inference on $\beta(\cdot)$. The CI coverage and their lengths are averaged across 10 simulation replications, dimensions, and $u \in \mathcal{U}^*$. A '-' for the true posterior and spSVC corresponding to $n = 9000$ indicates that the results are missing due to intractable posterior computations. On the other hand, '-' in reporting the computational efficiency for PIE is due to the lack of definition.

| $n = 3000$ | Coverage at 95% Nominal Level | 95% CI Length |
|------------|-------------------------------|---------------|
| m = 500    | $k = 10$ | $k = 20$ | m = 1000 | $k = 10$ | $k = 20$ |
| True Posterior | 0.95   | 0.27   | AMC      | 0.97   | 0.97   |
| Marginal spSVC | 0.96   | 0.97   | PIE      | 0.97   | 0.97   |
| CMC        | 0.56   | 0.42   | 0.57     | 0.39   | 1.10   | 0.79   | 1.09   | 0.67   |
| WASP       | 0.96   | 0.96   | 0.96     | 0.96   | 3.06   | 3.06   | 2.78   | 2.78   |
| DPMC       | 0.97   | 0.97   | 0.96     | 0.97   | 3.19   | 3.20   | 2.89   | 2.89   |
| MSE        | 0.27   | 3.22   | AMC      | 0.98   | 0.98   |
| Computational Efficiency | 3.04   | 3.05   | PIE      | 0.98   | 0.98   |
| Marginal spSVC | 0.98   | 0.98   | CMC      | 0.34   | 0.25   |
| WASP       | 0.97   | 0.97   | 0.97     | 0.97   | 2.91   | 2.92   | 2.64   | 2.63   |
| DPMC       | 0.98   | 0.98   | 0.98     | 0.98   | 3.05   | 3.06   | 2.75   | 2.75   |
| MSE        | 0.98   | 0.98   | AMC      | 0.45   | 0.45   |
| Computational Efficiency | 10.40  | 9.67   | PIE      | 0.46   | 0.46   |
| Marginal spSVC | 0.45   | 0.45   | CMC      | 0.45   | 0.45   |
| WASP       | 0.45   | 0.45   | 0.38     | 0.38   | 10.40  | 9.67   | 9.94   | 9.70   |
| DPMC       | 0.45   | 0.45   | 0.38     | 0.38   | 10.40  | 9.67   | 9.94   | 9.70   |

5.3 Real Data Analysis

We illustrate the performance of the combined posterior distributions obtained using AMC, DPMC, PIE, WASP or CMC combination technique for the space-time varying coefficient modeling, where the indices are $u = (h, t)$ with $h$ and $t$ denoting the spatial locations and time points of the response and covariates. VCMs are widely used in a variety of spatial applications, mostly without the temporal dimension; see, for example, Wheeler and Calder (2007); Finley et al. (2014); Banerjee and Johnson (2006). On the contrary, their applications in large data settings are limited, perhaps due to the demanding computations. This section specifically considers the problem of capturing the spatio-temporal association (with uncertainties) between the sea surface temperature (SST) and sea surface salinity (SSS) in the Atlantic Ocean between $0° - 70°$ north latitudes and $0° - 80°$ west longitudes using the spatiotemporal VCM. This implies that $s_i = 1$, $p = 2$, $d = 3$, and the space-time tuples lie in a fixed and bounded domain for the spatiotemporal model based on (1). The data on SST and SSS are obtained from the Hadley center observations under the met office in UK (www.metoffice.gov.uk/hadobs, more description available in Kennedy et al. (2011)). We specifically consider 72000 space-time observations on SST and SSS over the 12 months in 2018 and randomly set aside $|\mathcal{U}^*| = 600$ space-time tuples for prediction, which form
Table 2: Summary of the results for $y(\cdot)$ prediction. The PI coverage and their lengths are averaged across 10 simulation replications, dimensions $a = 1, 2$, and $u \in U^*$. A '-' for the true posterior and spSVC corresponding to $n = 9000$ indicates that the results are missing due to intractable posterior computations. On the other hand, '-' in reporting the computational efficiency for PIE is due to the lack of definition.

| Coverage at 95% Nominal Level | 95% PI Length |
|-----------------------------|---------------|
| $m = 500$                   | $m = 1000$    |
| $k = 10$                    | $k = 20$      |
| True Posterior              | Marginal spSVC|
| AMC                         | 0.97          | 0.97          |
| PIE                         | 0.97          | 0.97          |
| CMC                         | 0.55          | 0.42          |
| WASP                        | 0.96          | 0.96          |
| DPMC                        | 0.97          | 0.96          |
| MSPE                        | 4.11          | 4.11          |
| Computational Efficiency    |               |
| True Posterior              | 0.96          | 0.96          |
| Marginal spSVC              | 1.00          | 1.00          |
| AMC                         | 1.79          | 1.76          |
| PIE                         | 1.82          | 1.79          |
| CMC                         | 1.78          | 1.75          |
| WASP                        | 1.79          | 1.76          |
| DPMC                        | 1.79          | 1.76          |
| MSPE                        | 2.10          | 2.10          |
| Computational Efficiency    |               |
| True Posterior              | -             | -             |
| Marginal spSVC              | -             | -             |
| AMC                         | 0.98          | 0.98          |
| PIE                         | 0.97          | 0.97          |
| CMC                         | 0.33          | 0.24          |
| WASP                        | 0.96          | 0.96          |
| DPMC                        | 0.98          | 0.97          |
| MSPE                        | 4.39          | 4.39          |

Table 3: The 95% credible intervals for inference on $\tau^2$. The lower and upper ends of CIs are averaged across 10 simulation replications.

| Coverage at 95% Nominal Level | 95% PI Length |
|-----------------------------|---------------|
| $m = 500$                   | $m = 1000$    |
| $k = 30$                    | $k = 60$      |
| True Posterior              | Marginal spSVC|
| AMC                         | (0.0709, 0.103) |
| PIE                         | (0.0717, 0.1037) |
| CMC                         | (0.0708, 0.1029) |
| WASP                        | (0.0707, 0.1031) |
| DPMC                        | (0.0707, 0.1031) |
| MSPE                        | 4.11          |
| Computational Efficiency    |               |

the set $U^*$ of size 600. Full scale Bayesian inference of spatio-temporal VCMs with data at this scale is extremely challenging and has been sparsely dealt with in the literature.
The global association between SST and SSS is well established in the fields of Oceanography and Geophysics (Millero et al., 1998; Key et al., 2004; Lee et al., 2006). In fact, salinity influences the depth to which water masses sink and how far they extend through the ocean. The location and depth of these water masses controls how heat are transported between the tropics and high latitudes. Both SST and SSS are also key in understanding how oceans interact with the atmosphere. Monsoons are driven by exchanges at the air-ocean boundary, affecting almost half of the world’s human population each year. Likewise, El Niño has profound effects on humankind and is, to an unknown extent, governed by ocean salinity and temperature. Earlier work with nonlinear regression models to ascertain relationships between SST and SSS (Xiong et al., 2013; Becker and Pauly, 1996) reveal significant positive association between these two climate indicators. Although some of these prior studies reveal such associations to be spatially varying (Weldeab et al., 2006), there is still a dearth of model based analysis of spatio-temporally varying associations between SST and SSS.

We compare performance of the combined posterior obtained using AMC, DPMC, WASP, PIE combination schemes (all following theoretically guaranteed optimal performance) along with the other distributed competitor CMC, popularly used in the machine learning literature for distributed inference with massive data. We have also attempted to fit spatially varying coefficient model on the full data using the \texttt{spSVC} function in the \texttt{spBayes} package in R; however, full data posterior computations using \texttt{spSVC} fails due to the large sample size. Gneiting’s correlation function (6) is employed in the spatiotemporal VCM due to its flexibility in modeling space-time correlations (Gneiting, 2002). The values of $k$ and $m$ are set to be 400 and 2500, respectively, and the results for the distributed methods follow from three step strategy described in Section 3. Because the true varying coefficients are unknown, we only make assessment of point prediction and predictive uncertainties for all the methods using MSPE and coverage of 95% PIs for the space-time tuples in $U^*$, respectively. Computational efficiency of all methods are also reported.

Figure 1 presents the posterior mean of the spatially varying coefficient corresponding to SSS in January, May and September for AMC, PIE, WASP and DPMC. From the equator to the pole, the annual excess precipitation over evaporation increases, and thus salinity decreases along with SST, with latitude. However, in lower latitude, due to the pronounced salt accumulation as a result of excess heating and oceanic currents, SSS surges, which results in lower $\beta_1(s)$ values. This trend becomes more prominent during the months of summer or fall (columns 2 and 3). In general, SSS decreases in comparison with SST during winter, except for the Brazilian coast, which shows lower coefficient values even in winter due to the strong North Brazil Current (Weldeab et al., 2006). The increase in latitude shows a considerable drop of SSS compared to SST leading to higher $\beta_1(s)$ values. The estimates appear to be consistent over all the four combination approaches (AMC, WASP, PIE and DPMC) following the three step algorithm.

Turning our attention to the predictive inference, Table 4 demonstrates comparable point estimation and predictive uncertainties from AMC, PIE, WASP and DPMC combination schemes. In contrast, the machine learning competitor CMC shows high MSPE and considerably wider credible intervals at all space-time tuples. The computationally efficiency metric for other methods also supercede CMC by a large margin. As a result, the space-time varying coefficient figures corresponding to CMC also appear to be different from the other competitors, and hence it has not been included under Figure 1. As a whole,
the data analysis reinforces our findings on the three step divide and conquer approaches with the theoretically guaranteed combination schemes AMC, DPMC, WASP and PIE as simple, computationally efficient, flexible, and fully Bayesian inferential tools for inference in large spatiotemporal data with the VCM model. We emphasize that the scalability of all these approaches depend on the Bayesian VCM model fitted in each subset. Using more computationally efficient variants of GPs for $\nu(\cdot)$ in each subset, a much higher degree of scalability is achievable.

Table 4: Summary of the results for prediction of sea surface temperature at 600 space-time tuples using the spatio-temporal VCM fitted at each subset. The PI coverage and their lengths are based on point-wise 95% predictive intervals and are averaged across the 600 space-time tuples. Computational efficiency for all methods are also reported. Omission of computational efficiency for PIE is due to the lack of definition.

| Coverage | MSPE  | 95% PI Length | Computational Efficiency |
|----------|-------|---------------|-------------------------|
| AMC      | 0.99  | 2.92          | 6.60                    | 9.99                    |
| PIE      | 0.99  | 2.93          | 5.61                    | -                       |
| CMC      | 0.90  | 74.95         | 24.71                   | 1.06                    |
| WASP     | 0.98  | 2.92          | 5.26                    | 9.99                    |
| DPMC     | 0.99  | 2.92          | 6.53                    | 10.09                   |

6. Discussion

Bayesian varying coefficient models with multivariate Gaussian process prior on varying coefficients are extremely popular in functional regression models with a wide variety of applications, since they combine the flexibility of a nonparametric model and interpretability of a linear regression model. Unfortunately, full scale Bayesian inference with VCMs are relatively less explored with big data, due to the computation and storage becoming prohibitively burdensome. This article proposes a three step distributed framework that divides the data into (possibly) overlapping subsets, fits posterior inference with VCM in each subset after appropriately modifying the subset likelihood, and finally aggregates inference from subsets with a combination algorithm to derive a pseudo posterior distribution that approximates the full posterior. This article is presumably the first approach to design a principled distributed Bayesian algorithm on VCMs with large data. Additionally, we claim threefold contribution in the literature of distributed Bayesian inference on VCMs. First, we identify the modification required in subset posterior likelihoods and justify such modification with rigorous theoretical guarantee. Second, a new subset posterior combination algorithm, referred to as the Aggregated Monte Carlo algorithm, is proposed. Unlike a few other subset posterior combination algorithms proposed in the context of univariate Gaussian process regression models, AMC jointly combines subset posterior of all parameters and yet offers straightforward implementation. Finally, the major contribution of the article becomes theoretically establishing minimax optimal convergence rate for the varying coefficients and regression mean function under the three stage distributed Bayesian framework. The theoretical results explicitly offer the choices of $k$ and $m$ as functions of $n$, smoothness of the fitted Gaussian process and the smoothness of the true varying co-
Figure 1: The four rows represent space-time varying coefficient corresponding to the STVC regression model with SST as the response and SSS as the predictor. Rows 1-4 correspond to the coefficient maps from AMC, WASP, PIE and DPMC respectively. In each row, columns 1, 2, 3 present coefficient maps in January, May and September respectively.
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efficients to guarantee optimal inference. Furthermore, the theoretical results are proved under mild assumption on the subset posterior combination algorithm, which is found to hold for DPMC, WASP and PIE, along with the proposed AMC algorithm. Simulation studies demonstrate similar point estimation and prediction, along with close to nominal coverage for all the distributed methods that satisfy theoretical assumptions. We fit space-time varying coefficient models to delineate local variability, as well as seasonal variability in the relationship between SST and SSS in the northern Atlantic ocean.

As a first attempt to principled distributed inference with VCMs, we employ FITC approximation of the Gaussian process for each coefficient in every subset inference and are able to seamlessly scale Bayesian VCMs for \( \sim 10^5 \) observations, even with moderate dimensional multivariate varying coefficients. As an immediate future work, we plan to fit a more computationally convenient approximation to the GPs on varying coefficients (Gramacy and Apley, 2015) to ameliorate scalability. On the theoretical front, our proof techniques do not depend the normality of error terms in the VCM model. Our conjecture is that if we assume the normal error assumption, then by using the techniques in van der Vaart and van Zanten (2011), it is to possible to improve the rate in Theorem 1 to an adaptive minimax optimal rate \( n^{-v/(2v+d)} \) without the tuning parameter \( \lambda_n \), and to relax the function space from RKHS in Assumption (A.4) to the larger space of functions that are less smooth. We leave this direction for future research.
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Appendix A. Draws from the True Posterior Distribution

Consider the linear mixed effects reformulation of the Bayesian VCM in (4) and the prior distributions on \((\alpha, \Gamma, \tau^2, \theta_1, \ldots, \theta_q)\) again. Define total number of observations as \(s = \sum_{i=1}^{n} s_i\), \(\bar{Z}_a\), \(\nu_a\), \(R_a\) \((a = 1, \ldots, q)\), and \(y, X, \bar{Z}, R, \nu, \epsilon\) as follows:

\[
\bar{Z}_a = \text{diag}(Z(u_1)\Gamma_a, \ldots, Z(u_n)\Gamma_a), \quad \nu_a^T = \{\nu_a(u_1), \ldots, \nu_a(u_n)\}, \quad \nu^T = (\nu_1^T, \ldots, \nu_q^T),
\]

\[
(R_a)_{ii'} = \rho_a(u_i, u_{i'}), \quad i, i' = 1, \ldots, n, \quad R = \text{diag}(R_1, \ldots, R_q), \quad \epsilon^T = (\epsilon_1^T, \ldots, \epsilon_q^T),
\]

\[
y^T = \{y(u_1), \ldots, y(u_n)\}, \quad X^T = [X(u_1)^T, \ldots, X(u_n)^T], \quad \bar{Z} = [\bar{Z}_1, \ldots, \bar{Z}_q],
\]

where \(\bar{Z}_a, R_a, X, \) and \(Z\) are \(s\)-by-\(n\), \(n\)-by-\(n\), \(s\)-by-\(p\), and \(s\)-by-\(nq\) matrices, respectively, \(R\) is a \(nq\)-by-\(nq\) block diagonal matrix, and \(\nu, \nu_a, \) and \(y\) are \(nq\)-by-1, \(n\)-by-1, and \(s\)-by-1 vectors, respectively. Using these definitions, the Bayesian VCM in (4) and the prior distributions are re-written as

\[
y = X\alpha + \sum_{a=1}^{q} \bar{Z}_a\nu_a + \epsilon = \bar{Z}\nu + \epsilon, \quad \epsilon \sim N(0, \tau^2 I), \quad \nu_a \sim N(0, R_a),
\]

\[
\nu \sim N(0, R), \quad p(\alpha, \Gamma, \tau^2) \propto \tau^{-2}, \quad p(\theta_a) = \text{Uniform}(\underline{\theta}_a, \bar{\theta}_a),
\]

where the uniform distribution of \(\theta_a\) is assumed to be component-wise if \(\theta_a\) is a vector. In this case, \(\underline{\theta}_a\) and \(\bar{\theta}_a\) are also vectors of the same dimension as \(\theta_a\). The prior distribution on the latent variables \(\nu\) and parameters \(\alpha, \Gamma, \tau^2, \theta_1, \ldots, \theta_q\) are assumed to have the form

\[
p(\nu, \alpha, \Gamma, \tau^2, \theta_1, \ldots, \theta_q) = \prod_{a=1}^{q} \{p(\nu_a | \theta_a)p(\theta_a)\}p(\alpha, \Gamma, \tau^2) \equiv p(\nu, \theta_1, \ldots, \theta_q)p(\alpha, \Gamma, \tau^2). \quad (26)
\]

Our sampling algorithm for drawing \(\beta(\cdot), y(\cdot), \) and \(\tau^2\) from their respective full data posterior distributions is based on (25) and (26).

First, we derive the full conditional of \(\nu\). Assume that \(y, \alpha, \Gamma, \tau^2, \theta_1, \ldots, \theta_q\) are given. Using (25), the joint distribution of \((y, \nu)\) is an \((s + nq)\)-variate Gaussian distribution with mean \((X\alpha, 0)\), where 0 is an \(nq\)-by-1 vector, and covariance matrix \(C\), where the blocks corresponding to the marginal covariance matrices of \(y, \nu, \) respectively, and their cross covariance matrix are

\[
(C)_{yy} = \bar{Z}R\bar{Z}^T + \tau^2 I = \sum_{a=1}^{q} \bar{Z}_aR_a\bar{Z}_a^T + \tau^2 I, \quad (C)_{\nu
u} = R, \quad (C)_{yy} = \bar{Z}R.
\]

This implies that \(\nu\) given \(y, \alpha, \Gamma, \tau^2, \theta_1, \ldots, \theta_q\) follows \(N(\mu_\nu, \Sigma_\nu)\), where

\[
\mu_\nu = R^T\bar{Z}^T(C)_{yy}^{-1}(y - X\alpha), \quad \Sigma_\nu = R - R^T\bar{Z}^T(C)_{yy}^{-1}\bar{Z}R.
\]

Second, we derive the full conditional of \((\alpha, \Gamma, \tau^2)\). Assuming \(y, \nu\) are given, define

\[
W_i = [X(u_i), \nu^T(u_i) \otimes Z(u_i)], \quad i = 1, \ldots, n, \quad W^T = [W_1^T, \ldots, W_n^T], \quad b^T = (\alpha^T, \gamma^T),
\]

where \(\gamma\) is the column-wise vectorization of \(\Gamma\). Rewrite the Bayesian VCM in (25) as

\[
y = Wb + \epsilon, \quad \epsilon \sim N(0, \tau^2 I), \quad p(b, \tau^2) \propto \tau^{-2}.
\]
If \( \hat{b} = (W^TW)^{-1}W^Ty \) is the least squares estimate of \( b \) and \( \hat{y} = W\hat{b} \) is the mean estimate of \( y \) based on \( \hat{b} \), then

\[
p(\tau^2, b \mid y) \propto \frac{1}{(\tau^2)^{s/2}} \exp \left\{ -\frac{(y - Wb)^T(y - Wb)}{2\tau^2} \right\} \frac{1}{\tau^2} \\
= \frac{1}{(\tau^2)^{s/2+1}} \exp \left\{ -\frac{(y - \hat{y})^T(y - \hat{y}) + (\hat{y} - Wb)^T(\hat{y} - Wb)}{2\tau^2} \right\} \\
= \frac{1}{(\tau^2)^{s/2+1}} \exp \left\{ -\frac{||y - \hat{y}||_2^2}{2\tau^2} \right\} \exp \left\{ -\frac{(\hat{b} - b)^T(W^TW)(\hat{b} - b)}{2\tau^2} \right\}.
\]

(31)

Marginalizing over \( b \) in (31) implies that

\[
p(\tau^2 \mid y) \propto \frac{1}{(\tau^2)^{(s-p-q^2)/2+1}} \exp \left( -\frac{||y - \hat{y}||_2^2}{2\tau^2} \right), \quad \tau^2 \mid y, \nu \sim \frac{||y - \hat{y}||_2^2}{\chi^2_{s-p-q^2}}.
\]

(32)

and (31) assuming \( \tau^2 \) is given implies that

\[
p(b \mid y, \tau^2) \propto \exp \left\{ -\frac{(\hat{b} - b)^T(W^TW)(\hat{b} - b)}{2\tau^2} \right\}, \quad b \mid y, \nu, \tau^2 \sim N(\hat{b}, \tau^2(W^TW)^{-1});
\]

(33)

therefore, (32) and (33) imply that the distribution of \((b, \tau^2)\) given \( y \) lies in the Normal-Inverse-Gamma family. The draw corresponds to the first \( p \) elements of \( b \) and the remaining elements of \( b \) are “un-vectorized” into the \( q \)-by-\( q \) matrix \( \Gamma \).

Finally, we derive the ESS algorithm for drawing \( \theta_1, \ldots, \theta_q \) given \( \nu \). Using (26), we have that

\[
\log p(\theta_1, \ldots, \theta_q \mid \nu) \propto -\frac{1}{2} \sum_{a=1}^q \log |R_a(\theta_a)| - \frac{1}{2} \sum_{a=1}^q \nu_a^T R_a^{-1}(\theta_a) \nu_a + \sum_{a=1}^q \log 1_{\theta_a \leq \tau_a},
\]

(34)

but ESS cannot be applied directly for sampling \( \theta_1, \ldots, \theta_q \) given \( \nu \) due the range restrictions on \( \theta_a \)s imposed by the uniform prior distributions. We address this problem by first transforming \( \theta_1, \ldots, \theta_q \) to \( \overline{\theta}_1, \ldots, \overline{\theta}_q \) as

\[
\overline{\theta}_a = \log \frac{\theta_a - c_a}{\overline{c}_a - \theta_a}, \quad \theta_a = \overline{c}_a + \frac{\overline{c}_a - c_a}{1 + e^{-\overline{\theta}_a}}
\]

(35)

where each \( \overline{\theta}_a \in (-\infty, \infty) \) and the mapping of \( \theta_a \) to \( \overline{\theta}_a \) is done component-wise if \( \theta_a \) is a vector. The form is \( \log p(\theta_1, \ldots, \theta_q \mid \nu) \) in (34) is modified using the Jacobian of the transform as

\[
\log p(\overline{\theta}_1, \ldots, \overline{\theta}_q \mid \nu) \propto -\frac{1}{2} \sum_{a=1}^q \log |R_a(\overline{\theta}_a)| - \frac{1}{2} \sum_{a=1}^q \nu_a^T R_a^{-1}(\overline{\theta}_a) \nu_a + \sum_{a=1}^q \log (\overline{c}_a - c_a)

+ \sum_{a=1}^q \log \overline{\theta}_a - 2 \sum_{a=1}^q \log (1 + e^{\overline{\theta}_a}).
\]

(36)
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The $\theta_a$s in (36) are supported on $(-\infty, \infty)$, so we apply the ESS algorithm using the proposal $N(0, 4I)$ for $(\theta_1, \ldots, \theta_q)$, where $I$ is an identity whose dimension is determined by that of $(\theta_1, \ldots, \theta_q)$; see Algorithm 1 in Nishihara et al. (2014).

In summary, the sampling algorithm for drawing from the posterior distribution of $(\alpha, \Gamma, \tau^2, \theta_1, \ldots, \theta_q)$ starts from an initial value of parameters $(\alpha^{(0)}, \Gamma^{(0)}, \tau^{2(0)}, \theta_1^{(0)}, \ldots, \theta_q^{(0)})$ and cycles through the following four steps for $t = 0, 1, \ldots, \infty$:

(a) draw $\nu^{(t+1)}$ given $\nu^{(t)}, \nu^{(t+1)}$, $\nu^{(t)}$ from $N(\mu_{\nu}, \Sigma_{\nu})$, where $\mu_{\nu}, \Sigma_{\nu}$ are defined in (28);

(b) draw $\tau^{2(t+1)}$ given $\nu^{(t)}, \nu^{(t+1)}$ using (32);

(c) draw $(\alpha^{(t+1)}, \gamma^{(t+1)})$ given $\nu^{(t+1)}, \tau^{2(t+1)}$ using (33) and the vectorization of $\gamma^{(t+1)}$ is reversed to obtain $\Gamma^{(t+1)}$; and

(d) draw $\theta^{(t+1)}_1, \ldots, \theta^{(t+1)}_q$ given $\nu^{(t+1)}$ using ESS, the likelihood in (36), and the relation between $\theta_a$ and $\theta_a$ in (35).

In practice, the interest also lies in drawing $\beta(u^*)$ and $y(u^*)$ for $u^* \in U^*$, where $U^*$ is a known subset of $[0, 1]^d$ with $l$ elements. This is accomplished by the addition of two extra steps after steps (a)–(d). Let $\nu_{a}^* = \{\nu_a(u_1^*), \ldots, \nu_a(u_q^*)\}$ ($a = 1, \ldots, q$) and $\nu(u^*) = \{\nu_1(u^*), \ldots, \nu_q(u^*)\}$, $u^* \in U^*$. Then, the GP prior on $\nu_a(\cdot)$ ($a = 1, \ldots, q$) implies that the $\nu_{a}^*$ given $\nu_a$ and $\theta_a$ is drawn from $N(\mu_{a}^*, \Sigma_{a}^*)$, where

$$
\begin{align*}
\mu_{a}^* &= R_{a*} R_a^{-1} \nu_a, \\
\Sigma_{a}^* &= R_{a*}^{-1} - R_{a*} R_{a}^{-1} R_{a*}, a = 1, \ldots, q, \\
(R_{a*})_{ij} &= \rho_a(u_i, u_j^*), \quad (R_{a*})_{ij'} &= \rho_a(u_i^*, u_j^*), \quad i = 1, \ldots, n, i', i'' = 1, \ldots, l. (37)
\end{align*}
$$

Given $(\alpha, \Gamma, \tau^2, \theta_1, \ldots, \theta_q)$ and $u^* \in U^*$, the draws of $\beta(u^*)$ is obtained as

$$
\beta(u^*) = \left\{ \begin{array}{c}
\{\beta(u^*)\}_v \\
\{\beta(u^*)\}_v
\end{array} \right\}^T, \quad \{\beta(u^*)\}_v = \alpha_v + \Gamma \nu(u^*), \quad \{\beta(u^*)\}_u = \alpha_u, \quad (38)
$$

where $\nu, v$ correspond to the non-varying and varying coefficients indices, and the draw of $y(u^*)$ is obtained as

$$
y(u^*) \sim N(\mu_{y^*}, \tau^2 I), \quad \mu_{y^*} = X(u^*)\beta(u^*); \quad (39)
$$

therefore, at the $(t+1)$ iteration of the full data sampling algorithm, the following two steps are added if $U^*$ and $X(u^*)$ for every $u^* \in U^*$ are known:

(e) draw $\nu_{a}^{(t+1)}$ given $\nu_{a}^{(t+1)}$, $\theta_{a}^{(t+1)}$ using (37) ($a = 1, \ldots, q$) and obtain $\beta(u^*)^{(t+1)}$ given $\alpha^{(t+1)}, \Gamma^{(t+1)}, \nu_{a}^{(t+1)}$ using (38) for every $u^* \in U^*$; and

(f) draw $y(u^*)^{(t+1)}$ given $X(u^*), \beta(u^*)^{(t+1)}, \tau^{2(t+1)}$ using (39) for every $u^* \in U^*$.

We also take advantage of the low-rank structure in the covariance matrices if inducing points are used defining the covariance functions of GP (Quiñonero-Candela and Rasmussen, 2005; Álvarez and Lawrence, 2011).
Appendix B. Draws from the jth Subset Posterior Distribution

Consider the reformulation of (25) on subset j. Define total number of observations on subset j as \( s_j = \sum_{i=1}^{m} s_{ji} \). The joint distribution of \( y_j \) given \( s_j \) is based on a modified form of (40) and (41). The conditional density of \( (\tilde{y}_j, \tilde{\nu}_j) \) given \( s_j \) is of the form

\[
\begin{align*}
\pi(\alpha_j, \Gamma_j, \tau_j^2 | y_j) &\propto \{p(y_j | \tilde{y}_j, \alpha_j, \Gamma_j, \tau_j^2)p(\tilde{y}_j, \theta_{j1}, \ldots, \theta_{jq})\} p(\alpha_j, \Gamma_j, \tau_j^2), \\
p(\tilde{y}_j, \alpha_j, \Gamma_j, \tau_j^2, \theta_{j1}, \ldots, \theta_{jq}) &= \prod_{a=1}^{q} \{p(\tilde{y}_{ja} | \theta_{ja})p(\theta_{ja})\}p(\alpha_j, \Gamma_j, \tau_j^2) \\
eq p(\tilde{y}_j, \theta_{j1}, \ldots, \theta_{jq})p(\alpha_j, \Gamma_j, \tau_j^2), \quad \text{(42)}
\end{align*}
\]

where the prior distributions of \( \theta_{ja} \) remain unchanged. The joint distribution of \( \tilde{y}_j \) and parameters \( \alpha_j, \Gamma_j, \tau_j^2, \theta_{j1}, \ldots, \theta_{jq} \) also have the same form as in (26)

\[
p(\tilde{y}_j, \alpha_j, \Gamma_j, \tau_j^2, \theta_{j1}, \ldots, \theta_{jq}) = \prod_{a=1}^{q} \{p(\tilde{y}_{ja} | \theta_{ja})p(\theta_{ja})\}p(\alpha_j, \Gamma_j, \tau_j^2)
\]

The sampling algorithm for drawing \( \beta(\cdot), y(\cdot), \) and \( \tau^2 \) from their respective subset j posterior distributions is based on a modified form of (40) and (41). The conditional density of \( (\alpha_j, \Gamma_j, \tau_j^2, \theta_{j1}, \ldots, \theta_{jq}) \) given \( y_j \) after stochastic approximation is defined following (10) as

\[
\begin{align*}
\pi(\alpha_j, \Gamma_j, \tau_j^2, \theta_{j1}, \ldots, \theta_{jq} | y_j) &\propto \{p(y_j | \tilde{y}_j, \alpha_j, \Gamma_j, \tau_j^2)p(\tilde{y}_j, \theta_{j1}, \ldots, \theta_{jq})\} p(\alpha_j, \Gamma_j, \tau_j^2), \\
p(\tilde{y}_j, \theta_{j1}, \ldots, \theta_{jq}) &= p(\tilde{y}_j, \theta_{j1}, \ldots, \theta_{jq})p(\alpha_j, \Gamma_j, \tau_j^2), \quad \text{(42)}
\end{align*}
\]

where \( p(\tilde{y}_j, \theta_{j1}, \ldots, \theta_{jq}) \) is the subset j version of \( p(\nu, \theta_1, \ldots, \theta_q) \) in (26). The model in (40) implies that the joint distribution of \( (y_j, \tilde{y}_j) \) given \( \alpha_j, \Gamma_j, \tau_j^2, \theta_{j1}, \ldots, \theta_{jq} \) is an \( (s_j + mq) \)-variate Gaussian distribution with mean \( (X_j \alpha_j, 0) \), where \( 0 \) is an \( mq \)-by-1 vector, and covariance matrix \( \overline{C}_j \), where the blocks corresponding to the marginal covariance matrices of \( y_j, \tilde{y}_j \), respectively, and their cross covariance matrix are

\[
(\overline{C}_j)_{y_jy_j} = \tilde{Z}_j R_j \tilde{Z}_j^T + \tau_j^2 I = \sum_{a=1}^{q} \tilde{Z}_{ja} R_{ja} \tilde{Z}_{ja}^T + \tau_j^2 I, \quad (\overline{C}_j)_{\tilde{y}_j\tilde{y}_j} = R_j, \quad (\overline{C}_j)_{y_j\tilde{y}_j} = \tilde{Z}_j R_j.
\]

This implies that \( \tilde{y}_j \) given \( y_j, \alpha_j, \Gamma_j, \tau_j^2, \theta_{j1}, \ldots, \theta_{jq} \) follows \( N(\mu_{\tilde{y}_j}, \Sigma_{\tilde{y}_j}) \), where

\[
\begin{align*}
\mu_{\tilde{y}_j} &= R_j^T \tilde{Z}_j^T (\overline{C}_j)^{-1}_{y_jy_j} (y_j - X_j \alpha_j), \\
\Sigma_{\tilde{y}_j} &= R_j - R_j^T \tilde{Z}_j^T (\overline{C}_j)^{-1}_{y_jy_j} \tilde{Z}_j R_j.
\end{align*}
\]

The conditional density of \( (\alpha_j, \Gamma_j, \tau_j^2) \) given \( y_j \) is obtained using (42). The subset j counterpart of \( W \) and \( b \) in (29) are \( W_j \) and \( b_j^T = (\alpha_j^T, \gamma_j^T) \), where \( \gamma_j \) is the column-wise vectorization of \( \Gamma_j \). The conditional density of \( (\alpha_j, \Gamma_j, \tau_j^2) \) together with (30) implies that

\[
\pi(\tau_j^2, b_j | y_j) \propto \frac{1}{(\tau_j^2)^{s_j/2}} \exp \left\{ -\frac{(y_j - W_j b_j)^T (y_j - W_j b_j)}{2\tau_j^2} \right\} \frac{1}{\tau_j^2}
\]
\[= \frac{1}{(\tau_j^2)^{\delta_n/2+1}} \exp \left\{ -\frac{(\hat{y}_j - \hat{\hat{y}}_j)^T(y_j - \hat{\hat{y}}_j) + (\hat{\hat{y}}_j - W_jb_j)^T(\hat{\hat{y}}_j - W_jb_j)}{2\tau_j^2/\delta_n} \right\}
\]
\[= \frac{1}{(\tau_j^2)^{\delta_n/2+1}} \exp \left\{ -\frac{\delta_n\|y_j - \hat{\hat{y}}_j\|^2}{2\tau_j^2} \right\} \exp \left\{ -\frac{(\hat{\hat{b}}_j - b_j)^T\delta_n(W_j^TW_j)(\hat{\hat{b}}_j - b_j)}{2\tau_j^2} \right\}, \quad (45)\]

where \( \hat{\hat{b}}_j = (W_j^TW_j)^{-1}W_j^Ty_j \) is the least squares estimate of \( b_j \) and \( \hat{\hat{y}}_j = W_j\hat{\hat{b}}_j \) is the mean estimate of \( y_j \) based on \( \hat{\hat{b}}_j \). Marginalizing over \( b_j \) in (45) implies that
\[\pi(\tau_j^2 | y_j) \propto \frac{1}{(\tau_j^2)^{(\delta_n-p-q^2)/2+1}} \exp \left\{ -\frac{\delta_n\|y_j - \hat{\hat{y}}_j\|^2}{2\tau_j^2} \right\}, \quad \tau_j^2 | y_j \sim \frac{\delta_n\|y_j - \hat{\hat{y}}_j\|^2}{\chi^2_{\delta_n-p-q^2}}, \quad (46)\]

and (45) assuming \( \tau_j^2 \) is given implies that
\[\pi(b_j | y_j, \tau_j^2) \propto \exp \left\{ -\frac{(\hat{\hat{b}}_j - b_j)^T\delta_n(W_j^TW_j)(\hat{\hat{b}}_j - b_j)}{2\tau_j^2} \right\}, \quad b_j | y_j, \tau_j^2 \sim N \left\{ \hat{\hat{b}}_j, \frac{\tau_j^2}{\delta_n}(W_j^TW_j)^{-1} \right\}; \quad (47)\]

therefore, (46) and (47) imply that the distribution of \( (b_j, \tau_j^2) \) given \( y_j \) lies in the Normal-Inverse-Gamma family. The \( \alpha_j \) draw corresponds to the first \( p \) elements of \( b_j \) and the remaining elements of \( b \) are “un-vectorized” into the \( q \)-by-\( q \) matrix \( \Gamma_j \).

Finally, the form of the full conditionals of \( \theta_j1, \ldots, \theta_{jq} \) and \( \beta(u^*), y(u^*) \) for \( u^* \in U^* \) remain the same as in steps (d)–(f) of the sampling algorithm for drawing from the full data posterior distribution, except the log likelihood for \( \theta_j1, \ldots, \theta_{jq} \) is multiplied by a factor \( \delta_n \) in step (d). Let \( \beta_j(u^*), y_j(u^*), \nu_j(u^*) = \{\nu_{j1}(u^*), \ldots, \nu_{jq}(u^*)\} \) and \( R_{ja*}, R_{ja**}, \nu_{ja}^*(a = 1, \ldots, q) \) be the subset \( j \) counterparts of \( \beta(u^*), y(u^*), \nu(u^*) \) and \( R_{a*}, R_{a**}, \nu_{a}^* \). The full conditional of \( \nu_j \) in (42) implies that the conditional likelihood of \( \theta_j1, \ldots, \theta_{jq} \) given \( \nu_j \) remains unchanged after stochastic approximation. Similarly, the GP prior on \( \nu_a(\cdot) \) remains unchanged except that \( \theta_{ja} \) replaces \( \theta_a(a = 1, \ldots, q) \). This implies that the steps for drawing from the full conditionals of \( \theta_j1, \ldots, \theta_{jq} \) and \( \beta(u^*), y(u^*) \) for \( u^* \in U^* \) have the same form as in the steps (d)–(f).

In summary, the sampling algorithm for drawing from the \( j \)th subset posterior distribution of \( (\alpha, \Gamma, \tau_j^2, \theta_1, \ldots, \theta_q) \) and \( \beta(u^*), y(u^*) \) for \( u^* \in U^* \) starts from an initial value of parameters \( (\alpha_j^{(0)}, \Gamma_j^{(0)}, \tau_j^{2(0)}, \theta_j^{(0)}, \ldots, \theta_{jq}^{(0)}) \) and cycles through the following six steps for \( t = 0, 1, \ldots, \infty \):

(a*) draw \( \nu_j^{(t+1)} \) given \( y_j, \alpha_j^{(t)}, \Gamma_j^{(t)}, \tau_j^{2(t)}, \theta_j^{(t)}, \ldots, \theta_{jq}^{(t)} \) from \( N(\mu_{\nu_j}, \Sigma_{\nu_j}) \), where \( \mu_{\nu_j}, \Sigma_{\nu_j} \) are defined in (44);

(b*) draw \( \tau_j^{2(t+1)} \) given \( y_j, \nu_j^{(t+1)} \) using (46);

(c*) draw \( (\alpha_j^{(t+1)}, \gamma_j^{(t+1)}) \) given \( y_j, \nu_j^{(t+1)}, \tau_j^{2(t+1)} \) using (47) and the vectorization of \( \gamma_j^{(t+1)} \) is reversed to obtain \( \Gamma_j^{(t+1)} \).
(d*) draw $\theta_j^{(t+1)} , \ldots , \theta_j^{(t+1)}$ given $\nu_j^{(t+1)}$ using ESS as in step (d) of the full data posterior sampling algorithm after multiplying the log likelihood by $\delta_n$;

(e*) draw $\nu_j^{(t+1)}$ and obtain $\beta_j(u^*)^{(t+1)}$ given $\nu_j^{(t+1)} , \Gamma^{(t+1)} , \theta_j^{(t+1)}$ as in step (e) of the full data posterior sampling algorithm; and

(f*) draw $y_j(u^*)^{(t+1)}$ given $X(u^*) , \beta_j(u^*)^{(t+1)} , \tau_j^{2(t+1)}$ as in step (f) of the full data posterior sampling algorithm.

Appendix C. Proof of Theorem 1

We use $\| \cdot \|$ to denote the matrix operator norm, and $\text{tr}(\cdot)$ to denote the trace of a matrix or a covariance function. For two semi-positive definite matrices $A_1$ and $A_2$, $A_1 \preceq A_2$ means $A_2 - A_1$ is semi-positive definite. For abbreviation, we write the Bayes $L_2$-risk in estimating $\beta_0(\cdot)$ using the combined posterior from Theorem 1 as

$$L(\Pi) \equiv \mathbb{E}_{u^*} \mathbb{E}_{y,u} \mathbb{E}_{\beta|y,u} \| \beta(u^*) - \beta_0(u^*) \|_2^2 , \quad (48)$$

where $\beta(\cdot)$ be a $q$-variate random function drawn from the AMC posterior of $\beta(\cdot)$. Let $\mathbb{E}_{u^*}$, $\mathbb{E}_{y_j,u_j}$, $\mathbb{E}_{y,u}$, $\mathbb{E}_{\beta_j|y_j,u_j}$ (similarly $\mathbb{E}_{\nu_j|y_j,u_j}$ and $\mathbb{E}_{\nu_ja|y_j,u_j}$ for $a = 1, \ldots , q$), $\mathbb{E}_{\beta|y,u}$ (similarly $\mathbb{E}_{\nu|y,u}$ and $\mathbb{E}_{\nu_a|y,u}$ for $a = 1, \ldots , q$) respectively be the expectations with respect to the distribution of $u^*$, the true data generating distribution of the subset data $(y_j, u_j)$, the true data generating distribution of the full data $(y, u)$, the subset posterior distribution of $\beta$ (similarly $\nu$ and $\nu_a$) given $y_j, u_j$ after stochastic approximation, and the AMC posterior distribution of $\beta$ (similarly $\nu$ and $\nu_a$) given the full data. Notations for the variances are similarly defined.

We begin by decomposing this Bayes $L_2$-risk. Given the relation $\beta(\cdot) = \Gamma_0 \nu(\cdot)$, it follows that

$$L(\Pi) \leq \| \Gamma_0 \|_2^2 \mathbb{E}_{y,u} \mathbb{E}_{\beta|y,u} \| \beta(u^*) - \nu_0(u^*) \|_2^2 , \quad (49)$$

where $\| \Gamma_0 \| < \infty$ given Assumption (A.2). Therefore, it suffices to study the Bayes $L_2$ risk of $\nu(\cdot)$.

Based on Assumption (A.6), we have the following decomposition: For any $u^* \in [0,1]^d$,

$$\mathbb{E}_{\nu|y,u} \| \nu(u^*) - \nu_0(u^*) \|_2^2 \leq \frac{7}{k} \sum_{a=1}^q \sum_{j=1}^k \text{Var}_{\nu_ja|y_j,u_j} \{ \nu_ja(u^*) \}$$

$$+ \sum_{a=1}^q \left\{ \frac{1}{k} \sum_{j=1}^k \mathbb{E}_{\nu_ja|y_j,u_j} \{ \nu_ja(u^*) \} - \nu_{0a}(u^*) \right\}^2 + O_p \left( n^{-1/2} \right)^2$$
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\[
\frac{\tau}{k} \sum_{a=1}^{q} \sum_{j=1}^{k} \text{Var}_{\nu_{ja} | y_j, u_j} \{ \nu_{ja}(u^*) \} \\
+ 2 \sum_{a=1}^{q} \left\{ \frac{1}{k} \sum_{j=1}^{k} \left[ \text{E}_{\nu_{ja} | y_j, u_j} \{ \nu_{ja}(u^*) \} - \nu_{0a}(u^*) \right] \right\}^2 + \mathcal{O}_p \left( n^{-1} \right),
\]

where the last inequality follows from \((a + b)^2 \leq 2(a^2 + b^2)\). Using this inequality again, we have that

\[
\text{E}_{u^*} \text{E}_{y,u} \| \nabla(u^*) - \nu_0(u^*) \|^2_2 \\
\leq \frac{\tau}{k} \sum_{a=1}^{q} \sum_{j=1}^{k} \text{E}_{u^*} \text{E}_{y_j,u_j} \text{Var}_{\nu_{ja} | y_j, u_j} \{ \nu_{ja}(u^*) \} \\
+ 2 \sum_{a=1}^{q} \text{E}_{u^*} \text{E}_{y,u} \sum_{a=1}^{q} \left\{ \frac{1}{k} \sum_{j=1}^{k} \left[ \text{E}_{\nu_{ja} | y_j, u_j} \{ \nu_{ja}(u^*) \} - \text{E}_{\nu_{ja}, y_j | u_j} \{ \nu_{ja}(u^*) \} \right] \right\}^2 + \mathcal{O}_p \left( n^{-1} \right)
\]

\[
= \frac{\tau}{k} \sum_{a=1}^{q} \sum_{j=1}^{k} \text{E}_{u^*} \text{E}_{y_j,u_j} \text{Var}_{\nu_{ja} | y_j, u_j} \{ \nu_{ja}(u^*) \} \\
+ 2 \sum_{a=1}^{q} \text{E}_{u^*} \text{E}_{y,u} \left\{ \frac{1}{k} \sum_{j=1}^{k} \left[ \text{E}_{\nu_{ja} | y_j, u_j} \{ \nu_{ja}(u^*) \} - \text{E}_{\nu_{ja}, y_j | u_j} \{ \nu_{ja}(u^*) \} \right] \right\}^2 + \mathcal{O}_p \left( n^{-1} \right)
\]

Furthermore, using the sampling independence between subsets of \(u_j\) as in Assumption (A.1), the second term in (51) can be simplified as

\[
4 \sum_{a=1}^{q} \text{E}_{u^*} \text{E}_{y,u} \left( \frac{1}{k} \sum_{j=1}^{k} \left[ \text{E}_{\nu_{ja} | y_j, u_j} \{ \nu_{ja}(u^*) \} - \text{E}_{\nu_{ja}, y_j | u_j} \{ \nu_{ja}(u^*) \} \right] \right)^2
\]

\[
= \frac{4}{k^2} \sum_{a=1}^{q} \sum_{j=1}^{k} \text{E}_{u^*} \text{E}_{y_j,u_j} \left[ \text{E}_{\nu_{ja} | y_j, u_j} \{ \nu_{ja}(u^*) \} - \text{E}_{\nu_{ja}, y_j | u_j} \{ \nu_{ja}(u^*) \} \right]^2
\]

\[
+ \frac{4}{k^2} \sum_{a=1}^{q} \sum_{j \neq j'} \text{E}_{u^*} \text{E}_{u_j | u} \text{E}_{u_{j'}, | u} \left[ \text{E}_{y_j | u} \text{E}_{\nu_{ja} | y_j, u_j} \{ \nu_{ja}(u^*) \} - \text{E}_{\nu_{ja}, y_j | u_j} \{ \nu_{ja}(u^*) \} \right]
\]
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where the second term after the first equal sign is zero due to the independence between \( u_j \) and \( u_{j'} \) given the full data \( u \) according to Assumption (A.1). The third term in (51) can be bounded from above by the Cauchy-Schwarz inequality:

\[
\leq \frac{4}{k^2} \sum_{a=1}^{k} \sum_{j=1}^{k} E_{u_{u_j}} \left[ \left( \frac{1}{k} \sum_{j=1}^{k} E_{y_{ja}, y_{ja}} \{ \nu_{ja}(u^*) \} - \nu_{ja}(u^*) \right) \right]^2
\]

We can plug in (52), and (53) to (51) to further obtain that

\[
E_{u_{u_j}} \left[ \left| \left( \frac{1}{k} \sum_{j=1}^{k} E_{y_{ja}, y_{ja}} \{ \nu_{ja}(u^*) \} - \nu_{ja}(u^*) \right) \right|^2
\]

Now we provide the detailed expressions for three terms on the right-hand side of (54). We define the following notations. Let \( \Gamma_0a \) be the \( a \)th column of \( \Gamma_0 \), \( a = 1, \ldots, q \). In the derivation below, \( \rho_a(\cdot, \cdot) \) is the correlation function with its parameter fixed at \( \theta_0a \), \( a = 1, \ldots, q \). For \( j = 1, \ldots, k \) and \( a = 1, \ldots, q \),

\[
R_{ja}(u^*) = \{ \rho_{ja}(u_{j1}, u^*), \ldots, \rho_{ja}(u_{jm}, u^*) \}^T \in \mathbb{R}^m,
\]
\[ R_j(u^*) = \text{diag}\{R_{j1}^T(u^*), \ldots, R_{jq}^T(u^*)\} \in \mathbb{R}^{q \times qm}, \]
\[ R(u,u') = \text{diag}\{\rho_1(u,u'), \ldots, \rho_q(u,u')\} \in \mathbb{R}^{q \times q}, \quad u,u' \in [0,1]^d, \]
\[ \tilde{Z}(\cdot) = Z(\cdot)\Gamma_0 \in \mathbb{R}^{1 \times q}, \quad \tilde{Z}_a(\cdot) = Z(\cdot)\Gamma_{oa} \in \mathbb{R}, \]
\[ \tilde{Z}_{ja} = \text{diag}\{\tilde{Z}_a(u_{j1}), \ldots, \tilde{Z}_a(u_{jm})\} \in \mathbb{R}^{m \times m}, \quad \tilde{Z}_j = \{\tilde{Z}_{j1}, \ldots, \tilde{Z}_{jq}\} \in \mathbb{R}^{m \times qm}, \]
\[ (R_{ja})_{ii} = \rho_a(u_{ji}, u_{ij}), \ i,i' \in \{1, \ldots, m\}, \quad \tilde{R}_{jj} = \text{diag}(R_{j1}, \ldots, R_{jq}) \in \mathbb{R}^{q \times mq}, \]
\[ \tilde{\nu}_{ja} = \{\nu_a(u_{j1}), \ldots, \nu_a(u_{jm})\}^T \in \mathbb{R}^m, \quad \tilde{\nu}_j = (\tilde{\nu}_{j1}, \ldots, \tilde{\nu}_{jq}) \in \mathbb{R}^{qm}, \]
\[ \nu_{0ja} = \{\nu_{0a}(u_{j1}), \ldots, \nu_{0a}(u_{jm})\}^T \in \mathbb{R}^m. \] (55)

Based on the subset model (19) and the standard GP derivation, we have that for \( a = 1, \ldots, q, \)
\[ \mathbb{E}_{\nu_j|y_j|u_j} \{\nu_j(u^*)\} - \nu_0(u^*) = R_j(u^*)\tilde{Z}_j^T \left( \tilde{Z}_j\tilde{R}_{jj}\tilde{Z}_j^T + \frac{\tau_0^2\lambda_n}{k}I_m \right)^{-1}\tilde{Z}_j\tilde{\nu}_j - \nu_0(u^*), \] (56)
\[ \text{Var}_{y_j|u_j} \left[ \mathbb{E}_{\nu_j|y_j|u_j} \{\nu_j(u^*)\} \right] = \text{Var}_{y_j|u_j} \left[ R_j(u^*)\tilde{Z}_j^T \left( \tilde{Z}_j\tilde{R}_{jj}\tilde{Z}_j^T + \frac{\tau_0^2\lambda_n}{k}I_m \right)^{-1}y_j \right] 
= \tau_0^2 R_j(u^*)\tilde{Z}_j^T \left( \tilde{Z}_j\tilde{R}_{jj}\tilde{Z}_j^T + \frac{\tau_0^2\lambda_n}{k}I_m \right)^{-2}\tilde{Z}_j R_j(u^*)^T, \] (57)
\[ \text{Var}_{\nu_j|y_j,y_j} \{\nu_j(u^*)\} = \lambda_n^{-1}\left\{ R(u^*,u^*) - R_j(u^*)\tilde{Z}_j^T \left( \tilde{Z}_j\tilde{R}_{jj}\tilde{Z}_j^T + \frac{\tau_0^2\lambda_n}{k}I_m \right)^{-1}\tilde{Z}_j R_j(u^*)^T \right\}. \] (58)

In the following lemmas, we give upper bounds for (56), (57), and (58), respectively. We first introduce some additional notations. In Assumption (A.5), we assume that the largest eigenvalue of \( \Omega \) is bounded above by a constant \( \zeta_\Omega \) and its smallest eigenvalue is bounded below by a constant \( \eta_\Omega \) for \( 0 < \zeta_\Omega < \eta_\Omega < \infty \) and for all \( a = 1, \ldots, q \). By the definition of \( \tilde{Z}(\cdot) = Z(\cdot)\Gamma_0 \) and \( \tilde{Z}_a(\cdot) = Z(\cdot)\Gamma_{oa} (a = 1, \ldots, q) \) and Assumption (A.5), we have that \( |\tilde{Z}_a(u)| \leq C_Z\|\Gamma_{oa}\|_2 \leq C_Z\|\Gamma_0\| \) for all \( a = 1, \ldots, q \) and all \( u \in [0,1]^d \). We define the positive constant \( C_Z \equiv C_Z\|\Gamma_0\| \) for the derivations below. We define the \( \mathbb{R}^q \)-valued functional space \( L^2_3(d\mu) \) for \( f = (f_1, \ldots, f_q)^T \) with \( f_1, \ldots, f_q \in L_2(d\mu) \). The \( q \)-variate RKHS \( \mathbb{H} \) is defined to the space of functions with the finite \( \mathbb{H} \)-norm \( \|f\|_{\mathbb{H}}^2 = \sum_{a=1}^q \|f_a\|_{\mathbb{H}_a}^2 \) if \( f = (f_1, \ldots, f_q)^T \in L^2_3(d\mu) \) and \( f_a \in \mathbb{H}_a \) for \( a = 1, \ldots, q \). This \( q \)-variate RKHS satisfies the reproducing property that if \( f \in \mathbb{H} \), then for any \( u \in [0,1]^d \) and any \( c \in \mathbb{R}^q \), \( f(R(u,\cdot)c)_{\mathbb{H}} = f(u)^Tc \); see Section 3.2 of Álvarez et al. (2012). For abbreviation, we let \( \Lambda(c,h) = \sum_{i=1}^q \mu_i/(\mu_{i+h}) \) for any \( c > 0 \), any positive integer \( h \), and \( \mu_{i+h} \) as defined in Assumption (A.3). For \( a = 1, \ldots, q \) and any positive integer \( h \), let \( \text{tr}(\rho_a) = \sum_{i=1}^\infty \mu_ai_i \), \( \text{tr}(\rho_{a,h}) = \sum_{i=h+1}^\infty \mu_ai_i \), \( \text{Tr}(\rho) = \sum_{a=1}^q \text{tr}(\rho_a) \), and \( \text{Tr}(\rho,h) = \sum_{a=1}^q \text{tr}(\rho_{a,h}) \).

**Lemma 2** Suppose that Assumptions (A.1)–(A.6) hold. Then for every \( j = 1, \ldots, k \),
\[
\mathbb{E}_{u^*} \mathbb{E}_{u} \left\| \mathbb{E}_{\nu_j,y_j|u_j} \{\nu_j(u^*)\} - \nu_0(u^*) \right\|_2^2 
\leq 8\frac{\tau_0^2\lambda_n}{\zeta_\Omega km} \|\nu_0\|_{\mathbb{H}}^2 + 8\frac{km}{\tau_0^2\lambda_n} C_Z^4 \|\tilde{Z}_j\|_2 \|\nu_0\|_{\mathbb{H}}^2 \quad \text{Tr}(\rho) \text{Tr}(\rho,h) + \mu_{(h+1)*}\|\nu_0\|_{\mathbb{H}}^2
\]

so

\[ \hat{\nu}_j(u^*) = R_j(u^*)\tilde{Z}_j^T \left( \tilde{Z}_j\tilde{R}_{jj}\tilde{Z}_j^T + \frac{\tau_0^2\lambda_n}{k}I_m \right)^{-1} y_j. \]  

(59)

We view \( \hat{\nu}_j(u^*) = \{\hat{\nu}_{j1}(u^*), \ldots, \hat{\nu}_{jq}(u^*)\}^T \) as a \( q \)-variate function of \( u^* \). Define the \([0,1]^d \mapsto \mathbb{R}^q \) operators \( \Delta_j (j = 1, \ldots, k) \) and \( \Delta \) as

\[
\Delta_j(\cdot) = R_j(\cdot)\tilde{Z}_j^T \left( \tilde{Z}_j\tilde{R}_{jj}\tilde{Z}_j^T + \frac{\tau_0^2\lambda_n}{k}I_m \right)^{-1} y_j - \nu_0(\cdot) \equiv \hat{\nu}_j(\cdot) - \nu_0(\cdot),
\]

\[
\Delta(\cdot) = \frac{1}{k} \sum_{j=1}^k \{\hat{\nu}_j(\cdot) - \nu_0(\cdot)\} = \frac{1}{k} \sum_{j=1}^k \Delta_j(\cdot). \tag{60}
\]

For \( a = 1, \ldots, q \), \( \Delta_{ja} \) and \( \Delta_a \) denote the \( a \)th components of \( \Delta_j \) and \( \Delta \), respectively. We can recognize that for \( j = 1, \ldots, k, \hat{\nu}_j(\cdot) \) in (60) is the solution of \( q \)-variate function to the optimization problem (see Section 3.2 in Álvarez et al. 2012)

\[
\arg\min_{\nu \in \mathbb{H}} \left\{ \frac{1}{2} \sum_{i=1}^m \left( y(u_{ji}) - \tilde{Z}(u_{ji})\nu(u_{ji}) \right)^2 + \frac{\tau_0^2\lambda_n}{k} \|\nu\|_\mathbb{H}^2 \right\}. \tag{61}
\]

Now fix \( a \in \{1, \ldots, q\} \). Taking the Frechét derivative of (61) with respect to \( \nu_a \) and plugging in \( \hat{\nu}_j \) gives

\[
\sum_{i=1}^m \left\{ \tilde{Z}(u_{ji})\hat{\nu}_j(u_{ji}) - y(u_{ji}) \right\} \tilde{Z}_a(u_{ji})\rho_a(u_{ji}, \cdot) + \frac{\tau_0^2\lambda_n}{k} \hat{\nu}_{ja}(\cdot) = 0. \tag{62}
\]

Stacking this up across \( a = 1, \ldots, q \) gives

\[
\sum_{i=1}^m \left\{ \tilde{Z}(u_{ji})\hat{\nu}_j(u_{ji}) - y(u_{ji}) \right\} R(u_{ji}, \cdot)\tilde{Z}(u_{ji})^T + \frac{\tau_0^2\lambda_n}{k} \hat{\nu}_j(\cdot) = 0. \tag{63}
\]

Since the true model assumes that

\[
y(u_{ji}) = \tilde{Z}(u_{ji})\nu_0(u_{ji}) + \epsilon(u_{ji}) = \langle \nu_0, R(u_{ji}, \cdot)\tilde{Z}(u_{ji})^T \rangle_\mathbb{H} + \epsilon(u_{ji}),
\]

so

\[
\tilde{Z}(u_{ji})\hat{\nu}(u_{ji}) - y(u_{ji}) = \tilde{Z}(u_{ji})\{\hat{\nu}_j(u_{ji}) - \nu_0(u_{ji})\} - \epsilon(u_{ji})
\]

\[
= \langle \Delta_j(\cdot), R(u_{ji}, \cdot)\tilde{Z}(u_{ji})^T \rangle_\mathbb{H} - \epsilon(u_{ji}),
\]
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Hence, we take expectations \( \mathbb{E}_{\nu_j, y_j | u_j} \) on both sides of (62) and obtain that

\[
0 = \sum_{i=1}^{m} \mathbb{E}_{\nu_j, y_j | u_j} \left\{ \hat{Z}(u_{ji})\hat{\nu}_j(u_{ji}) - y(u_{ji}) \right\} R(u_{ji}, \cdot)\hat{Z}(u_{ji})^T + \frac{\tau_0^2 \lambda_n}{k} \mathbb{E}_{\nu_j, y_j | u_j} \{ \hat{\nu}_j(\cdot) \}
\]

\[
= \sum_{i=1}^{m} \left\langle \mathbb{E}_{\nu_j, y_j | u_j} \{ \Delta_j(\cdot) \}, R(u_{ji}, \cdot)\hat{Z}(u_{ji})^T \right\rangle H R(u_{ji}, \cdot)\hat{Z}(u_{ji})^T
\]

\[
- \mathbb{E}_{\nu_j, y_j | u_j} \left\{ \epsilon(u_{ji}) \right\} R(u_{ji}, \cdot)\hat{Z}(u_{ji})^T + \frac{\tau_0^2 \lambda_n}{k} \mathbb{E}_{\nu_j, y_j | u_j} \{ \hat{\nu}_j(\cdot) \}
\]

\[
= \sum_{i=1}^{m} \left\langle \mathbb{E}_{\nu_j, y_j | u_j} \{ \Delta_j(\cdot) \}, R(u_{ji}, \cdot)\hat{Z}(u_{ji})^T \right\rangle \mathbb{E}_{\nu_j, y_j | u_j} \{ \Delta_j(\cdot) \}
\]

Using (60), \( \mathbb{E}_{\nu_j, y_j | u_j} \{ \hat{\nu}_j(\cdot) \} = \mathbb{E}_{\nu_j, y_j | u_j} \{ \Delta_j(\cdot) \} + \nu_0 \), and dividing by \( m \) in (64), we obtain that

\[
\frac{1}{m} \sum_{i=1}^{m} \left\langle \mathbb{E}_{\nu_j, y_j | u_j} \{ \Delta_j(\cdot) \}, R(u_{ji}, \cdot)\hat{Z}(u_{ji})^T \right\rangle \mathbb{E}_{\nu_j, y_j | u_j} \{ \Delta_j(\cdot) \}
\]

\[
- \frac{\tau_0^2 \lambda_n}{km} \nu_0(\cdot).
\]

(65)

If we define the \( j \)th subset covariance operator \( \hat{\Sigma}_j = m^{-1} \sum_{j=1}^{m} R(u_{ji}, \cdot)\hat{Z}(u_{ji})^T \otimes R(u_{ji}, \cdot)\hat{Z}(u_{ji})^T \), then (65) reduces to

\[
\left( \hat{\Sigma}_j + \frac{\tau_0^2 \lambda_n}{km} I_m \right) \mathbb{E}_{\nu_j, y_j | u_j} \{ \Delta_j(\cdot) \} = - \frac{\tau_0^2 \lambda_n}{km} \nu_0(\cdot)
\]

\[
\implies \| \mathbb{E}_{\nu_j, y_j | u_j} (\Delta_j) \|_{\mathbb{H}} \leq \| \nu_0 \|_{\mathbb{H}}, \quad j = 1, \ldots, k,
\]

(66)

where the last inequality follows because \( \hat{\Sigma}_j \) is a positive semi-definite matrix.

The rest of the proof finds an upper bound for

\[
\| \mathbb{E}_{\nu_j, y_j | u_j} (\Delta_j) \|_2^2 = \sum_{a=1}^{q} \| \mathbb{E}_{\nu_{ja}, y_j | u_j} (\Delta_{ja}) \|_2^2.
\]

The main idea is to reduce this problem to a finite dimensional one indexed by a chosen \( h = \left\lceil \frac{2b}{2s-1} \right\rceil \in \mathbb{N} \) as specified in Assumption (A.5). For each \( j = 1, \ldots, k \) and \( a = 1, \ldots, q \), let \( \delta_{ja} = (\delta_{ja1}, \ldots, \delta_{jah}, \delta_{ja(h+1)}, \ldots, \delta_{ja\infty})^T \), such that

\[
\mathbb{E}_{\nu_{ja}, y_j | u_j} \{ \Delta_{ja}(\cdot) \} = \sum_{h=1}^{\infty} \delta_{jah} \phi_{ah}(\cdot), \quad \delta_{jah} = \left\langle \mathbb{E}_{\nu_{ja}, y_j | u_j} \{ \Delta_{ja}(\cdot) \}, \phi_h(\cdot) \right\rangle_{L_2(d_u)},
\]

\[
\| \mathbb{E}_{\nu_{ja}, y_j | u_j} (\Delta_j) \|_2^2 = \sum_{h=1}^{\infty} \delta_{jah}^2.
\]

(67)
Define the vectors
\[ \delta_j^\dagger = (\delta_j a_1, \ldots, \delta_j a_h)^T, \quad \delta_j^\top = \left( \delta_j (a_{h+1}), \ldots, \delta_j \infty \right)^T, \]
so \( \| \mathbb{E}_{\nu_j, y_j|u_j}(\Delta_j) \|_2^2 = \| \delta_j^\dagger \|_2^2 + \| \delta_j^\top \|_2^2 \) and we upper bound \( \| \mathbb{E}_{\nu_j, y_j|u_j}(\Delta_j) \|_2^2 \) by separately upper bounding \( \| \delta_j^\dagger \|_2^2 \) and \( \| \delta_j^\top \|_2^2 \). Using the expansion \( \rho_a(u, u') = \sum_{a=1}^{\infty} \mu_a \varphi_{ah}(u) \varphi_{ah}(u') \) for any \( u, u' \in [0, 1]^d \), we have the following upper bound for \( \| \delta_j^\dagger \|_2^2 \) and \( \| \delta_j^\top \|_2^2 \):

\[
\begin{align*}
\| \delta_j^\dagger \|_2^2 &= \frac{\mu_{a_1}}{\mu_{a_1}} \sum_{h=1}^{\tilde{h}} \frac{\delta_{jah}^2}{\mu_{a_1}} \\
&\leq \mu_{a_1} \sum_{h=1}^{\infty} \frac{\delta_{jah}^2}{\mu_{a_1}} \leq \mu_{a_1} \left( \| \mathbb{E}_{\nu_j, y_j|u_j}(\Delta_j) \|_2^2 \right) \| \mathbb{E}_a \|_2^2 \leq \text{tr}(\rho_a) \| \nu_{0a} \|_2^2, \\
\| \delta_j^\top \|_2^2 &= \frac{\mu_{a(h+1)}}{\mu_{a(h+1)}} \sum_{h'=h+1}^{\infty} \frac{\delta_{jah}^2}{\mu_{a(h+1)}} \\
&\leq \mu_{a(h+1)} \left( \| \mathbb{E}_{\nu_j, y_j|u_j}(\Delta_j) \|_2^2 \right) \| \mathbb{E}_a \|_2^2 \
\end{align*}
\]

where \( (i) \) follows from the decreasing eigenvalues \( \mu_{a_1} \geq \mu_{a_2} \geq \ldots \), \( (ii) \) and \( (iv) \) follow because \( \| \mathbb{E}_{\nu_j, y_j|u_j}(\Delta_j) \|_2^2 \) follow from \( \mu_{a_1} \leq \text{tr}(\rho_a) \).

Let
\[ \delta_j = (\delta_j a_1, \ldots, \delta_j a_h)^T, \quad \delta_j^\dagger = (\delta_j^\dagger a_1, \ldots, \delta_j^\dagger a_h)^T, \quad \delta_j^\top = (\delta_j^\top a_1, \ldots, \delta_j^\top a_h)^T. \]

We now derive a more refined upper bound than (68) for \( \| \delta_j^\dagger \|_2^2 = \sum_{a=1}^{q} \| \delta_{ja}^\dagger \|_2^2 \), such that the upper bound converges to zero as \( m \to \infty \). For a given positive integer \( h \), each \( a = 1, \ldots, q \), and each \( j = 1, \ldots, k \), let \( M_a = \text{diag}(\mu_{a_1}, \ldots, \mu_{ah}) \in \mathbb{R}^{h \times h} \), \( M = \text{diag}(M_1, \ldots, M_q) \in \mathbb{R}^{qh \times qh} \). Let \( \Phi_j \in \mathbb{R}^{qm \times qh} \) and \( \Phi_j a \in \mathbb{R}^{h \times h} \) be matrices such that
\[
(\Phi_j a)_{ih} = \varphi_{ah}(u_{ji}), \quad i = 1, \ldots, m, \quad h = 1, \ldots, \tilde{h}, \quad j = 1, \ldots, k, \\
\Phi_j = \text{diag}(\Phi_j a_1, \ldots, \Phi_j a_q) \in \mathbb{R}^{qm \times qh}. 
\]

Let \( \nu_{0a}(\cdot) = \sum_{h=1}^{\infty} \zeta_{ah} \varphi_{ah}(\cdot) \) with \( \zeta_{ah} = \langle \nu_{0a}, \varphi_{ah} \rangle_{L^2[0,1]} \) for \( h = 1, 2, \ldots \) and \( a = 1, \ldots, q \).

Also define the tail error vector
\[ v_{ja} = (v_{ja a_1}, \ldots, v_{ja a_h})^T \in \mathbb{R}^m \]
and \( v_j = \left( v_{ja a_1}, \ldots, v_{ja a_h} \right)^T \in \mathbb{R}^m \) (\( j = 1, \ldots, k \)) such that
\[ v_{ja} = \sum_{h=h+1}^{\infty} \delta_{jah} \varphi_{ah}(u_{ji}), \quad i = 1, \ldots, m. \]

For any \( g \in \{1, \ldots, \tilde{h}\} \) and any \( a \in \{1, \ldots, q\} \), we take the \( \mathbb{H}_a \)-inner product between \( \varphi_{ag} \) and the \( a \)-th component of (65) and obtain that for \( j = 1, \ldots, k \),
\[
\frac{1}{m} \sum_{i=1}^{m} \left( \mathbb{E}_{\nu_j, y_j|u_j}(\Delta_j(\cdot)), R(u_{ji}, \cdot) \tilde{Z}(u_{ji})^T \right)_{\mathbb{H}_a} \left( \rho_a(u_{ji}, \cdot) \tilde{Z}_a(u_{ji}), \varphi_{ag}(\cdot) \right)_{\mathbb{H}_a}
\]
\[ + \frac{\tau_0^2 \lambda_n}{km} \left< \mathcal{H}_{\nu, y_j u_j} \{ \Delta_{ja}(\cdot) \}, \varphi_{ag}(\cdot) \right> = -\frac{\tau_0^2 \lambda_n}{km} \left< \nu_{0a}, \varphi_{ag} \right>_{\mathcal{H}_a}, \]

which implies that

\[
\frac{1}{m} \sum_{i=1}^{m} \left[ \sum_{b=1}^{q} \bar{Z}_b(u_{ji}) \mathcal{H}_{\nu, y_j u_j} \{ \Delta_{jb}(u_{ji}) \} \right] \bar{Z}_a(u_{ji}) \varphi_{ag}(u_{ji}) = \frac{\tau_0^2 \lambda_n}{km} \delta_{ja} = -\frac{\tau_0^2 \lambda_n}{km} \zeta_{0ag}. \tag{72}
\]

The first term on the left-hand side of (72) can be rewritten as

\[
\frac{1}{m} \sum_{i=1}^{m} \left[ \sum_{b=1}^{q} \bar{Z}_b(u_{ji}) \mathcal{H}_{\nu, y_j u_j} \{ \Delta_{jb}(u_{ji}) \} \right] \bar{Z}_a(u_{ji}) \varphi_{ag}(u_{ji}) = \frac{1}{m} \sum_{i=1}^{m} \left[ \sum_{b=1}^{q} \bar{Z}_b(u_{ji}) \sum_{h=1}^{k} \delta_{jh} \varphi_{bh}(u_{ji}) \right] \bar{Z}_a(u_{ji}) \varphi_{ag}(u_{ji}) + \frac{1}{m} \sum_{i=1}^{m} \left[ \sum_{b=1}^{q} \bar{Z}_b(u_{ji}) \sum_{h=h+1}^{\infty} \delta_{jh} \varphi_{bh}(u_{ji}) \right] \bar{Z}_a(u_{ji}) \varphi_{ag}(u_{ji})
\]

\[
= \frac{1}{m} \sum_{i=1}^{m} \sum_{b=1}^{q} \left( \bar{Z}_{ja} \Phi_{ja} \right)_{ig} \left( \bar{Z}_{jb} \Phi_{jb} \delta_{jb} \right)_{i} + \frac{1}{m} \sum_{i=1}^{m} \left( \bar{Z}_{ja} \Phi_{ja} \right)_{ig} \left( \bar{Z}_{jv} \right)_{i}
\]

\[
= \frac{1}{m} \left( \Phi_{ja}^{T} \bar{Z}_{ja}^{T} \Phi_{ja} \delta_{ja} \right)_{g} + \frac{1}{m} \left( \Phi_{ja}^{T} \bar{Z}_{ja}^{T} \bar{Z}_{jv} \right)_{g}, \tag{73}
\]

which implies that in (72), for \( g = 1, \ldots, h \) and \( a = 1, \ldots, q \),

\[
\frac{1}{m} \left( \Phi_{ja}^{T} \bar{Z}_{ja}^{T} \Phi_{ja} \delta_{ja} \right)_{g} + \frac{1}{m} \left( \Phi_{ja}^{T} \bar{Z}_{ja}^{T} \bar{Z}_{jv} \right)_{g} + \frac{\tau_0^2 \lambda_n}{km} \delta_{ja} = -\frac{\tau_0^2 \lambda_n}{km} \zeta_{0ag}.
\]

Let \( \zeta_{0a} = (\zeta_{0a1}, \ldots, \zeta_{0ah})^{T} \) and \( \zeta_{0} = (\zeta_{01}, \ldots, \zeta_{0q})^{T} \in \mathbb{R}^{h} \). Stacking the last display over \( g = 1, \ldots, h \) gives

\[
\frac{1}{m} \Phi_{ja}^{T} \bar{Z}_{ja}^{T} \Phi_{ja} \delta_{ja} + \frac{1}{m} \Phi_{ja}^{T} \bar{Z}_{ja}^{T} \bar{Z}_{jv} + \frac{\tau_0^2 \lambda_n}{km} M^{-1} \delta_{ja} = -\frac{\tau_0^2 \lambda_n}{km} M^{-1} \zeta_{0a}.
\]

Then stacking this over \( a = 1, \ldots, q \) gives

\[
\frac{1}{m} \Phi_{ja}^{T} \bar{Z}_{ja}^{T} \Phi_{ja} \delta_{ja} + \frac{1}{m} \Phi_{ja}^{T} \bar{Z}_{ja}^{T} \bar{Z}_{jv} + \frac{\tau_0^2 \lambda_n}{km} M^{-1} \delta_{ja} = -\frac{\tau_0^2 \lambda_n}{km} M^{-1} \zeta_{0}.
\]

which implies that

\[
\left( \frac{1}{m} \Phi_{ja}^{T} \bar{Z}_{ja}^{T} \Phi_{ja} + \frac{\tau_0^2 \lambda_n}{km} M^{-1} \right) \delta_{ja} = -\frac{\tau_0^2 \lambda_n}{km} M^{-1} \zeta_{0} - \frac{1}{m} \Phi_{ja}^{T} \bar{Z}_{ja}^{T} \bar{Z}_{jv} \tag{74}
\]

which is essentially the result.
The proof is completed by showing that the right hand side expression in (74) gives an upper bound for $\|\delta_j^i\|_2^2$. Using the $\Omega$ matrix defined in Assumption (A.5), we define the matrix $Q = \left( I_{qh} + \frac{\tau_0^2 \lambda_n}{km} \Omega^{-1} M^{-1} \right)^{1/2} \in \mathbb{R}^{qh \times qh}$. Then

$$
\frac{1}{m} \Phi_j^T \tilde{Z}_j \Phi_j + \frac{\tau_0^2 \lambda_n}{km} M^{-1} = \Omega + \frac{\tau_0^2 \lambda_n}{km} M^{-1} + \frac{1}{m} \Phi_j^T \tilde{Z}_j \Phi_j - \Omega
$$

$$
= \Omega Q \left\{ I_{qh} + Q^{-1} \Omega^{-1} \left( \frac{1}{m} \Phi_j^T \tilde{Z}_j \Phi_j - \Omega \right) Q^{-1} \right\} Q.
$$

and using this in (74) gives

$$
\left\{ I_{qh} + Q^{-1} \Omega^{-1} \left( \frac{1}{m} \Phi_j^T \tilde{Z}_j \Phi_j - \Omega \right) Q^{-1} \right\} Q \delta_j^i
$$

$$
= - \frac{\tau_0^2 \lambda_n}{km} Q^{-1} \Omega^{-1} M^{-1} \zeta_0^i - \frac{1}{m} Q^{-1} \Omega^{-1} \Phi_j^T \tilde{Z}_j \Phi_j v_j.
$$

(75)

Now we define the event

$$
\mathcal{E}_{j1} = \left\{ \left\| Q^{-1} \Omega^{-1} \left( \frac{1}{m} \Phi_j^T \tilde{Z}_j \Phi_j - \Omega \right) Q^{-1} \right\| \leq 1/2 \right\},
$$

(76)

with the randomness in $\{u_{j1}, \ldots, u_{jm}\}$. We have that

$$
I_{qh} + Q^{-1} \Omega^{-1} \left( \frac{1}{m} \Phi_j^T \tilde{Z}_j \Phi_j - \Omega \right) Q^{-1} \geq \frac{1}{2} I_{qh}
$$

(77)

whenever $\mathcal{E}_{j1}$ occurs. It is also clear that $Q \succeq I_{qh}$. Therefore, when $\mathcal{E}_{j1}$ occurs, (75) implies that

$$
\| \delta_j^i \|_2 \leq 4 \left\| \frac{\tau_0^2 \lambda_n}{km} Q^{-1} \Omega^{-1} M^{-1} \zeta_0^i + \frac{1}{m} Q^{-1} \Omega^{-1} \Phi_j^T \tilde{Z}_j \Phi_j v_j \right\|_2
$$

$$
\leq 8 \left\| \frac{\tau_0^2 \lambda_n}{km} Q^{-1} \Omega^{-1} M^{-1} \zeta_0^i \right\|_2^2 + 8 \left\| \frac{1}{m} Q^{-1} \Omega^{-1} \Phi_j^T \tilde{Z}_j \Phi_j v_j \right\|_2^2,
$$

(78)

where the last inequality follows because $(a + b)^2 \leq 2a^2 + 2b^2$ for any $a, b \in \mathbb{R}$.

For the first term on the right hand side of (78), we have that

$$
\left\| \frac{\tau_0^2 \lambda_n}{km} Q^{-1} \Omega^{-1} M^{-1} \zeta_0^i \right\|_2^2 \leq \left( \frac{\tau_0^2 \lambda_n}{km} \right)^2 \zeta_0^i \left\{ M \Omega \left( I_{qh} + \frac{\tau_0^2 \lambda_n}{km} \Omega^{-1} M^{-1} \right) \Omega M \right\}^{-1} \zeta_0^i
$$

$$
= \left( \frac{\tau_0^2 \lambda_n}{km} \right)^2 \zeta_0^i \left( M \Omega^2 M + \frac{\tau_0^2 \lambda_n}{km} \Omega M \right)^{-1} \zeta_0^i
$$

$$
\leq \left( \frac{\tau_0^2 \lambda_n}{km} \right)^2 \zeta_0^i \left( \frac{\tau_0^2 \lambda_n}{km} \Omega M \right)^{-1} \zeta_0^i
$$

$$
= \frac{\tau_0^2 \lambda_n}{\Omega k m} \sum_{a=1}^q \sum_{h=1}^h \frac{\bar{\zeta}_0^2}{\mu_{ab}} \leq \frac{\tau_0^2 \lambda_n}{\Omega k m} \| v_0 \|_2^2.
$$

(79)

For the second term on right hand side of (78), it is equal to

$$
\frac{1}{m} Q^{-1} \Omega^{-1} \Phi_j^T \tilde{Z}_j \Phi_j v_j = \left( M + \frac{\tau_0^2 \lambda_n}{km} \Omega^{-1} \right)^{-1/2} \frac{1}{m} M^{1/2} \Omega^{-1} \Phi_j^T \tilde{Z}_j \Phi_j v_j.
$$

(80)
The first term in (80) has bounded matrix operator norm by Assumption (A.5):

$$\left\| \left( M + \frac{\tau_0^2 \lambda_n}{km} \Omega^{-1} \right)^{-1/2} \right\| = \max_{1 \leq a \leq q, 1 \leq h \leq h} \frac{1}{\sqrt{\mu_{ah} + \frac{\tau_0^2 \lambda_n}{\tau_0^2 \lambda_n}}} \leq \sqrt{\frac{\tau_0 km}{\tau_0^2 \lambda n}}. \quad (81)$$

For the second term in (80), we repeatedly apply $|\varphi_{ai}| \leq C_\varphi$ and $\widetilde{Z}_i(u_{ji}) \leq \tilde{C}_Z$ in Assumptions (A.3) and (A.5) to obtain that

$$\left\| \frac{1}{m} M^{1/2} \Omega^{-1} \Phi_j^T \tilde{Z}_j \tilde{Z}_j v_j \right\|_2 \leq \frac{C_\Omega^2}{m^2} \left( \tilde{Z}_j v_j \right)^T \tilde{Z}_j \Phi_j M \Phi_j^T \tilde{Z}_j \left( \tilde{Z}_j v_j \right)$$

$$= \frac{C_\Omega^2}{m^2} \sum_{a=1}^{q} \sum_{g=1}^{\hat{h}} \mu_{ag} \left\{ \sum_{i=1}^{m} \tilde{Z}_a(u_{ji}) \varphi_{ag}(u_{ji}) \left( \tilde{Z}_j v_j \right)_i \right\}^2$$

$$\leq \frac{C_\Omega^2 \tilde{C}_Z^2 \omega \Omega}{m^2} \sum_{a=1}^{q} \sum_{g=1}^{\hat{h}} \mu_{ag} \left\{ \sum_{i=1}^{m} \left| \tilde{Z}_j v_j \right|_i \right\}^2$$

$$\leq \frac{C_\Omega^2 \tilde{C}_Z^2 \omega \Omega}{m^2} \sum_{a=1}^{q} \sum_{g=1}^{\hat{h}} \mu_{ag} \left\{ \sum_{i=1}^{m} \sum_{b=1}^{q} \sum_{h=\hat{h}+1}^{\infty} \left| \delta_{jbb} \varphi_{bb}(u_{ji}) \right| \right\}^2$$

$$\leq \frac{C_\Omega^2 \tilde{C}_Z^2 \omega \Omega}{m^2} \left( \sum_{a=1}^{q} \sum_{g=1}^{\hat{h}} \mu_{ag} \right) \left( \sum_{i=1}^{m} \sum_{b=1}^{q} \sum_{h=\hat{h}+1}^{\infty} \left| \delta_{jbb} \right| \right)^2$$

$$\leq C_\varphi \tilde{C}_Z^2 \omega \Omega \left( \sum_{a=1}^{q} \textrm{tr}(\rho_a) \right) \left( \sum_{a=1}^{q} \sum_{h=\hat{h}+1}^{\infty} \mu_{hh} \right) \left( \sum_{b=1}^{q} \sum_{h=\hat{h}+1}^{\infty} \delta_{jbb}^2 \mu_{hh} \right)$$

$$= C_\varphi \tilde{C}_Z^2 \omega \Omega \left( \sum_{a=1}^{q} \textrm{tr}(\rho_a) \right) \left( \sum_{a=1}^{q} \textrm{tr}(\rho_{a,\tilde{h}}) \right) \left( \sum_{b=1}^{q} \left\| E_{\nu_j,\gamma_j|u_j}(\Delta j) \right\|_{H_b}^2 \right)$$

$$\leq C_\varphi \tilde{C}_Z^2 \omega \Omega \left\| \nu_0 \right\|_{H_b}^2 \left\| \textrm{tr}(\rho) \right\| \left\| \textrm{tr}(\rho, \tilde{h}) \right\|, \quad (82)$$

where (i) is from the Cauchy-Schwarz inequality and the definition of $\textrm{tr}(\rho_a)$, and (ii) is from the relation (66). Combining (80), (81), and (82) leads to

$$\left\| \frac{1}{m} Q^{-1} \Omega^{-1} \Phi_j^T \tilde{Z}_j \tilde{Z}_j v_j \right\|_2 \leq \frac{\tau_0 km}{\tau_0^2 \lambda_n} C_\varphi \tilde{C}_Z^2 \omega \Omega \left\| \nu_0 \right\|_{H_b}^2 \left\| \textrm{tr}(\rho) \right\| \left\| \textrm{tr}(\rho, \tilde{h}) \right\|. \quad (83)$$
Finally we combine these results. Note that (68) implies that

$$
\|\delta_j^+\|_2^2 = \sum_{a=1}^q \|\delta_{ja}^\top\|_2^2 \leq \sum_{a=1}^q \text{tr}(\rho_a) \|\nu_{0a}\|_{H_a}^2 \leq \text{Tr}(\rho) \|\nu_0\|_{H}^2.
$$

(84)

(69) and (66) together imply that

$$
\|\delta_j^+\|_2^2 = \sum_{a=1}^q \|\delta_{ja}^\top\|_2^2 \leq \sum_{a=1}^q \mu_a(\hat{h}+1) \|\mathbb{E}_{\nu_{ja},y_{ja}}(\Delta_{ja})\|_{H_a}^2 \leq \mu(\hat{h}+1)\|\nu_0\|_{H}^2.
$$

(85)

Based on (56) and the definition of $\Delta_j$, we combine (84), (69), (78), (79), (83), and Lemma 5 to obtain that

$$
\mathbb{E}_{u^*} \mathbb{E}_{u_j} \mathbb{E}_{\nu_{j},y_{j}|u_j}(\nu_j(u^*)) - \nu_0(u^*)\|_2^2 = \mathbb{E}_{u^*} \mathbb{E}_{u_j} \mathbb{E}_{\nu_{j},y_{j}|u_j}(\Delta_j)\|_2^2
$$

$$
\leq \mathbb{E}_{u_j} \left(\|\delta_j^+\|_2^2 + \|\delta_j^-\|_2^2\right)
$$

$$
= \mathbb{E}_{u_j} \left\{\|\delta_j^+\|_2^2 \mathcal{E}_{j1} + \|\delta_j^+\|_2^2 \mathcal{E}_{j1} + \|\delta_j^-\|_2^2\right\}
$$

$$
\leq \mathbb{E}_{u_j} \left\{\|\delta_j^+\|_2^2 \mathcal{E}_{j1}\right\} + \text{Tr}(\rho)\|\nu_0\|_{H}^2 \mathbb{P}_{u_j}(\mathcal{E}_{j1}) + \mathbb{E}_{u_j} \left(\|\delta_j^-\|_2^2\right)
$$

$$
\leq 8\frac{\tau_0^2\lambda_n}{c^2\lambda km}\|\nu_0\|_{H}^2 + 8\frac{km}{\tau_0^2\lambda_n} C^2 C_4^2 C_2^2\mathcal{E}_{\nu_{j}}^{2}\mathcal{E}_{\nu_{j}}^{2}\text{Tr}(\rho)\text{Tr}(\rho, \tilde{h})
$$

$$
+ 2q\tilde{h}\|\nu_0\|_{H}^2 \text{Tr}(\rho) \exp \left\{-\frac{m}{8(B^2 + B)}\right\} + \mu(\hat{h}+1)\|\nu_0\|_{H}^2,
$$

where $B = C^2 C_4^2 C_2^2\mathcal{E}_{\nu_{j}}^{2}\mathcal{E}_{\nu_{j}}^{2} \Lambda (\tau_0^2\lambda_n/(c^2\lambda km), \tilde{h}) + 1$. This proves the conclusion.

Lemma 3 Suppose that Assumptions (A.1)-(A.6) hold. Then for every $j = 1, \ldots, k$,

$$
\mathbb{E}_{u^*} \mathbb{E}_{u_j} \text{tr} \left(\text{Var}_{y_{j}|u_j}\left[\mathbb{E}_{\nu_{j},y_{j},u_j}(\nu_j(u^*))\right]\right)
$$

$$
\leq 12 \frac{\tau_0^2\lambda_n}{c^2\lambda km}\|\nu_0\|_{H}^2 + \frac{2km}{\tau_0^2\lambda_n} C^4 C_4^2 C_2^2\mathcal{E}_{\nu_{j}}^{2}\mathcal{E}_{\nu_{j}}^{2}\text{Tr}(\rho)\text{Tr}(\rho, \tilde{h})\left(\frac{km}{\lambda_n} + 2\|\nu_0\|_{H}^2\right)
$$

$$
+ \frac{12}{m} C^2 C_4^2 C_2^2\mathcal{E}_{\nu_{j}}^{2}\mathcal{E}_{\nu_{j}}^{2}\Lambda (\tau_0^2\lambda_n/(c^2\lambda km), \tilde{h}) + 2\mu(\hat{h}+1)\left(\frac{km}{\lambda_n} + 2\|\nu_0\|_{H}^2\right)
$$

$$
+ 4q\tilde{h}\text{Tr}(\rho)\left(\frac{km}{\lambda_n} + 2\|\nu_0\|_{H}^2\right) \exp \left\{-\frac{m}{8(B^2 + B)}\right\},
$$

where $B = C^2 C_4^2 C_2^2\mathcal{E}_{\nu_{j}}^{2}\mathcal{E}_{\nu_{j}}^{2} \Lambda (\tau_0^2\lambda_n/(c^2\lambda km), \tilde{h}) + 1$.

Proof [of Lemma 3] We use the same notations as in the proof of Lemma 2. We further expand the functions $\Delta_{ja}(\cdot)$ defined in (60) for $a = 1, \ldots, q$ and $j = 1, \ldots, k$ as

$$
\Delta_{ja}(\cdot) = \sum_{i=1}^\infty \tilde{\Delta}_{ja i} \varphi_{ai}(\cdot),
$$

$$
\Delta_{ja}^\top(\cdot) = \sum_{i=1}^\infty \tilde{\Delta}_{ja i} \varphi_{ai}(\cdot),
$$

$$
\Delta_{ja}^\top(\cdot) = \sum_{i=\hat{h}+1}^\infty \tilde{\Delta}_{ja i} \varphi_{ai}(\cdot),
$$
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Using this bound for \( \delta_j \), we can see that from (57), we can find an upper bound for \( E \). Therefore, we will find an upper bound for \( E \) with finding a rough upper bound for the optimizer property in (61), we have that \( \hat{\nu}_j \) minimizes the objective, and (iii) follows because \( \hat{\nu}_j \) minimizes the objective, and (iii) follows from our model assumption. Since the error variance is \( \sigma_0^2 \), (87) implies that

\[
\hat{\nu}_j \| \bar{\nu} \| H \|^2 \leq \sum_{i=1}^{m} \frac{\{ y(u_{ji}) - \bar{Z}(u_{ji})\nu_0(u_{ji}) \}^2}{\sigma_0^2 \lambda_n / k} + \| \hat{\nu}_j \| H \|^2 \leq \sum_{i=1}^{m} \frac{\{ e(u_{ji}) \}^2}{\sigma_0^2 \lambda_n / k} + \| \nu_0 \| H \|^2.
\]

Using this bound for \( \hat{\nu}_j \) with (87), we can find an upper bound for \( E \) with finding a rough upper bound for the optimizer property in (61), we have that

\[
\mathbb{E}_{y_j | u_j} \| \Delta_j \|^2 \leq 2 \mathbb{E}_{y_j | u_j} \| \hat{\nu}_j \|^2 H + 2 \mathbb{E}_{y_j | u_j} \| \nu_0 \|^2 H \leq 2 \sum_{i=1}^{m} \frac{\{ e(u_{ji}) \}^2}{\sigma_0^2 \lambda_n / k} + 4 \| \nu_0 \|^2 H \leq \frac{2km}{\lambda_n} + 4 \| \nu_0 \|^2 H.
\]

Using this bound for \( E \) with finding a rough upper bound for the optimizer property in (61), we have that

\[
\mathbb{E}_{y_j | u_j} \| \hat{\nu}_j \|^2 H = \sum_{a=1}^{q} \sum_{i=h+1}^{\infty} \mathbb{E}_{y_j | u_j} (\delta_{ja}^2).
\]
\[
\begin{align*}
= & \sum_{a=1}^{q} \mu_a(h+1) \sum_{i=h+1}^{\infty} \frac{E_{y_j|u_j} (\tilde{\epsilon}_{ja}^2)}{\mu_a(h+1)} \leq \sum_{a=1}^{q} \mu_a(h+1) \sum_{i=h+1}^{\infty} \frac{E_{y_j|u_j} (\tilde{\epsilon}_{ja}^2)}{\mu_a} \\
= & \sum_{a=1}^{q} \mu_a(h+1) E_{y_j|u_j} \|\Delta_j^a\|^2_{\mathbb{H}_a} \leq \sum_{a=1}^{q} \mu_a(h+1) E_{y_j|u_j} \|\Delta_j^a\|^2_{\mathbb{H}_a} \\
\leq & \mu(h+1)^* \left( \frac{2km}{\lambda_n} + 4\|\nu_0\|^2_{\mathbb{H}} \right),
\end{align*}
\]  
(89)

and also an upper bound for \(E_{y_j|u_j} \|\tilde{\epsilon}_j\|^2_2\):

\[
E_{y_j|u_j} \|\tilde{\epsilon}_j\|^2_2 = \sum_{a=1}^{q} \sum_{i=1}^{\infty} E_{y_j|u_j} (\tilde{\epsilon}_{ja}^2) \\
\leq \sum_{a=1}^{q} \sum_{i=1}^{\infty} E_{y_j|u_j} (\tilde{\epsilon}_{ja}^2) \leq \sum_{a=1}^{q} \mu_a \sum_{i=1}^{\infty} E_{y_j|u_j} \|\Delta_j^a\|^2_{\mathbb{H}_a} \\
\leq \text{Tr}(\rho) \left( \frac{2km}{\lambda_n} + 4\|\nu_0\|^2_{\mathbb{H}} \right),
\]  
(90)

Now we find an upper bound for \(E_{y_j|u_j} \|\tilde{\epsilon}_j\|^2_2\). Define the error vectors

\[
\tilde{v}_{ja} = \sum_{h=h+1}^{\infty} \tilde{\epsilon}_{ja} \varphi_{ah}(u_{ji}),
\]
\[
\tilde{v}_j = (\tilde{v}_{j1}, \ldots, \tilde{v}_{jq})^T \in \mathbb{R}^m, \quad i = 1, \ldots, m, \quad a = 1, \ldots, q,
\]
\[
\tilde{v}_j = (\tilde{v}_{j1}, \ldots, \tilde{v}_{jq})^T \in \mathbb{R}^m.
\]

Now we use an argument similar to the derivation of (63), (64), (65), (71), (72), (73), and (74). Instead of taking the \(E_{y_j|y_j|u_j}\) as in (65), we do not take this expectation and keep the error term \(\epsilon(u_{ji})\) all the way along the derivation. We can obtain the following relation similar to (74):

\[
\left( \frac{1}{m} \Phi_j^T \tilde{Z}_j^T \tilde{Z}_j \Phi_j + \frac{\tau_0^2 \lambda_n}{km} M^{-1} \right) \tilde{\epsilon}_j = -\frac{\tau_0^2 \lambda_n}{km} M^{-1} \xi_0 - \frac{1}{m} \Phi_j^T \tilde{Z}_j^T \tilde{Z}_j \tilde{v}_j + \frac{1}{m} \Phi_j^T \tilde{Z}_j^T \epsilon_j.
\]  
(91)

We use the same \(Q\) matrix as defined in the proof of Lemma 2. Then (91) can be rewritten as

\[
\left\{ I_{qh} + Q^{-1} \Omega^{-1} \left( \frac{1}{m} \Phi_j^T \tilde{Z}_j^T \tilde{Z}_j \Phi_j - \Omega \right) Q^{-1} \right\} Q \tilde{\epsilon}_j \\
= -\frac{\tau_0^2 \lambda_n}{km} Q^{-1} M^{-1} \xi_0 - \frac{1}{m} Q^{-1} \Omega^{-1} \Phi_j^T \tilde{Z}_j^T \tilde{Z}_j \tilde{v}_j + \frac{1}{m} Q^{-1} \Omega^{-1} \Phi_j^T \tilde{Z}_j^T \epsilon_j.
\]  
(92)

On the event \(\mathcal{E}_{j1}\) defined as in (76), using (77) and the fact \(Q \succeq I_{qh}\) (92) imply that

\[
E_{y_j|u_j} \|\tilde{\epsilon}_j\|^2_2 \leq E_{y_j|u_j} \|Q \tilde{\epsilon}_j\|^2_2
\]
where the last inequality follows because \((a + b + c)^2 \leq 3a^2 + 3b^2 + 3c^2\) for any \(a, b, c \in \mathbb{R}\). We bound the three terms on the right hand side of (93). The first term can be bounded similar to the proof of Lemma 2: By Assumption (A.3), we have that

\[
\frac{1}{m} Q^{-1} \Omega^{-1} \Phi_j^T \tilde{Z}_j \tilde{v}_j = \left( M + \frac{\tau_0^2 \lambda_n}{km} \Omega^{-1} \right)^{-1/2} \cdot \frac{1}{m} M^{1/2} \Omega^{-1} \Phi_j^T \tilde{Z}_j \tilde{v}_j. 
\]  

The first term in (94) has bounded matrix operator norm in (81). For the second term in (80), we repeatedly apply Assumptions (A.3) and (A.5) to obtain that

\[
\begin{align*}
\mathbb{E}_{y_j | u_j} \left\| \frac{1}{m} M^{1/2} \Omega^{-1} \Phi_j^T \tilde{Z}_j \tilde{v}_j \right\|^2_2 &
= \frac{C_2^2 \zeta_q^2}{m^2} \mathbb{E}_{y_j | u_j} \sum_{a=1}^q \left( \tilde{Z}_j v_j \right)^T \left( \tilde{Z}_j \Phi_j M_a \Phi_j^T \tilde{Z}_j \right) \left( \tilde{Z}_j v_j \right) \\
&
\leq \frac{C_2^2 \zeta_q^2}{m^2} \mathbb{E}_{y_j | u_j} \sum_{a=1}^q \sum_{g=1}^{\hat{h}} \sum_{\mu_{ag}} \left\{ \sum_{i=1}^m \left| \tilde{Z}_a(u_{ji}) \phi_{ag}(u_{ji}) \tilde{Z}_j v_j \right|_i \right\}^2 \\
&
\leq \frac{C_2^2 \zeta_q^2}{m^2} \mathbb{E}_{y_j | u_j} \sum_{a=1}^q \sum_{g=1}^{\hat{h}} \sum_{\mu_{ag}} \left\{ \sum_{i=1}^m \sum_{b=1}^q \left| \tilde{Z}_b(u_{ji}) \tilde{v}_{j hi} \right|_i \right\}^2 \\
&
\leq \frac{C_2^2 \zeta_q^2}{m^2} \mathbb{E}_{y_j | u_j} \sum_{a=1}^q \sum_{g=1}^{\hat{h}} \sum_{\mu_{ag}} \left\{ \sum_{i=1}^m \sum_{b=1}^q \sum_{h=h+1}^\infty \tilde{\delta}_{j bh} \phi_{bh}(u_{ji}) \right\}^2 \\
&
\leq C_2^2 \zeta_q^2 \mathbb{E}_{y_j | u_j} \sum_{a=1}^q \sum_{g=1}^{\hat{h}} \sum_{\mu_{ag}} \left( \sum_{i=1}^m \sum_{b=1}^q \sum_{h=h+1}^\infty \tilde{\delta}_{j bh} \phi_{bh}(u_{ji}) \right)^2 \\
&
\leq C_2^2 \zeta_q^2 \mathbb{E}_{y_j | u_j} \sum_{a=1}^q \sum_{g=1}^{\hat{h}} \sum_{\mu_{ag}} \left( \sum_{i=1}^m \sum_{b=1}^q \sum_{h=h+1}^\infty \tilde{\delta}_{j bh} \phi_{bh}(u_{ji}) \right)^2 \\
&
\leq C_2^4 \zeta_q^2 \mathbb{E}_{y_j | u_j} \sum_{a=1}^q \sum_{g=1}^{\hat{h}} \sum_{\mu_{ag}} \left( \sum_{i=1}^m \sum_{b=1}^q \sum_{h=h+1}^\infty \tilde{\delta}_{j bh} \phi_{bh}(u_{ji}) \right)^2 \\
&
\leq C_2^4 \zeta_q^2 \mathbb{E}_{y_j | u_j} \sum_{a=1}^q \sum_{g=1}^{\hat{h}} \sum_{\mu_{ag}} \left( \sum_{i=1}^m \sum_{b=1}^q \sum_{h=h+1}^\infty \tilde{\delta}_{j bh} \phi_{bh}(u_{ji}) \right)^2 \\
&
\leq C_2^4 \zeta_q^2 \mathbb{E}_{y_j | u_j} \sum_{a=1}^q \sum_{g=1}^{\hat{h}} \sum_{\mu_{ag}} \left( \sum_{i=1}^m \sum_{b=1}^q \sum_{h=h+1}^\infty \tilde{\delta}_{j bh} \phi_{bh}(u_{ji}) \right)^2 \\
&
\leq C_2^4 \zeta_q^2 \mathbb{E}_{y_j | u_j} \sum_{a=1}^q \sum_{g=1}^{\hat{h}} \sum_{\mu_{ag}} \left( \sum_{i=1}^m \sum_{b=1}^q \sum_{h=h+1}^\infty \tilde{\delta}_{j bh} \phi_{bh}(u_{ji}) \right)^2 \\
&
\leq C_2^4 \zeta_q^2 \mathbb{E}_{y_j | u_j} \sum_{a=1}^q \sum_{g=1}^{\hat{h}} \sum_{\mu_{ag}} \left( \sum_{i=1}^m \sum_{b=1}^q \sum_{h=h+1}^\infty \tilde{\delta}_{j bh} \phi_{bh}(u_{ji}) \right)^2 \\
&
\leq C_2^4 \zeta_q^2 \mathbb{E}_{y_j | u_j} \sum_{a=1}^q \sum_{g=1}^{\hat{h}} \sum_{\mu_{ag}} \left( \sum_{i=1}^m \sum_{b=1}^q \sum_{h=h+1}^\infty \tilde{\delta}_{j bh} \phi_{bh}(u_{ji}) \right)^2
\[
\begin{align*}
(ii) & \leq C_\varphi^4 \tilde{C}_x^4 \tilde{\zeta}_\Omega^{-2} \text{Tr}(\rho) \text{Tr}(\rho, \tilde{h}) \left( \frac{2km}{\lambda_n} + 4\|\nu_0\|_H^2 \right), \\
& \text{(95)}
\end{align*}
\]
where (i) is from the Cauchy-Schwarz inequality and the definition of \text{tr}(C), and (ii) is from the relation (88). Combining (94), (81), and (95) leads to
\[
\begin{align*}
\mathbb{E}_{\eta_j|u_j} \left\| \frac{1}{m} Q^{-1} \Omega^{-1} \Phi_j^T \tilde{Z}_j^* \tilde{\nu}_j \right\|^2_2 & \leq \frac{2km}{\tau_0^2 \lambda_n} C_\varphi^4 \tilde{C}_x^4 \tilde{\zeta}_\Omega^{-2} \text{Tr}(\rho) \text{Tr}(\rho, \tilde{h}) \left( \frac{km}{\lambda_n} + 2\|\nu_0\|_H^2 \right). \\
& \text{(96)}
\end{align*}
\]
For the third term in (93), by Assumptions (A.3) and (A.5), we have that
\[
\begin{align*}
\mathbb{E}_{\eta_j|u_j} \left\| \frac{1}{m} Q^{-1} \Omega^{-1} \Phi_j^T \tilde{Z}_j^* \epsilon_j \right\|^2_2 \\
& \leq \frac{C_\epsilon^2}{m^2} \mathbb{E}_{\eta_j|u_j} \left\{ \epsilon_j^T \tilde{Z}_j \Phi_j \left( I_{n\tilde{h}} + \frac{\tau_0^2 \lambda_n}{km} \Omega^{-1} M^{-1} \right)^{-1} \Phi_j^T \tilde{Z}_j^* \epsilon_j \right\}^2 \\
& \leq \frac{C_\epsilon^2}{m^2} \mathbb{E}_{\eta_j|u_j} \sum_{a=1}^{n} \sum_{i=1}^{k} \left\{ \sum_{h=1}^{\tilde{h}} \frac{\tau_0^2 \lambda_n}{\tau_1 km \mu_{ah}} \right\}^2 \\
& \leq \frac{C_\epsilon^2 \tilde{C}_x^2 \Omega^{-2} q}{m^2} \left( \tau_0^2 \lambda_n / (\tau_1 km), \tilde{h} \right).
\end{align*}
\]
where (i) follows from the independence between \{\epsilon_j, \ldots, \epsilon_{jm}\}. Therefore, we can obtain that
\[
\begin{align*}
\mathbb{E}_{u^*} \mathbb{E}_{u_j} \text{tr} \left( \text{Var}_{\eta_j|u_j} \left[ \mathbb{E}_{\nu_j|\eta_j,u_j} \{ \nu_j^* (u^*) \} \right] \right) \\
& \leq \mathbb{E}_{\eta_j|u_j} \left\| \tilde{\delta}_j^\epsilon \right\|^2_2 + \mathbb{E}_{\eta_j|u_j} \left\| \tilde{\delta}_j^\epsilon \right\|^2_2 \\
& = \mathbb{E}_{\eta_j|u_j} \left\{ \left\| \tilde{\delta}_j^\epsilon \right\|^2_2 \left( E_{j1} \right) \right\} + \mathbb{E}_{\eta_j|u_j} \left\{ \left\| \tilde{\delta}_j^\epsilon \right\|^2_2 \left( E_{j1}^c \right) \right\} + \mathbb{E}_{\eta_j|u_j} \left\| \tilde{\delta}_j^\epsilon \right\|^2_2 \\
& \leq 12 \left\| \frac{\tau_0^2 \lambda_n}{km} Q^{-1} \Omega^{-1} M^{-1} \zeta_\Omega^0 \right\|^2_2 + 12 \mathbb{E}_{\eta_j|u_j} \left\{ \frac{1}{m} Q^{-1} \Omega^{-1} \Phi_j^T \tilde{Z}_j^* \tilde{\nu}_j \right\}_2^2 \\
& + 12 \mathbb{E}_{\eta_j|u_j} \left\{ \frac{1}{m} Q^{-1} \Omega^{-1} \Phi_j^T \tilde{Z}_j^* \epsilon_j \right\}_2^2 + \mu(\tilde{h}+1)^* \left( \frac{2km}{\lambda_n} + 4\|\nu_0\|_H^2 \right) \\
& + \text{Tr}(\rho) \left( \frac{2km}{\lambda_n} + 4\|\nu_0\|_H^2 \right) \mathbb{E}_{u_j} (E_{j1}^c) \\
& \leq 12\frac{\tau_0^2 \lambda_n}{C_\Omega km} \|\nu_0\|_H^2 + \frac{24km}{\tau_0^2 \lambda_n} C_\varphi^4 \tilde{C}_x^4 \tilde{\zeta}_\Omega^{-2} \text{Tr}(\rho) \text{Tr}(\rho, \tilde{h}) \left( \frac{km}{\lambda_n} + 2\|\nu_0\|_H^2 \right) \\
& + 12 \frac{C_\epsilon^2 \tilde{C}_x^2 \Omega^{-2} q}{m} \left( \tau_0^2 \lambda_n / (\tau_1 km), \tilde{h} \right) + 2\mu(\tilde{h}+1)^* \left( \frac{km}{\lambda_n} + 2\|\nu_0\|_H^2 \right)
\end{align*}
\]
45
\[ + 4q\hbar \text{Tr}(\rho) \left( \frac{km}{\lambda_n} + 2\|r_0\|_{\mathbb{H}_1}^2 \right) \exp \left\{ -\frac{m}{8(B^2 + B)} \right\} , \]

where \( B = C^2 \psi Z^2 \zeta^2 \frac{-1}{q} A (\tau_0^2 \lambda_n/(\zeta_0 km), \tilde{h} ) + 1 \), (i) is from (86), (ii) is from (89), (90), and (93), and (iii) is from (79), (96), (97), and Lemma 5. This completes the proof of Lemma 3.

Lemma 4 Suppose that Assumptions (A.1)–(A.6) hold. Then for every \( j = 1, \ldots, k \),

\[ \mathbb{E}_{u*} \mathbb{E}_{y_j, u_j} \text{tr} \left[ \text{Var}_{\nu_j|y_j, u_j} \{ \nu_j(u^*) \} \right] \leq \frac{5\tau_0^2 \lambda_n}{2\zeta_0 km} A (\tau_0^2 \lambda_n/(\zeta_0 km), \tilde{h} ) + \frac{4C^2 km}{\tau_0^2 \lambda_n^2} \text{Tr}(\rho, \tilde{h}) \text{Tr}(\rho) + \lambda_n^{-1} \text{Tr}(\rho, \tilde{h}) \]

\[ + 2\lambda_n^{-1} q\hbar \text{Tr}(\rho) \exp \left\{ -\frac{m}{8(B^2 + B)} \right\} , \]

where \( B = C^2 \psi Z^2 \zeta^2 \frac{-1}{q} A (\tau_0^2 \lambda_n/(\zeta_0 km), \tilde{h} ) + 1. \)

Proof of Lemma 4 For each \( a = 1, \ldots, q \), we have the eigen-decomposition \( \rho_\alpha(u, u') = \sum_{i=1}^\infty \mu_{ah} \varphi_{ah}(u_1) \varphi_{ah}(u_1') \) for \( u, u' \in [0, 1]^d \). This together with the expression of \( \text{Var}_{\nu_j|y_j, u_j} \{ \nu_j(u^*) \} \) in (58) and the orthonormal property of \( \{ \varphi_{ah} \}_{i=1}^\infty \) imply that

\[ \mathbb{E}_{u*} \mathbb{E}_{y_j, u_j} \text{tr} \left[ \text{Var}_{\nu_j|y_j, u_j} \{ \nu_j(u^*) \} \right] \]

\[ = \lambda_n^{-1} \mathbb{E}_{u*} \mathbb{E}_{y_j, u_j} \sum_{a=1}^q \sum_{h=1}^\infty \mu_{ah} \mathbb{E}_{u*} \left\{ \varphi_{ah}(u^*)^2 \right\} \]

\[ - \lambda_n^{-1} \mathbb{E}_{u_j} \sum_{a=1}^q \sum_{m=1}^m \sum_{h=1}^\infty \sum_{i_1=1}^\infty \sum_{i_2=1}^\infty \mu_{ah} \mathbb{E}_{u*} \left\{ \tilde{Z}_{ja} \left( \tilde{Z}_j \tilde{R}_{jj} \tilde{Z}_j^T + \frac{\tau_0^2 \lambda_n}{k} I_m \right)^{-1} \tilde{Z}_{ja} \tilde{R}_{ja}(u^*) \right\} \]

\[ \times \left[ \varphi_{ah}(u_{ji}) \varphi_{ah}(u_{ji'}) \right] \mathbb{E}_{u*} \left\{ \varphi_{ah}(u^*) \right\} \]

\[ = \lambda_n^{-1} \sum_{a=1}^q \sum_{h=1}^\infty \mu_{ah} - \lambda_n^{-1} \mathbb{E}_{u_j} \sum_{a=1}^q \sum_{m=1}^m \sum_{h=1}^\infty \sum_{i_1=1}^\infty \sum_{i_2=1}^\infty \mu_{ah} \mathbb{E}_{u*} \left\{ \varphi_{ah}(u_{ji}) \varphi_{ah}(u_{ji'}) \right\} \]

\[ \times \left\{ \tilde{Z}_{ja} \left( \tilde{Z}_j \tilde{R}_{jj} \tilde{Z}_j^T + \frac{\tau_0^2 \lambda_n}{k} I_m \right)^{-1} \tilde{Z}_{ja} \right\} \]
+ \lambda_n^{-1} \sum_{a=1}^{q} \sum_{h=1}^{\infty} \mu_{ah} - \lambda_n^{-1} \mathbb{E}_{uj} \sum_{a=1}^{m} \sum_{h=1}^{m} \sum_{h=1}^{\infty} \mu_{ah}^2 \varphi_{ah}(u_{ji}) \varphi_{ah}(u_{j'i'})
\times \left\{ \tilde{Z}_{ja}^T \left( \tilde{Z}_j \tilde{R}_{jj} \tilde{Z}_j^T + \frac{\tau_0^2 \lambda_n}{k} I_m \right)^{-1} \tilde{Z}_{ja} \right\}_{ii'}
\leq \lambda_n^{-1} \mathbb{E}_{uj} \sum_{a=1}^{h} \left\{ \mu_{ah} - \mu_{ah}^2 \Phi_{jah}^T \tilde{Z}_{ja} \left( \tilde{Z}_j \tilde{R}_{jj} \tilde{Z}_j^T + \frac{\tau_0^2 \lambda_n}{k} I_m \right)^{-1} \tilde{Z}_{ja} \Phi_{jah} \right\}
+ \lambda_n^{-1} \text{Tr}(\rho, \tilde{h})
= \lambda_n^{-1} \mathbb{E}_{uj} \text{tr} \left\{ M - M \Phi_j^T \tilde{Z}_j^T \left( \tilde{Z}_j \tilde{R}_{jj} \tilde{Z}_j^T + \frac{\tau_0^2 \lambda_n}{k} I_m \right)^{-1} \tilde{Z}_j \Phi_j M \right\} + \lambda_n^{-1} \text{Tr}(\rho, \tilde{h}),
\tag{98}
\end{align*}

where \( \Phi_{jah} \) denotes the \( h \)th column of the matrix \( \Phi_{ja} \) defined in (70), and (i) follows because we dropped the last negative term to make it larger.

If we let
\[
\tilde{M} = M - M \Phi_j^T \tilde{Z}_j^T \left( \tilde{Z}_j \tilde{R}_{jj} \tilde{Z}_j^T + \frac{\tau_0^2 \lambda_n}{k} I_m \right)^{-1} \tilde{Z}_j \Phi_j M,
\]
then (98) has shown that
\[
\mathbb{E}_{\nu^*} \mathbb{E}_{uj, u_j} \left[ \text{Var}_{uj|\nu^*} \left\{ \nu_j(u^*) \right\} \right] \leq \lambda_n^{-1} \mathbb{E}_{uj} \text{tr}(\tilde{M}) + \lambda_n^{-1} \text{Tr}(\rho, \tilde{h}).
\tag{99}
\]

For \( j = 1, \ldots, k, \ a = 1, \ldots, q, \) and \( h = 1, 2, \ldots, \) we define the following matrices
\[
M_a^\dagger = \text{diag} \left\{ \mu_a(h+1), \ldots, \mu_a \infty \right\}, \quad \Phi_j^\dagger = \text{diag} \left\{ M_1^\dagger, \ldots, M_q^\dagger \right\},
\]
\[
\Phi_{jah} = \left\{ \varphi_{ah}(u_{j1}), \ldots, \varphi_{ah}(u_{jm}) \right\}^T,
\]
\[
\Phi_{ja}^\dagger = \left\{ \Phi_{ja(h+1)}, \ldots, \Phi_{ja} \infty \right\}, \quad \Phi_j^\dagger = \text{diag} \left\{ \Phi_{j1}^\dagger, \ldots, \Phi_{jg}^\dagger \right\},
\]
\[
\tilde{R}_{jj}^\dagger = \Phi_j^\dagger M^\dagger \Phi_j^\dagger, \quad \tilde{R}_{jj} = \Phi_j M \Phi_j + \tilde{R}_{jj}^\dagger,
\]
where \( \Phi_j \in \mathbb{R}^{qm \times qh} \) is defined in (70). Then the Woodbury formula (Harville, 1997) and the definition of \( Q \) imply that
\[
\tilde{M} = \left\{ \frac{\tau_0^2 \lambda_n}{km} \right\} M^{-1} + \frac{1}{m} \Phi_j^\dagger \tilde{Z}_j^T \left( \frac{\tau_0^2 \lambda_n}{k} I_m \right)^{-1} \tilde{Z}_j \Phi_j - \Omega \right\}^{-1}
\]
\[
= \frac{\tau_0^2 \lambda_n}{km} Q^{-1} \left\{ I_{qh} + Q^{-1} \Omega^{-1} \left\{ \frac{1}{m} \Phi_j^\dagger \tilde{Z}_j^T \left( \frac{\tau_0^2 \lambda_n}{k} I_m \right)^{-1} \tilde{Z}_j \Phi_j - \Omega \right\} Q^{-1} \right\}^{-1} Q^{-1} \Omega^{-1}.
\tag{100}
\]

For \( j = 1, \ldots, k, \) define the event \( \mathcal{E}_{j2} = \left\{ \frac{k}{\tau_0^2 \lambda_n} \tilde{Z}_j \tilde{R}_{jj} \tilde{Z}_j^T \tilde{Z}_j \leq \frac{1}{4} I_m \right\}. \) Since the matrix \( \tilde{R}_{jj}^\dagger \) is semi-positive definite, we have the relation that
\[
\left\{ \text{tr} \left( \frac{k}{\tau_0^2 \lambda_n} \tilde{Z}_j \tilde{R}_{jj} \tilde{Z}_j^T \tilde{Z}_j \right) \leq \frac{1}{4} \right\} \subseteq \left\{ s_{\max} \left( \frac{k}{\tau_0^2 \lambda_n} \tilde{Z}_j \tilde{R}_{jj} \tilde{Z}_j^T \tilde{Z}_j \right) \leq \frac{1}{4} \right\} \subseteq \mathcal{E}_{j2},
\]
On the event $\mathcal{E}_{j1} \cap \mathcal{E}_{j2}$ (with $\mathcal{E}_{j1}$ defined in (76)), we have that

\[
P_{\mu_{j}}(\mathcal{E}_{j2}) \leq \mathbb{P}_{\mu_{j}} \left\{ \operatorname{tr} \left( \frac{1}{\tau_0 \lambda_{n}} \bar{Z}_{j} \bar{R}_{j}^{\top} \bar{Z}_{j}^{\top} \right) > \frac{1}{4} \right\} \leq 4 \mathbb{E}_{\mu_{j}} \operatorname{tr} \left( \frac{1}{\tau_0 \lambda_{n}} \bar{Z}_{j} \bar{R}_{j}^{\top} \bar{Z}_{j}^{\top} \right) \\
= \frac{4k}{\tau_0 \lambda_{n}} \mathbb{E}_{\mu_{j}} \operatorname{tr} \left( \bar{Z}_{j} \Phi_{j}^{\top} \bar{M} \Phi_{j}^{\top} \bar{Z}_{j}^{\top} \right) \\
= \frac{4k}{\tau_0 \lambda_{n}} \sum_{a=1}^{q} \sum_{h=h+1}^{\infty} \mu_{ah} \mathbb{E}_{\mu_{j}} \left\{ \sum_{i=1}^{m} Z_{q}(u_{ji})^{2} \varphi_{ah}(u_{ji})^{2} \right\} \\
\leq \frac{4	ilde{C}k}{\tau_0 \lambda_{n}} \sum_{a=1}^{q} \sum_{h=h+1}^{\infty} \sum_{i=1}^{m} \mu_{ah} \mathbb{E}_{\mu_{j}} \left\{ \varphi_{ah}(u_{ji})^{2} \right\} \\
= \frac{4	ilde{C}k}{\tau_0 \lambda_{n}} \operatorname{Tr}(\rho, \bar{h}). \quad (101)
\]

On the event $\mathcal{E}_{j1} \cap \mathcal{E}_{j2}$, we have that

\[
I_{qh} + Q^{-1} \Omega^{-1} \left\{ \frac{1}{m} \Phi_{j}^{\top} \bar{Z}_{j} \left( \frac{1}{\tau_0 \lambda_{n}} \bar{Z}_{j} \bar{R}_{j}^{\top} \bar{Z}_{j}^{\top} + I_{m} \right)^{-1} \bar{Z}_{j} \Phi_{j} - \Omega \right\} Q^{-1} \\
\leq I_{qh} + Q^{-1} \Omega^{-1} \left\{ \frac{1}{m} \Phi_{j}^{\top} \bar{Z}_{j} \left( \frac{1}{4} I_{m} + I_{m} \right)^{-1} \bar{Z}_{j} \Phi_{j} - \Omega \right\} Q^{-1} \\
= I_{h} - \frac{1}{5} Q^{-2} + \frac{4}{5} Q^{-1} \Omega^{-1} \left\{ \frac{1}{m} \Phi_{j}^{\top} \bar{Z}_{j} \left( \frac{1}{4} I_{m} + I_{m} \right)^{-1} \bar{Z}_{j} \Phi_{j} - \Omega \right\} Q^{-1} \\
\leq I_{qh} - \frac{1}{5} I_{qh} - \frac{4}{5} \cdot \frac{1}{2} I_{qh} = 2 \frac{1}{5} I_{qh}. \quad (102)
\]

where (i) follows on the event $\mathcal{E}_{j2}$, and (ii) holds on the event $\mathcal{E}_{j1}$ and from the fact $Q^{-2} \leq I_{qh}$. Therefore, from (100) and (102), we can obtain that

\[
\mathbb{E}_{\mu_{j}} \left\{ \operatorname{tr}(\bar{M}) 1(\mathcal{E}_{j1} \cap \mathcal{E}_{j2}) \right\} \leq \mathbb{E}_{\mu_{j}} \left\{ \frac{\tau_{0}^{2} \lambda_{n}}{km} Q^{-1} \cdot \frac{5}{2} I_{qh} \cdot Q^{-1} \Omega^{-1} \right\} \\
= \frac{5\tau_{0}^{2} \lambda_{n}}{2km} \operatorname{tr} \left( Q^{-2} \Omega^{-1} \right) \leq \frac{5\tau_{0}^{2} \lambda_{n}}{2km} \operatorname{tr} \left( \Omega + \frac{\tau_{0}^{2} \lambda_{n}}{km} M^{-1} \right)^{-1} \\
\leq \frac{5\tau_{0}^{2} \lambda_{n}}{2km} \sum_{a=1}^{q} \sum_{h=h+1}^{\infty} \frac{1}{\tau_{0} \lambda_{n}} \operatorname{tr} \left( \frac{\tau_{0}^{2} \lambda_{n}}{km} M_{ahn} \right) = \frac{5\tau_{0}^{2} \lambda_{n}}{2\xi_{q} km} \Lambda \left( \frac{\tau_{0}^{2} \lambda_{n}}{(\xi_{q} km)}, \bar{h} \right). \quad (103)
\]

Therefore, by combining (99), (101), (103), and Lemma 5, we obtain that

\[
\mathbb{E}_{u_{j}} \operatorname{tr} \left[ \operatorname{Var}_{\mu_{j}|u_{j},u_{j}} \left\{ u_{j}^{*} \right\} \right] \\
\leq \lambda_{n}^{-1} \mathbb{E}_{\mu_{j}} \operatorname{tr}(\bar{M}) + \lambda_{n}^{-1} \operatorname{Tr}(\rho, \bar{h}) \\
\leq \lambda_{n}^{-1} \mathbb{E}_{\mu_{j}} \left\{ \operatorname{tr}(\bar{M}) 1(\mathcal{E}_{j1} \cap \mathcal{E}_{j2}) \right\} + \lambda_{n}^{-1} \mathbb{E}_{\mu_{j}} \left\{ \operatorname{tr}(\bar{M}) 1(\mathcal{E}_{j1}^{c}) \right\}
\]
where $B = C_2^2 \tilde{C}_2 \Omega^{-1} q \Lambda \left( \tau_0^2 \lambda_n / (\xi k m), \bar{h} \right) + 1$. This completes the proof of Lemma 4. ■

Lemma 5 For the event $E_{j1}$ defined in (76), the probability of the event $E^c_{j1}$ is upper bounded by

$$\mathbb{P}_{u_j} \left( E^c_{j1} \right) \leq 2 q \bar{h} \exp \left\{ - \frac{m}{8 (B^2 + B)} \right\},$$

where $B = C_2^2 \tilde{C}_2 \Omega^{-1} q \Lambda \left( \tau_0^2 \lambda_n / (\xi k m), \bar{h} \right) + 1$.

Proof [of Lemma 5] For $j = 1, \ldots, k$ and $i = 1, \ldots, m$, let

$$W_{ji} = \left\{ \tilde{Z}_1(u_{ji}) \varphi_{11}(u_{ji}), \ldots, \tilde{Z}_1(u_{ji}) \varphi_{1h}(u_{ji}), \ldots, \tilde{Z}_q(u_{ji}) \varphi_{q1}(u_{ji}), \ldots, \tilde{Z}_q(u_{ji}) \varphi_{qh}(u_{ji}) \right\}^\top \in \mathbb{R}^{q \bar{h}},$$

similar to $W(u)$ in Assumption (A.5). With some linear algebra, the matrix in the definition (76) can be rewritten as

$$Q^{-1} \Omega^{-1} \left( \frac{1}{m} \Phi_j^\top \tilde{Z}_j \Phi_j - \Omega \right) Q^{-1} = Q^{-1} \Omega^{-1} \left( \frac{1}{m} \sum_{i=1}^m W_{ji} W_{ji}^\top - \Omega \right) Q^{-1}$$

$$= \frac{1}{m} \sum_{i=1}^m Q^{-1} \Omega^{-1} \left( W_{ji} W_{ji}^\top - \Omega \right) Q^{-1}. \quad (105)$$

Using Assumptions (A.3), (A.5), and the fact that $Q \succeq I_{q \bar{h}}$, we can obtain that for every $j = 1, \ldots, k$ and $i = 1, \ldots, m,$

$$\left\| Q^{-1} \Omega^{-1} \left( W_{ji} W_{ji}^\top - \Omega \right) Q^{-1} \right\| \leq \left\| Q^{-1} \Omega^{-1} W_{ji} W_{ji}^\top Q^{-1} \right\| + \left\| Q^{-2} \right\|$$

$$\leq W_{ji}^\top Q^{-2} \Omega^{-1} W_{ji} + 1$$

$$\leq W_{ji}^\top \left( \Omega + \frac{\tau_0^2 \lambda_n}{km} M^{-1} \right)^{-1} W_{ji} + 1$$
\[
\begin{align*}
&\leq \varepsilon_{\alpha_1}^{-1} \sum_{a=1}^{q} \sum_{h=1}^{\bar{h}} \frac{\mu_{ah}}{\mu_{ah} + \frac{\tau_0^2 \lambda_n}{\varepsilon_0 \Omega}} Z_a (u_{ji})^2 \varphi_{ah} (u_{ji})^2 + 1 \\
&\leq C_2^2 \bar{c}_Z^{2 \varepsilon_{\alpha_1}^{-1}} q\Lambda \left( \frac{\tau_0^2 \lambda_n}{\varepsilon_0 \Omega} \right) + 1 \equiv B. \quad (106)
\end{align*}
\]
Furthermore,
\[
\begin{align*}
\left\| \left\{ Q^{-1} \Omega^{-1} \left( W_{ji} W_{ji}^T - \Omega \right) Q^{-1} \right\}^2 \right\|
&\leq \left\| Q^{-1} \Omega^{-1} \left( W_{ji} W_{ji}^T - \Omega \right) Q^{-1} \right\|^2 \leq B^2. \quad (107)
\end{align*}
\]
Now from (105), (106) and (107), we apply the matrix Bernstein inequality (Theorem 6.1.1 of Tropp 2015) to the sequence of \( \left\{ Q^{-1} \Omega^{-1} \left( W_{ji} W_{ji}^T - \Omega \right) Q^{-1} \right\}^m \) to obtain that
\[
\begin{align*}
\mathbb{P}_{u_j} \left( \mathcal{E}^c_{j_i} \right) &= \mathbb{P}_{u_j} \left( \left\| Q^{-1} \Omega^{-1} \left( \frac{1}{m} \Phi_j^T \bar{Z}_j \Phi_j - \Omega \right) Q^{-1} \right\| > 1/2 \right) \\
&\leq \mathbb{P}_{u_j} \left( \left\| \frac{1}{m} \sum_{i=1}^{m} Q^{-1} \Omega^{-1} \left( W_{ji} W_{ji}^T - \Omega \right) Q^{-1} \right\| > 1/2 \right) \\
&\leq 2q\bar{h} \exp \left\{ - \frac{(m/2)^2 / 2}{mB^2 + mB/6} \right\} \\
&\leq 2q\bar{h} \exp \left\{ - \frac{m}{8(B^2 + B)} \right\},
\end{align*}
\]
which completes the proof. \( \square \)

**Proof** [of Theorem 1] We prove part (i) and part (ii), respectively. We simplify the upper bounds in Lemmas 2, 3, and 4 with the choice \( \lambda_n = 1 \) and \( \lambda_n \asymp n^{-(2v)/(2v+d)} \).

(i) With \( \lambda_n = 1 \), we first derive a bound for the quantity \( \Lambda(\tau_0^2 \lambda_n/(ckm), \bar{h}) \) for a generic constant \( c > 0 \) (which will be replaced by \( \tau_0 \) and \( \varepsilon_0 \Omega \) in the upper bounds in Lemmas 2, 3, and 4). Using Assumption (A.3), there exists some constant \( c_\mu > 0 \) such that \( \mu_i \leq c_\mu i^{-2v/d} \) for \( i = 1, 2, \ldots \). Therefore, given the fact that \( 2v > d \), we have that if \( \lambda_n = 1 \),
\[
\begin{align*}
\Lambda(\tau_0^2 \lambda_n/(ckm), \bar{h}) &\leq \sum_{h=1}^{\infty} \left( 1 + \frac{\tau_0^2}{ckm \mu_{hs}} \right)^{-1} \leq \sum_{h=1}^{\infty} \left( 1 + \frac{c_\mu c_2 \tau_0^2 \bar{h}^{2v/d}}{cn} \right)^{-1} \\
&\leq \sum_{h \leq n^{d/(2v)}} \left( 1 + \frac{c_\mu c_2 \tau_0^2 \bar{h}^{2v/d}}{cn} \right)^{-1} + \sum_{h > n^{d/(2v)}} \left( 1 + \frac{c_\mu c_2 \tau_0^2 \bar{h}^{2v/d}}{cn} \right)^{-1} \\
&\leq n^{d/(2v)} + \sum_{h > n^{d/(2v)}} \left( \frac{c_\mu c_2 \tau_0^2 \bar{h}^{2v/d}}{cn} \right)^{-1} \\
&\leq n^{d/(2v)} + \left( \frac{c_\mu c_2 \tau_0^2 \bar{h}^{2v/d}}{cn} \right)^{-1} \sum_{h > n^{d/(2v)}} \int_{h}^{h+1} x^{-2v/d} dx.
\end{align*}
\]
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\[ \leq n^{d/(2v)} + \left( \frac{c_\mu c_2 \tau_0^2}{cn} \right)^{-1} n^{-\frac{d}{2v}} \left( \frac{2v}{d} - 1 \right) \]
\[ \asymp n^{d/(2v)} + n^{1 - \frac{2v - d}{2v}} \]
\[ \asymp n^{d/(2v)}. \]  

(108)

Given the condition \( m \gtrsim n^{(d/v)+\eta} \), in the exponent of (104), we have

\[ \frac{m}{8(B^2 + B)} \asymp \frac{m}{\Lambda(\tau_0^2 \lambda_n/(\sigma \Omega km), h)^2} \gtrsim \frac{n^{(d/v)+\eta}}{n^{d/v}} = n^\eta. \]

This implies that for some positive constant \( c' > 0 \),

\[ \exp \left\{ -\frac{m}{8(B^2 + B)} \right\} \leq \exp(-c'n^\eta). \]  

(109)

With the choice \( \bar{h} = \lceil n^{3d/(2v-d)} \rceil \), we have that

\[ \text{Tr}(\rho, \bar{h}) = q \sum_{a=1}^{q} \sum_{h \geq \bar{h}} \mu_{ah} \leq q \sum_{h \geq \bar{h}} c_\mu h^{-2v/d} \]
\[ \leq q c_\mu \sum_{h \geq \bar{h}} \int_{h}^{h+1} x^{-2v/d} dx \leq c_\mu \int_{n^{3d/(2v-d)}}^{\infty} x^{-2v/d} dx \]
\[ = qc_\mu n^{-\frac{3d}{2v-d} - \frac{2v-d}{d}} \asymp n^{-3}. \]  

(110)

Note that Assumption (A.3) (ii) and Assumption (A.4) imply that \( \text{Tr}(\rho) = O(1) \) and \( \|\nu_0\|_\Xi = O(1) \). Using the orders in (108), (109), and (110), the order of the upper bound in Lemma 2 can be quantified as

\[ \frac{4}{k^2} \sum_{j=1}^{k} \mathbb{E}_{u^*} \mathbb{E}_{u_j} \left\| \mathbb{E}_{\nu_j, y_j|u_j} \{ \nu_j(u^*) \} - \nu_0(u^*) \right\|_2^2 \]
\[ \lesssim n^{-1} + n \cdot n^{-3} + n^{-3} + n^{[3d/(2v-d)]} \cdot \exp(-c'n^\eta) \]
\[ \lesssim n^{-1}. \]  

(111)

Similarly, the order of the upper bound in Lemma 3 can be quantified as

\[ \frac{4}{k^2} \sum_{j=1}^{k} \mathbb{E}_{u^*} \mathbb{E}_{u_j} \text{tr} \left( \text{Var}_{y_j|u_j} \left[ \mathbb{E}_{\nu_j|y_j, u_j} \{ \nu_j(u^*) \} \right] \right) \]
\[ \lesssim \frac{1}{kn} + \frac{n}{k} \cdot n^{-3} \cdot (n+1) \]
\[ + \frac{1}{km} \cdot n^{d/(2v)} + \frac{1}{k} \cdot n^{-3} \cdot (n+1) \]
\[ + \frac{1}{k} \cdot n^{[3d/(2v-d)]} \cdot (n+1) \cdot \exp(-c'n^\eta) \]
\[ \lesssim k^{-1} n^{-1} + n^{(2v-d)/(2v)} + k^{-1} n^{-2} + k^{-1} n^{[3d/(2v-d)]+1} \cdot \exp(-c'n^\eta) \]
where the last step follows because $\lambda \approx n^{-(2v-d)/(2v)}$.  

The order of the upper bound in Lemma 4 can be quantified as

$$\frac{1}{k} \sum_{j=1}^{k} E_{u^*} E_{y_j u_j} \text{tr}\left\{ \text{Var}_{y_j | y_j, u_j} \{ \nu_j(u^*) \} \right\} \leq n^{-1} \cdot n^{d/(2v)} + (n + 1) \cdot n^{-3} + n^{3d/(2v-d)} \cdot \exp(-c'n^\eta)$$

Finally, we combine (111), (112), (113), (49), and (54) to obtain that

$$\mathbb{L}(\Pi) \approx n^{-1} + n^{-(2v-d)/(2v)} + n^{-(2v-d)/(2v)} + n^{-1} \leq n^{-(2v-d)/(2v)}.$$ 

The rate for $\bar{w}(\cdot)$ follows trivially from the inequality

$$|\bar{w}(u^*) - w_0(u^*)| = |Z(u^*)\tilde{\beta}(u^*) - Z(u^*)\beta_0(u^*)| \leq C_Z \|\tilde{\beta}(u^*) - \beta_0(u^*)\|_2.$$ 

This proves the conclusion of Theorem 1 (i).

(ii) When $\lambda_n \asymp n^{d/(2v+d)}$, similar to part (i), we first derive a bound for the quantity $\Lambda_n(\tau_0^2 \lambda_n/(ckm), \bar{h})$ with $c > 0$ being a generic constant. Using Assumption (A.3), there exists some constant $c_\mu > 0$ such that $\mu_j \leq c_\mu d^{-2v/d}$. Therefore, we have that

$$\Lambda(\tau_0^2 \lambda_n/(km), \bar{h}) \leq \sum_{h=1}^{\infty} \left( 1 + \frac{\tau_0^2 \lambda_n}{ckm\mu_h} \right)^{-1} \leq \sum_{h=1}^{\infty} \left( 1 + \frac{c_\mu c_2 \tau_0^2 \lambda_n h^{2v/d}}{cn h^{2v/d}} \right)^{-1}$$

$$\leq \sum_{h \leq n^{d/(2v+d)}} \left( 1 + \frac{c_\mu c_2 \tau_0^2 \lambda_n h^{2v/d}}{n} \right)^{-1} + \sum_{h > n^{d/(2v+d)}} \left( 1 + \frac{c_\mu c_2 \tau_0^2 \lambda_n h^{2v/d}}{cn h^{2v/d}} \right)^{-1}$$

$$\leq n^{d/(2v+d)} + \sum_{h > n^{d/(2v+d)}} \left( \frac{c_\mu c_2 \tau_0^2 \lambda_n}{cn} \right)^{-1} \sum_{h > n^{d/(2v+d)}} \int_h^{h+1} x^{-2v/d} dx$$

$$\leq n^{d/(2v+d)} + \left( \frac{c_\mu c_2 \tau_0^2 \lambda_n}{cn} \right)^{-1} \sum_{h > n^{d/(2v+d)}} \left( \frac{d}{2v+d} \right)^{2v/(d+1)}$$

$$\asymp n^{d/(2v+d)} + \lambda^{-1}_n n^{-\frac{2v-d}{2v+d}},$$

where the last step follows because $\lambda_n \asymp n^{d/(2v+d)}$.

Given our condition $m \gtrsim n^{2d/(2v+d)+\eta}$, in the exponent of (104), we have

$$\frac{m}{8(B^2 + B)} \asymp \frac{m}{\Lambda(\tau_0^2 \lambda_n/(ckm), \bar{h})^2} \gtrsim \frac{n^{2d/(2v+d)+\eta}}{n^{2d/(2v+d)}} = n^\eta.$$
This implies that for some positive constant $c' > 0$,
\[
\exp\left\{ \frac{m}{8(B^2 + B)} \right\} \leq \exp(-c'n^\eta). \tag{115}
\]

With the choice $\bar{h} = [n^{3d/(2v-d)}]$, $\text{Tr}(\rho, \bar{h})$ is upper bounded by $n^{-3}$ as in (110).

Using the orders in (114), (115), and (110), the order of the upper bound in Lemma 2 can be quantified as
\[
\frac{4}{k^2} \sum_{j=1}^{k} \mathbb{E}_{u^*} \mathbb{E}_{y_j} \left\| \mathbb{E}_{\nu_{j,y_j} | y_j} \{ \nu_j(u^*) \} - \nu_0(u^*) \right\|_2^2 \leq \frac{n^{d/(2v+d)}}{kn} + \frac{n}{k n^{d/(2v+d)}} \cdot n^{-3} + \frac{n}{n^{d/(2v+d)}} + 1 \cdot \exp(-c'n^\eta)
\]
\[
\leq n^{-2v/(2v+d)}. \tag{116}
\]

Similarly, the order of the upper bound in Lemma 3 can be quantified as
\[
\frac{4}{k} \sum_{j=1}^{k} \mathbb{E}_{u^*} \mathbb{E}_{y_j} \text{tr} \left( \mathbb{V}_{y_j | y_j} \left[ \mathbb{E}_{\nu_{j,y_j} | y_j} \{ \nu_j(u^*) \} \right] \right) \leq \frac{n^{d/(2v+d)}}{kn} + \frac{n}{k n^{d/(2v+d)}} \cdot n^{-3} + \frac{n}{n^{d/(2v+d)}} + 1 \cdot \exp(-c'n^\eta)
\]
\[
\leq k^{-1}n^{-2v/(2v+d)} + k^{-1}n^{4v/(2v+d)-3} + n^{-2v/(2v+d)} + k^{-1}n^{2v/(2v+d)-3} + k^{-1}n^{3v/(2v-d)} + 2v/(2v+d) \cdot \exp(-c'n^\eta)
\]
\[
\leq n^{-2v/(2v+d)}. \tag{117}
\]

The order of the upper bound in Lemma 4 can be quantified as
\[
\bar{\eta} \sum_{j=1}^{k} \mathbb{E}_{u^*} \mathbb{E}_{y_j,u_j} \text{tr} \left( \mathbb{V}_{y_j | y_j} \{ \nu_j(u^*) \} \right) \leq \frac{1}{n} \cdot n^{d/(2v+d)} + \left( n \cdot n^{-2d/(2v+d)} + n^{-d/(2v+d)} \right) \cdot n^{-3}
\]
\[
+ n^{-d/(2v+d)} + n^{-d/(2v+d)} \cdot n^{3d/(2v-d)} \cdot \exp(-c'n^\eta)
\]
\[
\leq n^{-2v/(2v+d)}. \tag{118}
\]

Finally, we combine (116), (117), and (118), (49), and (54) to obtain that
\[
\mathbb{L}(\Pi) \leq n^{-2v/(2v+d)} + n^{-2v/(2v+d)} + n^{-2v/(2v+d)} + n^{-1} \leq n^{-2v/(2v+d)}.
\]

The rate for $\pi(\cdot)$ follows similarly. This proves the conclusion of Theorem 1 part (ii).
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