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Abstract—Reconfigurable intelligent surface (RIS) has emerged as a cost-effective and energy-efficient technique for 6G. By adjusting the phase shifts of passive reflecting elements, RIS is capable of suppressing the interference and combining the desired signals constructively at receivers, thereby significantly enhancing the performance of communication systems. In this paper, we consider a green multi-user multi-antenna cellular network, where multiple RISs are deployed to provide energy-efficient communication service to end users. We jointly optimize the phase shifts of RISs, beamforming of the base stations, and the active RIS set with the aim of minimizing the power consumption of the base station (BS) and RISs subject to the quality of service (QoS) constraints of users and the transmit power constraint of the BS. However, the problem is mixed combinatorial and non-convex, and there is a potential infeasibility issue when the QoS constraints cannot be guaranteed by all users. To deal with the infeasibility issue, we further investigate a user admission control problem to jointly optimize the transmit beamforming, RIS phase shifts, and the admitted user set. A unified alternating optimization (AO) framework is then proposed to solve both the power minimization and user admission control problems. Specifically, we first decompose the original non-convex problem into several rank-one constrained optimization subproblems via matrix lifting. A difference-of-convex (DC) algorithm is then developed to solve each decomposed subproblem. The proposed AO framework efficiently minimizes the power consumption of wireless networks as well as user admission control when the QoS constraints cannot be guaranteed by all users. To further address the complexity-sensitive issue for practical implementation, we propose an alternative low-complexity beamforming and RISs phase shifts design algorithm based on zero-forcing (ZF) to enable the green cellular networks.
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I. INTRODUCTION

In recent years, reconfigurable intelligent surface (RIS) has emerged as a promising technique for 6G [11]–[13]. In particular, RIS is a two-dimensional meta-surface consisting of a large number of passive reflecting elements with reconfigurable phase shifts, each of which can be dynamically adjusted by a software controller [5], [6]. Due to the thin films form, RIS can be deployed onto the walls of high-rise buildings with a low deployment cost, which makes it easy to be integrated into wireless communications [7]–[10]. RIS fundamentally changes the electromagnetic wave propagation and offers a high quality of service (QoS) for users in cellular networks [11]. By jointly optimizing the beamforming vectors of the base station (BS) and the phase shifts of RIS, the RIS-assisted wireless network is capable of improving the signal propagation conditions [12], enhancing the spectral efficiency [13], [14], and reducing the power consumption [15], [16]. To ensure green and sustainable wireless networks, energy efficiency is a key metric in 6G networks [17]. RIS is regarded as a promising approach to improve the energy efficiency in 6G. Thanks to its passive reflecting elements, RIS forwards the incoming signal without employing any power amplifier. The power consumption of RIS is therefore much lower than traditional methods such as amplify and forward (AF) relays and backscatter communications [18].

A number of efforts have been devoted to improve the power efficiency of wireless communication based on RIS. In [19], the authors designed a task selection strategy and leveraged a RIS to reduce the overall power consumption in green edge interference networks. The authors in [20] investigated the hardware impairments in RIS-assisted multiple-input single-output (MISO) broadcast channels (BC), and derived a closed-form solution for maximizing the energy efficiency. However, both [19] and [20] only considered the power consumption of the BS. Due to the hardware static power consumption of the RISs introduced by phase shifts adjusting, the power consumption of RIS should also be considered when maximizing the energy efficiency of networks, e.g., considering both the power consumption of the BS and that of all RISs. In addition to the limitation of the power consumption model, [19] and [20] only deployed one RIS in the considered networks. Moving to the power consumption of multiple RISs, the authors in [21] leveraged multiple RISs to maximize the received power for downlink point-to-point millimeter wave communications.
The authors in [22] investigated the RIS selection problem by taking the power consumption of RISs into consideration. In [23], the authors studied the power minimization problem by jointly optimizing the transmit beamforming at the BS and multi-RIS selection. These works dynamically controlled the on-off status of each RIS as well as optimized the RIS phase shifts of the active RISs in order to maximize the network energy efficiency.

All the above works [15, 19–23] for green cellular networks, however, do not consider the infeasibility issue when the QoS constraints cannot be satisfied by all users. User admission control is a powerful solution to address the infeasibility problem by selecting a subset of users for communication. In [24], the authors proposed two computationally efficient algorithms to jointly optimize the multi-user transmit beamforming and the active user set. By employing a sparse optimization framework, the authors in [25] considered the network power minimization and user scheduling with multicast beamforming. In [26], the authors dealt with the admission control problem by converting the problem into its dual downlink form and then reformulating the problem as a sparsity-maximization problem. The aforementioned studies [24, 26] only focused on the user admission control problem for conventional multi-user transmission without RIS. For RIS-assisted user admission control, the author in [27] considered maximizing the number of users that can be served with certain QoS requirements by optimizing the transmit beamforming and phase shifts of RIS. However, the work in [27] only considered one RIS, which did not enjoy the degree of freedom by controlling the on-off status of multiple RISs. To the best of our knowledge, this is the first work that jointly considers RIS scheduling and user admission control to minimize the power consumption of the BS and RISs in a multi-RIS assisted multi-user MISO BC. All the existing works do not address the infeasibility issue when the QoS constraints of users are not satisfied in RIS empowered wireless networks.

A. Contributions

In Table I we summarize the existing works for RIS-assisted green cellular networks, and illustrate our major contributions. In this work, motivated by the limitation of the existing works, we fill in the research gap and deal with the infeasibility issue by jointly considering the power control and user admission control problems in order to guarantee the feasibility of the QoS constraints for all users as well as the transmit power constraint. A unified optimization framework is proposed to jointly optimize the beamforming design of the BS, the phase shifts of RISs, as well as the active RIS/user set. The major contributions of this work are summarized as follows:

- We consider a MISO BC with multiple RISs and multiple users. We first formulate the joint transmit beamforming vectors, active RIS set, and phase shifts of RISs optimization problem to minimize the power consumption of the BS and RISs subject to the QoS constraints of users and the transmit power constraint of the BS. As the problem would encounter the infeasibility issue when the QoS constraints cannot be guaranteed by all users for a given power constraint of the BS, we then propose to solve a user admission control problem to address such an issue. Specifically, we formulate a joint transmit beamforming, RIS phase shifts, and admitted user set optimization problem to maximize the number of users that can be served under the QoS constraint of each admitted user and the transmit power constraint.

- In order to minimize the network power consumption, we design an alternating optimization (AO) framework to iteratively optimize the transmit beamforming vectors, active RIS set, and phase shifts of RISs. In particular, we first decompose the original bi-quadratically constrained quadratic power minimization problem into two subproblems with non-convex quadratic constraints, i.e., a convex subproblem for transmit beamforming design, and a mixed combinatorial optimization subproblem for the joint optimization of the active RIS set and phase shifts of RISs. The former is solved optimally while the latter is solved by the proposed low-complexity difference-of-convex (DC) programming framework.

- Besides, we propose a low-complexity zero-forcing (ZF)-based algorithm to design the transmit beamforming vectors and the phase shifts of RISs. With a much lower computational complexity than the DC-based algorithm, the proposed ZF-based algorithm acts as an alternative approach in some practical delay-sensitive scenarios.

We conduct extensive simulations to evaluate the effectiveness of the proposed algorithms. Simulation results show that the proposed approaches successfully address the aforementioned infeasibility issue, and outperform the existing convex approximation approaches in terms of network power efficiency and user transmission rate in various simulation settings.

B. Organization and Notations

Organization: The remainder of the paper is organized as follows. Section II presents the system model and problem formulation. Section III and IV respectively specify the proposed optimization framework for the network power minimization and user admission control. Simulation results are shown in Section V. Finally, Section VI concludes the paper.

Notations: The symbol $E(\cdot)$ denotes the statistical expectation and $\mathbb{R}^+$ denotes the non-negative real domain. The complex normal distribution is denoted as $\mathcal{CN}(\mu, \sigma^2)$. The symbol $|\cdot|$, $\|\cdot\|$ and $\|\cdot\|_0$ denote the modulus, spectral norm and $l_0$ norm of a vector. The transpose, conjugate transpose, trace operator, rank operator, Moore-Penrose pseudoinverse and diagonal matrix are denoted as $(\cdot)^T$, $(\cdot)^H$, $\text{Tr}(\cdot)$, $\text{Rank}(\cdot)$, $|\cdot|^\dagger$ and $\text{diag}(\cdot)$ respectively. Notation $[x]_{(1:N)}$ denotes the first $N$ elements of vector $x$. The identity matrix is denoted by $I$. The symbol $\text{card}(\cdot)$ represents the cardinality of a given set. The symbol $\partial(\cdot)$ denotes the subgradient operation, and $\langle X, Y \rangle$ is the inner product of matrices $X$ and $Y$. Finally, $\Re(\cdot)$ denotes the real part of a complex number.
II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we first introduce the system model of a multi-RIS-assisted multi-user MISO downlink cellular network. Then, we present the problem formulation of the network power minimization and user admission control.

A. System Model

We consider a downlink transmission model consisting of one $M$-antenna BS, $K$ single-antenna users, and $L$ distributed RISs. In particular, the RISs are deployed to enhance the communication between the BS and users. The users and RISs are respectively indexed by $\mathcal{K} = \{1, 2, \ldots, K\}$ and $\mathcal{L} = \{1, 2, \ldots, L\}$.

Let $s_k \in \mathbb{C}$ and $w_k \in \mathbb{C}^{M \times 1}$ denote the corresponding transmit symbol and beamforming vector at the BS for users $k$, respectively. The signal transmitted by the BS is expressed as

$$x = \sum_{k \in \mathcal{K}} w_k s_k. \quad (1)$$

Assume that user symbols $\{s_k|k \in \mathcal{K}\}$ are user-independent and the transmit power of the BS is constrained by

$$\sum_{k \in \mathcal{K}} \|w_k\|^2 \leq P_{\text{max}}. \quad (2)$$

On-off RIS control is considered in this work. In particular, the power consumed by the active RISs is considered as part of the network power consumption, while an inactive RIS is switched off without consuming any power. A detailed power consumption model is specified in Subsection II-B. To minimize the network power consumption, we propose to dynamically switch off some RISs while satisfying the QoS requirements of all users. Let $\mathcal{A} \subseteq \mathcal{L}$ and $\mathcal{Z} \subseteq \mathcal{L}$ be the index set of active and inactive RISs, respectively (note that $\mathcal{A} \cup \mathcal{Z} = \mathcal{L}$). For an active RIS $l \in \mathcal{A}$, the phase-shift matrix can be optimized through a diagonal matrix $\Theta_l = \text{diag}(\theta_{1,l}, \theta_{2,l}, \ldots, \theta_{N_l,l}) \in \mathbb{C}^{N_l \times N_l}$, where $\theta_{n,l} \in \mathbb{C}$ denotes the reflection coefficient of passive element $n$ equipped on RIS $l$ with $n \in N_l = \{1, 2, \ldots, N_l\}$.

Let $h_{d,k} \in \mathbb{C}^{M \times 1}$, $t_l \in \mathbb{C}^{N_l \times M}$, $h_{l,k} \in \mathbb{C}^{N_l \times 1}$, $\forall l \in \mathcal{L}, \forall k \in \mathcal{K}$ denote the channel responses from the BS to user $k$, from the BS to RIS $l$, and from RIS $l$ to user $k$, respectively. Although it is generally difficult to obtain perfect CSI, various efficient channel estimation methods proposed for RIS-assisted wireless networks can be adopted to provide accurate CSI of the channels, e.g., the alternating least squares method [28] and the compressive-sensing based method [29]. Meanwhile, imperfect CSI in RIS-assisted networks has been widely studied, and the influence of CSI imperfection has been widely known from current literature [30]–[32]. Such observation also holds for the system model considered in this work. With the assistance of active RISs in set $\mathcal{A}$, the received signal $y_k \in \mathbb{C}$ at user $k$ is given as

$$y_k = \left(\sum_{l \in \mathcal{A}} h_{l,k}^H t_l + h_{d,k}^H\right) w_k + z_k, \forall k \in \mathcal{K}, \quad (3)$$

where $z_k \sim \mathcal{CN}(0, \sigma_z^2)$ is the additive white Gaussian noise (AWGN) at user $k$. Due to the severe path loss, the power of the signals that are reflected by the RIS with two or more times is assumed to be negligible [33].

We assume user-independent detection. Based on (1) and (3), the achievable signal-to-interference-plus-noise ratio (SINR) $\gamma_k$ for user $k$ is computed as

$$\gamma_k(\mathcal{A}, w_k, \{\Theta_l\}) = \left(\frac{\left(\sum_{l \in \mathcal{A}} h_{l,k}^H \Theta_l t_l + h_{d,k}^H\right) w_k}{\sum_{j \neq k} \left(\sum_{l \in \mathcal{A}} h_{l,k}^H \Theta_l t_l + h_{d,k}^H\right) w_j^2 + \sigma_k^2}\right)^2. \quad (4)$$

Each user $k$ in $\mathcal{K}$ has the following QoS constraint

$$\gamma_k(\mathcal{A}, w_k, \{\Theta_l\}) \geq \gamma_k^{\text{th}}, \forall k \in \mathcal{K}, \quad (5)$$

where $\gamma_k^{\text{th}}$ denotes the SINR threshold of $s_k$.

B. Power Consumption Model

The power consumption introduced by active RISs cannot be simply ignored since they are usually densely deployed and each has a hardware static power consumption. Therefore, to design a power-efficient transmission network, we consider the following network power consumption model which takes the power consumption of both the BS and RISs into account. Specifically, the network power consumption of the considered multi-RIS-assisted system includes the transmit power of the BS, the total hardware static power consumption of the BS, and the total hardware static power consumption of all active RISs. We consider an empirical linear power consumption of the total cellular network, which is given by

$$P_{\text{total}}(\mathcal{A}, \{w_k\}) = \sum_{k \in \mathcal{K}} \frac{1}{\eta} \|w_k\|^2 + P_{\text{static}} + \sum_{l \in \mathcal{L}} P_{\text{RIS}}(N_l), \quad (6)$$

| Work | Optimization problem | Optimization variables | Number of RISs |
|------|----------------------|------------------------|---------------|
| [19] | ✓                    | ✓ ✓ ✓ ✓ ✕ ✕ ✓           | Single        |
| [20] | ✓                    | ✓ ✓ ✓ ✓ ✕ ✕ ✓           | Single        |
| [21] | ✓                    | ✓ ✓ ✓ ✓ ✕ ✕ ✓           | Multiple      |
| [22] | ✓                    | ✓ ✓ ✓ ✓ ✕ ✕ ✓           | Multiple      |
| [23] | ✕ ✓ ✕ ✓ ✓ ✕ ✕ ✓       | ✕ ✕ ✕ ✕ ✓               | Zero          |
| [24] | ✓ ✕ ✓ ✓ ✓ ✕ ✕ ✓       | ✕ ✕ ✕ ✕ ✓               | Zero          |
| [25] | ✓ ✓ ✓ ✓ ✓ ✓ ✕       | ✓ ✓ ✓ ✓ ✓ ✓ ✕          | Single        |
| [26] | ✓ ✓ ✓ ✓ ✓ ☑       | ✓ ✓ ✓ ✓ ✓ ☑            | Multiple      |

TABLE I: Survey of existing works for green cellular network.
where $\eta$ is the drain efficiency of the radio frequency power amplifier at the BS with a typical value as 60% [15]. $P_{\text{static}}$ is the total static power consumption of the BS and RISs (e.g., power consumption of the master control board and drive circuits of RIS [34]), and $P_{\text{RIS}}(N_l)$ is the total power consumption of the elements in RIS $l$, where $N_l$ represents the number of elements in RIS $l$. Note that the power consumption of RISs is mainly due to the tuning of the RIS reflecting elements. The power consumption of RIS $l$ can be expressed as $P_{\text{RIS}}(N_l) = N_l P_{\text{RE}}, \forall l \in \mathcal{A}$, where $P_{\text{RE}}$ denotes the power consumption of each phase shift.

Since the static power consumption of the BS and RISs $P_{\text{static}}$ is constant and does not vary with the optimization variables, we can convert the network power consumption $P(\mathcal{A}, \{w_k\})$ in (6) to the following simplified model

$$P(\mathcal{A}, \{w_k\}) = \sum_{k \in K} \frac{1}{\eta} \|w_k\|^2 + \sum_{l \in \mathcal{A}} P_{\text{RIS}}(N_l).$$

Note that some limitations of power amplifier (PA) in RIS-assisted wireless networks need to be addressed. Due to the nonlinear property of PA, there exists a nonlinear operation region where the amplification gain is nonlinear but the phase is almost perfectly preserved. Therefore, the amplifier should be properly deployed with the power of the attenuated incident signal in its linear operation region [35]. Besides, some distortion reduction techniques (e.g., digital pre-distortion [36]) can be employed for practical implementations.

C. Network Power Minimization Problem

Given the considered system model in (2), (5) and (7), we aim at jointly optimizing the set of active RISs $\mathcal{A}$, the transmit beamformers $\{w_k\}$, and the reflection coefficient matrix of the active RISs $\{\Theta_l\}$ to minimize the total network power consumption $P(\mathcal{A}, \{w_k\})$, under the minimum QoS constraints of all users and the transmit power constraint of the BS. The formulated power minimization problem is given as

$$\mathcal{P} : \text{minimize } P(\mathcal{A}, \{w_k\}) \quad (8a)$$

subject to

$$\gamma_k(\mathcal{A}, w_k, \{\Theta_l\}) \geq \gamma^\text{th}_k, \forall k \in \mathcal{K}, \quad (8b)$$

$$\sum_{k \in \mathcal{K}} \|w_k\|^2 \leq P_{\text{max}}, \quad (8c)$$

$$|\theta_{l,n}| = 1, \forall l \in \mathcal{L}, \forall n \in N_l, \quad (8d)$$

where (8d) is the unit modulus constraint of each phase shift at the active RISs.

Solving problem $\mathcal{P}$ is highly challenging due to the following three aspects: 1) the discrete RIS set variable $\mathcal{A}$; 2) the non-convex SINR constraints (8b); 3) the non-convex modulus constraints (8d). In Section III, the proposed optimization framework to solve the problem is delineated.

Besides the aforementioned optimization issues, problem $\mathcal{P}$ also encounters the infeasibility issue when the transmit power constraint of the BS is not large enough to support the QoS constraints $\gamma^\text{th}_k$ for $k \in \mathcal{K}$. In the next subsection, we discuss the approach we proposed to deal with the problem when infeasibility arises.

D. User Admission Control Problem

When problem $\mathcal{P}$ in (8) becomes infeasible, either constraint (8b) or (8d) cannot be satisfied. An alternative approach is to select a subset of active users which satisfy both constraints. Such an approach is also known as user admission control. Specifically, we propose to maximize the number of active users that can be simultaneously served subject to the QoS constraint of each admitted user and the transmit power constraint of the BS. In such setting, all RISs are turned on to support the signal transmission of more active users. Denote the set of admitted users as $\mathcal{S}$ with $\mathcal{S} \subseteq \mathcal{K}$, the formulated admission control problem is given as

$$\mathcal{U} : \text{maximize } \text{card}(\mathcal{S}) \quad (9a)$$

subject to

$$\gamma_k(\mathcal{L}, w_k, \{\Theta_l\}) \geq \gamma^\text{th}_k, \forall k \in \mathcal{S}, \quad (9b)$$

$$\sum_{k \in \mathcal{S}} \|w_k\|^2 \leq P_{\text{max}}, \quad (9c)$$

$$|\theta_{l,n}| = 1, \forall l \in \mathcal{L}, \forall n \in N_l. \quad (9d)$$

Once the admitted user set $\mathcal{S}$ is determined by $\mathcal{U}$, the network power minimization problem could be further considered to enhance the network power control. Again, problem (8) is challenging to solve due to the combinatorial nature of the objective function (9a) as well as the non-convex constraints (8b) and (8d).

To tackle the challenges in (8) and (9), we propose a unified optimization framework to handle the two problems based on an AO approach, as delineated in Section III and Section IV. For the network power minimization problem, we propose to optimize $\mathcal{A}$, $\{w_k\}$, and $\{\Theta_l\}$ by alternatively solving a second-order cone programming (SOCP) problem and a mixed combinatorial optimization problem, which is presented in Section III. For the user admission control problem, we apply the same optimization flow to jointly optimize $\mathcal{S}$, $\{w_k\}$, and $\{\Theta_l\}$ in Section IV.

III. ALTERNATING FRAMEWORK FOR NETWORK POWER MINIMIZATION

It is challenging to solve the network minimization problem $\mathcal{P}$ due to the combinatorial RIS set selection, the SINR constraint (8b), and the non-convex constant modulus constraint (8d). Recently, lots of existing works, e.g., [13], [15] applied a powerful alternating optimization to design the active beamforming at the BS and the phase-shift matrix at the RIS, which always yields convex constraints given the phase-shift matrix (i.e., affine constraints [15] and quadratic constraints [13]). In this subsection, to decouple the optimization variables, we also employ an AO-based approach to iteratively optimize $\{w_k\}$ and jointly optimize $\mathcal{A}$ and $\{\Theta_l\}$. Specifically, we first optimize $\{w_k\}$ with given $\mathcal{A}$ and the corresponding RIS phase-shift matrices $\{\Theta_l\}$ (in Section III-A). Then we jointly optimize $\mathcal{A}$ and $\{\Theta_l\}$ by solving a mixed combinatorial optimization problem with given $\{w_k\}$ (in Section III-B). To further improve the performance, we transform the mixed combinatorial optimization problem into a DC programming by using the binary relaxation and DC method (in Section III-C).
A. Beamforming Optimization

Given the active RIS set $\mathcal{A}$ and the corresponding RIS phase-shift matrices $\{\Theta_l\}$, the transmit beamformers $\{w_k\}$ are optimized by solving the network power minimization problem $\mathcal{P}(\{w_k\})$ as detailed in this subsection.

The concatenated channel response $h_k^H(A, \{\Theta_l\}) \in \mathbb{C}^{1 \times M}$ of user $k$ is defined as

$$ h_k^H(A, \{\Theta_l\}) = \sum_{l \in \mathcal{A}} h_{l,k}^H \Theta_l T_l + h_{d,k}^H, \forall k \in \mathcal{K}, $$

which is fixed for a given $A$ and $\{\Theta_l\}$. Due to the fact that an arbitrary phase rotation of vector $w$ does not affect the SINR constraint (8b), we reformulate constraint (8b) as a second-order cone (SOC) constraint, which is given by

$$ C_1(\{w_k\}) : \sum_{j \neq k} \frac{1}{\sigma_{lj}} \left| h_k^H(A, \{\Theta_l\}) w_j \right|^2 + 1 \leq \frac{1}{\sqrt{\gamma^a_k \sigma_k}}, \forall k \in \mathcal{K}. $$

Given the active RIS set $\mathcal{A}$ and the corresponding phase-shift matrices $\{\Theta_l\}$, the network power minimization problem in (5) is equivalently transformed into the following problem $\mathcal{P}(\{w_k\})$

$$ \mathcal{P}(\{w_k\}) : \begin{align} &\min_{\{w_k\}} \eta_k \sum_{k \in \mathcal{K}} \frac{1}{\eta_k} \|w_k\|^2 \quad (12a) \\ &\text{subject to } C_1(\{w_k\}), \quad (12b) \end{align} $$

$\mathcal{P}(\{w_k\})$ is a convex SOCP problem, which can be efficiently solved by using CVX [38].

B. Joint Optimization for Active RIS Set and Phase Shifts

For given beamforming vectors, we then optimize the active RIS set $\mathcal{A}$ and the corresponding RIS phase-shift matrices $\{\Theta_l\}$. A naive method is to search over all possible active RIS sets. However, this method suffers from the practicability and scalability issues due to the exponential running time, e.g., it needs to check $2^L$ active RIS sets in the worst case. To reduce the computational complexity, we first leverage the semidefinite relaxation (SDR) technique, then we further improve the SDR in terms of its performance by proposing the DC algorithm in the next subsection.

For given beamforming vectors $\{w_k\}$, problem $\mathcal{P}$ becomes

$$ \mathcal{P}(\mathcal{A}, \{\Theta_l\}) : \begin{align} &\min_{\mathcal{A}, \{\Theta_l\}} \sum_{l \in \mathcal{A}} \text{P}_{\text{RIS}}(N_l) \quad (13a) \\ &\text{subject to } \gamma_k(\mathcal{A}, \{\Theta_l\}) \geq \gamma^a_k, \forall k \in \mathcal{K}. \quad (13b) \end{align} $$

To solve the combinatorial and non-convex problem (13), we first introduce an auxiliary variable vector $\beta = \{\beta_1, \beta_2, \ldots, \beta_L\}$ to represent the indicators of active RISs, and each element $\beta_l \in \{0, 1\}$ is a binary variable defined as

$$ \beta_l = \begin{cases} 0, & \text{RIS } l \text{ is inactive,} \\ 1, & \text{RIS } l \text{ is active.} \end{cases} $$

Let $\tilde{\theta}_{l,n} = \beta_l \theta_{l,n}$ and $\tilde{\theta}_l = [\tilde{\theta}_{l,1}, \tilde{\theta}_{l,2}, \ldots, \tilde{\theta}_{l,N_l}]^H \in \mathbb{C}^{N_l \times 1}, \forall l \in \mathcal{L}$. We denote $a_{k,j,l} = \text{diag}(h_{l,k}^H T_l w_j, \forall k, j \in \mathcal{K}, \forall l \in \mathcal{L} \text{ and } b_{k,j} = h_{d,k}^H w_j$. Then, we have

$$ (\beta_l h_{l,k}^H \Theta_l T_l + h_{d,k}^H) w_j = \tilde{\theta}_l^H a_{k,j,l} + b_{k,j}, \forall k, j \in \mathcal{K}, \forall l \in \mathcal{L}. $$

(15)

Based on the above auxiliary variables, the SINR constraints (8b) can be rewritten as

$$ \gamma^a_k \left( \sum_{j \neq k} \gamma_k \|a_{k,j,l}\|^2 + \|b_{k,j}\|^2 \right) \leq \left| \sum_{l \in \mathcal{L}} \tilde{\theta}_l^H a_{k,j,l} + b_{k,j} \right|^2, \forall k \in \mathcal{K}. $$

(16)

The SINR constraint (16) is still non-convex. We combine $a_{k,j} = [a_{k,j,1}^H, a_{k,j,2}^H, \ldots, a_{k,j,L}^H]^H \in \mathbb{C}^{N_{\text{total}} \times 1}, \forall l, j \in \mathcal{K}$ and $\theta = [\theta_1^H, \theta_2^H, \ldots, \theta_L^H]^H \in \mathbb{C}^{N_{\text{total}} \times 1}$, where $N_{\text{total}} = \sum_{l \in \mathcal{L}} N_l$ denotes the total number of passive reflecting elements at all RISs. Consequently, we have

$$ \sum_{l \in \mathcal{L}} \tilde{\theta}_l^H a_{k,j,l} + b_{k,j} = \tilde{\theta}_l^H a_{k,j,l}, \forall l, j \in \mathcal{K}. $$

By further extending the cardinality, we can define the following variables

$$ R_{k,j} = \left[ \begin{array}{cc} \tilde{\theta}_l^H a_{k,j,l} & \tilde{\theta}_l b_{k,j} \\ b_{k,j} \end{array} \right] \in \mathbb{C}^{(N_{\text{total}}+1) \times (N_{\text{total}}+1)}, $$

(17)

$$ \hat{\theta} = \begin{bmatrix} \hat{\theta} \\ 1 \end{bmatrix} \in \mathbb{C}^{(N_{\text{total}}+1) \times 1}. $$

(18)

Thereby, the non-convex constraint (16) is equivalently transformed into

$$ C_2(\mathcal{L}, \hat{\theta}) : \begin{align} &\sum_{j \neq k} \left( \hat{\theta}^H R_{k,j} + |b_{k,j}|^2 + \|b_{k,j}\|^2 \right) \leq \left( \hat{\theta}^H R_{k,k} + |b_{k,k}|^2, \forall k \in \mathcal{K}. \quad (19) \end{align} $$

Based on the above introduced auxiliary variables, problem $\mathcal{P}(\mathcal{A}, \{\Theta_l\})$ can be simplified to the following mixed-integer and quadratic non-convex optimization problem

$$ \begin{align} &\min_{\beta, \hat{\theta}} \sum_{l \in \mathcal{L}} \beta_l \text{P}_{\text{RIS}}(N_l) \quad (21a) \\ &\text{subject to } C_2(\mathcal{L}, \hat{\theta}), \quad (21b) \\ &|\hat{\theta}_l| = \beta_l, \forall l \in \mathcal{L}, \forall i \in I_l, \quad (21c) \\ &|\hat{\theta}_{N_{\text{total}}+1}| = 1, \quad (21d) \\ &\beta_l \in \{0, 1\}, \forall l \in \mathcal{L}, \quad (21e) \end{align} $$

where $I_l = \{\sum_{j=1}^{l-1} N_j + 1, \ldots, \sum_{j=1}^{l} N_j\}$ denotes the passive reflecting elements set of RIS $l$, $\forall l \in \mathcal{L}$. If we obtain a feasible solution, denoted as $\hat{\theta}^*$, by solving problem (21), then a feasible solution for the phase-shift vector can immediately be obtained by setting $\hat{\theta}^* = \hat{\theta} |_{N_{\text{total}}+1} (1: N_{\text{total}})$. To deal with the non-convex binary constraints (21e), we relax the constraints (21e) into convex unit interval constraints $\{0 \leq \beta_l \leq 1, \forall l \in \mathcal{L}\}$, which can then be solved by the proposed DC algorithm [59]. Thus, problem (21) is relaxed to the following homogeneous non-convex quadratic constrained quadratic programs (QCQP) problem

$$ \begin{align} &\min_{\beta, \hat{\theta}} \sum_{l \in \mathcal{L}} \beta_l \text{P}_{\text{RIS}}(N_l) \quad (22a) \\ &\text{subject to } C_2(\mathcal{L}, \hat{\theta}), \quad (22b) \\ &|\hat{\theta}_l| = \beta_l, \forall l \in \mathcal{L}, \forall i \in I_l, \quad (22c) \\ &|\hat{\theta}_{N_{\text{total}}+1}| = 1, \quad (22d) \\ &\beta_l \in [0, 1], \forall l \in \mathcal{L}, \quad (22e) \end{align} $$

(22)
subject to (21l), (21i), (21h), (22b), (22c).

**Discussion:** In this part, we provide some discussions on the impact of the solution to the above problems. For problem (23), the successive convex approximation (SCA) method can be employed by relaxing the original problem as a SOCP problem. However, the SCA method may result in a suboptimal solution with performance degradation. To further improve the performance, the SDR technique can be exploited by formulating the optimization problem as a semidefinite programming (SDP) form by lifting vector \( \hat{\theta} \) into a positive semidefinite (PSD) matrix \( \hat{\Theta} = \hat{\theta} \hat{\theta}^H \in \mathbb{C}^{(N_{\text{total}}+1) \times (N_{\text{total}}+1)} \) with \( \hat{\Theta} \succeq 0 \) and rank(\( \hat{\Theta} \)) = 1. Let \( \text{Tr}(R_{k,j} \hat{\Theta}) = \hat{\theta}^H R_{k,j} \hat{\theta} \), the QCQP problem (22) can be reformulated into a rank-one constrained optimization problem, which is given by

\[
\begin{align*}
\text{minimize}_{\beta, \hat{\Theta}} & \quad \sum_{l \in \mathcal{L}} \beta_l P_{\text{RIS}}(N_l) \\
\text{subject to} & \quad C_3(\mathcal{L}, \hat{\Theta}), \\
& \quad \hat{\Theta}(i, i) = \beta_i^2, \\
& \quad \hat{\Theta}(N_{\text{total}} + 1, N_{\text{total}} + 1) = 1, \hat{\Theta} \succeq 0, \\
& \quad \text{rank}(\hat{\Theta}) = 1, \\
& \quad 0 \leq \beta_i \leq 1, \forall l \in \mathcal{L},
\end{align*}
\]  

where the constraint (23b) is defined as

\[
C_3(\mathcal{L}, \hat{\Theta}) : \gamma_k^b \left( \sum_{j \neq k} \text{Tr}(R_{k,j} \hat{\Theta}) + \sum_{j \neq k} |b_{k,j}|^2 + \sigma_k^2 \right) \leq \text{Tr}(R_{k,k} \hat{\Theta}) + |b_{k,k}|^2, \forall k \in \mathcal{K}.
\]  

To solve problem (23), the SDR approach first drops the rank-one constraint (23c) and then solves the relaxed SDP problem [41]. The solution obtained by the SDR technique can satisfy the original problem (23) if the solution meets the rank-one constraint \text{rank}(\hat{\Theta}) = 1. However, when the dimension of the optimization variable is large, the SDR technique may fail to derive the solution satisfying the rank-one constraint (23c). Such an issue may yield performance degradation as suboptimal beamforming and the early stopping in the procedure of alternating optimization. In wireless networks, as the number of RISs and/or passive reflecting elements increases, the performance of the SDR approach deteriorates since the probability of returning rank-one solutions is low [42].

To circumvent the limitations of SDR, in the next subsection, we propose a DC programming-based approach to accurately detect the feasibility of the non-convex constraints, thus yielding a better performance for the optimization of the active RIS set and RIS phase shifts.

**C. DC Programming Method**

In this subsection, we first present a DC representation of the problem (23), then propose an efficient algorithm to solve it.

1) **DC Representation for Rank-One Constraint:** Firstly, we present an exact DC representation for the rank-one constraint. For the matrix \( \hat{\Theta} \in \mathbb{C}^{(N_{\text{total}}+1) \times (N_{\text{total}}+1)} \), the rank-one constraint can be rewritten as \( \|\sigma_1(\hat{\Theta})\|_0 = 1 \), where \( \sigma_i(\hat{\Theta}) \) is the \( i \)-th largest singular value of matrix \( \hat{\Theta} \). Note that the rank function is a discontinuous function. To reformulate a continuous function, we introduce an exact DC representation for the rank-one constraint as

\[
\text{rank}(\hat{\Theta}) = 1 \iff \text{Tr}(\hat{\Theta}) - \|\hat{\Theta}\|_2 = 0.
\]

It is noteworthy that the DC representation is a continuous function.

By adding the DC representation of the rank-one constraint into the objective function of problem (23), we obtain

\[
\mathcal{P}_{\text{DC1}} : \text{minimize}_{\beta, \hat{\Theta}} \sum_{l \in \mathcal{L}} \beta_l P_{\text{RIS}}(N_l) + \rho (\text{Tr}(\hat{\Theta}) - \|\hat{\Theta}\|_2)
\]

subject to (23b), (23d), (23f), (23g), where \( \rho \) denotes the penalty parameter.

2) **Difference of Strongly Convex Functions Representation:** Although the DC program (26) is non-convex, it has a good structure that can be exploited to develop an efficient algorithm by using SCA [43]. To this end, we first represent the objective function as the difference of two strongly convex functions and reformulate problem (26) as

\[
\begin{align*}
\text{minimize}_{\beta, \hat{\Theta}} & \quad \sum_{l \in \mathcal{L}} \beta_l P_{\text{RIS}}(N_l) + \rho \left( \text{Tr}(\hat{\Theta}) - \|\hat{\Theta}\|_2 \right) + \Delta_c(\hat{\Theta}), \\
\text{subject to} & \quad (23b), (23d), (23f), (23g),
\end{align*}
\]

where \( \Delta_c(\hat{\Theta}) \) is the indicator function, which is defined as

\[
\Delta_c(\hat{\Theta}) = \begin{cases} 0, & \hat{\Theta} \in \mathcal{C}, \\
+\infty, & \text{otherwise} \end{cases}
\]

It is easy to verify that problem (27) has a special structure of minimizing the difference of two convex functions, which is given by

\[
\begin{align*}
\text{minimize}_{\beta, \hat{\Theta}} & \quad p(\hat{\Theta}) - q(\hat{\Theta}), \\
\text{subject to} & \quad (23b), (23d), (23f), (23g),
\end{align*}
\]

where \( p(\hat{\Theta}) \) denotes \( \sum_{l \in \mathcal{L}} \beta_l P_{\text{RIS}}(N_l) + \rho \text{Tr}(\hat{\Theta}) + \Delta_c(\hat{\Theta}) + \frac{\rho}{2} \|\hat{\Theta}\|_2^2 \) and \( q(\hat{\Theta}) = \rho \|\hat{\Theta}\|_2 + \frac{\rho}{2} \|\hat{\Theta}\|_2^2 \). Because of the additional quadratic terms (i.e., \( \frac{\rho}{2} \|\hat{\Theta}\|_2^2 \) and \( q(\hat{\Theta}) \)) are both \( \alpha \)-strongly convex functions. We can write the dual problem of (29) based on Fenchel’s duality [44] as

\[
\begin{align*}
\text{minimize}_{\beta, \hat{Y}} & \quad p^*(\hat{Y}) - q^*(\hat{Y}), \\
\text{subject to} & \quad \hat{Y} \in \mathcal{C}^{(N_{\text{total}}+1) \times (N_{\text{total}}+1)},
\end{align*}
\]

where \( p^* \) and \( q^* \) are the conjugate functions of \( p \) and \( q \), and matrix \( \hat{Y} \) denotes the dual variable. The conjugate function of \( p \) is defined as

\[
p^*(\hat{Y}) = \sup_{\hat{\Theta} \in \mathcal{X}} \left\{ \langle \hat{\Theta}, \hat{Y} \rangle - p(\hat{\Theta}) : \hat{\Theta} \in \mathcal{X} \right\},
\]

where \( \langle \hat{\Theta}, \hat{Y} \rangle = \Re(\text{Tr}(\hat{\Theta}^H \hat{Y})) \) is computed according to Wirtinger calculus [44] in the complex domain and \( \mathcal{X} \) denotes...
the feasible solution region of $\hat{\Theta}$. Note that the primal and dual problems are still non-convex. By employing successive convex approximation [43], we can iteratively update primal and dual variables as

$$\begin{align*}
Y^t &= \arg \inf_Y \left[ q^*(Y) - \langle p^*(Y^{t-1}) + \langle Y - Y^{t-1}, \hat{\Theta}^t \rangle \rangle, \right] \quad (32) \\
\hat{\Theta}^{t+1} &= \arg \inf_{\hat{\Theta}} \left[ p(\hat{\Theta}) - \langle q(\hat{\Theta}) + \langle \hat{\Theta} - \hat{\Theta}^t, Y^t \rangle \rangle \right]. \quad (33)
\end{align*}$$

According to Fenchel biconjugation theorem [44], equation (32) can be rewritten as $Y^t \in \partial_q q$. Hence, at the $t$-th iteration, problem (26) is linearized into the convex optimization problem as

$$\begin{align*}
\text{minimize} & \quad p(\hat{\Theta}) - \langle \hat{\Theta}, \partial_{\Theta^{t-1}} q(\hat{\Theta}) \rangle \\
\text{subject to} & \quad (23a), (23b), (23i), (23f), \quad (34a)
\end{align*}$$

where $\hat{\Theta}^{t-1}$ denotes the solution to problem (34) at the $(t-1)$-th iteration and $\langle X, Y \rangle$ is computed by Wirtinger’s calculus. Problem (34) is convex and can be efficiently solved by CVX [38]. The receiver beamforming vector $\hat{\Theta}^*$ can be obtained through Cholesky decomposition $\hat{\Theta}^* = \hat{\Theta}(\hat{\Theta})^H$ [45]. Note that the initial solution of the DC program may not be feasible due to the rank-one constraint (23). The initial feasible solution of the DC program could be derived by the SDR algorithm, which recovers the rank-one solution by the Gaussian randomization technique [46]. Moreover, the solution of $\beta$ in (32) may not be binary. To recover the binary $\beta$, we first sort the relaxed $\beta$, then iteratively add the RIS to the active RIS set according to the descent order of $\beta$.

We present the proposed algorithm for solving the network power minimization problem (8) in Algorithm 1. To be specific, given $\{\Theta_l^{t-1}\}$, problem (12) is a convex SOCP problem and thus can be efficiently solved via CVX [38] (line 2). Besides, given the results of problem (12), i.e., $\{w_k^l\}$, problem (26) is solved in two steps. At step 1 (line 3-7), we obtain $\hat{\Theta}^*$ via the proposed DC programming method. At step 2 (line 8-23), we use a binary search to obtain the maximum number of inactive RIS. Specially, we first sort the ordering criterion $\beta^l$ in an ascending order (line 8). Note that the relaxed $\beta^l$ indicates the importance of RISs. Therefore, we iteratively add the RIS based on the order to determine the active RIS set (line 10-20). The lower bound $J_{\text{low}}$ (resp. the upper bound $J_{\text{up}}$) is initially set as 0 (resp. $L$) (line 9). At each round, we update $J_0$ as the average of $J_{\text{up}}$ and $J_{\text{low}}$ (line 11), and set the first $J_0$ RISs to be inactive while remaining others active (line 12). Then, we check the feasibility of problem (21) (line 13). If it is feasible, we recover $\Theta^*$ based on the current settings of $\beta$ (line 15) as well as $\hat{\Theta} = \hat{\Theta}^* / \hat{\Theta}^*_{(N_{\text{total}}+1):(1:N_{\text{total}})}$ based on $\hat{\Theta}^*_{(N_{\text{total}}+1):1}$, where $\hat{\Theta}^*_{(N_{\text{total}}+1):1}$ denotes the vector that contains the first $N_{\text{total}}$ elements in $\hat{\Theta}^*_{(N_{\text{total}}+1):1}$. The auxiliary binary variable set, denoted as $\beta^*$, is used to recover the active RIS set $\mathcal{A}_i = \{l | \beta^*_l = 1, \forall l \in \mathcal{L} \}$. By splitting $\hat{\Theta}^*$, we obtain the set $\hat{\Theta}^{t+1}_1, \ldots, \hat{\Theta}^{t+1}_L$, followed by $\Theta^* = \text{diag}((\hat{\Theta}^*_l)^H), \forall l \in \mathcal{L}$. Otherwise, we update the upper bound as $J_0$ which means more active RISs are needed (line 18).

Note that the proposed DC algorithm that jointly optimizes the active RIS set and phase shifts requires at most $\log(L)$ times to find the active RIS set, which is significantly lower than the exhaustive search approach that requires searching through $2^L$ possible combinations.

### D. Low-Complexity Zero-Forcing (ZF) Method

In this subsection, we propose a low-complexity algorithm to minimize the network power consumption for the implemented hardware with worse computation capacity. We employ the ZF method to create orthogonal effective channels between the transmitter and receivers [47]. Since the ZF method for beamforming optimization at the BS has been widely investigated [47], we devote to design a RIS shift optimization algorithm based on ZF in this subsection. We employ an exhaustive search method to determine the active RIS set $\mathcal{A}$.

Inspired by [48], we first divide the elements of each RIS by $K$ parts, where each part of RIS elements only serves one user.

#### Algorithm 1: Proposed Algorithm for Network Power Minimization

**Input:** $\{\Theta_l^0\}$ and $\epsilon$.

1. **for** $l = 1, 2, \ldots$ **do**
   2. Given $\{\Theta_{l}^{t-1}\}$, solve problem (12) to obtain $\{w_k^l\}$.
   3. Given $\{w_k^l\}$, solve problem (26) to obtain $\beta^l$ and $\hat{\Theta}^l$.
   4. **for** $i = 1, 2, \ldots$ **do**
      5. Compute a subgradient of $\partial_{\Theta^{t-1}} \|\Theta\|_2$ and solve problem (34) to obtain $\hat{\Theta}^l$ and $\beta^l$. **if** the objective value converges **then** break ;
   6. **end**
   7. Obtain $\hat{\Theta}^{t+1}$ via Cholesky decomposition.
   8. Sort $\beta^l$ in ascending order as $\beta^l$, where $\beta^l \leq \beta^l_2 \leq \cdots \leq \beta^l_L$.
   9. Initialize $J_{\text{low}} = 0, J_{\text{up}} = L, J_0 = 0, f_{\text{lag}} = 0$.
10. **while** $J_{\text{up}} - J_{\text{low}} > 1$ **do**
    11. Set $J_0 = \lfloor J_{\text{up}} + J_{\text{low}} \rfloor$. Let $|\hat{\Theta}_{N_{\text{total}}+1}| = 1, |\hat{\Theta}_{l}| = |\hat{\Theta}_{l}|_{\mathcal{L}, \forall l \in \mathcal{L}}$, and $\hat{\Theta}_l = \text{diag}((\hat{\Theta}_l)^H), \forall l \in \mathcal{A}$. Compute $\Theta^*$ via the proposed DC programming method. Set $J_{\text{up}} = J_0, f_{\text{lag}} = 1$.
    12. **else**
    13. Check the feasibility of problem (21).
    14. **if** problem (21) is feasible **then**
    15. Recover $\hat{\Theta} = [\hat{\Theta}_1^*, \ldots, \hat{\Theta}_{N_{\text{total}}+1}^*]$, split $\hat{\Theta}^*$ to get $\hat{\Theta}_1^*, \ldots, \hat{\Theta}_L^*$.
    16. Set $J_{\text{low}} = J_0, f_{\text{lag}} = 1$.
    17. **end**
    18. **else**
    19. If the decrease of the network power consumption is below $\epsilon$ or $f_{\text{lag}} = 0$ **then** break ;
    20. **end**

**Output:** $\mathcal{A}, \{w_k^l\}, \{\Theta_l^l\}$
Let $\tilde{\theta}_k = [\tilde{\theta}_{k,1}, \ldots, \tilde{\theta}_{k,N_k}]^T$ represent the phase shifts of user $k$ and they can be adjusted by the RISs in $A$. Let $I_k$ represent the set of RIS elements adjusted to serve user $k$. Then, based on the ZF principle, we need to create orthogonal channels between the BS and user $k$ via RIS $l$ for transmitting the desired signal of user $k$, and $a_{k,l}(l) = \text{diag}(h_{k,l}^H) \mathbf{Q}_l w_k$, $\forall k \in K$, $\forall l \in L$. It represents the effective channel between the BS and user $k$ via RIS $l$ for transmitting the interfering signal of user $j$. Thus, the ZF phase shifts optimization problem of the active RISs can be formulated as:

\[
\begin{align*}
\max_{\hat{\theta}_k} & \quad |\hat{\theta}_k^H a_{k,k}| \\
\text{subject to} & \quad |\hat{\theta}_k^H a_{j,k}| = 0, \forall j \neq k, \\
& \quad |\hat{\theta}_{k,i}| = 1, \forall i \in I_k.
\end{align*}
\] (35a)

(35b)

Due to the non-convex unit-modulus constraints (35b), the conventional ZF method cannot be directly applied. With new non-convex constraints (35b), it is of importance to investigate the feasibility of (35). For the feasibility of problem (35), we have the following lemma.

**Lemma 1.** Problem (33) is feasible only if the following constraints are satisfied:

\[
2 \max_{i \in I_k} |[a_{k,j}]| \leq \sum_{i \in I_k} |[a_{j,k}]|, \forall j \neq k.
\] (36)

where $[.]$ denotes the received signal of RIS phase shift $i$.

**Proof.** Please refer to Appendix A.\]

If the received signals from RISs do not satisfy the condition in Lemma 1, then we need to solve the user admission control problem, which will be elaborated in Section IV. After checking the feasibility, finding the solution to the phase shifts optimization problem (35) is still challenging due to the non-convex unit modulus constraint (35b). Without loss of generality, the term $|\hat{\theta}_k^H a_{k,k}|$ in the objective function (35) can be expressed as a real number through an arbitrary phase rotation to phase shift $\hat{\theta}_k$. Thus, we can convert the objective function (35) to

\[
\max_{\hat{\theta}_k} \Re(\hat{\theta}_k^H a_{k,k}).
\] (37)

According to constraint (35b), $\hat{\theta}_k$ must lie in the orthogonal complement of the subspace span $\{a_{k,j}, \forall j \neq k\}$ and the orthogonal projector matrix on this orthogonal complement is

\[
Q_k = I - A_k (A_k^H A_k)^{-1} A_k^H,
\] (38)

where $A_k = [a_{k,1}, \ldots, a_{k,k-1}, a_{k,k+1}, \ldots, a_{k,N_k}]$. Therefore, $\hat{\theta}_k$ satisfying constraint (35b) can be expressed by

\[
\hat{\theta}_k = Q_k d_k,
\] (39)

where $d_k$ is a complex vector. Based on (37) and (39), the ZF phase shifts optimization problem is equivalent to

\[
\max_{\hat{\theta}_k, d_k} \Re(\hat{\theta}_k^H a_{k,k})
\] (40a)

subject to

\[
\hat{\theta}_k = Q_k d_k,
\] (40b)

\[
|\hat{\theta}_{k,i}| = 1, \forall i \in I_k.
\] (40c)

Due to the coupled variables $\hat{\theta}_k$ and $d_k$ in constraint (40b), we employ the barrier method to transform problem (40) to

\[
\max_{\theta_k, d_k} \Re(\hat{\theta}_k^H a_{k,k}) - \delta |\hat{\theta}_k - Q_k d_k|^2
\] (41a)

subject to

\[
|\theta_{k,i}| = 1, \forall i \in I_k.
\] (41b)

where $\delta$ represents the penalty factor. To solve the problem (41), we adopt an iterative algorithm to alternately optimize $\hat{\theta}_k$ with fixed $d_k$, and then update $d_k$ with optimized $\hat{\theta}_k$ in the previous step, yielding an efficient closed-form solution in each step.

### E. Computational Complexity and Convergence Analysis

In this subsection, we analyze the proposed DC algorithm and ZF-based algorithm for the network power minimization problem.

**Computational Complexity:** The minimization of the network power consumption contains two steps: 1) optimizing the beamforming vector $\{w_k\}$ of BS in (12); 2) jointly optimizing the selected RIS set $\mathbf{b}$ and phase shifts of RIS $\{\Theta_l\}$ in (13). The optimization of the beamforming vector $\{w_k\}$ is a convex SOCP problem with a computational complexity of $O((MK)^{3.5})$ by using interior-point methods [42]. Based on the proposed DC algorithm, we derive the solution to $\mathbf{b}$ and $\{\Theta_l\}$ by solving a sequence of DC program $\mathcal{P}_{DC1}$.

For each DC program, we need to solve the SDP problem (34) at the $t$-th iteration. By employing the second-order interior point method [41], the computational complexity of each SDP problem is $O((N_{\text{total}}^2 + K)^{3.5})$. We assume that the proposed DC program converges to critical points with $T > 1$ iterations, thus the computational complexity of problem $\mathcal{P}_{DC1}$ is $O(T(N_{\text{total}}^2 + K)^{3.5})$.

The computational complexity of ZF mainly lies in the optimization of the channel matrix $Q_k$ and exhaustive search over all possible combinations of the active RIS sets, which is $O(2^L N_{\text{total}}^3)$. The number of RIS elements $N_{\text{total}}$ can be very large in practical scenarios, especially for large-scale wireless communication systems. However, the number of RISs $L$ is typically much smaller than $N_{\text{total}}$ due to various constraints such as cost, power consumption, and physical space. As a result, the proposed ZF algorithm for RIS-empowered wireless communication has a shorter running time than the DC algorithm in practical implementation. On the other hand, the proposed DC algorithm has a higher computational complexity than the ZF algorithm, in order to obtain a high-quality solution.

**Convergence Analysis:** Based on [43], we provide the convergence property of the proposed DC algorithm for problem $\mathcal{P}_{DC1}$, which is given in Proposition 1.

**Proposition 1.** Let $f_1 = \sum_{l \in L} \hat{\beta}_l P_{\text{RIS}}(N_l) + \rho (\text{Tr}(\hat{\Theta}) - \|\hat{\Theta}\|_2 + \Delta_c(\hat{\Theta}))$. The sequence $\{\hat{\Theta}(k)\}$ by iteratively solving problem (34) for problem $\mathcal{P}_{DC1}$ has the following properties:
1) With any initial point, the sequence \( \{ \hat{\Theta}^t \} \) converges to a critical point of \( f_1 \), where \( \{ f \} \) is strictly decreasing and convergent.

2) For any \( t = 0, 1, \ldots \), we have

\[
\text{Avg}\left(\|\hat{\Theta}^t - \hat{\Theta}^{t+1}\|_F^2\right) \leq \frac{f_0^t - f_*^t}{\alpha(t + 1)}, \tag{42}
\]

where \( f_*^t \) is the global minimum of \( f_1 \) and \( \text{Avg}\left(\|\hat{\Theta}^t - \hat{\Theta}^{t+1}\|_F^2\right) \) represents the average of the sequence \( \{\|\hat{\Theta}^t - \hat{\Theta}^{t+1}\|_F^2\}_{t=0}^\infty \).

**Proof.** Please refer to Appendix B for details.

Note that if there is a unique solution to each of the coordinate-wise minimization subproblems, then any limit point of the sequence of solutions is a stationary point [50]. Besides, the suboptimal AO algorithms have been shown to achieve almost the same performance as the globally optimal algorithm in [51]. Such properties reveal the efficiency of our proposed AO algorithm.

**IV. ALTERNATING FRAMEWORK FOR USER ADMISSION CONTROL PROBLEM**

The AO framework proposed in Section III provides an efficient way to minimize the network power consumption. As the network state deteriorates, e.g., higher data rates of devices or worse channel conditions, the infeasibility issue may occur. As the network power minimization problem becomes infeasible, user admission control is required to enable the cellular network [24, 25]. In this section, we specify the algorithm proposed to solve (9).

For notational ease, we define \( h_k^H(\mathcal{L}, \{ \Theta_l \}) \in \mathbb{C}^{1 \times M} \) as

\[
h_k^H(\mathcal{L}, \{ \Theta_l \}) = \sum_{l \in \mathcal{L}} \Theta_l h_{i,k}^H, \quad \forall k \in \mathcal{S}. \tag{43}
\]

To facilitate the problem transformation, we rewrite the SINR constraint (9b) as follows

\[
\gamma_k \left( \sum_{j \neq k} \left| h_k^H(\mathcal{L}, \{ \Theta_l \}) w_j \right|^2 + \sigma_k^2 \right) \leq \left| h_k^H(\mathcal{L}, \{ \Theta_l \}) w_k \right|^2, \quad \forall k \in \mathcal{S}. \tag{44}
\]

To derive a feasible solution to problem (9), we add auxiliary variables \( \{ v_k \}, v_k \in \mathbb{R}^+, k \in \mathcal{K} \) to the SINR constraint (9b) as

\[
C_4(\mathcal{L}, \{ w_k \}, \{ \Theta_l \}, \{ v_k \}) \geq \gamma_k \left( \sum_{j \neq k} \left| h_k^H(\mathcal{L}, \{ \Theta_l \}) w_j \right|^2 + \sigma_k^2 \right) \leq \left| h_k^H(\mathcal{L}, \{ \Theta_l \}) w_k \right|^2 + v_k, \quad \forall k \in \mathcal{K}, \tag{45}
\]

where \( v_k \) represents the gap of received signal power for user \( k \) to satisfy its desired SINR requirement [25]. With the help of auxiliary variables \( \{ v_k \} \), we could obtain the solution of problem (9) by firstly solving the following optimization problem

\[
\begin{align*}
\text{minimize} & \quad P(\mathcal{L}, \{ w_k \}) + \delta \sum_{k \in \mathcal{K}} v_k \tag{46a} \\
\text{subject to} & \quad C_4(\mathcal{L}, \{ w_k \}, \{ \Theta_l \}, \{ v_k \}), \quad (9c), \quad (9d), \tag{46b}
\end{align*}
\]

where \( \delta \) is a positive large constant variable to guarantee the optimization problem (46) always be feasible [24]. To solve the problem (46), we follow Section III and propose an AO framework to alternatively optimize the beamforming vector and the selected user set, and the phase shifts of RISs.

**A. Joint Optimization for Beamforming and User Admission**

In this subsection, for given phase shifts of RISs, we optimize the transmit beamforming vectors \( \{ w_k \} \) at the BS and the auxiliary variables \( \{ v_k \} \) for given RIS phase-shift matrices. The problem is formulated as

\[
\begin{align*}
\text{minimize} & \quad \sum_{k \in \mathcal{K}} \frac{1}{\eta} \| w_k \|^2 + \sum_{l \in \mathcal{L}} P_{\text{RIS}}(N_l) + \delta \sum_{k \in \mathcal{K}} v_k \tag{47a} \\
\text{subject to} & \quad C_4(\{ w_k \}, \{ v_k \}), \quad (9c). \tag{47b}
\end{align*}
\]

We define \( W_k = w_k w_k^H \in \mathbb{C}^{M \times M} \) with \( W_k \succeq 0 \) and \( \text{rank}(W_k) = 1 \). We define \( H_k = h_k h_k^H \in \mathbb{C}^{M \times M}, \quad \forall k \in \mathcal{K}, \) and constraint (47b) can be rewritten as

\[
C_5(\{ W_k \}, \{ v_k \}) : \gamma_k \left( \sum_{j \neq k} \text{Tr}(H_j W_k) + \sigma_k^2 \right) \leq \text{Tr}(H_k W_k) + v_k, \quad \forall k \in \mathcal{K}. \tag{48}
\]

As \( \| w_k \|^2 = \text{Tr}(W_k), \quad \forall k \in \mathcal{K} \), problem (47) is further reformulated as

\[
\begin{align*}
\text{minimize} & \quad \sum_{k \in \mathcal{K}} \frac{1}{\eta} \text{Tr}(W_k) + \sum_{l \in \mathcal{L}} P_{\text{RIS}}(N_l) + \delta \sum_{k \in \mathcal{K}} v_k \tag{49a} \\
\text{subject to} & \quad C_5(\{ W_k \}, \{ v_k \}), \quad (49b) \\
& \quad \sum_{k \in \mathcal{K}} \text{Tr}(W_k) \leq P_{\text{max}}, \quad (49c) \\
& \quad W_k \succeq 0, \quad \forall k \in \mathcal{K}, \quad (49d) \\
& \quad \text{rank}(W_k) = 1, \quad \forall k \in \mathcal{K}. \quad (49e)
\end{align*}
\]

Due to the rank-one constraint in (49e). In Section IV-C, following Section III, we will specify the DC programming method proposed to solve (49).

**B. Phase Shifts Optimization**

Given beamforming vectors \( \{ w_k \} \) and auxiliary variables \( \{ v_k \} \), the resulting optimization problem for the phase shifts of RISs can be converted as

\[
\begin{align*}
\text{find} & \quad \{ \Theta_l \} \tag{50a} \\
\text{subject to} & \quad C_4(\{ \Theta_l \}), \quad (9d) \tag{50b}
\end{align*}
\]

Note that “find” in problem (50) is used only to check the feasibility of the problem. When we can “find” a feasible
solution to problem (50), the AO algorithm stops and the current number of admitted users is the largest number of users that the cellular network can serve.

Let \( \theta_l = [\theta_{l,1}, \theta_{l,2}, \ldots, \theta_{l,N}]^T \in \mathbb{C}^{N_l \times 1}, \ \forall l \in \mathcal{L} \). Similar to Section III-B, we have \( (h_{d,k}^H \tilde{\Theta} + h_{d,k}^H)w_j = \theta_{l,k}^j(l) + b_{k,j}, \ \forall k,j \in \mathcal{K}, \ \forall l \in \mathcal{L} \). Then the SINR constraint (56) can be given as

\[
\gamma_{k,l}^b \left( \sum_{j \neq k} \sum_{l \in \mathcal{L}} \theta_{l,k}^j(l) + b_{k,j} \right)^2 + \sigma_k^2 \leq \sum_{l \in \mathcal{L}} \theta_{l,k}^j(l) + b_{k,k}^2 + v_k, \ \forall k \in \mathcal{K}. \quad (51)
\]

By defining \( \tilde{\Theta} = [\theta_{1}^H, \theta_{2}^H, \ldots, \theta_{N}^H]^T \in \mathbb{C}^{N_{\text{total}} \times 1} \) and \( \tilde{\theta} = \left[ \begin{array}{c} \tilde{\Theta} \\ 1 \end{array} \right] \in \mathbb{C}^{(N_{\text{total}}+1) \times 1} \), the non-convex constraint (51) is rewritten as

\[
C_6(L, \tilde{\Theta}) : \left( \sum_{j \neq k} (\tilde{\Theta}^H R_{k,j} \tilde{\theta} + |b_{k,j}|^2) + \sigma_k^2 \right) \leq \tilde{\Theta}^H R_{k,k} \tilde{\theta} + |b_{k,k}|^2 + v_k, \ \forall k \in \mathcal{K}. \quad (52)
\]

Then problem (50) is reformulated as

\[
\begin{align*}
\text{find} & \quad \tilde{\theta} \\
\text{subject to} & \quad C_6(L, \tilde{\Theta}), |\tilde{\theta}_{n}^i| = 1, \ \forall n \in N_{\text{total}}^*, \quad (53a) \\
\end{align*}
\]

where the index set is defined as \( N_{\text{total}}^* = \{1, 2, \ldots, N_{\text{total}}+1\} \).

Next, we define a PSD matrix \( \Theta = \tilde{\Theta} \tilde{\Theta}^H \in \mathbb{C}^{(N_{\text{total}}+1) \times (N_{\text{total}}+1)} \) with \( \Theta \succeq 0 \) and \( \text{rank}(\Theta) = 1 \). Hence, we have \( \text{Tr}(R_{k,j} \tilde{\theta}) = \tilde{\Theta}^H R_{k,j} \tilde{\theta} \). Then problem (53) becomes

\[
\begin{align*}
\text{find} & \quad \tilde{\Theta} \\
\text{subject to} & \quad C_7(L, \tilde{\Theta}), \quad \tilde{\Theta} \succeq 0, |\tilde{\theta}_{n,n}^i| = 1, \ \forall n \in N_{\text{total}}^*, \quad (54a) \\
& \quad \text{rank}(\tilde{\Theta}) = 1, \quad (54b) \\
\end{align*}
\]

where the constraint (54b) is given by

\[
C_7(L, \tilde{\Theta}) : \gamma_{k,l}^b \left( \sum_{j \neq k} (\text{Tr}(R_{k,j} \tilde{\theta}) + |b_{k,j}|^2) + \sigma_k^2 \right) \leq \text{Tr}(R_{k,k} \tilde{\theta}) + |b_{k,k}|^2 + v_k, \ \forall k \in \mathcal{K}. \quad (55)
\]

Note that both problems (49) and (54) are non-convex rank-constrained optimization problems, which are similar to problem (23) in Section III. Therefore, we adopt the same DC algorithm to solve problems (49) and (54).

C. Alternating DC Framework

Similarly, problems (49) and (54) can be reformulated by adding the DC representation of the rank-one constraint into the objective function. We can rewrite the beamforming optimization as

\[
\begin{align*}
\mathcal{P}_{DC2} : \text{minimize} & \quad \sum_{k \in \mathcal{K}} \frac{1}{\eta} \text{Tr}(W_k) + \sum_{l \in \mathcal{L}} P_{\text{HTS}}(N_l) + \delta \sum_{k \in \mathcal{K}} v_k + \zeta \sum_{k \in \mathcal{K}} (\text{Tr}(W_k) - \|W_k\|_2) \\
\text{subject to} & \quad \mathcal{C}_5(\{W_k\}, \{v_k\}), \quad (59a) \\
\end{align*}
\]

and the t-th iteration \( \{\Theta^t\} \) can be optimized by

\[
\begin{align*}
\text{minimize} & \quad \text{Tr}(\tilde{\Theta}) - \langle \tilde{\Theta}, \partial \|\tilde{\Theta}\|_2 \rangle \quad (59a) \\
\text{subject to} & \quad \mathcal{C}_7(L, \tilde{\Theta}), \quad (54a). \quad (59b)
\end{align*}
\]

By solving the convex optimization problem (55) and (59), we can find the solution to problem (50) and (57). The proposed algorithm for solving problems (50) and (57) is illustrated in Algorithm 2 and then the overall algorithm for user admission control is summarized in Algorithm 3.
Algorithm 3: Overall algorithm for user admission control

```
Input: Initialize set \( S = \{1, \ldots, K\} \).
1. Adopt Algorithm 2 to solve problem (56) and (57), and get the solution \( \mathbf{w}_k \) and \( \Theta \) for each user \( k \) in \( S \);
2. for each user \( k \in S \) do
   3. if the QoS constraint (47) is not satisfied then
      4. Remove user \( k^\ast \) with the largest \( v_k \). Go to step 1.
   end
end
```

D. Computational Complexity and Convergence Analysis

In this subsection, we analyze the proposed DC algorithm for the user admission control problem. Similar to Subsection III-E, we demonstrate the theory performance of Algorithm 3 for the user admission control problem as follows.

Computational Complexity: We solve the user admission control problem by two steps: 1) jointly optimizing the beamforming vector of BS and user admitted set in (47); 2) optimizing the phase shifts of RISs in (50). Both the two problems are solved by the proposed DC algorithm, where the DC formulations are given in \( \mathcal{P}_{DC2} \) and \( \mathcal{P}_{DC3} \). The SDP problems of \( \mathcal{P}_{DC2} \) and \( \mathcal{P}_{DC3} \) are (58) and (59), and the respective computational complexities are \( \mathcal{O}(T(M^2 + K)^{3.5}) \) and \( \mathcal{O}(T(N_t^2 + K)^{3.5}) \).

Convergence Analysis: Without loss of generality, the convergence of the proposed DC algorithm for problem \( \mathcal{P}_{DC2} \) and \( \mathcal{P}_{DC3} \) can be proved similarly to Proposition 1.

E. Unified Framework for Network Power Minimization and User Admission Control

Based on the above discussion, we illustrate the proposed unified AO framework for both network power minimization and user admission control in Fig. 1. We first attempt to minimize the network power by optimizing the phase shifts, the active set of RISs, and beamforming vectors at the BS (Algorithm 1). When the solution becomes infeasible, we convert to solve the user admission control problem, and employ the proposed AO algorithm to optimize the phase shifts of RISs, the beamforming vectors at the BS, and the active user set (Algorithm 3). Both of the two schemes proposed in Sections III and IV are complementary and the proposed unified optimization framework can efficiently minimize the power consumption by combining the two schemes, thereby improving the energy efficiency of green wireless networks.

V. NUMERICAL RESULTS

In this section, we demonstrate the effectiveness of the proposed algorithms in a multi-RIS-assisted MISO cellular network via numerical results.

We consider a wireless network with a uniform linear array (ULA) at the BS and a uniform rectangular array (URA) at each RIS. The number of transmit antennas at the BS is set as 10. The number of RISs is set as \( L = 3 \). The location of the BS is set as \((0,0,0)\), and the locations of RISs are set as \((0,0,10),(0,0,10),(0,0,10)\) respectively. The users are assumed to be randomly located in a circle centered at \((0,0,0)\) with radius of 15 meters. The detailed locations of the BS, RISs and users are illustrated in Fig. 2. We follow the simulation setting as in [15, 19] with the path loss parameter \( \alpha_{BU} = 3.67, \alpha_{BR} = 2.2, \) and \( \alpha_{RU} = 2 \) for BS-users link, the BS-RIS link, and RIS-user link, respectively [32].

In our simulations, we assume the SINR threshold of all users is the same, which is set as 1 dB. Besides, we set \( \sigma_k^2 = -40 \text{ dBm}, \eta = 0.6, P_{\text{max}} = 1000 \text{ milliwatt (mW)} \) and \( \eta_{\text{RE}} = 10 \text{ mW} \) [15]. All results are averaged over 1000 Monte Carlo simulations.

Firstly, we study the convergence performance of the proposed DC algorithm for the network power minimization and user admission control problem, respectively. In Fig. 3, we depict the objective value decrease (47) as the number of iteration increases. We observe that both the objective values for the network power minimization problem and the user admission control problem decrease monotonically. In addition, the objective value decreases fast in the first several iterations, which demonstrates the convergence speed performance of the proposed DC algorithm.

A. Network Power Minimization

In this subsection, we validate the effectiveness of our proposed DC algorithm for the network power minimization problem. We fix the number of reflecting elements at each RIS to \( N_t = 20 \) and the number of users to \( K = 6 \). We consider the following three schemes as baselines:

- SDR: the BS leverages the SDR algorithm to solve the power minimization problem [22].
- Successive Convex Approximation (SCA): the BS exploits the SCA algorithm to minimize the network power consumption [22].
- ZF: the BS employs the ZF algorithm proposed in Sec. III-D to alternatively optimize the BS beamforming and RISs phase shifts with an exhaustive search over all combinations of the active RISs sets.
- Exhaustive search: all possible combinations of active RISs are checked. Note that the complexity of the exhaustive search grows exponentially with the number of RISs.
- All active: all RISs in \( \mathcal{L} \) are active and only the transmit power of the BS is minimized.

We first study the impact of the target SINR on the proposed RIS-assisted green wireless network and the proposed algorithms. To this end, we vary the target SINR and show the average number of active RISs, the total RIS power consumption and the total transmit power consumption in Table II, Table III, and Table IV, respectively. Note that some of the average numbers of active RIS in Table II are non-integers since we run the algorithms over 1000 Monte Carlo simulations, which can help to clearly show the performance of different algorithms. We have the following observations.
Fig. 1: Optimization framework of network power minimization and user admission control.

First, as shown in Table IV the scheme with all RISs being active achieves the maximum transmit power consumption at the BS since the network performance, e.g., QoS, can be improved by employing more RISs. However, the active RISs incur large RIS power consumption, as shown in Table III. Therefore, it suffers from the highest network power consumption, which is power inefficient. Second, the ZF, SCA, SDR, and the proposed DC algorithms significantly

reduce the network power consumption compared to the scheme with all RISs being active. In particular, the proposed DC outperforms the ZF, SCA, and SDR algorithms, and it achieves a comparable result with the optimal exhaustive method. Therefore, we obtain the following conclusions: 1) the proposed DC, ZF, SCA, and SDR algorithms reduce the RIS power consumption (as shown in Table III) by switching off some RISs (as shown in Table IV). 2) the proposed DC, ZF, SCA, and SDR schemes require more transmit power at the BS than the scheme with all RISs being active (as shown in Table IV). This is mainly because with some RISs being switched off, more power is needed at the BS to guarantee the QoS requirements. 3) the SDR algorithm achieves higher performance than the SCA algorithm since it convexifies the non-convex quadratic constraints as a linear constraints via dropping the rank-one constraint in the lifting problem. The proposed DC outperforms SDR in terms of the RIS power

| Target SINR [dB] | 0.5 | 1 | 1.5 | 2 | 2.5 |
|------------------|-----|---|-----|---|----|
| All Active       | 3   | 3 | 3   | 3 | 3  |
| Proposed DC     | 0.5 | 0.8 | 1 | 1.3 | 1.8 |
| SDR             | 0.5 | 0.8 | 1 | 1.3 | 1.8 |
| SCA             | 0.8 | 1.2 | 1.5 | 1.8 | 2.4 |
| ZF              | 0.9 | 1.4 | 1.8 | 2.2 | 2.6 |
| Exhaustive Search | 0.4 | 1 | 1.4 | 2 | 1.8 |

| Target SINR [dB] | 0.5 | 1 | 1.5 | 2 | 2.5 |
|------------------|-----|---|-----|---|----|
| All Active       | 135 | 135 | 135 | 135 | 135 |
| Proposed DC     | 22.5 | 36 | 45 | 58.5 | 81 |
| SDR             | 22.5 | 40.5 | 49.5 | 67.5 | 90 |
| SCA             | 36 | 54 | 67.5 | 81 | 108 |
| ZF              | 40.5 | 63 | 81 | 99 | 117 |
| Exhaustive Search | 18 | 45 | 63 | 90 | 81 |

reduce the network power consumption compared to the scheme with all RISs being active. In particular, the proposed DC outperforms the ZF, SCA, and SDR algorithms, and it achieves a comparable result with the optimal exhaustive method. Therefore, we obtain the following conclusions: 1) the proposed DC, ZF, SCA, and SDR algorithms reduce the RIS power consumption (as shown in Table III) by switching off some RISs (as shown in Table IV). 2) the proposed DC, ZF, SCA, and SDR schemes require more transmit power at the BS than the scheme with all RISs being active (as shown in Table IV). This is mainly because with some RISs being switched off, more power is needed at the BS to guarantee the QoS requirements. 3) the SDR algorithm achieves higher performance than the SCA algorithm since it convexifies the non-convex quadratic constraints as a linear constraints via dropping the rank-one constraint in the lifting problem. The proposed DC outperforms SDR in terms of the RIS power.

Fig. 2: Horizontal location of the BS, RISs, and users.

Fig. 3: Convergence of the proposed DC algorithm.
TABLE IV: The average total transmit power consumption with different algorithms (mW)

| Target SINR [dB] | 0.5  | 1    | 1.5  | 2    | 2.5  |
|------------------|------|------|------|------|------|
| All Active       | 199  | 335  | 378  | 464  | 629  |
| Proposed DC      | 125  | 198  | 264  | 353  | 472  |
| SDR              | 140  | 263  | 318  | 372  | 569  |
| SCA              | 145  | 283  | 352  | 405  | 603  |
| ZF               | 162  | 294  | 365  | 420  | 611  |
| Exhaustive Search| 121  | 193  | 244  | 325  | 437  |

Fig. 4: Total transmit power consumption versus different number of users \( K \).

Fig. 5: Energy efficiency versus different number of RISs \( L \).

domly generated around the obstacle in Fig. 2. From Fig. 4, we observe that the energy efficiency of most baseline algorithms increases with the number of RISs. This is because, with more RISs, the BS can determine a more efficient RIS set, i.e., an active RIS set with lower network power consumption, leading to higher energy efficiency. Moreover, the energy efficiency of the “All active” scheme decreases when the number of RISs is 5, indicating the importance of RIS selection for increasing energy efficiency in green cellular networks.

B. User Admission Control

In this subsection, we illustrate the effectiveness of the proposed DC algorithm for the user admission control problem. We show the performance of the proposed DC algorithm with the following baseline schemes.

- **Smoothed** \( L_p \): the BS leverages the smoothed \( L_p \)-minimization algorithm to maximize the number of admitted users [25].
- **Proposed DC with random phase shifts**: the RIS phase-shift matrices are randomly generated. Therefore, we only solve the problem (38), while dropping users using the same method as the proposed DC.
- **Proposed DC without RIS**: we solve problem (38) using the proposed DC algorithm without any RIS.
- **Exhaustive search**: we solve problems (38) and (41) using the proposed DC algorithm with all combinations of users and find the maximal active user set from the feasible solutions.

Next, we study the user admission capacities of different algorithms with respect to different QoS constraints. Here we set the target SINRs of all users to be equal. In Fig. 6, we observe that the number of admitted users of all baselines decreases as the target SINR \( \gamma_k \) increases. The proposed DC algorithm always admits more users than the smoothed \( L_p \), the SDR, the proposed DC with random phase shifts, and the proposed DC without RIS. In particular, the proposed DC admits almost the same number of users compared with the exhaustive search algorithm, which shows the effectiveness of the proposed DC algorithm. Such performance gain of the proposed DC over the smoothed \( L_p \) mainly comes from its
exploitation ability for the sparse structure by matrix lifting without dropping the rank-one constraint. The performance gain of the proposed DC compared with the random RIS phase shifts and without RIS schemes demonstrates the effectiveness of deploying multiple RISs and optimizing the on-off status of the RISs in wireless networks.

In Fig. 7, we illustrate the per-user power consumption versus the target SINR of different algorithms. We observe that as the target SINR increases, the network requires higher power consumption to satisfy the QoS constraints of all users. The power consumption of the proposed DC algorithm is nearly the same as the exhaustive search algorithm and is much lower than other baseline schemes. The obtained result demonstrates the superb performance of the proposed algorithm by exploiting the rank-one constraint. The proposed DC and the proposed DC with random phase shifts scheme outperform the proposed DC without RIS, which shows the benefits of deploying RISs in terms of power control. Moreover, the performance loss of the proposed DC with random phase shifts compared with the proposed DC indicates the necessity to optimize RIS phase shifts for green cellular networks.

In Fig. 8, we show the average number of admitted users versus the number of RISs $L$. The locations of the additional RISs are randomly generated at the edge of a circle centered at $(70, 40, 0)$ with radius of 25 meters. Fig. 8 demonstrates that the number of admitted users increases rapidly for a small number of RISs, however, this increase becomes slower for a larger number of RISs. The reason comes from that a large number of RISs leads to high power consumption, which consequently decreases the growth of the users admission capacities. Therefore, in practice, the number of RISs as well as the location should be carefully determined to avoid unnecessary implementation cost and power consumption cost.

VI. CONCLUSIONS

In this paper, we investigate a downlink multi-antenna broadcast channel with multiple RISs assisting the transmission. To improve the energy efficiency of the considered network, we depart from the existing works and for the first time, we jointly investigate the power control and the user admission problem. Specifically, we first devote to minimize the network power consumption by jointly optimizing the phase shifts of RISs, beamforming of the base stations, and the active RIS set. However, the infeasibility issue occurs when the QoS constraints cannot be guaranteed by all users. To address such infeasibility issue, we further investigate the user admission control problem. A unified AO framework based on DC approach is then proposed to solve both the power minimization and the user admission control problems, followed by a low-complexity beamforming design algorithm, which acts as an alternative approach to enable the computation-sensitive wireless networks. Numerical results demonstrate that, the proposed DC-based AO framework significantly improves the energy efficiency. Surprisingly, the proposed algorithm is capable of saving 25% power compared to the setting with all RIS elements being active, while achieving almost the same performance as the exhaustive search scheme. In addition, for a given target SINR, the proposed DC algorithm can support more active users, resulting in a 14% increase in user admission compared to the compared SDR algorithm.
APPENDIX A
PROOF OF LEMMA 1
Recall problem (33),

\[
\begin{align*}
\text{maximize} & \quad |\hat{\theta}_k^H a_{k,k}| \\
\text{subject to} & \quad \hat{\theta}_k^H a_{k,j} = 0, \forall j \neq k, \\
& \quad |\hat{\theta}_{k,i}| = 1, \forall i \in I_k.
\end{align*}
\]

(61a)

(61b)

(61c)

Then, for constraint (61b), we have

\[
\hat{\theta}_{k,i}^H [a_{k,j}]_i = -\sum_{r \in I_k, r \neq j} [a_{k,j}]_r \hat{\theta}_{k,r}, \forall j \neq k.
\]

(62)

Taking the absolute value at both sides yields

\[
|\hat{\theta}_{k,i}^H [a_{k,j}]_i| = \sum_{r \in I_k, r \neq j} |[a_{k,j}]_r| |\hat{\theta}_{k,r}^*|.
\]

(63)

Further combining equation (63) and constraint (61b), we have

\[
|[a_{k,j}]_i| = \sum_{r \in I_k, r \neq j} |[a_{k,j}]_r| |\hat{\theta}_{k,r}^*| \\
\leq \sum_{r \in I_k, r \neq j} |[a_{k,j}]_r| |\hat{\theta}_{k,r}^*| \\
= \sum_{r \in I_k, r \neq j} |[a_{k,j}]_r|.
\]

(64)

where the inequality follows the triangle inequality. Adding \(|[a_{k,j}]_i|\) on both sides, we have

\[
2|[a_{k,j}]_i| \neq \sum_{r \in I_k} |[a_{k,j}]_r|.
\]

(65)

Since inequality (65) should be satisfied for any \(i \in I_k\), conditions (36) are obtained by using the \(\max_{i \in I_k}\) operation on both sides of (65), which completes the proof.

APPENDIX B
PROOF OF PROPOSITION 1
For the sequence \(\{ (\hat{\Theta}^t) \}\) generated by iteratively solving problem (34), we denote the dual variables as \(Y_{\hat{\Theta}}^t \in \partial_{\hat{\Theta}} q\).

Due to the strong convexity of \(q\), we have

\[
q^{t+1} - q^t \geq \langle \Delta t, \hat{\Theta}^t, Y_{M}^t \rangle + \frac{\alpha}{2} \| \Delta t, \hat{\Theta}^t \|_F^2,
\]

(66)

\[
(\hat{\Theta}^t, Y_{\hat{\Theta}}^t) = q^t + q^t^*,
\]

(67)

where \(\Delta t = \hat{\Theta}^{t+1} - \hat{\Theta}^t\). Adding \(g_1^{t+1}\) at both sides of (66), we have

\[
f_1^{t+1} \leq g_1^{t+1} - q^t - \langle \Delta t, \hat{\Theta}^t, Y_{M}^t \rangle - \frac{\alpha}{2} \| \Delta t, \hat{\Theta}^t \|_F^2.
\]

(68)

For the update of primal variable \(\hat{\Theta}^t\) according to equation (72), we have \(Y_{\hat{\Theta}}^t \in \partial_{\hat{\Theta}} f_1^* g_1^*.\) This implies that

\[
g_1^t - g_1^{t+1} \geq \langle -\Delta t, \hat{\Theta}^t, Y_{M}^t \rangle + \frac{\alpha}{2} \| \Delta t, \hat{\Theta}^t \|_F^2,
\]

(69)

\[
(\hat{\Theta}^{t+1}, Y_{\hat{\Theta}}^t) = g_1^{t+1} + g_1^t.
\]

(70)

Similarly, by adding \(-q^t\) at both sides of equation (69), we have

\[
f_1^t \geq g_1^{t+1} - q^t + \langle -\Delta t, \hat{\Theta}^t, Y_{M}^t \rangle - \frac{\alpha}{2} \| \Delta t, \hat{\Theta}^t \|_F^2.
\]

(71)

Combine equation (67) and equation (70), we obtain

\[
g_1^{t+1} - q^t + \langle -\Delta t, \hat{\Theta}^t, Y_{M}^t \rangle = f_1^t,
\]

(72)

where \(f_1^t = q^* - g_1^*\). By subtracting (68), (71) and (72), we have

\[
f_1^t \geq f_1^t + \frac{\alpha}{2} \| \Delta t, \hat{\Theta}^t \|_F^2 \geq f_1^{t+1} + \alpha \| \Delta t, \hat{\Theta}^t \|_F^2.
\]

(73)

The sequence \(\{ f_1^t \}\) is non-increasing. Since \(f_1^t \geq 0\) always holds, we conclude that the sequence \(\{ f_1^t \}\) is strictly decreasing until convergence, i.e., \(\lim_{t \to \infty} \| \hat{\Theta}^t - \hat{\Theta}^t^{t+1} \|_F^2 = 0\).

For every limit point, \(f_1^{t+1} = f_1^t\), we have

\[
\| \hat{\Theta}^t - \hat{\Theta}^{t+1} \|_F^2 = 0, f_1^{t+1} = f_1^t.
\]

(74)

Then,

\[
q^t + q^{t+1} = g^t + g^{t+1} = (\hat{\Theta}^{t+1}, Y_{\hat{\Theta}}^t), Y_{\hat{\Theta}}^t \in \partial_{\hat{\Theta}} q.
\]

(75)

Therefore, \(Y_{\hat{\Theta}}^t \in \partial_{\hat{\Theta}} g_1^* \cap \partial_{\hat{\Theta}} q, \) thus \((\hat{\Theta}^{t+1})\) is a critical point of \(f_1 = g_1 - q\). Since

\[
\operatorname{Avg}(\| \hat{\Theta}^t - \hat{\Theta}^{t+1} \|_F^2) \leq \sum_{i=0}^{t} \frac{1}{\alpha (t+1)} (f_1^i - f_1^{i+1}) \leq \frac{1}{\alpha} \frac{(f_1^0 - f_1^*)}{(t+1)},
\]

we have

\[
\operatorname{Avg}(\| \hat{\Theta}^t - \hat{\Theta}^{t+1} \|_F^2) \leq \frac{f_1^0 - f_1^*}{\alpha (t+1)}.
\]

(76)

which completes the proof.
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