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Abstract

We study a hierarchical heterogeneous Rayleigh fading wireless sensor network (WSN) in which sensor nodes surveil a region of interest (RoI) and use access points (APs) as relays to transmit their sensed information to base stations (BSs). By considering both large-scale path-loss signal attenuation and small-scale signal variation due to Rayleigh fading, we formulate the node deployment problem as an optimization problem intended to minimize the network’s wireless communication power consumption. Given ergodic capacity constraints on all wireless links, we study the necessary conditions for an optimal AP and BS deployment. These necessary conditions are then assembled in the form of an iterative algorithm to deploy nodes. Finally, we establish the efficacy and superiority of our proposed node deployment algorithm against similar methods in the literature.
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I. INTRODUCTION

Wireless sensor networks (WSNs) are primarily used to monitor physical phenomena such as temperature, humidity, barometric pressure, etc. inside a region of interest (RoI) and transmit the sensed information back to base stations (BSs) [1], [2]. Since battery replacement in harsh or hostile regions is impractical [3], energy-efficiency is considered the most crucial factor for WSNs’ continued operation [4]. Energy consumption is largely dominated by the communication energy [5], [6]; thus, access points (APs) are often deployed to act as relays and facilitate data transfer from sensors to BSs [7].
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To improve WSNs’ energy-efficiency, various methods have been proposed; ranging from optimizing data routing \([8]–[11]\) to effectively scheduling active and sleep modes for sensors \([12]–[14]\). Among these methods, energy-efficient node deployment has received much attention as the signal-to-noise ratio (SNR) at the receiver decreases as the distance between the transmitter and receiver increases. Based on the network’s setup, some methods are executed in a centralized manner \([15]\) while others are distributed and only utilize local information at each node to achieve optimal deployment \([16], [17]\). In addition, some methods are configured for static networks where nodes are placed at precalculated positions \([18]–[20]\) while others consider mobile networks where each node moves from its initial position to its optimal location \([15], [20], [21]\). The optimal deployment is highly affected by nodes’ characteristics. Homogeneous WSNs, in which network nodes have identical hardware properties such as antenna gain and sensitivity, are studied extensively \([8], [22], [23]\). Recently, we have studied the optimal deployment of heterogeneous WSNs, in which nodes have different characteristics and the optimal regions are often non-convex and even disconnected \([18]–[20]\). While the heterogeneity of nodes is taken into account in \([18]–[20]\), these studies along with the majority of the work in the literature, ignore the real-world characteristics of the RoI and overlook the stochasticity of the communication channel due to the fading phenomena. Moreover, they employ a very simplistic radio energy model in which the exponential dependence of the required transmission energy on the rate is neglected. This in turn leads to underestimation of the actual energy consumption and substantially decreases the reliability and durability of these networks; thus, increasing the need for further research into the development of models that can realistically simulate real-world properties of WSNs.

The main motivation and key characteristics of this work is to address the aforementioned fundamental shortcomings. This manuscript studies the optimal deployment in heterogeneous Rayleigh fading sensor networks to minimize the wireless communication power consumption given ergodic capacity constraints on all wireless links. We have aimed to consider the small-scale fading and the exponential dependence of the required transmission energy on the rate in heterogeneous WSNs, a shortcoming of the existing literature on this topic. Notably, we consider a radio energy model that is based on both large-scale path-loss signal attenuation and small-scale signal variation due to Rayleigh fading, and takes the heterogeneity of nodes into account. By marginalizing the randomness of the channel capacity due to the Rayleigh fading, and considering the ergodic capacity for all wireless links, we derive the necessary conditions of optimal deployment and design an energy-efficient algorithm to deploy nodes.

The rest of the manuscript is organized as follows: The system model and problem formulation are outlined in Section \([II]\). In Section \([III]\) the optimal deployment in heterogeneous Rayleigh fading WSNs given ergodic capacity constraints on all wireless links is studied, and an iterative algorithm based on
the obtained necessary conditions is provided. The proofs of the results in Section III are provided in Appendices. Finally, Section IV presents the simulation results and Section V concludes the paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We study a heterogeneous WSN comprised of homogeneous sensors, $M$ heterogeneous BSs, and $N$ heterogeneous APs that act as relays and facilitate data transfer from sensors to BSs. The RoI $\Omega \subseteq \mathbb{R}^2$ is a convex polygon including its interior. The distribution of densely deployed sensors is characterized by a continuous and differentiable function $f : \Omega \rightarrow \mathbb{R}^+$, i.e., $\int_{\Omega} f(\omega) d\omega$ is the total number of sensors within $W \subseteq \Omega$. For applications such as surveillance sensor networks and traffic control systems that require continuous feed of visual and/or audio information, sensors transmit their data with the bit-rate $R_b$ where $R_b$ is a constant due to sensors’ homogeneity [23]. For applications in which sensors have sporadic activity, the assumption of constant bit-rate for homogeneous sensors can be adapted accordingly by considering time-division multiplexing for sensors’ activity. Hence, $R_b \int_{W} f(\omega) d\omega$ denotes the amount of data generated by all sensors within the region $W$ in one time unit.

We denote the collective deployment of APs and BSs by $P = (p_1, \cdots, p_N) \in \mathbb{R}^{N \times 2}$ and $Q = (q_1, \cdots, q_M) \in \mathbb{R}^{M \times 2}$ in which $p_n$ and $q_m$ denote the location of AP $n$ and BS $m$, respectively. In this paper, we assume that each sensor transmits its data to just one AP. As depicted in Fig. 1, the RoI $\Omega$ is partitioned into $N$ disjoint regions $W = (W_1, \cdots, W_N) \subseteq \Omega^N$ such that for each $n \in \{1, \cdots, N\}$, sensors within $W_n \subseteq \Omega$ transmit their data to AP $n$.

Our network can be regarded as a directed bipartite graph with $N + M$ vertices representing $N$ access points and $M$ base stations. Each edge from AP $n$ to BS $m$ is associated with the bit-rate $F_{n,m} \geq 0$ (bits/s) denoting the flow of data from AP $n$ to BS $m$. Thus, the routing protocol by which data is transmitted from sensors to base stations can be characterized by the flow matrix $F = [F_{n,m}]_{N \times M}$ representing the flow of data between each pair of AP and BS nodes. Since the in-flow to each AP, say $n$, is equal to its out-flow, it directly follows that $R_b \int_{W_n} f(\omega) d\omega = \sum_{m=1}^{M} F_{n,m}$. This indicates that for a given cell partitioning $W$, the flow matrix $F$ can be uniquely determined by the normalized flow matrix $R = [r_{n,m}]_{N \times M}$ where $r_{n,m} = \frac{F_{n,m}}{\sum_{m=1}^{M} F_{n,m}}$, i.e., $r_{n,m}$ is the ratio of out-flow from AP $n$ that is transmitted to BS $m$. In particular, we have $0 \leq r_{n,m} \leq 1$ and $\sum_{m=1}^{M} r_{n,m} = 1$ for each $n \in \{1, \cdots, N\}$.

Throughout this paper, we consider a Rayleigh flat-fading channel in which the bandwidth of the signal is small compared to the coherence bandwidth of the channel. We also assume that the receiver can track the fading process, i.e., coherent reception and the transmitter has no knowledge of the channel realization except for its statistical properties. Our goal is to find the optimal transmission power for sensors and APs such that the allocated transmission power to each wireless link can, on average, allow the flow of
Fig. 1: The system model and network architecture.

data in that link to pass through. For this purpose, we marginalize the stochasticity of the channel due to the fading process and consider the ergodic capacity for all wireless links.

The ergodic capacity for a Rayleigh flat-fading channel between AP \( n \) and BS \( m \) with an average received SNR \( \gamma_{n,m} \) is given by the following closed-form formula [25]:

\[
C_{\text{erg}} = B \log_2(e) \times e^{\frac{1}{\gamma_{n,m}}} \times E_1\left(\frac{1}{\gamma_{n,m}}\right),
\]

(1)

where \( E_1(z) = \int_1^\infty \frac{e^{-x}}{x} dx \), for \( \text{Re}\{z\} > 0 \), is the exponential integral of order 1. We consider the free-space path loss in which

\[
\gamma_{n,m} = \frac{P_{\text{receive}}^{(n,m)}}{\sigma B} = \frac{P_{\text{transmit}}^{(n,m)}}{\sigma B} \times \frac{G_{t_n} G_{r_m} \lambda_c^2}{(4\pi)^2 \|p_n - q_m\|^2},
\]

(2)

where \( \sigma \) and \( B \) are spectral width and channel noise density, respectively, \( P_{\text{transmit}}^{(n,m)} \) is AP \( n \)’s transmission power, \( P_{\text{receive}}^{(n,m)} \) is BS \( m \)’s receive power, \( G_{t_n} \) is the transmitter antenna gain of AP \( n \), \( G_{r_m} \) is the receiver antenna gain of BS \( m \), and \( \lambda_c \) is the wavelength of the carrier signal. By setting \( C_{\text{erg}} = F_{n,m} \), it readily follows from Eqs. (1) and (2) that the required transmission power at AP \( n \) that, on average, allows the signal to be broadcasted to BS \( m \) with bit-rate \( F_{n,m} \) bits/s is

\[
P_{\text{transmit}}^{(n,m)} = \frac{\sigma B (4\pi)^2 \|p_n - q_m\|^2}{G_{t_n} G_{r_m} \lambda_c^2 \times U^{-1}\left(\frac{F_{n,m}}{B \log_2(e)}\right)},
\]

(3)

where \( U(x) = e^x \times E_1(x) \). Similarly, for a sensor positioned at \( \omega \), the required transmission power that,

\footnote{We only consider the network’s communication power consumption as our objective function since the energy dissipation for transceiver electronics is negligible compared to the communication energy [24].}
on average, allows transmission of signal to AP \( n \) with bit-rate \( R_b \) is given by

\[
P_{\text{transmit}}^{(\omega,n)} = \frac{\sigma B (4\pi)^2 \| p_n - \omega \|^2}{G_{t_{\text{sens}}}} G_{r_n} \lambda^2_c \times U^{-1} \left( \frac{R_b}{B \log_2(e)} \right),
\]

where \( G_{t_{\text{sens}}} \) is the homogeneous sensors’ common transmitter antenna gain. Thus, the total wireless power consumption under the ergodic capacity assumption is

\[
P(P, Q, W, R) = \sum_{n=1}^{N} \int_{W_n} P_{\text{transmit}}^{(\omega,n)} f(\omega) d\omega + \lambda \sum_{n=1}^{N} \sum_{m=1}^{M} P_{\text{transmit}}^{(n,m)},
\]

where \( \lambda \geq 0 \) is the Lagrangian multiplier that provides a trade-off between sensors’ and APs’ transmission power consumption. Our goal in this paper is to minimize the objective function in Eq. (5) over node deployments \( P, Q \), cell partitioning \( W \), and normalized flow matrix \( R \).

III. OPTIMAL DEPLOYMENT IN RAYLEIGH FADING WSNs

In this section, we aim at minimizing the wireless transmission power consumption \( P \) in Eq. (5) over node deployment \( P \) and \( Q \), cell partitioning \( W \), and normalized flow matrix \( R \). To accomplish this goal, first, we derive the necessary conditions for an optimal deployment, cell partitioning, and data routing. Then, these necessary conditions are embedded into an iterative algorithm to yield such an optimal deployment. This approach is carried out in the following three steps.

**Step 1 [optimizing \( P \) and \( Q \) while \( W \) and \( R \) are fixed]:** Using Eqs. (3) and (4), we can rewrite the wireless communication power consumption \( P \) in Eq. (5) as

\[
P(P, Q, W, R) = \sum_{n=1}^{N} \int_{W_n} a_n \| p_n - \omega \|^2 f(\omega) d\omega + \lambda \sum_{n=1}^{N} \sum_{m=1}^{M} b_{n,m} \| p_n - q_m \|^2,
\]

where \( a_n = \sigma B (4\pi)^2 G_{t_{\text{sens}}} \lambda^2_c \times G_{r_n} \lambda^2_c \) and \( b_{n,m} = \sigma B (4\pi)^2 G_{t_{\text{sens}}} \lambda^2_c \times G_{r_m} \lambda^2_c \). For a given cell partitioning and data routing, the necessary conditions for an optimal deployment are provided next.

**Proposition 1:** For a fixed cell partitioning \( W \) and normalized flow matrix \( R \), the necessary conditions for the optimal AP and BS deployment \( P^* \) and \( Q^* \) in a heterogeneous Rayleigh fading WSN with wireless transmission power consumption defined in Eq. (5) are given by:

\[
p_n^* = \frac{a_n c_n}{U^{-1} \left( \frac{R_b}{B \log_2(e)} \right)} + \lambda \sum_{m=1}^{M} \frac{b_{n,m} q_m^*}{U^{-1} \left( \frac{F_{n,m}}{B \log_2(e)} \right)},
\]

where \( a_n = \sigma B (4\pi)^2 G_{t_{\text{sens}}} \lambda^2_c \times G_{r_n} \lambda^2_c \) and \( b_{n,m} = \sigma B (4\pi)^2 G_{t_{\text{sens}}} \lambda^2_c \times G_{r_m} \lambda^2_c \).
\[
q^*_m = \frac{\sum_{n=1}^{N} U^{-1}(\frac{c_{m,n}}{\log_2(e)}) \times p^*_n}{\sum_{n=1}^{N} U^{-1}(\frac{c_{m,n}}{\log_2(e)})},
\]

for all \( n \in \mathcal{I}_{AP} = \{1, \cdots, N\} \) and \( m \in \mathcal{I}_{BS} = \{1, \cdots, M\} \), where \( v_n \) and \( c_n \) are the volume and centroid of \( W_n \), respectively.

The proof of Proposition 1 is provided in Appendix A.

**Step 2 [optimizing \( W \) while \( P, Q, \) and \( R \) are fixed]:** The flow matrix \( F \)'s dependence on cell partitioning is only through individual cells' volumes. This indicates that the AP transmission power consumption in Eq. (6) only depends on the volume of regions \( W_1, \cdots, W_N \) and not their shape. This is in contrast to sensors’ power consumption in Eq. (6) which depends on both volume and shape of each cell. This observation implies that by holding the volumes constant, we can adjust the region boundaries to reduce the sensors’ power consumption while the APs’ power consumption is kept fixed. Using this intuition, we obtain the following property of the optimal region boundaries.

**Lemma 1:** Let \( W^* = (W_1^*, \cdots, W_N^*) \) be an optimal cell partitioning that minimizes the network’s transmission power consumption \( P \) in Eq. (6) for a given node deployment \( P, Q, \) and normalized flow matrix \( R \). Let \( \delta^*_{i,j} = W_i^* \cap W_j^* \) be the optimal boundary between neighboring regions \( W_i^* \) and \( W_j^* \). If \( a_i = a_j \), then \( \delta^*_{i,j} \) is a segment; otherwise, \( \delta^*_{i,j} \) is an arc with its center placed at \( c = \frac{a_ip_i-a_jp_j}{a_i-a_j} \).

The proof of Lemma 1 is provided in Appendix B.

Assume that the optimal boundary \( \delta^*_{i,j} \) in Lemma 1 intersects the line \( \overline{p_ip_j} \) at the point \( h^*_{i,j} \). The following proposition provides a necessary condition on \( h^*_{i,j} \)'s position.

**Proposition 2:** For a given node deployment \( P, Q, \) and data routing \( R \), let \( W^* = (W_1^*, \cdots, W_N^*) \) be an optimal cell partitioning that minimizes the objective function \( P \) in Eq. (6). Let \( \delta^*_{i,j} = W_i^* \cap W_j^* \) be the boundary between neighboring cells \( W_i^* \) and \( W_j^* \) that intersects the line \( \overline{p_ip_j} \) at \( h^*_{i,j} \). We have

\[
\begin{align*}
\frac{a_i}{U^{-1}(\frac{R_b}{B \log_2(e)})} ||p_i - h^*_{i,j}||^2 + \lambda \sum_{t=1}^{M} &\left\{ U^{-1}(\frac{r_{i,t}+R_b}{B \log_2(e)}) \right\} b_{i,t} ||p_i - q_t||^2 \times \frac{r_{i,t}+R_b}{B \log_2(e)} \\
= &\frac{a_j}{U^{-1}(\frac{R_b}{B \log_2(e)})} ||p_j - h^*_{i,j}||^2 + \lambda \sum_{t=1}^{M} &\left\{ U^{-1}(\frac{r_{j,t}+R_b}{B \log_2(e)}) \right\} b_{j,t} ||p_j - q_t||^2 \times \frac{r_{j,t}+R_b}{B \log_2(e)} \\
= &\lambda \sum_{t=1}^{M} \left\{ U^{-1}(\frac{r_{i,t}+R_b}{B \log_2(e)}) \right\} b_{i,t} ||p_i - h^*_{i,j}||^2 \times \frac{r_{i,t}+R_b}{B \log_2(e)} \times U^{-1}(\frac{r_{i,t}+R_b}{B \log_2(e)}) \\
&\lambda \sum_{t=1}^{M} \left\{ U^{-1}(\frac{r_{j,t}+R_b}{B \log_2(e)}) \right\} b_{j,t} ||p_j - h^*_{i,j}||^2 \times \frac{r_{j,t}+R_b}{B \log_2(e)} \times U^{-1}(\frac{r_{j,t}+R_b}{B \log_2(e)}).
\end{align*}
\]

The proof of Proposition 2 is provided in Appendix C.

**Step 3 [optimizing \( R \) while \( P, Q, \) and \( W \) are fixed]:** The choice of normalized flow matrix \( R \) does not affect the sensors’ power consumption and only changes the APs’ power consumption in Eq. (6). Since the cell partitioning, and thus each individual cell’s volume is fixed, the total amount of data
per time unit that each AP transmits is fixed. Therefore, to optimize $R$, each AP can work independent of other AP nodes to adjust its data transmission scheme. For each AP, say $n$, we have the following objective function:

$$\text{arg min}_{F_{n,1}, \ldots, F_{n,M}} \sum_{m=1}^{M} \frac{b_{n,m}}{U^{-1}\left(\frac{F_{n,m}}{B \log_2(e)}\right)} \|p_n - q_m\|^2,$$

(10)

s.t. $\sum_{m=1}^{M} F_{n,m} = \int_{W_n} R_b f(\omega) d\omega = R_b v_n$,

(11)

$F_{n,m} \geq 0$ for all $m \in \mathcal{I}_{BS}$.

(12)

To make the above constrained optimization problem tractable, we make use of a common optimization technique that aims to minimize an upper bound of the objective function instead of explicitly minimizing the objective function itself. Thus, our first goal is to present an upper bound on AP $n$’s transmission power consumption in Eq. (10).

**Lemma 2:** Let $U(x) = e^x \times E_1(x)$ where $E_1(x)$ is the exponential integral of order 1. Then, we have

$$e^x - 1 < \frac{1}{U^{-1}(x)} < \frac{e^{2x} - 1}{2}.$$

(13)

The proof of Lemma 2 is provided in Appendix D.

Lemma 2 yields the following upper bound on AP $n$’s power consumption in Eq. (10):

$$\text{arg min}_{F_{n,1}, \ldots, F_{n,M}} \sum_{m=1}^{M} b_{n,m} \|p_n - q_m\|^2 \times \frac{e^{2F_{n,m}}}{B \log_2(e)} - 1,$$

(14)

s.t. $\sum_{m=1}^{M} F_{n,m} = \int_{W_n} R_b f(\omega) d\omega = R_b v_n$,

(15)

$F_{n,m} \geq 0$ for all $m \in \mathcal{I}_{BS}$.

(16)

A systematic approach is presented in Algorithm 1 to provide the optimal solution to the constrained optimization problem in Eqs. (14)-(16).

**Proposition 3:** For a given node deployment $P$, $Q$, and cell partitioning $W$, Algorithm 1 provides the optimal solution to the constrained optimization problem in Eqs. (14)-(16) and returns the optimal normalized flow matrix $R$.

The proof of Proposition 3 is provided in Appendix E.

Next, we present Algorithm 2 named Power-Efficient Ergodic-based Lloyd (PEEL) Algorithm, that makes use of the properties we explored in this section to minimize the wireless transmission power consumption $P$ in Eq. (6) over node deployment, cell partitioning, and data routing.
Algorithm 1: Optimal data routing in two-tier WSNs under ergodic capacity assumption

Input: Node deployment \( P, Q \); Cell partitioning \( W \);
Set \( n = 1 \);

Set \( S_0 = \frac{1}{M} \left[ 2 R_{b, y_n} + \sum_{m=1}^{M} \left[ \ln(b_{n,m}) + 2 \ln(\|p_n - q_m\|) \right] \right] \);
Set \( J_L^{(0)} = \emptyset \) and \( J_U^{(0)} = \{1, \cdots, M\} \);
Set iteration counter \( k = 0 \);

Increase \( k \) by 1;

Let \( J_L^{(k)} = \{m \mid S_{k-1} < \ln(b_{n,m}) + 2 \ln(\|p_n - q_m\|), 1 \leq m \leq M\} \);
Let \( J_U^{(k)} = \{1, \cdots, M\} \setminus J_L^{(k)} \);

Calculate \( S_k = \frac{M \times S_0 - \sum_{m \in J_L^{(k)}} \ln(b_{n,m}) + 2 \ln(\|p_n - q_m\|)}{|J_U^{(k)}|} \);

is \( J_L^{(k)} = J_L^{(k-1)} \) ?

No

Set \( F_{n,m} = 0 \) for all \( m \in J_L^{(k)} \);
Set \( F_{n,m} = \frac{R_{b, y_n}}{2} \left( S_k - \left[ \ln(b_{n,m}) + 2 \ln(\|p_n - q_m\|) \right] \right) \) for all \( m \in J_U^{(k)} \);

Increase \( n \) by 1;

No

is \( n > N \) ?

Yes

Obtain the normalized flow matrix \( R \) from the flow matrix \( F \).

Proposition 4: The PEEL algorithm is an iterative improvement algorithm and converges.
The proof of Proposition 4 is provided in Appendix F.
Algorithm 2: Power-Efficient Ergodic-based Lloyd (PEEL) Algorithm

1. Initialize the node deployment $P$ and $Q$;
2. Initialize the cell partitioning $W_i$;
3. Initialize the normalized flow matrix $R$;

For each $n \in \{1, \cdots, N\}$, set:
\[ W_n = \{ \omega | a_n ||p_n - \omega||^2 \leq a_k ||p_k - \omega||^2 \text{ for all } 1 \leq k \leq N \}; \]

For each $n \in \{1, \cdots, N\}$, set:
\[ p_n = \frac{\int_{W_n} \omega f(\omega) d\omega}{\int_{W_n} f(\omega) d\omega}; \]

Converged?

Yes

Use the Lloyd algorithm with respect to AP locations to deploy $M$ base stations;

Update $R$ according to Algorithm 1;

Update $P$ and $Q$ according to Proposition 1;

Randomly select neighboring regions $W_i$ and $W_j$;

Use line search to find $h_{ij}$ that satisfies Proposition 2;

Adjust the boundary $\delta_{ij} = W_i \cap W_j$ according to $h_{ij}$;

Converged?

No

Yes

Update $R'$ according to Algorithm 1;

is $P(P, Q, W, R') < P(P, Q, W, R)$?

Yes

Set $R = R'$;

No

Converged?

No

Yes

Return $P, Q, W$, and $R$. 
IV. EXPERIMENTS

We carry out simulations for a heterogeneous Rayleigh fading WSN consisting of 3 BSs, 15 APs, and 1000 sensors. The region of interest $\Omega$ is a square field of size $10\text{km} \times 10\text{km}$. For all homogeneous sensors, the bit-rate and transmitter antenna gain are $R_b = 30\text{Kbps}$ and $G_{\text{t}\text{sensor}} = 1$, respectively, and the carrier wavelength is $\lambda_c = 3\text{m}$. We denote BS $m$’s receiver antenna gain by $G^{(\text{BS})}_{\text{r}\text{m}}$ and AP $n$’s transmitter and receiver antenna gains by $G^{(\text{AP})}_{\text{t}\text{n}}$ and $G^{(\text{AP})}_{\text{r}\text{n}}$, respectively. These values are set as follows:

\[
\begin{align*}
G^{(\text{AP})}_{\text{t}\text{n}} &= \begin{cases} 
2 & \text{if } n \in \{1, 2, 3, 4, 8, 9, 10\} \\
4 & \text{otherwise,}
\end{cases} \\
G^{(\text{AP})}_{\text{r}\text{n}} &= \begin{cases} 
2 & \text{if } n \in \{1, 2, 5, 6, 8, 9, 12, 13\} \\
4 & \text{otherwise,}
\end{cases} \\
G^{(\text{BS})}_{\text{r}\text{m}} &= \begin{cases} 
2 & \text{if } m \in \{1, 2\} \\
4 & \text{otherwise.}
\end{cases}
\end{align*}
\]

We consider a spectral width and noise density of $B = 500\text{KHz}$ and $\sigma = 2 \times 10^{-17} \text{Watts/Hz}$ for all communication channels, respectively. Using the aforementioned experimental setup, we can calculate the coefficients $a_n$ and $b_{n,m}$ in Eq. (6) accordingly. For example, we have $b_{8,1} = \frac{\sigma B \times (4\pi)^3}{G^{(\text{AP})}_{\text{t}\text{8}} \times G^{(\text{AP})}_{\text{r}\text{1}} \times \lambda^2_c} \approx 4.39 \times 10^{-11} \text{Watts/m}^2$. The Lagrangian multiplier in the objective function is set to $\lambda = 0.25$. Finally, we carry on the simulations for two different sensor density functions: (i) Uniform PDF; and (ii) Mixture of Gaussian PDF defined as:

\[
f(\omega) = \frac{1}{2} \times \mathcal{N} \left( \begin{bmatrix} 3 \times 10^3 \\ 3 \times 10^3 \end{bmatrix}, \begin{bmatrix} 1.5 \times 10^6 & 0 \\ 0 & 1.5 \times 10^6 \end{bmatrix} \right) + \frac{1}{4} \times \mathcal{N} \left( \begin{bmatrix} 6 \times 10^3 \\ 7 \times 10^3 \end{bmatrix}, \begin{bmatrix} 2 \times 10^6 & 0 \\ 0 & 2 \times 10^6 \end{bmatrix} \right) + \frac{1}{4} \times \mathcal{N} \left( \begin{bmatrix} 7.5 \times 10^3 \\ 2.5 \times 10^3 \end{bmatrix}, \begin{bmatrix} 10^6 & 0 \\ 0 & 10^6 \end{bmatrix} \right).
\]

We compare our proposed PEEL Algorithm with cluster formation (CF) Algorithm [26], heterogeneous two-tier Lloyd (HTTL) Algorithm [18], particle swarm optimization (PSO) Algorithm [27], and virtual force (VFA) Algorithm [28]. The primary incentive for choosing these algorithms is that they represent state-of-the-art methods in different categories used by researchers for deploying ndodes in WSNs. The CF
algorithm falls within the category of methods that take a graph-theoretic approach for load balancing and energy efficiency. The HTTL algorithm belongs to the family of geometric-based methods in which the target region is partitioned into several regions, one for each network node, based on a predefined measure of closeness. The PSO algorithm represents the class of meta-heuristic node deployment techniques in which optimization tools are used to find optimal node positions. Finally, the VFA algorithm is a prominent example of force-based techniques and has inspired numerous methods that apply virtual forces to relocate nodes.

The weighted transmission power consumption of the heterogeneous WSN outlined above is summarized in Table I for the CF, HTTL, PEEL, PSO, and VFA algorithms. Since our objective function considers the ergodic capacity for all communication channels, these results can be interpreted as the amount of power that can, on average, allow the flow of data in each link to pass through. The PEEL algorithm outperforms all other algorithms for both uniform and Gaussian mixture sensor density functions. In particular, the PEEL algorithm reduces the power consumption of the second best algorithm by more than a factor of 2. This in turn prolongs the network lifetime and leads to a more sustainable network architecture.

| Method | CF | HTTL | PEEL | PSO | VFA |
|--------|----|------|------|-----|-----|
| Weighted Power (mW) for the uniform PDF | 177.56 | 17.94 | **8.61** | 96.37 | 22.62 |
| Weighted Power (mW) for the Gaussian mixture PDF | 41.65 | 14.60 | **6.76** | 49.41 | 52.19 |

Many factors contribute to the superior performance of the PEEL algorithm. According to the Shannon’s capacity formula, the required SNR at the receiver is an exponential function of the transmission bit-rate for an error-free information retrieval; however, the majority of methods in the literature consider a linear approximation to this exponential relationship. This in turn leads to an underestimation of the actual power consumption of the network. On the contrary, we exploited the exponential relationship between SNR and bit-rate and designed our node deployment algorithm accordingly. Another major contributing factor is that this exponential relationship between the required SNR and data flow is exploited in Algorithm 1 to find the optimal routing for data transfer from sensors to base stations.

Finally, we study the trade-off between sensors’ and APs’ power consumption in Eq. (5) that is parameterized by the Lagrangian multiplier $\lambda$. For small values of $\lambda$, the objective function $\mathcal{P}$ is dominated by the sensor power consumption; hence, minimizing the sensors’ power consumption is more important than APs’ power consumption. However, the importance of minimizing APs’ power consumption increases as $\lambda$ increases. This behavior is illustrated in Fig. 2 for the uniform and Gaussian mixture sensor density functions.
functions as $\lambda$ is increased from 0 to 1 for the same initial node deployment. In general, a Gaussian Mixture distribution requires less power since the sensors are concentrated around three locations and can be covered with smaller average distances. Fig. 2 shows that increasing $\lambda$ decreases the APs’ power consumption but increases sensors’ power consumption. This is in line with Eq. (7) since access points tend to become closer to base stations and farther away from centroids and sensors as $\lambda$ increases.

V. CONCLUSION

We studied a heterogeneous Rayleigh fading sensor network comprised of sensors that monitor the environment, access points that act as relays, and base stations where all sensory data are transmitted to by the means of wireless communication. Our goal is to minimize the network’s wireless transmission power consumption that incorporates both large-scale and small-scale propagation effects. By considering the ergodic capacity for all communication channels, we derive the theoretical necessary conditions for the optimal deployment, cell partitioning, and data routing. Not only is the network’s power consumption minimized, but also the allocated transmission power to each channel can, on average, allow the flow of data in that channel to pass through. An iterative algorithm is then proposed accordingly to deploy nodes. Simulation results demonstrated the superiority of our proposed algorithm over similar methods in the literature and established its efficacy in reducing the communication power consumption of such networks.
APPENDIX A

PROOF OF PROPOSITION

Using the parallel axis theorem, we can rewrite the objective function $P$ in Eq. (6) as

$$
P(P, Q, W, R) = \sum_{n=1}^{N} \int W_n \frac{a_n}{U-1} \left( \frac{R_n}{B \log_2(e)} \right) ||c_n - \omega||^2 f(\omega) d\omega$$

$$+ \sum_{n=1}^{N} \frac{a_n}{U-1} \left( \frac{R_n}{B \log_2(e)} \right) ||p_n - c_n||^2 v_n$$

$$+ \lambda \sum_{i=1}^{N} \sum_{j=1}^{M} \frac{b_{i,j}}{U-1} \left( \frac{F_{i,j}}{B \log_2(e)} \right) ||p_i - q_j||^2.$$  (18)

Since the optimal deployment satisfies the zero-gradient equation, for each $i \in I_{AP}$, we have

$$\frac{\partial}{\partial p_i^*} P = \frac{2a_i}{U-1} \left( \frac{R_i}{B \log_2(e)} \right) (p_i^* - c_i) v_i + \lambda \sum_{j=1}^{M} \frac{2b_{i,j}}{U-1} \left( \frac{F_{i,j}}{B \log_2(e)} \right) (p_i^* - q_j^*) = 0.$$  (19)

Similarly, by taking the derivative with respect to the location of BS $i \in I_{BS}$, we have

$$\frac{\partial}{\partial q_i^*} P = \lambda \sum_{j=1}^{N} \frac{2b_{j,i}}{U-1} \left( \frac{F_{i,j}}{B \log_2(e)} \right) (q_i^* - q_j^*) = 0.$$  (20)

By solving these two equations, we obtain Eqs. (7) and (8) and the proof is complete. ■

APPENDIX B

PROOF OF LEMMA

First, we prove the following lemma.

**Lemma 3:** For a constant $d \in \mathbb{R}$, the geometric locus of points $\omega \in \mathbb{R}^2$ that satisfy the equation

$$a_i ||p_i - \omega||^2 - a_j ||p_j - \omega||^2 = d,$$  (21)

is a line perpendicular to $\overline{p_ip_j}$ in the case of $a_i = a_j$, and either a circle centered at $c = \frac{a_i p_i - a_j p_j}{a_i - a_j}$ or an empty set in the case of $a_i \neq a_j$.

**Proof:** First, we consider the case where $a_i = a_j = a$. Let $h$ be the projection of the point $\omega$ on the line $\overline{p_ip_j}$. Using Pythagoras’ theorem, we can rewrite Eq. (21) as follows:

$$\left( ||p_i - h||^2 + ||h - \omega||^2 \right) - \left( ||p_j - h||^2 + ||h - \omega||^2 \right) = \left( ||p_i - h||^2 - ||p_j - h||^2 \right) = \frac{d}{a},$$  (22)
Thus, any point \( \omega \) whose projection on the line \( \overline{p_i p_j} \) is \( h \) satisfies Eq. \((21)\). Therefore, the geometric locus of the point \( \omega \) is a line perpendicular to the line \( \overline{p_i p_j} \). Now, we consider the case where \( a_i \neq a_j \). Let \( p = (p_x, p_y) \) and \( \omega = (\omega_x, \omega_y) \). We can rewrite Eq. \((21)\) as:

\[
(a_i - a_j)(\omega_x^2 + \omega_y^2) - 2(a_ip_{ix} - a_jp_{jx})\omega_x - 2(a_ip_{iy} - a_jp_{jy})\omega_y = d - (a_i\|p_i\|^2 - a_j\|p_j\|^2),
\]

or equivalently:

\[
\left[\omega_x - \frac{a_ip_{ix} - a_jp_{jx}}{a_i - a_j}\right]^2 + \left[\omega_y - \frac{a_ip_{iy} - a_jp_{jy}}{a_i - a_j}\right]^2 = d',
\]

where \( d' = \frac{d - (a_i\|p_i\|^2 - a_j\|p_j\|^2) + (a_ip_{ix} - a_jp_{jx})^2 + (a_ip_{iy} - a_jp_{jy})^2}{(a_i - a_j)^2} \). Hence, the geometric locus of the point \( \omega \) is either an empty set if \( d' < 0 \) or a circle centered at \( c = \frac{a_ip_i - a_jp_j}{a_i - a_j} \) with radius \( \kappa = \sqrt{d'} \) and Lemma 3 is proved.

Now, we use proof by contradiction to establish Lemma 1. Let \( v_i^* \) and \( v_j^* \) be the volume of the neighboring regions \( W_i^* \) and \( W_j^* \), respectively, and assume that the optimal boundary \( \delta_{i,j}^* \) is neither a segment if \( a_i = a_j \), nor an arc when \( a_i \neq a_j \). Let \( m_{i,j}(\alpha) = \alpha p_i + (1-\alpha)p_j \) and let \( l_{i,j}(\alpha) \) be either a line perpendicular to \( \overline{p_i p_j} \) at \( m_{i,j}(\alpha) \) in case \( a_i = a_j \), or a circle centered at \( c_{i,j} = \frac{a_ip_i - a_jp_j}{a_i - a_j} \) and radius \( \kappa_{i,j}(\alpha) = \|c_{i,j} - m_{i,j}(\alpha)\| \) in case \( a_i \neq a_j \). Now, we define:

\[
W_i' = \{ \omega \mid \omega \in \Omega_{i,j}^*, a_i\|p_i - \omega\|^2 - a_j\|p_j - \omega\|^2 \leq a_i\|p_i - m_{i,j}(\alpha)\|^2 - a_j\|p_j - m_{i,j}(\alpha)\|^2 \}, \tag{25}
\]

\[
W_j' = \{ \omega \mid \omega \in \Omega_{i,j}^*, a_i\|p_i - \omega\|^2 - a_j\|p_j - \omega\|^2 \geq a_i\|p_i - m_{i,j}(\alpha)\|^2 - a_j\|p_j - m_{i,j}(\alpha)\|^2 \}, \tag{26}
\]

where \( \Omega_{i,j}^* = W_i^* \cup W_j^* \), and let \( v_i'(\alpha) \) and \( v_j'(\alpha) \) be the volume of regions \( W_i' \) and \( W_j' \), respectively. Note that since the sensor density function \( f(\omega) \) is a continuous and differentiable function, both \( v_i'(\alpha) \) and \( v_j'(\alpha) \) are continuous functions of \( \alpha \). As an intuition, note that the geometric locus of points \( \omega \in \mathbb{R}^2 \), such that \( a_i\|p_i - \omega\|^2 - a_j\|p_j - \omega\|^2 = a_i\|p_i - m_{i,j}(\alpha)\|^2 - a_j\|p_j - m_{i,j}(\alpha)\|^2 \) holds, is \( l_{i,j}(\alpha) \) according to Lemma 3. It readily follows from simple geometric reasoning that for \( a_i \leq a_j \), we have \( v_i' = 0 \) for large enough values of \( \alpha \), and \( v_j' = 0 \) for \( \alpha = \frac{a_i}{a_i - a_j} \) that leads to \( \kappa_{i,j}(\alpha) = 0 \). Similarly, for \( a_i > a_j \), we have \( v_i' = 0 \) for \( \alpha = \frac{a_i}{a_i - a_j} \) that leads to \( \kappa_{i,j}(\alpha) = 0 \), and \( v_j' = 0 \) for large enough values of \( \alpha \).

Using the above argument and the fact that \( v_i'(\alpha^*) + v_j'(\alpha^*) = v_i^* + v_j^* \), it readily follows that there exists an \( \alpha^* \) for which we have \( v_i'(\alpha^*) = v_i^* \) and \( v_j'(\alpha^*) = v_j^* \). Now, we define a new cell partitioning \( \mathbf{W}' = (W_1'' \cdots W_N'') \) where \( W_i'' = W_i^* \) for \( t \notin \{i, j\} \), \( W_i'' = W_i'(\alpha^*) \), and \( W_j'' = W_j'(\alpha^*) \). Then, substituting \( \mathbf{W}' \) with \( \mathbf{W}'' \) will increase the objective function by:

\[
\Delta = \left[ \sum_{n=1}^{N} \int_{W_n''} \frac{a_n}{U^{-1}(R_n/R_0 + \log_2(\rho))} ||p_n - \omega||^2 f(\omega)d\omega + \lambda \sum_{i=1}^{N} \sum_{j=1}^{M} \frac{b_{i,j}}{U^{-1}(R_{i,j}R_{i,v}'')} ||p_i - q_j||^2 \right].
\]
Thus, since
\[
|p_n - \omega| f(\omega) d\omega + \lambda \sum_{i=1}^{n} \sum_{j=1}^{M} \left( \frac{b_{i,j}}{B \log_2(e)} \right) |p_i - q_j|^2 \right]
\]

Since \( W''_i = W''_j \) for \( t \notin \{i, j\} \) and \( v''_{i,t} = v''_j \) for all \( t \in \{1, \ldots, N\} \), we have:

\[
U^{-1} \left( \frac{R_b}{B \log_2(e)} \right) \times \Delta = \left[ \int_{V_i''} a_i |p_i - \omega|^2 f(\omega) d\omega + \int_{V_j''} a_j |p_j - \omega|^2 f(\omega) d\omega \right]
- \left[ \int_{V_i''} a_i |p_i - \omega|^2 f(\omega) d\omega + \int_{V_j''} a_j |p_j - \omega|^2 f(\omega) d\omega \right]
\]

Let \( V_1 = W''_i \cap W''_j \) and \( V_2 = W''_j \cap W''_i \). Note that both \( V_1 \) and \( V_2 \) are non-empty; otherwise, we have 
\( W''_i = W''_j \) and \( W''_j = W''_i \) which contradicts the assumption that the optimal boundary \( \delta_{i,j}^* \) is not a segment or an arc. Now, we can rewrite Eq. (28) as follows:

\[
U^{-1} \left( \frac{R_b}{B \log_2(e)} \right) \times \Delta = \left[ \int_{V_i''} a_i |p_i - \omega|^2 f(\omega) d\omega + \int_{V_j''} a_j |p_j - \omega|^2 f(\omega) d\omega \right]
- \left[ \int_{V_i''} a_i |p_i - \omega|^2 f(\omega) d\omega + \int_{V_j''} a_j |p_j - \omega|^2 f(\omega) d\omega \right]
\]

where the inequality in (31) follows from Lemma 3 and the fact that both \( V_1 \) and \( V_2 \) are non-empty. Also, Eq. (33) follows from the fact that \( V_1 \) and \( V_2 \) have the same volume because \( v''_{i,t} = v''_{i} \) and \( v''_{j,t} = v''_{j} \).

Thus, since \( U^{-1}(x) > 0 \) for all \( x > 0 \), we have

\[
U^{-1} \left( \frac{R_b}{B \log_2(e)} \right) \times \Delta < 0 \quad \Rightarrow \quad \Delta < 0,
\]

which contradicts the optimality of \( W^* \) and the proof is complete. 

\[\blacksquare\]
APPENDIX C

PROOF OF PROPOSITION[2]

As shown in Lemma[1] the optimal boundary $\delta_{i,j}^*$ is a segment if $a_i = a_j$, or an arc with its center located at $c = \frac{a_i p_i - a_j p_j}{a_i - a_j}$ if $a_i \neq a_j$. Let $h_{i,j}^*$ be the intersection point of $\delta_{i,j}^*$ and the line $\overline{p_ip_j}$ which corresponds to the scalar $\alpha^*$ that satisfies the equation $\alpha^* p_i + (1 - \alpha^*) p_j = h_{i,j}^*$. For a small and positive $\gamma > 0$, let $\alpha' = \alpha^* - \gamma$ and define the new cell partitioning $W' = (W'_1, \ldots, W'_N)$ as $W'_t = W_t^*$ for $t \notin \{i,j\}$ and

$$
W'_i = \{ \omega | \omega \in \Omega_{i,j}^*, a_i \| p_i - \omega \| - a_j \| p_j - \omega \| \leq a_i \| p_i - h_{i,j}^* \| - a_j \| p_j - h_{i,j}^* \| \},
$$

$$
W'_j = \{ \omega | \omega \in \Omega_{i,j}^*, a_i \| p_i - \omega \| - a_j \| p_j - \omega \| \geq a_i \| p_i - h_{i,j}^* \| - a_j \| p_j - h_{i,j}^* \| \},
$$

where $\Omega_{i,j}^* = W_i^* \cup W_j^*$ and $h_{i,j}^* = \alpha' p_i + (1 - \alpha') p_j$. The infinitesimal difference between $\alpha^*$ and $\alpha'$ causes infinitesimal difference between volumes of regions $W'_i$ and $W'_j$, i.e., $v'_i$ and $v'_j$, and volumes of regions $W_i^*$ and $W_j^*$. In other words, if $dv$ is the volume of the region $dW = W'_i - W_i^* = W_j^* - W'_j$, we have $v'_i = v_i^* + dv$ and $v'_j = v_j^* - dv$. The increase in the sensor power consumption due to replacing $W^*$ by $W'$ is then given by

$$
\Delta_1 = \int_{W'_i} \frac{a_i}{U - 1} \| p_i - \omega \|^2 f(\omega) d\omega + \int_{W'_j} \frac{a_j}{U - 1} \| p_j - \omega \|^2 f(\omega) d\omega
$$

$$
- \int_{W'_i} \frac{a_i}{U - 1} \| p_i - \omega \|^2 f(\omega) d\omega - \int_{W'_j} \frac{a_j}{U - 1} \| p_j - \omega \|^2 f(\omega) d\omega,
$$

which can be simplified to

$$
\Delta_1 = \int_{dW} \frac{1}{U - 1} \left[ a_i \| p_i - \omega \|^2 - a_j \| p_j - \omega \|^2 \right] f(\omega) d\omega.
$$

Using Lemma[3] and the definition of $W'_i$ and $W'_j$ in Eqs. (35) and (36), it readily follows that

$$
\Delta_1 = \frac{1}{U - 1} \left[ a_i \| p_i - \omega \|^2 - a_j \| p_j - \omega \|^2 \right] dv + O(dv^2),
$$

where $O(dv^2)$ includes terms of second and higher order. The increase in AP power consumption due to substituting $W^*$ with $W'$ can be written as

$$
\Delta_2 = \sum_{t=1}^{M} \frac{b_{i,t}}{U - 1} \| p_i - q_t \|^2 + \sum_{t=1}^{M} \frac{b_{j,t}}{U - 1} \| p_j - q_t \|^2
$$
For the function $U(x) = e^x E_1(x)$, we have $\frac{d}{dx} U(x) = e^x E_1(x) + e^x \times \frac{e^{-x}}{x} = U(x) - \frac{x}{2}$ and

$$\frac{d}{dx} \left( \frac{1}{U^{-1}(x)} \right) = \frac{-(U^{-1})'(x)}{[U^{-1}(x)]^2} = \frac{-1}{[U^{-1}(x)]^2 \times U'(U^{-1}(x))} = \frac{1}{U^{-1}(x)[1 - xU^{-1}(x)]}. \quad (41)$$

Now, using Taylor series expansion, we can rewrite $\Delta_2$ in Eq. (40) as follows:

$$\Delta_2 = \sum_{t=1}^{M} \left[ \frac{b_{i,t}}{U^{-1}\left( \frac{r_{i,t} R_{a_i}}{B \log_2(e)} \right)} \times \left[ 1 - \frac{r_{i,t} R_{a_i}}{B \log_2(e)} \times U^{-1}\left( \frac{r_{i,t} R_{a_i}}{B \log_2(e)} \right) \right] \right] dv
- \sum_{t=1}^{M} \left[ \frac{b_{j,t}}{U^{-1}\left( \frac{r_{j,t} R_{a_j}}{B \log_2(e)} \right)} \times \left[ 1 - \frac{r_{j,t} R_{a_j}}{B \log_2(e)} \times U^{-1}\left( \frac{r_{j,t} R_{a_j}}{B \log_2(e)} \right) \right] \right] dv + O(dv^2), \quad (42)$$

where $O(dv^2)$ contains terms of second and higher order in Taylor series expansion. Thus, the total increase in the objective function is given by $\Delta = \Delta_1 + \lambda \Delta_2$. Since the cell partitioning $W^*$ is optimal, the increase in the objective function due to replacing $W^*$ by $W'$ cannot be negative; thus, we have $\Delta \geq 0$. Therefore, by dividing $\Delta$ by $dv > 0$ and taking the limit $dv \to 0$, the term $O(dv^2)$ vanishes and we have

$$\frac{a_i}{U^{-1}\left( \frac{R_a}{B \log_2(e)} \right)} \| p_i - h_{i,j}^* \|^2 + \lambda \sum_{t=1}^{M} \frac{b_{i,t}}{U^{-1}\left( \frac{r_{i,t} R_{a_i}}{B \log_2(e)} \right)} \times \left[ 1 - \frac{r_{i,t} R_{a_i}}{B \log_2(e)} \times U^{-1}\left( \frac{r_{i,t} R_{a_i}}{B \log_2(e)} \right) \right] \| p_i - q_t \|^2 \leq \frac{a_j}{U^{-1}\left( \frac{R_a}{B \log_2(e)} \right)} \| p_j - h_{i,j}^* \|^2 + \lambda \sum_{t=1}^{M} \frac{b_{j,t}}{U^{-1}\left( \frac{r_{j,t} R_{a_j}}{B \log_2(e)} \right)} \times \left[ 1 - \frac{r_{j,t} R_{a_j}}{B \log_2(e)} \times U^{-1}\left( \frac{r_{j,t} R_{a_j}}{B \log_2(e)} \right) \right] \| p_j - q_t \|^2. \quad (43)$$

Now, by defining $\alpha' = \alpha^* + \gamma$ for an infinitesimal $\gamma > 0$ and repeating the same argument, we obtain $\Delta \leq 0$ and the inequality sign in Eq. (43) will be reversed, i.e., we have

$$\frac{a_i}{U^{-1}\left( \frac{R_a}{B \log_2(e)} \right)} \| p_i - h_{i,j}^* \|^2 + \lambda \sum_{t=1}^{M} \frac{b_{i,t}}{U^{-1}\left( \frac{r_{i,t} R_{a_i}}{B \log_2(e)} \right)} \times \left[ 1 - \frac{r_{i,t} R_{a_i}}{B \log_2(e)} \times U^{-1}\left( \frac{r_{i,t} R_{a_i}}{B \log_2(e)} \right) \right] \| p_i - q_t \|^2 \leq \frac{a_j}{U^{-1}\left( \frac{R_a}{B \log_2(e)} \right)} \| p_j - h_{i,j}^* \|^2 + \lambda \sum_{t=1}^{M} \frac{b_{j,t}}{U^{-1}\left( \frac{r_{j,t} R_{a_j}}{B \log_2(e)} \right)} \times \left[ 1 - \frac{r_{j,t} R_{a_j}}{B \log_2(e)} \times U^{-1}\left( \frac{r_{j,t} R_{a_j}}{B \log_2(e)} \right) \right] \| p_j - q_t \|^2. \quad (44)$$

The two inequalities in Eqs. (43) and (44) yield Eq. (9) and the proof is complete.
APPENDIX D

PROOF OF LEMMA 2

First, we show that the function $U(x)$ is strictly decreasing. For this purpose, we have:

$$
\frac{d}{dx} U(x) = e^x E_1(x) + e^x \times \left( - \frac{e^{-x}}{x} \right) = e^x E_1(x) - \frac{1}{x} < 0, \quad (45)
$$

where the last inequality follows from the inequality $xe^x E_1(x) < 1$ in [29]. Note that for $y > 0$, the function $U(y) = e^y E_1(y)$ satisfies the following inequalities [29], [30]:

$$
\frac{1}{2} \ln \left( 1 + \frac{2}{y} \right) < U(y) < \ln \left( 1 + \frac{1}{y} \right). \quad (46)
$$

Eq. (46) shows that both domain and range of the function $U(y)$ is $(0, \infty)$. Since $U(y)$ is strictly decreasing, it is invertible and we define $y = U^{-1}(x)$. Substituting $y = U^{-1}(x)$ and $x = U(y)$ in Eq. (46), we obtain:

$$
\frac{1}{2} \ln \left( 1 + \frac{2}{U^{-1}(x)} \right) < x < \ln \left( 1 + \frac{1}{U^{-1}(x)} \right). \quad (47)
$$

From Eq. (47), we have

$$
\frac{1}{2} \ln \left( 1 + \frac{2}{U^{-1}(x)} \right) < x \implies \frac{1}{U^{-1}(x)} < \frac{e^{2x} - 1}{2}, \quad (48)
$$

$$
x < \ln \left( 1 + \frac{1}{U^{-1}(x)} \right) \implies e^x - 1 < \frac{1}{U^{-1}(x)}, \quad (49)
$$

which concludes the proof.

APPENDIX E

PROOF OF PROPOSITION 3

First, we prove the following lemma.

Lemma 4: Let $g(x) = ax + a^{C-x}$ where $x \in [0, C]$ for $a, C \in \mathbb{R}^+$ and $a > 1$. Then, $g(.)$ is symmetric around the point $x = \frac{C}{2}$ and strictly decreasing in the interval $\left[ 0, \frac{C}{2} \right]$.

Proof: The function $g(.)$ is symmetric because $g(x) = g(C - x)$. Now, by taking the derivative w.r.t. $x$, we have $\frac{d}{dx} g(x) = \ln(a) \times (a^x - a^{C-x})$. Since $a > 1$, we have $\frac{d}{dx} g(x) < 0$ for $x \in \left[ 0, \frac{C}{2} \right]$ and the proof is complete.

Lemma 4 leads to the following conclusion.

Corollary 1: Let $x_1$ and $x_2$ be two non-negative real numbers such that $x_1 + x_2 = C$ is a constant. Then, for $a > 1$, decreasing $|x_1 - x_2|$ results in smaller $a^{x_1} + a^{x_2}$ values.
We can rewrite the constrained objective function formulation in Eqs. (14)-(16) as
\[
\begin{align*}
\arg\min_{F_{n,i} \cdots \cdot F_{n,M}} & \sum_{i=1}^{M} e^{\frac{2F_{n,i}}{B\log_2(e)} + \ln \left( b_{n,i}\|p_n - q_i\|^2 \right)} \\
\text{s.t.} & \sum_{i=1}^{M} F_{n,i} = \int_{W_n} R_b f(\omega) d\omega = R_b v_n, \quad \text{and} \quad F_{n,i} \geq 0 \text{ for all } i \in \mathcal{I}_{BS}.
\end{align*}
\]
(50)

The above constrained objective function formulation can be rewritten as
\[
\begin{align*}
\arg\min_{x_{n,1}, \cdots, x_{n,M}} & \sum_{i=1}^{M} e^{x_{n,i}} \\
\text{s.t.} & \sum_{i=1}^{M} x_{n,i} = \frac{2R_b v_n}{B\log_2(e)} + \sum_{i=1}^{M} \ln \left( b_{n,i}\|p_n - q_i\|^2 \right) = S, \\
x_{n,i} \geq \ln \left( b_{n,i}\|p_n - q_i\|^2 \right) \quad \text{for all } i \in \{1, \cdots, M\},
\end{align*}
\]
(52)

where \( x_{n,i} = \frac{2F_{n,i}}{B\log_2(e)} + \ln \left( b_{n,i}\|p_n - q_i\|^2 \right) \). According to Corollary 1, the objective function in Eq. (52) can be decreased by reducing \( |x_{n,i} - x_{n,j}| \) while keeping their summation fixed. Hence, the minimum occurs when we have \( x_{n,1} = \cdots = x_{n,M} = \frac{S}{M} \). However, it is crucial to make sure that the constraints in Eqs. (53) and (54) are not contradicted. We can always improve the objective function in Eq. (52) and achieve a lower value by decreasing the distance between any pair of \( x_{n,i} \) and \( x_{n,j} \) while keeping their summation constant as long as the constraints in Eq. (54) are not contradicted. This observation results in the following corollary.

**Corollary 2:** Let \( X^*_n = (x^*_{n,1}, \cdots, x^*_{n,M}) \) be the optimal solution to the constrained objective function in Eqs. (52)-(54). Then, there exist unique sets \( J^*_L \) and \( J^*_U \) such that
\[
x^*_{n,i} = x^*_{n,j} = \bar{x}^* \quad \text{for all } i, j \in J^*_U, \quad \text{and} \quad x^*_{n,i} = \ln \left( b_{n,i}\|p_n - q_i\|^2 \right) \quad \text{for all } i \in J^*_L,
\]
(55)

and \( x^*_{n,i} > \bar{x}^* \) for all \( i \in J^*_L \).

To see why the last property holds, first, let us assume that we have \( x^*_{n,j} = \ln \left( b_{n,j}\|p_n - q_j\|^2 \right) \) for all \( j \in J^*_U \). Since \( v_n > 0 \), it follows that
\[
\sum_{t=1}^{M} x^*_{n,t} = \sum_{t \in J^*_U} x^*_{n,t} + \sum_{t \in J^*_L} x^*_{n,t} = \sum_{t=1}^{M} \ln \left( b_{n,t}\|p_n - q_t\|^2 \right) < S,
\]
(56)

which is in contradiction with Eq. (55). Hence, there exists an index \( j' \in J^*_U \) for which \( x^*_{n,j'} > \ln \left( b_{n,j'}\|p_n - q_{j'}\|^2 \right) \). Now, assume that there exists an index \( i \) such that \( x^*_{n,i} = \ln \left( b_{n,i}\|p_n - q_i\|^2 \right) < \bar{x}^* = x^*_{n,j'} \). Then, according to Corollary 1, we can achieve a lower objective function by replacing \( x^*_{n,i} \) and \( x^*_{n,j'} \) with \( x^*_{n,i} + \eta \) and \( x^*_{n,j'} - \eta \) for any \( 0 < \eta < x^*_{n,j'} - \ln \left( b_{n,j'}\|p_n - q_{j'}\|^2 \right) \), which contradicts
the optimality of $X^*$. Thus, we have $x_{n,i}^* > \bar{x}^*$ for all $i \in J^*_L$.

Corollary 2 indicates that in an optimal solution, all $x_{n,t}^*$ values should be equal to some value $\bar{x}^*$ except for those that cannot get close enough to $\bar{x}^*$ without contradicting Eq. (54). Hence, the optimal solution can be found using a water filling algorithm as follows. By initializing $J_L$ to an empty set and starting from the case in which all $x_{n,t}$ values are equal to the mean value $\bar{x} = \frac{S}{M}$, we can identify those indices such as $i \in J$ for which $x_{n,i} < \ln \left( b_{n,i} \| p_n - q_i \|^2 \right)$. Thus, $J$ provides the first series of indices for which the value of $x_{n,i}$ cannot be reduced enough to the mean value $\bar{x}$ without contradicting the constraint in Eq. (54). Therefore, the optimal value for each $i \in J$ is $x_{n,i}^* = \ln \left( b_{n,i} \| p_n - q_i \|^2 \right)$ and we update the set $J_L$ by taking its union with the set $J$. Now, we can update the mean value $\bar{x}$ such that

$$
\sum_{i \in I \setminus J_L} x_{n,i} + \sum_{i \in J_L} x_{n,i}^* = \sum_{i \in J_L} \ln \left( b_{n,i} \| p_n - q_i \|^2 \right)
$$

(58)

Still sums to $S$. By using the new mean value $\bar{x}$, we can determine the next series of indices that would belong to $J_L$ and the same procedure can be repeated. Note that in each iteration, the mean value $\bar{x}$ either decreases or stays the same and the set $J_L$ either increases in size or stays the same. If $J_L$ stays the same, meaning that there has been no other index that would contradict Eq. (54), then we have found the optimal solution and the algorithm terminates. Since $|J_L| \leq M$, the process of $J_L$ increasing in size can continue for at most $M$ iterations and the algorithm will finally converge to the optimal value $X^*_n$ that satisfies Eq. (55) in Corollary 2. The above procedure is summarized in Algorithm 1. Note that the optimal values $F^*_n, 1, \cdots, F^*_n, M$ in Eqs. (50) and (51) can then be found as $F^*_n, i = B \left[ \frac{\log_2(e)}{2} \right] \times \left[ x_{n,i}^* - \ln \left( b_{n,i} \| p_n - q_i \|^2 \right) \right]$ and the proof is complete.

APPENDIX F

PROOF OF PROPOSITION 4

First, we aim to prove the convergence of the initialization step that is outlined in Algorithm 2. Note that the generalized Voronoi diagram $\mathcal{V} = (V_1, \cdots, V_N)$, in which $V_n = \{ \omega \mid a_n \| p_n - \omega \|^2 \leq a_k \| p_k - \omega \|^2 \text{ for all } 1 \leq k \leq N \}$, provides the optimal cell partitioning for the following cost function:

$$
\mathcal{D}(\mathbf{P}, \mathbf{W}) = \sum_{n=1}^{N} \int_{W_n} a_n \| p_n - \omega \|^2 f(\omega) d\omega.
$$

(57)

Thus, for a fixed AP deployment $\mathbf{P}$, updating $\mathbf{W}$ according to $\mathcal{V}$ in Algorithm 2 does not increase the cost function $\mathcal{D}$. Now, using the parallel axis theorem, we can rewrite Eq. (57) as follows:

$$
\mathcal{D}(\mathbf{P}, \mathbf{W}) = \sum_{n=1}^{N} \int_{W_n} a_n \| p_n - c_n \|^2 f(\omega) d\omega + \sum_{n=1}^{N} \int_{W_n} a_n \| c_n - \omega \|^2 f(\omega) d\omega.
$$

(58)
Hence, for a fixed cell partitioning $W$, updating $P$ according to the rule $p_n = c_n = \int_{W_n} \omega f(\omega)d\omega \int_{W_n} f(\omega)d\omega$ does not increase the cost function $D$ in Eq. (58) either. Therefore, by iterating this process, a sequence of non-increasing $D$ values is generated and since $D \geq 0$, it will converge.

Note that base stations are initialized by applying the Lloyd algorithm to the set of AP points, which is known to converge. Finally, the normalized flow matrix $R$ is updated by applying Algorithm 1 and converges as shown in Appendix E. Thus, the initialization step which is outlined in Algorithm 2 will eventually converge.

Now, to establish the convergence of the PEEL algorithm, we demonstrate that none of the three steps in the PEEL algorithm will increase the objective function $P$. Note that the term in Eq. (7) is the solution to the zero-gradient equation; thus, for a fixed $W$, $R$, $Q$, and $\{p_j\}_{j \neq i}$, updating $p_i$ according to Eq. (7) does not increase the objective function. Similarly, updating $q_i$ according to Eq. (8) does not increase the objective function. Therefore, updating node deployment according to the PEEL Algorithm will not increase $P$. Note that cell partitioning is updated iteratively in the PEEL algorithm as follows: in each iteration, two adjacent regions are selected and their common boundary is adjusted according to the optimal necessary condition; thus, the objective function either remains the same or decreases at each iteration. In the last step, the optimal routing that minimizes the upper bound on AP power consumption is calculated. If the resulting routing leads to a decrease in the original objective function, it will be preserved; otherwise, it will be discarded. Hence, the objective function does not increase as a result of the data routing update rule. Hence, Algorithm 2 generates a non-increasing sequence of $P$ values, which proves its convergence since $P$ is lower-bounded 0.
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