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Abstract

We consider relative equilibrium solutions of the two-dimensional Euler equations in which the vorticity is concentrated on a union of finite-length vortex sheets. Using methods of complex analysis, more specifically the theory of the Riemann-Hilbert problem, a general approach is proposed to find such equilibria which consists of two steps: first, one finds a geometric configuration of vortex sheets ensuring that the corresponding circulation density is real-valued and also vanishes at all sheet endpoints such that the induced velocity field is well-defined; then, the circulation density is determined by evaluating a certain integral formula. As an illustration of this approach, we construct a family of rotating equilibria involving different numbers of straight vortex sheets rotating about a common center of rotation and with endpoints at the vertices of a regular polygon. This equilibrium generalizes the well-known solution involving single rotating vortex sheet. With the geometry of the configuration specified analytically, the corresponding circulation densities are obtained in terms of a integral expression which in some cases lends itself to an explicit evaluation. It is argued that as the number of sheets in the equilibrium configuration increases to infinity, the equilibrium converges in a certain distributional sense to a hollow vortex bounded by a constant-intensity vortex sheet, which is also a known equilibrium solution of the two-dimensional Euler equations.
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1 Introduction

Relative equilibria represent a particularly important class of solutions of equations governing the motion of fluids. This is because if they are stable then such equilibria describe flow structures which can persist for long times. Here we are interested in two-dimensional (2D) flows of inviscid incompressible fluids with localized vorticity, although models similar to the ones developed here are also relevant for plasmas and quantum fluids, in particular, Bose-Einstein condensates. Arguably, the best-known equilibrium solutions characterizing such flows involve point vortices where the vorticity is supported as Dirac measures on a set of discrete points. There exists a very rich literature on this topic and we refer the reader to the review papers [3, 4, 9, 19] for a survey. Desingularization of point vortices by replacing them with finite-area regions of constant vorticity leads to the so-called vortex-patch problem which is of the free-boundary type, since the shapes of the patch boundaries need to be found as a part of the solution of the problem. Such problems have also received significant attention starting with the seminal work of Pierrehumbert [25], Saffman & Szeto [29], Dritschel [10], Kamm [14], Moore et al. [17], and in this context we also mention a more recent investigation [15]. Some theoretical results concerning the desingularization process can be found in [32] and [11].

Vortex sheets represent discontinuities of the tangential velocity component, such that vorticity is localized along one-dimensional (1D) curves [28]. They have received attention especially in the context of fluid-structure interaction where they have been used as simple models of vortex shedding [13, 12, 30, 2]. However, unlike the case of point-vortex or vortex-patch equilibria, our knowledge of equilibrium configurations involving vortex sheets is rather limited. Two closed-form solutions are available as regards equilibria involving closed or unbounded vortex sheet (i.e., sheets possessing no endpoints): the circular vortex sheet and the infinite (or periodic) straight vortex sheet, both with constant circulation density and defined in an unbounded domain [7, 28]. Closed vortex sheets play a role in the Sadovskii flows [27] in which they separate regions with constant vorticity from the irrotational flow and they were also used to construct “hollow vortices” in which the vortex sheet separates a stagnant region of the flow from the region in potential motion [26, 5]. More recently such configurations were obtained for flows past an obstacle [31]. A distinguishing feature of all of these solutions is that closed vortex sheets separate regions characterized by different values of the Bernoulli constant.

As regards relative equilibria involving non-closed vortex sheets, i.e., flows in which the vorticity support is not a closed curve, there is one solution known in the analytic form, namely, a straight sheet of length $2a$ ($a > 0$) rotating about its center with the angular velocity $\omega$ [7]. The circulation density is given by

$$\gamma(x) = \omega \sqrt{a^2 - x^2}, \quad x \in [-a, a],$$

and, as shown in [7], this equilibrium can be regarded as the limiting solution obtained from Kirchhoff’s rotating ellipse by fixing its major axis and letting the minor axis vanish while allowing the vorticity to become unbounded in such a way that the circulation
remains constant. Several approximations of relative shee t equilibria were computed by O’Neil [21], see also [22], who represented the sheets using a number of unconnected point vortices arranged along finite arcs. More recently, an exact method has been devised by the same author to compute relative equilibrium configurations involving both vortex sheets and point vortices [24, 23].

In the present investigation we introduce a novel approach allowing one to construct a family of rotating equilibria involving vortex sheets which generalizes the equilibrium solution (1). Hereafter heavy use will be made of complex not ation. Assuming that $z(\xi, t) = x(\xi, t) + iy(\xi, t)$ represents the position at time $t$ of a point on a vortex sheet $L$ corresponding to the arc-length parameter $\xi$, the evolution of the sheet is governed by the Birkhoff-Rott singular integro-differential equation [28]

$$\frac{\partial z^*}{\partial t}(\xi, t) = V(z(\xi, t)) \equiv \frac{1}{\pi i} \text{pv} \int_L \frac{\gamma(s)}{z(s, t) - z(\xi, t)} ds,$$

where $\gamma(s)$ is the circulation density of the vortex sheet which can be interpreted as the difference between the tangential velocity components on the two sides of the sheet and the asterisk denotes complex conjugation. In (2) integration is defined in the sense of Cauchy’s principal value. We note that in general the sheet $L$ may consist of a number of disjoint segments. Because of its ill-posed nature, the Birkhoff-Rott equation (2) has generated a lot of interest in the applied mathematics literature [8, 16]. Since we are interested here in relative equilibria, i.e., equilibria attained in a moving — rotating or translating — frame of reference, the complex velocity $V(z) = (u - iv)(z)$, where $u$ and $v$ are, respectively, the $x$ and $y$ components, will be given in terms of some prescribed function $f(z)$ independent of time. For relative equilibria rotating with the rate of rotation $\omega \in \mathbb{R}$, this function has the form $f(z) = i\omega z^*$, whereas for relative equilibria translating with a constant velocity $U \in \mathbb{C}$, it has the form $f(z) = U$. We note that in either case the function $f(z)$ is defined up to an arbitrary real multiplicative constant which can be factored out by rescaling the circulation density $\gamma(s)$.

The particular question we consider in this study is whether there exist relative equilibrium solutions of the Birkhoff-Rott equation (2) consisting of a certain number $p \geq 1$ of sheets $L_m$, $m = 0, \ldots, p - 1$, assumed disjoint, possibly except for a finite number of points of contact, such that we have $L = \bigcup_{m=0}^{p-1} L_m$ in (2). The endpoints of the sheets will be denoted $a_m, b_m \in \mathbb{C}$ ($a_m, b_m \in L_m$), $m = 0, \ldots, p - 1$. Thus, the problem of finding such relative equilibria is equivalent to the question whether the integral equation

$$\frac{1}{\pi i} \text{pv} \int_L \frac{\gamma(s)}{z(s) - z(\xi)} ds = f(z), \quad \forall z(\xi) \in L$$

admits suitable solutions. We emphasize that by “solution” we mean here the pair $\{L, \gamma\}$ representing the geometry of the vortex sheet and the corresponding real-valued distribution of the circulation density.

Using methods of complex analysis, more specifically, the Riemann-Hilbert theory, we develop a constructive approach allowing one to obtain relative equilibrium solutions
to (3) which in some situations are given in a closed form. In this formulation the problems of determining the shapes $L$ of the sheets and the corresponding circulation densities $\gamma$ decouple: first, one needs to find the sheets $L$ satisfying certain conditions after which obtaining the circulation density $\gamma$ reduces to evaluating an integral formula. In this sense, there is an analogy between the proposed approach and the “Brownian ratchet” method developed by Newton to find relative equilibria of point vortices [20, 6]. Using the proposed approach we then construct a family of rotating equilibrium configurations consisting of a different number of sheets each with one endpoint at the center of rotation and the other at a vertex of a polygon. This family generalizes the well-known equilibrium solution (1) describing a single rotating sheet and in a certain “weak” sense approaches a hollow vortex bounded by a closed constant-density vortex sheet when the number of sheets $p$ increases to infinity.

The structure of the paper is as follows: in the next section we describe the connection between the questions considered here and the Riemann-Hilbert problem in complex analysis which allows us to formulate our approach; then in Section 3 we introduce a particular family of configurations of rotating vortex sheets, prove that they constitute relative equilibria and and obtain expressions for the circulation densities; next, in Section 4, we describe and validate a numerical approach needed to evaluate these formulas; the results are presented in Section 5, whereas discussion and final conclusions are deferred to Section 6.

2 Vortex Sheets and the Riemann-Hilbert Problem

In this section we first elucidate the relation between the problem considered here and the Riemann-Hilbert problem of complex analysis. Then, some elements of the theory of this problem will be used to formulate a two-step solution approach. Given a contour on the complex plane, the Riemann-Hilbert problem consists in finding a holomorphic function defined in the complement of this contour on the complex plane such that its limiting values on both sides of the contour satisfy a prescribed relation [1]. Since holomorphic functions are conveniently expressed in terms of singular (Cauchy-type) integrals, there is a natural connection between the Riemann-Hilbert problem and the theory of singular integral equations.

In a similar spirit, to determine a relative equilibrium involving vortex sheets we need to find a velocity field, which for potential (i.e., incompressible and irrotational) flows is represented in terms of a holomorphic function $V(z)$, $z \in \mathbb{C}\setminus L$, satisfying the following kinematic conditions on the contour (sheet) $L$

$$V^+(t) - V^-(t) = \gamma(t) \frac{dt}{ds}(t), \quad t \in L,$$

(4)

where $t = t(s)$ represents the parameterization of the contour $L$ in terms of its arc length $s$, whereas $V^\pm(t)$ are the limits of the velocity field $V(z)$ as $z \to t \in L$ on the two sides of the contour. Condition (4) implies that the normal velocity component on both sides
of the sheet is the same and the tangential velocity component has a jump equal to the prescribed circulation density $\gamma$ (the continuity of pressure across the sheet then follows from these conditions and the Bernoulli equation). For the Riemann-Hilbert problem to be completely defined [1], relation (4) must be complemented by a condition specifying the behavior of the function $V(z)$ as $|z| \to \infty$, which is determined by the function $f(z)$. These conditions together are equivalent to relation (3) and thus the question of the existence of relative equilibria involving vortex sheets can be recast in terms of whether equation (3) admits suitable solutions.

Aspects of the Riemann-Hilbert problem relevant to the questions considered here are reviewed in monograph [18], from which we have adopted parts of the notation. First, the integral expressing velocity needs to be recast as a complex integral defined with respect to the complex variable $t$, i.e., for any $\zeta \in \mathbb{C} \setminus L$ we have

$$V(\zeta) = \frac{1}{2\pi i} \int_L \frac{\gamma(t(s)) \, ds}{t(s) - \zeta} = \frac{1}{2\pi i} \int_L \frac{\varphi(t) \, dt}{t - \zeta},$$

(5)

where the density is defined as

$$\varphi(t) := \gamma(t) \left( \frac{dt}{ds} \right)^{-1}.$$

(6)

Problem (3) can then be recast in a canonical form consistent with the Riemann-Hilbert problem, namely

$$\frac{1}{\pi i} \text{pv} \int_L \frac{\varphi(t) \, dt}{t - z} = f(z), \quad \forall \in L.$$  

(7)

Then, we note that in order for the velocity (5) to be bounded everywhere in $\mathbb{C} \setminus L$, the density $\varphi(t)$, cf. (6), must satisfy certain conditions, namely, it must be Hölder-continuous with some Hölder index $0 < \mu \leq 1$ and must vanish at all sheet endpoints [18], i.e.,

$$\varphi(a_m) = \varphi(b_m) = 0, \quad m = 0, \ldots, p - 1.$$  

(8)

This last condition in particular will play an essential role in our analysis below.

In general, problem (7) admits solutions $\varphi$ which vanish at $p$ endpoints only [18]. In order for the densities $\varphi$ obtained from (7) to vanish at all $2p$ endpoints (which is necessary for the corresponding velocity field (5) to be well-defined everywhere), the sheets $L$ and the function $f(z)$ in (7) must satisfy the following set of compatibility condition [18, relation (89.14)] (in essence, there is one condition for each additional endpoint on which $\varphi(t)$ is to vanish)

$$C_n := \int_L \frac{t^n f(t) \, dt}{\sqrt{R_p(t)}} = 0, \quad n = 0, \ldots, p - 1,$$

(9)

where

$$R_p(z) := \prod_{m=1}^p (z - a_m)(z - b_m).$$

(10)
where “:=” means “equal to by definition”. Since the function $f(z)$ is fixed and determined by the type of the relative equilibrium sought (rotating or translating), conditions (9) can be interpreted as constraints on the shapes of the vortex sheet $L$ which must be satisfied in order for the corresponding velocity field (5) to be well defined. In addition, it must also be ensured that the resulting circulation density is real-valued which can often be done based on some symmetry arguments (cf. Section 3 below). Then, a density satisfying conditions (8) is given by the following formula [18, relation (88)]

$$\varphi(z) = \frac{\sqrt{R_p(z)}}{\pi i} \int_{L} \frac{f(t) dt}{\sqrt{R_p(t)(t-z)}} = 0, \quad z \in L. \quad (11)$$

Finally, the real-valued circulation density $\gamma$ needed for the Birkhoff-Rott equation (3) can be obtained from (11) and (6) using the known parameterization of the contour.

The above facts demonstrate how the problems of finding the equilibrium shapes of vortex sheets and the corresponding circulation densities are related to each other. They also suggest the following general and constructive approach to finding relative equilibria involving vortex sheets:

**Step 1:** find arcs $L_0, \ldots, L_{p-1}$ such that the compatibility conditions (9) are satisfied and the imaginary part of $\varphi(t) \frac{ds}{dz}(t)$ vanishes,

**Step 2:** determine the corresponding circulation densities by evaluating formula (11) and using (6).

In the next section we implement this procedure in order to find a new family of equilibrium solutions consisting of an arbitrarily large number of rotating vortex sheets which generalizes the well-known solution (1).

## 3 Rotating Equilibria

In this section we first consider a particular arrangement of vortex sheets and demonstrate, through a rigorous proof, that it can form a rotating equilibrium, cf. Step 1 in Section 2. Then, as Step 2, we obtain a closed-form integral formula for the circulation density of the sheet which in the simplest cases lends itself to explicit evaluation. Since we focus on rotating equilibria, we now set $f(z) = i\omega z^*$ and consider an arrangement of $p$ bent sheets with common midpoints, cf. figure 1 (the choice of this particular configuration as a candidate for a relative equilibrium was inspired by our earlier computational experiments). As will be shown below, due to their symmetry properties these configurations always produce purely-real circulation densities. In order to parameterize this configuration, we first define the $2p$th complex root of unity as

$$\sigma = \exp\left(\frac{2\pi i}{2p}\right) \quad (12)$$
with the properties that $\sigma^{2p} = 1$ and $|\sigma| = 1$. We note that $\sigma^m$, $m = 0, \ldots, 2p - 1$ are the complex coordinates of the vertices of a regular $2p$-gon inscribed in a unit circle. The sheets are then described as, cf. figure 1,

$$L_m : z_m(s) = \begin{cases} -\sigma^{2m+1}s, & -1 \leq s \leq 0, \\ \sigma^{2m}s, & 0 \leq s \leq 1, \end{cases}$$

$$z'_m(s) = \begin{cases} -\sigma^{2m+1}, & -1 \leq s \leq 0, \\ \sigma^{2m}, & 0 \leq s \leq 1, \end{cases}$$

for $m = 0, 1, \ldots, p - 1$ with

$$R_p(z) = \prod_{m=0}^{p-1} (z - \sigma^{2m})(z - \sigma^{2m+1}) = \prod_{m=0}^{2p-1} (z - \sigma^{m}).$$

We observe that the function $R_p(z)$ is invariant under multiplication of its argument by $\sigma^\ell$ for any $\ell \in \mathbb{N}$

$$R_p(\sigma^\ell z) = \prod_{m=0}^{2p-1} (\sigma^{\ell}z - \sigma^{m}) = \sigma^{2p\ell} \prod_{m=0}^{2p-1} (z - \sigma^{m-\ell}) = \prod_{m=0}^{2p-1} (z - \sigma^{m-\ell}) = R_p(z)$$

because this operation is equivalent to rotating the $2p$-gon formed by the sheet endpoints by the angle $\ell \pi / p$, a transformation which leaves this polygon invariant.

We are now in the position to state the following proposition
Proposition 1. Assuming the vortex sheets $L_m$, $m = 0, \ldots, p - 1$ are defined by expression (13) and that $f(z) = i\omega z^*$, the compatibility conditions (9) are satisfied for any positive integer $p$.

Proof. We begin by observing that, because of property (15), the denominators in the integrand expressions in constraints (9) remain unchanged when the constraint expressions are evaluated for different sheets. Thus, noting that

\[ C_n = i\omega \int_{L_m} \frac{t^n t^*}{\sqrt{R_p(t)}} dt = i\omega \sum_{m=0}^{p-1} \int_{L_m} \frac{t^n t^*}{\sqrt{R_p(t)}} dt, \quad n = 0, \ldots, p - 1, \]

we obtain for the integral defined on the $m$th sheet when $n = 0$

\[ i\omega \int_{L_m} \frac{t^*}{\sqrt{R_p(t)}} dt = i\omega \int_{-1}^{0} \frac{(-\sigma^*)^{2m+1}s}{\sqrt{R_p(t(s))}} (-\sigma)^{2m+1} ds + i\omega \int_{0}^{1} \frac{(\sigma^*)^{2m}s}{\sqrt{R_p(t(s))}} \sigma^{2m} ds 
\]

\[ = i\omega \int_{-1}^{0} \frac{s}{\sqrt{R_p(t(s))}} ds + i\omega \int_{0}^{1} \frac{s}{\sqrt{R_p(t(s))}} ds = 0, \quad m = 0, \ldots, p - 1, \]

which is true because the expression in the denominator, cf. (10), remains the same for all sheets $L_m$, cf. (15). Hence, we have $C_0 = 0$. Then, when $1 \leq n < p$, owing to the identity $z^k z^* dz = z^{k-1}|z|^2 dz$, the integral corresponding to the $m$th sheet becomes, again recognizing property (15),

\[ i\omega \int_{L_m} \frac{t^n t^*}{\sqrt{R_p(t)}} dt = i\omega \int_{-1}^{0} \frac{(-\sigma^*)^{2m+1}s^{n+1}}{\sqrt{R_p(t(s))}} (-\sigma)^{2m+1} ds + i\omega \int_{0}^{1} \frac{(\sigma^*)^{2m}s^{n+1}}{\sqrt{R_p(t(s))}} \sigma^{2m} ds 
\]

\[ = i\omega \int_{-1}^{0} \frac{(-1)^n \sigma^{2m+1} s^{n+1}}{\sqrt{R_p(t(s))}} ds + i\omega \int_{0}^{1} \frac{\sigma^{2mn} s^{n+1}}{\sqrt{R_p(t(s))}} ds. \]

Adding up the integrals corresponding to the sheets $L_m$, $m = 0, \ldots, p - 1$, we obtain

\[ C_n = i\omega (-1)^n \sum_{m=0}^{p-1} \sigma^{(2m+1)n} \int_{-1}^{0} \frac{s^{n+1}}{\sqrt{R_p(t(s))}} ds + i\omega \sum_{m=0}^{p-1} \sigma^{2mn} \int_{0}^{1} \frac{s^{n+1}}{\sqrt{R_p(t(s))}} ds 
\]

\[ = i\omega \left[ -\sum_{m=0}^{p-1} \sigma^{(2m+1)n} + \sum_{m=0}^{p-1} \sigma^{2mn} \int_{0}^{1} \frac{s^{n+1}}{\sqrt{R_p(t(s))}} ds \right] \]

\[ = i\omega \left[ \sum_{m=0}^{p-1} \sigma^{2mn} \right] (1 - \sigma^n) \int_{0}^{1} \frac{s^{n+1}}{\sqrt{R_p(t(s))}} ds = 0, \quad n = 1, \ldots, p - 1, \]

which vanishes because due to the properties of the geometric progression and the fact that $\sigma^{2n} \neq 1$ for $n = 1, \ldots, p - 1$ we have

\[ \sum_{m=0}^{p-1} \sigma^{2mn} = \frac{1 - \sigma^{2p}}{1 - \sigma^{2n}} = 0. \]

Thus, relations (16) and (17) prove our claim. \qed
Having established that the configuration of \( p \) bent vortex sheets defined in (13), cf. figure 1, can give rise to a rotating equilibrium, we now proceed to determine the density \( \varphi_p(z) \) using formula (11) which we transform as follows in order to reduce it to a definite integral on \([0, 1]\)

\[
\varphi_p(z) = \frac{\sqrt{R_p(z)}}{\pi i} \int_L \frac{i\omega^* dt}{\sqrt{R_p(t)(t - z)}} = \frac{\omega}{\pi} \sqrt{R_p(z)} \int_L \frac{t^* dt}{\sqrt{R_p(t)(t - z)}}
\]

\[
= \frac{\omega}{\pi} \sqrt{R_p(z)} \sum_{m=0}^{p-1} \int_{L_m} \frac{t^* dt}{\sqrt{R_p(t)(t - z)}}
\]

\[
= \frac{\omega}{\pi} \sqrt{R_p(z)} \sum_{m=0}^{p-1} \left[ \int_{-1}^{0} \frac{(-\sigma^{2m+1})^* s(-\sigma^{2m+1})}{\sqrt{R_p(-\sigma^{2m+1}s)(-\sigma^{2m+1}s - z)}} ds + \int_{0}^{1} \frac{(\sigma^{2m})^* s(\sigma^{2m})}{\sqrt{R_p(\sigma^{2m}s)(\sigma^{2m}s - z)}} ds \right]
\]

(18)

\[
= \frac{\omega}{\pi} \sqrt{R_p(z)} \sum_{m=0}^{p-1} \int_{0}^{1} \left[ \frac{-s}{\sqrt{R_p(s)(\sigma^{2m+1}s - z)}} + \frac{s}{\sqrt{R_p(s)(\sigma^{2m}s - z)}} \right] ds
\]

(19)

Before obtaining a simple formula for the circulation density valid for any \( p \geq 1 \), we first derive its particular instances for \( p = 1, 2, 3 \). When \( p = 1 \), cf. figure 1(a), we have \( \sigma = \exp(i\pi) = -1 \) and \( R_1(z) = (z - 1)(z + 1) = z^2 - 1 \). Then, from (18) we deduce

\[
\varphi_1(z) = \frac{\omega}{\pi} \sqrt{R_1(z)} \left[ \int_{-1}^{0} \frac{-s}{\sqrt{R_1(s)(-s + z)}} ds + \int_{0}^{1} \frac{s}{\sqrt{R_1(s)(s - z)}} ds \right]
\]

(20)

At the same time, formula (19) also gives rise to

\[
\varphi_1(z) = \frac{\omega}{\pi} \sqrt{R_1(z)} \int_{-1}^{1} \frac{s}{\sqrt{R_1(s)(s - z)}} ds = \frac{\omega}{\pi} \sqrt{R_1(z)} \int_{0}^{1} \frac{2s^2 ds}{\sqrt{R_1(s)(s^2 - z^2)}}
\]

(21)

which is equivalent to (20).

Next, for \( p = 2 \), cf. figure 1(b), substituting \( \sigma = \exp(i\pi/2) = i \), \( \sigma^2 = -1 \), \( \sigma^3 = -\sigma = \)
\[ -i \text{ and } R_p(z) = R_2(z) = z^4 - 1 \text{ into (19), we obtain} \]
\[
\varphi_2(z) = \frac{\omega}{\pi} \sqrt{R_2(z)} \int_0^1 \frac{s}{\sqrt{R_2(s)}} \left( \frac{-1}{s - z} + \frac{1}{-\sigma s - z} + \frac{1}{-s - z} \right) ds
\]
\[
= \frac{\omega}{\pi} \sqrt{R_2(z)} \int_0^1 \frac{s}{\sqrt{R_2(s)}} \left( \frac{2z}{s^2 + z^2} + \frac{2z}{s^2 - z^2} \right) ds
\]
\[
= \frac{\omega}{\pi} \sqrt{R_2(z)} \int_0^1 \frac{4zs^3}{\sqrt{R_2(s)(s^4 - z^4)}} ds. \tag{22}
\]

Then, for \( p = 3 \), cf. figure 1(c), using \( \sigma = \exp(i\pi/3) \) we obtain the relations
\[
\sigma^3 = -1, \quad \sigma^4 = -\sigma = (\sigma^2)^* = \sigma^{-2} \quad \text{and} \quad \sigma^5 = \sigma^* = -\sigma^2 = \sigma^{-1},
\]
such that we have
\[
R_3(z) = (z - 1)(z - \sigma)(z - \sigma^2)(z - \sigma^3)(z - \sigma^4)(z - \sigma^5) = z^6 - 1. \tag{23}
\]
Rewriting (19) as \( \varphi_p(z) = \frac{\omega}{\pi} \sqrt{R_p(z)} \int_0^1 \frac{s}{\sqrt{R_p(s)}} F_p(s, z) ds \) we obtain the following expression for the factor \( F_p(s, z) \) when \( p = 3 \)
\[
F_3(s, z) = \sum_{m=0}^{2p-1} \left( \frac{-1}{\sigma^{2m+1}s - z} + \frac{1}{\sigma^{2m}s - z} \right)
\]
\[
= 2s \left[ \frac{1}{s^2 - z^2} - \frac{s^2 - z^2}{s^4 + z^2s^2 + z^4} \right] = \frac{6z^2s^3}{s^6 - z^6}, \tag{24}
\]
so that in this case relation (19) becomes
\[
\varphi_3(z) = \frac{\omega}{\pi} \sqrt{R_3(z)} \int_0^1 \frac{6z^2s^4}{\sqrt{R_3(s)(s^6 - z^6)}} ds. \tag{25}
\]

In order to extrapolate these calculations to an arbitrary number \( p \) of sheets we use the following lemma

**Lemma 1.** For \( 0 < p \in \mathbb{Z} \), \( 0 \neq s \in \mathbb{R} \) and \( \sigma = e^{i\pi/p} \), the following equality holds.
\[
\sum_{k=0}^{2p-1} \frac{(-1)^k}{z - \sigma^k s} = \frac{2ps^p z^{p-1}}{z^{2p} - s^{2p}}, \quad z \in \mathbb{C}. \tag{26}
\]

**Proof.** The function
\[
G(z) = \frac{2ps^p z^{p-1}}{z^{2p} - s^{2p}}
\]
has poles at \( z = \sigma^k s, \ k = 0, \ldots, 2p - 1 \), and the residues \( \alpha_k \) around these poles are given by
\[
\alpha_k = \lim_{z \to \sigma^k s} (z - \sigma^k s)G(z) = e^{-i\pi k} = (-1)^k, \quad k = 0, \ldots, 2p - 1.
\]
Since the function
\[ G(z) = \sum_{k=0}^{2p-1} \frac{(-1)^k}{z - \sigma^k s}, \quad z \in \mathbb{C} \]
is entire on the whole complex plane, it must be constant owing to Liouville’s theorem. Moreover, since this function vanishes as \( z \to \infty \), this constant is zero, which completes the proof.

Using relation (26) in (19), we then obtain
\[
\phi_p(z) = \frac{\omega}{\pi} \sqrt{1 - z^{2p}} \int_0^1 \frac{2pz^{p-1}s^{p+1}}{\sqrt{1 - s^{2p}(s^{2p} - z^{2p})}} \, ds, \quad z \in [0,1].
\] (27)

We remark that since the integrand expression in (27) is purely real and the integral is over the segment \([0,1]\) of the real axis, the quantity defined by (27) is purely real. The circulation density \( \gamma(s) \) appearing in the Birkhoff-Rott equation (3) can then be deduced from (27) using relation (6) and will also be purely real, as needed. Noting that since on the contour \([0,1]\) we have \( t = s \), we can conclude that \( \gamma_p(s) = \varphi_p(s) \), i.e., expression (27) can be interpreted as the circulation densities for different values of \( p \). Consequently, we obtain the following main theorem.

**Theorem 1.** The configuration of \( p \) bent vortex sheets (13) with the circulation density (27) is a relative equilibrium rotating with a constant rate of rotation \( \omega \) around the origin.

Since the rate of rotation \( \omega \) is arbitrary, without loss of generality hereafter we set \( \omega = 1 \). The integral formula (27) can in some cases be evaluated explicitly. For example, using the symbolic software Maple, we obtain the following explicit expressions for \( \gamma_1(s) \) and \( \gamma_2(s) \), \( s \in [0,1] \),
\[
\gamma_1(s) = \sqrt{1 - s^2},
\] (28a)
\[
\gamma_2(s) = 2s \text{arcCoth} \left( \frac{1}{\sqrt{1 - s^4}} \right),
\] (28b)
where we note that (28a) is equivalent to the well-known formula (1) with \( \omega = 1 \) and \( a = 1 \). On the other hand, formula (28b) appears to be a new solution. Evaluation of formula (27) for \( p \geq 3 \) requires numerical approximation and our approach is described in the next section.

### 4 Numerical Approach

The integral in formula (27) involves singularities at \( s = z \) and at \( s = 1 \), hence its numerical evaluation requires special care and in this section we first introduce our numerical approach which is then validated against the exact expression (28b) corresponding to the case \( p = 2 \). While integral formula (27) is elegant due to its compactness, it does not
directly lend itself to an accurate approximation with a quadrature. We thus proceed by isolating the terms representing the singularity at \( s = z \), so that the corresponding Cauchy-type integrals can be evaluated explicitly. The integrals involving the remaining terms are then approximated with a standard quadrature after the singularity at \( s = 1 \) is eliminated with a suitable change of variables.

For convenience, when evaluating the singular part we will simultaneously consider contributions from the contours \([-1, 0]\) and \([0, 1]\) (both of which are present in the equilibrium configuration \( L \) for all values of \( p \), cf. figure 1). Defining \( I_p := \int_0^1 \frac{2z^{p-1}s^{p+1}}{-R(s)(s^2 - z^2)} \, ds \), such that \( \varphi_p(z) = \frac{\omega}{\pi} \sqrt{-R_p(z)} I_p(z) \) in (27), and

\[
G_p(s, z) = \sum_{m=1}^{2p-1} \frac{(-1)^m}{\sigma^m s - z},
\]

we obtain \( I_p(z) = I^s_p(z) + I^r_p(z) \), where the singular and regular parts, respectively, \( I^s_p(z) \) and \( I^r_p(z) \), are represented as follows for \( p = 1, 2, \ldots \)

\[
I^s_p(z) = \begin{cases} 
\int_0^1 \frac{2zs \, ds}{\sqrt{-R_p(s)(s^2 - z^2)}}, & p \text{ even} \\
\int_0^1 \frac{2s^2 \, ds}{\sqrt{-R_p(s)(s^2 - z^2)}}, & p \text{ odd}
\end{cases}
\]

and

\[
I^r_p(z) = \int_0^1 \frac{s}{\sqrt{-R_p(s)}} G_p(s, z) \, ds.
\]

We remark here that \( R_p(z) = z^{2p} - 1 \leq 0 \) for any \( z \in [0, 1] \). Hence, the “-” sign preceding \( R_p(z) \) ensures that the square root is real-valued.

We first consider evaluation of the singular part \( I^s_p(z) \), cf. (30), when \( p \) is even. We introduce a new function \( r_p(z) := R_p(z)/(z^2 - 1) \) and in order to eliminate the singularity at \( s = 1 \) use the substitutions \( s = \cos \theta \) and \( z = \cos \eta \) to change variables from \( s \) and \( z \) to \( \theta, \eta \in [0, \pi/2] \). Then, the singular part for even \( p \) becomes

\[
I^s_p(\cos \eta) = -2 \cos \eta \int_{\pi/2}^0 \frac{\cos \theta \, d\theta}{\sqrt{r_p(\cos \theta)(\cos^2 \theta - \cos^2 \eta)}}.
\]

Since it does not appear possible to evaluate the integral in (32) in closed form for values of \( p > 2 \), we expand the function \( f_p(\theta) := \frac{1}{\sqrt{r_p(\cos \theta)}} \) in a Fourier series which, due to the fact that \( f_p(\theta) \) is an even function of \( \theta \), reduces to a cosine series

\[
f_p(\theta) = \sum_{k=-\infty}^{\infty} a_k e^{ik\theta} = a_0 + 2 \sum_{k=1}^{\infty} a_k \cos(k\theta), \quad a_k \in \mathbb{R}.
\]
Figure 2: Dependence of the magnitude of the Fourier coefficients $a_k$ of the function $f_p(\theta)$, cf. (33), on the wavenumber $k$ for different values of $p = 10, 109, 208, \ldots, 1000$. The trend with the increase of $p$ is indicated by an arrow.

As shown in figure 2, the magnitudes of $|a_k|$, $k = 0, 1, \ldots$, of the Fourier coefficients in (33) decay exponentially, although the rate of decay is slower for larger values of $p$. In addition, the Fourier coefficients are nonzero for even wavenumbers only, i.e., $a_{2k-1} = 0$, $k = 1, 2, \ldots$. Using representation (33), the singular integral (32) then becomes

$$ I^s_p(\cos \eta) = -2 \cos \eta \left[ a_0 \int_0^{\pi/2} \frac{\cos \theta \, d\theta}{\cos^2 \theta - \cos^2 \eta} + 2 \sum_{k=1}^{\infty} a_k \int_0^{\pi/2} \frac{\cos(k\theta) \cos \theta \, d\theta}{\cos^2 \theta - \cos^2 \eta} \right], \quad p \text{ even}. \quad (34) $$

Following analogous steps to transform the singular integral (30) when $p$ is odd, we obtain

$$ I^s_p(\cos \eta) = -2 a_0 \int_{\pi/2}^{0} \frac{\cos^2 \theta \, d\theta}{\cos^2 \theta - \cos^2 \eta} - 4 \sum_{k=1}^{\infty} a_k \int_{\pi/2}^{0} \frac{\cos(k\theta) \cos^2 \theta \, d\theta}{\cos^2 \theta - \cos^2 \eta}, \quad p \text{ odd}. \quad (35) $$

In numerical computations the sums in (34) and (35) are truncated after $M$ terms and the value of $M$ can be deduced from the data in figure 2 such that this truncation results
in errors not exceeding the machine precision. The singular integrals
\[
\Psi_k(\cos \eta) := \int_{\pi/2}^{0} \frac{\cos(k\theta) \cos \theta \, d\theta}{\cos^2 \theta - \cos^2 \eta},
\]
\[
\Phi_k(\cos \eta) := \int_{\pi/2}^{0} \frac{\cos(k\theta) \cos^2 \theta \, d\theta}{\cos^2 \theta - \cos^2 \eta},
\]
(36a)
(36b)
can be evaluated for \( k = 0, 1, \ldots \) in closed form, for example using the symbolic software Maple, for different values of the wavenumber \( k \) and for larger values of \( k \) this is facilitated by the recursive relations they satisfy. See A for details.

The regular part \( I^r_p(z) \), cf. (31), is treated by first transforming it to the variable \( s \) via the substitutions \( s = \cos \theta \) and \( z = \cos \eta \), which removes the singularity at \( s = 1 \) and yields
\[
I^r_p(\cos \eta) = -\int_{\pi/2}^{0} \frac{\cos \theta}{\sqrt{r_p(\cos \theta)}} G_p(\cos \theta, \cos \eta), \, d\theta.
\]
(37)

Then, integral (37) can be approximated with a standard approach such as the Gauss-Legendre quadrature.

We remark that given the presence of the factor \( 1/\sqrt{1 - s^2} \), which is the Chebyshev weight, in integrals (30)–(31), one may be tempted to transform these integrals to the interval \( [-1, 1] \) and then approximate them using Chebyshev quadratures. However, the extension of the real-valued function \( 1/\sqrt{r_p(s)} \) to the complex plane involves branch cuts, such that these integrals become multi-valued when one integrates across zero. Thus, it is important for the integrals (30)–(31) to be defined on \( [0, 1] \) where the integrand expressions remain single-valued.

We now proceed to validate the approach described above and do so by comparing the numerical approximation of (27) for \( p = 2 \) with the exact solution (28b). There are two numerical parameters in the problem, namely, the number of terms \( M \) after which the Fourier series in (34) is truncated and the number of gridpoints \( N \) in the Gauss-Legendre quadrature used to approximate (37). Denoting the solution obtained numerically with these parameters \( \gamma_{2}^{M,N} \), we consider the following two error measures
\[
E_{L^2} := \|\gamma_{2}^{M,N} - \gamma_2\|_{L^2(0,1)},
\]
(38a)
\[
E_{L^\infty} := \|\gamma_{2}^{M,N} - \gamma_2\|_{L^\infty(0,1)}.
\]
(38b)
The dependence of these errors on the number of grid points \( N \) for different truncation levels \( M \) is shown in figure 3, where we see that provided \( M \) is sufficiently large, the error measures (38a) and (38b) show, respectively, fourth-order and third-order rate of convergence with respect to grid refinement in the quadrature (spectral convergence is not achieved because of the presence of the square-root function in the integrand of (37)). In the computational results presented in the next section we use \( N = 2048 \) (which gives a much finer resolution than used in figure 3), whereas the parameter \( M \) is adjusted for different \( p \) based on the data presented in figure 2 to ensure that errors due to truncation of the series in (34) remain at the level of the machine precision.
Figure 3: Dependence of (blue solid circles) the $L^2$ error (38a) and (red empty squares) $L^\infty$ error (38b) on the number of grid points $N$ for different truncation levels $M = 10, 15, 20$. The trend with the increase of $M$ is indicated by an arrow.

5 Results

In this section we present circulation densities obtained for different values of $p$ by approximating formula (27) as discussed in Section 4. Since the circulation densities are defined up to a multiplicative factor $\omega$, we normalize them such that the equilibrium configurations $L$ corresponding to different values of $p$, cf. (13), have the same total circulation equal to one. We will thus focus on the following normalized quantity

$$\tilde{\gamma}_p(s) := \frac{\gamma_p(s)}{2p \int_0^1 \gamma_p(s') \, ds'}, \quad s \in [0, 1], \quad p = 1, 2, \ldots$$

which is plotted for $p = 1, 2, \ldots, 10$ in figure 4(a). We recognize that the distributions obtained for $p = 1$ and $p = 2$ correspond to the exact solutions (28a) and (28b). It is interesting to note that, except for the case $p = 1$, all circulation densities vanish at $s = 0$ which corresponds to the center of rotation, a property which is not a priori guaranteed by the general inversion formula (11), but is evident in the form of (27). We also observe that as $p$ increases the magnitude of $\tilde{\gamma}_p(s)$ is reduced which is a consequence of the fact that since the circulation of the entire equilibrium configuration is fixed, the circulations of the individual sheets decrease as their number $p$ goes up. In addition, in figure 4(a) we observe that there is no apparent difference between the distributions $\tilde{\gamma}_p(s)$ obtained for $p$ even and $p$ odd, and that these distributions become more skewed towards the outer endpoint of the sheet at $s = 1$ as $p$ increases. This latter effect is further explored in figure 4(b) where we show the normalized circulation densities $\tilde{\gamma}_p(s)$ corresponding
to much higher values of $p = 20, 119, \ldots, 2000$. In this figure we observe that $\tilde{\gamma}_p(s) \to 0$ as $p \to \infty$ for all values of $s \in [0, 1 - \epsilon)$, $\epsilon > 0$, except for a small neighborhood near the endpoint $s = 1$ in which the entire circulation of the vortex sheet becomes localized in the form of a few sign-changing oscillations. In order to shed further light on this behavior, in figure 5 we show the quantity $2p \tilde{\gamma}_p(s)$ in a small neighborhood of the right endpoint $s = 1$, corresponding to 0.625% of the entire interval $[0, 1]$. We observe that in the limit $p \to \infty$ the dominant “wiggle” becomes steeper and more localized. The significance of this observation is discussed in the next, final section.

6 Discussion and Conclusions

In this investigation we have considered the question of finding relative equilibria involving vortex sheets in 2D potential flows. By framing this question in terms of the Riemann-Hilbert problem in complex analysis we proposed a general two-step approach to finding such equilibria, where one first constructs a geometric configuration of vortex sheets which satisfies the compatibility conditions (9) and then finds the corresponding circulation densities by evaluating formula (11). The compatibility conditions ensure that the circulation densities vanish at all sheet endpoints, which is necessary for the velocity field to be everywhere well behaved, and additional symmetry arguments are used to ensure the circulation densities are real-valued. Using this approach together with analytical computations we constructed a family of rotating equilibria involving an even number $2p$ of radially-oriented straight segments revolving about a common center of rotation where they meet, cf. figure 1, which generalizes the well-known solution (1) corresponding to a single rotating vortex sheet. The circulation densities of the rotating sheets are given in closed form for the integral formula (27), the evaluation of which however requires a careful numerical approach described in Section 4. This construction was facilitated by a judicious choice of the geometric configuration $L$, cf. (13), consisting of $p$ bent sheets with endpoints at the vertices of a regular $2p$-gon whose midpoints touch at the center of rotation. As a result, it was not necessary to consider the center of rotation as a separate sheet endpoint, although the obtained circulation densities $\gamma_p(s)$ do vanish there (i.e., at $s = 0$) for all $p > 1$, cf. (27) and figure 4(a), meaning that the center of rotation may in fact be interpreted as a sheet endpoint when $p > 1$. It is possible that these new equilibria could also be obtained using other methods, such as, e.g., conformal transformations based on the Schwarz-Christoffel map.

We found that in the limit of the equilibrium configurations consisting of a large number of sheets, i.e., when $p \to \infty$, the normalized circulation densities $\tilde{\gamma}_p(s)$, cf. (39), vanish everywhere except for a vanishing neighborhood of the outer endpoint where the entire circulation of the sheet is localized in the form of a rapid oscillation with intensity increasing with $p$. Thus, the limiting configuration appears to have the form of a hollow vortex of unit radius bounded by a constant-density circular vortex sheet, which is also a well known equilibrium solution. It must be, however, emphasized that this limit ought to be considered in some suitable “weak” sense, rather than in the classical
Figure 4: Normalized circulation densities $\tilde{\gamma}_p(s)$, cf. (39), as functions of position $s \in [0, 1]$ for (a) $p = 1, 2, \ldots, 10$ and (b) $p = 20, 119, \ldots, 2000$. Red dashed lines and blue solid lines correspond to, respectively, $p$ even and odd. The trend with the increase of $p$ is indicated by an arrow.
pointwise (uniform) sense. The reason is that in the neighborhood of \( s = 1 \) the values of \( 2p \tilde{\gamma}_p(s) \) diverge as \( p \to \infty \) with the sequence approaching a singular distribution at \( s = 1 \), cf. figure 5. This limiting distribution clearly does not belong to the Hölder space in which the circulation densities must be defined [18] and is also not consistent with conditions (8). Since both the relative equilibria constructed here and the hollow vortex with a vortex sheet are solutions of 2D Euler equations defined in a suitable distributional sense [16], we thus have a countably infinite sequence of distributional solutions of the first type converging to the solution of the second type which is characterized by a different topology. Understanding the precise mathematical sense of this convergence is an interesting open question.

Since our ansatz for the rotating equilibrium configurations involves an even number \((2p)\) of segments, cf. figure 1, an interesting question concerns construction of equilibria consisting of an odd number of segments (such as, e.g., \( \alpha \)). In such case, the center of rotation would need to be treated as a separate endpoint resulting in more complicated form of the compatibility conditions (9). However, we expect that in the limit of a large number of segments the behavior of such hypothetical equilibria would be similar to what we observed here in figures 4(b) and 5. A related interesting question concerns the existence of equilibria with less symmetry. In this context, we have considered the following configuration of three sheets

\[
L = [-1,-\alpha] \cup [\alpha,1] \cup [-i\beta,i\beta]
\]  

(40)
defined for some \( \alpha, \beta > 0 \) and observed that for all \( \alpha \in (0,1) \) there exists \( \beta = \beta(\alpha) \)
such that this configuration forms an equilibrium. Moreover, $\beta(\alpha) \to 1$ as $\alpha \to 0$, meaning that in this limit configuration (40) approaches the equilibrium corresponding to $p = 2$, cf. (28b) and figure 1(b). Discussion of this and other equilibria generalizing the configurations found in this study and possibly involving curved vortex sheets is deferred to a future publication.

Another, more fundamental, question concerns equilibria in a translating frame of reference. Using $f(z) = U$ in (9) it can be shown that for the geometric configuration (13) already the first compatibility condition is violated, i.e., $C_0 \neq 0$, demonstrating that this configuration cannot form a translating equilibrium. While in the present study configuration (13) was proposed based on evidence from numerical experiments, in more general situations geometric configurations $L$ which form equilibria can be found by solving equations (9) treated as a problem defining $L$. Yet another interesting problem is the stability of the equilibrium configurations discovered here. We plan to address some of these questions in the near future.
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A Evaluation of Singular Integrals (36)

For modest values of $k$ the principal-value integrals (36a)–(36b) can be evaluated symbolically, for example, using the software package Maple. Denoting $X := \cos \phi$ and $Y := \frac{\text{arcCoth} \left( \frac{\sin \phi}{\sin \phi} \right)}{\sin \phi}$, where $\phi \in [0, \pi/2]$, these integrals take the form

\begin{align}
\Psi_0(\cos \eta) &= Y, \\
\Psi_2(\cos \eta) &= (2X^2 - 1)Y + 2, \\
\Psi_4(\cos \eta) &= (8X^4 - 8X^2 + 1)Y + 8X^2 - \frac{8}{3}, \\
\Psi_6(\cos \eta) &= (32X^6 - 48X^4 + 18X^2 - 1)Y + 32X^4 - \frac{80X^2}{3} + \frac{46}{15}, \\
&\vdots
\end{align}
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\[
\Phi_0(\cos \eta) = \frac{\pi}{2}, \quad (42a)
\]
\[
\Phi_2(\cos \eta) = \pi X^2, \quad (42b)
\]
\[
\Phi_4(\cos \eta) = \pi (4X^4 - 2X^2), \quad (42c)
\]
\[
\Phi_6(\cos \eta) = \pi (16X^6 - 16X^4 + 3X^2), \quad (42d)
\]
\[
\Phi_8(\cos \eta) = \pi (64X^8 - 96X^6 + 40X^4 - 4X^2), \quad (42e)
\]

where due to the properties of the function \( f(\theta) \) we considered only even values of \( k \).

Evidently, the expressions in (41) can be represented as \( \Psi_{2m}(\phi) = p_{2m}(X) Y + r_{2m}(X) \) and as can be verified by inspection the polynomials \( p_{2m}(X) \) and \( r_{2m}(X) \) satisfy the following recursion relations:

\[
p_{2m+2}(X) = (4X^2 - 2)p_{2m}(X) - p_{2m-2}(X), \quad m \geq 1, \quad (43a)
\]
\[
p_0(X) = 1, \quad p_2(X) = 2X^2 - 1, \quad (43b)
\]
\[
r_{2m+2}(X) = q_{2m+2}(X) + s_{2m+2}, \quad (43c)
\]
\[
q_{2m+2}(X) = (4X^2 - 2)r_{2m}(X) - r_{2m-2}(X), \quad m \geq 1, \quad (43d)
\]
\[
q_0(X) = 0, \quad q_2(X) = 2, \quad (43e)
\]
\[
s_{2m+2} = \frac{N_{2m+2}}{D_{2m+2}}, \quad N_{2m} = (-1)^m 4, \quad (43f)
\]
\[
D_{2m+2} = 2D_{2m} - D_{2m-2} + 8, \quad m \geq 1, \quad D_0 = 3, \quad D_2 = 1, \quad (43g)
\]

where \( s_{2m} \) are rational numbers whereas \( D_{2m} \) and \( N_{2m} \) are integers. Analogously, the expressions in (42) can be represented as \( \Phi_{2m}(\phi) = \pi Q_{2m}(X) \) where the polynomials \( Q_{2m}(X) \) follow the recursion relations:

\[
Q_{2m+2}(X) = (4X^2 - 2)Q_{2m}(X) - Q_{2m-2}(X), \quad m \geq 2, \quad (44a)
\]
\[
Q_2(X) = X^2, \quad Q_4(X) = 4X^4 - 2X^2, \quad (44b)
\]
\[
Q_0(X) = \frac{1}{2}. \quad (44c)
\]

Finally, expressions (41)–(42) together with the recursion relations (43)–(44) make it possible to evaluate the principal-value integrals (36a)–(36b) for arbitrary values of \( k \).
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