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Abstract

Background: Three-dimensional point clouds learning is widely applied, but the point clouds are still unable to deal with classification and recognition tasks satisfactorily in the cases of irregular geometric structures and high-dimensional space. In 3D space, point clouds tend to have regular Euclidean structure because of their density. On the contrary, due to the high dimensionality, the spatial structure of high-dimensional space is more complex, and point clouds are mostly presented in non-Euclidean structure. Furthermore, among current 3D point clouds classification algorithms, Canonical Capsules algorithm based on Euclidean distance is difficult to decompose and identify non-Euclidean structures effectively.

Methods: Thus, aiming at the point clouds classification task of non-Euclidean structure in 3D and high-dimensional space, this paper refers to the LLE algorithm based on geodesic distance for optimizing and proposes the unsupervised capsule algorithm of high-dimensional point clouds. In this paper, the geometric features of point clouds are considered in the extraction process, so as to transform the high-dimensional non-Euclidean structure into a lower-dimensional Euclidean structure with retaining spatial geometric features.

Results: To verify the feasibility of the unsupervised capsule algorithm of high-dimensional point clouds, experiments are conducted in Swiss Roll dataset, point clouds MNIST dataset and point
clouds LFW dataset. The results show that (1) non-Euclidean structures can be effectively identified by this model in Swiss Roll dataset; (2) a significant unsupervised learning effect is realized in point clouds MNIST dataset; (3) a classification accuracy of 80.77% is obtained in the point clouds LFW dataset.

**Conclusions:** In conclusion, the high-dimensional point clouds capsule unsupervised algorithm proposed in this paper is conducive to expand the application scenarios of current point clouds classification and recognition tasks.
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### 1 Introduction

Point cloud deep learning techniques have a wide range of applications in computer vision, robot control, autonomous driving etc. Moreover, three-dimensional point clouds retain the spatial geometric information of objects and the spatial structure that RGB pictures do not possess. With the continuous development of deep learning, many 2D computer vision problems have been solved, but the research on deep learning for 3D point clouds and 3D computer vision is far from enough. That research on 3D or high-dimensional point clouds still faces challenges. Thus, studying and solving those challenges is significant for the development of point cloud deep learning.

The existing mainstream deep learning methods for 3D point clouds can be divided into three categories [1]: multi-view-based methods, volumetric-based methods, and point-based methods. Selecting point-based method, Canonical Capsules algorithm [2] implements an unsupervised algorithm for 3D point clouds through reconstructing ShapeNet decomposition of large-scale datasets. Canonical Capsules algorithm effectively learns the regular shape features of point clouds during the classification and reconstruction process, due to the K-Means clustering algorithm based on the Euclidean distance between two points. However, the K-Means clustering merely based on the Euclidean distance not only cannot correctly classify the special two points with small Euclidean distance and large geodesic distance in the point clouds, but also fails to effectively decompose and reconstruct the special non-Euclidean structure of the Swiss Roll dataset.

The recognition and classification algorithm of 3D point clouds has a broad application prospect in computer vision. Further, given the condition that irregularly shaped 3D point cloud objects are inevitable in application, it is significant to classify them accurately for the sake of the future of 3D point clouds in computer vision. What’s more, 3D point cloud data can only express or interpret the world in 3D or below, rather than higher dimensional space. In reality, point clouds in higher dimensional space are different from those in...
3D space because of their high dimensionality as well as their complexity of geometric and spatial structures, which make it difficult for high-dimensional point clouds to have regular spatial shapes and Euclidean structures. Thus, in this paper, we first utilize the locally linear embedding (LLE) algorithm [3] to optimize the extraction process of model features [4], then transform the irregular non-Euclidean high-dimensional point clouds into Euclidean structure in the lower-dimensional point cloud space, and last deploy the high-dimensional point cloud capsule algorithm to achieve unsupervised learning of Euclidean structure data.

In response to the situation that existing methods cannot effectively verify the geometric spatial structure of 3D point clouds, this paper adds the LLE algorithm when extracting features by the Canonical Capsules algorithm for optimizing, so that the 3D non-Euclidean structure is decomposed correctly and then the significant unsupervised results of high-dimensional point clouds are obtained. 3D point clouds capsule model in Canonical Capsules algorithm is replaced with high-dimensional point cloud capsule model by conducting the input dimension of the model and the random rigid rotation of point clouds as innovation.

Based on the above issues, the main contributions of this paper are:

(1) The Canonical Capsules algorithm is optimized by adding the LLE algorithm to extract the geometric features of the original data, so that the high-dimensional non-Euclidean structure is transformed into the low-dimensional Euclidean structure.

(2) The input dimension of the 3D point cloud model and the random rigid rotation matrix of the point cloud are improved to high-dimension, and further the Canonical Capsules algorithm is improved from the 3D point cloud capsule algorithm to the high-dimensional point cloud capsule algorithm.

(3) The high-dimensional point cloud capsule algorithm is improved to free unsupervised learning of point clouds from 3D point clouds. Based on MNIST dataset in form of point clouds, this paper explores how the model can classify samples with different attributes between category under unsupervised conditions by analyzing the invariance and covariance of features in MNIST dataset. Furthermore, this paper investigates how to utilize point clouds LWF dataset to perform unsupervised classification of face images among different categories.

2 Related works

Since Hinton et al. [5] have proposed the concept of auto-encoder capsule networks, this concept has gained popularity since some its advantages over CNNs [6, 7]. Capsule networks are utilized to extract invariant and equivariant features and provide new ideas for pose computation of images and 3D point clouds. In this section, the related stream shape learning, capsule network, and 3D point cloud capsule algorithms utilized in the high-dimensional point cloud capsule algorithm are introduced subsequently.
2.1 LLE as Manifold Learning

Locally Linear Embedding [3, 8] is a kind of Manifold Learning. The manifold in LLE can be considered as a non-closed surface, which has a relatively uniform data distribution and dense features. The dimensionality reduction algorithm based on manifold is to reduce the dimensionality of the manifold from high to low dimension. Meanwhile, some features of the manifold in high dimension are preserved.

The manifold learning retains some features of the local structure. There are various methods to retain the features, and different methods correspond to different manifold algorithms. For example, the isometric mapping algorithm maintains the geodesic distance between samples after dimensionality reduction instead of the Euclidean distance, which better reflects the true distance between samples in the manifold. However, the disadvantage of the isometric mapping algorithm is that it searches for the global optimal solution for all samples. That time would be quite long in the case of large data volume and high dimensions. To deal with this problem, LLE reduces the computational effort of dimensionality reduction by guaranteeing merely the local optima and assuming that the sample set is locally in linear relation. The core idea of LLE is that each point can be approximated by a linear combination of multiple points close to it, and this linear reconstruction relationship and reconstruction coefficients should be maintained after being projected to the low-dimensional space.

The LLE for optimizing the n-dimensional point cloud dataset to extract geometric features is operated in the following steps:

The first step of the LLE algorithm is to obtain the k-neighbor points of each data by applying the k-nearest neighbor algorithm. Each sample point $x_i$ in the point cloud can be represented by a linear combination of the k-nearest neighbor points, where $Q(i)$ represents the set of k-nearest neighbor samples of point $x_i$.

$$x_i = \sum_{j \in Q(i)} \omega_{ij} x_j$$  \hspace{1cm} (1)

The second step calculates the reconstruction coefficients. Each sample point $x_i$ in the point cloud can be linearly represented by its neighbors to obtain the minimum loss sum of n points, which is summarized as follows:

$$\arg \max_W \sum_{i=1}^{N} (\| x_i - \sum_{j \in Q(i)} \omega_{ij} x_j \|^2_2)$$  \hspace{1cm} (2)

The third step is to project geometrical structure in a high-dimensional space into a low-dimensional space. After the original data is reduced from n-dimensional to m-dimensional, it can still be expressed as a linear combination of its k-nearest neighbors, and the combination coefficient remains. The linear combination coefficient between each sample point and its neighbor nodes will be obtained and considered as a known quantity, to solve the following
Unsupervised Capsule Networks of High-Dimension Point Clouds classification

optimization problem and complete the vector projection as follows (3):

$$\arg \min_{y} \sum_{i=1}^{N} (\|y_i - \sum_{j \in Q(i)} \omega_{ij} y_j \|_2^2)$$

(3)

The obtained $y_i = (y_{i1}, \cdots, y_{im})$ can represent the m-dimensional point cloud with geometric features in the whole n-dimensional point clouds of the original point $x_i = (x_{i1}, \cdots, x_{im})$ as well as the remaining geometric and Euclidean structures in the m-dimensional low-dimensional point cloud.

2.2 The development of Capsule Networks

After Hinton first proposed auto-encoders capsule networks [5], many scholars have never ceased to investigate capsule networks because of their great potential. Capsule networks regard a set of neurons in a neural network as a capsule, and multiple capsules are combined into a capsule network hidden layer. Further, Sabour et al. [9] proposed a dynamically routed capsule networks, which merged two layers of capsules for the first time, called CapsNet. It achieves better classification effect than CNN on MNIST. In other words, dynamic routing protocol equips the capsule networks with functions that CNN do not have to achieve effective classification on MultiMNIST. Moreover, the EM routing [10] proposed by Hinton in 2018 adds the maximum likelihood estimation algorithm to routing by representing a capsule with pose matrix and activation probability and activating the next higher-level capsule with dynamic routing. Later, Ribeiro et al. [11] introduced the Bayesian estimation algorithm to routing to optimize the parameters transfer rule between capsules by variational Bayes. The feature maps in Capsule networks differ from that in CNN in that dynamic weight transfer is composed of primary and higher-level capsules. It has been verified by Venkatraman et al. [12] that protocol routing mechanism is the key to the composition of capsule networks.

The research on capsule networks has developed rapidly in recent years, and capsule networks have gradually emerged in a variety of deep learning tasks [13–20]. Because of their great potential, they have been widely used in natural language processing [21, 22], computer vision, medicine and other fields. More importantly, capsule networks could and have been combined with 3D point cloud machine learning. The dynamic routing structure of capsule networks can divide the pose and other attributes of 3D point clouds into invariant and equivariant features for subsequent learning, which takes better use of that information of point clouds compared with CNN. The method adopted in this paper upgrades it from a 3D point cloud algorithm to a high-dimensional point cloud algorithm. In this paper, the three-dimensional point clouds algorithm is extended to the high-dimensional space, thus breaking through the three-dimensional limitation. In addition, LLE algorithm is added to preserve the spatial structure of the high-dimensional point clouds, so that the low-dimensional point cloud still retains its spatial geometric structure and realizes the classification of the high-dimensional point clouds.
2.3 Capsules networks for 3D Point Clouds

The 3D point clouds with geometric capsule auto-encoders [23] proposed by Nitish Srivastava in 2019 is based on a multi-view approach. This model indicates that learning interpretable geometric representations is feasible for machines and multi-view protocols contribute a lot to this feasibility. The multi-view protocol algorithm proposes canonical pose and pose invariance, which effectively solves the task of point clouds alignment and retrieval. This capsule network design addresses how to handle multiple valid interpretations of an object by top-down information. In other words, the object-level capsule activates a lower-level capsule in the decoder to examine these points. The method of voting for object capsules by geometric capsules using pose and feature is derived from EM routing capsules [10]. This method applies the capsule networks to the multi-view pictures to describe the 3D structure of the point cloud, but for the entire 3D structure, the multi-view only expresses very limited pose content and fails to comprehensively reveal the spatial structure and pose of the 3D point clouds.

The Canonical Capsules algorithm [2] proposed by Sun Weiwei in 2020 is a completely unsupervised learning method based on points of 3D-point clouds, which truly achieves completely unsupervised learning on large-scale datasets. This algorithm decomposes the point cloud by k-folds to obtain the primary capsules, and then used those primary capsules to estimate the invariant shape of the point clouds and the covariance of each part of the point clouds center. By associating the capsule pose with the capsule shape (invariance), an object-centered coordinate framework is constructed to support the subsequent auto-encoders network. Its unsupervised learning on the ShapeNet dataset and accuracy outperform both the AtlasNetV2 network [23] and the 3D-PointCapsNet network [24]. This algorithm is based on points to apply the capsule network to 3D point clouds, which can effectually compensate for the defects of geometric capsules. However, the decomposition and reconstruction of point clouds with the irregular spatial structure are not satisfactory.

Deep learning of 3D point clouds contains three main tasks: 3D shape classification [25–29], 3D targets detection and tracking [30–32], and 3D point cloud separation [33, 34]. The Canonical Capsules algorithm proposed by Sun Weiwei uses the features of each part from decomposing and reconstructing 3D point clouds for classification.

In the Canonical Capsules algorithm for decomposing and reconstructing 3D point clouds, the eleven categories of 3D models, such as the models of airplanes, benches and tables with smooth surfaces and regular spatial structures, are well decomposed into individual parts as shown in Figure 1. The unsupervised clustering of features of individual parts subsequently assists in judging the feature point, which is used to determine which feature part of the point clouds a point is located in and further to decide the category of the whole point cloud based on the presence of those parts.
3 High-Dimensional Point Clouds Capsule Model

Compared with CNN networks which can only determine the presence or absence of features, capsule networks are able to use their features’ invariance and equivariance. Thus, an improved capsule network-based algorithm for high-dimensional point clouds should include this ability to distinguish between invariance and equivariance of point cloud data features. In this section, the network structure of the Canonical Capsules algorithm is ameliorated to that of high-dimensional point clouds, and the original network that can only operate in two and three dimensions is transformed into a network that can operate on high-dimensional point clouds. The improvement aspects of model network structure include dimension of point cloud input and high-dimensional point cloud loss function in Section 3.1, as well as rigid rotation change of point cloud in Section 3.2.

3.1 Input and Loss of High-Dimensional Point Clouds

As for the 3D point clouds input in the original model, the input is processed in high dimensions. Specially, a given point cloud $P \in \mathbb{R}^{(X \times D)}$ denoting x points in the D dimension make up these point clouds $P$, is transformed into k capsules $A \in \mathbb{R}^{(X \times K)}$ and c channels for each point $F \in \mathbb{R}^{(X \times C)}$ by autoencoders, which could be placed in the following equation (4).

$$
\theta_k = \frac{\sum_p A_{p,k}P_p}{\sum_p A_{p,k}}, \quad \beta_k = \frac{\sum_p A_{p,k}F_p}{\sum_p A_{p,k}} \quad (4)
$$

In this equitation, $\theta_k \in \mathbb{R}^D$ denotes the pose of the $k^{th}$ capsule and its position parameter n D-dimensional space, and the corresponding capsule shape information $\beta_k \in \mathbb{R}^C$. The position parameter $\theta_k$ has spatial equivariance and can be realized after rotation and translation. The $\beta_k$ denotes the shape information of the point clouds which is invariant. Then, $\theta_k$ and $\beta_k$ are used to calculate the loss of their invariance and equivariance, and the features are divided into invariance and equivariance in the encoder, but the invariance and
covariance of their features are combined again in the subsequent decoding process to generate the decomposed and reconstructed point clouds.

The loss of the 3D point cloud in the Canonical Capsules algorithm is twofold. After two random rigid rotational changes, the point cloud \( P \in \mathbb{R}^{(X \times D)} \) becomes two different point clouds \( T^a(P) \) and \( T^b(P) \) via different random rigid rotations \( T^a \) and \( T^b \). The autoencoder calculates the \( \theta_k \) equivariant and \( \beta_k \) invariant as follows (5).

\[
A_a, F_a = Encoder(T^a(P))
\]  

(5)

Using the acquired \( A^a, F^a \), then \( \theta^a_k \) and \( \beta^a_k \) are calculated by the equation (6).

\[
\theta^a_k = \frac{\sum_p A^a_{p,k} P^a_p}{\sum_p A^a_{p,k}}, \beta^a_k = \frac{\sum_p A^a_{p,k} F^a_p}{\sum_p A^a_{p,k}}
\]  

(6)

The equivariance loss and invariance loss are calculated after rotating the results of two rigid rotation. The \( \theta_k \) represents equivariance of the capsule indicating its position information. The value of \( \theta^b_k \) after first inverse rotation \( (T^b)^{-1} \) approaches to that of the origin cloud. Moreover, after the second rigid rotation \( T^a \) is completed, its value approaches to that of the original point cloud rotated by \( T^a \). The invariance of the capsule \( \beta_k \) should remain constant after rotation even including random rigid rotation. The loss of the two rigid rotations is calculated as follows (7) and (8).

\[
L_{equ} = \frac{1}{k} \sum_k \| \theta^a_k - (T^a)(T^b)^{-1}\theta^b_k \|^2
\]  

(7)

\[
L_{inv} = \frac{1}{k} \sum_k \| \beta^a_k - \beta^b_k \|^2
\]  

(8)

The high-dimensionality of this twofold loss enable the loss function to be high-dimensional, and the subsequent losses are all operated according to the high-dimensionality of point clouds input as well as the above invariance and covariance. The error backpropagation of this loss function performed in the high-dimensional point clouds capsule model realize the effective unsupervised learning of the high-dimensional point cloud capsule algorithm.

### 3.2 Rigid Transformations of High-Dimensional Point Clouds

The linear variation of the 3D point clouds could be geometrically expressed as the rotation and translation of the 3D point clouds. The first step is to multiply the point cloud by the 3D orthogonal matrix. In the second step, the translation and rotation of the 3D point clouds are improved to that of the high-dimensional point clouds by changing the 3D orthogonal matrix to a high-dimensional orthogonal matrix.

In the Canonical Capsules algorithm, two random rigid rotational changes to the point cloud are performed, noted as \( T^a \) and \( T^b \). In the Canonical
Capsules algorithm, this random rotation matrix is rotated to three angles according to the three XYZ axes respectively $\alpha$, $\beta$ and $\gamma$ as shown in Figure 2 below and then $xyz$ axes are obtained.

![Coordinate axis rotation](image)

**Fig. 2** Coordinate axis rotation (rotating $\gamma$ degrees around X-axis on the left, $\beta$ degrees around Y-axis in the middle, $\alpha$ degrees around Z-axis on the right)

Three three-dimensional rotation matrices are calculated based on three rotation angles as follows (9):

\[
R_z(\alpha) = \begin{pmatrix}
\cos \alpha & -\sin \alpha & 0 \\
\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{pmatrix},
\]

\[
R_y(\beta) = \begin{pmatrix}
\cos \beta & 0 & \sin \beta \\
0 & 1 & 0 \\
-\sin \beta & 0 & \cos \beta
\end{pmatrix},
\]

\[
R_x(\gamma) = \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos \gamma & -\sin \gamma \\
0 & \sin \gamma & \cos \gamma
\end{pmatrix}.
\]  

Based on three above matrices, matrix multiplication is performed to obtain the rotation matrix of the 3D point clouds rigid rotation as described in the following equations (10).

\[
R(\alpha, \beta, \gamma) = R_z(\alpha)R_y(\beta)R_x(\gamma)
\]

The random rigid transformation matrix of the three-dimensional point clouds is as above. However, the rotation of the high-dimensional space beyond three dimensions, is hard to be expressed by trigonometric functions, and the rotation in high-dimensional form is more difficult to be reflected by rotation relationships between each axis. The random rigid rotation in this paper selects two linearly independent high-dimensional unit vectors $\vec{a}$ and $\vec{c}$ in the n-dimensional space to construct the rotation matrix [35] in the high-dimensional space. In that matrix, $A = [\vec{a}, \vec{c}]$ is the matrix of size $n \times 2$ and any given $\vec{x}$
vector will be decomposed into two parts as shown in (11).

\[ \overrightarrow{x} = x_\perp + x_\parallel \]  
\[ x_\perp = A(A^T A)^{-1} A^T \overrightarrow{x} \]  
\[ x_\parallel = (I - A(A^T A)^{-1} A^T) \overrightarrow{x} \]  

Some \( x_\perp \) is perpendicular to the plane formed by the two-unit vectors \( \overrightarrow{a} \) and \( \overrightarrow{c} \), and \( x_\parallel \) is parallel to the plane formed by the two-unit vectors \( \overrightarrow{a} \) and \( \overrightarrow{c} \). It can be derived that (12) and (14). After rotating the \( \overrightarrow{x} \) from \( \overrightarrow{a} \) and \( \overrightarrow{c} \), the change can be obtained as below in (14),

\[ \overrightarrow{x}' = x_\perp + x_\parallel' \]  

where the rotation from \( \overrightarrow{a} \) to \( \overrightarrow{c} \) does not change the \( x_\perp \) vector, but only affects the \( x_\parallel \) vector. This rotation from \( \overrightarrow{a} \) to \( \overrightarrow{c} \) can be described as the matrix as (15).

\[ \begin{bmatrix} 0 & -1 \\ 1 & 2(\overrightarrow{a} \cdot \overrightarrow{c}) \end{bmatrix} \]  

Further, (14) could be derived from (13).

\[ x_\parallel' = A \begin{bmatrix} 0 & -1 \\ 1 & 2(\overrightarrow{a} \cdot \overrightarrow{c}) \end{bmatrix} (A^T A)^{-1} A^T \overrightarrow{x} \]  

To obtain the rotation matrix, (13) and (16) are substituted into (14) to get (17).

\[ \overrightarrow{x}' = A \begin{bmatrix} 0 & -1 \\ 1 & 2(\overrightarrow{a} \cdot \overrightarrow{c}) \end{bmatrix} (A^T A)^{-1} A^T \overrightarrow{x} \\
+ (I - A(A^T A)^{-1} A^T) \overrightarrow{x} \]  

In short, the matrix representation of its rotation process from \( \overrightarrow{a} \) to \( \overrightarrow{c} \) in the high-dimensional space is concluded in (18):

\[ I + A \left( \begin{bmatrix} 0 & -1 \\ 1 & 2(\overrightarrow{a} \cdot \overrightarrow{c}) \end{bmatrix} - I_{2 \times 2} \right) (A^T A)^{-1} A^T \overrightarrow{x} \]  

The rotation matrix of rigid transformation in high-dimensional point cloud space is obtained, and the random rigid translational rotation of high-dimensional space is performed. Thus, the limitation that trigonometric functions cannot effectively reflect random rotation in high-dimensional space is solved, and the random rigid rotation matrix of the point clouds in high-dimensional space can be rapidly calculated.
4 Results

To verify the classification efficiency of the high-dimensional point clouds capsule model on the point clouds data with high-dimensional non-Euclidian structure, experiments in the Swiss Roll dataset, point clouds MNIST dataset and LFW dataset are conducted. First, since the unsupervised classification effect of Canonical Capsules algorithm on 3D non-Euclidian structures is not significant, this paper selects the high-dimensional point clouds capsule model optimized by LLE algorithm in Section 4.1. Second, the high-dimensional non-Euclidian structure point clouds model optimized by LLE is used to identify and classify handwritten numeral images in point clouds MNIST datasets in Section 4.2. Finally, this paper compares the classification accuracy of this model on natural face images with high-dimensional non-European structure after different dimensionality reduction methods and quantity in Section 4.3.

4.1 The model in clustering Swiss Roll Dataset

Since the Canonical Capsules algorithm could not achieve effective clustering on the Swiss Roll dataset, the LLE algorithm is added to extract features. On the basis of Canonical Capsules algorithm, LLE algorithm is used to extract geometric features of 3D non-Euclidean structures in 2D space, and 3D point clouds are extended to higher-dimensional space. In that high-dimensional space, this paper further tests the effect of the high-dimensional point clouds capsule model optimized by LLE in unsupervised decomposition and reconstruction tasks.

4.1.1 Canonical Capsules Algorithm for clustering

The point cloud structure in three-dimensional space does not necessarily possess a regular spatial structure and smooth surface. Its original structure is shown in the left of Figure 3, and the Canonical Capsules algorithm operation results in the right. which can be found that the original algorithm based on K-means clustering cannot effectively decompose its structure in unsupervised situations. The LLE algorithm is introduced to improve the original algorithm

![Fig. 3 Decomposing the point clouds of Swiss Roll dataset (Original image on the left, calculation result on the right)]
which cannot effectively cluster the 3D geometric structure with K-Means. In LLE, the geometric features from the Swiss Roll dataset are extracted and passed into the model together with the original point clouds data so that this model takes into account the geometric structure of the point cloud in the meantime. Moreover, LLE includes not only Euclidean distance considered by K-means clustering, but also geodesic distance. By improving non-Euclidean structures in 3D space, better unsupervised learning results can be achieved.

4.1.2 The model for clustering

By LLE algorithm, the original three-dimensional point \( x_i = (x_{i1}, x_{i2}, x_{i3}) \) is transformed into a two-dimensional point \( y_i = (y_{i1}, y_{i2}) \) containing the original geometric structure, and then that two-dimensional point is combined with the original three-dimensional point cloud data. Thus, the high-dimensional point cloud \( (x_{i1}, x_{i2}, x_{i3}, y_{i1}, y_{i2}) \) is formed. The process of putting Swiss Roll dataset into the model is shown in the flow chart Figure 4.

![Fig. 4 Swiss Roll dataset in high-dimensional point cloud capsule model](image)

After the geometric features of the Swiss Roll dataset plus the original 3D point cloud data are synthesized into high-dimensional coordinates and then calculated by the high-dimensional point clouds capsule model, the visualization results are obtained in Figure 5. In the figure, unclassified Swiss Roll point clouds are in the first row, classified Swiss Roll point clouds are in the second row, and classified Swiss Roll point clouds on the 3D axis are in the third row.

As demonstrated in Figure 5, this model with LLE algorithm is able to identify the relationship between different parts of Swiss Roll dataset effectively. In other words, the LLE-optimized model has the feasibility of correctly decomposing and classifying high-dimensional non-Euclidean point clouds. The LLE combines with the Canonical Capsules algorithm to convert the non-Euclidean structure in high-dimensional space into low-dimensional Euclidean structure, retaining the geometric features of high-dimensional point clouds for unsupervised learning. On the contrary, the Canonical Capsules algorithm cannot effectively classify the 3D non-Euclidean structure and is not suitable.
Fig. 5 Visualized training results of the Swiss Roll in LLE optimized high-dimensional point clouds model

for more complex higher-dimensional spaces as well as non-Euclidean structures. Thus, the introduction of the LLE algorithm could retain the geometric structure of non-Euclidean structures in high-dimensional space to the low-dimensional space of Euclidean structures, which is of great significance for effective unsupervised classification of point clouds in high-dimensional space.

4.2 Classification of model in Point Cloud MNIST dataset

To test whether the high-dimensional point clouds capsule model can effectively extract spatial features and unsupervised learning from the authentic high-dimensional non-Euclidean structure data, the MNIST dataset is transformed into the point clouds MNIST dataset for the experiment.

4.2.1 Preparing Point Clouds MNIST Dataset

MNIST is a classical computer vision dataset in which images are composed of 28×28 pixels. A single MNIST image can be viewed as a 28×28 matrix, and the value at the corresponding position is the degree of lightness or darkness of that pixel point as shown in Figure 6. Since each of these values describing the degree of lightness and darkness could be considered as a vector of dimensions, a single MNIST image can be equivalently transformed into a point in a 784(28×28)-dimensional space.

MNIST is necessarily contained in this high 784-dimensional space, and further this space can contain any 28×28-pixel pictures, such as in Figure 7 an image generated after randomizing the value of each pixel in 28×28. After inference and analysis, it is not difficult to find that the features and information that can be expressed in the 784-dimensional space are much larger compared to that of MNISTs.
Although MNIST is embedded in the 784-dimensional space, it only occupies a very small part of the subspace. If it performs gradient descent directly in the 784-dimensional point cloud, the initial value point is likely to be selected to the 784-dimensional space beyond MNIST, and then it is difficult to find a reasonable initial value point to complete gradient descent. Therefore, the LLE algorithm needs to be introduced first for dimensionality reduction. The MNIST dataset of point clouds after dimensionality reduction is used to randomly select points to form multiple point sets.

### 4.2.2 Classifying Point Clouds MNIST Dataset

The 784-dimensional point cloud is downscaled by LLE to retain its high-dimensional spatial geometric features while achieving Euclidean spatial structure. Since the essential dimension of the point cloud MNIST data set cannot be accurately and conveniently derived, another more appropriate way is to find its effective dimension by adopting the exhaustive example method. The 784-dimensional point cloud transformed from the MNIST dataset cannot descend in a gradient after being put into the high-dimensional point cloud capsule model, because MNIST only occupies a small low-dimensional subspace in the 784-dimensional space. Thus, 784-dimensions cannot be effectively gradient-descended without dimensionality reduction. Even when the dimensionality is reduced to 36 dimensions, 784-dimensions still cannot be...
effectively gradient-descended. The gradient-descending is carried out until the exhaustive enumeration down to 14-dimensions, and the loss value of gradient-descending is calculated. The above procure is presented in Figure 8.

Further, the 784-dimensional point clouds of the same category are down-scaled into 14-dimensional point clouds by the LLE algorithm and then imported into the high-dimensional point cloud capsule model for decomposition and reconstruction. The features of the same category of MNIST are unsupervised learned through the model with $\theta_k \in \mathbb{R}^{14}$ indicating the position parameters of the $K^{th}$ capsule in the 14-dimensional space and $\beta_k \in \mathbb{R}^C$ indicating its corresponding capsule shape information. The features of each similar part of the same category are effectively clustered without supervision by the K-Means clustering based on Euclidean distance between points and the LLE algorithm based on geodesic distance.

After images in MNIST with label "1" are selected, the visualization of MNIST dataset decomposition results and PCA dimensionality reduction of point cloud are shown in Figure 9 below. In the figure, different categories have clear dividing lines which can be used for follow-up studies to explore the relationship of subspaces.

From Figure 9, it is easy to see that the "1" category of the MNIST dataset with obvious high-dimensional geometric boundaries, still has a clear
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performance after its dimensionality reduction. The subspaces occupied by various features have their own roles in controlling the morphology of the "1". The results of tracing the points in each category back to the $28 \times 28$ MNIST handwritten picture are visualized in Figure 10.

![Visualization results of MNIST point clouds](image)

**Fig. 10** Visualization results of MNIST point clouds

Figure 10 shows the 100 MNIST images of "1". The same category is put in the same row. And within each row the unsupervised learning results of the point cloud are presented. The top three rows are tilted clockwise, and their thickness varies: The first row is thicker and tilted $30^\circ$, the third row is thin and tilted $10^\circ$, and the second row is in between. The thickness of the handwritten numeral in the fourth line is more obvious and inclined at $0^\circ$. The figures in the fifth, sixth, ninth, and tenth rows are closer to the vertical state, but with different thickness and tilt characteristics. The seventh line is tilted at a pronounced clockwise angle. The eighth row is tilted to the counterclockwise angle. Based on what was discussed above, the high-dimensional point clouds capsule model classifies such handwritten numbers "1" into 10 categories according to their characteristics in an unsupervised way.

The capsule network realizes label-free clustering of MNIST images of the same category according to their morphology, thickness and other characteristics through comprehensive consideration of invariance and covariance of data set. It performs better than CNN network which can only distinguish the presence or absence of certain categories, and provides strong support for further studies on invariance and equivariance characteristics of, morphology, thickness and tilt degree.
4.3 Accuracy of the model in point clouds LFW dataset

To explore the effect of dimension reduction method and degree on the high-dimensional point clouds capsule model and to test whether the high-dimensional point clouds capsule model can perform effective unsupervised learning on the high-dimensional non-Euclidean point clouds data transformed from natural pictures, the following experiments are conducted. This paper first takes out the top 10 images in LFW data set. If the frequency of the image is too low, data enhancement is performed. Then, the images are transformed into point clouds LFW data set to carry out unsupervised classification experiments.

4.3.1 Classifying point clouds LFW dataset

The LFW dataset is closer to the real natural pictures than the monochrome MNIST dataset, where the unconstrained facial image in a natural setting is composed of 62×47 pixels. A single picture of the LFW dataset can be viewed as a point in 2914-dimensional space. As mentioned in Section 4.2.1, it is difficult to perform effective gradient descent in the high-dimensional space, so the 2914-dimensional points are subjected to LLE for dimensionality reduction. The 2914-dimensional point cloud is downscaled by LLE, and the degree of dimensionality reduction is referred to Section 4.2.2. After dimensionality reduction to 14 dimensions, effective gradient descent is conducted. The whole procedure is summarized in Figure 11.

![Fig. 11 high-dimensional point clouds of LFW in capsule model](image)

The point cloud for extracting geometric features is decomposed into individual parts. Further, the unsupervised learning results of the loss in each part are compared with the real labels to evaluate point clouds in extracting features and learning.

The face clustering results of two people in the excerpted dataset are reported in Figures 12 and 13.

The unsupervised learning is performed with the high-dimensional capsule network. Moreover, the learning outcome is compared with the true labels and then the confusion matrix is obtained in Figure 14.

From the confusion matrix in Figure 14, it can be seen that the classification accuracy reaches 80.77%. This high accuracy indicates that the
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Fig. 12 Clustering effect of Ariel Sharon’s face images in LFW dataset

Fig. 13 Clustering effect of Colin Powell’s face images in LFW dataset

high-dimensional point cloud capsule model has the excellent ability to extract and discriminate the features contained in the high-dimensional points, as well as to classify natural images. The point clouds LFW dataset utilizes the capsule network and combines invariance and equivariance to classify each feature within category first and then to complete classification between categories.

4.3.2 Comparing accuracy by two deduction methods: PCA and LLE

To verify the performance of LLE optimization, the high dimensions are reduced to 14 and 3 in the way of LLE and PCA respectively. The comparison of this model’s unsupervised classification performance for high-dimensional point clouds in different contexts are shown in Table 1 below.

From the above four experiments, it can be seen that the accuracy of PCA dimension reduction is much lower than that of LLE dimension reduction while the loss of PCA dimension reduction is much higher. It indicates that LLE can effectively downscale the high-dimensional point clouds with non-Euclidean structures containing spatial geometric information to low-dimensional point clouds with Euclidean structures. Moreover, LLE optimization is able to make the clutter high-dimensional spatial information effectively identified in the low-dimensional space by the unsupervised point cloud that can only identify...
the Euclidean structure algorithm. It is also observed that the loss in three dimensions is less than that in high dimensions, because the high dimensionality leads to its spatial structure is complex and difficult to differentiate. In addition, the accuracy and loss of dimensionality reduction to 3 dimensions is not as great as that of dimensionality reduction to 14 dimensions. This could be explained by the poor capacity of low-dimensional space carries too much information of high-dimensional space. In the process of dimensionality reduction, the essential dimension of the high-dimensional point cloud dataset cannot be calculated, and can only be estimated by the exhaustive method. In short, the degree of dimensionality reduction should not be too large or too small, and as close to the essential dimension as possible, to achieve better performance. The classification accuracy on natural images of the high-dimensional point cloud capsule model optimized by LLE is not low, indicating that the

---

**Table 1** Comparison of experimental accuracy among four groups.

| No. | Methods | Dimensionality | Accuracy  | Loss     |
|-----|---------|----------------|-----------|----------|
| 1   | PCA     | 3              | 28.35%    | 0.15019  |
| 2   | LLE     | 3              | 49.10%    | 0.00025  |
| 3   | PCA     | 14             | 57.25%    | 0.50538  |
| 4   | LLE     | 14             | 80.77%    | 0.00164  |

---
high-dimensional point cloud learning task is of practical application for realistic 2D computer vision tasks and video classification tasks. Currently, the research of deep learning on point clouds has continuous developed, and the significance of deep learning on high-dimensional point clouds has far-reaching implications for various categories of machine learning tasks without doubt. The addition of capsule networks makes the classification of neural networks more advantageous compared with CNN networks. In short, the research of high-dimensional point clouds in the deep learning of capsule networks has significant implications for a variety of real-world tasks.

5 Conclusions and future work

In this paper, we achieve the correct decomposition of point clouds in 3D non-Euclidean space and extend the unsupervised classification algorithm of 3D point clouds to high-dimensional space. In this paper, high-dimensional non-European structural data are successfully transformed into low-dimensional Euclidean structural data to achieve effective unsupervised learning of high-dimensional point clouds when the LLE algorithm is used and preserving geometric features.

The significant unsupervised classification effect in the point clouds MNIST dataset shows that LLE-optimized high-dimensional point cloud capsule model can effectively recognize and classify high-dimensional non-Euclidean structures. Furthermore, the highly accurate classification of the point clouds LFW dataset transformed by natural pictures demonstrates that the high-dimensional point clouds classification task has broad application prospects in real-life deep learning tasks. Meanwhile, this paper explores the influence of different dimensionality reduction methods and degrees on the classification accuracy, and the results show that the high-dimensional point cloud capsule model optimized by manifold learning has advantages.

Conducting point clouds unsupervised classification of natural images in this paper is an innovation that transforms machine learning tasks of natural image classification into point clouds unsupervised learning tasks. This paper indicates that the learning tasks of point clouds can cover various real-life machine learning tasks and the combination of invariance and equivariance of capsule networks is of great use for unsupervised classification. However, future studies still could be carried out from following aspects:

(1) The essential dimensions of a certain point clouds dataset after being transformed is worthy of further investigation.

(2) In the above experiments, the neural network distinguishes invariance and equivariance of high-dimensional point cloud features in the encoding process and fuses them together in the decoding process to realize the reconstruction goal. Further studies can distinguish their invariance and equivariance, and investigate whether it is effective to transfer their equivariance learning to other types of MNIST.
(3) Researchers can explore the spatial structure of high-dimensional point clouds in high-dimensional space, analyze the relationship of each feature in its subspace, as well as the corresponding linear or non-linear relationships, invariance and equivariance are related in its subspace.
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