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Abstract

In Weak Supervised Learning (WSL), a model is trained over noisy labels obtained from semantic rules and task-specific pre-trained models. Rules offer limited generalization over tasks and require significant manual efforts while pre-trained models are available only for limited tasks. In this work, we propose to utilize prompt-based methods as weak sources to obtain the noisy labels on unannotated data. We show that task-agnostic prompts are generalizable and can be used to obtain noisy labels for different Spoken Language Understanding (SLU) tasks such as sentiment classification, disfluency detection and emotion classification. These prompts could additionally be updated to add task-specific contexts, thus providing flexibility to design task-specific prompts. We demonstrate that prompt-based methods generate reliable labels for the above SLU tasks and thus can be used as a universal weak source to train a weak-supervised model (WSM) in absence of labeled data. Our proposed WSL pipeline trained over prompt-based weak source outperforms other competitive low-resource benchmarks on zero and few-shot learning by more than 4% on Macro-F1 on all of the three benchmark SLU datasets. The proposed method also outperforms a conventional rule based WSL pipeline by more than 5% on Macro-F1.

Index Terms: SLU, prompt methods, weak supervision, language models, weak sources

1. Introduction

Weak supervised learning (WSL) [1, 2] has been gaining interest in the research community because of the success shown by leveraging the high availability of large volumes of unlabeled data. Typically, there are three types of weak supervision [3]: inexact, incomplete and inaccurate. In incomplete supervision, a subset of gold-labeled training data is provided and a large volume of training data remains unannotated. In inexact supervision, training data is labeled with coarse-grained class labels instead of the exact classes. In inaccurate supervision, no labeled training data is given but only a large volume of unannotated training data is provided, these training samples are annotated only by noisy labels. The noisy labels are derived using source(s), commonly known as weak source(s). Most common forms of weak sources observed in the area of weak supervision are: Rule-based weak sources [4, 6] and Task-specific pre-trained models [7].

Rule-based weak sources are based on the heuristics, lexicons and external knowledge bases (like SentiWordNet [4]). These rules can be further bounded by a set of heuristic functions or labeling functions which maps these patterns to the class labels expected in the task. It is a challenge to extend such rules to dataset from different domains or to perform a different task. Additionally, the time spent in analyzing a certain dataset for creating rules is sometimes high which is often based on the complexity of the domain to which the data belongs to. However, there are a few rule-based sources already available for common tasks like sentiment, NER etc. On the other hand, it is hard to find such readily available weak sources for tasks like disfluency detection [8], emotions classification [9] etc.

The other type of weak-source utilizes a pre-trained model. Such models are supposed to perform a specific task. For example, BERT-NER, which is BERT [10] finetuned for NER task, can be utilized as a weak source to identify named entities from the data. Such task-specific pre-trained models cannot be used to predict class labels for a task different than what the model is trained on. To inject knowledge into such models for a new task requires fine-tuning the model for the new task. However, fine-tuning requires us to get gold annotations which demands significant manual overhead and is a time-taking task.

The common challenge imposed by both of these weak sources is the lack of generalizability across a wide variety of tasks. Our work in this paper presents a new form of weak source which not only saves manual time and effort to write task-specific rules to generate weak labels, but can also be used to predict class labels for wide range of tasks. We present prompt-based weak source as a potential approach to solve labeling problems across a wide range of tasks. Prompt-based weak source requires prompting a Language Model (LM) [11–14] to derive weak class labels. A prompt refers to a pattern string that is designed to coax the model into producing an output corresponding to a given class [15]. We study different ways to prompt LMs in §3.1 and §3.2. We study the 3 key features of prompt-based sources as: Generalizability (We can utilize task-agnostic prompts to cater to various tasks. Effectively, we can create prompts for multiple tasks within same generic framework.), Flexibility (We can modify the prompts to add task and class-label specific contexts in an easy manner to improve over task-agnostic prompts.) and Potency (Prompting a LM has the potential to derive weak labels with reliable source performance.) Our major contributions in this work are:

- We propose a generalizable and flexible low-resource setup to train weak supervised model using task-agnostic and task-specific prompt-based weak sources.
- We perform extensive experiments on three benchmark SLU datasets and demonstrate the effectiveness of the proposed approach in comparison to other competitive low resource setups.
- We release the codebase and rules developed for this work† for furthering the research work in this direction.
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Code will be released with camera-ready version.
2. Related Work

Existing works in WSL utilize a small size of gold data during the training of a weak supervision model [16–18], while another group of work assumes that no labeled data is available during the training [12,19]. Since we are working under a low resource constraint, we explore approaches that do not rely on labeled data to train a WSM. Ren et al. [2] utilized BERT to learn conditional reliability scores between multiple weak sources using an attention mechanism, while Ratner et al. [19] proposed a generative model to combine outputs from various weak sources. Yu et al. [11] proposed a task-agnostic approach called COSINE which uses a contrastive self-training strategy to learn over weak labels and shows improvement over prior works in [2,19]. Hence, our work utilizes COSINE [1] to train a weak supervised model (WSM) considering its robustness towards high intensities of label noise.

Prompt-based methods utilize templates structured as NLI-style prompts (section 3.1) or cloze-style prompts (section 3.2) in a zero-shot and/or few-shot setup to predict the labels for the downstream task [11,14]. Logan IV et al. [14] demonstrated few-shot training using cloze-style task-agnostic null-prompt. FLAN [13] utilized NLI-style instruction templates and performed instruction tuning to improve the zero-shot performance. However, due to the large size of the model (137B parameters), we find the work unsuitable to be used in creating a low resource pipeline. On the other hand, LMBFF [11] and Pattern Exploiting Training (PET) [12] utilize a relatively smaller LM (340M parameters) on cloze-style prompts. LMBFF shows that a few demonstrative examples during fine-tuning provide additional context to better learn the prompts and report improvements over PET [12]. Considering the benefits of LMBFF [11] over other methods in creating a low resource pipeline, we utilize this approach to perform prompt-based finetuning.

3. Methodology

The proposed methodology is a two-step process (Figure 1). First we generate the weak labels for unlabeled data. We propose prompting the LMs as a strategy to produce weak labels for the unlabeled training data. Next we train a weak supervised model on the previously obtained weak labels.

3.1. Prompting as NLI

In NLI-style prompts, the input utterance is transformed to a premise-hypothesis pair of an utterance and a prompt respectively. This transformed input is fed to an entailment model. Prompt is designed to reflect the class label of utterance if prompt (hypothesis) entails the utterance (premise). For example, for input utterance ‘I am happy,’ and prompt ‘The sentiment of the speaker is positive,’ an entailment in this case denotes that class-label is positive. For each premise, the class label associated with the prompt having highest entailment score is treated as the weak label. For dataset with multiple classes, we frame hypothesis for each class and generate the premise-hypothesis pairs. For all such pairs of transformed inputs, the class-label associated with the pair having highest entailment score is taken as the weak label for the given utterance. For prompting, we compare a couple of pre-trained models namely bart-large-mnli-yahoo-answers and roberta-large-mnli available at Hugging Face library [20]. Based on the results over the same set of prompts, we find that bart-based model predicts more accurate class labels, which we select for conducting all the NLI experiments.

3.2. Prompting as MLM (cloze prompts)

In cloze prompts, a piece of text is inserted in the input examples, so that the original task can be formulated as a masked language modeling problem. Inspired by LMBFF (Gao et al. [11]), we leverage pre-trained roberta-large [21] with an objective to fill the [mask] token in the prompt. The resulting sentence is concatenated with one demonstration per class, in the similar fashion as done by Gao et al. [11]. This scheme leverages additional context around the input sentence, making it relatively easier for LM to predict appropriate class labels. However, with the cloze prompts, LMs may occasionally fail to understand the context properly due to the presence of noise in the data. Additionally, the failure may also be due to an attempt to solve a task beyond the capabilities of LMs. Hence, we take into account - an extended version of cloze prompts which also requires demonstrations but performs an initial-finetuning using a few-shot setup to solve a specific task. Few-shot training only requires availability of a few gold-labeled samples. This benefits the LM to understand a specific task in low resource setting. For example, considering input utterance ‘I am happy,’ the prompt based system is fed a transformed utterance containing a [mask] token to form utterance-instruction pair, where instruction is ‘The sentiment of the speaker is [mask].’ For the masked token, LM generates a probability distribution over a set of verbalizers representing individual classes (Table 4). The class corresponding to the verbalizer with highest probability is taken as the weak label.

3.3. Weak Supervision

Utilizing the obtained noisy (weak) labels from previous step, we leverage a weak-supervised learning architecture that learns over the weak labels by using label correction methods. From the results of Yu et al. [11], it is evident that COSINE framework reports better scores over other WSL methods [2,19]. Hence, we selectively adopt COSINE framework [1] to perform WSL. COSINE leverages contrastive self-training as a strategy to empower and improve over the performance of weak source(s) iteratively. It is able to handle label noise with very high noise-ratio like the labels derived from crowd-sourcing. Unlike other WSMs, COSINE performs more robustly when trained upon weak labels derived from a very low coverage weak source.

4. Experiments

4.1. Dataset

We consider three SLU datasets from various domains for conducting our experiments: CMU-MOSI is a sentiment dataset consisting of multiple modalities [22]. In this work, we only consider text modality to perform sentiment classification. Similar to previous works [23,24], we binarize the class labels with train-test-valid split of 1284, 686 and 229 samples respectively.
We use the Switchboard Disfluency (SWBD-D) to classify the utterances into binary class labels: fluent and disfluent. Train, validation and test ratio of 80:10:10 is used. For emotion task, we utilize IEMOCAP. Since distinguishing between happy and excited or angry and sad is a challenging task without audio modality, in the scope of this work, we binarize the emotion in IEMOCAP dataset to positive and negative emotion. Positive emotions comprise of happy and excited while negative emotions comprise of sad, angry and frustrated. We use the provided split of train, test and validation having 3270, 1239, 867 samples respectively.

4.2. Various Weak Sources

Rule-based weak source: For sentiment and emotion classification, we use SentiWordNet [4] and AFINN [6] lexicons along with a rule-based system called VADER [5]. We map the positive scores to positive sentiment/emotion and similarly, for negative sentiment/emotion. Empirically, we find VADER and AFINN to perform better for sentiment, while SentiWordNet and VADER perform best for emotion. For disfluency classification on SWBD-D, the labeling functions are created based on the occurrence of filler words, repetitions and soundex [25] codes. We create an additional rule by aggregating the weak sources via majority voting. We report the average of the performance results of rule-based weak sources on Macro-F1 and Coverage metrics in Table 1.

Table 1: Rule-based weak source performance; Coverage represents %samples labeled by the weak source; Macro-F1 is reported only over the samples covered by the rules

| Dataset | Coverage | Macro-F1 |
|---------|----------|----------|
| MOSI    | 74.3±4.2 | 71.0±3.7 |
| SWBD-D  | 84.4±10.5| 73.6±7.4 |
| IEMOCAP | 63.9±17.2| 46.6±0.3 |

Prompt-based weak source: Since rule-based weak sources have varying coverage and require significant manual efforts and time, there is a need of a low-effort method that can generate weak labels over a given dataset with reliable performance. We propose using prompting language models to obtain the weak labels. Specifically, we compare task-agnostic prompts and task-specific prompts over both NLI-style and cloze-style prompts. Task-agnostic prompt represents a general instruction that can be shared across tasks while a task-specific prompt incorporates the task information in its verbiage which helps model with an additional context. To better understand what generalizability in prompts mean and how are the generalized (task-agnostic) prompts different from the task-specific ones, we provide representative examples of task-specific prompts in a cloze-style setup in Table 2 while examples of cloze-style task-agnostic prompts are:

- The class best describing the text is [mask].
- The text can be classified as [mask].

The [mask] is expected to be replaced by an appropriate token called verbalizer. The verbalizer determines the task under the consideration. By choosing different verbalizers, we can utilize same prompt for multiple tasks in a task-agnostic setting. While, in a task-specific setting, contextual prompts (Table 2) are utilized to help predict the verbalizers more accurately. We frame the same cloze-style prompts used in our experiments as NLI-style prompts (i.e. hypotheses) by replacing the the [mask] tokens with appropriate verbalizers. The hypotheses are entailed with the premises and yields entailment scores for each premise-hypothesis pair. The class which is a mapping to the verbalizer with highest entailment score is selected as the weak label for the premise.

Table 2: Representative examples of task-specific prompts

| Dataset | Task-specific prompt | verbalizer : class label |
|---------|----------------------|-------------------------|
| MOSI    | The sentiment of the speaker is [ ]. | positive : positive, negative : negative |
| SWBD-D  | The speaker [ ] takes a pause while speaking! | never : fluent, often : disfluent |
| IEMOCAP | I have [ ] emotions. | happy : positive, sad : negative |

With differences in prompts and verbalizers, the performance of the weak source vary. Thus, we choose to experiment with multiple prompts and/or verbalizers and select top prompts per task to obtain the weak labels. The mean performance of these weak sources are provided in Table 3. In the process, by leveraging flexibility as a feature of prompt-based source, we modify the prompt structure to create various task-specific prompts. On the other hand, the task-agnostic prompts can be utilized across various tasks performed in our experiments demonstrating generalizability of the proposed approach. Additionally, the performance scores of prompt-based weak source reported in Table 3 shows that LMs when prompted, have potential to generate accurate weak labels (potency). We note that for every dataset, task-specific prompts work better than the task-agnostic prompts. This gain is significant for SWBD-D dataset denoting the need for language models to rely on task specific context unlike other tasks. Additionally, we note that NLI-style prompt produces better results for MOSI, while cloze-style prompt produces more reliable labels for SWBD-D and IEMOCAP dataset (Table 3).

4.3. Baseline

We compare the performance of the proposed setup with a fully-supervised and other low-resource setups like few-shot learning (FSL) and zero-shot learning (ZSL):

- Oracle: This baseline represents the performance score on test set obtained when a pre-trained RoBERTa [21] is trained on gold labels in a fully-supervised fashion.
- Meta-tuning (ZSL): This is a state-of-art work [26] in ZSL where authors propose utilizing question prompts for classification tasks, where zero-shot objective is directly optimized by fine-tuning on a meta-dataset.
- k-Classifier (FSL): Since prompt fine-tuning utilize few labeled examples (16 examples), we also compare the proposed method with few-shot baselines. In this baseline, a RoBERTa model on a training set consisting of only 16 examples per class is trained.
In this work, we show effectiveness of utilizing prompt-based methods as universal weak sources to develop low-resource models for wide range of benchmark SLU tasks. We show that the proposed method outperforms traditional methods of rule-based weak supervision. Thus, we show that low resource methods on zero-shot and few-shot methods.

**Prompt-based WSL vs Rule-based WSL:** The proposed weak supervision pipeline on prompt-based weak source also outperforms a traditional rule based weak supervision pipeline (C-rule). The distinction between the performance of rule and prompt-based WSL pipeline is more evident for MOSI and IEMOCAP datasets. The proposed method outperforms rule based pipeline by 10% in MOSI, 5% in SWBD-D and 31% in IEMOCAP dataset (C-specific vs C-rule in Table 4). The higher gap in performances on MOSI and IEMOCAP could be related to the worse performance of rules, where weak labels generated from semantic rules are less accurate and have lower coverage than SWBD-D dataset. (Table 1). We see that Rule has particularly lower performance on IEMOCAP owing to limited coverage of such rules, while both TAP and TSP consistently outperforms the weak labels obtained from rules. Thus, in addition to reducing the manual effort in writing rules for labeling the data, the prompt-based method generates more accurate labels to annotate the unlabeled data.

**Task-agnostic vs Task-specific Prompts:** We observe that weak labels obtained from task-specific prompts (TSP) are consistently better than task-agnostic prompts (TAP). Similar trend is observed with a WSM trained over the labels obtained from prompt-based methods, where C-specific outperforms C-agnostic on all tasks. While best results are obtained from task-specific prompts, even task-agnostic prompts outperform a rule based pipeline. This demonstrates that more accurate weak labels could be obtained from a generic task-independent prompt. This could solve the bottleneck of labeling the data while training WSMs.

**Best WSL Scores:** Finally, we report the scores of best performing WSMs obtained on the benchmark datasets using prompt-based weak sources: MOSI=85.26%; SWBD=83.86%; IEMOCAP=72.47%. We note that the best score obtained on MOSI dataset is competitive with the results on a fully supervised model (Oracle), which could be explained by a highly reliable weak labels obtained from prompt-based method on MOSI. On the other hand, the performance on SWBD-D and IEMOCAP are lower than Oracle but are strongly better than state-of-art low resource methods on zero-shot and few-shot methods. Thus, we show that low resource pipeline for SLU tasks could be effectively trained via a prompt-based weak supervision.

|        | MOSI     | SWBD-D   | IEMOCAP |
|--------|----------|----------|----------|
| Oracle | 86.1±0.4 | 94.5±2.0 | 80.3±0.4 |
| Meta-tuning | 80.3±2.0 | 49.1±2.7 | 61.6±1.8 |
| k-Classifier | 73.1±7.0 | 74.3±7.3 | 61.4±5.9 |
| DNNC   | 79.9±0.8 | 63.9±1.7 | 62.3±7.4 |
| Rule   | 63.0±3.2 | 70.9±7.1 | 33.8±3.1 |
| TAP    | 81.5±1.6 | 71.1±7.5 | 69.0±2.8 |
| TSP    | 83.5±1.2 | 73.2±5.2 | 69.8±1.7 |
| C-rule | 74.6±5.4 | 76.4±1.5 | 41.0±1.8 |
| C-agnostic | 82.8±1.8 | 77.5±3.9 | 71.5±0.3 |
| C-specific | 84.5±0.9 | 81.9±3.7 | 71.9±0.9 |
| Best WSL | 85.26 | 83.86 | 72.47 |

- **DNNC** (FSL): DNNC [27], which utilizes discriminative nearest neighbor classifier, is a state-of-art model for few-shot and out-of-scope intent prediction task. We use a 16-shot setup.

In next set of baselines, we compare the performance of the labels obtained from different weak-sources on the test set:

- **Rule:** We report the performance of rule-based weak sources. For the calculation of recall, the samples not covered by the rules are considered to represent false negatives.

- **Task-Agnostic-Prompt (TAP):** Here, we report the performance score obtained by prompting the LM with a task-agnostic prompt directly over the samples in test set, without training a WSM on obtained labels.

- **Task-Specific-Prompt (TSP):** We report the performance score obtained by prompting the LM with a task-specific prompt over the test set, without training a WSM.

Once we obtain the weak labels on the unlabeled training data, we train a weak supervised model using COSINE to obtain:

- **C-rule:** A WSM is trained over the weak labels derived from rule-based weak source discussed in Section 4.2

C-agnostic and C-specific are the proposed low-resource pipelines trained using COSINE on weak labels obtained in task-agnostic (TAP) and task-specific (TSP) prompts respectively.

5. Results and Analysis

We present the final results of weak-supervised learning alongside the performance of various baselines on evaluation metric of Macro-F1 in Table 4. We report all of our experimental results as mean performance scores across prompts/rules along with standard deviations. For example, Rule represents the mean of performance scores calculated using various rule-based weak sources discussed in section 4.2, while C-Rule represents the average scores obtained on training COSINE over various rule-based weak sources. Similarly, mean performance on prompting with various task-specific prompts is presented in TSP, while C-specific is the mean performance on training a WSM using TSP. We also present the best scores obtained by the WSM model on each dataset (Best WSL in Table 5).

Proposed WSL vs Low-Resource Baselines: The results show that a WSM trained on prompt based weak labels (C-agnostic, C-specific) outperforms other baselines including state-of-the-art zero-shot (meta-tuning) and few-shot (DNNC) approaches. C-specific outperforms the few-shot method by more than 4% on MOSI, 7% on SWBD-D and 9% on IEMOCAP dataset. Further results show that training a weak supervision model (C-agnostic, C-specific) over prompt-based weak labels bridges the gap with the Oracle model. Specifically, training a WSM improves the F1 scores by 1% for MOSI 8.2% for SWBD-D and 2.1% for IEMOCAP. This shows the effectiveness of the prompt-based weak supervised pipeline for training a low-resource model against few-shot and zero-shot methods.
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