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This review serves as a concise introductory survey of modern compressive tomography developed since 2019. These are schemes meant for characterizing arbitrary low-rank quantum objects, be it an unknown state, a process or detector, using minimal measuring resources (hence compressive) without any a priori assumptions (rank, sparsity, eigenbasis, etc.) about the quantum object. This article contains a reasonable amount of technical details for the quantum-information community to start applying the methods discussed here. To facilitate the understanding of formulation logic and physics of compressive tomography, the theoretical concepts and important numerical results (both new and cross-referenced) shall be presented in a pedagogical manner.
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Acronyms

ACT adaptive compressive (state) tomography
ACTQPT ACT-based QPT (input-state-output-POVM formalism)
ACQPT adaptive compressive QPT
BF Baldwin–Flammia (POVM)
BG Baldwin–Goyeneche (bases)
BKD Baldwin–Kalev–Deutsch
BM Bayesian mean
CP completely-positive
CQDT compressive QDT
CQPT compressive QPT
CQST compressive QST
CS compressed sensing
CS-QST CS-based QST
IC informationally complete
ICC informational completeness certification
KW Kech–Wolf
LS least squares
ML maximum likelihood
NISQ noisy intermediate-scale quantum (devices)
PACT product ACT
PACTQPT product ACTQPT
POVM positive operator valued measure
QDT quantum detector tomography
QMT quantum metrology
QPT quantum process tomography
QST quantum state tomography
RH random Haar (bases)
RLH random local Haar (bases)
RIP restricted isometry property
SDP semidefinite program
SVD singular-value decomposition
TP trace-preserving
Modern compressive tomography for quantum information science

Introduction

A practically feasible toolkit for characterizing quantum states, processes (or channels) and detectors is a necessity for building devices that carry out quantum-information and computation tasks reliably. As quantum devices grow in size, standard tomographic procedures for fully reconstructing complete operators that represent the components in such devices typically follow a polynomial complexity with respect to the relevant Hilbert-space dimension. Resource-efficient tomography schemes are therefore required.

An attempt to establish such efficient quantum-state tomography (QST) schemes is based on the premise that the unknown quantum state to be characterized is rank-deficient with a rank no larger than some integer $r$, where $r$ is assumed to be known. This is essentially the basis-independent version of the notion of sparsity in signal processing—a rank-$r$ quantum state is $r$-sparse in its unique eigenbasis. This connection mathematically invited the concept of compressed sensing (CS), which was first introduced to perform compressive signal/image reconstruction. This framework was then later borrowed and implemented in QST, where it was found that only around $O(rd) \ll O(d^2)$ measurements are needed to uniquely reconstruct any unknown state of Hilbert-space dimension $d$. The framework of CS has also been applied to quantum process tomography (QPT).

As we shall witness in Sec. 1, such CS-based QST protocols are met with shortcomings. Firstly, the purported rank assumption, that is the knowledge of $r$, is always difficult to justify in real experimental situations, where noise generally increases $r$ unbeknownst to the experimental observer. Using the wrong $r$ value results in the erroneous choice of compressive measurements that would lead to an unreliable reconstruction. Any additional means that would help certify the value of $r$ would hence need to be considered as part of the CS scheme, thereby altering the $O(rd)$ scaling. Secondly, given the chosen compressive measurements and data, these schemes do not offer a systematic verification of whether the resulting reconstruction is indeed unique. Rather, the quantum fidelity is a favorite measure of choice for judging its quality. Obviously, the fidelity is unable to tell us whether the reconstruction is unique or not, which is the main question in compressive tomography, unless its value is unity and this is never possible in noisy experiments. Thirdly, provable CS-QST measurements with known tight scaling for $r \ll d$ are restricted to highly specific measurements, two examples include the random Pauli-observable expectation and element-probing measurements.

Since 2019, we reported several works that investigate the problem of compressive tomography in different perspectives that are completely independent from CS. Essentially, we developed a self-consistent informational completeness certification (ICC) routine that can decisively state whether a given set of measurements and data is informationally complete (IC); that is, whether a unique reconstruction of the unknown quantum object is possible. No assumptions (including rank, sparsity, eigenbasis, etc.) whatsoever about the quantum object are necessary. Using
such objective certification protocols, we demonstrated that even generic measurements are compressive if the unknown quantum object has low rank. For QST with random von Neumann bases,\textsuperscript{29,30,35} for instance, our ICC protocol numerically identifies an average scaling behavior in the minimum number of IC basis measurements needed to reconstruct a rank-$r$ state that is tighter than the necessary scaling previously derived by Kech and Wolf.\textsuperscript{36} Applications to QPT\textsuperscript{31,32} were also subsequently established. The versatility of ICC allows us to universally carry out compressive tomography on any low-rank quantum object, which permits us to also perform quantum detector tomography (QDT) compressively,\textsuperscript{33} at which point no equivalent CS-based schemes existed to the authors’ knowledge. Furthermore, we managed to establish adaptive methods\textsuperscript{29,30,32} that require less optimal measurements than random ones, thereby increasing the compressivity in quantum tomography. Another important observation is that these modern compressive methods can generally be carried out with local measurement resources, which makes them ideal for implementation on noisy intermediate-scale quantum (NISQ) devices.

These matters shall be reported in this review, beginning with Sec. 1, where we briefly outline the procedure of CS-QST and forewarn the reader of the pitfalls in these procedures. Next, in Sec. 2, we discuss basic concepts leading to the formulation of our so-called “modern compressive tomography” umbrella (works dating from 2019 onwards), under which arbitrary low-rank quantum objects can be compressively characterized without any spurious or ad hoc assumptions. Sections 3, 4 and 5, thereafter, shall provide an excursion to all recently established compressive tomography schemes for quantum states, processes and detectors. We finally conclude matters in Sec. 6. While most graphical results pertain to noiseless scenarios for the purpose of illustrating the key scaling behaviors of such compressive schemes, we encourage the reader to consult the cited original works for all experimental results.

1. Compressed-sensing state tomography: a brief summary

The procedure of CS was formulated in the context of sparse signal recovery,\textsuperscript{18–20} where in some practical instances, especially in the problem of image recovery, the acquired signal is sparse and the degree of sparsity $s \ll D$ of a $D$-dimensional signal column is generally assumed to be well-known. Here, an $s$-sparse signal is represented by a column with at most $s$ nonzero values. That both the value of $s$ and the basis representing this $s$-sparse signal are known is taken for granted. By choosing a specialized set of measurements (such as random ones drawn from Gaussian or Bernoulli distributions,\textsuperscript{19} or random frequency measurements in the Fourier plane for recovering a sparse temporal signal\textsuperscript{37}) and applying an optimization routine to the resulting measured signal data, it was proven that the number of measurements required to reconstruct an $s$-sparse signal scales linearly in $s$.

A sufficient condition for measurements to be compressive under the CS framework is the so-called restricted isometry property (RIP). Apart from a few classes
of measurements known to possess the RIP, verifying whether a given set of measurements has RIP was shown to be NP-hard. It has also been found that CS still works for noisy measurements in the mathematical sense that the recovered signal is close to the true one provided that the noise level is sufficiently small. On the other hand, certain RIPless measurements can still be compressive, but are otherwise less resilient to noise.

The CS procedure was later ported over to QST as a means to reduce the measurement resources needed to reconstruct a rank-$r$ state $\rho_r$ specified by $(2d-r)r-1$ independent parameters (see Appendix A). We note that the state rank is the basis-independent version of sparsity, in the sense that a $d$-dimensional $\rho_r$ is indeed representable as a $d$-dimensional $r$-sparse column containing no more than $r$ nonzero positive eigenvalues if so desired. For the purpose of CS-QST, the authors in the aforementioned references considered a set $\{O_1, O_2, \ldots, O_M\}$ of $M \ll 4^n$ randomized Pauli observable measurements, where each $O_m$ is an $n$-qubit tensor product of the single-qubit operators $\{1, \sigma_x, \sigma_y, \sigma_z\}$ with $\sigma_j$ being the standard Pauli operator in the $j$-axis. These random Pauli observables are measured with respect to an “unknown” $n$-qubit state $\rho_r$ ($d = 2^n$) of known $r \geq \text{rank}\{\rho_r\}$. Suppose that after the noiseless measurement results $\{o_m = \text{tr}\{\rho_r O_m\}\}_m$ are collected, one performs the following convex-optimization algorithm:

$$\text{minimize } \|\rho\|_1 \text{ subject to: } \text{tr}\{\rho\} = 1 \text{ and } \text{tr}\{\rho O_m\} = o_m \text{ for } 1 \leq m \leq M, \quad (1)$$

where $\| \cdot \|_1$ is the Schatten 1-norm or trace-class norm, then it can be shown that only $M = M_{IC} = O(rd \log^2 d)$ IC Pauli-observable measurements are enough to recover $\rho_r$ with very high probability. In principle, $M_{IC} \ll d^2$ if $r \ll d$. What if the data collected are noisy—$o_m \neq \text{tr}\{\rho_r O_m\}$? Then Observation 1 in Ref guarantees a recovered state estimator that is close to $\rho_r$ provided that the noise level in the measured data is sufficiently small.

There exists a separate project that constructed deterministic compressive measurements with the assumption that $r \geq \text{rank}\{\rho_r\}$ of known $r$. These constructions pay no attention to the RIP, which demonstrates that RIP is not necessary for compression. More specifically, these measurements are element-probing (EP); each measurement outcome probes a subset of elements in the matrix representation of $\rho_r$. If a generalized measurement or positive operator-valued measure (POVM) is an option, upon denoting the standard basis as $\{|l\rangle\}$, the following non-projective Baldwin–Flammia (BF) POVM,

$$\Pi_{0 \leq l \leq r-1} \propto |l\rangle\langle l|,$$

$$\Pi_{r \leq l \leq (2d-r+1)r/2-1} \propto (|l\rangle\langle l'| + |m\rangle\langle m'|) \text{ for } \begin{cases} l' + 1 \leq m' \leq d - 1 \\ 0 \leq l' \leq r - 1 \end{cases},$$

$$\Pi_{(2d-r+1)r/2 \leq l \leq (2d-r)r-1} \propto (|l\rangle\langle l'|i + |m\rangle\langle m'|i) \text{ for } \begin{cases} l' + 1 \leq m' \leq d - 1 \\ 0 \leq l' \leq r - 1 \end{cases},$$
\[ \Pi_{(2d-r)r} = 1 - \sum_{l=0}^{(2d-r)r-1} \Pi_l, \]  

contains \( M_{ic} = (2d-r)r+1 \) outcomes that can uniquely characterize \( \rho_r \) of known \( r \), which generalizes previous studies on pure-state tomography.\(^{42}\) If one is restricted to von Neumann bases, then the alternative Baldwin–Goyeneche (BG) construction containing \( K_{ic} = 4r+1 \) bases guarantees a unique reconstruction. This construction is slightly more complicated, hence we direct the interested reader to Algorithm 1 of the relevant reference article\(^{23}\) for more details. In the same article, it was also shown that using one of the two constructions and the maximum-likelihood (ML) method\(^{43–49}\) can recover \( \rho_r \). Again, with sufficiently small data noise, one could obtain a state estimator that is near \( \rho_r \).

All discussions in this section, therefore, share a common consensus: so long as \( r \) is known with high credibility and the data noise level is sufficiently small, CS-related schemes are reliable. Thanks to this putative consensus, CS-based protocols has since been the go-to status quo solutions for resource-efficient tomography. We shall now forewarn the reader of the pitfalls in relying on this consensus. First, notice that whichever CS-based procedure is employed, the assumption of a fixed value of \( r \) that bounds the rank of an unknown quantum state from above is necessary, without which it is impossible to decide on the compressive measurement. In real experiments, the value of \( r \) requires additional calibrative measurements to be ascertained with a certain degree of credibility, and these are to be counted as part of the resources needed to use such a CS-based procedure. Therefore, the resulting \( K_{ic} \) or \( M_{ic} \) shall only increase. We remark that willfully using a wrong \( r \) without a careful verification would generally lead to an untrusted quantum reconstruction.

Second, any measurement performed in a typical quantum-tomography experiment could incur non-perturbative errors owing to the presence of various noise sources. As such, reliability proofs for CS-based schemes that require noise levels to be perturbative (“\( \epsilon \) small”), while correct mathematically, are not applicable to real experiments. An easy way out to circumvent this issue is to compute the fidelity between the reconstructed estimator and a target of interest that one intends to prepare in the first place (assuming a non-adversarial situation). Now, if the fidelity is very high (> 0.98), then perhaps this may be regarded as a testimony that the reconstruction is indeed faithful with such a scheme. However, it is also usual in practice to acquire a fidelity that is appreciably lower, in which case it is no longer clear whether CS tomography actually works, since without additional treatment, one could never know whether a low fidelity is caused by a set of insufficient measurement outcomes, or due to a distorted rank-\( r \) true state—the fidelity is not the correct measure of completeness.

Third, the EP compressive measurements can be difficult to implement either because the POVM outcomes are not rank-one in general or the basis projectors are highly entangled. On the other hand, random Pauli observables, while entirely local, are rather overcomplete by nature, and so it is not unreasonably to perceive a
different measurement that can give a smaller $K_{IC}$. Moreover, owing to the results by Kech and Wolf\cite{36} stating that arbitrary von Neumann bases could be compressive, there is no reason to restrict compressive local measurements to Pauli observables, as arbitrary local bases should also be sufficiently linearly independent to possess a compressive character \footnote{We shall see in Sec. 3 that it is indeed possible to have a set of local bases that is as compressive as the EP ones (based on numerical evidence), which is much more tomographically efficient than the random Pauli bases.}. A general resource-efficient scheme should thus be able to accommodate such measurements naturally.

2. Concepts in modern compressive tomography

The main goal of modern compressive tomography is to carry out IC (unique) characterizations of arbitrary low-rank quantum objects, be they quantum states, processes, detectors, etc., using minimal measurement resources. Additionally, a practical compressive scheme should satisfy the following criteria:

(1) No assumptions about the quantum object are needed.
(2) Verifying if a given noisy measurement data is IC must be possible.
(3) Compressive measurements should be feasible to implement in practice.

Demanding that all these criteria be satisfied at once may seem like a tall order, but we shall see that this is, in fact, possible by exploiting intrinsic convex properties of quantum objects.

2.1. Statistical inference for general quantum tomography

Let us first establish some universal notations. A typical quantum object is specified by $D$ independent parameters that may be consolidated into the column $\mathbf{x}$. In quantum settings, $\mathbf{x}$ should additionally obey a set of convex inequality constraints that can be succinctly written as $\mathbf{c}(\mathbf{x}) \geq 0$. This equivalently identifies the convex space $\mathcal{S}$ that contains the admissible parameter column $\mathbf{x}$. Measurements are needed to acquire information about an unknown $\mathbf{x}$, and these may be encoded into the matrix $\mathbf{A}$. After collecting the measurement data, we may again gather them into the column $\mathbf{b}$. When noise is absent, linearity in quantum mechanics implies that $\mathbf{A}\mathbf{x} = \mathbf{b}$ must hold. Table 1 lists the explicit examples of $\mathbf{x}$, $\mathbf{A}$, $\mathbf{b}$ and $\mathcal{S}$ in quantum tomography problems.

Real data are noisy, and this would mean that $\mathbf{A}\mathbf{x}' = \mathbf{b}$ no longer holds in general for all $\mathbf{x}' \in \mathcal{S}$. Nevertheless, it is still possible to reconstruct the true parameters $\mathbf{x}$ with the help of statistical inference, which provides a map $\mathcal{M}$ that

\footnote{Later on, specific tomography applications shall suggest more convenient representations for these parameters. For generalized discussions and pedagogical purposes, these vectorial descriptions are still useful.}
brings $b \mapsto M[b] = \breve{b}$, where $A\mathbf{x}' = \breve{b}$ is satisfied by some $\mathbf{x}' \in \mathcal{S}$. In this article, we shall focus on the following type of inference maps that are commonly used in quantum information:

**Definition 1 (Convex inference maps).** For a tomography experiment specified by the measurements $A$ and (noisy) data $b$, suppose that a function $g(A\mathbf{x}', b)$ is convex in $\mathbf{x}'$ and strictly convex in $A\mathbf{x}'$. A convex inference map $M$ is executed by minimizing $g(A\mathbf{x}', b)$ over all $\mathbf{x}' \in \mathcal{S}$, such that $A\mathbf{x}_{\text{min}} = \breve{b}$ is obeyed by the minimum point(s) $\mathbf{x}_{\text{min}} \in \mathcal{S}$. The function $g$ has the following typical characteristics:

1. $\frac{\partial g}{\partial (A\mathbf{x}_{\text{min}})} = 0$ at $A\mathbf{x}_{\text{min}} = b$ provided that $\mathbf{x}_{\text{min}} \in \mathcal{X}$.
2. $g$ is additive in the sense that if $A = (A_1^\top A_2^\top)^\top$ and $b = (b_1^\top b_2^\top)^\top$ both comprise independent measurements labeled by “1” and “2”, then $g(A\mathbf{x}', b) = g(A_1\mathbf{x}', b_1) + g(A_2\mathbf{x}', b_2)$.

A simple consequence of using such a convex inference map is that the resulting physical $\breve{b}$ is always unique regardless of whether $\mathbf{x}_{\text{min}}$ is or not, since it is equivalent to the minimization of $g(\breve{b}, b)$, which is a strictly convex function of $\breve{b}$, over a convex $\mathcal{C}$. The additivity characteristic endows $g$ with an information-like property.

It is sensible to process data into a column $b$ that is statistically consistent, that is $b$ and its physical counterpart $\breve{b}$ both approach the true data given by $\mathbf{x}$ for sufficiently large data sample size. On this premise, it is desirable for convex inference methods to also give a unique estimator $\hat{\mathbf{x}} \rightarrow \mathbf{x}$ whenever $A, b$ is IC. Indeed, this follows from characteristics (1) in **Definition 1**, so long as $\breve{b}$ is statistically consistent. Popular methods like the ML $^{43-49}$ and least-squares (LS) $^{50-53}$ procedures fall under the category of convex inference maps in regular physics settings.

As concrete examples, in QST ($D = d^2 - 1$), it is convenient to introduce a set of Hermitian traceless basis operators $\{\Omega_l\}_{l=1}^{d^2-1}$, where $\text{tr}\{\Omega_l\Omega_{l'}\} = \delta_{ll'}$. In terms of this operator basis, the true parameter $\mathbf{x}$ is the column of $d^2 - 1$ quantum parameters for a $d$-dimensional state $\rho = 1/d + \sum_{l=1}^{d^2-1} x_l \Omega_l$. Given an $M$-outcome

\[\mathbf{c}(\mathbf{x}) = \sum_{l=1}^{d^2-1} c_l \Omega_l,\]

we denote all physical estimators (associated with $\mathcal{S}$) by $\hat{\mathbf{x}}$, which include estimators for $\mathbf{x}$ and $b$. 

| $x$ | $A$ | $b$ | $\mathcal{S} = \{x|c(x) \geq 0\}$ |
|---|---|---|---|
| QST: $\rho$ | POVM | $\text{tr}\{\rho \Pi_j\}$ | $\rho \geq 0$, $\text{tr}\{\rho\} = 1$ |
| QPT: $\Phi (\rho_{\Phi})$ | States $\{\rho_l\}$, POVM | $\text{tr}\{\rho_{\Phi} \rho_l^\top \otimes \Pi_j\}$ | $\rho_{\Phi} \geq 0$, $\text{tr}_{\text{out}}\{\rho_{\Phi}\} = 1$ |
| QDT: $\{\Pi_j\}$ | States $\{\rho_l\}$ | $\text{tr}\{\rho_l \Pi_j\}$ | $\Pi_j \geq 0$, $\sum_j \Pi_j = \mathbb{1}$ |
| QMT: $\theta$ | State $\rho_\theta$, POVM | $\text{tr}\{\rho_\theta \Pi_j\}$ | $0 \leq \theta \leq 2\pi$ |
POVM $\sum_{j=1}^{M} \Pi_j = \mathbb{1}$ is used to probe $\rho$, with which the relative frequencies $\sum_{j=1}^{M} \nu_j = 1$ are obtained, we have

$$A = \begin{pmatrix}
\text{tr}\{\Pi_1 \Omega_1\} & \text{tr}\{\Pi_1 \Omega_2\} & \cdots & \text{tr}\{\Pi_1 \Omega_{d^2-1}\} \\
\text{tr}\{\Pi_2 \Omega_1\} & \text{tr}\{\Pi_2 \Omega_2\} & \cdots & \text{tr}\{\Pi_2 \Omega_{d^2-1}\} \\
\vdots & \vdots & \ddots & \vdots \\
\text{tr}\{\Pi_M \Omega_1\} & \text{tr}\{\Pi_M \Omega_2\} & \cdots & \text{tr}\{\Pi_M \Omega_{d^2-1}\}
\end{pmatrix}, \quad b = \begin{pmatrix}
\nu_1 - \text{tr}\{\Pi_1\}/d \\
\nu_2 - \text{tr}\{\Pi_2\}/d \\
\vdots \\
\nu_M - \text{tr}\{\Pi_M\}/d
\end{pmatrix},$$

where $b$ is statistically consistent because $\nu_j \to p_j = \text{tr}\{\rho \Pi_j\}$, and $Ax = p - \Pi/d$ with $\Pi$ being the column ($\text{tr}\{\Pi_i\}$). The LS inference method then uses the convex function $g$ defined as

$$g = g_{\text{LS}}(Ax', b) \equiv \|Ax' - b\|^2,$$  

where characteristics (1) and (2) evidently hold. On the other hand, the ML inference method requires the correct form of the likelihood function $L(x' | \nu) = L(\rho' | \nu)$. For instance, in a usual multishot tomography experiment where each detector count is received independently until a fixed total number of counts ($N$) is acquired, the log-likelihood $\log L(\rho' | \nu) = N \sum_{j=1}^{M} \nu_j \log \text{tr}\{\rho' \Pi_j\}$ takes a multinomial form. The relevant convex function $g$ defined as

$$g = g_{\text{ML}}(Ax', b) \equiv -N \sum_{j=1}^{M} \left( \frac{b + \Pi}{d} \right)_j \log \left( Ax' + \frac{\Pi}{d} \right)_j$$

$$= -N \sum_{j=1}^{M} \nu_j \log \text{tr}\{\rho' \Pi_j\}$$

would again possess all the required characteristics. In particular, the minimum value of $g_{\text{ML}}$ is stationary provided that there exists some $\rho'$ belonging to the quantum state space $\mathcal{S}$ for which $\text{tr}\{\rho' \Pi_j\} = \nu_j$ ($Ax' = b$).

We note that there is yet the Bayesian mean (BM)\textsuperscript{54,55} inference method, with which the state estimator

$$\hat{\rho}_{\text{BM}} = \frac{\int_{\mathcal{S}} (d\rho') L(\rho' | \nu) \rho'}{\int_{\mathcal{S}} (d\rho') L(\rho' | \nu)}$$

is defined as the state-space average weighted according to the likelihood $L(\rho' | \nu)$ and volume measure $(d\rho')$ that contains an assigned prior distribution necessary in such a Bayesian analysis. In the limit of large $N$, the posterior measure $(d\rho')L$ becomes sharply peaked around the maximum of $L$, so that BM essentially becomes ML in this asymptotic limit. Presented with a zoo of statistical inference methods, we stress that a good choice should be guided by common sense in relation to the actual physical situation.
2.2. Compression with convex quantum constraints

Suppose that we would like to recover a $D$-dimensional $x'$ that reconstructs some unknown $x$, and $A$ is a $M \times D$ matrix. Then, basic linear algebra tells us that the linear system $Ax' = \hat{b}$ has no unique solution $x'$ if $M < D$. In other words, the solution space $X$ for $x'$ corresponding to this linear system will always be infinite unless $M \geq D$. The motivation of compressive tomography, however, stems from the recognition that $x'$ must additionally belong to the physical space $S$, and so $x' \in X \cap S \subset X$. The resulting physical search space is thus much smaller than the unconstrained solution space $X$.

As an instructive example, we look at single-qubit QST ($D = 3$). Suppose the expectation values of two projectors, $|\phi_1\rangle\langle \phi_1| = [1 + (-\sigma_x + \sigma_y + \sigma_z)/\sqrt{3}]/2$ and $|\phi_2\rangle\langle \phi_2| = [1 + (\sigma_x - \sigma_y + \sigma_z)/\sqrt{3}]/2$, for the unknown qubit quantum state $\rho$ are measured, and we obtain the corresponding relative frequencies $\nu_1 = (1 + 1/\sqrt{3})/\sqrt{2} = \nu_2$. Upon expressing the $2 \times 3$ matrix

$$A = \begin{pmatrix} \langle \phi_1|\sigma_x|\phi_1 \rangle & \langle \phi_1|\sigma_y|\phi_1 \rangle & \langle \phi_1|\sigma_z|\phi_1 \rangle \\ \langle \phi_2|\sigma_x|\phi_2 \rangle & \langle \phi_2|\sigma_y|\phi_2 \rangle & \langle \phi_2|\sigma_z|\phi_2 \rangle \end{pmatrix}$$

(7)

in terms of these two rank-one projector measurements and defining $b = 2(\nu_1 \nu_2)^\top - 1 = (1 1)^\top/\sqrt{3}$, it is obvious that $M = 2 < D$ gives an infinite line as the solution space—$X = \{(x y z)^\top | y = x \& z = 1\}$. In this case, there exists an estimator $\hat{x}$ in $S$, which is the Bloch sphere, that satisfies $A\hat{x} = b$, and the intersection $X \cap S$ contains precisely a single point, namely the state $\rho = (1 + \sigma_z)/2 = |0\rangle\langle 0|$ (see Fig. 1). So, with just two projectors and the Bloch-sphere constraint, we are able to uniquely characterize all three parameters in $x$.

The definitions of $A$ and $b$ slightly deviate from (3) to go in accordance with the standard Bloch representation.
Very generally, for an unknown low-rank quantum object parametrized by $\mathbf{x}$ that is probed by a collection of measurements encoded in $\mathbf{A}$, the objective of compressive tomography is to build up an $\mathbf{A}$ for which $C \equiv \mathcal{X} \cap S$ is such that a unique estimator $\hat{\mathbf{x}}$ is obtained for just $M \ll D$ measurements. For sufficiently large data samples, any statistically consistent inference mapping would result in $\hat{\mathbf{x}} \to \mathbf{x}$. This leads to the question of how one can validate whether the convex search space $C$ is a point or not. The answer to this question represents the functional core of compressive tomography, which is addressed in the next section.

2.3. Informational completeness certification

We suppose the given measurement outcomes $\mathbf{A}$, their collected data $\mathbf{b}$ and corresponding physical $\hat{\mathbf{b}}$ acquired using a statistically-consistent convex inference method described in Definition 1. The convex quantum constraints for $\mathbf{x}$ results in the convex subspace $C = \mathcal{X} \cap S$ that contains all possible estimators $\mathbf{x}'$ that are consistent with $\hat{\mathbf{b}}$. The task of informational completeness certification (ICC) is to correctly determine whether $C$ is a point or not.

Numerically, ICC is equivalent to an optimization problem; namely, if we define $f(\mathbf{x}')$ to be a strictly concave function of $\mathbf{x}' \in C$, then the minimum $f_{\min}$ and maximum $f_{\max}$ of $f$ over $C$ can be used to find out if $C$ has a finite volume. More specifically, the quantity $s_{\text{cvx}} \propto f_{\max} - f_{\min}$ is an IC indicator that possesses the following important properties (arguments supplied in Appendix B):

Property 1 (Noiseless monotonicity). For noiseless data, suppose that the pairs $\mathbf{A}', \mathbf{b}'$ and $\mathbf{A}, \mathbf{b}$ are such that the former exactly includes the latter. Then $s_{\text{cvx}}' \leq s_{\text{cvx}}$.

Property 2 (IC). For a strictly-concave $f$, $s_{\text{cvx}} = 0$ implies that $C$ contains a single point for any $\mathbf{b}$.

Property 3 (Noisy IC). Suppose that $\mathbf{A} = (\mathbf{A}_1^\top \mathbf{A}_2^\top)^\top$ contains two sets of sequentially measured outcomes, first of $\mathbf{A}_1$ and next of $\mathbf{A}_2$, which are accompanied by (noisy) data $\mathbf{b} = (\mathbf{b}_1^\top \mathbf{b}_2^\top)^\top$. Then any statistically-consistent convex inference map outlined in Definition 1 implies that if $s_{\text{cvx}}^{(1)} = 0$, it must also be that $s_{\text{cvx}}^{(1,2)} = 0$ provided that characteristic (1) is fulfilled for $\mathbf{A}$ and $\mathbf{b}$.

The validity of the noisy IC property (Property 3) hinges on the existence of an $\mathbf{x}_{\text{min}}$ lying in the general solution space $\mathcal{X}$ such that $\mathbf{A}\mathbf{x}_{\text{min}} = \mathbf{b}$, so that convexity in $g$ that is used by the convex inference map implies that $C$ is the set of states consistent with $\mathbf{b}$. This condition is typically violated for any noisy $\mathbf{b}$ so long as $\mathbf{A}$ has sufficiently many rows. This, of course, makes an elementary connection with basic linear algebra: a noisy linear system of equations would almost surely conflict

$^e$For $0 \leq \lambda \leq 1$, $f(\lambda \mathbf{x}_1' + (1 - \lambda)\mathbf{x}_2') > \lambda f(\mathbf{x}_1') + (1 - \lambda)f(\mathbf{x}_2')$. A strictly convex $f$ also works.
with one another to give no solution, let alone a physical one. Thus, a scenario in which \( s_{cvx}^{(1,2)} > s_{cvx}^{(1)} = 0 \) can arise in practice, and such is not a result of any specific defect in modern compressive tomography or previous CS-related schemes, but rather an inevitable result of \( C \)'s statistical fluctuation. Another crucial remark is that \( s_{cvx}^{(1,2)} > 0 \) does not, in any way, mean that the previous IC result \( s_{cvx}^{(1)} = 0 \) is wrong, as \( C^{(1,2)} \) and \( C^{(1)} \) are, respectively, two separate convex sets of states associated with different physical states \( \hat{b}^{(1,2)} \neq \hat{b}^{(1)} \). A silver lining here is that such variations of \( s_{cvx} \) asymptotically vanish for sufficiently large data samples for statistically consistent inference maps, which is anyway needed for accurate tomography, and Property 3 asymptotically holds even in such cases. This means that in a bottom-up compressive scheme where measurements are performed one after another, extracting the unique estimator at the first instance when \( s_{cvx} = 0 \) is still a statistically reasonable option.

On a related note, we mention in passing that the effect of informational incompleteness is masked by the BM inference method discussed in Sec. 2.1, since \( \hat{\rho}_{BM} \) is always a unique full-rank state estimator.

Based on these properties, we may concisely state the simple numerical procedure of ICC as Algorithm 1 in Appendix D. Harking back to QST as our exemplifying candidate, a strictly concave \( f \) can be defined by \( f(\rho') = \text{tr}\{\rho'Z\} \) in terms of the variable quantum state \( \rho' \) and full-rank state \( Z \) that can be randomly chosen, but otherwise fixed. This is the safest option to avoid pathological cases. (a) For instance, \( Z = 1/d \) is obviously forbidden for the trivial reason that \( f(\rho') = 1 \) for all \( \rho' \). (b) Next, if we take \( Z = |\phi\rangle\langle\phi| \) to be some pure state, then any \( \rho' \) that lies in the kernel of \( Z \) shall always give \( s_{cvx} = 0 \). (c) Now, let us consider all states \( \rho' \in C \) such that \( \langle j'|\rho'|j'\rangle = \hat{p}_{j'} \) with respect to a single complete basis \( B = \{|j'\rangle\} \) as the POVM and a full-rank \( Z \). If \( B \) is the eigenbasis of \( Z = \sum_{j'=0}^{d-1} \hat{p}_{j'} z_{j'} \langle j'| \), then clearly \( f(\rho') = \sum_{j'=0}^{d-1} \hat{p}_{j'} z_{j'} = \text{constant} \) for this entire \( C \), which illustrates yet another serious pathological situation that wrongly suggests that a single basis measurement is IC. So, if \( Z \) is a randomly-chosen full-rank state, then such special cases are measure zero, and we always have \( f_{\text{max}} > f_{\text{min}} \) unless the measurements are IC.

The ICC algorithm is therefore a semidefinite program (SDP) since a linear function is optimized within the constraint subspace \( C \) that is convex. This implies that the computational complexity in determining whether a given measurement set is IC or not turns out to be polynomial in the dimension of the parameter space \( D \), and requires no assumptions whatsoever about the unknown true \( x \). This is completely different from ascertaining whether a set of measurements possess the RIP property, which is NP-hard.\(^{38}\)

\(^{f}\)In QST, for example, when the POVM is a small set of generic von Neumann bases, such a conflict almost never happens if \( M < D \). However, for local (product) bases, this happens rather often because a non-IC set of such bases can extract linearly-dependent noisy information (see Sec. 3.1).
3. Compressive quantum state tomography

From hereon, unless otherwise stated, we shall consider the multinomial setting and invoke the ML procedure in accordance with Eq. (5) as the default inference map. Accordingly, in the language of QST, the measurement probing a given unknown $d$-dimensional state $\rho$ are POVM outcomes with their corresponding relative frequencies. In compressive QST (CQST), the task is to reconstruct some unknown rank-$r$ state $\rho = \rho_r$ with no a priori assumptions about $\rho$. The ICC routine in Algorithm 1 needed for CQST is now governed by the linear function $f = \text{tr}\{\rho' Z\}$ specified by a fixed full-rank state $Z$ that is randomly chosen for reasons discussed in Sec. 2.3. The quantum constraints $\rho' \geq 0$ and $\text{tr}\{\rho'\} = 1$ are already in their native forms that are ideal for executing an SDP.

In practice, von Neumann measurement bases are a favorite choice of POVM as each basis may be measured independently in a bottom-up manner to build a small measurement set that is just sufficient for an IC state reconstruction. Notation-wise, we then have a set of $K$ measured von Neumann bases, where the $k$th basis $B_k = \{|b_{jk}\rangle\}_{j=0}^{d-1}$ gives the relative frequencies $\nu_k = \{|\nu_{jk}\rangle\}_{j=0}^{d-1}$. For $1 \leq k \leq K$, these are properly normalized as $\sum_{j=0}^{d-1} |b_{jk}\rangle \langle b_{jk}| = 1$ and $\sum_{j=0}^{d-1} \nu_{jk} = 1$. The relative frequencies asymptotically converge to the true probabilities $p_{jk} = \langle b_{jk}|\rho|b_{jk}\rangle$ in the limit of large number of copies $N$, which is now defined per measured basis. Otherwise, any finite value of $N$ would result in statistically noisy $\nu_{jk}$, from which ML converts to the physical probabilities $\tilde{p}_{jk}$.

3.1. Generic-bases tomography

A natural first question to ask is whether a set of randomly generated entangled von Neumann bases $B = \{B_1, B_2, \ldots, B_K\}$ can be compressive. The intuitive answer is a positive one since any arbitrary set of $d + 1$ bases form the minimal POVM needed to reconstruct any strictly full-rank $d$-dimensional quantum state with no rapidly decreasing eigenspectrum. Indeed, if $\rho = \rho_r$, the work of Kech and Wolf\textsuperscript{36} (KW) supports this answer by giving the sufficient IC requirement $K > K_{\text{kw}} \equiv 4r(d - r) - 2)/(d - 1)$ for $r \leq d/2$, which is generally a loose upper bound of $K_{\text{ic}}$ for arbitrary $d$. The goal is then to determine the exact value of $K_{\text{ic}}$ for every set of random bases and data.

For more feasible measurements, it is much more desirable to implement local von Neumann bases. For a given $n$-partite state of $d = d^n_0$, these are defined by $B_k^{\text{loc}} = \{|b_{jk}^{(1)}\rangle \otimes \cdots \otimes |b_{jk}^{(n)}\rangle\}_{j_m=0}^{d_0-1}$, where $\sum_{j_m=0}^{d_0-1} |b_{jk}^{(m)}\rangle \langle b_{jk}^{(m)}|$ for all $1 \leq m \leq n$. A classic example pertains to $n$-qubit systems ($d_0 = 2$), for which the overcomplete set

\textsuperscript{8}This can be numerically carried out either with the steepest-ascent gradient\textsuperscript{45} or the accelerated projected-gradient method\textsuperscript{19}, where MATLAB codes concerning the latter for QST are available at https://github.com/qMLE/qMLE.

\textsuperscript{9}A realistically generated $\rho$ is full-rank. However, CQST still works well if $\rho$ has a rapidly decreasing eigenspectrum, which is the situation for well-controlled sources necessary for quantum tasks.
Fig. 2. A showcase of how the characteristics of both the $s_{cvx}$ and $f$ curves typically look like with respect to $K$. As an example, we plot these curves for random-bases CQST on $d = 16$ systems. Both entangled (ent) and local (loc, $d_0 = 2$) bases are considered. All fidelity curves in (b) and (d) are plotted with the ML state estimator obtained using $1/d$ as the seed state. Local bases require a larger $K_{ic}$ value to be IC due to their overcomplete nature. All $s_{cvx}$ values are normalized to 1, and the 1-$\sigma$ error regions refer to the statistics of 10 randomly generated states for each rank $r$.

$B_{loc}$ comprises $3^n$ local von Neumann bases that may be chosen as the eigenbases of Pauli operators. To characterize any strictly full-rank $n$-partite qudit state, one needs a minimum of $(d_0 + 1)^n$ local bases, where each subsystem are uniquely specified with $d_0 + 1$ independent constraints, which is much larger than $d_0^n + 1$ for $n \gg 1$. Therefore, a bottom-up CQST scheme for low-rank states that pertains solely to local-bases measurements is definitely in order.

It is easy to build a bottom-up iterative CQST scheme for both kinds of random basis measurements. We can start with the standard computational basis $B_1 = \{|j\rangle\langle j'|\}_{j'=0}^{d-1}$, where $|j\rangle \equiv (0, 0, \ldots, 1, 0, \ldots, 0)^T$ is represented by a column of zeros except at the $j$'th position where the entry is 1. For multipartite systems, $B_1$ is clearly a product basis. After measuring $B_1$, the corresponding data $\nu_1$ is processed with the ML procedure to obtain $\hat{p}_{ml,1}$, and ICC is then carried out to compute $s_{cvx,1}$. Obviously, $s_{cvx,1}$ cannot be zero at this point since $B_1$ simply identifies the diagonal elements of $\rho_r$ represented in this basis. So, a second basis $B_2$, either entangled or local, is chosen for the measurement and the combined data $\nu = (\nu_1^T \nu_2^T)^T$ are again subjected to ML processing and ICC computation is carried out to yield $s_{cvx,2}$. This iterative scheme continues until step $K = K_{ic}$ where $s_{cvx,K_{ic}} = 0$ (see Algorithm 2).

We look at random bases distributed according to the Haar measure, which is an extremely popular choice in quantum information theory. It is known that a
variant of the QR decomposition generates unitary operators distributed according to this measure, so that Algorithm 3 applies. Another routine that we shall consistently rely on is the generation of random rank-\(r\) states for simulating the results in this article. The corresponding Algorithm 4 highlights a simple recipe to generate random states distributed uniformly according to the Hilbert–Schmidt measure. Figure 2 shows the general behaviors of \(s_{\text{cvx}}\) and reconstruction fidelity \(F\) with the number of measured bases \(K\) for four-qubit systems \((d = 2^4 = 16)\) under the random Haar (RH) and random local Haar (RLH) bases schemes.

3.2. Adaptive-bases tomography

The next progressive step would be to establish an adaptive procedure in efforts to reduce the \(K_{\text{ic}}\) value. To see how one can do this straightforwardly, we give a precise statement of state-space-boundary-induced compression for von Neumann-bases QST that is relevant for constructing such an adaptive procedure:

**State-space-boundary-induced compression:** Suppose statistical fluctuation is absent, and that it so happens the basis \(B_{\rho_r}\) that contains all support eigenkets of \(\rho = \rho_r\), unbeknownst to the observer, is measured. If one measures \(K_0 = 1 + \lceil (r^2 - r)/(D - 1) \rceil\) orthonormal bases that include \(B_{\rho_r}\), then as a consequence of the state-space boundary, \(\hat{\rho} = \rho_r\) is the unique positive estimator consistent with all measured probabilities.

We can understand the validity of this statement through the inspection of easy special cases. For pure states \((r = 1)\), measuring the basis containing \(\rho_1\) is
equivalent to knowing the state completely; only the projector $\rho_1$ in this basis would “click”. Hence, $K_0 = 1$. If $r = D$, we yet obtain the familiar result $K_0 = d + 1$. While the justification is furnished in Appendix C, we note that when $r^2 - r \leq d - 1$, measuring just one basis other than $B_{\rho_r}$ will result in a unique $\hat{\rho} = \rho_r$, which exhibits strong compression ($K_0 = 2$). Obviously, since we posit that $\rho_r$ is completely unknown, the above statement cannot be applied directly. Thus, the famous no-go answer $K_{ic} > 2$ to the Pauli problem\textsuperscript{62,63} of arbitrary pure-state reconstruction is never invalidated. Nonetheless, it still expresses a crucial notion of compressive tomography—the state-space boundary induces a reduction in $K_{ic}$, which is consistent with results of an earlier work.\textsuperscript{22}

Very favorably, the manifestation of compression through the state-space boundary offers a useful hint for establishing \textit{adaptive compressive tomography} (ACT); it suggests (in the noiseless) the possibility that even for an unknown $\rho_r$, one can eventually find out $B_{\rho_r}$ with more bases measurements, at which point tomography can be reliably terminated since $K_{ic} > K_0$. It turns out that ACT can be formulated in an iterative scheme that applies to arbitrary noisy datasets. In every iteration step, the trick is to cleverly choose the next optimal measurement basis that can quickly converge to $B_{\rho_r}$. To this end, we recognize that compressive tomography works best for $r \ll d$, and that the logical optimal basis to choose is the eigenbasis of some rank-deficient state in $\partial S \cap C$. We know that the minimum-von Neumann entropy ($\text{minENT}, S(\rho') = -\text{tr}\{\rho' \log \rho'\}$) estimator over $C$ is a good candidate, since entropy minimization has rank-reducing tendencies and optimizing $S$ over $C$ guarantees convergence to a statistically-consistent unique estimator as $K$ increases, and has also been suggested as an efficient method in conventional compressed sensing applications.\textsuperscript{64} Taking the minENT approach, we introduce the ACT\textsuperscript{29,30} scheme in Algorithm 5 for adaptively reducing $K_{ic}$. The local version of ACT (PACT) picks the next local basis closest to the eigenbasis of the minENT estimator. One option might be to minimize some distance measure between the unitary operator $U_{\text{minENT}}$ that diagonalizes the minENT estimator and $U_{1} \otimes \cdots \otimes U_{n}$ over all subsystem-unitary spaces. It has been conjectured with numerical evidence\textsuperscript{30} that in the limit of large $d$, we have $K_{ic} = 2r + 2$ for ACT and $K_{ic} = 4r + 1$ for PACT at least in the regime $r \ll d$ (tested up to $r = 6$). Based on these scalings, one needs about twice as many IC local bases as IC entangled bases on average for reconstructing an unknown state of a large rank. Interestingly, the latter scaling exactly coincides with the BG scheme, although the average $K_{ic}$ gap between PACT and RLH is generally not large in contrast with that between ACT and RH. The lesson here is that one can achieve the scaling of a set of entangled bases feasibly using only adaptive local bases, which is encouraging as this means that CQST can be carried out on NISQ devices. We note, however, that this does not discount the value of entangled BG bases,\textsuperscript{23} for they are explicit constructions that gave the $K_{ic}$ value for \textit{all states of rank no larger than some known integer $r$}. While adaptive graphs similar to those in Fig. 2 may be plotted for $d = 16$, Fig. 3 presents a comparison of all
the aforementioned CQST schemes for seven-qubit systems \((d = 2^7 = 128)\), which has a sufficiently large Hilbert-space dimension on which the conjectured scaling behaviors are based.

4. Compressive quantum process tomography

We now turn to compressive quantum process tomography (CQPT), which is the compressive reconstruction of an unknown low-rank quantum channel or process \(\Phi\) that maps a quantum state to another: \(\Phi[\rho_{\text{in}}] = \rho_{\text{out}}\). A complete knowledge of \(\Phi\) therefore implies that one should be able to characterize \(\Phi\) that is completely-positive (CP) and trace-preserving (TP). For \(d\)-dimensional systems, one natural way of representing \(\Phi\) is to send a subsystem through it from an entangled two-qudit system prepared in a bipartite maximally-entangled state \(|\text{me}\rangle\langle\text{me}|\), where \(|\text{me}\rangle = \sum_{j=0}^{d-1} |j\rangle_1 |j\rangle_2 / \sqrt{d}\) for the computational basis. The resulting (unnormalized) output state is then the so-called Choi–Jamiołkowski\(^6\) operator representation of \(\Phi\), that is \(x \leftrightarrow \rho_{\Phi} = I \otimes \Phi[|\text{me}\rangle\langle\text{me}|]\), where \(I\) is the identity map or idle process. The action of \(\Phi\) can then be expressed in terms of \(\rho_{\Phi}\) as \(\rho_{\text{out}} = \text{tr}_1 \{ \rho_{\Phi} \rho_{\text{in}}^{\dagger} \otimes 1 \}\). This follows swiftly from the computational-basis representation \(\rho_{\text{in}} = \sum_{l,l'=0}^{d-1} |l\rangle \rho_{l,l'}^{\text{in}} \langle l'|\)

\[
\text{tr}_1 \{ \rho_{\Phi} \rho_{\text{in}}^{\dagger} \otimes 1 \} = \text{tr}_1 \left\{ \sum_{j=0}^{d-1} \sum_{j'=0}^{d-1} |j\rangle \rho_{j,j'}^{\text{in}} \langle j'| \otimes \Phi[|j\rangle\langle j'|] \right\} \\
= \sum_{j=0}^{d-1} \sum_{j'=0}^{d-1} \rho_{j,j'}^{\text{in}} \Phi[|j\rangle\langle j'|] \\
= \Phi[\rho_{\text{in}}] = \rho_{\text{out}}. \tag{8}
\]

Apart from being a positive operator that originates from representing a physical CP process, \(\rho_{\Phi}\) should also possess the additional TP constraint, which is equivalent to the requirement that \(\text{tr}\{\rho_{\text{out}}\} = 1\) holds for all \(\rho_{\text{out}}\), and straightforwardly implies that

\[
\text{tr}_2 \{ \rho_{\Phi} \} = 1. \tag{9}
\]

Clearly, \(\rho_{\Phi}\) already contains \(d^4\) real parameters due to Hermiticity, so the TP constraint reduces the total number of parameters to \(D = d^4 - d^2\). Such an operator resides in the convex space \(S\) of CPTP operators.

There is another common representation for \(\Phi\), which requires the expansion of the quantum-process action \(\mathcal{M}[\rho_{\text{in}}] = \sum_{m} K_{m} \rho_{\text{in}} K_{m}^{\dagger}\) in terms of some complex Kraus operators \(K_{m}\), where the TP constraint clearly necessitates \(\sum_{m} K_{m}^{\dagger} K_{m} = 1\).

\(^{1}\)Here, we always consider cases where \(\dim\{\rho_{\text{in}}\} = d = \dim\{\rho_{\text{out}}\}\), but generalization to arbitrary input and output dimensions is straightforward.

\(^{2}\)The transposition is always referring to the computational basis.
Continuing further, we may in turn expand each \( K_m \) with some chosen (non-Hermitian) operator basis \( \text{tr}\{\Gamma_i^1\Gamma_{i'}^\dagger\} = \delta_{i,i'} \), giving us \( K_m = \sum_{l=0}^{d^2-1} \gamma_{ml} \Gamma_l \) of complex coefficients \( \gamma_{ml} \), and

\[
\rho_{\text{OUT}} = \sum_{l=0}^{d^2-1} \sum_{l'=0}^{d^2-1} \chi_{l' l} \Gamma_l \rho_{\text{IN}} \Gamma_{l'}^\dagger, \tag{10}
\]

where the elements \( \chi_{l'} = \sum_m \gamma_{ml} \gamma_{ml'}^\ast \). A simplified choice would be \( \Gamma_l = |j\rangle \langle k| \), with \( 0 \leq l = jd + k \leq d^2 - 1 \) for \( 0 \leq j, k \leq d - 1 \). We may rewrite Eq. (10) as

\[
|\rho_{\text{OUT}}\rangle = \sum_{l=0}^{d^2-1} \sum_{l'=0}^{d^2-1} \chi_{l' l} \Gamma_l \rho_{\text{IN}} \Gamma_{l'}^\dagger \\
= \sum_{l=0}^{d^2-1} \sum_{l'=0}^{d^2-1} \chi_{l' l} \Gamma_{l'}^\ast \otimes \Gamma_l \rho_{\text{IN}} \equiv \chi_{\Phi}^\dagger \rho_{\text{IN}} \tag{11}
\]

using the superket notation \(^k\) and the result \(|AXB\rangle = B^\top \otimes A|X\rangle\), and identify the superoperator \( x \leftrightarrow \chi_{\Phi} = \sum_{l=0}^{d^2-1} \chi_{l'} \Gamma_l^\dagger \otimes \Gamma_l \) as a generally non-Hermitian representation of \( \Phi \). We find that \( \chi_{\Phi} \) is in fact swap-Hermitian—\( \chi_{\Phi} = \tau \chi_{\Phi} \tau \) where \( \tau \) is the two-qudit swap operator. A more regular form of this representation can be obtained by noting the equality

\[
\chi_{\Phi} = \sum_m K_m^\dagger \otimes K_m \tag{12}
\]

owing to the superket notation, where the trace-orthonormality of \( \Gamma_l \) yields \( \chi_{jj'} = \sum_m \text{tr}\{\Gamma_j K_m^\dagger \} \text{tr}\{K_m \Gamma_{j'}^\dagger\} \). Since \( \text{tr}\{A^\dagger B\} = \langle A^\dagger | B \rangle = \text{Tr}\{|B\rangle \langle A^\dagger|\}, \)

\[
\chi_{jj'} = \langle \Gamma_{j'} \sum_m |K_m\rangle \langle K_m^\dagger| \Gamma_l \rangle, \tag{13}
\]

so that we may now assign \( \tilde{\chi}_{\Phi} = \sum_{l,l'=0}^{d^2-1} |\Gamma_l\rangle \langle \Gamma_{l'}^\dagger| \chi_{l' l} |\Gamma_l^\dagger\rangle \langle |\Gamma_l^\dagger| = \sum_m |K_m\rangle \langle K_m^\dagger| \) as a positive superoperator-representation of \( \Phi \). For a unitary process \( K_1 = U \), \( \tilde{\chi}_{\Phi} = |U\rangle \langle U^\dagger| \) is another expression of such a rank-one process.

Very often, we are interested in only the elements \( \chi_{l' l} \) themselves as they are the unknown parameters of \( \Phi \) to be characterized, which may be cleanly packed into a positive operator \( \chi = \sum_{l'=0}^{d^2-1} |l'\rangle \chi_{l' l} \langle l'| \) with respect to the \( d^2 \)-dimensional computational basis \(|l'\rangle\). The reader can easily verify that \( \chi \geq 0 \). Following (10), the TP constraint separately states that

\[
\sum_{l,l'=0}^{d^2-1} \chi_{l' l} \Gamma_l \Gamma_{l'}^\dagger = 1, \tag{14}
\]

or \( \langle 1| \chi_{\Phi}^\dagger = \langle 1| \) from (11) \(^1\). These properties serve as a reminder that describing

\(^k\)An option is the definition \( X = |a\rangle \langle b| \to |X\rangle = |b\rangle |a\rangle \) via a swapped transposition map on \( |b\rangle \). This is equivalent to the vectorization operation \( \text{vec}[X] \). Notation-wise, \( \langle X^\dagger| \equiv |X\rangle^\dagger \).

\(^1\)Generally speaking, \( \chi_{\Phi}^\dagger |1\rangle \neq |1\rangle \) as \( \chi_{\Phi} \) is not a normal operator.
\( \Phi \) with \( \chi \) must always be accompanied by the set of basis operators \( \{ \Gamma_l \} \), whereas \( \chi \Phi \) already contains all such information implicitly.

Since \( \rho \Phi \) and \( \chi \) describe the same process \( \Phi \), these two representations must be unitarily equivalent. To see this, we first define \( |e_l \rangle = 1 \otimes \Gamma_l |m \rangle \sqrt{d} \) and show indeed that these kets form a complete basis:

\[
\langle e_l | e_{l'} \rangle = d \langle m | 1 \otimes \Gamma_l \Gamma_{l'} | m \rangle = d^{-1} \sum_{j=0}^{d-1} \sum_{j'=0}^{d-1} \langle j | \Gamma_l \Gamma_{l'} | j' \rangle = \delta_{l,l'} .
\]

(15)

It is then a simple matter to realize that indeed,

\[
\rho \Phi = \sum_{l,l'} |e_l \rangle \chi_{ll'} \langle e_{l'}| = U \chi U^\dagger,
\]

(16)

where the transformation unitary operator \( U = \sum_{l=0}^{d^2-1} |e_l \rangle \langle l| \) contains information about the basis operators that define \( \chi \). Therefore, one might as well interchange between the two descriptions as both representations contain exactly the same information. As a simple example, consider the single-qubit depolarizing channel that is described by the Kraus operators

\[
K_1 = \sqrt{p_1} \sigma_x , \quad K_2 = \sqrt{p_2} \sigma_y , \quad K_3 = \sqrt{p_3} \sigma_z , \quad K_4 = \sqrt{1-p_1-p_2-p_3} .
\]

(17)

After some short calculations, one should end up with

\[
\rho \Phi \equiv \begin{pmatrix}
1-p_1-p_2 & 0 & 0 & 1-p_1-p_2-2p_3 \\
0 & p_1+p_2 & p_1-p_2 & 0 \\
0 & p_1-p_2 & p_1+p_2 & 0 \\
1-p_1-p_2-2p_3 & 0 & 0 & 1-p_1-p_2
\end{pmatrix},
\]

\[
\chi \equiv \begin{pmatrix}
1-p_1-p_2-p_3 & 0 & 0 & 0 \\
0 & p_1 & 0 & 0 \\
0 & 0 & p_2 & 0 \\
0 & 0 & 0 & p_3
\end{pmatrix},
\]

\[
U \equiv \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 0 & 0 & 1 \\
0 & 1 & i & 0 \\
0 & 1 & -i & 0 \\
1 & 0 & 0 & -1
\end{pmatrix} .
\]

(18)

4.1. Input-state-output-POVM framework

In this section, we make use of the Choi–Jamiolkowski representation \( (x \leftrightarrow \rho \Phi) \) of a given unknown process \( \Phi \). Under the usual input-state-output-POVM framework, the relevant true data associated with the measurement, \( b \leftrightarrow \{ \text{tr} \{ \rho \Phi \rho_l^\dagger \otimes \Pi_j \} \} \),
consist of Born probabilities specified by the set of \( L \) input states \( \{ \rho_l \}_{l=1}^L \) and an \( M \)-outcome POVM. The linear function \( f(\rho') = \text{tr}\{\rho'Z\} \) for ICC is now defined by a randomly-chosen full-rank state \( Z \) of dimension \( d^2 \), where the convex set \( C \) now specifies the space of CPTP operators \( \rho' \). Note that for a CPTP operator, \( \text{tr}_2\{\rho'\} = \text{tr}_2\{\rho_\Phi\} = d \).

In this framework, the local structure embedding an input state and a POVM outcome restricts the possibilities of having a direct adaptive method for choosing “optimal” measurement configurations to characterize a rank-\( r \) operator \( \rho_\Phi = \rho_{\Phi,r} \). Nevertheless the POVM (taken to be basis measurements) that probes every output state \( \rho_{\text{out}} \) from the unknown \( \Phi \) can still be economized using either the ACT or PACT scheme to reduce the number of bases for IC reconstructions.

In this regard, the (P)ACT-based QPT [(P)ACTQPT] is a simple iterative scheme that sends a randomly-chosen input state through the unknown process \( \rho_{\Phi,r} \) and performs (P)ACT on the output state at every iteration step. After which, ICC for CPTP operators is carried out to compute the IC indicator \( s_{\text{cvx}} \) from all accumulated output-state physical probabilities at that moment. The scheme repeats itself until \( s_{\text{cvx}} = 0 \). One way to cast the CPTP constraints into a convenient form for the SDPs in ICC is to adopt an earlier methodology by first employing a set of \( d^2 - 1 \) traceless Hermitian basis operators \( \{ \Omega_l \}_{l=1}^{d^2-1} \) that, together with \( 1/\sqrt{d} \), span both the input and output linear-operator spaces. Under this basis-operator parametrization, it is easy to work out that the \( d^2 \) equations \( \text{tr}\{\rho' \Omega_l \otimes 1\} = 0 \) for all \( 1 \leq l \leq d^2 - 1 \) and \( \text{tr}\{\rho'\} = d \) precisely spell the TP constraint \( \text{tr}_2\{\rho'\} = d \). Another technical point to note is that the accumulated set of ML probabilities \( \{ \hat{p}^{(1)}_{\text{ml}}, \hat{p}^{(2)}_{\text{ml}}, \ldots, \hat{p}^{(L)}_{\text{ml}} \} \) obtained from doing (P)ACT on the output states would generally not be consistent with a CPTP operator. In this case, a second-level regularization can be carried out with the LS procedure that minimizes

\[
g(\{p'_i\}) = \sum_{i=1}^L \| p'_i - \hat{p}^{(i)}_{\text{ml}} \|^2
\]

over the CPTP space to acquire a new set of LS probabilities \( \{ \hat{p}^{(1)}_{\text{ls}}, \hat{p}^{(2)}_{\text{ls}}, \ldots, \hat{p}^{(L)}_{\text{ls}} \} \) for verifying if the corresponding process reconstruction is unique using ICC. The explicit Algorithm 6 that summarizes these steps encapsulates matters presented in a previous article.

Figure 4 highlights the simulated \( M_{\text{IC}} \) and \( L_{\text{IC}} \) curves for the respective (P)ACTQPT schemes performed on unknown rank-1 and rank-2 quantum processes. These random quantum processes of fixed rank are generated according to Algorithm 7, with the help of random Kraus operators that are first constructed as building blocks. When the unknown process is unitary (\( r = 1 \)), a crucial benchmark for our (P)ACTQPT schemes was developed by Baldwin, Kalev and Deutsch (BKD). For completeness, we reiterate the key points here. Let us first parametrize the unknown unitary operator of interest as \( U = \sum_{j=0}^{d-1} |u_j \rangle \langle j| \), where \( \{ |u_j \rangle \} \) is, in fact, the set of mutually-orthonormal kets we want to characterize, and
Fig. 4. The (a) $M_{\text{IC}}$ and (b) $L_{\text{IC}}$ curves of all noiseless adaptive CQPT schemes on unknown quantum processes of various dimensions. Each 1-$\sigma$ error region represents the statistics of 10 randomly-chosen processes. All PACTQPT schemes are carried out on processes of dimensions $d = 4, 8$ and $9$. Besides the obvious performance gaps between processes of different ranks, we observe the high compressivity for low-rank processes relative to the respective benchmarks $d^4 - d^2$ and $d^2$ for IC QPT obtained from parameter counting. Local input states and product output POVMs that are concurrently employed in PACTQPT yield higher $M_{\text{IC}}$ and $L_{\text{IC}}$ values. When characterizing unitary processes ($r = 1$) under the input-state-output-POVM framework, there exists a growing deviation between the entangled ACTQPT and optimal BKD unitary schemes based on projective output-state measurements.

$\{|j\rangle\}$ is the computational basis. Consider $d$ specific input kets,

$$|\psi_0\rangle = |0\rangle,$$

$$|\psi_l\rangle = (|0\rangle + |l\rangle) \frac{1}{\sqrt{2}}, \quad 1 \leq l \leq d - 1.$$  \hspace{1cm} (20)

Thus, sending $|\psi_0\rangle$ to $U$ yields $|u_0\rangle$, and $|\psi_l\rangle$ gives $(|u_0\rangle + |u_l\rangle)/\sqrt{2}$. Once $|u_0\rangle$ is completely determined, each subsequent output state requires measurements of fewer than $d$ amplitudes in the computational basis for an IC characterization, the number of which decreases as $l$ increases. For example, the output ket $(|u_0\rangle + |u_l\rangle)/\sqrt{2}$ corresponding to the input ket $|\psi_l\rangle$, for some $l > 0$, can be fully determined by characterizing the amplitudes $\langle j | u_l \rangle$. However, since all previous $l$ kets in $\{|u_l\rangle\}_{l'=0}^{l-1}$ are determined, we only need to characterize $d - l$ such amplitudes (equivalent to knowing $2d - 2l$ real parameters) for $0 \leq j \leq d - l - 1$ and additionally impose all $2l$ orthogonality relations on all $l$ measured kets $|u_0\rangle$ through $|u_{l-1}\rangle$. The total number of measurements needed is therefore $M_{\text{IC}} = \sum_{l=0}^{d-1} (M_0 - 2l) = (M_0 + 1)d - d^2$, where $M_0$ is the number of outcomes required to fully characterize an arbitrary pure state.

In the original BKD unitary scheme, the authors considered a sophisticated output-state POVM consisting of $M_0 = 2d$ non-projective EP measurement outcomes of the Flammia type, which leads to the main result $d^2 + d$ stated in the article.\textsuperscript{26} We shall, instead, consider only rank-1 projective output-state measurements, which are much more conveniently implementable experimentally. For such measurements, one finds that $M_0 \geq 3d - 2$.\textsuperscript{68} The corresponding scaling behavior...
for the projective BKD unitary scheme now reads $M_{ic} = 2d^2 - d$, with $L_{ic} = d$ using the specialized input states defined by the kets in (20).

In Fig. 4, we see that for unitary processes, ACTQPT with entangled input states and output POVM still gives $M_{ic}$ and $L_{ic}$ that deviate appreciably from the BKD scaling benchmark. Owing to the apparent rigidity of the input-state-output-POVM framework on which (P)ACTQPT schemes are built, an interesting and potentially fruitful question is whether there exists a different CQPT approach that might lead to a better resource-scaling performance beyond such a framework. The answer to this question shall be revealed in the next section.

4.2. Diagonal-element probing framework

Solely for the sake of variation, we shall turn to the process-operator ($\chi$) description of the unknown process $\Phi$ we want to characterize. The motivation for an adaptive CQPT (ACQPT) scheme, which goes beyond the input-state-output-POVM framework, is triggered by the following trivial observation: for a rank-$r$ CPTP operator $x \leftrightarrow \chi$ of known eigenbasis, then only $r-1$ nonzero eigenvalue measurements in its eigenbasis are needed to fully characterize it. The idea of ACQPT is therefore to iteratively acquire the knowledge about $\chi_r$’s eigenbasis with few measurements.

For $d$-dimensional quantum systems, the noiseless measurement $p_M$ at the $M$th iteration step is now the $\kappa_M$th diagonal element of a rotated operator $U_M^\dagger \chi U_M / d$ with some chosen unitary $U_M$; $p_M = \langle \kappa_M | U_M^\dagger \chi U_M | \kappa_M \rangle / d$ for the projector $| \kappa_M \rangle \langle \kappa_M |$ belonging to the standard computational basis ($0 \leq \kappa_M \leq d^2 - 1$). The choice $U_1 = 1$ is a sensible neutral choice for $M = 1$ as nothing is known about $\chi_r$ at this stage. For $M > 1$, $U_M$ may be chosen with the help of minENT, which assigns $U_M$ as the eigenbasis of the minENT estimator $\hat{\chi}_M = \arg \min_{\chi' \in \mathbb{C}^M} S(\chi' / d)$. We bear in mind that the eigenvalues of $\hat{\chi}_M$ are to be sorted in descending order and accounted for in $U_M$. Given the rank $r_{M-1}$ of $\hat{\chi}_{M-1}$ from the previous iteration, we may define $\kappa_M = \mod (M - 1, r_{M-1}) + 1$. The motivation for this formula is that as $M$ increases, $\hat{\chi}_M$ gradually becomes a more accurate reflection of the actual unknown $\chi_r$, so that while the position $\kappa_M$ of the measured diagonal element increases by one with $M$, the rank $r_{M-1} \rightarrow r$ limits the value of $1 \leq \kappa_M \leq r_{M-1}$ to within the estimated positive eigenspace of $\chi_r$ where measurements give useful information.

In the absence of any prior information about $\chi_r$, the aforementioned diagonal-element measurement scheme—ACQPT—can still characterize $\chi$ with a much smaller number of measurements than $O(d^4)$. This scheme is reiterated in Algorithm 8. In terms of earlier notations, we have, for the noiseless case, $b = p_{\text{diag}}$ where $p_{\text{diag}} = (p_1 p_2 \ldots p_M)^\top$, and $A \leftrightarrow \{| \kappa_M \rangle \langle \kappa_M | \}$. The TP constraint for the ICC routine can be explicitly implemented according to Eq. (14) with some fixed operator basis $\{ \Gamma_l \}_{l=0}^{d^2-1}$.

Furthermore, Algorithm 8 is universal in the sense that the logic applies for reconstructing any low-rank quantum object $x \leftrightarrow X$ that possesses a convex pa-
rameter space $S$, with the obvious caveat that $|\kappa_M\rangle\langle\kappa_M|$ must be implementable. In particular, we may also design an “ACQST” scheme based on this diagonal-
element probing framework, where $\chi = \chi_r$ in Algorithm 8 is replaced by $\rho = \rho_r$. In this case, we have $p_M = \langle\kappa_M|U_M^\dagger\rho_r U_M|\kappa_M\rangle$, and both $U_M$ and $|\kappa_M\rangle\langle\kappa_M|$ can be implemented by regular experimental means in a QST experiment.

On the other hand, a direct estimation of $\langle\kappa_M|U_M^\dagger \chi_r U_M|\kappa_M\rangle$ for a feasible implementation of ACQPT requires more planning. The following line of thought appears to be useful. We first suppose that $U$ diagonalizes $\chi$ into $\Xi$ that houses the eigenvalues, so that the transformation $\Xi = U_M^\dagger \chi U_M$, or $\chi_{mm'} = \sum_l U_{ml}^{(M)} \Xi_l U_{m'l}^{(M)*}$, leads to the transformed action

$$\mathcal{M}[\rho_M] = \sum_{l=0}^{d^2-1} \Xi_l \Gamma'_l \rho_M \Gamma'_l^\dagger,$$

(21)

where $\Xi_l$ are precisely the eigenvalues to be measured and $\Gamma'_l = \sum_{m=0}^{d^2-1} U_{ml}^{(M)} \Gamma_m$ is expressed in terms of the matrix elements of $U_M = \sum_{m,m'} |m\rangle U_{mm'}^{(M)} \langle m'|$. Measuring the $\kappa_M$th eigenvalue requires specially chosen input state $\rho_M \equiv \rho_M$ and output measurement operator $\Pi_M$ such that $\text{tr}\{\Gamma'_l \rho_M \Gamma'_l | \Pi_M\} = \delta_{l,\kappa_M}$. If $\Gamma'_l = |j_l\rangle \langle k_l|$ were all rank-one, where $\langle k_l | j_l \rangle = \delta_{j,l,k}$, measuring $\Xi_{\kappa_M,\kappa_M}$ can be directly carried out by simply assigning $\rho_M = |\kappa_M\rangle\langle\kappa_M|$ and $\Pi_M = |j_{\kappa_M}\rangle \langle k_{\kappa_M}|$. Unfortunately, in terms of the singular-value decomposition (SVD) of $\Gamma'_l = \sum_m |b_{ml}^{(l)}\rangle \lambda_m^{(l)} \langle a_{ml}^{(l)}|$, there generally exist several noncommuting rank-one components, which makes assignments of $\rho_M$ and $\Pi_M$ impractical.

Recently,\textsuperscript{32} we proposed to deploy the largest SV-component approximation $\Gamma'_{k_M} \approx |b_{k_M}^{(k_M)}\rangle \langle a_{k_M}^{(k_M)}| \equiv |b_{k_M}\rangle \langle a_{k_M}|$, where now setting $\rho_M = |a_{k_M}\rangle \langle a_{k_M}|$ and $\Pi_M = |b_{k_M}\rangle \langle b_{k_M}|$ approximates the measurement of the $k_M$th eigenvalue. In practice, $U_M$ is clearly never the diagonalizing unitary operator for $\chi$, so the right-hand side of Eq. (21) would also include the off-diagonal elements of $U_M^\dagger \chi U_M \neq \Xi$. Regardless, the largest SV-component approximation can still be used to assign $\rho_M$ and $\Pi_M$ that would eventually become approximately accurate as an eigenvalue-
probing asset for larger $M$. The next useful approximation is to consider product-state approximations of $\rho_M$ and $\Pi_M$ for convenient realization. This may be done by minimizing some distance measure with respect to the $n$-partite unitary operators that rotate $|0\rangle \langle 0|$ to these projectors over the tensor-product spaces of local unitary operators.

Without repeating the numerical computations, we summarize one relevant result\textsuperscript{32} reported concerning ACQPT. Figure 1(a) of the Supplemental Material\textsuperscript{m} shows important scaling behaviors of various different QPT schemes that include ACQPT for qudit unitary gates (simulated for $2 \leq d \leq 7$), where Algorithm 8 was utilized with the largest SV-component approximation. In particular, we com-

\textsuperscript{m}The Supplemental Material is available at https://journals.aps.org/prl/supplemental/10.1103/PhysRevLett.124.210401/ACQPT_SM.pdf.
pare ACQPT with the random scheme in which the unknown process was rotated with a Haar-distributed unitary operator. For large $d$, it was extrapolated that the respective scalings for the random scheme and ACQPT are $M_{ic} \approx O(4.8d^2)$ and $M_{ic} \approx O(3.5d^2)$. A further improvement was achieved when we impose an additional unitarity assumption. This was done by the simple replacement $r_{M+1} = 1$ in step (8) of Algorithm 8. When the unitarity assumption is valid, the resulting ACQPT scaling turns out to be $M_{ic} \approx O(2.2d^2)$, which is almost identical to the optimal BKD scaling with projective measurements. Note that invoking the rank-one or unitarity assumption does not in any way discount the reliability of ACQPT; if this assumption is wrong, ICC can still terminate the scheme correctly, albeit with more rotated diagonal-element measurements.

5. Compressive quantum detector tomography

The third application that is especially important in the field of quantum computation is compressive quantum detector tomography (CQDT)\(^6\), where one seeks a resource-efficient scheme to characterize low-rank POVMs (almost always, a set of rank-one projectors in the ideal case) that are always employed in quantum-measurement tasks.\(^{69-77}\) We caution the varied notions of QDT, which include the estimation of certain physical parameters (such as the quantum efficiency and dark-count rate) describing the given quantum-measurement set,\(^{78}\) or the calibration of commuting outcomes.\(^{11,79-82}\) In this section, we consider the most general (C)QDT of a set of $M$ positive outcomes $\{\Pi_j\}$ that are mutually noncommutative. Standard QDT without any compressive elements clearly requires $O(d^2)$ mutually linearly-independent input states to characterize the POVM.

The idea of CQDT\(^33\) is similar to other types of quantum compressive schemes. Randomly-chosen input states $\mathbf{A} \leftrightarrow \{\rho_l\}$ are sent to the unknown $M$-outcome POVM $\{x \leftrightarrow \{\Pi_j\}\}$, and the noiseless probabilities $\mathbf{b} \leftrightarrow \{p_{jl} = \text{tr}\{\rho_l \Pi_j\}\}$ are statistically measured through detector counts in terms of the relative frequencies $\sum_j \nu_{jl} = 1$, which are mapped to physical probabilities $\hat{\mathbf{b}} \leftrightarrow \{\hat{p}_{jl}\}$ either with ML or LS. It is also easy to see that the POVM constraints $-\Pi_j \geq 0$ and $\sum_{j=1}^M \Pi_j = 1$—amount to a convex POVM space $\mathcal{S}$, to which supplementing the linear physical-probability constraints results in yet another convex set $\mathcal{C}$.

In an iterative bottom-up scheme, as more input states are fed to the POVM, more information about the latter is acquired from the data and the convex set $\mathcal{C}$ consistent with the physical probability estimators would eventually shrink to a single point—a signature of an IC (C)QDT. This can, once again, be certified using the ICC routine with the physically-mapped probabilities. As the quantum object of interest is now a collection of positive operators, the corresponding linear function for ICC, $f(\{\Pi'_j\}) = \sum_{j=1}^M \text{tr}\{\Pi'_j Z_j\}$, is now specified by a collection of $M$ randomly-chosen full-rank positive operators $Z_j$, which we may conveniently impose.

\(^3\)The “detector” symbolizes the POVM.
to be another fixed POVM. This function is minimized over the space of all $M$-outcome POVMs to compute $s_{\text{cvx}}$. Algorithm 9 provides the complete procedure assuming that LS is employed as the inference method, although any other suitable inference method may be chosen since the POVM estimators should converge to the true POVM for large data samples in the absence of systematic errors.

It turns out that probing an unknown POVM with random pure input states in order to recover its identity is closely related to the problem of phase retrieval,\(^\text{83–86}\) where intensity (rank-one) measurements are performed on an unknown Hermitian operator and the resulting expectation values are used to recover the operator. In order to appreciate how closely the two problems are related, we quote the analytical expression of the minimal number of IC input states ($L_{\text{ic}}$) for the latter phase-retrieval problem, which was first conjectured\(^\text{83}\) and later proven\(^\text{86}\) to be

$$L_{\text{ic}} = (4d - 4r^2)\eta([d/2] - r) + d^2\eta(r - [d/2]) \quad \text{(phase retrieval)},$$

where $\eta(\cdot)$ is the usual Heaviside step function. Since a POVM is a set of Hermitian observables and data acquired by the same set of input states can be used to characterize these observables at one go, it is perhaps reasonable to believe that the $L_{\text{ic}}$ for CQDT should also be given by Eq. (22). Indeed, this would have been the case if all the outcomes are simply Hermitian. On the contrary, Fig. 2 of our recent CQDT article\(^\text{33}\) revealed an interesting twist, that is CQDT always outperforms phase retrieval in terms of the $L_{\text{ic}}$ scaling behavior using arbitrary pure input states for all tested Hilbert-space dimensions and POVM ranks. This numerical finding was given by simulations with randomly-chosen POVMs (see Algorithm 10) of $M = d^2$, $2d^2$, $3d^2$, with the POVM dimension and rank falling in the respective intervals $2 \leq d \leq 10$ and $1 \leq r \leq 3$, supplemented with experimental evidence. One can attribute this enhancement to the additional POVM constraints—the requirement that all the Hermitian outcomes must also be positive and sum to the identity—that significantly shrinks the tensor-product linear-operator spaces. Moreover, Fig. 3 of the article shows that even product input states can beat the phase-retrieval scaling, indicating that the influence of the POVM-space boundary strongly induces compression regardless of the kinds of input states. Such high compressivity was witnessed for qubit-power, qutrit-power and other composite dimensions.

6. Concluding remarks

Given an unknown quantum object describing a physical system that we are interested in characterizing, there might be a tendency to impose additional assumptions in attempts to reduce the measurement resources needed to uniquely determine the object. An important conclusion that can be drawn from this review article is that no such assumptions are necessary. The underlying reason is tied to the parameter space of such an object, which is usually bounded by its physical constraints; for quantum states, they are the positivity and unit-trace constraints; for quantum processes, the completely-positive and trace-preserving constraints; all
quantum-detector outcomes sum to the identity. The point of modern compressive
tomography is the exploitation of the intersection between such a bounded (convex)
parameter space and additional measurement-data constraints as a consequence of
probing the quantum object. For low-rank objects, the intersection quickly and
verifiably converges to a single unique point with few measurements.

As explicit examples, we have reviewed three important types of quantum com-
pressive tomography, namely for states, processes and detectors, which are crucial
procedures to ensure reliable executions of general quantum tasks. The essential nu-
merical algorithms are listed in Appendix D. For all these schemes, the reduction
in measurement resources appears to be quadratic with respect to the Hilbert-
space dimension of the quantum system, which is apparently a basic characteristic
originating from the interplay between the measurement and quantum constraints.

Although tight analytical bounds on the informationally-complete number of mea-
surements are generally unavailable especially for adaptive schemes, to characterize
d-dimensional states of rank $r$, numerical evidence suggests that $O(rd) \ll O(d^2)$
POVM outcomes or $O(r)$ von Neumann measurement bases suffice; $d^2$-dimensional
processes of rank $r$ require at most $O(rd^2) \ll O(d^4)$ measurements; $M$-outcome
POVMs of dimension $d$ and rank $r$ need no more than $O(rd) \ll O(d^2)$ input states,
where the latter may alternatively be benchmarked with known results from phase-
retrieval studies. These order-of-magnitude results are consistent with parameter
counting. We conclude by confirming once more all the important properties pos-
sessed by these compressive methods that are desirable for their feasible implemen-
tation on NISQ devices:

- No assumptions about the quantum object are made, besides its dimen-
sion (whether it is a multi-qubit state, a multi-qutrit process or a multi-ququart
measurement, etc.).
- Informational completeness certification of whether some given data are suffi-
cient to uniquely characterize the unknown quantum object can be numerically
carried out with polynomial complexities in the dimension with convex opti-
mization. If implementable, such an optimization can be done with exponen-
tially faster computational rates using quantum semidefinite programming.\(^87\)
- Both local and entangled measurements, either random or adaptive, are com-
pressive.
- These compressive schemes are immediately implementable through extension
from presently-known quantum tomography methods.
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Appendix A. Independent parameters of $\rho_r$

If $\rho_r$ denotes a rank-$r$ quantum state, then it clearly possesses $r$ nonzero eigenvalues by definition. We first note that a pure state $|\psi\rangle\langle\psi|$ has $2d - 2$ independent parameters, as $|\psi\rangle$ may be represented as a column of $2d$ complex numbers with a redundant global phase and one real parameter to be fixed by the unit-trace constraint. With this, the spectral decomposition

$$\rho_r = \sum_{l=0}^{r-1} |\lambda_l\rangle\langle\lambda_l|$$

(A.1)

straightforwardly reveals at most $(2d - 2) + r$ parameters. Taking account that $\text{tr}\{\rho_r\} = 1$, and that the eigenkets $|\lambda_l\rangle$ are mutually orthonormal—$\langle\lambda_l|\lambda_{l'}\rangle = \delta_{l,l'}$, we get an additional $r^2 - r + 1$ linear constraints, giving us a total number of $(2d - 2)r + (r^2 - r) - 1 = (2d - r)r - 1$ independent parameters.

Appendix B. Properties in Sec. 2.3

We give the reasoning for all the following properties:

Property 1 (Noiseless monotonicity). For noiseless data, suppose that the pairs $A',b'$ and $A,b$ are such that the former exactly includes the latter. Then $s'_{\text{cvx}} \leq s_{\text{cvx}}$.

Since data are noiseless, we automatically have $C' \subseteq C$—any estimator $x_0 \in C'$ satisfying $A'x_0 = b'$ must also satisfy $Ax_0 = b$, and is therefore in $C$. Concavity of $f$ thus implies that $f'_{\text{max}} \leq f_{\text{max}}$ and $f'_{\text{min}} \geq f_{\text{min}}$ so that $s'_{\text{cvx}} < s_{\text{cvx}}$. Although this property is not guaranteed for noisy data since $C$ and $C'$ can be different subspaces, it is still typical for large data samples as the inference mapping $M$ is statistically consistent ($\hat{b}$ asymptotically approaches the true data).

Property 2 (IC). For a strictly-concave $f$, $s_{\text{cvx}} = 0$ implies that $C$ contains a single point for any $b$.

The strict concavity of $f$ is crucial here as it imposes unique maximum and minimum points over $C$. It then follows, regardless of whether $b$ is noisy or not, that if $f_{\text{max}} = f(\bar{x}) = f_{\text{min}}$, $C = \{\bar{x}\}$ owing to its convexity. Note that if $f$ is not strictly concave, then it could happen that $f_{\text{max}} = f_{\text{min}} = f(x'_1) = f(x'_2) = \lambda f(x'_1) + (1 - \lambda)f(x'_2)$ for any $0 \leq \lambda \leq 1$ (plateau structure), and so the IC indicator property of $s_{\text{cvx}}$ no longer holds.

Property 3 (Noisy IC). Suppose that $A = (A_1^T A_2^T)^T$ contains two sets of sequentially measured outcomes, first of $A_1$ and next of $A_2$, which are accompanied...
by (noisy) data \( \mathbf{b} = (b_1^T b_2^T)^T \). Then any statistically-consistent convex inference map outlined in Definition 1 implies that if \( s_{cvx}^{(1)} = 0 \), it must also be that \( s_{cvx}^{(2)} = 0 \) provided that characteristic (1) is fulfilled for \( \mathbf{A} \) and \( \mathbf{b} \).

This is a consequence of characteristic (1) of the function \( g \) employed in the convex inference map. Suppose that a tomography experiment is defined by the pair \( \mathbf{A}, \mathbf{b} \). If \( s_{cvx} \neq 0 \), then by definition, \( x_{min} = \arg \min_{x' \in S} g(\mathbf{A}x', \mathbf{b}) \) is not unique, and \( g(\mathbf{A}x', \mathbf{b}) \) has a plateau structure with the convex domain \( \mathcal{C} \) within which all \( x_{min} \)'s that satisfy \( \mathbf{Ax}_n = \mathbf{b} \) are unique. For such an IC scenario, we first consider the hypothetical noiseless case where \( \mathbf{x}_{min} = \mathbf{x} \), the true quantum object. One can either simply invoke Property 1, or trivially see that \( s_{cvx}^{(1)} = 0 \), otherwise \( x_{min}^{(1)} \) cannot be unique. For noisy IC scenarios, we usually have \( \mathbf{A}_2\mathbf{x}_{min}^{(1)} \neq \mathbf{b}_1 \). A problem shall also arise if \( s_{cvx}^{(1)} \neq 0 \), for this implies that \( \mathbf{A}\mathbf{x}_{min}^{(1)} = \mathbf{b} \), and so \( \mathbf{x}_{min}^{(1)} \) should have been the previous minimum. Even if \( \mathbf{A}_1\mathbf{x}_{min}^{(1)} = \mathbf{b}_1 \), \( s_{cvx}^{(1)} \neq 0 \) would again contradict the uniqueness property of \( \mathbf{x}_{min}^{(1)} \).

Appendix C. Compression induced by the state-space boundary

Suppose that the eigenbasis \( \{ |\lambda_j \rangle \} \) of a rank-\( r \)

\[
\rho = \rho_r = \sum_{j=0}^{r-1} \lambda_j p_j (|\lambda_j \rangle)|\lambda_j \rangle
\]

is measured and the probabilities \( \sum_{j=0}^{r-1} p_j = 1 \) are collected. At this point, the estimator \( \hat{\rho} = \rho_r \) is one solution that is consistent with the Born probabilities \( \langle \lambda_j | \hat{\rho} | \lambda_j \rangle = p_j \). Hermicity then imposes the general form

\[
\hat{\rho} = \rho_r + \sum_{j \neq k=0}^{r-1} \lambda_j c_{jk} \langle \lambda_k | + \mathbf{W}
\]

for \( \hat{\rho} \), where \( \mathbf{W} \) is a traceless Hermitian operator outside the support of \( \rho \) \( (W\rho = 0 = \rho W) \). Moreover, \( p_j_{\geq r} = 0 = \langle \lambda_j_{\geq r} | \hat{\rho} | \lambda_j_{\geq r} \rangle \) implies that \( \mathbf{W} \) is represented by a hollow (all diagonal entries equal to zero) Hermitian matrix in the basis \( \{ |\lambda_{j \geq r} \rangle \} \).
with arbitrary off-diagonal entries; the corresponding Hermitian solution subspace for $\hat{\rho}$ has a nonzero volume.

It is now obvious that if $|\phi\rangle$ is the eigenket of $W$ that gives a negative eigenvalue, one expects $\langle \phi | \hat{\rho} | \phi \rangle = \langle \phi | W | \phi \rangle < 0$. In other words, any such nonzero traceless $W$ always leads to a nonpositive $\hat{\rho}$. If the quantum positivity constraint is imposed on the solution for the Born probabilities, we must necessarily have $W = 0$.

This leaves the operator $A = \sum_{j\neq k=0}^{r-1} c_{jk} \langle \lambda_j | \lambda_k \rangle$ in the right-hand side of Eq. (C.2). For pure states ($r = 1$), $A$ is clearly zero, so that $\hat{\rho} = \rho_1 = |\lambda_1\rangle\langle \lambda_1|$ is the unique positive estimator after measuring $\rho_1$ as we expect. For $1 < r \leq d$, we note that if $\hat{\rho}$ is to be consistent with probabilities $\langle w_j | \hat{\rho} | w_j \rangle = \langle w_j | \rho_r | w_j \rangle$ obtained from any other orthonormal measurement basis $\{|w_j\rangle\}$, then $\langle w_j | A | w_j \rangle = 0$ for all $1 \leq j \leq d - 1$. As $A$ has exactly $r^2 - r$ free parameters, it follows that measuring $K_0 = \lceil (r^2 - r)/(d-1) \rceil + 1$ linearly independent bases results in the unique solution $A = 0$ to $K_0(d-1)$ (pseudo-)invertible linear equations. Evidently, $K_0 = 2$ if $r \ll d$. 
Appendix D. Algorithms

This Appendix section consolidates all algorithms in order of their respective initial discussions.

Algorithm 1: ICC

Define \( f(x') = z^\top x' \) for a fixed, randomly-chosen \( z \) such that \( f \) has no plateau structure.

1. Use a convex inference method (or otherwise) to map the noisy data \( b \) to \( \hat{b} \).
2. Maximize and minimize \( f(x') \) to obtain \( f_{\text{max}} \) and \( f_{\text{min}} \) subject to
   - \( x' \in S \),
   - \( Ax' = \hat{b} \).
3. Compute \( s_{\text{cvx}} = f_{\text{max}} - f_{\text{min}} \).

Algorithm 2: Random-bases CQST

Pre-choose \( \varepsilon \) as some numerically small number. Then, beginning with \( K = 1 \) and the standard computational basis \( B_1 \):

1. Collect data for \( B_K \) and define the accumulated relative-frequency data \( \nu = (\nu_1^\top, \nu_2^\top, \ldots, \nu_K^\top)^\top \).
2. Perform ML using \( \nu \) to obtain \( \hat{p}_{\text{ml}} \).
3. Carry out ICC with \( \hat{p}_{\text{ml}} \) to compute \( s_{\text{cvx},K} \).
4. If \( s_{\text{cvx},K} < \varepsilon \) (\( K = K_{\text{ic}} \)), terminate this scheme and obtain the unique estimator \( \hat{\rho} \) from ICC. Otherwise, select the next basis \( B_{K+1} \), which can either be entangled or local.
5. Raise \( K \) by 1 and repeat all the above steps.

Algorithm 3: Haar-distributed basis construction

Let \( B_{\text{ref}} = \{|0\rangle, |1\rangle, \ldots, |d-1\rangle\} \):

1. Generate a random \( d \times d \) matrix \( A \) with entries i.i.d. standard Gaussian distribution.
2. Compute \( Q \) and \( R \) from the QR decomposition \( A = QR \).
3. Define \( R_{\text{diag}} = \text{diag}(R) \), \( L = R_{\text{diag}} \odot |R_{\text{diag}}| \) and \( U_{\text{Haar}} = QL \), where \( \odot \) denotes the Hadamard (entrywise) division.
4. Construct the Haar-distributed basis \( B_{\text{Haar}} = U_{\text{Haar}}B_{\text{ref}} \).
Algorithm 4: Random rank-$r$ quantum state construction

1. Generate a random $r \times d$ matrix $M$ with entries i.i.d. standard Gaussian distribution.
2. Define the quantum state $\rho = \frac{M^\dagger M}{\text{tr}\{M^\dagger M\}}$.

Algorithm 5: (P)ACT (minENT)

Let $\varepsilon$ be some numerically small number. Then, beginning with $K = 1$ and the standard computational basis $B_1$:

1. Collect data $\nu_K$ for $B_K$ and define the accumulated relative-frequency data $\nu = (\nu_1^\top \nu_2^\top \ldots \nu_K^\top)^\top$.
2. Perform ML using $\nu$ to obtain $\hat{p}\text{ml}$.
3. Carry out ICC with $\hat{p}\text{ml}$ to compute $s_{\text{cvx}},K$.
4. If $s_{\text{cvx}},K < \varepsilon$ ($K = K_{ic}$), terminate this scheme and obtain the unique estimator $\hat{\rho}$ from ICC. Otherwise, proceed.
5. Minimize $S(\rho') = -\text{tr}\{\rho' \log \rho'\}$ over $C_K$, and let $B_{\text{minENT}}$ be the eigenbasis of the resulting minENT estimator.
   - For ACT, pick $B_{K+1} = B_{\text{minENT}}$.
   - For PACT, pick $B_{K+1}$ as the nearest local basis from $B_{\text{minENT}}$.
6. Raise $K$ by 1 and repeat all the above steps.

Algorithm 6: (P)ACTQPT

Let $\varepsilon$ be some numerically small number. Then, beginning with $L = 1$:

1. Send a randomly-generated input state $\rho_L$ through the unknown process $\Phi$.
2. Perform (P)ACT on the output state and obtain $\hat{p}_{\text{ml}}^{(L)}$. Append this to the already existing physical datasets, $D_{L} = \{\hat{p}_{\text{ml}}^{(1)}, \hat{p}_{\text{ml}}^{(2)}, \ldots, \hat{p}_{\text{ml}}^{(L)}\}$.
3. Carry out a second-level regularization by performing a LS procedure on $D_{L}$ to obtain $D'_{L} = \{\hat{p}_{\text{ls}}^{(1)}, \hat{p}_{\text{ls}}^{(2)}, \ldots, \hat{p}_{\text{ls}}^{(L)}\}$ over the CPTP space.
4. Carry out ICC over the CPTP space using $D'_{L}$ to compute $s_{\text{cvx}},L$.
5. If $s_{\text{cvx}},L < \varepsilon$ ($L_{ic} = L$), terminate this scheme and obtain the unique $\hat{\rho}_\Phi$ from ICC. Otherwise, raise $L$ by 1 and repeat all the above steps.
Algorithm 7: Random rank-$r$ quantum process construction

1. Generate $r$ random $d \times d$ complex matrices $\{M_m\}_{m=1}^{r}$, where $M_m$ has entries i.i.d. standard Gaussian distribution. These arbitrary matrices are linearly-independent so long as $r \leq d$.
2. Set $S = \sum_{m=1}^{r} M_m^\dagger M_m$.
3. Define the Kraus operators $K_m = M_m S^{-1/2}$.
4. With these Kraus operators, one may simulate experiments of a rank-$r$ process using either the Choi-Jamiołkowski or process-operator formalism.

Algorithm 8: ACQPT (ideal)

Let $\varepsilon$ be some numerically small number. Then, beginning with $M = 1$, $U_1 = 1$ and $\kappa_1 = 1$:

1. Rotate the unknown $\chi$ to $U_M^\dagger \chi U_M$.
2. Measure the two-outcome POVM $\{|\kappa_M\rangle\langle\kappa_M|, 1 - |\kappa_M\rangle\langle\kappa_M|\}$ and collect the corresponding normalized relative frequencies $\{\nu_M, 1 - \nu_M\}$. Define the accumulated data $\nu = (\nu_1 \nu_2 \ldots \nu_M)^\top$.
3. Perform ML to map $\nu$ to $\hat{p}_{ml}$.
4. Carry out ICC over the CPTP space of $\chi$ using $\hat{p}_{ml}$ to compute $s_{\text{CVX},M}$. 
5. If $s_{\text{CVX},M} < \varepsilon$ ($M_{\text{ic}} = M$), terminate this scheme and obtain the unique $\hat{\chi}$ from ICC. Otherwise, proceed.
6. Minimize $S(\chi'/d) = -\text{tr}\{\chi' \log(\chi'/d)\}$ over $C_M$, and obtain the minENT estimator $\hat{\chi}_{\text{minENT}}$.
7. Find the diagonalizing unitary operator $U_{M+1}$ that corresponds to an ordered eigenspectrum in descending order. Define $r_{M+1}$ as the rank of $\chi_{M+1}$.
8. Set $\kappa_{M+1} = \mod(M, r_{M+1}) + 1$.
9. Raise $M$ by 1 and repeat all the above steps.
Algorithm 9: CQDT

Pre-choose $\varepsilon$ as some numerically small number. Then, beginning with $L = 1$:

1. Randomly choose an input state $\rho_L$.
2. Collect data for this input state and define the accumulated relative-frequency data $\nu = (\nu_1^\top \nu_2^\top \ldots \nu_L^\top)^\top$.
3. Perform LS using $\nu$ to obtain $\hat{p}_{\text{ls}}$.
4. Carry out ICC with $\hat{p}_{\text{ls}}$ to compute $s_{\text{cvx},L}$.  
5. If $s_{\text{cvx},L} < \varepsilon$ ($L = L_{\text{ic}}$), terminate this scheme and obtain the unique POVM estimator $\{\hat{\Pi}_j\}$ from ICC. Otherwise, select the next input state $\rho_{L+1}$.
6. Raise $L$ by 1 and repeat all the above steps.

Algorithm 10: Random rank-$r$ POVM construction

1. Generate $M$ random $r \times d$ complex matrices $\{M_m\}_{m=1}^M$, where $M_m$ has entries i.i.d. standard Gaussian distribution.
2. Set $S = \sum_{m=1}^r M_m^\dagger M_m$.
3. Define the POVM outcomes as $\Pi_m \equiv S^{-1/2}M_m^\dagger M_m S^{-1/2}$.
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