FULLY AUTOMATED ANALYSIS OF MUSCLE ARCHITECTURE FROM B-MODE ULTRASOUND IMAGES WITH DEEP LEARNING

ABSTRACT

B-mode ultrasound is commonly used to image musculoskeletal tissues, but one major bottleneck is data interpretation, and analyses of muscle thickness, pennation angle and fascicle length are often still performed manually. In this study we trained deep neural networks (based on U-net) to detect muscle fascicles and aponeuroses using a set of labelled musculoskeletal ultrasound images. We then compared neural network predictions on new, unseen images to those obtained via manual analysis and two existing semi/automated analysis approaches (SMA and Ultratrack). With a GPU, inference time for a single image with the new approach was around 0.7s, compared to 4.6s with a CPU. Our method detects the locations of the superficial and deep aponeuroses, as well as multiple fascicle fragments per image. For single images, the method gave similar results to those produced by a non-trainable automated method (SMA; mean difference in fascicle length: 1.1 mm) or human manual analysis (mean difference: 2.1 mm). Between-method differences in pennation angle were within 1°, and mean differences in muscle thickness were less than 0.2 mm. Similarly, for videos, there was strong overlap between the results produced with Ultratrack and our method, with a mean ICC of 0.73, despite the fact that the analysed trials included hundreds of frames. Our method is fully automated and open source, and can estimate fascicle length, pennation angle and muscle thickness from single images or videos, as well as from multiple superficial muscles. We also provide all necessary code and training data for custom model development.
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1 Introduction

B-mode ultrasound is commonly used to image musculoskeletal tissues, and numerous studies have used this method to examine muscle function both statically and dynamically [1,2]. Since it is generally much cheaper and more portable than other imaging modalities (e.g. MRI), this method can be used across a wide range of domains. However, one major bottleneck associated with ultrasound is the interpretation of data. To date, analyses of muscle thickness, pennation angle and fascicle length are most often performed manually.

In recent years, attempts have been made to automate or semi-automate at least parts of the analysis process, making it faster and potentially more objective [3-7]. A number of papers have also reported full automation of
some muscle architectural parameters [8, 9, 10, 11]. However, existing automated methods are associated with several drawbacks. Firstly, the majority of ‘automated’ methods are actually only semi-automated, requiring some user input to delineate some of the features or regions of interest, or to adjust certain pre-processing steps. Secondly, most methods rely on an effective pre-processing of images to enhance the contrast of structures of interest. This step may fail when automated, if image parameters do not suit the designed filters, or when it is semi-automated, if the filters are adjusted improperly. Thirdly, most software implementations in this area are not open source, effectively limiting their assessment and their uptake in the broader community. Clearly, there is a need for a more versatile tool that is accessible to all users, and enables a range of parameters to be analysed.

The past decade has brought huge advances in the field of artificial intelligence. Specifically, in relation to medical imaging, convolutional neural networks have shown great promise to identify features in images from a range of modalities [12, 13], including ultrasound [14, 15]. Such an ‘intelligent’ approach can be trained on a set of labelled images, and can effectively ‘learn’ to identify relevant features in new, previously unseen images. Cunningham et al. [14] were the first to use convolutional neural networks to analyse muscle architecture. Although their method was able to detect fascicle trajectories, they reported errors in pennation angle as high as 6°. This may have been due to a relatively small training dataset, and/or an insufficiently robust neural network approach. Recently, a method designed specifically for medical image analysis (U-net; [16]) was introduced, and was found to outperform existing approaches at various medical image segmentation tasks (albeit not related to ultrasound imaging). This method makes extensive use of image augmentation during training, which helps to compensate for relatively small labelled datasets and can improve model robustness.

In this study we built an implementation based on U-net, and trained it to detect muscle fascicles and aponeuroses using a set of labelled musculoskeletal ultrasound images. We demonstrate that the approach can reliably identify these structures in previously unseen scans of different lower limb muscles. Moreover, we are able to compute several relevant metrics for muscle architecture studies (fascicle length, pennation angle, muscle thickness) including the detection of multiple fascicles, and to do so for single images and videos. Most importantly, our approach yields results that are comparable to those obtained with existing analysis methods, whilst also overcoming some of the limitations of such methods. We also provide the full Python code and training datasets to allow others to use our trained algorithm, and/or to build upon our approach.

2 Methods

Experimental approach. We trained two neural networks to identify features from musculoskeletal images. One model was trained to identify aponeuroses, while the other was trained to detect muscle fascicles. We used a supervised learning approach, which means that for each ultrasound image, we also provided the neural networks with a label, which highlighted the regions that we wanted to identify. The image-label pairs served as the inputs to the model.

Data. We compiled a large volume of anonymised single image and video data obtained from different muscles (medial and lateral gastrocnemius, vastus lateralis, tibialis anterior) and with 4 different ultrasound devices, as well as from different human populations (athletes, older people, young healthy individuals) and different movements and contraction types. Individual frames were extracted from this dataset at random using a custom-written function in Python (Python Software Foundation, v3.6), resulting in a set of around 570 images for the aponeurosis model, and 310 images for the muscle fascicle models. All ultrasound data were acquired in previous studies by the authors, all of which received ethical approval from the relevant committees. The images have all been anonymised and can be found from the project repository (https://github.com/njcronin/DL_Track).

Neural network architecture: U-net. The U-net neural network architecture [16] consists of a contracting path and an expansive path. The contracting path follows the typical architecture of a convolutional network. It consists of the repeated application of two 3x3 (unpadded) convolutions, each followed by a rectified linear unit (ReLU) and a 2x2 max pooling operation with stride 2 for downsampling. At each downsampling step, the number of feature channels is doubled. Every step in the expansive path consists of an upsampling of the feature map followed by a 2x2 up-convolution that halves the number of feature channels, a concatenation with the correspondingly cropped feature map from the contracting path, and two 3x3 convolutions, each followed by a ReLU. The cropping is necessary due to the loss of border pixels with each convolution. At the final layer a 1x1 convolution is used to map each 64-component feature vector to the desired number of classes (2 in this case). In total the network has 23 convolutional layers (see Figure 1). The output of the model is a pixelwise binary label, i.e. every pixel of an image is predicted to belong to one of two possible classes. In our approach these classes were aponeurosis/not aponeurosis (aponeurosis model), and fascicle/not a fascicle (fascicle model).
By the standards of typical deep learning applications, medical imaging is generally limited by relatively small labelled training datasets. With the current approach, this is countered by using excessive data augmentation in the form of elastic deformations of the training images. This allows the network to learn invariance to such deformations, without the need to manually label the transformed images. This is particularly important in biomedical segmentation because the tissues do undergo deformation during muscle contraction, and realistic deformations can be simulated efficiently.

![Flowchart](image)

Figure 1: Schematic of the workflow, including details of the U-net model architecture (modified from [16]). The process is essentially identical when analysing single images or videos, since each frame is treated independently. Blue boxes represent multi-channel feature maps and the number of channels is denoted on top of each box. The x-y sizes are shown at the lower left edge of each box on the contracting side, and these are identical for the expanding side. White boxes represent copied feature maps from the contracting side, which are concatenated with those from the expanding side. Arrows denote the different operations.

**Neural network training.** We trained two separate models, each using the same U-net architecture. Images were imported and resized to 512×512 pixels for training. In general, neural networks perform faster with smaller images, but in this case we chose the largest possible image size given RAM limitations, since the quality of ultrasound images is typically quite low, and further reductions in spatial resolution due to image downsampling would likely compromise the ability to successfully train a neural network for pixelwise labelling. We used a 90/10% training/validation data split. Training was performed using an RTX2070 GPU and took less than one hour per model using a maximum of 50 epochs and a batch size of 1, with Adam optimizer and the binary cross-entropy loss function. Training was stopped early when overfitting was evident, as characterised by a decrease in the training error and a concomitant stagnation or increase in the test error (see Figure 2). The code runs in Python and uses a Keras frontend with a Tensorflow backend. The code and training data from this project are freely available from Github, and installation instructions are provided: [https://github.com/njcronin/DL_Track](https://github.com/njcronin/DL_Track). For those who do not have access to their own GPU, we also provide a Google colaboratory version, which includes free GPU access.

For each of the aponeurosis training images, one of the researchers manually identified all instances of aponeuroses using the polygon tool in Fiji software [17] to create a binary mask, whereby individual pixels belonging to an aponeurosis were white, and all other pixels were black. This process was repeated separately for the fascicle training set, where all instances of muscle fascicles (or parts of fascicles) were identified (1-20 per image). Along with the corresponding images, the binary masks were used as ground truth labels to train the two deep neural networks (see Figure 3).

**Post-processing.** After processing a new image or video with the trained neural networks to identify aponeuroses and muscle fascicles, the following steps are taken to obtain relevant outcome measurements. Aponeuroses below a user-defined threshold length are removed, and where necessary, those that satisfy the length constraint are extrapolated.
Laterally, since this can assist in finding the intersection with muscle fascicles. The trained fascicle model identifies visible fragments of fascicles. Those parts that are beyond a threshold length are extrapolated proximally and distally using a 1st order polynomial fitted to the identified structure. The intersection points between aponeuroses and fascicles are identified, and fascicle length is determined. Pennation angle is computed between each fascicle and the local slope of the lower aponeurosis (50-pixel region starting from the point of fascicle intersection). As multiple fascicle fragments are usually detected per image, data for all fragments are retained, including the image x-axis coordinates of the start and end points. Muscle thickness is determined from the central portion of the image, as the shortest distance between the superficial and deep aponeuroses.

Analysis metrics. To determine the overlap between manually created aponeurosis/fascicle labels from the training set and the labels predicted by the neural network, we used a custom implementation of intersection over union (IoU). A set of 35 single test images unseen during training represented a test set, all of which were processed using the trained networks, to estimate muscle thickness, muscle fascicle length and pennation angle. The same test set and parameters were also analysed manually by all 3 authors using Fiji software, as well as using a non-trainable method of segmentation designed to analyse single images (SMA, [10]). Comparisons between the human- and computer-generated results for this test set were done using Bland-Altman plots. For a set of videos comprising a range of tasks (e.g. passive joint rotation, maximal voluntary contraction, walking), we also compared the results of our method (referred to as DL for short) with those of Ultratrack [3, 7, 18], which is arguably the most commonly used semi-automated approach for analysing ultrasound videos. When tracking with Ultratrack, we used keyframe correction as appropriate, and made manual corrections where necessary, so that the resulting values would act as a ‘gold standard’ for this comparison. To provide a broad comparison between our approach and Ultratrack, we computed ICCs (2,1; [19]) for a set of videos in Matlab (v2019b, The MathWorks, Inc., Natick, Massachusetts, United States). All statistical comparisons were also done using Matlab.
3 Results

Training of neural networks required 18-21 epochs (see Figure 2). When analysing new data, analysis time for a single image with a CPU was around 4.6s, compared to 0.7s with GPU, although these values will vary depending on specific hardware. Examples of the output provided by the trained neural networks, as well as the results of post-processing, are shown in Figure 4. These examples demonstrate that a variable number of fascicles are detected in each image.
Figure 5 shows Bland-Altman plots comparing the DL method with the non-trainable automated method (SMA), as well as with the manual analyses (average measurements from the 3 authors; for individual data see Figure 6). Across the set of 35 test images, the mean differences between DL and SMA were: 1.1 mm (fascicle length; unpaired t-test p value: 0.879), 1.0° (pennation angle; p = 0.383), and 0.2 mm (thickness; p = 0.351). The corresponding values comparing DL with the average human results were: 2.1 mm (p = 0.249), 0.1° (p = 0.842) and 0.1 mm (p = 0.606) respectively. For the SMA method versus the average human, the values were: 3.2 mm (p = 0.170), 0.9° (p = 0.340) and 0.3 mm (p = 0.677) respectively. Figure 7 shows results for the same test set of 35 images, but in this case data from all fascicles detected by DL are shown, rather than just the median. Of the 35 images, the mean values of SMA and the average human results fell within the range of individual DL values in 32 cases for fascicle length and 31 cases for pennation angle (not computed for thickness because only one value is returned per image).
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Figure 5: Bland-Altman plots of the results obtained with our approach versus the results of manual analyses by the authors (mean of all 3), as well as the SMA automated method. Results are shown for each parameter of interest: muscle fascicle length (A), pennation angle (B), and muscle thickness (C). For these plots, only the median fascicle values from the deep learning approach were used, and thickness was computed from the centre of the image. Solid and dotted lines depict bias and 95% limits of agreement, respectively.

Figure 8 shows the results of analysing fascicle length for 6 different muscle and task combinations with the DL method (3 trials per condition) and with Ultratrack (the corresponding comparison of pennation angle is shown in Figure 9). In each panel, which represents one trial, all fascicles detected by our approach are shown as individual dots, and the mean of all detected fascicles is also shown to make visual comparisons with Ultratrack easier. The number of muscle fascicles detected varied both within- and between trials/tasks. For example, the mean number of detected fascicles for the 6 tasks shown in Figure 8 were: 19.5 (MG passive), 9.5 (MG MVC), 7.4 (calf raise), 3.2 (MG walk), 12.9 (TA passive), and 14.2 (TA MVC). The effects of this variation can be seen in the mean traces shown in Figure 8. The mean absolute differences between the mean traces produced by our method and the Ultratrack traces were: 3.0 mm (MG passive), 3.3 mm (MG MVC), 2.9 mm (calf raise), 5.2 mm (MG walk), 4.9 mm (TA passive) and 6.0 mm (TA MVC). ICC values calculated for each panel in Figure 8 ranged between 0.45 and 0.98. Examples of tracked video output with our method can be seen in Supplementary video 1: [https://github.com/njcronin/DL_Track/blob/master/Supp_video_1.mp4](https://github.com/njcronin/DL_Track/blob/master/Supp_video_1.mp4).

4 Discussion

We present a deep learning approach for automating the analysis of muscle architecture from B-mode ultrasound images. The method is open-source, and we provide the trained models, Jupyter notebooks for analysing new images/videos, as well as the code and labelled data used to train the neural network models, allowing users to train their own. Our
method detects the locations of the superficial and deep aponeuroses, as well as multiple fascicle fragments per image. We found that for single images, the method gave results that did not statistically differ from those produced by a non-trainable automated method or manual analysis by human researchers. Similarly, for videos, there was strong overlap between the results produced with Ultratrack and our method, with a mean ICC across the 18 trials in Figure 8 of 0.73, despite the fact that each of these trials included hundreds of frames.

4.1 Analysis of single images

In some study designs, it is desirable to compute architectural parameters from single images, e.g. those taken from the same individual before and after an intervention, or at different stages of the ageing process. Here we compared our approach to our own existing SMA method [10] (which was primarily designed to process individual images), as well as to manual analysis, which is still arguably the most common method of computing architectural parameters. Despite the fact that the DL method detects multiple fascicles per frame across the width of the image, comparing the median value from this analysis with the other approaches generally revealed similar results for all parameters. For fascicle length, the mean difference between DL and other methods was 1.1 mm (vs. SMA) and 2.1 mm (vs. humans), although peak absolute differences were around 12 mm. For pennation angle, mean differences between DL and other methods were between 0 and 1°, and mean differences in muscle thickness were less than 0.2 mm for the DL comparisons.

As noted above, the DL approach is designed to allow multiple fascicles to be detected. In order to enable the above-mentioned comparisons, we used the median value of all detected fascicles, since the SMA method only outputs the orientation and length of a single fascicle from the mid-region of the image, and manual analysis involves a similar process. The averaging of multiple fascicles inevitably introduces some variability, because the number and location of fascicles detected by our method in any given image is not constant. It is therefore expected that the comparisons shown here would not yield identical results. Unfortunately, these comparisons cannot tell us how much of the differences are attributable to measurement errors, and how much is due to the detection of multiple fascicles. However, if desired, our method could be modified to only include one fascicle (e.g. the most central of those detected).
4.2 Analysis of videos

The effect of detecting a variable number of fascicles per image is particularly evident when analysing videos. In general, a larger number of individual fascicles were detected in slower movements, and fewer fascicles in faster movements such as walking. This variable number of fascicles contributes to the variability of the mean traces shown in Figure 8. We believe that the mean value (or median) is probably not the best metric to use with this approach, and it may instead be preferable to include all detected fascicles in any subsequent analysis (and report a range of lengths), or to group fascicles from different regions of an image. Alternatively, the user could restrict fascicle detection to a narrower region, which would likely result in fewer fascicles being detected, but potentially result in a more representative mean value.

When comparing the Ultratrack results with the mean fascicle length computed by our approach, the ICC values for the trials in Figure 6 varied widely, from 0.45 to 0.98. However, the use of the mean of all fascicles detected by our approach for comparison also had a large effect on the ICC values. In some frames, our method shows a bias toward detecting only longer or only shorter fascicles, resulting in a large jump in the mean signal, and in turn decreasing the ICC value when comparing to Ultratrack. We chose not to filter the mean traces produced by our approach in the interest of full disclosure, but also because it is not clear how to optimally filter a signal of this type whilst maintaining...
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4.3 Limitations and future work

Clearly, our approach detects fascicles from different regions in different frames, often in spite of the fact that two frames appear to be visually identical. This is naturally because of subtle differences in pixel values not detectable by our eyes, but also points to a limitation of this kind of supervised deep learning approach. This kind of algorithm essentially performs pattern recognition at scale. During the training process, the algorithm can only ‘learn’ patterns that are evident in the training dataset. Thus, when analysing new (previously unseen) images, the algorithm can easily be fooled into misclassifying, even by very subtle changes in pixel values. One solution to this problem is to add more labelled data during training, however it is not feasible to include labelled data that represent every possible variant of this kind of image. In the future, it is likely that different or complementary approaches, such as unsupervised learning [20] or causative reasoning [21], will be needed to allow truly robust algorithms to be developed. It should be noted that in some frames, no fascicles were detected by our method. In cases where no fascicles are detected, simple gap-filling procedures could be used, especially when this only happens for 1 or 2 frames at a time. Nonetheless, when collecting
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5 Conclusions

We present a fully automated, open source approach that provides fascicle length, pennation angle and muscle thickness, and works with single images and videos, as well as multiple superficial muscles. This method can be used by anyone with GPU access, or alternatively using the provided Google colaboratory version which includes free GPU access. It would also be straight-forward to expand this approach, e.g. by adding one’s own labelled training data, and using the supplied source code to train a new model. This method was designed for offline processing, but in theory, with sufficient hardware it could be possible to implement the approach in near real-time in order to provide online measures of muscle architecture.
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Figure 10: Example of all outputs that are stored in an xls file after analysing a video. A: fascicle length, B: pennation angle, C: x-axis location of each fascicle start point, D: x-axis location of each fascicle end point, E: thickness at the centre of the image. Mean traces are superimposed on each panel to make visualisation easier.