Design and proof of concept for silicon-based quantum dot quantum bits
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Abstract: Spins based in silicon provide one of the most promising architectures for quantum computing. Quantum dots are an inherently scalable technology. Here, we combine these two concepts into a workable design for a silicon-germanium quantum bit. The novel structure incorporates vertical and lateral tunneling, provides controlled coupling between dots, and enables single electron occupation of each dot. Precise modeling of the design elucidates its potential for scalable quantum computing. For the first time it is possible to translate the requirements of fault-tolerant error correction into specific requirements for gate voltage control electronics in quantum dots. We demonstrate that these requirements are met by existing pulse generators in the kHz-MHz range, but GHz operation is not yet achievable. Our calculations further pinpoint device features that enhance operation speed and robustness against leakage errors. We find that the component technologies for silicon quantum dot quantum computers are already in hand.

Quantum computing offers the prospect of breaking out of the classical von Neumann paradigm that dominates present-day computation. It would enable huge speedups of certain very hard problems, notably factorization. Constructing a quantum computer (QC) presents many challenges, however. Chief among these is scalability: the $10^6$ qubits needed for simple applications far exceed the potential of existing implementations. This requirement points strongly in the direction of Si-based electronics for QC. Silicon devices offer the advantage of long spin coherence times, fast operation, and a proven record of scalable integration.

Specific Si-based qubit proposals utilize donor-bound nuclear or electronic spins as qubits. However, quantum dots can also be used to house electron spins, and they have the advantage that the electrostatic gates controlling qubit operations are naturally aligned to each qubit. These proposals describe an intriguing possibility. Our aim here is to describe a new SiGe qubit design, and, just as importantly, to carry out detailed modeling of a specific design for the first time. Modeling provides a proof of principle, pinpoints problem areas, and suggests new directions.

The fundamental goal of our design is the ability to reduce the electron occupation of an individual dot precisely to one, as in vertically coupled structures. It may be possible to use the spin of multi-electron quantum dots as qubits, but single occupation is clearly desirable. The spin state “up” = $|0\rangle$ or “down” = $|1\rangle$, stores the quantum bit of information. At the same time, it is necessary to have tunable coupling between neighboring dots. This is achieved by controlled movement of electrons along the quantum well that contains two dots. The solution is to draw on two distinct quantum dot technologies: lateral and vertical tunneling quantum dots.
The design, shown in Fig. 1, incorporates a back-gate that serves as an electron reservoir, a quantum well that confines electrons vertically, and split top gates that provide lateral confinement by electrostatic repulsion. All semiconductor layers are formed of strain-relaxed Si\textsubscript{1-x}Ge\textsubscript{x} except the quantum well, which is pure, strained Si. Relaxation is achieved by step-graded compositional growth on a Si wafer. Here, we consider the composition \( x = 0.077 \), consistent with a quantum well band offset \( \Delta E_c \equiv 84 \text{ meV} \), with respect to the barriers.

Figure 1  Two implementations of a quantum dot quantum computer. The cross-section of the heterostructure shows, from bottom to top, a thick, \( n \)-doped, strain-relaxed Si\textsubscript{1-x}Ge\textsubscript{x} back-gate (blue), a 10 nm undoped Si\textsubscript{1-x}Ge\textsubscript{x} tunnel barrier (yellow), a 6 nm undoped Si quantum well (red), a 20 nm undoped Si\textsubscript{1-x}Ge\textsubscript{x} barrier (yellow), and lithographically-patterned metallic top-gates (green). All fabrication steps are based on standard technology. Not pictured is a thin Si capping layer. a, shows a side-view of the double quantum dot structure studied in this work. b, shows a top-view of a multidot device, demonstrating the scalability.

The novel feature of our design is the combined use of vertical tunnel coupling through the back gate, together with lateral coupling defined by the split top gates. To load a single electron into a dot, the gate potentials are adjusted so that single-electron filling is energetically favored. The energetic stability of such single-electron filling is computed below. In contrast with conventional, laterally coupled dots, we emphasize that no electrical connections are made to the quantum well layer. We shall limit our discussion in this paper to two qubits, though clearly the design is scalable. Two qubits are enough for implementation of all necessary gates. Readout requires more qubits and separate consideration.

The time evolution of the qubits is controlled by the exchange interaction, which is the spin-dependent part of the Coulomb interaction. For a two-electron system the interaction can be expressed as

\[ H_s(t) = J(t) S_1 \cdot S_2, \]

with the time-evolution operator,

\[ U(t) = \exp[i \int H_s(\tau) d\tau / \hbar]. \]

The exchange coupling, \( J \), is only appreciable when the electron wavefunctions overlap. It can be extinguished by raising an electrostatic barrier between the electrons, forcing them to separate. By using a coded qubit scheme\textsuperscript{11,12}, exchange coupling becomes the basis for both two-qubit gate operations like SWAP, as well as one-qubit operations like rotations. Since all quantum gates, including the controlled (C)-NOT, can be expressed as combinations of such
basic operations\textsuperscript{6,7}, the exchange coupling becomes a universal control element for quantum dot quantum computing\textsuperscript{11,12}.
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**Figure 2** Exchange coupling, $J$, computed for the double quantum dot device shown in Fig. 1a. The top-gate potentials, $V_{\text{out}}$ and $V_{\text{in}}$, are explained in the inset, while the back-gate is held to ground. Curve $AB$ marks the line of maximum stability for gate operation. (See Fig. 4.)

The mapping $J(V_1, V_2, \ldots)$ between the top-gate voltages and the exchange coupling succinctly characterizes the operation of the quantum computer. We have computed this mapping numerically for the device shown in Fig. 1a, obtaining exact solutions for the case of one electron per dot. The exchange coupling is calculated as the difference between the ground and first excited states energies: $J = E_{\text{trip}} - E_{\text{sing}}$\textsuperscript{6,7}. “Singlet” and “triplet” refer to the spin symmetry of the two-electron wavefunction. Significant numerical accuracy is required in the calculations because of the large difference in energy scales: $J / E_{\text{trip}} < 5 \times 10^{-4}$.

Figure 2 shows a map of the exchange coupling $J$ as a function of gate voltages. As we show below, Fig. 2 enables us to calculate error rates in the quantum gates due to noise or uncertainty in the gate voltages. To simplify the analysis, we have considered only two independent gate voltages, $V_{\text{out}}$ and $V_{\text{in}}$, corresponding to voltages on the outer four and inner two top-gates, respectively. (See inset.) The back-gate is set to ground. The trends observed in
Fig. 2 are consistent with previous studies, which use more idealized confinement potentials$^{6,7,13}$. For the case of zero magnetic field, studied here, the exchange coupling does not cross zero, in contrast with predictions for high fields$^{6,7,13}$. Thus exchanged-based gating can never be switched off completely. However $J$ can always be made arbitrarily small, by creating a large barrier. Indeed, this may be the most robust technique for controlling switch-off errors.

Figure 3 provides insight into the operation of the device. Results are shown for two configurations of the gate voltages, corresponding to points $A$ and $B$ in Fig. 2. For case $A$, corresponding to a low barrier ($|V_{in}|<<|V_{out}|$), the potential landscape becomes an elongated trough, with significant overlap of the electronic wavefunctions and a large exchange coupling ($J \equiv 20 \mu$ eV). For case $B$, corresponding to a high barrier ($|V_{in}|>>|V_{out}|$), the potential wells and the electrons are separate and distinct, with a vanishing exchange coupling. Because of the proximity of the electrons to the back-gate (~13 nm), the image charges in the conducting back-gate have a stronger effect than those in the top-gates. Consequently, screening of the Coulomb interactions occurs over length scales greater than 26 nm. The net effect is to amplify the features of the potential landscape in Fig. 3, as well as the switching characteristics of $J$. Hence, image charges are actually desirable, and control over screening forms a useful design tool.
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**Figure 3** Electrostatic potentials (left) and charge density maps (right), as computed in the center of the quantum well. Cases $A$ and $B$ correspond to the endpoints of the curve $AB$ shown in Fig. 2. The calculated exchange coupling, $J$, is given for both cases.
Errors will arise during the course of a quantum computation, some of which can be repaired, while others cannot. An example of the latter is “leakage,” in which a trapped electron is excited into a mode outside the qubit Hilbert space. This may happen, for example, by a transition of an electron to an orbitally excited state of the dot. Since most leakage cannot be corrected by quantum error correction (quantum “software”), it must be controlled via hardware design. The idea is to create an environment where the most dangerous excitations (low-lying orbital modes) occur well above the thermal energy scale. Fortunately, most excitations are separated from the ground state by at least 1 meV (12 K). For example, the closest lying orbital states are 1.5 meV (17 K) above the ground state, and do not pose a significant leakage danger for low temperature operation. However, there is a splitting of the ground state due to a weak conduction valley-orbit coupling. This valley-orbit coupling arises from the presence of a quantum well and an applied electric field from the top and back-gates\(^ {14} \). Such valley interference effects are known to cause erratic behavior in \( J \)\(^ {15} \). For the device studied here, the splitting is of order 0.06 meV (0.7 K), but can be increased by a factor of 5–10 by modifying the heterostructure architecture to allow larger electric fields. Thus, at sufficiently low temperatures, all orbital leakage is suppressed.

Figure 4  Excitation energy (stability energy) for changing the electron filling number in the quantum dot, plotted against gate potentials. The two-electron stability range is shown in blue, while the one-electron stability range is shown in red. Three-electron stability does not occur in the range of voltages shown here. Optimal two-electron stability occurs along curve \( AB \).
A second type of leakage error for spin qubits is associated with electron tunneling. The number of electrons per dot must remain fixed. In our device, the same gates that control the electron positions and the exchange coupling can also raise or lower the energy of the quantum well with respect to the tunnel-coupled back-gate. Normal gating procedures might therefore cause leakage. In Fig. 4 we have plotted the excitation energy for an electron in a double dot to tunnel into (or out of) the back-gate. The desired filling number for the double-dot (one electron per dot) remains stable over a wide range of gate voltages, with stability energies up to $3 - 4 \text{ meV}$. Tunneling is therefore not a particularly dangerous form of leakage. The band offset, $\Delta E_c$, which is determined by the Ge content of the barriers, is an important, tunable parameter for this calculation. By adjusting $\Delta E_c$, we can control the “ionization” energy for trapped electrons.

Quantum computing errors that can be repaired fall into two categories: decoherence errors, characterized by a coherence time, $\tau_\phi$, and gating errors that accumulate over many operations. Fault-tolerant techniques have been developed for correcting the errors, but these are only effective for error levels up to $10^{-4}$, or one accumulated error per $10^4$ operations\(^{16}\). In the coded qubit scheme, a two-qubit operation (like C-NOT) is composed of a sequence of order 10 exchange coupling primitives (like SWAP)\(^{12}\). The error level for such primitives should then be about $10^{-5}$, at least until error correction techniques can be optimized for this scheme.

The decoherence time $\tau_\phi$ associated with spin-phonon relaxation is large for electron spins in Si. For donor-bound electrons in bulk Si at low temperatures and fields, the spin-lattice relaxation time $T_1$ can be greater than 3000 s\(^{17}\). When uniaxial strain is applied, $T_1$ grows by many orders of magnitude\(^{18}\). Transverse spin relaxation, $T_2$, is a greater source of concern. On short time scales, there occurs a rapid but very incomplete dephasing, which does not interfere with error correction techniques\(^{19}\). Complete dephasing, which occurs over much longer time scales, involves several contributions that can be managed through engineering. We can utilize isotopically enriched $^{28}\text{Si}$ to reduce hyperfine couplings with $^{29}\text{Si}$ nuclear spins\(^{20}\). Compensation techniques, developed for nuclear magnetic resonance\(^{21}\), may be able to offset the dipole-dipole interactions between trapped electrons, though this remains controversial\(^{18,22}\). Increasing the barrier thickness curbs interactions with electrons in the tunnel-coupled back-gate. The limiting process for $T_2$ in a bulk Si device may therefore be the spin-lattice interaction\(^{19}\), such that $\tau_\phi \approx T_2 \approx T_1$. Confirmation of this point poses an important experimental challenge.

Accurate gating involves two steps: initial characterization of the exchange coupling between pairs of qubits, and precise implementation of the gate operations. We do not pursue the first issue here, although it forms an important and interesting field for future research. As a prototype for gate operations we consider $\sqrt{\text{SWAP}}$, as implemented with a pulse signal, $V_s(t)$. The particular shape of $V_s(t)$ is arbitrary, although the integrated pulse must satisfy the relation\(^{6}\)

$$\int_{\tau_s} J(V_s(t)) dt = \pi \hbar / 2.$$  

(1)

Here, $\tau_s$ is the switching time, and the function $J(V)$ was computed in Fig. 2. Fault-tolerant error correction requires that Eq. 1 should be satisfied to an accuracy of $10^{-5}$. 


The control pulse \( V(t) \) can never be implemented perfectly. The results from Fig. 2 allow us to specify performance criteria for control electronics. An exchange pulse of fixed area (see Eq. 1) can be shaped low and flat, such that errors in the pulse width are diluted to acceptable levels. For pulse width errors of 100 ps, available from commercial GHz pulse generators, error correction requires that the pulse length \( \tau_s > 10 \mu s \). Faster operation is possible, theoretically, but depends on tighter control of the pulse width. In addition to pulse width errors, we must also avoid gating errors associated with non-adiabatic switching: the exchange coupling should be turned on slowly. For a flat-top pulse of width 10 \( \mu s \), we estimate a minimum pulse edge of 10 ps. The flat-top shape is therefore realistic.

What are the error levels that can be tolerated in the applied gate voltages? The answer to this question is implementation-specific, and can only be determined via modeling. For a flat-top pulse of height \( J = \pi \hbar / 2 \tau_s \), fault tolerant error correction requires a pulse height variation of

\[
\delta V < 10^{-5} J / |\partial J / \partial V|.
\]  

(2)

To a good approximation, the function \( J(V) \) is exponential, \( J \equiv J_0 e^{-V/V_0} \), leading to the constraint \( \delta V < 10^{-5} V_0 \). Large nonlinearities in \( J(V) \) correspond to smaller \( V_0 \) and tighter voltage control requirements. Fitting the exponential form for \( J \) to different regions in Fig. 2 yields \( \delta V < 20 - 55 \text{ nV} \), or \( \delta V / V < 5 - 8 \times 10^{-7} \). For sub-kHz pulses (approaching DC), extremely high voltage accuracy can be achieved. For sub-MHz pulse generators, the desired accuracy levels fall nearly within the specifications of off-the-shelf electronics. For GHz operation, significant improvements will be required before Eq. 2 is satisfied.

Our calculations show that the key challenge for solid-state spin-based quantum computation is to develop devices in which the exchange coupling is insensitive to gate voltage uncertainty. At a simple level, the quantum dot structures should be optimized to increase \( V_0 \), which sets the scale for gate voltage accuracy requirements. The ultimate goal should be to “digitize” the gating function \( J(V) \). A possible solution could employ a bistable quantum dot design in which \( J \) is nearly zero over some range of gate voltage, and finite but constant in a different voltage range.

**Methods**

The electrostatics calculations are performed using finite-element software. Image potentials arising from the nontrivial gate structure are calculated self-consistently using Green’s functions. The quantum mechanical problem is approximated as a single envelope function, due to the absence of strong conduction valley-coupling mechanisms. A basis set of 18 single-electron Hartree-Fock wavefunctions is obtained in real space on an adaptive finite-element mesh. A basis of about 50 two-electron wavefunctions is constructed in the configuration interaction approach. The Hamiltonian matrix is then computed and diagonalized, giving an essentially exact result for the wavefunction.
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