Elucidating the finite temperature quasiparticle random phase approximation
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In numerous astrophysical scenarios, such as core-collapse supernovae and neutron star mergers, as in well as heavy-ion collision experiments, transitions between thermally populated nuclear excited states have been shown to play an important role. Due to its simplicity and excellent extrapolation ability, the finite-temperature quasiparticle random phase approximation (FT-QRPA) presents itself as an efficient method to study the properties of hot nuclei. The statistical ensembles in the FT-QRPA make the theory much richer than its zero-temperature counterpart, but also obscure the meaning of various physical quantities. In this work, we clarify several aspects of the FT-QRPA, including notations seen in the literature, and demonstrate how to extract physical quantities from the theory. To exemplify the correct treatment of finite-temperature transitions, we place special emphasis on the charge-exchange transitions described within the proton-neutron FT-QRPA (FT-PNQRPA). With the FT-PNQRPA built on the nuclear energy-density functional theory, we obtain solutions using a relativistic matrix approach and also the non-relativistic finite amplitude method. We show that the Ikeda sum rule is fulfilled with the proper treatment of de-excitations from thermally populated excited states. Additionally, we demonstrate the impact of these transitions on stellar electron capture (EC) rates in 58,78Ni. While their inclusion does not influence the EC rates in 58Ni, the rates in 78Ni are dominated by de-excitations for temperatures T > 0.5 MeV. In systems with a large negative Q-value, the inclusion of de-excitations within the FT-QRPA is necessary for a complete description of reaction rates at finite temperature.

I. INTRODUCTION

Nuclear decays from thermally populated excited states are ubiquitous, occurring in settings from heavy-ion fusion reactions in laboratories to extreme astrophysical environments such as supernovae and neutron star mergers [1–6]. The temperature-dependent mean field theory is a reasonable method for describing thermally equilibrated nuclear systems because its numerical efficiency scales slowly with system size, and symmetry-unrestricted mean field calculations with density-dependent effective interactions provide an accurate, microscopic description of nuclear structure and dynamics. Moreover, nuclear density functional theory (DFT) based on energy-density functionals (EDFs) with no connection to an underlying interaction can effectively incorporate correlations while still using the simple mean-field description [7–9].

One common approach to construct finite-temperature mean-field theories is based on statistical ensembles [2, 10, 11]. Expectation values of an operator at finite-temperature are taken with respect to the mean-field statistical density operator, which implies the Boltzmann weighted summation over quasiparticle states, assuming either the canonical or grand-canonical ensemble. In the case of superfluid nuclei, the finite-temperature Hartree-Fock-Bogoliubov (FT-HFB) equations were derived in Ref. [2, 10], having the same form as the zero-temperature HFB equations but involving temperature-dependent densities [2, 12–15]. On the other hand, instead of using the statistical ensembles one can use the notion of a thermal vacuum within the thermo-field dynamics (TFD) [16, 17]. The thermal vacuum within TFD is defined such that it yields expectation values equivalent to the corresponding statistical ensemble thermal averages. To this aim, the dimension of the original Hamiltonian is doubled by introducing the so-called fictitious system operators. The thermal vacuum is then constructed by a Bogoliubov transformation between original and fictitious system operators.

The finite-temperature quasiparticle random-phase approximation (FT-QRPA) is the linearized time-dependent FT-HFB theory. Its zero-temperature limit is well known for its success in describing small-amplitude collective motion [9, 18]. The FT-QRPA, much like FT-HFB, can be built either using statistical ensembles [19, 20] or by the TFD formalism (also known as the thermal QRPA or TQRPA) [21]. The latter is achieved by introducing the phonon creation operator containing combinations of both the original and fictitious quasiparticle operators and diagonalizing the corresponding residual interaction Hamiltonian in that basis. Thus, the transitions between the original one-phonon states are described as excitations while the transitions to fictitious one-phonon states represent de-excitations (transitions with energy below the Q-value threshold). The TFD formulation has been applied to study the thermal evolution of the multipole strength functions and weak-interaction rates in numerous works [22–29].

The FT-QRPA, based on taking the FT-HFB ther-
nal averages, was derived in Ref. [20], with a plethora of implementations employing various model interactions. Especially significant are the early implementations based on schematic models [19, 30–33] and recent self-consistent implementations based on nuclear EDFs, both non-relativistic [34–38] and relativistic [39–42]. Furthermore, in the recent works of Refs. [43–47] the finite-temperature nuclear response is formulated beyond the one-loop approximation of the FT-QRPA within the finite-temperature relativistic time-blocking approximation (FT-RTBA).

The FT-QRPA based on thermal averages is, however, conceptually difficult to interpret. Furthermore, several different notations have been used for the FT-QRPA, and the connection between these notations has not been explicitly clarified. Especially confusing is the use of the so-called thermal prefactor which multiplies the overall strength function. It is defined as \( (1 - e^{-\beta\omega})^{-1} \) where \( \omega \) is the excitation energy and \( \beta = 1/(k_B T) \), \( T \) being the temperature and \( k_B \) the Boltzmann constant. This prefactor, which is typically derived by invoking the principle of detailed balance [19, 20, 24, 48], has not been consistently included in FT-QRPA calculations. In part, this may be attributed to uncertainty as to whether detailed balance applies in specific physical applications, such as weak reactions in stellar environments. The thermal prefactor significantly modifies low-lying strength at finite-temperature, as was exemplified in Refs. [44, 48], so its use should be understood and justified. In addition to the prefactor, the identification of transitions in FT-QRPA strength function is also difficult. In a shell model calculation, for example, every transition is finite-temperature relativistic time-blocking approximation of the FT-QRPA within the finite-temperature nuclear response is formulated beyond the one-loop approximation of the FT-QRPA within the finite-temperature relativistic time-blocking approximation (FT-RTBA).

Section III demonstrates how the FT-QRPA approximates the exact linear response function and explains how to extract physical quantities from it. To illustrate the discussion in Sec. III, we calculate Gamow-Teller strength functions using the charge-exchange FT-QRPA in Sec. IV. We discuss the results in the context of the Ikeda sum rule, which is derived in the present formulation of the FT-QRPA (with additional details in Appendices B and C), and show that it is fulfilled if the FT-QRPA strength function is treated correctly. Finally, in Sec. V we study implications for the temperature evolution of stellar EC rates in \(^{58,78}\)Ni.

II. PROPERTIES OF THE FT-QRPA

A. Finite-temperature linear response

The seminal work of Ref. [20] derived the linear response equations for FT-HFB ensembles [10]. There, the resulting expressions are given in a particular temperature-symmetric form. In this work, however, we focus on a less symmetrical but more general form and discuss how it relates to Ref. [20]. To see this temperature symmetry more clearly, we keep all temperature-dependent factors separate from temperature-independent factors in our discussion, except when indicated by a tilde.

The FT-HFB linear response equations are derived by linearizing the time-dependent FT-HFB equations. We can write the result from Ref. [20] compactly as,

\[
\bar{\hat{S}} - \omega \bar{M} | \omega \bar{R} = -T \bar{F}(\omega) \\
\bar{S} \equiv T \mathcal{H} + \mathcal{E}, \quad \bar{S} \equiv T \bar{\delta} R,
\]

where above matrices and vectors are defined in an extended 4-component supermatrix space whose elements live in an enlarged two-quasiparticle space. The matrix \( \mathcal{H} \) represents the residual interaction, where expressions for its sub-matrices appear in Appendix B of Ref. [20], while the quantity \( T \) takes the role of the metric in the 4-component supermatrix space. Matrix elements of \( T \) and \( \mathcal{E} \) depend on the quasiparticle occupations, \( f_\alpha = [1 + \exp(E_\alpha/k_B T)]^{-1} \), and energies, \( E_\alpha \), for two quasiparticles. Using the abbreviations \( E^{\pm}_{\alpha\beta} \equiv E_\alpha \pm E_\beta \) and \( f_{\alpha\beta}^\pm \equiv f_\alpha \pm f_\beta \), the matrices in Eq. (1) are defined as,

\[
T_{\alpha\beta,\gamma\delta} = \text{diag}[f_{\alpha\beta}, (1 - f_{\alpha\beta}), (1 - f_{\alpha\beta}), f_{\beta\alpha}|\delta_{\gamma\delta} \\
\mathcal{E}_{\alpha\beta,\gamma\delta} = \text{diag}[E^{+}_{\alpha\beta}, E^+_{\alpha\beta}, E^-_{\alpha\beta}, E^-_{\alpha\beta}|\delta_{\gamma\delta} \\
M_{\alpha\beta,\gamma\delta} = \text{diag}[1, 1, 1, -1]|\delta_{\alpha\beta,\gamma\delta} \\
\mathcal{H}_{\alpha\beta,\gamma\delta} = \frac{\partial H_{\alpha\beta}}{\partial R_{\gamma\delta}}.
\]

Finally, the vectors in Eq. (1) are the density response, \( \delta R_{\alpha\beta}(\omega) = (P_{\alpha\beta}, X_{\alpha\beta}, Y_{\alpha\beta}, Q_{\alpha\beta}) \), and the external field, \( \bar{F}_{\alpha\beta}(\omega) = (F_{\alpha\beta}^{11}, F_{\alpha\beta}^{20}, F_{\alpha\beta}^{02}, F_{\alpha\beta}^{12}) \).

This paper is structured as follows: In Sec. II we expand on the notation and properties of the FT-QRPA seen in the literature, supplemented with Appendix A.
The connection to Ref. [20] comes from imposing restrictions on the form of $T$ and grouping the temperature-dependent factors in a particular way. Assuming the system is not degenerate, without loss of generality we can construct the two-quasiparticle basis $\{ \alpha, \beta \}$ in an order such that $E_\alpha > E_\beta$. Then $T$ is positive definite, and we may define powers of $T$ in the sense that $T = T^{1-p} T^p$ for $0 \leq p \leq 1 \in \mathbb{R}$. By eliminating a factor of $T^{1-p}$ on the left from both sides, we see that Eq. (1) is just one of an infinite class of equations defined by different temperature dependence:

$$
\begin{align*}
\left[ S_p - \omega M \right] \delta R_p(\omega) &= -T^p F(\omega) \\
S_p &\equiv T^p HT^{1-p} + \varepsilon, \quad \delta R_p \equiv T^p \delta R.
\end{align*}
$$

Equation (1) corresponds to $p = 1$. The only member of this class of equations that contains a Hermitian $\tilde{S}_p$ is the one where $p = 1/2$, which is exactly the temperature-symmetric set of equations discussed in Ref. [20].

We note that if $T$ is positive semidefinite (e.g., due to degeneracies) this gives rise to redundant degrees of freedom for which the linear response equations read $0 = 0$. In these situations, we must work in the reduced space of non-trivial degrees of freedom for the above arguments to hold. Otherwise a power of $T$ cannot formally be factored out of Eq. (1).

Before moving on to discuss the FT-QRPA equations, we wish to mention an additional way to view Eq. (1). Aside from the $p = 1/2$ formulation discussed above, there is only one other possible formulation of the finite-temperature linear response equations that is based on a Hermitian matrix. It comes from grouping the temperature dependence into the metric to re-write the equations as,

$$
\begin{align*}
\left[ \tilde{S}_M - \omega \tilde{M} \right] \delta R(\omega) &= -T F(\omega) \\
\tilde{S}_M &\equiv THT + \varepsilon T, \quad \tilde{M} \equiv MT.
\end{align*}
$$

The temperature-dependent metric is also used, for example, in the thermal RPA theory developed in Ref. [52]. As we will show, the properties of the FT-QRPA matrix arising from this formulation are more natural to compare to those of the zero-temperature equations.

We emphasize that, while Eq. (1) is always true (it is simply the linear response of the FT-HFB theory), the other formulations based on $\tilde{S}_M$ or $\tilde{S}_{p \neq 1}$ require careful treatment of the matrix $T$. In the latter formulation, it must be constructed in a basis ordered such that $T$ is positive definite so that $T^p$ is well-defined for non-integer $p$. Moreover, in both formulations we must be careful to work only with non-trivial degrees of freedom, which may be a sub-block of the full two-quasiparticle space. The original formulation, Eq. (1), is more useful in approaches that solve the linear response equations directly, such as those based on the finite amplitude method [53–55]. Formulations based on the Hermitian matrices $\tilde{S}_M$ or $\tilde{S}_{p = 1/2}$ are better used in matrix methods which solve the FT-QRPA eigenvalue problem. Thus, the connection between all formulations is important to illustrate. In the following sections we focus on the original formulation, Eq. (1), and then discuss how it relates to the $p$-dependent (Eq. (3)) and temperature-dependent metric (Eq. (4)) formulations.

## B. Finite-temperature QRPA

The free response of Eq. (1) results in the FT-QRPA equations, a non-Hermitian eigenvalue problem which reads,

$$
(M S) \delta \tilde{R}_k = \Omega_k \delta \tilde{R}_k.
$$

Again, we see that by taking the appropriate basis order and non-trivial sub-space we can eliminate a factor of $T^{1-p}$ on the left from both sides of this equation to get a family of eigenvalue problems for the matrix $M \tilde{S}_p$. These matrices share the same eigenvalues as in Eq. (5), but have eigenvectors $\delta \tilde{R}_p = T^p \delta \tilde{R}_k$ that differ in the temperature dependence. Similarly, under the same assumptions we may multiply both sides of Eq. (5) by $T^{-1}$ to show that $M^{-1} \tilde{S}_M$ also shares the same eigenvalues and has temperature-independent eigenvectors $\delta \tilde{R}_k$.

Having different eigenvectors for the different formulations raises the question as to whether these eigenvalue problems are strictly equivalent. To address this, we examine several properties of the $p$-dependent class of equations in Appendix A. There we show that all physical quantities are independent of $p$, and therefore the formulations are indeed equivalent. For example, we show that the scalar product of left and right eigenvectors is independent of $p$. Furthermore, if the conditions are met such that the eigenvectors are orthogonal, this scalar product defines the normalization condition

$$
(\delta \tilde{R}_k)^\dagger MT \delta \tilde{R}_l = \delta_{kl},
$$

which is also independent of $p$. The same results follow immediately for solutions of the temperature-dependent metric formulation, where the eigenvectors are temperature-independent and the metric becomes $\tilde{M} = MT$.

It is also instructive to discuss here the equivalence of the stability condition for the different formulations. In Appendix A we prove that the stability for all formulations depends only on the Hermitian matrix $\tilde{S}_M$, and can be stated concisely as,

$$
\tilde{S}_M > 0.
$$

If $\tilde{S}_M$ is positive-definite, it follows that the eigenvalues of $M^{-1} \tilde{S}_M$ and $M \tilde{S}_p$ are real, and the sign of the eigenvalue matches the sign of the norm of the corresponding eigenvector. An identical statement can be made about the zero-temperature QRPA [56], whose stability matrix is $S$ and eigenvalue problem is for $MS$. 
With these considerations, we argue that the formulation that uses the temperature-dependent metric is the most natural version of the FT-QRPA. The other formulations require some careful treatment of the temperature dependence in the eigenvectors, which can differ between left and right eigenvalue problems for non-Hermitian $\hat{S}_p$. On the other hand, $\hat{S}_M$ is both Hermitian and coincides with the stability matrix, and $\hat{M}^{-1}\hat{S}_M$ has temperature-independent eigenvectors. Therefore the properties of FT-QRPA eigenvalue problem in this formulation directly mirror those of the zero-temperature problem, so long as we work in the expanded $4 \times 4$ supermatrix space and use the temperature-dependent metric $\hat{M}$.

## C. FT-QRPA strength function

In this section we discuss the FT-QRPA transition strength function. With the spectral decomposition of the FT-QRPA matrix, we can formally invert $[\hat{S} - \omega \hat{M}]$ in Eq. (1) to express the response function (i.e., the Greens function), $\hat{G}(\omega)$, in terms of FT-QRPA eigensolutions. The response function is defined as the connection between the external field and the density response, $\delta \hat{R}(\omega) = \hat{G}(\omega) \hat{F}$. In the case of Eq. (1), it is,

$$\hat{G}(\omega) = -T\chi(\hat{O} - \omega)^{-1} M^T \chi^T T,$$

(8)

where $T\chi$ is a matrix whose columns are right eigenvectors of $M\hat{S}$, and $\hat{O} = \text{diag}(\Omega_{k-}, \Omega_{k+}, -\Omega_{k+}, -\Omega_{k-})$ is a matrix of the corresponding eigenvalues [20]. To write Eq. (8) we used the orthogonality relation (cf. Appendix A Property 2) to express the inverse of $T\chi$ in terms of its adjoint, $(T\chi)^{-1} = M^T \chi^T M$, where $M^T$ has the same form as $M$ but has the dimension of the eigenvalue problem.

The eigenvalues $\Omega_{k+i}$ are equal to $E_a + E_\beta$ in the FT-HFB limit and represent the usual transitions from the ground state to excited states. $\Omega_{k-}$ are new at finite temperature. They equal $E_a - E_\beta$ in the FT-HFB limit, and come from excitations among thermally populated excited states. If the stability condition in Eq. (7) is met, then $\Omega_{k+} > 0$ and the $\Omega_{k-}$ fall in-between the $\Omega_{k+}$.

Now, the transition strength function contains squared transition amplitudes. The zero-temperature strength is typically expressed as $|\langle k | \hat{F} | 0 \rangle|^2$, where $|k\rangle$ is a QRPA phonon, $|0\rangle$ is the QRPA ground state, and $\hat{F}$ is an external field. For an analogous expression at finite temperature, we examine the FT-QRPA equations of motion [20],

$$\langle [\delta \Gamma^k, [H, \Gamma^k]] \rangle = \Omega_k \langle [\delta \Gamma^k, \Gamma^k] \rangle$$

(9)

where

$$\Gamma^{k\dagger} = \sum_{\beta < \alpha} P_{\alpha\beta} \bar{a}_\alpha^\dagger \bar{a}_\beta + X_{\alpha\beta} \bar{a}_\alpha^\dagger \bar{a}_\beta^\dagger - Y_{\alpha\beta} \bar{a}_\alpha \bar{a}_\beta - Q_{\alpha\beta} \bar{a}_\alpha^\dagger \bar{a}_\beta$$

(10)

is an operator that creates a phonon in an ensemble where quasiparticle $\alpha$ has occupation $f_\alpha$. The ensemble average $\langle \rangle$ means to trace with the FT-HFB statistical density operator,

$$\langle O \rangle \equiv \text{Tr}[O \hat{D}]$$

(11)

and $\hat{D}$ takes the well known form [10],

$$\hat{D} = \frac{e^{-\beta H_{\text{HF}}}}{\text{Tr}[e^{-\beta H_{\text{HF}}}]},$$

(12)

From the equations of motion, the FT-QRPA amplitudes can be written [20]

$$\langle [a_{\beta}^\dagger a_{\alpha}, \Gamma^k] \rangle = (f_\beta - f_\alpha) P_{\alpha\beta}^k,$$

$$\langle [a_{\alpha} a_{\beta}, \Gamma^k] \rangle = (1 - f_\alpha - f_\beta) X_{\alpha\beta}^k,$$

$$\langle [a_{\alpha}^\dagger a_{\beta}^\dagger, \Gamma^k] \rangle = (1 - f_\alpha - f_\beta) Y_{\alpha\beta}^k,$$

$$\langle [a_{\alpha}^\dagger a_{\beta}, \Gamma^k] \rangle = (f_\beta - f_\alpha) Q_{\alpha\beta}^k,$$

(13)

and we can express the finite-temperature analogue of the zero-temperature transition matrix element $\langle 0 | \hat{F} | k \rangle$ as,

$$\langle 0 | \hat{F} | \Gamma^k \rangle = \hat{F}^\dagger \delta \hat{R}^k = \sum_{\beta < \alpha} F_{\alpha\beta}^{11}(f_\beta - f_\alpha) P_{\alpha\beta}^k + F_{\alpha\beta}^{02}(1 - f_\beta - f_\alpha) X_{\alpha\beta}^k$$

$$+ F_{\alpha\beta}^{20}(1 - f_\beta - f_\alpha) Y_{\alpha\beta}^k + F_{\alpha\beta}^{1\dagger}(f_\beta - f_\alpha) Q_{\alpha\beta}^k,$$

(14)

As discussed in Appendix A, this physical result can be obtained from any formulation by tracing the eigenvector with the appropriate factor of $T$.

From here it is evident that a function of squared transition amplitudes must be quadratic in $T$ and $\hat{F}$. For Eqs. (1) and (8) we need only trace the density response with the external field, which gives,

$$\tilde{S}_F(\omega) = \hat{F}^\dagger \hat{G}(\omega) \hat{F} = \hat{F}^\dagger \delta \hat{R}(\omega)$$

$$= \sum_{k \neq 0} \left| \langle [\Gamma^k, \hat{F}] \rangle \right|^2 \left( \frac{1}{\omega - \Omega_k} - \frac{1}{\omega + \Omega_k} \right)$$

(15)

where the sum is over FT-QRPA modes with positive eigenvalues.

As for the $p$-dependent formulations, the Greens function is not unique. It becomes $\tilde{G}_p(\omega) = -T^p \chi(\hat{O} - \omega)^{-1} M^p \chi^T T$, and the strength function is thus obtained as $\tilde{S}_F(\omega) = (T^{1-p} \hat{F})^\dagger \delta \hat{R}_p(\omega)$. Similarly, for the temperature-dependent metric formulation, the Greens function takes the form $\tilde{G}_M(\omega) = -\chi(\hat{O} - \omega)^{-1} M^T \chi^T T$, and the strength function is $\tilde{S}_F(\omega) = (T \hat{F})^\dagger \delta \hat{R}_M(\omega)$. In all cases, we are able to arrive at the same strength function, Eq. (15).
III. TRANSITIONS IN THE FT-QRPA

A. Exact transition strength

To elucidate the meaning of some of the quantities discussed in the previous section, we briefly review some expressions from the exact linear response of a finite-temperature ensemble. The exact finite-temperature response function is [48, 57]

$$
\tilde{G}_{\mu\nu',\nu''}^{\epsilon'}(\omega) = \frac{1}{Z} \sum_{i,f} e^{-\beta \omega_i} \left[ \langle i | a_{\mu}^+ a_{\mu} | f \rangle \langle f | a_{\mu'}^+ a_{\mu'} | i \rangle \right] \frac{\omega - (\omega_f - \omega_i)}{\omega + (\omega_f - \omega_i)} \tag{16}
$$

where $Z$ is the partition function, $| i \rangle$ and $| f \rangle$ are exact eigenstates of the Hamiltonian, and $\omega_i$ and $\omega_f$ are their eigenvalues. The exact finite-temperature strength function is then,

$$
\tilde{S}^e(\omega) = \sum_{\mu'\mu'\nu'\nu} \tilde{G}_{\mu\nu',\nu''}^{\epsilon'} F_{\mu\nu'} \tag{17}
$$

On the real axis, the imaginary part of this function is related to the distribution,

$$
\frac{d B' \pm}{d \omega} = \frac{1}{\pi} \text{Im}[\tilde{S}^e(\omega)]
$$

$$
= \frac{1}{Z} \sum_{i,f} e^{-\beta \omega_i} \left[ \frac{|\langle f | \hat{F} | i \rangle|^2}{\omega - (\omega_f - \omega_i)} - \frac{|\langle f | \hat{F}^{\dagger} | i \rangle|^2}{\omega + (\omega_f - \omega_i)} \right] \tag{18}
$$

where all terms in Eq. (18) are defined at both positive and negative $\omega$. The prime emphasizes that Eq. (18) differs from the physical strength distribution $dB/d\omega$. At zero temperature, we need only to consider positive $\omega$, and the physical transition strength distribution is directly related to the imaginary part of the strength function at these energies. However, at finite temperature there is the possibility that a thermally populated excited state will transition to a state of lower energy. This is evident by the double sum over both $i$ and $f$, which implies that both excitations — transitions from $| i \rangle$ to $| f \rangle$ — as well de-excitation — transitions from $| f \rangle$ to $| i \rangle$ — are included. The de-excitation transitions have negative energies.

To make the distinction between excitations and de-excitation more obvious, we rewrite Eq. (18) with a sum over only unique pairs of states. We then have terms for excitations induced by the external field $\hat{F}$ (denoted with a superscript +),

$$
\frac{d B^+}{d \omega}(\hat{F}) = \frac{1}{Z} \sum_{i < f} e^{-\beta \omega_i} |\langle f | \hat{F} | i \rangle|^2 \delta(\omega - (\omega_f - \omega_i))
$$

$$
= \frac{1}{Z} \sum_{i < f} e^{-\beta \omega_i} |\langle f | \hat{F} | i \rangle|^2 \delta(\omega - (\omega_f - \omega_i)) \tag{19}
$$

and terms for de-excitation (denoted with a superscript −),

$$
\frac{d B^-}{d \omega}(\hat{F}) = \frac{1}{Z} \sum_{i < f} e^{-\beta \omega_i} |\langle f | \hat{F}^{\dagger} | i \rangle|^2 \delta(\omega + (\omega_i - \omega_f))
$$

The full Eq. (18) can then be re-written as,

$$
\frac{d B'}{d \omega} = \left( \frac{d B^+}{d \omega}(\hat{F}) + \frac{d B^-}{d \omega}(\hat{F}) \right)
$$

$$
= \left( \frac{d B^+}{d \omega}(\hat{F}) - \frac{d B^-}{d \omega}(\hat{F}) \right)
$$

Let us now consider a single energy $\omega_{fi} = \omega_f - \omega_i$. The transition strength evaluated at this energy reads,

$$
\frac{d B'}{d \omega} \bigg|_{\omega=\omega_{fi}} = \left( \frac{d B^+}{d \omega}(\hat{F}) - \frac{d B^-}{d \omega}(\hat{F}) \right) \bigg|_{\omega=\omega_{fi}} \tag{20}
$$

This demonstrates that Eq. (18) on its own is not exactly equal to the physical strength distribution. At a given energy, the de-excitation strength for the reverse process governed by $\hat{F}^{\dagger}$ interferes with the excitation strength for the forward process, $\hat{F}$, and vice versa. We can, however, eliminate the reverse process contributions very easily. Since $|\langle f | \hat{F}^{\dagger} | i \rangle|^2 = |\langle i | \hat{F} | f \rangle|^2$, and through the delta function $\omega = \omega_{fi}$, we can show that

$$
e^{-\beta \omega} \frac{d B^+}{d \omega}(\hat{F}) \bigg|_{\omega=\omega_{fi}} = \frac{d B^-}{d \omega}(\hat{F}) \bigg|_{\omega=\omega_{fi}}, \tag{23}
$$

where $e^{-\beta \omega} = e^{-\beta \omega_f} / e^{-\beta \omega_i}$ is simply the ratio of the ensemble weights for the states $| i \rangle$ and $| f \rangle$ involved in the transition. Such a relation is often assumed on the basis of detailed balance [20, 24, 58], but for Eq. (18) it holds even without this assumption. The expression here and from detailed balance have identical forms because, in the case of the grand canonical ensemble, the ensemble weights are Boltzmann factors.

Thus, for a given $\omega$, the second term in Eq. (17) contributes the same as the first term, up to the factor $e^{-\beta \omega}$. We can therefore express the strength function as,

$$
\tilde{S}^e(\omega) = \frac{1}{Z} \sum_{i,f} e^{-\beta \omega_i} \left[ \frac{|\langle f | \hat{F} | i \rangle|^2}{\omega - (\omega_f - \omega_i)} \left[ 1 - e^{-\beta \omega} \right] \right] \tag{24}
$$

It is now clear that the physical strength distribution for the forward process (which still contains both excitations
and de-excitations), is obtained from $\tilde{S}^e(\omega)$ through

$$
\frac{dB}{d\omega} = -\frac{1}{\pi} \text{Im} \left[ \frac{\tilde{S}^e(\omega)}{1 - e^{-\beta \omega}} \right]
= \frac{1}{Z} \sum_{i,f} e^{-\beta \omega_i} |\langle f | \hat{F} | i \rangle|^2 \delta(\omega - (\omega_f - \omega_i)).
$$

(25)

To summarize, we have shown that some of the physical strength comes from de-excitations, which are located at $\omega < 0$, in addition to excitations at $\omega > 0$. The imaginary part of the response function is related to a distribution that contains contributions from the forward and reverse processes. At zero temperature, these contributions are well separated, but at finite temperature they interfere. However, the interfering contributions are related by their ensemble weights, which can be used to eliminate the unwanted strength. This is the source of the thermal prefactor, $(1 - e^{-\beta \omega})^{-1}$, which must be included to obtain the physical strength distribution, as in Eq. (25).

B. Comparison to FT-QRPA

We now wish to leverage our understanding of the exact transition strength distribution to identify where the various contributions appear in the FT-QRPA. From Eq. (15) we see that the exact distribution in Eq. (18) is approximated in the FT-QRPA by

$$
\frac{dB'}{d\omega} \approx \sum_{k \leq 0} |\langle [\Gamma^k, \hat{F}] \rangle|^2 \delta(\omega - \Omega_k) - |\langle [\Gamma^k, \hat{F}^\dagger] \rangle|^2 \delta(\omega + \Omega_k).
$$

(26)

Using Eq. (21) to relate FT-QRPA expressions to the exact expression at the same energies, we have

$$
\frac{dB^+}{d\omega} (\hat{F}) - \frac{dB^-}{d\omega} (\hat{F}^\dagger) \approx \sum_{k \geq 0} |\langle [\Gamma^k, \hat{F}] \rangle|^2 \delta(\omega - \Omega_k), \quad \omega > 0
$$

(27)

\[
\frac{dB^+}{d\omega} (\hat{F}^\dagger) - \frac{dB^-}{d\omega} (\hat{F}) \approx \sum_{k \leq 0} |\langle [\Gamma^k, \hat{F}^\dagger] \rangle|^2 \delta(\omega + \Omega_k), \quad \omega < 0.
\]

Coupled with Eq. (23), we can now make the following claims about what the FT-QRPA quantities approximate:

$$
\left| \frac{\langle [\Gamma^k, \hat{F}] \rangle}{1 - e^{-\beta \omega}} \right|^2 \approx \frac{1}{Z} \sum_{i < f} e^{-\beta \omega_i} |\langle f | \hat{F} | i \rangle|^2 \quad \forall \quad (\omega_f - \omega_i) \approx \Omega_k > 0
$$

(28)

$$
\left| \frac{\langle [\Gamma^k, \hat{F}^\dagger] \rangle}{1 - e^{-\beta \omega}} \right|^2 \approx \frac{1}{Z} \sum_{i < f} e^{-\beta \omega_f} |\langle i | \hat{F} | f \rangle|^2 \quad \forall \quad (\omega_i - \omega_f) \approx -\Omega_k < 0.
$$

Clearly, in the FT-QRPA we still need to include strength due to de-excitations at $\omega < 0$. We also need the thermal prefactor to eliminate interference due to the reverse process. We should therefore continue to use Eq. (25) to compute the physical strength distribution from the FT-QRPA strength function.

The relations in Eq. (28) are somewhat unusual because some of the physical strength comes from both terms in the strength function. In contrast, at zero temperature only the term at $\omega > 0$ is used, and the one at $\omega < 0$ is considered unphysical and neglected. Further adding to the confusion, at finite temperature the de-excitations are located at $\omega < 0$, but all stable FT-QRPA eigenvalues are positive. To clarify these issues, we examine the energy-weighted sum rule.

The exact sum rule is related to the first moment of the physical strength distribution,

$$
\Sigma^1 = \int_{-\infty}^{+\infty} d\omega \, \omega \frac{dB}{d\omega} = \frac{1}{Z} \sum_{i,f} e^{-\beta \omega_i} |\langle f | \hat{F} | i \rangle|^2 (\omega_f - \omega_i).
$$

(29)

This can be expressed as a double commutator, which reads,

$$
\Sigma^1 = \frac{1}{2} \left\langle \left[ \hat{F}^\dagger, [H, \hat{F}] \right] \right\rangle.
$$

(30)

In the FT-QRPA we can evaluate the double commutator using a generalization of Thouless’ theorem [20, 59, 60],

$$
\left\langle \left[ \hat{F}^\dagger, [H, \hat{F}] \right] \right\rangle = \sum_{k \leq 0} \Omega_k \left( |\langle [\Gamma^k, \hat{F}] \rangle|^2 + |\langle [\Gamma^k, \hat{F}^\dagger] \rangle|^2 \right).
$$

(31)

Using the relations in Eq. (27), with a little algebra we can show that the FT-QRPA sum rule approximates the
exact relation,
\[ \sum_{k: \pm > 0} \Omega_k \left( \left| \langle \Gamma^k, \hat{F} \rangle \right|^2 + \left| \langle \Gamma^k, \hat{F}^\dagger \rangle \right|^2 \right) \approx \left( \frac{d B^+}{d \omega} (\hat{F})(\omega_f - \omega_i) + \frac{d B^-}{d \omega} (\hat{F})(\omega_i - \omega_f) \right) + \text{h.c.}. \] 
Note that the \( \omega_f - \omega_i \) terms fall under the sums in Eqs. (19) and (20). Through this exercise we can see how even though we only sum over \( \Omega_{k: \pm} > 0 \), because the ensemble averages contain an interference between forward and reverse processes, we still get the correct contributions from de-excitations at \( \omega < 0 \). They originate from the term proportional to \( \hat{F}^\dagger \) in the FT-QRPA strength function, Eq. (15).

IV. GAMOW-TELLER STRENGTH AND SUM RULE

In this section we apply the formalism outlined in this work to the calculation of the charge-exchange Gamow-Teller (GT) strength functions. The GT transitions correspond to coupling the total angular momentum and parity to \( J^P = 1^+ \) with the total isospin \( T = 0 \) and spin \( S = 1 \). The external field operator takes the well known form \( \hat{\sigma} \tau_z \) representing GT excitation, where \( \hat{\sigma} \) is the Pauli spin matrix and \( \tau_z \) is the isospin raising (lowering) operator. The GT+ transition corresponds to the change of isospinproject \( \Delta T_z = +1 \) and describes transitions between proton to neutron states \( p \rightarrow n \), while the opposite is true for GT−. It is important to note that GT transitions connect nuclei with different charges and therefore different ground states. We demonstrate that the Ikeda sum rule [61] is satisfied within the present formalism and perform calculations of the GT strength in \( {}^{58}\text{Ni} \) employing both the relativistic matrix FT-PNQRPA and non-relativistic finite-temperature change-changing finite amplitude method (FT-PNFAM).

A. Ikeda sum rule with FT-QRPA

The zeroth moment of the physical strength distribution is given by
\[ \Sigma^0 = \int_{-\infty}^{\infty} d \omega \frac{d B}{d \omega} = \frac{1}{Z} \sum_i \int e^{-\beta \omega_i} |\langle f | \hat{F} | i \rangle|^2. \] 
In order to derive the Ikeda sum rule, the external field operator assumes the GT form \( \hat{F} = \hat{\sigma} \tau_z \). The Ikeda sum rule is then defined by the difference [61]
\[ \Sigma^0(\hat{F}) - \Sigma^0(\hat{F}^\dagger) = \langle [\hat{F}^\dagger, \hat{F}] \rangle, \]
where we have used the definition of the finite-temperature density operator \( \hat{D} = \frac{1}{Z} \sum_i e^{-\beta \omega_i} |i \rangle \langle i| \) and definition of the thermal average (cf. Eq. (11)). At this point we approximate the thermal average using the statistical density operator of independent quasiparticles in Eq. (12). The external field operator in the proton-neutron quasiparticle basis takes the form
\[ \hat{F} = \sum_{\nu} F_{\nu}^{\dagger} \delta a_{\nu}^\dagger + F_{\nu} \delta a_{\nu} + F_{\nu}^{\dagger} \delta a_{\nu}^\dagger + F_{\nu} \delta a_{\nu} + F_{\nu}^{\dagger} \delta a_{\nu}^\dagger, \] 
where \( \pi \) (\( \nu \)) denote proton and neutron quasiparticles, respectively. We can evaluate the ensemble averages \( \langle \hat{F}^\dagger \hat{F} \rangle \) and \( \langle \hat{F}^\dagger \hat{F} \rangle \) using the expressions \( \langle a_{\nu}^\dagger a_{\beta} \rangle = f_{\alpha} \delta_{\alpha \beta} \) and \( \langle a_{\alpha} a_{\beta} \rangle = (1 - f_{\alpha}) \delta_{\alpha \beta} \) [20]. Finally, for the commutator we have
\[ \langle [\hat{F}^\dagger, \hat{F}] \rangle = F_{\nu}^{\dagger} F_{\nu}^{\dagger} (f_{\nu} - f_{\pi}) + (1 - f_{\nu} - f_{\pi}) F_{\nu}^{\dagger} F_{\nu}^{\dagger} - (1 - f_{\pi} - f_{\nu}) F_{\nu}^{\dagger} F_{\nu}^{\dagger} - F_{\nu}^{\dagger} F_{\nu}^{\dagger} (f_{\nu} - f_{\pi}). \]

The above expression can be evaluated either using the FT-HFB or the FT-HFBCS approximations (neglecting higher-order correlations), which yields the well-known result
\[ \langle [\hat{F}^\dagger, \hat{F}] \rangle = 3(N - Z), \]
where \( N \) (\( Z \)) denotes neutron (proton) number. The derivation within the FT-HFB theory is given in Appendix B.

On the other hand, we can start the derivation from the physical strength distribution as approximated by the FT-QRPA response in Eq. (26). We evaluate the difference between zeroth moments as
\[ \Sigma^0(\hat{F}) - \Sigma^0(\hat{F}^\dagger) = \int_{-\infty}^{\infty} d \omega \left[ \frac{d B}{d \omega}(\hat{F}) - \frac{d B}{d \omega}(\hat{F}^\dagger) \right] \]
\[ = \sum_{k: \pm > 0} \left( \langle [\Gamma^k, \hat{F}] \rangle \right)^2 - \langle [\Gamma^k, \hat{F}^\dagger] \rangle^2 \right). \]
It can be shown that the above expression reduces to the thermal average of the commutator as in Eq. (36) (see Appendix C for details). Therefore, we have demonstrated that the Ikeda sum rule is satisfied within the present formalism. In particular, we have shown that when the thermal prefactor is included, as motivated in Sections III A and III B, the Ikeda sum rule is satisfied only when the strength due to de-excitations (at \( \omega < 0 \)) is also included in the sum.

B. Sum rule with the relativistic FT-PNQRPA

The relativistic FT-PNQRPA (FT-PNRQRPA) calculation is based on the relativistic mean field theory where pairing correlations are treated within the finite-temperature Hartree Bardeen-Cooper-Schrieffer (FT-HFBCS) theory with a monopole pairing interaction [41,
The nuclear ground state at finite temperature is obtained by solving the FT-HBCS equations in the spherical harmonic oscillator basis with $N_{osc} = 20$ oscillator shells. At the FT-PNRQRPA level, the maximal two-quasiparticle excitation energy is cut-off at 100 MeV, i.e., $E_{\pi} + E_{\nu} < 100$ MeV, and threshold for the product of FT-HBCS occupation amplitudes is set to $u_{(\pi,\nu)}v_{(\nu,\pi)} > 0.01$. The monopole pairing strength for neutrons in $^{58}$Ni is $G_n = 24.3$ MeV/A, adjusted to reproduce the pairing gap calculated using the five-point formula [66]. Note that due to the shell closure at $Z = 20$, no pairing occurs for proton states. Results are displayed in Fig. 1(a)–(c), for $T = 0.5$ MeV and Fig. 1(d)–(f) for $T = 2.0$ MeV. We plot the GT$^\pm$ strength distributions as functions of the excitation energy with respect to the parent (i.e., the target) nucleus, $E^*_t = \omega \pm (\lambda_n - \lambda_p)$.

The main effect of finite temperature is the appearance of GT strength below the threshold, which is defined by $E^*_t = \pm (\lambda_n - \lambda_p)$ for GT$^\pm$ transitions. In the following, we denote such strength as de-excitation or simply, negative energy transitions. At $T = 0.5$ MeV there is almost no contribution of the de-excitations. Overall, the strength function above threshold displays

---

1 Strength functions are also viewed as a function of the daughter excitation energy $E^*_d$. The energies are related by $E^*_t = E^*_d + BE_d - BE_t$, where $BE < 0$ are binding energies of the daughter and target, respectively.

FIG. 1. The temperature evolution of the Gamow-Teller strength distribution $dB/d\omega$ in $^{58}$Ni with respect to the excitation energy $E^*_t$ of the parent nucleus in the (a),(d) GT$^-$ and (b),(e) GT$^+$ directions. Results are shown for temperatures (a)–(c) $T = 0.5$ MeV and (d)–(f) $T = 2.0$ MeV. The threshold between positive and negative energy transitions ($E^*_t = \pm (\lambda_n - \lambda_p)$ for GT$^\pm$) is plotted with the red vertical line. (c),(f) the difference between zeroth moments $\Sigma(\Gamma^\pm)$, with the red horizontal line denoting the result of the Ikeda sum rule $3(N - Z)$. Calculations are performed with the FT-HBCS+FT-PNRQRPA model using the D3C$^*$ interaction.

For the mean field part of the Hamiltonian we employ the D3C$^*$ relativistic EDF [63] and assume spherical symmetry. The FT-PNRQRPA eigenvalue problem is derived from Eq. (4) by expanding the density response $\delta R$ in the configuration space of the (quasi)proton-(quasi)neutron basis. For a detailed description of the method, check Refs. [20, 41, 64, 65]. From the FT-PNRQRPA eigensolutions we compute the GT transition strengths according to Eq. (14) and construct the physical strength distribution from them by including the thermal prefactor,

$$
\frac{dB}{d\omega}(\Gamma^\pm) = \frac{1}{1 - e^{-\beta \omega}} \sum_{k \geq 0} \left( |\langle [\Gamma^{\pm}, \sigma_{\tau_\omega}] \rangle|^2 \delta(\omega - \Omega_k) 
- |\langle [\Gamma^{\pm}, \sigma_{\tau_{-\omega}}] \rangle|^2 \delta(\omega + \Omega_k) \right).
$$

(39)

To study the temperature evolution of the GT strength function and for the numerical check of the Ikeda sum rule, we select $^{58}$Ni and perform calculations of the GT$^\pm$ strength functions at temperatures $T = 0.5$ and $2$ MeV. For this calculation, the same numerical cut-offs are used as in Ref. [51]. Namely, the nuclear ground state at finite temperature is obtained by solving the FT-HBCS equations in the spherical harmonic oscillator basis with $N_{osc} = 20$ oscillator shells. At the FT-PNRQRPA level, the maximal two-quasiparticle excitation energy is cut-off at 100 MeV, i.e., $E_{\pi} + E_{\nu} < 100$ MeV, and threshold for the product of FT-HBCS occupation amplitudes is set to $u_{(\pi,\nu)}v_{(\nu,\pi)} > 0.01$. The monopole pairing strength for neutrons in $^{58}$Ni is $G_n = 24.3$ MeV/A, adjusted to reproduce the pairing gap calculated using the five-point formula [66]. Note that due to the shell closure at $Z = 20$, no pairing occurs for proton states. Results are displayed in Fig. 1(a)–(c), for $T = 0.5$ MeV and Fig. 1(d)–(f) for $T = 2.0$ MeV. We plot the GT$^\pm$ strength distributions as functions of the excitation energy with respect to the parent (i.e., the target) nucleus, $E^*_t = \omega \pm (\lambda_n - \lambda_p)$.

The main effect of finite temperature is the appearance of GT strength below the threshold, which is defined by $E^*_t = \pm (\lambda_n - \lambda_p)$ for GT$^\pm$ transitions. In the following, we denote such strength as de-excitation or simply, negative energy transitions. At $T = 0.5$ MeV there is almost no contribution of the de-excitations. Overall, the strength function above threshold displays

---

1 Strength functions are also viewed as a function of the daughter excitation energy $E^*_d$. The energies are related by $E^*_t = E^*_d + BE_d - BE_t$, where $BE < 0$ are binding energies of the daughter and target, respectively.
only moderate changes related to the reduction of pairing with increasing temperature. Since the FT-HBCS model is formulated within a grand canonical ensemble, a sharp vanishing of pairing gaps occurs at the critical temperature $T_c \approx 0.74$ MeV. However, strength below the threshold increases with increasing temperature. This is a consequence of the thermal prefactor in Eq. (39) which allows for a larger number of transitions with excitation energies below the threshold to contribute to the strength function. At $T = 2.0$ MeV the appearance of negative energy strength is clearly seen for both GT$^+$ and GT$^-$ transitions. Above the pairing collapse temperature, apart from inducing more transition strength below the threshold, temperature also modifies the strength function above the threshold due to the thermal unblocking, i.e., altering the occupation factors of quasiparticle levels. This effect allows for previously blocked transitions between fully occupied levels to occur.

In Fig. 1(c),(f), the difference between zeroth moments $\Sigma^0(GT^-) - \Sigma^0(GT^+)$ reproduces the Ikeda sum rule (red solid line) up to 93%. It is well known that for zero-temperature PNQRPA based on relativistic interactions it is necessary to include the antiparticle-hole contribution to reproduce the sum rules [67, 68]. In the present work we omit the antiparticle transitions for simplicity, and the small discrepancy in the sum rule is attributed to these missing contributions which, to a good approximation, can be neglected in charge-exchange calculations.

The above numerical example demonstrates the need for a consistent treatment of the FT-PN(R)QRPA strength function. To satisfy the Ikeda sum rule using the correct interpretation of the physical strength distribution, which includes the thermal prefactor, it is necessary to include the negative energy transitions.

### C. Sum rule with the finite amplitude method

To complement the calculations in Section IV B, we now demonstrate the Ikeda sum rule for $^{58}$Ni using the non-relativistic FT-PNQRPA and the charge-changing finite amplitude method (PNFAM) [55]. The FAM is an efficient means to solve the linear response equations while avoiding the expensive construction of the residual interaction matrix. It accomplishes this by computing the perturbation of the Hamiltonian directly with a finite difference,

$$\delta \hat{H}(\omega) = \left. \frac{\partial \hat{H}}{\partial \delta \hat{R}} \right|_{\delta \hat{R}=\delta \hat{R}} \delta \hat{R}(\omega)$$

$$= \lim_{\eta \to 0} \frac{1}{\eta} \left[ H[\tilde{R}_0 + \eta \delta \hat{R}(\omega)] - H[\tilde{R}_0] \right]$$

$$= (\delta \hat{H}^{11}, \delta \hat{H}^{20}, \delta \hat{H}^{02}, \delta \hat{H}^{11}) ,$$

where $\tilde{R}_0$ is the FT-HFB solution for the generalized density. In terms of the Hamiltonian perturbation, we can rearrange Eq. (1) to obtain the F-T-FAM equations,

$$[E - \omega M] \delta \tilde{R}(\omega) = T \left[ \delta \tilde{H}(\omega) + F(\omega) \right] ,$$

which can be solved for the density response by iteration. From the FAM response we can then obtain the transition strength function through Eq. (15). In the charge-changing case, the perturbed Hamiltonian for Skyrme functionals without proton-neutron mixing can be evaluated directly with the perturbed density, i.e., $\delta \tilde{H} = H[\delta \tilde{R}]$.

The Ikeda sum rule is computed from the residues of Eq. (15) for the Gamow-Teller external field operator. We obtain a sum of the residues via complex contour integration of the physical strength distribution,

$$\Sigma^0(GT^\pm) = \frac{1}{2\pi i} \oint_{\mathcal{C}} d\omega \frac{S_{GT^\pm}(\omega)}{1 - e^{-\beta \omega}} ,$$

where we take the contour $\mathcal{C}$ to be a circle centered on the real axis.

The thermal prefactor appearing in Eq. (42), however, is difficult to treat with the complex contour integration method. We need to include strength from excitations at $\omega > 0$ and de-excitations at $\omega < 0$, but the thermal prefactor contains poles along the imaginary axis at $\omega = n(2\pi/\beta)i$ for $n = 0, 1, 2, \ldots$ that should not be included in the contour integration. Naively, we might try to avoid these poles by using two contours. We can place one on either side of the imaginary axis and adjust the bounds so they come close to, but do not touch, the imaginary axis itself. In practice, however, if the boundary of a contour passes very near to one of these poles, the contour integration suffers numerical instabilities unless an unfeasibly dense discretization is used in the region near the pole.

Our solution to this problem is to use two contours on either side of the imaginary axis, but place them such that they pass through the pole at $\omega = 0$. We find that, so long as no point on the discretized contour lies exactly on $\omega = 0$, the integration yields a stable result with a reasonably dense grid. We can understand this behavior with the concept of fractional residues. One can prove that if $z_0$ is a simple pole of $g(z)$, and $C(r)$ is an arc of the circle defined by $\{ r = |z - z_0| \}$ subtended by an arc of angle $\alpha$, then [69],

$$\lim_{r \to 0} \int_{C(r)} g(z) dz = \alpha i \text{Res}[g(z), z_0] .$$

Thus, if we take $C(r)$ to be $C_1$ in Fig. 2(a), in the limit that $r \to 0$ (and $C_2$ shifts such that $C_1 + C_2$ remains a closed contour), we find that the contour integration yields half the usual residue, limit $\int_{C_1(r) + C_2} g(z) dz = \pi i \text{Res}[g(z), 0]$. The inclusion of (a part of) the residue in the contour contributes to the stability of the numerical
TABLE I. Contributions to the Ikeda sum rule in $^{58}$Ni computed with the FT-PNAM and the SKO’ interaction. Columns labeled % indicate $(\Sigma^0(GT^+) - \Sigma^0(GT^-))/3(N-Z) \times 100\% $.

| $T$ [MeV] | $\Sigma^0(GT^+)$ | $\omega < 0$ | $\%$ | $\Sigma^0(GT^-)$ | $\omega > 0$ | $\%$ | Total $\Sigma^0(GT^+)$ | $\Sigma^0(GT^-)$ | % |
|-----------|------------------|--------------|-------|------------------|--------------|-------|-------------------|-----------------|-------|
| 0.0       | 0.0              | 0.0          | 0.0   | 5.87592          | 11.86673     | 99.84677 | 5.87592          | 11.86673       | 99.84677 |
| 0.5       | 0.03442          | 0.00607      | -0.47251 | 6.38447          | 12.41216     | 100.46141 | 6.41890          | 12.41823       | 99.98890 |
| 1.0       | 0.21849          | 0.08811      | -2.17301 | 6.25650          | 12.38840     | 102.19831 | 6.47499          | 12.47651       | 100.02530 |
| 1.5       | 0.61711          | 0.19318      | -7.06545 | 6.18013          | 12.60575     | 107.09364 | 6.79724          | 12.79893       | 100.02819 |
| 2.0       | 1.07395          | 0.45722      | -10.27882 | 6.02681          | 12.64820     | 110.35647 | 7.10076          | 13.10542       | 100.07764 |

FIG. 2. Schematic representations of (a) contours and pole at $\omega = 0$ for the fractional residue proof (see main text), (b) all contours required for the finite-temperature sum rule, and (c) deforming the contour to avoid poles on the imaginary axis. Poles on the real and imaginary axes are black markers, with circles representing poles from the thermal prefactor and crosses from the FT-QRPA strength function.

integration. Thus, to sum all the strength we can perform two types of integrations: one involving contours that intersect $\omega = 0$, and one with a contour around just the pole at $\omega = 0$ so that we can subtract (half) its contribution from the former results. The latter integration is numerically stable so long as the pole is centered in the contour, because the value of $\tilde{S}_F(\omega)/(1 - e^{-i\omega})$ will not vary much along the contour. Figure 2(b) exemplifies all the contours necessary for a complete calculation. This approach to the sum rule necessarily differs, for example, from the one described in Ref. [70] because the thermal prefactor prohibits calculating the strength function near or along the imaginary axis.

While the contour integration method just described works well for high temperatures, for low temperatures the poles off the real axis can also get very close to the boundaries of large contours and induce instabilities in the integration. To address this issue, we deform the contour slightly into an ellipse such that the lowest pole on the imaginary axis is sufficiently far from the edge of the contour, as illustrated in Fig 2(c). We find that maintaining a distance of $2\pi/\beta$ is sufficient. For the smallest temperatures, this approach requires deforming the contour so much that it gets very close to the real axis everywhere, which is also undesirable. In these cases, however, the thermal prefactor is effectively a unit step function and de-excitations are negligible. We therefore neglect de-excitations and exclude the prefactor for temperatures at or below 1.0 GK $\approx 0.1$ MeV.

Applying this procedure for summing the strength, we use the axially-deformed Skyrme PNFAM to calculate the Ikeda sum rule in $^{58}$Ni for $T = 0–2$ MeV. We use the Skyrme functional SKO’ fit for the global calculations of Refs. [71, 72] with an effective axial vector coupling $g_A = 1.0$. We included QRPA energies from $\omega = -50$ MeV to $+50$ MeV, and 88 point Gauss-Legendre quadratures were performed for all contour integrations. Our results, which appear in Table I, are within 0.1% of the exact sum rule for all temperatures studied. The very small deviation is likely attributed to a small amount of missing strength beyond the energy range considered and the buildup of small numerical errors. Although we do not gain information about the strength distribution from the contour integration, we can isolate the relative contributions from excitations ($\omega > 0$) and de-excitations ($\omega < 0$) to the sum rule. We see from Table I that de-excitations become increasingly important with temperature, accounting for more than 10% of the sum rule at a temperature of 2.0 MeV.

V. STELLAR ELECTRON CAPTURE RATES

To exemplify how our presentation of the FT-QRPA impacts nuclear decays, we compute stellar EC rates. The stellar environment just prior to the supernova explosion (presupernova) is characterized by a high temperature $T$, and a product of baryon density $\rho$ and electron-to-baryon ratio $Y_e$ ($\rho Y_e$). Atoms are assumed to be fully ionized and the electron gas is described by a Fermi-Dirac distribution. Under the extreme presupernova conditions, nuclei can be found in highly-excited states. Decays from such states, characterized by negative $Q$-
values, are known as de-excitations [26, 28]. Therefore, the FT-QRPA and its inclusion of transitions from thermally populated excited states is well suited to describe stellar weak-interaction rates. In this section, we investigate stellar EC rates using both relativistic and non-relativistic models from Section IV. Calculations are performed for $^{58}$Ni and $^{78}$Ni which are known to be of importance for the dynamics of CCSNe [49, 73].

Here we provide a brief outline of the EC rate calculation, with details appearing in Ref. [51]. In this work we assume the allowed GT approximation, thus stellar EC rates can be written as

$$\lambda_{ec} = \frac{\ln 2}{\kappa} \sum_{i,f} e^{-\beta \omega_i} |\langle f | \sigma \tau_+ | i \rangle|^2 f(W_{0,i,f}^{i,f}, \mu), \quad (44)$$

where $|i(f)\rangle$ are the exact initial (final) nuclear states with energy $\omega_i(f)$ and angular momenta $J_i(f)$, $\kappa = 6147$ s is the decay constant, and $Z = \sum_i (2J_i + 1)e^{-\beta \omega_i}$ is the partition function. The dimensionless phase space factor $f(W_{0,i,f}^{i,f}, \mu)$ is an integral over electron energies $W = E_e/m_e c^2$, where $m_e$ is the electron mass. The energy $W_{0,i,f}^{i,f}$ is the maximum electron energy for the transition from $|i\rangle$ to $|f\rangle$ in the $\beta^+$. The phase space integral is folded with a Fermi-Dirac distribution of electrons, which depends on the electron chemical potential $\mu$ determined from the charge-neutrality condition for a given stellar density $\rho_Y$ [51].

In the FT-QRPA, the EC rate can be expressed in terms of residues of the strength function

$$\lambda_{ec} = \frac{\ln 2}{\kappa} \sum_{k, \pm} \text{Res} \left[ \frac{\tilde{S}_{GT+}(\omega)}{1 - e^{-\beta \omega}} f(W_0[\omega]), \Omega_k \right], \quad (45)$$

where the summation is performed over FT-QRPA modes with both positive and negative eigenvalues and $W_0[\omega]$ is the threshold energy expressed in terms of the FT-QRPA perturbing energy $\omega$ [51]. From the PNFAM, the sum of residues can be obtained via complex contour integration, while from the matrix theory the residues are computed from the FT-PNQRPA eigenvectors. In principle, at finite temperature the excitation energies can take values $-\infty < \omega < \infty$. However, the prefactor $(1 - e^{-\beta \omega})^{-1}$ provides a cut-off for large negative energies, and the phase space integral provides a cut-off for large positive energies. To illustrate the contribution of de-excitations, we separate the rate into $\lambda_{ec} = \lambda_{ec}^+ + \lambda_{ec}^-$, where $\lambda_{ec}^+ = \lambda_{ec} |_{\omega > 0}$ is the rate from excitations and $\lambda_{ec}^- = \lambda_{ec} |_{\omega < 0}$ is the rate from de-excitations. The axial-vector coupling constant $g_A$ is quenched from the free nucleon value to $g_A = 1.0$ in both calculations, consistent with previous works on EC [36, 39, 51, 62].

In Fig. 3(a)–(d) we show the temperature dependence of the allowed $J^+ = 1^+$ EC rate ($\lambda_{ec}^+$) in $^{58}$Ni at stellar densities in the range $\rho_Y = 10^8$–$10^{11}$ g/cm$^3$. Results are displayed for both the relativistic FT-PNQRPA and non-relativistic FT-PNFM calculations, and compared with the large scale shell-model calculations in Ref. [74] and the shell-model calculations based on the pf-GXPF1J interaction [73, 75]. It is observed that EC rates in $^{58}$Ni tend to increase with increasing temperature and increasing stellar density. The former is a consequence of the so-called thermal unblocking effect, where correlations due to finite temperature allow for previously blocked GT transitions (the contribution of de-excitations can be neglected for $^{58}$Ni), while the latter stems from the fact that higher density implies higher electron chemical potential, thus allowing for more strength to contribute to the overall rate.

At the lower stellar densities of $10^8$–$10^9$ g/cm$^3$ there are substantial differences in the total EC rate as calculated with the FT-PNFAM and FT-PNQRPA. This is related to employing different model interactions. Namely, the FT-PNFAM employs the non-relativistic Skyrme SkO’ interaction and allows for axial deformations, while the relativistic FT-PNQRPA is based on the D3C* interaction and is restricted to spherical configurations. This leads to systematic variance between two calculations since different effective interactions predict different quasiparticle bases. In particular, the FT-PNFAM calculation finds the potential energy surface of $^{58}$Ni to be extremely shallow, with an oblate local minimum providing the lowest energy solution. Additionally, this axially-deformed ground state has a non-zero EC $Q$-value, explaining why the rate does not tend to zero at low temperatures and densities.

However, these differences become less important above the critical temperature for shape transition, where small deformation effects in $^{58}$Ni get washed out [2]. Indeed, we observe differences between the model calculations decreasing with increasing temperature in Fig. 3. For higher stellar densities ($10^{10}–10^{11}$ g/cm$^3$) the EC rates are almost independent of the particular details in the GT strength function, implying that only the overall GT strength matters [50, 51]. Hence, the variance between both model calculations decreases with increasing $\rho_Y$. A fair agreement of the total EC rate, as calculated with our FT-QRPA models, is obtained with respective shell-model calculations, although both FT-QRPA calculations tend to overestimate the shell-model EC rates.

In Fig. 3(e)–(h) the total EC rate in $^{58}$Ni is decomposed into contributions from excitations ($\lambda_{ec}^+$) and de-excitations ($\lambda_{ec}^-$). It is observed that the rate due to de-excitations increases considerably with temperature. However, its overall impact on the total rate ($\lambda_{ec}$) is negligible up to $T = 2$ MeV. A similar trend is confirmed for both model calculations in this work.

To observe how the contribution of de-excitations can lead to significant changes in the EC rates, in Fig. 4(a)–(d) we display the total EC rate in $^{78}$Ni for stellar densities in the range $10^8$–$10^{11}$ g/cm$^3$, with decomposition into the excitation and de-excitation rates in Fig. 4(e)–(h). Clearly, the contribution of de-excitations dominates the EC rates for all stellar densities, starting already at $T \approx 0.5$ MeV for both model calculations. It is larger than the respective excitation contribution by
more than a few orders of magnitude. There is again variation between the FT-PNFM and FT-PNRQRPA rates, but the trend is observed in both. Since $^{76}$Ni is predicted as doubly-magic (and thus spherical) in both calculations, the variation is a consequence of different effective interactions. In Fig. 4(c)–(d) we have also displayed the data from Ref. [28] based on the TQRPA with the non-relativistic SkM* interaction (green triangles) [73, 75]. (e)–(h) contribution of the rate from excitations $\lambda_{ec}^+$ (red) and from de-excitations $\lambda_{ec}^-$ (blue) to the total EC rate as calculated with the FT-PNFM (diamonds) and FT-PNRQRPA (circles).

VI. CONCLUSIONS

In this work, we present a detailed investigation of the FT-QRPA derived in terms of thermal averages over the FT-HFB (or FT-HBCS) statistical ensemble. We demonstrated connections between different formulations of the FT-QRPA linear response equations used in the literature and showed that all physical quantities are independent of the formulation used. Furthermore, we illustrated how the temperature-dependent metric formulation presents itself as the natural choice for the FT-QRPA equation because its properties mirror those of
FIG. 4. The same as in Fig. 3 but for $^{78}$Ni. Results are compared with the TQRPA calculations based on the non-relativistic SkM* interaction in Ref. [28] (green triangles).

the zero-temperature QRPA. We then elucidated several properties of the FT-QRPA strength function, showing that the thermal prefactor and strength from both excitations and de-exitations are essential. We also located individual transitions in the FT-QRPA strength function, demonstrating that the strength at a given FT-QRPA energy approximates a thermal average over all transitions with a fixed transition energy.

To illustrate the correctness of our discussion, we employed two recently developed models in the charge-exchange channel: the non-relativistic, axially deformed FT-PNFAM based on the Skyrme EDFs and the relativistic, spherical FT-PNQRPA based on the meson-exchange D3C* EDF. We verified analytically, and then numerically with both models for the case of $^{58}$Ni, that the Ikeda sum rule is satisfied with the correct treatment of the FT-QRPA strength function. As a physical application, we then computed stellar EC rates for $^{58,78}$Ni for a range of stellar densities and temperatures. Although de-excitations play almost no role in the EC rate for $^{58}$Ni up to $T = 2$ MeV, they dominate the EC rate in $^{78}$Ni starting already from $T \approx 0.5$ MeV at $\rho Y_e = 10^8$ g/cm$^3$ because of its large negative $Q$-value. Only with the inclusion of de-excitations are we able to obtain reasonable agreement between our calculations and the EC rates based on the non-relativistic TQRPA calculations in Ref. [28]. Similar trends are confirmed for both relativistic and non-relativistic FT-QRPA calculations in this work.

Recently, in Ref. [51] we have demonstrated that present models produce consistent results for EC rates of nuclei in the $N = 50$ region, thus yielding small uncertainties for main CCSNe observables. This gives us confidence that the main correlations necessary for the description of EC rates are well enveloped, at least under extreme stellar conditions. Applying present models to other astrophysical scenarios, as well as to systematic calculation of EC rates across the nuclear chart, remain important tasks that should be pursued to further constrain astrophysical uncertainties.

ACKNOWLEDGMENTS

This work was supported by the US National Science Foundation under Grant PHY-1927130 (AccelNet-WOU: International Research Network for Nuclear Astrophysics [IReNA]). A.R. and N.P. acknowledge support by the QuantiXLie Centre of Excellence, a project co-financed by the Croatian Government and European Union through the European Regional Development Fund, the Competitiveness and Cohesion Operational Programme (KK.01.1.1.01.0004).
Appendix A: FT-QRPA proofs

In this section we enumerate several properties of the FT-QRPA matrix for the class of eigenvalue problems originating from Eq. (3),

$$ (M \tilde{S}_p) \delta \tilde{R}_p^k = \Omega^k \delta \tilde{R}_p^k. \quad (A1) $$

Similar proofs for the zero-temperature RPA matrix are well-known, see for example Refs. [60] and [56]. Here we extend these proofs to the $p$-dependent FT-QRPA eigenvalue problems and show they largely still apply in the same way as in the zero-temperature case, with a few caveats related to the temperature dependence. Moreover, we show that several key quantities are independent of $p$, demonstrating the equivalence of all formulations.

All of the proofs that follow require that the two-quasiparticle basis is constructed such that $E_a > E_b$ and therefore $T$ is real and positive definite. Additionally, for the sake of simplicity we assume $\Omega^k \neq 0$.

**Property 1.** Given the right eigenvalue problem in Eq. (A1), the matrix $M \tilde{S}_p$ has a left eigenvector $\delta \tilde{L}_p = (\delta \tilde{R}_{1-p})^\dagger M$ with eigenvalue $\Omega_{\{L\}}^k = \Omega^{k*}$.

**Proof.** By definition,

$$ \delta \tilde{L}_p (M \tilde{S}_p) = \Omega_{\{L\}}^k \delta \tilde{L}_p. \quad (A2) $$

Using the claim for $\delta \tilde{L}_p$ as an ansatz, the transpose of Eq. (A2) states,

$$ (M \tilde{S}_p)^\dagger (\delta \tilde{L}_p^k)^\dagger = (MM \tilde{S}_{1-p} \delta \tilde{R}_{1-p}^k)^\dagger = \Omega^{k*} (\delta \tilde{L}_p^k)^\dagger. \quad (A3) $$

The second equality follows from the properties $M^2 = 1$, and if $T > 0$, then $T^{1-p}$ is real and $\tilde{S}_p = \tilde{S}_{1-p}$.

**Property 2.** Eigenvectors of $M \tilde{S}_p$ are orthogonal if $\Omega^k \neq \Omega^{k*}$.

**Proof.** For the non-hermitian eigenvalue problem, the norm is defined as the scalar product of left and right eigenvectors, and is independent of $p$,

$$ \delta \tilde{L}_p^k \delta \tilde{R}_p^k = (\delta \tilde{R}_p^k)^\dagger MT \delta R^k. \quad (A4) $$

Now consider the left and right eigenvalue problems for any two solutions. Let us take the difference between

$$ \delta \tilde{L}_p^k [(M \tilde{S}_p) \delta \tilde{R}_p^k = \Omega^k \delta \tilde{R}_p^k], \quad (A5) $$

and

$$ \delta \tilde{L}_p^k (M \tilde{S}_p) = \Omega_{\{L\}}^k \delta \tilde{L}_p^k \delta \tilde{R}_p^k. \quad (A6) $$

The $p$-dependence on the left-hand-side disappears, giving $(\delta \tilde{R}_p^k)^\dagger \tilde{S}_M \delta R^k$ for both equations, which cancels after taking the difference. We are left with

$$ 0 = (\Omega^k - \Omega^{k*})(\delta \tilde{R}_p^k)^\dagger MT \delta R^k \quad (A7) $$

where we have used that $\Omega_{\{L\}}^k = \Omega^{k*}$ from Property 1. So long as $\Omega^k \neq \Omega^{k*}$, the eigenvectors are orthogonal. This result is independent of $p$.

**Corollary 2.1.** Eigenvectors belonging to complex eigenvalues have zero norm.

**Proof.** If $\text{Im}[\Omega^k] \neq 0$, then $\Omega^k - \Omega^{k*} \neq 0$, and Eq. (A7) requires the norm to be zero.

**Property 3.** If the Hermitian matrix $\tilde{S}_M = THT + ET$ has all positive eigenvalues, the eigenvalues of $M \tilde{S}_p$ are real and the sign of the eigenvalue matches the sign of the norm.

**Proof.** Multiplying the right eigenvalue problem for $M \tilde{S}_p$ on the left by the corresponding left eigenvector leads to

$$ (\delta \tilde{R}_p^k)^\dagger \tilde{S}_M \delta R^k = \Omega^k (\delta \tilde{R}_p^k)^\dagger MT \delta R^k \quad (A8) $$

The right-hand side is the eigenvalue times the norm and the left-hand side is an expectation value of a Hermitian operator. To distinguish solutions of $\tilde{S}_M$ in the present context, we denote them with a subscript $(M)$. Using the completeness relation for the solutions of $\tilde{S}_M$ we can show,

$$ (\delta \tilde{R}_p^k)^\dagger \tilde{S}_M \delta R^k = \sum_n \Omega_{\{M\}}^n |(\delta \tilde{R}_p^k)^\dagger \delta R^n_{\{M\}}|^2. \quad (A9) $$

Since $\tilde{S}_M$ is Hermitian, $\Omega_{\{M\}}^n$ are real and Eq. (A9) proves the expectation value on the left-hand side is real. Inserting this result into Eq. (A8), we can make the following conclusions:

1. If $\text{Im}[\Omega^k] \neq 0$, by Corollary 2.1, the right-hand side of Eq. (A8) vanishes, and therefore $\tilde{S}_M$ cannot have all positive eigenvalues.

2. If all of the eigenvalues of $\tilde{S}_M$ are positive, the eigenvalues of $M \tilde{S}_p$ are real and

$$ \text{sign}[\Omega^k] = \text{sign}[(\delta \tilde{R}_p^k)^\dagger MT \delta R^k]. $$

**Property 4.** The right eigensolutions of $M \tilde{S}_p$ come in two sets. For every solution $\{\Omega^k, \delta \tilde{R}_p^k\}$, there is an orthogonal solution $\{-\Omega^{k*}, \gamma \delta \tilde{R}_p^{k*}\}$.

**Proof.** The FT-QRPA matrix obeys the relation,

$$ (M \tilde{S}_p)^\ast = -\gamma (M \tilde{S}_p) \gamma, \quad \gamma \equiv \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}. \quad (A10) $$

From the complex conjugate eigenvalue problem, we can deduce,

$$ (M \tilde{S}_p \delta \tilde{R}_p^k = \Omega^k \delta \tilde{R}_p^k)^\ast $$

$$ -\gamma M \tilde{S}_p \gamma \delta \tilde{R}_p^{k*} = \Omega^{k*} \delta \tilde{R}_p^{k*} $$

$$ M \tilde{S}_p (\gamma \delta \tilde{R}_p^{k*}) = -\Omega^{k*} (\gamma \delta \tilde{R}_p^{k*}). \quad (A11) $$
By Property 2, the eigenvectors $\gamma \delta \tilde{R}_p^k$ are orthogonal to $\delta \tilde{R}_p^k$. We may call this result an upper-lower duality (by virtue of $\gamma$ swapping the upper and lower components of $\delta R^k$), while Property 1 defines a left-right duality. We can therefore summarize the FT-QRPA solutions accordingly:

\begin{table}[h]
\begin{tabular}{|c|c|c|}
\hline
 & Upper & Lower \\
\hline
Right & $\{\Omega^k, \delta \tilde{R}_p^k\}$ & $\{-\Omega^k, \gamma \delta \tilde{R}_p^k\}$ \\
Left & $\{-\Omega^k, \gamma \delta \tilde{R}_p^k\}^\dagger M$ & $\{-\Omega^k, (\delta \tilde{R}_1)^T \gamma M\}$ \\
\hline
\end{tabular}
\end{table}

**Property 5.** If all the eigenvalues of $M \tilde{S}_p$ are real, the eigenvectors form a linearly independent complete set that obeys the closure relation in Eq. (A15).

**Proof.** The solutions are linearly independent if an only if

$$\sum_k c^k \delta \tilde{R}_p^k = 0, \quad (A12)$$

is satisfied by $c^k = 0 \ \forall \ \ k$. Multiplying by any left eigenvector, the orthogonality relation from Property 2 gives

$$\delta \tilde{L}_p^l \sum_k c^k \delta \tilde{R}_p^k = c^l (\delta \tilde{R}_p^l)^\dagger TM \delta \tilde{R}_p^l. \quad (A13)$$

If all the eigenvalues are real, then all norms are non-zero, linear independence is satisfied, and the number of linearly independent vectors is equal to the dimension of $M \tilde{S}_p$, forming a complete set. Furthermore, the expression,

$$\sum_k \delta \tilde{R}_p^k \delta \tilde{L}_p^k \quad (A14)$$

applied to any vector in the complete set returns the same vector and is therefore equal to unity, proving the closure relation.

We can expand Eq. (A14) to write the closure relation in terms of the upper and lower dual eigenvectors. If we take all positive eigenvalues to be in the set $\{\Omega^k, \delta \tilde{R}_p^k\}$, by Property 3 they have all have positive norms. Accordingly, the set $\{-\Omega^k, \gamma \delta \tilde{R}_p^k\}$ has all negative eigenvalues and negative norms. We can therefore normalize the upper and lower dual vectors to $+1$ and $-1$, respectively, and can write the closure relation as,

$$\sum_{k>0} \delta \tilde{R}_p^k \delta \tilde{L}_p^k - (\gamma \delta \tilde{R}_p^k)^*((\delta \tilde{R}_1)^T \gamma M) = 1. \quad (A15)$$

where the sum is over modes with positive norm.

**Property 6.** The $p$-dependent solutions of $M \tilde{S}_p$ can be used to calculate the same physical transition amplitude.

**Proof.** The physical transition amplitude contains exactly one factor of $T$ as a result of taking the ensemble average. We can demonstrate this using the equations of motion of the FT-QRPA [20]. For excitation operator,

$$\Gamma^{k\dagger} = \sum_{\mu>\nu} F_{\mu\nu}^{k\dagger} b_{\mu}^\dagger b_{\nu} + X_{\mu\nu}^{k} b_{\mu}^\dagger b_{\nu} - Y_{\mu\nu}^{k} b_{\mu} b_{\nu} - Q_{\mu\nu}^{k} b_{\mu}^\dagger b_{\nu}, \quad (A16)$$

they read,

$$\langle \hat{F}, \hat{\Gamma}^{k\dagger} \rangle = F^\dagger T \delta R^k. \quad (A18)$$

Therefore, to get the physical transition amplitude from the eigenvectors of $M \tilde{S}_p$, we simply need to trace with the appropriate factor of $T$, i.e.,

$$\langle \hat{F}, \hat{\Gamma}^{k\dagger} \rangle = (T^{-1} F)^\dagger \delta R^k. \quad (A19)$$

**Appendix B: Derivation of the Ikeda sum rule within the FT-H(F)B or FT-H(F)BCS**

In the proton-neutron single-particle basis the external field operator can be written as

$$\hat{F} = \sum_{pn} F_{pn} c_{p}^\dagger c_{n}, \quad (B1)$$

where $F_{pn}$ is the matrix element of the external field operator and $c_{p(n)}^\dagger$, $c_{p(n)}$ proton (neutron) creation and annihilation operators respectively. To write the above expression in the quasiparticle basis we use the Bogoliubov transformation \[60\]

$$c_{p}^\dagger = \sum_{\pi} U_{pn} a_{\pi}^\dagger + V_{pn}^* a_{\pi}, \quad c_{n} = \sum_{\nu} U_{n\nu}^* a_{\nu} + V_{n\nu} a_{\nu}, \quad (B2)$$

where $\pi(\nu)$ denotes the quasi-proton(neutron) states, $a_{\pi}^\dagger$, $a_{\nu}$ are the corresponding quasiparticle operators and $U$, $V$ are the Bogoliubov matrices. The external field operator $\hat{F}$ in the quasiparticle basis has the form as in Eq. (35) with components

$$F_{\pi\nu}^{11} = (U^\dagger F U)_{\pi\nu}, \quad (F^\dagger)_{\pi\nu}^{11} = (U^T F^* U^T)_{\pi\nu},$$

$$F_{\pi\nu}^{20} = (U^\dagger F V^*)_{\pi\nu}, \quad (F^\dagger)_{\pi\nu}^{20} = (U^T F V^T)_{\pi\nu},$$

$$F_{\pi\nu}^{02} = (V^T F U)_{\pi\nu}, \quad (F^\dagger)_{\pi\nu}^{02} = (V^T F U^T)_{\pi\nu},$$

$$F_{\pi\nu}^{11} = (V^T F V^*)_{\pi\nu}, \quad (F^\dagger)_{\pi\nu}^{11} = (V^T F V^T)_{\pi\nu}. \quad (B3)$$
We can now evaluate the expression in Eq. (36) to get
\[
\langle [\hat{F}^\dagger, \hat{F}] \rangle = \sum_{pn} F_{pn}(F^\dagger)_{pn} \left\{ (UFU^*)_{nn} [(U^*)_pp + (V^*)_{pp}] - (U^*fU^T)_{pp} [(U^*)_{nn} + (V^*)_{nn}] - (V^*fV^T)_{nn} [(U^*)_pp + (V^*)_{pp}] + (VfV^T)_{pp} [(U^*)_{nn} + (V^*)_{nn}] + (U^*)_{pp}(V^*)_{nn} - (V^*)_{pp}(U^*)_{nn} \right\}.
\]

Using the unitarity of the Bogoliubov transformation Appendix B
\[
UU^T + V^*V^T = 1, \quad U^*U^T + VV^T = 1,
\]
we can rewrite above expression as
\[
\langle [\hat{F}^\dagger, \hat{F}] \rangle = \sum_{pn} F_{pn}(F^\dagger)_{pn} \left\{ (UFU^*)_{nn} + [V^* (1 - f) V^T]_{nn} - (U^* fU^T)_{pp} - [V (1 - f) V^T]_{pp} \right\} = \sum_{pn} F_{pn}(F^\dagger)_{pn} \left\{ n_n - n_p \right\},
\]
where \( n_n = (UfU^*)_{nn} + [V^* (1 - f) V^T]_{nn} \) and \( n_p = (U^* fU^T)_{pp} + [V (1 - f) V^T]_{pp} \) denote neutron and proton number of a given single-particle state. By inserting the GT operator as the external field
\[
F_{pn} = \langle p | \sigma_- | n \rangle, \quad (F^\dagger)_{pn} = \langle n | \sigma_+ || p \rangle,
\]
we get the well known result
\[
\langle [\hat{F}^\dagger, \hat{F}] \rangle = 3(N - Z).
\]

Same result can be reproduced within the H(F)-BCS formalism by replacing the Bogoliubov transformation with
\[
c^\dagger_p = \delta_{\nu \pi} (u_\pi a^\dagger_\nu + v_\nu a^\dagger_\pi), \quad c_n = \delta_{\nu \pi} (u_\pi a_{\nu} + v_\nu a_{\pi}),
\]
where \( u, v \) are the H(F)-BCS amplitudes, and \( \bar{\nu} (\bar{\nu}) \) denotes the time-reversed quasiparticle states [60].

Appendix C: Derivation of the Ikeda sum rule within the FT-PNQRPA

In this section we show that expression in Eq. (38) reduces to the well-known result of the Ikeda sum rule, \( 3(N - Z) \) [61]. We can rewrite Eq. (38) in matrix form
\[
\langle [\hat{F}^\dagger, \hat{F}] \rangle = \sum_{k > 0} \left( \frac{|\langle [\Gamma^k, \hat{F}^\dagger] \rangle|^2}{1 - e^{-\beta \Omega_k}} - \frac{|\langle [\Gamma^k, \hat{F}] \rangle|^2}{1 - e^{-\beta \Omega_k}} \right) = \sum_{k > 0} \left( \delta \langle [\Gamma^k, \hat{F}] \rangle\langle [\Gamma^k, \hat{F}^\dagger] \rangle^* - |\langle [\Gamma^k, \hat{F}] \rangle|^2 \right)
\]
where \( N \) is the number of (quasi)particle-(quasi)hole pairs, and the total dimension of the FT-PNQRPA matrix is \( 4N \times 4N \). The FT-PNQRPA equation can be written in the matrix form as already introduced in Sec. II
\[
[\mathcal{E} + \mathcal{T}\mathcal{H}] \mathcal{X} = \mathcal{M} \mathcal{T} \mathcal{X} \mathcal{O},
\]
where \( \mathcal{X} \) is the matrix whose columns consist of the temperature-independent FT-PNQRPA eigenvectors
\[
\mathcal{X} = \begin{pmatrix}
P_1 & \ldots & P_{2N} \\
Q_1 & \ldots & Q_{2N} \\
\vdots & \ddots & \ddots \\
Y_1 & \ldots & Y_{2N} \\
X_1 & \ldots & X_{2N}
\end{pmatrix},
\]
while \( \mathcal{O} = \text{diag}(\Omega_1, \ldots, \Omega_N, -\Omega_1, \ldots, -\Omega_N) \) contains the FT-PNQRPA eigenvalues (cf. Sec. II). Starting from the FT-PNQRPA phonon operator in Eq. (10) we can evaluate the required ensemble averages according to Eq. (14). It is straightforward to verify that
\[
\begin{pmatrix}
\langle [\Gamma_1, \hat{F}] \rangle \\
\vdots \\
\langle [\Gamma_{2N}, \hat{F}] \rangle \\
\langle [\Gamma_1, \hat{F}^\dagger] \rangle^* \\
\vdots \\
\langle [\Gamma_{2N}, \hat{F}^\dagger] \rangle^*
\end{pmatrix} = \mathcal{X}^\dagger \mathcal{T} \mathcal{F}.
\]
Using the normalization condition for the FT-PNQRPA eigenvectors
\[
\mathcal{X}^\dagger \mathcal{T} \mathcal{M} \mathcal{X} = \mathcal{M},
\]
Eq. (C1) can be written as

\[ \Sigma^0(\tilde{F}) - \Sigma^0(\tilde{F}^\dagger) = \mathcal{F}^\dagger T \mathcal{M} \mathcal{X}^\dagger \mathcal{F} = \mathcal{F}^\dagger T M \mathcal{F} \]

\[ = F_{\pi\nu}^{11}(F^\dagger)^{11}_{\pi\nu}(f_\nu - f_\pi) + (1 - f_\nu - f_\pi)F_{\pi\nu}^{20}(F^\dagger)^{20}_{\pi\nu} \]

\[ - (1 - f_\pi - f_\nu)F_{\pi\nu}^{02}(F^\dagger)^{02}_{\pi\nu} - F_{\pi\nu}^{11}(F^\dagger)^{11}_{\pi\nu}(f_\nu - f_\pi), \]

(C6)

which agrees with the expression for \( [\tilde{F}^\dagger, \tilde{F}] \) of Eq. (36).
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