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Abstract

Information Retriever (IR) aims to find the relevant documents (e.g. snippets, passages, and articles) to a given query at large scale. IR plays an important role in many tasks such as open domain question answering and dialogue systems, where external knowledge is needed. In the past, searching algorithms based on term matching have been widely used. Recently, neural-based algorithms (termed as neural retrievers) have gained more attention which can mitigate the limitations of traditional methods. Regardless of the success achieved by neural retrievers, they still face many challenges, e.g. suffering from a small amount of training data and failing to answer simple entity-centric questions. Furthermore, most of the existing neural retrievers are developed for pure-text query. This prevents them from handling multimodality queries (i.e. the query is composed of textual description and images). This proposal has two goals. First, we introduce methods to address the abovementioned issues of neural retrievers from three angles, new model architectures, IR-oriented pretraining tasks, and generating large scale training data. Second, we identify the future research direction and propose potential corresponding solution.

1 Introduction

The convenience and advance of internet not only speed up the spread of information and knowledge, but also the generation of new information. Such phenomenon also boosts humans needs of knowledge and frequency of acquiring information, which makes Information retrieval (IR) an important task in human life. IR aims to find relevant information from a large corpus to satisfy an information need. It also plays an important role in other tasks such as open domain question answering and open domain dialogue, where external knowledge are needed. Not only that, IR can also assistant other systems to achieve a tough goal. By providing external knowledge, IR can help numerical reasoning systems to reach the correct answer (Mishra et al., 2022), and IR can enrich or update the knowledge of large pretrained language models (PrLMs) (Petroni et al., 2019; Sung et al., 2021). By filtering and selecting examples (Liu et al., 2021; Lin et al., 2022), IR can assist in-context learning (ICL), a process allows large PrLMs do a new task instructed by prompts and few examples with few-shot tuning (Gao et al., 2021) or without any fine-tuning (Brown et al., 2020).

IR has a long history and the first automated information retrieval system can be traced back to the 1950s. In this work, we call information retrieval methods or systems as retrievers. Traditional retrievers are mainly based on term-matching, i.e. searching for information that has an overlap with terms in the query. TF-IDF and BM25 (Robertson and Zaragoza, 2009) are two strong and efficient algorithms in this category. Although these algorithms consider the importance and frequency of terms in query and document, they suffer from term-mismatch issues and lack of semantic understanding of the query and document (Chang et al., 2020). Using neural models to represent the concatenation of query and passage is a promising way to achieve semantic matching (Nogueira and Cho, 2019; Banerjee and Baral, 2020). These methods are only applicable at small scale retrieval but not at large scale. Recently, dual-encoder architecture retrievers based on large pretrained language models (PrLMs), such as BERT (Devlin et al., 2019) have shown capability to do semantic matching and can be applicable at large scale (Karpukhin et al., 2020; Guu et al., 2020; Lewis et al., 2020). Such neural retrievers (NR) involve two PrLMs which are used to compute the vector representation of queries and documents respectively. Neural retriev-
ers are trained in such a way that the documents which best answer a query maximize the dot product between the two representations. Despite the success of neural retrievers, they still face many challenges. In the next Section, we will present a brief overview of five types of retrievers and the efforts made toward building stronger retrievers. Section 3 describes four limitations of current NRs and promising solutions. Section 4 discusses three more research directions and potential solutions. We conclude the proposal in Section 5.

2 Retrievers in General

In general, the modern retrievers can be categorized in five classes (adapted from (Thakur et al., 2021)). **Lexical retrievers** such as BM25 are based on token-matching between two high-dimensional sparse vectors. The sparse vectors are represented based on the frequency of the terms in documents and thus does not require any annotated training data. Regardless of the simplicity of the algorithms, such methods perform well on new domains (Thakur et al., 2021). **Dual-encoder dense retrievers** consists of two encoders where the query encoder and context encoder generate a single dense vector representation for query and context respectively. Then the score can be computed by inner-dot product or cosine-similarity between the two representations (Karpukhin et al., 2020; Xiong et al., 2020; Hofstätter et al., 2021). Language models such as BERT (Devlin et al., 2019) are preferred choices for encoders. **Sparse retrievers** use sparse representations instead of dense representations for query and document (Dai and Callan, 2020; Zhao et al., 2021; Nogueira et al., 2019). **Late-interaction retrievers** different from dense retrievers who use sequence-level representations of query and document, they use token-level representations for the query and passage: a bag of multiple contextualized token embeddings (Khattab and Zaharia, 2020). The late-interactions are aggregated with sum of the max-pooling query term and a dot-product across all passage terms. **Re-ranking retrievers** include two stages, coarse-search by efficient methods (e.g. BM25) and fine-search by cross-attentional re-ranking models. The re-ranking model takes input as the concatenation of the query and one candidate given by the first stage and produce a score based on the cross representation (e.g. the [CLS] token), and such process is repeated for every candidate, and finally re-rank candidates based on the generated scores.

Without changing the architectures, different efforts have been made toward learning better representation of dense vectors and improving the efficiency in terms of training resources as well as short inference time. One way to improve the representation of dense vectors is to construct proper negative instances to train a neural retriever. In-batch negative training is a frequently used strategy to train dense retrievers, and the larger the batch size is, the better performance a dense retriever can achieve (Karpukhin et al., 2020; Qu et al., 2021). Using hard negative candidates is better than using random or simple in-batch negative samples, for example, Karpukhin et al. (2020) mine negative candidates by BM25 and (Xiong et al., 2020) mine negative candidates from the entire corpus using an optimized dense retriever. Hofstätter et al. (2021) selects the negative candidates from the same topic cluster, such a balanced topic aware sampling method allows the training with small
batch size and still achieves high quality dense representation. ColBert (Khattab and Zaharia, 2020) is proposed to improve the efficiency of the ranking model. Since every token can be pre-indexed, it prevents inference time from getting representation of context. While Colbert is faster than single-model, it is slower compared to dual-models, thus, it is not suitable for retrieval at large scale. On the other hand, Nogueira et al. (2019) shortens the inference time by using sparse representation for queries. Zhang et al. (2021) integrates dense passage retriever and cross-attention ranker and use adversarial training to jointly both module.

Above methods are usually used to retrieve a document (e.g. a paragraph in Wikipedia) which can potentially contain the answer to a query. Some other retrievers directly retrieve the answer phrase (or entities) so that they can be directly used to answer questions without a reader (Seo et al., 2019; Lee et al., 2020; De Cao et al., 2020, 2021). While such methods can reduce the latency, it also increases the memory to store potential phrases which will be much larger than the number of raw documents. On the other hand, Lee et al. (2021a,b) use generative model to generate the entities which largely reduce the memory.

3 Research Gaps and Solutions

In this section, we will describe multiple research gaps and the proposed methods introduced in (Luo et al., 2021a,b, 2022b).

![Figure 2: Poly-DPR, the context encoder uses K representations to capture the information in context.](image)

3.1 Is One Dense Vector Enough to Capture Information?

Most of the neural retrievers use one dense representation for context (Karpukhin et al., 2020; Guu et al., 2020; Lewis et al., 2020). Previous work found that one dense vector is not enough to capture enough information in the context, especially for a long context. One dense representation is also hard to be applied to exact word matching so that it fails on entities-centric questions (Sciavolino et al., 2021). To close the gap of existing NRs, we propose a new model called Poly-DPR which builds upon two recent developments: Poly-Encoder (Humeau et al., 2020) and Dense Passage Retriever (Karpukhin et al., 2020).

**Method** In Poly-DPR (see Figure 2), the context encoder represents each context using K vectors and produces query-specific vectors for each context. In particular, the context encoder includes K global features \((m_1, m_2, \ldots, m_k)\), which are used to extract representation \(v_c^i\), \(\forall i \in \{1 \ldots k\}\) by attending over all context tokens vectors.

\[
\begin{align*}
\text{(1)} & \quad v_c^i = \sum_n w_n^m h_n, \\
\text{(2)} & \quad (w_1^m, \ldots, w_n^m) = \text{softmax}(m_1^T \cdot h_1, \ldots, m_n^T \cdot h_n).
\end{align*}
\]

After extracting K representations, a query-specific context representation \(v_{c,q}\) is computed by using the attention mechanism:

\[
\begin{align*}
\text{(3)} & \quad v_{c,q} = \sum_k w_k v_c^k, \\
\text{(4)} & \quad (w_1, \ldots, w_k) = \text{softmax}(v_q^T \cdot v_c^1, \ldots, v_q^T \cdot v_c^k).
\end{align*}
\]

To enable efficient search in inference (e.g. using MIPS (Shrivastava and Li, 2014) algorithms), instead of computing query-specific context representation, we simply use the inner-dot product of each K representations with the query embeddings, and apply max pooling function to get the score.

**Result** We evaluate Poly-DPR on BioASQ8 (Nentidis et al., 2020) dataset to see how effective the model is. Instead of using the full corpus which has 19M PubMed articles, we construct a small corpus with 133,084 articles for efficient and comprehensive experiments purpose. We also examine the impact of changing the value of K on the performance. Furthermore, we design two context length, one is two sentences no more than 128 tokens (short) and the other one is up to 256 tokens (long). In Table 1, we have three values for K, where value 0 is the same as the original DPR. We see that in both settings, Poly-DPR is better than the original DPR, and a larger value of K leads to better performance.
Figure 3: Two IR-oriented pretraining tasks. ETM is suitable for corpus which have titles and passages. RSM is suitable for any type of corpus.

| CL | PT  | B1  | B2  | B3  | Avg. | CL | PT  | B1  | B2  | B3  | Avg. |
|----|-----|-----|-----|-----|------|----|-----|-----|-----|-----|------|
|    | Short | 0   | 62.06 | 61.81 | 61.85 | 66.69 | 63.30 | 62.74 |    | 62.92 | 58.79 | 62.94 | 70.30 | 63.39 | 63.67 |
|    | Long  | 12  | 65.22 | 60.86 | 62.59 | 70.50 | 66.21 | 65.08 |    | 61.70 | 58.28 | 58.62 | 67.33 | 61.48 | 61.48 |
|    | Long  | 12  | 63.95 | 59.51 | 62.98 | 66.71 | 62.80 | 63.19 |    | 63.83 | 57.81 | 62.72 | 70.00 | 63.64 | 63.60 |

Table 1: Comparison among different values of K for Poly-DPR in both short and long context settings of BioASQ8 dataset using MRR metric. Bi stand for different testing batch.

### 3.2 Is IR-oriented Pretraining Important?

PrLMs are trained on general tasks, such as masked language prediction, and next sentence prediction (Devlin et al., 2019). While these pretraining tasks help the model to learn the linguistic knowledge, the model might still lack of specific skill to perform down-stream tasks, e.g. match similar words or characterize the relation between the question and answer. Chang et al. (2020) has shown that IR-oriented pretraining tasks can help model to develop basic retrieval skill. However, their proposed methods require specific document structure, e.g. the document includes external hyperlinks.

**Method** We propose two new IR-oriented pretraining strategies (Figure 3). Our pre-training tasks are designed such that they can be used both for long contexts as short contexts. In *Expanded Title Mapping (ETM)*, the model is trained to retrieve an abstract, given an extended title $T'$ as a query. $T'$ is obtained by extracting top-$m$ keywords from the abstract based on the TF-IDF score, denoted as $K = \{k_1, k_2, \ldots, k_m\}$, and concatenating them with the title as: $T' = \{T, k_1, k_2, \ldots, k_m\}$. The intuition behind ETM is to train the model to match the main topic of a document (keywords and title) with the entire abstract. **Reduced Sentence Mapping (RSM)** is designed to train the model to map a sentence from an abstract with the extended title $T'$. For a sentence $S$ from the abstract, we first get the weight of each word $W = \{w_1, w_2, \ldots, w_n\}$ by the normalization of TF-IDF scores of each word. We then reduce $S$ to $S'$ by selecting the words with the top-$m$ corresponding weights. The intuition behind a reduced sentence is to simulate a real query which usually is shorter than a sentence in an abstract.

**Result** We test on BioASQ dataset and use the similar experimental setting as in §3.1, where we use both short and long context length settings. From Table 2, we see that in both settings, using our pretraining tasks are much better than without any pretraining with large margins. Furthermore, in the long context setting, we also compare our method with ICT (Lee et al., 2019) pretraining task, and we see that ETM beats than ICT on average with better performance on 4 out of 5 batches.

### 3.3 How to Obtain Enough Training Data?

While the pretraining makes language models more easily adapted to new tasks, a decent amount of domain-specific data for fine-tuning is still crucial to achieve good performance on downstream tasks (Howard and Ruder, 2018; Clark et al., 2019). Collecting annotated data is expensive and time
MiR-1 influences susceptibility to cardiac arrhythmias after myocardial infarction.

Template: Is ____ influenced by ____?

Text: Is myocardial infarction influenced by MiR-1?

Figure 4: Template-Based Question Generation.

Method To address the domain adaptation issue, we propose a semi-supervised pipeline to generate questions using domain-templates (Figure 4). To do so, we assume a small amount of domain-annotated question-answer data is given. We first extract templates from the questions by using a name entity recognition model to identify question-specific entities and removing such entities. A template selection model is trained to select the template for a new passage. Finally, a generative model (e.g., T5) is trained to generate questions conditioned on this template and a text passage. The questions generated using domain templates are much better than the previous question generation method.

Result Again, we use BioASQ8 as testbed with similar settings as previous experiments. We compare our method with an existing question generation model trained on existing large scale data to obtain synthetic question-answer pairs using domain articles. Still, the style of the generated questions are far away from the target-domain and limit the models’ performance.

Table 3: Comparison of fine-tuning on different downstream training data B: BioASQ A: AnsQG and T: TempQG on the performance of Poly-DPR with two context lengths (CL) on the BioASQ small corpus test set.

3.4 How to Retrieve Information for Multi-modality Queries?

Previous discussion focuses on retrieving relevant documents to text-only queries, while in current society, lots of information is presented by multi-modalities such as text, image, speech, and video. Therefore, retrieving relevant documents to multi-modality queries can have wide application in human’s life. For instance an image of a milkshake and a complementary textual description “restaurants near me” should return potential matches of nearby restaurants serving milkshakes. In literature, OK-VQA (Marino et al., 2019) is a task that requires external knowledge to answer visual questions (i.e. the query is composed of image and text.). To find the relevant knowledge for such a query, current neural retrieval can not be directly applied since the text part in the query is not completed to understand the information needs and the model is unable to look at the image information. To address this issue, we propose three types of retrievers to handle multi-modality queries.

Method Term-based retriever, we first extract the image information by using captions generation model (Li et al., 2020). Then we concatenate the question and the caption as a query and obtain knowledge by BM25. The other two multi-modality retrievers are adopted from the DPR model. Image-DPR: we use LXMERT (Tan and Bansal, 2019) as the question encoder, which takes image and question as input and outputs a cross-modal representation. Caption-DPR: similar to the strategy we use in term-based retrievers, we concatenate the question with the caption of an image as a query and use standard BERT as a query encoder to get the representation. In both Image-DPR and Caption-DPR, we use standard BERT as context encoder. Figure 5 shows a comparison between these two retrievers. We find that the performance of Caption-DPR is better than Image-DPR, and the term-based retriever performs worst.

Result We evaluate three retrievers on OK-VQA dataset and use the knowledge base (with 112,724 pieces of knowledge) created in (Luo et al., 2021b)
Table 4: Evaluation of three proposed visual retrievers on Precision (P) and Recall (R): Caption-DPR achieves the highest Precision and Recall on all number of retrieved knowledge.

| Model       | # of Retrieved Knowledge |
|-------------|--------------------------|
|             | 1 | 5 | 10 | 20 | 50 | 80 | 100 |
|             | P* | R* | P* | R* | P* | R* | P* | R* | P* | R* | P* | R* | P* | R* | P* | R* | P* | R* | P* | R* | P* | R* |
| BM25        | 37.63 | 37.63 | 35.21 | 56.72 | 34.03 | 67.02 | 32.62 | 75.90 | 29.99 | 84.56 | 28.46 | 88.21 | 27.69 | 89.91 |
| Image-DPR   | 33.04 | 33.04 | 31.80 | 62.52 | 31.09 | 73.96 | 30.25 | 83.04 | 28.55 | 90.84 | 27.40 | 93.80 | 26.75 | 94.67 |
| Caption-DPR | 41.62 | 41.62 | 39.42 | 71.52 | 37.94 | 81.51 | 36.10 | 88.57 | 32.94 | 94.13 | 31.05 | 96.20 | 30.01 | 96.95 |

Figure 5: Comparison of two multi-modality.

as the corpus. We retrieve 1/5/10/20/50/80/100 knowledge for each question. Table 4 shows that the two neural retrievers are better than simple term-based retriever, and the Caption-DPR is the best model in all cases.

4 Future Work

Previous section describes multiple research problems for neural retrievers, while we provide some solutions, each problem can be further investigated. In the following, we identify more research directions and propose potential solutions.

Document Expansion Previous work (Nogueira et al., 2019) has shown BM25 with expended documents using generated questions is an efficient way to retrieve documents. Such a method also showed good generalization across different domains (Thakur et al., 2021). The template-based question generation proposed in this work has better domain adaptation than the previous question generation method. It is interesting to see how each module in the pipeline performs on new domain without further fine-tuning. For example, can the template selection model select good templates for passage from new domain; can the question generation model generate good questions given a new template? Evaluating how our template-based question generation pipeline works when apply it to document expansion is an interesting future work.

Distinguish Between Negative Samples Many training data only provide positive candidates but not the negative candidates. Section 2 summarizes existing methods to construct negative candidates; however, the negativeness of different candidates are different. For instance, if some candidates have the same topic as the queries while others do not, then in such cases, the former candidates should be less negative compared to the later. We propose to label the negativeness of candidates by using the similarity between the questions and the candidates and use such labels to train neural retrievers.

Generalization of Neural IR Previous work has shown that neural retrievers perform well on the same domain of the training data (IID) but poorly in out-of-domain (Thakur et al., 2021). In fact, generalization is a common issue in many other tasks such as image classification and question answering (Gokhale et al., 2022; Luo et al., 2022a). A range of methods including data augmentation, data filtering, and data debiasing methods have been proposed to improve the generalization capacity of models. Applying these methods to train neural retrievers can potentially improve their generalization capacity. Prompting or instruction learning has shown good generalization performance on many NLP tasks (Mishra et al., 2021) or in low-resource domain (Parmar et al., 2022), yet applying such method on retrieval task is less investigated, and it will be an interesting direction to explore.

5 Conclusion

In this proposal, we focus on an important task: information retrieval. From word-matching retrievers to neural retrievers, many efforts have been made toward building stronger retrievers that can achieve high recall and precision. We summarize five types of modern retrievers and methods to address some existing issues. While the development in this field is exciting, retrievers still have a long journey to go. We hope this proposal can shed some light on building a more capable retriever in future.
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