Local origin of the visco-elasticity of a millimetric elementary foam
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Liquid foam exhibits surprisingly high viscosity, higher than each of its phases. This dissipation enhancement has been rationalized by invoking either a geometrical confinement of the shear in the liquid phase, or the influence of the interface viscosity. However, a precise localization of the dissipation, and its mechanism, at the bubble scale is still lacking. To this aim, we simultaneously monitored the evolution of the local flow velocity, film thickness and surface tension of a five films assembly, induced by different controlled deformations. These measurements allow us to build local constitutive relations for this foam elementary brick. We first show that, for our millimetric foam films, the main part of the film has a purely elastic, reversible behavior, thus ruling out the interface viscosity to explain the observed dissipation. We then highlight a generic frustration at the menisci, controlling the interface transfer between neighbor films and resulting in the localization of a bulk shear flow close to the menisci. A model accounting for surfactant transport in these small sheared regions is developed. It is in good agreement with the experiment, and demonstrate that most of the dissipation is localized in these domains. The length of these sheared regions, determined by the physico-chemical properties of the solution, sets a transition between a large bubble regime in which the films are mainly stretched and compressed, and a small bubble regime in which they are sheared. Finally, we discuss the parameter range where a model of foam viscosity could be built on the basis of these local results.

I. INTRODUCTION

A foam, made of inviscid gas and Newtonian liquid, has an effective viscosity that may reach thousand times the viscosity of the foaming solution [1, 2]. Liquid phase confinement is classically assumed to be at the origin of this spectacular viscosity enhancement, with a local shear rate scaling as the imposed one multiplied by the confinement factor $d/h$, with $d$ the bubble size and $h$ the film thickness [3]. However, how and where the imposed stress is transmitted to the liquid phase remains an open question. In the absence of any solid part in the foam structure, the degrees of freedom of the liquid phase are numerous, and an imposed external deformation can lead to many different local deformations and flows, which have been listed in the seminal work of Buzza and Cates [4].

The problem has been addressed experimentally both at the bubble scale and at the foam sample scale. In the first approach, an assembly of few millimetric films are deformed, either due to the structure relaxations after a triggered T1 event [5–7], or due to the controlled motion of the supporting frame [8–11]. In most of these studies, the local film tensions are deduced from the film structure geometry, and/or the local film thicknesses measured using absorption or interferometry. The observations are rationalized with models involving film extensions and compressions, associated to a viscoelastic response of the surfactant monolayer, and a relaxation of the interface area variations by the surfactant monolayer transfer from the compressed films to the stretched ones. The velocities of both film interfaces are assumed identical. In contrast, at the sample scale, with typical bubble sizes of the order of 100 µm, the rheometric measurements are usually modeled using the assumption of bubbles sliding on top of each other and thus shearing the liquid film that separates them, without any interface extension [12]. Depending on the physico-chemistry, different scaling laws are observed, which are difficult to interpret in term of one model or the other [2, 13].

There is thus a clear need for a full characterization of the flows induced in the foam films by an imposed deformation, with a synchronized measure of both the kinematic quantities (local interface extension and extension rate, interface transfer velocity) and of the local tension in films, in order to discriminate between both approaches, involving either film shearing or film extension. This is an unavoidable milestone to fully elucidate the local origin of foam viscosity.

To this end, we built a dedicated set-up that allows us to impose controlled deformations to a five films assembly. In a previous paper, we measured the transfer velocity from one film to its neighbor due to this deformation, as well as other kinematic quantities [11]. The aim here is to relate these kinematic quantities to the film tensions. In order to build a constitutive law for each part of the foam structure, and, eventually, to build the resulting constitutive law for the foam sample.

The main results of this paper are the following: (i) The films are shown to be governed by a perfectly reversible elastic law, with no influence of the shear or extensional interface viscosities. This proves that the viscoelastic response of the interface is not, as often assumed, at the origin of the foam dissipation; (ii) We measure the relationship between the interface transfer velocity, from one film to its neighbor, and the tension difference between these films. We evidence a generic geometrical frustration at the meniscus: as it prevents the free transfer of the interface, this frustration is at the origin of the largest part of the dissipation; (iii) We predict that this dominant dissipation is localized in a small
part of the films, close to the meniscus, that is sheared. In this domain, a well controlled scale separation is used to simplify the hydrodynamics and transport equations, which become easily numerically solvable. One important prediction of our model is the scaling law for the length $\ell$ of this sheared part of the film, as a function of the physico-chemical properties of the foaming solution. This length increases when the surfactant solubility decreases and is typically of the order of 100 $\mu$m. Importantly, it defines a frontier between the foams having bubbles smaller than $\ell$, in which the whole film should be sheared, and the foams having bubbles larger than $\ell$, in which the main film deformation should be an extension/compression. This reconciles the various classes of model, based either on extension or on shear, found in the literature.

On these bases, we built a model of foam viscosity for the large bubble regime and/or high surfactant solubility, e.g. for a bubble radius larger than $\ell$. It reproduces the variations of the foam loss modulus as the square root of the frequency, and as the inverse of the bubble size, which are observed for a large class of foams [2, 13], and predicts the prefactor as a function of well defined, measurable, physico-chemical properties.

The paper is organized as follows. We first introduce the dedicated experimental setup in section II and then describe the measurement of the relevant kinematic quantities in section III. In section IV, we describe the technique used to measure the evolution of the tension of the five different films. In section V and VI we build the constitutive relationships of the thin film and of the meniscus, respectively. In section VII, we unravel and model the dominant dissipation mechanism associated to the film/meniscus exchange and compare our model to the experiments in section VIII. Finally in section IX we discuss the relevance of our findings in a foam context.

II. EXPERIMENTAL SET-UP AND FOAMING SOLUTION

The same experimental set-up has been used previously in [11], and the measure of the kinematic properties of the film (velocity, extension) has already been presented in this former article for a restricted range of the control parameters. We recall here the main features and describe the physico-chemical properties of the solution.

A. Mechanical device

The film assembly is made of five foam films held by two metallic X-shaped pieces as shown in Fig. 1. The central horizontal film has a width $d_c = 6$ mm and a length $W = 41.5$ mm. The length has been chosen such that $W \gg d_c$, so the middle part of the central film is not influenced by the boundary effects on the solid frame.

The short edges of the central film form menisci with the metallic frames (the supported menisci) while its long edges are menisci connected to the four peripheral films at an angle of $120^\circ$ (the free menisci). The external edges of the peripheral films are connected to metallic pieces of length $W$ (black pieces in Fig. 1) which can translate along the lateral arms of the X-shape pieces. The mobile edge positions are controlled by four linear piezo motors (PI U-521.23). This geometry ensures that each film remains flat and stay in the same plane whatever the position of the motor, if the films are at mechanical equilibrium. Unless otherwise specified, an invariance in the $y$ direction will be assumed for all quantities. They are expressed as a function of the curvilinear abscissa $s$, defined for each film as the position along a line in the $(x, z)$ plane.

As in [11], the deformation studied consists of a compression of the left peripheral films from an initial length $d^-(0) = d_m + \Delta d/2$ to $d_m - \Delta d/2$ and a simultaneous symmetric extension of the right films from $d^+(0) = d_m - \Delta d/2$ to $d_m + \Delta d/2$ at a constant velocity $V$. In this study, we explore the influence of the motor velocity $V$, of the deformation amplitude $\Delta d$ and of the mean position $d_m$.

B. Optical device

Three cameras are used to monitor the dynamic induced by the film deformations as shown in Fig. 1. The meniscus camera records the size and vertical position of one free meniscus. It is magnified with a telecentric lens (Edmund Optics SilverTL 4x) and illuminated with a collimated white LED. The free meniscus position in the $(x, y)$ plane and the gross thickness variations of the central film are recorded with the fluorescence camera lo-
cated on the top of the setup. The fluorescein added in the foaming solution is excited with a 488 nm laser (Oxxius LBX 200 mW) and its emission is filtered using a band-pass filter. Finally, more precise thickness profiles $h$ are monitored along the line $L_c$ in the central film or $L_p$ in a peripheral film with a hyperspectral camera (Resonon Pika L). This camera, described in [11], measures the interfered spectrum intensity $I(\lambda)$ of the light emitted by a halogen lamp and reflected by the thin film. The thickness is extracted using the relation:

$$I(\lambda) \propto 1 - \cos \left( \frac{4\pi h n}{\lambda} \left( 1 - \frac{\sin^2 \theta}{n^2} \right)^{1/2} \right),$$

where $n = 1.33$ is the film refractive index, $\lambda$ the wavelength and $\theta$ the light incident angle. In our set-up, $\theta$ is $45^\circ$ for the central camera position and $58.5^\circ$ for the peripheral one.

### C. Physico-chemical properties of the foaming solution

The foaming solution used is a mixture of sodium dodecyl sulfate ($c_{\text{sDS}} = 5.6$ g/l), dodecanol ($c_{\text{DOH}} = 0.05$ g/l), fluorescein ($c_{\text{fluor}} = 0.8$ g/l) dissolved in a solution of distilled water-glycerol (15 % in volume). The equilibrium surface tension was measured at $\gamma_0 = 33 \pm 1$ mN/m using the pendant drop method and the viscosity is $\eta = 1.5$ mPa.s. Four needles located on the top mobile edges of the peripheral films can be used to supply solution to the film assembly during the entire experiment. Two sets of experiments have been performed, one where the foaming solution is injected at a rate of 0.2 ml/min (0.05 ml/min per needle) and one without injection.

Such mixture of sodium dodecyl sulfate and dodecanol has been extensively studied for its relevance in foam science and has been chosen here to optimize film stability and rheological response. However, its physico-chemical properties remain difficult to model due to the strong interactions between the anionic surfactant and the non-ionic alcohol which can lead to the formation of a complex [14–17]. Moreover, above the critical micelle concentration (CMC$= 2.33$ g/l for pure SDS), DOH molecules can be solubilized in SDS micelles. These interactions lead to co-adsorption processes and mixed diffusion [18].

As the chemistry has not been varied in this study, the potentially complex equation of state of the interface, adsorption and transport laws, taking into account the different species, can not be confronted to our experimental results. We thus choose to keep our thermodynamic model of interface as simple as possible by linearizing the different laws.

Surface tension of pure SDS remains almost constant above the CMC [19]. The important variations observed in our experiments are therefore assumed to be associated to the dodecanol only. At thermodynamic equilibrium, the surface tension $\gamma_{th}$ is related to the DOH surface excess $\Gamma$ by:

$$\gamma_{th} = \gamma_0 + \left. \frac{\partial \gamma_{th}}{\partial \Gamma} \right|_{r_0} (\Gamma - \Gamma_0) = \gamma_0 - E \frac{\Gamma - \Gamma_0}{\Gamma_0},$$

with $\gamma_0$ the surface tension of the foaming solution, $\Gamma_0$ the corresponding surface excess, and $E = - \left. \frac{\partial \gamma_{th}}{\partial \Gamma} \right|_{r_0}$ the so called Gibbs-Marangoni elasticity. This elasticity can be estimated using the Langmuir model of DOH/micellar SDS solution proposed in [18] which leads to $E \approx 10$ mN/m (see appendix A).

The adsorption of dodecanol at the interface is characterized by

$$\Gamma = \Gamma_0 + \left. \frac{\partial \Gamma}{\partial c} \right|_{c_0} (c - c_0) = \Gamma_0 + h_\Gamma (c - c_0),$$

where $c$ is the local dodecanol bulk concentration, $c_0$ the initial concentration and $h_\Gamma = \left. \frac{\partial \Gamma}{\partial c} \right|_{c_0}$, hereafter called reservoir length. Based on [18], we estimated $h_\Gamma \approx 5.4$ $\mu$m (see appendix A). For processes faster than the micellization [20], we also need to consider the equilibrium between the surface excess and the concentration $c_{DOH}^{m}$ of dodecanol in its monomer form, involving the parameter $h_\Gamma^m = \left. \frac{\partial \Gamma}{\partial c} \right|_{c_0}\approx 370$ $\mu$m (see appendix A).

The disjoining pressure as a function of the film thickness is also an important physico-chemical property of the system. However, it is negligible in our study as the films are always larger than 100 nm.

Finally, on each interface, we define $\gamma(s)$ as the full interfacial stress which includes the surface tension $\gamma_{th}(\Gamma)$ as well as the potential contributions associated to the surface extensional and shear interfacial viscosities, respectively $\eta_s$ and $\kappa_s$. Note that the interfacial stress is thus a priori of tensorial nature, and $\gamma(s)$ represents its projection in the direction orthogonal to the direction of invariance $y$. For the thin films, we also define the film tension $\sigma \sim 2 \gamma$ that takes into account the contribution of both interfaces and of the film bulk (see section IV.B).

### D. Control parameters

In this study we explored the influence of the deformation parameters on the film assembly dynamic by performing around 480 experiments.

A first experimental campaign was performed with the fluorescent camera used at a frame rate of 130 fps, for $\Delta d$ varying between 2 to 12 mm, $V$ between 1 to 100 mm/s and $d_{inj}$ between 7 to 17 mm. Each set of parameters has been repeated at least 3 times with and without solution injection representing a total of 186 experiments. For some parameter values, the measures have been refined in a second campaign, by increasing the frame rate to 300 fps, increasing the amount of experiments, and/or using the spectral camera in the peripheral position, instead of the central position only.
III. DETERMINATION OF THE KINEMATIC QUANTITIES

As shown in our previous study [11] and summarized in Fig. 2, the typical dynamic is composed of an extension of the peripheral films on the stretched side, and a compression of the peripheral films on the pushed side, at the first instants (Fig. 2 (b)). The imposed deformation then relaxes through interface transfers between adjacent films (Fig. 2 (c)). A visible signature of this transfer is the appearance of thick films, extracted from the menisci, in the central and stretched films.

The extension of the films and the transfer velocity at the menisci are the two relevant kinematic quantities of the problem and they will be related to the film tensions through constitutive relationships in section V and VI. To properly define and measure the extensions and the transfer velocities we first clarify here different assumptions.

In the films, the relative velocity of the bulk phase with respect to the interfaces is a Poiseuille flow governed by the gravity forces and by the Laplace pressure gradients. As quantitatively discussed in section VI.B, these relative velocities are negligible far enough from the menisci, and the velocity can be assumed to be constant across the film (Fig. 2 (f)). In the central part of each film, we can therefore define a film element \( S \) as an elementary material system of volume \( d\Omega = hdS = hdysds \) (see Fig. 2 (d)-(e)) spanning the film from one interface to the other. It is a closed system which can be followed along its trajectory and which is entirely determined by the shape and position of its interface. The invariance in the \( y \) direction imposes that \( dy \) is constant. However, stretching or compression modifies \( ds \). In such a film element, the film extension, or equivalently the interface extension, can be defined as

\[
\varepsilon(t) = \frac{ds(t)}{ds_0} - 1 = \frac{h_0}{h(t)} - 1,
\]

with \( h_0 \) and \( ds_0 \) the initial characteristic of the film element, before deformation. The second equality is deduced from the volume conservation of the system, which imposes \( h(t)ds(t)dy = h_0ds_0dy \). With this definition \( \varepsilon > 0 \) for an extension and \( \varepsilon < 0 \) for a compression.

The transfer velocity is a dynamical property associated to each free meniscus. In [11] we experimentally checked that, for the imposed deformation, when some film is extracted at one side of a free meniscus, a similar amount of film is absorbed on the other side, at the same rate, as schematized in Fig. 2 (f). The surfactant monolayer slides on the meniscus interface, from one film to its neighbor, with negligible deformation. This allows us to define the transfer velocity \( U \) as, indifferently, the velocity of the film entering the meniscus at one side, the velocity of the film extracted on the other side, or the velocity of the surfactant monolayer at the meniscus interface connecting both films. Experimentally, \( U \) is measured in the central film. The model of section VII goes beyond this first order description and provides a prediction for the interface velocity difference between both sides of the free menisci, thus refining this first definition of the transfer velocity.

B. Measure of the transfer velocity

An image of the central film is shown in figure 3 (a). In this film, the relaxation of the peripheral film deformation by interface transfer results in an extraction of a new film from the free meniscus on the compressed side (see Fig. 3 (a)) and in a film entry in the free meniscus on the stretched side. The film extraction is governed by the Frankel’s theory [11, 21] and the new film, called hereafter Frankel’s film, is thicker than the remaining part of the film, which is the film initially present (denoted initial film hereafter). The Frankel’s film therefore appears bright on the fluorescence camera, with a very well defined frontier at a distance \( L(t) \) from the pushed meniscus. The extraction begins as soon as the motors start and accelerates until the motors stop. The velocity is maximum at this time (Fig. 3 (b)) and then the extraction slows down over a characteristic timescale of 1 second.

This motion occurs without compression nor extension of the central film, which simply translates in the \( x \) direc-
The central film dynamics is thus fully resolved by tracking the position \( L(t) \) of the Frankel’s film frontier, with respect to the pushed meniscus position. For experiments recorded at a high frame rate (300 fps), the central film velocity is computed by smoothing the time derivative of \( L \). For longer experiments with slower frame rate (130 fps), this velocity is extracted by first fitting the evolution of \( L \) with a four order polynomial during motor motion and a logarithm function after motor stops. This uniform central film velocity is our experimental definition of the transfer velocity \( U \), which happens to be identical at both free menisci, for the deformation we impose.

C. Measure of the film extension

The fact that the films may be absorbed by or extracted from the menisci implies that each individual film can not be considered as a closed material system. Consequently, the distance \( d \) between the menisci on both sides of a film does not provide a measure of its extension \( \varepsilon \).

A first method to determine \( \varepsilon \) is based on thickness measurements. A film thickness profile in the stretched film, measured with the spectral camera, is shown in Fig. 4 (a). After deformation we can see a thin part, corresponding to the initial film, in contact with a thicker part, corresponding to newly extracted Frankel’s film, with a sharp transition between both. As shown in [11], a Frankel’s film is extracted both at the free meniscus (at the origin position in Fig. 4 (a)) and at the supported meniscus, on the bottom right moving edge. However, gravity imposes a stratification of the non-horizontal films, and both Frankel’s films merge at the film bottom [22], thus explaining the film profile. The key point here is that the initial film is a well identified material system, which does not leave nor enter the film during the experiment, and which is well separated from the Frankel’s film by a measurable frontier.

To follow this material system, we proceed as follows: the volume \( V_0 \) (per unit length in the \( y \) direction) of the initial film is calculated by integrating the thickness profile at \( t = 0 \) over the total length \( d^+ (0) = \Delta s_0 \) of the film. During the dynamic, its length \( \Delta s(t) \) is deduced from the volume conservation: the thickness profile is integrated from the free meniscus at \( s = 0 \) to the position \( \Delta s(t) \) at which the integral equals \( V_0 \). Note that consistently \( \Delta s(t) \) coincides with the position of the thickness transition, which is however known with a smaller precision.

As discussed in section VA, the extension is uniform in the film, thus allowing us to integrate eq. (4) over the whole initial film to obtain

\[
\varepsilon(t) = \frac{\Delta s(t)}{\Delta s_0} - 1,
\]

which is plotted in Fig. 4 (b) as a function of time.

On the compressed side, the initial film is absorbed by the meniscus and the previous method unfortunately fails. Moreover, marginal regeneration plumes form at the bottom meniscus, move upward and merge with the film, draining the compressed film much faster than the other ones and making the extension measure based on eq. (4) impossible. In that case, the actual size of the monolayer initially covering the film is estimated as \( d^-(t) + L_1(t) + L_2(t) \), with \( d^-(t) \) the imposed film length at time \( t \) and \( L_1 \) and \( L_2 \) the monolayer areas (per unit length in the \( y \) direction) that have been lost by the compressed film respectively at the free meniscus and at the supported meniscus. As previously discussed, it is shown in [11] that \( L_1 \sim L(t) \); at short time, we also observed that \( L_2 \sim L(t) \). The same assumptions can be made for the stretched film to take into account the gain of area on both film sides. The extension can finally be estimated by, using the appropriate sign for each case,

\[
\varepsilon(t) = \frac{d^\pm(t) \mp 2L(t)}{d^\pm(0)} - 1.
\]

The values of \( \varepsilon \) in the stretched films, obtained using both definitions (eqs. (5) and (6)), are plotted in Fig. 4 (b) for one series. As expected an excellent agreement is obtained at short time, but the two curves become different at longer times. Based on this comparison, we define a cut off length \( L_c = 0.1(d_m + \Delta d/2) \), represented by the dashed line in figure 4 (b): for \( L(t) < L_c \), the extension can be calculated using (6). Then \( L_1 \) and \( L_2 \) begin to significantly differ from \( L \) and eq. (6) becomes invalid.

FIG. 3. (a) Image of the fluorescence camera (top view) after the deformation showing the Frankel film extraction. This Frankel film is invariant in the \( y \) direction and the black parts on both sides are due to the fact that the illuminated domain size is smaller than \( W \). (b) Typical Frankel film length \( L \) (blue) and velocity \( U = dL/dt \) (black) evolution with time for \( \Delta d = 10 \text{ mm}, V = 50 \text{ mm/s} \) and \( d_m = 12 \text{ mm} \). Yellow shaded area indicates when the motors move.
of vanishing mean curvature during the dynamics. The position and shape of the free menisci, that we have extracted over time, can thus be used to measure the film tensions.

A. Meniscus motion

During the dynamics, both free menisci delimiting the central film move in the \((x, y)\) plane toward the stretched side. As shown in Fig. 5, the meniscus ends slide on the solid frame and the whole meniscus curves in the direction of motion. The displacement \(\delta^\pm(y)\) of each free meniscus (the symbols − and + refer to the compressed and stretched sides, respectively) can be fitted at each time by a second order polynomial, from which we deduce the sliding motion (the constant term \(\delta_1^\pm\)) and the meniscus curvature (from the quadratic term \(\delta_2^\pm(y)\)):

\[
\delta^\pm(y) = \delta_1^\pm + \delta_2^\pm(y) = \delta_1^\pm + \delta_2^\pm(0) \left(1 - \frac{2y}{W}\right)^2.
\]

In this expression \(y = 0\) is chosen in the middle of the film. The motion in the \(z\) direction is measured with the meniscus camera (see Fig. 1) and is negligible.

B. Estimation of the tangential forces and film tension definition

To estimate the value of the external forces acting on the films, we use the following orders of magnitude, corresponding to our observations: the film in-plane velocity scales as the transfer velocity \(U \sim 10^{-2}\) m/s, the film normal velocity scales as the meniscus velocity \(U_m \sim 10^{-3}\) m/s, the film extension is \(|\varepsilon| \sim 1\) and the fastest deformation time scale is \(T \sim 10^{-1}\) s, corresponding to an

IV. DETERMINATION OF THE FILM TENSIONS

The set-up is designed so that, as long as the film structure is at equilibrium, the two free menisci stay at a constant position whatever the motor position. A meniscus motion is therefore the signature of some dynamical forces \[8\]. We demonstrate in this section that the dominant forces are the tension differences between the films, which can therefore be modeled by a minimal surface
extension rate $\dot{\varepsilon} \sim 10$ s$^{-1}$. Finally, we anticipate that the film tension differences between the different films $\Delta \sigma$, that is deduced from the meniscus shape in section IV E, are of the order of $10^{-3}$ N/m.

\begin{equation}
\rho \left( \frac{\partial (h(u))}{\partial t} + \frac{\partial (h(u^2))}{\partial s} \right) = \frac{\partial \sigma}{\partial s} + \rho g_s h + F^g_t, \tag{8}
\end{equation}

with $\rho$ the solution density, $g_s$ the gravity component along $\hat{t}$, $\langle u \rangle$ the tangential velocity averaged in the normal direction, scaling as $U$, and $F^g_t$ the tangential stress due to the gas phase at both interfaces.

The first inertial term scales as $\rho U/T \sim 10^{-4}$ Pa, the weight as $\rho g_s h \sim 10^{-2}$ Pa (for the peripheral films) and the air-borne stress as $F^g_t \sim \eta_g U/\delta_{BI}$, with $\delta_{BI}$ the thickness of the Blasius visco-inertial boundary layer, $\eta_g \sim 10^{-5}$ Pa.s the gas shear viscosity and $\rho_g \sim 1$ kg/m$^3$ the gas density [23]. The value of $\delta_{BI}$ is of the order of $\sqrt{\eta_g T/\rho_g} \sim 10^{-3} \text{ m}$ (or $\sqrt{\eta_g d/(U \rho_g)}$ of similar order) and thus $F^g_t \sim 10^{-4}$ Pa. The convection term arises from the fact that we considered an open system and scales as $\rho h^2 U/T \sim 10^{-5}$ Pa.

In the horizontal film, it results from these orders of magnitude that the Marangoni term $\partial \sigma/\partial s$, also appearing in eq. (8), can not be larger than $10^{-4}$ Pa. Its variation between both ends of the film is thus below $10^{-6}$ N/m, which is much smaller than $\Delta \sigma$. The surface tension variation induced by the gravity in the peripheral film simply balances its weight and is easily determined as $\Delta \sigma_{grav} \sim \rho g_s h d \sim 10^{-4}$ N/m, which is negligible too (and could be easily taken into account if needed).

One important consequence is that, in the parameter range we explored, the film tension is necessarily uniform on each thin film, whatever its physico-chemical properties [5]. We thus define the film tension $\sigma^-$ in the two compressed peripheral films (top and bottom films are identical by symmetry, as gravity is negligible), $\sigma^+$ in the two stretched peripheral films, and $\sigma^c$ in the central film.

The contribution of both interfaces and of the film bulk to this film tension will be discussed in section VII. Note that, as tensions and extensions are related to each others, the tension uniformity validates the assumption of uniform extension in each given film made in section III C.

C. Estimation of the normal forces

We now consider the normal motion of the peripheral films in order to show that they keep a negligible mean curvature during the deformation. Disregarding gravity effects, the $(x, y)$ plane is a symmetry plane, so the central film remains flat and stay in the $(x, y)$ plane. As shown in Fig. 7, the normal velocity of a piece of peripheral film is of the order of the meniscus velocity $U_m$. The Newton law in the normal direction applied to this system involves thus an inertial term (per unit film area) scaling as $I_f = h \rho U_m / T \sim 10^{-5}$ Pa. The normal forces are the gas pressures on both sides and the Laplace pressure, i.e. the normal component of the film tension contribution [24]. The convection term is, as for the tangential projection, negligible.

\begin{equation}
C \sim \frac{h \rho U_m}{\sigma T} \sim 10^{-3} \text{ m}^{-1}. \tag{9}
\end{equation}

In our set-up, the gas constitutes a continuous phase and the pressure variations are thus of dynamical origin only. The inertial gas pressure scales as $P^g = \rho_g U_m^2 / d \sim 10^{-6}$ Pa $\ll I_f$. The gas phase can thus be assumed to be at rest. In the following, the atmospheric pressure is chosen as pressure reference and all the pressures defined in the liquid phase are the actual pressure minus this uniform atmospheric pressure.

The force balance thus only involves the film inertia $I_f$ and the Laplace pressure $\sigma C$. This provides a scaling law for the film mean curvature $C$:

\begin{equation}
C \sim \frac{h \rho U_m}{\sigma T} \sim 10^{-3} \text{ m}^{-1}.
\end{equation}

This mean curvature is much smaller than the observed curvature in the $(x, y)$ plane, of the order of 20 m$^{-1}$ (see
Fig. 5) and is therefore negligible. The peripheral films remain thus minimal surfaces of vanishing mean curvature, even during the motor motion, and their entire shape can be deduced from the position of their boundaries, i.e. from the position and shape of the free menisci.

D. Determination of the angles between the films
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FIG. 8. (a) 3D schematic of the pushed film shape ensuring zero mean curvature. (b) Cutting scheme of the pushed film at the middle of the film.

Figure 8 shows the scheme of the pushed film shape ensuring vanishing mean curvature and geometrical constrains. The relevant geometrical quantity is the angle $2\theta^-$ (resp. $2\theta^+$) between the tangent vectors of the top and bottom pushed (resp. stretched) film, measured at the free meniscus position, in the $y = 0$ plane (i.e. in the middle of the film). Its expression as a function of the free meniscus shape in the $(x,y)$ plane (Fig. 8) is derived in Appendix B and is given by:

$$\theta^\pm = \tan^{-1} \left( \frac{d^\pm \sin \theta_0}{d^\pm \cos \theta_0 + \delta_1^\pm} \right) - \frac{\delta_2^\pm(0)}{w} \tanh \left( \frac{\pi d^\pm}{w} \right).$$

(10)

The first term on the right-hand side is due to the meniscus sliding displacement ($\delta_1$) and the second term is a correction induced by the meniscus curvature ($\delta_2$), as defined in eq. (7). The initial equilibrium angle is $\theta_0 = \pi/3$.

E. Determination of the film tensions

The film tension differences between the adjacent films can now be obtained from the force balance on the free menisci. Along the $x$ direction we have, for the compressed (−) and stretched (+) sides,

$$\rho \alpha_{men} r_m^2 \frac{d^2 x^\pm_m}{dt^2} = \pm \left( 2\sigma^\pm \cos \theta^\pm - \sigma_c \right),$$

(11)

with $\alpha_{men} r_m^2$ the section area of the meniscus. The meniscus inertia scales as $\rho r_m^2 U_m / T \sim 10^{-6}$ N/m and is much smaller than $\Delta \sigma$. We thus obtained the sought relationship:

$$\sigma^\pm = \frac{\sigma_c}{2 \cos \theta^\pm},$$

(12)

with $\theta^-$ and $\theta^+$ expressed as a function of the meniscus displacement in eq. (10).
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FIG. 9. Typical time evolution of the film tension variation of the stretched (in red) and compressed (in blue) side for $\Delta d=10$ mm, $V=50$ mm/s and $d_m=12$ mm. Solid lines (resp. shaded areas) represents the average (resp. the standard deviation) over 50 experiments.

We show in the next section that any variation of film tension is associated to a film extension $\varepsilon$. As the central film is never stretched or compressed we can assume $\sigma_c = \sigma_0 = 2\gamma_0$. The film tension variations in the stretched and compressed peripheral films, with respect to their equilibrium values, are thus given by:

$$\frac{\Delta \sigma^\pm}{\sigma_0} = \frac{1}{2 \cos \theta^\pm} - 1.$$  

(13)

An example of film tension variation is shown in Fig. 9 as a function of time. We find, as anticipated, an order of magnitude of a few mN/m for $\Delta \sigma$. As soon as the motors start, the film tension begins to deviate from its equilibrium value. It reaches a maximum/minimum when the motors stop and then relaxes.

Note that, by symmetry, the final state reached by the system is identical to its initial state. The total amount of dissipated energy $D$ (per unit length) is therefore the total work provided by the motor to the system:

$$D = V \int_0^{t_m} 2(\sigma^+ - \sigma^-) dt,$$

(14)

with $V$ the motor velocity and $[0 - t_m]$ the duration of the motor motion. The tension difference between the stretched and compressed films is thus a direct signature of the system dissipation.
V. CONSTITUTIVE RELATION FOR THE FILM

In the previous sections we determined the tension and the extension of the different films, which now allows us to build the film experimental constitutive relation, i.e. the relationship between the two quantities.

A. Experimental results

We first plot, in Fig. 10, the tension variation in term of the film extension for the experiments where the extension has been deduced from the thickness measurements in stretched films. This allows us to monitor the relationship over the entire experiment, during 4 seconds. The film is first stretched (blue data) and then relaxes toward its initial length (purple data). The most noticeable result of the paper is that the two parts of the curves are perfectly superimposed, thus proving unambiguously the purely elastic behavior of the film.

To investigate further the role of the extension rate, we varied the motor motion parameters in a large range. The amount of data was too large to use the definition of eq. (5) of the extension (which requires manual check during the data processing) and we used the definition of eq. (6) instead, for the stretched and compressed films, at short times (i.e. during motor motion and just after).

At each time, for each experiment and each film, we measure the data set \((\varepsilon, \dot{\varepsilon}, \sigma)\). All data points are then considered together, whatever the values of the control parameters. They are binned by extension rate \(|\dot{\varepsilon}|\), and averaged. The bins have been chosen to show the whole range of extension rate while keeping a significant number of points in each bin. Most of the points are associated to a small \(|\dot{\varepsilon}|\), but there is still 8500 data points for the \([5; 25]\) s\(^{-1}\) bin.

The obtained results are shown in Fig. 11. Negative \(\varepsilon\) correspond to a compression and positive \(\varepsilon\) to an extension. Note that to provide a better readability of the data, we shifted the \(x\) and \(y\) axis of the two lowest extension rates. The three curves would otherwise be perfectly superimposed, as indicated by the theoretical law (dashed black lines) plotted on each graph, which is each time the same curve. For the investigated parameters, i.e. \(\varepsilon, |\dot{\varepsilon}|\) in the range \([0; 25]\) s\(^{-1}\) and \(\varepsilon\) in the range \([-0.5; 2]\), the film tension is thus a function of the extension only. The relationship between both quantities is discussed in the next section, on the basis of the classical models.

B. Gibbs-Marangoni elasticity

The full interfacial stress \(\gamma\) of an interface involves the thermodynamic definition of the surface tension \(\gamma_{th}\) which depends solely on the local surfactant interfacial excess \((\Gamma)\) and the intrinsic surface extensional and shear viscosities, respectively \(\kappa_s\) and \(\eta_s\). In our \(y\)-invariant geometry, similar to a Langmuir trough geometry, this stress is [25, 26]:

\[
\gamma = \gamma_{th}(\Gamma(s)) + (\eta_s + \kappa_s) \dot{\varepsilon},
\]

The local surface excess might deviate from its initial equilibrium value and depends on the surfactant transport processes. In the general case, the surfactant
advection-diffusion and the exchanges between the bulk and the interface result in an elastic and an apparent viscous behavior due to, respectively, the in-phase and out-of-phase (delayed) response of the surface excess with the deformation.

Here, the diffusion time scales of the surfactants in the directions parallel or transverse to a thin film scale as \( \tau^p \sim d^2/D \sim 10^6 \) s and \( \tau^t \sim h^2/D \sim 10^{-2} \) s, respectively, whereas the experimental time scale is of the order of 1 s. This scale separation allows us to assume that (i) there is no diffusive transport along the film; (ii) at a given location \( s \) in the film, the equilibrium between the bulk concentration and the interface excess is immediately reached. From these assumptions, and following [27], we can deduce the relation between the surface excess and the film extension.

As established in section IV, the film tension \( \sigma \) is homogeneous in each film. However, some important dynamical processes, discussed in section VII, occur close to the meniscus and lead to variations of the interface tension \( \gamma \) on both film interfaces, while keeping the resulting film tension constant. Here we focus on the central part of the films, where the bulk pressure is the reference pressure, both interface tensions are identical, and the velocity field across the film is homogeneous (see section VI B for more details). In this domain we thus simply have \( \sigma = 2 \gamma \). Moreover, the interface \( d\Omega(t) \) of a film element \( d\Omega = h(t)d\Omega(t) \) is always in contact with the same liquid bulk. At our experimental time scale \( \tau^t \ll T \ll \tau^p \), we can thus assume that (i) the film element \( \Omega \) is a closed system (both for the liquid phase and for the surfactants); (ii) the bulk concentration \( c \) has a homogeneous value \( c_0 + \Delta c \) in \( d\Omega \) and is at equilibrium with the interface concentration, so that \( \Gamma = \Gamma_0 \mp h \Delta c \) (eq. (3)). The surfactant mass conservation leads to [27]:

\[
\Gamma = \Gamma_0 + h_0 \frac{1 \mp 2h_0/(2h_T)}{1 + \varepsilon + h_0/(2h_T)}. \tag{16}
\]

The surface tension \( \gamma_{\text{th}} \) is related to the local surface concentration through eq. (2) and, using eq. (16), the interfacial stress in eq. (15) becomes:

\[
\gamma = \gamma_0 + E \frac{\varepsilon}{1 + \varepsilon + h_0/(2h_T)} + (\eta_s + \kappa_s) \dot{\varepsilon}. \tag{17}
\]

Finally, the relative film tension variation is predicted to be:

\[
\frac{\Delta \sigma}{\sigma_0} = \frac{\sigma^\pm - \sigma_c}{\sigma_c} = \frac{E}{\gamma_0} \frac{\varepsilon}{1 + \varepsilon + h_0/(2h_T)} + \frac{(\eta_s + \kappa_s)}{\gamma_0} \dot{\varepsilon}. \tag{18}
\]

This prediction is plotted in Fig. 11, using \( \kappa_s + \eta_s = 0 \), \( h_0/h_T = 0 \) and \( E/\gamma_0 = 0.16 \) as fitting parameters. The agreement with experimental data is excellent for the whole range of deformation and deformation rate explored, and the constitutive relation for the films is thus

\[
\sigma = \sigma_0 + 2E \frac{\varepsilon}{1 + \varepsilon}. \tag{19}
\]

A first important consequence of this agreement with the experiments is that the films do not exhibit any measurable viscous behavior neither intrinsic nor effective. The potential viscous contribution is actually hidden by the experimental error estimated around 0.5 mN/m. The viscous term is thus below 0.5 mN/m for extension rate reaching \( \varepsilon \approx 10 \) s\(^{-1} \) which provides the upper limit for the surface viscosities \( \kappa_s + \eta_s \leq 5 \times 10^{-5} \) kg s\(^{-1} \). This result is consistent with different measurements reported in the literature [28–30]. Therefore, the dissipation observed in our experiments cannot be attributed to the viscosity of the interface.

A good fit of the experimental results by the equation (18) is obtained for a large range of \( h_T \) (5 \( \mu \)m < \( h_T < \infty \)) while the relative viscosity remains in a narrow range 0.16 < \( E/\gamma_0 < 0.18 \) corresponding to an elasticity \( E \approx 5 - 6 \) mN/m. This indicates that the film tension variation arises from insoluble surfactants (important \( h_T \)) and validates our assumption that the dodecanel is at the origin of the observed tension variations. SDS molecules are mainly passive to the deformation due to the high bulk concentration as well as the fast adsorption/desorption dynamic of the order of 1 ms \( \ll T \) [31].

The elasticity \( E \) extracted from the experiments is closed to the one estimated by using the physico-chemical model of [18] (\( E^{\text{th}} = 10.6 \) mN/m, see Appendix A). However, \( E \) is slightly lower than this estimated value. This deviation may be due to the fact that the dodecanel is depleted during the film formation [27]. Such a DOH depletion would indeed results in a decrease of the elasticity, in agreement with the experimental trend.

A refined model based on the non-linear Langmuir adsorption (see appendix C) gives also a good fit of the experiment if the initial DOH concentration is assumed to be 0.6 \( \sigma_0 \), as shown by the solid line in figure 11. At the present, it is not possible to discriminate between the different models of adsorption isotherms, nor to determine \( h_T \). In the following, for the sake of simplicity, we choose the simplest linear model with \( E/\gamma_0 = 0.16 \) obtained in the limit \( h_T \rightarrow \infty \). Note that this choice introduces only a small error on \( E \), as \( h_T \) is much larger than \( h_0 \) and thus has little influence on the fit.

VI. FLOW PROPERTIES IN THE MENISCUS AND AROUND

As shown in the previous section, the thin films far from menisci confer a pure elastic behavior to the foam assembly. In this section, we show that the viscous, dissipative, behavior arises from a generic geometrical frustration at the meniscus.
A. Experimental relationship between the transfer velocity and the tensions

A surface tension difference between films arises from the extension/compression of the peripheral films at short time, and this tension difference tends to relax through interface transfer from one film to its neighbor at later times. Figure 12 shows the experimental relationship between the tension difference and the transfer velocity, i.e. the observed viscous response of the film assembly. By convention, the velocity $U$ is positive on the stretched side, and negative on the compressed one.
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**FIG. 12.** Relative film tension variation in term of the transfer velocity $U$ for $\Delta d=10$ mm, $V=50$ mm/s and $d_m=12$ mm. Solid lines (shaded areas) represent the averages (standard deviations) over 50 experiments, respectively in blue and purple for the short times (during the motor motion) and the long times (after the motors stop). The black line is the theoretical tension relative variation associated to a Frankel film extraction at velocity $U$, given by eq. (25).

The surface tension evolution is asymmetric between the compressed and stretched sides: on the stretched side, surface tension rises rapidly with the transfer velocity and seems to reach a plateau at $\Delta \sigma / \sigma_0 \approx 0.1$; on the compressed side, tension keeps decreasing at higher velocity. Despite a significant difference between the curves obtained during the motor motion and afterwards, they remains qualitatively the same, for both sides.

The tension difference between adjacent films and the transfer velocity are well correlated for our whole parameter set (see section VIII), and, in a first approximation, the relationship between $\Delta \sigma$ and $U$ plays the role of a constitutive relation for the meniscus. However, a non negligible deviation is observed between experiments with different parameters and, except in some limits that we identify in section VII, other dynamical parameters should be taken into account to fully describe the experimental data.

As the interface transfer is the process allowing to relax the elastic energy stored in the peripheral films, it is a dissipative process. The only dissipative features in the system are the viscous and diffusive transports, the first contribution scaling as the square of the velocity gradients, and the second as the square of the concentration gradients. The dissipative processes in the central part of the peripheral films have been shown to be negligible in the section V: the interface and bulk viscosities do not contribute to the dynamics, and the diffusion in the films is either to fast or to slow to induce a significant dissipation. The dissipation is thus localized in the menisci or in their vicinity, as shown below.

B. Meniscus frustration - Domain definitions

The prediction of the relationship between the velocity transfer and the tension difference between adjacent films first requires to analyze where the tension gradients are located. This is performed using specific approximations in the different domains defined in this section.

The surface tension variation along an interface is related to the bulk velocity $v(s, \zeta)$ beneath it trough the continuity of the tangential stress. We showed in section IV B that air drag is negligible and the stress continuity thus simplifies into the Marangoni relation

$$\frac{\partial \gamma}{\partial s} = \pm \eta \frac{\partial v}{\partial \zeta}. \quad (20)$$

respectively for the interface at $\zeta > 0$ and for the one at $\zeta < 0$ (see the notation convention in Fig. 6). The variation of the surface tension is thus coupled to the flow profile which depends on the liquid confinement. Fig. 13 represents the different domains and their corresponding flow profiles. Note that the schematic is not to scale for clarity and that $d_c \gg r_m \gg h$.

![Figure 13](image)

**FIG. 13.** Schematic of the velocity profiles and of the different domains. The interface color codes for the surface tension: the lower value is $\gamma_m$ in dark blue and the higher value is $\gamma^+_{ml}$ in dark red.

The domain A is usually called the static meniscus, in which the curvature remains close to the equilibrium
Laplace pressure:

One important consequence is that the pressure in the films does not depend on $\zeta$ and is only controlled by the Laplace pressure:

$$P(s) = \frac{\gamma_0}{2} \partial_s h,$$  

with $\partial_s h/2$ the curvature of each interface. The reference surface tension $\gamma_0$ is used in this expression as tension variations would lead to higher order corrections. The film tension can thus be expressed as:

$$\sigma(s) = \gamma_1(s) + \gamma_2(s) - \frac{\gamma_0}{2} h(s) \partial_s h$$  

with $\gamma_1$ and $\gamma_2$ the tensions on both film interfaces.

The domain B, usually called the dynamical meniscus, of extension $\ell_m$, is defined as the part of the films in which the Laplace pressure is non-negligible. It connects the static meniscus at low pressure to the films at reference pressure. A Poiseuille flow results from the Laplace pressure. A Poiseuille flow results from the Laplace pressure:

$$\kappa < \frac{r}{m}$$  

or

$$\rho U^2 \frac{\eta}{T}$$

The relative size of each domain depends on the physico-chemical properties of the solution. From our experimental observations, we assume that the sheared film length is much larger than the dynamical meniscus length, and much smaller than the peripheral film size, thus leading to the condition $d^\perp \gg \ell \gg \ell_m$ which allows us to separate the regions B, C and D. These conditions will be discussed and verified in section VII. The approximations relevant for each domain are discussed below.

C. Tension in the static menisci - Domain A

On each of the three interfaces of the static meniscus, the surface tension variation is given by the flow profile in the bulk through eq. (20). The length $\kappa$ over which the bulk velocity $v$ varies in the normal direction is a priori unknown, and can be much smaller than the meniscus size $r_m$, thus potentially leading to high velocity gradients. For $\kappa < r_m$, the boundary layer theory imposes:

$$\kappa^{st} = \sqrt{\frac{\eta r_m}{\rho U}}$$  

$$\kappa^{tr} = \sqrt{\frac{\eta T}{\rho}}$$

respectively for the steady and transient cases. Both lengths are of the order of 0.1 mm, which is comparable to the meniscus size. Consequently, the bulk flow is a recirculation extending over the whole meniscus and $r_m$ is the relevant length scale for velocity gradient as well as for tension variation along the interface. The corresponding interfacial stress difference between the point in contact with the peripheral film and the point in contact with the central film scales as $\Delta \gamma \sim \eta U \sim 10^{-5}$ N/m which is much smaller than the tension difference observed in our experiments ($\Delta \sigma \sim 10^{-3}$ N/m).

We can thus conclude that the meniscus has a uniform tension on each of its 3 interfaces, $\gamma_{ml}^\pm$ on the lateral sides, and $\gamma_{mc}^\pm$ on the interfaces connected to the central film.

D. Tension in the dynamical menisci - Domain B

This part of the film has been extensively studied for films having the same velocity and the same tension on both interfaces. For incompressible interfaces moving at the velocity $U$ toward the thin film, the asymptotic thickness is given by the Frankel's law [21]:

$$h^{Fr} = 2.66 r_m \left( \frac{\eta U}{\gamma_0} \right)^{2/3}$$

The associated surface tension difference between the film and the meniscus is

$$\Delta \gamma^{out} = 3.84 \gamma_0 \left( \frac{\eta U}{\gamma_0} \right)^{2/3}$$
Some corrections have been obtained for elastic interfaces [35, 36], and are negligible if
\[
\frac{E}{\gamma_0} \gg \left( \frac{\eta U}{\gamma_0} \right)^{2/3}
\]  
which is always the case in our experiments.

When the film is pushed toward the meniscus at the velocity \( U \), the situation is more complicated. A steady solution also exists, and leads to
\[
\Delta \gamma_{in} = \gamma_0 (3Ca)^{2/3} \left( 2.55 \alpha^{1/3} - 2.68 \right)
\]
with \( \alpha = (h_{\infty}/r_m)(3Ca)^{-2/3} \) and \( Ca = \eta U/\gamma_0 \) the capillary number [21]. In this case, the steady solution not only depends on the velocity but also of the asymptotic thickness in the film \( h_{\infty} \). This solution has been observed in the Landau-Levich geometry, showing a quantitative agreement between the theoretical and experimental film profiles [37, 38]. However, we recently evidenced that this solution is unstable for suspended film, and that the invariance in the \( y \) direction is spontaneously broken. We show in [39] that the tension difference \( \Delta \gamma_{in} \) between the film and the meniscus is positive even when \( U \) is oriented toward the meniscus, and that \( \Delta \gamma_{in} \ll \Delta \gamma_{out} \) at a given capillary number. The tension jump associated with a film motion toward the meniscus will thus be neglected.

Consequently the tension difference between the peripheral films and the central one arising from the dynamical meniscus is given by eq (25). This viscous response of the dynamical menisci is plotted in figure 12, and it clearly appears that this contribution is not large enough to explain our experimental results: a given transfer velocity \( U \) requires a higher tension difference than the one predicted by Mysels’s theory.

Note that, in our case, the interface velocities on each side will be shown to be different. We show in appendix D that the prediction of eq. (25) still holds if the velocity \( U \) is replaced by the mean velocity \( (U_1 + U_2)/2 \), \( U_1 \) and \( U_2 \) being the velocities on both interfaces in the dynamical meniscus. As this mean velocity is lower than the transfer velocity measured in the central film, this reinforce the conclusion that the observed tension difference between adjacent films can not be explained by this contribution only. The tension variations in our foam assembly, and equivalently its dissipation, must originate from the domains \( C \) where thin films are sheared. The prediction of this flow and of the induced dissipation is the aim of the next section.

VII. CONSTITUTIVE RELATION FOR THE MENISCUS

It results from the previous analysis that the main dissipation should be localized in the sheared films, in the peripheral films, close to the free menisci. In this section, the surfactant and liquid transports are modeled in order to predict the relationship between the transfer velocity and the tension difference between adjacent films. This relationship, coupling a velocity and a force, rationalized the effective viscosity of the system and constitutes the constitutive relation for the meniscus.

A. Equations set

The key fact at the origin of the dissipation is the dead-end role played by the lateral side of the free meniscus. In the top left film in Fig. 13 for example, the top interface can slide over the meniscus and be transferred to the central film, whereas the lateral one encounters the interface coming from the bottom left peripheral film. The meniscus can not instantaneously absorb the surfactant flux and the lateral interface must slow down when reaching the meniscus. This breaks the symmetry between both interfaces and shears the film.

The model quantifies this mechanism by solving the coupled Stokes and surfactant transport equations in the appropriate limits. To this aim, we consider the piece of peripheral film shown in Fig. 14. The abscissa \( s \) and the film tangent \( \hat{t} \) are oriented from the peripheral film to the free meniscus, and the indices 1 and 2 indicate respectively the interface connected to the central film and the interface connected to the other peripheral film. The normal to the film is \( \hat{n} \), oriented from the interface 2 to the interface 1 and the corresponding variable is \( \zeta \), with an origin in the middle of the film. The film thickness is \( h(s) \), the bulk velocity is \( v(s, \zeta) \hat{t} \), the interface velocities are \( u_1(s) \) and \( u_2(s) \), and the surface coverages are \( \Gamma_1(s) \) and \( \Gamma_2(s) \). The notation \( \partial_s \) indicates the partial derivative with respect to any variable \( x \).

For the sake of simplicity, and in an attempt to build a relationship between the transfer velocity and the film tension at a given time, independently of the film history, we assume that the liquid and surfactant transports are stationary. This requires that the transient regime is shorter than the experimental time scale.

We start from the lubrication theory and neglect the Laplace pressure. The velocity field is therefore governed by \( \partial_s v = 0 \), and the velocity profile is equal to, with \( u_m = (u_1 + u_2)/2 \) and \( \Delta U = u_1 - u_2 \):
\[
v(s, \zeta) = \frac{\Delta U}{h} \zeta + u_m.
\] 

The flow rate at the position \( s \) is :
\[
Q = \int_{-h/2}^{h/2} v \, d\zeta = u_m h,
\]
and, from the mass conservation, we find:
\[
h_{\infty} u_\infty = \frac{h}{2} (u_1 + u_2),
\] 
with \( h_{\infty} \) and \( u_\infty \) the thickness and velocity in the central part of the peripheral film, where both interfaces are identical.
leading to
\[ u_2 = \frac{2 \Gamma_{\infty} u_{\infty} - \Gamma_1}{2 \Gamma_{\infty} - \Gamma_1} = \frac{u_1 \Gamma_1}{2 \Gamma_{\infty} - \Gamma_1}. \] (37)

The whole dynamics is finally controlled by a set of two coupled differential equations, deduced respectively from the Marangoni law and from the surfactant mass balance at interface 1:
\[ \partial_s \Gamma_1 = -\frac{\eta u_1}{E} \frac{\Delta^f u}{h}, \] \[ \partial_s (\Gamma_1 u_1) = -2D \frac{(1 - \Gamma_1)}{h h_T}. \] (39) (40)

where
\[ \Delta^f u = u_1 - u_2 = (u_1 - u_{\infty}) \frac{2 \Gamma_{\infty}}{2 \Gamma_{\infty} - \Gamma_1}, \] \[ h = \frac{2 h_{\infty} u_{\infty}}{u_1 + u_2} = \frac{h_{\infty} u_{\infty} (2 \Gamma_{\infty} - \Gamma_1)}{\Gamma_{\infty} u_{\infty} + u_1 (\Gamma_{\infty} - \Gamma_1)}. \] (41) (42)

B. Boundary conditions

The model applies only in the sheared film defined in section VI B and depicted as the domain C in Fig. 13. The problem is thus solved between the point \( P_b \), chosen as the abscissa origin \( s = 0 \), at the frontier between this domain and the central part of the peripheral film (domain D), and the point \( P_m \) at \( s = s_m \) at its frontier with the dynamical meniscus (domain B).

By definition, the conditions at \( s < 0 \) are \( u_1 = u_{\infty} \) and \( \Gamma_1 = \Gamma_{\infty} \) imposed in the central part of the peripheral film (see Fig. 14). If the peripheral film is compressed \( \Gamma_{\infty} > \Gamma_0 \) and \( u_{\infty} > 0 \); the signs are opposite if the film is stretched.

These boundary conditions are sufficient to solve the system (39-40). However, the aim of the resolution is to determine the relationship between the surface coverage \( \Gamma_{\infty} \) (related to the tension in the peripheral film) and the film velocity \( u_{\infty} \) (related to its transfer velocity). In the following, \( \Gamma_{\infty} \) will thus be considered as our control parameter, and \( u_{\infty} \) as an unknown quantity. As expected, the problem should thus be closed with additional conditions, at the meniscus. These conditions quantify the dead-end role of the meniscus for the interface 2 and thus provides the sought relationship between \( u_{\infty} \) and \( \Gamma_{\infty} \).

For large values of \( s \), the meniscus is reached and the assumption of vanishing Laplace pressure fails. The boundary conditions must therefore be imposed at the frontier \( P_m \), and not in the central film (for interface 1) nor in the symmetry plane \( z = 0 \) (for interface 2), at the point \( P_s \) of the meniscus lateral interface, where the conditions are well defined. We thus need to make additional assumptions.

For interface 1, the tension in the central film is the equilibrium tension, and does not vary much along the

FIG. 14. Scheme of the sheared film (domain C in Fig. 13) and notations used in the text. The peripheral film is on the left side of the figure \( (s < 0) \) and the free meniscus on the right side \( (s > s_m) \). The interface (2) is connected to the interface of the symmetric peripheral film, whereas the interface (1) is connected to the central film. The case \( u_{\infty} > 0 \) represented here corresponds to the compression case.

The shear flow in the film imposes a viscous stress at the interface, coupled to a surface tension gradient by the Marangoni law:

\[ \eta \frac{\Delta^f u}{h} = \partial_s \gamma_1 \quad \text{and} \quad \partial_s \gamma_2 = -\partial_s \gamma_1. \] (30)

The surface tension is related to surface coverage \( \Gamma \) using eq. (2) leading to

\[ -\frac{E}{P_0} \partial_s \Gamma_1 = \eta \frac{\Delta^f u}{h} \quad \text{and} \quad \partial_s \Gamma_2 = -\partial_s \Gamma_1. \] (31)

As already discussed in section VB, surfactant diffusion along the film is slower than the convection, and surfactant diffusion across the film is faster than the convection. The convection diffusion equation thus simplifies into \( \partial_s c = 0 \). We assume a fast adsorption process (no adsorption barrier) so that the equilibrium relation between the interface and the bulk, eq. (3), can be used. The boundary conditions at the interfaces are thus \( c_i = c_0 + (\Gamma_i - \Gamma_0)/h_T \) (with \( i = 1 \) or 2) and the bulk concentration is

\[ c(s, \zeta) = c_0 + \frac{\Gamma_1 - \Gamma_2}{h_T} \zeta + \frac{\Gamma_1 + \Gamma_2}{2 h_T} - \frac{\Gamma_0}{h_T}. \] (32)

Using this profile and neglecting surface diffusion, the surfactant conservation on each interface gives, with \( j \) the diffusive flux coming from the bulk to interface 1:

\[ \partial_s (\Gamma_1 u_1) = j = -D \frac{\Gamma_1 - \Gamma_2}{h h_T}, \] \[ \partial_s (\Gamma_1 u_1) = -\partial_s (\Gamma_2 u_2). \] (33) (34)

The equations (31) and (34) imply that the two quantities \( \Gamma_1 + \Gamma_2 \) and \( \Gamma_1 u_1 + \Gamma_2 u_2 \) are conserved along the film so

\[ \Gamma_1 + \Gamma_2 = 2 \Gamma_{\infty}, \] \[ \Gamma_1 u_1 + \Gamma_2 u_2 = 2 \Gamma_{\infty} u_{\infty}. \] (35) (36)
static meniscus interface, nor along the dynamical meniscus interface, as shown in sections VIC and VID. We therefore impose the condition $\Gamma_1(s_m) = \Gamma_0$, which determines $s_m$.

On interface 2, the velocity vanishes at the point $P_s$ by symmetry. This information must be used to build the condition at the required point $P_m$. The surfactant mass balance made on the piece of interface between $P_m$ and $P_s$ imposes

$$\Gamma_2(s_m)u_2(s_m) + j_m = 0,$$ \hspace{1cm} (43)

with $j_m$ the amount of surfactant adsorbed from the bulk along the meniscus interface, per unit time, between $P_m$ and $P_s$. This quantity is difficult to predict and its modeling would require a better control of the solution transport along the axis of the meniscus (i.e. in the $y$ direction). In our model, we use the simplest phenomenological relationship:

$$j_m = -\frac{r_m}{\tau} (\Gamma_2(s_m) - \Gamma_0),$$ \hspace{1cm} (44)

with $\tau$ the characteristic adsorption time of the surfactants, from the meniscus bulk at the reference concentration $c_0$ to the interface 2 at a concentration $\Gamma_2(s_m)$. For a purely diffusive case, this flux would be $j_m = -r_m D (\Gamma_2(s_m) - \Gamma_0)/(\eta \ell_d)$, with $\ell_d \sim \sqrt{D\ell}$ the thickness of the mass boundary layer, of the order of 10 $\mu$m after one second. This leads to $r_{\text{diff}} \sim \eta \ell_d \sqrt{D\ell} \sim 1$ s and $U_{\text{diff}} = r_m/r_{\text{diff}} \sim 5 \times 10^{-4}$ m/s. However, convection and recirculations are important in the meniscus, and a faster transport can a priori be achieved. The comparison with the experimental results of Fig. 18 will evidence a posteriori that $U_m = r_m/\tau$ evolves during the dynamical process. It is larger than $U_{\text{diff}}$ at short time and becomes negligible afterwards.

The boundary condition at $s_m$ for the interface 2, which closes the model, is thus finally:

$$\Gamma_2(s_m)u_2(s_m) = \frac{r_m}{\tau} (\Gamma_2(s_m) - \Gamma_0).$$ \hspace{1cm} (45)

In order to perform a numerical resolution, the asymptotic conditions $u_1 = u_\infty$ and $\Gamma_1 = \Gamma_\infty$ at $s \to -\infty$ need to be replaced by a condition at $s = 0$. As shown below, $\Gamma_1$ converges exponentially to $\Gamma_\infty$ when $s \to -\infty$. We thus define the position origin $s = 0$ as the point verifying

$$\Gamma_1(0) = \Gamma_\infty + \alpha (\Gamma_0 - \Gamma_\infty).$$ \hspace{1cm} (46)

with $\alpha$ a small parameter. The corresponding value $u_1(0)$ is determined in section VII D 2 by linearization of the equation set. Numerically, the problem is solved with $\alpha = 0.05$, without loss of generality. The length $s_m$, used in the numerical resolution, then depends on the arbitrary choice of $\alpha$. To correctly characterize the sheared film length we therefore introduced the characteristic length $\ell$ extracted a posteriori from an exponential fit of the numerical solution.

The system (39-40), with the boundary conditions both in the thin film and in the meniscus constitutes a closed problem, with $\Gamma_\infty$, $h_\infty$ and the physico-chemical constants as known parameters and $u_\infty$ and the length $s_m$ (or $\ell$) of the sheared film as solutions.

C. Scaling laws

Before performing the whole numerical resolution, some scaling laws can be anticipated. In the following, we use the notation $\delta$ for a difference $X(s_m) - X(0)$ for any variable $X$, in order to estimate the spatial derivative of $X$. In contrast the notation $\Delta$ indicates a variation from the equilibrium value. Finally $\Delta^f$ indicates a difference between the interfaces 1 and 2 across the film, close to the meniscus. We thus define $\delta \Gamma_1 = \Gamma_1(s_m) - \Gamma_\infty = \Gamma_0 - \Gamma_\infty$ and $\delta u_1 = u_1(s_m) - u_\infty$. Note that Eq. (37) imposes that $\Gamma_1(s_m) - \Gamma_2(s_m) = 2\delta \Gamma_1$ so the same scaling and the same sign hold for both $\delta \Gamma_1$ and $\Delta^f \Gamma$, representing respectively the concentration variation along the interface 1 and the concentration difference between both interfaces. Similarly, the eq. (41) imposes that $\Delta^f u$ between both interfaces is of the same order as $\delta u_1$, as long as $\delta \Gamma_1 \ll \Gamma_0$.

With these definitions $u_\infty > 0$, $\delta \Gamma_1 < 0$, $\delta u_1 > 0$ for the pushing case, and the opposite for the pulling case. The different scaling laws obtained below are built on three characteristic velocities: the capillary velocity $U_c = E/\eta \sim 3$ m/s, the diffusion velocity $U_d = D/\eta \Gamma \sim 5 \times 10^{-7}$ m/s (as determined in section VIII), and the reservoir velocity $U_m = r_m/\tau$ associated to the meniscus. The film thickness always remains close to its asymptotic values and will be shown to be uniform in the linear regime. Scaling laws for $\ell$ and for $U = -u_1(s_m)$ (given our conventions these two velocities are defined with an opposite sign), are proposed below, in the three different regimes that we identified.

1. Vanishing flux at the meniscus

We first assume that the meniscus does not play any reservoir role, the flux $j_m$ being thus negligible in eq. (43). This limit, which can be reached either because of a vanishing velocity or because of a vanishing dodecanol surface excess at the meniscus on interface 2, is explored first in the compression case, and then in the stretching case.

In compression, the surface excess $\Gamma_2(s_m)$ is larger than its equilibrium value and can not vanish. It is however usually observed that the velocity may vanish in such cases, this effect being known as the stagnant cap limit [32, 33, 40]. In this limit, and in steady state, the whole flux $\Phi_2 = u_\infty \Gamma_\infty$ advected on interface 2 must diffuse to interface 1, which imposes $\Gamma_\infty u_\infty \sim \ell f \sim -Df \delta \Gamma_1/(h_\infty \eta \Gamma)$ (as depicted in Fig. 15). The length $\ell$ of the sheared film can thus be seen as an exchange
length, which must be large enough for the whole flux \( \Phi_2 \) to reach the interface 1 by diffusion, before reaching the stagnant cap at the meniscus. Then, on the interface 1, the flux at the meniscus must be twice the flux advected on the interface at the peripheral film side. As \( \Gamma \) remains of the order of \( \Gamma_0 \), the velocity \( u_1(s_m) \) is of the order of \( 2u_\infty \) (eq. (36)), which leads to \( \delta u_1 \sim u_\infty \). The viscous force between both interfaces is thus of the order of \( \eta u_\infty \ell/h \). A second coupling between the unknown quantities \( \ell \) and \( u_\infty \) is given by the Marangoni law \(-E\delta \Gamma_1/\Gamma_\infty \sim \eta u_\infty \ell/h_\infty \).

Combining both relationships, we get the following scalings laws

\[
\frac{\delta \Gamma_1}{\Gamma_0} \sim -\frac{u_1(s_m)}{U_c U_d} \quad \text{so} \quad \frac{\Delta \sigma}{2E} \sim \frac{U}{\sqrt{U_c U_d}} \quad (47)
\]

\[
\ell \sim h_\infty \left( \frac{Eh_\infty}{\eta D} \right)^{1/2} \sim h_\infty \sqrt{\frac{U_c}{U_d}} \quad (48)
\]

In this regime, the relevant velocity scale is \( \sqrt{U_c U_d} \sim 10^{-3} \) m/s. Using the experimental order of magnitude \( \Delta \sigma/E \sim 1 \), the scaling eq. (47) predicts a transfer velocity of the order of \( 10^{-3} \) m/s, as expected. The length \( \ell \) of the sheared film is independent of the tension and its order of magnitude is \( 10^3 h_\infty \sim 1 \) mm. This validates the different assumptions made: \( \ell \ll d \) ensuring that the film is not entirely sheared and \( \ell \gg h_\infty \) ensuring that the lubrication approximation can be used. Moreover \( \ell > \ell_m \sim 100 \) \( \mu \)m, the extension of the dynamical meniscus, so that Laplace is negligible in the sheared film. However, these two length scales may become similar for different solutions and the coupling between the sheared film and the dynamical meniscus should probably be considered in a more refined model.

In the stretching case, we need to consider two situations: the flux at the meniscus may vanish because (i) the velocity vanishes or because (ii) the concentration vanishes. In the limit of small tension in the film, the surface excess verifies \( \delta \Gamma_1 \ll \Gamma \), and only the first case needs to be considered. It leads to the same scaling as in the compression case: eqs. (47) and (48), with \( \delta \Gamma_1 > 0 \) and \( u_1(s_m) < 0 \).

However, at some critical tension, the surface excess vanishes on interface 2, at the meniscus, and the stretching dynamics strongly differs from the compression dynamics: the interface is not able to resist extension anymore and the velocity diverges. From eq. (37) we deduce, as the surface excess \( \Gamma_2(s_m) \) must remain positive, that this critical case occur for \( \Gamma_1(s_m) = 2\Gamma_\infty \), i.e. \( \Gamma_\infty = 0.5\Gamma_0 \). This corresponds to \( \Delta \sigma/(2E) = 0.5 \), which constitutes an upper limit for this control parameter. The divergences associated to this particular regime are investigated in section VII C 3.

In summary, when the meniscus cannot supply nor absorb any surfactant flux (small \( U_m \)) the dynamics induced by a meniscus can be described by a well defined constitutive law: the tension difference \( \Delta \sigma \) varies linearly with the transfer velocity ; in the extension case, this tension saturates at \( \Delta \sigma = E \), and does not depend on the velocity at larger velocity values.

2. Fast meniscus transport

Here we consider the limit \( U_m \gg \sqrt{U_c U_d} \), in which the meniscus plays the role of a reservoir for the surfactants and almost entirely absorbs (or provides in the stretching case) the flux \( \Phi = \Gamma_\infty u_\infty \) advected on the interface 2. In that case, \( u_1(s_m) \sim u_2(s_m) \) and the eq. (45) directly provides the relationship between the velocity at the meniscus and the surface excess:

\[
u_1(s_m) \sim u_\infty \sim -\frac{\delta \Gamma_1}{\Gamma_0} U_m \quad \text{so} \quad \frac{\Delta \sigma}{2E} \sim \frac{U}{U_m} \quad (49)
\]

The scaling for \( \ell \) can be deduced from the flux conservation eq. (40) leading to \( u_\infty \delta \Gamma_1 + \Gamma_0 \delta u_1 \sim -\ell D \delta \Gamma_1/(h_\infty h_\Gamma) \). Coupled to the Marangoni law \( \eta \delta u_1/h_\infty \sim -E\delta \Gamma_1/\Gamma_0 \) it simplifies into

\[
u_\infty \sim U_c \frac{h_\infty}{\ell} \sim -U_d \frac{\ell}{h_\infty} \quad (50)
\]

Here two cases must be investigated, depending on the sign of \( u_\infty \). In the pushing case, \( u_\infty > 0 \), and both terms of the left hand side of eq. (50) contribute oppositely and can thus balance each other. Physically, it comes from the fact that (i) the interface flows from the peripheral film at large surface excess to the central film at equilibrium coverage so \( \delta \Gamma_1 < 0 \), (ii) on the other hand, \( \delta u_1 > 0 \), leading to an increase of the area on interface 1, and thus a decrease of the surfactant excess \( \Gamma_1 \) along the shear film : a consistent solution can thus be reached without any transport between both interfaces, the two terms on the left of eq. (50) ensuring the surfactant mass balance. The scaling obtained in the limit of large \( U_m \), in compression, is thus

\[
\ell \sim h_\infty \left( -\frac{\delta \Gamma_1}{\Gamma_\infty} \right)^{-1} \frac{U_c}{U_m} \quad (51)
\]
The length $\ell$ diverges at small $\delta \Gamma_1$, which may seem surprising. However, in this limit the velocity difference between both interfaces decreases, and the shear, even if spread over a large part of the film, is very small. In this limit, the interface can flow almost freely from one film to the other and the geometrical frustration induced by the meniscus becomes negligible.

The dynamics is entirely different in the stretching case, as both terms of the left hand side of eq. (50) have the same sign. Indeed, as $|u_\infty| \ll |u_1(s_m)|$, the interface 1 is surprisingly compressed during its transport through the sheared film. However, the positive tension associated to the film stretching imposes $\delta \Gamma_1 < 0$. This can only be achieved with a non negligible diffusion from the interface 2. In the limit $U_m \gg \sqrt{U_c U_d}$, the obtained scaling for the stretching case is

$$\ell \sim \frac{h_\infty \delta \Gamma_1 U_m}{\Gamma_\infty U_d},$$

(52)

whereas the scaling of eq. (48) is recovered in the other limit.

It should be noted that $\ell$ becomes large for large $U_m$. As for the small $\delta \Gamma_1$ limit in compression, the velocity difference between both interfaces decreases and the dissipation induced by the meniscus frustration becomes negligible.

In this second regime, governed by the meniscus, we obtain a linear relationship between the transfer velocity and the tension difference as in eq. (47), but the tension is smaller for the same transfer velocity. The meniscus acts as a reservoir for the surfactants, and attenuates the film shear. A strong asymmetry arises for the exchange gradients: in the compression case, the surface excess gradients establish on each interface with a negligible diffusion from one interface to the other, and the sheared film length vanishes at large $U_m$. In contrast, these gradients require a large exchange between interfaces in the stretching case, and $\ell$ increases with $U_m$.

3. Diverging behavior in the stretching case

In this last regime, observed at large $\delta \Gamma_1$, the tension in the stretched film becomes independent of the velocity and saturates at $\Delta \sigma = E$. The assumption $\delta \Gamma_1 \ll \Gamma_0$ used in the previous section is not valid anymore and a different scaling applies.

We define $\Gamma_\infty = (\Gamma_0/2)(1+\varepsilon)$ so that the concentration at the meniscus is $\Gamma_2(s_m)/\Gamma_0 = \varepsilon$. At large $U_m$, the velocities in the stretched film are much higher than their gradients and $u_2(s_m) \sim u_\infty$. The condition eq. (45) thus becomes

$$u_\infty \sim -\frac{U_m}{\varepsilon}.$$  

(53)

The sheared film extension is obtained from eq. (50), in which the term proportional to $U_c$ can be neglected. This leads to

$$\ell \sim \frac{h_\infty U_m}{\varepsilon U_d}.$$  

(54)

All the scalings obtained in this section are quantitatively verified numerically in the following section.

D. Numerical resolution

1. Non dimensionalization

In order to reduce the number of parameters to explore, we now build a dimensionless form of the problem using $u_1 = |u_\infty|\bar{u}$, $\Gamma_1 = \Gamma_\infty\bar{\Gamma}$, $h = h_\infty\bar{h}$ and $s = \frac{Eh_\infty}{\eta|u_\infty|}\bar{s}$. The scaling chosen for $s$ comes form equation (39). In the dimensionless form, and combining equation (39) and (40), the new system writes:

$$\partial_\bar{t}\bar{\Gamma} = -\frac{1}{\chi_\infty} \frac{\Delta f \bar{u}}{\bar{h}},$$

(55)

$$\partial_\bar{u}\bar{\Gamma} = \frac{1}{\chi_\infty} \frac{\bar{u}\Delta f \bar{u}}{\bar{h}} - 2\frac{\bar{A}}{\bar{h}} - 1,$$

(56)

with $\chi_\infty = \Gamma_\infty/\Gamma_0$, $A = DE/(\eta u_\infty^2 h)$ = $U_c U_d/u_\infty^2$ and:

$$\Delta f \bar{u} = 2 - \frac{\bar{u}}{\bar{u}_\infty} - \frac{u_\infty}{\bar{u}_\infty} + \bar{u}(1-\bar{\Gamma}),$$

(57)

$$\bar{h} = \frac{2 - \bar{\Gamma}}{\bar{u}_\infty} \left( \bar{u} - \bar{u}_\infty \right),$$

(58)

The asymptotic velocity in the film at small $s$ is $\bar{u}_\infty = 1$ if the film is pushed toward the meniscus; in that case the condition $\chi_\infty > 1$ must be fulfilled to ensure the existence of solutions. If the film is pulled, we have $\bar{u}_\infty = -1$ and $\chi_\infty < 1$. In both cases the asymptotic concentration in the film is $\bar{\Gamma} = 1$.

The conditions at the meniscus become

$$\bar{\Gamma}(\bar{s}_m) = \frac{1}{\chi_\infty},$$

(59)

$$\bar{u} - \Delta f \bar{u}(\bar{s}_m) = K\sqrt{A} \frac{\chi_\infty - 1}{2\chi_\infty - 1},$$

(60)

with

$$K = \frac{2r_m}{\tau} \sqrt{\frac{\eta h_\infty}{DE}} = \frac{2U_m}{\sqrt{U_c U_d}}.$$  

(61)

2. Linearization and boundary conditions at $\bar{s} = 0$

To solve the system (55)-(56), one needs to impose compatible boundary conditions at $\bar{s} = 0$ which we obtain
by linearizing the equations. We introduce \( \bar{u} = \bar{u}_\infty + \varepsilon_u \) and \( \bar{\Gamma} = 1 + \varepsilon_\Gamma \) with \( \varepsilon_u, \varepsilon_\Gamma \ll 1 \). At first order in these small parameters, we get \( \Delta \bar{f} = 2\varepsilon_u, \bar{h} = 1, \partial_\varepsilon \varepsilon_\Gamma = -\frac{2\varepsilon_\Gamma}{\chi_\infty} \varepsilon_u \) and \( \partial_\varepsilon \varepsilon_u = \frac{2\bar{u}}{\chi_\infty} \varepsilon_u - 2A \varepsilon_\Gamma \), having the solutions \( \varepsilon_\Gamma = A e^{k_s} \) and \( \varepsilon_u = a_u e^{k_s} \). Using the convention chosen in eq. (46) to define the origin of \( s \), this imposes \( a_\Gamma = \alpha (1 - \chi_\infty) / \chi_\infty \). Injecting these solutions in the linearized equations gives:

\[
\begin{align*}
    a_\Gamma k + a_u \frac{2}{\chi_\infty} & = 0, & (62) \\
    2A a_\Gamma + a_u \left( k - \frac{2\bar{u}_\infty}{\chi_\infty} \right) & = 0, & (63)
\end{align*}
\]

which characteristic equation is:

\[ k^2 - 2 \bar{u}_\infty k - \frac{2A}{\chi_\infty} = 0. \]

Since \( A > 0, \chi_\infty > 0 \) and \( \bar{u}_\infty = 1 \) for the pushing case and \( \bar{u}_\infty = -1 \) for the pulling case, the only positive solution, compatible with the asymptotic behavior at \( s \to -\infty \), is in both cases

\[ k = \frac{1}{\chi_\infty} \left( \sqrt{1 + 4A \chi_\infty} + \bar{u}_\infty \right), \]

leading to the initial conditions

\[
\begin{align*}
    \bar{\Gamma}(0) & = 1 + \frac{1}{\chi_\infty}, & (64) \\
    \bar{u}(0) & = \bar{u}_\infty - \frac{1}{2 \chi_\infty} \left( \sqrt{1 + 4A \chi_\infty} + \bar{u}_\infty \right). & (65)
\end{align*}
\]

3. Resolution and relevant numerical quantities

The non-linear coupled equations (55)-(56) are first solved with the Matlab solver ode45 with the initial conditions eqs. (64), (65), for a given value of \( \chi_\infty, K \) and \( A \). The upper \( s \) value \( s_m \) is determined with (59). This resolution is performed with different values of the parameter \( A \) until the condition (60) is verified too, for the specific value \( A^*(K, \chi_\infty) \). The obtained parameter \( A^*(K, \chi_\infty) \) eventually provides the film velocity as a function of its asymptotic film tension, by simply using the definition of \( A \) in eq. (56):

\[ |u_\infty| = \frac{\sqrt{U_u U_d}}{A^*(K, 1 \infty / \Gamma_0)}. \] (66)

Note that the sign of \( u_\infty \) must be prescribed \textit{a priori}, as the pushing and pulling cases have a different initial condition \( \bar{u}_1(0) = \bar{u}_\infty = \pm 1 \). Figure 16 shows the typical spatial evolution in the sheared domain of the surface coverages, velocities of both interfaces and of the film thickness for both the extension and compression cases.

From \( A^*(K, \chi_\infty) \) we can now predict the quantities experimentally measured in Fig. 12. The film tension difference \( \Delta \sigma \) between the peripheral film and the central film can be expressed as a function of the Gibbs elasticity and the numerical parameter \( \chi_\infty \) with the relation

\[ \frac{\Delta \sigma}{2E} = \frac{\delta \Gamma_1}{\Gamma_0} = 1 - \chi_\infty. \] (67)

The velocity in the central film \( U \), defined as negative for the compression and positive for the extension, is identified with \( -u_1(s_m) \), the velocity being assumed to be constant along the meniscus side (on interface 1). This velocity is thus expressed as

\[ \frac{U}{\sqrt{U_u U_d}} = - \frac{|u_\infty|}{\sqrt{U_u U_d}} \bar{u}_1(s_m) = - \frac{\bar{u}_1(s_m)}{\sqrt{A^*}}. \] (68)

The other important dynamical quantity is the length \( \ell \) of the sheared film. Its non-dimensional value \( \bar{\ell} \) is obtained by fitting the evolution of \( \bar{\Gamma}(s) \) with an exponential function. Then we get

\[ \frac{\ell}{\bar{h}_\infty} \sqrt{\frac{U_d}{U_u}} = \frac{\bar{h}_\infty U_u c}{|u_\infty|} \sqrt{\frac{U_d}{U_u}} = \bar{\ell} \sqrt{A^*}. \] (69)
The numerical results for compression and extension are shown in figure 17. The relationship between the tension difference and the transfer velocity is shown in (a) for the compression. For all the values of the parameter $K = 2U_m/\sqrt{U_cU_d}$ the tension is proportional to the velocity. As expected from the scaling laws analysis, the prefactor is constant at small $K$ (eq. (47)) and decreases with $K$ at large $K$ (eq. (49)). As shown in Fig. 17 (b), all numerical data fall on a single master curve

$$\Delta \sigma = \frac{U}{U^*}$$

if the velocity is rescaled by

$$U^* = \sqrt{U_cU_d(2 + K)} = 2(\sqrt{U_cU_d} + U_m)$$

which nicely interpolates between the asymptotic behaviors at small and large $K$. This is the sought constitutive relation for the meniscus, based on the microscopic physico-chemical properties of the system.

The same behavior is recovered for the extension case (Fig. 17 (d)-(e)) at small tension. The master curve of eq. (70) is still verified, which is consistent with a linear relationship between $U$ and $\Delta \sigma$, expected in the limit of vanishing $\Delta \sigma$. However at larger tension, the saturation at $\Delta \sigma/(2E) = 0.5$ breaks the symmetry between stretching and compression. It corresponds to a vanishing interface concentration at the meniscus, on the lateral side (interface 2). The tension reaches a plateau and the velocity diverges, as discussed in section VII C3 and in Appendix E.

The sheared film length $\ell$ is plotted in Fig. 17 (c) as a function of the film tension difference for the compression case. It is independent of the tension at small $K$ value and it decreases with $\Delta \sigma$ at large $K$, as expected from eqs. (48) and (51). Its upper bound is $h_\infty \sqrt{U_cU_d} \sim 10^{-3} m$, much smaller than the film size, as a priori assumed by the model. At large $U_m$, $\ell$ can becomes of the order of the dynamical meniscus length $\ell_m$. In that case, some corrections related to the Laplace pressure are expected in the sheared film domain. Finally, for important tension variations the length reaches another constant value which depends on $U_m$ and is not captured by our scaling analysis.

For the extension case, figure 17 (f), the sheared length at small $U_m$ is constant and is the same as in compression. An important difference with the compression appears at large $U_m$ where $\ell$ increases with $\Delta \sigma$ as predicted by eq. (52). Moreover, the sheared length diverges close the tension saturation $\Delta \sigma/(2E) = 0.5$ with a scaling law predicted in eq. (54) and verified in Appendix E. When $\ell$ becomes important, the sheared film invades the entire peripheral film and our model breaks down as the domain.
A represented in Fig. 13 entirely disappears.

On the basis of these numerical results, we can now refine our description of the transfer velocity. Its value $U$ is defined here as the velocity of the central part of the central film. The velocity $U_l$ of the central part of the peripheral films has been assumed to be close to $U$ in section III A, on the basis of the observations reported in [11]. The corresponding numerical quantities are $U = -u_1(s_m)$ and $U_l = -u_{\infty}$, which actually differ from each other. Indeed, using eqs. (37) and (45) at $s = s_m$ we get

$$u_2(s_m) = 2U_m \frac{\Gamma_{\infty} - \Gamma_0}{2 \Gamma_{\infty} - \Gamma_0},$$

so from (38) and (70) we deduce

$$U = \frac{-2u_{\infty}}{1 + 2 \frac{U_m}{U_c} - 2 \frac{U_m}{U_c}^{\frac{1}{3}}} = U_l + \frac{U_m}{U_c} \frac{2 \sqrt{U_c U_d} + 2U_m}{U_l + \sqrt{U_c U_d} + 2U_m}.$$  \hspace{1cm} (73)

At small tension ($U$ and $U_l$ much smaller than $U^*$), we thus find $U \sim 2U_l$ if $U_m \ll \sqrt{U_c U_d}$ and $U \sim U_l$ in the opposite limit. Note that the Fig. 4 of [11] shows that both velocities $U$ and $U_l$ are of comparable values but does not allow us to make a quantitative comparison.

VIII. COMPARISON WITH EXPERIMENTAL DATA

In this section, all the experiments performed at different deformation amplitudes ($\Delta d$), motor velocity ($V$) and mean deformation ($d_m$) are compared to the model developed in the previous section.

A. Compared quantities

The model predicts the film tension variation $\Delta \sigma$ associated to the sheared film only. However, the tension jump in the dynamical meniscus, associated to the film extraction and shown in Fig. 12, is not entirely negligible and will be added as a correction to the contribution associated to the sheared. This additional tension jump $\Delta \gamma_{out}^-$ is given by eq. (25).

Following the scheme of the surface tension distribution along the interfaces, we get the full theoretical prediction for the tension in the compressed film as

$$\frac{\Delta \sigma_{th}}{2E} = \frac{\Delta \sigma^-}{2E} - 3.84 \frac{\gamma_0}{E} \left( \frac{\eta U}{\gamma_0} \right)^{2/3},$$

with $\Delta \sigma^-$ the film tension associated to the sheared film and predicted as a function of $U = -u_1(s_m)$ by the model of section VII (see Fig. 17). It should be noted that the tension of the meniscus interface connected to the central film is $\gamma_{mc}^- = \gamma_0 - \Delta \gamma_{out}^-$ as shown in figure 13, and thus differs from the boundary condition $\gamma_0$ imposed in the shear model. However, this correction would only provide a second order correction while greatly complicating the numerical resolution.

The extension case is similar, but the tension jumps associated to the Frankel’s films extractions are located in the peripheral films. The extraction velocity is thus not identical on both interfaces: it is $U = -u_1(s_m)$ on the top interface of the stretched film, and $U_2^+ = -u_2(s_m)$, on the external interface. In that case, we show in appendix D that eq. (25) remains valid if the averaged velocity is used.

The total film tension difference is finally given by:

$$\frac{\Delta \sigma_{th}}{2E} = \frac{\Delta \sigma^+}{2E} + 3.84 \frac{\gamma_0}{E} \left( \frac{\eta (U + U_2^+)}{2 \gamma_0} \right)^{2/3},$$

with $\Delta \sigma^+$ the film tension associated to the sheared film.

Note that in both cases the absolute value of $\Delta \sigma$ is increased by the additional term.

B. Time evolution and fitting procedure

The data associated to the experiments of the first campaign are plotted in figure 18. The time resolution of this campaign is not good enough to compute the transfer velocity $U$ during the motor motion and only the relaxation phase (i.e., after the motors stop) is shown. A good reproducibility is observed for each set of parameters (each color) but the relationship between $\Delta \sigma$ and $U$ differs from one parameter value to the other, especially when $\Delta d$ and $d_m$ vary, at early time (i.e. for important velocities). Moreover, alimented experiments (with injection) consistently exhibit higher transfer velocities than non-alimented experiments at early time which suggest that the velocity $U_m$ plays an important role in this regime. At later time, i.e. for smaller velocity, all the experiments remarkably converge toward a single master curve.

The model is built on the three parameters $U_c = E/\eta$, $U_d = D/h_r$ and $U_m = r_m/\tau$ (see section VII C). The capillary velocity $U_c = 3$ m/s has been precisely determined from the experimental results of section V. The diffusion velocity $U_d$ is also a well defined, constant, quantity. However, $h_r$ can not be deduced from our measures in section V and different theoretical definitions may be relevant, leading to different possible values, as discussed in section II C. It is thus kept as an adjustable parameter, assumed to be the same for all the data sets. Finally, the velocity $U_m$ has been introduced as a phenomenological parameter, to quantify the ability of the meniscus to provide or absorb surfactants. This quantity can vary with time, the meniscus being a priori a more efficient reservoir at the beginning of the deformation.

As shown in Fig. 17(a) and (d) all curves collapse on a single master curve at small $U_m$, this master curve being an upper limit for $\Delta \sigma$. We thus interpret the superposition of the different curves in Fig. 18 at long time as the limit $U_m = 0$. 

FIG. 18. Comparison between the experimental and the theoretical viscous responses of an elementary foam. The solid lines and dashed lines are the predictions of eqs. (74) and (75), based on the numerical results shown in Fig. 17, with $U_c = 3 \text{ m/s}$, $U_d = 5 \cdot 10^{-7} \text{ m/s}$ and, respectively $U_m \rightarrow 0 \text{ mm/s}$ and $U_m = 3 \text{ mm/s}$. Experimental points correspond to the relaxation phase only (after the motor stop) and the large velocities thus correspond to the small times. Three control parameters were independently varied: the amplitude $\Delta d$ in (a) and (d) with $d_m = 12 \text{ mm}$ and $V = 50 \text{ mm/s}$ ; the motor velocity $V$ in (b) and (e) with $\Delta d = 6 \text{ mm}$ and $d_m = 12 \text{ mm}$ ; and the mean position $d_m$ in (c) and (f) with $\Delta d = 5 \text{ mm}$ and $V = 50 \text{ mm/s}$. Each color corresponds to one set of parameters. Experiments represented on the top (a-c) were performed without injection while liquid was supplied to the foam for the bottom experiments (d-f).

On the basis of this assumption, we thus fit the late relaxation phase, when menisci are potentially depleted/saturated, using $U_m = 0 \text{ mm/s}$ and $U_d$ as a fitting parameter. We use the numerical predictions shown in Fig. 17, with the corrections given by eq. (74) and (75). The best fit is obtained for $U_d = 5 \cdot 10^{-7} \text{ m/s}$ and the resulting law is the solid line shown in the six graphs of Fig. 18. As expected from the model, all data points are close or below this limiting case. The dashed line corresponds to the prediction obtained with $U_m = 3 \text{ mm/s}$ while keeping $U_d$ and $U_c$ fixed. This law is a lower boundary for all data points, thus indicating that $U_m = 3 \text{ mm/s}$ is the maximal reservoir velocity reached by the system, when menisci can supply/adsorb a large quantity of surfactant. A more detailed discussion of the agreement between theory and observations is made below.

C. Small velocity - long time regime

First, experiments are compared to the model when velocity (and tension difference) is small ($|U| < 1 \text{ mm/s}$) which corresponds to the late time relaxation. In this regime, the results shown in figure 18 are well captured by our model for all the motor parameters with $U_d = 5 \cdot 10^{-7} \text{ m/s}$ and $U_m \rightarrow 0 \text{ mm/s}$ excepted the experiments with the shortest film lengths (small $d_m$ in figure 18 (c)-(f)). For these extreme deformations we suspect that the shear length becomes of the same order as the film length ($d \sim 5 \text{ mm}$) thus breaking down the assumptions of the model. For all other experiments, the velocity transfer is well captured by the simple law (from eqs. (70) and (71), with $U_m = 0$)

$$U = 2 \sqrt{\frac{ED}{\eta h_{\Gamma}}} \frac{\Delta \sigma}{2E}.$$  

Note that the corrections associated to the Frankel’s film extractions (eqs. (74) and (75)) are negligible in this regime, and are thus omitted in this equation.

The fitted parameter $U_d = D/h_{\Gamma} = 5 \cdot 10^{-7} \text{ m/s}$ can be discussed on the basis of the transport properties of the dodecanol given in section II C. A part of the dodecanol is solubilized in SDS micelles and the other part is in the monomeric form which leads two possible diffusion velocities: (i) if the transport is dominated by the micelles of 1.8 nm [41], the Stokes-Einstein formula imposes $D_M \approx 8 \cdot 10^{-11} \text{ m}^2/\text{s}$ and, using $h_{\Gamma} \approx 5.4 \mu\text{m}$,
we get $U_d^{m*} = D_M/h_T \approx 1.5 \times 10^{-5}$ m/s; (ii) if only the monomers participate to the dynamics, $D_m = 5 \times 10^{-10}$ m$^2$/s, $h_T^{m*} \approx 370$ μm and $U_d^{m} = D_m/h_T^{m*} \approx 10^{-6}$ m/s, closer to the fitted value. This suggests that the Marangoni stress induced by the shear flow is controlled by the diffusion of dodecanol monomers only.

This result might seem surprising as the majority of DOH is solubilized in SDS micelles. However, micelle-assisted transport for important concentration variation (important film deformation) is limited by the micelle formation/disintegration step [42, 43] which has a characteristic timescale of ~ 200 ms for SDS/DOH mixture [20]. This time is much longer than the monomer diffusion timescale across the film: $\tau_d^{m*} \sim h^2/D_m \sim 2$ ms, which may explain that only monomers are involved in the diffusion process across the films.

D. High velocity - short time regime

At early time, experiments systematically deviate from the prediction associated to $U_m \to 0$ mm/s, and the tension observed are smaller than this prediction. These deviations are reproducible and depend on the imposed deformation. This can be qualitatively rationalized if we consider that the meniscus interface behaves as a reservoir at the beginning of the experiments and get saturated or depleted over time. Indeed, apart from extreme deformations (small $d_m$), all the experimental data are bounded by the model predictions obtained with $U_m \to 0$ and $U_m = 3$ mm/s (respectively the solid and dashed lines in Fig. 18). This suggests that the system response is governed by the surfactant transport in the meniscus at early times and by the transport in the films at later times. This scenario is corroborated by the difference between alimented and non-alimented experiments: for a given transfer velocity, a smaller tension is observed for alimented films, in which the menisci are potentially less depleted, thus having a larger $U_m$ value.

Importantly, a key experimental feature is captured by the model: a clear asymmetry is observed between the extension and compression at high velocity: for a given $U$, the tension difference reached in the compressed films is higher than in the stretched films. As shown in figure 18, their ratio reaches a factor around two at the highest velocities. This symmetry breaking is predicted by the shear model. Moreover the highest tensions obtained in extension (at large deformation and at large film size) are in agreement with the saturation predicted in the sheared film. With the correction of the equation (74), the upper bound $\Delta \sigma/(2E) = 0.5$ becomes

$$\Delta \sigma = E + 7.68 \gamma_0 \left( \frac{\eta(U + U_d^*)}{2\gamma_0} \right)^{2/3} \approx E + 7.68 \gamma_0 \left( \frac{\eta U}{\gamma_0} \right)^{2/3}. \quad (77)$$

It corresponds to the high velocity limit of the numerical solution (the black solid line in Fig. 18). As this limit does not depend on $U_d$ nor on $U_m$, it is predicted without any free parameter and its quantitative observation is thus an important validation of the model.

E. Influence of the reservoir velocity $U_m$ of the meniscus

Predicting the evolution of $U_m$ with time would require a model of the flow inside the menisci (along the menisci and in the cross section), involving especially the uncontrolled drainage flow along the solid parts of the set-up, and is out of the scope of this study. However, if we assume that resupplying (or discharge) of surfactants by flow along the menisci is slow compared to the experiment time, menisci depletion (saturation) depends on the amount of surfactants delivered (absorbed) since the experiment beginning. In the limit of large $U_m$ this latter quantity is characterized by the interface transfer length $L$, and $U_m$ should thus decreases with $L$. 

FIG. 19. Evolution of the film tension variation, without (a) and with injection (b), as a function of the transfer velocity for $d_m = 12$ mm, $\Delta d = 6$ mm and $V$ ranging from 1 to 12.5 mm/s. The color represents the transfer length $L$ (between 0 and 1.5 mm). Curves are averaged over 3 experiments. The solid and dashed black lines are the numerical predictions obtained for $U_d = 5 \times 10^{-7}$ m/s, and, respectively $U \to 0$ mm/s and $U_m = 3$ mm/s. Color dashed lines in (b) correspond to model predictions for different $U_m$ ranging between 0 and 3 mm/s.
In order to test qualitatively the correlation between this length $L$ and the reservoir velocity $U_m$, the data of Fig. 18(b) and (e) have been replotted in figure 19 using a different color code: for each data point, the color represents the actual value of the transfer length. We only kept the data series with $V < 20$ mm/s to have enough data points during motor motion, so that both the behavior during motor motion and during the relaxation are measurable. No definitive conclusion can be deduced from this representation, but it nevertheless provides some hints, that may serve as a basis for future improvements of the model.

The data shown in this figure are far from the saturation regime in extension, so the model predicts a linear relationship between $U$ and $\Delta \sigma$, with a slope controlled by $U_m$ only. If $U_m$ were a function of $L$ only, all points sharing the same color (so same $L$) should be on the same line (passing through the origin). These lines are represented in Fig. 19(b).

Some correlation between $U_m$ and $L$ appears for $L > 0.4$: for a given $L$, experiment points are well captured by the model with a single $U_m$. This is more visible for the alimented experiments (Fig. 19(b)), for which couples of data $(U, \Delta \sigma)$ differing by a factor 2 but sharing the same $L$, fall on the same line, and are thus associated to the same $U_m$. For $L = 0.4$, it corresponds to $U_m \approx 3$ mm/s and the saturation at $U_m = 0$ is reached for $L \sim 1.5$ mm. These observations consolidate our hypothesis that $U_m$ decreases with $L$, as the meniscus is less and less able to play its role of reservoir.

The extraction velocity observed at the beginning of the experiment (dark blue part of the curves) is however in contradiction with this interpretation: the extraction velocity is lower than predicted, and even the expected hysteretic loop shown in Fig. 12, observed for most series, is not observed at the shorter times for the series shown in figure 19(b). It seems to be a time-delay between tension variation and transfer length, which is more important when meniscus radius are smaller (non-alimented foams). This phenomena might be ascribed to unsteady effects either in the film extraction dynamics, or in the sheared film dynamics, which have been modeled in a steady regime. Such effects prevent a proper comparison with our model at early time.

To summarize, the decreasing reservoir role of the menisci is able to rationalize the largest part of our experiments. The hysteretic loop shown in Fig. 12, and observed for most series, is captured by this decrease of $U_m$. The reservoir velocity $U_m$ shows some correlation with the transfer length at large transfer length.

**F. Non-linearities in compression**

As shown in figure 20, under important deformations the viscous response in compression of the films assembly greatly deviates from the model with $U_m \rightarrow 0$ mm/s. We previously discussed the possible influence of $U_m$ on these behavior. However, for the more extreme deformations, $U_m$ needs to increase from 3 to 8 mm/s in order to capture the early dynamic which is inconsistent with surfactant transport and accumulation in the menisci, and with the observations in extension.

Similar discrepancies are observed in figure 18 where experiments consistently deviate from the linear behavior in compression at high tension difference ($\Delta \sigma / (2E) > 0.5$). These deviations may arise from the important compaction of the surfactant monolayer which is limited by the maximum surface coverage. This limit corresponds to the parameter $\Gamma_m$ of the Langmuir adsorption isotherm in appendix A and is not captured by the model, as the physico-chemistry equations have been linearized. Some trends on the influence of these non linearities can be anticipated from the evaluation of $E$ and $h^m_\Gamma$ at larger $\Gamma$ using the (non-linearized) equations (A5) and (A7): one can see that the elasticity diverges close to the maximum surface coverage. However, the reservoir length decreases faster, and the product $Eh^m_\Gamma$ tends to 0. Simply substituting these quantities $E(\Gamma)$ and $h^m_\Gamma(\Gamma)$ in the law $\Delta \sigma \sim (E/\sqrt{U_m U_d})$, $U = (\sqrt{\eta E h^m_\Gamma / D_m})$ obtained with the linearized model shows that the slope of the viscous relation $\Delta \sigma(U)$ should decreases when $\Delta \sigma$ increases which is consistent with the experimental trend. Note that in extension a decrease of the slope is also expected as $E \rightarrow 0$ while $h^m_\Gamma$ tends to a constant value. However, this effect is hidden by the saturation predicted in the linear case. Incorporation of the full non-linear physicochemistry in the model is needed to better capture viscous behavior at high tension variations.

Another possible failure of the model in compression
at large velocity is the marginal regeneration instability, which has been shown to be triggered by a compression in [39]. This instability breaks the invariance along the meniscus and may modify the relationship between the tension difference and the velocity.

IX. RELEVANCE FOR THE FOAM RHEOLOGY

The aim of this last section is to discuss the relevancy of the local constitutive laws, obtained in section V for the film and in section VII for the meniscus, to set the bases of a consistent dissipative model for a foam, which can be seen as a complex network of films and menisci. The geometry of the deformations in a sheared 3D foam obviously differs from the specific one we impose to our five films sample; characteristic time and length scales are also different. For these reasons, only scaling properties of our model and discuss their robustness with regard to scale modifications.

A. A closed dynamical model for the film assembly

Before extrapolating our conclusions to 3D foam samples, a first step is to show that the two constitutive laws are sufficient to build a closed set of equations governing the dynamics of the 5 films assembly, able to predict, for example, the time behavior shown in Fig. 9.

The kinematic variables of the problem are the actual film lengths $L^-$, $L^c$ and $L^+$, of the compressed, central and stretched films, directly controlled by the motor position, and their lengths at rest $L_0^-$, $L_0^c$ and $L_0^+$, governed by the dynamical process. The evolution of the rest lengths is governed by the transfer velocities $U^-$ and $U^+$, respectively at the compressed and stretched meniscus:

$$\frac{dL_0^-}{dt} = -U^-,$$  
(78)

$$\frac{dL_0^c}{dt} = U^- - U^+,$$  
(79)

$$\frac{dL_0^+}{dt} = U^+. $$  
(80)

and the evolution of total film lengths obeys, for each film

$$\frac{dL}{dt} = \frac{dL_0}{dt} + L_0 \dot{\varepsilon}.$$  
(81)

with $\varepsilon = (L - L_0)/L_0$ and $dL/dt = 0$; $-V_m(t)$ and $V_m(t)$ respectively for the central, compressed and stretched films. The motor velocity $V_m$ is $V$ during the time $[0 \ t_m]$ and 0 otherwise.

These kinematic laws are coupled to the constitutive equations. Restricting the model to small deformations, we only keep terms of first order in $\varepsilon$ and we get $\Delta \sigma = \sigma - \sigma_0 = 2E \varepsilon$ from eq. (19), and, from eq. (70),

$$U^- = U^*/2E(\sigma^e - \sigma^-)$$  
(82)

$$U^+ = U^*/2E(\sigma^+ - \sigma^c).$$  
(83)

Building a quantitative prediction would require to propose a phenomenological law for the time evolution of $U^*$, between its long time value $U^* = \sqrt{DE/(\eta_R \eta)} \sim 3 \times 10^{-2}$m/s and $U^* = U_m$, which upper bound has been found experimentally to be of the order of $3 \times 10^{-2}$m/s. In order to build a simple and illustrative analytical solution, we assume instead a constant value for $U^*$, and we obtain a closed set of coupled equations, governing the five films dynamics:

$$-V_m = U^*/2E \sigma^- - U^*/2E \sigma^c + L_0^c \dot{\sigma}^-,$$  
(84)

$$0 = -U^*/2E \sigma^- - U^*/2E \sigma^c + \frac{U^*}{2E} \sigma^c + \frac{L_0^c}{2E} \dot{\sigma}^c,$$  
(85)

$$V_m = \frac{U^*}{2E} \sigma^+ - \frac{U^*}{2E} \sigma^c + \frac{L_0^+}{2E} \dot{\sigma}^+.$$  
(86)

Simplifying further the problem by assuming the same initial length $d$ for each film, and linearizing the last terms, we obtain a symmetrical situation in which $\Delta \sigma^e = 0$ and $\Delta \sigma^- = -\Delta \sigma^+$. The system becomes, with $\eta_e = 2E/U^*$ and $k_e = 2E/d$

$$V_m = \frac{\Delta \sigma^+}{\eta_e} + \frac{\Delta \sigma^c}{k_e}.$$  
(87)

which is the equation governing a Maxwell viscoelastic fluid. The solution is

$$\Delta \sigma^+ = \eta_e V \left(1 - e^{-t/\tau^*}\right) \text{ for } t < t_m,$$  
(88)

$$\Delta \sigma^c = \eta_e V \left(e^{(t_m-t)/\tau^*} - e^{-t/\tau^*}\right) \text{ for } t > t_m,$$  
(89)

where the characteristic time of the system is $\tau^* = \eta_e/k_e = d/U^*$.

This solution captures the most important properties of the dynamical behavior observed in Fig. 9 and it especially brings out the dissipative role of the parameter $\eta_e = 2E/U^*$, which has the dimension of a bulk viscosity. The possibility of an upscaling of the local laws at the scale of a foam sample will be discussed on the simple basis of eq. (87).

B. From few films to a foam sample

Most of the foam effective viscosity measurements are obtained either under steady shear at the rate $\dot{\varepsilon}$ or in an oscillatory regime at the pulsation $\omega$. The foam viscosity
\( \eta_c \) is defined from the expression of the stress \( T \): in the first case, \( T = T_0 + \eta_c(\dot{\varepsilon}) \dot{\varepsilon} \) with \( T_0 \) the quasistatic plastic threshold; in the second case \( T = G'(\omega)\dot{\varepsilon} + \eta_c(\omega)\dot{\varepsilon} \) (with \( \eta_c(\omega) = G''(\omega)/\omega \).

The link between the local and global scales is a central question in the rheology of complex systems. In steady regime, the relationship between the viscous stress \( \eta_c \dot{\varepsilon} \) and the film tension differences in the foam involves both a direct influence of the tension difference, and a non-linear variation of the plastic threshold \( T_0 \) with this tension difference [32, 44]. This last contribution greatly complicates the up-scaling of local laws to steady experiments and therefore is out of the scope of this section.

In the oscillatory regime, on the other hand, the geometrical effects are \textit{a priori} simpler, as the plastic threshold is never reached. At low frequency, the foam loss modulus \( G''(\omega) \) is governed by the coarsening-induced plasticity, which is entirely decoupled from the local dissipative modes of the system and has its own time scale [45]. At higher frequency (usually above few Hz), foam exhibits an anomalous dissipation with a loss modulus scaling as \( \sqrt{\omega} \) [2, 46]. The origin of this peculiar behavior is still a matter of debate. As assumed in [47] this scaling might arise from the effect of the disorder and the local scalings may be entirely screened at the sample scale. In this case, the internal time scale of the foam sample differs from the local internal time scale, and is governed by weak domains, close to the yield stress. However, this generic scaling predicted by the weak plane region model does not hold for solution with important interface “rigidity” [13]. Moreover, experiments in ordered foam exhibit a similar anomalous dissipation suggesting a different origin [48].

In the frame of this paper, we thus choose to restrict the discussion to the behavior under oscillatory stress of a foam without internal dynamics, and far enough, everywhere in the sample, from its local yield stress. In that case, we deduce 3D scalings from the local our scalings and we reveal a new possible origin for the \( \sqrt{\omega} \) scaling of the foam dissipation.

During a simple shear deformation of the foam, thin films experience compression, extension and simple in-plane shear (at a constant film area). Although meniscus constitutive law has been built in the case of a specific imposed deformation, the meniscus frustration avoiding free film relaxation by interface transfer has been shown to be generic. The associated scaling laws eqs. (83) are thus expected to hold for any generic deformation leading to film area variations. Dissipation associated to the simple film shear has been studied in [9] but has been shown to be negligible in our case (see section V) and is thus neglected in the following.

During foam shearing, the characteristic extension rate of the films scales as \( \dot{\varepsilon} d \), with \( d \) the bubble diameter and \( \dot{\varepsilon} \) the strain rate imposed at the sample scale [49]. In eq. (87), the motor velocity \( V = dL^+ / dt \) should thus be replaced by \( \dot{\varepsilon} d \). Similarly, for dimensional reasons, the film tension difference is at the origin of a stress \( T \) scaling as \( \Delta \sigma / d \). Once extrapolated at the foam scale, the equation (87) governing the 5 films sample thus leads to a viscous stress \( T_{\text{visc}} \sim \eta_c \dot{\varepsilon} \), allowing us to identify \( \eta_c \) as the effective foam viscosity.

C. Predicting 3D foam viscosity ?

In our experiment, the effective viscosity is \( \eta_c = 2E/U^* \). The parameter \( U^* \) depends on the solution physico-chemical properties and on the film length scales and should thus be reconsidered using typical foam parameters. Especially, the bubble size is usually smaller in 3D foam than our millimetric films. The orders of magnitude of the various quantities will be built using a liquid fraction \( \phi = 5\% \), a bubble size \( d \sim 10^{-4} \text{m} \), and a meniscus size \( r_m \sim d\sqrt{\phi} \approx 20 \text{\mu m} \) [49].

The average film thickness may also strongly differ. It is not precisely known in a 3D foam. However, assuming that the capillary suction is high enough to drain the films toward their equilibrium thickness faster than the dynamical time scales, the parameter \( h_\infty \) would be governed by the disjoining pressure and be of the order of few dozen of nanometers. Importantly, this length scale does not appear in the constitutive relationship governing the meniscus, which should therefore not be modified significantly if the disjoining pressure effects were included in the model. The length of the sheared domain would in contrast be affected and will be discussed at the end of the section.

The physico-chemical properties greatly differ from one experiment to another, and are not always easy to evaluate quantitatively. Here we first consider the values obtained with our foaming solution to build and we then discuss qualitatively the influence of the different physico-chemical parameters.

The velocity \( U^* \) is equal to the largest value between the two possible characteristic velocities \( \sqrt{U_cU_d} \) and \( U_m \). The first one, \( \sqrt{U_cU_d} = \sqrt{DE/\eta h} \sim 10^{-3} \text{m/s} \), depends on the foaming solution but not on the foam geometry. Using simple Langmuir adsorption, its value is expected to decrease for more insoluble surfactant.

The velocity \( U_m \) is discussed in section VII B. In the purely diffusive case, it scales as \( (r_m/h)\sqrt{D\omega} \) and thus depends on the bubble size through \( r_m \). In the case of our millimetric foam, this prediction leads to a value for \( U_m \) smaller than the observed one, the transport being potentially dominated by the convection. However, we expect the diffusive processes to become dominant at smaller scale. Using \( U_m \sim (d/h)^{1/2} \sqrt{\omega D} \), we get \( U_m \sim 10^{-4} \text{m/s} \) at 1 Hz and \( U_m \sim 10^{-3} \text{m/s} \) at 100 Hz. These velocities are of the same order than \( \sqrt{U_cU_d} \), so the dominant term is difficult to determine \textit{a priori}, and may vary from one foaming solution to the other.

In the regime \( U_m < \sqrt{U_cU_d} \), the scaling for the loss modulus \( G'' = \omega \eta_c \) is

\[ G'' \sim \omega \sqrt{\frac{\eta E h \phi}{D}}, \tag{91} \]
whereas if \( U_m > \sqrt{U_c U_d} \),

\[
G'' \sim \omega \frac{E}{U_m} \sim \frac{E h_T}{d \sqrt{\omega} D} \sqrt{\omega} .
\]  

(92)

Using our physico-chemical parameters \( E = 5 \times 10^{-3} \) N/m, \( h_T = 5.4 \times 10^{-6} \) m and \( D = 8.1 \times 10^{-11} \) m²/s, and for a bubble size of 100 μm at 100 Hz, the second law eq. 92 leads to \( G'' \sim 1000 \) Pa which is the order of magnitude found for usual foams. More importantly, it recovers the scaling obtained also qualitatively captures the order of magnitude and the dependency with the bubble size of the foam anomalous dissipation scaling.

Our dissipative model is based on the coexistence of a symmetrical part at the center of the films, and a sheared domain close to the meniscus, of size \( \ell \). The local scalings we predict are thus valid only if \( \ell < d \), with \( d \) the bubble size. For small tension values, we have \( \ell \sim h_x(U_c/U_d)^{1/2} \sim 10^3 h_x \) (see Fig. 17). Assuming an average film thickness of 50 nm in the foam, our model should thus be relevant for bubbles larger than 50 μm, which corresponds to most of the usual foam samples.

Note that if the Frankel’s film extractions, induced by large deformations, increase the average film thickness at a larger value, despite the large capillary suction present in the foam, the lower bubble size limit would be more restrictive. For bubbles smaller than this lower limit, the whole film should be sheared, and leading to some coupling between the neighboring menisci, as assumed in [12, 50]. The induced dissipation is expected to be qualitatively different in this regime.

Such a transition between film extension and film shear can also be observed at constant bubble size, when the foaming solution varies [51]. Indeed, the product \( E h_T \) appearing in \( \ell \) can vary over several orders of magnitude with the solubility of the chemical species at the origin of the tension variations, leading to large \( \ell \) values at poor solubilities. For a given bubble size, poorly soluble species would lead to entirely sheared films, whereas more soluble ones would obey the laws established in this paper.

\[ \gamma_{th} = \gamma_{DS} - RT \Gamma_m \ln \left(1 + \frac{c_m}{a}\right), \]  

(A1)

with \( \gamma_{DS} = 40.5 \) mN/m the surface tension of pure SDS, \( R \) the ideal gas constant, \( T \) the temperature, \( \Gamma_m = 6.10^{-6} \) mol/m² the maximum surface coverage, \( c_m \) the dodecanol concentration in the monomer form and \( a = 5.55 \times 10^{-3} \) mol/m² the adsorption equilibrium constant. Here only the concentration of monomer influences the surface tension as DOH molecules solubilized

\[ G'' \sim \omega \frac{E}{U_m} \sim \frac{E h_T}{d \sqrt{\omega} D} \sqrt{\omega} . \]  

(92)

Using our physico-chemical parameters \( E = 5 \times 10^{-3} \) N/m, \( h_T = 5.4 \times 10^{-6} \) m and \( D = 8.1 \times 10^{-11} \) m²/s, and for a bubble size of 100 μm at 100 Hz, the second law eq. 92 leads to \( G'' \sim 1000 \) Pa which is the order of magnitude found for usual foams. More importantly, it recovers the scaling obtained also qualitatively captures the order of magnitude and the dependency with the bubble size of the foam anomalous dissipation scaling.

Our dissipative model is based on the coexistence of a symmetrical part at the center of the films, and a sheared domain close to the meniscus, of size \( \ell \). The local scalings we predict are thus valid only if \( \ell < d \), with \( d \) the bubble size. For small tension values, we have \( \ell \sim h_x(U_c/U_d)^{1/2} \sim 10^3 h_x \) (see Fig. 17). Assuming an average film thickness of 50 nm in the foam, our model should thus be relevant for bubbles larger than 50 μm, which corresponds to most of the usual foam samples.

Note that if the Frankel’s film extractions, induced by large deformations, increase the average film thickness at a larger value, despite the large capillary suction present in the foam, the lower bubble size limit would be more restrictive. For bubbles smaller than this lower limit, the whole film should be sheared, and leading to some coupling between the neighboring menisci, as assumed in [12, 50]. The induced dissipation is expected to be qualitatively different in this regime.

Such a transition between film extension and film shear can also be observed at constant bubble size, when the foaming solution varies [51]. Indeed, the product \( E h_T \) appearing in \( \ell \) can vary over several orders of magnitude with the solubility of the chemical species at the origin of the tension variations, leading to large \( \ell \) values at poor solubilities. For a given bubble size, poorly soluble species would lead to entirely sheared films, whereas more soluble ones would obey the laws established in this paper.

\[ \gamma_{th} = \gamma_{DS} - RT \Gamma_m \ln \left(1 + \frac{c_m}{a}\right), \]  

(A1)

with \( \gamma_{DS} = 40.5 \) mN/m the surface tension of pure SDS, \( R \) the ideal gas constant, \( T \) the temperature, \( \Gamma_m = 6.10^{-6} \) mol/m² the maximum surface coverage, \( c_m \) the dodecanol concentration in the monomer form and \( a = 5.55 \times 10^{-3} \) mol/m² the adsorption equilibrium constant. Here only the concentration of monomer influences the surface tension as DOH molecules solubilized
in SDS micelles are not surface active. The partition coefficient \( \beta = c^m/c^e \), with \( c^M \) the concentration of DOH solubilized in micelles, depends linearly on the SDS micelles concentration. It has been measured in [18], and for our solution, with \( c_{t,0} = 19.4 \text{ mol/m}^3 \), we obtained \( \beta = 67.2 \) indicating that almost all the dodecanol is solubilized in micelles. The monomer concentration can be expressed in terms of the total dodecanol concentration \( c, c^m = c/(1+\beta) \) and equation (A1) becomes:

\[
\gamma_{th} = \gamma_{SDS} - RTm \ln \left(1 + \frac{c}{(1+\beta)a}\right) \tag{A2}
\]

The corresponding dodecanol surface coverage is given by a Langmuir-type adsorption:

\[
\Gamma = \Gamma_m \frac{c^m}{a + c^m} = \Gamma_m \frac{c}{a(1+\beta) + c} \tag{A3}
\]

The surface tension can then be expressed in terms of surface coverage:

\[
\gamma_{th} = \gamma_{SDS} + RTm \ln \left(1 - \frac{\Gamma}{\Gamma_m}\right) \tag{A4}
\]

and the Gibbs-Marangoni elasticity is estimated by linearizing equation (A4) around the equilibrium state, at \( c_0 = 0.27\text{mol/m}^3 \), the initial bulk dodecanol concentration

\[
E = -\left. \frac{\partial \gamma_{th}}{\partial \Gamma} \right|_{\Gamma_0} = \frac{RTm a \Gamma_m}{(a + c_0)^2} = \frac{RTm}{a(1+\beta)^2} \left(\frac{\Gamma_m - \Gamma_0}{\Gamma_m}\right)^2 \tag{A5}
\]

leading to \( h_\Gamma = 5.4 \text{ \mu m} \). This length assumes an equilibrium between the monomer and the solubilized dodecanol concentrations. If the monomer transport is faster than the exchange time with SDS micelles [20], as discussed in section VIII, dodecanol transport only involves monomers and the reservoir length becomes:

\[
h^m_\Gamma = \left. \frac{\partial \Gamma}{\partial c^m} \right|_{c_0} = \Gamma_m \frac{(1+\beta)^2}{(a + c_0)^2} = \frac{\Gamma_m (1+\beta)^2}{a(1+\beta) + c_0} \tag{A6}
\]

and \( h^m_\Gamma = (1+\beta)h_\Gamma \approx 370 \text{ \mu m} \).

**Appendix B: Film shape and calculation of the angles**

The upper pushed film is initially in the plane \((\mathbf{t}^-, \mathbf{e}_y)\), and the pushed free meniscus is at the intersection between this plane and the plane \((\mathbf{t}_c, \mathbf{e}_y)\) of the central film (see Fig. 21). After deformation, the meniscus stays in the plane \((\mathbf{t}_c, \mathbf{e}_y)\) (by top/bottom symmetry) and is at the distance \(s^m_0(y) = \delta_1^- + \delta_2^-(y)\) from its initial position, with \(\delta_1^-\) the displacement of both ends of the meniscus, \(\delta_2^-(y)\) the variable part of the displacement and \(s_c\) the coordinate along \(\mathbf{t}_c\) (with an origin at the initial meniscus position).

We define the intermediate plane \((\mathbf{t}, \mathbf{e}_y)\) as the plane containing the moving solid frame, at the position \(s^- = d^-\) in the plane \((\mathbf{t}^-, \mathbf{e}_y)\) and the line \(s_c = \delta_1^-\) in the \((\mathbf{t}_c, \mathbf{e}_y)\) plane (in blue in Fig. 21). Without the variable part of the displacement, the upper left film would be in this plane after deformation.

The tilt angle \(\delta_1^-\) verifies, from simple geometry

\[
\tan (\theta_0 - \delta_1^-) = \frac{d^- \sin \theta_0}{d^- \cos \theta_0 + \delta_1^-} \tag{B1}
\]

with \(\theta_0 = \pi/3\).

We now address the 3D shape of the deformed film, using the variables \((\hat{s}, y, z)\) in the \((\mathbf{t}, \mathbf{e}_y, \mathbf{n})\) reference frame. For convenience, the origin of \(\hat{s}\) is this time chosen at the external edge, with a positive direction toward the deformed film. We characterize the film shape by the equation \(z = f(\hat{s}, y)\). Its curvature, at the linear order is simply the Laplacian of \(f\) so the vanishing curvature
condition becomes
\[ \frac{\partial^2 f}{\partial s^2} + \frac{\partial^2 f}{\partial y^2} = 0 \] (B2)

The free meniscus is the red line in Fig. 21 (a) parameterized by \((\hat{s}^m(y), \hat{z}^m(y))\) with \(\hat{s}^m(y) = d^-\) (at order 0) and \(\hat{z}^m(y) = \hat{\delta}_2 (y) \sin(\theta_0)\) (at order 1).

At linear order in \(\delta_1\) and \(\delta_2\), the boundary condition at this meniscus is thus
\[ f(d^-, y) = \hat{\delta}_2 (y) \sin(\theta_0) \] (B3)

The meniscus position along the solid frames can not be measured. The meniscus can slide on the frame, thus explaining the non-vanishing value of \(\delta_1\), but this sliding motion is limited by uncontrolled viscous or geometrical stresses, which explain the free meniscus curvature and the non-vanishing value of \(\delta_1\). However, we know that the displacement of the menisci at \(y = \pm w/2\) varies from 0 at the external edge to \(\delta_1\) at the free meniscus (with respect to the undeformed shape in the \((t^-, e_y)\) plane), with a smooth variation along the whole film. We thus simply assume a linear increase of this displacement, which corresponds to the condition
\[ f(s, \pm w/2) = 0 \quad \text{and} \quad f(0, y) = 0. \] (B4)

The film shape is entirely determined by these boundary conditions. A simple analytical solution is obtained by fitting the free meniscus motion by \(\delta_2(y) = \delta_2(0) \cos \left( \frac{\pi y}{w} \right) \) and its equation is
\[ f(s, y) = \delta_2^{-1}(0) \sin(\theta_0) \frac{\sinh \left( \frac{\pi y}{w} \right)}{\sinh \left( \frac{\pi d^-}{w} \right)} \cos \left( \frac{\pi y}{w} \right). \] (B5)

The angle \(\delta\theta_2\) verifies
\[ \delta\theta_2 = \frac{\partial f(d^-, 0)}{\partial s} = \frac{\delta_2(0)}{w} \pi \sin(\theta_0) \frac{\tanh \left( \frac{\pi d^-}{w} \right)}{\tanh \left( \frac{\pi d^-}{w} \right)}. \] (B6)

The angle \(\theta^-\) needed to compute the tension differences is eventually
\[ \theta^- = \theta_0 - (\delta\theta_1^- + \delta\theta_2^-) \] (B7)

with \(\delta\theta_1^-\) and \(\delta\theta_2^-\) functions of \(\delta_1\) and \(\delta_2\) (0) given by eqs. (B1) and (B6). The expressions are valid for positive or negative displacement of the meniscus and are thus identical for the right side.

**Appendix C: Non-linear Langmuir film elasticity**

The derivation of the non linear film elastic behavior relies on the same assumptions as the ones made in section VB, but the Langmuir equation is used instead of its linearized form. The surfactant mass balance is
\[ 2\Gamma_0 + c_0 h_0 = 2\varepsilon + c h_0, \] (C1)

which can be expressed in term of \(\Gamma\) only, using eq. (A3):
\[ 2\Gamma_0 + \frac{(1+\beta)\alpha \Gamma_0 h_0}{1-\Gamma_0} = 2\varepsilon \Gamma + \frac{(1+\beta)\alpha \Gamma h_0}{1-\Gamma}. \] (C2)

This equation can be reorganized into a second order polynomial using \(x = \Gamma / \Gamma_m\):
\[ 2\varepsilon x^2 - \left( 2\varepsilon + 2\Gamma_0 \right) x + 2\Gamma_0 = 0, \] (C3)

and its roots provide the required relation between the surface coverage \(\Gamma\) and the extension. Finally, equation (A4) gives the surface tension evolution with \(\varepsilon\) shown in Fig. 11 associated to a non-linear elasticity.

**Appendix D: Frankel law’s for different interface velocities**

The extraction of a liquid film from a menisci at a velocity \(U\) is a classical problem, and imposing different velocities \(U_1\) and \(U_2\) on both interfaces only leads to straightforward modifications of the usual equations (see the review [38]). In the lubrication regime (\(\partial s h' \ll 1\)), the Stokes equation becomes:
\[ \frac{\partial^2 v}{\partial \xi^2} = -\frac{1}{\eta} \frac{\partial p}{\partial s} = -\frac{\gamma_0}{2\eta} h''' , \] (D1)

with \(h' = \partial_s h\). The interface velocity \(v\) is assumed to be constant over the dynamical meniscus (which is equivalent to \(\ell \gg \ell_m\)), and \(v(s, h/2) = U_1\) and \(v(s, -h/2) = U_2\). Integrating two times the equation (D1) over \(\xi\) gives the velocity field:
\[ v(s, \xi) = -\frac{\gamma_0}{4\eta} h''' \left( \xi^2 - \frac{h^2}{4} \right) + \frac{U_1 - U_2}{h} \xi + \frac{U_1 + U_2}{2}. \] (D2)

The flow rate in the dynamical meniscus is:
\[ Q = \int_{-h/2}^{h/2} v d\xi = \frac{\gamma_0}{24\eta} h'' h^3 + \frac{U_1 + U_2}{2} h, \] (D3)

and must equate the outgoing flux \(Q = (U_1 + U_2)h_f/2\) with \(h_f\), the film thickness leaving the dynamical meniscus (that differs from the thickness at the end of the sheared film \(h_\infty\)). The mass conservation leads to:
\[ h''' h^3 = 12\frac{\eta}{\gamma_0} (U_1 + U_2) (h_\infty - h) = 24Ca (h_\infty - h), \] (D4)

with \(Ca = \eta (U_1 + U_2) / (2\gamma_0)\) the capillary number based on the averaged velocity. Equation (D4) is the well know Landau-Levich-Degardin (LDD) equation in which the interface velocity \(U\) has been replaced by \((U_1 + U_2)/2\). The surface tension difference between the meniscus and
FIG. 22. (Top) Velocity $U$ at the meniscus, rescaled by $\sqrt{U_iU_d}$, as a function of the concentration in the film, $\delta = 0.5 - 4T^3/0 = 0.5 - \Delta\sigma/(2E)$, for the pulling case. The parameter $K = 2U_m/\sqrt{U_iU_d}$ has been varied logarithmically from $10^{-3}$ (blue curves) to $10^3$ (red curves). The black lines correspond to $U/\sqrt{U_iU_d} \sim 0.25K/\delta$, for three values of $K$, corresponding to the closed curve ($K = 0.73; 1.87; 4.8$ from bottom to top) (see the scaling of eq. (53)). (Bottom) Similar plot for $\ell$, with the dashed black lines corresponding to $\ell/(h_{\infty}\sqrt{U_iU_d}) = 0.12K/\delta$, as predicted by eq. (54).

the film is calculated by integrating the Marangoni relation:

$$\Delta\gamma = \int_{\text{men}} \frac{\partial\gamma}{\partial s} ds = \int_{\text{men}} \frac{\partial v}{\partial s}(s, h/2) ds = -\int_{\text{men}} \frac{\gamma_0}{4} h''hds + \int_{\text{men}} \frac{\eta}{h} U_1 - U_2 ds.$$

The second term on the right-hand side is the dissipation induced by the shear flow. It has been taken into account in our model of the sheared film and is disregarded here to avoid to count it twice. The first term is the classical term in the Frankel’s problem which can be found in [38]. Finally we obtained :

$$\Delta\gamma^{\text{out}} = 3.84\gamma_0 \left( \frac{\eta(U_1 + U_2)}{2\gamma_0} \right)^{2/3}.$$

Appendix E: Divergence

For the extension case, the velocity diverges in the limit $\Delta\sigma/(2E) = 0.5$, as shown in Fig. 22. The scaling predicted in eq. (53) is recovered as emphasized by the dashed lines. Similar behavior is observed for the shear length $\ell$ which divergence follows the expected scaling law eq. (54).
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