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High entropy ceramics are novel materials with no less than four different cations or anions. The development of high entropy ceramics follows the ‘configurational entropy stabilized single phase’ concept, which was first demonstrated for high entropy metal alloys in 2004. The advantages of high entropy ceramics are their compositional and structural diversity, and many of them have a band gap, which makes them potential functional materials for a wide range of applications. They have recently generated significant interest with the publication of 70+ related papers since 2015. In this review we have summarized the recent progress in this rapidly growing field. We emphasize the progress by researchers to answer the following three fundamental questions for high entropy ceramics: (1) which combinations of cations or anions can be synthesized as single-phase materials; (2) are the component elements truly random down to the atomic scale; and (3) what new physics, properties and applications will the incorporation of multi-elements elements bring. These fundamental questions are still open at this stage and warrant further studies. The objective of this review is to give a comprehensive overview of the literature to date on high entropy ceramics and to guide further investigation in this emerging field.

1. Introduction

High entropy ceramics (HECs), sometimes also referred to as high entropy compounds, are single phase ceramics with no less than four types of cations or anions. The concept of high entropy ceramics is inherited from the field of high entropy alloys (HEAs). The two families of materials are fundamentally different, and hence their applications are also different. Since
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the invention of HEAs in 2004, intensive research on HEAs in the past decade has led to many interesting results, such as enhanced hardness and strength. Due to the intensive research on HEAs, HECs have now become a new focus in the search for novel materials. Similar to HEAs, HECs consist of multi-component elements in a single phase, for which their large configurational entropy contributes to their formation. In contrast to metallic HEAs, HECs are typically semiconductors or insulators with a band gap, which makes them potentially useful functional materials. For example, high entropy chalcogenides can be good thermoelectric materials due to their large Seebeck coefficient and low thermal conductivity. Recently, it was reported that charge-induced disorder in high entropy oxides controls thermal conductivity; this opens up new possibilities to improve the performance of thermoelectric materials.

Another advantage of HECs is that they have ample structural diversity (see Fig. 1). The members of the HEC family are increasing rapidly. The earliest reported work on HECs was on coating materials, typically nitrides and carbides. In 2015 Rost et al. reported on entropy-stabilized HEC oxides. This work stimulated interest in the properties of these materials, such as dielectric, Li-battery and low thermal conductivity. In the following three years, researchers extend the family members to include diborides, chalcogenides, silicides and intermetallics such as half Heusler, for a broad range of applications from structural to functional. The growing number of members studied is bringing structural diversity. The earlier reported HECs all had rock salt structure, including nitrides, carbides and the well-studied Mg0.2Co0.2Ni0.2Cu0.2Zn0.2O. To date there are eight structural types, with more likely to be reported in the near future (Fig. 1). To name a few, cubic perovskite oxides, fluorite oxides and hexagonal diborides.

The review consists of four sections covering design of single phase HECs, typical synthesis methods, atomic scale structure characterization, properties and applications. The structural and element diversity of HECs makes the design and prediction of single phase materials very important, and this topic will be discussed in detail in the following section.

2. Design of single phase HECs

Developing new materials is always one of the fundamental driving forces in materials science. Therefore, predicting yet-unknown single solid solution phases is of great interest to the high entropy materials community. For such prediction, a model, either based on descriptors or on the calculation of Gibbs free energy, is needed. Then this model can be used to predict the stability of a given formula in a given crystal structure, or to explore the combinatorial space to identify stable compositions. Unlike for the HEA community, the design of HECs is at a very early stage. Currently, in most HEC papers the authors simply chose a group of elements in a specific part of the periodic table. Only a few papers deal with the design of materials, of which most use a descriptor approach.

2.1 Using descriptors

An underlying assumption is that stable single-phase solid solutions have something in common that can be described by descriptors. The descriptor-based approach can be tracked to the pioneering work of William Hume-Rothery, in which several rules, later coined as the ‘Hume-Rothery rules’, describe the conditions under which solid solution alloys can be formed. It is worth noting that some descriptors used in the design of HECs can be considered as derivatives of these rules.

2.1.1 Examples of descriptors. Liu et al. proposed a descriptor for judging atomic solubility in a two-component solid solution compound when the crystal structures of the components are the same

$$\delta = \frac{\overline{R}^2(\Delta R)^2}{ZG}$$

where $\overline{R}$ is the average effective lattice constant and $\Delta R$ is the difference in effective lattice constant, $Z$ is the number of formula units per unit cell, and $G$ is the average shear modulus. A small $\delta$ value means a low internal strain energy and high atomic solubility, and vice versa. For multi-component solid solutions, the average $\delta$ value can be calculated by averaging the values for all of the quasi-binary solid solutions. Using a phenomenological formula for the enthalpy of mixing and configurational entropy, the upper bound of $\delta$ values were calculated as 2.08, 2.92, 3.58, and 4.12 GPa Å$^{-3}$ for binary, ternary, quaternary and 5 component solid solution compounds, respectively (Fig. 2). These criteria were tested by experimentally fabricating several multi-component materials, e.g. (Cu/Ag)(In/Ga)Te$_2$, Cu$_2$(S/Se)Te$_2$, and (Pb/Sn/Ge/Mn)Te. X-ray diffraction analysis showed that all these materials are phase pure without any obvious impurity phases (Fig. 2).

Using a data-driven approach, Zhang et al. identified all of the diamond-like Cu/S containing compounds in the Inorganic Crystal Structure Database (ICSD), and then all of the cation–sulfur bond lengths in the 49 identified compounds were...
calculated using the ICSD crystallographic information files (CIFs). These bond length values were compared with those calculated from the bond valence model (Fig. 3), and it was found that, although there was general agreement, the bond length of some cations, such as Cu, Ge and Sn, have a large variation and they can be considered as ‘soft atoms’. These atoms were then used in the design of high entropy sulphides to reduce the local strain energy. By considering the Hume-Rothery rules, two high entropy sulphides, metallic Cu5\(_2\)SnMgGeZnS\(_6\) and semiconducting Cu\(_3\)SnMgInZnS\(_7\), were designed and then successfully fabricated as single-phase dense ceramics with homogeneously distributed cations.

Jiang et al. fabricated several high-entropy perovskite oxides,\(^7\) and concluded that the Goldschmidt’s tolerance factor, instead of cation-size differences on a specific lattice site, influences the formation and temperature-stability of single cubic perovskite solid solutions. They found that the calculated tolerance factors for all six compositions that form single phase high-entropy perovskite phases were close to unity (0.97 ≤ \(t\) ≤ 1.03). They suggested that a Goldschmidt tolerance factor close to unity (\(t \approx 1.00\)) is important, but not a solely sufficient criterion to form a single high-entropy perovskite phase.

The above models illustrate the use of descriptors related to mixing enthalpy. There has also been an attempt to develop an ‘entropy descriptor’. K. Vecchio et al. proposed ‘entropy forming ability (EFA)’ as a descriptor to address the synthesizability of HECs from first principles.\(^2\) The EFA was estimated as the inverse of the standard deviation of the energy distribution spectrum of the enthalpies of all of the possible atom configurations of 10-atom supercells

\[
EFA = \left( \frac{1}{\sum_{i=1}^{n} g_i (H_i - H_{max})^2} \right)^{-1}
\]

where \(n\) is the total number of sampled geometrical configurations, and \(g_i\) are their degeneracies. \(H_i\) is the enthalpy of formation at zero temperature of a supercell, and \(H_{max}\) is the average of the enthalpies \(H_i\) of all of the possible supercell configurations. A larger EFA value corresponds to a larger entropy for a given composition.

The EFA descriptor was used to screen all of the possible compositions of five-metal carbides selecting from 8 chosen cations (Ti, Zr, Hf, V, Nb, Ta, Mo, W). Then the six compositions with the highest EFA values (the highest one is MoNbTaVWC\(_5\) with EFA = 125 atom eV\(^{-1}\)) were experimentally fabricated as single phase HECs, and three compositions with low EFA values (the lowest one is HfMoVWZrC\(_5\) with EFA = 37 atom eV\(^{-1}\)) were found to be multi-phase. These experimental results demonstrate the effectiveness of the EFA descriptor.

### 2.1.2 Discussions of descriptors

The choice of descriptor determines the accuracy of the prediction. Therefore, more suitable and reliable descriptors are needed. There are many possible choices for descriptors. Ramprasad et al.\(^2\) categorized descriptors based on gross-level properties, molecular fragment-level, and sub-Angstrom-level. For example, EFA is a gross-level descriptor and atomic size is a molecular fragment-level descriptor. Considering the existing dozens of descriptors in the literature and the millions of their combinations as potential descriptors, the development of a HEC stability descriptor is only at its very early stage. Choosing the best descriptor relies on either physical/chemical domain knowledge, or data-driven statistics.\(^2\) It is worth noting that sometimes there are different definitions for a given descriptor. Take atomic size as an example, the ionic radius can be Shannon’s radius,\(^2\) or bond valence model based,\(^2\) or density functional theory calculation based.\(^2\) This presents large diversity and special attention should be paid to the choice of descriptor.

A major criticism of descriptor based chemical models comes from the point view of physics. Researchers argue that phase stability is not an intrinsic property of a material, and hence kinetics and all of the competitive phases must be...
considered to predict stability. However, the descriptors are implicitly related to Gibbs free energy, and that is the reason why some descriptors are also referred as ‘empirical thermophysical parameters’. For example, similar atomic radius usually means low strain energy, which reduces the enthalpy of mixing. Although Gibbs free energy based physical models are widely accepted as more quantitatively accurate, the use of descriptors has some merits such as they are easy to use, and can be quite effective under certain circumstances.

2.2 Using Gibbs free energy

Gibbs free energy calculations and phase diagrams can give quantitative information on phase stability. The Gibbs free energy can be calculated using density functional theory (DFT) or other empirical methods, such as the Calculate Phase Diagrams (CALPHAD) method that is used to calculate phase diagrams. A modern trend is to combine empirical methods and DFT. To date, there are few works on the calculation of Gibbs free energy for the prediction of the stability of HECs. Therefore, this section will mainly focus on the principles and briefly introduce their application to HEAs. For comprehensive reviews on these methods as applied to HEAs, see the in-depth reviews by M. C. Gao et al. and M. Widom.

2.2.1 Definition of Gibbs free energy. At constant temperature and pressure, the Gibbs free energy of a solid has a minimum value in a state of thermal equilibrium. The Gibbs free energy is a thermodynamic potential in thermodynamics

\[ G = H - TS \]

where \( H \), \( T \), and \( S \) are enthalpy, temperature, and entropy, respectively. A larger entropy favours a lower Gibbs free energy and hence phase stability. In general, under the assumption that each microstate has equal probability, the entropy of a system relates to its number of microstates \( \Omega \)

\[ S = k_B \sum \ln \Omega \]

For an alloy system, the entropy is contributed to by vibrational entropy, configurational entropy and other terms. For a completely disordered alloy, and using Sterling’s approximation, the configurational entropy, sometimes referred to as entropy of mixing, is

\[ S_{\text{conf}} = -R \sum_{i=1}^{n} c_i \ln c_i \]

where \( R \), \( n \) and \( c_i \) are the ideal gas constant, the number of components, and the atomic fraction of component \( i \), respectively. More components, i.e. larger \( n \), results in higher \( S_{\text{conf}} \). For a given number of components, \( S_{\text{conf}} \) has the maximum value when all the components have the same atomic fraction, i.e. equimolar. The importance of entropy for single phase stabilization was demonstrated in the “entropy-stabilized oxide” \( \text{Mg}_{0.2}\text{Co}_{0.2}\text{Ni}_{0.2}\text{Cu}_{0.2}\text{Zn}_{0.2}\text{O} \) as evidenced by the temperature dependence of its stability, with a reversible solid-state transformation between a multiphase and single-phase (high temperature) state. A recent survey of high entropy oxides listed all 10 of the known high entropy oxides, of which only three are entropy stabilized. Therefore, the design of HECs should consider both minimizing enthalpy as well as maximizing entropy.

2.2.2 DFT models. Due to the intrinsic disordered nature of HECs, the construction of a DFT model is not straightforward. The reason is that the periodic condition applied to finite size models introduces some order. Due to limited computational power, DFT models are usually small, introducing unrealistic order compared with the complete disorder in an infinite system. To maximize the randomness in a limited size supercell, Zunger et al. proposed special quasi-random structures (SQS) in 1990. Using statistical techniques based on a lattice model, SQS can be determined as the best possible special periodic structure, with a small number of atoms per unit cell, in which the correlation functions in the first few nearest neighbours can be captured as those in a random solid solution. This way the error introduced by the periodic conditions of the cell is mainly between more distant neighbours. SQS is effective when the interactions between distant neighbours are nearly negligible. Farid Akhtar et al. used the Alloy Theoretic Automated Toolkit (ATAT) code to construct the SQS of \( \text{B}_x\text{Zr}_{0.25}\text{Nb}_{0.25}\text{Ti}_{0.25}\text{V}_{0.25}\text{C} \), and calculated the enthalpy of formation as \(-2.29 \text{ eV per unit cell. Ye et al. calculated the enthalpy of formation of SQS (Zr}_{0.25}\text{N}_{0.25}\text{Ti}_{0.25}\text{V}_{0.25}\text{C} \) as 5.526 \text{ kJ mol}^{-1}. They both used the calculation results to guide the synthesis of HECs, and obtained experimentally single phase ceramics.

An alternative approach is the coherent potential approximation (CPA), which approximates a configurationally random alloy with an effective medium that is determined self-consistently from the condition of stationary scattering. This approach only considers compositional disorder, and local lattice distortions are totally ignored. Compared to the SQS approach, in which a large cell is used and local distortion is included, the computational cost for CPA is relatively low, as only a unit cell with pseudo-mixed-atoms is used. Although CPA is less accurate, it is still useful and effective when local distortions are not important to the properties of interest. Another advantage of CPA is that the composition can be varied continuously.

2.2.3 Methods other than DFT. CALPHAD uses databases containing a large amount of thermodynamic data, which is obtained from experiments or DFT calculations. Based on the databases, numerical interpolation or extrapolation schemes are used to calculate the phase diagram and to predict new stable compositions. CALPHAD excels at modelling phase diagram topology with high reliability. The reliability of CALPHAD rests on the available database and accurate expression of the Gibbs free energy. For instance, to predict the phase stability of a ternary phase, all of the thermodynamic data of the related binary phases is needed. For the same reason, CALPHAD is more accurate in the regions near the edges of the phase diagram, i.e. when the material has one element as the main component and the amount of other elements is relatively small. For HECs in the central region of the phase diagram, where the components are nearly equimolar, the absence of the
necessary compounds in the databases will make the prediction less reliable.\textsuperscript{36}

Cluster expansion\textsuperscript{37} refers to the mathematical expression of a physical quantity in the form of a series expansion. The main terms of the series represent a corresponding noninteracting system, and the subsequent terms describe the interactions between the particles. This method is physically strict and systematic in principle, although its application to real systems is quite complicated. It has been applied to alloys for a long time.\textsuperscript{38,39} The implementation of cluster expansion for alloy systems can be found in programs such as universal cluster expansion (UNCLE)\textsuperscript{40} and alloy theoretic automated toolkit (ATAT),\textsuperscript{41} in which the free energies of HEC phases can be calculated and hence the phase diagram predicted. Cluster expansion has been used together with DFT calculations for high-throughput screening for novel high entropy materials.\textsuperscript{42}

### 3. Synthesis and processing of HECs

So far, three methods have been used to synthesise HECs, namely solid-state reaction, wet chemical, and epitaxial growth. In this section the discussion mainly focuses on solid state reaction, in which the kinetics of formation for different HECs has been investigated. The other two methods have so far only been applied to oxides, and are briefly covered at the end of this section.

Solid-state reaction is the predominant synthesis route used to prepare HECs, in which the powders are usually produced by mechanochemistry or mixing of the precursor powders during ball milling, and then the resultant powders are sintered. HECs prepared from low melting point precursors, such as chalcogenides, are synthesised by mechanochemistry during ball milling. In this scenario, inter-diffusion of the components begins during ball milling, and the XRD diffraction peaks of precursors disappear in the ball milled powders.\textsuperscript{7} For HECs from high melting point precursor, such as oxides and carbidies, ball milling is used only to mix the powder, and the HECs are synthesised during sintering, i.e. the inter-diffusion processes of the components mainly occur during sintering.

E. Castle et al.\textsuperscript{43} found that using same processing conditions, ZrC appeared as a second phase in HEC (Hf-Ta-Zr-Ti)C, while (Hf-Ta-Zr-Nb)C was single phase. They attributed this observation to the slower diffusion of ZrC in the HfC-TaC-ZrC-TiC mixed phases than in HfC-TaC-ZrC-NbC. To explain the different diffusion rates of ZrC, they suggested the following order of inter-diffusing rates: TaC < ZrC < HfC < NbC < TiC, based on the vacancy formation energies, known melting points (relative atomic mobility), metal atomic radius and lattice parameters of the individual carbides. Therefore, TiC-TaC or NbC-TaC inter-diffusion occurs first in the mixed phases HfC-TaC-ZrC-TiC and HfC-TaC-ZrC-NbC, respectively, as TiC or NbC are the fastest and TaC is the slowest diffusing components. Incorporating TiC reduces the lattice parameter of TaC, making it more difficult for the larger ZrC to inter-diffuse into the mixed carbide phase, thus slowing down the kinetics of the ZrC inter-diffusion. By contrast, incorporating NbC increases the lattice parameter of TaC and hence makes the diffusion of ZrC easier.

W. Hong et al.\textsuperscript{44} did a similar analysis for (Mg,Co,Ni,Cu,Zn)O. From the XRD spectra of the HECs heat treated at temperatures from 650 to 825 °C, they found that the inter-diffusion between the components started at 650 °C; the diffraction peaks of MgO and CoO started to merge, and the peak intensity of the other components became weaker. With increasing temperature, the characteristic peaks of NiO, ZnO and CuO disappeared successively. This observation indicates that CoO and MgO have the fastest inter-diffusion rates while ZnO and CuO have the slowest. They also found that the rate at which species can be incorporated into the HEC structure may relate to metal vacancy formation energies, while no correlation was found between the cation radii and the observed interdiffusion behaviour.

Another kinetic effect relates to meta-stability. Some HECs can be synthesised at high temperatures but are meta-stable at room temperature, therefore phase separation tends to occur during the cooling down period after sintering. A common processing routine to deal with this is quick quenching, i.e. samples were quenched from around 1000 °C to room temperature in less than one minute.\textsuperscript{5} This technique has been applied to various types of compounds, such as oxides\textsuperscript{5} and half Heuslers.\textsuperscript{16}

The wet chemical methods used for synthesising HECs include nebulised spray pyrolysis, flame spray pyrolysis and reverse co-precipitation. They have been used to prepare nanoscale oxide powders of (Mg,Co,Ni,Cu,Zn)O,\textsuperscript{45,46} PtNiMgCuZnCoO\textsubscript{7}, (Li\textsubscript{2}(Co\textsubscript{0.2}Cu\textsubscript{0.2}Mg\textsubscript{0.2}Ni\textsubscript{0.2}Zn\textsubscript{0.2})O\textsubscript{F})\textsuperscript{47} and HEC oxides.\textsuperscript{44,48} High entropy metal oxide nanotube arrays were also prepared by anodic oxidation of TaNbHfZrTi HEA precursors.\textsuperscript{49}

The third HEC synthesis routine is epitaxial growth of films. So far in the literature only pulsed laser deposition (PLD) has been used to prepare HEC oxides. One advantage of this method is that single crystals can be grown,\textsuperscript{51} therefore grain boundary segregation is avoided and precise elemental ratios can be achieved. Epitaxial growth is also useful for preparing structures that are not possible to produce by solid state reaction and wet chemical methods, such as superlattices and heterostructures.\textsuperscript{72}

### 4. Atomic scale structure

From the point view of crystal structure configuration, the major difference between HEAs and HECs is that the latter usually have a uniform anion/cation sub-lattice, and only have disorder on the other sites. The sub-lattice, on one hand, reduces the possible configurational entropy; while on the other hand, it reduces short range order (SRO), which increases the configurational entropy of the cations.\textsuperscript{5}

SRO means order over distances comparable to interatomic distances. Taking a two-component alloy with components A and B as an example: the interaction energies $E_{A\_A}$, $E_{B\_B}$ and $E_{A\_B}$ usually are quite different, so some atomic pair configurations are more energetically favourable than others, and hence the
number of lower energy configurations is much greater than in the completely random case. This results in SRO, which reduces the entropic energy compared to the completely random configuration. In HECs, a uniform anion sub-lattice can reduce SRO. In a recent paper, Rost et al. proposed that the cations in high entropy oxides are perhaps more disordered than in a HEA. As shown in Fig. 4, the cations in the oxide have the same coordination environment; all have six nearest-neighbour octahedral coordination with oxygen ions. As the interaction energy is mainly contributed to by the nearest-neighbour, the configurational energy difference on different cation sites becomes small, and hence the preference of cations pairs and SRO is less likely. This increases configurational entropy and favours single phase formation.

4.1 General structure features

The structure of HECs involves different length scales. An ideal HEC should have a lattice with long-range periodicity but compositional disorder, i.e. the periodic lattice sites are randomly occupied by the constituent atoms. Therefore, the structural characterization of HECs is mainly concerned with the determination of single phase (i.e. long-range periodic lattice) and the homogeneity of the constituent elements (i.e. true random occupation). It is worth noting that although in most HEC development the achievement of a homogeneous single phase is emphasized, sometimes second phases and/or phase separation can be beneficial to the properties. For example, ferroelectric relaxors contain nano polar regions, which confer high dielectric energy storage and giant piezoelectric properties, and thermoelectric composites with nano-scale phase separation confers low lattice thermal conductivity. While such effects could be useful, this topic has not yet been covered by the HEC community. In the following we only focus on the techniques for characterising single phase, local atom structure and chemical homogeneity.

Long-range periodicity is usually tractable through analysis of Bragg peak intensities in XRD. For the compositional distribution, SEM-EDS can be used to find if the elements are homogeneously distributed at the microscale. XRD and SEM-EDS are commonly used techniques to characterise HECs and will not be discussed in detail. In this review we focus on less common techniques dealing with nanoscale atom distribution and the local lattice structure of HECs. The local lattice distortion is an important structural feature of HECs that needs to be characterised. It is worth noting that severe lattice distortion is one of the four fundamental concepts proposed for HEAs.

4.2 Atomic scale structural features

4.2.1 Element distribution. To determine element distribution at the nanoscale, there are currently two techniques that can be used, scanning transmission electron microscopy (STEM) and Atomic Probe Tomography (APT). Rost et al. used STEM EDS to analyse the structure and chemistry on the local scale of Mg0.3Co0.2Ni0.2Cu0.2Zn0.2O thin films on a (100) MgO substrate prepared using pulsed laser deposition. They found a homogeneous distribution of the cations in the high-angle annular dark-field signal (HAADF) images. Sarkar et al. also found nanoscale homogeneous distribution in powder particles of the same composition. Atomic scale homogeneous element distribution has also been reported for Ba(Zr0.25Sn0.25)Ti0.2Hf0.2 Nb0.2)O3 thin films grown on SrTiO3(001), and the following ceramics (Hf0.2Zr0.2Ta0.2Nb0.2Ti0.2)O2, (Ti0.2Hf0.2Y0.2Nb0.2Ta0.2)O2, (Zr0.25Nb0.25Ti0.25V0.25)O2, (HF–Ta–Zr–Nb)C, and equal-molar TiO2.3/VC/NbC/TiC/Mo2C/WC6s based on STEM-EDS and HAADF images.

Another useful technique for investigating atom scale element distribution is APT. It is a destructive method that can be used for 3D chemical composition imaging at the atomic scale. Liu et al. used APT to check the distribution of atoms at the atomic-scale in Cu2S1/3Se1/3Te1/3 ceramics (Fig. 5a). They found their FCC sublattice. Using the same method, Harrington et al. used APT to study the atomic scale cation distribution in three types of high entropy oxides, rock-salt (Co0.2Cu0.2Mg0.2–Ni0.2Zn0.2)O, fluorite (Ce0.2La0.2Pr0.2Sm0.2Y0.2)O2–δ, and perovskite (Gd0.2La0.2Nd0.2Sm0.2Y0.2) (Co0.2Cr0.2Mn0.4Fe0.4)O3, in the chalcogenides and oxides, APT results showed that all of the anions or cations were homogeneously distributed at the atomic scale and no significant aggregation was found.

4.2.2 Local environment and distortion. Local structure includes chemical environment and local lattice distortion around the individual cations/anions. This problem falls within the domain of the extended X-ray absorption fine structure (EXAFS) and total scattering/pair distribution function (PDF) techniques, which have been applied to HECs to study their local structures. Rost et al. quantified the local atomic structure of Mg0.2 Co0.2Ni0.2Cu0.2Zn0.2O on an element-by-element basis (Fig. 5b). They found that the metal–oxygen bond lengths varied for each cation, with notable distortion around the Cu–O polyhedron. The interatomic distances of second nearest neighbours (i.e. the metal–metal pairs) were found to be uniform. By combination of model fitting of experimental data and DFT calculations, they showed that distortion from an ideal rock salt structure occurs primarily through distortion of the oxygen sublattice, with the cations distributed randomly on their FCC sublattice. Using the same method, Harrington et al. published by Springer Nature.
found that each of the metals has a similar local surroundings in \( \text{V}_{0.2}\text{Nb}_{0.2}\text{Ta}_{0.2}\text{Mo}_{0.2}\text{W}_{0.2}\)C. It is worth noting that some elements are missing in these EXAFS experiments due to either the energetic limitations of the beamline (e.g. Mg in HEC oxides) or absorption edge overlap (e.g. W and Ta in the HEC carbides).

Total scattering describes the probability of finding atoms a certain distance away from another atom. Peng et al. generated X-ray PDF spectra for equal-molar TiN0.3/VC/NbC/TiC/TaC/Mo2C/WC. By fitting the PDF profile using the PDF gui code with an ideal FCC structural model and a random atomic arrangement, they concluded that the HEC carbide was a well-defined single phase with negligible lattice distortion.

The local distortion can also be indirectly detected by electron paramagnetic resonance (EPR), which exploits the physical properties of unpaired electrons in materials, e.g. electrons of transition metal ions. Berardan et al. probed the geometry of the Cu ion in \((\text{MgCoNiCuZn})_{0.9}\text{Li}_{0.1}\)O and \((\text{MgCoNiZn})_{0.74}\text{Cu}_{0.26}\)O lattices. They found that the EPR signal of the first composition was isotropic, which corresponds to the octahedral environment expected from the rock salt structure. While the second composition, i.e. the Cu-rich one, had a distorted EPR signal, which indicates that there was significant distortion from the ideal rock salt structure. The deviation originates from a controllable Jahn–Teller distortion. DFT calculations from Rák et al. support the experimental results.

4.2.3 Atomic simulation. Atomic scale simulation tools, such as DFT calculations and molecular dynamics, can also be used to investigate the local structure of HECs. In these simulations, it is possible to investigate the displacement of each individual atom or individual bond length, therefore it is very informative and can be complimentary to experimental characterisation techniques. As the structural details are stochastic, they are typically shown in a statistical way.

Anand et al. constructed 23 536 supercells for the 5-component \((\text{Mg,Co,Cu,Ni,Zn})\)O system with a rock salt lattice, and each supercell had 1000 cations and 1000 oxygen anions. Molecular dynamics using the Buckingham interatomic potential was conducted to capture the local structures. It was found that in supercells with higher configurational energies, less Cu\(^{2+}\)–Cu\(^{2+}\) pairs but more Cu\(^{2+}\)–Zn\(^{2+}\) pairs were present. No particular ordering was found for the other 13 types of pairs.
Fig. 6a). Based on nearest-neighbour distance analysis, it was found that Cu²⁺–Cu²⁺ and Cu²⁺–O²⁻ pairs have lowest cation–cation and cation–anion bond lengths with minimum variation, respectively.

Ye et al. built 100 supercells for rock salt (Hf₀.₂Zr₀.₂Ta₀.₂–Nb₀.₂Ta₀.₂)C.₅⁷ Each supercell contained 64 atoms with a random distribution of the metal atoms, and the cation stoichiometry was nearly equimolar. These supercells were then fully relaxed using DFT calculations to give total energies and atomic positions. The displacement of the atoms shows that generally the anion (i.e. carbon) has larger displacements than the cations (Fig. 6b), suggesting that the lattice distortion in these HEC carbides occurs mainly through the anion sublattice. A similar anion lattice distortion was also reported for DFT calculations of the HEC oxide⁶⁴,⁶⁶ Mg₀.₂Co₀.₂Ni₀.₂Cu₀.₂Zn₀.₂O and sulphide Cu₅SnMgGeZnS₉.⁷

5. Properties and applications

The review of properties of HECs in this section shows that the addition of multiple elements not only allows new materials to be synthesized but also leads to an enhancement of physical effects and potentially new physics in the case of thermal conductivity. It also raises some fundamental questions, such as, the meaning of band structure in the case of semiconductor materials and the origin of strengthening effects in plasticity. The types of HECs for specific applications are listed in Table 1.

Design models for property predictions are useful to guide HEC composition selection. As listed in Table 1, they are generally well developed and have gained great success in simple crystal structures. The main challenge for applying them to HECs lies in the domain of DFT and MD, i.e. the limited SQS size in DFT due to the demanding computational power, and the lack of availability of accurate interatomic potentials for multi-component systems in MD. The properties modelling of HECs is at its infant stage but is growing rapidly.

5.1 Thermal conductivity

The thermal conductivity of solids is determined by both phonon and electron transport. In the literature on HECs, the phonon part, i.e. the lattice thermal conductivity, has been the most commonly reported and analysed. The electronic contribution to the thermal conductivity has, however, barely been discussed. Therefore, this section mainly focuses on the lattice thermal conductivity.

5.1.1 Experimental results. Liu et al.* established a relationship between configurational entropy and lattice thermal conductivity by summarizing the results of several multi-component compounds. They attributed the lattice thermal conductivity reduction to strong mass and strain fluctuations between the various components. Therefore, an increasing number of components results in both an increasing configurational entropy and a lower lattice thermal conductivity. To reach the minimum lattice thermal conductivity (κₘᵢₙ), the required number of components varies for different materials. At least 5 or 6 components are needed when the matrix compounds have high initial thermal conductivity, e.g. half Heusler; whereas only 3 or 4 components are required for compounds with a moderate initial lattice thermal conductivity, e.g. Bi₂Te₃.

J. Braun et al.* investigated the thermal conductivities of five-cation MgCoNiCuZnO₂ and six-cation MgCoNiCuZnXO₆ (X = Sc, Sb, Sn, Cr or Ge) thin films grown epitaxially on MgO substrates using Time- and Frequency-Domain Thermoreflectance. They found that these high entropy oxides possess amorphous-like thermal conductivities, which drop by a factor of two to ~1.4 W m⁻¹ K⁻¹ when a sixth cation is added, regardless of the mass added (Fig. 7a). They attributed these low thermal conductivities to local ionic charge disorder in addition to mass and strain field contrast. Another advantage of these high entropy oxides is that they possess the highest ratio of elastic modulus to thermal conductivity of any isotropic crystal (Fig. 7b), as the local ionic charge disorder effectively reduces thermal conductivity without compromising mechanical stiffness.

Junqin Li et al. fabricated multi-element telluride (Sn₀.₇⁻ Ge₀.₆⁻ P₀.₁)ₓ Mn₁.₁⁻ Teₓ and half Heusler Nb₁.₅⁻ (HfZrMoVTi)₁⁻ FeSb.¹⁰ The lattice thermal conductivities were 0.32 W m⁻¹ K⁻¹ at 900 K for (Sn₀.₇⁻ Ge₀.₆⁻ P₀.₁)ₓ Mn₁.₁⁻ Teₓ and 2.5 W m⁻¹ K⁻¹ at 873 K for Nb₀.₅⁻ (HfZrMoVTi)₁⁻ FeSb. Compared to SnTe or NbFeSb, the reduction in the thermal conductivities is 78% and 55%, respectively, and the value for the HEC telluride is lower than the amorphous limit of SnTe. Both HECs contain nanoscale second phase precipitates, therefore the influence of multielement on lattice thermal conductivity was not quantified.

Yan et al.⁷⁸ fabricated single phase (Hf₀.₂Zr₀.₂Ta₀.₂– Nb₀.₂Ti₀.₂) C using high-energy ball milling and spark plasma sintering. The high entropy carbides exhibited a much lower thermal conductivities.

### Table 1 Types of HECs and design models for certain applications

| Application         | HECs under investigation                  | Design model                     |
|---------------------|-------------------------------------------|----------------------------------|
| Low thermal conductivity | Oxides⁸ | MD + Green–Kubo formula |
| Thermoelectric      | Chalcogenides⁶,⁷ half Heusler⁶,¹⁶ | DFT + Boltzmann transport equations |
| Structural materials | Carbides¹⁰,¹³,¹⁴,¹⁷,¹⁸,¹⁹,²⁰,²¹ | DFT + hardness models |
| Catalyst            | Nitrides⁷³,⁷⁴ | DFT                                    |
| Dielectrics         | Oxides⁴,⁷⁴ | DFT                                    |
| Magnetic            | Oxides⁴,⁷³,⁷⁴ | DFT                                    |
They proposed that the lattice distortion in (Hf0.2Zr0.2Ta0.2Nb0.2Ti0.2)C occurs mainly through the anion sublattice, based on the fact that (Hf0.2Zr0.2Ta0.2Nb0.2Ti0.2)C and (Mg0.2Co0.2–Ni0.2Cu0.2Zn0.2)O3 have similar rock-salt structures, and in (Mg0.2Co0.2Ni0.2Cu0.2Zn0.2)O3 the distortion from an ideal rock-salt structure occurs primarily through disorder of the anion sublattice, which was confirmed by an extended X-ray absorption fine structure (EXAFS) analysis. It is worth mentioning that the carbon stoichiometry of the samples was not analysed, which has an effect on the thermal conductivity due to phonon scattering by carbon vacancies.

Gild et al. fabricated eight single phase high entropy fluorite oxides (HEFO) with five principal cations (in addition to a four-principal-cation (Hf0.25Zr0.25Ce0.25Y0.25)O2–δ as a starting point and baseline) by high energy ball milling, spark plasma sintering, and annealing in air. These single-phase high entropy oxides possess lower thermal conductivities than 8 mol% Y2O3-stabilized ZrO2 (8YSZ), and the lowest one is 1.1 W m–1 K–1 for (Hf0.25Zr0.25Ce0.25)Y0.125Ca0.25O2–δ, which is almost half of the value of 8YSZ (2 W m–1 K–1). The reduced thermal conductivities are likely related to increased phonon scattering in the system due to multiple metal cations, which can lead to reductions in the phonon mean free path due to scattering from mass and bond disorder. They concluded that high-entropy effects do appear to reduce thermal conductivities in general. K. Chen et al. prepared single phase (Ce0.2Zr0.2Hf0.2Sn0.2Ti0.2)O3 using the same methods, and obtained a room-temperature thermal conductivity of 1.28 W m–1 K–1.

5.1.2 Modelling. The modelling of lattice thermal conductivity for alloys and solid solutions using phenomenological equations was developed in the mid-part of the last century. In 1955, Klemens developed a phenomenological model for impurity scattering based on second-order perturbation theory. Considering mass difference, local changes in the elastic constants and elastic strain, he found that phonon scattering rates by crystalline impurities have a quartic dependence on the frequency.

\[ \tau_d^{-1} = A \omega^4 \]  

where \( \tau_d \) is a constant relaxation time determined by point defect scattering, \( \omega \) is the phonon frequency, and \( A \) is a fitting parameter and is independent of temperature. In the following years, Callaway (inclusion of 3-phonon N-process) and Abeles (extension to high temperatures) improved this model and applied it to various alloy systems. The Klemens–Callaway model is described by

\[ \kappa = \frac{k_B}{2\pi v_s} \frac{k_B T}{h} \int_0^{T_D/T} \tau \frac{x^5 e^x}{(e^x - 1)^2} dx \]  

where the fundamental constants \( k_B \) and \( h \) have their usual meaning, \( x = h\omega/k_B T \), \( v_s \) is the speed of sound, and \( T_D \) is the Debye temperature. This model assumes a Debye spectrum of phonon frequencies with frequency-dependent relaxation times, and the point defect scattering effect is included in the expression of constant relaxation time \( \tau \). Although the model has been quite successful in fitting the experimental data of several solid solutions, it has limited fitting ability for high entropy compounds as there is only one fitting parameter for point defect scattering (\( A' \) in eqn (6)). It also has limited predictive power due to the phenomenological nature of this model. However, it does provide some fundamental understanding of alloys on lattice thermal conductivity, which provides some useful conceptual guidance for lowering the thermal conductivity through solid solution design, such as larger mass contrast favours lower thermal conductivity.

An alternative approach to calculate lattice thermal conductivity is to use molecular dynamics, including both equilibrium molecular dynamics (EMD) using the Green–Kubo formula, and non-equilibrium molecular dynamics (NEMD), which directly creates a temperature gradient in a large supercell. A. Giri
et al. employed the widely used 12–6 Lennard Jones (LJ) potential and NEMD method to investigate the lattice thermal conductivity of a five component solid solution. They found that the thermal conductivity reduction due to mass scattering alone reached a critical point, and a further decrease in thermal conductivity requires a change in local strain-field. For example, comparing 2-component and 5-component solid solutions, only introducing mass contrast results in a one third reduction of thermal conductivity, but by changing the interatomic potential parameter (a way to introduce strain field fluctuation) plus mass contrast, the reduction can be more than a half. They also found that the thermal conductivity of solid solutions with an ordered sublattice had a pronounced temperature dependence in comparison to their fully disordered counterparts. The reason is that in ordered systems, anharmonic effects result in large temperature dependencies of thermal conductivities, while in disordered systems, impurity scattering leads to a largely reduced dependence on temperature.

M. Lim et al. used the EMD method to study the thermal conductivity of J14 \((\text{Mg}_{0.2}\text{Co}_{0.2}\text{Ni}_{0.2}\text{Cu}_{0.2}\text{Zn}_{0.2})\text{O}\) as well as J14 plus Sc, Sn, Cr, or Ge in equal-molar cation proportions (Fig. 8). The simulations used a Buckingham potential, whose parameters were taken from MgO, plus coulombic electrostatic forces where the charge values were obtained from DFT calculations. By manipulating the mass and charges, it was shown that atomic charge disorder should be included to explain the low thermal conductivity of the experimental data of these high entropy oxides. For the MD simulations discussed above, it is worth noting that the interatomic potentials in these models are oversimplified compared with a real system due to the difficulties in developing highly reliable potentials for the complex high entropy systems. The advantage of the MD simulations is that they provide some insight at the atomic scale to explain the low thermal conductivity behaviour of HECs.

DFT provides a general framework for modelling complex atomic interactions. As a parameter free method, DFT can provide input parameters to other formalism for lattice thermal conductivity calculations. Due to its high computational cost, DFT has not yet been used for high entropy systems, while its application for binary solid solution has given some promising results. For instance, A. Henry et al. used EMD to simulate the thermal conductivity of \(\text{In}_2\text{Ga}_{1-x}\text{As}\), in which the parameters for the interatomic potentials were determined using DFT data. Other approaches include calculating interatomic force constants (IFCs) using DFT, then using these IFCs with the Peierls–Boltzmann transport (PBT) equation (e.g. as implemented in Sheng BTE*2) or Green’s functions. It is worth noting that virtual crystal approximation (VCA), which is usually used to calculate the thermal conductivity of alloys, is not suitable for high entropy compounds, as charge disorder needs to be considered. There is continuous effort to develop new phonon transport theory for disordered systems. With the rapidly growing computation power for large scale DFT calculation, DFT based thermal conductivity modelling of HECs is emerging.

5.2 Thermoelectric properties

The electrical conductivity of high entropy sulfide \(\text{Cu}_x\text{Sn}_{1-x}\)–\(\text{MgGeZnS}_9\) \((x = 0, 0.1, 0.2)\) shows an interesting temperature dependence (Fig. 9). Below 523 K, \(\text{Cu}_x\text{Sn}_{1-x}\text{MgGeZnS}_9\) first shows metallic behavior, then the electrical conductivity shows a small maximum; while \(\text{Cu}_x\text{Sn}_{1-x}\text{MgGeZnS}_9\) shows semiconducting behavior. The authors attribute the behavior to the thermal activation of carriers and localized states introduced by disorder, but this suggestion needs further electronic structure studies to support it. It is worth noting that some high entropy oxides, such as \(\text{Sr(Zr}_{0.2}\text{Sn}_{0.2}\text{Ti}_{0.2}\text{Hf}_{0.2}\text{Nb}_{0.2})\text{O}_3\), are not electrically conductive, although they should have dopant carriers based on the valence of their cations. The reason for this is still unclear. Again, further electronic structure studies including DFT calculations would be useful to clarify this.

The high entropy concept is also beneficial for increasing thermopower, also known as Seebeck coefficient, which is a measure of the magnitude of an induced thermoelectric voltage in response to a temperature difference across a material. The
randomly distributed atoms increase the crystal structure symmetry and hence band symmetry, which is favorable for achieving high thermopower. Liu et al.\textsuperscript{a} reported that the room temperature thermopower of [Cu/Ag](In/Ga)Te\textsubscript{2} and Cu\textsubscript{1.5}(S/Se/Te)-based multicomponent materials increases with configurational entropy. Recent studies also show that entropy favors a rhombohedral-to-cubic structure transition in GeSe, when AgSbSe\textsubscript{2} (ref. 93) or AgBiSe\textsubscript{2} (ref. 94) was added to increase the entropy of the system. Consequently, the thermopower is improved.

5.3 Ionic conductivity for Li-ion battery

D. Bérardan et al.\textsuperscript{13} fabricated single phase (MgCoNiCuZn)\textsubscript{1−x−y}Ga\textsubscript{x}A\textsubscript{y}O \textsubscript{(A = Li, Na, K)}. Firstly, they confirmed that these materials were electronic insulators by investigating the evolution of the current density during a 1 V potential step over 2 days with blocking electrodes. Then they found that the room temperature Li\textsuperscript{+} conductivity of the Li >20% (mole% on A-site) compound exceeds that of LiPON by 2 orders of magnitude (Fig. 10), which makes these HECs very attractive for applications as solid electrolytes. The ionic conduction probably occurs through the oxygen vacancies, which are created by charge compensation when a monovalent element (e.g. Li\textsuperscript{+}) is introduced, and larger ionic conductivity values could probably be obtained by optimizing the concentration or ordering of oxygen vacancies as well as the size of the divalent cations in the compound.

However, the HEFOs fabricated by Gild et al.\textsuperscript{16} showed significantly lower ionic conductivities than 8 mol% Y\textsubscript{2}O\textsubscript{3}-stabilized Zr\textsubscript{2}O\textsubscript{3} (8YSZ). Arrhenius plots of ln(σT) vs. 1000 T gave similar activation energies of 1.14–1.29 eV for all the high entropy oxides. They attributed the lower ionic conductivity to the much higher doping levels of the HEFOs compared to 8YSZ.

5.4 Mechanical properties

There have been only a few reports on the mechanical properties of HECs and these have focused on transition metal carbides. Csánádi et al.\textsuperscript{41} investigated the nanoindentation of (Hf-Ta-Zr-Nb)C and found that the HEC had a higher indentation modulus than all of the monocarbides, and 8% higher than a rule of mixtures average of the values for the individual monocarbides (Fig. 11a). The indentation hardness was notably higher for the HEC (36.1 ± 1.6 GPa) compared to the hardest monocarbide HfC (31.5 ± 1.3 GPa) and the binary carbide (Hf-Ta)C (32.9 ± 1.8 GPa), and 30% higher than the value for the rule of mixtures (27.7 GPa) (Fig. 11b). Yan X et al.\textsuperscript{17} reported elastic (nanoindentation) and Vicker’s hardness results for (Ti,Zr,Hf,Ta,Nb,Ta)C and found that they were comparable to those of the monocarbides reported in the literature. However, the HEC had a theoretical density of only 93%, which would have resulted in a relatively low Vicker’s hardness. Sarker P et al.\textsuperscript{40} synthesised several five transition metal containing carbides and found a general increase in the nanoindentation elastic modulus and hardness compared to the monocarbides, comparable to that reported by Csánádi et al.\textsuperscript{76} Ye et al.\textsuperscript{77} have reported a very high nanoindentation hardness for (Ti,Zr,Hf,Nb,Ta)C of 40.6 GPa, and also an indentation elastic modulus higher than the rule of mixture value for the monocarbides obtained from the literature. They also found the indentation fracture behaviour and properties to be similar to those of the monocarbides reported in the literature.

Harrington T. J. et al.\textsuperscript{39} investigated the relationship between the nanoindentation elastic modulus and hardness of several...
five transition metal carbides with their electronic properties. They found a good correlation between these properties and the Valence Electron Concentration (VEC), with the indentation elastic modulus increasing and the hardness decreasing with VEC increasing from 8.4 to 9.4. The origin of the reported increased yield stress of HECs compared to the mono and binary carbides may also be related to the local lattice distortions in a similar way to solid solution hardening in metal alloys.\textsuperscript{85} The theories for metals are limited to small concentrations of solute atoms, and new approaches are needed to describe the effect of multi-elements on yield in HECs. In order to understand the plasticity of HECs we need to know their dislocation slip systems. The plastic deformation behaviour of group IV and V transition metal carbides is still being debated. It is generally considered that the group IV carbides slip on \{011\} planes, while the group V carbides slip on \{111\}.\textsuperscript{96–102} This therefore raised the interesting question of what is the dominant slip system of (Zr,Hf,Nb,Ta)C. In recent work by Csanadi \textit{et al.}\textsuperscript{79} they found from analysis of slip traces in micropillar compression experiments (effectively single crystal) that the dominant slip system for the monocarbides of Ta and Hf, and (Zr,Hf,Nb,Ta)C, was \{110\} \{110\} (Fig. 12b). They also found a significantly higher yield stress for the HEC compared to that of the monocarbides (58% higher compared to HfC) (Fig. 12a) while retaining a ductility comparable to TaC. The preliminary results on the mechanical properties of HEC carbides suggests that the elastic and plastic behaviour of these materials are not simply a rule of mixtures and that significant improvements in strength can be achieved.

6 Summary and outlook

The emerging topic of high entropy ceramics opens up a large new compositional space, with the possibility of new materials with enhanced properties and demonstrating new phenomena. The early work on a wide range of materials, including oxides, sulphides and carbides suggests that it is possible to synthesise single phase materials. However, closer examination of these materials may reveal some degree of ordering of the elements at the atomic scale. Some materials may turn out to be entropy stabilised to room temperature, while others may only be stable at high temperatures and show a miscibility gap on cooling. To elucidate these points will require more detailed structural analysis of these materials using a range of techniques, including direct methods such as total scattering with neutrons and X-rays, EXAFS and atom probe tomography, supported by indirect methods such as NMR and ESR.\textsuperscript{85} It is worth noting that NMR has not yet been applied to the characterization of HECs, while it has been used for decades to study solid solutions. NMR elucidated the local atomic arrangement of Ti and Sn in Y\textsubscript{2}Ti\textsubscript{3}O\textsubscript{7} pyrochlore solid solutions\textsuperscript{104,105} supported by DFT calculations.\textsuperscript{106}

With the development of tools to predict the synthesisability of HECs and the application of artificial intelligence, we could see the rapid emergence of interesting new materials that could open up new lines of research and applications. The modelling of these materials will be challenging because of the large number of elements involved and their mixed covalent and ionic bonding. One particularly challenging task is to find stable compounds in the multi-element composition space. To do this the Gibbs free energy of all of the possible structures needs be compared. It is not likely that brute force methods can be used in this situation because of the limits of computational power. Therefore, advanced searching algorithms need to be developed, such as the constraint satisfaction algorithm used by Abu-Odeh \textit{et al.}\textsuperscript{26} for the exploration of the HEA composition space.

To date, the effect of multi-elements on non-stoichiometry has not been well investigated. Considering the rich crystal chemistry of non-stoichiometric compounds and the strong dependence of their properties on deviation from stoichiometry, this presents a potentially exciting new area of research for high entropy ceramics. It raises some interesting questions: will the range of deviation from stoichiometry change; will the mechanisms of accommodating non-stoichiometry change; and will it lead to SRO; and will it change the stability of HECs?

Most of the materials studied to date have been prepared using solid state synthesis and densification by sintering. There has been some work on the synthesis of powders by chemical routes. The presence of multi-elements could lead to blockages in the synthesis of some HECs because of the formation of stable intermediate phases. The “cocktail” effect in these materials may lead to lower diffusion rates, which may present kinetic barriers to the synthesis and densification of the materials. This will require efforts to optimise the currently used
processing routes or the synthesis of materials through non-equilibrium routes, for example, are melting and rapid cooling. With the use of increasing numbers of elements there will be greater constraints on the use of elements based on cost, toxicity and sustainability. One way in which this could be mitigated is to use inexpensive, crude, mineral precursors containing the component elements. Minerals commonly contain multi-elements and are prototypes of many functional materials. This is similar to the approach used by Xu Lu et al. in their work on multi-element tetrahedrite thermoelectrics.\(^{38}\) This approach may also help to mitigate the potential problem of slow kinetics of reaction during synthesis by the solid state route.

The properties of functional materials are often very sensitive to composition and stoichiometry. This means that there will be a greater challenge to prepare the target composition of the precursors and also to control the volatilisation of elements during processing, particularly on an industrial scale.

In this review we have identified three fundamental questions that need to be answered and highlighted the impact of multi-elements on reducing thermal conductivity and increasing yield stress. These results could lead to the development of new thermoelectrics and ultra-high melting temperature ceramics for extreme environments. The novelty of HECs means that there are considerable opportunities to identify other interesting effects on other properties. Some interesting recent work has been reported on multi-element oxides that show promising properties as enhanced thermo-chemical water splitting catalysts\(^{34}\) and CO oxidation catalysts.\(^{37}\) There have also been a few reports of interesting magnetic effects in (Mg,Ni,Co,Zn,Cu)O based rock salt structured oxides\(^{25}\) and perovskite structured oxides;\(^{76}\) including a compressive Jahn–Teller distortion and long range magnetic order despite substantial chemical and structural disorder on the metal sublattice.
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