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Abstract. In this paper, we study shifted Schur functions $S^\mu_\nu$, as well as a new family of shifted symmetric functions $K_\mu$, linked to Kostka numbers. We prove that both are polynomials in multirectangular coordinates, with nonnegative coefficients when written in terms of falling factorials.

We then propose a conjectural generalization to the Jack setting. This conjecture is a lifting of Knop and Sahi’s positivity result for usual Jack polynomials and resembles recent conjectures of Lassalle. We prove our conjecture for one-part partitions.

1. Introduction

We use standard notation for partitions and symmetric functions, which is recalled in Section 2.

1.1. Shifted symmetric functions. Informally, a shifted symmetric function is a formal power series in infinitely many variables $x_1, x_2, \ldots$ that has bounded degree and is symmetric in the “shifted” variables $x_1 - 1, x_2 - 2, \ldots$ (a formal definition is given in Section 2.5).

Many properties of symmetric functions have natural analogue in the shifted framework. Unlike in symmetric function theory, it is often relevant to evaluate a shifted symmetric function $F$ on the parts of a Young diagram $\lambda = (\lambda_1, \ldots, \lambda_r)$. Then we denote $F(\lambda) := F(\lambda_1, \ldots, \lambda_r, 0, 0, \ldots)$. It turns out that shifted symmetric functions are determined by their image on Young diagrams, so that the shifted symmetric function ring will be identified with a subalgebra of the algebra of functions on the set of all Young diagrams (without size nor length restriction).

Shifted symmetric functions were introduced by Okounkov and Olshanski in [OO97b]. In this paper, the authors are particularly interested in the basis of shifted Schur functions, which can be defined as follows: for any integer partition $\mu$ and any $n \geq 1$,

$$S^\mu_\nu(x_1, \ldots, x_n) = \frac{\det((x_i + n - j)_{\mu_j + n - j})}{\det((x_i + n - j)_{n - j})},$$

where $(x)_k$ denotes the falling factorial $x(x - 1) \cdots (x - k + 1)$. Note the similarity with the definition of Schur functions [Mac95, p. 40]: in particular, the highest degree terms of $S^\mu_\nu$ is the Schur function $S_\mu$. Shifted Schur functions are also closely related to factorial Schur polynomials, originally defined by Biedenharn and Louck in [BL89] and further studied, e.g., in [Mac92, MS99]. These functions display beautiful properties:

- Some well-known formulas involving Schur functions have a natural extension to shifted Schur functions, e.g., the combinatorial expansion in terms of semi-standard Young tableaux [OO97b, Theorem 11.1] and the Jacobi-Trudi identity [OO97b, Theorem 13.1].
- The evaluation $S^\mu_\nu(\lambda)$ of a shifted Schur function indexed by $\mu$ on a Young diagram $\lambda$ has a combinatorial meaning: it vanishes if $\lambda$ does not contain $\mu$ and is related to the number of standard Young tableaux of skew shape $\lambda/\mu$ otherwise; see [OO97b, Theorem 8.1]. Note that this beautiful property has no analogue for usual (i.e., non-shifted) symmetric functions.
- Lastly, they appear as eigenvalues of elements of well-chosen bases in highest weight modules for classical Lie groups, see [OO98].
There exists another connection between representation theory and shifted symmetric functions, that we shall explain now. It is well-known, see, e.g., [Mac95, Section I.7] that irreducible character values $\chi_{\tau}^{\lambda}$ of the symmetric group $S_n$ are indexed by two partitions of $n$: $\lambda$ stands for the irreducible representation we are considering and $\tau$ is the cycle-type of the permutation on which we are computing the character.

Let us fix a partition $\mu$ of size $k$. For $n \geq k$, we can add parts of size 1 to $\mu$ to get a partition of size $n$, that we will denote $\mu^{n-k}$. Then consider the following function on Young diagrams:

$$\vartheta_{\mu}(\lambda) = \begin{cases} 
|\lambda|(|\lambda| - 1) \cdots (|\lambda| - |\mu| + 1) \frac{\lambda_{\mu_1} \cdots \lambda_{|\mu|}}{\lambda_{|\mu|}} & \text{if } |\lambda| \geq |\mu|; \\
0 & \text{if } |\lambda| < |\mu|.
\end{cases} \quad (1)
$$

It turns out that $\vartheta_{\mu}$ is a shifted symmetric function [KO94, Proposition 3]. The family of normalized characters $\vartheta_{\mu}$ is an important tool in asymptotic representation theory: in particular they are central objects in the description by Ivanov, Kerov and Olshanski of the fluctuations of random Young diagrams distributed with Plancherel measures [IO02]. Finding combinatorial or analytic expressions for $\vartheta_{\mu}(\lambda)$ in terms of various set of coordinates of the Young diagrams has been the goal of many research papers [Bia03, GR07, Sni06, Rat08, Fér10, Fer09, DFS10, PS11].

In this paper we will consider a third family of shifted symmetric functions. Following Macdonald [Mac95, page 73], we denote $K_{\lambda}$ the number of semi-standard Young tableaux of shape $\lambda$ and type $\tau$, often called Kostka number. Equivalently, $(K_{\lambda}^{\tau})_{\tau \vdash |\lambda|}$ is the family of coefficients of the monomial expansion of Schur functions

$$S_\lambda = \sum_{\tau \vdash |\lambda|} K_{\tau}^{\lambda} M_\tau. \quad (2)$$

By analogy with Eq. (1) (recall that irreducible character values of $S_n$ are roughly the coefficients of the power-sum expansion of Schur polynomial), we define

$$R_{\mu}(\lambda) = \begin{cases} 
n(n-1) \cdots (n-k+1) \frac{K_{\mu_1}^{\lambda}}{K_{1^n}^{\lambda}} & \text{if } n \geq k; \\
0 & \text{otherwise.}
\end{cases} \quad (3)
$$

It is easy to show that $R_{\mu}$ is also a shifted symmetric function (in fact it is easy to express it in terms of $\vartheta_{\mu}$, see Proposition 2.3). Note that, for any diagram $\lambda$, the quantity $R_{\mu}(\lambda)$ is non-negative. We will be interested in non-negativity properties of the function $R_{\mu}$ itself (and not only its specializations).

### 1.2. Multirectangular coordinates.

In a beautiful paper [Sta03], Stanley proved that the function $\vartheta_{\mu}$ evaluated on a rectangular Young diagram $\lambda = (r^p) = (r, \ldots, r)$ (with $p$ parts), has a very nice expression

$$\vartheta_{\mu}((r^p)) = (-1)^{|\mu|} \sum_{\sigma, \tau \in S_{|\mu|}} p^{|C(\sigma)|} (-r)^{|C(\tau)|},$$

where $S_{|\mu|}$ is the symmetric group of size $|\mu|$, $\pi$ is a fixed permutation of cycle-type $\mu$ and $C(\sigma)$ and $C(\tau)$ the set of cycles of $\sigma$ and $\tau$, respectively.

In order to generalize this formula, Stanley introduced the notion of multirectangular coordinates\(^1\) to two lists of non-negative integers $p = (p_1, \ldots, p_d)$ and $r = (r_1, \ldots, r_d)$, we associate the Young diagram drawn in Fig. 1. We denote it $r^p$.

\(^1\) Beware that the definition of multirectangular coordinates that we use here is slightly different than Stanley’s. To recover Stanley’s from ours, just set $q_i = r_1 + \cdots + r_d$.  

\[ 
\text{FIGURE 1. Multirectangular coordinates of a Young diagram}
\]
Throughout the article, we will consider $d$ as a fixed positive integer, so that we consider diagrams which are superpositions of a given number of rectangles. However, any diagram has such a description for some value of $d$, thus our formulas, e.g., Eqs. (20) and (21), give in effect the evaluation of shifted symmetric functions on any diagram.

Stanley conjectured the following positivity property, proved later in [Fér10] (a simpler proof has been given shortly after in [FS11a]).

**Theorem 1.1** ([Fér10]). For each $i$ between 1 and $d$, set $q_i = r_1 + \cdots + r_d$. Then, for every partition $\mu$, the quantity $(-1)^{|\mu|} \vartheta_\mu(r^p)$ is a polynomial with non-negative integer coefficients in the variables $p_1, \ldots, p_d$, $-q_1, \ldots, -q_d$.

Polynomiality in the statement above is an easy consequence of the shifted symmetry of $\vartheta_\mu$; see Corollary 2.8. Integrality of coefficients is a bit harder, but was established by Stanley in the paper where he stated the conjecture. The most interesting part is the non-negativity, which is established by finding a combinatorial interpretation, which was also conjectured by Stanley [Sta06]. This combinatorial formula is presented later in this paper in Eq. (19).

We now consider the following question: do the expressions of other families of shifted symmetric functions, namely $(S^p_\mu)$ and $(\bar{A}_\mu)$, in terms of multirectangular coordinates also display some positivity property? We know that, for any diagram $\lambda$, both quantities $S^p_\mu(\lambda)$ and $\bar{A}_\mu(\lambda)$ are non-negative (for the latter, it is obvious from the definition; for the former, see [OO97b, Theorem 8.1]). In other terms, when we specialize $p_1, \ldots, p_d, r_1, \ldots, r_d$ to non-negative integer values, then the polynomial expressions $S^p_\mu(r^p)$ and $\bar{A}_\mu(r^p)$ specialize to non-negative values.

A first guess would be that these polynomials have non-negative coefficients, but this is not the case. A basic natural basis of the polynomial ring $Q[p, r]$ (other than monomials), whose elements have the non-negative specialization property described above, is the falling factorial basis

$$(p_1 a_1 \cdots (p_d a_d) (r_1 b_1 \cdots (r_d b_d))_{a_1 \ldots a_d b_1 \ldots b_d \geq 0}.$$  

Our first main result is the following:

**Theorem 1.2** (First main result). For every partition $\mu$, the polynomials $S^p_\mu(r^p)$ and $\bar{A}_\mu(r^p)$ have non-negative rational coefficients in the falling factorial basis.

This Theorem is proved in Section 5.

We end this section by a short discussion on the motivations beyond multirectangular coordinates.

- Take a diagram $\lambda$ and replace each box by a square of $s \times s$ boxes. The resulting diagram is denoted $s \cdot \lambda$ and is called a dilation of $\lambda$. This results in multiplying all multirectangular coordinates by $s$. This makes multirectangular coordinates suited to study asymptotics of functions $f(\lambda)$ on Young diagrams in the balanced case (i.e. when the number of rows and columns of $\lambda$ both grow as $\sqrt{n}$); see [FS11a].
- The polynomials obtained by writing shifted symmetric functions in terms of multirectangular coordinates display some interesting symmetry structure. It is easy to see that they are diagonally quasisymmetric in $p$ and $r$. A finer analysis shows that the algebra of functions on Young diagrams that are polynomial in multirectangular coordinates turns out to be isomorphic to the quasisymmetric function ring $QSym$, see [AFNT15].
- As shown above (Theorem 1.1), nice combinatorial formulas for normalized character values in terms of multirectangular coordinates have been found. This formula makes a new connection between symmetric group characters and maps combinatorics. Thanks to this connection, characters on permutations of type $(k, 1^{n-k})$ in terms of multirectangular coordinates can be computed efficiently [CFF13, Section 4].
- A similar formula have been found for the so-called zonal spherical functions of the Gelfand pair $(\mathfrak{S}_d, H_k)$ ($H_k$ is the hyperoctahedral group; see Section 4.2 for a short account on these objects). A conjecture has been made by Lassalle [Las08] to extend this to Jack characters; we will discuss it in the next Section. A motivation for the current work is an attempt to better understand this conjecture.
Finally note that, if we set $p_i = 1$ for each $i$, then we have $r_i = \lambda_i - \lambda_{i+1}$, so that multirectangular coordinates contain a very simple transformation of the parts of the Young diagram. Therefore Theorem 1.2 contains the following statement in terms of the parts of the Young diagrams: the functions $S^\mu_\nu(\lambda)$ and $K_\mu(\lambda)$ restricted to diagrams $\lambda$ with at most $\ell$ parts are polynomials in $\lambda_1, \ldots, \lambda_\ell$ with nonnegative coefficients in the basis 

$$
(\lambda_1 - \lambda_2)h_1 \cdots (\lambda_{\ell-1} - \lambda_\ell)h_\ell(b_1 \cdots b_\ell)_{b_1, \ldots, b_\ell \geq 0}.
$$

Results and conjectures of the next sections also have easy (conjectural) consequences in terms of parts of the partition, that we shall not write down.

1.3. Jack analogues. In a seminal paper [Jac71], Jack introduced a family of symmetric functions $J^{(\alpha)}_\mu$ depending on an additional parameter $\alpha$. These functions are now called Jack polynomials. They have been extensively studied from an algebraic combinatorics point of view; see, e.g., [Sta89], [Mac95, Section VI.10] and [KS97]. For $\alpha = 1$, Jack polynomials coincide with Schur polynomials (up to multiplication by a scalar). On the other hand, they are degenerate cases of Macdonald polynomials, when both parameters $q$ and $t$ tend to 1 with $q = t^\alpha$.

We will also consider $\alpha$-shifted symmetric functions, which are formal power series in infinitely many variables $x_1, x_2, \ldots$ that have bounded degree and are symmetric in $x_1 - 1/\alpha, x_2 - 2/\alpha, \ldots$ (a formal definition is given in Section 2.5). While there is a trivial isomorphism between 1-shifted symmetric functions and $\alpha$-shifted symmetric functions [OO97a] Remark 1.7, when dealing with Jack polynomials, it is more convenient to work with the $\alpha$-version.

In this setting, Okounkov and Olshanski have defined and studied shifted Jack polynomials, that we shall denote here by $J^{(\alpha)}_\mu$.

- On the one hand, the function $J^{(1)}_\mu$ is a multiple of the shifted Schur function $S^\mu_\nu$.
- On the other hand, the top degree component of $J^{(\alpha)}_\mu$ is the usual Jack polynomial $J_\mu$.

Besides, they admit a combinatorial description in terms of tableaux [OO97a Equation (2.4)], can be characterized by nice vanishing conditions [KS97] and appear in some binomial formulas for Jack polynomials [Las98]. All these properties make them natural extensions of shifted Schur functions, that are worth being investigated.

Another family of $\alpha$-shifted symmetric functions, which is a natural extension of $\vartheta_\mu$, has been recently introduced and studied by Lassalle [Las08, Las09]. Expanding Jack polynomials $J^{(\alpha)}_\lambda$ in power-sum symmetric function basis, we define the coefficients $\vartheta^{(\alpha)}_\mu(\lambda)$ by:

$$
J^{(\alpha)}_\lambda = \sum_{|\tau| = |\lambda|} \vartheta^{(\alpha)}_\mu(\lambda) p_\tau.
$$

Then, for a fixed partition $\mu$, we consider the following function on Young diagrams:

$$
\vartheta^{(\alpha)}_\mu(\lambda) = \begin{cases}
\binom{|\lambda| - |\mu| + m_1(\mu)}{m_1(\mu)} z_\mu \vartheta^{(\alpha)}_{\mu,1^{|\lambda| - |\mu|}}(\lambda) & \text{if } |\lambda| \geq |\mu|; \\
0 & \text{if } |\lambda| < |\mu|.
\end{cases}
$$

Here, $z_\mu$ denotes the standard quantity $1^{m_1}m_1!2^{m_2}m_2! \cdots$ if $m_i = m_i(\mu)$ is the number of parts of $\mu$ of size $i$. When $\alpha = 1$, the function $\vartheta^{(1)}_\mu(\lambda)$ coincide with $\vartheta_\mu$ [Las08 Eq. (1.1)]. The $\alpha$-shifted symmetry of $\vartheta^{(\alpha)}_\mu$ is non-trivial, see [Las08 Proposition 2].

The family $K_\mu$ that we introduced in Section 1.1 also has a natural analogue for a general parameter $\alpha$. Consider the monomial expansion of Jack polynomials:

$$
J^{(\alpha)}_\lambda = \sum_{|\tau| = |\lambda|} \hat{K}^{(\alpha)}_{\tau}(\lambda) M_\tau.
$$
Then define by analogy with Eq. (3) (recall that \( K_{1(1)}^{\lambda(n)} = n! \) for all partitions \( \lambda \))
\[
\hat{R}_\mu^{(\alpha)}(\lambda) = \begin{cases} 
\frac{1}{(n-k)!} K_{\mu 1^{n-k}}^{\lambda(n)} & \text{if } n \geq k \\
0 & \text{otherwise.} 
\end{cases}
\]
(7)
We will see in Section 2.4 that \( \hat{R}_\mu^{(1)} = \hat{R}_\mu \). (As for \( \hat{\vartheta}_\mu^{(1)} = \vartheta_\mu \), there is nothing deep or surprising in this specialization, only checking that the normalization factors coincide needs a bit of care.)

As in the case \( \alpha = 1 \), shifted symmetry implies a polynomial dependence in multirectangular coordinates (see Corollary 2.8) the coefficients here are \textit{a priori} rational functions in \( \alpha \) and one can investigate this expression. In this direction, M. Lassalle has formulated a conjecture generalizing Theorem 1.1.

\textbf{Conjecture 1.3 \cite{Las08}.} \textit{For each \( i \) between 1 and \( d \), set \( q_i = r_i + \cdots + r_d \). Then, for every partition \( \mu \), the quantity \((-1)^{|\mu|} \vartheta_\mu^{(\alpha)}(\mathbf{P})\) is a polynomial with non-negative integer coefficients in the variables \( \alpha - 1, p_1, \ldots, p_d, q_1, \ldots, -q_d \).}

We also formulate a conjecture for general \( \alpha \). Consider the ring of polynomials in variables \( \alpha, p_1, \ldots, p_d, r_1, \ldots, r_d \) and let the following basis
\[
\left( \alpha^i (p_1)^{a_1} \cdots (p_d)^{a_d} (r_1)^{b_1} \cdots (r_d)^{b_d} \right)_{c,a_1,\ldots,a_d,b_1,\ldots,b_d \geq 0},
\]
be the \( \alpha \)-falling factorial basis of this ring.

\textbf{Conjecture 1.4.} \textit{For every partition \( \mu \), the quantities \( \alpha^{|\mu|} - \mu_1: J_\mu^{*(\alpha)}(\mathbf{P}) \) and \( \hat{R}_\mu^{(\alpha)}(\mathbf{P}) \) are polynomials with non-negative rational coefficients in the \( \alpha \)-falling factorial basis.}

This conjecture implies in particular that, for each diagram \( \lambda \), \( \hat{R}_\mu^{(\alpha)}(\lambda) \) is a polynomial with non-negative coefficients in \( \alpha \). This weaker statement was conjectured by Stanley and Macdonald around 1990 and proved a few years later by Knop and Sahi \cite{KS97} (in fact, they prove also that the coefficients are integers, which we do not discuss here).

Conjecture 1.4 has been tested numerically for partition up to size 9 and \( d = 4 \). We explain briefly in Section 6 how we computed the expression of \( J_\mu^{*(\alpha)}(\mathbf{P}) \) and \( \hat{R}_\mu^{(\alpha)}(\mathbf{P}) \) in terms of multirectangular coordinates.

In addition to the special value \( \alpha = 1 \), we are able to prove another particular case of the conjecture above, corresponding to one-part partitions \( \mu = (k) \). As observed in Eq. (13) below, we have \( J_{(k)}^{*(\alpha)} = k! \hat{R}_{(k)}^{(\alpha)} \), so that both parts of the conjecture coincide in this case.

\textbf{Theorem 1.5} (Second main result). \textit{For any integer \( k \), the quantity \( J_{(k)}^{*(\alpha)}(\mathbf{P}) = k! \hat{R}_{(k)}^{(\alpha)}(\mathbf{P}) \) is a polynomial with non-negative rational coefficients in the \( \alpha \)-falling factorial basis.}

This theorem is proved in Section 5.3. A key step is a new combinatorial description of \( \hat{R}_{(k)}^{(\alpha)} \) that could be interesting in itself; see Theorem 5.3.

**1.4. Methods.** For our first main result (Theorem 1.2), the strategy of the proof is the following.

- We use known combinatorial formulas for \( \vartheta_\mu^{(1)} \) in terms of rectangular coordinates. From them, we can easily deduce similarly looking formulas for \( S_\mu^{(1)}(\mathbf{P}) \) and \( \hat{R}_\mu^{(1)}(\mathbf{P}) \) (Proposition 3.3).
- A classical trick consisting in considering partitioned objects allows to rewrite these quantities in the falling factorial basis (Lemma 3.5).
- We then use some representation-theoretical manipulation to prove the positivity (Lemma 3.6).

The method of proof for the second main result is completely different. Indeed, for general \( \alpha \), there is no known combinatorial formula for \( \vartheta_\mu^{(\alpha)} \). In this case, our starting point is the Knop and Sahi combinatorial formula for Jack polynomials in the monomial basis. Reinterpreted with our point of view, this result gives a combinatorial description of \( \hat{R}_\mu^{(\alpha)}(\lambda) \). Unfortunately, as is, this result cannot be used to compute expressions in multirectangular coordinates. But in the special case \( \mu = (k) \), we were able to construct
a bijection that yields a new combinatorial expression for $R^{(\alpha)}_{(k)}(\lambda)$, which is suitable for evaluation in multirectangular coordinates, (Theorem 5.12).

Whether this construction has a natural extension to any partition $\mu$ is an open problem. We have not been able to find one but, somehow, Conjecture 1.4 suggests that it might exist.

1.5. Discussion. One of the original motivations of this paper was to unify two seemingly different approaches on Jack polynomials:

- **The classical approach**, initiated by Stanley [Sta89] and Macdonald [Mac95, Section VI.10], consists in finding a formula for $J^{(\alpha)}_\lambda$ for a fixed partition $\lambda$, as a weighted sum of combinatorial objects. A seminal result in this approach is the already mentioned formula of Knop and Sahi [KS97], which implies that the coefficients of (augmented) monomial symmetric functions in $J^{(\alpha)}_\lambda$ are polynomials in $\alpha$ with non-negative integer coefficients.

- **The second approach** is sometimes referred to as dual. One looks at the coefficient of a fixed power-sum in Jack symmetric functions as a function of the partition $\lambda$ which indexes the Jack function. This is how $\vartheta^{(\alpha)}_\mu$ is defined. Then one expresses this function in terms of some set of coordinates of Young diagrams, e.g., multirectangular coordinates. In this approach, most positivity questions are still open: Conjecture 1.3 is an instance of such open questions, see [Las09, DFŚ14] for other examples.

The hope was to make a link between the two approaches to be able to solve conjectures in the dual approach, using the results from the classical approach. We did not achieve this goal but our work could be a first step to bring together both approaches. Indeed,

- our main conjecture (Conjecture 1.4) involves multirectangular coordinates, but implies the Knop–Sahi positivity result;
- tools that we use to establish our partial results come both from the dual approach (for our first main result) and the classical one (for the second main result).

To finish the discussion section, let us mention that Knop and Sahi have proposed a different positivity conjecture on shifted Jack polynomials [KS96, Section 7]. It seems to be unrelated to ours.

We also point out that shifted Jack polynomials have some Macdonald analogues; see Oko98. On the other hand, we do not know a Macdonald analogue of the family $\vartheta^{(\alpha)}_\mu$: the coefficients of the power-sum expansion of Macdonald polynomials are not $q,t$ shifted symmetric functions (even after appropriate normalization). Since $\vartheta^{(\alpha)}_\mu$ and its shifted symmetry play an important role in our work, we did not consider the Macdonald setting.

1.6. The case $\alpha = 2$. For $\alpha = 2$, Jack polynomials are known to specialize to the so-called zonal polynomials. The latter appear in the theory of Gelfand pairs, see e.g., [Mac95, Section 7]. We denote by $Z^*_\mu := J^*_\mu(2)$ the shifted zonal polynomial, i.e., the shifted Jack polynomial for $\alpha = 2$.

In Section 4, we give some new formulas for $Z^*_\mu$ and $R^{(2)}_\mu$, similar to the case $\alpha = 1$. Unfortunately, we have not been able to use them to prove Conjecture 1.4 for $\alpha = 2$. This case remains open.

1.7. Outline of the paper. Section 2 gives the necessary notation and background. In Section 3 we prove our first main result: the positivity of shifted Schur functions in the falling factorial basis. Section 4 gives some analogous formulas for $\alpha = 2$ (although we cannot prove the positivity in this case). In Section 5 we prove our second main result: the positivity for one-part partitions $\mu = (k)$, using a new combinatorial interpretation of $R^{(\alpha)}_{(k)}(\lambda)$. We conclude the paper (Section 6) by a short description of the computer tests supporting our main conjecture.

2. Preliminaries

2.1. Partitions, Young diagrams and hooks. We review basic notions in the theory of Young tableaux and symmetric functions. This material can be found in standard reference literature such as [Mac95].
A partition $\lambda = (\lambda_1, \ldots, \lambda_n)$ is a finite weakly decreasing sequence of non-negative integers. The number of positive entries is the length of the partition, denoted $\ell(\lambda)$ and the size, $|\lambda|$, is the sum of all entries in $\lambda$. The number of entries in $\lambda$ which are equal to $j$ is denoted $m_j(\lambda)$.

The partition with $k$ entries equal to 1 is denoted $1^k$. We use the standard convention that $\lambda_i = 0$ if $i > \ell(\lambda)$.

We say that $\lambda$ dominates $\mu$ if $\lambda_1 + \lambda_2 + \cdots + \lambda_j \geq \mu_1 + \mu_2 + \cdots + \mu_j$ for all $j = 1, 2, \ldots$. This defines a partial order on the set of partitions of equal size and this relation is denoted $\lambda \succeq \mu$. Another partial order on partitions of the same size is the following: we say that $\mu$ refines $\lambda$ if there exists an ordered set-partition $I_1, \ldots, I_{\ell(\lambda)}$ of the set $\{1, \ldots, \ell(\mu)\}$ such that, for each $i \leq \ell(\lambda)$, one has $\lambda_i = \sum_{j \in I_i} \mu_j$. If $\mu$ refines $\lambda$, then $\lambda$ dominates $\mu$, but the converse is not true.

We also write $\lambda \succeq \mu$ if $\lambda_i \geq \mu_i$ for all $i$. Note that this last partial order compares partition with different sizes.

To every partition, we associate a Young diagram, which is a left-justified arrangement of boxes in the plane, where the number of boxes in row $i$ (from the top) is given by $\lambda_i$. See Fig. 2 for an example. Partitions will be often identified with their Young diagram. Whenever $\lambda \succeq \mu$, we define the skew Young diagram of shape $\lambda/\mu$ as the diagram obtained from $\lambda$ by removing the of the diagram $\mu$.

![Diagram](image)

**Figure 2.** Diagram of shape $(5, 4, 2, 2)$ and $(5, 4, 2, 2)/(3, 1)$.

The arm-length $a_\lambda(s)$ of a box $s$ in the Young diagram $\lambda$ is the number of boxes to the right of $s$, and the leg-length $l_\lambda(s)$ is the number of boxes below $s$. The hook value of a box is given by the arm-length, plus the leg length plus one. The hook values for a Young diagram is given in Fig. 3.

![Diagram](image)

**Figure 3.** Diagram with hook lengths.

The hook-product of a Young diagram is the product of all hook values of the boxes in the diagram. There are two $\alpha$ deformations of the hook-product, given by

$$H^{(\alpha)}_\lambda = \prod_{s \in \lambda} (\alpha a_\lambda(s) + l_\lambda(s) + 1), \quad H^{(\alpha)}_\lambda = \prod_{s \in \lambda} (\alpha a_\lambda(s) + l_\lambda(s) + \alpha).$$

A semi-standard Young tableau of shape $\lambda$ is a filling of a Young diagram of shape $\lambda$ with positive integers, such that each row is weakly increasing left to right, and each column is strictly increasing from top to bottom. We define skew semi-standard Young tableaux in the same way, but for diagrams of shew shape $\lambda/\mu$.

The type $\tau = (\tau_1, \tau_2, \ldots, \tau_l)$ of a semi-standard Young tableau $T$ is the integer composition $\tau$ such that $\tau_i$ counts the number of boxes in $T$ filled with $i$. A Young tableau is standard if its type is $1^n$ where $n$ is the number of boxes in its diagram. The Kostka coefficient $K^{\mu}_{\lambda}$ is the number of semi-standard Young tableaux of shape $\lambda$ and type $\tau$.

2.2. Symmetric functions. In this section, we briefly present some bases of the symmetric function ring and some relations between them.

The monomial symmetric functions, denoted $M_\mu$ and indexed by partitions, are defined as

$$M_\mu = \sum_{\rho \text{ distinct permutations of } \mu} x^\rho.$$
The power sum symmetric functions $p_\nu$ are defined as

$$p_\nu = p_{\nu_1}p_{\nu_2} \cdots p_{\nu_\ell},$$

where $p_j = x_1^j + x_2^j + \cdots$.

Finally, as mentioned in the introduction, the Schur function $S_\mu$ is defined by its restrictions to finite number of variables:

$$S_\mu(x_1, \ldots, x_n) = \frac{\det (x_i^{n+\nu-j})}{\det (x_i^{n-j})}.$$

They can be alternatively defined in terms of tableaux, by their expansion in the monomial basis given in Eq. (2).

Let us consider the monomial expansion of power sum symmetric functions. For a partition $\nu$ of $k$, there exists a collection of numbers $(L_{\nu,\mu})_{\mu \vdash k}$ such that:

$$p_\nu = \sum_{\mu \vdash k} L_{\nu,\mu} M_\mu. \quad (8)$$

We record two important properties of these coefficients.

**Triangularity:** $L_{\nu,\mu} = 0$ unless $\nu$ refines $\mu$. In particular, $L_{\nu,\mu} = 0$ unless $\nu \subseteq \mu$; [Mac95] p. 103.

**Stability:** $L_{\nu \cup \{1\},\nu \cup \{1\}}(1) = (m_1(\nu) + 1) L_{\nu,\mu}$. This follows easily from the combinatorial interpretation in [Sta01] Prop. 7.7.1. In particular iterating it, one has that

$$L_{\nu \cup \{1\},\mu \cup \{1\}} = (m_1(\nu) + 1) \cdots (m_1(\nu) + n - k) L_{\nu,\mu} = \frac{(m_1(\nu) + n - k)!}{m_1(\nu)!} L_{\nu,\mu}. \quad (9)$$

**Lemma 2.1.** Let $\pi$ be a permutation and $\text{type}(\pi)$ its cycle-type. Then $L_{\text{type}(\pi),\mu}$ is the number of functions $f : [k] \to [\ell(\mu)]$ that are constant on cycles of $\pi$ and such that the size of the pre-image $f^{-1}(i)$ is exactly $\mu_i$.

**Proof.** Note that a function on $[k]$ that is constant on cycles of $\pi$ can be equivalently seen as a function on $C(\pi)$, the cycles of $\pi$. Using this, the lemma is just a rewording of [Sta01] Prop. 7.7.1. □

**Note:** since this article deals mostly with shifted symmetric functions, we will use the terminology usual symmetric functions to refer to symmetric functions, as described in this Section.

**Notation:** Beware that the letter $p$ is used at the same time for power-sum symmetric functions and multi-rectangular coordinates. Since both uses of $p$ are classical, we decided not to change the notation. We hope that it will not create any difficulty. Note that we use a slightly different font $p$ for power-sums, which may help in case of doubts.

### 2.3. Characters of the symmetric group and symmetric functions

Irreducible representations of the symmetric group $S_n$ are indexed by partitions $\lambda$ of $n$. If $\pi$ lies in $S_n$, we will denote $\chi_\lambda(\pi)$ the character of the representation indexed by $\lambda$, evaluated on the permutation $\pi$.

This character depends only on the cycle-type $\tau$ of $\pi$. Therefore, if $\lambda$ and $\tau$ are two partitions of $n$, we will also denote by $\chi_\lambda^\tau$ the character $\chi_\lambda(\pi)$, where $\pi$ is any permutation of cycle-type $\tau$.

By a result of Frobenius, these irreducible character values appear in symmetric function theory; see, e.g., [Mac95] [Sag01]. Namely, for any partition $\lambda$ of $n$,

$$S_\lambda = \sum_\tau \chi_\lambda^\tau Pr_\tau. \quad (10)$$

### 2.4. Jack polynomials

In this subsection, we review a few properties of Jack polynomials that are useful in this paper. For details and proofs, we refer to Macdonald’s seminal book [Mac95] Section VI.10. We also use the notation of this book: in particular we work with the $J$-normalization of Jack polynomials.

Denote $Q(\alpha)$ the field of rational fraction in an indeterminate $\alpha$ over the rational numbers. We consider the ring $\Lambda_{Q(\alpha)}$ of symmetric functions over the field $Q(\alpha)$. Then the family of Jack polynomials $(J_\lambda^{(\alpha)})$, indexed by partitions $\lambda$, is a basis of $\Lambda_{Q(\alpha)}$. Recall that $\hat{R}_\tau^{L(\alpha)}$ denotes the coefficients of the monomial expansion of $J_\lambda^{(\alpha)}$, i.e. $J_\lambda^{(\alpha)} = \sum_{\tau \vdash |\lambda|} \hat{R}_\tau^{L(\alpha)} M_\tau$. 
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For $\alpha = 1$, Jack polynomials coincide up to a multiplicative constant, with Schur functions, namely:

$$J_\lambda^{(1)} = H_\lambda^{(1)}S_\lambda,$$

where $H_\lambda^{(1)} = |\lambda|! / \chi_\lambda^{(1)}$ is the hook product of $\lambda$. Taking monomial coefficients, we get that, for any $\lambda$ and $\tau$, one has $K_\lambda^{(1)} = H_\lambda^{(1)} K_\tau$. Using also the fact that $K_\lambda^{(1)} = n! / H_\lambda^{(1)}$ (this is the number of standard Young tableaux of shape $\lambda$), we have

$$\mathcal{R}_\mu^{(1)}(\lambda) = \frac{1}{(n-k)!} H_\lambda^{(1)} K_{\mu_1^{n-k}} = \frac{n!}{(n-k)!} \frac{K_{\mu_1^{n-k}}}{K_{\lambda_1^n}} = \mathcal{R}_\mu(\lambda),$$

as claimed in Section 1.5.

2.5. Shifted symmetric functions. In this section, we formally introduce the notion of $\alpha$-shifted symmetric functions and present a few useful facts about them. Our presentation mainly follows the one in [Las08 Subsection 2.2].

Definition 2.2. An $\alpha$-shifted symmetric function $F$ is a sequence $(F_N)_{N \geq 1}$ such that

- For each $N \geq 1$, $F_N$ is a polynomial in $N$ variables $x_1, \ldots, x_N$ with coefficients in $\mathbb{Q}(\alpha)$ that is symmetric in $x_1 = 1/\alpha, x_2 = 2/\alpha, \ldots, x_N = N/\alpha$.
- We have the stability property: for each $N \geq 1$,
  $$F_{N+1}(x_1, \ldots, x_N, 0) = F_N(x_1, \ldots, x_N).$$
- We have $\sup_{N \geq 1} \deg(F_N) < \infty$.

An example of $\alpha$-shifted symmetric function is the following, where we omit the index $N$ for readability:

$$p^*_\alpha(x_1, \ldots, x_N) = \sum_{i \geq 1} \left[ (\alpha x_i - i + 1/2)^k - (-i + 1/2)^k \right].$$

(11)

It is easily shown that $(p^*_\alpha)$ is an algebraic basis of the $\alpha$-shifted symmetric function ring [OO97b Corollary 1.6]. As usual for power-sums, if $\nu = (\nu_1, \ldots, \nu_h)$ is a partition, we denote $p^*_\nu = p^*_{\nu_1} \cdots p^*_{\nu_h}$. This is a linear basis of the $\alpha$-shifted symmetric function ring.

Let $F$ be an $\alpha$-shifted symmetric function and $\lambda = (\lambda_1, \ldots, \lambda_\ell)$ a Young diagram with $\ell$ rows. Then, as explained in the introduction, we define

$$F(\lambda) = F_\ell(\lambda_1, \ldots, \lambda_\ell).$$

The polynomial $F_\ell$ in $\ell$ variables is determined by its values on non-increasing lists of positive integers, that is, Young diagrams with $\ell$ rows, so that $F$ is determined by its values on all Young diagrams. From this simple remark, we can identify the algebra of $\alpha$-shifted symmetric functions with a subalgebra of functions on Young diagrams. We use this identification repeatedly in this paper without further mention.

Following Okounkov and Olshanski [OO97a] — beware that they are working with the $P$ normalization of Jack polynomials — we define the shifted Jack polynomials $J^{(\alpha)}_\mu$ as the unique $\alpha$-shifted symmetric function of degree at most $|\mu|$ such that, for any partition $\lambda$ with $|\lambda| \leq |\mu|$,

$$J^{(\alpha)}_\mu(\lambda) = \begin{cases} 
\frac{H^{(\alpha)}_\mu H^{(\alpha)}_\lambda}{\alpha^{\mu_1}} & \text{if } \lambda = \mu, \\
0 & \text{otherwise.}
\end{cases}$$

(12)

The existence and uniqueness of such a function is not obvious. Indeed, if we look for solutions of (12) under the form

$$J^{(\alpha)}_\mu = \sum_{\nu : |\nu| \leq |\mu|} a_\nu p^*_\nu,$$

then (12) becomes a linear system of equations, with as many indeterminates $(a_\nu)_{|\nu| \leq |\mu|}$ as equations (there is one equation for each $\lambda$ with $|\lambda| \leq |\mu|$). We should therefore check that this system is non-degenerate. This was done by Knop and Sahi, using an inductive argument, in a much more general context; see [KS96].
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From this definition, the fact (advertised in the introduction) that the top component of \( J_{\mu}^{(\alpha)} \) is \( J_{\mu}^{(\alpha)} \) is far from being obvious. This is again a result of Knop and Sahi [KS96].

The functions \( J_{\mu}^{(\alpha)} \) are by definition \( \alpha \)-shifted symmetric. From [Las08 Proposition 2], we know that \( \vartheta_{\mu}^{(\alpha)} \) is also \( \alpha \)-shifted symmetric. Finally, the \( \alpha \)-shifted symmetry of \( R_{\mu}^{(\alpha)} \) is established in the next subsection.

### 2.6. Change of bases in shifted symmetric function ring.

**Proposition 2.3.** Let \( \mu \) be a partition of \( k \). As functions on Young diagrams, one has:

\[
R_{\mu}^{(\alpha)} = \sum_{\nu \vdash k} \frac{L_{\nu,\mu}}{z_{\nu}} \vartheta_{\nu}^{(\alpha)}.
\]

In particular, \( R_{\mu}^{(\alpha)} \) is a shifted symmetric function.

**Proof.** Fix a Young diagram \( \lambda \) of size \( n \). We want to show that

\[
R_{\mu}^{(\alpha)}(\lambda) = \sum_{\nu \vdash k} \frac{L_{\nu,\mu}}{z_{\nu}} \vartheta_{\nu}^{(\alpha)}(\lambda).
\]

If \( n < k \), both sides of the equality above are zero by definition, so let us focus on the case \( n \geq k \). From Eqs. (5) and (8), we get

\[
J_{\lambda}^{(\alpha)} = \sum_{\tau \vdash n} \theta_{\tau}^{(\alpha)}(\lambda) p_{\tau} = \sum_{\tau \vdash n} \theta_{\tau}^{(\alpha)}(\lambda) L_{\tau,\rho} M_{\rho}.
\]

Extracting the coefficient of \( M_{\mu 1^{n-k}} \), we get

\[
\hat{K}_{\mu 1^{n-k}} = \sum_{\tau \vdash n} \theta_{\tau}^{(\alpha)}(\lambda) L_{\tau,\mu 1^{n-k}}.
\]

Using the definition of \( R_{\mu}^{(\alpha)} \), given in Eq. (7), this yields:

\[
R_{\mu}^{(\alpha)}(\lambda) = \frac{1}{(n-k)!} \hat{K}_{\mu 1^{n-k}}(\lambda) = \frac{1}{(n-k)!} \sum_{\tau \vdash n} \theta_{\tau}^{(\alpha)}(\lambda) L_{\tau,\mu 1^{n-k}}.
\]

But \( L_{\tau,\mu 1^{n-k}} \neq 0 \) only if \( \mu 1^{n-k} \) refines \( \tau \). In particular, if this is the case, \( \tau \) must be equal to \( \nu 1^{n-k} \) for some partition \( \nu \) of \( k \). Therefore,

\[
R_{\mu}^{(\alpha)}(\lambda) = \frac{1}{(n-k)!} \sum_{\nu \vdash k} \frac{L_{\nu,\mu}}{z_{\nu}} \vartheta_{\nu 1^{n-k}}^{(\alpha)}(\lambda) L_{\nu 1^{n-k},\mu 1^{n-k}}.
\]

From Eqs. (6) and (9), we obtain:

\[
R_{\mu}^{(\alpha)}(\lambda) = \frac{(m_{1}(\nu) + n-k)!}{m_{1}(\nu)! (n-k)!} \sum_{\nu \vdash k} L_{\nu,\mu} \vartheta_{\nu 1^{n-k}}^{(\alpha)}(\lambda) = \sum_{\nu \vdash k} \frac{L_{\nu,\mu}}{z_{\nu}} \vartheta_{\nu}^{(\alpha)}(\lambda).
\]

**Proposition 2.4.** Let \( \mu \) be a partition of \( k \). As functions on Young diagrams, one has:

\[
J_{\mu}^{(\alpha)} = \sum_{\nu \vdash k} \theta_{\nu}^{(\alpha)(\mu)}(\alpha^{-k+\ell(\nu)}) \vartheta_{\nu}^{(\alpha)}.
\]

**Proof.** We use the work of Lassalle [Las08]. In this paper, Lassalle constructs a linear isomorphism that he denotes \( f \mapsto f^{#} \) between usual symmetric functions and \( \alpha \)-shifted symmetric functions. He also proves

\[
(J_{\mu}^{(\alpha)})^{#} = J_{\mu}^{(\alpha)} \quad \text{[Las08 beginning of Section 3]};
\]

\[
p^{#} = \alpha^{-k+\ell(\nu)} \vartheta_{\nu}^{(\alpha)} \quad \text{[Las08 Proposition 2]}.\]

In fact, [Las08 Proposition 2] only gives the second equality when evaluated on a partition \( |\lambda| \) of size at least \( |\nu| \), but it is straightforward to check that both sides are equal to 0 when evaluated on a partition \( |\lambda| \) of size smaller than \( |\nu| \). Applying the linear map \( f \mapsto f^{#} \) to Eq. (5) gives the proposition. \( \square \)

**Remark 2.5.** The case \( \alpha = 1 \) of this proposition is a reformulation of a result of Okounkov and Olshanski [OO97b Equation (15.21)].
We now observe that, for any partition \( \nu \) of size \( k \), one has \( L_{\nu}(k) = 1 \), while
\[
\theta^{(\alpha)}(n) = \frac{k!}{\alpha^k n!} \alpha^{k-\ell(\nu)}
\]
[Mac95 Section VI.10, Example 1]. Comparing with Propositions 2.3 and 2.4 for \( \mu = (k) \), we get
\[
\mathcal{F}^{(\alpha)}(k) = k! \cdot \mathcal{R}^{(\alpha)}(k).
\] (13)

Finally, in the case \( \alpha = 1 \), we will need a direct relation between the \( \mathcal{R}^{(1)} \) basis and the shifted Schur basis.

**Proposition 2.6.** Let \( \mu \) be a partition of \( k \). As functions on Young diagrams, one has:
\[
\mathcal{R}^{(1)}(\mu) = \sum_{\nu \vdash k} K^{(1)}_{\mu}(\nu) S^{(1)}_\nu.
\]

**Proof.** For any diagram \( \lambda \), we have:
\[
\mathcal{R}^{(1)}(\lambda) = (n)_k \frac{K^{(1)}_\lambda(n)}{K^{(1)}_\lambda(n)} = \sum_{\nu \vdash k} K^{(1)}_\mu(n) \frac{K^{(1)}_{\lambda/\nu}(n)}{K^{(1)}_\lambda(n)} = \sum_{\nu \vdash k} K^{(1)}_{\mu}(\nu) S^{(1)}_\nu(\lambda)
\] (14)

where \( K^{(1)}_{\lambda/\nu} \) is the number of standard Young tableaux of skew shape \( \lambda/\mu \). Indeed, the first equality follows from the definition of \( \mathcal{R}^{(1)} \), while the second equality uses the fact that a semi-standard Young tableau of shape \( \lambda \) and type \( \mu \) can be decomposed as a semi-standard Young tableau of shape \( \nu \) and type \( \mu \), together with a standard Young tableau of skew shape \( \lambda/\nu \). The last equality comes from [OO97b, Eq. (0.14)], which states that
\[
\frac{K^{(1)}_{\lambda/\nu}}{K^{(1)}_\lambda(n)} = \frac{S^{(1)}_\nu(\lambda)}{(n)_k}
\]
\( \square \)

2.7. Shifted symmetric functions are polynomials in multirectangular coordinates. The purpose of this Section is to establish the statement in its title. The proof is a straight-forward adaptation of some arguments of Ivanov and Olshanski for \( \alpha = 1 \) [IO02 Sections 1 and 2].

For any positive integer \( N \), we consider the following expression:
\[
\varphi_N(x_1, \ldots, x_N; z) = \prod_{i=1}^{N} \frac{z + i - 1/2}{z - \alpha x_i + i - 1/2}.
\]
The logarithm of \( \varphi_N \) has the following expansion around \( z = \infty \):
\[
\ln \left( \varphi_N(x_1, \ldots, x_N; z) \right) = \sum_{k \geq 1} p_k^{(1)}(x_1, \ldots, x_N) z^{-k}/k,
\]
where \( p_k^{(1)} \) is defined in Eq. (11). Recall that \( (p_k^{(1)})_{k \geq 1} \) form an algebraic basis of the \( \alpha \)-shifted symmetric function ring. We also consider the following quotient:
\[
\Psi_N(x_1, \ldots, x_N; z) = \frac{\varphi_N(x_1, \ldots, x_N; z - 1/2)}{\varphi_N(x_1, \ldots, x_N; z + 1/2)}
\]
Again, its logarithm can be expanded around \( z = \infty \): there exist \( \alpha \)-shifted symmetric functions \( (\tilde{p}_k^{(1)})_{k \geq 1} \) such that
\[
\ln \left( \Psi_N(x_1, \ldots, x_N; z) \right) = \sum_{k \geq 1} \tilde{p}_k^{(1)}(x_1, \ldots, x_N) z^{-k}/k.
\]
The relation between \( (p_k^{(1)})_{k \geq 1} \) and \( (\tilde{p}_k^{(1)})_{k \geq 1} \) is discussed in [IO02, Proposition 2.7 and Corollary 2.8]. In particular, it is easily seen that \( \tilde{p}_1^{(1)} = 0 \) and that \( (\tilde{p}_k^{(1)})_{k \geq 2} \) is an algebraic basis of the \( \alpha \)-shifted symmetric function ring.

If \( \lambda \) is a Young diagram with \( \ell \) rows, we define \( \Psi(\lambda; z) = \Psi(\lambda_1, \ldots, \lambda_\ell; z) \). The following statement is an \( \alpha \)-analogue of [IO02 Proposition 2.6].

**Proposition 2.7.** Let \( \mathbf{p} = (p_1, \ldots, p_d) \) and \( \mathbf{r} = (r_1, \ldots, r_d) \) be two lists of non-negative integers. Recall that \( \mathbf{r} \mathbf{p} \) denotes the Young diagram in multirectangular coordinates \( \mathbf{r} \) and \( \mathbf{p} \); see Fig. 3. Then
\[
\Psi(\mathbf{r} \mathbf{p}; z) = \frac{z \prod_{s=1}^{d} \left( z - \alpha(r_s + \cdots + r_d) + p_1 + \cdots + p_s \right)}{\prod_{s=1}^{d+1} \left( z - \alpha(r_s + \cdots + r_d) + p_1 + \cdots + p_{s-1} \right)}.
\]
Proof. Straight from the definitions, we have, that, for any Young diagram $\lambda$ with $\ell$ rows,

$$\Psi(\lambda; z) = \frac{\varphi_\ell(\lambda_1, \ldots, \lambda_\ell; z - 1/2)}{\varphi_\ell(\lambda_1, \ldots, \lambda_\ell; z + 1/2)} = \prod_{i=1}^\ell \frac{(z + i - 1)/(z - \alpha \lambda_i + i)}{(z + i)/(z - \alpha \lambda_i + i)} = \frac{z}{z + \ell} \prod_{i=1}^\ell \frac{z - \alpha \lambda_i + i}{z - \alpha \lambda_i + i - 1}. \quad (15)$$

Set now $\lambda = r^p$. By definition of multirectangular coordinates, for $i$ between 1 and $p_1$, one has $\lambda_i = r_1 + \cdots + r_d$. The product of the factors in Eq. (15) indexed by these values simplifies as follows:

$$\prod_{i=1}^{p_1} \frac{z - \alpha \lambda_i + i}{z - \alpha \lambda_i + i - 1} = \frac{z - \alpha(r_1 + \cdots + r_d + p_1)}{z - \alpha(r_1 + \cdots + r_d)}.$$

More generally, let $s$ be an integer with $1 \leq s \leq r$. If $p_1 + \cdots + p_{s-1} < i \leq p_1 + \cdots + p_s$, then $\lambda_i = r_s + \cdots + r_d$. Here is the corresponding partial product in Eq. (15):

$$\prod_{i=p_1+\cdots+p_{s-1}+1}^{p_1+\cdots+p_s} \frac{z - \alpha \lambda_i + i}{z - \alpha \lambda_i + i - 1} = \frac{z - \alpha(r_s + \cdots + r_d + p_1 + \cdots + p_s)}{z - \alpha(r_s + \cdots + r_d) + p_1 + \cdots + p_{s-1}}.$$

Putting everything together we get that:

$$\Psi(r^p; z) = \frac{z}{z + \ell} \prod_{s=1}^d \frac{z - \alpha(r_s + \cdots + r_d + p_1 + \cdots + p_s)}{z - \alpha(r_s + \cdots + r_d) + p_1 + \cdots + p_{s-1}}.$$

Since the number $\ell$ of rows of the Young diagram $\lambda = r^p$ is equal to $p_1 + \cdots + p_d$, this ends the proof. \hfill \Box

**Corollary 2.8.** Let $F$ be an $\alpha$-shifted symmetric function and $d$ a positive integer. Then $F(r^p)$ is a polynomial in $p_1, \ldots, p_d, r_1, \ldots, r_d$ with coefficients in $Q(\alpha)$.

Proof. Since $(\overline{p_k})_{k \geq 2}$ is an algebraic basis of the $\alpha$-shifted symmetric function ring, it is enough to prove this corollary for $F = \overline{p_k}$. But, by definition,

$$\ln(\Psi(r^p; z)) = \sum_{k \geq 1} \overline{p_k}(r^p)z^{-k}/k.$$

Therefore, it follows from Proposition 2.7 that $\overline{p_k}(r^p)$ is a polynomial in the variables $p_1, \ldots, p_d, r_1, \ldots, r_d$ with coefficients in $Q(\alpha)$. \hfill \Box

3. The Schur case: proof of Theorem 1.2

3.1. Set-partitions. We first recall a few basic facts about set-partitions.

A set-partition $S$ of a ground set $E$ is a set $\{S_1, \ldots, S_s\}$ of disjoint subsets of $E$ whose union is $E$. The sets $S_i$ are called blocks (for $1 \leq i \leq s$) and $s = |S|$ is the number of blocks.

Set-partitions of a given ground set $E$ are endowed with a natural partial order, called the refinement order. By definition, $\tilde{S} \leq S$ if each block of $\tilde{S}$ is included in some block of $S$. We then say that $\tilde{S}$ is finer than $S$ or $S$ is coarser than $\tilde{S}$. It is well-known that the set of set-partitions of $E$ is a lattice with respect to this order.

We will use the following easy facts.

- Assume $\tilde{S} \leq S$ and let $S_i$ be a block of $S$. Then the set of blocks of $\tilde{S}$ that are included in $S_i$ is a set-partition of $S_i$. We call this set-partition induced by $\tilde{S}$ on $S_i$ and denote it by $\tilde{S}/S_i$. In particular $|\tilde{S}/S_i|$ is the number of blocks of $\tilde{S}$ included in $S_i$.
- Conversely, if for each block $S_i$ of $S$, we choose a set-partition $\tilde{S}^i$ of $S_i$, then the union of the $\tilde{S}^i$ is a set-partition $\tilde{S}$ of $E$ that is finer than $S$.
- Fix a set-partition $S$ of $E$. There is a canonical bijection between set-partitions $T = \{T_1, \ldots, T_t\}$ of $S$ and set-partitions of $E$ that are coarser than $S$. The bijection is constructed by replacing each block $T_j = \{S_{i_1}, \ldots, S_{i_j}\}$ of $T$ by the union $S_{i_1} \cup \cdots \cup S_{i_j}$.
A function \( f : S \to D \) associates by definition an element of \( D \) with each block of \( S \). Note that \( f \) induces canonically a map \( \tilde{f} \) from the ground set \( E \) to \( D \) which is constant on each block of \( S \). Conversely, given a function \( g : E \to D \), we denote \( \Pi(g) \) the set-partition \( \{ g^{-1}([x]), x \in g(E) \} \) of \( E \). In other words, \( e \) and \( e' \) are in the same part of \( \Pi(g) \) if and only if \( g(e) = g(e') \). If \( S \) is a set-partition of \( E \) and \( f \) a function from \( S \) to \( D \), then we have the relation: \( S \leq \Pi(f) \).

3.2. A family of polynomials indexed by pairs of permutations. Let \( d \) and \( k \) be fixed positive integers and \( S \) and \( T \) be set-partitions of \([k]\). Two maps

\[
v : S \to [d] \quad w : T \to [d]
\]

are said to be compatible if \( v(S_i) \leq w(T_j) \) whenever \( S_i \) and \( T_j \) are blocks of \( S \) and \( T \) with a non-empty intersection.

Now fix two permutations \( \sigma \) and \( \tau \) in \( \mathfrak{S}_k \). Their sets of cycles \( C(\sigma) \) and \( C(\tau) \) can be interpreted as set-partitions of \([k]\) by treating each cycle as a block.

Now we define \( N_{\sigma,\tau}(r, p) \) as

\[
N_{\sigma,\tau}(r, p) = \sum_{v : C(\sigma) \to [d]} \left( \prod_{\sigma_i \in C(\sigma)} p_{v(\sigma_i)} \right) \left( \prod_{\tau_j \in C(\tau)} \Psi_{\tau_j}(r_{w(\tau_j)}) \right).
\]

(16)

Note that \( N_{\sigma,\tau}(r, p) = N_{\sigma',\tau}(r, p) \) whenever the cycles of \( \sigma \) and \( \sigma' \) induce the same set-partition of \([k]\). The same statement holds for \( \tau \) and \( \tau' \). Also if \( \rho \) is a permutation of \( k \), then \( N_{\rho^{-1}\sigma,\rho^{-1}\tau}(r, p) = N_{\sigma,\tau}(r, p) \).

The relevance of this family of polynomials will be evident in the next subsection. We will first give a second expression for \( N_{\sigma,\tau}(r, p) \).

**Lemma 3.1.** For \( \sigma, \tau \in \mathfrak{S}_k \), the polynomial \( N_{\sigma,\tau}(r, p) \) is given by

\[
N_{\sigma,\tau}(r, p) = \sum_{S,T \text{ set-partitions of } [k]} \sum_{S \leq \Pi(\bar{S})} \sum_{T \leq \Pi(\bar{T})} \prod_{\sigma_i \in C(\sigma)} \Psi_{\sigma_i}(r_{v(\sigma_i)}) \prod_{\tau_j \in C(\tau)} \Psi_{\tau_j}(r_{w(\tau_j)})
\]

(17)

The middle sum is performed over all compatible injective maps \( v, w \) defined on \( S \) and \( T \), respectively.

**Proof.** Consider a map \( v : C(\sigma) \to [d] \). Recall that it corresponds to a map \( \tilde{v} : [k] \to [d] \), constant on blocks of \( C(\sigma) \). This map \( \tilde{v} \) corresponds to a unique pair \((S, v')\), where \( S \) is a set-partition of \([k]\) and \( v' \) an injective map from \( S \) to \( d \). Indeed, necessarily \( S = \Pi(\tilde{v}) \).

Therefore, the sum over \( v : C(\sigma) \to [d] \) in (16) can be replaced by a double sum over \( S \) and \( v' \) as above. Similarly, the sum over \( w : C(\tau) \to [d] \) can be replaced by a double sum over \( T \) and \( w' \) with \( T \geq C(\tau) \) and \( w' : T \to [d] \) injective. Lastly, \( v \) and \( w \) are compatible if and only if \( v' \) and \( w' \) are, which completes the proof. \( \square \)

**Remark 3.2.** In its original paper [Sta03], Stanley uses a slightly different version of multirectangular coordinates, namely \( p \) and \( q \) where \( q_i = r_i + r_{i+1} + \ldots \). In terms of these coordinates, the definition of \( N \) is rewritten as:

\[
N_{\sigma,\tau}(q, p) = \sum_{\sigma_i \in C(\sigma)} \prod_{\sigma_i \in C(\sigma)} p_{v(\sigma_i)} \prod_{\tau_j \in C(\tau)} q_{w(\tau_j)},
\]

(18)

where \( v, w \) max-compatible means that, for \( \tau_j \in C(\tau) \),

\[
w(\tau_j) = \max_{\sigma_i \in C(\sigma) \cap \tau_j \neq \emptyset} v(\sigma_i).
\]

In particular it corresponds to the quantity \( N^\lambda(\sigma, \tau) \) considered, e.g., in [FS11a].
3.3. Combinatorial formulas. Given a partition \( \mu \vdash k \), let \( \pi_{\mu} \) denote an arbitrarily chosen permutation in \( S_k \) with cycle type \( \mu \). We also arbitrarily choose a set-partition \( U_\mu \), so that the lengths of its part, sorted in decreasing order, are given by \( \mu \). Denote the sign of a permutation \( \sigma \) with \( \varepsilon(\sigma) \).

Proposition 3.3. The polynomials \( \partial_{\mu}(r^P) \), \( S^*_{\mu}(r^P) \) and \( \mathfrak{A}_{\mu}(r^P) \) are expressed in terms of \( N_{\sigma,\tau} \) as follows:

\[
\partial_{\mu}(r^P) = \sum_{\sigma,\tau \in S_k} \varepsilon(\tau) N_{\sigma,\tau}(r, p),
\]

\[
S^*_{\mu}(r^P) = \frac{1}{k!} \sum_{\sigma,\tau \in S_k} \chi^\mu(\sigma\tau) \varepsilon(\tau) N_{\sigma,\tau}(r, p),
\]

\[
\mathfrak{A}_{\mu}(r^P) = \frac{1}{\prod_{i=1}^{\ell(\mu)} \mu_i!} \sum_{\sigma,\tau \in S_k} \varepsilon(\tau) N_{\sigma,\tau}(r, p).
\]

Remark 3.4. Eq. (21) is not used later in the proof. We give it only for completeness.

Proof. Eq. (19) is the main result of [Per10]; see [FS11b] for a more elementary alternate proof.

Specializing Proposition 2.4 for \( \alpha = 1 \), we get

\[
S^*_{\mu}(r^P) = \sum_{\nu \vdash k} \frac{\chi^\mu}{z_\nu} \partial_{\nu}(\lambda) = \sum_{\nu \vdash k} \frac{\chi^\mu}{z_\nu} \sum_{\sigma,\tau \in S_k \atop \sigma = \pi_\nu} \varepsilon(\tau) N_{\sigma,\tau}(r, p).
\]

On the other hand,

\[
\frac{1}{k!} \sum_{\sigma,\tau \in S_k} \chi^\mu(\sigma) \varepsilon(\tau) N_{\sigma,\tau}(r, p) = \frac{1}{k!} \sum_{\sigma \in S_k} \chi^\mu(\pi) \left[ \sum_{\sigma,\tau \in S_k \atop \sigma = \pi} \varepsilon(\tau) N_{\sigma,\tau}(r, p) \right].
\]

Since \( N \) is invariant by simultaneous conjugacy of \( (\sigma, \tau) \), the expression in the bracket depends only on the conjugacy class \( \pi \). So does \( \chi^\mu(\pi) \). For each partition \( \nu \vdash k \), there are \( k!/z_\nu \) permutations conjugated to \( \pi_\nu \). Therefore, Eq. (23) rewrites

\[
\frac{1}{k!} \sum_{\sigma,\tau \in S_k} \chi^\mu(\sigma) \varepsilon(\tau) N_{\sigma,\tau}(r, p) = \sum_{\nu \vdash k} \frac{\chi^\mu(\pi_\nu)}{z_\nu} \left[ \sum_{\sigma,\tau \in S_k \atop \sigma = \pi_\nu} \varepsilon(\tau) N_{\sigma,\tau}(r, p) \right].
\]

Comparing Eqs. (22) and (24) gives Eq. (20) — note that \( \chi^\mu = \chi^\mu(\pi_\nu) \) by definition.

Specializing Proposition 2.3 for \( \alpha = 1 \), we get

\[
\mathfrak{A}_{\mu}(r^P) = \sum_{\nu \vdash k} \frac{L_{\nu,\mu}}{z_\nu} \partial_{\nu}(\lambda) = \sum_{\nu \vdash k} \frac{L_{\nu,\mu}}{z_\nu} \sum_{\sigma,\tau \in S_k \atop \sigma = \pi_\nu} \varepsilon(\tau) N_{\sigma,\tau}(r, p).
\]

Using the same trick as above and denoting type(\( \sigma\tau \)) the cycle type of the permutation \( \sigma\tau \), we get

\[
\mathfrak{A}_{\mu}(r^P) = \frac{1}{k!} \sum_{\sigma,\tau \in S_k} \varepsilon(\tau) \sum_{\sigma' \vdash \ell(\mu)} L_{\text{type}(\sigma\tau),\sigma'} N_{\sigma,\tau}(r, p).
\]

From Lemma 2.1 \( L_{\text{type}(\sigma\tau),\mu} \) is the number of functions \( f : [k] \to [\ell(\mu)] \) with \( C(\sigma\tau) \leq \Pi(f) \) and such that each number \( i \) has exactly \( \mu_i \) pre-images by \( f \). Hence

\[
\mathfrak{A}_{\mu}(r^P) = \frac{1}{k!} \sum_{\substack{f : [k] \to [\ell(\mu)] \\mid f^{-1}(i) = \mu_i \\forall i \leq \ell(\mu) \atop C(\sigma\tau) \leq \Pi(f)}} \left[ \sum_{\sigma,\tau \in S_k \atop C(\sigma\tau) \leq \Pi(f)} \varepsilon(\tau) N_{\sigma,\tau}(r, p) \right].
\]

Fix some function \( f_0 \) in the first sum. Any other function \( f \) with \( |f^{-1}(i)| = \mu_i \) (for all \( i \leq \ell(\mu) \)) writes as \( f_0 \circ \rho \) for some permutation \( \rho \in S_k \). Then a pair \( (\sigma, \tau) \) fulfills \( C(\sigma\tau) \leq \Pi(f) \) if and only if \( (\sigma', \tau') := (\rho\sigma\rho^{-1}, \rho\tau\rho^{-1}) \) fulfills \( C(\sigma'\tau') \leq \Pi(f_0) \). As \( \varepsilon(\tau) \) and \( N_{\sigma,\tau}(r, p) \) are invariant by simultaneous
where the second sum runs over set-partitions of $\sigma$. The number of functions $f$ with $|f^{-1}(i)| = \mu_i$ (for all $i \leq \ell(\mu)$) is $k! / \prod_{i=1}^{\ell(\mu)} \mu_i!$, so that (26) can be rewritten as:

$$\mathcal{R}_\mu(p^\mu) = \frac{1}{\prod_{i=1}^{\ell(\mu)} \mu_i!} \left[ \sum_{\sigma, \tau \in \mathcal{S}_d, C(\sigma) \leq \Pi(f_0)} \varepsilon(\tau) N_{\sigma, \tau}(r, \mu) \right].$$

Since the only condition on $f_0$ is that the block sizes of $\Pi(f_0)$ are given by $\mu$, we can assume without loss of generality that $\Pi(f_0) = U_\mu$. This concludes the proof of Eq. (21). □

3.4. Positivity of $S_\mu^*$ and $\tilde{r}_\mu$ in the falling factorial basis. Let us start by $S_\mu^*$. We first express the shifted Schur polynomial $S_\mu^*$ as a sum of smaller pieces, each of which will be proved to be nonnegative in the falling factorial basis. For this, we introduce a new family of polynomials. Let $\mu \vdash k$ and $S, T$ be set-partitions of $[k]$ with respectively $s$ and $t$ parts. Define $A^\mu_{S,T}$ as

$$A^\mu_{S,T}(x_1, \ldots, x_s, y_1, \ldots, y_t) = \sum_{\sigma, \tau \in \mathcal{S}_d, \varepsilon(\tau)} \prod_{i} x_i^{C(\sigma)/S_i} y_i^{C(\tau)/T_i}.$$ (27)

Note that combining Eq. (26) and Eq. (17) and rearranging sums yields:

$$S_\mu^*(r^\mu) = \frac{1}{k!} \sum_{S, T \text{ set-partitions of } [k]} \sum_{v: S \rightarrow [d], w: T \rightarrow [d]} A^\mu_{S,T}(p_v(S_1), \ldots, p_v(S_s), r_w(T_1), \ldots, r_w(T_t)).$$ (28)

Observe that if $A^\mu_{S,T}(x_1, \ldots, x_s, y_1, \ldots, y_t)$ is non-negative in the falling factorial basis, then so is $S_\mu^*$ — it is crucial here that the inner sum is over injective functions, so that we always evaluate $A^\mu_{S,T}$ in distinct variables $p$ and $r$; otherwise, the expression of $A^\mu_{S,T}$ in the falling factorial basis in $x$ and $y$ would not directly yield the expression of $S_\mu^*$ in the falling factorial basis in $p$ and $r$.

Hence, it suffices to examine $A^\mu_{S,T}$ in the falling factorial basis.

**Lemma 3.5.** Fix some set-partitions $S$ and $T$ of $[k]$ and an integer partition $\mu \vdash k$. Then

$$A^\mu_{S,T}(x_1, \ldots, x_s, y_1, \ldots, y_t) = \sum_{\tilde{S} \leq S, \tilde{T} \leq T} \left( \sum_{\sigma, \tau \in \mathcal{S}_d, \varepsilon(\tau)} \prod_{i} x_i^{C(\sigma)/S_i} y_i^{C(\tau)/T_i} \right).$$ (29)

**Proof.** Recall that the Stirling number of the second kind $\{ j \}$ counts set-partitions of a ground set $E$ of cardinality $j$ into $r$ blocks. Besides, it is well-known that, for any $j \geq 0$

$$x^j = \sum_{r=1}^{j} \binom{j}{r} x^r = \sum_{S} (x^r)_{|S|},$$

where the second sum runs over set-partitions of $E$.

Now consider a permutation $\sigma$ with $C(\sigma) \leq S$ and fix $i$ between 1 and $S$. Let $j = |C(\sigma)/S_i|$; then $\sigma$ has exactly $j$ cycles $C_{i,1}, \ldots, C_{i,j}$ that are included in $S_i$ (we see $C_{i,1}, \ldots, C_{i,j}$ as sets). Let $\tilde{S_i}$ be a set-partition of $\{ C_{i,1}, \ldots, C_{i,j} \}$. Equivalently, $\tilde{S_i}$ can be seen as a set-partition of $S_i$ that is coarser than $\{ C_{i,1}, \ldots, C_{i,j} \}$. We have

$$x^{C(\sigma)/S_i} = \sum_{\tilde{S_i}} (x^{r})_{|\tilde{S_i}|},$$

where the sum runs over set-partitions $\tilde{S_i}$ as above. Multiplying over $i$, we get:

$$\prod_{i=1}^{s} x^{C(\sigma)/S_i} = \sum_{(\tilde{S_1}, \ldots, \tilde{S_s})} \prod_{i=1}^{s} (x^{r})_{|\tilde{S_i}|}. $$
Here the sum runs over s-tuples (S₁, ..., Sₘ), where S̃ is a set-partition of S, coarser than C(σ)/S. Such an s-tuple can be interpreted as a set-partition S of [k] = ∪Sᵢ, that is finer than S but coarser than C(σ) — see Section 3.1. Finally,  
\[ \prod_{i=1}^{s} x_i^{C(\sigma)/S_i} = \sum_{\text{S set-partition of [k]}} \prod_{i=1}^{s} (x_i)^{|S/S_i|}. \]

Similarly,  
\[ \prod_{j=1}^{t} x_j^{C(\tau)/T_j} = \sum_{\text{T set-partition of [k]}} \prod_{j=1}^{t} (x_j)^{|T/T_j|}. \]

Plugging these two formulas in Eq. (27) and changing the order of summation, we get Eq. (29). □

Note that the inner sum in Eq. (29) does not depend on S and T, but only on S̃ and T̃. We prove that it is nonnegative in the following lemma. If S is a set-partition of [k], let S̃ₜ ⊆ Sₜ denote the subgroup Sₜ = {σ ∈ Sₜ : C(σ) ≤ S}.

**Lemma 3.6.** For every μ ⊇ k and pair of set-partitions S and T of [k], the integer Bₜ⁺ₕ defined as  
\[ B_{S,T}^{\mu} = \sum_{\sigma \in Sₜ} \sum_{\tau \in Tₜ} \chi^{\mu}(\sigma \tau) \epsilon(\tau) \]  
(30)

is non-negative.

**Proof.** Consider the symmetric group algebra C[Sₜ] and let  
\[ X_{\mu} = \sum_{\pi \in Sₜ} \chi^{\mu}(\pi^{-1}) \pi, \quad Y_S = \sum_{\sigma \in Sₜ} \sigma \quad \text{and} \quad \Sigma_T = \sum_{\tau \in Tₜ} \epsilon(\tau) \tau. \]

Then Bₜ⁺ₕ = [id]XₜYₜΣₜ, where [id]A denotes the coefficient of the identity permutation in A ∈ C[Sₜ].

Note that three elements considered above are quasi-idempotents: indeed Y₂ = [id]Yₕ and Σ₂ = [id]Σₜ while a classical result of representation theory — see e.g., [Sei77 Exercise 6.4] — asserts that X₂ = (n!/λ₁^k) Xₜ.

Furthermore, Xₜ is a central element of C[Sₜ] and hence commutes with Yₕ and Σₜ. Also using the identity [id]AB = [id]BA for elements A and B in C[Sₜ], we can write:

\[ B_{S,T}^{\mu} = [id](XₜYₜΣₜ) = \sum_{\sigma, \tau} \chi^{\mu}(\sigma \tau) \epsilon(\tau), \]

We set A* = ∑ₙ∈Θₜ g⁻¹ if A = ∑ₙ∈Θₜ cₙ g. Note that this operation is an anti-morphism, i.e., (AB)* = B* A*. Besides, for any element A in C[Sₜ], one has: [id]AA* = ∑ₙ∈A |cₙ|² ≥ 0. It is now evident that Yₕ = Yₜ*, Σₜ = Σₜ* and Xₜ = Xₜ*. Finally

\[ B_{S,T}^{\mu} = \frac{\chi^{\mu}_{1k}}{n! [Sₜ]} \sum_{\pi} \chi^{\mu}(\sigma \pi) \epsilon(\pi), \]

which clearly is non-negative. □

**Proof of Theorem 3.3.** Lemmas 3.5 and 3.6 imply that the polynomials Aₜ⁺ₕ have nonnegative coefficients in the falling factorial basis. But, from Eq. (28) (see also discussion right after this equation), Sₜ⁺ₕ(rᵖ) is a nonnegative linear combination of such functions. Thus, it also has nonnegative coefficients in the falling factorial basis.

From Proposition 2.6, Θₜ also has nonnegative coefficients in the falling factorial basis.
3.5. Discussion. As explained in the proof of Theorem 4.2 above, the nonnegativity of $R_\mu$ follows from the nonnegativity of $S^*_\mu$. Nevertheless, it is natural to try to give a direct proof, starting from Eq. (21), along the same lines as for $S^*_\mu$. This raises the following question.

**Question 3.7.** For any triple $(S, T, U)$ of set-partitions of $[k]$, is it true that

$$\sum_{\sigma \in S, \tau \in T, \gamma \in U} \epsilon(\tau) \geq 0? \quad (31)$$

Unlike Lemma 3.6 this does not hold: computer exploration has given us a minimal counter-example for $k = 8$ — see [Ale15] for details.

4. Formulas for $Z_\mu^*$ and $R_\mu^{(2)}$ in the falling factorial basis

In this section, we give formulas for $Z_\mu^*$ and $R_\mu^{(2)}$ in the falling factorial basis. Although these formulas are very much similar to the case $\alpha = 1$, we have not been able to use them to prove the case $\alpha = 2$ of Conjecture 4.3.

As often when considering Jack polynomials for $\alpha = 2$, permutations should be replaced by pair-partitions and characters of the symmetric groups by zonal spherical functions of the pair $(S_{2k}, H_k)$ — $H_k$ denotes here the hyperoctahedral group, seen as a subgroup of $S_{2k}$, the definition is given below.

4.1. Pair-partitions.

**Definition 4.1.** A pair-partition $P$ of $[2k] = \{1, \ldots, 2k\}$ is a set of pairwise disjoint two-element sets, such that their (disjoint) union is equal to $[2k]$. The set of pair-partitions of $[2k]$ is denoted $\mathfrak{S}^{(2)}_k$.

The simplest example is the first pair-partition, which plays a particular role:

$$S_* = \{(1, 2), (3, 4), \ldots, (2k - 1, 2k)\}. \quad (32)$$

Let us consider two pair-partitions $S_1, S_2$ of the same set $[2k]$. We denote by $\mathcal{U}(S_1, S_2)$ the join of $S_1$ and $S_2$ in the set-partition lattice, i.e., the finest set-partition that is coarser than $S_1$ and $S_2$. Each block of $\mathcal{U}(S_1, S_2)$ is a disjoint union of blocks of $S_1$, and hence has even size. Let $2\ell_1 \geq 2\ell_2 \geq \cdots$ be the ordered sizes of these blocks. The (integer) partition $(\ell_1, \ell_2, \ldots)$ of $k$ is called the type of the pair $(S_1, S_2)$.

**Example 4.2.** Consider $S_1 = \{(1, 2), (3, 4), (5, 6)\}$ and $S_2 = \{(1, 3), (2, 4), (5, 6)\}$. Then $\mathcal{U}(S_1, S_2) = \{(1, 2, 3, 4), (5, 6)\}$ and $(S_1, S_2)$ has type $(2, 1)$.

Permutations $\sigma$ in $\mathfrak{S}_{2k}$ act on pair-partitions $S$ of $\mathfrak{S}^{(2)}_k$ as follows:

$$\sigma \cdot \{(i_1, j_1), \ldots, (i_k, j_k)\} = \{\sigma(i_1), \sigma(j_1), \ldots, \sigma(i_k), \sigma(j_k)\}.$$  

Note that the type of a pair of pair-partitions is invariant by simultaneous action of the symmetric group, i.e., $(S_1, S_2)$ and $(\sigma \cdot S_1, \sigma \cdot S_2)$ have the same type.

4.2. The Gelfand pair $(\mathfrak{S}_{2k}, H_k)$ and its zonal spherical functions.

Representation-theoretical arguments from Section 3 should be replaced for $\alpha = 2$ by properties of the so-called Gelfand pair $(\mathfrak{S}_{2k}, H_k)$. Here, we review the necessary material about the theory of finite Gelfand pairs and the particular case $(\mathfrak{S}_{2k}, H_k)$. All statements of this Section can be found with proofs in [Mac95] Sections VII.1 and VII.2.

Let us consider the symmetric group $\mathfrak{S}_{2k}$ on $2k$ elements. Recall that permutations in $\mathfrak{S}_{2k}$ act on the set $\mathfrak{S}^{(2)}_k$ of pair-partitions. The set of permutations that fix $S_1$ is a subgroup of $\mathfrak{S}_{2k}$ called hyperoctahedral group and denoted by $H_k$. It is well-known that $H_k$ is isomorphic to the group of signed permutations. In particular, $|H_k| = 2^k k!$.

Here we will be interested in the double-class algebra $\mathbb{C}[H_k \backslash \mathfrak{S}_{2k} / H_k]$, that is the subalgebra of $\mathbb{C}[\mathfrak{S}_{2k}]$ that is invariant by left or right multiplication by an element of $H_k$. This algebra turns out to be commutative; hence $(\mathfrak{S}_{2k}, H_k)$ is called a Gelfand pair and $\mathbb{C}[H_k \backslash \mathfrak{S}_{2k} / H_k]$ its Hecke algebra. One can
show that two permutations $\sigma$ and $\tau$ in $S_k$ are in the same double $H_k$-coset (i.e., there exist $h$ and $h'$ in $H_k$ such that $\sigma = h \tau h'$) if and only if the pairs $(S_\sigma, \sigma \cdot S_\tau)$ and $(S_\sigma, \tau \cdot S_\tau)$ have the same type. The type of $(S_\sigma, \sigma \cdot S_\tau)$ is called coset-type of $\sigma$. It plays an analogous role to the cycle-type for $\alpha = 1$.

Given a Gelfand pair, one can define zonal spherical functions, that play a similar role to that of normalized characters in representation theory. In the case of the Gelfand pair $(\mathfrak{S}_{2k}, H_k)$, the zonal spherical functions are usually denoted by $w$ and indexed by partition $\mu$ of $k$. They are functions on the symmetric group $\mathfrak{S}_{2k}$ that only depend on the coset-type of the permutation. We will denote $w^\mu$ the value $w^\mu(\pi)$ of the zonal spherical function $w^\mu$ on any permutation $\pi$ of coset-type $\nu$. We also use the notation $w^\mu_{(S_1, S_2)}$ for $w^\mu$ if $(S_1, S_2)$ has type $\nu$.

Zonal spherical functions of $(\mathfrak{S}_{2k}, H_k)$ are connected to Jack polynomials by the following analogue of Frobenius formula (Section 2.3): $z_{2\nu} \theta^{(2)}_{\nu}(\mu) = |H_k|^w_{\mu}$. Recall that $|H_k| = 2^k!$ and $z_{2\nu} = \nu^{2(\nu)}$. We can therefore rewrite the above equality as

$$z_{2\nu} \theta^{(2)}_{\nu}(\mu) = 2^k!w^{\mu}_{\nu}.$$  

(33)

4.3. A family of polynomials indexed by pair-partitions. As in Section 3.2, we introduce an auxiliary family of polynomials, here indexed by three pair-partitions $S_0$, $S_1$ and $S_2$. Define

$$N_{(S_0, S_1, S_2)}(r, p) = \sum_{\substack{\nu \neq \mu \\
u \in \mathfrak{S}_k \to [d] \mu \in \mathfrak{S}_k \to [d]}} \left( \prod_{B \in \mathfrak{U}(S_0, S_2)} P_{\nu(B)} \right) \left( \prod_{B' \in \mathfrak{U}(S_0, S_1)} r_{\nu(B')} \right).$$  

(34)

Remark 4.3. As in the case $\alpha = 1$ — see Remark 3.2 — $N_{(S_0, S_1, S_2)}(r, p)$ could be equivalently defined using Stanley’s original version of multirectangular coordinates and the max-compatibility condition. In particular, the function $N_{(S_0, S_1, S_2)}$ defined here corresponds to the function $N^{(1)}_{(S_0, S_1, S_2)}$ in [FS11b] — see [FS11b] Lemma 3.9.

4.4. Combinatorial formulas. Given a partition $\mu \vdash k$, let $S^\mu_0$ and $S^\mu_2$ denote arbitrarily chosen pair-partitions of $[2k]$ so that the type of $(S^\mu_0, S^\mu_2)$ is $\mu$. We also choose an arbitrary set-partition $U_\mu$ so that the lengths of its part, sorted in decreasing order, are given by $2\mu := (2\mu_1, 2\mu_2, \ldots)$.

Proposition 4.4. The polynomials $\theta^{(2)}_{\mu}(r^p)$, $Z^{(2)}_{\mu}(r^p)$ and $R^{(2)}_{\mu}(r^p)$ are expressed in terms of $N_{(S_0, S_1, S_2)}$ as follows:

$$\theta^{(2)}_{\mu}(r^p) = \frac{(-1)^k}{2^l(\mu)} \sum_{S_0 \in \mathfrak{S}_k^{(2)}} (-2)^{l(\mu)} N_{(S_0, S^\mu_0, S^\mu_2)}(r, p);$$  

(35)

$$Z^{(2)}_{\mu}(r^p) = \frac{(-1)^k k!}{(2k)!} \sum_{S_0, S_1, S_2 \in \mathfrak{S}_k^{(2)}} w^{\mu}_{(S_0, S_1)} (-2)^{l(\mu)} N_{(S_0, S_1, S_2)}(r, p);$$  

(36)

$$R^{(2)}_{\mu}(r^p) = \frac{(-1)^k}{\prod_{l(2\mu_i)!}} \left[ \sum_{S_0, S_1, S_2 \in \mathfrak{S}_k^{(2)}} (-2)^{l(\mu)} N_{(S_0, S_1, S_2)}(r, p) \right].$$  

(37)

Proof. The first statement is a reformulation of [FS11b] Thm. 1.6.

To prove the second statement, we use Proposition 2.4 together with (35):

$$Z^{(2)}_{\mu}(r^p) = \sum_{\nu \vdash k} 2^{-\ell(\nu)} \theta^{(2)}_{\nu}(\mu) \frac{(-1)^k}{2^l(\nu)} \sum_{S_0 \in \mathfrak{S}_k^{(2)}} (-2)^{l(\mu)} N_{(S_0, S^\mu_0, S^\mu_2)}(r, p)$$

$$= (-1)^k 2^{-k} \sum_{\nu \vdash k} \theta^{(2)}_{\nu}(\mu) \sum_{S_0 \in \mathfrak{S}_k^{(2)}} (-2)^{l(\mu)} N_{(S_0, S^\mu_0, S^\mu_2)}(r, p).$$
From [FS11b] Lemma 2.4, for each partition $\nu \vdash k$, there are exactly $(2k)!/(z_\nu 2^{(\nu)})$ pairs $(S_1, S_2)$ of pair-partitions of $[2k]$ with type $\nu$. Therefore,

$$Z_\mu^*(r^p) = (-1)^k 2^{-k} \sum_{S_0, S_1, S_2 \in \Theta_k^{(2)}} \frac{z_\nu 2^{(\nu)}}{(2k)!} g_{(2)}^{(\nu)}(\mu)(-2)^{\ell(S_0, S_1)} N(S_0, S_1, S_2)(r, p),$$

where $\nu$ is the type of $(S_1, S_2)$. Using Eq. (33), the expression above further simplifies to:

$$Z_\mu^*(r^p) = (-1)^k k! \sum_{S_0, S_1, S_2 \in \Theta_k^{(2)}} w_\nu(-2)^{\ell(S_0, S_1)} N(S_0, S_1, S_2)(r, p).$$

Let us now prove Eq. (37). Specializing Proposition 2.3 for $\alpha = 2$, we get

$$\mathcal{R}_\mu^*(r^p) = \sum_{\nu \vdash k} \frac{L_{\nu, \mu}}{z_\nu} g^{(2)}(\lambda) = \frac{-1}{2^{(\nu)}} \sum_{\nu \vdash k} (-2)^{\ell(S_0, S_1)} N(S_0, S_1, S_2)(r, p).$$

Using the same trick as above, we rewrite this as:

$$\mathcal{R}_\mu^*(r^p) = (-1)^k \sum_{S_0, S_1, S_2 \in \Theta_k^{(2)}} \frac{z_\nu 2^{(\nu)}}{(2k)!} L_{\nu, \mu} (-2)^{\ell(S_0, S_1)} N(S_0, S_1, S_2)(r, p),$$

where $\nu$ denotes the type of $(S_1, S_2)$. From a straight-forward variant of Lemma 2.1, $L_{\nu, \mu}$ is the number of functions $f : [2k] \to \ell(\mu)$, that are constant on blocks of $U(S_0, S_1)$ and such that, each number $i$ has exactly $2\mu_i$ pre-images by $f$. Hence,

$$\mathcal{R}_\mu^*(r^p) = (-1)^k \sum_{\nu \vdash k} \frac{z_\nu 2^{(\nu)}}{(2k)!} \left[ \sum_{S_0, S_1, S_2 \in \Theta_k^{(2)}} (-2)^{\ell(S_0, S_1)} N(S_0, S_1, S_2)(r, p) \right].$$

One can easily prove that the expression in bracket does not depend on $f$. Recall that the number of functions $f$ with $|f^{-1}(i)| = 2\mu_i$ (for all $i \leq \ell(\mu)$) is $(2k)!/\prod_i (2\mu_i)!$. Hence, if $f_0$ is such a function (arbitrarily chosen), we have:

$$\mathcal{R}_\mu^*(r^p) = \frac{-1}{(2k)!} \left[ \sum_{S_0, S_1, S_2 \in \Theta_k^{(2)}} (-2)^{\ell(S_0, S_1)} N(S_0, S_1, S_2)(r, p) \right].$$

But we can assume without loss of generality that the partition $\Pi(f_0) = U_\mu$. Moreover, $U(S_0, S_1) \leq U_\mu$ is by definition equivalent to $S_0 \leq U_\mu$ and $S_1 \leq U_\mu$. This completes the proof of Eq. (37).

4.5. Discussion. As mentioned earlier, despite the combinatorial formulas given in Proposition 4.4, we have not been able to prove Conjecture 1.4 for $\alpha = 2$. Let us explain briefly why.

The core of the proof of Theorem 1.2 is Lemma 3.6 what is before is mainly formal manipulations that are independent of the specific structure for $\alpha = 1$. Most ingredients of the proof of Lemma 3.6 have an analogue for $\alpha = 2$:

- $X_\mu$ can be replaced by $X_\mu^{(2)} := \sum_{\pi \in S_{2k}} w(\pi) \pi$, which form a basis of orthogonal quasi-idempotents in $\mathbb{C}[H_k] \otimes_{\mathbb{Z}_k} H_k$ [Mac95 Section VII.1].
- The factor $(-2)^{\ell(S_0, S_1)}$ in Eq. (36) can be interpreted (up to a constant factor) as the zonal spherical function $w(S_0, S_1)^{(1)}$ indexed by a one-column partition [Mac95 Section VII.2, Example 2.(b)]; therefore $\Sigma_V$ has a natural analogue $\Sigma_V^{(2)} := \sum_{\tau \in S_V} w^{(1)}(\tau) \tau$.
These elements are quasi-idempotents and self-conjugate, as in the case \( \alpha = 1 \). Only the final manipulation of the proof of Lemma 3.6 cannot be performed for \( \alpha = 2 \) since \( X_\mu^{(2)} \) is not a central element.

Computer exploration shows that the analogue of the quantity \( B^\alpha_{ST} \) is sometimes negative. Therefore a different approach has to be used to prove Conjecture 1.4 for \( \alpha = 2 \).

5. Positivity of \( R^{(\alpha)}_{(k)} \) in the falling factorial basis

In this section, we prove combinatorially Theorem 1.5 for each \( k \geq 1 \), the quantity \( R^{(\alpha)}_{(k)}(\mathcal{P}) \) has nonnegative coefficients in the \( \alpha \) falling factorial basis. The proof is based on a combinatorial formula for Jack polynomials, given by Knop and Sahi in [KS97].

5.1. The Knop–Sahi combinatorial formula. Following Knop and Sahi, an admissible tableau of shape \( \lambda \) is a filling of the Young diagram \( \lambda \) with positive integers such that

1. \( T(i,j) \neq T(i',j) \) whenever \( (i,j) \) is in \( T \), \( j > 1 \) and \( i < i' \),
2. the same number does not appear twice in a column.

As an example,

\[
\begin{array}{cccc}
1 & 3 & 2 & 2 \\
4 & 4 & 1 \\
6 & 2 \\
2 & 5
\end{array}
\]

is an admissible tableau (rows are numbered from top to bottom). A box \((i,j)\) in an admissible tableau \( T \) is critical if \( j > 1 \) and \( T(i,j) = T(i,j-1) \). The two boxes with bold entries are critical in the example above. The weight of an admissible tableau is defined as

\[ d_T(\alpha) = \prod_{\square \in T \text{ critical}}[\alpha(a_\lambda(\square) + 1) + (l_\lambda(\square) + 1)], \]

where \( a_\lambda(\square) \) and \( l_\lambda(\square) \) are the arm- and leg-lengths, as defined in Section 2.1.

Knop and Sahi give a combinatorial formula for the Jack symmetric functions as a weighted sum over admissible tableaux:

**Theorem 5.1** (F. Knop, S. Sahi, [KS97]). For any Young diagram \( \lambda \),

\[ J_\lambda^{(\alpha)} = \sum_T d_T(\alpha) \prod_{s \in T} x_{T(s)} \]  \quad (39)

where the (infinite) sum is taken over all admissible tableaux of shape \( \lambda \).

By definition of \( R^{(\alpha)}_{(k)} \), for \( |\lambda| = n \geq k \), one has

\[ R^{(\alpha)}_{(k)}(\lambda) = \frac{1}{(n-k)!} [m_{(k,1^{n-k})}] J_\lambda^{(\alpha)} \]  \quad (40)

where \([m_{(k,1^{n-k})}] F\) denotes the coefficient of \( m_{(k,1^{n-k})} \) in the symmetric function \( F \). Equivalently, this is the coefficient of any monomial whose exponent is a permutation of \((k,1^{n-k})\), for instance \( x_1^k x_2 \ldots x_{n-k+1} \). Therefore one has

\[ R^{(\alpha)}_{(k)}(\lambda) = \frac{1}{(n-k)!} \sum_T d_T(\alpha) \]  \quad (41)

where the sum is taken over all admissible tableaux of shape \( \lambda \) and of type \((k,1^{n-k})\), that is having \( k \) entries equal to 1, and one entry equal to each \( i \) between 2 and \( n-k \).

We now give an easy equivalent formulation of Eq. (41), more suitable for our purpose.

**Definition 5.2.** A Knop–Sahi hook tableau of shape \( \lambda \) is the following data:

1. a set of \( k \) boxes, called marked boxes, in different columns of \( \lambda \), such that no marked box is down-right to another marked box in two adjacent columns;
2. the right box in a pair of two adjacent marked boxes in a row is called critical;
3. every critical box has
• either a right arrow pointing at a box which is weakly to its right,
• or a down arrow pointing at a box which is strictly below it,
• or no arrow at all.

(4) each critical box with a right-pointing arrow has weight $\alpha$, and all other boxes has weight 1.

The set of Knop–Sahi hook tableaux of shape $\lambda$ is denoted $\mathcal{HT}(\lambda, k)$. The weight $w$ of a tableau in $\mathcal{HT}(\lambda, k)$ is the product of the weights of the boxes in the tableau.

Example 5.3. A Knop-Sahi hook tableau of shape $\lambda = (9, 9, 7, 5)$ with $k = 8$ marked boxes is represented below. Marked boxes are represented with the symbol $\ast$. Five of these marked boxes are critical. Instead of using arrows, a superscript number $j$ indicates an arrow pointing at the box $j$ steps to the right, while a subscript number indicates a down-pointing arrow, pointing at the box $j$ steps below. As there are three right-pointing arrows (three superscript numbers), the weight of this particular tableau is $\alpha^3$.

\[
\begin{array}{cccccc}
\ast & \ast & \ast & \ast^2 & \ast^3 & \ast^4 \\
\ast & \ast & \ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast & \ast & \ast \\
\end{array}
\]

Proposition 5.4. For any integer $k \geq 1$ and Young diagram $\lambda$, one has:

\[
\mathcal{R}_{(k)}^{(\alpha)}(\lambda) = \sum_{T \in \mathcal{HT}(\lambda, k)} w(T).
\]

Proof. If $n < k$ both sides are trivially equal to 0, so let us focus on $n \geq k$.

We start from Eq. (41). Consider an admissible tableau of shape $\lambda$ and type $(k, 1^n-k)$. The $k$ boxes filled with 1 satisfy Condition 1 of Definition 5.2.

Moreover, the conditions defining admissible tableaux only involve pair of boxes with the same value. Hence, we can permute entries $2, \ldots, n-k+1$ in an admissible tableau of type $(k, 1^n-k)$ and get another admissible tableau of type $(k, 1^n-k)$. As the weight is also defined using only pairs of boxes with the same value, this operation does not change the weight.

Finally, every placement of $k$ entries equal to 1 in $\lambda$ respecting Condition 1 of Definition 5.2 can be completed in $(n-k)!$ ways to an admissible tableaux of type $(k, 1^n-k)$, each with the same weight.

Therefore, Eq. (41) can be rewritten as follows:

\[
\mathcal{R}_{(k)}^{(\alpha)}(\lambda) = \sum_{T} d_T(\alpha),
\]

where the sum runs over sets $T$ of $k$ boxes as in Item 1 of Definition 5.2 and

\[
d_T(\alpha) = \prod_{\Box \in T \text{ critical}} \left[ \alpha(a_\lambda(\Box) + 1) + (l_\lambda(\Box) + 1) \right].
\]

Critical is here defined as in Item 2 in Definition 5.2.

Now, Items 3 and 4 in Definition 5.2 ensure that the total weighted counts agree: a critical box $\Box$ has $a_\lambda(\Box) + 1$ possible right-pointing arrows each with weight $\alpha$ and $l_\lambda(\Box)$ possible down-pointing arrows each with weight 1. To this should be added the possibility of having no arrow, in which case the box also has weight 1.

We cannot prove Theorem 1.5 directly from Proposition 5.4. In the next subsection, we shall give another equivalent combinatorial description of $\mathcal{R}_{(k)}^{(\alpha)}(\lambda)$.

5.2. A new combinatorial formula for hook monomial coefficients. We now give a weight-preserving bijection from $\mathcal{HT}(\lambda, k)$ to a second family of tableaux, called permuted tableaux. The latter is easier to analyze with respect to multi-rectangular coordinates, see Section 5.3.
5.2.1. Left-to-right minima. Recall that $\mathcal{S}_j$ denotes the set of permutations of size $j$. We shall here view permutations as words. By definition, the $i$-th entry $\pi_i$ of a permutation $\pi$ is a left-to-right minimum if, for any $i' < i$, one has $\pi_{i'} > \pi_i$. In other terms, when we reach $\pi_i$, reading the permutation from left to right, the value $\pi_i$ is the minimum of the already read entries. As an example, $4 2 5 1 3$ has three left-to-right minima $\pi_1 = 4$, $\pi_2 = 2$ and $\pi_4 = 1$.

The number of left-to-right minima of a permutation $\pi$ will be denoted $\text{lrmin}(\pi)$. All permutations have at least one left-to-right minimum, its first letter $\pi_1$.

Observe that each permutation $\pi$ of $j + 1$ can be obtained uniquely from a permutation $\hat{\pi}$ of $j$ by inserting the letter $j + 1$ in some position in the word of $\hat{\pi}$. The number of left-to-right minima is easily tracked through this process:

- if the new maximum $j + 1$ is inserted at the beginning of the permutation, then $\text{lrmin}(\pi) = 1 + \text{lrmin}(\hat{\pi})$.
- otherwise, $\text{lrmin}(\pi) = \text{lrmin}(\hat{\pi})$. We will refer to this case by saying that the new maximum $j + 1$ is inserted inside the permutation $\hat{\pi}$.

An immediate consequence, obtained by induction, is the following formula for the generating polynomial of $\text{lrmin}$:

$$\sum_{\pi \in \mathcal{S}_j} t^{\text{lrmin}(\pi)} = t (t + 1) \cdots (t + j - 1),$$

or, equivalently,

$$\sum_{\pi \in \mathcal{S}_j} t^{j - \text{lrmin}(\pi)} = (1 + t) \cdots (1 + (j - 1)t).$$

5.2.2. Our new formula: first version.

Definition 5.5. Let $\mathcal{PT}(\lambda, k)$ be the set of tableaux of shape $\lambda$ and $k$ marked boxes, labeled with positive integers, with the following properties:

(1) No two marked boxes appear the same column;
(2) if a row $r$ contains $j$ marked boxes, then reading the labels from left to right give a permutation $\pi_r$ in $\mathcal{S}_j$;
(3) the weight of a row $r$ with label permutation $\pi_r$ in $\mathcal{S}_j$ is given by $\alpha^j - \text{lrmin}(\pi_r)$, where $\text{lrmin}$ denotes the number of left-to-right minima.

The weight $w(T)$ of a tableau $T$ in $\mathcal{PT}(\lambda, k)$ is given by the product of the weights of the rows.

Example 5.6. The following is a permuted tableau of weight $\alpha^3$: indeed, the permutation in the first row, $2 1$, and the permutation in the second row, $4 1 5 2 3$, have both two left-to-right minima, while the trivial permutation in the last row, 1, has one left-to-right minimum.

$$\begin{array}{cccc}
2 & 1 & 5 & 2 3 \\
4 & 1 & & \\
& 1 & & \\
\end{array}$$

The purpose of the subsection is to prove the following new combinatorial formula for $\mathcal{R}_k(\alpha)(\lambda)$.

Proposition 5.7. For any integer $k \geq 1$ and Young diagram $\lambda$, one has:

$$\mathcal{R}_k(\alpha)(\lambda) = \sum_{T \in \mathcal{PT}(\lambda, k)} w(T).$$

Structure of the proof. We will construct a weight-preserving bijection $\Psi : \mathcal{HT}(\lambda, k) \to \mathcal{PT}(\lambda, k)$; see Lemmas 5.9 and 5.11 below. The proposition then follows from Proposition 5.4. □
5.2.3. The map $\Psi$. We start with a Knop–Sahi hook tableau $T$. To define its image by $\Psi$, first replace the right-most marked box by a 1. Then we shall process marked boxes from right to left. The box being processed is called the active box. At each stage, but the last, the next active box gets a label, which is a positive integer. Therefore, already processed boxes, as well as the active box being processed, have a label.

We shall often assign to a box the new maximal label in its row. This simply means that we give it label $m = 1 + \max(b_1, \ldots, b_l)$, where $b_1, \ldots, b_l$ are the labels of already labeled boxes in the considered row. If the considered row has no labeled boxes yet, take by convention $m = 1$.

We now explain how to process boxes in a case-by-case fashion:

**Case (N): The active box is not critical or has no arrows.** Do nothing with the active box. If the active box is not the left-most marked box of the tableau, i.e., if this is not the last step, assign to the next active box the maximal label in its row.

This is represented in the Figure below. The dots indicate that there may be some columns without marked boxes between the current active box and the next one. Note also that the next active box can be above, below, or in the same row as the current active box — this is not relevant here.

Case (D): The active box is critical and has a down-pointing arrow. First give the label $a$ of the active box to the next active box (which is immediately on its left, as the active box is critical). Then unmark the active box and mark instead the pointed box; assign to it the maximal label in its row.

Case (R): The active box is critical and has a right-pointing arrow.

- **Subcase (Re), the column containing the pointed box is empty.** Proceed exactly as in case (D).

- **Subcase (Ra), there is already a marked box $b_1$ weakly above the pointed box in the same column.** Do as in case (Re). In addition, we perform a shift of marked boxes in the same row as $b$ as displayed below. This operation ensures that we never have two marked boxes in the same column.

- **Subcase (Rb), there is already a marked box $b_1$ strictly below the pointed box in the same column.** We do as in Subcase (Ra) above, except that the new marked box is not the pointed box, but the former box $b_1$; see Figure below.
The special case where the active box has a right arrow pointing to itself is considered as a
degenerate case of \((Ra)\).

When all marked boxes have been processed, we get a tableau \(T'\) with labeled marked boxes. We set
\(\Psi(T) = T'\).

**Example 5.8.** This example illustrates the map described above. We start from the Knop-Sahi hook
tableau \(T\) from Example 5.3. The first step is to assign label 1 to the right-most box and we get:

\[
\begin{array}{ccc}
* & a & \rightarrow \\
* & * & * \\
* & * & 1 \\
* & 2 & 1 \\
\end{array}
\]

Since this box, which is the first active box, has a down pointing arrow, we apply rule \((D)\). The label 1 is
transferred to the box immediately at his left, and instead of the active box, we mark the pointed box, in the
same column, one row below. This box gets the new maximal label in its row, 1:

\[
\begin{array}{ccc}
* & * & 1 \\
* & * & 1 \\
* & 1 & 2 \\
* & 2 & 1 \\
\end{array}
\]

In the next step, the new active box has a right-pointing arrow, one step to the right. The column the
arrow points already contains a marked box below the pointed box, so we apply rule \((Rb)\). In the step after
that, we again apply rule \((Rb)\). These two steps are represented below.

\[
\begin{array}{ccc}
* & 1 & 2 \\
* & 1 & 2 \\
* & 1 & 3 \\
* & 2 & 1 \\
\end{array}
\]

The active box is now the left-most 1, which is not a critical box. We apply rule \((N)\) and assign to the
next active box the new maximal value in its row, that is 4. This new active box has a down-pointing
arrow, so that we apply rule \((D)\). These two steps are represented below.

\[
\begin{array}{ccc}
* & 4 & 1 \\
* & 4 & 1 \\
* & 1 & 2 \\
* & 2 & 1 \\
\end{array}
\]

In the next step, the active box has a right-arrow pointing to a column 4 steps to the right. The pointed
box is already occupied, so that we apply rule \((Ra)\). In the next step, the active box is not critical, so that
we give to the future active box the new maximum label in its row.

\[
\begin{array}{ccc}
2 & 4 & 1 \\
2 & 4 & 1 \\
2 & 1 & 2 \\
2 & 1 & 3 \\
\end{array}
\]

The left-most marked box is not critical — it never is by definition — and we do nothing. Finally we get
the permuted tableau from Example 5.6.

**Lemma 5.9.** Let \(T\) be in \(HT(\lambda,k)\). The output of the above-described function \(\Psi(T)\) is a permuted
tableau in \(PT(\lambda,k)\). Moreover, \(\Psi\) is weight-preserving.

**Proof.** It is straightforward to check by a case-by-case analysis that the following is true at each stage of
the construction.

- Marked boxes are in different columns.
- The labeled marked boxes in a given row form a permutation. Indeed, when we label a new
  box in a row, we always assign it the \(1 + \max(b_1, \ldots, b_l)\), where \(b_1, \ldots, b_l\) are the labels already
  present in this row. This clearly preserves the fact that the labels form a permutation.
• Neither the shape, nor the total number of marked boxes are changed.

The weight-preserving property is also obtained by a case-by-case analysis:

• In cases \( [N] \) and \( [D] \), we add a new maximum at the beginning of the permutation \( \pi \) corresponding to some row. This does not change the statistics \( j - lrmin(\pi) \): the number of left-to-right minima and the size of the permutation both increase by 1. This fits with boxes without arrows (either critical or non-critical) and critical boxes with down-pointing arrows having weight 1.

• In cases \( [Re] \), \( [Ra] \) and \( [Rb] \), we add a new maximum inside the permutation \( \pi \) corresponding to some row. Then the statistics \( j - lrmin(\pi) \) increases by 1: the size increases, but not the number of left-to-right minima. This fits with critical boxes with right-pointing arrows having weight \( \alpha \).

\[ \square \]

5.2.4. The reverse map \( \Phi \). We start from a permuted tableaux \( T' \). To define its image \( \Phi(T') \), we shall process marked boxes from left to right. As before, the box being processed is called active. At each stage, marked boxes on the right of the active box have labels, while marked boxes on the left are unlabeled. Already processed critical boxes might have arrows.

As above, we describe our procedure in a case-by-case fashion.

Case (M): the active box has the maximal label in its row and there is no marked box in the column immediately to the right of the active box strictly below the active box. When we apply \( \Psi \), this situation may only occur after a step \( [N] \). To reverse this step, one has just to remove the label of the active box.

\[ m \quad \Rightarrow \quad * \]  \hspace{1cm} (M)

A marked box in the column immediately to the right of the active box strictly below the active box would correspond to the forbidden pattern in Knop–Sahi hook tableau, Item 1 of Definition 5.2 (which is allowed in permuted tableaux). This explains why this case has to be treated separately; see case (B) below.

Case (E): The label of the active box is not the maximum in its row and the column immediately to the right of the active box is empty. When we apply \( \Psi \), this situation may only occur after a step \( [Re] \). To reverse this step, we should do the following.

Call \( a \) the label of the active box. Look for the box \( \square_m \) containing the maximal label in the row of the active box. We unmark this box, and replace it by a new marked box immediately to the right of the active box. This new marked box gets label \( a \) — the active box is now unlabeled — and an arrow pointing to \( \square_m \).

\[ a \quad m \quad \Rightarrow \quad * \quad a \]  \hspace{1cm} (E)

Case (A): The label of the active box is not the maximum in its row and there is a marked box \( \square_b \) in the column immediately to the right of the active box weakly above the active box. When we apply \( \Psi \), this situation may only occur after a step \( [Ra] \). To reverse this step, we should do the following.

Do as in case (E). In addition, we perform a shift of the marked boxes in the row as \( \square_b \) as in the following picture.

\[ b_1 \quad b_{l-1} \cdots b_1 \quad \square \quad \square \quad b_l \cdots b_2 \quad b_1 \]

\[ \Rightarrow \]

\[ a \quad m \quad \square \quad * \quad a \]  \hspace{1cm} (A)

Case (B): there is a marked box \( \square \) in the column immediately to the right of the active box strictly below the active box.

Subcase (Bm): the label of this marked box \( \square_m \) is the maximum \( m \) in its row. When we apply \( \Psi \), this situation may only occur after a step \( [D] \). To reverse this step, we should do the following.
Unmark box \( m \) and mark instead the box immediately to the right of the active box. Assign to this new marked box an arrow pointing to \( m \) and give it also the label of the active box – the active box is now unlabeled.

\[
\begin{array}{c|c|c|c|c|c|c|c|c|c|c|c|c|c}
& a & \ast & a \\
\hline
m & & & & & & & & & & & & \\
\end{array}
\]

\((Bm)\)

Subcase \((Bn)\): the label of this marked box \( m \) is not the maximum \( m \) in its row. When we apply \( \Psi \), this situation may only occur after a step \((Rb)\). To reverse this step, we should do the following.

Look for the box \( m \) with maximal label \( m \) in the row of \( b \). Unmark this box and mark instead the box immediately to the right of the active box. Assign to this new marked box a right arrow pointing to the column of \( m \), and give it the label \( a \) of the active box – the active box is now unlabeled. Finally, perform a shift as in Case \((A)\) to avoid having two boxes in the same column.

\[
\begin{array}{c|c|c|c|c|c|c|c|c|c|c|c|c|c}
& a & \ast & a \\
\hline
& & & & & & & & & & & & \\
\end{array}
\]

\((Bn)\)

When all marked boxes have been processed, we get a tableau \( T \) with marked boxes and arrows pointing from critical boxes. We set \( \Phi(T') = T \).

**Example 5.10.** Here is an example of the inverse mapping. Start from the following tableau

\[
T' = \begin{array}{cc|cc|c|c}
2 & 2 & 3 & 1 \\
2 & 1 & 3 & 4 \\
2 & 3 & 1 & & \\
\end{array}
\]

The left-most marked box is the first active box. As it is not the maximal in its row and the box at its upper right is marked, we apply rule \((A)\). Note that the maximum label in its row is 4. We get

\[
\begin{array}{cc|cc|c|c}
\ast & 2^8 & 1 & 3 & 1 \\
\ast & 2^3 & 1 & & \\
\ast & 2^2 & 1 & & \\
\end{array}
\]

where the superscript 8 represents an arrow pointing 8 boxes to the right, that is to the box which used to contain 4.

The new active box is the 2 in the second column. There is a marked box immediately to its right and below it, so that we are in case \((B)\). As this box is not the maximum in its row, we apply rule \((Bn)\).

\[
\begin{array}{cc|cc|c|c}
\ast & e^3 2^4 1 & 3 & & \\
\ast & e^2 3 & & & \\
\ast & e^1 2 & & & \\
\end{array}
\]

where the superscript 2 indicates a right arrow pointing two boxes to the right, which is the column that used to contain the maximum of the third row.

We proceed further and apply rules \((A)\) and \((Bm)\) to the boxes in the third and fourth columns, respectively. We get:

\[
\begin{array}{cc|cc|c|c}
\ast & e^3 2^4 1 & 2 & 3 & 1 \\
\ast & e^2 3 & 2 & 1 & 1 \\
\ast & e^1 2 & & & \\
\end{array}\end{array}
\]

\[
\begin{array}{cc|cc|c|c}
\ast & e^3 2^4 1 & 2 & 3 & 1 \\
\ast & e^2 3 & 2 & 1 & 1 \\
\ast & e^1 2 & & & \\
\end{array}
\]

The next active box (in the fifth column) has the maximal label in its row, so that we just remove its label, according to rule \((M)\). After this operation, the same holds for boxes in seventh and eighth column, so we
also remove their label (see left figure below). We now perform rule (A) to the box in the ninth column. The maximum in its row is 3. We get

$$\begin{array}{cccc}
\ast & s^2 & s^1 & \ast \\
\ast & s^1 & \ast \\
\ast
\end{array} \rightarrow \begin{array}{cccc}
\ast & s^2 & s^1 & \ast \\
\ast & s^1 & \ast \\
\ast
\end{array}$$

The superscript 0 indicates a right arrow pointing to the box itself. This is a degenerate case of rule (A), where the maximum in the row of the active box happens to be in the box immediately to its right.

The last two steps consist in applying twice rule (M), that is in removing the last two labels. We get

$$\Phi(T') = \begin{array}{cccc}
\ast & s^2 & s^1 & \ast \\
\ast & s^1 & \ast \\
\ast
\end{array}.$$

**Lemma 5.11.** Let $T'$ be in $\mathcal{PT}(\lambda, k)$. Then $\Phi(T')$ is an element of $\mathcal{HT}(\lambda, k)$. Moreover, $\Phi$ is the compositional inverse of $\Psi$.

**Proof.** It is straightforward to check that, along the procedure, we never have two marked boxes in the same column or two unlabeled marked boxes forming the forbidden pattern of Knop-Sahi hook tableaux. Note also that we only assign arrows to critical boxes, pointing either to a box weakly on its right in the same row or strictly below in the same column. Moreover, neither the shape, nor the number of marked boxes is modified. This implies that the output $\Phi(T')$ is an element of $\mathcal{HT}(\lambda, k)$.

Now, $\Phi$ is the compositional inverse of $\Psi$ since, by construction, every step of $\Phi$ reverses a step of $\Psi$: $\{M\}$ for $\{N\}$, $\{E\}$ for $\{Re\}$, $\{A\}$ for $\{Ra\}$, $\{Bn\}$ for $\{D\}$, and $\{Bn\}$ for $\{Rb\}$. □

5.2.5. **Our new formula: second version.** Here we view a Young diagram $\lambda$ as a set of boxes. In particular, $A \subseteq \lambda$ means that we consider a subset of the set of boxes of $\lambda$. Such a subset is called **column-distinct** if no two elements of $A$ are in the same column. Rows of the diagram $\lambda$ will also be considered as subsets of the set of boxes of $\lambda$.

With this viewpoint, Proposition 5.7 can be rewritten as follows.

**Theorem 5.12.** For any integer $k \geq 1$ and Young diagram $\lambda$, one has:

$$\frac{1}{k!} J_{(\alpha)}^{(\lambda)} = \sum_{A \subseteq \lambda, |A|=k} \prod_{\text{row of } \lambda} P_{|R \cap A|}(\alpha) ,$$

where, for $i \geq 0$, we set $P_i(\alpha) = \prod_{j=0}^{i-1} (1 + j \alpha)$.

**Proof.** Recall that the first equality has been proved in Section 2.6, so let us focus on the second.

To a permuted tableau $T \in \mathcal{PT}(\lambda, k)$, we can associate its set $M(T)$ of marked boxes: this is a column-distinct subset of cardinality $k$ of the set of boxes of $\lambda$.

Conversely each column-distinct subset $A$ of cardinality $k$ of $\lambda$ is obtained from $\prod_{R \cap A \neq \emptyset} |R \cap A|!$ permuted tableaux, where the product is taken over rows of $\lambda$. Indeed to obtain such a tableau, one has to choose for each row $R$ a permutation of size $|R \cap A|$, which gives the labels of marked boxes in this row.

From the definition of the weight of permuted tableaux and Eq. 43, we get that, for any column-distinct subset $A$ of cardinality $k$ of $\lambda$,

$$\sum_{T \in \mathcal{PT}(\lambda, k), M(T) = A} w(T) = \prod_{\text{row of } \lambda} P_{|R \cap A|}(\alpha).$$

Summing over $A$ and using Proposition 5.7 we get our theorem. □
5.3. Nonnegativity in \( \alpha \) falling factorial basis.

Proof of Theorem 5.7 We start from Theorem 5.12
\[
\frac{1}{\mathfrak{N}} J^{(\alpha)}_{\lambda,k}(\lambda) = \mathcal{S}^{(\alpha)}_{\lambda,k}(\lambda) = \sum_{A \in \mathcal{CD}(\lambda,k)} w(A),
\]
where \( \mathcal{CD}(\lambda,k) \) is the set of column-distinct subsets \( A \) of \( \lambda \) of size \( k \) and \( w(A) := \prod_{R \in A} P_{|R|}^{(\alpha)}(1) \), the product running over rows of \( \lambda \). We will explain how to associate to sets \( A \) a skeleton \( \hat{A} \), and split the sum above according to this skeleton.

Let \( \lambda = r^p \) be given by its multi-rectangular coordinates; see Fig. 1. Each box in \( \lambda \) belongs to some unique rectangle \( p_i \times r_j \). We label the corresponding row and column by \( i \) and \( j \), respectively. Then we remove rows and columns which contain no boxes of \( \lambda \). For example, Eq. (44) shows a set \( A \) with 5 boxes in \( \lambda = r^p \) for \( p = (1,2,2,3) \), \( q = (4,2,3,2) \) and the construction of its skeleton \( \hat{A} \).

\[
A = \begin{array}{cccccccc}
4 & 4 & 4 & 4 & 3 & 3 & 2 & 2 & 1 & 1 \\
2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\end{array}
\quad \rightarrow \quad \hat{A} = \begin{array}{cccc}
1 & 2 & 2 & 2 \\
2 & 2 & 2 & 2 \\
\end{array}
\quad (44)
\]

Fix a skeleton \( \hat{A}_0 \). We define \( a_i \) and \( b_i \) as the number of rows and columns, respectively, labeled \( i \). In the example above, \( a = (1,1,0,1) \) and \( b = (1,1,0,3) \).

Note that if the size \( k \) of \( |A| \) and the number of entries in \( p \) and \( r \) is fixed, there is only a finite number of such possible skeletons. Moreover, \( A \) being column-distinct is equivalent to its skeleton being column-distinct. Also note that if two sets \( A \) have the same skeleton, they also have the same weight \( w(A) \). We therefore have:
\[
\sum_{A \in \mathcal{CD}(r^p,k), \hat{A}=\hat{A}_0} w(A) = w(A_0) \cdot |\{A \in \mathcal{CD}(r^p,k), \hat{A} = \hat{A}_0\}| \quad (45)
\]

It suffices to show that for each skeleton \( \hat{A}_0 \), the quantity (45) has non-negative coefficients in the falling factorial basis. Since \( w(A_0) \) is a nonnegative polynomial in \( \alpha \), we focus on the number of sets \( A \) with a given skeleton \( \hat{A}_0 \).

To construct such a set \( A \) of shape \( \lambda = r^p \), we need to choose how to distribute the rows and columns. Consider \( a \) and \( b \) in the skeleton \( \hat{A}_0 \) as above. For each \( i \), we need to choose rows of \( \lambda \) corresponding to the \( a_i \) rows labeled \( i \) in \( \hat{A} = \hat{A}_0 \). Since \( \lambda \) has \( p_i \) rows labeled \( i \), this can be done in \( \binom{p_i}{a_i} \) ways. A similar reasoning holds for selecting the columns, so there are in total
\[
\prod_i \binom{p_i}{a_i} \times \prod_j \binom{r_j}{b_j}
\]
subsets \( A \) of \( \lambda \) with shape \( r^p \) that have \( \hat{A}_0 \) as skeleton. This expression is non-negative in the falling factorial basis. \( \square \)

Remark 5.13. A similar proof, starting directly from Proposition 5.4 would not be possible. Indeed, Condition 1 in Definition 5.2 as well as the definition of critical boxes, do not depend only on the skeleton as they involve the notion of adjacent columns.

6. Computer experiments

We now briefly describe our computer methods to verify Conjecture 1.4 for small \( \mu \). To our knowledge, there is no straightforward way to obtain \( J^{(\alpha)}_{\mu} (r^p) \) in terms of multi-rectangular coordinates. Our method is based on data available from Lasalle’s web page. Lassalle gives a table of expressions of \( \theta^{(\alpha)}_{\mu} \) in terms of free cumulants, for small partitions \( \mu \). A similar table for shifted Jack is computed using

\[http://igm.univ-mlv.fr/~lassalle/free.html\]
Proposition 2.4. Finally, free cumulants are expressed in terms of multi-rectangular coordinates, using the recursive equations given in [Rat08] (we have slightly adapted these equations since Rattan considered Stanley’s version of multirectangular coordinates, while we use the more symmetric one, but this does not create any difficulty). Then it is straightforward to expand this in the falling factorial basis and check for positivity.

It would be interesting to find an algorithm to directly compute $J_{\mu}(\alpha)(rP)$ in terms of multi-rectangular coordinates.
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