Tuning the tunnel coupling of quantum dot molecules with longitudinal magnetic fields
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We show that the energy splitting between the bonding and antibonding molecular states of holes in vertically stacked quantum dots can be tuned using longitudinal magnetic fields. With increasing field, the energy splitting first decreases down to zero and then to negative values, which implies a bonding-to-antibonding ground state transition. This effect is a consequence of the enhancement of the valence band spin-orbit interaction induced by the magnetic field, and it provides a flexible mechanism to switch the molecular ground state from bonding to antibonding.

PACS numbers: 73.21.La, 73.40.Gk, 78.67.Hc

When two semiconductor quantum dots (QDs) are placed close to each other, the atomic-like states of the individual dots hybridize forming bonding (nodeless) and antibonding (nodal) molecular-like states, in analogy with diatomic molecules. The energy splitting between the bonding and antibonding states is given by tunnel coupling strength, i.e., the overlap between the atomic-like orbitals in the interdot barrier. The ability to manipulate this coupling in a controllable way while preserving the quantum coherence is important for the development of various device applications of coupled quantum dots (CQDs) in spintronics, optoelectronics, and quantum information technologies.

In electrostatically confined CQDs, where the dots are usually laterally coupled, accurate control can be achieved through the gate voltage or perpendicular magnetic fields. Yet, large transverse fields may be required to obtain a sizeable reduction of the valence band mixing of holes was responsible for a striking bonding-to-antibonding reversal of the ground state of CQDs with increasing interdot distance. Here we show that such a reversal can be also induced by a longitudinal magnetic field, as it enhances the valence band mixing.

In order to investigate this effect we describe the hole states in CQDs using a four-band Luttinger-Kohn k·p Hamiltonian, which includes heavy hole (IH) and light hole (LH) coupling via spin-orbit (SO) interaction. Details of the theoretical method are given in Ref. [19]. This model correctly described the qualitative features observed in related experiments. A magnetic field along the z direction is included using a vector potential in the symmetric gauge, \( A = B/2 (-y, x, 0) \). The spin Zeeman splitting is neglected, as it simply provides a small numerical correction to the orbital effects discussed here. The QDs we consider are disk-shaped and they have circular symmetry. Thus, the CQD potential reads \( V(\rho, z) = V(\rho) + V(z) \). Here, \( V(\rho) \) is an infinite well and \( V(z) \) is a double rectangular well, whose value is zero inside the dots, \( V_0 \), (the band-offset potential) in the interdot region and infinite elsewhere. The lowest hole states are the Luttinger spinors with total angular momentum \( F_z = +3/2 \), and chirality symmetry up \( (\nu = 1) \) or down \( (\nu = -1) \).

\[
|F_z = 3/2, \nu = 1\rangle = \begin{pmatrix} c_{+3/2} f_0(\rho, \theta) \xi_b(z) |J_z = +\frac{3}{2}\rangle \\ c_{+1/2} f_2(\rho, \theta) \xi_b(z) |J_z = -\frac{1}{2}\rangle \\ c_{+1/2} f_1(\rho, \theta) \xi_b(z) |J_z = +\frac{1}{2}\rangle \\ c_{-3/2} f_3(\rho, \theta) \xi_{ab}(z) |J_z = -\frac{3}{2}\rangle \end{pmatrix}
\]

and

\[
|F_z = 3/2, \nu = -1\rangle = \begin{pmatrix} c_{+3/2} f_0(\rho, \theta) \xi_b(z) |J_z = +\frac{3}{2}\rangle \\ c_{-1/2} f_2(\rho, \theta) \xi_b(z) |J_z = -\frac{1}{2}\rangle \\ c_{+1/2} f_1(\rho, \theta) \xi_b(z) |J_z = +\frac{1}{2}\rangle \\ c_{-3/2} f_3(\rho, \theta) \xi_{ab}(z) |J_z = -\frac{3}{2}\rangle \end{pmatrix}
\]
\[ |F_z = 3/2, \nu = \pm \rangle = \begin{pmatrix} c_{z+3/2} f_0(\rho, \theta) \xi_{ab}(z) |J_z = +3/2 \rangle \\ c_{z+1/2} f_2(\rho, \theta) \xi_{ab}(z) |J_z = +1/2 \rangle \\ c_{z+1/2} f_1(\rho, \theta) \xi_{sh}(z) |J_z = +1/2 \rangle \\ c_{z+1/2} f_3(\rho, \theta) \xi_{sh}(z) |J_z = -1/2 \rangle \end{pmatrix}. \] (2)

Here \( f_{m_z}(\rho, \theta) \) represents the in-plane part of the envelope function, with envelope angular momentum \( m_z \). \( \xi_{ab}(z) \) is the vertical part of the envelope function, which can be bonding \( (\nu_z = b) \) or antibonding \( (\nu_z = ab) \). \( |J_z \rangle \) represents the Bloch function with Bloch angular momentum \( J_z \), and \( c_{J_z} \) is a coefficient that we determine numerically. In the absence of magnetic fields, \( |F_z = 3/2, \nu = \pm \rangle \) is Kramers-degenerate with \( |F_z = -3/2, \nu = \pm \rangle \), and \( |F_z = 3/2, \nu = \pm \rangle \) with \( |F_z = -3/2, \nu = \pm \rangle \). However, the field lifts this degeneracy favoring the states with positive \( F_z \) so that Eqs. (1) and (2) soon describe the two lowest-lying levels. We shall focus on these states.

For a usual CQD, the first component of the spinors above is strongly dominant. Thus, \( |F_z = 3/2, \nu = \pm \rangle \) is essentially a bonding HH with \( m_z = 0 \) and \( |F_z = 3/2, \nu = \pm \rangle \) is essentially an antibonding HH with \( m_z = 0 \). Yet, the minor LH component with \( m_z = 1 \) \( (J_z = +1/2) \) can bring about important changes in the molecular behavior. This is because its molecular character (bonding or antibonding) is opposite to that of the dominant component. In the spinor given by Eq. (1), the LH component is antibonding, so that it unstabilizes the bonding HH. By contrast, in the spinor of Eq. (2) it is bonding and therefore stabilizes the antibonding HH. This results in an overall reduction of \( \Delta_{BAB} \), and we say that the tunnel coupling strength has been reduced by the SO induced valence mixing. Since the tunneling of LHs is much larger than that of HHs, this effect can be important even if the weight of the LH component is small. Indeed, for long interdot distances, where the tunneling of HHs is negligible compared to that of LHs, this is responsible for the reversal of \( |F_z = 3/2, \nu = \pm \rangle \) and \( |F_z = 3/2, \nu = \pm \rangle \) spinors observed by Doty et al. The main message of this paper is that a similar control on \( \Delta_{BAB} \) can be achieved not by changing the interdot distance, but simply by applying a longitudinal magnetic field. This is because the dominant HH component has \( m_z = 0 \), but the relevant LH component has \( m_z = 1 \). Thus, while the HH component is little sensitive to the field, the LH component is stabilized, its relative weight increasing gradually with \( B \).

To illustrate this principle, in Fig. 1 we plot the lowest hole levels of a GaAs/Al\(_{0.3}\)Ga\(_{0.7}\)As CQD vs. magnetic field. The two CQDs are identical and form a homonuclear QD molecule. Solid lines are used for states with positive \( F_z \) and dashed lines for states with negative \( F_z \). When the field is switched on \( |F_z = 3/2, \nu = \pm \rangle \) becomes the ground state, but for stronger fields \( (B > 4.5 \) T) it is replaced by \( |F_z = 3/2, \nu = \pm \rangle \). This because \( |F_z = 3/2, \nu = \pm \rangle \) has a larger LH component than \( |F_z = 3/2, \nu = \pm \rangle \) and is then more strongly affected by the field. One can identify the energy splitting between these two states with \( \Delta_{BAB} \), which we plot in the inset (solid line). As can be seen, the magnetic field tunes \( \Delta_{BAB} \) from initially positive values down to zero and then to negative values. Actually, the negative values induced at large magnetic fields can be even larger (in magnitude) than those at zero field. This shows that the longitudinal magnetic field is a versatile tool to manipulate the tunnel coupling strength. We note that \( \Delta_{BAB} \) can be tuned to zero because \( |F_z = 3/2, \nu = \pm \rangle \) and \( |F_z = 3/2, \nu = \pm \rangle \) have different chirality symmetry, which is preserved by the field. If this was not the case, the two states would anticross and \( \Delta_{BAB} \) would never be zero.

For the magnetic-field-induced bonding-antibonding reversal to take place, a number of conditions must be met. First, the ground state at zero field must be \( |F_z = 3/2, \nu = \pm \rangle \), which is usually the case for small interdot distances. Otherwise the ground state will always be \( |F_z = 3/2, \nu = \pm \rangle \), as its splitting with \( B \) is larger. Second, the LH component must be sizeable. This depends on the constituent materials and the strain fields. We have tested that the ground state reversal of Fig. 1 is also feasible in InGaAs/GaAs CQDs, but it takes place at much larger values of \( B \) (not shown), because the biaxial strain severely weakens the HH-LH mixing.

Since Luttinger spinors contain an admixture of bonding and antibonding components, it is worth quantifying to which extent the ground state reversal reported in Fig. 1 implies a change in the molecular character. To this end, in Fig. 2 we plot the weight of the ground state spinor components with bonding (solid line) and antibonding (dashed line) character as a function of the magnetic field, as inferred from the squared coefficients of Eqs. (1) and (2). Up to \( B \sim 4.5 \) T, when the ground state is \( |F_z = 3/2, \nu = \pm \rangle \), the molecular character is over 99% bonding. For stronger fields, with \( |F_z = 3/2, \nu = \pm \rangle \) as the ground state, it is 93-96% antibonding. This clearly confirms that the ground state is switched from mostly bonding to mostly antibonding. The stronger admixture of \( |F_z = 3/2, \nu = \pm \rangle \) is connected with its larger
LH component, as mentioned above.
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**FIG. 2:** (Color online). Molecular character of the ground state as a function of the magnetic field. Solid line indicates the weight of bonding character, while dashed line indicates that of antibonding character. Note the abrupt transition, from mostly bonding to mostly antibonding, at $B \sim 4.5$ T.

So far we have investigated the simple case of a single hole in two identical QDs. A more realistic scenario, which could serve to test our predictions, is studied next. We consider two dots with slightly different size and charged with an interacting electron-hole pair (exciton), as in usual optically-charged self-assembled CQDs. In this kind of systems the particles are mostly localized in the bigger QD, so that the molecule is strongly heteronuclear. However, one can apply an electric field along the molecular axis to induce a resonance of the atomic-like levels of either electrons or holes. In this way, a homonuclear-like behavior is restored for the chosen carrier. At the resonant value of the electric field, the emission spectrum of the exciton reveals an anticrossing between the bonding and antibonding states whose magnitude is precisely $\Delta_{\text{BAB}}$.\textsuperscript{11,12,26}

In Fig. 3 we plot the low-energy exciton states as a function of the magnetic field for an asymmetric CQD.\textsuperscript{27} The electron state is calculated using an effective mass approach and the electron-hole Coulomb interaction term is solved using a configuration interaction scheme with the Hartree products arising from the two lowest (bonding and antibonding) electron and hole states.\textsuperscript{12} An electric field is applied which brings the hole into resonance while leaving the electron in the higher dot. The fine structure arising from electron-hole exchange interaction is neglected here as it is not relevant for the message. Four different cases are illustrated. At zero magnetic field (top left panel), an anticrossing of $\Delta_{\text{BAB}} = 1.1$ meV is observed. At $B = 5$ T (top right panel), this gap is reduced to $\Delta_{\text{BAB}} = 0.3$ meV, as the hole states $|F_z = 3/2, \nu = \downarrow\rangle$ and $|F_z = 3/2, \nu = \uparrow\rangle$ are now closer together. At $B = 6.75$ T (bottom left panel), the gap collapses, indicating that the two hole levels are degenerate. Note that this occurs in spite of the fact that the different vertical confinement of the top and bottom dots breaks the chirality symmetry. The reason for this is that the resonant electric field restores an effective chirality for the molecular states.\textsuperscript{18,20} Finally, at $B = 15$ T (bottom right panel) $|F_z = 3/2, \nu = \downarrow\rangle$ is by far the hole ground state, and the anticrossing gap ($\Delta_{\text{BAB}} = -1.4$ meV) is even larger in magnitude than that it was at zero field. Further, it has negative sign because the ground state is mostly antibonding. Similar control of the anticrossing gaps may be expected in more complex species as long as holes are the resonant carrier, because the gap is ultimately dependent on the hole tunnel coupling strength.\textsuperscript{28}

In conclusion, we have demonstrated that the tunnel coupling of QD molecules containing resonant holes can be controlled using longitudinal magnetic fields. The tunnel coupling strength can be reduced down to zero and to large negative values, thus switching from a ground state with strong bonding character to one with strong antibonding character. This tuning of the molecular spectrum is exclusive of artificial molecules, due to the SO-induced valence band mixing, and it can be exploited to produce quantitative or qualitative changes in the response of devices based on vertically CQDs. The tunneling strength of resonant holes can be accurately measured by single QD molecule photoluminescence,\textsuperscript{12} and the bonding or antibonding character of the ground state by magneto-photoluminescence.\textsuperscript{20} We then propose experiments to verify our predictions.
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