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Abstract

Contextual bandits are widely-used in the study of learning-based control policies for finite action spaces. While the problem is well-studied for bandits with perfectly observed context vectors, little is known about the case of imperfectly observed contexts. For this setting, existing approaches are inapplicable and new conceptual and technical frameworks are required. We present an implementable posterior sampling algorithm for bandits with imperfect context observations and study its performance for learning optimal decisions. The provided numerical results relate the performance of the algorithm to different quantities of interest including the number of arms, dimensions, observation matrices, posterior rescaling factors, and signal-to-noise ratios. In general, the proposed algorithm exposes efficiency in learning from the noisy imperfect observations and taking actions accordingly. Enlightening understandings the analyses provide as well as interesting future directions it points to, are discussed as well.

1 Introduction

Contextual bandits are commonly used for sequential decision-making with finitely many control actions. In this setting, available context observations can be utilized in a tractable way, thanks to the linearity of the relationship between the reward and the context vectors. The arms provide rewards depending on the contexts that represent their individual characteristics. The range of real-world applications is notably extensive, including personalized recommendations for Mobile Context-Aware Recommender Systems and mobile-health interventions [1][2][3].

To get satisfactory performances in bandits, the exploration-exploitation trade-off must be addressed. The theoretical analysis of efficient policies for the multi-armed bandits goes back to algorithms that decide based on Upper-Confident-Bounds (UCB) [4]. In fact, UCB employs an optimistic approximate of the unknown reward based on the history of observations, to allow an appropriate degree of exploration. Further theoretical results for UCB in contextual bandits, as well as in other settings, are available in the literature [5][6][7][8][9].

Posterior sampling is another ubiquitous reinforcement learning algorithm that effectively balances exploitation versus exploration. The idea of posterior sampling is suggested long time ago [10], while its properties are adequately
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studied recently [11, 12, 13]. Theoretical regret bounds for bandits are established [14, 15], indicating that the posterior sampling algorithm is efficient, and can even outperform UCB. Further, posterior sampling exposes graceful performance in continuous action-spaces [16] and large-scale problems [17].

In parallel, Greedy algorithms that correspond to certainty equivalence policies are studied for different problems. They can in general be inefficient for a class of multi-armed bandits, while are efficient in presence of a moderate degree of randomness [18, 19]. Moreover, for reinforcement learning problems in environments with memory, it is shown that (possibly randomized) Greedy policies perform efficiently. The existing literature varies along focusing on discrete and/or continuous time and spaces, including Markov decision processes [20, 21, 22] and linear dynamical systems [23, 24, 16, 25, 26].

In several interesting situations that contextual bandits provide admissible models, context vectors are observed imperfectly and/or with measurement noise [27, 28]. Further situations include where the entire feature vector is too costly to be inquired [29]. Moreover, in state space models, it is commonly assumed that the state vectors are imperfectly observed [30, 31, 32, 33]. Thus, study of decision-making policies for bandits with imperfectly observable contexts is of interest. However, the available literature is notably sparse, and limited to empirical studies for combinatorial algorithms [34], asymptotic analyses for noisy observations of contexts [35], and ridge regression in presence of side information about the parameter [36].

This study aims to contribute to the subject by studying efficient algorithms for contextual bandits under imperfect observations, in absence of additional side information. In the sequel, we extensively investigate a class of scalable posterior sampling reinforcement learning policies. We study effects of different exogenous and indigenous parameters on the performance of the proposed algorithm for learning the unknown true parameter that determines the rewards, as well as on the regret one needs to incur.

The list of findings this work presents includes the followings. First, the number of arms has negligible effects on the parameter estimation, while its growth increases the regret. Second, the extent to which the observation matrix captures the unknown parameter (see (3)), significantly changes both the estimation error and regret. Third, by fattening the posterior to strengthen exploration, the regret grows, while the learning accuracy does not improve. Fourth, for larger signal-to-noise ratios (of both the observation and the reward function), the regret growth improves but the learning error does not. Fifth, larger dimensions of observations help faster parameter estimations, but make the optimal policy harder to compete against, leading to larger regrets. In the subsequent sections, we extensively discuss the details of the above findings, as well as the rationales they rely on.

The remainder of this paper is organized as follows. In Section 2, we state the problem and summarize preliminary materials. The posterior sampling algorithm for contextual bandits with imperfect context observations is presented and explained in 3, followed by numerical analyses of the performance in Section 4. Finally, concluding remarks and future directions are discussed in Section 5.
Notation: For a matrix $A \in \mathbb{C}^{p \times q}$, $A^\top$ denotes its transpose. For a vector $v \in \mathbb{C}^d$, we use the $\ell_2$ norm $\|v\| = \left( \sum_{i=1}^{d} |v_i|^2 \right)^{1/2}$. For matrices, we use the operator norm; $\|A\| = \sup_{\|v\|=1} \|Av\|$, and $\text{tr}(A)$ denotes the trace of $A$. Further, $C(A)$ and $C(A)^\perp$ denote the column-space of the matrix $A$ and its orthogonal space, respectively. Finally, $P_{C(A)}$ is the projection operator onto $C(A)$.

2 Problem statement

In this section, we discuss the contextual bandit problem that multidimensional contexts corresponding to the arms are not available for decision-making. Instead, transformations of the context vectors with some observation noise are provided to the decision-maker to learn the optimal arm from. Technically, there are $N$ arms, each of which has its own $d_x$-dimensional context, denoted by $x_i(t)$ for arm $i \in \{1, \cdots, N\}$. The mechanism that generates context vectors over time consists of the normal distribution $N(0_{d_x}, \Sigma_x)$. For the ease of presentation, the setting is assumed homoscedastic such that the covariance matrix $\Sigma_x$ is the same for all arms. However, extensions to heteroscedastic settings are similar.

The $d_y$ dimensional observation $y_i(t)$ is given by

$$y_i(t) = Ax_i(t) + \varepsilon_{y_i(t)}(t), \quad (1)$$

where $A$ is a $(d_y \times d_x)$ matrix capturing the relationship between $x_i(t)$ and $y_i(t)$ and $\varepsilon_{y_i(t)}(t) \sim N(0_{d_y}, \Sigma_y)$ is the measurement noise. So, $\Sigma_y$ is the conditional covariance matrix of $y_i(t)$ given $x_i(t)$.

At each time $t$, the agent chooses an arm $a(t)$ and receives the reward $r_{a(t)}(t) = x_{a(t)}(t)^\top \mu_\star + \varepsilon_{r_{a(t)}(t)}(t)$. Above, $\mu_\star$ is the unknown parameter that determines the expected reward and $\varepsilon_{r_{a(t)}(t)}(t) \sim N(0, \sigma^2_r)$ is the reward noise.

We focus on reinforcement learning policies for selecting an arm at every time step, to maximize the total reward in a long-term interaction with the environment. The presented policies utilize the collected data as time goes by, which consists of the observations, the actions taken to date, and the resulting rewards.

For the observations attained through the model (1), the matrix $A$ determines the extent to which $y_i(t)$ can give information about $\mu_\star$. Constrained by the above estimability restrictions of the observation model, we employ procedures that choose the arm maximizing $E[r_i(t)|y_i(t)] = y_i(t)^\top \eta_\star$, instead of $x_i(t)^\top \mu_\star$, where $\eta_\star$ is the transformed parameter defined based on the $(d_x \times d_y)$ matrix $D = (A^\top \Sigma_y^{-1} A + \Sigma_x^{-1})^{-1} A^\top \Sigma_y^{-1}$, according to

$$\eta_\star = D^\top \mu_\star. \quad (2)$$
So, define $\ell_{D,\mu_*}$ to quantify the estimability of $\mu_*$:

$$
\ell_{D,\mu_*} = \frac{\| P_{C(D)} \mu_* \|}{\| \mu_* \|}.
$$

(3)

In fact, $\ell_{D,\mu_*}$ represents the proportion of the parameter $\mu_*$ that can be learned by using the observations together with the rewards. To see the rationale of the above formula and its effect on the performance of reinforcement learning algorithms, consider the following special cases. If $\mu_* \in C(D)$, which means $\ell_{D,\mu_*} = 1$, then $\mu_*$ is totally estimable in the sense that an estimator converges to $\mu_*$ as data accumulate. Otherwise, if $\mu_* \in C(D)^{\perp}$, then $\mu_*$ is not estimable at all. In the latter case, an estimator for $\mu_*$ cannot converge to $\mu_*$, even with infinite data. However, regardless of the value of the ratio $\ell_{D,\mu_*}$, the expected reward given the observation $y_i(t)$ depends on the transformed parameter $\eta_*$, which is by definition estimable. Thus, the optimal arm at time $t$ becomes

$$
a^*(t) = \arg \max_{1 \leq i \leq N} \mathbb{E} [r_i(t) | y_i(t)] = \arg \max_{1 \leq i \leq N} y_i(t)^\top \eta_*.
$$

(4)

Since uncertainties prevent the adaptive decision-maker from repeatedly choosing the optimal arm(s), a quantity is needed to assess the algorithms. Regret is a common performance measure in reinforcement learning for reflecting the sub-optimality incurred due to uncertainty about the true parameter $\mu_*$. It is defined as the cumulative reward difference between the optimal and the chosen arms:

$$
\text{Regret}(T) = \sum_{t=1}^{T} (r_{a^*(t)}(t) - r_{a(t)}(t)),
$$

(5)

where $a(t)$ is the arm chosen at time $t$. Note that the regret above is stochastic and provides a worst-case criteria, and so is more general than the expected regret that reflects average-case sub-optimality.

### 3 Reinforcement Learning Algorithm

In this section, we introduce a reinforcement learning algorithm for contextual bandits with imperfectly observed contexts. The algorithm uses posterior sampling. The goal of the algorithm is to maximize the cumulative reward given the observations $\{y_i(t)\}_{1 \leq i \leq N, 1 \leq t \leq T}$, because the contexts are not observed. To incorporate this, the algorithm is designed aiming to minimize the conditional gap

$$
\mathbb{E} [r_{a^*(t)}(t) - r_{a(t)}(t) | y_i(t)]_{1 \leq i \leq N}.
$$

(6)

That is, to minimize the regret in (5), at each time $t$, the proposed algorithm tries to choose the arm $a(t)$ that
minimizes the conditional expectation in (6). To express in terms of $y_i(t)$ and $\mu_*$, we use the conditional distribution of $r_i(t)$ given $y_i(t)$:

$$N \left( y_i(t)^T D^T \mu_*, \mu_*^T (A^T \Sigma^{-1}_y A + \Sigma^{-1}_z)^{-1} \mu_* + \sigma_r^2 \right),$$

(7)

where the matrix $D$ that reflects the average effect of $y_i(t)$ on $r_i(t)$ is defined in Section 2. Further, based on the estimability of $\mu_*$ (discussed in Section 2), the algorithm estimates $\eta_*$ in (2). To that end, it employs the rescaled posterior distribution

$$N(\tilde{\eta}(t), c_B B(t)^{-1}),$$

(8)

where $\tilde{\eta}(t)$ is the posterior mean and $B(t)$ is the inverse posterior covariance $B(t)$, given by

$$B(t + 1) = B(t) + y_{a(t)}(t) y_{a(t)}(t)^T,$$

$$\tilde{\eta}(t + 1) = B(t + 1)^{-1} (B(t) \tilde{\eta}(t) + y_{a(t)}(t) r_{a(t)}(t)).$$

(9)

(10)

The initial values are $\tilde{\eta}(1) = 0_d$ and $B(1) = I_d$. Importantly, the constant $c_B$ is used for rescaling the posterior, so that larger $c_B$ leads to more exploration, and vice versa. Then, the posterior sampling algorithm chooses the arm $a(t)$ that

$$a(t) = \arg \max_{1 \leq i \leq N} y_i(t)^T \tilde{\eta}(t),$$

(11)

where $\tilde{\eta}(t)$ is a sample from the posterior in (8).

The pseudo-code of the posterior sampling algorithm explained above is provided in Algorithm 1. At every time step, Algorithm 1 chooses the above arm $a(t)$. Then, with the obtained observations $y_{a(t)}(t)$ and reward $r_{a(t)}(t)$, the algorithm updates the posterior distribution based on (9) and (10). The case $c_B = 0$ represents Greedy algorithm, where the posterior is concentrated at its mean, and so it holds that $\tilde{\eta}(t) = \tilde{\eta}(t)$.

Algorithm 1: Posterior sampling policy for bandits with imperfect context observations

1. Set $B(1) = I_d$, $\tilde{\eta}(1) = 0_d$
2. for $t = 1, 2, \ldots$, do
3. Sample $\tilde{\eta}(t)$ from $N(\tilde{\eta}(t), c_B B(t)^{-1})$
4. Select arm $a(t) = \arg \max_{1 \leq i \leq N} y_i(t)^T \tilde{\eta}(t)$
5. Gain reward $r_{a(t)}(t) = x_{a(t)}(t)^T \mu_* + \epsilon_{r_{a(t)}}(t)$
6. Update $B(t + 1)$ and $\tilde{\eta}(t + 1)$ by (9) and (10)
7. end for
Figure 1: Plots of $||\hat{\eta}(t) - \eta_*||$ and $\text{Regret}(t)/\log t$ over time, for the different number of arms $N = 5, 10, 20, 50$. The dashed (solid) lines represent the worst- (average-) case performance among 50 scenarios.

Figure 2: Plots of $||\hat{\eta}(t) - \eta_*||$, $||\hat{\mu}(t) - \mu_*||$ versus $t$, and $\text{Regret}(5000)/\log 5000$ versus $c_B$, for different values of $\ell_{D,\mu_*}$.

4 Analysis of Algorithm

For studying the presented algorithm, we consider various settings with different parameter setups. To understand how different parameters affect the estimation errors and the regret, we report the values of $||\hat{\eta}(t) - \eta_*||$, $||\hat{\mu}(t) - \mu_*||$, and $\text{Regret}(t)/\log t$ for different observation matrices $A$, as well as different number of arms, dimensions, posterior rescaling constant $c_B$, and the signal-to-noise ratios $\text{SNR}_y$ and $\text{SNR}_r$, which will be defined later. Here, $\hat{\mu}(t)$ is calculated based on the relationship $\hat{\mu}(t) = (DB(t)D^T)^{-1}DB(t)\hat{\eta}(t)$, which is derived with the relationship between the posterior means of $\mu_*$ and $\eta_*$. Henceforth, when the exact values of the parameters are not explicitly mentioned,
they are fixed to the following default values:

\[ d_x = 20, \quad d_y = 5, \quad N = 5, \quad \sigma^2_r = 1, \quad \Sigma_x = I_{d_x}, \quad \Sigma_y = I_{d_y}, \quad c_B = 0. \]

Further, the rows of \( A \) are randomly generated and then adjusted to form an orthonormal basis. For each setting, 50 scenarios are simulated.

Figure 1 provides the effect of the number of arms \( N \) on the estimation errors and the regret. The left plot of Figure 1 shows that the number of arms does not affect the estimation. This is because, regardless of the number of the bandit arms, at every time step only the reward and the observation vector of the chosen arm \( a(t) \) provide data for learning the unknown parameter. However, the right plot of Figure 1 illustrates that the regret bound grows as \( N \) increases. This is intuitively expected since finding optimal arms becomes harder as \( N \) grows.

In Figure 1, the dashed lines in the both graphs indicate the worst-case quantity at each time \( t \), while the average-case quantities are shown by solid lines. Because the two types of the curves are not far apart, henceforth we only report the average-case analyses.

Figure 2 depicts how the matrix \( A \) affects the estimation of \( \eta^*, \mu^* \), as well as the regret. To study the effect of \( A \) on estimability, \( A \) is generated to let \( \ell_{D,\mu^*} = 0.25, 0.5, 0.75, 1 \). In the leftmost plot in Figure 2, \( \ell_{D,\mu^*} \) does not have a significant effect on the estimation of \( \eta^* \), while significantly smaller errors occur \( \ell_{D,\mu^*} = 1 \) thanks to the stable posterior covariance structure of \( \eta^* \). In the middle plot, when \( \ell_{D,\mu^*} \) is less than 1, the estimation errors do not decay over time, while they do \( \ell_{D,\mu^*} = 1 \). Note that the latter phenomena is totally consistent with the definition of the estimability factor \( \ell_{D,\mu^*} \).

In addition, the regret decreases as \( \ell_{D,\mu^*} \) increases. The rightmost plot in Figure 2 illustrates the relationship between the normalized regret and the posterior rescaling constant \( c_B \), for different values of \( \ell_{D,\mu^*} \). The regret curves indicate that Greedy algorithm (i.e., \( c_B = 0 \)) and small values of \( c_B \) expose the best performance. Thus, additional exploration is not needed as the random context and output vectors provide sufficient explorations. The effect of \( c_B \) on the estimation error is so negligible that it is not reported.

Figure 3 showcases the effects of the signal-to-noise ratios on the performances of the algorithm. Based on the reward function \( r_i(t) = x_i(t)^T \mu^* + \epsilon_{r_i(t)}(t) \), the ratio for the reward is defined as:

\[
\text{SNR}_r = \frac{\mathbb{E}[(x_i(t)^T \mu^*)^2]}{\sigma^2_r} = \frac{\mu^T \Sigma_x \mu^*}{\sigma^2_r}. \tag{12}
\]

Similarly, based on the observation model \( y_i(t) = Ax_i(t) + \epsilon_{y_i(t)}(t) \), the ratio for the observations is
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Figure 3: Plots of $\|\hat{\eta}(T) - \eta^*\|$, $\|\hat{\mu}(T) - \mu^*\|$ and Regret($T$)/log($T$) at $T = 5000$, versus to the signal-to-noise ratio of the reward function, for different signal strengths of the observation model.
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Figure 4: Plots of $\|\hat{\mu}(t) - \mu^*\|$, Regret($t$)/log($t$) and $\sum_{\tau=1}^{T} r_{a(\tau)}(\tau)$ over time, for the different dimensions of the observations; $d_y = 5, 20, 50, 100$ and $d_x = 50$.

\[
\text{SNR}_y = \frac{\mathbb{E}[\|Ax_i(t)\|^2]}{\mathbb{E}[\|\epsilon_{yi}(t)\|^2]} = \frac{\text{tr}(A\Sigma_xA^\top)}{\text{tr}(\Sigma_y)}.
\] (13)

For ease of demonstration, we let $\Sigma_x = s_x I_{d_x}$ and $\Sigma_y = s_y I_{d_y}$, which yield to SNR$_y = s_x/s_y$, because $A$ sets to be orthonormal. Generally, stronger signals lead to more accurate estimations and so better performances. However, in Figure 3 we see that SNR$_y$ has effects on the estimations of $\eta^*$ and $\mu^*$ in opposite directions. Note that greater SNR$_r$ always helps both of the estimations. That is because the accuracy of learning $\eta^*$ depends on diversity of $y_i(t)$ vectors such that for smaller SNR$_y$, $y_i(t)$ exposes more random behavior and so the matrix $B(t)$ grows in all directions, leading to richer data for faster estimation. However, noting the scale of graphs, especially the middle plot.
in Figure 3, this effect is very small, and for learning $\mu_*$, it is practically negligible. On the other hand, for the growth of regret, stronger signals reduce the sub-optimality, especially the effect of $\text{SNR}_r$ is visible in Figure 3.

Figure 4 illustrates the performance of Algorithm 1 for different dimension values of observations. Here, $d_x$ is fixed at 50 and $d_y$ is gradually changed from 5 to 100. For this setting, each row of $A$ is generated from the multivariate normal distribution and normalized, but the rows of $A$ are not orthogonal. Basically, as seen in the leftmost plot, a larger $d_y$ gives more information about the contexts, which in turn decreases the estimation error.

In contrast to that, the regret curves in the middle plot show that a larger dimension of the observations has a negative effect on the performance of the algorithm. Note that according to the plot on the left, this is not caused by the error in learning the true parameter. Instead, it is due to the fact that larger $d_y$ lets the optimal policy (4) estimate the unobserved contexts more accurately, such that competing against it becomes harder for the reinforcement learning policy of Algorithm 1. To see that better, observe the rightmost plot for cumulative rewards of the policy of Algorithm 1 versus time, which shows that larger $d_y$ leads to significantly greater cumulative rewards.

5 Conclusion and Future Work

We studied the posterior sampling reinforcement learning algorithm for contextual multi-armed bandits with imperfect context observations. Extensive numerical analyses are provided and the resulting performance of the presented algorithm for learning the unknown true parameters and for competing against the optimal policy are discussed. The relationships between the different quantities, including time horizon, number of arms, dimension of observations, measurement matrix, posterior rescaling factor, and signal-to-noise ratios are fully investigated.

As an initiating study about imperfectly observed contextual bandits, this work spotlights several interesting directions for future research. In fact, it will be of remarkable interests to develop theoretical guarantees and provable performance results for scaling of the estimation error and regret with different quantities introduced in this paper. Further, tackling unknown observation models with an estimation procedure for the measurement matrix is an interesting extension of the current work.
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