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Abstract

Knowledge Distillation (KD) has recently emerged as a popular method for compressing neural networks. In recent studies, generalized distillation methods that find parameters and architectures of student models at the same time have been proposed. Still, this search method requires a lot of computation to search for architectures and has the disadvantage of considering only convolutional blocks in their search space. This paper introduces a new algorithm, coined as Trust Region Aware architecture search to Distill knowledge Effectively (TRADE), that rapidly finds effective student architectures from several state-of-the-art architectures using trust region Bayesian optimization approach. Experimental results show our proposed TRADE algorithm consistently outperforms both the conventional NAS approach and pre-defined architecture under KD training.

1. Introduction

Convolutional Neural Networks (CNN) have achieved massive success in many computer vision tasks, including image classification (Szegedy et al., 2016; Han et al., 2016; Zagoruyko & Komodakis, 2016a; Huang et al., 2018), object detection (Liu et al., 2015), and semantic segmentation (Chen et al., 2016). Recently, Vision Transformer (ViT) has shown that with mostly vanilla Transformer layers, one could obtain reasonable performance on ImageNet-1K alone (Dosovitskiy et al., 2020). Following this direction, a variety of architectures appears (Touvron et al., 2021; Tolstikhin et al., 2021). For the purpose of obtaining more precise results, such models frequently develop into deeper and broader structures (Tan & Le, 2019; Sandler et al., 2018; Zagoruyko & Komodakis, 2016a; Huang et al., 2016; Dosovitskiy et al., 2020; Tan & Le, 2021) (Figure 1). On the other hand, there is an increasing demand for deploying state-of-the-art models under restricted resource budgets such as the number of parameters and FLOPS. For example, some devices, unfortunately, have limited computational resources, and thus, they are not able to run state-of-the-art algorithms.

Knowledge Distillation (KD) is one of the most potent model compression solutions by transferring knowledge from a cumbersome model to a small model (Hinton et al., 2015). Most existing works related to KD focus on improving generalization ability by optimizing the neural network’s output distribution (Romero et al., 2014; Zagoruyko & Komodakis, 2016b; Srinivas & Fleuret, 2018; Kim et al., 2018;
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Heo et al., 2019b;a; Zhang et al., 2019; Park et al., 2019; Gou et al., 2020; Kim et al., 2021). Meanwhile, the best student designs for various teacher models trained on the same task and dataset may differ from one another. (Liu et al., 2020). To alleviate this issue, Liu et al. (2020) propose a new generalized approach for KD, referred to as Architecture-aware Knowledge Distillation (AKD), which finds the best student architectures for distilling the given teacher model. The authors (Liu et al., 2020) use Reinforcement Learning (RL) to automatically design neural architectures with a KD-based reward function. However, AKD not only requires lots of GPU hours even in a reduced setting (Figure 2), but it lacks on understanding the structural knowledge when recent architectures are used in KD. Furthermore, recent architecture-aware KD studies (Liu et al., 2020; Moons et al., 2021; Kang et al., 2020) have not considered the search space including recent convolutional blocks and the Transformer simultaneously, yet.

In this paper, we propose an efficient search method of the optimal architecture for knowledge distillation, called **Trust Region Aware Architecture Search to Distill knowledge Effectively** (TRADE), motivated by Bayesian AutoML works (Eriksson et al., 2021a; 2019; Shi et al., 2019; Diouane et al., 2021). Our key idea is to utilize the trust region BO to allocate samples across multiple local regions and thus pick which local optimizations runs to continue at each iteration by exploiting an implicit multi-armed bandit approach. TRADE provides highly sample-efficient optimization of multiple competing objectives; (1) Number of Parameters (NP), (2) FLOPS, (3) latency, and (4) accuracy.

TRADE aims to minimize the NP, FLOPS, and latency while maximizing the accuracy (Figure 3). The contributions of this paper are as follows:

- We propose an efficient framework for a quick architecture search under any teacher model by combining multiple modules (e.g., MBConv (Sandler et al., 2018), Fused-MBConv (Tan & Le, 2021), and the Transformer (Dosovitskiy et al., 2020)). Specifically, referring to (Xiao et al., 2021; Dai et al., 2021), we design the search space to allow the convolutional layer to take charge of early visual processing and leave the representation learning to the Transformer (Figure 3). This approach imposes an extreme search efficiency under the variety of teacher models with consideration, allowing an extensible search space (Figure 2).

- We empirically validate that TRADE finds a more accurate and efficient student model than conventional pre-defined architectures under KD training by minimizing our new KD-guided score containing the NP, FLOPS, latency, and top1 accuracy (Figure 1, Figure 3).

### 2. Related work

#### 2.1. Knowledge Distillation

Let us denote the softened probability vector in a network \( f \) as \( p^f(\tau) \) where \( \tau \) is a temperature scaling hyperparameter. The \( k \)-th element in \( p^f(\tau) \) is defined as:

\[
p^f(\tau)_k = \frac{e^{z^f_k/\tau}}{\sum_j e^{z^f_j/\tau}}
\]

where \( z^f \) is a logit vector which is an input to the softmax function.
function and $z^f_k$ is the $k$-th element in $z^f$. Then, the typical loss for a student network is a linear combination of the cross entropy (CE) loss $L_{CE}$ and the KD loss $L_{KD}$:

$$L = (1 - \alpha)L_{CE} + \alpha L_{KD},$$

where $L_{KD} = \tau^2 \sum_j p^s_j \log \frac{p^s_j}{p^t_j}$.

where $s$ is a student network, $t$ is a teacher network, $L_{CE}$ is the loss between the student prediction and ground-truth label, and $\alpha$ is a hyperparameter of the linear combination.

### 2.2. Sample-based Neural Architecture Search

Sample-based NAS first searches a number of viable candidate architectures and then evaluates their performances. Early sample-based methods use RL (Tan et al., 2019; Zoph & Le, 2016) or ES (Liu et al., 2017; Real et al., 2019; 2017), which requires heavy computation for sampling a considerable amount of candidates. Bayesian optimization (BO) is being a key solution of sample-efficient NAS framework by leveraging a probabilistic surrogate model, typically a Gaussian process (GP) (Shi et al., 2019; White et al., 2019; Kandasamy et al., 2018; Wang et al., 2021b; Eriksson et al., 2021a). The rising prevalence of mobile environments warrants a need to balance accuracy performance and resources (e.g., inference time, FLOPS). Multi-Objective Optimization (MOO) (Eriksson et al., 2021b) can address this issue. The goal is to maximize/minimize a vector-valued objective $f(x) \in \mathbb{R}^d$ over a bounded set $X \subset \mathbb{R}^d$ while seeking the Pareto frontier: the set of solutions where improving one objective will degrade another. TRADE rapidly finds the Pareto frontier by minimizing our new KD-guided score constrained with teacher specifications, as we will see in the experiments.

### 3. Method: TRADE

In this section, we study the efficacy of the search algorithm and the OR and introduce our TRADE framework with our new KD-guided score and search space.

#### Efficiency on 1x1 convolution and Transformer.

1x1 convolutional operators and FFN layers in the Transformer can bring the disadvantage that the number of total parameters can grow very high. Therefore, it is necessary to reduce redundancy in such high dimensions. One of the most potent training tricks is to apply an OR to the weight matrix (Bansal et al., 2018; Kim et al., 2020; Kim & Yun, 2022). We empirically observe that making 1x1 convolutions and FFN layers in the Transformer block to be near semi-orthogonal works well in the proxy task but also facilitates generalization (Figure 4). This is an extension of the previous findings (Kim et al., 2020). On the other hand, the OR cost function to either convolutional operators with kernel size 3 or fully-connected layer seems to hinder finding a good filter to extract spatial information rather than to fix the vanishing/exploding gradient issue. Even recent direct

$$\text{Score} = \frac{\text{Acc}_{\text{target}}}{\text{Acc}_{\text{student}}} \left( 1 - \text{Acc}_{\text{target}} \leq \text{Acc}_{\text{student}} \leq \text{Acc}_{\text{target}} \right) \times s$$

where $1[\cdot]$ is the indicator function, which is 1 when the statement inside the brackets is true and 0 otherwise, and $\text{Acc}_{\text{model}}$ denotes the top1 accuracy of the model. We measure the latency on the NVIDIA 2080-Ti GPU. The TRADE algorithm creates an architecture with a minimum target accuracy while becoming lighter as the value of $s$ is lower. Advances from prior works (Tan et al., 2019; Liu et al., 2020;
Table 2. Architectures searched by TRADE performance results on ImageNet. TRADE outperforms the performance of other pre-defined models with respect to NP, FLOPS, latency and top1 accuracy. HL indicates the hard label, and D indications the distillation.

| Teacher         | Student             | FLOPS | NP     | Latency | searching by | training by | top-1  | top-5  |
|-----------------|---------------------|-------|--------|---------|--------------|-------------|--------|--------|
| RegNetX-3.2GF   | -                   | 3.2   | B      | 15.3 M  | -            | HL          | 80.3   | 93.1   |
| TRADE-Reg^† w/o KD | 1.6 B              | 15.7 M | 6.2   | ms      | HL          | HL          | 80.5   | 93.1   |
| TRADE-Reg       | 1.5 B              | 14.8 M | 6.0   | ms      | HL          | D           | 80.8   | 93.6   |
| TRADE-ViT^† w/o KD | 2.1 B            | 23.2 M | 5.6   | ms      | HL          | HL          | 81.2   | 95.2   |
| TRADE-ViT       | 1.8 B              | 21.4 M | 4.5   | ms      | HL          | D           | 80.9   | 95.9   |
| EfficientNet-EdgeTPU-Large | 4.0 B        | 10.6 M | 12.8 | ms      | -           | HL          | 77.2   | 93.6   |
| EfficientNetV2-S | 2.7 B          | 21.5 M | 5.4   | ms      | -           | HL          | 80.2   | 94.9   |
| TRADE-EffNet^† w/o KD | 2.7 B       | 10.9 M | 7.1   | ms      | HL          | HL          | 80.1   | 95.0   |
| TRADE-EffNet    | 2.1 B              | 8.8 M  | 6.0   | ms      | D           | D           | 80.3   | 95.0   |

Moons et al., 2021), this score designs candidates more specialized for distillation in that it compresses and considers the teacher’s resource budget at the same time.

4. Results

Performance improvements. Table 2 shows the prominence of all searched models from our TRADE framework. The series of networks from TRADE generally use an order of magnitude, fewer parameters and FLOPS, and lower latency than other pre-defined networks while having higher accuracy. These gains come from both better architecture and better regularization tricks. Figure 1 (a) illustrates the Latency-Accuracy curve where our TRADE facilitates the KD performance and dramatically reduces the search cost (e.g., search iterations) compared to RL-based methods (Liu et al., 2020; Tan et al., 2019) (Figure 2). Figure 7 shows the efficacy of TRADE on the number of samples when we replace the trust region BO with other search methods such as random and LA-MCTS (Wang et al., 2020b). An OR is also used in both search methods (Appendix).

Percentage of training samples. In practice, using all training examples may bring a significant burden during the search process. Thus, to reflect the practical scenario of model search, we conduct the experiments by varying the percentage of training examples from 10% to 50% while keeping the number of iterations. For instance, if 10% of training data is used, then the model is trained with 90 epochs; otherwise, the model is trained with 9 epochs under the whole training data. Table 3 shows utilizing the portion of training samples also keep the order of architecture rank when keeping the number of iterations under KD scenarios. The candidates in Table 3 are selected from the Pareto-frontier.

5. Conclusion

This paper introduces an efficient algorithm, called TRADE, for automatically searching the optimal architecture for distillation by using the trust region Bayesian optimization. We show that the searched networks from TRADE are more superior to other existing pre-defined architectures under KD situations in respect of NP, FLOPS, latency, and top1 accuracy. We believe that TRADE opens the door to rapidly search the most structure-similar student model.
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A. Related Works

A.1. Computational Costs in Neural Architecture Search

Neural Architecture Search (NAS) studies have also suffered from such computing time issues. Recent NAS studies have been involved in leveraging RL (Zoph & Le, 2016; Tan et al., 2019), Evolutionary Search (ES) (Real et al., 2017; Liu et al., 2017; Real et al., 2017), and weight-sharing (Cai et al., 2019; Yu et al., 2020; Wang et al., 2021), among others. However, RL and ES can incur prohibitively high computational costs because they require training and evaluating a large number of architectures. While weight sharing can improve sample complexity, the performance of candidate architectures during the search phase does not represent their true performance in the evaluation phase (Pham et al., 2018; Shi et al., 2019; Yu et al., 2019; Zhao et al., 2021). Bayesian optimization (BO) may struggle with limited samples and high dimensional space, but still has led to recent success in NAS (White et al., 2019; Kandasamy et al., 2018; Parsa et al., 2020; Wang et al., 2021; Eriksson et al., 2021) as well as tuning machine learning hyperparameters (Turner et al., 2021).

Finding an appropriate architecture for a neural network to solve a deep learning problem is tedious and difficult, requiring a lot of expert knowledge and heuristics. To automate this task, NAS methods have been evolving mainly in two directions: (1) one-shot NAS and (2) sample-based NAS. In general, an one-shot NAS encodes the entire search space into a single supernet using weight sharing (Pham et al., 2018; Cai et al., 2019; Wang et al., 2021; Yu et al., 2020) or continuous relaxation (Liu et al., 2018), but it suffers from initialization sensitivity (Liu et al., 2018; Shi et al., 2019), ranking correlation issues (Chu et al., 2021), and memory bank issues (Shi et al., 2019).

A.2. Neural Architecture for Computer Vision

With the rapid growth of interest in deep neural networks, recent neural architectures have evolved into two folds: (1) factorized convolutions which factorize a standard convolution into a depthwise convolution and a 1x1 convolution (Howard et al., 2017; Sandler et al., 2018), and (2) self-attention to feature activation map. Factorized convolutions serve as a solution for running powerful CNNs on devices with limited computational resources. Tan et al. (Tan & Le, 2019; 2021) propose a simple scaling method for better generalization and EfficientNet families having parameter efficiency as well as high performance. Radosavovic et al. (Radosavovic et al., 2020) use network design spaces that parameterize populations of networks instead of using the aforementioned classic design spaces. On the other hand, Dosovitskiy et al. (Dosovitskiy et al., 2020) incorporate self-attention to tackle image recognition with no convolution by presenting the Transformer as a solution, called ViT. CoAtNet (Dai et al., 2021) is presented as another solution by combining convolution and self-attention into a single computational block and vertically stacking convolution layers and attention layers. However, there still remains a lack in the study of combining recent promising blocks in one architecture due to its challenges of requiring a much larger design space and much more expensive tuning cost. Under the KD framework, TRADE can disentangle such issues with rapid Bayesian search.

A.3. Orthogonality Regularization (OR)

An OR is a class of regularization methods that makes the weight matrices of a model almost semi-orthogonal. Applying an OR to many layers could accelerate the learning since the OR can solve the vanishing/exploding gradient issue through the norm preservation property (Xie et al., 2017; Kim & Yun, 2022). In a nutshell, consider a vector $y \in \mathbb{R}^{d_y}$ that is mapped by a linear transformation $W \in \mathbb{R}^{d_x \times d_y}$ to another vector $y \in \mathbb{R}^{d_y}$ (i.e., $y = W^T x$). Then, the below satisfies when a weight matrix is semi-orthogonal (i.e., $WW^T = I_{d_y}$; $I_{d_y}$ is an identity matrix).

$$\|y\| = \sqrt{y^T y} = \sqrt{x^T WW^T x} = \sqrt{x^T x} = \|x\|$$  \hspace{1cm} (3)

where $\| \cdot \|$ denotes the Euclidean norm. To apply an OR into convolutional operators, it is generally necessary to reshape each convolutional operator into a matrix $W \in \mathbb{R}^{m \times n}$ with $m = C_{out}$ and $n = S \times H \times C_{in}$, where $S, H, C_{in}, C_{out}$ are the filter width, filter height, the number of input channels, and the number of output channels, respectively. The typical way of applying an orthogonality is as follows:

$$\frac{\lambda}{|W|} \sum_{W \in W} \|W^T W - I_n\|_F^2,$$ \hspace{1cm} (4)

where $\lambda$ is the regularization coefficient, $|W|$ is the cardinality of $W$, and $\| \cdot \|_F$ is the Frobenius norm of the matrix.
Table 4. Top1 accuracy on ImageNet-1k. Each performance is from the pre-trained checkpoint in the PyTorch timm GitHub repository (Wightman, 2019).

| Tag | Model name       | Input size | Top1 accuracy | NP  |
|-----|------------------|------------|---------------|-----|
| T(A) | EfficientNetV2-M | 224        | 80.2          | 43M |
| T(B) | RegNetY-8.0GF   | 224        | 81.0          | 24M |
| T(C) | ViT-Large-16     | 224        | 85.8          | 164M|
| T(D) | ViT-Large-32-R50 | 224        | 84.4          | 86M |

Table 5. Top1 accuracy on ImageNet-1k for students with different teachers. A student1 is EfficientNetV2-Small and a student2 is RegNetX-3.2GF. The label is annotated in Table 4.

| Teachers | Student1 | Student2 | Comparison          |
|----------|----------|----------|---------------------|
| T(A)     | 80.1     | 78.7     | Student1 > Student2 |
| T(B)     | 79.8     | 80.9     | Student1 < Student2 |

Recent works (Wang et al., 2020a; Qi et al., 2020) propose a direct constraint that preserves the norm between the x and y. Qi et al. (Qi et al., 2020) show that the reshape-based method makes a network isometry partially because reshaping convolutional filter to 2D is an ad-hoc solution to enable norm preservation property except for when the kernel size and stride of the convolutional filter is equal to 1. In TRADE, we have verified the benefits of the OR for the generalization of architecture candidates in a query phase, as we will see in the experiments.

B. Method

B.1. Review of Architecture-aware KD (AKD)

AKD (Liu et al., 2020) searches for student architectures using RL based NAS process with a KD-based reward function with a certain threshold for latency. They argue that distilling the same teacher model to different students leads to different performance results, and no pre-defined student architecture produces the best results across all teacher networks. They also have claimed that the optimal student models in AKD can be deemed as the most structure-similar to the teacher model (Table 5). As an extension of previous works, we investigate the teacher-student relationship using recent state-of-the-art architectures (Table 4) consisting of MBCConv (Sandler et al., 2018), Fused-MBCConv (Tan & Le, 2021), and Transformer block that have not been studied yet. Further from the previous experiment, we obtain a confusion matrix for the training dataset as well as the test dataset because KD is performed by logit matching of training data.

Figure 5 shows the confusion matrices of the following evaluation metrics:

- **Top-1 matching ratio** \((i, j)\): accuracy of how well the predicted label matches between \(i\)-th row model and \(j\)-th column model (Figure 5 (a), (b)).

- **Kullback-Leibler (KL) divergence** \((i, j)\): the relative entropy of the \(i\)-th row model’s output distribution to that of \(j\)-th column model (Figure 5 (c), (d)).

According to the block style, the learning distribution seems to differ significantly, while the Transformer based networks seem to be close to each other. Because these recent architectures have not yet been explored in this direction of research, we aim to redesign search spaces so that all types of blocks are considered. Throughout this work, we expect to know more about architecture-aware KD for any given teacher and to uncover teacher-student relationships.

C. Understanding Search Efficiency

**Fused MB Conv & MB Conv & Transformer.** Recent works try to combine different operators to form a new network (Xiao et al., 2021; Dai et al., 2021; Tan & Le, 2021). In order to balance (hard) inductive biases and the Transformer blocks’ capacity for representation learning, Xiao et al. (Xiao et al., 2021) hypothesize that restricting convolutions in ViT to early visual processing may be an important design decision. Tan et al. (Tan & Le, 2021) provide the effectiveness of using depthwise convolution; the standard convolutional operator is rather apposite for mobile or server accelerators (Gupta
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Figure 5. Confusion matrix for models’ outputs, $p$ or $q$ denotes softmax probability output from different architectures. (a), (b): Top-1 matching ratio; (c), (d): $\text{KL}(p||q)$ for training and test set. The label is annotated in Table 4.

& Akin, 2020; Li et al., 2021). Dai et al. (Dai et al., 2021) present a key insight regarding hybridizing convolution and attention; simply stacking convolutional and attention layers could be surprisingly effective to achieve better generalization and capacity. Inspired by such findings, we prioritize the combination of the convolutional operators and the Transformer for constructing the architecture while there remains no precedence between Fused-MBConv (Gupta & Tan, 2019) and MBConv (Sandler et al., 2018).

TurBO. TurBO (Eriksson et al., 2019) is used to search across the search space for the best architecture. TuRBO utilizes different subregions called trust regions to perform multiple BO. After that, it finds the next promising candidate through implicit Thompson sampling. In our TRADE framework, TurBO proceeds along with the following steps:

1. Initial architectures are sampled from the Latin hypercube sampling (McKay et al., 2000).

2. Gaussian process is trained with the previous observations. Then, it takes samples of the Sobol sequence (Sobol’, 1967) from the bounded region and identifies the most promising candidates by computing their likelihood.

3. It recognizes success and doubles the length of the related trust region if the candidate turns out to be the new best point. In contrast, it sees all other situations as failures and halves them all. The trust region restarts from scratch if the rescaled length reaches a certain threshold.

Hyperparameters in TurBO. We investigate the optimal hyperparameter settings of TRADE. Referred to Eriksson et al. (Eriksson et al., 2019), we empirically observe that a larger batch size leads the surrogate model to find better optima. For a quick restarter of TRADE, we close the gap between the minimum threshold and maximum threshold of its hyperrectangle and settle down the tolerance at 2, which controls the trade-off between exploitation and exploration. Implementation details are in the Appendix.

Search Space. Similar to (Tan et al., 2019; Liu et al., 2020; Anonymous, 2022), our search space consists of eight pre-defined blocks, with each block containing a list of identical layers. Table 1 summarizes the usage of various block types in recent architecture methods. Further than the previous methods, we jointly search the optimal combination of convolution blocks and Transformer for new architecture-aware KD by looking at all-operators. Referring to Xiao et al. (Xiao et al., 2021), the convolutional blocks are placed in the early stage, and the Transformer block is designed to connect the convolutional block and the head. If Transformer is not used, it is designed to connect the Conv-backbone and head (Figure 3). We search for the number of layers, the convolutional block type, the usage of the Transformer blocks, and skip operation type, Conv kernel size, squeeze-and-excite ratio, and input/output filter size for each block independently.

D. Results

D.1. Experimental Settings

Our TRADE process mostly follows the same settings in MNAS (Tan et al., 2019) and AKD (Liu et al., 2020). We reserve 50K images from the training set as mini-val, and use the rest as mini-train. We treat each sampled model as a student, and distill the teacher’s knowledge by training on the mini-train for 9 epochs, including the first two epochs with warm-up
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Figure 6. Attributes of searching process. The architecture evolves during searching and each dot represents an architecture. (a), (b): RegNetY-8.0GF (Radosavovic et al., 2020) is used as the teacher model; (c), (d): EfficientNetV2-M (Tan & Le, 2021) is used as the teacher model.

Table 6. Block sequences searched from TRADE; FMB: Fused-MBConv, MB: MBConv, T: Transformer.

| Architecture    | Block sequence       |
|-----------------|----------------------|
| TRADE-Reg       | FMB - MB - MB - MB   |
| TRADE-ViT       | FMB - FMB - FMB - MB - MB - T |
| TRADE-EffNet    | MB - MB - MB - FMB - MB |

learning rate, and then evaluating on the mini-val to obtain its accuracy. After the aforementioned proxy task, the sampled model will be evaluated on the NVIDIA 2080-Ti GPU to measure its latency. We do not use a shared weight among different architecture candidates.

In each searching experiment, the Gaussian process which is the surrogate model in TurBO samples 50 models. Then we pick the top models that meet the accuracy bracket in Eq. (2), and train them for further 450 epochs by either distilling the same teacher model or using ground truth labels while applying the OR with the same strategy. Following standard practices in KD, temperature $\tau$ is set to 1, and the balancing hyperparameter $\alpha$ in Eq. (1) is set to 0.7. We launch all the searching experiments with 8 NVIDIA 3090-Ti GPUs. Other than those mentioned, we use the same training settings for EfficientNet-EdgeTPU-Small (Gupta & Tan, 2019) in PyTorch timm GitHub (Wightman, 2019). For better readability, we denote the family of architecture searched by TRADE as TRADE-xxx, whose xxx is the teacher family. For instance, if the ViT-Large-16 is used for the teacher model, then we call the searched architecture the TRADE-ViT. Figure 6 shows that TRADE finds Pareto-optimal front (red dot points) on a population of 50 architectures until convergence. Where applicable, any teacher and hardware measurements can be used in the KD-guided score of the local Bayesian search phase.

D.2. Main Results

In this subsection, we provide the superiority of TRADE and uncover the structural knowledge in KD by answering the following questions referred to by Liu et al. (Liu et al., 2020):

- **Q1**) If TRADE is performed on two different teacher architectures, will they converge to a different area in search phase?
- **Q2**) If TRADE is performed on the same teacher, will they converge to a similar area?

**A1) Different teachers with the same TRADE.** We observe that different teachers with different block types lead the student models being comprised of different blocks. Table 6 shows the block sequences of the searched models from TRADE with different teacher models. Specifically, TRADE-ViT only has the Transformer blocks at the end while the other models do not.

**A2) Same teachers with different TRADE.** We examine whether the searched candidate is produced by the random factor laid in the local Bayesian search. To answer this question, two TRADE algorithms are launched under the same teacher model (ViT-large-16 model) and different random seeds. These changes can yield randomness in initial points and local search areas. They converge to a similar area and have a similar design strategy. The different thing is the number
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Figure 7. Performance of TRADE against random and LA-MCTS (Wang et al., 2020b) methods on NAS proxy tasks when ViT-Large-16 model is used for the teacher model.

Table 7. Performance results on transfer learning datasets.

| Architecture | ImageNet-1k | CIFAR-10 | CIFAR-100 |
|--------------|-------------|----------|-----------|
| TRADE-Reg    | 81.5        | 99.0     | 89.9      |
| TRADE-ViT    | 81.5        | 99.1     | 88.7      |
| TRADE-EffNet | 80.3        | 98.8     | 88.8      |

of channels and the number of transformer blocks while keeping the block sequence and similar specifications about NP, FLOPS, latency, and top1 accuracy.

- Seed 0 : FMB - FMB - FMB - MB - MB - T (x 10)
- Seed 1 : FMB - FMB - FMB - MB - MB - T (x 7)

Transferability. For this experiment, we use highlighted checkpoints in Table 2. Our finetuning settings are mostly the same as ImageNet training with a few modifications similar to (Dosovitskiy et al., 2020; Touvron et al., 2021; Tan & Le, 2021): We use the batch size 256, smaller initial learning rate of 0.001 with cosine decay. For all datasets, we train each model for fixed 20,000 steps. Since each model is finetuned with very few steps, we disable weight decay and use a simple cutout data augmentation. Table 7 shows the transfer learning performance.