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Bergman orthogonal polynomials and the Grunsky matrix

by

Bernhard Beckermann\(^1\) and Nikos Stylianopoulos\(^2\)

Abstract

By exploiting a link between Bergman orthogonal polynomials and the Grunsky matrix, probably first observed by Kühnau in 1985, we improve on some recent results on strong asymptotics of Bergman polynomials outside the domain \(G\) of orthogonality, and on the entries of the Bergman shift operator. In our proofs we suggest a new matrix approach involving the Grunsky matrix, and use well-established results in the literature relating properties of the Grunsky matrix to the regularity of the boundary of \(G\) and the associated conformal maps. For quasiconformal boundaries this approach allows for new insights for Bergman polynomials.
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1 Introduction and main results

Let \(G\) be a bounded simply connected domain in the complex plane \(\mathbb{C}\), with boundary \(\Gamma\). We define, for \(n \geq 0\), the so-called Bergman orthogonal polynomials

\[ p_n(z) = \lambda_n z^n + \text{terms of smaller degree}, \quad \lambda_n > 0, \]

satisfying

\[ \langle p_n, p_m \rangle_{L^2(G)} := \int_G p_n(z)\overline{p_m(z)} \, dA(z) = \delta_{m,n}, \]

where \(dA(z) = dx\,dy\) denotes planar Lebesgue measure. There is a well developed theory regarding Bergman polynomials. For their basic properties, and the asymptotic behavior including that of their zeros see [3, 30, 8, 22, 10, 11, 6, 28, 23, 29] and the references therein. In describing these we need two conformal maps.

Denote by \(\mathbb{D}\) the open unit disk, by \(\mathbb{D}^*\) the exterior of the closed unit disk, by \(\Omega\) the exterior of the closure \(\overline{G}\) of \(G\), and consider the Riemann map from \(\Omega\) onto \(\mathbb{D}^*\)

\[ w = \phi(z) = \phi_1 z + \phi_0 + \phi_{-1} z^{-1} + ..., \]

with inverse map

\[ z = \psi(w) = \psi^{-1}(w) = \psi_1 w + \psi_0 + \psi_{-1} w^{-1} + ..., \]

where \(\gamma := \phi_1 = 1/\psi_1 = 1/\psi'(\infty) > 0\) is the inverse of the logarithmic capacity of \(G\).
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We will make also use of the $n$-th Faber polynomial $F_n$. This is the polynomial part of the Laurent expansion at $\infty$ of $\phi(z)^n$, and hence $F_n$ is of degree $n$, with leading coefficient $\gamma^n$. The corresponding Grunsky coefficients $b_{\ell,n} = b_{n,\ell}$ are defined by the generating series

$$\log\left( \frac{\psi(w) - \psi(v)}{\psi'(\infty)(w - v)} \right) = -\sum_{n=1}^{\infty} \sum_{\ell=1}^{\infty} b_{n,\ell} w^{-\ell} v^{-n} = -\sum_{n=1}^{\infty} \frac{1}{n} \left( F_n(\psi(w)) - w^n \right) v^{-n},$$

(1.1)

which is analytic and absolutely convergent for $|w| > 1, |v| > 1$, see, e.g., [20, Chapter 3, Eqns (8) and (10)].

In what follows it will be convenient to work with the normalized Grunsky coefficients

$$C_{n,k} = C_{k,n} = \sqrt{n + 1} \sqrt{k + 1} b_{n+1,k+1}, \quad \text{for } n, k = 0, 1, 2, \ldots,$$

(1.2)

for which the Grunsky inequality [20, Theorem 3.1] reads as follows: For any integer $m \geq 0$ and any complex numbers $y_0, y_1, \ldots, y_m$ there holds

$$\sum_{n=0}^{\infty} \sum_{k=0}^{m} C_{n,k} y_k^2 \leq \sum_{k=0}^{m} |y_k|^2.$$

(1.3)

We note that (1.3) holds under the sole assumption that $\overline{G}$ is a continuum, i.e., closed and connected, and $\Omega$ is the component of $\mathbb{C} \setminus \overline{G}$ that contains $\infty$.

Under various assumptions on $\Gamma$ many results are scattered over the literature establishing that the Bergman polynomial $p_n$ behaves like a suitably normalized derivative of the Faber polynomial $F_{n+1}$, namely like

$$f_n(z) := \frac{F'_{n+1}(z)}{\sqrt{\pi} \sqrt{n + 1}} = \sqrt{\frac{n + 1}{\pi}} \gamma^{n+1} z^n + \text{terms of smaller degree}.$$

(1.4)

Taking derivatives with respect to $w$ in (1.1), using (1.2) and comparing like powers of $v$ leads, for $|w| > 1$, to the formula

$$r_n(w) := \psi'(w) f_n(\psi(w)) - \sqrt{\frac{n + 1}{\pi}} w^n = -\sum_{\ell=0}^{\infty} \sqrt{\frac{\ell + 1}{\pi}} w^{-(\ell + 2)} C_{\ell,n}.$$

(1.5)

The Grunsky inequality (1.3) allows us to conclude\(^3\) that $r_n \in L^2(\mathbb{D}^*)$, and more precisely

$$\varepsilon_n := \|r_n\|^2_{L^2(\mathbb{D}^*)} = \sum_{j=0}^{\infty} |C_{j,n}|^2 \leq 1.$$

(1.6)

The upper bound in (1.6) follows by choosing $y_0 = y_1 = \ldots = y_{n-1} = 0$ and $y_n = 1$ in (1.3). For the equality connecting the $L^2$-norm with the summation over Grunsky coefficients see the last part of the proof of Lemma 2.2 below. In the same lemma we show that the relation

$$\varepsilon_n = 1 - \|f_n\|^2_{L^2(G)}$$

(1.7)

holds under the sole assumption that the boundary $\Gamma$ of $G$ has zero area. For comparison we note that, although there is a different normalization for $f_n$, the quantity $\varepsilon_n$ in (1.6) coincides with that of [28, Eqn. (2.21)].

\(^3\)We do not need further assumptions on the boundary like $\Gamma$ being rectifiable, compare with [28, Lemma 2.1].
Most of the results of this paper require the additional assumption that the boundary $\Gamma$ is quasiconformal. We refer the reader to [20, §9.4] for a definition and elementary properties, and recall that a piecewise smooth (in particular piecewise analytic) Jordan curve $\Gamma$ is quasiconformal if and only if it has no cusps. Also, a quasiconformal curve is a Jordan curve, with two-dimensional Lebesgue measure zero, see, e.g., [1, Section B.2.1]. In our considerations in §2 the following fact will be important [20, Theorem 9.12 and Theorem 9.13]: we can improve the Grunsky inequality (1.3) exactly for the class of quasiconformal curves, by inserting a factor strictly less than one on the right-hand side of (1.3).

For quasiconformal $\Gamma$, the following double inequality have been established by the second author in [28, Lemma 2.4 and Theorem 2.1]:

$$
\frac{1}{n} \leq \frac{1}{\pi} \frac{2n+2}{\lambda_n^2} \leq c(\Gamma) \varepsilon_n, \quad (1.8)
$$

where $c(\Gamma)$ is a positive constant that depends on $\Gamma$ only. In other words, the leading coefficient $\lambda_n$ of $p_n$ behaves like that of $f_n$ if and only if $\varepsilon_n \to 0$, $n \to \infty$.

By using (1.7), (1.8) and Pythagoras’ theorem, it is not difficult to obtain the estimate

$$
\|f_n - p_n\|^2_{L^2(G)} = O(\varepsilon_n),
$$

see, e.g., [28, p. 71]. This means that if $\varepsilon_n \to 0$, then we also get $L^2$ asymptotics on the support of orthogonality for $p_n$. Furthermore, by employing the arguments in [24, p. 2449], the relation (1.9) leads to the relative asymptotics

$$
\frac{f_n(z)}{p_n(z)} = 1 + O(\sqrt{\varepsilon_n}),
$$

for $z$ outside the closed convex hull $Co(G)$ of $G$. Note that, by Fejer’s theorem [8, Theorem 2.1], $p_n$ is zero free outside $Co(G)$.

In Remark 2.5 below we provide alternate (and shorter) proofs of (1.8) and (1.9) based on a novel matrix approach. Moreover, a sharper result related to (1.10) will be established in Theorem 1.1.

Here we review a number of important cases where the behavior of $\varepsilon_n$ is known. Further details are given in §3 below.

When $\Gamma$ is analytic, then the function $\psi$ has an analytic and univalent continuation to $|w| > \rho$, for some $\rho \in [0, 1)$. We write $\Gamma \in U(\rho)$ for the smallest such $\rho$. The asymptotic behavior of Bergman polynomials for $\Gamma \in U(\rho)$ has been first derived by Carleman in [3] where, in particular, it was shown that

$$
1 - \frac{n+1}{\pi} \frac{\gamma^{2n+2}}{\lambda_n^2} = O(\rho^{2n}).
$$

For $\Gamma$ in the same class Kühnau noted in [17, Eqn. (9)] the inequality $|C_{\ell,n}| \leq \rho^{\ell+n+2}$ and concluded using (1.6) that $\varepsilon_n = O(\rho^{2n})$. Thus (1.11) can be also deduced from (1.8) by means of the Grunsky coefficients. The particular case of an ellipse discussed in §2.1 below shows that (1.11) is not sharp, because in this case $\varepsilon_n = \rho^{4n+4}$. For a recent discussion of asymptotics inside $G$ when $\Gamma \in U(\rho)$ we refer to Míña-Díaz [18].

If there is a parametrization of $\Gamma$ having a derivative of order $p \geq 1$ which is Hölder continuous with index $\alpha \in (0, 1)$, then we write $\Gamma \in C(p, \alpha)$. Under the assumption $\Gamma \in C(p+1, \alpha)$, $p \geq 0$, Suetin has shown in [30, Lemma 1.5] that $\varepsilon_n = O(1/n^3)$, with $\beta = 2p + 2\alpha$. When $\beta > 1$, the upper bound of (1.8) can be found in [30, Theorem 1.1].
Finally, the case of piecewise analytic $\Gamma$ without cusps has been studied recently by the second author, who obtained in [28, Theorem 2.4] the estimate $\varepsilon_n = O(1/n)$. An example of two overlapping disks considered by Miña-Díaz in [19] shows that this estimate cannot be improved, since $\lim \inf n \varepsilon_n > 0$, for this particular $\Gamma$.

To complete the picture we note that, as Proposition 3.3 below shows, the estimate $\varepsilon_n = O(1/n)$ cannot hold for all quasiconformal curves $\Gamma$.

For easy reference we summarize:

$$
\varepsilon_n = \begin{cases} 
O(\rho^{2n}), & \text{if } \Gamma \in U(\rho), \\
O(1/n^{2(p+\alpha)}), & \text{if } \Gamma \in C(p+1, \alpha), \\
O(1/n), & \text{if } \Gamma \text{ is piecewise analytic without cusps}.
\end{cases}
$$

Motivated by the three preceding cases we will assume hereafter that

$$
\varepsilon_n = O(1/n^\beta), \quad \text{for some } \beta > 0.
$$

From the reproducing kernel property in $L^2(D^*)$ we have that, for $|w| > 1$,

$$
r_n(w) = \int_{D^*} r_n(u)K(u,w)dA(u), \quad \text{where } K(u,w) = \frac{1}{\pi(u\overline{w} - 1)^2}.
$$

Then, using the Cauchy-Schwarz inequality, the definition of $\varepsilon_n$ in (1.6) and the fact that $K(w,w) = \|K(\cdot,w)\|_{L^2(D^*)}$, we conclude

$$
|r_n(w)| \leq \|r_n\|_{L^2(D^*)} \|K(\cdot,w)\|_{L^2(D^*)} = \sqrt{\varepsilon_n} \frac{1}{|w|^2 - 1}.
$$

Therefore, it follows from (1.5), for $w = \phi(z)$, that

$$
\sqrt{\frac{\pi}{n+1}} \frac{f_n(z)}{\phi'(z)\phi(z)^n} - 1 = \sqrt{\frac{\pi}{n+1}} \frac{r_n(w)}{w^n}
$$

tends to zero uniformly on compact subsets of $\Omega$ with a geometric rate.

Our first result describes strong asymptotics for Bergman polynomials outside the support of orthogonality.

**Theorem 1.1.** Let $\Gamma$ be quasiconformal, and assume that $\varepsilon_n = O(1/n^\beta)$, for some $\beta > 0$. Then

$$
\sqrt{\frac{\pi}{n+1}} \frac{p_n(z)}{\phi'(z)\phi(z)^n} - 1 = O\left(\frac{\sqrt{\varepsilon_n}}{n^{\beta/2}}\right), \quad n \to \infty,
$$

uniformly on compact subsets of $\Omega$.

The result of Theorem 1.1 should be compared with [28, Theorem 1.2], for piecewise analytic $\Gamma$ without cusps ($\beta = 1$) and with [30, Theorem 1.4], for sufficiently differentiable $\Gamma$ where, in both cases, the rate obtained is $O(\sqrt{\varepsilon_n})$, the same as in (1.10). When $\Gamma \in U(\rho)$, then we can still apply Theorem 1.1, with $\beta$ any positive constant, and compare it with the corresponding result of Carleman [8, Theorem 2.2], which gives the rate $\sqrt{\varepsilon_n} = O(\sqrt{\pi \rho^n})$, cf. [6, p. 1983] and [18, Theorem 1]. That is, in all these three cases, (1.16) yields an improvement of order $O(1/n^{\beta/2})$ in the estimated rate of convergence. We should point out, however, that in contrast to the cited works, where (1.16) is established for $z$ on $\Omega$, or for any $z \in \Omega$, our estimate (1.16) is only valid on compact subsets of $\Omega$. 4
In Section 5 below, we present numerical results which suggest that if \( \Gamma \) is piecewise analytic without cusps, then the predicted order \( O(1/n) \) in Theorem 1.1 is sharp.

In contrast to [30] and related works for (complex) Jacobi matrices (see for instance [26] or [2, §3.5] and the references therein), our method of proof is not based on operator theory techniques, like determinants of the identity plus a trace class perturbation, and thus here, besides (1.13), we do not need any further assumption on the decay of the sequence \( \{\varepsilon_n\} \).

Our second result concerns the multiplication operator \( H \), sometimes called Bergman shift, which is defined by

\[
zp_n(z) = \sum_{j=0}^{n+1} p_j(z) H_{j,n}, \quad \text{with} \quad H_{j,n} = \langle zp_n, p_j \rangle_{L^2(G)}. \tag{1.17}
\]

Notice that, by orthogonality, \( H_{j,n} = 0 \) for \( j > n + 1 \), and thus the infinite matrix \( H \) has upper Hessenberg form. Using the Cauchy-Schwarz inequality it is easy to deduce that \( H \) represents a bounded linear operator in \( \ell^2 \), with \( \|H\| \leq \sup\{|z| : z \in G\} \), see also [5, §29].

Theorem 1.2. If \( \Gamma \) is quasiconformal then there exists a constant \( c(\Gamma) \) such that, for all \( k \geq -1 \) and \( n \geq 0 \),

\[
|H_{n-k,n} - \sqrt{\frac{n+1}{n-k+1}} \psi_{-k}| \leq c(\Gamma) (k+2) \max(\varepsilon_{n-k-1}, \ldots, \varepsilon_n, \varepsilon_{n+1}).
\]

Theorem 1.2 under the assumption (1.13) yields immediately the following estimate, for any fixed \( k \geq -1 \),

\[
|H_{n-k,n} - \sqrt{\frac{n+1}{n-k+1}} \psi_{-k}| = O\left(\frac{1}{n^{\beta}}\right), \quad n \to \infty. \tag{1.18}
\]

This estimate should be compared with the asymptotic results [23, Theorem 2.1, Theorem 2.2], where the same rate is given for \( k = -1 \) and \( n \to \infty \), but for fixed \( k \geq 0 \) only the rate \( O(1/n^{\beta/2})_{n \to \infty} \) is obtained. Furthermore, if \( \Gamma \in U(\rho) \), then Theorem 1.2 yields \( O(\rho^{2n}) \), for any fixed \( k \geq -1 \), improving thus by \( \rho^n \) the rate established in [23, Theorem 2.3] for \( k \geq 0 \).

In contrast to Theorem 1.1, the numerical results presented in [23, §4] for \( \Gamma \) piecewise analytic without cusps indicate an experimental rate of convergence of \( O(1/n^2) \) for \( k \in \{-1,2\} \), rather than the rate \( O(1/n) \) predicted by Theorem 1.2.

The paper is organized as follows. In §2 we derive, in Lemma 2.2, a link between the Gram matrix \( \langle f_j, f_k \rangle_{L^2(G)} \) and the Grunsky matrix. Further, in Corollary 2.3 we suggest a new matrix formalism and obtain, in Theorem 2.4, estimates in terms of \( \varepsilon_n \) for the coefficients in the change of basis from \( \{p_0, p_1, \ldots, p_n\} \) to \( \{f_0, f_1, \ldots, f_n\} \), and vice-versa. This allows us to present, in Remark 2.5, different proofs of the relations (1.8) and (1.9). We conclude §2 with a detailed discussion of an ellipse, where several of the above asymptotic results are shown to be sharp.

In §3 we gather some known results from the literature relating spectral and asymptotic properties of the Grunsky operator and the size of \( \varepsilon_n \) to the smoothness of \( \Gamma \). In particular, we conclude that the Grunsky operator for domains with corners cannot be compact.

The proofs of our main Theorems 1.1 and 1.2 are given in §4.

Finally, in §5 we present a numerical experiment suggesting that the rate in Theorem 1.1 is sharp for domains with corners.
2 The Grunsky matrix and quasiconformal boundaries

The aim of this section is to describe the size of the Fourier coefficients $R_{j,n} \in \mathbb{C}$ of $f_n$ in the orthonormal basis $\{p_n\}$, that is,

$$f_n(z) = \sum_{j=0}^{n} p_j(z)R_{j,n}, \quad R_{j,n} = \langle f_n, p_j \rangle_{L^2(G)}.$$

(2.1)

We note, in particular, that from (1.8)

$$R_{n,n} = \sqrt{\frac{n+1}{\pi}} \frac{\gamma_{n+1}}{\lambda_n} \in (0,1].$$

(2.2)

It will be convenient to use matrix calculus. In what follows we denote by $e_j$, $j \geq 0$, the $j$-th canonical vector in $\mathbb{C}^n$ as well as in $\ell^2$, the size depending on the context. The action of a bounded linear operator $B : \ell^2 \to \ell^2$ can be described through matrix products, where we identify $B$ with its infinite matrix $\langle Be_k, e_j \rangle_{\ell^2} = B_{j,k}$, $\ell^2 \to \ell^2$, $j,k = 0,1,...$, $n$. We will also consider the operator $\Pi_n : \mathbb{C}^n \to \ell^2$ with matrix representation

$$\Pi_n = \begin{bmatrix} I \\ 0 \end{bmatrix} \in \mathbb{C}^{\infty \times n},$$

with adjoint $\Pi_n^* = \begin{bmatrix} I & 0 \end{bmatrix} \in \mathbb{C}^{n \times \infty},$

so that

$$B_n = \Pi_n^* B \Pi_n = (B_{j,k})_{j,k=0,1,...,n-1},$$

gives the principal submatrix of order $n$ of $B$ (sometimes called the $n$-th finite section).

Below we will make use the relations

$$\|B_{n-1}\| \leq \|B_n\| \leq \|B \Pi_n\| \leq \sup_k \|B_k\|,$$

(2.3)

where $\| \cdot \|$ denotes the euclidian vector norm as well as the subordinate matrix (operator) norm, i.e., $\|B_n\|^2$ is the largest of the eigenvalues of the Hermitian matrix $B_n^* B_n$.

Then, it follows from the Grunsky inequality (1.3) that the infinite Grunsky matrix $C = (C_{n,k})_{n,k=0,1,...}$ satisfies $\|C_n\| \leq \|C \Pi_n\| \leq 1$, for all $n$, and thus $\|C\| \leq 1$. We will also use frequently the identity

$$\varepsilon_n = \|Ce_n\|^2,$$

(2.4)

which follows easily from (1.6). Moreover, according to [20, Theorems 9.12 and 9.13], $\Gamma$ is quasiconformal if and only if $\|C\| < 1$ (and more precisely $\Gamma$ is $\kappa$-quasiconformal if and only if $\|C\| \leq \kappa$).

We recall now from [17, §5] a geometry, where $\|C\|$ can be computed explicitly. Further geometries are discussed in [17, §5 and §6].

**Example 2.1.** If $\Gamma$ is piecewise analytic with a corner of outer angle $\omega \pi$, $0 < \omega < 2$, then Kühnau showed, with the help of the Golusin inequality [20, §3.2], that $\|C\| \geq |1 - \omega|$, with equality $\|C\| = |1 - \omega| = 2/m$, for all regular polygons with $m$ vertices. \hfill \Box

In what follows we set $R_{j,n} = 0$, for $j > n$, so that the infinite matrix $R$ is upper triangular, with positive diagonal; see (2.2). As a consequence, $R_n$, $n = 0,1,...$, is invertible and any
principal submatrix of order \( k \leq n \) of \((R_n)^{-1}\) is given by \((R_k)^{-1}\). Furthermore, since by changing the basis in (2.1) we get that
\[
p_n(z) = \sum_{j=0}^{n} f_j(z) R_{j,n}^{-1},
\]
we can write for \( 0 \leq j \leq k \), without ambiguity, \( R_{j,k}^{-1} = (R^{-1})_{j,k} = ((R_k)^{-1})_{j,k} \), for the entries of the (possibly unbounded) upper triangular infinite matrix \( R^{-1} \), the inverse of \( R \).

We are now ready to make, in the next lemma, the link between the Grunsky matrix and Faber polynomials. Such a link has been probably first studied by Kühnau in [16], though the identity (2.6) below can also be traced in the works of Johnston [13, Lemma 4.3.8] and Suetin [30, p. 13], without a direct reference, however, to the relation with the Grunsky matrix. The same identity is mentioned without proof in [25, Eqn. (2.9)].

**Lemma 2.2.** If \( \Gamma \) has two-dimensional Lebesgue measure zero, then, for all \( n,k \geq 0 \), there holds
\[
\langle f_n, f_k \rangle_{L^2(G)} = \delta_{n,k} - \langle r_n, r_k \rangle_{L^2(D^*)}
\]
\[
= \delta_{n,k} - C^* C e_n.
\]

**Proof.** For the sake of completeness we reproduce here the idea of the proof given in [16].

For \( r > 1 \) we consider the level set \( G_r := \mathbb{C} \setminus \{ \psi(w) : |w| \geq r \} \), which has analytic boundary \( \partial G_r \). The proof below is based on the use of Green’s formula
\[
\int_{G_r} f(u)g'(u)dA(u) = \frac{1}{2i} \int_{\partial G_r} f(u)g(u)du,
\]
for any \( f, g \) analytic on \( \overline{G_r} \).

By comparing like powers of \( v \) in (1.1) and using (1.2), we have for \(|w| > 1\) that
\[
\frac{F_{k+1}(\psi(w))}{\sqrt{\pi(k+1)}} = \frac{w^{k+1}}{\sqrt{\pi(k+1)}} + \sum_{\ell=0}^{\infty} \frac{w^{-(\ell+1)}}{\sqrt{\pi(\ell+1)}} C_{\ell,k}.
\]
(We note that taking derivatives in (2.8) leads to (1.5).) We thus obtain by applying Green’s formula
\[
\int_{G_r} f_n(z)\overline{f_k(z)}dA(z) = \frac{1}{2i} \int_{\partial G_r} \frac{F'_{n+1}(z)}{\sqrt{\pi(n+1)}} \frac{F_{k+1}(z)}{\sqrt{\pi(k+1)}} dz
\]
\[
= \frac{1}{2i} \int_{|w|=r} \frac{\psi'(w)F'_{n+1}(\psi(w))}{\sqrt{\pi(n+1)}} \frac{F_{k+1}(\psi(w))}{\sqrt{\pi(k+1)}} dw.
\]

Next, inserting (1.5) and (2.8) in the latter integral we get the expression
\[
\frac{1}{2i} \int_{|w|=r} \left( \frac{1}{\pi} w^n - \sum_{\ell=0}^{\infty} \sqrt{\frac{\ell+1}{\pi}} w^{-(\ell+2)} C_{\ell,n} \right) \left( \frac{w^{k+1}}{\sqrt{\pi(k+1)}} + \sum_{j=0}^{\infty} \frac{w^{-(j+1)}}{\sqrt{\pi(j+1)}} C_{j,k} \right) dw.
\]

Here the sums are uniformly convergent in \(|w| = r\) and we can thus integrate term by term. Since,
\[
\frac{1}{2\pi i} \int_{|w|=r} w^j w^{\ell+1} dw = \frac{r^{2\ell+2}}{2\pi i} \int_{|w|=r} w^j w^{-\ell-1} dw = r^{2\ell+2} \delta_{j,\ell},
\]

for $j, \ell \in \mathbb{Z}$, we therefore arrive at

$$\langle f_n, f_k \rangle_{L^2(G_r)} = \delta_{n,k} r^{2k+2} - \sum_{\ell=0}^{\infty} C_{\ell,k} C_{\ell,n} r^{-2\ell-2}. \quad (2.9)$$

Clearly, the polynomials $f_n$ and $f_k$ are continuous in $\mathbb{C}$ and the closure $G \cup \Gamma$ of $G$ is the intersection of the monotone family $G_r$, for $r > 1$. Therefore, by using our assumption on $\Gamma$, we conclude that

$$\lim_{r \to 1^+} \langle f_n, f_k \rangle_{L^2(G_r)} = \langle f_n, f_k \rangle_{L^2(G \cup \Gamma)} = \langle f_n, f_k \rangle_{L^2(G)}.$$ 

From the inequality $\|C\| \leq 1$ we have that $C e_k = (C_{j,k})_j \in \ell^2$, for all $k \geq 0$ and hence $(C_{j,k} C_{j,n})_j \in \ell^1$, implying that the term on the right-hand side of (2.9) has a (finite) limit for $r \to 1^+$, given by $\delta_{n,k} - e_k^* C e_n$. Moreover, by integrating (1.5) over $r D^*$ and working as above we obtain

$$\lim_{r \to 1^+} \langle r_n, r_k \rangle_{L^2(r D^*)} = \lim_{r \to 1^+} \sum_{\ell=0}^{\infty} C_{\ell,k} C_{\ell,n} r^{-2\ell-2} = \sum_{\ell=0}^{\infty} C_{\ell,k} C_{\ell,n} = \langle r_n, r_k \rangle_{L^2(D^*)},$$

which, in view of (2.9), yields both (2.6) and (2.7). \hfill \Box

It should be noted that in the proof we did not use any assumptions on the boundary $\Gamma$ of $G$, other that it should have zero Lebesgue measure. In particular, we did not require that $\Gamma$ is a Jordan curve.

Next we apply Lemma 2.2 to quasiconformal $\Gamma$. Then, from (2.1) and the orthonormality of Bergman polynomials, we find that

$$\langle f_n, f_k \rangle_{L^2(G)} = \sum_{j=0}^{\min(n,k)} R_{j,k} R_{j,n}. \quad (2.10)$$

Recalling that $\|B\| = \|B^*\| = \sqrt{\|B^* B\|}$, the following result is an easy consequence of Lemma 2.2.

**Corollary 2.3.** If $\Gamma$ is quasiconformal, then the infinite Gram matrix $M = (\langle f_n, f_k \rangle_{L^2(G)})_{k,n=0,1,...}$ can be decomposed as

$$M = R^* R = I - C^* C, \quad (2.11)$$

where $M$ and $R$ represent two bounded linear operators on $\ell^2$ with norms $\leq 1$. Furthermore, both $M$ and $R$ are boundedly invertible, with $\|M^{-1}\| = \|R^{-1}\|^2 \leq (1 - \|C\|^2)^{-1}$.

**Proof.** Equality for the entries of the matrices occurring in (2.11) follows from Lemma 2.2 and (2.10). It remains to show that the involved matrices represent bounded linear operators on $\ell^2$.

From (2.10) we obtain the Cholesky decomposition

$$M_n = R_n^* R_n, \quad (2.12)$$

which, in view of the fact that $R_n$ is invertible, implies that $M_n$ is Hermitian positive definite. Also, taking finite sections in (2.11), we get that

$$I - M_n = \Pi_n^* C^* C \Pi_n$$
is Hermitian positive semi-definite, and hence the eigenvalues of $M_n$ are elements of $(0, 1]$, that is $\|M_n\| = \|R_n\|^2 \leq 1$, and thus $\|M\| = \|R\|^2 \leq 1$ by (2.3), as claimed above.

Our assumption on $\Gamma$ implies that $\|C^*C\| = \|C\|^2 < 1$, and therefore a Neumann series argument in $\ell^2$ shows that $M$ is boundedly invertible, with $\|M^{-1}\| \leq 1/(1 - \|C\|^2)$.

Finally, the existence of $R^{-1}$ has been established above, as a result of the representation (2.5). Hence, from (2.11), $R^{-1}(R^{-1})^* = M^{-1}$, leading to the required relation $\|M^{-1}\| = \|R^{-1}\|^2$. □

Our next result provides estimates for the coefficients $R_{j,k}$ and $R_{j,k}^{-1}$ in (2.1) and (2.5).

**Theorem 2.4.** If $\Gamma$ is quasiconformal, then for all $j \geq 0$,

$$\max\left(\|e_j^*(I - R^*)\|, \|e_j^*(R^{-1} - I)\|\right) \leq \|e_j^*(R^{-1} - R^*)\| \leq \sqrt{\varepsilon_j \|C\|^2 / (1 - \|C\|^2)}.$$  

(2.13)

Furthermore, for all $0 \leq j \leq n$,

$$\max\left(\|R_{j,n} - \delta_{j,n}\|, \|R_{j,n}^{-1} - \delta_{j,n}\|\right) \leq \varepsilon_j \varepsilon_n / \sqrt{1 - \|C\|^2}.$$  

(2.14)

**Proof.** We first observe that from Lemma 2.2 with $k = n$, (2.1) and (2.4), we have

$$\|Ce_n\|^2 = \varepsilon_n = 1 - \|f_n\|_{L^2(G)}^2 = 1 - \sum_{j=0}^{n} |R_{j,n}|^2,$$  

(2.15)

and recall from (2.2) that $R_{n,n} \in (0,1]$. This, in particular, implies that

$$0 \leq \max(1 - R_{n,n}, \frac{1}{R_{n,n}} - 1) \leq \frac{1}{R_{n,n}} - R_{n,n}.$$  

(2.16)

Next we establish the norm estimates in (2.13). For this we note that by Corollary 2.3,

$$R^{-1} - R^* = (I - R^*R)R^{-1} = C^*CR^{-1}$$  

(2.17)

and hence, for any $j \geq 0$,

$$\|e_j^*(R^{-1} - R^*)\|^2 = \|(Ce_j)C^{-1}\|^2 \leq \varepsilon_j\|CR^{-1}\|^2 \leq \varepsilon_j\|C\|^2 / (1 - \|C\|^2).$$

This yields the second inequality in (2.13). Taking into account (2.16) in conjunction with the obvious relation

$$\|e_j^*(R^{-1} - R^*)\|^2 = \sum_{n=j+1}^{\infty} |R_{j,n}^{-1}|^2 + \frac{1}{R_{j,j}} - |R_{j,j}|^2 + \sum_{n=0}^{j-1} |R_{n,j}|^2,$$

we arrive at the first inequality in (2.13).

In order to obtain estimates for each entry of $R^{-1} - I$ and $I - R^*$, we argue in terms of the entries of $R^{-1} - R^*$. To this end, we recall that $R_{n+1}$ and $R_{n+1}^*$ are both bounded and invertible and thus so does $M_{n+1}$, in view of (2.12). Furthermore, from Corollary 2.3,

$$M_{n+1} = \Pi_{n+1} \Pi_{n+1}^* = I - \Pi_{n+1}^* C^* C \Pi_{n+1},$$  

(2.18)
where \( \|C\Pi_{n+1}\| \leq \|C\| < 1 \) by (2.3).

According to the upper triangular structure of \( R_{n+1} \), we find that
\[
CR^{-1} e_n = C\Pi_{n+1} R_{n+1}^{-1} e_n = C\Pi_{n+1} M_{n+1}^{-1} R_n e_n = R_{n,n} C\Pi_{n+1} M_{n+1}^{-1} e_n.
\]

Hence, by using a standard Neumann series argument we obtain from (2.17) and (2.18), for any \( n, j \geq 0 \), that
\[
e^*_j (R^{-1} - R^*) e_n = R_{n,n} (Ce_j)^* C\Pi_{n+1} M_{n+1}^{-1} e_n
\]
\[
= R_{n,n} (Ce_j)^* C\Pi_{n+1} \sum_{\ell=0}^{\infty} (\Pi_{n+1}^* C^* C\Pi_{n+1})^\ell e_n
\]
\[
= R_{n,n} (Ce_j)^* \sum_{\ell=0}^{\infty} (C\Pi_{n+1}^* C^*)^\ell C e_n
\]
\[
= R_{n,n} (Ce_j)^* (I - C\Pi_{n+1} \Pi_{n+1}^* C^*)^{-1} C e_n.
\]

Now, taking norms and using (2.2), (2.3) and (2.4), we get
\[
|e^*_j (R^{-1} - R^*) e_n| \leq R_{n,n} \frac{\sqrt{\varepsilon_j \varepsilon_n}}{1 - \|C\|^2} \leq \frac{\sqrt{\varepsilon_j \varepsilon_n}}{1 - \|C\|^2},
\]

and recalling that \( R^{-1} \) and \( R \) are upper triangular, we conclude, for \( j < n \), that
\[
R_{j,n}^{-1} = e^*_j (R^{-1} - R^*) e_n \quad \text{and} \quad R_{j,n} = e^*_n (R^{-1} - R^*) e_j.
\]

Thus (2.14), with \( 0 \leq j < n \), follows immediately from (2.19), whereas for the diagonal entries \( j = n \), we need to combine (2.19) with (2.16).

Remark 2.5. With the estimates in Theorem 2.4 we can produce more direct proofs of (1.8) and (1.9).

Since \( R_{n,n}^{-1} = 1/R_{n,n} \), we obtain from (2.2), (2.15) and (2.19), for \( j = n \),
\[
\varepsilon_n \leq 1 - \frac{\varepsilon_n}{R_{n,n} - \varepsilon_n} \leq \frac{\varepsilon_n}{1 - \|C\|^2},
\]

which yields (1.8).

Next, from (2.1) we have
\[
p_n(z) - f_n(z) = (p_0(z), ..., p_n(z))(I - R_{n+1}) e_n.
\]

Thus, using (2.13) we see that
\[
\|f_n - R_{n,n} p_n\|_{L^2(G)}^2 = \sum_{j=0}^{n-1} |R_{j,n}|^2 \leq \|(I - R_{n+1}) e_n\|^2 \leq \frac{\varepsilon_n \|C\|^2}{1 - \|C\|^2},
\]

and the result (1.9) follows because
\[
\|f_n - p_n\|_{L^2(G)}^2 = \|(I - R_{n+1}) e_n\|^2.
\]
It is interesting to note that under the assumption $\Gamma$ is quasiconformal, (whence $\|C\| \leq \kappa$, for some $\kappa < 1$), a similar inequality to (2.20), namely
\[
\|f_n - R_{n,n}p_n\|_{L^2(G)}^2 \leq \frac{\varepsilon_n \lambda^2}{1 - \lambda^2},
\]
with $\lambda \in [0, 1)$, has been established in [28, Theorem 2.1] by using a quasiconformal reflection argument.

2.1 An example

We conclude this section with a detailed study of asymptotics when $\Gamma$ is an ellipse. In this case (1.5) is very simple, allowing us to give explicitly the matrix $C$, and thus to illustrate many of the results presented so far.

Let $G$ be the interior of the ellipse with semi-axes $(r \pm r^{-1})/2$, for some $r > 1$. Then, the corresponding conformal map $\psi : \Delta^* \to \Omega$ is given by
\[
\psi(w) = \frac{1}{2}(rw + \frac{1}{rw})
\]
and $\gamma = 2/r$. Clearly, $\psi$ has an analytic continuation for $|w| > 0$, which is however only univalent for $|w| > 1/r \in (0, 1)$, as the equation $\psi'(w) = 0$ reveals. Hence $\Gamma \in U(1/r)$ and thus $\varepsilon_n = O(r^{-2n})$ by (1.12). We show that, for ellipses, this estimate can be improved.

Inserting the formula for $\psi(w)$ in (1.1), we deduce the following expression for the associated Faber polynomials
\[
F_n(\psi(w)) = w^n + r^{-2n}w^{-n}
\]
for $n \geq 1$ and $w \in \Delta^*$, see, e.g., [27, p. 134]. Thus, for $w \in \Delta^*$,
\[
r_n(w) = \psi'(w)f_n(\psi(w)) = \sqrt{\frac{n+1}{\pi}}w^n - \sqrt{\frac{n+1}{\pi}}r^{-2n-2}w^{n+2}.
\]
(2.21)

Comparing with (1.5) and (1.6) we conclude that
\[
C = \text{diag}(r^{-2}, r^{-4}, ...), \quad \|C\| = r^{-2}, \quad \varepsilon_n = \|Ce_n\|^2 = \|r_n\|^2_{L^2(\Delta^*)} = r^{-4n-4},
\]
(2.22)
cf. [17, §3].

It follows therefore from Corollary 2.3 that, like $C$, also $M, R$, and $R^{-1}$ are diagonal, with $R_{n,n}^2 = 1 - \varepsilon_n$. Since $0 < R_{n,n} \leq 1$, this leads to the chain of relations
\[
\frac{\varepsilon_n}{2} \leq \|e_n^*(I - R^*)\| = 1 - R_{n,n} \leq 1 - \frac{\varepsilon_n}{1 - \|C\|^2},
\]
which, in conjunction with (2.22) show that the estimate (2.14), for $j = n$, is sharp, up to some constant, whereas (2.13) is not.

In view of (2.1), a diagonal $R$ also implies the well-known fact [12, p. 547] that the $n$-th Bergman polynomial for ellipses is proportional to $F_{n+1}'$, and more precisely
\[
f_n(z) = R_{n,n}p_n(z), \quad R_{n,n} = \sqrt{1 - \varepsilon_n} = \sqrt{\frac{n+1}{\pi} \frac{2^{n+2}}{\lambda_n^2}}.
\]
(2.23)
Thus we obtain equality in (1.8), i.e.,

\[ 1 - \frac{n + 1}{\pi} \gamma^{2n+2} \lambda_n^2 = \varepsilon_n. \]

On the other hand, both (1.9) and (1.10) are not sharp, since (2.23) implies

\[ \| f_n - p_n \|_{L^2(G)}^2 = (1 - R_{n,n})^2 = \varepsilon_n^2/4 + O(\varepsilon_n^3) \]

and for \( z \in \Omega \),

\[ \frac{f_n(z)}{p_n(z)} = R_{n,n} = 1 + O(\varepsilon_n). \]

Finally, it turns out that the exponential term \( \sqrt{\varepsilon_n} = r^{-2n-2} \) in our Theorem 1.1 cannot be improved for ellipses. Indeed, for \( z \in \Omega \) we find using (2.21)–(2.23) and the fact that \( |\phi(z)| > 1 \),

\begin{align*}
\sqrt{\frac{\pi}{n + 1} \phi'(z) \phi(z)^n} - 1 &= \sqrt{\frac{\pi}{n + 1} \frac{f_n(z)}{R_{n,n} \phi'(z) \phi(z)^n} - 1} \\
&= \frac{1}{R_{n,n}} \left( 1 - \frac{r^{-2n-2}}{\phi(z)^{2n+2}} \right) - 1 \\
&= O(\varepsilon_n + \sqrt{\varepsilon_n} |\phi(z)|^{2n}) = O(\sqrt{\varepsilon_n} n^{\beta/2})
\end{align*}

for all \( \beta > 0 \), uniformly on compact subsets \( K \) of \( \Omega \). Clearly, in the right-hand side we may not replace \( \sqrt{\varepsilon_n} = r^{-2n-2} \) by \( \tau^{-2n} \), for some \( \tau > r \) independent of \( K \).

3 The Grunsky matrix and smooth boundaries

All asymptotic results obtained so far depend on whether \( \varepsilon_n = \|Ce_n\|^2 \) tends to zero, and with what speed. We have already seen in (1.12) three different examples of smoothness of \( \Gamma \), for which we have further information on \( \varepsilon_n \), due to the works of Carleman, Suetin and one of the authors [3, 30, 28]. The aim of this section is to gather other known results in the literature about spectral properties of the Grunsky matrix, and relate them to the smoothness of \( \Gamma \).

Before going further, it will be useful to recall the generating function for the Grunsky matrix, as well as some basic facts on compact operators. For \( w \in \mathbb{D}^* \) we define the infinite vector

\[ y(w) = \left( \sqrt{\frac{\ell + 1}{\pi}} \frac{1}{w^{\ell+2}} \right)_{\ell=0,1,\ldots} \in \ell^2, \quad \text{with} \quad \|y(w)\|^2 = \frac{1}{\pi(\|w\|^2 - 1)^2}, \]

by elementary computations. The way that \( C \) depends on \( \psi \) is quite involved. To see this, for distinct \( w,v \in \mathbb{D}^* \), we differentiate (1.1) with respect to \( v \) and \( w \) and employ (1.2) to arrive at the generating function

\begin{align*}
\frac{1}{\pi} \left( \frac{\psi'(w)\psi'(v)}{\psi(v) - \psi(w)}^2 - \frac{1}{(v-w)^2} \right) &= -y(v)^T C y(w) = -\langle Cy(w), y(v) \rangle_{\ell^2} \\
&= \sum_{n=0}^{\infty} \sqrt{\frac{n + 1}{\pi}} \frac{r_n(w)}{v^{n+2}},
\end{align*}

where in the last equality we made use of (1.5).
For $w = v$ we get a link with the Schwarzian derivative of $\psi$ in $\Omega$, see, e.g., [25, pp. 2128–2129],

$$S_\psi(w) := \frac{\psi''(w)}{\psi'(w)} - \frac{3}{2} \left( \frac{\psi''(w)}{\psi'(w)} \right)^2 = -6\pi y(w)^T C y(w),$$

(3.2) a well-known quantity to measure smoothness of $\psi$ or $\Gamma$ [21, §11.2 and §1.5]. In particular, using (3.1) we find that, for $w \in \ell^2$,

$$\frac{(|w|^2 - 1)^2}{6}|S_\psi(w)| = \frac{|y(w)^T C y(w)|}{\|y(w)\|^2} \leq \|C\|.$$

Next we recall a number of facts from operator theory regarding compact operators in $\ell^2$.

An operator $B$ acting on $\ell^2$ is called compact if the image under $B$ of any bounded sequence in $\ell^2$ contains a subsequence which is convergent in norm [15, §III.4.1]. In particular, we deduce that $B e_n \to 0$, as $n \to \infty$. Also, $B$ is compact if and only if the sequence of singular values of $B$ tends to 0 [15, §V.2.3].

$B$ is called compact of Schatten class of index $p$ (trace class if $p = 1$, Hilbert-Schmidt class if $p = 2$) if the sequence of singular values of $B$ is an element of $l^p$ [15, §X.1.3]. In particular $B^* B$ is of trace class if and only if $B$ is of Hilbert-Schmidt class, i.e., $\sum_{n=0}^\infty \|B e_n\|^2 < \infty$.

Finally, the product of a compact operator with a bounded operator is compact [15, Theorem III.4.8], and so is the adjoint of a compact operator [15, Theorem III.4.10]. Similar properties hold for operators of Schatten class of index $p$ [15, §X.1.3].

In view of the above, Corollary 2.3 and Theorem 2.4 lead to the following.

**Corollary 3.1.** $C$ is compact (of $p$-Schatten class) if and only if $I - M$ and/or $I - M^{-1}$ are compact (of $p/2$-Schatten class). Furthermore, if $C$ is Hilbert-Schmidt then so are both $I - R$ and $I - R^{-1}$.

**Remark 3.2.** Suetin made use in [30, §1] of the so-called method of normal moments, where it is required that

$$\sum_{j,k=0}^\infty |e_j^* C^* C e_k|^2 < \infty,$$

or, in operator terms, $C^* C$ is of Hilbert-Schmidt class (or equivalently $C$ is of 4-Schatten class). To ensure this, he derived in [30, Lemma 1.5] and subsequent considerations an upper bound for $|e_j^* C^* C e_k|$ in terms of the smoothness properties of $\Gamma$. More precisely, he showed that there exists a constant $c(\Gamma)$ such that, for all $j, k \geq 0$,

$$|e_j^* C^* C e_k| \leq \frac{c(\Gamma)}{(j + 1)^{\beta/2}(k + 1)^{\beta/2}},$$

provided that $\Gamma \in C(p + 1, \alpha)$ with $p > 0$, and $\beta = 2p + 2\alpha > 1$. For $j = k = n$ this leads to the estimate $\varepsilon_n = \|C e_n\|^2 = O(1/n^\beta)$. In other words, Suetin only dealt with cases when $C$ belongs to the Hilbert-Schmidt class, or equivalently, when $I - M = C^* C$ is of trace class.

It is not evident whether Suetin was aware of the classical theory of determinants of trace class perturbations of the identity as given, for example, in [7, §XXI.9]. Nevertheless, in [30, Lemma 1.6 and 1.7] this theory is tacitly used in order to compute limits and upper bounds for various determinants, in particular, to show the existence of the following limits

$$\lim_{n \to \infty} \prod_{j=0}^{n-1} R_{j,j}^2 = \lim_{n \to \infty} \det(R_n)^2 = \lim_{n \to \infty} \det(M_n) = \det(M) > 0,$$
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and to obtain upper bounds for the numbers

$$\pm R_{n,n}^{-1} R_{j,n}^{-1} = \det \left[ \begin{array}{cc} I_{n+1} & (R_{n+1}^{-1})^* e_n \\ e_j^* R_{n+1}^{-1} & 0 \end{array} \right] \frac{\det \left[ \begin{array}{cc} M_{n+1} & e_n \\ e_j^* & 0 \end{array} \right]}{\det(M_{n+1})} = -e_j^* M_{n+1}^{-1} e_n.$$  

A compact Grunsky matrix $C$ can be equivalently characterized by the fact that $\Gamma$ is asymptotically conformal [25, Theorem 5.1], which by [21, Theorem 11.1] is equivalent to the property

$$|(w|^2 - 1)^2 S_\psi(w) \to 0 \text{ for } |w| \to 1^+.$$  

We recall from above that, in any of these cases, $\varepsilon_n \to 0$, $n \to \infty$. The converse is however not true, as the following result shows.

**Proposition 3.3.** The following statements hold.

(a) If $\Gamma$ has a corner (with angle different than $\pi$), then the corresponding Grunsky operator $C$ is not compact.

(b) If the Grunsky operator associated with $\Gamma$ is compact then $\Gamma$ is a quasiconformal curve.

(c) $\Gamma$ is an analytic Jordan curve if and only if there exists $\rho \in [0,1)$ such $\varepsilon_n = O(\rho^{2n})$.

(d) There exists a quasiconformal curve $\Gamma$ such that, for infinitely many $n \in \mathbb{N}$,

$$\varepsilon_n \geq \frac{\gamma^2}{(n + 1)^{1 - 1/25}}.$$  

**Proof.** Part (a) follows by the observation that asymptotically conformal does not allow corners by [21, §11.2].

To show part (b), recall from above that if the Grunsky operator is compact then $\Gamma$ is asymptotically conformal. This latter property implies that $\Gamma$ is also quasiconformal, see [21, §11.2].

The implication $\Longrightarrow$ in part (c) is included in (1.12). In order to show the reciprocal, suppose that $\varepsilon_n = O(\rho^{2n})$ for some $\rho \in [0,1)$. Then, there exists a constant $c$ such that

$$|C_{\ell,0}| = |C_{0,\ell}| \leq \|Ce_\ell\| = \sqrt{\pi} \ell \leq c \rho^\ell \tag{3.3}$$

for all $\ell \geq 0$. Hence, we get from (1.4) and (1.5) for $n = 0$ and $|w| > 1$ that

$$r_0(w) = \psi'(w) \frac{\gamma}{\sqrt{\pi}} - \frac{1}{\sqrt{\pi}} = -\sum_{\ell=0}^{\infty} \sqrt{\frac{\ell + 1}{\pi}} w^{-(\ell+2)} C_{\ell,0}, \tag{3.4}$$

and, in view of (3.3), we conclude that $\psi$ has an analytic continuation across the unit circle into $\mathbb{D}$. Thus, $\Gamma$ is an analytic image of the unit circle. Therefore, around any $w_0$ of modulus 1 the map $\psi$ can be represented by a Taylor series expansion of the form

$$\psi(w) = \psi(w_0) + a_1 (w - w_0) + a_2 (w - w_0)^2 + \cdots .$$

If $a_1 = \psi'(w_0) = 0$, then necessarily $a_2 \neq 0$ since $\psi$ is univalent in $\mathbb{D}^*$. This shows that $w_0$ would be mapped by $\psi$ onto an exterior pointing cusp on $\Gamma$. Our assumption on $\varepsilon_n$ also implies that $C$ is of Hilbert-Schmidt class and thus is compact. From part (a) we conclude that $\Gamma$ has no
corners, and thus $\psi'(w) \neq 0$ for all $|w| = 1$. This implies the univalence of $\psi$ in a neighborhood of $|w| = 1$, leading to the conclusion that $\Gamma$ is an analytic Jordan curve.

By comparing coefficients in the series expansion (3.4) to that of $\psi(w)$ given in the introduction, we obtain the well-known relation, for $n \geq 0$,

$$\sqrt{n + 1} \theta_{n+1,0} = C_{n,0} = \gamma \sqrt{n + 1} |\psi_{n+1}|;$$

cf. [20, §3.1]. This leads to the inequality

$$\varepsilon_n \geq |C_{0,n}|^2 = \gamma^2 (n + 1) |\psi_{-n-1}|^2,$$

for all $n \geq 0$. It suffices, therefore, for part (d) to recall the inequality

$$n |\psi_{-n}| > n^{1/50},$$

which holds, for infinitely many $n \in \mathbb{N}$, for the quasiconformal curve constructed by Clunie in [4], see also [9, §4.2] and [28, p. 63].

As an inference of Proposition 3.3(a), we remark that if $\Gamma$ is piecewise analytic and has corners of angles different than $0$, $\pi$ or $2\pi$, then its Grunsky operator $C$ cannot be compact, though in this case $\varepsilon_n = O(1/n)$ by (1.12).

An assertion similar to Proposition 3.3(c) has been shown to hold in [23, Theorem 2.4], under the additional assumption, however, that $\Gamma$ has no zero interior angles.

With respect to Proposition 3.3(d), we do not know whether the sole assumption of $\Gamma$ being $\kappa$-quasiconformal (or $\|C\| \leq \kappa < 1$) is sufficient to imply that $\varepsilon_n \to 0$, $n \to \infty$.

In Figure 1 we summarize links between smoothness of $\Gamma$, boundedness of $S_\psi$ and spectral properties of $C$, with pointers to the literature.

It is not difficult to see that the Grunsky matrix does not depend on a linear transformation of the plane. We may therefore assume, without loss of generality, that $0 \in G$, and that the inner conformal map $\varphi : \mathbb{D} \to G$ satisfies $\varphi(0) = 0$ and $\varphi'(0) = 1$ (in fact the outer conformal map $\tilde{\psi} : \mathbb{D}^* \to 1/G$ is given by $\tilde{\psi}(w) = 1/\varphi(1/w)$ with $\text{cap}(1/\Gamma) = 1$). We note that, if $\Gamma$ is quasiconformal, then so is $1/\Gamma$ by [20, Lemma 9.8].

Several authors (see, e.g., [31, §2.2.2, pp. 70–73]) consider an extension of $C = C(\Gamma)$ as a linear operator acting on $\ell^2(\mathbb{Z})$, namely,

$$A = \begin{bmatrix} \tilde{C} & B \\ B^T & C \end{bmatrix},$$

which is complex symmetric. Here $\tilde{C}$ represents (up to permutation of rows and columns) the Grunsky operator $C(1/\Gamma)$, and a generating function of $B$ in terms of the inner and outer conformal maps $\varphi$ and $\psi$ is given in [31, §2.2.2, p. 73]. A generalized Grunsky inequality shows that $A$ is unitary, provided that $G$ has positive planar Lebesgue measure and $\Gamma$ has zero planar Lebesgue measure, which is true in our setting of a quasiconformal curve $\Gamma$. In particular, it is easily seen that $M = I - C^*C = B^*B$. Jones in [14, Theorem 1.3] gives another criterion for $C(1/\Gamma)$ to be in Schatten class of index $p$ in terms of the inner conformal map $\varphi : \mathbb{D} \to G$. For $p = 2$, this criterion is equivalent to requiring that $\int_{\mathbb{D}} |\log \varphi'(w)|^2 dA(w) < \infty$.

\[\text{Compare with [28, Theorem 2.2].}\]
Figure 1: Regularity of the boundary $\Gamma$, regularity of the Schwarzian derivative $S_\psi$ defined in (3.2), and properties of the Grunsky operator.

4 Proofs of the main theorems

Proof of Theorem 1.1. Let $K$ be a compact subset of $\Omega$, and thus $r := \min\{|\phi(z)| : z \in K\} > 1$. Using (1.5) and (2.5) we have for $z = \psi(w) \in K$ that

$$\sqrt{\frac{\pi}{n+1}} \frac{p_n(z) - f_n(z)}{\phi'(z) \phi(z)^n} = \sqrt{\frac{\pi}{n+1}} \frac{\psi'(w)}{w^n} \left( f_0(z), \ldots, f_n(z) \right) \left( R_{n+1}^{-1} - I_{n+1} \right) e_n$$

$$= \sqrt{\frac{\pi}{n+1}} \frac{1}{w^n} \left( r_0(w), \ldots, r_\ell(w), \ldots \right) \left( R^{-1} - I \right) e_n + \sqrt{\frac{\pi}{n+1}} \sum_{j=0}^{n} \sqrt{\frac{j+1}{\pi}} \frac{w^j}{w^n} \left( R_{j,n}^{-1} - \delta_{j,n} \right).$$

The right-hand side will be divided up into three terms, two of them being bounded above uniformly for $z \in K$ by $O(\sqrt{\varepsilon_n/n^{3/2}})$, and the last one by $O(\sqrt{\varepsilon_n/n^{3/2}})$, as this will be sufficient for the claim of Theorem 1.1. Observe that, by (1.5) and the use of the Cauchy-Schwarz
inequality we have

\[
\left| \sqrt{\frac{\pi}{n+1}} \frac{1}{w^{n}} (r_{0}(w), ..., r_{l}(w), ...) (R^{-1} - I) e_{n} \right|
\]

\[
= \sqrt{\frac{\pi}{n+1}} \frac{1}{r^{n}} \left| \left( \sqrt{\frac{1}{\pi}} w^{-2}, ..., \sqrt{\frac{\ell+1}{\pi}} w^{-\ell-2}, ... \right) C R^{-1} (I - R) e_{n} \right|
\]

\[
\leq \sqrt{\frac{\pi}{n+1}} \frac{1}{r^{n}} \left\| \left( \sqrt{\frac{1}{\pi}} w^{-2}, ..., \sqrt{\frac{\ell+1}{\pi}} w^{-\ell-2}, ... \right) \right\| \| C \| \| R^{-1} \| \left\| (I - R) e_{n} \right\|
\]

\[
\leq \sqrt{\frac{1}{n+1}} \frac{1}{r^{n}} \left\| C \right\| \| R^{-1} \| \frac{\varepsilon_{n} \| C \|^{2}}{1 - \| C \|^{2}} = O\left( \frac{\sqrt{\varepsilon_{n}/n}}{r^{n/2}} \right),
\]

where in the last inequality we have applied (2.13) and (3.1).

Let \( m \) be the integer part of \((n+1)/2\). Then, again by the Cauchy-Schwarz inequality and (2.13), we have

\[
\left| \sqrt{\frac{\pi}{n+1}} \sum_{j=0}^{m-1} \frac{1}{\pi} \frac{w^{j}}{w^{n}} (R_{j,n}^{-1} - \delta_{j,n}) \right| = \left| w^{-n} (\sqrt{\frac{1}{n+1}} w^{0}, ..., \sqrt{\frac{m+1}{n+1}} w^{m}, 0, 0, ...) (R^{-1} - I) e_{n} \right|
\]

\[
\leq r^{-n} \left\| (r^{0}, ..., r^{m}, 0, 0, ...) \right\| \| R^{-1} \| \left\| (I - R) e_{n} \right\|
\]

\[
\leq \frac{r^{m-n}}{\sqrt{r^{2} - 1}} \| R^{-1} \| \sqrt{\frac{\varepsilon_{n} \| C \|^{2}}{1 - \| C \|^{2}}} = O\left( \frac{\sqrt{\varepsilon_{n}}}{r^{n/2}} \right).
\]

Now, using (2.14) we obtain for the remaining term that

\[
\left| \sqrt{\frac{\pi}{n+1}} \sum_{j=m}^{n} \frac{1}{\pi} \frac{w^{j}}{w^{n}} (R_{j,n}^{-1} - \delta_{j,n}) \right| \leq \sqrt{\frac{\varepsilon_{n}}{n+1}} \frac{1}{1 - \| C \|^{2}} \sum_{j=m}^{n} (j + 1) \varepsilon_{j} r^{j-n}.
\]

By our assumption on \( \varepsilon_{n} \) there exists some constant \( c \) such that \( \varepsilon_{n} \leq c/(n+1)^{\beta} \) and thus, uniformly for \( m \leq j \leq n, \)

\[
\varepsilon_{j} \leq \frac{c}{(j+1)^{\beta}} \leq \frac{c}{(m+1)^{\beta}} \leq \frac{2^\beta c}{(n+1)^{\beta}}.
\]

Hence,

\[
\sqrt{\frac{\varepsilon_{n}}{n+1}} \frac{1}{1 - \| C \|^{2}} \sum_{j=m}^{n} (j + 1) \varepsilon_{j} r^{j-n} \leq \sqrt{\frac{\varepsilon_{n}}{(n+1)^{\beta}}} \frac{\sqrt{2^\beta c}}{1 - \| C \|^{2}} \sum_{j=m}^{n} r^{j-n}
\]

\[
= O\left( \frac{\sqrt{\varepsilon_{n}}}{n^{\beta/2}} \right),
\]

as claimed above.

Finally, by (1.14) and (1.15) we obtain

\[
\sqrt{\frac{\pi}{n+1}} \frac{f_{n}(z)}{\phi(z) \overline{\phi(z)}} - 1 = O\left( \frac{\sqrt{\varepsilon_{n}/n}}{r^{n}} \right)
\]

uniformly for \( z \in K \). Since \( r^{-n} = O(n^{-\beta}) \) for all \( \beta > 0 \), the required relation (1.16) follows. \( \square \)
Proof of Theorem 1.2. We start by deriving a well-known formula for multiplication with 
our reference polynomials. Since \( f_n \) is of degree \( n \), there exist \( G_{j,n} \in \mathbb{C} \), \( G_{j,n} = 0 \), for \( j > n + 1 \), such that

\[
z f_n(z) = \sum_{j=0}^{n+1} f_j(z) G_{j,n}.
\]

(4.1)

It turns out that explicit formulas can be given for the entries \( G_{j,n} \) in terms of the conformal map \( \psi \). To see this, we use the generating function \([20, \text{Section 3.1, Eqn.}(4)]\)

\[
\frac{1}{\psi(u) - z} = \sum_{n=0}^{\infty} \frac{F_{n+1}(z)}{(n+1)u^{n+1}} = \sum_{n=0}^{\infty} \sqrt{\frac{\pi}{n+1}} \frac{f_n(z)}{u^{n+1}}.
\]

(4.2)

Then, by multiplying by \( \psi(u) - z \) and comparing like powers of \( u \) we conclude that, for \( j \leq n + 1 \),

\[
G_{j,n} = \sqrt{\frac{n+1}{j+1}} \psi_{j-n}.
\]

For relating \( H \) with \( G \), we denote by \( H_n, I_n, \) and \( G_n \) the submatrices of \( H, I, \) and \( G \), respectively, formed with the first \( n + 1 \) rows and the first \( n \) columns. Then, we rewrite (1.17) as

\[
(p_0(z), ..., p_n(z))(zI_n - H_n) = (0, ..., 0),
\]

This, in view of (2.1) and (2.5), leads to the relations

\[
(0, ..., 0) = (p_0(z), ..., p_n(z))(zI_n - H_n)R_n
\]

\[
= (f_0(z), ..., f_n(z)) R^{-1}_{n+1}(zI_n - H_n)R_n
\]

\[
= (f_0(z), ..., f_n(z)) (zI_n - R^{-1}_{n+1}H_n R_n).
\]

By the uniqueness of the coefficients in (4.1) we conclude that \( R_{n+1}G_n = H_n R_n \) for all \( n \). Since below \( G_n \) in \( G \) and below \( R_n \) in \( R \) all entries are equal to zero, we conclude that

\[
RG = HR,
\]

(4.3)

which together with Corollary 2.3 and the boundedness of \( H \) (see the discussion following Eqn. (1.17)) implies that \( G \) represents a bounded operator. Furthermore, for all \(-1 \leq k \leq n \) and \( n \geq 0 \),

\[
H_{n-k,n} - G_{n-k,n} = e^*_{n-k} \left( H - G \right) e_n
\]

\[
= e^*_{n-k} \left( H(I - R) - (I - R)G \right) e_n
\]

\[
= \sum_{\ell=n-k-1}^{n} H_{n-k,\ell} (I - R)_{\ell,n} - \sum_{\ell=n-k}^{n+1} (I - R)_{n-k,\ell} G_{\ell,n}.
\]

Using (2.14), we get the upper bound

\[
|H_{n-k,n} - G_{n-k,n}| \leq \frac{1}{1 - \|C\|^2} \left( \|H\| \sum_{\ell=n-k-1}^{n} \sqrt{\ell e_n} + \|G\| \sum_{\ell=n-k}^{n+1} \sqrt{\ell e_{n-k}} \right),
\]

and the claim in Theorem 1.2 follows. \( \square \)
5 Numerical results

The purpose of this section is to present numerical results that provide experimental support to the conjecture that the rate $O(1/n)$ in Theorem 1.1 is best possible for domains with piecewise analytic boundaries having corners.

To do this we test the conjecture numerically by constructing a finite sequence of Bergman polynomials associated with a very simple geometry. More precisely, we choose $G$ to be defined by the two intersecting circles $|z - 1| = \sqrt{2}$ and $|z + 1| = \sqrt{2}$, which meet orthogonally at the points $i$ and $-i$.

It is trivial to check that, in this case, the associated conformal map $\phi : \Omega \to \mathbb{D}^*$ is given by

$$\phi(z) = \frac{1}{2} \left( z - \frac{1}{z} \right). \quad (5.1)$$

Let $A_n(z)$ denote the error in the approximation (1.16), i.e., let

$$A_n(z) := \sqrt{\frac{\pi}{n + 1}} \frac{p_n(z)}{\phi'(z)\phi(z)^n} - 1$$

Then, in Tables 1 and 2 we report the computed values of $A_n(3)$ and $A_n(2i)$, which we believe to be correct to all figures quoted, for $n = 100, \ldots, 120$, in two columns of even and odd values of $n$. We also report the values of the parameter $s$, which is designed to test the hypothesis

$$|A_n(z)| \asymp \frac{c}{n^s}, \quad z \in \Omega,$$  \hspace{1cm} (5.2)

for some positive constants $c$. This was done by estimating $s$ by means of the formula

$$s_n := \log \left( \frac{|A_n(z)|}{|A_{n+2}(z)|} \right) / \log \left( \frac{n + 2}{n} \right).$$

All the computations presented here were carried out in Maple 16 with 128 significant figures on a MacBook Pro. The construction of the Bergman polynomials was made by using the Arnoldi Gram-Schmidt algorithm; see [28, Section 7.4] for a discussion regarding the stability of the algorithm.

It is interesting to note the following regarding the presented results:

- For even $n$ the values of $s_n$ decay monotonically to 1.
- For odd $n$ the values of $s_n$ increase monotonically 1.
- For both even and odd $n$ the values of $|A_n(3)|$ and $|A_n(2i)|$ decay monotonically to 0.

The values of the parameter $s_n$ in the two tables, and also in some other experiments not presented here, indicate clearly that (5.2) holds with $s = 1$.
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| n  | $|A_n(3)|$  | $s_n$  | n  | $|A_n(3)|$  | $s_n$  |
|----|------------|--------|----|------------|--------|
| 100| 8.120e-5  | 1.02301| 101| 7.210e-5  | 0.9537 |
| 102| 7.958e-5  | 1.02284| 103| 7.077e-5  | 0.9543 |
| 104| 7.801e-5  | 1.02266| 105| 6.948e-5  | 0.9549 |
| 106| 7.651e-5  | 1.02249| 107| 6.824e-5  | 0.9555 |
| 108| 7.506e-5  | 1.02233| 109| 6.704e-5  | 0.9561 |
| 110| 7.366e-5  | 1.02216| 111| 6.589e-5  | 0.9567 |
| 112| 7.232e-5  | 1.02200| 113| 6.477e-5  | 0.9572 |
| 114| 7.102e-5  | 1.02184| 115| 6.369e-5  | 0.9577 |
| 116| 6.977e-5  | 1.02169| 117| 6.265e-5  | 0.9582 |
| 118| 6.856e-5  | 1.02154| 119| 6.164e-5  |     |
| 120| 6.739e-5  |     |    |            |     |

Table 1: Computed values for $|A_n(3)|$ and $s_n$.

| n  | $|A_n(2i)|$  | $s_n$  | n  | $|A_n(2i)|$  | $s_n$  |
|----|------------|--------|----|------------|--------|
| 100| 1.323e-3  | 1.02551| 101| 1.171e-3  | 0.9513 |
| 102| 1.297e-3  | 1.02526| 103| 1.150e-3  | 0.9521 |
| 104| 1.271e-3  | 1.02503| 105| 1.129e-3  | 0.9528 |
| 106| 1.246e-3  | 1.02480| 107| 1.109e-3  | 0.9534 |
| 108| 1.223e-3  | 1.02457| 109| 1.089e-3  | 0.9541 |
| 110| 1.200e-3  | 1.02435| 111| 1.071e-3  | 0.9547 |
| 112| 1.178e-3  | 1.02413| 113| 1.052e-3  | 0.9553 |
| 114| 1.157e-3  | 1.02392| 115| 1.035e-3  | 0.9559 |
| 116| 1.136e-3  | 1.02372| 117| 1.018e-3  | 0.9565 |
| 118| 1.117e-3  | 1.02351| 119| 1.002e-3  |     |
| 120| 1.098e-3  |     |    |            |     |

Table 2: Computed values for $|A_n(2i)|$ and $s_n$.
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