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Abstract. Species distribution models (SDMs) are widely used to predict and study distributions of species. Many different modeling methods and associated algorithms are used and continue to emerge. It is important to understand how different approaches perform, particularly when applied to species occurrence records that were not gathered in structured surveys (e.g. opportunistic records). This need motivated a large-scale, collaborative effort, published in 2006, that aimed to create objective comparisons of algorithm performance. As a benchmark, and to facilitate future comparisons of approaches, here we publish that dataset: point location records for 226 anonymised species from six regions of the world, with accompanying predictor variables in raster (grid) and point formats. A particularly interesting characteristic of this dataset is that independent presence-absence survey data are available for evaluation alongside the presence-only species occurrence data intended for modeling. The dataset is available on Open Science Framework and as an R package and can be used as a benchmark for modeling approaches and for testing new ways to evaluate the accuracy of SDMs.

From 2002 to 2005 a working group funded by the United States’ National Center for Ecological Analysis and Synthesis (NCEAS), and led by ATP and CM, compared methods for fitting species distribution models (SDMs). These models combine observations of species occurrence or abundance with environmental data and can be used to predict distributions across space and time.

The authors of this current paper are the subset of the NCEAS working group who gathered and processed the data described here, alongside suppliers of those data; referred to here as “the NCEAS data group.” The data come from six regions of the world (Fig. 1). For each region we gathered two types of species occurrence data: presence-only (PO, also known as “collection”) data, and presence-absence (PA, or “survey”) data. We generated random locations for each study region, referred to as “background” (or elsewhere “pseudo-absence”) samples. These are necessary for model fitting for some modeling methods. We compiled spatially continuous environmental predictor variables (“raster data”) deemed relevant to the species, and sampled these rasters at all PO, PA and background (BG) locations.

The NCEAS working group designed a “baseline” study to compare 16 modeling algorithms (Elith...
et al. 2006), and also several experimental treatments that manipulated the datasets to explore the effects of sample size (Wisz et al. 2008), spatial resolution (grain) of environmental data (Guisan et al. 2007), error in PO location (Graham et al. 2008), bias in records (Dudik and Phillips 2009; Phillips et al. 2009) and treatment of BG data (Phillips et al. 2009) on model performance. Models were fitted (trained) on PO and optionally BG data. The environmental data for PA sites were provided, so modelers could predict environmental suitability for all species at these sites. In all studies, models were fitted by working group members with expertise in the respective methods, and modeling was blind to the species presence or absence at evaluation sites. The modelers sent their predictions to one group member who evaluated them against the PA observations at those sites. In subsequent years thirteen additional papers were published (detailed in Supplementary Information 1,http://hdl.handle.net/1808/30579, exploring aspects of the data or of model performance. The NCEAS data group obtained and compiled the data in 2002. In support of recent trends to make science more transparent and repeatable (National Academy of Sciences et al. 2009; Zuckerberg et al. 2010; Garzon-Lopez et al. 2016; Munafò et al. 2017) we have now obtained permissions to publish the data.

These data are valuable for their spread across regions of the world and across species, and particularly for the complementary sets of PO and PA species data. Here we expand on the latter point. Whilst SDMs can be fitted to a range of data types, the use of PO and presence-background (P-BG) are common (Kissling et al. 2018). Fit and evaluation of SDMs is often achieved through cross-validation; that is, using subsets of the data iteratively for either training and fitting the model or for testing (evaluation) (Hastie et al. 2009; Hijmans 2012; Roberts et al. 2017). A problem with PO data is that they can be spatially biased with some areas sampled intensively and others not at all (Reddy and Dávalos 2003; Hortal et al. 2008; Amano and Sutherland 2013; Isaac and Pocock 2015) and thus, may not be representative of the species distribution in the study area. When evaluating with PO or P-BG data, such biases remain, thus

Figure 1: Overview of data supplied & model workflow. Numbers on map refer to number of species, and icons represent taxa (birds, trees, other plants, reptiles, bats), from each region indicated. The workflow at the bottom illustrates supply of presence-only species data with accompanying environmental covariates for modeling, and presence-absence (1/0) data at different sites, for evaluation.
wrongly emphasising the suitability of some environments and under-reporting the suitability of others. A model trained and evaluated with biased PO or P-BG data may appear to perform well, although it does not produce meaningful predictions of the true species distribution (El-Gabbas and Dormann 2018). Whilst methods are available for dealing with these sorts of bias in model training (Phillips et al. 2009; Syfert et al. 2013; Warton et al. 2013; Dorazio 2014; Fithian et al. 2015; Stolar and Nielsen 2015; Qiao et al. 2017), none are problem-free, and SDM evaluation remains a challenge. Although the spatial distribution of PA locations can also be biased, the bias is less problematic because a higher or lower spatial density of sites in some areas simply leads to a more or less precise understanding of the species distribution (assuming that at least some sites exist across the major environmental gradients) (Phillips et al. 2009). PA evaluation data are therefore very useful. They can allow for an independent and less biased view of whether models correctly predict species occurrences. They also can be used to calculate a broader suite of evaluation statistics than those that can be estimated from PO data (Lawson et al. 2014). Whilst PA data are desirable for evaluation (El-Gabbas and Dormann 2018), they are often not available, so the data supplied here—with both PO and PA data from independent sources—are a valuable resource for testing new modeling methods and evaluation approaches.

Gathering and Processing the Data

Here we focus on the data used by the studies produced by the NCEAS working group (Supplementary Information 1). We are unable to release the original records supplied to us, and instead are releasing the cleaned version used in our modeling. We have permission to release anonymized species labels rather than real species names; this will not detract from the dataset as a benchmark resource for reproducing previous results or for assessing other aspects of fitting and evaluating SDMs. Some of the data preparation methods were reported in the original baseline modeling paper (Elith et al. 2006), but we describe them here in full detail, to gather all the information in one place, and to ensure the descriptions are adequate for data re-use. This manuscript and the accompanying metadata should be treated as the authoritative description of the data supplied here.

Data suppliers were initially asked to select species encompassing a range of life forms, responses to the environment, geographic distributions, and rarity, and to attempt to find species that had at least 20 records in both PO and PA datasets. The limit of 20 was set so we had enough information for training and testing models (Harrell 2001). This was generally adhered to, with some exceptions as evident in tables presented in Supplementary Information 2,3 (“Summaries of species data for each region”). PO and PA datasets were to be from different collection efforts, and not have sites in common. Suppliers were asked to find a set of predictor variables in raster (grid) format that they considered relevant to the distribution of the species, and typical for what a skilled distribution modeler in their region would use. We asked for between ten and 15 variables to enable meaningful predictions and limit duplication across predictor variables, at the finest spatial resolution (smallest raster cell size) available, with a minimum acceptable resolution of 1 km². The minimum grain reflects the finest grain of global climate data available at that time.

All datasets were cleaned by JE and CG to these common properties agreed to by the group: (a) all data projected to a common projection for that region; (b) all raster data for a region aligned to the same extent and resolution, and only rasters with close to complete coverage in the region of interest retained; (c) species records reduced to a maximum of one record per raster cell using the following protocol: for PO data: if there is at least one presence record in a cell, retain one presence record for that cell; for PA data: reduce to one record per cell using the rule: if presence(s) and absence(s) both occur in the same cell, retain one presence; (d) records checked and rectified if necessary to ensure that PO and PA locations do not co-occur in a grid cell; (e) species records from locations with no environmental data removed.

Many SDMs contrast the environment at locations of known occurrence of a species to that at a set of random locations in the study region (background, quadrature, or pseudo-absence points: (Phillips et al. 2009; Warton and Shepherd 2010; Barbet-Massin et al. 2012; Renner et al. 2015). The NCEAS data group therefore supplied modelers with a sample of 10,000 background points for each region. Regional extents were delineated by the boundaries of countries or bioregions within countries, as deemed appropriate by the data suppliers. Background points were selected spatially at random across each region and sampled irrespective of the location of any presence records. That is, by design, a presence record and a

2http://hdl.handle.net/1808/30581.
background point might occur in the same raster cell. This approach aligns with recent interpretations of background samples as an approach for fitting a point process (Renner et al. 2015).

Characteristics of the Gathered Data

We sourced datasets from six regions of the world (Figure 1 and Table 1); the regions are hereafter referred to by the initials provided in Figure 1 and in column 1, Table 1. The six regions vary in size from approximately 24 to 12,223 thousand km² (Table 1). We gathered 11 to 13 predictor variables per region, most of which were continuous variables, but with four out of the six regions providing one or two categorical variables in their predictor sets (summarised in Table 1, and details of variables in Supplementary Information 3). Records span species of birds (AWT, CAN, NSW), bats (NSW), plants (AWT, NSW, NZ, SA, SWI) and reptiles (NSW) (Table 1), totaling 226 species. The regions show useful variation in the amount of species data per region, with tens to thousands of PO records per species, and 102 to 19 120 PA evaluation sites (Table 1 and detailed summaries per region in Supplementary Information 2). This provided a diverse and representative data set for the NCEAS studies (Supplementary Information 1), and a benchmark set that we anticipate being broadly useful into the future.

Data sources for the PO and PA species data are detailed in Table 2. The different data sources used different sampling designs and methods which can provide insights into how data quality influences model outcomes/accuracy. For instance, some PO locations are recorded by GPS and therefore likely accurate (see AWT, Table 2), whereas others are typical PO data from a range of sources where the level of geographic accuracy is unknown (see NSW, Table 2). All the PA data are from intentional surveys, but vary in their design, age and number of data collectors. For instance, the SWI data are from plots on a regular lattice, the SA data are all collected by one person, and the CAN data are breeding bird data collected over years by multiple people. These variations are typical of what is seen in ecological datasets further making this dataset a useful benchmark for SDM modelers.

Details of Data Format and Location

The data are available on Open Science Framework (OSF) and accompanied by human metadata and/or readme files, and machine-accessible metadata; most data are also available in an R package, as described below. All data, organised as described below, are available openly.¹

A. OSF data

In overview, we have uploaded the data in separate directories. The environmental raster (gridded) data are separate from all other records, since their zip file is 561 MB in total and many users will not want to predict to the rasters but rather to the tabled environmental data for the evaluation sites. The species data (both PO and PA), and the background samples are in separate folders within a “Records” folder and include the data extracted from these rasters (i.e. all environmental conditions) at every site, and thus are ready for modeling and evaluation. All site-based data (PO, BG, PA) are available as comma-separated text files (.csv). Polygon outlines of each region are also supplied to give context to locations of species records, if users want to map them without using rasters.

Next, we detail the data locations and formats for 5 subsets of data within the data folder. At any level of the folder organisation, data within a user-selected folder can be downloaded as a zip file.

1. Environmental rasters

Within the /data/Environment folder at the location above, rasters (~ 1GB total unzipped) are arranged in folders, one per region, and supplied as .tif files. In each region’s folder, a metadata file explains all known details for each variable. Within the /data/Environment folder, a README.txt file adds authors responsible for data preparation, and details of coordinate reference systems, units and raster cell sizes.

2. Presence-only data—locations and environmental samples

Within the /data/Records/train_po folder at the location above, there is one .csv file per region containing records for all species, and each is accompanied by a metadata file providing details for each column. Users will find that file formats are consistent across regions (Table 1).

3. Background data—locations and environmental samples

Ten thousand background (BG) samples are supplied for each region, as outlined in an earlier section. Within the /data/Records/train_bg folder at

¹http://hdl.handle.net/1808/30582

²https://osf.io/kwc4v/
Table 1: Summary of data available across regions.

| Code | Region details | Area ('000 km²) | Area location – red polygons show locations within countries / continents | No. env vars (no. categorical) | Approx. grid cell resolution (m) | Biological groups & number species | Mean no. records per species | No.sites: PA |
|------|----------------|----------------|--------------------------------------------------------------------------|-------------------------------|---------------------------------|----------------------------------|-------------------------------|--------------|
| AWT  | Australian Wet Tropics, Queensland, Australia | 23.97 | | 13 (0) | 80 | b: birds: 20 | 155 97 340 | |
|      |                |               |                                                                          |                               |                                 | p: vascular plants: 20 | 35 30 102 | |
| CAN  | Ontario, Canada | 979.34 | | 11 (1) | 1 000 | birds: 30 | 253 1 282 14 571 | |
| NSW  | North-east New South Wales, Australia | 76.18 | | 13 (1) | 100 | ba: bats: 7 | 27 76 570 | db: diurnal birds: 8 | 189 57 702 |
|      |                |               |                                                                          |                               |                                 | nb: nocturnal birds: 2 | 134 142 1 137 | ot: open-forest trees: 8 | 42 164 2 075 |
|      |                |               |                                                                          |                               |                                 | ou: open-forest understorey vascular plants: 8 | 21 358 1 309 | rt: rainforest trees: 7 | 9 212 1 036 |
|      |                |               |                                                                          |                               |                                 | ru: rainforest understorey vascular plants: 6 | 18 93 909 | sr: small reptiles: 8 | 84 63 1 008 |
Table 1: Summary of data available across regions (continued).

| Region | Country | Area (km²) | Species | Diversity (n) | Data Quality | Vascular Plants | Trees |
|--------|---------|------------|---------|---------------|--------------|----------------|-------|
| NZ     | New Zealand | 265.41     | 13 (2)  | 100           | vascular plants: 52 | 59 | 1,801 | 19,120 |
| SA     | Continental Brazil, Ecuador, Colombia, Bolivia, and Peru, South America | 122,23.17 | 11 (0)  | 1,000         | vascular plants: 30 | 74 | 12 | 152 |
| SWI    | Switzerland | 39.56      | 13 (1)  | 100           | trees: 30      | 1,170 | 810 | 10,013 |
Table 2: Information on sources of PO and PA data (initials refer to co-author names; all other acronyms defined elsewhere in text)

|       | PO data | PA data |
|-------|---------|---------|
| AWT   | Birds: supplied by SW. Incidental surveys. GPS locations therefore more accurate than many PO data. Plants: supplied by AF & KR. Herbarium data, cleaned and corrected by AF. Reliability codes for sites selected were 2 (15%), 3 (75%) and 4 (10%). This means that most records are accurate to within 3km and were collected within the 40 years prior to 2002. | Birds: supplied by SW. Field surveys. GPS locations. Plants: AF’s survey sites. These have accurate locations (within 0.1km) and were collected in the 20 years prior to 2002. |
| CAN   | Birds from the Ontario Nest Records database, Royal Ontario Museum (ROM). Supplied by M. Peck to FH. Temporal Span 1870-2002 (usually 1960-2001). Coordinates derived from map by ROM; some locations ground-truthed with GPS. | From Breeding Bird Atlas (BBA) for Ontario, provided by M. Cadman to FH. |
| NSW   | 8 biological groups supplied by SF. Fauna data from the Atlas of NSW Wildlife (a database of incidental sighting records); flora data: specimen records from both the University of New England Herbarium and the Sydney Herbarium (Royal Botanic Gardens). No information on collection dates or accuracy. | Supplied by SF. From designed surveys described elsewhere (Ferrier and Watson 1996; Pearce et al. 2001) |
| NZ    | Plants, mostly trees and shrubs from indigenous forests. Supplied by JO, SW. Records from Allan Herbarium, managed by Manaaki Whenua -- Landcare Research | Supplied by JO, SW. Records from National Vegetation Survey databank (Wiser et al. 2001), nvs.landcarere-search.co.nz. |
| SA    | Plant species from the family Bignoniaceae. Supplied by BL and LL. From the Missouri Botanical Garden database management system TROPICOS (http://www.mobot.org) and Lucia Lohmann (lohmann@mobot.org). Species localities were calculated by TROPICOS and by L. Lohmann using The Getty Thesaurus of Geographical Names Browser (http://shiva.pub.getty.edu). | Supplied by BL and LL. Survey data collected by Al Gentry over 22 years (1971-1993). |
| SWI   | 30 tree species Supplied by NEZ & TW From a forest vegetation data base containing 14 800 irregularly and non-systematically sampled forest vegetation relevés throughout Switzerland. Records start in 1904 and ends in 1995. The majority (95%) of the plots was collected after 1940, and ~60% of the data were sampled between 1960 and 1995. The individual authors had their own local sampling design or used preferential sampling techniques (details in Wohlgemuth 2012). Species cover estimation prevails as performance measure (98%) and follows the Braun-Blanquet approach (Braun-Blanquet 1964). The data is part of the European vegetation archive EVA (Chytrý et al. 2016). Around 14,100 relevés were selected from the original data base, targeting minimal data standards such as coordinates, and species extracted from these. | 30 tree species Supplied by NEZ & MA Data extracted from the Swiss National Forest Inventory (NFI). PA data is collected on accessible sample plots at a regular 1 km point lattice across Switzerland. The data originate from the first national inventory, collected 1983-1985. For details, see Brassel and Lischke (2001) and EAFV (1988). |
the location above, there is one .csv file per region, with columns exactly matching those for the PO data. Hence, PO and BG files can easily be combined for modeling, as needed. One README.txt file points to relevant files explaining the data for all regions and explains additional details specific to the background data setup.

4. Presence-absence data

PA data are intended for evaluation and supplied in two sets of files both at the location above: one (/data/Records/test_env/) containing the sampled environments for predicting to, and one (/data/Records/test_pa/) with the species data, in identical site (row) order to the environmental data. This two-file format reflects our original use of the data, keeping the evaluation data “blind” to the modeling (see comments on usage in the final section). Where data span more than one biological group (AWT, NSW), there are multiple files, one for each group.

In each of the two folders of .csv files, there is a README.txt file that points to relevant files explaining the data for all regions and providing details particular to the evaluation data.

5. Polygons of region extents

Polygons defining the extent (i.e. the borders) of each region are provided at the location above, in the /data/Borders/ folder.

B. R package

Datasets 2 to 5, above, are also available in an R package, “disdat.” In the future we intend to submit it to CRAN. The R package contains the data, func-
tions to call the data, help files describing the data and pointing to this paper and its metadata, and two vignettes to assist modelers in data use.

**Discussion of the Data and its Usage**

Before we used these data for modeling, extensive efforts were made to prepare the data in an appropriate format. In retrospect—and as a comment for future data preparation exercises—some steps might have been done differently. For example, instead of removing duplicate records we could have marked records as “selected” and others as, for example, “not selected (duplicate in raster cell).” In addition, we reduced the species records to one per cell across regions with varying cell sizes. Instead across all regions a minimum distance between sites could have been set and applied to all. However, our cleaning is a common approach and not essentially flawed, so the data are still highly valuable. We no longer hold the original data, and our intention is to publish the dataset as used by publications listed in Supplementary Information 1, allowing comparison with these previous influential modeling efforts.

We note that the environmental data in the species files were extracted from rasters that we are also releasing. This extraction was done almost two decades ago. When we now, with current software, extract environmental data at those same site locations we find some very minor discrepancies in some datasets. These will likely have negligible effects on models. Nevertheless, we supply the values in the species files ‘as is’, because these are the data used for modeling in the most well-cited output of the NCEAS working group (Elith et al. 2006).

Much can be learned both about different methods and about properties of data by iterative modeling and evaluation. Readers can find analyses conducted to date on these data, in the publications summarized in Supplementary Information 1. One example of what we learned addresses bias in the species data. In 2002 there were very few published explorations of datasets like these, and their biases. This contrasts with the many published explorations and methods available now for handling bias in presence-only data (Kadmon et al. 2004; Phillips et al. 2009; Kramer-Schadt et al. 2013; Syfert et al. 2013; Warton et al. 2013; Bird et al. 2014; Boria et al. 2014; Dorazio 2014; Fithian et al. 2015; Stolar and Nielsen 2015; Qiao et al. 2017). The NCEAS group first explored whether the cleaned data could reasonably be used to predict species occurrence, without any bias treatment. The NCEAS modeling group demonstrated (Elith et al. 2006) that in some cases predictions had reasonable to very good accuracy, but that some regions’ datasets were clearly hampered by bias. This led to subsequent work, particularly that of Phillips and co-authors (Phillips et al. 2009) who explored the extent and impact of bias in these data, and presented and tested the “target-group” approach for dealing with bias. In other words, our understanding of the problem of bias developed from our first iteration of modeling and our analyses of the outputs. We look forward to future insights gained from working with these data.

In the R package and associated vignettes, we present methods for exploring the supplied data to give insight into their properties. In the R package we provide a function for mapping all species, producing a “map book” of all PO and PA data for all regions. In the data visualisation vignette we provide code for mapping any given species (PO, PA data on a static map, plus an interactive map linked to satellite image data). In that vignette we also provide functions for exploring the distribution of sites in geographic and environmental space, and for analysing pairwise correlations between variables. Figure 2 illustrates some of the outputs that can be produced with these functions.

Our data are available on on OSF and GitHub as detailed in earlier, and are easy to download. We kindly request that each user (even students within teaching exercises) download the data or R package individually because some data providers would like to track data downloads, to enable reporting on data usage as required by their funding agencies.

Part of the value of this dataset is that independent PA data are available for evaluation of models fitted with PO data. In the publications shown in the table in Supplementary Information 1, the PA evaluation (test) data were kept independent as a “blind evaluation” set, that is, they were not used to tune models. In line with this setup, we have supplied the data in two distinct sets: 1) the environmental conditions at each evaluation site, which enables predictions to be made to the sites; 2) the actual PA observations at the evaluation sites for evaluation after modeling is complete. To facilitate future comparative research, we encourage users to provide clear documentation if they choose to use a different setup—for instance, tuning their models on some or all of the evaluation data.
Whilst we provide 10,000 background points for each region, recent research has shown that in some regions larger background samples may be required to sufficiently represent all environments (Renner et al. 2015). We supply the background data used in the main output of the NCEAS working group (Elith et al. 2006), though note that such datasets are easy to re-create by sampling the environmental raster data that we supply. They also may be sampled according to designs other than spatially at random. The use of random background data is justified if the PO occurrence data are a representative sample of the species’ distribution (Phillips et al. 2009; Elith et al. 2011), a condition that is likely not satisfied for many species and regions. One alternative approach is to create and use a target group background sample (TGB; Phillips et al. 2009) where the target group contains all species in the identified group (e.g. all birds), including the species to be modeled. Depending on how the PO data are treated, the TGB sample might also need to be reduced to one sample per unique location. The “Modeling NCEAS data” vignette in the R package includes example code for making a TGB sample.

To replicate models in the main output of the NCEAS working group (Elith et al. 2006), users should read both the full paper and the associated appendix (freely available). Since we were at that stage aiming to reflect expert use of models, different authors implemented different methods, starting with the data supplied here. As can be seen in the details recorded in that manuscript and its appendix, some modelers chose to use all predictors (with or without automated variable selection) whereas others chose a subset of the predictors based on pairwise correlations. Specific settings for each method are also documented in the appendix of Elith et al. 2006. Whilst code is not available to reproduce those models, in future work we plan to reproduce several of the models and provide fully documented R code for those algorithms, for reproducibility. In the meantime, and in order to help less experienced modelers, we also provide example code in the R package vignette “Modeling NCEAS data” for using the data for modeling and evaluation, applying one method across all species.
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