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I. INTRODUCTION

Point processes (i.e., stochastic spatial distributions of point-particles with identical mass) are very useful mathematical models of many n-body and complex systems. Crystals (regular, perturbed, and/or defected), quasi-crystals, structural glasses, fluids, cosmological self-gravitating systems, and also computer image processing problems are only some examples of systems which are usually represented as specific point processes with appropriate spatial correlation properties.

The study of this branch of stochastic processes and the discovery of new statistical properties can be of fundamental importance in many scientific topics. Many mathematical studies have been already done about this class of processes and many useful results have been derived (e.g., see [10, 11, 12]).

One important question about a point process is what happens to its statistical properties when it is perturbed by a stochastic spatial deformation that can have in turn an internal degree of spatial organization, that is, spatial correlations. Depending on the physical application and the context, the perturbation can be seen either as a fluctuation due to a physical process or as noise. The fundamental question consists in finding how the spatial correlation properties of the point process change under the effect of the perturbation, and how effective this can be in changing the spatial correlations of the point process.

In this paper we focus our attention on the changes induced on the two-point spatial correlations of a point process by a stochastic displacement field both with and without displacement-displacement correlations. We work in the hypothesis of statistical independence between the point process and the displacement field. The exact results presented in this paper can find application in many scientific topics. For instance, in the context of the so-called n-body cosmological simulations, performed to study the problem of “structure formation” (e.g., galaxy formation) from the primordial matter density field under the effect of the internal gravitational interaction, point processes are used to represent the evolving matter density field. The initial conditions of these simulations, representing the primordial density field whose spectrum of fluctuations is predicted by theoretical models, are usually built by applying an appropriate stochastic displacement field to extremely ordered pre-initial configurations of the point-particle distribution (i.e., either a lattice or a particular “glassy” configuration). However in literature the effect of the displacement field is described only in approximate ways neglecting the contribution of the internal correlations of the particle system before the application of the displacement field and/or assuming sufficiently small displacements using the so-called Zeldovich approximation. In the present paper we give the exact description of these effects at every spatial scale and for any spatially stationary stochastic displacement field. In the cosmological context these results can be useful for example to understand better the role of the small spatial scales on the dynamics of the structure formation.

Another important application deals with the problem of realizability of point processes with an arbitrary a-priori given two-point correlation function satisfying the hypothesis of the Wiener-Khinchin theorem. This problem is of great importance for instance to study the permitted disordered configurations of hard spheres systems. While for continuous stationary stochastic processes (e.g., Gaussian processes) the hypotheses of the Wiener-Khinchin theorem give the necessary and sufficient conditions for the realizability of the process, this is not true for point processes. In this case the same hypotheses, adapted to point processes, provide only necessary conditions for the realizability of the process. Therefore finding some limitations in the realizability of point processes can be extremely useful for this problem. In this context we will show that perturbing a regular lattice (which can be considered to be the most regular and uniform point process) with any stochastic displacement field with a continuous spectrum, it is not possible to generate a point-particle distribution with an arbitrarily small degree of disorder with respect to the initial
lattice. In fact, we will see that a kind of lower limit appears for the degree of disorder injected into an initial regular lattice by any displacement field. This lower limit is measured by a maximal finite value of the exponent of the power spectrum of the lattice perturbed by the displacement field at small wave numbers.

Other possible applications come from the study of the void distribution and Voronoi tessellation in the superhomogeneous class of point processes [23].

The paper and the presentation of the results are organized as follows: In Sec. II basic statistical properties of point processes are briefly presented. This includes a classification of all spatially stationary point processes in three classes (i.e., essentially Poisson, superhomogeneous, and critical) in terms the asymptotic scaling behavior of the number fluctuations.

In Sec. III we introduce an approximate argument, often used in many physical applications, about the effect of the displacement field on the two-point correlation properties of a point process. In this presentation we make clear that this approximation is valid in the limits of small displacements and large spatial scales.

The rigorous treatment of the problem is introduced in Sec. IV.

II. BASIC DEFINITIONS

First of all let us recall some useful definitions about stochastic mass density fields. Given a generic (discrete or continuous) stochastic mass density field \( \rho(x) \) with spatially stationary statistical properties in a \( d \)-dimensional Euclidean space its average value is defined by

\[
\langle \rho(x) \rangle = \rho_0,
\]

where the symbol \( \langle . . \rangle \) indicates the ensemble average. We will limit our analysis to the case of stochastic mass fields which can be considered spatially uniform (elsewhere homogeneous) at sufficiently large scale. This implies that \( \rho_0 > 0 \), excluding in this way the case of fractal mass distributions for which \( \rho_0 = 0 \) asymptotically but with large fluctuations in the conditional density at all scales [27].

The main correlation properties of the density field are given by the covariance function (CF), also called connected or reduced two-point correlation function:

\[
C(x - y) = \langle \rho(x)\rho(y) \rangle - \rho_0^2.
\]

Another important quantity to characterize the internal two-point correlation properties of a stochastic field is the so-called power spectrum (PS) \( S(k) \) (also called structure factor). It is defined by

\[
S(k) = \lim_{L \to +\infty} \frac{\langle |\delta \rho(k; L)|^2 \rangle}{L^d},
\]

where

\[
\delta \rho(k; L) = \int \int_{-L/2}^{L/2} d^d x \ [\rho(x) - \rho_0] e^{-i k \cdot x}.
\]

Clearly in the limit \( L \to +\infty \) Eq. (2) becomes the Fourier transform of the density contrast \( \rho(x) - \rho_0 \). The quantity \( S(k) \) measures the net weight of each \( k \)-mode to the determination of the stochastic process without taking into account the phase contribution.

Due to the spatial stationarity of the stochastic field, it is simple to show that \( S(k) \) is equal to the Fourier transform of \( C(x) \) [26]:

\[
S(k) = \int d^d x \ C(x) e^{-i k \cdot x} \equiv FT[C(x)],
\]

implying in turn

\[
C(x) = \frac{1}{(2\pi)^d} \int d^d k \ S(k) e^{i k \cdot x} \equiv FT^{-1}[S(k)].
\]

Note that the condition that \( C(x) \) vanishes for \( |x| \to +\infty \) implies that \( k^d S(k) \to 0 \) for \( |k| \to 0 \). If the particle distribution is also statistically isotropic \( C(x) \) depends only on \( x = |x| \) and \( S(k) \) on \( k = |k| \).

We devote the rest of the paper to the so-called spatially stationary point processes (SPP), i.e., stochastic mass fields consisting of point-particles of unitary mass. For this class of systems the microscopic mass density \( \rho(x) \) coincides with the microscopic number density \( n(x) \) which can be written as

\[
n(x) = \sum_i \delta(x - x_i),
\]

where \( x_i \) is the spatial position of the \( i \)th particle of the system, \( \delta(x) \) is the usual \( d \)-dimensional Dirac delta function, and the sum is extended to all the particles of the system. As aforementioned, we limit the discussion to SPP characterized by a well defined average number density \( n_0 > 0 \) (i.e., excluding fractal-like particle distributions). Due to Eq. (4) and to the fact that \( n_0 > 0 \), it is simple to find that, for a SPP, the covariance \( C(x) = \langle n(x_0 + x)n(x_0) \rangle - n_0^2 \) has a diagonal singular Dirac delta-like contribution at \( x = 0 \). That is, it can be written as

\[
C(x) = n_0 \delta(x) + n_0^2 h(x),
\]

where \( n_0^2 h(x) \) is the off-diagonal part measuring the spatial correlation between number fluctuations in different spatial points, i.e., for \( x > 0 \). In general, for truly stochastic point processes, this is a rather smooth function of \( x \) and goes to zero for \( x \to +\infty \), but in some cases (see below the examples of the “shuffled” lattices) it can present also singularities and Dirac delta-like spikes. Note that the spatially stationarity and the exclusion of a fractal-like behavior imply that there is a finite length scale \( \lambda_0 > 0 \) beyond which fluctuations of the mass contained in volume of such size become “small” with respect...
to the average value of the mass itself. Well beyond this distance the mass (i.e., number) distribution can be considered with good approximation spatially uniform or homogeneous and for this reason it is called uniformity or homogeneity scale \( \beta \). It is simple to show that in the case in which \( h(x) \) is sufficiently regular, this scale can be defined as the distance \( \lambda_0 \) such that \( |h(x)| < 1 \) for \( x > \lambda_0 \). From Eqs. 4 and 5 we can write the PS of a SPP as:

\[
S(k) = n_0 + n_0^2 \hat{h}(k),
\]

where \( \hat{h}(k) = FT[h(x)] \) which in general is a regular function decreasing to zero at large \( k \). For point processes \( S(k) \) in statistics is also called Bartlett’s spectrum [\( \beta \)].

Since it will be useful to develop the arguments of the following sections, we now introduce a brief classification of all the spatially stationary stochastic mass fields \( \rho(x) \) (point process or continuous stochastic field) with well defined \( \rho_0 > 0 \) in terms of their large scale correlations and fluctuations:

1. If \( S(k = 0) = c > 0 \) then \( C(x) \) decreases to zero at large \( x \) faster than \( x^{-d} \) and has a positive integral over all space (equal to \( c \)), i.e., two-point correlations are short range and mainly positive. Moreover, calling \( M(R) = \int S(R) \frac{d^d x}{L^d} \rho(x) \) the mass in a given sphere \( S(R) \) of radius \( R \), the average quadratic fluctuation of this quantity behaves as \( \langle \Delta M^2(R) \rangle \sim R^d \). For this reason this class of systems can be called substantially Poissonian, as on sufficiently large scales the system shows basically Poissonian fluctuations. A characteristic physical example is given by a homogeneous gas at high temperature.

2. If \( S(k) \sim k^\beta \) at small \( k \) with \( -d < \beta < 0 \) then \( C(x) \sim x^{-\beta - d} \) at sufficiently large \( x \). That is the system has long range and mainly positive correlations (i.e., \( \int d^d x C(x) = +\infty \)). This implies \( \langle \Delta M^2(R) \rangle \sim R^{d-\beta} \) and for this reason such systems are called superPoissonian or critical. A physical example in this class is given by the density field of a fluid at the critical point of the gas-liquid second order phase transition.

3. If \( S(k) \sim k^\beta \) with \( \beta > 0 \) at small \( k \) then we can say that at large \( x \) the CF \( C(x) \) decays faster than \( x^{-d} \) and that \( \int d^d x C(x) = 0 \). This means that two-point spatial correlations are essentially short range. However they are not mainly positive: The condition \( S(0) = 0 \) indeed implies a precise balance between positive and negative two-point correlations. More precisely the relation \( S(0) = 0 \) can be seen as a condition of geometrical order in the spatial organization of the stochastic mass fluctuations. The higher is \( \beta \), the higher the large scale degree of order. As a matter of fact, as shown below, in the case of a regular and periodic lattice of particles, which is the most ordered particle distribution, one can say that \( S(k) \sim k^\beta \) with \( \beta \to +\infty \) for \( k \to 0 \). For all these reasons for this last class of mass fields the name superhomogeneous has been proposed [\( \beta \)], [\( \gamma \)], [\( \delta \)] (elsewhere hyperuniform [\( \epsilon \)]).

III. AN APPROXIMATE ARGUMENT

Before entering the detailed and rigorous discussion, we give an argument usually used to roughly describe the effect of a displacement field on a “sufficiently uniform” mass distribution (for another approximate result to this problem going further than the present approximation see [\( \zeta \)]). This argument is based on the fact that, if the applied displacements are sufficiently small, the mass is conserved “locally”. Hence a form of continuity equation has to be satisfied. Let us call \( \rho_{in}(x) \) the initial microscopic density field, and \( \rho(x) \) the same quantity after the application of the displacement field \( u(x) \). By considering the displacements “small” enough, we can write the one-step continuity equation:

\[
\rho(x) - \rho_{in}(x) + \nabla \cdot [\rho_{in}(x)u(x)] \approx 0 \tag{6}
\]

where \( u(x) \) is the displacement performed at point \( x \) in the given temporal step. The equality is rigorously satisfied only in the case of infinitesimal displacements. Let \( \rho_0 > 0 \) be

\[
\rho_0 = \langle \rho_{in}(x) \rangle
\]

It is simple to verify that this average value is not modified by the action of the displacement field. If \( \rho_{in}(x) \) is “sufficiently uniform” with respect to \( \rho(x) \), we can approximate it in Eq. 6 with a continuous and uniform density field \( \rho_{in}(x) = \rho_0 \), so that Eq. 6 can be rewritten as

\[
\rho(x) - \rho_0 + \rho_0 \nabla \cdot u(x) \approx 0 \tag{7}
\]

By taking the Fourier integral in a cubic volume of size \( L \) of Eq. 7 and using Eq. 2 we have:

\[
|\delta \rho(k; L)|^2 \approx \rho_0^2 |k \cdot v(k; L)|^2 \tag{8}
\]

where

\[
v(k; L) = \int_{-L/2}^{L/2} d^d x e^{-i k \cdot x} u(x).
\]

From Eqs. 8 and 11 we can say that the PS of the final mass distribution is roughly proportional to \( k^2 \) times the PS of the displacement field (actually the PS of the vector field \( u(x) \), as its CF, is a \( d \times d \) matrix and the form of such relation can be more complicated).

This simple result is based on two assumptions: the former consists in approximating the initial microscopic density with a completely uniform continuous mass field. As a consequence we expect that in the exact equations describing the effect of the displacement field on a spatial distribution of identical particles, there will be terms related to the inhomogeneities (e.g., “granularity”) of the initial particle density. The latter is the fact that, behind Eq. 2 there is the assumption of “sufficiently small” displacements. Then we expect that, when this assumption is not valid, the relation Eq. 8 will change drastically.
IV. DEFINITION OF THE PROBLEM

We start by considering a SPP, as defined above, with microscopic density \( n_{in}(x) \) given by Eq. \ref{eq:initial_density} and with \( n_0 > 0 \).

Let us now suppose of introducing a stochastic displacement field \( u(x) \) displacing each particle from its initial position. In general this displacement process changes the PS of the initial point distribution from \( S_{in}(k) \) to a new \( S(k) \) (or equivalently the initial CF \( C_{in}(x) \) to a new \( C(x) \)). If \( u_i \) is the displacement applied to the particle \( i \), the position of this particle passes from \( x_i \) to \( x_i + u_i \) (see Fig. 1). Therefore the final particle density field can be written as

\[
n(x) = \sum_i \delta(x - x_i - u_i).
\]  

(9)

A stochastic displacement field \( u(x) \) can be seen as a continuous stochastic vector field. We assume that this field is spatially stationary in the statistical sense, i.e., it is characterized by the invariance of the statistical properties for any spatial translation. We can think to “attach” a displacement vector \( u(x) \) to each spatial point \( x \), even though it acts on the mass density only if \( x \) is occupied by a particle. In what follows, we assume that the displacement field is statistically independent of the realization \( n_{in}(x) \) of the initial particle density, i.e., the probability of having a given realization \( u(x) \) of the displacement field is independent on the realization of the initial particle distribution.

Let us consider a function \( A \) only of the displacements \( \{u_1, ..., u_N\} \) applied respectively to a set of spatial points \( \{x_1, ..., x_N\} \). The average of this quantity over all the realizations of the displacement field \( u(x) \) is defined by

\[
\overline{A} = \int \cdots \int \left[ \prod_{j=1}^N d^d u_j \right] f_N(u_1, ..., u_N) A(u_1, ..., u_N),
\]  

(10)

where \( f_N \) is the joint probability density function (PDF) of the displacements \( \{u_1, ..., u_N\} \) applied respectively to the set of points \( \{x_1, ..., x_N\} \). In general, \( f_N \) depends parametrically on the positions \( x_i \). In the case of a statistically stationary displacement fields, \( f_N \) depends parametrically only on the separation vectors between all the couples of the points of the set \( \{x_1, ..., x_N\} \). A particular and very important case is when the set of points coincides with the positions occupied by all the particles (in which case we call the joint displacement PDF simply \( \mathcal{P}((u_i)) \) of the initial SPP or by the particles of one of its subsets. Note, however, that in our hypothesis the form of this PDF does not depend on the fact that these points are actually occupied by particles.

Finally, if we have a function of the final (i.e., after the introduction of the displacements) microscopic density \( n(x) \), the ensemble average over all the possible final configurations of the particle distribution is given by averaging over all the possible displacements as in Eq. \ref{eq:ensemble_average} fixing the initial particle density \( n_{in}(x) \), and then over all the possible initial particle configurations \( (\ldots) \). This is due to the fact that the ensemble of all possible final particle configurations is found by considering all the possible initial configurations, and for each of these all the final configurations obtained by applying the ensemble of the displacement fields. However, if, as we suppose here, the displacement field is statistically independent on the initial particle distribution, the order of these two averages is arbitrary. For instance, in this case, the CF of the “displaced” particle distribution is expressed by

\[
C(x) = \langle n(x_0 + x) n(x_0) \rangle - \langle n(x_0) \rangle^2,
\]  

(11)

with an arbitrary order of the two averages \( (\ldots) \) and \( (\ldots) \).

V. EXACT RESULTS FOR ONE AND TWO-POINT STATISTICAL PROPERTIES OF THE PARTICLE DISTRIBUTION

The aim of this section is to relate the one and two-point correlation properties of the “displaced” particle distribution to its initial ones and to those of the applied displacement field by finding exact relations going beyond the approximation given by Eq. \ref{eq:approximation}. As aforementioned, the discussion will be limited to the case of spatially stationary stochastic displacement fields and initial particle distributions. In this way also the final particle distribution will be spatially stationary.

We will start by evaluating, through Eq. \ref{eq:ensemble_average} the average mass density \( \langle n(x) \rangle \). The next step will consist in
finding the transformation equation for the PS $S(k)$ (or equivalently the CF $C(x)$).

Since the displacement process does not create or destroy any particle and is statistically stationary, the average mass density stays equal to the initial one $n_0$:

$$\langle n(x) \rangle = n_0 .$$

This can be also proved by direct calculation using $(n_{in}(x)) = n_0$. First of all we note that Eq. 9 is a sum of single displacement terms. Therefore, in order to evaluate the displacement average $n(x)$, we need only to know the one displacement PDF $f_1(u)$ and not the complete joint PDF $P(\{u_i\})$ for all the system particles. In our hypothesis of spatial stationarity $f_1(u)$ does not depend on the point of application of the displacement, and we recall $p(u)$ for simplicity ($p(u)$ is obtained from $P(\{u_i\})$) by integrating out all the displacements with the exception of one.

We can then write

$$n(x) = \sum_i \int d^d u_i p_1(u_i) \delta(x - x_i - u_i) = \sum_i p(x - x_i) .$$

By taking the average $\langle \ldots \rangle$ over the initial particle configurations, we finally have

$$\langle n(x) \rangle = \left\langle \int d^d y p(y) \sum_i \delta(y - x + x_i) \right\rangle = n_0 \int d^d y p(y) = n_0 ,$$

where we have used the statistical spatial stationarity of $n_{in}(x)$ (i.e., $(n_{in}(x)) = (n_{in}(y - x)) = n_0$) and the normalization condition of the one-displacement PDF $p(u)$.

We can now face the problem of calculating the new CF $C(x)$ and the new PS $S(k)$. The key point is to evaluate the average $\langle n(x)n(y) \rangle$. Since the product

$$n(x)n(y) = \sum_{i,j} \delta(x - x_i - u_i) \delta(y - x_j - u_j) ,$$

is a sum of terms containing either one (for $i = j$) or two (for $i \neq j$) different displacements, we do not need to know the complete joint PDF $P(\{u_i\})$, but only the joint two-displacement PDF $f_{2}(u,v)$ which is obtained from $P(\{u_i\})$ by integrating out all the displacements but two. In general $f_{2}(u,v)$ will depend parametrically on the coordinates of the two points of application of the displacements. Assuming the hypothesis of a spatially stationary displacement field, $f_{2}(u,v)$ depends parametrically only on the separation vector $x$ between these two points. For this reason we recall it $f_{2}(u,v) = f(u,v; x)$ putting in evident evidence this dependence. Note that the function $f(u,v; x)$ carries much more information than the simple knowledge of the average displacement $\mathbf{u} = \mathbf{U}$, and the two-displacement correlation matrix of elements

$$G_{\mu\nu}(x - y) = \langle u^{(\mu)}(x) - U^{(\mu)} \rangle \langle u^{(\nu)}(y) - U^{(\nu)} \rangle$$

(12) with $\mu, \nu = 1, ..., d$, where $u^{(\mu)}$ is the $\mu^{th}$ component of the displacement vector $u$. In fact $G_{\mu\nu}(x - y)$ is only the average value of $(u^{(\mu)}(x) - U^{(\mu)}) (u^{(\nu)}(y) - U^{(\nu)})$ calculated with the PDF $f(u,v; x)$ itself, while the knowledge of $f(u,v; x)$ include all information about all the higher moments of two-displacements.

The joint two-displacement PDF $f(u,v; x)$ satisfies the following limit conditions in $x$:

$$f(u,v; 0) = \delta(u - v)p(u)$$

(13)

$$\lim_{x \to \infty} f(u,v; x) = p(u)p(v)$$

(14)

The former equation is trivial, while the latter establishes simply that the correlation between two different displacements must go to zero if the distance between the two points of application goes to infinity.

First of all let us evaluate the average of $n(x)n(y)$ over the displacements. By direct integration one obtains

$$n(x)n(y) = \sum_{i,j} \int d^d u_i d^d u_j [f(u_i, u_j; x_{ij}) \delta(x - x_i - u_i) \times \delta(y - x_j - u_j)] = \sum_{i,j} f(x - x_i, y - x_j; x_{ij}) ,$$

where $x_{ij} = x_i - x_j$. Note that the first limit condition in Eq. 13 permits to perform the average without separating the diagonal contribution $i = j$ from the off-diagonal part $i \neq j$ of the double sum in Eq. 15 by averaging separately the former using the one-displacement PDF $p(u_i)$ and the latter through the two-displacement PDF $f(u_i, u_j; x_{ij})$ with $i \neq j$.

The next step is to evaluate the average $\langle \ldots \rangle$ on the ensemble of initial particle configurations. For this purpose note that the ensemble average of a function of the initial configuration of the form $\sum_{i,j} \psi(x_i, x_j)$, where $\psi(x,y)$ is a generic two-point function, can be written as

$$\langle \sum_{i,j} \psi(x_i, x_j) \rangle = \int \int d^d x d^d y \psi(x, y) \sum_{i,j} \delta(x - x_i) \delta(y - x_j) \rangle = \int \int d^d x d^d y \psi(x, y) \sum_{i,j} \delta(x - x_i) \delta(y - x_j) \rangle =$$

$$\int \int d^d x d^d y \langle n_{in}(x)n_{in}(y) \rangle \psi(x, y) ,$$

where, by definition, we have

$$\langle n_{in}(x)n_{in}(y) \rangle = n_0^2 + C_{in}(x - y) .$$

(17)

Note that the diagonal part $n_0^2 \delta(x)$ of the connected two-point correlation function $C_{in}(x)$ takes correctly into account the diagonal term $i = j$ of the sum of Eq. 16.
By applying Eqs. 16 and 17 to Eq. 15 it is possible to write:
\[
\langle n(x)n(y) \rangle = \int \int d^d x' d^d y' \left[ n_0^2 + C_{in}(x' - y') \right] \\
\times f(x - x', y - y'; x' - y')
\] (18)

It can be convenient to rewrite Eq. 18 by separating the two terms coming respectively from the diagonal and the off-diagonal parts of \( C_{in}(x) \), that is by writing, as in Eq. 4:
\[
\langle n(x)n(y) \rangle = n_0 \delta(x - y) \\
+ n_0^2 \int d^d x' d^d y' \left[ 1 + \delta_{in}(x' - y') \right] \\
\times f(x - x', y - y'; x' - y').
\] (19)

We are now able to write the new CF \( C(x) \) of the final particle distribution which is defined, as usual, by:
\[
C(x) = \langle n(x_0 + x)n(x_0) \rangle - n_0^2.
\] (20)

Note that from Eq. 19 the diagonal part of \( C(x) \) remains equal to that of \( C_{in}(x) \) (i.e., \( n_0 \delta(x) \)) as expected.

In order to write the transformation equation for the PS, which is the most useful in many applications [14], we start from the simplest case of uncorrelated displacements; then we will come back to the general case for general considerations and some paradigmatic examples.

**VI. INDEPENDENT DISPLACEMENTS**

We now consider the case in which the displacement applied to a given spatial point is statistically independent of the displacement applied to any other point. Therefore the statistics of the stochastic displacement field is completely determined by the knowledge of the reduced one-displacement PDF \( p(u) \), and the joint PDF of \( n \) displacements \( u_1, u_2, \ldots, u_n \) in \( n \) different points of the space factorizes as follows:
\[
f_n(u_1, u_2, \ldots, u_n) = \prod_{i=1}^n p(u_i).
\]

In particular for the two-displacement PDF, we can write
\[
f(u, v; x) = \begin{cases} 
\delta(u - v)p(u) & \text{for } x = 0 \\
p(u)p(v) & \text{for } x \neq 0
\end{cases}
\] (21)

Note that the lack of displacement-displacement correlations implies a discontinuity of \( f(u, v; x) \) at \( x = 0 \). As shown below this does not happen for truly continuous correlated stochastic displacement fields (i.e., belonging to the class of continuous stationary stochastic processes). We can now apply Eq. 21 to Eq. 19 in order to find the two-point correlation function of the final system:
\[
\langle n(x)n(y) \rangle = n_0^2 + n_0 \delta(x - y)
\]
\[+ n_0^2 \int d^d x' d^d y' \left[ p(x - x')h_{in}(x' - y')p(y - y') \right].
\]

Since in this case \( f(u, v; x) \) is discontinuous at \( x = 0 \), it has been important to separate the contributions of the diagonal and the off-diagonal part of \( C_{in}(x) \) in Eq. 19.

In fact, in the hypothesis of uncorrelated displacements, any element of the connected two-displacement correlation matrix \( G_{\mu\nu}(x) \), given in Eq. 12 vanishes for any \( x \neq 0 \) while \( G_{\mu\nu}(0) = \delta_{\mu\nu}g_\mu^2 \) where \( g_\mu^2 > 0 \) is the single displacement variance. That is, \( G_{\mu\nu}(x) \) is discontinuous at \( x = 0 \). As aforementioned, this is a very particular case, as in truly correlated stationary stochastic processes it is continuous everywhere [21].

At this point, by remembering that the PS \( S(k) = FT[C(x)] \), with \( C(x) \) given by Eq. 20, we can Fourier transform Eq. 22 to obtain the following local relation in \( k \) space:
\[
S(k) = n_0 (1 - |\hat{p}(k)|^2) + |\hat{p}(k)|^2 S_{in}(k),
\] (23)

where \( \hat{p}(k) \) is the characteristic function of the one-displacement PDF
\[
\hat{p}(k) = FT[p(u)],
\]
and where we have used \( n_0^2 FT[h_{in}(x)] = S_{in}(k) - n_0 \). Note that by definition \( \hat{p}(0) = 1 \).

Equation 23 gives the relation between the PSs of the point-particle configurations before and after the application of the uncorrelated displacements field. First of all let us analyze the notable case in which the initial point-particle distribution is the statistically stationary and isotropic Poisson one, i.e., that case in which there is no correlation between the initial positions of different particles. It is simple to show that the initial density CF is simply \( C_{in}(x) = n_0 \delta(x) \) (i.e., it has only the diagonal part). This means that \( S_{in}(k) = n_0 \) which, in view of Eq. 23 implies \( S(k) = n_0 \) too, regardless to the form of \( p(u) \). That is, the particle distribution remains Poissonian after the application of any random and uncorrelated displacement field. This can be considered as a formulation of the so-called theorem of Bartlett [31] (for the behavior of a Poisson point process under a deterministic displacement field see [22]). This property is quite easy to understand: the displacement field has no spatial correlation, hence it tends to randomize the particle distribution, but the Poisson particle distribution is already the “most random possible” SPP. This is further clarified by observing that uncorrelated displacements cannot increase the spatial correlations in the particle distribution.

We have just shown that the stationary Poisson point process of average density \( n_0 > 0 \) is the “fixed point” of the transformation given by Eq. 23. We show now that...
this fixed point (i.e., the stationary Poisson process) is also attractive. That is, we show that, starting from an arbitrary stationary point process with density \( n_0 \) and initial PS \( S_{m}(k) \), by applying successive stochastic uncorrelated displacements to all the particles taken from the same PDF \( p(u) \) with no correlation at each step, the PS flows toward \( S_{\infty}(k) = n_0 \), i.e., the Poisson one. It is simple to show that after \( m \) consecutive applications of such displacement field the PS \( S_{m}(k) \) satisfies the relation:

\[
S_{m}(k) = n_0(1 - |\hat{p}(k)|^{2m}) + |\hat{p}(k)|^{2m} S_{m}(k).
\]

The previous equation is simply obtained by the fact that the characteristic function of the sum of \( m \) independent random vectors extracted from the same PDF \( p(u) \) is simply \( |\hat{p}(k)|^{2m} \). Since \( p(u) \) is a PDF, a part from particular cases \([34]\), in general \( |\hat{p}(k)| < 1 \) for any \( k > 0 \). This implies that \( S_{m}(k) \) converges exponentially fast to \( n_0 \) for each \( k \), i.e., to the PS of the Poisson point process \([23]\).

One has also to notice that the right hand side of Eq. \( 23 \) is the sum of two terms: the former is proportional to the average density of particles \( n_0 \), that we can call granularity term, and independent of the initial PS of the particle distribution, while the latter depends on \( n_0 \), only through \( S_{m}(k) \) which satisfies the condition \( S_{m}(k \to \infty) = n_0 \) because of the diagonal term of \( C_{m}(x) \) and of the fact that the off-diagonal part must be integrable at small \( x \).

If the initial point process is statistically isotropic as well as stationary, then \( C_{m}(x) \) is a function only of \( x = |x| \) and \( S_{m}(k) \) only of \( k = |k| \). Furthermore, if also the displacement field is statistically isotropic, then \( \theta = 0 \) for each \( \mu = 1, ..., d \), and \( p(u) \) depends only on \( u = |u| \). This implies that also \( S(k) \) depends only on \( k \) (and \( C(x) \) on \( x \)).

### A. Small \( k \) expansion and large scale behavior - I

In many applications, such as cosmological studies \([7]\), it is particularly important to analyze the behavior of \( S(k) \) at small \( k \), that is at large spatial scales. For this reason we now study the asymptotic behavior of Eq. \( 23 \) for \( k \to 0 \). We limit the discussion to the case in which both the point process generating the initial particle distribution and the stochastic displacement field are statistically isotropic. As seen above, this hypothesis implies \( S_{m}(k) = S_{m}(k), p(u) = p(u), \) and \( S(k) = S(k) \).

The first step consists in studying the small \( k \) behavior of the characteristic function \( \hat{p}(k) \). By definition we have

\[
\hat{p}(k) = \int d^{d}u \ e^{-iku} p(u),
\]

and then \( \hat{p}(0) = 1 \). As \( p(u) = p(u) \), then \( \hat{p}(k) = \hat{p}(k) \).

Let us suppose that at sufficiently large \( u \) we have \( p(u) = A u^{-\alpha} + o(u^{-\alpha}) \), where \( \alpha > d \) as \( p(u) \) must be by definition integrable over all the space (\( \alpha \to +\infty \) includes exponential-like or faster decay at large \( u \)). Using this property and the definition of \( \hat{p}(k) \), it is simple to show that to the lowest order in \( k \) larger than zero, one has

\[
\hat{p}(k) = 1 - B k^{\beta} \text{ with } \begin{cases} \beta = \alpha - d & \text{if } 0 < \alpha - d \leq 2 \\ \beta = 2 & \text{if } \alpha > d + 2 \end{cases}
\]

where \( B > 0 \). Moreover if \( \alpha > d + 2 \) then \( B = \frac{\alpha}{3} \).

Instead, if \( d < \alpha \leq d + 2 \), then \( \theta \) diverges and

\[
B = A \int d^{d}x x^{-\alpha} \left( 1 - e^{-ix \cos \theta} \right),
\]

where \( \theta \) is the angle between \( x \) and any one of the coordinate axes. Note that in any case \( 0 < \beta \leq 2 \). This implies that for \( k \ll B^{1/\beta} \)

\[
1 - |\hat{p}(k)|^{2} \sim 2Bk^{\beta}.
\]

On the other hand, as seen in Sec. \([14]\) in order to have the initial SPP well defined, it is necessary that \( k^{d} S_{m}(k) \to 0 \) for \( k \to 0 \), that is practically \( S_{m}(k) \sim k^{\gamma} \) at small \( k \) with \( \gamma > -d \).

We can draw the following conclusions for the small \( k \) behavior of \( S(k) \) in Eq. \( 23 \):

1. If \(-d < \gamma < \beta \) (with as seen above \( 0 < \beta \leq 2 \)), \( S(k) \sim k^{\gamma} \) similarly to \( S_{m}(k) \), and its small \( k \) amplitude is independent of the displacement field. This means that, in this case, finite uncorrelated displacements cannot destroy the persistence of correlations already present in the system. In particular it is important to note that if \( \gamma < 0 \) (i.e., long range density-density correlations in the initial particle configurations) no uncorrelated displacement field is able to affect the large scale correlation properties of the initial system.

2. On the contrary, if \( 0 < \beta < \gamma \), then the small \( k \) behavior is completely determined by the displacement field, resulting in \( S(k) \sim Bk^{\beta} \). As shown in Sec. \([14]\) a point-particle distribution having \( \gamma > 0 \) is called superhomogeneous showing a sort of long range order, characterized by subPoissonian mass fluctuations at large scales, which in the present case is partially destroyed by the Poissonian noise introduced by the displacement field. In this respect, note that if \( \theta^{2} = +\infty \) then \( \beta < 2 \). Consequently, it is much simpler to obtain the condition \( \gamma > \beta \), i.e., the randomization of the system introduced by the uncorrelated displacement field is more effective.

3. If \( \beta = \gamma \) both the long wave length modes of the initial particle configuration and of the displacement field determine of the small \( k \) power spectrum of the final system. In particular the exponent is equal to the initial one while its amplitude increases. This indicates that the initial and the final systems have
FIG. 2: The projection on the $xy$ plane of a 3d shuffled lattice of $16^3$ particles in the unitary volume is represented. In the present case each particle is randomly displaced from its initial lattice position inside a finite cubic box centered around the lattice point and of side equal to one fifth of the lattice spacing. The displacement applied to each particle is statistically independent of the displacements applied to the other particles.

the same kind of long range order of density fluctuations and the same mass-length scaling relation for the large scale mass fluctuations, but with an increase of their amplitude in the second case.

B. The shuffled lattice with uncorrelated displacements

In this subsection we present a simple, but important example of application of uncorrelated stochastic displacement fields: the random shuffling of a regular lattice of particles. Its importance relies on the fact that a perturbed lattice is often used as the initial condition for many dynamical applications as, for instance, the already mentioned cosmological $n$–body simulations [14], and bio-metrical studies [9]. In this section we present the simplest example of a lattice with stochastic displacement perturbations. In Fig. 2 the projection on the $xy$ plane of a three dimensional shuffled lattice is given.

It is simple to show that for a distribution of point particles of unitary mass occupying the sites of a regular cubic lattice, the PS is

$$S_{in}(k) = (2\pi)^d n_0^2 \sum_{H \neq 0} \delta(k - H),$$

where the sum runs over all the sites $H$ of the reciprocal lattice with the exception of the origin $0$. We remind that, if the particles occupy the sites of a cubic lattice with lattice spacing $l$, then each component of $H$ is a positive or negative integer multiple of $2\pi/l$ and the average density of points is $n_0 = 1$.

FIG. 3: Power spectrum of a 1d shuffled lattice with uncorrelated displacements with finite variance obtained both from numerical simulations and from the theoretical prediction given by Eq. 27 and showing perfect agreement. In particular the two PSs refer to a regular chain of particles and unitary lattice spacing perturbed by the displacement field, through which each particle is randomly displaced in a point of the segment centered around its initial lattice position and of length $a = 1/50$ (i.e., $p(u) = \theta(a/2 - u)\theta(u + a/2)/a$). Note that at small $k$ the PS $S(k)$ scales as $k^2$ as the displacement variance is finite. Moreover the Bragg peaks (whose amplitude here has been normalized for pictorial reasons) are perfectly modulated by weights proportional to $|\hat{p}(k)|^2$ (which in this case is given by $\hat{p}(k) = 2\sin^2(ka/2)/ka$). Finally the PS at large $k$ depends correctly to the average number density $n_0 = 1$.

We now stress two important aspects of Eq. 27:

1. The random shuffling in general does not erase completely the presence of the so-called Bragg peaks (i.e., the sum of delta functions), but only modulates their amplitude and adds a continuous contribution typical of fully stochastic point distributions. The complete cancellation of the Bragg peaks contribution to $S(k)$ is possible only in the very particular case in which $\hat{p}(H) = 0$ for every reciprocal lattice vector with the exception of 0.
2. around $k = 0$ (more precisely in the so-called first Brillouin zone of the reciprocal lattice) $S_{\alpha\alpha}(k) = 0$ at any order of the Taylor expansion (we can loosely say that $S_{\alpha\alpha}(k) \sim k^{+\infty}$ around $k = 0$). Consequently, as clear from Eq. (24) in this region $S(k)$ is determined by only the behavior of the displacement characteristic function $\hat{p}(k)$. As shown above, if the displacement field is statistically isotropic, $\hat{p}(k) \equiv \hat{p}(k)$. Therefore, even though the lattice is strictly anisotropic, the shuffled one has isotropic mass fluctuations at large scales. This implies that on sufficiently large scales the scaling exponent of the fluctuations of the number of particles contained in a given volume of linear size $R$ do not depend strongly on the shape of the volume itself. This is not true, instead, for a deterministic cubic lattice for which the scaling behavior of these fluctuations changes in passing from a spherical to a cubic volume with the same symmetry of the lattice.

Since in the first Brillouin zone $S(k)$ is completely determined by $\hat{p}(k)$, the asymptotic behavior at small $k$ of $S(k)$ can be derived by Eq. (24). In particular if the variance $\overline{u^2}$ of the displacement field is finite, we find $S(k) \sim k^2$ for $k \to 0$, independently on the particular form of $p(u)$ (see Fig. 3). This is a case of universal behavior for all the PDF $p(u)$ with sufficiently fast decay at large $u$.

Instead, in the case in which $\overline{u^2}$ diverges, i.e., $d < \alpha \leq d + 2$, this universality is lost, having $S(k) \sim k^{\beta}$ with $\beta = \alpha - d$, with a one-to-one correspondence between the exponents $\alpha$ and $\beta$ as shown in the previous section (see Fig. 4). A similar case of universality is found in random walks with independent steps. In fact if the variance of the steps is finite (ordinary random walks) the average quadratic distance $\langle \Delta x^2(t) \rangle$ reached by the walker after a large number $t$ of steps satisfies the scaling relation $\langle \Delta x^2(t) \rangle \sim t$ independently of the precise functional form of PDF of the single step. On the other hand, if the single step variance goes to infinity (Levy flights) this is no more true, $\langle \Delta x^2(t) \rangle$ being infinite, and the PDF of $\Delta x(t)$ at sufficiently large $t$ having a power law tail with an exponent in a one-to-one correspondence with that characterizing the tail of the PDF of a single step. A similar transition from a universal scaling behavior of the fluctuations to a non-universal one has been found also in more complex fragmentation problems.

**VII. CORRELATED DISPLACEMENTS**

Let us now go back to Eq. (19) and consider the general case of a stationary stochastic displacement field with spatial correlations. In this case $f(u, v; x)$ cannot be factorized as in Eq. (21) for $x > 0$.

In order to write the equation of transformation of the PS let us remind the basic relation between the CF and the PS of a spatially stationary stochastic process:

$$\int \int d^dxd^dy \ e^{-i(k \cdot x + q \cdot y)} C(x - y) = (2\pi)^d \delta(k + q) S(k).$$  

(28)

We also recall that by definition:

$$\left\langle n(x)n(y) \right\rangle = n_0^2 + C(x - y).$$

Further more, we define the functions $\hat{f}(k_1, k_2; x)$ and $F(k_1, k_2; q)$ respectively by the following FTs:

$$\hat{f}(k_1, k_2; x) = \int \int d^dud^dv \ e^{-i(K_1 \cdot u + K_2 \cdot v)} f(u, v; x),$$  

(29)

$$F(k_1, k_2; q) = \int d^d x \ e^{-iq \cdot x}\hat{f}(k_1, k_2; x).$$  

(30)

The function $\hat{f}(k_1, k_2; x)$ is simply the characteristic function of the joint two-displacement PDF. By definition $f(k_1, k_2; x)$ satisfies the following limit conditions

$$\hat{f}(0, 0; x) = 1 \text{ for any } x,$$

and

$$\hat{f}(0, k; x) = \hat{f}(k, 0; x) = \hat{p}(k) \text{ for any } x > 0.$$
By using Eq. [19] and Eqs. [28, 30] we can write:

\[ S(k) = n_0 \left( 1 - \frac{1}{(2\pi)^d} \int d^d q F(k, -q) \right) + \int d^d x e^{-ik \cdot x} \hat{f}(k, -k; x) \left( n_0^2 + C_{in}(x) \right) - (2\pi)^d n_0^2 \delta(k). \]  

(31)

Note that \( \frac{1}{(2\pi)^d} \int d^d q F(k, -k; q) \) must be carefully handled. In fact, due to the properties of the inversion of the Fourier transform, it cannot be substituted directly by \( \hat{f}(k, -k; 0) \) if \( f(u, v; x) \) is discontinuous at \( x = 0 \) and continuous anywhere else as in the case of uncorrelated displacements presented above. Thus it must be understood as

\[ \frac{1}{(2\pi)^d} \int d^d q F(k, -k; q) = \lim_{x \to 0} \hat{f}(k, -k; x). \]  

(32)

More specifically, if \( f(u, v; x) \) is continuous at \( x = 0 \), i.e.,

\[ \lim_{x \to 0} f(u, v; x) = f(u, v; 0) \equiv \delta(u - v) \rho(u), \]

then we have

\[ \frac{1}{(2\pi)^d} \int d^d q F(k, -k; q) = 1. \]

This condition is valid in all the cases in which the stochastic displacement field is a real continuous correlated stochastic process (see below the Gaussian example). In fact, in this case it is possible to prove a theorem stating that the two-displacement correlation function is continuous everywhere, being equal to the one-displacement variance \( \overline{u^2} - \overline{u}^2 \) at \( x = 0 \). Instead, in the case of an uncorrelated stochastic displacement field this is no more true (it is a continuous stochastic process), and, \( f(u, v; x) \) is discontinuous at \( x = 0 \) as shown by Eq. [21]. This together with Eq. [32] gives for this case

\[ \frac{1}{(2\pi)^d} \int d^d q F(k, -k; q) = |\hat{\delta}(k)|^2. \]

With these prescriptions it is simple to recover Eq. [28] from Eq. [31] in the case of uncorrelated displacements.

Instead, in the present case of a stationary correlated continuous stochastic displacement field, Eq. [31] can be rewritten as

\[ S(k) = \int d^d x e^{-ik \cdot x} \hat{f}(k, -k; x) \left( n_0^2 + C_{in}(x) \right) - (2\pi)^d n_0^2 \delta(k), \]

or equivalently

\[ S(k) = n_0^2 F(k, -k; k) + \int d^d q F(k, -k; q) S_{in} (k - q) - (2\pi)^d n_0^2 \delta(k). \]  

(33)

Equations [33] can be further simplified by noticing that in the case of spatial statistical stationarity of both the initial point-particle distribution and of the displacement field, the PS of the final particle distribution will not depend separately on the couple of displacements \( u \) and \( v \) applied at two points separated by the separation vector \( x \), but on the relative displacement \( w = u - v \). In fact let us call \( \phi(w; x) \) the PDF that two points, separated by the separation vector \( x \), perform a relative displacement \( w \). By definition

\[ \phi(w; x) = \int d^d u d^d v f(u, v; x) \delta(w - u + v). \]  

(35)

If we take the FT of Eq. [35] with respect to \( w \), we have

\[ \hat{\phi}(k; x) = \hat{f}(k, -k; x), \]

where \( \hat{\phi}(k; x) = FT[\phi(w; x)] \). Therefore Eq. [33] can be rewritten again

\[ S(k) = \int d^d x e^{-ik \cdot x} \hat{\phi}(k; x) \left( n_0^2 + C_{in}(x) \right) - (2\pi)^d n_0^2 \delta(k). \]  

(36)

By using the PDF \( \phi(w; x) \), Eq. [18] can be rewritten in a very intuitive form. This is done by noticing that for a generic stationary point process \( n(x) \) the quantity \( \langle n(x) n(y) \rangle / n_0 \) where \( \langle \ldots \rangle \) is as usual the average over the considered ensemble of configurations \( n(x) \) represents the average conditional density \( \xi(x) \) of particles seen by a generic particle of the system at a separation \( x - y \) from it. By calling \( \Gamma_{in}(x - y) = \langle n_{in}(x) n_{in}(y) \rangle / n_0 \) and \( \Gamma_f(x - y) = \langle n(x) n(y) \rangle / n_0 \) the conditional densities respectively before and after the application of the displacement field, Eq. [18] transforms into

\[ \Gamma_f(x) = \int d^d x' \Gamma_{in}(x') \phi(x - x'; x'). \]

Very often the CF is defined in a dimensionless way dividing \( C(x) / n_0 \), i.e., it is redefined as

\[ \xi(x) = \frac{C(x)}{n_0^2} = \frac{\delta(x)}{n_0} + h(x), \]

which we call normalized covariance function (NCF). Consequently, also the PS is redefined as the FT of \( \xi(x) \):

\[ P(k) = FT[\xi(x)] = \frac{S(k)}{n_0^2} = 1 + h(k). \]

It is simple to verify that if all the particles of the distribution have the same non-unitary mass \( m > 0 \), i.e., if the microscopic mass density is \( \rho(x) = m n(x) = m \sum_i \delta(x - x_i) \) with \( \rho_0 = m n_0 \), the NCF \( \xi(x) \) of the microscopic mass density \( \rho(x) \) is equal to that of the microscopic number density \( n(x) \) and then is independent of \( m \). For these rescaled quantities Eq. [36] can be rewritten as

\[ P(k) = \int d^d x e^{-ik \cdot x} \hat{\phi}(k; x) \left[ 1 + \xi_{in}(x) \right] - (2\pi)^d \delta(k), \]  

(37)
It is important to note that, while \( \xi_{in}(x) \) depends on \( n_0 \) at least through its diagonal part \( \delta(x)/n_0 \), the two-
displacement \( f(u,v,x) \), and therefore \( \hat{\phi}(k;x) \), in our hypothesis, are in general supposed not to be (unless for particular choices of its momenta). Therefore, differently
from the case of uncorrelated displacements, both Eqs. 33 and 35 can be divided into two parts, one dependent on \( n_0 \), and the other independent of it. This is a very important point because spatial distributions of particles with equal masses \( m \) are often used in numerical simulations as a discrete representation of continuous stochastic mass density fields. Consequently, in Eq. 33 and Eq. 35 there is a part depending on the discretization process and another part independent of it. This aspect is particularly important in the context of the gravitational \( n \)-body simulations in which, as above mentioned, the matter density field is usually represented, for numerical reasons, through a more or less dense distribution of particles with the same mass \( m \) so that \( mn_0 = \rho_0 \) with \( \rho_0 \) put equal to the average mass density of the continuous model.

A. Small \( k \) expansion and large scale behavior - II

Starting from Eq. 37 one can write a simple formula for the small \( k \) (i.e., large scale) behavior of the final PS of the particle distribution after the application of the displacement field. First of all let us study the small \( k \) behavior of \( \hat{\phi}(k;x) = \hat{f}(k, -k;x) \). Since it is the FT of \( \phi(w;x) \), if \( G_{\mu\nu}(0) < +\infty \) (implying that the average value of \( w^2 \) is finite at any \( x \)), we can write

\[
\hat{\phi}(k;x) = 1 - ik \cdot \hat{w}(x) = \frac{[k \cdot \hat{w}(x)]^2}{2} + o(k^2),
\]

where \( \hat{w}(x) \) is the relative displacement between two particles initially separated by a vector distance \( x \). Let us suppose \( \hat{w}(x) = 0 \) which is automatic in the case of statistical invariance for space inversion or any rotation (isotropy). Moreover, using the definition of \( G_{\mu\nu}(x) \) we can write

\[
[k \cdot \hat{w}(x)]^2 = 2 \sum_{\mu,\nu} k^{(\mu)} k^{(\nu)} [G_{\mu\nu}(0) - G_{\mu\nu}(x)],
\]

where we have supposed also \( G_{\mu\nu}(x) = G_{\mu\nu}(-x) \). Using this expression and Eq. 38 in Eq. 37 we obtain at small enough \( k \)

\[
P(k) \approx P_{in}(k) \left[ 1 - \sum_{\mu,\nu}^{1,d} k^{(\mu)} k^{(\nu)} G_{\mu\nu}(0) \right] + \sum_{\mu,\nu}^{1,d} k^{(\mu)} k^{(\nu)} \left( \hat{G}_{\mu\nu}(k) + \int \frac{d^d q}{(2\pi)^d} \hat{G}_{\mu\nu}(q) P_{in}(k-q) \right),
\]

where \( \hat{G}_{\mu\nu}(k) = FT [G_{\mu\nu}(x)] \) is the power spectrum matrix of the displacement field. Note that, since \( G_{\mu\nu}(0) = \int \frac{d^d q}{(2\pi)^d} \hat{G}_{\mu\nu}(q) \), Eq. 39 can be also rewritten as:

\[
P(k) \approx P_{in}(k) \left[ 1 - G(0) k^2 \right] + k^2 \left( \hat{G}(k) + \int \frac{d^d q}{(2\pi)^d} \hat{G}(q) P_{in}(k-q) \right).
\]

Similarly to Eq. 39 also Eq. 40 can be re-expressed as follows:

\[
P(k) \approx P_{in}(k) + k^2 \left( \hat{G}(k) + \int \frac{d^d q}{(2\pi)^d} \hat{G}(q) P_{in}(k-q) \right).
\]

Equations 40 and 41 are very useful because to show very clearly how effective a displacement field can be in “injecting” large scale correlations into a given particle distribution. As better clarified below, a central role is played by the spatial dimension \( d \). Let us suppose that at small \( k \) we have \( P_{in}(k) \sim k^\alpha \) and that \( \hat{G}(k) \sim k^\beta \) (as already shown \( \alpha, \beta > -d \)). Note that

\[
\int \frac{d^d q}{(2\pi)^d} \hat{G}(q) P_{in}(k-q) = \int d^d x \ e^{-ik \cdot x} G(x) \xi_{in}(x),
\]

and \( \xi_{in}(x) \) goes to zero at large \( x \). Hence, when \( \beta < 0 \), in Eq. 41 the term \( k^2 \hat{G}(k) \) is more effective than \( k^2 \int \frac{d^d q}{(2\pi)^d} \hat{G}(q) P_{in}(k-q) \) (i.e., the latter has an exponent larger than \( \beta + 2 \)). For \( \beta = 0 \), apart from the very particular case in which \( \int \frac{d^d q}{(2\pi)^d} \hat{G}(q) P_{in}(q) = 0 \), both terms are of the same order at small \( k \), i.e., proportional to \( k^2 \). Instead for \( \beta > 0 \), apart again the previous particular choices of \( \hat{G}(k) \) in relation to \( P_{in}(k) \),
\( k^2 \int \frac{d^d q}{(2\pi)^d} \tilde{G}(q) P_{in}(k-q) \sim k^2 \) prevails on \( k^2 \tilde{G}(k) \sim k^{\beta+2} \) at sufficiently small \( k \).

We can therefore conclude that

- \( \beta < 0 \): if \( \alpha < \beta + 2 \) the displacement field is ineffective in changing large scale two-point correlations between particles. In fact the small \( k \) leading term of the final PS \( P(k) \) is the initial one \( P_{in}(k) \). For what concerns perturbations to this leading term, it is simple to show that, if \( \alpha < \beta \) the main perturbation to the leading term due to the displacements is \( -G(0)k^2 P_{in}(k) \sim k^{\alpha+2} \), while if \( \beta < \alpha < \beta + 2 \) it is \( k^2 \tilde{G}(k) \sim k^{\beta+2} \) (if \( \alpha = \beta \) the two terms are of the same order).

If instead \( \alpha > \beta + 2 \), the displacement field completely determines the new large scale correlation properties of the particle distribution being \( k^2 \tilde{G}(k) \sim k^{\beta+2} \) now the leading term of \( P(k) \). Since \( \beta > -d \), the limit “most critical” behavior of \( P(k) \) which can be reached is \( k^{2-d} \). Note that for \( d \geq 3 \) long range non-integrable and mainly positive (i.e., critical) two-point correlations can be introduced in the system by the action only of displacements having finite variance \( G(0) \). According to the (unreachable) limit decaying behavior for the NCF at large \( x \) is given by \( \xi(x) \sim x^{-2} \) which is not integrable and long range. For example in \( d = 3 \) one can start from a completely uncorrelated Poisson particle distribution, and, applying finite displacements (i.e., with a finite average squared value) but with long range correlations, to obtain a particle distribution with a covariance function similar to those found at the critical point of a second order phase transition. For \( d \leq 2 \) the exponent \( 2 - d \geq 0 \), hence \( \xi(x) \) decays faster than \( x^{-d} \) and correlations are not “critical”, but integrable (i.e., for our purpose, short range).

Finally, for \(-2 < \beta < 0 \) and \( \alpha > \beta + 2 \) and any \( d \), even though the leading term of \( P(k) \) is due to the displacement field which is characterized by long range correlations, the final particle distribution remains superhomogeneous (see Sec. II).

- \( \beta = 0 \). If \( \alpha < 2 \) the leading term of the final PS \( P(k) \) is again \( P_{in}(k) \). The displacement field introduces only higher order perturbations: (1) \( -G(0)P_{in}(k)k^2 \sim k^{\alpha+2} \), and (2) \( k^2 \left[ \tilde{G}(k) + \int \frac{d^d q}{(2\pi)^d} \tilde{G}(q) P_{in}(k-q) \right] \sim k^2 \). The former is the most important perturbative term for \( \alpha < 0 \) (“critical” initial condition), while the latter is when \( 0 < \alpha < 2 \). For \( \alpha = 0 \) (1) and (2) are in general of the same order and both contribute to the main perturbation to \( P_{in}(k) \). However, if the initial particle configuration is a stationary Poisson one, \( P_{in}(k) \equiv 1/n_0 \) for any \( k \). Consequently, as shown explicitly by Eq. II the main perturbation to \( P_{in}(k) \) is only \( k^2 \tilde{G}(k) \), as the other terms in Eq. II cancel one each other. We show this better in the following through the example of the Gaussian displacement field.

Instead, if \( \alpha > 2 \) again the small \( k \) behavior of the final PS is completely different from the initial one and is determined by the displacement field. In fact now the leading term becomes \( k^2 \left[ \tilde{G}(k) + \int \frac{d^d q}{(2\pi)^d} \tilde{G}(q) P_{in}(k-q) \right] \sim k^2 \). However the system after the action of the displacements is still in the superhomogeneous class of point processes in any \( d \).

- \( \beta > 0 \). If \( \int \frac{d^d q}{(2\pi)^d} \tilde{G}(q) P_{in}(q) > 0 \), this case is similar to the case \( \beta = 0 \) with the difference that when \( \alpha > 2 \) the main term introduced by the displacement field is only \( k^2 \int \frac{d^d q}{(2\pi)^d} \tilde{G}(q) P_{in}(k-q) \sim k^2 \). However if \( \int \frac{d^d q}{(2\pi)^d} \tilde{G}(q) P_{in}(q) = 0 \), which corresponds to a peculiar choice of the dependence of \( \tilde{G}(q) \) on \( P_{in}(q) \), the term \( k^2 \tilde{G}(k) \) can again be important. This case will be analyzed in more detail in the next section when the case of a shuffled lattice with correlated Gaussian displacements is analyzed. For the moment we notice only that this case is quite difficult to be realized because of the condition given by the Wiener-Khinchin theorem [22] which states that both \( P_{in}(k) \) and \( \tilde{G}(k) \) must be nonnegative at any \( k \). This means that it can be realized only if \( P_{in}(k) \) is zero where \( \tilde{G}(k) \) is not and vice-versa, i.e., non-overlapping supports.

Finally, note that when the initial particle configuration is a regular lattice, the term \( P_{in}(k) \left[ 1 - G(0)k^2 \right] \) in Eq. 19 is identically zero around \( k = 0 \). Consequently, the small \( k \) PS of the final configuration is determined by the next perturbation terms (see the next section about Gaussian displacements).

It is important to notice that Eqs. 19 and 20 are quite more complex than the result obtained in a naive way in Sec. III of the paper by simply using the continuity equation for the local conservation of mass which led basically to

\[ P(k) = k^2 \tilde{G}(k). \]

We see that respect to this simple approximation, even in the small \( k \) limit (i.e., large spatial scales) and finite displacements (i.e., finite \( G(0) \)), there can be important corrections coming both from the granularity of the system, from the internal correlations of the initial mass distribution, and from the interplay between these correlations and those of the displacement field.
VIII. CORRELATED GAUSSIAN
DISPLACEMENT FIELD.

In this section the effect of a correlated displacement field on the correlation properties of a given particle distribution is further clarified through the discussion of a very important example: the Gaussian displacement field. Its importance is twofold: (1) its statistical properties are completely determined by the knowledge of one and two-point correlation functions (i.e., mean value $\mathbf{\mu}$ and correlation matrix $G_{\mu\nu}(x)$); (2) in many applications (e.g., initial conditions of cosmological $n$-body simulations) the Gaussian of perturbations (i.e., particle displacements) arises as a natural hypothesis basically due to arguments based on the central limit theorem [21]. Moreover, in order to clarify better all the concepts introduced in the previous section, two explicit examples of application of a Gaussian displacement field will be given: stationary Poissonian and regular lattice initial conditions.

We treat in detail the particular case of a one-dimensional spatially stationary point process $n_{in}(x)$ perturbed by a statistically stationary Gaussian displacement field $u(x)$. The probability density functional $Q[u(x)]$ giving the statistical weight of any realization $u(x)$ of the field will have the form [22]:

$$Q[u(x)] \sim \exp \left[ \frac{1}{2} \int_{-\infty}^{+\infty} dx \, dy \, u(x) K(x-y) u(y) \right],$$

where $K(x) = K(-x)$ is the positive definite correlation kernel of the Gaussian displacement field. Without loss of generality we have put $\mathbf{\mu} = 0$. Clearly Eq. (42) is only formal as, rigorously speaking, the normalization constant is infinite in the continuum space and also in the infinite volume limit. However we write it to make evident the meaning of Gaussianity for a stochastic field. For a more general account of Gaussian stochastic fields see [21].

It is simple to show that the PS of the displacement field is given by

$$\hat{G}(k) = \frac{1}{\text{FT} \left[ K(x) \right]},$$

As we want $u(x)$ to be a well defined continuous stochastic process, $K(x)$ is to be taken so that the Wiener-Khinchin theorem is satisfied [21], i.e., $K(x)$ is such that $\hat{G}(k) \geq 0$ at all $k$ and integrable. The displacement-displacement correlation function will be thus given by

$$G(x) \equiv \langle u(x_0 + x) u(x_0) \rangle = \text{FT}^{-1} \left[ \frac{1}{\text{FT} \left[ K(x) \right]} \right],$$

which is a continuous function if $u(x)$ is a continuous stochastic process [21]. It is possible to show that the joint two-displacement PDF can be written as:

$$f(u, v; x) = \frac{1}{2\pi G(0)^2 - G^2(x)} \exp \left[ \frac{G(0)(u^2 + v^2) - 2G(x)uv}{2(G(0)^2 - G^2(x))} \right],$$

where $G(0) = \mathbf{u}^2 \equiv \mathbf{v}^2 < +\infty$. It is also simple to verify that, in order to have this joint PDF well defined at all $x$, the correlation function $G(x)$ must satisfy the following constraint:

$$|G(x)| < G(0) \quad \forall x \neq 0.$$

Note that if, as supposed, the Gaussian displacement field is a real continuous correlated stationary stochastic process and, consequently $G(x)$ is a continuous function, then $\lim_{x \to 0} G(x) = G(0)$. This implies then $f(k, -k; 0) = 1$. If instead the displacement field is uncorrelated (i.e., $G(x) = 0$ for $x \neq 0$ but $G(0) > 0$), then, as shown in Sec. [21] $\hat{f}(k, -k; 0) = \delta(k) \equiv |\hat{p}(k)|^2$ with $\hat{p}(k) = \exp[-k^2G(0)/2]$ being the characteristic function of the one-displacement PDF.

In the case of truly continuous process, by taking the FT of Eq. (43) both in $u$ and $v$, we find:

$$\hat{f}(k, -k; x) \equiv \hat{\xi}(k; x) = e^{-k^2G(0) - G(x)}.$$

Therefore, by using Eq. (44) the relation [23] between the PS of the particle distribution after the application of the displacement field, and its initial correlation function $\xi_{in}(x)$ will be

$$P(k) = e^{-k^2G(0)} \int_{-\infty}^{+\infty} dx \, e^{-i k x + k^2 G(x)} \left( 1 + \xi_{in}(x) \right) - \frac{2 \pi \delta(k)}{2},$$

Since at large $x$ both $G(x)$ and $\xi_{in}(x)$ converge to zero, the FT in $x$ in Eq. (45) is well defined and contains a Dirac delta function contribution exactly compensating the last Dirac delta function term in the same equation. This can be made more clear in the following way. The Dirac delta function of Eq. (45) can be transformed as:

$$2 \pi \delta(k) = \frac{2 \pi e^{-k^2G(0)} \delta(k)}{\pi} = e^{-k^2G(0)} \int_{-\infty}^{+\infty} dx \, e^{-ikx}.$$

Using this relation, Eq. (45) can be rewritten in the following form containing only well defined FTs:

$$P(k) = e^{-k^2G(0)} \left[ \int_{-\infty}^{+\infty} dx \, e^{-ikx} \left( e^{k^2G(x)} - 1 \right) + \int_{-\infty}^{+\infty} dx \, e^{-ikx + k^2G(x)\xi_{in}(x)} \right].$$

The small $k$ expansion of this formula can be obtained by simply applying to this case Eq. (46).
As already shown above, in $d > 1$ dimensions the more general form of $f(u, v; x)$, even in the limited case of spatially stationary Gaussian displacement field is more complex. In fact in general not only parallel components of $u$ and $v$ can be correlated, but also perpendicular components can be. This leads to have a symmetric displacement-displacement correlation matrix $G_{\mu\nu}(x)$. Once the correlation matrix is given, it is simple to show that, for a $d-$dimensional spatially stationary Gaussian displacement field with zero average value, we can write:

$$\hat{\delta}(k; x) \equiv \hat{f}(k, -k; x) = \exp\left[-\sum_{\mu, \nu} k^{(\mu)} k^{(\nu)} [G_{\mu\nu}(0) - G_{\mu\nu}(x)]\right].$$

However, in the case $G_{\mu\nu}(x) = \delta_{\mu\nu} G(x)$, the general features of the effect of a Gaussian displacement field can be well summarized by the above one-dimensional example.

### A. Gaussian displacement field applied to a Poisson particle distribution

In this section we analyze in detail the effect of a Gaussian displacement field as presented above on a one-dimensional spatially stationary Poisson particle distribution. The extension to higher dimensions is straightforward.

Let us suppose to have a spatially stationary Poisson particle distribution with constant average number density $n_0 > 0$. As aforementioned in this case the NCF is

$$\xi_{in}(x) = \frac{\delta(x)}{n_0},$$

i.e., $h_{in}(x) = 0$ and $P_{in}(k) = \frac{1}{n_0}$. By substituting this initial NCF into Eq. [18] one finds:

$$P(k) = \frac{1}{n_0} + e^{-k^2 G(0)} \int_{-\infty}^{\infty} dx e^{-ikx} \left(e^{-k^2 G(x)} - 1\right),$$

which, in the long wave-lengths limit, behaves as

$$P(k) \simeq \frac{1}{n_0} + k^2 \left[\hat{G}(k) - k^2 G(0)\right].$$

Since in $d = 1$, $\hat{G}(k) \sim k^\beta$ with $\beta > -1$, we see that at small $k$ the leading term is $1/n_0 \equiv P_{in}(k)$ and the perturbations introduced by the displacements are at most of order $k$. However, as aforementioned, in $d > 2$ "critical" and dominating perturbations at small $k$ can be introduced by the displacements. On the other hand, as clear from Eq. [17], we have a perturbation of order $k^2$ at small $k$ due to the finite variance of the displacements $G(0)$ which prevails on the perturbation coming from displacement-displacement correlations (i.e., from the term containing $\hat{G}(k)$ in Eq. [17] if $\beta > 2$. We ultimately observe that for any $d$ it is not possible to transform a Poisson particle distribution into a “superhomogeneous” one by the only action of the displacements. In fact, even though correlated, the displacements are stochastic perturbations and, consequently, cannot increase the level of large scale order of the system.

### B. Shuffled lattice with correlated Gaussian displacements

In this subsection we analyze the effect of the same Gaussian displacement field as above on a one-dimensional lattice (i.e., a regular chain of unit mass particles) with lattice spacing $l$ (i.e., $n_0 = 1/l$). Again we focus our attention on the large scales ($k \to 0$ limit). By taking the inverse FT of Eq. [20] the initial NCF in this case is

$$\xi_{in}(x) = l \sum_{n=-\infty}^{+\infty} \delta(x - nl) - 1.$$

Therefore Eq. [25] can be rewritten as

$$P(k) = le^{-k^2 G(0)} \sum_{n=-\infty}^{+\infty} e^{-iknl + k^2 G(nl)} - 2\pi \delta(k).$$

The series in Eq. [25] is not well defined because its argument does not converge to zero for $|n| \to \infty$. By using for $2\pi \delta(k)$ the chain of identities

$$2\pi \delta(k) \equiv 2\pi e^{-k^2 G(0)} \times \left[\sum_{m=-\infty}^{+\infty} \delta\left(k - 2\pi \frac{m}{l}\right) - \sum_{m \neq 0} \delta\left(k - 2\pi \frac{m}{l}\right)\right]$$

$$- 2\pi e^{-k^2 G(0)} \times \sum_{m \neq 0} \delta\left(k - 2\pi \frac{m}{l}\right),$$

we can rewrite Eq. [25] as

$$P(k) = le^{-k^2 G(0)} \sum_{n=-\infty}^{+\infty} e^{-iknl} \left[e^{k^2 G(nl)} - 1\right]$$

$$+ 2\pi e^{-k^2 G(0)} \sum_{m \neq 0} \delta\left(k - 2\pi \frac{m}{l}\right).$$

The first sum is a well defined series and gives in general the smooth part of $P(k)$ converging to $1/n_0$ at large $k$. Instead the second one gives the singular delta-like Bragg peaks contribution to $P(k)$ due to the initial perfect lattice distribution, each peak being modulated by an amplitude $e^{-k^2 G(0)}$, rapidly decreasing to zero with increasing the position $k$ of the peak. In $d > 1$ it is simple to obtain a very similar formula.

Since this second contribution, due to the initial NCF, is exactly zero at all orders in the region $-2\pi/l < k < 2\pi/l$.
2\pi/l$, the small $k$ behavior of $P(k)$ is completely determined by the first sum. This situation is very different from the case of an initial Poisson particle configuration. In fact, as shown above, in this second case the small $k$ properties of the PS are determined mainly by the displacement field on a given point process statistically independent of it. It is possible to extend all these results to higher dimensions and to non-Gaussian displacement field, but we think that the example of the one-dimensional Gaussian displacement field is enough to enlighten the effects and the limitations of a general stochastic and correlated displacement field on a given point process statistically independent of it.
applied correlated displacement field for implies \( P \) and have the same mean density /n volume 1.

\[ \text{FIG. 6: Power spectrum } P(k) \text{ (including also the Bragg peaks contribution) of a shuffled lattice similar to the previous figure but now with } G(k) = A \exp(-k/k_c)/(k + \alpha) \text{ with } k_c = 5, \quad \alpha = 10^{-4}, \quad \text{and } A = 1/20 \text{ (hence } G(0) = \overline{u^2} = 0.13). \]

The agreement between the theoretical prediction and the numerical result is again excellent. Note that now, as \( \hat{G}_u \) (which is below the minimal \( k \)) is cutoff at small \( k \) (but larger than \( \alpha \)), the PS \( P(k) \sim k \) in the same range.

\[ \text{FIG. 7: The figure presents a comparison between the PSs of (i) a Poisson point process, (ii) a shuffled lattice with uncorrelated displacements with a finite variance, and (iii) a shuffled lattice obtained by applying a correlated displacement field and showing a “critical” behavior at sufficiently small } k. \]

In this paper we have discussed the effect of a stochastic displacement field on a spatial distribution of point-particles with identical mass (i.e., point process) in the hypothesis of statistical independence between the two. In particular we have studied rigorously the changes induced in the two-point correlation properties of the particle distribution by the displacements. In this way we have seen that usual naive approaches to this problem leads to approximations (which may not be appropriate in some important cases) neglecting the contributions coming from either the initial correlation properties of the particle distribution or the failure of the small displacements approximation.

We have distinguished the two cases of displacement fields with and without spatial correlations, giving for both cases the rigorous equations of transformation of the PS of the particle distribution.

Our main interest concerns a detailed study of the kind of large scale correlations that the displacement field can “inject” into the system. In particular we are interested to know if long range positive spatial correlations in the system can be obtained by the application of a suitable displacement field to an initially short range correlated particle distribution. In this respect we have found that in \( d \geq 3 \) it is possible to obtain particle distributions with long range correlations (i.e., with a covariance function with a positively diverging integral) by applying for instance either to a completely uncorrelated homogeneous Poisson point process or to a regular lattice of particles a Gaussian displacement field with sufficiently long range displacement-displacement correlations independently on the variance of the single displacement. This is a very important point, in fact we can think to perturb a lattice with such a displacement field with a mean squared displacement much smaller than the lattice spacing, and, independently of this, to obtain strong large scale typical fluctuations \( \Delta N(R) \) of the number of points \( N(R) \) contained in a randomly placed sphere of radius \( R \), growing as \( \Delta N(R) \sim R^\alpha \) with \( \alpha > d/2 \), whereas \( \alpha = d/2 \) for the Poisson distribution and \( \alpha = (d - 1)/2 \) for the regular lattice. Such particle distributions would look very similar respectively to the original Poisson or lattice particle distribution at the small scales (i.e., locally), but would show much larger (and more rapidly growing with the distance) fluctuations beyond a sufficiently large scale.

Another related problem is to study how the long range order of a regular lattice array of particles is perturbed by the action of the applied displacement field. In particular we have studied between which limits the perturbed lattice stays in the so-called superhomogeneous class of point processes. That is, we have found the limits in which the sub-Poissonian character of the mass (i.e. the particles number) fluctuations on sufficiently large scales is conserved. Anyway we have also seen that any truly stochastic displacement field always injects into the particle system at least a minimal degree of disorder measured
by the $\alpha = 4$ of the exponent of the final PS of the system $P(k) \sim k^\alpha$ at small $k$.

We think that all these results can be of very practical importance in many physical and more largely scientific applications. For instance, this is the case of the so called $n$-body cosmological simulations. In this case the superposition of a suitable stochastic displacement field to a pre-initial particle distribution (e.g., a lattice of identical particles) is the usual way to prepare the initial conditions for numerical simulations to study the problem of the dynamic gravitational clustering of the matter leading to the formation of large scale structures (e.g., galaxies). These so built initial conditions should represent the spectrum of small primordial mass fluctuations predicted by theoretical models (e.g., CDM models).
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