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Abstract

We prove the stability (instability) of the (outer) inner catenoid connecting two concentric circular rings by studying the spectrum of an exactly solvable one-dimensional Schrödinger operator with an asymmetric Darboux-Pöschl-Teller potential.

1 Introduction

The catenoid is one of the most prominent and thoroughly discussed minimal surfaces, appearing already in the work of Euler. Still, it is not always appreciated that its stability properties are closely linked to exactly solvable one-dimensional Schrödinger operators. Indeed, the stability operator of the catenoid, arising from the second variation of the area functional, is of Schrödinger-type with a hyperbolic Darboux-Pöschl-Teller (DPT) potential [D, PT] and Dirichlet boundary conditions. This is an example of an intriguing connection between minimal surfaces and quantum mechanics.

Viewing the catenoid as the minimal surface connecting two given concentric circular rings, see Fig. 1, one would like to determine when such catenoid solutions exist. In general, for given boundary rings at a certain distance, there can be no, exactly one, or two solutions. The latter are in the form of one outer and one inner catenoid, while the situation with one solution occurs at a particular, critical, distance. In the case of rings with the same radii, it is a textbook exercise to obtain the critical catenoid beyond which there are no solutions. This special case is known to yield a symmetric hyperbolic DPT potential when looking at the second variation. Using the factorization method, well known in the theory of integrable systems, one can derive an explicit formula for the ground state for the critical catenoid and in this way study its stability (as explained, e.g., in [H]).

The general case of different radii, although discussed already one to two centuries ago [L, G], is somewhat more complicated and leads to an asymmetric potential. Fortunately, even this case is amenable to exact analytical solutions: The spectrum of the corresponding Schrödinger-type stability operator can again be studied using the factorization method and an explicit expression for a zero-energy eigenstate of the stability operator (at criticality) obtained. By showing that this expression is positive, thus the ground state, we prove the stability (instability) of the outer
(inner) catenoid for general boundary rings. Remarkably, the factorization method also allows us to explicitly construct the unstable mode of the inner catenoid.

This note is organized as follows. In Sec. 2 we study the existence of catenoid solutions for given boundary rings and construct “phase diagrams” with a critical curve above (below) which such solutions do (not) exist. In Sec. 3 we prove the stability (instability) of the outer (inner) catenoid above the critical curve. In Sec. 4 we discuss the Goldschmidt solution (which consists of two disks covering the circular rings connected by a line along the z-axis) and show that the outer catenoid becomes meta-stable before it becomes unstable. In Sec. 5 we derive a formula for the critical distance between the two boundary rings for given radii. The unstable mode of the inner catenoid is constructed in Sec. 6.

2 Existence of catenoid solutions

Consider the area $A$ of the axially symmetric surface connecting two concentric circular rings of radii $r_1$ and $r_2$, respectively, in parallel planes separated by a distance $d$. Varying the shape of the surface, one finds that stationary points of $A$ arise if and only if the radius $r$ as a function of the height $z$ is of the form

$$r(z) = a \cosh(z/a + b),$$

where the constants $a$ and $b$ as functions of the data $r_1$, $r_2$, and $d$ are determined by the boundary conditions

$$r_1 = a \cosh(d/2a + b),$$
$$r_2 = a \cosh(d/2a - b).$$

Figure 1: Illustration of the critical catenoid connecting two given concentric circular rings. See (2) and its preceding text as well as (14) for the quantities in the figure. The dashed lines are tangent to the surface at the two boundary rings.
(Without loss of generality, \(z = 0\) is assumed to be the plane that has equal distance to the two rings.) Rewriting (2) as

\[
\rho := \frac{r_1 + r_2}{d} = \frac{\cosh(w)}{w} \cosh(b), \tag{3a}
\]

\[
\xi := \frac{r_1 - r_2}{d} = \frac{\sinh(w)}{w} \sinh(b), \tag{3b}
\]

where \(w := d/2a\), one finds

\[
\rho w = \cosh(w) \sqrt{1 + \frac{w^2 \xi^2}{\sinh^2(w)}} =: h(w). \tag{4}
\]

These equations determine \(w\) in terms of \((r_1/d, r_2/d)\) or \((\xi, \rho)\), respectively.\(^1\) As \(h(w)\) is monotonic in \(w > 0\), starting at \(h(0) = \sqrt{1 + \xi^2}\), the equation in (4) will have no solution for small \(\rho < \rho_c\), two solutions, \(w_1\) and \(w_2\), for large \(\rho > \rho_c\), and exactly one solution, \(w_c\), if the linear function \(\rho w\) just touches the curve \(h(w)\), which happens at some critical value, \(\rho = \rho_c\). Above criticality, \(w_1 < w_c < w_2\) due to monotonicity of \(h(w)\), where \(w_2\) corresponds to the inner catenoid and \(w_1\) to the outer catenoid since the associated smallest distances \(a_{1,2} = d/2w_{1,2}\) to the \(z\)-axis satisfy \(a_2 < a_1\). In addition, inserting \(w_{1,2}\) into (2) or (3) [for given \((r_1/d, r_2/d)\) or \((\xi, \rho)\), respectively] yields the corresponding values \(b_{1,2}\).

For the critical case, differentiating \(h(w)\) with respect to \(w\) yields one more condition, which together with (4) implies

\[
\rho^2 w_c^3 = \cosh^4(w_c)[w_c - \tanh(w_c)], \tag{5a}
\]

\[
\xi^2 w_c^3 = \sinh^4(w_c)[w_c - \coth(w_c)]. \tag{5b}
\]

Reintroducing the constant \(b\), this yields

\[
2w_c = \coth(w_c - b) + \coth(w_c + b), \tag{6}
\]

determining \(w_c\) (only) in terms of the dimensionless real constant \(b,\)\(^2\) or put differently, \(\cosh(2b) = \cosh(2w_c) - \sinh(2w_c)/w_c\), which implies that for each possible \(w_c\) there is a unique value of \(|b|\).

The special case \(b = 0\) corresponds to \(r_1 = r_2\), i.e., \(\xi = 0\), cf. (3b) and (5b), implying \(\rho_c = \rho_0\) and \(w_c = w_0\) with \(\rho_0 = \sinh(w_0)\) and \(w_0 \approx 6/5\) solving \(w_0 = \coth(w_0),\)\(^3\) while \(w_c \geq w_0\) in general. Note that when inserting (3) into (5), the difference of the two equations becomes a tautology while their sum gives (6). For later reference, we also note that (5) can be viewed as a curve in the \((\xi, \rho)\)-half-plane parametrized by \(w_c \in [w_0, \infty)\).

Another way to derive (and view) (6) is to compute the Jacobian of the map \(\mathbb{R}^+ \times \mathbb{R} \ni (b, w) \mapsto...\)
\((\xi, \rho) \in \mathbb{R}^+ \times \mathbb{R}\) given by (3):

\[
\left| \frac{\partial (\xi, \rho)}{\partial (b, w)} \right| = \frac{1}{w^2} \left[ \cosh^2(b) \sinh^2(w) - \sinh^2(b) \cosh^2(w) \right] - \frac{\sinh(w) \cosh(w)}{w^3}.
\] (7)

Its vanishing gives the same critical curve in the \((b, w)\)-half-plane as (6), which is easily seen by using \(\coth(w \pm b) = [1 \pm \coth(w) \coth(b)]/[\coth(w) \pm \coth(b)]\). This critical curve \(\mathcal{C}\) is mapped by (3) onto a critical curve \(\tilde{\mathcal{C}}\) in the \((\xi, \rho)\)-half-plane, which has the property that on one side of \(\tilde{\mathcal{C}}\) there is no solution to (3), two solutions on the other side, and exactly one solution for each given \((\rho_c, \xi_c) \in \tilde{\mathcal{C}}\), see Fig. 2.

As a side remark, we mention that similar ideas as those presented above, specifically the derivation of (5), were recently shown to be useful for studying Floquet drives in inhomogeneous conformal field theory [LM].

\[
\frac{\partial (\rho_+, \rho_-)}{\partial (b, w)} = \frac{1}{w^3} \left[ \sinh(2w) - 2w \sinh(w + b) \sinh(w - b) \right] = 0.
\]

Because of the boundary conditions, we require that \(\epsilon(z)\) vanishes at \(z = \pm d/2\).

### 3 Stability analysis

Just as the vanishing of the first variation of the area functional gave (1), it is straightforward to see that, upon perturbing (1) by a function \(\epsilon(z) = a\tilde{\epsilon}(v), v := z/a\), satisfying \(\tilde{\epsilon}(\pm w) = 0\), the

---

Defining \(\rho_+ := 2r_1/d = w^{-1} \cosh(w+b)\) and \(\rho_- := 2r_2/d = w^{-1} \cosh(w-b)\), the curve (6) is actually more simply given by

\[
\frac{\partial (\rho_+, \rho_-)}{\partial (b, w)} = \frac{1}{w^3} \left[ \sinh(2w) - 2w \sinh(w + b) \sinh(w - b) \right] = 0.
\]

---

Figure 2: “Phase diagrams” in (a) \((\xi, \rho)\)-space for \(\xi, \rho \geq 0\) and (b) \((b, w)\)-space for \(b, w \geq 0\). (The diagrams are symmetric under \(\xi \to -\xi\) and \(b \to -b\), respectively.) The pink regions correspond to when the equation system in (2) can be solved and the white regions to when it cannot. The blue curves are given by (5) and (6), respectively.
second variation is
\[ \delta^2 A = \pi a^2 \int_{-w}^{w} \frac{\ddot{v}}{\cosh(v + b)} J_b \frac{\ddot{v}}{\cosh(v + b)} \, dv, \]  
(8)
with the operator
\[ J_b := -\partial_v^2 - \frac{2}{\cosh^2(v + b)}. \]  
(9)
This operator acts on square-integrable functions on \( I := (-w, w) \) that vanish on the boundary of the interval.

We want to prove that on the critical curve \( C \), i.e., choosing \( I = I_c = (-w_c, w_c) \) with \( w_c = w_c(b) \) given by (6), \( J_b \) has an eigenvalue zero with strictly positive eigenfunction \( \Psi(v) \) in \( I_c \) that vanishes on the boundary. Since \( \Psi(v) \) then represents the ground state of \( J_b \) by the Sturm-Liouville theorem, it follows that the lowest eigenvalue of the critical operator \( J_b \) acting on \( I_c \) is zero. Hence, as the spectrum of \( J_b \) goes up when reducing the interval and down when enlarging it, this proves that the outer catenoid \((w = w_1 < w_c)\) is stable while the inner catenoid \((w = w_2 > w_c)\) is unstable.

The function \( \Psi(v) \) can be found explicitly as follows. Using that
\[ J_b = [-\partial_v + \tanh(v + b)][\partial_v + \tanh(v + b)] - 1 = L^\dagger L - 1 \]  
(10)
with \( L = \partial_v + \tanh(v + b) \), we can form
\[ \tilde{J}_b := LL^\dagger - 1 = -\partial_v^2 =: \tilde{J}. \]  
(11)
Since \( \tilde{J} \) acting on \(-v + \delta \) is zero for any real constant \( \delta \), it follows that \( J_b L^\dagger(-v + \delta) = 0 \), and thus
\[ \Psi(v) := 1 + (-v + \delta) \tanh(v + b) \]  
(12)
is annihilated by \( J_b \). Requiring that \( \Psi(\pm w) = 0 \), we obtain the two conditions
\[ \delta = w - \coth(w + b), \quad \delta = -w + \coth(w - b), \]  
(13)
which at criticality are consistent with (6), as well as allows one to write \( \delta \) in the more symmetric form
\[ \delta = \frac{1}{2} \left[ \coth(w_c - b) - \coth(w_c + b) \right], \]  
(14)
or equivalently, \( \delta = \sinh(2b)/[\cosh(2w_c) - \cosh(2b)] \).

It remains to prove that \( \Psi(v) \) in (12) is strictly positive in \( I_c \). This can be done by contradiction as follows: Assume \( \Psi(v) > 0 \) is not true everywhere in \( I_c \). Given that \( \Psi(\pm w_c) = 0 \), then \( \Psi(v) = 0 \) also somewhere inside \( I_c \). Since \( \Psi(v) \) is differentiable, it follows that it must have more than one point with zero derivative. Solving \( 0 = d\Psi(v)/dv = -\tanh(v + b) + (-v + \delta)/\cosh^2(v + b) = [-\sinh(2[v + b]) + 2(-v + \delta)]/2 \cosh^2(v + b) \) on the other hand implies
\[ \sinh(2[v + b]) + 2(v - \delta) = 0. \]  
(15)
The left-hand side is monotonically increasing, meaning that it can only have one zero, which corresponds to a maximum of \( \Psi(v) \) since \( \Psi'(w_c) > 0 \) and \( \Psi'(w_c) < 0 \). This contradicts the assumption, which means that \( \Psi(v) > 0 \) everywhere in \( I_c \) for all \( b \).

---

\( ^6 \)In differential geometry (cf. the footnote on p. 4 of [H]) the zero-energy eigenfunction of the critical catenoid is known as the projection, onto the surface normal, of the position vector – taking as the origin the point \((0, a\delta)\) on the symmetry axis where the lines tangent to the surface at the two boundary rings meet [cf. (25) and Fig. 1].
As a last remark, (15) implies that, unless \( b = 0 \), the maximum of \( \Psi(v) \) is not located at the minimum \( v = -b \) of the potential term in (9) nor at the center of \( I_c \) but rather at some point between \(-b\) and 0. This is a direct consequence of the asymmetric potential since it leads to a competition between minimizing the kinetic- and potential-energy terms in (9).

### 4 Goldschmidt solution and meta-stability

The surface area of the catenoid can be computed from \( r(z) \) in (1) as

\[
A_C = 2\pi \int_{-d/2}^{d/2} dz \, r(z) \sqrt{1 + r'(z)^2} = \pi d^2 \left[ \frac{a}{d} + \left( \frac{a}{d} \right)^2 \sinh(d/a) \cosh(2b) \right].
\]

(16)

Using \( \rho \) and \( \xi \) introduced in (3), or alternatively using only \( w \) and \( b \), this can be written

\[
A_C = \frac{\pi d^2}{2} \left( \frac{1}{w} + \rho^2 \tanh(w) + \xi^2 \coth(w) \right) = \frac{\pi d^2}{4w^2} \left( 2w + \sinh(2w) \cosh(2b) \right).
\]

(17)

This should be compared with the area of the solution that is not a catenoid but instead consists of disks whose boundaries are the two circular rings, which together with the line along the \( z \)-axis connecting the disks is the Goldschmidt solution \( [G] \): Such a solution appears as the surface of revolution of a discontinuous function of \( z \) that equals \( r_1 \) and \( r_2 \) at \( z = \pm d/2 \), respectively, and zero elsewhere. The total area of these disks is

\[
A_G = \pi \left( r_1^2 + r_2^2 \right) = \frac{\pi d^2}{2} \left( \rho^2 + \xi^2 \right) = \frac{\pi d^2}{4w^2} \left( 1 + \cosh(2w) \cosh(2b) \right),
\]

(18)

and its difference with the catenoid can therefore be written

\[
A_C - A_G = \frac{\pi d^2}{2} \left( \frac{1}{w} + \rho^2 \left[ \tanh(w) - 1 \right] + \xi^2 \left[ \coth(w) - 1 \right] \right) = \frac{\pi d^2}{4w^2} \left( 2w - 1 - \cosh(2b)e^{-2w} \right).
\]

(19)

For the critical curve given by (5) parametrized by \( w_c \in [w_0, \infty) \), or alternatively using (6), one obtains

\[
A_C - A_G = \frac{\pi d^2}{2} f(w_c), \quad f(w_c) = \frac{1}{w_c} - \frac{3}{4w_c^2} + \frac{1}{4w_c^3} - \frac{e^{-4w_c}}{4w_c^2} - \frac{e^{-4w_c}}{4w_c^3},
\]

(20)

which implies \( A_C > A_G \) since \( f(w_c) > 0 \) for \( w_c \geq w_0 \). (One can convince oneself of the latter by plotting \( f(w_c) \) up to some large but finite \( w_c \) and by noting that the explicit formula approaches 0 from above as \( w_c \to \infty \).) Thus, the area of the Goldschmidt solution becomes smaller than that of the catenoid before the equation system in (2) ceases to have a solution.

Since we proved in Sec. 3 that the outer catenoid is stable above the critical curve in Fig. 2, it follows from the above that it actually becomes meta-stable before it becomes unstable. More precisely, increasing the distance between the given boundary rings, the Goldschmidt solution, as is well known, becomes the global area minimum before the catenoid becomes critical.

Lastly, by using (3) to rewrite (17) as

\[
A_C = \frac{\pi d^2}{2w} \left( 1 + \rho \sinh(w) \cosh(b) + \xi \cosh(w) \sinh(b) \right),
\]

(21)
one can show that $A_{C,2} > A_{C,1}$, where $A_{C,2}$ ($A_{C,1}$) is the surface area of the inner (outer) catenoid corresponding to $w_2$ ($w_1$). Indeed, for given $(r_1, r_2, d)$ [or $(\xi, \rho, d)$], it follows from (21), (3), and straightforward manipulations that

$$\frac{2 w_1 w_2}{\pi d^2} (A_{C,2} - A_{C,1}) = \sinh(w_2 - w_1) \cosh(b_2 - b_1) - (w_2 - w_1) > 0$$  \hspace{1cm} (22)$$
since $\sinh(w_2 - w_1) > w_2 - w_1 > 0$ and $\cosh(b_2 - b_1) \geq 1$.

5 Critical distance

Given $r_1$ and $r_2$, the critical distance $d_c(r_1, r_2)$ between the boundary rings [beyond which the equation system in (2) has no solution] is determined by the critical curve in (5) in the $(\xi, \rho)$-half-plane parametrized by $w_c$. Using this parametrization, it is possible to explicitly compute $w_c$ as a function of $r_1$ and $r_2$ as follows:

$$\frac{r_1 - r_2}{r_1 + r_2} = \frac{\xi}{\rho} = \tanh^2(w_c) \sqrt{w_c - \coth(w_c)} =: g(w_c).$$  \hspace{1cm} (23)$$

In the special case $r_1 = r_2$, one has to solve $w_c = \coth(w_c)$, whose solution we denoted by $w_0$, and (23) generalizes this. It is straightforward to show that $g'(w_c) > 0$ for $w_c \geq w_0$, i.e., $g(w_c)$ is monotonically increasing, and by inverting this function we can express the critical distance as

$$d_c(r_1, r_2) = \frac{r_1 + r_2}{\cosh^2(w_c)} \frac{w_c^{3/2}}{\sqrt{w_c - \tanh(w_c)}}, \quad w_c = g^{-1}\left(\frac{r_1 - r_2}{r_1 + r_2}\right).$$  \hspace{1cm} (24)$$

We note that $r_1 = r_2$ yields the largest critical distance for a given value of $\max(r_1, r_2)$. Moreover, the critical distance depends linearly on $r_1$ for a given ratio $r_1/r_2$ since the corresponding parameter $w_c$ in (24) is then constant.

As is perhaps not generally known, the critical distance was studied already in [L]: Lindelöf gave an argument that the critical catenoid corresponds to the situation where the tangents to the surface at $z = \pm d/2$ meet on the symmetry axis. This construction can be shown to be equivalent to (6). Indeed, it follows from (1) that the slopes of these tangents are $r'(\pm d/2) = \pm \sinh(w \pm b)$, and thus that the sum of their projection onto the symmetry axis is

$$\frac{r_1}{\sinh(w + b)} + \frac{r_2}{\sinh(w - b)} = a[\coth(w + b) + \coth(w - b)],$$  \hspace{1cm} (25)$$

where we used (2). This equals exactly $d = 2aw_c$ when (6) is satisfied, cf. Fig. 1.

6 Unstable mode of the inner catenoid

Consider now the inner catenoid, i.e., $w = w_2 > w_c$ and $b = b_2$ solving (3) for given $(r_1/d, r_2/d)$ [or $(\xi, \rho)$]. For such a given pair $(b, w)$,

$$J_b \Psi_k(v) = -k^2 \Psi_k(v)$$  \hspace{1cm} (26)$$
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is satisfied by
\[\Psi_k(v) = [\partial_v + \tanh(v + b)] \left( -\frac{\sinh(kv)}{k} + \beta(k) \cosh(kv) \right)\]
\[= \cosh(kv) - k\beta(k) \sinh(kv) + \tanh(v + b) \left( -\frac{\sinh(kv)}{k} + \beta(k) \cosh(kv) \right),\]  
(27)
where \(v \in (-w, w)\) and \(J_b\) is as in (9) with \(\beta(k)\) (and \(k\)) determined by the boundary conditions
\[\Psi_k(\pm w) = 0.\] 
(28)
In the regime where \(\epsilon = w - w_c > 0\) is small, we write
\[\beta(k) = \delta + \gamma k^2 + O(k^4)\] 
(29)
with \(\delta, \gamma,\) and \(k^2\) determined by (28). We consider this regime in what follows and omit terms of higher order than \(k^2\): This is justified below by showing that \(\gamma = O(1)\) and \(k^2 = O(\epsilon)\), while \(\delta\) is independent of \(\epsilon\). Note that, for given \((r_1/d, r_2/d)\) [or \((\xi, \rho)\)], one should view \(b = b(\epsilon)\) as a function of \(\epsilon\) according to (3), with \(b(\epsilon) = 0\) identically in the special case \(r_1 = r_2\) [or \(\xi = 0\)].

The dependence of \(\Psi_k(v)\) on \(k\) is smooth and such that the results for the critical catenoid are recovered as \(k \to 0\). It follows that \(\Psi_k(v)\) represents the ground state of \(J_b\) for the inner catenoid and that it is unstable since the corresponding eigenvalue is negative.\(^7\)

As in Sec. 3, \(\delta\) is given by (14), which corresponds to \(k = 0\), and thus to criticality. Away from criticality, (28) implies
\[c_+ - w + \delta + \frac{k^2}{2} \left( w(w - 2\delta) c_+ - \frac{w^3}{3} + \delta w^2 + 2\gamma \right) + O(k^4) = 0,\] 
(30a)
\[c_- - w - \delta + \frac{k^2}{2} \left( w(w + 2\delta) c_- - \frac{w^3}{3} - \delta w^2 - 2\gamma \right) + O(k^4) = 0,\] 
(30b)
where \(c_\pm := \coth(w \pm b)\), and thus
\[k^2 = \frac{6(c_+ - w + \delta)}{w^3 - 3\delta w^2 - 6\gamma - 3w(w - 2\delta)c_+}, \quad k^2 = \frac{6(c_- - w - \delta)}{w^3 + 3\delta w^2 + 6\gamma - 3w(w + 2\delta)c_-};\] 
(31)
up to higher-order corrections. For these to be consistent, it follows that
\[\gamma = \frac{w}{3} \left( 2\delta(w^2 + 3c_+ c_-) + (w^2 - 3\delta w - 3\delta^2) c_+ - (w^2 + 3\delta w - 3\delta^2) c_- \right) = \gamma_0 + O(\epsilon),\] 
(32a)
\[\gamma_0 = \frac{w_c}{3} \frac{\delta w_c (w_c^2 - 3\delta^2) + (w_c^4 - 2\delta^2 w_c^2 + 3\delta^4 - w_c^2 - 3\delta^2) b'(0)}{w_c^2 + \delta^2 - 2\delta w_c b'(0)} = \frac{\delta(1 - \delta^2)}{3},\] 
(32b)
where the second step in (32a) follows from expanding in \(\epsilon\) as well as using (6) and (14),\(^8\) while the second step in (32b) follows from \(b'(0) = -\delta/j_{w_c}\), which in turn is obtained by expanding in \(\epsilon\) either (2), written as \(2r_1/d = w^{-1} \cosh(w + b)\) and \(2r_2/d = w^{-1} \cosh(w - b),\)\(^9\) or the ratio of (3b)

---

\(^7\)In general, there could be several values of \(k\) such that (26) and (28) are satisfied, but for \(\epsilon\) sufficiently small there will be only one.

\(^8\)Note that \(c_\pm = w_c \mp \delta + \epsilon [1 - (w_c \mp \delta)^2][1 \pm b'(0)] + O(\epsilon^2).\)

\(^9\)Expanding these expressions for \(2r_1/d\) and \(2r_2/d\) in \(\epsilon\) is also a simple way to derive (6).
and (3a). Similarly, by expanding either of the two formulas in (31) in $\epsilon$ and using (32), one obtains

$$k^2 = \frac{3\epsilon}{w_c} + O(\epsilon^2).$$

(33)

Clearly, $k^2$ is proportional to $\epsilon$ and $\gamma = O(1)$, which justifies our series expansion in $k^2$.

It is remarkable that (33) generalizes in such a straightforward way the corresponding result for the special case $r_1 = r_2$ [H]. In that case, $b = 0$ and $\beta(k) = 0$, which inserted into (31) and (27) yields

$$k^2 = \frac{6 \coth(w) - w}{w^2 w - 3 \coth(w)} = \frac{3\epsilon}{w_0} + O(\epsilon^2),$$

(34)

where the last step follows from $w = w_2 = w_0 + \epsilon$, and

$$\Psi_k(v) = \cosh(kv) - \tanh(v) \frac{\sinh(kv)}{k}. \quad (35)$$

Since $w_c = w_0$ when $r_1 = r_2$, (34) is the same as the result obtained directly from (33).

Generally, it would be interesting to see a geometric construction of the unstable mode.
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