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Abstract—In this work, we investigate linear precoding for secure spatial modulation. With secure spatial modulation, the achievable secrecy rate does not have an easy-to-compute mathematical expression, and hence, has to be evaluated numerically, which leads to high complexity in the optimal precoder design. To address this issue, an accurate and analytical approximation of the secrecy rate is derived in this work. Using this approximation as the objective function, two low-complexity linear precoding methods based on gradient descend (GD) and successive convex approximation (SCA) are proposed. The GD-based method has much lower complexity but usually converges to a local optimum. On the other hand, the SCA-based method uses semi-definite relaxation to deal with the non-convexity in the precoder optimization problem and achieves near-optimal solution. Compared with the existing GD-based precoder design in the literature that directly uses the exact and numerically evaluated secrecy capacity as the objective function, the two proposed designs have significantly lower complexity. Our SCA-based design even achieves a higher secrecy rate than the existing GD-based design.
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I. INTRODUCTION

SPATIAL MODULATION (SM), proposed by Raed Y. Mesleh in [1], constitutes a promising multiple-input-multiple-output (MIMO) communication technology for future wireless communication systems. The basic idea of SM is to use both the indices of transmit antennas and constellation signals to carry a block of information bits [2]–[4]. Compared to single-input-single-output (SISO) systems, SM systems improve the overall spectral efficiency (SE) by the logarithm with base 2 of the number of transmit antennas [1]. Due to one antenna being active at any time instant in SM systems, the impacts of inter-channel interference (ICI) and inter-antenna synchronization (IAS) can be mitigated [5], and thus the practical implementation complexity at the transmitter and receiver is significantly reduced [6]. Compared to space-time block coding (STBC) and bell laboratories layered space-time (BLAST) architectures, the SM technique strikes an attractive tradeoff between the SE and energy efficiency (EE), thus it is applicable to some future energy-efficient scenarios such as internet of things, 5G and beyond mobile networks. However, it is very likely that the confidential messages are intercepted by unintended receivers, due to the broadcast nature and openness of wireless channel. Therefore, it is very important and necessary to address security issues for such SM systems.

Recently, physical layer security on conventional MIMO systems has been widely investigated in [7]–[11], which exploits the uniqueness and time-varying characteristics of wireless channel to obtain secure transmissions against eavesdroppers. Particularly, the authors in [12], [13] exploited the direction modulation (DM) technique and random frequency diverse arrays to obtain secure and precise transmissions, where only desired users with predefined specific directions and distances can receive confidential messages. However, some works on physical layer security of conventional MIMO systems assumed that the input signals follow Gaussian distribution [14], which is not practical in SM systems due to the number of transmit antennas being finite. In fact, finite alphabet inputs should be considered in SM systems. In [15]–[20], the authors investigated secure transmissions for SM systems from different aspects.

The authors in [15] derived the secrecy mutual information with finite alphabet input for a SM multiple-input-single-output (MISO) system, and proposed a precoding scheme to degrade the detection performance at an eavesdropper by decreasing the Euclidean distance at the eavesdropper. However, the precoding scheme is not applicable for SM-MIMO systems. Both [16] and [17] addressed the security of SM systems with the aid of artificial noise (AN), which was projected into the null space of legitimate channels. In [16], the random AN signals were radiated at the transmitter and the secrecy rate (SR) was analyzed. In [17], a full-duplex receiver with self-interference cancelation capability was employed to transmit AN signals. Meanwhile, the precoding-aided spatial modulation (PSM) was generalized to provide secure transmissions for one legitimate user in [18], [19] or multiple legitimate users in [20]. The security of PSM was enhanced by constructing time-varying precoder [18], [20] or optimizing the precoder through jointly minimizing the receive power at eavesdropper and maximizing the receive power at desired user [19]. Unlike traditional SM systems, the PSM uses the index of receive antenna to carry information.
bits and activates all transmit antennas, which reduces the complexity at receiver but results in the issues of IAS and ICI at the transmitter. In [22], [23], the authors explored the schemes of transmit antenna selection to enhance the security of SM-MIMO systems. A new idea of redefining the mapping rules between the information bits and the indices of transmit antennas was proposed to achieve secure transmissions in [24], and then the authors in [25], [26] further improved the security by exploiting the knowledge of the legitimate channel state information (CSI) to rotate both the indices of the transmit antennas and the constellation symbols. In [24]–[26], the legitimate CSI actually can be regarded as an encryption key to encrypt the confidential messages. In other words, the scheme of rotating both the indices of the transmit antennas and the constellation symbols actually does not destroy the receive signals at eavesdroppers. Therefore, when the legitimate channel is slow fading channel, the key is invariant during a long coherence interval, and thus the eavesdroppers may decode the key by using the cryptanalysis or machine learning methods.

On the other hand, linear precoding for SM systems has received some researchers’ attention in [27]–[32]. The authors in [27] proposed two design schemes of generalized precoder, maximum minimum distance (MMD) and guaranteed Euclidean distance (GED), and an iterative algorithm to acquire effective solutions. Then a low-complexity method with smaller numbers of iterations was proposed to solve the MMD and GED problems in [31]. Meanwhile, the authors in [28], [29] constructed a similar MMD problem for space shift keying (SSK) systems, where the optimization problem was efficiently solved using semi-definite relaxation (SDR) techniques. In [30], the authors introduced two design criterions, maximizing the minimum Euclidean distance and minimizing the bit error rate (BER), to optimize the diagonal linear precoding matrix. In [32], a new precoding scheme was proposed to improve the mutual information for generalized spatial modulation (GSM) systems by converting the GSM systems into a virtual MIMO system and employing the extended ellipsoid algorithm. However, all the aforementioned works optimized the linear precoding vector to improve the BER performance regardless of security. In [31], the authors investigated the design of linear precoding to maximize the actual SR (Max-SR) for secure SSK systems and the Max-SR based on gradient descend (GD) method (Max-SR-GD) was also proposed to solve the corresponding optimization problem, but the computational complexity is extremely high due to the requirement of a high computational amount to evaluate the actual SR.

Compared to [31], we will focus on the design of linear precoding with lower complexity or higher performance in this work. Our main contributions are summarized as follows:

1) Due to the absence of a closed-form expression for SR in secure SM systems with finite alphabet input, it is hard to design a practical feasible linear precoder of Max-SR with lower-complexity. To reduce the computational complexity of Max-SR precoder, an approximated SR (ASR) is derived and presented, which is used as an optimization objective function. Numerical Monte-Carlo simulations show that the obtained ASR is very close to the actual SR for different numbers of transmit antennas and different types of modulation.

2) By making use of the closed-form expression of ASR, the optimization problem of maximizing ASR (Max-ASR) is casted and proposed. To solve the optimization problem, a low-complexity precoder, called Max-ASR-GD, is proposed to iteratively solve the problem by GD algorithm. It is well-known that the GD method can usually converge to a locally optimal solution. Our simulation results also show that the proposed Max-ASR-GD achieves a slightly lower SR than the Max-SR-GD proposed in [21] but with a significantly lower complexity.

3) To further improve the SR performance in the optimization problem of Max-ASR, which is a typical non-convex quadratically constrained quadratic programming (QCQP) problem and NP-hard in general, its objective function is first relaxed and represented as the difference between two convex functions by using SDR techniques. Then, the successive convex approximation (SCA) method is employed to iteratively solve the convex subproblems and obtain an approximately optimal solution. Finally, the proposed Max-ASR-SCA is proved to be convergent. From simulation results, it follows that the proposed Max-ASR-SCA outperforms the Max-SR-GD method and Max-ASR-GD in terms of achieving a higher SR. More importantly, the number of iterations of the proposed Max-ASR-SCA is smaller than those of Max-SR-GD and Max-ASR-GD.

The remainder of this paper is organized as follows. In Section II, the system model of the considered secure SM-MIMO is presented, and the optimization problem of Max-ASR is formulated in Section III. In Section IV, two precoding methods, Max-ASR-GD and Max-ASR-SCA, are proposed to solve the optimization problem, and their computational complexities are analyzed. Numerical results are presented in Section V. Finally, we make our conclusions in Section VI.

Notation: Matrices, vectors, and scalars are denoted by letters of bold upper case, bold lower case, and lower case, respectively. Signs $(\cdot)^{-1}$ and $(\cdot)^H$ denote inverse and conjugate transpose, respectively. Notation $E\{\cdot\}$ stands for the expectation operation. $I_N$ denotes the $N \times N$ identity matrix, and $\text{tr}(\cdot)$ denotes matrix trace.

II. SYSTEM MODEL

A. Secure Spatial Modulation

A typical secure SM-MIMO system model is shown in Fig. 1. In this system, there are a transmitter (Alice) with $N_t$ transmit antennas, a legitimate receiver (Bob) with $N_r$ receive antennas, and an eavesdropper (Eve) with $N_e$ receive antennas. Alice activates one of her $N_t$ transmit antennas to emit $M$-ary amplitude phase modulation (APM) symbol, and the index of activated antenna is also used to carry information. As a result, the SE is $\log_2 M N_t$ bits per channel use (bpcu).

To enhance the security of such a SM system, a linear precoder and AN projection at transmitter is adopted to
Alice has the perfect CSIs of both channels, which may be true for active Eve [21]. Meanwhile, Bob and Eve attain their own CSIs through pilot-assisted channel estimation, respectively. It is assumed that channel matrices $\mathbf{H}$ and $\mathbf{G}$ both are flat Rayleigh fading with each element being the standard complex-Gaussian distribution $CN(0,1)$ and keep constant during each coherence time. Accordingly, the receive signals at Bob and Eve are respectively stated as follows

$$\mathbf{y}_b = \mathbf{H}\mathbf{x} + \mathbf{n}_b = \sqrt{P_1}\mathbf{H}\mathbf{V}\mathbf{s}_{n,m} + \sqrt{P_2}\mathbf{H}\mathbf{T}_{AN}\mathbf{n} + \mathbf{n}_b, \quad (2)$$

$$\mathbf{y}_e = \mathbf{G}\mathbf{x} + \mathbf{n}_e = \sqrt{P_1}\mathbf{G}\mathbf{V}\mathbf{s}_{n,m} + \sqrt{P_2}\mathbf{G}\mathbf{T}_{AN}\mathbf{n} + \mathbf{n}_e, \quad (3)$$

where $\mathbf{n}_b$ and $\mathbf{n}_e$ are the additive white Gaussian noise (AWGN) vectors at Bob and Eve with obeying $CN(0,\sigma^2_w\mathbf{I}_{N_t})$ and $CN(0,\sigma^2_e\mathbf{I}_{N_e})$, respectively.

Consequently, with the knowledge of $\mathbf{H}$ and $\mathbf{V}$, Bob can employ the maximum likelihood detector (MLD) as follows

$$\hat{n}, \hat{m} = \arg \min_{n \in [1,N_t], m \in [1,M]} \| \mathbf{y}_b - \sqrt{P_1}\mathbf{H}\mathbf{V}\mathbf{s}_{n,m} \|^2 \quad (4)$$

Here, we consider the worst case when Eve knows the linear precoding matrix $\mathbf{V}$, and thus Eve may also carry out MLD as follows

$$\hat{n}, \hat{m} = \arg \min_{n \in [1,N_t], m \in [1,M]} \| \mathbf{y}_e - \sqrt{P_1}\mathbf{G}\mathbf{V}\mathbf{s}_{n,m} \|^2 \quad (5)$$

However, the terms of $\sqrt{P_2}\mathbf{H}\mathbf{T}_{AN}\mathbf{n}$ and $\sqrt{P_2}\mathbf{G}\mathbf{T}_{AN}\mathbf{n}$ in (2) and (3) is time-varying interference, which will seriously degrade their detecting performance. In what follows, we will derive an expression of SR with respect to $\mathbf{T}_{AN}$ and $\mathbf{V}$, then we project the AN signals into the null space of legitimate channel by designing the $\mathbf{P}_{AN}$. Finally, our main aim of this paper is to design a linear precoding matrix to improve SR performance.

### B. Secrecy Rate for Secure Spatial modulation

Similar to [21], we characterize the security by evaluating average SR defined as

$$\bar{R}_s = \mathbb{E}_{\mathbf{H},\mathbf{G}}(R_s), \quad (6)$$

where $R_s$ is the instantaneous SR. According to [7], the SR for secure SM system is defined as follows

$$R_s = [I(s;\mathbf{y}_b) - I(s;\mathbf{y}_e)]^+, \quad (7)$$

where $[a]^+ = \max\{a,0\}$. $I(s;\mathbf{y}_b)$ and $I(s;\mathbf{y}_e)$ denote the mutual information over legitimate and eavesdropping channels, respectively. However, due to the interference plus noise not being Gaussian distributed in (2) and (3), it is not straightforward to derive the expression of SR.

Similar to [16], the interference plus noise at Bob is denoted as

$$\mathbf{w}_b = \sqrt{P_2}\mathbf{H}\mathbf{T}_{AN}\mathbf{n} + \mathbf{n}_b, \quad (8)$$
then we utilize a linear whitening transformation matrix $Q_b$ to convert $w_b$ into a white noise vector

$$n_b' = Q_b^{-1/2}w_b,$$

where $Q_b$ is the covariance matrix of $w_b$ given by

$$Q_b = P_2H T_{AN}^HT_{AN}^H + \sigma_b^2 I_{N_b}.$$  \hspace{1cm} (10)

Substituting (10) into (9) and considering that $n$ and $n_b$ are independent, we have $E(n_b') = 0$ and $E(n_b'n_b'^H) = I_{N_b}$, thus $n_b' \sim \mathcal{CN}(0, I_{N_b})$ can be considered as an AWGN vector. By pre-multiplying the linear matrix $Q_b$, the receiver signal in (3) can be simplified as

$$y_b'' = \sqrt{P_1} Q_b^{-1/2} H V s_{n,m} + n_b', \hspace{1cm} (11)$$

which yields, for a specific field $H$, the conditional probability density function (PDF) of $p(y_b'' | s_{n,m})$

$$p(y_b'' | s_{n,m}) = \frac{1}{\pi N_b} \exp \left( -\| y_b'' - \sqrt{P_1} Q_b^{-1/2} H V s_{n,m} \|^2 \right). \hspace{1cm} (12)$$

We assume that each antenna is activated equiprobably to transmit confidential message and each symbol $s_m$ is uniformly selected from $M$-ary constellation. Thus, the complex receive signal vector $y_b$ at Bob obeys the distribution as follows

$$p(y_b') = \frac{1}{MN_t} \sum_{n=1}^{N_t} \sum_{m=1}^{M} p(y_b' | s_{n,m}). \hspace{1cm} (13)$$

As per (12) and (13), following the method given in (33), the mutual information $I(s; y_b')$ is written as

$$I(s; y_b') = \log_2 \left( \frac{MN_t}{\mu} \right) - \frac{1}{MN_t} \sum_{n=1}^{N_t} \sum_{m=1}^{M} E(n_b') \log_2 \left( \sum_{n'=1}^{N_t} \sum_{m'=1}^{M} \exp \left( -\| n_b' - \sqrt{P_1} Q_b^{-1/2} H V s_{n,m} \|^2 \right) \right), \hspace{1cm} (14)$$

where

$$\alpha_{n,m}^{n',m'} = \sqrt{P_1} Q_b^{-1/2} H V (s_{n,m} - s_{n',m'}). \hspace{1cm} (15)$$

It should be noted that the $I(s; y_b')$ is equivalent to $I(s; y_b)$, since the transformation is linear (16). Similar to (14), we can derive the mutual information $I(s; y_e)$ as follows

$$I(s; y_e) = \log_2 \left( \frac{MN_t}{\mu} \right) - \frac{1}{MN_t} \sum_{n=1}^{N_t} \sum_{m=1}^{M} E(n_e') \log_2 \left( \sum_{n'=1}^{N_t} \sum_{m'=1}^{M} \exp \left( -\| n_e' - \sqrt{P_1} Q_e^{-1/2} G V (s_{n,m} - s_{n',m'}) \|^2 \right) \right), \hspace{1cm} (16)$$

with

$$\delta_{n,m}^{n',m'} = \sqrt{P_1} Q_e^{-1/2} G V (s_{n,m} - s_{n',m'}), \hspace{1cm} (17)$$

$$n_e' = Q_e^{-1/2} (\sqrt{P_1} G T_{AN}^H n + n_v), \hspace{1cm} (18)$$

where $Q_e = P_2G T_{AN}^H T_{AN}^H G + \sigma_e^2 I_{N_e}$ is the linear whitening transformation matrix at Eve.

### C. Design the AN Projecting Matrix

In this paper, we consider the scenarios with $N_t \geq N_b$, thus the AN signals can be projected into the null space of legitimate channel. Here, we present a closed-form expression of AN projection matrix, which is different from the singular value decomposition (SVD) method in (16). Accordingly, the $T_{AN}$ can be directly calculated as follows (34)

$$T_{AN} = \frac{1}{\mu} \left[ I_{N_s} - H H^H (H H^H)^{-1} H \right], \hspace{1cm} (19)$$

where $\mu = \| I_{N_s} - H H^H (H H^H)^{-1} H \|_F$ is the normalized factor for satisfying $\text{tr}(T_{AN} T_{AN}^H) = 1$ with $\| A \|_F$ representing Frobenius norm of a matrix A. It can be seen from (19) that $T_{AN}$ is the projector of the null space of legitimate channel, thus we have the following equality

$$H T_{AN} = 0, Q_b = \sigma_b^2 I_{N_b}. \hspace{1cm} (20)$$

### III. Optimization Problem on the Linear Precoding Matrix

In this section, we first present an optimization problem of Max-SR to optimize the linear precoding matrix. Then, a simple expression of ASR is developed to be the convenience of dealing with the original optimization problem of Max-SR. Furthermore, due to the linear precoding matrix $V$ being diagonal, we turn to optimize the linear precoding vector $v = \text{Diag}(V)$ for sake of convenience.

#### A. Maximizing the Secrecy Rate

After designing the AN projecting matrix, we turn to optimize the linear precoding matrix by solving the following problem of Max-SR

$$\max \hspace{1cm} R_s(V) \hspace{2cm} (21a)$$

subject to

$$P_1 \text{tr}(V V^H) \leq P_t - P_2. \hspace{2cm} (21b)$$

It is worth noting that the above optimization problem of designing the linear precoder matrix is intractable in general, and we need many evaluations for calculating the actual SR due to the absence of the closed-form expression of SR. Actually, the above optimization problem can be solved by using GD method as illustrated in (21), but it has a high computational complexity. As we will see later, to reduce the computational complexity, we present a closed-form approximated expression of SR, which can be used as an effective metric to optimize the linear precoding matrix.

#### B. Approximated Expression for Secrecy Rate

In this subsection, we present the tight lower bounds on mutual information over legitimate and eavesdropping channels, respectively, and provide an accurate approximation to SR. Similar to (33) and (35), by using Jensen’s inequality and
the integrals of exponential function, we have the tight lower bound of \( I(s; y_b) \)

\[
I(s; y_b)_{LB} = \log_2^{M N_t} - \frac{1}{M N_t} \sum_{n=1}^{N_t} \sum_{m=1}^{M} \log_2 \left( \sum_{n'=1}^{N_t} \sum_{m'=1}^{M} \exp \left( \frac{-\| \alpha_{n,m}' \|^2}{2} \right) \right). 
\]

Similarly, the mutual information of eavesdropping channel can be lower bounded by

\[
I(s; y_e)_{LB} = \log_2^{M N_t} - \frac{1}{M N_t} \sum_{n=1}^{N_t} \sum_{m=1}^{M} \log_2 \left( \sum_{n'=1}^{N_t} \sum_{m'=1}^{M} \exp \left( \frac{-\| \delta_{n,m}' \|^2}{2} \right) \right). 
\]

Then an accurate approximation of SR can be given by

\[
R'_s = \left[ I(s; y_b)_{LB} - I(s; y_e)_{LB} \right]'. 
\]

To further make the optimization variable clear, the term \( \| \alpha_{n,m}' \|^2 \) in (22) can be represented as \( \| \alpha_{n,m}' \|^2 = P_1 \cdot \| Q_b^{-1/2} H V (s_{n,m} - s_{n,m}') \|^2 \)

\[
= P_1 \cdot \text{tr} \left( Q_b^{-H} H V \Delta_{n,m}' \odot \Delta_{n,m}' \right) \quad (25a)
\]

\[
= P_1 \cdot \text{tr} \left( Q_b^{-H} H \odot \Delta_{n,m}' \right) \quad (25b)
\]

\[
= P_1 \cdot \text{tr} \left( H Q_b^{-H} H \odot \Delta_{n,m}' \right) \quad (25c)
\]

\[
= P_1 \cdot \text{tr} \left( B_{n,m}' \right) \quad (25d)
\]

where

\[
\Delta_{n,m}' = (s_{n,m} - s_{n,m}') (s_{n,m} - s_{n,m})^H, 
\]

\[
B_{n,m}' = \left[ H Q_b^{-H} \right] \odot \Delta_{n,m}' . 
\]

Similarly, the term \( \| \delta_{n,m}' \|^2 \) in (23) can be represented as

\[
\| \delta_{n,m}' \|^2 = P_1 \cdot \text{tr} \left[ (G H Q_c^{-H} G) \odot \Delta_{n,m}' \right] \quad (26a)
\]

\[
= P_1 \cdot \text{tr} \left[ E_{n,m}' \right] \quad (26b)
\]

and

\[
E_{n,m}' = \left[ (G H Q_c^{-H} G) \odot \Delta_{n,m}' \right] . 
\]

where \( \odot \) denotes the Hadamard product of two matrices. We note that (25) and (26) are achieved by utilizing the trace property, i.e., \( \text{tr}(AB) = \text{tr}(BA) \) for matrices A and B.

**C. Maximizing the Approximated SR**

Making use of the above accurate approximation of SR, the Max-SR optimization problem in (21) can be converted into the following simplified problem

\[
\text{maximize} \quad R'_s(v) \quad (30a)
\]

\[
\text{subject to} \quad \text{tr}(v v^H) \leq N_t, \quad (30b)
\]

where \( R'_s(v) \) is given in (31) at the top of next page, and the (30b) is obtained with \( P_1 + P_2 \leq P_t \). The above Max-ASR can significantly reduce the complexity compared to Max-SR in (21) as shown in what follows. However, it can be seen from (31) that the above optimization problem is a non-convex QCQP problem, thus it is NP-hard in general. In what follows, we present a lower-complexity GD method and propose the SCA method to address the above optimization problem.

**IV. PROPOSED LOW-COMPLEXITY LINEAR PRECODING SCHEMES OF MAXIMIZING ASR**

To provide a rapid solution to the optimization problem in (30), two low-complexity methods, Max-ASR-GD and Max-ASR-SCA, are presented in this section. For the former, similar to (21), using a gradient vector of the closed-form ASR, the iterative GD algorithm can be employed to yield an extremely low-complexity solution to the optimization problem as given in (30), which converges to a locally optimal solution. For the latter, the original problem is first relaxed to a difference of convex (DC) programming by using the SDR method, and the first-order Taylor approximation expansion and SCA way are combined to achieve an approximately optimal solution.

**A. Proposed Max-ASR-GD Method**

Due to the nonconvexity of the problem (30), it is intractable to obtain a globally optimal solution in general. However, it is possible to employ the GD method, which iteratively searches for a locally optimal solution. The Max-ASR-GD method firstly needs to calculate the gradient of \( R'_s(v) \) with respect to \( v \). This gradient is directly shown in (32) at the top of the next page. In (32), \( \kappa_b \) and \( \kappa_e \) are defined as follows

\[
\kappa_b = \sum_{n'=1}^{N_t} \sum_{m'=1}^{M} \exp \left( -P_1 \cdot \text{tr} \left( Q_b^{-H} H \odot \Delta_{n,m}' \right) \right) \quad (33)
\]

\[
\kappa_e = \sum_{n'=1}^{N_t} \sum_{m'=1}^{M} \exp \left( -P_1 \cdot \text{tr} \left( E_{n,m}' \right) \right) \quad (34)
\]

Based on the gradient of \( R'_s(v) \) over \( v \) in (32), we update the linear precoding vector in the following way

\[
v_{k+1} = v_k + \mu \nabla_v R'_s(v_k). 
\]

(35)

where \( \mu \) and \( k \) are the step size and iterative index, respectively. It should be noted that the updated linear precoding vector should satisfy the power constraint, the power normalization procedure is written as

\[
v = \sqrt{N_t/\text{tr}(vv^H)} \quad v. 
\]

(36)

The detailed procedure of the proposed Max-ASR-GD method is illustrated in Algorithm 1. The algorithm iteratively searches for a locally optimal solution.

It should be noted that the authors in (21) proposed a Max-SR-GD method to solve an optimization problem similar to (21). However, the method Max-SR-GD in (21) is to optimize the linear precoding vector in secure SSK systems,
\[ R_s'(v) = \frac{1}{MN_s} \sum_{n=1}^{N_t} \sum_{m=1}^{M} \left[ \log_2 \left( \sum_{n'=1}^{N_t} \sum_{m'=1}^{M} \exp \left( -\frac{P_1 \text{tr}(vH^T B_{n,m}^{'m'})}{2} \right) \right) \right] \]

\[ \nabla_v R_s'(v) = \frac{P_1}{MN_s} \sum_{n=1}^{N_t} \sum_{m=1}^{M} \left[ \sum_{n'=1}^{N_t} \sum_{m'=1}^{M} \frac{\exp \left( -\frac{P_1 \text{tr}(vH^T B_{n,m}^{'m'})}{2} \right) B_{n,m}^{'m'} v}{2\kappa_k \cdot \ln 2} \right] - \frac{\sum_{n'=1}^{N_t} \sum_{m'=1}^{M} \exp \left( -\frac{P_1 \text{tr}(vH^T B_{n,m}^{'m'})}{2} \right) B_{n,m}'^p v}{2\kappa_e \cdot \ln 2} \]

Algorithm 1 The proposed Max-ASR-GD method for solving problem (30)

1. Initialize \( v_0 \) with satisfying \( \text{tr}(v_0 v_0^H) \leq N_t \), set the step size \( \mu \), the minimum tolerance \( \mu_{\text{min}} \) and \( k = 0 \)
2. Calculate \( R_s'(v_k) \) by using (31)
3. Calculate \( \nabla_v R_s'(v_k) \) by using (32)
4. If \( \mu \geq \mu_{\text{min}} \), goto step 5, otherwise stop and return \( v_k \)
5. Calculate \( v_{k+1} \) by using (35) and normalize \( v_{k+1} \) by using (36)
6. Calculate \( R_s'(v_{k+1}) \) by using (31)
7. If \( R_s'(v_{k+1}) \geq R_s'(v_k) \), then goto step 8, otherwise, let \( \mu = \mu / 2 \) and goto step 4
8. Do \( k = k + 1 \), goto step 3
9. Output the \( v_k \), then calculate the SR \( R_s(v_k) \) by using (14) and (16)

and it can be steadily extended to secure SM systems. There exists two serious problems of facing Max-SR-GD: no closed-form expression for SR and high-complexity. No closed-form expression means that it requires complex computation to evaluate the actual value of SR and its gradient per iteration.

B. Proposed Max-ASR-SCA Method

The optimization problem (30) is a non-convex QCQP problem, which motivates us to explore the SDR method. The SDR is a powerful and computationally efficient approximation technique, which is particularly applicable to non-convex QCQP problems. Many practical experiences have indicated that SDR is capable of providing near optimal approximations (36).

Let us introduce a new matrix variable \( W = vv^H \), then we obtain the equivalence of (30) as follows

\[
\begin{align*}
\text{maximize} & \quad R_s'(W) \\
\text{subject to} & \quad \text{tr}(W) \leq N_t \quad (37b) \\
& \quad W \succeq 0 \quad (37c) \\
& \quad \text{rank}(W) = 1, \quad (37d)
\end{align*}
\]

where \( W \succeq 0 \) denotes that \( W \) is a semi-definite matrix. However, the above optimization problem still is intractable due to the existence of the non-convex rank-one constraint.

Actually, after removing the non-convex rank-one constraint in the above optimization problem, (37) is relaxed as

\[
\begin{align*}
\text{maximize} & \quad R_s'(W) \\
\text{subject to} & \quad \text{tr}(W) \leq N_t \quad (38b) \\
& \quad W \succeq 0. \quad (38c)
\end{align*}
\]

By dropping the rank-one constraint, the above SDR achieves a upper bound on the optimal solution to the primal problem (38). If the optimal solution \( W^* \) to (38) is rank-one, the optimal \( V^* \) is the eigenvector corresponding to the largest eigenvalue of \( W^* \). Otherwise, the randomization technique may be used to obtain approximative optimum. In what follows, we focus on solving the optimization problem in (38).

In (38), the two constraints are convex sets. But its objective function is in form of subtraction of two convex functions (37). In general, this difference is non-concave. Obviously, the objective function in (38) is also non-concave. It is well-known that SCA is an efficient way to solve this non-convex DC programming problem. The algorithm begins with an initial feasible point, the non-convex objective function is approximated by a strictly convex around this point. The resulting convex problem is solved to obtain the feasible point for next iteration. The iteration is repeated until the stopping criterion is satisfied (38).

For convenience of presentation, we rewrite the objective function as

\[
R_s'(W) = \frac{1}{MN_s} \sum_{n=1}^{N_t} \sum_{m=1}^{M} \left[ f_1(W) - f_2(W) \right], \quad (39)
\]

where \( f_1(W) \) and \( f_2(W) \) are defined as

\[
\begin{align*}
f_1(W) &= \log_2 \left( \sum_{n'=1}^{N_t} \sum_{m'=1}^{M} \exp \left( -\frac{\text{tr}(WE_{n,m}^{'m'})}{2} \right) \right), \quad (40) \\
f_2(W) &= \log_2 \left( \sum_{n'=1}^{N_t} \sum_{m'=1}^{M} \exp \left( -\frac{\text{tr}(WB_{n,m}^{'m'})}{2} \right) \right). \quad (41)
\end{align*}
\]

In (39), \( f_1(W) \) and \( f_2(W) \) are log-sum-exp functions, which are proved to be convex (37), as a result, \( R_s'(W) \) is non-concave.

It is well-known that a linear function is both convex and concave. In the following, we employ the first-order Taylor
series expansion around a feasible point $\mathbf{W}_0$ on $f_1(\mathbf{W})$ to transform $f_1(\mathbf{W})$ into a linear function. Due to $f_1(\mathbf{W})$ being convex and differentiable, the first-order Taylor approximation actually is a global underestimator of the function \[37\], i.e., the following inequality holds

$$f_1(\mathbf{W}) \geq f_1(\mathbf{W}_0) + \text{tr} [\nabla f_1(\mathbf{W}_0)(\mathbf{W} - \mathbf{W}_0)],$$  

where $\nabla f_1(\mathbf{W}_0)$ is defined as the gradient of the function $f_1(\mathbf{W})$ at the point $\mathbf{W}_0$, which is derived as

$$\nabla f_1(\mathbf{W}_0) = \frac{1}{2\ln 2} \sum_{n=1}^{N_t} \sum_{m=1}^{M} \exp\left(-\frac{\text{tr} (\mathbf{W}_0 \mathbf{E}_{n,m}^{m'})}{2}\right) \mathbf{E}_{n,m}^{m'} H^\dagger.$$  

Then, given a fixed $\mathbf{W}_{k-1}$, the problem \[38\] can be iteratively computed by solving the following convex subproblem

$$\text{maximize } \frac{1}{MN_t} \sum_{n=1}^{N_t} \sum_{m=1}^{M} f(\mathbf{W}_k, \mathbf{W}_{k-1}) \quad (44a)$$
subject to: $\text{tr}(\mathbf{W}_k) \leq N_t$, \quad (44b)
$$\mathbf{W}_k \succeq 0, \quad (44c)$$

with

$$f(\mathbf{W}_k, \mathbf{W}_{k-1}) = f_1(\mathbf{W}_{k-1}) + \text{tr}[\nabla f_1(\mathbf{W}_{k-1})(\mathbf{W}_k - \mathbf{W}_{k-1})] - f_2(\mathbf{W}_k)$$

where $f(\mathbf{W}_k, \mathbf{W}_{k-1})$ is in form of difference of linear function and convex function, thus it is a concave function with respect to $\mathbf{W}_k$. Therefore, the problem \[44\] is a convex semi-definite programming (SDP) problem, which can be handled conveniently and efficiently by using the convex optimization toolbox CVX or interior-point method. Finally, the detailed procedures of the proposed Max-ASR-SCA method are presented in Algorithm 2.

**Algorithm 2** The proposed Max-ASR-SCA method for solving problem \[38\]

1: Initialization: find a feasible point $v_0$, $\mathbf{W}_0 = v_0 v_0^H$, with satisfying the constraints in problem \[38\], set the tolerance $\epsilon$, and $k = 0$
2: Repeat
3: Solve the problem \[44\] with $\mathbf{W}_k$, and obtain $\mathbf{W}_k^*$
4: Set $k = k + 1$
5: Update $\mathbf{W}_k = \mathbf{W}_k^*$
6: Calculate $R_k^*(\mathbf{W}_k)$ by using \[39\]
7: Until $|R_k^*(\mathbf{W}_k) - R_k^*(\mathbf{W}_{k-1})| \leq \epsilon$ is met
8: Output the optimal $\mathbf{W}^* = \mathbf{W}_{k-1}$

It is worth noting that as long as the each approximation of objective function satisfies the tightness and differentiation conditions, the proposed Max-ASR-SCA method is guaranteed to converge to a point that satisfies the Karush-Kuhn-Tucker (KKT) optimality conditions of problem \[38\]. \[39\]. Meanwhile, we present a simple proof for the convergence of the Max-ASR-SCA method in Appendix A.

By using the proposed Max-ASR-SCA method, we actually obtain a SDR solution $\mathbf{W}^*$ to problem \[37\]. It is worthwhile noting that the solution is an approximately optimal solution. If the solution $\mathbf{W}^*$ is rank-one, the optimal $\mathbf{v}^*$ is the eigenvector corresponding to the largest eigenvalue of $\mathbf{W}^*$. In fact, the solution may not be rank one, we may employ the randomization method to search an approximated solution. Such a randomization method has been empirically found to provide efficient approximations for a variety of applications \[40\]. Until now, we complete our design of the proposed two methods.

**C. Complexity Analysis and Comparison**

In this subsection, we conduct the complexity analysis on our proposed two linear precoding methods and compare them with the complexity of the GD method in \[21\]. Here, consider that a matrix-vector multiplication $y = \mathbf{A}x$, where $\mathbf{A} \in \mathbb{C}^{m \times n}$ costs $2mn$ floating-point operations (FLOPs), and a matrix-matrix product $\mathbf{C} = \mathbf{A}\mathbf{B}$, where $\mathbf{A} \in \mathbb{C}^{m \times n}$ and $\mathbf{B} \in \mathbb{C}^{n \times p}$, costs $2mnp$ FLOPs (See Appendix C in \[37\] for details).

For the proposed GD method in subsection A, its computational complexity depends mainly on the following three parts: (a) compute the approximation of SR, (b) compute the gradient of ASR, and (c) the number of iterations. After the complexity of exponential and logarithm operations in \[22\] and \[23\] are omitted, we have the computational complexity of part (a)

$$C_a = 2M^2N_t^2(4N_t^2 + N_b + N_e).$$

In \[23\], computing the terms $\mathbf{E}_{n,m}^{m'}$ and $\mathbf{B}_{n,m}^{m',m''}$ both require about $3N_t^2$ FLOPs, where we ignore the complexity of computing the $\mathbf{H}^H Q_b^{-1} \mathbf{H}$ and $\mathbf{G}^H Q_c^{-1} \mathbf{G}$, which are invariant matrices for a specifical channel. In fact, $\mathbf{A}_{n,m}^{m',m''}$ is a sparse matrix, which has at most four non-zero elements. Therefore, the complexity of part (b) may be approximately given by

$$C_b = 2M^2N_t^2(3N_t^2 + 2N_t^2 + 2N_t + 2N_t^2).$$

Let $D_1$ denotes the number of iterations in Algorithm then the final computational complexity of the Max-ASR-GD method is as follows

$$C_{\text{Alg.1}} = 2D_1M^2N_t^2(11N_t^2 + 2N_t + N_b + N_e).$$

For the Max-SR-GD method in \[21\], its complexity analysis is similar to \[45\]. Let $N_{\text{samp}}$ denote the number of realizations of noise for accurately evaluating the actual SR, then the computational complexity of evaluating SR is about

$$C_e = 4M^2N_t^2N_{\text{samp}}(2N_t^2 + N_b + N_e).$$

It is worthwhile noting that the actual SR in \[14\] requires averaging over at least $N_{\text{samp}} = 500$ realizations of noise for accurately evaluating SR. Similarly, the computational complexity of evaluating the current gradient vector is

$$C_g = 2M^2N_t^2N_{\text{samp}}(3N_t^2 + 2N_t^2 + 2N_t + N_t^2).$$

Let $D_2$ denote the number of iterations for Algorithm then, its complexity is written as

$$C = 2D_2M^2N_t^2N_{\text{samp}}(11N_t^2 + 2N_t + 2N_b + 2N_e).$$
Finally, for the proposed Max-ASR-SCA method, its computational complexity also depends on the following three aspects: (a) compute the $sdp$, (b) solve the convex optimization problem in (44), and (c) the number of iterations. The computational complexity of aspect (a) is about $2M^2N_t^2 (2N_t^2 + 3N_t^2)$ FLOPs. It is noted that the exact complexity of aspect (b) depends heavily on the specific convex solver. Here, it is assumed that the interior point method [39] is used. The objective function of problem (44) consists of $MN_t$ convex functions, one linear inequality constraint, and one linear matrix inequality constraint. According to [36], [39], this problem in (44) may be solved with a worst-case complexity
\[
C_{sdp} = \mathcal{O}(N_t^4.5 \log (1/\epsilon)) + 2M^2N_t^2 (3N_t^3 + 4N_t^2),
\]
where $\epsilon$ is a given solution accuracy, and the second term is the complexity of constructing the objective function. Let $D_3$ denotes the number of iterations in Algorithm 2. Therefore, the complexity of the proposed Max-ASR-SCA method in Algorithm 2 is approximated as
\[
C_{Alg.2} = D_3C_{sdp} + 2D_3M^2N_t^2 (2N_t^3 + 3N_t^2). \tag{53}
\]

In summary, from the above complexity analysis, it can be seen that the three methods all have a polynomial complexity. The proposed Max-ASR-GD in Algorithm 1 has the lowest complexity among the three schemes, and the proposed Max-ASR-SCA method is in between Max-ASR-GD and Max-SR-GD in [21] in terms of complexity due to $N_{samp} \gg N_t$. This means that Max-SR-GD is of the highest complexity among the three methods. From (48) and (53), it follows that the complexities of Max-ASR-GD and Max-ASR-SCA have the orders $\mathcal{O}(N_t^4)$ and $\mathcal{O}(N_t^5)$ provided that other parameters are fixed, respectively. Therefore, when the number of transmit antennas tends to large-scale, the proposed Max-ASR-GD method has resulted in a dramatic reduction on computational complexity compared to Max-ASR-SCA and Max-SR-GD.

V. NUMERICAL RESULTS AND DISCUSSIONS

In this section, we present our numerical simulation results to evaluate the proposed two linear precoding methods. In the following simulations, the noise power of Bob and Eve is assumed to be equal, i.e., $\sigma_b^2 = \sigma_e^2$, and the achievable SR is evaluated by using (6) and calculated by averaging over 50 realizations of channels. Meanwhile, some necessary parameters are set as follows: $N_b = N_e = 2$; $\mu = 0.5$, and $\mu_{min} = 0.01$ for Algorithm 1; $\epsilon = 0.001$ for Algorithm 2.

First, in order to verify the validness of using ASR as the design metric. Fig. 2 plots the curves of the approximated and simulated actual SRs versus signal-to-noise ratio (SNR), where Sim-SR stands for the simulated actual SR for the sake of simplicity. It is noted that the approximated and actual SR are calculated by (24) and (4), respectively. It can be seen that all ASR curves are very close to these of simulated actual SR for almost all SNR regions. In other words, the rate difference between ASR and simulated actual SR is trivial. Therefore, it is reasonable to employ the closed-form expression of ASR in (24) as the design metric.

Fig. 3 demonstrates the curves of SR performance versus SNR for three linear precoding methods Max-ASR-GD, Max-ASR-SCA, and Max-SR-GD with no linear precoding scheme as a performance benchmark. It can be seen that the three methods can achieve different SR performance gains over the no precoding case. The SR performance of proposed Max-ASR-GD method is worse than Max-ASR-SCA but tends to conventional Max-SR-GD in [21]. It has a high probability that the two based-GD methods, Max-ASR-GD and Max-SR-GD, converge to their locally optimal solutions while the proposed Max-ASR-SCA method can obtain the approximately optimal solution. Therefore, the proposed Max-ASR-SCA achieves the best SR performance among the three precoding schemes.

Fig. 4 shows the cumulative distribution function (CDF) curves of SR for the three linear precoding methods with different typical values of SNRs: -5dB, 0dB, and 5dB. The curves are generated by calculating SR over 500 realizations of all channels. For all three methods, as SNR increases, the CDF curves of SR moves towards the right-hand side. This
means that the value of SR becomes large as SNR increases. Additionally, for all three given values of SNR, the four methods have a decreasing order in terms of SR performance as follows: Max-ASR-SCA, Max-SR-GD in [21], Max-ASR-GD, and without linear precoding.

In order to examine the impact of $N_t$ and $M$ on SR performance, Fig. 5 presents the curves of SR performance versus SNR for the three methods with $N_t = 4$, and $M = 2$. It can be seen that the the SR performance trend in Fig. 5 is similar to that in Fig. 3. Compared to no linear precoding, the proposed Max-ASR-SCA and Max-ASR-GD, and the Max-SR-GD method in [21] achieve 1 bps/Hz, 0.7 bps/Hz, and 0.6 bps/Hz SR improvement at SNR=15dB, respectively. Compared to conventional Max-SR-GD, the SR improvement gain achievable by the proposed Max-ASR-SCA is about 13% at SNR=15dB, which is a nice result.

Fig. 6 illustrates the histogram of probability mass function (PMF) of number of iterations for the proposed Max-ASR-SCA, and Max-ASR GD with conventional Max-SR-GD in [21] as a performance reference. It is noted that 500 channel trials are conducted to show the distribution of number of iterations. It can be seen that near 90 percent trials converge within 30, 25 and 8 iterations for conventional Max-SR-GD in [21], the proposed Max-ASR-GD, and Max-ASR-SCA methods, respectively. In other words, the proposed Max-ASR-GD converges slightly faster than conventional Max-SR-GD but slower than proposed Max-ASR-SCA. Although the proposed Max-ASR-SCA method converges within a fewer number of iterations, its complexity of each iteration is higher than that of the proposed Max-ASR-GD method.

Fig. 7 presents the curves of the average number of iterations versus SNR for the above three linear precoding schemes. It is observed that the average number of iterations of for the two based-GD methods decrease as SNR increases. However, for the Max-ASR-SCA scheme, the average number of iterations slightly increases when SNR increases. When SNR tends to be larger than 15dB, the average number of iterations nearly keep constant for three linear precoding schemes. From Fig. 7 it also can be seen that the three schemes have an increasing order in terms of convergence performances as follows: Max-SR-GD, Max-ASR-GD, and Max-ASR-SCA.

To make a detailed complexity comparison among the three linear precoding schemes, Fig. 8 shows the curves of their complexities versus $N_t$. In accordance with Fig. 6 the numbers of iterations are set as $D_1 = 25$, $D_2 = 30$, $D_3 = 8$ for insuring 90% trials converge. It can be seen that the Max-
Fig. 7. Average number of iterations versus SNR with $N_t = 4$ and $M = 2$.

Fig. 8. Numbers of FLOPs versus $N_t$ with $M = 4$.

SR-GD method in [21] has an extremely high complexity compared to the two proposed methods. The complexities of the proposed Max-ASR-GD and Max-ASR-SCA are two-order-of-magnitude, and one-order-of-magnitude lower than that of conventional Max-SR-GD as the value of $N_t$ is larger than 30, respectively. Thus, the proposed two methods lead to a significant complexity reduction over Max-SR-GD. This makes them applicable to the future secure spatial modulation networks. Furthermore, compared to Max-SR-GD and Max-ASR-SCA, the main advantage of the proposed Max-ASR-GD is its extremely-low-complexity. Especially, as the value of $N_t$ tends to medium-scale and large-scale, its computational complexity is far lower than those of Max-SR-GD and Max-ASR-SCA.

VI. CONCLUSION

In this paper, we designed two linear precoding schemes for secure SM systems. In order to simplify the original optimization problem of Max-SR-GD and reduce its computational complexity, a simple and analytical expression of ASR for SR was derived as a design or optimization metric. Subsequently, two low-complexity linear precoding schemes, namely Max-ASR-GD and Max-ASR-SCA, were developed based on convex optimization techniques. Our examination first demonstrated that the proposed Max-ASR-SCA outperforms the conventional Max-SR-GD in terms of achieving a higher SR with a one-order-of-magnitude lower complexity. In addition, the proposed Max-ASR-GD achieves a two-order-of-magnitude lower complexity than Max-SR-GD at the cost of a negligible SR performance loss, which shows that the proposed Max-ASR-GD strikes a good balance between the computational complexity, a simple and analytical expression of ASR for SR was derived as a design or optimization metric. Subsequently, two low-complexity linear precoding schemes, namely Max-ASR-GD and Max-ASR-SCA, were developed based on convex optimization techniques. Our examination first demonstrated that the proposed Max-ASR-SCA outperforms the conventional Max-SR-GD in terms of achieving a higher SR with a one-order-of-magnitude lower complexity. In addition, the proposed Max-ASR-GD achieves a two-order-of-magnitude lower complexity than Max-SR-GD at the cost of a negligible SR performance loss, which shows that the proposed Max-ASR-GD strikes a good balance between the complexity and SR performance. The proposed two low-complexity linear precoders are attractive for future MIMO networks with secure spatial modulation.

APPENDIX A

PROOF OF THE CONVERGENCE FOR THE MAX-ASR-SCA

First, consider that $W_k$ is a feasible solution of problem \[38\] and $f_1(W)$ is a convex function with respect to $W$, so we have the following inequality

$$f_1(W_{k+1}) \geq f_1(W_k) + \text{tr} \left( \nabla f_1(W_k)(W_{k+1} - W_k) \right),$$  \(54\)

where $W_{k+1}$ is a updated solution of problem \[38\] by solving the problem \[44\] with a given feasible point $W_k$. Then, according to the objective function in \[44\], we have the following inequality

$$\sum_{n=1}^{N_t} \sum_{m=1}^{M} f(W_{k+1}, W_k) \geq \sum_{n=1}^{N_t} \sum_{m=1}^{M} f(W_k, W_k).$$  \(55\)

Based on the definition of $f(W, W_0)$ in \[45\], $f(W_{k+1}, W_k)$ and $f(W_k, W_k)$ is given by

$$f(W_{k+1}, W_k) = f_1(W_k) + \text{tr} \left[ \nabla f_1(W_k)(W_{k+1} - W_k) \right] - f_2(W_{k+1}),$$  \(56\)

$$f(W_k, W_k) = f_1(W_k) - f_2(W_k).$$  \(57\)

Finally, by substituting \(56\) and \(57\) into \(55\) and using the inequality in \(54\), we have the following inequality

$$\sum_{n=1}^{N_t} \sum_{m=1}^{M} [f_1(W_{k+1}) - f_2(W_{k+1})]$$

$$\geq \sum_{n=1}^{N_t} \sum_{m=1}^{M} [f_1(W_k) - f_2(W_k)].$$  \(58\)

It is observed the achieved objective function value in \[38\] is monotone non-decreasing and bounded as the number of iterations increases, thus we may conclude the SCA algorithm converges. Until now, we complete the proof of the convergence for the Max-ASR-SCA.
REFERENCES

[1] R. Y. Mesleh, H. Haas, S. Sinanovic, W. A. Chang, and S. Yun, “Spatial modulation,” IEEE Trans. Veh. Technol., vol. 57, no. 4, pp. 2228–2241, Jul. 2008.

[2] M. D. Renzo, H. Haas, and P. M. Grant, “Spatial modulation for multiple-antenna wireless systems: a survey,” IEEE Commun. Mag., vol. 49, no. 12, pp. 182–191, Dec. 2012.

[3] J. Jeganathan, A. Ghrayeb, and L. Szczecinski, “Spatial modulation: optimal detection and performance analysis,” IEEE Commun. Lett., vol. 12, no. 8, pp. 545–547, Aug. 2008.

[4] M. Di Renzo, H. Haas, A. Ghrayeb, S. Sugiuara, and L. Hanzo, “Spatial modulation for generalized mimo: challenges, opportunities, and implementation,” Proceedings of the IEEE, vol. 102, no. 1, pp. 56–103, Dec. 2014.

[5] P. Yang, M. Di Renzo, Y. Xiao, S. Li, and L. Hanzo, “Design guidelines for spatial modulation,” IEEE Communications Surveys & Tutorials, vol. 17, no. 1, pp. 6–26, May 2014.

[6] N. Serdaroğlu, A. Younis, R. Mesleh, P. Chambers, M. Di Renzo, C.-X. Wang, P. M. Grant, M. A. Beach, and H. Haas, “Practical implementation of spatial modulation,” IEEE Trans. Veh. Technol., vol. 62, no. 9, pp. 4511–4523, Jun. 2013.

[7] A. D. Wyner, “The wire-tap channel,” Bell System Tech. J., vol. 54, no. 8, pp. 1355–1387, Oct. 1975.

[8] Y. S. Shiu, S. Y. Chang, H. C. Wu, C. H. Huang, and H. H. Chen, “Physical layer security in wireless networks: a tutorial,” IEEE Wireless Commun., vol. 18, no. 2, pp. 66–74, Apr. 2011.

[9] H. M. Wang, Q. Yin, and X. G. Xia, “Distributed beamforming for physical-layer security of two-way relay networks,” IEEE Trans. Signal Process., vol. 60, no. 7, pp. 3532–3545, Mar. 2012.

[10] N. Zhao, F. R. Yu, M. Li, Q. Yan, and V. C. M. Leung, “Physical layer security issues in interference-alignment-based wireless networks,” IEEE Commun. Mag., vol. 54, no. 8, pp. 162–168, Aug. 2016.

[11] F. Shu, X. Wu, J. Li, R. Chen, and B. Vucetic, “Robust synthesis scheme for secure multi-beam directional modulation in broadcasting systems,” IEEE Access, vol. 4, no. 99, pp. 6614–6623, Oct. 2016.

[12] J. Hu, S. Yan, F. Shu, J. Wang, J. Li, and Y. Zhang, “Artificial-noise-aided secure transmission with directional modulation based on random frequency diversity arrays,” IEEE Access, vol. 5, no. x, pp. 1658–1667, Jan. 2017.

[13] F. Shu, X. Wu, J. Hu, J. Li, R. Chen, and J. Wang, “Secure and precise wireless transmission for random-subcarrier-selection-based directional modulation transmit antenna array,” IEEE J. Sel. Areas Commun., vol. PP, no. 99, pp. 1–1, Apr. 2018.

[14] Y. Wu, J. B. Wang, J. Wang, R. Schober, and C. Xiao, “Secure transmission with large numbers of antennas and finite alphabet inputs,” IEEE Trans. Commun., vol. 65, no. 8, pp. 3614–3628, May 2017.

[15] X. Guan, Y. Cai, and W. Yang, “On the secrecy mutual information of spatial modulation with finite alphabet,” International Conference on Wireless Communications & Signal Processing, pp. 1–4, Jun. 2013.

[16] L. Wang, S. Bashar, Y. Wei, and R. Li, “Secrecy enhancement analysis against unknown eavesdropping in spatial modulation,” IEEE Commun. Lett., vol. 19, no. 8, pp. 1351–1354, Jun. 2015.

[17] C. Liu, L. L. Yang, and W. Wang, “Secure spatial modulation with a full-duplex receiver,” IEEE Wireless Commun. Lett., vol. 6, no. 6, pp. 838–841, Sep. 2017.

[18] F. Wu, L. L. Yang, W. Wang, and Z. Kong, “Secret precoding-aided spatial modulation,” IEEE Commun. Lett., vol. 19, no. 9, pp. 1544–1547, Jul. 2015.

[19] F. Wu, R. Zhang, L. L. Yang, and W. Wang, “Transmitter precoding-aided spatial modulation for secrecy communications,” IEEE Trans. Veh. Technol., vol. 65, no. 1, pp. 467–471, Jan. 2016.

[20] Y. Chen, L. Wang, Z. Zhao, M. Ma, and B. Jiao, “Secure multiuser mimo downlink transmission via precoding-aided spatial modulation,” IEEE Commun. Lett., vol. 20, no. 6, pp. 1116–1119, Mar. 2016.

[21] S. R. Aghdam and T. M. Duman, “Physical layer security for space shift keying transmission with precoding,” IEEE Wireless Commun. Lett., vol. 5, no. 2, pp. 180–183, Jan. 2016.

[22] F. Shu, Z. Wang, R. Chen, Y. Wu, and J. Wang, “Two high-performance schemes of transmit antenna selection for secure spatial modulation,” arXiv preprint arXiv:1901.04775, 2018.

[23] G. Xia, F. Shu, Y. Zhang, J. Wang, S. ten Brink, and J. Speidel, “Antenna selection method of maximizing secrecy rate for green secure spatial modulation,” Under Review, 2018.

[24] X. Wang, X. Wang, and L. Sun, “Spatial modulation aided physical layer security enhancement for fading wiretap channels,” in Proc. International Conference on Wireless Communications & Signal Processing, pp. 1–5, Nov. 2016.

[25] X. Q. Jiang, M. Wen, H. Hai, J. Li, and S. Y. Kim, “Secrecy enhancing scheme for spatial modulation,” IEEE Commun. Lett., vol. 22, no. 3, pp. 550–553, Dec. 2017.

[26] Y. Yang and M. Guizani, “Mapping-varied spatial modulation for physical layer security: transmission strategy and secrecy rate,” IEEE J. Sel. Areas Commun., pp. 1–1, Apr. 2018.

[27] M. C. Lee, W. H. Chung, and T. S. Lee, “Generalized precoder design formulation and iterative algorithm for spatial modulation in mimo systems with csit,” IEEE Trans. Commun., vol. 63, no. 4, pp. 1230–1244, Jan. 2015.

[28] A. Strekalovsky and I. Tsevendorj, “Pre-scaling optimization for space shift keying based on semidefinite relaxation,” IEEE Trans. Commun., vol. 63, no. 11, pp. 4231–4243, Aug. 2015.

[29] A. Garcia-Rodriguez, C. Masouros, and L. Hanzo, “Power-efficient space shift keying transmission via semidefinite programming,” in IEEE International Conf. on Commun., Jul. 2016, pp. 1–6.

[30] P. Yang, Y. L. Guan, Y. Xiao, M. D. Renzo, S. Li, and L. Hanzo, “Transmit precoded spatial modulation: Maximizing the minimum euclidean distance versus minimizing the bit error ratio,” IEEE Trans. Wireless Commun., vol. 15, no. 3, pp. 2054–2068, Nov. 2016.

[31] P. Cheng, Z. Chen, J. A. Zhang, Y. Li, and B. Vucetic, “Low-complexity precoding for spatial modulation,” in Veh. Technol. Conf., Feb. 2018, pp. 1–5.

[32] S. R. Jin, W. C. Choi, J. H. Park, and D. J. Park, “Linear precoding design for mutual information maximization in generalized spatial modulation with finite alphabet inputs,” IEEE Commun. Lett., vol. 19, no. 8, pp. 1323–1326, Jun. 2015.

[33] X. Guan, Y. Cai, and W. Yang, “On the mutual information and precoding for spatial modulation with finite alphabet,” IEEE Wireless Commun. Lett., vol. 2, no. 4, pp. 383–386, May 2013.

[34] J. Hu, F. Shu, and J. Li, “Robust synthesis method for secure directional modulation with imperfect direction angle,” IEEE Commun. Lett., vol. 20, no. 6, pp. 1084–1087, Apr. 2016.

[35] W. Zeng, C. Xiao, M. Wang, and J. Lu, “Linear precoding for finite-alphabet inputs over mimo fading channels with statistical csi,” IEEE Trans. Signal Process., vol. 60, no. 6, pp. 3134–3148, Feb. 2012.

[36] Z. Q. Luo, W. K. Ma, M. C. So, Y. Ye, and S. Zhang, “Semidefinite relaxation of quadratic optimization problems,” IEEE Signal Process. Mag., vol. 27, no. 3, pp. 20–34, Apr. 2010.

[37] S. Boyd and L. Vandenberghe, Convex optimization. Cambridge: Cambridge Univ. Press, 2004.

[38] O. Mehanna, K. Huang, B. Gopalakrishnan, and A. Konar, “Feasible point pursuit and successive approximation of non-convex qccps,” IEEE Signal Process. Lett., vol. 22, no. 7, pp. 804–808, Nov. 2014.

[39] C. Helmberg, F. Rendl, R. J. Vanderbei, and H. Wolkowicz, “An interior-point method for semidefinite programming,” SIAM J. Optim., vol. 6, no. 2, pp. 342–361, May 1996.