Abstract—Weakly supervised object localization (WSOL) relaxes the requirement of dense annotations for object localization by using image-level annotation to supervise the learning process. However, most WSOL methods only focus on forcing the object classifier to produce high activation score on object parts without considering the influence of background locations, causing excessive background activations and ill-posed background score searching. Based on this point, our work proposes a novel mechanism called the background-aware classification activation map (B-CAM) to add background awareness for WSOL training. Besides aggregating an object image-level feature for supervision, our B-CAM produces an additional background image-level feature to represent the pure-background sample. This additional feature can provide background cues for the object classifier to suppress the background activations on object localization maps. Moreover, our B-CAM also trained a background classifier with image-level annotation to produce adaptive background scores when determining the binary localization mask. Experiments indicate the effectiveness of the proposed B-CAM on four different types of WSOL benchmarks, including CUB-200, ILSVRC, OpenImages, and VOC2012 datasets.

Index Terms—Object localization, weakly supervised learning, weakly supervised object localization.

I. INTRODUCTION

WEAKLY supervised learning (WSL), using minimal supervision or coarse annotations for model learning, has attracted extensive attention in recent years and has been widely used in computer vision tasks [1], [2], [3], [4], [5]. Among them, weakly supervised object localization (WSOL) has immensely profited from WSL, where the requirement of location annotations such as pixel-level masks or bounding boxes can be replaced by easily obtained image-level classification labels. It usually adopts the flow of classification activation map (CAM) [4] that utilizes the structure of image classification to generate the localization score via appending a global average pooling (GAP) operation and a fully connected layer after the feature extractor, i.e., the convolutional network.

Unfortunately, CAM usually activates the most discriminative object part rather than the whole object and requires post-processing to generate the localization mask when used for the WSOL tasks. Thus, a series of WSOL methods have been developed to overcome the above issues. These methods can be divided into multi-stage [6], [7], [8], [9] and one-stage [10], [11], [12], [13], [14], [15], [16], [17] methods. The former involves additional training stages as pre- or post-processing to enhance the quality of the localization map or generate class-agnostic localization results, which seriously increases the complexity of both the training and the test processes; while the latter usually adopts different data-augmentation strategies [10], [11], [12], [13] to erase discriminative object parts, or uses the coarse pixel-level mask as additional pixel-level supervision [14], [15], [16], [17] to enhance the activation of undiscriminating parts of the objects. Though raising the activation of object locations is a straightforward improvement way, the influence of background locations is not considered, causing ill-posed background threshold searching [18], [19] and unexpected excessive background activation [20].

Specifically, the training images of WSOL must contain at least one object, making their image-level label cannot effectively provide background cues. In other words, the pure-background sample remains “unseen” for the image-label-supervised WSOL tasks. Due to this unawareness of background, CAM only can discern different object classes but cannot simultaneously identify whether the location belongs to
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object parts or background stuff. Thus, current WSOL methods require additional training stages or post-thresholding to
generate the background scores. As indicated in Fig. 1, this
fixed background score dramatically influences the functional
performance of one-stage WSOL methods.

Beyond that, the absence of pure-background samples also
prevents CAM from suppressing the excessive activation of
the background locations [20], especially the object-related
background that is also discriminative for some objects. For
example, in the first row of Fig. 2, the background “trunk” is also
informative for discerning “woodpecker”, resulting in a higher
activation score in the locations of “trunk” relative to “the bird’s
tail”. Even if using the optimal threshold, the bird’s tail will still
be assigned to the background rather than the foreground
woodpecker. Thus, except for the functional performance, the
upper bound performance of WSOL methods is also limited by
background unawareness.

Compared with raising the activation of object locations upon
a fixed threshold, utilizing background cues to generate adaptive
background scores and suppress the excessive background activ-

ation for WSOL is also a feasible choice to locate objects better,
as in the second row of Fig. 2. Inspired by this points, our work
focuses on adding background awareness for one-stage WSOL
by proposing a novel structure called the background-aware
classification activation map (B-CAM). Instead of aggregating
a single object image-level feature with GAP, our B-CAM
proposes to produce an additional image-level background fea-
ture with attention-pooling strategies. This additional back-
ground feature acts as the “unseen pure-background samples”
for the object classifier to further suppress background activation
on the localization maps. Moreover, our B-CAM also learns a
background classifier simultaneously with the object classifier
by considering background prediction as a multi-label classi-
fication task. This background classifier can provide adaptive
background scores to replace the threshold searching step when
determining the localization mask.

In a nutshell, our contributions are threefold:

• To our knowledge, our article is the first one-stage WSOL
work that simultaneously learns both object and back-
ground classifiers with image-level labels.

• A novel structure B-CAM is presented for WSOL to
generate pixel-level background scores and suppress the
background activation with image-level label.

• Experiments indicate that our method can effectively local-
ize objects with less background activation on four different

types of WSOL benchmarks.

II. RELATED WORK

A. One-Stage Weakly Supervised Object Localization

One-stage WSOL methods follow the pipeline of CAM [4],
adopting the classification structure to generate localization
score by projecting the classification head (object estimator)
back to the pixel-level feature map. However, due to the absence
of localization supervision, CAM cannot effectively catch the
indiscriminating parts of objects. To solve this problem, some
one-stage WSOL methods focused on applying augmentation
on input images or feature maps to erase the discriminative
object parts. Yun et al. [13] proposed a CutMix strategy, which
replaces a patch of an image with another image to force the
model to capture the indiscriminating features. Singh et al. [10]
randomly hid the patches of images in the training process to
discover different object parts. Zhang et al. [11] then simplified
this augmentation by proposing an end-to-end network that
contains two adversarial classifiers to capture object parts com-
plementarily. Choe et al. [12], [21] further adopted the attention
mechanism to drop the discriminative parts of the feature map.
Chen et al. [22] considered the rotation variations of objects
and proposed the E 2 Net to attend to less discriminative object
features. Though these methods can capture more parts of the
objects, they inevitably increase the activation of background
stuff, especially the object-related background location that also
contributes to determining the class of objects.

Apart from adopting augmentation strategies, some one-stage
WSOL methods also attempt to use coarse pixel-level supervi-
sion to train the object estimator. Zhang et al. [14] proposed
the self-produced guidance (SPG) approach, which generates an
auxiliary pixel-level mask based on the attention map of different
extractor stages to perceive background cues. Kou et al. [15] fur-
ther generalized SPG by adding an additional object estimator to 
adaptively produce the auxiliary pixel-level mask, which is then
utilized to design a metric learning loss to better supervise the
training process. Ki et al. [23] focused on enlarging the distance
between features of object locations and background locations
in the latent space with the help of the coarse mask generated
by non-local attention. Babar et al. [16] attempted to enhance
the localization map by aligning the localization scores of two

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
complementary images, where these two scores supervise each other at the pixel level. Zhu et al. [24] proposed to derive multiple regional localizers based on pixel-level features to reduce the feature discrepancy of the global learned classifier [25].

Recently, to pursue high capabilities for catching long-range dependencies, some methods also explored using self-attention strategies to assist WSOL. Yang et al. [26] integrated non-local blocks [27] into the convolutional neural network (CNN) to catch long-range spatial relations for both low-level and high-level features. Gao et al. [28] explored utterly replacing the CNN-based improved the multi-stage WSOL focused on consideration performance near object boundaries. Rather than training a transformer for localization, Murtaza et al. [32] adopted a frozen-weight transformer to generate class-agnostic bounding boxes, which are used as pseudo-labels to train the CNN-based localization network. Xu et al. [33] utilized contrastive language-image pre-training to provide texture tokens for the transformer to assist localization of dense objects. However, though the visual transformer has better representation ability than the CNN, their training process requires large-scale pre-training and careful fine-tuning, limiting its performance on small-scale datasets [34], e.g., in medical image analysis.

In contrast to the one-stage WSOL methods above, our B-CAM only uses image-level labels in the training process to perceive background cues rather than using additional pixel-level supervision. Moreover, our B-CAM also avoids the post-thresholding step required by other one-stage WSOL methods without using any additional training stages.

B. Multi-Stage Weakly Supervised Object Localization

Multi-stage WSOL methods add additional pre- or post-stages upon the classification structure to pursue better localization performance. Some multi-stage WSOL methods were elaborated to enhance the localization map of the one-stage WSOL by proposing novel post-processing. Zhang et al. [17] added an additional learning-free post-stage upon CAM to generate the self-enhanced map, which explores the correlation between each location and the seeds (locations with high localization scores). Pan et al. [6] further extended this approach by considering both first- and second-order self-correlation when aggregating the enhanced localization map. Xie et al. [35] focused on considering low-level features for localization and proposed a method that included two stages trained for generating and refining the localization map respectively. Belharbi et al. [36] adopted an additional training stage to decode the localization map of CAM to pursue higher resolution and boundary adherence. Though these methods enhance the quality of localization maps, they still require post-thresholding to generate background scores.

Some other multi-stage WSOL methods focus on generating class-agnostic localization masks by the additional stages. The most typical work is the pseudo-supervised object localization (PSOL) proposed by Zhang et al. [7]. PSOL adds two additional training stages upon the classification stage to generate localization results. In the first stage, the one-stage WSOL method is learned to produce coarse class-agnostic bounding boxes. Then in the second stage, those coarse boxes are used as the ground truth to fully-supervised train bounding boxes regression that generates the region of interest-objects (ROI). Based on this route, Guo et al. [9] further proposed SLT-Net that improves PSOL by using a class-tolerance classification model for the localizer to enhance the quality of the coarse bounding boxes. However, these two methods cannot generate pixel-level localization masks as one-stage WSOL methods. As a replacement, another three-stage WSOL method was proposed by Lu et al. [8]. This method adopts a generator, implemented by learning- or model-driven approaches, to generate class-agnostic binary masks based on the ROI with different geometry shapes (rectangle or ellipse). In addition, a detector and a classifier are also trained to generate the ROI and class of objects, respectively. More recently, Meng et al. [37] improved the multi-stage WSOL methods by jointly optimizing class-agnostic localization and classification to pursue better localization results. Wei et al. [38] optimized both inter-class feature similarity and intra-class appearance consistency to reduce the background influence when localizing objects. Though these methods can better generate localization results profited by separating the localization and classification structure or adopting additional localization refining stages, both time and space complexities of the training process are increased. In addition, this type of method only generates class-agnostic localization maps, limiting their application for multi-object localization, where objects with different classes can co-occur in an image.

Compared with these multi-stage WSOL methods, our B-CAM simultaneously learns the background and object classifiers rather than adopting additional training stages for class-agnostic localization. Moreover, both the object and background scores generated by our B-CAM are class-knowable, enhancing flexibility when engaging in multi-object localization and downstream tasks.

C. Background Effect in Weakly Supervised Learning

There are also some weakly supervised-learning methods in other scopes designed to capture background cues. Oh et al. [39] proposed a background-aware pooling strategy for the weakly supervised semantic segmentation (WSSS) with bounding-boxes annotations, which uses the region out of the ground-truth bounding boxes to catch the inner-boxes background locations. Lee et al. [40] utilized the additional saliency map as pixel-level supervision to perceive background cues and reserve rich boundaries for WSSS. Fan et al. [41] generated background scores for each class by learning intra-class boundaries, which requires additional superpixel and coarse pixel-level mask during network training. Lee et al. [42] proposed two background-aware losses that suppress the localization score of the background frame in the weakly supervised action localization.

Unlike these methods, our B-CAM is designed for WSOL tasks that is harder to locate background cues. Moreover, our B-CAM can perceive the background cues through only
image-level labels rather than using the additional pixel-level supervision or off-the-shelf process, for example, the object proposal [43], saliency detection [44], superpixel segmentation [45], or conditional random fields [46].

III. METHODOLOGY

In this section, we first analyze the problem of current WSOL methods, i.e., lacking considerations on the background locations, and overview our solution. Then, we illustrate the proposed B-CAM, which adds background awareness with only image-level supervision. Finally, we summarize the workflow of our B-CAM for training and inference process.

In this article, we use bold uppercase characters to denote the matrix-valued random variables (the parameter matrices), and italic bold uppercase characters to represent other matrices (such as feature maps). Vectors are denoted with italic bold lowercase, and other notations (constants or functions) are represented by normal style. A essential notation list is also provided in our Appendix 1, available online, to clarify the meaning of pivotal symbols used in our article.

A. Problem Definition

Given an input image represented by a matrix $X \in \mathbb{R}^{3 \times N}$, the object localization task aims to identify whether the $N$ pixels in $X$ belong to a set of object classes. For this purpose, the localization model adopts a feature extractor $e(\cdot)$ to extract the pixel-level feature $Z \in \mathbb{R}^{C \times N}$, where $C$ represents the dimension of features. Then, an object classifier $c(\cdot)$ further generates the object classification score for each spatial location of $Z$:

$$S = c(Z) = c(e(X)),$$

where $S \in \mathbb{R}^{K \times N}$ represents the localization map of the $K$ target object classes. Finally, the localization map is filtered by a background mask to produce the final localization result $Y^* \in \mathbb{R}^{K \times N}$, whose element $Y^*_{k,i}$ identifies whether or not pixel $i$ belongs to the object of a specific class $k$.

In contrast to the fully supervised object localization that utilizes the ground truth mask $Y \in \mathbb{R}^{K \times N}$ to supervise the learning process, WSOL refers to the condition that only the image-level annotation $y \in \mathbb{R}^{K \times 1}$ is available for the whole training process. Thus, an additional GAP layer is required to aggregate $Z$ into the object image-level feature $z_o \in \mathbb{R}^{K \times 1}$ to produce an image-level classification score with the object classifier. Though this aggregation enables WSOL to generate an image-level score for supervision, it also makes the training process pay too much attention to the image-level object classification without concerning the influence of background locations that are also crucial and need to be discerned for the localization task.

Specifically, the GAP-based aggregation contaminates the object image-level feature with the feature of background, causing excessive activation of background locations. As shown in Fig. 3(a), the GAP layer, proposed for the image classification task, treats pixel-level features of the object and the background equally when summarizing the image representations. As a result, $z_o$ is inevitably contaminated by the background locations, where some object-related background cues can also assist the classifier in discerning image classes, as in the case of the background “trunk” versus the object “woodpecker”. Although this influence can improve the accuracy and interpretability of image classification, it causes undesirable background activation for WSOL that generates object localization scores by projecting the object classifier back to the pixel-level features, where background locations are also contained.

Moreover, the GAP-based aggregation also disables the training process aware pure-background samples, which are crucial for object localization to percept background locations. In detail, it only aggregates a single object image-level feature, serving as the positive sample of object classification under the supervision of the image-level mask $y$. But, unlike the pixel-level
classification supervised by $Y$, this image-level classification does not contain any sample that satisfies $y = 0$, making the pure-background samples unaware during the training process. This absence not only diminishes the capacity of the object classifier to suppress background activation but also disables training a background classifier to generate the pixel-level background scores for filtering the localization map.

To solve these problems, our B-CAM is proposed as generalized in Fig. 3(b). Instead of generating a single object image-level feature with GAP, the key idea of our B-CAM is to produce an additional background image-level feature $z^b \in \mathbb{R}^{C \times 1}$ to ensure background awareness during the training process. This background image-level feature $z^b$ can simulate the feature aggregated from “the pure-background image” to suppress the background activation on the object classifier $c(\cdot)$. In addition, it also supports training an additional background classifier $b(\cdot)$ with image-level annotation to produce adaptive background scores. Thus, the total target of our B-CAM contains two parts to optimize both the object and background classification tasks with these two image-level features under the supervision of only image-level labels:

$$
\mathcal{L} = \mathcal{L}_o(z^b, z^o, y) + \mathcal{L}_b(z^b, z^o, y),
$$

where $\mathcal{L}_o$ and $\mathcal{L}_b$ are the loss function of the object and background classification task, respectively.

### B. Background-Aware Classification Activation Map

For achieving the above purpose, our B-CAM proposes two modules to add background awareness for WSOL: 1) the mutual-exclusive aggregator (MEA) that generates both object and background image-level features by respectively aggregating features on the potential location of the object part and background part; 2) the stagger score estimator (SSE) that adopts a dual classifier structure to predict both the object and background classification scores for the two image-level features as well as derives their supervision. In addition, a stagger classification (SC) loss is also elaborated to train our B-CAM with only image-level annotations effectively.

1) **Mutual-Exclusive Aggregator:** The proposed MEA aims at purifying the object image-level features to contain more object cues and produce an additional background image-level feature to simulate the pure-background sample. For this purpose, two image-level features $z^o$ and $z^b$ are produced by respectively aggregating the object and background locations. First, a multi-head spatial attention structure is used to produce two localization priors that coarsely identify whether a spatial position belongs to the object or background. Specifically indicated in Fig. 4(a), two groups of spatial attention maps are utilized as the location priors, which are produced by feeding the pixel-level feature $Z$ into two convolution layers with softmax activation:

\[
\begin{align*}
A^o_{i} &= \exp(W^o_1 Z_{i}) \\
&\frac{\sum_j \exp(W^o_1 Z_{j})}{\sum_j \exp(W^o_2 Z_{j})},
\end{align*}
\]

\[
\begin{align*}
A^b_{i} &= \exp(W^b_1 Z_{i}) \\
&\frac{\sum_j \exp(W^b_1 Z_{j})}{\sum_j \exp(W^b_2 Z_{j})},
\end{align*}
\]

where $W^o_1, W^b_2 \in \mathbb{R}^{M \times C}$ are the learnable weight matrices of convolution layers. $A^o, A^b \in \mathbb{R}^{M \times N}$ represents the object and background location priors, whose accuracy can be guaranteed by the proposed SC loss and detailed in Section III-B3. $M$ is a hyper-parameters to control the number of spatial attention maps for each group.

First, all-head spatial attention structure is used to produce two localization priors that coarsely identify whether a spatial position belongs to the object or background. Specifically indicated in Fig. 4(a), two groups of spatial attention maps are utilized as the location priors, which are produced by feeding the pixel-level feature $Z$ into two convolution layers with softmax activation:
when aggregating the two image-level features:

\[
\begin{aligned}
    z^o &= \frac{1}{M} \sum_{m=1}^{M} \sum_{i=1}^{N} A^o_{m,i} Z_{m,i}, \\
    z^b &= \frac{1}{M} \sum_{m=1}^{M} \sum_{i=1}^{N} A^b_{m,i} Z_{m,i}.
\end{aligned}
\]  

(4)

Compared with simply aggregating a single image-level feature with GAP, adopting attention pooling with the localization priors make \( z^o \) less contaminated by the feature of background locations. Meanwhile, the additional image-level background feature \( z^b \) is also produced to simulate the feature aggregated from “the pure-background image”. This sample then supports SSE to learn a background classifier and suppress background activations on localization maps.

2) Stagger Score Estimator: Benefitting from the proposed MEA, image-level features can be purified and enriched. Thus, SSE is elaborated to better utilize those image-level features for supervising the training process. As shown in Fig. 4, SSE adopts a dual classifier structure to predict both the object and background classification scores for these features and derive the corresponding supervisions with only the image-level label.

Object Classification: Both object and background image-level features are fed into the object classifier, implemented as a fully connected layer, to proceed object classification:

\[
    s^o = s(z^o), \quad s^b = s(z^b),\]  

(5)

where \( s^o \in \mathbb{R}^{K \times 1} \) and \( s^b \in \mathbb{R}^{K \times 1} \) are the object classification scores for the object and background image-level features, representing the probability that an object existed in the corresponding aggregated locations. Based on these two classification scores, the supervision of the image-level object classification task can be derived by the following properties:

Property 1: The image-level feature aggregated mainly by regions of a particular object i.e., \( z^o \), is the positive sample for the object classification task on this object. For example in Fig. 4(c) (top-left), the feature aggregated by the locations of “bird” is the positive sample for “bird” classification. Thus, the image-level label \( y \) can be used as the supervision for \( s^o \) to force the training process of the object classification task.

Property 2: The image-level feature aggregated mainly by background locations, i.e., \( z^b \), is the negative sample of all objects for the object classification task. For example in Fig. 4(c) (top-right), the feature aggregated by the locations of “trunk” or “sky” does not belong to any objects, i.e., “bird”, “boat”, “car” and “bus”. Thus, zero vector \( 0 \) can be used as the supervision for \( s^b \) to force the training process of the object classification task.

Compared with existing works [4], [10], [12] that only estimate the classification score of the object image-level feature during weakly-supervised training, the additional supervision on the score of background image-level features, i.e., \( s^b \), can suppress the activation of background locations to enhance the quality of object localization maps.

Background Classification: Except for engaging background image-level features for training the object classifier, a background classifier, implemented by another fully connected layer, is also utilized by SSE to predict additional background classification scores. Similarly, this background classifier also predicts two scores for the image-level features, representing the probability that their aggregated locations belong to the background of a certain object:

\[
    b^o = b(z^o), \quad b^b = b(z^b),\]  

(6)

where \( b^o \in \mathbb{R}^{K \times 1} \) and \( b^b \in \mathbb{R}^{K \times 1} \) represent the class-specific background classification scores for object and background image-level features. With these two scores, the image-level annotation can also be used to train the background classification task based on the following properties:

Property 3: The feature aggregated mainly on parts of a particular object, i.e., \( z^o \), is the negative sample for the background classification task of this object. But it is the positive sample for the background classification task of other objects. For example in Fig. 4(c) (down-left), the feature aggregated by the locations of “bird” is the background of “boat”, “car”, “bus” and other classes except for “bird”. Thus, \( \hat{y} = 1 - y \) can be used as the supervision for \( b^o \) to force the training of the background classification task, where \( 1 \) is a vector filled with 1.

Property 4: The feature aggregated by some background locations, i.e. \( z^b \), is the positive sample for the background classification task of all objects. For example in Fig. 4(c) (down-right), the feature aggregated by the locations of “trunk” or “sky” is the background sample of all objects, including “bird”, “boat”, “car” and “bus”. Thus, \( 1 \) can be used as the supervision for \( b^b \) to force the training of the background classification task.

Profited by engaging the additional background classification task, adaptive background localization scores can be produced for each spatial location by projecting \( b(\cdot) \) onto the pixel-level feature \( Z \) for the inference process:

\[
    B = b(Z) = b(e(X)) ,\]  

(7)

where \( B \in \mathbb{R}^{K \times N} \) is the background localization maps. Thus, the final localization mask can be produced without using post-processes to search a fixed background threshold [18]:

\[
    Y_{k,i} = \arg \max(B_{k,i}, S_{k,i}) \]  

(8)

3) Stagger Classification Loss: Based on the image-level classification scores and their corresponding labels derived by the SSE, an SC loss is further designed to train our B-CAM with only image-level annotations. The proposed SC loss serves as s a multi-task loss that learns both the object classification and background classification task:

\[
L = L_o(z^o, z^o, y) + L_b(z^b, z^o, y) = \lambda_1 l_1(s^o, y) + \lambda_2 l_2(s^b, 0) + \lambda_3 l_2(b^o, \hat{y}) + \lambda_4 l_2(b^b, 1) ,\]  

(9)

where \( l_1(\cdot) \) is the object classification criterion that is implemented by cross-entropy, \( l_2(\cdot) \) is the background classification criterion implemented as multi-label soft margin loss because a location can be the background of multiple classes. In detail, the accuracy of the object classification task is forced by the first two terms. The former ensures the object classification accuracy for the object classifier, and the latter helps suppress its activation on the background locations by the pure-background sample. The other two terms aim at regulating the background scores.
generated by the background classifier to ensure the accuracy of the background classification.

Moreover, the proposed SC loss can also ensure MEA to aggregate features of pure-object and background locations to form \( z^o \) and \( z^b \), respectively. To show this effect, we take (5) and (6) into (9) and split it into two parts:

\[
L = \lambda_1 l_1(s(z^o), y) + \lambda_2 l_2(b(z^b), 1 - y) + \lambda_3 l_3(s(z^o), 0) + \lambda_4 l_4(b(z^b), 1) \tag{10}
\]

It can be seen that the upper part forces \( z^o \) to have a high probability of being discerned as a specific object and a low likelihood of being classified as its background. Likewise, the lower part forces \( z^b \) to be indiscriminating for all classes and have a high probability of being the background of all categories. Thus, aggregating pure-object locations for \( z^o \) and pure-background locations for \( z^b \) will minimize the SC loss, ensuring the accuracy of the localization priors of MEA.

C. Workflows

Algorithm 1 summarizes the workflow of training the proposed B-CAM. Specifically, the pixel-level feature \( Z \) is first computed by the feature extractor, implemented by CNN-based backbone structures [48], [49], [50]. Then, MEA is utilized to aggregate \( z^o \) and \( z^b \) with localization priors, representing the object and background image-level features. Next, SSE estimates object and background classification scores for these image-level features and derives their corresponding supervision with only image-level label. Finally, the SC loss is calculated based on the four score/label pairs to guide the update of learning parameters in the training process.

As for the inference process, the pixel-level feature \( Z \) is directly fed into SSE to generate the binary localization mask \( Y^* \) with (8). Note that gradient-based approaches [51], [52], [53] can also use to produce these two localization maps based on the gradient of the classification difference \( \frac{\partial (s^o - s^b)}{\partial Z} \) and \( \frac{\partial (b^o - b^b)}{\partial Z} \), which improves the localization performance by engaging the whole MEA in the inference process.

IV. EXPERIMENTS

In this section, experiments on different types of datasets are first illustrated to validate our proposed B-CAM, including the single object localization dataset (CUB-200), the single object localization dataset with noisy label (ILSVRC and OpenImages), and the multiple object localization dataset (VOC2012).

A. Single Object Localization

Experiments on single object localization were conducted on the CUB-200 dataset [55]. It contains 11,788 single-class images annotated for 200 classes with the corresponding object bounding box annotations to benchmark the localization tasks. Following the official setting, 5,994 images were used as the training set to train the WSOL methods with only image-level labels, and the other 5,794 images were used to report the performance. Additionally, 1,000 extra images (5 images per class) annotated by Choe [18] were adopted as the validation set to search the optimal hyper-parameters.

Maximal box accuracy (MBA) [18] was used to evaluate the bounding boxes generated by the localization map. Specifically, for each background threshold, the largest connected component of the predicted binary mask was used as the predicted bounding box. Then, the box accuracy was calculated by counting the number of images where the IoU between the predicted box and the ground truth box was higher than a ratio, e.g., 30%, 50%, and 70%. The maximum scores for all possible thresholds were reported as MBA. Moreover, we also used Top-1 localization accuracy (Top-1) to evaluate both the localization and classification accuracy of the WSOL methods. Note that MBA and Top-1 under 50% IoU are also called “Top-1 Loc” and “GT-Known Loc” in some works [12], respectively.

ImageNet pre-trained ResNet50 [48], [56] was used as the feature extractor. Following Choe [18], its downsample layers before res4 and the final fully connected layer were removed to enhance the localization performance. In the training process, input images were resized to \( 256 \times 256 \) and then randomly cropped to \( 224 \times 224 \), followed by a random horizontal flip operation to form the batches of 32 images. Hyper-parameters were set as \( M = 100, \lambda_1 = \lambda_2 = \lambda_3 = \lambda_4 = 1 \) for our B-CAM. SGD optimizer with weight decay \( 1e-4 \) and momentum 0.9 was used to train our B-CAM for 20 epochs. The initial learning rate was set as \( 1.7e-4 \), divided by 10 every 15 epoch.

Six one-stage WSOL methods were re-implemented with the same backbone structure as ours for fair comparisons, including CAM [4], HAS [10], ACOL [11], SPG [14], ADL [12], and CutMix [13]. Hyper-parameter of those methods were tuned ourselves to guarantee the quality of our re-implementations and given in Appendix 2.1, available online. We also run each method with ten different random seeds and report the mean performance and standard deviation to remove the influence of randomness. For the proposed B-CAM, we evaluated both the object localization score (noted as Ours\(^o\)), i.e. \( S \), and the final binary mask (noted as Ours\(^b\)), i.e. \( Y^* \).
Corresponding results are given in Table I. Our proposed B-CAM significantly improves the quality of the object localization map (Ours$^c$) and achieves better performance on all evaluation metrics for this fine-grained dataset (16.85% MBA Mean and 15.38% Top-1 Mean scores higher than the best of others) with only a minor complexity increase (0.3 GFlops). This excellent improvement benefits from the trait that our B-CAM can perceive the unseen pure-background samples (images without birds) by the image-level background feature $z_b$ and use it to suppress the localization score of the background area. Moreover, the background localization map $B$ of our B-CAM can also release the background threshold searching process. Directly adopting the background score map $B$ as the binary map (Ours$^m$) just causes a little reduction in these matrices.

In addition, we also plotted the performance of WSOL methods under different thresholds in Fig. 1. It can be seen that the peak value of our localization map is the highest among all the WSOL methods, indicating the effectiveness of our B-CAM in reducing the activation of background location. Though using the adaptive background score generated by our background classifier will lower the peak performance, it releases the post-threshold searching step, which influences the performance of one-stage WSOL methods. Finally, we also used the recently released localization mask on CUB-200 test set to evaluate the performance of our B-CAM with the peak intersection over union (pIoU) and pixel average precision (PxAP) [18] score. Table III shows that the improvement of our B-CAM is still remarkable when evaluated with the fine-grained pixel-level mask, indicating the effectiveness of our B-CAM in suppressing the background activations.

Except for those re-implemented methods, we also compared our B-CAM with some other state-of-the-art WSOL methods on the CUB-200 dataset in Table II with their reported localization metrics. It can be seen that our method outperforms all those methods in MBA 50% and MBA Mean localization scores, indicating the satisfactory performance of our B-CAM in localizing objects. Only the Top-1 50% localization score is a bit lower than LCTR [30] and FAM [37], which adopt the visual transformer as the backbone or assist classification by class-agnostic localization map. However, compared with these two methods, our B-CAM is completely based on CNN structure and can generate class-specific localization results, making our method easy to train and can be used for multi-object localization tasks.

To qualitatively represent the performance of the WSOL methods, the localization maps and bounding boxes with optimal thresholds are visualized in Fig. 5. It can be seen that SPG [14] and ACOL [11] seriously suffer from the excessive activation of the background locations, especially for the objects with object-related background (woodpecker/trunk). This is because these two methods both affirm the locations with high activation (may contain object-related background) belong to the object parts. Though the methods that adopt random-erasing augmentation (HAS [10], ADL [12], CutMix [13]) can better catch object parts than CAM [4], they cannot effectively suppress the activation of the background locations, especially near object boundaries. This makes the localization map generated by these methods still larger than the real objects. Compared with those methods, our B-CAM can activate more object parts and avoid excessive

---

**TABLE I**

RESULTS OF WSOL METHODS ON CUB-200 TEST SET

| Method | Top-1 70% | Top-1 Localization Score | Top-1 50% | Top-1 30% | Top-1 Mean | MBA 70% | MBA Localization Score | MBA 50% | MBA 30% | MBA Mean | Complexity |
|--------|-----------|--------------------------|-----------|-----------|-----------|---------|------------------------|---------|---------|---------|-------------|
| CAM    | 15.38 ± 0.22 | 53.95 ± 0.37 | 69.05 ± 0.33 | 46.12 ± 0.27 |           |          | 20.27 ± 0.24 | 72.90 ± 0.26 | 95.61 ± 0.12 | 62.92 ± 0.15 | 19.13G | 23.92M |
| HAS    | 21.46 ± 0.52 | 56.45 ± 0.46 | 70.16 ± 0.40 | 49.36 ± 0.34 |           |          | 27.74 ± 0.60 | 74.33 ± 0.91 | 94.33 ± 0.23 | 65.47 ± 0.48 | 19.13G | 23.92M |
| ACOL   | 16.19 ± 0.54 | 53.31 ± 0.76 | 66.81 ± 0.50 | 45.43 ± 0.41 |           |          | 21.97 ± 0.92 | 74.83 ± 1.04 | 96.53 ± 0.32 | 64.45 ± 0.68 | 63.85G | 80.55M |
| ADL    | 11.68 ± 2.49 | 48.52 ± 2.42 | 65.53 ± 2.71 | 41.91 ± 2.74 |           |          | 16.36 ± 1.72 | 67.50 ± 1.79 | 94.61 ± 0.58 | 59.49 ± 0.56 | 19.13G | 23.92M |
| SPC    | 13.51 ± 2.05 | 55.20 ± 2.49 | 76.03 ± 3.31 | 48.29 ± 2.98 |           |          | 16.80 ± 1.94 | 65.97 ± 0.52 | 93.22 ± 0.20 | 58.63 ± 0.23 | 56.45G | 61.67M |
| CutMix | 17.38 ± 0.28 | 58.18 ± 0.24 | 71.91 ± 0.20 | 45.49 ± 0.17 |           |          | 21.86 ± 0.36 | 72.20 ± 0.36 | 94.90 ± 0.11 | 62.99 ± 0.22 | 19.13G | 23.92M |
| Ours$^c$ | 43.52 ± 0.12 | 67.32 ± 0.10 | 74.15 ± 0.20 | 61.56 ± 0.67 |           |          | 55.20 ± 1.26 | 87.58 ± 1.10 | 97.78 ± 1.08 | 80.20 ± 1.45 | 19.45G | 21.73M |
| Ours$^m$ | 46.20 ± 1.79 | 70.80 ± 1.69 | 77.22 ± 0.19 | 64.74 ± 0.83 |           |          | 57.99 ± 2.32 | 90.10 ± 0.79 | 98.87 ± 1.07 | 82.32 ± 1.00 | 19.45G | 21.74M |

* "MBA 50%" is also called "GT-Known Loc" [12], considering whether the IoU between the estimated box and the ground-truth box is higher than 50%.

* "Top-1 50%" is also called "Top-1 Loc" [12], considering whether the classification results and "MBA 50%" are both correct.

The bold values with an underlined style mean the best and values with only a bold style mean the second best.

**TABLE II**

COMPARING WITH SOTA METHODS ON THE CUB-200 TEST SET

| Backbone | Top-1 50% MBA | MBA Mean | Complexity |
|----------|--------------|----------|-------------|
| CAM      | 49.45        | 67.03    | -           |
| ICNet    | 55.99        | -        | -           |
| MEIL     | 57.46        | -        | -           |
| UPSP     | 53.59        | 72.14    | -           |
| GCNet    | 63.24        | 81.10    | -           |
| ORNet    | 67.64        | 86.20    | -           |
| ACOL     | 45.92        | -        | -           |
| CCAM     | 52.40        | -        | -           |
| CSOA     | 62.31        | -        | -           |
| TS-CAM   | 71.30        | 87.80    | -           |
| LCTR     | 79.20        | 89.90    | 71.85       |
| PSOL     | 66.17        | -        | -           |
| SITL     | 90.70        | -        | -           |
| E-CAM   | 59.10        | 90.30    | 79.40       |
| FAM      | 73.74        | 85.73    | -           |
| CutMix   | 54.81        | -        | -           |
| ADL      | 62.29        | -        | -           |
| PAS      | 59.53        | 77.58    | -           |
| ICILCA   | 56.10        | 72.79    | 63.20       |
| DGL      | 61.72        | 74.65    | -           |
| CAAM     | 64.70        | 77.35    | -           |
| IVR      | 71.23        | -        | -           |
| E$^2$Net | 65.10        | 78.30    | -           |
| Ours$^c$ | 70.60        | 89.33    | 81.67       |
| Ours$^m$ | 71.41        | 90.83    | 82.90       |

* "bold underline" indicates the best and "bold" indicate the second best.

* "S" indicates the method generates the class-agnostic localization map.

* "M" indicates the method needs multi training stages.

* "T" indicates the method needs thresholding to generate localization mask.

The bold values with an underlined style mean the best and values with only a bold style mean the second best.
Fig. 5. Visualizations of the object localization scores and predicted bounding boxes of WSOL methods on the CUB-200, ILSVRC and OpenImage datasets. The ground truth bounding boxes/object boundaries are noted in blue color, while the predicted bounding boxes/object boundaries are noted in red. Note that the bounding boxes and localization masks with the highest IoU among all thresholds are visualized for each method in these figures.
background activation, which is beneficial from our awareness of background cues. Thus, the localization boxes generated by our B-CAM have higher IoU than others.

B. Single Object Localization With Noisy Label

ILSVRC Dataset: Experiments on object localization with label noise were conducted on the large-scale ILSVRC dataset [56], containing 1.3 million images of 1000 classes. Though images in the ILSVRC dataset may contain objects of multi-classes [62], only the single-class label is provided, where just the most conspicuous object is annotated. For example, the image with both “person” and “bird” are only labeled as “person”. For the ILSVRC dataset, 50,000 images with bounding box annotations were used to calculate Top-1 50%, MBA 50%, and MBA mean scores for evaluation. The rest images serve as the training set to train WSOL methods with the noise image-level annotations.

In the training process of ILSVRC, we set \( M = 100, \lambda_1 = 1, \lambda_2 = \lambda_3 = 0.2, \) and \( \lambda_4 = 0.4 \). We also adopted the soft multi-class label on top-5 predictions [63] to reduce the side-effect caused by the label noise when deriving the label of the object image-level feature \( z^o \). \( 1e-5 \) was set as the learning rate to train our B-CAM for 3 epochs. The settings of the feature extractor, data pre-processing, and SGD optimizer were the same as the settings of the CUB-200 dataset.

Table IV shows the performance of our proposed B-CAM and other WSOL methods on ILSVRC datasets. Even though the label noise takes side effects when deriving the label of image-level features with SSE, our B-CAM still outperforms the majority of one-stage methods on this challenged benchmark and effectively solves the dependency of the post-thresholding. In addition, compared with the multi-stage WSSS method such as SLT [9], our B-CAM is lightweight for training and can generate pixel-level localization masks to support downstream weakly supervised semantic segmentation task. Fig. 5 also visualized the quality of localization results of our approach on the ILSVRC dataset. The localization results of our B-CAM are more fining and cover more object locations, which contributes to our higher localization performance.

OpenImages Dataset: Except for the ILSVRC dataset, experiments were also conducted on the OpenImages WSOL dataset [18], [64], whose image-level annotations also contain label noise. This dataset contains 37,319 images of 100 classes, where 2,9819, 2,500, and 5,000 images serve as the training, validation, and test set, respectively. Unlike CUB-200 and ILSVRC datasets, the OpenImages WSOL dataset provides pixel-level object binary masks with the single-class image-level annotation for validating WSOL in a more fine-grained way.

IoU between the pixel-level ground truth and predicted binary mask was used to quantitatively evaluate the WSOL methods for the OpenImages dataset, where the predicted binary mask can be obtained by thresholding the localization map generated by the WSOL methods with parameter \( r \in (0, 1) \). The pIoU [18] and PxAP [18] were adopted as the metric to evaluate the performance of WSOL methods based on the pixel-level ground truth.

In the training process, \( M = 80, \lambda_1 = \lambda_3 = \lambda_4 = 1 \) and \( \lambda_2 = 0.5 \) were set, and our B-CAM was trained for total 10 epochs. The learning rate was set as \( 1.7e-4 \), which was divided by 10 every 3 epoch. The settings of the feature extractor, data pre-processing, and SGD optimizer were the same as the settings of the CUB-200 dataset.

Corresponding results are given in Fig. 6. It shows that the peak of our localization map (Ours\(^p\)) is the highest among all the WSOL methods. Though our binary mask (Ours\(^m\)) has a relatively lower peak than our localization map (Ours\(^p\)), it is still higher than all other WSOL methods and avoids the post-threshold searching step. Moreover, the precision-recall (P-R) curves of the localization maps were plotted based on the precision/recall pairs of different background thresholding scales for evaluation. The P-R curve of our B-CAM is closer to the top right corner, indicating the effectiveness of locating objects. Table III also gives the threshold-free metric pIoU and PxAP metrics of the WSOL methods. Our method obtains the maximal improvement over the original CAM among all WSOL methods, achieving 1.36 higher pIoU and 1.27 higher PxAP on the test set. Note that we cannot calculate the PxAP (area under the P-R curve) of our binary masks whose P-R curve degrades into a dot because of its insensitivity to the thresholds. Finally, the qualitative comparisons are also visualized in Fig. 5. The localization results generated by our B-CAM also have better localization performance, less contaminated by object-related background locations (such as “water” for “surfboard”) due to our awareness of background cues.

Influence of Label Noise: To better indicate the influence of noise labels for our B-CAM, Fig. 7 gives an example of the
### TABLE IV
Comparing With SOTA Methods on the ILSVRC Validation Set

| Method | Backbone | Top-1 50% M | MBA 50% M | MBA Mean | AM T |
|--------|----------|-------------|-----------|---------|------|
| PSOL [7] | RES | - | 63.44 | - | ✓ ✓ |
| SLT [9] | RES | - | 64.56 | - | ✓ ✓ |
| FAM [37] | RES | - | 65.72 | - | ✓ ✓ |
| CAM [11] | RES | - | 65.39 | - | ✓ ✓ |
| ACOL [11] | RES | - | 63.90 | - | ✓ ✓ |
| ADL [12] | RES | - | 64.49 | - | ✓ ✓ |
| SPE [14] | RES | - | 64.99 | - | ✓ ✓ |
| CutMix* [13] | RES | - | 65.22 | - | ✓ ✓ |
| PAS [19] | RES | - | 63.42 | - | ✓ ✓ |
| ICLCA [23] | RES | - | 63.22 | - | ✓ ✓ |
| DGL [60] | RES | - | 66.52 | - | ✓ ✓ |
| CAAM [16] | RES | - | 67.88 | - | ✓ ✓ |
| IVR [61] | RES | - | 64.93 | - | ✓ ✓ |
| E3Net [22] | RES | - | 63.25 | - | ✓ ✓ |
| Ours' [62] | RES | 53.29 | 66.84 | 65.24 | ✓ |
| Ours [63] | RES | 53.76 | 66.75 | 65.05 | ✓ |

The bold values with an underlined style mean the best and values with only a bold style mean the second best.

![Fig. 7. An Example of the noise-labeled image in the ILSVRC dataset.](image)

noise-labeled image in the ILSVRC dataset, where the image with both “dolphin” and “person” are only labeled as “dolphin”. Under such case, our MEA aggregates parts of both “person” and “dolphin” as the object feature $z_0$. However, due to the label noise, our B-CAM assumes that $z_0$ is the negative sample of “person” for the object classification task based on our Property 1. Correspondingly for Property 3, our B-CAM also assumes that $z_0$ is the positive sample of “person” for the background classification task. Under these supervisions, MEA may tend to catch less part of “person”, and SSE will be contaminated in discerning both foreground and background of “person”. Thus, in this situation, the improvement of our B-CAM is not as apparent as on the dataset with clean annotations.

For further analyzing the effect of label noise, we artificially added noisy labels into the clean CUB-200 dataset by replacing an image patch with the object part of another image. Under this setting, those images also contain objects that are not annotated by the image-level label. Correspondingly for Property 3, our B-CAM also assumes that $z_0$ is the positive sample of “person” for the background classification task. Under these supervisions, MEA may tend to catch less part of “person”, and SSE will be contaminated in discerning both foreground and background of “person”. Thus, in this situation, the improvement of our B-CAM is not as apparent as on the dataset with clean annotations.

For further analyzing the effect of label noise, we artificially added noisy labels into the clean CUB-200 dataset by replacing an image patch with the object part of another image. Under this setting, those images also contain objects that are not annotated by the image-level label. Correspondingly for Property 3, our B-CAM also assumes that $z_0$ is the positive sample of “person” for the background classification task. Under these supervisions, MEA may tend to catch less part of “person”, and SSE will be contaminated in discerning both foreground and background of “person”. Thus, in this situation, the improvement of our B-CAM is not as apparent as on the dataset with clean annotations.

C. Multiple Object Localization

The multi-object localization dataset VOC2012 was also used to evaluate the proposed B-CAM, where all the objects with different classes are annotated for a certain image. The VOC2012 dataset [65] contains 14,978 images of 20 classes, where 10,582 images are annotated by SBD [66]. Unlike the CUB-200, ILSVRC, and OpenImages datasets, the annotation of the VOC2012 dataset gives the multi-class image annotation, i.e., annotating all the objects that exist in an image. The pIoU metric and its corresponding sensitivity (SE), precision (PR), and specificity (SP) were used to evaluate the performance.

ResNet38 [67] was used as the feature extractor for this dataset to guarantee fair comparison with the existing method [3]. In the training process, input images were first randomly resized into range (448, 768), and then cropped into 448 × 448 followed by a color jittering operation to form batches of 8 images. The hyperparameters were set as $M = 20$ and $\lambda_1 = \lambda_2 = \lambda_3 = \lambda_4 = 1$. SGD optimizer with weight decay $1e-5$ and momentum 0.9 was used to train the WSOL models for a total of 8 epochs. The initial learning rate was set as 0.01, which was delayed by the poly strategy.

Results of our B-CAM and other WSOL methods including CAM [4], ACOL [11], HAS [10], and SEAM [3] are shown in Table V. It shows that those object localization methods cannot effectively improve the original CAM on the VOC2012 dataset that contains multi-objects in an image. However, our B-CAM can improve the performance to a great extent (7.16% higher mIoU for the validation set), owing to our background awareness. Moreover, compared with the class-agnostic post-thresholding used by other WSOL methods, our background classifier can also generate the background score for each class, which is more reasonable for multi-object localization. So our

![Fig. 8. Results with different noisy label rates on CUB-200 dataset.](image)

### TABLE V
Metric of WSOL Methods on VOC2012 Dataset

| Method | Official Train Set | Official Validation Set |
|--------|--------------------|------------------------|
|       | pIoU SE PR SP       | pIoU SE PR SP          |
| CAM    | 45.43 43.53 35.64 37.71 | 46.60 43.67 56.30 33.15 |
| HAS    | 45.14 43.50 35.52 33.79 | 46.32 43.72 56.02 33.26 |
| ACOL   | 45.28 42.71 35.51 33.97 | 46.60 42.92 56.08 32.57 |
| SEAM   | 49.68 51.09 42.91 41.13 | 51.78 52.01 64.10 40.86 |
| Ours'  | 52.69 56.18 69.91 51.17 | 54.51 56.38 70.49 50.96 |
| Ours   | 52.64 56.08 69.52 50.75 | 54.43 56.26 70.09 50.51 |

The bold values with an underlined style mean the best and values with only a bold style mean the second best.
binary masks (Ours superscript) even have a higher mIoU than localization scores (Ours). We also exhibit the performance of the 20 classes on the VOC2012 dataset in Table VI, where our B-CAM obtains better performance nearly on all the categories, especially for the categories with an object-related background (20.90% IoU higher for “plane”, 14.4% higher IoU for “train” and 13.8% higher for “boat”). Moreover, for the background class, our B-CAM also has a much larger improvement (10.56% higher IoU), indicating the effectiveness of our B-CAM for suppressing background activations.

Finally, the localization maps of those methods are visualized in Fig. 9, where the masks are selected by the ones with the highest mIoU among all background thresholds. It shows that all other methods face excessive activation on the background locations, especially the object-related background (water locations for the boat image). Moreover, when facing images with multi-objects, the localization maps of SEAM are also contaminated by those classes. For example, the locations of the cat/person (the second/third images) also have high activation on the localization map of the person/cow. Our B-CAM can avoid this problem because the background cues of each class can be perceived.

D. Discussions

Ablation Studies: Ablation studies were also conducted, where the effectiveness of all the parts of our B-CAM are explored with four different settings: 1) Ours 1 only used our object aggregator (OA) to replace the original GAP-based aggregator of CAM; 2) Ours 2 further added the background aggregator (BA) that helps to train an additional background classifier (BC); 3) Ours 3 used the complete SSE that added the staggered path (SP) for generating sβ upon Ours 2 to suppress the background activation. 4) Ours 4 further adopted the gradient-based localization map generation (Grad) to engage the whole MEA in the inference. All models contained the object classifier and adopted the same initialization weights for the common parts.

Table VII shows the results of these B-CAMs. It illustrates that instead of enhancing the performance, only using OA (Ours 1) even drops the performance compared with the baseline. This is because in such a condition, the object feature is only coarsely formed by OA without any restrictions, which may undesirably contain excessive background or missing object parts. When adding BA and BC (Ours 2), additional restrictions can be added to ensure that the image-level object feature is not classified into the background, which enhances the purity of the object feature. Thus the quality of our localization map raises about 3.27% in Top-1. Next, when adopting the complete SSE, sβ can help to suppress the background activation on the localization map (Ours 3) by the second term of SC loss, which brings an 8.76% improvement over Ours 2, when directly evaluating the binary mask (Ours 4), the supervised thresholding can be removed with only a 1.25% drop in Top-1. Finally, when engaging our MEA for inference by utilizing the gradient-based map generation, the performance reaches the best, i.e., 64.65 and 81.67 for Top-1 Mean and MBA Mean, respectively.

Generalization for Different Backbones: Besides adopting ResNet50 as the extractor, InceptionV3 [49] and VGG16 [50] structure were also used as the feature extractor. We also compared the performance under these backbones with other WSOL methods to illustrate the generalization of our B-CAM. Corresponding results are given in Table VIII, which is in accordance with ResNet50. Specifically, when adopting InceptionV3 as the extractor, our B-CAM achieves 56.68 mean MBA metric, 5.86 higher than the baseline methods. As for VGG16, the improvement is also remarkable, i.e., about 8.13 improvement compared with the baseline for MBA Mean metric. These show the effectiveness of our B-CAM to generalize for different network structures. Note that implementation details and qualitative results of our B-CAM with these backbones are also given in Appendix 2.2, available online.
Effectiveness of the Background Classifier: We evaluated our background localization score on the CUB-200 and OpenImages datasets to verify our background classifier. Specifically, different thresholds are adopted for the background localization score to generate the background localization mask. Then, for an image with class $k$, we use $1 - Y_k$ as the ground truth of the background localization task to calculate the pIoU and PxAP metrics that evaluate our background localization score. Corresponding scores are given in Table IX, where the background localization maps of our B-CAM obtain satisfactory scores on these datasets. This indicates the effectiveness of our background classifier.

Fig. 9. Visualizations of the localization scores of WSOL methods on the VOC2012 dataset. The ground truth object boundaries are noted in blue color, while the predicted bounding object boundaries are noted in red.
Fig. 10. Visualizations for the intermediate results of our B-CAM, from left to right are the background localization prior $A^b$, the object localization prior $A^o$, the background localization score $B$, the object localization score $S$, the edge map of the predicted mask $Y^*$ and ground truth $Y$. 

| Dataset        | Localization Priors | Localization Scores | Localization Mask |
|----------------|----------------------|---------------------|-------------------|
| CUB-200 Dataset| ![Visualizations](image1) | ![Visualizations](image2) | ![Visualizations](image3) |
| OpenImages Dataset | ![Visualizations](image4) | ![Visualizations](image5) | ![Visualizations](image6) |
| ILSVRC Dataset | ![Visualizations](image7) | ![Visualizations](image8) | ![Visualizations](image9) |
| VOC-2012 Dataset | ![Visualizations](image10) | ![Visualizations](image11) | ![Visualizations](image12) |
Upper-bound Performance: To confirm that our better localization map is not attributed to calibration dependency [18], we also explored the upper-bound performance for our B-CAM and other WSOL methods. Specifically, we searched the optimal image-scale (OIS) threshold to generate the binary mask based on the localization map for evaluation. Table X shows the scores of our B-CAM and other one-stage WSOL methods. Owing to suppressing the activation on background locations, our B-CAM still outperforms other methods to a great extent. This guarantees the effectiveness of our B-CAM in improving the upper-bound quality of the localization map. In addition, it is also worth noting that simply adopting the OIS can obviously improve their performance, e.g., MPA 50% of the CAM with OIS threshold is 94.97, which is already higher than all SOTAs. This indicates that there is still much potential for enhancing WSOL performance by exploring how to generate background scores under image-level supervision better.

Visual Interpretability: Intermediate results are visualized in Fig. 10 to provide visual interpretability of our B-CAM, including the localization priors \( A^a \), \( A^b \) and the localization scores \( S, B \). The localization priors are visualized by their mean strength. Specifically, the localization priors efficiently capture some representative background/object locations, which are then used to fuse the two aggregation features to represent pure-background and object samples. Then, the object classifier, trained based on these two aggregation features, can generate better localization maps with less background activation. Moreover, our background classifier can also generate precise background localization, assisting the decision of the final binary masks and bounding boxes. Though the boundary adherence is not good enough due to the weakly supervised manner, our localization map still capture most of the object parts in images.

V. CONCLUSION

This article proposes the B-CAM to improve WSOL methods by supplementing background awareness, which not only suppresses the excessive activation on background location but eliminates the need for threshold searching step. Experiments on four different types of WSOL benchmarks indicate the effectiveness of our proposed approach. Future works will extend the proposed B-CAM into the downstream localization tasks and some specific fields, such as lesion localization of medical images.
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