Biomimicry, adapting and implementing nature’s designs provides an adequate first-order solution to achieving superior mechanical properties. However, the design space is too vast even using biomimetic designs as prototypes for optimization. Here, we propose a new approach to design hierarchical materials using machine learning, trained with a database of hundreds of thousands of structures from finite element analysis, together with a self-learning algorithm for discovering high-performing materials where inferior designs are phased out for superior candidates. Results show that our approach can create microstructural patterns that lead to tougher and stronger materials, which are validated through additive manufacturing and testing. We further show that machine learning can be used as an alternative method of coarse-graining – analyzing and designing materials without the use of full microstructural data. This novel paradigm of smart additive manufacturing can aid in the discovery and fabrication of new material designs boasting orders of magnitude increase in computational efficacy over conventional methods.

Introduction

The natural world contains an arsenal of materials with mechanical properties ranging across a broad spectrum of toughness and strength. Yet, virtually none of the basic building blocks in nature are monolithically tough or strong. This surprising insight is reconciled by examining the microscopic composition of natural materials. These emergent superior properties are encoded in the intricate and sophisticated hierarchical structures of natural materials.1–3 Motivated by such insights from nature, much research has been devoted to deconstructing the engineering rationales embedded in natural materials, aptly referred to as biomimicry.3–5 Superior mechanical properties and hierarchy in natural materials come at a cost, however, because the requisite microstructures consist of assemblages of sophisticated geometries. The progress of three-dimensional (3D)-printing enables researchers to recreate and emulate complex structures, facilitating novel fabrication techniques boasting higher resolution and more precise control when compared to traditional synthetic engineering methods.6–13 Many research groups have harnessed the power of 3D-printing to print hierarchical structures, such as auxetic materials, characterized by negative Poisson’s ratio, and lightweight cellular materials.14–17

Biomimicry offers a first-order, static approximation to replicating natural materials. Species, on the other hand, are constantly evolving and optimizing the architectures of biomaterials that
constitute their anatomies, subject to their continued survival. Of more practical interest is surpassing biomimetic prototypes, in terms of mechanical properties, and more readily adapting these structures for engineering applications over an extremely condensed time horizon compared to the millennia of evolution in nature. This is done in practice by augmenting biomimicry using optimization with application-specific objective functions.\textsuperscript{18–22} Optimization, however, does not come without high computational expense as the necessary design space to be considered is vast. Specifically, there are many potential structures that can be arranged in numerous ways over various length scales, and so the number of possible configurations rapidly approaches astronomical values.

Machine learning (ML), a branch of artificial intelligence for discerning patterns from complex data sets, has proven to be a valuable method in various fields of research over the past few decades.\textsuperscript{23} ML algorithms have found great utility in several applications including, but certainly not limited to, image and speech recognition, spam detection, and drug discovery, as well as search engines.\textsuperscript{24–30} Recently, ML techniques have been utilized in the search for new materials, exploring different material properties such as elasticity, plasticity, fatigue life, wear performance, and buckling.\textsuperscript{31–36} While these studies demonstrate possible applications of using ML in materials design, they were mostly focused on using ML models to predict properties of materials or structures rather than designing new materials with desired properties. Furthermore, very little validation of such ML approaches has been done with experimental analysis.

In this work, we aim to study hierarchical structures like those found in nature and to accelerate the evolutionary process occurring in natural materials using ML. In a way, the natural process of evolution is cast into a computational framework under the guise of ML to study bioinspired hierarchical structures. Natural materials, which must survive with the material constituents available in their surroundings, instigate novel material response without introducing new materials by leveraging hierarchical assemblies. Nature makes do with what is at hand. Similarly, we aim to create better materials by building hierarchical structures made up of various symmetric and asymmetric unit cells. Convolutional neural networks (CNN) are employed to predict composite material properties and show that our ML model can generate high-performance designs with much better material properties than those of the training data. CNN allows us to study a hierarchical system without complete characterization of its microstructure, accelerating the material property prediction process. Our ML-predicted designs are validated through 3D-printing and testing. Thus, we propose a new ML-based paradigm of smart additive manufacturing, while demonstrating its capabilities of discovering new material designs with orders-of-magnitude speedup compared to conventional methods.

Results and discussion

Hierarchical design of systems

The prototypical model used is a composite system with a distinct set of unit cells. This composite structure departs from the conventional fiber/play arrangement since nature, at sufficiently small length scales, is comprised of a limited set of soft and stiff building blocks. A similarly constrained suite of unit cell configurations is considered, as shown in Fig. 1a. The building blocks of unit cells are made up of stiff (pink color) and soft (black color) materials. The unit cells are constructed to achieve symmetric and asymmetric mechanical behavior, which is determined by their stiffness in the two in-plane directions (i.e., $x$ and $y$-directions). For the unit cell 1 (U1), the stiffness in the $x$-direction is lower than that in the $y$-direction (i.e., $E_{xx} < E_{yy}$). For the unit cell 2 (U2), the stiffness in the two in-plane directions is the same (i.e., $E_{yy} = E_{xx}$) due to the symmetric geometry. For the unit cell 3 (U3), the geometry is 90-degrees rotated from that of U1, and thus the stiffness in the $x$-direction is higher than that in the $y$-direction (i.e., $E_{yy} > E_{xy}$). The boundaries of all unit cells satisfy continuity, by which each type (i.e., stiff and soft) of element in one unit cell is connected to the same type of elements in adjoining unit cells when they are assembled. This continuity is satisfied by a specific design of interlocking edges, which allows for smooth load transfer between the unit cells. Additionally, each soft element is connected to no more than two stiff elements to prevent stress concentration. Fig. 1b depicts the orthogonal stiffness ratios of each unit cell (composed of 324 building blocks) as a function of the modulus ratios of the building blocks (soft to stiff) plotted on a log-log scale. The three unit cells exhibit different responses due to their geometrical configurations, as shown in Fig. 1a. Furthermore, the degree of isotropy can be tuned by changing the stiffness ratio of building blocks. These unit cells are assembled to create the entire microstructure (Fig. 1c), where different colors are used to signify the different unit cells (U1: blue, U2: orange, U3: yellow).

Training and validation process

Inspired by biological neurons, the development of convolutional neural networks (CNN) provides an alternative to the stochastic process of evolution in a form that can be encapsulated in a parallel computing environment. CNN is adopted in our ML model to predict mechanical properties of a hierarchical composites system where the data matrix of 1, 2, 3’s, enumerating the unit cells (Fig. 1c), is taken as an input to the ML model. A total of 100,000 random microstructures are generated as the training data (80,000) and testing data (20,000), which correspond to $5.4 \times 10^{-9}\%$ of all the possible combinations of three unit cells on an 8 by 8 lattice after taking symmetry into consideration. Those microstructures are subjected to tension in the $x$-direction and have an edge crack with initial length equal to 25% of the sample edge length. Their mechanical properties are calculated using finite element method (FEM) and considered as the ground truth. We aim to optimize the toughness of the hierarchical composite system, with details defined in ESI.\textsuperscript{†} Even with less than $10^{-8}\%$ of the entire design space information available, the agreements between the FEM results and the ML-predicted toughness (Fig. 1d), and the FEM ranking and the ML-predicted ranking (Fig. 1e) are excellent. Note that the toughness value in Fig. 1d is scaled within a range of...
of 0 to 100 (unitless value). All points lie very close to the line of $y = x$, as shown in Fig. 1e, signifying high accuracy in the ML model. Additionally, the normalized root-mean-square deviation (NRMSD) values of the training data and testing data for the normalized toughness are very close (i.e., NRMSD = 0.2978 for the training data and NRMSD = 0.4926 for the testing data), showing that the ML model has, indeed, learned the patterns from the training data, and there is no overfitting problem. Moreover, even with incomplete geometry information (i.e., only the unit cell numbers), the ML model can accurately predict the mechanical properties of the microstructures.

High performing designs predicted by ML model

Fig. 2a shows the comparison of the training data and the high-performance designs identified by the ML model using a self-learning-based sampling method (discussed in ESI†) in the coordinate space of strength and toughness alone. To assess the performance of the ML model as a function of training time, we show two sets of designs: one is trained for 1000 loops only and another one is trained for 1 000 000 loops. Most of the training data reside in the lower toughness and strength range, whereas most of the designs obtained by the ML models lie in the higher toughness and strength range. The designs from the ML model with a shorter training time (i.e., 1000 loops) have some overlap with the training data, while the designs from the ML model with a longer training time (i.e., 1 000 000 loops) do not, showing that with more training loops, better designs can be obtained. The fact that the ML outputs reside outside of the range of the training data set indicates that the ML models have indeed learned the patterns of the top performing designs, even when only trained for 1000 loops. In this work, toughness ratio and strength ratio are defined as the toughness and strength values normalized by the highest toughness and strength value in the training data. The mean value of toughness ratio of the designs obtained from the ML model with 1 000 000 loops is approximately 13 times higher than the average value of the training data. Results for modulus ratio vs. toughness ratio are shown in Fig. S1 (ESI†), where modulus ratio is defined as the modulus normalized by the highest modulus value in the training data.

Fig. 2b shows that the toughness ratio, which is a function of training loops, starts to converge as training loops increase for minimum, mean, and maximum values. Two partitions, A and B, emerge as distinct regions in Fig. 2a and warrant further study of the geometrical patterns in those regions. Partition A contains the lowest performing designs from the training set and partition B contains the highest performing designs from the ML outputs. The partition A designs exhibit a strip of U1 unit...
cells (blue color in Fig. 2c) situated at the crack tip, which indicates that low performing designs cannot sustain tension load applied in the x-direction. Having U1 unit cells all along the crack tip is equivalent to placing a strip of soft, compliant material in that location, accounting for the weak performance of the partition A designs. As for the partition B designs, there are three key zones, [1 – at the crack tip]: there exists a band of U2 unit cells (orange color in Fig. 2) for all the top three designs to spread out the stress equally and have less preferred direction of damage, [2 – in the wake of the crack]: there are many U1 unit cells (blue color in Fig. 2c) which act to alleviate the stress around the crack tip, and [3 – around the crack tip]: there are patches of U3 unit cells (yellow color in Fig. 2c) to negate the loss of stiffness due to the presence of the crack. The strain distributions for each corresponding design from the partitions A and B are shown in Fig. 2c. It can be noted that the strain concentration at the crack tip for the lowest-performing designs is not evident in the highest-performing designs. Thus, the ML-generated designs exhibit a more disperse strain field, allowing for greater energy dissipation.

Patterns discovered from high-performing designs

Geometrical elemental representation of the probability of a specific unit cell showing up in the top 100 designs identified by the ML model is shown in Fig. 3. For U1, U2, and U3 unit cells, there is an apparent pattern of locations where they have the most positive effect on the top designs, which further validates the patterns discussed in the previous paragraph. A critical question is how important each type of unit cell is and whether this constructed suite of U1, U2, and U3 unit cells maximizes effective composite material properties. Fig. 3 shows a plot counting the number of times each unit cell appears in designs generated by the ML model as a function of effective composite toughness modulus. It can be seen that all three types of unit cells are equally important when it comes to designing tougher materials, as there needs to be a collection of the three unit cells with different isotropic or anisotropic properties and that cannot be achieved using only one or two types of unit cells. This is consistent with different natural materials whose microstructures consist of distinct unit cells. Neural networks can mimic the evolutionary approach of nature using efficient parallel computing, leading us in the direction of tougher microstructural patterns.

Additive manufacturing and tensile testing experiments

To evaluate the performance of the ML-generated designs, the best design identified by the ML model (denoted as ML-opt) is
3D-printed and its performance is measured from the stress-strain curve obtained from the tensile experiment (Fig. 4a). The details of the additive manufacturing and testing component are discussed in ESI.† The result is compared to homogeneous samples of the soft and stiff materials and other benchmark designs. One of the benchmark designs is the lowest-toughness design generated by the ML model, denoted as ML-min. The ML approach allows for optimizing with the objective to minimize toughness. From this optimization, the ML-min design can also shed some light on how to make a hierarchical composite weak. The ML-min design shows that a strip of compliant unit cells in the x-direction (U1) at the crack tip will diminish toughness. Another benchmark design is the best design in the training data, denoted as Train-max. The 3D-printed samples of ML-opt, ML-min, and Train-max are shown in Fig. 4a. The strain fields of the ML-opt sample (top) and the ML-min sample (bottom) obtained from digital image correlation are shown in Fig. 4b. The strain field of the ML-opt sample is more uniform and distributed compared to that of the ML-min sample, which has a high strain concentration at the crack tip. This shows that the optimized design can store more elastic energy before it breaks and that the ML model has learned the patterns that lead to high and low toughness scores, respectively.

Fig. 3 Patterns observed from ML designs for U1, U2, U3. (a–c) Histograms of unit cell counts in designs output from the ML model as a function of effective composite toughness ratio show that all types of unit cells are essential for designing tougher materials (left). Toughness ratio is the toughness normalized by the highest training data toughness value. Geometrical elemental representation of the probability for a specific unit cell showing up in the top 100 designs obtained from ML reveals patterns in designs (right). This shows the essential unit cell for each element position. For all unit cells, there are probabilities close to 1, which signifies that almost all top designs had those specific unit cells in those element positions.
In this work, toughness is defined as the area underneath the stress–strain curve. Strength is defined as the failure stress of the sample obtained from the stress–strain curve. Fig. 4c shows the values with error bars for toughness and strength of different designs. The results show that the ML-designed optimal hierarchical composite is approximately 25 times tougher than the stiff material and approximately 40 times tougher than the soft material. Additionally, the ML-opt design is approximately 2 times stronger than the stiff material and greater than 100 times stronger than the soft material. The ML-opt design is also approximately 4 times tougher than the Train-max design, which shows that the ML model can learn from the training data and generate better designs significantly stronger and tougher than the training data. It can also be seen in Fig. 4c that the ML-min design has the lowest toughness of all the other tested samples, showing the efficacy in minimizing toughness using ML; the ML approach can generate designs across a broad spectrum of toughness. This approach demonstrates the merits of a machine learning-driven design combined with additive manufacturing for printing high-performance functional materials.

Discussion

In terms of computational cost, calculating the mechanical properties of the 100 000 microstructures using FEM took approximately 5 days. As for our ML approach, the training process took from 30 seconds to 10 hours (for 1000 to 1 000 000 loops), and the predictive phase took less than a minute to solve for the same amount of data. Once the training process is finished, the predictive phase is used to screen billions of designs in hours, which for FEM would take years to solve. Furthermore, we show that ML can be used as an alternative method of coarse-graining in the context of materials design since the inputs to the ML model do not consist of the full microstructural design, but rather just the unit cell types. The coarse-graining is realized by condensing a collection of building blocks into a single unit cell – significantly reducing the number of weights needed in our ML model. Thus, we propose a new ML-based paradigm of smart additive manufacturing, while demonstrating its capabilities in discovering new material designs boasting orders-of-magnitude increases in speed compared with conventional methods. We want to make a note here that additive manufacturing and testing is used as a proof-of-concept and not as a quantitative comparison with our FEM results, but as a qualitative comparison. This is due to the simplifications used in our simulations (discussed in ESI†) to balance computational costs. Additionally, instead of using the exact mechanical properties of the 3D-printing materials in our FEM model, we aim to highlight a simplified material model where one material is stiff and the other material is soft. Future work can use more rigorous finite element models to achieve quantitative comparisons. This method of using ML and additive manufacturing to design and fabricate materials can be applied to a broad range of materials to
study any property. For example, materials of interest can be ceramics, metals, or polymers and the desired properties could be thermal, electrical, or mechanical. This framework will find applications in tissue engineering, drug delivery, and a multitude of other new materials design search endeavors.

Conclusions

In this paper, a new approach to designing hierarchical materials using machine learning and finite element analysis is proposed. Results show that our model can accurately predict mechanical properties of hierarchical systems and generate new microstructural patterns that lead to tougher and stronger materials. Furthermore, the optimal designs outputted from our machine learning model are validated using additive manufacturing and experimental tensile testing. Additionally, this work shows that machine learning can be used as an alternative method of coarse-graining, with the ability to analyze and design materials without the use of full microstructural data. The coarse-graining is realized by condensing a collection of building blocks into a single unit cell – significantly reducing the number of weights needed in our machine learning model. Thus, this new approach has orders of magnitude speedup compared to conventional methods, making the search for high-performing materials in a vast design space possible. In addition to FEM, this ML approach can also be incorporated with other simulation methods such as density functional theory or molecular dynamics in order to capture material properties at different length and time scales.
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