Strain and electric-field control of spin-spin interactions in monolayer CrI₃
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We investigate the impact of mechanical strains and a perpendicular electric field on the electronic and magnetic ground-state properties of two-dimensional monolayer CrI₃ using density functional theory. We propose a minimal spin model Hamiltonian, consisting of symmetric isotropic exchange interactions, magnetic anisotropy energy, and Dzyaloshinskii-Moriya (DM) interactions, to capture the most pertinent magnetic properties of the system. We compute the mechanical strain and electric field dependence of various spin-spin interactions. Our results show that both the amplitudes and signs of the exchange interactions can be engineered by means of strain, while the electric field affects only their amplitudes. However, strain and electric fields affect both the directions and amplitudes of the DM vectors. The amplitude of the magnetic anisotropy energy can also be substantially modified by an applied strain. We show that in comparison with an electric field, strain can be more efficiently used to manipulate the magnetic and electronic properties of the system. Notably, such systematic tuning of the spin interactions is essential for the engineering of room-temperature spintronic nanodevices.

I. INTRODUCTION

In the past decade, the field of two-dimensional (2D) crystalline materials has seen rapid and almost revolutionary development [1]. Undoubtedly, the success in this field owes much to ground-breaking advances in experimental techniques. Surprisingly, Huang et al. [2] demonstrated monolayer chromium triiodide (CrI₃) as an Ising-like 2D hexagonal ferromagnetic crystal, showing the removal of a restriction of the Mermin-Wagner theorem [3] in the CrI₃ crystal. They observed that the magnetic order of the crystal is a layer-dependent phenomenon and recognized the presence of a large magnetocrystalline anisotropy, which effectively lifts the invariance under rotations.

The combination of the magnetic and other unique properties of 2D materials has rapidly attracted the attention of researchers to novel magnetic 2D materials [4–9]. In this context, CrI₃ exhibits a plethora of intriguing properties [2, 10–17]. For instance, the magnetization of monolayer CrI₃ is remarkably saturated by doping [18]. In a bilayer CrI₃ system, on the other hand, the interlayer magnetic order significantly depends on the doping type.

The control of spin-spin interactions in magnetic systems is an essential topic related to the fundamental physics of quantum magnetism as well as applied spintronics-based technology. Different magnetic phases and exotic spin textures may be realized through the engineering of spin interactions in low-dimensional magnetic materials.

Recently, it has become evident that the magnetic properties of 2D van der Waals heterostructures can be controlled by applying an external electric field [12, 19, 20]. This is an important capability in spintronic and logic/memory devices [12]. The magnetic properties of monolayer [21–23] and bilayer [24] CrI₃ have been studied by various research groups in order to classify their magnetic orders using density functional theory (DFT). These studies have found that an external electric field can drive a transition from an antiferromagnetic (AFM) to a ferromagnetic (FM) phase in a bilayer system [12, 19, 24]. The effect of a perpendicular electric field on the nearest-neighbor Dzyaloshinskii-Moriya (DM) interaction has also been studied through ab initio calculations [25–27]; however, there are noticeable discrepancies among the reported results. Furthermore, the presence of an intrinsic out-of-plane DM interaction has not been reported in those studies, although such an interaction has been predicted to exist in hexagonal lattices on the basis of microscopic calculations [28] and symmetry arguments [29, 30].

Making use of an external mechanical strain is another efficient method of controlling the electronic and magnetic properties of 2D materials. The magnetic properties of monolayer and bilayer CrI₃ depend on the applied strain [31]. Recently, an FM-AFM transition [32–34] and a decrease in the energy bandgap [32, 34] under the exertion of an external strain have been reported. The strain dependence of the CrI₃ phonon spectra has also been studied [35]. However, no systematic study has been presented on the effects of uniaxial and biaxial strains on the extrinsic and intrinsic DM interactions in monolayer CrI₃.

In this paper, we present a comprehensive study on the electronic and magnetic properties of monolayer CrI₃, as a representative of 2D transition metal trihalides, in the presence of mechanical strain and electric fields by means
of DFT calculations. We invoke the DFT results to extract a suitable spin model Hamiltonian of CrI$_3$ that reproduces accurate and viable magnetic properties of the system. Having calculated the band structures of monolayer CrI$_3$ under exposure to external electric fields and strains, we then compute the isotropic and anisotropic symmetric exchange interactions, DM interactions, and anisotropy energy.

This paper is organized as follows. We commence with a description of our theoretical formalism in Sec. II, followed by the details of the DFT simulations and spin model Hamiltonian. Numerical results for the band structures and spin-spin interaction parameters in the presence of electric fields and strains are reported in Sec. III. We summarize our main findings in Sec. IV.

II. THEORETICAL AND COMPUTATIONAL METHODS

A monolayer of CrI$_3$ in the $x-y$ plane, consisting of three atomic layers, is considered, as illustrated in Fig. 1(a). The hexagonal unit cell comprises six iodine atoms and two chromium atoms, where the iodine atoms are attached to the chromium atoms in accordance with the octet rule. Our analyses are based on DFT calculations performed using the Quantum Espresso package [36], in which norm-conserving pseudopotentials are used to determine the electron-ion interactions. We use the Perdew-Burke-Ernzerhof (PBE) functional [37] as the generalized gradient exchange-correlation approximation and a plane-wave cutoff energy of 80 Ry. To avoid any interactions between the plane images, a 25 Å vacuum is applied along the $z$-axis. To calculate the ground-state energy, an $8 \times 8 \times 1$ $k$-point mesh grid is used within the first Brillouin zone. To obtain a reliable total ground-state energy, we maintain a high degree of accuracy of $10^{-10}$ eV. Furthermore, the unit cell and atomic positions are optimized until the maximum force on each atom becomes less than $10^{-3}$ eV/Å. The total energy is computed by means of fully relativistic self-consistent-field DFT calculations incorporating the spin-orbit coupling (SOC) and non-collinear spin-polarization effects in order to obtain the magnetic anisotropy energy (MAE) and DM interactions.

To compute the spin-spin interactions in a 2D CrI$_3$ crystal through ab initio calculations, we use a minimal spin Hamiltonian for a 2D magnetic hexagonal lattice [28, 38, 39]:

$$\mathcal{H} = \sum_{i,j} \left( \frac{1}{2} J_{ij} \mathbf{S}_i \cdot \mathbf{S}_j + \gamma_{ij} S_{iz} S_{jz} + \frac{1}{2} D_{ij} \cdot (\mathbf{S}_i \times \mathbf{S}_j) \right),$$

(1)

where $\mathbf{S}_i$ denotes the spin of the $i^{th}$ Cr atom, $J_{ij}$ is the symmetric Heisenberg exchange coupling between atoms $i$ and $j$, $\gamma_{ij}$ is the anisotropy energy along the $z$-axis, and $D_{ij}$ is the DM vector. The direction of the DM vector is dictated by the symmetry of the magnetic crystal. The magnetic coupling parameters are shown in Fig. 2.

It has been shown that in a hexagonal lattice structure and in the presence of inversion symmetry, a finite intrinsic DM vector perpendicular to the plane arises from the next-nearest-neighbor intrinsic SOC [28–30]. This particular intrinsic DM interaction in hexagonal lattices leads to a few fascinating topological properties, such as topological magnon insulators [29, 30, 39, 40], the magnon spin Nernst effect [41, 42], and chiral phonon transport [43]. An extrinsic nearest-neighbor DM interaction can also be induced in this system by breaking the inversion symmetry. In this case, the DM vector lies within the plane. The magnetic ground state, the magnetic phase transitions, and the existence of exotic magnetic textures are governed by the relative signs and ratios between the competing DM, exchange, and anisotropy interactions. As a result, it is critically important to find optimal methods for controlling the spin interactions in 2D hexagonal magnetic systems.

In the rest of this section, using the spin Hamiltonian of Eq. 1, we derive the necessary equations to find the spin interactions. In the next section, we use the obtained equations to numerically compute the spin interactions in CrI$_3$ by invoking numerical DFT results.

To calculate the symmetric exchange interactions for nearest neighbors, $J_1$, and next-nearest neighbors, $J_2$, we need a $2 \times 2 \times 1$ supercell, as shown in Fig. 1(b),
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The total energies of the considered spin configurations, shown in Table I, are given by

\[ E_{\text{Cr}1} = \frac{1}{2} \left[ (3 \times 8)J_1 S^2 + (6 \times 8)J_2 S^2 + 8\gamma S^2 + E_0 \right], \]
\[ E_{\text{Cr}2} = \frac{1}{2} \left[ (3 \times 8)J_1 S^2 + (6 \times 8)J_2 S^2 + 8\gamma S^2 + E_0 \right], \]
\[ E_{\text{Cr}3} = \frac{1}{2} \left[ (1 \times 8)J_1 S^2 + (2 \times 8)J_2 S^2 + 8\gamma S^2 + E_0 \right], \]
\[ E_{\text{Cr}4} = \frac{1}{2} \left[ (3 \times 4)J_1 S^2 + (3 \times 8)J_2 S^2 + 8\gamma S^2 + E_0 \right], \]

where \( S = 3/2 \) is the spin of a Cr atom and \( E_0 \) is the nonmagnetic constant part of the energy. Making use of the mapping between the total energies obtained from DFT calculations and the spin model Hamiltonian for different states, \( J_1 \) and \( J_2 \) are eventually calculated as follows:

\[ J_1 = \frac{E_{\text{Cr}1} - E_{\text{Cr}2}}{24S^2}, \]
\[ J_2 = \frac{(E_{\text{Cr}1} + E_{\text{Cr}2}) - (E_{\text{Cr}3} + E_{\text{Cr}4})}{44S^2} - \frac{E_{\text{Cr}1} - E_{\text{Cr}2}}{(12 \times 44)S^2}. \]

The MAE is obtained by computing the energy difference between two perpendicular magnetic phases of the Cr atoms in the unit cell. The total energies of the out-of-plane \( (E_\perp) \) and in-plane \( (E_\parallel) \) phases are expressed as

\[ E_\perp = \frac{1}{2} \left[ (2 \times 3)J_1 S^2 + 2\gamma S^2 + E_0 \right], \]
\[ E_\parallel = \frac{1}{2} \left[ (2 \times 3)J_1 S^2 + E_0 \right], \]

and the MAE is defined as \( \text{MAE} = E_\perp - E_\parallel \). We define the effective out-of-plane anisotropy coefficient as \( \gamma = \text{MAE}/2S^2 \). We follow the method presented in Ref. [44] to compute the MAE, where Andersen’s local force theorem [45], which is implemented in the Quantum Espresso package, is applied in two steps: i) a self-consistent calculation without the SOC is carried out to find the charge density and the spin-moment distribution, and ii) the spin moments of the Cr atoms are rotated to a certain direction, and non-self-consistent calculations are performed with the SOC term. In this step, the band energies are calculated for the in-plane and out-of-plane spin directions; thus, the difference in the band energies between the two spin moment directions provides us with the MAE.

To compute the DM interactions between nearest neighbors, \( \mathbf{D}_1 \), and next-nearest neighbors, \( \mathbf{D}_2 \), we need to consider at least a \( 2 \times 1 \times 1 \) supercell. In the considered supercell, the Cr atoms are labeled with numbers 1-4, as shown in Fig. 1 (b). We use the spin Hamiltonian of Eq. 1 to find the total energy of the supercell as

\[ E = E_0 + J_1 A_{J_1} + J_2 A_{J_2} + \gamma A_\gamma + (\mathbf{D}_1 \cdot \mathbf{A}_{\mathbf{D}_1}) + (\mathbf{D}_2 \cdot \mathbf{A}_{\mathbf{D}_2}), \]

where we define the following coefficients:

\[ A_{J_1} = 2S_1 \cdot S_2 + S_1 \cdot S_4 + S_2 \cdot S_3 + 2S_3 \cdot S_4, \]
\[ A_{J_2} = 4S_1 \cdot S_3 + 4S_2 \cdot S_4 + S_1^2 + S_2^2 + S_3^2 + S_4^2, \]
\[ A_\gamma = 4S_{1z}S_{2z} + 4S_{2z}S_{3z} + 4S_{3z}S_{4z}, \]
\[ A_{\mathbf{D}_1} = 2S_1 \times S_2 + S_1 \times S_4 + S_2 \times S_3 + 2S_3 \times S_4, \]
\[ A_{\mathbf{D}_2} = 4S_1 \times S_3 + 4S_2 \times S_4. \]

The columns present the polar \((\vartheta)\) and azimuthal \((\phi)\) angles of the spin moment \( S_i \) of the \( i \)th Cr atom.

| spin configurations | \((\vartheta_1, \varphi_1)\) | \((\vartheta_2, \varphi_2)\) | \((\vartheta_3, \varphi_3)\) | \((\vartheta_4, \varphi_4)\) | \((\vartheta_5, \varphi_5)\) | \((\vartheta_6, \varphi_6)\) |
|--------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| \( \mathbf{D}_1 \) | (0, 0)          | (0, 0)          | (0, 3\pi/2)     | (0, 3\pi/2)     | (0, 0)          | (0, 0)          |
| \( \mathbf{D}_2 \) | (0, 0)          | (0, 0)          | (0, 3\pi/2)     | (0, 3\pi/2)     | (0, 0)          | (0, 0)          |

\( \mathbf{D}_1 \) is read out by considering six different spin configurations of the Cr atoms in the supercell, as shown in the first four rows of Table II. The total energy of each configuration can be obtained through DFT by applying the SOC. Once the coefficients have been calculated from Eq. 8, \( A_{J_1} \), \( A_{J_2} \), and \( A_\gamma \), can be evaluated for all considered configurations. \( A_{\mathbf{D}_2} \) is zero because the next-nearest neighbors’ spins are parallel; thus, the nearest-neighbor DM interaction is obtained. Finally, we can find \( \mathbf{D}_2 \) by considering the magnetization moments of the Cr atoms in the supercell in accordance with the last four rows of Table II, where the spin moments of the nearest neighbors are parallel.
The black (red) lines represent spin-up (spin-down) energy bands in (a). The VBM is shifted to zero energy. Spin-dependent DFT calculations show that the FM configuration has a lower ground-state energy than the AFM configuration in monolayer CrI$_3$. The VBM is connected to the CBM by an arrow.

III. NUMERICAL RESULTS AND DISCUSSIONS

In this section, we first present the magnetic ground state, electronic band structure, and atomic orbital characteristics of a free monolayer of CrI$_3$. Next, we present the effects of uniaxial and biaxial mechanical strains on the spin interactions. Finally, we discuss the renormalization of the spin interactions in the presence of a perpendicular electric field.

To explore the electronic and magnetic ground states of the system, we consider two different magnetic phases, namely, the FM and AFM states, in which the spin moments of the Cr atoms are aligned in parallel and antiparallel directions, respectively. Spin-dependent DFT calculations show that monolayer CrI$_3$ is well built in the FM phase compared with the AFM phase, with a total energy difference of 22.36 meV per Cr atom. Our numerical results show that the lattice vectors of the unit cells are not significantly different between the FM and AFM phases, with the change in the bonding length being approximately 0.04%.

Figures 3(a) and (b) show the band structures of the monolayer in the FM and AFM phases, respectively. It is clear that FM monolayer CrI$_3$ is a half-semiconductor with an indirect bandgap, as demonstrated by the arrow in Fig. 3(a). For the spin-up bands, with a bandgap of $E_g = 1.18$ eV, the valence band maximum (VBM) is located at the $\Sigma$ point along the $\Gamma$-K path of the first Brillouin zone, and the conduction band minimum (CBM) is located at the K point. For the spin-down bands, with $E_g = 2.47$ eV, the VBM is located at the $\Gamma$ point, while the CBM is at the M point. These results are in good agreement with those obtained in [46]. Figure 3(b) shows that the AFM phase of CrI$_3$ is an indirect-bandgap semiconductor with a bandgap of 1.32 eV and that its spin-degenerate CBM is at the K point, while the VBM is located between the $\Gamma$ and K points.

Now, we explore the atomic orbital characteristics in relation to the band structure of the system. The VBM and CBM are mainly formed by the hybridization of the $p$ orbitals of the iodine atoms and the $d$ orbitals of the chromium atoms (see Table III for more details). In addition, Figs. 4(a) and (b) show the participation of the $p$ orbitals of the iodine atoms and the $d$ orbitals of the chromium atoms, respectively. Notably, the spin-up conduction band is predominantly composed of the $p_z$ orbitals of the iodine atoms, especially at the CBM, while the $p_x$ and $p_y$ orbitals generate the VBM. The octahedral environment around the chromium atoms creates a
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**TABLE III:** The contributions of the $p$ orbitals of the iodine atoms and the $d$ orbitals of the chromium atoms (in percent) to the VBMs and CBMs of the spin-up and spin-down bands of FM monolayer CrI$_3$. The orbital characteristics illustrated with respect to the band structure. The band structure is projected over (a) the $p_z$ and $p_x + p_y$ orbitals of the iodine atoms and (b) the $t_{2g}$ and $e_g$ orbitals of the chromium atoms in the FM configuration of monolayer CrI$_3$.
strong crystal field that splits the $3d$ orbitals of Cr into $e_g$ orbitals ($d_{xz}$ and $d_{yz}$) and $t_{2g}$ orbitals ($d_{xy}$). Furthermore, the $3d$ orbitals of the chromium atoms represent the most important contribution to the conduction bands. Figure 4(b) shows that the role of the $e_g$ orbitals of the Cr atoms in the valence and conduction bands is much smaller than that of the $t_{2g}$ orbitals. The CBM mainly originates from the $t_{2g}$ orbitals of the Cr atoms and the $p_z$ orbitals of the I atoms, while the valence band is formed through the hybridization of the $p_z + p_y$ orbitals of the iodine atoms and the $d$ orbitals of the chromium atoms. According to Hund’s rule, the $t_{2g}$ orbitals are occupied by 3 electrons, and $S = 3/2$ for the Cr atoms. The results show that the spin-down valence bands originate from the $p$ orbitals of the iodine atoms, while the spin-down conduction bands arise from the $3d$ orbitals of the Cr atoms.

A. Effects of biaxial strains on the electronic and magnetic properties

In this subsection, we investigate the effects of biaxial mechanical strains on the electronic and magnetic properties of the monolayer for both compressive and tensile strains of 2%, 5%, and 7%. Because of the deformations induced by these strains, the bonding angles and atomic lengths are changed, as shown in Figs. 5(a) and (b). A compressive strain leads to an increase in the $\beta$ angle (Fig. 1(a)), whereas this angle decreases under tensile strain. By contrast, the $\alpha$ and $\theta$ angles decrease under compressive strain and increase under tensile strain. These effects show that strain alters the crystal structure of the monolayer and thus should affect the electronic and magnetic properties of the system.

To find the effect of the magnetic phase diagram of the system, we compute the total energy difference $\Delta E$ between the FM and AFM configurations in the presence of strain. The results, plotted in Fig. 6(a), show a phase transition from the FM phase to the AFM phase for compressive strains greater than 7% [32]. An alternative way to perceive the correct ground-state phase of the system is to evaluate the $\theta$ angle, as discussed in Ref. [38].

Indeed, the magnetic ground state of the system is dictated by the competition between two types of magnetic exchange interactions: first, the superexchange interactions stemming from virtual excitation through nonmagnetic ligands ($e_g - e_g$), which prefer an FM alignment [47], and second, the direct magnetic exchange interactions between nearest-neighbor magnetic ions ($t_{2g} - t_{2g}$), which favor an AFM configuration. Since the length of the Cr-Cr bonds decreases under compressive strain and $\theta$ deviates from 90 degrees, a transition from the FM phase to the AFM phase is probable under a sufficiently large compressive strain.

We now investigate the effects of strain on the electronic band structure of the system. Figure 6(b) shows that the bandgap rapidly (slowly) decreases under compressive (tensile) strain in both the FM and AFM configurations. In the presence of compressive strain, the bandgap decreases rapidly since the hybridization of the atomic orbitals is increased due to the reduction in the bonding length.

Figure 7 shows that a compressive strain causes the CBM and VBM of the spin-up bands within the first Brillouin zone to shift; however, the monolayer remains an indirect-bandgap semiconductor within the range of applied strains considered here. The results reveal that at the CBM of the spin-up bands, the contribution of the iodine $p_z$ orbitals decreases, while the participation of the $p_x + p_y$ orbitals increases.

Figure 4(b) shows that the contribution of the $d$ orbitals of the Cr atoms (see also Table III) in the pristine layer of CrI$_3$ causes the curvature of the spin-up CBM to decrease. Therefore, the spin-up electrons in these flat bands have a larger effective mass and are almost localized in the free layer. Our calculations show that a compressive strain reduces the contribution of the $d$
orbital of the Cr atoms and thus increases the contribution of the iodine $p_x + p_y$ orbitals at the spin-up CBM. Consequently, the band curvature is increased, and the electron localization is reduced. The increase in the band curvature of the spin-up electrons close to the CBM in the presence of a compressive strain is vividly illustrated in Fig. 7.

The contribution of the delocalized $p_x + p_y$ orbitals of the Cr atoms at the spin-up VBM in the pristine monolayer is given in Table III. Our calculations show that a compressive strain increases the contribution of the $p_x + p_y$ orbitals while decreasing the partial contribution of the localized $d$ orbitals. Therefore, the band curvature near the VBM is increased by a compressive strain, as shown in Fig. 7.

In contrast to the monolayer's response to a compressive strain, the spin-up conduction bands remain flat under the application of a tensile strain. However, a tensile strain increases the contribution of the $d$ orbitals at the spin-up VBM; consequently, the spin-up holes become more localized, as shown in Fig. 7. The application of a tensile strain shifts the location of the spin-up VBM along the $\Gamma$-$K$ path, while the spin-up CBM remains at the $K$ point.

The spin-down VBM and CBM of the free layer are located at the $\Gamma$ and $M$ points, respectively. The bandgap of the spin-down bands is reduced with the application of a compressive strain, while it is increased by a tensile strain. Therefore, the half-semiconducting behavior of monolayer CrI$_3$ is modified by a tensile strain. A tensile strain larger than 5% changes the indirect bandgap of the spin-down bands of the free monolayer (2.47 eV) into a direct bandgap (2.83 eV) at the $M$ point.

For completeness in our discussion of the effects of strain on monolayer CrI$_3$, we should emphasize that the ground state of the free layer is an FM state. In the AFM configuration, the system remains an indirect-bandgap semiconductor in the presence of both compressive and tensile strains of less than 7%. However, the monolayer becomes a direct-bandgap semiconductor, with both the CBM and VBM located at the $K$ point, under the application of a tensile strain of greater than 7%.

Above, we considered the effects of strain on the electronic ground state of the system. As discussed earlier, strain also affects the magnetic ground state of the system and the spin-spin interactions. Now, we compute the spin-spin interactions in the monolayer using the equations derived in the previous section. Figure 8(a) shows the nearest-neighbor and next-nearest-neighbor symmetric exchange coefficients. The signs and amplitudes of $J_1$ and $J_2$ provide important information about the magnetic phase of the system. A negative sign of $J_{1(2)}$ indicates FM coupling of the nearest-neighbor (next-nearest-neighbor) Cr atoms, while a positive sign indicates AFM coupling.

Figure 8(a) shows that $J_1$ increases with increasing compressive strain up to a critical value of 7%, where the sign of $J_1$ changes from negative to positive. This phase transition from an FM phase to an AFM phase is consistent with the aforementioned positive $\Delta E$, as illustrated in Fig. 6 [32]. Within the considered range of applied compressive strains, the next-nearest-neighbor exchange interaction $J_2$ remains negative, and its amplitude increases. This indicates that no magnetic frustration occurs in either the FM or AFM phase of the system.

Our results indicate that both $J_1$ and $J_2$ are almost unaffected by tensile strain, as shown in Fig. 8(a).

The MAE of CrI$_3$ is found to be approximately $-0.54$ meV per Cr for a pristine monolayer, as illustrated in Fig. 8(b), in agreement with previous reports [25, 32]. This tells us that monolayer CrI$_3$ is a material with perpendicular magnetic anisotropy.

Figure 8(b) shows that the sign of the MAE does not change under an applied strain; thus, the magnetic direction of the system continues to point out of the plane. However, the strength of the MAE is significantly changed by a compressive strain. A compressive strain increases the MAE by more than 300%. In a 2D magnetic material, the MAE determines the critical magnetic temperature, being the Curie or Néel temperature in an FM or AFM material, respectively. Consequently, the phase transition temperature of monolayer CrI$_3$ can be dramatically increased by applying a strain.
TABLE IV: The effects of biaxial strains on the nearest-neighbor and next-nearest-neighbor DM vectors of monolayer CrI₃.

| strain | D₁ (µeV) | |D₁| (µeV) | D₂ (µeV) | |D₂| (µeV) |
|--------|-----------|-----|---------|-----------|-----|---------|
| -7%    | (0.9, 0.2, -0.4) | 1.0 | (7.1, 5.8, 8.1) | 12.2 |
| -5%    | (-0.5, 1.8, -0.1) | 1.9 | (8.2, 4.2, 9.2) | 13.0 |
| -2%    | (0.00, 1.8, 0.9)  | 2.0 | (8.4, 4.9, 9.9) | 13.9 |
| 0%     | (-0.2, 0.8, 0.3)  | 0.9 | (9.6, -2.7, 11.3) | 15.1 |
| +2%    | (-0.8, 1.5, 0.5)  | 1.8 | (10.0, 5.4, 13.1) | 17.3 |
| +5%    | (0.00, 1.0, 0.3)  | 1.0 | (10.1, 6.0, 14.4) | 18.6 |
| +7%    | (0.3, 1.7, 0.4)   | 1.8 | (10.3, -6.3, -15.8) | 19.9 |

TABLE V: The effects of uniaxial strains on the nearest-neighbor and next-nearest-neighbor DM vectors in monolayer CrI₃.

| strain | D₁ (µeV) | |D₁| (µeV) | D₂ (µeV) | |D₂| (µeV) |
|--------|-----------|-----|---------|-----------|-----|---------|
| -5%    | (-10.2, -8.2, -10.7) | 16.8 | (15.9, 11.0, 1.7) | 19.4 |
| 0%     | (-0.2, 0.8, 0.3)    | 0.9 | (9.6, -2.7, 11.3) | 15.1 |
| +5%    | (-0.3, 10.5, 32.2)  | 33.9 | (11.4, 0.8, 24.4) | 26.9 |

FIG. 8: (Color online) (a) and (c) The nearest-neighbor and next-nearest-neighbors magnetic exchange couplings and (b) and (d) the MAE and magnetic anisotropy coefficients of monolayer CrI₃ as functions of the applied strain and electric field, respectively.

Finally, we compute the nearest-neighbor and next-nearest-neighbor DM vectors in monolayer CrI₃. We find that the amplitude of D₁ is at least one order of magnitude smaller than that of D₂ in both the absence and presence of strain. For a pristine layer, we find that |D₁| = 0.9 µeV and |D₂| = 15.1 µeV. Our results also show that the direction of D₂ is not exactly perpendicular to the plane, as theoretically predicted for an ideal hexagonal lattice [28]; instead, it deviates from the z-direction. Figure 9 and Table IV demonstrate that strain can be applied to control both the amplitudes and directions of the DM vectors. Figure 9 shows that |D₁| does not markedly change, while a biaxial tensile (compressive) strain causes |D₂| to increase (decrease) by more than 30%.

Since the values of the DM interactions are one order of magnitude smaller than the magnetic anisotropy throughout the entire range of applied strains considered here, the spins in the system remain collinear, and no chiral ground state emerges in this monolayer [25, 27, 38]. However, the DM interactions modify the magnon dispersion; thus, they can be experimentally measured by using techniques such as the magneto-optical Kerr probe technique [48], magneto-Raman spectroscopy [49], Brillouin light scattering [50–52] or inelastic neutron scattering [39, 53–55]. Although our calculations show that the...
TABLE VI: The effects of perpendicular electric fields on the nearest-neighbor and next-nearest-neighbor DM vectors in monolayer CrI$_3$.

| electric field (V/nm) | $D_1$ ($\mu$eV) | $|D_1|$ ($\mu$eV) | $D_2$ ($\mu$eV) | $|D_2|$ ($\mu$eV) |
|----------------------|----------------|-----------------|----------------|----------------|
| 0                    | (-0.2, 0.8, 0.3) | 0.9             | (-9.6, -2.7, 11.3) | 15.1          |
| 1.55 (V/nm)          | (-0.2, 1.6, -14.2) | 14.3            | (-9.4, -5.4, 12.6) | 16.6          |
| 2.06 (V/nm)          | (-1.3, 1.0, -13.6) | 13.7            | (10.2, 6.6, 11.4) | 16.7          |

ground state of the system is not a chiral state, single chiral skyrmions as metastable states [56–57] and chiral domain walls [58–60] might be stably formed in this monolayer with proper tuning of the ratio between the DM interactions and the MAE.

B. Effects of uniaxial strains on the electronic and magnetic properties

With the application of a uniaxial strain to monolayer CrI$_3$, its geometric symmetries are altered, and as a consequence, the spin-spin interactions are modified. Here, we investigate the effects of compressive and tensile uniaxial strains on the magnetic properties of the monolayer. For this purpose, the unit cell of CrI$_3$ is either stretched or compressed along the $z$-direction, i.e., in the direction of the $a$ lattice vector of the unit cell, as shown in Fig. 1(b).

Our calculations show that the signs of $J_1$ and $J_2$ remain negative under 5% tensile and compressive uniaxial strains; therefore, the ground state remains as the FM state. The nearest-neighbor exchange coupling is reduced by approximately 3% under a tensile uniaxial strain of 5%, while the corresponding compressive uniaxial strain causes a reduction of 25%. On the other hand, the next-nearest-neighbor exchange interaction is increased by approximately 12% (22%) by a uniaxial tensile (compressive) strain. The variations in $J_1$ and $J_2$ under uniaxial strains are similar to those under biaxial strains, as discussed in the previous section.

Under a uniaxial strain of 5%, the MAE remains negative, and thus, the uniaxial anisotropy is in the out-of-plane direction. The MAE is increased by approximately 12% under a tensile uniaxial strain, while it becomes two times greater (~1.06 meV per Cr) under a compressive uniaxial strain.

Table V presents the nearest-neighbor and next-nearest-neighbor DM vectors of monolayer CrI$_3$ under different uniaxial strains. A uniaxial strain enhances the nearest-neighbor DM interaction by breaking the inversion symmetry. Figure 9(a) shows that a uniaxial strain causes $|D_1|$ to increase by an order of magnitude compared to its value under a biaxial strain. Moreover, a uniaxial strain also enhances $|D_2|$ more efficiently than a biaxial strain does (see Fig. 9(b)). In addition, the directions of the DM vectors are strongly affected by the application of a uniaxial strain, as shown in Table V.

C. Effects of perpendicular electric fields

The effects of electric fields on the magnetic properties of monolayer CrI$_3$ are fascinating, and some properties of CrI$_3$ under an external electric field have already been explored recently [25–27]. Here, we apply a saw-like potential with dipole correction to establish a uniform electric field in the $z$-direction across the monolayer CrI$_3$.

The FM state remains the more stable configuration in the presence of an electric field. The bandgap of the monolayer CrI$_3$ slowly decreases with an increasing electric field. Our results, shown in Fig. 8(c), indicate that an electric field leads to an increase in both the nearest-neighbor and next-nearest-neighbor exchange interactions, but the sign remains negative, in agreement with previous studies [25, 26]. The out-of-plane MAE also increases (becomes more negative) under an electric field, as shown in Fig. 8(d).

The effects of perpendicular electric fields on the amplitudes and directions of the DM vectors are presented in Figs. 9(c) and (d) and Table VI. A perpendicular electric field breaks the inversion symmetry and thus causes the nearest-neighbor DM interaction to increase dramatically, from almost zero to more than 10 $\mu$eV. Additionally, since the SOC is increased under the application of a perpendicular electric field, the next-nearest-neighbor DM interaction is also increased by approximately 10%.

IV. SUMMARY AND CONCLUDING REMARKS

The spin-spin interactions determine the magnetic phases and critical phase transition temperatures of 2D magnetic systems. Therefore, methods for the efficient control and manipulation of these interactions are essential for utilizing these materials in novel functional spintronic devices.

In this work, monolayer CrI$_3$, as a representative 2D magnetic material, has been investigated using spin-dependent DFT. We have studied the electronic and magnetic ground states of this monolayer under biaxial and uniaxial mechanical strains as well as a perpendicular electric field. By mapping the first-principle DFT solutions onto a spin Hamiltonian, we have derived the relevant spin-spin interaction parameters.

We have shown that the sign and amplitude of the nearest-neighbor exchange interaction can be signifi-
cantly modified and, thus, that a phase transition from the FM phase to the AFM phase is possible under a suit-
able compressive strain. On the other hand, a tensile strain or an electric field can affect only the amplitude of
the nearest-neighbor exchange interaction. In all cases, the sign of the next-nearest-neighbor exchange interac-
tion remains negative, indicating that the system is a collinear magnet and thus magnetically unfrustrated.

While the system remains uniaxial in the presence of both a strain and an electric field, the amplitude of the
MAE changes dramatically. Consequently, the critical phase transition temperature can be enhanced, which is
promising for room-temperature applications.

We have also examined the effects of strains and electric fields on the nearest-neighbor and next-nearest-
neighbor DM interactions. We have shown that either a strain or an electric field can be used to control both
the directions and amplitudes of the DM vectors. Thus, it is possible to design chiral spin textures and chiral magnon
transport in this 2D magnetic system by tuning the DM interactions.

Since several ab initio works on the magnetic properties of monolayer CrI$_3$ have been reported, a proper com-
parison with their results seems to be in order. Zhang et al. [23] considered a Heisenberg spin Hamiltonian and
obtained the strain dependence of the first, second and third nearest neighbors exchange interaction parameters.
Leon et al. [31] calculated only the in-plane Cr-Cr exchange coupling as a function of strain for CrI$_3$ monolayer
and bilayer systems. Webster and Yan [32] fitted DFT results with a Heisenberg spin model to evaluate the ex-
change interactions of the nearest neighbors as functions of the biaxial strain. An XXZ model Hamiltonian with-
out DM interaction terms was also considered by Liu et al. [33] to compute the magnetic properties of a CrI$_3$
monolayer. Furthermore, $|D_1|$ was reported only in the presence of an external electric field in [25–27]. To sum-
marize, we have extracted the pertinent parameters from the figures presented in those studies and compared their
results with our own numerical results (see Tables VII and VIII).

The conclusion of these detailed comparisons is that where the comparisons are appropriate, our results in-
corporate the complete magnetic parameters of the XXZ model with DM interaction. Thus, the present work
yield more consistent contributions of the different mag-
netic parameters than previous works do. Moreover, our
results extend to several pertinent cases that have not
been discussed before. Our findings here provide a broad
outlook on future studies and potential applications of
emerging magnetic 2D crystalline materials and, further-
more, can be explored using current experimental tech-
niques.
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