Knot theory for two-band model of two-dimensional square lattice with high topological numbers
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A knot theory for two-dimensional square lattice is proposed, which sheds light on design of new two-dimensional material with high topological numbers. We consider a two-band model, focusing on the Hall conductance \( \sigma_{xy} = \frac{e^2}{2} P \), where \( P \) is a topological number, the so-called Pontrjagin index. By re-interpreting the periodic momentum components \( k_x \) and \( k_y \) as the string parameters of two entangled knots, we discover that \( P \) becomes the Gauss linking number between the knots. This leads to a successful re-derivation of the typical \( P \)-evaluations in literature: \( P = 0, \pm 1 \). Furthermore, with the aid of this explicit knot theoretical picture we modify the two-band model to achieve higher topological numbers, \( P = 0, \pm 1, \pm 2 \).

Physical properties of QAHE in this system \([10, 11]\) arise from the topological degree of this \( \hat{h} \)-map, which is an integer-valued topological invariant known as the Pontrjagin index \([12]\),

\[
P = \frac{1}{4\pi} \int_{S^1 \times S^1} \hat{h} \cdot \left( \partial_{k_x} \hat{h} \times \partial_{k_y} \hat{h} \right) dk_x \wedge dk_y. \tag{1}
\]

\( P \) leads to the quantized Hall conductance, \( \sigma_{xy} = \frac{e^2}{2} P \). The integrand of eq.(1) carries the geometric meaning of a solid angle. In the \( SU(2) \) group space, when performed on the topologically non-trivial sphere \( S^2 \), the integral \( P \) describes the total topological charge of monopoles (three-dimensional point defects) occurring at \( \hat{h} = 0 \); when performed on the north and south hemispheres separately, \( P \) describes the topological charges of merons (two-dimensional point defects) occurring at \( h_x = h_y = 0 \) and \( h_z \neq 0 \), because a hemisphere is diffeomorphic to a topologically-trivial Euclidean two-dimensional disk. For the latter meron case, \( P \) is identical to a first-Chern number, since the integrand of eq.(1) can be turned into a \( U(1) \) gauge field tensor serving as a first-Chern class:

\[
\hat{h} \cdot \left( \partial_{\mu} \hat{h} \times \partial_{\nu} \hat{h} \right) = \partial_{\mu} W_{\nu} - \partial_{\nu} W_{\mu}. \tag{2}
\]

Here \( W_{\mu}, \mu = k_x, k_y \), is the so-called Wu-Yang potential \([13]\) given by \( W_{\mu} = \hat{e} \cdot \partial_{\mu} \hat{f} \), with \( \hat{e} \) and \( \hat{f} \) being two perpendicular unit vectors on the \( \hat{h} \)-formed \( S^2 \) (i.e., \( \{ \hat{h}, \hat{e}, \hat{f} \} \) forms an orthonormal frame). The locations of the defects give the corresponding Dirac points where edge states take place.

In this paper we focus on the topological number \( P \). The usual way to obtain it is to perform direct computation of the integral (1), as long as a concrete two-band model, like eq.(7) below, is provided \([10]\). The disadvantage of this method is the absence of an explicit geometric illustration of the expression (1). It hinders a direct read-out of the \( P \) value, no mentioning further manipulation and design of new material with higher complexity in topology. We need an alternative picture beyond the point representation to present a clear understanding of...
the problem. For this purpose let us introduce a new vector representation for \((k_x, k_y)\) and the induced Gauss mapping of knot theory.

**Vector representation for \((k_x, k_y)\), Gauss mapping and linking number.** Consider a link \(\{\gamma_A, \gamma_B\}\) in Figure 1(a), (b) or (c), where \(\gamma_A\) and \(\gamma_B\) are two knots.

![Figure 1](image.png)

**FIG. 1.** Three links with dual knot components, \(\{\gamma_A, \gamma_B\}\): (a) linking number +1; (b) linking number -1; (c) linking number -2. The \(\mathbf{x}_A\) and \(\mathbf{x}_B\) are two points picked from \(\gamma_A\) and \(\gamma_B\), respectively. The unit vector \(\mathbf{h} = \frac{\mathbf{B}}{|\mathbf{B}|}\), defined from \(\mathbf{h} = \mathbf{x}_B - \mathbf{x}_A\), gives a Gauss map.

Let \(\mathbf{x}_A = \mathbf{x}_A(t_A)\) and \(\mathbf{x}_B = \mathbf{x}_B(t_B)\) be two arbitrary points picked from \(\gamma_A\) and \(\gamma_B\), respectively, with \(t_A\) and \(t_B\) being two periodic string parameters, \(t_A, t_B \in [0, 2\pi]\), i.e., \(\{t_A, t_B\} \in S^1 \times S^1\). Introducing a vector \(\mathbf{h} = \mathbf{x}_B - \mathbf{x}_A\), one can define a unit vector \(\mathbf{h} = \frac{\mathbf{B}}{|\mathbf{B}|}\) which gives a Gauss map: \(\{\gamma_A, \gamma_B\} \rightarrow S^2\). We have the mapping:

\[
S^1 \times S^1 \xrightarrow{\gamma_A, \gamma_B} \{\gamma_A, \gamma_B\} \xrightarrow{\mathbf{h}} S^2.
\]

That means, when \(t_A\) and \(t_B\) run out the two \(S^1\)’s once, \(\mathbf{x}_A\) and \(\mathbf{x}_B\) run out \(\gamma_A\) and \(\gamma_B\) once, respectively, such that \(\mathbf{h}\) covers the unit sphere \(S^2\) for \(\text{Deg}(\mathbf{h})\) times. Here the Gauss mapping degree is defined as [14, 15]

\[
\text{Deg}(\mathbf{h}) = \mathbf{h}^* \left( \frac{1}{4\pi} \int_{S^2} \mathbf{h} \cdot d\mathbf{h} \right) = \frac{1}{4\pi} \int_{S^1 \times S^1} \mathbf{h} \cdot \left( \partial_{t_A} \mathbf{h} \times \partial_{t_B} \mathbf{h} \right) dt_A \wedge dt_B,
\]

where \(\mathbf{h}^*\) is the pull-back of the \(\mathbf{h}\)-map. Eq. (2) is recognized to be the same as the Pontrjagin index (1) up to a difference in the parameters \((t_A, t_B)\) and \((k_x, k_y)\).

In knot theory it is known \(\text{Deg}(\mathbf{h})\) is equal to the Gauss mutual linking number between \(\gamma_A\) and \(\gamma_B\) [14, 15]:

\[
\text{Lk}(\gamma_A, \gamma_B) = \oint_{\gamma_A} \oint_{\gamma_B} \frac{\mathbf{x}_B - \mathbf{x}_A \cdot (dx_A \times dx_B)}{||\mathbf{x}_B - \mathbf{x}_A||^3} = \int_0^{2\pi} \int_0^{2\pi} \frac{\mathbf{x}_B - \mathbf{x}_A \cdot (dx_A \times dx_B)}{||\mathbf{x}_B - \mathbf{x}_A||^3} dt_A \wedge dt_B.
\]

In practice the linking number \(\text{Lk}(\gamma_A, \gamma_B)\) can be computed using a much easier algebraic method instead of the complicated integrals (3) and (2):

\[
\text{Lk}(\gamma_A, \gamma_B) = \frac{1}{2} \sum_{r=1}^n \epsilon_r,
\]

where \(n\) denotes the total number of mutual crossing sites between \(\gamma_A\) and \(\gamma_B\), with \(\epsilon_r\) the algebraic degree of the \(r\)th site. Here the degree \(\epsilon\) is defined as: \(\epsilon = +1\) for \(\times^{-}\); \(\epsilon = -1\) for \(\times^{+}\). Typical examples are shown in Figure 1. Thus, when facing a link, one can simply count the algebraic degree of every single mutual crossing site, and then sum all them up to obtain the total linking number.

Now we are at the stage to substitute \(k_x\) and \(k_y\) into \(t_A\) and \(t_B\), respectively. An important fact is: the condition of doing this substitution is that the expression of \(\mathbf{h}\) in a given model can be clearly separated up into a pure \(k_x\) part and a pure \(k_y\) part:

\[
\mathbf{h}(k_x, k_y) = \mathbf{x}_B(k_y) - \mathbf{x}_A(k_x).
\]

If this condition is satisfied, the Pontrjagin index \(P\) achieves a Gauss linking number realization:

\[
P = \text{Deg}(\mathbf{h}) = \text{Lk}(\gamma_A(k_x), \gamma_B(k_y)) = \frac{1}{2} \sum_{r=1}^n \epsilon_r.
\]

The above acts as a knot theoretical method, with \(\mathbf{h}\) being a vector representation for the ordered pair \((k_x, k_y)\).

**Example to test the method.** Let us check a typical two-band model in literature [10]. Consider a square lattice generated by perpendicular primary vectors, \(a_1 = (1, 0)\) and \(a_2 = (0, 1)\), with \(l = 1\) the lattice constant; here only the nearest neighboring (NN) interactions are involved. The Hamiltonian \(\mathbf{h} = (h_x, h_y, h_z)\) is given by

\[
h_x = \sin k_x, \quad h_y = \sin k_y, \quad h_z = m + \cos k_x + \cos k_y,
\]

where \(m \in \mathbb{R}\) is an on-site energy to open up an energy gap. The Pontrjagin index \(P\) in this case takes various values due to varying \(m\) [10]:

\[
P = \begin{cases} 0, & \text{when } m > 2 \text{ or } m < -2; \\ -1, & \text{when } 0 < m < 2; \\ +1, & \text{when } -2 < m < 0; \\ \text{indeterminate}, & \text{when } m = 0, \pm 2. \end{cases}
\]

The Dirac points are \((k_x, k_y) = (0, 0), (0, \pi), (\pi, 0)\) and \((\pi, \pi)\). At those points, if \(m = -2, 0, 2\), respectively, one has \(h_x = h_y = h_z = 0\), and the monopole defects occur; otherwise, if \(m\) does not take these values there, one has \(h_x = h_y = 0\) and \(h_z \neq 0\), and the merons occur.

Now let us rewrite \((h_x, h_y, h_z)\) separately into a pure \(k_x\) part and a pure \(k_y\) part as per eq. (5):

\[
\gamma_A : \begin{cases} x_A(k_x) = -\sin k_x, \\ y_A(k_x) = 0, \\ z_A(k_x) = -\cos k_x; \end{cases} \quad \gamma_B : \begin{cases} x_B(k_y) = 0, \\ y_B(k_y) = \sin k_y, \\ z_B(k_y) = \cos k_y + m. \end{cases}
\]
Obviously \( h_x = x_B - x_A, h_y = y_B - y_A \) and \( h_z = z_B - z_A \), while \((x_A,y_A,z_A)\) and \((x_B,y_B,z_B)\) form two unit circles \( \gamma_A \) and \( \gamma_B \) in the \( xz\)- and \( yz\)-planes, respectively, as shown in Figure 2(a)–(g).

**FIG. 2.** \( \gamma_A \) is a unit circle in the \( xz\)-plane, centered at \((0,0,0)\); \( \gamma_B \) is a unit circle in the \( yz\)-plane, centered at \((0,0,m)\). Cases (a)–(g) show the different relevant positions of \( \gamma_A \) and \( \gamma_B \), corresponding to various linkage situations: (a) and (g), \( \gamma_A \) and \( \gamma_B \) are disjoint, hence \( Lk(\gamma_A, \gamma_B) = 0 \); (b), (d) and (f), \( \gamma_A \) and \( \gamma_B \) contact, hence \( Lk(\gamma_A, \gamma_B) \) is indeterminate; (c), \( Lk(\gamma_A, \gamma_B) = -1 \); (e), \( Lk(\gamma_A, \gamma_B) = +1 \).

When \( k_x \) and \( k_y \) increase from 0 to \( 2\pi \), \( \gamma_A \) and \( \gamma_B \) obtain their respective orientations. The varying \( m \) leads to different relevant positions of \( \gamma_A \) and \( \gamma_B \), and therefore various linkage situations:

- When \( m > 2 \) or \( m < -2 \), \( \gamma_A \) and \( \gamma_B \) are apart from each other, hence the linking number \( Lk(\gamma_A, \gamma_B) = 0 \), corresponding to Figure 2(a) and (g).
- When \( m = 0, \pm 2 \), \( \gamma_A \) and \( \gamma_B \) contact, hence the linking number is indeterminate, corresponding to Figure 2(b), (d) and (f).
- When \( 0 < m < 2 \), \( \gamma_A \) and \( \gamma_B \) has linking number \( Lk(\gamma_A, \gamma_B) = -1 \), corresponding to Figure 2(c). This case is similar as Figure 1(b).
- When \(-2 < m < 0 \), \( \gamma_A \) and \( \gamma_B \) has linking number \( Lk(\gamma_A, \gamma_B) = +1 \), corresponding to Figure 2(e). This case is similar as Figure 1(a).

These cases and Figure 2(a)–(g) precisely reproduce the different evaluations of the Pontrjagin index \( P \) in eq.(8).

**FIG. 3.** \( \gamma_A \) is a unit circle in the \( xz\)-plane, centered at \((0,0,0)\). \( \gamma_B \) is composed of two branches, i.e., two unit circles in the \( yz\)-plane: \( \gamma_{B,+} \), centered at \((0,0,m_+)\), with \( k_y \in [0,2\pi) \); \( \gamma_{B,-} \), centered at \((0,0,m_-)\), with \( k_y \in [2\pi,4\pi) \). The orientations of the circles are as shown. When \( m_+ \) and \( m_- \) take varying values, the linking number \( Lk(\gamma_A, \gamma_B) \) might have various values \( 0, \pm 1, \pm 2 \). The parameters taken here are: \( m_+ = 1.3 \) and \( m_- = -1.3 \), which yield \( Lk(\gamma_A, \gamma_B) = -2 \).

The respective expressions for \( \gamma_A \) and \( \gamma_B \) read

- \( \gamma_A \): The same as in eq.(9), with \( k_x \in [0,2\pi) \).

\[
\gamma_A : \begin{cases} x_A(k_x) = -\sin k_x, \\ y_A(k_x) = 0, \\ z_A(k_x) = -\cos k_x, \end{cases} \tag{10}
\]

- \( \gamma_B \): The period of \( k_y \) is augmented to \([0,4\pi)\).

\[
\gamma_{B,+} : \begin{cases} x_{B,+}(k_y) = 0, \\ y_{B,+}(k_y) = \sin k_y, \\ z_{B,+}(k_y) = \cos k_y + m_+, \end{cases} \quad k_y \in [0,2\pi); \\
\gamma_{B,-} : \begin{cases} x_{B,-}(k_y) = 0, \\ y_{B,-}(k_y) = \sin (-k_y), \\ z_{B,-}(k_y) = \cos (-k_y) + m_- \end{cases}, \quad k_y \in [2\pi,4\pi). \tag{11}
\]
period 2

\[ \gamma_{B,+} \text{ is centered at } (0, 0, m_+) \text{, with clockwise rotation; } \gamma_{B,-} \text{ centered at } (0, 0, m_-) \text{, with anticlockwise rotation.} \]

This modified model is able to produce higher topological Pontrjagin index \( P = 0, \pm 1, \pm 2 \). For instance, if specially letting the two rings \( \gamma_{B,+} \) and \( \gamma_{B,-} \) contact at one single point, denoted as \((0, 0, m_0)\), with \( m_0 \) an introduced parameter, \( \gamma_B \) turns to form a figure-8 shape. And then the linkage \( \ell k \) (\( \gamma_A, \gamma_B \)) is similar as in Figure 1(c). The figure-8 shape is realized by setting a constraint

\[
\begin{align*}
\left\{ \begin{array}{l}
m_+ = m_0 + 1; \\
m_- = m_0 - 1,
\end{array} \right. \quad \text{or} \quad \left\{ \begin{array}{l}
m_+ = m_0 + 1; \\
m_- = m_0 - 1.
\end{array} \right.
\end{align*}
\]

In detail,

- for \( \left\{ \begin{array}{l}
m_+ = m_0 + 1; \\
m_- = m_0 - 1,
\end{array} \right. \), which means an upper \( \gamma_{B,+} \) and a lower \( \gamma_{B,-} \), we have

\[
P = \begin{cases}
0, & \text{when } m_0 > 3; \\
+1, & \text{when } 1 < m_0 < 3; \\
-2, & \text{when } -1 < m_0 < 1; \\
+1, & \text{when } -3 < m_0 < -1; \\
0, & \text{when } m_0 < -3; \\
\text{indeterminate,} & \text{when } m_0 = \pm 1, \pm 3.
\end{cases}
\] (12)

- for \( \left\{ \begin{array}{l}
m_- = m_0 + 1; \\
m_+ = m_0 - 1,
\end{array} \right. \), which means an upper \( \gamma_{B,-} \) and a lower \( \gamma_{B,+} \), we have

\[
P = \begin{cases}
0, & \text{when } m_0 > 3; \\
-1, & \text{when } 1 < m_0 < 3; \\
+2, & \text{when } -1 < m_0 < 1; \\
-1, & \text{when } -3 < m_0 < -1; \\
0, & \text{when } m_0 < -3; \\
\text{indeterminate,} & \text{when } m_0 = \pm 1, \pm 3.
\end{cases}
\] (13)

In this modified model, the first Brillouin zone is \((k_x, k_y) \in [0, 2\pi) \times [0, 4\pi)\). To illustrate this zone let us consider the \( \frac{k}{2} \)-space. Regarding \( \frac{k+\pi}{2} \) as the polar angle \( \theta \) with period \( \pi \), and \( \frac{k}{2} \) as the azimuthal angle \( \phi \) with period \( 2\pi \), we see the \( \frac{k}{2} \)-space is a 2-sphere \( S^2 \) actually. Hence the map \( \frac{k}{2} \rightarrow \frac{h}{2} (\frac{k}{2}) \) becomes an \( S^2 \rightarrow S^2 \) map, in contrast with the original map \( T^2 \rightarrow S^2 \).

To realize the modified model in physics, we propose the following Hamiltonian: in the momentum space,

\[
\begin{align*}
h & = \sin k_x \sigma_x + \cos k_x \sigma_z \\
& + H_{k_y,1} \left\{ t_+ \left[ \sin k_y \sigma_y + \cos k_y \sigma_z \right] + m_+ \sigma_z \right\} \\
& + H_{k_y,II} \left\{ t_- \left[ -\sin(-k_y) \sigma_y + \cos(-k_y) \sigma_z \right] + m_- \sigma_z \right\},
\end{align*}
\] (14)

where \( t_+ \) and \( t_- \) are two adjustment parameters. Usually we take \( t_+ = t_- = 1 \) as in eq.(11). \( H_{k_y,1} \) and \( H_{k_y,II} \) are two Heaviside-like stepwise functions: when \( k_y \in (0, 2\pi) \), \( H_{k_y,1} = 1 \) and \( H_{k_y,II} = 0 \); when \( k_y \in [2\pi, 4\pi) \), \( H_{k_y,1} = 0 \) and \( H_{k_y,II} = 1 \). In the real space,

\[
H = \sum_n t_0 \left[ c_n^+ \sigma_n^0 c_n + c_n^+ \sigma_n^0 c_{n+a_1} + h.c. \right] + t_0 \left[ c_n^+ \sigma_n^0 c_{n-a_2} + c_n^+ \sigma_n^0 c_{n-a_1} + h.c. \right] + t_+ \left[ c_n^+ \sigma_n^0 c_{n+a_2} + c_n^+ \sigma_n^0 c_{n+a_1} + h.c. \right] + t_- \left[ c_n^+ \sigma_n^0 c_{n-a_2} + c_n^+ \sigma_n^0 c_{n-a_1} + h.c. \right] + m_n c_n^0 \sigma_n c_n
\]

\[
+m_n c_n^0 \sigma_n c_{n-a_2},
\] (15)

where \( a_1 = (1, 0)l \) and \( a_2 = (0, 1)l \). The on-site energy \( m_n = m_{n+a} + m_{n-a} \), \( m_n = m_{n+a} + m_{n-a} \), \( m_n = m_{n+a} + m_{n-a} \), \( m_n = m_{n+a} + m_{n-a} \). Here \( m_{n+a} \) due to periodicity.

To study the edge states one needs to determine the Dirac points. Taking \( t_0 = t_+ = t_- = 1 \), the components of the Hamiltonian (14) are \( h_x = \sin k_x, h_y = H_{k_y,1} \sin k_y + H_{k_y,II} \sin(-k_y) \) and \( h_z = \cos k_x + H_{k_y,1} \cos k_y + H_{k_y,II} \cos(-k_y) + m_n \). Letting \( h_x = h_y = 0 \), one solves out the Dirac points and the topological defects, as shown in Table I.

| Dirac points \((k_x, k_y)\) | Monopoles \((h_z = 0)\) | Merons \((h_z \neq 0)\) |
|--------------------------|-----------------------|--------------------------|
| \((0, 0)\)               | \(m_+ = -2\)          | \(m_+ \neq -2\)          |
| \((0, \pi)\)             | \(m_+ = 0\)           | \(m_+ \neq 0\)           |
| \((0, 2\pi)\)            | \(m_+ = -2\)          | \(m_+ \neq -2\)          |
| \((0, 3\pi)\)            | \(m_+ = 0\)           | \(m_+ \neq 0\)           |
| \((\pi, 0)\)             | \(m_+ = 0\)           | \(m_+ \neq 0\)           |
| \((\pi, \pi)\)           | \(m_+ = 2\)           | \(m_+ \neq 2\)           |
| \((\pi, 2\pi)\)          | \(m_+ = 0\)           | \(m_+ \neq 0\)           |
| \((\pi, 3\pi)\)          | \(m_+ = 2\)           | \(m_+ \neq 2\)           |

Discussion. It should be addressed that the separability condition (5) is a strong requirement, which confines the proposed method to be suitable only for square and rectangular lattices with NN interactions. Indeed, for a two-dimensional lattice in the real space, \( H = -t \sum_{i,j,\alpha} \left( c_{i\alpha}^+ c_{j\alpha} + h.c. \right) \), with \( c_{i\alpha}^+ \) and \( c_{i\alpha} \) the creation and annihilation operators at Site \( i \) with spin \( \alpha \). If magnetic couplings and spin-orbit (say, Rashba) couplings are involved, the Hamiltonian needs further modification. Under the Fourier transformation, \( \sum_j c_j = \sum_k c_k e^{ik \cdot r} \), with \( r \) the vector connecting Site \( i \) (origin) and Site \( j \), we have \( \sum_{ij} c_i^+ c_j = \sum_k c_k \sum_r e^{ik \cdot r} c_k \) — if the RHS can be separated into a pure \( k_x \) part plus a pure \( k_y \) part, the desired separation of eq.(5) is achievable. It strongly depends on the structure of the studied lattice; one can verify that only square and rectangular lattices meet this requirement, in which \( k_x \) and \( k_y \) lie in parallel to the vectors \( a_1 \) and \( a_2 \), respectively. Without that condition the vector representation for \((k_x, k_y)\) fails to exist.
Our next work is to study triangular and oblique lattices such as honeycomb, Kagome, etc., as well as NNN interactions. A promising way to overcome the separability difficulty is: first, to introduce a non-orthogonal decomposition \( (k_1, k_2) \) for the momentum \( k \) to replace the orthogonal \( (k_x, k_y) \), with \( k_1 \) and \( k_2 \) parallel to \( a_1 \) and \( a_2 \), respectively; second, to further turn the problem into the square/rectangular case by introducing the complex coordinates and conformal transformations.

**Conclusion.** In this paper a knot theory for two-dimensional square lattice is developed. Our calculation reveals that the Pontrjagin topological index \( P \) in a two-band model could be regarded as a Gauss linking number between knots, which leads to successful re-derivation of the typical evaluations of topological number \( P = 0, \pm 1 \) in literature. Furthermore, we propose a modified two-band model in order to achieve higher topological numbers, \( P = 0, \pm 1, \pm 2 \). The corresponding Hamiltonian, lattice structure and Dirac points are discussed as well.

Recently in the search of high performance devices many efforts were placed in designing high topological number material in multi-layer lattice [17]. The significance of this paper lies in opening a new direction in this research beyond the previous ones, that is, to focus on mono-layer lattice and consider benefit of the intrinsic symmetry.
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