A SURPRISING FACT ABOUT $\mathcal{D}$-MODULES IN CHARACTERISTIC $p > 0$
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Abstract. Let $R = k[x_1, \ldots, x_d]$ be the polynomial ring in $d$ independent variables, where $k$ is a field of characteristic $p > 0$. Let $\mathcal{D}_R$ be the ring of $k$-linear differential operators of $R$ and let $f$ be a polynomial in $R$. In this work we prove that the localization $R[f^{-1}]$ obtained from $R$ by inverting $f$ is generated as a $\mathcal{D}_R$-module by $f^{-1}$. This is an amazing fact considering that the corresponding characteristic zero statement is very false.

1. Introduction

Let $k$ be a field and let $R = k[x_1, \ldots, x_d]$, or $R = k[[x_1, \ldots, x_d]]$ be either a ring of polynomials or formal power series in a finite number of variables over $k$. Let $\mathcal{D}_R$ be the ring of $k$-linear differential operators on $R$. For every $f \in R$, the natural action of $\mathcal{D}_R$ on $R$ extends uniquely to an action on $R[f^{-1}]$ via the standard quotient rule. Hence $R[f^{-1}]$ acquires a natural structure of $\mathcal{D}_R$-module. It is a remarkable fact that $R[f^{-1}]$ has finite length in the category of $\mathcal{D}_R$-modules. This fact has been proven in characteristic 0 by Bernstein [1 Corollary 1.4] in the polynomial case and by Björk [2 Theorems 2.7.12, 3.3.2] in the formal power series case and in characteristic $p > 0$ by Bøgvad [3 Proposition 3.2] in the polynomial case and by Lyubeznik [5 Theorem 5.9] in the formal power series case. Thus the ascending chain of submodules

$$\mathcal{D}_R \cdot \frac{1}{f} \subseteq \mathcal{D}_R \cdot \frac{1}{f^2} \subseteq \cdots \subseteq \mathcal{D}_R \cdot \frac{1}{f^k} \subseteq \cdots \subseteq R[f^{-1}]$$

stabilizes, i.e. $R[f^{-1}]$ is generated by $\frac{1}{f}$ for some $i$. This paper is motivated by the following natural question: What is the smallest $i$ such that $\frac{1}{f}$ generates $R[f^{-1}]$ as a $\mathcal{D}_R$-module?
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When \( k \) is a field of characteristic zero and \( f \in R \) is a non-zero polynomial it has been proven in [1, Theorem 1'] that there exists of a monic polynomial \( b_f(s) \in k[s] \) and a differential operator \( Q(s) \in D_R[s] \) such that
\[
Q(s) \cdot f^{s+1} = b_f(s) \cdot f^s
\]
for every \( s \). The polynomial \( b_f(s) \) is called the Bernstein-Sato polynomial of \( f \) and is always a multiple of \((s + 1)\). Let \(-i\) be the least integer root of \( b_f(s) \). Then, \( b_f(s) \neq 0 \) for any integer \( s < -i \) and therefore \( f^s \in D_R \cdot f^{s+1} \).

In particular, \( R[\frac{1}{f}] \) is generated by \( \frac{1}{f} \) as a \( D_R \)-module but it cannot be generated by \( \frac{1}{f^j} \) for \( j < i \). This gives a complete answer to our question in characteristic zero.

For example, consider the polynomial \( f = x_1^2 + \cdots + x_{2n}^2 \in R = k[x_1, \ldots, x_{2n}] \). Then we have the functional equation
\[
\frac{1}{4} \left( \frac{\partial^2}{\partial x_1^2} + \cdots + \frac{\partial^2}{\partial x_{2n}^2} \right) \cdot f^{s+1} = (s + 1)(s + n) \cdot f^s
\]
where the Bernstein-Sato polynomial is \( b_f(s) = (s + 1)(s + n) \). Hence \( R[\frac{1}{f}] \) is generated by \( \frac{1}{f} \) as a \( D_R \)-module but it cannot be generated by \( \frac{1}{f^j} \) for \( j < i \).

But in characteristic \( p > 0 \) a differential operator of a fixed order annihilates the powers \( \frac{1}{f^p} \) for \( s \) large enough, so a functional equation such as above even if it exists does not imply that \( \frac{1}{f^{sp}} \in D_R \cdot \frac{1}{f^p} \) for all \( s \).

The goal of this paper is to prove the following amazing result.

**Theorem 1.1.** Let \( R = k[x_1, \ldots, x_d] \) where \( k \) is a field of characteristic \( p > 0 \) and let \( f \in R \) be a non-zero polynomial. Then \( R[\frac{1}{f}] \) is generated by \( \frac{1}{f} \) as \( D_R \)-module.

Our proof does not extend to the case of formal power series; some new idea seems to be needed in this case (see Remark 3.6).
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2. **Differential operators in positive characteristic**

Let \( \mathbb{N} \) be the set of non-negative integers. Throughout, we will use multi-index notation in the polynomial ring \( R = k[x_1, \ldots, x_d] \), where \( k \) is a field of characteristic \( p > 0 \). So, given \( \alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}^d \) we will denote the sum of its components by \( |\alpha| \) and \( x^\alpha \) will stand for the monomial \( x_1^{\alpha_1} \cdots x_d^{\alpha_d} \).
A pair of multi-indices $\alpha$ and $\beta$ are ordered as usual: $\alpha < \beta$ if and only if $\alpha_i < \beta_i$ for $i = 1, \ldots, d$.

For a general description of the ring of differential operators we refer to [4, §16.8]. For the case we are considering in this work we refer to [4, Théorème 16.11.2]. The ring of differential operators $D_R = D(R, k)$ associated to the polynomial ring $R$ is the ring extension of $R$ generated by the set of differential operators

$$\{ D_{t,i} = \frac{1}{t!} \frac{\partial^t}{\partial x_i^t} \mid t \in \mathbb{N}, \ i = 1, \ldots, d \}$$

Given $\beta \in \mathbb{N}^d$, $D_\beta$ will denote the differential operator $D_\beta := D_{\beta,1} \cdots D_{\beta,d}$. We can extend the multi-index notation to $D_R$ considering the $k$-basis formed by the monomials $x^\alpha D_\beta$. In the sequel, a differential operator $Q \in D_R$ will be written in right normal form, i.e.

$$Q = \sum_{\alpha, \beta \in \mathbb{N}^d} a_{\alpha \beta} x^\alpha D_\beta,$$

where all but finitely many $a_{\alpha \beta} \in k$ are zero.

Let $k[R^n]$ be the $k$-algebra generated by $p^n$-th powers of elements of $R$. Let $D_R^{(n)}$ be the ring extension of $R$ generated by the set of differential operators up to order $p^n$, i.e. $\{ D_\alpha \mid \alpha < p^n \}$ where $p^n = (p^n, \ldots, p^n) \in \mathbb{N}^d$. Then we have an increasing chain of finitely generated ring extensions of $R$

$$D_R^{(0)} \subseteq D_R^{(1)} \subseteq D_R^{(2)} \subseteq \cdots \subseteq D_R$$

whose union is $D_R$.

**Lemma 2.1.** Let $Q \in D_R^{(n)}$ and $f \in k[R^n]$. Then $Q$ commutes with $f$, i.e. $Q(f \cdot g) = f \cdot Q(g)$ for all $g \in R$.

**Proof.** Writing out $Q$, $f$ and $g$ as sums of monomials and considering that $D_{t,i}$ commutes with $D_{t,j}$ and $x_j^s$ for $j \neq i$, one sees that it is enough to prove the statement for $Q = D_{t,i}$, $f = x_i^{p^n}$ and $g = x_i^s$, where $t < p^n$, $s$ is an integer and $i = 1, \ldots, d$. In this case we have

$$D_{t,i}(x_i^{p^n+s}) = x_i^{p^n} \cdot D_{t,i}(x_i^s)$$

just comparing the coefficient at $x_i^{p^n+s-t}$ on both sides modulo $p$. \qed

3. **Proof of Theorem**

We notice first that it is enough to show that if $f \in R$ is a non-zero polynomial, then $\frac{1}{f}$ belongs to the $D_R$-module generated by $\frac{1}{f}$. Once this
is proved we can apply this result to \( f^{p^{s-1}} \) to get \( \frac{1}{f^p} \in \mathcal{D}_R \cdot \frac{1}{f^{p^s-1}} \) for every \( s > 1 \). Since the set \( \frac{1}{f^p}, \frac{1}{f^{p^2}}, \ldots \) generates \( R[\frac{1}{f}] \) as \( R \)-module, we are done.

We can also reduce to the case of \( k \) being a perfect field. If \( k \) is not perfect, let \( K \) be the perfect closure of \( k \). Assume there is a differential operator \( Q = \sum a_{\alpha \beta} \partial^\alpha D^\beta \) with coefficients \( a_{\alpha \beta} \in K \) such that \( Q(\frac{1}{f}) = \frac{1}{f^p} \). This is equivalent to the fact that a system of finitely many linear equations with coefficients in \( k \) has solutions in \( K \), where the non-zero coefficients \( a_{\alpha \beta} \) of \( Q \) are thought of as the unknowns of the system. For example, if \( f = x_1 \), we may be looking for a solution in the form \( Q = aD^{p-1} \), so we get an equation \( Q(\frac{1}{x_1}) = \frac{1}{x_1^p} \). Since \( Q(\frac{1}{x_1}) = a\frac{1}{x_1^p} \), the corresponding linear system is just one equation \( a = 1 \). The system has a solution in \( K \), namely, the coefficients of \( Q \). Hence it is consistent, so it must have a solution in \( k \) because the coefficients of the linear system are in \( k \) (in fact the coefficients are in the prime field \( \mathbb{Z}/p\mathbb{Z} \)). So there is a differential operator \( Q' \) with coefficients in \( k \) such that \( Q'(\frac{1}{f}) = \frac{1}{f^p} \).

Henceforth we will assume that the base field \( k \) of our polynomial ring is perfect. It is enough to show that under this assumption \( \frac{1}{f^p} \) belongs to the \( \mathcal{D}_R \)-submodule generated by \( \frac{1}{f^p} \), for all \( f \in R \).

Given a polynomial \( f \in R \) and an integer \( n \geq 1 \), we can write in a unique way

\[
f(x) = \sum_{0 \leq \alpha < p^n} f_\alpha(x^{p^n}) \ x^\alpha
\]

where \( f_\alpha(z) \in k[z] \) are polynomials in \( d \) variables. Consider the ideal \( J_n(f) \) generated by the polynomials \( f_\alpha(x^{p^n}) \) in the decomposition of \( f \) with respect to \( x^{p^n} \).

**Lema 3.1.** Let \( f, g, h \in R \) be polynomials such that \( f = g \cdot h \). Then \( J_n(f) \subseteq J_n(g) \).

**Proof.** Consider the decomposition of \( g \) with respect to \( x^{p^n} \)

\[
g(x) = \sum_{0 \leq \alpha < p^n} g_\alpha(x^{p^n}) \ x^\alpha
\]

Set \( h(x) = \sum a_\beta \ x^\beta \), then

\[
f(x) = g(x) \cdot h(x) = \sum_{0 \leq \alpha < p^n} g_\alpha(x^{p^n}) \ (\sum a_\beta \ x^{\alpha+\beta})
\]
Rewriting in the form
\[ f(x) = \sum_{0 \leq \gamma < p^n} f_\gamma(x^{p^n}) \ x^\gamma \]
we get
\[ f_\gamma(x^{p^n}) = \sum a_\beta \ g_\alpha(x^{p^n}) \ x^{j\beta} \]
where the sum is taken over the multi-indices \( \alpha \) and \( \beta \) such that \( x^{\alpha + \beta} = x^{j\beta} \) \( x^{p^n} \) for a given \( j \in \mathbb{N} \). In particular \( f_\gamma(x^{p^n}) \in J_n(g) \).

**Lemma 3.2.** Let \( f, g \in R \) be polynomials such that \( f = g^p \). Then \( J_n(f) = J_{n-1}(g)^{[p]} \)

**Proof.** It is enough to raise to the \( p \)-th power the decomposition of \( g \) with respect to \( x^{p^n-1} \).

Notice that \( \mathcal{D}^{(n)}_R \cdot f \) is an ideal of \( R \). This ideal can be also described as follows:

**Lemma 3.3.** \( J_n(f) = \mathcal{D}^{(n)}_R \cdot f \).

**Proof.** By Lemma 2.1 every \( Q \in \mathcal{D}^{(n)}_R \) commutes with every \( f_\alpha(x^{p^n}) \) in the decomposition of \( f \) with respect to \( x^{p^n} \). Hence
\[ Q(f) = \sum_{0 \leq \alpha < p^n} f_\alpha(x^{p^n}) \ Q(x^{\alpha}) \]
In particular, \( Q(f) \in J_n(f) \), i.e. \( \mathcal{D}^{(n)}_R \cdot f \subseteq J_n(f) \). To prove the opposite containment it is enough to show that every \( f_\alpha(x^{p^n}) \) belongs to the ideal \( \mathcal{D}^{(n)}_R \cdot f \).

Consider the multi-index \( \beta = (p^n - 1, \ldots, p^n - 1) \in \mathbb{N}^d \). Then we have
\[ D_\beta(f) = f_\beta(x^{p^n}) \in \mathcal{D}^{(n)}_R \cdot f \]
Now we proceed by induction on \( \sigma_\beta = \Sigma_{i=1}^d (p^n - 1 - \beta_i) \), the case \( \sigma_\beta = 0 \) being just proved. Let \( \beta \in \mathbb{N}^d \) be a multi-index such that \( D_\beta \in \mathcal{D}^{(n)}_R \). Then we have
\[ D_\beta(f) = f_\beta(x^{p^n}) + \sum_{\beta' > \beta} f_{\beta'}(x^{p^n}) \ (a_{\beta' \beta} x^{\beta' - \beta}) \]
where \( a_{\beta' \beta} = \left( \beta'_1 \beta_1 \right) \cdots \left( \beta'_d \beta_d \right) \). By induction \( f_{\beta'}(x^{p^n}) \in \mathcal{D}^{(n)}_R \cdot f \) for any \( \beta' > \beta \), so we are done.

\[ \square \]
Since $k$ is a perfect field, the coefficients of $f_\alpha(x^{p^n})$ in the decomposition of $f$ with respect to $x^{p^n}$ are $p^n$-th powers, hence $f_\alpha(x^{p^n}) = (\tilde{f}_\alpha(x))^{p^n}$, where $\tilde{f}_\alpha(x)$ are polynomials in $R$. Consider the ideal $I_n(f)$ generated by the polynomials $\tilde{f}_\alpha(x)$. Notice that $J_n(f)$ is the $n$-th Frobenius powers of the ideal $I_n(f)$, i.e. $J_n(f) = I_n(f)^{[p^n]}$.

**Lemma 3.4.** Let $f \in R$ be a polynomial. For any integer $n \geq 1$ there is an inclusion of ideals

$$I_n(f^{p^n-1}) \subseteq I_{n-1}(f^{p^{n-1}-1})$$

**Proof.** The equality $J_n(f^{p^n-p}) = J_{n-1}(f^{p^{n-1}-1})^{[p]}$ given by Lemma 3.2 translates to

$$I_n(f^{p^n-p})^{[p^n]} = (I_{n-1}(f^{p^{n-1}-1})^{[p^{n-1}]})^{[p]} = I_{n-1}(f^{p^{n-1}-1})^{[p^n]}$$

This implies

$$I_n(f^{p^n-p}) = I_{n-1}(f^{p^{n-1}-1})$$

due to the fact that the polynomial ring $R$ is regular. On the other hand, the inclusion $J_n(f^{p^n-1}) = J_n(f^{p^n-p} \cdot f^{p-1}) \subseteq J_n(f^{p^n-p})$ given by Lemma 3.1 implies

$$I_n(f^{p^n-1}) \subseteq I_n(f^{p^n-p})$$

again because $R$ is regular so we get the desired inclusion. \qed

**Lemma 3.5.** The descending chain of ideals

$$I_1(f^{p-1}) \supseteq I_2(f^{p^2-1}) \supseteq \cdots \supseteq I_{n-1}(f^{p^{n-1}-1}) \supseteq I_n(f^{p^n-1}) \supseteq \cdots$$

stabilizes.

**Proof.** Assume that $\deg f = e$. Let

$$f^{p^n-1}(x) = \sum_{0 \leq \alpha < p^n} f_\alpha(x^{p^n}) x^{\alpha}$$

be the decomposition of $f^{p^n-1}$ with respect to $x^{p^n}$. Since $\deg f^{p^n-1} = e(p^n - 1)$, the polynomials in the decomposition satisfy $\deg f_\alpha(x^{p^n}) \leq e(p^n - 1) < ep^n$. On the other hand, $\deg f_\alpha(x^{p^n}) = p^n \deg \tilde{f}_\alpha(x)$ implies $\deg \tilde{f}_\alpha(x) < e$.

Let $W_e$ be the $k$-vector space of polynomials of degree strictly smaller than $e$. For every $n$, the ideal $I_n(f^{p^n-1})$ is generated by $I_n(f^{p^n-1}) \cap W_e$. Thus we have a descending sequence of $k$-vector subspaces of $W_e$

$$(I_1(f^{p-1}) \cap W_e) \supseteq (I_2(f^{p^2-1}) \cap W_e) \supseteq \cdots \supseteq (I_n(f^{p^n-1}) \cap W_e) \supseteq \cdots$$

that must stabilize because $W_e$ is a finite-dimensional $k$-vector space. \qed
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Now we can complete the proof of Theorem 1.1 as follows. Assume that the chain of ideals given in Lemma 3.5 stabilize at the level \(s - 1\), i.e. \(I := I_{s-1}(f^{p^{s-1}}) = I_s(f^{p^{s-1}})\), From the equalities \(J_s(f^{p^{s-1}}) = I^{[p^s]}\) and \(J_{s-1}(f^{p^{s-1}}) = I^{[p^{s-1}]}\) we deduce

\[
J_s(f^{p^s-1}) = J_{s-1}(f^{p^{s-1}})[p] = (I^{[p^{s-1}]})[p] = I^{[p^s]} = J_s(f^{p^{s-1}})
\]

Thus we have \(f^{p^s-1} \in J_s(f^{p^{s-1}})\). By Lemma 3.3 there is a differential operator \(Q \in D^{(s)}\) such that \(Q(f^{p^s-1}) = f^{p^s-1}\). Since \(Q\) commutes with \(f^{p^s}\), we see that

\[
Q(f^{p^s-1}f^{p^s}) = f^{p^s-1}f^{p^s}
\]

so we get \(Q\left(\frac{1}{f^{p^s}}\right) = \frac{1}{f^{p^s}}\) as we desired. \(\Box\)

**Remark 3.6.** In the case of formal power series all parts of our proof go through except the proof of Lemma 3.5. Most likely, the statement of Lemma 3.5 is still true in the case of formal power series but a very different proof is needed.

**Example 3.7.** Let \(R = k[x_1, x_2, x_3, x_4]\) where \(k\) is a field of characteristic \(p > 0\). Consider the polynomial \(f = x_1^2 + x_2^2 + x_3^2 + x_4^2\). We are going to find a differential operator \(Q \in D_{R^{(s)}}\) such that \(Q(f^{p^s-1}) = f^{p^s-1}\). By Lemma 3.3 there is a differential operator \(Q \in D_{R^{(s)}}\) such that \(Q(f^{p^s-1}) = f^{p^s-1}\). Since \(Q\) commutes with \(f^{p^s}\), we see that

\[
Q(f^{p^s-1}f^{p^s}) = f^{p^s-1}f^{p^s}
\]

so we get \(Q\left(\frac{1}{f^{p^s}}\right) = \frac{1}{f^{p^s}}\) as we desired. \(\Box\)
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