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Abstract

Lur’e-type nonlinear systems are virtually ubiquitous in applied control theory, which explains the great interest they have attracted throughout the years. The purpose of this paper is to propose conditions to assess incremental asymptotic stability of Lur’e systems that are less conservative than those obtained with the incremental circle criterion. The method is based on the approximation of the nonlinearity by a piecewise-affine function. The Lur’e system can then be rewritten as a so-called piecewise-affine Lur’e system, for which sufficient conditions for asymptotic incremental stability are provided. These conditions are expressed as linear matrix inequalities (LMIs) allowing the construction of a continuous piecewise-quadratic incremental Lyapunov function, which can be efficiently solved numerically. The results are illustrated with numerical examples.
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1 Introduction

The so-called Lur’e-type nonlinear systems, given by the feedback interconnection of a linear time-invariant (LTI) system and a memoryless nonlinearity $\varphi$, represent an important class of systems with practical application in virtually any domain of system theory. The study of these systems is closely connected with the development of the absolute stability problem (see e.g. Liberzon [2006]), which consists in establishing conditions to ensure asymptotic stability of the origin for a set of nonlinear functions in a sector.

In this paper, we are interested in assessing incremental stability of Lur’e systems, i.e. the stability of every system trajectory with respect to each other. Several different notions of incremental stability coexist [see e.g. Fromion [1997], Lohmiller and Slotine [1998], Angeli [2002], Pavlov et al. [2004], but all have in common the fact that they ensure strong qualitative properties on the system behavior, such as asymptotic independence of initial conditions and the unicity of the steady state. For this reason, incremental stability is often used to cope with problems involving tracking/synchronization and anti-windup control [see e.g. Rantzer [2000], Kim and de Persis [2015].

In the framework of input-output stability, Zames [1966] proposed graphical conditions to ensure (incremental) stability of Lur’e systems, known as the (incremental) circle criterion. These conditions are established for nonlinearities belonging to a sector and, in this sense, the nonlinearity can be seen as a bounded perturbation on the linear dynamics of the system. The description via sector bounds yields stability results that tend to be quite conservative, as the sector bound gives a very crude representation of the nonlinear operator. For stability analysis, an attempt to reduce the conservatism was made by transforming the feedback loop via the addition of so-called Popov-Zames-Falb frequency-dependent multipliers Zames [1966], Zames and Falb [1968]. However, it turns out that this approach is not applicable when incremental stability is considered Kulkarni and Safonov [2002], Fromion and Safonov [2004].
for which multiplier-based analysis ensures finite gain stability, but which are not incrementally stable. On the other hand, necessary and sufficient conditions for incremental stability of Lur’ e systems were proposed by [2003], but with the drawback of being NP-hard. There is then a need for an alternative approach to the assessment of incremental stability of Lur’e systems, which is less conservative than the celebrated incremental circle criterion while being efficiently solvable. For this reason, we consider the analysis via piecewise-affine approximations.

Piecewise-affine (PWA) systems are nonlinear systems described by piecewise-affine differential equations. They can be used to naturally describe systems containing piecewise-affine nonlinearities (such as saturations, relays and dead zones), or as an approximation of more general nonlinear systems. The interest in this class of systems lies in the fact that their description is quite close to that of LTI systems, allowing transposition of classic results on stability and performance analysis while being able to present quite complex nonlinear dynamics. [1998] introduced piecewise-quadratic Lyapunov functions to the analysis of PWA systems through the use of the S-procedure. The approach was extended to consider the analysis of incremental properties of PWA systems by [2016].

In this paper, we propose a method to assess incremental stability of Lur’e systems through piecewise-affine approximations. The nonlinearity is replaced by a piecewise-affine function plus an approximation error, which is characterized by its Lipschitz constant. This allows us to rewrite the Lur’e system as the interconnection of a PWA system with the approximation error, in what we may call a PWA Lur’e system (see Fig. 1). Through the refinement of , we are able to control the approximation error, and hence expect to obtain less conservative results. In this sense, we address two technical questions: obtain sufficient conditions to assess incremental stability of PWA Lur’e systems; and propose a method allowing the construction of . Although techniques to construct piecewise-affine approximations exist in the literature [see e.g. [2013], [2010]], we introduce an approximation method ensuring a given upper bound on the Lipschitz constant of the approximation error.

The paper is organized as follows. Section states the problem of ensuring incremental asymptotic stability of Lur’e systems. The proposed approach is presented in Section. In Section sufficient conditions for incremental asymptotic stability of PWA Lur’e systems are presented. Section proposes a method to construct that ensures an upper bound on the Lipschitz constant of the approximation. Finally, Section contains numerical examples illustrating the results obtained with the proposed approach.

Notation

We denote by the Euclidean norm. The real half line is denoted by . The interior of a set is denoted int () . For a vector , is equivalent to the componentwise inequality (resp. ). For a matrix , (resp. ) denotes that is positive definite (resp. semi-definite). The symbol replaces the corresponding symmetric block in a symmetric matrix. The column concatenation of two matrices and of compatible dimensions, denoted by col, is such that .
The function \( \phi : \mathbb{R}_+ \times \mathbb{R}_+ \times X \to X \) is called the state transition map and is such that \( x = \phi(t, t_0, x_0) \) is the state \( x \in X \) attained at instant \( t \) when the system evolves from \( x_0 \in X \) at the instant \( t_0 \).

A function \( \rho : \mathbb{R}_+ \to \mathbb{R}_+ \) is said to be positive definite if it is such that \( \rho(0) = 0 \) and \( \rho(r) > 0 \), \( \forall r \neq 0 \). We denote by \( \mathcal{K} \) the class of continuous and strictly increasing functions \( \alpha : \mathbb{R}_+ \to \mathbb{R}_+ \) for which \( \alpha(0) = 0 \). A function \( \alpha \) is of class \( \mathcal{K}_\infty \) if it is of class \( \mathcal{K} \) and unbounded. A continuous function \( \beta : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+ \) is of class \( \mathcal{KL} \) if for any fixed \( t \geq 0 \), \( \beta(\cdot, t) \in \mathcal{K} \) and, for fixed \( s \), \( \beta(s, \cdot) \) is decreasing with \( \lim_{t \to \infty} \beta(s, t) = 0 \).

## 2 Problem formulation

In this paper, we are interested in establishing conditions to assess the incremental asymptotic stability of nonlinear Lur’e systems given by

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bp(t) \\
q(t) &= Cx(t) \\
p(t) &= -\varphi(q(t)) \\
x(0) &= x_0
\end{align*}
\]  

(1)

where \( x(t) \in X \subseteq \mathbb{R}^n \) is the state, \( p(t), q(t) \in \mathbb{R} \) are internal signals and \( \varphi \) is a given memoryless Lipschitz nonlinearity with \( \varphi(0) = 0 \). Let us recall the following definition, adapted from [Angeli 2002].

**Definition 2.1** We say that system (1) is incrementally asymptotically stable if there exists a function \( \beta \) of class \( \mathcal{KL} \) so that for all \( x_0, \bar{x}_0 \in X \) and all \( t \geq 0 \) the following holds

\[
\|x(t) - \bar{x}(t)\| \leq \beta(\|x_0 - \bar{x}_0\|, t)
\]  

(2)

with \( x(t) = \phi(t, 0, x_0) \) and \( \bar{x}(t) = \phi(t, 0, \bar{x}_0) \). If \( X = \mathbb{R}^n \), the system is said to be incrementally globally asymptotically stable.

Parallel to standard stability conditions, incremental asymptotic stability may be shown to be equivalent to a Lyapunov-like condition. In view of the adapted definition adopted in this paper, let us recall the following theorem, adapted from [Angeli 2002].

**Theorem 2.2** System (1) is incrementally asymptotically stable as in Definition 2.1 if there exist a continuous function \( V : X \times X \to \mathbb{R}_+ \), called an incremental Lyapunov function, and \( \mathcal{K}_\infty \) functions \( \alpha_1 \) and \( \alpha_2 \) such that

\[
\alpha_1(\|x - \bar{x}\|) \leq V(x, \bar{x}) \leq \alpha_2(\|x - \bar{x}\|)
\]  

(3)

for every \( x, \bar{x} \in X \), and along any two trajectories \( x, \bar{x} \), starting respectively from \( x_0, \bar{x}_0 \in X \), \( V \) satisfies for any \( t \geq 0 \)

\[
V(x(t), \bar{x}(t)) - V(x_0, \bar{x}_0) \leq -\int_0^t \rho(\|x(\tau) - \bar{x}(\tau)\|) \, d\tau
\]  

(4)

with \( x(t) = \phi(t, 0, x_0) \), \( \bar{x}(t) = \phi(t, 0, \bar{x}_0) \) and \( \rho \) a positive definite function.

## 3 Proposed approach

The traditional approach to assess incremental stability of Lur’e systems (1) is to use the incremental circle criterion (see e.g. [Zames 1966], [Fromion et al. 1999]). This involves embedding \( \varphi \) in a so-called incremental sector.
Definition 3.1 The nonlinearity $\varphi$ is said to belong to the incremental sector $[\kappa_1, \kappa_2]$ if $\kappa_1 \leq (\varphi(q) - \varphi(\bar{q}))/\delta(q) \leq \kappa_2$, for all $q, \bar{q} \in \mathbb{R}$, with $q \neq \bar{q}$.

From Definition 3.1, it is clear that a Lipschitz nonlinearity $\varphi$, with Lipschitz constant $L$, belongs to the sector $[-L, L]$. The incremental circle criterion gives conditions to assess incremental stability of every nonlinearity inside an incremental sector. By doing so, we obtain tractable conditions to perform the analysis, but at the price of some conservatism. This is due to the fact that, in general, incremental sector conditions provide a very crude description of $\varphi$. To cope with this problem, we propose computing a piecewise-affine approximation $\varphi_{PWA}$ of the nonlinearity $\varphi$, so that (1) is transformed into the interconnection of a PWA system with the approximation error:

$$
\begin{align*}
\dot{x}(t) &= A_i x(t) + a_i + B p_e(t) \\
q(t) &= C_i x(t) + c_i + D p_e(t) \\
p_e(t) &= -\epsilon(q(t)) \\
x(0) &= x_0
\end{align*}
$$

We shall refer to (5) as a PWA Lur’e system. We make the assumption that the approximation error $\epsilon$ is Lipschitz with Lipschitz constant $\eta$. The regions $X_i$, for $i \in \mathcal{I} := \{1, \ldots, N\}$, are closed convex polyhedral sets $X_i = \{x \in \mathbb{R} | \mathbf{G}_i x + \mathbf{q}_i \geq 0\}$ with non-empty and pairwise disjoint interiors such that $\bigcup_{i \in \mathcal{I}} X_i = X$. Then, $\{X_i\}_{i \in \mathcal{I}}$ constitutes a finite partition of $X$. From the geometry of $X_i$, the intersection $X_i \cap X_j$ between two different regions is always contained in a hyperplane, i.e., $X_i \cap X_j \subseteq \{x \in X | E_{ij} x + e_{ij} = 0\}$. The approach is illustrated in Fig. 1, and formalized in the next proposition.

Proposition 3.2 Let $\mathcal{R}_i \subset \mathbb{R}$, $i \in \mathcal{I} := \{1, \ldots, N\}$, be non-empty intervals with pairwise disjoint interiors, such that $\{\mathcal{R}_i\}_{i \in \mathcal{I}}$ forms a partition of $\mathbb{R}$. Let the scalar nonlinearity $\varphi$ in (1) be decomposed as $\varphi(q) = \varphi_{PWA}(q) + \epsilon(q)$, with $\varphi_{PWA}$ a piecewise-affine function given by $\varphi_{PWA}(q) = r_i q + s_i$, for $q \in \mathcal{R}_i$. Then, the Lur’e system (1) is equivalent to the PWA Lur’e system (5), with $\epsilon(q) := \varphi(q) - \varphi_{PWA}(q)$, $A_i := A - r_i B C$, $a_i := -s_i B$, $C_i = C$, $c_i = 0$, $D = 0$ and $X_i = \{x \in X | C x + s_i = 0\}$.

Proof The proof follows after straightforward manipulations. Indeed, it suffices to replace $\varphi(q)$ by the sum $\varphi_{PWA}(q) + \epsilon(q)$. Then, using the fact that $\varphi_{PWA}(q) = r_i q + s_i = r_i C x + s_i$, the nonlinear system (1) may be rewritten as

$$
\begin{align*}
\dot{x}(t) &= A_i x(t) - B(\varphi_{PWA}(q) + \epsilon(q)) \\
&= A_i x(t) - B(r_i C x + s_i + \epsilon(q)) \\
&= (A_i - r_i B C)x - s_i B - B \epsilon(q) \\
&=: A_i x(t) + a_i + B p_e
\end{align*}
$$

By performing analysis on (5), we replace the test for every $q \in \{\varphi | \varphi \in [-L, L]\}$ by the test for every $q \in \{\varphi | \varphi = \varphi_{PWA} + \epsilon$, with $\epsilon \in [-\eta, \eta]\}$. As we are able to control the approximation error through the refinement of $\varphi_{PWA}$ (and thus to control $\eta$), this allows us to obtain a PWA Lur’e system whose nonlinearity is described by much tighter sector bounds (see Fig. 2). Hence, the analysis provides potentially less conservative results for the incremental analysis of Lur’e systems. The approach is presented in the next algorithm.

Algorithm 3.3 Given a Lur’e system (1) with a memoryless Lipschitz nonlinearity $\varphi$:

1. Compute a piecewise-affine approximation $\varphi_{PWA}$ so that $\epsilon = \varphi - \varphi_{PWA}$ is Lipschitz, with a Lipschitz constant $\eta$ smaller than a given upper bound $\eta_{ref}$.

2. Use Proposition 3.2 to construct an equivalent PWA Lur’e system (5) from (1).

3. Assess incremental asymptotic stability of (5), and, if positive, conclude on the incremental asymptotic stability of (1).
To apply Algorithm 3.3 we need to consider two questions: how to assess incremental asymptotic stability of PWA Lur’e systems, and how to construct piecewise-affine approximations ensuring an upper bound on the Lipschitz constant of the approximation error (and thus on its incremental sector bounds). These problems shall be addressed in the next sections.

4 Incremental stability of PWA Lur’e systems

In this section we propose conditions to assess incremental asymptotic stability of PWA Lur’e systems given by (5). The results are based on the construction of a piecewise-quadratic incremental Lyapunov function and application of Theorem 4.1.

When studying incremental properties, it is standard to consider a fictitious augmented system (see e.g. Angeli [2002], Fromion [1997]). Considering the PWA structure of (5), we can define an augmented system given by

\[
\begin{align*}
\dot{x}(t) &= \begin{bmatrix} A_{ij} & A_i & a_i \\ B_i & 0 & 0 \\ C_{ij} & C_i & g_i \end{bmatrix} x(t) + \begin{bmatrix} B & 0 \\ 0 & B \\ 0 & 0 \end{bmatrix} p(t) \\
q(t) &= \begin{bmatrix} C_{ij} & C_i & g_i \end{bmatrix} x(t) + \begin{bmatrix} D & 0 \\ 0 & D \end{bmatrix} p(t) \\
x(0) &= x_0
\end{align*}
\]

where \( x = \text{col}(x, \dot{x}, 1) \), \( p = \text{col}(p_i, \dot{p}_i) \), \( q = q - \dot{q} \) and

\[
\begin{align*}
A_{ij} &= \begin{bmatrix} A_i & 0 & a_i \\ 0 & A_j & a_j \\ 0 & 0 & 0 \end{bmatrix} \\
B &= \begin{bmatrix} B & 0 \\ 0 & B \\ 0 & 0 \end{bmatrix} \\
C &= \begin{bmatrix} C & -C & 0 \end{bmatrix} \\
D &= \begin{bmatrix} D & -D \end{bmatrix}.
\end{align*}
\]

The space \( \mathcal{X} \) is defined as \( \mathcal{X} = X \times X \times \{1\} \), and regions \( X_{ij} \) are defined as \( X_{ij} = \{ x \in \mathcal{X} | x \in X_i \text{ and } \dot{x} \in X_j \} \). Each region \( X_{ij} \) is described by \( X_{ij} = \{ x \in \mathcal{X} | G_{ij} x \geq 0 \} \) where

\[
G_{ij} = \begin{bmatrix} G_i & 0 & g_i \\ 0 & G_j & g_j \end{bmatrix}.
\]

Analogously to the state partition \( \{ X_i \}_{i \in I} \) of system (5), the intersection between any two regions \( X_{ij} \) and \( X_{kl} \) of (7) is either empty or contained in the hyperplane given by

\[
X_{ij} \cap X_{kl} \subseteq \{ x \in \mathcal{X} | E_{ijkl} x = 0 \}.
\]
We shall propose conditions to compute an incremental Lyapunov function possessing the following piecewise-quadratic structure:

$$V(x, \tilde{x}) = \begin{cases} (x - \tilde{x})^T P_i (x - \tilde{x}) & \text{for } \mathbf{x} \in X_{ii} \\ \frac{x^T \mathbf{P}_{ij} x}{x^T \mathbf{P}_{ij} x} & \text{for } \mathbf{x} \in X_{ij}, \ i \neq j \end{cases}$$  (11)

As presented in [Waitman et al. 2016], the choice of a quadratic function on $(x - \tilde{x})$ on regions $X_{ii}$ does not lead to any loss of generality. Indeed, it is a consequence of the fact that $V(x, x) = 0$, for every $x \in X$, due to [3].

Let us denote by $I_n$ the $n \times n$ identity matrix, and let $T_n \in \mathbb{R}^{2n \times 2n}$ and $J_n \in \mathbb{R}^{(2n+1) \times (2n+1)}$ denote the following matrices

$$T_n = \begin{bmatrix} I_n & -I_n \\ -I_n & I_n \end{bmatrix} \quad J_n = \begin{bmatrix} I_n & -I_n & 0 \\ -I_n & I_n & 0 \\ 0 & 0 & 0 \end{bmatrix}. \quad (12)$$

We are then able to state the following theorem.

**Theorem 4.1** Let $\mathbf{5}$ be a PWA Lur’e system, and let $\epsilon$ be Lipschitz continuous with Lipschitz constant $\eta > 0$. If there exist symmetric matrices $P_i \in \mathbb{R}^{n \times n}$ and $P_{ij} \in \mathbb{R}^{(2n+1) \times (2n+1)}$, $U_{ij}$, $R_{ij}$, $W_{ij} \in \mathbb{R}^{p_{ij} \times p_{ij}}$ with nonnegative coefficients and zero diagonal; $L_{ijkl} \in \mathbb{R}^{(2n+1) \times 1}$ and positive scalars $\sigma_1, \sigma_2, \sigma_3$ such that

$$\begin{cases} P_i - \sigma_1 I_n \geq 0 \\ P_i - \sigma_2 I_n \leq 0 \\ A_i^T P_i + P_i A_i + C^T C + \sigma_3 I_n \quad P_i B + C^T D \\ D^T D - \eta^{-2} I_p \end{cases} \leq 0$$

for $i \in I$,

$$\begin{cases} \mathbf{F}_{ij} - \sigma_1 \mathbf{J}_n - \mathbf{E}_{ij}^T U_{ij} \mathbf{E}_{ij} \geq 0 \\ \mathbf{F}_{ij} - \sigma_2 \mathbf{J}_n + \mathbf{E}_{ij}^T R_{ij} \mathbf{E}_{ij} \leq 0 \\ \left( \mathbf{A}_{ij}^T \mathbf{P}_{ij} + \mathbf{P}_{ij} \mathbf{A}_{ij} + \mathbf{C}_{ij}^T \mathbf{C}_{ij} + \sigma_3 \mathbf{J}_n + \mathbf{E}_{ij} W_{ij} \mathbf{E}_{ij} \right) \quad \mathbf{F}_{ij} \mathbf{B} + \mathbf{C}_{ij}^T \mathbf{D} \\ \mathbf{D}^T \mathbf{D} - \eta^{-2} \mathbf{I}_p \end{cases} \leq 0$$

for $(i, j) \in I \times I$, $i \neq j$, and

$$\mathbf{F}_{ij} = \mathbf{F}_{kl} + L_{ijkl} \mathbf{E}_{ijkl} \quad (15)$$

for $(i, j), (k, l)$ such that $X_{ij} \cap X_{kl} \neq \emptyset$ are satisfied, then the Lur’e system $\mathbf{5}$ is incrementally asymptotically stable.

**Proof** According to Theorem 2.2, $\mathbf{5}$ is incrementally asymptotically stable if there exists a continuous incremental Lyapunov function $V$, which is lower and upper bounded by class $\mathcal{K}_\infty$ functions, and respects the integral constraint $\{4\}$. We shall prove the theorem by showing that feasibility of $\{13\} - \{15\}$ implies the existence of such a function possessing the structure $\{11\}$.

**Continuity -** We first show that $V$ is a continuous function of $\mathbf{x}$. This is clearly the case inside every cell, so we just need to show continuity on the boundaries. From $\{10\}$, $\mathbf{E}_{ijkl} \mathbf{x} = 0$ for all $\mathbf{x} \in X_{ij} \cap X_{kl}$, then $\{15\}$ implies that $\mathbf{x}^T \mathbf{F}_{ij} \mathbf{x} = \mathbf{x}^T \mathbf{F}_{kl} \mathbf{x}$ for $\mathbf{x} \in X_{ij} \cap X_{kl}$ and hence that $V$ is continuous.

**Norm bounds -** The first inequality in $\{14\}$, post and pre multiplied respectively by $\mathbf{x}$ and $\mathbf{x}^T$, implies that $\mathbf{x}^T \mathbf{F}_{ij} \mathbf{x} - \sigma_1 \|x - \tilde{x}\|^2 \geq \mathbf{x}^T \mathbf{G}_{ij} U_{ij} \mathbf{G}_{ij} \mathbf{x}$. Since $U_{ij}$ is composed of nonnegative coefficients, the right-hand side of the previous inequality is nonnegative whenever $\mathbf{x} \in X_{ij}$. This implies that

$$\mathbf{x}^T \mathbf{F}_{ij} \mathbf{x} \geq \sigma_1 \|x - \tilde{x}\|^2 \quad \text{for } \mathbf{x} \in X_{ij}. \quad (16)$$
The first inequality in (13) implies that \( V(x, \hat{x}) \geq \sigma_1 \| x - \hat{x} \|^2 \) for all \( \pi \in \mathcal{X}_{ii} \). With (16), this guarantees that
\[
V(x, \hat{x}) \geq \sigma_1 \| x - \hat{x} \|^2, \quad \forall x, \hat{x} \in X. \tag{17}
\]

Proceeding exactly as before, the second inequalities in (13) and (14) imply that
\[
V(x, \hat{x}) \leq \sigma_2 \| x - \hat{x} \|^2, \quad \forall x, \hat{x} \in X. \tag{18}
\]

Inequalities (17) and (18) imply that the continuous piecewise quadratic function \( V \) given by (11) is such that
\[
\sigma_1 \| x - \hat{x} \|^2 \leq V(x, \hat{x}) \leq \sigma_2 \| x - \hat{x} \|^2. \tag{19}
\]

**Integral constraint** - We now show that the incremental Lyapunov function respects the integral constraint (4). Using the same arguments as before, the last inequality in (14), post and pre multiplied by \( \text{col}(\pi, p)^T \) and \( \text{col}(\pi, p) \), implies that
\[
\pi^T P_{ij}(A_{ij} x + BP) + (A_{ij} x + BP)^T P_{ij} x + (C_{ij} x + DP)^T (C_{ij} x + DP) - \eta^{-2} \pi^T P \pi \leq -\sigma_3 \| x - \hat{x} \|^2 \tag{20}
\]
for all \( p \in \mathbb{R}^2 \) and all \( \pi \in \mathcal{X}_{ij} \). Let \( t_a \) and \( t_b \) be two time instants such that the state trajectory of system (7) remains in \( \mathcal{X}_{ij} \) on the interval \([t_a, t_b]\). By noticing that \( \hat{x} = A_{ij} \pi + Bp \), and integrating from \( t_a \) to \( t_b \) along trajectories of (7), we have
\[
\pi(t_b)^T P_{ij} \pi(t_b) - \pi(t_a)^T P_{ij} \pi(t_a) + \int_{t_a}^{t_b} \left( \| \Delta q(\tau) \|^2 - \eta^{-2} \| \Delta p_\epsilon(\tau) \|^2 \right) d\tau \leq -\int_{t_a}^{t_b} \sigma_3 \| \Delta x(\tau) \|^2 d\tau \tag{21}
\]
with \( \Delta x := x - \hat{x} \), and \( \Delta q \) and \( \Delta p_\epsilon \) similarly defined. The same reasoning can be applied to the last inequality in (13), post and pre multiplying by \( \text{col}(x - \hat{x}, p_\epsilon - \hat{p}_\epsilon)^T \) and \( \text{col}(x - \hat{x}, p_\epsilon - \hat{p}_\epsilon) \), which yields
\[
\Delta x(t_b)^T P \Delta x(t_b) - \Delta x(t_a)^T P \Delta x(t_a) + \int_{t_a}^{t_b} \left( \| \Delta q(\tau) \|^2 - \eta^{-2} \| \Delta p_\epsilon(\tau) \|^2 \right) d\tau \leq -\int_{t_a}^{t_b} \sigma_3 \| \Delta x(\tau) \|^2 d\tau. \tag{22}
\]

We note that the first terms in (21) and (22) represent the incremental Lyapunov function (11). Let us consider a trajectory \( \pi(\tau) \), \( \forall \tau \in [0, t] \). The time \( t_1 \) can be decomposed as \( t = t - t_{in,n} + \sum_{k=0}^{n-1} (t_{out,k} - t_{in,k}) \), with \( t_{out,k} = t_{in,k+1} \) and \( t_{in,0} = 0 \), so that during each time interval \([t_{in,k}, t_{out,k}]\) the trajectory stays in a given region. Then, replacing \( t_a \) by \( t_{in,k} \) and \( t_b \) by \( t_{out,k} \) in (21) and (22), adding up to \( n \) for every region \( \mathcal{X}_{ij} \) crossed, and using the continuity of \( V \) yields
\[
V(x(t), \hat{x}(t)) - V(x_0, \hat{x}_0) + \int_0^t \left( \| \Delta q(\tau) \|^2 - \eta^{-2} \| \Delta p_\epsilon(\tau) \|^2 \right) d\tau \leq -\int_0^t \sigma_3 \| \Delta x(\tau) \|^2 d\tau. \tag{23}
\]

Since \( \epsilon \) is Lipschitz with a Lipschitz constant equal to \( \eta \), the quantity \( \| \Delta q \|^2 - \eta^{-2} \| \Delta p_\epsilon \|^2 \) is always positive, and we obtain
\[
V(x(t), \hat{x}(t)) - V(x_0, \hat{x}_0) \leq -\int_0^{t_1} \sigma_3 \| \Delta q(\tau) \|^2 d\tau. \tag{24}
\]
Then $V$ satisfies the conditions in Theorem 2.2 with $\alpha_i(r) := \sigma_i \|r\|^2$, for $i \in \{1,2\}$ and $\rho(r) := \sigma_3 \|r\|^2$. The function $V$ is then an incremental Lyapunov function and system (5) is incrementally asymptotically stable, which concludes the proof. □

Theorem 4.1 is of independent interest, as it extends the incremental circle criterion to the framework of PWA Lur’ë systems. Indeed, by taking $N = 1$, we recover the LMI conditions of the classic incremental circle criterion (see e.g. Fromion et al. 1999).

In the proof of Theorem 4.1 we construct an incremental Lyapunov function that ensures incremental asymptotic stability. Another interpretation can be given in view of the framework of dissipative systems Willems 1972. Indeed, Theorem 4.1 can be seen as an incremental small gain theorem between the PWA system and the Lipschitz nonlinearity, where $V$ would play the role of the storage function, with supply rate $w(q,\overline{p},\overline{x}) = \eta^{-2}\|p - \tilde{p}\|^2 - \|\tilde{q} - \overline{q}\|^2 - \sigma_3\|x - \bar{x}\|^2$.

5 Piecwise-affine approximation of scalar nonlinearities

Let us define $\Phi(N)$ as the set of piecewise-affine functions $\varphi_{PWA} : \mathbb{R} \to \mathbb{R}$ defined on a partition of size $N$. That is, $\Phi(N)$ is the set of piecewise-affine functions for which there exists a partition $\{\mathcal{R}_i\}_{i \in \mathcal{I}}$ of $\mathbb{R}$, with $|\mathcal{I}| = N$. Then, $\varphi_{PWA}(q) = r_i q + s_i$, for $q \in \mathcal{R}_i$, where $i \in \mathcal{I} = \{1, \ldots, N\}$. Since $\varphi$ is continuous and $\epsilon$ is Lipschitz continuous, $\varphi_{PWA}$ must be continuous. This implies that $\forall q \in \mathcal{R}_i \cap \mathcal{R}_j$, $r_i q + s_i = r_j q + s_j$. We also fix $\varphi_{PWA}(0) = 0$, and then whenever $q = 0 \in \mathcal{R}_i$, we have $s_i = 0$. We shall make the following assumption on the nonlinearity $\varphi$.

Assumption 5.1 The memoryless nonlinearity $\varphi$ is continuously differentiable, i.e. $\varphi \in \mathcal{C}^1(\mathbb{R})$, and asymptotically linear, i.e. there exist $k_1, k_2 \in \mathbb{R}$ such that $\lim_{q \to -\infty} |\varphi'(q) - k_1| = 0$ and $\lim_{q \to \infty} |\varphi'(q) - k_2| = 0$.

Assumption 5.1 ensures that we are able to construct an approximation $\varphi_{PWA}$ with a finite partition, i.e. with $N < \infty$. We are interested in finding $\varphi_{PWA}$ that best approximates $\varphi$. We shall measure the approximation error by its Lipschitz constant, i.e., by its incremental gain. This may be formalized as

\[
\begin{align*}
\text{minimize} \quad & \eta \\
\text{subject to} \quad & \|\epsilon(q) - \epsilon(\tilde{q})\| \leq \eta \|q - \tilde{q}\| \\
& q, \tilde{q} \in \mathbb{R} \\
\end{align*}
\]

(P1)

As we refine the partition $\{\mathcal{R}_i\}_{i \in \mathcal{I}}$, by choosing a larger $N$, the approximation error decreases, while the complexity of $\varphi_{PWA}$ increases. This indicates a trade-off between the accuracy of the description and the complexity of the analysis. We shall search for a value of $N$ ensuring a given upper bound $\eta_{\text{ref}}$ on the Lipschitz constant of the approximation error. This allows us to apply Theorem 4.1 to assess the incremental asymptotic stability of (1). The next proposition gives a method to obtain $\varphi_{PWA}$ respecting the desired upper bound on the approximation.

Proposition 5.2 Let $\varphi$ be a function satisfying Assumption 5.1. Let $\eta_{\text{ref}} > 0$, and let $\{\mathcal{R}_i\}_{i \in \mathcal{I}}$, with $\mathcal{I} = \{1, \ldots, N\}$, be a partition of $\mathbb{R}$ obtained by a uniform division of the image of $\varphi'$ under $\mathbb{R}$, i.e. $l(\varphi'(\mathcal{R}_i)) = l(\varphi'(_{\mathcal{R}_j}))$, for all $i, j \in \mathcal{I}$, where $l(\cdot)$ denotes the length of an interval. Also, let $r_i = (\sup_{q \in \text{int}(\mathcal{R}_i)} \varphi'(q) + \inf_{q \in \text{int}(\mathcal{R}_i)} \varphi'(q))/2$ and $s_i$ be chosen to ensure continuity of $\varphi_{PWA}$. Then, by choosing $N$ such that $l(\varphi'(\mathcal{R}_i)) \leq 2\eta_{\text{ref}}$, the obtained approximation $\varphi_{PWA}$ ensures that $\epsilon$ is Lipschitz with a Lipschitz constant $\eta \leq \eta_{\text{ref}}$.

Proof We first use the fact that Lipschitz continuity is equivalent to boundedness of the derivative, for almost every $q \in \mathbb{R}$. Then, we show that the proposed partition method ensures the desired upper bound on the Lipschitz constant.
We begin by recalling a known fact about Lipschitz functions. Let \( \eta > 0 \). For an arbitrary partition \( \{ R_i \}_{i \in I} \), the following two statements are equivalent:

(i) \( \| \epsilon(q) - \epsilon(\bar{q}) \| \leq \eta \| q - \bar{q} \| \), for all \( q, \bar{q} \in \mathbb{R} \).

(ii) \( \| \epsilon'(q) \| \leq \eta \), for almost all \( q \in \mathbb{R} \).

We recall that \( \eta \) obtained by this method ensures that \( \| \epsilon(q) - \epsilon(\bar{q}) \| \leq \eta \| q - \bar{q} \| \), for all \( q, \bar{q} \in \mathbb{R} \). From this, we are interested in minimizing \( \eta \).

By taking a partition such that the image of \( \phi \) under \( \mathbb{R} \) is uniformly divided, and we have \( \eta_i = l(\phi'(R_i))/2 \leq \eta_{\text{ref}}, \) \( \forall i \in I \). Then, by defining \( \eta = \eta_i \) and using the equivalent statements in the beginning of the proof, we have that \( \| \epsilon(q) - \epsilon(\bar{q}) \| \leq \eta \| q - \bar{q} \| \), for all \( q, \bar{q} \in \mathbb{R} \), with \( \eta \leq \eta_{\text{ref}} \), which concludes the proof.

The regions \( R_i = [q_i, q_{i+1}] \) can be defined by solving scalar nonlinear equations, which can be done by standard techniques such as the bisection method. We remark that, since \( \phi \) is asymptotically linear, the leftmost and rightmost regions \( R_i \) may be unbounded.

One could wonder whether the partition method in Proposition 5.2 gives the optimal solution to \( \{P_1\} \). It turns out that this is true, provided that \( \phi \) satisfies some new assumptions, as stated in the following.

**Assumption 5.3** The memoryless nonlinearity \( \phi \) is odd, monotone, and so that \( \phi' \) is nondecreasing on \( \mathbb{R}_+ \).

**Proposition 5.4** Let \( \phi \) be a nonlinear function respecting Assumptions 5.1 and 5.3. Then, the partition method described in Proposition 5.2 yields \( \phi_{\text{PWA}} \) that is the optimal solution to \( \{P_1\} \).

**Proof** Due to the oddness of \( \phi \), we can focus on \( \mathbb{R}_+ \) and obtain the remaining by symmetry. Let \( \{ R_i \}_{i \in I} \) be an arbitrary partition of \( \mathbb{R}_+ \), with \( I = \{0, \ldots, m\} \). Also, let \( \eta_i > 0 \) be as in Proposition 5.2. Then, by taking \( \eta := \max_{i \in I} \eta_i \), we have that \( \| \epsilon'(q) \| \leq \eta \), for almost all \( q \in \mathbb{R}_+ \). It is clear that, for each region, the choice of \( r_i \) that minimizes \( \eta_i \) is given by \( r_i = (\sup_{q \in \text{int}(R_i)} \phi'(q) + \inf_{q \in \text{int}(R_i)} \phi'(q))/2 \). In this case, we have \( \eta_i = (\sup_{q \in \text{int}(R_i)} \phi'(q) - \inf_{q \in \text{int}(R_i)} \phi'(q))/2 \). As \( \phi \) is Lipschitz, \( \phi' \) is bounded on \( \mathbb{R}_+ \). Since the derivative \( \phi' \) is continuous and nondecreasing on \( \mathbb{R}_+ \), we have

\[
\sum_{i=0}^{m} \eta_i = \sum_{i=0}^{m} \frac{\sup_{q \in \text{int}(R_i)} \phi'(q) - \inf_{q \in \text{int}(R_i)} \phi'(q)}{2} = \frac{\ell(\phi'(\mathbb{R}_+))}{2}. \tag{25}
\]

From this, we are interested in minimizing \( \eta = \max_{i \in I} \eta_i \), subject to \( \eta_i \geq 0 \) and \( \sum_{i=0}^{m} \eta_i = \frac{\ell(\phi'(\mathbb{R}_+))}{2} \). The minimum is obtained when all \( \eta_i \) have the same value, which is obtained by taking a partition such that the image of \( \phi' \) under \( \mathbb{R}_+ \) is uniformly divided. This yields \( \eta = \frac{\ell(\phi'(\mathbb{R}_+))}{2(2m + 1)} \). Then, proceeding as in Proposition 5.2, we conclude that \( \phi_{\text{PWA}} \) obtained by this method ensures that \( \| \epsilon(q) - \epsilon(\bar{q}) \| \leq \eta \| q - \bar{q} \| \), for all \( q, \bar{q} \in \mathbb{R} \), with \( \eta \) minimal.

Despite the fact that Problem \( \{P_1\} \) is non-convex due to the need to define the partition \( \{ R_i \}_{i \in I} \), Proposition 5.3 shows that, in the case where \( \phi \) satisfies Assumption 5.3, the optimal solution is known and quite easy to compute. The partitioning strategy is illustrated in Fig. 3. In this case, we may explicitly compute \( N \) such that the error bound is guaranteed to be inferior to \( \eta_{\text{ref}} \), as stated in the next proposition.

**Proposition 5.5** Let \( \phi \) be a nonlinearity satisfying Assumptions 5.1 and 5.3. Let \( \eta_{\text{ref}} > 0 \) be the desired upper bound on the Lipschitz constant of the approximation error. Then, if

\[
m = \left\lfloor \frac{\ell(\phi'(\mathbb{R}_+))}{2\eta_{\text{ref}}} \right\rfloor - 1 > 0, \tag{26}
\]
with $N := 2m + 1$, and $\phi_{PWA}$ is obtained by the method in Proposition 5.4, then the approximation error $\epsilon$ is Lipschitz with a Lipschitz constant $\eta \leq \eta_{ref}$.

**Proof** This is a simple consequence of the fact that the partitioning strategy presented in Proposition 5.4 ensures that $\eta = \ell(\phi'(\mathbb{R}_+)) / (2(m + 1))$. \hfill \blacksquare

With the techniques presented in this section and Section 4, we have all the tools to apply Algorithm 3.3 to the study of the incremental asymptotic stability of Lur'e systems (1). This shall be illustrated in the next section through some numerical examples.

### 6 Numerical examples

**Example 1** Consider the nonlinear system given by (1) with

$$A = \begin{bmatrix} -1 & 0 \\ 3 & -2 \end{bmatrix}, \quad B = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad C = \begin{bmatrix} 0 & 1 \end{bmatrix}$$  \hfill (27)

and $\phi(q) = 2q^3$, for $|q| \leq 1$, and $\phi(q) = 6q - 4 \text{sign}(q)$, for $|q| > 1$. $\phi$ satisfies Assumption 5.1 and belongs to the incremental sector $[0, 6]$. Analysis via the incremental circle criterion does not lead to a conclusion on the incremental stability of the system. We aim to obtain a piecewise-affine approximation $\phi_{PWA}$ over $\mathbb{R}$, so that we can apply Theorem 4.1. Let us fix the desired maximal Lipschitz constant as $\eta_{ref} = 0.8$. Using the approach proposed in Section 5, we obtain the approximation illustrated in Fig. 4 with $N = 7$ and $\eta = 0.75$. Using Proposition 5.2, the system is transformed in the interconnection of a PWA system and a Lipschitz nonlinearity. We then successfully apply Theorem 4.1 to construct a piecewise-affine incremental Lyapunov function, and conclude that this system is globally incrementally asymptotically stable.

**Example 2** Let us consider the nonlinear missile benchmark presented in Reichert [1992]. The incremental behavior of the closed-loop system with a PI controller has been previously studied in Fromion et al. [1999]. In this reference, the closed-loop system is written as an LTI system feedback through a nonlinearity $\phi(\alpha) = - (a_n \alpha^3 + b_n |\alpha| \alpha)$, with $\alpha$ being the angle of attack (see Fromion et al. [1999] for complete model and details). This model is assumed to be valid for
|α| less than 20° (or 0.34 rad). Using again the techniques in the previous section with \( \eta_{\text{ref}} = 3.5 \), we obtain the approximation \( \varphi_{\text{PWA}} \) presented in Fig. 5 with \( N = 5 \) and \( \eta = 2.4293 \). Application of Theorem 4.4 allows us to assess the incremental asymptotic stability of the closed-loop system, which concurs with the observations on Fromion et al. [1999] about the good behavior provided by the PI controller.

7 Conclusion

In this paper we have proposed a new method to assess incremental asymptotic stability of Lur’e systems, based on piecewise-affine approximations. As a byproduct, we extended the celebrated incremental circle criterion to the analysis of PWA Lur’e systems, with conditions that can be solved very efficiently by interior point solvers.

Perspectives for future work include the extension of the approach in Section 5 to the case of multivariable nonlinearities, and the establishment of local results, e.g. in the case when the nonlinearity \( \varphi \) is not asymptotically linear and a global approximation \( \varphi_{\text{PWA}} \) with a finite partition is not possible. Finally, the results in Section 5 may be coupled with robustness analysis to ensure robust incremental stability of Lur’e systems.
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