Analyzing network-wide patterns of rail transit delays using Bayesian network learning
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A B S T R A C T

Rail transit delays are generally discussed in terms of on-time performance or problems at individual stops. Such stop-scale approaches ignore the fact that delays are also caused and perpetuated by network-wide factors (e.g., bottlenecks caused by shared tracks by multiple transit lines). The objective of this paper is to develop a network model and metrics that can quantify the delay dependencies between transit network stops, and identify local sources of network-wide issues. For this purpose, Bayesian network learning (at the intersection of machine learning and network science) was utilized. Based on the calculated Bayesian networks (BNs), network metrics (inducer and susceptible) were formulated to quantify the network-wide impacts of the delays experienced at the stops. To implement the proposed framework, the delays at Long Island Rail Road (LIRR) were gathered through a crowdsourced real-time transit information app called onTime. The developed BN model was tested through cross-validation, yielded promising accuracy results, successfully identified the problematic stops based on LIRR reports, and provided further insights on network impacts. The BN model and the developed metrics were further tested using a natural experiment, i.e., a before and after study focusing on a recently completed track expansion project at LIRR. The findings imply that BN learning can successfully identify the network dependencies and indicate the rail links/corridors that are the best candidate for subsequent improvement investments. Overall, the developed metrics can quantify the delay dependencies between stops and they can be used by policy makers and practitioners for investment and improvement decisions.

1. Introduction

Public transportation is an important component of a healthy transportation system. In order to maintain an efficient public transportation system, it is required to exhibit a high level of reliability, which is defined as the certainty of being served by the provided services within a given schedule (van Oort, 2014). Reliability is affected by transit delays that can occur due to various causes: irregular passenger movements or high volume of boarding/alighting passengers; insufficient capacity of rail tracks; train connections, bottlenecks (i.e., bifurcations) on the rail network; environmental conditions (i.e., weather); equipment failures and
breakdowns; and crashes (Flier et al., 2009; Harris et al., 2013; Lee et al., 2016). These causes can be classified as primary or secondary depending on the nature of the event causing delay.

Primary delays can be caused by the events such as the equipment failure or crashes. Secondary delays (as known as the knock-on delays) are fallout of the primary delays on other trains. Furthermore, drawing from the existing terminology, delays at rail transit systems can be categorized as recurrent and non-recurrent. Non-systematic events such as equipment failures, breakdowns, or crashes would lead to nonrecurrent delays. Recurrent delays, on the other hand, are caused by daily operations (e.g., passenger alighting and boarding), systematic dependencies between different routes (e.g., prioritizing or holding trains approaching the same stop/track), and operational constraints such as track capacity imposed by the infrastructure. Moreover, delays can propagate due to the connectedness of the railways and utilization of common routes by other trains (Flier et al., 2009), and can eventually cause a domino effect on the entire system (Goverde, 2010). Such domino effects indicate the importance of the network-wide thinking, i.e., dependencies between railway stops in terms of amplifying or negating the existing delays.

A network-wide analysis requires delay data for the whole rail network in order to identify the delay patterns and dependencies. Fortunately, the wider utilization of GPS enabled tracking of trains by transit agencies and crowdsourced applications that collect train arrival information can provide the necessary data. The developments in machine learning and network science fields in parallel to the increasing availability of large datasets enable researchers to undertake the task of network delay analysis.

Accordingly, this study delves into the transit delay data to achieve following objectives: 1) developing a network model that can identify the relationship between delay patterns at transit stops, i.e., which stops induce, propagate, and/or negate the delays throughout the rail network, and 2) quantifying the dependencies between the transit stops through network metrics in order to help policy makers and practitioner prioritize the investments and/or projects on the rail network. Thereby, this study investigates delays from a network-wide perspective as stop-delays in the complete transit network were analyzed, rather than station-level factors (e.g., passenger movements, passenger volume, etc.) affecting the delays. For this purpose, Bayesian network learning was utilized. Based on the results of developed Bayesian networks (BNs), network metrics were formulated to quantify the network-wide impacts of the delays experienced at individual stops. To implement the proposed framework, delays (in minutes) experienced at stops of the Long Island Rail Road (LIRR) were gathered through a crowdsourced real-time transit information app called onTime.

This study contributes to the body of research on the railway network delays as follows: 1) Bayesian network learning approach was used to identify delay patterns of complex and intricate transit network for the first time; 2) Bayesian network-based metrics were developed in order to provide a tangible index that can be used for decision-making and performance evaluation. In the following sections, first, the literature review on delays at transit networks and Bayesian network learning are provided, followed by the description of the study area, and the data. Second, the Bayesian network learning approach is discussed, data processing is explained, and the network metrics are formulated. Then the developed BN model is tested for accuracy, validated through natural experiment of before & after the double-track project at LIRR Ronkonkoma Branch. Last, the findings are summarized in the conclusion section along with caveats and future research directions.

2. Literature review

Several studies have investigated delay prediction, delay propagation forecasting, delay pattern identification in rail networks, and dependency of transit components, previously (see Ghofrani et al., 2018 for a review of these studies). It is widely acknowledged that detecting the delay dependencies among different elements (e.g., trains, stations) in the rail network is critical in order to maintain reliable and efficient railway transport. However, detecting such delay dependencies is complicated and requires extensive knowledge about the infrastructure (Conte, 2007; Conte and Schobel, 2007). Nonetheless, Conte and Schobel (2007) identified the delay dependencies without such comprehensive information about the system by using the so called Tri-Graph approach from a family of graphical methods (Wille and Bühlmann, 2004). The approach basically identifies the full conditional model for events (e.g., departure or arrival of trains) via modelling subgroups of events at a time to find conditional dependence among these events. However, such subgrouping requires scrutinizing the timetable of trains and hence is difficult to implement to complex transit networks. Therefore, authors implemented the model to a long distance railway network comprising 8 stations with 928 events and it is not clear whether the approach could perform for a complex network and big data. Nonetheless, authors showed that graph-based models perform well for identification of delay dependencies in a railway system. Flier et al. (2009) developed a set of algorithms to identify timetable-caused dependencies among trains operating in the Swiss rail network. Their study showed that it is necessary to discover the underlying relationship between train trips in order to accurately identify delays at a large rail network. However, their approach was developed to detect dependencies at a single stop rather than identifying network-wide delay dependencies.

Delay propagation in large networks is also a concern for maintaining efficient operation (Büker and Seybold, 2012; Sørensen et al., 2017; Wallander and Mäkitalo, 2012). Focusing on this issue, Büker and Seybold (2012) developed a stochastic approach that computes the potential delay propagation in large networks. This framework is argued to have the potential to assess the reliability of the railway timetables. With the same motivation, Wallander and Mäkitalo (2012) adopted a “sequence analysis” based on association analysis (i.e., co-occurrence of events) to detect train delays that occur sequentially implying a propagating pattern. Authors sought to reveal relationships between delays of long distance trains of the Finnish railways and to identify causes of these delays. However, the study focused on delays of trains arriving to and departing from a single station and did not consider a complete rail network. A similar association analysis was also implemented by Yabuki et al. (2015), in order to evaluate the effectiveness of countermeasures that are adopted to reduce delays and delay propagations.

Several approaches such as support vector machines (Marković et al., 2015), neural networks (NN) (Milinković et al., 2013; Yaghini et al., 2013), deep and shallow learning (Oneto et al., 2017), data driven approaches (Wang and Work, 2015), random forest models...
(Nabian et al., 2019), Markov models (Gaurav and Srivastava, 2018), econometric models (Agbelie and Libnão, 2018; Gorman, 2009), hybrid models (Oneto et al., 2020), and Bayesian networks (Corman and Kecman, 2018; Huang et al., 2020; Lessan and Fu, 2019) were implemented in the literature. These approaches help predict the railway delays and compare alternative options in the context of delays. Neural network approach was reported to outperform decision tree and multinomial logistic regressions in predicting the delays (Yaghini et al., 2013). Compared to neural networks, the support vector machine modeling was found to be better in capturing the relationship between delays and the railway system features (Markovic et al., 2015).

Bayesian network learning was considered in the context of delay analysis by Conte (2007) for the first time, however, only recently utilized in delay prediction by Lessan and Fu (2019), Corman and Kecman (2018), and Huang et al. (2020). All recent studies used BN learning to construct relationships between nodes and developed delay prediction models. Corman and Kecman (2018) proposed a stochastic delay prediction model in which delay predictions evolve using the real-time data feed. Lessan and Fu (2019), on the other hand, tested the performance of three different BN learning approaches, namely hill-climbing, primitive linear, and hybrid BN for delay prediction. Study found that hybrid BN approach performs better than the other two particularly in terms of variation of results; however, their results show that there is not much difference between the approaches in terms of average prediction error. In a recent study, Huang et al. (2020) developed a hybrid BN model to predict delays, number of affected trains, and total delay through constructing relationships among these three variables. Nevertheless, none of these studies examined the delay patterns and delay dependencies among components (i.e., stops) of complex transit networks by using Bayesian network learning.

Identifying delay patterns and sources of delays (e.g., network bottlenecks) is very important to improve the reliability of transit systems (Cule et al., 2011). However, discovering the true origin of the delays is generally difficult due to the network complexity. Nonetheless, there are studies focused on this problem by identifying delay causing train sequences (Cule et al., 2011); developing algorithms to analyze delay propagation in single tracks (Sørensen et al., 2017); or optimizing the train timetables (Andersson et al., 2015). In order to understand the systematic delay issues of Belgian railways and reveal potential underlying causes of delays, Cule et al. utilized frequent pattern mining techniques. Researchers did not use the duration of delays but considered the trains as either delayed or not, in order to reveal sequences of trains that cause delays. Although this approach is useful to identify delay sequences of trains in a systematic manner, the magnitude of the network-wide dependencies is not fully revealed. The majority of the studies in the literature focus on delays of the long distance trains that operate on relatively less complex rail networks. However, very few studies attempt to scrutinize the delay patterns in commuter networks generally plagued by high volume, low track capacity, and complex infrastructure. This study aims to address this gap by developing a Bayesian network model and metrics that can elucidate the frequent delay patterns in transit systems, quantify the delay dependencies between transit network stops, and identify local sources of network-
wide issues.

3. Case study area and data

3.1. Study area

The study area is the Long Island Rail Road (LIRR) system which connects New York City to Long Island, New York via multiple lines (Fig. 1). The LIRR system has a total of 11 branches (i.e., rail lines) covering 620 miles of tracks along the Long Island with 124 stops. There are two terminal stops located at New York City, namely Penn Station and Atlantic Terminal. LIRR carried 89.2 million riders in 2017 on its 735 daily trains. These statistics make LIRR the busiest commuter railroad in North America with approximately $710 million in revenues (Metropolitan Transportation Authority, 2017). In 2017, LIRR reported 91.4% on-time performance (i.e., trips with less than 5 min and 59 s of delay at stops).

Table 1 shows the daily number of trains at each LIRR stops within the data span of 32 days between 12/23/2017 and 01/23/2018. Numbers on Table 1 are estimated based on the scheduled trips within the study period (MTA, 2019a). Jamaica Station has the highest number of trains with a total of 543 trains per day on average, which is followed by Penn Station with 470 trains on average per day.

3.2. Crowdsourced delay data – onTime user logs

onTime is a real-time transit information app which has a crowdsourcing feature where users can check-in (opt-in) to track the status of a train; thereby the users let the app use their GPS coordinates during their trip. The users’ coordinates are collected anonymously and used to calculate the distance to the next stop and the train speed, and accordingly, the estimated time of arrival (ETA) for each station is calculated. The train delays for each stop are calculated by comparing these ETAs with the scheduled arrival times, i.e., published timetables of the Metropolitan Transportation Authority (MTA, 2019a; Transitfeeds, 2019). These delays are communicated back to all commuters who are using the app. Note that the app users are not actively involved (by entering information) in the calculation of estimated time of arrival and delays. It is possible (yet very rare) that a train may arrive at a stop before scheduled arrival time. In such cases, there is no delay recorded for the analysis. At such early arrival cases, the train does not depart until its scheduled time. Hence, from the delay propagation and modeling perspective, early arrival and no delay are practically equivalent, and the early arrivals do not affect the model results.

The crowdsourced log data include 372,502 time-stamped logs of onTime users within the LIRR system between 12/23/2017 and 01/23/2018 (32 days). Among these logs, there are records with very large delays which were deemed to be either erroneous or as a result of an extreme situation. In order to avoid biased and inaccurate estimates due to those outlier records, delays longer than two hours were discarded. Note that, these records only correspond to 0.2% of the data (756 out of 372,502 logs); hence, the exclusion of those outlier records will not bias the data (especially within probabilistic models such as Bayesian Networks). The final dataset contains 371,746 delay estimates along the LIRR network. Fig. 2 shows a sample of these delays throughout the LIRR tracks, illustrating that the delay magnitude is increasing towards New York City (west).

| Branch       | Stop            | Volume |
|--------------|-----------------|--------|
| New York     | Penn Station    | 470    |
| City Terminal| Woodside        | 263    |
| Zone         | Hunterspoint Ave| 14     |
|              | Forest Hills    | 92     |
|              | Kew Gardens     | 91     |
|              | Jamaica         | 543    |
|              | St. Albans      | 32     |
|              | Atlantic Terminal| 121    |
|              | Nostrand Avenue | 103    |
|              | East New York   | 104    |
|              | Locust Manor    | 56     |
| Port Jefferson(Main Line)| Merillon Avenue   | 73     |
|              | Mineola         | 181    |
|              | Carle Place     | 66     |
|              | Westbury        | 89     |
|              | Hicksville      | 192    |
| Port Jefferson| Cold Spring Harbor | 113    |
|              | Huntington      | 138    |

Table 1
Average number of trains stopping at stops per day within the data span.
4. Methodology

4.1. Bayesian network learning and inference

The relationships between stops in terms of experienced delays were investigated using a Bayesian network (BN) learning approach. A Bayesian network is a statistical model in which conditional dependencies of random variables are represented by a directed acyclic (i.e., one-way interaction) graph (DAG) (Buntine, 1996; Charniak, 1991). That is, DAG is a type of graph whose edges (i.e. paths) are directed and not cyclic (i.e. one-way relationship). Bayesian networks are useful to represent the statistically significant relationships between events that possibly have causal dependencies with each other as parent node and child node. Therefore, Bayesian networks are useful to predict the probability of a set of events to occur given that other sets of events were observed. A popular example in this context is that the symptoms manifested by a patient can be used to estimate the probabilities of diseases which patient may have (Buntine, 1996). BN approach has been recently adopted in the rail transportation and delay prediction (Conte, 2007; Corman and Kecman, 2018; Huang et al., 2020; Lessan and Fu, 2019; Zilko et al., 2016). These studies showed that BN learning is very efficient in analyzing and predicting delays at components of railway networks. Given the promising results, BN was adopted in the current study as well. However, note that, the prediction accuracy of the model is also dependent on the data, even though the prediction capabilities of the BN learning were shown in the literature. For the case of this study, spatio-temporal coverage of the crowdsourced data is an important factor on the accuracy of the model, i.e., the more the number of user delay records for each stop at different times of the day, the better the prediction accuracy. Overall, the onTime records provide sufficient spatio-temporal coverage for good prediction accuracy that was shown in subsequent sections through cross-validation.

A Bayesian network structure can be represented by a DAG that has nodes \((1, 2, \ldots, n)\) where each node has a random variable \(X_j \in (X_1, X_2, \ldots, X_n)\). Given this DAG, conditional dependencies of \(n\) random variable \(X\) can be represented as a Bayesian network (Buntine, 1996; Charniak, 1991):

\[
P(X_1, X_2, \ldots, X_n) = \prod_{j=1}^{n} P_j | \Pi_j
\]

where \(\Pi_j\) is the parent nodes of node \(j\). Fig. 3 illustrates a simple Bayesian network that has seven nodes and seven edges. In this graph, nodes A and B are parent nodes of node D, while nodes F and G are the child nodes of node D. This network indicates that node D is dependent on the nodes A and B. Similarly, node F is dependent on the node D, whereas it is conditionally independent of A and B. Please refer to Buntine (1996) and Scutari (2010) for further details on the theory and application of Bayesian networks.

In this study, Bayesian network learning was implemented using the R-project and “bnlearn” package. Maximum likelihood estimation (MLE) was utilized to estimate the relationship between nodes (i.e. parent–child) and a hybrid structure learning algorithm (Lessan and Fu, 2019), namely max-min hill–climbing (mmhc) method, was implemented to learn the graph structures heuristically. The final graphs are Bayesian networks consisting of statistically significant edges that are identified based on \(p\) values of the

Fig. 2. A sample of delays experienced in the LIRR system.

Fig. 3. An example Bayesian network.
conditional independence tests with a threshold of 0.05 (i.e., 95% confidence interval) (Scutari, 2010; Scutari and Ness, 2019).

4.2. Implementation of Bayesian network approach

4.2.1. Data processing

The crowdsourced data consist of logs with estimated delays. These logs were further processed to identify the most accurate estimates of the delays. That is, generally more than one commuter use the onTime app to check the delays at the same time; thus there are several records that provide delay estimates for the same “trip-destination-time” set. This is illustrated in Fig. 4 that shows seven logs for a hypothetical example Train 1. The most accurate delay for this Train 1 arriving to a hypothetical Stop B is provided by the last log (Log #7) since it is the closest to Stop B. In the dataset with total of 371,746 logs, 45,621 such records (e.g., Log #7 in the figure) were included in the analysis. In other words, 326,125 user logs out of 371,746 provide less accurate delay estimations than the last logs, such as logs #1 to #6 compared to Log #7 in Fig. 4. Those earlier records were not considered, and the last (hence most accurate) logs were used to estimate the train delay.

In order to develop Bayesian network of stops, the stop delays were used to develop a network delay data matrix (Table 2). For this purpose, each record was classified according to time of day (e.g., 5:00–6:00 PM), trip direction (East-West), and arrival stop. Then, the delays were aggregated based on these stop-time intervals, and the total delay at the stop for a given time interval was identified. This process is exemplified in Fig. 4 where three trains arrive at an imaginary stop B between 10:00 and 11:00 AM. The total delay at the stop B for this time interval was calculated by summing three delay estimates obtained from Log #7, Log #6, and Log #4 for imaginary Train 1, Train 2, and Train 3, respectively. As a result, a delay matrix with 768 time rows was obtained by dividing total data period (32 days) into one hour intervals (32 days × 24 h a day = 768 intervals in total). Finally, the delay matrix of the stop-time interval pairs (see Table 2 for a snapshot) was fed into the learning process in order to identify the delay interactions. The rows of the delay matrix were treated as individual observations which indicate the delay status of the network at the given time interval.

The analysis was conducted for two peak travel periods based on LIRR peak hour pricing; AM peak (trains arriving at New York City terminals between 6:00 AM and 10:00 AM), PM peak (trains departing from New York City terminals between 4:00 PM and 8:00 PM). For the AM and PM peak analysis, the time-interval rows that correspond to weekday AM and PM peak travel were extracted. Finally, the aggregated delays were divided by the number of trains (within the focus period, e.g., PM peak) passing through each stop, in order to calculate the delay per train. Note that, due to reliance on users, the crowdsourced data do not include delay records for all periods and stops. For the missing period-stop delay values (e.g., 2117 time-stop slots of 4410 for Eastbound PM peak), we implemented the “structural.em” tool in “bnlearn” package to estimate the missing values (Scutari, 2010; Scutari and Ness, 2019). In order to predict the missing values, it is necessary to know the Bayesian network structure beforehand. However, the network structure is also needed to be estimated using the missing data; which creates the chicken or the egg problem.

The approach to learn a Bayesian network structure using incomplete data was first developed by Friedman (1997) using an extension of Expectation-Maximization algorithm to search large numbers of candidate network structures and identify the best-fitting one. Friedman (1997) also showed an example in which the proposed approach can successfully learn network structures when there

Time Interval ➤ 10:00 – 11:00

\[
\text{Delay at Stop B between 10:00 – 11:00} = (\text{Train 1} - \text{Log 7}) + (\text{Train 2} - \text{Log 6}) + (\text{Train 3} - \text{Log 4})
\]

Fig. 4. An example dispersion of logs recorded by the app for the same stop-time interval.
there are several variables with a total of 30% missing values. Please refer to Friedman (1997) study for the theoretical background and the implementation of the methodology. The “structural.em” tool in “bnlearn” package (Scutari and Ness, 2019) is based on the approach proposed by Friedman (1997). Estimation of the missing values and the Bayesian networks repeated for 100 times (i.e., bootstrapping process) for each analysis group. Only the frequently identified (more than 80% of the repeated analysis) dependencies between nodes were included in the final graphs.

4.2.2. Network topology

The structure of the Bayesian network (BN) impacts the validity and interpretation of outcomes; thus it is one of the important components of Bayesian network learning. There are two main approaches to define the structure of a BN: 1) building the structure prior to feeding data and identifying the interaction among nodes, and 2) learning the network structure directly from the data without any prior constraints. Essentially, the first approach is possible if there is expert knowledge regarding the structure of the network; whereas the second approach is more common (and less biased) since it is generally difficult to have prior knowledge on the network interactions.

The second approach was adopted in this study to identify network structures without any prior construction. However, due to the physical connections in the rail network, delay dependencies between stops are dictated by the physical network and the scheduled trips. For instance, there are no trains from Penn Station (Fig. 5 – Group 22) to the Atlantic Terminal (Fig. 5 – Group 21) and they are connected through Jamaica Station (Fig. 5 – Group 18). Thus, delay dependencies among Penn Station and Atlantic Terminal can only emerge through Jamaica Station. In order to reflect those dependencies, “blacklisting” constraints were introduced, i.e., enforcing the BN learning to ignore certain edges (i.e., interactions) (Scutari, 2010). Blacklisting helps avoid assigning node (transit system stops) interactions that are not physically possible. Accordingly, the topology of the physical rail network is included in the BN analysis in terms of the route-based adjacency. Arguably, the adopted approach might be described as a “hybrid approach” which predominantly learns the network structure from the data.

The route-based adjacency was developed by utilizing the flow scheme of LIRR trains. For this purpose, the stops were grouped based on the “segments” separated by the bifurcations of the rail network. Note that, there are a total of 13 bifurcations bringing about 12 stop groups (one group between two bifurcations) and 11 terminal branches bringing about 10 stop groups; which sum up to 22 stop groups (Fig. 5). Two stop groups were considered adjacent if a train can travel to/from one of these stops from/to the other one. For instance, there are scheduled transit trips from Group 4 stops to Group 22 stops (MTA, 2019a), whereas there is no such trip between

| Time Interval | Penn Station | Forest Hills | Jamaica | Free-port | Bay Shore |
|---------------|--------------|--------------|---------|-----------|-----------|
| 1             | 311          | .            | 305     | .         | 168       |
| 2             | 116          | .            | 39      | .         | 284       |
| 3             | 11           | .            | 192     | .         | 178       |
| 4             | 98           | .            | 61      | .         | 0         |
| 5             | 233          | .            | 160     | .         | 116       |
|               | .            | .            | .       | .         | .         |
| 127           | 405          | .            | 409     | .         | 193       |

Fig. 5. Assigned stop groups.
Group 4 stops and Group 20 stops. The adjacency matrix based on group numbers is shown in Fig. 6. Adjacency structure ensures that the delays of two nonadjacent stops can only be in relation through a stop which is adjacent to both these stops.

4.3. Network performance metrics

The Bayesian networks (BNs) extract the dependencies between the stops in terms of experienced delays; however, the Bayesian networks are not necessarily simple to understand due to the high number of nodes and links in the rail network. Within the delay interaction and delay propagation context, it is possible to distinguish the roles played by the stops into two categories based on their impacts within the network: 1) A stop can be the source of the delay that propagate in the network, or 2) it might be influenced by the delays propagating within the network. This can also be allegorically described as the “prey-predator relationship”. Such “source of delay” vs. “influenced by delay” scheme can also be considered as the concept of primary delay vs. secondary delay in the rail operation literature (Huang et al., 2020; Lee et al., 2016). We proposed that these two aspects of network-wide impacts are different, i.e., the first one is the inducer of delays, whereas the latter is the susceptible one. Therefore, two metrics namely “Inducer” and “Susceptible” were developed to quantify the delay dependencies in the rail network. In other words, the metrics quantify the impacts of the stops on network-wide delays as well as their vulnerabilities against delays created by other stops within the rail network. From this perspective, the inducer metric identifies and quantifies the impacts of stops on the overall delays experienced in the network. The susceptibility metric identifies and quantifies vulnerabilities of the stops against the delay impacts induced by other stops.

For the delay-inducer score, the selected stop is assigned its median delay (observed in the data) and all other stops are given zero delay. Then, using the Bayesian network, the delays at all other stops are estimated one by one with the given initial conditions (i.e., median delay at the inducer stop and zero delays at all other stops). Then, the estimated delays are multiplied with the daily number of trips at the affected stops (based on the posted LIRR trip schedule) and the delay-inducer score is calculated by averaging all values (Equation (2)).

For delay-susceptible score, all stops other than the selected stop are assigned their respective median delays (observed in the data) one by one. Then, the delay at the susceptible stop is estimated using the developed Bayesian network given those initial conditions. Finally, calculated average delay is multiplied with the daily trip number of at the susceptible stop (Equation (3)). The resultant scores are delay minutes per stop, i.e., the average delay induced at (inducer) or being influenced by (susceptible) each stop in the identified Bayesian network.

\[
\text{Inducer}_i = \frac{\sum_{j \neq i} \{E(X_j | X_i = x, Y = 0) \times V_j \}}{n} \quad \text{where } \forall X_{j \neq i} \in Y \quad i = 1, 2, \cdots n
\]  
\[
\text{Susceptible}_i = \frac{\sum_{j \neq i} \{E(X_i | X_j = x_j, Y = 0) \} \times V_i}{n} \quad \text{where } \forall X_{j \neq i} \in Y \quad i = 1, 2, \cdots n
\]  

where \( X_i \) is the delay of stop \( i \), \( V_i \) is the daily number of trips to/from stop \( i \), \( n \) is the total number of stops, \( x \) is the median delay value of...
variable \( x \). \( E(X|Y = y) \) is the conditional expectation of \( X \) given \( Y \) is equal to \( y \), and \( E(X|Y = y) = \int_{-\infty}^{\infty} x f_{X|Y}(x|y) \) where \( f_{X|Y}(x|y) \) is the joint probability density function found by using the developed Bayesian network.

In order to estimate delays used in the metrics, the predict function provided in the “bnlearn” package was used along with bayesbw method which use the complete Bayesian network (not only parent nodes) to calculate the expected values by averaging the likelihood weighting simulations (Scutari, 2010; Scutari and Ness, 2019). Since this is a stochastic process, analysis was repeated a multiple times (100 repetition) and the mean conditional expectations of delays were found. As an example, Table 3 shows both how the delay at Jamaica Station affects the delays at other stops, and how the delays at other stops affect Jamaica Station. For instance, “Delay by Jamaica” rows show the delays induced by Jamaica station at other stops when the median delay at Jamaica (34.89 min) is fed into the BN. “Delay at Jamaica” rows illustrate the delay susceptibility of Jamaica due to delays at other LIRR stations.

Note that formulated metrics are not directly connected with the BN modeling. The formulated metrics utilize the delay interactions between the stations and the delay estimations. These necessary inputs can be provided by models/approaches other than BNs. Nevertheless, the BN modeling is the most appropriate approach to obtain the delay interactions in the rail network; hence it is anticipated that the formulated metrics are good companions to the adopted approach, i.e., BN learning.

5. Results and discussions

Fig. 7 shows the statistically significant Bayesian networks for peak hour travel periods at LIRR (westbound AM peak and eastbound PM). The graphs were plotted to reflect the topology of the actual rail network by positioning the stops according to their geographical locations in the rail network. The distances between stops in the graphs were scaled to represent the actual distances in the physical rail network. The widths of the links represent the strength of the interactions between the railway stops. In Fig. 7, the sizes of the nodes (circles) indicate the number of trips at given direction and time. For instance, the biggest node in the eastbound PM peak graph is Jamaica Station because Jamaica has the highest number of trips. Jamaica Station also serves the highest number lines and experiences the highest number of transfers (Abt SRBI, 2016). The colors of the nodes demonstrate the stop groups that were shown in Fig. 5. Note that Bayesian networks do not specifically highlight the stops that experience large delays unless these delays have dependencies with the delays at other stops.

The goodness of fit of the identified BNs was investigated through residuals of the estimated delays at stops. For this purpose, a stop and time interval was randomly chosen and the delay at that stop was estimated based on the BNs. This process repeated 10,000 times and residuals were calculated and plotted (Fig. 8). The residual error histogram shows that the majority of the residuals are clustered around 0 while there are very few estimates with an error larger than 10 min. Hence, the distribution of residual errors imply that the BNs accurately predict transit delays at stops.

5.1. Network topology and delay propagation

One can expect that a delay in a certain stop will cause delays further along the stops at the direction of travel, i.e., forward propagation. Such thinking can be valid for a single line with no intersection with other rail service lines. However, for most transit networks, multiple rail lines utilize the same tracks and/or same stops; hence the delay at a certain stop may prevent another train from a merging line to make its scheduled stop. Fig. 7 reflects these network considerations, and shows that delay can propagate in the network both backwards and forwards for both travel directions. For instance, for eastbound PM peak trips, Hicksville affects two stops on the East (Bethpage and Deer Park). Deer Park further affects the Brentwood stop, implying a forward propagating pattern. On the other hand, Hicksville also affects a stop on the West (Mineola) implying a backward propagation with respect to the travel direction. Similarly for AM peak (i.e., westbound travel), Jamaica affects the stops both on the West (Woodside) and the East (Mineola and Hicksville). Penn Station (westernmost terminal) affects Jamaica, indicating that the delays propagate in the reverse direction, i.e., a shockwave pattern.

Table 3

| Stop              | Kew Gardens | St. Albans | East New York | New Hyde Park | Merillon Avenue | Carle Place |
|------------------|-------------|------------|---------------|---------------|----------------|------------|
| Median Delay per Train | 7.60        | 9.26       | 8.44          | 16.92         | 11.44          | 8.05       |
| Delay by Jamaica  | 4.84        | 6.29       | 2.62          | 10.97         | 1.31           | 4.45       |
| Delay at Jamaica  | 0           | 0          | 0             | 0.4           | 0              | 0          |

| Stop              | Hicksville | Huntington | Bethpage | Brentwood | Valley Stream | Rockville Centre |
|------------------|------------|------------|----------|-----------|---------------|-----------------|
| Median Delay per Train | 31.01      | 17.18      | 16.34    | 5.31      | 9.12          | 11.60          |
| Delay by Jamaica  | 0          | 14.55      | 11.78    | 5.20      | 7.54          | 4.93           |
| Delay at Jamaica  | 0          | 4.55       | 0        | 6.96      | 0             | 8.04           |

| Stop              | Lynbrook | Freeport | Bellmore | Seaford | Massapequa | Babylon |
|------------------|----------|----------|----------|---------|-----------|---------|
| Median Delay per Train | 10.35    | 8.20     | 4.69     | 10.24   | 9.77      | 14.48   |
| Delay by Jamaica  | 4.00     | 4.28     | 1.83     | 9.87    | 7.86      | 16.16   |
| Delay at Jamaica  | 0        | 0        | 0        | 0       | 0         | 0       |
Fig. 7. Bayesian network structures for stop delays: a) Eastbound PM peak trips; b) Westbound AM peak trips. Figure illustrates statistically significant interactions between the railway stops and the widths of the links represent the strength of these interactions.
These varying dependencies arise due to the topology of the network. For instance, AM peak trains congest Penn Station, causing a bottleneck that prevents trains to move forward towards Jamaica (the junction) stop. Then the delay propagation continues over Jamaica to other stops on the West (Merillon Avenue and Hicksville). Similarly for PM peak, Hicksville creates a bottleneck preventing other trains to travel eastward and causing delays at the stops at the west of Hicksville (e.g., Mineola, Merillon Avenue). This pattern can be observed for other dependency couples such as Westbury – Kew Gardens, Merillon Avenue – Forest Hills, and New Hyde Park – Woodside. BN graphs consistently include stops that are located at the bifurcations of the physical rail network, such as Jamaica, Mineola, Bethpage, and Hicksville. These stops are also the ones that experience very high volumes of passenger transfers between lines (Abt SRBI, 2016).

Table 4
Metric Scores.

| LIRR Branch          | Stop            | East - PM Peak | West - AM Peak |
|----------------------|-----------------|----------------|----------------|
|                      | Ind. | Sus. | Ind. | Sus. | Ind. | Sus. |
| City Terminal Zone   |       |      |      |      |      |      |
| Penn Station         | 5.0  | 0.1  | 6.5  | 2.1  |
| Woodside             | 5.0  | 0.1  | 5.9  | 2.1  |
| Hunterspoint Ave.    | 5.2  | 0.1  | 5.9  | 7.0  |
| Forest Hills         | 4.9  | 4.3  | 7.0  | 0.2  |
| Kew Gardens          | 5.1  | 2.4  | 4.5  | 3.2  |
| Jamaica              | 5.1  | 2.4  | 4.5  | 3.2  |
| St. Albans           |      |      | 4.5  | 22.9 |
| Atlantic Terminal    |      |      |      |      |
| Nostrand Avenue      |      |      | 4.5  | 2.8  |
| East New York        |      |      | 4.5  | 2.8  |
| Port Jefferson       |       |      |      |      |
| New Hyde Park        | 4.7  | 10.1 |      |      |
| Merillon Avenue      | 5.0  | 3.4  | 6.1  | 1.3  |
| Mineola              | 4.9  | 3.3  | 5.8  | 10.1 |
| Westbury             | 5.0  | 0.2  | 6.3  | 0.0  |
| Hicksville           | 5.6  | 0.7  | 5.4  | 15.3 |
| Ronkonkoma           |       |      |      |      |
| Bethpage             | 4.5  | 9.7  | 4.5  | 9.7  |
| Deer Park            | 5.0  | 0.4  | 5.8  | 10.1 |
| Brentwood            | 4.7  | 5.0  | 5.8  | 10.1 |
| Central Islip        |      |      | 4.5  | 2.2  |
| Babylon              |       |      |      |      |
| Laurelton            | 5.2  | 4.0  | 6.3  | 3.8  |
| Valley Stream        | 5.2  | 4.0  | 6.0  | 3.9  |
| Lynbrook             | 4.8  | 3.0  | 5.5  | 13.3 |
| Rockville Centre     | 5.0  | 3.2  | 6.2  | 2.6  |
| Baldwin              |      |      | 5.9  | 4.8  |
| Freeport             | 4.8  | 5.0  |      |      |
| Bellmore             | 5.0  | 3.2  |      |      |
| Seaford              | 4.5  | 8.9  |      |      |
| Massapequa           | 4.6  | 7.6  | 6.2  | 3.0  |
| Bay Shore            | 5.0  | 1.1  | 5.8  | 3.9  |
The above findings are arguably intuitive and expected based on literature, i.e., the stops at bifurcations have multiple merging and branching tracks, and they are more likely to be the bottlenecks which influence (or are influenced by) other stops. The agreement with the literature serves as the initial “reality check” for the proposed methodological approach. Nevertheless, the BNs allow drawing further conclusions and assigning magnitudes for the interactions. For instance, in order to represent these results in a tangible way, the interactions between stops can be assigned categories that reflect the nature of the dependencies, e.g., propagating/causing delay on other stops vs. affected by other stops. For instance, Fig. 7a shows that Hicksville stop affects Deer Park which affects Brentwood. Therefore, the Brentwood stop is also indirectly affected by Hicksville as well.

The graphs demonstrate that some stops such as “Jamaica” consistently affect others, while others such as Lynbrook are mostly affected by other stops (Fig. 7). These dependencies make “Jamaica” an inducer stop since it has influence on many stops. Lynbrook, on the other hand, is a susceptible stop, i.e., the delays at other stops elicit delays at Lynbrook. This means that a susceptible stop might experience delays even though there is no delay-causing issue associated with the stop itself. As presented in the next section, these dependencies are quantified using the proposed inducer and susceptible metrics, in order to provide a tangible index that can be used for decision-making and performance evaluation.

Note that, the Bayesian networks concern with the systematic and consistent issues and delay propagation in the network, rather than the effects of dynamic changes in the system. From this perspective, they are not instantaneous delay interactions (or states); but rather the “steady state” of delay interactions observed in the rail network.

5.2. Metric results on LIRR network

The calculated “Inducer” and “Susceptible” scores for LIRR are presented in Table 4. The scores are indicators of network-wide delays in terms of “minutes per stop” in the identified Bayesian network. The metric scores for peak travel directions are also illustrated in Fig. 9. The inducer and susceptible scores are labeled with red and yellow respectively, and the size of the circle represents the magnitude of the score. Note that, for the sake of clarity, Fig. 9 does not include all the scores in Table 4 but shows the stops whose scores are more than median score for each peak period.

Fig. 9. Inducer and Susceptible stops based on Bayesian networks: a) Eastbound PM peak, and b) westbound AM peak.
Overall, the metrics quantify the network-wide impacts of stops which are represented graphically by the BNs, thus helping differentiate their impacts. For instance, the effect of Jamaica (the main junction node at LIRR) on delays during AM peak is larger than other stops (7 min per stop), followed by Penn Station (6.5 min per stop). Note that the stops close to Penn Station and Jamaica (Atlantic Terminal, Woodside, and Hunterspoint Avenue) are highly susceptible stops during AM peak. Bayesian network (Fig. 7) shows that Penn Station affects Jamaica which affects both Woodside and Hunterspoint Avenue. These dependencies can be attributed to the high congestion as the trains enter Penn Station, which creates a ripple effect of delays at upstream. These identified issues are already recognized by Metropolitan Transit Agency (MTA). As one of the mega projects at the NYC metropolitan area, “East Side Access” project’s objective is to provide new access from Woodside to Grand Central Terminal (at Manhattan, New York) which will be used as a new LIRR terminal, and relieve the congestion at Penn Station. In other words, the findings are in line with the already identified issues. Thus, the metrics can be used to prioritize the improvements/investments at the stops and/or lines other than the ones that are already underway.

For PM peak, Hicksville has the highest inducer score followed by Valley Stream. Both stops are at critical locations for PM peak trains, i.e., they connect main lines coming from City Terminal Zones to the LIRR branches (Port Jefferson, Ronkonkoma, and Babylon) passing through highly populated residential zones. In terms of delay susceptibility, New Hyde Park (Port Jefferson Branch) has the highest susceptible score during PM peak, followed by Bethpage (Ronkonkoma Branch). However, although the Babylon Branch does not include a stop with high susceptible score, a branch-wide susceptibility is observed. As a matter of fact, the delay susceptibility at Ronkonkoma Branch has already been addressed. In September 2018 (about 8 months after the data period that was used in this paper), a double track project stretching 13 miles between Farmingdale and Ronkonkoma stops at the Ronkonkoma branch of the LIRR was completed (A Modern LI, 2019a). Completion of the double-track project also enables us to use this case as a “natural experiment” and perform a before-after study to illustrate the use of the developed metrics.

---

**Fig. 10.** Emerged and dissolved dependencies identified by comparing “post-project” and “pre-project” datasets a) Eastbound PM peak, and b) westbound AM peak.
5.3. Case study: before and after double-track project at Ronkonkoma branch

The double-track project aimed to improve the reliability and on-time performance of the Ronkonkoma branch in particular, and LIRR network in general. In order to identify the impacts of the LIRR double-track project, a more recent dataset covering between 1st of March and 1st of July 2019 was collected through onTime app. The Bayesian networks and metrics were calculated using the new dataset, and compared with the pre-project findings. To observe the differences between “post-project” and “pre-project” Bayesian networks, “emerged” and “disappeared” dependencies were identified as shown in Fig. 10. In the figure, cyan colored solid lines show newly emerged dependencies after the project (i.e., post-project) whereas pink colored dashed lines show disappeared dependencies based on pre-project findings. Note that, if a dependency was identified in both dataset (i.e., no variation observed), then that dependency was not shown in graphs.

As shown in Fig. 10, the impacts of the double-track project are captured by the Bayesian network analysis. For instance, the dependencies between Hicksville Deer Park and Brentwood disappeared at eastbound PM peak trips (Fig. 10a – North Branch). The dependencies between Hicksville-Mineola and Hicksville-Bethpage also disappeared, possibly due to congestion relief at the Hicksville stop after track capacity increased on the Ronkonkoma branch. The metric scores indicate decreased susceptibility to delays at Ronkonkoma Branch (Table 5). However, the reduction in delay susceptibility at Ronkonkoma Branch also introduced new dependencies within the network (not confined to Ronkonkoma Branch), such as Woodside’s emerging dependency on Hicksville.

As an example of how the BN approach and metrics can be utilized, PM peak graph (Fig. 10a) illustrates two major issues: 1) dependencies at Port Jefferson branch (Cold Spring Harbor and Huntington) and 2) dependencies between Jamaica stop and stops at the main line (New Hyde Park, Mineola, and Hicksville) connecting City Terminal Zone to Ronkonkoma and Port Jefferson branches. In pre-project analysis, these dependencies were not as significant as the disappeared Ronkonkoma dependencies, therefore they did not appear in the significant network. After Ronkonkoma branch dependencies disappeared (due to track improvement), BN results indicate that dependencies of aforementioned groups gained importance in the LIRR network. In other words, the metrics revealed the potential candidate stops/branches for improvement for the next investment cycle. Case in point, there is an ongoing third track expansion project stretching 9.8 miles between Floral Park and Hicksville (A Modern LI, 2019b). This stretch coincides exactly with the emerged dependencies after the double-track project, i.e., Jamaica to New Hyde Park, Mineola and Hicksville.
The delay impacts of improvements or changes (in infrastructure and/or operation) on the transit network can be diffusive and unprecedented rather than isolated and deterministic. These examples demonstrate the applicability of the Bayesian network learning approach and metrics that are formulated to identify network-wide problems of transit systems. These capabilities can help guide strategic decision making and policy decisions regarding transit network investments.

6. Conclusions

This paper provides a network model that can identify the relationship between delay patterns at transit stops, and suggest metrics to quantify the delay dependencies between the transit network stops. For this purpose, a Bayesian network learning approach was utilized and two novel network metrics, namely Inducer and Susceptible were developed. To implement the proposed approaches in a case study, the delays at Long Island Rail Road (LIRR) commuter rail system in the State of New York were utilized. These delays were gathered through crowdsourced transit app (onTime) that provides information about real-time train arrivals. In order to illustrate the use of the BN model and the metrics, before and after a track expansion project at Ronkonkoma Branch at LIRR network were used as a natural experiment case study. The before and after study of adjusted physical networks provided important observations on the applicability of BN Learning approach and validity of the proposed network metrics. The results indicate that the proposed Bayesian network learning methodology and formulated metrics are capable of identifying network-wide problems of transit systems, delay ramifications, and sections where there are backward and forward delay propagating patterns. Results also illustrate that the proposed metrics do not only identify the problem but also quantify the magnitude of the problem, which is an important aspect from operational and improvement perspectives.

Overall, the contributions of this paper are twofold: 1) Bayesian network learning approach was utilized to identify the delay interactions among the stops as well as to reveal delay propagation patterns in a complex commuter rail network; and 2) two network delay metrics were developed in order to quantify and rank railroad stops which can eventually assist policy makers and practitioners in encompassing investment plans and identifying target stops for improvement. The novelty of the approach is that the BN learning is used to identify the delay interactions and propagation patterns of a complex and intricate rail network for the first time in the literature. Previous studies utilizing BN learning in the rail delay context (Conte, 2007; Corman and Kecman, 2018; Huang et al., 2020; Lessan and Fu, 2019) generally focused on the delay prediction in single-line long-distance railroads. Our study reveals the delay interactions and local sources of network-wide issues, rather than solely predicting delays on consecutive railway stops. Furthermore,
the proposed metrics are a novel contribution to the rail network delay literature, as there is a lack of studies that focus on quantifying the role of individual stops in network delay patterns. Identifying the sources of network-wide delays in commuter rail networks is as critical as predicting delays. Therefore, the use of BN learning for rail network delay and the proposed metrics contribute to the literature in this critical issue.

6.1. Limitations and future research

One caveat is that the accuracy of the model is dependent on the spatio-temporal coverage of the crowdsourced data, i.e., the more the number of user delay records for each stop at different times of the day, the better the prediction accuracy. In this study, the delays are based on the crowdsourced data that were gathered from users of onTime app. Therefore, delay records are not complete for the whole LIRR network, but concentrated more at the busy stops where most of the transit riders board or alight the trains. This resulted in the missing values in the delay matrix, which were estimated. Nevertheless, complete delay data are generally available at most modern transit systems; thus data availability does not present a major obstacle for future implementations of the proposed framework. On the contrary, given the illustrated good performance with missing data, BNs should provide even more accurate dependency graphs with complete data. Furthermore, identifying the delay propagation patterns particularly during events such as major crashes and breakdowns, is also very valuable. Therefore, an excellent future research direction is to understand the network-wide delays of the transit system under extreme conditions.

Another limitation is that the proposed BN learning approach does not identify the factors contributing to the delays at stops. That is, these factors are multifaceted including infrastructure features, passenger movements, volume of boarding/alighting passengers that are recurrent, and mechanical or weather conditions and structural breakdowns which are non-recurrent. For instance, a heavy snow or down tree or a locomotive malfunction can block the rail tracks. From a network point of view, such events would act as if the railway links are practically removed. These delays are different from recurrent events which do not alter the underlying rail network, but mainly affect the scheduling operations. In these respects, it would be overreaching to state that a BN model based on recurrent delays can predict external disturbances that are not accounted for within the input data. An extended model could delve into the problematic stops pointed out by the proposed approach in order to identify such stop-level issues. This kind of extension would be possible if additional data sources providing information such as passenger volumes can be acquired.

The developed inducer and susceptible metrics were calculated based on median delays experienced in the system. A potential future improvement can be expanding the metrics to be more stochastic by using delay distributions rather than median delays. Moreover, further delay dependencies can be investigated and modeled using the Markov blankets identified by the Bayesian network (Pellet and Elisseeff, 2008; Scutari, 2010).

Note that the premise and the scope of this paper is the use of Bayesian Networks for analysis of network delay patterns in rail networks. Therefore, extensive experiments were conducted to verify that the model and the findings are credible. The good prediction accuracy of the developed BN model was shown through cross-validation, and the validity and applicability of the model were established through using natural experiments as case studies. Nevertheless, the comparison of different models with the adopted approach would be helpful to benchmark these different methodologies, which would be an excellent follow-up future research.
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