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Abstract
In addition to body weight and Body Mass Index (BMI), body composition is an essential data point that allows people to understand their overall health and body fitness. However, body composition is largely made up of muscle, fat, bones, and water, which makes estimation not as easy and straightforward as measuring body weight. In this paper, we introduce a multimodal multi-task deep neural network to estimate body fat percentage and skeletal muscle mass by analyzing facial images in addition to a person’s height, gender, age, and weight information. Using a dataset representative of demographics in Japan, we confirmed that the proposed approach performed better compared to the existing methods. Moreover, the multi-task approach implemented in this study is also able to grasp the negative correlation between body fat percentage and skeletal muscle mass gain/loss.

1. INTRODUCTION

Being conscious about one's body condition is crucial in maintaining a healthy lifestyle. One of the very simple and easy ways to understand overall body condition could be by regularly monitoring body weight and/or BMI. However, body weight and BMI alone do not tell everything about overall health and fitness because they do not account for the difference in density between fat and muscle. People with more muscle mass will often land in the “overweight” or “obese” BMI category based on height and weight, even though they may be healthy. Earlier research suggests that in addition to body weight and BMI, body composition such as body fat percentage (PBF) and skeletal muscle mass (SMM) are very important factors that determine overall good health and body fitness. The study [1] found that diabetes patients with a high PBF in addition to low BMI might develop sarcopenia, which is a condition that causes decrease in muscle mass and decline in physical ability, often negatively influencing quality of life. [2] Evaluated the relationship between components of body composition and mortality in patients with cardiovascular disease. They found the specific subgroup of high muscle and low fat mass had the lowest mortality rate compared to other body composition sub types. [3] demonstrated that subtotal (total minus head) fat percentage is an important feature in predicting the maximum exercise capacity for adults. In both females as well as males, body fat and age were the most important features in predicting maximum exercise capacity in people.
over the age of 40 with diabetes. Moreover, studies have shown that increased muscle mass increases skeletal muscle glucose uptake and improves insulin sensitivity [4].

There has also been research to systematically examine the relationship between body size, body shape, age, and SMM. [5] found that body weight, height, waist circumference, and age alone and in combination were significantly correlated with SMM (all, \( p < 0.001 \)).

Apart from body shapes and sizes, BMI and PBF are shown in our faces too. Individuals with lower body fat proportion have a more angular face with relatively narrower cheeks and a pointed chin [6]. Authors [7] performed curve-fitting along lower facial geometry and examined the correlation between fitting parameters and body composition. They found that the fitting parameters were highly correlated with BMI and PBF (\( R^2 > 0.72 \)).

Even though PBF and SMM are very important indicators of one’s health, measuring them is not as easy as measuring body weight or BMI. Dual Energy X-ray Absorptiometry (DEXA), is very accurate and precise to measure body fat, however it is not cheap and not possible to use at home. Likewise, body composition scales like Inbody, Tanita, and Omron can be used to measure PBF and SMM but these devices are not cheap to buy for home use. Many home-use digital scales offer body fat measurements but are largely inaccurate with one study showing absolute errors of 2.2 - 4.4kg of fat mass [10].

With that in mind, we have developed a method to measure PBF and SMM that can be deployed on a smartphone. Leveraging the power of deep neural networks, we devised a very efficient and highly accurate way of measuring PBF and SMM by analyzing facial images and a person’s height, gender, age, weight information. The measurement can be done in a natural background environment irrespective of whether the person is indoor or outdoor.

2. MATERIALS AND METHOD

2.1 Data acquisition

We collected data in Japan of over 1,500 people of different ages with varying body weights and heights. For the body composition data collection, we used an InBody 270 Body Composition Analyzer (https://inbodyusa.com/). In addition to body composition we also recorded height, gender, age, and body weight of each individual that we scanned. During data acquisition, we also took a fully clothed front and side picture of each subject.

Our data consists of predominantly Japanese people (97%), and demographic bias is reflected in the distributions seen in Figure 1. It is important to account for biases in the dataset as conclusions may not necessarily be generalizable. Our dataset has an almost equal distribution between male and female, 51% and 49% respectively. Figure 1a shows that age ranges from a minimum of 7 years to a maximum of 84 years. The mean and standard deviation of age
distribution in our data set is 40.4 years and 12.9 year respectively. Figure 1b shows the distribution of heights, with a mean of 165.4cm and standard deviation of 9.7cm. Figure 1c shows that body weight ranged from a minimum of 18.7kg to a maximum of 141.8kg with mean weight of 63.25kg and standard deviation of 15.9kg. Figure 1d and 1e shows the distribution of SMM and PBF in our data set. The mean values of SMM and PBF are 25.8kg and 25.2% respectively. Likewise, the standard deviation of SMM and PBF were 6.5kg and 8.2%.

Note that normal distribution graphs in this analysis will occasionally have two peaks, which represent the offset between men and women in the dataset.

Figure 1: Dataset distributions for (a) Age, (b) Height, (c) Weight, (d) SMM, and (e) PBF
2.2 Statistical analysis

Figure 2: Plot of SMM Vs. body weight (left) and plot of PBF Vs. body weight (right). Here the color in the scatter plot represents age group (i.e. “30” represents people ages 30-39).

On top of the deep neural network based analysis, we also performed a simple statistical analysis. Figure 2 (left) shows a scatter plot of SMM vs body weight and Figure 2 (right) shows a scatter plot of PBF vs body weight. Here, the scatter plots were colored by the age group. From the figure we can confirm a strong correlation between body weight and SMM. Moreover, we can see an interesting trend of more deviation in SMM as the body weight increases (Figure 2, left), suggesting the weakening linear relationship between SMM and body weight as body weight increases. The scatter plot (Figure 2, right) shows some overall trend between body weight and PBF, however the linear relationship between body weight and PBF is not as strong as that between the body weight and SMM.

To objectively quantify the relationship between known body measurement data with SMM and PBF, we performed Pearson’s correlation analysis (Figure 3). As seen in Figure 3, The maximum linear correlation of SMM is with body weight (Pearson’s correlation = 0.86) and then with height (Pearson’s correlation = 0.84). As discussed above, linear correlation between body weight and PBF is lower compared to body weight and SMM. Pearson's correlation coefficient between body weight and PBF was just 0.39.

Moreover, we found that PBF are slightly negatively correlated with SMM (Pearson’s correlation coefficient = -0.1). Moreover, males are associated with higher SMM (Pearson’s correlation coefficient = 0.7) whereas females are associated with higher PBF (Pearson’s correlation coefficient = 0.36).
2.3 Data preparation and preprocessing

In our multimodal neural network architecture there are six different data input branches. Five branches take images as an input and the sixth branch takes structured data as an input.

The image branches take a full frontal face image and four equal quarters, i.e. upper left (UL), upper right (UR), lower left (LL) and lower right (LR) parts, of the frontal face image. To detect a face from a full frontal image, we utilized an open source library called ‘Dlib’, which is used to draw a bounding box surrounding a face. On the detected frontal face region of interest, we added a 30% additional margin to include the whole face and a portion of the neck below the chin. The detected face was then cropped from the full frontal image and resized to 128 pixel x 128 pixel. From the full frontal face, four quarters of images (UL, UR, LL, LR) were cropped and then each resized to 128 pixel x 128 pixel. All the images were converted from RGB to grayscale before passing them through the deep neural network. Moreover, during the training phase, slight rotation and gaussian noise were added on the face images for data augmentation purposes.

The next input branch is the structured data branch. In this branch we pass the height, gender, age, and weight information of the person. We also performed a polynomial curve fitting along the person’s chin (on the front full photo) and used the fitting parameters as an additional input feature on this branch. During the training phase, we added a gaussian noise on the height and weight category for data augmentation purposes.

The data was randomly split into training (90%) and validation (10%) sets.

2.4 Deep neural network architecture

Different parts of a face and other body features like height, gender, age, and weight contain different clues about body composition. However, the influence of these features in determining...
body composition might not be the same. Hence, we design a multi modal, multi-task deep neural network architecture in which a whole face and each quarter of the whole face and other features like height, gender, age, weight and polynomial fitting parameters are fed through independent parallel networks. These parallel networks learn the parameters for each of these inputs separately. In this way the network learns to weigh the importance of different input features to estimate a body composition. We then concatenate their outputs and pass them through a fully connected shared network before splitting the network to task specific layers. Generally, PBF and SMM are inversely correlated. Hence, other than learning the non linear relationship among these input features to predict a body composition, the shared fully connected layer will help the network to learn this inverse relationship between PBF and SMM too. Moreover, the shared layer also reduces the risk of over fitting [8].

Finally the network is branched into 2 different fully connected task specific layers that learns the parameters to predict body composition namely PBF and SMM as a regression task.

The architecture of the multi input multi task network is shown below (Figure 4).

Figure 4: Schematic of AI architecture for body composition estimation
3. RESULTS AND DISCUSSION

Figure 5: Density plot of PBF estimation error

Figure 6: Scatter plot of estimated PBF Vs Actual PBF. Here color represents age distribution.

Figure 5 is the density plot of PBF prediction error (actual-predicted) in the validation data set. The mean absolute accuracy (MAE) and standard deviation (SD) of estimated PBF was 2.73% and 3.34% respectively. From the figure, we see the errors are generally normally distributed with two peaks due to gender differences. However, we observe two outliers at the far left and far right corners of the density plot. This is caused by two distinct cases on our validation data set.

The one on the left (over prediction) is due to the fact that the person was very muscular (body builder) with a very low (12%) PBF. Athletes/bodybuilders tend to have a lower body fat percentage, i.e. around 7% lower for male and 5% lower for females, compared to the non-athletes with similar body height and weight [9]. Less than 1% in our data set was composed of very muscular people. Moreover, we did not do any special treatment for these types of minority dataset. Hence the model performed poorly in that case.
Likewise, in Figure 5, the one on the right is a PBF estimation for a person with a very thin body and small face but with a very high PBF. Hence, the model under-predicted the estimation in this case and got higher prediction error.

Scatter plot in Figure 6 shows the actual PBF (X-axis) vs estimated PBF (Y-axis). The scatter dots are colored by age range (<= 10 years to >= 40 years). Pearson’s correlation between predicted and actual PBF was 0.84. From the scatter plots, we can confirm that the prediction accuracy is invariant to the age range of the users.

![Scatter plot with Pearson's correlation](image)

**Figure 7: Density plot of SMM estimation error**

![Density plot](image)

**Figure 8: Scatter plot of estimated SMM vs actual SMM. Here color represents age distribution.**

Figure 7, is the density plot of SMM prediction error. Regarding SMM prediction accuracy, the MAE and SD of estimated SMM was 1.02kg and standard deviation (SD) of 1.34kg respectively. Since SMM has a very high correlation with body weight (0.86) and height (0.84) (refer fig. 4), the accuracy of predicted SMM is a lot higher compared to the PBF.
Figure 8 is a scatter plot where the dots are colored by age range (<= 10 years to >= 40 years). As in the case of PBF, for SMM too, from the scatter plots we can validate that the age range is not affecting the prediction accuracy. Moreover, in the case of SMM, Pearson’s correlation between predicted and actual SMM stands very high at 0.98.

We compared the results of PBF and SMM estimated by our method against the ones that were trained only with height, gender, age and weight as an input, to validate the effectiveness of our proposed technique. For this test, we developed a regression model based on Support Vector Machines, Random Forest, and Gradient Boosting techniques to estimate PBF and SMM as a separate task. The MAE and SD of estimated PBF and SMM from each of those models and our proposed model is tabulated below.

| Models                  | SMM (MAE) | PBF (MAE) | SMM (SD) | PBF (SD) |
|-------------------------|-----------|-----------|----------|----------|
| Support vector machines | 1.4 kg    | 3.6 %     | 1.68 kg  | 4.32 %   |
| Random forest           | 1.44 kg   | 3.81 %    | 1.83 kg  | 4.65 %   |
| Gradient boosting       | 1.18 kg   | 3.0 %     | 1.47 kg  | 3.53 %   |
| Proposed model          | **1.02 kg** | **2.73 %** | **1.34 kg** | **3.34 %** |

From this comparative analysis we can confirm that our proposed method of estimating PBF and SMM by adding clues from facial features is superior at producing better results.

Apart from some extreme cases, our proposed model estimates PBF and SMM with reasonably high accuracy for general users.

4. CONCLUSION

In this paper we proposed multimodal multi-task deep neural networks to estimate body composition, namely, body fat percentage and skeletal muscle mass, as a regression task by learning mapping function from facial clues and body measurements (height, gender, age and weight). The mean absolute error of the estimated results of percentage body fat and skeletal muscle mass are 2.7% and 1kg on our validation data set.
We have productionized this algorithm and it is available freely on our body measurement app called ‘Bodygram’ which can be downloaded from the App Store for iPhone users and from Google Play for Android users.

We are in the process of collecting more variation in the data sets including athletes, non-Japanese people, and people with higher than average weights and heights to further enhance the model to have consistent results for wider demographics and body types.
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