Accurate Singlet-Triplet Gaps in Biradicals via the Spin Averaged Anti-Hermitian Contracted Schrödinger Equation
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The accurate description of biradical systems, and in particular the resolution of their singlet-triplet gaps, has long posed a major challenge to the development of electronic structure theories. Biradicaloid singlet ground states are often marked by strong correlation and hence, may not be accurately treated by mainstream, single-reference methods such as density functional theory (DFT) or coupled cluster theory (CC). The anti-Hermitian contracted Schrödinger equation (ACSE), whose fundamental quantity is the 2-electron reduced density matrix rather than the $N$-electron wave function, has previously been shown to account for both dynamic and strong correlation when seeded with a strongly correlated guess from a complete active space (CAS) calculation. Here we develop a spin-averaged implementation of the ACSE, allowing it to treat higher multiplicity states from CAS input without additional state preparation. We apply the spin-averaged ACSE to calculate the singlet-triplet gaps in a set of small main group biradicaloids, as well as the organic four electron biradicals trimethylenemethane (TMM) and cyclobutadiene, and naphthalene, benchmarking the results against other state of the art methods reported in the literature.
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I. INTRODUCTION

The accurate theoretical description of open-shell and biradical systems is quintessential in the understanding of chemical processes and properties in various areas of modern chemistry. Not only are biradicals fundamental to chemical reactions, where the breaking and formation of chemical bonds passes through a transition state or intermediate via the unpairing of electrons, they also play roles in catalysis, e.g. as carbene species which have recently garnered significant research interest, or in solid state and materials application such as molecular magnets, qubits or photochemical devices. While modern developments in electronic structure theory have made great advances in the treatment of closed shell molecular systems, allowing common black-box methods such as DFT to be used in the calculation of various electronic properties by chemists from all disciplines with great accuracy, the treatment of biradicals and open-shell systems continues to pose major challenges.

Singlet bi-radicals are perhaps the simplest example of a strongly correlated system: two electrons are distributed in degenerate (or near-degenerate) orbitals yielding a multi-determinate wave function which cannot be expressed in the form of a single Slater determinant, or in the reduced density matrix (RDM) picture, yielding 1-RDMs characterized by fractional, (near-) degenerate natural occupation numbers (NON), or diagonal terms in the 1-RDM. And while many of the most advanced and commonly used electronic structure methods, such as coupled cluster with singles, doubles and perturbative triples (CCSD(T)) or density functional theory (DFT) resolve dynamic correlation with reliable accuracy, they fail to account for the strong correlation arising from multi-reference states. Traditional methods that do account for static correlation, such as complete active space self consistent field (CASSCF) calculations in turn fail to resolve the dynamic correlation. It is imperative for new theories to correctly resolve both the static and dynamic components of the total correlation energy to obtain an accurate picture of the electronic structure of bi-radicals and open shell systems, and to elucidate successfully their experimentally significant properties, such as their spin-state splittings.

In the last two decades many theories have been presented with the aim to calculate accurately the singlet-triplet gaps of biradicaloids and they can generally be divided into two flavors: DFT-based methods and wave-function-based methods. DFT, while an exact theory, is inherently
single-reference, meaning its calculations rely on a single Slater determinant, and its functionals are known to be notoriously inaccurate at resolving singlet-triplet gaps in di-radicals\cite{19}. This is often overcome by the use of an unrestricted formalism, which while leading to improvements in the resolution of spin state gaps, comes at the expense of unphysical spin densities and electronic energies\cite{14,20,21}. Multiple theories have been developed to address these issues in DFT, including particle-particle random phase approximation (pp-RPA)\cite{22-25}, fractional-spin DFT\cite{26,28}, multi-configurational pair-density functional theory (MC-PDFT)\cite{29,31} and spin-flip approaches\cite{32,34}. While these paths have provided for significant improvements, several issues such as the dependence on the chosen functional and lack of consistent absolute energies remain. On the wave function end of the spectrum, the most ubiquitous method of CASSCF with a second order Møller-Plesset perturbative correction (CASPT2) may yield non-physical lower-bound results to the FCI energy, and inhibitive computational scaling in larger systems\cite{35}. To overcome these issues, Krylov has pioneered spin-flip approaches that may be based on DFT, configuration interaction (CI) or CC calculations\cite{34,36-38}, Piris has developed natural-orbital functional theories\cite{39}, and recently Reichman and Friesner have presented an auxiliary-field quantum Monte Carlo approach for the prediction of singlet-triplet gaps that may use CASSCF or unrestricted DFT trial wave functions with great success\cite{40}. Nevertheless, many of the most accurate and up-to-date programs rely on significant data manipulation, e.g. spin coupling or manual state selection, for accurate calculations, or, in the case of QMC, require highly parallelized computing architectures not available to many researchers, and thus remain far from being a "black-box" method easy to use for non-theoretical researchers.

In this paper we use the anti-Hermitian contracted Schrödinger equation (ACSE) in a spin averaged\cite{41-44,33} implementation to resolve accurately the singlet-triplet gaps in multiple biradical systems. The ACSE allows the calculation of the electronic energy as a linear functional of the two-electron reduced density matrix (2-RDM), resulting in favorable polynomial computational scaling compared to wave function based methods\cite{45,46}. While the ACSE when seeded with a non-correlated initial guess 2-RDM resolves dynamic correlation, use of an initial 2-RDM obtained from a strongly correlated CASSCF calculation, allows the calculation of both static and dynamic correlation\cite{47}. The ACSE has been demonstrated to calculate accurately the various ground and excited states, total correlation energies, and dissociation curves or various molecular systems\cite{45,49}. In this paper we implement a spin-averaged implementation of the ACSE, seeded
from a CASSCF calculation, to resolve the total correlation energy in the $S = 0$ and $S = 1$ states of a common benchmark set of small main group biradicaloids, and several small organic molecules, namely cyclobutadiene, trimethylenemethane (TMM), naphthalene, and o-, m-, p-benzyne.

II. THEORY

The $N$-electron Schrödinger equation may be projected onto the space of all two electron transitions by integrating over the coordinates of all but two electrons, yielding the contracted Schrödinger equation (CSE)\cite{45,46}:

$$\langle \Psi | \hat{\Gamma}_{k,l}^i, j, k, l | \hat{H} | \Psi \rangle = E 2 D_{k,l}^{i,j},$$

(1)

where $\hat{\Gamma}_{k,l}^i, j, k, l$ is a two-body operator whose expectation value yields the elements of the 2-RDM

$$\hat{\Gamma}_{k,l}^i, j, k, l = \hat{a}_i^\dagger \hat{a}_j^\dagger \hat{a}_l \hat{a}_k,$$

(2)

and $\hat{H}$ is the Hamiltonian operator

$$\hat{H} = \sum_i^1 K_{i,j}^i \hat{a}_j^\dagger + \sum_{ijkl}^2 V_{ij}^{kl} \hat{a}_i^\dagger \hat{a}_j^\dagger \hat{a}_l \hat{a}_k,$$

(3)

where $^1K$ contains the kinetic and nuclear attraction integrals and $^2V$ contains the electron-electron repulsion integrals. The CSE can be separated into its Hermitian and anti-Hermitian parts:

$$\langle \Psi | \{ \hat{\Gamma}_{k,l}^i, j, k, l, (\hat{H} - E) \} | \Psi \rangle + \langle \Psi | [ \hat{\Gamma}_{k,l}^i, j, (\hat{H} - E) ] | \Psi \rangle = 0,$$

(4)

where square brackets denote a commutator and curly brackets the anti-commutator. Selection of only the anti-Hermitian part of the CSE yields the ACSE:

$$\langle \Psi | [ \hat{\Gamma}_{k,l}^i, j, \hat{H} ] | \Psi \rangle = 0.$$

(5)

While the full CSE and its Hermitian part contain terms of the 2-, 3- and 4-RDM’s, the ACSE only depends on the 1-, 2-, and 3-RDM’s; explicit expressions of the CSE and ACSE in terms of the RDM’s are outlined in references\cite{45,46}. Furthermore, this dependence on the 3-RDM can be resolved by using an approximate reconstruction in terms of the 2-RDM. Several methods of reconstruction have been published and in this work we use the cumulant reconstruction\cite{51,52,53}:

$$3 D_{k,l}^{ij} \approx \begin{array}{l} \hat{a}_i^\dagger \hat{a}_j^\dagger \hat{a}_l \hat{a}_k \end{array} + \begin{array}{l} \hat{a}_i^\dagger \hat{a}_j^\dagger \hat{a}_l \hat{a}_k \end{array} + \begin{array}{l} \hat{a}_i^\dagger \hat{a}_j^\dagger \hat{a}_l \hat{a}_k \end{array} + \begin{array}{l} \hat{a}_i^\dagger \hat{a}_j^\dagger \hat{a}_l \hat{a}_k \end{array} + \begin{array}{l} \hat{a}_i^\dagger \hat{a}_j^\dagger \hat{a}_l \hat{a}_k \end{array} + \begin{array}{l} \hat{a}_i^\dagger \hat{a}_j^\dagger \hat{a}_l \hat{a}_k \end{array},$$

(6)
where

\[ 2 \Delta_{qs}^{ij} = 2 D_{qs}^{ij} - 1 D_{q}^{i} \wedge 1 D_{s}^{j}, \]  

and \( \wedge \) denotes the antisymmetric Grassmann wedge product, which is defined as:

\[ 1 D_{k}^{i} \wedge 1 D_{l}^{j} = \frac{1}{2} (1 D_{k}^{i} 1 D_{l}^{j} - 1 D_{l}^{i} 1 D_{k}^{j}). \]  

(8)

As the 3-RDM terms appear only in the perturbative \( 2V \) part of the Hamiltonian of the ACSE, this approximate reconstruction of \( 3D \) neglects the cumulant 3-RDM part of the expansion, approximating \( 3 \Delta_{qst}^{ijk} \) to be zero.

The ACSE has successfully been used to study small open shell singlet and high-spin triplet systems, however, the treatment of triplet and higher spin states employs a rather complicated approach requiring the spin coupling of open-shell molecules to form singlet states. In particular, this approach involved the spin coupling of hydrogen atom(s) to the open shell wave function to create a singlet state and solving the ACSE in terms of its composite 2-RDM to obtain the composite energy, and finally subtracting the energy of the hydrogen atom to obtain the system energy. It requires careful construction of singlet states through coupling of two or more CASSF reference wave functions of different spin states coupled into a singlet wave function by Clebsch-Gordon coefficients and additional post-processing work to obtain the open-shell 2-RDM and energy from the composite system. In this work we present an approach using spin-averaged RDMs, which in general are defined as:

\[ 2 D_{kl}^{ij} = \frac{1}{2S+1} \sum_{M=-S}^{S} \langle \Psi_{M,S}^{i,j} | \Gamma_{k,l}^{i,j} | \Psi_{M,S}^{i,j} \rangle, \]  

(9)

or equivalently,

\[ 2 D_{k,l}^{ij} = \frac{1}{2S+1} \sum_{M=-S}^{S} 2 D_{i,j;k,l}^{M,S}, \]  

(10)

where \( S \) and \( M \) are the total spin and magnetic or secondary spin quantum numbers, respectively. The use of spin-averaged RDMs results in a streamlined computational implementation that requires no further manipulation of RDMs and enables an easy-to-use program.

Various iterations of the ACSE algorithm have been applied to a range of chemical systems, successfully predicting ground- and excited-state energies, dissociation curves and reaction barriers. The nature of the result obtained from an ACSE calculation depends on the 2-RDM
used to initialize the calculation. While use of an HF solution as the initial guess results in resolution of the dynamic correlation, the calculation may also be seeded with a 2-RDM obtained from a CASSCF calculation, allowing the determination of both dynamic correlation and strong correlation effects. We hence start with a CASSCF calculation in the desired spin state, carried out with the Maple Quantum Chemistry Package, obtaining strongly correlated 1- and 2-RDMs which are then used as an initial guess in the ACSE. The 3-RDM is constructed from the guess 2-RDM by the cumulant reconstruction outlined above, and not obtained from the CASSCF guess.

While the ACSE requires the 1- and 2-RDM elements in the canonical spin-orbital basis for the $\alpha\alpha$ and $\alpha\beta$ blocks, we obtain initial active space RDMs $\tilde{1}D$ and $\tilde{2}D$ in the spatial orbital basis from a CASSCF calculation (the $\alpha$ and $\beta$ denote the $+1/2$ and $-1/2$ spin states, respectively). Here the CASSCF calculations are computing the high-spin states, i.e. the $M = +1$ state for the triplet, and the spin trace projects the high-spin 2-RDM onto the spin-free 2-RDM. The spin-free 2-RDM is then mapped to the spin-averaged 2-RDM by the reconstruction of the spin-dependent $\alpha\alpha$ and $\alpha\beta$ blocks according to:

\begin{equation}
1D_i^j = 1D_{\alpha\alpha}^{ai,aj} = 1D_{\beta\beta}^{bi,bj} = \frac{1}{2} \tilde{1}D_i^j, \tag{11}
\end{equation}

\begin{equation}
2D_{\alpha\alpha,\alpha\alpha}^{ai,aj} = 2D_{\alpha\alpha,\beta\beta}^{bi,bj} = \frac{1}{6}(2\tilde{1}D_{kl}^{ij} - 2\tilde{1}D_{kl}^{ji}), \tag{12}
\end{equation}

\begin{equation}
2D_{\alpha\alpha,\beta\beta}^{ai,aj} = 2D_{\beta\beta,\alpha\alpha}^{bi,bj} = \frac{1}{6}(2\tilde{2}D_{kl}^{ij} + 2\tilde{1}D_{kl}^{ji}). \tag{13}
\end{equation}

This is followed by reconstruction of the core and virtual elements of $1D$ and $2D$:

\begin{equation}
1D_{\text{core}} = I, 1D_{\text{virtual}} = 0, \tag{14}
\end{equation}

\begin{equation}
2D_{ac,ac}^{aa,ab} = 2D_{bc,bc}^{bb,ba} = 1D_{c}^{a1}D_{d}^{b1} - 1D_{c}^{b1}D_{d}^{a1}, \tag{15}
\end{equation}

\begin{equation}
2D_{ac,\beta\beta}^{aa,bb} = 2D_{\beta\beta,ac}^{bb,aa} = 1D_{c}^{a1}D_{d}^{b1}, \tag{16}
\end{equation}

\begin{equation}
2D_{as,at}^{ap,aq} = 2D_{\beta s,\beta t}^{bp,bq} = 2D_{as,\beta t}^{qp,qa} = 2D_{\beta s,at}^{pq,aq} = 0, \tag{17}
\end{equation}

where $a,b,c,d$ denote core orbitals and $p,q,s,t$ denote virtual orbitals.

Using the spin-averaged 1- and 2-RDMs, we solve the ACSE via a system of differential equations:

\begin{equation}
E(\lambda + \varepsilon) = \langle \Psi(\lambda) | e^{-\varepsilon \hat{S}(\lambda)} \hat{H} e^{\varepsilon \hat{S}(\lambda)} | \Psi(\lambda) \rangle = E(\lambda) + \varepsilon \langle \Psi(\lambda) | [\hat{H}, \hat{S}(\lambda)] | \Psi(\lambda) \rangle + O(\varepsilon^2), \tag{18}
\end{equation}
\[
\frac{dE}{d\lambda} = \langle \Psi(\lambda) | [\hat{H}, \hat{S}(\lambda)] | \Psi(\lambda) \rangle,
\]
\[
\frac{d^2 D^{i,j}_{k,l}}{d\lambda} = \langle \Psi(\lambda) | [\hat{\Gamma}^{i,j}_{k,l}, \hat{S}(\lambda)] | \Psi(\lambda) \rangle,
\]
where the operator \(\hat{S}\) is defined as:
\[
\hat{S}(\lambda) = \sum_{ijkl} 2 S^{i,j}_{k,l} \hat{a}^+_i \hat{a}^+_j \hat{a}_k \hat{a}_l (\lambda),
\]
which at each step of \(\lambda\) is chosen to minimize the energy along the gradient:
\[
2 S^{i,j}_{k,l}(\lambda) = \langle \Psi(\lambda) | [\hat{\Gamma}^{i,j}_{k,l}, \hat{H}] | \Psi(\lambda) \rangle.
\]
An optimal propagation step in \(\lambda\) is determined using a Taylor expansion in approximate form of the 2-RDM
\[
2 D(\lambda + \varepsilon) \approx 2 D(\lambda) + \varepsilon^2 D'(\lambda) + \frac{\varepsilon^2}{2h} (2 D'(\lambda + h) - 2 D'(\lambda)) ,
\]
where \(h\) is a small propagation step, and by minimizing the first derivative of the energy, yielding \(\varepsilon_{\text{opt}}\):
\[
\varepsilon_{\text{opt}} = -\frac{\text{Tr}(2 K^2 D'(\lambda))}{\text{Tr}(2 K^2 D''(\lambda))}.
\]
The 2-RDM \(2 D\) is updated with the optimal step and this procedure is repeated until a critical value in \(\lambda\) is reached where either the energy reaches a minimum or the norm of the residual increases.

### III. DISCUSSION AND RESULTS

**A. Small Main Group Biradicaloid Set**

We first evaluate the spin-averaged ACSE by considering a set of small main-group biradicaloids which have been widely used in the literature to benchmark the accuracy of new computational methods at predicting singlet-triplet gaps in biradical systems. The set consists of the 8 species OH\(^+\), NH, NF, O\(2\), NH\(2\)\(^+\), CH\(2\), PH\(2\)\(^+\), SiH\(2\), for all of which experimental S-T gap data is available. Initial calculations were performed with CASSCF in the Maple Quantum Chemistry Package (QCP) for both singlet and triplet spin states using geometries from reference and by obtaining seed RDMs for the ACSE calculations. All calculations were performed with the cc-pVTZ basis set. The left hand side of Figure shows the results obtained with the...
FIG. 1. Left: Comparison of S-T gaps computed with the converged active-space spin-averaged CASSCF/ACSE method with the cc-pVTZ basis set and experimental values. Experimental results from: \( \text{OH}^+ \), NH, NF, \( \text{O}_2 \), \( \text{NH}_2 \), \( \text{CH}_2 \), \( \text{PH}_2 \), SiH\(_2\). Right: Errors of converged S-T gaps obtained with a minimal [2,2] active space CASSCF guess and the final converged result seeded with the largest active space guess.

CASSCF seeded spin averaged ACSE (CASSCF/ACSE) in comparison to experimental reference values.

The spin-averaged ACSE successfully predicts the singlet-triplet gaps in 6 out of the 8 species with chemical accuracy (error of less than 1 kcal/mol) with the largest errors observed for \( \text{O}_2 \) (1.2 kcal/mol) and \( \text{PH}_2^+ \) (1.3 kcal/mol). This large error in \( \text{O}_2 \) coincides with the system demonstrating particularly slow convergence of the S-T gap as a function of the active space size of the initial CASSCF 2-RDM used to seed the calculation with the minimal [2,2] CASSCF guess yielding in an error of -15.34 kcal/mol. The error improves significantly to 1.9 kcal/mol with a moderately large [8,8] active space, finally reducing to 1.3 kcal/mol at the largest surveyed active space of [14,14]. This error is in general agreement with results obtained by authors of \(^{40}\), which shows errors of 1.7 kcal/mol for active spaces as large as [10,15] in AF-QMC with a CASSCF trial wave function. While \( \text{O}_2 \) proves to be challenging, convergence with respect to CASSCF active space in all other systems is significantly better, and relatively small active spaces are required to obtain accurate results. The right hand side of Figure I compares the deviation from experiment for calculations with a minimal [2,2] CASSCF active space to the final converged result. Both \( \text{CH}_2 \) and \( \text{NH}_2^+ \) show full convergence with a [2,2] guess, while NH and \( \text{OH}^+ \) converge to within
1 kcal/mol of the final result, which is achieved with [4,4] and [6,14] active spaces respectively. SiH, PH$_2^+$ and NF all require larger active spaces for good convergence, however, observed behavior is significantly better than O$_2$, and final results are reported with [10,20] guesses. It is worth noting that generally the ACSE algorithm performs better with a smaller seed active space, where the CI to resolves the multi-reference correlation and the ACSE computes the remainder of the total correlation. Hence, to control the size of the guess RDMs we set an active threshold that excludes orbitals with NON lower than 0.99, limiting the variation in ACSE convergence resulting from the size of the CASSCF RDMs. However, larger active spaces may be needed to resolve the most optimal molecular orbitals or the role of spectator orbitals, giving rise to the varying convergence behavior observed across the different biradicals. Detailed data on convergence with respect to the size of the CASSCF active space can be found in the Supplemental Information.

| Method             | MSE   | MAE   |
|--------------------|-------|-------|
| ACSE               | 0.06  | 0.66  |
| AFQMC/CASSCF[50]   | 0.83  | 1.0   |
| AFQMC/U[40]        | 0.5   | 1.1   |
| SF-LDA[34]         | -0.7  | 1.7   |
| SF-CIS(D)[37]      | 1.8   | 1.9   |
| (V)FS-PBE[26]      | 4.2   | 4.3   |
| W2X[29]            | 3     | 3.7   |
| pp-B3LYP[22]       | -3.5  | 4.8   |
| CASSCF/MC-PDFT[29] | 0.8   | 3.5   |
| CASPT2/MC-PDFT[29] | 0.09  | 0.71  |
| tPBE/MC-PDFT[29]   | -4.0  | 4.3   |
| WABS BLYP[59]      | 1.0   | 6.5   |

TABLE I. Comparison of MSE and MAE in the calculation of S-T Gaps in kcal/mol for the benchmarking set consisting of CH$_2$, NH$_2^+$, SiH$_2$, PH$_2^+$, NH, NF, O$_2$, OH$^+$ with ACSE and various methods reported in the literature. ACSE calculations were carried out with a cc-pVTZ basis set.

The results obtained from the spin-averaged ACSE algorithm compare favorably to other methods reported in the literature, with Table I showing mean signed errors (MSE) and mean absolute
errors (MAE) for the ACSE method and multiple commonly used as well as recently reported methods. The MSE of 0.06 kcal/mol and MAE of 0.66 kcal/mol of this work slightly outperform recently reported AF-QMC/CASSCF (MAE = 0.83 kcal/mol, MSE = 1.0 kcal/mol) and CASPT2/MC-PDFT (MSE = 0.09 kcal/mol, MAE = 0.71 kcal/mol) values, and provide significantly better results than spin flip or particle-particle random phase approximation based methods.

B. Small Organic Biradicals

Not only have organic biradical and multiradical compounds attracted significant research interest in the design of molecular magnets, conductors, and the field of spintronics, they also play important roles in chemical reactions as transition states or reactive intermediates, making their accurate depiction essential for the computational modelling and elucidation of chemical processes. Nevertheless, their exact treatment remains a challenge in contemporary electronic structure theory. In this section we investigate several representative small organic biradical systems that have been studied extensively in the literature. This includes the ortho-, meta-, and para- isomers of benzyne, derivatives of which have gained traction in recent years as important intermediates in organic synthesis, as well as the small four electron biradicals trimethylenemethane (TMM) and cyclobutadiene.

While the three benzyne isomers exhibit singlet ground states, they have a strongly correlated electronic structure arising from their biradical nature. The magnitude of their T-S gap follows an inverse relationship with the degree to which the isomer exhibits diradical character. Experimental data have been reported for the gas phase, with the para isomer exhibiting the smallest adiabatic gap of 3.3 kcal/mol, followed by meta (20.0 kcal/mol) and ortho (38.1 kcal/mol). Our ACSE calculations employ the cc-pVDZ basis set in conjunction with a [4,4] active space. Geometries were obtained from reference, producing T-S gaps of 35.79 kcal/mol, 20.66 kcal/mol and 7.49 kcal/mol for the ortho, meta and para isomers respectively. In the cases of all isomers, no gain in accuracy was achieved when using a larger active space to generate the CASSCF 2-RDM used to seed the ACSE calculation. Increasing the active space from the minimal [2,2] space, which only includes the radical orbitals, to the [4,4] space gave a slight improvement, while any further increases leads to inclusion of molecular orbitals in the active space that show no significant correlation and exhibit occupation numbers of > 0.99 or < 0.01, resulting in divergence away from the
experimental results. This is in line with previous observations on the ACSE and its dependence on the initial guess\textsuperscript{47,57}, showing that the optimal CASSCF guess should only account for significantly correlated space, allowing the ACSE algorithm to resolve the entirety of the remaining correlation.

Our results are compared with a range of contemporary methods in Table II. The ACSE provides good agreement with experiment in the case of the meta isomer, comparing favorably to the other surveyed methods, and yielding identical results to AFQMC/CAS. The results obtained for the ortho isomer are also satisfactory, being comparable to SF-CIS(D) but producing slightly larger errors than AFQMC/CAS and SF-CCSD(T), which yield gaps of 37.4 kcal/mol and 37.3 kcal/mol respectively. Finally, in the case of the para isomer the ACSE calculation yields an error of 4.2 kcal/mol, which, while small, only outperforms SF-LDA, which displays an error of 7.2 kcal/mol. The larger error in the para isomer coincides with the greatest contribution of strong correlation to its electronic structure, with the CASSCF reference giving frontier NON for the HONO and LUNO of $\lambda_{\text{HONO}} = 0.610$ and $\lambda_{\text{LUMO}} = 0.390$. The significant multi-reference character results

\begin{table}[h]
\centering
\begin{tabular}{ |c|c|c|c| } 
\hline
& $\Delta E_{T-S}$ & o- & m- & p- \\
\hline
Exp\textsuperscript{74} & 38.1 & 20.0 & 3.3 \\
ACSE & 35.79 & 20.66 & 7.49 \\
AFQMC/CAS\textsuperscript{40} & 37.4(6) & 20.7(8) & 4.5(5) \\
AFQMC/U\textsuperscript{40} & 37.6(7) & 18.9(9) & 2.2(9) \\
pp-HF\textsuperscript{23} & 45.6 & 35.5 & 4.0 \\
pp-B3LYP\textsuperscript{28} & 37.4 & 22.1 & 0.6 \\
SF-CIS(D)\textsuperscript{37} & 35.7 & 19.4 & 2.1 \\
SF-CCSD(T)\textsuperscript{55} & 37.3 & 20.6 & 4.0 \\
SF-LDA\textsuperscript{34} & 47.5 & 29.0 & 10.5 \\
UB3LYP\textsuperscript{35} & 29.4 & 14.2 & 2.4 \\
\hline
\end{tabular}
\caption{S-T gaps in kcal/mol for the ortho-, meta- and para-benzyne isomers obtained with ACSE and the cc-pVDZ basis set, compared to ZPE corrected experimental gaps and those obtained via several methods reported in the literature.}
\end{table}
TABLE III. S-T gaps in kcal/mol calculated with the ACSE method with a cc-pVDZ basis set for cyclobutadiene and TMM compared with gaps reported in the literature.

In a particularly large stabilization of the singlet state with respect to the triplet, which in turn is not fully compensated by the additional dynamic correlation recovered by the ACSE, leading to an overestimation the gap. Additionally, a residual source of error may be the use of the relatively small cc-pVDZ basis set when compared to experiment and calculations using the larger cc-pVTZ and cc-pVQZ basis sets.

In addition to the benzynes we investigate the two small four-electron biradicals TMM and cyclobutadiene. Geometries were obtained from reference\textsuperscript{22} and the calculations were carried out with the cc-pVDZ basis set. TMM is a highly reactive radical and the simplest molecule that cannot be described by a Kekule structure\textsuperscript{75}. Resulting from the four carbon p-orbitals, four \(\pi\)-orbitals split into one filled orbital, two degenerate orbitals occupied by two electrons, and one unfilled orbital. Obeying Hund’s rule, its electronic ground state is an open shell triplet with \(D_{3h}\) symmetry, while the first low lying excited state is a singlet that breaks the \(D_{3h}\) symmetry and instead assumes a twisted non-planar geometry. The ACSE, seeded with a [4,4] CASSCF guess, predicts a S-T gap of 16.60 kcal/mol, which closely mirrors the results obtained from MCQDPT2 [10,10] (16.7 kcal/mol) and EOM-CCSD(dT) (15.3 kcal/mol). The results are summarized in the first row of Table III.

Analogous to TMM cyclobutadiene has four carbon p-orbitals forming four \(\pi\)-orbitals occupied by four electrons. However, while the orbital picture is identical to TMM, the splitting of the spin states is not — in cyclobutadiene the two unpaired \(\pi\) electrons form a singlet ground state with a triplet excited state, violating Hund’s rule. Here we investigate the \(D_{4h}\) square symmetric geometry of the molecule, which has previously been theoretically investigated by various methods. It is worth noting that experimentally it has been observed that the singlet is not stable in the \(D_{4h}\) geometry due to Jahn-Teller distortion and instead cyclobutadiene adopts a rectangular structure\textsuperscript{78}. 

\[
\begin{array}{cccccccc}
\Delta E_{T-S} & \text{TMM} & \text{cyclobutadiene} & \text{MCQDPT2} & \text{ACSE (dT)} & \text{HF} & \text{B3LYP} & \text{PBE} & \text{CIS(D)} & \text{LDA} & \text{EOMCT} & \text{MkCCSD} \\
\text{pp-} & 16.7 & -7.46 & 16 & 17.1 & 16.3 & 21.5 & 23.6 & 15.6 & -4.2 & -8.1 \\
\text{pp-} & 16.60 & 7.2 & 6.7 & 6.5 & & & & & & \\
\text{(V)FS-} & 16 & & & & & & & & & \\
\text{SF-} & 17.1 & & & & & & & & & \\
\text{SF-} & 16.3 & & & & & & & & & \\
\text{DEA-} & 21.5 & & & & & & & & & \\
\text{CASSCF-} & 23.6 & & & & & & & & & \\
\text{[10,10]} & 15.6 & & & & & & & & & \\
\end{array}
\]
Using a [12,12] CASSCF guess, the ACSE predicts a triplet ground state with a S-T gap of -7.46 kcal/mol. This result agrees with reference data obtained at the DEA-EOMCC and CASSCF-MkCCSD levels of theory, which yield gaps of -4.2 kcal/mol and -8.1 kcal/mol respectively, while pp-RPA based methods and EOM-CCSD(dT) fail to predict the correct ordering of singlet and triplet states (see second row of Table III). Cyclobutadiene presents a system that benefits from the use of an increased active space, with a [4,4] CASSCF guess producing a S-T gap of -11.33 kcal/mol. This, however, is driven by the role of spectator orbitals in the CASSCF calculation. The [4,4] active space produces degenerate HONO and LUNO populations of $\lambda = 0.5$, while the [12,12] CASSCF converges to non-degenerate populations of $\lambda_{\text{HONO}} = 0.65$ and $\lambda_{\text{LUMO}} = 0.35$, indicating the variation in results can be attributed to major changes in the static correlation across the active spaces in the CASSCF calculation of the singlet state.

C. Naphthalene

Lastly, we investigate the ability of the spin averaged ACSE method to resolve the S-T gaps in polyacenes. Polyacenes are the building blocks of the narrowest graphene nanoribbons, and due to their tunable electronic properties they are widely studied for their roles in potential semiconductors or field effect transistors. Recent experiments with acene chains up to decacene have shown finite band gaps in the large polymer limit, however, electronic structure methods that fail to account for strong correlation such as DFT predict a crossing of the spin states towards a singlet ground state with increased system size at finite ring size. As such acenes remain a prime example for a molecular system that necessitates methods that accurately account for both static and dynamic correlation to hold value as a predictive computational tool. In this section we investigate naphthalene, the smallest member of the polyacene family, to evaluate the ACSE’s ability to resolve qualities of the electronic structure of larger organic systems.

Geometries for the singlet and triplet states were obtained from reference and the ACSE calculations were seeded with a 2-RDM obtained from a [12,12] CASSCF calculation. The cc-pVDZ basis set was used for all calculations and the results are summarized and compared to values reported in the literature in Table IV. The experimental T-S gap of 64.4 kcal/mol denotes the zero-point energy corrected value, based on the experimentally measured result of 61.0 kcal/mol minus
TABLE IV. T-S gap in kcal/mol obtained with CASSCF/ACSE using a [12,12] active space and cc-pVDZ basis set, compared with ZPE corrected experimental value, and a range of data points reported in the literature.

| Method                  | $\Delta E_{T-S}$ |
|-------------------------|------------------|
| Exp$^{83,84}$           | 64.4             |
| CASSCF                  | 65.78            |
| ACSE                    | 67.86            |
| GAS-PDFT$^{85}$         | 70.6             |
| DMRG$^{85}$             | 61.3             |
| DMRG-PDFT$^{85}$        | 67.1             |
| DMRG-ec-MRCISD+Q$^{85}$ | 62.5             |
| AFQMC/UDFT$^{40}$       | 68 (1.2)         |
| CCSD(T)/FPA$^{86}$      | 65.8             |
| pp-B3LYP$^{36}$         | 66.2             |

the adiabatic correction energy of -3.4 kcal/mol as reported for B3LYP/6-31G(d)$^{84}$. It is worth noting that experimental data for larger, stable molecules such as naphthalene is obtained under real world laboratory conditions and as such comparison of ab-initio calculations assuming a zero temperature, gas phase environment will always suffer from residual errors. The ACSE value of 67.86 kcal/mol compares favorably to other state of the art methods reported in the literature such as DMRG, PDFT based methods or AFQMC, for which in this case only results seeded with a UDFT guess are available. Overestimation of the gap is in line with the rest of the surveyed methods, with five out of seven yielding a positive deviation from experiment. The spin-free CASSCF/ACSE yields results that show promise for its application in strongly correlated, closed shell organic molecules.

IV. CONCLUSIONS

We have developed a spin-averaging modification to the ACSE, significantly reducing the complexity of state and input preparation, which required coupling to H atoms to yield singlet systems in previous implementations. Using the spin averaging scheme detailed in this article, we can treat
open-shell singlets and higher multiplicity states in the same way as closed shell ground states and without additional file or input preparation. To demonstrate the ability of the spin-averaged ACSE to resolve both dynamic and strong correlation, we successfully calculated the singlet-triplet gaps in a small main group biradicaloid benchmark set, as well as several small organic molecules. We show that the spin-averaged ACSE yields results of comparable accuracy to other state-of-the-art methods such as pp-RPA or AFQMC or PDFT reported in the literature. This is a major step in the development of the ACSE into an easily applied computational method to resolve the electronic structure of molecules that require the resolution of both strong and dynamic correlation for an accurate treatment.

Future work is being undertaken to use the spin-averaged ACSE to resolve not only ground states but also excited states of a specified multiplicity, allowing it to resolve spectral information. We also aim to extend the spin-averaged ACSE to include odd-electron count open-shell systems, with applications the spin state splittings and magnetic coupling in transition metal complexes. The latter pose particularly great and relevant challenges to modern quantum chemistry, as they are oftentimes being distinguished by multi-reference ground states with significant dynamical correlation, while being particularly pertinent to large areas of modern synthetic chemistry and materials science\textsuperscript{88,89}.

Data Availability Statement: The data that support the findings of this study are available from the corresponding author upon reasonable request.

Supplementary Material: The supplementary material includes the active-space-size dependence of the CASSCF/ACSE singlet-triplet-gap calculations of the main group biradicaloids.
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