FREE BOUNDARY PARTIAL REGULARITY IN THE THIN OBSTACLE PROBLEM

FEDERICO FRANCESCHINI AND JOAQUIM SERRA

Abstract. For the thin obstacle problem in $\mathbb{R}^n$, $n \geq 2$, we prove that at all free boundary points, with the exception of a $(n-3)$-dimensional set, the solution differs from its blow-up by higher order corrections. This expansion entails a $C^{1,1}$-type free boundary regularity result, up to a codimension 3 set.
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1. INTRODUCTION

1.1. The thin obstacle problem. This paper is concerned with the (local) free boundary regularity for the thin obstacle problem. Namely, let $n \geq 2$, and consider $u: B_2 \to \mathbb{R}$ ($B_r \subset \mathbb{R}^n$ denotes the ball of radius $r$ centered at 0) with $\int_{B_2} |\nabla u|^2 dx < \infty$ and such that the following holds:

$$\int_{B_2} |\nabla v|^2 \geq \int_{B_2} |\nabla u|^2$$

for all $v \in H^1(B_2)$ satisfying $v \geq 0$ on $\{x_n = 0\}$ and $v = u$ on $\partial B_2$.

In this framework the linear space $\{x_n = 0\}$ is called the thin space and the set

$$\Lambda(u) := \{u = 0, x_n = 0\}$$

is called the contact set. When there is no ambiguity, we will write $\Lambda$ instead of $\Lambda(u)$. This paper is concerned with the fine structure and regularity properties of boundary of the contact set inside the thin space, which is called the free boundary (actually in this paper we will choose a slightly different convention and define the free boundary as the set of points of frequency > 1. This set always contains the boundary of the contact set, but may be larger in some cases).

Now, one can easily see that if $u$ satisfies (1.1) then $u^{\text{even}}(x', x_n) = \frac{1}{2}(u(x', x_n) + u(x', -x_n))$ and $u^{\text{odd}}(x', x_n) = \frac{1}{2}(u(x', x_n) - u(x', -x_n))$ also satisfy (1.1). In addition, $u^{\text{even}}$ has the same contact set as $u$, while $u^{\text{odd}}$ is a harmonic odd function. Hence, we may (and do) assume that $u \equiv u^{\text{even}}$. In other words $u(x', x_n) = u(x', -x_n)$. 

It is well-known (see for instance ACS) that \( u \) as above is a (weak) solution of the following problem, which is called the thin obstacle problem:

\[
\begin{aligned}
\Delta u &\leq 0 & \text{in } B_2, \\
u &\geq 0 & \text{in } \{x_n = 0\} \cap B_2, \\
\Delta u &\geq 0 & \text{in } \{u > 0\} \cup \{x_n \neq 0\} \cap B_2, \\
u(x', x_n) &= u(x', -x_n) & \text{for all } (x', x_n) \in B_2.
\end{aligned}
\] (1.2)

1.2. Motivations and connections to other problems. Problems of the type (1.1) arise in linear elasticity (the Signorini problem) when describing the equilibrium configuration of an elastic body, which rests on a rigid frictionless horizontal plane and subject only to its mass forces. It also arises in optimal control of temperature across a surface and in the modeling of semipermeable membranes. See for instance ACS, FS, and references therein.

Since the 2019 paper FS, there is a new main motivational driver for (1.1) related to the fine study of singular points in the obstacle and Stefan problems. See FS, FRS1, FRS2.

1.3. Almgren’s monotonicity formula and its first consequences. A key contribution from ACS was to bring to light a strong analogy between (1.1) and Almgren’s \( Q \)-valued harmonic functions. In particular ACS showed that Almgren’s frequency had a central role in the study (1.1), as explained next.

Throughout the paper we will use the following functionals:

\[
H_\mu(r, w) := r^{-2\mu} \int_{\partial B_r} w_r^2, \quad D(r, w) := \int_{B_r} |\nabla w_r|^2 \quad \text{and} \quad \phi(r, w) := \frac{D(r, u)}{H_0(r, w)},
\]

defined for all \( r \in (0, 1) \) and \( \mu \in \mathbb{R} \). Whenever no ambiguity is possible \( dH^n \) and \( dH^{n-1} \) are omitted, respectively, from solid integrals and boundary integrals. We often write \( H(r, w) = H_0(r, w) \).

A key observation from ACS was that for every \( x_0 \in \Lambda(u) \) Almgren’s monotonicity formula holds for \( w = u(x_0 + \cdot) \). More precisely,

\[
\frac{d}{dr} \phi(r, w) \geq 2r^{3-2\mu} \left\{ \int_{\partial B_r} w_r^2 \int_{\partial B_r} w^2 - \left( \int_{\partial B_r} w w_r \right)^2 \right\} \geq 0.
\] (1.3)

Hence, for every \( x_0 \in \Lambda(u) \), the function \( r \mapsto \phi(r, u(x_0 + \cdot)) \) is nonnegative and nondecreasing, so it is well-defined

\[
\phi(0+, u(x_0 + \cdot)) := \lim_{r \to 0+} \phi(r, u(x_0 + \cdot)).
\]

This induces a natural stratification in \( \Lambda = \cup_{\lambda \geq 0} \Lambda_\lambda \), where

\[
\Lambda_\lambda(u) := \{ x_0 \in \Lambda(u) : \phi(0^+, u(x_0 + \cdot)) = \lambda \},
\]

and we say that a point \( x_0 \) belonging to \( \Lambda_\lambda(u) \) is a point of frequency \( \lambda \). Similarly, given \( I \subset [0, \infty) \) let us denote

\[
\Lambda_I := \cup_{\lambda \in I} \Lambda_\lambda.
\]

The monotonicity formula (1.2) yields the existence and homogeneity of blow-ups. More precisely, given \( x_0 \in \Lambda(u) \) one defines blow-ups at \( x_0 \) as accumulation points in \( L^2_{\text{loc}}(\mathbb{R}^n) \) of the type

\[
q := \lim_{r_k \downarrow 0} \frac{u(x_0 + r_k \cdot)}{\|u(x_0 + r_k \cdot)\| L^2(\partial B_1)}.
\] (1.4)

\(^1\)Appearing in his theory of area-minimizing integer rectifiable currents.

\(^2\)These functionals have been often considered in the previous literature on the thin obstacle problem.
It is not difficult to show using (1.3) — see for instance [ACS] — that for every sequence $r_k \downarrow 0$ there is a subsequence such that the limit (1.4) exists in $L^2_{\text{loc}}$. Moreover, all blow-up profiles $q$ at a given point $x_0 \in \Lambda_\lambda$ are $\lambda$-homogeneous solutions of (1.2).

We emphasize that blow-ups profiles $q$ at a given point $x_0$ may, a priori, depend on the (sub)sequence $r_k \downarrow 0$, and hence a given point might have multiple blow-up profiles.

1.4. The question of free boundary regularity. One of the main contributions of Athanasopoulous, Caffarelli, and Salsa in [ACS] was to provide a very detailed understanding of points of frequency less than two. More precisely, they proved that

$$\Lambda_{[0,2)} = \Lambda_1 \cup \Lambda_{3/2}.$$ 

Moreover, it follows — using a standard Federer-type “dimension reduction” argument based Almgren’s frequency formula — that the set

$$\Lambda \setminus \Lambda_1 = \Lambda_{3/2} \cup \Lambda_{[2,\infty)}$$

is closed and has dimension $n - 2$. We will call this set the free boundary as it always contains (and typically equals) the (relative) topological boundary of the contact set $\Lambda(u)$. The main question is:

Does the free boundary in the thin obstacle problem enjoy $C^\infty$ regularity, perhaps after removing lower dimensional sets?

A first very important contribution in this direction was given by [ACS]. They showed that $\Lambda_{3/2}$ is a $(n-2)$-dimensional submanifold of class $C^{1,\alpha}$, for some $\alpha > 0$. Later in [KPS] regularity was bootstrapped to analytic (see also [DS1, DS2], where $C^\infty$ regularity is proven with a different method). Unluckily, in general the set $\Lambda_{[2,\infty)}$ is not small, nor the set $\Lambda_{3/2}$ is necessarily there. There are known examples of solutions $v$ of (1.2) for which $\Lambda_{3/2}(v) = \emptyset$ and $\Lambda(v) = \{x_n = 0, x_{n-1} \leq 0\}$. Thus there are “genuine” smooth free boundaries completely made of points in $\Lambda_{[2,\infty)}$.

Although several important works (see Section 1.6 for a detailed account of these) had investigated the fine structure of certain subsets of $\Lambda_{[2,\infty)}$, all these results were only applicable to rather exceptional subsets of $\Lambda_{[2,\infty)}$ (and in particular they did not cover the “genuine” examples referred above).

The results of this paper, described in the next section, establish for the first time enhanced regularity properties of the whole free boundary except for a lower $(n-3)$ dimensional set of “bad” points.

1.5. Main result. In this paper we are concerned with establishing that all points for $\Lambda_{[2,\infty)}$ outside of a $(n-3)$-dimensional satisfied strongly enhanced regularity properties: in particular they can be covered $(n-2)$-manifolds of class $C^{1,1}$. The question of how to improve this $C^{1,1}$ regularity to $C^\infty$ by using more technical versions of the new methods introduced in this paper is deferred to a future work. Here we focus for simplicity in proving the result below, which follows by applying our main new ideas in a clean, non-technical, setting.

Our main result is the following

**Theorem 1.1.** Let $u$ solve the thin obstacle problem (1.2) and let $\Lambda := \{u = 0, x_n = 0\}$ be its contact set, $n \geq 3$. Then there is $\Sigma \subset \Lambda$ such that

- the Hausdorff dimension of $\Sigma$ is at most equal to $n - 3$, 

---

3In this context $\lambda$-homogeneous will always mean positively $\lambda$-homogeneous, that is, $q(tx) = t^\lambda q(x)$ for all $x \in \mathbb{R}^n$ and $t > 0$.

4Some authors would exclude from the free boundary odd frequency points which may lie in the interior of $\Lambda$, but there is of course no harm in including such points in our analysis.
More precisely, the current picture is:

**Corollary 1.2.** The free boundary of the thin obstacle problem in \( \mathbb{R}^n \) is covered by countably many \((n - 2)\)-submanifolds of class \( C^{1, 1} \), with the exception of a set of Hausdorff dimension at most equal to \( n - 3 \).

As said above, in future work we plan to address the necessary modifications of the methods of this paper in order to enhance the \( C^{1, 1} \) regularity to \( C^\infty \). This will be done by obtaining higher order expansions in Theorem 1.1. In this direction, it is interesting to remark that in the present paper we are really obtaining a more precise result than Theorem 1.1. Namely, we prove

\[
(1.6) \quad u(x_\ast + y) = q(y) + O(|y|^\lambda + m) \quad \text{as} \quad |y| \downarrow 0,
\]

where \( Q \) is a \((\lambda + m)\)-homogeneous harmonic function which vanishes on the half-space \( \{x_n = 0\} \cap \{q = 0\} \). Such \( Q \) will give precisely the next order in the expansion, and we expect to be able to apply similar (but significantly more technical) methods as in the proof of Theorem 1.1 combined with ideas from [FZ] to \( u - q - Q \) (instead of \( u - q \)).

### 1.6. A survey of previous results.

As said above, several important works investigated the fine structure of \( \Lambda_{2, \infty} \), obtaining very interesting results which nevertheless can only be applied to "exceptional" subsets \( \Lambda_{2, \infty} \). In order to explain them, it is helpful to further split \( \Lambda_{2, \infty} \) into special subsets:

\[
\Lambda_{2, \infty} = \Lambda_{2+ 2N} \cup \Lambda_{3+ 2N} \cup \Lambda_{4+ 2N} \cup \Lambda_{\text{other}},
\]

the union being disjoint (here \( N = \{0, 1, 2, \ldots\} \)). The common feature of these results was establishing estimates of the following type: if \( x_\ast \in B_{1/2} \) belongs to one of these special sets and has frequency \( \lambda \) then, for some \( \lambda\)-homogeneous solution \( q_{x_\ast} \) and for some modulus of continuity \( \omega_{x_\ast} \), it holds

\[
(1.7) \quad \sup_{B_{r}} |u(x_\ast + \cdot) - q_{x_\ast}| \leq r^\lambda \omega_{x_\ast}(r) ||u||_{L^2(B_2)} \quad \text{for all} \quad r \in (0, 1).
\]

More precisely, the current picture is:

- The set \( \Lambda_{2+ 2N} \) (points with even frequency) was investigated for the first time in [GP], using Monneau-type monotonicity formulas, it was shown that [G ] holds at every \( x_\ast \in \Lambda_{2N} \), for a suitable \( \lambda\)-homogeneous harmonic polynomial \( q_{x_\ast} \) and abstract modulus of continuity.
- This expansion was improved in [CSV1] (and further in [SY2]). In both cases, using the "epiperimetric inequality approach" introduced by Weiss [W] the authors showed that \( \omega_{x_\ast}(r) \leq C(n, \lambda) |\log r|^{-\alpha} \), for an explicit exponent \( \alpha = \alpha(n, \lambda) > 0 \).

---

5. Such solutions are classified and given by explicit formulas (see Lemma 83).

6. In the sense that they it does not depend on the subsequence.
Interestingly, the rate of convergence depends on $\log r$ for all $x_0 \in \Lambda_{2+2n} \setminus E$, where $E$ has Hausdorff dimension at most $n - 3$ (see [Fe3] Proposition 1.10 and Remark 1.12).

Points in $\Lambda_{2+2n}$ have sometimes been called singular, in analogy with the classical obstacle problem, since the contact set $\Lambda$ has vanishing $H^{n-1}$ density at such points (see [FS]). In [FRS1, Appendix B] it was proved that (1.7) holds at every $x_0 \in \Lambda_{2+2n}$, where $q_{x_0}$ is (the even reflection of) a $\lambda$-homogeneous harmonic polynomial.

Very recently, a striking result from [SY2], was that actually $\omega_{x_0} = O(r^{\lambda+\alpha})$ for some universal $\alpha > 0$ at every point. This was proved again with the “epiperimetric inequality” approach.

• $\Lambda_{3+2n}$ consists of points with odd frequency ($\geq 3$). In all the known examples $\Lambda_{3+2n}$ lies in the interior of $\Lambda$. The interest in such points is motivated mainly because they may arise in the 3rd order blow-up analysis of solutions of the classical obstacle problem (see [FS] [FRS1]). In [FRS1 Appendix B] it was proved that (1.7) holds at every $x_0 \in \Lambda_{3+2n}$, where $q_{x_0}$ is (the even reflection of) a $\lambda$-homogeneous harmonic polynomial.

For every such $\lambda$ it is simple to construct a solution $v$ of (1.2) such that $v(x',0) = (x_{n-1})^\lambda$, thus giving rise to a perfectly genuine free boundary: $\{x_{n-1} = x_n = 0\}$. Intuitively, such points look like the degenerate version of the regular points $\Lambda_{1/2}$, but it is not clear how such degeneracy might affect the free boundary regularity.

For such $\lambda$ it is simple to construct a solution $v$ of (1.2) such that $v(x',0) = (x_{n-1})^\lambda$, thus giving rise to a perfectly genuine free boundary: $\{x_{n-1} = x_n = 0\}$. Intuitively, such points look like the degenerate version of the regular points $\Lambda_{1/2}$, but it is not clear how such degeneracy might affect the free boundary regularity.

Blow-ups (i.e., $\lambda$-homogeneous solutions) are classified only in the case $n = 2$ or if one prescribes their contact set to be (up to rotations) $\{x_{n-1} \leq 0, x_n = 0\}$. Let us call $F$ this family of blow-ups. It is not known if other blow-ups might exist.

In the case $n = 2$ expansion (1.7) holds at every point with $\omega_{x_0}(r) \leq C(\lambda)r^{\lambda+\alpha}$ for some universal $\alpha > 0$ and “the” 2D $\lambda$-homogeneous solution $q_{x_0}$ (see [CSV1 Theorem 3]).

Savin and Yu recently proved in [SY2] that, in the case $n = 3$ and $\lambda = 7/2$, if one already knows that some blow-up lies in $F$, then (1.7) in fact holds for some $q_{x_0} \in F$ and some weaker remainder.$^7$

Using that the whole free boundary is known to be $H^{n-2}$-rectifiable (see [FoS1] [FoS2]), in [CSV2] it is showed that, $H^{n-2}$-a.e. in $\Lambda_{3+2n}$, (1.7) holds for some 2D blow-up $q_{x_0}$.

$^7$Interestingly, the rate of convergence depends on $q_{x_0}$. If $q_{x_0}$ is the 2D solution, then $\omega_{x_0} = O(r^\lambda \log r)^{-\alpha}$, otherwise $\omega_{x_0} = O(r^{\lambda+\alpha})$. In both cases $\alpha$ is universal.
The main new contribution of the present paper is to provide some general result about these points, up to codimension 3.

- \( \Lambda_{\text{other}} \) is defined as the set of points whose frequency is neither an integer nor belongs to \( \left\{ \frac{3}{2}, \frac{7}{2}, \frac{11}{2}, \ldots \right\} \). Examples of solutions such that \( \Lambda_{\text{other}} \neq \emptyset \) are not known. This set (if it exists) is anyway known to be \((n-3)\)-dimensional at most, as a consequence of the monotonicity of the frequency (1.3) — see for instance [FS] (we also re-prove this fact here in Proposition 4.5).

1.7. Future directions and open questions. In view of the results of this paper, it seems plausible that some open questions on related problems can be now tackled with similar methods. For instance:

1. For “generic boundary data” (as in [FRS1]), the singular set in the obstacle problem in \( \mathbb{R}^n \) has dimension \( n-5 \).

2. For every solution of the obstacle problem in a ball of \( \mathbb{R}^3 \), the singular set can be covered by (countably many) \( C^\infty \) curves and surfaces, after removing a 0-dimensional set.

On the other hand, our results also raise natural (and seemingly difficult) questions, for example:

3. For \( \lambda \in 7/2 + 2\mathbb{N} \) is the set of “good” points in \( \Lambda_{\lambda} \) where (1.5) holds relatively open, or there are counterexamples where it could be, say, a Cantor-like set?

1.8. Acknowledgements. Both authors have been supported by Swiss NSF Ambizione Grant PZ00P2 180042 and by the European Research Council (ERC) under the Grant Agreement No 948029.

2. Explanation of the proofs and organization of the paper

2.1. Let \( u \) be a solution of (1.2) such that 0 is a contact point with frequency \( \lambda \), that is \( 0 \in \Lambda_{\lambda} \). As explained above the most interesting and less understood situation happens when \( \lambda \in \left\{ \frac{3}{2}, \frac{7}{2}, \frac{11}{2}, \ldots \right\} \); let us work out this case. It is known (and we will re-prove in Section 4) that blow-ups \( q \) at all points, except for a \((n-3)\)-dimensional set, are translation invariant along \( n-2 \) directions (in addition to \( \lambda \)-homogeneous); in other words, up to rotation \( q(x', x_{n-1}, x_n) = q(x_{n-1}, x_n) \) is a “2D solution”. Such solutions are classified: they satisfy

\[
q(x', x_{n-1}, 0) = \tau(x_{n-1})^{\lambda}_{+},
\]

for some \( \tau > 0 \) and all \( (x', x_{n-1}) \) in the thin space. The core of this work consists of two independent steps

- **Step 1:** For all \( x_0 \in \Lambda_{\lambda} \) except for a \((n-3)\)-dimensional set, there exist \( \beta = \beta(x_0) > 0 \) and a 2D \( \lambda \)-homogeneous solution \( q = q_{x_0} \), such that

\[
\sup_{B_1(x_0)} |u(x_0 + r \cdot) - q(r)| = O(r^{\lambda+\beta}) \text{ as } r \downarrow 0.
\]

- **Step 2:** Assume that as some point we already know that \( ||u - q||(r) = O(r^{\lambda+\beta}) \), for some \( \beta > 0 \) and some 2D \( \lambda \)-homogeneous solution \( q \). Then (a truncated version) of Almgren’s frequency function applied to \( u - q \) is (approximately) monotone. Using this fact we classify the next possible order in the expansion, and in particular improve the error from \( O(r^{\lambda+\beta}) \) to \( O(r^{\lambda+1}) \).

The first step is proved in Section 5 and the second in Section 6. It is clear that Theorem 1.1 is essentially the combination of these two steps, so let’s explain briefly how they work.
2.2. Proof of the first step. This step is clearly inspired by the methods in [FRS2] (however, as it is clear by comparing the two proofs, several new ideas have been needed to make the same general strategy work in the present setting). The core of this proof is Proposition 5.4. It is natural to introduce at each scale $r \in (0, 2)$ the quantity

$$A(r, u) := \min_q \|(u-q)(r\cdot)\|_{L^2(\partial B_1)},$$

where the minimum is taken among all 2D, $\lambda$-homogeneous solutions. We will work in the assumption that $A(1, u) \leq \eta \|u\|_{L^2(\partial B_1)}$ for some small $\eta$ which we will choose in the end. Under such assumption we first prove a weak unconditional decay of the function $A(\cdot, u)$: for any arbitrary small $\gamma > 0$ we have

$$A(2^{-k-1}, u) \leq (1/2)^{\lambda-\gamma} A(2^{-k}, u) \quad \text{for all } k \geq 0.$$

This decay is weak in the sense that the critical exponent to break would be $\lambda$, nevertheless it will be useful. Its proof is based on a Monneau-type monotonicity formula (cf. Section 5.2).

Next, always under the smallness of $\eta$ assumption, we establish a dichotomy at points in $\Lambda_\lambda$ at every dyadic scale $B_{2^{-k}}$. Fix any $\varepsilon > 0$, then for each $k \geq 0$ we show that

- **either** inside $B_{2^{-k}}$, the set $\Lambda_\lambda(u)$ lies in an $(\varepsilon/2^k)$-tubular neighborhood of some $n-3$ dimensional linear space. With a slight abuse of language, this can be summed up in the sentence “$\Lambda_\lambda(u)$ is $\varepsilon$-flat at scale $2^{-k\eta}$.

- **or** $A(\cdot, u)$ has a strong decay from the scale $k$ to the scale $k+1$, that is

$$A(2^{-k-1}, u) \leq (1/2)^{\lambda+\sigma} A(2^{-k}, u),$$

where now $\sigma = \sigma(n, \lambda, \varepsilon) > 0$ is independent from $\eta$. Since a strong decay happens, we will call these scales “good scales”.

Let’s now fix any point $x_0 \in \Lambda_\lambda(u)$ and run this dichotomy from scale $k = 1$ to scale $k = m \gg 1$: at the scales where $\Lambda(u)$ is $\varepsilon$-flat we use the weak decay of $A$, while at the good scales we use the strong decay. We get

$$A(2^{-m}, u(x_0 + \cdot)) \leq (1/2)^{m\lambda + N\sigma - (m-N)\gamma} \eta \|u(x_0 + \cdot)\|_{L^2(\partial B_1)},$$

where $N = N(m, \varepsilon, x_0)$ is the number of good scales among $\{1, 1/2, \ldots, 2^{-m}\}$.

Now inspecting equation (2.1), at each $x_0$, it is natural to look at the “asymptotic average number of good scales”, namely the number

$$p(\varepsilon, x_0) := \liminf_m N(m, \varepsilon, x_0)/m \in [0, 1].$$

If there exist some $\varepsilon_0 > 0$ such that $p(\varepsilon_0, x_0) > 0$, using (2.1) one formally gets

$$\frac{A(2^{-k}, u(x_0 + \cdot))}{\eta \|u(x_0 + \cdot)\|_{L^2(\partial B_1)}} \leq (1/2)^{k(\lambda + \sigma - (1-p)\gamma)} \leq (1/2)^{k(\lambda + \beta)}$$

for all $k \geq 0$,

where we chose $\gamma = \gamma(p)$ so that $\beta = \beta(p)$ is a positive number.

Assume instead that for all $\varepsilon > 0$ we have $p(\varepsilon, x_0) = 0$. This means that, for all $\varepsilon > 0$, $\Lambda_\lambda(u)$ is $\varepsilon$-flat, in average, at all scales. As intuition suggests, a GMT argument shows that points with this property have Hausdorff dimension at most $n - 3$ (cf. Proposition 4.3).

We remark that this method of proof simplifies greatly in the case $\lambda = 3/2$, yielding a new simple proof of the regularity of $\Lambda_{3/2}$. 
2.3. Proof of the second step. This step holds at each point so we assume \( x_0 = 0 \). We set \( w_r := (u-q)(r \cdot) \) and assume that for some \( \beta, r_\circ > 0 \) we have
\[
\sup_{B_r} |w| \leq r^{\lambda + \beta} \quad \text{for all } r \in (0, r_\circ).
\]
We prove that we can improve such decay from \( r^{\lambda + \beta} \) to \( r^{\lambda + 1} \) always, just by studying the frequency function on \( w \) and the problem solved by its blow-ups. Namely, we will prove that, for any fixed large \( \gamma \geq 0 \) the function
\[
(0, r_\circ) \ni r \mapsto D(r, w) + \gamma r^{2\lambda} + Cr^{\alpha \beta / \lambda},
\]
is increasing, where \( \alpha = \alpha(n) > 0 \). This “truncated frequency function” was already introduced in \([FRS1]\) in the context of the obstacle problem. The striking novelty here is that can prove its monotonicity for \( w = u - q \), where \( q \) is a 2D solution of homogeneity in \( 2\mathbb{N} + \frac{3}{2} \), and hence not harmonic. All the previous proof relied (both in Almgren’s original works or \([FRS1]\)) used in a crucial way harmonicity of \( q \), and with our approach here we see for the first time that harmonicity is not as essential as it seemed!

Fix \( \gamma \geq \lambda + 1 \) and let \( \mu \) be the value of the truncated frequency function as \( r \downarrow 0 \). The monotonicity of the frequency is a very powerful tool, since it allows to do a second blow-up, showing that for some sequence \( r_\ell \downarrow 0 \) we have
\[
\lim_k \frac{w_{r_\ell}}{\|w_{r_\ell}\|_{L^2(\partial B_1)}} = Q,
\]
in the \( L^2_{loc}(\mathbb{R}^n) \) topology, where \( Q \) is \( \mu \)-homogeneous. By studying the (linear) problem satisfied by \( Q \) we can show that \( \mu \in \mathbb{N} + \frac{1}{2} \subset \mathbb{Z} + \lambda \). But then, using (2.2) we obtain \( \mu \geq \lambda + \beta \), so it must be \( \mu \geq \lambda + 1 \), which was essentially our goal.

The (completely new) proof of the monotonicity (2.3) relies on several ingredients, an important one is the following “nonlinear” estimate (cf. Lemmas 3.12 and 6.3)
\[
\int_{B_1} |w_r \Delta w_r| \leq C r^{\alpha \beta / \lambda} \|w_r\|_{L^2(B_2 \setminus B_1)}^2.
\]
The proof of this estimate turns out to be quite short (but nontrivial). The main difficulty is that points of half-integral frequency display a two-fold behaviour: in the half space where \( q > 0 \), they behave like points with even frequency, while in the other half space, where \( q \equiv 0 \), they behave like points with odd frequency. For points of even frequency the Almgren’s frequency was known to be exactly monotone, but for points of odd frequency, even after some neat simplifications, some errors appear, thanks to estimate (2.4) we are able to keep such terms under control.

2.4. Organization of the paper. In Section 3 we collect some some preliminary estimates which we will use throughout the paper, Sections 3.5 and 3.6 will be particularly important. In Section 4 we carry out a preliminary dimension reduction to show that blow-ups are 2D (such result is well-known in its “qualitative” version, but since we need a “quantitative” version we re-prove it for the reader’s convenience). In Section 5 we prove Step 1. In Section 6 we prove Step 2. In Section 7 we finally give the proof of Theorem 1.1 and Corollary 1.2.

3. Preliminaries

3.1. Notation. We work in \( \mathbb{R}^n \) where \( n \geq 2 \). When \( f \) is a function defined on \( \mathbb{R}^n \) and \( r \in \mathbb{R} \), we set \( f_r(x) := f(rx) \). We remark that \( \nabla u_r = r(\nabla u)_r \). We denote by \( O(n-1) \) the group of \( n \times n \) orthogonal matrices which fix \( e_n \). We will say
that a function is increasing also in the case in which it is just nondecreasing. 
\( C_3 := \{ x_{n-1}^2 + x_n^2 \leq \delta^2 \} \) and \( \mathcal{N}_\delta := \{ (x_{n-1})^2 + x_n^2 \leq \delta^2 \} \). \( \mathcal{X}_E : \mathbb{R}^n \to \{ 0, 1 \} \) denotes indicator function of the set \( E \subset \mathbb{R}^n \).

### 3.2. A useful lemma.
As a standard consequence (see for instance the proof of Lemma 2.6 in [FS]) of the monotonicity of the frequency function we have the following:

**Lemma 3.1.** If \( u \) solves (1.2) and \( 0 \in \Lambda_\lambda(u) \) for some \( \lambda \geq 0 \), then

\[
\left( \frac{R}{r} \right) ^\lambda \leq \frac{H_0(R, u)}{H_0(r, u)} \leq \left( \frac{R}{r} \right) ^{\lambda + \phi(R, u)} \quad \text{for all } 0 < r < R < 2.
\]

### 3.3. Homogeneous solutions in 2D.
Homogeneous solutions of (1.2) are classified in 2D. We start defining the following \( \lambda \)-homogeneous functions

\[
\psi_\lambda(x, y) := \begin{cases} 
\text{Re}(\sqrt{x + iy})^{2\lambda} & \text{if } \lambda \in \frac{1}{2} + \mathbb{N}, \\
-\text{Im}(x + iy) \lambda & \text{if } \lambda \in 1 + 2\mathbb{N}, \\
\text{Re}(x + iy)^{\lambda} & \text{if } \lambda \in 2\mathbb{N},
\end{cases}
\]

where \( \sqrt{\cdot} : \mathbb{C} \setminus \{ y < 0, x = 0 \} \to \mathbb{R} \) is the branch of the square root such that \( \sqrt{1} = 1 \). The constant \( a = a(n, \lambda) > 0 \) is chosen in such a way that \( \| \psi_\lambda \|_{L^2(\partial B_1)} = 1 \). It is easy to check that \( \psi_\lambda \) is continuous and non-negative on \( \{ y = 0 \} \) for all \( \lambda \)'s for which we defined it. More precisely, on the thin space we have

\[
\psi_\lambda(x, 0) = \begin{cases} 
(x)_+^{\lambda} & \text{if } \lambda \in \frac{1}{2} + \mathbb{N}, \\
0 & \text{if } \lambda \in 1 + 2\mathbb{N}, \\
x^{\lambda} & \text{if } \lambda \in 2\mathbb{N}.
\end{cases}
\]

The distributional laplacian of \( \psi_\lambda \) is given by

\[
\Delta \psi_\lambda = 2 \frac{\partial \psi_\lambda}{\partial y}(0, +) \mathcal{H}^{n-1} \mathcal{L} \{ y = 0 \},
\]

more explicitly, for some constant \( c = c(n, \lambda) > 0 \) we have

\[
\Delta \psi_\lambda(x, y) = -c \begin{cases} 
-(x)^{\lambda-1} \delta_0(y) & \text{if } \lambda \in \frac{1}{2} + 2\mathbb{N}, \\
(x)^{\lambda-1} \delta_0(y) & \text{if } \lambda \in \frac{1}{2} + 2\mathbb{N}, \\
x^{\lambda-1} \delta_0(y) & \text{if } \lambda \in 1 + 2\mathbb{N}, \\
0 & \text{if } \lambda \in 2\mathbb{N}.
\end{cases}
\]

We point out that, for \( \lambda \in \frac{1}{2} + \mathbb{N} \), we have

\[
\frac{\partial \psi_\lambda}{\partial x} = b \psi_{\lambda-1},
\]

for some \( b = b(n, \lambda) > 0 \).

**Lemma 3.2.** Suppose \( u \) solves (1.2) in \( \mathbb{R}^2 \) and \( x \cdot \nabla u = \lambda u \) for some \( \lambda \geq 0 \). Then \( \lambda \in \{ 1, 2, 3, \ldots \} \cup \{ \frac{1}{2}, \frac{1}{2} + 1, \frac{3}{2}, \frac{3}{2} + 1, \ldots \} \) and \( u = \tau \psi_\lambda \) for some \( \tau \geq 0 \).

**Proof.** One can explicitly solve the ODE for the function \( \theta \mapsto u(\cos \theta, \sin \theta) \).

### 3.4. The “linearized problem”.
We introduce the following “linearized problem” which will be satisfied (approximately) by \( w_r(x) := (u - q)(rx) \), whenever \( q \) is a 2D blow-up of homogeneity \( \lambda \in \frac{1}{2} + 2\mathbb{N} \).

For \( R > 0 \) let us consider

\[
\begin{cases} 
\Delta w = 0 & \text{in } B_R \setminus \mathcal{N}_0, \\
w = 0 & \text{in } B_R \cap \mathcal{N}_0, \\
w(x', x_n) = w(x', -x_n) & \text{for all } (x', x_n) \in B_R,
\end{cases}
\]
it is easily checked that for each \( \lambda \geq 0 \) the linear space of homogeneous solutions of (3.4).

\[
\mathcal{H}_\lambda := \{ v \in H^1_{\text{loc}}(\mathbb{R}^n) : v = 0 \text{ on } \mathcal{N}_0, \Delta v = 0 \text{ in } \mathbb{R}^n \setminus \mathcal{N}_0, x \cdot \nabla v = \lambda v \},
\]

Proposition 3.3. The following facts hold:

1. \( \mathcal{H}_\lambda \) is non-trivial only if and only if \( \lambda \in \frac{1}{2} + \mathbb{N} \), in which case \( \mathcal{H}_\lambda \) has finite dimension \( d_\lambda \) (and solutions are explicit)\(^8\).

2. Each and \( \mathcal{H}_\lambda \perp \mathcal{H}_\lambda' \) in the \( L^2(\partial B_1) \) scalar product, provided \( \lambda \neq \lambda' \).

3. If \( w \in H^1(B_1) \) solves (3.4) for \( R = 1 \) then following expansion in spherical harmonics holds in the \( H^1(B_1) \) topology

\[
w = \sum_{\lambda \in \mathbb{N}+1/2} \sum_{m=1}^{d_\lambda} c_{\lambda,m} \psi_{\lambda,m},
\]

where \( \{\psi_{\lambda,1}, \ldots, \psi_{\lambda,d_\lambda}\} \) is an orthonormal basis of \( \mathcal{H}_\lambda \subset L^2(\partial B_1) \) and

\[
c_{\lambda,m} := \int_{\partial B_1} w \psi_{\lambda,m}.
\]

In particular, if \( \sup_{0 < r < 1/4} r^{-\sigma} \|w(r)\|_{L^2(B_1)} \) is finite for some \( \sigma > 0 \), then \( c_{\lambda,m} = 0 \) for all \( \lambda < \sigma \).

3.5. Elliptic estimates. We collect some local regularity properties of functions \( f \) satisfying the ellipticity condition \( f \Delta f \geq 0 \). On the one hand, if \( u \) solves (3.4) then \( w \Delta w \equiv 0 \). On the other hand we have the following.

Remark 3.4. If \( u \) and \( u' \) both solve (1.2), then

\[(u - u')\Delta(u - u') \geq 0.\]

Indeed, \((u - u')\Delta(u - u') = -u\Delta u' - u'\Delta u\). This is nonnegative since both \( u \) and \( u' \) are nonnegative on \( \{x_n = 0\} \), while \( \Delta u \) and \( \Delta u' \) are nonpositive and supported on \( \{x_n = 0\} \).

Lemma 3.5. Suppose \( w : B_2 \to \mathbb{R} \) satisfies \( w \Delta w \geq 0 \). Then

\[
\sup_{\partial B_{3/2}} |w| + \|\nabla w\|_{L^2(B_{3/2})} \leq C\|w\|_{L^2(B_{2}/\partial B_1)},
\]

where \( C \) depends only on \( n \). Moreover, \( r \mapsto H_0(r, w) \) is nondecreasing.

Proof. Fix a smooth cut-off function \( \xi \) satisfying \( \chi_{B_{3/2}} \leq \xi \leq \chi_{B_2} \). Since \( w \Delta w \geq 0 \), we have

\[
\int_{B_{3/2}} |\nabla w|^2 \leq \int_{B_2} |\nabla w|^2 \xi \leq \frac{1}{2} \int_{B_2} \Delta(w^2) \xi = \frac{1}{2} \int_{B_2} w^2 \Delta \xi \leq C \int_{B_{2}/\partial B_1} w^2.
\]

The \( L^\infty \) bound and the fact that \( H_0 \) is nondecreasing follow easily using that \( w^2 \) is subharmonic and the mean value property.

Remark 3.6. Let \( e \in \{x_n = 0\} \) and \( u \) a solution of (1.2). Applying Lemma 3.5 to \( w := u(t e + e) - u \) and sending \( t \downarrow 0 \) one gets the following “tangential” \( H^2 \) estimate

\[
\|\nabla \partial_n u\|_{L^2(B_1)} \leq C\|u\|_{L^2(B_{2}/\partial B_1)},
\]

where \( C \) depends on \( n \).

\(^8\)It is well-known that the homogeneity \( \lambda = \frac{1}{2} \) corresponds to the first eigenvalue of the problem on the sphere. Hence, \( \mathcal{H}_\lambda \) is one dimensional (and generated by \( \psi_{1/2} \)). It is then possible to compute explicitly the solutions spanning \( \mathcal{H}_\lambda \) for \( \lambda \geq \frac{1}{2} \) by exploiting the following fact: if \( v \in \mathcal{H}_\lambda \) and \( \lambda \geq \frac{3}{2} \), then \( \partial_j v \in \mathcal{H}_{\lambda-1} \) for all \( j \in \{1, 2, \ldots, n-2\} \).
Lemma 3.7. Let $u$ solve (1.2) with $0$ and $x_0 \in \Lambda(u) \cap B_{2r}$, for some $r \in (0,1/2)$. Then we have
\begin{equation}
\left| \frac{\phi(r,u)}{\phi(r,u(x_0 + \cdot))} - 1 \right| \leq C\phi(4r,u) \frac{|x_0|}{r},
\end{equation}
where $C$ depends on only on $n$.

Proof. By scaling, it is enough to prove that if $u$ solves (1.2) in $B_R$, for some $R \geq 4$, then
\begin{equation}
(3.7) \quad \left| \frac{\phi(1,u)}{\phi(1,u(z + \cdot))} - 1 \right| \leq |z|C(n)\phi(4,u) \text{ for all } z \in \Lambda(u) \cap B_2.
\end{equation}

Fix $z$ and set $v := u(z + \cdot)$, by equation (3.6), Lemma 3.1 and Lemma 3.5 we have
\[
|D(1,u) - D(1,v)| \leq \|\nabla (u - v)\|_{L^2(B_1)} \|\nabla (u + v)\|_{L^2(B_1)} \\
\leq C(n)\|\nabla \partial_+ u\|_{L^2(B_{1+\delta})}(\|u\|_{L^2(B_{3/2})} + \|v\|_{L^2(B_{3/2})}) \\
\leq C(n)\|u\|^2_{L^2(B_1)} \leq C(n)|z|4\phi(4,u)H(1,u),
\]
and similarly we get
\[
|H(1,u) - H(1,v)| \leq C(n)|z|4\phi(4,u)H(1,u).
\]
On the other hand we have
\[
\left| \frac{\phi(1,u)}{\phi(1,v)} - 1 \right| = \frac{|D(1,u)v,1) - D(1,v)H(u,1)|}{D(1,v)H(u,1)} \\
\leq \frac{|D(1,u) - D(1,v)|}{H(1,u)\phi(1,v)} + \frac{|H(1,u) - H(1,v)|}{H(u,1)} \\
\leq \frac{|D(1,u) - D(1,v)|}{H(1,u)\phi(1,v)} + \frac{|H(1,u) - H(1,v)|}{H(u,1)}
\]
So, using $\phi(1,v) \geq \phi(0+,v) \geq 1$ we obtain (3.7).

We use also this general result

Lemma 3.8. There are $C(n) > 0, \alpha(n) \in (0,1)$ such that if $f : B_1 \to \mathbb{R}, f \Delta f \geq 0$ in $B_1$ and
\[
B_1 \cap \{x_{n-1} < -\delta, x_n = 0\} \subset \{f = 0\}
\]
for some $\delta \in (0,1/20)$, then
\begin{equation}
(3.8) \quad \sup_{N_\delta \cap B_{1/2}} |f| \leq C\delta^n \|f\|_{L^2(B_1 \backslash B_{1/2})},
\end{equation}
where $N_\delta := \{x_n^2 + (x_{n-1})^2 \leq \delta^2\}$.

Proof. By assumption $f^2$ is sub-harmonic, so the mean value inequality gives
\begin{equation}
(3.9) \quad \sup_{B_{1/2}(z)} f^2 \leq C(n)\|f(z + \rho)\|^2_{L^2(B_1 \backslash B_{1/2})} \text{ for all } B_{2\rho}(z) \subset B_1.
\end{equation}

Now take $z \in N_\delta \cap \{x_n = 0\} \cap B_{1/2}$, a smooth cut-off $\chi_{B_{1/2}} \leq \xi \leq \chi_{B_1}$ and some $\rho \in [4\delta,1/4]$. If we set $f := f(z + \rho \cdot)$ the choice of $\rho$ gives that (independently
from $z$) $\tilde{f}$ vanish in $B_1 \cap \{x_{n-1} < -2/3, x_n = 0\}$. Hence, these $\tilde{f}$ satisfy a Poincaré inequality $\int_{B_1 \setminus B_{1/2}} \tilde{f}^2 \leq C(n) \int_{B_1 \setminus B_{1/2}} |\nabla \tilde{f}|^2$. Now compute

$$\int_{B_1} |\nabla \tilde{f}|^2 |x|^{2-n} \xi^2(x) \, dx \leq \frac{1}{2} \int_{B_1} \Delta(\tilde{f}^2)|x|^{2-n} \xi^2 = \frac{1}{2} \int_{B_1} \tilde{f}^2 \left( -c_n \delta \xi^2 + 2\nabla(|x|^{2-n}) \cdot \nabla(\xi^2) + |x|^{2-n} \Delta(\xi^2) \right)$$

$$\leq C(n) \int_{B_1 \setminus B_{1/2}} \tilde{f}^2 \leq C(n) \int_{B_1 \setminus B_{1/2}} |\nabla \tilde{f}|^2$$

(3.10)

where we used that the derivatives of $\xi$ are supported in the annulus, and the aforementioned Poincaré inequality. So if we define the scale-invariant functional

$$I(z, \rho) := \int_{B_{\rho z}(z)} |\nabla f(y)|^2 |y - z|^{2-n} \, dy = \int_{B_1} |\nabla \tilde{f}(x)|^2 |x|^{2-n} \, dx$$

by the *hole-filling trick* we find $I(z, \rho/2) \leq C \frac{\rho}{\sigma} I(z, \rho)$ so iterating and using that $\rho \mapsto I(z, \rho)$ is increasing:

$$I(z, 4\delta) \leq C(n)\delta^{2n} I(z, 1/4) \quad \forall z \in \mathcal{N}_\delta \cap \{x_n = 0\} \cap B_{1/2}.$$ 

Now using (3.9) with $\rho := 4\delta$ and Poincaré in the annulus we find

$$\sup_{B_{2\delta}(z)} |f| \leq C |\tilde{f}|_{L^2(B_1 \setminus B_{1/2})} \leq C \|\nabla \tilde{f}\|_{L^2(B_1 \setminus B_{1/2})} \leq C I(z, 4\delta)^{\frac{1}{2}} \leq C \delta^{2n} I(z, 1/4)^{\frac{1}{2}}$$

to conclude we observe that our computation (now with $\rho = 1/4$) also gives

$$I(z, 1/4) \leq C \int_{B_1} \tilde{f}^2 \leq C \sup_{B_{1/4}(z)} f^2 \leq C \sup_{B_{3/4}} f^2 \leq C \|f\|_{L^2(B_1 \setminus B_{1/2})}^2,$$

which finally gives (3.8), since $z$ was arbitrary.

\[\square\]

### 3.6. Estimates on the difference between $u$ and a 2D solution.

In this subsection we give some estimates on $w := u - \psi_\lambda$, with $\lambda \in \{\frac{5}{2}, \frac{7}{2}, \ldots, 1, 3, 5, \ldots\}$. They will be crucial in Section 6. We remark that the proofs for the case $\lambda$ half-integer present the difficulties of both the cases $\lambda$ even and $\lambda$ odd.

The explicit relationship between $\eta$ and $\delta$ in the following Lemma will be crucial.

**Lemma 3.9.** Let $u$ solve (1.2), $\lambda \in \{\frac{3}{2}, \frac{7}{2}, \frac{11}{2}, \ldots\}$ and $\eta, \delta \in (0, 1)$. If for some $\tau > 0$ we have $\sup_{B_1} |u - \tau \psi_\lambda| \leq \eta$ and $C \eta \leq \tau \delta^{\lambda}$, then

$$B_{1-\delta} \cap \{x_{n-1} < -\delta, x_n = 0\} \subset \{u = 0\},$$

(3.11)

$$B_1 \cap \{x_{n-1} > \delta, x_n = 0\} \subset \{u > 0\}.$$  

(3.12)

The large constant $C$ depends only on $n$ and $\lambda$.

**Proof.** Let us deal with (3.11). By inspection of the (explicit) function $\psi_\lambda$ we see that there are positive constants $a, B$ (depending on $\lambda$ and $n$) such that

$$\psi_\lambda(-e_{n-1} + x) \leq -a|x_n| + B|x|^2 \quad \text{for all} \ x \in \overline{B_{1/2}}.$$

Fix some $z \in \{x_n = 0\} \cap B_{1-\delta}$ with $z_{n-1} \leq -\delta$, we are going to prove that if $C(n, \lambda) \eta \leq \tau \delta^{\lambda}$ then $u(z) = 0$. Using $\lambda$-homogeneity and translation invariance of

\[\footnote{Namely, note that as a consequence of (3.10) we have shown $I(z, \rho/2) \leq C \int_{B_1 \setminus B_{1/2}} |\nabla \tilde{f}|^2 \leq C(I(z, \rho) - I(z, \rho/2)).}\]
ψ in that argument, we only used that

\[ u(z + y) \leq \tau \psi(z_n-1 - e_n - 1 + y) + \eta = \tau |z_n-1|^{\lambda-2} \psi(-e_n-1 + y/|z_n-1|) + \eta \]

\[ \leq \tau |z_n-1|^{\lambda-2} \left(-a|z_n-1||y_n| + B\rho^2 + \frac{\eta}{\tau |z_n-1|^{\lambda-2}} \right) =: (*), \]

where we used \( y/|z_n-1| \in B_{1/2} \), since \( |z_n-1| \geq \delta \geq 2\rho \). If we take \( \eta < B\rho^2 \tau \delta^{\lambda-2} \), recalling \( |y| = \rho \) and \( |z_n-1| \geq \delta \), we have

\[ (*) < \tau |z_n-1|^{\lambda-2} (-a\delta|y_n| + 2B\rho^2) \]

\[ = \tau |z_n-1|^{\lambda-2} (2By_n^2 - a\delta|y_n| + 2B|y|^2 + 2B^2y_n^2) \quad \text{on } \partial B_\rho, \]

where \( y' = (y_1, \ldots, y_n-2) \). Now for \( \rho := \delta/C(a, B, n) \) (this gives the claimed dependence of \( \eta \) from \( \delta \)) we have \(-a\delta|y_n| \leq -4B^2y_n^2\). We proved that for all constants \( c > 0 \):

\[ (3.14) \quad u(z + y) < 2\tau B|z_n-1|^{\lambda-2} (-2ny_n^2 + |y|^2 + y_n^2 - 1 + c) := \phi_{z,c} \quad \text{for all } y \in \partial B_\rho. \]

Notice that \( \Delta \phi_{z,c} < 0 \) everywhere. Let \( c^* \) be the smallest value for which \( u(z + \cdot) \leq \phi_{z,c} \) in \( B_\rho \): if \( c^* = 0 \) then \( u(z) \leq \phi_{z,0}(0) = 0 \) and \( (3.14) \) follows. Let us prove that \( c^* > 0 \) is impossible.

If \( c^* > 0 \), then there is \( x^* \in \partial B_\rho(z) \) such that \( \phi_{z,c^*} \) touches from above \( u(z + \cdot) \) at \( x^* \). In fact, \( x^* \in B_\rho \) because \( u(z + \cdot) \) and \( \phi_{z,c^*} \) never touch on \( \partial B_\rho \), by \( (3.12) \). Also, \( u(z + \cdot) \) cannot be harmonic around \( x^* \), because we would have \( 0 > \Delta \phi_{z,c}(x^*) \geq \Delta u(z + x^*) = 0 \). This proves \( x_n^* = 0 \) and \( u(z + x^*) = 0 \), an so we find a contradiction, namely

\[ 0 = u(z + x^*) = \phi_{z,c^*}(x^*) = 2\tau B|z_n-1|^{\lambda-2}(|x^*|^2 + x_n^2 + c^*) > 0. \]

Now we prove \( (3.12) \). If \( \eta \leq \tau \delta^\lambda/C \) then for all \( z \in B_1 \cap \{ u = 0, x_n = 0 \} \) we have

\[ \tau |z_{n-1}|^\lambda = |(u - \tau \psi\lambda)(z)| \leq \eta \leq \tau \delta^\lambda/C, \]

so \( z_{n-1} < \delta \) as we can take \( C > 1 \). Since \( u \geq 0 \) on the thin space, this proves \( (3.12) \).

We have an analogous Lemma for odd frequencies.

**Lemma 3.10.** Let \( u \) solve \( (1.2) \), \( \lambda \in \{ 1, 3, 5, \ldots \} \) and \( \eta, \delta \in (0, 1) \). If for some \( \tau > 0 \) we have \( \sup_{B_1} |u - \tau \psi\lambda| \leq \eta \) and \( C\eta \leq \tau \delta^\lambda \), then

\[ (3.15) \quad B_{1-\delta} \cap \{ |x_{n-1}| > \delta, x_n = 0 \} \subset \{ u = 0 \}. \]

The large constant \( C \) depends only on \( n \) and \( \lambda \).

**Proof.** We can repeat word by word the proof of \( (3.11) \) in Lemma 3.9 above. In fact, in that argument, we only used that \( \psi \lambda \) satisfies \( (3.13) \), that it is \( \lambda \)-homogeneous and that it is translation invariant along the directions \( 1, 2, \ldots, n-2 \). All these properties are true for also \( \lambda \) odd.

We can estimate now the laplacian of \( u - \tau \psi\lambda \).

**Lemma 3.11.** Let \( u \) solve \( (1.2) \), \( \lambda \in \{ \frac{3}{2}, \frac{7}{2}, \frac{11}{2}, \ldots \} \cup \{ 1, 3, 5, \ldots \}, \tau \geq 0 \) and \( \delta \in (0, 1/10) \). If \( w := u - \tau \psi\lambda \) then

\[ \frac{1}{C} \int_{C_{2\delta} \cap B_1} |\Delta w| \leq \tau \delta^\lambda + \|w\|_{L^2(B_{1-\delta} \setminus B_1)}, \]

where \( C_{2\delta} = \{ x_{n-1}^2 + x_n^2 \leq 2\delta^2 \} \) and \( C = C(n, \lambda) > 0 \).
Proof in the case $\lambda \in \frac{1}{2} + 2\mathbb{N}$. We first spell out $\Delta w$. By equation (3.3), for some constant $c(n, \lambda) > 0$ we have on the thin space

$$
\Delta w(x) = \begin{cases} 
ct(x_{n-1})^{\lambda-1} \delta_0(x_n) \geq 0 & \text{in } \{u > 0\}, \\
\Delta u \leq 0 & \text{in } \{u = 0, x_{n-1} \geq 0\}, \\
\Delta u + ct(x_{n-1})^{\lambda-1} \delta_0(x_n) & \text{in } \{u = 0, x_{n-1} \leq 0\}.
\end{cases}
$$

(3.16)

in particular we find that, as measures,

$$
(\Delta w)_+ \leq -\tau \Delta \psi = ct(x_{n-1})^{\lambda-1} \delta_0(x_n).
$$

This shows that if we pick any $z \in \{x_{n-1} = x_n = 0\} \cap B_1$ we have, using the notation $x = (x', x_{n-1}, x_n)$,

$$
\int_{Q_{2\delta}(z)} (\Delta w)_+ \leq ct \int_{[-2\delta, 2\delta]^{n-2}} dx' \int_{-2\delta}^{2\delta} dx_{n-1} (x_{n-1})^{\lambda-1} \leq C(n, \lambda) \tau \delta^{\lambda} \delta^{n-2},
$$

where $Q_{\delta}(z)$ is the cube of center $z$ and half-side $\delta$. Take now a smooth cut-off $\chi_{B_1} \leq \xi \leq \chi_{B_2}$ and setting $\tilde{w} := w(z + \cdot)$ and $\xi_{1/\delta} = \xi(1/\delta)$ we have, integrating by parts the laplacian:

$$
\int_{Q_{\delta}(z)} |\Delta w| = \int_{Q_{\delta}} |\Delta \tilde{w}| \leq -\int_{B_1} \Delta \tilde{w} \xi_{1/\delta} + 2 \int_{B_1} (\Delta \tilde{w})_+ \xi_{1/\delta}
$$

\begin{align*}
&\leq -\delta^{n-2} \int_{B_1} \Delta \tilde{w} \xi + 2 \int_{Q_{2\delta}(z)} (\Delta w)_+ \\
&\leq C(n)\delta^{n-2} \sup_{B_1(\xi)} |w| + C(n, \lambda) \tau \delta^{n-2} \delta^\lambda
\end{align*}

\begin{align*}
&\leq \delta^{n-2} C(n, \lambda) \|w\|_{L^2(B_2 \setminus B_1)} + C(n, \lambda) \tau \delta^{n-2} \delta^\lambda.
\end{align*}

Summing these as $z$ vary on a $(n-2)$-dimensional lattice of length $\delta$ we find the sought estimate.

Proof in the case $\lambda \in 1 + 2\mathbb{N}$. The proof is identical to the case $\lambda \in \frac{1}{2} + 2\mathbb{N}$, since $-\Delta \psi = c|x_{n-1}|^{\lambda-1} \delta_0(x_n)$ and $|x_{n-1}|^{\lambda-1}$ has the same size of $(x_{n-1})^{\lambda-1}$ in $C_\delta$.

We combine the previous Lemmas into a “nonlinear” bound.

**Lemma 3.12.** Let $u$ solve (1.2), $\lambda \in \{\frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots\} \cup \{1, 3, 5, \ldots\}$, $\tau > 0$ and $S \in O(n-1)$. If $w := u - \tau \psi \circ S$ then

$$
\int_{B_1} |w|^{2+\alpha/\lambda} \lesssim C^\alpha \|w\|_{L^2(B_2 \setminus B_1)},
$$

where $C = C(n, \lambda)$ and $\alpha = \alpha(n) > 0$.

Proof in the case $\lambda \in \frac{1}{2} + 2\mathbb{N}$. Scaling $w$ and rotating the coordinates, we can prove the statement in the case $\tau = 1$ and $S = 1$. Since $w\Delta w \geq 0$ by Remark 3.3 we can apply Lemmas 3.3 and 3.9 to $w$ and find

\begin{align*}
B_1 \cap \{x_{n-1} < -\delta, x_n = 0\} &\subset \{w = 0\} \quad \text{and} \\
B_1 \cap \{x_{n-1} > \delta, x_n = 0\} &\subset \{\Delta w = 0\},
\end{align*}

for $\delta := C(n, \lambda)(\|w\|_{L^2(B_2 \setminus B_1)})^{1/\lambda}$. In particular for $\|w\|_{L^2(B_2 \setminus B_1)} \leq \eta(n, \lambda)$ small we have $\delta < 1/20$, hence applying Lemmas 3.8 and 3.11 to $w$ we find

\begin{align*}
\int_{B_1} |w|^{2+\alpha/\lambda} &\leq \sup_{B_1 \cap C_\delta} |w| \int_{B_1 \cap C_\delta} |\Delta w| \\
&\leq C(n, \lambda) \delta^\alpha \|w\|_{L^2(B_2 \setminus B_1)} (\delta^\lambda + \|w\|_{L^2(B_2 \setminus B_1)}),
\end{align*}

where $C = C(n, \lambda)$ and $\alpha = \alpha(n) > 0$.
and (3.17) follows by the definition of $\delta$. We conclude noticing that, when $\|w\|_{L^2(B_2 \setminus B_1)}$ is large, then (3.17) is trivial since using a smooth cut-off $\lambda_{B_1} \leq \lambda \leq \lambda_{B_2}$ we have
\[
\int_{B_1} |w \Delta w| \leq \int_{B_2} |w \Delta w| \leq \frac{1}{2} \int_{B_2} \Delta (w^2) \xi = \frac{1}{2} \int_{B_2} w^2 \Delta \xi \leq C \int_{B_2 \setminus B_1} w^2,
\]
which implies that (3.17) holds (for some $C = C(n, \lambda)$) if $\|w\|_{L^2(B_2 \setminus B_1)} \geq \eta(n, \lambda)$.

\[\Box\]

**Proof in the case $\lambda \in 1 + 2\mathbb{N}$.** The proof is identical to the case $\lambda$ half-odd-integer after we notice that, by Lemmas 3.5 and 3.10 also in this case we have
\[
B_1 \cap \text{spt } w \Delta w \subset C_{\delta}, \text{ for } \delta := C(n, \lambda)(\|w\|_{L^2(B_1 \setminus B_{1/2})})^{1/\lambda}.
\]

4. **Blow-ups are 2D up to dimension reduction**

4.1. For convenience we gather in this section some facts that are already known, and we state them in a convenient fashion.

For each $\lambda \geq 0$, $u$ solving (1.2), $\epsilon > 0$ and $r \in (0, 1)$ consider the following statement:
\[
P_\epsilon^\lambda(r, u) := \text{"there exists a linear space } L \subset \{x_n = 0\} \text{ such that } \dim L \leq n - 3 \text{ and } \Lambda_\lambda(u) \cap B_{r/2} \subset L + B_{\epsilon r}".
\]

We define now the set of bad points of frequency $\lambda$:
\[
\Lambda_\lambda^0(u) := \bigcap_{\epsilon > 0} \left\{ x_0 \in \Lambda_\lambda(u) : \limsup_{k} \# \{ 0 \leq j \leq k : P_\epsilon^\lambda(2^{-j}, u(x_0 + \cdot)) \text{ is true} \} = 1 \right\}.
\]

We also define the set of points where the blow up cannot be 2D (cf. Lemma 5.2),
\[
\Lambda_{\text{other}}(u) := \left\{ x_0 \in A(u) : \phi(0+, u(x_0 + \cdot)) \not\in \left( \frac{2}{3} + 2\mathbb{N} \right) \cup \mathbb{N} \right\}.
\]

In this section we prove three facts:

- if $x_0 \in \Lambda_\lambda^0(u)$ and $P_\epsilon^\lambda(r, u(x_0 + \cdot))$ fails along a sequence of scales $r_k \downarrow 0$, then there exist a 2D blow-up of $u$ at $x_0$;
- points at which $P_\epsilon^\lambda(r, u)$ is "asymptotically always" true (i.e., points in $\Lambda_\lambda^0(u)$), have Hausdorff dimension at most $n - 3$.
- $\Lambda_{\text{other}}(u)$ has Hausdorff dimension at most $n - 3$.

4.2. **2D blow-ups.** For each $r \in (0, 2)$ and $\lambda \in \{\frac{3}{2}, \frac{5}{2}, \ldots\} \cup \{1, 2, 3, \ldots\}$, we define the quantity
\[
\Lambda_\lambda(r, u) := \min_{r \in \mathbb{R}, S \in O(n-1)} \|u - r \psi_\lambda \circ S\|_{L^2(\partial B_r)},
\]
which is increasing in $r$ by Lemma 5.1. We remark that $A(r, u) = A(1, u_r)$.

**Lemma 4.1.** Let $\lambda \in \{\frac{3}{2}, \frac{5}{2}, \frac{7}{2}, \ldots\} \cup \{1, 2, 3, 4, \ldots\}$. For all $\epsilon, \eta \in (0, 1/2)$ there exist $\delta_0 > 0$ and $M_0 \geq 1$ with the following property. If $u$ solves (1.2) with $0 \in \Lambda_\lambda(u)$ and for some $r \in (0, 1/M_0)$ we have that
\[
\phi(M_0 r, u) \leq \lambda + \delta_0 \text{ and } P_\epsilon^\lambda(r, u) \text{ fails},
\]
then $A(r, u) \leq \eta \|u_r\|_{L^2(\partial B_1)}$.

**Proof.** Assume by contradiction there exist some positive $\eta_0, \epsilon_0$ such that the statement does not hold. Rescaling, this means that there are functions $v_k := u_k(r_k \cdot) / \|u_k(r_k \cdot)\|_{L^2(\partial B_1)}$ which satisfy
\[
\lambda = \phi(0+, v_k) \leq \phi(M_k, v_k) \leq \lambda + \delta_k, \quad A(1, v_k) > \eta_0 \text{ and } P_\epsilon^\lambda(1, v_k) \text{ fails},
\]
for some sequences $M_k \uparrow \infty$ and $\delta_k \downarrow 0$. If $z_k \in \Lambda_\lambda(v_k)$, then applying Lemma 3.2 to $v_k, z_k$ and $M_k/4$ we find that, for each $\rho \in (0, M_k/4)$, it holds
\[
(4.6) \quad \lambda \leq \phi(\rho, v_k(z_k + \cdot)) \leq \phi(M_k/4, v_k(z_k + \cdot)) \leq \phi(M_k/4, v_k) \left(1 + \frac{C(n, \lambda)}{M_k}\right) \leq (\lambda + \delta_k) \left(1 + \frac{C(n, \lambda)}{M_k}\right).
\]

By the $C^{1,\alpha}$ regularity of solutions of (1.2) (see for instance [AC] and Ascoli-Arzelà, we obtain that $v_k \to v_*$ in $C^1_{\text{loc}}(\{x_n \geq 0\})$ (up to subsequence), where $v_*$ is a $\lambda$-homogeneous solution of (1.2). Now, since $P_{v_*}^\lambda(1, v_k)$ fails for all $k$, we can find $(n - 2)$ linearly independent points $z_1, \ldots, z_{n-2}$ such that
\[
z_j \in \Lambda(v_*) \cap \{x_n = 0\} \cap (\overline{B}_1 \setminus B_{\varepsilon_0}) \text{ for all } j \in \{1, \ldots, n - 2\}.
\]
Passing to the limit (4.6) one gets that in fact $z_j \in \Lambda_\lambda(v_*)$ for all $j$’s. Now, since
\[
\lambda = \phi(0^+, v_*(z_j + \cdot)) \leq \phi(\infty, v_*(z_j + \cdot)) = \phi(\infty, v_*) = \lambda
\]
we obtain that $v_*$ is $\lambda$-homogeneous about the $n - 2$ linearly independent points $z_j$ (and also about 0 as shown above). Hence, $v_*$ must be translation invariant along $(n - 2)$ directions, so using Lemma 3.2 and the fact that $\|v_*\|_{L^2(\partial B_1)} = 1$, we get that up to a rotation $v_* = v_\lambda$, contradicting $A(1, v_*) \geq \eta_\varepsilon > 0$. □

Lemma 4.2. Let $u$ solve (1.2) with $0 \in \Lambda_{\text{other}}(u)$ and $\varepsilon > 0$. Then there exists $\rho_0 > 0$ with the following property. For all $r \in (0, \rho_0)$ there exists a linear space $L \subset \{x_n = 0\}$ such that $\dim L \leq n - 3$ and
\[
\{x \in B_r : |\phi(0^+, u) - \phi(0^+, u(x + \cdot))| \leq \rho_0\} \subset L + B_{\varepsilon r}.
\]

Sketch of the proof. We argue by contradiction exactly as in Lemma 1.1 We end up with a nontrivial solution of equation (1.2) $v_*$ which is translation invariant along $n - 2$ directions and $\lambda$-homogeneous for $\lambda := \phi(0^+, u)$. Since nontrivial 2D solutions of (1.2) must have homogeneities in $(\frac{n}{2} + 2N) \cup N$ this is a contradiction. See [FS] for more details. □

4.3. Dimension reduction. We prove the following proposition.

Proposition 4.3. Let $\lambda \in \{\frac{3}{2}, \frac{5}{2}, \frac{9}{2}, \ldots\} \cup \{1, 2, 3, \ldots\}$ and $u$ solve (1.2), then
\[
\dim_H \Lambda_\lambda^*(u) \leq n - 3.
\]

The proof is a direct consequence of a more general result, we introduce some notation. For all $E \subset \mathbb{R}^n$, $x \in \mathbb{R}^n$ and $\ell \in \mathbb{N}$ define the number
\[
N^\varepsilon(E, x, \ell) := \# \{j \in \{0, \ldots, \ell\} : \text{exists a linear space } L, \text{ with } \dim L \leq n - 3, \text{ such that } E \cap B_{2^{-j}}(x) \subset x + L + B_{\varepsilon 2^{-j}}\}.
\]
Then we have the following lemma

Lemma 4.4 ([FRS2, Lemma 12.6]). Let $E \subset \mathbb{R}^n$. Given $\varepsilon, \omega > 0$ small assume that
\[
\limsup_{\ell \to \infty} \frac{N^\varepsilon(E, x, \ell)}{\ell} \geq 1 - \omega \text{ for all } x \in E.
\]
Then $\dim_H E \leq n - 3 + \alpha$, where $\alpha(n, \varepsilon, \omega) \to 0$ as $(\varepsilon, \omega) \to (0, 0)$.

Proof of Proposition 4.3. By definition of $\Lambda_\lambda^*(u)$ we have, for all $\varepsilon > 0$,
\[
\limsup_{\ell \to \infty} \frac{N^\varepsilon(\Lambda_\lambda^*(u), x, \ell)}{\ell} = 1 \text{ for all } x \in \Lambda_\lambda^*(u).
\]
Hence Lemma 4.4 applied to $E := \Lambda_\lambda^*(u)$ gives $\dim_H \Lambda_\lambda^*(u) \leq n - 3 + \alpha$, where $\alpha > 0$ can be made arbitrarily small (by choosing $\varepsilon$ accordingly small). This concludes the proof. □
We also record the following result

**Proposition 4.5.** Let \( u \) solve (1.2), then \( \dim_H \Lambda_{\text{other}}(u) \leq n - 3 \).

The proof relies on a semi-classical GMT Lemma

**Lemma 4.6 ([FRS1 Proposition 7.3]).** Let \( E \subset \mathbb{R}^n \), \( 0 \leq m \leq n \) and \( f : E \to \mathbb{R} \). Assume that, for any \( \varepsilon > 0 \) and \( x \in E \) there exists \( g = g(x, \varepsilon) > 0 \) such that, for all \( r \in (0, g) \), we have

\[ E \cap B_r(x) \cap f^{-1}([f(x) - g, f(x) + g]) \subset L + B_{\varepsilon}, \]

for some \( m \)-dimensional plane \( L \) passing through \( x \) (possibly depending on \( r \)). Then \( \dim_H(E) \leq m \).

**Proof of Proposition 4.5.** We apply Lemma 1.6 to \( E := \Lambda_{\text{other}}(u), f(x) := \phi(0+, u(x + \cdot)) \) and \( m := n - 3 \). Assumptions of Lemma 1.6 are satisfied because of Lemma 1.2.

5. **Accelerated decay for \( \lambda \) half-odd-integer**

5.1. In this section we prove the following result (recall that the set \( \Lambda^* \) appearing in its statement was defined in equation (1.2)).

**Proposition 5.1.** Let \( \lambda \in \left\{ \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots \right\} \) and \( u \) solve (1.2). For each \( x_o \in B_1 \cap (\Lambda_\lambda(u) \setminus \Lambda^*_\lambda(u)) \) there exist \( \tau, r_o > 0 \) and \( S \in O(n - 1) \) (all depending on \( x_o \) and \( u \)) such that

\[
\sup_{B_{r_o}} |u(x_o + \cdot) - q| \leq (r/r_o)^{\lambda + \beta} \|u(r_o)\|_{L^{2}(\partial B_1)} \text{ for all } r \in (0, r_o),
\]

where \( q := H_\lambda(0+, u(x_o + \cdot)) \psi_\lambda \circ S \). Furthermore, \( H_\lambda(0+, u(x_o + \cdot)) > 0 \).

5.2. A Monneau-type monotonicity formula. We prove the following monotonicity formula, which is inspired by a similar computation in [FRS2, Section 10].

**Proposition 5.2.** Let \( w := u - \tau \psi_\lambda \circ S, \) with \( u \) solving (1.2), \( \lambda \in \left\{ \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots \right\}, \) \( \tau > 0 \) and \( S \in O(n - 1) \). Assume further that \( 0 \not\in \Lambda_\lambda(u) \). Then for all \( \mu \in (0, \lambda) \) the function

\[ r \mapsto \max_{s \in [1, 2]} H_\mu(s r, w) =: \tilde{H}_\mu(r, w) \]

is increasing in the interval \([q, 1/2]\) where

\[
q := C_1 \sup_{B_{1/2}} |w/r|^{1/\lambda},
\]

for \( C_1 = C_1(n, \lambda, \mu) \).

**Proof.** Without loss of generality we can prove the statement under the assumptions \( \tau = 1 \) and \( S = 1 \). Let \( g \) be as in (5.2) with \( C_1(n, \lambda, \mu) \) to be chosen.

At point \( r_o \in (q, 1/2) \) there are only two cases:

(a) \( \tilde{H}_\mu(r_o, w) > H_\mu(r_o, w) \);

(b) \( \tilde{H}_\mu(r_o, w) = H_\mu(r_o, w) \).

In case (a), by continuity there must exist \( \theta > 1 \) very close to 1, such that

\[
\max_{s \in [1, 2]} s^{-2\mu} H_\lambda(s r_o, w) \leq \max_{s \in [\theta, 2]} s^{-2\mu} H_\lambda(s r_o, w).
\]

This allows us to compute for all \( t \in [1, \theta] \)

\[
\tilde{H}_\mu(tr_o, w) = \max_{s \in [1, 2]} (sr_o)^{-2\mu} H_\lambda(s r_o, w)
\]

\[
= \max_{s \in [\theta, 2]} (sr_o)^{-2\mu} H_\lambda(s r_o, w)
\]

\[
\geq \max_{s \in [1, 2]} (sr_o)^{-2\mu} H_\lambda(s r_o, w) = \tilde{H}_\mu(r_o, w),
\]
and this proves monotonicity in case (a).

Let us address case (b), where by assumption we know

$$H_0(s r_\varepsilon, w) \leq s^{2\mu} H_0(r_\varepsilon, w) \quad \text{for all } s \in [1, 2].$$

It is sufficient to show that the (right) derivative of $r \mapsto H_\mu(r, w)$ at $r = r_\varepsilon$ is non-negative, since for $\varepsilon > 0$

$$\frac{d}{dr} H_\mu(r, w) \geq \left(\frac{(\lambda - \mu)}{2}\int_{\partial B_1} w_\varepsilon^2 + \int_{B_1} w_\varepsilon \Delta w_\varepsilon - \mu \int_{\partial B_1} w_\varepsilon^2 \right)$$

for all $r \in (0, 1)$, and we show how to conclude from here. We apply Lemma 3.12 to $w_{r_\varepsilon}$ and that as a consequence of (5.3) we have

$$\frac{d}{dr} H_\mu(r, w) = \frac{d}{dr} H_\mu(r_\varepsilon, w) \geq \frac{d}{dr} H_\mu(r_\varepsilon, w),$$

and this proves monotonicity in case (a).

We claim that

$$\tilde{H}_\mu(r, w) \geq H_\mu(r, w),$$

with equality if $r = r_\varepsilon$ (thanks to (b)).

We claim that

$$\frac{d}{dr} H_\mu(r, w) \geq \frac{d}{dr} H_\mu(r_\varepsilon, w),$$

and we have

$$\frac{d}{dr} H_\mu(r, w) \geq \frac{d}{dr} H_\mu(r_\varepsilon, w),$$

and we have

$$\frac{d}{dr} H_\mu(r, w) \geq \frac{d}{dr} H_\mu(r_\varepsilon, w),$$

and we have

$$\frac{d}{dr} H_\mu(r, w) \geq \frac{d}{dr} H_\mu(r_\varepsilon, w),$$

and we have
Lemma 5.3. For all $m$ connection to $P$ useful to consider the following “diameter-type” quantity (which will be used in connection to $P_2^r(r,u)$). Given $X \subset \mathbb{R}^n$ and integer $0 \leq m \leq n$ let us define
\[ \text{diam}_m(X) := \min \{d \geq 0 : X \subset L + B_d, \text{ for some } L \in \text{Gr}(m, \mathbb{R}^n) \}, \]
where $\text{Gr}(m, \mathbb{R}^n)$ is the set for all $m$-dimensional linear subspaces of $\mathbb{R}^n$.

**Lemma 5.3.** For all $\lambda \in \{\frac{3}{2}, \frac{7}{2}, \frac{11}{2}, \ldots\}$, $\varepsilon > 0$ small, $M \geq 1$ large there exists $\sigma > 0$ such that the following holds. If

1. $w$ solves the linearized problem (3.4) in $B_1$ with $\|w\|_{L^2(\partial B_1)} \leq 1$;
2. $\|w_r(\rho)\|_{L^2(\partial B_1)} \leq M \rho^{-1/3}$ for all $\rho \in (0, 1/4)$;
3. $\int_{\partial B_1} w \psi = \int_{\partial B_1} w x_i \psi_{\lambda-1} = 0$ for all $i \in \{1, \ldots, n-2\}$;
4. there exist $x_1, \ldots, x_{n-2}$ in $B_{1/2} \cap \{x_{n-1} = x_n = 0\}$ with
\[ \text{diam}_{n-3}(\{x_1, \ldots, x_{n-2}\}) \geq \varepsilon, \]

such that $\rho|\partial_i w(x_j + \rho)\|_{L^2(\partial B_1)} \leq M \rho^{-1/3}$ for all $\rho \in (0, 1/4)$ and for all $i, j \in \{1, \ldots, n-2\}$;

then $\|w(\cdot)/\|_{L^2(\partial B_1)} \leq (1/2)^{\lambda^+\sigma}$.

**Proof.** We argue by contradiction and find a sequence $w_k$ solving (3.4) in $B_1$ such that (1),(2),(3) and (4) hold for suitable $M, \varepsilon, \sigma$, but $\|w_k(1/2)\|_{L^2(\partial B_1)} > (1/2)^{\lambda+\sigma}$ for some sequence $\sigma_k \downarrow 0$. We orthogonally split $w_k = f_k + g_k$ with $f_k \in \mathcal{H}_{\leq \lambda}$ and $g_k \in \mathcal{H}_{\lambda+1}$. Thanks to (2) we actually have $f_k \in \mathcal{H}_{\lambda}$. This gives

\[ (1/2)^{2\lambda+2\sigma_k} < \|w_k(1/2)\|^2_{L^2(\partial B_1)} \leq (1/2)^{2\lambda} \|f_k\|^2_{L^2(\partial B_1)} + (1/2)^{2\lambda+2}\|g_k\|^2_{L^2(\partial B_1)}, \]

which, combined with $\|f_k\|^2_{L^2(\partial B_1)} + \|g_k\|^2_{L^2(\partial B_1)} = \|w_k\|^2_{L^2(\partial B_1)} \leq 1$, gives
\[ \|f_k\|^2_{L^2(\partial B_1)} \to 1 \text{ and } \|g_k\|^2_{L^2(\partial B_1)} \to 0 \text{ as } \sigma_k \downarrow 0. \]

We recall that Lemma 3.5 holds for solutions of (3.4), so for each $\rho < 1$ we have
\[ \rho \|\nabla w_k(\rho)\|_{L^2(\partial B_1)} \leq C_\rho \|w_k\|_{L^2(\partial B_1)}. \]

Hence up to taking sub-sequences $w_k \to w_\infty$ in $H^1_{\text{loc}}(B_1)$ and in $L^2(\partial B_1)$, so that $\int_{\partial B_1} w_\infty \psi = \int_{\partial B_1} w_\infty x_i \psi_{\lambda-1} = 0$ for all $i \in \{1, \ldots, n-2\}$. Equation (5.7) entails $w_\infty \in \mathcal{H}_{\lambda}$ and by compactness of the trace $\|w_\infty(1/2)\|_{L^2(\partial B_1)} \geq (1/2)^{\lambda}$. Let us fix some $j \in \{1, \ldots, n-2\}$ and notice that $\partial_j w_\infty \in \mathcal{H}_{\lambda-1}$. Item (4) gives, up to taking sub-sequences, that we have $(n-2)$ linearly independent points $x_1, \ldots, x_{n-2}$ such that the function $\partial_j w_\infty(x_i + \cdot)$ (which belongs to $\mathcal{H}_{\leq \lambda-1}$, since $\partial_j w_\infty \in \mathcal{H}_{\lambda-1}$) vanish with order $\lambda - 1 - 1/3$ at the origin, so in fact $\partial_j w_\infty(x_i + \cdot) \in \mathcal{H}_{\lambda-1}$. This gives that, for each $j$, $\partial_j w_\infty$ is translation-invariant along $n-2$ directions. By Lemma 3.5 we get $\partial_j w_\infty(x) = \beta_j \psi_{\lambda-1}(x_{n-1}, x_n)$ for some $\beta \in \mathbb{R}^{n-2}$. Integrating and using that $w_\infty \in \mathcal{H}_\lambda$ we find
\[ w_\infty(x', x_{n-1}, x_n) = \alpha \psi_\lambda(x_{n-1}, x_n) + (\beta \cdot x') \psi_{\lambda-1}(x_{n-1}, x_n) \text{ for all } x \in \mathbb{R}^n, \]
for some $\alpha \in \mathbb{R}$. This, together with (4), gives $w_\infty \equiv 0$, a contradiction as $\|w_\infty(1/2)\|_{L^2(\partial B_1)} \geq (1/2)^{\lambda}$. \hfill $\Box$

The following key result establishes an alternative, which holds at every scale $r$: either property $P_2^r(r,u)$ — defined in (1.1) — holds true, or else the functional $A = A_\lambda$ — defined in (4.4) — satisfies an “enhanced decay” between scales $r$ and $r/2$. 
Proposition 5.4. Let $\lambda \in \{\frac{3}{2}, \frac{7}{2}, \frac{11}{2}, \ldots\}$. For all $\varepsilon, \gamma \in (0, 1/3)$, there exists $\eta_0 > 0$ with the following property. If $u$ solves \((1.2)\) with $0 \in \Lambda_{\lambda}(u)$, and for some $r \in (0, 1)$ we have that
\[
A(r, u) \leq \eta_0 \|u_r\|_{L^2(\partial B_1)},
\]
then the following decay holds:
\[
\begin{align*}
&\text{(a) if } \mathcal{P}_\lambda(r, u) \text{ holds, then } A((r/2, u) \leq (1/2)^{\lambda-\gamma} A(r, u); \\
&\text{(b) if } \mathcal{P}_\lambda^r(r, u) \text{ fails, then } A((r/2, u) \leq (1/2)^{\lambda+\sigma} A(r, u).
\end{align*}
\]
Where $\sigma > 0$ is half the exponent in Lemma 5.3 and depends only on $n, \lambda, \varepsilon$.

Proof. The statement is scale-invariant so we can prove it at $r = 1$. We start proving case (a), and then strengthen the argument for case (b).

By contradiction, assume that for some $\varepsilon, \gamma \in (0, 1/3)$ we can find $\eta_k \downarrow 0$ and $u_k$ solving \((1.2)\) with $0 \in \Lambda_{\lambda}(u_k)$ and $\|u_k\|_{L^2(\partial B_1)} = 1$, such that
\[
A(1, u_k) \leq \eta_k \quad \text{and} \quad A(1/2, u_k) > (1/2)^{\lambda-\gamma} A(1, u_k).
\]
We take the optimal $\tau_\varepsilon \in \mathbb{R}$ and $S_k \in O(n-1)$ in such a way that if we set
\[
w_k := u_k - \tau_k \psi_\lambda \circ S_k \quad \text{and} \quad \tilde{w}_k := \frac{u_k}{A(1, u_k)}
\]
then $\|\tilde{w}_k\|_{L^2(\partial B_1)} = 1$. By compactness we can assume that coordinates were chosen in such a way that $S_k \to 1$. Also, since $\|u_k - \tau_k \psi_\lambda \circ S_k\|_{L^2(\partial B_1)} = A(1, u_k) \to 0$ by \((5.8)\) — while $\|u_k\|_{L^2(\partial B_1)} = 1$, we find that it must be $\tau_k \to 0$. We claim that $\tilde{w}_k \to w_*$ weakly in $H^1_{loc}(B_1)$ where $w_*$ has the following properties
\[
\begin{align*}
&\text{(1) } w_* \text{ solves the linearized problem equation } (5.4) \text{ and } \|w_*\|_{L^2(\partial B_1)} \leq 1; \\
&\text{(2) } \|w_*(\rho)^2\|_{L^2(\partial B_1)} \leq C(n, \lambda) \rho^{\lambda-1/3} \forall \rho \in (0, 1/4). \\
\end{align*}
\]
We also claim that, as a consequence of the second inequality in \((5.8)\) we have
\[
(1/2)^{\lambda-\gamma} \leq \|w_*(\cdot/2)^2\|_{L^2(\partial B_1)}
\]
Since properties (1) and (2) readily implies that $w_* \in H_{\geq \lambda}$ we find a contradiction with \((5.10)\), namely
\[
(1/2)^{2\lambda-2\gamma} \leq \|w_*(\cdot/2)^2\|_{L^2(\partial B_1)} = \sum_{\lambda \geq \lambda} \|w_{\lambda\lambda}(\cdot/2)^2\|_{L^2(\partial B_1)} \leq (1/2)^{2\lambda},
\]
impossible since $\gamma > 0$. Here we used $\|w_{\lambda\lambda}(\cdot/2)^2\|_{L^2(\partial B_1)} \leq 1$ and denoted with $w_{\lambda\lambda}$ the $L^2(\partial B_1)$-projection of $w_\lambda$ onto $H_{\lambda}$. Proof of properties (1), (2) and \((5.10)\). Since $w_k \Delta w_k \geq 0$ (by Remark 5.3), boundedness of $\tilde{w}_k$ in $H^1_{loc}(B_1) \cap L^\infty_{loc}(B_1)$ follows by Lemma 5.3 and the fact that $\|w_k\|_{L^2(\partial B_1)} \leq 1$. Now using \((5.8)\) and the $L^\infty_{loc}(B_1)$ bound we find for each fixed $\rho < 1$ that
\[
\begin{align*}
B_\rho \cap \{x_{n-1} < -\delta_{k, \rho}, x_n = 0\} \subset \{w_k = 0\} \quad \text{and} \\
B_\rho \cap \{x_{n-1} > \delta_{k, \rho}, x_n = 0\} \subset \{\Delta w_k = 0\},
\end{align*}
\]
for $\delta_{k, \rho} := C(n, \lambda, \rho)\eta_k^{1/\lambda}$. So, in the limit $k \uparrow \infty$, $w_*$ is harmonic in $B_1 \setminus \mathcal{N}_0$ and has trace zero on $\mathcal{N}_0$. On the other hand by compactness of the trace operator and monotonicity of $H_0^1(\cdot, w_k)$ we have
\[
\|w_*(\rho)^2\|_{L^2(\partial B_1)} = \lim_k \|\tilde{w}_k(\rho)^2\|_{L^2(\partial B_1)} \leq \limsup_k \|\tilde{w}_k\|_{L^2(\partial B_1)} \leq 1,
\]
letting $\rho \uparrow 1$ we find (1). In order to prove (2), we apply Proposition 5.2 to $w_k$ with $\mu := \lambda - 1/3$ and find
\[
\rho^{-(\lambda-1/3)} H(\rho, w_k) \leq \tilde{H}_\mu(\rho, w_k) \leq \tilde{H}_\mu(1/4, w_k) \leq C(\lambda) \|w_k\|_{L^2(\partial B_1)}^2,
\]
for all \( \rho \in (\rho_k, 1/4) \) where \( \rho_k \leq C(n, \lambda) \eta_k^{1/\lambda} \). Dividing by \( A(1, u_k)^2 \) and sending \( k \uparrow \infty \) we find
\[
\rho^{-2(\lambda - 1/3)} H(\rho, w_\ast) \leq C(\lambda) \quad \text{for all } \rho \in (0, 1/4),
\]
which is (2). We prove (5.10) using (5.8), the compactness of the trace and the definition of the \( A \) functional
\[
(1/2)^{\lambda - \gamma} \leq \lim_k \frac{A(1/2, u_k)}{A(1, u_k)} \leq \lim_k \| \tilde{w}_k(-\cdot/2) \|_{L^2(\partial B_1)} = \| w_\ast(-\cdot/2) \|_{L^2(\partial B_1)}.
\]
We can now turn to the proof of (b). In this case the contradiction assumption is stronger
\[
(5.13) \quad A(1, u_k) \leq \eta_k, P_{\varepsilon_k}^A(1, u_k) \text{ fails, and } A(1/2, u_k) > (1/2)^{\lambda + \sigma} A(1, u_k).
\]
We claim that \( \tilde{w}_k \rightharpoonup w_\ast \) weakly in \( H^1_{\text{per}}(B_1) \) where \( w_\ast \) has properties (1) and (2) above and also
\[
(3) \int_{\partial B_1} w_\ast \psi_\lambda = \int_{\partial B_1} w_\ast x_i \psi_{\lambda - 1} = 0 \quad \text{for all } i \in \{1, \ldots, n - 2\};
\]
\[
(4) \text{there exist } M = M(n, \lambda) \text{ and } x_1, \ldots, x_{n-2} \text{ in } B_{1/2} \cap \{ x_{n-1} = x_n = 0 \} \text{ with diam}_{n-3} \{x_1, \ldots, x_{n-2}\} \geq \varepsilon, \text{ such that } \rho \| \partial w_\ast(x_j + \rho \cdot) \|_{L^2(B_1)} \leq M \rho^{\lambda - 1/3} \quad \text{for all } \rho \in (0, 1/4) \text{ and for all } i, j \in \{1, \ldots, n - 2\}.
\]
Properties (1),(2),(3) and (4) allow us to apply Lemma \([5.3]\) to \( w_\ast \), finding
\[
\| w_\ast(-\cdot/2) \|_{L^2(\partial B_1)} \leq (1/2)^{\lambda + 2\sigma},
\]
which contradicts assumption \((5.13)\).

**Proof of property (3).** We recall that, for each \( k \), \( \tau_k \) was optimal so
\[
0 = \frac{d}{dt} \bigg|_{t=1} \int_{\partial B_1} (u_k - t \tau_k \psi_\lambda \circ S_k)^2 = -2 \tau_k \int_{\partial B_1} w_k \psi_\lambda \circ S_k,
\]
and since coordinates are taken in such a way that \( S_k \to 1 \), we have \( \int_{\partial B_1} w_\ast \psi_\lambda = 0 \) just dividing by \( A(1, u_k) \) and sending \( k \to \infty \) (recall that \( \tau_k \) is close to 1). For the other equations in (3) we use the optimality of \( S_k \), that is for each \( \ell \in \{1, \ldots, n - 2\} \) and \( \theta \in \mathbb{R} \) we consider \( R_\theta \in O(n - 1) \) defined by
\[
R_\theta(x) := (x_1, \ldots, \cos \theta x_\ell + \sin \theta x_{n-1}, \ldots, \cos \theta x_{n-1} - \sin \theta x_\ell, x_n) \quad \text{for all } x \in \mathbb{R}^n.
\]
Then optimality gives
\[
0 = \frac{d}{d\theta} \bigg|_{\theta=0} \int_{\partial B_1} (u_k - \tau_k \psi_\lambda \circ S_k \circ R_\theta)^2 = 2 \tau_k \int_{\partial B_1} w_k \left( \partial \psi_\lambda \circ S_k \right) x_{\ell - 1} - \partial \psi_\lambda \circ S_k(x_\ell),
\]
since \( \partial \psi_\lambda \equiv 0 \) and \( \partial \psi_{\lambda - 1} = \partial \lambda \psi_{\lambda - 1} \), we can conclude as before letting \( k \uparrow \infty \).

**Proof of property (4).** Negating \( P_{\varepsilon_k}^A(1, u_k) \) we find \( y_1^k, \ldots, y_{n-2}^k \in B_{1/2} \setminus B_{\varepsilon_k} \) such that
\[
\text{diam}_{n-3}(\{y_1^k, \ldots, y_{n-2}^k\}) \geq \varepsilon \quad \text{and } y_j^k \in A_\lambda(u_k)
\]
for all \( k \geq 0 \) and \( j \in \{1, \ldots, n - 2\} \). We remark that thanks to \((5.11)\) we have that
\[
B_{1/2} \cap A_\lambda(u_k) \subset C_{\delta_k}
\]
where \( \delta_k \downarrow 0 \). We used that points in the interior of the contact set cannot have half-integral homogeneity. Define the numbers \( t_k := (S_k y^k) \cdot e_{n-1} \) and notice that \( t_k \to 0 \) because of \((5.14)\).

Let us set for brevity \( q_k := \tau_k \psi_\lambda \circ S_k \) and define for each \( j \in \{1, \ldots, n - 2\} \) and \( k \geq 0 \) the functions
\[
W_k^j := u(y_j^k + \cdot) - q_k; \quad D_k^j := q_k(y_j^k + \cdot) - q_k,
\]
From now on we drop the also here
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for all \( \rho \in (0, 1/4) \). Since \( y^* \in \{ x_{n-1} = x_n = 0 \} \) we get that \( \tilde{W}_\infty \) solves (5.4) in \( B_{3/4} \), so the Caccioppoli inequality for solutions of (5.4) gives, for every \( \ell \in \{ 1, \ldots , n - 2 \} \), that
\[
\rho^2 \| (\partial w_\ast)(y^* + \rho) \|_{L^2(B_{1/2})} \leq \rho^2 \| \nabla \tilde{W}_\infty(\rho) \|_{L^2(B_{1/2})} \leq M \rho^{(\lambda - 1)/3}
\]
for all \( \rho \in (0, 1/8) \). We crucially used that \( \partial \tilde{W}_\infty = \partial \ell w_\ast(y^* + \cdot) \).

Since we can repeat this reasoning for each \( j \), we proved that \( w_\ast \) satisfies (4), where \( x_j = y_j^* \).

Before proving Proposition 5.1, we need the following observation

**Lemma 5.5.** Let \( \{ a_j \}_{j \in \mathbb{N}} \subset \{ 0, 1 \} \) be a sequence such that
\[
\liminf_m \frac{a_0 + \ldots + a_m}{m} > p > 0.
\]
Then for all \( m > 0 \) there exists \( n \geq m \) such that
\[
\frac{a_n + a_{n+1} + \ldots + a_{n+j}}{j+1} \geq p \quad \text{for all } j \geq 0.
\]

**Proof.** By contradiction there exists \( M_0 \) such that for all \( n \geq M_0 \) there is \( j(n) \geq 0 \) such that
\[
\frac{a_n + a_{n+1} + \ldots + a_{n+j(n)}}{j(n) + 1} < p.
\]
Notice that we can always refine the choice of \( j(n) \) (enlarging it) in such a way that \( a_{n+j(n) + 1} = 1 \) and (5.20) still holds. Apply this for \( \ell \) times starting at some \( n_1 \geq M_0 \) with \( a_{n_1} = 1 \) and then for \( n_2 := n_1 + j(n_1) + 1, \ldots \), until \( n_{\ell+1} := n_\ell + j(n_\ell) + 1 \). We have
\[
\sum_{k=n_1}^{n_\ell+j(n_\ell)} a_k = \sum_{h=1}^{\ell} \sum_{k=n_h}^{n_{h+1}} a_k < p \sum_{h=1}^{\ell} (j(n_h) + 1),
\]
notice that the sum on the right is exactly the number of terms on the left, so looking along the subsequence \( \{ a_{n_r} \} \) we find
\[
\liminf_m \frac{a_0 + \ldots + a_m}{m} \leq p,
\]
a contradiction. \( \square \)

We can now prove

**Proof of Proposition 5.2.** We can assume \( x_0 = 0 \). \( 0 \not\in \Lambda_1^\ast (u) \) means that there exists \( \varepsilon_0 = \varepsilon_0(x_0) > 0 \) such that, if we define for \( j \geq 0 \) the sequence
\[
a_j := \begin{cases} 0 & \text{if } \mathcal{P}^{\lambda}_{\varepsilon_0}(2^j, u) \text{ holds true}, \\ 1 & \text{if } \mathcal{P}^{\lambda}_{\varepsilon_0}(2^j, u) \text{ fails}, \end{cases}
\]
then
\[
\liminf_m \frac{a_0 + \ldots + a_m}{m} > p_0.
\]
for some \( p_0 = p_0(x_0) > 0 \). Let \( \sigma = \sigma(n, \lambda, \varepsilon_0) \) be given by Proposition 5.4. We define the numbers \( \gamma \) and \( \beta \) by
\[
\gamma := \frac{\sigma p_0}{2(1 - p_0)}, \quad \beta := \frac{\sigma p_0}{2}
\]
this choice ensures that
\[
t\sigma - (1 - t)\gamma \geq \beta \text{ for all } t \in [p_0, 1].
\]
Apply Proposition 5.4 with these \( \varepsilon_0 \) and \( \gamma \) to find \( \eta_0 \). Apply Lemma 4.1 to such \( \eta_0 \) to find \( M_0 \) and \( \delta_0 \). We refine the choice of \( \delta_0 \) requiring \( \delta_0 < \beta/2 \). Now Lemma 5.5
ensures we can find \( n_0 \) so large that \( \phi(M_0 2^{-n_0}, u) \leq \lambda + \delta_0 \) (because \( 0 \in \Lambda_\lambda(u) \)), and \( a_{n_0} = 1 \) and if we define

\[
N(k) := a_{n_0} + \ldots + a_{n_0+k-1} \text{ for all } k \geq 1,
\]

then \( N(k) \geq kp_0 \) for all \( k \geq 1 \).

We set \( r_0 := 2^{-n_0} \) and prove by induction that

\[
A(2^{-j}r_0, u) \leq \left( \frac{1}{4} \right)^{(\lambda + \beta)j} \eta_0 \| u_{r_0} \|_{L^2(\partial B_1)} \text{ for all } j \geq 1.
\]

Note that since we have \( N(k) \geq kp_0 \) for all \( k \geq 1 \), by our choice of \( \gamma \) and \( \beta \) is suffices to show that

\[
A(2^{-j}r_0, u) \leq \left( \frac{1}{4} \right)^{(\lambda + N(j)\sigma - (j - N(j))\gamma)\eta_0} \| u_{r_0} \|_{L^2(\partial B_1)} \text{ for all } j \geq 1,
\]

since by (5.21) we have

\[
\gamma \lambda + N(j)\sigma - (j - N(j))\gamma \geq j\lambda + p_0(j\sigma - (j - p_0)j\gamma) = j(\lambda + \beta).
\]

We will reason by induction over \( j \). The case \( j = 1 \) is exactly Lemma 4.1. Let us prove that the validity of (5.22) for \( j + 1 \) assuming its validity for \( j \). Since \( \phi(r_0, u) \leq \delta_0 + \beta/2 \) and \( j(\lambda + N(j)\sigma - (j - N(j))\gamma \geq j(\lambda + \beta) \) we find using Lemma 5.1 that

\[
A(2^{-j}r_0, u) \leq (1/2)^{j\lambda + N(j)\sigma - (j - N(j))\gamma}2^{j(\lambda + \beta/2)}\eta_0 \| u_{r_0/2} \|_{L^2(\partial B_1)} \leq (1/2)^{j\beta/2}\eta_0 \| u_{r_0/2} \|_{L^2(\partial B_1)} < \eta_0 \| u_{r_0/2} \|_{L^2(\partial B_1)},
\]

so we can apply Proposition 5.3 to \( u_{r_0/2} \), and find the expected decay according to whether \( P_{r_0/2}(r_0, u) \) holds true or not.

For each \( j \geq 1 \) we set \( q_j := r_j\psi_{\lambda} \circ S_j \) so that

\[
A(2^{-j}r_0, u) = \| (u_{r_0} - q_j)(2^{-j}\cdot) \|_{L^2(\partial B_1)}.
\]

From equation (5.22) one finds that

\[
\| q_j - q_{j+1} \|_{L^2(\partial B_1)} \leq C(\beta)2^{-j\beta}\eta_0 \| u_{r_0/2} \|_{L^2(\partial B_1)} \text{ and } r_j \rightarrow r^\lambda_0 H(0+, u).
\]

Hence summing the geometric series and refining the choice of \( \eta_0 \), one gets (5.21).

In order to complete the proof, assume by contradiction that \( H_\lambda(0+, u) = 0 \). Then by (5.1) we find \( \| u(r) \|_{L^2(\partial B_1)} \ll r^{\lambda + \beta} \), contradicting Lemma 5.1. \( \square \)

### 6. Accelerated decay implies frequency monotonicity

6.1. Throughout this section we fix a solution \( u \) of (1.2) and assume \( 0 \in \Lambda_\lambda(u) \setminus \Lambda_\lambda^1(u) \), for some \( \lambda \in \left\{ \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots \right\} \cup \{1, 3, 5, \ldots\} \). Thanks to the previous section we may suppose

\[
\sup_{B_{r_0}} \| u - \psi_\lambda \| \leq r^{\lambda + \beta} \text{ for all } r \in (0, r_0),
\]

for some \( r_0, \beta \in (0, 1) \). The goal of this section is showing

**Proposition 6.1.** Let \( u \) solve (1.2) and \( \lambda \in \left\{ \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots \right\} \cup \{1, 3, 5, \ldots\} \). If (6.1) holds for some positive \( \beta \) and \( r_0 \), then

\[
\sup_{B_{r}} \| u - \psi_\lambda \| \leq C r^{\lambda+1} \text{ for all } r \in (0, r_0),
\]

where \( C = C(n, \lambda, r_0, \beta) \).

In order to prove this proposition we will exploit the almost monotonicity of the truncated frequency function of \( w := u - \psi_\lambda \).
6.2. Known formulas. For each $\gamma \geq 0$ define the functionals
\[ \phi_\gamma (r, w) := \frac{D(r, w) + \gamma r^{2\gamma}}{H_0(r, w) + r^{2\gamma}}, \quad g_\gamma (r, w) := \frac{\|w_r\|^2_{L^2(B_{2r} \setminus B_r)}}{H_0(r, w) + r^{2\gamma}}. \]

By a direct computation (see [FRS1] Lemma 2.3) one finds
\[ \frac{d}{dr} \phi_\gamma (r, f) = \frac{2}{r} \frac{\left( \int_{B_r} f r \Delta f r \right)^2}{H_0(r, f) + r^{2\gamma}} + \frac{2}{r} \frac{\int_{B_r} (\phi_\gamma (r, f) f_r - x \cdot \nabla f_r) \Delta f r}{H_0(r, f) + r^{2\gamma}}, \]
for all functions $f$ regular enough. We recall from [FRS1] the following result which generalizes Lemma 3.1 to the “truncated setting”.

**Lemma 6.2** ([FRS1] Lemma 4.1). Let $f : B_1 \to \mathbb{R}$ such that $f \Delta f \geq 0$. Assume that for some $\kappa > 0$, $r_\alpha > 0$ and a constant $C_1 > 0$ we have
\[ \frac{d}{dr} \left( \phi_\gamma (r, f) + C_1 r^\kappa \right) \geq \frac{2}{r} \frac{\left( \int_{B_r} f r \Delta f r \right)^2}{H_0(r, f) + r^{2\gamma}} \quad \text{for all } r \in (0, r_\alpha). \]

Then the following holds:
1. Suppose that $\sup_{[0, R]} \phi_\gamma (\cdot, w) \leq \bar{\lambda}$, for some $R < r_\alpha$. Then we have
   \[ \frac{H(R, f) + R^{2\gamma}}{H(r, f) + r^{2\gamma}} \leq C_2 (R/r)^{2\gamma + \delta} \quad \text{for all } r \in (0, R), \]
   for all $\delta > 0$, where $C_2$ depends on $n, \gamma, \kappa, r_\alpha, \bar{\lambda}, \delta$.
2. Let $\lambda_* := \phi_\gamma (0^+, f)$, which exists by (6.3). Then
   \[ \frac{H(R, f) + R^{2\gamma}}{H(r, f) + r^{2\gamma}} \geq C_3 (R/r)^{2\lambda_*} \quad \text{for all } 0 < r < R < r_\alpha, \]
   where $C_3 > 0$ depends on $n, \gamma, \kappa, r_\alpha, \lambda_*, C_1$.

6.3. Almost monotonicity. The key estimate is the following.

**Lemma 6.3.** Let $u$ solve (1.2) and $\lambda \in \{ \frac{3}{4}, \frac{3}{2}, \frac{5}{2}, \ldots \} \cup \{ 1, 3, 5, \ldots \}$. Assume (6.1) holds for some positive $\beta$ and $r_\alpha$ and set $w_r := (u - \psi_\lambda)(r \cdot)$. Then for all $r \in (0, r_\alpha)$ we have
\[ \int_{B_1} |w_r \Delta w_r| \leq C r^{\alpha/\lambda} \|w_r\|^2_{L^2(B_{2r} \setminus B_r)} \]
and
\[ -\int_{B_1} (x \cdot \nabla w_r) \Delta w_r \geq -Cr^{\alpha/\lambda} \|w_r\|^2_{L^2(B_{2r} \setminus B_r)}, \]
where $C$ depends on $n, \lambda$ and $\alpha(n) > 0$ is the exponent in Lemma 3.8.

**Proof** in the case $\lambda \in \frac{3}{4} + 2\mathbb{N}$. Equation (6.5) follows immediately joining Lemma 3.1 with assumption (6.1).

We prove (6.6) splitting the integral in the regions $B_1 \cap \{ u_r > 0 \}$ and $B_1 \cap \{ u_r = 0 \}$. Set for brevity $q := \psi_\lambda$. First of all we notice that inside $\{ u_r = 0 \}$ we have $w_r \equiv -q_r$, so $x \cdot \nabla w_r = \lambda w_r$, hence using (6.5) we find
\[ -\int_{B_1 \cap \{ u_r = 0 \}} (x \cdot \nabla w_r) \Delta w_r = -\lambda \int_{B_1 \cap \{ u_r = 0 \}} w_r \Delta w_r \geq -Cr^{\alpha/\lambda} \|w_r\|^2_{L^2(B_{2r} \setminus B_r)}. \]

We turn to the bound in the region $B_1 \cap \{ u_r > 0 \}$. Recall that $x_n (\partial_0 w_r) \Delta w_r \equiv 0$, because $\Delta w_r$ is supported in the thin space. Furthermore, formula (6.3) gives for some $c = c(n, \lambda) > 0$
\[ \Delta w_r (x) = cr^\lambda (x_{n-1})^{\lambda-1} \delta_0 (x_n) \quad \text{for all } x \in B_1 \cap \{ u_r > 0 \}. \]
Using this formula for any $j \in \{1, \ldots, n - 1\}$ we get
\[
- \int_{B_1 \cap \{u_r > 0\}} x_j \partial_j w_r \Delta w_r = \int_{B_1 \cap \{u_r > 0, x_{n-1} \leq 0\}} x_j \partial_j u_r \Delta q_r
\]
\[
= -\frac{c}{c^{\alpha}} \int_{B_1 \cap \{x_{n-1} \leq 0, x_n = 0\}} \partial_j (u_r)_{+} (x_j |x_{n-1}|^{\lambda-1}) \, dx' \, dx_{n-1},
\]
where $x' \in \mathbb{R}^{n-2}$. Now if we take the domain $\Omega = B_1 \cap \{x_{n-1} \leq 0, x_n = 0\}$ and integrate by parts (inside $\{x_n = 0\}$) we find $(\nu^\Omega$ is the outer normal):
\[
-\frac{1}{c^{\alpha}} \int_{B_1 \cap \{u_r > 0\}} x_j \partial_j w_r \Delta w_r = \int_{\partial \Omega} (u_r)_{+} x_j |x_{n-1}|^{\lambda-1} \nu_j \, d\mathcal{H}^{n-2}
\]
\[
+ \int_{\Omega} u_r \partial_j (x_j |x_{n-1}|^{\lambda-1}) \geq 0 \text{ for all } j
\]
\[
\geq -\int_{\partial \Omega} x_j \nu_j (u_r)_{+} |x_{n-1}|^{\lambda-1} \, d\mathcal{H}^{n-2}
\]
To estimate the last piece we notice that, for all $j$, the integrand vanishes on all pieces of $\partial \Omega$ except on $\partial B_1 \cap \{u_r > 0, x_{n-1} \leq 0, x_n = 0\}$ where $\nu^\Omega(x) \equiv x$ and $(u_r)_{+} \equiv w_r$. On the other hand by Lemma 3.9 and assumption (6.2) we have
\[
\partial B_1 \cap \{u_r > 0, x_{n-1} \leq 0, x_n = 0\} \subset \partial B_1 \cap \mathcal{C}_\delta,
\]
where
\[
\delta^\alpha \leq C(n, \lambda) \sup_{B_{2^{\alpha}2}} |r^{-\lambda} w_r| \leq C(n, \lambda) r^\beta.
\]
Hence, using that
- $\sup_{B_1 \cap \mathcal{C}_\delta} |w_r| \leq C(n, \lambda) \delta^{\alpha} |w_r|_{L^2(B_2 \setminus B_1)}$ by Lemma 3.8
- $\sup_{B_1 \cap \mathcal{C}_\delta} |x_{n-1}^{\lambda-1}| \leq \delta^{\lambda-1}$ by definition of $\mathcal{C}_\delta$;
- $\mathcal{H}^{n-2}(\partial B_1 \cap \mathcal{C}_\delta \cap \{x_n = 0\}) \leq C(n) \delta_r$ by definition of $\mathcal{C}_\delta$;
we obtain
\[
-\frac{1}{c^{\alpha}} \int_{B_1 \cap \{u_r > 0\}} x_j \partial_j w_r \Delta w_r \geq -\int_{\partial B_1 \cap \mathcal{C}_\delta \cap \{x_n = 0\}} x_j^2 |w_r| |x_{n-1}|^{\lambda-1} \, d\mathcal{H}^{n-2}
\]
\[
\geq -C(n, \lambda) \sup_{B_1 \cap \mathcal{C}_\delta} |x_{n-1}^{\lambda-1} w_r| \mathcal{H}^{n-2}(\partial B_1 \cap \mathcal{C}_\delta \cap \{x_n = 0\})
\]
\[
\geq -C(n, \lambda) \delta^{\alpha+\beta} |w_r|_{L^2(B_2 \setminus B_1)}. \tag*{\Box}
\]

Recalling that $r^{\lambda} \delta_{\lambda}^{\alpha} \leq C \sup_{B_{2^{\alpha}2}} |w_r| \leq C \|w_r\|_{L^2(B_2 \setminus B_1)} \leq C r^{\lambda+\beta}$ we obtain (6.6).

**Proof for $\lambda$ odd.** Equation (6.5) follows immediately joining Lemma 3.12 with assumption (6.2).

The proof of Equation (6.6) is very similar to the one for the half-odd-integer case. Since, for $\lambda$ odd, $\psi_{\lambda}$ vanish identically on the thin space, we have
\[
(x \cdot \nabla w_r) \Delta w_r \equiv 0 \text{ on } B_1 \cap \{u_r = 0\},
\]
so (6.6) is trivial in the region $B_1 \cap \{u_r = 0\}$. On the other hand the region $B_1 \cap \{u_r > 0\}$ is again contained in the cylinder $\mathcal{C}_\delta$, by Lemma 3.10. Since on this set $\Delta w_r(x) = c^{\alpha} |x_{n-1}|^{\lambda-1} \delta_0(x_n)$, we can perform exactly the same computation of the case $\lambda \in \frac{3}{2} + 2\mathbb{N}$. \Box

We can now prove the monotonicity of the truncated frequency at any truncation order $\gamma$. 

Lemma 6.4. Assume (6.1) holds for some $u, \lambda, \beta$ and $r_o$. Set $w_r := (u - \psi_\lambda)(r \cdot)$. For all $\gamma \geq 0$ there exists $C = C(n, \lambda, \beta, \gamma, r_o)$ such that we have

\begin{equation}
(6.7) \quad \phi_\gamma(r, w) \leq C \text{ and } \frac{d}{dr} \phi_\gamma(r, w) \geq \frac{2}{r} H^2(r, w) + r^{2\gamma} - C r^{(\alpha \beta / \lambda) - 1}
\end{equation}

for all $r \in (0, r_o)$.

Proof. Joining Lemma 6.3 with (6.3) we find

\begin{equation}
(6.8) \quad \phi_\gamma'(r, w) \geq - C(\phi_\gamma(r, w) + 1) g_\gamma(r, w) r^{\kappa - 1}
\end{equation}

where $\kappa := \alpha \beta / \lambda > 0$ and $C_0 = C_0(n, \lambda)$. Now the proof is identical to Lemma 4.3 in [FRS1], let us sketch it.

The key point is noticing that for $\gamma = 0$ the statement is a simple consequence of Lemma 3.5 and (6.1); and that joining (6.8) and part (1) in Lemma 6.2 one gets the following implication: If for some $\gamma \geq 0$ we have $C_{\gamma} > 0$ such that

\begin{equation}
\sup_{(0, r_o)} \phi_\gamma(r, w) + g_\gamma(r, w) \leq C_{\gamma},
\end{equation}

then exists $C_{\gamma + \kappa / 3} > 0$ depending on $C_{\gamma}, n, \lambda, \beta, r_o$, such that

\begin{equation}
\sup_{(0, r_o)} \phi_{\gamma + \kappa / 3}(r, w) + g_{\gamma + \kappa / 3}(r, w) \leq C_{\gamma + \kappa / 3}.
\end{equation}

Iterating this reasoning a finite number of times one eventually ends up with (6.7). \qed

Lemma 6.4 proves in particular that $\phi_\gamma(0^+, w)$ exists finite for each $\gamma \geq 0$. We are ready to prove the decay improvement.

Proof of Proposition 6.7 for $\lambda \in \frac{\beta}{2} + 2N$. Let $w := u - \psi_\lambda$, and fix $\gamma := \lambda + 2$. We start noticing that it is enough to show that

\begin{equation}
(6.9) \quad \lambda^* := \phi_\gamma(0^+, w) \geq \lambda + 1.
\end{equation}

Indeed, if (6.9) holds, then thanks to Lemma 6.4 we can apply by part (2) of Lemma 6.2 with $f$, $\kappa$, and $\lambda^*$ respectively replaced by $w, \frac{\beta}{2}$, and $\lambda + 1$, to obtain

\begin{equation}
H(r_o, w) + r_0^{2\gamma} H(r, w) + r^{2\gamma} \geq C_3 (r_o / r)^{\gamma + 1} \quad \text{for all } r \in (0, r_o)
\end{equation}

Combining this with Lemma 3.5 we obtain (6.2).

Now, in order to prove (6.9), we set $\phi_\gamma(0^+, w)$ and assume by contradiction $\lambda^* \leq \lambda + 1$.

Step 1. Let us show that $r^{2\gamma} \ll H(r, w) \ll r^{2\lambda + 2}$ as $r \downarrow 0$ and $\lim_{r \downarrow 0} \phi(r, w) = \lambda^* \geq \lambda + \beta / 2$.

Indeed, Since $\lambda^* \leq \lambda + 1$, we must have $\phi_\gamma(r, w) \leq \lambda + 1$ in a sufficiently small interval $[0, r_1]$. Then part 1 of Lemma 6.2 ensures $H(r, w) \gg r^{2\lambda + 2}$, which implies $H(r, w) \gg r^{2\gamma}$, because of the choice of $\gamma$. Hence we find

\begin{equation}
\lambda^* = \lim_{r \downarrow 0} \phi_\gamma(r, w) = \lim_{r \downarrow 0} \frac{\phi(r, w) + \frac{r^{2\gamma}}{H(r, w)}}{1 + \frac{r^{2\gamma}}{H(r, w)}} = \lim_{r \downarrow 0} \phi(r, w).
\end{equation}

By assumption (6.1) we have $H(r, w) = O(r^{2\lambda + 2\beta})$, so if we had $\lambda^* \leq \lambda + \beta / 2$ we could use part 1 of Lemma 6.2 (with $\lambda = \lambda + 3\beta / 4 \delta = \beta / 4$) and find $r^{2\lambda + 3\beta} \ll H(r, w) = O(r^{2\lambda + 2\beta})$ as $r \downarrow 0$; a contradiction.

Step 2. Set $\tilde{w}_r := w_r / \|w_r\|_{L^2(\partial B_1)}$. We now show that for some sequence $r_k \downarrow 0$, we have $\tilde{w}_r \rightarrow Q$ weakly in $H^1_{loc}(\mathbb{R}^n)$, where $Q$ is a nonzero solution of problem (3.4).
Indeed, since \( \lambda_* = \phi(0^+, w) < \lambda + 1 \), we can fix \( \overline{\lambda} \in (\lambda_*, \lambda + 1) \). Now, let \( \overline{r} > 0 \) be such that sup\(_{0, \overline{r}} \phi_\gamma (\cdot, w) \leq \overline{\lambda} \). Moreover, thanks to Step 1, we can always assume (for \( H(r, w) \geq r^{2\gamma} \) for all \( r > 0 \) small enough) Let us fix \( \delta > 0 \) so that \( 2\overline{\lambda} + \delta < 2\lambda + 2 \). Hence, using part 1 of Lemma 6.2 we obtain:

\[
(6.10) \quad H(R, \tilde{w}_r) = \frac{H(Rr, w)}{H(r, w)} \leq 2 \frac{H(Rr, w) + (Rr)^{2\gamma}}{H(r, w) + r^{2\gamma}} \leq 2C_2 R^{2\overline{\lambda} + \delta},
\]

for all \( R \in (1, \overline{r}/r) \), for all \( r > 0 \) small enough.

We combine this with Lemma 3.3 and find that \( \{ \tilde{w}_r \} \) is bounded in \( H^1_{loc}(\mathbb{R}^n) \). So we extract a sequence \( r_k \downarrow 0 \) such that \( w_{r_k} \rightharpoonup Q \) weakly in \( H^1_{loc}(\mathbb{R}^n) \). By compactness of the trace operator, \( \|Q\|_{L^2(\partial B_1)} = 1 \).

We now observe that \( Q \) is a global solution of (3.4). Indeed, fix some large \( R > 0 \), by Lemma 3.3 applied to \( w_{Rr} \) and (6.1) we find

\[
B_{R} \cap \{ x_{n-1} < -\delta_k, R \} \subseteq \{ w_{r_k} = 0 \}; \quad B_{R} \cap \text{spt} \Delta w_{r_k} \subseteq B_R \setminus N_k, \quad k \rightarrow \infty,
\]

for some sequence \( \delta_k, R \) which goes to zero if we let \( r_k \downarrow 0 \) leaving \( R \) fixed. Of course the same holds for \( \tilde{w}_{r_k} \). Passing this information to the limit we obtain that \( Q \) is a \( (H^1_{loc}(\mathbb{R}^n) \) weak) solution of (3.4).

**Step 3.** We now reach a contradiction using the information about growth at infinity and vanishing order at 0 on \( Q \) and the classification of solutions to (3.4) given in Proposition 3.3.

Indeed, on the one hand, passing (6.10) to the limit —for \( r = r_k \)— (note that \( \tilde{w}_{r_k} \rightarrow Q \) in \( L^2(\partial B_R) \) for all \( R > 1 \)) we obtain:

\[
(6.11) \quad H(R, Q) \leq C R^{2\overline{\lambda} + \delta} \ll R^{2\lambda + 2} \quad (\text{as } R \rightarrow \infty).
\]

On the other hand, reasoning similarly as in (6.10), but now using part 2 of Lemma 6.2 instead of part 1 we obtain:

\[
(6.12) \quad H(R, \tilde{w}_r) = \frac{H(Rr, w)}{H(r, w)} \geq \frac{1}{2} \frac{H(Rr, w) + (Rr)^{2\gamma}}{H(r, w) + r^{2\gamma}} \geq \frac{C_3}{2} R^{2\lambda},
\]

for all \( R \in (1, r_\sigma/r) \), whenever \( Rr \) is small enough. Passing this to the limit we obtain:

\[
(6.13) \quad H(R, Q) \geq C R^{\lambda} \gg R^{2\lambda} \quad (\text{as } R \rightarrow \infty),
\]

where \( C > 0 \).

Now, using since solutions \( Q \) of the linear problem (3.4) were classified in Proposition 3.3 and they are sums of homogeneous functions with homogeneities in \( \frac{1}{2} + \mathbb{N} \), we see that the only way that (6.11)-(6.13) may be satisfied at the same time is if \( Q \equiv 0 \). Since by construction it was \( \|Q\|_{L^2(\partial B_1)} = 1 \) we reached a contradiction. \( \square \)

**Proof of Proposition 6.7 for \( \lambda \) odd.** We can repeat the argument for \( \lambda \in \frac{1}{2} + 2\mathbb{N} \). The proof works verbatim until the end of Step 1. Step 2 holds except for the fact that the blow-up \( Q \) is (the even reflection of) a harmonic function which vanish on the thin space. A similar contradiction is found in Step 3. \( \square \)

7. **Proof of the main results**

Proposition 5.1 can be proved also for \( \lambda \in \mathbb{N} \), with a similar method. However in the integer case stronger results are known, as explained next.

On the one hand, when \( \lambda \) is odd, the following result of Savin and Yu has been recently proved.
Theorem 7.1 ([SY2 Theorem 1.1]). Let \( u \) solve (1.2) with \( 0 \in \Lambda_\lambda(u) \) for some \( \lambda \in \{1, 3, 5, \ldots\} \). Then there exist a constants \( \beta \in (0, 1) \) and \( C > 0 \), depending only on \( n \) and \( \lambda \), such that

\[
\sup_{B_r} |u - \tau \psi_\lambda \circ S| \leq C r^{\lambda + \beta} \quad \text{for all } r \in (0, 1),
\]

for some \( \tau > 0 \) and \( S \in O(n-1) \).

On the other hand when \( \lambda \) is even then \( \psi_\lambda \) is an harmonic polynomial is even and then \( \phi(\cdot, u - \psi_\lambda) \) is increasing by a similar arguments as in [FS]. This key observation leads to

Theorem 7.2 ([FCJ Proposition 1.10, items (ii) and (iii), and Remark 1.12]). Let \( u \) solve (1.2). Then there exists \( \Sigma_{\text{even}} \subset \Lambda(u) \) such that

\[
\dim_H \Sigma_{\text{even}} \leq n - 3,
\]

and, for all \( \lambda \in \{2, 4, 6, \ldots\} \) and \( x_o \in \Lambda_\lambda(u) \setminus \Sigma_{\text{even}} \) it holds

\[
\sup_{B_r} |u - q| \leq C r^{\lambda + 1} \quad \text{for all } r \in (0, 1),
\]

where \( q \) is a \( \lambda \)-homogeneous solution of equation (1.2) and \( C = C(n, \lambda) \).

We are ready to prove the Theorem 1.1

Proof of Theorem 1.1. We define the set \( \Sigma \) as

\[
\Sigma(u) := \Lambda_{\text{other}}(u) \cup \Sigma_{\text{even}}(u) \cup \bigcup_{k \geq 1} \Lambda^*_k(u) \cup \bigcup_{k \geq 1} \Lambda^{2k-1/2}(u).
\]

Notice that

- \( \dim_H \Lambda_{\text{other}} \leq n - 3 \), by Proposition 1.5
- \( \dim_H \Sigma_{\text{even}} \leq n - 3 \), by Theorem 7.2
- \( \text{for each } \lambda \in \{3, 7, 11, \ldots\} \cup \{1, 2, 3, \ldots\}, \dim_H \Lambda^*_\lambda \leq n - 3 \), by Proposition 4.3

hence \( \dim_H \Sigma \leq n - 3 \).

Now, given some \( x_o \in \Lambda(u) \setminus \Sigma(u) \), set \( \lambda := \phi(0+, u(x_o + \cdot)) \). We want to prove equation (1.3), there are only three cases.

If \( \lambda \) is even then the second part of Theorem 7.2 gives (1.3) for a certain \( q \), because \( x_o \in \Lambda_\lambda(u) \setminus \Sigma_{\text{even}} \). But on the other hand \( x_o \in \Lambda_\lambda(u) \setminus \Lambda^*_\lambda(u) \), so Lemma 4.1 gives that \( q \) is 2D, i.e., \( q = \tau \psi_\lambda \circ S \) for some \( \tau \geq 0 \) and \( S \in O(n-1) \).

If \( \lambda \) is odd we apply Theorem 7.1 and obtain that assumption (0.1) is satisfied. Hence we can apply Proposition 5.1 and obtain (1.3).

If \( \lambda \) is an half-odd-integer we can apply Proposition 5.4 since \( x_o \in \Lambda_\lambda(u) \setminus \Lambda^*_\lambda(u) \). This gives that assumption equation (0.1) holds and so we can apply Proposition 6.1 and obtain (1.3).

We can also prove Corollary 1.2

Proof of Corollary 1.2. Let \( u \) solve (1.2) and let \( \lambda \in \{\frac{3}{2}, \frac{7}{2}, \ldots\} \cup \{1, 2, 3, 4, \ldots\} \). We partition \( B_{\sqrt{2}} \cap (\Lambda_\lambda(u) \setminus \Sigma(u)) = U_{N \geq 1} E_N \) where \( x_o \in \hat{E}_N \) if and only if

\[
\sup_{B_r} |u(x_o + \cdot) - q_{x_o}| \leq N r^{\lambda + 1} \quad \text{for all } r \in (0, 1/2), \quad \|q_{x_o}\|_{L^2(\partial B_1)} > \frac{1}{N},
\]

where \( q_{x_o} \) is the 2D blow-up given by Theorem 1.1. Let us work out case \( \lambda \in \{\frac{3}{2}, \frac{7}{2}, \frac{11}{2}, \ldots\} \), the other cases being completely analogous. We define \( e_o \in \mathbb{R}^{n-1} \) with \( |e_x| = 1 \) by the property

\[
q_{x_o}(x', 0) = c_{x_o}(e_{x_o} \cdot x')_o \quad \text{for all } x' \in \mathbb{R}^{n-1},
\]
where \( c_x \) is comparable to \( \|q_x\|_{L^2(B_1)} \) for all \( x \in \mathbb{C} \). We claim that the map \( E_N \to \mathbb{R} \times \mathbb{R}^{n-1} \) defined by \( x_0 \mapsto (0, c_{x_0}) \) is a \( C^{1,1} \) Whitney data. This implies that there exist \( f \in C^{1,1}(\mathbb{R}^{n-1}) \) such that, for all \( x_0 \in E_N \), \( f(x_0) = 0 \) and \( \nabla f(x_0) = c_{x_0} \).

Applying the implicit function theorem to \( f \), we conclude that \( E_N \) is locally covered by \( C^{1,1} \) manifolds of dimension \( n-2 \).

We prove the claim. Take any \( x_0, x_1 \in E_N \) and set \( r_0 := 3|x_0 - x_1| \), without loss of generality we can assume \( r_0 < 1/4 \). By definition of \( E_N \) and the triangular inequality we find

\[
\sup_{B_{r_0}} |q_{x_0} - q_{x_1}| \leq \sup_{B_{r}} |u(x_0 + \cdot) - q_{x_0}| + \sup_{B_{2r}} |u(x_1 + \cdot) - q_{x_1}| \leq 3N r^{1+\epsilon}.
\]

So, scaling and setting \( b := e_{x_1} \cdot (x_0 - x_1) \) we get

\[
\sup_{x \in B_1} |e_{x_1}(e_{x_0} \cdot x)^{\lambda}_t - e_{x_1}(e_{x_0} \cdot x' - b)^{\lambda}_t| \leq 3N r,
\]

since by construction \( |b| \leq 1/3 \) this is easily implies

\[
|e_{x_0} - e_{x_1}| + |b| \leq CN^2 r
\]

for some constant \( C = C(n, \lambda) \). In fact, the map sending \( \mathbb{R} \times \mathbb{S}^{n-2} \times \mathbb{R} \to C(\mathbb{B}) \) defined by \( (r, e, b) \mapsto r(e \cdot x' - b) \) is a bi-lipschitz homeomorphism with its image, when restricted to \([1/2, 2] \times \mathbb{S}^{n-2} \times [-1/3, 1/3] \). We can use the classical \( C^{1,1} \) Whitney extension thanks to the bound on \( b \) in (7.2). The resulting function will have Lipschitz gradient because of the bound on \(|e_{x_0} - e_{x_1}| \) in (7.2).

\[
\square
\]
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