Random minibatch projection algorithms for convex problems with functional constraints

Angelia Nedić · Ion Necoara

Received: 28 February 2019 / Accepted: date

Abstract In this paper we consider non-smooth convex optimization problems with (possibly) infinite intersection of constraints. In contrast to the classical approach, where the constraints are usually represented as intersection of simple sets, which are easy to project onto, in this paper we consider that each constraint set is given as the level set of a convex but not necessarily differentiable function. For these settings we propose subgradient iterative algorithms with random minibatch feasibility updates. At each iteration, our algorithms take a step aimed at only minimizing the objective function and then a subsequent step minimizing the feasibility violation of the observed minibatch of constraints. The feasibility updates are performed based on either parallel or sequential random observations of several constraint components. We analyze the convergence behavior of the proposed algorithms for the case when the objective function is restricted strongly convex and with bounded subgradients, while the functional constraints are endowed with a bounded first-order black-box oracle. For a diminishing stepsize, we prove sublinear convergence rates for the expected distances of the weighted averages of the iterates from the constraint set, as well as for the expected suboptimality of the function values along the weighted averages. Our convergence rates are known to be optimal for subgradient methods on this class of problems. Moreover, the rates depend explicitly on the minibatch size and show when minibatching helps a subgradient scheme with random feasibility updates.
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1 Introduction

The large sum of functions in the objective function and/or the large number of constraints in most of the practical optimization applications led the stochastic optimization field to become an essential tool for many applied mathematics areas, such as machine learning and statistics [11, 25], constrained control [20], sensor networks [1], computer science [9], inverse problems [4]. For example, in machine learning applications the optimization algorithms involve numerical computation of parameters for a system designed to make decisions based on yet unseen data [11, 25]. In particular, in support vector machines one maps the data into a higher dimensional input space and constructs an optimal separating hyperplane in this space by learning, eventually online, the hyperplanes corresponding to each data in the training set [25]. This leads to a convex optimization problem with a large number of functional constraints.

Contributions. To deal with such optimization problems having (possibly) infinite number of functional constraints, we propose subgradient methods with random feasibility updates. At each iteration, the algorithms take a step aimed at only minimizing the objective function, followed by a feasibility step for minimizing the feasibility violation of the observed minibatch of convex constraints. The feasibility updates in the first algorithm are performed using parallel random observations of several constraint components, while in the second algorithm we consider sequential random observations of constraints. Both algorithms are reminiscent of a learning process where we try to learn the constraint set while simultaneously minimizing an objective function. The proposed algorithms are applicable to the situation where the whole constraint set of the problem is not known in advance, but it is rather learned in time through observations. Also, these algorithms are of interest for (non-smooth) constrained optimization problems where the constraints are known but their number is either large or not finite.

We study the convergence properties of the proposed random minibatch projection algorithms for the case when the objective function need not be differentiable but it is restricted strongly convex, while the functional constraints are accessed through a bounded first-order black-box oracle. In doing so, we can avoid the need for projections to the set of constraints, which may be expensive computationally. For a diminishing stepsize, we prove sublinear convergence rates of order $O(1/t)$, where $t$ is the iteration counter, for the expected distances of the weighted averages of the iterates from the constraint set, as well as for the expected suboptimality of the function values along the weighted averages. Our convergence rates are known to be optimal for this class of subgradient schemes for solving non-smooth convex problems with functional constraints. Moreover, our rates depend explicitly on the minibatch size and
show when minibatching works for a subgradient method with random feasibility updates. To the best of our knowledge, this is the first work proving that subgradient methods with random minibatch feasibility steps are better than their non-minibatch variants. More explicitly, the convergence estimate for the parallel algorithm depends on a key parameter $L_N$, which determines whether minibatching helps ($L_N < 1$) or not ($L_N = 1$) and how much (the smaller $L_N$, the better is the complexity), see Theorem 2. For the sequential variant, we show that minibatching always helps and the complexity depends exponentially on the minibatch size (see Theorem 3).

**Related works.** The most prominent work for stochastic optimization problems is stochastic gradient descent (SGD) \cite{ Robbins1951, Polyak1964, B Robbins1951}. Even though SGD is a mature methodology, it only applies to optimization problems with simple constraints, requiring the whole feasible set to be projectable. A line of work that is known as alternating projections, focus on applying random projections for solving problems that are involving the intersection of (infinite) number of sets. The case when the objective function is not present in the formulation, which corresponds to the convex feasibility problem, is studied e.g. in \cite{ Lu2013, Tian2013, Zhang2013}. For this particular setting, \cite{ Lu2013} combines the smoothing technique with (minibatch) SGD, leading to stochastic alternating projection algorithms having linear convergence rates. In \cite{ Zhang2013} stochastic proximal point type steps are combined with alternating projections for solving stochastic optimization problems with infinite intersection of sets. In order to prove sublinear convergence rates $O(1/t)$, \cite{ Zhang2013} requires smooth and strongly convex objective functions, while our results are valid for a more relaxed strong convexity assumption. Lastly, \cite{ Zhang2013} assumes the projectability of individual sets, whereas in our case, the constraints might not be projectable. Stochastic forward-backward algorithms have been also applied to solve optimization problems with many constraints. However, the papers introducing those very general algorithms focused on proving convergence and did not present convergence rates, or they assume the number of constraints is finite, which is more restricted than our settings \cite{ Juditsky2018, Bauschke2017, Bauschke2018}.

In the case where the number of constraints is finite and the objective function is deterministic, Nesterov’s smoothing framework is studied in \cite{ Lin2013, Juditsky2018, Odzak2019} in the setting of accelerated proximal gradient methods. Incremental subgradient or primal-dual approaches were also proposed for solving convex problems with finite intersection of simple sets through an exact penalty reformulation \cite{ Juditsky2018}. The paper most related to our work is \cite{ Juditsky2018}, where iterative subgradient methods with random feasibility steps are proposed for solving convex problems with functional constraints. Our algorithms are minibatch extensions of the algorithm proposed in \cite{ Juditsky2018}. Moreover, in \cite{ Juditsky2018} only sublinear convergence rates of order $O(1/\sqrt{t})$ have been established for convex objective functions, while in this paper we show that $O(1/t)$ rates are valid under a relaxed strong convexity condition. Finally, since we deal with minibatching and a relaxed strong convexity assumption, our convergence analysis requires additional insights that differ from that of \cite{ Juditsky2018}. 
Notation. The inner product of two vectors \(x\) and \(y\) in \(\mathbb{R}^n\) is denoted by \((x, y)\), while \(\|x\|\) denotes the standard Euclidean norm. We write \(\text{dist}(\bar{x}, X)\) for the distance of a vector \(\bar{x}\) from a closed convex set \(X\), i.e., \(\text{dist}(\bar{x}, X) = \min_{x \in X} \|x - \bar{x}\|\), while \(\Pi_X[\bar{x}]\) denotes the projection of \(\bar{x}\) onto \(X\), i.e., \(\Pi_X[\bar{x}] = \text{argmin}_{x \in X} \|x - \bar{x}\|^2\). For a scalar \(a\), we write \(a^+ = \max\{a, 0\}\). For a convex function \(h\), we denote \(s_h(x)\) a subgradient of \(h\) at \(x\) and \(\partial h(x)\) denote the set of all subgradients of \(h\) at \(x\). We write \(\Pr\{\omega\}\) and \(E[\omega]\) to denote respectively the probability distribution and the expectation of a random variable \(\omega\).

1.1 Problem formulation

In this paper we are interested in solving the following convex constrained minimization problem:

\[
\begin{align*}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad x \in X, \quad X \triangleq Y \cap (\cap_{\omega \in \mathcal{A}} X_{\omega}), \\
\text{with} & \quad X_{\omega} = \{x \in \mathbb{R}^n \mid g_{\omega}(x) \leq 0\} \quad \text{for every } \omega \in \mathcal{A}, \tag{1}
\end{align*}
\]

where \(\mathcal{A}\) is an arbitrary collection of indices. The objective function \(f\) and all constraint functions \(g_{\omega}\) are assumed convex. We also assume that the optimization problem (1) has finite optimum and we let \(f^*\) and \(X^*\) denote the optimal value and the optimal set, respectively,

\[
f^* = \inf_{x \in X} f(x), \quad X^* = \{x \in X \mid f(x) = f^*\}.
\]

We work under the premise that the collection \(\mathcal{A}\) is large, possibly infinite (even uncountable). Let us now formally state the assumptions on the functions \(f\) and \(g_{\omega}\), \(\omega \in \mathcal{A}\), of problem (1).

Assumption 1 Let the following hold:

(a) The set \(Y\) is closed and convex, and the constraint set \(X\) is nonempty.

(b) The objective function \(f : \mathbb{R}^n \to \mathbb{R}\) is restricted strongly convex on the set \(Y\) with a constant \(\mu > 0\), i.e., there exists \(x^* \in X^*\) such that

\[
f(x) \geq f(x^*) + \frac{\mu}{2} \|x - x^*\|^2 \quad \forall x \in Y.
\]

The subgradients of the function \(f\) are uniformly bounded on the set \(Y\), i.e., there is \(M_f > 0\) such that

\[
\|s_f(x)\| \leq M_f \quad \forall s_f(x) \in \partial f(x) \text{ and } x \in Y.
\]

(c) The functional constraints \(g_{\omega} : \mathbb{R}^n \to \mathbb{R}\) are convex, not necessarily differentiable, and have bounded subgradients on the set \(Y\), i.e., there is \(M_g > 0\) such that

\[
\|d\| \leq M_g \quad \forall d \in \partial g_{\omega}(x), \ x \in Y \text{ and } \omega \in \mathcal{A}.
\]
It is known that restricted strong convexity is a weaker condition than strong convexity since it is implied by strong convexity along the direction of the solution, see [12] for more details. Note that the conditions of Assumption 1(b) may look contradictory since the following relations need to hold:

\[ \frac{\mu}{2} \| x - x^* \|^2 \leq f(x) - f(x^*) \leq \langle s_f(x), x - x^* \rangle \leq M_f \| x - x^* \| \quad \forall x \in Y, x^* \in X^*, \]

where the second inequality follows from the convexity of \( f \) and the third one from the Cauchy-Schwartz inequality. This implies that \( \| x - x^* \| \leq 2M_f/\mu \) for any \( x \in Y \). Note that this inequality is always valid provided that the set \( Y \) is compact and our optimization model [1] allows us to impose such an assumption on the set \( Y \). In fact, the reader should note that we can replace the boundedness on the subgradients of \( f \), i.e. assumption \( \| s_f(x) \| \leq M_f \), with a more general assumption, that is there exist two constants \( M_{f,1}, M_{f,2} \geq 0 \) and \( x^* \in X^* \) such that:

\[ \| s_f(x) \| \leq M_{f,1} + M_{f,2} \| x - x^* \| \quad \forall s_f(x) \in \partial f(x) \text{ and } x \in Y. \]

Clearly, this condition covers the class of functions with bounded gradients, e.g. take \( M_{f,2} = 0 \), and also the class of functions with Lipschitz continuous gradients [15]. Indeed, if there is \( L_f > 0 \) such that \( \| \nabla f(x) - \nabla f(y) \| \leq L_f \| x - y \| \) for all \( x, y \in Y \), then \( \| \nabla f(x) \| \leq \| \nabla f(x^*) \| + \| \nabla f(x) - \nabla f(x^*) \| \leq \| \nabla f(x^*) \| + L_f \| x - x^* \| \), which proves our inequality for \( M_{f,1} = \max_{x \in X^*} \| \nabla f(x^*) \| \) and \( M_{f,2} = L_f \). All our derivations from the present work will hold under this more general assumption, however, the recurrence relations will be more cumbersome. Therefore, for the sake of simplicity, our convergence analysis is derived under Assumption 1(b). Moreover, when the sets \( X_\omega \) are simple for projection operation, then one may choose an alternative equivalent description of the constraint sets by letting \( g_\omega(x) = \text{dist}(x, X_\omega) \) for all \( x \in \mathbb{R}^n \). Note that in this case \( d(x) = \frac{x - R_{X_\omega}[x]}{\text{dist}(x, X_\omega)} \in \partial g_\omega(x) \) for all \( x \not \in X_\omega \). Moreover, \( \| d(x) \| = 1 \), thus the subgradients are bounded with \( M_g = 1 \) in this case. Therefore, our approach is more general than those from most of the existing works (see Related works paragraph from Section 1), which usually assume projectability of each \( X_\omega \).

2 Parallel random minibatch projections algorithm

To solve the convex problem with functional constraints [1], we first propose a subgradient method with parallel random minibatch feasibility updates. More precisely, our first algorithm is a parallel minibatch extension of the algorithm proposed in [13]. Let \( x_{k-1} \) be available at iteration \( k \), and define the update:

\[ v_k = \Pi_Y [x_{k-1} - \alpha_{k-1} s_f(x_{k-1})], \quad (2a) \]

\[ z^i_k = v_k - \beta \frac{\partial g_\omega^i(v_k)}{\| d_k \|^2} d_k^i \quad \text{for } i = 1, \ldots, N, \quad (2b) \]

\[ x_k = \Pi_Y [\bar{z}_k], \quad \text{with } \bar{z}_k = \frac{1}{N} \sum_{i=1}^N z^i_k. \quad (2c) \]
Here, \( \alpha_k > 0 \) and \( \beta > 0 \) are deterministic stepsizes and recall that \( s_f(x) \) denotes a subgradient of \( f \) at \( x \) and \( g^+_{\omega_k}(x) = \max\{g_\omega(x), 0\} \). The method takes one subgradient step for the objective function, followed by \( N \) feasibility updates in parallel, which are then averaged and projected onto the set \( Y \).

At each of the feasibility update step a random constraint is selected from the collection of the constraint sets, i.e., the index variable \( \omega^i_k \) is random with values in the set \( \mathcal{A} \). The vector \( d^i_k \) is chosen as \( d^i_k \in \partial g^+_{\omega_k^i}(v_k) \) if \( g^+_{\omega_k^i}(v_k) > 0 \) and \( d^i_k = d \) for some \( d \neq 0 \) if \( g^+_{\omega_k^i}(v_k) = 0 \). When \( g^+_{\omega_k^i}(v_k) = 0 \), we have \( z_k^i = v_k \) for any choice of \( d \neq 0 \). The initial point \( x_0 \in Y \) is selected randomly with an arbitrary distribution. The projection on the set \( Y \) in the updates (2a) and (2c) is used to ensure that each \( v_k \) and \( x_k \) remain in the set \( Y \), over which the functions \( f \) and \( g_\omega \) are assumed to have bounded subgradients. Our next assumption deals with the random variables \( \omega^i_k \). For this, we introduce the sigma-field \( \mathcal{F}_k \) induced by the history of the method, i.e., by the realizations of the initial point \( x_0 \) and the variables \( \omega^i_k \) up to main iteration \( k \):

\[
\mathcal{F}_k = \{x_0\} \cup \{\omega^j_t \mid 1 \leq t \leq k, 1 \leq j \leq N\},
\]

which contains the same information as the set \( \{x_0\} \cup \{\{v_t, x_t\} \mid 1 \leq t \leq k\} \).

For notational convenience, we will allow \( k = 0 \) by letting \( \mathcal{F}_0 = \{x_0\} \). We impose the following assumption.

**Assumption 2** There exists a constant \( c \in (0, \infty) \) such that

\[
\text{dist}^2(y, X) \leq c \cdot \mathbb{E} \left[ (g^+_{\omega^i_k}(y))^2 \mid \mathcal{F}_{k-1} \right], \quad \forall y \in Y, \ k \geq 1 \text{ and } i = 1, \ldots, N.
\]

Assumption 2 does not require that \( \omega^1_k, \ldots, \omega^N_k \) are conditionally independent, given \( \mathcal{F}_{k-1} \). For example, when the collection \( \mathcal{A} \) is finite, the indices \( i \in \mathcal{A} \) can be selected randomly without replacement, i.e., given the realizations of \( \omega^1_k = j_1, \ldots, \omega^{i-1}_k = j_{i-1} \), the index \( \omega^i_k \) can be random with realizations in \( \mathcal{A} \setminus \{j_1, \ldots, j_{i-1}\} \). As another example, the index set \( \mathcal{A} \) can be partitioned in \( N \) disjoint sets \( \cup_{i=1}^N \mathcal{A}_i = \mathcal{A} \), and each \( \omega^i_k \) can be uniformly distributed over the index set \( \mathcal{A}_i \). Such a sampling allows for a parallel computation of all \( z_k^i \) in the algorithm (2). One can also combine the preceding two possibilities, by using a smaller partition of the set \( \mathcal{A} \), and in each of the partitions choose the corresponding \( \omega^i_k \) sequentially, without replacement. Assumption 2 is crucial in our convergence analysis of method (2). It summarizes all the information we need regarding the distributions of the random variables \( \omega^i_k \) and the initial point \( x_0 \). A discussion on the connection between the constant \( c \) of Assumption 2 and the linear regularity constant for the sets \( \mathcal{A}_\omega \) can be found in [12,15,13]. When each set \( \mathcal{A}_\omega \) is given by either linear inequality or a linear equality, one can verify that the sets are linearly regular, see [4,13]. Hence, Assumption 2 is also satisfied in this case. However, Assumption 2 holds for more general sets, e.g., when a strengthened Slater condition holds for the collection of functional constraints \( (X_\omega)_{\omega \in \mathcal{A}} \) such as the generalized Robinson condition, as detailed in Corollary 2 of [10].
2.1 Preliminary results

In this section, we derive some preliminary results for later use in the convergence analysis of method (2). We start by recalling a basic property of the projection operation on a closed convex set $Y \subseteq \mathbb{R}^n$:

$$\|\Pi_Y[v] - y\|^2 \leq \|v - y\|^2 - \|\Pi_Y[v] - v\|^2 \quad \text{for any } v \in \mathbb{R}^n \text{ and } y \in Y.$$  \hfill (3)

We now show that the parameter $c$ in Assumption 2 satisfies the following inequality:

**Lemma 1** Let Assumption 1(c) and Assumption 2 hold. Then, we have:

$$cM_g^2 \geq 1.$$  

**Proof** Let $y \in Y$ be such that $y \notin X$. Then, there exists $\bar{\omega} \in \mathcal{A}$ such that the convex function $g_{\bar{\omega}}$ satisfies $g_{\bar{\omega}}(y) > 0$. Consequently, for any $s_g(y) \in \partial g_{\bar{\omega}}(y)$ we also have $s_g(y) \in \partial g_{\bar{\omega}}^+(y)$, and using convexity of $g_{\bar{\omega}}^+$, we obtain:

$$0 = g_{\bar{\omega}}^+(\Pi_X[y]) \geq g_{\bar{\omega}}^+(y) + (s_g(y), \Pi_X[y] - y) \geq g_{\bar{\omega}}^+(y) - M_g \|\Pi_X[y] - y\|,$$

or equivalently

$$g_{\bar{\omega}}^+(y) \leq M_g \|\Pi_X[y] - y\|.$$  

On the other hand for those $\omega \in \mathcal{A}$ for which $g_{\omega}(y) = 0$ we automatically have

$$0 = g_{\omega}^+(y) \leq M_g \|\Pi_X[y] - y\|.$$  

In conclusion, for any $\omega \in \mathcal{A}$ there holds:

$$g_{\omega}^+(y) \leq M_g \|\Pi_X[y] - y\|.$$  

Combining the preceding inequality and Assumption 2, we obtain:

$$\text{dist}^2(y, X) = \|\Pi_X[y] - y\|^2 \leq cE[(g_{\omega_k}^+(y))^2 \mid \mathcal{F}_{k-1}]$$

$$\leq cE[M_g^2 \|\Pi_X[y] - y\|^2 \mid \mathcal{F}_{k-1}] = cM_g^2 \text{dist}^2(y, X),$$

which proves our relation $cM_g^2 \geq 1$. \hfill $\square$

We now derive a relation between the iterates $v_{k+1}$ and $x_k$.

**Lemma 2** Let Assumptions 1(a) and 1(b) hold. Let $v_{k+1}$ be obtained via equation (2a) for a given $x_k \in Y$. Then, for any optimal solution $x^*$ of the problem (1) and any $\rho \in (0, 1)$, we have:

$$\|v_{k+1} - x^*\|^2 + 2\alpha_k(1 - \rho)(f(\Pi_X[x_k]) - f^*)$$

$$\leq (1 - \alpha_k \rho \mu)\|x_k - x^*\|^2 + 2\alpha_k(1 - \rho)M_f \|\Pi_X[x_k] - x_k\| + \alpha_k^2 M_f^2.$$
The best choice for the parameter $\rho$ will just do fine.

Using the standard analysis of the projected subgradient method and the fact that the subgradients of $f$ are uniformly bounded on $Y$, we have for any $x^* \in X^*$:

$$
\|v_{k+1} - x^*\|^2 \leq \|x_k - x^*\|^2 - 2\alpha_k (f(x_k) - f(x^*)) + \alpha_k^2 M_f^2. \tag{4}
$$

We provide a lower bound on $f(x_k) - f(x^*)$. We consider two choices, namely, one is based on the restricted strong convexity of $f$ and the other is based on considering another intermittent point. By the restricted strong convexity of $f$, we have

$$
f(x_k) - f(x^*) \geq \frac{\rho}{2} \|x_k - x^*\|^2. \tag{5}
$$

The other choice consists of adding and subtracting $f(\Pi_Y x_k)$, which yields

$$
f(x_k) - f(x^*) = f(x_k) - f(\Pi_Y x_k) + f(\Pi_Y x_k) - f(x^*)
\geq -\|s_f(\Pi_Y x_k)\| \|\Pi_Y x_k - x_k\| + f(\Pi_Y x_k) - f(x^*),
$$

where the last inequality follows by the convexity of $f$ and the Cauchy-Schwarz inequality. By Assumption 1(b), the subgradients of $f$ are uniformly bounded on $Y$ and hence, also on $Z$, implying that

$$
f(x_k) - f(x^*) \geq f(\Pi_Y x_k) - f(x^*) - M_f \|\Pi_Y x_k - x_k\|. \tag{6}
$$

We now let $\rho \in (0, 1)$ be arbitrary. By multiplying relation (5) with $\rho$ and relation (6) with $(1 - \rho)$, and by adding the resulting relations, we obtain

$$
f(x_k) - f(x^*) \geq \frac{\rho \mu}{2} \|x_k - x^*\|^2
+(1 - \rho) (f(\Pi_Y x_k) - f(x^*)) - (1 - \rho) M_f \|\Pi_Y x_k - x_k\|. \tag{7}
$$

By using the estimate (2) in relation (4), we obtain

$$
\|v_{k+1} - x^*\|^2 \leq (1 - \alpha_k \rho \mu) \|x_k - x^*\|^2 - 2\alpha_k (1 - \rho) (f(\Pi_Y x_k) - f(x^*))
+ 2\alpha_k (1 - \rho) M_f \|\Pi_Y x_k - x_k\| + \alpha_k^2 M_f^2, \tag{8}
$$

and after re-arranging some of the terms we get the relation of the lemma. □

Remark 1 The best choice for the parameter $\rho$ is not apparent at this point. It is important to have it in order to have the function value involved in the expression, but it can be that $\rho = \frac{1}{2}$ will just do fine.

We next state a result that will be used to provide a basic relation between the iterates $v_k$ and $x_{k-1}$. The relation is stated in a generic form, and its proof can be found in [21].

**Lemma 3** [21] Let $g$ be a convex function over a closed convex set $Z$, and let $y$ be given by

$$
y = \Pi_Z \left[ v - \beta g^+(v) \frac{d}{\|d\|^2} d \right] \quad \text{for } v \in Z, \ d \in \partial g^+(v), \ \beta > 0,
$$

where $d \neq 0$. Then, for any $\bar{z} \in Z$ such that $g^+(\bar{z}) = 0$, we have

$$
\|y - \bar{z}\|^2 \leq \|v - \bar{z}\|^2 - \beta(2 - \beta) \frac{(g^+(v))^2}{\|d\|^2}.
$$
In the analysis, we will also make use of the relation for averages, stating that for given vectors \( u_1, \ldots, u_N \in \mathbb{R}^n \) and their average \( \bar{u} = \frac{1}{N} \sum_{i=1}^{N} u_i \), the following relation is valid for any vector \( w \in \mathbb{R}^n \):

\[
\| \bar{u} - w \|^2 = \frac{1}{N} \sum_{i=1}^{N} \| u_i - w \|^2 - \frac{1}{N} \sum_{j=1}^{N} \| u_j - \bar{u} \|^2.
\] (9)

Now we provide a basic relation for the iterate \( x_k \) upon completion of the \( N \) randomly sampled feasibility updates.

**Lemma 4** Let Assumption 1(a) hold. Let \( x_k \) be obtained via updates (23) and (24) for a given \( v_k \in Y \) and \( \beta > 0 \). Then, the following relation holds:

\[
\text{dist}^2(x_k, X) \leq \text{dist}^2(v_k, X) - \frac{\beta(2 - \beta)}{N} \sum_{i=1}^{N} \frac{(g_{\omega_k}^i(v_k))^2}{\| d_k^i \|^2} - \beta^2 V_N(v_k),
\]

where \( V_N(v_k) \) is the total variation of the minibatch subgradients, i.e.,

\[
V_N(v_k) = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{g_{\omega_k}^i(v_k)}{\| d_k^i \|^2} d_k^i - \frac{1}{N} \sum_{j=1}^{N} \frac{g_{\omega_k}^j(v_k)}{\| d_k^j \|^2} d_k^j \right)^2.
\]

**Proof** By the projection property (3) and the definition of \( x_k \), we have for any \( y \in X \) that:

\[
\| x_k - y \|^2 \leq \| \bar{z}_k - y \|^2 - \| x_k - \bar{z}_k \|^2.
\] (10)

By the definition we have \( \bar{z}_k = \frac{1}{N} \sum_{i=1}^{N} z_k^i \). Thus, by using relation (9) for the collection \( z_k^1, \ldots, z_k^N \), we have for any \( w \in \mathbb{R}^n \),

\[
\| \bar{z}_k - w \|^2 = \frac{1}{N} \sum_{i=1}^{N} \| z_k^i - w \|^2 - \frac{1}{N} \sum_{i=1}^{N} \| z_k^i - \bar{z}_k \|^2.
\] (11)

Letting \( w = y \) in the preceding relation and combining the resulting relation with (10), we obtain

\[
\| x_k - y \|^2 \leq \frac{1}{N} \sum_{i=1}^{N} \| z_k^i - y \|^2 - \frac{1}{N} \sum_{i=1}^{N} \| z_k^i - \bar{z}_k \|^2 - \| x_k - \bar{z}_k \|^2.
\]

Now, we use the definition of the iterates \( z_k^i \) in algorithm (2) and Lemma 3 with \( Z = \mathbb{R}^n \). Thus, we obtain for any \( y \in X \) (for which we would have \( g_{\omega_k}^i(y) = 0 \) for any realization of \( \omega_k^i \)) and for any \( i = 1, \ldots, N \),

\[
\| z_k^i - y \|^2 \leq \| v_k - y \|^2 - \beta(2 - \beta) \frac{(g_{\omega_k}^i(v_k))^2}{\| d_k^i \|^2}.
\]

Hence, it follows that for any \( y \in X \),

\[
\| x_k - y \|^2 \leq \| v_k - y \|^2 - \beta(2 - \beta) \frac{1}{N} \sum_{i=1}^{N} \frac{(g_{\omega_k}^i(v_k))^2}{\| d_k^i \|^2} - \frac{1}{N} \sum_{i=1}^{N} \| z_k^i - \bar{z}_k \|^2 - \| x_k - \bar{z}_k \|^2.
\]
From the definition of the iterates $z_k^i$ in algorithm (2), we see that
\[
\|z_k^i - z_k\|^2 = \beta^2 \left\| \frac{g_{\omega_k^i}(v_k)}{\|d_k^i\|^2} d_k^i - \frac{1}{N} \sum_{j=1}^N \frac{g_{\omega_k^j}(v_k)}{\|d_k^j\|^2} d_k^j \right\|^2.
\]
By defining
\[
V_N(v_k) = \frac{1}{N} \sum_{i=1}^N \left\| \frac{g_{\omega_k^i}(v_k)}{\|d_k^i\|^2} d_k^i - \frac{1}{N} \sum_{j=1}^N \frac{g_{\omega_k^j}(v_k)}{\|d_k^j\|^2} d_k^j \right\|^2,
\]
we have
\[
\frac{1}{N} \sum_{i=1}^N \|z_k^i - z_k\|^2 = \beta^2 V_N(v_k).
\]
Therefore, we obtain for any $y \in X$,
\[
\|x_k - y\|^2 - \|v_k - y\|^2 - \beta(2 - \beta) \sum_{i=1}^N \frac{(g_{\omega_k^i}(v_k))^2}{\|d_k^i\|^2} - \beta^2 V_N(v_k).
\] (12)
The statement of the lemma follows by letting $y = \Pi_X[v_k]$ in the preceding relation and using the fact that $\|x_k - \Pi_X[x_k]\| \leq \|x_k - \Pi_X[v_k]\|$. \hfill \Box

Let us define the following parameters:
\[
L_N^k = \left\| \frac{1}{N} \sum_{i=1}^N \frac{g_{\omega_k^i}(v_k)}{\|d_k^i\|^2} d_k^i \right\|^2 / \left\| \frac{1}{N} \sum_{i=1}^N \frac{(g_{\omega_k^i}(v_k))^2}{\|d_k^i\|^2} \right\| \quad \text{and} \quad L_N = \max_{k \geq 0} L_N^k. \quad (13)
\]
From Jensen’s inequality it follows that $L_N^k \leq 1$. However, there are also convex functions $g_{\omega_k}$ such that $L_N^k < 1$. We postpone the derivation of such examples of functional constraints satisfying condition $L_N^k < 1$ until Section 2.3. The parameter $L_N \leq 1$ will play a key role in our derivations below. In particular, we obtain the following simplification for Lemma 4.

**Lemma 5** Let Assumptions 1(a) and 1(c) hold. Let $L_N \leq 1$ as defined in (13) and $x_k$ be obtained via updates (2b) and (2a) for a given $v_k \in Y$ and $\beta \in (0, 2/L_N)$. Then, the following relation holds:
\[
\text{dist}(x_k, X) \leq \text{dist}(v_k, X) - \frac{\beta(2 - \beta L_N)}{NM_2} \sum_{i=1}^N (g_{\omega_k^i}(v_k))^2.
\]

**Proof** Note that the total variation of the minibatch subgradients $V_N(v_k)$ can be written equivalently as:
\[
V_N(v_k) = \frac{1}{N} \sum_{i=1}^N \left( \frac{g_{\omega_k^i}(v_k)}{\|d_k^i\|^2} \right)^2 - \left\| \frac{1}{N} \sum_{i=1}^N \frac{g_{\omega_k^i}(v_k)}{\|d_k^i\|^2} d_k^i \right\|^2.
\]
Using the previous expression of $V_N$ and the definitions of $L_N^k$ and $L_N$ from (3) in Lemma 3 we get:

$$\text{dist}^2(x_k, X) \leq \text{dist}^2(v_k, X) - \frac{\beta(2 - \beta)}{N} \sum_{i=1}^{N} \frac{(g_{\omega_k}^+(v_k))^2}{\|d_k^i\|^2} - \beta^2 V_N(v_k)$$

$$= \text{dist}^2(v_k, X) - \frac{\beta(2 - \beta)}{N} \sum_{i=1}^{N} \frac{(g_{\omega_k}^+(v_k))^2}{\|d_k^i\|^2} - \beta^2 \frac{(1 - L_N^k)}{N} \sum_{i=1}^{N} \frac{(g_{\omega_k}^+(v_k))^2}{\|d_k^i\|^2}$$

$$\leq \text{dist}^2(v_k, X) - \frac{\beta(2 - \beta L_N)}{N} \sum_{i=1}^{N} \frac{(g_{\omega_k}^+(v_k))^2}{\|d_k^i\|^2}$$

By Assumption (1c) each function $g_i$ has bounded subgradients uniformly on $Y$. Hence, we have $\|d_k^i\| \leq M_g$, which used in the previous inequality implies the statement of the lemma.

Note that the largest decrease in Lemma 5 is obtained by maximizing $\beta(2 - \beta L_N)$, that is, the optimal stepsize is $\beta = 1/L_N$. We now combine Lemma 2 and Lemma 5 to provide a basic relation for the subsequent analysis.

**Lemma 6** Consider the method in (2), and let Assumption (1) hold. Let the stepsize $\alpha_k$ be such that $1 - \frac{\alpha_k \mu}{2} > 0$ for all $k \geq 0$ and stepsize $\beta \in (0, 2/L_N)$, with $L_N \leq 1$ defined in (3). Then, the iterates of the method (2) satisfy the following recurrence for any optimal solution $x^* \in X$ and for all $k \geq 0$:

$$\|v_{k+1} - x^*\|^2 + \alpha_k (f(\Pi_X[x_k]) - f^*) \leq \left(1 - \frac{\alpha_k \mu}{2}\right) \|v_k - x^*\|^2$$

$$- \left(1 - \frac{\alpha_k \mu}{2}\right) \frac{\beta(2 - \beta L_N)}{N M_g^2} \sum_{i=1}^{N} (g_{\omega_k}^+(v_k))^2 + \frac{\eta}{2} \|\Pi_X[x_k] - x_k\|^2$$

$$+ \alpha_k \left(1 + \frac{1}{2\eta}\right) M_f^2,$$

where $\eta > 0$ is arbitrary.

**Proof** Let $x^* \in X$ be an optimal solution of problem (1). Then, we use Lemma 2 for $\rho = \frac{1}{2}$ so that for all $k \geq 0$, we have

$$\|v_{k+1} - x^*\|^2 + \alpha_k (f(\Pi_X[x_k]) - f^*) \leq \left(1 - \frac{\alpha_k \mu}{2}\right) \|x_k - x^*\|^2$$

$$+ \alpha_k M_f \|\Pi_X[x_k] - x_k\| + \alpha_k^2 M_f^2.$$

Using the same reasoning as in the proof of Lemma 5 for the inequality (12) with $y = x^*$ gives:

$$\|x_k - x^*\|^2 \leq \|v_k - x^*\|^2 - \frac{\beta(2 - \beta)}{N} \sum_{i=1}^{N} \frac{(g_{\omega_k}^+(v_k))^2}{\|d_k^i\|^2} - \beta^2 V_N(v_k)$$

$$\leq \|v_k - x^*\|^2 - \frac{\beta(2 - \beta L_N)}{N M_g^2} \sum_{i=1}^{N} (g_{\omega_k}^+(v_k))^2.$$
Combining the preceding two relations yields
\[
\|v_{k+1} - x^*\|^2 + \alpha_k (f(\Pi_X[x_k]) - f^*) \leq \left(1 - \frac{\alpha_k \mu}{2}\right) \|v_k - x^*\|^2 + \left(1 - \frac{\alpha_k \mu}{2}\right) \beta (2 - \beta L_N) \sum_{i=1}^{N} (g^+_\omega(v_k))^2 + \alpha_k M_f \|\Pi_X[x_k] - x_k\| + \alpha_k^2 M_f^2.
\] (14)

We next approximate the term that is linear in \(\alpha_k\), i.e. \(\alpha_k M_f \|\Pi_X[x_k] - x_k\|\), with a sum of two quadratic terms, one of which is in the order of \(\alpha_k^2\), as:
\[
\alpha_k M_f \|\Pi_X[x_k] - x_k\| = (\alpha_k \sqrt{\eta}^{-1} M_f) (\sqrt{\eta} \|\Pi_X[x_k] - x_k\|)
\leq \frac{1}{2} \left( \alpha_k^2 \eta^{-1} M_f^2 + \eta \|\Pi_X[x_k] - x_k\|^2 \right),
\]
for any arbitrary \(\eta > 0\). Substituting the preceding estimate in (14), we obtain the stated relation.

2.2 Convergence rates

In this section we derive the convergence rates of algorithm (2). For this, we first provide a recurrence relation for the iterates in expectation, which is the key relation for our convergence rate results. Note that \(c M_f^2 \geq 1\) according to Lemma 4 and \(L_N \in (0, 1]\). Thus, by increasing \(c\), \(M_f\) and/or \(L_N\), we can always ensure that \(c M_f^2 L_N > 1\). In the sequel, we assume that \(c M_f^2 L_N > 1\).

**Theorem 1** Consider the iterative process (2), and let Assumption 1 and Assumption 2 hold. Let the stepsizes \(\alpha_k\) be such that \(1 - \frac{\alpha_k \mu}{2} > 0\) for all \(k \geq 0\) and \(\beta \in (0, 2/L_N]\), with \(L_N \leq 1\) defined in (13). Then, for the algorithm (2), by defining \(q_N = \frac{\alpha_k^2 \eta^{-1} M_f^2}{c M_f^2 L_N} < 1\), we have almost surely for all \(k \geq 0\),
\[
\mathbb{E}[\|v_{k+1} - x^*\|^2 | \mathcal{F}_{k-1}] + \alpha_k \mathbb{E}[(f(\Pi_X[x_k]) - f^*) | \mathcal{F}_{k-1}]
\leq \left(1 - \frac{\alpha_k \mu}{2}\right) \|v_k - x^*\|^2 - \frac{1}{2} \left(1 - \frac{\alpha_k \mu}{2}\right) \frac{q_N}{1 - q_N} \mathbb{E}[\delta^2(x_k, X) | \mathcal{F}_{k-1}]
+ \alpha_k^2 \left(1 + \frac{1}{2 q_N (2 - \alpha_k \mu)}\right) M_f^2.
\]

**Proof** From Lemma 4 by taking the conditional expectation on the past \(\mathcal{F}_{k-1}\), we have almost surely for all \(k \geq 0\),
\[
\mathbb{E}[\|v_{k+1} - x^*\|^2 | \mathcal{F}_{k-1}] + \alpha_k \mathbb{E}[(f(\Pi_X[x_k]) - f^*) | \mathcal{F}_{k-1}]
\leq \left(1 - \frac{\alpha_k \mu}{2}\right) \|v_k - x^*\|^2 - \left(1 - \frac{\alpha_k \mu}{2}\right) \frac{\beta (2 - \beta L_N)}{N M_f^2} \sum_{i=1}^{N} \mathbb{E}\left[(g^+_\omega(v_k))^2 | \mathcal{F}_{k-1}\right]
+ \frac{\eta}{2} \mathbb{E}[(\Pi_X[x_k] - x_k)^2 | \mathcal{F}_{k-1}] + \alpha_k^2 \left(1 + \frac{1}{2 q_N}\right) M_f^2.
\] (15)
where $\eta > 0$ is arbitrary. By Assumption 2, it follows that
\[
\mathbb{E}\left[(g_{\omega_i}^+(v_k))^2 \mid \mathcal{F}_{k-1}\right] \geq \frac{1}{c} \text{dist}^2(v_k, X) \quad \text{for all } i = 1, \ldots, N.
\]
Hence
\[
\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left[(g_{\omega_i}^+(v_k))^2 \mid \mathcal{F}_{k-1}\right] \geq \frac{1}{c} \text{dist}^2(v_k, X). \quad (16)
\]
Taking the conditional expectation on the past $\mathcal{F}_{k-1}$ in the relation of Lemma 4, and using relation (16), we obtain almost surely
\[
\mathbb{E}[\text{dist}^2(x_k, X) \mid \mathcal{F}_{k-1}] \leq (1 - q_N) \text{dist}^2(v_k, X),
\]
where we denote
\[
q_N = \frac{\beta(2 - \beta L_N)}{cM^2_f}.
\] (17)
Recall that we assume $cM^2_f L_N > 1$, then $q_N < 1$ (since $\max_{\delta} \beta(2 - \beta L_N) = 1/L_N$). Hence, $1 - q_N > 0$. By dividing with $1 - q_N$, we further obtain
\[
\text{dist}^2(v_k, X) \geq \frac{1}{1 - q_N} \mathbb{E}[\text{dist}^2(x_k, X) \mid \mathcal{F}_{k-1}].
\]
Substituting the preceding estimate in relation (16), yields
\[
\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left[(g_{\omega_i}^+(v_k))^2 \mid \mathcal{F}_{k-1}\right] \geq \frac{1}{c(1 - q_N)} \mathbb{E}[\text{dist}^2(x_k, X) \mid \mathcal{F}_{k-1}]. \quad (18)
\]
We now use estimate (18) in relation (15), and thus obtain
\[
\mathbb{E}[(\|x_{k+1} - x^*\|^2 \mid \mathcal{F}_{k-1} \big) + \alpha_k \mathbb{E}[(f(\Pi_X[x_k]) - f^\star) \mid \mathcal{F}_{k-1}] \\
\leq \left(1 - \frac{\alpha_k \mu}{2}\right) \|x_k - x^*\|^2 - \left(1 - \frac{\alpha_k \mu}{2}\right) \frac{\beta(2 - \beta L_N)}{(1 - q_N)cM^2_f} \mathbb{E}[\text{dist}^2(x_k, X) \mid \mathcal{F}_{k-1}] \\
+ \frac{\eta}{2} \mathbb{E}[\|\Pi_X[x_k] - x_k\|^2 \mid \mathcal{F}_{k-1}] + \alpha_k^2 \left(1 + \frac{1}{2\eta}\right) M^2_f.
\]
By the definition of $q$ (see (17)), we have
\[
\frac{\beta(2 - \beta L_N)}{(1 - q_N)cM^2_f} = \frac{q_N}{1 - q_N}.
\]
Hence,
\[
\mathbb{E}[(\|x_{k+1} - x^*\|^2 \mid \mathcal{F}_{k-1} \big) + \alpha_k \mathbb{E}[(f(\Pi_X[x_k]) - f^\star) \mid \mathcal{F}_{k-1}] \\
\leq \left(1 - \frac{\alpha_k \mu}{2}\right) \|x_k - x^*\|^2 - \left(1 - \frac{\alpha_k \mu}{2}\right) \frac{q_N}{1 - q_N} - \frac{\eta}{2} \mathbb{E}[\text{dist}^2(x_k, X) \mid \mathcal{F}_{k-1}] \\
+ \alpha_k^2 \left(1 + \frac{1}{2\eta}\right) M^2_f,
\]
and by letting $\eta = \left(1 - \frac{\alpha_k \mu}{2}\right) \frac{q_N}{1 - q_N} > 0$, the desired relation follows. \qed
We now turn our attention to the stepsize $\alpha_k$. We consider $\alpha_k$ of the form:

$$\alpha_k = \frac{2}{\mu} \gamma_k$$

for all $k \geq 0$, for some diminishing sequence $\gamma_k$ as detailed below. Indeed, for this choice, the recurrence from Theorem 1 becomes:

$$E[\|v_{k+1} - x^*\|^2 | \mathcal{F}_{k-1}] + \frac{2}{\mu} \gamma_k E[(f(\Pi_X[x_k]) - f^*) | \mathcal{F}_{k-1}]$$

$$\leq (1 - \gamma_k) \|v_k - x^*\|^2 - \frac{1}{2} (1 - \gamma_k) \frac{qN}{1 - qN} E[dist^2(x_k, X) | \mathcal{F}_{k-1}]$$

$$+ \frac{4}{\mu^2} \gamma_k^2 \left(1 + \frac{1 - qN}{qN (2 - 2\gamma_k)}\right) M_f^2,$$

where recall that $q_N = \frac{b(2 - \beta L)}{cM_g}$. Let $\gamma_k$ be given by

$$\gamma_k = \frac{2}{k+1},$$

hence the stepsize $\alpha_k = \frac{4}{\mu (k+1)}$, $\forall k \geq 0$.

Since the sequence $\gamma_k$ is decreasing, we have

$$\gamma_k \leq \frac{2}{3}$$

for all $k \geq 1$,

implying that

$$1 - \gamma_k \geq \frac{1}{3}$$

for all $k \geq 1$.

Using this estimate in (19), we obtain

$$E[\|v_{k+1} - x^*\|^2 | \mathcal{F}_{k-1}] + \frac{2}{\mu} \gamma_k E[(f(\Pi_X[x_k]) - f^*) | \mathcal{F}_{k-1}]$$

$$\leq (1 - \gamma_k) \|v_k - x^*\|^2 - \frac{1}{6} \frac{qN}{1 - qN} E[dist^2(x_k, X) | \mathcal{F}_{k-1}]$$

$$+ \frac{4}{\mu^2} \gamma_k^2 \left(1 + \frac{2(1 - qN)}{qN}\right) M_f^2.$$

Next, we note that

$$\frac{1 - \gamma_k}{\gamma_k^2} \leq \frac{1}{\gamma_k^2 - 1}$$

for all $k \geq 1$.

Dividing (20) by $\gamma_k^2$ and using the preceding inequality we have for all $k \geq 1$, after taking total expectations and rearranging terms:

$$\gamma_k^{-2} E[\|v_{k+1} - x^*\|^2] + \frac{2}{\mu} \gamma_k^{-1} E[(f(\Pi_X[x_k]) - f^*)] + \frac{4}{\mu^2} \frac{qN}{1 - qN} E[dist^2(x_k, X)]$$

$$\leq \gamma_k^{-2} E[\|v_k - x^*\|^2] + \frac{4}{\mu^2} \left(1 + \frac{2(1 - qN)}{qN}\right) M_f^2.$$
Summing these over \( k = 1, \ldots, t \), for some \( t > 0 \), we obtain

\[
\gamma_t^{-2} E[||v_{t+1} - x^*||^2] + \frac{2}{\mu} \sum_{k=1}^{t} \gamma_k^{-1} E[(f(\Pi_X [x_k]) - f^*)]
\]

(21)

\[ + \frac{1}{6} \frac{qN}{1 - qN} \sum_{k=1}^{t} \gamma_k^{-2} E[\text{dist}^2(x_k, X)] \leq \gamma_0^{-2} E[||v_1 - x^*||^2] + t \frac{4}{\mu^2} \left(1 + \frac{2(1 - qN)}{qN}\right) M_f^2.
\]

Using the definition of \( \gamma_k \), (21) implies

\[
\frac{(t + 1)^2}{4} E[||v_{t+1} - x^*||^2] + \frac{1}{(t + 1)\mu} E \left[ \sum_{k=1}^{t} (k + 1)^2 (f(\Pi_X [x_k]) - f^*) \right] 
\]

\[ + \frac{qN}{24(1 - qN)} \sum_{k=1}^{t} (k + 1)^2 \|x_k - \Pi_X [x_k]\|^2 \]

(22)

\[ \leq \frac{1}{4} E[||v_1 - x^*||^2] + \frac{4t}{\mu^2} \left(1 + \frac{2(1 - qN)}{qN}\right) M_f^2.
\]

We finally obtain by the linearity of the expectation operation:

\[
\frac{(t + 1)^2}{4} E[||v_{t+1} - x^*||^2] + \frac{1}{(t + 1)\mu} E \left[ \sum_{k=1}^{t} (k + 1)^2 (f(\Pi_X [x_k]) - f^*) \right] 
\]

\[ + \frac{qN}{24(1 - qN)} \sum_{k=1}^{t} (k + 1)^2 \|x_k - \Pi_X [x_k]\|^2 \]

(22)

\[ \leq \frac{1}{4} E[||v_1 - x^*||^2] + \frac{4t}{\mu^2} \left(1 + \frac{2(1 - qN)}{qN}\right) M_f^2.
\]

Define for \( t \geq 1 \) the sum

\[ S_t = \sum_{k=1}^{t} (k + 1)^2 \sim O(t^3).
\]

Define also the following weighted averages (convex combinations)

\[ \hat{x}_t = \sum_{k=1}^{t} a_k x_k, \quad \hat{w}_t = \sum_{k=1}^{t} a_k \Pi_X [x_k], \]

(23)

with \( a_k = \frac{(k+1)^2}{S_t} \), hence satisfying \( \sum_{k=1}^{t} a_k = 1 \). Using convexity of the function \( f \) and of the norm-squared, we have

\[
\frac{(t + 1)^2}{4} E[||v_{t+1} - x^*||^2] + \frac{S_t}{(t + 1)\mu} E[(f(\hat{w}_t) - f^*)] + \frac{qNS_t}{24(1 - qN)} E[||\hat{w}_t - \hat{x}_t||^2]
\]

\[ \leq \frac{1}{4} E[||v_1 - x^*||^2] + \frac{4t}{\mu^2} \left(1 + \frac{2(1 - qN)}{qN}\right) M_f^2.
\]

(24)

If we define \( b_N^p = qN(1 - qN)^{-1} = (1 - qN)^{-1} - 1 \), then (24) becomes:

\[
\frac{(t + 1)^2}{4} E[||v_{t+1} - x^*||^2] + \frac{S_t}{(t + 1)\mu} E[(f(\hat{w}_t) - f^*)] + \frac{b_m^p S_t}{24} E[||\hat{w}_t - \hat{x}_t||^2]
\]
Next theorem summarizes the convergence rates followed from the previous discussion. For simplicity of the exposition, we omit the constants and express the rates only in terms of the dominant powers of $t$:

**Theorem 2** Let Assumption 1 and Assumption 2 hold and the stepsizes $\alpha_k = \frac{4}{\mu(k+1)}$ and $\beta \in (0, 2/L_N)$, with $L_N \leq 1$ defined in (13). Let also $q_N = \frac{\beta}{\beta(2-\beta L_N)} < 1$ and $b_p^N = (1-q_N)^{-1}-1$. Then, the following sublinear rates for suboptimality and feasibility violation hold for the average sequence $\hat{x}_t$ generated by the parallel algorithm (2):

\[
E[|f(\hat{x}_t) - f^*|] \leq O\left(\frac{1}{t} + \frac{1}{\sqrt{b_p^N t}}\right), \quad E[\text{dist}_X(\hat{x}_t)] \leq O\left(\frac{1}{\sqrt{b_p^N t}}\right).
\]

**Proof** From the recurrence (25), omitting the constants but keeping the terms depending on $b_p^N = (1-q_N)^{-1}-1$, we get the following convergence rates in terms of these weighted averages $\hat{w}_t$ and $\hat{x}_t$:

\[
E[f(\hat{w}_t) - f^*] \leq O\left(\frac{1}{t} + \frac{1}{b_p^N t}\right) \quad \text{and} \quad E[||\hat{w}_t - \hat{x}_t||^2] \leq O\left(\frac{1}{b_p^N t^2}\right).
\]

Since $\hat{w}_t \in X$ and using the Jensen’s inequality we get the following convergence rate for the feasibility violation of the constraints:

\[
E[\text{dist}_X(\hat{x}_t)] \leq E[||\hat{w}_t - \hat{x}_t||] \leq \sqrt{E[||\hat{w}_t - \hat{x}_t||^2]} \leq O\left(\frac{1}{\sqrt{b_p^N t}}\right).
\]

Since $\hat{x}_t \in Y$ and $\hat{w}_t \in X \subset Y$, by the subgradient boundedness of $f$ on $Y$, it follows that

\[
E[|f(\hat{x}_t) - f(\hat{w}_t)|] \leq M_f E[||\hat{x}_t - \hat{w}_t||] \leq O\left(\frac{1}{\sqrt{b_p^N t}}\right),
\]

which combined with $E[f(\hat{w}_t) - f^*] \leq O\left(\frac{1}{t} + \frac{1}{\sqrt{b_p^N t}}\right)$, yields also the following convergence rate for suboptimality

\[
E[|f(\hat{x}_t) - f^*|] \leq O\left(\frac{1}{t} + \frac{1}{\sqrt{b_p^N t}}\right),
\]

which proves our theorem. \(\square\)

We observe that the convergence estimate for the feasibility violation depends explicitly on the minibatch size $N$ via the key parameter $L_N$. For the optimal stepsize $\beta = 1/L_N$ we get $q_N = 1/cM_f^2 L_N$ and $b_p^N = 1/(cM_f^2 L_N - 1)$. Hence, $b_p^N$ is large provided that $L_N \ll 1$ (small). Note that if $L_N = 1$, then $b_p^N$ does not depend on $N$ and hence complexity does not improve with minibatch size.
N. However, as long as $L_N < 1$ (and it can be also the case that $L_N \sim 0$), then $b^N_p$ becomes large, which shows that minibatching improves complexity. To the best of our knowledge, this is the first time that a subgradient method with random minibatch feasibility updates is shown to be better than its non-minibatch variant. We have identified $L_N$ as the key quantity determining whether minibatching helps ($L_N < 1$) or not ($L_N = 1$), and how much (the smaller $L_N$, the more it helps). Note also that the suboptimality estimate contains a term which does not depend on the minibatch size $N$ as it happens for feasibility violation estimate. This is natural, since the minibatch feasibility steps have no effect on the minimization step of the objective function.

Remark 2 Note that the convergence rates $O\left(\frac{1}{t}\right)$ for feasibility and suboptimality are known to be optimal for the stochastic subgradient method for solving the optimization problem \[\text{(1)}\] under Assumption 1, see \[\text{[17,18]}\]. Moreover, the iterative process \[\text{(2)}\] does not require knowledge of the subgradient norm bounds $M_f$ and $M_g$ from Assumption 1 nor the constant $c$ from Assumption 2. These values are only affecting the constants in the convergence rates, they are not needed for the stepsize selection. The stepsize $\alpha_k$ requires only knowledge of some estimate of the restricted strong convexity constant $\mu$. Moreover, since $L_N \leq 1$, we can use e.g., stepsizes $\beta \in (0, 2) \subseteq (0, 2/L_N)$. Of course, a larger stepsizes $\beta$ leads to a faster convergence. Hence, if $L_N < 1$ and it can be computed, then we should choose an extrapolated steplength $\beta = (2 - \delta)/L_N$ for some $\delta \in (0, 1)$ small. When $L_N$ cannot be computed explicitly, we propose to approximate it online with $L^i_N$, and use at each iteration an adaptive extrapolated stepsize $\beta_k$ of the form:

$$\beta_k = \frac{2 - \delta}{L^k_N} = \frac{2 - \delta}{L_N} \frac{1}{N} \sum_{i=1}^{N} \left(\frac{g^+_i(v_k))}{d^i_k}\right)^2 \left\|\frac{1}{N} \sum_{j=1}^{N} \frac{g^+_i(v_k)}{d^j_k} d^j_k\right\|^2,$$

(26)

for some $\delta \in (0, 1)$ sufficiently small. The convergence rate of algorithm \[\text{(2)}\] for this adaptive choice of the stepsize $\beta_k$ will be analyzed in our future work.

2.3 Example of functional constraints having $L_N < 1$

Let us recall the definition of the parameters $L^k_N$ and $L_N$ from \[\text{[13]}\]:

$$L^k_N = \left\|\frac{1}{N} \sum_{i=1}^{N} g^+_i(v_k) \right\|^2 / \left\|\frac{1}{N} \sum_{i=1}^{N} g^+_i(v_k) \frac{d^i_k}{\|d^i_k\|^2}\right\|^2$$

and $L_N = \max_{k \geq 0} L^k_N$.

From Jensen’s inequality we have $L^k_N \leq 1$ and consequently $L_N \leq 1$. On the other hand, Theorem 2 shows that $L_N \ll 1$ is beneficial for a subgradient scheme with minibatch feasibility updates. In this section we provide an example of functional constraints $g_{\omega}$ for which $L_N < 1$. Let us consider $m$ linear inequality constraints for the convex problem \[\text{(1)}\]:

$$g_{\omega}(x) = a^T_{\omega} x + b^T_{\omega} \leq 0 \quad \forall \omega \in \mathcal{A} = \{1, 2, \cdots, m\}.$$
Without loss of generality we assume \( \|a_\omega\| = 1 \) for all \( \omega \). Let us define the matrix \( A = [a_1 \cdots a_m]^T \) and the subset of indexes selected at the current iteration \( J_k = \{ \omega_k^1, \ldots, \omega_k^N \} \subset \mathcal{A} \). We also denote \( J_k^+ = \{ \omega \in J_k : a_\omega^T v_k + b_\omega > 0 \} \) and denote \( A_{J_k}^+ \) the submatrix of \( A \) having the rows indexed in the set \( J_k^+ \). With these notations and using that \( \|a_\omega\| = 1 \) for all \( \omega \), then \( L_N^k \) can be written explicitly as (assuming that \( |J_k^+| \geq 1 \):

\[
L_N^k = \left[ \frac{1}{N} \sum_{\omega \in J_k^+} \frac{g_\omega^+(v_k)}{\|d_k^\omega\|^2} d_k^\omega \right]^2 / \left[ \frac{1}{N} \sum_{\omega \in J_k^+} \frac{(g_\omega^+(v_k))^2}{\|d_k^\omega\|^2} \right]
\]

\[
= \left[ \sum_{\omega \in J_k^+} (a_\omega v_k + b_\omega)a_\omega \right] / \left[ \sum_{\omega \in J_k^+} (a_\omega v_k + b_\omega)^2 \right]
\]

\[
= \left[ A_k^T (A_k^+ v_k + b_k^+) \right]^2 / \left[ N \|A_k^+ v_k + b_k^+\|^2 \right]
\]

\[
\leq \frac{\lambda_{\max}(A_k^+ A_k^T)}{N} \leq \frac{\lambda_{\max}(A_J A_J^T)}{N} < \frac{\lambda_{\max}(A_J A_J^T)}{N} = 1 \quad \forall k,
\]

where the first inequality follows from the definition of the maximal eigenvalue \( \lambda_{\max} \) of a matrix, the second inequality follows from the fact that \( J_k^+ \subseteq J_k \), and the third inequality holds strictly provided that the submatrix \( A_{J_k}^+ \) has at least rank two. In conclusion, if the matrix \( A \) has e.g. full row rank and consider a sampling of \( J_k \) based on a given probability \( P \), then \( L_N \) satisfies:

\[
L_N = \max_{J \sim P, |J| = N, J \neq J} \frac{\lambda_{\max}(A_J A_J^T)}{N} < 1. \tag{27}
\]

Note that for particular sampling rules we can compute \( L_N \) efficiently, such as when we consider a uniform distribution over a fixed partition of \( \mathcal{A} = \bigcup_{i=1}^N J_i \) of equal size. The reader may find other examples of functional constraints satisfying \( L_N < 1 \) and we believe that this paper opens a window of opportunities for algorithmic research in this direction.

### 3 Sequential random minibatch projections algorithm

In this section we consider a sequential variant of the algorithm defined in terms of the following iterative process:

\[
v_k = \Pi_Y [x_{k-1} - \alpha_{k-1} s_f(x_{k-1})], \tag{28a}
\]

\[
z_{k}^0 = v_k, \ z_{k}^i = \Pi_Y \left[ z_{k-1}^i - \beta \frac{g^+_k(z_{k-1}^{i-1})}{\|d_k^i\|^2} d_k^i \right] \quad \text{for } i = 1, \ldots, N, \tag{28b}
\]

\[
x_k = z_k^N. \tag{28c}
\]
This method takes, as for the parallel variant, one subgradient step for the objective function, followed by \( N \) sequential feasibility updates. As before, the vector \( d_k^i \) is chosen as \( d_k^i \in \partial g_{\omega_k^i}(z_k^{i-1}) \) if \( g_{\omega_k^i}(v_k) > 0 \), and \( d_k^i = d \) for some \( d \neq 0 \) if \( g_{\omega_k^i}(z_k^{i-1}) = 0 \). Note that in this variant, the feasibility updates use the projection on \( Y \) in order to confine the intermittent iterates \( z_k^i \) and \( x_k \) to the set \( Y \), where \( g_{\omega} \)'s and \( f \) (for the last step) are assumed to have uniformly bounded subgradients.

In this section we analyze the convergence properties of this new algorithm \( \text{(28)} \). Given \( x_{k-1} \), the update of \( v_k \) is the same as in the parallel method \( \text{(2)} \), thus Lemma \( \text{2} \) still applies here. We need an analog of Lemma \( \text{5} \).

**Lemma 7** Let Assumptions \( \text{1(a)} \) and \( \text{1(c)} \) hold. Let \( x_k \) be generated by algorithm \( \text{(28)} \) with \( \beta \in (0, 2) \). Then, the following relations are valid:

\[
\text{dist}^2(z_k^i, X) \leq \text{dist}^2(z_k^{i-1}, X) - \frac{\beta(2 - \beta)}{M_g^2} (g_{\omega_k^i}(z_k^{i-1}))^2 \quad \text{for all} \quad i = 1, \ldots, N,
\]

\[
\|x_k - y\|^2 \leq \|v_k - y\|^2 - \frac{\beta(2 - \beta)}{M_g^2} \sum_{i=1}^{N} (g_{\omega_k^i}(z_k^{i-1}))^2 \quad \text{for all} \quad y \in X,
\]

\[
\text{dist}^2(x_k, X) \leq \text{dist}^2(v_k, X) - \frac{\beta(2 - \beta)}{M_g^2} \sum_{i=1}^{N} (g_{\omega_k^i}(z_k^{i-1}))^2 \quad \text{for all} \quad k \geq 1.
\]

**Proof** We start with the definition of \( z_k^i \) in \( \text{(28)} \) and Lemma \( \text{3} \) with \( Z = Y \). Thus, we obtain for all \( y \in X \) (which satisfies \( g_{\omega_k^i}(y) = 0 \) for any realization of \( \omega_k^i \)) and for all \( i = 1, \ldots, N \),

\[
\|z_k^i - y\|^2 \leq \|z_k^{i-1} - y\|^2 - \beta(2 - \beta) \frac{(g_{\omega_k^i}(z_k^{i-1}))^2}{\|d_k^i\|^2}.
\]

By using \( \|d_k^i\|^2 \leq M_g^2 \), we have for all \( i = 1, \ldots, N \),

\[
\|z_k^i - y\|^2 \leq \|z_k^{i-1} - y\|^2 - \frac{\beta(2 - \beta)}{M_g^2} (g_{\omega_k^i}(z_k^{i-1}))^2.
\]

The distance relation for \( z \)-iterates follows by taking the minimum over \( y \in X \) on both sides of inequality \( \text{(29)} \). By summing relations \( \text{(29)} \) over \( i = 1, \ldots, N \), and by using \( z_k^0 = v_k \) and \( z_k^N = x_k \), we obtain for any \( y \in X \),

\[
\|x_k - y\|^2 \leq \|v_k - y\|^2 - \frac{\beta(2 - \beta)}{M_g^2} \sum_{i=1}^{N} (g_{\omega_k^i}(z_k^{i-1}))^2.
\]

The distance relation follows by taking the minimum over \( y \in X \) on both sides of the preceding inequality. \( \square \)
Taking $\rho = 1/2$ in Lemma 2 we get:

$$\|v_k+1 - x^*\|^2 + \alpha_k (f(HX[x_k]) - f^*) \leq \left(1 - \frac{\alpha_k \mu}{2}\right) \|x_k - x^*\|^2 + \alpha_k M_f \|HX[x_k] - x_k\| + \alpha_k^2 M_f^2,$$

and using the inequality for $\|x_k - y\|^2$ from Lemma 7 in $y = x^*$, yields:

$$\|v_k+1 - x^*\|^2 + \alpha_k (f(HX[x_k]) - f^*) \leq \left(1 - \frac{\alpha_k \mu}{2}\right) \|v_k - x^*\|^2$$

(30)

$$- \left(1 - \frac{\alpha_k \mu}{2}\right) \frac{\beta(2 - \beta)}{M_f^2} \sum_{i=1}^N (g^+ \omega_k(z_k^{i-1}))^2 + \alpha_k M_f \|HX[x_k] - x_k\| + \alpha_k^2 M_f^2.$$

Taking the conditional expectation on $\mathcal{F}_{k-1}$ and $z_k^{i-1}$, and using Assumption 2 give

$$E\left[g^+ \omega_k(z_k^{i-1})^2 | \mathcal{F}_{k-1}, z_k^{i-1}\right] \geq \frac{1}{\epsilon} \text{dist}(z_k^{i-1}, X).$$

Using the iterated expectation rule, we obtain

$$E\left[g^+ \omega_k(z_k^{i-1})^2 | \mathcal{F}_{k-1}\right] = E\left[E\left[g^+ \omega_k(z_k^{i-1})^2 | \mathcal{F}_{k-1}, z_k^{i-1}\right] | \mathcal{F}_{k-1}\right] \geq \frac{1}{\epsilon} E\left[\text{dist}(z_k^{i-1}, X) | \mathcal{F}_{k-1}\right],$$

(31)

which, when combined with the distance relation of Lemma 4 gives for all $i = 1, \ldots, N$

$$E\left[\text{dist}^2(z_k^{i}, X) | \mathcal{F}_{k-1}\right] \leq \left(1 - \frac{\beta(2 - \beta)}{\epsilon M_f^2}\right) E\left[\text{dist}^2(z_k^{i-1}, X) | \mathcal{F}_{k-1}\right].$$

Hence, using the definition of $x_k$, i.e., $x_k = z_k^N$, and letting $q = \frac{\beta(2 - \beta)}{\epsilon M_f^2} \in (0, 1)$ (since we assume $\epsilon M_f^2 > 1$ and $\beta \in (0, 2)$), we have for all $i = 1, \ldots, N$,

$$E\left[\text{dist}^2(x_k, X) | \mathcal{F}_{k-1}\right] \leq (1 - q)^{N-i+1} E\left[\text{dist}^2(z_k^{i-1}, X) | \mathcal{F}_{k-1}\right],$$

implying that for all $i = 1, \ldots, N$,

$$E\left[\text{dist}^2(z_k^{i-1}, X) | \mathcal{F}_{k-1}\right] \geq \frac{1}{(1 - q)^{N-i+1}} E\left[\text{dist}^2(x_k, X) | \mathcal{F}_{k-1}\right].$$

(32)

From (31) and (32) for all $i = 1, \ldots, N$,

$$E\left[g^+ \omega_k(z_k^{i-1})^2 | \mathcal{F}_{k-1}\right] \geq \frac{1}{c (1 - q)^{N-i+1}} E\left[\text{dist}^2(x_k, X) | \mathcal{F}_{k-1}\right].$$

By summing over $i$

$$\sum_{i=1}^N E\left[g^+ \omega_k(z_k^{i-1})^2 | \mathcal{F}_{k-1}\right] \geq \frac{1}{c} \left(\sum_{i=1}^N \frac{1}{(1 - q)^{N-i+1}}\right) E\left[\text{dist}^2(x_k, X) | \mathcal{F}_{k-1}\right].$$
However,
\[
\sum_{i=1}^{N} \frac{1}{(1-q)^{N-i+1}} = \frac{1}{(1-q)^N} \sum_{i=1}^{N} (1-q)^i = \frac{1}{q(1-q)^N}.
\]

Finally, we get
\[
\sum_{i=1}^{N} E\left[ g_{\omega_k}(z_k^{i-1})^2 \mid \mathcal{F}_{k-1} \right] \geq \frac{1}{c} \frac{(1-(1-q)^N)}{q(1-q)^N} E\left[ \text{dist}^2(x_k, X) \mid \mathcal{F}_{k-1} \right]
\]
and consequently
\[
\frac{\beta(2-\beta)}{M^2} \sum_{i=1}^{N} E\left[ (g_{\omega_k}(z_k^{i-1}))^2 \mid \mathcal{F}_{k-1} \right] \geq \frac{\beta(2-\beta)}{cM^2} \frac{(1-(1-q)^N)}{q(1-q)^N} E\left[ \text{dist}^2(x_k, X) \mid \mathcal{F}_{k-1} \right]
\]
\[
= \frac{q}{q(1-q)^N} \frac{(1-(1-q)^N)}{q(1-q)^N} E\left[ \text{dist}^2(x_k, X) \mid \mathcal{F}_{k-1} \right] \geq \frac{(1-(1-q)^N)}{(1-q)^N} E\left[ \text{dist}^2(x_k, X) \mid \mathcal{F}_{k-1} \right] \geq (1-q)^{-N} - 1 \text{ E}[\text{dist}^2(x_k, X) \mid \mathcal{F}_{k-1}].
\]

Let us denote \( b_N^* = (1-q)^{-N} - 1 \). It is clear that \( b_N^* \rightarrow \infty \) as \( N \rightarrow \infty \). Taking expectation in (30) and using the previous inequality we get an analog of Lemma 6:
\[
E[\|v_{k+1} - x^*\|^2 \mid \mathcal{F}_{k-1}] + \alpha_k E[(f(HX[x_k]) - f^*) \mid \mathcal{F}_{k-1}] \leq (1 - \frac{\alpha_k \mu}{2}) \|v_k - x^*\|^2 - \left( (1 - \frac{\alpha_k \mu}{2}) b_N^* - \frac{\eta}{2} \right) E[\text{dist}^2(x_k, X) \mid \mathcal{F}_{k-1}]
\]
\[+ \beta_k \left( 1 + \frac{1}{2\eta} \right) M^2,
\]
for any \( \eta > 0 \). Let us consider the same stepsize as for the parallel scheme, i.e. \( \alpha_k = \frac{2}{\mu} \gamma_k \), choose \( \eta = (1 - \frac{\alpha_k \mu}{2}) b_N^* > 0 \), and take the full expectation, to get the following recurrence (analog to Theorem 1):
\[
E[\|v_{k+1} - x^*\|^2] + \frac{2}{\mu} \gamma_k E[(f(HX[x_k]) - f^*)] \leq (1 - \gamma_k) E[\|v_k - x^*\|^2]
\]
\[= \frac{1}{2} (1 - \gamma_k) b_N^* E[\text{dist}^2(x_k, X)] + \frac{4}{\mu^2} \gamma_k^2 \left( 1 + \frac{1}{(2 - 2\gamma_k)b_N} \right) M^2.
\]

Using now \( \gamma_k = \frac{2}{\mu} \), then \( 1 - \gamma_k \geq \frac{1}{4} \) and we get:
\[
E[\|v_{k+1} - x^*\|^2] + \frac{2}{\mu} \gamma_k E[(f(HX[x_k]) - f^*)] \leq (1 - \gamma_k) E[\|v_k - x^*\|^2]
\]
\[= \frac{1}{6} b_N^* E[\text{dist}^2(x_k, X)] + \frac{4}{\mu^2} \gamma_k^2 \left( 1 + \frac{2}{b_N^*} \right) M^2.
\]
Since, $\frac{1}{\gamma_k} \leq \frac{1}{\gamma_{k-1}}$ for all $k \geq 1$, dividing (33) by $\gamma_k^2$ and using the preceding inequality we have for all $k \geq 1$:

$$
\gamma_k^{-2} E[\|v_{k+1} - x^*\|^2] + \frac{2}{\mu} \gamma_k^{-1} E[(f(\Pi_X[x_k])) - f^*)]
\leq \frac{b_N}{6} E[\text{dist}^2(x_k, X)] \leq \gamma_k^{-2} E[\|v_k - x^*\|^2] + \frac{4}{\mu^2} \left(1 + \frac{2}{b_N}\right) M_f^2.
$$

Summing these over $k = 1, \ldots, t$, for some $t > 0$, we obtain the following recurrence relation for the algorithm (28):

$$
\gamma_t^{-2} E[\|v_{t+1} - x^*\|^2] + \frac{2}{\mu} \sum_{k=1}^t \gamma_k^{-1} E[(f(\Pi_X[x_k])) - f^*)]
\leq \gamma_0^{-2} E[\|v_1 - x^*\|^2] + \frac{4}{\mu^2} \left(1 + \frac{2}{b_N}\right) M_f^2.
$$

Using the same definition for the weighted averages $\hat{w}_t$ and $\hat{x}_t$ from (23) and $\gamma_k = \frac{2}{k+1}$ in (34), we get the main recurrence for the sequential variant (28):

$$
\frac{(t+1)^2}{4} E[\|v_{t+1} - x^*\|^2] + \frac{S_t}{(t+1)\mu} E[(f(\hat{w}_t)) - f^*)] + \frac{b_N^2 S_t}{24} E[\|\hat{w}_t - \hat{x}_t\|^2]
\leq \frac{1}{4} E[\|v_1 - x^*\|^2] + \frac{4t}{\mu^2} \left(1 + \frac{2}{b_N}\right) M_f^2.
$$

Next theorem summarizes the convergence rates that follow from the recurrence relation (35) of the sequential algorithm (28).

**Theorem 3** Let Assumption 1 and Assumption 2 hold and the stepsizes $\beta \in (0, 2)$ and $\alpha_k = \frac{4}{\mu(k+1)}$. Let also $q = \frac{\beta(2-\beta)}{cM_f^2} < 1$ and $b_N = (1-q)^{-N} - 1$. Then, the following sublinear rates for suboptimality and feasibility violation hold for the average sequence $\hat{x}_t$ from (23) generated by the sequential algorithm (28):

$$
E[(f(\hat{x}_t)) - f^*)] \leq O\left(\frac{1}{t + \frac{1}{\sqrt{b_N} t}}\right), \quad E[\text{dist}_X(\hat{x}_t)] \leq O\left(\frac{1}{\sqrt{b_N} t}\right).
$$

**Proof** Denoting the same average sequences $\hat{w}_t$ and $\hat{x}_t$ as in (23), we get the following convergence rates (omitting the constants but keeping the terms depending on $b_N$):

$$
E[f(\hat{w}_t) - f^*)] \leq O\left(\frac{1}{t + \frac{1}{b_N t}}\right), \quad E[\|\hat{w}_t - \hat{x}_t\|^2] \leq O\left(\frac{1}{b_N t^2}\right).
$$

Hence, we get the following convergence rate for the feasibility violation of the constraints that depends explicitly on the minibatch size $N$ via the term $b_N$:

$$
E[\text{dist}_X^2(\hat{x}_t)] \leq O\left(\frac{1}{b_N t^2}\right).
$$
Using the same reasoning as in the proof of Theorem 2, we also get the following convergence rate for suboptimality:

$$E[|f(\hat{x}_t) - f^*|] \leq O\left(\frac{1}{t} + \frac{1}{\sqrt{b_N t}}\right),$$

which proves the statements of the theorem.

We observe that also for the sequential algorithm (28), the convergence estimate for the feasibility violation depends explicitly on the minibatch size $N$ via the term $b_N$ (recall that $b_N \to \infty$ as $N \to \infty$). Since $b_N$ is an increasing sequence in $N$, it follows that the larger is the minibatch size $N$ the better is also the complexity of the sequential algorithm (28) in terms of constraints feasibility. In conclusion, for the sequential variant our rates prove that minibatching always helps and the feasibility estimate depends exponentially on the minibatch size. On the other hand, the suboptimality estimate contains a term which does not depend on the minibatch size $N$ as it happens for feasibility violation estimate.

4 Conclusions

In this paper we have considered non-smooth convex optimization problems with (possibly) infinite intersection of constraints. For solving this general class of convex problems we have proposed subgradient algorithms with random minibatch feasibility steps. At each iteration, our algorithms take first a step for minimizing the objective function and then a subsequent step minimizing the feasibility violation of the observed minibatch of constraints. The feasibility updates were performed based on either parallel or sequential random observations of several constraint components. For a diminishing stepsize and for restricted strongly convex objective functions, we have proved sublinear convergence rates for the expected distances of the weighted averages of the iterates from the constraint set, as well as for the expected suboptimality of the function values along the weighted averages. Our convergence rates are optimal for subgradient methods with random feasibility steps for solving this class of non-smooth convex problems. Moreover, the rates depend explicitly on the minibatch size. From our knowledge, this work is the first proving that subgradient methods with random minibatch feasibility updates have better complexity than their non-minibatch variants.
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