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**Abstract**

Byzantine Machine Learning (ML) systems are nowadays vulnerable for they require trusted machines and/or a synchronous network. We present GARFIELD, a system that provably achieves Byzantine resilience in ML applications without assuming any trusted component nor any bound on communication or computation delays. GARFIELD leverages ML specificities to make progress despite consensus being impossible in such an asynchronous, Byzantine environment. Following the classical server/worker architecture, GARFIELD replicates the parameter server while relying on the statistical properties of stochastic gradient descent to keep the models on the correct servers close to each other. On the other hand, GARFIELD uses statistically-robust gradient aggregation rules (GARs) to achieve resilience against Byzantine workers. We integrate GARFIELD with two widely-used ML frameworks, TensorFlow and PyTorch, while achieving transparency: applications developed with either framework do not need to change their interfaces to be made Byzantine resilient. Our implementation supports full-stack computations on both CPUs and GPUs. We report on our evaluation of GARFIELD with different (a) baselines, (b) ML models (e.g., ResNet-50 and VGG), and (c) hardware infrastructures (CPUs and GPUs). Our evaluation highlights several interesting facts about the cost of Byzantine resilience. In particular, (a) Byzantine resilience, unlike crash resilience, induces an accuracy loss, and (b) the throughput overhead comes much more from communication (70%) than from aggregation.
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1 Introduction

Machine Learning (ML) is nowadays distributed [42, 46]. A major motivation is scalability. The quantity of data available to ML tasks is huge and can only be handled with distributed architectures. For instance, the size of Google’s ad impression log to train an ad click predictor could reach trillions of examples [37], each representing a high-dimensional feature vector. Such a dataset expands daily with new examples [44] in order to yield better models.

The modern approach to distribute an ML task is through the server/worker distinction [43]. A parameter server coordinates the distribution of the training task among a large set of worker nodes. The parameter server typically aggregates the workers’ gradients by merely averaging them [5, 12], following the standard workhorse optimization algorithm: Stochastic Gradient Descent (SGD) [55]. As the number of participating machines in the distributed setup increases, the probability of failure of any of these machines increases too. In distributed computing, the most general way to model such failures is to assume an adversary that can control a subset of the system and make it arbitrarily deviate from the normal execution: we talk about a Byzantine adversary and Byzantine failures [40]. This includes bogus software, faulty hardware, and malicious attacks. With the increasing use of ML in mission-critical applications [26, 11, 52], building robust systems against these kinds of failures becomes a necessity. For instance in a datacenter environment, processing units fail [22] and training data (uploaded by the users of a service) could be malicious. Using vanilla state machine replication (SMR) techniques to solve such a problem is impractical in the ML context [20].

Tolerating Byzantine workers without replicating them has been recently well studied in the convex (see e.g., [16, 8]) and non-convex (see e.g., [10, 51, 61, 66]) settings. A key idea is to replace the vulnerable averaging scheme, used by the parameter server to aggregate gradients coming from workers, by a statistically robust gradient aggregation rule (GAR), e.g., Median [62]. Several GARs were proposed, and they differ according to their computation cost, the assumptions they make on the dimension of the model, or the ratio of correct nodes [9, 65, 25].

However, these prior approaches have two major limitations. First, all of them so far considered the parameter server as a highly-available, trusted component. Consider a multi-branch organization, e.g., a bank or a hospital, while training an ML model among its branches, the misbehavior of the central server may stop the entire learning or even corrupt it (Section 5.5). Second, most Byzantine ML systems so far assumed bounds on computation and communication delays, i.e., synchrony [20, 51]. An adversary can delay messages exchanged by correct machines by overloading the network or trying to consume their CPU by sending them a lot of packets to process [18]. In this case, correct machines would be signaled crashing, impeding the learning process.

We present in this paper Garfield, a system that achieves Byzantine resilience for ML applications, in both convex and non-convex settings, without trusting any component in the network nor requiring its synchrony, addressing the limitations of existing Byzantine-resilient ML systems. Garfield follows the nowadays standard server/worker architecture [43] while replicating the server on multiple machines. Garfield leverages ML specificities to make progress despite consensus being impossible in such an asynchronous, Byzantine environment [29]. Assuming that correct workers compute an unbiased estimate of the correct gradient with a bounded vari-

\(^1\)Not to confuse with asynchronous training [21].
ance [13], GARFIELD uses statistically-robust gradient aggregation rules (GARs)\(^2\) to compute a gradient with bounded deviation from the real/correct gradient, filtering out the effect of Byzantine replies. Tolerating Byzantine servers on the other hand relies on replicating the parameter server on multiple machines in addition to introducing the contraction property, an original application of Median [62], to ensure models at correct parameter servers remain close to each other. Such a property allows for achieving Byzantine resilience without relying on consensus/total ordering, circumventing the impossibility result [29]. We formally prove that GARFIELD guarantees the safe convergence of the learning process, despite the presence of Byzantine machines [24].

The design of GARFIELD is modular and generic. Essentially, GARFIELD provides (a) tools to replicate the parameter server on multiple machines as well as (b) networking abstractions to handle communication between workers and servers. Concretely, GARFIELD offers abstractions to read (i.e., pull) gradients and models from other machines and write the updated values to its local machine. Furthermore, GARFIELD implements four state-of-the-art Byzantine-resilient aggregation rules, for both CPUs and GPUs, with consistent interfaces for using them. Such a variety of GARs offered by GARFIELD enables the practitioner to trade the number of Byzantine machines to tolerate with the convergence speed, given a model dimension, as we discuss in Section 3.3. We integrated GARFIELD with two widely-used ML frameworks: TensorFlow [5] and PyTorch [49], and this went through important implementation choices to promote the practicality of GARFIELD. For instance, we implemented specific schemes to obtain efficient and parallelizable versions of the Byzantine-resilient GARs, especially on GPUs. Moreover, we devised the notion of separate replicated graphs for TensorFlow rather than relying on its shared graph design, as the latter would be a killer in a fully Byzantine environment, i.e., without any trusted node [20]. Our implementation [4] provides transparency: applications can be augmented with Byzantine resilience without changing their interfaces.

We report on our evaluation of GARFIELD, addressing the question of the cost of Byzantine resilience in a distributed ML deployment when compared to a vanilla deployment where all components are trusted and assuming network synchrony. We consider various ML models, as well as different hardware, i.e., CPUs and GPUs. We also study the cost when considering different degrees of resilience. For example, we use GARFIELD components (e.g., networking abstractions and server replication tools) to build a crash-tolerant baseline, which tolerates crashes of parameter server replicas, without relying on SMR. We also compare GARFIELD against AggregaThor [20], a state-of-the-art system that achieves partial Byzantine resilience, namely, Byzantine workers’ resilience, assuming however a trusted parameter server.

Essentially, we show that Byzantine resilience introduces around 5% loss in the accuracy compared to non-Byzantine deployments. This is interesting because crash resilience does not introduce any such loss. Yet, such an accuracy loss is expected due to the statistical properties of the employed GARs. Such GARs ensure convergence only to a bounded region close to any of the local minima. Hence, a Byzantine-resilient deployment could not reach the exact same point reached by a non-Byzantine-resilient deployment. Such an observation is made obvious only with large-scale deployments, as we show later in Section 5. In terms of throughput, we quantify the overhead of Byzantine resilience to less than 3x compared to a vanilla deployment. We root this overhead mainly to communication. Concretely, our experiments show that commu-
cation accounts for around 70% of the overhead while the aggregation step contributes to 15% of such an overhead. We quantify the cost of adding Byzantine resilience to servers, compared to partial Byzantine resilience (i.e., tolerating only Byzantine workers) with a trusted server, to 43% and the cost of Byzantine resilience, compared to the crash–tolerant baseline, to 27%. In the latter case, the server is replicated but Byzantine behavior is not tolerated. Notably, using GPUs achieves a performance improvement of at least two orders of magnitude over CPUs.

Summary of contributions.
1. We introduce Garfield, a Byzantine-resilient ML system that does not assume any trusted component, nor any bound on communication or computation delays.
2. We integrate Garfield with TensorFlow and PyTorch, while achieving (a) transparency: ML applications need not change their interfaces to work with Garfield and (b) full-stack computations on CPUs and GPUs.
3. We evaluate our implementation of Garfield [4] against different baselines, analyzing the cost of Byzantine resilience in different scenarios.

2 Background

2.1 Stochastic Gradient Descent

Stochastic Gradient Descent (SGD) [55] is the most widely-used optimization algorithm in ML applications [17, 42, 5]. Many impressive results of the last decade, e.g., in image classification challenges [38, 58], used SGD optimize a neural network.

A neural network (NN) is a mere parameterized mathematical function, called model. A toy example: \( f(i) = \alpha i + \beta \), where the factors \((\alpha, \beta) \triangleq \mathbf{x} \in \mathbb{R}^d\) are called the parameters. To optimize an NN actually means to optimize a loss function \( L(\mathbf{x}) \in \mathbb{R} \), which measures “how incorrect the model, parameterized by \( \mathbf{x} \), is when labeling an input”.

SGD addresses the following optimization problem:

\[
\mathbf{x}_{opt} \triangleq \arg \min_{\mathbf{x} \in \mathbb{R}^d} L(\mathbf{x})
\]  

(1)

The procedure is iterative, at step \( k \):

1. Estimate the gradient \( G(\mathbf{x}^{(k)}, \xi) \), with a subset \( \xi \) of size \( b \) of the training set, called mini-batch. This is a stochastic estimation of the uncomputable, real gradient \( \nabla L(\mathbf{x}^{(k)}) \).

2. Update the parameters in the opposite direction of the estimated gradient. At the \( k^{th} \) iteration, called step:

\[
\mathbf{x}^{(k+1)} = \mathbf{x}^{(k)} - \gamma_k \cdot G(\mathbf{x}^{(k)}, \xi)
\]

(2)

The sequence \( \{\gamma_k \in \mathbb{R}_{>0}\} \) is called the learning rate.

2.2 Parameter Server Architecture

Estimating the gradient at \( \mathbf{x} \) is computationally expensive. It consists of averaging the \( b \) estimates of the gradient \( G(x, \xi_i) \), where \( \xi_i \) is the \( i^{th} \) pair (input, correct label)
from the mini–batch. Each \( G(x, \xi_i) \) involves a \textit{backpropagation} pass, so the amount of arithmetic operations to carry out to estimate \( G(x, \xi) \approx \nabla L(x^{(k)}) \) is \( \mathcal{O}(b \cdot d) \).

Fortunately, this gradient estimation is also easily parallelizable. The computation of \( G(x^{(k)}, \xi_i) \) could be done entirely in parallel by distributing the \( b \) computations \( G(x^{(k)}, \xi_i) \) over \( n \) machines. One widely used architecture enabling this distribution is the \textit{parameter server} scheme [43], illustrated in Figure 1, where a centralized server holds the parameters \( x \).

For each training step, the server first broadcasts the parameters to workers, which then share the heavy gradient estimation (i.e., each worker uses a mini–batch of size \( b/n \)). When a worker completes its estimation, it sends it to the parameter server. Finally, the server \textit{averages} the received estimations and updates the parameters \( x \), as in Equation 2.

2.3 Byzantine Resilience

In the parlance of classical distributed computing, a system tolerates a Byzantine fault when it copes with a machine that can deviate arbitrarily from the algorithm assigned to it [40]. Such a behavior abstracts any kind of failures, including software bugs, hardware defects, corrupted data [30], communication omissions, or even adversarial attacks. We consider the ML context where any of the machines contributing to the learning process, i.e., a worker or a server, can behave arbitrarily.

Previous work achieves Byzantine resilience through robust aggregation, e.g., [10, 41], redundant gradient computation along with coding schemes [15], combining both ideas [51], or performance–based ranking [63, 66]. \textsc{Garfield} follows the robust aggregation path, yet extends it with tolerating network asynchrony possibly misbehaving servers.

3 The Garfield Framework

We first introduce the problem we tackle and our assumptions, then we describe the \textit{gradient aggregation rules} (GARs) implemented by \textsc{Garfield}. Finally, we describe our protocol and discuss some intuitions about its Byzantine resilience.

3.1 Problem Definition

Contrary to the standard parameter server scheme [43] where the server is a single point of failure, \textsc{Garfield} assumes \( n_{w} \) workers and \( n_{ps} \) servers, among which up to
workers and $f_w$ servers can behave arbitrarily. The goal is for the correct nodes\(^3\) to learn despite the $f_w + f_p$ Byzantine nodes. More concretely, GARFIELD devises a learning procedure (Figure 2) that reaches a final parameter $x_{opt}$ close to the one that would have been reached without Byzantine workers. The problem is well-studied in Byzantine-free distributed systems, e.g., [33] and systems with Byzantine workers, e.g., [61, 10, 8, 63]. We list below the properties (using informal wording) that we identified to also tolerate Byzantine servers:

1. **Bounded deviation.** Parameter vectors on correct servers should not deviate too much from each other.

2. **Eventual contraction.** Parameter vectors on correct servers should eventually reach the same values.

3. **Advancement of learning.** Before convergence (i.e., before some step $t$), each correct parameter vector should come closer to the optimal solution after each step. In other words, the updating vector should have the same direction as the true gradient.

4. **Global confinement.** Correct servers’ parameter vectors should remain confined within a bounded region.

The first and the last properties constitute the safety requirements; the rest are the liveness requirements. All these requirements are both crucial and non-trivial to attain with the existing algorithms. For instance, one would think of a solution in which each parameter server works on its own by collecting gradients from all workers and applying a statistically-robust GAR to filter out Byzantine replies. Unfortunately, such a solution will not work as it will not ensure neither the bounded deviation nor the eventual contraction requirements and as a result, it is impossible to ensure advancement of learning in each step. Intuitively, if parameter vectors on correct servers become arbitrarily far from each other, then the gradients of one vector (i.e., model) cannot be used to update the state of another vector. As a result, this novel setup requires a crucial novel requirement, which is the agreement among correct servers on the parameter vector at each step. With the well-known impossibility result of agreement in Byzantine, asynchronous setup [29], we rely on the abstraction of approximate agreement [28] instead.

### 3.2 Assumptions

We assume that the training data is distributed identically and independently (i.i.d) on all workers [67]. We assume $n_{ps} \geq 3f_{ps} + 1$, where the relation between $n_{w}$ and $f_{w}$ depends on the employed GAR (see Section 3.3). We allow for a strong adversary that can coordinate Byzantine nodes and can delay communication or computation at correct nodes, but not indefinitely [14]. In this sense, we do not assume any upper bound on the communication nor the computation time, i.e., we assume an asynchronous network.

We assume the Byzantine nodes have strong, yet bounded, computation power and arbitrarily fast communication channels so as to compute the strong attacks presented in the ML literature [9, 25]. We also assume that these nodes have access to a subset of the training dataset and can overhear gradients sent by correct workers. We assume that honest nodes can authenticate the source of a message to prevent spoofing and

\[^3\text{When there is no ambiguity, we refer to both workers and parameter servers by nodes.}\]
Sybil attacks. This can be done using public-key signatures [53] and message authentication codes [59]. We assume that the adversary does not have enough computation power to break the cryptographic techniques [14].

3.3 Statistically Robust GARs

In this section, we introduce the GARs implemented by Garfield. A GAR is merely a function of \((\mathbb{R}^d)^q \rightarrow \mathbb{R}^d\), with \(d\) the dimension of the input vector (i.e., a gradient or a model) space \(\mathbb{R}^d\) and \(q\) the number of input vectors. Basically, these GARs wait for \(q\) vectors before applying some functions on them. Hence, in synchronous settings, these GARs can be deployed with \(q\) machines in the system (so that the aggregator node can gather replies from all nodes in the system within some time bound). Yet, in asynchronous settings, one would require to deploy \(q + f\) nodes to use these GARs, to ensure liveness of the protocol, where \(f\) denotes the maximum number of Byzantine inputs. In short, all GARs output a vector with special statistical properties that make them safe to use in the Byzantine setting.

1. **Median** [62] computes the coordinate-wise median among the input gradients and outputs one gradient of these medians. **Median** requires \(q \geq 2f + 1\), and its asymptotic complexity is \(O(qd)\).

2. **Multi–Krum** [20] assigns a score (based on a sum of distances with the closest neighbors) to each gradient a worker submits to the server, and then returns the average of the smallest scoring gradients set of size \(m\) (with \(m \leq q - f - 2\)). For aggregating workers’ replies, **Multi–Krum** achieves a better convergence rate compared to **Median** [20]. **Multi–Krum** requires \(q \geq 2f + 3\), and its asymptotic complexity is \(O(q^2d)\).

3. **MDA** [54] finds a subset group of gradients of size \(q - f\) with the minimum diameter among all other subsets, where the diameter of a group is defined as the maximum distance between any two gradients of this subset. **MDA** then outputs the average of the chosen subset. Notably, **MDA** carries an exponential\(^4\) asymptotic complexity, in \(O((q^f) + q^2d)\). Yet, as we will discuss later, its assumptions about variance are weaker than for the previous two GARs [47]. **MDA** requires \(q \geq 2f + 1\).

4. **Bulyan** [25] robustly aggregates \(q\) gradients by iterating several times (say \(k\) times) over another Byzantine–resilient GAR, e.g., **Multi–Krum**. In each of these \(k\) iterations, **Bulyan** extracts the gradients selected by such a GAR. Then, it computes the the coordinate-wise median of the \(k\) selected gradients. It then extracts the closest \(k'\) gradients to the computed median, and finally returns the coordinate-wise average of these \(k'\) gradients. Unlike previous GARs, **Bulyan** can sustain a model with a large dimension. Yet, it requires \(q \geq 4f + 3\), and its asymptotic complexity is \(O(q^2d)\).

**Tradeoffs.** In addition to the differences in the ratio of tolerated Byzantine nodes (inequalities relating \(q\) with \(f\)) and the computational cost of each GAR, the model dimension is also crucial in deciding which GAR to use. For high dimensions (e.g., order of millions), one should use **Bulyan** [25]. In low dimensions, the application

\(^4\)Exponential when \(f = O(q)\), polynomial when \(f = O(1)\).
Figure 2: One training loop in Garfield. The left line abstracts all parameter servers whilst the right line abstracts all workers. Arrows indicate communication. For instance, step 9 indicates exchanging the updated model among the server replicas. The GAR at step 7 could be any of those presented in Section 3.3.

setup should satisfy the variance assumption of the working GAR, as given below:

\[ \exists \kappa \in [1, +\infty], \forall (i, t, \theta) \in [1..n-f] \times \mathbb{N} \times \mathbb{R}^d, \]
\[ \kappa \Delta \sqrt{\mathbb{E} \left( \left\| g_i^{(t)} - \mathbb{E} g_i^{(t)} \right\|^2 \right)} \leq \| \nabla L(\theta) \|, \]

where,

\[ \Delta = \begin{cases} \frac{2f}{n-f} & \text{if GAR = MDA} \\ \sqrt{2} \left( n-f + \frac{f(n-f-2) + f^2(n-f-1)}{n^2 f^2} \right) \left( \frac{n-f}{n-f-2} \right) & \text{if GAR = Multi-Krum} \\ \sqrt{n-f} & \text{if GAR = Median}, \end{cases} \]

where \( g_i^{(t)} \) is the estimated gradient by worker \( i \) at time \( t \), and \( L(\theta) \) is the loss function at the model state \( \theta \). We provide a simple tool, `measure_variance.py`, to estimate whether such a condition is satisfied. Such a tool takes the experimental setup (\( n, f \), the batch size, etc) as inputs. Then, it does few training steps, while estimating the true gradient \( \nabla L(\theta) \) by computing a gradient using a huge batch size. In each training step, such a tool checks whether the condition stated above is satisfied or not, and then, gives the user statistics on how often such a condition is satisfied with each GAR.

### 3.4 The Garfield Protocol

Here we describe how Garfield works, highlighting how it tolerates Byzantine servers and workers while not assuming network synchrony.

Figure 2 displays a full training step and the communication involved.

**Initialization.** Each non-Byzantine parameter server initializes the model using the same seed so that each of them can start with the same initial model.
Worker behavior. Each worker (1) gathers a subset $q_{ps}$ of parameters from the first responding server replicas and (2) aggregates the received parameters using Median. Asynchrony, together with the presence of (at most) $f_{ps}$ Byzantine servers, makes it impossible for a worker to wait for more than $n_{ps} - f_{ps}$ parameter servers. The intuition is that if it does, then the (possibly colluding) Byzantine servers would only need to never reply to stop the training. Our protocol requires $2f_{ps} + 1 \leq q_{ps} \leq n_{ps} - f_{ps}$, and we consistently use $q_{ps} = 2f_{ps} + 3$ in our experiments.

Server behavior. Each server (1) gathers a subset $q_{w}$ of gradients from the first responding workers and (2) robustly aggregates these gradients using any Byzantine–resilient GAR (Section 3.3) with $q_{w} \leq n_{w} - f_{w}$ (due to asynchrony). The server then uses the aggregated gradient to update the parameters (Equation 2). Servers then perform one more round of communication between each other (steps 9–11 in Figure 2), in which they exchange their just–updated parameters. Each server waits for $q_{ps} \geq 2f_{ps} + 1$ other parameter vectors and then aggregates them with its own using Median. This additional step is paramount for correctness as it bounds the expected maximal pairwise distance between any two parameters, despite the impossibility of agreement in our asynchronous, Byzantine environment.

3.5 Correctness

The full formal specification of the Garfield protocol, along with its proof of correctness, is in [24]. There, we formally show why our generic protocol works when instantiated with each GAR. Here we sketch intuitions of the correctness.

Lemma 3.1. The expected maximum distance between parameter vectors on correct servers is always bounded.

Proof Sketch. Based on our assumptions, the correct workers compute an unbiased estimate of the real gradient with a bounded variance, following a correct execution of the SGD algorithm. Hence, the robust GAR (Step 7 in Figure 2) enables each parameter server to recover a correct gradient (within an expected bounded range) from $n_{w}$ workers when a minority is Byzantine. The key is that a robust GAR outputs a gradient which distance to any non-Byzantine gradient is bounded by a quantity independent from the received Byzantine gradient. For instance, when using MDA as a GAR, the following holds:

$$\forall l \in H, \|MDA(x_1 \ldots x_{n_w}) - x_l\| \leq \max_{(i,j) \in H^2} \|x_i - x_j\|,$$

where $x_k$ is the gradient estimated by worker $k$, and $l,i,$ and $j$ are indices of correct gradients belonging to the set $H$. Hence, the distance between any two aggregated gradients (on two correct servers) is bounded by the diameter of the correct gradients and so is the updated correct models (Step 8 in Figure 2), given that any correct server receives at least $f_{w} + 1$ correct gradients (as $q_w \geq 2f_{w} + 1$). Moreover, applying coordinate-wise Median\footnote{Note that other Median–based aggregation techniques could be also used like mean around median and trimmed mean.} with $q_{ps} \geq 2f_{ps} + 1$ ensures that the output model is bounded above and below by correct models, given at least $f_{ps} + 1$ correct models are gathered. This latter, fundamental piece for correctness is novel to the Byzantine SGD literature, which so far always relied on a single trusted server and only tolerated Byzantine fault at the workers’ side.\hfill \square
Lemma 3.2. **Garfield** ensures the learning advancement towards a local minimum in each step.

*Proof Sketch.* This relies on two fundamental pieces: (1) the computation of an unbiased gradient estimation on each correct worker and (2) the bounded deviation of parameter vectors on correct servers (Lemma 3.1). These two pieces result in the fact that the *effective gradients* (which are used at the end to update the parameter vectors) at the correct servers all lie in the same half-space as the true gradient. This ensures that all correct parameter vectors move towards a local minimum. Applying coordinate–wise *Median* (Step 10 in Figure 2) then outputs a vector in the range of correct vectors and hence, ensures that this output vector has advanced towards a local minimum. In [24], we formally prove the standard convergence criterion [13]:

\[
\lim_{t \to +\infty} E \| \nabla L (\bar{\theta}_t) \| = 0,
\]

(4)

where \(\bar{\theta}_t\) is the average of correct parameter vectors.

Lemma 3.3. Parameter vectors on correct servers are always confined beyond a bounded region.

*Proof Sketch.* By the construction of the algorithm, all correct parameter servers start with the same random vector. Based on Lemma 3.2, all vectors move in the same direction, which follows the same dynamics of vanilla SGD. Based on this, we can demonstrate that the second, third, and fourth moments of the *effective gradients* are bounded with respect to the norm of the parameter vector on each correct worker, following the same standard proof of SGD [13]. This essentially translates to the fact that the correct parameter vectors will remain confined within a bounded region.

Lemma 3.4. Eventually, all parameter vectors on correct servers contract almost–surely to the same values.

*Proof Sketch.* Based on Lemma 3.2, all correct parameter vectors move towards a local minimum. Given that the learning rate decreases with time, correct parameter vectors take smaller steps as they approach the local minimum. Moreover, based on Lemma 3.1, we know that correct models are always close to each other. As a result, after some time \(t\), the expected maximum distance between correct vectors decreases over time, contracting eventually to the same vector (as a result of the repetitive application of *Median* in each step). Formally, **Garfield** ensures that the correct model parameters almost–surely converge to the same value:

\[
\lim_{t \to +\infty} E \left( \max_{(a,b) \in [1 \ldots n_{ps} - f_{ps}]} \| \theta_t^{(a)} - \theta_t^{(b)} \| \right) = 0,
\]

(5)

where \(\theta_t^{(a)}\) is the parameter vector at server \(x\) at time \(t\).

Theorem 3.5. **Garfield** achieves Byzantine–resilient learning with malicious servers and workers.

*Proof Sketch.* Given all these previous lemmas, we can plug **Garfield** in the standard proof of SGD [13], showing convergence, despite the presence of Byzantine machines.
4 Garfield Design and Implementation

4.1 System Components

Garfield is designed in a modular way as shown in Figure 3. In this section, we describe each of these modules.

Controller. This module controls the training task. It is used for cluster deployment, definition of parameters, as well as for launching experiments. This encompasses parsing the cluster information, such as nodes' jobs (servers or workers) as well as their IPs and port numbers, starting the training procedure over SSH, and parsing experiments' parameters, e.g., the maximum number of Byzantine workers and servers.

Experiment. This module abstracts the available models and datasets for training. We implement a unified interface to the TensorFlow slim research models and TorchVision models. This enables us to experiment with various models, e.g., ResNet [32] and VGG [57]. On the training side, we leverage the compute and apply gradients functions to the underlying system, be it TensorFlow or PyTorch. We give unified interfaces for reading, writing, and updating the parameter vector. Having this fine-grained control on the training process is crucial in achieving Byzantine resilience.

Aggregation. We implement a highly-parallelized version of the four Byzantine-resilient GARs mentioned above, on both CPUs and GPUs, and we create wrappers (including dependency management, automatic compilation and loading) to use them as custom operations in both TensorFlow and PyTorch. Such wrappers make it possible to involve the GARs with the same interface for both frameworks, though the lower-level interfaces each framework provides differ substantially. To use a GAR, the common interface consists in two functions: init() and aggregate(). The init() function takes the name of the required GAR (e.g., “median”), the value of n, the total number of inputs, and f, the maximum number of Byzantine inputs. The second function, aggregate(), takes n tensors (could represent gradients or models) and outputs the aggregated one. Whether this function will execute on a CPU or a GPU depends on the device on which the input vectors are stored. In this way, our implementation abstracts the device, CPU or GPU, and the framework, TensorFlow or PyTorch, away from the developer, achieving modularity and our ease-of-use goal. We implement carefully optimized versions of the GARs. For example, aggregating gradients may require multiple iterations, calculating some distance-based scores for each of them in each iteration, e.g., with Multi-Krum or Bulyan. We then cache the results of each of these iterations (in the CPU or GPU memory) and hence, remove redundant computations. Besides, we reduce the memory cost by allocating space only for one iteration along with the intermediate selected gradients.

Network. Existing networking abstractions in both frameworks, TensorFlow and PyTorch, are not enough to be used (1) in a Byzantine, asynchronous environment and (2) with replicated parameter servers.\textsuperscript{6} For example, one can deploy distributed

\textsuperscript{6}Not to be confused with replicated graphs in TensorFlow. In our case, the replicated servers (all have the same graph) are independent, rather than shared between machines, and they do exactly the same computation on the same data for fault tolerance rather than for performance. Both kinds of replication can be combined, but this is out of the scope of this paper.
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training on PyTorch by using `DistributedDataParallel()` or on TensorFlow by running `ParameterServerStrategy()`. However, both are high-level abstractions that cannot be tweaked to support both network asynchrony and parameter server replication.

Following the same model of the `Aggregation` module, we define the same interface in both frameworks to the networking layer. Basically, `Garfield` supports two functions: `get_gradients()` and `get_models()`. The `get_gradients()` function is used on the server side to read the updated gradients from the workers. It accepts two parameters: `t`, the index of the current iteration, and `qw`, the number of workers from which a server should receive replies with `qw ≤ nw`; `qw = nw` denotes synchronous communication with no faults in the system, i.e., a server is expecting to receive replies from all workers.

By default, the function returns the fastest `qw` replies it receives. The `get_models()` function works in the same way, yet with one difference: it accepts a third Boolean value that denotes whether to read the models from the workers or the servers. It returns the models of the fastest `q` replying machines. Such abstractions make it easy and natural to communicate with all machines in the network in both synchronous and asynchronous communication environments and both frameworks.

### 4.2 Implementation

First, we present how we implement the communication abstractions, i.e., `get_models()` and `get_gradients()` in TensorFlow and PyTorch respectively. Then, we show how we implement an efficient version of the `median` function (which is used in `Median` and `Bulyan` GARs) on GPUs.

**Communication in TensorFlow.** TensorFlow adopts the notion of dataflow graph in which all computations are defined in one graph, even if deployed in a distributed environment, where all participating nodes share this graph. This is a critical vulnerability in the Byzantine setting as Byzantine nodes can write and execute code on other nodes [20]. Also, this shared graph hides the data communication among workers and servers, reducing the programming flexibility and disallowing having more communication rounds, which is crucial for Byzantine resilience.

We follow another route in which all nodes create an independent, yet replicated graph. Though this design has high memory overhead, we believe it is necessary to tolerate adversarial behavior. In addition to resolving the vulnerability, this design allows for more flexible communication patterns among the participating nodes. To be compliant with the design of TensorFlow, we use gRPC for communication and

---

7 We also include GPU implementation of other GARs yet, we focus on `median` because its GPU implementation is challenging as we discuss.

8 We believe that such an overhead could be reduced if the environment is Byzantine-free.
protocol buffers [60] for serializing and deserializing data. We use the pull model for transferring data: when a node, be it a worker or a server, needs some data, it pulls this data from the other nodes. This is done by initiating a remote procedure call. Each node implements a server that serves these requests. We define the protocol buffers which encode data exchanged between participants. We parallelize the replicated communication between workers and servers for requesting gradients and updated models so as to reduce the communication time as much as possible. However, abandoning the highly optimized TensorFlow distributed runtime and using independent graphs on each node requires context switches between TensorFlow and Python runtimes (as protocol buffers cannot serialize tensors directly). Concretely, when a node is requested to send a gradient or a model, it serializes the requested data to a protocol buffer, exiting the TensorFlow graph/runtime. On the receiver side, a node deserializes the received bytes back to a Tensor. Experiments show that the overhead of these conversions (including memory copying) is non-negligible.

**Communication in PyTorch.** We implement the same abstractions in PyTorch, but with a slightly different design compared to the TensorFlow one. First, there is no context switch between PyTorch and Python since PyTorch gives communication abstractions that can be used directly on tensors. Second, we pipeline the communication with aggregation as PyTorch gives access to gradients of each layer in the deep network separately; this allows for better utilization of both network and computation devices and hence, better scalability. Third, our implementation automatically chooses the best communication backend between *nccl* and *gloo* to allow GPU-to-GPU communication when possible. This is a plus compared to TensorFlow as gRPC does not allow such a kind of communication. Finally, we use the notion of groups in distributed communication, and we choose groups carefully to enable the usage of the networking abstractions that allow GPU-to-GPU communication. For example, in the servers-to-workers communication step, we use *broadcast()* rather than *gather()* when using the *nccl* backend as *gather()* does not support GPU-to-GPU communication.9

**SIMT median function.** Our implementation of the *median* function on CPU is quite straightforward: each of the \( m \geq 1 \) available cores processes a continuous share of \( n/m \) coordinates. Then each core applies, for each coordinate of its share, *introselect* (or equivalent) by calling the standard C++ *std::nth_element*.

Nevertheless, even embarrassingly parallel algorithms like *median* would not necessarily benefit from running on GPGPUs (General–Purpose computing on Graphics Processing Unit). That is because modern GPGPUs, to achieve parallel execution on many threads while limiting instruction fetch costs, batch threads into groups of, e.g. 32 threads that execute the same instruction.10 Algorithms like *introselect* [48] are branch-intensive, with possibly many instructions executed in each branch, and so, fails to scale on GPUs.

Reminiscent of [36], our implementation of *median* is built around a primitive that orders 3 elements without branching, by the use of the *selection instruction*, which converts a predicate to an integer value. Let \( v \) be the table of size 3 to reorder by increasing values. Thanks to the selection instruction, we can compute \( c[3] = \{v[0] > v[1], v[0] > v[2], v[1] > v[2]\} \), where \( a > b \) is 1 if \( a > b \) else 0. Then the indices \( i[2] = \{ \)

---

9https://pytorch.org/docs/stable/distributed.html
10In case of branching, the threads execute in lock-step.
\[
\frac{(1+c[0]+2*c[1]+c[2]-c[1]\oplus c[2])}{2},
\frac{(4-c[0]-2*c[1]-c[2]+c[0]\oplus c[1])}{2}
\]
and finally the reordered values $w$ of $v$ is:
\[
w[3] = \{ v[i[0]], v[3-i[0]-i[1]], v[i[1]] \}.
\]
Using this reordering primitive, we manage to implement an efficient version of median with minimal branching.

5 Evaluation of Garfield

In the following, we first describe the settings we use and the baselines we compare Garfield against. Then, we show the convergence rate and throughput of Garfield in a Byzantine and a non-Byzantine environments. We defer more experiments to the supplementary materials.

5.1 Setting

Testbed. Our experimental platform is Grid5000 [2]. For the experiments deployed with CPUs, we employ nodes from the same cluster, each having 2 CPUs (Intel Xeon E5-2630 v4) with 10 cores, 256 GiB RAM and 2×10 Gbps Ethernet. For the GPU-based experiments, we employ nodes from two clusters (due to the limited number of nodes in one cluster); nodes in different clusters have different specifications. Each node has 2 identical GPUs.

Metrics. We evaluate the performance of Garfield using the following standard metrics:

Accuracy. This measures the top-1 cross-accuracy: the fraction of correct predictions among all the predictions, using the test set. Concretely, it shows the quality of the learned model over time. We measure the accuracy with respect to time and model updates.

Throughput. This quantifies the number of updates that the system processes per second, measured at the parameter server. For fault-tolerant systems that employ multiple parameter servers, we report the highest throughput, which corresponds to the fastest correct parameter server.

Application. We consider two variants of Garfield: the first uses Bulyan [25] to aggregate gradients, and hence achieves Byzantine resilience in high dimensions while assuming network asynchrony. The second one uses Multi-Krum [20] to aggregate gradients while assuming network synchrony. As the first instance provides stronger guarantees, it is more expensive to deploy as we show later. Unless otherwise stated, we use our TensorFlow version with the first application and PyTorch for the second one.

We consider the image classification task due to its wide adoption as a benchmark for distributed ML systems [17, 5]. We use MNIST [3] and CIFAR-10 [1] datasets. MNIST is a dataset of handwritten digits with 70,000 28 × 28 images in 10 classes. CIFAR-10 consists of 60,000 32 × 32 colour images in 10 classes. Table 1 presents the models we used for evaluation.
Table 1: Models used to evaluate Garfield.

| Model     | # parameters | Size (MB) |
|-----------|--------------|-----------|
| MNIST CNN | 79510        | 0.3       |
| CifarNet  | 1756426      | 6.7       |
| Inception | 5602874      | 21.4      |
| ResNet-50 | 23539850     | 89.8      |
| ResNet-200| 62697610     | 239.2     |
| VGG       | 128807306    | 491.4     |

Setup. For TensorFlow experiments, we employ 18 workers, out of them 3 could be Byzantine \((n_w = 18, f_w = 3)\) and 6 servers, 1 could be Byzantine \((n_{ps} = 6, f_{ps} = 1)\). We employ a batch size of 32 at each worker, leading to an effective batch size of 480 in the normal case \((n_w = 4f_w + 3 = 15)\). Recent studies show that going further than this number does not help achieve faster convergence [56], in addition to reducing throughput. For PyTorch experiment, we use 10 workers, with also 3 Byzantine, and 3 servers, with only 1 Byzantine. We use a batch size of 100 at each worker. We repeated all experiments multiple times and found that the error-bars are always very small compared to the presented values and hence, we omit them for better readability.

5.2 Baselines

To the best of our knowledge, Garfield is the first system to tolerate both Byzantine servers and workers. Hence, it is hard to find the perfect baseline to compare Garfield against. We chose the following baselines to show the benefits of deploying Garfield.

Vanilla baseline. This is the vanilla deployment of TensorFlow or PyTorch. We highlight two key differences between this deployment and Garfield. First, this setup uses only one trusted parameter server. This reduces the communication links with the workers and eliminates the overhead of synchronization required in case of using multiple servers. Second, a lightweight GAR i.e., Average is used by such a baseline, where more computational intensive ones e.g., Bulyan are used by Garfield. Thus, comparing Garfield against this baseline quantifies the overhead of replicating the parameter server and the Byzantine resilience cost.

AggregaThor [20]. This is the only existing scalable ML system that achieves Byzantine resilience, yet only for Byzantine workers. It is built on TensorFlow and supports training only on CPUs.\(^\text{11}\) AggregaThor uses only one trusted server while tolerating Byzantine workers. Moreover, it works only under a synchronous network assumption. For a fair comparison with our TensorFlow-based system, we run AggregaThor with Bulyan [25]. Thus, comparing with this baseline quantifies the overhead of the network asynchrony assumption and the replicated parameter server.

Crash-tolerant protocol. We implement a strawman approach to tolerate crash failures, assuming synchronous communication, using Garfield components. As worker crashes do not affect the learning convergence eventually, we only tolerate server crashes, by replicating the server. Server replicas get the updates from all

\(^{11}\)That is why it is missing in all GPU and PyTorch figures.
workers and average them each iteration, but workers contact only one of these replicas, i.e., the primary, to get the updated model. In the case of primary crash (signaled by a timeout), workers contact the next server, marking it as the new primary. The new primary sends its view of the model to all workers so as to inform them about the change. The model sent by the new primary could be outdated compared to the model of the crashed primary (due to missing some updates). This is still fine and the learning will converge eventually [64], given that \( n_{ps} \geq f_{ps} + 1 \) where \( n_{ps} \) is the total number of replicas and \( f_{ps} \) is the maximum number of crashing nodes, i.e., servers. Thus, this deployment guarantees eventual convergence, without any guarantees on throughput nor convergence rate. Some ML systems already use Paxos [39] for crash fault tolerance [17, 43]. However, this algorithm, we believe, gives strictly weaker guarantees (in terms of consistency of model state among replicas), and hence has a better performance than Paxos.\(^{12}\) Comparing with this baseline quantifies the cost of Byzantine resilience.

\(^{12}\)Unfortunately, the code is not open-sourced for comparison.
respect to the number of inputs/gradients (i.e. \( n \) the number of workers or servers) and the gradient dimension (i.e. \( d \)).

Vanilla frameworks, e.g. TensorFlow, average gradients at the parameter server\(^{13}\) and perform no aggregation of parameter vectors, as there is only one parameter server. So we also include the evaluation of Average, which has been implemented as a part of the GARFIELD library. We use Average as a baseline to our GARs implementation.

For a fair comparison, we set \( f \), the number of declared Byzantine inputs, to \( \left\lfloor \frac{n-3}{4} \right\rfloor \) for all Byzantine-resilient GARs and hence, the smallest possible \( n \) is 7. We set \( d = 10^7 \) in Figure 4a and \( n = 17 \) in Figure 4b. The metric for this micro-benchmark is the aggregation time: it includes the aggregation of \( n \) input vectors (all resident in GPU memory) and the transfer of the resulting vector back to main memory. Each point is the average of 21 runs, for which we observed a standard deviation two orders of magnitude below the observed average. We ran this micro-benchmark on an Intel Core i7-8700K CPU and two Nvidia GeForce 1080 Ti GPUs.

Theoretically, the asymptotic complexities of MDA, Multi-Krum, Bulyan, and Average are respectively \( \mathcal{O}\left(\binom{n}{f} + n^2d\right) \) [25], \( \mathcal{O}(n^2d) \) [10], \( \mathcal{O}(n^2d) \) [25] and \( \mathcal{O}(nd) \). Our implementation of Median has a best case complexity of \( \mathcal{O}(nd) \) and worst case of \( \mathcal{O}(n^2d) \). In practice for a fixed \( d \) (Figure 4a), we observe these asymptotic behaviors for Multi-Krum and Bulyan: quadratic in \( n \). Median shows good scalability with \( n \), maintaining a consistent performance that is very close to Average. Although the asymptotic complexity of MDA is exponential, our implementation achieves only a quadratic growth with \( n \). The values of \( n \) and \( f \) used in these experiments are merely too low to expose such a behavior, i.e., the exponential growth with \( n \). Average aggregation time remains roughly constant for a fixed \( d \) and \( n < 15 \), with an aggregation time of \( \sim 8 \) ms, and then grows linearly. For a fixed \( n \) (Figure 4b), we observe a linear time increases with respect to \( d \) for every one of the studied GARs.

5.4 Convergence Comparison

Figure 5 shows the results of two experiments: The first one (Figure 5a) trains CifarNet on TensorFlow-based systems (including AggregaThor and GARFIELD-based deployments) using CPUs, where the second one (Figure 5b) trains ResNet50 on PyTorch-based systems using GPUs; both experiments use CIFAR-10 as a dataset. The first experiment puts GARFIELD in a head-to-head comparison with the state-of-the-art Byzantine ML system, i.e., AggregaThor. The second experiment is an instance of a deployment of GARFIELD while training a bigger model using GPUs. Figure 5a shows that all systems achieve almost the same final accuracy. The Byzantine-resilient protocols converge slower than those using averaging during training. Yet, they manage to achieve the same accuracy as the vanilla deployment eventually i.e., after doing enough number of iterations. Figure 5a also shows that deploying GARFIELD does not add much overhead compared to the crash-tolerant one, in terms of the number of iterations till convergence (less than 1%). Surprisingly, GARFIELD achieves better final accuracy than AggregaThor. Figure 5b shows that GARFIELD fails to reach the same final accuracy as vanilla PyTorch (or even the crash-tolerant algorithm that uses averaging for aggregating gradients). This accuracy loss, although not clear in Figure 5a, makes sense as a direct byproduct of using a Byzantine-resilient GAR to aggregate workers’ gradients. Such a result highlights the accuracy loss introduced by

\(^{13}\text{www.tensorflow.org/api_docs/python/tf/train/XmlReplicasOptimizer} \)
5.5 Byzantine Behavior

As a check to our implementation, we conduct experiments with real Byzantine behavior, where we apply attacks on the vanilla baseline (PyTorch in this experiment), Garfield, and the crash-tolerant protocol. Figure 6 shows two kinds of attacks on both servers and workers sides. In the first attack (Figure 6a), the Byzantine node, be it a worker or a server, replaces its data, be it a gradient or a model, with random values, while in the second attack (Figure 6b), such vectors are reversed and amplified (multiplied by -100). We train CifarNet with 11 workers and 3 servers (in case of fault–tolerant algorithms) with 1 Byzantine node from each party. We do the training only for 20 epochs, rather than till convergence. On the one hand, both the vanilla deployment and the crash–tolerant deployment fail to learn under both attacks. On the other hand, Garfield manages to train the model safely and converges to a normal, high accuracy.

5.6 Throughput

We show here the computation and communication costs of Byzantine resilience. First, we quantify the overhead of employing Garfield compared to other baselines by measuring the throughput while training several models. Then, we analyze the scalability of Garfield with a different number of workers, Byzantine workers, and Byzantine servers. In this section and without loss of generality, we use ResNet-50 as our model. We do not employ any attack nor Byzantine behavior in these experiments as we want to quantify the overhead of Garfield in a normal, optimistic environment. Thus, we denote here the number of declared Byzantine nodes with the number of Byzantine nodes (or $f_w$ and $f_ps$).

Model dimension. Figure 7 depicts the cost of Byzantine resilience in terms of throughput. The throughput of the fault-tolerant systems is normalized to the vanilla baseline throughput in each case. Thus, the y-axis represents the slowdown that each of the fault-tolerant systems induces compared to the vanilla baseline deployment. 

\[\text{Figure 6: Garfield tolerance to two Byzantine attacks.}\]

Byzantine–resilient algorithms while training big models, as such a loss is not clear with training the small model.

\[\text{Byzantine Behavior}\]

More sophisticated attacks were proposed recently to trick several GARs we are using in Garfield under specific conditions and assumptions [9, 65]. Such attacks could be tolerated by hyper-parameter tuning [47]. We note that our protocol is based on the resilience guarantees provided by such GARs; resisting these attacks are out of the scope of this paper.
Figure 7: Slowdown of fault-tolerant systems normalized to the vanilla baseline (i.e., TensorFlow) throughput.

The cost of crash tolerance ranges from 1.4% to 161%, that of AggregaThor ranges from 1% to 141%, and that of GARFIELD ranges from 43% to 187% compared to the vanilla deployment. More interestingly, the GARFIELD overhead ranges from 6% to 27% compared to the crash-tolerant deployment and from 5% to 43% compared to AggregaThor.

Based on both figures, we extract several observations. First, the cost of GARFIELD compared to the vanilla baseline seems big (∼ 3x) however, the cost of Byzantine resilience is reasonable compared to weaker alternatives: interestingly, the cost of workers’ strong Byzantine resilience (using AggregaThor) is less than that of crash tolerance in most of the cases (more clear with big models). This leads to our next observation: ML training, especially on GPUs, is network-bound rather than compute-bound. This is confirmed in previous work [69, 34, 31]. Thus, noting the aggregation rules do not affect much the throughput (they always account for less than 15% of the total iteration time; see Figure 8), the systems requiring less communication would naturally achieve higher throughput.
Overhead breakdown. We pick one instance and take a closer look at the Garfield deployment to understand the main factors affecting its performance. Concretely, we run the same experiments while training ResNet-50, breaking the average latency per iteration, to understand the factors driving the overhead.

Figure 8 depicts the breakdown of the systems overhead when deployed on the CPU-based cluster. It is hard to decompose communication and computation time for TensorFlow. It is also not directly supported by AggregaThor to report the decomposition between communication, computation, and aggregation. Thus, the blue-and-orange bar in both is the time spent in both communication and computation combined. We infer the aggregation time of AggregaThor through other experiments; the green bar of AggregaThor is an estimate for the aggregation time.

Although abstractly all systems do the same computation, the time spent in Computation (the blue bar) is different in all of them. Practically, all of the fault-tolerant systems build layers on top of TensorFlow. The difference in computation times is spent in work like switching context between TensorFlow and Python (which may include copying some data) for instance. We quantify this additional computation overhead, in case of Garfield, to 36% compared to the vanilla TensorFlow deployment.

We did the same experiment with our PyTorch-based implementation using GPUs, and we got similar results (see Section 4 in the supplementary materials).

Number of workers. Increasing the number of workers ($n_w$), and hence increasing the effective batch size, is crucial in scaling distributed ML applications. Figure 9 depicts the scalability of Garfield with respect to the vanilla deployments. In this figure, throughput is measured in batches/sec rather than updates/sec since employing more workers allows increasing the number of batches processed per iteration. We draw three main observations from this figure. First, all systems scale with employing more workers, with around three orders of magnitude better throughput with GPUs.
compared to CPUs. Second, the throughput gap between the vanilla deployments and the fault-tolerant deployments increases with increasing \( n_w \), keeping the slowdown introduced by GARFIELD almost constant. Third, scalability of GARFIELD is almost as good as that of the crash-tolerant deployment and the difference in throughput with increasing \( n_w \) is almost constant. This shows that Byzantine resilience does not harm scalability compared to crash resilience.

![Figure 10: Throughput with increasing \( f_w \) and \( f_{ps} \).](image)

**Number of Byzantine workers.** As increasing the number of Byzantine workers \( (f_w) \) does not call for increasing the total number of workers, we fix \( n_w \) and hence, fixing the effective batch size in all cases. Increasing \( f_w \) leads to increasing the size of quorum which the servers wait for before proceeding to the aggregation phase. Thus, a higher value of \( f_w \) slightly decreases the throughput in the case of stragglers; this is confirmed in Figure 10a with \( f_w = 3 \).

**Number of Byzantine servers.** Increasing the number of Byzantine servers \( (f_{ps}) \) calls for increasing the total number of the server’s replicas \( (n_{ps}) \) so as to follow the GARFIELD condition: \( n_{ps} \geq 3f_{ps} + 1 \) (to account for asynchrony). Increasing \( f_{ps} \) introduces new communication links, which leads to throughput drop as shown in Figure 10b. This throughput drop is confirmed in the state machine replication (SMR) literature [35, 6], and we believe that the amount of drop (less than 45% in our case) is reasonable compared to what is reported before in the literature of SMR [19]. The assumption of 1 faulty parameter server introduces an overhead of 33% to achieve Byzantine resilience (compared to the crash-tolerant variant), which is reasonable. Finally we note that increasing \( f_{ps} \) does not affect the number of iterations required for convergence according to the GARFIELD protocol.

### 6 Related Work

With the impracticality (and sometimes impossibility [29]) of applying exact consensus to ML applications, approximate consensus [28] seems to be a good candidate. In approximate consensus, all nodes try to decide values that are arbitrarily close to each other and that are within the range of values proposed by correct nodes. Several approximate consensus algorithms were proposed with different convergence rates, communication/computation costs, and tolerable number of Byzantine nodes, e.g., [23, 27, 7, 45].

Inspired by approximate consensus, several Byzantine-resilient ML algorithms have been proposed to resist attacks in the synchronous non-convex setting. All try to mathematically bound the deviation of the aggregated gradient from the correct ones.
while assuming a trusted parameter server. Krum [10] employs a median-like aggregation rule. Multi-Krum [20] generalizes the idea by averaging more gradients to benefit from additional workers. Bulyan [25] addresses an attack that can fool some Byzantine-resilient algorithms by having them converge to a stable, yet faulty, state. [68, 62] consider different variants of robust mean-based algorithms under different assumptions and scenarios. Kardam [21] uses filtering mechanisms to achieve Byzantine resilience in an asynchronous training setup. Zeno [63] and Zeno++ [66] achieve Byzantine resilience using a performance–based ranking approach for the workers’ gradients in synchronous and asynchronous settings respectively. Draco [15], uses a coding scheme to restore correct gradients using redundant computations. Detox [51] extends this idea by combining coding schemes with robust aggregation to hit the sweet spot in the resilience–optimality spectrum. AggregaThor [20] resembles GARFIELD in that it relies on robust aggregation to achieve resilience. GARFIELD extends these efforts by tolerating Byzantine servers and workers under asynchronous communication. The problem of tolerating benign (e.g., crash) failures of parameter vectors was also addressed in the literature. Qiao et al. [50] leverages the self–correcting behavior of SGD to tolerate such failures. Other proposals addressed the problem from a systems perspective by making the parameter server crash-resilient [43, 17] using Paxos [39]. Others relied on checkpoints or live replication [5] of the parameter server. However, using such tools fail in the Byzantine context [29].

7 Conclusion

This paper presented GARFIELD, a system that provably achieves Byzantine resilience for Machine Learning (ML) applications without trusting any component nor requiring network synchrony. At the heart of GARFIELD lies a novel protocol that leverages statistically-robust gradient aggregation rules (GARs) to achieve Byzantine resilience to both servers and workers while replicating the parameter server on multiple machines. GARFIELD has a modular and a generic design, where it allows for a full-stack computation on both CPUs and GPUs. We integrated GARFIELD with TensorFlow and PyTorch while ensuring application transparency: the Byzantine resilience of ML applications can be provided without changing their original interfaces. Our evaluation of GARFIELD showed that Byzantine resilience, unlike crash resilience, induces an inherent loss in the final accuracy and that the throughput overhead of Byzantine resilience is moderate compared to crash resilience. Furthermore, we showed that GARFIELD’s overhead is moderate compared to a state–of–the–art system, AggregaThor, that achieves partial Byzantine resilience.
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Additional Experiments

1 Convergence with Time

As discussed in the main manuscript, the end metric that one would use to assess the training progress is convergence over time. Such a metric combines both metrics presented in the main manuscript: convergence per epoch and throughput. Figure 11 is the mirror of Figure 4 in the main manuscript, which shows the convergence of Garfield compared to the baselines with the training rounds. Figure 11 shows the results of the very same experiments, yet with time rather than training rounds. Confirming the results we give concerning the throughput of the compared systems, Figure 11a shows that the vanilla deployment, i.e., TensorFlow converges faster than the crash–tolerant protocol, which converges faster than the Byzantine–resilient protocols. In addition, AggregaThor is faster than Garfield. Figure 11b sheds even more light on the cost of fault–tolerance in general. For instance, although Figure 4b (in the main manuscript) shows that the crash–tolerant protocol can reach the same final accuracy as the vanilla deployment, i.e., PyTorch, Figure 11b shows that such an accuracy would be reached (by the crash-tolerant protocol) in more than 3x time than the vanilla deployment. Such a figure shows that the cost of tolerating mere crash failures is not negligible. Furthermore, it emphasizes the accuracy loss introduced by the Byzantine–resilient deployment, i.e., Garfield. Finally, we can observe from this figure that the cost of Byzantine–resilience, compared to crash–resilience, is not big, in terms of throughput.
2 Convergence with MDA as a GAR

In this section, we show the convergence of GARFIELD’s protocol while using MDA as a GAR. We use the CPU–based cluster and the TensorFlow–based implementation in this experiment. We use the same setup as in Section 5.2 (with the default setup of TensorFlow–based experiments) in the main paper.

Figure 12(a) shows that all compared systems achieve almost the same convergence rate. Moreover, it shows that deploying the Byzantine variant of GARFIELD does not add any overhead compared to the correct one (vanilla TensorFlow), in terms of convergence steps. However, the cost of resilience appears in Figure 12(b) which depicts the convergence rate against time. For example, vanilla TensorFlow reaches accuracy of 60% in 364 seconds, which is 15% better than the crash–tolerant deployment, where the Byzantine deployment reaches the same accuracy level in 23% more time (which is the cost of Byzantine–resilience) compared to the latter.

3 Effect of The Number of Byzantine Machines

In this section, we show the effect of changing the number of both Byzantine workers and Byzantine servers on the performance of GARFIELD. Our metric here is throughput and we use the same setup as the throughput experiments in the main manuscript. We run experiments on both CPUs (using TensorFlow) and GPUs (using PyTorch).

Figure 13: Throughput of Garfield with different number of Byzantine workers.
**Number of Byzantine workers.** As increasing the number of Byzantine workers ($f_w$) does not call for increasing the total number of workers, we fix $n_w$ and hence, fixing the effective batch size in all cases. Increasing $f_w$ leads to increasing the number of replies which the servers wait for before proceeding to the aggregation phase. Thus, a higher value of $f_w$ slightly decreases the throughput, especially in the presence of stragglers. This is confirmed in Figure 13 with $f_w = 3$ for running on both CPUs and GPUs. An interesting fact to note here is that increasing $f_w$ does not affect the number of iterations required for convergence since GARFIELD uses replies from a higher number of workers when increasing $f_w$ (e.g., $2f_w + 3$).

![Figure 14: Throughput of Garfield with different number of Byzantine servers.](image)

**Number of Byzantine servers.** Increasing the number of Byzantine servers ($f_{ps}$) calls for increasing the total number of the server’s replicas ($n_{ps}$) so as to follow the Byzantine–resilience condition: $n_{ps} \geq 3f_{ps} + 3$ or $n_{ps} \geq 2f_{ps} + 3$ in case of using a synchronous network. Increasing $f_{ps}$ introduces new communication links, which leads to throughput drop as shown in Figure 14. This throughput drop is confirmed in the *state machine replication* (SMR) literature [35, 6], and we believe that the amount of drop (less than 45% in our case) is still reasonable compared to what is reported before in the literature of SMR [19]. To even confirm more that this drop completely depends on the increased communication messages, we can see the same behavior (with approximately the same degradation ratio) with GPU (Figure 14b) as with CPUs (Figure 14a).

## 4 Throughput in PyTorch

This section gives more results of GARFIELD implementation in PyTorch. Specifically, we show the performance of GARFIELD while training different models and dissect such overhead to understand its reasons.

**Model dimension.** In this section, we show the performance (basically throughput slowdown with respect to vanilla PyTorch) of our PyTorch–based implementation of GARFIELD, while training several models. We use the same models as in Figure 5 in the main manuscript (except for ResNet-200 which we replace with ResNet-152 as the former is not included in the *TorchVision* models) and we use our GPU–based cluster to carry out this experiment. Figure 15 shows similar results to its twin (using GPUs) in the main manuscript (Figure 5b). It is emphasized in this figure that the
cost of fault–tolerance is not clear with training small networks, i.e., MNIST_CNN and CifarNet. In addition, the cost of Byzantine resilience compared to crash resilience is moderate. Interestingly, our PyTorch implementation of GARFIELD achieves higher slowdown compared to its vanilla competitor, i.e., PyTorch than what is achieved by the TensorFlow–based implementation (Figure 5b, main manuscript). The main reason for this slowdown is the efficiency of the communication backend that is used by PyTorch, especially when running on GPUs. Vanilla PyTorch uses the reduce() abstraction which (1) uses GPU-to-GPU communication and (2) calculates the average of the gathered vectors immediately when received. Conversely, the GARFIELD communication backend uses gather() to collect the input vectors, and the receiving end, be it a worker or a server, waits for all replies before applying the chosen GAR. The performance difference between both abstractions is emphasized more with the big models. On the TensorFlow side, both the vanilla deployment and the GARFIELD implementation uses gRPC so, the performance difference comes only from the difference in the number of communication rounds and the number of messages transmitted in both deployments.

Overhead breakdown. In this section, we dissect the performance of GARFIELD on PyTorch to understand the reasons for the overhead. Figure 16 shows the time spent per iteration on computation, communication, and aggregation (if any). First, we can see that the fault–tolerant systems spend less time in computation than in vanilla PyTorch. This is because some of the computation done by the GARFIELD–enabled systems is hidden in the communication (due to our pipelined design of GARFIELD). The vanilla PyTorch deployment has the lowest communication overhead compared to the fault–tolerant alternatives. This is because it uses the fast reduce() networking abstraction which enables GPU-to-GPU communication and processes the data.
as they come immediately (using averaging). As our design of GARFIELD (on PyTorch) pipelines communication with aggregation (as mentioned in Section 4.3 in the main manuscript), Figure 16 shows the contribution of both in one orange–and–green bar. Such a combined bar is higher in GARFIELD (the Byzantine–tolerant deployment) than the crash–tolerant deployment for two reasons. First, GARFIELD requires more communication rounds and even more messages per round compared to the crash–tolerant algorithms. Though we optimize the many-to-many communication (e.g., servers-to-workers) by parallelizing communication links and using abstractions that allow GPU-to-GPU communication, the crash–tolerant deployment can still benefit from its less demanding behavior to the network. Second, the crash–tolerant deployment uses the fast Average rule for gradient aggregation and does not use any rule for aggregating models, however, GARFIELD uses more complex rules, e.g., Multi–Krum and MDA to aggregate both gradients and models.

5 Parameter Vectors Alignment

We do some micro–measurements to observe the alignment of the parameter vectors. In this section, we describe our methodology and results.

Methodology. We consider the quantities $\theta_i^{(i)}, \forall i \in [1..n−f]$ and $t > t_s$ (our assumption must hold eventually, e.g., after some large number of steps $t_s$). First, we calculate the differences between all parameter vectors (which we call difference vectors) and kept ones with the $k$ highest norms. Then, we calculate the angle between these difference vectors to see how they are aligned. We do that every 20 steps, throughout the training procedure, to empirically check whether the considered assumption holds or not.

Results. Generally, we find that the angle between differences (from difference vectors) of the highest norms is always close to 0°. We give here the values of $\cos(\phi)$ where, $\phi$ is the angle between two difference vectors which are $a$ and $b$. This is given by $\frac{a \cdot b}{\|a\|\|b\|}$. Thus, the closer this value to 1, the closer the angle to 0°. Sample results are given in Table 2.

Table 2: Experimental results while studying contraction of parameter vectors. It gives for some steps the biggest 2 norms of differences between parameter vectors collected by correct parameter servers along with $\cos(\phi)$ where $\phi$ is the angle between these two difference vectors. This is recorded after some large step number.

| Step  | $\cos(\phi)$    | max_diff$_1$ | max_diff$_2$ |
|-------|-----------------|--------------|--------------|
| 1340  | 0.9822574257850647 | 1.4122562    | 1.4163861    |
| 1380  | 0.9926297664642334 | 1.3927394    | 1.3937825    |
| 1400  | 0.9881128072738647 | 1.493591     | 1.5035304    |
| 1440  | 0.9863847494125366 | 1.345111     | 1.3537675    |
| 1480  | 0.9819352030754089 | 1.3270174    | 1.3435347    |