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Abstract

Background: A Mobile Ad hoc Network is self-configuring and infrastructure less system or network for mobile devices. Unavailability of infrastructure is common in the situations like Military war fields, disaster relief, sensor networks and Wireless mesh network. The prime objective of this paper is to understand the behavior of different TCP implementations on various mobility models of MANET for selecting the best TCP. Methods: Adequate simulations and its analysis are must before practically implementing and commissioning any system. The simulations are carried out using network simulator and Bonn motion as simulation tools, which are very much effective tools in this kind of scenario creation. Different mobility patterns common in MANET were generated using the mentioned tools. Parameters chosen are majorly comparable with real networks of MANET. Findings: Each node in a MANET is permitted to move autonomously in any direction and this way changes its connections to different nodes most of the time. In these kinds of networks, congestion occurs in any intermediate node when data packets travel from source to destination and they incur high packet loss and long delay, which causes the performance degradation of a network. Congestion control is an issue that is taken care at transport layer. So the efforts are made to analyze the performance of most reliable protocol of transport layer: Transmission Control Protocol (TCP). The congestion control algorithm was thoroughly studied for finding the scope of improvement for TCP in MANET. The experimental results show that TCP Westwood NR gives high performance in case of throughput and congestion window utilization with low latency because of its ability to calculate the available bandwidth in most of the scenarios. So it is the most suitable transport layer protocol for effective utilization of channel bandwidth in wireless/MANET scenario. Application/Improvements: TCP is inseparable part of File Transfer Protocol, Web browsing, remote login, e-mail and video conferencing. It uses Internet Protocol so it can seamlessly applicable over satellite networks. Westwood NR of TCP can be enhanced with its congestion control and filter implantation to achieve high performance in MANET.
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1. Introduction

In today's scenario, various methods and applications have been utilized in general to transmit data through heterogeneous remote systems. Classification of wireless networks broadly falls in two categories, infrastructure network and ad hoc network. MANET (Mobile Ad hoc Network) systems are the autonomous systems that communicate through wireless links for multi hop communication. Ad hoc networks have few advantages like cost effectiveness, moderate network maintenance and very convenient scope of service¹. Congestion may take place if the traffic is more than the network capacity. This can result increased delay and loss of data, which can result further in reduction of throughput. Throughput is an important parameter to measure rate of successfully delivered data over communication channel. This is measured in bits per second (bps) and it is the most important performance parameter for measurement of efficiency of any network. Degradation in throughput can result in reduction of majority of performance measures for networks which are either wired or wireless. The paper discusses the behavior of different TCP implementations on MANET. This requires setting the simulation parameters for Mobility Model and Traffic Generation as well as the Network Simulator. TCP was
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designed by keeping wired networks in consideration. The modifications were employed, so as to improve the behavior of TCPs. The different versions for TCP are discussed in following section.

2. Transmission Control Protocol

TCP/IP is well known, broadly proven and readily accepted protocol suite. Objective of the transport layer protocols is to incorporate the message from the application layer of the source host to the destination host. To fulfill this objective two very widely used conventional protocols are utilized, which are TCP (Transmission Control Protocol) and UDP (User Datagram Protocol). These protocols are characterized on transport layer for making process to process communication possible. While TCP is the most reliable protocol for making end to end communication between two hosts possible, UDP support non-reliable and connectionless services to transport layer. TCP is the best suitable protocol for applications that prefer accuracy over prompt delivery like, control information related to the flow control, congestion control and error control. Majority of wireless network applications always rely on TCP for communication this is possible with TCP-dominant and wired hosts, it is likely that TCP will remain as the major transport protocol for the clients of 802.11 networks.

Heart of TCP is its congestion control algorithm. TCP’s congestion control mechanisms have been developed and enhanced over a period of time, from basic TCP Tahoe to the latest generally utilized TCP Reno implementation like NewReno and SACK. TCP Tahoe has slow start and congestion avoidance algorithm, Reno supports fast retransmission and fast recovery, whereas SACK gives SACK block information for lost data. Number of issues for TCP Reno have been realized, when it has been observed that their throughput corruptions in very high speed networks and wireless channels.

Few of the TCP’s proactive versions like, TCP Westwood NR, TCP Veno and New Jersey, are particularly designed to improve the flow control and so avoid packet losses from certain network parameters estimation.

Performance of three TCPs is evaluated for Mobile Ad-hoc Networks (MANET). The results are focused on the evaluation of performance for TCP Westwood NR (TCPW). TCP Westwood NR is a sender-side modification of the TCP’s basic congestion control algorithm which enhances the behavior of TCP Reno in any remote, wired and wireless networks. The performance is proved to be the best in wireless systems and satellite link with the loss prone connections. TCPW is not exceptionally sensitive to random drops while TCP Reno is extremely sensitive to random drops. TCPW is designed to have track of duplicated and delayed acknowledgements. Estimation of bandwidth based on available channel capacity is explained next.

2.1 Bandwidth Estimation for TCP Westwood NR

TCP Westwood NR is designed to calculate available bandwidth for a particular connection. It uses this information on two of the cases one that is after loss episode and second is for time out occurrences. TCPW is the modified implementation of TCP Reno. It enhances the congestion window control and back off process. TCPW sender consistently monitors the rate of acknowledgment reception and from that it estimates rate of data currently achieved for a particular connection. Whenever sender perceives the loss either by getting 3 duplicate acknowledgements or time out, the sender applies its calculated estimation for bandwidth. This helps to calculate congestion window (cwnd) and slow start threshold (ssthresh). TCPW avoids conservative reduction of congestion window and utilize the available bandwidth. It preserves the fairness and friendliness properties of TCP. The simulation results presented in section 4 confirm high performance of TCPW compared to other TCP versions. TCPW implements the bandwidth estimation as discussed in next paragraph.

On the occurrence of 3 DUPACKS TCP Westwood NR applies calculated ssthresh based on estimated bandwidth i.e. ssthresh = (BWES*MinRTT) /segment_size and set cwnd=ssthresh, in similar manner after any Timeout occurrence ssthresh and cwnd are made applicable and the algorithm enters in the slow start phase. If ssthresh calculated is less than 2 the algorithm will set ssthresh to 2. It is significant to understand how bandwidth is estimated. Main focus of TCP WestwoodNR was how to derive the estimation of bandwidth i.e. BWES. The bandwidth estimation is performed using a first order low-pass filter. The transfer function of first order low pass filter is $\chi(s) = \frac{1}{1 + \tau}$. 

$$\chi(s) = \frac{1}{1 + \tau}$$
This results in simplification of first order low pass filter implementation which is used for bandwidth estimation.

\[ x_{k+1} = \alpha x_k + (1-\alpha) x_k \]

With \( \tau_\text{s} \) as time constant and \( T_\text{s} \) is the time between each and every measurement possible, it is the sampling interval in other words. This can be mentioned for TCPW’s bandwidth estimation as mentioned below.

On (reception of ACK)

\[ \text{smpl\_BWES}[n] = \frac{(\text{data\_ack} * \text{data\_packet\_size} * 8)}{(\text{prsnt\_time} - \text{prv\_acktime})}; \]

\[ \text{BWES}[n] = \alpha_k \text{BWES}[n-1] + (1-\alpha_k) \times (\text{smpl\_BWES}[n] + \text{smpl\_BWES}[n-1]); \]

Endif

Analysis of Westwood NR showed that average value of \( \alpha_k \) is around 0.99. Thus it can be said that value of estimated bandwidth is all dependent around of 99% on the present value of \( b_{k-1} \) and only just 1% of the recent value of \( b_{k-1} \). Since the architecture of cellular towers plus wireless access points are not compulsorily highly deployed due to the costs or geographic limits, hence only number of nodes is engaged in communication with each other. Creation of MANET in real scenario is not an easy task. First the structure should be implemented and evaluated on simulator for validation. The selection of different models and protocols should be made possible by using most suitable simulators. So it’s important to understand different simulation steps for MANET implementation using simulators.

3. Simulation of MANET

One testing tool is never enough evident for any system to get widely adapted. So the experiments carried out with simulators must be verified with real scenarios also. Simulator is program that makes a computer enabled for executing programs which are written to get executed on different platforms. MANET simulator is a system that is designed to provide the reasonable reproduction of experimental set up and implementations for node being mobile node or any other complex network system used for experimental purposes. Simulation of MANET requires few steps to be performed as shown in Figure 1.

![Figure 1. MANET simulation steps.](image)

- It requires map on which simulation will take place.
- Then mobility pattern for the nodes is to be defined.
- Mobility traces creation.
- Once this is done network parameters and mobility simulation are available for network simulator configuration.
- The data processing based on performance aspects is done finally.

There are two major problems in carrying out simulation of MANET, one is its complexity with validation base simulation and existing simulation tools and second is lack of common criteria in defining the simulation tools. The goal of the transport layer is to transfer the message from the application layer of source host to that of the destination host. To target this objective, two conventional protocols, TCP (Transmission Control Protocol) and UDP (User Datagram Protocol) are characterized at this layer. While TCP provides end to end and most reliable services between two hosts, UDP support a non-reliable connectionless transport layer services. TCP is perfect for application that lean toward precision over brief conveyance for the most part, control data identified with the stream control, congestion control and controlled services over the Internet. So the most essential qualities of TCP are evaluated. Simulation set up basically needs three different simulators for MANET implementation 1. Mobility simulators; they focus on generating different mobility traces, 2. Network simulators, which is involved in data exchanges between network nodes and 3. Integration of all features of the first two types. The next section is focused on the mobility and traffic models for MANET. In addition to this brief discussion of their simulators has been done.

3.1 Mobility Model and Traffic Generation

The efforts are initiated to analyze the TCP implementations
on MANET. Creation of algorithm that is suitable for MANET largely depends on critical parameters of nodes and the authentic mobility model for keep on forwarding the data packets to next node. It is compulsory to set a realistic model for mobility, the parameters such as map structure, density and speed, urban or geographic conditions including obstacles such as buildings and trees need to be accounted. Basic methodologies applied in the mobility model are mentioned below three of them are chosen in analysis.

- The Random Mem Waypoint model ("RandomWaypoint")
- The Manhattan Grid model ("ManhattanGrid")
- Static scenarios ("Static")
- Static scenarios with drift ("StaticDrift")
- Random Street ("RandomStreet")
- Random Direction Model ("RandomDirection")
- Random Walk Model ("RandomWalk")
- Chain model ("ChainScenario")
- The Reference Point Group Mobility model ("RPGM").

Similarly traffic simulators can generate realistic trace of traffic which can be used as an input to network simulator. Traffic simulators generate traces containing node locations and timing details. Examples of widely used open source traffic simulators are SUMO, MOVE, BONN MOTION, STRAW and CityMob. Commercial one is PARAMICS. Network Simulators play the vital role in creation of MANET. For selection of appropriate network simulator very keen literature survey was done. Different network simulators like JiST and OMNeT++ are capable to handle very large-scale network simulations in very efficient way. In contradiction for very small scale implementations the ns-2 is sufficient enough. ns-2 has huge library for utilization and modules can easily be implemented. It is easy and simple to use in comparison to other network simulators.

### 4. Simulation Set Up and Results

Simulations for evaluation of the three widely used TCPs were done in different mobility pattern. The experiments were done for selection of appropriate Routing Protocol and to find best mobility model. Then the experiments were carried out for three of above mentioned mobility models, which are the Randomem Mem Waypoint model ("RandomWaypoint"), The Manhattan Grid model ("ManhattanGrid") and The Reference Point Group Mobility model ("RPGM"). These three models are feasible cases of MANET for implementation. In following section the results for TCP evaluation in different scenario are discussed.

It was primarily required to set the parameters for traffic and networks simulators for smooth simulation according to the most happening cases in MANET.

#### Table 1. Traffic simulator parameters

| Parameters          | Value                |
|---------------------|----------------------|
| Number of nodes     | 10, 40, 70, 100      |
| Scenario duration   | 300 Sec              |
| Width of simulation area | 900 m   |
| Height of simulation area | 900 m   |
| Pause time          | 0.00                 |

Bonn Motion was chosen as traffic simulator. The parameters have been selected based on the traffic scenarios available for MANET. For different number of nodes the simulations were carried out. And three mobility models were evaluated in presence of TCP traffics.

#### Table 2. Network simulator parameters

| Parameter                  | Value                  |
|----------------------------|------------------------|
| Number of node             | 10, 40, 70, 100        |
| Channel type               | Wireless               |
| Routing Protocol           | AODV, DSDV, DSR        |
| Interface queue type       | Priority Queue         |
| Queue length               | 50 packet              |
| Dimension of the Topology  | 900 * 900              |
| Time of the simulation end | 300 Sec                |
| Traffic type               | TCP                    |
| Transport Layer Protocol   | Reno, SACK, Westwood   |
| Speed                      | 40m/s                  |
| MAC Protocol               | IEEE 802.11            |

Similarly Table 2 mentions the network simulation parameters which have been chosen in very widely used network simulator ns-2. Simulation of different routing protocols showed that AODV (Ad hoc On-Demand Distance Vector Routing) gives best performance in most of the conditions as it discovers route on required basis via route discovery process. AODV always adopts different techniques for maintaining routing table entries. So it gives better performance compared to DSR and DSDV. The simulations were done for 900 m*900 m area.
4.1 Comparison for Routing Protocols
Routing is needed for selecting the best path even across the network. It is critical to choose best routing protocol for any wired or wireless network. The different routing protocols have been analyzed for selection of best routing protocol. The experiments were done on ns-2 and repeated fifteen times for consistency check.

![Figure 2. Comparisons of different routing protocols.](image)

The plot in Figure 2 shows that the throughput of AODV routing protocol is better than the other two very popular and widely used routing protocols. AODV continuously discovers the route based on requirement. It is adoptable to different techniques for route discovery. This makes the protocol most efficient. Throughput is a vital parameter for any network measurement so it is included in the results. On the basis of this evaluation the remaining experiments were done with AODV as routing protocol.

In following section the comparison of TCP flavors are discussed in different mobility scenarios for MANET. Throughput is rate of data successfully travel communication channel. This is measured in data per second and is the most important parameter for any network performance. So the results are discussed with its regards. Congestion window, Round Trip Time, packet delivery ratio and number of retransmissions can be the other parameters for accessing the network performance. Out of the methodologies mentioned for creation of mobility in above discussion three have been included here. The analysis was done for 1. Randoelem Waypoint model (“RandomWaypoint”), 2. The Manhattan Grid model (“ManhattanGrid”) and 3. Reference Point Group Mobility model (“RPGM”).

4.2 Performance Evaluation of TCP Implementations for Random Waypoint
In this scenario nodes move randomly either in 1D, 2D, 3D or 4D for their Random Waypoint behavior. Movements can be specified with several attraction points which are concatenated and separated by commas. E.g. to place two attraction points on (100, 100) and (350, 200) with intensities 1 and 1.5, in addition to this the standard deviations 20, 20 and 31, 35 can be implemented with the use of: -a 100, 100, 1, 20, 20, 350, 200, 1.5, 31, 35.

The parameters mentioned for traffic and network simulators are discussed in previous section are chosen for simulation purpose.

![Figure 3. Throughput comparison of TCPs for random waypoint model.](image)

Node movement in random fashion results in to the different throughput for simulations carried out. So simulations were repeated for fifteen times. Performance of TCPs versions were evaluated for different mobility model. Random Way Point was implemented using the traffic and network simulators. Congestion control algorithm for TCP was designed for wired networks and then enhanced for wireless behavior. So its basic versions like Tahoe, Reno, New Reno and SACK does not perform in the way TCP WestwoodNR does. The plots shown in Figure 3 shows superior behavior of TCP WestwoodNR because of its ability to utilize available bandwidth.

4.3 Performance Evaluation of TCP Implementations for Manhattan Grid Model
In Manhattan Grid model involved nodes move only on predefined paths. The arguments can be set for number of blocks between the paths. In addition to this minimum speed for a mobile node can be introduced. Even pause time can be the important parameter which can be added.
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Figure 4. Manhattan grid.

The Figure 4 shows the typical Manhattan Grid, Which has the path on which the mobile nodes can travel. This model is in general used for urban areas.

Figure 5. Throughput comparison of TCPS for Manhattan grid model.

In this model for mobility nodes cannot move in random fashion. They have systematic movement of nodes. The traffic was introduced for 10, 40, 70 and 100 nodes. As per increase in number of nodes the behavior difference between the TCP implementation decreases. They all behave in same manner as opportunity to utilize available resources becomes saturated. Still TCP Westwood NR is fair enough for sharing common resources. Increase in nodes can result in to less probability of link failures, because of number of increase in intermediate nodes. This does not allow the nodes to break communication. And the algorithm for TCP Westwood NR does not get chance to play role. Figure 5 indicates the performance of TCPS involved is compatible for all involved TCPS.

4.4 Performance Evaluation of TCP for Reference Point Group Mobility Model (RPGM)

In case of RPGM mobility model nodes are allowed to move in the group. This model has some dynamic groups, whenever node comes in the area of another allocated group it can change its belongingness to this new group with probability that can be set with “…c <probability>”. This can be deactivated in future with “…c 0” option. When this feature is activated, “empty” groups may be moving along the simulation area and nodes coming into their areas may change their memberships to other.

Throughput Vs Number of Nodes

Figure 6. Throughput comparison of TCPS for RPGM model.

The plots of Figure 6 show the behavior of three TCPS for RPGM model. The two nodes assigned the different TCP traffic flows they can be in same or different groups. The TCP Reno and SACK always decrease the congestion window to half of its working congestion window on loss episode. But TCP Westwood NR adjusts its ssthresh and congestion window according to its available bandwidth with fairness and friendliness properties. The effectiveness of TCP Westwood NR with increase in involved nodes has been improved which could never achieved in previously discussed two mobility models. The performance difference between the three implementations is also noticeable.

4.5 Comparison for Mobility Models

In the last set of experiment the three mobility models were evaluated using AODV as routing protocol. RWP, Manhattan Grid and RPGM are the most commonly used mobility models for Ad hoc networks. So these models were implemented. To find out the best behavior in wireless scenario the simulations were executed. The comparison for throughput was done by introducing TCP traffic that is TCP Westwood NR as traffic generation protocol. RWP and Manhattan Grid give considerable performance. But the RPGM model where nodes are distributed in groups the performance of this Mobility model is outstanding.
RWP gives 56.74% performance difference from Manhattan Grid model, whereas RPGM gives 107.31% more throughput from Manhattan Grid. These two mobility models give considerable throughput which further results in decrease in end to end delay, can increase PDR and CWND utilization can be improved.

PDR, end to end delay and CWND utilization can be other parameters for performance measurement. The difference in performance is noticeable that is shown in graph of Figure 7. RPGM could be the better option for mobility model generation compared to RWP and Manhattan Grid Model. Similarly the other mobility models available can also be evaluated and analyzed in presence of different traffics.

5. Conclusion and Future Work

TCP Westwood NR has the ability calculate the available bandwidth for a particular connection. It is a sender side modification for TCP. For wireless scenarios loss due to link failure is most common where effective utilization of bandwidth is always an issue for other versions of TCPS. TCP Westwood NR can be modified for calculating the available bandwidth for a particular connection on reception of each acknowledgement for most efficient use of resources. Dependency on currently received data can be increased compared to previously received data. In that way filter performance can be improved.
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