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Abstract: Generally, in the edge computing scenario, edge devices can offload tasks to the edge servers to reduce device energy consumption and task execution delay. It is necessary to find an offloading strategy which can balance and minimize the task execution delay and device energy consumption. This is usually classified as a multi-objective problem. It is a common method to get the Pareto optimal solution set by using multi-objective optimization algorithm. However, there is a problem about how to find out the eclectic optimal solution that can embody the user's subjective consciousnes and meet the objective information of Pareto optimal solution set. This paper solved this problem by combining subjective and objective combination weighting method. First, the subjective weight matrix which reflects the user's subjective consciousness is obtained by analytic hierarchy process. Then, the objective weight matrix which can embody the objective information of the index is obtained through the entropy method. Finally, the combination weight matrix is obtained by subjective and objective weighting method. After comprehensively evaluating the Pareto optimal solution set, the solution with the minimum comprehensive evaluation value is regarded as the Pareto compromise optimal solution. In this paper, the combination weighting method is applied to multi-access edge computing scenario and verify its feasibility in this scenario.
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1. Introduction

In 2007, the concept of cloud computing was formally put forward, and mobile cloud computing based on cloud computing concept has been widely used [1]. Mobile cloud computing (MCC) can access powerful remote centralized cloud servers through core networks and the internet to get powerful computing and storage resources [2-3]. However, with the development of 5G technology and the popularization of Internet of things technology, a large number of terminals have accessed the core network, and a large amount of data overwhelmed the core network [4-5]. In addition, some new strong delay technologies have begun to improve the requirements of network transmission delay. MCC technology cannot meet the growing demand for technology [6-7].

In 2014, mobile edge computing was formally proposed by the European Telecommunications Standards Institute (ETSI) [8]. In 2017, ETSI extended the concept of MEC to other access networks (such as Wi-Fi, vehicle network and even fixed network) and renamed it as Multi-access Edge Computing [9]. The purpose of MEC technology is to provide users with computing power and IT service environment closer to the user's network edge.

Computing offloading is a key technology in MEC. It refers to that the terminal equipment unloads some or all computing tasks to the edge computing environment for processing through Internet technology [10]. A lot of researchers have studied the offloading technology of MEC. In the research process, task execution delay and equipment energy consumption are mainly used as performance indicators. Some scholars have studied the single performance index, while others have studied the
offloading technology that takes performance execution time delay and device energy consumption as performance indicators. This is actually a multi-objective optimization problem. In order to solve such problems, scholars usually combine MEC offloading problem with multi-objective optimization algorithm. Cui et al. proposed an improved algorithm based on NSGA II for the task execution delay and device energy consumption in the Internet of things scenario [11]. The algorithm can obtain a series of uniformly distributed Pareto optimal solutions.

However, how to find out the eclectic optimal solution to meet the needs of users from the Pareto optimal solution set is a problem to be explored. It is meaningless to use the exponential function or logarithmic function to standardize the solution set. Therefore, effective index weight need be determined. This paper studies the combination weighting method combining subjective weighting method and objective weighting method. It is able to find out the eclectic optimal solution to meet the needs of users from the Pareto optimal solution set.

2. Related Works

2.1. Multi-objective Optimization

In real situations, many problems are made up of multiple objectives that are conflicting and affecting. These objectives cannot be achieved at the same time. We usually try to make these objectives reach the best state within a certain range, this is called multi-objective optimization [12].

Generally, multi-objective problems can be described as:

\[
\min f(x) = (f_1(x), \ldots, f_n(x))^T
\]

\[\text{s.t. } g_i(x) \geq 0, i \in I \]
\[h_j(x) = 0, j \in E\]

where \(f_i(x), i = 1, 2, \ldots, n\) is the objective function, \(g_i(x)\) and \(h_j(x)\) are constraint functions.

There are some definitions of multiple objectives that need to be elaborated:

Definition 1: Pareto dominate

Consider two decision vectors \(a, b \in X\). If and only if:
\[
\forall i \in \{1, 2, \ldots, n\}, f_i(a) \leq f_i(b) \wedge \exists j \in \{1, 2, \ldots, n\}, f_j(a) < f_j(b)\]
we think \(a\) Pareto Dominate \(b\), called \(a \triangleright b\).

Definition 2: Pareto optimal solution

If there is a decision vector in space that is not dominated by any other vector. This decision vector is the Pareto optimal solution. The set composed of all Pareto optimal solutions is called Pareto optimal solution set.

Definition 3: Pareto front

If there are no other decision variables that can dominate a decision variable, the decision variable is called a non-dominated solution.

Generally, the non-dominated solution of multi-objective optimization problems is more than one. A set consisting of all non-dominated solutions is called a non-dominated set. The objective functions corresponding to all non-dominated solutions constitute the non-dominated optimal objective domain, which is called Pareto front.

As shown in Figure 1, four non-dominated points of \(ABCD\) constitute Pareto front. \(ABCD\) is the dominant point of point \(EF\). There is no dominant relationship between \(ABCD\).

2.2. Weighting Method

The weighting method can be roughly divided into three categories: subjective weighting method, objective weighting method and integrated weighting method.

The subjective weighting method is based on the subjective experience and judgment of decision-makers, and uses certain specific rules to measure the weights of indicators. It mainly depends on decision-makers’ subjective judgments. The commonly used methods are: serial ratio method, expert consultation method, analytic hierarchy process, etc. [13]

Objective weighting method is a method to determine the weight with a specific law according to the objective information provided by the decision matrix. It mainly depends on the degree of connection between indicators, the amount of information provided by each indicator, and the impact on other indicators. The common methods are: principal component analysis, improved ideal solution, entropy method and so on. [14]

However, in the process of weighting, the subjective weighting method relies on the objective information of indicators, and does not take into account the subjective needs of decision makers. This is unreasonable in the actual weighting. In addition, although the subjective weighting method can consider and rely on the subjective needs of decision makers, it does not consider the objective relationship between indicators. Therefore, the subjective weighting method is also impractical.

Combination weighting method is a method that integrates subjective and objective weighting methods to determine the weight situation [15]. It organically combines subjective weighting method and objective weighting method to enhance their complementarity, and makes the weight distribution pay attention to the objective information of indicators while considering the subjective needs of decision makers.
3. Decision Making Method Based on Combination Weighting Method

In the research of MEC’s offloading strategy, there are many researches on joint offloading strategy for finding the execution delay and energy consumption of multi-access computing tasks in the Internet of things scenarios. Researchers usually combine it with multi-objective optimization algorithms, such as NSAG-II, SPEA2 and so on. Eventually, the Pareto optimal set that meets the requirements of the current scenario would be obtained. However, some studies focus on the robustness of the Pareto front. There is a lack of systematic strategy to find out the compromise optimal solution to meet the needs of users from the Pareto optimal set. It is meaningless to simply use natural functions or logarithmic functions. Considered with the combination weighting method, this paper selects the compromise optimal solution from the Pareto optimal set with a more scientific and effective method. Based on the characteristics of the combined weighting method, it considers the subjective needs of decision makers and the objective information of the data at the same time.

3.1. Normalization

In the MEC scenario, the Pareto optimal set obtained by multi-objective optimization algorithm is different in the type and dimension of different target sets. Before weighting, the content of the target set needs to be normalized. Usually, the optimization target in the MEC scenario is to find the minimum value that can satisfy the objective function. Therefore, here we choose a normative method for small indicators, which can be given by:

\[ z_j = \frac{\text{Max}_i x_{ij}}{x_{ij}} \]  

(2)

Here, \( \text{Max}_i \) is the maximum value in the corresponding target set of Pareto optimal set.

From the above summary, for a Pareto optimization solution set with \( M \) optimization goals and \( N \) optimal solutions, We can get a \( n \times m \) matrix \( A=(a_{ij})_{n\times m} \) by normalization.

3.2. Determining the Subjective Weight

In the combination weighting method, decision-makers need to combine various subjective weighting methods when dealing with more complicated decisions. However, in the MEC unloading decision, the types of indicators selected are usually limited. Therefore, this paper chooses the analytic hierarchy process of subjective decision method to get the subjective weight matrix \( W=[w_{ij}]_{n\times m} \).

Firstly, we need to establish a decision matrix composed of decision elements. Then, by comparing the decision elements in pairs, the weight of each decision element is obtained. For example, we need to get the subjective weight matrix of decision sets with three decision objectives \( O_1, O_2, O_3 \). The decision matrix of the decision set is:

\[ O=\begin{bmatrix} 1 & 1/3 & 1/5 \\ 3 & 1 & 1/3 \\ 5 & 3 & 1 \end{bmatrix} \]  

(3)

Here, policymakers consider that \( O_3 \) is the most important, \( O_2 \) is more important, and \( O_1 \) is the least important. The importance of decision itself is the same for decision making itself, so the diagonal value of the matrix should be 1. The importance of \( O_2 \) versus \( O_1 \) and the importance of \( O_1 \) to \( O_2 \) are reciprocal, and so on. Then, we use the arithmetic mean method to estimate the weight value:

\[ w_{ij} = \frac{1}{n} \sum_{k=1}^{n} \frac{a_{ij}}{\sum_{k=1}^{n} a_{kj}} \]  

(4)

3.3. Determining the Objective Weight

In this section, we determine the objective weight matrix \( W_o=[w_{o1}, w_{o2}, \ldots, w_{om}] \) by entropy method. First, we use the equation (2) to get the normalized matrix \( A=(a_{ij})_{n\times m} \). Then, calculate the proportion of the i-th optimal solution under the j-th index in the target:

\[ p_{ij} = \frac{a_{ij}}{\sum_{i=1}^{n} a_{ij}} \]  

(5)

Calculate the entropy of j-th index:

\[ e_j = -\frac{1}{\ln(n)} \sum_{i=1}^{n} p_{ij} \ln(p_{ij}) \]  

(6)

Calculate information entropy redundancy:

\[ d_j = 1-e_j \]  

(7)

Calculate the weight of each index:

\[ w_{oj} = \frac{d_j}{\sum_{j=1}^{m} d_j} \]  

(8)

3.4. Determining Combination Weights

The integrated combination weight can be expressed as: \( W=[w_1, w_2, \ldots, w_m] \). Here, \( w_j \) satisfies the condition of \( \sum_{j=1}^{m} w_j = 1, w_j \geq 0 \). Finally, the scheme can be comprehensively evaluated according to the weight of integration:

\[ Y_j = \sum_{j=1}^{m} w_j a_{ij} \]  

(9)

We use distance to describe the deviation of weighting method. The deviation of the evaluation result is expressed by the Euclidean distance between the combined weighted evaluation value and the subjective and objective weighted evaluation value. In order to make the weight of the combination more reasonable, we strive to minimize the total Euclidean distance, because the smaller the better on the deviation of the evaluation results. Applying the least squares method, the combined weights can be calculated:

\[ \begin{array}{l}
\min \sum_{j=1}^{n} \sum_{j=1}^{m} \left[ (w_j-a_{ij})^2 + (w_j-w_{oj})^2 \right] \\
\text{s.t.} \sum_{j=1}^{m} w_j = 1, w_j \geq 0.
\end{array} \]  

(10)
4. Example Analysis

This paper considers an Internet of things scenario with multiple users and multiple MEC servers. The task to be processed by each user are considered independent. The tasks can be offloaded to the MEC server or locally to handle. The MEC scenario is shown in Figure 2.

Although Pareto front meets the requirements, we still need to find out the compromise optimal solution to meet the needs of users. Therefore, using combination weighting method, this paper finds out the compromise optimal solution to meet the needs of users from the Pareto front.

The Pareto optimal solution set has two objectives and 50 sets of optimal solutions. Firstly, combine the equation (2) to standardize the optimal solution set of Pareto, to get the normalized matrix \( A = (a_{ij})_{50 \times 2} \). Then, the subjective weight matrix of the Pareto optimal solution set is obtained by combining analytic hierarchy process. It is assumed that the decision-maker considers the importance of the average equipment execution delay is higher than the task execution energy consumption. Therefore, the decision matrix for the optimal solution set of Pareto is:

\[
O = \begin{bmatrix} 1 & 1 \\ 3 & 1 \end{bmatrix}
\] (11)

The results of subjective weighting method and objective weighting method are shown in Table 1 and Table 2 respectively.
Table 1. Analytic hierarchy process results.

| Index            | Feature vector | Weight value |
|------------------|----------------|--------------|
| Energy consumption | 0.500          | 0.25         |
| Latency Time     | 1.500          | 0.75         |

Table 2. Entropy method results.

| Index            | Information entropy e | Information entropy redundancy d | Weight value |
|------------------|-----------------------|---------------------------------|--------------|
| Energy consumption | 0.9959                | 0.0041                          | 0.4595       |
| Latency Time     | 0.9951                | 0.0049                          | 0.5405       |

From table 1 and table 2, we can know the subjective weight matrix \( W_u = [0.25, 0.75] \), and the objective weight matrix \( W_v = [0.4595, 0.5405] \).

Finally, we use the equation (10) to get the combined weight matrix of the Pareto optimal set through the least square method. The combined weight matrix \( W = [0.364, 0.636] \). Use the equation (9) to evaluate these 50 sets of Pareto optimal solutions respectively and get their comprehensive evaluation value \( y_i \). The solution with the lowest evaluation value is selected as the compromise optimal solution of the Pareto optimal solution set to meet the needs of users in the MEC scenario. Its Pareto front is shown in Figure 4.

Generally, we believe that the ideal best point of the multi-objective problem of finding the minimum is the origin. However, as long as the equipment performs task processing, task execution delay and equipment energy consumption will be generated. Therefore, the compromise optimal solution we choose from the Pareto optimal solution can only be as close to the ideal optimal solution as possible.

When users think that task execution delay is more important than equipment energy consumption, the weight of task execution delay is also greater than equipment energy consumption in the obtained combined weight matrix. But at the same time, it also takes into account the objective information of the two indicators, and the weight distribution is more neutral.

The best compromise we finally found was \((1.751, 0.6037)\). As shown in Figure 4, even in the whole Pareto front, it is close to the ideal best advantage. This shows that the best compromise selected by the combination weighting method is reasonable.

5. Conclusion

This paper is to find an unloading strategy that can not only meet the needs of users, but also meet the objective information of indicators in the Internet of things scenario. This paper combines the combined weighting method in the subjective and objective integrated weighting method, which can finds the compromise optimal solution from the Pareto optimal solution set for the Internet of things scenario. Firstly, through the analytic hierarchy process in the subjective weighting method, the subjective weight matrix which reflects the subjective consciousness of decision-makers is obtained. Then, through the entropy method in the objective weighting method, the objective weight matrix which can reflect the objective information of the index is obtained. Finally, the subjective and objective integrated weight matrix is obtained by combining the least square method. The performance of each group of optimal solutions in the Pareto optimal solution set is evaluated by integrating the weight. And the solution with the lowest comprehensive index is selected as the compromise optimal solution of the Pareto optimal solution set. This compromise optimal solution can not only meet the subjective needs of users in MEC scenario, but also meet the objective information of indicators. In the future, we will further explore the application of the proposed method in the MEC scenario, to find an offloading strategy that can meet the needs of users.
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