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Abstract  Existence of global classical solutions to fragmentation and coagulation equations with unbounded coagulation rates has been recently proved for initial conditions with finite higher-order moments. These results cannot be directly generalized to the most natural space of solutions with finite mass and number of particles due to the lack of precise characterization of the domain of the generator of the fragmentation semigroup. In this paper we show that such a generalization is possible in the case when fragmentation is described by power-law rates, which are commonly used in engineering practice. This is achieved through direct estimates of the resolvent of the fragmentation operator, which in this case is explicitly known, proving that it is sectorial and carefully intertwining the corresponding intermediate spaces with appropriate weighted $L_1$ spaces.
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1 Introduction

Coagulation and fragmentation processes can be found in many important areas of science and engineering. Examples range from astrophysics [1], blood clotting [2], colloidal chemistry and polymer science [3,4] to molecular beam epitaxy [5]. An efficient way of modelling the dynamical behaviour of such processes is to use a rate equation
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which describes the evolution of the distribution of interacting clusters or particles with respect to their size or mass. If it is assumed that the particle-size variable is real and positive, and the particle-size distribution varies only as a result of coalescence and fragmentation, with reaction rates that depend on the sizes of the individual particles involved, then we arrive at the integro-differential equation

$$
\partial_t u(x, t) = -a(x)u(x, t) + \int_x^\infty a(y)b(x|y)u(y, t)\,dy - u(x, t)\int_0^\infty k(x, y)u(y, t)\,dy \\
+ \frac{1}{2} \int_0^x k(x - y, y)u(x - y, t)u(y, t)\,dy.
$$

(1.1)

Equation (1.1) is usually referred to as the continuous coagulation–fragmentation equation. The function $u$ is interpreted as a density function, with $u(x, t)$ denoting the density of particles of size $x$ at time $t$. The coagulation kernel $k(x, y)$ then represents the rate at which particles of size $x$ coalesce with particles of size $y$. The fragmentation terms have a similar interpretation, with $a(x)$ representing the overall rate of fragmentation of an $x$-sized particle while $b(x|y)$ gives the average number of particles of size $x$ produced when a particle of size $y > x$ breaks up. For the total mass in the system to remain constant during fragmentation, $b$ must satisfy the condition

$$
\int_0^y xb(x|y)\,dx = y, \quad y \in \mathbb{R}_+.
$$

(1.2)

A more detailed explanation of each of the terms in Eq. (1.1) can be found in [6–8].

In many physical problems, it has been found that appropriate forms for $a$ and $b$ are given by the power-law formulae

$$
a(x) = x^{\alpha} \quad \text{and} \quad b(x|y) = (\nu + 2)x^\nu \frac{1}{y^{\nu+1}},
$$

where $\alpha$ and $\nu$ are real parameters which we will specify later; see [3] and the references contained therein. An additional reason for such a choice of $a$ and $b$ is that the resulting fragmentation equation, obtained from (1.1) by setting $k = 0$, can be explicitly solved, though the formulae can be rather involved. Thus, in the current paper, we shall analyse

$$
\partial_t u(x, t) = -x^{\alpha}u(x, t) + (\nu + 2)x^\nu \int_x^\infty y^{\alpha-\nu-1}u(y, t)\,dy \\
- u(x, t)\int_0^\infty k(x, y)u(y, t)\,dy + \frac{1}{2} \int_0^x k(x - y, y)u(x - y, t)u(y, t)\,dy.
$$

(1.3)

It is easy to see that the aforementioned local law of mass conservation (1.2) is satisfied, provided that $\nu > -2$, and the expected number of particles resulting from the fragmentation of a size-$y$ parent is given by

$$
n_0(y) := \int_0^y b(x|y)\,dx = \begin{cases} 
\nu + 2 \\
\nu + 1 \\
\infty
\end{cases} \frac{x^{\nu+1}}{\nu+1}
$$

if $\nu > -1$,

(1.4)

It can also be proved that, for the fragmentation process modelled in (1.3) to be physically correct, we must have $\nu \leq 0$; see [9, Sect. 8.2] and [6]. Thus we assume throughout this paper that $-1 < \nu \leq 0$.

Turning to the coagulation kernel $k$, we assume that it is a measurable symmetric function such that, for some $K > 0$ and $0 \leq \sigma \leq \rho < \alpha$,

$$
0 \leq k(x, y) \leq K \left( (1 + x)^\rho (1 + y)^\sigma + (1 + x)^\sigma (1 + y)^\rho \right)
$$

(1.5)
for \(x, y \in \mathbb{R}_+\). This will suffice to show local in time solvability of (1.3), whereas to show that the solutions are global in time we need to strengthen (1.5) to
\[
0 \leq k(x, y) \leq K((1 + x)^\rho + (1 + y)^\rho)
\]
for \(x, y \in \mathbb{R}_+\) and \(0 \leq \rho \leq 1, \rho < \alpha\).

In fragmentation and coagulation problems, two spaces are most often used due to their physical relevance. In the space \(Y = L^1(\mathbb{R}_+, x \, dx)\) the norm of a non-negative element \(f\), given by \(\int_0^\infty f(x) x \, dx\), represents the total mass of the system, whereas the norm of a non-negative element \(f\) in the space \(X_0 = L^1(\mathbb{R}_+, dx)\), \(\int_0^\infty f(x) \, dx\), gives the total number of particles in the system.

It is well known that the fragmentation equation, with a fragmentation rate \(a\) that is unbounded as \(x \to \infty\), has good properties in \(Y\) but is ill posed in \(X_0\); see [10]. On the other hand, the coagulation operator behaves well in \(X_0\) and in \(L^1(\mathbb{R}_+, x \, dx)\) but not in \(Y\) alone. Note that this is one of the reasons for the restriction \(v \in (-1, 0]\), though the fragmentation equation itself is well posed in \(Y\) also for \(v \in (-2, -1]\), in which case the number of particles created in each fragmentation event is considered to be infinite.

We use the scale of spaces with finite higher moments
\[
X_m = L^1(\mathbb{R}_+, dx) \cap L^1(\mathbb{R}_+, x^m \, dx) = L^1(\mathbb{R}_+, (1 + x^m) \, dx),
\]
where \(m \in \mathbb{M} := [1, \infty)\). We extend this definition to \(X_0 = L^1(\mathbb{R}_+, dx)\). The natural norm in \(X_m\) is denoted by \(\| \cdot \|_{X_m}\). Recall also that the space \(L^1(\mathbb{R}_+, x \, dx)\) is denoted by \(Y\).

Though our main interest in this paper is the space \(X_1\), we shall make frequent use of results that can be shown to hold in \(X_m\), where \(m > 1\) when \(0 < \alpha \leq 1\), and \(m \geq \alpha\) when \(\alpha > 1\). We note that the continuous injection \(X_m \hookrightarrow X_1, m > 1\), means that any solution in \(X_m\) is also a solution in the basic space \(X_1\). Also, due to the nature of the problem, our analysis is carried out in \(X_{m,+}\), where for any partially ordered space \(Z, Z_+\) denotes the positive cone of \(Z\).

Previous rigorous investigations into coagulation–fragmentation equations have relied primarily on two different methods. One strategy, used, for example, in [11–14], establishes the existence of weak solutions by means of weak compactness methods. The uniqueness of such solutions then requires additional assumptions and separate techniques. Although this strategy works very well with pure coagulation problems, for the full coagulation–fragmentation equation it requires that the fragmentation part be in some sense subordinated to the coagulation kernel; see [15]. An alternative approach, introduced in [16] and further developed in [7, 8, 15, 17, 18], treats (1.1) as a Lipschitz perturbation of the linear fragmentation problem. Here, powerful methods from substochastic semigroup theory [9, Chapter 6] enable a wide range of unbounded fragmentation kernels to be catered for, but then the coagulation process must, in a certain way, be controlled by fragmentation.

As we mentioned above, one of the problems related to the analysis of the combined coagulation–fragmentation equation is that it must be considered in the space \(X_1\) in which both the total number and total mass of clusters are controlled. While the natural space for fragmentation is \(L^1(\mathbb{R}_+, x \, dx)\), for coagulation it is easier to work in \(L^1(\mathbb{R}_+, dx)\). To work in the combination of these two spaces one has to impose additional assumptions on the fragmentation and coagulation rates. In particular, in [8, 17, 19], it was assumed that the fragmentation rate \(a\) is bounded by a linear function while the coagulation rate was either constant or bounded. Significant progress was made when it was recognised that both fragmentation and coagulation operators have better properties in the spaces \(X_m\) of functions with finite higher moments. This enabled the sublinearity assumption on \(a\) to be removed in [15], but with the boundedness assumption on \(k\) still required. A further step was made with the realization that the fragmentation operator is sectorial in \(X_m\) for sufficiently large \(m\) and for a large class of particle-size distribution functions \(b\). An immediate and beneficial consequence of this is that intermediate spaces associated with the fragmentation operator can be introduced and the theory developed in [20, Chapter 2] can then be applied to establish the well-posedness in such spaces of the semilinear problem (1.1). Using this approach, we proved the existence of global solutions in \(X_m\) for a large class of physically relevant unbounded coagulation kernels, such as the shear kernel [21, 22], or the modified Smoluchowski kernel, [23]; see [24, 25].

Unfortunately, the estimates allowing one to prove that the fragmentation operator is sectorial in \(X_m, m \geq 1\) break down for \(m = 1\). While the solutions to (1.3) in \(X_m\) are also solutions in \(X_1\), they are only available for a
restricted class of initial conditions, since the value of $m$ can be very large, depending on the rate of growth of $a$ and $b$.

Another stumbling block in the analysis of (1.1) was that there had been no results on semigroup generation in $X_1$ for fast growing fragmentation rates. This drawback was resolved in [26] for the case when $b(x|y) = \beta(x)\gamma(y)$. This separability assumption played a key role in the analysis carried out in [26] as it meant that an explicit representation could be obtained for the resolvent of the fragmentation operator. Clearly, this separability condition is satisfied for the class of so-called power-law fragmentation processes that we consider in this paper. The fact that an explicit resolvent formula is therefore available for these physically relevant fragmentation processes enables us to show that the intermediate space approach used in [24,25] within the framework of higher moment spaces is also applicable in the space $X_1$.

We shall also discuss an interesting consequence of the sectoriality of the fragmentation operator, namely the existence of ‘spurious’ solutions to fragmentation equations, that is, solutions which, for $t > 0$, live in the observable, physical, space $X_1$ but which originate from non-physical initial mass distributions. The example used to illustrate this phenomenon in Sect. 6 is a continuous counterpart of a similar solution to a discrete fragmentation equation which was constructed in [27] (without realizing that it is non-physical) and explained in [28].

2 Formulation of main results

In [25], we were able to establish several results, including analyticity, relating to the semigroup associated with the fragmentation part of Eq. (1.1). These results were proved under certain assumptions on the fragmentation kernels $a$ and $b$, and it was noted that the underlying analysis could not be applied in the space $X_1$, but instead required a higher moment space $X_m$ with the value of $m$ being dependent on $a$ and $b$. It is a routine matter to show that the assumptions required for [25, Theorem 2.1] to hold are satisfied for the power-law rate kernels $a$ and $b$ that we consider here. Clearly,

$$a(x) = x^\alpha \leq a_0(1 + x^j) \quad \text{with} \quad a_0 = 1, \quad j = \alpha,$$

$$n_0(x) \leq b_0(1 + x^l) \quad \text{with} \quad b_0 = \frac{\nu + 2}{\nu + 1}, \quad l = 0,$$

by (1.4), and

$$\lim_{y \to \infty} \frac{y^m - \int_0^y b(x|y)x^m \, dx}{y^m} = \frac{m - 1}{\nu + m + 1} \in (0, \infty)$$

with $m$ chosen as above; see Eqs. (5) and (12) in [25]. It follows immediately that the results on the analyticity of the fragmentation semigroup that are stated in [25, Theorem 2.1] are also valid for the power-law case, under the assumptions that $\alpha \geq 0, \quad -1 < \nu \leq 0$.

(2.3)

For completeness, and to enable comparison with the new results that we prove in this paper, it is useful to summarise the key points that can be deduced directly from [25]. First let us introduce the expression

$$(\mathcal{F}f)(x) = -x^\alpha f(x) + (\nu + 2)x^\nu \int_0^\infty y^{\alpha-\nu-1} f(y)\,dy, \quad x \in \mathbb{R}_+,$$

$$:=(Af)(x) + (Bf)(x).$$

We assume that $m \geq \alpha$ if $\alpha > 1$ or $m > 1$ if $0 < \alpha \leq 1$. Note that we do not consider $\alpha = 0$ in the following, as in this case the fragmentation operator is bounded and so can be dealt with in a far more routine manner. For any $m \in \mathbb{M}$, we define $(A_m f)(x) := Af(x) = x^\alpha f(x)$ on $D(A_m) = \{ f \in X_m : Af \in X_m \} = X_m + \alpha$

and let $B_m$ be the restriction to $D(A_m)$ of $B$. We denote by $F_m = -A_m + B_m$ the fragmentation operator in $X_m$ with domain $D(A_m)$. Most statements of the following theorem are from [25, Theorem 2.1].
Theorem 2.1 Let $\alpha > 0$ and $\nu \in (-1, 0)$. Then the operator $F_m$, with $m$ as above, generates a positive, analytic and quasicontractive semigroup $(S_F(t))_{t \geq 0}$ in $X_m$ of type not exceeding $1/(\nu + 1)$.

The only part of the above result that requires any explanation is the growth constant, as [25, Theorem 2.1 (i)] can be used only to deduce that the growth constant is at most $4a_0b_0 = 4(\nu + 2)/(\nu + 1)$. However, the calculations leading to [25, Eq. (20)] show that, in this case, $1/(\nu + 1)$ is an upper bound for the rate constant.

The results on the combined coagulation–fragmentation equation that are proved in [25, Theorems 2.2 and 2.3] can also be applied to the initial-value problem (1.3). Here we note that the assumptions (1.5) and (1.6) that are imposed on the coagulation kernel $k$ take a slightly different form from those stated in [25, Eqs. (6, 7)]. However, the conditions we use here can be seen to be equivalent to the latter on replacing $\rho a$ and $\rho y$, respectively. Moreover, the intermediate space $X_m^{(\alpha)}$ that features in [25, Eq. (15)] then becomes $X_{m+\rho}$. Consequently, if we introduce a nonlinear operator $C_m$ in $X_m$ defined for $f$ from a suitable subset of $X_m$ by the formula

$$(C_m f)(x) := -f(x) \int_0^\infty k(x, y) f(y) \, dy + \frac{1}{2} \int_0^x k(x - y, y) f(x - y) f(y) \, dy,$$

then the initial-value problem for (1.3) can be written as an abstract semilinear Cauchy problem in $X_m$

$$u_t = -A_m u + B_m u + C_m u, \quad u(0) = \hat{u}, \quad (2.4)$$

where $u_t$ denotes the strong $X_m$ derivative of $u$. Theorems 2.2 and 2.3 in [25] lead immediately to the following theorem.

Theorem 2.2 Let $\alpha$, $\nu$ and $k$ satisfy the conditions (2.3) and (1.5) with $0 \leq \sigma \leq \rho < \alpha$, and let $m \geq \alpha$ if $\alpha > 1$ and $m > 1$ if $0 < \alpha \leq 1$. Then,

(i) for each $\hat{u} \in X_{m+\rho,+}$, there exists $\tau > 0$ such that (2.4) has a unique non-negative classical solution $u \in C([0, \tau), X_{m+\rho}) \cap C^1((0, \tau), X_m) \cap C((0, \tau), D(A_m));$

(ii) any local solution from (i) is global in time if, additionally, $k$ satisfies (1.6).

The situation changes, however, for $m = 1$. First, it is known [9, Subsection 8.3.1] that there is a positive contractive semigroup $(S_F(t))_{t \geq 0}$ on $Y$ generated by the closure $(F, D(F))$ of $F$ restricted to $\{f \in Y : Af \in Y\}$. Further, by [26], there is a positive semigroup $(S_{F_1}(t))_{t \geq 0}$ on $X_1$ generated by the closure $(F_1, D(F_1))$ of $-A_1 + B_1$, but apart from the specific case when $\alpha = 1$ and $\nu = 0$, which we examine in some detail in Sect. 6, no explicit characterization of either $D(F)$ or $D(F_1)$ has yet been found. Nevertheless, for the general power-law case we can prove the following theorem.

Theorem 2.3 Let $\alpha > 0$ and $\nu \in (-1, 0)$. Then the semigroups $(S_F(t))_{t \geq 0}$ and $(S_{F_1}(t))_{t \geq 0}$ are analytic in, respectively, $Y$ and $X_1$.

The proof of Theorem 2.2 was facilitated by the fact that intermediate spaces associated with $F_m$ could be identified, via real interpolation between $D(F_m) = D(A_m) = X_{m+\rho}$ and $X_m$, with weighted spaces $X_{m+\theta \rho}$, $0 < \theta < 1$. Unfortunately, due to $D(F_1) \neq D(A_1)$, such an identification is no longer feasible for $m = 1$. We shall still use intermediate spaces associated with $F_1$, but they no longer have a Banach lattice structure and we will have to sandwich them between spaces of type $X_{1+\xi}$ with different $\xi$'s, which makes the final results slightly different from those in Theorem 2.2. We prove the following theorem.

Theorem 2.4 Let $\alpha > 0$ and $\nu \in (-1, 0)$, and let (1.5) with $0 \leq \sigma \leq \rho < \alpha$ hold. Then, for any $\beta > \rho$ and $\hat{u} \in X_{1+\beta,+}$, there is $\tau > 0$ such that the problem (1.3) has a unique non-negative solution $u$ that satisfies $u \in C([0, \tau), X_{1+\rho}) \cap C^1((0, \tau), X_1) \cap C((0, \tau), D(F_1))$. If, additionally, (1.6) is satisfied, then this solution is global in time.
3 Linear part: proof of Theorem 2.3

We examine the semigroups \((S_{F_1}(t))_{t \geq 0}\) and \((S_F(t))_{t \geq 0}\) generated in \(X_1\) and \(Y\), respectively, by the fragmentation operators \(F_1\) and \(F\). Our aim is to establish that each semigroup is analytic. To this end, we use [20, Proposition 2.1.11], which states the following: If, for some \(\omega \in \mathbb{R}\), the half-plane \(\{ z \in \mathbb{C} : \Re z \geq \omega \}\) belongs to the resolvent set of a closed operator \(T\) and

\[
\|R(\lambda)\| \leq \frac{M}{|\lambda|}, \quad \lambda \in \mathbb{C}, \ \Re \lambda \geq \omega,
\]

with some \(M > 0\) and where \(R(\lambda)\) denotes the resolvent of \(T\), then \(T\) is sectorial and hence generates an analytic semigroup.

To obtain a formula for the resolvent \(R(\lambda)\) of \(F_1\) and \(F\) we use a result from [26], where the more general fragmentation equation

\[
\partial_t u(x, t) = -a(x)u(x, t) + \int_x \int \alpha(y) \beta(x) \gamma(y) u(y, t) dy
\]

was investigated, where \(a, \beta, \gamma\) are real-valued functions. Under the assumption (see [26, Corollary 2 and formula (36)]) that, for \(\lambda \in \mathbb{C}, \Re \lambda > 0\),

\[
\lim_{x \to 0^+} a(x) \in [0, \infty], \quad \lim_{x \to 0^+} (\lambda x B_\lambda(x)) \in (1, \infty) \tag{3.1}
\]

where \(B_\lambda = \frac{\beta(x) \gamma(x)}{\lambda + a(x)}\) and \(xB_\lambda(x)\) is Hölder continuous at \(x = 0\),

\[
\tag{3.2}
\]

it can be established (see [26, Theorem 2 and Corollary 3]) that the resolvent of the generator of the associated semigroups in \(X_1\) and \(Y\) (denoted by \(X_{0,1}\) and \(X_1\) in [26]) is given by

\[
[R(\lambda) f](x) = \frac{f(x)}{\lambda + a(x)} + \frac{B_\lambda(x)}{x} e^{\lambda \int_x^1 B_\lambda(s) ds} \int_x^\infty \frac{s a(s) f(s)}{\lambda + a(s)} e^{-\lambda \int_s^1 B_\lambda(r) dr} ds. \tag{3.4}
\]

In our case \(a(x) = x^\alpha (\alpha > 0)\) and \(B_\lambda(x) = (\nu + 2)/(x(\lambda + x^\alpha))\). Therefore, conditions (3.1)–(3.3) are satisfied. Moreover,

\[
\lambda \int_1^x \frac{B_\lambda(s) ds}{s} = (\nu + 2) \left( \int_1^x \frac{1 - s^{\alpha - 1}}{\lambda + s^\alpha} ds \right) = \frac{\nu + 2}{\alpha} \left( \alpha \ln x - \ln(\lambda + x^\alpha) + \ln(\lambda + 1) \right)
\]

and, on substituting into (3.4), we can conclude that the resolvents of \(F_1\) and \(F\) are given by the expression

\[
[R(\lambda) f](x) = \frac{f(x)}{\lambda + x^\alpha} + \frac{(\nu + 2)x^\nu}{(\lambda + x^\alpha)^{\nu + 1}} \int_x^\infty \frac{\lambda + s^\alpha}{\lambda + x^\alpha}^{\nu - \alpha} s^\alpha - 1 f(s) ds, \quad \Re \lambda > 0, \tag{3.5}
\]

where

\[
\omega := \frac{\nu + 2}{\alpha} \in \left( \frac{1}{\alpha}, \frac{2}{\alpha} \right). \tag{3.6}
\]

In [26] the formula was shown only for real positive \(\lambda\), but one can see from the proof that the formula is still valid for non-real \(\lambda\) in the right half-plane if fractional powers are defined with a cut along the negative half-line.

We need several estimates, which will be established in the following lemmas.
Lemma 3.1 For each \( p > 0 \), there exist positive constants \( c_p \leq 1 \) and \( c'_p \geq 1 \) such that
\[
c_p(a^p + b^p) \leq (a + b)^p \leq c'_p(a^p + b^p)
\]
for all \( a, b \geq 0 \).

Proof Let \( 0 < q \leq r \). Then, for all \( a, b \geq 0 \),
\[
\left( \frac{a^q + b^q}{2} \right)^{1/q} \leq \left( \frac{a^r + b^r}{2} \right)^{1/r}
\]
and
\[
(a^q + b^q)^{1/q} \geq (a^r + b^r)^{1/r}.
\]
see, e.g. [29, (2.9.1) and (2.10.3)]. Combining the inequalities in (3.8) with either \( q = 1 \) or \( r = 1 \) then leads directly to (3.7). \( \square \)

Lemma 3.2 For every \( \gamma > 0 \), there exist positive constants \( C_\gamma \leq 1 \) and \( C'_\gamma \geq 1 \) such that
\[
C_\gamma(|\lambda|^\gamma + x^\gamma) \leq |\lambda + x|^\gamma \leq C'_\gamma(|\lambda|^\gamma + x^\gamma)
\]
for every \( \lambda \in \mathbb{C} \), with \( \text{Re} \lambda \geq 0 \), and every \( x \in [0, \infty) \).

Proof For \( \lambda = \mu + iv, \mu \geq 0, v \in \mathbb{R}, x \geq 0 \), we have, by (3.7),
\[
|\lambda + x|^\gamma = ((\mu + x)^2 + v^2)^{\gamma/2} \leq c'_\gamma((\mu + x)^\gamma + |v|^\gamma)
\]

\[
\leq c'_\gamma c'_\gamma(c^\gamma + |v|^\gamma)
\]

\[
\leq c'_\gamma c'_\gamma((\mu^2 + |v|^2)^{\gamma/2} + x^\gamma) = C'_\gamma(|\lambda|^\gamma + x^\gamma).
\]
The other inequality is proved in a similar way. \( \square \)

Lemma 3.3 Let \( \alpha > 0, v \in (-1, 0), \gamma > -1 \) and let \( \omega \) be as in (3.6). Then,
\begin{enumerate}
\item there exists a positive constant \( C_{\alpha,v} \) such that
\[
\int_0^s \frac{x^\gamma}{|\lambda + x|^{|\lambda|^\alpha+1}} \text{d}x \leq \frac{C_{\alpha,v}}{|\lambda|^{1+\alpha+\gamma}} \int_0^{s/|\lambda|^\alpha} \frac{t^\gamma}{(1 + t^\alpha)^{\omega+1}} \text{d}t
\]
for all \( s > 0 \) and \( \lambda \in \mathbb{C} \) with \( \text{Re} \lambda > 0 \);
\item under the additional assumption that \( \gamma < \alpha + v + 1 \), there exists a positive constant \( M_{\alpha,v,\gamma} \) such that
\[
\int_0^s \frac{x^\gamma}{|\lambda + x|^{|\lambda|^\alpha+1}} \text{d}x \leq \frac{M_{\alpha,v,\gamma}}{|\lambda|^{1+\alpha+\gamma}}
\]
for all \( s > 0 \) and \( \lambda \in \mathbb{C} \) with \( \text{Re} \lambda > 0 \).
\end{enumerate}

Proof (a) On setting \( C_{\alpha,v} := 1/C_{1,v}^{\omega+1} \) and using (3.9) we obtain
\[
\int_0^s \frac{x^\gamma}{|\lambda + x|^{|\lambda|^\alpha+1}} \text{d}x \leq C_{\alpha,v} \int_0^s \frac{x^\gamma}{(|\lambda| + x^\alpha)^{\omega+1}} \text{d}x,
\]
and (3.10) follows in a routine manner with the substitution \( x = |\lambda|^{1/\alpha} t \).

(b) The inequality in (3.10) leads to
\[
\int_0^s \frac{x^\gamma}{|\lambda + x|^{|\lambda|^\alpha+1}} \text{d}x \leq \frac{C_{\alpha,v}}{|\lambda|^{1+\alpha+\gamma}} \int_0^{\infty} \frac{t^\gamma}{(1 + t^\alpha)^{\omega+1}} \text{d}t
\]
As the additional condition on \( \gamma \) implies that \( \alpha(\omega + 1) - \gamma = \alpha + v + 2 - \gamma > 1 \), the integral on the right-hand side of (3.12) converges, and we obtain (3.11). \( \square \)
Proof of Theorem 2.3  We provide calculations for the more involved case $F_1$. For $F$ the calculations become simpler as they do not have to take care of a potential singularity at $x = 0$. For $\lambda \in \mathbb{C}$ with $\mathop{Re}\lambda > 0$ we use (3.5) to obtain

$$
\|R(\lambda) f\|_1 \leq \int_0^\infty \frac{|f(x)|}{|\lambda + x\alpha|} (1 + x)dx
+ (2 + \nu) \int_0^\infty \int_x^\infty \frac{(1 + x)x^\nu}{|\lambda + x\alpha|^{\nu+1}} \frac{f(s)ds}{|\lambda + s\alpha|^{\nu+1}} (1 + x)dx
= \alpha \geq \nu
$$

Since $\mathop{Re}\lambda > 0$, we have $|\lambda + x\alpha| \geq |\lambda|$ for $x \geq 0$, and hence $I_1 \leq \|f\|_1/|\lambda|$. To estimate $I_2$, we consider two cases: $\alpha \geq \nu + 2$ and $0 < \alpha < \nu + 2$. In the former case we have $\omega - 1 \leq 0$ and therefore

$$
|\lambda + s\alpha|^{\omega-1} s^{\alpha-1} \leq s^{\alpha(\omega-1)} s^{\alpha-1} = 1,
$$

which implies that

$$
I_2 = \int_0^\infty \left( \frac{|\lambda| + s\alpha|^{\omega-1} s^{\alpha-1}|f(s)|}{|\lambda + x\alpha|^{\omega+1}} \frac{(1 + x)x^\nu}{|\lambda + x\alpha|^{\omega+1}} dx \right) ds
\leq \int_0^\infty \left( \frac{\frac{M_{\alpha,\nu} + M_{\alpha,\nu+1}}{|\lambda|}}{1 + s\alpha} \frac{|s| f(s)}{s^{\omega-1}} \frac{x^\nu}{|\lambda + x\alpha|^{\omega+1}} dx \right) ds
\leq \frac{M_{\alpha,\nu} + M_{\alpha,\nu+1}}{|\lambda|} \|f\|_1.
$$

In the second case, $0 < \alpha < \nu + 2$, we have $\omega - 1 > 0$. On applying Lemma 3.2 we obtain, with $C = C'_{\omega-1}$,

$$
I_2 = \int_0^\infty \left( \frac{|\lambda| + s\alpha|^{\omega-1} s^{\alpha-1}|f(s)|}{|\lambda + x\alpha|^{\omega+1}} \frac{(1 + x)x^\nu}{|\lambda + x\alpha|^{\omega+1}} dx \right) ds
\leq C \int_0^\infty \left( (|\lambda|^{\omega-1} + s^{-\alpha+\nu+2}) s^{\alpha-1} |f(s)| \frac{(1 + x)x^\nu}{|\lambda + x\alpha|^{\omega+1}} dx \right) ds
= C \int_0^\infty \left( |\lambda|^{\omega-1} s^{\alpha-1} |f(s)| \frac{x^\nu}{|\lambda + x\alpha|^{\omega+1}} dx \right) ds
+ C \int_0^\infty \left( |\lambda|^{\omega-1} s^{\alpha-1} |f(s)| \frac{x^{\nu+1}}{|\lambda + x\alpha|^{\omega+1}} dx \right) ds
+ C \int_0^\infty \left( |s| f(s) \frac{(1 + x)x^\nu}{|\lambda + x\alpha|^{1+\alpha}} dx \right) ds
= C (I_3 + I_4 + I_5).
$$

The last integral, $I_5$, can be estimated as in the previous case (in the last step we have not used the assumption that $\alpha \geq 2 + \nu$).
For the second integral, $I_4$, we can use $|\lambda + x^\alpha|^{\omega+1} = |\lambda + x^\alpha|\omega|\lambda + x^\alpha| \geq |\lambda|\omega x^\alpha$ to obtain

$$I_4 = \int_0^\infty \left( |\lambda|^{\omega-1}s^{\alpha-1-1}|f(s)| \int_0^s \frac{x^{\nu+1}}{|\lambda + x^\alpha|^{\omega+1}} \, dx \right) ds$$

$$\leq \int_0^\infty \left( |\lambda|^{\omega-1}s^{\alpha-1-1}|f(s)| \int_0^s \frac{x^{\nu+1}}{|\lambda|^{\omega}x^\alpha} \, dx \right) ds$$

$$= \frac{1}{(v + 2 - \alpha)|\lambda|} \int_0^\infty s|f(s)|ds \leq \frac{1}{(v + 2 - \alpha)|\lambda|} \|f\|_1.$$ 

On applying Lemma 3.3(a) we obtain the following estimate for the integral $I_3$:

$$I_3 = \int_0^\infty \left( |\lambda|^{\omega-1}s^{\alpha-1-1}|f(s)| \int_0^s \frac{x^{\nu}}{|\lambda + x^\alpha|^{\omega+1}} \, dx \right) ds$$

$$\leq \int_0^\infty \left( |\lambda|^{\omega-1}s^{\alpha-1-1}|f(s)| \frac{C_{\alpha,v}}{|\lambda|^{1+\frac{\alpha}{\omega}}} \int_0^s \frac{t^{\nu}}{(1 + t^\alpha)^{\omega+1}} \, dt \right) ds$$

$$= \frac{C_{\alpha,v}}{|\lambda|^{2-\frac{\alpha+1}{\omega}}} \int_0^\infty \left( s^{\alpha-1}|f(s)| \int_0^s \frac{t^{\nu}}{(1 + t^\alpha)^{\omega+1}} \, dt \right) ds =: C_{\alpha,v} I_3'.$$ 

Let us consider two subcases: $0 < \alpha \leq v + 1$ and $v + 1 < \alpha < v + 2$. In the first case we have, in particular, $\alpha \leq 1$ and hence $s^\alpha \leq 1 + s$, which yields

$$I_3' \leq \frac{1}{|\lambda|^{2-\frac{\alpha+1}{\omega}} \int_0^\infty \left( s^{\alpha-1}|f(s)| \int_0^s \frac{t^{\nu}}{(1 + t^\alpha)^{\omega+1}} \, dt \right) ds$$

$$= \frac{1}{(v + 1)|\lambda|^2} \int_0^\infty s^\alpha |f(s)| |s| \int_0^\infty (1 + s)|f(s)|ds = \frac{1}{(v + 1)|\lambda|^2} \|f\|_1.$$ 

which for $\Re\lambda \geq 1$ is bounded by $\|f\|_1/(1 + (v + 1)|\lambda|)$. In the second subcase, $v + 1 < \alpha < v + 2$, we see that $2 - (v + 1)/\alpha > 1$ and, again for $\Re\lambda \geq 1$, we obtain

$$I_3' \leq \frac{1}{|\lambda|} \int_0^\infty \left( s^{\alpha-1}|f(s)| \int_0^{s/|\lambda|^{1/\alpha}} \frac{t^{\nu}}{(1 + t^\alpha)^{\omega+1}} \, dt \right) ds$$

$$= \frac{1}{|\lambda|} \int_0^\infty \left( s^{\alpha-1}|f(s)| \int_0^{s/|\lambda|^{1/\alpha}} \frac{t^{\nu}}{(1 + t^\alpha)^{\omega+1}} \, dt \right) ds = \frac{C'}{|\lambda|} \int_0^\infty s^{\alpha-1}|f(s)|ds \leq \frac{C'}{|\lambda|} \|f(s)\|_1,$$ 

where the inner integral in the second line is finite on account of $\alpha + \omega\alpha - \nu = \alpha + 2 > 1$, and the last estimate follows from $0 \leq \alpha - \nu - 1 \leq 1$, which holds by $v + 1 < \alpha < v + 2$.

Putting all estimates together, we see that there is a constant $M$ such that, for all $\lambda \in \mathbb{C}$ with $\Re\lambda \geq 1$, we have

$$\|R(\lambda) f\|_1 \leq \frac{M}{|\lambda|} \|f\|_1,$$

where $R(\lambda)$ is the resolvent of $F_1$. Hence it follows from [20, Proposition 2.1.11] that $F_1$ is sectorial, which implies that $(S_{F_1}(t))_{t \geq 0}$ is analytic.

\[\square \]
4 Intermediate spaces associated with $F_m$

We know that $D(A_1) = X_{1+\alpha} \subset D(F_1)$ and that, in general, the inclusion is strict; see the paragraph after Proposition 6.1 and [9, Remark 8.16]. However, we can prove the following lemma.

**Lemma 4.1** For any $0 \leq \gamma < \alpha$ we have

$$D(F_1) \subset X_{1+\gamma}. \quad (4.1)$$

**Proof** We prove that $R(\lambda)f \in X_{1+\gamma}$ for all $f \in X_1$ and some positive $\lambda$. The first term in the representation (3.5) is clearly in $X_{1+\gamma}$. Hence it is sufficient to show that the following integral is finite:

$$\int_0^{\infty} \left( \frac{1}{x^\nu} \right) \frac{1}{(1+s)^{\alpha-1}} \left| f(s) \right| ds = \int_0^{\infty} \left| f(s) \right| \left( \frac{1}{s} + \frac{1}{(1+s)^{\alpha-1}} \right) ds =: \int_0^{\infty} \left| f(s) \right| (1+s) \Phi(s) ds.$$

Now, the inner integrand behaves like $x^\nu$ for small $x$ and like $x^{\nu+\nu-\alpha-\gamma-2}$ for large $x$, and thus the integral is $O(x^{\nu+1})$ as $s \to 0$ and bounded as $s \to \infty$ provided that $\gamma < \alpha$. Hence $\Phi(s) = O(s^\alpha)$ as $s \to 0$ and $\Phi(s) = O(1)$ as $s \to \infty$, which shows that $R(\lambda)f \in X_{1+\gamma}$. $\square$

Since $(F_1, D(F_1))$ is the infinitesimal generator of the analytic semigroup $(S_{F_1}(t))_{t \geq 0}$, we can define intermediate spaces associated with $F_1$; see [20, Section 2.2]. As it is more convenient to deal with an invertible generator, we examine the operator $F_{1,r}$ defined by

$$F_{1,r} := F_1 - rI, \quad D(F_{1,r}) = D(F_1), \quad (4.2)$$

where $r > 0$ is a positive constant, large enough for $0 \in \rho(F_{1,r})$. The abstract Cauchy problem associated with the fragmentation equation then takes the form

$$u_t = ru + F_{1,r}u, \quad u(0) \in D(F_1).$$

The operator $(F_{1,r}, D(F_1))$ generates a bounded analytic semigroup $(S_{F_{1,r}}(t))_{t \geq 0}$ where $S_{F_{1,r}}(t) = e^{-r t} S_{F_1}(t)$ for each $t \geq 0$. Moreover, the fact that $F_{1,r}$ is invertible means that the norm $\|f\|_{1,F} := \|F_{1,r}f\|_{1,F}, f \in D(F_1)$ is equivalent to the graph norm on $D(F_1)$.

If $Y \subset X$ are Banach spaces with $Y$ continuously embedded in $X$, then one can construct real interpolation spaces $(X, Y)_{\theta,p}, 0 < \theta \leq 1, 1 \leq p \leq \infty$, by means of the interpolating function

$$K(t, x, Y) := \inf_{a \in X, b \in Y} \left( \|a\|_X + t \|b\|_Y \right),$$

namely

$$(X, Y)_{\theta,p} := \left\{ x \in X : t \to t^{-\theta-1/p} K(t, x, Y) \in L^p(0, 1) \right\},$$

$$\|x\|_{(X,Y)_{\theta,p}} := \left\| t^{-\theta-1/p} K(t, x, Y) \right\|_{L^p(0, 1)}.$$

Since $X_{1+\alpha} \subset D(F_{1,r}) \subset X_{1+\gamma}, \gamma < \alpha$, with continuous injections, it follows from the definition of the interpolation space that

$$(X_1, X_{1+\alpha})_{\theta,p} \subset (X_1, D(F_{1,r}))_{\theta,p} \subset (X_1, X_{1+\gamma})_{\theta,p}, \quad 0 < \theta \leq 1, 1 \leq p \leq \infty, \quad (4.3)$$

with continuous injections. We shall focus on the case $p = 1$. Since in this case the interpolation space is trivial for $\theta = 1$, we exclude $\theta = 1$ in the following; see [20, p. 16]. Using [30, Theorem 1.18.5] we find that $(X_1, X_{1+\delta})_{\theta,1} = X_{1+\theta \delta}$ for any $\delta \geq 0$ and hence

$$X_{1+\theta \alpha} \hookrightarrow (X_1, D(F_{1,r}))_{\theta,1} \hookrightarrow X_{1+\theta \gamma}, \quad 0 < \theta < 1. \quad (4.4)$$
The above inclusions can be linked with the intermediate spaces of $F_{1,r}$, which are useful for the investigation of the dynamics of (1.3). Following [20, Section 2.2.1] we define

$$D_{F_{1,r}}(\theta, 1) := \left\{ x \in X : t \rightarrow v(t) := \|t^{-\theta} F_{1,r} t X_1 \in L^1(0, 1) \right\},$$

$$\|x\|_{D_{F_{1,r}}(\theta, 1)} := \|x\|_{X_1} + \|v(t)\|_{L^1(0,1)}.$$ 

It follows from [20, Proposition 2.2.2] that

$$D_{F_{1,r}}(\theta, 1) = \left( X_1, D(F_{1,r}) \right)_{\theta, 1},$$

(4.5)

which, by (4.4), implies that

$$X_{1+\theta\gamma} \hookrightarrow D_{F_{1,r}}(\theta, 1) \hookrightarrow X_{1+\theta\gamma}, \quad 0 < \theta < 1,$$

(4.6)

provided that $\gamma < \alpha$.

### 5 Proof of Theorem 2.4

As a prelude to presenting the calculations that establish our main result, namely Theorem 2.4, let us make precise the connection that exists between operators which in essence take the same form but are defined in different $X_m$ spaces. In particular, we observe that $F_m = -A_m + B_m$ defined on $D(A_m)$ and acting in $X_m$, $m > 1$, is a restriction of $(F_1, D(F_1))$ (as the latter is the closure of $(-A_1 + B_1, D(A_1))$). Since both $R(\lambda, F_1)$ and $R(\lambda, F_m)$ exist for large $\lambda$, we have $R(\lambda, F_m) = R(\lambda, F_1)|_{X_m}$. It follows that $S_{F_m}(t) = S_{F_1}(t)|_{X_m}$, and the same is also true for other semigroups constructed in this section.

**Proof of Theorem 2.4** Let the coagulation kernel satisfy (1.5) with $0 \leq \sigma \leq \rho < \alpha$. If we fix any $\theta \in (\rho/\alpha, 1)$, then $\theta\gamma = \rho$ for some $\gamma \in (\rho, \alpha)$ and therefore, by (4.6), $D_{F_{1,r}}(\theta, 1) \hookrightarrow X_{1+\rho}$. We consider the version of (1.3) that takes into account the definition of $F_{1,r}$, namely

$$\partial_t u(x, t) = -(x^\sigma + r) u(x, t) + \int_x^\infty a(y) b(x|y) u(y, t)dy$$

$$+ ru(x, t) - u(x, t) \int_0^x k(x, y) u(y, t)dy + \frac{1}{2} \int_0^x k(x, y) u(x - y, t) u(y, t)dy$$

$$= [F_{1,r} u](x, t) + [C_{1,r} u](x, t).$$

(5.1)

(5.2)

On using the inequalities $(1 + x^\rho)(1 + x) \leq C (1 + x^{\rho+1})$ and $1 + x^\rho \leq 2(1 + x^\rho)$ with some $C > 0$ and the continuous embedding of $D_{F_{1,r}}(\theta, 1)$ in $X_{1+\rho}$, we obtain, for $f, g \in D_{F_{1,r}}(\theta, 1)$,

$$\int_0^\infty |f(x)| \left( \int_0^\infty k(x, y) |g(y)|dy \right) (1 + x)dx$$

$$\leq K \int_0^\infty \int_0^\infty \left[ (1 + x^\rho)(1 + y^\sigma) + (1 + x^\sigma)(1 + y^\rho) \right] |f(x)| |g(y)|(1 + x)dx dy$$

$$\leq K_1 (\|f\|_{1+\rho} \|g\|_{\sigma} + \|f\|_{1+\sigma} \|g\|_{\rho}) \leq K_2 \|f\|_{1+\rho} \|g\|_{1+\rho}$$

$$\leq K_3 \|f\|_{D_{F_{1,r}}(\theta, 1)} \|g\|_{D_{F_{1,r}}(\theta, 1)}$$

(5.3)

and, likewise,
\[
\int \left( \int_0^\infty k(x, y) f(y) |g(x - y)| \, dy \right) (1 + x) \, dx \\
= \int \left( \int_0^\infty k(x, y) f(y) |g(x)| (1 + x + y) \, dx \right) \, dy \\
\leq K \int \left( \int_0^\infty |f(y)||g(x)| ((1 + x^\rho) (1 + y^\rho) + (1 + y^\rho)(1 + x^\rho)) ((1 + x) + (1 + y)) \, dy \right) \, dx \\
\leq K_4 \|f\|_{1+\rho} \|g\|_{1+\rho} \leq K_5 \|f\|_{DF_{1,\rho}(\theta, 1)} \|g\|_{DF_{1,\rho}(\theta, 1)}. \tag{5.4}
\]

If we now investigate the Lipschitz continuity of \(C_{1,\tau}\), then we observe that, whenever \(f, g \in D_{F_{1,\rho}}(\theta, 1)\), the linear component satisfies \(\|rf - rg\|_1 \leq r \|f - g\|_{D_{F_{1,\rho}}(\theta, 1)}\). Since, for a generic quadratic operator \(Q\) generated by a bilinear operator \(B\), we have

\[Q(u) - Q(v) = B(u, u) - B(v, v) = B(u - v, v) + B(u - v, v),\]

we obtain from (5.3) and (5.4) that

\[
\|C_{1,\tau} f - C_{1,\tau} g\|_1 \leq \left( r + (K_3 + K_3) (\|f\|_{D_{F_{1,\rho}}(\theta, 1)} + \|g\|_{D_{F_{1,\rho}}(\theta, 1)}) \right) \|f - g\|_{D_{F_{1,\rho}}(\theta, 1)}. \tag{5.5}
\]

Thus we see that the assumptions of [20, Theorem 7.1.2] (with \(X_\alpha\) of op. cit. equal to \(D_{F_{1,\rho}}(\theta, 1)\)) and, for regularity, of [20, Proposition 7.1.10] are satisfied. Therefore, for any \(\hat{u} \in D_{F_{1,\rho}}(\theta, 1)\), there is a unique mild solution \(u\) to (2.4) in \(D_{F_{1,\rho}}(\theta, 1)\) which, moreover, satisfies

\[u \in C([0, \tau], D_{F_{1,\rho}}(\theta', 1)) \cap C^1([0, \tau], X_1) \cap C([0, \tau], D(F_1))\]

for \(\theta' \in (\rho/\alpha, \theta)\). To complete the proof of the local existence part of Theorem 2.4, we again use (4.6) to deduce that \(D_{F_{1,\rho}}(\theta', 1) \hookrightarrow X_{1+(\rho/\alpha)\theta'} = X_{1+\rho}\) and, when \(\rho < \beta < \alpha\), \(X_{1+\beta} = X_{1+(\beta/\alpha)\alpha} \hookrightarrow D_{F_{1,\rho}}(\theta, 1) \hookrightarrow X_{1+\rho}\). Note that to maximise the set of initial conditions for which the problem is locally solvable we should choose \(\beta\) as close to \(\rho\) as possible due to the fact that \(X_{1+\beta} \hookrightarrow X_{1+\beta_1}\) when \(\beta_1 \leq \beta\). Moreover, when \(\beta \geq \alpha\), the inclusion \(X_{1+\beta} \hookrightarrow D_{F_{1,\rho}}(\theta, 1)\) is automatically satisfied.

Turning now to the proof of global existence, it is clear from (4.6) that \(D_{F_{1,\rho}}(\theta, 1) \subset X_1\). From [20, Theorem 7.1.2] we know that the local solutions depend continuously on their initial conditions. More precisely, denote by \(\phi(t, f_1), \phi(t, f_2)\) the local solutions emanating from \(f_1, f_2\). Then, for any \(\tilde{f} \in D_{F_{1,\rho}}(\theta, 1)\) there are \(\varepsilon, M > 0\) and \(\tau > 0\) such that, if \(\|f_i - \tilde{f}\|_{D_{F_{1,\rho}}(\theta, 1)} < \varepsilon, i = 1, 2\), then

\[
\|\phi(t, f_1) - \phi(t, f_2)\|_{DF_{1,\rho}(\theta, 1)} \leq M \|f_1 - f_2\|_{DF_{1,\rho}(\theta, 1)}, \quad t \in (0, \tau). \tag{5.6}
\]

Due to the considerations above we can write

\[
\|\phi(t, f_1) - \phi(t, f_2)\|_1 \leq \|\phi(t, f_1) - \phi(t, f_2)\|_{DF_{1,\rho}(\theta, 1)} \leq M \|f_1 - f_2\|_{DF_{1,\rho}(\theta, 1)} \leq M_1 \|f_1 - f_2\|_{1+\beta}.
\]

Consider now \(0 \leq \hat{u} \in X_{1+\beta}\). This initial value can be approximated in \(X_{1+\beta}\) by a non-negative sequence \(f_n \in X_{1+\rho}\). Note that \(\tau\) in (5.6) is the same for all approximating initial conditions chosen from the ball of radius \(\varepsilon\) specified above, and thus all approximating solutions are defined at least on \([0, \tau]\). Since, by Theorem 2.2, \(\phi(t, f_n)\) are non-negative functions, \(\phi(t, \hat{u})\) is also non-negative on \((0, \tau)\). Hence we have the existence of local non-negative solutions. Now, as (5.6) is based on the Gronwall lemma, it holds on every finite interval of joint existence. Thus, if additionally (1.6) holds with \(\rho \leq 1\), then extending \(\phi(t, \hat{u})\) to its maximal interval of existence and using the fact that approximating solutions \(\phi(t, f_n)\) exist for all \(t\), we establish that \(\phi(t, \hat{u})\) also exists globally in time. \(\square\)
6 ‘Spurious’ solutions to continuous fragmentation equations

In this section we consider the fragmentation part of (1.3) in the particular case when \( \alpha = 1 \) and \( \nu = 0 \), namely

\[
\partial_t u(x, t) = -x u(x, t) + 2 \int_x^\infty u(y, t) \, dy.
\]  

(6.1)

We consider the process only in \( Y \). It follows from (3.5) that the resolvent of \( F \) is given by

\[
[R(\lambda)u](x) = \frac{u(x)}{\lambda + x} + \frac{2}{(\lambda + x)^3} \int_x^\infty (\lambda + s)u(s) \, ds.
\]

(6.2)

In this case, it is possible to obtain a complete characterisation of \( D(F) \).

**Proposition 6.1** The domain of the operator \( F \) is given by

\[
D(F) = \left\{ f \in Y : Ff \in Y, \lim_{s \to \infty} \left( x^2 \int_x^\infty f(s) \, ds \right) = 0 \right\}.
\]

(6.3)

**Proof** Let \( f \in D(F) \). Then, for some \( \lambda > 0 \), there exists \( g \in Y \) such that \( Ff = RF(\lambda)g = \lambda f - g \in Y \). Moreover, for \( x > 0 \),

\[
x^2 \int_x^\infty f(s) \, ds = x^2 \int_x^\infty [R(\lambda)g](s) \, ds = x^2 \int_x^\infty \left( \frac{g(s)}{\lambda + s} + \frac{2}{(\lambda + s)^3} \int_s^\infty (\lambda + r)g(r) \, dr \right) \, ds
\]

\[
= x^2 \int_x^\infty \frac{g(s)}{\lambda + s} \, ds + x^2 \int_x^\infty \left( \int_s^\infty \frac{2}{(\lambda + s)^3} \, ds \right) (\lambda + r)g(r) \, dr
\]

\[
= x^2 \int_x^\infty \frac{g(s)}{\lambda + s} \, ds + x^2 \int_x^\infty \left( \frac{1}{(\lambda + x)^2} - \frac{1}{(\lambda + r)^2} \right) (\lambda + r)g(r) \, dr = \frac{x^2}{(\lambda + x)^2} \int_x^\infty (\lambda + r)g(r) \, dr,
\]

which converges to 0 as \( x \to \infty \). Hence \( f \) is in the set on the right-hand side of (6.3).

Conversely, assume that \( f \) is in the set on the right-hand side of (6.3). Then, for \( \lambda > 0 \), we can define \( g := (\lambda - F)f \in Y \) and, for \( x > 0 \), we obtain

\[
[R(\lambda)g](x) = \left[ R(\lambda)(\lambda - F)f \right](x)
\]

\[
= \frac{1}{\lambda + x} \left( (\lambda + x)f(x) - 2 \int_x^\infty f(s) \, ds \right) + \frac{2}{(\lambda + x)^3} \int_x^\infty (\lambda + s)(\lambda + s)f(s) - 2 \int_s^\infty f(r) \, dr \, ds
\]

\[
= f(x) - \frac{2}{(\lambda + x)^3} \int_x^\infty \left( (\lambda + x)^2 f(s) - (\lambda + s)^2 f(s) + 2(\lambda + s) \int_s^\infty f(r) \, dr \right) \, ds
\]

\[
= f(x) - \frac{2}{(\lambda + x)^3} \left[ (\lambda + x)^2 \int_x^\infty f(s) \, ds + \int_x^\infty \frac{\partial}{\partial s} \left( (\lambda + s)^2 \int_s^\infty f(r) \, dr \right) \, ds \right]
\]

\[
= f(x) - \frac{2}{(\lambda + x)^3} \left[ (\lambda + x)^2 \int_x^\infty f(s) \, ds + \lim_{b \to \infty} \left( (\lambda + b)^2 \int_b^\infty f(r) \, dr \right) - (\lambda + x)^2 \int_x^\infty f(r) \, dr \right]
\]

\[
= f(x).
\]

Hence \( f = R(\lambda)g \), which implies that \( f \in D(F) \).
Let $F_{\text{max}}$ be the maximal operator associated with $\mathcal{F}$, i.e. $D(F_{\text{max}}) = \{ f \in Y : \mathcal{F}f \in Y \}$, $F_{\text{max}}f = \mathcal{F}f$ for $f \in D(F_{\text{max}})$. With $m > 1$, there is strict inclusion everywhere in the following chain

$D(A_m) \subset D(A_1) \subset D(F) \subset D(F_{\text{max}})$;

this can be seen with the following functions:

$$f_1(x) = \frac{1}{(\lambda + x)^3}, \quad f_2(x) = \frac{1}{(\lambda + x)^3 \ln(\lambda + x)}, \quad f_3(x) = \frac{1}{(\lambda + x)^3 (\ln(\lambda + x))^\alpha},$$

where $\lambda > 0$ for $f_1$ and $\lambda > 1$ for $f_2, f_3$ and $\alpha > 1$, which satisfy

$$f_1 \in D(F_{\text{max}}) \setminus D(F), \quad f_2 \in D(F) \setminus D(A_1), \quad f_3 \in D(A_1) \setminus D(A_m)$$

for $m > 1$.

If one considers the evolution equation

$$u_t = F_{\text{max}}u$$

instead of $u_t = Fu$, then one loses uniqueness, as the following example shows: for $\lambda > 0$ set

$$u(x, t) := e^{\lambda t} f_1(x) - [S_F(t)f_1](x), \quad t \geq 0, \ x \geq 0.$$

It is easy to see that $u(\cdot, t) \in D(F_{\text{max}})$ for all $t \geq 0$ and that the function $t \mapsto u(\cdot, t)$ is continuous on $[0, \infty)$, strongly differentiable on $(0, \infty)$ and satisfies (6.4) and the initial condition $u(x, 0) = 0$. Clearly, the function $u$ is non-trivial since $u(\cdot, t) \notin D(F)$ for $t > 0$; note that $S_F(t)f_1 \in D(F)$ for $t > 0$. This phenomenon was analysed in [31].

To conclude, we now consider the specific case when $u$ is given by

$$u(x, t) = t^2 e^{-x t}.$$  \hfill (6.5)

Routine calculations show that this function is a pointwise solution to (6.1), and satisfies the relations $\int_0^\infty x |u(x, t)| dx < \infty$ and $\int_0^\infty x^2 |u(x, t)| dx < \infty$ for all $t > 0$, and therefore $u(\cdot, t) \in D(F)$. The function $t \mapsto u(\cdot, t)$ is strongly differentiable on $(0, \infty)$, i.e.

$$\int_0^\infty x \left| \frac{1}{h} (u(x, t + h) - u(x, t)) - \left( 2te^{-x t} - t^2 x e^{-x t} \right) \right| dx \to 0 \quad \text{as } h \to 0$$

for all $t > 0$, which can be shown using Lebesgue’s dominated convergence theorem. Thus, $u_t = Fu$, $t > 0$, in $Y$. Clearly, $u(x, 0) = 0$ for all $x \in \mathbb{R}_+$, so we have a non-trivial classical solution of the fragmentation equation (6.1) emanating from zero. This shows that (6.1) is not well posed in the pointwise sense. However, there is no contradiction to the well-posedness of the corresponding abstract Cauchy problem, which is guaranteed by Theorem 2.3, because $u(\cdot, t)$ does not converge in $Y$ as $t \to 0^+$.

To explain the behaviour of $u(\cdot, t)$ as $t \to 0^+$, let us recall the concept of Sobolev towers; see, e.g. [32, Sect. II.5.a].

The first element of this tower is the Sobolev space of order $-1$ associated with $F$, denoted by $Y_{-1}$ and defined as the completion of $Y$ with respect to the norm

$$\|x\|_{Y_{-1}} = \| R(\lambda) x \|_Y$$

for some fixed $\lambda > 0$. The semigroup $(S_F(t))_{t \geq 0}$ extends, by density, to a strongly continuous semigroup $(S_{F_{-1}}(t))_{t \geq 0}$ on $Y_{-1}$ generated by the operator $F_{-1}$ whose resolvent, $R_{-1}(\lambda)$, is the extension of the resolvent $R(\lambda)$ of $F$. This extended resolvent, $R_{-1}(\lambda)$, maps $Y$ bijectively onto $Y_{-1}$, and hence $D(F_{-1}) = Y$. It follows from [28, Lemma 4.1] that $u(\cdot, t)$ converges in $Y_{-1}$ to an element $\hat{u}$ if and only if the limit

$$\hat{u} := \lim_{t \to 0^+} \int_t^\infty e^{-\lambda s} u(\cdot, s) ds \quad \hfill (6.6)$$

exists in $Y$, and in this case, $R_{-1}(\lambda) \hat{u} = \hat{u}$.
For the function (6.5) the limit on the right-hand side of (6.6) exists and is given by $\hat{v}(x) = \int_0^\infty e^{-\lambda s} u(x, s) ds$
since

$$\int_0^\infty \int_0^t e^{-\lambda s} u(x, s) ds \, dx = \int_0^t \left( \int_0^\infty e^{-\lambda s} \int_0^x u(x, s) ds \, dx \right) ds = \int_0^t e^{-\lambda s} ds \to 0 \quad \text{as} \quad t \to 0^+.$$ 

Explicitly, the limit $\hat{v}$ is

$$\hat{v}(x) = \int_0^\infty e^{-\lambda s} u(x, s) ds = \frac{2}{(\lambda + x)^3}.$$ 

For an interpretation of this limit, we consider the mass distribution

$$f_m(x) = \begin{cases} 
\frac{2}{2m+1} & \text{if } m-1 \leq x \leq m, \\
0 & \text{otherwise},
\end{cases}$$

for $m \in \mathbb{N}$, which is a density describing a unit mass ensemble of particles having masses in the interval $[m-1, m]$. Let us choose $\lambda = 1$ in the following. Then, with (6.2), we obtain

$$[R(1)f_m](x) = \begin{cases} 
\frac{2(2m+1)}{(2m-1)(x+1)^3} & \text{if } 0 \leq x \leq m-1, \\
\frac{2(m+1)^2}{(2m-1)(x+1)^3} & \text{if } m-1 < x \leq m, \\
0 & \text{otherwise},
\end{cases}$$

and

$$\int_0^\infty \left| [R(1)f_m](x) - \frac{2}{1+x} \right| dx = \int_0^{m-1} \frac{4x}{(2m-1)(x+1)^3} dx + \int_{m-1}^m \frac{2(m^2+2)x}{(2m-1)(x+1)^3} dx + \int_m^\infty \frac{2x}{(1+x)^3} dx \to 0$$
as $m \to \infty$. Hence $(f_m)_{m \geq 1}$ converges in $Y_{-1}$ to the ‘singular’ initial value $\hat{u}$ of $t^2 e^{-xt}$. Thus, we can interpret $\hat{u}$ as an ‘infinite’ particle of unit mass.

Finally, the fact that $(S_F(t))_{t \geq 0}$ is analytic explains why the solution (6.5) is immediately observable for $t > 0$, that is, $u(\cdot, t) \in Y$ for $t > 0$. Analytic semigroups are immediately smoothing and therefore any solution emanating from an initial condition in any $Y_{-n}$ immediately enters $Y$ (or for that matter, $\bigcap_{k=0}^\infty D(P_k)$), continuing as a strongly differentiable solution enjoying also a semigroup property

$$u(\cdot, t_1 + t_2) = S_F(t_1)u(\cdot, t_2), \quad t_2 > 0, \quad t_1 \geq 0.$$ 

This example indicates how careful one has to be while looking for explicit solutions of infinite-dimensional dynamical systems such as (6.1) so as not to pick up a spurious solution.

7 Conclusions

In recent papers [24,25], we have proved the existence of global classical solutions to the fragmentation–coagulation equation with unbounded fragmentation and coagulation rates. These results required the initial conditions to have finite moments of sufficiently high order. In this paper, we have continued to consider unbounded coagulation rates. By restricting attention to fragmentation rates of power-law type, we have been able to prove that the related
fragmentation semigroup is analytic in the physically relevant space \( Y = L_1(\mathbb{R}^+, x \, dx) \). Exploiting this property, we established existence and uniqueness for the full fragmentation–coagulation equation for a large class of initial conditions. The paper is concluded by constructing a solution of a fragmentation equation which has all moments finite for \( t > 0 \) but originates from a non-physical initial condition, which can be interpreted as an ‘infinite’ particle with unit mass. The existence of such solutions again is possible due to the analyticity of the fragmentation semigroup and hence its smoothing property.
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