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Abstract

In this work we investigate a very weak solution to the initial-boundary value problem of an Euler-Bernoulli beam model. We allow for bending stiffness, axial- and transversal forces as well as for initial conditions to be irregular functions or distributions. We prove the well-posedness of this problem in the very weak sense. More precisely, we define the very weak solution to the problem and show its existence and uniqueness. For regular enough coefficients we show consistency with the weak solution. Numerical analysis shows that the very weak solution coincides with the weak solution, when the latter exists, but also offers more insights into the behaviour of the very weak solution, when the weak solution doesn’t exist.
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1 Introduction

In this paper we investigate the initial-boundary value problem which arises in the analysis of the Euler-Bernoulli beam equation that includes irregular coefficients and force terms. More precisely, we consider the initial-boundary value problem

\[ \frac{\partial^2}{\partial x^2} \left( c(x) \frac{\partial^2}{\partial t^2} u \right) + b(x, t) \frac{\partial^2}{\partial t^2} u + \frac{\partial^2}{\partial t^2} u = g, \]

\[ u|_{t=0} = f_1, \quad \partial_t u|_{t=0} = f_2, \]

\[ u|_{x=0} = u|_{x=1} = 0, \quad \partial_x u|_{x=0} = \partial_x u|_{x=1} = 0, \]

where the coefficients \( c, b \), the force term \( g \) and the initial data \( f_1 \) and \( f_2 \) are irregular objects, such as Dirac-type distributions. The structure of the considered problem arises from mechanics and it describes the displacement of a beam under axial and transversal forces.

Similar problems, involving distributional and generalized solutions to the Euler-Bernoulli model have already been addressed in literature \([6, 11, 12, 23]\). In the Colombeau algebra \([10]\) setting, it was shown that if \( c, b, g \) and \( f_1 \) and \( f_2 \) are Colombeau generalized functions, the problem (1)-(3) has a unique solution in the Colombeau functions based on families of weak solutions to the corresponding regularized problem \([11]\).

Recently introduced concept of the very weak solution \([9]\) offers an alternative approach to deal with irregular objects. Since then the very weak solution has been used to successfully treat a wide range of problems \([3, 1, 2, 8, 13, 14, 18, 19, 17, 20]\) with irregular data. The basic idea is to regularize irregular objects by nets of regular functions with moderate asymptotics, find the weak solution to the net of regularized problems obtaining a net of solutions, which is called a sequential solution. When the sequential solution is of moderate growth, it is called a very weak solution.

To the best of our knowledge, the concept of the very weak solution for the Euler-Bernoulli beam initial-boundary value problem with irregular coefficients and forces has not been addressed so far. The results presented in \([11]\) include a weak solution of the problem (1)-(3) for regular data together with the Colombeau generalized solutions. In comparison with the Colombeau algebra generalized solution approach \([11]\), in the concept of very weak solution, we do not require derivatives to be of moderate growth and the approximating nets are chosen more freely, independently of the fact whether the underlying space is an algebra or not \([9]\).

The outline of the article is as follows. First, we conclude the Introduction section by fixing some notations, recall main notions and definitions important for our work, and give a brief description of the mechanical model for the Euler-Bernoulli beam. In Section 2, we review the existing results on the weak solution for the \( L^\infty \)-coefficients obtained in \([11]\), and modify the existing energy estimate making it suitable for the very weak solution approach. In Section 3 we define and show existence of the very weak solution. Section 4 includes the uniqueness results of the very weak solution defined in an appropriate sense and the consistency results of the very weak solution with the weak solution, when the coefficients are regular enough. In Section 5 we conduct numerical analysis of the obtained theoretical results. Finally, we give a short conclusion and discuss possibilities for future research.

1.1 Notations and notions

Let \( L^\infty(\mathbb{R}^d) \) be the space of essentially bounded measurable functions, \( C^k(\mathbb{R}^d) \) is the space of \( k \)-times continuously differentiable functions on \( \mathbb{R}^d \), \( D(\mathbb{R}^d) := C_0^\infty(\mathbb{R}^d) \) the space of compactly supported smooth functions, \( D'(\mathbb{R}^d) \) the space of distributions, and \( E'(\mathbb{R}^d) \) the space of compactly supported distributions. Further let \( L^2(\mathbb{R}^d) \) be the space of square integrable functions, \( H^2(\mathbb{R}^d) \) be the Sobolev space that consists of the functions \( v \in L^2(\mathbb{R}^d) \) such that its weak derivatives up to order 2 exist and are square integrable functions. \( H^2_0(\mathbb{R}^d) \) denotes the closure of \( D(\mathbb{R}^d) \) in \( H^2(\mathbb{R}^d) \).

The space \( H^{-2}(\mathbb{R}^d) \) is the space of continuous linear functionals \( f : H^2(\mathbb{R}^d) \to \mathbb{C} \) with the norm

\[ \| f \|_{H^{-2}(\mathbb{R}^d)} := \sup_{v \in H^2(\mathbb{R}^d)} \frac{|f(v)|}{\|v\|_{H^2(\mathbb{R}^d)}}. \]

There are vector valued Sobolev spaces that are essential in the construction of weak and very weak solutions to PDEs, when working with time dependent problems. Let \((X, \| . \|_X)\) be a Banach
space, then \( L^2([0, T], X) \) is the space of functions \( f \) over \([0, T]\) with values in \( X \) with the norm
\[
\|f\|_{L^2([0, T], X)} := \left( \int_0^T \|f(t)\|_X dt \right)^{1/2} < \infty.
\]
The space \( H^2([0, T], X) \) is the subspace consisting of all functions \( f \) in \( L^2([0, T], X) \) for which the norm
\[
\|f\|_{H^2([0, T], X)} := \left( \int_0^T \|f(t)\|_X dt + \int_0^T \|\partial_t f(t)\|_X dt + \int_0^T \|\partial_{tt}^2 f(t)\|_X dt \right)^{1/2}
\]
is finite, where \( \partial_t \) is interpreted as the weak derivative. Similarly \( C([0, T], X) \) is the space of continuous functions over \([0, T]\) with values in \( X \) endowed with the norm
\[
\|f\|_{C([0, T], X)} := \sup_{t \in [0, T]} \|f(t)\|_X < \infty.
\]
For our purposes, the Hilbert space \( L^2(0, 1) \) with the inner product given by
\[
\langle u, v \rangle := \int_0^1 u(x)v(x) dx
\]
will be of special interest. Together with this inner product we consider the anti-dual action of \( f \in H^{-2}(0, 1) \) by \( \langle f, v \rangle := f(\tau), \) for all \( v \in H^2(0, 1). \)

For the sake of simplifying certain notations, we will also use the Landau asymptotic symbols. More precisely, we say that function \( f \) is "big-O" of function \( g, \) denoted by \( f(x) = O(g(x)) \), when \( x \to 0, \) if there exist positive numbers \( \delta \) and \( M \) such that
\[
|f(x)| \leq M |g(x)|, \quad x \in (-\delta, \delta) \setminus \{0\}.
\]
Similarly, if \( g(x) \neq 0, \) for \( x \neq 0, \) we say that function \( f \) is "small-o" of function \( g, \) as \( x \to 0, \) if
\[
\lim_{x \to 0} \frac{|f(x)|}{|g(x)|} = 0.
\]

### 1.2 The Euler-Bernoulli beam model

In this subsection we will explain in more detail the model of an elastic rod behind the Euler-Bernoulli beam equation. We base ourselves on a general theory of elasticity, which can be found in [3] [5].

Let us consider a cylindrical beam of length \( L. \) A beam is often modeled by considering deviations from the beam axis. Let us assume that the beam is under influence of a vertical force \( g_1 \) and an axial force \( P, \) but there are no lateral forces. The vertical displacement of the beam axis in this situation, depends on time \( t \) and position \( x \) and will be modeled by the function \( u(x, t). \)

Material particles also experience displacements in the axial direction \( w(x, z, t). \) Let \( p \) be a particle that starts at the position \((x, z)\) at time \( t = 0. \) Then \( w(x, z, t) \) is the horizontal displacement of \( p \) at time \( t. \) For small horizontal deformations we can approximate the horizontal deformation by \( w(x, z, t) = z\partial_z u(x, t). \) When the elasticity of the beam is modeled by Hooke’s law, the stress \( \sigma(x, t) \) is then proportional to the relative extension of the material. Locally, the relative extension is given by the derivative \( \partial_x w(x, z, t). \) This together implies that
\[
\sigma(x, t) = E(x)\partial_x w(x, z, t),
\]
where the proportionality constant \( E(x) \) is called the modulus of elasticity. The bending moment \( M \) is a stress resultant given by \( M(x, t) = \int_{C(x)} \sigma(x, t) z dA, \) with the integral over the cross-section of the beam \( C(x) \) at position \( x. \) In our case, we obtain
\[
M(x, t) = \int_{C(x)} E(x)\partial_x w(x, z, t) z dA = \int_{C(x)} E(x)\partial_x^2 u(x, t) z^2 dA = E(x)\partial_x^2 u(x, t) \int_{C(x)} z^2 dy dz = E(x)I(x)\partial_x^2 u(x, t).
\]
Note that \( I(x) := \int_{C(x)} z^2 dy dz \) is the second moment of area of the beam’s cross-section. A shearing force is defined as an excess horizontal force on the top part of the beam over the bottom part of the beam. The bending moment defines the shearing force as

\[
Q_1(x, t) = -\partial_x^2 M(x, t) = -\partial_x^2 \left( E(x) I(x) \partial_x^2 u(x, t) \right).
\]

The minus sign appears as an excess force in a position \( x \) with positive curvature results in a downwards force. Next we have the shearing force due to the axial force, that is

\[
Q_2(x, t) = -P(t) \partial_x^2 u(x, t).
\]

Using Newton’s second law on the vertical displacement \( u(x, t) \) and the vertical forces \( g_1(x, t) \), \( Q_1(x, t) \) and \( Q_2(x, t) \), results in the dynamic Euler-Bernoulli equation

\[
R(x) \partial_t^2 u = g_1(x, t) + Q_1(x, t) + Q_2(x, t).
\]

The line density \( R(x) \) is a replacement for the proper mass, as we are working locally on a cross-section of infinitesimal width. It is defined as \( \partial_t m(x) \) with \( m(x) \) the mass of the beam contained in the interval \([0, x]\). By putting together the previous results, we obtain the dynamic Euler-Bernoulli equation of the form

\[
\partial_t^2 \left( A(x) \partial_x^2 u \right) + P(t) \partial_x^2 u + R(x) \partial_x^2 u = g_1(x, t), \quad x \in (0, 1), \quad t > 0,
\]

where \( A(x) := E(x) I(x) \) is the bending stiffness, \( P(t) \) is the axial force, \( R(x) \) is the line density and \( g_1(x, t) \) denotes the force term.

In this article we will consider the Euler-Bernoulli beam model where now the rod consists of two parts with uniform cross-section. Moreover, we consider distributional transversal force \( g_1 \) and axial force \( P \). Denote the vertical displacement of the beam axis at \((x, t)\) by \( u(x, t) \). The equation of motion then reads as follows

\[
\partial_t^2 \left( A(x) \partial_x^2 u \right) + P(t) \partial_x^2 u + R(x) \partial_x^2 u = g_1(x, t), \quad x \in (0, 1), \quad t > 0,
\]

where by taking into account that the beam consists of two parts, the following holds:

- \( A \) is the bending stiffness, given by \( A(x) = E I_1 + H(x-x_0)(E I_2 - E I_1) \) where \( H \) is the Heaviside jump function and \( I_1 \neq I_2 \) are are the second moments of area of the beam’s cross-section that correspond to the two parts of the beam,
- \( R \) is the line density of the beam of the form \( R(x) = R_0 + H(x-x_0)(R_2 - R_1) \),
- \( P \) is an axial force of the form \( P(t) = P_0 + P_1 \delta(t-t_1) \), \( P_0, P_1 > 0 \),
- \( g_1 \) is the vertical force term.

Further, we consider the clamped Euler-Bernoulli beam, i.e., the case when the equation \([5]\) is accompanied by the homogeneous boundary conditions

\[
u(0, t) = u(1, t) = \partial_x u(0, t) = \partial_x u(1, t) = 0.
\]

Using a formal change of variables \( t \mapsto \sqrt{R(x)t} \), we reduce the model \([5]\) to the following initial-boundary value problem on the domain \( X_T := (0, T) \times (0, 1) \).

**Problem 1** Find a function \( u \) such that

\[
\partial_t^2 \left( c(x) \partial_x^2 u(x, t) \right) + b(x, t) \partial_x^2 u(x, t) + 2 \partial_t^2 u(x, t) = g(x, t), \quad (x, t) \in X_T,
\]

satisfying the initial conditions

\[
u(x, 0) = f_1(x), \quad \partial_t u(x, 0) = f_2(x), \quad x \in [0, 1],
\]

and the boundary conditions

\[
u(0, t) = \partial_x u(0, t) = 0, \quad u(1, t) = \partial_x u(1, t) = 0.
\]

Note that the function \( c \) in \([5] \) equals \( A \), the function \( b \) is given by \( b(x, t) = P(\sqrt{R(x)t}) \) and \( g(x, t) = g_1(x, \sqrt{R(x)t}) \).

In Section \([3] \) we will consider Problem \([1] \) with \( c \in \mathcal{D}'(0, 1), b \in \mathcal{D}'(X_T), g \in \mathcal{D}'(X_T), f_1, f_2 \in \mathcal{D}'(0, 1) \). First, we will say a bit more about about regularization techniques, which are a common approach when dealing with irregular coefficients. Moreover, we will introduce the concept of the very weak solution.
1.3 A note on regularizations

A common approach in the functional analysis to deal with irregular objects is via regularization, which will provide us with a regularizing net of smooth functions. We will work with nets of functions \( (u_\varepsilon)_\varepsilon \) in a function space \( X \), which is any map \( (0, \varepsilon_0] \to X : \varepsilon \mapsto u_\varepsilon \) for some \( \varepsilon_0 > 0 \). In this article we are concerned by nets of smooth functions indexed by a parameter \( \varepsilon \) and obeying certain asymptotic growth estimates as \( \varepsilon \) tends to zero.

One can regularize a distribution \( u \in \mathcal{D}'(\mathbb{R}^d) \) by means of a mollifier \( \varphi \). A Friedrichs mollifier is a smooth function \( \varphi \in C_0^\infty(\mathbb{R}^d) \), \( \varphi \geq 0 \) and \( \int \varphi = 1 \). The corresponding mollifying net \( (\varphi_\varepsilon)_\varepsilon \) is
\[
\varphi_\varepsilon(x) = \varepsilon^{-d} \varphi(\varepsilon^{-1} x), \quad \varepsilon > 0.
\]
Convolution with the mollifying net produces a regularizing net \( (u_\varepsilon)_\varepsilon \) of smooth functions by
\[
u_\varepsilon = u * \varphi_\varepsilon, \quad \varepsilon > 0,
\]
such that \( u_\varepsilon \to u \) in \( \mathcal{D}'(\mathbb{R}^d) \) as \( \varepsilon \to 0 \). Notably, the regularizing nets admit asymptotic estimates in terms of the regularization parameter.

Definition 1.1 (Moderateness) Let \( (X, \| \cdot \|_X) \) be a Banach space. A net of elements \( (v_\varepsilon)_\varepsilon \) in \( X \) is \( X \)-moderate if there exist \( C > 0 \) and \( N \in \mathbb{N}_0 \) such that
\[
\|v_\varepsilon\|_X \leq C \varepsilon^{-N}, \quad \text{as } \varepsilon \to 0.
\]
Remark 1.2 Specifically, the net \( (u_\varepsilon)_\varepsilon \) defined by (6) and all nets of partial derivatives \( (\partial^\alpha u_\varepsilon)_\varepsilon \) are \( L^p \)-moderate on compact sets, for \( 1 \leq p \leq \infty \). Indeed, let \( v \in \mathcal{E}'(\mathbb{R}^d) \). By the structure theorem for compactly supported distributions of finite order [10, 22], we can write \( v \) as a finite sum of distributional derivatives
\[
v = \sum_{\alpha \in \mathbb{N}^d} \partial^\alpha f,
\]
on \text{supp} \( v \), for some \( m \in \mathbb{N} \) and a function \( f \in C(\mathbb{R}^n) \) with compact support in an arbitrarily small neighborhood of \text{supp} \( v \). Convolution with a Friedrichs mollifier then gives
\[
v_\varepsilon = v * \varphi_\varepsilon = \sum_{|\alpha| \leq m} \partial^\alpha f * \varphi_\varepsilon
= \sum_{|\alpha| \leq m} f * \partial^\alpha \varphi_\varepsilon
= \sum_{|\alpha| \leq m} \varepsilon^{-|\alpha|} f * (\varepsilon^{-d}(\partial^\alpha \varphi)(x/\varepsilon)),
\]
such that by Young’s inequality
\[
\|v_\varepsilon\|_{L^p(\mathbb{R}^d)} \leq \sum_{|\alpha| \leq m} \varepsilon^{-|\alpha|} \|f\|_{L^1(\mathbb{R}^d)} \varepsilon^{-d}(\partial^\alpha \varphi)(x/\varepsilon) \|_{L^p(\mathbb{R}^d)}
\leq \varepsilon^{-m} \|f\|_{L^1(\mathbb{R}^d)} \sum_{|\alpha| \leq m} \|\partial^\alpha \varphi(x)\|_{L^p(\mathbb{R}^d)}.
\]
Similarly, nets of any order of derivatives \( (\partial^\alpha v_\varepsilon)_\varepsilon \) are \( L^p(\mathbb{R}^d) \)-moderate. Now let us consider any compact \( K \subset \mathbb{R}^d \) and a distribution \( u \in \mathcal{D}'(\mathbb{R}^d) \). By writing \( u \) as a locally finite sum of compactly supported distributions one finds that the regularizing net \( (u_\varepsilon)_\varepsilon \) is \( L^p(K) \)-moderate. We can conclude that nets with moderate asymptotics are well suited for representing distributional objects.

In our investigation of the very weak solution we will encounter also log-type moderate nets. Due to its importance in the sequel, we will also show that every distribution of finite order can be regularized such that the obtained regularization net is of log-type.

Definition 1.3 (Moderateness of log-type) Let \( (X, \| \cdot \|_X) \) be a Banach space. A net \( (v_\varepsilon)_\varepsilon \) is \( X \)-moderate of log-type if there is \( C > 0 \) such that
\[
\|v_\varepsilon\|_X \leq C \log \frac{1}{\varepsilon}, \quad \text{as } \varepsilon \to 0.
\]
Remark 1.4 It has been already shown [13] that log-type regularizations of distributions can be easily obtained by convolution with logarithmically scaled Friedrichs mollifiers. For the convenience of the reader we will include an explicit construction starting from a moderate net.

Let \((X, \| \cdot \|_X)\) be a Banach space. Suppose that \((a_\varepsilon)_\varepsilon\) is an \(X\)-moderate net. By moderateness of \((a_\varepsilon)_\varepsilon\) we have the estimate
\[
\|a_\varepsilon\|_X \leq C_1 \varepsilon^{-N}, \quad \text{as } \varepsilon \to 0,
\]
for \(C_1 > 0\) and \(N \in \mathbb{N}_0\). We will now change the parametrisation of \(\varepsilon\) to get a slower rate of growth. Let us consider the net given by \[(b_\varepsilon)_\varepsilon = (a_{\lambda_\varepsilon})_\varepsilon, \quad \text{where } \lambda_\varepsilon = \left(\frac{\log 1}{\varepsilon}\right) \frac{1}{N}, \quad \varepsilon > 0.\]
It is then clear that \((b_\varepsilon)_\varepsilon\) is moderate of log-type. Indeed, by (7) and (8) we obtain that when \(\varepsilon \to 0\), the following estimate holds:
\[
\|b_\varepsilon\|_X = \|a_{\lambda_\varepsilon}\|_X \leq C_1 \lambda_\varepsilon^{-N} = C_1 \left(\frac{1}{N}\right)^{-N} \leq C_1 \log \frac{1}{\varepsilon}.
\]
If the constant \(N\) is unknown, then we can use the following reparametrisation instead. Let \[(c_\varepsilon)_\varepsilon = (a_{\mu_\varepsilon})_\varepsilon, \quad \text{with } \mu_\varepsilon = \frac{1}{\log \log \frac{1}{\varepsilon}}, \quad \varepsilon > 0.\]
By using the fact that \((\log x)^N \leq x\), for \(x > 0\) sufficiently large, we obtain that \((c_\varepsilon)_\varepsilon\) is moderate of log-type, since for any \(N \in \mathbb{N}_0\) there holds
\[
\|c_\varepsilon\|_X = \|a_{\mu_\varepsilon}\|_X \leq C_1 \left(\frac{1}{\log \log \frac{1}{\varepsilon}}\right)^{-N} \leq C_1 \left(\log \log \frac{1}{\varepsilon}\right)^N \leq C_1 \log \frac{1}{\varepsilon},
\]
for \(\varepsilon\) sufficiently small. This concludes the proof and the remark.

Definition 1.5 (Negligibility) Let \((X, \| \cdot \|_X)\) be a Banach space. A net \((v_\varepsilon)_\varepsilon\) of elements in \(X\) is \(X\)-negligible if for all \(q > 0\) there exist \(C_q > 0\) such that
\[
\|v_\varepsilon\|_X \leq C_q \varepsilon^q, \quad \text{as } \varepsilon \to 0.
\]

After introducing the notion of moderateness and negligibility, we have all the ingredients needed to formulate the very weak solution concept.

1.4 The very weak solution concept

Now we will explain the general idea behind the very weak solution concept. Although the introduced concepts of moderate and negligible nets are related to those in the Colombeau setting, it is worth noting that the very weak solution concept offers an alternative approach to rigorously analyze the sequential solutions to PDEs. It is also important to note that in the concept of very weak solution, there is no requirement for derivatives to be of moderate growth and the approximating nets can be chosen more freely.

- The existence theorem generally has the following structure. Assume that we consider distributional data in the original initial-boundary value problem. Then, we prove that the sequential solution that corresponds to any moderate regularization of the coefficients and data that satisfy some minimal additional conditions, in our case uniform positivity of \((c_\varepsilon)_\varepsilon\) and log-type moderateness of \((b_\varepsilon)_\varepsilon\), is necessarily moderate. One has to investigate for which classes of irregular functions such regularizations with additional conditions exist and how to construct them.
The uniqueness theorem reads as follows. Let there be two very weak solutions for which the regularizing nets of coefficients and data satisfy the conditions from the existence theorem. The goal is to give sufficient conditions on when the two very weak solutions can be considered the same. Usually, one shows that when corresponding regularizing nets of the coefficients and data have negligible differences, then the very weak solutions must have negligible differences as well, i.e., the solutions are unique in the negligibility sense.

The main idea of the consistency theorem can be summarized as follows. The question is whether the very weak solution obtained in the existence theorem, for the case when the data are nice enough functions, coincides with the solution guaranteed by the classical or weak solution theorems. One seeks regularity conditions for the functions or for their regularizing nets such that the very weak solution converges to the known solution.

In the following section, we will first discuss the existence and uniqueness of an abstract variational problem and derive energy estimates that will play a fundamental role in the formal introduction of the concept of the very weak solution. After defining the very weak solution to a problem in question, we prove the existence, uniqueness and consistency theorems.

2 Abstract variational and Weak solution existence theorems

In this section we consider the problem $\{\text{EB}, \text{IC}, \text{BC}\}$ with regular coefficients on an abstract level. More precisely, we give the conditions under which the abstract variational problem as well as the problem $\{\text{EB}, \text{IC}, \text{BC}\}$ has a unique weak solution. Note that Theorem 2.1 is an extension of the abstract variational result from [11] Thm 1.2, Prop 1.3, where we consider a more general force term.

2.1 Abstract variational theorem

The abstract variational results presented in [11] are a special case of the more general results from [7] ch. XVIII,§5 adapted to the Euler-Bernoulli equation problem. We present a slight adaptation of the result from [11], which is more suited for our analysis.

Let $V$ and $H$ be two complex, separable Hilbert spaces, where $V$ is densely embedded into $H$. If $V'$ is the anti-dual of $V$, then $V \hookrightarrow H \hookrightarrow V'$ is a Gelfand triple. Let $a(t, .), a_0(t, .),$ and $a_1(t, .)$, $t \in [0, T]$, be families of continuous sesquilinear forms on $V$ with

$$a(t, u, v) = a_0(t, u, v) + a_1(t, u, v), \quad \forall u, v \in V,$$

such that $a_0$ and $a_1$ satisfy the following conditions:

(i) for all $u, v \in V : t \mapsto a_0(t, u, v)$ is continuously differentiable $[0, T] \to \mathbb{C}$, i.e., there exist nonnegative constants $C, C_0$ such that

$$|a_0(t, u, v)| \leq C\|u\|V\|v\|V, \quad \text{and} \quad |a_0'(t, u, v)| \leq C_0\|u\|V\|v\|V,$$

(ii) $a_0$ is Hermitian, i.e., $a_0(t, u, v) = \overline{a_0(t, v, u)}$ for all $u, v \in V$,

(iii) there exist real constants $\lambda \geq 0$ and $\alpha > 0$ such that

$$a_0(t, u, u) \geq \alpha\|u\|_H^2 - \lambda\|u\|_H^2, \quad \forall u \in V, \quad \forall t \in [0, T],$$

(iv) for all $u, v \in V : t \mapsto a_1(t, u, v)$ is continuous in $[0, T] \to \mathbb{C}$,

(v) there exists $C_1 \geq 0$ such that

$$|a_1(t, u, v)| \leq C_1\|u\|_H\|v\|_H, \quad \forall u, v \in V, \quad \forall t \in [0, T].$$

Theorem 2.1 Let $a(t, .), \ t \in [0, T]$ satisfy conditions (i) - (v). Let $u_0 \in V$, $u_1 \in H$, and $f \in L^2([0, T], V')$. Then there exists a unique solution $u \in L^2([0, T], V)$ satisfying the regularity conditions

$$\partial_t u \in L^2([0, T], V), \quad \text{and} \quad \partial_t^2 u \in L^2([0, T], V'),$$
and solving the abstract initial problem
\[ \langle u'(t), v \rangle + a(t, u(t), v) = \langle f(t), v \rangle, \quad \forall v \in V, \quad \forall t \in (0, T), \] (9)
\[ u(0) = u_0, \quad u'(0) = u_1. \] (10)

Additionally, the following energy estimate holds
\[ \|u(t)\|_V^2 + \|u'(t)\|_H^2 \leq \left( D_T \|u_0\|_V^2 + \|u_1\|_H^2 + \int_0^t \|f(\tau)\|_V^2 \, d\tau \right) \cdot \exp(tF_T), \quad \forall t \in [0, T], \] (11)
where the constants \( D_T \) and \( F_T \) are given by
\[ D_T = (C + \lambda(1 + T))/\min(1, \alpha), \quad \text{and} \]
\[ F_T = \max(C_0 + C_1 + 1 + \lambda(1 + T))/\min(1, \alpha). \] (12) (13)

**Remark 2.2** The differences between Theorem 2.1 and the results from [11] are the following.

a) Theorem 2.1 considers the righthandside \( f \) in the space \( L^2([0, T], V') \) whereas [11] considers \( f \in L^2([0, T], H) \). This is justified by [2, ch. XVIII, §5, Remark 4.2]. In our case we can use the following estimate
\[ 2 \Re \langle f(\tau), u'(\tau) \rangle \leq 2 \|f(\tau)\|_V \|u'(\tau)\|_V \leq \|f(\tau)\|_V^2 + \|u'(\tau)\|_V^2. \]

b) Compared to [11], where the constant \( F_T \) is given by
\[ F_T = \max(C_0 + C_1 + T)/\min(1, \alpha), \]
in our case, the constant \( F_T \) in [13], has an additional factor \( \lambda \).

### 2.2 The weak solution

In the sequel we will apply the above abstract result to Problem 1 in the case when the coefficients appearing in the equation are regular enough. Thus, let us consider \( H := L^2(0, 1) \) with the standard scalar product and a Sobolev space \( V := H^1_0(0, 1) \). Then, \( V' = H^{-1}(0, 1) \) and \( V \hookrightarrow H \hookrightarrow V' \) forms a Gelfand triple.

Formally, taking inner product in [EB] with \( v \in H^1_0(0, 1) \) and using [BC] we obtain the following weak formulation of the original problem.

**Problem 2** Find a function \( u \) such that
\[ \langle \partial_t^2 u(t), v \rangle + \langle c \partial_x^2 u(t), \partial_x^2 v \rangle + \langle b(t) \partial_x^2 u(t), v \rangle = \langle g(t), v \rangle, \quad t \in (0, T), \] (14)
satisfying for \( f_1 \in H^1_0(0, 1) \) and \( f_2 \in L^2(0, 1) \)
\[ u(x, 0) = f_1(x), \quad \partial_x u(x, 0) = f_2(x), \quad x \in [0, 1]. \] (15)

**Remark 2.3** Note that if \( u(t) \in H^1_0(0, 1) \), for all \( t \in [0, T] \), then the boundary conditions [BC] are automatically satisfied, as we know that \( H^1_0(0, 1) \) is continuously embedded in the space \( \{ v \in C^4[0, 1] \mid v(0, t) = v(1, t) = \partial_x v(0, t) = \partial_x v(1, t) = 0 \} \).

We have now obtained all the ingredients needed to prove the existence and the uniqueness of the weak solution of Problem 1. In particular, we are able to apply the abstract result from Theorem 2.1 to the initial-value problem specified in Problem 2.

Thus, for the coefficients \( c \in L^\infty(0, 1) \) and \( b \in C([0, T], L^\infty(0, 1)) \), let us define the sesquilinear forms \( a_0(t, \cdot, \cdot) \) and \( a_1(t, \cdot, \cdot) \) on \( V \times V \) by
\[ a_0(t, u, v) := \langle c(x) \partial_x^2 u, \partial_x^2 v \rangle, \quad a_1(t, u, v) := \langle b(x, t) \partial_x^2 u, v \rangle, \quad u, v \in H^1_0(0, 1), \] (16)
and \( a(t, \cdot, \cdot) \) with \( a(t, u, v) := a_0(t, u, v) + a_1(t, u, v) \).
Theorem 2.4 (Weak solution) Let \( c \in L^\infty(0, 1), \ b \in C([0, T], L^\infty(0, 1)) \) and \( g \in L^2([0, T], H^{-2}(0, 1)) \) and suppose there exists a positive constant \( c_0 \in \mathbb{R} \) such that

\[
0 < c_0 \leq c(x), \quad \text{for } x \in (0, 1).
\]

Let \( f_1 \in H_0^2(0, 1), \ f_2 \in L^2(0, 1) \). Then there exists a unique \( u \in L^2([0, T], H_0^2(0, 1)) \) with \( \partial_t u \in L^2([0, T], H_0^2(0, 1)) \), \( \partial_x^2 u \in L^2([0, T], H^{-2}(0, 1)) \),

\[
\text{that satisfies (14) and initial conditions } u(0) = f_1 \text{ and } \partial_t u(0) = f_2.
\]

Additionally, for any \( t \in [0, T] \) the energy estimate

\[
\|u(t)\|_{H^2(0, 1)}^2 + \|\partial_t u(t)\|_{L^2(0, 1)}^2 \leq \left( D_T \|f_1\|_{H^2(0, 1)}^2 + \|f_2\|_{L^2(0, 1)}^2 + \int_0^t \|g(\tau)\|_{H^{-2}(0, 1)}^2 d\tau \right) \exp(tF_T),
\]

holds with the constants

\[
D_T = \left( \|c\|_{L^\infty(0, 1)} + c_0C_{1/2}(1 + T) \right) / \min \left( \frac{c_0}{2}, 1 \right),
\]

\[
F_T = \left( \|b\|_{L^\infty(X_T)} + 1 + c_0C_{1/2}(1 + T) \right) / \min \left( \frac{c_0}{2}, 1 \right).
\]

The proof is a direct consequence of the Theorem 2.1 provided that sesquilinear forms (16) satisfy properties (i)-(v). We refer to [11] Theorem 2.2 for the explicit verification of those. The precise abstract constants in the energy estimates read as

\[
C = \|c\|_{L^\infty(0, 1)}, \quad C_0 = 0, \quad C_1 = \|b\|_{L^\infty(X_T)}, \quad \alpha = \frac{c_0}{2}, \quad \lambda = c_0C_{1/2},
\]

where \( C_{1/2} > 0 \) is an Ehrling’s constant, which is defined as the smallest number satisfying

\[
\|v\|_{H^2(0, 1)}^2 \leq \frac{1}{2} \|v\|_{H^2(0, 1)}^2 + C_{1/2} \|v\|_{L^2(0, 1)}^2, \quad v \in H_0^2(0, 1).
\]

From \( u \in L^2([0, T], H_0^2(0, 1)) \) and \( \partial_t u \in L^2([0, T], H_0^2(0, 1)) \) and Sobolev embedding theorems we have that \( u \in C([0, T], H_0^2(0, 1)) \), while [17] together with [7] ch. XVIII, §1, Theorem 1, pg. 473] implies that \( \partial_t u \in C([0, T], L^2(0, 1)) \). Thus, we have that the solution \( u \) belongs to the Banach space denoted by

\[
W := C([0, T], H_0^2(0, 1)) \cap C^1([0, T], L^2(0, 1)),
\]

endowed with the norm

\[
\|u\|_W = \left( \|u\|_{L^\infty([0, T], H^2(0, 1))}^2 + \|\partial_t u\|_{L^\infty([0, T], L^2(0, 1))}^2 \right)^{1/2}.
\]

Finally, note that by taking the supremum over \( t \in [0, T] \) in the energy estimate inequality (18), we easily obtain that

\[
\|u\|_W^2 \leq \left( D_T \|f_1\|_{H^2(0, 1)}^2 + \|f_2\|_{L^2(0, 1)}^2 + \|g\|_{L^2([0, T], H^{-2}(0, 1))}^2 \right) \exp(TF_T).
\]

3 The very weak solution

Now we turn our attention to the case when we have irregular data. Let the coefficients and right hand side in (13) be distributional, i.e.,

\[
b, g \in \mathcal{D}'(X_T), \quad c \in \mathcal{D}'(0, 1),
\]

and initial data

\[
f_1 \in \mathcal{D}'(0, 1), \quad f_2 \in \mathcal{D}'(0, 1).
\]

We introduce the definition of the very weak solution.
Definition 3.1 (Very weak solution) A very weak solution to Problem \([\mathbf{1}]\) is a \(W\)-moderate net \((u_\varepsilon)_\varepsilon\) if there exist regularizing nets \((f_{1,\varepsilon})_\varepsilon\), \((f_{2,\varepsilon})_\varepsilon\) and \((b_{\varepsilon})_\varepsilon\) of \(f_1, f_2, b, g\) and \(c\) respectively such that for every sufficiently small \(\varepsilon > 0\), the function \(u_\varepsilon\) satisfies the regularized governing equation

\[
\langle c_\varepsilon(x) \partial_x^2 u_\varepsilon(x,t), \partial_x^2 v(x) \rangle + \langle b_\varepsilon(x,t) \partial_x^2 u_\varepsilon(x,t), v(x) \rangle + \langle \partial_t^2 u_\varepsilon(x,t), v(x) \rangle = \langle g_\varepsilon(x,t), v(x) \rangle,
\]

for all \(t \in [0,T]\), for all \(v \in H^2_0(0,1)\), and the initial conditions

\[
u_\varepsilon(x,0) = f_{1,\varepsilon}(x), \quad \partial_t u_\varepsilon(x,0) = f_{2,\varepsilon}(x), \quad \forall x \in (0,1).
\]

Note that the choice of regularizations of the coefficients \(b\) and \(c\) and right-hand side \(g\) are still unspecified. Next, we show that the appropriate moderateness of the coefficients nets yields the existence of a \(W\)-moderate solution net. It then remains to construct such nets as regularization of the distributional data.

Theorem 3.2 (Existence) Let \(f_1, f_2\) in \(D'(0,1)\) and let \(b, c\) and \(g\) satisfy \([20]\). Let \((f_{1,\varepsilon})_\varepsilon\) be \(H^0_0[0,1] \)-moderate and \((f_{2,\varepsilon})_\varepsilon\) be \(L^2([0,T])\)-moderate regularizing \(f_1\) and \(f_2\). Let \((b_{\varepsilon})_\varepsilon\) be \(C([0,T], L^\infty(0,1))\)-moderate of log-type, \((g_{\varepsilon})_\varepsilon\) be \(L^2([0,T],H^{-2}(0,1))\)-moderate and let \((c_{\varepsilon})_\varepsilon\) be \(L^\infty(0,1)\)-moderate regularizing \(b, g\) and \(c\), respectively. Assume additionally that there exists a constant \(c_0 > 0\) such that for every sufficiently small \(\varepsilon > 0\), it holds that

\[
0 < c_0 \leq c_\varepsilon(x), \quad \text{for all } x \in [0,1].
\]

Then there exists a very weak solution to Problem \([\mathbf{1}]\).

Proof. By the respective moderateness of the regularizing nets, there are positive constants \(C_{f_1}, C_{f_2}, C_c, C_b, C_g, N_{f_1}, N_{f_2}, N_c, N_g\) such that

\[
\|f_{1,\varepsilon}\|_{H^2(0,1)} \leq C_{f_1} \varepsilon^{-N_{f_1}},
\]

\[
\|f_{2,\varepsilon}\|_{L^2(0,1)} \leq C_{f_2} \varepsilon^{-N_{f_2}},
\]

\[
\|c_\varepsilon\|_{L^\infty(0,1)} \leq C_c \varepsilon^{-N_c},
\]

\[
\|b_\varepsilon\|_{L^\infty(X_T)} \leq C_b \log \frac{1}{\varepsilon},
\]

\[
\|g_\varepsilon\|_{L^2([0,T],H^{-2}(0,1))} \leq C_g \varepsilon^{-N_g}.
\]

For fixed \(\varepsilon > 0\), all conditions of Theorem \([24]\) are verbatim fulfilled. The net of regularized problems corresponding to Problem 1 is given by

\[
\partial_t^2 (c_\varepsilon(x) \partial_x^2 u_\varepsilon(x,t)) + b_\varepsilon(x,t) \partial_x^2 u_\varepsilon(x,t) + \partial_t^2 u_\varepsilon(x,t) = g_\varepsilon(x,t), \quad (x,t) \in X_T,
\]

\[
u_\varepsilon(x,0) = f_{1,\varepsilon}(x), \quad \partial_t u_\varepsilon(x,0) = f_{2,\varepsilon}(x), \quad x \in [0,1],
\]

\[
u_\varepsilon(0,t) = \partial_x u_\varepsilon(0,t) = 0, \quad u_\varepsilon(1,t) = \partial_x u_\varepsilon(1,t) = 0.
\]

Thus, for every \(\varepsilon > 0\), we find a unique weak solution \(u_\varepsilon\) to Problem 1. We claim that the net of solutions \((u_\varepsilon)_\varepsilon\) is \(W\)-moderate. We use the energy estimate \([19]\) of Theorem \([24]\). It holds that

\[
\|u_\varepsilon\|_W^2 \leq \left(D_T^2 \|f_{1,\varepsilon}\|_{H^2(0,1)}^2 + \|f_{2,\varepsilon}\|_{L^2(0,1)}^2 + \|g_\varepsilon\|_{L^2([0,T],H^{-2}(0,1))}^2 \right) \exp(TF_T).
\]

Further, there exist constants \(C_D, C_F, N_F \geq 0\) such that

\[
D_T^2 = \left(\|c_\varepsilon\|_{L^\infty(0,1)} + c_0 C_{1/2}(1 + T)\right) / \min\left(\frac{c_0}{2}, 1\right)
\]

\[
\leq C_{c} \varepsilon^{-N_c} (1 + c_0 C_{1/2}(1 + T)) / \min\left(\frac{c_0}{2}, 1\right)
\]

\[
= C_D \varepsilon^{-N_c},
\]
and
\[
\exp (TF_\varepsilon^2) = \exp \left( T \left( \|b_\varepsilon\|_{L^\infty(X_T)} + 1 + c_0 C_{1/2} (1 + T) \right) / \min \left( \frac{C_0}{2}, 1 \right) \right) \\
\leq \exp \left( \frac{T (1 + c_0 C_{1/2} (1 + T))}{\min \left( \frac{C_0}{2}, 1 \right)} \right) \exp \left( \frac{TC_b \log \frac{1}{\varepsilon}}{\min \left( \frac{C_0}{2}, 1 \right)} \right) \\
\leq \exp \left( \frac{T (1 + c_0 C_{1/2} (1 + T))}{\min \left( \frac{C_0}{2}, 1 \right)} \right) \frac{-TC_b}{\varepsilon} \min \left( \frac{C_0}{2}, 1 \right) \\
=: C_F e^{-N_F}.
\]

Finally, we obtain the following estimate
\[
\|u_\varepsilon\|_W^2 \leq \left( D_T^2 \|f_{1,\varepsilon}\|_{H^2(0,1)} + \|f_{2,\varepsilon}\|_{L^2(0,1)} + \|g_\varepsilon\|_{L^2([0, T], H^2(0,1))} \right) \exp (TF_\varepsilon^2) \\
\leq \left( C_D \|f_{1,\varepsilon}\|_{H^2(0,1)} + C_f^2 e^{-N_{f_1}} + C_f^2 e^{-2N_{f_1}} + C_f^2 e^{-2N_N} \right) C_F e^{-N_F},
\]
for some constants \( C, N > 0 \). This proves that \( (u_\varepsilon) \varepsilon \) is \( W \)-moderate.

\[\square\]

**Remark 3.3** By tracking the constants involved in the proof of Theorem 3.2, we obtain the exact moderateness estimate for \( (u_\varepsilon) \varepsilon \)
\[
\|u_\varepsilon\|_W \leq C_u e^{-N_u},
\]
with constants \( C_u, N_u > 0 \) given by
\[
C_u^2 = C_f^2 + C_f^2 + C_f^2 C_{1/2} (1 + c_0 C_{1/2} (1 + T))/\min \left( \frac{C_0}{2}, 1 \right),
\]
\[
2N_u = \max(N_c + 2N_{f_1}, 2N_{f_2}, 2N_{f_3}) + C_b T/\min \left( \frac{C_0}{2}, 1 \right).
\]

**Remark 3.4** It is important to note that Theorem 3.2 does not cover all cases for which data regularizations correspond to a very weak solution. For example, assume that \( (c_\varepsilon) \varepsilon \) and \( (f_{1,\varepsilon}) \varepsilon \) are such that \( D_T^2 \|f_{1,\varepsilon}\|_{H^2(0,1)} \) is moderate, then the error estimate \( 29 \) still yields the moderateness of the sequential solution. This includes cases where \( \|c_\varepsilon\|_{L^\infty(0,1)} \) has faster than moderate growth rate, while \( \|f_{1,\varepsilon}\|_{H^2(0,1)} \) is a zero sequence that vanishes quickly, and vice-versa. There are many other cases including zero sequences. However, a general study of these cases is of less importance since they highly depend on the specific growth and vanishing rates of the data regularizations.

It most natural to consider the case where none of the distributional data are zero, and therefore none of the regularizations and their estimates are zero sequences. In this case, Theorem 3.2 provides the existence results of a very weak solution while considering optimally large sets of regularizations for each of the data. Thus, let us further assume that none of the regularization estimates are zero sequences.

**Remark 3.5** Theorem 3.2 can be improved by considering a sequence of positive lower bounds \( C_{0,\varepsilon} \) of \( c_\varepsilon \), i.e.,
\[
0 < C_{0,\varepsilon} \leq c_\varepsilon(x), \quad x \in (0,1),
\]
as it is not necessary that \( C_0 \) is independent of epsilon. Assume that we are not considering the case when the first factor on the RHS of Equation 19 is a zero sequence. Then, in order to obtain \( W \)-moderateness of \( (u_\varepsilon) \varepsilon \), we need a moderate estimate of the term \( \exp (TF_\varepsilon^2) \), as in 25. This will be the case whenever
\[
\frac{1}{C_{0,\varepsilon}}, \quad \|b_\varepsilon\|_{L^\infty(X_T)} \quad \text{and} \quad \|b_\varepsilon\|_{L^\infty(X_T)} / C_{0,\varepsilon}
\]
are moderate of log-type. Let us consider the following two extreme cases of the previous conditions. Firstly, if \( c_{0,\varepsilon} = c_0 \), as in Theorem 3.2, then \( b_\varepsilon \) can be any \( C([0, T], L^\infty(0,1)) \) moderate net of log-type. This case will be considered in the rest of the article. Secondly, let \( b_{c,\varepsilon} \) be \( C([0, T], L^\infty(0,1)) \)-bounded. Then it can be easily
seen that the results hold for any sequence of positive lower bounds \((c_0, \varepsilon)\) of \(L^\infty(0,1)\)-moderate net \((c_\varepsilon)\), satisfying
\[
0 < \frac{M}{\log(1/\varepsilon)} \leq c_{0, \varepsilon} \leq c_\varepsilon(x), \quad x \in (0,1),
\]
for some \(M > 0\).

Now we give an example of a possible construction of regularizations of given distributional coefficients and data \((20)\) which satisfy assumptions of Theorem 3.2. First, we recall a few definitions and results [21] that will play an important role in the sequel. For the completeness of this work, we present a slightly modified proof of [21, Thm. 21.1] in Lemma 3.7.

**Definition 3.6**

(a) Let \(C_c(\Omega)\) be the space of continuous functions on an open subset \(\Omega \subseteq \mathbb{R}^d\) with compact support. A Radon measure is a linear functional on \(C_c(\Omega)\) such that for any compact subset \(K \subset \Omega\), there is a constant \(M_K \geq 0\) such that, for all continuous functions \(\phi\) vanishing identically outside of \(K\), there holds
\[
|\langle f, \phi \rangle| \leq M_K \sup_{x \in K} |\phi(x)|.
\]

(b) Distribution \(f \in \mathcal{D}'(\mathbb{R}^d)\) is a positive distribution if it satisfies
\[
\langle f, \phi \rangle \geq 0,
\]
for every \(\varphi \in \mathcal{D}(\mathbb{R}^d)\) such that \(\varphi(x) \geq 0\).

**Lemma 3.7** A positive distribution is a positive Radon measure.

**Proof.** Consider \(f \in \mathcal{D}'(\Omega)\) and let \(K \subseteq \Omega\) an arbitrary compact set. Choose \(\eta \in \mathcal{D}(\Omega)\) such that \(\eta(x) = 1\) on \(K\). For any real-valued \(\phi \in \mathcal{D}(K)\) we have
\[
-\|\phi\|_{L^\infty(0,1)} \eta(x) \leq \phi(x) \leq \|\phi\|_{L^\infty(0,1)} \eta(x), \quad \forall x \in \Omega.
\]
Since the functions \(\phi + \|\phi\|_{L^\infty(0,1)} \eta\) and \(\|\phi\|_{L^\infty(0,1)} \eta - \phi\) are positive we have
\[
\langle f, \phi + \|\phi\|_{L^\infty(0,1)} \eta \rangle \geq 0, \quad \langle f, \|\phi\|_{L^\infty(0,1)} \eta - \phi \rangle \geq 0.
\]
We obtain
\[
-\|\phi\|_{L^\infty(0,1)} \langle f, \eta \rangle \leq \langle f, \phi \rangle \leq \|\phi\|_{L^\infty(0,1)} \langle f, \eta \rangle,
\]
and therefore
\[
|\langle f, \phi \rangle| \leq \|\phi\|_{L^\infty(0,1)} \langle f, \eta \rangle,
\]
which means that \(f\) is a distribution of order zero. By [21, Proposition 21.2] \(f\) is a Radon measure. \(\square\)

**Lemma 3.8** Let \(c \in \mathcal{D}'(0,1)\) and \(c_0 > 0\). Then there exists a regularization \((c_\varepsilon)\) of \(c\) such that
\[
0 < c_0 \leq c_\varepsilon(x), \quad \forall x \in [0,1], \quad (32)
\]
if and only if there exists a positive distribution \(\mu\) such that \(c = c_0 + \mu\).

**Proof.** Let \(c \in \mathcal{D}'(0,1)\), \(c_0 > 0\) and \(c_\varepsilon\) such that \(0 < c_0 \leq c_\varepsilon(x)\). We have that
\[
c_0 \int_0^1 \varphi(x) dx \leq \langle c_\varepsilon, \varphi \rangle,
\]
if \(\varphi \in \mathcal{D}(0,1)\) with \(\varphi \geq 0\) and by passing to the limit
\[
c_0 \int_0^1 \varphi(x) dx \leq \langle c, \varphi \rangle.
\]
Set $\mu = c - c_0$. Then it is clear that $\mu$ is a positive distribution.

Let now $c_0 > 0$ and $c = c_0 + \mu \in D'(0, 1)$ with $\mu \in D'(0, 1)$ a positive distribution. Consider the extension $\tilde{c} \in D'(\mathbb{R})$ given by $\tilde{c} = c_0 + \mu$ on the whole of $\mathbb{R}$. Any regularization of $\tilde{c}$ is a regularization of $c$. Let $\varphi$ be a Friedrichs mollifier and define $c_\varepsilon = \tilde{c} * \varphi_\varepsilon$. We estimate
\[
c_\varepsilon(x) = c_0 * \varphi_\varepsilon + \mu * \varphi_\varepsilon \geq c_0 * \varphi_\varepsilon = c_0 \int_\mathbb{R} \varphi_\varepsilon(x + y)dy = c_0,
\]
since $\mu$ is a positive distribution, so $\mu * \varphi_\varepsilon$ is non-negative. This concludes the proof.

**Theorem 3.9 (Regularizations)** Let the initial values $f_1, f_2 \in D'(0, 1)$. Let the right-hand side $g \in D'(X_T)$. Let the coefficient $b \in D'(X_T)$ and let $c \in D'(0, 1)$ of the form $c = c_0 + \mu_\varepsilon$, where $c_0 > 0$ and $\mu_\varepsilon \in D'(0, 1)$ is a positive Radon measure. Then there exists a very weak solution to Problem $[\text{EB}].$

**Proof.** We reduce the proof of the proposition, by constructing explicit regularizing nets of the data that satisfy the conditions in Theorem $[3.2]$ Let $\psi \in C_0^\infty(\mathbb{R})$ be a Friedrichs mollifier. By Remark $[1.2]$ the regularizing nets
\[
(f_{1,\varepsilon})_\varepsilon = (f_1 * \psi_\varepsilon)_\varepsilon, \quad (f_{2,\varepsilon})_\varepsilon = (f_2 * \psi_\varepsilon)_\varepsilon,
\]
are $H^2_0(0, 1)$-moderate and $L^2(0, 1)$-moderate, respectively. Let $(c_\varepsilon)_\varepsilon$ be any regularization of $c$ obtained by the construction explained in the proof of Lemma $[3.8]$. Then, we have the guarantee that the regularizing net $(c_\varepsilon)_\varepsilon$ satisfies the uniform positivity condition $[3.2]$ with the constant $c_0$. Let $(\varphi_\varepsilon)_\varepsilon \subset C_0^\infty(\mathbb{R}^2)$ be a Friedrichs mollifier. We define the regularizing net
\[
g_\varepsilon = g * \varphi_\varepsilon|_{X_T},
\]
which is $L^2(X_T)$-moderate by Remark $[1.2]$ thus in particular $L^2([0, T], H^{-2}(0, 1))$-moderate. For $b$ we use the regularizing net $(b_\varepsilon)_\varepsilon$ defined by
\[
b_\varepsilon = b * \varphi_\lambda(\varepsilon)|_{X_T},
\]
with the reparametrisation function $\lambda(\varepsilon) = \left(\log \log \frac{1}{\varepsilon}\right)^{-1}$. It follows that $(b_\varepsilon)_\varepsilon$ is an $L^\infty(X_T)$-moderate net of log-type. The regularizations $(b_\varepsilon)_\varepsilon$, $(g_\varepsilon)_\varepsilon$ and $(c_\varepsilon)_\varepsilon$ satisfy the conditions of Theorem $[3.2]$ Thus we find a $W$-moderate net $(u_\varepsilon)_\varepsilon$ of solutions. We conclude that $(u_\varepsilon)_\varepsilon$ is a very weak solution to $[\text{EB}].$

By the above construction of regularizing nets we can guarantee the existence of a very weak solution. However this construction of regularizations by smooth nets is not applicable for the consistency Theorem $[1.3]$ in the case of non-continuous $L^\infty$-functions $b$ and $c$. To resolve this, we refer to Remark $[4.3].$

## 4 Uniqueness and consistency results

For each choice of regularizing nets which satisfy the conditions of Theorem $[3.2]$ one obtains a unique sequential solution $(u_\varepsilon)_\varepsilon$. However since the choice of regularizing nets is arbitrary, the resulting sequential solutions can still be different.

### 4.1 Uniqueness

As previously mentioned, we will formulate the uniqueness results in the negligibility sense. In other words, we seek conditions under which the coefficients and initial conditions are close enough, such that we can guarantee that the resulting sequential solutions are close enough. In the case of a very weak solution, we find stability under negligible deviations of the regularizing nets.
Theorem 4.1 (Uniqueness) Let \( f_1 \in \mathcal{D}'(0,1), f_2 \in \mathcal{D}'(0,1), h \in \mathcal{D}'(X_T), g \in \mathcal{D}'(X_T) \) and \( c \in \mathcal{D}'(0,1) \). Suppose \( c \in \mathcal{D}'(0,1) \) is of the form \( c_0 + \mu \) for a positive constant \( c_0 > 0 \) and for a positive Radon measure \( \mu \in \mathcal{D}'(0,1) \). Let \( (u_\epsilon)_\epsilon \) and \( (\tilde{u}_\epsilon)_\epsilon \) be two very weak solutions to the problem obtained through Theorem 2.4 with respective regularizing nets \((f_{1,\epsilon})_\epsilon, (f_{2,\epsilon})_\epsilon, (b_{\epsilon})_\epsilon, (c_{\epsilon})_\epsilon, (g_{\epsilon})_\epsilon \) and \((\tilde{f}_{1,\epsilon})_\epsilon, (\tilde{f}_{2,\epsilon})_\epsilon, (\tilde{c}_{\epsilon})_\epsilon, (\tilde{g}_{\epsilon})_\epsilon\) which satisfy the following:

- \((f_{1,\epsilon})_\epsilon \) and \((\tilde{f}_{1,\epsilon})_\epsilon \) are regularizations of \( f_1 \) that are \( H^2_0(0,1) \)-moderate, such that \((f_{1,\epsilon} - \tilde{f}_{1,\epsilon})_\epsilon \) is \( H^2(0,1) \)-negligible.

- \((f_{2,\epsilon})_\epsilon \) and \((\tilde{f}_{2,\epsilon})_\epsilon \) are regularizations of \( f_2 \) that are \( L^2(0,1) \)-moderate, such that \((f_{2,\epsilon} - \tilde{f}_{2,\epsilon})_\epsilon \) is \( L^2(0,1) \)-negligible.

- \((b_{\epsilon})_\epsilon \) and \((\tilde{b}_{\epsilon})_\epsilon \) are regularizations of \( h \) that are \( C([0,T], L^\infty(0,1)) \)-moderate of log-type, such that \((b_{\epsilon} - \tilde{b}_{\epsilon})_\epsilon \) is \( L^2([0,T], L^\infty(0,1)) \)-negligible.

- \((c_{\epsilon})_\epsilon \) and \((\tilde{c}_{\epsilon})_\epsilon \) are regularizations of \( c \) that are \( L^\infty(0,1) \)-moderate, that satisfy the bounds

\[
0 < c_0 \leq c_\epsilon(x), \quad c_0 \leq \tilde{c}_\epsilon(x), \quad \text{for all } x \in [0,1],
\]

and such that \((c_{\epsilon} - \tilde{c}_{\epsilon})_\epsilon \) is \( L^\infty(0,1) \)-negligible.

- \((g_{\epsilon})_\epsilon \) and \((\tilde{g}_{\epsilon})_\epsilon \) are regularizations of \( g \) that are \( L^2([0,T], H^{-2}(0,1)) \)-moderate, such that \((g_{\epsilon} - \tilde{g}_{\epsilon})_\epsilon \) is \( L^1([0,T], H^{-2}(0,1)) \)-negligible.

Then \((u_{\epsilon} - \tilde{u}_{\epsilon})_\epsilon \) is \( W \)-negligible.

**Proof.** Consider solution nets \((u_{\epsilon})_\epsilon \) and \((\tilde{u}_{\epsilon})_\epsilon \) and regularizing nets of the data \((f_{1,\epsilon})_\epsilon, (\tilde{f}_{1,\epsilon})_\epsilon, (f_{2,\epsilon})_\epsilon, (\tilde{f}_{2,\epsilon})_\epsilon, (b_{\epsilon})_\epsilon, (\tilde{b}_{\epsilon})_\epsilon, (c_{\epsilon})_\epsilon, (\tilde{c}_{\epsilon})_\epsilon, (g_{\epsilon})_\epsilon, (\tilde{g}_{\epsilon})_\epsilon\) that satisfy the conditions of Theorem 4.1. We need to prove that the net of differences \((u_{\epsilon} - \tilde{u}_{\epsilon})_\epsilon \) is \( W \)-negligible. The weak formulations of the regularized equations are

\[
\langle c_{\epsilon}(x) \partial_x^2 u_{\epsilon}(x,t), \partial_x^2 v(x) \rangle + \langle b_{\epsilon}(x,t) \partial_x u_{\epsilon}(x,t), v(x) \rangle + \langle \partial_x^2 u_{\epsilon}(x,t), v(x) \rangle = \langle g_{\epsilon}(x,t), v(x) \rangle, \tag{33}
\]

\[
\langle \tilde{c}_{\epsilon}(x) \partial_x^2 \tilde{u}_{\epsilon}(x,t), \partial_x^2 v(x) \rangle + \langle \tilde{b}_{\epsilon}(x,t) \partial_x \tilde{u}_{\epsilon}(x,t), v(x) \rangle + \langle \partial_x^2 \tilde{u}_{\epsilon}(x,t), v(x) \rangle = \langle \tilde{g}_{\epsilon}(x,t), v(x) \rangle, \tag{34}
\]

for all \( t \in [0,T] \) and \( v \in H^2_0(0,1) \). Subtracting equation (34) from (33) and rearranging the terms gives

\[
\langle c_{\epsilon}(x) \partial_x^2 (u_{\epsilon} - \tilde{u}_{\epsilon}), \partial_x^2 v(x) \rangle + \langle b_{\epsilon}(x,t) \partial_x (u_{\epsilon} - \tilde{u}_{\epsilon}), v(x) \rangle + \langle \partial_x^2 (u_{\epsilon} - \tilde{u}_{\epsilon}), v(x) \rangle
\]

\[
= \langle g_{\epsilon}(x,t) - \tilde{g}_{\epsilon}(x,t), v(x) \rangle + \langle (\tilde{c}_{\epsilon}(x) - c_{\epsilon}(x)) \partial_x^2 \tilde{u}_{\epsilon}, v(x) \rangle + \langle (\tilde{b}_{\epsilon}(x,t) - b_{\epsilon}(x,t)) \partial_x \tilde{u}_{\epsilon}, v(x) \rangle. \tag{35}
\]

For each \( \epsilon \in (0,1) \) and \( t \in [0,T] \), the right-hand side of (35) defines a functional \( h_{\epsilon}(x,t) \in H^{-2}(0,1) \) by

\[
h_{\epsilon}(x,t) := g_{\epsilon}(x,t) - \tilde{g}_{\epsilon}(x,t) + \partial_x^2 (c_{\epsilon}(x) - c_{\epsilon}(x)) \partial_x^2 \tilde{u}_{\epsilon}(x,t) + (\tilde{b}_{\epsilon}(x,t) - b_{\epsilon}(x,t)) \partial_x \tilde{u}_{\epsilon}(x,t).
\]

It can be seen that \( h_{\epsilon} \) is in \( L^2([0,T], H^{-2}(0,1)) \) since \( g_{\epsilon}, \tilde{g}_{\epsilon} \in L^2([0,T], H^{-2}(0,1)), c_{\epsilon}, \tilde{c}_{\epsilon} \in L^\infty(0,1), b_{\epsilon}, \tilde{b}_{\epsilon} \in L^\infty(X_T) \) and \( u_{\epsilon}, \tilde{u}_{\epsilon} \in L^\infty([0,T], H^2(0,1)) \). From Theorem 2.4, it follows that \( u_{\epsilon} - \tilde{u}_{\epsilon} \) is the unique function in \( L^2([0,T], H^2_0(0,1)) \) that satisfies (35) and the initial conditions

\[
(u_{\epsilon} - \tilde{u}_{\epsilon})(x,0) = f_{1,\epsilon} - \tilde{f}_{1,\epsilon}, \quad \partial_t (u_{\epsilon} - \tilde{u}_{\epsilon})(x,0) = f_{2,\epsilon} - \tilde{f}_{2,\epsilon}.
\]

The energy estimate (19) still applies and leads to:

\[
\| u_{\epsilon} - \tilde{u}_{\epsilon} \|_{W} \leq \left( D_T^2 \| f_{1,\epsilon} - \tilde{f}_{1,\epsilon} \|_{L^2_0(0,1)}^2 + \| f_{2,\epsilon} - \tilde{f}_{2,\epsilon} \|_{L^2_0(0,1)}^2 + \| h_{\epsilon} \|_{L^2([0,T], H^{-2}(0,1))}^2 \right) \exp(TF_T^2).
\]

As in (27) and (28) the constants \( C_D \) and \( C_F, N_F \) satisfy

\[
D_T \leq C_D \varepsilon^{-N_c}, \quad \text{and} \quad \exp(TF_T^2) \leq C_F \varepsilon^{-N_F}.
\]
Second, from Hölder's inequality it follows that
\[
\| f_{1, \varepsilon} - \hat{f}_{1, \varepsilon} \|_{H^2((0, 1))} \leq C_{q_1}^f \varepsilon^q, \tag{36}
\]
\[
\| f_{2, \varepsilon} - \hat{f}_{2, \varepsilon} \|_{L^2((0, 1))} \leq C_{q_2}^f \varepsilon^q, \tag{37}
\]
and as we will verify shortly there is \( C_q^h > 0 \) such that
\[
\| h_{\varepsilon} \|_{L^2([0, T], H^{-2}((0, 1)))} \leq C_q^h \varepsilon^q, \quad \text{as } \varepsilon \to 0. \tag{38}
\]
First, for any \( q > 0 \) we obtain
\[
\| u_{\varepsilon} - \tilde{u}_{\varepsilon} \|_{W}^2 \leq \left( D_f^2 \| f_{1, \varepsilon} - \hat{f}_{1, \varepsilon} \|_{H^2((0, 1))} + \| f_{2, \varepsilon} - \hat{f}_{2, \varepsilon} \|_{L^2((0, 1))} + \| h_{\varepsilon} \|_{L^2([0, T], H^{-2}((0, 1)))} \right) \operatorname{exp} \left( T F_{\varepsilon}^2 \right)
\leq \left( C_D \varepsilon^{-N_c} \left( C_{q_1}^f \varepsilon^{q + N_a} \right)^2 + \left( C_{q_2}^f \varepsilon^2 \right)^2 + \left( C_q^h \varepsilon^{2} \right)^2 \right) C_F \varepsilon^{-N_F}
= C_F \left( C_D \left( C_{q_1}^f \varepsilon^{q + N_a} \right)^2 + \left( C_{q_2}^f \varepsilon^2 \right)^2 + \left( C_q^h \varepsilon^{2} \right)^2 \right) \varepsilon^{-N_F}
= C_{q_2}^f \varepsilon^{-N_F} C_F \varepsilon^{-N_F},
\]
and thus we have that \( (u_{\varepsilon} - \tilde{u}_{\varepsilon})_{\varepsilon} \) is \( W \)-negligible.

Finally, let us verify the estimate \( (38) \), i.e., let us show that \( h_{\varepsilon} \) is \( L^2([0, T], H^{-2}((0, 1))) \)-negligible. Let \( q > 0 \) arbitrary. First, we can easily see that
\[
\| h_{\varepsilon} \|_{L^2([0, T], H^{-2}((0, 1)))} \leq \| g_{\varepsilon} - \tilde{g}_{\varepsilon} \|_{L^2([0, T], H^{-2}((0, 1)))} + \| \partial_x^2 \left( (\tilde{c}_{\varepsilon} - c_{\varepsilon}) \partial_x^2 \tilde{u}_{\varepsilon} \right) \|_{L^2([0, T], H^{-2}((0, 1)))}
+ \| (\tilde{b}_{\varepsilon} - b_{\varepsilon}) \partial_x^2 \tilde{u}_{\varepsilon} \|_{L^2([0, T], H^{-2}((0, 1)))}
\]
It is thus sufficient that each of the terms is \( L^2([0, T], H^{-2}((0, 1))) \)-negligible. By assumption, there is \( C_q^g > 0 \) such that
\[
\| g_{\varepsilon} - \tilde{g}_{\varepsilon} \|_{L^2([0, T], H^{-2}((0, 1)))} \leq C_q^g \varepsilon^q, \quad \text{as } \varepsilon \to 0.
\]
Second, from Hölder’s inequality it follows that
\[
\| (\tilde{b}_{\varepsilon} - b_{\varepsilon}) \partial_x^2 \tilde{u}_{\varepsilon} \|_{L^2([0, T], H^{-2}((0, 1)))} \leq \| (\tilde{b}_{\varepsilon} - b_{\varepsilon}) \partial_x^2 \tilde{u}_{\varepsilon} \|_{L^2([0, T], L^2((0, 1)))} \leq \| (\tilde{b}_{\varepsilon} - b_{\varepsilon}) \|_{L^2([0, T], L^\infty((0, 1)))} \| \tilde{u}_{\varepsilon} \|_{L^\infty([0, T], H^{2}((0, 1)))}
\leq C_{q + N_a}^b \varepsilon^{q + N_a} C_{\varepsilon} \varepsilon^{-N_a}
= C_{q + N_a}^b C_{\varepsilon} \varepsilon^q,
\]
where \( C_{\varepsilon}, N_a \) satisfy \( (30) \) and \( (31) \) and
\[
\| (\tilde{b}_{\varepsilon} - b_{\varepsilon}) \|_{L^2([0, T], L^\infty((0, 1)))} \leq C_q^b \varepsilon^q, \quad \text{as } \varepsilon \to 0.
\]
Lastly, if
\[
\| \tilde{c}_{\varepsilon} - c_{\varepsilon} \|_{L^\infty((0, 1))} \leq C_{q}^c \varepsilon^q, \quad \text{as } \varepsilon \to 0,
\]
then the Leibniz rule and Hölder inequality give
\[
\| \partial_x^2 (\tilde{c}_{\varepsilon} - c_{\varepsilon}) \partial_x^2 \tilde{u}_{\varepsilon} \|_{L^2([0, T], H^{-2}((0, 1)))} \leq \| (\tilde{c}_{\varepsilon} - c_{\varepsilon}) \partial_x^2 \tilde{u}_{\varepsilon} \|_{L^2([0, T], H^2((0, 1)))}
\leq \| \tilde{c}_{\varepsilon} - c_{\varepsilon} \|_{L^\infty((0, 1))} \| \tilde{u}_{\varepsilon} \|_{L^\infty([0, T], H^{2}((0, 1)))}
\leq C_{q + N_a}^c \varepsilon^{q + N_a} C_{\varepsilon} \varepsilon^{-N_a}
= C_{q + N_a}^c C_{\varepsilon} \varepsilon^q,
\]
which concludes the proof. \( \square \)
Remark 4.2 One can consider a different but similar notion of uniqueness than Theorem 4.1. In this notion we aim to conclude \(\|u_\varepsilon - \tilde{u}_\varepsilon\|_W \to 0\). With the same notation as above, assume that moderate estimates of the data is given in terms of the same constants appearing in the proof of the theorem. If we assume

\[
\|f_{1,\varepsilon} - \tilde{f}_{1,\varepsilon}\|_{H^2(0,1)} = o\left(\frac{\varepsilon^{N_e + N_F}}{2}\right) \quad (39)
\]

\[
\|f_{2,\varepsilon} - \tilde{f}_{2,\varepsilon}\|_{L^2(0,1)} = o\left(\frac{\varepsilon^{N_F}}{2}\right), \quad (40)
\]

\[
\|g_\varepsilon - \tilde{g}_\varepsilon\|_{L^2([0,T], H^{-2}(0,1))} = o\left(\frac{\varepsilon^{N_e + N_F}}{2}\right), \quad (41)
\]

\[
\|b_\varepsilon - \tilde{b}_\varepsilon\|_{L^2([0,T], L^\infty(0,1))} = o\left(\frac{\varepsilon^{N_e + N_F}}{2}\right), \quad (42)
\]

\[
\|c_\varepsilon - \tilde{c}_\varepsilon\|_{L^\infty(0,1)} = o\left(\frac{\varepsilon^{N_e + N_F}}{2}\right), \quad (43)
\]

then a precise inspection of the proof above immediately shows that

\[
\|u_\varepsilon - \tilde{u}_\varepsilon\|_W \leq \left(D_D\|f_{1,\varepsilon} - \tilde{f}_{1,\varepsilon}\|_{H^2(0,1)} + \|f_{2,\varepsilon} - \tilde{f}_{2,\varepsilon}\|_{L^2(0,1)} + \|g_\varepsilon - \tilde{g}_\varepsilon\|_{L^2([0,T], H^{-2}(0,1))}\right) \exp(TF^2_F)
\]

\[
\leq \left(C_D\varepsilon^{-N_e}o\left(\frac{\varepsilon^{N_e + N_F}}{2}\right)^2 + o\left(\varepsilon^{N_F}\right)^2 + o\left(\frac{\varepsilon^{N_F}}{2}\right)^2\right) C_F \varepsilon^{-N_F}
\]

\[= o(1).
\]

This observation is useful for numerical methods, where it is practically difficult to consider negligible differences in regularizing nets.

4.2 Consistency

The very weak solution obtained in Theorem 4.2 coincides with the weak solution guaranteed by Theorem 2.4 when the data are sufficiently regular functions. This result will be more formally treated in the following theorem.

Theorem 4.3 (Consistency) Let \(f_1 \in H^2_0(0,1)\) and \(f_2 \in L^2(0,1)\). Let \(b \in C([0,T], L^\infty(0,1))\), \(g \in L^2([0,T], H^{-2}(0,1))\) and \(c \in L^\infty(0,1)\) with

\[
0 < c_0 \leq c(x), \quad c_0 \in \mathbb{R}_+,
\]

for all \(x \in [0,1]\) and small \(\varepsilon > 0\). Let \(u \in L^2([0,T], H^2_0(0,1))\) be a weak solution to problem (EB) and let \((u_\varepsilon)_\varepsilon \subset L^2([0,T], H^2_0(0,1))\) be a very weak solution of (EB) with corresponding regularizing nets \((f_{1,\varepsilon})_\varepsilon, (f_{2,\varepsilon})_\varepsilon, (b_\varepsilon)_\varepsilon, (c_\varepsilon)_\varepsilon\) and \((g_\varepsilon)_\varepsilon\) where \(0 < c_0 \leq c_\varepsilon(x)\). Suppose that \(f_{1,\varepsilon} \to f_1\) in \(H^2(0,1)\), \(f_{2,\varepsilon} \to f_2\) in \(L^2(0,1)\), \(b_\varepsilon \to b\) in \(L^2([0,T], L^\infty(0,1))\), \(g_\varepsilon \to g\) in \(L^2([0,T], H^{-2}(0,1))\) and \(c_\varepsilon \to c\) in \(L^\infty(0,1)\) as \(\varepsilon \to 0\). Then \((u_\varepsilon)_\varepsilon\) converges strongly to \(u\) in \(W\).

Proof. The weak solution \(u\) and the sequential solution \((u_\varepsilon)_\varepsilon\) satisfy the following weak formulations respectively:

\[
(c(x)\partial^2_x u(x,t), \partial^2_x v(x)) + (b(x,t)\partial^2_x u(x,t), v(x)) + (\partial^2_x u(x,t), v(x)) = (g(x,t), v(x)),
\]

\[
(c_\varepsilon(x)\partial^2_x u_\varepsilon(x,t), \partial^2_x v(x)) + (b_\varepsilon(x,t)\partial^2_x u_\varepsilon(x,t), v(x)) + (\partial^2_x u_\varepsilon(x,t), v(x)) = (g_\varepsilon(x,t), v(x)),
\]

for all \(t \in [0,T]\) and \(v \in H^2_0(0,1)\), with the initial conditions

\[
u(x,0) = f_1(x), \quad \partial_t u(x,0) = f_2(x),
\]

\[
u_\varepsilon(x,0) = f_{1,\varepsilon}(x), \quad \partial_t u_\varepsilon(x,0) = f_{2,\varepsilon}(x).
\]

Then the difference of solutions \(u_\varepsilon - u\) satisfies

\[
(c(x)\partial^2_x (u_\varepsilon - u), \partial^2_x v(x)) + (b(x,t)\partial^2_x (u_\varepsilon - u), v(x)) + (\partial^2_x (u_\varepsilon - u), v(x))
\]

\[= (g(x,t) - g(x,t), v(x)) + ((c(x) - c_\varepsilon(x))\partial^2_x u_\varepsilon, \partial^2_x v(x)) + ((b(x,t) - b_\varepsilon(x,t))\partial^2_x u_\varepsilon, v(x)), \quad (44)
\]
for \( t \in [0,T] \), \( v \in H^2_0(0,1) \), and the initial conditions
\[
(u_\varepsilon - u)(x,0) = f_{1,\varepsilon}(x) - f_1(x), \quad \partial_t (u_\varepsilon - u)(x,0) = f_{2,\varepsilon}(x) - f_2(x).
\] (45)

For each \( t \in [0,T] \) the right hand side of (44) induces a functional \( h_\varepsilon(x,t) \in H^{-2}(0,1) \). Moreover \( h_\varepsilon \in L^2([0,T],H^{-2}(0,1)) \) since \( g, g_\varepsilon \in L^2([0,T],H^{-2}(0,1)) \), \( c, c_\varepsilon \in L^\infty(0,1) \), \( b, b_\varepsilon \in L^\infty(\partial T) \) and \( u \in L^\infty([0,T],H^2(0,1)) \).

By Theorem 2.4, \( u_\varepsilon - u \) is the unique solution to the weak formulation
\[
\langle c_\varepsilon(x)\partial_x^2(u_\varepsilon - u), \partial_x^2v(x) \rangle + \langle b_\varepsilon(x,t)\partial_x^2(u_\varepsilon - u), v(x) \rangle + \langle \partial^2_x(u_\varepsilon - u), v(x) \rangle = \langle h_\varepsilon(x,t), v(x) \rangle,
\]
with the initial conditions [45]. The energy estimate [19] then applies. Notice that \( D_\varepsilon^T \) and \( F_\varepsilon^T \) are bounded as \( \varepsilon \to 0 \). We then have
\[
\|u_\varepsilon - u\|_W \leq \left( D_\varepsilon^T \|f_{1,\varepsilon} - f_1\|_{L^2(0,1)} + \|f_{2,\varepsilon} - f_2\|_{L^2(0,1)} + \|h_\varepsilon\|_{L^2([0,T],H^{-2}(0,1))} \right) \exp (TF_\varepsilon^T)
\]
\[
= (D_\varepsilon^T o(1) + o(1)) \exp (TF_\varepsilon^T)
\]
\[
= o(1),
\]
as we can estimate \( h_\varepsilon \) as follows:
\[
\|h_\varepsilon\|_{L^2([0,T],H^{-2}(0,1))} \leq \|g - g_\varepsilon\|_{L^2(0,T),H^{-2}(0,1)} + \|\partial_x^2 \left( (c - c_\varepsilon)\partial_x^2 u \right) \|_{L^2([0,T],H^{-2}(0,1))}
\]
\[
+ \|(0 - b_\varepsilon)\partial_x^2 u\|_{L^2([0,T],H^{-2}(0,1))}
\]
\[
\leq o(1) + \|c - c_\varepsilon\|_{L^\infty(0,1)} \|u\|_{L^2([0,T],L^\infty(0,1))} + \|b - b_\varepsilon\|_{L^\infty([0,T],L^\infty(0,1))} \|u\|_{L^\infty([0,T],H^2(0,1))}
\]
\[
= o(1) + o(1)O(1) + o(1)O(1)
\]
\[
= o(1).
\]
This concludes the proof that \( \|u_\varepsilon - u\|_W \to 0 \) as \( \varepsilon \to 0 \). \( \square \)

**Remark 4.4**

(a) If \( b \) and \( c \) are not continuous, the regularizing nets \( (b_\varepsilon)_\varepsilon \) and \( (c_\varepsilon)_\varepsilon \) such that \( \|b_\varepsilon - b\|_{L^\infty(\partial T)} \to 0 \) and \( \|c_\varepsilon - c\|_{L^\infty(0,1)} \to 0 \) cannot be constructed via mollification, as previously mentioned. This can be seen as follows. The regularizing functions \( c_\varepsilon = c * \varphi_\varepsilon \) are continuous. The property \( \|c_\varepsilon - c\|_{L^\infty(0,1)} \to 0 \) implies also convergence in \( C([0,1]) \), where the essential supremum becomes just the ordinary supremum in case of continuous functions. Thus, \( c \) is in \( C([0,1]) \), which contradicts the assumption that \( c \) is not continuous. Similarly for \( b \).

(b) This problem can be handled in different ways. One possibility is to consider the regularizing nets \( b_\varepsilon \) and \( c_\varepsilon \) of \( L^\infty \) functions, abandoning constructions of regularizing nets via mollifiers and smooth functions. For example, for a given zero sequence \( (p_\varepsilon)_\varepsilon \to 0 \) in \( L^\infty(0,1) \), one can consider the net \( (c_\varepsilon)_\varepsilon \) of the form \( (c + p_\varepsilon)_\varepsilon \). Similarly for \( b \).

Another possibility is to restrict the consistency theorem to continuous \( b, c \). Then \( L^\infty \) convergence of regularizing nets can be obtained by the following construction. Let \( c \in C([0,1]) \) and let \( \tilde{c} \in C(\mathbb{R}) \) such that \( \tilde{c}|_{[0,1]} = c \). If \( \varphi \) is a Friedrichs mollifier and \( c_\varepsilon = \tilde{c} * \varphi_\varepsilon \), then for any \( x \in [0,1] \),
\[
|c_\varepsilon(x) - c(x)| = \left| \int_{\mathbb{R}} (\tilde{c}(x-y) - c(x)) \varphi_\varepsilon(y)dy \right|
\]
\[
\leq \int_{\mathbb{R}} |\tilde{c}(x-y) - c(x)| \varphi_\varepsilon(y)dy
\]
\[
\leq \sup_{y \in [-\varepsilon,\varepsilon]} |\tilde{c}(x-y) - \tilde{c}(x)| \leq \varepsilon
\]
whenever \( \varepsilon \leq \delta_\varepsilon \), where \( \delta_\varepsilon \) is such that \( |x-z| \leq \delta_\varepsilon \implies |\tilde{c}(x) - \tilde{c}(z)| \leq \varepsilon \) for any \( x, z \in [-1,2] \). Such \( \delta_\varepsilon \) exists since \( \tilde{c} \) is continuous on \([-1,2]\) and therefore uniformly continuous. Note also that interval \([-1,2]\) can be replaced with an arbitrary closed neighbourhood \( K \) of \([0,1]\).
5 Numerical simulations

In this section we aim to illustrate our theoretical results via numerical simulations [16]. More precisely, we will test performance of the numerical schemes for solving Problem 1.

We describe briefly the method we use for our simulations. Firstly, we use a hybrid method in which we discretize the space dimension and apply a finite element method, while in the time dimension we work with a finite difference method. We discretize the space and time dimensions in $n$ and $m$ parts, respectively with discretization steps $h = 1/n$ and $h_t = 1/m$. For the space discretization, we consider the finite element space $V_h \subset H^2_0(0,1)$ of continuous functions $f$ on $[0,1]$ that are cubic on intervals of the type $[ih, (i+1)h]$, $i = 0, \ldots, n-1$ and such that the boundary conditions (1.2) hold. Note that without the boundary conditions, this space is known as $V^{1,3}_h$. As our boundary conditions are equal to zero, we denote this space with $V^{1,3}_0$.

Let $u$ denote a numerical solution and let $u_{ex}$ be the exact solution, then in the following experiments we consider the following error:

$$E_{L^2}(u, u_{ex}) = \max \left\{ \|u(x,t) - u_{ex}(x,t)\|_{L^2(0,1)} : t = ih_t, i = 0, \ldots, m \right\}. \quad (46)$$

5.1 Regularization

As we described previously in Section 1.3, regularization plays the central role in our work. Now, we explain the numerical procedure for the regularization of the coefficients. The standard mollifier in $\mathbb{R}^n$ is given by

$$\varphi(x) = \begin{cases} 
A \exp \left( \frac{1}{1-\|x\|^2} \right), & \text{if } \|x\| < 1, \\
0, & \text{otherwise},
\end{cases} \quad (47)$$

where $A$ is obtained such that

$$\int_{\mathbb{R}^n} \varphi(x) dx = 1.$$

Then $\varphi_\varepsilon(x) = \frac{1}{\varepsilon^n} \varphi \left( \frac{x}{\varepsilon} \right)$ is a mollifying net. In the one-dimensional case we will employ the standard mollifier as in (47). For the case of numerical simulations and analysis, instead of considering two-dimensional standard mollifier, we employ the separable mollifier of the form $\rho(x,t) = \varphi(x)\varphi(t)$. This mollifier has the nice property that $\delta(x) \ast \rho(x,t) = \varphi(t)$ and similarly $\delta(t) \ast \rho(x,t) = \varphi(x)$.

Additionally we use an extension procedure as in Lemma 3.8 to mollify extensions of the distributions on their domain. This will mostly be restricted to a constant mollification of a constant function.

5.2 Regular case

First, as the consistency theorem guarantees, when the data are sufficiently nice functions, the very weak solution obtained by the existence theorem, coincides with the classical or weak solution. Thus, we will first consider a problem where the solution is analytically known. We will use this simple problem to investigate the convergence of the numerical methods we will apply later on irregular cases, i.e., when our data are irregular functions.

![Figure 1: The exact solution (a) with the numerical solution $u_{num}$ for $n = m = 256$ in (b).](image-url)
Thus, let us consider the unique weak solution given by

\[ u(x, t) = \sin(t)x^2(x - 1)^2, \quad (x, t) \in (0, 1) \times (0, 1), \]

for Problem 1, where \( f_1 = f_2 = 0, \ c(x) = 1, \ b(x, t) = 1 \) and

\[ g(x, t) = 24 \sin(t) + \sin(t)(12x^2 - 12x + 2) - \sin(t)x^2(x - 1)^2. \]

We apply the numerical procedure described above to find the numerical solution \( u_{num} \) where we set \( n = m \in \{32, 64, 128, 256\} \). In Figure 1 we plot the exact solution in Figure 1 (a) together with the approximate solution, in Figure 1 (b), obtained by the employed numerical method.

Figure 2: Convergence rate on a logarithmic scale for \( n \in \{32, 64, 128, 256\} \).

Moreover, in Figure 2 we plot the convergence rate on a logarithmic scale. We can conclude that the convergence rate for \( E_{L^2} \) is approximately of order 3/4.

5.3 Irregular cases

When working with the irregular coefficients, the theoretical guarantees provide us with the existence of the very weak solution. As the coefficients are not smooth enough, we don’t have the existence of a classical or weak solution and the only way to obtain the better idea and visualization of the solution is by using the numerical methods. Just as we explained above, the same numerical methods will be employed to plot the numerical solutions and to see that the obtained results are in agreement with the theoretical expectations. We discuss different cases in the following subsections.

5.3.1 Irregular bending stiffness

Based on the theoretical results, the very weak solution theorems allow for the bending stiffness coefficient \( c \) to be a positive Radon measure, bounded from below away from zero. We will investigate two irregular cases. First, we consider the case where \( c \) is an \( L^1(0, 1) \) function and second, we consider the effect of a Dirac delta term in the bending stiffness. We set the initial conditions equal zero and the other coefficients equal to 1. More precisely, \( f_1 = f_2 = 0, \ b(x, t) = 1 \) and \( g(x, t) = 1. \)

Figure 3: Numerical solution \( u_\varepsilon(x, t) \) for different values of \( \varepsilon \), with \( n = 256 \) and \( m = 128 \).
1) Let \( c(x) = -\log(|x - 0.5|) \), then \( c(x) \) is an \( L^p(0, 1) \) function for any \( p \geq 1 \), which is not in \( L^\infty(0, 1) \). Therefore Theorem 2.4 does not guarantee the existence of a weak solution. However, all the conditions for the existence of a very weak solution are satisfied. In Figure 3 (a)-(d) we plot the numerical solution \( u_\varepsilon(x, t) \) for different values of \( \varepsilon \), with \( c_\varepsilon(x) = (\varphi_\varepsilon * c)(x) \).

Moreover, in Figure 4 we visualize the cross-section obtained for a fixed spatial position \( x = 0.5 \) and every \( t \in (0, 1) \). Although a weak solution cannot be guaranteed, we can conclude that as \( \varepsilon \to 0 \), the solution \( u_\varepsilon(0.5, t) \) seems to converge.

2) In the second case, we consider \( c(x) = 1 + \delta(x - 0.5) \) with the regularization given by \( c_\varepsilon(x) = 1 + \varphi_\varepsilon(x - 0.5) \). Similarly to the previous case, we plot \( u_\varepsilon(x, t) \) for different values of \( \varepsilon \). Those results are visualized in Figure 5.

![Figure 4: Cross-section for a fixed spatial position \( x = 0.5 \) and \( t \in (0, 1) \).](image)

![Figure 5: Numerical solution \( u_\varepsilon(x, t) \) for different values of \( \varepsilon \), with \( n = 256 \) and \( m = 128 \).](image)

We propose that the delta term in the bending stiffness has no significant effect on the beam solution. Indeed, consider the case where \( c(x) = 1 \) and let us denote the corresponding solution by \( u_{\text{const}} \), obtained numerically by the previously discussed procedure. We suspect that the sequential solution converges to \( u_{\text{const}} \) as \( \varepsilon \to 0 \), by plotting the cross-section of the difference \( u_\varepsilon(0.5, t) - u_{\text{const}}(0.5, t) \) for \( t \in (0, 1) \) in Figure 6 (a), but we confirm this by plotting the error defined in Equation (46), between \( u_\varepsilon \) and \( u_{\text{const}} \) in Figure 6 (b). Indeed, based on Fig. 6 (a) we can see that as the \( \varepsilon \to 0 \), the difference between \( u_\varepsilon \) and \( u_{\text{const}} \) decreases. Moreover, in Fig. 6 (b) we can observe that as the \( \varepsilon \) decreases, the error tends to zero.
Figure 6: Plot of the cross-section of the difference between \( u_\varepsilon(0.5, t) \) and \( u_{\text{const}}(0.5, t) \) in (a), for a fixed spatial position \( x = 0.5 \). In (b) we plot the error \( E_{L^2}(u_\varepsilon, u_{\text{const}}) \) on a logarithmic scale.

5.3.2 Irregular axial force

In this subsection, we will investigate an axial force coefficient that consists of a Dirac delta term. This term commonly models an accumulation of axial force at a point due to a crack in the beam material. Thus, let \( b(x, t) = \delta(x - 0.5) \) and let us consider the regularization \( b_\varepsilon(x, t) = \varphi_\varepsilon(x - 0.5) \). Again we start by visual investigation in Figure 7 by plotting \( u_\varepsilon(x, t) \) for different values of \( \varepsilon \).

Figure 7: Numerical solution \( u_\varepsilon(x, t) \) for different values of \( \varepsilon \), with \( n = 256 \) and \( m = 128 \).

By plotting, in Figure 8, we visualize the cross-section obtained for a fixed spatial position \( x = 0.5 \) and every \( t \in (0, 1) \). Again, the solution \( u_\varepsilon \) seems to converge. Similar to the previous case of irregular bending stiffness, one can conduct the similar analysis and investigate the effect of the Dirac delta term.

Figure 8: Plot of the cross-section for a fixed spatial position \( x = 0.5 \) and \( t \in (0, 1) \).

5.3.3 Irregular transversal force

Finally, we discuss the irregular transversal force \( g \). First, let us set the initial conditions equal to zero and other coefficients equal to 1. More precisely, let \( f_1 = f_2 = 0 \), \( c(x) = 1 \) and \( b(x, t) = 1 \). Let \( g(x, t) = \delta(t - 0.2) \) and consider the regularization \( g_\varepsilon(x, t) = \varphi_\varepsilon(t - 0.2) \). Compared to the
previous cases, now we set \( n = 128 \) and \( m = 256 \), to obtain more accurate approximation of the Dirac delta term. In Figure 9 we visualize the solution \( u_\varepsilon \) for different \( \varepsilon \)-values. Compared to the previous cases, we can observe that the solution for \( \varepsilon = 0.2 \) significantly changes compared to the other \( \varepsilon \)-values.

(a) \( \varepsilon = 0.01 \)  
(b) \( \varepsilon = 0.05 \)  
(c) \( \varepsilon = 0.1 \)  
(d) \( \varepsilon = 0.2 \)  

Figure 9: Numerical solution \( u_\varepsilon(x,t) \) for different values of \( \varepsilon \), with \( n = 128 \) and \( m = 256 \).

Taking the cross-section for a fixed spatial position \( x = 0.5 \) and \( t \in (0,1) \) we can clearly see that the delta term forces a peak at \( t = 0.2 \), which becomes more pronounced as \( \varepsilon \) goes to zero. Those findings are visualized in Figure 10.

Figure 10: Plot of the cross-section for a fixed spatial position \( x = 0.5 \) and \( t \in (0,1) \).

6 Conclusion

In this article we show the existence, uniqueness and consistency results of the very weak solution for the Euler-Bernoulli equation with distributional coefficients and initial conditions. We consider nets of non-smooth data to obtain a sufficiently regular solution net. Our treatment of this problem, broadens the scope of the very weak solutions concepts. For the Euler-Bernoulli problem, we extend the existing weak solution framework making it suitable for the very weak solution approach. We defined and showed existence of the very weak solution, together with the uniqueness results defined in an appropriate sense. Moreover, we give the characterization of the distributions that allow the existence of the solution of the discussed problem. Lastly, we showed the consistency of the very weak solution with the weak solution, when the irregular data were sufficiently nice. Numerical analysis conducted showed that the very weak solution coincides with the weak solution, when the latter exists. When the coefficients are irregular functions, we showed that numerical analysis can provide us with more insights into the behaviour of the very weak solution.
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