A Probabilistic Estimation of PV Capacity in Distribution Networks from Aggregated Net-load Data
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ABSTRACT Globally, solar photovoltaic (PV) installations on distribution LV feeders have increased significantly. The increased penetration leads to several technical problems on existing networks and impacts utilities’ business models as energy sales drop. For proactive management of these challenges, utilities need to continually monitor the capacity of installed PV. To this end, some utilities typically require PV installations to be registered and sometimes use GIS mapping to approximate the installed PV capacity. However, these GIS PV capacity estimations methods are unreliable. Therefore, to obtain reliable PV capacity estimates at a distribution level, comprehensive modeling is required to accurately represent the generation output and the distribution load. This paper proposes a novel probabilistic PV estimation method that uses time-series historical sets of load and irradiance data to estimate the embedded PV capacity while considering the uncertainty in solar irradiance and the measured net load. Uncertainty characterization is implemented using empirical probability density functions, and simulation is performed stochastically using Monte-Carlo methods. A novel quantile analysis approach is developed and used in the computation of the final PV estimates. The proposed methodology is tested using measured load data from Ausgrid customers, Australia, and achieves reasonable accuracy (between 86% and 90% for the tested cases) and a 10% mean absolute percentage error. This approach is robust to the effects of input uncertainty and can be used by distribution utilities to estimate and monitor PV capacity installed on the distribution networks without incurring extra advanced metering investment costs.

INDEX TERMS Disaggregation, Monte-Carlo Simulation, photovoltaic systems, probability density function, quantile analysis

I. INTRODUCTION

A. CONTEXT

The global uptake of solar photovoltaics (PV) is reported to be on the rise due to various factors including the need to mitigate climate change [1]. Research indicates that increasing PV penetration may result in several technical challenges such as increased voltage rise as well as thermal loading issues [2]. These challenges are more difficult to control on low voltage (LV) networks in comparison to medium and high voltage networks. This is because most LV networks are not remotely monitored. As such, it is difficult to determine the network’s condition, particularly the contribution from PV, at any given time. Therefore, maintaining optimal network operational performance within the required constraints often comes down to regulating the amount of PV, i.e., PV penetration, on a specific LV network.

Various strategies are employed to regulate PV penetration [3], [4]. In South Africa, for example, PV penetration limits are regulated in two ways. Firstly, the PV system size is restricted based on each connected customer’s nominal maximum load, determined by their supply-side circuit breaker size. Secondly, the PV system size is restricted based on the ratio of the aggregated installed solar PV to the maximum MV feeder load and the capacity of the supplying transformer [3]. The underlying approach to these regulations is to limit the aggregate PV capacity below the respective feeder’s hosting capacity. Adequate knowledge of the
installed aggregated PV capacity, therefore, provides a vital indicator of a LV feeder’s operating conditions based on regulated penetration limits. This information is critical in the early mitigation of potential faults, low quality of supply, or thermal overloads [4].

Most utilities require customers to register their installations to gather information on the total installed PV capacity. However, the records of installations may not be reliable as some customers might not follow stipulated registration processes or may install additional capacity after registration [5]. A more reliable approach to gathering the relevant information is to deploy smart devices, but this requires widespread installation of smart devices and the supporting technology for live monitoring, which is costly for both the utility and customers [6]. Given the challenges with registrations and live monitoring, it is important to develop reliable methods that can inform the distribution network operators (DNOs) on the capacity of PV on their networks.

The following section looks at the existing literature on the PV estimation processes.

B. LITERATURE REVIEW

This section provides a broad literature review of PV estimation methods. These methods can be broadly classified into geographical information systems (GIS) and disaggregation methods. The following sub-sections examine these two classes and their application.

1) GEOGRAPHICAL INFORMATION SYSTEMS METHODS

GIS methods have been applied in various studies, including mapping useful lands, urban planning, and mapping energy resources [7]. The most widely used GIS method in PV capacity estimation and related studies is remote sensing [8]. This method has been applied in the assessment and automatic detection of potential available roof space for PV installation [8], [9], and the estimation of the number of PV panels already installed within an area [7]. These reported GIS methods cannot directly estimate the PV capacity embedded in feeder load for the following reasons. Firstly, the collected imagery requires complex, data-intensive post-processing to detect PV panels [10], [11]. Secondly, this method is prone to detection errors, which coupled with the fact that the panel rating is unknown, leads to potentially significant estimation errors [7]. Finally, GIS methods do not provide accurate information as to whether the customer assessed is connected to the network or not. From this discussion, it can be deduced that GIS methods are useful in the determination of the spatial distribution of rooftop PV in an area. However, the methods cannot determine the PV capacity on a feeder.

2) DISAGGREGATION METHODS

Load disaggregation is a method by which composite load data could be broken down to obtain the contribution of different sources of energy to the aggregate signal [12]. In contrast to the GIS methods, disaggregation models have been used to estimate the PV capacity installed at the customer level using customer load data. These methods have also been used to inform other areas of energy informatics.

Disaggregation methods, as formulated in [13] and discussed in [14], have been used in a range of applications with different objectives. These objectives include household demand forecasting [6], determination of PV site power output [15], real-time estimation of PV generation from active power flow measurements [16] as well as detection, verification, and estimation of customer PV capacity from customer load data [17]. Similarly, in [13], the method is used in the separation of different sources of home energy consumption based on smart meter data. In [14], disaggregation is used in the decomposition of household net meter data into solar generation and energy consumption.

Other studies have focused solely on the estimation of PV power output from different areas using clustering techniques. Studies reported in [15], [18] proposed a data-driven approach that applies clustering techniques to predict power output of unknown solar sites with characteristics similar to those of a known proxy site using AMI data. Geographical correlations are used in the clustering process. Additionally, the literature includes a wide range of studies that are focused on estimating instantaneous PV generation from aggregated load data where the installed PV capacity is known. These are discussed as follows. In [16], [19], the authors applied multiple linear regression (MLR) method to disaggregate real-time PV output from aggregated net load data at a substation level. The study in [19] extended the concept defined in [16] by adding new regressors and weights. In [20] the authors applied an unsupervised disaggregation of PV production from power flow measurement by modeling PV generation as a function of irradiance. In contrast, the study in [21] proposed the application of a hybrid game theory combined with clustering techniques to implement the same problem. Hidden Markov Model (HMM) regression was applied in [22] to estimate solar PV generation. MLR model was proposed in [23]. This work uses AMI data to predict which homes have PV installed and to extract the solar PV generation from the aggregated load measurements.

From the above discussion, it can be deduced that disaggregation can be applied to various problems. A number of these studies attempt to estimate the installed PV capacity at a customer level and are reported in [17], [24]–[26]. None of the studies is focused on estimating PV at a distribution level. The study reported in [17] presented a change-point detection algorithm that analyses abnormal changes in time-series load data to detect PV’s presence. In [26], the authors combine ANN and dimension reduction techniques to identify customers with PV based on both net load and AMI data. Studies reported in [24], [25] proposed a two-stage support vector machine (SVM) approach that classifies different customer net loads based on the discrepancies observed in customers with PV and those without. A support vector classification model was then used to determine whether the customer had PV and a second stage was applied to determine...
the customer PV capacity. These four studies are the closest works related to our proposed method. However, there exist fundamental differences in terms of their proposed approach and the underlying objectives, which limit the application of these methods in the distribution level PV estimation as discussed in the following paragraphs.

To accurately estimate the PV capacity installed on a distribution feeder, several considerations need to be addressed. Firstly, model inputs must be correctly characterized. In this regard, probabilistic modeling of both solar irradiance and the load is needed. Feeder load is an aggregation of individual customer loads that have different use patterns. The representation of underlying uncertainties in these inputs is therefore critical and has not been undertaken by any of these studies. Secondly, these methods need large amounts of data from AMI which requires the installation of measurement infrastructure. This is a costly undertaking for the utility. In addition to these limitations, these methods have different objectives from what is presented in this paper.

The accurate estimation of PV capacity at the distribution level, as opposed to the customer level, is critical for various reasons. Firstly, the knowledge of the installed PV capacity at a distribution level is critical in network planning and reinforcement. Given that the planner is unaware of the location and the size of the distributed PV on the system, accurate estimation of the installed capacity on each of the network feeders is crucial in the planning exercise. Secondly, information relating to the installed PV capacity on a particular feeder is key in operations and maintenance decisions. Such decisions are likely to be made based on the overall condition of the feeder as opposed to that of an individual customer. As such, it is more important to know the capacity of PV installed at the distribution level as opposed to that installed at a customer level. Lastly, the most easily available data to system operators is at the feeder level. In this regard, the adoption of a method estimating PV at a distribution feeder level provides a simpler and less costly approach as compared to the one focused on customer-level PV. As such, an appropriate method of estimation that considers these practical factors are required, and considering this, the proposed method is developed to meet these practical requirements.

3) KEY GAPS IN LITERATURE
This paper addresses critical gaps in the existing literature concerning the estimation of PV capacity. Firstly, we could identify no method in the literature applied to the problem of estimating the capacity of PV installed on a distribution feeder: those that focus on PV capacity estimation do so at a customer level. Secondly, the methods addressing customer level PV estimation cannot be applied at a distribution level for various reasons including the lack of comprehensive modeling of the irradiance and load uncertainties. This paper develops an uncertainty-based approach, which adequately represents these input uncertainties at each aggregation level. Lastly, this paper addresses the need for a simplified approach that does not require extensive use of AMI data.

4) CONTRIBUTIONS, LIMITATIONS, AND OVERVIEW
The main contributions of this paper are as follows. Firstly, it proposes a practical method that can adequately inform DNOs about the capacity of PV embedded in their networks. Secondly, this method introduces novel processes including stochastic expansion and aggregation. Additionally, a probabilistic quantile analysis estimation method is introduced. These methods can be applied in other areas of distributed energy resource estimation. Thirdly, this method accounts for the uncertainty characterizing the load and solar irradiance by using Monte Carlo simulation (MCS) processes to adequately represent these main inputs. Finally, the method requires common sets of data to estimate the PV capacity on a distribution feeder as opposed to extensive AMI data seen in related studies. This makes the estimation process less costly to the DNOs.

This paper focuses on residential LV PV systems where PV systems are allowed to export power back to the grid. In most cases, the regulation and monitoring of such installations is more challenging for DNOs. The efficacy of the proposed method is based on a data-based distinction between two load datasets which include a defined historical dataset characterizing an initial state before the introduction of PV, and the net load measurements, defining the present state with PV effects. In the likely case of system expansion or reconfiguration, the method’s accuracy depends on the validity of the assumptions regarding the two datasets. More specifically, cases of system expansion leading to increased system load require the incorporation of these changes in the historical load before the application of the proposed method. This is to avoid underestimation of the embedded PV. The proposed method hinges on probabilistic and risk-based formulation and is robust to variations in power generation including incidences of curtailment. However, as currently formulated, the method does not directly address issues such as curtailment which may be applied by the DNOs.

The rest of this paper is organized as follows. In section II, the overview of the proposed methodology is presented. Then, in section III, the proposed methodology is described in detail with the characterization of the model inputs and the formulation of the concepts of stochastic expansion, aggregation, and summation. The developed methodology is validated in section IV, and, in section V, its efficacy is demonstrated with various test cases. The paper concludes with section VI.

II. OVERVIEW OF THE PROPOSED METHODOLOGY
In this section, a high-level overview of the proposed methodology is described, as shown in the process flow of Figure 1. First, the general method to determining the PV capacity estimate is presented in an objective function. Then, the main processes contributing to solving the objective function are described in brief. These processes include the
description of data inputs, modeling of input variables, the stochastic simulation of customer loads and PV generation, and finally, the probabilistic estimation of the installed PV capacity. Each of these processes is described below and further explored in detail in section III of this paper.

A. THE OBJECTIVE FUNCTION

The proposed methodology is based on the hypothesis that the installed PV capacity can be estimated by comparing the measured net-load to simulated stochastic net-load scenarios based on aggregated historical load data and PV penetration scenarios. The simulated stochastic net-load models the range of possible net-load values considering the uncertainty in the customer loads and solar irradiance. As such, the objective function, \( f(x) \), is formulated to determine the best estimate of the measured net-load based on confidence intervals from a solution space of stochastic net-load profiles, \( S(x) \), as follows:

\[
S(x) = (S_1)_t = H_t - x \cdot k_t \; \forall x \in X = [y_0, y_f] 
\]

\[
\text{maximize: } f(x) = \frac{\sum \text{g}(P'(a_x S_M x'b_t))_{\tau=t}}{\tau} \times 100\% \quad (2)
\]

Probabilistic variables are distinguished from deterministic variables using boldface formatting. In the system of equations, \( x \) is a candidate solution of the aggregated PV capacity estimate in a defined selected solution space \([y_0, y_f]\). \( S_t, H_t, \) and \( k_t \) denote the simulated net-load, customer loads, and the PV capacity factors in time interval \( \tau \) and aggregated for the whole network. The function \( \text{g}(\cdot) \) is a Boolean function that tests – for all \( x \) and at confidence level \( \tau \) – whether the measured net-load \( M_{\tau} \) lies within the confidence interval \([a_x, b_t]\) of the simulated net-load, in a given time interval \( t \). Lastly, \( f(\cdot) \) is an objective function that searches for the optimal estimate with the maximum proportion of the measured net-load data points falling within the simulated net-load’s two-sided confidence interval applied over a defined period \([1, T]\).

The following sections describe the four processes that contribute to solving the objective function (2).

B. PROCESS FLOW TO SOLVING THE OBJECTIVE FUNCTION

The appropriate preparation of data inputs is necessary to ensure quality results. The Data Input segment of the proposed methodology specifies the data requirements in terms of sampling resolution, time-series range, and statistical significance. The data inputs are pre-processed in the input modeling segment to generate probabilistic time-series profiles of the customer loads and PV generation. The load profiles characterize load patterns at the customer level, with characteristics of load stochasticity and diversity. The PV generation models represent the expected PV generation considering a set of PV capacity scenarios, with attributes of solar irradiance uncertainty.

The load and PV generation profiles form the inputs to the input modeling segment. Two critical processes based on the MCS method are carried out: stochastic aggregation and summation. The stochastic aggregation process generates probabilistic aggregated feeder load profiles from the representative customer load profiles. The stochastic summation process maps corresponding scenarios of the net-load – termed simulated net-load hereafter – from the aggregated feeder load and PV generation profiles. The simulated net-load has probabilistic characterization as it replicates the uncertainty in the load and PV generation inputs.

The simulated net-load and the measured net-load profile form the Estimation Engine’s inputs, where the optimal estimate of the embedded PV capacity is determined. The optimal embedded PV capacity estimate is achieved by a statistical comparison of the probabilistic range of simulated net-load profiles to the singular measured net-load using a quantile density analysis.

III. METHODOLOGY

This section details the proposed methodology components: from the input requirements and the respective modeling processes to the conclusion of the PV capacity estimated.

A. DATA INPUT REQUIREMENTS

The proposed methodology requires three forms of input data: (1) time-series load data characterizing the electrical behavior of individual customers without PV or with a known PV capacity, which we term historical to denote pre-PV characteristics, (2) time-series historical solar irradiance of the location of the network, and (3) the measured net-load in the period of estimation. Data cleaning and checking are applied to ensure high-fidelity data inputs.

1) DESCRIPTION OF DATA VARIABLES

Historical load data: this data is required at the customer level to allow accurate modeling of the load diversity between...
customers. Ideally, the historical load data’s timeframe should match the measured net-load, such as new measurements from a sample of customers without PV. Where not available, data from previous years may be used but with caution. Where the available historical load data is too old for the period of estimation, adjustments may be required to account for trends significantly impacting the energy consumption, i.e., quantity and time-of-use patterns, on a long-term basis. Such trends may include energy efficiency, tariffs, and technological changes, e.g., the adoption of solar water heating systems and energy storage systems.

Solar irradiance data: in this work, we use instantaneous time-series global horizontal irradiance (GHI) to model the expected power yield from rooftop PV systems. GHI data is easily accessible for many locations worldwide and is easily integrable with most PV design software such as PVsyst. The required irradiance data is obtained from online irradiance resources [27] or a national weather station, such as SAURAN, in the case of South Africa [28], and other resources such as Solcast [29]. The availability of extensive historical data makes possible uncertainty characterization per time interval, favoring accurate PV generation modeling.

Another aspect affecting the accuracy of the developed PV models is spatial resolution. This paper assumes the network or feeder under test is small enough that there is an insignificant variation of GHI values and PV outputs between customer locations. Accordingly, the GHI data can be area-generalized and is applicable to the aggregated PV generation computation.

Measured net-load data: this data represents the load measurements with the impacts of the unknown capacity of embedded PV generation. The measured net-load is obtained as aggregated data at the feeder or transformer level. This form is the most common form in which the data exists and is convenient for aggregated PV capacity estimation. The section that follows discusses data quality characteristics.

2) STATISTICAL SIGNIFICANCE, CADENCE, AND TIME-SERIES RANGE
When modeling a technical variable’s characteristics, two aspects of critical importance are variability (the changes with time) and uncertainty (unknown state of the variable in each time instant). The time-series range and frequency of samples, also termed cadence determine the extent of variability captured. On the other hand, the number of samples per instant affects the degree of representativity of the associated uncertainty. Figure 2 illustrates these aspects.

For the focus application, hourly samples over a year’s period are adequate to capture the diurnal and seasonal variability, which are of most importance in PV studies. A matched cadence is required for the historical load data and measured net-load data. For detailed uncertainty representation of the historical load and irradiance data (measured net-load is fixed, hence deterministic), samples with adequate statistical significance are required [30]. In general, the bigger the sample size, all other factors being equal, the more reliable the test statistics.

Depending on the initial form of the presented data inputs, data manipulation may be required to drive the inputs to a preferred form that supports the generation of well-diversified customer load profiles and PV output profiles. The input modeling component deals with these aspects.

B. INPUT MODELLING
The input modeling component receives, as inputs, the set of ‘raw’ customer load profiles and irradiance profiles for the study area, in hourly cadence, over a year. From these data inputs, probabilistic profiles are generated through two modeling processes, as follows.

1) STOCHASTIC EXPANSION
The stochastic expansion component prepares the inputs for stochastic simulation, where the customer loads are aggregated and summed with the PV generation using the MCS method. These MCS processes typically require numerous scenarios in the order of thousands for convergence or adequate accuracy [31].

Suppose N samples of profiles are required for sufficient accuracy, and the data inputs are of a smaller sample size, n. Then, the data inputs need to be expanded accordingly. For this, we define a stochastic expansion process that generates a larger pool of profiles from a smaller pool using a random sampling technique. Given the stochasticity of customer loads, the method considers the original profile samples as the observed or sampled behavior of the concerned random variable in a broad population of profiles. As such, the profile samples represent the characteristic profiles from which we develop inferential models per interval (as illustrated in Figure 2) using the non-parametric probability distribution function (PDF).

For grouped or clustered customers with similar usage patterns, the PDFs in each interval represent the likely load characteristic of customers belonging to that cluster. As such, MCS samples of ‘characteristic’ loads, with preservation of the time-series variation and correlation, can be generated from each interval’s characteristic non-parametric PDF function to model a typical customer’s load profile. The
process is repeated for a selected number of iterations, \( N \). The expanded set of data with \( N \) profiles represents the range of possible load profiles for the grouped customers, considering load diversity within time intervals and the influence of stochasticity. To ensure the expanded historical data, \( H \), is an accurate statistic of the original load data, \( \tilde{h} \), the density functions of corresponding intervals must be computable:

\[
f_p(H_t) \approx f_p(\tilde{h}_t); \quad \forall t \in [1,T]
\]

where \( f_p() \) is a probability function that fits a non-parametric PDF to the argument data.

The expansion process is also applied to the historical solar irradiance data profiles, \( I_N \), to achieve an expanded set of characteristic profiles, \( I_{N'} \). These irradiance profiles need further processing to achieve a corresponding set of PV generation profiles.

2) PV GENERATION MODELING

PVsys is used to model, from irradiance data, the output power per installed kWP. Performing this for the probabilistic range of \( N \) irradiance profiles, \( I_{N'} \), would be computationally intensive. To minimize computational burden, we map the output power, \( P_{out} \), for a single representative profile, \( I_0 \), using PVsys. Then, to get the probabilistic PV output profiles, \( k_t \), we scale the remaining profiles in the expanded irradiance profiles, \( I_{N'} \), according to the following transform:

\[
k_t = (P_{out}/I_0) \times I_N
\]

The probabilistic PV output profiles, \( k_t \), represent the uncertainty in a 1 kWp system’s expected PV output. Other PV capacities’ power output profiles can be achieved by simple, linear scaling.

3) PV OUTPUT ADJUSTMENT

Software estimates of the expected PV output are generally higher than the actual performance [32]. The differences arise from disparities between the simulated and practical models of the analyzed PV systems. For instance, there are site-dependent factors such as dust accumulation that potentially reduce PV systems’ performance by margins up to 15% and may not be adequately captured by the PV software in calculating the factor \( k_t \) [33]. The assumption of optimal panel orientation in simulation models, which may not be implementable practically, also contributes to further disparities [32], [34]. Accordingly, software-derived PV output models require adjustment to drive them towards realistic expectations.

Studies investigating PV systems’ performance ratios of the ideal to actual PV output can guide the adjustment process: PV system performance ratios can be used as adjustment or correction factors that downscale the simulated PV output, such as the one in (4). The selection of the relevant adjustment factor should consider geospatial characteristics, which have been proved to significantly affect performance ratios [35], [36]. In this study, we apply an adjustment factor of 80%, supported by the performance ratios for Sydney reported in [32].

C. STOCHASTIC SIMULATION

This component develops aggregated net load scenarios based on candidate PV capacity solutions. Two processes are required to achieve this: the aggregation of individual customer loads, what we term stochastic aggregation, and the summation of the aggregated loads and PV generation profiles, what we term stochastic summation.

1) STOCHASTIC AGGREGATION OF CUSTOMER LOADS

Stochastic aggregation is a process for simulating scenarios of aggregated load profiles at the feeder level. The simulation process involves the random selection and summation of profiles from the pool of characteristic probabilistic profiles obtained from the stochastic expansion process. We use the MCS method with a limited number of trials to generate representative scenarios from the large spectrum of combinatorial possibilities. To ensure accuracy, we conduct convergence tests that indicate the sufficiency of the applied number of trials.

For a feeder with \( n \) customers, an MCS aggregation procedure with \( m \) trials is as follows:

i. Using the MCS, randomly select \( n \) customer load profiles from the probabilistic customer load profiles.

ii. Sum the selected profiles, interval by interval, to achieve a single aggregated load profile scenario.

iii. Repeat steps (i) and (ii), with replacement, \( m \) times to achieve \( m \) scenarios of aggregated load profiles.

The generated aggregated load profiles, \( A_t \), form part of the inputs to the stochastic summation process.

2) STOCHASTIC SUMMATION

This component simulates scenarios of aggregated net-load profiles using the aggregated load and PV output profiles as inputs. Since the said inputs are probabilistic variables, a random simulation process must also model representative net-load scenarios. We use the MCS for this summation process, with PV output profiles modeled as negative loads.

The simulation procedure is similar to that of stochastic aggregation, except that only two profiles are summed at a time: a randomly selected aggregated load profile and an aggregated PV output profile. Also, the summation is repeated with different PV output profiles scaled according to the embedded PV capacity scenarios, \( x \), in a defined candidate solution set \( X \), according to (1). The selected range of \( X \) depends on the anticipated levels of PV penetration of the analyzed feeder, and its adequacy is assessed based on the results from the estimation engine. The selection of the extent of MCS trials, \( m \), should be guided by convergence tests. In this study, we apply 1,000.

The stochastic summation process leads to a set of probabilistic, simulated net-load profiles for various PV capacity solution scenarios. We use the term ‘simulated’ to distinguish these net-load profiles from the measured ones. The estimation engine tests the fitness of the solution scenarios.
D. ESTIMATION ENGINE

The estimation engine determines the optimal estimate of the installed PV penetration by finding the PV capacity solution scenario with the simulated aggregated net-load that best compares to the measured net-load profile. The estimation engine is modeled probabilistically to cater to the uncertainty reflected in the simulated net-load variables. This approach allows a risk-based comparison of the probabilistic range of simulated net-load profile scenarios and a single measured net-load profile.

1) QUANTILE DENSITY ANALYSIS

The probabilistic range of the simulated net-load is constrained by the maximum and the minimum net-load scenarios in each time interval. However, to avert the risk of evaluating outliers, we restrict the range of net-load scenarios to a band defined by a selected risk level or, conversely, statistical confidence intervals. For instance, a 10% risk level is defined by a quantile band between the 5th and 95th quantiles and captures 90% of the population of simulated net-load profiles.

The simulated net-load’s quantile band – defined in each time interval – is then compared to the measured net load. Figure 3 demonstrates, for a given time interval $t$, the comparison between a measured net-load, $M_t$, and the probabilistic range of simulated net-load with $x$ kWp PV capacity, $\mathcal{S}_x$, restricted to the quantile band $[x_a,t, x_b,t]$.

To determine the fitness of the PV capacity candidate solutions, we conduct a 3-step test protocol:

i. For each time interval in the time-series range $(1, T)$, test the measured net loads' incidence within the simulated net loads' quantile band:

\[
g(x, t) = \begin{cases} 1, & x_a \leq M_t \leq x_b, \forall t \in [1,T] \\ 0, & \text{otherwise} \end{cases}
\]  

ii. Evaluate the density of the measured net-load points (or time intervals) that test positive in step (i). We term this the quantile density, and is expressed as a percentage of the total number of time intervals:

\[
Q_x = \frac{\sum_{t=1}^{T} g(x,t)}{T} \times 100 \%
\]  

iii. Repeat (i) and (ii) for all candidate solutions $x$. The optimal estimate is obtained by evaluating the tested capacity for which the quantile density is maximum.

This analysis is carried out on sun-hours and evaluated for an ordinary day assumed to have nine sun-hours that range from 8 am to 4 pm.

E. SUMMARY OF THE PROPOSED METHOD

A summary of the implementation algorithm is presented below. It highlights the steps taken in the formulation of the probabilistic quantile estimation process. The various methodology components are underlined, and any relevant equations are referenced in parenthesis.

**Algorithm 1: Probabilistic quantile estimation process**

1. **Input:** Historical customer load profiles, $h_t$, Irradiance profiles, $I_h$, Measured net load data, $M_t$, number of customers on the feeder, $n$
2. **Stochastic Expansion:** Generate 5,000 MCS random customer load profile, $H_t$, from the pool, $h_t$, and 1,000 random area-specific irradiance profiles, $I_N$, from pool $I_h$
3. **for** $m = 1:1000$ – Stochastic Aggregation for generating aggregate load profiles, $A_t$
   4. Select $n$ random customer load profiles from $H_t$
5. **end for**
6. for $x = y$ to $y$
7. **PV output modeling:** Convert irradiance Profiles, $I_N$, to an expected PV output profiles, $k_t$ (equation 4)
8. Scale $k_t$ according to the aggregated PV capacity scenario $x$
9. **for** $m = 1:1000$
10. **Stochastic summation:** Generate simulated netload profiles, $S_x$, from the aggregated load, $A_t$, and aggregated PV capacity scenario, $x \cdot k_t$
11. **end for**
12. **end for**
13. **Quantile Density Analysis:** Test the incidence of $M_t$ within the quantile band of $S_x$ at a selected risk (equation 5)
14. For each scenario $x$, evaluate the density of points $Q_x$ satisfying the test of line 15 (equation 6)
15. **Output:** Return the capacity estimate $x$ at which $Q_x$ is maximum

![Figure 3: Comparison of the measured and simulated net-load variables](Image)
IV. VALIDATION OF THE METHODOLOGY

This section presents the validation of the proposed methodology. First, it deals with the input modeling processes (stochastic expansion and aggregation), vital for probabilistic customer load profiles that are accurate models of the original data. Secondly, it deals with the stochastic summation and estimation engine, linked to the estimation process’s outcomes. Lastly, the section explores the methodology’s performance under various test conditions.

A. TEST DATA

All validation tests are based on South Africa’s domestic load research (DLR) data for residential customers [37]. The DLR data is a one-year data at a 5-minute resolution. The data describes the passive (without PV) consumption characteristics of a group of 73 residential customers in a relatively affluent area, classified by a living standard measure (LSM) 10. Though without PV customers, the DLR data is convenient for generating ‘synthetic’ (not measured from physically installed systems) net-load data with varied aggregated installed capacity, allowing for testing the proposed methodology’s performance under ideal cases.

To generate the synthetic net-load data, we take the historical load data and a selected scenario of aggregated PV capacity, including its uncertainty, and perform a stochastic summation. A synthetic measured net-load is then achieved by selecting a single synthetic net-load scenario using a random selection process or percentiles. As a base case, a synthetic net-load with 75 kWp embedded PV capacity is used.

B. VALIDITY OF INPUT MODELING PROCESSES

Two conditions influence the representativeness of sample-based probabilistic models: first, the adequacy of selected samples in representing the behavior of the original system, and second, consistency of statistical properties, i.e., uncertainty in each time interval and variability in the time series. Several statistical tests are conducted to ensure the conditions stipulated above are met for the stochastic expansion and aggregation processes.

1) SAMPLE SIZE ADEQUACY

A convergence test was carried out to determine the optimal sample size in creating the probabilistic customer load profiles through stochastic expansion. In this test, the 5th percentile, the mean, and 95th percentile profiles for different sample sizes are compared to the original data’s corresponding properties. Mean errors per interval are recorded, and histograms of all errors in the time series are plotted. The sample size is increased in steps of 500 until the tolerance level, ε, is less than 0.2 A, representing less than 1% error in the average customer load.

Figure 4 compares the mean error distributions for the various sample sizes. It is observed that a sample size of 5,000 achieves the selected tolerance of 0.2 A. Tests with other datasets, including solar irradiance, confirm that a sample size of 5,000 is generally valid.

The convergence test protocol was also used to determine the optimal sample size for the simulated aggregated load profiles, which was determined to be 1,000.

2) STATISTICAL COHERENCE

The consistency of statistical properties between the expanded probabilistic load profiles from the stochastic expansion process and the original customer load profiles is tested by analyzing the intra-interval and inter-interval variations.

Intra-interval coherence measures how well the expanded customer load profiles represent the load diversity of the original profiles. In contrast, inter-interval coherence deals with time-series variability. Conformance of the simulated samples to these characteristics can be referred to as statistical coherence, and the term is consistently used in the paper.

Figure 5 compares non-parametric PDFs of customer load currents between the expanded and original customer load profiles in randomly selected time intervals. The consistency between the PDFs indicates the stochastic expansion process preserves the original load data’s diversity characteristic in each time interval.

Figure 6 compares the 5th percentile, mean, and 95th percentile load profiles between the expanded and original load datasets. The plot shows the original and expanded load profiles follow the same trend with minor differences (lower than 2 A mean errors per interval) observed in the lower and upper percentile profiles. The percentiles’ error margin is expected as the percentiles towards the distribution tails are sensitively affected by outlier samples.

The two validation tests for the adequacy of simulation samples and statistical coherence establish confidence in the critical concepts around stochastic simulation, anchoring the proposed methodology. Though demonstrated using load data, the same approach is equally applicable to the PV data expansion process. The validity of the stochastic summation and the estimation engine is demonstrated next through various case studies.

C. VALIDITY OF THE ESTIMATION PROCESS

The estimation engine’s efficacy pivots on the quantile density analysis, through which a candidate solution’s fitness in
modeling the measured net-load is assessed. The selection of the risk level determining the quantile band’s range is critical.

As aforementioned, taking the full simulated net loads probabilistic range (the min-max range) would weigh the effects of outliers in the estimation. Figure 7 is a quantile density ($Q_x$) plot for a range of PV capacity solutions, x. Generally, the quantile density plot’s interpretation is as follows: a low quantile density signifies an estimate whose simulated net-load band poorly captures the measured net-load profile, and the global maximum of the plot indicates the optimal estimate with the highest capture of measured net-load data points. Applied to Figure 7, the PV capacity estimation is inconclusive as several estimates in the range 0 – 35 kWp result in a quantile density of 100%. The plot illustrates the problem of a minimum-maximum approach and highlights the importance of a risk-based approach to averting the assessment of outliers.

To select the best risk level, we study the effect on PV capacity estimation of the selected risk level and quantile band’s width. Table 1 compares the PV capacity estimates from various risk levels applied in the estimation engine.

The results of Table 1 indicate that the estimate accuracy deteriorates with the increase in the risk level and, conversely, the reduction of the probability band’s width. The results indicate that the method performs well at lower risk levels, which is expected as the confidence interval is large. Accordingly, a 1 % risk level is concluded as most suitable for robust estimation considering the uncertainty in the net-load’s practical scenario. This risk level is applied hereafter as the default in the estimation engine.

Figure 8 illustrates how PV capacity candidate solutions lead to distinct quantile densities. The plot depicts a portion of the simulated net-load profiles and the capture of the synthetic net-load by the respective quantile bands at 1 % risk. Differences in the simulated net-load profiles are observed during the sun-hour period (8 am – 6 pm) with different duck-curve depths depending on the PV capacity candidate solution. The 75 kWp solution better captures the measured net-load profile within its quantile band than other candidate solutions in the selected time-series period. Taken over the whole year, Figure 9 confirms 75 kWp as the optimal estimate with a distinct quantile density maximum over the entire solution space. The results also show consistency in accuracy for all cases of random synthetic measured net-load profiles. The conclusion is the validity of the 1 % risk level in achieving clear conclusions on the optimal PV capacity estimate.
D. ROBUSTNESS

To ensure the proposed methodology is widely applicable to various contexts, we test its response to various installed PV capacities and uncertainty conditions in the measured net-load scenario.

1) VARIED PV CAPACITIES

In this test case, the proposed methodology’s performance is tested under various PV capacity or penetration scenarios. Four penetration levels are considered, and five scenarios of net-load profiles are taken from the stochastic range of the synthetic measured net-load profiles. The results shown in Table II indicate that the proposed probabilistic estimation method achieves results with high accuracy. There are tolerable discrepancies observed where an unlikely or outlier synthetic net-load profile is applied. The relative errors observed in these cases range from 2.4% for the highest tested capacity to 10% for the lowest tested capacity. Given that only the extreme cases are likely to have the worst errors, the results validate the proposed methodology’s underlying theory with high confidence.

2) UNCERTAINTY CONDITIONS

In this case study, we test the influence of uncertainty characterization (for customer loads and solar irradiance) on the accuracy of PV capacity estimates. The proposed method’s performance (with uncertainty characterization) is compared to that of our baselined deterministic method.

Baseline deterministic study: To illustrate the importance of uncertainty representation, a deterministic method reported in [5] is adopted. The deterministic formulation characterizes the loads and solar irradiances using single profiles without considering the associated uncertainty and applies the Pearson-Tukey estimation approach in generating both feeder historical load and PV capacity factor profiles. The estimation of PV capacity is carried out by least error search for the normalized relative error between the measured and the simulated net load. Such a direct method has also been reported in [24].

The performance of this method is evaluated at a capacity of 75 kWp and the results are compared to the proposed method. The results are tabulated in Table III. Figure 10 illustrates the results obtained using a deterministic method and the resulting PV estimation curves based on normalized least error analysis. For the same system with 75kWp, the deterministic method’s PV capacity estimation becomes inconclusive as multiple estimates are achieved. As expected with deterministic solutions, accurate results are achieved only for selected measured net-load scenarios close to the mean of the simulated range of stochastic net-load profiles. Moving away from the mean scenario, e.g., the 5th and 97.5th percentiles, the deterministic methodology’s performance deteriorates. In this case, significant errors of more than 30% are observed. This method is thus inconsistent. On the other hand, the probabilistic method is robust, as demonstrated in Figure 9, showing estimation plots for the same measured net-load scenarios as those of Figure 10. The PV capacity estimate is conclusive at 75 kWp, with

![Figure 8. Illustrating the quantile density concept](image)

![Figure 9. PV estimation curves for random profiles at 1% risk using the probabilistic methodology.](image)

| TABLE II | ROBUSTNESS OF ESTIMATION ACCURACY TO PV CAPACITY |
|----------------|-----------------------------------------------|
| Actual installed capacity (kWp) | PV capacity estimates for various synthetic net-load scenarios (kWp) | 5th | mean | 97.5th | Rnd1 | Rnd2 |
| 75 (base case) | 75 | 74 | 72 | 71 | 74 |
| 100 | 100 | 98 | 98 | 96 | 99 |
| 200 | 201 | 200 | 199 | 194 | 196 |
| 300 | 302 | 299 | 298 | 296 | 298 |

| Net load profile | Quantile analysis | 3-point estimation |
|------------------|------------------|-------------------|
| Probabilistic estimates (kWp) | Deterministic estimates (kWp) |
| 5th | 75 | 90 |
| mean | 74 | 75 |
| 97.5th | 72 | 50 |
| Rnd1 | 71 | 75 |
| Rnd2 | 74 | 50 |
| MAPE | 2.4 | 17.33 |
| SE | 1.64 | 12.55 |
insignificant deviations, for all stochastic scenarios of the measured net-load. The findings establish the validity of a probabilistic estimation method to cater to input uncertainties.

V. A PRACTICAL CASE STUDY
To demonstrate the proposed methodology’s efficacy and practical application, we present a case study involving field gross-metering measurements from residential PV installations on the Ausgrid in the New South Wales region, Australia [38]. In this study, we compared the performance of our proposed method and that of our baseline study.

A. TEST DATA
Prosumer data from Australian utility, AusGrid, is available for 300 homes with rooftop PV systems, each of which is monitored by a gross meter, which records the PV power gross generation (GG) every 30 minutes. The data also includes half-hourly load measurements in two forms: general consumption (GC), which records the total amount of electricity supplied to the customer for standard consumption, and controlled load (CL), which records the additional electricity supplied under specific tariff regulations [38]. Each customer’s installed PV capacity in kWp is also provided.

B. TEST CASES
The Ausgrid dataset is used as follows. The sum of the GC and CL measurements is taken as the historical load (H) since it represents the customer’s gross electricity consumption without PV. Irradiance data obtained from Solcast [30] is used in modeling the simulated net load for a range of candidate PV capacity solutions in the set [0, 100] kWp. The measured net load is generated by discounting the total load (GG and CL) from the GG measurements and aggregated for all customers in a selected service area.

The service area containing the 300 customers is quite large and may have significantly varying irradiance and customer load characteristics. To enhance the quality of input models, the spatial resolution was increased by taking a subset of 100 customers separated into two smaller areas – A and B, shown in Figure 11 – based on customer density. Area A has 63 customers, and Area B has 37 customers. Customer segmentation for each area is also applied according to load type: customers with and without controlled loads. The characteristics of the tested datasets are presented in Table IV.

The segmented data lead to four test cases. In each case, the proposed methodology’s accuracy is quantified by calculating the percentage ratio of the PV capacity estimate to the actual aggregated installed capacity.

C. RESULTS
Figure 12 shows the estimation curves for the customers segmented by area and load type. Each curve’s optimal estimate is highlighted with a broken blue line and the actual installed PV capacity with a broken red line.

The shapes of the estimation curves show a clear conclusion on the installed PV capacity taken to be the global maxima. The quantile densities’ maxima corresponding to the optimal estimates (> 70%) indicate good estimation accuracy. Tables V and VI quantify the estimation accuracy for the test cases segmented by area and load type, based on the method used. From Table VI, the proposed method shows an average

\[ \text{PV generation estimation} \]
Undoubtedly, this performance is dismal and disqualifies the levels between 3.3% to 25% very low estimation accuracy. The method records accuracy hand, applying the deterministic method to this data yields eliminates PV output over the same one used in the estimation methodology, which dataset used to generate synthetic measured net achieved with synthetic data. In the latter, the solar irradiance trend reflects the over-estimation in PV output power because of the limited accuracy in the available solar irradiance data. This is the main difference between these results and those achieved with synthetic data. In the latter, the solar irradiance dataset used to generate synthetic measured net-load is the same one used in the estimation methodology, which eliminates PV output over-estimation errors. On the other hand, applying the deterministic method to this data yields very low estimation accuracy. The method records accuracy levels between 3.3% to 25% as illustrated in Table V. Undoubtedly, this performance is dismal and disqualifies the application of this estimation method. The standard error (SE) and MAPE are analyzed and presented in Table VII.

### VI. CONCLUSION

This paper presented a novel probabilistic method for estimating the capacity of PV embedded in a network’s measured aggregated net-load using available datasets of historical load and historical irradiance data. Various uncertainty handling techniques are implemented including new concepts of stochastic expansion and aggregation essential in expanding and aggregating stochastic customer loads. A quantile density analysis formulation enables risk-based comparative analysis of probabilistic simulated net-load scenarios with the measured net-load leading to optimal estimates of the installed capacity. The method is validated using synthetic and practical data.

A wide range of tests based on synthetic data demonstrate the robustness of the proposed method in response to various feeder conditions such as feeder size, customer population, and the total installed capacity. Sensitivity tests using the same data demonstrate the impact on estimation accuracy of simulation characteristics such as the extent of stochastic simulation, selection of risk factors in the probabilistic framework, and the representation of load and PV uncertainties. Tests using real smart meter measurements and a practical test system from Ausgrid demonstrate the proposed method’s practical application. Consistent performance with an average accuracy of approximately 90% is achieved over four test cases with varying customer population, load conditions, and spatial coverage. In addition, the proposed
method achieves MAPE of 10.6% which is a good performance indicator.

Compared to other formulations, the proposed method is relatively simpler yet more comprehensive since it considers uncertainty. The proposed probabilistic method outperforms a deterministic three-point estimate method, and the significance of the differences in the methods’ results highlights the relevance of extensive uncertainty characterization and simulation in the estimation process.

In practice, this method can provide a reliable monitoring tool for utilities to systematically monitor the changes in the PV capacity on their feeders without extra metering investment costs. However, the quality of input data for load and PV generation modeling – particularly customer or area segmentation for high-resolution input modeling – affects output accuracy. Other areas that would benefit from further research include the consideration of different DG types, the impact of regulated DG operation dynamics, such as curtailment, and spatiotemporal modeling aspects on estimation accuracy.
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