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Abstract

Leveraging the latent heat of phase change materials (PCMs) can reduce the peak temperatures and transient variations in temperature in electronic devices. But as the power levels increase, the thermal conduction pathway from the heat source to the heat sink limits the effectiveness of these systems. In this work, we evaluate embedding the PCM within the silicon device layer of an electronic device to minimize the thermal resistance between the source and the PCM to minimize this thermal resistance and enhance the thermal performance of the device. The geometry and material properties of the embedded PCM regions are optimized using a combination of parametric and machine learning algorithms. For a fixed geometry, considering commercially available materials, Solder 174 significantly outperforms other organic and metallic PCMs. Also with a fixed geometry, the optimal melting points to minimize the peak temperature is higher than the optimal melting point to minimize the amplitude of the transient temperature oscillation, and both optima increase with increasing heater power. Extending beyond conventional optimization strategies, genetic algorithms and particle swarm optimization with and without neural network surrogate models are used to enable optimization of many geometric and material properties. For the test case evaluated, the optimized geometries and properties are similar between all ML-assisted algorithms, but the computational time depends on the technique. Ultimately, the optimized design with embedded phase change materials reduces the maximum temperature rise by 19% and the fluctuations by up to 88% compared to devices without PCM.
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1. Introduction

Miniaturization of electronic components has coincided with the rapid advances in technology. This trend has resulted in higher power densities and, thus, drastic increases in heat generation within the components. Prolonged exposure to high operating temperatures often degrades the functionality of the electronic device and has detrimental effects on its long-term reliability.

Phase change materials (PCMs) have been widely investigated to function as a thermal buffer, particularly for components experiencing transient power loads. PCMs absorb some of the heat generated during periods of high power dissipation and can enable longer periods of use before throttling of the processor or shut-off is required to prevent damage. This also provides greater thermal stability as cyclic melting and freezing of the PCM reduces both the range of temperature fluctuations and restricts that fluctuation about its melting point. Most PCM studies have focused on the functionality of PCM laden heat sinks with investigations of different heat sink geometries, orientations, or power levels [1, 2, 3, 4, 5, 6, 7, 8], as well as comparative studies comparing different PCM types [9] and evaluating the impact of high thermal conductivity inserts to enhance heat conduction [10, 11]. Although these studies demonstrated extensions in high power operating times before the system overheated, numerous materials and interfaces between the PCM-laden heat sink and heat source prevent their effective use as the heat generation rates increase.

An effective approach to ensure effective usage of the entire volume of PCM is to integrate it at or near the silicon chip level where the heat is generated. Soupremanien et al. [12] investigated the use of PCMs in power electronics by integrating a metallic PCM (In$_{97}$Ag$_3$) within the ceramic for a direct bonded copper substrate. The integration resulted in a reduction of the hotspot temperature by up to 28 °C. Bonner et al. demonstrated that directly integrating a metallic PCM (In$_{52}$Sn$_{48}$) near transistor channels reduced the hotspot temperatures by 21 °C without any interference with the functionality of the device [13]. Green, Fedorov, and Joshi [14] embedded PCMs coupled with a heat spreader in the silicon die near hotspots and saw an extension in device operating times by over 650%. Shao and colleagues [15] etched wells into the backside of a Si die and filled them with a PCM (Cerrolow 136) demonstrating the feasibility of the embedded cooling approach in enabling computational sprinting. Gurrum et
al. [16] tested a similar approach in high power electronics by etching PCM microchannels within a SiC die. They demonstrated that the PCMs could yield up to 25 °C temperature reductions. These works provide a foundation for embedding phase change materials within the chip for improved heat transfer performance.

All of above works on embedded PCM cooling used metallic PCMs, which are promising candidates for electronics thermal management, in part, due to their high thermal conductivity. Metallic PCMs often have thermal conductivities two orders of magnitude higher than their counterparts while still having comparable volumetric latent heat [17]. Recent work has demonstrated that for the same boundary conditions, metallic PCMs absorb heat ~ 1 to 2 orders of magnitude faster than other classes of PCMs [18]. One recent study on metallic PCMs in transient, high powered applications found a significant reduction in system operating temperature when compared to polymeric PCMs (upwards of 60 °C at 160 W) [19].

Although these studies highlight the promise of metallic PCMs and embedded cooling, there is still a need to optimize both the material properties of the PCM and the embedded heat sink geometry to achieve a balance of high thermal conduction pathways and high heat storage zones. Machine learning aided computations have been widely used in heat transfer to compute complex mechanisms such as heat transfer in boiling [20] or turbulent flow [21]. They have also been prevalent in thermal management applications such as data center cooling where Neural Networks (NNs) have been used to predict real-time temperature and flow profiles [22, 23] and performance metrics [24, 25]. Machine learning has also been used in geometric optimization such as designing microchannel heat sink with optimum thermal performance. Shi et al. [26] used an evolutionary algorithm to reduce the thermal resistance and pumping power of a microchannel heat sink by 28.7% and 22.9% respectively, while maintaining the same water mass flow rate. Li et al. [27] similarly optimized a microchannel using a generalized pattern search algorithm and achieved a performance improvement of 63.41%.

While many works have investigated phase change materials and the use of machine learning to accelerate design, designing embedded PCM cooling solutions with machine learning optimization has not yet been explored. This study introduces machine learning to design and evaluate embedded PCM cooling within the silicon device layer. First, we describe the model used to predict the thermal performance of the system and introduce the machine learning methods. Then we investigate optimization of an embedded cooling solution building up from (i) single point evaluations of commercially-available PCMs to (i) single parameter optimization of the melt temperature (that can be evaluated without machine learning) to (ii) multi-parameter optimization of geometry and material properties. Finally, we explore tradeoffs in the accuracy of the optimized solution versus the computational time required.

![Figure 1: Schematic of the PCM channels (light purple) in the silicon chip (gray). The inset illustrates the 2D cross-section sectioned for analysis based on symmetry (insulated) boundary conditions. Thus the focus is on half of a single channel segment consisting of the silicon, half of a single PCM channel, and an alumina (gold) insulating layer. Heat is generated at the silicon-alumina interface with a square wave pattern with an on time of 0.5 s. In these studies, the thermophysical properties of the PCM and the channel height \( H \) and width \( W \) are varied, while all other thermophysical properties and geometrical parameters are fixed.](image-url)

2. Method

Here, we first introduce the system geometry, the computational modelling tool used in this work and the evaluation metrics used to characterize system performance. Then, we describe traditional (i.e., manual optimization) and machine learning aided strategies (i.e., genetic algorithm and particle swarm optimizations with and without neural-network surrogate models) for the optimization studies in this work, along with defining metrics (i.e., overall maximum chip temperature, amplitude of the temperature oscillations, and time to reach a cutoff temperature of 85 °C) that are used for the optimization.

2.1. Embedded Cooling System Geometry and Boundary Conditions

Throughout this work, we consider an embedded heat sink consisting of a set of parallel microchannels if height \( H \) and width \( W \) (see Fig. 1) that could be etched in the backside of a 200 µm silicon device layer, filled with PCM, and capped with a thin 50 µm silicon layer to seal the channels. The top surface of the silicon device layer generates heat and is electrically insulated with a 50 µm alumina layer. For the purposes of studying transient heating, the heat generation is a periodic square wave with an on-time of 0.5 s of varying amplitude \( q_0 \). The top surface of the alumina and the bottom surface of the silicon capping layer are treated as equivalent convection boundary
conditions with an effective heat transfer coefficient of \( h = 500 \, \text{W/m}^2\text{K} \) to represent the thermal pathways to ambient at temperature \( T_0 = 300 \, \text{K} \).

2.2. Computational Model in ParaPower

For computational efficiency, thermal analysis is performed using ParaPower, a Matlab-based simulation package developed at the Army Research Lab. Detailed information about ParaPower can be found in [28, 29], so we only briefly describe it here. ParaPower utilizes a resistance network modeling scheme, in which the simulation space is discretized into volumetric elements. Each element is represented by a node in 3D space, with properties (such as specific heat \( c_p \), density \( \rho \), thermal conductivity \( k \)) determined by the material and phase within the volume. The properties of the phase change materials used in this work are shown in Table 1. It can analyze large, complicated parametric spaces >100 times faster than finite element analysis (FEA) with reasonable accuracy (typically <2 °C) [30]. To confirm accuracy for our system, we analyze the system illustrated in Fig. 1 in both ParaPower and a commercial FEA solver (COMSOL) for a square-wave heat input with amplitude \( q_0'' = 75 \, \text{KW/m}^2 \) and on time of 0.5 s using PureTemp60 as the embedded PCM (Fig. 2). One key difference between the modeling approaches is that ParaPower assumes a constant fixed point temperature for the PCM while melting, whereas COMSOL has a transition temperature range specified (here, we use 1.75 °C). The temperature evolution and instantaneous spatial temperature profiles are very similar and lend credibility to using the lower fidelity and more computationally efficient ParaPower model. The mean average error in temperature at the hottest time step is 1.42 °C or 2.97% of the temperature rise. Evaluation of the impact of the specified transition temperature range, mesh element size, and computation time step are provided in the supplemental information.

2.3. Evaluation metrics

Fig. 3 illustrates the temporal evolution of maximum temperature in the system for a square wave heat input with amplitude \( q_0'' = 100 \, \text{KW/m}^2 \) with Solder 174 as the embedded PCM compared to device without channels (solid silicon). At every time step, the maximum temperature \( (T_{\text{max}}(t)) \) is computed. From this, we then define three thermal metrics quantify the effectiveness of embedded PCM cooling from the thermal history:

1. \( T_{o\text{-max}}(t) \): Overall maximum chip temperature (across all time steps)
2. \( T_{\text{osc}} \): Magnitude of the oscillations in the transient maximum chip temperature \( T_{\text{max}}(t) \) at quasi-steady state
3. \( \Delta t_{\text{85}} \): Time to a cutoff temperature of 85 °C

These metrics were chosen based on our past work [31] and discussions with industry collaborators to characterize the relative performance of different materials and systems.
To clarify, at a particular instant in time, the transient maximum chip temperature is referenced as $T_{\text{max}}$, while $T_{\text{o-\text{max}}}$ corresponds to the maximum temperature across all simulated time steps.

For the baseline case of a fully silicon chip with no PCM, the $T_{\text{o-\text{max}}} = 97.3 \, ^\circ C$, $T_{\text{soc}} = 40.5 \, ^\circ C$, and $\Delta T_{95} = 0.5 \, s$. Here, Solder 174 significantly outperforms the unaltered Silicon case with a $T_{\text{o-\text{max}}}$ that is 18 °C lower (or ≈ 24% lower in terms of temperature rise from ambient) and reducing $T_{\text{soc}}$ by 88%. Note that the $T_{\text{o-\text{max}}}$ does not even exceed the cutoff temperature of 85 °C within the duration of the simulation for Solder 174.

2.4. Optimization Strategies & Studies

The paper explores four optimization studies with increasing computational complexity:

1. Comparing the thermal performance of fixed chip design with seven selected commercial PCMs (see Table 1).

2. Single parameter optimization of the PCM melt temperature for several different input power levels.

3. Multi-parameter optimization of the PCM properties for a fixed channel geometry.

4. Multi-parameter optimization of the channel geometry and the PCM melt temperature (with the other thermophysical properties of the PCM fixed).

While the first two studies can easily be conducted with manual exploration of the entire desired parameter space, the multi-parameter optimization studies would require too much computational time to fully evaluate. Thus, we consider three optimization strategies within this work:

1. **Manual optimization** that is an exhaustive parametric search within set boundaries.

2. **Direct optimization** where an optimization algorithm is directly tied to ParaPower (i.e., informing the next set of simulation parameters based on previous simulations).

3. **Neural network (NN) assisted optimization** that consists of generating a set of training data with ParaPower, using that to train an NN, and then integrating an optimization algorithm to the NN.

For the second and third optimization strategies, we consider two optimization algorithms: a genetic algorithm (GA) and a particle swarm optimization (PSO). Fig. 4 illustrates the different algorithms, with the optional steps of training the neural network. These optimization tools are built into Matlab and described in detail in [37, 38] and thus are only briefly outlined here.

**Genetic algorithms** optimize based on the concept of natural selection that promotes ‘survival of the fittest’. The algorithm generates a set of initial solutions and calculates the performance metrics for these parameters. The best performing of the set (i.e., the ‘parents’) pass through to the next iteration and produce a new set of solutions (i.e., the ‘children’) by crossing over properties of the parents and introducing randomized mutations. The algorithm terminates when the evaluation metrics for the current set of children do not differ significantly from the past few generations. Thus, the initial set of solutions has now converged or ‘evolved’ to produce the optimum results.

**Particle swarm optimization** is inspired by the social behavior of birds flocking. Similar to GA, the algorithm

Table 1: Properties of the Commercially-Available PCMs

| Number | Material       | $T_m$ (°C) | $\rho_{\text{solid}}$ (kg/m$^3$) | $\rho_{\text{liquid}}$ (kg/m$^3$) | $k_{\text{solid}}$ (W/mK) | $k_{\text{liquid}}$ (W/mK) | $C_{p,\text{solid}}$ (J/kgK) | $C_{p,\text{liquid}}$ (J/kgK) | $L_H$ (J/kg) | Ref. |
|--------|----------------|------------|-------------------------------|---------------------------------|---------------------------|---------------------------|-----------------------------|-----------------------------|--------------|------|
| 1      | Cerrolow 117   | 47         | 9160                          | 8220                            | 33.2                      | 10.6                      | 323                         | 721                         | 28900        | [15, 62] |
| 2      | Cerrolow 136   | 58         | 9090                          | 8220                            | 15                        | 163                      | 197                         | 36800          |             | [34] |
| 3      | Fields Metal   | 58.24      | 7880                          | 5481                            | 19                        | 250                      | 31020                       |                         |              | [19, 64] |
| 4      | E-BimSn       | 60.2       | 8043                          | 720                             | 19.2                      | 14.5                      | 270                         | 297                         | 27900        | [34] |
| 5      | PureTemp60    | 61         | 960                           | 870                             | 0.25                      | 0.15                     | 2040                        | 2380                        | 228000       | [59] |
| 6      | Wood’s Metal   | 70         | 9670                          | 8200                            | 31.6                      | 22.4                      | 146                         | 184                         | 40000        | [18] |
| 7      | Solder 174     | 77         | 8780                          | 8200                            | 35.8                      | 28.8                      | 401                         | 883                         | 47730        | [33] |
generates a set of initial parameters (called ‘particles’ and for example, combinations of thermophysical properties and geometrical parameters to be optimized) with ‘velocities’ (i.e., directions for parameter changes). For each particle, the evaluation metrics are computed (from ParaPower or the NN) and the best function value of the swarm is calculated. The algorithm subsequently updates the velocity of each particle, evaluates its new position, determines the new best function value from the swarm. If needed, the algorithm updates the best position of the particle throughout its movement history. The velocity of each particle is influenced by its personal best function value in history and the current best function value of the swarm. This process repeats until the algorithm terminates.

In our work, neural networks function as a surrogate models to enable rapid optimization after being trained with data from ParaPower. NNs are based on the concept of neurons in the brain and are designed to recognize patterns. They are highly robust and have the potential to accurately model any non-linear relationship between independent and dependent variables. They consist of several processing layers that are built of interconnected nodes called neurons. Layers can be broadly classified into three types: input layer, hidden layer, output layer. Processed information that is shared between the neurons is impacted by ‘weights’ that are iteratively adjusted as the NN is trained. The NNs built for this study consist of an input layer that takes in geometric specifications and selected PCM properties, a hidden layer of 10 neurons, and an output layer of a single neuron that either predicts the overall maximum chip temperature $T_{o−max}$ or the oscillations in the maximum chip temperature $T_{osc}$.

The network training function for this study was chosen to be Levenberg–Marquardt algorithm since it generally has the fastest convergence and a higher accuracy for function approximation problems [39]. The non-linear mapping within a NN is based on the ‘activation function’ chosen for the network. When the data from a layer of neurons propagates to the next layer, the neurons of the initial layer are multiplied by their weights, summed together, and passed through the activation function. This introduces non-linearity to an otherwise linear combination of information. The activation function used for the NNs in this study is a Sigmoid function:

$$f(x) = \frac{2}{1 + e^{-2x}} - 1$$

Thus in this work, we evaluate 5 optimization strategies:

1. Manual optimization or parametric sweep (labeled PS in figures and tables);
2. the direct optimization with a genetic algorithm coupled to ParaPower (GA+PP);
3. the direct optimization with particle swarm optimization coupled to ParaPower (PSO+PP);
4. the neural network assisted optimization with a genetic algorithm (GA+NN); and
5. the neural network assisted optimization with particle swarm optimization (PSO+NN).

We generated multiple data sets for the optimization studies using ParaPower to predict performance with different combination of material and geometric parameters. The first data set, consisting of 3300 cases, considered different PCM properties for a fixed channel geometry. This data set was used for the single parameter optimization of the melt temperature (study 2) and the first multi-parameter optimization of properties with a fixed geometry (study 3). The second data set, consisting of 2800 cases, evaluated varying channel geometry (height and width) along with PCM melt temperatures (with the rest of the PCM properties fixed) and was used for the final multi-parameter optimization of geometry and melting point (study 4). To understand the impact of the neural net generation, we repeat the optimization strategies leveraging the neural nets 10 different times. When discussing the results of these NN-assisted approaches, the

![Flowchart detailing the (a) particle swarm optimization and (b) genetic algorithm for optimizing parameters of the system. In both methods, either the the algorithm directly integrates with ParaPower (in which case the algorithm follows just the solid outlined boxes) or first a neural network is trained based on a selected training set of data from ParaPower (illustrated by the the dashed outlined boxes).](image)
average of the optimum system property (the PCM properties and/or channel geometric properties), and the ParaPower predicted $T_{o-max}$ and $T_{osc}$ are shown in regular font size. The range of the optimum of the system property and ParaPower predictions of $T_{o-max}$ and $T_{osc}$ are shown as superscript and subscripts respectively.

3. Results & Discussion

3.1. Comparison of Commercial PCMs in a Fixed Geometry

To first understand the range of performance expected in the system, we considered 6 metallic PCMs and one organic PCM (PureTemp68) that are commercially-available within a fixed geometry. The properties of the PCM are provided in Table 1. Note that the melt temperatures range from 47°C to 77°C. For this study, the channel size is fixed at 100 $\mu$m × 50 $\mu$m and Fig. 5 compares the thermal responses via the thermal metrics and the oscillation in the PCM melt fraction for a cyclic heat input with magnitude of 100 kW/m² and on time of 0.5 s. Apart from the silicon, the PCMs are shown in an order of increasing melt temperature and labelled 1-7 in the graphs corresponding to their labels in Table 1.

Approximately, the overall maximum chip temperature decreases with increasing melting temperature although it is not monotonic. Solder 174, or case 7, is the best performing material for all 3 thermal metrics. Note that in this case, the system never reaches 85°C in the duration of the simulation.

Figure 5(d) shows the oscillation in the percentage of PCM within the channel that is melted (a.k.a., the PCM melt fraction). Note that for the first two PCMs (Cerrolow 117 and Cerrolow 136), the PCM melts completely and remains melted in the quasi-steady region of the curves. Thus, the melt fraction oscillation is zero. Materials 3-6 partially melt and solidify during each cycle. In case 7 (Solder 174), the best performing case, the PCM melt fraction oscillation is 1 indicating that the system fully melts and resolidifies in each cycle. This is the ideal case for the best performance for a given power input and geometry.

Even though the other PCMs achieve relatively similar overall maximum chip temperatures to the unmodified silicon case, they do perform better than the solid
silicon wafer in terms of the short-term performance as illustrated in the longer times to reach the cutoff temperature of 85 °C. Several also perform better in terms of the amplitude of the chip temperature oscillations. In particular, Cerrolow 136 (material 2) shows a 25% reduction in the chip temperature oscillation. This initial phase of the study shows the importance of optimizing thermophysical properties of the PCM within a fixed geometry and use case. In particular, \( T_m \) plays a large role in the performance of the system.

### 3.2. Single Parameter Optimization

Based on the results of the study of commercial PCMs, the melt temperature appears to strongly impact the cooling performance at a given power level. Building on this, we evaluate the impact of melt temperature on cooling performance for varying input power levels. Apart from the melt temperature, all other thermophysical properties of the PCM match that of the best performing PCM from the first study: Solder 174. Manual sweeping through potential phase change temperatures (with coarse steps) is explored for four different power levels. The range of temperature oscillations for each PCM melt temperature and power level are shown in Fig. 6. For low melt temperatures (the left portion of each curves), the temperature response is independent of \( T_m \) because the PCM fully melts by the quasi-steady portion of the analysis. It remains fully melted even in the ‘off’ portion of the heating cycle, so the thermal response is purely from conduction and simply the sensible heating response. A plateau is also visible for high PCM melt temperatures (i.e., the right portion of the curves). In this region, \( T_m \) is higher than the maximum temperatures in the system and the PCM never melts. Again, there is only conduction and sensible heating response. The dip for intermediate \( T_m \) results from melting and solidification in each cycle of heating.

From these parametric sweeps, the optimal melt temperature for minimizing the overall maximum chip temperature and for minimizing the amplitude of the temperature oscillations can be identified. In the case of 100 kW/m², both metrics are minimized for approximately the same melt temperature (\( T_m = 77 \) °C). However, for higher power levels, the optimal melt temperature to minimize the overall maximum temperature is slightly higher than the optimal melt temperature to minimize the range of the temperature oscillations.

For finer resolution of the optimal \( T_m \) values, for a cyclic heat input of 100 kW/m², we next sweep \( T_m \) with 1 °C steps between \( T_m \) of 47 °C and 96 °C. Both \( T_{m-max} \) and \( T_{osc} \) yield an optimum melt temperature of 77 °C. For a single parameter, this approach is relatively quick as the range of possible values within the set boundaries (50 melt temperatures) is small and the whole parameter space can be evaluated within 6 minutes of computational time on a standard desktop computer.

To compare with machine learning assisted optimization strategies, the same cases are evaluated with the direct optimization and the NN-assisted optimization (see Table 2). Using the GA and PSO optimization tools coupled directly to ParaPower, the same optimal \( T_m = 77 \) °C is identified, although the computational time is increased to 18 to 27 minutes. This approach takes longer since the algorithm does not terminate immediately even after evaluating 77 °C, but continues computing until all convergence criteria are met. Potentially, changing the convergence criteria could reduce the computational time.

The NN-assisted strategy computes an average optimum melt temperature of 78 °C when optimizing for minimum \( T_{m-max} \) and 77 °C when optimizing for minimum \( T_{osc} \). The range of \( T_{osc} \) predictions show that the sensitivity of \( T_m \) on system performance is very high even for a 1 °C change. This strategy takes 6.5 hours, which in-

![Figure 6: (a) Range of maximum chip temperature during a cycle of heating as a function of PCM melt temperature for four input power levels. Numbers beside the contours indicate their power levels. Apart from \( T_m \), the properties of Solder 174 are used. As the power levels increase, the separation between the optimal \( T_m \) for minimizing the overall maximum chip temperature (\( T_{m-max} \), i.e., the top of each bar) deviates from the optimal \( T_m \) to minimize the range of oscillation (\( T_{osc} \), i.e., the height of each bar). (b) Optimal melt temperature to minimize \( T_{m-max} \) and \( T_{osc} \) for a range of power inputs.](image)
Table 2: Optimized $T_m$ and computational time for each optimization strategy. Note that the direct optimization with ParaPower (GA+PP and PSO+PP) require separate computations to optimize for each metric and thus two values are listed, while the NN-assisted optimization requires generation of a training data set which takes the majority of the computational time. The subscripts and superscripts on the NN-assisted methods indicate the range of optimized parameters based on randomly selecting different training data sets to generate the neural network.

| Strategy | Computational Time | $T_m$ ($^\circ$C) | Predicted $T_o$–max ($^\circ$C) | $C_p$ solid (J/kgK) | $C_p$ liquid (J/kgK) | Predicted $T_o$–max ($^\circ$C) |
|----------|--------------------|------------------|----------------------------------|-------------------|-------------------|----------------------------------|
| PS       | 6 min              | 77               | 79.43                            | 77                | 77                | 5.02                             |
| GA+PP    | 27 min $T_o$–max, 24 min $T_o$–osc | 77               | 79.43                            | 77                | 77                | 5.02                             |
| PSO+PP   | 18 min $T_o$–max, 27 min $T_o$–osc | 77               | 79.43                            | 77                | 77                | 5.02                             |
| GA+NN    | 6.5 hours          | 78.77            | 80.3841.34                       | 77.76             | 77.76             | 6.2310.76                       |
| PSO+NN   | 6.5 hours          | 78.77            | 80.3841.34                       | 77.76             | 77.76             | 6.1450.76                       |

Table 3: Optimized Thermophysical Properties and Computational Time for Different Optimization Strategies for $T_o$–max. The subscripts and superscripts on the NN-assisted methods indicate the range of optimized parameters based on randomly selecting different training data sets to generate the neural network.

| Strategy  | Computational Time | $T_m$ ($^\circ$C) | $L_H$ (J/kg) | $k$ (W/mK) | $C_p$ solid (J/kgK) | $C_p$ liquid (J/kgK) | Predicted $T_o$–max ($^\circ$C) |
|-----------|--------------------|------------------|--------------|------------|-------------------|-------------------|----------------------------------|
| GA+PP     | 4 hours            | 78               | 36643        | 35         | 397               | 836               | 80.84                            |
| PSO+PP    | 4.5 hours          | 77               | 47994        | 36         | 401               | 882               | 79.43                            |
| GA+NN     | 6.5 hours          | 78.78            | 44476.14813  | 18.12      | 382.0411.355      | 79.43             | 80.60.74                         |
| PSO+NN    | 6.5 hours          | 78.77            | 47993.479881 | 16.26      | 401.041.355       | 881.8850.62       | 80.31.79                         |

Table 4: Optimized Thermophysical Properties and Computational Time for Different Optimization Strategies for $T_o$–osc. The subscripts and superscripts with the results for the NN strategies indicate the range of optimized parameters based on randomly selecting different training data sets to generate the neural network.

| Strategy  | Computational Time | $T_m$ ($^\circ$C) | $L_H$ (J/kg) | $k$ (W/mK) | $C_p$ solid (J/kgK) | $C_p$ liquid (J/kgK) | Predicted $T_o$–osc ($^\circ$C) |
|-----------|--------------------|------------------|--------------|------------|-------------------|-------------------|----------------------------------|
| GA+PP     | 4 hours            | 77               | 45190        | 36         | 392               | 883               | 6.18                             |
| PSO+PP    | 6.5 hours          | 77               | 47998        | 36         | 401               | 883               | 5.00                             |
| GA+NN     | 6.5 hours          | 77.17            | 46609.41712  | 17.51      | 380.13285       | 78556             | 6.10.17                         |
| PSO+NN    | 6.5 hours          | 77.17            | 4796.147899  | 13.13      | 401.13285       | 877322            | 5.07.10                         |

includes 6.5 hours to generate the training data, 10 seconds to train the neural network, and <1 second to compute the optimal value. The time limiting step is generating the training data set. Reducing the training data set size could improve the efficiency of this algorithm, but small training sets may not lead to accurate NN models for optimization.

In the case of optimizing a single parameter, the parametric sweep is sufficient and recommended given the limited search space. But manual optimization is limited to sweeping a few parameters or evaluating a limited number of data points. This motivates the study to explore other strategies including those that can efficiently optimize multiple parameters simultaneously.

3.3. Optimizing the Thermophysical Properties for a Fixed Geometry

In this phase of the study, we consider optimization of five properties of the PCM:

1. $T_m$ (range: 47 - 96 $^\circ$C)
2. $L_H$ (range: 25000 - 48000 J/kg)
3. $k$ (range: 10 - 36 J/kg)
4. $c_p$ solid (range: 146 - 401 J/kgK)
5. $c_p$ liquid (range: 167 - 883 J/kgK)

The geometry is fixed to have a channel with $H = 100 \mu$m and $W = 50 \mu$m. The parametric search was deemed infeasible for this study as an exhaustive search would take approximately 445,700 years to compute with the desired resolution in each parameter. The results of the optimization study are shown in tables [3] and [4].

The results show that there exists a unique optimum PCM melt temperature for different systems, and that remaining PCM properties must simply be maximized for optimization. The optimal melt temperature ranges from 76 $^\circ$C to 79 $^\circ$C similar to the results of the single parameter optimization. In general, $L_H$, $c_p$ solid, and $c_p$ liquid approximately saturate at the maximum value of the search range for most of the optimization strategies.
This is expected intuitively as higher energy storage capacity (maximizing \(L_H\), \(c_p,\text{solid}\), and \(c_p,\text{liquid}\)) improves heat sinking capability.

In one case, the GA+PP optimization, shows an optimal latent heat less than the maximum end of the allowed range. It is possible that when the GA mutated or crossed over the latent heat towards the upper bound in a specific child, the remaining properties within that set could have caused its performance to be relatively weaker. Thus, this child would not have been allowed to crossover to the next generation.

In the NN-assisted strategies, the thermal conductivity \(k\) averages near the minimum value of the search range. Although better thermal transport (higher \(k\)) should improve heat sinking capability, its impact on the performance is relatively lower than that of the other PCM properties. The sensitivity of \(T_{\text{o-max}}\) or \(T_{\text{osc}}\) (defined as \(\delta T_{\text{o-max}}\) and \(\delta T_{\text{osc}}\) respectively) with regards to the five PCM properties was explored by adjusting each property by 10% and observing the change in the performance parameters (Fig. 7). The impact of \(k\) on the two metrics is several orders of magnitude lower than the other PCM properties. As a result, the NN fails to accurately capture the effect of thermal conductivity. Even though the average predicted \(k\) optimum for the NN-assisted optimization is less than half of that predicted by the ParaPower assisted optimization, the average performance of the PCMs (consisting of all the 5 properties) for both strategies is similar.

Overall, with the multi-parameter optimization, coupling the optimization algorithms directly to ParaPower (GA+PP and PSO+PP) are more computationally efficient than the neural network approach because an optimum can be found in less iterations that training the neural network. The direct optimization strategies take about 5 hours compared to the 6.5 hours required to train the data set for the neural network. Again, the NN-assisted optimization could be sped up at a cost of accuracy by reducing the size of the NN training data set (see section 3.5). Here, intuition could be used to reduce the optimization to focusing just on melt temperature rather than 5 independent thermophysical properties, but this study begins to illustrate the relative advantages and disadvantages of the different optimization strategies.

### 3.4. Optimizing the Channel Geometry (H and W) and Melt Temperature

Finally, we consider simultaneous optimization of the melt temperature and the height and width of the PCM channel. The remaining PCM properties are fixed at that of soder 174 since that was the best performing PCM in the initial study. The parametric search is again infeasible as an exhaustive search of the parameter space is estimated

| Strategy     | Computational Time | Optimizing \(T_{\text{o-max}}\) | Predicted \(T_{\text{o-max}}\) | Optimizing \(T_{\text{osc}}\) | Predicted \(T_{\text{osc}}\) |
|--------------|--------------------|------------------------------|-----------------------------|-----------------------------|-----------------------------|
|              |                    | \(H\) (\(\mu\)m) | \(W\) (\(\mu\)m) | \(T_m\) (°C) | &lt;\(T_m\)&gt; (°C) | \(H\) (\(\mu\)m) | \(W\) (\(\mu\)m) | \(T_m\) (°C) | &lt;\(T_m\)&gt; (°C) |
| GA+PP        | 2.5 hours (\(T_{\text{o-max}}\)) | 100 | 99 | 77 | 78.5 | 100 | 100 | 77 | 2.9 |
|              | 2.9 hours (\(T_{\text{osc}}\)) | 100 | 97 | 77 | 78.5 | 100 | 100 | 77 | 2.9 |
| PSO+PP       | 2.3 hours (\(T_{\text{o-max}}\)) | 100 | 97 | 77 | 78.5 | 100 | 100 | 77 | 2.9 |
|              | 4.5 hours (\(T_{\text{osc}}\)) | 100 | 97 | 77 | 78.5 | 100 | 100 | 77 | 2.9 |
| GA+NN        | 4.5 hours          | 95 | 63 | 78.6 | 79.9 | 90 | 60 | 77 | 4.15 |
| PSO+NN       | 4.5 hours          | 95 | 67 | 79.6 | 79.8 | 100 | 66 | 77 | 4.02 |
| GA+NN        | 0.47 hours         | 91 | 67 | 79.6 | 80.2 | 92 | 76 | 77 | 6.13 |
| PSO+NN       | 0.47 hours         | 85 | 51 | 79.6 | 80.3 | 95 | 76 | 77 | 5.92 |
to take ~28 days. Results from the machine learning-assisted optimization strategies are shown in Table 5.

When optimizing to minimize the range of temperature oscillations $T_{\text{osc}}$, ParaPower assisted strategies predict that the PCM channel should fill the entire allowed zone ($H = 100 \, \mu m$ and $W = 100 \, \mu m$) with a PCM melt temperature of 77 °C. Similarly, when minimizing overall maximum chip temperature $T_{\text{m}}-\text{max}$, both PP-based strategies predict that the PCM channel should fill nearly the entire allowed zone ($H = 100 \, \mu m$ and $W \sim 97$ to 99 µm) with a PCM melt temperature of 77 °C. This leaves a thin channel for conduction to the heat sink between the PCM channels. The channels maximizing the allowed volume may be in part due to the uniform heat source and the relatively high thermal conductivity of the PCM. More complex cases and localized heating may yield different optimum geometries.

NN-assisted strategies similarly predict the PCM pocket should nearly fill the layer to minimize $T_{\text{osc}}$ and $T_{\text{m}}-\text{max}$ with PCM melt temperatures ranging between 76 °C and 78 °C. Interestingly, the average optimized channel width for minimizing $T_{\text{m}}-\text{max}$ is much lower than the almost-filled width predicted by the ParaPower assisted strategy. But when minimizing $T_{\text{osc}}$, the average optimized width is closer to the full channel width. In part, these variations are due to the generation of the neural network: with the NN-assisted approaches, the optimization results depend on the data sets selected for training the neural network. The subscripts and superscripts next to the values indicate the range of optimized parameters repeating the NN generation and optimization for 10 randomly selected data sets. The results also depends on the number of training data points used to generate the neural networks. Table 5 shows results for 2380 data sets (4.5 hours of computational time) and 250 data sets (0.47 hours of computational time). Once the NN is generated optimization for $T_{\text{m}}-\text{max}$ and $T_{\text{osc}}$ is minimal compared to the time required to generate the training data in ParaPower. This trend is further explored in the following section.

Overall, the direct optimization with the algorithms coupled to ParaPower is again the most effective solution method. However, using this strategy for different sets of operating conditions or target metrics requires restarting the optimization. Thus, times are given for the PP-optimizations with minimizing $T_{\text{osc}}$ and for minimizing $T_{\text{osc}}$. On the other hand, with the NN-assisted optimization, once the training data is generated, it can be used to optimize for different metrics on demand.

3.5. Impact of Training Data Set Size on NN-assisted Optimization

The accuracy of the results in NN-assisted optimization strategies are heavily influenced by the accuracy of the NN when compared to the optimization algorithm and its selected convergence criteria. The performance of a NN can be impacted by the structure of a NN (number of hidden layers, neurons per layer, activation function), amount of training data available and the randomly initialized weights. The impact of the training data set size was explored on the previous optimization objective (optimizing geometry and PCM melt temperature).

Figure 8: $T_{\text{m}}-\text{max}$ predictions by a NN (shown in red) alongside ParaPower predictions (shown in blue) for a range of width and height values, and a fixed $T_{\text{m}}$ of 78 °C. The black crosses represent values used for training the NN from within the set of 2380 training cases. Unlike the ParaPower predictions, the NN has a distinct minima at a height of 100 µm and width of 75 µm. These difference likely account for differences in predicted optima with the NN versus directly through ParaPower.

The available training data set of 3300 cases was divided into 10 different sizes. Then, the NN was trained and GA+NN and PSO+NN strategies were run for each training data size 10 times. This way, both the impact of the training data size, and the randomly initialized weights was observed. To test the accuracy of a NN, the $R^2$ value of its fit was calculated through a separate test set of 500 cases. The results of this study are compiled in tables 6 and 7. The average values of the $R^2$ and predicted optimums for each NN are shown. The superscript and subscript next to each metric denote the maximum and minimum value observed for the 10 runs.

Increasing the training data is seen to improve the performance of the NN. However, this benefit begins to slowly saturate past a training data size of 250 cases and the difference in NN accuracies between 2000 training data values and 2380 training data values is minimal. Increasing the amount of training improves the accuracy of the NN-based approaches at the penalty of computational time. An interesting observation is seen in the predicted width optimum (for both $T_{\text{m}}-\text{max}$ and $T_{\text{osc}}$) – the fluctuations in the optimum predictions are still large despite relatively high $R^2$ values. This could be due to overfitting of the NN in the range of values that are not near the optimum zones.

This hypothesis was tested by checking the spread of $T_{\text{m}}-\text{max}$ over varying channel heights and widths (for a fixed $T_{\text{m}}$ of 78 °C). Figure 8 shows $T_{\text{m}}-\text{max}$ predictions
Table 6: Trends in NN accuracy and ML predicted optimums for $T_{o\rightarrow max}$. The subscripts and superscripts indicate the range of optimized parameters based on randomly selecting different training data sets to generate the neural network.

| Computational Time (hrs) | Training Data Size | $R^2$ | PSO | Predicted $T_{o\rightarrow max}$ | GA | Predicted $T_{o\rightarrow max}$ |
|------------------------|-------------------|-------|-----|-----------------|-----|-----------------|
|                        |                   |       |     | $H$ ($\mu$m) | $W$ ($\mu$m) | $T_m$ ($^\circ$C) | $H$ ($\mu$m) | $W$ ($\mu$m) | $T_m$ ($^\circ$C) |
| 0.06                   | 30                | 0.367 | PSO | 94$^{100}$    | 50$^{100}$ | 78$^{100}$ | 84$^{100}$ | 96$^{100}$ | 71$^{100}$ |
| 0.08                   | 40                | 0.599 | PSO | 92$^{100}$    | 84$^{100}$ | 79$^{100}$ | 85$^{100}$ | 97$^{100}$ | 73$^{100}$ |
| 0.09                   | 50                | 0.622 | PSO | 90$^{100}$    | 80$^{100}$ | 78$^{100}$ | 84$^{100}$ | 90$^{100}$ | 73$^{100}$ |
| 0.19                   | 100               | 0.907 | PSO | 94$^{100}$    | 77$^{100}$ | 79$^{100}$ | 86$^{100}$ | 88$^{100}$ | 79$^{100}$ |
| 0.28                   | 150               | 0.963 | PSO | 87$^{100}$    | 88$^{100}$ | 79$^{100}$ | 80$^{100}$ | 89$^{100}$ | 79$^{100}$ |
| 0.47                   | 250               | 0.970 | PSO | 85$^{100}$    | 98$^{100}$ | 78$^{100}$ | 81$^{100}$ | 94$^{100}$ | 78$^{100}$ |
| 0.95                   | 500               | 0.984 | PSO | 96$^{100}$    | 86$^{100}$ | 78$^{100}$ | 80$^{100}$ | 94$^{100}$ | 78$^{100}$ |
| 1.89                   | 1000              | 0.987 | PSO | 93$^{100}$    | 87$^{100}$ | 77$^{100}$ | 79$^{100}$ | 91$^{100}$ | 77$^{100}$ |
| 3.78                   | 2000              | 0.995 | PSO | 92$^{100}$    | 88$^{100}$ | 76$^{100}$ | 79$^{100}$ | 92$^{100}$ | 76$^{100}$ |
| 4.50                   | 2380              | 0.998 | PSO | 95$^{100}$    | 79$^{100}$ | 75$^{100}$ | 79$^{100}$ | 95$^{100}$ | 75$^{100}$ |

Table 7: Trends in NN accuracy and ML predicted optimums for $T_{osc}$. The subscripts and superscripts indicate the range of optimized parameters based on randomly selecting different training data sets to generate the neural network.

| Computational Time (hrs) | Training Data Size | $R^2$ | PSO | Predicted $T_{osc}$ | GA | Predicted $T_{osc}$ |
|------------------------|-------------------|-------|-----|-----------------|-----|-----------------|
|                        |                   |       |     | $H$ ($\mu$m) | $W$ ($\mu$m) | $T_m$ ($^\circ$C) | $H$ ($\mu$m) | $W$ ($\mu$m) | $T_m$ ($^\circ$C) |
| 0.06                   | 30                | 0.529 | PSO | 89$^{100}$    | 81$^{100}$ | 78$^{100}$ | 18$^{100}$ | 97$^{100}$ | 77$^{100}$ |
| 0.08                   | 40                | 0.599 | PSO | 87$^{100}$    | 89$^{100}$ | 84$^{100}$ | 26$^{100}$ | 97$^{100}$ | 84$^{100}$ |
| 0.09                   | 50                | 0.588 | PSO | 95$^{100}$    | 80$^{100}$ | 79$^{100}$ | 19$^{100}$ | 97$^{100}$ | 85$^{100}$ |
| 0.19                   | 100               | 0.595 | PSO | 96$^{100}$    | 89$^{100}$ | 77$^{100}$ | 8$^{100}$  | 95$^{100}$ | 87$^{100}$ |
| 0.28                   | 150               | 0.957 | PSO | 94$^{100}$    | 83$^{100}$ | 76$^{100}$ | 5$^{100}$  | 91$^{100}$ | 76$^{100}$ |
| 0.47                   | 250               | 0.965 | PSO | 93$^{100}$    | 92$^{100}$ | 77$^{100}$ | 5$^{100}$  | 95$^{100}$ | 77$^{100}$ |
| 0.95                   | 500               | 0.986 | PSO | 92$^{100}$    | 93$^{100}$ | 77$^{100}$ | 5$^{100}$  | 94$^{100}$ | 77$^{100}$ |
| 1.89                   | 1000              | 0.995 | PSO | 97$^{100}$    | 94$^{100}$ | 77$^{100}$ | 5$^{100}$  | 94$^{100}$ | 77$^{100}$ |
| 3.78                   | 2000              | 0.998 | PSO | 96$^{100}$    | 96$^{100}$ | 77$^{100}$ | 4$^{100}$  | 96$^{100}$ | 77$^{100}$ |
| 4.50                   | 2380              | 0.999 | PSO | 100$^{100}$  | 96$^{100}$ | 77$^{100}$ | 4$^{100}$  | 96$^{100}$ | 77$^{100}$ |

by a NN (red) alongside those by ParaPower (blue). The NN predictions do match the general shape of the ParaPower predictions, but unlike the ParaPower surface with a continued downward slope, the NN predicted surface has a distinct minima at a height of 100 µm and width of 75 µm. This is why the optimization algorithms GA and PSO predict a wider optimum that is not near the upper bound. The relative flatness of the ParaPower surface past a height and width of ~60 µm show that system performance is not very sensitive beyond this point. Thus, despite this inaccuracy, the average ParaPower predicted $T_{o\rightarrow max}$ is still very similar (~1 °C difference) to those predicted by the GA+PP and PSO+PP strategies from table [5]. Ultimately the plateau gives a large region of design space with good thermal performance.

4. Conclusion

In this work, we demonstrated the effectiveness of thermal management using PCMs embedded within the electronic chip. In a fixed geometry, Solder 174 demonstrated the highest performance (reduced the maximum temperature rise by 19% and the amplitude of the temperature oscillations by 88%, with the system never reaching the cutoff of 85 °C) of all the commercially-available PCMs investigated. Initial optimization of just the melt temperature as a function of heater power demonstrated increasing optimal melt temperature with increasing heater power. There is also a tradeoff between minimizing $T_{o\rightarrow max}$ and $T_{osc}$, with the optimum $T_m$ to minimize $T_{o\rightarrow max}$ being increasingly higher than the optimum $T_m$ for minimizing $T_{osc}$ with increasing heater power. In the multi-parameter optimization of the channel geometry and PCM properties, (i) the optimized designs generally had small solid channels between large pockets of the solder 174-based PCM
channels and (ii) maximizing all thermophysical properties other than melt temperature \((k, C_p,\text{solids}, C_p,\text{liquid}, L_h)\) led to optimal performance.

In the multi-parameter optimizations, all machine learning strategies converged on system optimums that would have otherwise taken several days for manual searches. Direct optimization using the GA and PSO algorithms coupled to ParaPower was efficient at achieving the optimization compared to predicted time to compute parametric sweeps. The computational time for NN-assisted optimization depends on the size of the data set used for training. For this system, a minimum of 250 data sets (~0.5 hrs computational time) is required for relatively consistent optimized results. In comparison, the direct optimization routines took several hours to reach an optimum. The neural network once built adds flexibility as it can be reused for optimization of multiple parameters.

Embedded PCM cooling is a promising thermal management solution for electronic devices such as mobile phones that have space and weight constraints and the machine-learning based optimization strategies provide a useful tool for designing systems leveraging these materials. Future work focused on 3-dimensional architectures can include more complex geometric optimization to ensure a balance of thermal buffering PCM zones alongside highly conductive silicon pathways to the ambient.
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