Beam Training based on Dynamic Hierarchical Codebook for Millimeter Wave Massive MIMO

Kangjian Chen, *Student Member, IEEE*, and Chenhao Qi, *Senior Member, IEEE*

**Abstract**

Beam training based on hierarchical codebook for millimeter wave (mmWave) massive MIMO is investigated. Unlike the existing work using the same hierarchical codebook to estimate different multi-path components (MPCs), dynamic hierarchical codebooks which are updated according to the estimated MPCs are adopted. Firstly, a generalized hierarchical codebook design method is proposed. Then based on this method, a beam training method which dynamically updates the hierarchical codebook by removing the contribution of the estimated MPCs from the codebook is proposed. Simulation results verify the effectiveness of our method and show that the proposed method outperforms the existing ones in terms of the success detection rate of beam training.
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**I. INTRODUCTION**

Millimeter wave (mmWave) massive MIMO considered as a promising technology for future wireless communications has drawn global attention due to its wide band and high transmission rate [1], [2]. At high frequency, mmWave signal experiences large path loss. However, it can be compensated by a massive MIMO antenna array which achieves directional beamforming and transmission. Note that the antenna array can be installed in a small area, since the higher frequency of mmWave signal leads to smaller wavelength and shorter antenna interval.
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With the large dimension of antenna array for mmWave massive MIMO, conventional full digital precoding structure is difficult to achieve due to the hardware constraint from the expensive radio frequency (RF) chains. To reduce the number of RF chains, a hybrid precoding structure is widely adopted, where the large antenna array is driven by a small number of RF chains [3]. Based on the hybrid precoding structure, two methods including compressed sensing (CS) based channel estimation and hierarchical codebook based beam training are typically used to acquire the channel state information (CSI) of mmWave massive MIMO [3]–[5]. The CS based channel estimation usually exploits the channel sparsity by sending training sequences and employs sparse recovery algorithms for sparse channel estimation. The hierarchical codebook based beam training is performed aiming at finding the best pair of transmitting beam and receiving beam based on a predefined hierarchical codebook, where a low-resolution codeword in the upper layer of the codebook covers several high-resolution codewords in the lower layer. Although the CS based channel estimation is more flexible when it is incorporated with sparse signal processing technique, the hierarchical codebook based beam training has larger receiving signal gain especially when the physical beam matches the channel path.

However, using the hierarchical codebook based beam training to estimate the mmWave massive MIMO channel with multi-path components (MPCs) is not trivial. To be specific, the contribution of previously estimated MPCs needs to be clearly removed before estimating new MPCs, which means that precise information of previously estimated MPCs is needed [4], [5]. Among the existing work, an adaptive CS (ACS) method is proposed for mmWave massive MIMO system, where the number of channel measurements can be reduced by designing a multi-resolution hierarchical codebook [3]. In [4], a hierarchical search (HS) based beam training is proposed to acquire the CSI, which shows that HS performs much faster than ACS. To further improve the estimation precision, a multi-path decomposition and recovery (MDR) method which combines the advantage of HS and CS is proposed in [5].

In this letter, we propose a beam training method based on dynamic hierarchical codebook for mmWave massive MIMO. Unlike the existing work using the same hierarchical codebook to estimate different MPCs, we use dynamic hierarchical codebook which is updated according to the estimated MPCs. To summarize, our contribution mainly includes: 1) A generalized hierarchical codebook design method is firstly proposed. 2) Then based on this method, we propose a beam training method which dynamically updates the hierarchical codebook by removing the contribution of the estimated MPCs from the codebook.
The notations are defined as follows. Symbols for matrices (upper case) and vectors (lower case) are in boldface. \( [a]_n \) denotes the \( n \)th entry of a vector \( a \). \((\cdot)^* \), \((\cdot)^T \), \((\cdot)^H \), \(|\cdot| \), \(\|\cdot\|_2 \), \(\mathbb{C} \), \(\mathbb{Z} \), \(\mathbb{E}\{\cdot\} \), \(\setminus\) and \(\mathbb{CN} \) denote the conjugate, transpose, conjugate transpose (Hermitian), absolute value, \(\ell_2\)-norm, set of complex number, set of integer number, operation of expectation, operation of set exclusion and complex Gaussian distribution, respectively.

II. SYSTEM MODEL

We consider a point-to-point mmWave massive MIMO system with \( N_t \) and \( N_r \) antennas at the transmitter and receiver, respectively. The antennas at both sides are placed in uniform linear arrays with half wavelength intervals. To simplify the analysis, we assume both \( N_t \) and \( N_r \) in a power of two. With hybrid precoding and combining structure, the same \( N_{RF} \) RF chains at both sides are fully connected to the antenna array via phase shifters. In this work, we mainly consider the beam training in mmWave communications, where a training symbol \( x \) with normalized power, i.e., \( \mathbb{E}\{xx^*\} = 1 \), is transmitted. Then we express the received signal as

\[
y = \sqrt{P} w_{BB}^H W_{RF}^H H F_{RF} f_{BB} x + w_{BB}^H W_{RF}^H \eta
\]

where \( f_{BB} \in \mathbb{C}^{N_t}, F_{RF} \in \mathbb{C}^{N_t \times N_{RF}}, w_{BB} \in \mathbb{C}^{N_{RF}}, W_{RF} \in \mathbb{C}^{N_r \times N_{RF}}, H \in \mathbb{C}^{N_r \times N_t} \) and \( \eta \in \mathbb{C}^{N_r} \) denote the digital precoder, analog precoder, digital combiner, analog combiner, mmWave MIMO channel and additive white Gaussian noise (AWGN) vector with \( \eta \sim \mathbb{CN}(0, \sigma_\eta^2 I_{N_r}) \). The total power of the transmitter is \( P \). It is common to suppose that both the precoder and combiner do not provide power gain, i.e., \( \|F_{RF} f_{BB}\|_2 = 1 \) and \( \|W_{RF} w_{BB}\|_2 = 1 \). The mmWave MIMO channel matrix is modeled as [6]

\[
H = \sqrt{\frac{N_t N_r}{L}} \sum_{l=1}^L \lambda_l \alpha(N_t, \Omega^r_l) \alpha(N_r, \Omega^t_l)^H
\]

where \( L, \lambda_l, \Omega^r_l \) and \( \Omega^t_l \) denote the number of MPCs, channel gain, channel angle-of-arrival (AoA), channel angle-of-departure (AoD) of the \( l \)th path, respectively. Define the physical AoD and AoA of the \( l \)th path as \( \omega^r_l \) and \( \omega^t_l \) respectively. We have \( \Omega^r_l = \cos(\omega^r_l) \) and \( \Omega^t_l = \cos(\omega^t_l) \), regarding the half wavelength interval of adjacent antennas. Therefore, we have \( \Omega^r_l \in [-1, 1] \) and \( \Omega^t_l \in [-1, 1] \). The channel steering vector is defined as a function of \( N \) and \( \Omega \) as

\[
\alpha(N, \Omega) = \frac{1}{\sqrt{N}} \left[ 1, e^{j\pi\Omega}, \ldots, e^{j(N-1)\pi\Omega} \right]^T
\]

where \( N \) is the number of antennas and \( \Omega \) is the channel AoD or AoA.
To fast acquire CSI of mmWave massive MIMO systems, hierarchical search based on hierarchical codebook is widely adopted. Hierarchical codebooks employed at the transmitter and the receiver are denoted by $V_t$ and $V_r$, respectively. As shown in Fig. 1, a hierarchical codebook $V_t$ with $N_t = 16$ is illustrated, where $V_t(s, m)$ denotes the $m(m = 1, 2, \cdots 2^s)$th codeword at the $s(s = 0, 1, \cdots, S)$th layer of $V_t$. In general, $S$ is the number of layers of $V_t$ and can be determined by $S = \log_2 N_t$. During beam training, the signal $x$ is transmitted using a codeword $v$ from $V_t$. The received signal using a codeword $w$ from $V_r$ can be expressed as

$$ y = \sqrt{P} w^H H v x + w^H \eta $$

where $v \triangleq F_{RF} f_{BB}$ and $w \triangleq W_{RF} w_{BB}$. To estimate $L$ MPCs, it is common to estimate them one by one using beam training based on hierarchical codebook [3]–[5]. Suppose $L_f (L_f < L)$ MPCs have already been estimated. There are $L - L_f$ MPCs to be estimated. Then (4) can be rewritten as

$$ y = \sqrt{P} w^H \sum_{l=L_f+1}^{L} \lambda_l \alpha(N_r, \Omega^f_l) \alpha(N_t, \Omega^t_l)^H v x + \underbrace{w^H \eta}_{\text{to be estimated}} + \sqrt{P} w^H \sum_{l=1}^{L_f} \lambda_l \alpha(N_r, \Omega^f_l) \alpha(N_t, \Omega^t_l)^H v x. \quad (5) $$

Before estimating the $(L_f + 1)$th path, the contribution of the $L_f$ estimated MPCs, i.e., “estimated” part in (5), should be removed. The existing work usually computes the contribution of the estimated MPCs and then subtracts the “estimated” part from $y$ in (5). However, it relies on the precision of the “estimated” part [4], [5]. Due to the accumulated estimation errors of channel AoA and AoD, the accurate estimation of $\lambda_l$ will be quite difficult. Unlike the existing work, in
this letter, we avoid the subtraction by dynamically updating the hierarchical codebooks according to the “estimated” part, which can effectively avoid the estimation of channel gain.

III. MULTI-PATH CHANNEL BEAM TRAINING BASED ON DYNAMIC HIERARCHICAL CODEBOOK

For the multi-path channel, we propose a beam training method based on dynamic hierarchical codebook. In the first subsection, we present a generalized hierarchical codebook design method, which is then used to design dynamic hierarchical codebook for beam training in the second subsection.

A. Generalized Hierarchical Codebook Design

Since the hierarchical codebook design at the receiver is similar as that at the transmitter, we mainly focus on the design of $V_t$. Denote the $i(i = 1, 2, \cdots, N_t)$th codeword at the bottom layer of a binary codebook $V_t$ as

$$f_i = \alpha (N_t, -1 + (2i - 1)/N_t)$$

which is essentially a channel steering vector with beam coverage of $[-1 + 2(i - 1)/N_t, -1 + 2i/N_t]$ [4]. In fact, beam coverage is essentially the range of the main lobe covers. As illustrated in Fig. 1, the coverage of codewords at the upper layer of $V_t$ is a union of the coverage of several codewords at the bottom layer. To design a normalized codeword $v = V_t(s, m)$, the set of the indices of $f_i$ for the union can be determined as

$$\Psi_{s,m} = \left\{ i \left| \frac{(m - 1)N_t}{2s} + 1 \leq i \leq \frac{mN_t}{2s}, i = 1, 2, \cdots N_t \right. \right\}.$$  

(7)

Then we can figure out a general codeword as a weighted summation of channel steering vectors as

$$\hat{v} = \sum_{i \in \Psi_{s,m}} e^{j\theta_i} f_i$$

(8)

where $\theta_i$ is used to avoid low beam gain within the beam coverage [7]. Given $\hat{v}$, $v$ can be obtained by

$$v = \frac{\hat{v}}{\|\hat{v}\|_2},$$

(9)

regarding the fact that the codewords do not provide power gain. The beam gain of $\hat{v} \in \mathbb{C}^{N_t}$ along $\Omega$ is typically written as

$$G(\hat{v}, \Omega) = \sqrt{N_t} \alpha(N_t, \Omega)^H \hat{v} = \sum_{n=1}^{N_t} [\hat{v}]_n e^{-j\pi(n-1)\Omega}.$$  

(10)
Without loss of generality, we pick up two channel steering vectors from $\Psi_{s,m}$, i.e., $f_i$ and $f_{i+1}$ with the directions along $-1 + (2i - 1)/N_t$ and $-1 + (2i + 1)/N_t$, respectively. Therefore the absolute beam gain along $-1 + (2i - 1)/N_t$ and $-1 + (2i + 1)/N_t$ is high, which is illustrated in Fig. 2. To avoid the low beam gain within the beam coverage, the beam gain at the middle angle of $f_i$ and $f_{i+1}$, i.e., $-1 + 2i/N_t$ that is marked as a green point in Fig. 2, is expected to be also high. In this context, we resort to $\theta_i$ and $\theta_{i+1}$. To maximize the beam gain along $-1 + 2i/N_t$, the optimization problem can be formulated as

$$\max_{\theta_i, \theta_{i+1}} |e^{j\theta_i} G(f_i, -1 + 2i/N_t) + e^{j\theta_{i+1}} G(f_{i+1}, -1 + 2i/N_t)|.$$ 

Then we can obtain $\theta_{i+1} - \theta_i = (-1 + 1/N_t)\pi + 2k\pi, k \in \mathbb{Z}$. Without loss of generality, we set $\theta_{i+1} - \theta_i = (-1 + 1/N_t)\pi$. Then, the designed codeword in (8) can be rewritten as

$$\hat{v} = \sum_{i \in \Psi_{s,m}} e^{j\pi(-1+1/N_t)i} f_i.$$ 

In (12), we set $\theta_1 = (-1 + 1/N_t)\pi$ for simplicity, which does not change the absolute beam gain of $\hat{v}$. Based on $\hat{v}$, $v$ can be obtained via (9).

Although we only pick up two channel steering vectors from $\Psi_{s,m}$, they contribute much more energy than the other neighbouring channel steering vectors, regarding the fact that the energy of the other neighbouring channel steering vectors comes from their sidelobes. In this way, we
Algorithm 1 Beam Training based on Dynamic Hierarchical Codebook

1: **Input:** $N_t$, $N_r$, $L_d$.

2: **Initialize:** $T \leftarrow \emptyset$, $R \leftarrow \emptyset$.

3: Obtain $\Psi_{s,m}^{1}$ and $\Phi_{s,m}^{1}$ via (7).

4: Obtain $\Psi_{t}^{1}(s,m)$ and $\Phi_{r}^{1}(s,m)$ via (12) and (9).

5: for $l = 1, 2, \ldots, L_d$ do

6: Perform beam training with $\Psi_{t}^{l}(s,m)$ and $\Phi_{r}^{l}(s,m)$.

7: Update $T$ and $R$ via (13).

8: Obtain $\Psi_{s,m}^{l+1}$ and $\Phi_{s,m}^{l+1}$ via (14).

9: Obtain $\Psi_{t}^{l+1}(s,m)$ and $\Phi_{r}^{l+1}(s,m)$ via (12) and (8).

10: end for

11: **Output:** $T, R$.

The proposed method can simplify the codeword design. Note that the above method can be used to design codewords at any layer of the hierarchical codebook, leading to generalized hierarchical codebook design. In particular, we may change $\Psi_{s,m}$ to achieve the beam coverage with some points of zero beam gain, which will be utilized in the following subsection.

B. Beam Training based on Dynamic Hierarchical Codebook

For a multi-path channel with $L$ MPCs, existing beam training methods normally use the same hierarchical codebook for the estimation of different MPCs, while subtracting the “estimated” part before the new estimation according to (5). However, it relies on the precision of the “estimated” part. In this work, we use different hierarchical codebooks instead of the same hierarchical codebook for the estimation of different MPCs. Before estimating a new MPC, the codebook is dynamically updated according to the estimated MPCs. By introducing the dynamic hierarchical codebook, the operation of substraction can be omitted.

Suppose $L_d$ MPCs are expected to be estimated after the beam training. Note that $L_d$ is usually determined by the prespecified number of data streams that are transmitted in parallel during mmWave massive MIMO communications [6]. For the $l$th MPC ($l = 1, 2, \ldots, L_d$)th MPC, the hierarchical codebooks employed at the transmitter and receiver are denoted as $\Psi_{t}^{l}$ and $\Phi_{r}^{l}$, respectively. The sets of indices of $\mathbf{f}_i$ for the union in $\Psi_{t}^{l}(s,m)$ and $\Phi_{r}^{l}(s,m)$ are denoted as
\(\Psi_{s,m}^l\) and \(\Phi_{s,m}^l\), respectively. Using the existing beam training method based on hierarchical codebook \(V_t^l\) and \(V_t^l\) [4], [5], the AoA and AoD for the \(l\)th MPC can be estimated.

We start the first round beam training with two initial codebooks denoted as \(V_t^1(s,m)\) and \(V_t^1(s,m)\), which can be designed once \(\Psi_{s,m}^1\) and \(\Phi_{s,m}^1\) are obtained via (7). After the \(l\)th beam training, we suppose that the estimated channel AoA and AoD correspond to the \(q\)th and \(p\)th channel steering vectors, which are the information of the \(l\)th MPC. To record the estimated MPCs, we introduce two sets \(T\) and \(R\) at the transmitter and receiver, respectively. We iteratively update \(T\) and \(R\) as

\[
T = T \cup p, \quad R = R \cup q
\]  

where both \(T\) and \(R\) are initialized to be empty sets.

Then we dynamically update the hierarchical codebook for the \((l + 1)\)th beam training as

\[
\Psi_{s,m}^{l+1} = \Psi_{s,m}^l \setminus p, \quad \Phi_{s,m}^{l+1} = \Phi_{s,m}^l \setminus q
\]  

In (14), we remove the \(l\)th estimated MPC from the hierarchical codebooks used for the \(l\)th beam training. The motivation is to remove the contribution of the estimated MPCs before we start to estimate a new MPC. In this way, we can skip the estimation of the channel gain \(\lambda_l\) of the estimated MPCs, which are required in the substraction of the “estimated” part from the received signal according to (5).

As shown in Fig. 2, we illustrate \(V_t^1(1,2)\) and \(V_t^2(1,2)\) with \(N_t = 16\). We first obtain \(\Psi_{1,2}^1 = \{8, 9, \ldots, 16\}\) via (7). Then \(V_t^1(1,2)\) can be designed via (12) and is marked by a blue solid line. Suppose the estimated AoD after the first round beam training corresponds to the 12th codeword at the bottom layer of \(V_t^1\). To remove the contribution of the first estimated MPC at the transmitter before starting to estimate the second MPC, we delete 12 from \(\Psi_{1,2}^1\) according to (14) and obtain \(\Psi_{1,2}^2 = \{8, 9, 10, 11, 13, 14, 15, 16\}\). The beam gain of the resulting \(V_t^2(1,2)\) is marked by a red solid line. It is seen that compared to the beam gain of \(V_t^1(1,2)\), the beam gain of \(V_t^2(1,2)\) is set zero along the angle of \(7/16\).

The procedures of beam training based on dynamic hierarchical codebook are summarized in Algorithm 1. Suppose the beam training is started from \(S_0\)th layer. We need to update \((\log_2 N_t - S_0 + 1)\) codewords for the \(l(l \geq 2)\)th MPC. For example, in our simulation with \(N_t = 32\) and \(S_0 = 2\), we only need to update \((\log_2 N_t - S_0 + 1) = 4\) codewords, which does not require a large amount of computation. In fact, we only need to update the codewords used
for the next beam training instead of updating all involved codewords in the codebook, which can further reduce the computational complexity of updating the codebooks.

IV. SIMULATION RESULTS

We consider an mmWave massive MIMO system equipped with the same number of transmitting and receiving antennas, i.e., $N_t = N_r = 32$. The mmWave massive MIMO channel is setup with $L = 3$ non-line-of-sight (NLOS) channel paths, where $\lambda_l \sim \mathcal{CN}(0, 1)$ for $l = 1, 2, 3$ [5]. Both the channel AoD $\Omega_r^l$ and the channel AOA $\Omega_t^l$ obey the uniform distribution within $[-1, 1]$. For the proposed beam training method, we set $L_d = 3$ and $S_0 = 2$.

As shown in Fig. 3, we compare the proposed method with the existing ACS [3], HS [4] and MDR [5], in terms of success detection rate of beam training. The success detection rate of beam training is defined as follows. If all the channel AoA and AoD of $L_d$ MPCs are correctly identified, we say the beam training is successful; otherwise, it is failed. It is seen from Fig. 3 that the proposed method performs much better than HS and MDR. Although the performance of the proposed method is similar as ACS in high SNR region, e.g., SNR = 20 dB, the former outperforms the latter in the low SNR region, e.g., the former can achieve almost 20% improvement over the latter at SNR = 7.5 dB.

Aside of performance comparisons, we also compare their overhead of beam training. The total number of beam training for the proposed method is $L_d(4S_0 + 4 \log_2 N_t - 4S_0)$, which is the
same as HS. The total number of beam training for MDR and ACS is $L_d(4S_0 + 4 \log_2 N_t - 4S_0 + 9)$ and $K^2L_d^3 \log_2 N_t$, respectively. In our simulations with $L_d = 3$, $N_t = 32$, $K = 2$ and $S_0 = 2$, the total number of beam training of the proposed method, HS, MDR and ACS is 84, 84, 111 and 540, respectively. Therefore, using the proposed method can reduce the overhead of beam training by 24% and 84% compared to MDR and ACS, respectively. The reason is that to obtain an estimate of the channel gain, MDR needs additional beam training while ACS needs higher resolution of codebook. However, the proposed method avoids the estimation of the channel gain, leading to the reduction of overhead of beam training compared to MDR and ACS.

V. CONCLUSION

In this letter, we have proposed a beam training method based on dynamic hierarchical codebook for mmWave massive MIMO. A generalized hierarchical codebook design method has been proposed. Then based on this method, we have proposed a beam training method which dynamically updates the hierarchical codebook by removing the contribution of the estimated MPCs from the codebook. Future work will be continued with the focus on parallel data transmission after the beam training.
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