Quantum cooling activated by coherently-controlled thermalisation
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It has been shown in a recent letter[1] that thermalising a quantum system with two identical baths of temperature $T$ in an indefinite causal order (ICO) can output a system with temperature different to $T$, allowing for novel non-classical thermodynamic cooling cycle. However, it is in general hard to extract heat from extremely cold system, and for the existing ICO fridge with qubit working system and two thermal reservoirs, the amount of heat the working system can extract decreases rapidly for very low reservoirs temperatures.

In this paper, we show that it is possible to significantly boost the heat extraction ability of the ICO fridge by applying $N$ identical thermalising channels in a superposition of $N$ cyclic causal orders[2], and that this can be further boosted in the ultracold regime by replacing the working qubit with a quDit working substance. Moreover, we show that for the alternative controlled-SWAPs scheme presented in [1] where one additionally has access to the reservoir qubits which are quantum correlated with the control-target system, the performance can be greatly enhanced in general (tripled for all $N$’s and temperatures). Then inspired by [3][4], we show that quantum coherent control between thermalising a working system with one of $N$ identical thermalising channels (where causal indefiniteness plays no role) yield same advantages in controlled-SWAPs scheme compared to the generalised $N$-SWITCH protocol for the thermodynamic task described in [1]. We also provide an experimental simulatable quantum cooling protocol with coherently-controlled thermalising channels and notice that it can outperform ICO refrigerator with some specific implementations of the thermalising channel in the case when we only have access to the control-target system. These 2 quantum cooling protocols bear much lower circuit complexity compared to the one with indefinite causal order which makes it more accessible for implementation of this kind of non-classical refrigerator with cutting edge quantum technologies.

I. INTRODUCTION

Quantum SWITCH, a quantum supermap[5] that transforms a set of quantum channels into the new quantum channel, enables the causal ordering of quantum operations performed to be in a quantum superposition when controlled on a quantum coherent controlled system.

Recent works have shown advantages in some quantum information and thermodynamic tasks which utilise these indefinite causal orders, for instance in quantum communication[6–10], quantum computation[11–14], metrology[15–17] and algorithmic cooling[18]. In [1], author claims that applying identical thermalising channels enables heat transfer from a cold to a hot reservoir if the order of applying the channels is in a superposition and measurement of the control system is allowed.

A more recent letter[2] shows ICO can provide even more striking advantages in quantum communication—by placing $N$ completely depolarising channels in a superposition of $N$ cyclic orders, one can achieve a heralded, nearly perfect transmission of quantum information when $N$ is large enough which differs greatly from $N = 2$ case, where quantum information can’t be effectively transmitted. An important question is then—does the more complex patterns of correlations induced by more than 2 alternative causal orders yield even greater advantages in thermodynamic task described in [1]? Our results answer this question in the affirmative. We then derive the fundamental limitation on this non-classical refrigeration and notice that it is independent of number of thermalising channels and close related to the ratio of the sizes of the hot and cold reservoirs.

But this is not the end of the story. Debate about whether ICO is a necessary ingredient to attain quantum communication advantages claimed in [6][8] is heating up. In [19], which has inspired more careful considerations about role of the quantum trajectories in enhancing communication, it is shown that utilising quantum control of superposed communication channels and quantum-controlled operations in series can also lead to similar communication advantages. While the authors of [20] provided a well-structured framework to argue that ICO does provide the greatest advantages and is indispensable in the communication task described in [6][8], a recent experiment[21] suggests that within the framework of quantum interferometry, the use of channels in series with
quantum-controlled operations yields the greatest advantages and that all three schemes use the same experimental resources, in contrast with the strictly theoretical viewpoint in [20].

Motivated by the enlightening exchange mentioned above, we show that in the controlled-SWAPs scheme where reservoir qubits are accessible and so also serve as resources for cooling when the cooling branch is obtained, quantum coherent control between thermalising a working system with one of N identical reservoirs can provide the same advantage as the one with thermalisation in a superposition of N cyclic causal orders. Moreover, we propose a quantum refrigerator where ICO plays no role which outperforms the generalised N-SWITCH protocol (with regard to coefficient of performance[1] and the ability to cool down the cold reservoirs initialised at an arbitrarily high temperature to temperature which is sufficiently close to absolute zero) when only the control-target state is accessible. An important difference between this and the N-SWITCH protocol - which only required a description of the channel (for example in terms of Kraus operators) to fully describe the action of a coherent-controlled quantum channel - is that in this scheme we also need to specify the transformation matrix[3] of the thermalising channel which depends on its implementation. Meanwhile, the experimental complexity of the cooling schemes where ICO plays no role is much lower than the generalised N-SWITCH protocol, especially when N is large (even we just need N instead of N! alternative causal orders when it comes to cyclic orders). As [22] suggests, implementing the unitary circuit used to construct the quantum SWITCH of 2 identical thermalising channels on IBMQ requires 51 gates (19 are two qubit gates), but it would be much more resource intensive to implement the generalised N-SWITCH fridge with N > 2 in experimental platforms like in [22][23].

The rest of this paper is structured as follows. We first generalise the quantum SWITCH in [1] to one with N identical thermalising channels and N carefully selected causal orders, then compare this scheme to the original scheme presented in [1] by considering: the amount of heat that can be transferred when attaining cooling branch; the average heat transfer (weighted by the probabilities of attaining the cooling/heating branch) and the coefficient of performance, in order to illustrate the advantages (especially at the ultracold temperature) and trade-off when exploiting more causal orders indefinitely. We then evaluate the lowest temperature attainable for the cold reservoirs when initialised at a fixed temperature and establish a suitable lower bound. Next, we describe a simulatable quantum cooling protocol with coherently-controlled thermalising channels and provide a specific implementation (obeys general constraints on the transformation matrices[3] of the thermalising channel) whose performance is then compared with the quantum N-SWITCH refrigerator. Finally, we outline some interesting phenomena from a Maxwell-demon-like scenario involving thermalisation of a sample of particles in superposition of quantum trajectories, before drawing our conclusions and discussing possible future directions to take this research.

II. GENERALISED QUANTUM SWITCH WITH N IDENTICAL THERMALISING CHANNELS

A. Outline for the previous ICO cooling channels

Let’s first briefly review the protocol of non-classical heat extraction with ICO[1]. A quantum SWITCH can let a quantum state ρ pass through two channels N1 and N2 in a superposition of causal orders. The Kraus operators of the quantum SWITCH of channels N1 and N2 are

\[ W_{ij} = |0\rangle\langle 0|_c \otimes K^{(2)}_j K^{(1)}_i + |1\rangle\langle 1|_c \otimes K^{(1)}_j K^{(2)}_i, \]  

(1)

where the subscript c denotes the control qubit and the operators K^{(2)}_j and K^{(1)}_j denote the Kraus operators for N1 and N2 respectively.

These Kraus operators act on a target quantum state ρ and a control state ρ_c, so that the quantum SWITCH of the two channels gives

\[ S(N_1, N_2)(\rho_c \otimes \rho) = \sum_{i,j} W_{ij}(\rho_c \otimes \rho)W_{ij}^\dagger. \]  

(2)

When N1 and N2 are two thermalizing channels with same temperature (share same thermal state T). Setting ρ = ρ_T and ρ_c = |+⟩⟨+|, we have

\[ S(N_1, N_2)(\rho_c \otimes \rho) = \frac{1}{2}[I \otimes T + (|0\rangle\langle 1| + |1\rangle\langle 0|) \otimes T^3]. \]  

(3)
If the control qubit is projected into $|\pm\rangle = \frac{1}{\sqrt{2}}(|0\rangle \pm |1\rangle)$, the state of target system collapses into

$$\rho_c = \frac{1}{2\rho_c} (T + T^3), \quad (4)$$

$$\rho_h = \frac{1}{2\rho_h} (T - T^3), \quad (5)$$

where $\rho_c = \frac{1}{2} tr(T + T^3)$ and $\rho_h = \frac{1}{2} tr(T - T^3)$ are the probabilities of attaining $|+\rangle_c$ and $|−\rangle_c$ respectively. $\rho_c$ and $\rho_h$ represent the density matrix of the working system when attaining heating (cooling) branch.

**Working system in ICO refrigerator**—In general, for a quantum system $S$ with finite energy levels with Hamiltonian $H_S$, its Gibbs (thermal) state is

$$\rho_S^{Gibbs} = \sum_i e^{-\beta E_i} Z |i\rangle \langle i| \approx \sum_i p_i |i\rangle \langle i|, \quad (6)$$

where $\beta = \frac{1}{k_B T}$ is the inverse temperature, $E_i$ denotes the $i$-th energy eigenvalue with corresponding eigenstate $|i\rangle$ and $Z = \sum_i e^{-\beta E_i}$ is the partition function. A thermal state can be regarded as a statistical mixture of the energy eigenstates locally, but its decomposition can be infinitely many other ensembles. Ref. [11] analyses the case where the working system’s Hamiltonian is $H = \Delta |e\rangle \langle e|$, [2] we will generalised the case to a $D$ dimensions working system and evaluate how the performance of the ICO refrigerator will vary with $D$ in section II.F, so the thermal state with effective temperature $T$ is

$$T = \frac{1}{Z_T} \begin{pmatrix} 1 & 0 & 0 \\ 0 & e^{-3r\Delta} & 0 \end{pmatrix}, \quad (7)$$

where $\Delta$ is the energy gap between excited and ground state of the working system. So we have

$$p_h = \frac{1}{2} [1 - \frac{1 + r^3}{(1 + r)^2}] = \frac{3r}{2(1 + r)^2}, \quad (8)$$

where we denote $r = e^{-\beta T \Delta}$. When $r$ is small, by making use of first-order Taylor expansion, one can see that $p_h \approx r$.

The weighted energy change (for heating branch) is

$$\Delta \tilde{E}_h = p_h [tr(\rho H) - tr(TH)] = \frac{r(1 - r)}{2(1 + r)^3} \Delta, \quad (9)$$

Similarly, when $r$ is small, $\Delta \tilde{E}_h \approx \frac{r}{2} \approx \frac{1}{2} \Delta p_h$. So in such extreme case, the effective heat extraction depends on probability $p_h$. One may wonder why we evaluate weighted energy change for heating branch when we are talking about a quantum cooling scheme. Actually $\Delta \tilde{E}_h = -\Delta E_c$ based on the fact that energy is conserved for the whole process on average. And for the heating branches, we release heat to the hot reservoir, so the larger the weighted energy change for the heating branch, the larger the energy decrease is in cold reservoirs (more heat that can be extracted) on average. We analyse a Maxwell-demon-like scenario in next section to illustrate the physical meaning of weighted energy change and explain why it is also a good quantity which can help us to evaluate the performance of the ICO fridge.

### B. Maxwell-demon-like scenario with indefinite causal order

Besides realizing a standard cooling machine supplied by external driving force to reverse the natural heat flow, implementing a Maxwell demon can conduct the similar task. The essence of the the thermodynamic task described [10] is a Maxwell-demon-like scenario, but the demon doesn’t act directly on the target system (in general, this will cause disturbances in the thermodynamical situation of the working system[24][25]). We also notice that there is recent work about quantum cooling fueled by invasive quantum measurements[26] on the target system directly, but this is different from the scheme we want to discuss here.

In [27], the authors introduce a 'global demon' who can access the large entangled quantum system, that makes it possible for her to confuse the 'local demon' who can only conduct operations locally. For example the global demon can arrange thermodynamic processes that local demon can run ‘backward’ (heat flows from a cold to hot reservoirs etc) fueled by the pre-existing quantum correlations in the global state. Similarly, we can also introduce Alice (global demon) and Bob in our scheme, but Alice here is a much weaker vision of the mischievous global demon in [27], the only allowed global operation for Alice is thermalising a target system with some reservoirs in an indefinite causal order (or different superpositions of quantum trajectories we will discuss later) assisted by a control system, so she can prepare a (or many copies of) entangled control-target state(s). And as we mentioned above, Alice won’t act on the target system directly, Bob who only has access to the target system wants to conduct some thermodynamical tasks with the local thermal states. Even though we focus on the cooling task here, via the global state $\rho_{CT}$, Alice can prepare (as long as long as it is not a product state[28]) . Bob can also extract work from the target system if Alice conducts suitable measurements on the control system and has classical communication with Bob.

As Fig.2 shown, Alice first prepares a sample A consisting of k particles which are already thermalised by a reservoir with temperature $T$. Then she thermalises all the particles from A with reservoirs in same temperature $T$ in an indefinite causal order assisted by k control qubits. So after this step, she prepares k copies of entangled states described in Eqn. (3). But at this stage, Bob can’t tell the differences between samples A and B since he doesn’t have access to the global sys-
Figure 2. A Maxwell-demon-like scenario with indefinite causal order. The demon Alice possesses Sample A which contains $k$ identical particles each of thermal state $T$. Alice thermalises all of the particles in an indefinite causal order assisted by $k$ control systems, preparing $k$ identical copies of the entangled control-target systems. Bob, who only has the access to the local target systems can't tell the differences between Sample A and B. Alice now gets to work measuring the states of each of the $k$ control systems and tells Bob each result. Bob uses this information to sort the $k$ particles into two boxes, Sample C and D, of effective temperatures higher and lower than $T$, respectively.

tem. Then based on the measurement result of control system in $\{+\rho, -\rho\}$ shared by Alice, Bob sorts $k$ particles into two boxes C and D, with effective temperature higher or lower than $T$, respectively. But do notice that not like the traditional Maxwell demon scenario, the number of particles in sample C or D here are highly depending on the temperature of the reservoirs (and you will also see later by changing the number of reservoirs and dimension of the target system we can actually manipulate the number of particles in each sample). And if Alice thermalises the particles in definite causal order or she doesn't measure the control system (or measures it in computational basis), she can’t help Bob to prepare samples like C and D. Then in this setup we can see that weighted energy actually quantifies on average how much heat that can be transferred by a particle in sample C which becomes hotter in Bob’s point of view such that we can create a colder sample D. So when we evaluate fridge assisted by different quantum SWITCH (superposition of different alternative orders), it will help us to determine the ability of heat extraction for the working system in each ICO fridge at certain temperature. As results from computer simulations in section [H3] shown, the larger the weighted energy change, the fewer cycles needed to be performed to cool down the cold reservoirs from some fixed starting temperatures to some given attainable final temperatures. And you will also see in section [H3] coefficient of performance defined in [1] is actually the absolute value of weighted energy change for cooling branch divided by the work needed to reset the register for the optimal case when the temperatures of the cold and hot reservoirs are the same.

Figure 3. Ball tossing scheme helps us visualise terms in state generated by quantum SWITCH. The figure shows the case for $N = 4$. The balls with different colors denote Kraus operators from different channels, and the aim is to fill in all the holes with these balls, and balls on the right-hand-side can only go to one of the holes on the right-hand-side of the input state and vice versa. Once filled, $N_{same}$ is the number of colour-number pairs on the right-hand-side that match that on the left-hand-side. (b) illustrates an example for $N_{same} = 2$. When $N_{same} = N$, it denotes one of the diagonal terms.

C. Interference terms in the entangled target-control state for generalised N-SWITCH

Off-diagonal (interference) terms in final state generated by the quantum SWITCH are the origin of the advantages in those quantum information tasks assisted by indefinite causal order, so it is natural to think whether more complex patterns of correlations induced by more alternative causal orders will provide us with greater advantages. But for the generalised N-SWITCH making use of all possible causal orders, the complexity increases dramatically with $N$. And for the experimental implementation, for example, the realiza-
tion of the unitary circuit used to construct quantum SWITCH of 2 identical thermalising channels in [1] already needs 51 gates (19 are two qubit gates) for platforms other than photonic one (NMR[23] and IBMQ[22]). In [29], the authors use a diagrammatic approach to analyse the generalised N-SWITCH and show that why focusing on the cyclic orders is a good strategy to construct a N-SWITCH. And a recent letter[2] shows that utilisation of 
\( N \) completely depolarising channels in a superposition of N cyclic orders, one can achieve a heralded, nearly perfect transmission of quantum information when \( N \) is large enough, and this is advantage can’t be provided by the 2-SWITCH. Following similar spirit, we want to investigate whether a generalised N-SWITCH can provide greater advantages in the quantum cooling task in [1]. But since we are aiming at task other than quantum communication, it is also necessary to investigate whether other choices of causal orders can provide similar or even greater advantages than the cyclic ones.

To determine the terms in final state generated by the quantum SWITCH, we can treat this task as a ball tossing game (see Fig.3 for the example of 4 channels). We have \( N \) holes on the left- and right-hand-side of the ball representing the input state respectively (we label them with different numbers). On each side, we have \( N \) balls with different colors which represents Kraus operator from different channel, the aim is to fill in all the holes with these balls, and balls on the right-hand-side can only go to one of the holes on the right-hand-side of the input state and vice versa. So it is not hard to imagine how the number of possible combinations greatly increases as \( N \) scales up. We now define a quantity \( N_{\text{same}} \) which denotes the colour-number pairs on the right-hand-side that match that on the left-hand-side. It is clear that when \( N_{\text{same}} = N \), the term is a diagonal one. We did some case study for \( N = 3, 4 \) with different choices of causal orders and found out that there is a thing in common for optimal cases: we only have 1 cooling branch and all the rest are identical heating branches (provide same final state for the target system after measurement of control in a suitable basis), which means that the final entangled state generated by the SWITCH has the same off-diagonal terms when we set the input to be in a same thermal state \( T \) as the reservoirs’ initially, the quantum N-SWITCH based on those sets of \( N \) chosen causal orders provides the same off-diagonal terms \( T^{N} \) when \( N \) is odd and \( T^{N+1} \) for \( N \) is even. But the performances of the ICO fridges based on these selections of causal orders decrease when \( N \) increases unfortunately. So for the next section we will focus on the cyclic orders and show the generalised N-SWITCH fridge based on them can attain greater advantages in thermodynamical tasks compared to the original one with two reservoirs.

D. Quantum N-SWITCH for superposition of \( N \) cyclic orders of \( N \) identical thermalisations

Assisted by Fig.4 we can see that the Kraus operators of the generalised quantum N-SWITCH with cyclic orders are:

\[
W_{a_1a_2\cdots a_N} = |0\rangle\langle 0|_c \otimes K_{a_1}K_{a_2}\cdots K_{a_N} + \sum_{i=1}^{N-1} |i\rangle\langle i|_c \otimes K_{a_{i+1}}K_{a_{i+2}}\cdots K_{a_N}. 
\]

With \( K_i = \sqrt{\frac{1}{N}}AU_i \) (where \( A \) is the square root of the diagonal matrix \( T \)) and \( \sum_i K_i^\dagger K_i = I \).

For the \((i + 1)\)-th row, we can denote that \( K(i + 1) = K_{a_{i+1}}K_{a_{i+2}}\cdots K_{a_N} \). So we can then write \( W_{a_1a_2\cdots a_N} = \sum_{i=0}^{N-1} |i\rangle\langle i|_c \otimes K(i + 1) \).

The quantum SWITCH of the \( N \) channels gives:

\[
S(NT, \cdots, NT)^T(\rho_c \otimes \rho) = \sum_{a_1, \cdots, a_N} W_{a_1\cdots a_N} W_{a_1\cdots a_N}^T(\rho_c \otimes \rho).
\]

We initialise the state of the control system to be \( |\psi\rangle = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} |k\rangle \). For the diagonal terms of Eqn.4, they come from selecting 2 identical rows from the chart. Take the \( k\)-th term as an example:

| a_1 | a_2 | a_3 | \cdots | a_N |
|-----|-----|-----|-----|-----|
| a_2 | \cdots | \cdots | \cdots | \cdots |
| a_3 | \cdots | \cdots | \cdots | \cdots |
| \vdots | \vdots | \vdots | \vdots | \vdots |
| a_N | \cdots | \cdots | \cdots | \cdots |

Figure 4. Latin-square-like chart which can help us to select \( N \) particular causal orders with \( N \) identical thermalising channels.

| a_1 | a_2 | a_3 | \cdots | a_N |
|-----|-----|-----|-----|-----|
| a_2 | a_3 | a_4 | \cdots | a_1 |
| a_3 | a_4 | a_5 | \cdots | a_2 |
| \vdots | \vdots | \vdots | \vdots | \vdots |
| a_N | a_1 | a_2 | \cdots | a_{N-1} |

Figure 5. Filling the chart with cyclic permutations of orders makes the output state have off-diagonal terms \( T\rho T \).
The second equality is attained by application of the depolarizing channel for \( N \) times and the action of the depolarizing channel is:

\[
\mathcal{N}^D(\rho) = \text{Tr}[\rho I_d] = \frac{1}{d^2} \sum_i U_i \rho U_i^\dagger.
\]  

(13)

For the off-diagonal terms, they actually come from selecting 2 different rows (let’s say \((i+1)-th\) and \((j+1)-th\) rows) from the chart. For the \((i+1,j+1)\) pair:

\[
|i\rangle|j\rangle \otimes K(i + 1) \rho K^{-1}(j + 1) = |i\rangle|j\rangle \otimes \sum_{a_1 \cdots a_N} AU_{a_k} \cdots AU_{a_{k-1}} \rho U_{a_{k-1}}^\dagger A_1^\dagger \cdots U_{a_1}^\dagger A_1,
\]

(14)

The second equality is obtained by application of the depolarizing channel for \( N \) times with the action of the depolarizing channel is:

\[
|k\rangle|k\rangle \otimes K(k + 1) \rho K^{-1}(k + 1)
\]

\[
= |k\rangle|k\rangle \otimes \frac{1}{d^N} \sum_{a_1 \cdots a_N} AU_{a_k} \cdots AU_{a_{k-1}} \rho U_{a_{k-1}}^\dagger A_1^\dagger \cdots U_{a_1}^\dagger A_1,
\]

\[
= |k\rangle|k\rangle \otimes T.
\]

(12)

The second equality is obtained by application of the depolarizing channel for \( N \) times with the action of the depolarizing channel is:

\[
\mathcal{N}^D(\rho) = \text{Tr}[\rho I_d] = \frac{1}{d^2} \sum_i U_i \rho U_i^\dagger.
\]

(13)

For the off-diagonal terms, they actually come from selecting 2 different rows (let’s say \((i+1)-th\) and \((j+1)-th\) rows) from the chart. For the \((i+1,j+1)\) pair:

\[
|i\rangle|j\rangle \otimes K(i + 1) \rho K^{-1}(j + 1) = |i\rangle|j\rangle \otimes \sum_{a_1 \cdots a_N} AU_{a_{k+1}} \cdots AU_{a_{j+1}} \rho U_{a_{j+1}}^\dagger A_1^\dagger \cdots U_{a_1}^\dagger A_1,
\]

(14)

The second equality is attained by application of the depolarizing channel for \((N - k)\) times (where \(k = |i - j|\)) and the fact that the operators \(U_i\) form an orthonormal basis for the set of \(d \times d\) matrices, i.e \(\sum_i \text{Tr}[U_i M U_i^\dagger] = \sum_i \text{Tr}[M U_i U_i^\dagger] = M\) where \(M\) is an arbitrary \(d \times d\) matrix. And for this holds for all \(i, j = 0, 1, \ldots, (N - 1)\) with \(i \neq j\). See Appendix \(A\) for the detailed derivation of this part.

We then have:

\[
(\sum_{i=0}^{N} I_i \otimes T) = \frac{1}{N} I \otimes T + \frac{1}{N} \sum_{i \neq j=0}^{N-1} |i\rangle\langle j| \otimes T \rho T.
\]

(15)

So the quantum N-SWITCH with \(N\) cyclic orders, produces only \(T \rho T\) for the off-diagonal terms of the final entangled state of the control and target systems, and this will go back to the control qubit case when \(N = 2\).

For the ICO fridge, the working system shares the same thermal state as the reservoirs initially, and by following the general measurement strategy (see Appendix \(B\)) we can always construct a measurement basis such that there is only 1 cooling branch with the target system being in state:

\[
\rho_c = \frac{1}{N} \{ T + (N - 1) T^3 \},
\]

(16)

with \(p_c = \frac{1}{N} \text{Tr}[T + (N - 1) T^3]\), after the control system is measured and \((N - 1)\) identical heating branches with the target system being in state:

\[
\rho_h = \frac{1}{N} \{ T - T^3 \}.
\]

(17)

So

\[
p_H = (N - 1) p_h = \frac{N - 1}{N} \text{Tr}[T - T^3].
\]

(18)

E. Building a superior control system for quantum N-SWITCH from qubits

Considering the feasibility of experiments, we discuss how to use qubits instead of quNit to construct the control system. When the number of channels is \(N = 2^m\), the control quNit can be replaced by a \(m\)-qubit system. In this case we initialise the control state as \(|\psi_c\rangle = |+\rangle^\otimes m\) instead of \(|\psi_c\rangle = \frac{1}{\sqrt{2}} \sum_{i=0}^{2^m-1} |i\rangle\), where \(|+\rangle = \frac{1}{\sqrt{2}} (|0\rangle + |1\rangle)\). As shown in Fig.7(a), we have a \(m\)-qubit state \(|0\rangle^\otimes m\) and a working qubit with state initially. The quantum state of control system becomes \(|+\rangle^\otimes m\) after the actions of \(m\) parallel Hadamard gates. The ICO process with superposition of \(N\) cyclic causal orders is realised by sequential multi-qubit-controlled operations.

Different from the quNit case we mentioned above, the choice of measurement basis for the control system can be simplified in this \(m\)-qubit control system scheme. As presented in Fig.7(a), the measurement of the control system can be conducted in computational basis for each qubit after the action of \(m\) parallel Hadamard gates, which corresponds to the measurement basis \(\{|+\rangle^\otimes m, |+\rangle^\otimes m - |-\rangle, \ldots, |-\rangle^\otimes m\}$. 

---

Figure 6. A visual representation of 4 thermalising channels acting on an input system in a superposition of 4 cyclic causal orders.

Figure 7. (a) Quantum circuit which produces same final marginal state for target system as the quantum SWITCH of \(N = 2^m\) thermalising channels. (b) Simplified quantum circuit with \(N = 2^m\); measurement of the ancillary qubit is enough to determine whether or not the cooling branch is obtained.
The quantum state of working system becomes:

\[ \langle + \rangle^{m_S}(N_1, ..., N_N)(\rho_c \otimes \rho)|+\rangle^c = \frac{1}{N}\{T + (N - 1)T^3\}, \]

and

\[ \langle G|cS(N_1, ..., N_N)(\rho_c \otimes \rho)|G\rangle_c = \frac{1}{N}\{T - T^3\}, \]

where \( |G\rangle \in \{|+\rangle^{m-1}|-(\rangle, |+\rangle^{m-2}|-(\rangle, +\rangle\}, \)

\( |-(\rangle\rangle^{m-1}|-(\rangle, |-(\rangle\rangle^{m-2}|-(\rangle, +\rangle\rangle^{m}. \) Obviously, the results are the same as the generalised quNit case where \((N - 1)\) identical branches corresponding to heating.

Moreover, we can just construct a POVM (positive operator-measurement valued) which will tell us whether we get the cooling branch or not by introducing an ancillary qubit: \(|+\rangle^{m}\rangle^c \) and \(|-\rangle^{m}\rangle^c \). Even though the cost of resetting the whole control system including the ancillary qubit is just the same as the previous scheme (see section II H), this framework provides more experimental conveniences because we only need to record one instead of m bits of information each time when we have a m-quantum control. As shown in Fig7(b), the ancillary qubit is entangled with the joint quantum state \((H^{N_1} \otimes \mathcal{I})S(N_1, ..., N_N)(\rho_c \otimes \rho)(H^{N_1} \otimes \mathcal{I})\) by using a multi-qubit Toffoli gate. When the m-qubit state are in \(|0\rangle^{m}\rangle^c\), the ancillary qubit is flipped to \(|1\rangle\rangle^{m}\rangle^c\), otherwise the ancillary qubit remains unchanged.

After measuring the ancillary qubit in computational basis and tracing out the control state, we can get:

\[ \rho^{(0)}_1 = \frac{1}{N}\{T + (N - 1)T^3\}, \]

\[ \rho^{(1)}_1 = \frac{N - 1}{N}\{T - T^3\}, \]

where \( \rho^{(0)}_1 \) and \( \rho^{(1)}_1 \) are states of working system before normalization corresponding to the measurement outcomes 1 and 0 for ancillary qubit respectively.

F. Extracting heat from ultra cold reservoirs with a D-dimensional working substance

Results in II place no restriction on the dimension of the working system. We consider replacing the working qubit with a higher-dimensional system and show that this can further boost the heat extracting ability of the working system of the ICO fridge within the ultracold temperature region (see section II H for more details about how to quantitatively determine what range of \( r \) is corresponding to low temperature region).

The thermal state for a D-dimensional quantum system is:

\[ T_D = \frac{1}{Z_T}\sum_{i=0}^{D-1} e^{-\beta r}\Delta_i|i\rangle\langle i|, \]

where \( \Delta_i \) is the eigenenergy in eigenstate \( |i\rangle \). Without losing any generality, we set \( \Delta_0 = 0 \). Then the Hamiltonian of the quDit system becomes \( H_D = \sum_{i=1}^{D-1} \Delta_i|i\rangle\langle i| \).

For simplicity, we consider the case when \( D - 1 \) excited state are degenerated. That is \( \Delta_i = \Delta \) for all \( i \neq 0 \). Now the Hamiltonian of the quDit system is given as

\[ H_D = \sum_{i=1}^{D-1} \Delta|i\rangle\langle i|, \]

so the probability of attaining heating branches is

\[ p_H^D = \frac{N-1}{N}\{1 - \frac{1 + (D - 1)r^3}{1 + (D - 1)r^3}\} \]

\[ = \frac{N-1}{N}\{\frac{(D - 2)(D - 1)D\beta^3 + 3(D - 1)^2\beta^2}{1 + (D - 1)r^3}\} \]

\[ + \frac{3(D - 1)\beta^2 + 3(D - 1)^2\beta}{1 + (D - 1)r^3}. \]

If \( r \) is close to 0, we have

\[ p_H^D \approx \frac{3(N-1)}{N}\{D - 1\}r. \]

Compared with the case for qubit working system within the low temperature region \( (r \to 0) \), the probability of using degenerated quDit working system with \( N \) channel increases as \( p_H^D \approx 3(D - 1)^{N-1} \). We also find that given an arbitrary \( r \) that is not equal to 0, there is always a positive integer \( M \), stratifying \( D \geq M \), can makes \( p_H \approx \frac{N-1}{N} \). This indicates that the upper bound of the probability of attaining heating branches is 1 for ICO fridge with \( N \) channels. For the weighted energy change,

\[ \Delta E^h_D = p_H^D[\text{Tr}(p_hH_D) - \text{Tr}(T_DH_D)] \]

\[ = \frac{(1 - r^2)r}{1 + (D - 1)r^3}\{\frac{N-1}{N}\{D - 1\}\Delta \}. \]

If \( r \to 0 \), we have \( \Delta E^h_D = -\Delta E^c_D \approx \frac{(N-1)(D-1)r\Delta}{N} \approx \frac{1}{4}\rho_H^D\Delta \). This result suggests that within the low temperature regime \( (r \to 0) \), the weighted energy change is increased by a factor of \( 2(D - 1)^{N-1} \) compared to the 2 reservoirs qubit working system ICO fridge when we make use of \( N \) reservoirs and a D-dimensional quantum systems.

G. Working cycle for refrigerator with indefinite causal order

Before comparing the performances of ICO fridge with different N-SWITCH, let’s first briefly go through the refrigeration cycle of the ICO fridge (see Fig8 for the case of 4 reservoirs) in the Maxwell-demon-like scenario as we described in the first section: The demon Alice prepares an entangled control-target state by thermalising the working system with \( N \) reservoirs sharing the same temperature in a superposition of \( N \) cyclic orders assisted by the control system. Then Alice measures the control system, if the result is \( |c_0\rangle = \frac{1}{N}\sum_{k=0}^{N-1}|k\rangle \), which means it is the cooling branch, then Bob thermalises the working system (classically) with one of \( N \) cold reservoirs, followed by the classical thermalisation of all the cold reservoirs with one another (see the blue lines in Fig8), so all the cold reservoirs including the working system end up to be at the same temperature(and share the
Figure 8. Working cycle for the ICO fridge. In step (1) Alice thermalises the working system with $N$ reservoirs sharing the same temperature ($N = 4$ in the figure) in a superposition of $N$ cyclic orders assisted by the control system. Then in step (2), she measures the control system in a suitable coherent basis, depending on whether the measurement result is $|e_0\rangle = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} |k\rangle$. Bob goes to step (3) or (3'). For step (3) (see blue lines), Bob thermalises the cooled down working system with one of the $N$ cold reservoirs classically followed by the classical thermalisation of all the cold reservoirs with one another. At the end all the cold reservoirs and working system share the same lower temperature and thermal state. But when attaining heating branches (measurement result of the control is not $|e_0\rangle$, Bob goes to step (3')(see red lines). He first needs to thermalise the working system with the hot reservoir classically and then with one of the cold reservoirs followed by classical thermalisation of all the cold reservoirs with one another. Step (3') needs to be repeated till we get the cooling branch, and at the end of each cycle we need to reset the control based on the measurement result and erase the register which is used to store the measurement result of the control. The cold and hot reservoirs can originate from the same superbath with temperature $T$, so in the beginning they share the same temperature, but they get temperature difference when more and more cycles are performed, and at some points the fridge stops operating and can’t further cool down the cold reservoirs (see section II I).

same thermal state). Otherwise, if the measurement result for the control is other than $|e_0\rangle$, Bob should thermalise the working system with the hot reservoir with inverse temperature $\beta_H$ classically, followed by a classical thermalisation between the working system and one of the cold reservoirs and classical thermalisation of all the cold reservoirs with one another (see red lines in Fig[8]). And this process should be repeated until Alice gets $|e_0\rangle$. The $N$ reservoirs and the hot reservoir can be taken from the same superbath with a certain temperature and be placed in thermal isolation at the beginning, and as more and more cooling cycles performed, the hot reservoir gradually heated up while the cold reservoirs become cooler and cooler, but at some point the fridge stops operating (can’t cool down the cold reservoirs any more), see section II I for more details about this part.

H. Performance of the quantum Switch fridge

1. Weighted energy change

To quantify the performance of the ICO fridges with different numbers of reservoirs, besides coefficient of performance defined in [1] which evaluates how efficient the ICO fridge is, another important quantity is the weighted energy change defined as $\Delta E_h = p_H \Delta E_h = -\Delta E_c = -p_c \Delta E_c$ which quantifies on average the amount of heat that can be transferred by the working system per cycle (in analogy to power in standard refrigeration machine). Since $r = e^{-\Delta \beta}$, so to determine what range of $r$ corresponds to low temperature region, we should refer to the specific physical systems (with different $\Delta$). For example, the hyperfine qubit used in trapped ion platform…

Figure 9. Probability of obtaining the cooling branch (y-axis) at different temperatures (x-axis) for different numbers of reservoirs.
To run the ICO fridge in cycle, we need to properly reset the register (and control system). To do so we need a register (memory) to record the measurement result of the control system, and since we assume the control system has a trivial zero Hamiltonian, the energy cost of resetting the control system, and since we assume the control system has a classical instead of a quantum memory, so the Shannon entropy (instead of von Neumann entropy) for the register $\rho_M$ in the projective measurement case (with measurement operators $\{P_k\}$) is

$$S(\rho_M) = - \sum p_k \ln p_k.$$

with $p_k = \text{Tr}[P_k \rho_M]$. In the case of generalised N-SWITCH with $N$ identical thermalising channels, since we have 1 cooling branch and $(N-1)$ identical heating branch, the Shannon entropy of the register is

$$S(\rho_M) = -p_c \ln p_c - (N-1) p_h \ln p_h. \quad (27)$$
Figure 10. How the weighted-energy-changes vary with the number of thermalising channels for the ICO fridge. The blue (orange) lines denote the energy change of the working system when attaining heating (cooling) branch. And the yellow (purple) lines denote weighted energy change \( \tilde{E}_h, \tilde{E}_c \) which illustrates on average how much heat can be extracted by the working system per cycle. As we can see, weighted energy change can be almost doubled when \( N \) is large enough.

Do be careful here, even though we have only 2 different branches, for the case of getting the heating one, we still need to know exactly which state the control system becomes in order to reset it to the initial state \( |\psi\rangle = \frac{1}{N} \sum_{k=0}^{N-1} |k\rangle \) without energy cost (by a unitary operation). So the Shannon entropy is

\[
S(\rho_M') = -p_c \ln p_c - p_H \ln p_H. \tag{28}
\]

when we get \(|1\rangle\) for the measurement of the ancillary qubit, we don’t need to do anything except erasing the 2-dimensional register. But when we get \(|0\rangle\), besides the erasure of the register, since we have no information about the state of control and the probability of getting each heating branch is identical, so we can only describe the state of the control as a fully mixed state with dimension \( 2^m - 1 \). So the von Neumann entropy of the control is

\[
S(\rho_{Con}) = -\text{Tr}[\rho_{Con} \ln \rho_{Con}]
= - \sum_i \frac{1}{2^m - 1} \ln \left( \frac{1}{2^m - 1} \right). \tag{29}
\]

We should see \( S(\rho_M) = S(\rho_M') + p_H S(\rho_{Con}) \). Then the work cost of resetting the register (and the control system when we attain \(|0\rangle\) in the POVM case) when they are coupled with a reservoir with inverse temperature \( \beta_R \) is

\[
\Delta W_E = \frac{1}{\beta_R} S(\rho_M). \tag{30}
\]

for both schemes. But for the POVM case, it provides much more experimental conveniences for the simplified multi-qubit control system case \((N = 2^m)\) as we discussed previously.
Figure 11. How the weighted-energy-changes varies with the dimension of the target system (2 reservoirs). As the figure shown, utilizing a working system with more dimensions enables us to attain global maximal weighted-energy-changes, even in the ultracold temperature regime, but the cost is this fridge can only operate effectively within an very narrow temperature domain.

3. Coefficient of performance

It is an important quantity which illustrates how efficient the ICO fridge can operate. The coefficient of performance (COP) is on average, the amount of heat that can be extracted by the working system from the cold reservoirs per cycle divided by the work cost. When attaining cooling branch, the amount of heat that can be extracted by the working system is $-\Delta E_c - \rho_c (\text{Tr}[T_H H] - \text{Tr}[T_H])$, and when we attain the heating branch, we need to thermalise it with the hot reservoir and then cold reservoirs, the amount of heat transferred from the working system to the cold reservoirs is $\text{Tr}[T_H H] - \text{Tr}[T H]$ ($T_H$ is the thermal state of the hot reservoir). And since the probability of getting cooling branch is $p_c$, so on average we should repeat the cycle $\frac{1}{p_c}$ times which means to attain the cooling branch once, we need to (on average) reset the register for $\frac{1}{p_c}$ times and the amount of heat transferred from the working system to the cold reservoirs is $(\frac{1}{p_c} - 1)(\text{Tr}[T_H H] - \text{Tr}[T H])$. So the coefficient of performance can be written as

$$\frac{-\Delta E_c}{\Delta W_E} - \frac{1}{p_c} \Delta W_E - \frac{(\frac{1}{p_c} - 1)(\text{Tr}[T_H H] - \text{Tr}[T H])}{\Delta W_E},$$

$$\geq -\frac{-\Delta E_c - \rho_c (\text{Tr}[T_H H] - \text{Tr}[T H])}{\Delta W_E},$$

$$= 0.$$
as we can see from the last few lines, when the temperature of the resetting reservoirs $T_H$ is equal to the effective temperature of the working system when attaining heating branch, the ICO fridge stops functioning (we will discuss this in detail next section). And for the optimal case, where $T_H = T$, the COP achieves the highest values, in this sense the term in numerator in the expression of COP is just simply $-\Delta E_c = \Delta \tilde{E}_h$ which is weighted energy change as we discussed above. Just like most of the standard refrigeration machines, an ICO fridge with working system with greater cooling ability (when $N$ is large) bears a lower efficiency as shown in Fig[12]. But we notice that (for a fixed number of reservoirs) by manipulating the dimension of the working system, we can always construct an ICO fridge with the global maximal COP at arbitrary low temperature as you can see in Fig[13].

With the generalised N-SWITCH of $N$ identical thermalising channels and D-dimensional working system, we can construct ICO fridge for wider use. For example, for the low-temperature region, ICO fridge with larger $N$ can cool down the cold reservoirs to some ultracold temperatures with much fewer cycles compared to the 2-reservoir one. And for the low-temperature region, the 2-reservoir ICO fridge also bears low efficiency, in this sense, making use of a working system with a suitable number of dimensions can always give us an ICO fridge with the global maximal efficiency at arbitrary low temperature. But there is always a trade-off between efficiency and cooling ability for the working system for the ICO fridge.

4. Computer simulation to evaluate fridge performance

In this section, we use computer program to simulate the ICO fridges assisted by different N-SWITCH, and show how the temperature of cold reservoirs will change when sufficient number of cooling cycles are performed. With the help of this program, we can clearly see that the ICO fridge with more reservoirs (weighted energy change of its working system is larger) can cool down the cold reservoirs to some given temperatures with much fewer cycles compared to the $N = 2$ one starting at the same temperature. But the ICO fridge with more reservoirs bears lower efficiency even it needs much fewer cycles to cool down the cold reservoirs to some given temperature due to the fact that the cost for erasing the high-dimensional register is high.

We assume the $N$ cold reservoirs and hot reservoir are from the same superbath with thermal state $T$ initially, $n_c(n_H)$ is the total number of particles (qubits) in the $N$ cold reservoirs (hot reservoir). We follow the cooling cycle described in section [1G]: At the beginning, the working system has the same thermal state as the cold reservoirs’ and the energy for the cold reservoirs (hot reservoir) is $E^0_n = n_c Tr(TH)H^0_n = n_H Tr(TH)$. Since we don’t know the probability of getting cooling (or heating branch) before we calculate the trace of the final state of the working system after measurement of the control system, we can first assume that we attain cooling branch and update the state of the working system, then we can determine the probability of attaining cooling branch (see Eqn. [16]). For each cycle, we generate an uniformly distributed random number in the interval $(0, 1)$, when it is larger than $p_c$, it means that we attain heating branch this run, otherwise we stay in the cooling branch.

For cooling branch, in the $i$-th cycle, the total energy of the $N$ cold reservoirs plus the working system is the total energy of these reservoirs in $(i - 1)$-th cycle plus the energy of the working system when attaining cooling branch. So it should be updated as $E^c_{i-1} + Tr|\psi_i|^2 H$. The total energy and thermal state of the hot reservoir remain the same in this branch. Since for simplicity, we have Hamiltonian $H = \Delta |e\rangle\langle e|$ for the thermal qubits, so the $(2,2)$ element of the thermal state times $\Delta$ denotes the energy of each qubit (on average) with such thermal state. Then the $(2,2)$ element of the thermal state sharing by all the qubits in the cold reservoirs and working qubit after the classical thermalisation between the working system and cold reservoirs.

Figure 13. Coefficient of performance (divided by $\Delta g_T$) by using $D$-level quantum working system. For region of arbitrary low temperature, we can always find a working system with a suitable dimension such that the COP of the fridge attains the global maximum.

Figure 14. Flowchart for the ICO fridge simulation.
system and one of $N$ cold reservoirs followed by the classical thermalisation of all the cold reservoirs with one another is $T_c^i(2, 2) = \frac{E_{c}^i}{\Delta(n_c+1)}$. And the last step $E_{c}^i = E_{c}^i - \text{Tr}(T_{H}^i H)$ is to update the total energy of the cold reservoirs without working system after the process.

When attaining one of $(N-1)$ heating branches, the state of the working system should be updated to the one in Eqn. (17). The total energy of hot reservoir plus the working system in the $i$-th cycle is then $E_{H}^{i-1} + \text{Tr}(\rho_{H}^i H)$. The $(2,2)$ element of the thermal state sharing by all the qubits in the hot reservoirs and working qubit after the classical thermalisation between the working system and hot reservoir is $T_H^i(2, 2) = \frac{E_{H}^i}{\Delta(n_H+1)}$.

Step $E_{H}^i = E_{H}^i - \text{Tr}(T_{H}^i H)$ is to update the total energy of the hot reservoir without working system after the process. And the total energy of the cold reservoirs plus the working system after it brings back some heat from the hot reservoir is $E_{c}^{i-1} + \text{Tr}(T_{H}^i H)$. The remaining steps are the same as those in cooling branch. The cooling cycle will be repeated until $m$ cycles are performed.

In order to see obvious temperature change of the cold reservoirs, the number of cycles needed to be performed should be of the similar order of the total number of particles (qubits) in the $N$ cold reservoirs. In Fig. 32 and 34, we set $n_c = n_H = 1000000$ and run the cooling cycle for 2000000 and 1000000 times for the ICO fridge with 2 and 10 cold reservoirs starting from $r_{c} = 0.01$ to be around $r_{c} = 0.0042$, 80% more cycles needed to be performed for ICO fridge with 2 cold reservoirs compared to the one with 10 cold reservoirs. And the ratio of their weighted energy changes is $\frac{\Delta E_{WO}}{\Delta E_{Z}} = 1.8$. This result holds for any starting temperature and attainable final temperature of the cold reservoirs (see Fig. 33 and 35 for cold reservoirs start from $r_{c} = 0.5$). And as the results in section II have suggested, $\frac{\Delta E_{WO}}{\Delta E_{Z}} \approx 2$ for large enough $N$, so the cycles needed to be performed to cool down the cold reservoirs by applying ICO fridge with $N$ (sufficiently large) cold reservoirs to some attainable temperatures is around half of that of ICO fridge with 2 cold reservoirs starting from the same temperature (can compare Fig. 32, 33, 35, 37).

But even though the heat extracting ability of ICO fridge with more cold reservoirs is greater, so fewer cycles are needed to be performed to cool down the cold reservoirs to some attainable temperatures, it bears lower efficiency. For example, the ICO fridges with 2 reservoirs starting from $r_{c} = 0.01$ need around 80% more performed cycles to cool down the cold reservoirs to be around $r_{c} = 0.0042$ compared to the one with 10 cold reservoirs. But for $r_{c} \in (0.0042, 0.1)$, the ratio of work cost per cycle for ICO fridge with 10 and 2 reservoirs is ranging from 2.04 to 3.2 if we assume the registers are all coupled with the resetting reservoir with temperature $T_R$. The higher the temperature of the cold reservoirs, the larger this ratio is. This result explains why the heat extracting ability for the working system in ICO fridge with more cold reservoirs is greater but this fridge bears lower efficiency (smaller coefficient of performance). It should not surprise us since there is always a trade-off between power and efficiency for most of the thermal machines.

I. Lowest temperature cold reservoirs achievable with ICO fridge

The authors of [11] provides a “positive refrigeration condition” for the ICO fridge, that is when the temperature of the hot reservoirs $T_H$ is equal to the effective temperature of the working system when attaining heating branch, the ICO fridge can’t further cool down the cold reservoirs. Refer to situation discussed in Fig. 8 the hot reservoir and all $N$ cold reservoirs are from the same superbath with a fixed temperature $T$, and initially we should let all of the reservoirs be thermally isolated from each other. As more and more cycles are performed, the cold reservoirs keep exchanging heat with the hot reservoir assisted by the ICO fridge. Even though $n_{c}$ (number of particles in all the cold reservoirs) and $n_{H}$ (number of particles in the hot reservoir) all tend to be infinity in thermodynamic limit, it is still reasonable to assume $\frac{\Delta n}{n_{c}} = k$ (a positive constant). In this sense, we can derive the lowest temperature that the cold reservoirs can achieve with ICO fridge starting from a certain temperature, and it depends only on $k$ and the starting temperature as we will see.

Assume the maximum amount of heat that can be transferred from the cold reservoirs to the hot one is $Q_{max}$, $T'$ is the thermal state of the qubit from the cold reservoirs at the lowest achievable temperature and $\rho_{h}'$ is the normalised thermal state of the working qubit (initially in $T'$) after thermalising with the $N$ cold reservoirs in an ICO and attain one of the $(N-1)$ heating branch. And we know from the results of section II that by applying the generalised N-SWITCH in cyclic orders, all the normalised thermal state of working qubit in heating branch is $N$ independent.

We know that when $\rho_{h}' = T_H$ the fridge stop working in refrigeration mode. So we have $E_{cold}^{f} = n_c \text{Tr}[T'H] - Q_{max} = n_c \text{Tr}[T'H]$ and $E_{H}^{f} = n_H \text{Tr}[TH] + Q_{max} = n_H \text{Tr}[\rho_{h}'H]$, then we can write

![Figure 15. Work cost(divided by $k_B T_R)$ per cycle for erasing the registers with different dimensions for ICO fridges with different numbers of cyclic orders. Suppose we couple the registers with the reservoir with temperature $T_R$ for erasure.](image-url)
Figure 16. Condition when the fridge stops operating. After the working system thermalised by the cold reservoirs in an indefinite causal order and we attain one of \( N - 1 \) heating branch, if the thermal state of the working system at this point is the same as the one of the hot reservoir, the working system can’t further release heat to the hot reservoir such that can’t further cool down the cold ones.

\[
nc \left[ \frac{r}{1 + r} \right] - n' \left[ \frac{2r' + 1}{3(r' + 1)} \right] = nH \left[ \frac{r}{1 + r} \right],
\]

and we can get the relation between \( r \) and \( r' \)

\[
r' = \frac{k - (2k + 3)r}{kr - 3 - 2k}.
\]

where \( k = \frac{nH}{n_c} \). As we can see in Fig. 17 when \( k \) is small, the ICO fridge can hardly cool down the reservoirs, Fig. 39 gives an example for \( k = 0.1 \) with cold reservoirs starting from \( r_c = 0.1 \). But when \( k \) is getting larger and larger, the highest initial temperature which allows the ICO fridge to cool down the reservoirs to be sufficiently close to absolute zero is becoming higher and higher, but there is still a upper bound of it (around \( r = 0.5 \)) which suggests that the lowest achievable temperature is lower-bounded by some values larger than absolute zero for reservoirs start at \( r_c > 0.5 \) no matter how large \( k \) is. Fig. 58 gives an example for \( k = 1000000 \) with cold reservoirs starting from \( r_c = 0.8 \), as we can see, even though around 10 times cycles are performed, the smallest \( r_c \) can be attained is around 0.5 and the cold reservoirs can’t be further cooled down which agrees with the predictions we make in this section (Fig. 13). Take the hyperfine working qubit with \( \Delta \approx 1.99 \times 10^{-24} J \) in trapped ion platform as an example, when cold reservoirs start from \( r_c = 0.999603 \) (the corresponding effective temperature is \( T_c \approx 288.33K \)), the lowest achievable temperature for the cold reservoirs by making use of ICO fridge is \( T_c \approx 120.10K \). As the results in this section suggest, for cold reservoirs start from \( r_c \lesssim 0.5 \), the lower bound for the lowest attainable temperature is absolute zero. For the hyperfine qubit working system, when \( r_c = 0.5, T_c \approx 0.21 \sim 0.69K \), but for Rydberg atom working system, the effective temperature is around \( 8.4 \times 10^4 K \) when \( r_c = 0.5 \). So physical implementation using Rydberg atom exhibits much greater advantage in this sense, since ICO fridge utilising this working system can cool down the cold reservoirs starting from some very high temperatures to temperature which is arbitrarily close to absolute zero in principle.

The results in this section place a bound on the lowest achievable temperature for the cold reservoirs starting at some fixed temperatures by utilizing the ICO fridge, and it is \( N \)-independent but it is related to the ratio of the numbers of particles in hot and the \( N \) cold reservoirs and the starting temperature of the cold reservoirs.
Figure 19. Controlled-SWAPs of thermal qubits. Similarly, most of the steps of this quantum cooling scheme are the same as the one in Fig.8. But in step (1) Alice swaps the working qubit coherently with one of $N$ reservoir qubits ($N = 4$ in this figure), each of them is randomly taken from the one of $N$ cold reservoirs with the same temperature. When attaining cooling branches, $N + 1$ qubits (one target qubit and $N$ reservoir qubits) are all cooled down, even though the reservoir qubits have different margin state compared to the target qubit except when $N = 2$, they can still serve as cooling resources. In step (3), Bob thermalises all the cooled down qubits with one of the $N$ cold reservoirs classically followed by the classical thermalisation of all the cold reservoirs with one another. At the end all the cold reservoirs and working mediums (including the $N$ reservoir qubits) share the same lower temperature and thermal state. Actually the amount of heat that can be reduced by the working mediums for the cold reservoirs is the same if Bob thermalises the qubits with the cold reservoir one after another, see Appendix E 1). But if heating branch is attained, Bob needs to thermalise all the working qubits with the hot reservoir classically and then with one of the cold reservoirs followed by classical thermalisation of all the cold reservoirs with one another. All the other steps are the same as those in 8.

III. CONTROLLED-SWAPS CIRCUIT PROTOCOL WITHOUT ICO

A. Quantum-controlled thermalising channels

In [1], the author introduces a unitary quantum circuit acting on the control and target systems, as well as the thermal reservoir qubits, which can produce the same final marginal state for the working system as the Quantum SWITCH of two thermalising channels. In this section, we generalise the framework to $N$ reservoirs with the same temperature and show that this quantum cooling scheme outperforms the quantum switch scheme (where we don’t have access to the reservoir qubits which are quantum correlated with the target system) for all temperatures and $N$. We go on to present an alternative unitary circuit in which causal indefiniteness plays no role, and show that this produces the same control-target-reservoir state as the circuit with ICO, while bearing much lower complexity.

At first we should take the quantum-controlled interactions between the working qubit and the reservoirs via a unitary $U_{R_i}$ depending on the state of the control system. We consider a composite reservoir comprising $N$ subsystems in a product state $\rho_R = \bigotimes_{i=0}^{N-1} \rho_{R_i}$. The whole system including the control system is also in a product state initially $\rho = \rho_R \otimes \rho_C \otimes \rho_{1}$. The interaction between the reservoirs and the working system controlled by the control degree of freedom is then

\[
U = U_{R_0} \otimes I_{R_1} \otimes \cdots \otimes I_{R_{N-1}} \otimes |0\rangle\langle 0|_C \\
+ I_{R_0} \otimes \cdots \otimes U_{R_{N-1}} \otimes |k\rangle\langle k|_C + \cdots \\
+ I_{R_0} \otimes \cdots \otimes U_{R_{N-1}} \otimes |N-1\rangle\langle N-1|_C ,
\]

this is the quantum-controlled interaction between the working system and the reservoir $R_i$ via a unitary $U_{R_i}$ depending on the state of the control system.

The scheme of quantum-controlled thermalisation introduced in [11] is sensitive to the full process on the Kraus decomposition of the individual thermalising channel, but we notice that the swapping operation described in [11] is a particular target-reservoir interaction leading to a specific Kraus representation of the thermalising channel, and it obviously satisfies $Tr_{R_i}\{U_{R_i}\rho R_{i}U_{R_i}^\dagger\} = \rho_i^\beta$ (the working system can be fully thermalised by the reservoir and attains the same thermal state as the reservoir’s with effective inverse temperature $\beta_i$).
And this unitary can be expressed as
\[ U_{R,t} = \sum_{k,l} |k\rangle\langle l| |l\rangle_{R,t} |k\rangle_{R_t}, \] (33)
with the corresponding Kraus operators \( M_{kl} = |l\rangle_{t} \langle k| \). And for the qubit working system case it is just the SWAP gate for the interacting two parties.

### B. Quantum-controlled-SWAPs of thermal qubits

In our case since all the reservoirs (plus the working system) are at the same temperature initially, so we have \( \rho_{R} = \sum_{i} c_{i}^{R} |i\rangle \langle i| \), \( \rho_{T} = \frac{1}{N} \sum_{i} |i\rangle \langle i| \). Taking the initial state of the control to be \( |e_{0}\rangle = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} |k\rangle \), we have the final state (including the qubits from reservoirs) when attaining cooling branch
\[
\langle e_{0}| U \rho U^\dagger |e_{0}\rangle = \frac{1}{N^2} \sum_{i=0}^{N-1} U_{R,i} \rho U_{R,i}^\dagger + \sum_{i=0}^{N-1} U_{R,i} \rho U_{R,i} \sum_{i' \neq i} U_{R,i'}^\dagger. \] (34)

To take a closer look at the unitary evolution (swapping) of the control-target-reservoirs (qubits) system, we need to first purify the same thermal state shared by the working system and reservoir qubits initially
\[
|T^B\rangle = \sum_{a_{i}=0}^{0} \sqrt{p_{a_{i}}} |a_{i}, a_{i}\rangle, \] (35)
where \( p_{a_{i}} = \frac{1}{\sqrt{a_{i}}} \) or \( \frac{1}{\sqrt{a_{i}}} \) and \( i \) denotes from which reservoir the qubit is from (0 denotes the working qubit). So the initial target-reservoirs (qubits) system (including the purification ancilla qubits) is
\[
|T^B_{0}\rangle = \sum_{a_{0},a_{1}::a_{N}} \sqrt{p_{a_{0}}p_{a_{1}}\cdot\cdot\cdot p_{a_{N}}} |a_{0}a_{0}\cdot\cdot\cdot a_{N}a_{N}\rangle.
\]
we can define \( U_{SW}^{k} \) as
\[
U_{SW}^{k} |a_{0}a_{0}\cdot\cdot\cdot a_{N}a_{N}\rangle = |a_{k}a_{0}\cdot\cdot\cdot a_{0}a_{k}\cdot\cdot\cdot a_{N}a_{N}\rangle,
\]
so the control-target-reservoirs (qubits) system evolves unitarily as
\[
|e_{0}\rangle \otimes |T^B_{0}\rangle \rightarrow |T^B_{f}\rangle = \frac{1}{\sqrt{N}} \sum_{a_{N}} \sqrt{p_{a_{0}}p_{a_{1}}\cdot\cdot\cdot p_{a_{N}}} \sum_{k=0}^{N-1} |k\rangle \otimes U_{SW}^{k} |a_{0}a_{0}\cdot\cdot\cdot a_{N}a_{N}\rangle.
\] (36)
we then have
\[
\langle e_{0}| Tr_{anc,R_{1}\cdot\cdot\cdot R_{N}} |T^B_{f}\rangle \langle T^B_{f}| |e_{0}\rangle = \frac{1}{N} (T + (N-1)T^3). \] (37)
as the final local Gibbs state (before normalization and it is the same as the one produced by the N-SWITCH ICO fridge) of the working system when attaining cooling branch. And

Figure 20. Thermalising all the cooled down qubits at once with the cold reservoirs is thermodynamical equivalent to thermalise them one after another in quantum cooling task. The amount of heat that can be reduced by the working mediums for the cold reservoirs when attaining cooling branch is the same, no matter Bob thermalises all the qubits at once or one after another with the cold reservoir in step (3) of Fig.19 because thermalisation of one of \( N+1 \) quantum correlated working mediums in quantum-controlled-SWAPs scheme with reservoir (with thermal state \( T \)) is a local-Gibbs-state-preserving process for the remaining correlated subsystems, see Appendix E1.

the reservoir qubits share the same local Gibbs state (before normalization)
\[
\rho_\beta = \frac{(N-1)(N-2)(r^3+1)+N(r+1)^3}{N^2(r+1)^3} T + 2\frac{2(N-1)}{N^2} T^3. \] (38)
see Appendix E for more details about the derivation of this part. Similarly, by following the general measurement strategy in Appendix E we can see that the working qubit has the same final local Gibbs state \( \frac{1}{N} (T - T^3) \) when we attain one of the \( N - 1 \) identical heating branches (measurement result of the control is other than \( |e_{0}\rangle \)).

When attaining the cooling branch (see Fig.19, Bob thermalises the working qubit with the cold reservoirs, and Alice passes the reservoir qubits to Bob one after another and let Bob thermalise them with the cold reservoirs. At each step, the target (or reservoir) qubit discards from the quantum correlated \( N + 1 \) qubits system, and the local Gibbs states of the remaining qubits remains the same as in Eqn.(38). Or Alice can give Bob all the cooled down qubits and let him thermalise the \( N + 1 \) working qubits with the cold reservoirs at once, the amount of energy decrease in total for the cold reservoirs is the same as the case when Bob thermalises the qubits with the cold reservoirs one after another, this is because the thermalisation of 1 of \( N + 1 \) subsystems of the quantum correlated system is local-Gibbs-state-preserving for the remaining qubits (see Appendix E1 for more discussion about this part).

### C. Advantages of Quantum-controlled-SWAPs circuit-based fridge

As we can see in Fig.23, when \( N \) goes up, the heat that can be extracted by each reservoir qubit when we attain cooling branch decreases (the special case is \( N = 2 \) when all the reservoir qubits share the same local Gibbs state as working system), but on average, the amount of heat that can be extracted by all the qubits (target qubit and all the reservoir
Figure 21. Controlled-SWAPs circuit without ICO. As we can compare with Fig.22, the circuit complexity is much lower than the one with indefinite causal order, but it produces the same cooling resources for quantum cooling in the quantum-controlled-SWAPs scheme.

Figure 22. Controlled-SWAPs circuit with ICO for the multi-qubit control system.

qubits) increases greatly. Similar to the case of ICO fridge (the only working medium is the target qubit), there is an upper bound for the total amount of heat that can be extracted on average, which makes sense since the heat that can be extracted by each reservoir qubit decreases rapidly when attaining cooling branch as \( N \) increases. And as we can calculate, when attaining cooling branch

\[
N(\text{Tr}[\frac{\rho_R}{\text{Tr}(\rho_R)} H] - \text{Tr}[T H]) = 2(\text{Tr}[\rho, H] - \text{Tr}[T H]).
\]  

(39)

where \( \rho_c \) is the final local Gibbs state of target system after normalization when attaining cooling branch. In summary, as we can compare from Fig.23 and Fig.10, the weighted energy change and COP (for the ideal case when \( T_c = T_H \)) for the fridge based on quantum-controlled-SWAPs circuit is tripled in general compared to those of the ICO fridge with N-SWITCH while target qubit is the only working medium.

Moreover, an very obvious advantage of this quantum refrigerator compared to the ICO one is its low circuit complexity. Actually by applying the controlled-SWAPs circuit with superposition of cyclic causal orders in Fig.22 we can get the same final state (for the whole control-target-reservoirs (qubits) system, not just the local Gibbs state for the target system) as the one without ICO. So the fridges based on these 2 circuits have the same performance when the reservoir qubits are utilised. But the circuit complexity of the one without ICO is way lower than the one with ICO especially when \( N \) is large, the gates needed for the one without ICO is \( \frac{1}{N} \) of the controlled-SWAPs circuit with ICO.

Similar to the exchange between the authors of [3, 20], reasonable comments can be made for the results we showed in previous section suggesting that ICO fridge assisted by generalised N-SWITCH with more alternative causal orders and reservoirs can boost the heat extracting ability of the working system on average. Because for ICO fridges with different numbers of reservoirs, the numbers of thermalising channels applied in sequence for each run of cycle are different, so it is not very clear whether the increase of the amount of heat that can be extracted on average for the cooling task origins from the more complex interference pattern arises from superposition of more causal orders or just simply because the working system thermilises with more reservoirs each run (but in Maxwell-demon-like scenario described in section V, you will see that there are things \( N = 2 \) ICO fridge can’t do no matter how many runs we repeat the cycle but it is attainable by utilising ICO fridges with sufficiently large \( N \)). However, for the quantum-controlled thermalisation in controlled-SWAPs scheme, we can be sure that the enhancement of the heat extracting ability of the work systems arises from the more complex interference pattern instead of interacting with more reservoirs each run because the working qubit interacts with only one reservoir qubit (swaps with one of \( N \) reservoir qubits depending on the state of the control) no matter how many reservoirs with same temperature we have.

Another important thing worth noticing is that even though controlled-SWAPs circuit-based thermalisation process produces the same marginal final target state as the quantum SWITCH of thermalising channels as described in the previous section, the accessible resources are different for these two quantum cooling schemes. As the results in this section suggest, the total quantum correlations generated during the process should be the multi-party ones within the reservoir-target-control system instead of the two-party ones between the composite control-target system. In general, thermalisation can be regarded as thermal randomization which makes use of the randomness of the thermal states in a reservoir (in thermal equilibrium) [31]. For a target state in contact with a reservoir, it will changes gradually after interacting (colliding) with the reservoir, and sufficiently many interactions make it indistinguishable from the thermal state of the reservoir. Similarly, the quantum correlations generated during the quantum-controlled thermalisation (or in an indefinite causal order) process between the cold reservoirs and the control-target system will become untraceable (thermalise away) for the full thermalisation case.
Figure 23. How the weighted energy changes vary with the number of thermalising channels for controlled-SWAPs circuit based fridge without ICO. In the $N = 2$ case the reservoir qubits share the same local Gibbs state as the target system when attaining cooling branch. Even though when $N$ becomes larger and larger, the heat extracting ability of each reservoir qubit decrease, but on average the total heat that can be extracted by all the working mediums per cycle increases greatly. The dash lines in the last plot denote the amount of heat that can be transferred by the target qubit when attaining cooling branch, as we can compare, when we utilise the reservoir qubits, the weighted energy change is even larger than the solely energy change of the target system (can see Fig. 10 for the comparison of these two terms).

In the quantum-controlled-SWAPs scheme, for each run of the cooling cycle, Alice randomly takes one qubit from each cold reservoir, and after the quantum-controlled (or ICO) thermalisation and the follow-up measurement of the control system, all the qubits (working system and those from the reservoirs) are cooled down when we attain cooling branch (even though they don’t share the same local Gibbs state when $N \neq 2$). In this sense, all the qubits can serve as working mediums in the cooling process. At the end of each cycle, Alice puts all the qubits from the reservoirs back and again randomly takes one qubit from each reservoir, then starts a new cycle. This is very different from the case when we prepare more than one working system and run the cycle for all of them simultaneously, because in the latter situation we need the same number of bits in the register (memory) to store the measurement results. But we should notice that the operational requirements are different for the thermalisation scheme of quantum-controlled-SWAPs and the quantum SWITCH of thermalising channels. The controlled-SWAPs one requires precise quantum control over the working and reservoirs qubits, so the reservoir qubits which are quantum correlated with the target system are fully accessible for Alice since she knows exactly which qubit (from each reservoir) the working system interacts with. But for quantum SWITCH of thermalising channels, the final accessible entangled state is just the control-target one.

IV. EXPERIMENTALLY SIMULATABLE QUANTUM COOLING PROTOCOL WITH COHERENTLY-CONTROLLED THERMALISING CHANNELS

Before the discussion about quantum-controlled thermalisation in [4], authors of [3] came up with scenarios where causal indefiniteness plays no role but similar advantages can be achieved in communication with noisy channels (although [20] suggests since in this scheme the target system only passes through one of the noisy channels instead of a sequence of them, so in a more fair comparison, the advantage provided by quantum switch is still the greatest in this kind of tasks). But different from the protocol with in
Figure 24. COP(divided by $\Delta \beta_R$) VS $r_c$ for controlled-SWAPs circuit based fridges without ICO with different numbers of reservoirs for the optimal case when $T_c = T_H$. And it is tripled compared to the fridge assisted by generalised N-SWITCH but only the control-target system is accessible, as we can compared with Fig.16.

Figure 25. thermalsing channel can be decomposed as a fully depolarizing channel followed by an amplitude damping operation as shown.

Figure 26. Quantum cooling via coherently-controlled thermalising channels which is implementation-dependent, transformation matrices are needed for the evaluation of the fridge based on this scheme.

A. Quantum cooling with implementation-dependent coherently-controlled thermalising channels

In order to evaluate the composite control-target-environments state’s unitary evolution in the framework introduced in [3], besides the purification of the initial thermal state of the working system (Eqn. [35]), we also need to purify the thermalising channels via Stinespring dilations. By introducing an environment in an initial state $|\epsilon_{a_i}^{(c)}\rangle$, for the $i$-th thermalising channel with Kraus operators $\{K_{a_i}^{(c)}\}$, the unitary operation acts on the target-environment gives $|\psi_{in}\rangle \otimes |\epsilon_{a_i}^{(c)}\rangle \rightarrow \sum_{a_{c_i}^{(c)}} K_{a_i}^{(c)} |\psi_{in}\rangle \otimes |a_{c_i}^{(c)}\rangle$, where $|a_{c_i}^{(c)}\rangle$ are orthogonal states of the environment used to purify the $i$-th thermalising channel, the states of environments $\langle \epsilon_{a_i}^{(c)} |a_{c_i}^{(c)}\rangle$ for the different thermalising channels are initially uncorrelated. Thus the control system controls the action of the purified unitary extensions of the channels and the initially thermalised target system.

Under the control of the control system, the composite purified control-target-environments state evolves to

$$
|0\rangle \rightarrow \frac{1}{\sqrt{1 + e^{-\beta \Delta}}} |0\rangle
$$

$$
|1\rangle \rightarrow \frac{\sqrt{e^{-\beta \Delta}}}{\sqrt{1 + e^{-\beta \Delta}}} |1\rangle
$$
after tracing out all the environments including the ancillary system used to purify the thermal state of target system, the final control-target state $\rho_{\text{out}}^{c\text{t}}$ is then

$$\rho_{\text{out}}^{c\text{t}} = \frac{1}{N} [T_{d\times d} \otimes N^T (\rho_{\text{in}}^c) + \sum_{k=0}^{N-1} \sum_{a \neq k} |k\rangle \langle k'| \otimes M_k \rho_{\text{in}}^c M_k^\dagger]. \quad (41)$$

where $M_k = \sum_{a_k} \langle \epsilon_{a_k} | a_k \rangle K_{a_k}^k$ is the transformation matrix for $k$-th thermalising channel with a specific implementation\(\text{(we use M instead of T to denote transformation matrix because we already assigned T as thermal state)}.\). But not all transformation matrices are obtainable from some implementations of thermalising channel $N^T$, the constraint is

$$M_{N^T} = \{ M : Tr(M^I N^T M) \leq \frac{1}{2} \}$$

for the $d$-dimensional thermalising channel $N^T$ (can refer to Appendix A of [3]). We focus on the $2$-dimensional thermalizing channel (qubit working system) for the discussion of this part.

**B. Implementation of thermalising channel and the performance of the superposed refrigerator**

The implementation of a thermalising channel can be decomposed as a fully depolarizing channel followed by an amplitude damping channel with some specific parameters (depend of the thermal state of the thermalizing channel). With the amplitude damping operation defined as $A = \sqrt{T} = \sqrt{\frac{1}{1 + e^{-\Delta \beta}}} |0\rangle \langle 0| + \sqrt{\frac{e^{-\Delta \beta}}{1 + e^{-\Delta \beta}}} |1\rangle \langle 1|$ in our case.

In this sense, for the thermalising channel with a fixed effective temperature $T$, the implementation of $N^T$ depends on how we realise the fully depolarizing channel. If we employ the uniform randomization over $4$ (qubit case) unitary channels strategy, we get sets of Kraus operators for each thermalising channel $\{ K_{a_1} = \frac{1}{\sqrt{2}} A U_{a_1} \}_{a_1}$. Especially, when we take $K_{0} = \frac{1}{\sqrt{2}} A I$ for all $N$ identical channels and the initial environment states to be $|\epsilon_{a_0} \rangle^{\epsilon_{a_0}} = |\epsilon_{a_1} \rangle^{\epsilon_{a_1}} = \cdots = |\epsilon_{a_{N-1}} \rangle^{\epsilon_{a_{N-1}}} = |0\rangle$. By following the general measurement strategy in Appendix[C] we can always construct a measurement basis such that there is only $1$ cooling branch with the target system being in state:

$$\rho_c = \frac{1}{4} \left[ T + (N - 1) A \rho A^\dagger \right], \quad (42)$$

with $p_c = \frac{1}{N} \text{Tr}[T + (N - 1) A \rho A^\dagger]$, after the control system is measured and $(N - 1)$ identical heating branches with the target system to being in state:

$$\rho_h = \frac{1}{N} \text{Tr}[T - A \rho A^\dagger], \quad (43)$$

with $p_h = \frac{1}{N} \text{Tr}[T - A \rho A^\dagger]$, after the control system is measured. So

$$p_H = (N - 1)p_h = \frac{N - 1}{N} \text{Tr}[T - A \rho A^\dagger]. \quad (44)$$

The coherent-controlled thermalisation can also be regarded as a supermap of the vacuum-extended channels [32] (corresponding to a particular implementation of thermalising channel).

By decomposing thermalising channel as $N^T = A(\rho + X \rho X + Y \rho Y + Z \rho Z) A^\dagger$ and if one has access to the vacuum extensions with Kraus operator $\hat{A}_0 = \frac{1}{\sqrt{2}} AI \oplus 1$, $\hat{A}_1 = \frac{1}{\sqrt{2}} AX \oplus 1$, $\hat{A}_2 = \frac{1}{\sqrt{2}} AY \oplus i$, $\hat{A}_3 = \frac{1}{\sqrt{2}} AZ \oplus i$, the same results above can be reproduced (see section about ‘Perfect communication through asymptotically many paths’ in [32]).

With target system initially set to be at the same thermal state as the reservoirs’ and construct a quantum fridge based on this scheme, we can see the weighted energy changes of the fridge with thermalisation in superposing trajectories vary in a similar fashion as the ICO fridge when the number of thermalising channels increases (as you can compare Fig.27 and Fig.10). But the COP of the fridge with thermalisation in superposing trajectories is around $30\%$ higher than the ICO fridge’s in general.

Moreover, since when $\rho_h = T_H$ the fridge stop working in refrigeration mode. So we have $E^f_{\text{cold}} = n_c \text{Tr}[T^H - Q_{\text{max}}] = n_c \text{Tr}[T^H]$ and $E^f_{\text{H}} = n_H \text{Tr}[T_H] + Q_{\text{max}} = n_H \text{Tr}[\rho H]$, then we can write

$$n_c \frac{r}{(1 + r)} - n_H \frac{r'}{(1 + r')} = n_H \frac{1}{2} - \frac{r}{(1 + r)},$$

for the fridge with thermalisation in superposing trajectories
and we can get the relation between $r$ and $r'$ which is different from the one of ICO fridge

$$r' = \frac{k - (k + 2)r}{kr - 2 - k}$$

(45)

where $k = \frac{nH}{nC}$. As we can see in Fig.28, when the size of the hot reservoir is sufficiently large compared to the composite cold reservoirs, the lower bound for the lowest temperature can be achieved by the cold reservoirs is always absolute zero no matter what temperature the cold reservoirs start from, which is completely different from the ICO fridge.

V. MAXWELL-DEMON-LIKE SCENARIO WITH THERMALISATION IN A SUPERPOSITION OF QUANTUM TRAJECTORIES

Different from the previous section when we focus on the heat exchange between the cold and hot reservoirs, in this section let’s aim at the Maxwell-demon-like scenario for a sample of $k$ particles ($k \ll \text{number of particles in the reservoirs}$, so the change of energy and thermal state of the reservoirs can be regarded as negligible during the whole process) which initially share the same temperature as the reservoirs’ assisted by thermalisation in superposition of quantum trajectories.

As Fig.28 shown, the demon Alice can thermalise all the particles in sample A in a superposition of $N$ quantum trajectories (indefinite orderly or in superposing trajectories). In this sense, she can prepare $N$ pairs of entangled control-target states, in the schemes (N-SWITCH with cyclic orders or $N$ parallel trajectories) we discussed previously, the follow-up
VI. CONCLUSIONS AND OUTLOOK

In this work, we show that ICO fridge assisted by the generalised N-SWITCH with N cyclic causal orders can boost the heat extracting ability of the working system, and by manipulating the dimension of the working system we can always attain global maximum COP for cold reservoirs at arbitrary low temperature. Although in the section about Maxwell-demon-like scenario we give examples of what tasks are unaccomplishable for the $N=2$ case but are achievable with sufficiently large $N$, an unavoidable question about the cooling task with ICO fridge is how we can be sure that the enhancement of the heat extracting ability is from the more complex interference pattern arises from superposition of more alter-
native orders instead of working system thermalises with more reservoirs each run.

We show that in the controlled-SWAPs scheme first described in [1], there exists protocol where ICO plays no role can produce the same cooling resources as the one assisted by the generalised N-SWITCH with N cyclic orders for arbitrary N. And for this protocol, we can clearly see that enhancement of the heat extracting ability in the cooling task originates from the more complex interference patterns of thermalisation in superposition of more quantum trajectories instead of more performed thermalisations for the working system each run when N scales up. Quantum controlled-SWAPs operation gives rise to a particular implementation of thermalising channel, and actually it is a quantum coherently-controlled entangling gate between different thermal qubits. The accessibility of the reservoir qubits provides us with much greater advantages in cooling task since the reservoirs qubits are also cooled down when we attaining cooling branch. And as Fig.23 shown, the heat extracting ability of each reservoir qubit decreases when N scales up, and the total amount of heat that can be transferred by all the qubits(working system and N reservoirs qubits) has a upper-bound when attaining cooling branch. This implies that the amount of total quantum correlations that can be generated between the thermal qubits via operation like thermalisation in superposition of quantum trajectories is limited. And The circuit complexity of the scheme without ICO is much lower so it is more accessible for the implementation of this type of quantum fridge with greater cooling power compared to the N = 2 case. We also hope that the simulatable quantum cooling protocol without ICO will encourage the search of quantum fridge assisted by thermalisation in superposition of quantum trajectories with even better performance but lower circuit complexity.

Our results in this work focus on the ideal case of full thermalisation, and we notice that there is a recent paper [4] which models thermalising channel as sequential collisions between the working system and the reservoirs, making the evaluation of the partial and pre-thermalisation processes possible. It is more realistic to analyse quantum working system which is far from equilibrium interacting with some reservoirs for a finite time. Within this framework, the comparison between the performances of the ICO fridges with different number of reservoirs(different numbers of cyclic causal orders) and dimensions of working system will be more objective. And this may also shed the light on the construction of a more practical quantum refrigerator assisted by thermalisation in superposition of quantum trajectories. We leave this exploration for future work.
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Appendix A: Deriving interference terms produced by the quantum N-SWITCH of N identical thermalising channels in N cyclic orders

Here we give a proof of why all the off-diagonal terms in the final entangled state of the control and target systems are just \( T \rho T \) following the strategy we demonstrated above:

\[
\frac{1}{d^N} \sum_{a_1 \cdots a_N} A U_{a_{i+1}} \cdots A U_{a_j} A^\dagger \cdots U_{a_j} A^\dagger = T \rho T. \tag{A1}
\]

Suppose \( j = i + k \) and \( i + s = N \), with \( k \geq 2 \) (for the case \( k = 1 \), it is easy to derive, and for the cases with \( k \leq 1 \) we can get the results by simply take the hermitian adjoint of those cases with \( k \geq 1 \)). For convenient, denote \( V_x = A U_x \), since \( \sum_x V_x^\dagger V_x = d \times I \).

\[
\frac{1}{d^N} \sum_{a_1 \cdots a_N} V_{a_{i+1}} \cdots V_{a_i} V_a \rho V_{a_{i+k}} V_{a_{i+k}} \cdots V_{a_i} V_{a_{i+1}} V_{a_j} \cdots V_{a_{i+k}} V_{a_{i+k+2}} \cdots V_{a_j} V_{a_{i+1}} = 1
\]

\[
\frac{1}{d^N-1} \sum_{a_1 \cdots a_{i+1} \cdots a_N} A \rho V_{a_{i+k}} \cdots U_{a_{i+1}} V_{a_{i+1}} V_{a_{i+2}} \cdots V_{a_{i+k}} \cdots V_{a_i} V_{a_{i+1}} V_{a_{i+2}} \cdots V_{a_{i+k}} = T \rho T = \sum_{i=0}^{D-1} \rho \Delta_i |i\rangle \langle i|,
\]

\[
= T \rho T.
\]

The first equality is attained by application of the depolarizing channel once and for the second equality we make use of the the fact that the operators \( U_i \) form an orthonormal basis for the set of \( d \times d \) matrices, i.e \( \sum_i \text{Tr}[U_i M U_i^\dagger] = \sum_i \text{Tr}[M U_i^\dagger] U_i = M \) where \( M \) is an arbitrary \( d \times d \) matrix. And we get the third equality by applying depolarizing channel by \( (N - k - 1) \) times. For the fourth equality, the fact \( \sum_x V_x^\dagger V_x = d \times I \) helps.

Appendix B: D-dimensional working system can further boost the heat extracting ability of ICO fridge within the low temperature region

Here we consider a \( D \)-dimensional working system while the control system is initialised in \( |+\rangle \langle +| \). The thermal state for the \( D \)-dimensional working system is

\[
T_D = \frac{1}{Z_{TD}} \sum_{i=0}^{D-1} e^{-\beta \Delta_i} |i\rangle \langle i|,
\]

where \( \Delta_i \) is the eigenenergy corresponding to eigenstate \( |i\rangle \). Without losing generality, we set \( \Delta_0 = 0 \). Then the Hamiltonian of the quDit system becomes \( H_D = \sum_{i=1}^{D-1} \Delta_i |i\rangle \langle i| \).

The quantum state for the working system after ICO process is given as

\[
T_D - T_D^3 = \sum_{i=0}^{D-1} \left( \frac{1}{Z_{TD}} e^{-\beta \Delta_i} - \frac{1}{Z_{TD}^3} e^{-3\beta \Delta_i} \right) |i\rangle \langle i|,
\]

The probability of attaining heating branch is

\[
p_h^D = \frac{1}{2} \text{Tr}(T_D - T_D^3) = \frac{1}{2} \sum_{i=0}^{D-1} \left( \frac{r_i}{Z_{TD}} - \frac{r_i^3}{Z_{TD}^3} \right)
\]

where \( r_i = e^{-\beta \Delta_i} = e^{-\Delta_i/T} \). Given a multi-level particle at temperature \( T \), the partition function \( Z_{TD} \) is a constant. We define

\[
g(r_i) = \frac{r_i}{Z_{TD}} - \frac{r_i^3}{Z_{TD}^3},
\]
which is a cubic function with the variable $r_i$. The derivative of $g(r_i)$ is $g^{(1)}(r_i) = \frac{1}{Z_T D} - \frac{3r_i^2}{(r_i^2 + 1)^2}$. It is not hard to check that $g^{(1)}(r_i) > 0$ if and only if $r_i < -\frac{Z_T D}{\sqrt{3}}$. Since $1 > r_i > 0$, $g(r_i)$ is a monotonically increasing function for $0 < r_i < -\frac{Z_T D}{\sqrt{3}}$. In the ultra-cold temperature region, we have $r_i \ll 1 < Z_T D$, so $g(r_i)$ is still a monotonically increasing function.

We can define $r_0 = 1$ and $r_0 \geq r_1 \geq r_2 \geq r_3 \geq ... \geq r_i \geq ... \geq r_{D-1}$ ($\Delta_0 \leq \Delta_1 \leq \Delta_2 \leq ... \leq \Delta_{D-1}$). Therefore, $g(r_i) > g(r_{i+1})$ holds for all $i$. If $D - 1$ energy levels are degenerated ($g_i = g_k$ for $i \neq k$), the probability of attaining heating branch is

$$p^D_h(\Delta_k) = \frac{1}{2}(1 - \frac{1 + (D-1)r_i^3}{(1 + (D-1)r_k)^3}), \quad (B5)$$

In general, we have $p^D_h(\Delta_{D-1}) \leq p^D_h \leq p^D_h(\Delta_1)$ within the low temperature region. Obviously we can always find a $D$ such that $p^D_h(\Delta_{D-1})$ is close to $\frac{1}{2}$.

In practical, quantum systems are usually multi-level, the qubit system can be considered as a fraction of multi-level system. The ground state and first excited state of a multi-level quantum system can be used to construct a qubit. So one can calculate

$$p^D_h = \frac{1}{2} \sum_{i=0}^{D-1} \left( \frac{r_i}{\sum_{j=0}^{D-1} r_i} \right) - \frac{r_i^3}{(\sum_{j=0}^{D-1} r_i)^3} \geq p^D_h(\Delta_{D-1}), \quad (B6)$$

$$p^D_h=2 = \frac{1}{2} \sum_{i=0}^{1} \left( \frac{r_i}{\sum_{j=0}^{1} r_i} \right) - \frac{r_i^3}{(\sum_{j=0}^{1} r_i)^3}, \quad (B7)$$

Here we set $r_{D-1} = qr_1$, where $q$ is fixed for a given quantum system and $q \leq 1$. We have

$$p^D_h \geq p^D_h(\Delta_{D-1}) = \frac{1}{2}(1 - \frac{1 + (D-1)q^3r_1^3}{(1 + (D-1)qr_1)^3}), \quad (B8)$$

$$p^D_h=2 = \frac{1}{2}(1 - \frac{1 + r_1^3}{(1 + r_1)^3}), \quad (B9)$$

When $p^D_h$ is larger than $p^D_h=2$, we have $p^D_h(\Delta_{D-1}) > p^D_h=2$. That is

$$\frac{1 + r_1^3}{(1 + r_1)^3} > \frac{1 + (D-1)q^3r_1^3}{(1 + (D-1)qr_1)^3}. \quad (B10)$$

A special case is $(D-1)q \approx 1$, the above equation becomes

$$\frac{1 + r_1^3}{(1 + r_1)^3} > 1 + q^2r_1^3 \quad (B11)$$

which is hold for arbitrary $r_1$. And by Eqn.26 in section II.F we see that within the low temperature region where the D-dimensional working system can still effectively operate, the weighted energy change for heating branch increases as $p^D_h$ increases, such that the heat extracting ability of the ICO fridge can be further boosted within the low temperature region when we make use of a D-dimensional working system.

**Appendix C: Measurement strategy for arbitrary number of thermalising channels**

We now show that, for output states of the desired form (with off-diagonal elements of the form $T\rho T$ only) and for any number of cyclic causal orders being exploited, there exists a measurement on this output state which produces one of $N$ branches: the cooling branch of the form $T + (N - 1)T^3$, and $N - 1$ identical heating branches.

**Theorem 1.** For all $N$ there exists a measurement basis $\{P_{0,c} \otimes I_{2s}, Q_c \otimes I_{2s}\}$ - where $P_{j,c} = |\phi_j\rangle\langle\phi_j|_c$ and $Q_c = \sum_{j=1}^{N-1} P_{j,c}$ are rank-1 and rank-$(N-1)$ projectors respectively acting on the $N$-dimensional Hilbert space $\mathcal{H}_c$ of the control system - such that one of the two possible outcomes of projective measurement of the output state is a heating branch with working system of the form $T - T^3$. 


**Proof of Theorem 1.** The desired output state for \( n \) channels and \( n \) causal orders is

\[
S(\rho_c \otimes T) = I_{N,c} \otimes \frac{T}{N} + (n |\phi_0\rangle\langle\phi_0| - I_{N,c}) \otimes \frac{T^3}{N},
\]

where \(|\phi_0\rangle_c = |\psi\rangle_c = \frac{1}{\sqrt{N}} \sum_i^N |l_i\rangle_c\) for \( i \in [1, N] \) is the state that the control system is initialised in. Now define

\[
|\phi_i\rangle_c = \frac{\sum_{j=1}^N B_{ij} |l_j\rangle_c}{\sqrt{\sum_{j=1}^N B_{ij}^2}}
\]

for \( i \in [1, N-1] \), where \( B_{ij} \) are the elements of the matrix

\[
B = \begin{pmatrix}
1 & -1 & 0 & 0 & 0 & 0 & \cdots & \cdots & 0 \\
1 & 1 & -2 & 0 & 0 & 0 & \cdots & \cdots & 0 \\
1 & 1 & 1 & -3 & 0 & 0 & \cdots & \cdots & 0 \\
1 & 1 & 1 & 1 & -4 & 0 & \cdots & \cdots & 0 \\
1 & 1 & 1 & 1 & 1 & -5 & \cdots & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \cdots & \cdots & \vdots \\
1 & 1 & 1 & \cdots & \cdots & 1 & (3-N) & 0 & 0 \\
1 & 1 & 1 & \cdots & \cdots & 1 & 1 & (2-N) & 0 \\
1 & 1 & 1 & \cdots & \cdots & 1 & 1 & 1 & (1-N)
\end{pmatrix}
\]

It can be seen that the rows of matrix \( B \) are orthogonal and hence \( \{ |\phi_i\rangle_c \} \) for \( i \in [1, N-1] \) are orthonormal. Since \(|\phi_0\rangle_c\) is also orthonormal to these vectors, \( \{ |\phi_i\rangle_c \} \) for \( i \in [0, N-1] \) forms an orthonormal basis. Then upon projective measurement of the output state with respect to \( \{ P_{0,c} \otimes I_{2s}, Q_c \otimes I_{2s} \} \) where \( P_{0,c} = |\phi_0\rangle\langle\phi_0|_c \) and \( Q_c = \sum_{j=1}^{N-1} P_{j,c} \), we obtain

\[
\frac{Q_c S(\rho_c \otimes T) Q_c^\dagger}{\text{tr}(Q_c^\dagger Q_c S(\rho_c \otimes T))} = \frac{1}{N-1} \sum_{j=1}^{N-1} |\phi_j\rangle\langle\phi_j|_c \otimes T - T^3 \text{tr}(T - T^3),
\]

with probability \( p_- = \text{tr}(Q_c^\dagger Q_c S(\rho_c \otimes T)) = \frac{N-1}{N} \text{tr} [T - T^3] \), and

\[
\frac{P_{0,c} S(\rho_c \otimes T) P_{0,c}^\dagger}{\text{tr}(P_{0,c}^\dagger P_{0,c} S(\rho_c \otimes T))} = |\phi_0\rangle\langle\phi_0|_c \otimes T + (N-1)T^3 \text{tr}(T + (N-1)T^3),
\]

with probability \( p_+ = \text{tr}(P_{0,c}^\dagger P_{0,c} S(\rho_c \otimes T)) = \frac{1}{N} \text{tr} [T + (N-1)T^3] \).

**Appendix D: Performance of the generalised N-SWITCH fridge with D-dimensional working system**

1. **ICO fridges with different N-SWITCH for qubit working system**
2. For fixed number of reservoirs with a D-dimensional target system
Appendix E: Local Gibbs states of target system and reservoirs qubits when attaining cooling branch in controlled-SWAPs scheme

Following Eqn. [36], we can get the final quantum correlated target-reservoirs (qubits) state after tracing out all the ancillary systems used to purify the initial thermal states when attaining cooling branch

\[
\langle e_0 | Tr_{\text{anc}} [T_f^\beta] \langle T_f^\beta | e_0 \rangle = \frac{1}{N} T^{N+1 \text{terms}} + \frac{1}{N^2} \sum_{a \cdot a_N} p_a \cdots p_{a_N} \sum_{k \neq k'} |a_k \cdots \alpha_{a_k+1} \cdots \rangle \langle a_{k'} \cdots \alpha_{a_{k'}+1} | \cdots \rangle \ . \] (E1)
Figure 36. 100 reservoirs starting at $r_c = 0.01$.

Figure 37. 100 reservoirs starting at $r_c = 0.5$. 
Figure 38. The smallest attainable $r_c$ for the cold reservoirs starting at $r_c = 0.8$. No matter how large the size of the hot reservoir is compared to the cold ones, the cold reservoirs can’t be further cooled down.

Figure 39. When $n_H/n_c$ is relatively small, the ICO fridge can’t effectively cool down the cold reservoirs.
Figure 40. How the probability of getting cooling branch varies with the dimension of the target system (2 reservoirs).

Figure 41. How the probability of getting cooling branch varies with the dimension of the target system (100 reservoirs).
To determine the local Gibbs state of the target system or each reservoir qubit, the key is to evaluate the terms come from off-diagonal terms of $\text{Tr}_{\text{ anc}}[T_f^\beta] \langle T_f^\beta \rangle$. Take $N = 5$ as an example

$$\sum_{a_1 a_2 a_3 a_4 a_5} p_{a_1} p_{a_2} p_{a_3} p_{a_4} p_{a_5} \left( a_1 a_2 a_3 a_4 a_5 \right) \left< a_2 a_1 a_3 a_4 a_5 \right> + a_1 a_2 a_3 a_4 a_5 \left< a_3 a_1 a_2 a_4 a_5 \right> + a_1 a_2 a_3 a_4 a_5 \left< a_2 a_1 a_3 a_4 a_5 \right> + a_1 a_2 a_3 a_4 a_5 \left< a_1 a_2 a_3 a_4 a_5 \right>$$

the terms come for $|0\rangle |1\rangle |0\rangle |2\rangle |0\rangle |3\rangle |0\rangle |4\rangle |1\rangle |2\rangle |1\rangle |3\rangle |1\rangle |4\rangle |2\rangle |3\rangle |2\rangle |4\rangle |3\rangle |4\rangle$ terms in $\text{Tr}_{\text{ anc}}[T_f^\beta] \langle T_f^\beta \rangle$ respectively. The subsystems denoted by the highlighted terms can be discarded from the sum, for example

$$\sum_{a_1 a_2 a_3 a_4 a_5} p_{a_1} p_{a_2} p_{a_3} p_{a_4} p_{a_5} \left| a_1 a_2 a_3 a_4 a_5 \right\rangle \langle a_2 a_1 a_3 a_4 a_5 \rangle = \left( \sum_{a_1 a_2} p_{a_1} p_{a_2} \left| a_1 a_2 \right\rangle \langle a_2 a_1 \right) \otimes T \otimes T \otimes T,$$

So for the local Gibbs state of target system, the contribution of the term

$$\sum_{a_1 a_2 a_3 a_4 a_5} p_{a_1} p_{a_2} p_{a_3} p_{a_4} p_{a_5} \left| a_1 a_2 a_3 a_4 a_5 \right\rangle \langle a_2 a_1 a_3 a_4 a_5 \rangle,$$
and one can obtain

\[ Tr_{R_1 R_2 R_3 R_4 R_5} \left[ \left( \sum_{a_1 a_2} p_a p_{a_1} p_{a_2} \left| a_1 a a_2 \right\rangle \left\langle a_2 a_1 a \right| \right) \otimes T \otimes T \right], \]

\[ = \sum_{a_1 a_2} p_a p_{a_1} p_{a_2} \langle a_1 | a_1 \rangle \langle a_2 | a_2 \rangle | \left. a_1 \rangle \left\langle a_2 \right| T r(T)^2 T r(T)^2 T r(T), \]

\[ = \sum_{a_1 a_2} p_a p_{a_1} p_{a_2} \delta_{a_1 a_1} \delta_{a_2 a_2} | \left. a_1 \rangle \left\langle a_2 \right| , \]

\[ = \sum_{a} p_a^2 | \left. a \rangle \left\langle a \right| = T^3. \]
and all the terms in Eqn. (E2) give rise to the same term $T^3$ in local Gibbs state of target system. But when we calculate the local Gibbs state of the reservoir qubit, we see something different than $T^3$. Take the reservoir qubit 1 as an example, the contribution of term $\sum_{aa_1a_2a_3a_4a_5} p_a p_{a_1} p_{a_2} p_{a_3} p_{a_4} p_{a_5} \langle a_2 a_1 a_3 a_4 a_5 | a_3 a_1 a_2 a_4 a_5 \rangle$ in local Gibbs state of reservoir qubit 1 is

$$\sum_{aa_1a_2a_3a_4a_5} p_a p_{a_1} p_{a_2} p_{a_3} p_{a_4} p_{a_5} T_{WR} R_{R_3} R_{R_4} R_5 \langle a_2 a_1 a_3 a_4 a_5 | a_3 a_1 a_2 a_4 a_5 \rangle,$$

$$= \sum_{aa_1a_2a_3} p_a p_{a_1} p_{a_2} p_{a_3} \langle a_2 | a_3 \rangle \langle a_2 | a \rangle \langle a_3 | a \rangle \langle a_1 | a \rangle | Tr(T) Tr(T) \rangle,$$

$$= \delta_{a_2, a_3} \delta_{a_2, a} \delta_{a_3, a} p_a p_{a_1} p_{a_2} p_{a_3} | a_1 \rangle | a \rangle,$$

$$= \langle \sum_a p_a^3 \sum_{a_i} p_{a_i} | a_1 \rangle | a \rangle = \frac{1 + r^3}{(1 + r)^3} T.$$

this term occurs when the system you don’t want to trace over is denoted by one of the highlighted symbols in Eqn. (E2). And there are $5(5 - 1) - 2(5 - 1)$ terms in Eqn. (E2) produce $\frac{1 + r^3}{(1 + r)^3} T$ for the local Gibbs state of reservoir qubit 1. It is not hard to generalise the idea to arbitrary $N$, then there will be $N - 2$ highlighted symbols in those terms from off-diagonal terms in $Tr_{anc}[T_{f}^3 \langle T_{f}^3 \rangle]$. And actually only $|0 \rangle |k \rangle |k \rangle (k = 1, 2, \cdots, N - 1)$ terms from $Tr_{anc}[T_{f}^3 \langle T_{f}^3 \rangle]$ can produce $T^3$. There are $2(N - 1)$ those terms and the reason is when the control state is in state other than $|0 \rangle$, the controlled-SWAPs exchange a and $a_i (i \neq 1)$ and leaves everything unchanged, so when you calculate the local Gibbs state of reservoir qubit 1, those $|k \rangle |k \rangle (k, k' \neq 0, k \neq k')$ terms from $Tr_{anc}[T_{f}^3 \langle T_{f}^3 \rangle]$ contribute the same as

$$\sum_{aa_1a_2a_3a_4a_5} p_a p_{a_1} p_{a_2} p_{a_3} p_{a_4} p_{a_5} \langle a_2 a_1 a_3 a_4 a_5 | a_3 a_1 a_2 a_4 a_5 \rangle.$$ Similar logic can be applied for the calculation of local Gibbs states of other reservoir qubits.

So when we attain cooling branch, the local Gibbs state of the working system is $\frac{1}{N}[T + (N - 1)T^3]$, but for the reservoir qubit, for the terms from off-diagonal terms in $Tr_{anc}[T_{f}^3 \langle T_{f}^3 \rangle]$ $\frac{N - 1}{N^2} = \frac{2}{N}$ of the terms are $T^3$ while the rest of them are $\frac{1 + r^3}{(1 + r)^3} T$. So we get the expression of the local Gibbs state of the reservoir qubit when attaining cooling branch

$$\rho_{R_i} = \frac{1}{N} T + \frac{N(N - 1)}{N^2} \left[ \frac{2}{N} T^3 + \frac{N - 2}{N} \frac{r^3 + 1}{(1 + r)^3} T \right],$$

where $N(N - 1)$ is the total number of off-diagonal terms in $Tr_{anc}[T_{f}^3 \langle T_{f}^3 \rangle]$. 

1. Thermalisation of 1 of N+1 subsystems in the final quantum correlated system is local-Gibbs-state-preserving for the remaining subsystems

To see whether the local Gibbs states of the qubits in remaining quantum correlated system remain unchanged when we discard one qubit each time by thermalising with one of the cold reservoirs (with thermal state $T$), it is enough to focus on the second term in Eqn. (E1). Take $N = 3$ case as an example, we have

$$\sum_{aa_1a_2a_3} p_a p_{a_1} p_{a_2} p_{a_3} | a_1 a_2 a_3 \rangle \langle a_2 a_1 a_3 | + | a_1 a_2 a_3 \rangle \langle a_3 a_1 a_2 | + | a_2 a_1 a_3 \rangle \langle a_3 a_1 a_2 | + h.c.,$$

we can rewrite it as

$$\sum_{aa_1a_2} p_a p_{a_1} p_{a_2} | a_1 \rangle | a_2 \rangle \otimes | a \rangle | a_1 \rangle \otimes | a_2 \rangle | a \rangle \otimes T + \sum_{aa_1a_3} p_a p_{a_1} p_{a_3} | a_1 \rangle | a_3 \rangle \otimes | a \rangle | a_1 \rangle \otimes T \otimes | a_3 \rangle | a \rangle, \quad \text{(E4)}$$

$$+ \sum_{aa_2a_3} p_a p_{a_2} p_{a_3} | a_2 \rangle | a_3 \rangle \otimes T \otimes | a \rangle | a_2 \rangle \otimes | a_3 \rangle | a \rangle + h.c.$$
recall that the action of thermalising channel is

\[ T(\rho) = \text{Tr}[\rho|T] = \frac{1}{d} \sum_i d^2 A(U_i \rho U_i^\dagger) A^\dagger. \]

so after thermalising the target system by one of the cold reservoirs, the terms in (E4) evolve to

\[ T \otimes \sum_{a_1a_2} p_{a_1} p_{a_2} \delta_{a_1, a_2} (|a\rangle\langle a_1| \otimes |a_2\rangle\langle a|) \otimes T \]

\[ + T \otimes \sum_{a_1a_2a_3} p_{a_1} p_{a_2} p_{a_3} \delta_{a_1, a_2, a_3} (|a\rangle\langle a_1| \otimes T \otimes |a_3\rangle\langle a|) \]

\[ + T \otimes \sum_{a_2a_3} p_{a_2} p_{a_3} \delta_{a_2, a_3} (T \otimes |a\rangle\langle a_2| \otimes |a_3\rangle\langle a|) + h.c \]

\[ = T \otimes \sum_{a_1} p_{a_1} p_{a_2}^2 (|a\rangle\langle a_1| \otimes |a_1\rangle\langle a|) \otimes T + T \otimes \sum_{a_1} p_{a_1} p_{a_2}^2 (|a\rangle\langle a_1| \otimes T \otimes |a_1\rangle\langle a|) \]

\[ + T \otimes \sum_{a_3} p_{a_3}^2 (T \otimes |a\rangle\langle a_2| \otimes |a_2\rangle\langle a|) + h.c \]  

(E5)

when we calculate the local Gibbs state of the reservoir qubit 1 by tracing out the target system and reservoir qubits 2, 3, we see that the terms in (E5) give rise to the same terms as those in (E4), where the first 2 terms in (E5) give \( T^3 \) while the third one gives \( \frac{1 + r^3}{(1 + r)^3} T \).

Then we discard reservoir qubit 1 by thermalising with one of the cold reservoirs with thermal state \( T \), we get

\[ T \otimes T \otimes \sum_a p_a^3 (|a\rangle\langle a|) \otimes T + T \otimes T \otimes T + T \otimes T \otimes \sum_a p_a^3 (|a\rangle\langle a|) + h.c \]  

(E6)

Similarly, when we determine local Gibbs state of reservoir qubit 2, we should see that the terms in (E6) give rise to the same terms as those in (E4) and (E5), where the first 2 terms in (E6) give \( T^3 \) while the third one gives \( \frac{1 + r^3}{(1 + r)^3} T \).

Finally, we discard reservoir qubit by thermalising with one of the cold reservoirs with thermal state \( T \)

\[ T \otimes T \otimes \sum_a p_a^3 (|a\rangle\langle a|) + h.c \]  

(E7)

and we can easily see that, when we trace out the target system and reservoir qubits 1, 2, the terms in (E7) give rise to the same terms as those in (E4), (E5) and (E6).

And the whole procedure can be generalised to scheme with arbitrary number of reservoirs, the conclusion will still hold.

The key is that discarding a subsystem from the \( N + 1 \)-qubit quantum correlated system by thermalising it with a reservoir with thermal state \( T \) in the quantum-controlled-SWAPs of thermal qubits scheme won’t change the ratio of \( T^3 \) (so does \( \frac{1 + r^3}{(1 + r)^3} T \)) terms among all terms in the local Gibbs states of target system and reservoir qubits.

**Appendix F: Maxwell-demon-like scenario with thermalisation in superposition of quantum trajectories**
Figure 45. Number of particles in sample C or D and their corresponding energy changes compared to the initial local Gibbs state with $r = 0.01$. 
Figure 46. Number of particles in sample C or D and their corresponding energy changes compared to the initial local Gibbs state with $r = 0.1$.

Figure 47. Multiple runs of the process with sample initialised in $r = 0.1$. 
Figure 48. Multiple runs of the process with sample initialised in $r = 0.1$ for 2 reservoirs.

Figure 49. Multiple runs of the process with sample initialised in $r = 0.1$ for 100 reservoirs.
Figure 50. Multiple runs of the process with sample initialised in $r = 0.99$ for 2 reservoirs.

Figure 51. Multiple runs of the process with sample initialised in $r = 0.99$ for 100000 reservoirs.
Figure 52. **Heat jump for the multiple runs scheme for** $N = 100$ **and start at** $r = 0.33$. 