Boundary effects and superconducting boundary states in multi-band systems
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We present a microscopic study of the behavior of the order parameters near boundaries of a two-band superconducting material, described by the standard tight-binding Bardeen-Cooper-Schrieffer model. We find that the relative difference between bulk and surface critical temperatures is a nontrivial function of the interband coupling strength. In general the boundary induces a nontrivial gradient of the gap ratio in different bands. For superconductors with weak interband coupling, the gap ratios near the edges and in the corners of the sample can be substantially different than in the bulk.

INTRODUCTION

The majority of the superconductors of current interest have multiple superconducting bands [1, 2] with a widely varying strength of the interband coupling. The gaps can be characterized by variety of probes, some of which selectively probe surfaces, while others are dominated by the bulk response [3–10]. The series of experimental works [11–13] reported that, on the surface of ZrB$_2$, the characteristics of the superconducting gaps are widely different compared to the bulk. According to [12, 14, 15] ZrB$_2$ is a multiband superconductor with weak interband coupling. A partial summary of the experimentally observed discrepancies concerning surface/bulk gap structure can be found in Table I in [12]. The surface effects are quite strong compared to other reported experimental examples of enhanced surface superconductivity [16–22]. An explanation for the gaps behavior in ZrB$_2$ proposes a different phonon-electron interaction on the surface of the material [23]. However, the recent works [24, 25] report that enhanced superconductivity near the boundary is a generic property of the standard single-band Bardeen-Cooper-Schrieffer model.

That raises the question of the nature of surface states in a generic multi-band Bardeen-Cooper-Schrieffer model [1, 2]. This question is addressed in the present paper. In this work we focus on clean surfaces that, as we will see below, produce pairing enhancement. We do not consider the effects of surface-induced interband single-particle scattering [26].

We consider a Fermi-Hubbard Hamiltonian describing a two-band s-wave superconductor. For a $d$ dimensional hypercubic lattice it reads

$$H = \sum_{i,j,\sigma,\alpha} \psi_{i\sigma\alpha}^\dagger h_{ij\sigma\alpha} \psi_{j\sigma\alpha} - \sum_{i\alpha,\beta} V_{\alpha\beta} \psi_{i\alpha\beta}^\dagger \psi_{i\beta\alpha} \psi_{i\beta\alpha} \psi_{i\alpha\beta} .$$  \hspace{1cm} (1)

The roman indices $i,j$ label the position on a lattice with $N$ lattice points. $\sigma = \uparrow, \downarrow$ indicates the spin, while $\alpha, \beta = 1, 2$ label the component. Then $h_{ij\sigma\alpha} = -\mu \delta_{ij} - t \delta_{|i-j|,1}$, where $|i-j| = 1$ if $i$ and $j$ are neighboring points in hypercubic lattice. $\mu$ is the chemical potential and $t$ the hopping coefficient. In order to ensure the Hamiltonian to be hermitian, we have $h_{ij\sigma\alpha} = h_{ij\sigma\alpha}^\dagger$ and $V_{\alpha\beta} = V_{\beta\alpha}^\dagger$.

Following [26], we make the mean field approximation. Introducing the Nambu spinors

$$\Psi_{\alpha} = \begin{pmatrix} \psi_{1\uparrow\alpha} & \ldots & \psi_{N\uparrow\alpha} & \psi_{1\downarrow\alpha} & \ldots & \psi_{N\downarrow\alpha} \end{pmatrix},$$

$$\Psi_{\alpha} = \begin{pmatrix} \psi_{1\uparrow\alpha} & \ldots & \psi_{N\uparrow\alpha} & \psi_{1\downarrow\alpha} & \ldots & \psi_{N\downarrow\alpha} \end{pmatrix}^T ,$$

we can rewrite the total mean field Hamiltonian as

$$H_{MF} = \sum_{\alpha=1}^{2} \Psi_{\alpha}^\dagger H_{\alpha} \Psi_{\alpha} ,$$  \hspace{1cm} (3)

$H_{\alpha}$ is the $\alpha$-band Hamiltonian, defined as

$$H_{\alpha} = \begin{pmatrix} h_{\alpha\alpha} & \Delta_{\alpha} \\ \Delta_{\alpha}^\dagger & -h_{\alpha\alpha}^T \end{pmatrix} ,$$  \hspace{1cm} (4)

where the elements $h_{ij\sigma\alpha}$ have been defined above. Finally, the self-consistency equations for the gaps are:

$$\Delta_{\alpha} = \sum_{\beta=1}^{2} V_{\alpha\beta} (c_{i\uparrow\beta} c_{i\downarrow\beta})_{\beta} .$$  \hspace{1cm} (5)

The thermal average $\langle \cdot \rangle_{\beta}$ means it is performed over the eigenvalues of the hamiltonian $H_{\beta}$. We can rewrite the self consistency equation by introducing the auxiliary vectors $(e_{i})_{j} = \delta_{i,j}$ and $(h_{i})_{j} = \delta_{j,i+N}$ as

$$\Delta_{\alpha} = \sum_{\beta=1}^{2} V_{\alpha\beta} e_{i} f(H_{\beta}) h_{i} ,$$  \hspace{1cm} (6)

with $f(x) = (1 + e^{x/T})^{-1}$ being the Fermi-Dirac function. We solve self-consistently for the gaps $\Delta_{\alpha}$, using Chebyshev polynomial expansion method [28–30], with polynomial up to order 1000. The convergence criterion we adopt is $|\Delta_{(n+1)}^{\alpha} - \Delta_{n}^{\alpha}|/|\Delta_{n}^{\alpha}| \leq 10^{-8}$, where $n$ numbers the iteration. We consider both a 1D lattice with $N = 1000$ sites and a 2D square lattice with $N_x N_y = 60 \times 60$. The solver is a custom CUDA implementation. To calculate the critical temperatures, we solve the linearized version of the self consistency equation (6). For details, see [24].
RESULTS

Effects of interband coupling

We begin by analyzing a 2-band system with weak interband coupling and similar intraband interaction in two bands. The model is rescaled so that all the quantities are given in units of the hopping coefficient $t$. We fix $\mu = 0$, i.e. half filled bands, $V_{11} = 1.35$ and $V_{22} = 1.36$. We compare the results for non-zero interband interaction $V_{12}$ with the case where the bands are decoupled, i.e. $V_{12} = 0$. In the latter, the problem is reduced to two copies of the model studied in [24] and shown to have two different critical temperatures, one for bulk states and one for boundary states. We denote by $T_{c1}$ the bulk critical temperature, i.e. when the order parameter vanishes in the bulk. $T_{c2}$ is the boundary critical temperature, i.e. when the order parameter vanishes on the boundaries of the superconductor. When $V_{12} = 0$ the critical temperatures in the system are: $T_{c1}^{\text{band1}} = 0.0429$ and $T_{c2}^{\text{band1}} = 0.0536$ for band 1, $T_{c1}^{\text{band2}} = 0.045$ and $T_{c2}^{\text{band2}} = 0.0562$ for band 2. Hence, the second band has a critical temperatures 5% higher than the first. Figure 1 shows the numerically obtained gaps $\Delta_1$ and $\Delta_2$, displayed at various temperatures and interband coupling. In accordance with the results obtained by different analytical and numerical methods in [24], when $V_{12} = 0$, the boundary-enhancement of each gap decays to the bulk value with independent coherence length. As the coupling is turned on, $U(1)$ is broken, since the carriers in the individual bands are no longer independently conserved and there are no independent transitions for different bands.
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**Fig. 1.** Numerical solution for the two gaps at different values of the interband coupling. The boundary is located at $x = 0$. For $V_{\text{int}} = 0.0$, the two bands have different boundary and bulk critical temperatures. When the interband interaction is on, the two bands present the same critical temperatures. Yet, the weak interband coupling does not drastically affect the structure of the solution. The gaps exhibit different enhancement near the boundary and the overall solution shows the presence of different length scales. For $V_{12} = 0.01$ we have $T_{c1} = 0.0458$ and $T_{c2} = 0.0573$. For $V_{12} = 0.02$ the critical temperatures increase respectively to $T_{c1} = 0.0472$, $T_{c2} = 0.0591$. Here we show only the left half of the system.
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**Fig. 2.** Relative increase of the boundary critical temperature with respect to the bulk critical temperature as a function of the pairing potential of the second band $V_{22}$ and of the interband coupling $V_{12}$. We define $\tau = (T_{c2} - T_{c1})/T_{c1}$. For a given value of $V_{22}$, $\tau$ exhibit a non monotonic behavior as a function of interband coupling $V_{12}$. $V_{11} = 1.35$ and $\mu = 0$.

Then, for non-zero $V_{12}$, the bulk critical temperatures become the same for both bands. Also the surface critical temperature is only one. The gaps behaviour near the boundaries is nontrivial as it includes relative variations of the gap values. In the case displayed in Figure 1 we have $T_{c1} = 0.0458$ and $T_{c2} = 0.0573$ for $V_{12} = 0.01$; $T_{c1} = 0.0472$ and $T_{c2} = 0.0591$ for $V_{12} = 0.02$.

We conclude this section by moving beyond the weak coupling limit and investigate the relative increase of the boundary critical temperature $T_{c2}$, with respect to the bulk temperature $T_{c1}$, as a function of inter-band coupling $V_{12}$. To efficiently measure this increase, we define $\tau = (T_{c2} - T_{c1})/T_{c1}$. The numerical solutions for a one dimensional model are shown on the Figure 2 for various values of $V_{22}$. We find that the dependence is non-trivial: at relatively weak interband coupling, $\tau$ first increases with $V_{12}$ and then, it starts to decrease.
The relative behavior of the gaps in two-band systems: boundaries vs bulk

An important characteristic of a multiband superconductor is the ratio of the gaps of different bands. Figure 3 shows the gaps ratio shifted by its bulk values at various temperatures $T$ and inter-band coupling $V_{12}$ for a 1D system as a function of distance from the boundary. The system we consider first has the intraband potential of the second band only 1% bigger than the first one, namely $V_{11} = 1.35$ and $V_{22} = 1.36$.

Even for these similar gap characteristics, we find that the gaps ratio can be different on the boundary of a superconductor compared to its bulk value, when the inter-band coupling is weak. Figure 3 displays the results for $V_{12} = 0.01$, 0.02 and compares them to the decoupled-bands case. In particular, we notice that the gaps ratio is enhanced near the ends of the sample, and this enhancement decays into the interior of the superconductor on a macroscopic length scale. Importantly, the surface gaps ratio deviation has not only a strong temperature dependence in magnitude, but also its length scale varies as a function of $T$. We can study the latter’s behavior in further details by fitting the tails (i.e. after $N=50$ sites from the boundary) of the gaps ratio deviations reported in Figure 3, with an exponential function $f(x) \propto e^{-x/\xi}$. $\xi(T)$ measures the length scale of the decay into the bulk. The result, reported in Figure 4 confirms the non-monotonic behavior of $\xi(T)$ as a function of $T$.

The long range character associated with the relative variations of the gaps, and its non-monotonicity is consistent with the conclusions obtained for the vortex core solutions in weakly interacting two-band systems in [31–33]. At higher values of the inter-band coupling, we can notice that the relative variation of the gaps profile near the surfaces decreases, both in amplitude and in its spatial extension, as Figure 5 reports. This remains consistent with the hybridization of bulk coherence lengths and their dependence on interband coupling strength [31]. When the interband coupling $V_{12}$ becomes of the same order of magnitude as the intraband coupling $V_{11}$ and $V_{22}$, e.g. $V_{12} = 1.0$, the enhancement of the gaps ratio basically disappears. Note that the disappearance of this variation is similar to the condition for the disappearance of the second coherence lengths in the clean two-band BCS semi-classical model found in [31]. This confirms that the width of the boundary states is determined by the bulk coherence lengths.

![FIG. 3. Plot of gap ratios shifted by the bulk value. We can notice that the gaps ratio near the surface is evidently enhanced compared to the bulk value. The presence of weak inter-band coupling does not qualitatively change this effect. Moreover, the length scale of the penetration into the bulk shows a non monotonic behaviour as a function of $T$, as more accurately displayed in Figure 4. We show only half of the system (500 out of $L = 1000$ sites), since the second half is entirely symmetrical. The parameters used for this simulations are $V_{11} = 1.35$, $V_{22} = 1.36$ and $\mu = 0$.](image1)

![FIG. 4. Decay length scale $\xi(T)$ of the gaps ratio deviation displayed in Figure 3. $\xi(T)$ is plotted as a function of the temperature $T$ and for different values of the interband coupling. The non monotonic behavior as a function of $T$ is clearly visible. We obtain $\xi(T)$ by fitting the tails (i.e. after $N = 50$ sites from the boundary) of the gaps ratio deviation using an exponential function $f(x) \propto e^{-x/\xi}$, for the different values of $T$ and $V_{12}$. The remaining parameters used in the simulations are $V_{11} = 1.35$, $V_{22} = 1.36$ and $\mu = 0$.](image2)
FIG. 5. Suppression of the relative gap variations at stronger interband coupling. We can notice that the gaps ratio change near the boundary is an order of magnitude smaller for $V_{12} = 0.1$ than for $V_{12} = 0.01$. For strong interband coupling $V_{12} = 1$, in the simplest two-band model, the surface-induced change of the gaps ratio is negligible. Also in this case we show only half of the system (500 out of $L = 1000$ sites), since the second half is symmetrical. The parameters used for these calculations are $V_{11} = 1.35$, $V_{22} = 1.36$ and $\mu = 0$.

Next we consider the boundary states when the difference between the intraband potential is greater. Specifically we consider $V_{11} = 1.35$ and $V_{22} = 1.68$. The upper panel of Figure 6 shows the gaps $\Delta_{1}$ (solid line) and $\Delta_{2}$ (dashed line) at various temperatures. The bottom panel displays the variation of the gaps ratio with respect to the bulk value. Here the interband potential is set to be $V_{12} = 0.1$. We can see a moderate increase in $V_{22}$ yields a substantial variation of the relative gap values near the surface compared to Figure 5.

**Surface effects in two-dimensions and corner states**

In 2D and 3D single-component BCS models there are superconducting corner and edge states with relative critical temperature higher than the bulk critical temperature [24, 27]. In this section, we consider the gaps ratio spatial profile in a two dimensional two-band system. In 2D we have edges and corners, therefore we can associate $T_{c2}$ as the mean-field critical temperature for edge superconductivity, and $T_{c3}$ as the mean-field critical temperature for corner superconductivity. In a single-band BCS 2D system, $T_{c3} > T_{c2}$, as shown in [27]. We study the two-band system for $T < T_{c1}$, $T_{c1} < T < T_{c2}$ and $T_{c2} < T < T_{c3}$. Studying the boundary effects in two dimensions is challenging, as it requires numerically solving significantly large systems, to avoid the finite-size effects’ influence on the resulting states. Figure 7 shows the gaps ratio shifted by its value in the bulk, and the two gaps $\Delta_{1}$, $\Delta_{2}$. We can notice that the boundary states exist at much smaller length scales than the size of the sample. Both for the bulk ($T = 0.75$) and the edge ($T = 0.77$) states the gaps ratio is enhanced along the system boundaries. When the temperature exceeds the edge critical temperature $T_{c2} = 0.774$, the superconductivity ceases to exist along the boundaries, but remains in the four corners. We observe that in the corners there is the largest variation of the gaps ratio, which decays into the bulk at a macroscopic length scale.
CONCLUSIONS

We investigated the boundary effects in the standard two-band Bardeen-Cooper-Schrieffer theory of superconductivity. We show that, at the level of mean-field theory, the system has multiple critical temperatures, associated to the presence of boundary states. Similarly to the single-band case [24], the effect originates from an increase of the density of states near the boundaries, due to Friedel oscillations. This allows highly inhomogeneous solutions, for the superconducting gap, to survive up to temperatures higher than the standard critical temperature of homogeneous solutions ($T_{c1}$). We found that the dependence of the critical temperatures on the value of interband coupling is non-monotonic. Moreover, we found that the presence of a boundary state, at weak interband coupling induces a relative variation of the gaps values localized near the boundaries of the system: the ends for the one dimensional case, and the edges and corners for a two dimensional system. The effect is stronger in the sample’s corners. The relative variation of the gaps values extends into the superconductor with a large temperature-dependent length scale.
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FIG. 7. Plot of the gaps ratio shifted by the bulk value (left column), \( \Delta_1 \) (center column) and \( \Delta_2 \) (right column) in two dimensions for increasing temperatures. The bulk critical temperature for the system reads \( T_{c1} = 0.759 \) and the edge critical temperature is \( T_{c2} = 0.774 \). Therefore the first row shows the bulk superconductivity, the second row shows the edge superconductivity and the third row shows the state where the gap survives only in the corners. Below the corner critical temperature, i.e. for bulk and edge states we can notice the gradient of the gaps ratio localized along the system’s boundaries. The increase is more pronounced above the bulk critical temperature, i.e. with edge states. When \( T_{c2} < T < T_{c3} \) superconductivity survives in the four corners, where also the gaps ratio undergoes significant enhancement, penetrating into the bulk with macroscopic length scale.