Mapping Winter Wheat with Combinations of Temporally Aggregated Sentinel-2 and Landsat-8 Data in Shandong Province, China
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Abstract: Winter wheat is one of the major cereal crops in China. The spatial distribution of winter wheat planting areas is closely related to food security; however, mapping winter wheat with time-series finer spatial resolution satellite images across large areas is challenging. This paper explores the potential of combining temporally aggregated Landsat-8 OLI and Sentinel-2 MSI data available via the Google Earth Engine (GEE) platform for mapping winter wheat in Shandong Province, China. First, six phenological median composites of Landsat-8 OLI and Sentinel-2 MSI reflectance measures were generated by a temporal aggregation technique according to the winter wheat phenological calendar, which covered seedling, tillering, over-wintering, reviving, jointing-heading and maturing phases, respectively. Then, Random Forest (RF) classifier was used to classify multi-temporal composites but also mono-temporal winter wheat development phases and mono-sensor data. The results showed that winter wheat could be classified with an overall accuracy of 93.4% and F1 measure (the harmonic mean of producer’s and user’s accuracy) of 0.97 with temporally aggregated Landsat-8 and Sentinel-2 data were combined. As our results also revealed, it was always good to classify multi-temporal images compared to mono-temporal imagery (the overall accuracy dropped from 93.4% to as low as 76.4%). It was also good to classify Landsat-8 OLI and Sentinel-2 MSI imagery combined instead of classifying them individually. The analysis showed among the mono-temporal winter wheat development phases that the maturing phase’s and reviving phase’s data were more important than the data for other mono-temporal winter wheat development phases. In sum, this study confirmed the importance of using temporally aggregated Landsat-8 OLI and Sentinel-2 MSI data combined and identified key winter wheat development phases for accurate winter wheat classification. These results can be useful to benefit on freely available optical satellite data (Landsat-8 OLI and Sentinel-2 MSI) and prioritize key winter wheat development phases for accurate mapping winter wheat planting areas across China and elsewhere.
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1. Introduction

Wheat is the most widely grown cereal crop in the world and plays an important role in the food supply, accounting for approximately 20% of human energy consumption [1,2]. Therefore, timely and accurate monitoring of wheat planting areas is very important for food security [3]. At present, many global and national mapping products for land-cover classification are available, such as, the 500-meter Moderate Resolution Imaging Spectroradiometer (MODIS) Land Cover Collections [4], the 30-meter Finer Resolution Observation and Monitoring-Global Land Cover (FROM-GLC) from Landsat [5] and the United States Geological Survey (USGS) National Land Cover Database (NLCD) based Landsat [6]. These remote sensing datasets provided useful information for studying the spatial distribution and management of land cover and land use (LCLU) at a regional or global scale. However, listed LCLU products were developed mainly for broad LCLU classes (e.g., cropland, forest, and grassland), and few products provide more detailed information about the specific crops [7–9].

Earth Observation techniques proved to be a very effective and cost-efficient approach for crop mapping compared to traditional field surveys [10]. However, there are still some limitations for crop mapping across large areas with satellite remote sensing. For example, MODIS and Advanced Very High-Resolution Radiometer (AVHRR) data were the main data for mapping crops due to their high temporal resolution and large swath [3,11,12]. However, the lower spatial resolution of these imagery sources seriously affects the classification performance and it cannot capture the mixed agricultural landscapes, for example, in China, which has highly fragmented cropland and complex planting structures [13,14]. To overcome this limitation, it is necessary to use finer-spatial-resolution data (such as 30 m Landsat imagery). Several studies analyzed the differences in crop phenology and spectral reflectance in the different growing periods to distinguish planted crops accurately. For instance, Liu et al. [15] proposed the use of Landsat-8 OLI and Gaofen-1 images obtained for six different periods of crop growth to map winter wheat in Boxing County, and the result demonstrated that different periods of crops growth observed by images could improve the accuracy of mapping. Hao et al. [16] implemented crop classification with time-series Gaofen-1 data in Manas County of Xinjiang and achieved good performance. Sun et al. [17] mapped crops with multi-temporal Landsat-8 and Sentinel-1 data accurately in urban agricultural regions. Previous studies have demonstrated that multi-temporal imagery can accurately extract crops by benefiting on the phenological characteristics of vegetation types [18–21]. However, these studies at fine resolution often were limited to a small scale (prefecture-level city or county). Therefore, it is unclear how the extraction of phenological characteristics can be robust and result in accurate mapping of crop types across large areas, for instance, winter wheat.

There are two major challenges for large-scale crop mapping with medium- or high-spatial-resolution imagery. First, the infrequent revisit cycle and cloud contamination may result in few cloud-free images available during the crop-growing period [22,23]. Some methods have thus been presented to use one or two specific phenological seasons’ data to identify crops. For example, Dong et al. [7,9] identified paddy rice based on the flooding signatures during the rice transplanting stage, and Park et al. [24] took advantage of different characteristics during the transplanting and harvest phases of Near-Infrared (NIR) and Synthetic Aperture Radar (SAR) backscattering coefficients to extract rice-producing area. However, the reliability of these algorithms still relied on the quality of images in the critical growth seasons of crops [25]. Furthermore, the expert experience and prior knowledge are required to define appropriate thresholds or metrics, thus making them not be appropriate for specific tasks [11,26]. Second, a large volume of data needs to be acquired and processed, which requires mass storage capacity and tremendous computing power.

With the launch of the European Space Agency’s Copernicus Sentinel-2A/B satellites recently, the availability of medium-high resolution data has been further improved. Moreover, integration of Landsat-8 and Sentinel-2A/B could potentially produce at least one image every three days on average [27], which may significantly increase the number of clear-free observations. In general, several approaches have been used to benefit on multi-sensor image records and preserve as much as possible cloud-free observations. For instance, to fill data gaps due to masked out clouds and
shadows, image fusion [10], mixed pixel decomposition [28] and temporal aggregation [29] were used. Among them, temporal aggregation probably is a simpler method than others, thus becoming a popular method for operational monitoring of land use and land cover [30]. This method reduces an image collection by calculating the metrics (min, max, median, percentile, etc.) of all values at each pixel across the stack of all matching bands [31]. The main problem with this method is that it depends on having sufficient data to generate valid aggregated metrics over a period of time [32,33], thus the reliability of temporal aggregation technique is related to the data availability over aggregation period. The number of good-quality images varies from spatially and temporally as well as the revisit frequency of sensors. Therefore, compared with using Landsat-8 and Sentinel-2 data separately, whether the combinations of temporally aggregated Landsat-8 and Sentinel-2 data can discriminate the differences of crop phenology and apply it for accurately crop mapping is worth researching.

Processing large amounts of data may create a high demand for computer performance. The Google Earth Engine (GEE) cloud computing platform can be used to process a mass of images quickly since it provides a concurrent processing way [34,35]. The platform not only stores large amounts of data from a range of Earth Observation satellite systems but also enables users to upload their own data for processing, which provides a great opportunity for researchers to make comprehensive use of multi-source remote sensing data. Moreover, GEE has the most advanced cloud-computing capability designed for big data processing [36].

Our major goal was to identify the extent of winter wheat in the typical winter wheat region of China, namely Shandong Province and to test the suitability of Landsat-8 OLI and Sentinel-2 MSI temporal aggregation techniques based on GEE cloud computing platform for accurate winter wheat mapping. Here, we divided time intervals according to major winter wheat development phases and aggregated the optical data from Landsat-8 OLI and Sentinel-2 MSI. Then the Random Forest (RF) classifier was used to map winter wheat. With validation data independent of training datasets, we evaluated the accuracy of the generated maps. Hence, the purpose of this paper was to (1) map winter wheat with time-series Sentinel-2 MSI and Landsat-8 OLI data in Shandong Province (2) test if the combined data effectively improve the classification accuracy compared to Sentinel-2 MSI and Landsat-8 OLI data used individually and (3) identify key winter crop development stages for accurate mapping of winter wheat.

2. Materials

2.1. Study Area

The study area is Shandong Province, the second-largest wheat-producing area in China [37]. Shandong faces the Bohai Sea in the east and Henan Province and Hebei Province in the west and is part of the North China Plain (Figure 1). The Yellow River flows through the west part of Shandong and enters the Bohai Sea along the northern coast. The area of the Province is 158,000 km², while the cultivated area is 76,070 km². In 2016, the winter wheat sown area of the Province was 38,302.7 km², contributing approximately 16.6% of the total winter wheat sown area in China [37].

This region is located between a humid subtropical and continental zone. Shandong has a typical temperate monsoon climate, and the seasonal characteristics are the following: summer is hot, and winter is cold. High temperatures and precipitation occur primarily in summer, while dry and cold weather occurs in winter. Spring and autumn are shorter than summer and winter, but some coastal cities are exceptions. The average annual temperature is 13.4 °C. The lowest temperature usually occurs in January, and the highest temperature occurs in July. Annual precipitation ranges between 550 and 950 mm, decreasing from southeast to northwest. There are sufficient light resources for winter wheat production with an average of 2290–2890 hours of light per year, and the thermal conditions can meet the requirements for crop growth. Most of the Province represents the plains, with a few mountains in the middle of the Province. Therefore, biophysical and orography conditions of Shandong Province are very suitable for the growth of wheat. Winter wheat is sown in September-October and matures from late May to June of the next year in this region (Table 1).
Figure 1. Shandong Province, is the study area. The location of training and validation samples is shown in the figure.

Table 1. Winter wheat phenological calendar of Shandong Province.

| Month | Oct | Nov | Dec | Jan | Feb | Mar | Apr | May | Jun |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Ten-day | I | II | III | I | II | III | I | II | III | I | II | III | I | II | III |
| Winter wheat | Seedling: blue; Tillering: red; Over-wintering: yellow; Reviving: green; Jointing-Heading: brown; Maturing: light green; I, II and III indicate the early, middle and late ten-day periods of one month, respectively.

2.2. Data and Preprocessing

All processing of remote sensing imagery was made on the GEE cloud computing platform (https://earthengine.google.org/), which stores processed Landsat-8 Operational Land Imager (OLI) and Sentinel-2 A/B Multi-Spectral Instrument (MSI) products as well as various image-processing algorithms. Therefore, GEE makes it possible to handle and process big data with state-of-the-art cloud computing capacity.

2.2.1. Remote Sensing Data

In the GEE data catalog, the archived Landsat-8 Top of Atmosphere (TOA) reflectance collection has been orthorectified and geographically registered. Sentinel-2 MSI data contain two products, Level-1C and Level-2A. The Level-1C product has also been orthorectified and geographically registered, and the Level-2A product has been atmospherically corrected based on Level-1C product. However, the Level-2A product before 2019 cannot be downloaded from GEE, though atmospheric correction can be implemented locally and ingest to GEE, tremendous computation and storage demanding to make it unsuitable for our experiment, therefore, the Level-1C product was used for this study. The temporal resolution of Landsat-8 is 16 days, and that of Sentinel-2 is five days. The spatial resolutions of these two sensors are 30 and 10/20/60 m, respectively. Thus we used the nearest
neighbor algorithm to resample the spatial resolution of Sentinel-2 images to 30 m to match Landsat-8 imagery. Both sensors have multi-bands, but only blue, green, red, NIR, and two Short-Wave Infrared Spectral Range (SWIR) bands were selected as classified features because these bands have similar Spectral Response Functions (SRF) (Table 2) in the two sensors. The “B8A” band of Sentinel-2 data were used for ”NIR” to match Lansat-8 data better [29]. Images with a cloud score below 50% were retained. For Sentinel-2 imagery, clouds were masked based on cloudy pixels identified by the assessment band (QA60). Clouds of all Landsat-8 OLI images were masked by a cloud-masking procedure that detects clouds by brightness, temperature, and the normalized difference snow index [38]. In total, 1813 Sentinel-2 Level-1C images and 276 Landsat-8 TOA images from October 1st 2018 to June 10th 2019, were used in this study (Figure 2).

Table 2. Main characteristics of the satellites and band used.

| Satellite Platform | Landsat-8                      | Sentinel-2                      |
|--------------------|--------------------------------|--------------------------------|
| Sensor             | OLI                            | MSI                            |
| Image extent       | 170 × 185 km                   | 100 × 100 km                   |
| Spatial resolution utilized bands | 30 m                          | 10/20 m                        |
| Repeat cycle       | 16 days                        | 5 days                         |
|                    | Band 2 (Blue: 0.49–0.51 µm)    | Band 2 (Blue: 0.46–0.52 µm)    |
|                    | Band 3 (Green: 0.53–0.59 µm)   | Band 3 (Green: 0.54–0.58 µm)   |
|                    | Band 4 (Red: 0.64–0.67 µm)     | Band 4 (Red: 0.65–0.69 µm)     |
|                    | Band 5 (NIR: 0.85–0.88 µm)     | Band 8A (NIR: 0.86–0.89 µm)    |
|                    | Band 6 (SWIR1: 1.57–1.65 µm)   | Band 11 (SWIR1: 1.57–1.66 µm)  |
|                    | Band 7 (SWIR2: 2.11–2.29 µm)   | Band 12 (SWIR2: 2.10–2.29 µm)  |
Figure 2. The number of good-quality observations (after cloud mask) of (a) Sentinel-2, (b) Landsat-8, and (c) integrated Landsat-8 and Sentinel-2 images for per pixels acquired from October of 2018 to June 10th of 2019 in the study area; the lower-right histogram represents the distribution of the number of observations.
2.2.2. Sample Data Acquisition

We collected reference data (including training and validation samples) from the combination of GNSS (Global Navigation Satellite System) fieldwork and very-high-resolution imagery. According to the objectives of our research and the actual status of the study area, five land-cover types were sampled: winter wheat, other crops, building and bare land, water, and forest. The building and bare land, water and forest were labeled by visual interpretation from high-resolution imagery via Google Earth™ mapping service with image-dates approximately May 2019. The samples of wheat and other crops were obtained from a field campaign, which was conducted in April 2019. During the field campaign, we performed random sampling in all prefectural-level cities of Shandong Province and used the non-differential Global Positioning System (GPS) equipment to record the coordinates of the sampled points. To avoid sampling bias, the coordinates of the centroid of the fields were recorded. In total, 6,185 samples were collected for the five land-cover types. The collected reference data were randomly divided into two parts, 60% as training samples and 40% as validation samples, to ensure that there was no overlap between them. Last, the numbers of pixels per class for the training and validation data were counted (Table 3). The distribution of reference data is shown in Figure 1.

Table 3. Number of training and validation samples.

| Class                  | Training Pixels | Validation Pixels |
|------------------------|-----------------|-------------------|
| Winter wheat           | 907             | 605               |
| Other crops            | 660             | 440               |
| Building and bare land | 871             | 580               |
| Water                  | 787             | 525               |
| Forest                 | 486             | 324               |

3. Methodology

The framework for mapping winter wheat developed in this paper is shown in Figure 3. First, we aggregated six phases’ images using Landsat-8 and Sentinel-2 data according to winter wheat’s phenological calendar, and a 30 m image mosaic was built for each phase (Section 3.1). Second, we chose the spectral reflectance and two vegetation indices as the classification features (Section 3.2). Third, the random forest classifier was used to classify winter wheat and other classes (Section 3.3). Fourth, we compared classification accuracies when mono-temporal and multi-temporal data, mono-sensor and multi-sensor data were classified (Section 3.4). Finally, the feature importance assessment was performed to identify the contribution features (bands and vegetation indices) in the mapping process (Section 3.5).
3.1. Temporal Aggregation

Due to the presence of clouds, some cloud and shadow data gaps could result in spatial inconsistency. Temporal aggregation, such as calculation of mean, median, max or other simple phenological metrics based on surface reflectance products or indices (e.g., Vegetation Index, Normal Difference Water index, etc.) for a period, may fill in the data gaps. The method of temporal aggregation requires sufficient data for each period to cover the entire study area, and thus, how to divide time intervals is very important. We put forward a “phenological period composite”, according to the major phenological dates of crop development, the whole growing period of crop is divided into several crop development phases, and then the data for each phase are aggregated into one image. For the integrated Landsat-8 and Sentinel-2 data, we aggregated data into six phases according to the winter wheat phenological calendar (Table 1), and the median value based on the pixel level was calculated to reduce the effect caused by the residual cloud and cloud shadows. This would result in six composite images, which are 1) seedling, 2) tillering, 3) over-wintering, 4) reviving, 5) jointing-heading and 6) maturing phase composites. Additionally, the two sensors’ data were also used separately for classification there. To ensure cloud-free pixels could cover the entire study area in each phase, after our many tests, only four phases and four images were produced with Sentinel-2 MSI data, while a maximum of one image could be generated with Landsat-8 OLI data. The numbers of available images for independent phenological phases in Shandong Province are shown in Table 4.
Table 4. Number of images available for each phase in Shandong Province.

| Data                  | Crop Development Phase | Image Acquisition Period | Number of Sentinel-2 MSI Images | Number of Landsat-8 OLI Images | Total Number of Images |
|-----------------------|------------------------|--------------------------|--------------------------------|-------------------------------|------------------------|
| Landsat-8 + Sentinel-2| Seeding                | 1, Oct–31, Oct           | 323                            | 38                            | 361                    |
|                       | Tilling                | 1, Nov–10, Dec           | 255                            | 46                            | 301                    |
|                       | Over-wintering         | 11, Dec–20, Feb          | 464                            | 72                            | 536                    |
|                       | Reviving               | 21, Feb–31, Mar          | 240                            | 44                            | 284                    |
|                       | Jointing-Heading       | 1, Apr–30, Apr           | 230                            | 32                            | 262                    |
|                       | Maturing               | 1, May–10, Jun           | 301                            | 44                            | 345                    |
| Sentinel-2            | Seedling–Tillering     | 1, Oct–10, Dec           | 578                            | 0                             | 578                    |
|                       | Over-wintering–Reviving| 11, Dec–31, Mar          | 704                            | 0                             | 704                    |
|                       | Jointing-Heading       | 1, Apr–30, Apr           | 230                            | 0                             | 230                    |
|                       | Maturing               | 1, May–10, Jun           | 301                            | 0                             | 301                    |
| Landsat-8             | Entire growing period  | 1, Oct–10, Jun           | 0                              | 276                           | 276                    |

3.2. Feature Calculation

The eight feature bands for classification included blue, green, red, NIR, SWIR1, SWIR2, Normalized Difference Vegetation Index (NDVI) (Equation 1) [39] and Soil Adjusted Vegetation Index (SAVI) (Equation 2) [40]. In particular, two indicators (NDVI and SAVI) are the result of arithmetic operations performed with spectral information and are often used in research on vegetation, water and phenology extraction. Normalized Difference Vegetation Index (NDVI) is sensitive to vegetation growth, and Normalized Difference Vegetation Index (NDVI) could reduce the soil effect because winter wheat is sparse in the early growth stage. The specific calculation formula is as follows:

\[
\text{NDVI} = \frac{\rho_{\text{NIR}} - \rho_{\text{RED}}}{\rho_{\text{NIR}} + \rho_{\text{RED}}} \tag{1}
\]

\[
\text{SAVI} = \frac{\rho_{\text{NIR}} - \rho_{\text{RED}}}{\rho_{\text{NIR}} + \rho_{\text{RED}} + L} \times (1+L) \tag{2}
\]

where \(\rho_{\text{NIR}}\) and \(\rho_{\text{RED}}\) represent the values of the near-infrared band and red band. \(L\) stands for the correction factor, which ranges from 0–1. \(L\) is 0 when the vegetation coverage is high and 1 when it is very low; we set it as 0.5 in this paper [41].

3.3. Random Forest Classifier

In this study, RF was used for classification. The RF algorithm is a very robust classifier that has been applied to the classification of different types of satellite imagery successfully [42,43]. It is an algorithm that uses the theory of Ensemble Learning to integrate multiple trees. Therefore, its basic unit is the decision tree. In a forest composed of many independent decision trees, after random sampling from the original training data, each decision tree in a forest is used to judge the unmarked samples, and then the majority voting results of all decision trees are applied to predict the unmarked sample categories. The voting of each tree has the same weight. Previous studies demonstrated that the RF classifier has a fast training speed with high classification accuracy, is not sensitive to outliers and does not tend to over-fit easily [44,45]. In this research, we tested the impact of the number of trees on the classification results (Supplementary Figure S1), the number of classification trees was set as 300 to balance the computation time and accuracies, the other parameters were kept default in GEE. The number of variables in each node was set as the square root of the number of features, which proved to be effective in the reduction of overfitting [46]. The bag fraction was set as 0.5.
3.4. Accuracy Assessment

Accuracy assessments are necessary for the evaluation of the accuracy of the produced thematic maps [47]. A confusion matrix was calculated based on the sample data and classification result. Specific evaluation metrics include the Overall Accuracy (OA) (Equation (3)), the Kappa coefficient (Equation (4)) and the F1 measure (Equation (7)). The three indices of the overall agreement were compared to evaluate the effectiveness of different algorithms. The Kappa coefficient and OA were used to evaluate the overall classification result, and the F1 measure is used to evaluate the accuracy of each class by using the Producer’s Accuracy (PA) (Equation (5)) and User’s Accuracy (UA) (Equation (6)) [17, 48]. Additionally, a non-parametric McNemar’s test was used to examine if statistical differences exist at 5% significance level when comparing the performance of different classification models (Landsat-8, Sentinel-2, and the combination of Sentinel-2 and Landsat-8 data) [24].

\[
\text{OA} = \frac{\sum_{i=1}^{k} x_{ii}}{N} \times 100\%
\]

(3)

\[
K_a = \frac{N \sum_{i=1}^{k} x_{ii} - \sum_{i=1}^{k} x_{i,row} x_{i,col}}{N^2 - \sum_{i=1}^{k} x_{i,row} x_{i,col}}
\]

(4)

\[
\text{PA} = \frac{x_{ii}}{x_{i,row}} \times 100\%
\]

(5)

\[
\text{UA} = \frac{x_{i,col}}{x_{i,row}} \times 100\%
\]

(6)

\[
\text{F1 measure} = 2 \times \frac{\text{PA} \times \text{UA}}{\text{PA} + \text{UA}}
\]

(7)

where \(x_{ii}\) represents the number of correctly classified samples in category \(i\); \(N\) represents the total number of validation samples; \(K_a\) is the Kappa coefficient; \(x_{i,row}\) and \(x_{i,col}\) are the sum of the elements of the \(i\) row and the \(i\) column in the confusion matrix, respectively.

3.5. Feature Importance Assessment

The feature importance assessment was implemented with the scikit-learn package in Python [49], because it could not be implemented in GEE. The importance of a feature is related to the depth of the decision node in one tree; the deeper the decision node is, the larger the fraction of samples it contributes. In scikit-learn, the proportion of samples to which a feature contributes combined with the impurities reduced by splitting them is used to estimate the predictive power of the feature [49].

4. Results

4.1. Spectral Differences of Features

Spectral differences existed between winter wheat and other surface types (Figure 4). Winter wheat in the green and red bands exhibited a drift to small values, while the other land cover types remained constant or suffered an increase. The building and bare lands were the highest, and forest class had the lowest reflectance in the three visible bands (blue, green and red). In the NIR band, the curve of winter wheat had two peaks in the overwintering (December to February in the following year) and jointing-heading (April) phases, the curve of water remained constant and the other land-cover types have a valley in the over-wintering phase. In the SWIR1 and SWIR2 bands, winter wheat showed a continuous decline, but other land-cover types maintained a small increase. The NDVI curve of winter wheat first rises then descends, with the highest value acquired in the jointing-heading phase, while other land-cover types first drop then rises. The trend of the SAVI time-series curve was similar to that of NDVI. Thus, the difference between winter wheat and other land-cover types could be distinguished in these indices and can be used for classification in this study.
Figure 4. The mean and standard deviation of five classes, S, T, O, R, J and M represent the seedling, tillering, over-wintering, reviving, jointing-heading and maturing phases of winter wheat, respectively.

4.2. Winter Wheat Map in Shandong

As the produced thematic map resulting from combinations of temporally aggregated Landsat-8 and Sentinel-2 data revealed, winter wheat was mainly planted in the west of this region and little was observed in the east of Shandong Province (Figure 5). Three subsets of winter wheat maps were displayed in Figure 6. By comparing the classified result (Figure 6b) with reference data (Figure 6a), most of the winter wheat pixels have been correctly classified. However, there were differences in the boundaries of winter wheat pixels and non-wheat pixels. This may be due to some spectral interference resulting from weeds, roads or buildings in the mixed pixels.

As illustrated in the confusion matrix (Table 5), the winter wheat map had an OA of 93.4% and Kappa of 91.7%. The F1 measure of the winter wheat category was 0.97. However, some other crop pixels were misclassified to winter wheat, which caused the area of wheat to be overestimated to some degree.
Table 5. Confusion matrix of Shandong winter wheat map.

| Classification           | Winter Wheat | Other Crops | Building and Bare Land | Water | Forest | Sum  | OA  | UA  | F1  |
|--------------------------|--------------|-------------|------------------------|-------|--------|------|-----|-----|-----|
| Winter wheat             | 595          | 20          | 4                      | 0     | 1      | 620  | 98.3%| 0.97|     |
| Other crops              | 6            | 353         | 15                     | 7     | 20     | 401  | 80.2%| 0.84|     |
| Building and bare land   | 1            | 24          | 551                    | 2     | 2      | 580  | 95%  | 0.94|     |
| Water                    | 1            | 2           | 4                      | 515   | 4      | 526  | 98.1%| 0.98|     |
| Forest                   | 2            | 41          | 6                      | 1     | 297    | 347  | 91.7%| 0.89|     |
| Sum                      | 605          | 440         | 580                    | 525   | 324    | 2474 |     |     |     |
| PA                       | 96%          | 88%         | 95%                    | 97.9% | 85.6%  | 93.4%| 91.7%|     |     |

Figure 5. Winter wheat map of Shandong Province in 2018–2019, which was generated by the combinations of temporally aggregated Landsat-8 and Sentinel-2 data with RF classifier. The red square, triangle and circle represent the location of the subsets in Figure 6.
4.3. Comparison with Mono-temporal Data

To determine the improvement in the classification effect with multi-temporal data, we compared the mono-temporal performance. Each mono-temporal image includes NDVI, SAVI and six reflectance bands for a total of eight features for every image. All of the assessment results are shown in Figure 7. It is shown that the maturing period (May to 10, June) composite image acquired the best accuracy, with an OA of 86.2% and a Kappa coefficient of 82.5%. However, the accuracy was much lower than that acquired by multi-temporal data (an OA of 93.4% and Kappa of 91.7%), which demonstrated that multi-temporal data produce better performance in mapping crops. By further comparing the accuracy of mono-temporal data, we found that the low accuracy was acquired in the tillering phase (November to December) with an OA of 76.4%, which was because the surface classes were covered by snow in winter. In the seedling phase of winter wheat, the OA and Kappa coefficient was also very low (80% and 74.7%). The accuracies of the overwintering, reviving and jointing-heading composite images were basically the same, with OA values of 84.4%, 85.1%, and 85%, respectively.
4.4. Comparison with Single Sensors’ Data

We also compared the accuracy of mapping winter wheat with a single sensor’s data. The Sentinel-2 data included four images with a total of 32 features used for classification, while Landsat-8 data has one image with eight features used for classification. The OA and Kappa coefficient of the combination of Sentinel-2 and Landsat-8 data as the data source, including six images, were the highest in the three groups (Figure 8). The classification accuracy of Landsat-8 was the lowest, with an OA of 80.6% and a Kappa coefficient of 75.6%, and the result was similar to mono-temporal classification with the combined data. The Sentinel-2 data resulted in an appreciably higher accuracy level compared to Landsat-8 data, with an OA of 90.9% and a Kappa coefficient of 88.5%, but one that was still lower than the combined data. The McNemar’s test also showed that the combination of Sentinel-2 and Landsat-8 data performed better ($p$-value < 0.05) than the individual use of the two data.
4.5. Feature Importance

According to the feature importance scores illustrated in Figure 9, the SAVI band for jointing-heading period acquisitions was shown to be dominant in the result, with an importance score of 0.043, followed by the NDVI band for the maturing period with a score of 0.042. The variables in the maturing phase were more important than others, with an accumulated score of 0.202, followed by variables in the reviving phase with an accumulated score of 0.192, variables in the tillering phase had the lowest accumulated score of 0.094, and thus the data acquired in the maturing phase is very important to the identification of winter wheat. Moreover, comparing the vegetation index bands with spectral index bands, the vegetation index bands were more important.

![Figure 9](image)

**Figure 9.** Importance of features in the RF classification with the multi-temporal data process; S, T, O, R, J and M represent the seedling, tillering, over-wintering, reviving, jointing-heading and maturing phases of winter wheat, respectively.

5. Discussion

5.1. Combining of Temporally Aggregated Landsat-8 and Sentinel-2 Data

The study confirmed the utility of temporally aggregated Sentinel-2 and Landsat-8 data for mapping winter wheat at a provincial scale. Adequate temporal data can capture the different phenological characteristics between ground objects to classify targets. Zhang et al. [36] utilized three years of Sentinel series data to produce multi-temporal monthly composites for woody canopy mapping. Dong et al. [9] used a combination of Landsat data every five years to monitor the dynamics of rice cultivation. However, vegetation types may change year to year. Compared with these previous studies, this study tested the applicability of temporally aggregated Sentinel-2 and Landsat-8 data in one year to composite six periods’ data for winter wheat mapping, and the results have proven to be good.

For temporal aggregation, sufficient data are required over a period to cover all the study areas. On the one hand, the integration of two different sensors’ data provides a high revisit cycle to ensure sufficient good-quality observations. As illustrated in Figure 2, during the entire winter wheat growing period in Shandong province, the average number of good observations from Sentinel-2 was 40.3 and that of Landsat-8 was only 16.4, but the number was 56.7 when combining the two sensors data. On the other hand, aggregating image data according to winter wheat growing stages enlarged the time intervals so that there is available data in every growing stage of winter wheat; because the quality of satellite images is influenced by the weather, the growth of vegetation depends on the climate as well as. The overwintering phase of winter wheat corresponds to approximately two
months, but the other stages are only approximately one month, and the images are more susceptible to snow or rain in this stage. The approach of aggregation of Landsat-8 and Sentinel-2 imagery provides abundant observations to preserve the temporal signature of winter wheat phenology used for discrimination against other land-uses/covers. The combinations of Landsat-8 and Sentinel-2 data performed revealed more accurate classification results than by classifying two sensor’s data separately. The more time intervals there were, the better the classification effect acquired was. Short intervals help to identify phenological characteristics of certain crop types [30].

5.2. The Impact of Key Crop Development Phases on Classification Results

Considering the importance of operational monitoring of crops for food security, knowledge of key crop development phases from remote sensing perspective is crucial to prioritize the allocation of satellite imagery for such phases and obtain as early as possible classification results with acceptable accuracies. Thus, the determination of the key crop development phases is necessary. Previous studies investigated the impact of specific image dates on classification accuracy, such as the importance of May or “Spring” imagery for accurate separation of cropland and other classes [18,19]. Here, we further advanced understanding of the importance of image dates, but from crop development phases’ perspective, rather from specific image dates. Therefore, such results could be easily applied elsewhere, since scientists, agronomists and farmers pay more attention to crop growth stages rather specific image dates. We found that, the maturing phase (10, May–30, June) followed by the reviving phase (20, February–30, March) was particularly crucial for accurate classification of wheat identification. In the maturing period, winter wheat grows rapidly, and the harvested wheat all share the same yellow hue, while other crops are in the early growth phase, which results in higher importance of features derived from the maturing phase [8,17]. Thus, image dates for the maturing phase are the best for extracting winter wheat, and the result of the mono-temporal image composite classification confirmed such a conclusion (Figure 7). In the reviving phase of winter wheat, the growth characteristics of wheat are already significantly different from those of other vegetation types; most of the plants are grey and not germinated, while winter wheat has resumed its growth [11,15]. Wheat can be discriminated from other classes, and therefore the reviving period image is also important for identifying winter wheat in the study area. The data from the two periods have a great influence on the classification accuracy.

Additionally, using the satellite images from early seasons to identify the planting area of crops is extremely crucial for agricultural management too, for instance, for water and fertilizer allocation. However, the optical satellite data from the early stages of winter crop growth are affected greatly by clouds. Therefore, the combinations of temporally aggregated Landsat-8 and Sentinel-2 data would enrich cloud-free observations and facilitate in accurate classification results. This might be the reason that the classification results of mono-temporal phases after the tillering phase gradually converged to 85% (Figure 8). The extent of winter wheat could be determined two months before harvest, which would allow enough time for the government to evaluate food security and take appropriate measures.

Finally, yet importantly, we found vegetation indices played an important role in the accurate classification of winter wheat (Figure 9). Vegetation leaves have strong absorption characteristics in the red band and strong reflection characteristics in the near-infrared band, and thus the vegetation index can reflect the differences of vegetation growth status [11]. In the seedling phase, winter wheat had lower reflectance in NDVI and SAVI bands compared to forest and other crops (Figure 4), because it is just emergence. After reviving, the values of NDVI and SAVI for winter wheat were significantly higher than other crops due to the rapid growth of winter wheat, which also explained that the late seasons of winter wheat had higher classification accuracies.

5.3. Uncertainty and Outlook

In this study, we divided time intervals according to the winter wheat phenological calendar and aggregated temporal data to map winter wheat, with OA was 93.4%, but we should acknowledge that the phenology of winter wheat in Shandong might be different. Different growth conditions and
landscape heterogeneity may cause interclass differences and bring down the ability of the image classifier to map a certain crop [50]. The median spectral value calculated may alleviate the effect to some extent, but still this problem persists.

Some classification inaccuracies were also resulting from the integration of datasets from Sentinel-2 and Landsat-8 data. First, geographic misregistration still exists between two sensors [51]. Both sensors correct their geographic information using different global reference systems and orientation measurements. However, the positional misregistration was stable for our study area [29], with positional misregistration of approximately 30 meters. Second, the TOA reflectance data were used for our study because no Surface Reflectance data before 2019 were available in GEE for Shandong Province until this study was completed. The values of NDVI and SAVI calculated from TOA data were generally higher than those from Surface Reflectance data. Although a little effect was shown, Werff et al. [52] found that the spectral response functions of two sensors’ TOA reflectance products were more correlated to the products of the bottom of atmosphere reflectance. We also achieved plausible accuracies by classifying TOA products. Third, the 30 m spatial resolution of images involves errors and uncertainties in the classification result. Fields smaller than 30 × 30 m pixels could be misclassified.

Our work highlighted the combined use of Sentinel-2 and Landsat-8 data, which constructed time-series curves for mapping winter wheat in Shandong Province. We analyzed the impact of key phenological phases on the classification result that would provide an effective reference for winter wheat mapping in China and elsewhere too. Our research would help to select suitable temporally aggregated data and periods for winter wheat mapping. Moreover, if data from the Gaofen series satellite (a part of China High-definition Earth Observation System) were available in the GEE data catalog in the future, the data availability would be further improved, it would allow for winter wheat mapping more efficient.

6. Conclusion

This paper explored the performance yielded when using combinations of temporally aggregated Sentinel-2 and Landsat-8 data to map winter wheat at the provincial level, and six phenological period composite images were generated and classified by RF classifier. The result showed that: (1) temporally aggregated Landsat-8 and Sentinel-2 data provide abundant observations to derive robust phenological based indicators for identifying winter wheat; (2) the method of combining the RF classifier with the combination of temporally aggregated Landsat-8 and Sentinel-2 data based on the GEE platform could accurately and effectively extract winter wheat in a large area; (3) the image composited using maturing phase data made the biggest contribution, and vegetation indices are more important than other reflectance bands. The analysis moved away from the specific image dates and identified the critical crop development phases for accurate winter wheat mapping, thus making the results transferrable to elsewhere and applied for the operation winter wheat monitoring.

Supplementary Materials: The following are available online at www.mdpi.com/2072-4292/12/12/2065/s1, Figure S1: The impact of selection of number of trees in Random Forest (RF) on classification results. RF models were built with the number of trees ranging from 50 to 950. OA represents Overall Accuracy.

Author Contributions: Conceptualization, F.X. and Z.L.; methodology, F.X.; software, F.X.; validation, S.Z., N.H. and Z.Q.; formal analysis, A.V.P.; investigation, S.Z.; resources, Z.L.; data curation, S.Z., N.H. and Z.Q.; writing—original draft preparation, F.X.; writing—review and editing, W.Z. and A.V.P.; visualization, S.Z.; supervision, X.J.; project administration, X.L. and J.P.; funding acquisition, Z.L. and A.V.P. All authors have read and agreed to the published version of the manuscript.

Funding: This research was supported by the Open Foundation of Jiangsu Key Laboratory of Information Agriculture (KLIKF1801), the Key Project of Jiangsu Key Research and Development Program (Modern Agriculture) (BE2019386), the Major Science and Technology Innovation Project in Shandong Province (2019JZZY020614), DFF-Danish ERC Support Program (grant number: 116491, 9127-00001B), the National Natural Science Foundation of China (41371171) and the Priority Academic Program Development of Jiangsu Higher Education Institutions (PAPD).
Acknowledgements: The authors would like to thank several anonymous reviewers and editors for their suggestions and comments, which helped to improve the manuscript.

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. Food and Agriculture Organization of the United Nations. FAOSTAT Statistics Database, Food Balance Sheets. Available online: www.fao.org/faostat/en/#data/FBS (accessed on 12 September 2019).

2. Food and Agriculture Organization of the United Nations, FAOSTAT Statistics Database, Crops. Available online: www.fao.org/faostat/en/#data/QC (accessed on 12 September 2019).

3. Qiu, B.; Luo, Y.; Tang, Z.; Chen, C.; Lu, D.; Huang, H.; Chen, Y.; Chen, N.; Xu, W. Winter wheat mapping combining variations before and after estimated heading dates. *Isprs J. Photogramm.* 2017, 123, 35–46.

4. Friedl, M.A.; Sulla-Menashe, D.; Tan, B.; Schneider, A.; Ramanikutty, N.; Sibley, A.; Huang, X. MODIS Collection 5 global land cover: Algorithm refinements and characterization of new datasets. *Remote Sens. Environ.* 2010, 114, 168–182.

5. He, Y.; Wang, C.; Chen, F.; Jia, H.; Liang, D.; Yang, A. Feature Comparison and Optimization for 30-M Winter Wheat Mapping Based on Landsat-8 and Sentinel-2 Data Using Random Forest Algorithm. *Remote Sens.* 2019, 11, 535.

6. Yang, Y.; Tao, B.; Ren, W.; Zourarakis, D.P.; Masri, B.E.; Sun, Z.; Tian, Q. An Improved Approach Considering Intraclass Variability for Mapping Winter Wheat Using Multitemporal MODIS EVI Images. *Remote Sens.* 2019, 11, 1191.

7. He, T.; Xie, C.; Liu, Q.; Guan, S.; Liu, G. Evaluation and Comparison of Random Forest and A-LSTM Networks for Large-scale Winter Wheat Identification. *Remote Sens.* 2019, 11, 1665.

8. He, T.; Xie, C.; Liu, Q.; Guan, S.; Liu, G. Evaluation and Comparison of Random Forest and A-LSTM Networks for Large-scale Winter Wheat Identification. *Remote Sens.* 2019, 11, 1665.

9. He, T.; Xie, C.; Liu, Q.; Guan, S.; Liu, G. Evaluation and Comparison of Random Forest and A-LSTM Networks for Large-scale Winter Wheat Identification. *Remote Sens.* 2019, 11, 1665.
Remote Sens. 2020, 12, 2065

21. Oetter, D.R.; Cohen, W.B.; Berterretche, M.; Maiersperger, T.K.; Kennedy, R.E. Land cover mapping in an agricultural setting using multiseasonal Thematic Mapper data. Remote Sens. Environ. 2001, 76, 139–155.

22. Roy, D.P.; Wulder, M.A.; Loveland, T.R.; Woodcock, C.E.; Allen, R.G.; Anderson, M.C.; Scambos, T.A. Landsat-8: Science and Product Vision for Terrestrial Global Change Research. Remote Sens. Environ. 2014, 145, 154–172.

23. Wulder, M.A.; White, J.C.; Loveland, T.R.; Woodcock, C.E.; Belward, A.S.; Cohen, W.B.; Roy, D.P. The global Landsat archive: Status, consolidation, and direction. Remote Sens. Environ. 2016, 185, 271–283.

24. Park, S.; Im, J.; Park, S.; Yoo, C.; Han, H.; Rhe, J. Classification and Mapping of Paddy Rice by Combining Landsat and SAR Time Series Data. Remote Sens. 2018, 10, 447.

25. Singha, M.; Dong, J.; Zhang, G.; Xiao, X. High resolution paddy rice maps in cloud-prone Bangladesh and Northeast India using Sentinel-1 data. Sci. Data 2019, 6, doi:10.1038/s41597-019-0036-3.

26. Zhong, L.; Hu, L.; Zhou, H. Deep learning based multi-temporal crop classification. Remote Sens. Environ. 2019, 221, 430–443.

27. Li, J.; Roy, D.P. A Global Analysis of Sentinel-2A, Sentinel-2B and Landsat-8 Data Revisit Intervals and Implications for Terrestrial Monitoring. Remote Sens. 2017, 9, 902.

28. Zhang, X.; Qu, F.; Qin, F. Identification and mapping of winter wheat by integrating temporal change information and Kullback-Leibler divergence. Int. J. Appl. Earth Obs. 2019, 76, 26–39.

29. Xiong, J.; Thenkabail, P.S.; Tilton, J.C.; Gumma, M.K.; Teluguntla, P.; Oliphant, A.; Congalton, R.G.; Yadav, K.; Gorelick, N. Nominal 30-m Cropland Extent Map of Continental Africa by Integrating Pixel-Based and Object-Based Algorithms Using Sentinel-2 and Landsat-8 Data on Google Earth Engine. Remote Sens. 2017, 9, 1065.

30. Carrasco, L.O.; Neil, A.; Morton, R.; Rowland, C. Evaluating Combinations of Temporally Aggregated Sentinel-1, Sentinel-2 and Landsat 8 for Land Cover Mapping with Google Earth Engine. Remote Sens. 2019, 11, 288.

31. Löw, F.; Prischchevov, A.V.; Waldner, F.; Dubovyk, O.; Akramkhanov, A.; Biradar, C.; Lamers, J. Mapping Cropland Abandonment in the Aral Sea Basin with MODIS Time Series. Remote Sens. 2018, 10, 159.

32. Zhang, X.; Wu, B.; Ponce-Campos, G.; Zhang, M.; Chang, S.; Tian, F. Mapping up-to-Date Paddy Rice Extent at 10 M Resolution in China through the Integration of Optical and Synthetic Aperture Radar Images. Remote Sens. 2018, 10, 1200.

33. Tian, F.; Wu, B.; Zeng, H.; Zhang, X.; Xu, J. Efficient Identification of Corn Cultivation Area with Multitemporal Synthetic Aperture Radar and Optical Images in the Google Earth Engine Cloud Platform. Remote Sens. 2019, 11, 629.

34. Gorelick, N.; Hancher, M.; Dixon, M.; Ilyushchenko, S.; Thau, D.; Moore, R. Google Earth Engine: Planetary-Scale Geospatial Analysis for Everyone. Remote Sens. Environ. 2017, 202, 18–27.

35. Hansen, M.C.; Potapov, P.V.; Moore, R.; Hancher, M.; Turubanova, S.A.; Tyukavina, A.; Kommareddy, A. High-Resolution Global Maps of 21st-Century Forest Cover Change. Science 2013, 342, 850–853.

36. Zhang, W.; Brandt, M.; Wang, Q.; Prischchevov, A.V.; Tucker, C.J.; Li, Y.; Lyu, H.; Fensholt, R. From woody cover to woody canopies: How Sentinel-1 and Sentinel-2 data advance the mapping of woody plants in savannas. Remote Sens. Environ. 2019, 234, 111465.

37. National Census Data of China. Available online: http://data.stats.gov.cn/ (accessed on 12 September 2019).

38. Zhu, Z.; Woodcock, C.E. Object-based cloud and shadow detection in Landsat imagery. Remote Sens. Environ. 2012, 118, 83–94.

39. Tucker, C.J. Red and photographic infrared linear combinations for monitoring vegetation. Remote Sens. Environ. 1979, 8, 127–150.

40. Huete, A.R.; Hua, G.; Qi, J.; Chehbouni, A.; Van Leeuwen, W.J.D. Normalization of multidirectional red and NIR reflectances with the SAVI. Remote Sens. Environ. 1992, 41, 143–154.

41. Feng, Q.; Gong, J.; Liu, J.; Li, Y. Monitoring Cropland Dynamics of the Yellow River Delta based on Multi-Temporal Landsat Imagery over 1986 to 2015. Sustainability 2015, 7, 14834–14858.

42. Jin, Z.; Azzari, G.; You, C.; Di Tommaso, S.; Aston, S.; Burke, M.; Lobell, D.B. Smallholder maize area and yield mapping at national scales with Google Earth Engine. Remote Sens. Environ. 2019, 228, 115–128.

43. Zurqani, H.A.; Post, C.J.; Mikhailova, E.A.; Schlautman, M.A.; Sharp, J.L. Geospatial analysis of land use change in the Savannah River Basin using Google Earth Engine. Int. J. Appl. Earth Obs. 2018, 69, 175–185.

44. Rodriguez-Galiano, V.F.; Ghimire, B.; Rogan, J.; Chica-Olmo, M.; Rigol-Sanchez, J.P. An assessment of the effectiveness of a random forest classifier for land-cover classification. Isprs J. Photogramm. 2012, 67, 93–104.
45. Zhong, L.; Gong, P.; Biging, G.S. Efficient corn and soybean mapping with temporal extendability: A multi-year experiment using Landsat imagery. *Remote Sens. Environ.* **2014**, *140*, 1–13.

46. Pelletier, C., Valero, S., Ingладa, J., Champion, N., Dedieu, G. Assessing the robustness of Random Forests to map land cover with high resolution satellite image time series over large areas. *Remote Sens. Environ.* **2016**, *187*, 156–168.

47. Congalton, R.G. A review of assessing the accuracy of classifications of remotely sensed data. *Remote Sens. Environ.* **1991**, *37*, 35–46.

48. Schuster, C.; Schmidt, T.; Conrad, C.; Kleinschmit, B.; Forster, M. Grassland habitat mapping by intra-annual time series analysis—Comparison of RapidEye and TerraSAR-X satellite data. *Int. J. Appl. Earth Obs. Geoinf.* **2015**, *34*, 25–34.

49. Pedregosa, F.; Varoquaux, G.; Gramfort, A.; Michel, V.; Thirion, B.; Grisel, O.; Blondel, M.; Prettenhofer, P.; Weiss, R.; Dubourg, V.; *et al.* Scikit-learn: Machine Learning in Python. *J. Mach. Learn. Res.* **2011**, *12*, 2825–2830.

50. Yang, X.; Lo, C.P. Using a time series of satellite imagery to detect land use and land cover changes in the Atlanta, Georgia metropolitan area. *Int. J. Remote Sens.* **2002**, *23*, 1775–1798.

51. Storey, J.; Roy, D.P.; Masek, J.; Gascon, F.; Dwyer, J.; Choate, M. A note on the temporary misregistration of Landsat-8 Operational Land Imager (OLI) and Sentinel-2 Multi Spectral Instrument (MSI) imagery. *Remote Sens. Environ.* **2016**, *186*, 121–122.

52. Van der Werff, H.; van der Meer, F. Sentinel-2A MSI and Landsat 8 OLI Provide Data Continuity for Geological Remote Sensing. *Remote Sens.* **2016**, *8*, 883.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).