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ABSTRACT

Machine unlearning is the task of updating machine learning (ML) models after a subset of the training data they were trained on is deleted. Methods for the task are desired to combine effectiveness and efficiency, i.e., they should effectively ‘unlearn’ deleted data, but in a way that does not require excessive computation effort (e.g., a full retraining) for a small amount of deletions. Such a combination is typically achieved by tolerating some amount of approximation in the unlearning. In addition, laws and regulations in the spirit of “the right to be forgotten” have given rise to requirements for certifiability, i.e., the ability to demonstrate that the deleted data has indeed been unlearned by the ML model.

In this paper, we present an experimental study of the three state-of-the-art approximate unlearning methods for linear models and demonstrate the trade-offs between efficiency, effectiveness and certifiability offered by each method. In implementing the study, we extend some of the existing works and describe a common ML pipeline to compare and evaluate the unlearning methods on six real-world datasets and a variety of settings. We provide insights into the effect of the quantity and distribution of the deleted data on ML models and the performance of each unlearning method in different settings. We also propose a practical online strategy to determine when the accumulated error from approximate unlearning is large enough to warrant a full retrain of the ML model.

PVldb Reference Format:
Ananth Mahadevan and Michael Mathioudakis. Certifiable Machine Unlearning for Linear Models. PVLDB, 15(1): XXX-XXX, 2021.
doi:XX.XX/XXX.XXX

1 INTRODUCTION

Machine unlearning is the task of updating a machine learning (ML) model after the partial deletion of data on which the model had been trained, so that the model reflects the remaining data. The task arises in the context of many database applications that involve different deletion, the ML model operates as if the deleted data had never been observed. Such a requirement may be stipulated by laws, e.g., in the spirit of the right to be forgotten [21] or the right of erasure [25] in EU laws; or even offered voluntarily by the application in order to address privacy concerns. In the example of the online store, consider the case where some users request their data to be removed from its database: the online store should not only delete the data in the hosting database, but also ensure that the data are unlearned by any ML model that was built from them. Essentially, if an audit was performed, the employed ML model should be found to be a close approximation of the model that is obtained with a brute-force, full retrain on the remaining data – even if such a full retrain was not actually performed to unlearn the deleted data.

The aforementioned qualities exhibit pairwise trade-offs. There is a trade-off between efficiency, on one hand, and effectiveness or certifiability on the other: that’s because it takes time to train a model with a desired level of accuracy. Moreover, there is a trade-off between certifiability and effectiveness: unlearning the deleted data, thus ensuring certifiability, corresponds to learning from fewer data, thus decreasing accuracy. In this study, we observe the three trade-offs experimentally – and find that, because the compared methods involve different computational costs for different operations, they offer better or worse trade-offs in different settings.

Forexample, consider an online store that maintains a training and using an ML model while allowing data deletions to occur. For example, consider an online store that maintains a database of ratings for its products, and uses the database to train a model that predicts customer preferences (e.g., a logistic regression model that predicts what rating a customer would assign to a given product). If part of the database is deleted (e.g., if some users request their accounts to be removed), then a problem arises: how to update the ML model to “unlearn” the deleted data. It is crucial to address the problem appropriately, so that the computational effort for unlearning is in proportion to the effect of the deletion: a tiny amount of deletion should not trigger a full retrain of the ML model; but at the same time, data deletions should not be ignored to such extent that the ML model does not reflect the data anymore.

In this work, we perform a comparative analysis of methods for machine unlearning, motivated both by the importance of the task and the lack of a comprehensive comparison in the literature. Our goal is to explore how existing methods perform in a variety of settings in terms of certain desirable qualities.

What are those qualities? First, machine unlearning should be efficient, i.e., achieving small running time, and effective, i.e., achieving good accuracy. Moreover, machine unlearning is sometimes required to be certifiable, i.e., guarantee that, after the data deletion, the ML model operates as if the deleted data had never been observed. Such a requirement may be stipulated by laws, e.g., in the spirit of the right to be forgotten [21] or the right of erasure [25] in EU laws; or even offered voluntarily by the application in order to address privacy concerns. In the example of the online store, consider the case where some users request their data to be removed from its database: the online store should not only delete the data in the hosting database, but also ensure that the data are unlearned by any ML model that was built from them. Essentially, if an audit was performed, the employed ML model should be found to be a close approximation of the model that is obtained with a brute-force, full retrain on the remaining data – even if such a full retrain was not actually performed to unlearn the deleted data.

The aforementioned qualities exhibit pairwise trade-offs. There is a trade-off between efficiency, on one hand, and effectiveness or certifiability on the other: that’s because it takes time to train a model with a desired level of accuracy. Moreover, there is a trade-off between certifiability and effectiveness: unlearning the deleted data, thus ensuring certifiability, corresponds to learning from fewer data, thus decreasing accuracy. In this study, we observe the three trade-offs experimentally – and find that, because the compared methods involve different computational costs for different operations, they offer better or worse trade-offs in different settings.

For all the methods we compare, we consider the following common ML pipeline (Figure 1). In the first stage, the application trains an initial ML model from the data. To limit the variable parts of our experimentation, we will be focusing on linear classification models, such as logistic regression, as they represent a large class of models that are commonly encountered in a wide range of settings. In addition, we’ll be assuming that the initial model is trained with stochastic gradient descent (SGD), since SGD and its variants
are the standard algorithms for training general ML models. In the second stage, the initial ML model is employed for inference, i.e., it is used for classification. During this stage, if data deletion occurs, then the pipeline proceeds to the third stage to unlearn the deleted data and produce an updated model. After every such model update, the application evaluates the updated model for certifiability. If it fails, then the pipeline restarts and trains a new model from scratch on the remaining data; otherwise, it is employed in the inference stage and pipeline resumes. When an audit is requested by an external auditor (not shown in Figure 1) – a full retraining of the ML model is executed on the remaining data, and the fully-retrained model is compared to the currently employed model according to some measure for model disparity. If the disparity between the two models is smaller than a given threshold, then the audit is successful, meaning the pipeline and the employed model has certifiably unlearned the deleted data so far and the pipeline is allowed to resume.

In the context of this pipeline, we evaluate three methods that follow largely different approaches for machine unlearning and which represent the state of the art for the setting we consider (linear classification models trained with SGD). The first method (Influence) updates the initial ML model using the deleted data to perform a corrective Newton step; it is defined in Guo et al. [14]. The second method (Fisher) updates the initial ML model using the remaining data to perform a corrective Newton step; it is defined in Golatkar et al. [11]. And the third method (DeltaGrad) updates the initial ML model by correcting the SGD steps that led to the initial model; it follows the method defined in Wu et al. [31] – which, however, we extend in this paper with a mechanism to trade effectiveness for certifiability. Each of the evaluated methods is approximate and equipped with mechanisms that control the trade-offs between efficiency, effectiveness and certifiability. For a more elaborate discussion of the literature, see Section 2.

For the experimental evaluation, we implement the three methods and compare them in a large range of settings that adhere to the pipeline described above. The aim of the experiments is to demonstrate the trade-offs that the three methods offer in terms of efficiency, effectiveness and certifiability. First, we demonstrate that the trade-offs are much more pronounced for certain worst-case deletion distributions than for random deletions. Subsequently, we observe that DeltaGrad offers stable albeit lower performance across all qualities; Fisher offers overall best certifiability, along with good effectiveness at lower efficiency than Influence especially for larger datasets; and the Influence method offers overall best efficiency, along with good effectiveness at lower levels of certifiability. Moreover, we observe that the efficiency of Fisher and Influence is much higher for datasets of lower dimensionality. The patterns we observe in these experiments have a beneficial by-product: they allow us to define a practical approach to determine in online fashion (i.e., as the pipeline unfolds) an optimal point at which the pipeline should restart. Intuitively, the optimal point is just before the model update would lead to a model that fails the certification audit.

To summarize, we make the following contributions:

- We define a novel framework to compare machine unlearning methods in terms of effectiveness, efficiency and certifiability.
- We extend the methods of Wu et al. [31] and Golatkar et al. [11] with mechanisms to control performance trade-offs.
- We offer the first experimental comparison of the competing methods in a large variety of settings.
- We obtain novel empirical insights about the effect of the deletion distribution on the performance trade-offs.
- We obtain novel empirical insights about the strengths of each method in terms of the performance trade-offs.
- We propose a practical online strategy to determine an optimal time when to restart the training pipeline.

As future work, a similar experimental study would address model updates for data addition rather than deletion. For this work, we opted to focus on deletion to keep the paper well-contained, because certifiability is typically required in the case of deletion (e.g., when users request their data to be deleted from an application) and the methods we evaluate are tailored to certifiable deletion.

2 RELATED WORK

Unlearning methods are classified as exact or approximate.

Exact unlearning methods produce ML models that perform as fully-retrained models. By definition, these methods offer the highest certifiability as the produced models are effectively the same as ones obtained with retraining. There exist several exact unlearning methods, typically for training algorithms that are model-specific and deterministic in nature. For instance, ML models such as support vector machines [16, 27, 29], collaborative filtering, naïve bayes [5, 28] k-nearest neighbors and ridge regression [28] possess exact unlearning methods. The efficiency for such exact methods varies.

For stochastic training algorithms such as SGD, Bourtoule et al. [2] propose an exact unlearning approach, under the assumption that learning is performed in federated fashion. In federated learning, separate ML models are trained on separate data partitions and
their predictions are aggregated during inference. This partitioning of data allows for efficient retraining of ML models on smaller fragments of data, leading to efficient unlearning when data are deleted. However, for general ML models trained with SGD, the setting of federated learning comes with a potential cost on effectiveness that is difficult to quantify and control, because model optimization is not performed jointly on the full dataset.

Approximate unlearning methods produce ML models that are an approximation of the fully-retrained model. These methods typically aim to offer much larger efficiency through the relaxation of the effectiveness and certifiability requirements. Most of them can be categorized into one of three groups.

The first group [7, 14, 15] uses the deleted data to update ML models during unlearning. They perform a Newton step [18] to approximate the influence of the deleted data on the ML model and remove it. To trade-off certifiability for effectiveness, they inject random noise to the training objective function [7]. The second group [10–12] uses the remaining data of the training dataset to update the ML model and control certifiability. These methods use Fisher information [22] to retrain information of the remaining data and inject optimal noise in order to forget the deleted data. The third group [13, 23, 31, 32] stores data and information during training and then utilize this when deletion occurs to update the model. Specifically, these methods focus on approximating the SGD steps that would have occurred if full retraining was performed. To aid the optimization process, they store the intermediate quantities (e.g., gradients and model updates) produced by each SGD step during training. The amount of stored information and the approximation process raise an effectiveness vs efficiency trade-off.

Methods from the above three groups can be used to perform unlearning for classification models with SGD, as long as the relevant quantities (e.g., the model gradients) are easy to compute for the model at hand. Apart from the above three groups, there are other approximate unlearning methods that do not fit the same template – e.g., methods for specific ML models, such as Brophy and Lowd [4] for random forest models, or for Bayesian modeling, such as Nguyen et al. [24] for Bayesian learning – and so we consider them outside the scope of this paper.

In this paper, we focus on approximate unlearning methods, because they are applicable to general ML models, when training is performed with general and widely used optimization algorithms like SGD. We implement three methods, INFLUENCE, FISHER and DELTA GRAD which correspond to state-of-the-art unlearning methods from each of the aforementioned groups, Guo et al. [14], Goltakar et al. [11] and Wu et al. [31] respectively.

3 MACHINE UNLEARNING

In this section, we present the common ML pipeline over which the unlearning methods are evaluated in this study (Section 3.1). Subsequently, we describe the three unlearning methods (Sections 3.2-3.4). Any of them can be used in the ML pipeline to update the ML model at the event of data deletion. Lastly, we discuss the process of auditing the ML pipeline for certifiability (Section 3.5).

3.1 The ML pipeline

The ML pipeline describes the lifecycle of ML models in our experimental framework – i.e., how a model is trained, employed for inference, updated incrementally, and potentially fully retrained from scratch, while a series of data deletions occur (see Figure 1).

**First stage: Training** In this stage a ML model is learned from the training dataset \( \mathcal{D} \). In what follows, we’ll assume that the ML model is logistic regression, a simple and widely used model for classification. Each data point consists of \( d \) features \( x \in \mathbb{R}^d \) and a categorical label \( y \) – and we assume that initially there are \( n_{\text{init}} \) entries in total, i.e., \( \mathcal{D} = D_{\text{init}} = \{(x_i, y_i)\}_{i=1}^{n_{\text{init}}} \). At any time in the lifecycle of the pipeline, \( \mathcal{D} \) will denote the currently available training dataset, which is a subset of initial training data due to possible deletions, i.e., \( \mathcal{D} \subseteq D_{\text{init}} \). An objective function measures the fitness of a ML model’s parameters \( w \) on a dataset \( \mathcal{D} \). Following common practice for logistic regression, the objective function is

\[
L = L(w; \mathcal{D}) = \frac{1}{|\mathcal{D}|} \sum_{i \in \mathcal{D}} \ell(w^T x_i, y_i) + \frac{\lambda}{2} \|w\|^2,
\]

where the first term captures the average classification loss, with \( \ell \) being the binary cross entropy for logistic regression; and the second term quantifies ridge regularization for a fixed value of parameter \( \lambda \), the role of which is to prevent over-fitting.

Moreover, for training, we’ll be using mini-batch SGD, a general and widely-used optimization algorithm [3]. SGD iteratively minimizes the objective function over the training data: first, it initializes the model parameters to a random value \( w := w_0 \), and it improves them in iterative steps as follows,

\[
w_{t+1} = w_t - \eta_t \nabla L(w_t; \mathcal{D})
\]

where \( \eta_t \) is the learning rate at iteration \( t \). An appropriate number of iterations is taken for convergence, after which the resulting ML model minimizes the objective function \( L \) on the dataset \( \mathcal{D} \).

Following common practice, SGD is executed in mini-batch fashion, i.e., only a subset of \( \mathcal{D} \) is used in each execution of Equation (2).

As we’ll see in the upcoming sections 3.2-3.4, each unlearning method uses an adaptation of the objective function of Eq. (1). A model obtained from the training stage of the ML pipeline is denoted\(^2\) with \( w^* \). When it is obtained using the initial dataset \( D_{\text{init}} \), then \( w^* \) is referred to as the initial trained model; and when it is obtained using a subset \( \mathcal{D} \subseteq D_{\text{init}} \) of the training dataset, then it is referred to as the fully-retrained model. This model, \( w := w^* \), is sent to the second stage to be employed for inference.

**Second stage: Inference** The available model \( w \) is employed for inference, i.e., to predict the class \( y \) of arbitrary data points \( x \) submitted as queries to the ML model. At any time during the second stage, a subset of the data may be deleted, which prompts the pipeline to proceed to the third stage.

**Third stage: Unlearning** The third stage receives the currently employed model \( w \) and the deleted subset of the training data, denoted with \( \mathcal{D}_m = \{(x_i, y_i)\}_{i=1}^m \). It executes the unlearning algorithm so as to “unlearn” the deleted data \( \mathcal{D}_m \). The result of the unlearning is an updated model \( w^m \).

\(^2\)For general models SGD requires a few re-runs to limit the possibility of returning a local optimum with low objective value. However for logistic regression, used in this paper, the objective function is convex and SGD leads to the global optimum.

\(^3\)Slightly abusing notation, we use \( w \) for both a model instance and its parameters.
Once obtained, the updated model $\mathbf{w}^*$ is evaluated on a test dataset, $\mathcal{D}_{\text{test}} = \{(x_i, y_i)\}_{i=1}^{n_{\text{test}}}$ in terms of effectiveness and certifiability. Following common practice, the test dataset $\mathcal{D}_{\text{test}}$ is disjoint from the training dataset $\mathcal{D}$ — and in real scenarios, $\mathcal{D}_{\text{test}}$ is typically independently collected, e.g., consisting of user queries (i.e., the data points $x$ for which the ML model is asked to predict $y$).

Effectiveness is measured as the model’s accuracy $\alpha$ on $\mathcal{D}_{\text{test}}$ (i.e., the fraction of test data that it classifies correctly). Furthermore, certifiability is measured as the disparity $\epsilon$ between the updated $\mathbf{w}^u$ and the fully-retrained $\mathbf{w}^*$ ML model, in terms of accuracy over the deleted data $\mathcal{D}_m$. Intuitively, the disparity $\epsilon$ captures the amount of information that the updated model $\mathbf{w}^u$ possesses about the deleted data $\mathcal{D}_m$ in comparison to a fully-retrained model $\mathbf{w}^*$: if the disparity is small, then the updated model has ‘unlearned’ the deleted data as well as a model that is retrained from scratch on the remaining data. Note however that, while $\mathbf{w}^u$ is readily available from the execution of the unlearning algorithm, the fully-retrained model $\mathbf{w}^*$ is not: in fact, obtaining $\mathbf{w}^*$ after every deletion would defeat the purpose of obtaining $\mathbf{w}^u$ in the first place. Therefore, unlike our experimental study, in a practical setting disparity $\epsilon$ could not be directly measured exactly but it should be estimated.

To deal with this challenge, we will experimentally show how to estimate $\epsilon$ using $\alpha$ which is easily obtainable (see section 5).

After evaluation on the test dataset, a decision is made about the updated model. If its accuracy $\alpha$ is sufficiently high and disparity $\epsilon$ sufficiently low relative to fixed thresholds determined externally (e.g., by the engineer who deploys this pipeline), then the pipeline returns to the second stage and employs the updated model $\mathbf{w}^u$ for inference — otherwise, the pipeline returns to the first stage for a full retrain over the remaining data $\mathcal{D} \setminus \mathcal{D}_m$. Intuitively, the full retrain is triggered once a large volume of deletions lead to an updated model with degraded effectiveness or certifiability.

Controlling the trade-offs Each unlearning method is equipped with mechanisms to navigate trade-offs between efficiency, effectiveness, and certifiability. The first mechanism trades efficiency, on one hand, for effectiveness and certifiability, on the other, and is controlled via noise injection, and specifically via a noise parameter $\sigma$ that determines the amount of injected noise. Simply expressed, noise injection deliberately adds randomness to an ML model, both during training and unlearning. On one end of this trade-off, when large amounts of noise are injected, the predictions of the ML model are effectively random — therefore ensuring low disparity $\epsilon$ and high certifiability, but at the cost of low effectiveness, as the noise leads to all data to be unlearned. On the other end, when no noise is injected, the unlearning method strives to optimize the objective function over the remaining data, thus prioritising effectiveness.

We note that the trade-off between effectiveness and certifiability, along with noise injection as a control mechanism, have already been introduced as concepts in the literature. For further discussion on noise injection, we refer the interested reader to [7, 11, 14].

Having defined the ML pipeline, we now proceed to specify the unlearning methods. For each unlearning method, we describe its three main components, namely the training algorithm (used to train a model on a dataset), the unlearning algorithm (used for incremental model updates after deletion), and the parameters that control trade-offs between efficiency, effectiveness and certifiability.

### 3.2 Fisher Unlearning Method

The Fisher unlearning method is described in Golatkar et al. [11]. The training algorithm for this method proceeds in two steps: in the first step, it invokes SGD to optimize the objective $L$ (Eq. 1); and in the second step it performs noise injection. The output model $\mathbf{w}^*$ is expressed as

$$\mathbf{w}^* := \mathbf{w}^{opt} + \sigma F^{-1/4} \mathbf{b}, \quad (3)$$

where,

$$\mathbf{w}^{opt} = \arg \min_{\mathbf{w}} L(\mathbf{w}, \mathcal{D}), \quad (4)$$

$$F = \nabla^2 L(\mathbf{w}^{opt}, \mathcal{D}), \quad (5)$$

$$\mathbf{b} \sim \mathcal{N}(0, 1)^d. \quad (6)$$

As shown in Equation (4), $\mathbf{w}^{opt}$ is the model that optimizes the objective function $L$ using SGD. Moreover, $F$ is the Fisher matrix of $L$, defined as the covariance of the objective function. For logistic regression, $F$ is equal to the Hessian of $L$, as reflected in Equation (5). The second term in Equation (3) corresponds to the noise injection that adds standard normal noise (see Eq. (6)) to the optimal model $\mathbf{w}^{opt}$ in the direction of the Fisher matrix.

The unlearning algorithm takes as input the currently employed model $\mathbf{w}$, the deleted subset $\mathcal{D}_m \subset \mathcal{D}$ of the training data, and outputs an updated model $\mathbf{w}^u$. The Fisher unlearning algorithm is given by

$$\mathbf{w}^u := \mathbf{w} - F^{-1} \Delta + \sigma F^{-1/4} \mathbf{b}, \quad (7)$$

where

$$\Delta = \nabla L(\mathbf{w}, \mathcal{D} \setminus \mathcal{D}_m), \quad (8)$$

$$F = \nabla^2 L(\mathbf{w}, \mathcal{D} \setminus \mathcal{D}_m). \quad (9)$$

and $\mathbf{b}$ is the same as in Equation (6). As shown in Equation (8), $\Delta$ is the gradient of the objective function $L$ (Eq. 1). And, similar to Equation (3), $F$ is the Fisher matrix, now computed on the remaining training data after deletion ($\mathcal{D} \setminus \mathcal{D}_m$). The first term in Equation (7) corresponds to the corrective Newton step that aims to unlearn the
deleted data $D_m$. The second term corresponds to noise injection, and adds standard normal noise $b$ (see Eq. (6)) to the updated model $w'$ in the direction of the Fisher matrix (see Equation (9)).

As defined in Equation (7), the unlearning algorithm computes an updated model in a single step. A more elaborate approach is to split the deleted data in mini-batches of size $m' \leq m$ and use Equation (7) sequentially for each of them. This approach leads to multiple and smaller corrective Newton steps, which in turn lead to a more effective ML model at the cost of efficiency. For this experimental study, we’ll be using this mini-batch version of the unlearning algorithm, as shown in Algorithm 1.

Algorithm 1: Fisher mini-batch

Input : Employed model $w$. Current training data $D$. Deleted data $D_m$. Parameter $\sigma$, Mini-batch size $m'$, objective function $L$

Output: Updated model parameters $w'$

1. $s \leftarrow \frac{m}{m'}$; Split $D_m$ into $s$ mini-batches $\{D_m^1, D_m^2, \ldots, D_m^s\}$
2. $D' \leftarrow D$; $w' \leftarrow w$
3. for $i = 1; t \leq s; i + + do$
4. $D' \leftarrow D' \setminus D_m^i$; $\Delta \leftarrow \nabla L(w', D')$; $F \leftarrow \nabla^2 L(w', D')$
5. $w'^n \leftarrow w^n - F^{-1} \Delta$
6. if $\sigma > 0$ then
7. Sample $b \sim N(0, 1)^d$
8. $w' \leftarrow w'^n + \sigma F^{-1/2} b$
9. end
10. end
11. return $w'$

Trade-off parameters As explained earlier (Section 3.1), the noise parameter $\sigma$ controls the trade-off between effectiveness and certifiability. Moreover, the size of the mini-batch $\tau_{Fisher} = m'$ serves as the efficiency parameter that controls the trade-offs between efficiency, on one hand, and effectiveness and certifiability, on the other. The lowest efficiency is achieved when $m' = 1$, i.e., unlearning one deleted data point at a time incrementally — however, this comes at the massive cost of recomputing the Fisher matrix after every single deleted data point. The highest efficiency is achieved when $m' = m$, i.e., unlearning all deleted data at once — which comes at the cost of effectiveness due to single and crude corrective Newton step. In typical real settings, one would choose a value $m'$ between the two extremes.

3.3 DeltaGrad Unlearning Method

The DeltaGrad unlearning method is described in Wu et al. [31]. Its approach is to approximate the SGD steps that would have happened if the deleted data had not been present, using the information from the initial SGD training steps.

The training algorithm uses SGD followed by noise injection,

$$w^* := \arg \min_{w} L(w, D) + \sigma \cdot b.$$

(10)

where $b$ is defined as in Eq. (6)). This noise injection mechanism is a Gaussian version of the noise injection mechanism described by Wu et al. [32] using results from Dwork et al. [9]. In contrast to Fisher method’s noise injection (Eq. 7), there is no Fisher matrix to guide the random Gaussian noise in this mechanism. Therefore, a large value of $\sigma$ will indiscriminately remove information from the employed model which in turn drastically reduces the effectiveness of the ML model.

At every iteration of the SGD algorithm described in Equation (2), the parameters $w_t$ and objective function gradients $\nabla L(w_t, D)$ are stored to disk.

The unlearning algorithm for this method proceeds in two steps: in the first step, it approximately updates the stored sequence $(w_t)$ of parameters computed by SGD; in the second step, it injects noise. In summary, and slightly abusing notation, we write

$$w^t := \text{DGApprox}(w_t) + \sigma \cdot b.$$

(11)

The first term corresponds to the approximate update of SGD steps, and the second to noise injection, with $b$ defined as in Eq. (6).

Let us provide more details about how the first term is computed. Upon the deletion of the current subset of the training data $D_m \subset D$, the unlearning algorithm aims to obtain, approximately, the ML model that would have resulted from SGD if $D_m$ had never been used for training. By definition (Eq. 2), in the absence of $D_m$, the SGD steps would have been:

$$w_{T+1} = w_T - \frac{\eta_t}{(n-m)} [n \nabla L(w_T, D) - m \nabla L(w_T, D_m)]$$

(12)

leading to a different sequence $(w_T)$ of model parameters than the one obtained before deletion from Eq. (2). As a consequence, the value of $\nabla L(w_T, D)$ differs between the executions of Eq. (2) (before deletion) and Eq. (12) (after deletion). DeltaGrad’s approach is to obtain a fast approximation of the latter from the former, thus approximately unlearning the deleted data without performing a full-cost SGD on the remaining data.

Algorithm 2: DGApprox

Input : Current training data $D$. Deleted data $D_m$, model weights saved during the training stage or updated later $\{w_0, w_1, \ldots, w_T\}$ and corresponding gradients $\{\nabla L(w_0, D), \nabla L(w_1, D), \ldots, \nabla L(w_T, D)\}$, period $T_0$, total iteration number $T$, “burn-in” iteration number $j_0$, learning rate $\eta_t$

Output: Updated model parameter $w_T$

1. Initialize $w_0 \leftarrow w_0$
2. for $t = 0; T < t + + do$
3. if $\left\lfloor (t - j_0) \mod T_0 \right\rfloor = 0 \text{ or } t \leq j_0$ then
4. compute $\nabla L(w_T, D \setminus D_m)$ exactly
5. compute $w_{T+1}$ by using exact update (Equation (2))
6. Update $w_T$ with $w_T$
7. Update $\nabla L(w_T, D)$ with $\nabla L(w_T, D \setminus D_m)$
else
8. Approximate $\nabla L(w_T, D \setminus D_m)$ with L-BFGS algorithm using stored terms $w_T$ and $\nabla L(w_T, D)$
9. Compute $\nabla L(w_T, D \setminus D_m)$
10. Compute $w_{T+1}$ by using the modified gradient formula (Equation (12))
11. Update $w_T$ with $w_T$
12. Update $\nabla L(w_T, D)$ with approximated $\nabla L(w_T, D \setminus D_m)$
13. end
14. end
15. return $w_T$
The unlearning algorithm is shown for reference in Algorithm 2. As seen in lines 9 to 13, the term $\nabla L(w; D)$ is approximated using the Quasi-Newton L-BFGS optimization algorithm with the terms $w_t$ and $\nabla L(w_t, D)$ that were stored during training. However, there exist two issues with this approximation. First, the L-BFGS algorithm requires a history of accurate computations to produce an effective approximation. Second, consecutive approximations lead to errors accumulating after several iterations in SGD. The first issue is addressed by using a burn-in period of $j_0$ iterations, during which the exact gradient on the remaining dataset, $\nabla L(w_t, D \setminus D_m)$, is computed. The latter issue is addressed by periodically computing the exact gradient after every $T_0$ iterations (following the burn-in period). These are seen in lines 3 to 7. Moreover, in order to use the above DeltaGrad algorithm for subsequent data deletions, the terms $w_t$ and $\nabla L(w_t, D)$ that were previously stored in disk are updating after unlearning the deleted data $D_m$. This is described in lines 6 and 7 and lines 12 and 13.

**Trade-off parameters** The unlearning algorithm has several parameters that control its efficiency. The burn-in period $j_0$, periodicity $T_0$, learning rate $\eta$, number of SGD iteration $T$ and the length of historical computations for L-BFGS optimization algorithm are all potential $\tau$ parameters for the DeltaGrad algorithm. Due to paper-space constraints, we choose the periodicity $\Delta_{\text{DeltaGrad}} = T_0$ as the primary efficiency parameter, while keeping all other secondary parameters fixed for a given dataset. We use $T_0 = 2$ as its lower value, which corresponds to computing the exact gradient every alternate iteration, leading to minimum efficiency. Conversely, large values of $T_0$ lead to higher efficiency. Finally, the noise parameter $\sigma$ controls the trade-off between effectiveness and certifiability.

### 3.4 INFLUENCE Unlearning Method

The INFLUENCE unlearning method follows Guo et al. [14]. Its approach is based on ML influence theory [18]. At a high level, unlearning is performed by computing the influence of the deleted data on the parameters of the trained ML model and then updating the parameters to remove that influence. Moreover, it uses a modified objective function that incorporates noise injection:

$$L_{\sigma}(w; D) = L(w, D) + \frac{\sigma b^\top w}{|D|}$$ \quad (13)

where $L$ and $b$ are the same as in Equations (1) and (6) respectively. The second term in Equation (13) describes the noise injection where $\sigma$ is the noise parameter. The amount of noise is scaled wrt the size of the training data $D$.

The **training algorithm** uses SGD to optimize the noisy objective.

$$w^* := \arg \min_w L_{\sigma}(w, D) \quad (14)$$

Note that, when $\sigma$ is increased, the effectiveness of the ML model decreases as the SGD algorithm prioritizes minimizing the second term in Equation (13) rather than the original objective function captured by the first term.

The **unlearning algorithm** approximates the influence of the deleted subset $D_m \subseteq D$ on the parameters of the currently employed model $w$ and performs the update as:

$$w^u := w + H^{-1} \Delta^{(m)} \quad (15)$$

where

$$\Delta^{(m)} = \nabla L(w, D_m), \quad (16)$$

$$H = \nabla^2 L(w, D \setminus D_m). \quad (17)$$

As seen in Eqs. (16) and (17), $\Delta^{(m)}$ is the gradient of the objective function $L$ (see (1)) computed on the deleted data and $H$ is the Hessian matrix computed on the remaining training data. The second term in Equation (15) is known as the **influence function** of the deleted data $D_m$ on the model parameters $w$.

Similar to Fisher, when the unlearning algorithm is performed in mini-batches of $m' \leq m$, we obtain a more effective ML model at the cost of the efficiency. This is because, we compute the influence function on smaller mini-batches of deleted data multiple times. For this experimental study, we’ll be using this mini-batch version of the unlearning algorithm, as shown in Algorithm 3.

### Algorithm 3: INFLUENCE mini-batch

| Input: Employed model $w$. Current training data $D$. Deleted data $D_m$. Mini-batch size $m'$. Objective function $L$. |
| Output: Updated model parameter $w^u$. |

1. $s \leftarrow \left[ \frac{m}{m'} \right]$; Split $D_m$ into $s$ mini-batches $\{D^1_m, D^2_m, \ldots, D^s_m\}$
2. $D' \leftarrow D$; $w^u \leftarrow w$
3. for $i = 1; i <= s; i + +$
4.   $D' \leftarrow D' \setminus D^i_m$
5.   $\Delta^{(m')} \leftarrow \nabla L(w^u, D^i_m)$; $H \leftarrow \nabla^2 L(w^u, D')$
6.   $w^u \leftarrow w^u + H^{-1} \Delta^{(m')}$
7. end
8. return $w^u$

The trade-off parameters are similar to those in the Fisher method. The size of $\Delta_{\text{INFLUENCE}} = m'$ serves as the efficiency parameter and $\sigma$ as the noise parameter.

### 3.5 Auditing

During an audit, the auditor first obtains a fully-retrained model $w^*$ using the training algorithm of the corresponding unlearning method (see Eqs. (3), (10) and (14)) on the remaining training data $D \setminus D_m$. Next, the auditor measures the disparity $\varepsilon$ between $w^*$ and the currently employed model $w$. If the measured disparity does not exceed a given threshold, then ML pipeline passes the audit and is allowed to resume. Otherwise, the ML pipeline does not satisfy the certifiability claimed and therefore fails the audit. Such failed certifiability audits may result in fines or other regulatory issues. Therefore, it is in the best interest of the deployer of the ML pipeline to correctly state the certifiability requirements and ensure that the pipeline is able to pass an audit after any number of deletions.

### 4 EXPERIMENTAL SETUP

In this section, we describe the datasets, the implementation of the ML pipeline and metrics we use for evaluation.

#### 4.1 Datasets

We perform experiments over six datasets, retrieved from the public LIBSVM repository [6]. The datasets cover a large range of size and dimensionality, as summarized shown in Table 1, allowing us
to effectively explore the trends and trade-offs of the unlearning methods. In addition, to have a uniform experimental setting with comparable results, we focus on the task of binary classification. Towards this end, most datasets were chosen to include 2 predictive classes (or if the original dataset contained more classes, the experiments focused on two of them, as reported in Table 1). Nevertheless, we also include one multi-class dataset (MNIST, with 10 classes).

In more detail, MNIST [20] consists of 28 × 28 black and white images of handwritten digits (0-9), each digit corresponding to one class. MNIST$^b$ is the binary-class subset of the MNIST dataset, consisting only of digits 3 and 8 for both training and test data. CIFAR2 consists of 32×32 RGB colour images, with each image labeled with a descriptive category. The dataset is the binary-class subset of the CIFAR-10 [19] dataset, as it contains only the “cat” and “ship” categories, with each category corresponding to one class. COVTYPE [8] consists of 54 cartographic features used to categorize forest cover types. We use the binary version from LibSVM. The HIGGS [1] dataset consists of kinematic features from Monte Carlo simulation of particle detectors for binary classification. Epsilon [30] is obtained from the PASCAL Large Scale Learning Challenge 2008.

### 4.2 ML Pipeline

We now provide implementation details for the ML pipeline (Figure 1). The pipeline is designed so that it is suitable to all the three chosen unlearning methods discussed in Section 3. The pipeline is implemented in Python 3.6 using PyTorch 1.8 [26]. All experiments are run on a machine with 24 CPU cores and 180 GB RAM. Our full code base is publicly available$^3$.

**Preprocessing.** The INFLUENCE unlearning method requires all data points $x_i$ of a dataset to have an Euclidean norm at most 1, i.e., $||x_i||_2 \leq 1$ (see Guo et al. [14]). To satisfy this requirement, we perform a max-$L_2$ normalization for all datasets as a pre-processing step, where we divide each data point with the largest $L_2$ norm of any data point in the dataset. This normalization does not affect the performance of other methods.

**Training.** As mentioned in Section 3, we use the mini-batch SGD algorithm for training. In all cases, we use fixed learning rate $\eta = 1$ and ridge regularization parameter $\lambda = 10^{-4}$. Moreover, since DELTAGRAD is designed to work only with standard SGD, we refrain from using momentum-based SGD algorithms such as Adam [17].

Note that both the FISHER and INFLUENCE unlearning algorithms require the Hessian matrix to be positive definite to compute the inverse (see Eqs. (7) and (15)). This is ensured by running the SGD algorithm for a sufficiently large number of iterations during training to achieve convergence. Towards this end, we use a small subset of the training data as validation dataset, to identify an optimal mini-batch size and total number of SGD iterations. Moreover, we control the data points selected in each mini-batch by fixing the random seed used to produce mini-batches in the SGD algorithm. This ensures reproducibility of the experiments across various unlearning algorithms. Finally, for multi-class classification with $k > 2$ classes on the MNIST dataset, we train $k$ independent binary logistic regression classifiers in a One vs Rest (OVR) fashion.

**Unlearning.** When a subset $D_\text{del}$ of the current training data $D$ is deleted, the unlearning algorithm of the employed method (FISHER, DELTAGRAD, or INFLUENCE) is invoked. We modify and extend the code provided in Guo et al. [14] to implement the INFLUENCE unlearning algorithm as described in Section 3.4. We further extend this code to also implement the mini-batch version of the FISHER unlearning algorithm as seen in Section 3.2. For the DELTAGRAD method, we use the code provided by the authors in Wu et al. [31] and modify it to add the noise injection mechanism described in Section 3.3 to trade-off effectiveness for certifiability.

### 4.3 Evaluation Metrics

In this section, we define the metrics we use to report the performance of different unlearning methods in terms of effectiveness, certifiability and efficiency. For uniformity of presentation, we’ll be reporting the performance achieved by a given model as relative to the performance of a baseline model. Towards this end, we’ll be using the Symmetric Absolute Percentage Error (SAPE) defined as

$$\text{SAPE}(a,b) = \frac{|b-a|}{b+|a|} \cdot 100\%.$$  \hspace{1cm} (18)

For the function to be continuous, we define $\text{SAPE}(0,0) = 0$.

**Effectiveness** is measured in terms of predictive accuracy, i.e., as the fraction of data points correctly classified by a given ML model on a particular dataset. We will write $\text{Acc}_{\text{test}}$ to denote the accuracy on the test dataset $D_{\text{test}}$ and $\text{Acc}_{\text{del}}$ to denote the accuracy on the deleted data $D_{\text{del}}$. Let $\text{Acc}_{\text{test}}^u$ be the accuracy of the updated model $w^u$ on the test dataset; and $\text{Acc}_{\text{del}}^u$ be the optimal accuracy that may be obtained via logistic regression on the same data (in other words, the latter is the test accuracy of the fully-trained model with $\sigma = 0$). We will report $\text{AccDrop}$ as the drop in test accuracy of the updated model $w^u$ compared to the optimal one, i.e.,

$$\text{AccDrop} = \text{SAPE}(\text{Acc}_{\text{test}}^u, \text{Acc}_{\text{test}}^u).$$  \hspace{1cm} (19)

A low value of $\text{AccDrop}$ implies that the updated model $w^u$ is more effective, i.e., the predictive accuracy of the updated model is close to optimal for the available data.

**Certifiability** measures how close the updated model is relatively to a fully-retrained model by the same unlearning method. Specifically, let $\text{Acc}_{\text{del}}^u$ and $\text{Acc}_{\text{del}}^\star$ be the accuracy on the deleted data for the updated model and the fully retrained model, respectively, at the same value of the $\sigma$ parameter. We report $\text{AccDis}$ as the disparity in accuracy of the two models, i.e.,

$$\text{AccDis} = \text{SAPE}(\text{Acc}_{\text{del}}^u, \text{Acc}_{\text{del}}^\star).$$  \hspace{1cm} (20)

A lower value of $\text{AccDis}$ implies that the updated model $w^u$ has higher certifiability, i.e., the updated model is more similar to the

### Table 1: Datasets

| Dataset | dimensions | classes | $n_{\text{init}}$ | $n_{\text{test}}$ |
|---------|------------|---------|------------------|------------------|
| MNIST$^b$ | 784 | 2 | 11 982 | 1 984 |
| CIFAR2  | 3072 | 2 | 20 000 | 2 000 |
| MNIST   | 784 | 10 | 60 000 | 10 000 |
| COVTYPE | 54 | 2 | 522 910 | 58 102 |
| Epsilon | 2000 | 2 | 400 000 | 100 000 |
| HIGGS   | 28 | 2 | 9 900 000 | 1 100 000 |

$^3$URL: https://version.helsinki.fi/mahadeva/unlearning-experiments
Fully retrained model, which had never seen the deleted data. Note that the symmetry of SAPE is essential here, because both under- and over-performance of the updated model contributes towards disparity wrt the fully retrained model.

Efficiency is the relative speed-up in running time for obtaining the updated model \( \mathbf{w}^* \) compared to the fully retrained model and is defined as

\[
\text{speed-up} = \frac{\text{time taken to obtain } \mathbf{w}^*}{\text{time taken to obtain } \mathbf{w}^{\text{full-retrain}}}.
\]

A speed-up of 2x indicates that the unlearning method is able to produce and updated model twice as fast as it takes the training phase to produce a fully-retrained model.

4.4 Experimental Roadmap

In this subsection, we provide a brief overview of the experiments in the upcoming sections. The experiments analyze the stages of the ML pipeline presented in Section 3.1 in an incremental manner.

In Section 5, before we evaluate any unlearning methods, we explore how the quantity and quality of deleted data affect the accuracy of the fully-retrained model. Then, in Section 6, we demonstrate the trade-offs between efficiency, effectiveness and certifiability, for different values of the \( \tau \) and \( \sigma \) parameters for each unlearning method. Finally, in Section 7 we propose an evaluation strategy to decide whether the incrementally updated model produced by the unlearning method has diverged enough from the available data to warrant a full-retrain.

5 EFFECT OF DELETION DISTRIBUTION

Before we compare unlearning methods, let us explore how the volume and distribution of the deleted data affect the accuracy of fully-trained models. This will allow us to separate the effects of data deletion from the effects of a specific unlearning method.

We implement a two-step process to generate different deletion distributions. The process is invoked once for each deleted data point, for a predetermined number of deletions. In the first step, one class is selected. For example, for binary-class datasets (see Table 1), the first step selects one of the two classes. The selection may be either uniform, where one of the \( k \) classes is selected at random, each with probability \( 1/k \); or targeted, where one class is randomly predetermined and subsequently always selected.

Once the class has been selected in the first step, a data point from that class is selected in the second step. The selection may be either random, where one data point is selected uniformly at random; or informed, where one point is selected so as to decrease the model’s accuracy the most. Ideally, for the informed selection, and for each data point, we would compute exactly the drop in the accuracy of a fully-trained model on the remaining data after the single-point removal, and we would repeat this computation after every single selection. In practice, however, such an approach would be extremely expensive computationally, even for experimental purposes. Instead, for the informed selection, we opt to heuristically select the outliers in the dataset, as quantified by the \( L_2 \) norm of each data point. This heuristic is inspired by Izzo et al. [15], who state that deleting data points with a large \( L_2 \) norm negatively affects the approximation of Hessian-based unlearning algorithms.

As described above, the two-step process yields four distinct deletion distributions namely uniform-random, targeted-random, uniform-informed and targeted-informed. In the experiments that follow, we select data to delete for different choices of deletion distribution and volume. For each set of deleted data, we report the accuracy of the fully trained model after deletion (this is the accuracy achieved by the model that optimizes Eq. (1) for \( \lambda = 10^{-4} \), using SGD).

The results are shown in Figure 2. Each plot in the figure corresponds to one dataset. The first row of plots reports the accuracy on the test dataset, and the second row on the deleted data. Accuracy values correspond to the y-axis while the volume of deletion (as fraction of the original dataset size) to the x-axis. Different deletion distributions are indicated with different markers and color. The variance seen in Figure 2 is a consequence of the randomness in the selection of deleted points (2 random runs were performed).

There are three main takeaways from these results. First, uniform deletion distributions (uniform-random and uniform-informed) do not adversely affect the test accuracy of a fully-retrained ML model even at deletion fractions close to 0.5. In fact, we see that the accuracy decreases only after more than 90% of the data are deleted (see Fig. 7). This is due to the redundancy present in real-world datasets, in the sense that only a small number of data points from each class is sufficient to separate the classes as well as possible. And therefore, evaluating unlearning methods on deletions from uniform distributions will not offer significant insights on the effectiveness and efficiency trade-offs. Moreover, notice that the test accuracy for the uniform-informed distribution is lower than the uniform-random distribution, indicating that the informed deletions remove outlier data points that decrease the accuracy of the ML model.

Second, targeted deletion distributions (targeted-random and targeted-informed) provide a worst-case scenario of deletions that leads to large drops in test accuracy. This is because deleting data points from one targeted class eventually leads in class imbalance, and causes the ML model to be less effective in classifying data points from that class. In addition, we observe that the variance resulting from the selection of the deleted class is low in all datasets apart from higgs. We postulate this is because on the particular way that missing values have been treated for this dataset: data point that have missing feature values disproportionately belong to class 1. Therefore, this tends to cause a steeper drop in accuracy, when data from class 1 is targeted. Next, we observe that the drop in accuracy is steeper for targeted-informed compared to targeted-random, indicating the deletion of informed points results in a less effective model at the same deletion fraction. This highlights the targeted-informed distribution as a worst-case deletion scenario: to validate their performance, machine unlearning methods should be tested on targeted-informed or similar distributions, where data deletions quickly affect the accuracy of the learned model.

Thirdly, we see across deletion fractions that the accuracy on the test and deleted dataset (\( \text{Acc}_{\text{test}} \) and \( \text{Acc}_{\text{del}} \), respectively) follow a similar trend (i.e., their values are highly correlated). Hence, the test accuracy \( \text{Acc}_{\text{test}} \), which can always be computed for a model on the test data, can be used as a good proxy for the \( \text{Acc}_{\text{del}} \) of a ML model, which may be impossible to compute after data deletion but
is required in order to assess certifiabilty. This observation will be useful to decide when to trigger a model retraining in the ML pipeline (Section 3.5).

Additionally, we note that the rate of drop in Acc_{test} and Acc_{del} with respect to deletion fraction varies from dataset to dataset.

Table 2: Volume of deleted data as a fraction of the initial data, corresponding to different drops in accuracy for fully-retrained model and targeted-informed deletion (Section 5, Figure 2).

| Dataset | Small 1% Drop | Medium 5% Drop | Large 10% Drop |
|---------|--------------|----------------|----------------|
| fraction | | | |
| m| n| s| t| c
| fraction | $|D_m|^{\frac{1}{3}}$ | fraction | $|D_m|^{\frac{5}{3}}$ | fraction | $|D_m|^{\frac{10}{3}}$ |
| MNIST$^b$ | 0.2 | 2396 | 0.3 | 3594 | 0.375 | 4493 |
| MNIST | 0.01 | 600 | 0.5 | 3000 | 0.075 | 6000 |
| COVTYPE | 0.05 | 26145 | 0.1 | 52291 | 0.15 | 78436 |
| HIGGS | 0.01 | 99000 | 0.5 | 49500 | 0.10 | 990000 |
| CIFAR2 | 0.05 | 500 | 0.125 | 1250 | 0.2 | 2000 |
| EPSILON | 0.1 | 4000 | 0.2 | 8000 | 0.25 | 10000 |

6 EXPERIMENTAL EVALUATION

In this section, we demonstrate the trade-offs exhibited by the unlearning methods in terms of the qualities of interest (effectiveness, efficiency, certifiability), for different values of their $\tau$ and $\sigma$ parameters. In what follows, for each dataset, we experiment with three volumes of deleted data points, small, medium, and large, measured as a fraction of the initial training data as shown in Table 2. The deletion volumes correspond different values of accuracy drop, as encountered in Section 5. Specifically, they correspond to a 1%, 5% and 10% drop in Acc_{test} for a fully-retrained model when using a targeted-informed deletion distribution with class 0 as the deleted class (see Figure 2).

6.1 Efficiency and Certifiability Trade-Off

In this experiment, we evaluate the trade-off between certifiability and efficiency of each unlearning method when the noise parameter $\sigma$ is kept constant and the efficiency parameter $\tau$ is varied. The $\tau$ parameter for the INFLUENCE and FISHER methods is the size of the unlearning mini-batch $m'$ and the range of the parameter is

$$\tau_{\text{FISHER}} = \tau_{\text{INFLUENCE}} = m' \in \left\{ \frac{m}{2}, \frac{m}{4}, \frac{m}{8} \right\},$$

where $m$ is the volume of deleted data. For the DELTAGRAD method the $\tau$ parameter is the periodicity $T_0$ of the unlearning algorithm, and its range is

$$\tau_{\text{DELTAGRAD}} = T_0 \in \{2, 5, 50, 100\}.$$

We obtain the updated model $w^u$ and the fully-retrained model $w^*$ for each unlearning method as described in Sections 3.2 to 3.4 at a fixed value of $\sigma$.

The results are shown in Figure 3. We report the results for two fixed values of the noise parameter and specific deletion fractions. First in Figure 3a, we fix $\sigma = 0$, and present results for all volumes of data deletion corresponding to each row in the figure. Second, in Figure 3b, we fix $\sigma = 1$ and present results corresponding to the largest deletion volume. For each plot in the figures, certifiability is shown on the y-axis using AccDis and efficiency is shown in the x-axis using speed-up. Different unlearning methods and $\tau$ values are indicated with different colors and markers respectively. The entire legend is shown in Figure 3. For extensive results covering different values of $\sigma$ and volumes of deletion, please refer to Appendix C and Table 6.

Noise parameter $\sigma = 0$ The results in Figure 3a display how the $\tau$ parameter trades-off efficiency for effectiveness in the absence of any noise injection. We observe two trends across all deletion fractions.

First, for datasets with low dimensionality, such as COVTYPE and HIGGS, the INFLUENCE and FISHER methods provide significant speed-up of nearly 200x and 50x respectively when performing bulk removals (i.e., $m' = m$), while the DELTAGRAD method provides $< 1x$ speed-up, i.e., requiring more time than the fully-retrained
model $w^\ast$. This is because for the influence and Fisher methods, the cost of computing the inverse Hessian matrix (see Eqs. (6) and (17)) is much lower when $d$ is small, compared the cost of approximating a large number of SGD iterations for the DeltaGrad method. Conversely, for datasets with higher dimensionality, such as cifar2 and epsilon, we see that the Influence and Fisher methods provide a smaller speed-up, even when bulk removals are performed (5x and 1.8x respectively) and when $\tau$ is decreased to $m' = m/8$, they offer an even smaller speed-up (1.03x and 0.35x respectively). Whereas, the DeltaGrad method provides comparable and better speed-up of 3x and 2.4x for cifar2 and epsilon respectively, at similar AccDis as compared to the other methods.

Second, as the volume of deletions increases along the rows, the range of AccDis increases as well. This is because as we delete more data points, the updated model $w^\ast$ diverges from the fully-retained model $w$ due to the approximations in the unlearning algorithm of each method. This is clearly seen at the highest values of the $\tau$ parameter ($m' = m$ and $T_0 = 100$), when the unlearning algorithm sacrifices the most certifiability, indicated by the largest disparity in accuracy, for the highest possible efficiency.

**Noise parameter $\sigma = 1$** From the results in Figure 3b, we see how the injection of in each unlearning method affects the trade-off between certifiability and efficiency.

First, we observe that the efficiency of the Fisher method has changed in comparison to the previous results. This is a consequence of the additional computations required in the Fisher unlearning algorithm when $\sigma > 0$ (see Algorithm line 6) for noise injection. This impact on the efficiency is most visible in the mnisth and cifar2 datasets at largest values of $\tau$ ($m' = m$), where the cost of noise injection leads to much lower speed-up (10x and 1.4x respectively). Nevertheless, we see that Fisher method offers the lowest possible AccDis of $\approx 0$% across all datasets at the lowest $\tau$ value of $m' = m/8$. However, the traded-off efficiency is high, especially for the high dimensional datasets such as covtype and higgs, where speed-up decreases closer to 1x. Whereas, for smaller dimensional datasets such as cifar2 and epsilon, the lowest possible speed-up ($\approx 27x$ and $\approx 9x$ respectively) is still acceptable.

Second, we observe that the efficiency of the Influence method has increased slightly across all datasets. This a because noise is injected to the objective function (see Eq. (13)) and is subsequently optimized using SGD (see Eq. (14)). As this is only performed in

![Figure 3: Efficiency-Certifiability trade-offs for (a) $\sigma = 0$ at all volumes and (b) $\sigma = 1$ at the largest volume of deletion](image-url)
the training stage of the pipeline, it takes longer to obtain the fully-retrained model, while the updated model is obtained in the same time, resulting in higher efficiency. However, as the injected noise is optimized during training, decreasing the \( \tau \) parameter in the unlearning algorithm, leads to smaller decreases in the accuracy disparity.

Lastly, we observe that for the \texttt{cifar2} and \texttt{epsilon} dataset, the efficiency of the \texttt{DeltaGrad} method is lower compared to when the noise parameter was set to zero, due to the cost of noise injection (see Eq. (11)). Furthermore, the overall certifiability has improved, as indicated by lower values of AccDis, due to the injected noise. However, we note that increasing the \( \tau \) parameter offers only minor increases in efficiency at the cost of larger accuracy disparity.

### 6.2 Efficiency and Effectiveness Trade-Off

In this experiment, we evaluate how varying the efficiency parameter \( \tau \) trades-off efficiency for effectiveness when the volume of data deleted and \( \sigma \) are kept constant. The range of \( \tau \) for each unlearning method is the same as in Section 6.1. In Figure 4, we discuss the results for \( \sigma = 1 \) and the largest volume of deletion for each dataset. For extensive results covering all different values of \( \sigma \) and volumes of deletion, please refer to Appendix C and Table 6. In each plot effectiveness and efficiency are reported using the drop in accuracy \( \text{AccDrop} \) and speed-up in running time respectively between an updated model and a fully-retrained model with no noise injected. From the results, we observe three main trends.

First, the \texttt{Fisher} method offers much lower efficiency for high dimensional datasets compared to Section 6.1, especially in the \texttt{cifar2} and \texttt{epsilon} datasets, where the speed-up is \( \leq 1 \times \) for nearly all choices of \( \tau \) parameter \( m' \). This is due to the reduced computational effort required to obtain the fully-retrained model \( w^* \) as no noise injection is done. Therefore, it takes longer to inject noise using the \texttt{Fisher} unlearning algorithm and obtain an updated model when compared to obtaining the fully-retrained model, especially when dimensionality \( d \) is high. Also, we see that at this level of \( \sigma \), the \texttt{Fisher} method does not reduce the accuracy drop significantly when \( \tau \) parameter is decreased.

Secondly, once again we see that the \texttt{DeltaGrad} method is mostly stable both in terms of efficiency and effectiveness as seen in Section 6.1. However, note that the overall accuracy drop is larger compared to the other methods due to the noise injection and hence offers a lower effectiveness even at \( \sigma = 1 \).

Lastly, we observe that the \texttt{Influence} offers the best efficiency and effectiveness trade-off among all the methods. Especially, for high dimensional datasets such as \texttt{cifar2} and \texttt{epsilon} and largest value of \( \tau \) parameter, the \texttt{Influence} method offers higher speed-ups of \( 20x \) and \( 2.5x \) respectively compared to the 0.4x and 1.3x speed-ups of the \texttt{Fisher} method at only a slightly larger accuracy drop (1.17% and 1.2% respectively compared to 1.16% and 0.3%). For small dimensional datasets such as \texttt{cotype} and \texttt{higgs}, the \texttt{Influence} method and \texttt{Fisher} method offer similar efficiency and effectiveness. Lastly, for the \texttt{mnist} and \texttt{mnist} datasets, at the largest value of the \( \tau \) parameter, \texttt{Influence} offers much higher speed-ups of \( 168x \) and \( 29x \) respectively compared to \( 9x \) and \( 8.5x \) of the \texttt{Fisher} method at lower accuracy drop.

### 6.3 Effectiveness and Certifiability Trade-Off

In this section, we first study the effect of the noise parameter \( \sigma \) on the effectiveness of a fully-trained ML model \( w^* \). Next, we evaluate how varying the noise parameter \( \sigma \) trades-off effectiveness for certifiability for each unlearning method when the volume of data deleted and the \( \tau \) parameter are kept constant.

**Effect of \( \sigma \) on \( w^* \)** To isolate the effect of data deletion and for simplicity, we select a deletion fraction of 0, i.e., no data is deleted. We vary \( \sigma \) from \( 10^{-2} \) till \( 10^2 \) and obtain a fully-trained model \( w^* \) using the training algorithm of each unlearning method (see Eqs. (3), (10) and (14)) on the initial dataset \( D_{\text{init}} \). Then, we compare this model with the optimal model (a fully-trained model with \( \sigma = 0 \)) on the initial dataset. The results are presented in Figure 6, where we report in the first row the effectiveness using accuracy drop \( \text{AccDis} \) and in the second row the \( L_2 \) distance between the two models. As no data is deleted, we cannot report the accuracy disparity, hence the \( L_2 \) distance acts a proxy for the disparity between the fully-trained model and the optimal model.

In Figure 6, we notice the difference in the extent of the accuracy drop and the \( L_2 \) distance as a consequence of the noise injection in each unlearning method at different values of \( \sigma \). First, the \texttt{Influence} method has the smallest \( \text{AccDrop} \) and \( L_2 \) distance from the optimal model – a direct consequence of noise injection in its objective function (see Eq. (13)) and the subsequent optimization by the SGD algorithm during the training stage. Second, the \texttt{DeltaGrad} method has the largest \( \text{AccDrop} \) and \( L_2 \) distance from the optimal model, even at small values of \( \sigma \), due to random noise directly injected into the model parameters (see Eq. (10)). Lastly, the \texttt{Fisher} method sits in-between the other methods, both in terms \( \text{AccDrop} \) and \( L_2 \) distance due to the injection of random noise in the direction of the Fisher matrix (see Eq. (3)). This lessens the impact on the model parameters in comparison to the \texttt{DeltaGrad} method, however, the impact is still greater compared to the optimized noise injection in the \texttt{Influence} method.

**Trade-off experiments** Here we only present the results for the largest deletion volume from Table 2. For more extensive experiments covering different \( \tau \) parameters and volumes of deletion, refer Appendix E and Table 7. The efficiency parameter \( \tau \) was set as follows: for \texttt{Influence} and \texttt{Fisher}, we set

\[
\tau_{\text{Influence}} = \tau_{\text{Fisher}} = m' = m, \tag{11}
\]

i.e., the size of the unlearning mini-batch was set to be equal to the volume of deleted data; and for \texttt{DeltaGrad}, we set

\[
\tau_{\text{DeltaGrad}} = \tau_0 := 100, \tag{12}
\]

i.e., the periodicity is set to 100 SGD steps.

For different values of the noise parameter \( \sigma \), we obtain the updated models \( w^u \) corresponding to each unlearning method as described in Sections 3.2 to 3.4. For baselines, first we obtain the fully-retrained model \( w^* \) at the same \( \sigma \) to measure certifiability and a second fully-retrained model \( w^* \) at \( \sigma = 0 \) to measure effectiveness, as per the certifiability and effectiveness measures defined in Section 4.3. The results are shown in Figure 5. For each plot in the figure, the certifiability is reported using \( \text{AccDis} \) on the left y-axis and the effectiveness is reported using \( \text{AccDrop} \) on the right y-axis, as the \( \sigma \) is varied from \( 10^{-2} \) till \( 10^2 \) for the different unlearning methods.
Figure 6: Effect of noise parameter $\sigma$ on the updated model $w^u$ when no data points are deleted. The first row reports the effectiveness (AccDrop) and second row reports the $L_2$ distance between $w^u$ and the optimal model.

Figure 5: Effectiveness-Certifiability trade-offs for largest volume of deletions. Each row corresponds to an unlearning method. Efficiency parameter $\tau$ is fixed at $m=m_0$ for Influence and $\tau_{0}=100$ for DeltaGrad. The left y-axis measures effectiveness (AccDrop and y-axis) measures certifiability ($\Delta\Omega_1$), the left y-axis measures effectiveness (AccDrop and y-axis) measures certifiability ($\Delta\Omega_1$). Lower is better for both y-axes.

Figure 4: Efficiency-Effectiveness trade-off at $\Delta\Omega_1=1$ for the largest volume of deletion as $\sigma$ is varied. Legend is same as in Figure 3.
One clear observation is that for Influence method, the accuracy drop increases only at higher values of σ (≥ 10^3). Moreover, we see its largest AccDrop is lower than other methods across all datasets. For example, in the MNIST dataset, the maximum AccDrop (at σ = 100) is approximately 19%, 40% and 79% and for Influence, Fisher and DeltaGrad respectively. At the same time, however, improved certifiability (i.e., decreased AccDis) is achieved for high values of σ. Therefore, to obtain a good combination of effectiveness and efficiency, one must select higher values of σ, based on the dataset.

Another clear observation is that for Fisher near σ = 1, the trade-off between AccDrop and AccDis is best amongst all methods across all datasets, AccDrop = {1.7%, 0.7%, 0.6%, 0.16%, 1.15%, 0.7%} and AccDis = {2.5%, 15%, 0.1%, 0.02%, 3%, 0.03%} for the datasets respectively as seen in Figure 5. If a good effectiveness-certifiability trade-off is required, then Fisher appears to be a very suitable method.

Note that, because Influence and Fisher share the same τ parameter, their experimental results in this section are directly comparable. However, the same cannot be said for DeltaGrad. As we saw earlier in this section, DeltaGrad is typically significantly slower than the other two methods, as evidenced in its achieved speed-ups – and so for these experiments, to demonstrate a clearer trade-off between its effectiveness and certifiability, we chose to assign it the largest value of τ, that allows it a higher computational budget (i.e., running time relative to the fully-retrained model) than the other methods. As discussed in Wu et al. [31], the effectiveness of the DeltaGrad method decreases only slightly when the periodicity T0 is set to larger values. Therefore, for the same computational budget as the other methods, the trade-off between certifiability and effectiveness for DeltaGrad will be similar to that shown in Figure 5. We can observe this in figs. 19, 22 and 25, where the rows correspond to different τ parameters for DeltaGrad. We see across the rows for each dataset, the AccDrop is similar, while small differences exist in AccDis due to the randomness of the noise injected.

Table 3: Correlation between AccDrop_{init} and ε with targeted-random deletion distribution for the Fisher unlearning method (m′ = m).

| Dataset | Pearson Corr. | Spearman Corr. |
|---------|---------------|----------------|
| MNIST^b | 0.963         | 0.612          |
| MNIST  | 0.999         | 1              |
| COVTYPE | 0.881         | 0.964          |
| HIGGS  | 0.478         | 0.892          |
| CIFAR2 | 0.938         | 0.976          |
| EPSILON | 0.8787        | 0.891          |

Let w^{*}_{init} be the model trained on the initial dataset and Acc_{init} be its accuracy on the test dataset. Then let AccDrop_{init} be the drop in test accuracy between the initial model w^{*}_{init} and the updated model w^*, i.e.,

\[
\text{AccDrop}_{\text{init}} = \text{SPE}(\text{Acc}_{\text{init}}, \text{Acc}_{\text{test}}) \tag{22}
\]

From the results in Section 5, we see that the Acc_{test} and Acc_{del} are highly correlated to each other. Extending this finding, we find the correlation between the updated models’ certifiability disparity ε (AccDis) and the accuracy drop w.r.t the initial model (AccDrop_{init}). In Table 3, we report the Pearson and Spearman correlations between ε and AccDrop_{init} when using a targeted-random deletion distribution and varying the deletion fraction from 0.01 till 0.45 (0.095 for MNIST) utilizing the Fisher unlearning method (m’ = m).

From Table 3, we see that apart from the HIGGS dataset, there is a large and positive pearson correlation between AccDrop_{init} and ε. The low correlation values of the HIGGS dataset can be attributed to the issue regarding variance that was observed when using the targeted-random deletion distribution as discussed in Section 5. This indicates that there is a strong linear relationship between AccDrop and AccDis.

Next, we propose the following steps to predict the certifiability disparity in an online setting. First, after training the model w^{*}_{init} on the initial dataset, we store its test accuracy Acc_{init}. Second, prior to employing the initial model, we obtain an updated model w^* and a fully-retrained model w^*, at the highest value of the efficiency parameter τ, for a sufficiently large deletion fraction, say 0.45 (for binary datasets). Third, we compute the AccDrop_{init} and AccDis using the models and obtain the slope c defined as

\[
c = \frac{\text{AccDis}}{\text{AccDrop}_{\text{init}}} \tag{23}
\]

We then use this slope to construct a simple linear regression model with zero bias to predict the certifiability disparity as

\[
\hat{\epsilon} = c \cdot \text{AccDrop}_{\text{init}}.
\]

where \(\hat{\epsilon}\) is the predicted disparity. Fourth, we begin the ML pipeline, and when an updated model w^* arrives for evaluation, we compute the AccDrop_{init} and then predict the certifiability disparity using Equation (23). If the predicted \(\hat{\epsilon}\) exceeds a given threshold for certifiability, then we restart the pipeline and train a new model from scratch on the remaining data. Otherwise, we verify if current model also meets the given threshold for efficiency and then employ the model for inference.
This proposed linear regression model is highly simplistic, but, only requires the computation of \( w^\dagger \), a fully-retrained model \( w^\star \) at the highest efficiency and the storage of the test accuracy of the initial model. However, due to its simplicity, the predicted disparity \( \hat{\epsilon} \) does tends to overestimate the true disparity \( \epsilon \). The design of more sophisticated models or algorithms to better estimate the disparity \( \epsilon \) is left for future work.

8 CONCLUSION

In this paper, we provide an experimental evaluation of three state-of-the-art machine unlearning methods for linear models. We analyze the unlearning methods in a common ML pipeline and compare the trade-offs between efficiency, effectiveness and certifiability that they offer. We extend and implement existing unlearning methods in this pipeline setting and evaluate them on six real-world datasets. We analyze the trade-offs offered by each unlearning method in a variety of setting and report the effect of the volume and distribution of the deleted data on the performance of linear ML models in general. We propose an online strategy to evaluate an updated model and determine when a full-retraining on the remaining data is required in the ML pipeline.

As a future work we hope to extend our pipeline to also evaluate data addition methods and provide a unified approach to study the processes of updating ML models.
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A EXPERIMENTAL SETUP

In this section we discuss the additional details regarding the experiments and the implementation of the common ML pipeline.

A.1 Training

Ensuring that the training phase of the common ML pipeline, especially the optimization of each unlearning method is a difficult task. As mentioned in Section 4.2, INFLUENCE and FISHER require SGD convergence and DELTAGRAD can only use vanilla SGD. The additional constraints come from the DELTAGRAD method. Wu et al. [31] describes that smaller mini-batch size leads to lower approximation and hence lower effectiveness. However, choosing a full-batch gradient descent update as described in Equation (2) to ensure best performance of the DELTAGRAD method leads to the requirement of a large number of epochs to achieve convergence for INFLUENCE and FISHER. This is computationally expensive both in calculation of full-batch gradients for the large datasets such as EPSILON and HIGGS and the number of epochs required in total to reach convergence. Ideally to reduce the impact of the latter, we would fix a number of epochs and then select a larger learning rate $\eta$ to compensate for the slower average gradient updates. However, we experimentally found that increasing the learning rate $\eta$ beyond 1 has a significant impact on the performance of DELTAGRAD. This is primarily because the error in the approximate SGD step is amplified as the learning rate is increased beyond the optimal learning rate (which results in an increased number of epochs to achieve the same convergence). These constraints and limitations led us to fix the learning rate to 1 and choose large enough mini-batches (for DELTAGRAD performance) while keeping the number of epochs low (for computational effort) using a small validation dataset of the initial training data $D_{init}$. The chosen values of the mini-batch size and the number of epochs for each dataset is described in Table 4.

Table 4: Values of training parameters common for all unlearning methods

| Dataset | epochs | mini-batch size |
|---------|--------|----------------|
| MNIST$^b$ | 1000   | 1024           |
| MNIST   | 200    | 512            |
| COVTYPE | 200    | 512            |
| HIGGS   | 20     | 512            |
| CIFAR2  | 500    | 512            |
| EPSILON | 60     | 512            |

A.2 DELTAGRAD unlearning method

As described in Section 3.3, the primary $\tau$ parameter chosen for the DELTAGRAD method was the periodicity $T_0$. Based on the discussion of the hyper-parameter of the DELTAGRAD in Wu et al. [31], the ideal $\tau$ parameter would be the training mini-batch size. However, this would result in a non-standard training stage in the ML pipeline for the DELTAGRAD which in turn prevents any comparison with the other unlearning methods. Therefore, upon fixing the common training stage, we choose the hyper-parameter $T_0$ that best represents the trade-off between effectiveness and efficiency.

The remaining candidate $\tau$ parameters are the burn-in period $j_0$ and the size of the history for the L-BFGS algorithm $h$. Following Wu et al. [31], we fix $h = 2$ for all datasets and the values of $j_0$ are presented in Table 5.

Table 5: Values of DELTAGRAD burn-in period parameter $j_0$

| Dataset | $j_0$ |
|---------|-------|
| MNIST$^b$ | 10    |
| MNIST   | 20    |
| COVTYPE | 10    |
| HIGGS   | 500   |
| CIFAR2  | 20    |
| EPSILON | 10    |

B EXTENDED DELETION DISTRIBUTION RESULTS

In Figure 7, we present the extended results for the uniform-random and uniform-informed deletion distribution. We increase the fraction of data deleted from 0.5 till 0.995. We see that the drop in both $Acc_{test}$ and $Acc_{del}$ only occur when we delete beyond 90% of the initial training data. We also clearly see that the drop in both metric is much steeper for the uniform-informed distribution compared to the uniform-random distribution. This indicates that the informed deletions are deleting outliers that are required by the ML model to effectively classify samples.

C CERTIFIABILITY-EFFICIENCY TRADE-OFF RESULTS

In this section, we present the additional results of the trade-off between certifiability and efficiency as the $\tau$ parameter is varied at different volumes of deletion and values of $\sigma$. In Table 7, we provide an interface to easily navigate to the results corresponding to each value of $\sigma$. In each figure, there are sub-figures corresponding to different volumes of deletion. For example, Figure 8 presents results for when $\sigma = 0.01$ and sub-figures figs. 8a to 8c correspond to the small, medium and large deletion volumes described in Table 2. The legend for the range of the $\tau$ parameter is the same as that found in Figure 3.

There are two interesting trends to note from these results. First, is that for values of $\sigma < 1$, we see little to no difference in the trend of the trade-off offered. This is due to the smaller quantities of injected noise that does not increase certifiability by reducing the accuracy disparity. Second, is that for smaller volumes of deletion, all of the unlearning methods have lower $Acc_{Dis}$ and offer higher certifiability, especially at lower values of $\tau$. This is because the unlearning algorithms of each method are better able approximate the fully-retrained model as the number of deleted points is fewer.
Figure 7: Extended deletion distribution results. Deletion fraction varied from 0.5 till 0.995. Only uniform-random and uniform-informed deletion distribution results are reported.

Table 6: Links to results for the trade-offs for efficiency.

| Trade-Off                  | \(\sigma\) | 0.01 | 0.1  | 1    | 10   | 100 |
|----------------------------|------------|------|------|------|------|-----|
| Certifiability-Efficiency  | fig. 8     | fig. 9 | fig. 10 | fig. 11 | fig. 12 |
| Effectiveness-Efficiency   | fig. 13    | fig. 14 | fig. 15 | fig. 16 | fig. 17 |

D EFFECTIVENESS-EFFICIENCY TRADE-OFF RESULTS

In this section, we present the additional results of the trade-off between efficiency and effectiveness as the \(\tau\) parameter is varied for different volumes of deletion and values of \(\sigma\). In Table 7, we provide an interface to easily navigate to the results corresponding to each value of \(\sigma\). In each figure, there are sub-figures corresponding to different volumes of deletion. For example, Figure 13 presents results for when \(\sigma = 0.01\) and sub-figures figs. 13a to 13c correspond to the small, medium and large deletion volumes described in Table 2. The legend for the range of the \(\tau\) parameter is the same as that found in Figure 3.

E CERTIFIABILITY-EFFICIENCY TRADE-OFF RESULTS

In this section, we present the additional results for the trade-off between certifiability and effectiveness as \(\sigma\) is varied for different volumes of deletions and values of the \(\tau\) parameter. In Appendices E.1 to E.3 we present the results corresponding to the small, medium and large deletion volumes described in Table 2. In each subsection, we present the results for each unlearning method in a figure, where the rows of the figure correspond to different values of the \(\tau\) parameter. In Table 7, we provide an interface to easily navigate to the results corresponding to each unlearning method and volume of deletion.

E.1 Small deletion volume results

In this subsection, Figures 18 to 20 correspond to the results for the Fisher, DeltaGrad and Influence methods for the smallest volume of deleted data.

E.2 Medium deletion volume results

In this subsection, Figures 21 to 23 correspond to the results for the Fisher, DeltaGrad and Influence methods for the medium volume of deleted data.

E.3 Large deletion volume results

In this subsection, Figures 24 to 26 correspond to the results for the Fisher, DeltaGrad and Influence methods for the largest volume of deleted data.
Figure 8: Certifiability and efficiency trade-off results for $\sigma = 0.01$ at different volumes of deletion: (a) small (b) medium and (c) large. AccD1s is reported on the y-axis and the speed-up in running time on the x-axis.

Figure 9: Certifiability and efficiency trade-off results for $\sigma = 0.1$ at different volumes of deletion: (a) small (b) medium and (c) large. AccD1s is reported on the y-axis and the speed-up in running time on the x-axis.
Figure 10: Certifiability and efficiency trade-off results for $\sigma = 1$ at different volumes of deletion: (a) small (b) medium and (c) large. AccDis is reported on the y-axis and efficiency up in running time on the x-axis.

Figure 11: Certifiability and efficiency trade-off results for $\sigma = 10$ at different volumes of deletion: (a) small (b) medium and (c) large. AccDis is reported on the y-axis and the speed-up in running time on the x-axis.
Figure 12: Certifiability and efficiency trade-off results for $\sigma = 100$ at different volumes of deletion: (a) small (b) medium and (c) large. AccD1s is reported on the y-axis and the speed-up in running time on the x-axis.

Figure 13: Effectiveness and efficiency trade-off results for $\sigma = 0.01$ at different volumes of deletion: (a) small (b) medium and (c) large. AccDrop is reported on the y-axis and the speed-up in running time on the x-axis.
Figure 14: Effectiveness and efficiency trade-off results for $\sigma = 0.1$ at different volumes of deletion: (a) small (b) medium and (c) large. AccDrop is reported on the y-axis and the speed-up in running time on the x-axis.

Figure 15: Effectiveness and efficiency trade-off results for $\sigma = 1$ at different volumes of deletion: (a) small (b) medium and (c) large. AccDrop is reported on the y-axis and efficiency p in running time on the x-axis.
Figure 16: Effectiveness and efficiency trade-off results for $\sigma = 10$ at different volumes of deletion: (a) small (b) medium and (c) large. AccDrop is reported on the y-axis and efficiency $p$ in running time on the x-axis.

Figure 17: Effectiveness and efficiency trade-off results for $\sigma = 100$ at different volumes of deletion: (a) small (b) medium and (c) large. AccDrop is reported on the y-axis and the speed-up in running time on the x-axis.
Figure 18: Certifiability-Effectiveness trade-off for Fisher method at small deletion volume. Each row corresponds to a value of the $\tau$ parameter.

Figure 19: Certifiability-Effectiveness trade-off for DeltaGrad method at small deletion volume. Each row corresponds to a value of the $\tau$ parameter.
Figure 20: Certifiability-Effectiveness trade-off for \textsc{Influence} method at small deletion volume. Each row corresponds to a value of the $\tau$ parameter.

Figure 21: Certifiability-Effectiveness trade-off for \textsc{Fisher} method at medium deletion volume. Each row corresponds to a value of the $\tau$ parameter.
Figure 22: Certifiability-Effectiveness trade-off for DeltaGrad method at medium deletion volume. Each row corresponds to a value of the $\tau$ parameter

Figure 23: Certifiability-Effectiveness trade-off for Influence method at medium deletion volume. Each row corresponds to a value of the $\tau$ parameter
Figure 24: Certifiability-Effectiveness trade-off for Fisher method at large deletion volume. Each row corresponds to a value of the $\tau$ parameter.

Figure 25: Certifiability-Effectiveness trade-off for DeltaGrad method at large deletion volume. Each row corresponds to a value of the $\tau$ parameter.
Figure 26: Certifiability-Effectiveness trade-off for INFLUENCE method at large deletion volume. Each row corresponds to a value of the $\tau$ parameter.