Application of intelligent algorithms in Down syndrome screening during second trimester pregnancy

Hong-Guo Zhang, Yu-Ting Jiang, Si-Da Dai, Ling Li, Xiao-Nan Hu, Rui-Zhi Liu

BACKGROUND
Down syndrome (DS) is one of the most common chromosomal aneuploidy diseases. Prenatal screening and diagnostic tests can aid the early diagnosis, appropriate management of these fetuses, and give parents an informed choice about whether or not to terminate a pregnancy. In recent years, investigations have been conducted to achieve a high detection rate (DR) and reduce the false positive rate (FPR). Hospitals have accumulated large numbers of screened cases. However, artificial intelligence methods are rarely used in the risk assessment of prenatal screening for DS.

AIM
To use a support vector machine algorithm, classification and regression tree algorithm, and AdaBoost algorithm in machine learning for modeling and analysis of prenatal DS screening.

METHODS
The dataset was from the Center for Prenatal Diagnosis at the First Hospital of Jilin University. We designed and developed intelligent algorithms based on the synthetic minority over-sampling technique (SMOTE)-Tomek and adaptive synthetic sampling over-sampling techniques to preprocess the dataset of prenatal screening information. The machine learning model was then established. Finally, the feasibility of artificial intelligence algorithms in DS screening evaluation is discussed.

RESULTS
The database contained 31 DS diagnosed cases, accounting for 0.03% of all
patients. The dataset showed a large difference between the numbers of DS affected and non-affected cases. A combination of over-sampling and under-sampling techniques can greatly increase the performance of the algorithm at processing non-balanced datasets. As the number of iterations increases, the combination of the classification and regression tree algorithm and the SMOTE-Tomek over-sampling technique can obtain a high DR while keeping the FPR to a minimum.

CONCLUSION
The support vector machine algorithm and the classification and regression tree algorithm achieved good results on the DS screening dataset. When the T21 risk cutoff value was set to 270, machine learning methods had a higher DR and a lower FPR than statistical methods.
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INTRODUCTION
Down syndrome (DS) is one of the most common chromosomal aneuploidy diseases, and its overall incidence is 1/733 in live births[1]. Prenatal screening and diagnostic tests can aid the early diagnosis and appropriate management of these fetuses[2]. Second trimester maternal serum screening includes a double test [alpha-fetoprotein (AFP) + beta subunit of human chorionic gonadotropin (β-hCG)], a triple test [double test + unconjugated estriol (uE3)], and a quadruple test (triple test + inhibin A). The double test has been reported to have a detection rate (DR) of 56% for fetal trisomy 21 with a false positive rate (FPR) of 5%[3], and the quadruple test achieves a DR of up to 81% with a FPR of 5%[4]. Due to the limitations of DS screening technology, approximately 30% cases of DS were not found[5], which led to missed diagnoses of these cases. Therefore, the DR and FPR of these methods need to be improved.

With the popularization of prenatal screening in hospitals, prenatal screening laboratories have accumulated large numbers of screened cases. For these cases, hospitals recorded not only the test results for the aforementioned three markers but also natural information, lifestyle habits, family background, pregnancy outcomes, and other information regarding the patients and their families. These huge amounts of data contain the statistical characteristics of various indicators in DS screening for populations in corresponding regions. Issues in recent years have included how to sufficiently mine the hidden correlation between natural information and patient outcomes and help doctors achieve the diagnosis of DS. This study used the support vector machine and classification and regression tree algorithms to construct a classification model for DS screening and achieved good results on the DS screening dataset.
help doctors achieve the diagnosis of DS. Current literature indicates that the application of machine learning to DS screening and evaluation focuses mainly on three aspects. The first is the use of machine learning and data mining methods to discover the correlation between different protein concentrations and chromosome 21 abnormalities in order to discover new serum markers suitable for DS screening[6]. The second is the use of convolutional neural networks to identify patients’ genetic maps and construct a DS screening model based on genetic maps[7]. The third is the use of principal component analysis and linear discriminant analysis for feature extraction from facial images of patients with DS, followed by Gabor wavelet transformation for image classification, which facilitates the diagnosis of DS based on facial features[8]. Machine learning algorithms to improve performance in first trimester DS screening have also been evaluated[9].

The aim of this study was to explore the application of artificial intelligence algorithms in data evaluation for DS screening in the second trimester of pregnancy. First, the data were processed, and then the machine learning model was established. Finally, the feasibility of artificial intelligence algorithms in DS screening evaluation is discussed.

MATERIALS AND METHODS

Ethic statements
This study was approved by the Ethics Committee of the First Hospital of Jilin University, No. 2018-387.

Dataset used
The dataset used in this study was obtained from the Center for Prenatal Diagnosis at the First Hospital of Jilin University. The DS screening database includes the patients’ basic information, the results of serum tests, and the results of postpartum visits. The database comprises 58 fields and 100138 records, and its main fields are shown in Table 1. Through screening of traditional laboratory markers, 4953 cases were screened as high-risk records. After further diagnosis and follow-up, 31 DS affected cases (23 true positive cases and 8 false negative cases) were confirmed. 4930 cases were considered as false positive. The dataset’s T21 risk value in this dataset records the risk of the fetus having chromosome abnormalities (represents the probability of delivering a newborn with abnormalities. The risk is the inverse of this probability). The cutoff value for risk is usually set to = 270. If < 270, the patient is at high risk of DS, in which case amniocentesis is usually recommended to confirm the karyotype of the fetus.

At present, the problem of DS screening can be considered a binary classification problem in which the concentrations of three serum markers, natural information, lifestyle habits, family background, and other information are entered into the model. The model then produces a prediction result of affected or non-affected by DS. This type of problem can be resolved using machine learning. Existing data can be divided into training and test sets, and the training data can be used to train a binary classifier; while the test set is used for validation and evaluation of the DR and FPR of the model.

This study used the support vector machine (SVM) and classification and regression tree (CART) algorithms to construct a classification model for DS screening. Considering that the number of DS affected cases in the raw dataset was far lower than the number of non-affected cases, the synthetic minority over-sampling technique (SMOTE)-Tomek and adaptive synthetic sampling (ADASYN) algorithms were used for resampling so that the numbers of samples chosen from the two types of data tends toward equilibrium, thereby increasing the accuracy and recall rates of the aforementioned algorithms in classification problems. The downsampling method (Tomek) was used to reconstruct the original dataset. As there was noise in the data from both normal subjects and patients with DS, we performed data cleaning by removing the Tomek lines in the dataset. The definition of Tomek lines and the details of this approach are mentioned in the following parts of this study. Furthermore, as the dataset was still unbalanced after the aforementioned approach, making it difficult to perform the classification, we integrated the ADASYN or AdaBoost method to perform over-sampling. The combination of the CART and AdaBoost algorithms trains only weak classifiers with low performance during each iteration. Self-adaptive adjustment of the weights of these weak classifiers in the final decision was used to construct a more accurate classification model.
Table 1 Some major fields in the prenatal down syndrome screening and postnatal follow-up database

| S/N | Date of receipt | Pregnant mother number | Sample number |
|-----|----------------|------------------------|---------------|
| Date of birth | Blood sampling date | Expected age at delivery | T21 age risk value |
| T18 age risk | AFP MoM¹ | hCGb MoM | uE3 MoM |
| AFP concentration² | hCGb concentration | uE3 concentration | Gestational age |
| Body weight | Examination unit | Date of last menstruation | Ethnicity/race |
| Menstrual cycle | History of abnormal pregnancy | Smoking status | CRL³ |
| BPD⁴ | NT⁵ | Fetal chromosomal karyotype | Pregnancy outcomes |

¹Multiple of the median.
²Median concentration.
³Crown-rump length.
⁴Biparietal diameter.
⁵Nuchal translucency. AFP: Alpha-fetoprotein; uE3: Unconjugated estriol; hCGb: Human chorionic gonadotropin.

As mentioned in the preceding text, clinical detection facilities can carry out inference regarding the levels of the three screening markers in blood and the patients’ general information to provide a risk value (T21) of the fetus having DS. When that risk value exceeds a set cutoff value, that fetus is deemed to be at high risk of having DS, and suggestions for further examination are provided. We conducted an experiment wherein we selected the cutoff value using different T21 risk values and trained classification models on the raw dataset using the same algorithm, and then compared the model’s prediction results when different T21 values were used, thereby making rational suggestions for the T21 risk cutoff value.

**SVM**

SVM classification methods are widely used in classification and regression problems [10]. However, in this type of skewed dataset, the small number of DS affected samples is buried within an extremely large number of DS non-affected samples. This causes SVM algorithms to tend towards learning a hyperplane that is closer to the DS affected samples, resulting in reduced classifier performance and a lower DR. For SVM on linearly indivisible data, the original optimization problem is as follows Formula 1:

$$\min_{w, b, \xi} \frac{1}{2} ||w||^2 + C \sum_{i=1}^{l} \xi_i$$

s.t. $y_i((w \cdot x_i) + b) \geq 1 - \xi_i, i = 1, 2, \ldots, l$

$$\xi_i \geq 0, i = 1, 2, \ldots, l$$

(1.1)

Where $[(x_i, y_i)]$ is the training dataset, “$l$” is the number of samples in the dataset, “$w$” is the normal vector of the classification hyperplane, “$b$” is bias, “$w$” is a relaxation factor, and is a penalty factor. The latter two are used to increase the model’s generalization ability. Because the number of DS non-affected cases is far greater than the number of DS affected cases, the penalty value for DS non-affected samples is far higher than that for DS affected samples. This thereby results in a solution tending towards maximization of the interval between DS non-affected samples and the classification hyperplane, so that the classification hyperplane in SVM learning tends to be closer to that of DS affected samples. Through over-sampling combined with undersampling techniques, we can obtain good results by increasing classification accuracy.

**CART**

CART prediction models have a tree structure, wherein the branches represent the observed values and the leaf nodes represent the target values (category labels). During training, a marker is used for recursive segmentation of the training set into several subsets. Iterations are stopped when the categories of certain subsets become identical or reach a certain proportion[11]. CART algorithms are divided into generation of decision trees and pruning steps. This paper uses CART algorithms to solve classification problems. Thus, the probability that the sample point belongs to the kth type is assumed to be $P_k$ and the Gini index of the probability distribution is
defined as follows Formula 2:

$$Gini(p) = \sum_{k=1}^{K} p_k (1 - p_k) = 1 - \sum_{k=1}^{K} p_k^2$$

(1.2)

With regard to the binary classification problem in this study, if the probability that the sample point is a DS affected case is \(p\), then the Gini index of the probability distribution is as follows: \(Gini(p) = 2p(1-p)\)

For a given set of samples “\(D\)”, the Gini exponent is Formula 3:

$$Gini(D) = 1 - \sum_{k=1}^{K} \left( \frac{C_k}{|D|} \right)^2$$

(1.3)

Here, \(C_k\) is the sample subset of “\(D\)” that belongs to the \(k\)th class and “\(K\)” is the number of classes.

The CART synthesis algorithm is as follows: Algorithm 1: CART synthesis algorithm; input: Training dataset, stopping condition: Output: CART decision tree.

According to the training dataset, the following operations are carried out recursively on each node starting from the root nodes to construct a binary decision tree: (1) calculation of the Gini indices for existing features in the dataset \(D\). For each feature \(A\) and each possible value \(a_i\) and according to the \(A = a_i\) test result of “Yes” or “No” for each sample point, \(D\) is segmented into \(D_1, \ldots, D_2\) and equation (1.3) is used to calculate the Gini index at \(A = a_i\); (2) out of all possible features \(A\) and the impossible cutoff points \(a\), the feature with the smallest Gini index and its corresponding cutoff point were selected as the optimized feature and optimized cutoff point, respectively.

From this, the current node is used to generate two child nodes, and one feature of the training dataset is allocated to two child nodes; (3) recursive calls of (1) and (2) are carried out on the two child nodes until the stopping conditions are satisfied; and (4) generation of the CART decision tree.

Generally, \(L\) (the stopping condition for the algorithm) is that the number of samples at a node must be below a preset cutoff value or that the Gini index of the sample must be smaller than the preset cutoff value.

**SMOTE-Tomek algorithm**

Resampling methods for datasets include over-sampling and under-sampling. The SMOTE generates some samples in categories with fewer samples to adjust the proportion of samples in two types of datasets, so that the proportion tends towards equilibrium in order to improve the performance of the algorithm[12].

The concept of Tomek is to clean up new samples after SMOTE over-sampling. In classification problems, “\(x\)” is set as a sample for category “\(A\)”, “\(y\)” is a sample for category “\(B\)”, “\(d(\ x, \ y)\)” is the distance between “\(x\)” and “\(y\)”, and then “(\(x, \ y)\)” is a Tomek-link pair.

If only “\(z\)” , then “\(d(\ x, \ y) < d(\ x, \ z)\)” and “\(d(\ x, \ y) < d(\ y, \ z)\)”. Using the new sample points “\(x_i\)”, generated by SMOTE as the center, the length “\(l\)” of the Tomek-link is the radius, and then the number of minority samples in that space is “\(C_{\text{minority}}\)”, and the number of majority samples is “\(C_{\text{majority}}\)”. If a fixed cutoff value “\(\varepsilon\)” is given, then

$$C_{\text{minority}}/C_{\text{majority}} < \varepsilon, \ \varepsilon \in [0, 1]$$

(1.4)

In which the newly synthesized points “\(x_i\)” are considered invalid and will be removed before the next round of SMOTE training. Conversely, when “\(C_{\text{minority}}/C_{\text{majority}} \geq \varepsilon\)”, these points are retained as newly added minority samples.

**AdaBoost method**

Samples that were misclassified by previous classifiers were here used to train the next classifiers. The final model is obtained through multiple weak classifiers[13]. The algorithm’s procedure is as follows:

Algorithm 2: Method.

Input: \((x_1, y_1), (x_2, y_2), \ldots, (x_m, y_m)\), where \(x_i \in X, y_i \in Y = \{-1, 1\}\).

Initial value: \(D_1(i) = 1/m\).

For \(t = 1, \ldots, T\):

The distribution “\(D_t\)” is used to train weak classifiers.

To obtain the assumption \(h_t(X) \rightarrow \{-1, 1\}\), with an error probability of Formula 4
So that Formula 5:
\[ \alpha_x = \frac{1}{2} \ln \left( \frac{1 - \hat{q}}{\hat{q}} \right) \]

This was updated to Formula 6:
\[
D_{i, t+1} = \frac{D_i(t)}{Z_t} \begin{cases} 
\exp \left( -\alpha_x \hat{h}_i (x_i) \right) & \text{if } \hat{h}_i (x_i) = y_i \\
\exp \left( \alpha_x \hat{h}_i (x_i) \right) & \text{if } \hat{h}_i (x_i) \neq y_i
\end{cases}
\]

Where “\( Z_t \)’ is a normalization factor, so that “\( D_{i, t+1} \)” becomes a probability distribution.

Output: Final hypothesis Formula 7:
\[
H(x) = \text{sgn} \left( \sum_{t=1}^{T} \alpha_t \hat{h}_t (x) \right)
\]

**ADASYN algorithm**

The procedure for ADASYN is as follows[14]: Input: The entire training set includes “\( m \)” samples \((x_i, y_i) \ i = 1, 2, \ldots, m, m \) is used to represent the number of minority samples and “\( m \)” the number of majority samples.

Algorithm:
- Calculation of class imbalance “\( d = m_s / m_m \)”.
- Calculation of the total number of minority samples that require synthesis: “\( G = (m_i - m_s) \times \beta \)”. In the equation, \( \beta \in [0,1] \) represents the expected imbalance after synthesis of samples.
- For every sample “\( x_i \)” in the minority class, its K nearest neighbors in the \( n \)th dimensional space are identified and their ratio \( r_i = \Delta_i / K, i = 1, 2, \ldots, m \) was calculated, where \( \Delta_i \) is the number of majority samples in the K nearest neighbors of “\( x_i \)”.
- Formula 8 is used to regularize “\( r_i \)” Therefore,”\( \hat{r}_i \)” is the probability distribution.
- Calculation of the number of samples that require synthesis for every minority sample \( \hat{g}_i = \hat{r}_i \times G \) where “\( G \)” is the total number of synthetic samples.
- Synthesize “\( g_i \)” samples for every minority sample “\( x_i \)”.” During each iteration, a minority sample “\( x_i \)” is randomly selected from the K nearest neighbors of “\( x_i \)”.
- Sample “\( s_i \)” is synthesized according to \( s_i = x_i + (x_{z_i} - x_i) \times \lambda \). In the equation, “\( \lambda \)” is a random variable and \( \lambda \in [0,1] \).

**Data modeling**

**Data preprocessing:** This study selected expected age of delivery, AFP concentration, hCG concentration, uE3 concentration, body weight, gestational age, and other data as features to train machine learning models. Various records in the raw data were used to comprehensively analyze the pregnancy outcomes of patients (whether babies with DS were delivered), and this result was recorded in the results field. Table 2 shows some data after feature selection.

**Resampling and normalization:** The SMOTE-Tomek or ADASYN algorithms were used for resampling of the raw data so that the number of DS affected and non-affected samples tended towards equilibrium. Following that, a 9:1 ratio was used to divide the data into training and test sets, and the training and test samples were normalized. For normalization, the Z-score standardization method was used, with a normalization formula of
\[
z = \frac{(x - \mu)}{\sigma} \tag{1.6}
\]

In the equation, “\( \mu \)” and “\( \sigma \)” are the mean and standard deviation of the dataset, respectively. After normalization, the mean and variance of every field were 0 and 1, respectively.

**Modeling of second trimester DS screening data**

In this study, machine learning methods were used to construct a mathematical model for assessment of second trimester DS screening results to provide a basis for self-evaluation by pregnant women before diagnosis and aid physicians in diagnosis. This provides a new method for second trimester DS screening and avoids the need for
manual delineation of marker cutoff values. This method increases efficiency and accuracy while decreasing strain on staff resources.

The preprocessed training set data were used for modeling using the SVM or CART algorithm in combination with the AdaBoost algorithm. After the statistical model was established, the model was tested on the test set samples to obtain prediction results and for evaluation of the model’s prediction performance. With regard to the severe imbalance of the number of samples in the dataset, this study proposed the application of the SMOTE-Tomek and ADASYN algorithms for resampling of the raw data to improve the DR and FPR of the original algorithm.

**Construction of the SVM model**

In SVM model training, suitable parameters “w” and “b” were identified from the multidimensional space to construct an-dimensional (n = 6) hyperplane \( w \cdot x + b = 0 \) so that the distance between that plane and the support vector is maximized (i.e., the training of the SVM algorithm is completed). Specifically, the preprocessed dataset was recorded as \( T = \{(x_1, y_1), (x_2, y_2), \ldots, (x_N, y_N)\} \), where \( x_i \) (i = 1, 2, \ldots, N) is the feature vector of the sample, and “y_i” is the corresponding training label for “x_i”. By constructing and solving a constrained optimization problem (1.1), we can obtain optimal solutions “w” and “b”. From this, we can obtain the classification hyperplane \( w \cdot x + b = 0 \). The classification decision function is

\[
\text{f}(x) = \text{sign}(w \cdot x + b) \quad (1.7)
\]

In the raw data, the T21 risk value, which is an integer with a value of (0,100000), is the diagnosis result. In practice, a T21 risk value of 270 was taken as the cutoff value for high vs low risk of DS. We evaluated the rationality of this value by testing the performance of prediction algorithms when different cutoff values were used and a comparison with statistical methods. This was used to solve the problem of selecting T21 risk cutoff values that are more suitable for specific regional populations.

**Construction of the CART model**

The CART model was used for modeling of the dataset. The Gini index of each attribute was calculated using equation (1.3). A smaller Gini index is associated with cleaner data. If the attribute values are discrete, all possible subsets of the known dataset are examined, and the Gini indices of these subsets are calculated. From these calculated values, the subset with the lowest Gini index was selected for attribute splitting. In situations in which the attribute values are continuous, the attribute values are arranged in ascending or descending order and the intermediate value between neighboring values was taken as a possible split point to divide the dataset into two subsets.

The attribute with the lowest Gini index was used to divide the samples into two subsets before recursive construction of various child nodes of the CART. Cycles were conducted until the sample classes at all leaf nodes were generally identical. This algorithm is implemented as follows: (1) various features were traversed, and all possible values of each feature \( b_1, b_2, \ldots, b_v \) were arranged in ascending order. The value of \( b_k \) in every sample was recorded as \( (b_k) \). \( t_k \) was defined as the split point \( tkz \); (2) for ns feature \( b_y \), the value of the corresponding split point \( tkz \) was found and compared to find the smallest Gini index, Gini(min). The

| ID  | Expected age at delivery | AFP concentration | hCGb concentration | uE3 concentration | Body weight | Gestational age | Result |
|-----|--------------------------|-------------------|-------------------|------------------|-------------|-----------------|--------|
| 783 | 19.633                   | 23.22             | 30.71             | 5.35             | 60.7        | 17.6            | 1      |
| 1504| 39.403                   | 44.1              | 30.41             | 3.87             | 62          | 16.4            | 1      |
| 4338| 30.527                   | 23.73             | 26.29             | 5.86             | 65          | 18.5            | 1      |
| 6050| 34.489                   | 11.53             | 52.42             | 9.8              | 52.5        | 20.6            | 1      |
| 6412| 41.966                   | 24.51             | 49.67             | 3.91             | 58          | 19              | 1      |

AFP: Alpha-fetoprotein; uE3: Unconjugated estriol; hCGb: Human chorionic gonadotropin.
normalized feature value of Gini(min) and the split point $k_z$ were taken as the reference feature values and reference split point, respectively. Then, the training set $(b_{kj})_i < t_{kj}$ was taken as the left subtree, and $(b_{kj})_i \geq t_{kj}$ as the right subtree. The training set was taken as the root node and the two subtrees were taken as two branch nodes; and (3) the two branch nodes obtained from the aforementioned steps were further separated into left and right subtrees according to steps (1) and (2) to form two child nodes. This process was repeated as necessary, so the child nodes were further separated, and new child nodes were generated at every point of separation until the dataset of each new child node belonged to the same category or the number of samples in all new child nodes were below the preset cutoff value. Then, the new child nodes were taken as leaf nodes, and the entire CART decision tree prediction model was synthesized.

**AdaBoost algorithm**

In the aforementioned constructed decision tree model, the training of a deeper decision tree requires a large training cost. For this reason, the AdaBoost method was used to weight the superficial decision trees with fewer layers and make them easier to train. The common result of several weak classifiers was used to provide a fixed output, i.e., equation (1.5), which was used to output the final result.

**Simulation and evaluation**

**Experimental platform:** The previously mentioned database covering prenatal DS screening and postnatal follow-up was used in this study. The experimental platforms were Windows 7 Professional 64-bit, Python 3.6.3, Pandas 0.20.3, and scikit-learn 0.19.1.

**Evaluation markers:** We used DR and FPR to evaluate model performance. The minority class was defined as “P” and the majority class as “N”, “FP” is the total number of samples from the majority class that were misclassified into the minority class, “FN” is the total number of samples from the minority class that were misclassified into the majority class, “TN” represents majority class samples that were correctly classified, and “TP” represents minority class samples that were correctly classified. Therefore, “DP” and “FPR” can be expressed as follows:

$$DR = \frac{TP}{TP+FN} \quad (1.8)$$

$$FPR = \frac{FP}{TP+FP} \quad (1.9)$$

**RESULTS**

The database contained 31 diagnosed DS cases, accounting for 0.03% of all patients. This dataset showed a large difference between the numbers of DS affected samples and non-affected cases. Two main methods are currently used to resolve skewed datasets: The first is to resample the dataset to adjust the proportion of DS affected and non-affected samples so that the quantity of the DS affected and non-affected groups will tend towards equilibrium. The second method is to modify the algorithm so that it is more suitable for classification of a small number of samples. The present study uses both of these methods combined with different classification algorithms for data processing to increase the accuracy of classification and decrease the FPR.

This study’s method was the use of identical training and test sets, and we used different machine learning algorithms to conduct model training and performance evaluation employing the dataset. The results are shown in Table 3. The experimental results show that a combination of over-sampling and under-sampling techniques can greatly increase the performance of the algorithm at processing non-balanced datasets. As the number of iterations increases, the combination of the CART algorithm and the SMOTE-Tomek over-sampling technique can obtain a high DR while keeping the FPR to a minimum.

**DISCUSSION**

Although numerous methods of medical decision making using machine learning algorithms exist, research in machine learning for DS screening has rarely been reported to date. Neocleous et al[15] presented an approach for first trimester noninvasive prenatal diagnosis using algorithms such as artificial neural networks, SVM, and k-nearest neighbors to build diagnosis models. Their experiments showed
Table 3 Experimental results

| Algorithm                                      | DR    | FPR   | Time   |
|-----------------------------------------------|-------|-------|--------|
| CART+AdaBoost                                  | 0.2941| 0.2857| 0:09:54|
| SVM+SMOTE-Tomek                                | 1     | 0.0183| 0:09:01|
| CART+AdaBoost+SMOTE-Tomek,maxdepth=2,iter=100 | 0.9777| 0.2337| 0:02:14|
| CART+AdaBoost+SMOTE-Tomek,maxdepth=2,iter=500 | 0.9909| 0.1382| 0:18:0 |
| CART+AdaBoost+SMOTE-Tomek,maxdepth=5,iter=100 | 0.9987| 0.0102| 0:03:15|
| CART+AdaBoost+SMOTE-Tomek,maxdepth=5,iter=500 | 0.9993| 0.0028| 0:11:37|
| SVM+EasyEnsemble                               | 1     | 0.9973| 0.00348|
| SVM+ADASYN                                     | 0.9863| 0.0932| 0:11:05|

CART: Classification and regression tree; FPR: False positive rate; DR: Detection rate; SVM: Support vector machine; SMOTE: Synthetic minority over-sampling technique; ADASYN: Adaptive synthetic sampling.

that the artificial neural networks method performs as well as existing diagnosis systems. Kang et al.[16] were the first to implement multivariate statistical analysis methods such as principal component analysis, partial least squares-discriminant analysis, and SVM to model pregnancy serum levels in normal pregnant women and DS subjects.

These studies utilized data preprocessing methods along with machine learning approaches to solve medical problems. While they rarely mentioned the problem of imbalanced learning, it is commonly acknowledged that imbalanced datasets greatly affect the performance of classification algorithms. Therefore, this paper primarily discusses the problem of imbalanced datasets in DS screening. To this end, the SMOTE-Tomek and ADASYN methods were performed in this study. By reconstructing the original datasets or improving the sampling process, improved performance is achieved. The problem of overfitting is also taken into consideration.

In clinical practice, the DR of triple tests (involving AFP, uE3, total hCG, and free β-hCG) in the second trimester of pregnancy is 60%-70%, with a 5% FPR[17]. In recent years, many scholars have explored improving the DR using methods such as the sequential combined test[18,19], combined with NT, early pregnancy screening integrated screening[20], and increased marker screening (inhibin A, ductus venous pulsatility index, nasal bone examination, serum placental growth factor, fetal nasal bone, prenasal thickness to nasal bone E length ratio)[21-24]. The DR of DS in these test strategies is about 80%-90%, with a 5% FPR[25]. Neocleous et al[26] reported an artificial intelligence method that ensures that most T21 cases are classified as high risk at any stage. The new method is highly effective at T21 identification and performs better than other existing statistical methods. Koivu et al[9] explored applying a machine learning algorithm to assess the risk of DS, and their best performing deep neural network model gave an area under the curve of 0.96. The results of this study showed that a machine learning algorithm can improve the DR of trisomy 21 and reduce the FPR, consistent with the reported artificial intelligence analysis.

Clinically, the risk cutoff value of serum DS screening is 1/270. However, it has been discussed that 1/270 may not always be the best choice[20]. The appropriate cutoff value of risk can increase the DR and reduce the FPR[27]. The second result of this study is a comparison of the DR and FPR from machine learning methods and statistical methods under different risk cutoff values of T21, as shown in Table 4. The results show that machine learning methods can obtain far lower FPRs than statistical methods at various T21 cutoff values. When the T21 cutoff values were set between 50 and 270, higher DRs were obtained using machine learning than statistical methods. As the selected T21 risk cutoff value increases, the DRs of the two protocols both tended to stabilize.

CONCLUSION

Considering that the number of DS affected cases in the original dataset of DS screening was much smaller than that of the DS non-affected cases, the SVM and CART algorithms achieved good results on the DS screening dataset. When the T21
### Table 4: Comparison of algorithms when different T21 threshold values were selected

| Risk-cutoff value | Age   | SVM            |       | Statistical methods |       |
|-------------------|-------|----------------|-------|---------------------|-------|
|                   |       |                | FPR   | DR                  | FPR   | DR   |
| 270               | Overall | 0.009369       | 0.9205 | 0.032               | 0.913 |
| 50                | Overall | 0.003081       | 0.913  | 0.007               | 0.82  |
| 150               | Overall | 0.007039       | 0.9268 | 0.019               | 0.885 |
| 250               | Overall | 0.008197       | 0.9178 | 0.03                | 0.91  |
| 500               | Overall | 0.01775        | 0.9266 | 0.053               | 0.937 |
| 750               | Overall | 0.02299        | 0.9319 | 0.072               | 0.95  |
| 1000              | Overall | 0.03321        | 0.9305 | 0.088               | 0.958 |

SVM: Support vector machine; FPR: False positive rate; DR: Detection rate.

A risk cutoff value was set to 270, machine learning methods had a higher DR and a lower FPR than statistical methods. Future research will focus on increasing the classification performance of algorithms in this dataset without changing the original dataset distribution to obtain acceptable DR and FPR.

### ARTICLE HIGHLIGHTS

**Research background**

Down syndrome (DS) is one of the most common chromosomal aneuploidy diseases. Due to the limitations of DS screening technology, approximately 30% of DS cases could not be found. Therefore, the detection rate and false positive rate of these methods need to be improved.

**Research motivation**

Issues in recent years have included how to fully utilize clinical cumulative data to provide consultation reference and rational basis for patients and construction of statistical models for DS screening that are suitable for specific regions.

**Research objectives**

This study aimed to use intelligent algorithms in machine learning for modeling and analysis of prenatal DS screening.

**Research methods**

This was a retrospective study of a clinical prenatal screening dataset. We designed and developed intelligent algorithms based on the synthetic minority over-sampling technique (SMOTE)-Tomek and adaptive synthetic sampling over-sampling techniques. The machine learning model was established and used for DS screening evaluation.

**Research results**

The dataset showed a large difference between the numbers of DS affected and non-affected cases. A combination of over-sampling and under-sampling techniques can greatly increase the performance of the algorithm at processing non-balanced datasets. As the number of iterations increases, the combination of the classification and regression tree algorithm and the SMOTE-Tomek over-sampling technique can obtain a high detection rate (DR) while keeping the false positive rate (FPR) to a minimum.

**Research conclusions**

Intelligent algorithms achieved good results on the DS screening dataset. When the T21 risk cutoff value was set to 270, machine learning methods had a higher DR and a lower FPR than statistical methods.
Research perspectives

The findings of this study suggest that the establishment and application of machine learning models will help to improve the detection rate of DS.
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