Infinite DLR measures and volume-type phase transitions on countable Markov shifts
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Abstract

We consider the natural definition of DLR measure in the setting of σ-finite measures on countable Markov shifts. We prove that the set of DLR measures contains the set of conformal measures associated with Walters potentials. In the BIP case, or when the potential normalizes the Ruelle’s operator, we prove that the notions of DLR and conformal coincide. On the standard renewal shift, we study the problem of describing the cases when the set of the eigenmeasures jumps from finite to infinite measures when we consider high and low temperatures, respectively. For this particular shift, we prove that there always exist finite DLR measures, and we have an expression to the critical temperature for this volume-type phase transition, which occurs only for potentials with the infinite first variation.

Keywords: conformal measure, countable Markov shift, infinite DLR measure, volume-type phase transition
Mathematics Subject Classification numbers: 28Dxx, 37B10, 37C30, 37D35, 82B26.

1. Introduction

One of the main objects in equilibrium statistical mechanics, in terms of measures, is the notion of \textit{DLR measure}, which in the probability and mathematical physics communities is
synonymous with Gibbs measure. The name is in honor of Dobrushin [Do1, Do2, Do3], Lanford, and Ruelle [LaRu], who introduced a system of equations involving conditional expectations which characterize the DLR measures, now called DLR equations, see [FV, 2011, RaSe].

We avoid the name Gibbs measure because it is used with several different meanings by the ergodic theory and dynamical systems communities, which sometimes coincide with the notion of DLR measure, but in some cases not. There exist several different notions of Gibbs measures used by dynamicists in addition to DLR measures, some examples are conformal measures [DeUr], Gibbs measures in the sense of Capocaccia [Capo], g-measures [Kea], eigenmeasures (associated to the Ruelle operator) [Bo, Ru2], equilibrium measures, and many other notions. See [1998, Ki] for positive results when the lattice is \( \mathbb{Z}^d \), where the authors study when some of these notions coincide and alphabet \( S \) (state space) is finite, see [Mu, Mu1] for the case where \( S = \mathbb{N} \).

For finite state space Markov shifts contained in \( S^\mathbb{N} \) the Ruelle–Perron–Frobenius (RPF) theorem, due to Ruelle [Ru, Ru2], guarantees the existence of conformal probability measures when the potential belongs to the Walters class. It is known that conformal measures and eigenmeasures are equivalent [ANS, Sa5]. Moreover, we also know that DLR measures and eigenmeasures are equivalent notions even for continuous potentials, see [CLS]. On the other hand, in \( S^\mathbb{N} \), there are examples of g-measures which are not DLR measures [FGG] and examples of DLR measures which are not g-measures [BEvEL], for characterization when these two notions coincide see [BFV]. Nowadays, after Ruelle [Ru2] and Bowen [Bo], the study of these measures and their properties is inside of a class of results in ergodic theory called thermodynamic formalism.

In the last two decades, the theory was extended to the non-compact state space \( S = \mathbb{N} \) by several authors [FFY, MaUr1, Sa1, Sa5]. In particular, Sarig produced a good amount of results with applications in dynamic systems and used the powerful analytical tool of the Ruelle operator. A helpful review of Sarig’s contributions is given by Pesin in [Pe].

In this paper we are focused on countable Markov shifts \( \Sigma_A \subseteq \mathbb{N}^{\mathbb{N}\cup\{0\}} \). When a Markov shift satisfies the BIP property, we can show that both notions conformal and DLR coincide. Apart from these shifts, there exist countable Markov shifts for which the set of DLR measures is larger than the set of conformal measures [Sw]. From the book by Aaronson [Aar], \( \sigma \)-finite conformal measures are naturally defined, suggesting that it should be possible to consider infinite DLR measures and the generalized RPF theorem [Sa1] give us the existence of these measures. So far, in all statements in the literature about DLR measures, the authors consider probability measures. On the other hand, the analogous object to an infinite DLR measure in quantum statistical mechanics is the notion of KMS weight (instead of KMS state) already appears more often in the literature of mathematical physics [Chris, Tak, Tho1, Tho2, Tho3].

We define the \( \sigma \)-finite but infinite DLR measures and study the relation with \( \sigma \)-finite conformal measures. Besides, we investigate the equivalence between these two notions. We show that every \( \sigma \)-finite conformal measure is a DLR measure, and we characterize when the converse is true for \( \sigma \)-invariant DLR measures.

In the case of renewal shifts [Io, Sa3], which are examples of countable Markov shifts that do not satisfy the BIP property, Sarig showed that the class of weakly Hőlder continuous potentials \( \{\beta \phi\}_{\beta > 0} \) has a kind of ‘good-behavior’ (unique critical point) respect to the phase transition in terms of the recurrence mode, i.e., there exists a \( \beta_c > 0 \) (possibly infinite) for which the potential \( \beta \phi \) is positively recurrent for \( \beta < \beta_c \) (there exists a conservative conformal measure associated to \( \beta \phi \)), and transient for \( \beta > \beta_c \) (does not exist such conservative conformal measure). He also constructed an example of a topologically mixing Markov shift and a potential with an infinite number of critical points that separate intervals where the potential is
recurrent and transient alternately. The uniqueness of the critical point, which is a usual property of ferromagnetic systems with pair interactions in statistical mechanics [FV] (see [FS] for ferromagnetic systems with more complicated interactions where the uniqueness is no longer true), also appears in many models already considered in thermodynamic formalism in the ergodic theory literature, see the references in [Sa3].

Since the conservative conformal measures associated to $\beta\phi$ can be finite or infinite, we address the problem of the existence of volume-type phase transitions on countable Markov shifts. For the renewal shift we have an expression to the critical inverse temperature $\tilde{\beta}_c$ such that: $\tilde{\beta}_c \leq \beta_c$, the eigenmeasures associated to the potential $\beta\phi$ are finite for $\beta < \tilde{\beta}_c$ and, all $\sigma$-finite eigenmeasures associated to the potential $\beta\phi$ when $\tilde{\beta}_c < \beta < \beta_c$ are infinite. Moreover, when $\text{Var}_1 \phi < \infty$, there is no volume-type phase transition, meaning that all eigenmeasures, when they exist, are finite for every $\beta > 0$.

This kind of phase transition (volume-type) is not detected by points where the pressure is not differentiable. The lack of a connection between phase transitions and critical points for the pressure is not new. Even for the most famous model in statistical mechanics, the bidimensional ferromagnetic Ising model, if we add external fields with decay slow enough, we have the DLR state’s uniqueness for every temperature. However, the pressure has a unique critical point (the same point as in the case of zero field), see [BCCP, CV]. Another example is the two-state’s uniqueness for every temperature. However, the pressure is not new. Even for the most famous model in statistical mechanics, the bidimensional nonlinearity model, see [FS] for ferromagnetic systems with more complicated interactions where the uniqueness is no longer true, also appears in many models already considered in thermodynamic formalism in the ergodic theory literature, see the references in [Sa3].

The topological Markov shift $\Sigma$ is transitive if for every $a, b \in S$ there exists $N \in \mathbb{N}$ such that $[a] \cap \sigma^{-N}[b] \neq \emptyset$ and it is topologically mixing if for every $a, b \in S$ there exists $N \in \mathbb{N}$ such that, for all $n > N$, we have $[a] \cap \sigma^{-n}[b] \neq \emptyset$. We say that $\Sigma$ satisfies the big images and

2. Preliminaries and previous results

Let $S := \mathbb{N}$ be the set of states and $A = (A(i, j))_{i,j \in S}$ a transition matrix of zeroes and ones with no columns or rows which are all zeroes. Let $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$, the topological Markov shift is the set

$$\Sigma_A := \{ x = (x_0, x_1, x_2, \ldots) \in S^{\mathbb{N}_0} : A(x_i, x_{i+1}) = 1, \quad \forall \ i \geq 0 \} ,$$

equipped with the topology generated by the collection of cylinders

$$[a_0, a_1, \ldots, a_{n-1}] := \{ x \in \Sigma_A : x_i = a_i, 0 \leq i \leq n - 1 \} ,$$

where $n \in \mathbb{N}$ and $a_i \in S, 0 \leq i \leq n - 1$. We denote by $\mathcal{B}$ the Borel $\sigma$-algebra of $\Sigma_A$, that is the smallest $\sigma$-algebra containing the topology generated by the cylinders. An admissible word of length $n$, denoted by $g$, is an element of $S^n$ satisfying $[g] \neq \emptyset$. The function $\sigma : \Sigma_A \to \Sigma_A$ defined by $(\sigma x)_i = x_{i+1}$ for every $i \geq 0$ is called the shift map.

The topological Markov shift $\Sigma_A$ is transitive if for every $a, b \in S$ there exists $N \in \mathbb{N}$ such that $[a] \cap \sigma^{-N}[b] \neq \emptyset$ and it is topologically mixing if for every $a, b \in S$ there exists $N \in \mathbb{N}$ such that, for all $n > N$, we have $[a] \cap \sigma^{-n}[b] \neq \emptyset$. We say that $\Sigma_A$ satisfies the big images and
preimages property (BIP) if there exist \( N \geq 1 \) and \( b_1, b_2, \ldots, b_N \in S \) such that, for all \( a \in S \), there exist \( 1 \leq i, j \leq N \) such that \( A(a, b_i) = A(b_j, a) = 1 \). We say that \( \Sigma_A \) is row finite if

\[
\sum_{b \in S} A(a, b) < \infty \quad \text{for every } a \in S.
\]

Note that every transitive row-finite topological Markov shift \( \Sigma_A \) is locally compact, see [Sw] p 741, and for a proof, proposition 1.10 of [Ra].

**Definition 1.** The renewal shift is the topological Markov shift with the transition matrix \((A(i,j))_{S \times S}\) whose entries \( A(1,1), A(1,i) \) and \( A(i,i-1) \) are equal to 1 for every \( i > 1 \), and the other entries are equal to 0.

Note that the renewal shift is topologically mixing and does not satisfy the BIP property (figure 1).

A function \( \phi : \Sigma_A \to \mathbb{R} \) is called a potential. For every \( n \geq 1 \) and potential \( \phi \), the \( n \)-variation of \( \phi \) is given by

\[
\var{\phi}_n := \sup \{ |\phi(x) - \phi(y)| : x, y \in \Sigma_A, x_i = y_i, 0 \leq i \leq n - 1 \}.
\]

A potential \( \phi \) is called weakly Hölder continuous if there exist \( H_\phi > 0 \) and \( \theta \in (0,1) \) such that for all \( n \geq 2 \), \( \sum_{n \geq 2} \var{\phi}_n^\theta < \infty \). We say that a potential \( \phi \) has summable variation if

\[
\sum_{n \geq 2} \var{\phi}_n < \infty.
\]

For every \( n \in \mathbb{N} \), we define \( \phi_n(x) := \sum_{i=0}^{n-1} \phi(\sigma^i x) \) the \( n \)th ergodic sum. A potential \( \phi \) satisfies the Walters condition if:

\[
\sup_{n \geq 1} \var{\phi}_{n+k} \phi_n < \infty, \quad \text{for every } k \geq 1, \quad \text{and } \limsup_{k \to \infty} \var{\phi}_{n+k} \phi_n = 0.
\]

Note that every potential with summable variation satisfies the Walters condition. Here, we allow potentials \( \phi \) satisfying \( \var{\phi}_1 \phi = \infty \).

Two potentials \( \phi, \varphi : \Sigma_A \to \mathbb{R} \) are called cohomologous via a function \( h : \Sigma_A \to \mathbb{R} \) if \( \phi = \varphi + h \circ \sigma \) and it will be denoted by \( \phi \sim \varphi \). A function \( f : \Sigma_A \to \mathbb{R} \) is bounded away from zero if \( \inf_{x \in \Sigma_A} f(x) > 0 \), and \( f \) is bounded away from infinity if \( \sup_{x \in \Sigma_A} f(x) < \infty \).

For every \( n \geq 1 \) and \( a \in S \), set

\[
Z_n(\phi, a) := \sum_{\sigma^i x = a} e^{\phi(\sigma^i x)} \mathbb{1}_{[a]}(x) \quad \text{and} \quad Z_n^a(\phi, a) := \sum_{\sigma^i x = a} e^{\phi(\sigma^i x)} \mathbb{1}_{[\phi_0 = a]}(x),
\]
where \( \phi_a(x) = \mathbb{1}_{[a]}(x) \inf \{ n \geq 1 : \sigma^n x \in [a] \} \) (where \( \inf \emptyset := \infty \) and \( 0.\infty := 0 \)). The Gurevich pressure of \( \phi \) is defined by

\[
P_G(\phi) := \lim_{n \to \infty} \frac{1}{n} \log Z_n(\phi, a).
\]

Due to Sarig [Sa1], the limit (2.1) exists and does not depend on \( a \in S \) if \( \Sigma_A \) is topologically mixing and \( \phi \) satisfies the Walters condition.

Denote by \( \mathcal{M}_1^1(\Sigma_A) \) the set of probability measures on \( \Sigma_A \) and \( \mathcal{M}_1^1(\Sigma_A) \) the set of \( \sigma \)-invariant probability measures on \( \Sigma_A \). If \( \sup \phi < \infty \), the Gurevich pressure can be expressed by

\[
P_G(\phi) = \sup \left\{ h_\nu(\sigma) + \int \phi \, d\nu : \nu \in \mathcal{M}_1^1(\Sigma_A) \text{ s.t. } -\int \phi \, d\nu < \infty \right\}, \tag{2.2}
\]

where \( h_\nu(\sigma) \) is the metric entropy of \( \nu \).

A measure \( \mu \in \mathcal{M}_1^1(\Sigma_A) \) is an equilibrium measure for \( \phi \) if the supremum of (2.2) is attained for \( \mu \), i.e.,

\[
P_G(\phi) = h_\mu(\sigma) + \int \phi \, d\mu.
\]

Given two \( \sigma \)-finite measures \( \mu \) and \( \nu \) in measurable space \((\Omega, \mathcal{F})\), we denote by \( \mu \ll \nu \) if, for every \( E \in \mathcal{F} \) such that \( \nu(E) = 0 \), we have \( \mu(E) = 0 \). We denote by \( \mu \sim \nu \) if \( \mu \ll \nu \) and \( \nu \ll \mu \).

A \( \sigma \)-finite measure \( \nu \) in \( B \) is called non-singular if \( \nu \circ \sigma^{-1} \sim \nu \). Define \( \nu \circ \sigma \) the measure in \( B \) given by

\[
\nu \circ \sigma(E) := \sum_{a \in S} \nu(\sigma(E \cap [a])).
\]

Note that \( \nu \ll \nu \circ \sigma \) when \( \nu \) is a non-singular measure. The \( \sigma \)-finite non-singular measure \( \nu \) is called conservative if every set \( W \in B \) such that \( \{ \sigma^{-n}W \}_{n \geq 0} \) is pairwise disjoint mod \( \nu \) satisfies \( W = \emptyset \) mod \( \nu \). These \( \sigma \)-finite measures satisfy the Poincaré recurrence theorem, see theorem 2.1 in [2009].

**Definition 2.** Let \( \Sigma_A \) be a topological Markov shift, \( \nu \) a \( \sigma \)-finite measure in \( B \) and \( \phi : \Sigma_A \to \mathbb{R} \) a measurable potential. For a fixed \( \lambda > 0 \), the measure \( \nu \) is called \( (\phi, \lambda) \)-conformal if

\[
\frac{d\nu}{d\nu \circ \sigma} = \lambda^{-1} e^{\phi}, \quad \nu \circ \sigma^{-1} \text{ a.e.}
\]

For a fixed potential \( \phi : \Sigma_A \to \mathbb{R} \), the Ruelle operator \( L_\phi \) is defined by

\[
L_\phi f(x) := \sum_{\sigma(y)=1} e^{\phi(y)} f(y). \tag{2.3}
\]

When \( |S| < \infty \), the Ruelle operator is well defined for every continuous function \( f \) if \( \phi \) is continuous. However, on countable Markov shifts, the domain of \( L_\phi \) depends on a combination of properties of \( \Sigma_A \) and \( \phi \) to assure that the sum in (2.3) is well defined. For a discussion with a functional analysis flavour about the properties of the Ruelle operator, see [MaUr1]. We use a more measure-theoretical approach following Sarig, where the expression (2.3) can be deduced from the transfer operator. More specifically, given a \( \sigma \)-finite and non-singular
measure $\nu$, $L_\phi: L^1(\nu) \rightarrow L^1(\nu)$ is well defined and the expression (2.3) make sense $\nu$-a.e., see chapter 2 of [2009].

The following proposition shows that $(\phi, \lambda)$-conformal measures are eigenmeasures of the Ruelle operator.

**Proposition 3.** Let $\Sigma_A$ be a topological Markov shift, $\nu$ a $\sigma$-finite measure in $B$, $\phi : \Sigma_A \rightarrow \mathbb{R}$ a measurable potential and $\lambda > 0$. Then $\nu$ is $(\phi, \lambda)$-conformal if, only and if,

$$
\int L_\phi f(x) \, d\nu(x) = \lambda \int f(x) \, d\nu(x), \quad \text{for each } f \in L^1(\nu).
$$

Equation (2.4) will be denoted simply by $L_\phi^* \nu = \lambda \nu$.

**Proposition 4.** Let $\Sigma_A$ be a topological Markov shift and $\nu$ a $\sigma$-finite measure. If $\nu$ is $\sigma$-invariant, then

$$
\sum_{\sigma y = x} \frac{d\nu}{d\nu \circ \sigma}(y) = 1, \quad \nu - \text{a.e.}
$$

**Definition 5.** Let $\Sigma_A$ be a topologically mixing Markov shift and $\phi : \Sigma_A \rightarrow \mathbb{R}$ a potential satisfying the Walters condition such that $P_{\sigma}^n(\phi) < \infty$. Fix some $a \in S$. We say that the potential is:

(a) **Recurrent** if $\sum_{n \geq 1} e^{-nP_{\sigma}(\phi)}Z_n(\phi, a) = \infty$.

(b) **Positive recurrent** if $\phi$ is recurrent and $\sum_{n \geq 1} e^{-nP_{\sigma}(\phi)}Z_n(\phi, a) < \infty$.

(c) **Null recurrent** if $\phi$ is recurrent and $\sum_{n \geq 1} e^{-nP_{\sigma}(\phi)}Z_n(\phi, a) = \infty$.

(d) **Transient** if $\sum_{n \geq 1} e^{-nP_{\sigma}(\phi)}Z_n(\phi, a) < \infty$.

Since $\Sigma_A$ is topologically mixing, all modes of recurrence defined above are independent of $a \in S$. When $|S| < \infty$ we have that any $\phi$ is positive recurrent. The following theorem given by Sarig characterizes each mode of recurrence.

**Theorem 6 (Generalized RPF theorem [Sa1]).** Let $\Sigma_A$ be a topologically mixing Markov shift, $\phi : \Sigma_A \rightarrow \mathbb{R}$ a potential that satisfies the Walters condition and $P_{\sigma}(\phi) < \infty$. Then:

(a) $\phi$ is positive recurrent if, and only if, there exist $\lambda > 0$, a positive continuous function $h$, and a conservative measure $\nu$ which is finite on cylinders, such that $L_\phi h = \lambda h$, $L_\phi^* \nu = \lambda \nu$, and $\int h \, d\nu = 1$. In this case $\lambda = e^{P_{\sigma}(\phi)}$.

(b) $\phi$ is null recurrent if, and only if, there exist $\lambda > 0$, a positive continuous function $h$, and a conservative measure $\nu$ which is finite on cylinders, such that $L_\phi h = \lambda h$, $L_\phi^* \nu = \lambda \nu$, and $\int h \, d\nu = \infty$. In this case $\lambda = e^{P_{\sigma}(\phi)}$.

(c) $\phi$ is transient if, and only if, there is no conservative measure $\nu$ which is finite on cylinders such that $L_\phi^* \nu = \lambda \nu$ for some $\lambda > 0$.

The conservative measure $\nu$ in item (a) is unique up to multiplication by scalars. Moreover, the previous theorem says nothing about the finiteness of the measure $\nu$. In general, this could be infinite, as shown in example 12. But it is known that when $\Sigma_A$ satisfies the BIP property and $\text{Var}_1 \phi < \infty$ then $\nu$ is finite [Sa4].

For positively recurrent potential $\phi$, under the conditions of theorem 6, Sarig [Sa1] showed that $m := h \, d\nu$ is an invariant probability measure, which we call RPF measure. Moreover, if $h_{m}(\sigma) < \infty$, then $m$ is the unique equilibrium measure for $\phi$. 
Theorem 6 guarantees the existence of conservative conformal measures and eigenfunctions for the Ruelle operator in the case of recurrent potentials, but not for transient potentials. Cyr [Cyr1, Cyr2] studied transient potentials on topological Markov shifts, showing, for instance, the existence of eigenmeasures of the dual of the Ruelle operator. Moreover, Shwartz [Sw] showed the existence of the eigenfunctions for the Ruelle operator in the case of locally compact topological Markov shifts, see theorem 7.

Let \( \Sigma_A \) be a transitive Markov shift, and \( \phi \) a potential with summable variation. Let \( \lambda > 0 \). We say that \( \phi \) is \( \lambda \)-transient if \( \sum_{n \geq 1} \lambda^{-n} Z_n(\phi, a) < \infty \) for some \( a \in S \). Note that the item (d) of definition 5 is a particular case when \( \lambda = e^{P_0(\phi)} \).

**Theorem 7 ([Cyr2, Sw]).** Let \( \Sigma_A \) be a transitive and locally compact topological Markov shift, and \( \phi : \Sigma_A \to \mathbb{R} \) a \( \lambda \)-transient potential with summable variation. There exists a \( \sigma \)-finite measure \( \nu \) in \( \Sigma_A \) such that \( \nu \) is positive, finite in each cylinder, and \( L_\phi \nu = \lambda \nu \). Moreover, there exists a continuous function \( h : \Sigma_A \to (0, +\infty) \) such that \( L_\phi h = \lambda h \) and \( h \nu \) is an invariant finite measure.

For each \( n \in \mathbb{N} \), let \( \sigma^{-n} \mathcal{B} \) denote the smallest \( \sigma \)-algebra in which all the coordinate functions \( \pi_k : \Sigma_A \to \mathcal{B} \) given by \( \pi_k(x) = x_k \), with \( k \geq n \), are measurable. Thus, we have the following family of \( \sigma \)-algebras

\[
\mathcal{B} \supset \sigma^{-1} \mathcal{B} \supset \sigma^{-2} \mathcal{B} \supset \cdots \supset \sigma^{-n} \mathcal{B} \supset \cdots
\]

**Definition 8.** Let \( \Sigma_A \) be a topological Markov shift, \( \nu \) a probability measure in \( \mathcal{B} \) and \( \phi : \Sigma_A \to \mathbb{R} \) a measurable potential. We say that \( \nu \) is \( \phi \)-DLR if for every \( n \geq 1 \) and for every cylinder \( \sigma^n \mathcal{A} \) of length \( n \), we have

\[
\mathbb{E}_\nu (\mathbb{1}_{\sigma^n \mathcal{A}} | \sigma^{-n} \mathcal{B}) (x) = \frac{e^{\phi(x)} e^\nu(\sigma^n x \in \Sigma_A)}{\sum_{e^\nu(x' = \sigma^n y, y \in \Sigma_A)} e^\nu(y)}, \quad \nu-a.e.,
\]

where \( \mathbb{1}_{\sigma^n \mathcal{A}} \) is the indicator function on \( x \in \Sigma_A \) such that is equal to 1 if \( \sigma^n x \in \Sigma_A \), and 0 otherwise.

Equation (2.5) are called DLR equations, see also [Do1, Do2, Do3, FV, 2011, LaRu, RaSe]. The next result, by Sarig [2009], gives general conditions for Markov shift and potentials such that any conformal probability measure is a DLR measure. The reciprocal is not always true, see example 23.

**Theorem 9 ([2009]).** Let \( \Sigma_A \) be a topological Markov shift and \( \phi : \Sigma_A \to \mathbb{R} \) a measurable potential. Then any non-singular \((\phi, \lambda)\)-conformal probability measure \( \nu \) is a \( \phi \)-DLR measure.

### 3. Infinite DLR measures

In order to define a \( \sigma \)-finite DLR measure \( \nu \) with \( \nu(\Sigma_A) = \infty \), we need that the family of the conditional expectations \( \{\mathbb{E}_\nu (|\sigma^{-n} \mathcal{B}) \}_{n \geq 1} \) should be well-defined, i.e., for each \( n \geq 1 \), \( \nu \) is \( \sigma \)-finite in the sub-\( \sigma \)-algebra \( \sigma^{-n} \mathcal{B} \).

Let us define \( \mathcal{M}(\Sigma_A) \) be the set of \( \sigma \)-finite measures (not necessarily probability measures) on \( \Sigma_A \), and \( \mathcal{M}_* (\Sigma_A) \) be the set of \( \sigma \)-invariant \( \sigma \)-finite measures on \( \Sigma_A \). We say that a sub-\( \sigma \)-algebra \( \mathcal{F} \) is compatible with the measure \( \nu \in \mathcal{M}(\Sigma_A) \) if \( \nu \) is \( \sigma \)-finite in \( \mathcal{F} \).

**Definition 10.** Let \( \Sigma_A \) be a topological Markov shift, \( \nu \) a \( \sigma \)-finite measure in \( \mathcal{B} \) and \( \phi : \Sigma_A \to \mathbb{R} \) a measurable potential. We say that \( \nu \) is \( \phi \)-DLR if, for every \( n \geq 1 \),
(a) The sub-$\sigma$-algebra $\sigma^{-n}B$ is compatible with the measure $\nu$,
(b) For every cylinder $[a]$ of length $n$, we have

$$E_\nu \left( 1_{[a]} | \sigma^{-n}B \right) (x) = \frac{e^{\phi_n(x) + \frac{1}{n} \phi(x)}}{\sum_{y \in \sigma^{-n}x \cap \Sigma_n} e^{\phi(y)}} \quad \nu\text{-a.e.} \quad (3.1)$$

Note that when $\nu$ is a probability measure, definition 10 coincides with definition 8. The following proposition shows a class of measures satisfying item (a) of the previous definition.

**Proposition 11.** Consider $\Sigma_A$ be a topological Markov shift, $\phi : \Sigma_A \to \mathbb{R}$ a measurable potential and $\nu$ a $(\phi, \lambda)$-conformal, for some $\lambda > 0$, such that $\nu([a]) < \infty$ for every $a \in S$. If $\|L_0\|_\infty < \infty$, then $\nu(\pi_n^{-1}\{a\}) < \infty$ for every $n \geq 1$ and $a \in S$. In particular, $\sigma^{-n}B$ is compatible with the measure $\nu$ for each $n \geq 1$.

**Proof.** For a fixed $n \geq 1$ and $a \in S$, let $(w_0, w_1, \ldots, w_{n-1})$ be a word of length $n$ such that $A(w_{n-1}, a) = 1$. Thus

$$\lambda^n \nu([w_0, w_1, \ldots, w_{n-1}, a]) = \int_{[a]} e^{\phi(w_0, w_1, \ldots, w_{n-1}, 1)} d\nu(x). \quad (3.2)$$

Note that

$$\pi_n^{-1}\{a\} = \bigcup_{\substack{[w_0, w_1, \ldots, w_{n-1}] \neq \emptyset \\ A(w_{n-1}, a) = 1}} [w_0, w_1, \ldots, w_{n-1}, a].$$

Take the sum in (3.2) over all cylinder $[w_0, w_1, \ldots, w_{n-1}]$ such that $A(w_{n-1}, a) = 1$. By monotone convergence theorem,

$$\nu(\pi_n^{-1}\{a\}) = \lambda^{-n} \sum_{[w_0, w_1, \ldots, w_{n-1}] \neq \emptyset} \int_{[a]} e^{\phi(w_0, w_1, \ldots, w_{n-1}, 1)} d\nu(x)$$

$$= \lambda^{-n} \int_{[a]} L_0^\infty d\nu$$

$$\leq \lambda^{-n} \nu([a]) \|L_0\|_\infty^\infty,$$

which is finite since $\|L_0\|_\infty < \infty$. \hfill $\square$

In the next example, we show that the condition $\|L_0\|_\infty < \infty$ does not imply that the conformal measure is finite.

**Example 12.** Consider the renewal shift and a potential $\phi : \Sigma_A \to \mathbb{R}$ given by $\phi(x) = x_0 - x_1$. Note that $\phi$ satisfies the Walters condition, $\|L_0\|_\infty < \infty$, and $P_0(\phi) = \log 2$. Let $\lambda := e^{P_0(\phi)}$. The expression $Z_\nu(\phi, 1) = 2^{n-1}$ implies that $\phi$ is recurrent. By generalized RPF theorem, there exists a positive measure $\nu$ finite in cylinders such that

$$\int_{\Sigma_A} L_0 f \, d\nu = \lambda \int_{\Sigma_A} f \, d\nu \quad (3.3)$$

for every $f \in L^1(\nu)$. For each $a \geq 2$, consider the function $f = 1_{[a]}$. Substituting in equation (3.3), we have $\nu([a]) = \frac{1}{2} \nu([a - 1])$. Therefore $\nu(\Sigma_A) = +\infty$.

**Remark 13.** Sarig [Sa3] showed that a weakly Hölder continuous potential $\phi$ defined in the renewal shift has good behavior with respect to the phase transition in the recurrence modes,
that is, there exists $\beta_c \in (0, \infty]$ such that $\beta \phi$ is positive recurrent for $\beta < \beta_c$, and transient for $\beta > \beta_c$. For every $\beta > 0$, consider the family of potentials $\{\beta \phi\}_{\beta \geq 0}$ where $\phi$ is the potential from example 12, a direct calculation shows that $\beta \phi$ is positive recurrent for all $\beta > 0$. Note that $\nu_A(\Sigma_a)$ is finite for $\beta < \log 2$ and infinite for $\beta > \log 2$, where $\nu_A$ be the eigenmeasure associate to the potential $\beta \phi$. Then, there is no phase transition in the recurrence mode in this case, but there is a phase transition in the sense of the conformal measure’s finiteness. We will prove that the volume-type phase transition on renewal shifts for weakly Hölder continuous potentials has also a good behavior in section 5.

The following corollary is an extension of a result proved by Cyr in [Cyr1] for the positive recurrent case. Now, since we have a definition of an infinite volume DLR measure, we are able to deal with the null recurrent case when $h d \nu$ is infinite.

**Corollary 14.** Let $\Sigma_A$ be a topologically mixing Markov shift, $\phi: \Sigma_A \to \mathbb{R}$ a potential satisfying the Walters condition and $P_\phi(\phi) < \infty$. If $\phi$ is a recurrent potential then $h d \nu$ is a $(\phi + \log h - \log h \circ \sigma - P_\phi(\phi))$-DLR measure, where $h$ is a positive continuous function and $\nu$ is a measure such that $L_{\phi h} = e^{P_\phi(\phi) h}$ and $L_{\phi}^* \nu = e^{P_\phi(\phi) \nu}$.

**Proof.** Note that the hypotheses of the corollary imply that $h d \nu(\pi_n^{-1}\{\{a\}\}) < \infty$ for every $n \geq 1$ and then the sub-$\sigma$-algebra $\sigma^{-n}B$ is compatible with the measure $h d \nu$. The rest of the proof follows as in [Cyr1]. \hfill $\square$

We remember that we can define the conditional expectation for $\sigma$-finite measures, in particular, we have the martingale convergence theorem for $\sigma$-finite measures.

**Theorem 15.** Let $(\Omega, \mathcal{B}, \mu)$ be a measure space, and $\{\mathcal{F}_i\}_{i \geq 1}$ a family of sub-$\sigma$-algebras of $\mathcal{B}$, each one compatible with the measure $\mu$, satisfying $\mathcal{F}_i \subseteq \mathcal{F}_{i+1}$ for every $i \geq 1$. Consider the $\sigma$-algebra $\mathcal{F} := \sigma(\bigcup_{n \geq 1} \mathcal{F}_n)$. If $f \in L^1(\Omega, \mathcal{B}, \mu)$ and $\mathcal{F}$ is compatible with the measure $\mu$, then

$$\lim_{n \to \infty} \mathbb{E}[f|\mathcal{F}_n] = \mathbb{E}[f|\mathcal{F}]$$

$\mu$-a.e. and in $L^1(\mu)$.

**Proof.** The proof is adapted as in theorem 5.5 of [ElWa], using approximation theorem (see theorem 4.4 in [KiTa]). \hfill $\square$

Proposition 16 states a characterization of the DLR measures, which is analogous to the probability measure’s case given by Sarig in [2009]. The proof is an adaptation of the proposition 2.1 in [2009] using theorem 15.

**Proposition 16.** Let $\Sigma_A$ be a topological Markov shift, $\phi: \Sigma_A \to \mathbb{R}$ a measurable potential and $\nu$ a measure such that $\nu(\pi_n^{-1}\{s\}) < \infty$ for every $n \geq 0$ and $s \in S$. Then $\nu$ is $\phi$-DLR measure if and only if, for every pair of cylinders $[a] = [a_0, a_1, \ldots, a_{n-1}]$ and $[b] = [b_0, b_1, \ldots, b_{n-1}]$ of length $n \in \mathbb{N}$ such that $a_{n-1} = b_{n-1}$ and $\nu([a]) > 0$, the map $\nu_{[a]}: [a] \to [b]$ given by $\nu_{[a]}(a_{n_k}^n) = (b_{n_k}^n)$ satisfies

$$\frac{d\nu \circ \nu_{[a]}^{-1}}{d\nu} = e^{\phi_{[a]}(b_{n_k}^n) - \phi_{[a]}(a_{n_k}^n)}, \quad \nu-a.e. \text{ in } [a]. \tag{3.4}$$

Theorem 17 below states that every $(\phi, \lambda)$-conformal measure with $\lambda > 0$ such that the event $\pi_s^{-1}\{a\}$ has finite mass for all $n \geq 0$ and $a \in S$ is a $\phi$-DLR measure. In particular, for recurrent potentials $\phi$ with $\|L_{\phi}\|_{\infty} < \infty$, by proposition 11, all conformal measures from generalized RPF theorem are $\phi$-DLR measures. Moreover, if $\Sigma_A$ is a transitive shift with row finite,
and \( \phi : \Sigma_A \to \mathbb{R} \) is a \( \lambda \)-transient potential for some \( \lambda > 0 \) with summable variation satisfying \( \|L_0 \|_\infty < \infty \), all conformal measures from theorem 7 are \( \phi \)-DLR measures.

**Theorem 17.** Let \( \Sigma_A \) be a topological Markov shift, \( \phi : \Sigma_A \to \mathbb{R} \) a measurable potential, and let \( \nu \) be a measure satisfying \( \nu \left( \frac{1}{n} \sigma_{a}^{-1} \{a\} \right) < \infty \) for every \( n \geq 0 \) and \( a \in S \). If \( \nu \) is a non-singular and \((\phi, \lambda)\)-conformal measure for some \( \lambda > 0 \), then \( \nu \) is a \( \phi \)-DLR measure.

**Proof.** The proof is an adaptation of proposition 2.2 in [2009], using proposition 16. \( \square \)

4. When the DLR measures are the conformal measures

In this section we investigate when a DLR measure is a conformal measure. In addition to that we will study the uniqueness of the DLR measure when the Markov shift satisfies the BIP property, as well as the connection with the equilibrium measures.

**Lemma 18.** Let \( \Sigma_A \) be a topological Markov shift, \( \phi : \Sigma_A \to \mathbb{R} \) a measurable potential, and \( \mu \) a non-singular \( \phi \)-DLR measure. Consider \( a, c \in S \) such that \( A(a, c) = 1 \). If \( \mu (\{ac\}) > 0 \), then

(a) For every \( b \in S \) such that \( A(b, c) = 1 \), we have \( \mu \circ v_{ac, bc} \sim \mu \) in \( B \cap [ac] \).

(b) \( \mu \circ \sigma_{[ac]} \sim \mu \) in \( B \cap [ac] \).

(c) For every \( b \in S \) such that \( A(b, c) = 1 \), we have \( \mu \circ I_b \sim \mu \) in \( B \cap [c] \), where \( I_b(x) = bx \).

\( \text{Otherwise, if } \mu (\{ac\}) = 0, \text{ then } \mu (\{c\}) = 0. \)

**Proof.** Item (a) is straightforward from proposition 16. For item (b), since \( \mu \) is non-singular and \( \mu(E) \leq \mu(\sigma^{-1}[ac]E) \) for every \( E \in B \cap [ac] \), we conclude \( \mu \leq \mu \circ \sigma_{[ac]} \) in \( B \cap [ac] \).

Let \( E_a \in B \cap [ac] \) satisfying \( \mu (E_a) = 0 \). For each \( b \in S \) with \( A(b, c) = 1 \), consider \( E_b = v_{ac, bc}(E_a) \). Note that \( E_b \in B \cap [bc] \). Thus, by proposition 16, we have \( \mu (E_b) = 0 \). Since

\[
\mu \left( \sigma^{-1}[ac]E_a \right) = \sum_{A(b, c)=1} \mu (E_b) = 0,
\]

we obtain \( \mu \left( \sigma_{[ac]}E_a \right) = 0 \), and thus \( \mu \circ \sigma_{[ac]} \ll \mu \) in \( B \cap [ac] \).

To show item (c), since the map \( I_b : [c] \to [bc] \) is a homeomorphism, for every \( E \in B \cap [c] \), we have \( I_b(E) \in B \cap [bc] \). Let \( E \in B \cap [c] \) such that \( \mu (E) = 0 \). Since \( I_b(E) \subset \sigma^{-1}[c]E \) and \( \mu \) is non-singular, we have \( \mu \circ I_b(E) = 0 \). Now, let \( E \in B \cap [c] \) such that \( \mu \circ I_b(E) = 0 \). By item (b), we have \( \mu (E) = \mu (\sigma_{[bc]}(I_b(E))) = 0 \). Therefore \( \mu \circ I_b \sim \mu \) in \( B \cap [c] \).

Now, assume \( \mu (\{ac\}) = 0 \). For every \( b \in S \) such that \( A(b, c) = 1 \), we have \( v_{ac, bc}[ac] = [bc] \).

By proposition 16, we conclude \( \mu (\{bc\}) = 0 \). Thus,

\[
\mu \left( \sigma^{-1}[ac][\omega c] \right) = \sum_{A(b, c)=1} \mu (\{bc\}) = 0.
\]

Since \( \mu \) is non-singular, then \( \mu (\{c\}) = \mu (\sigma_{[ac]}[ac]) = 0. \) \( \square \)

**Proposition 19.** Let \( \Sigma_A \) be a topological Markov shift, \( \phi : \Sigma_A \to \mathbb{R} \) a measurable potential, and \( \mu \) be a non-singular \( \phi \)-DLR measure. For every \( a, b, c \in S \) such that \( A(a, c) = A(b, c) = 1 \) satisfying \( \mu (\{ac\}) > 0 \), we have

\[
\frac{du_{\text{mix}}(ax)}{e^{\phi(ax)}} = \frac{du_{\text{mix}}(bx)}{e^{\phi(bx)}}, \quad \mu-\text{a.e. in } [c].
\]
Proof. Let \( a, b \in S \) such that \( A(a, c) = A(b, c) = 1 \) and \( \mu (\{ac\}) > 0 \). The map \( v_{ac,bc} : \{ac\} \mapsto [bc] \) can be written as \( v_{ac,bc} = I_b \circ \sigma|_{\{ac\}} \). By item (a) and (b) of lemma 18, for every \( y \in \{ac\} \), we have

\[
\frac{d\mu \circ v_{ac,bc}}{d\mu}(y) = \frac{d\mu \circ I_b \circ \sigma|_{\{ac\}}}{d\mu}(y) \cdot \frac{d\mu \circ \sigma|_{\{ac\}}}{d\mu}(y), \quad \mu - a.e. in \{ac\},
\]
i.e., the measurable set

\[
E = \left\{ y \in \{ac\} : \frac{d\mu \circ v_{ac,bc}}{d\mu}(y) \neq \frac{d\mu \circ I_b \circ \sigma|_{\{ac\}}}{d\mu}(y) \cdot \frac{d\mu \circ \sigma|_{\{ac\}}}{d\mu}(y) \right\}
\]
satisfies \( \mu(E) = 0 \). Thus, by item (b) of lemma 18, we have \( \mu(\sigma|_{\{ac\}}E) = 0 \). This implies that the set

\[
\sigma|_{\{ac\}}(E) = \left\{ x \in [c] : \frac{d\mu \circ v_{ac,bc}}{d\mu}(ax) \neq \frac{d\mu \circ I_b \circ \sigma|_{\{ac\}}}{d\mu}(ax) \cdot \frac{d\mu \circ \sigma|_{\{ac\}}}{d\mu}(ax) \right\}
\]
is zero measure. Thus

\[
\frac{d\mu \circ v_{ac,bc}}{d\mu}(ax) = \frac{d\mu \circ I_b \circ \sigma|_{\{ac\}}}{d\mu}(ax) \cdot \frac{d\mu \circ \sigma|_{\{ac\}}}{d\mu}(ax), \quad \mu - a.e. in [c]. \quad (4.2)
\]
By item (c) of lemma 18, we have

\[
\frac{d\mu \circ I_b \circ \sigma|_{\{ac\}}}{d\mu}(y) = \frac{d\mu \circ I_b \circ \sigma|_{\{ac\}}}{d\mu}(y), \quad \mu - a.e. in \{ac\}.
\]

By the same argument to derive equation (4.2), we obtain

\[
\frac{d\mu \circ v_{ac,bc}}{d\mu}(ax) = \frac{d\mu \circ I_b}{d\mu}(x), \quad \mu - a.e. in [c]. \quad (4.3)
\]
Replacing (4.3) in (4.2),

\[
\frac{d\mu \circ v_{ac,bc}}{d\mu}(ax) = \frac{d\mu \circ I_b}{d\mu}(x) \cdot \frac{d\mu \circ \sigma|_{\{ac\}}}{d\mu}(ax), \quad \mu - a.e. in [c]. \quad (4.4)
\]

Since \( \sigma|_{\{bc\}} \circ I_b = \text{id} \), where id is the identity function, and \( \mu \circ \sigma|_{\{bc\}} = \mu \circ \sigma|_{\{bc\}} \) in \( B \cap \{bc\} \),

\[
\frac{d\mu \circ I_b}{d\mu}(x) = \frac{d\mu \circ I_b}{d\mu}(x) = \frac{d\mu}{d\mu \circ \sigma|_{\{bc\}}}(bx), \quad \mu - a.e. in [c]. \quad (4.5)
\]
By item (b) of lemma 18,

\[
\frac{d\mu \circ \sigma|_{\{ac\}}}{d\mu}(ax) = \left( \frac{d\mu}{d\mu \circ \sigma|_{\{ac\}}}(ax) \right)^{-1}, \quad \mu - a.e. in [c]. \quad (4.6)
\]
Replacing equations (4.5) and (4.6) in equation (4.4),

\[
\frac{d\mu \circ v_{ac,bc}}{d\mu}(ax) = \frac{d\mu}{d\mu \circ \sigma|_{\{ac\}}}(bx), \quad \mu - a.e. in [c]. \quad (4.7)
\]
By proposition 16 and by the same argument to derive equation (4.2),
\[
\frac{d\mu \circ v_{ac,bc}}{d\mu}(ax) = \frac{e^{\phi(bx)}}{e^{\phi(ax)}}, \quad \mu - \text{a.e. in } [c]. \tag{4.8}
\]
Finally, from (4.7) and (4.8), we conclude (4.1).

The following result gives information on when a DLR measure is a conformal measure.

**Theorem 20.** Let \(\Sigma_A\) be a topological Markov shift, \(\phi: \Sigma_A \to \mathbb{R}\) a measurable potential, and \(m\) a \(\sigma\)-finite \(\phi\)-DLR measure. Suppose that \(m\) is a \(\sigma\)-invariant measure. Then \(L_\phi 1 = \lambda\ m\text{-a.e. if, and only if, } m\) is a \((\phi, \lambda)\)-conformal measure.

**Proof.** Let \(c \in S\) such that \(m([c]) > 0\). There exists \(a \in S\) such that \(A(a, c) = 1\) and \(m([ac]) > 0\). By proposition 4, for every \(x \in [c]\), we have
\[
1 = \sum_{b \in S} \frac{dm}{dm \circ \sigma}(bx), \quad m\text{-a.e. in } [c]. \tag{4.9}
\]
By proposition 19, let \(b \in S\) such that \(A(b, c) = 1\), then
\[
\frac{dm}{dm \circ \sigma}(bx) = e^{\phi(bx)} \frac{dm}{dm \circ \sigma}(ax) \frac{e^{\phi(ax)}}{e^{\phi(ax)}}, \quad m\text{-a.e. in } [c].
\]
Summing over all \(b \in S\) such that \(A(b, c) = 1\) and using equation (4.9),
\[
1 = \frac{dm}{dm \circ \sigma}(ax) \sum_{b \in S} e^{\phi(bx)}, \quad m\text{-a.e. in } [c]. \tag{4.10}
\]
Consider \(L_\phi 1 = \lambda\). By equation (4.10), we conclude
\[
\frac{dm}{dm \circ \sigma}(ax) = \lambda^{-1} e^{\phi(ax)}, \quad m\text{-a.e. in } [c].
\]
Thus, by lemma 18, item (b), for every \(F \in \mathcal{B} \cap [ac]\),
\[
m(F) = \lambda^{-1} \int_F e^{\phi(x)} dm \circ \sigma. \tag{4.11}
\]
Let \(\mathcal{W}_2(c) := \sigma^{-1} [c]\). Note that every \(B \in \mathcal{B}\) can be written as
\[
B = \bigsqcup_{c \in S} \bigsqcup_{\omega \in \mathcal{W}_2(c)} B \cap [\omega].
\]
By lemma 18 and equation (4.11),
\[
m(B) = \sum_{c \in S} \sum_{\omega \in \mathcal{W}_2(c)} m(B \cap [\omega])
\]
\[
= \sum_{c \in S} \sum_{\omega \in \mathcal{W}_2(c)} \lambda^{-1} \int_{B \cap [\omega]} e^{\phi(x)} dm \circ \sigma
\]

Figure 2. Example of a topological Markov shift that produces an infinite and \( \sigma \)-finite \( \phi \)-DLR measure.

\[
= \lambda^{-1} \sum_{c \in S} \sum_{\omega \in W_{c}(c)} \int_{B_{\omega} \cap \overline{\omega}} e^{\phi(x)} \, dm \odot \sigma
\]

\[
= \lambda^{-1} \int_{B} e^{\phi(x)} \, dm \odot \sigma.
\]

Concluding that \( m \) is a \((\phi, \lambda)\)-conformal measure.

Let us suppose that \( m \) is a \((\phi, \lambda)\)-conformal measure. From equation (4.10) we have that, for every \( c \in S \) with \( m([c]) > 0 \),

\[
\sum_{\sigma y = x} e^{\phi(y)} = \lambda, \quad m\text{-a.e. in } [c].
\]

Therefore \( L_{\phi} \mathbb{1}(x) = \lambda, \) \( m\)-a.e. \( \square \)

The next example satisfies all conditions of theorem 20.

Example 21. Consider the topological Markov shift \( \Sigma_{A} \) defined by the graph of figure 2, and let \( \phi: \Sigma_{A} \rightarrow \mathbb{R} \) given by \( \phi \equiv 0 \). Note that \( \phi \) normalizes the Ruelle operator, i.e., \( L_{\phi} \mathbb{1} = 1 \).

For \( i \geq 0 \), consider the sequence

\[
x_i = \begin{cases} (i, i + 2, i + 4 \ldots), & \text{if } i \text{ is odd;} \\ (0, 1, 3, 5 \ldots), & \text{if } i = 0; \\ (i, i - 2, \ldots, i - 2k + 2, 0, 1, \ldots), & \text{if } i = 2k, \ k \geq 1; \end{cases}
\]

and a measure \( m \) in \( \mathcal{B} \) defined by \( m(E) = \sum_{j \geq 0} \delta_{x_j}(E) \). Note that \( m \) is \( \sigma \)-finite with \( m(\Sigma_{A}) = \infty \). It is easy to see that \( m \) is a \( \sigma \)-invariant \( \phi \)-DLR measure. Thus, by theorem 20, \( m \) is a \((\phi, 1)\)-conformal measure.

It is known that when \( |S| < \infty \) and the potential is Walters, the probability DLR measure is unique, see [ANS]. The following result shows the uniqueness of the DLR measure when the topological Markov shift is non-compact and satisfying the BIP property. Example 23 gives us a counter-example of nonuniqueness when the Markov shift does not satisfy the BIP property.

Theorem 22. Let \( \Sigma_{A} \) be a topologically mixing Markov shift satisfying BIP property and let \( \phi: \Sigma_{A} \rightarrow \mathbb{R} \) be a potential satisfying the Walters condition, \( \text{Var} \phi < \infty \) and \( P_{\phi}(\phi) < \infty \). Then there exists a unique \( \phi \)-DLR probability measure. In this case, the set of \((\phi, e^{P_{\phi}(\phi)})\)-conformal probability measures and the set of \( \phi \)-DLR probability measures coincide.

Proof. Note that, by our assumptions and proposition 3.8 in [2009], the potential \( \phi \) is positively recurrent. By generalized RPF theorem for topological mixing satisfying BIP property, there exist a non-singular probability measure \( \nu \) and a continuous function \( h: \Sigma_{A} \rightarrow \mathbb{R} \) such that \( h \) is uniformly bounded away from zero and infinity, \( L_{\phi}h = \lambda h \) and \( L_{\phi}^{*} \nu = \lambda \nu \), where \( \lambda = e^{P_{\phi}(\phi)} \).
Let $\mu$ be a $\phi$-DLR measure. We claim $\mu = \nu$. Note that it is enough to show $\mu \ll \nu$. In fact, by the same argument for theorem 3.6 of [2009], we know that $\varphi := \frac{d\mu}{d\nu}$ is a constant function equals to 1 $\nu$-a.e.

Let $n \in \mathbb{N}$ and $[a]$ be a cylinder of length $n$. Define $M := \sup_{a_{n+1}} \text{Var}_{n+1} \phi_{n} + \text{Var}_{1} \phi$. Then

$$|\phi_{n}(\xi) - \phi_{n}(\eta)| \leq M \quad \text{for every } \xi, \eta \in [a].$$

For a fixed $x \in \Sigma_{A}$, we have

$$e^{\phi(x)} e^{\sigma_{a}^n(x)} \langle \varphi(x) \sigma_{a}^n(x) \rangle \leq e^{M} e^{\phi(x)} \quad \text{for every } y \in \sigma^n [a].$$

Integrating with respect to the measure $\nu$,

$$\int_{\sigma^n [a]} e^{\phi(x)} e^{\sigma_{a}^n(x)} \langle \varphi(x) \sigma_{a}^n(x) \rangle d\nu(y) \leq e^{M} \int_{\Sigma_{A}} L^{\nu}_{\gamma_{1}} \varphi(y) d\nu(y) = e^{M} \lambda^n \nu ([a]).$$

Therefore,

$$\lambda^{-n} e^{\phi(x)} e^{\sigma_{a}^n(x)} \langle \varphi(x) \sigma_{a}^n(x) \rangle \leq \frac{1}{\nu (\sigma^{n} [a])} e^{M} \nu ([a]) \quad \text{for every } x \in \Sigma_{A}. \tag{4.12}$$

By BIP property, there exist $b_{1}, b_{2}, \ldots, b_{N} \in S$ such that

$$\nu (\sigma^{n} [a]) \geq \min \{ \nu ([b_{i})] : i = 1, \ldots, N \} := K > 0. \tag{4.13}$$

Replacing inequality (4.13) in (4.12), we obtain

$$\lambda^{-n} e^{\phi(x)} e^{\sigma_{a}^n(x)} \langle \varphi(x) \sigma_{a}^n(x) \rangle \leq \frac{e^{M}}{K} \nu ([a]) \quad \text{for every } x \in \Sigma_{A}. \tag{4.14}$$

Let $H_{1}$ and $H_{2}$ be positive real-valued numbers satisfying $H_{1} \leq h \leq H_{2}$. We have the following bounds for every $n \geq 1$,

$$\frac{H_{1}}{H_{2}} \leq \lambda^{-n} \sum_{\sigma_{a}^n(x) = x} e^{\phi(y)} \leq \frac{H_{2}}{H_{1}} \tag{4.15}$$

for every $x \in \Sigma_{A}$.

From inequalities (4.14) and (4.15) we obtain that, for every $n \geq 1$ and every cylinder $[a]$ of length $n$,

$$\frac{e^{\phi(x)} e^{\sigma_{a}^n(x)} \langle \varphi(x) \sigma_{a}^n(x) \rangle}{\sum_{\sigma_{a}^n(x) = x} e^{\phi(y)}} \leq C \nu ([a]) \quad \text{for every } x \in \Sigma_{A}, \tag{4.16}$$

where $C = \frac{H_{2}}{H_{1}} e^{M} > 0$. Since $\mu$ is $\phi$-DLR, integrating inequality (4.16) with respect to $\mu$, we have $\mu ([a]) \leq C \nu ([a])$ for every cylinder $[a]$ of length $n$. Since $n$ is an arbitrary number, we conclude $\mu \ll \nu$. \hfill \Box

There are topological Markov shifts that does not satisfy the BIP property and having more than one DLR measure associated to the same potential, as we will see below. Also the following example shows a particular topological Markov shift in which there is a DLR measure which is not a conformal measure. This example was based on example A.1 of [Sw].

**Example 23.** Consider the topological Markov shift $\Sigma_{A}$ defined by the graph of figure 3. Let $\phi : \Sigma_{A} \to \mathbb{R}$ be a potential satisfying the Walters condition, $\text{Var}_{1} \phi < \infty$ and $P_{C}(\phi) < \infty$. Note that $\Sigma_{A}$ does not satisfy the BIP property.
Let $T = (1, 2, 3, \ldots) \in \Sigma_A$, and let us consider the probability measure $\mu := \delta_T$. It is easy to see that $\mu$ is $\phi$-DLR measure. Since $\mu$ satisfies $\mu(\sigma^{-1}[1]) = 0$ and $\mu \otimes \sigma(\sigma^{-1}[1]) > 0$, we have

$$
\mu \left( \sigma^{-1}[1] \right) \neq \lambda^{-1} \int_{\sigma^{-1}[1]} e^\phi \, d\mu \otimes \sigma
$$

for every $\lambda > 0$. Therefore, there is no $\lambda > 0$ such that $\mu$ is $(\phi, \lambda)$-conformal.

**Remark 24.** The study of the existence of conservative conformal measures for topological Markov shift spaces is determined by the potential recurrence modes, see theorems 6 and 7. As we saw in example 23, independently of the recurrence mode of the potential, there exists a DLR measure. We conclude that example 23 is an example where the set of DLR probability measures is strictly larger than the set of conformal probability measures. In addition, $\delta_T$ is a probability DLR measure for any potential.

We will finish this section by studying the connection between $\sigma$-invariant DLR measures and equilibrium measures. These two notions of measures are widely studied for the space $S^\infty$ and where it is known that they are equivalent, see [Do2, 1998, Ki, LaRu, Mu].

**Proposition 25.** Let $\Sigma_A$ be a topologically mixing Markov shift and $\phi: \Sigma_A \to \mathbb{R}$ be a recurrent potential satisfying the Walters condition and $P_G(\phi) < \infty$. Consider $m := h \, d\nu$ where $h$ is a positive continuous function and $\nu$ is a measure such that $L_\phi h = e^{P_G(\phi)} h$ and $L_\phi^* \nu = e^{P_G(\phi)} \nu$. Then $m$ is $\phi$-DLR if, and only if, $h$ is constant $\nu$-a.s.

**Proof.** Let $\tilde{\phi} := \phi + \log h - \log h \circ \sigma - P_G(\phi)$. It is easy to verify that

$$
\int f \, dm = \int L_{\tilde{\phi}} f \, dm, \quad \text{for all } f \in L^1(m),
$$

thus $m$ is a $(\tilde{\phi}, 1)$-conformal measure. Since $\|L_{\tilde{\phi}} - 1\|_\infty < \infty$, by theorem 17 we conclude that $m$ is a $\tilde{\phi}$-DLR measure.

Assume that $m$ is a $\phi$-DLR measure. For every $n \geq 2$ and $c \in S$, consider two words of size $n \underline{a} := a_0, a_1, \ldots, a_{n-1}$ and $\underline{b} := b_0, b_1, \ldots, b_{n-1}$ such that $a_{n-1} = b_{n-1} = c$. Since, by proposition 16, $m$ is $\tilde{\phi}$-DLR,

$$
m \circ v_{\underline{a}, \underline{b}}^n(E) = \int_E e^{\phi(a_0, a_1, \ldots, a_{n-1}) - \phi(b_0, b_1, \ldots, b_{n-1})} \, dm(x), \quad (4.17)
$$

$$
m \circ v_{\underline{a}, \underline{b}}^n(E) = \int_E e^{\tilde{\phi}(a_0, a_1, \ldots, a_{n-1}) - \tilde{\phi}(b_0, b_1, \ldots, b_{n-1})} \, dm(x), \quad (4.18)
$$
for every \( E \in \mathcal{B} \cap [g] \). By (4.17) and (4.18),
\[
\int_E e^{\phi(bx_n^\infty) - \phi(ax_n^\infty)} \left( 1 - \frac{h(bx_n^\infty)}{h(ax_n^\infty)} \right) \, dm(x) = 0
\]
for every \( E \in \mathcal{B} \cap [g] \). By the continuity of the function \( h \) we have \( h(ax_n^\infty) = h(bx_n^\infty) \) for all \( x \in [g] \) such that \( a_{n-1} = b_{n-1} = c \).

Since \( c \in S \), \( a \) and \( b \) were chosen arbitrarily such that \( a_{n-1} = b_{n-1} = c \), we conclude that \( h \) is \( \sigma^{-n} \mathcal{B} \)-measurable, and so \( h \) is \( \int_{n \geq 1} \sigma^{-n} \mathcal{B} \)-measurable. By theorem 2.5 in [2009] we know that \( \nu \) is exact, concluding that \( h \) is constant \( \nu \)-a.s.

Now let us prove the converse. Suppose \( h(x) = \alpha \), \( \nu \)-a.s., for some \( \alpha \in \mathbb{R} \). Since \( \nu \) is \( (\phi, e^{P_G(\phi)}) \)-conformal and \( m = \alpha \nu \), we have that \( m \) is also \( (\phi, e^{P_G(\phi)}) \)-conformal. Note that
\[
m(\tau_n^{-1}\{a\}) = m([a]) < \infty \quad \text{for all } a \in S, \ n \in \mathbb{N},
\]
implying that the sub-\( \sigma \)-algebra \( \sigma^{-n} \mathcal{B} \) is compatible with \( m \) for every \( n \geq 1 \). By theorem 17, \( m \) is a \( \phi \)-DLR measure.

**Theorem 26.** Let \( \Sigma_A \) be a topologically mixing Markov shift and let \( \phi : \Sigma_A \to \mathbb{R} \) be a potential satisfying the Walters condition and \( P_G(\phi) < \infty \).

(a) Assume \( \Sigma_A \) has the BIP property and \( \text{Var}_1 \phi < \infty \). If \( \mu \in \mathcal{M}_1(\Sigma_A) \) is \( \phi \)-DLR such that \( h_\mu(\sigma) < \infty \), then \( \mu \) is \( \phi \)-equilibrium.

(b) Assume \( \sup \phi < \infty \). If \( \mu \in \mathcal{M}_1(\Sigma_A) \) is \( \phi \)-equilibrium, then \( \mu \) is \( \tilde{\phi} \)-DLR, where \( \tilde{\phi} = \phi + \log h - \log h \circ \sigma - P_G(\phi) \) and \( h \) is a positive continuous function such that \( L \phi = e^{P_G(\phi)} \).

**Proof.** Let us prove item (a). By lemma 4 in [BMP] we have \( \sup \phi < \infty \). By theorem 1 in [Sa4] the potential \( \phi \) is positive recurrent, let \( m = h \mathrm{d} \nu \), where \( h \) is a positive continuous function and \( \nu \) is a finite measure such that \( L \phi = e^{P_G(\phi)} \) and \( L^* \nu = e^{P_G(\phi)} \nu \). Consider \( \mu \) be a \( \sigma \)-invariant \( \phi \)-DLR measure such that \( h_\mu(\sigma) < \infty \). Let \( n \in \mathbb{N} \) and \( [g] \) be a cylinder of length \( n \). Let \( H_1, H_2 > 0 \) the positive constants such that \( H_1 < h(x) < H_2 \) for every \( x \in \Sigma_A \) and \( M := \sup_{n \geq 1} \text{Var}_{n+1} \phi_n + \text{Var}_1 \phi \). By the same argument in the proof of theorem 22, we have
\[
\lambda^{-n} e^{\phi(bx_n^\infty)} \mathbb{1}_{\sigma^n x \in \Sigma_A} \leq \frac{e^M}{H_1 K} m([g]) \quad \text{for all } x \in \Sigma_A, \tag{4.19}
\]
where \( K > 0 \) is given by (4.13). By (4.15) and (4.19),
\[
\frac{e^{\phi(bx_n^\infty)} \mathbb{1}_{\sigma^n x \in \Sigma_A}}{e^{\phi(u(x))}} \leq C m([g]) \quad \text{for all } x \in \Sigma_A, \tag{4.20}
\]
where \( C = \frac{e^M}{H_1 K} \). Since \( \mu \) is \( \phi \)-DLR, integrating (4.20) in both sides with respect to \( \mu \), we have \( \mu([g]) \leq C m([g]) \) for every cylinder \([g]\) of length \( n \), concluding \( \mu \ll m \). Since \( m \) is an ergodic measure, by theorem 4.7 in [2009], we conclude \( \mu = m \).

To prove item (b), note that the equilibrium measure, when does exist, is given by \( m = h \mathrm{d} \nu \). A standard calculation shows \( L^* m = m \), concluding that \( m \) is a \((\phi, 1)\)-conformal measure and therefore it is a \( \tilde{\phi} \)-DLR measure.

**Remark 27.** When the potential \( \phi \) is null recurrent \( \mu = h \mathrm{d} \nu \) is an infinite invariant measure, with \( h \) and \( \nu \) as in theorem 6. The measure \( \mu \) is the only conservative, ergodic and invariant
measure that satisfies the relation $h_\mu(\sigma) = \mu(P_G(\phi) - \phi)$ for the class of weakly Hölder continuous potentials, see theorem 2 in [Sa2]. This is the reason why Sarig proposed a notion of ‘infinite equilibrium measure’. It is worth noting that item (b) of theorem 26 is also valid for equilibrium measures and infinite DLR measures, i.e.,

$$\{\mu \in \mathcal{M}_\sigma(\Sigma_A) : \mu \text{ is } \phi \text{-equilibrium}\} \subseteq \left\{\mu \in \mathcal{M}_\sigma(\Sigma_A) : \mu \text{ is } \tilde{\phi} \text{-DLR}\right\}.$$

5. Volume-type phase transitions for renewal shifts

It is usual in the literature of statistical mechanics to study models with a good behavior respect to phase transitions, that is, models such that there exist a parameter (temperature is an example) for which you have a unique point separating different situations. Even for general regular potentials and interactions, we have results like the Dobrushin uniqueness theorem [Do3, 2011, Sim, FV], which one of the implications for finite state-space systems for high enough temperatures is to guarantee that does exist exactly one DLR state. This fact motivates the usual definition of phase transition used by researchers in probability. In statistical mechanics, it is common to define that a model presents a phase transition when, for low enough temperatures, there exists more than one DLR measure. So, in this case, the transition is from one to several DLR measures, ferromagnetic systems like Ising type models are examples of models for this situation.

In the setting of countable Markov shifts, the following result given by Sarig shows that the renewal shift has a good behavior respect the phase transition according to the recurrence modes. Thanks to the generalized Perron–Frobenius theorem 6, we know that the next theorem is equivalent to say that in high temperatures there exist an equilibrium measure for the potential and, after a critical beta $\beta_c$, we have the absence of equilibrium probability measures and the pressure is a linear function. When the pressure is a linear function at low temperatures, this fact is called freezing phase transition.

**Theorem 28 ([Sa3]).** Let $\Sigma_A$ be the renewal shift and let $\phi : \Sigma_A \to \mathbb{R}$ be a weakly Hölder continuous function such that $\sup \phi < \infty$. Then there exists $0 < \beta_c \leq \infty$ such that:

(a) For $\beta \in (0, \beta_c)$, the potential $\beta \phi$ is positive recurrent, and for $\beta > \beta_c$, $\phi$ is transient.
(b) $P_G(\beta \phi)$ is real analytic in $(0, \beta_c)$ and linear in $(\beta_c, \infty)$. Moreover, $P_G(\beta \phi)$ is continuous at $\beta_c$ but not analytic.

From now on $\beta_c$ will denote the critical value given by the theorem 28. Note that for every $\beta \in (0, \beta_c)$ there exists a $(\beta \phi, \mathcal{P}_G(\beta \phi))$-conformal measure. The eigenmeasure associated to the potential $\beta \phi$ will be denoted by $\nu_\beta$.

Let us define the function

$$m(\phi) := \sup_{\mu \in \mathcal{M}_\sigma(\Sigma_A)} \int \phi \, d\mu.$$

A measure $\mu_\phi \in \mathcal{M}_\sigma^1(\Sigma_A)$ is called $\phi$-maximizing if $m(\phi) = \int \phi \, d\mu_\phi$.

Under the conditions of theorem 28, for each $\beta \geq 0$,

$$P_G(\beta \phi) \leq \log 2 + \beta \sup \phi,$$

consequently $P_G(\beta \phi) < \infty$. Let us define the function $\psi : (0, \beta_c) \to \mathbb{R}$ given by

$$\psi(\beta) := \frac{P_G(\beta \phi)}{\beta}.$$
Proposition 29. Let $\Sigma_A$ be the renewal shift and let $\phi : \Sigma_A \to \mathbb{R}$ be a weakly Hölder continuous function such that $\sup \phi < \infty$. Then the function $\psi$ is continuous, strictly decreasing, and $\lim_{\beta \to 0^+} \psi(\beta) = +\infty$.

Proof. By theorem 28 item (b), the function $\psi$ is continuous in $(0, \beta_c)$. For $\beta \in (0, \beta_c)$, let $\mu_\beta$ be the unique equilibrium measure associated to the potential $\beta \phi$. Define the function $\varphi : (0, \beta_c) \to \mathbb{R}$ by

$$\varphi(\beta) := P_G(\beta \phi) - \beta m(\phi).$$

Note that $\varphi$ is positive for $\beta_c < \infty$ by theorem 1.1 in [Io] and theorem 2 in [Sa3]. Now let us consider $\beta_c = \infty$. By theorem 1.1 in [Io], there exists a $\phi$-maximizing measure $\mu_\phi \in \mathcal{M}_1(\Sigma_A)$.

In this case

$$\varphi(\beta) = 0,$$

because $\varphi(\beta) \geq h_{\mu_\phi} \geq 0$. Note that the function $\varphi$ is convex. Since $\frac{d}{d\beta} P(\beta \phi) = \int \phi d\mu_\beta$ for $\beta > 0$, by proposition 2.6.13 in [MaUr2],

$$\frac{d}{d\beta} \varphi(\beta) = \int \phi d\mu_\beta - m(\phi) \leq 0. \quad (5.1)$$

Thus, $\varphi$ is non-increasing.

Suppose, by contradiction, that there exists $\tilde{\beta} > 0$ such that $P_G(\tilde{\beta} \phi) = \tilde{\beta} m(\phi)$. Then

$$P_G(\beta \phi) = \beta m(\phi), \quad \text{for every } \beta \in [\tilde{\beta}, \infty). \quad (5.2)$$

By (5.1), every measure $\mu_\beta$ is $\phi$-maximizing for $\beta > \tilde{\beta}$. Thus $h_{\mu_\beta}(\sigma) = 0$ and $h_{\mu_\beta}(\sigma) = 0$ for every $\beta > \tilde{\beta}$. Note that, for every $\beta > \tilde{\beta}$, both measures $\mu_\phi$ and $\mu_\beta$ are equilibrium measures for the potential $\beta \phi$. Since the equilibrium measure is unique, we have that $\mu_\phi = \mu_\beta$ for every $\beta > \tilde{\beta}$. Note that this argument also conclude that there is only one maximizing measure.

Consider $\beta_1, \beta_2 \in (\tilde{\beta}, +\infty)$. Since $\mu_{\beta_1, \phi} = \mu_{\beta_2, \phi}$, then $\beta_1 \phi \sim \beta_2 \phi + c$ for some $c \in \mathbb{R}$, see theorem 4.8 in [2009]. Since $P_G(\beta_1 \phi) = P_G(\beta_2 \phi) + c$, by (5.2),

$$c = (\beta_1 - \beta_2) m(\phi). \quad (5.3)$$

Consider $x = (1, 1, 1, \ldots) \in \Sigma_A$. There exists a function $\alpha$ such that $\beta_1 \phi = \beta_2 \phi + \alpha - \alpha \circ \sigma + c$. Thus,

$$c = (\beta_1 - \beta_2) \phi(x). \quad (5.4)$$

By (5.3) and (5.4),

$$m(\phi) = \phi(x) = \int \phi d\delta_x,$$

then $\delta_x$ is a maximizing measure, and therefore an equilibrium measure, a contradiction.

Since $\varphi$ is positive and non-increasing, for every $\beta_1 < \beta_2$, we have $\varphi(\beta_1) \geq \varphi(\beta_2) > 0$, thus

$$\psi(\beta_1) = \frac{\varphi(\beta_1)}{\beta_1} + m(\phi) > \frac{\varphi(\beta_2)}{\beta_2} + m(\phi) = \psi(\beta_2),$$

concluding that $\psi$ is decreasing.
It remains to show \( \lim \psi(\beta) = +\infty \). Since \( \psi \) is decreasing, we have \( \psi'(\beta) < 0 \), which implies \( P_G'(\beta \phi) - \psi(\beta) < 0 \). Let \( \beta_0 \in (0, \beta_c) \). Since \( P_G(\beta \phi) \) is convex with respect to \( \beta \), the tangent line of \( P_G(\beta \phi) \) at \((\beta_0, P_G(\beta_0 \phi))\) is under the curve of the graph \( P_G(\beta \phi) \) for \( 0 < \beta < \beta_c \), i.e.,

\[
P_G'(\beta_0 \phi) + \frac{\beta_0}{\beta} (\psi(\beta_0) - P_G'(\beta_0 \phi)) \leq \psi(\beta).
\]

Thus, the left-hand side diverges to infinity when \( \beta \) converges to \( 0^+ \).

**Theorem 30.** Let \( \Sigma_A \) be the renewal shift and let \( \phi : \Sigma_A \to \mathbb{R} \) be a weakly H"older continuous function such that \( \sup \phi < \infty \). Then, there exists \( \beta_c \in (0, \beta_c) \) such that the eigenmeasure \( \nu_\beta \) is finite for \( \beta \in (0, \beta_c) \), and \( \nu_\beta \) is infinite for \( \beta \in (\beta_c, \beta_c) \). Moreover, if \( \text{Var}_1 \phi < \infty \) then \( \nu_\beta \) is finite for all \( \beta \in (0, \beta_c) \).

**Proof.** For each \( \beta \in (0, \beta_c) \), the potential \( \beta \phi \) is positively recurrent. Thus, by theorem 6, there exists a \( \sigma \)-finite measure \( \nu_\beta \) such that

\[
e^{P_G(\beta \phi)} \int f \, d\nu_\beta = \int L_{\beta \phi} f \, d\nu_\beta, \quad \text{for every } f \in L^1(\nu_\beta).
\]

Consider \( \beta \in (0, \beta_c) \). For each \( a \geq 2 \), we consider \( f := 1_{[a]} \). Thus, by equation (5.5),

\[
e^{P_G(\beta \phi)} \nu_\beta([a]) = \int_{[a-1]} e^{\beta \phi(ax)} \, d\nu_\beta.
\]

For each \( n \geq a \), consider the periodic orbit

\[
\gamma_n := (a, a-1, \ldots, 1, n, n-1, \ldots, a+1).
\]

Then

\[
\phi(\gamma_n) - \text{Var}_n \phi \leq \phi(ax) \leq \phi(\gamma_n) + \text{Var}_n \phi, \quad \text{for every } x \in [a].
\]

Substituting (5.7) in equation (5.6),

\[
e^{-\beta \text{Var}_n \phi + \beta \phi(\gamma_n) - P_G(\beta \phi)} \nu_\beta([a-1]) \leq \nu_\beta([a]) \leq e^{\beta \text{Var}_n \phi + \beta \phi(\gamma_n) - P_G(\beta \phi)} \nu_\beta([a-1]).
\]

Iterating (5.8) from \( a = 1 \) to \( n \),

\[
\nu_\beta([n]) \leq e^{\beta \sum_{j=2}^{n} (\phi(\gamma_j) + \text{Var}_j \phi)} e^{-(n-1)P_G(\beta \phi)} \nu_\beta([1]).
\]

Therefore

\[
\nu_\beta(\Sigma_A) \leq \nu_\beta([1]) \left( \sum_{n=2}^{\beta} e^{\beta \sum_{j=2}^{n} \text{Var}_j \phi + \phi(\gamma_j)} e^{-(n-1)P_G(\beta \phi)} \right),
\]

concluding that \( \nu_\beta \) is finite when the series

\[
\sum_{n=2}^{\beta} e^{\beta \sum_{j=2}^{n} \text{Var}_j \phi + \phi(\gamma_j)} e^{-(n-1)P_G(\beta \phi)}
\]
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converges, i.e.,
\[
\limsup_{n \to \infty} \frac{1}{n} \sum_{j=2}^{n} \phi \left( \gamma_j^n \right) < \frac{P_G(\beta \phi)}{\beta}.
\]
Analogously, by (5.8), we have that \( \nu_\beta \) is infinite when
\[
\limsup_{n \to \infty} \frac{1}{n} \sum_{j=2}^{n} \phi \left( \gamma_j^n \right) > \frac{P_G(\beta \phi)}{\beta}.
\]
Let us define
\[
\beta_c := \sup \left\{ \beta \in (0, \beta_c) : \limsup_{n \to \infty} \frac{1}{n} \sum_{j=2}^{n} \phi \left( \gamma_j^n \right) < \frac{P_G(\beta \phi)}{\beta} \right\}.
\] (5.9)
By proposition 29, \( \tilde{\beta}_c \) exists and it is positive.

Now let us consider \( \text{Var}_1 \phi < \infty \) and, for every \( n \geq 2 \), we define \( x_n := (1, n, n-1, \ldots, 2) \) and \( x_1 = (1, 1, \ldots, 1, \ldots) \). Note that
\[
\frac{1}{n} \sum_{j=2}^{n} \phi \left( \gamma_j^n \right) = \frac{\phi_n(x_n)}{n} = \frac{\phi(x_n)}{n},
\]
and using the fact that \( \text{Var}_1 \phi < \infty \), we have
\[
\lim_{n \to \infty} \frac{\phi(x_n)}{n} = 0.
\]
Therefore \( \tilde{\beta}_c \) can be written as
\[
\tilde{\beta}_c := \sup \left\{ \beta \in (0, \beta_c) : \limsup_{n \to \infty} \frac{\phi_n(x_n)}{n} < \frac{P_G(\beta \phi)}{\beta} \right\}.
\] (5.10)
By the discriminant theorem, theorem 2 in [Sa3], we have
\[
\limsup_{n \to \infty} \frac{\phi_n(x_n)}{n} < \frac{P_G(\beta \phi)}{\beta}
\]
for every \( \beta \in (0, \beta_c) \). Then, by (5.10), we conclude that \( \beta_c = \tilde{\beta}_c \), i.e., \( \nu_\beta \) is finite for every \( \beta \in (0, \beta_c) \). \( \square \)

Note that in general the critical values \( \beta_c \) and \( \tilde{\beta}_c \) are different, but they can coincide. For instance, when the potential is a constant function, it is easy to see that \( \beta_c = \beta \), i.e., \( \nu_\beta \) is finite for every \( \beta \in (0, \beta_c) \).

**Example 31.** Consider the potential \( \phi(x) = x_0 - x_1 \). We have \( \tilde{\beta}_c = \log 2 \) and \( \beta_c = +\infty \).

**Remark 32.** Note that \( \log 2 \) is precisely the topological entropy \( h \) (which coincides with the Gurevich entropy of the graph) of the renewal shift. Thomsen proved the existence of \( \beta \)-KMS weights for \( \beta > h \) on certain graph \( C^* \)-algebras in [Tho1]. For the moment, this is just an example. We do not know if the critical point of the volume-type phase transition can be characterized in terms of some entropy or another thermodynamic quantity.
Let \( \{d_i\}_{i \geq 1} \) be an increasing sequence of positive integers. We denote by \( \mathcal{R}_1 \) the transition matrix \((A_{i,j})_{N \times N}\) with entries \( A(1,1), A(i+1,i), A(1,d_i) \) equal to one for all \( i \geq 1 \), and the other entries equal to zero. Note that when \( d_i = i \) for every \( i \geq 1 \), the \( \Sigma_{\mathcal{R}_1} \) is the renewal shift. Theorems 28 and 30 hold for \( \Sigma_{\mathcal{R}_1} \) with the same \( \tilde{\beta}_c \) given by (5.9).

Consider \( \Sigma_{\mathcal{R}}^- \) be the topological Markov shift such that \( \mathcal{R}^- \) is the transition matrix \((A_{i,j})_{N \times N}\) with entries \( A(i,i+1) \) and \( A(i,1) \) equal to one for every \( i \geq 1 \) and the other entries equal to zero, see figure 3. Theorem 28 also holds for \( \Sigma_{\mathcal{R}}^- \), and the proof is analogous.

For \( \Sigma_{\mathcal{R}}^- \), theorems 6 and 28 guarantee the existence of an eigenmeasure for \( \beta \in (0, \beta_c) \). Moreover, since \( \Sigma_{\mathcal{R}}^- \) is locally compact, by theorem 7, we guarantee the existence of an eigenmeasure for \( \beta \geq \beta_c \).

The next proposition give us conditions to the absence of volume-type phase transitions for potentials defined in the shift \( \Sigma_{\mathcal{R}}^- \). So far we do not have a general theorem as in the case of the standard renewal shift.

**Proposition 33.** Let \( \phi : \Sigma_{\mathcal{R}}^- \to \mathbb{R} \) be a weakly Hölder continuous function such that \( \sup \phi < \infty \), \( \text{Var} \phi = 0 \) and \( \phi_n(\gamma_n) = 0 \) for every \( n \geq 1 \), where \( \gamma_n = (1,2,...,n) \). Then,

- (a) If \( \limsup_{n \to \infty} \frac{\phi(n)}{n} < 0 \), then \( \nu_\beta \) is finite for every \( \beta > 0 \).
- (b) If \( \limsup_{n \to \infty} \frac{\phi(n)}{n} > 0 \), then \( \nu_\beta \) is infinite for every \( \beta > 0 \).

**Proof.** For each \( \beta > 0 \), the Gurevich pressure is equal to \( P_G(\beta \phi) = \log 2 \), and the potential \( \beta \phi \) is positively recurrent. Thus, by theorem 6, there exists a \( \sigma \)-finite measure \( \nu_\beta \) such that

\[
2 \int f \, d\nu_\beta = \int L_{\beta \phi} f \, d\nu_\beta, \quad \text{for every } f \in L^1(\nu_\beta).
\]

By equation (5.11), for each \( n \geq 2 \),

\[
\nu_\beta([n]) = e^{\beta \phi(n,1)} \nu_\beta([1]).
\]

Then, iterating (5.12),

\[
\nu_\beta(\Sigma_{\mathcal{R}}^-) = \nu_\beta([1]) \sum_{n \geq 1} e^{\beta \phi(n,1)}.
\]

Therefore \( \nu_\beta \) is finite if \( \limsup_{n \to \infty} \frac{\phi(n,1)}{n} < 0 \) and infinite if \( \limsup_{n \to \infty} \frac{\phi(n,1)}{n} > 0 \) for every \( \beta > 0 \). \( \square \)

**Example 34.** Consider \( \phi(x) = x_1 - x_0 \). Then, by the item (a) of the proposition 33, \( \nu_\beta(\Sigma_{\mathcal{R}}^-) \) is finite for every \( \beta > 0 \).

**Example 35.** Take \( \phi(x) \equiv c \) with \( c \in \mathbb{R} \). From equation (5.12), it is easy to see that \( \nu_\beta(\Sigma_{\mathcal{R}}^-) \) is infinite for every \( \beta > 0 \). Note that, in this case, \( \limsup_{n \to \infty} \frac{\phi(n,1)}{n} = 0 \) and then the previous proposition is not sharp.

**Remark 36.** It is important to mention that, given a potential \( \phi \), even the very basic question if for a fixed \( \beta > 0 \) all the \( \beta \phi \)-DLR measures give the same volume to the space \( \Sigma_\mathcal{A} \) is not
obvious. In the previous example, for the constant potential, for each $\beta > 0$, we have an infinite $\beta\phi$-DLR measure and also the probability DLR measure $\mathcal{H}$ of the example 23.

In the next example, we present a potential that does not satisfy the conditions of the previous proposition which presents a volume-type phase transition.

**Example 37.** Consider $\phi : \Sigma_{\mathbb{R}^{+}} \to \mathbb{R}$ given by $\phi(x) = \log \frac{x}{x_0}$. Note that $\limsup_{n \to \infty} \frac{\phi(n,1)}{n} = 0$ and $\nu_\beta$ is infinite for $\beta \leq 1$ and finite for $\beta > 1$.

### 6. Concluding remarks

We started the study of infinite DLR measures on countable Markov shifts. We explored the connection with conformal measures and the thermodynamic formalism for unidimensional systems with infinitely but countable states, a setting where the machinery of the Ruelle’s operator can be applied. On the other hand, it seems that there are no results about infinite DLR measures on multidimensional subshifts from $\mathbb{N}^d$, for $d \geq 2$. Maybe a good direction to explore and go beyond the setting where the Ruelle operator is the main tool.

Another natural question is about the shifts and potentials with a well-behavior of the phase transition with respect to the volume, that is, a unique critical point that separates finite and infinite DLR measures. We proved the uniqueness of the critical point $\tilde{\beta}_c$ for the standard renewal shift, but we do not know about general results for other shifts even in the class of the renewal type shifts, see our last examples. Concrete examples with infinitely many critical points respect to the volume-type transition are not known.

Finally, the analogous objects to the DLR states for quantum models are the KMS states. In [Bras], Brascamp proved for a special class of interactions (a family of local functions that generates the potential) called *classical*, that the KMS equations reduce to the DLR equations for such potentials. After this, Araki and Ion [Ara] defined a new condition for equilibrium, now called *Gibbs–Araki condition*, showed that when the interaction is classical, the Gibbs–Araki condition reduces to the DLR equations showing the equivalence to the KMS condition for these interactions.

The topic of *KMS weights* (the analogous notion to the infinite DLR measure in the quantum setting) has been developed on the context of $C^*$-algebras, in particular for groupoid $C^*$-algebras, see [Chris, Tho1, Tho2]. Paradoxically, we are not aware of a systematic study of infinite DLR measures unless the progress made in infinite ergodic theory since Aaronson, Sarig, and others [Aar, Sa5]. There is also some literature in the physics community as [AKB, LeiBar]. In some cases, phase transitions (in the sense of the number of equilibrium states) in the classical setting imply phase transitions in the quantum framework, see [Tho3]. So it is natural to investigate if this volume-type transition also forces a transition from KMS states to KMS weights; a reference for DLR measures on groupoids is [BEFR].
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