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ABSTRACT
We use AStroLens, a newly developed gravitational lens-modeling code that relies only on geometric and photometric information of cluster galaxies as input, to map the strong-lensing regions and estimate the lensing strength of 96 galaxy clusters at $z = 0.5–0.9$. All clusters were identified during the extended Massive Cluster Survey (eMACS) based on their X-ray flux and optical appearance. Building on the well tested assumption that the distribution of both luminous and dark matter in galaxy clusters is approximately traced by the distribution of light, i.e., that light traces mass, AStroLens uses three global parameters to automatically model the deflection from strong-gravitational lensing for all galaxy clusters in this diverse sample. We test the robustness of our code by comparing AStroLens estimates derived solely from shallow optical images in two passbands with the results of in-depth lens-modeling efforts for two well studied eMACS clusters and find good agreement, both with respect to the size and the shape of the strong-lensing regime delineated by the respective critical lines. Our study finds 31 eMACS clusters with effective Einstein radii ($\theta_E$) in excess of 20" and eight with $\theta_E > 30"$, thereby underlining the value of X-ray selection for the discovery of powerful cluster lenses that complement giants like MACSJ0717 at ever-increasing redshift. As a first installment toward the public release of the eMACS sample, we list physical properties of the ten calibration clusters as well as of the ten most powerful eMACS cluster lenses, according to AStroLens.
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1 INTRODUCTION
As the most massive bound structures in the Universe, galaxy clusters constitute the most powerful gravitational lenses known, opening a window into the high-redshift Universe and providing a tool to map and understand the unseen, yet dominant component of all gravitational mass in the Universe, dark matter (DM). High surface-mass density is needed for strong-gravitational lensing to occur, a requirement that is met within the immediate vicinity of many astronomical objects, from stars to individual galaxies. However, only galaxy clusters, having evolved from the highest peaks of the primordial density field, are massive enough to enable strong gravitational lensing across significant areas (up to a square arcminute, Kneib & Natarajan 2011).

When the surface mass density of the cluster lens exceeds a critical threshold, multiple images of the same source can be seen at different locations in the plane of the sky with varying magnifications. The diversity of research made possible by studies of strong-lensing clusters, specifically in the multiple-image regime, has motivated several large surveys, including the Cluster Lensing and Supernova Survey with Hubble (CLASH; Postman et al. 2012), the Hubble Frontier Fields (HFF; Lotz et al. 2017), and most recently, the Reionization Lensing Cluster Survey (RELICS; Cerny et al. 2018). Observations of powerful cluster lenses have enabled both detailed studies of representative galaxies at intermediate redshift (e.g., Smail et al. 2007; Stark et al. 2008; Quider et al. 2009; Swinbank et al. 2011; Yuan et al. 2011; Bayliss et al. 2014; Newman et al. 2015; Treu et al. 2016; Toft et al. 2017; Smit et al. 2017; Ebeling et al. 2018) and statistical investigations of galaxy evolution in the early universe (e.g., Kneib et al. 1996; Zheng et al. 2012; Bouwens et al. 2014; Ishigaki et al. 2015; Bouwens et al. 2017; Livermore et al. 2017; Atek et al. 2018; Bhatawdekar et al. 2019). Importantly, the morphologies and positions of the multiple images can also be used to constrain and uncover the underlying mass distribution of the lensing cluster, particularly in its most dense regions. Such mass reconstructions have been essential to our understanding of the distribution and properties of DM and have been shown to yield robust estimates of the masses in the cores of lensing clusters (e.g., Broadhurst...
et al. 2005; Limousin et al. 2007; Biviano et al. 2013; Johnson et al. 2014; Richard et al. 2014; Grillo et al. 2015; Jauzac et al. 2015; Zitrin et al. 2015; Diego et al. 2016; Limousin et al. 2016; Caminha et al. 2017; Mahler et al. 2019).

Mapping the regions of greatest magnification is vital for the identification of cluster lenses that maximize the likelihood of discovering and characterizing lensed background sources. The lens-modeling techniques developed for this purpose can be broadly classified as parametric, non-parametric, or hybrids. In brief, parametric lens-modeling codes make use of physically motivated assumptions to model both galaxies and DM halos analytically, whereas non-parametric modeling procedures reconstruct the underlying mass distribution directly on a grid of pixels. Requiring far fewer free parameters, the former approach tends to be more predictive than the highly flexible, non-parametric method (see Lefor et al. 2013 and Meneghetti et al. 2017 for a more thorough discussion and comparison of the different strategies). A common feature of all lens-modeling approaches is that the distances between the predicted and observed locations of lensed images are used to refine the models in a time-consuming, iterative process which requires substantial, prior knowledge of lensed images and their source redshifts. In addition, the resulting lens models are typically fine-tuned to optimize the model’s fidelity to the specific cluster under investigation.

In this paper, we attempt to apply the same underlying principles to model cluster lenses “blindly”, i.e., without prior knowledge of multiple-image systems. Many parametric modeling techniques combine a smooth DM component, which describes the mass distribution on large scales, with small-scale mass perturbations at the locations of cluster galaxies, based on galaxy luminosities and assuming a constant mass-to-light ratio (M/L). Zitrin et al. (2012), however, showed that the size of the effective lensing area of massive clusters (i.e., the extent of the strong-lensing regime) can be estimated adequately by assuming that all mass components are traced by the distribution of the light from cluster galaxies, a paradigm commonly referred to as “light traces mass” (LTM). Using just ten calibration clusters previously analysed in depth using high-resolution Hubble Space Telescope (HST) observations, Zitrin and co-workers developed and calibrated a straightforward algorithm to model 10,000 clusters found by Hao et al. (2010) in Sloan Digital Sky Survey (SDSS) imaging. The resulting calibration is, however, highly specific to the characteristics of this data set, i.e., (1) the depth and image quality of the SDSS, (2) the constraints used in the study, and (3) conversions accounting for differences between HST and SDSS imaging. To model any other set of galaxy clusters using a similar method but different data requires a unique calibration and modifications specific to the dataset. Nonetheless, the simple prescription supplied by Zitrin et al. (2012) for modeling galaxy clusters within the LTM paradigm has laid the foundation for cluster-lens detection and characterization from imaging data alone (Carrasco et al. 2018; Stapelberg et al. 2019).

We here employ the LTM principle in an effort to characterize the lensing strength of X-ray selected galaxy clusters discovered in the redshift range \( z \sim 0.5 \) to \( z \sim 0.9 \). To this end, we have developed a new LTM lens-modeling code,astroLens (short for Automatic Strong-Lensing analysis), designed to map the strong-lensing regions of massive clusters with a common set of model parameters, and calibrated using unambiguously identified strong-lensing features in a few clusters from the same sample. In a companion paper (Ebeling et al., in preparation), we compare the performance of astroLens using ground- and space-based images of the same clusters, thereby exploring and quantifying systematic limitations and uncertainties introduced by the defining characteristics of different imaging data sets, such as field of view, depth, angular resolution, or photometric accuracy.

This paper is organized as follows. In Section 2 we offer a brief overview of the principles of strong gravitational lensing for the non-expert. In Section 3 we introduce the sample of galaxy clusters used in this work, before describing all observations and the corresponding data reduction procedures in Sections 4 and 5, respectively. The subsequent photometric calibration of our data and the creation of the final source catalogues are the subjects of Section 6. In Section 7 we explain the methods used to identify and select cluster-member galaxies. Section 8 outlines the LTM modeling procedure used by astroLens, and in Section 9 we define the minimization procedure followed to calibrate the free parameters of our model. We present the results of our minimization, predictions of the lensing strengths of our galaxy clusters, and comparisons between the lensing strength of eMACS clusters and other notable lenses from the literature in Section 10. The limitations of astroLens and its uncertainties are discussed in Section 11, and a summary of our main results is presented in Section 12.

Throughout the paper we assume a flat \( \Lambda \)CDM cosmology with \( \Omega_m = 0.3, \Omega_\Lambda = 0.7, \) and \( H_0 = 100h \, \text{km s}^{-1} \text{Mpc}^{-1} \), with \( h = 0.7 \).

## 2 Strong-Gravitational Lensing Overview

The presence of any massive body (a “lens”) causes deflection of passing light rays. The amount of deflection (quantified by the deflection angle \( \theta \)) depends on the mass in the lens plane and the relative distances between the observer, the lens, and the light source. The lens equation \( \text{(Schneider et al. 1992)} \) parameterizes the deflection as the change of the object’s position in the source and image planes:

\[
\vec{\beta} = \vec{\theta} - \vec{a}(\vec{\theta}),
\]

where \( \vec{\beta} \) is the true position of the source, \( \vec{\theta} \) is the location where its image is observed, and \( \vec{a}(\vec{\theta}) \) is the deflection angle. Fig. 1 illustrates the path of a light ray in an idealized representation of a typical lensing system and defines the fundamental distances and angles used to quantify gravitational lensing.

Strong-gravitational lensing can occur in all regions in the lens plane within which the surface-mass density exceeds a critical value given by

\[
\Sigma_{\text{crit}} = \frac{c^2}{4\pi G d_d d_{ls}},
\]

where \( G \) is the universal gravitational constant, \( c \) is the speed of light, and \( d_d, d_{ls} \) are the angular-diameter distances from the observer to the lens, from the observer to the source, and from the lens to the source, respectively. For
an extended source, the deflection angle can be found analytically by convolving the convergence $\kappa \equiv \frac{\Sigma}{\pi M}$ (i.e., the dimensionless surface mass density) with the kernel function $\frac{1}{\pi} \frac{\theta}{|\theta|^3}$,

$$a(\theta) = \frac{1}{\pi} \int k(\theta') \frac{\theta - \theta'}{|\theta - \theta'|} d^2\theta',$$

(3)

where $\theta$ is the angular distance from a point in the image plane to a given surface mass element (Kneib & Natarajan 2011). Equivalently, the projected surface mass density can be derived from the divergence of the deflection field through

$$\nabla \cdot \vec{a} = 2\kappa.$$

(4)

In general, when $\kappa > 1$, the deflection field yields multiple paths between a source and its image in the plane of the lens, thereby causing multiple images of a single source to be observed.

The lens equation (Eq. 1) quantifies how images are mapped from the source plane to the lens plane, and it is this mapping that creates the distortions and magnifications that characterize the strong-lensing regime. A schematic overview of typical strong-lensing configurations is shown in Fig. 2 for an assortment of alignments between a source and an idealized elliptical mass distribution. Critical lines (virtual lines of infinite magnification) form in regions within which the surface density exceeds the critical surface density defined in Eq. 2. Any image mapped to a location close to a critical line is greatly magnified and part of a multiple-image system which, depending on the alignment between the source and the lens, can be merged into a giant arc or observed as separate images. For the purposes of this work, it is important to note that giant arcs trace the critical line to good approximation (see the "cusp" arc configuration in Fig. 2), and that multiple-image systems frequently include close pairs that straddle the critical line. Recognizing these characteristic strong-lensing features is critically important for the identification of constraints for lens modeling.

Another powerful global property widely used to characterize strong-lensing systems is the effective Einstein radius, defined as the equivalent radius of the area $A$ (also known as the critical area) enclosed by the critical lines, i.e., $\theta_E = \sqrt{A/\pi}$. For spherically symmetric lenses, the average surface-mass density of the critical area is equal to $\Sigma_{\text{crit}}$, the value of which depends on the redshifts of the lens and the source. By measuring $\theta_E$, one can infer the power of the lens, i.e., the size of the critical area, and thus the probability of detecting highly magnified images of background sources. In addition, $\theta_E$ directly yields an estimate of the mass within the critical area, as, for a point-like mass and a source that are perfectly aligned along our line of sight, the Einstein radius is given by

$$\theta_E = \sqrt{\frac{4GM(\kappa \theta_E)}{c^2}} \frac{d_L}{d_S d_I}.$$  

(5)

Lastly, the distribution of Einstein radii across the sky and their relative sizes can be used to understand the geometry of the Universe and even as a probe of the primordial non-Gaussianity of the cosmic density field (Oguri & Blandford 2009).

3 CLUSTER SAMPLE

Building on the success of the MAssive Cluster Survey (MACS, Ebeling et al. 2001), which increased the number of known extremely X-ray luminous galaxy clusters beyond $z = 0.3$ by a factor of 30, the extended Massive Cluster Survey (eMACS) used X-ray detection coupled with optical confirmation to discover massive galaxy clusters at even higher redshifts of $z \geq 0.5$ (Ebeling et al. 2013). Covering over 21,000 square degrees, eMACS has, to date, compiled a sample of 99 clusters out to redshift $z = 0.9$, not counting 12 clusters at $z > 0.5$ identified before by the MACS project (Ebeling et al. 2007) and re-discovered by eMACS. All eMACS clusters were confirmed by screening optical images obtained during the Pan-STARRS1 (Chambers et al. 2016) 3$\sigma$ Survey for galaxy overdensities at the locations of all spectrally hard X-ray sources detected in the ROSAT All-Sky Survey (RASS; Voges et al. 1999) within the survey footprint. For further details of the eMACS survey design and galaxy cluster detection methods, see Ebeling et al. (2013) and Ebeling et al. (in preparation).

The sample used in this work consists of 96 eMACS clusters for which ground-based imaging was obtained by us.
from Maunakea (HI). All spectroscopic information on our target clusters (including measurements of redshifts and velocity dispersions) as well as X-ray luminosities were taken from the eMACS database (see Ebeling et al., in preparation).

4 OBSERVATIONAL DATA

Our analysis is based on shallow imaging obtained with the Gemini Multi-Object Spectrograph on the Gemini-North Observatory (GMOS-N; Hook et al. 2004). In addition, we used archival, high-resolution HST images of eMACS clusters, obtained with the Advanced Camera for Surveys (ACS, Ford et al. 1998) and the Wide-Field Camera 3 (WFC3) for the SNAPshot programs GO-13671, -14098, -15132, and -15843 (PI Ebeling) to aid in the identification of strong-lensing features used to calibrate our LTM algorithm. We use the same HST images in Ebeling et al. (in preparation) to explore and quantify systematic effects affecting LTM analyses of galaxy clusters as well as uncertainties specific to ground- or space-based imaging data.

4.1 Gemini-North GMOS Imaging

Ground-based images of 96 eMACS clusters were obtained with GMOS-N between 2015 and 2018 in the $g'$, $r'$, and $i'$ filters (one cluster, eMACSJ0324.0, was observed only in $r'$ and $i'$). In each filter, three to four dithered 90-second exposures were obtained. With a field of view covering 5.5 square arcminutes (roughly 4 Mpc$^2$ for a cluster at $z = 0.6$), the GMOS-N images capture the full extent of the mass distribution in all but the most extended merging clusters. Table 1 lists the program I.D.s and the detectors used in these observations.

4.2 Keck spectroscopy

Spectroscopic follow up of eMACS clusters was conducted at optical and near-infrared wavelengths using the MOSFIRE and DEIMOS spectrographs on the Keck-1 and -2 10m telescope, respectively, and targeted both presumed cluster members and strong-lensing features. Observational details can be found in Ebeling et al. (2013) and Ebeling et al. (in preparation). The redshifts collected in this multi-year observing campaign are used here to improve the selection of cluster members (see Section 7.2) and to compile a set of confirmed strong-lensing features in eMACS clusters, specifically multiple-image sets and giant arcs, for the critical calibration of AStroLens’ global parameters, described in Section 9.

5 DATA PROCESSING

We follow standard reduction procedures to produce science-quality images of the Gemini observations, as summarized below.

Raw images are first bias-subtracted using a master bias frame created by combining at least 50 bias frames taken within 1-2 months of the target observation. We also create master flat-field frames from at least 20 individual twilight frames in each band pass to correct for pixel-to-pixel variations in the detector sensitivity. In addition, we include corrections calculated from a standard overscan region in the detector. Flat-fielding and bias subtraction are carried out using the IRAF routine gireduce. We note that a fringe correction was required in each bandpass (not just the $i'$-band) to obtain distortion-free final images (credit: Gemini Help Desk). This correction is calculated with the IRAF routine gifringe and applied with the routine girmfringe. Without this correction, the final images are plagued by artifacts and excess flux around bright sources. The final fringe-corrected frames from the GMOS-N detector’s three individual CCDs are combined into a single mosaic using the Gemini IRAF routine gmosaic, sky-subtracted, and cleaned of cosmic rays before being co-added with the IRAF routine imcoadd. In a final step all images for a given target are registered to each other and a common world-coordinate system.

For each filter, the final image is the average of a stack of three to four 90-second exposures and is binned $2 \times 2$. The final GMOS-N images have a pixel scale $\sim 0.14''$/pixel. An example is shown in Fig. 3 (top).

6 SOURCE CATALOGUES

To generate source catalogues, we use SExtractor version 2.19.5 (Bertin & Arnouts 1996) in dual-image mode, adopting the reddest passband, $i'$, as the detection band. In addition to source positions and photometric measurements in each passband (see Section 6.1), we also record each source’s ellipticity, orientation angle, and peak surface brightness in the detection band. Corrections for Galactic extinction are assigned to each source based on the dust maps provided by Schlafly & Finkbeiner (2011). We use the default SExtractor settings except for a detection threshold of 5$\sigma$ in surface brightness, a minimal detection area of 16 pixels, and a minimal deblending contrast of 0.0001. The cited values mitigate blending of individual sources in crowded areas without breaking up extended sources.

6.1 Photometry

We record SExtractor’s mag_auto values to measure total magnitudes in elliptical apertures for extended sources (and Table 1. Log of Gemini/GMOS observations. Note that the total number of clusters observed exceeds 96, as some targets were observed multiple times.

| No. clusters | GMOS-N Observation I.D. | CCD Array |
|--------------|-------------------------|-----------|
| 3            | GN-2015A-FT-20           | e2v       |
| 17           | GN-2015A-Q-25            | e2v       |
| 4            | GN-2015B-FT-5            | e2v       |
| 4            | GN-2015B-FT-13           | e2v       |
| 25           | GN-2015B-Q-42            | e2v       |
| 19           | GN-2016A-Q-60            | e2v       |
| 12           | GN-2016B-Q-8             | e2v       |
| 4            | GN-2017A-Q-21            | e2v       |
| 17           | GN-2018A-FT-101          | Hamamatsu |
| 8            | GN-2018B-Q-112           | Hamamatsu |
Figure 3. eMACSJ2316.6, a massive galaxy cluster at $z = 0.526$, as viewed with Gemini/GMOS (filters: g$'$, r$'$, i$'$). The highlighted area centred on the cluster core (1 arcmin on a side; 376 kpc at the cluster redshift) contains several strong-lensing features. The zoomed-in images of the same central area, shown in the insets, illustrate the advantages of space-based imaging for the identification of multiple-image systems (HST filters: F606W, F814W, F110W).

Photometric zero points are derived manually by matching our source catalogues to stars in the Pan-STARRS1 DR2 database\(^1\) (Magnier et al. 2016). If all Gemini observations had been taken in photometric conditions, the zero points thus derived would be the same for all fields, except for minor variations caused by instrumental effects, such as dust buildup or slow degradation of the detector sensitivity. In practice, however, residual moon light, thin clouds, and other observational characteristics and conditions introduce small differences between the photometric zero points for different observations.

A comparison of the zero points derived from PS1 and SDSS photometry for the 60 clusters in our sample that fall inside the SDSS footprint shows that only very few cluster fields were observed in non-photometric conditions, leading to abnormally high zero points; only r$'$-band observations are affected. The scatter in the remaining zero points of about 0.06 mag ($1\sigma$) is the primary source of uncertainty both for the colour-based selection of likely cluster members (see Section 7.2) and the computation of galaxy luminosities. The comparison between PS1 and SDSS photometry supports this assessment, as it shows a similar scatter of 0.07 mag for either passband, along with a slightly smaller systematic difference of about 0.05 mag between PS1 and SDSS.

\(^1\) We note that colour transformations between the PS1 filters and the SDSS filters result in differences smaller than our instrumental error (Tonry et al. 2012), and that the colour transformations between the SDSS and GMOS-N filters are similarly modest (Jørgensen 2009). While such colour transformations could have slight effects on the selection of cluster galaxies (Section 7.2), the results presented here are otherwise insensitive to them.
Figure 4. Early-type galaxy spectrum at $z = 0$, $z = 0.5$, and $z = 0.9$ superimposed on the transmission functions of the broad-band filters used in this work. Note that the 4000 Å break falls into the Gemini $r'$ and $i'$ bands for the redshift range covered by our cluster sample.

6.2 K corrections

Since, in this application, our LTM algorithm uses the light from galaxies in clusters across a range of redshifts as its primary input, observed apparent magnitudes must first be converted to intrinsic luminosities, thereby accounting for differences in redshift between our cluster lenses. This conversion involves not merely a shift along the magnitude axis (effectively the subtraction of a suitably chosen distance modulus), but also a colour correction (“k correction”) that compensates for the redshifting of light out of the chosen observational passband. Fig. 4 illustrates this effect by showing the spectrum of an early-type galaxy at increasing redshifts, along with the transmission functions of the Gemini filters used by us.

We compute k corrections for each cluster using the kcorrect package developed by Blanton & Roweis (2007) to adjust observed magnitudes from the actual cluster redshift to a universal fiducial redshift. For the selection of likely cluster members (see Section 7.2), we choose a reference redshift of $z = 0.6$, while for absolute magnitudes and luminosities we apply k corrections to $z = 0$. Since the spectral energy distributions (SED) of individual galaxies in our fields are unknown, we adopt the template of a canonical early-type SED (shown in Fig. 4) for all galaxies.

7 IDENTIFICATION OF CLUSTER GALAXIES

In order to map and measure the distribution of cluster light, we need to be able to distinguish cluster member galaxies from contaminating stellar sources, as well as from background and foreground galaxies.

7.1 Star-Galaxy Separation

Although SExtractor computes a class_star value, meant to quantify the probability of a source being stellar, we found this parameter to be unreliable for our shallow Gemini images. We therefore resort to using our own star-galaxy separation procedure which exploits the fact that all stellar sources are scaled images of the same instrumental point-spread function; as such, their peak surface brightness scales linearly with their total flux. By contrast, the diverse morphology of galaxies, expressed in a wide range of surface-brightness profiles, ellipticities, and substructure, causes galaxies to deviate from this linear scaling relation. Fig. 5 demonstrates this difference between stellar sources and galaxies when all sources are stacked.

We fit the relation for stellar sources with a line of slope unity and flag as stars all sources within a band around the star line or below the saturation limit shown in Fig. 5. Sources below the star line are unphysically compact and classified as artifacts. The remaining sources, i.e., all unsaturated sources lying at least $4\sigma$ above the best-fit star line, are considered to be galaxies.

7.2 Red-Sequence Selection

Given the small number of broad-band filters used in this study, cluster membership can not credibly be established from photometric redshifts. We can, however, exploit a physical characteristic of galaxies in high-density environments, the cluster “red sequence” (Visvanathan & Sandage 1977), a prominent feature in the colour-magnitude diagram (CMD)
of clusters that is created by the fact that early-type galaxies, which represent the vast majority of cluster galaxies, have ceased to form stars, resulting in an almost uniform colour that varies only slightly with galaxy luminosity. By contrast, fore- and background sources, being at a different redshift and having different intrinsic colours than cluster ellipticals, do not follow the red sequence. The red-sequence selection method is well tested and has been applied successfully to select elliptical galaxies within $\Delta z \sim 10\%$ (Gladders & Yee 2000), provided the underlying photometry is of high quality.

Since the very existence of the red sequence in a CMD is predicated on the chosen colour capturing the only prominent spectral feature of elliptical galaxies (the 4000Å break in the continuum), no set of two filters can reliably bring out the red sequence in clusters at all redshifts. With only three passbands used in our Gemini observations ($g^\prime$, $r^\prime$, $i^\prime$), the two filters that approximately bracket the 4000Å break across most of our sample’s redshifts range ($z = 0.5 - 0.9$) are $r^\prime$ and $i^\prime$ (Fig. 4), making $r^\prime$-$i^\prime$ the colour of choice for the construction of suitable CMDs.

To select likely cluster members in a uniform manner for all clusters in our sample, we subtract the relative distance modulus between the cluster redshift and $z$ for all clusters in our sample, we subtract the relative distance modulus between the cluster redshift and $z$ for all clusters in our sample, we subtract the relative distance modulus between the cluster redshift and $z$, thereby effectively moving all clusters to the fiducial redshift of $z = 0.6$; in addition, we apply k-corrections from the observed redshifts to $z = 0.6$. By doing so, we account for differences in observed magnitudes caused by the redshifting of light out of a given photometric bandpass (see Section 6.2) and allow uniform sampling of each cluster’s intrinsic luminosity function. The resulting standardized colour-magnitude diagrams still show slight variations in depth, as well as in the location of the red sequence, which are caused by a combination of (a) only marginally photometric conditions during the respective observations, (b) photometric uncertainties introduced by slight differences between the GMOS and PS1 filter sets, and (c) physical, redshift-dependent evolution of the cluster red sequence. We account for all three effects by shifting each cluster’s CMD in colour space such that all red sequences align. The required shifts are small; the average shift in $r^\prime$-$i^\prime$ is $-0.01$, with a $1\sigma$ standard deviation of 0.09.

The resulting, stacked CMD is shown in Fig. 6, together with the best-fitting linear description of the red sequence and its $2\sigma$ width. We assume that all galaxies within the shown red-sequence band are cluster members, but add to this set all galaxies outside this colour range that have been spectroscopically confirmed as cluster members in the follow-up observations described in Section 4.2; conversely, we remove all galaxies spectroscopically identified as fore- or background sources.

### 8 ASTROLENS

Our algorithm to model cluster lenses builds on the successes of many previous studies (e.g., Broadhurst et al. 2005; Zitrin et al. 2009; Merten et al. 2013; Zitrin et al. 2011a,b,c; 2015; Stapelberg et al. 2019; Carrasco et al. 2019) that make use of the LTM assumption that the mass distribution within a galaxy cluster, from both the galaxies and the cluster-scale DM halo, is approximately traced by the distribution of light. Indeed, luminous red galaxies have been shown to be powerful tracers of the mass concentrations both individually (Zheng et al. 2009) and in superposition along the line of sight (Wong et al. 2013). We here model the deflection of light caused by two mass components: individual, relatively compact galaxies and, on much larger scales, extended DM halos.

Although it follows the same fundamental paradigm, our approach differs from previous LTM algorithms (e.g., Zitrin et al. 2012; Stapelberg et al. 2019) in several important ways that affect the modeling of both the galaxy- and cluster-scale components, as described in detail in the following sections. Specifically, AStroLens differs from previous LTM algorithms in the choice of mass profile used to describe both cluster galaxies and the cluster-scale DM halo, and also uses a unique approach to determine the appropriate geometry and structure of the cluster-scale DM halo for each cluster.

Using only three free parameters whose values are calibrated with the help of known cluster lenses with spectroscopically confirmed sets of multiple images and/or giant arcs (see Section 9), AStroLens predicts the locations of critical lines in an automated fashion from solely the positions, luminosities, and geometries of the galaxies in a cluster lens. From the critical lines, we estimate each cluster’s Einstein radius and mass within the critical area. We note that the values of the aforementioned model parameters can be straightforwardly calibrated for any cluster sample and imaging data set that provides sufficient strong-lensing constraints.

#### 8.1 Galaxy-Scale Component

Our modeling of the galaxy-scale component of the mass distribution follows the basic principles outlined in Zitrin et al. (2012) but differs in several key aspects. Whereas in previous LTM work all cluster galaxies are modeled with a spherically symmetric radial density profile that follows a universal power law, we assign each galaxy a pseudo-isothermal elliptical mass distribution (PIEMD), whose surface-density
Figure 7. Key data products illustrating the Astrolens processing of the Gemini data for eMACS-J2116. Clockwise from top left: Galaxy-scale component of the mass distribution; cluster-scale component of the mass distribution, obtained by convolving the galaxy light distribution with a PIEMD kernel of size $R_{\text{core}}$ (see Section 8.2 for details); magnification field; and close-up view of the magnification field within the box marked in the other panels of this figure (the bright pink lines mark the locations of infinite magnification).

The PIEMD profile can be integrated to obtain the mass

\[ \Sigma(r) = \frac{S_0 r_{\text{cut}}}{2G(r_{\text{cut}} - r_{\text{core}})} \left( \frac{1}{\sqrt{r_{\text{core}}^2 + r^2}} - \frac{1}{\sqrt{r_{\text{cut}}^2 + r^2}} \right) . \]  

(6)

This is the same profile as used by most state-of-the-art parametric lens modeling packages (e.g., Limousin et al. 2005; Jullo et al. 2007). In Eq. 6 $S_0$ is a normalization factor (with units of velocity dispersion squared), and the boundaries $r_{\text{core}} < r < r_{\text{cut}}$ define the radial range over which the mass distribution is isothermal (Jullo et al. 2007). Accordingly, the PIEMD profile has seven parameters: in addition to $r_{\text{core}}$, $r_{\text{cut}}$, and $S_0$ defined above, $x$ and $y$ specify the position of the galaxy, and $\epsilon$ and $\theta$ describe its ellipticity and orientation, respectively. The latter four quantities are directly measured by SExtractor (Section 6). This leaves three free parameters, $S_0$, $r_{\text{core}}$, and $r_{\text{cut}}$.

The PIEMD profile can be integrated to obtain the mass
interior to $\theta$,

$$M(<\theta) = \frac{\pi \rho_{\text{cut}}}{G} \left(1 - \frac{\sqrt{2(\theta^2) - \sqrt{2(\theta^2) + (d\theta)^2}}}{r_{\text{cut}} - r_{\text{core}}}\right)$$

(7)

where $\theta$ is the angular distance from the centre of the galaxy, and $d_1$ is the angular-distance diameter from the observer to the lensing cluster. The deflection field created by a single galaxy is given by

$$a(\theta) = \frac{4GM(<\theta)}{c^2\theta} d_1.$$  

(8)

Using Eq. 7, Eq. 8 becomes

$$a_{\text{gal}}(\theta) = \frac{4\pi \rho_{\text{cut}}}{c^2\theta} \left(1 - \frac{\sqrt{2(\theta^2) + (d\theta)^2}}{r_{\text{cut}} - r_{\text{core}}}\right) \frac{d_1}{d_1 d_1}.$$  

(9)

(We note at this point that we compute $a_{\text{gal}}$ not via the above equation but by convolving $\Sigma(r)/\Sigma_{\text{cut}}$ with the kernel function $\frac{1}{2\pi^2 t^2}$, as explained in Section 2.)

So far, we have only quantified the amplitude of the deflection. However, as shown in Eq. 1 and in Fig. 1, the deflection is in fact a vector in the source-lens-observer plane. Hence, the deflection field created by all cluster galaxies is the vector sum of their individual deflection fields. If $\vec{\theta}$ represents a particular point in two-dimensional space, the full deflection field induced at that point by cluster galaxies located at $\vec{\theta}_i$ is given by

$$\vec{a}_{\text{gal}}(\theta) = \sum_i a_{\text{gal}i}(\theta) \frac{\vec{\theta} - \vec{\theta}_i}{|\vec{\theta} - \vec{\theta}_i|}.$$  

(10)

To numerically implement this expression, we evaluate Eq. 9 over a 2D rectangular grid $\vec{\theta}_{mn}$ of $M \times N$ pixels, such that $(\Delta\theta_{mnx}, \Delta\theta_{mny})$ is the displacement vector $\vec{\theta}_{mn} - \vec{\theta}_i$ measured from a point $m,n$ in the grid to $\vec{\theta}_i$, the position of the $i$th galaxy. Eq. 10 can then be approximated as:

$$a_{\text{gal},x}(\vec{\theta}_{mn}) = \sum_i a_{\text{gal}i, x}(\vec{\theta}_{mn}) \frac{\Delta\theta_{mn,i}}{\left(\Delta\theta_{mn,i}^2 + (\Delta\theta_{mny})^2\right)^{1/2}}.$$  

(11)

$$a_{\text{gal},y}(\vec{\theta}_{mn}) = \sum_i a_{\text{gal}i, y}(\vec{\theta}_{mn}) \frac{\Delta\theta_{mny,i}}{\left(\Delta\theta_{mnx})^2 + (\Delta\theta_{mny})^2\right)^{1/2}}.$$  

(12)

Here, $M$ and $N$ can have any arbitrary value; we use $M = N = 3000$, creating square grid of equal resolution to our GMOS-N images and with a slightly larger field of view.

Hereafter we refer to this component of the deflection field as $\vec{a}_{\text{gal}}(\vec{\theta})$. The mass distribution associated with it is given by the divergence of $\vec{a}_{\text{gal}}(\vec{\theta})$ multiplied by half the critical surface-density (Eq. 4). An example of the galaxy-scale mass component is shown in the top left panel of Fig. 7. We describe in the following sections the special role of BCGs and what scaling relations $\text{AstroLens}$ uses to determine the PIEMD parameters $S_0$, $r_{\text{core}}$, and $r_{\text{cut}}$.

### 8.1.1 Brightest Cluster Galaxies

Deviating again from the traditional LTM approach, $\text{AstroLens}$ acknowledges the special role of BCGs in two ways.

For one, it is well known that the orientation and ellipticity of BCGs tend to align with those of the host cluster, the alignment being most pronounced for the most luminous and dominant BCGs (Binggeli 1982; Niederste-Ostholt et al. 2010; Wittman et al. 2019). Consequently, $\text{AstroLens}$ uses the orientation and ellipticity of the BCG to model the cluster-scale halo (see Section 8.2). Since our cluster sample is diverse, comprising both dynamically relaxed systems and ongoing mergers, some clusters contain several galaxies that could be considered the BCG of the entire system or of a subcluster. If several plausible BCG candidates are present, we choose the one nearest the median luminosity-weighted position of all cluster galaxies to be the cluster’s primary BCG, unless other sufficiently luminous galaxies are found within 100 kpc of it, in which case we adopt as the ellipticity and orientation angle the weighted averages (by luminosity) of the respective values for the qualifying galaxies.

In addition to using BCGs to estimate the preferential orientation and ellipticity of the large-scale mass distribution in lensing clusters, $\text{AstroLens}$ also adjusts the fundamental weights used to derive the large-scale mass component to account for the presence of a special class of BCGs, encountered only in the centres of highly evolved galaxy clusters. In relaxed clusters, the BCG is often a highly luminous D galaxy with an extended low-surface-brightness halo (‘cD galaxy’; Matthews et al. 1964; Schombert 1988), a type of galaxy found exclusively at the bottom of the deep potential well of cluster cores (Sarazin 1986; Tonry 1987; Schaller et al. 2016).

Within the local universe, groundbased imaging can detect the low-surface-brightness halos characteristic of cD galaxies to large radii; at the relatively high redshifts of our target clusters, however, this task becomes more challenging for our shallow GMOS-N imaging data. Fig. 8 highlights the realm occupied by cD galaxies in the luminosity vs half-light-radius plane of red-sequence galaxies and shows $HST$ images of two galaxies that we consider marginal and bona fide cD galaxies, respectively, based on our visual inspection of BCGs in all $HST$ data available for eMACS clusters (see Ebeling et al., in preparation, for details). All galaxies within the marked area (defined by $L_r > 2 \times 10^{11} L_\odot \cap (r_\text{core} > 6$ kpc) are treated as cD galaxies by $\text{AstroLens}$ and given additional weight in the light map on which the large-scale mass distribution is based (see Section 8.2).

### 8.1.2 PIEMD scaling relations

Dedicated lens modeling packages commonly adopt the following scaling relations for the basic parameters of the PIEMD surface-brightness profile of cluster galaxies:

$$S_0 = \sigma_0^2; \quad \sigma_0 = \sigma_0^* \left(\frac{L_r}{L_\text{ref}}\right)^{0.25}$$

$$r_{\text{core}} = r_{\text{core}}^* \left(\frac{L_r}{L_\text{ref}}\right)^{0.5}$$

$$r_{\text{cut}} = r_{\text{cut}}^* \left(\frac{L_r}{L_\text{ref}}\right)^{0.5}$$

(13)

(e.g., Limousin et al. 2007). The first of these scaling relations links the velocity dispersion of a galaxy to its luminosity and is inspired by the Faber-Jackson relation for early-type galaxies (Faber & Jackson 1976). In conjunction with the third relation, this scaling law establishes a constant mass-to-light ratio, since the total mass of a PIEMD
hypothesis that $M/L$ is not constant, but increases with galaxy luminosity as $L^{0.2\pm0.4}$ (Jorgensen et al. 1996; Kormendy et al. 2009), and that $M/L$ also increases with velocity dispersion, namely as $\sigma^{0.8\pm0.07}$ (Cappellari et al. 2006). Finally, the $\sigma-L$ relation is known to flatten at high galaxy mass, to well below the $L^{0.25}$ dependence suggested by Faber and Jackson. All of these observational constraints can be jointly met (within their uncertainties) if the luminosity dependence of the traditional scaling laws from Eq. 13 is modified to

$$\begin{align*}
\sigma_0 &= \sigma_0^* \left( \frac{L}{L_{\text{ref}}} \right)^{0.2}, \\
r_{\text{core}} &= r_{\text{core}}^* \left( \frac{L}{L_{\text{ref}}} \right)^{0.5}, \\
r_{\text{cut}} &= r_{\text{cut}}^* \left( \frac{L}{L_{\text{ref}}} \right)^{0.8},
\end{align*}
$$ (14)

where $L_{\text{ref}}$ is set to $4 \times 10^{10} \, L_{\odot}$, a value representative of the luminosity range probed by our data (see Fig. 8), and $\sigma_0^*$ is an AStroLens model parameter. The reference values $r_{\text{core}}^*$ and $r_{\text{cut}}^*$ are set to 0.15 and 30 kpc, respectively. These scaling laws should hold for all galaxies, including cD galaxies, which – although extremely luminous – feature mass-to-light ratio consistent with that of other massive early-type galaxies (e.g., Tonry 1987).

### 8.2 Cluster-Scale Component

In accordance with our LTM assumption, we derive the cluster-scale mass halo from the galaxy distribution by convolving the galaxy light map – represented by luminosity-weighted Delta functions at the locations of all cluster members – with an elliptical smoothing kernel that, again, follows a PIEMD profile. The weights of each galaxy in the construction of the light map are linear in the traditional LTM approach, i.e., each galaxy location contributes proportional to its luminosity. We modify this procedure to give extra weight to the large-scale mass distribution around all BCGs, as well as all cD galaxies (identified as shown in Fig. 8), which are known to mark the center of a cluster’s gravitational well (Section 8.1.1), i.e., we apply weights of

$$L \left( \frac{L}{L_{\text{ref}}} \right)^W, \quad \text{for BCGs and cDs.}$$ (15)

Here, $W_L$ is one of the AStroLens three free model parameters — as is $r_{\text{core}}$, the core radius of the large-scale PIEMD smoothing kernel. The kernel’s ellipticity and orientation angle are set to the respective parameters of the BCG (see Section 8.1.1).

To summarize, our approach to modeling the large-scale mass component differs from previous work (Zitrin et al. 2015, 2017; Stapelberg et al. 2019) by adopting a PIEMD smoothing kernel whose ellipticity and orientation match the respective characteristics of the BCG, and by assigning additional weight (beyond the linear luminosity weighting attached to all galaxy locations) to the BCG and all cD galaxies. An example of the large-scale mass component determined in this manner is shown in the top right panel of Fig. 7.

Having computed the distribution of the large-scale mass component, we obtain the associated deflection field at any given pixel location by adding the contributions from all $M \times N$ pixels:

$$\alpha_{\text{clus}, x}(\vec{\theta}_{mn}) \propto \sum_{i=M,N} P_i \frac{\Delta y_{mn,i}}{(\Delta x_{mn,i})^2 + (\Delta y_{mn,i})^2},$$ (16)

$$\alpha_{\text{clus}, y}(\vec{\theta}_{mn}) \propto \sum_{i=M,N} P_i \frac{\Delta x_{mn,i}}{(\Delta x_{mn,i})^2 + (\Delta y_{mn,i})^2},$$ (17)

where $P_i$ is the unnormalized surface mass density at the $i$th pixel $(i \in M,N)$, and constant factors have been omitted, as in Eq. 10. In practice, the above summation is carried out as a convolution in Fourier space on a grid binned 4x4 and interpolated back to the original resolution. Hereafter we refer to this component of the deflection field as $\vec{\alpha}_{\text{clus}}(\vec{\theta})$.

Note that, being based solely on the observed large-scale distribution of light from cluster members, $\vec{\alpha}_{\text{clus}}(\vec{\theta})$ still needs normalizing (see following section).

---

3 The choice for the kernel’s PIEMD cut radius, set by us to 1500 kpc, does not affect the deflection field in the strong-lensing regime.
Figure 9. (Left) 3-dimensional representation of the convergence profile of eMACSJ2316 for a source at $z = 2$. (Right) Radially averaged convergence profiles for all ten clusters in the calibration sample. Each profile is centered at the location of the BCG.

8.3 Total Deflection Field

The total deflection field is found by adding both components:

$$\tilde{\alpha}_T(\tilde{\theta}) = \tilde{\alpha}_{\text{gal}}(\tilde{\theta}) + \tilde{\alpha}_{\text{clus}}(\tilde{\theta}),$$  \hspace{1cm} (18)$$

where $\tilde{\alpha}_{\text{clus}}(\tilde{\theta})$ is normalized such that

$$(\alpha_{\text{clus}}(\tilde{\theta})) = \frac{\sigma^2_{\alpha}}{\sigma^2_{\text{clus}}} (\alpha_{\text{gal}}(\tilde{\theta})).$$

Here, angular brackets denote the average of the respective component, and $\sigma_{\text{clus}}$ quantifies the relative contribution of the galaxy-scale component.\(^4\) Having found the dependence of our results on the range of 1 to 3% reported by Andreon (2010) for the stellar mass fraction in massive clusters. Our representation of $\tilde{\alpha}_T$ as a weighted sum is equivalent to the formalism used in Carrasco et al. (2020). Fig. 9 shows, for the same cluster as in Fig 7, a three-dimensional representation of the final mass distribution corresponding to $\tilde{\alpha}_T$ and radially averaged surface-density profiles for the ten calibration clusters ($z_0 = 2$; see Section 9.2 for further details regarding these clusters).

9 MODEL FITTING AND PARAMETER CALIBRATION

As summarized in Table 3, AStroLens uses three free parameters to derive the strong-lensing deflection field from the cluster light distribution: $\sigma^2_{\alpha}^{\ast}$, the velocity dispersion that determines the effective normalization of the mass profile of all cluster galaxies; $W_L$, the exponent of the special luminosity-based weight applied only to BCGs and cD galaxies; and $R_{\text{core}}$, the core radius of the elliptical, large-scale PIEMD kernel used to smooth the galaxy light distribution.

\(^4\) The quoted normalization requirement for $(\alpha_{\text{clus}}(\tilde{\theta}))$ is equivalent to $\eta_{\text{clus}} = (\alpha_{\text{clus}}(\tilde{\theta}))/\langle \alpha_{\text{clus}}(\tilde{\theta}) \rangle$, and hence $(\alpha_{\text{T}}(\tilde{\theta})) = \eta_{\text{clus}}(\alpha_{\text{clus}}(\tilde{\theta})) + (1 - \eta_{\text{clus}})(\alpha_{\text{clus}}(\tilde{\theta}))$.

9.1 Minimization Formalism

For AStroLens to credibly map the magnification and estimate the lensing strength of massive galaxy clusters, the algorithm must be able to predict the location of critical lines with reasonable accuracy. The choice of optimal values for the three global parameters used by our algorithm to derive mass models for the entire cluster sample is crucial to achieving this goal.

In order to calibrate the values of the free parameters used by AStroLens (see Table 3), we follow the approach of Stapelberg et al. (2019) and require that the critical lines predicted by our code coincide with the locations of securely identified strong-lensing features observed in a subset of the clusters in our sample (described in Section 9.2); specifically, the predicted critical lines need to intersect known giant arcs and bisect close pairs of unambiguously identified multiple images.

To implement the required parameter optimization, we first calculate the lensing magnification on an $M \times N$ grid. The magnification $\mu$ at a position $\tilde{\theta}$ in the image plane (see Broadhurst et al. 2005 and references therein) can be expressed through the derivatives of the deflection field

$$\mu(\tilde{\theta})^{-1} = 1 - \nabla \cdot \tilde{\alpha}_T + \frac{d\alpha_x}{dx} \frac{d\alpha_y}{dy} - \left( \frac{d\alpha_x}{dy} \right)^2.$$  \hspace{1cm} (19)$$

Here $\alpha_x$ and $\alpha_y$ are the $x$ and $y$ components of the total deflection field (Eq. 18). An example of a magnification field computed in this manner is shown in Fig. 7 (bottom).

Strong gravitational lensing creates both tangential and radial critical lines (schematically illustrated by the outer and inner ellipses in Fig. 2, respectively). As the names imply, images formed near tangential critical lines are stretched tangentially, and images formed near radial critical lines are stretched radially. The corresponding radial (+) and tangential (−) components of the inverse magnification are given by

$$\lambda_{\pm} = 1 - \frac{\nabla \cdot \tilde{\alpha}_T}{2} \pm \sqrt{\frac{1}{4} \left[ \frac{d\alpha_x}{dx} - \frac{d\alpha_y}{dy} \right]^2 + \left( \frac{d\alpha_x}{dy} \right)^2}.$$  \hspace{1cm} (20)$$
such that \( \lambda \chi = \mu (\hat{\theta}^{-1}) \). We here focus exclusively on constraining the location of the tangential critical lines, for the following reasons. For one, the most readily identifiable strong-lensing features, giant arcs (Fig. 2), form along tangential critical lines. In addition, the location of the tangential critical line is readily identified as the mid-point of the line connecting multiple images appearing on either side. Finally, radial critical lines are confined to a very small area close to the core of the mass distribution, making radially magnified images both rare and hard to detect due to the close proximity of the BCG.

As the magnification becomes infinite on a tangential critical line, the inverse magnification \( \lambda \) approaches zero near the locations of arcs and between close pairs of multiple images. As a result, \( \lambda \) has been successfully employed in prior LTM work to optimize model parameters (Stapelberg et al. 2019; Carrasco et al. 2019). Following the same general strategy, we define a \( \chi^2 \) estimator for a given parameter set \( P = \{ R_{\text{core}}, \sigma_a^\star, W_L \} \) and a given lensing cluster as:

\[
\chi^2(P) = \sum_i \frac{\lambda(P, \hat{\theta}_a)^2}{\sigma_a^2}.
\]  

(21)

Here \( \hat{\theta}_a \) are the locations of pixels that fall on the critical line (as estimated by us based on a known strong-lensing feature), \( \lambda(P, \hat{\theta}_a) \) is the inverse of the tangential magnification (see Eq. 20) evaluated at the location \( \hat{\theta}_a \) for a set of parameters \( P \), and \( \sigma_a \) is the uncertainty in the estimated location \( \hat{\theta}_a \). Note that the sum in Eq. 21 runs over all selected lensing features and can thus accommodate multiple-image systems in the same cluster but at different redshifts. We account for uncertainties in our estimates for the location of the critical line by setting the uncertainty in the inverse magnification at the selected constraint location to \( \sigma_a = 0.1 \) for all constraints\(^5\).

We constrain all free parameters (as part of a universal set of parameters suitable to model all clusters within our sample) by requiring that the best-fitting parameter set meet the strong-lensing constraints for several calibration clusters simultaneously, such that the total \( \chi^2 \), given by \( \chi^2(P) = \sum_i \chi^2_i \), is minimized.

### 9.2 The Calibration Sample

Since the critical surface density and the deflection field depend on the distances between the observer and the source and between the lens and the source (Eqs. 2 and 8), the location of critical lines can only be determined for clusters with unambiguously identified multiple-image systems that have secure redshifts, ideally from spectroscopic observations.

We use all eMACS clusters in our Gemini-N sample that had spectroscopically confirmed multiply lensed images as of late 2019, totaling ten clusters and twelve constraints (two galaxy clusters contain two sets of multiple images)\(^6\). As these systems exhibit a variety of lensing configurations

5 The exact value of \( \sigma_a \) has little impact on the optimization process, as long as \( \sigma_a \) remains below 0.3.

6 We exclude one additional system with spectroscopic redshifts for an obvious multiple-image system on the grounds of the deflection being primarily due to galaxy-galaxy lensing and nearly span the full redshift range of our sample, we expect the calibration set to be representative of the entire eMACS sample. We note that, in some cases, the relevant strong-lensing features were initially identified in \( HST \) images (see Ebeling et al., in preparation, for details) and subsequently merely rediscovered in our ground-based data.

As part of the first public release of the eMACS cluster sample we list all calibration clusters, together with basic physical properties, in Table 2. Below we briefly describe notable characteristics and the constraints provided by the ten calibration clusters.

- eMACSJ0840.2+4421 was discovered in the eMACS pilot programme (Ebeling et al. 2013) and features a massive cD galaxy. In spite of a bright star nearby, a giant arc consisting of three individual images stands out near the cluster centre.

- eMACSJ0850.2−0611 shows several obvious strong-lensing features; at this time, the only one with a secure spectroscopic redshift is a fold arc close to the second-brightest cluster galaxy.

- eMACSJ0934.6+0540 is home to a dual BCG and several multiple-image systems. We use a fold arc at the SW end of the cluster core for calibration purposes.

- eMACSJ1209.4+2640 was previously discovered in the course of the Sloan Giant Arc Survey and the subject of a dedicated modeling effort (Sharon et al. 2020). The giant arc east of the BCG is the lensed image of a galaxy at \( z = 1.02 \).

- eMACSJ1248.2+0743 shows several obvious strong-lensing features in an archival \( HST \) SNAPSHOT. However, at present only one triple image is spectroscopically confirmed.

- eMACSJ1341.9−2442 is one of the most distant clusters in our sample and known for its extreme magnification of a quiescent galaxy at \( z = 1.59 \) (Ebeling et al. 2018). We adopt the midpoint between the two eastern images of the triple as the location of the corresponding critical line.

- eMACSJ1437.8+0616 features two giant arcs on either side of the BCG that were originally discovered in WFC3/IR images. Both arcs were found to be the same redshift and, as distinct systems, yield an independent constraint each for the minimization described in Section 9.1.

- eMACSJ1852.0+4900 is a highly elongated system with a string of galaxies of similar brightness at its centre. The associated mass distribution lenses a galaxy at \( z = 1.54 \) into a nearly straight fold-arc configuration of three images.

- eMACSJ2316.6+1246 is the eMACS cluster used as an example of the modeling procedure adopted by AStroLena, e.g., in Figs. 7 and 9. Its dual BCGs are accompanied by two spectroscopically confirmed multiple-image families. The first one appears as a giant, almost straight arc between the two BCGs, while the second is a complex fold arc that crosses the critical lines near the eastern BCG.

- eMACSJ2327.4−0204 was discovered previously in the Red-sequence Cluster Survey 2 (RCS2, Gilbank et al. 2011) and is one of the most massive galaxy clusters known at \( z \approx 0.7 \) (Sharon et al. 2015). Many lensed images in the central region can be discerned, even in the GMOS-N data. However, we use only one multiple-image system for our calibration: a galaxy at \( z = 2.98 \) lensed into a cusp configuration far from the cluster core.

The pixels selected to specify the locations of critical lines, \( \theta_a \), lie typically close to the centres of giant arcs or
Figure 10. HST colour images (both ACS and WFC3 data are used) of the ten AStroLens calibration clusters. All images span 1.5 arcmin on a side; North is up and East is to the left. Magenta circles mark the approximate locations of the critical line near multiple images used in the AStroLens calibration process. Note that both eMACSJ1437.8 and eMACSJ2316.6 contain two sets of spectroscopically confirmed multiple images and hence provide two constraints each.
close to the midpoint between the two multiple images nearest each other for a fold arc (Fig. 2). The resulting model constraints are weighted as described in Section 9.1. We show HST images of the relevant region of each calibration cluster in Fig. 10 as well as the locations \( \theta_0 \) used during the minimization.

### 9.3 MCMC Minimization

The parameter values that minimize \( \chi^2 \) as defined in Eq. 21 are found through a standard Markov Chain Monte Carlo (MCMC) maximum-likelihood process, where the likelihood is defined as \( L = e^{-\chi^2/2} \). In practice, we employ the affine invariant MCMC sampler **emcee** (Foreman-Mackey et al. 2013). Unlike a single Markov chain, which is susceptible to getting trapped in a local \( \chi^2 \) minimum, **emcee** uses an ensemble of so-called walkers that explore the parameter space widely and simultaneously. One single walker is similar to a Markov chain except that its proposal distribution depends on the current positions of all other ensemble walkers. By design **emcee** thus takes advantage of parallel processing to find and explore the parameter volume of highest likelihood.

Prior to the MCMC iteration process, we manually set all parameters to initial values that produce broadly acceptable critical lines. We then proceed with parameter sampling two phases.

In the first phase, we work with \( 3 \times 3 \) binned images for all calculations, which dramatically increases computing speed (in particular for the numerous convolutions) and allows us to efficiently explore a wide parameter space with 100,000 total MCMC steps. Fig. 11 displays the result of this step as a standard “corner plot”, highlighting both the marginalized posterior probability distributions function (PDF) for each parameter as well as the covariances between the parameters. As an estimate of the best-fit parameter values we quote the mode of each PDF, with uncertainties derived from the 16th and 84th percentiles of the distributions.

We use the results from the MCMC run described above for the second phase of our sampling procedure, which is conducted on the full 3000 \( \times \) 3000 pixel grid. Each walker is initialized at parameter values drawn from Gaussian random distributions centred on the optimal values derived in the first phase. Since these parameter values are already well constrained, this second phase ensures that the optimal solution is found at the higher resolution, accounting for any discrepancies that arise from performing calculations at different resolutions. We note that this approach provides more accurate transitions between grid resolutions than the standard practice cited in the literature of simply interpolating from a lower- to a higher-resolution grid.

Initial investigations into the **AstroLens** parameter space using this approach showed some parameters to be correlated or poorly constrained. An example is \( \eta_{gal} \), the relative weight of the galaxy-scale contribution to the total deflection field, which has little impact on the performance on our algorithm (see also Section 8.3). We set \( \eta_{gal} = 0.03 \), consistent with the expectation that the galaxy-scale component amounts to only a small fraction of the total mass of a galaxy cluster, the majority of which is dominated by the smooth, cluster-scale component. Indeed, Carrasco et al. (2018) showed (although for a slightly different modeling scheme and goals) that an \( \eta_{gal} \) value of 0.1 is still suitable to describe lenses of various scales, from groups to massive clusters.

For the three parameters \( R_{core}, \sigma_0^*, \) and \( W_L \) that need to be calibrated, we perform the described minimization procedure on the High Performance Computer (HPC) cluster managed by the University of Hawai‘i Information Technology Services department, starting from the initial parameter values listed in Table 3. The final MCMC sampling uses between one and two dozen processors, each equipped with 10Gb of RAM.

Based on the process described above, we adopt as our global **AstroLens** parameters the values that minimize \( \chi^2 \) as defined in Eq. 21: \( R_{core} = 48 \) kpc, \( \sigma_0^* = 163 \) km s\(^{-1}\), and \( W_L = 1.28 \).

### 10 RESULTS

We here present the results obtained by **AstroLens** for our sample of eMACS clusters, using the global parameter set calibrated as described in Section 9 and listed in Table 3.
Table 3. AStroLens parameters: description, initial value, priors, and MCMC-optimized final value. Note that the final values reflect the results from the high-resolution MCMC.

| Description                              | Lower Limit | Initial Value | Upper Limit | Final value |
|------------------------------------------|-------------|---------------|-------------|-------------|
| $\sigma_0^*$ [km s$^{-1}$]               | Normalization of galaxy surface-density profile | 100          | 160         | 250         | 163         |
| $W_L$                                    | Exponent of luminosity weight for BCGs       | 0.5          | 1           | 3           | 1.28        |
| $R_{\text{core}}$ [kpc]                  | Core radius of elliptical PIEMD smoothing kernel | 10          | 30          | 120         | 48          |

Figure 11. Posterior probability distributions and covariances for our final set of free parameters, as obtained from the analysis of our ten calibration clusters at low resolution. The values cited above each histogram correspond to the mode and the 16th and 84th percentiles of the respective distribution. (Note that the parameter values yielding the highest likelihood in our high-resolution analysis differ slightly from the locations of the peaks of the histograms shown here.)

10.1 eMACS calibration clusters

Figure 9.3 shows the critical lines predicted by AStroLens for the ten calibration clusters. As is to be expected for this diverse cluster sample, the critical lines do not always pass exactly through the locations defined by the provided strong-lensing constraints; the RMS distance from the predicted critical lines to the specified locations is very modest though, at 2.1\arcsec (mean distance: 1.8\arcsec).

10.2 Comparison with state-of-the-art lens models

To test the reliability of our LTM algorithm, we compare the critical lines predicted by AStroLens with those from previous, detailed lens modeling work for strong-lensing features not used in our calibration procedure (Section 9).

10.2.1 eMACS J1209.4

Sharon et al. (2020) developed a dedicated mass model for this cluster (SDSS J1209+2640), using over 20 spectroscopically confirmed strong-lensing features as constraints. With the help of high-quality HST observations and the lens-modeling software lenstool (Jullo et al. 2007), Sharon and coworkers produced a detailed model capable of reproducing the locations of the lensed images to high accuracy. We show the critical lines predicted by their model for one of the multiple-image systems ($z = 3.948$) in the top panel of Fig. 13, along with the AStroLens prediction for this source redshift. The effective Einstein radius of 22.7\arcsec reported by Sharon and colleagues for a fiducial source at $z = 2$ agrees to within 15% with our value of 26.4\arcsec. Note that the calibration of AStroLens’ global model parameters used the location of the central giant arc ($z = 1.02$) in this cluster, but not the multiple-image family at $z = 3.948$ for which critical lines are compared in Fig. 13 (top).

10.2.2 eMACS J2327.4

This cluster was previously discovered during the Red-Sequence Cluster survey as RCS2 J232727.6−020437. An extensive analysis of the system’s properties, performed by Sharon et al. (2015), includes a dedicated strong-lensing analysis anchored by two multiple-image systems with spectroscopic redshifts of $z = 1.42$ and $z = 2.98$. We used the latter (the giant arc visible in Fig. 10) during the calibration of AStroLens’ global parameters, but now focus on the second multiple-image system in eMACS J2327.4. The bottom panel of Fig. 13 shows in red the critical line computed by Sharon et al. (2015) for a source at $z = 1.42$ (the associated images are marked by purple circles); the white line shows our AStroLens prediction for the same source redshift. The corresponding effective Einstein radii are 25.9\arcsec (Sharon et al. 2015) vs 24.8\arcsec (AStroLens). Again, the excellent agreement (better than 5%) is remarkable, given that AStroLens is completely ignorant of the strong-lensing constraints provided by this triple image.

10.3 Lensing strengths of eMACS clusters

With the best-fitting values for the model parameters determined, we use AStroLens to model the full sample of 96 eMACS clusters with Gemini imaging data as of 2019. In the following we present the resulting effective Einstein radii are 25.9\arcsec (Sharon et al. 2015) vs 24.8\arcsec (AStroLens). Again, the excellent agreement (better than 5%) is remarkable, given that AStroLens is completely ignorant of the strong-lensing constraints provided by this triple image.
Figure 12. As Fig. 10, but also showing the critical lines (white) as determined by Astrolens for the spectroscopically measured source redshifts and using the MCMC-optimized global parameter set. (For eMACSJ2316 we show the second strong-lensing constraint and the associated critical line in green.)
strong-lensing features in eMACS clusters are yet to be measured, all relevant quantities are calculated for a source at the same fiducial redshift of $z = 2$ as used throughout this paper.

### 10.3.1 Einstein Radii

We measure the effective Einstein radius of each cluster (see Eq. 5) as $\theta_E = \sqrt{A/\pi}$ where $A$ is the area enclosed by the tangential critical line. Since the strong-lensing regime is non-contiguous for some clusters\(^7\), $A$ is taken to be the sum of the three largest areas for each cluster. As a consistency check, we plot in Fig. 14 the mass within the critical area as a function of the measured Einstein radius and find a quadratic relation, as expected (see Section 2) and in excellent agreement with the best-fit polynomial found in the modeling of 10,000 SDSS clusters by Zitrin et al. (2012).

The distribution of effective Einstein radii for all 96 clusters in our sample is shown in Fig. 15. We find a median Einstein radius of $\theta_E = 15.9''$. Most notably, we identify 31 lenses with $\theta_E \geq 20''$, 16 lenses with $\theta_E \geq 25''$, and eight lenses with $\theta_E \geq 30''$. For comparison, we also show the distribution of Einstein radii of the 25 cluster lenses selected for the CLASH survey (Postman et al. 2012) in Fig. 15. To put these numbers into perspective, note that four of the six massive clusters selected for the Hubble Frontier Fields initiative have Einstein radii in the range $20'' < \theta_E < 30''$ and only two feature $\theta_E > 35''$ (Johnson et al. 2014) for a source at $z = 2$. Furthermore, the largest lenses modeled by the RELICS team have Einstein radii in a similar range, with very few lenses at $\theta_E > 30''$ (Cerny et al. 2018; Acebron et al. 2018; Cibirka et al. 2018).

### 10.3.2 The ten most powerful eMACS lenses

The lensing strength estimates provided by AStroLens allow the selection of the most promising targets for in-depth study and evaluation as powerful natural telescopes. Fig. 16 shows the Gemini-N images of the ten eMACS clusters with the largest effective Einstein radii in our sample, as well as the critical lines predicted by AStroLens. Since we again compute the critical lines for a putative source at $z = 2$, obvious strong-lensing features discernible already in our shallow ground-based images are not necessarily expected to fall on the shown critical lines.

We list these ten clusters and their basic physical properties in Table 4 as part of the first installment of the public release of the eMACS cluster sample. We refer to Ebeling et al. (2013) and Ebeling et al. (in preparation) for a com-

---

\(^7\) An example is eMACSJ1341.9 which, at least for a source at $z = 1.49$, consists of two disjoint regions (see Fig. 9.3).
Table 4. The ten eMACS clusters from our sample with the largest effective Einstein radii, according to AStroLens. Columns as described in Table 2. eMACS J2327.4 is also a calibration cluster for this work.

| name          | R.A. (J2000) Dec. | z  | \(n_z\) | \(L_X\) \([10^{44} \text{erg} \text{s}^{-1}]\) | \(\theta_E\) ["] | \(z\) reference |
|---------------|------------------|----|---------|-----------------|-----------------|----------------|
| eMACS J0200.3−2454 | 02 00 16.3 −24 54 52 | 0.713 | 25 | 8.5 ± 2.5 | 29 |
| eMACS J0502.9−2902 | 05 02 54.6 −29 02 21 | 0.694 | 19 | 6.7 ± 1.9 | 34 |
| eMACS J1050.6+3548 | 10 50 38.6 +35 49 13 | 0.508 | 26 | 4.3 ± 1.6 | 35 |
| eMACS J1144.2−2836 | 11 44 09.5 −28 35 00 | 0.507 | 23 | 16.5 ± 5.2 | 50 |
| eMACS J1157.9−1046 | 11 57 57.3 −10 46 01 | 0.557 | 25 | 7.6 ± 3.5 | 31 |
| eMACS J1508.1+5755 | 15 08 17.1 +57 54 37 | 0.539 | 4 | 7.2 ± 1.5 | 36 |
| eMACS J1732.4+1934 | 17 32 24.1 +19 33 17 | 0.541 | 24 | 4.8 ± 1.6 | 30 |
| eMACS J1756.8+4008 | 17 56 52.6 +40 08 07 | 0.574 | 54 | 8.6 ± 1.8 | 51 |
| eMACS J1757.5+3045 | 17 57 29.4 +30 45 54 | 0.611 | 32 | 6.1 ± 1.7 | 46 |
| eMACS J2327.4−0204 | 23 27 27.6 −02 04 37 | 0.706 | 24 | 14.0 ± 4.1 | 38 |

11 UNCERTAINTIES

Relying on photometry for a user-selected set of galaxies presumed to be cluster members, and resting on the LTM paradigm’s substantial simplifications, AStroLens’ performance is affected by both statistical and systematic uncertainties. We here list and briefly discuss the primary sources of error identified by us:

Observation design Since spectroscopic redshifts are rarely available for all galaxies within the area of investigation (and down to the aimed-at magnitude limit), photometric redshifts (including red-sequence colours) derived from multi-passband photometry are key to the selection of likely cluster members. Specifically, the most prominent spectroscopic feature of late-type cluster galaxies, the 4000˚A continuum break, is most powerful as a redshift diagnostic when bracketed by the chosen filters (Fig. 4). In addition, the imaging solid angle must be sufficient to cover the cluster extent, as a limited field of view may cause part of the strong-lensing regime to remain unmapped, leading to curtailed critical lines and potentially severely underestimated lensing strengths.

Photometry We use this term to represent all aspects of the quality of the imaging data from which the catalogue of cluster members is derived. Low angular resolution due to poor seeing increases the probability of blending in dense cluster cores (which in turn leads to erroneous photometry) and also limits our ability to faithfully determine the ellipticity and orientation of BCGs, both of which are important for the modeling of the cluster-scale mass distribution (Section 8.2). Extinction as the result of non-photometric conditions causes shifts in the observed colours of galaxies, complicating the selection of likely cluster members from the red sequence. And, finally, the cosmetic quality of the input images is important on all scales—fringe and illumination corrections, ghosts, stellar diffraction spikes, and other artifacts all affect the observer’s ability to compile a clean source catalogue and obtain robust photometry and hence representative light maps.

Galaxy selection Since AStroLens is designed to model the deflection field due to strong lensing for many clusters simultaneously, the galaxies selected to represent the light distribution within these clusters must be selected homogeneously and consistently across the sample. Specifically, photometric redshifts (or red-sequence membership) ought...
Figure 16. Critical lines (for a putative source at $z = 2$) predicted by ASTrolens overlaid on our Gemini-N images of the ten eMACS clusters from our sample with the largest effective Einstein-radius estimates (listed in the top right corner of each panel). All images are shown on the same angular scale. Basic physical properties of all shown clusters are listed in Table 4.
to be established in a self-consistent manner for all clusters, and presumed cluster members must be selected within the same absolute-magnitude (luminosity) range (Section 7.2).

Model calibration A significant number of constraints, preferably involving a range of lensing configurations and source redshifts, is essential for a robust calibration and AStroLens results that are credible for a similarly diverse set of non-calibration clusters. Since the calibration of AStroLens’ global parameters is critical for the performance of the algorithm, any uncertainties in the exact location (both in the plane of the sky and in redshift space) of strong-lensing features used for calibration purposes (see Section 9) should be minimized and quantified.

Collisional matter The fundamental observable at the heart of the LTM paradigm is the light from cluster galaxies. Since the distribution of cluster galaxies is strongly affected by their non-collisional behaviour during cluster mergers, LTM models of the mass distribution in clusters are by default unable to account for the gravitational effects of collisional mass components, such as the viscous intra-cluster medium (ICM). Although, for massive clusters, the ICM contributes typically only 10 to 15% of the total cluster mass (Vikhlinin et al. 2006; Gonzalez et al. 2013), the impact of this fundamental limitation on the results obtained with AStroLens (and other LTM analyses), while small in general, depends on the relaxation state of the clusters under investigation. These effects could be quantified for individual clusters through dedicated X-ray observations in conjunction with detailed lens modeling.

Projection effects Lastly, a fundamental limitation of AStroLens (and to some extent most strong-lensing analyses) is the assumption that the deflection field is created by a single lens. Since, in reality, the deflection is the cumulative result of all mass concentrations along the line of sight, our approach leads to a systematically underestimated lensing strength in fields where multiple clusters are superimposed along our line of sight or connected to line-of-sight filaments. Conversely, foreground or background galaxies from the field (i.e., objects that are not associated with mass overdensities) erroneously selected as likely cluster members can cause the lensing strength to be overestimated.

A more quantitative assessment of the impact of all of the effects mentioned above is presented in Ebeling et al. (in preparation) which compares AStroLens results derived from ground- and space-based imaging of the same cluster sample.

12 CONCLUSION

We describe and present AStroLens, a newly developed LTM algorithm designed to predict the deflection field of massive galaxy clusters solely from the distribution of light emitted by the cluster member galaxies. Building on the principles established and applied successfully in previous work, AStroLens contains a number of new elements. Specifically, the code accounts for the intrinsic alignment between the large-scale mass distribution and the BCG and incorporates several new modeling features, including PIEMD profiles for both galaxy- and cluster-sized mass halos and increased weighting of the BCG.

We calibrate AStroLens’ three global parameters (the core radius of the large-scale mass component, the effective velocity dispersion of the galaxy-scale component, and the scaling coefficient for the additional weight assigned to BCGs) in a $\chi^2$-based minimization procedure anchored by 12 securely identified strong-lensing features in ten galaxy clusters discovered by the eMACS project. The RMS orthogonal distance between the critical lines established by observed strong-lensing features and the critical lines determined by AStroLens for the best-fit parameter set is 2.1″. Supporting this encouraging performance of our algorithm, tests of the predictive power of AStroLens based on a comparison with state-of-the-art lens models from the literature suggest an accuracy of the derived Einstein radii of about 10-20%.

We use AStroLens to map the gravitational magnification around the strong-lensing regime of 96 X-ray selected galaxy clusters discovered by the eMACS program, based on optical imaging obtained in shallow Gemini-N observations. Modeling all clusters automatically, we identify and characterize 31 lensing clusters from our sample with Einstein radii $\theta_E > 20''$, 16 with $\theta_E > 25''$ and eight with $\theta_E > 30''$. The strongest eMACS lenses are thus comparable to the clusters selected for the Hubble Frontier Fields survey (which produced the deepest observations of lensing clusters to date). AStroLens also proved helpful by pinpointing clusters with very low lensing strength, thereby flagging potential misidentifications in the X-ray selected eMACS sample.

As a first installment toward the public release of the eMACS sample, we provide fundamental physical characteristics of our calibration clusters as well as of the ten eMACS clusters with the largest Einstein radii among the sample under investigation.

In ongoing work (Ebeling et al., in preparation), we apply AStroLens to HST data and assess the impact of systematic effects originating from the quality and characteristics of the optical images from which the input galaxy catalogues are drawn. Although we consider the results presented in this paper highly encouraging, more extensive tests involving sophisticated lens models of individual clusters are needed to firmly establish the accuracy and reliability of AStroLens results.

DATA AVAILABILITY

The primary data underlying this article are available in the Gemini Observatory Archive at https://archive.gemini.edu/searchform, and can be accessed with program identifiers listed in Table 1 under the column “GMOS-N Observation ID.” HST imaging used in this work is available at https://archive.stsci.edu/access-mast-data, and can be accessed using the SNAPSHOT program identifiers listed at the beginning of Section 4.
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