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Abstract—With the continuous development of industrial IoT (IIoT) technology, network security is becoming more and more important. And intrusion detection is an important part of its security. However, since the amount of attack traffic is very small compared to normal traffic, this imbalance makes intrusion detection in it very difficult. To address this imbalance, an intrusion detection system called pretraining Wasserstein generative adversarial network intrusion detection system (PWG-IDS) is proposed in this paper. This system is divided into two main modules: 1) In this module, we introduce the pretraining mechanism in the Wasserstein generative adversarial network with gradient penalty (WGAN-GP) for the first time, firstly using the normal network traffic to train the WGAN-GP, and then inputting the imbalance data into the pre-trained WGAN-GP to retrain and generate the final required data. 2) Intrusion detection module: We use LightGBM as the classification algorithm to detect attack traffic in IIoT networks. The experimental results show that our proposed PWG-IDS outperforms other models, with F1-scores of 99% and 89% on the 2 datasets, respectively. And the pretraining mechanism we proposed can also be widely used in other GANs, providing a new way of thinking for the training of GANs.

Index Terms—Industrial IoT security, Intrusion Detection, Imbalanced Network Traffic, Pre-training GANs, WGAN.

I. INTRODUCTION

With the development of IIoT technology [1] and the introduction of strategies such as Made in China 2025 and German Industry 4.0, a wide variety of terminal manufacturing devices have become increasingly intelligent [2-6]. By connecting a variety of physical devices, it can perceive the real world at the level of vision, hearing, and touch. It can integrate information space with physical space, digitizes and network everything, realizes efficient information interaction between devices and devices, between devices and people, and between people and the real environment, and bring the informatization of the manufacturing industry to a higher level.

However, there is a huge amount of heterogeneous end devices in the IIoT. Although such highly distributed Internet devices can greatly expand the ability of the IIoT to sense the real world, this also poses a great security risk to IIoT security. Attackers can cause irreparable harm to individuals, enterprises, or countries by controlling end devices. For example, in 2015, attackers caused a major blackout in Ukraine by hacking into the circuit breakers of the country's electricity system and forcing a power outage on the grid system. In 2019, Ring, a home camera company, was exposed to a serious security vulnerability through which hackers could monitor users' homes and also expose their WiFi passwords. In June 2020, researchers in Germany found that SWARCO, the world's largest signal light controller manufacturing giant, has a security vulnerability that allows hackers to change the color of traffic lights at will through a debuggable open port of the traffic controller, which can cause serious traffic accidents.

Therefore, IIoT security has attracted the attention of many researchers. The IIoT network structure is divided into 3 layers: perception layer, network layer, and application layer. The security requirements of the sensing layer are mainly devoted to data security, such as preventing malicious node attacks, sample collection, and node data forgery damage. The security of the network layer is to prevent DoS attacks and ensure routing security. The application layer security is to meet the user privacy and access control. The current security mechanism for it mostly favors passive defense, whereas intrusion detection, an active protection method, can infer
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suspicious attacks by analyzing network traffic data [7], which does not require too much modification of the original system, and can detect malicious behaviors when they are latent or occurring and improve effective help for further preventive measures, and this active protection technology is often more effective.

Currently, the research on intrusion detection is divided into two main models: IIoT device-centric intrusion detection research and collaboration-centric intrusion detection research. The IIoT device-centric intrusion detection research focuses on analyzing the potential threats of IIoT devices and designing intrusion detection algorithms oriented to a specific attack method with the help of techniques such as statistics and machine learning. For example, Ali Alheeti et al. designed and implemented an intelligent detection system for denial of service (DoS) attacks by analyzing the behavior of devices to determine whether they are under attack and then using fuzzy datasets to reduce the error and false alarm rates in the system [8]. However, IIoT device-centric intrusion detection models are often modeled and trained based on attack samples in a particular IIoT device, and their detection capabilities have limitations, are not well generalized, and cannot accurately sense the attack methods that have appeared in other devices, which causes it device-centric intrusion detection models to be ineffective in sensing a wide variety of potential threats in the IIoT. The rise of edge computing technologies in recent years has made collaboration-centric intrusion detection a hot topic of research for researchers. For example, Anup et al. proposed an intrusion detection model for mobile ad hoc networks (MANETs) [9], this model can detect the system parameters of MANETs in real-time and identify and detect various types of network attacks based on the changes of these parameters. Unfortunately, since the number of IIoT device intrusion samples is small and the communication between devices is slow, the collaboration-centric intrusion detection scheme is also difficult to cope with the complex and diverse threats in it. Researchers have, therefore, focused on cloud computing technology with massive data processing capability. Through cloud computing, each IIoT device can upload the acquired traffic features to the cloud center and use the powerful computing power of the cloud center combined with machine learning algorithms to build intrusion detection models. For example, Wu et al. proposed a knowledge transfer-based convolutional neural network model, which consists of two tandem convolutional neural networks, and can effectively improve the accuracy of intrusion detection by learning the underlying dataset and transferring the learned knowledge to the learning of the target dataset [10].

But the distribution of different types of attack traffic is extremely uneven in IIoT networks, and the number of attack samples in the minority class differs very much from the percentage of attack samples in the majority class. The class imbalance leading to the inability of the intrusion detection model to effectively detect network attacks in the minority class, which reduces the performance of the overall intrusion detection model.

To address this problem, this paper proposes PWG-IDS, which can expand the sample size of a minority class with a very small number of iterations, thus improving the performance of intrusion detection. The PWG-IDS consists of two modules, the data generation module and the detection module. The main component of the data generation module is the WGAN-GP [38], and the main component of the detection module is the LightGBM algorithm. The primary contributions of us are listed as follows.

- In order to solve the imbalance of minority class attack samples in IIoT networks, it is proposed for the first time to expand the number of minority class samples using WGAN-GP, and a filter is constructed to freely control the classes of the generated sample in the process of sample generation.
- Provides a new training method for GANs. Pioneering the use of pre-training mechanism to train WGAN-GP, all attack traffic can be regarded as a variant of normal traffic, so the probability distribution of normal traffic is first learned using WGAN-GP. Then, the learned probability distribution is used to generate a certain minority class, which can greatly reduce the number of iterations of WGAN-GP and generate more realistic samples. More importantly, this pre-training mechanism can also be used for other GANs.
- Based on the generation module, after comparing various algorithms, we select the best performance LightGBM algorithm as the intrusion detection module, which improves the performance of intrusion detection.
- Our comparative experiments are conducted using two representative intrusion detection datasets, and the results show that the PWG-IDS outperforms the state-of-the-art approach. In addition, this paper uses ablation studies to demonstrate the effectiveness of the pre-training mechanism in generating the minority class samples.

The rest of the paper is organized as follows: Section II details the principle and details of PWG-IDS proposed in this paper; Section III demonstrates experimentally the better performance of PWG-IDS compared with other advanced intrusion detection systems, and proves the effectiveness of our proposed pre-training mechanism through ablation studies; Section IV concludes the whole paper and proposes the future improvement directions of PWG-IDS.

II. RELATED WORKS

A. INTRUSION DETECTION SYSTEM (IDS)

IDS plays an essential role in cybersecurity, it improves the security of cyber by detecting attacks in machine learning, deep learning, or other algorithms.

In previous studies, many traditional machine learning algorithms have been used in IDS, such as Naive Bayesian [11,12], Random forest [13,14], SVM [15-17], and genetic algorithms [18].

In recent years, with the rise of deep learning techniques, more and more deep learning models have been used in intrusion detection and have obtained better performance than traditional machine learning. For example, Tang et al.
constructed an intrusion detection model based on multilayer perceptron (MLP) [19] and experimentally demonstrated that this model performs better than traditional machine learning algorithms such as SVM. Yin et al. considered that network traffic data can also be regarded as a kind of data related to time series, so they constructed an intrusion detection model based on recurrent neural network (RNN) and achieved better performance on the NSL-KDD, a dataset with relatively good results [20]. Gupta et al. constructed an intrusion detection system called LIO-IDS using long short-term memory (LSTM) network [21], this system has two components, the first component consists of LSTM to identify if it is attack traffic and the second component consists of an ensemble algorithm to classify the attack traffic. Basumalik et al., on the other hand, consider that traffic data possess some spatial information in addition to temporal information, and therefore, construct an intrusion detection model based on the Convolutional Neural Network (CNN) [22] and compare it with RNN, LSTM, experimentally prove that the use of CNN is more effective.

Unlike the above researchers who use machine learning or deep learning models to build intrusion detection systems, some researchers want to improve the performance of IDS through feature engineering. For example, Amiri et al. used mutual information algorithm for feature selection [23]. S. Egea et al. proposed a new feature selection algorithm named Fast Based correlation Feature (FCBF) [24]. The idea of FCBF is to partition the feature space into several spaces of the same size, thus being able to distinguish sensor traffic data from other traffic data, which can effectively enhance the accuracy of the algorithms and reduce the execution time. Shafiq et al. proposed a new feature selection algorithm called CorrAUC based on packing technique [25]. Firstly, proposed a new feature selection metric CorrAUC based on the AUC metric, then designed a new feature selection algorithm based on CorrAUC and used Shannon Entropy TOPSIS based on the bijective soft set technique to validate the features identified by CorrAUC, experimentally demonstrate that >96% results can be achieved used CorrAUC on the Bot-IoT dataset.

However, both ML and DL require a large amount of data for training, and both have very great difficulties in dealing with imbalanced data [40-51]. Researchers have proposed many algorithms to solve the class imbalance [52-54].

B. Class Balancing Methods

The class imbalance problem has been viewed as a challenge in the field of ML and DL. Whenever there is a very large difference in the number of samples between multiple classes, it can be regarded as a class imbalance problem. Therefore, in IIoT network traffic with very unbalanced classes, IDS also needs to overcome this challenge [26,27].

Common techniques to solve class imbalance are random undersampling (RUS) and random oversampling techniques (ROS) [28]. Naturally, researchers first thought of using RUS and ROS to alleviate the class imbalance problem in intrusion detection [29,30]. However, the RUS technique loses some feature information, while ROS is very prone to overfitting, so Cieslak et al. used both RUS and ROS techniques to mitigate the class imbalance problem [31]. Similarly, to mitigate the drawbacks of RUS and ROS techniques, Tesfahun et al. applied Synthetic Minority Oversampling Technique (SMOTE) technique for intrusion detection [32]. Further, Yin et al. proposed a locally adaptive composite minority sampling algorithm called LA-SMOTE to alleviate the class imbalance problem of network traffic and to classify network traffic using GRU neural networks [33]. However, when the distribution between different categories is very similar, SMOTE will further blur the boundaries of different categories, which will instead lead to worse classification results. Therefore, Huang et al. instead proposed the Imbalanced Generative Adversarial Network (IGAN) model based on GAN to solve, the class imbalance problem in network traffic [34]. Firstly, using a filter to filter out the imbalanced traffic, and then, training the GAN individually based on the imbalanced traffic of a certain class to generate new traffic samples until all the imbalanced traffic is trained. Finally, the traffic generated by the GAN and the real traffic samples is trained together as a neural network to improve the classification of imbalanced classes.

Yet the number of unbalanced class samples is small and the convergence of GANs is difficult, GANs often take a very long time to complete the training, and even the generated sample distribution differs greatly from the real sample distribution. Therefore, this paper proposes the PWG-IDS based on the variant of GAN, WG-IGP, and applies the pre-training mechanism to GANs network for the first time, which not only greatly improves the convergence speed of GANs network, but also through ablation study proves that the network traffic data generated by using the pre-training mechanism is closer to the real network traffic data.

III. PWG-IDS IMPLEMENTATION

This section will introduce the PWG-IDS proposed in this paper in detail. As shown in Fig 1. PWG-IDS is composed of two modules: the data generation module and the intrusion detection module. The data generation module is implemented by WG-IGP. We innovatively introduce the pre-training mechanism into GANs, which not only reduces the number of iterations of WG-IGP, but also makes the generated data closer to the real data. And the convolutional layer is added to the WG-IGP network to improve the characterization learning ability of the generator.

The intrusion detection module consists of feature extraction and classifier. In this paper, we use the Boruta [39] algorithm as the feature selection algorithm for the PWG-IDS model. The Boruta algorithm is a wrapper based on the random forest classification algorithm. The random forest classification algorithm is a relatively fast classification algorithm that can usually be implemented without adjusting the parameters and gives a numerical estimate of feature importance. Finally, LightGBM is used as a classifier for PWG-IDS to classify industrial IoT traffic and identify malicious traffic.

A. Data Generator Module

We use WG-IGP to implement the data generation module. WG-IGP is developed from WGAN. Since WGAN uses
weight clipping to satisfy the Lipschitz condition, it leads to the problems of training difficulty and slow convergence during the training process of WGAN. To solve this difficulty, WGAN-GP proposes to use gradient penalty to satisfy the Lipschitz condition.

Like the conventional GANs, the structure of WGAN-GP also contains a generation module (generator, G) and a discriminator module (discriminator, D). However, WGAN-GP sets an extra loss term in the discriminator to implement the gradient penalty, thus satisfying the Lipschitz condition. In other words, WGAN-GP sets an extra loss term in the discriminator so that the gradient does not exceed a K value. And the gradient penalty is not selected under the whole network, but only sampled between the true and false distributions, which can be formulated as:

$$W(\mathbb{P}_r, \mathbb{P}_g) \approx \max_D \{ \mathbb{E}_{x \sim \mathbb{P}_r} [D(x)] - \mathbb{E}_{x \sim \mathbb{P}_g} [D(x)] - \lambda \mathbb{E}_{x \sim \mathbb{P}_w} [\max(0, \|D(x)\| - 1)] \}$$  \hspace{1cm} (1)

Where $\mathbb{P}_r$ denotes the distribution of the real data, $\mathbb{P}_g$ denotes the distribution of the generated data. $\mathbb{E}_{x \sim \mathbb{P}_r}$, $\mathbb{E}_{x \sim \mathbb{P}_g}$ denotes the expectation of the real data and the generated. $-\lambda \mathbb{E}_{x \sim \mathbb{P}_w}$ denotes the gradient penalty term.

After adding the gradient penalty, the objective function of the final optimization of WGAN-GP is as follows:

$$L = \mathbb{E}_{x \sim \mathbb{P}_r} [D(x)] - \mathbb{E}_{x \sim \mathbb{P}_g} [D(x)] + \lambda \mathbb{E}_{x \sim \mathbb{P}_w} [\|D(x)\| - 1]^2$$  \hspace{1cm} (2)

$L$ indicates the final loss, where $\mathbb{E}_{x \sim \mathbb{P}_r} [D(x)] - \mathbb{E}_{x \sim \mathbb{P}_g} [D(x)]$ indicates the final optimization function of WGAN. $\lambda \mathbb{E}_{x \sim \mathbb{P}_w} [\|D(x)\| - 1]^2$ is then the gradient penalty added by WGAN-GP.

In this paper, a pre-training mechanism and an imbalanced data filter are added to the WGAN-GP as the data generation module of the PWG-IDS model, and the structure of this module is shown in Fig 2. The data generation module contains three components: data filter, pre-training component, and imbalanced data generation component, where the network structure used for the pre-training component and the imbalanced data generation component is exactly the same, both of which are WAGN-GP. First, the data filter inputs the data labeled as normal traffic into the pre-training component. After the pre-training is completed, the pre-training component copies the trained network parameters to the unbalanced data generation component. At the same time, the data filter also inputs the imbalanced data into the data generation module. After the imbalanced data generation module is trained, the generated data is the data we ultimately need.

![Fig. 2. Data generator module of PWG-IDS.](image)
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a) Data Filter: Its input is $D_0 = (X,y)$, indicates the traffic data of the IoT, $X$ denotes the characteristics of the traffic, and $Y$ denotes the label of the data. The output is $D'_0 = (X',y')$, then the filtering process of the filter is expressed as follows:

$$D'_0 = \left\{ D'_0 = (X', y') \mid D'_0 \in D_0, y' \neq \text{argmax}_{c \in C} (f_c(\tau)) \right\}$$  \hspace{1cm} (3)

$n_{\tau}$ indicates the number of data whose label is $c_\tau$, where
\[ C = (c_1, c_2, \ldots, c_r). \quad f_c(\cdot) \text{ is the imbalanced data selection function, and its formula is as follows:} \]
\[
f_c(n_{c_t}) = \begin{cases} n_{c_t}, & n_{c_t} / n_{c_{\gamma}} \geq \gamma \\ 0, & n_{c_t} / n_{c_{\gamma}} < \gamma \end{cases} \tag{4}
\]
Where \( n_{c_t} \in C \) denotes network traffic labeled as normal behavior and \( n_{c_{\gamma}} \in C \) denotes network traffic labeled as aggressive behavior. \( \gamma \) indicates the imbalance rate. For example, if \( \gamma = 10 \) means when the number of attack traffic is less than or equal to 1/10 of the number of normal traffic, we consider it as imbalanced traffic which is the data that needs to be generated using the data generation module.

b) Pretraining and Imbalanced data generation Module: They are both WGAN-GP. Data Filter feeds normal data into the pretraining module because all attack traffic can be considered as a variant of normal traffic, so by using normal data for pretraining and copying the pre-trained network parameters into the data generation module, the number of iterations in the data generation module can be reduced and convergence can be accelerated.

### B. Intrusion Detection Module

In this paper, we use LightGBM as a classifier to detect attack traffic in IIoT networks. LightGBM is an efficient gradient boosting decision tree algorithm proposed by a Microsoft team [35], which belongs to the Gradient Boosting Decision Tree (GBDT) algorithm. GBDT is an additive model of a decision tree, which can be used. The formula is expressed as:

\[ f_m(x) = \sum_{m=1}^{M} T(x; \theta_m) \quad \text{(5)} \]

\( T(x; \theta_m) \) is the decision tree; \( \theta_m \) is the parameter of the decision tree; \( M \) is the number of trees. The loss function is as follows:

\[ L(y_i, f_m(x_i)) = \frac{1}{2} (y_i - f_m(x_i))^2 \quad \text{(6)} \]

where \( y_i \) denotes the true value of the ith sample and \( f_m(x_i) \) is the predicted value of the ith sample. Minimizing the loss function yields the optimal parameter \( \theta_m^* \):

\[ \theta_m^* = \arg\min \sum_{i=1}^{M} L(y_i, f_m^{\theta_m}(x_i) + T(x; \theta_m)) \quad \text{(7)} \]

Finally, the optimal GBDT model is constructed based on \( \theta_m^* \).

However, the traditional GBDT algorithm takes up a lot of memory and time for training. LightGBM can take up less memory and reduce the training time by several times without losing prediction accuracy.

LightGBM uses two main methods to improve the training speed, 1) Gradient-based One-Side Sampling (GOSS), which selects data with larger gradients from the sample, thus improving the contribution to the computational information gain. 2) Exclusive Feature Bundling (EFB), which can merge certain features of the data and thus reduce the data dimensionality.

### C. Execution process of the model

a) Data filtering: As shown in Fig. 2, the traffic data are first passed through a data filter, and this filter will filter out the normal traffic data from the imbalanced traffic data. Then, normal traffic data are used as input for the pre-training module and imbalanced data is used as input for the data generation module.

b) Pre-training: The purpose of pre-training is to reduce the number of iterations when generating data, to speed up the convergence of the WGAN-GP, and to generate more realistic data. And in order to make the pre-trained network parameters available for the data generation module, the network structure of the pre-training module is designed to be exactly the same as that of the data generation module.

The pre-training module contains a generator \( G \) and a discriminator \( D \). The goal of \( G \) is to make the distribution \( P_{\hat{\gamma}}(\hat{X}, \hat{y}) \) of the generated data as close as possible to the distribution \( P_{\tau}(X, y) \) of the real data. And the goal of \( D \) is to identify the difference between these two distributions as much as possible, then the process can be expressed by the formula:

\[
\min_{G} \max_{D} V(D, G) = (\log D(X) + \log(1 - D(G(X))) + \lambda \left( \| D(\hat{X}) \|_2^2 - 1 \right)^2 \tag{8}
\]

At each iteration, \( G, D \) are optimized separately, i.e., \( G \) is first fixed to optimize \( D \), and then \( D \) is fixed to optimize \( G \).

Therefore, the optimization functions of \( G, D \) can be expressed separately by the formula:

\[
\max_{D} V(D) = \max_{\theta_D} \frac{1}{m} \sum_{i=1}^{m} \left( \log D(X_i) + \log(1 - D(G(X_i))) \right) \tag{9}
\]

\[ \lambda \] denotes the weight of the penalty term in the gradient penalty, and according to the literature [38], the value of \( \lambda \) is 10 by default. \( \theta_{D} \) denotes the parameter in \( D \). In this paper, the parameter is updated by the gradient descent method, which can be expressed by the following formula:

\[
\theta_D = \theta_D - \frac{1}{m} \sum_{i=1}^{m} \left( \log D(X_i) + \log(1 - D(G(X_i))) \right) \tag{10}
\]

Equation (10) denotes the optimization function of \( D \). Then, according to "(8), (9)" , the optimization function of \( G \) can be obtained similarly as:

\[
\min_{G} V(G) = \min_{\theta_G} \frac{1}{m} \sum_{i=1}^{m} \left( \log(1 - D(G(X_i))) \right) \tag{11}
\]

\( \theta_G \) indicates the parameters in \( G \), which update process is as follows:

\[
\theta_G = \theta_G - \frac{1}{m} \sum_{i=1}^{m} \left( \log(1 - D(G(X_i))) \right) \tag{12}
\]

c) Imbalance data generation: The imbalance data generation module uses the network structure parameters \( \theta_D, \theta_G \) of the pre-training module and the data filter to get imbalanced data as input. And use the imbalanced data to continue to train \( \theta_D, \theta_G \). After adversarial training, \( G \) can be used to generate class imbalanced data, pre-training and data generation module pseudo-code as algorithm 1.

d) Intrusion detection: \( G \) is obtained according to step c), and then \( G \) is used to generate class imbalance data, and both generated and real data are input to LightGBM for training, and the optimal classifier model is obtained after training is completed for detecting attack traffic in it.
Algorithm 1: Imbalanced data generation

Input: $D_t = (X, y), D'_t = (\tilde{X}, \tilde{y})$. We use default values of $\beta = 0.0001, \beta_1 = 0.9, \beta_2 = 0.999, \lambda = 10$

Output: generator

/* Process of pretrain
1 while $\text{loss}_{\theta_{D}} \geq 0.98$ and $\text{loss}_{\theta_{G}} \leq -0.98$ do
2 /* Training of the discriminator
3 for $t$ steps do
4 Sample $\{X_i\}_{i=1}^n$ as a batch form $P_{x}(X, y)$
5 $X_i \leftarrow \tilde{D}(Z_i)$
6 $\text{loss}_{D} = \frac{1}{n} \sum_{i=1}^{n} \text{loss}_{D}^i$
7 end for

/* Training of the generator
8 Sample $\{Z_i\}_{i=1}^n$ as a batch from $P_{z}(\tilde{X}, \tilde{y})$
9 $\theta_G \leftarrow \theta_G + \beta \cdot \text{Adam}(\theta_G, \eta_{\theta_G}, \beta_1, \beta_2)$
10 end while

/* Process of generating imbalanced data
11 while $\text{loss}_{\theta_{D}} \geq 0.99$ and $\text{loss}_{\theta_{G}} \leq -0.99$ do
12 Use $\theta_{D}$ of the process of pre-train optimize discriminator
13 Use $\theta_{G}$ of the process of pre-train optimize generator
14 end while

15 return $G$

IV. EXPERIMENT AND RESULT

In this section, experiments are conducted to evaluate the performance of the PWG-IDS proposed in this paper. First, the benchmark dataset, evaluation criteria, and execution environment used for the experiments are presented, and then, PWG-IDS is compared with the state-of-the-art model and class balancing methods, and the experiments show that the PWG-IDS outperforms the state-of-the-art methods. Then, the superiority of using the pre-training mechanism for training GANs networks is demonstrated through an ablation study.

A. Benchmark Dataset

In this paper, NSL-KDD [36], CIS-IDS2018 [37], chosen as the benchmark dataset for evaluation. They are very classical datasets in the field of intrusion detection.

NSL-KDD is one of the first datasets to emerge in the field of intrusion detection, and it is an improvement of the KDD99 dataset, which each sample contains 41 features, where features 1-9 are basic features of network connections, features 10-22 are content-related traffic features, features 23-31 are time-related traffic features and features 31-41 are host-related traffic features.

CIS-IDS2018 is the most comprehensive and up-to-date dataset publicly available in the field of intrusion, created by the Canadian Institute for Cyber Security (CIC), and contains six different attack scenarios covering a wide range of currently known attacks. Each sample has 83 features, of which features 1-4 and 80-83 are basic network connectivity features, features 5-22 are network packet-related features, features 17-45 and 64-67 are network flow-related features, features 46-63 are content-related traffic features, and features 68-79 are traffic features related to generic targets.

The sample label distribution of the selected benchmark dataset in this paper is shown in Table 1. It should be noted that due to the small number of samples in the NSL-KDD dataset, all of the NSL-KDD data are selected in this paper, while CIS-IDS2018 is only partially selected in this paper, but still has more samples than all of the NSL-KDD. Each dataset is divided by the ratio of the training set to the test set of 8:2.

| Table I | Distribution of the Datasets |
|---------|-----------------------------|
| Dataset          | Class | Samples | Imbalance ratio |
| NSL-KDD          | Normal | 77054   | -                |
|                 | DoS    | 53385   | 1.443            |
|                 | Probe  | 14077   | 5.474            |
|                 | R2L    | 3749    | 20.553           |
|                 | U2R    | 252     | 305.770          |
| CIDS2018         | Benign | 80000   | -                |
|                 | Bot    | 22400   | 3.571            |
|                 | SSH    | 15200   | 5.263            |
|                 | Bruteforce | 15200 | 5.263          |
|                 | FTP-Bruteforce | 15200 | 5.263        |
|                 | Infiltration | 12858 | 6.222        |
|                 | DDoS attack-HOC | 50000 | 1.600       |
|                 | DDoS attack-LOIC-HTTP | 45600 | 1.754       |
|                 | DDoS attack-LOIC-UDP | 1384  | 57.803       |
|                 | DoS attacks-Hulk | 36800 | 2.174      |
|                 | DoS attacks-SlowHTTPTest | 10400 | 7.692    |
|                 | DoS attacks-GoldenEye | 3280  | 24.390     |
|                 | DoS attacks-Slowloris | 800   | 100.000   |
|                 | Brute Force-Web | 290   | 275.862   |
|                 | Brute Force-XSS | 121   | 661.157   |
|                 | SQL Injection | 43    | 1860.465   |

B. Evaluation metrics

In order to evaluate PWG-IDS more accurately, we choose F1-Score and accuracy rate as the evaluation criteria, F1-Score is the summed average of the check accuracy rate and the check completeness rate, which is often used as the evaluation criteria for multi-classification problems. They are formulated as follows.

\[
\text{Accuracy} = \frac{TP + TN}{TP + FN + FP + TN} \\
\text{Precision} = \frac{TP}{TP + FP} \\
\text{Recall} = \frac{TP}{TP + FN} \\
F1 - \text{Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

Where TP, FP, TN, and FN indicate true positive, false positive, true negative, and plus negative, respectively.
C. Execution Environment and Parameters

The experiments in this paper are done in Ubuntu, and the deep learning and machine learning frameworks used are Tensorflow and Sklearn, and the specific experimental environmental parameters are shown in Table II.

| Software / Hardware | Parameters |
|---------------------|------------|
| CPU                 | Inter Xeon E5v4 |
| GPU                 | Quadro P4000 |
| Memory              | 64G |
| OS                  | Ubuntu 18.04 |
| DL Framework        | Tensorflow 2.2 |
| ML Framework        | Sklearn 0.24.2 |

The network structure of WGAN-GP used by the generation module is shown in Table III. The optimizer uses Adam, which has the parameters $\alpha = 0.00001, \beta_1 = 0.9, \beta_2 = 0.999, \text{decay} = 0$. The setting of batch size is determined according to the number of samples of the imbalance class, and the default is 64.

D. Experimental Results

Since the traditional machine learning algorithms, such as naive Bayes, random deep forest, support vector machine, etc., generally do not perform as well as the GDBT algorithm, the common GDBT algorithm and deep neural network are chosen as baseline methods. In terms of class balancing, we have chosen SMOTE algorithm, the experimental results are shown in Table IV.

From the above table, we can see that the GDBT methods achieve very good performance on the NSL-KDD dataset, but the accuracy of those methods is higher while the F1-Score is lower, and after mitigating the imbalance of the data by using the SMOTE algorithm, their F1-Score have improved significantly. It shows that GDBT methods cannot handle class imbalance data well by themselves. In contrast, the PWG-IDS proposed in this paper obtains the highest F1-Score on each dataset, proving that the PWG-IDS is very effective in dealing with the imbalance of the data.

E. Ablation study

To demonstrate the effectiveness of the pre-training mechanism proposed in this paper, the PWG-IDS is ablated with CIS-IDS2018 as an example, and the impact of the pre-training mechanism on the generation module is first analyzed, and finally the impact of the pre-training mechanism on the performance of the whole model is analyzed.

Fig. 3 shows the number of iterations of the WGAN-GP network without pre-training, and Fig. 4 shows the number of iterations of the WGAN-GP network with pre-training, which clearly shows that the pre-training mechanism can greatly reduce the number of iterations of the WGAN-GP network, thus proving that the pre-training mechanism can effectively improve the convergence speed of the GANs.

Also taking the CIS-IDS2018 dataset as an example, Fig. 5 shows the effect of the pre-training mechanism on the model Accuracy and F1-Score, and the following conclusions can be drawn from Fig. 3, Fig. 4 and 5: our proposed pre-training mechanism for GANs can reduce the convergence time of the GANs model without guaranteeing a reduction in model performance, thus improving the training speed. Moreover, the pre-training mechanism can also improve the performance of certain algorithms, such as XGBoost, CatBoost, and FNN.

| Algorithm          | NSL-KDD | CIC-IDS2018 |
|--------------------|---------|-------------|
|                    | Accuracy| Accuracy    | Accuracy | F1-Score | |
| LightGBM           | 0.99    | 0.95        | 0.96     | 0.83     | |
| XGBoost            | 0.99    | 0.96        | 0.95     | 0.72     | |
| CatBoost           | 0.99    | 0.96        | 0.90     | 0.41     | |
| FNN                | 0.99    | 0.96        | 0.95     | 0.68     | |
| LightGBM+SMOTE     | 1       | 0.96        | 0.96     | 0.85     | |
| XGBoost+SMOTE      | 1       | 0.95        | 0.95     | 0.87     | |
| CatBoost +SMOTE    | 0.99    | 0.94        | 0.94     | 0.60     | |
| FNN+SMOTE          | 1       | 0.97        | 0.96     | 0.86     | |
| PWG-IDS            | 1       | 0.99        | 0.96     | 0.90     | |
Fig. 3(a) Number of iterations required to generate sample of attack category DoS attacks-GoldenEye without pre-training.

Fig. 3(b) Number of iterations required to generate sample of attack category SQL Injection without pre-training.

Fig. 3(c) Number of iterations required to generate sample of attack category DDoS attack-LOIC-UDP without pre-training.

Fig. 3(d) Number of iterations required to generate sample of attack category DoS attacks-Slowloris without pre-training.

Fig. 4(a) Number of iterations required to generate sample of attack category DoS attacks-GoldenEye with pre-training.

Fig. 4(b) Number of iterations required to generate sample of attack category SQL Injection without pre-training.

Fig. 4(c) Number of iterations required to generate sample of attack category DDoS attack-LOIC-UDP without pre-training.

Fig. 4(d) Number of iterations required to generate sample of attack category DoS attacks-Slowloris without pre-training.
V. CONCLUSION

Intrusion detection is a hot issue in the field of IIoT security. With the exponential growth in the number of network devices, the imbalanced distribution of attack traffic poses great difficulties for IDS.

To solve this problem, PWG-IDS is proposed in this paper. First, we generate new network attack traffic samples for class imbalance traffic through the WGAN-GP, and in the process of generating samples, we also propose a pre-training mechanism for training GANs, which provides a new way of thinking for training GANs. We apply the pre-training network with WGAN-GP, which reduces the number of iterations of WGAN-GP, speeds up the convergence of GANs, and can generate more realistic data, effectively increasing the performance of the IDS. Then LightGBM is used as a classifier to detect attack traffic in IIoT networks. Finally, experiments are conducted using 2 typical intrusion detection datasets, and the experimental results show that the PWG-IDS proposed in this paper outperform the current state-of-the-art methods.

However, the pre-training mechanism proposed in this paper requires separate pre-training for each different dataset, and, while using with pre-training cannot improve the performance of all classification algorithms. Therefore, in future work, we would like to increase the robustness and generalization capability of the pre-training mechanism.
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