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Abstract. We consider the Constrained-degree percolation model in random environment on the square lattice. In this model, each vertex $v$ has an independent random constraint $\kappa_v$ which takes the value $j \in \{0, 1, 2, 3\}$ with probability $\rho_j$. Each edge $e$ attempts to open at a random uniform time $U_e$ in $[0, 1]$, independently of all other edges. It succeeds if at time $U_e$ both its end-vertices have degrees strictly smaller than their respectively attached constraints. We show that this model undergoes a non-trivial phase transition when $\rho_3$ is sufficiently large. The proof consists of a decoupling inequality, the continuity of the probability for local events, and a coarse-graining argument.

Résumé. Nous considérons le modèle de percolation à degré contraint dans un environnement aléatoire sur le réseau carré. Dans ce modèle, chaque sommet $v$ a une contrainte aléatoire indépendante $\kappa_v$ qui prend la valeur $j \in \{0, 1, 2, 3\}$ avec probabilité $\rho_j$. Chaque arête $e$ tente de s’ouvrir à un temps uniforme aléatoire $U_e$ dans $[0, 1]$, indépendamment de toutes les autres arêtes. Il réussit si à l’instant $U_e$ ses deux sommets d’extrémité ont des degrés strictement inférieurs à leurs contraintes respectives attachées. Nous montrons que ce modèle subit une transition de phase non triviale lorsque $\rho_3$ est suffisamment grand. La preuve consiste en une inégalité de découplage, la continuité de la probabilité des événements locaux et un argument de renormalisation.
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1. Introduction

The Constrained-degree percolation model was introduced in [20]. It is a dependent continuous-time percolation process that evolves according to the following dynamics: after a uniformly distributed random time, each edge attempts to open and it succeeds if at this random time both its end-vertices have degrees strictly smaller than some fixed integer number $\kappa$. Once an edge becomes open it remains open. In contrast to classical dynamical Bernoulli percolation, at any fixed time $t \in (0, 1]$, the model exhibits dependencies of all orders. Other examples of models with infinite range dependence include Voronoi percolation [4], Boolean percolation [1], and Majority percolation [2]. In such models, a decoupling technique must be carried out to understand the underlying structure of the model. Indeed, decoupling tools together with multiscale renormalization schemes constitute a very powerful mechanism to approach dependent systems.

There is a growing literature on models with some type of local constraint. For instance, in [11] the Erdös-Rényi random graph $G_{n,p}$ is studied conditioned on the event that all vertex degrees belong to some subset $\mathcal{S}$ of the non-negative integers. Subject to a tricky hypothesis on $\mathcal{S}$, the authors obtain a condition for the existence (or not) of a giant component. Rigorous mathematical results on the so-called 1-2 Model, a statistical mechanics model on the hexagonal lattice in which the degree of each vertex is constrained to be 1 or 2, are reviewed in [12]. In [10] the authors study Eulerian percolation on the square lattice, a classical Bernoulli bond percolation model with parameter $p$ conditioned on the fact that every site is of even degree. See [14, 18] for other examples of constraint models.

Denote by $L^2 = (\mathbb{Z}^2, E)$ the usual square lattice. In [8], the authors show that the Constrained-degree percolation model on $L^2$ admits a non-trivial phase transition when $\kappa_v = 3$ for all $v \in \mathbb{Z}^2$. They also show that when $\kappa_v \leq 2$ for all $v \in \mathbb{Z}^2$, there is no percolation, even at time 1. A natural question is the following: what
happens if we allow some positive density of vertices to have constraints strictly less than three? Would the model still exhibit a non-trivial critical phenomenon?

For instance, in [9] the authors simulate various scenarios for the Constrained-degree percolation process on \( \mathbb{L}^2 \). Their numerical results suggest that the model with uniform constraints 2 and 3 percolates at some time around 0.728. On the other hand, the model with uniform constraints 1, 2, and 3 does not percolate at any time.

In recent years, special attention has been given to models where the underlying fixed structure of the graph is replaced by a random environment. Pioneering work in this direction is the paper of McCoy and Wu (see [19]), where the Ising model with impurities is introduced, allowing each row of vertical bonds to vary randomly from row to row with a prescribed probability function. The authors investigate the effect of random impurities on the phase transition of the model. Since the seminal paper [19], the question of whether a random environment could affect the phase transition has been investigated in different contexts, including percolation [13, 15], oriented percolation [16], Ising model [6, 7], and the contact process [5, 17].

Motivated by this we introduce a variant of the model studied in [8], allowing each vertex of the square lattice to receive a constraint value on the set \{0, 1, 2, 3\} according to an i.i.d. law. Our main result is the existence of a non-trivial critical phenomenon for this model when the density of sites with constraint three is sufficiently close to one. The model is formally defined in the next section.

1.1. The Model

We introduce the model on \( \mathbb{L}^2 = (\mathbb{Z}^2, \mathcal{E}^2) \). Let \( \kappa = \{\kappa_v\}_v \in \mathbb{Z}^2 \) be a sequence of i.i.d. random variables taking values \( j \in \{0, 1, 2, 3\} \) with probability \( \rho_j \). The corresponding product measure is denoted by \( \mathbb{P}_\rho \).

A temporal configuration is introduced with a sequence \( \{U_e\}_e \in \mathcal{E}^2 \) of i.i.d. uniform random variables in \([0, 1]^{\mathcal{E}^2}\), independent of the sequence \( \kappa = \{\kappa_v\}_v \in \mathbb{Z}^2 \) (sometimes we call \( \{U_e\}_e \in \mathcal{E}^2 \) a configuration of clocks). We consider a continuous-time percolation configuration

\[
\omega_t : [0, 1]^{\mathcal{E}^2} \times \{0, 1, 2, 3\}^{\mathbb{Z}^2} \longrightarrow \{0, 1\}^{\mathcal{E}^2},
\]

constructed as follows: at time \( t = 0 \) all edges are closed. Denote by \( \deg(v, t) \) the degree of vertex \( v \) in \( \omega_t \) (note that \( \deg(v, 0) = 0 \) for all \( v \in \mathbb{Z}^2 \)). Each edge \( e = (u, v) \) opens at time \( U_e \) if both \( \deg(u, U_e) < \kappa_u \) and \( \deg(v, U_e) < \kappa_v \). Denote by \( \omega_t(e) \) the configuration at edge \( e \). We say \( e \) is t-open or t-closed according to \( \omega_t(e) = 1 \) or \( \omega_t(e) = 0 \); also let \( \mathbb{P}_{\rho, t} \) denote the law of \( \omega_t \). Formally, we can express \( \omega_t \) as the product of a collection of indicator functions, i.e., if \( e = (u, v) \), then

\[
\omega_t(e) = \mathbb{1}_{\{U_e \leq t\}} \times \mathbb{1}_{\{\deg(u, U_e) < \kappa_u\}} \times \mathbb{1}_{\{\deg(v, U_e) < \kappa_v\}}.
\]

Using Harris’ construction (see discussion after Theorem 2), it is straightforward to show that \( \omega_t \) is well defined for almost all sequences \( U = \{U_e\}_e \in \mathcal{E}^2 \) and \( \kappa = \{\kappa_v\}_v \in \mathbb{Z}^2 \) and all \( t \in [0, 1] \).

Denote by \( \mathbb{P} \) the product of Lebesgue measures governing the sequence \( \{U_e\}_e \in \mathcal{E}^2 \). It is clear that the bond percolation process defined above is governed by the pushforward product law

\[
\mathbb{P}_{\rho, t}(A) = (\mathbb{P} \times \mathbb{P}_\rho)(\omega_t^{-1}(A)),
\]

for any event \( A \subset \{0, 1\}^{\mathcal{E}^2} \).

Our main result is the following:

**Theorem 1.** Consider the Constrained-degree percolation model on \( \mathbb{L}^2 \) with \( \rho = (\rho_0, \rho_1, \rho_2, \rho_3) \). There exists a constant \( \eta > 0 \) such that

\[
\mathbb{P}_{\rho, t}(0 \longleftrightarrow \infty) > 0, \quad \forall (\rho_3, t) \in (1 - \eta, 1]^2.
\]

1.2. Organization

We shall implement a renormalization scheme, which is done in two steps: the triggering argument and the induction step. In Section 2, we prove a decoupling inequality which will be useful for the induction step of the construction. In Section 3, we show that \( \mathbb{P}_{\rho, t}(A) \) is a continuous function of \( (\rho, t) \) for any local event \( A \), a fact that will be important for proving the triggering argument. In Section 4 we use a coarse-graining argument to conclude the proof of Theorem 1. We stress that the results of Section 2 and Section 3 are valid in a more general context.
2. Decay of Correlations

In this section, we introduce the model on the hypercubic lattice \( \mathbb{L}^d = (\mathbb{Z}^d, \mathcal{E}^d) \). All the results and discussions in Section 2 and Section 3 hold in this more general framework. In Section 4, we return to the model on the square lattice \( \mathbb{L}^2 \) to prove Theorem 1.

Let \( \kappa = \{ \kappa_v \}_{v \in \mathbb{Z}^d} \) be a sequence of i.i.d. random variables taking value \( j \in \{ 0, 1, \ldots, 2d - 1 \} \) with probability \( \rho_j \). The corresponding product measure is denoted by \( \mathbb{P}_\rho \). As before, a temporal configuration is introduced with a sequence \( \{ U_e \}_{e \in \mathcal{E}^d} \) of i.i.d. uniform random variables on \( [0, 1]^d \) with corresponding product measure \( \mathbb{P} \), independent of the sequence \( \kappa = \{ \kappa_v \}_{v \in \mathbb{Z}^d} \). The percolation configuration is denoted by

\[
\omega_t : [0, 1]^d \times \{ 0, 1, \ldots, 2d - 1 \}^\mathbb{Z}^d \longrightarrow \{ 0, 1 \}^d,
\]

and constructed as follows: at time \( t = 0 \) all edges are closed. Each edge \( e = \langle u, v \rangle \) opens at time \( U_e \) if both \( \text{deg}(u, U_e) < \kappa_u \) and \( \text{deg}(v, U_e) < \kappa_v \). Denote by \( \omega_t(e) \) the percolation configuration at edge \( e \) and by

\[
\mathbb{P}_{\rho, t}(A) = (\mathbb{P} \times \mathbb{P}_\rho)(\omega_t^{-1}(A))
\]

the law of \( \omega_t \), for any event \( A \subset [0, 1]^d \).

Let us introduce some notation. We denote by \( \delta(u, v) \) the graph distance between vertices \( u, v \in \mathbb{Z}^d \). Given \( \Lambda, \tilde{\Lambda} \subset \mathbb{Z}^d \), let \( \delta(\Lambda, \tilde{\Lambda}) = \inf \{ \delta(x, y) : x \in \Lambda, y \in \tilde{\Lambda} \} \) and write \( B_r(\Lambda) = \{ x \in \mathbb{Z}^d : \delta(x, \Lambda) \leq r \} \) for the ball of radius \( r \) centered at \( \Lambda \), \( r \in \mathbb{N} \). If \( \Lambda \) is unitary, say \( \Lambda = \{ v \} \), we will write \( B_r(\{ v \}) \) instead of \( B_r(\{ v \}) \). Denote by \( \partial \Lambda, \partial^* \Lambda \) the vertex, external vertex, and external edge boundaries of \( \Lambda \), respectively, that is,

\[
\partial \Lambda = \{ u \in \Lambda : \exists v \in \Lambda^c \text{ such that } \delta(u, v) = 1 \},
\]

\[
\partial^* \Lambda = \{ u \in \Lambda^c : \exists v \in \Lambda \text{ such that } \delta(u, v) = 1 \},
\]

\[
\partial \Lambda = \{ (u, v) \in \mathcal{E}^d : u \in \Lambda \text{ and } v \in \Lambda^c \}.
\]

Given a collection of sites \( \Gamma \subset \mathbb{Z}^d \), we will use \( \mathcal{E}(\Gamma) \) to denote the set of edges in the graph generated by \( \Gamma \), i.e., the set of edges with both endpoints in \( \Gamma \).

The restriction of a configuration \( \omega \) to a set \( K \subset \mathcal{E}^d \) is \( \omega|_K = \{ \omega(i) : i \in K \} \). Define the cylinder set \( [\omega|_K = \{ \omega'\} : \omega'|_K = \omega|_K \} \). We say that the event \( A \text{ lives on a set } K \) if \( \omega \in A \) and \( \omega' \in [\omega|_K \} \) imply \( \omega' \in A \). Given \( K \subset \mathcal{E}^d \), we will write \( H_K = \{ A : A \text{ lives on } K \} \). We say \( A \) is a local event if \( A \text{ lives on some finite set } K \).

We will prove the decoupling inequality below.

**Theorem 2.** Let \( \Lambda_1 \) and \( \Lambda_2 \) be finite disjoint subsets of \( \mathbb{Z}^d \). Assume \( A_1 \in H_{\mathcal{E}(\Lambda_1)} \) and \( A_2 \in H_{\mathcal{E}(\Lambda_2)} \). There exists \( \psi(d) > 0 \) such that

\[
|\mathbb{P}_{\rho, t}(A_1 \cap A_2) - \mathbb{P}_{\rho, t}(A_1) \mathbb{P}_{\rho, t}(A_2)| \leq c_3 (|\partial \Lambda_1| + |\partial \Lambda_2|) e^{-\psi(\Lambda_1, \Lambda_2)},
\]

for some constant \( c_3(d) > 0 \), and for all \( \rho = (\rho_0, \ldots, \rho_{2dt-1}) \) and \( t \in [0, 1] \).

Consider the following definitions related to the space of clocks: given \( a, b \in [0, 1] \) and a sequence of times \( U = \{ U_e \}_{e \in \mathcal{E}^d} \), denote by \( C_{a,b}(x) \) the set of vertices connected to \( x \in \mathbb{Z}^d \) by a path of edges whose clocks ring in the time interval \( (a, b] \). That is, \( v \in C_{a,b}(x) \) if, and only if, there exists an alternating sequence \( x = x_0, c_0, x_1, c_1, \ldots, c_{n-1}, x_n = v \) of distinct vertices \( x_i \) and edges \( c_i = \langle x_i, x_{i+1} \rangle \) such that \( a < U_{c_i} \leq b \). Note that \( C_{a,b}(x) \) can be identified with the open cluster of vertex \( x \) in an independent Bernoulli percolation model with parameter \( b - a \). If \( \Lambda \subset \mathbb{Z}^d \), we write \( C_{a,b}(\Lambda) \) for the union of clusters of vertices of \( \Lambda \), i.e., \( C_{a,b}(\Lambda) = \bigcup_{x \in \Lambda} C_{a,b}(x) \). Given \( \Gamma \subset \mathbb{Z}^d \), we will write \( C_{a,b}(\Gamma) \) for the set of vertices connected to \( x \in \mathbb{Z}^d \) by a path of edges whose clocks ring in the time interval \( (a, b] \)

and that uses only edges with both end-points in \( \Gamma \).

Let us briefly sketch the proof of Theorem 2 in the particular case \( t < p_c(\mathbb{L}^d) \), where \( p_c(\mathbb{L}^d) \) is the critical threshold for independent Bernoulli bond percolation on \( \mathbb{L}^d \). Given a finite set \( \Lambda \subset \mathbb{Z}^d \), we will show (see Lemma 2) that on the event that \( C_{0,t}(\Lambda) \) is confined to some ball of radius \( r \), say \( B_r(\Lambda) \), the occurrence of any event that lives on \( \Lambda \) depends only on the variables \( U_e \) on edges of \( \mathcal{E}(B_{r+1}(\Lambda)) \) and the variables \( \kappa_v \) with \( v \in B_{r+1}(\Lambda) \). This fact and the exponential decay of the radius of \( C_{0,t}(\Lambda) \) (which follows from a coupling with Bernoulli percolation of parameter \( t \)) gives us, with a little extra work, the necessary tools to prove the decoupling when
\[ t < p_c(\mathbb{Z}^d). \] It turns out that this argument is no longer enough when \( t \geq p_c(\mathbb{I}^d). \) In this case, pick \( m \in \{1, \ldots, 2d\} \) such that \( t \in \left( \frac{m-1}{2d}, \frac{m}{2d} \right] \) and write

\[
\mathcal{I}_t(\Lambda) = C_{0, \frac{m}{2d}} \left( C_{\frac{m-1}{2d}, \frac{m}{2d}} \left( \cdots \left( C_{\frac{m-2}{2d}, \frac{m-1}{2d}} t(\Lambda) \right) \right) \right). \tag{1}
\]

The set \( \mathcal{I}_t(\Lambda) \) is seen as a composition of clusters containing \( \Lambda \). The first layer is the set of vertices connected to \( \Lambda \) by a path of edges whose clocks ring between times \( \frac{m-1}{2d} \) and \( t \); the second layer is the set of vertices connected to the first layer by a path of edges whose clocks ring between times \( \frac{m-2}{2d} \) and \( \frac{m-1}{2d} \), and so on. The choice of intervals of length \( 1/2d \) is arbitrary, but \( 2d \) is a nice integer such that \( 1/2d < p_c(\mathbb{Z}^d) \), and so it gives the exponential tail decay of the radius of each layer in \( \mathcal{I}_t(\Lambda) \).

The random set in (1) can be used to show that the model is well defined. In our case, the classical Harris’ argument reduces to the observation that, for any \( t \in [0, 1] \), the state \( \omega_t(e) \) of any edge \( e \in \mathcal{E}^d \) is determined by checking only a finite number of random variables. Indeed, Lemma 1 below says that \( \mathcal{I}_t(\Lambda) \) is almost surely finite and Lemma 2 states that if \( \mathcal{I}_t(\Lambda) \) is limited to some ball \( B_r(\Lambda) \), then the occurrence of any event that lives on \( \Lambda \) depends only on the variables \( U_c \) on edges of \( \mathcal{E}(B_{r+1}(\Lambda)) \) and the variables \( \kappa_v \) with \( v \in B_{r+1}(\Lambda) \) (the careful reader will notice that set of edges and vertices whose clocks and constraints actually affect the occurrence of any event living on \( \Lambda \) is a subset of such ball). Therefore, to determine the state of each edge at any time, it is enough to check the configuration of clocks and constraints in some almost surely finite region. Lemma 3 below gives quantitative estimates for the size of such a region.

In the remainder of this section, we present the three lemmas that will help us to prove Theorem 2 and their proofs. In what follows, \( \mathbb{E}(\cdot) \) denotes the expectation with respect to the product measure \( \mathbb{P} \) on the space of clocks.

**Lemma 1.** There exists a constant \( c_1 = c_1(d) < \infty \) such that, for all \( v \in \mathbb{Z}^d \),

\[
\sup_{t \in [0, 1]} \mathbb{E}(|\mathcal{I}_t(\Lambda)|) \leq c_1.
\]

**Proof.** Since \( \mathcal{I}_t(\Lambda) \subseteq \mathcal{I}_t(v) \) for all \( t \in [0, 1] \), it suffices to show that \( \mathbb{E}(|\mathcal{I}_t(\Lambda)|) \leq c_1 \) for all \( v \in \mathbb{Z}^d \). Define the auxiliary sets

\[
\mathcal{D}_j(v) = C_{\frac{j+1}{2d}, \frac{j}{2d}} \left( \cdots \left( C_{\frac{j+2-d}{2d}, \frac{j+1}{2d}} v \right) \right), \quad j \in \{0, 1, \ldots, 2d - 1\}.
\]

Note that \( \mathcal{D}_1(v) \) is obtained from \( \mathcal{I}_t(\Lambda) \) by deleting the outermost cluster of \( \mathcal{I}_t(\Lambda) \). For each \( v \in \mathbb{Z}^d \), it holds

\[
\mathbb{E}(|\mathcal{I}_t(\Lambda)|) = \mathbb{E} \left[ \mathbb{E} \left[ |\mathcal{I}_t(\Lambda)| | \mathcal{D}_1(v) \right] \right] = \mathbb{E} \left[ \mathbb{E} \left[ \left| C_{0, \frac{1}{2d}} (\partial \mathcal{D}_1(v)) \right| | \mathcal{D}_1(v) \right] \right].
\]

For a given \( \Gamma \subset \mathbb{Z}^d \), observe that the event \( \{ \mathcal{D}_1(v) = \Gamma \} \) gives information on the clocks of edges in \( \mathcal{E}(\Gamma) \cup \partial^* \Gamma \), but is independent of the clocks on edges in \( \mathcal{E}(\Gamma^c) \). Consider the random sets

\[
X_i(\Gamma) = \left\{ e \in \partial^* \Gamma : U_e \in \left( \frac{i}{2d}, \frac{i+1}{2d} \right] \right\}, \quad i = 0, 1, \ldots, 2d - 1,
\]

and note that, for fixed \( \Gamma \), the function \( \mathbb{E} \left[ \left| C_{0, \frac{1}{2d}} (\partial^* \Gamma) \right| \mathcal{D}_1(v) = \Gamma; X_0(\Gamma) \right] \) is maximized when all the clocks on edges of \( \partial^* \Gamma \) ring in \( (0, 1/2d) \). Hence,

\[
\mathbb{E} \left[ \left| C_{0, \frac{1}{2d}} (\partial^* \Gamma) \right| \mathcal{D}_1(v) = \Gamma; X_0(\Gamma) \right] \leq \mathbb{E} \left[ \left| C_{0, \frac{1}{2d}} (\partial^* \Gamma) \right| \mathcal{D}_1(v) = \Gamma; X_0(\Gamma) = \partial^* \Gamma \right]
\]

\[
\leq \mathbb{E} \left[ |\partial^* \Gamma| + \left| C_{0, \frac{1}{2d}} (\partial^* \Gamma) \right| \mathcal{D}_1(v) = \Gamma; X_0(\Gamma) = \partial^* \Gamma \right]
\]

\[
= |\partial^* \Gamma| + \mathbb{E} \left[ \left| C_{0, \frac{1}{2d}} (\partial^* \Gamma) \right| \right] \leq |\partial^* \Gamma| + \mathbb{E} \left[ \left| C_{0, \frac{1}{2d}} (\partial^* \Gamma) \right| \right].
\]

A classical counting argument in percolation gives \( \mathbb{E} \left[ \left| C_{0, \frac{1}{2d}} (u) \right| \right] \leq (1 + 2d) \), for any \( u \in \mathbb{Z}^d \). This leads to

\[
\mathbb{E} \left[ \left| C_{0, \frac{1}{2d}} (\Gamma) \right| \mathcal{D}_1(v) = \Gamma \right] \leq |\partial^* \Gamma| + |\partial^* \Gamma|(1 + 2d) \leq |\partial^* \Gamma|(1 + 2d(1 + 2d)) \leq 4d(d + 1)|\Gamma|,
\]
and we obtain
\[ \mathbb{E}[|I_1(v)|] \leq 4d(1 + d)\mathbb{E}[|D_1(v)|]. \] (3)

Consider the events \( \{D_j(v) = \Gamma\} \), for some deterministic set \( \Gamma \). If we condition on the event that all edges in \( \partial^c \Gamma \) ring in the interval \( \left( \frac{j}{2d}, \frac{j+1}{2d} \right) \), then the same reasoning leading to (3) yields
\[ \mathbb{E}[|D_j(v)|] \leq 4d(1 + d)\mathbb{E}[|D_{j+1}(v)|], \quad j \in \{1, \ldots, 2d - 2\}. \]

Therefore,
\[ \mathbb{E}[|I_1(v)|] \leq [4d(1 + d)]^{2d} = c_1(d), \]
and the proof is complete.

For fixed \( \Lambda \subset \mathbb{Z}^d \), \( t \in [0, 1] \) and \( r \in \mathbb{N} \), define the clock event
\[ \Xi_{\Lambda,t,r} = \{U : I_t(\Lambda) \subset B_r(\Lambda)\}. \]
When \( t = 1 \) we write \( \Xi_{\Lambda,r} \) instead of \( \Xi_{\Lambda,1,r} \). In what follows, we abuse notation and write \( \omega^{-1}_t(A) \cap \Xi_{\Lambda,t,r} \) for the set of all sequences \( \kappa = \{\kappa_v\}_{v \in \mathbb{Z}^d} \) and \( U = \{U_v\}_{v \in \mathbb{Z}^d} \) that induce the occurrence of \( A \) and such that \( U \in \Xi_{\Lambda,t,r} \).

**Lemma 2.** Let \( \Lambda \subset \mathbb{Z}^d \) be a finite set. If \( A \in \mathcal{H}_{\mathcal{E}(\Lambda)} \), then the event \( \omega^{-1}_t(A) \cap \Xi_{\Lambda,t,r} \) depends only on the collection of random variables \( U_v \) with \( e \in \mathcal{E}(B_{r+1}(\Lambda)) \) and the random variables \( \kappa_v \) with \( v \in B_{r+1}(\Lambda) \).

**Proof.** Fix \( (\kappa, U) \in \omega_t^{-1}(A) \cap \Xi_{\Lambda,t,r} \). Given a collection of constraints \( \tilde{\kappa} \in \{0, \ldots, 2d - 1\}^{2d} \) and clocks \( \tilde{U} \in [0, 1]^{2d} \), we consider, with some abuse of notation, the new configurations
\[ (\kappa \times \tilde{\kappa})_v = \begin{cases} \kappa_v & \text{if } v \in B_{r+1}(\Lambda), \\ \tilde{\kappa}_v & \text{if } v \notin B_{r+1}(\Lambda), \end{cases} \]
and
\[ (U \times \tilde{U})_e = \begin{cases} U_e & \text{if } e \in \mathcal{E}(B_{r+1}(\Lambda)), \\ \tilde{U}_e & \text{if } e \notin \mathcal{E}(B_{r+1}(\Lambda)). \end{cases} \]

Denote by \( \tilde{\omega}_t \) the percolation configuration at \( \kappa \times \tilde{\kappa} \) and \( U \times \tilde{U} \) and by \( \omega_t \) the configuration at \( \kappa \) and \( U \).

The first thing to observe is that \( U \times \tilde{U} \in \Xi_{\Lambda,t,r} \). Indeed, let \( f \in \partial^c I_t(\Lambda) \) and observe that \( U_f > U_e \) for all \( e \in \mathcal{E}(I_t(\Lambda)) \) sharing a vertex with \( f \); otherwise \( f \) would be in \( \mathcal{E}(I_t(\Lambda)) \). Besides, since \( U \in \Xi_{\Lambda,t,r} \), all edges on \( \partial^c I_t(\Lambda) \) necessarily have both end-vertices inside the ball \( B_{r+1}(\Lambda) \). This prevents that any change on the clocks outside \( \mathcal{E}(B_{r+1}(\Lambda)) \) interferes in the occurrence of the event \( \Xi_{\Lambda,t,r} \). It remains to show that
\[ \tilde{\omega}_t|_{\Lambda} = \omega_t|_{\Lambda}. \] (4)

We will actually prove the stronger claim that \( \omega_t(e) = \tilde{\omega}_t(e) \) for all \( e \in \mathcal{E}(I_t(\Lambda)) \). This fact clearly gives the equality on (4). Let \( \{e_1, \ldots, e_m\} \) be an enumeration of the edges with both endpoints in \( I_t(\Lambda) \) such that \( U_{e_1} < U_{e_2} < \ldots < U_{e_m} \), and denote \( e_i = (x_i, y_i) \). Note that \( (U \times \tilde{U})_{e_i} = U_{e_i} < U_f = (U \times \tilde{U})_f \) for all \( f \sim e_1 \). This follows because if \( f \in \mathcal{E}(I_t(\Lambda)) \), then its clock must have ring after \( U_{e_i} \). If \( f \notin \mathcal{E}(I_t(\Lambda)) \), then by the argument on the last paragraph we must have \( U_f > U_{e_1} \). Hence \( \tilde{\omega}_t(e_1) = \omega_t(e_1) = 1 \), unless \( \kappa(x_1) = 0 \) or \( \kappa(y_1) = 0 \), in which case \( \tilde{\omega}_t(e_1) = \omega_t(e_1) = 0 \).

Assume that \( \tilde{\omega}_t(e_k) = \omega_t(e_k) \), \( k = 1, \ldots, i-1 \). Since \( e_i = (x_i, y_i) \in \mathcal{E}(B_{r+1}(\Lambda)) \), it holds that \( (U \times \tilde{U})_{e_i} = U_{e_i} \). Let \( s = U_{e_i} \). Consider the set \( H \) of edges incident to vertex \( x_i \) and observe that \( H \subset \mathcal{E}(B_{r+1}(\Lambda)) \). Thus, \( (U \times \tilde{U})_f = U_f \) for all \( f \in H \). We can partition \( H \) into two disjoint sets \( H_1 \) and \( H_2 \) in such a way that \( f \in H_1 \) if \( U_f < s \) and \( f \in H_2 \) if \( U_f > s \). If \( f \in H_1 \), then necessarily \( f \notin \mathcal{E}(I_t(\Lambda)) \) and thus, by the induction hypothesis, we have \( \tilde{\omega}_s(f) = \omega_s(f) \). If \( f \in H_2 \), then its clock rings after time \( s \). Therefore, it is closed at time \( s \), and hence \( \tilde{\omega}_s(f) = \omega_s(f) = 0 \). The same argument works for \( y_i \), and we have shown that the degrees of \( x_i \) and \( y_i \) are the same on both configurations by time \( s \), that is, \( \tilde{\omega}_t(e_i) = \omega_t(e_i) \).
Proof. It suffices to show the result when $t = 1$. Observe that for any vertex $x \in \Lambda^c$, we have that $x \in I_1(\Lambda)$ if, and only if, $x \in I_1(\partial \Lambda)$. By union bound we have

$$ \Pr(\Xi^c_{\Lambda,t,r}) \leq c_2 |\partial \Lambda| e^{-4\psi(d)r}, \quad \text{for all } r > 0. $$

**Lemma 3.** Let $\Lambda \subset \mathbb{Z}^d$ be a finite set. There are constants $c_2(d) < \infty$ and $\psi(d) > 0$ such that, for all $t \in [0,1]$,

$$ \Pr(\Xi^c_{\Lambda,t,r}) \leq c_2 |\partial \Lambda| e^{-4\psi(d)r}, \quad \text{for all } r > 0. $$

**Proof.** It suffices to show the result when $t = 1$. Observe that for any vertex $x \in \Lambda^c$, we have that $x \in I_1(\Lambda)$ if, and only if, $x \in I_1(\partial \Lambda)$. By union bound we have

$$ \Pr(\Xi^c_{\Lambda,r}) = \Pr(\exists v \in \partial \Lambda \text{ s.t. } \text{rad}_v(I_1(v)) > r) \leq |\partial \Lambda| \max_{v \in \partial \Lambda} \Pr(\text{rad}_v(I_1(v)) > r). $$

Remember the definition of the auxiliary set $D_j$ in the proof of Lemma 1. Observe that, for any $v \in \partial \Lambda$, if $\text{rad}_v(I_1(v)) > r$, then, for some $i = 0, 1, \ldots, 2d - 1$, it holds

$$ \text{rad}_v \left( C_{\frac{r}{2d}}^{1/2} \right) > \frac{r}{2d}, \quad \text{for some } u \in D_{i+1}(v). \quad (5) $$

Therefore, with the convention that $D_{2d}(v) = v$, we obtain

$$ \Pr(\text{rad}_v(I_1(v)) > r) \leq \sum_{i=0}^{2d-1} \sum_{\Gamma} \Pr(\exists u \in \partial \Gamma \text{ s.t. } \text{rad}_u \left( C_{\frac{r}{2d}}^{1/2} \right) > \frac{r}{2d} | D_{i+1}(v) = \Gamma) \Pr( D_{i+1}(v) = \Gamma). \quad (6) $$

Recall the definition of the random set $X_i(\Gamma)$ in (2). We now use an analogous argument as in the proof of Lemma 1. Observe that the first factor in each term on the r.h.s. of (6) can be written as

$$ \mathbb{E} \left[ \Pr \left( \exists u \in \partial \Gamma \text{ s.t. } \text{rad}_u \left( C_{\frac{r}{2d}}^{1/2} \right) > \frac{r}{2d} | D_{i+1}(v) = \Gamma, X_i(\Gamma) \right) \right] $$

$$ \leq \Pr \left( \exists u \in \partial \Gamma \text{ s.t. } \text{rad}_u \left( C_{\frac{r}{2d}}^{1/2} \right) > \frac{r}{2d} | D_{i+1}(v) = \Gamma, X_i(\Gamma) = \partial^c \Gamma \right) $$

$$ \leq \Pr \left( \exists u \in \partial^c \Gamma \text{ s.t. } \text{rad}_u \left( C_{\frac{r}{2d}}^{1/2} \right) > \frac{r}{2d} | D_{i+1}(v) = \Gamma, X_i(\Gamma) = \partial^c \Gamma \right) $$

$$ = \Pr \left( \exists u \in \partial^c \Gamma \text{ s.t. } \text{rad}_u \left( C_{\frac{r}{2d}}^{1/2} \right) > \frac{r}{2d} \right) \leq |\partial^c \Gamma| \sup_{u \in \partial^c \Gamma} \Pr \left( \text{rad}_u \left( C_{\frac{r}{2d}}^{1/2} \right) > \frac{r}{2d} \right) $$

$$ \leq |\partial^c \Gamma| 2d(2d-1)^{(r/2d-1)} \left( \frac{1}{2d} \right)^{r/2d}. $$

Last inequality follows by a standard counting argument for Bernoulli percolation of parameter $1/2d$. Therefore, plugging the above bound in (6) we obtain

$$ \Pr(\text{rad}_v(I_1(v)) > r) \leq \frac{4d^2}{2d-1} \left( \frac{2d-1}{2d} \right)^{r/2d} \sum_{i=0}^{2d-1} \sum_{\Gamma} 2d|\Gamma|\Pr(D_{i+1}(v) = \Gamma) $$

$$ \leq \frac{4d^2}{2d-1} \left( \frac{2d-1}{2d} \right)^{r/2d} \sum_{i=0}^{2d-1} 2d\mathbb{E}[D_{i+1}(v)] \leq \frac{16d^4}{2d-1} \left( \frac{2d-1}{2d} \right)^{r/2d} \mathbb{E}[I_1(v)]. $$

An application of Lemma 1 gives

$$ \Pr(\text{rad}_v(I_1(v)) > r) \leq c_2(d) e^{-4\psi(r)}, $$

with $\psi(d) = -\frac{1}{8d} \log \frac{2d-1}{2d}$. □
We are ready to prove Theorem 2. The proof consists of an application of Lemma 2 and Lemma 3.

**Proof of Theorem 2.** Let \( \delta = \delta(A_1, A_2) \), and write \( \Xi_i = \Xi_{A_i,t} \), \( i = 1, 2 \). Also, let \( A_i = \omega_i^{-1}(A_i) \) denote the set of constraints and clocks that induce the occurrence of the event \( A_i \) at time \( t \). For a cleaner notation, write \( \mu_i = \mathbb{P} \times \mathbb{P}_\rho \). Apply Lemma 2 and Lemma 3 to obtain

\[
|\mathbb{P}_{\rho,t}(A_1 \cap A_2) - \mathbb{P}_{\rho,t}(A_1)\mathbb{P}_{\rho,t}(A_2)| \leq |\mu_i (A_1 \cap A_2 \cap \Xi_1 \cap \Xi_2) - \mu_i (A_1)\mu_i (A_2)| + \mathbb{P}(\Xi_1^c \cup \Xi_2^c)
\]

\[
\leq |\mu_i (A_1 \cap \Xi_1)\mu_i (A_2 \cap \Xi_2) - \mu_i (A_1)\mu_i (A_2)| + c_2(|\partial A_1| + |\partial A_2|) e^{-\psi \delta}.
\]

Observe that

\[
\mu_i (A_1 \cap \Xi_1)\mu_i (A_2 \cap \Xi_2) - \mu_i (A_1)\mu_i (A_2)
= \mu_i (A_1 \cap \Xi_1) [\mu_i (A_2 \cap \Xi_2) - \mu_i (A_2)] - \mu_i (A_1 \cap \Xi_1^c)\mu_i (A_2).
\]

This gives

\[
|\mu_i (A_1 \cap \Xi_1)\mu_i (A_2 \cap \Xi_2) - \mu_i (A_1)\mu_i (A_2)|
\leq |\mu_i (A_2 \cap \Xi_2) - \mu_i (A_2)| + |\mu_i (A_1 \cap \Xi_1^c)\mu_i (A_2)| \leq \mathbb{P}(\Xi_1^c) + \mathbb{P}(\Xi_2^c).
\]

A second application of Lemma 3 gives the result with \( c_3 = 2c_2 \). \( \square \)

**Remark 1.** The proof of Theorem 2 can be extended to the following setting. Let \( \Lambda_1 \) and \( \Lambda_2 \) be disjoint subsets of \( \mathbb{Z}^d \) with \( |\partial \Lambda_1| < \infty \) and \( |\partial \Lambda_2| = \infty \), and such that \( \delta = \delta(\Lambda_1, \Lambda_2) \). If we assume \( A_i \in \mathcal{H}_{\mathcal{E}(\Lambda_i)} \), \( i \in \{1, 2\} \), then

\[
|\mathbb{P}_{\rho,t}(A_1 \cap A_2) - \mathbb{P}_{\rho,t}(A_1)\mathbb{P}_{\rho,t}(A_2)| \leq c_3 (|\partial \Lambda_1| + |\partial B_{\delta}(\Lambda_1)|) e^{-\psi \delta},
\]

for all \( \rho = (\rho_0, \ldots, \rho_{2d-1}) \) and \( t \in [0, 1] \).

**3. Continuity for Local Events**

Consider the model on \( \mathbb{L}^d \). In this section we show that \( \mathbb{P}_{\rho,t}(A) \) is a continuous function of \( (\rho, t) \) for any local event \( A \), a fact that will be useful in Section 4 when we prove Theorem 1.

To prove continuity of \( \mathbb{P}_{\rho,t} \) we shall compare two Constrained-degree percolation processes with densities \( \rho \) and \( \pi \) in a neighborhood of \( t \), and we do this through the following coupling. Let \( X = \{X(v)\}_{v \in \mathbb{Z}^d} \) be a collection of independent uniform random variables on \([0,1]\), with corresponding product measure \( \mathbb{Q} \). Given \( \rho = (\rho_0, \ldots, \rho_{2d-1}) \), write \( \bar{\rho}_m = \sum_{i=0}^{m} \rho_i \), and define \( \kappa_{\rho} \) as

\[
\kappa_{\rho}(v) = \begin{cases} 
0, & \text{if } X(v) < \rho_0, \\
1, & \text{if } \rho_{j-1} \leq X(v) < \rho_j, j = 1, \ldots, 2d-1.
\end{cases}
\]

We clearly have, for all \( v \in \mathbb{Z}^d \),

\[
\mathbb{P}_{\rho}(\kappa_v = j) = \mathbb{Q}(\kappa_{\rho}(v) = j), \ \forall \rho = (\rho_0, \ldots, \rho_{2d-1}).
\]

Given the sequences \( X = \{X(v)\}_{v \in \mathbb{Z}^d} \) and \( U = \{U_v\}_{v \in \mathbb{Z}^d} \), we denote by \( \omega_{\rho,t}(X,U) \) the induced percolation configuration. Finally, given \( S \subset \mathbb{Z}^d, r \in \mathbb{N}, \) and \( \alpha > 0 \), write

\[
W_{\rho,t,\alpha}(S) = \{ (X,U) : |X(v) - \bar{\rho}_j| > \alpha, \ \forall \ 0 \leq j \leq 2d-1, \ \forall \ v \in B_{r+1}(S) \}
\]

\[
U_v \notin (t - \alpha, t + \alpha), \ \forall \ v \in \mathcal{E}(B_{r+1}(S)).
\]

Note that the set \( W_{\rho,t,\alpha}(S) \) also depends on \( r \), but we keep this dependence implicit to lighten the notation.

**Theorem 3.** Let \( A \) be a local event. Then \( \mathbb{P}_{\rho,t}(A) \) is a continuous function of \( (\rho, t) \).
Proof. Fix $\rho = (\rho_0, \ldots, \rho_{2d-1})$, $t \in [0, 1]$, and $\epsilon > 0$. Take a finite set $K \subset \mathcal{E}^d$ such that $A \in \mathcal{H}_K$, and let $S = S(K)$ be the set of vertices incident to some element of $K$. Since $\mathbb{I}_t(S)$ is almost surely finite, the probability of the events $\Xi_{S,t,r}$ decrease to zero when $r$ goes to infinity. Fix $r$ large enough so that $P(\Xi_{S,t,r}) < \epsilon/2$. Note that $W^c_{\rho,t,\alpha}(S)$ also decreases when $\alpha$ goes to zero, and hence we can find $\alpha = \alpha(\rho, t, \epsilon, r)$ small enough so that $(Q \times \mathbb{P})(W^c_{\rho,t,\alpha}(S)) < \epsilon/2$. Denote by $E_{Q \times \mathbb{P}}(\cdot)$ the expectation with respect to the probability measure $Q \times \mathbb{P}$. Clearly,

$$|P_{\pi,\tau}(A) - P_{\rho,t}(A)| = \left| E_{Q \times \mathbb{P}}[1_{\{\omega_{\pi,\tau} \in A\}} - 1_{\{\omega_{\rho,t} \in A\}}] \right|$$

$$= \left| E_{Q \times \mathbb{P}}[1_{\{\omega_{\pi,\tau} \in A\}} - 1_{\{\omega_{\rho,t} \in A\}}; W^c_{\rho,t,\alpha}(S) \cap \Xi_{S,t,r}] \right|$$

$$+ \left| E_{Q \times \mathbb{P}}[1_{\{\omega_{\pi,\tau} \in A\}} - 1_{\{\omega_{\rho,t} \in A\}}; W^c_{\rho,t,\alpha}(S) \cup \Xi_{S,t,r}] \right|. $$

The crucial observation is the following: if $\pi = (\pi_0, \ldots, \pi_{2d-1})$ and $\tau$ are such that $\max_j |\rho_j - \pi_j| < \alpha$, and $\tau \in (t - \alpha, t + \alpha)$, then

$$E_{Q \times \mathbb{P}}[1_{\{\omega_{\pi,\tau} \in A\}} - 1_{\{\omega_{\rho,t} \in A\}}; W^c_{\rho,t,\alpha}(S) \cap \Xi_{S,t,r}] = 0.$$  

This follows because, on the event $W^c_{\rho,t,\alpha}(S) \cap \Xi_{S,t,r}$, the indicators $1_{\{\omega_{\pi,\tau} \in A\}}$ and $1_{\{\omega_{\rho,t} \in A\}}$ are equal. Indeed, let $\epsilon = (x, y) \in \mathcal{E}(B_{t+1}(S))$ and note that, if the clock of edge $e$ rings after time $t + \alpha$, then it also rings before time $\tau$. Therefore, $e$ is closed on configurations $\omega_{\rho,t}$ and $\omega_{\pi,\tau}$. On the other hand, if the clock of edge $e$ rings before time $t - \alpha$, then since the constraints of $x$ and $y$ are the same on $W^c_{\rho,t,\alpha}(S)$, the state of $e$ is also the same in both $\omega_{\rho,t}$ and $\omega_{\pi,\tau}$. The fact that we are also in $\Xi_{S,t,r}$ enables us to use Lemma 2, and the claim follows.

The discussion above yields

$$|P_{\pi,\tau}(A) - P_{\rho,t}(A)| \leq (Q \times \mathbb{P})(W^c_{\rho,t,\alpha}(S)) + (Q \times \mathbb{P})(\Xi_{S,t,r}) < \epsilon,$$

and the proof is complete. \hfill $\Box$

Remark 2. The results of Section 2 and Section 3 hold in the more general case of an infinite, connected and bounded degree graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$. We chose to work with $L^d$ to avoid unnecessary complications and distractions.

4. Proof of the Main Result

Consider the model on $L^2$. In this section, we prove Theorem 1 using a coarse-graining argument. We do this in two steps, namely, the triggering argument and the induction step. In the former, we show that the probability of connecting the box of radius $N$ to the boundary of the box of radius $2N$ by a closed dual-path decays exponentially fast when $N$ goes to infinity when $\rho_3$ and $t$ are equal to 1. For a fixed scale $L_0$, Theorem 3 is then used to show the existence of some $\eta = \eta(L_0) > 0$ such that the probability above is still small for all values of $\rho_3$ and $t$ larger than $1 - \eta$. In the latter, we show that whenever the probability of the event just described is small at some scale, then it is also small at larger scales. At this point, the decoupling statement of Theorem 2 will be important to deal with dependence issues. After that, the renormalization takes place, and we show, through a Peierls argument, that percolation occurs almost surely.

Let $(\mathbb{Z}^2)^* = \mathbb{Z}^2 \cup \{(\frac{1}{2}, \frac{1}{2})\}$ be the set of vertices of the dual lattice $(L^2)^*$. For each edge $e \in \mathcal{E}^2$ we define its dual $e^*$ to be the unique edge of $(\mathbb{Z}^2)^*$ that crosses $e$. Given a configuration $\omega_{\rho}$ on $L^2$, we define the induced dual configuration $\omega_{\rho}^*$ on $(L^2)^*$, declaring each dual edge $e^*$ to be $t$-open if, and only if, $e$ is $t$-open, that is, $\omega_{\rho}^*(e^*) = \omega_{\rho}(e)$. We denote by $\mathbb{P}_{\rho,t}^*$ the law of the process in the dual lattice.

Given a natural number $N$, and a vertex $x \in (\mathbb{Z}^2)^*$, let $A_N(x)$ be the event that there is a closed dual path connecting the box $B_{2N}^*(x)$ to the boundary of the box $B_{2N}^*(x)$. Here $B_{2N}^*(x) = [x - N, x + N]^2$ denotes the box of side length $2N$ centered at $x$. We write

$$\mathbb{P}_{\rho,t}^*(N, x) = \mathbb{P}_{\rho,t}^*(A_N(x)).$$

When $x$ is the origin of $(L^2)^*$, we adopt a lighten notation and write $A_N$, $B_N$, and $\mathbb{P}_{\rho,t}^*(N)$. 

4.1. The Multiscale Scheme

In this section, we implement a renormalization scheme. The following two lemmas give the triggering statement and the induction step, respectively.

**Lemma 4.** There are constants $0 < c_6 < 1$ and $c_7 > 0$ with the property that, for any $N \in \mathbb{N}$, there exists $\eta = \eta(N) > 0$ such that

$$\mathbb{P}^*_{\rho,t}(N) \leq c_7 N^2 c_6^N,$$

for all $\rho = (\rho_0, \rho_1, \rho_2, \rho_3)$ and $t$ with $(\rho_3, t) \in (1 - \eta, 1]^2$.

**Proof.** Let $\gamma = (x_0, x_1, \ldots, x_l)$ with $\langle x_i, x_{i+1} \rangle \in (\mathbb{Z}^2)^*$, $0 \leq i \leq l$, be a path in the dual lattice and denote by $n(\gamma)$ the number of edges of $\gamma$ (in this case $n(\gamma) = l$). Also denote by $r(\gamma)$ the number of sides of the path $\gamma$, that is,

$$r(\gamma) = |\{i \in \{0, \ldots, l-1\} : x_i - x_{i-1} \neq x_{i+1} - x_i\}|.$$

Let $\Gamma_{n,r,m}(x)$ be the set of all paths starting in $x \in (\mathbb{Z}^2)^*$ with $n$ edges, $r$ sides, and $m$ sides of length one.

Define also $\Gamma_n(x) = \bigcup_{n,r,m} \Gamma_{n,r,m}(x)$. When $x$ is the origin, we write $\Gamma_{n,r,m}$ and $\Gamma_n$ instead of $\Gamma_{n,r,m}(0)$ and $\Gamma_n(0)$, respectively. Note that

$$\mathbb{P}^*_{\rho,t}(N) \leq \sum_{x \in B_N^2} \sum_{n \geq N} \mathbb{P}^*_{\rho,t}(\exists \gamma \in \Gamma_n(x) \text{ closed}) \leq 8N \sum_{n \geq N} \mathbb{P}^*_{\rho,t}(\exists \gamma \in \Gamma_n \text{ closed}).$$

(7)

Take $\rho_3 = 1$, $t = 1$, and denote $\rho^* = (0, 0, 0, 1)$. In this case, each closed path $\gamma \in \Gamma_{n,r,m}(x)$ has at least two edges on each of its sides, with the possible exception of its extremities. Union bound gives

$$\mathbb{P}^*_{\rho^*, t}(\exists \gamma \in \Gamma_n \text{ closed}) \leq 2 \sum_{m=0}^{2} \mathbb{P}^*_{\rho^*, t}(\exists \gamma \in \Gamma_n \text{ closed}, \gamma \text{ has } m \text{ sides of length one}).$$

(8)

It follows from Lemmas 1 and 2 of [8] that

$$\mathbb{P}^*_{\rho^*, t}(\exists \gamma \in \Gamma_{n,r,0} \text{ closed}) \leq 2^r \left( \frac{n - r - 1}{r - 1} \right) \left( \frac{2}{3} \right) ^{n-2r} \nu^{2r},$$

where $\nu = \left( \frac{439}{1871} \right)^{1/2}$. This gives

$$\sum_{n \geq N} \sum_{r=1}^{n/2} \mathbb{P}^*_{\rho^*, t}(\exists \gamma \in \Gamma_{n,r,0} \text{ closed}) \leq \sum_{n \geq N} \left( \frac{2}{3} \right) ^n \sum_{r=1}^{n/2} \left( \frac{n - r - 1}{r - 1} \right) \left( \frac{9\nu^2}{2} \right)^r.$$

(9)

A careful analysis of the function

$$f(r) = \left( \frac{9\nu^2}{2} \right)^r \left( \frac{n - r - 1}{r - 1} \right), \quad 1 \leq r \leq \frac{n}{2},$$

shows that its maximum is attained at

$$r^* = \left\lceil \frac{n}{2} - \frac{2s + 1 + \Pi^{1/2}}{8s + 2} \right\rceil,$$

with $s = \frac{9\nu^2}{2}$ and $\Pi = (4s + 1)n(n - 2) + (2s + 1)^2$ (see Proposition 2 in [8]). Replacing $r$ with $r^*$ on the r.h.s. of (9), we obtain

$$\sum_{n \geq N} \sum_{r=1}^{n/2} \mathbb{P}^*_{\rho^*, t}(\exists \gamma \in \Gamma_{n,r,0} \text{ closed}) \leq \frac{1}{2} \sum_{n \geq N} \left( \frac{2}{3} \right) ^n n \left( \frac{n - r^* - 1}{r^* - 1} \right) \nu^{2r^*}.$$
An application of Stirling’s formula gives
\[ \left( \frac{n - \rho^* - 1}{\rho^* - 1} \right) < c_4 \frac{(n - \rho^* - 1)^{n - \rho^* - 1}}{(\rho^* - 1)^{\rho^* - 1}(n - 2\rho^*)^{n - 2\rho^*}}, \] (11)
for some constant \( c_4 > 0 \), and it is not hard to see that
\[ \lim_{n \to \infty} \left[ c_4 \frac{(n - \rho^* - 1)^{n - \rho^* - 1}}{(\rho^* - 1)^{\rho^* - 1}(n - 2\rho^*)^{n - 2\rho^*}} \right]^{\frac{1}{n}} = \frac{1}{2} + \sqrt{s + \frac{1}{4}}. \] (12)
Hence, by (11) and (12), we can find a constant \( c_5 > 0 \) such that
\[ \left( \frac{2}{3} \right)^n \left( \frac{n - \rho^* - 1}{\rho^* - 1} \right)^{s^\rho^*} < c_5 \left( \frac{1}{3} + \frac{2}{3} \sqrt{s + \frac{1}{4}} + 0.001 \right)^n, \forall n \geq 1. \] (13)
Denote by \( \frac{1}{2} < c_6 < 1 \) the number between parentheses on the r.h.s. of (13). Plugging (13) on (10), we get
\[ \sum_{n \geq N} \sum_{r=1}^{n/2} \mathbb{P}_{\rho^*, \Gamma_n, \rho^*, 0} < c_5 \sum_{n \geq N} n c_6^2 \leq \frac{c_5}{(1 - c_6)^2} N c_6^N. \]
To handle the second and third terms on the r.h.s. of (8), observe that the sides of length one must be necessarily on the extremities of the path, hence,
\[ \sum_{n \geq N} \mathbb{P}_{\rho^*, 1, \Gamma_n} < 7 \frac{c_5}{(1 - c_6)^2} (N - 1) c_6^{N-1}, \]
\[ \sum_{n \geq N} \mathbb{P}_{\rho^*, 1, \Gamma_n} < 12 \frac{c_5}{(1 - c_6)^2} (N - 2) c_6^{N-2}. \]
Putting all together we obtain
\[ \mathbb{P}_{\rho^*, \Gamma_n} < c_7 N^2 c_6^N, \]
where \( c_7 = \left( \frac{8 c_6}{(1 - c_6)^2} \right) \left( 1 + \frac{7}{c_6} + \frac{12}{c_5} \right) \). To finish the proof, use the continuity property given by Theorem 3 to obtain \( \eta = \eta(N) > 0 \) such that
\[ \mathbb{P}_{\rho^*, \Gamma_n} < c_7 N^2 c_6^N, \]
for all \( \rho \) and \( t \) such that \( (\rho, t) \in (1 - \eta, 1]^2 \).

Let us dive into the details of the renormalization scheme. Define recursively the sequence of scales \( \{ L_k \}_{k \in \mathbb{N}} \) by
\[ L_k = \lfloor L_{k-1}^{1/2} \rfloor L_{k-1}, \text{ for all } k \geq 1. \] (14)
We choose \( L_0 \geq 25 \) large enough such that, for all \( L \geq L_0 \), the following conditions hold:
C-1. \( L e^{-v L} \leq L^{-8} \);
C-2. \( 32(20c_3 + 1)L^{-1} \leq 1; \)
C-3. \( c_7 L^2 c_6^N \leq L^{-4} \).

The next lemma gives the induction step.
Lemma 5. For every \( k \in \mathbb{Z}_+ \), it holds
\[
\mathbb{P}_{\rho, t}^*(L_k) \leq L_k^{-4} \Rightarrow \mathbb{P}_{\rho, t}^*(L_{k+1}) \leq L_{k+1}^{-4},
\]
for all \( \rho = (\rho_0, \rho_1, \rho_2, \rho_3) \) and \( t \in [0, 1] \).

**Proof.** First, we cover the boundary of the box \( B_{k+1}^* \) with boxes \( B_k^* (x) \), in such a way that \( x \) lies in the boundary of \( B_{k+1}^* \), and for any \( B_k^* (y) \) in the coverage, it holds that \( |B_k^* (x) \cap B_k^* (y) \cap \partial B_{k+1}^*| \) is at most 1.

An upper bound for the probability of the event \( A_k+1 \) can be obtained with the following observation. Whenever \( A_k+1 \) occurs, it must be that \( A_k \) occurs for some pair of boxes in the previous scale, one box in each of the coverings described above (see Figure 1 for an illustration). This gives an entropy factor bounded by \( 32 \left( \frac{L_{k+1}}{L_k} \right)^2 \). Therefore, by union bound, Theorem 2, and translation invariance, we obtain
\[
\mathbb{P}_{\rho, t}^*(L_{k+1}) \leq 32 \left( \frac{L_{k+1}}{L_k} \right)^2 \mathbb{P}_{\rho, t}^*(A_k(x) \cap A_k(y)) \leq 32 \left( \frac{L_{k+1}}{L_k} \right)^2 \left[ \mathbb{P}_{\rho, t}^*(L_k)^2 + 2c_3 |\partial B_{L_k}| \exp(-\psi \delta_k(x, y)) \right],
\]
(15)
where \( \delta_k(x, y) \) is the distance between boxes \( B_{k+1}^* (x) \) and \( B_{k+1}^* (y) \). Since we choose \( L_0 \geq 25 \), it follows that
\[
\min_{x, y} \delta_k(x, y) = L_{k+1} - 4L_k = L_k \left( \left\lfloor \frac{L_k^{1/2}}{2} \right\rfloor - 4 \right) \geq L_k, \quad \forall k \geq 0.
\]
(16)
As \( |\partial B_{L_k}| \leq 10L_k \), for all \( k \geq 0 \), Equations (15) and (16) give
\[
\mathbb{P}_{\rho, t}^*(L_{k+1}) \leq 32 \left( \frac{L_{k+1}}{L_k} \right)^2 \left( \mathbb{P}_{\rho, t}^*(L_k)^2 + 20c_3 L_k \exp(-\psi L_k) \right).
\]
If \( \mathbb{P}_{\rho, t}^*(L_k) \leq L_k^{-4} \), last inequality implies
\[
\frac{\mathbb{P}_{\rho, t}^*(L_{k+1})}{L_{k+1}^{-4}} \leq 32L_{k+1} L_k \left( L_k^{-8} + 20c_3 L_k e^{-\psi L_k} \right),
\]
and (14) gives
\[
\frac{\mathbb{P}_{\rho, t}^*(L_{k+1})}{L_{k+1}^{-4}} \leq 32L_k^7 \left( L_k^{-8} + 20c_3 L_k e^{-\psi L_k} \right).
\]
By our choice of $L_0$ (condition C-1), it follows that
\[ L_k e^{-\psi L_k} \leq L_k^{-8}, \quad \forall k \geq 0, \] (17)
and, with the aid of (17), we get
\[ \frac{\mathbb{P}_{\rho,t}(L_{k+1})}{L_{k+1}} \leq 32(20c_3 + 1)L_k^{-1}. \]
The result follows, again by our choice of $L_0$ (condition C-2).

This completes the two key lemmas. The proof of Theorem 1 now follows with the help of the well known topological fact that a cluster of open edges on $L^2$ is finite if, and only if, it is surrounded by a circuit of closed edges on $(L^2)^*$. We write the details in the next section.

4.2. Proof of Theorem 1

Our first observation is that Lemma 4 and Lemma 5 imply the existence of \( \eta > 0 \) such that
\[ \mathbb{P}_{\rho,t}(L_k) \leq L_k^{-1}, \quad \forall k \geq 0, \] (18)
for all $\rho$ and $t$ such that $(\rho_3, t) \in (1 - \eta, 1]^2$. Indeed, take $N = L_0$ in Lemma 4 and note that, by our choice of $L_0$ (condition C-3), $\mathbb{P}_{\rho,t}(L_0) \leq c_7 L_0 c_6 L_0 \leq L_0^{-4}$. Then, apply Lemma 5.

Now, fix $(\rho_3, t)$ such that (18) holds. Let $\mathcal{O}_L$ be the open cluster of the line segment $\{0, \ldots, L\} \times \{0\}$, that is,
\[ \mathcal{O}_L = \bigcup_{u \in \{0, \ldots, L\} \times \{0\}} \{v \in \mathbb{Z}^2 : v \text{ is connected to } u \text{ by an open path}\}. \]
Clearly, $\mathcal{O}_L$ is infinite with positive probability if, and only if, $\mathcal{O}_0$ percolates with positive probability. Divide $[0, 1, 2, \ldots)$ into intervals $I_k = \{L_k, L_k + 1, \ldots, L_{k+1}\}$. Each of this intervals, say interval $I_k$, is partitioned into $L_{k+1}/L_k$ boxes of radius $L_k$. Let $x_{k,i}$ be the vertex at the center of the $i$-th box of the $k$-th scale. The crucial observation is that, if $|\mathcal{O}_{L_0}| < \infty$, then there exists an infinite closed dual circuit surrounding $\{0, \ldots, L\} \times \{0\}$. This in turn implies the occurrence of the event $A_{L_k}(x)$ for some $x \in \bigcup_{k} \{x_{k,i} : i = 1, 2, \ldots, \lfloor L_k^{1/2} \rfloor \}$. See Figure

![Figure 2. A circuit of closed dual edges creates a path connecting the box $B_{L_0}(x)$ to the boundary of the box $B_{2L_0}(x)$ (dashed line), inducing the occurrence of $A_{L_k}(x)$.](image)
2 for a sketch of this event. Since for each $k$ there are $\frac{L_{k+1}}{L_k}$ boxes of size $L_k$, it follows that

$$1 - \mathbb{P}_{\rho,t}(|O_{L_0}| = \infty) \leq \sum_{k \geq 0} \frac{L_{k+1}}{L_k} \mathbb{P}_{\rho,t}^{*}(L_k) \leq \sum_{k \geq 0} L_k^{-7/2} < 1.$$ 

Last inequality follows by our choice of scales on (14) and the fact that $L_0 \geq 25$. This completes the proof. ∎
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