Abstract

For any integer $q \geq 1$, let $T_{q+1}$ denote the $(q + 1)$-regular tree with discrete Laplacian associated to the adjacency matrix. Let $K_{T_{q+1}}(x, x_0, t)$ be the associated discrete time heat kernel, i.e. the fundamental solution to the discrete-time diffusion equation defined below. We derive an explicit formula for $K_{T_{q+1}}(x, x_0, t)$ in terms of the discrete $I$-Bessel function. The expression is analogous to the corresponding real time heat kernel, as proved in [CJK14]. However, the formula obtained here for $K_{T_{q+1}}(x, x_0, t)$ has the significant feature of being a finite sum, rather than a convergent infinite series, which is what occurs in the continuous time setting. We then derive an explicit expression for the discrete time heat kernel $K_X(x, x_0, t)$ on any $(q + 1)$-regular graph. Going further, we develop a general trace formula which relates the spectral data on $X$ to its topological data. Though we emphasize the results in the case if $X$ is finite, our method applies when $X$ has a countably infinite number of vertices. As an application, we derive the recurrent formula which expresses the number of closed geodesics on $X$, in the case when $X$ is finite, in terms of moments of the spectrum of the adjacency matrix, complementing the results of [Mn07]. Finally, by relating $K_X(x, x_0, t)$ to the random walk on a $(q + 1)$-regular graph, we obtain a closed-form expressions for the return time probability distribution of the universal random walk on any $(q + 1)$-regular graph. In particular, we show that if $\{X_h\}$ is a sequence of $(q + 1)$-regular graphs whose number of vertices goes to infinity, and which satisfy a certain natural geometric condition, then the limit of the return time probability distribution on $X_h$ is equal to the return time probability distribution on the tree $T_{q+1}$.

1 Introduction

We let $X$ denote an undirected and connected graph with a finite or countably infinite set of vertices. Let $V_X$ denote the set of vertices of $X$, and let $E_X$ denote the set of the edges of $X$. We allow an edge to connect a vertex to itself; such an edge is sometimes called a self-loop. We assume that $X$ is a $(q + 1)$-regular graph, which means each vertex $x \in V_X$ has precisely $(q + 1)$ edges that emanate from $x$. If $x, y \in V_X$, we will write $x \sim y$ if there is an edge $E_X$ which connects $x$ and $y$. The universal cover of every $(q + 1)$-regular graph is a $(q + 1)$-regular tree, which is a connected $(q + 1)$-regular graph without closed paths. We let $T_{q+1}$ denote a $(q + 1)$-regular tree.
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Let \( f : V_X \to \mathbb{C} \) be any complex-valued function on \( V_X \). Let \( L^2(V_X) \) denote the Hilbert space of \( L^2 \) functions defined on \( V_X \) equipped with the inner product
\[
\langle f, g \rangle = \sum_{x \in V_X} f(x)\overline{g(x)} \quad \text{for } f, g \in L^2(V_X).
\]

The Laplacian \( \Delta_X \) on \( X \) is a non-negative, self-adjoint operator on \( L^2(V_X) \) which is defined through its action on \( L^2(V_X) \)-functions, namely that
\[
\Delta_X f(x) = (q + 1)f(x) - \sum_{y \sim x} f(y) \quad \text{for } f \in L^2(V_X).
\]

In other symbols, we can write that \( \Delta_X = (q + 1)\text{Id} - \mathcal{A}_X \) where \( \text{Id} \) is the identity operator and \( \mathcal{A}_X \) is the adjacency operator on the graph \( X \) defined by
\[
(\mathcal{A}_X f)(x) = \sum_{y \sim x} f(y).
\]

If \( V_X \) is finite, so \( X \) has a finite number of vertices, say \( M \), then we let \( \lambda_0 = q + 1 > \lambda_1 \geq \ldots \geq \lambda_{M-1} \geq -(q + 1) \) denote the eigenvalues of \( \mathcal{A}_X \), counted with multiplicities. Let \( \psi_j \in \mathbb{R}^M, \ j = 0, \ldots, M - 1 \) be the corresponding orthonormal eigenvectors of \( \mathcal{A}_X \).

Let \( t \in T \) denote a time variable; we will consider either \( T = \mathbb{R}_{\geq 0} \), the set of non-negative real numbers, or \( T = \mathbb{N}_0 \), the set of non-negative integers. In the case \( T = \mathbb{R}_{\geq 0} \), \( \partial_{t,T} \) denotes the partial derivative with respect to the real variable \( t \). If \( T = \mathbb{N}_0 \), then \( \partial_{t,T} \) denotes the forward difference operator, meaning
\[
\partial_{t,T} f(t) = f(t + 1) - f(t) \quad \text{if } T = \mathbb{N}_0.
\]

When \( T = \mathbb{N}_0 \), the heat kernel on \( X \) is defined as the function
\[
K_{X,T}(x, y; t) : V_X \times V_X \times T \to \mathbb{R}
\]
which satisfies the equation
\[
\Delta_X K_{X,T}(x_0, x; t) + \partial_{t,T} K_{X,T}(x_0, x; t) = 0 \quad (1)
\]
subject to the initial condition
\[
K_{X,T}(x_0, x; 0) = \begin{cases} 1, & \text{if } x = x_0 \\ 0, & \text{otherwise.} \end{cases} \quad (2)
\]

The equation (1) also can be viewed as a diffusion equation
\[
\partial_{t,T} K_{X,T}(x_0, x; t) = \sum_{y \sim x} K_{X,T}(x_0, y; t) - (q + 1)K_{X,T}(x_0, x; t)
\]
on the discrete space \( V_X \). When \( T = \mathbb{R}_{\geq 0} \), one replaces (2) by
\[
\lim_{t \to 0^+} K_{X,T}(x_0, x; t) = \begin{cases} 1, & \text{if } x = x_0 \\ 0, & \text{otherwise.} \end{cases} \quad (3)
\]

In that case, the solution to equation (1) subject to the initial condition (3) is called the heat kernel on the graph \( X \), or the continuous time heat kernel. We will refer to the solution of
subject to the initial condition \( u(x; 0) = 1 \) if \( x = 0 \) and \( u(x; 0) = 0 \) if \( x \neq 0 \). For \( d \neq 1/2 \), it is proved in \( \text{[SIL18]} \) that the solution to (5), with the above stated initial condition, is given by

\[
\partial_{t_{N_{0}}} u(x; t) = d(u(x + 1; t) - 2u(x; t) + u(x - 1; t)) \quad \text{for } x \in \mathbb{Z}
\]

subject to the initial condition \( u(x; 0) = 1 \) if \( x = 0 \) and \( u(x; 0) = 0 \) if \( x \neq 0 \). For \( d \neq 1/2 \), it is proved in \( \text{[SIL18]} \) that the solution to (5), with the above stated initial condition, is given by

\[
u(n, t) = (1 - 2d)^t I_{2d/(1 - 2d)}^2 \quad \text{for } n \in \mathbb{Z} \text{ and } t \in \mathbb{N}_0.
\]

When comparing the continuous time heat kernel on \( \mathbb{Z} \) from \( \text{[KN06]} \) and the discrete time heat kernel on \( \mathbb{Z} \) from \( \text{[SIL18]} \), one is led to consider the discrete \( I \)-Bessel functions from \( \text{[SIL18]} \) to form the “building blocks” for the construction of the discrete time heat kernel on a \((q + 1)\)-regular tree \( T_{q+1} \), and subsequently for the discrete time heat kernel on any \((q + 1)\)-regular graph. Let \( r \in \mathbb{N}_0 \) represent the graph distance of the point \( x \) to the base point \( x_0 \). We prove that the building blocks for the discrete time heat kernel are functions of the form

\[
(-q)^t q^{-r/2} I_{r-2/\sqrt{q}}^2 (t) \quad \text{for } t \in \mathbb{N}_0.
\]

Indeed, the function \((-q)^t\) is the discrete time analogue of the exponential function \( e^{-(q+1)t} \); see Example 2.50 of \( \text{[BP01]} \). As such, there is a clear analogy between (4) and (7).

For the remainder of this article, we only will consider the discrete time heat kernel only. Hence, we will omit the distinction in the time variable, and we will use the notation \( K_X(x_0, x; t) \) for the discrete time heat kernel.

Our first main result is the following theorem; we refer to section 2.1, as well as \( \text{[Se03]} \), for a detailed description of the notation and terminology which we are using.

**Theorem 1.** Let \( X \) be a \((q + 1)\)-regular graph with a fixed base point \( x_0 \). For any point \( x \in V_X \), let \( c_m(x) \) be the number of closed geodesics \( c_m(x) \) of length \( m \) from \( x_0 \) to \( x \). Let

\[
b_m(x) = c_m(x) - (q - 1)(c_{m-2}(x) + c_{m-4}(x) + \ldots + c_0(x)),
\]

where \( r \) is the radial or distance variable between \( x \) and \( x_0 \), and as well as the set of their pre-images on \( T_{q+1} \), and \( J_r \) is the classical \( I \)-Bessel function of order \( r \). As discussed in \( \text{[CJIK14]} \), the building block (4) is closely related to the heat kernel \( e^{-2t} J_r(2t) \) on the graph \( \mathbb{Z} \) when viewed as a 2-regular Cayley graph, which itself is comparable to the classical real time heat kernel on the continuous space \( \mathbb{R} \); see \( \text{[KN06]} \) and \( \text{[CGRTV17]} \).

The purpose of this article is to derive explicit formulas for the discrete time heat kernel on any \((q + 1)\)-regular graph. Given the results of \( \text{[CJIK14]} \), we will consider “building blocks” which are analogous to (4) obtained by replacing the continuous time \( I \)-Bessel function \( J_r \) with a similar discrete time version which we now describe.

In \( \text{[BC18]} \) the authors defined and studied a discrete analogue of the \( J \)-Bessel function. Continuing in this direction, A. Slavík in \( \text{[SIL18]} \) introduced the discrete \( I \)-Bessel function \( I_r^c(t) \) which depends on a space variable \( x \in \mathbb{N}_0 \), a time variable \( t \in \mathbb{N}_0 \), and a complex parameter \( c \); see \( \text{[16]} \) below. In Theorem 4.1 of \( \text{[SIL18]} \) the author considers the discrete time diffusion equation

\[
\partial_{t_{N_{0}}} u(x; t) = d(u(x + 1; t) - 2u(x; t) + u(x - 1; t)) \quad \text{for } x \in \mathbb{Z}
\]

subject to the initial condition \( u(x; 0) = 1 \) if \( x = 0 \) and \( u(x; 0) = 0 \) if \( x \neq 0 \). For \( d \neq 1/2 \), it is proved in \( \text{[SIL18]} \) that the solution to (5), with the above stated initial condition, is given by

\[
u(n, t) = (1 - 2d)^t I_{2d/(1 - 2d)}^2 (t) \quad \text{for } n \in \mathbb{Z} \text{ and } t \in \mathbb{N}_0.
\]
where
\[ c_\ast(x) = \begin{cases} c_0(x) & \text{if } m \text{ is even} \\ c_1(x) & \text{if } m \text{ is odd} \end{cases} \] (9)

Then the discrete time heat kernel \( K_X(x_0, x; t) \) on \( X \) is given by
\[ K_X(x_0, x; t) = (-q)^t \sum_{m=0}^t b_m(x) q^{-m/2} I_m^{-2/\sqrt{q}}(t) \quad \text{for } x \in V_X \text{ and } t \in \mathbb{N}_0. \] (10)

Furthermore, if we take \( x = x_0 \), then for \( x \in V_X \) and \( t \in \mathbb{N}_0 \) we have that
\[ K_X(x_0, x_0; t) = (-q)^t \left( \sum_{m=0}^t N_m(x_0) q^{-m/2} I_m^{-2/\sqrt{q}}(t) + (1 - q) \sum_{j=1}^{[t/2]} q^{-j} I_{2j}^{-2/\sqrt{q}}(t) \right) \] (11)

where \( N_m(x_0) \) is the number of distinct geodesic paths from \( x_0 \) to itself without tails.

The right-hand side of (10) and of (11) are finite sums because \( I_m^{-2/\sqrt{q}}(t) = 0 \) if \( t > m \). Hence, for any fixed \( x \in V_X \), one obtains closed-form expressions for \( b_m(x) \) as a linear combination of values of \( K_X(x, 0; t) \) at times \( 0 \leq t \leq m \). Also, one can obtain explicit, closed-form formulas for \( c_m(x) \) in terms of \( K_X(x_0, x; t) \) for \( 0 < t \leq \ell \).

Theorem 2 implies the following result, which can be viewed as a pre-trace formula.

**Corollary 2.** Let \( X \) be a \((q + 1)\)-regular graph with a fixed base point \( x_0 \). Let \( \mu_x(\lambda) \) be the spectral measure at the point \( x \in V_X \) associated to the adjacency operator \( A_X \) and the base point \( x_0 \). Then, with the notation from Theorem 7, we have that
\[ \int_{-(q+1)}^{q+1} (\lambda - q)^t d\mu_x(\lambda) = (-q)^t \sum_{m=0}^t b_m(x) q^{-m/2} I_m^{-2/\sqrt{q}}(t) \quad \text{for } x \in V_X \text{ and } t \in \mathbb{N}_0. \]

When the graph \( X \) is finite with \( M \) vertices, then
\[ \sum_{j=0}^{M-1} (\lambda_j - q)^t \psi_j(x) \psi_j(x_0) = (-q)^t \sum_{m=0}^t b_m(x) q^{-m/2} I_m^{-2/\sqrt{q}}(t) \quad \text{for } x \in V_X \text{ and } t \in \mathbb{N}_0. \] (12)

When \( X \) is finite, we can set \( x = x_0 \) in (12) and sum over all \( x \in V_X \) to obtain the following trace formula.

**Corollary 3.** Let \( X \) be a finite, undirected, \((q + 1)\)-regular graph with \( M \) vertices. Let \( N_m \) denotes the number of distinct closed geodesics of length \( m \) from any fixed starting point, with a distinct direction. Then, with the notation as above, for \( t \in \mathbb{N}_0 \) we have that
\[ \sum_{j=0}^{M-1} \left( 1 - \frac{\lambda_j}{q} \right)^t = \sum_{m=0}^t N_m q^{-m/2} I_m^{-2/\sqrt{q}}(t) + M (1 - q) \sum_{j=1}^{[t/2]} q^{-j} I_{2j}^{-2/\sqrt{q}}(t). \] (13)

Formula (13) can be viewed as a discrete time counterpart of the continuous time trace formula developed in [Mn07]. Note that it holds true for any \((q + 1)\)-regular graph with \( M \) vertices, while the trace formula proved in [Mn07] is proved for finite connected regular graphs of degree \( q + 1 \geq 2 \), without multiple edges and loops. In effect, the left-hand side of (13) is the
trace of \((Id - \Delta_X)^t\), normalized by multiplying with \((-q)^{-t}\), as opposed to normalizing factor \(\exp(-q + 1)t\) when time is continuous.

In general terms, one can interpret Corollary 3 as showing that the discrete time heat kernel carries the “same amount” of spectral information about the graph as the continuous time kernel. The advantage of the discrete time approach is that the “geometric side” of the expression of the heat kernel is always a finite sum. By comparison, we note that Theorem 1.1 of [CJK14] which gives the continuous time heat kernel in terms of continuous time \(I\)-Bessel functions is an infinite sum; see also [Ah87] and [TW03] for further results, again in continuous time.

By starting with equation (13) and using the properties of the discrete \(I\)-Bessel functions, we will prove a general trace formula for any finite \((q + 1)\)-regular graphs. This theorem, which we now state, is our second main result.

**Theorem 4.** Let \(X\) be a finite, undirected, \((q + 1)\)-regular graph with \(M\) vertices. For any real number \(a > 3 + 2/q\), let \(h(z) : \mathbb{C} \rightarrow \mathbb{C}\) be a complex valued function, holomorphic for \(|z| > 1/a\). For \(n \in \mathbb{N}_0\) and a complex number \(c\), set

\[
f_c^n(z) = \frac{1}{\sqrt{(1 - z)^2 - c^2z^2}} \left(1 - \sqrt{(1 - z)^2 - c^2z^2} \right)^n,
\]

where the square root defined by taking the principal branch in the right half-plane. Then

\[
\sum_{j=0}^{M-1} h \left(\frac{q}{q - \lambda_j}\right) = \frac{1}{2\pi i} \sum_{m=0}^{\infty} \frac{N_m q^m}{m} \int_{c(0,b)} f_m^{-2/\sqrt{q}}(z) h(z) \frac{dz}{z} \\
+ \frac{M(1-q)}{2\pi i} \sum_{j=1}^{\infty} q^{-j} \int_{c(0,b)} f_j^{-2/\sqrt{q}}(z) h(z) \frac{dz}{z},
\]

where complex integrals above are taken along the circle centered at zero and radius \(b\) such that \(1/a < b < q/(3q + 2)\).

The heat kernel \(K_X(x_0, x; t)\) is closely related to the uniform random-walk on the graph \(X\). By a uniform random-walk, we imagine a particle starting at an initial vertex \(x_0\) at time \(t = 0\) and at each time step moves along one of the \((q + 1)\) edges to another vertex, with all edges being selected with equal probability. Let \(K_{rw}^X(x_0, x; t)\) denote the probability that the uniform random-walk which starts at \(x_0\) at time \(t = 0\) ends up at the vertex \(x\) at time \(t\). It is proved in Section 4 below that

\[
K_{rw}^X(x_0, x; t) = \left(\frac{q}{q + 1}\right) \sum_{k=0}^{t} \binom{t}{k} q^{-k} K_X(x_0, x; k).
\]

Combining this result with Theorem 4 we obtain the following corollary.

**Corollary 5.** Let \(X\) be a \((q + 1)\)-regular graph. For \(t \in \mathbb{Z}_{\geq 0}\), let \(K_{rw}^X(x_0, x; t)\) denote the probability that the uniform random-walk on the graph \(X\) starts at \(x_0\) and ends at \(x\) at time \(t\). Then

\[
K_{rw}^X(x_0, x; t) = \left(\frac{q}{q + 1}\right) \sum_{k=0}^{t} \binom{t}{k} (-1)^k \sum_{m=0}^{k} b_m(x) q^{-m/2} I_m^{-2/\sqrt{q}}(k).
\]
When \( x_0 = x \), the probability distribution \( K_X^{RW}(x_0, x_0; t) \) equals that of the return to \( x_0 \) of a random walk on \( X \) after \( t \) steps. When the graph is finite, we will compute in Section 5 the limiting distribution of \( K_X^{RW}(x_0, x; t) \) as the number of vertices tends to infinity. We will show that the limiting probability distribution depends only upon \( t \) and \( q + 1 \); see [TBK21] for a related result on the first return times on finite graphs. Further related results on \((q + 1)\)-regular graphs which are Bethe lattices with coordination number \((q + 1)\) are given in [HSS2] and [Gi95], while [SRb-A05] treats the case of Erdős-Rényi random graphs.

The paper is organized as follows. In Section 2 we recall basic notation and we prove necessary results associated to the discrete \( I \)-Bessel function, including explicit formulas and asymptotic expansions. Section 3 is devoted to proofs of our main results, except Corollary 5. The proof of Corollary 5 is completed in Section 4. Random walks on a sequence of finite \((q + 1)\)-regular graphs are further studied in Section 5. We prove that the limiting distribution of return probabilities of a uniform random walk on a sequence of finite \((q + 1)\)-regular graphs (satisfying certain natural geometric condition), as their number of vertices tends to infinity, approaches the distribution of return probabilities on the tree \( T_{q+1} \), see Proposition 21. In Section 6 we derive explicit and finite expressions for \( N_m \), the number of geodesics of length \( m \), in terms of the spectrum of the Laplacian and special values of discrete \( I \)-Bessel functions. If \( X \) is finite, we show that our results complement main results of [Mn07]. Finally, in Section 7 we show how one can solve certain other diffusion equation using the discrete \( I \)-Bessel function.

2 Preliminaries

2.1 Regular graphs

We refer the reader to [Se03] for standard notation and definitions.

As stated above, \( X \) denotes an undirected and connected graph with vertices \( V_X \) and edges \( E_X \). The set of vertices \( V_X \) is either finite or countably infinite. We allow edges which connect a vertex to itself; such an edge is sometimes called a self-loop. The degree \( d_x \) of a vertex \( x \in V_X \) is the number of vertices \( y \in V_X \) such that the pair \( \langle x, y \rangle \) is an edge in \( E_X \).

The graph \( X \) is \( d \)-regular if \( d = d_x \), for all \( x \in V_X \). Throughout this article, we only consider regular graphs. We set \( d = q + 1 \) and use the parameter \( q \) in our formulas. We will choose and fix a base vertex \( x_0 \) in \( X \).

Heuristically, a path in \( X \) is a sequence of adjacent edges which connect a sequence of vertices. We refer to page 14 of [Se03] for a precise definition of a path in \( X \). A particular type path of importance is a geodesic, which simply means a path without backtracking. Also, a closed geodesic is a closed path without a tail and backtracking. Again, we refer to [Se03], in this instance pages 15 and 18, for a detailed discussion of these terms.

For the convenience of the reader, let us summarize the notation we will use.

**Definition 6.** Let \( X \) be a \((q + 1)\)-regular graph, and let \( x_0 \in X \) be a fixed vertex.

1. For any \( x \in X \) and integer \( k \geq 0 \), let \( c_k(x) \) be the number of distinct geodesic paths of length \( k \) from \( x_0 \) to \( x \). In the case \( x = x_0 \), we allow geodesics with and without tails.

2. For any integer \( k \geq 0 \), let

\[
c_k = \sum_{x \in X} c_k(x).
\]
3. For any \( x \in X \) let \( b_0(x) = c_0(x) = 1, b_1(x) = c_1(x) \), and for \( k \geq 2 \), let
\[
b_m(x) = c_m(x) + (1 - q) \left( c_{m-2}(x) + c_{m-4}(x) + \cdots + c_*(x) \right),
\]
where \( c_*(x) \) is defined by (9).

4. For any \( x \in X \) and integer \( k \geq 0 \), let \( N_k(x) \) be the number of distinct geodesic paths of length \( k \) without tails from \( x \) to \( x \).

5. For any integer \( k \geq 0 \), let
\[
N_k = \sum_{x \in X} N_k(x).
\]
Note that we count closed geodesics as having a distinguished orientation.

Following the discussion in Section 2.2 of [CJK14], we obtain the following formulas which relate the sets of values \( \{N_m(x)\} \) and \( \{c_m(x)\} \).

**Lemma 7.** Let \( X \) be a \((q+1)\)-regular graph, and let \( x_0 \in X \) be a fixed vertex. Assume the notation from above.

1. For \( m \leq 2 \), set \( c_m(x) = N_m(x) \). Then for any \( m \geq 3 \), we have that
\[
N_m(x) = c_m(x) + (1 - q) \left( c_{m-2}(x) + c_{m-4}(x) + \cdots + c_*(x) \right)
\]
where
\[
c_*(x) = \begin{cases} c_2(x) & \text{if } m \text{ is even} \\ c_1(x) & \text{if } m \text{ is odd.} \end{cases}
\]

2. For any \( m \geq 3 \), we have that
\[
c_m(x_0) = \begin{cases} N_m(x_0) + (q - 1) \sum_{j=1}^{\ell-1} q^{j-1} N_{m-2j}(x_0) & \text{if } m = 2\ell \text{ is even} \\ N_m(x_0) + (q - 1) \sum_{j=1}^{\ell} q^{j-1} N_{m-2j}(x_0) & \text{if } m = 2\ell + 1 \text{ is odd.} \end{cases}
\]

3. For any \( m \geq 2 \), we have that
\[
b_m(x_0) = \begin{cases} N_m(x_0) + (1 - q) & \text{if } m \text{ is even} \\ N_m(x_0) & \text{if } m \text{ is odd.} \end{cases}
\]

We refer to [CJK14] and references therein, specifically [Se03], for a proof of these assertions.

### 2.2 Discrete \( I \)-Bessel functions

Let \( c \in \mathbb{C} \) be an arbitrary complex number, and let \( t, n \in \mathbb{N}_0 \) be non-negative integers. By expanding ideas from [BC18], the author of [Sl18] defines the discrete modified \( I \)-Bessel function \( I_c^n(t) \) as follows. Let
\[
(-t)_0 = 1 \quad \text{and} \quad (-t)_n = (-t)(-t+1) \cdots (-t+n-1) \quad \text{for } n > 0
\]
be the Pochhammer symbol. Recall that the (Gauss) hypergeometric series is defined by
\[
F(\alpha, \beta; \gamma; z) := \sum_{k=0}^{\infty} \frac{(\alpha)_k (\beta)_k}{k! (\gamma)_k} z^k;
\]
Lemma 8. With the notation as above, the discrete $I$-Bessel function $I_n^c(t)$ satisfies the following properties.

(i) $I_n^c(t) = 0$ for $n > t$.

(ii) $I_0^c(0) = 1$.

(iii) $\partial_t I_n^c(0) = c/2$ and $\partial_t I_0^c(t) = cI_1^c(t)$ for $t \geq 1$.

(iv) $\partial_t I_x^c(t) = \frac{c}{2} (I_{x-1}^c(t) + I_{x+1}^c(t))$ for any $x \geq 1$ and $t \geq 0$.

If $n \leq t$, one of numbers $\frac{n-t}{2}$ and $\frac{n-t}{2} + \frac{1}{2}$ must be a non-positive integer. As a result, by (L7), the hypergeometric series in formula (16) yields a polynomial in variable $c^2$ whenever $n \leq t$. Therefore, $I_n^c(t)$ is a polynomial in variable $c$. The following proposition gives an explicit evaluation of $I_n^c(t)$ in this instance.

Proposition 9. Let $t, n \in \mathbb{N}_0$ such that $n \leq t$. Set $\ell = \lfloor (t - n)/2 \rfloor$. Then for any $c \in \mathbb{C}$, we have that

$$I_n^c(t) = \sum_{j=0}^{\ell} \frac{t!}{j!(t - 2j - n)!((n + j)!(c/2)^{2j+n}}. \tag{18}$$

Proof. For any $d \in \mathbb{R} \setminus \{1/2\}$, consider the discrete time diffusion equation (5) subject to the initial condition $u(x; 0) = 1$ if $x = 0$ and $u(x; 0) = 0$ for $x \neq 0$. From Theorem 4.1 of [S11], we have that the solution for this equation, with the restriction that $d \neq 1/2$, is given by (6). On the other hand, from Example 3.3 of [SSL], we also have that

$$u(n, t) = (1 - 2d)^t \sum_{j=0}^{\ell} \binom{t}{j, t - 2j - n, j + n} \left(\frac{d}{1 - 2d}\right)^{2j+n};$$

see in addition Remark 4.2 of [S11]. (Note: We follow the common convention that multinomial coefficients with negative terms are equal to zero.) Therefore, when comparing the two expressions for $u(n, t)$, we deduce that

$$I_n^c(t) = \sum_{j=0}^{\ell} \binom{t}{j, t - 2j - n, j + n} \left(\frac{c}{2}\right)^{2j+n},$$

for $n \in \mathbb{N}_0$ and any real number $c \neq -1$. Since $t - 2j - n < 0$ for $j > \lfloor (t - n)/2 \rfloor$, the assertion is proved for all $c \in \mathbb{R} \setminus \{-1\}$. From this, note that one can view $I_n^c(t)$ as a function of the complex variable $c$. As such, the proposition follows for all $c \in \mathbb{C}$ by analytic continuation. □
From Proposition 9 we have that $I_n^c(t)$ is a polynomial in the variable $c$ of degree $2\lfloor \frac{t-n}{2} \rfloor + n$. In other words, $I_n^c(t)$ is a polynomial in variable $c$ of degree $t$ when $t - n$ is even and of degree $t - 1$ when $t - n$ is odd.

Going further, it is necessary to determine the asymptotic behavior of the "building block" $(-q)^{t-r/2}I_r^{-2/\sqrt{q}}(t)$ as $q \to \infty$. To do so, one takes $c = -2/\sqrt{q}$ and employs (13), from which we obtain the following corollary.

**Corollary 10.** For positive integers $q,r,t$ such that $r \leq t$ we have that

$$(-q)^{t-r/2}I_r^{-2/\sqrt{q}}(t) \sim (-1)^{t-r} \left( \frac{t}{r} \right) q^{t-r} \text{ as } q \to \infty.$$ 

**Remark 11.** Let $t,n \in \mathbb{N}_0$ such that $n \leq t$ and put $\ell = \lfloor (t - n)/2 \rfloor$. Recall that the Jacobi polynomial $P_{\alpha,\beta}^n(x)$ can be expressed in terms of the hypergeometric function, and also we have that $P_{\alpha,\beta}^n(x)$ has a precise expression whose coefficients are given in terms of combinatorial coefficients; see 8.962.1 and 8.960 of [GR07], respectively. By combining those expressions, we can derive another formula for the discrete $I$-Bessel function. Namely, for any $c \in \mathbb{C}$, we have that

$$I_n^c(t) = \left( \frac{c}{2} \right)^n \sum_{m=0}^{\ell} \frac{\binom{n}{\ell}}{\binom{n+\ell}{m}} \binom{\ell - (-1)^{t-n}/2}{m} \binom{\ell + n}{\ell - m} c^{2m}. \quad (19)$$

We find the representation (18) to be more desirable since it is reminiscent of the series representation of the classical $I$-Bessel function, which is

$$J_n(z) = \sum_{k=0}^{\infty} \frac{1}{k!(n+k)!} \left( \frac{z}{2} \right)^{2k+n}.$$ 

### 2.3 Asymptotic behavior of discrete $I$-Bessel functions

In this section, we will determine the asymptotic behavior of the discrete $I$-Bessel function $I_n^c(t)$ for a fixed real parameter $c$ and as $t \to \infty$. For our analysis, we will use the representation (16) of the function $I_n^c(t)$, recalling that the asymptotics of the hypergeometric function for the large values of parameters is well studied; see for example [Lo03]. Specifically, we will use the transformations of the hypergeometric function given in formulas 9.122, 9.131, and 9.132 from [GR07]. From these formulas, the asymptotic behavior of the discrete $I$-Bessel function is obtained by considering the different cases studied in [Wa18] and [Jo01] where the authors proved certain asymptotic and uniform asymptotic results.

**Proposition 12.** For any real, nonzero parameter $c$ and a fixed $n \in \mathbb{N}$, we have that

$$I_n^c(t) \sim \frac{\text{sgn}(c)^n}{\sqrt{2\pi|c|t}} (1 + |c|)^{t+1/2} \quad \text{as } t \to \infty, \quad (20)$$

where $\text{sgn}(c)$ denotes the sign of $c$.

**Proof.** First consider the case when $|c| = 1$. From formula 9.122 of [GR07] we have that

$$F\left( \frac{n-t}{2}, \frac{n-t}{2} + \frac{1}{2}, n+1; 1 \right) = \frac{\Gamma(n+1)\Gamma\left( t + \frac{1}{2} \right)}{\Gamma\left( \frac{n+t+1}{2} + \frac{1}{2} \right) \Gamma\left( \frac{n+t+1}{2} \right)}.$$
The classical duplication formula for the gamma function and definition \[16\] yields that
\[
I_n^\pm(t) = (\pm1)^n \cdot 2^{-n} \frac{t(t-1) \ldots (t-(n-1))}{n!} \cdot \frac{n\Gamma\left(t + \frac{1}{2}\right) 2^{t+n}}{\sqrt{\pi} \Gamma(t+n+1)}.
\]

Using the functional equation for the gamma function we then get that
\[
I_n^\pm(t) = (\pm1)^n \cdot \frac{t(t-1) \ldots (t-(n-1))}{(t+n)(t+n-1) \ldots (t+1)} \cdot \frac{\Gamma\left(t + \frac{1}{2}\right) 2^t}{\sqrt{\pi} \Gamma(t+1)} \sim (\pm1)^n \frac{2^t}{\sqrt{\pi} t}
\]
as \(t \to \infty\). This proves (20) when \(c \in \{-1, 1\}\).

Next, assume that \(|c| < 1\). To begin, we apply formula 9.131 of \([GR07]\) which gives that
\[
F\left(\frac{n-t}{2}, \frac{n-t}{2} + \frac{1}{2}; n+1; c^2\right) = (1 - c^2)^{t/2-n/2} F\left(\frac{t+n+1}{2}, \frac{n-t}{2}; n+1; \frac{c^2}{c^2-1}\right).
\]

Since \(|c| < 1\), we can write \(\frac{c^2}{c^2-1} = \frac{1}{2}(1-z)\) for \(z = \frac{1+c}{1-c} > 1\). Hence, \(z + \sqrt{z^2 - 1} = \frac{1+|c|}{1-|c|} = e^\zeta\), for \(\zeta > 0\), in the notation of page 289 of \([Wa18]\). By applying the asymptotic formula from \([Wa18]\), we get that
\[
F\left(\frac{t+n+1}{2}, \frac{n-t}{2}; n+1; \frac{c^2}{c^2-1}\right) \sim \frac{2^n n!\Gamma\left(\frac{t-n}{2} + 1\right)}{\sqrt{\pi t} \Gamma\left(\frac{t+n+1}{2}\right)} \cdot \left(\frac{2|c|}{1+|c|}\right)^{n-\frac{1}{2}} \frac{1+|c|}{1-|c|} \frac{t-n}{2}
\]
as \(t \to \infty\). Now, let us multiply the above asymptotic formula by \(\frac{(-c/2)^n(-t)n}{n!} (1 - c^2)^{t/2-n/2}\) and use that
\[
\frac{(-1)^n(-t)n}{n!} \Gamma\left(\frac{t-n}{2} + 1\right) \sim 1
\]
as \(t \to \infty\). In doing so, we deduce the claimed asymptotic formula for \(|c| < 1\), thus proving (20) for \(|c| < 1\).

Finally, assume that \(|c| > 1\). In this case, we proceed analogously as above. In the application of the asymptotic formulas from \([Wa18]\), the lead term in the absolute value is \(\frac{1+|c|}{1-|c|} = e^{-\zeta}\) where \(\zeta = x + i\pi\) with \(x < 0\). Therefore, we have that
\[
F\left(\frac{t+n+1}{2}, \frac{n-t}{2}; n+1; \frac{c^2}{c^2-1}\right)
\sim \frac{2^n n!\Gamma\left(\frac{t-n}{2} + 1\right)}{\sqrt{\pi t} \Gamma\left(\frac{t+n+1}{2}\right)} \cdot \left(\frac{2|c|}{1+|c|}\right)^{-n+\frac{1}{2}} \frac{-1}{2} \frac{1}{1-|c|} \frac{n+1}{2}
\]
as \(t \to \infty\). One then multiplies this asymptotic formula by \(\frac{(-c/2)^n(-t)n}{n!} (1 - c^2)^{t/2-n/2}\) and, by arguing as above, we obtain (20). With all this, the proof of the assertion is complete.

The above proposition is very useful in finding the limiting behavior of solutions to the heat equation when the time variable tends to infinity. A simple consequence of formulas \([6]\) and \([20]\) is the following corollary:

**Corollary 13.** For \(d > 0\), consider the solution \([6]\) to the discrete diffusion equation \([5]\) subject to the initial condition \(u(x;0) = 1\) if \(x = 0\) and \(u(x;0) = 0\) if \(x \neq 0\). Then, one has that
\[
u(n,t) \sim \frac{1}{2\sqrt{\pi dt}}\text{ for }d \in (0,1/2)\text{ and as } t \to \infty
\]
and
\[
u(n,t) \sim \frac{(-1)^{n+t}(4d-1)^{t+1/2}}{2\sqrt{\pi dt}}\text{ for }d \in (1/2, \infty)\text{ and as } t \to \infty.
\]
2.4 A generating function of discrete $I$-Bessel functions

For now, let $c \in \mathbb{C} \setminus \{0\}$ and $n \in \mathbb{N}_0$. Since $|I_n^c(t)| \leq |I_n^1(t)|$ for all integers $n, t \geq 0$, the asymptotic formula \[20\] implies that the radius of convergence of the power series

$$f_n^c(z) := \sum_{t=0}^{\infty} I_n^c(t) z^t$$

equals $(1 + |c|)^{-1}$. Therefore, the series \[21\] is a holomorphic function of $z \in \mathbb{C}$ in the disc $|z| < (1 + |c|)^{-1}$. We will now derive a closed expression for the generating function \[21\] when $|z| < (1 + |c|)^{-1}$.

**Proposition 14.** For any $c \in \mathbb{C} \setminus \{0\}$, $n \in \mathbb{N}_0$, and $|z| < (1 + |c|)^{-1}$, the power series \[21\] is equal to

$$f_n^c(z) = \frac{1}{\sqrt{(1 - z)^2 - c^2 z^2}} \left( (1 - z) - \sqrt{(1 - z)^2 - c^2 z^2} \right)^n$$

where we are using the principal value of the square root, which has values in a right half-plane.

**Proof.** Using Lemma \[8\] (iii) and (iv), one can immediately deduce that the power series \[21\] satisfies the difference equation

$$(1 - z)f_n^c(z) = \begin{cases} 1 + cz f_n^c(z), & \text{if } n = 0; \\ \frac{c}{n} (f_{n-1}^c(z) + f_{n+1}^c(z)), & \text{if } n \geq 1. \end{cases} \quad (22)$$

To solve \[22\], let us set the Ansatz that $f_n^c(z) = a(z)(b(z))^n$, where we omitted $c$ from the notation on the right-hand side. When $n = 0$, \[22\] yields that $a(z) = (1 - z - czb(z))^{-1}$. In the case $n \geq 1$, equation \[22\] implies that

$$b(z)^2 - \frac{2(1 - z)}{cz} b(z) + 1 = 0$$

for $|z| < (1 + |c|)^{-1}$ and $z \neq 0$. There are two solutions to this equation, namely

$$b_1(z) = \frac{1 - z}{cz} + \sqrt{\frac{(1 - z)^2 - c^2 z^2}{c^2 z^2}}, \quad \text{and} \quad b_2(z) = \frac{1 - z}{cz} - \sqrt{\frac{(1 - z)^2 - c^2 z^2}{c^2 z^2}}.$$

In order to choose the solution which yields the generating function, recall that $f_n^c(0) = I_n^c(0)$. Furthermore, $I_0^c(0) = 1$ and $I_n^c(0) = 0$ for $n \geq 1$. Therefore, the function $b(z)$ must be such that $\lim_{z \to 0} b(z) = 0$, and this is true when

$$b(z) = b_2(z) = \frac{(1 - z) - \sqrt{(1 - z)^2 - c^2 z^2}}{cz}.$$

Therefore, we have that $a(z) = (\sqrt{(1 - z)^2 - c^2 z^2})^{-1}$, and the proof of the assertion is complete. \[11\]

3 Proofs of main results

In this section, we prove our main results. We start by proving an expression for the heat kernel on a $(q + 1)$-regular tree in terms of the discrete $I$-Bessel function. As stated above, the formula is analogous to the result from \[CJK14\] which gives the continuous time heat kernel on the $(q + 1)$-regular tree in terms of the continuous $I$-Bessel function.
3.1 The discrete time heat kernel on a \((q + 1)\)-regular tree

Let us fix a base point \(x_0 \in X\). Let \(T_{q+1}\) be a \((q + 1)\)-regular tree, which is a universal cover of the graph \(X\) with base point \(x_0\). Choose a lift of \(x_0 \in X\) to \(T_{q+1}\) to give a base point of \(T_{q+1}\) which in a slight abuse of notation we also denote by \(x_0\). Let \(r \in \mathbb{N}_0\) be the radial coordinate on \(T_{q+1}\) with the chosen base point \(x_0\); recall that the radial coordinate of a point \(x\) is the graph distance from \(x\) to the base point \(x_0\).

As before, \(t \in \mathbb{N}_0\) and \(\partial_t\) is the forward difference operator with respect to the variable \(t\). Let \(K_{q+1}(x_0, x; t)\) be the discrete time heat kernel on \(T_{q+1}\). There is an automorphism of \(T_{q+1}\) to itself, which fixes \(x_0\) and sends any point \(x'\) of with radial coordinate \(r\) to any other point \(x\) of radial coordinate \(r\). Therefore, the heat kernel \(K_{q+1}(x_0, x; t)\) can be viewed as a function of \(r\) and \(t\), meaning

\[
K_{q+1}(x_0, x; t) = K_{q+1}(r; t) \quad \text{where} \quad r = r(x).
\]

In this form, the heat kernel \(K_{q+1}(r; t)\) satisfies the equation

\[
\partial_t K_{q+1}(r; t) = \begin{cases} 
-(q + 1)K_{q+1}(0; t) + (q + 1)K_{q+1}(1; t), & \text{if } r = 0 \\
-(q + 1)K_{q+1}(r; t) + qK_{q+1}(r + 1; t) + K_{q+1}(r - 1; t), & \text{if } r \geq 1,
\end{cases} \tag{23}
\]

with initial condition

\[
K_{q+1}(r; 0) = \begin{cases} 
1, & \text{if } r = 0 \\
0, & \text{if } r \geq 1.
\end{cases} \tag{24}
\]

**Proposition 15.** With the notation as above, the solution \(K_{q+1}(r; t)\) to the initial value problem \((23)\) and \((24)\) is given by

\[
K_{q+1}(r; t) = (-q)^t \left[ q^{-r/2} I_r^{-2/\sqrt{q}}(t) - (q - 1) \sum_{j=1}^{\infty} q^{-(r+2j)/2} I_{r+2j}^{-2/\sqrt{q}}(t) \right]. \tag{25}
\]

**Proof.** Parts (i) and (ii) of Lemma 8 imply that right-hand side of \((25)\) satisfies the initial condition \((24)\) when \(t = 0\). Hence, it is left to prove that the right-hand side of \((25)\) satisfies \((23)\). To begin, let us define

\[
F(r; t) := q^{-r/2} I_r^{-2/\sqrt{q}}(t) - (q - 1) \sum_{j=1}^{\infty} q^{-(r+2j)/2} I_{r+2j}^{-2/\sqrt{q}}(t).
\]

If the above stated assertion is true, then \(F(r; t) = (-q)^{-t} K_{q+1}(r; t)\). It is elementary to verify that the right-hand side of \((25)\) satisfies \((23)\) if and only if \(F(r; t)\) satisfies the equation

\[
\partial_t F(r; t) = \begin{cases} 
\frac{-(q+1)}{q} F(1; t), & \text{if } r = 0 \\
-F(r + 1; t) - \frac{1}{q} F(r - 1; t), & \text{if } r \geq 1.
\end{cases} \tag{26}
\]

We now shall prove that \((26)\) is true. When \(r = 0\) we have that

\[
\partial_t F(0; t) = \partial_t I_0^{-2/\sqrt{q}}(t) - (q - 1) \sum_{j=1}^{\infty} q^{-j} \partial_t I_{2j}^{-2/\sqrt{q}}(t).
\]
Using parts (iii) and (iv) of Lemma 8 we get that

\[
\partial_t F(0; t) = -\frac{2}{\sqrt{q}} I_1^{-2/\sqrt{q}}(t) - (q - 1) \sum_{j=1}^{\infty} q^{-j - \frac{1}{2}} \left( I_{2j+1}^{-2/\sqrt{q}}(t) + I_{2j-1}^{-2/\sqrt{q}}(t) \right)
\]

\[
= I_1^{-2/\sqrt{q}}(t) \left( -\frac{2}{\sqrt{q}} + \frac{q - 1}{q\sqrt{q}} \right) + (q - 1) \sum_{j=1}^{\infty} q^{-(j+1)q} I_{2j+1}^{-2/\sqrt{q}}(t)
\]

\[
= -\frac{q + 1}{q} \left( q^{-1/2} I_1^{-2/\sqrt{q}}(t) - (q - 1) \sum_{j=1}^{\infty} q^{-(2j+1)/2} I_{2j+1}^{-2/\sqrt{q}}(t) \right)
\]

\[
= -\frac{q + 1}{q} F(1; t),
\]

which proves (26) in the case when \( r = 0 \).

Assume now that \( r \geq 1 \). From part (iv) of Lemma 8 we get that

\[
\partial_t F(r; t) = -\frac{2q^{-r/2}}{2\sqrt{q}} \left( I_{r+1}^{-2/\sqrt{q}}(t) + I_{r-1}^{-2/\sqrt{q}}(t) \right)
\]

\[
- (q - 1) \sum_{j=1}^{\infty} q^{-(r+2j)/2} \frac{-2}{2\sqrt{q}} \left( I_{r+2j+1}^{-2/\sqrt{q}}(t) + I_{r+2j-1}^{-2/\sqrt{q}}(t) \right)
\]

\[
= -q^{-(r+1)/2} I_{r+1}^{-2/\sqrt{q}}(t) + (q - 1) \sum_{j=1}^{\infty} q^{-(r+2j)/2} I_{r+2j+1}^{-2/\sqrt{q}}(t)
\]

\[
- \frac{1}{q} q^{-(r-1)/2} I_{r+1}^{-2/\sqrt{q}}(t) + \frac{q - 1}{q} \sum_{j=1}^{\infty} q^{-(r+2j)/2} I_{r+2j-1}^{-2/\sqrt{q}}(t)
\]

\[
= - \left( F(r + 1; t) + \frac{1}{q} F(r - 1; t) \right)
\]

This proves (26) when \( r \geq 1 \), and completes the proof of the proposition.

**Remark 16.** Note that for fixed \( t \in \mathbb{N}_0 \), the series on the right-hand side of formula (26) is actually a finite sum. Indeed, \( I_{r+2j}^{-2/\sqrt{q}}(t) = 0 \) for all \( j \) such that \( r + 2j > t \), so the terms in the series in (26) are non-zero only if \( j \) is such that \( r + 2j \leq t \).

### 3.2 Proof of Theorem 1

Let \( X \) be any \((q + 1)\)-regular graph. Let \( T_{q+1} \) be the universal cover of \( X \) with covering map \( \pi \). Then we can write the heat kernel \( K_X(x_0, x; t) \) on \( X \) by

\[
K_X(x_0, x; t) = \sum_{\tilde{x} \in \pi^{-1}(x)} K_{q+1}(x_0, \tilde{x}; t). \tag{27}
\]

If we view the base point \( x_0 \) as fixed, then we may suppress that part of the notation and simply write \( K_X(x; t) = K_X(x_0, x; t) \). Let \( c_r(x) \) be the number of geodesics in \( X \) of length \( r \) which go from \( x_0 \) to \( x \). Then, as argued in section 3.3 of [CJK14], we can rewrite (27) as

\[
K_X(x; t) = \sum_{r \geq 0} c_r(x) K_{q+1}(r; t).
\]
Note that the series on the right-hand side of the above display is actually a finite sum for any fixed \( t \in \mathbb{N}_0 \) since \( K_{q+1}(r; t) = 0 \) when \( r > t \). As a result, there is no question regarding the convergence of the series. By using the expression (25) for \( K_{q+1}(r; t) \), we immediately obtain (10).

Equation (11) follows by combining (10) and (15).

### 3.3 Proofs of corollaries 2 and 3

Let us write (1) as

\[
K_X(x_0, x; t + 1) = (A_X - q \text{Id})K_X(x_0, x; t).
\]

Since the degree of \( X \) is \( q + 1 \), the adjacency operator is bounded with the spectrum lying in \([-q - 1, q + 1] \); see, for example, [Lo75] or [Mo82]. Therefore, from the discussion in Chapter 4 of [MW89], we have that the heat kernel \( K_X(x_0, x; t) \) can be expressed in terms of the spectral measure \( \mu_x \) by the formula

\[
K_X(x_0, x; t) = \int_{-q+1}^{q+1} (\lambda - q)^t d\mu_x(\lambda).
\]

Note that, as above, we have suppressed the notation of the point \( x_0 \) in the spectral measure. With this, the first part of Corollary 2 is proved.

When \( X \) is a finite graph of degree \( q + 1 \) with \( M \) vertices, the adjacency operator can be identified with the adjacency matrix \( A_X \) which possesses real eigenvalues \( \lambda_0 = q + 1 > \lambda_1 \geq \ldots \geq \lambda_{M-1} \geq -(q+1) \), counted according to their multiplicities. The associated orthonormal eigenvectors are denoted by \( \psi_j \in \mathbb{R}^M \) for \( j = 0, \ldots, M-1 \). In this case, the spectral expansion of the heat kernel reads as

\[
K_X(x_0, x; t) = \sum_{j=0}^{M-1} (\lambda_j - q)^t \overline{\psi_j(x)} \overline{\psi_j(x_0)},
\]

which proves the second part of Corollary 2.

It remains to prove Corollary 3. We first take \( x = x_0 \) in (12). After multiplying (12) by \((-q)^{-t}\), we then get that

\[
\sum_{j=0}^{M-1} \left(1 - \frac{\lambda_j}{q}\right)^t \overline{\psi_j(x)} \overline{\psi_j(x_0)} = \sum_{m=0}^{t} N_m(x)q^{-m/2}I_m^{-2/\sqrt{q}}(t) + (q - 1)q^{-j}I_{2j}^{-2/\sqrt{q}}(t).
\]

Now, by taking the sum over all vertices \( x \in V_X \) one gets (13) because the eigenvectors \( \psi_j \) are normalized to have \( L^2 \)-norm equal to 1.

### 3.4 Proof of Theorem 4

Let \( h(z) \) be a function which is holomorphic for \(|z| > 1/a\) for some positive real number \( a \). Let us assume that \( a > 3 + 2/q > (2q + 1)/q \). As such, \( h(z) \) can be written as a Taylor series centered at \( z_0 = \infty \), namely

\[
h(z) = \sum_{t=0}^{\infty} g(t)z^{-t}.
\]
In this notation, \( h(z) \) is the one-sided \( \mathbb{Z} \)-transform of function \( g : \mathbb{N}_0 \to \mathbb{C} \). Equivalently, we can say that \( \{g(t)\} \) is the set of Taylor series coefficients of \( h \). Moreover, the convergence of the series which defines \( h \), together with assumption that \( a > 3 + 2/q > (2q + 1)/q \) implies the existence of some \( \epsilon > 0 \) with \( 0 < \epsilon < \frac{1}{m}(a - (2q + 1)/q) \) such that

\[
g(t)((2q + 1)/q + \epsilon)^t \to 0 \quad \text{as} \quad t \to \infty.
\]  

Since, \( aq > 2q + 1 \) and \( -(q + 1) \leq \lambda_j \leq q + 1 \) for every eigenvalue \( \lambda_j \), we have that \( |\frac{q}{q - \lambda_j}| > 1/a \). Therefore,

\[
\sum_{j=0}^{M-1} h \left( \frac{q}{q - \lambda_j} \right) = \sum_{t=0}^{\infty} g(t) \sum_{j=0}^{M-1} \left( 1 - \frac{\lambda_j}{q} \right)^t.
\]  

(30)

The above expression can be obtained from the left-hand side of (13) after multiplying (13) by \( g(t) \) and then summing over all \( t \geq 0 \). Let us now apply the same operations to the right-hand side of (13) and compute the outcome.

As stated, \( (2q + 1)/q \geq 1 + 2/\sqrt{q} \) for \( q \geq 1 \). In (20) we have proved the asymptotic behavior of the discrete \( I \)-Bessel function as \( t \to \infty \) with \( c = -2/\sqrt{q} \). By combining (20) with (29), we conclude that the series \( \sum_{t=0}^{\infty} g(t)I_m^{-2/\sqrt{q}}(t) \) converges absolutely.

Moreover, from Proposition 14 and the power series representation (21), we have that for all \( z \) such that \( 1/a < |z| < (1 + 2/\sqrt{q})^{-1} \) that

\[
f_n^{-2/\sqrt{q}}(z)h(z) = \sum_{t_1=0}^{\infty} I_n^{-2/\sqrt{q}}(t_1)z^{t_1} \sum_{t_2=0}^{\infty} g(t_2)z^{-t_2}.
\]  

(31)

Note that the annulus \( 1/a < |z| < (1 + 2/\sqrt{q})^{-1} \) is not empty because \( a > (2q + 1)/q \geq 1 + 2/\sqrt{q} \). The residue theorem implies that the constant term in (31) can be expressed in terms of the integral of \( f_n^{-2/\sqrt{q}}(z)h(z)z^{-1} \) along any circle inside the annulus \( 1/a < |z| < (1 + 2/\sqrt{q})^{-1} \).

Specifically, for any \( b \) such that \( 1/a < b < q/(3q + 2) \) we have that

\[
\sum_{t=0}^{\infty} I_n^{-2/\sqrt{q}}(t)g(t) = \frac{1}{2\pi i} \int_{c(0,b)} f_n^{-2/\sqrt{q}}(z)h(z) \frac{dz}{z}.
\]  

(32)

In order to complete the proof, it suffices to show that the series

\[
\sum_{m=0}^{\infty} N_m q^{-m/2} \frac{1}{2\pi} \int_{c(0,b)} \left| f_m^{-2/\sqrt{q}}(z)h(z) \frac{dz}{z} \right|
\]  

(33)

is convergent. In order to do so, we estimate function \( f_m^{-2/\sqrt{q}}(z) \) for \( z \) such that \( |z| = b < q/(3q + 2) \). Recall that

\[
f_m^c(z) = \frac{1}{\sqrt{(1 - z)^2 - c^2z^2}} \left( \frac{cz}{(1 - z) + \sqrt{(1 - z)^2 - c^2z^2}} \right)^m.
\]

Trivially, we have that

\[
|(1 - z) + \sqrt{(1 - z)^2 - c^2z^2}| \geq \text{Re}((1 - z) + \sqrt{(1 - z)^2 - c^2z^2}) \geq \text{Re}(1 - z) \geq (1 - b).
\]
Hence
\[ |f_m^{-2/\sqrt{q}}(z)| \ll \left( \frac{2bq^{-1/2}}{1-b} \right)^m \]
where the implied constant is independent of \( m \). The function \( h(z) \) is holomorphic, hence bounded along the circle \(|z| = b\). The number \( N_m \) of geodesic paths is bounded by the number of total paths, i.e. \( N_m \ll (q+1)^m \). Therefore,
\[ N_m q^{-\frac{m}{2}} \frac{1}{2\pi} \int_{c(0,b)} |f_m^{-2/\sqrt{q}}(z)h(z)\frac{dz}{z}| \ll \left( \frac{2b(q+1)}{q(1-b)} \right)^m. \]
The value of \( b \) is chosen so that \( b < q/(3q+2) \), hence \( \frac{2b(q+1)}{q(1-b)} < 1 \) which proves that the series is convergent.

With all this, we can summarize the proof of Theorem 4. First, multiply equation (13) by \( g(t) \) and take the sum over all \( t \geq 0 \). Then, interchange the summation over \( m \) and \( t \) and arrive at the equation
\[ \sum_{j=0}^{M-1} h \left( \frac{q}{q - \lambda_j} \right) = \sum_{m=0}^{\infty} N_m q^{-m/2} \sum_{i=0}^{\infty} g(t)I_m^{-2/\sqrt{q}}(t) + M(q-1) \sum_{j=0}^{\infty} q^{-2j} \sum_{i=0}^{\infty} g(t)I_{2j}^{-2/\sqrt{q}}(t). \]
Finally, by inserting the identity (32), one obtains Theorem 4. In effect, the detailed analysis above justifies the operations described which yeild Theorem 4 from (13).

Remark 17. Corollary 5 follows directly from Theorem 1 and equation (14). The proof of (14) is given in section 4 below. Once the proof of (14) is established, all statements in the introduction are proven.

4 Uniform random walk on a \((q + 1)\)-regular graph

Let \( X \) denote a \((q + 1)\)-regular graph, which is either finite or countably infinite, which has a base point \( x_0 \). A uniform random walk on \( X \), starting at \( x_0 \) is the discrete time random walk at which the particle located at any vertex of \( X \) at time \( t = n \geq 0 \) moves along any of the \((q + 1)\) neighboring edges with the same probability \( 1/(q + 1) \).

This process can be described as a solution to the diffusion equation associated to the uniform random walk Laplacian \( \Delta_{X}^{rw} \) on \( X \), which is defined as
\[ \Delta_{X}^{rw} = \text{Id} - \frac{1}{q + 1} A_X. \]
Namely, the probability that a particle which starts walking at the base point \( x_0 \), after \( t \) steps is located at the point \( x \) equals \( K_{X}^{rw}(x_0, x; t) \), where \( K_{X}^{rw}(x_0, x; t) \) is the discrete time random walk heat kernel. In other words, \( K_{X}^{rw}(x_0, x; t) \) is the solution to the discrete time diffusion equation
\[ \Delta_{X}^{rw} K_{X}^{rw}(x_0, x; t) + \partial_t K_{X}^{rw}(x_0, x; t) = 0 \tag{34} \]
subject to the initial condition
\[ K_{X}^{rw}(x_0, x; 0) = \begin{cases} 1, & \text{if } x = x_0 \\ 0, & \text{otherwise}. \end{cases} \tag{35} \]
Note that (34) can be written as

\[ K_{X}^{\text{rw}}(x_0, x; t+1) = \frac{1}{q+1} A_X K_{X}^{\text{rw}}(x_0, x; t) \]

which nicely describes the dynamics of this process.

Heat kernels \( K_X(x_0, x; t) \) and \( K_{X}^{\text{rw}}(x_0, x; t) \) have the same initial condition, meaning that \( K_{X}^{\text{rw}}(x_0, x; 0) = K_X(x_0, x; 0) \). With this, we can solve for one heat kernel in terms of the other. The result is given in the following lemma.

**Lemma 18.** Let \( X \) be a \((q+1)\)-regular graph, which is either finite or countably infinite, with a base point \( x_0 \). For any \( x \in X \) the discrete time heat kernel \( K_X(x_0, x; t) \) and the discrete time random walk heat kernel \( K_{X}^{\text{rw}}(x_0, x; t) \) are related through the identities

\[
K_{X}(x_0, x; t) = (-q)^t \sum_{k=0}^{t} (-1)^k \binom{t}{k} \left( 1 + \frac{1}{q} \right)^k K_{X}^{\text{rw}}(x_0, x; k). \tag{36}
\]

and the identity (14).

**Proof.** First, we notice that (1) is equivalent to

\[ K_{X}(x_0, x; t+1) = (A_X - q \text{Id}) K_{X}(x_0, x; t). \]

In particular, one has that

\[ K_{X}^{\text{rw}}(x_0, x, t) = \frac{1}{(q+1)^t} A_X^t K_{X}^{\text{rw}}(x_0, x, 0), \quad \text{and} \quad K_X(x_0, x, t) = (A_X - q \text{Id})^t K_X(x_0, x, 0). \]

To prove (36) one writes

\[
K_{X}(x_0, x; t) = (A_X - q \text{Id})^t K_{X}(x_0, x, 0) = (A_X - q \text{Id})^t K_{X}^{\text{rw}}(x_0, x, 0)
\]

\[
= \sum_{k=0}^{t} \binom{t}{k} (-q)^{t-k} (A_X)^k K_{X}^{\text{rw}}(x_0, x, 0)
\]

\[
= (-q)^t \sum_{k=0}^{t} (-1)^k \binom{t}{k} \left( \frac{q+1}{q} \right)^k \frac{1}{(q+1)^k} (A_X)^k K_{X}^{\text{rw}}(x_0, x, 0)
\]

\[
= (-q)^t \sum_{k=0}^{t} (-1)^k \binom{t}{k} \left( 1 + \frac{1}{q} \right)^k K_{X}^{\text{rw}}(x_0, x, k),
\]

as claimed. On the other hand, for \( B_X = A_X - q \text{Id} \), one has that

\[
K_{X}^{\text{rw}}(x_0, x, t) = \frac{1}{(q+1)^t} (B_X + q \text{Id})^t K_{X}^{\text{rw}}(x_0, x, 0)
\]

\[
= \frac{1}{(q+1)^t} \sum_{k=0}^{t} \binom{t}{k} q^{-k} B_X^k K_{X}(x_0, x, 0)
\]

\[
= \frac{1}{(q+1)^t} \sum_{k=0}^{t} \binom{t}{k} q^{-k} K_{X}(x_0, x, k),
\]

which proves (14).
By combining (14) with (10), we have proved Corollary 5.

As a special case of the above computations, one can take $X$ to be the $(q+1)$-regular tree. By combining (25) with (14), we immediately obtain an explicit expression of the random walk heat kernel $K^\text{rw}_{q+1}(r;t)$ associated to a $(q+1)$-regular tree in terms of the discrete $I$-Bessel function. Specifically, for $t \geq r$, one has that

$$K^\text{rw}_{q+1}(r;t) = \frac{q^t}{(q + 1)^t} \sum_{k=r}^{t} \binom{t}{k} (-1)^k \left( q^{-r/2} I_{r^{-2/\sqrt{q}}}(k) - (q - 1) \sum_{j=1}^{\lfloor \frac{k-r}{2} \rfloor} q^{-j} I_{(r+2j)^{-2/\sqrt{q}}}(k) \right),$$

where, as before, $r$ denotes the radial variable on the $(q+1)$-regular tree relative to a fixed base point $x_0$.

**Remark 19.** The random walk heat kernel on homogeneous regular trees was studied in [Ur97], Section 2, where certain properties of $K^\text{rw}_{q+1}(r;t)$ were derived. However, those results were based on recurrence formula satisfied by this kernel and no closed formula for its evaluation was deduced. A more general setting of semi-regular infinite graphs was studied in [Ur03] where the upper and lower bounds for the discrete time random walk heat kernel were deduced. Again, no closed formula for this heat kernel was obtained.

**Remark 20.** By taking $r = 0$ in equation (37) we deduce the return probability after $t$ steps of a random walk on a $(q+1)$-regular tree, meaning the probability that a uniform random walk on the tree starting at the root comes back to the root after $t$ steps. This probability is given by

$$K^\text{rw}_{q+1}(0;t) = \frac{q^t}{(q + 1)^t} \sum_{k=0}^{t} \binom{t}{k} (-1)^k \left( I_{0^{-2/\sqrt{q}}}(k) - (q - 1) \sum_{j=1}^{\lfloor \frac{t}{2} \rfloor} q^{-j} I_{2j^{-2/\sqrt{q}}}(k) \right).$$

## 5 A limiting distribution result

The quantity $K^\text{rw}_X(x_0, x_0; t)$ can be viewed as the return probability of the random walk on $X$ to the starting point after $t$ steps. Using the above formulas, we can determine the limiting behavior of the return probability as the number of vertices of $M$ tends to infinity.

**Proposition 21.** Let $\{X_h\}$ be a sequence of finite $(q+1)$-regular graphs. Assume that $X_h$ has $M_h$ vertices, and that $M_h$ tends to infinity as $h$ tends to infinity. Assume further that the length of the shortest closed geodesic on $X_h$ which passes through $x_0$ tends to infinity as $M_h$ goes to infinity. Then for fixed $t \geq 0$ we have for sufficiently large $h$, the equality

$$K^\text{rw}_{X_h}(x_0, x_0; t) = \frac{q^t}{(q + 1)^t} \sum_{k=0}^{t} \binom{t}{k} (-1)^k \left( I_{0^{-2/\sqrt{q}}}(k) - (q - 1) \sum_{j=1}^{\lfloor \frac{t}{2} \rfloor} q^{-j} I_{2j^{-2/\sqrt{q}}}(k) \right).$$

**Remark 22.** In a slight abuse of notation, we will write the statement in Proposition 21 as saying that for fixed $t$, we have that

$$K^\text{rw}_X(x_0, x_0; t) = K^\text{rw}_{q+1}(0; t).$$

for $h$ sufficiently large.
Proof. Let $X$ be any fixed $(q+1)$-regular graph with $M$ vertices. Then, from (28), we have that the heat kernel $K_X(x_0, x_0; t)$ can be written as

$$K_X(x_0, x_0; t) = (-q)^t \left[ \sum_{m=0}^{t} N_m(x_0) q^{-m/2} I_m^{-2/\sqrt{q}}(t) - (q - 1) \sum_{j=1}^{[\frac{t}{2}]} q^{-j} I^{-2/\sqrt{q}}_{2j}(t) \right],$$

where, as stated above, $N_m(x_0)$ is the number of closed geodesics of length $m$, with distinct direction, beginning at $x_0$. For the sequence $\{X_h\}$ under consideration, and for fixed $t$, it is assumed that for sufficiently large $h$ we have that $N_m(x_0) = 0$ for all $0 < m \leq t$. Recall the convention that $N_0(x_0) = 1$. Therefore, for fixed $t$ and sufficiently large $h$, we have that

$$K_X(x_0, x_0; t) = (-q)^t \left( I_0^{-2/\sqrt{q}}(t) + (q - 1) \sum_{j=1}^{[\frac{t}{2}]} q^{-j} I^{-2/\sqrt{q}}_{2j}(t) \right). \quad (40)$$

By combining this with formula (14), the proof is complete. \qed

Remark 23. According to [TBK21], the limit as $M \to \infty$ of the first return probability distribution of a random walk on a $(q+1)$-regular randomly chosen graph with $M$ vertices equals the first return probability distribution on the $(q+1)$-regular tree. The above computations show that one has a similar result when considering the (total) return probability distribution for certain sequences of graphs since the return probability distribution (38) on the tree $T_{q+1}$ coincides with the distribution obtained by combining (40) with (14).

6 Relating spectral data to length spectrum data

As with trace formulas in general, one can use Theorem (4) to express spectral data of the Laplacian, or adjacency operator, to topological data, namely the length spectrum. In the case $X$ is finite, such expressions are stated in Corollary 2 of [Mn07], under the additional assumption that $X$ is connected, without multiple edges and loops. In this section, we will use Corollary (3) to show how to express the length spectrum, i.e. the number $N_m$ of distinct closed geodesics of length $m$ in terms of moments of the spectrum of the adjacency matrix $A_X$. Going further, we will discuss in Section 6.4 below how to use Corollary (2) to prove similar results in the case $X$ is an infinite $(q+1)$-regular graph.

6.1 Explicit evaluations of $N_j$ for $j \leq 3$

Let us explicitly compute $N_j$ for all $j \leq 3$ for any finite $(q+1)$-regular graph with $M$ vertices using formula (13). In each case, the evaluations use the precise formula for the discrete $I$-Bessel function, as stated in (18).

Using that $I_0^{-2/\sqrt{q}}(0) = 1$ and $I_2^{-2/\sqrt{q}}(0) = 0$, we get that (13) in the case $t = 0$ yields the formula $N_0 = M$, as is set by convention.

Let us now consider $t = 1$. From (18), we get that $I_0^{-2/\sqrt{q}}(1) = 1$, $I_1^{-2/\sqrt{q}}(1) = -2/(2\sqrt{q})$ and $I_2^{-2/\sqrt{q}}(1) = 0$. Thus, (13) in the case $t = 1$ becomes

$$M - \frac{1}{q} \text{Tr}(A_X) = N_0 + N_1 q^{-1/2} \cdot \frac{1}{\sqrt{q}}.$$
Since $N_0 = M$, we get that $N_1 = \text{Tr}(A_X)$.

The case when $t = 2$ is the first where the second sum in Corollary (3) is non-zero. From [18] we get that $I_0^{-2/\sqrt{q}}(2) = 1 + \frac{2}{q}$. Additionally, [18] can be used to show that

$$I_1^{-2/\sqrt{q}}(2) = \frac{-2}{2\sqrt{q}} = \frac{-2}{\sqrt{q}} \quad \text{and} \quad I_2^{-2/\sqrt{q}}(2) = \left(\frac{-2}{2\sqrt{q}}\right)^2 = \frac{1}{q}.$$ 

Therefore, from [13], we arrive at the expression

$$M - \frac{2}{q} \text{Tr}(A_X) + \frac{1}{q^2} \text{Tr}(A_X^2) = N_0 \left(1 + \frac{2}{q}\right) + N_1 \frac{-2}{q} + N_2 \frac{1}{q^2} - M(q-1) \frac{1}{q}.$$

From the above evaluations of $N_0$ and $N_1$, we conclude that

$$N_2 = \text{Tr}(A_X^2) - M(q+1).$$

The calculations in the case $t = 3$ follow a similar pattern, but are a bit more involved. From [18] we obtain the following evaluations:

$$I_0^{-2/\sqrt{q}}(3) = \sum_{\alpha=0}^{1} \frac{3!}{\alpha!(3-2\alpha)!} \left(\frac{-2}{2\sqrt{q}}\right)^{2\alpha} = 1 + \frac{6}{q},$$

$$I_1^{-2/\sqrt{q}}(3) = \sum_{\alpha=0}^{1} \frac{3!}{\alpha!(3-2\alpha-1)!\alpha!} \left(\frac{-2}{2\sqrt{q}}\right)^{2\alpha+1} = \frac{-3}{\sqrt{q}} - \frac{3}{q\sqrt{q}},$$

$$I_2^{-2/\sqrt{q}}(3) = \left(\frac{-2}{2\sqrt{q}}\right)^2 \cdot 3 = \frac{3}{q}; \quad I_3^{-2/\sqrt{q}}(3) = \left(\frac{-2}{2\sqrt{q}}\right)^3 = \frac{-1}{q^{3/2}}.$$

We now substitute these evaluations into [13] to get, upon expanding the left-hand-side, the expression

$$M - \frac{3}{q} \text{Tr}(A_X) + \frac{3}{q^2} \text{Tr}(A_X^2) - \frac{1}{q^3} \text{Tr}(A_X^3)$$

$$= N_0 \left(1 + \frac{6}{q}\right) - \frac{1}{q} N_1 \left(3 + \frac{3}{q}\right) + N_2 q^{-1} \cdot \frac{3}{q} + N_3 q^{-3/2} \cdot \frac{-1}{q^{3/2}} - M(q-1) q^{-1} \cdot \frac{3}{q}.$$

When solving for $N_3$, one uses the values for $N_0$, $N_1$ and $N_2$ obtained above to get that

$$N_3 = \text{Tr}(A_X^3) - 3q \text{Tr}(A_X).$$

The formulas for $N_j$ for $j \leq 3$ obtained in these calculations agree with the expressions obtained from equation (34) of [Mun07].

### 6.2 Evaluating $N_j$ for general $j$

Going further, one can use [18] to obtain closed-form expressions for each $\tilde{N}_t := q^{-t/2} N_t$ for finite $(q+1)$-regular graph with $M$ vertices. The approach is as follows.

Fix $t \geq 1$ and let $V_t$ denote the $(t+1) \times (t+1)$ matrix whose $(j, k)$ entry is $v_{j,k} = I_{k-1}^{-2/\sqrt{q}}(j-1)$ for $j, k = 1, \ldots, t + 1$. Observe that $v_{j,k} = 0$ for $k > j$; see Lemma 4(i). Hence, $V$ is a lower triangular matrix. Furthermore, from [18] we get that

$$v_{k,k} = I_{k-1}^{-2/\sqrt{q}}(k-1) = (-1)^{k-1} q^{-(k-1)/2} \quad \text{for} \quad k = 1, \ldots, t + 1.$$
Let $\mathbb{T}$ be the column vector of length $t + 1$ whose $k$-th entry is $\text{Tr} \left( \left( \frac{A x}{\sqrt{q}} \right)^{k-1} \right)$, where the first entry is $\text{Tr}(\text{Id}) = M$. Let $\tilde{N}$ be the column vector of length $t + 1$ whose $k$-th entry is $N_{k-1}$. Finally, let $E = (e_k)_{k=1}^{t+1}$ be the column vector of length $t + 1$ whose $k$-th entry is $M(q - 1)^{-1} I_2^{-2/\sqrt{q}}(k - 1)$. With all this, the set of equations (13) can be written as

$$B \mathbb{T} = V \tilde{N} - E,$$

where $B = (b_{jk})_{(t+1) \times (t+1)}$ is the matrix with entries $b_{jk} = (\frac{k-1}{j-1}) \left( \frac{-2}{\sqrt{q}} \right)^{j-1}$, for $k \geq j$ and $b_{jk} = 0$ for $k < j$. By convention we set $b_{11} = \left( \frac{0}{0} \right) = 1$.

The matrix $V$ is invertible, hence the solution to the set of equations (13) for any fixed $t \geq 1$ is

$$\tilde{N} = V^{-1} (B \mathbb{T} + E). \quad (41)$$

Let $V^{-1} = (\tilde{v}_{jk})_{(t+1) \times (t+1)}$. Let us show how to compute $V^{-1}$ in terms of powers of discrete $I-$Bessel functions. Let $D$ be the $(t + 1) \times (t + 1)$ diagonal matrix whose $(k,k)$ entry is $d_{k,k} = (-1)^{k-1}(q)^{-k(k-1)/2}$. Then $D^{-1}$ is the diagonal matrix whose $k$-th diagonal element is $(-1)^{k-1}(q)^{k(k-1)/2}$. Let us write $V = D + \tilde{V}$, so $\tilde{V}$ is a strictly lower diagonal matrix.

Since $\tilde{V}$ is strictly lower triangular and $D^{-1}$ is diagonal, then $D^{-1}\tilde{V}$ is also strictly lower triangular, so then $(D^{-1}\tilde{V})^{t+1}$ is the zero matrix. Therefore,

$$V^{-1} = (I + D^{-1}\tilde{V})^{-1}D^{-1} = \left( \sum_{h=0}^{t} \left( -D^{-1}\tilde{V} \right)^{h} \right)D^{-1}, \quad (42)$$

which shows that entries $\tilde{v}_{jk}$ of $V^{-1}$ can be written in terms of sums of products of discrete $I$-Bessel functions. Therefore, formula (11) combined with (12) provides an efficient algorithm for evaluation of $\tilde{N}_j$ for general $j$ in terms of values of discrete $I-$Bessel functions.

### 6.3 Chebyshev polynomials and discrete $I$-Bessel functions

In this section we will compare our results with equation (34) of [Mn07], hence we assume that $X$ is a finite connected $(q + 1)-$regular graph with $M$ vertices, without multiple edges and loops.

For any positive integer $\ell$, Equation (34) of [Mn07] can be written, in our notation, as

$$\tilde{N}_\ell = 2\text{Tr} \left( T_\ell \left( \frac{A x}{2\sqrt{q}} \right) \right) + \frac{1 + (-1)^{\ell}}{2}(q - 1)q^{-\ell/2}M, \quad (43)$$

where $T_\ell(x)$ denotes the $\ell$-th Chebyshev polynomial of the first kind. In other words, results from [Mn07] evaluates the left-hand side of (11) in terms of the Chebyshev polynomial; this evaluation can be viewed as a linear form in variables $x_j(X,q) := \text{Tr} \left( \left( \frac{A x}{\sqrt{q}} \right)^{j} \right); j = 0, 1, \ldots \ell$

plus the term $\frac{1 + (-1)^{\ell}}{2}(q - 1)q^{-\ell/2}M$, which is zero if $\ell$ is odd. (Recall that we adopt the convention that $x_0(X,q) := \text{Tr} \left( \left( \frac{A x}{\sqrt{q}} \right)^{0} \right) = M$.)

In other words, we can write equation (13) as

$$\tilde{N}_\ell = 2 \sum_{j=0}^{\ell} t_\ell(j) x_j(X,q) + \frac{1 + (-1)^{\ell}}{2}(q - 1)q^{-\ell/2}M, \quad (44)$$
where $t_\ell(j)$ is the coefficient multiplying $y^j$ in the expansion of the Chebyshev polynomial $T_\ell(y)$.

Returning to our calculations, note that the $k$-th entry on the right-hand side of (41) equals a linear form in the variable $x_j(X,q)$, $j = 0, \ldots, k - 1$, namely

$$P_{k-1}(x \chi(q)) = \sum_{j=0}^{k-1} a_{k-1,j}x_j(X,q),$$

where $a_{k-1,j} = \sum_{m=1}^k \tilde{v}_{km} b_{m(j+1)}$, for $j = 1, \ldots, k - 1$ and $a_{k-1,0} = \sum_{m=1}^k \tilde{v}_{km} (b_{m1} + e_{k-1})$.

Therefore, equation (41) combines with (44) to imply that for any $k \geq 0$ we have that

$$2\sum_{j=0}^{k} t_k(j)x_j(X,q) + \frac{1 + (-1)^k}{2} (q - 1)q^{-k/2} M = \sum_{j=0}^{k} a_{k,j}x_j(X,q).$$

The coefficients of the linear form on the right-hand side are explicitly computable in terms of discrete $I$-Bessel functions $I_{\ell - 2/\sqrt{q}}(\ell)$ for $j \leq \ell \leq k - 1$. In other words, the rows of the matrix

$$\left( \sum_{h=0}^t \left( -D^{-1} \hat{V} \right)^h \right) D^{-1} B$$

amount a listing of the coefficients of the Chebyshev polynomial associated to non-constant terms.

We find it intriguing to see that the special values of the discrete $I$-Bessel function come together through the above computations and produce the coefficients of Chebyshev polynomials.

### 6.4 Further counting problems

The analysis of the previous sections yielded an explicit, closed-form expression for $N_m$, the number of closed geodesics of length $m$ on a finite $(q + 1)$-regular graph, in terms of a finite sum involving the length spectrum of the adjacency matrix. In the setting of continuous time heat kernels, as in [CJK14] or [Mn07], the authors obtain expressions which relate a spectral term, often finite, to a geometric term, which is an infinite sum in the continuous time setting. In the discrete time setting we study in this article, the geometric side of the identities we study also is finite. As a result, the formula for $N_m$ follows from our heat kernel formulas and elementary linear algebra.

Let us now briefly describe how one can expand the approach taken above to the case when $X$ is infinite.

One begins with the pre-trace formula as given in Corollary (2). It is not necessary to take $x = x_0$, but certainly that is a possibility. For a fixed integer $t$, the left-hand side of the formulas in Corollary (2) could be taken as written or expanded into a series involving the various moments of the spectral measure. As in Section 6.2 one can solve for $b_m(x)$, ultimately obtaining an expression for $b_t(x)$ in terms of the $m$-th moments of the spectral measure, for all $m \leq t$, and special values of the discrete $I$-Bessel function. Equivalently, the formulas for $b_t(x)$ will involve the shifted moments

$$\int_{-(q+1)}^{(q+1)} (\lambda - q)^m \mu_x(\lambda) \quad \text{for} \quad m \leq t$$
and special values of the discrete $I$-Bessel function. The resulting formulas will be similar to those in (41) and (42). Finally, one can go one step further and get expressions for $c_m(x)$ using Lemma 7 and one further matrix multiplication.

7 Applications to other diffusion processes

In this section, we briefly indicate how to apply our main results to give a closed formula for the solution of a certain zero-sum diffusion process on the $(q + 1)$-regular tree $T_{q+1}$, which can be viewed as a random walk in presence of a heat or cooling source.

Namely, let $\alpha, \beta > 0$ be such that $\alpha + \beta < 1$. Consider the zero-sum diffusion process on the non-negative integers $\mathbb{N}_0$ as described by the difference equation

$$\partial_t K(x; t) = \begin{cases} (\beta - 1)K(0; t) + (1 - \beta)K(1; t), & \text{if } x = 0; \\ (\beta - 1)K(x; t) + (1 - \beta - \alpha)K(x + 1; t) + \alpha K(x - 1; t), & \text{if } x \geq 1, \end{cases}$$

with initial condition as in (24). One can view the conditions at $x = 0$ as that of a reflecting boundary.

Equation (23) can be suitably rescaled to give a solution to (45). Indeed, by reasoning as in the proof of Proposition 15, one can show that the solution $K(x; t)$ for $x, t \in \mathbb{N}_0$ is given by

$$K(x; t) = \beta^t \left[ \left( \frac{1 - \alpha - \beta}{\alpha} \right)^{-x/2} I^{\alpha}_x(t) + \frac{2\alpha + \beta - 1}{\alpha} \sum_{j=1}^{\infty} \left( \frac{1 - \alpha - \beta}{\alpha} \right)^{-(x+2j)/2} I^{\alpha}_{x+2j}(t) \right],$$

where $a = 2\sqrt{\frac{\alpha(1-\alpha-\beta)}{\beta^2}}$. We will leave the proof to the interested reader.
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