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Abstract. We classify all tilting and cotilting classes over commutative noetherian rings in terms of descending sequences of specialization closed subsets of the Zariski spectrum. Consequently, all resolving subcategories of finitely generated modules of bounded projective dimension are classified. We also relate our results to Hochster’s Conjecture on the existence of finitely generated maximal Cohen-Macaulay modules.

INTRODUCTION

It is well known that the Zariski spectrum of a commutative noetherian ring $R$ can be used to classify various structures over $R$. For example, it was shown by Gabriel in 1962 that the hereditary torsion pairs in the module category $\text{Mod–}R$ are parametrized by the subsets of $\text{Spec}(R)$ that are closed under specialization. An analogous result holds true at the level of the derived category: based on work of Hopkins, a one-to-one correspondence between the specialization closed subsets of $\text{Spec}(R)$ and the smashing subcategories of the unbounded derived category $D(R)$ was established by Neeman in 1992.

In the present paper, we restrict our attention to specialization closed subsets of $\text{Spec}(R)$ that do not contain associated primes of $R$, and show that they parametrize all 1-cotilting classes of $R$-modules. We then use this approach to give for each $n \geq 1$ a complete classification of $n$-tilting and $n$-cotilting classes in $\text{Mod–}R$ in terms of finite sequences of subsets of the Zariski spectrum of $R$ (see Theorem 4.2 below).

While classification results of this kind are usually proved by first considering the tilting setting and then passing to the cotilting one by a sort of duality, the approach applied here is the very opposite. The key point rests in an analysis of the associated primes of cotilting classes and their cosyzygy classes. The classification of the tilting classes comes posteriori, by employing the Auslander-Bridger transpose. For $n = 1$, we prove an additional result: In Theorem 2.10 we show that all 1-cotilting modules over one-sided noetherian rings are of cofinite type, that is, equivalent to duals of 1-tilting modules.
We also prove several results for tilting and cotilting classes in the setting of commutative noetherian rings which fail for general rings:

(i) For each \( n \geq 1 \), the elementary duality gives a bijection between \( n \)-tilting and \( n \)-cotilting classes of modules. (For general rings, there are more \( 1 \)-cotilting classes than duals of \( 1 \)-tilting classes: Bazzoni constructed such examples for certain commutative non-noetherian rings in [6].)

(ii) All \( n \)-cotilting classes are closed under taking injective envelopes by Proposition 3.11(ii). In particular, \( 1 \)-cotilting classes are precisely the torsion-free classes of faithful hereditary torsion pairs (Theorem 2.7). (Note that \( 1 \)-cotilting classes over general rings need not be closed under injective envelopes; see [15, Theorem 2.5].)

(iii) Up to adding an injective direct summand, a minimal cosyzygy of an \( n \)-cotilting module is \((n-1)\)-cotilting (Corollary 3.17). (Again, this typically fails for non-commutative rings, even for finite-dimensional algebras over a field, since the cosyzygy often has self-extensions.)

Although the tilting and cotilting modules over commutative rings are inherently infinitely generated in all non-trivial cases, our results have consequences for finitely generated modules as well.

First, as a side result we classify all resolving subcategories of finitely generated modules of bounded projective dimension in Corollary 4.4 and prove that they hardly ever provide for approximations.

Second, we relate our results to a conjecture due to Hochster claiming the existence of finitely generated maximal Cohen-Macaulay \( R/p \)-modules for regular local rings \( R \) and give information about the structure of these hypothetical modules in Theorem 5.16.

1. Preliminaries

1.1. Basic notation. For a ring \( R \), we denote by \( \text{Mod–}R \) the category of all (unitary right \( R \))-modules, and by \( \text{mod–}R \) its subcategory consisting of all finitely generated modules. Similarly, we define \( \text{R–Mod} \) and \( \text{R–mod} \) using left \( R \)-modules.

For a module \( M \), \( \text{Add } M \) denotes the class of all direct summands of (possibly infinite) direct sums of copies of the module \( M \). Similarly, \( \text{Prod } M \) denotes the class of all direct summands of direct products of copies of \( M \). Further, we denote by \( \Omega(M) \) a syzygy of \( M \) and by \( \mathcal{U}(M) \) a minimal cosyzygy of \( M \). That is, \( \mathcal{U}(M) = E(M)/M \), where \( E(M) \) is an injective envelope of \( M \). As usual, we also define higher cosyzygies: Given a module \( M \),

\[
0 \rightarrow M \rightarrow E_0(M) \rightarrow E_1(M) \rightarrow E_2(M) \rightarrow \cdots
\]

will stand for the minimal injective coresolution and the image of \( E_{i-1}(M) \rightarrow E_i(M) \) for \( i \geq 1 \) will be denoted by \( \mathcal{U}_i(M) \). That is, \( \mathcal{U}(M) = \mathcal{U}_1(M) \). We refrain from the usual notation \( \Omega^{-1}(M) \) for the \( i \)-th cosyzygy, for we require the following convention:

\[
\mathcal{U}_0(M) = M \quad \text{and} \quad \mathcal{U}_i(M) = 0 \text{ for all } i < 0.
\]

Thus, we need to distinguish between syzygies and negative cosyzygies.

---

1 Added in proof: An alternative description of resolving subcategories of finitely generated modules of bounded projective dimension in terms of grade consistent functions on \( \text{Spec}(R) \) has recently been obtained by Dao and Takahashi [14].
Given a class $\mathcal{S}$ of right modules, we denote:
$$
\mathcal{S}^\perp = \{ M \in \text{Mod–}R \mid \text{Ext}_R^i(S, M) = 0 \text{ for all } S \in \mathcal{S} \text{ and } i \geq 1 \},
$$
$$
\perp \mathcal{S} = \{ M \in \text{Mod–}R \mid \text{Ext}_R^i(M, S) = 0 \text{ for all } S \in \mathcal{S} \text{ and } i \geq 1 \}.
$$

If $\mathcal{S} = \{ S \}$ is a singleton, we shorten the notation to $\mathcal{S}^\perp$ and $\perp \mathcal{S}$. A similar notation is used for the classes of modules orthogonal with respect to the Tor functor:
$$
\mathcal{S}^T = \{ M \in \text{R–Mod} \mid \text{Tor}_R^i(S, M) = 0 \text{ for all } S \in \mathcal{S} \text{ and } i \geq 1 \}.
$$

Given a class $\mathcal{S} \subseteq \text{Mod–}R$ and a module $M$, a well-ordered chain of submodules
$$
0 = M_0 \subseteq M_1 \subseteq M_2 \subseteq \cdots \subseteq M_\alpha \subseteq M_{\alpha+1} \subseteq \cdots M_\sigma = M
$$
is called an $\mathcal{S}$-filtration of $M$ if $M_\beta = \bigcup_{\alpha < \beta} M_\alpha$ for every limit ordinal $\beta \leq \sigma$ and up to isomorphism $M_{\alpha+1}/M_\alpha \in \mathcal{S}$ for each $\alpha < \sigma$. A module is called $\mathcal{S}$-filtered if it has at least one $\mathcal{S}$-filtration.

Further, given an abelian category $\mathcal{A}$ (in our case typically $\mathcal{A} = \text{Mod–}R$, or $\mathcal{A} = \text{mod–}R$ if $R$ is right noetherian), a pair of full subcategories $(\mathcal{T}, \mathcal{F})$ is called a torsion pair if
1. $\text{Hom}_{\mathcal{A}}(T, F) = 0$ for each $T \in \mathcal{T}$ and $F \in \mathcal{F}$.
2. For each $M \in \mathcal{A}$ there is an exact sequence $0 \to T \to M \to F \to 0$ with $T \in \mathcal{T}$ and $F \in \mathcal{F}$.

In such a case, $\mathcal{T}$ is called a torsion class and $\mathcal{F}$ a torsion-free class. A standard and easy but useful observation is the following:

**Lemma 1.1.** Let $(\mathcal{T}, \mathcal{F})$ and $(\mathcal{T}', \mathcal{F}')$ be torsion pairs in an abelian category. If $\mathcal{T}' \subseteq \mathcal{T}$ and $\mathcal{F}' \subseteq \mathcal{F}$, then $\mathcal{T} = \mathcal{T}'$ and $\mathcal{F} = \mathcal{F}'$.

If $\mathcal{A} = \text{Mod–}R$, it is well known that $\mathcal{F}$ is the torsion-free class of a torsion pair if and only if $\mathcal{F}$ is closed under submodules, extensions and direct products. Similarly, torsion classes are precisely those closed under factor modules, extensions and direct sums. For $\mathcal{A} = \text{mod–}R$ and $R$ right noetherian, any torsion-free class $\mathcal{F}$ is closed under submodules and extensions (so also under finite products), but some caution is due here as these closure properties do not characterize torsion-free classes. Consider for instance $R = \mathbb{Z}$ and the class $\mathcal{F}$ of all finite abelian groups.

Let us conclude this discussion with two more properties which torsion pairs in $\text{Mod–}R$ can possess.

**Definition 1.2.** Let $(\mathcal{T}, \mathcal{F})$ be a torsion pair in $\text{Mod–}R$. Then $(\mathcal{T}, \mathcal{F})$ is hereditary if $\mathcal{T}$ is closed under submodules, or equivalently by [31, Chapter VI, Proposition 3.2] if $\mathcal{F}$ is closed under taking injective envelopes. The torsion pair is called faithful if $R \subseteq \mathcal{F}$.

1.2. **Commutative algebra essentials.** For a commutative noetherian ring $R$, we denote by $\text{Spec}(R)$ the spectrum of $R$. The spectrum is well known to carry the Zariski topology, where the closed sets are those of the form
$$
V(I) = \{ \mathfrak{p} \in \text{Spec}(R) \mid \mathfrak{p} \supseteq I \},
$$
for some subset $I \subseteq R$. If $I = \{ f \}$ is a singleton, we again write just $V(f)$.

Given $M \in \text{Mod–}R$, $\text{Ass} M$ denotes the set of all associated primes of $M$, and $\text{Supp} M$ the support of $M$. For $\mathcal{C} \subseteq \text{Mod–}R$, we let
$$
\text{Ass} \mathcal{C} = \bigcup_{M \in \mathcal{C}} \text{Ass} M \quad \text{and} \quad \text{Supp} \mathcal{C} = \bigcup_{M \in \text{Supp} M}. $$
For \( p \in \text{Spec}(R) \), we denote by \( R_p \) the localization of \( R \) at \( p \), and by \( k(p) = R_p/p_p \) the residue field.

If \( M \in \text{Mod–}R \), \( p \in \text{Spec}(R) \) and \( i \geq 0 \), the \textit{Bass invariant} \( \mu_i(p, M) \) is defined as the number of direct summands isomorphic to \( E(R/p) \) in a decomposition of \( E_i(M) \) into indecomposable direct summands (see e.g. \[17 \S 9.2\] or \[9 \S 3.2\]). That is,

\[
E_i(M) = \bigoplus_{p \in \text{Spec}(R)} E(R/p)^{(\mu_i(p, M))}.
\]

The relation of associated primes to these invariants is captured by the following lemma due to Bass:

**Lemma 1.3.** Let \( M \) be an \( R \)-module, \( p \in \text{Spec}(R) \) and \( i \geq 0 \). Then

\[
\mu_i(p, M) = \dim_{k(p)} \text{Ext}_{R_p}^i(k(p), M_p),
\]

and we have the following equivalences:

\[
p \in \text{Ass } \mathcal{U}_i(M) \iff p \in \text{Ass } E_i(M) \iff \mu_i(p, M) \neq 0.
\]

**Proof.** For the equality above we refer for instance to \[9\text{ Proposition 3.2.9} \] or \[17 \text{ Theorem 9.2.4} \]. The first equivalence below is proved in \[9 \text{ Lemma 3.2.7} \]. For the second, we use the equality \( \mu_i(p, M) = \dim_{k(p)} \text{Hom}_{R_p}(k(p), E_i(M_p)) \) from the proof of \[9 \text{ Proposition 3.2.9} \] or \[17 \text{ Theorem 9.2.4} \]. \( \square \)

As a consequence, we can extend classic relations between associated prime ideals of the terms of a short exact sequence to their cosyzygies:

**Lemma 1.4.** Let \( 0 \to K \to L \to M \to 0 \) be a short exact sequence of \( R \)-modules and \( i \in \mathbb{Z} \). Then the following hold:

(i) \( \text{Ass } \mathcal{U}_i(K) \subseteq \text{Ass } \mathcal{U}_{i-1}(M) \cup \text{Ass } \mathcal{U}_i(L) \).

(ii) \( \text{Ass } \mathcal{U}_i(L) \subseteq \text{Ass } \mathcal{U}_i(K) \cup \text{Ass } \mathcal{U}_{i+1}(M) \).

(iii) \( \text{Ass } \mathcal{U}_i(M) \subseteq \text{Ass } \mathcal{U}_i(L) \cup \text{Ass } \mathcal{U}_{i+1}(K) \).

**Proof.** Given any \( p \in \text{Spec}(R) \), we consider the long exact sequence of \( \text{Hom} \) and \( \text{Ext} \) groups, which we obtain by applying the functor \( \text{Hom}_{R_p}(k(p), -) \) on the localized short exact sequence

\[
0 \to K_p \to L_p \to M_p \to 0.
\]

The lemma is then an easy consequence of Lemma 1.3. \( \square \)

In particular, we obtain information on associated primes of syzygy modules.

**Corollary 1.5.** Let \( M \) be an \( R \)-module, \( \ell \geq 1 \) and \( K \) be an \( \ell \)-th syzygy of \( M \). Then for any \( i \in \mathbb{Z} \) we have:

\[
\text{Ass } \mathcal{U}_i(K) \subseteq \text{Ass } \mathcal{U}_{i-\ell}(M) \cup \bigcup_{j=0}^{\ell-1} \text{Ass } \mathcal{U}_{i-j}(R)
\]

and

\[
\text{Ass } M \subseteq \bigcup_{j=0}^{\ell-1} \text{Ass } \mathcal{U}_j(R) \cup \text{Ass } \mathcal{U}_\ell(K).
\]

**Remark 1.6.** We stress that according to our convention, \( \mathcal{U}_{i-\ell}(M) = 0 \) for \( i-\ell < 0 \). Thus, the right-hand term does not depend on \( M \) for \( i < \ell \).
Proof. This is easily obtained from Lemma \[\text{Lemma 1.4}(i)\] by induction on \(\ell\). We also use the fact that \(\text{Ass } \mathcal{U}_j(P) \subseteq \text{Ass } \mathcal{U}_j(R)\) for any \(j \in \mathbb{Z}\) and any projective module \(P\). \(\square\)

We finish by recalling a well-known property of the residue field considered as an \(R\)-module (see e.g. [23 Theorem 18.4]), and its consequences:

**Lemma 1.7.** Let \(\mathfrak{p} \in \text{Spec}(R)\). Then \(E(R/\mathfrak{p}) \cong E_{R_\mathfrak{p}}(k(\mathfrak{p}))\) as \(R\)-modules. In particular:

(i) \(E(R/\mathfrak{p})\) is \(\{k(\mathfrak{p})\}\)-filtered and \(\text{Ass } k(\mathfrak{p}) = \text{Ass } E(R/\mathfrak{p}) = \{\mathfrak{p}\}\);

(ii) \(\mathcal{U}_i(k(\mathfrak{p}))\) is \(\{k(\mathfrak{p})\}\)-filtered and \(\text{Ass } \mathcal{U}_i(k(\mathfrak{p})) \subseteq \{\mathfrak{p}\}\) for each \(i \geq 1\).

1.3. Tilting and cotilting modules and classes. Next, we recall the notion of an (infinitely generated) tilting module from [1,13]:

**Definition 1.8.** Let \(R\) be a ring. A module \(T\) is tilting provided that

(T1) \(T\) has finite projective dimension.

(T2) \(\text{Ext}^i_R(T, T^{(\kappa)}) = 0\) for all \(i \geq 1\) and all cardinals \(\kappa\).

(T3) There is an exact sequence \(0 \to R \to T_0 \to T_1 \to \cdots \to T_r \to 0\), where \(T_0, T_1, \ldots, T_r \in \text{Add } T\).

The class \(T^\perp = \{M \in \text{Mod–}R \mid \text{Ext}^i_R(T, M) = 0\text{ for each } i \geq 1\}\) is called the tilting class induced by \(T\). Given an integer \(n \geq 0\), a tilting module as well as its associated class are called \(n\)-tilting provided the projective dimension of \(T\) is at most \(n\). We recall that in such a case we can choose the sequence in (T3) so that \(r \leq n\) (see [5 Proposition 3.5]).

If \(T\) and \(T'\) are tilting modules, then \(T\) is said to be equivalent to \(T'\) provided that \(T^\perp = (T')^\perp\), or equivalently by [18 Lemma 5.1.12], \(T' \in \text{Add } T\).

The structure of tilting modules over commutative noetherian rings is rather different from the classic case of artin algebras. The key point is the absence of non-trivial finitely generated tilting modules:

**Lemma 1.9 ([12,25]).** Let \(R\) be a commutative noetherian ring and \(T\) be a finitely generated module. Then \(T\) is tilting, if and only if \(T\) is projective.

Even though the tilting module \(T\) is infinitely generated, the tilting class \(T^\perp\) is always determined by a set \(\mathcal{S}\) of finitely generated modules of bounded projective dimension. This was proved in [8], based on the corresponding result [7] for 1-tilting modules. We will call a subclass \(\mathcal{S}\) of \(\text{mod–}R\) resolving in case \(\mathcal{S}\) is closed under extensions, direct summands, kernels of epimorphisms, and \(R \in \mathcal{S}\). If \(\mathcal{S}\) consists of modules of projective dimension \(\leq 1\), the requirement of \(\mathcal{S}\) being closed under kernels of epimorphisms is redundant by [18 Lemma 5.2.22]. Using results from [2,7,8], we learn that resolving subclasses of \(\text{mod–}R\) parametrize tilting classes (and hence also the tilting modules up to equivalence):

**Lemma 1.10 (\[18, 5.2.23\]).** Let \(R\) be a right noetherian ring and \(n \geq 0\). Then there is a bijective correspondence between

(i) \(n\)-tilting classes \(\mathcal{T}\) in \(\text{Mod–}R\) and

(ii) resolving subclasses \(\mathcal{S}\) of \(\text{mod–}R\) consisting of modules of projective dimension \(\leq n\).

The correspondence is given by the assignments \(\mathcal{T} \mapsto \mathcal{T} \cap \text{mod–}R\) and \(\mathcal{S} \mapsto \mathcal{S}^\perp\).
The dual notions of a cotilting module and a cotilting class are defined as follows:

**Definition 1.11.** Let $R$ be a ring. A module $C$ is cotilting provided that

- (C1) $C$ has finite injective dimension.
- (C2) $\text{Ext}_R^i(C^{\perp}, C) = 0$ for all $i \geq 1$ and all cardinals $\kappa$.
- (C3) There is an exact sequence $0 \to C_r \to \cdots \to C_1 \to C_0 \to W \to 0$ where $W$ is an injective cogenerator of $\text{Mod–}R$ and $C_0, C_1, \ldots, C_r \in \text{Prod} C$.

The class $\perp C = \{ M \in \text{Mod–}R \mid \text{Ext}_R^i(M, C) = 0 \text{ for all } i \geq 1 \}$ is the cotilting class induced by $C$. Again, if the injective dimension of $C$ is at most $n$, we call $C$ and $\perp C$ an $n$-cotilting module and class, respectively.

If $C$ and $C'$ are cotilting modules, then $C$ is said to be equivalent to $C'$ provided that $\perp C = \perp C'$, or equivalently by [18, Remark 8.1.6], $C' \in \text{Prod} C$.

If $T$ is an $n$-tilting right $R$-module, then the character module

$$ C = T^+ = \text{Hom}_Z(T, \mathbb{Q}/\mathbb{Z}) $$

is an $n$-cotilting left $R$-module; see [2, Proposition 2.3]. By Lemma 1.10 the induced tilting class $\mathcal{T} = T^\perp$ equals $S^\perp$ where $S = T^\perp \cap \text{mod–}R$ is a resolving subclass of $\text{mod–}R$. The cotilting class $C$ induced by $C$ in $\text{R–Mod}$ is then easily seen to be

$$ C = \perp C = T^\perp = S^\perp = \{ M \in \text{R–Mod} \mid \text{Tor}_1^R(S, M) \text{ for all } S \in S \}. $$

We will call $C$ the cotilting class associated to the tilting class $\mathcal{T}$.

It follows that tilting modules $T$ and $T'$ are equivalent, if and only if the character modules $T^+$ and $(T')^+$ are equivalent as cotilting left $R$-modules; see [18, Theorem 8.1.13]. Therefore, the assignment $T \mapsto T^+$ induces an injective map from equivalence classes of tilting to equivalence classes of cotilting modules. For $R$ noetherian, this map, as we will show, is a bijection, but for non-noetherian commutative rings the surjectivity may fail; see [6]. Let us summarize the properties we need.

**Lemma 1.12.** Let $R$ be a right noetherian ring and $n \geq 0$. Then the following holds:

(i) If $S \subseteq \text{mod–}R$ is a class of finitely generated modules of projective dimension bounded by $n$, then $S^\perp$ is an $n$-tilting class in $\text{Mod–}R$ and $S^\perp$ is the associated $n$-cotilting class in $\text{R–Mod}$.

(ii) An $n$-cotilting class $C$ in $\text{R–Mod}$ is associated to a tilting class if and only if there exists a class $S$ of finitely generated modules of projective dimension $\leq n$ such that $C = S^\perp$.

**Proof.** For (i), $S^\perp$ is an $n$-tilting class by [18, Theorem 5.2.2] and $S^\perp$ is $n$-cotilting by [18, Theorem 8.1.12]. The cotilting class $S^\perp$ is associated to the tilting class $S^\perp$ by [18, Theorem 8.1.2]. Part (ii) is proved in [18, Theorem 8.1.13(a)]. \qed

**Remark 1.13.** The relation between a tilting class $\mathcal{T}$ and the associated cotilting class $C$ can be interpreted using model-theoretic means in terms of the so-called elementary duality. Namely, $\mathcal{T}$ and $C$ can be axiomatized in the first order language of the right (left, resp.) $R$-modules (cf. [18, 5.2.2 and 8.1.7]) and the corresponding theories are given by mutually dual primitive positive formulas. We refer to [26, Section 1.3] for more details and references on the model-theoretic background.
2. The one-dimensional case

From this point on, unless explicitly specified otherwise, we will assume that our base ring \( R \) is commutative and noetherian.

We will treat the cases of 1-tilting and 1-cotilting modules separately. We have chosen such a presentation for two reasons. First, the arguments for this special situation are simpler and more transparent. Second, the one-dimensional case is tightly connected to the classical notion of Gabriel topology and the abelian quotients of the category \( \text{Mod–}R \). We refer to [31] for details on the latter concepts.

To start with, we recall [18, Lemma 6.1.2]:
\[ T \in \text{Mod–}R \text{ is 1-tilting if and only if } T \perp = \text{Gen}(T), \]
In particular, \( T \perp \) is a torsion class in \( \text{Mod–}R \). Dually by [18, Lemma 8.2.2], a module \( C \) is 1-cotilting if and only if \( \perp C = \text{Cog}(C) \), where the latter denotes the class of all modules cogenerated by \( C \). Thus, \( \perp C \) is a torsion-free class.

Our aim is to show that a torsion pair in \( \text{Mod–}R \) is of the form \( (T, \text{Cog}(C)) \) for a 1-cotilting module \( C \) if and only if it is faithful and hereditary. Moreover, we are going to classify such torsion pairs in terms of certain subsets of \( \text{Spec}(R) \). To this end, we introduce the following terminology:

**Definition 2.1.** For any subset \( X \subseteq \text{Spec}(R) \) we say that \( X \) is **closed under generalization** (under specialization, resp.) if for any \( p \in X \) and any \( q \in \text{Spec}(R) \) we have \( q \in X \) whenever \( q \subseteq p \) (\( q \supseteq p \), resp.). In other words, \( X \) is a lower (upper, resp.) set in the poset \( (\text{Spec}(R), \subseteq) \).

**Remark 2.2.** In the algebraic geometry literature, one often uses the term **closed** (or **stable**) under generalization instead of generalization; see e.g. [20, Exercise 3.17(e), p. 94] or [19, Definition 2.8].

Further, we recall that Gabriel established a one-to-one correspondence between the subsets of \( \text{Spec}(R) \) closed under specialization and certain linear topologies on \( R \). On the other hand, there is a bijective correspondence between these Gabriel topologies and hereditary torsion pairs in \( \text{Mod–}R \). Let us look closer at this relationship.

**Proposition 2.3.** Every subset \( Y \subseteq \text{Spec}(R) \) closed under specialization gives rise to a Gabriel topology on \( R \) (in the sense of [31, §VI.5]), given by the following set of open neighbourhoods of \( 0 \in R \), where all the \( I \)'s are ideals:
\[ \mathcal{G}_Y = \{ I \subseteq R \mid V(I) \subseteq Y \}. \]
Then \( \mathcal{G}_Y \cap \text{Spec}(R) = Y \) and the set \( Y \) also determines a hereditary torsion pair \( (T(Y), F(Y)) \), where:
\[ T(Y) = \{ M \in \text{Mod–}R \mid \text{Supp } M \subseteq Y \}, \]
\[ F(Y) = \{ M \in \text{Mod–}R \mid \text{Ass } M \cap Y = \emptyset \}. \]
We further have the following:

(i) The assignments \( Y \mapsto \mathcal{G}_Y \) and \( Y \mapsto (T(Y), F(Y)) \) define bijective correspondences between the subsets of \( \text{Spec}(R) \) closed under specialization, the Gabriel topologies on \( R \), and the hereditary torsion pairs in \( \text{Mod–}R \).

(ii) \( T(Y) = \{ M \in \text{Mod–}R \mid \text{Hom}_q(M, E(R/q)) = 0 \text{ for all } q \notin Y \} \) and \( T(Y) \) contains all \( E(R/p) \) with \( p \in Y \).
The bijections from Proposition 2.3 can be reinterpreted in terms of the one-to-one-correspondence
\[ Y \mapsto \{ M \in \text{mod--}R \mid \text{Ass } M \subseteq Y \}, \]
established by Takahashi in [32, Theorem 4.1], between all subsets of Spec\((R)\) and the subcategories of \text{mod--}\(R\) which are closed under submodules and extensions. Indeed, this correspondence restricts to a bijection \( Y \mapsto \{ M \in \text{mod--}R \mid \text{Supp } M \subseteq Y \} \) between the subsets of Spec\((R)\) closed under specialization and the Serre subcategories (i.e. subcategories closed under submodules, factor modules and extensions).
of \( \text{mod} - R \), which in turn correspond bijectively to the hereditary torsion pairs in \( \text{Mod} - R \) via the assignment \( S \mapsto \lim \inj S \); see [22, Lemma 2.3].

In fact, specialization closed subsets of \( \text{Spec}(R) \) also parametrize all wide (or coherent) subcategories of \( \text{mod} - R \), that is, all full abelian subcategories closed under extensions [32, Theorem A], as well as all narrow subcategories of \( \text{mod} - R \), that is, all subcategories closed under extensions and cokernels [30].

There is an alternative description of the class \( \{ M \in \text{mod} - R \mid \text{Ass} M \subseteq Y \} \). Given a subset \( Y \subseteq \text{Spec}(R) \), we say that a module \( M \in \text{mod} - R \) is \( Y \)-subfiltered provided there exists a chain

\[
0 = M_0 \subseteq M_1 \subseteq \cdots \subseteq M_\ell = M
\]

of submodules of \( M \) such that for each \( i = 0, \ldots, \ell - 1 \), the module \( M_{i+1}/M_i \) is isomorphic to a submodule of \( R/p_i \) for some \( p_i \in Y \).

It was shown by Hochster (cf. [25, Lemma 2.1]) that any module \( M \in \text{mod} - R \) is \( (\text{Ass} M) \)-subfiltered. Thus \( \{ M \in \text{mod} - R \mid \text{Ass} M \subseteq Y \} \) is the subcategory of \( \text{mod} - R \) given by all \( Y \)-subfiltered modules. Indeed, if \( 0 \to N \to M \to M/N \to 0 \) is a short exact sequence in \( \text{mod} - R \), then \( \text{Ass} N \subseteq \text{Ass} M \) and \( \text{Ass} M \subseteq \text{Ass} N \cup \text{Ass} M/N \), so the claim follows directly by Hochster's result.

For our classification, we need to decide which of the classes in \( \text{mod} - R \) closed under submodules and extensions are torsion-free classes in \( \text{mod} - R \). These again correspond bijectively to subsets of \( \text{Spec}(R) \) closed under specialization, as has recently been shown in [30, Theorem 1]. We prefer to give a simple direct argument here:

**Proposition 2.5.** The assignment

\[
Y \mapsto (\mathcal{T}(Y) \cap \text{mod} - R, \mathcal{F}(Y) \cap \text{mod} - R),
\]

using the notation from Proposition 2.3 gives a bijective correspondence between subsets \( Y \subseteq \text{Spec}(R) \) closed under specialization and torsion pairs in \( \text{mod} - R \).

**Proof.** By Proposition 2.3, \((\mathcal{T}(Y) \cap \text{mod} - R, \mathcal{F}(Y) \cap \text{mod} - R)\) is clearly a torsion pair in \( \text{mod} - R \) for every specialization closed set \( Y \), and the assignment is injective since \( p \in Y \) if and only if \( R/p \in \mathcal{T}(Y) \). We must prove the surjectivity.

To this end, suppose that \((T, F)\) is a torsion pair in \( \text{mod} - R \). By [32, Theorem 4.1] (cf. Remark 2.4) there is a subset \( X \subseteq \text{Spec}(R) \) such that \( F = \{ M \in \text{mod} - R \mid \text{Ass} M \subseteq X \} \). Denote by \( Y \) the maximal specialization closed subset of \( \text{Spec}(R) \) disjoint from \( X \). That is, \( Y = \{ p \in \text{Spec}(R) \mid V(p) \cap X = \emptyset \} \). We claim that

\[
\mathcal{T} \subseteq \{ M \in \text{mod} - R \mid \text{Supp} M \subseteq Y \}.
\]

Indeed, given \( p \in X \), we have \( R/p \in F \). Then for any \( N \in T \), \( \text{Hom}_R(N, R/p) = 0 \) implies \( \text{Hom}_R(N_p, k(p)) = 0 \), so the finitely generated \( R_p \)-module \( N_p \) has no maximal submodules. That is, \( N_p = 0 \) by the Nakayama Lemma (see e.g. [17, 1.2.28]). In particular, \( \text{Supp} N \) is specialization closed and disjoint from \( X \), hence \( \text{Supp} N \subseteq Y \). This proves the claim. We have shown that

\[
\mathcal{T} \subseteq \mathcal{T}(Y) \cap \text{mod} - R \quad \text{and} \quad \mathcal{F} \subseteq \mathcal{F}(Y) \cap \text{mod} - R,
\]

which by Lemma 1.3 implies that \( \mathcal{T} = \mathcal{T}(Y) \cap \text{mod} - R \) and \( \mathcal{F} = \mathcal{F}(Y) \cap \text{mod} - R \). \( \square \)

Let us now give a relation to 1-cotilting modules, using results of Bazzoni, Buan and Krause.
Proposition 2.6. Let \( R \) be a (not necessarily commutative) right noetherian ring. Then the 1-cotilting classes \( C \) in \( \text{Mod} - R \) correspond bijectively to the torsion-free classes \( F \) in \( \text{mod} - R \) containing \( R \). The correspondence is given by the assignments 
\[ C \mapsto F = C \cap \text{mod} - R \quad \text{and} \quad F \mapsto \varinjlim F. \]

Proof. This follows from [10, Theorem 1.5], since all 1-cotilting modules are pure-injective by [4]. See also [18, Theorem 8.2.5]. □

As a direct consequence, we get a characterization and a classification of 1-cotilting classes in \( \text{Mod} - R \) for \( R \) commutative. Note that for \( R \) non-commutative the torsion pair having as the torsion-free class a 1-cotilting class need not be hereditary; see [15, Theorem 2.5].

Theorem 2.7. Let \( R \) be a commutative noetherian ring and \( C \subseteq \text{Mod} - R \). Then \( C \) is 1-cotilting if and only if \( C \) is the torsion-free class in a faithful hereditary torsion pair \( (T, C) \). In particular, the 1-cotilting classes \( C \) in \( \text{Mod} - R \) are parametrized by the subsets \( Y \) of \( \text{Spec}(R) \) closed under specialization with \( \text{Ass} R \cap Y = \emptyset \). The parametrization is given by
\[ C \mapsto \text{Spec}(R) \setminus \text{Ass}(C) \quad \text{and} \quad Y \mapsto \{ M \in \text{Mod} - R \mid \text{Ass} M \cap Y = \emptyset \}. \]

Proof. By Proposition 2.6, 1-cotilting classes in \( \text{Mod} - R \) correspond bijectively to torsion-free classes in \( \text{mod} - R \) containing \( R \), which by Propositions 2.3 and 2.5 and [18, Lemma 4.5.2] correspond bijectively to faithful hereditary torsion pairs in \( \text{Mod} - R \). Composing the two assignments amounts to identifying a cotilting class \( C \) with the torsion-free part of the hereditary torsion pair. This shows the first part.

For the parametrization, we can use Proposition 2.3, as soon as we prove that \( \text{Ass}(C \cap \text{mod} - R) = \text{Ass}(C) \) for any 1-cotilting class \( C \). Clearly, \( \text{Ass}(C \cap \text{mod} - R) \subseteq \text{Ass}(C) \). Conversely, if \( M \in C \) and \( p \in \text{Ass} M \), then \( R/p \) is embedded in \( M \) and therefore \( \{ p \} = \text{Ass}(R/p) \) is contained in \( \text{Ass}(C \cap \text{mod} - R) \). □

Now, we will give a connection to tilting classes. For this purpose, we recall the concept of a transpose from [3].

Definition 2.8. Let \( C \in \text{Mod} - R \) and \( P_1 \xrightarrow{f} P_0 \rightarrow C \rightarrow 0 \) be a projective presentation in \( \text{Mod} - R \). Then an Auslander-Bridger transpose of \( C \), denoted by \( \text{Tr}(C) \), is the cokernel of \( f^* \), where \((-)^* = \text{Hom}_R(-, R) \). That is, we have an exact sequence
\[ P_0^* \xrightarrow{f^*} P_1^* \rightarrow \text{Tr}(C) \rightarrow 0. \]

Note that by [3, Corollary 2.3], \( \text{Tr}(C) \) is uniquely determined up to adding or splitting off a projective direct summand. The following lemma gives some homological formulae for the transpose.

Lemma 2.9. Let \( R \) be a (not necessarily commutative) left noetherian ring, and let \( 0 \neq U \in R - \text{mod} \) and \( n \geq 0 \) such that \( \text{Ext}_{R}^{i}(U, R) = 0 \) for all \( i = 0, 1, \ldots, n \). Then we have:

(i) \( \text{proj.dim}_{R} \text{Tr}((\Omega^{n}(U))) = n + 1. \)
(ii) \( \text{Ext}_{R}^{i}(U, \_ ) \) and \( \text{Tor}_{R}^{i}(\text{Tr}((\Omega^{n}(U))), \_) \) are isomorphic functors. 
(iii) \( \text{Ext}_{R}^{1}(\text{Tr}((\Omega^{n}(U))), \_) \) and \( \text{Tor}_{R}^{1}(\_, U) \) are isomorphic functors.
Proof. (i) Consider the beginning of a projective resolution of $U$:

$$Q_{n+1} \xrightarrow{f_{n+1}} Q_n \xrightarrow{f_n} \ldots \xrightarrow{f_1} Q_0 \rightarrow U \rightarrow 0.$$  

Denoting as in Definition 2.8 by $(-)^*$ the functor $\text{Hom}_R(-, R)$, we get a sequence

$$0 \leftarrow \text{Tr}(\Omega^n(U)) \leftarrow Q^*_{n+1} \xrightarrow{f^*_{n+1}} Q^*_n \leftarrow \ldots \leftarrow Q^*_1 \leftarrow Q^*_0 \leftarrow 0.$$  

which is exact by assumption. This shows that $\text{proj.dim}_R \text{Tr}(\Omega^n(U)) \leq n+1$. If $\text{proj.dim}_R \text{Tr}(\Omega^n(U)) \leq n$, then $f^*_1$ is a split monomorphism, so $f_1 = (f^*_1)^*$ is a split epimorphism, a contradiction.

(ii), (iii) These parts follow immediately using the well-known natural isomorphisms $\text{Hom}_R(Q, N) \cong Q^* \otimes_R N$ and $\text{Hom}_R(Q^*, M) \cong M \otimes_R Q$ for all $M \in \text{Mod–}R$, $Q, N \in R–\text{Mod}$ with $Q$ finitely generated and projective. □

It follows that all 1-cotilting classes over a one-sided noetherian ring are of cofinite type, that is, they are associated to 1-tilting classes by the elementary duality:

**Theorem 2.10.** Let $R$ be a (not necessarily commutative) left noetherian ring. The assignment $T \mapsto T^+$ induces a bijection between equivalence classes of 1-tilting right $R$-modules and equivalence classes of 1-cotilting left $R$-modules.

In particular, given a 1-cotilting class $C$ in $R–\text{Mod}$, there is a class $U \subseteq R–\text{mod}$ with $U^* = 0$ for all $U \in U$ such that

$$C = \{M \in R–\text{Mod} \mid \text{Hom}_R(U, M) = 0 \text{ for all } U \in U\}.$$  

The preimage of $C$ under the assignment above is then the 1-tilting class

$$D = \{M \in \text{Mod–}R \mid \text{Ext}^1_R(\text{Tr}(U), M) = 0 \text{ for all } U \in U\} = \{M \in \text{Mod–}R \mid M \otimes U = 0 \text{ for all } U \in U\}.$$  

Proof. By a left-hand version of Proposition 2.6 there is a torsion pair $(U, F)$ in $R–\text{mod}$ such that $R \in F$ and $C = \varprojlim F = \{M \in R–\text{Mod} \mid \text{Hom}_R(U, M) = 0 \text{ for all } U \in U\}$; see also [18, Theorem 4.5.2]. By Lemma 2.9(i) and (ii) for $n = 0$ the class $S = \{\text{Tr}(U) \mid U \in U\} \subseteq \text{mod–}R$ consists of finitely presented modules of projective dimension one, and $C = S^\tau$. Now apply Lemma 1.12 and 2.9(iii). □

Now we summarize our findings for the one-dimensional setting over commutative noetherian rings in the main theorem of the section.

**Theorem 2.11.** Let $R$ be a commutative noetherian ring. Then there are bijections between the following sets:

(i) 1-tilting classes $D$ in $\text{Mod–}R$.
(ii) 1-cotilting classes $C$ in $\text{Mod–}R$.
(iii) Subsets $Y \subseteq \text{Spec}(R)$ closed under specialization such that $\text{Ass} R \cap Y = \emptyset$.
(iv) Faithful hereditary torsion pairs $(T, F)$ in $\text{Mod–}R$.
(v) Torsion pairs $(T', F')$ in $\text{mod–}R$ with $R \in F'$.  
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Proof. Let us first explicitly state the bijections:

| Bijection | Assignment |
|-----------|------------|
| (i) → (ii) | \( \mathcal{D} \mapsto (\mathcal{D} \cap \text{mod–}R)^\perp \) |
| (ii) → (iii) | \( \mathcal{C} \mapsto \text{Spec}(R) \setminus \text{Ass}(\mathcal{C} \cap \text{mod–}R) \) |
| (iii) → (ii) | \( Y \mapsto \{M \in \text{Mod–}R \mid \text{Ass } M \cap Y = \emptyset\} \) |
| (ii) → (iv) | \( \mathcal{C} \mapsto (\mathcal{T}, \mathcal{F} = \mathcal{C}) \) |
| (iv) → (v) | \( \mathcal{F} \mapsto \mathcal{F} \cap \text{mod–}R \) |
| (v) → (ii) | \( \mathcal{F}' \mapsto \lim_{\rightarrow} \mathcal{F}' \) |

The assignment in the first line of the table is bijective by Theorem 2.10. The second, third and fourth lines in the table are covered by Theorem 2.7. The fifth line follows from Propositions 2.3 and 2.5, while the sixth line is implied by Proposition 2.6.

We close this section with an equivalent, but more straightforward, parametrization of 1-tilting classes in terms of the coassociated prime ideals and divisibility:

**Definition 2.12.** Let \( R \) be a commutative noetherian ring.

1. Given an \( R \)-module \( M \), a prime ideal \( p \in \text{Spec}(R) \) is said to be *coassociated* to \( M \) provided that \( p = \text{Ann}_R(M/U) \) for some submodule \( U \) of \( M \) such that the module \( M/U \) is artinian over \( R \). We denote by \( \text{Coass } M \) the set of all prime ideals coassociated to \( M \). For \( M \subseteq \text{Mod–}R \), we set \( \text{Coass } M = \bigcup_{M \in M} \text{Coass } M \).
2. Given a subset \( Y \subseteq \text{Spec}(R) \), an \( R \)-module \( M \) is said to be *\( Y \)-divisible* if \( pM = M \) for all \( p \in Y \). We denote by \( \mathcal{D}(Y) \) the class of all \( Y \)-divisible \( R \)-modules.

**Corollary 2.13.** Let \( R \) be a commutative noetherian ring. Then the 1-tilting classes \( \mathcal{D} \) in \( \text{Mod–}R \) are parametrized by the subsets \( Y \) of \( \text{Spec}(R) \) closed under specialization with \( \text{Ass } R \cap Y = \emptyset \). The parametrization is given by

\[
\mathcal{D} \mapsto \text{Spec}(R) \setminus \text{Coass } (\mathcal{D}) \quad \text{and} \quad Y \mapsto \{M \in \text{Mod–}R \mid \text{Coass } M \cap Y = \emptyset\}.
\]

Moreover,

\[
\text{Coass } \{M \in \text{Mod–}R \mid \text{Coass } M \cap Y = \emptyset\} = \text{Ass } \{M \in \text{Mod–}R \mid \text{Ass } M \cap Y = \emptyset\}.
\]

**Proof.** Given a subset \( Y \subseteq \text{Spec}(R) \) closed under specialization such that \( \text{Ass } R \cap Y = \emptyset \), we know from Theorem 2.11 and Theorem 2.10 that the corresponding 1-tilting class is \( \mathcal{D} = \{M \in \text{Mod–}R \mid M \otimes_R p = 0 \text{ for all } p \in Y\} \). Tensoring the exact sequence \( 0 \rightarrow p \rightarrow R \rightarrow R/p \rightarrow 0 \) by \( M \) yields that \( M \otimes_R R/p \) is isomorphic to the cokernel of the embedding \( pM \rightarrow M \). So \( \mathcal{D} = \mathcal{D}(Y) \). Moreover, by [10, 2.2] a module \( M \) is \( Y \)-divisible if and only if \( \text{Coass } M \cap V(p) = \emptyset \) for all \( p \in Y \). Since \( Y \) is closed under specialization, this means that \( \mathcal{D}(Y) = \{M \in \text{Mod–}R \mid \text{Coass } M \cap Y = \emptyset\} \).

So, the assignment \( Y \mapsto \mathcal{D}(Y) \) gives the desired bijection with inverse map \( \mathcal{D} \mapsto \text{Spec}(R) \setminus \text{Coass } (\mathcal{D}) \).

3. **General cotilting classes**

In this section, we classify all \( n \)-cotilting classes in \( \text{Mod–}R \) where \( R \) is an arbitrary commutative noetherian ring. In the next section, we will apply this classification to characterize all \( n \)-tilting classes in \( \text{Mod–}R \).
Unfortunately, our methods do not seem to provide much information on the corresponding \( n \)-\((co)\)tilting modules. Except for special classes of examples in [18 Chapters 5, 6 and 8] and [25 §5], the only known way to construct, say, a cotilting module for a cotilting class \( C \), seems to be as in the proof of [18 Theorem 8.1.9], using so-called special \( C \)-precovers.

Let us first introduce the sequences of subsets of \( \text{Spec}(R) \) which will parametrize both \( n \)-tilting and \( n \)-cotilting classes for given \( n \geq 1 \).

**Definition 3.1.** In the following \((Y_1, \ldots, Y_n)\) will always denote a sequence of subsets of \( \text{Spec}(R) \) such that

(i) \( Y_i \) is closed under specialization for all \( 1 \leq i \leq n \);
(ii) \( Y_1 \supseteq Y_2 \supseteq \cdots \supseteq Y_n \);
(iii) \((\text{Ass} \cup_{i-1}(R)) \cap Y_i = \emptyset \) for all \( 1 \leq i \leq n \);

and \( X_i \) will always denote \( \text{Spec}(R) \setminus Y_i \).

For any such \((Y_1, \ldots, Y_n)\) we define the class of modules

\[ C(Y_1, \ldots, Y_n) = \{ M \in \text{Mod–}R | (\text{Ass} \cup_{i-1}(M)) \cap Y_i = \emptyset \text{ for all } 1 \leq i \leq n \}. \]

**Remark 3.2.** Equivalently by Lemma [1.3] we can write

\[ C(Y_1, \ldots, Y_n) = \{ M \in \text{Mod–}R | (\mu_{i-1}(p, M) = 0 \text{ for all } 1 \leq i \leq n \text{ and } p \in Y_i \}. \]

For \( i \geq 1 \), denote by \( P_i \) the set of all prime ideals in \( R \) of height \( i - 1 \). Since \( P_i \subseteq \text{Ass} \cup_{i-1}(R) \), the well-known properties of Bass invariants of finitely generated modules imply that \( P_i \subseteq \text{Ass} \cup_{i-1}(R) \subseteq X_i \) for all \( 1 \leq i \leq n \) (see e.g. [17 Proposition 9.2.13]). In other words, (iii) implies (iii*), where

(iii*) \( P_i \subseteq X_i \) for all \( 1 \leq i \leq n \).

Since Gorenstein rings are characterized by the equality \( P_i = \text{Ass} \cup_{i-1}(R) \) for each \( i \geq 1 \) by [23 Theorem 18.8], it follows that (iii) is equivalent to (iii*) when \( R \) is Gorenstein. However, for general commutative noetherian rings condition (iii) may be more restrictive. In an extreme case, it may prevent the existence of any non-trivial sequences \((Y_1, \ldots, Y_n)\) as in the following example.

**Example 3.3.** Let \( k \) be a field, \( S = k[x, y]/(x^2, xy) \), and let \((R, m, k)\) be the localization of \( S \) at the maximal ideal \((x, y)\). It is easy to check that the ideal \((x) \subseteq R \) is simple, so \( m \in \text{Ass} R \). Hence given any \((Y_1, \ldots, Y_n)\) as in Definition 3.1 we necessarily have \( Y_i = \emptyset \) for all \( 1 \leq i \leq n \) and \( C(Y_1, \ldots, Y_n) = \text{Mod–}R \). In view of the main theorem below, this implies that there are no non-trivial tilting or cotilting classes over this ring \( R \).

Our next task is to prove that \( C(Y_1, \ldots, Y_n) \) are precisely the \( n \)-cotilting classes in \( \text{Mod–}R \). The following definition and lemma will allow us to use induction on \( n \).

**Definition 3.4.** For any cotilting module \( C \in \text{Mod–}R \), the corresponding cotilting class \( C = \perp C \) and \( j \geq 1 \), we define the class

\[ C_{(j)} = \perp \cup_{j-1}(C) = \{ M \in \text{Mod–}R | \text{Ext}_R^i(M, C) = 0 \text{ for all } i \geq j \}. \]

Notice that \( C = C_{(1)} \subseteq C_{(2)} \subseteq \cdots \subseteq C_{(n)} \subseteq C_{(n+1)} = \text{Mod–}R \) when \( C \) is \( n \)-cotilting.

**Lemma 3.5.** Let \( C = \perp C \) be an \( n \)-cotilting class. Then \( C_{(j)} \) is an \((n-j+1)\)-cotilting class for any \( j \leq n + 1 \).
Proof. The class $\mathcal{C}_{(j)}$ is closed under direct products by [5] Lemma 3.4 (see also [18] Proposition 8.1.5(a)). The rest follows from the characterization of cotilting classes in [18] Corollary 8.1.10. There, one uses the notion of cotorsion pairs introduced below in Definition 3.4.

Remark 3.6. If $D$ is another module with $\mathcal{C} = \perp D$, then we can also use $D$ to compute $\mathcal{C}_{(j)}$ for each $j \geq 1$. Indeed, by dimension shifting, for each $M \in \text{Mod–}R$ we have $M \in \mathcal{C}_{(j)}$, if and only if $\Omega^{j-1}(M) \in \mathcal{C}$. So $\mathcal{C}_{(j)}$ is uniquely determined by the class $\perp C = \perp D$.

In particular, performing the construction from Definition 3.4 for the cotilting class $\mathcal{C}_{(2)}$, we obtain $(\mathcal{C}_{(2)})_{(j)} = \mathcal{C}_{(j+1)}$ for all $j \geq 1$.

Now we can state the main classification result of this section.

Theorem 3.7. Let $R$ be a commutative noetherian ring and $n \geq 1$. Then the assignments
\[\Phi: \quad \mathcal{C} \mapsto (\text{Spec}(R) \setminus \text{Ass}\mathcal{C}(1)) \cup \ldots \cup \text{Spec}(R) \setminus \text{Ass}\mathcal{C}(n)),\]
\[\Psi: \quad (Y_1, \ldots, Y_n) \mapsto \mathcal{C}_{(Y_1, \ldots, Y_n)}\]
give mutually inverse bijections between the sequences of subsets $(Y_1, \ldots, Y_n)$ of $\text{Spec}(R)$ satisfying the three conditions of Definition 3.1 and the $n$-cotilting classes $\mathcal{C}$ in $\text{Mod–}R$.

We will prove the theorem in several steps. We start by proving that the map $\Psi$ is injective, but we postpone the proof of the fact that $\Psi$ is well defined in the sense that each class of the form $\mathcal{C}_{(Y_1, \ldots, Y_n)}$ is cotilting.

Lemma 3.8. Let $(Y_1, \ldots, Y_n)$ and $(Y'_1, \ldots, Y'_n)$ be two sequences as in Definition 3.1. Then $\mathcal{C}_{(Y_1, \ldots, Y_n)} = \mathcal{C}_{(Y'_1, \ldots, Y'_n)}$ if and only if $(Y_1, \ldots, Y_n) = (Y'_1, \ldots, Y'_n)$.

Proof. We only have to prove that $\mathcal{C}_{(Y_1, \ldots, Y_n)} \neq \mathcal{C}_{(Y'_1, \ldots, Y'_n)}$ whenever $(Y_1, \ldots, Y_n) \neq (Y'_1, \ldots, Y'_n)$. Thus suppose that there are $1 \leq i \leq n$ and $p \in \text{Spec}(R)$ such that $p \in Y'_i \setminus Y_i$. By conditions (ii) and (iii) of Definition 3.1 for $Y'_i$, this implies
\[\mu_{j}(p, R) = \dim(k(p)) \text{Ext}^{j}_{R_p}(k(p), R_p) = 0 \quad \text{for all } 0 \leq j \leq i - 1.\]

Denoting by $M$ an $(i - 1)$-th syzygy module of $k(p)$, we claim that $M \in \mathcal{C}_{(Y_1, \ldots, Y_n)} \setminus \mathcal{C}_{(Y'_1, \ldots, Y'_n)}$. Indeed, by Lemma 1.7(ii) the only possible associated prime of a cosyzygy of $k(p)$ is $p$, so Corollary 1.5 and Remark 1.6 give us for each $0 \leq j \leq n - 1$:
\[\text{Ass}U_j(M) = \begin{cases} \bigcup_{k=0}^{j-2} \text{Ass}U_k(p) & \text{for } j < i - 1, \\ \bigcup_{k=0}^{j-2} \text{Ass}U_k(p) \cup \{p\} & \text{for } j \geq i - 1. \end{cases}\]

Using Definition 3.1, one easily checks that $M \in \mathcal{C}_{(Y_1, \ldots, Y_n)}$.

On the other hand, a straightforward dimension shifting argument based on the fact that $\text{Ext}^{j}_{R_p}(k(p), R_p) = 0$ for all $0 \leq j \leq i - 1$ proved above yields
\[\text{Ext}^{i-1}_{R_p}(k(p), M_p) \cong \text{Hom}_{R_p}(k(p), k(p)) \neq 0,\]
so $\mu_{i-1}(p, M) \neq 0$ by Lemma 1.3 and $M \notin \mathcal{C}_{(Y'_1, \ldots, Y'_n)}$.

Next, we observe a consequence of the fact that every cotilting class is closed under taking direct limits (see [18] Theorem 8.1.7)).
Lemma 3.9. Let $R$ be a cotilting class in $\text{Mod–}R$, and let $M \in C$ and $F$ be a flat $R$-module. Then $M \otimes_R F \in C$. In particular, $M_p \in C$ for any $M \in C$ and $p \in \text{Spec}(R)$.

Proof. By Lazard’s theorem (see e.g. [18 Corollary 1.2.16]), we can express $F$ as a direct limit $F = \lim_{\to \in I} F_i$ of finitely generated free modules $F_i$. In particular, $M \otimes_R F_i \cong M^{(n_i)} \in C$ for each $i \in I$. Since $C$ is closed under direct limits by [18 Theorem 8.1.7], we have $M \otimes_R F \cong \lim_{\to \in I} M \otimes_R F_i \in C$. The last assertion follows since $M_p \cong M \otimes_R R_p$ and $R_p$ is flat as an $R$-module. \hfill $\square$

The next observation gives us a relation between $C$ and $C(2)$ (cf. Definition 3.4 and Remark 3.6).

Lemma 3.10. Let $C$ be a cotilting class and

$$0 \to K \to L \to M \to 0$$

be a short exact sequence such that $L \in C$. Then $K \in C$ if and only if $M \in C_{(2)}$.

Proof. Let $C$ be a cotilting module for $C$. Then $\text{Ext}^i_R(K, C) \cong \text{Ext}^{i+1}_R(M, C)$ for each $i \geq 1$. The conclusion follows directly from the definition. \hfill $\square$

Now we prove another part of Theorem 3.7, namely that $\Psi \circ \Phi = \text{id}$ again, we postpone for the moment the proof that the map $\Phi$ is well defined in the sense that the sequence $(\text{Spec}(R) \setminus \text{Ass} C_{(1)}, \ldots, \text{Spec}(R) \setminus \text{Ass} C_{(n)})$ of subsets of $\text{Spec}(R)$ satisfies for each $n$-cotilting class $C$ the conditions in Definition 3.3.1

Proposition 3.11. Let $n \geq 1$ and $C$ be an $n$-cotilting class. Then the following hold:

(i) If $p \in \text{Ass} C$, then $k(p) \in C$.

(ii) $C$ is closed under taking injective envelopes.

(iii) Define $X_i = \text{Ass} C_{(i)}$ and $Y_i = \text{Spec}(R) \setminus X_i$ for $1 \leq i \leq n$. Then $C = \{M \in \text{Mod–}R \mid \text{Ass} E_{i-1}(M) \cap Y_i = \emptyset \text{ for all } 1 \leq i \leq n\}$.

Proof. We will prove the statement by induction on $n$. More precisely, we will first show that (i) and (iii) hold for $n = 1$, and that (i) $\Rightarrow$ (ii) for each $n \geq 1$. Then we will prove the statements (i) and (iii) simultaneously by induction.

The proof of (i) for $n = 1$: Suppose that $p \in \text{Ass} C$. That is, $R/p \subseteq M$ for some $M \in C$. Lemma 3.9 then gives $k(p) \subseteq M_p \in C$. By Theorem 2.7, $C$ is a torsion-free class, so $C$ is closed under submodules and $k(p) \in C$.

(iii) for $n = 1$ is a straightforward consequence of Theorem 2.7.\hfill $\square$

(i) $\Rightarrow$ (ii) for each $n \geq 1$: By Lemma 1.3 for $i = 0$, for each $M \in \text{Mod–}R$, $E(M)$ is a direct sum of copies of the modules $E(R/p)$ for $p \in \text{Ass} M$. So if $p \in \text{Ass} C$, then $k(p) \in C$ by (i), and since $E(R/p)$ is $k(p)$-filtered by Lemma 1.7, then also $E(R/p) \in C$. Thus $C$ is closed under injective envelopes.

(i) for $n > 1$: Suppose that $p \in \text{Ass} C$. As above, we find $M \in C$ such that $k(p) \subseteq M$. To show that $k(p) \in C$, in view of Lemma 3.10, it suffices to prove that $M/k(p) \in C_{(2)}$. To this end, we know from Lemma 1.7 that $\text{Ass} \cup_i (k(p)) \subseteq \{p\}$ for each $i \geq 0$. Then Lemma 1.3(iii) implies that $\text{Ass} \cup_i (M/k(p)) \subseteq \text{Ass} \cup_i (M) \cup \{p\}$ for each $i \geq 0$.

However, $M \in C \subseteq C_{(2)}$, so condition (ii) for the $(n-1)$-cotilting class $C_{(2)}$ and Lemma 3.10 give $\text{Ass} \cup_1 (M) \subseteq \text{Ass} C_{(3)}$, and similarly $\text{Ass} \cup_i (M) \subseteq \text{Ass} C_{(i+2)}$ for
all $0 \leq i \leq n - 2$. Clearly $p \in \text{Ass} \mathcal{C} \subseteq \text{Ass} \mathcal{C}_{i+2}$ for all $0 \leq i \leq n - 2$ since \( \mathcal{C} \subseteq \mathcal{C}_{i+2} \). Thus $\text{Ass} \ E_i(M/k(p)) \subseteq \text{Ass} \mathcal{C}_{i+1} = \text{Ass} \mathcal{C}_{i+1}$ for all $2 \leq i \leq n$. Condition (iii) for the $(n - 1)$-cotilting class $\mathcal{C}_{(2)}$ then gives $M/k(p) \in \mathcal{C}_{(2)}$, so $k(p) \in \mathcal{C}$ by Lemma 3.10.

(iii) for $n > 1$: Using conditions (i) and (ii) for $n$ and Lemma 3.10, we obtain the implications

$$E(R/p) \in \mathcal{C} \implies p \in \text{Ass} \mathcal{C} \implies k(p) \in \mathcal{C} \implies E(R/p) \in \mathcal{C}.$$

Also, condition (ii) for $n$ and Lemma 3.10 imply that a module $M$ belongs to $\mathcal{C}$, if and only if $E(M) \in \mathcal{C}$ and $\mathcal{U}(M) \in \mathcal{C}_{(2)}$. Since for each module $M$ the indecomposable direct summands of $E(M)$ are precisely the $E(R/p)$ for $p \in \text{Ass} \mathcal{M}$, we infer that $E(M) \in \mathcal{C}$ if and only if $\text{Ass} \mathcal{M} \subseteq \text{Ass} \mathcal{C} = X_1$.

We now apply condition (iii) to the $(n - 1)$-cotilting class $\mathcal{C}_{(2)}$. By Remark 3.6 we obtain

$$\mathcal{C}_{(2)} = \{ L \in \text{Mod–}R \mid \text{Ass} \ E_i(M) \subseteq X_i \text{ for all } 2 \leq i \leq n \}.$$

In particular, $\mathcal{U}(M) \in \mathcal{C}_{(2)}$ if and only if $\text{Ass} \ E_{i-1}(M) \subseteq X_i$ for all $2 \leq i \leq n$, and the conclusion follows.

Let us summarize what has been done so far. We have proved that the assignment $\Psi$ in Theorem 3.7 is injective, and that $\Psi \circ \Phi = id$. We are left to show that each sequence of subsets in the image of $\Phi$ meets the requirements of Definition 3.1 and that each class obtained by an application of $\Psi$ is actually cotilting. We start with the former statement, which is easier.

**Lemma 3.12.** Let $n \geq 1$ and $\mathcal{C}$ be an $n$-cotilting class. If we put $X_i = \text{Ass} \mathcal{C}_{(i)}$ and $Y_i = \text{Spec}(R) \setminus X_i$ for $1 \leq i \leq n$, then the sequence $(Y_1, \ldots, Y_n)$ of subsets of $\text{Spec}(R)$ satisfies conditions (i)-(iii) in Definition 3.1.

**Proof.** Condition (ii) is clear from the inclusions $\mathcal{C} = \mathcal{C}_{(1)} \subseteq \cdots \subseteq \mathcal{C}_{(n)}$. Condition (iii) holds for $i = 1$ because $R \in \mathcal{C}$; for $1 < i \leq n$ it follows by induction using Lemma 3.10 and Proposition 3.11(ii).

In order to show (i), we prove that each $X_i$ is closed under generalization. Let $p \in X_i$. Then $k(p) \in \mathcal{C}_{(i)}$ by Proposition 3.11(i). Hence $E(k(p)) \in \mathcal{C}_{(i)}$ and $E_R(k(p)) \cong E_{R_p}(k(p)) = E_R(R/p)$, by Lemma 3.17. This implies that $\mathcal{C}_{(i)}$ contains an injective cogenerator for $\text{Mod–}R_p$. Given any $q \subseteq p$ in $\text{Spec}(R)$, $E(R/q)$ is an injective $R_p$-module (see e.g. [17, Theorem 3.3.8(1)]), so $E(R/q)$ is a direct summand in $E_R(R/p)^I$ for some set $I$. But $\mathcal{C}_{(i)}$ is closed under arbitrary direct products and direct summands, hence also $E(R/q) \in \mathcal{C}_{(i)}$ and $q \in X_i = \text{Ass} \mathcal{C}_{(i)}$.

Finally, we are going to prove that each class $\mathcal{C} = \mathcal{C}_{(Y_1, \ldots, Y_n)}$ as in Definition 3.1 is $n$-cotilting. We require a few definitions first.

**Definition 3.13.** A class $\mathcal{C}$ of modules is called *definable* if it is closed under direct products, direct limits and pure submodules. A pair $(\mathcal{C}, \mathcal{D})$ of classes of modules is a *cotorsion pair* if

$$\mathcal{D} = \{ D \in \text{Mod–}R \mid \text{Ext}_R^1(C, D) = 0 \text{ for all } C \in \mathcal{C} \} \quad \text{and} \quad \mathcal{C} = \{ C \in \text{Mod–}R \mid \text{Ext}_R^1(C, D) = 0 \text{ for all } D \in \mathcal{D} \}.$$

A cotorsion pair $(\mathcal{C}, \mathcal{D})$ is *hereditary* if $\mathcal{C}$ is closed under taking syzygies.
The following characterization of $n$-cotilting classes will be useful for completing our task:

**Proposition 3.14.** Let $n \geq 0$ and $\mathcal{C}$ be a class of modules. Then $\mathcal{C}$ is $n$-cotilting, if and only if all of the following conditions are satisfied:

(i) $\mathcal{C}$ is definable,
(ii) $R \in \mathcal{C}$ and $\mathcal{C}$ is closed under taking extensions and syzygies (in conjunction with (i), this only says that $\mathcal{C}$ is resolving in $\text{Mod–} R$),
(iii) each $n$-th syzygy module belongs to $\mathcal{C}$.

**Proof.** If $\mathcal{C}$ is $n$-cotilting, then $\mathcal{C}$ is definable by [18, Theorem 8.1.7]. Clearly $R \in \mathcal{C}$, and there is a hereditary cotorsion pair of the form $(\mathcal{C}, \mathcal{C}^\perp)$ such that the class $\mathcal{C}^\perp$ consists of modules of injective dimension $\leq n$ by [18, Theorem 8.1.10]. This implies conditions (ii) and (iii).

Assume on the other hand that (i)-(iii) hold. Using [18, Lemma 1.2.17], we can construct for each $M \in \mathcal{C}$ a well-ordered chain $0 = M_0 \subseteq M_1 \subseteq M_2 \subseteq \cdots \subseteq M_\alpha \subseteq M_{\alpha+1} \subseteq \cdots M_\sigma = M$ in $\mathcal{C}$ consisting of pure submodules of $M$ such that $|M_{\alpha+1}/M_\alpha| \leq |R| + \aleph_0$ for each $\alpha < \sigma$ and $M_\beta = \bigcup_{\alpha < \beta} M_\alpha$ for every limit ordinal $\beta \leq \sigma$. Note that definable classes are closed under taking pure epimorphic images by [26, Theorem 3.4.8]. Thus also each subfactor $M_{\alpha+1}/M_\alpha$ belongs to $\mathcal{C}$. In particular, it follows easily that $M \in \mathcal{C}$ if and only if $M$ is $S$-filtered, where $S$ is a representative set for the modules in $\mathcal{C}$ of cardinality $\leq |R| + \aleph_0$. Since clearly $R \in S$, we can use [18, Corollary 3.2.4 and Lemma 4.2.10] to infer that $\mathcal{C}$ fits into a hereditary cotorsion pair $(\mathcal{C}, \mathcal{D})$. A simple dimension shifting using condition (iii) tells us that all modules in $\mathcal{D}$ have injective dimension at most $n$. Thus, $\mathcal{C}$ is an $n$-cotilting class by [18, Corollary 8.1.10].

Now we are ready to give the last piece of the proof of Theorem 3.7.

**Proposition 3.15.** Let $(Y_1, \ldots, Y_n)$ be a sequence of subsets of $\text{Spec}(R)$ meeting the requirements of Definition 3.1. Then the class $\mathcal{C} = \mathcal{C}(Y_1, \ldots, Y_n)$ is $n$-cotilting.

**Proof.** We use the characterization of $n$-cotilting classes from Proposition 3.14. Clearly, $R \in \mathcal{C}$ by the assumptions on $(Y_1, \ldots, Y_n)$. Conditions (ii) and (iii) of Proposition 3.14 then follow easily from Lemma 1.4 and Corollary 1.5 (see also Remark 1.6). Thus, it only remains to prove that $\mathcal{C}$ is definable.

To this end, note first that for a family of modules, the product of injective coresolutions of the modules is a (possibly non-minimal) injective coresolution of the product of the modules. Using the fact that $Y_i$ is closed under specialization for every $i$, Proposition 2.3 tells us that the class

$$\mathcal{E}_i = \{ E \in \text{Mod–} R | E \text{ is injective and } \text{Ass} E \cap Y_i = \emptyset \}$$

is closed under products for every $i$ since it is precisely the class of all injective $R$-modules contained in the torsion-free class $\mathcal{F}(Y_i)$. Hence $\mathcal{C}$ is closed under products itself, using Definition 3.1 and Lemma 1.3.

Assume next that $M \in \mathcal{C}$ and $K \subseteq M$ is a pure submodule. To prove that $K \in \mathcal{C}$, we must show that for each $1 \leq i \leq n$ and $p \in Y_i$, we have

$$\mu_i(p, K) = \dim k(p) \text{ Ext}^i_{R_p}(k(p), K_p) = 0.$$
Since the embedding $K \subseteq M$ is a direct limit of split monomorphisms and localizing at $p$ preserves direct limits, also the embedding $K_p \subseteq M_p$ is pure. The conclusion that $\text{Ext}^i_{R_p}(k(p), K_p) = 0$ then follows from the fact that $k(p)$ is a finitely generated $R_p$-module and thus the class

$$\{ N \in \text{Mod} - R_p \mid \text{Ext}^i_{R_p}(k(p), N) = 0 \}$$

is definable in $\text{Mod} - R_p$; see [18, Example 3.1.11].

The proof that $C$ is closed under direct limits is similar. Namely for each $1 \leq i \leq n$ and $p \in Y_i$, the class

$$\{ M \in \text{Mod} - R \mid \text{Ext}^i_{R_p}(k(p), M_p) = 0 \}$$

is the kernel of the composition of two direct limit preserving functors: the localization at $p$ and the functor $\text{Ext}^i_{R_p}(k(p), -)$; and $C$ is the intersection of all these classes. □

**Proof of Theorem 3.7** Lemma 3.12 and Proposition 3.15 show that $\Phi$ assigns to each $n$-cotilting class a sequence satisfying the conditions of Definition 3.1 and conversely that $\Psi$ assigns to each such sequence an $n$-cotilting class. Further, we have proved in Lemma [3.8] and Proposition [3.11] that $\Psi$ is injective and $\Psi \circ \Phi = \text{id}$. Thus, $\Phi$ and $\Psi$ are mutually inverse bijections. □

We conclude our discussion with two consequences. We clarify the effect of passing from $C$ to $C_{(j)}$ in the sense of Definition 3.4 on the corresponding filtrations of subsets of the spectrum:

**Corollary 3.16.** Let $(Y_1, \ldots, Y_n)$ be as in Definition 3.1. Then for any natural number $1 \leq j \leq n$ we have $(C_{(Y_1, \ldots, Y_n)}(j)) = C_{(Y_1, \ldots, Y_n)}$.

**Proof.** Since we now know that $C_{(Y_1, \ldots, Y_n)}$ is an $n$-cotilting class, the statement follows directly from Remarks 3.2 and 3.6 □

Further, we show that the dimension shifting in the sense of Definition 3.4 also works nicely at the level of cotilting modules.

**Corollary 3.17.** Let $C$ be an $n$-cotilting module ($n \geq 2$) with the corresponding cotilting class given by $(Y_1, \ldots, Y_n)$. Then $D = \bigcup(C) \oplus \bigoplus_{p \in X_2} E(R/p)$ is an $(n-1)$-cotilting module with the corresponding cotilting class given by $(Y_2, \ldots, Y_n)$.

**Proof.** Denote $C = \perp C$ as the cotilting class. Clearly $\perp D = \perp \bigcup(C) = C_{(2)}$, which is the $(n-1)$-cotilting class given by $(Y_2, \ldots, Y_n)$ by Corollary 3.16.

Obviously, $D$ has injective dimension $\leq n - 1$, so (C1) holds. Condition (C2) also holds for $D$ since for any $i \geq 1$ and any cardinal $\kappa$ we have $D \in C_{(2)}$ by Lemma 3.10 and Proposition 3.11 hence $D^\kappa \in C_{(2)} = \perp D$, and $\text{Ext}^i_R(D^\kappa, D) = 0$. To prove (C3), it is by [5, Lemma 3.12] enough to show that $C_{(2)} \subseteq \text{Cog} D$, that is, each $M \in C_{(2)}$ is cogenerated by $D$. We will show more, namely that

$$\{ M \in \text{Mod} - R \mid \text{Ass} M \subseteq X_2 \} \subseteq \text{Cog} D.$$

Indeed, taking any $M$ with $\text{Ass} M \subseteq X_2$, we have

$$M \subseteq E(M) = \bigoplus_{p \in \text{Ass} M} E(R/p)(\mu_0(p, M)) \subseteq \prod_{p \in X_2} E(R/p)(\mu_0(p, M)) \in \text{Cog} D.$$
4. The main theorem

We are now going to prove that the correspondence $T \mapsto T^+$ induces a bijection between the equivalence classes of $n$-tilting and $n$-cotilting modules. This correspondence together with Theorem 3.7 will then rather quickly yield a proof of our main classification result.

We first need a translation of the definition of $C(Y_1, \ldots, Y_n)$ in a homological condition.

**Lemma 4.1.** Let $Y \subseteq \text{Spec}(R)$ be specialization closed, $M \in \text{Mod–}R$ and $i \geq 0$ be an integer. Then the following are equivalent:

(i) $\mu_i(p, M) = 0$ for each $p \in Y$;

(ii) $\text{Ext}^i_R(R/p, M) = 0$ for each $p \in Y$.

**Proof.** If $\text{Ext}^i_R(R/p, M) = 0$ for each $p \in Y$, then the isomorphism

$$0 = (\text{Ext}^i_R(R/p, M))_p \cong \text{Ext}^i_{R_p}(k(p), M_p)$$

together with Lemma 1.3 yield $\mu_i(p, M) = 0$ for all $p \in Y$.

Conversely, suppose that $\mu_i(p, M) = 0$ for each $p \in Y$ and consider the beginning of an injective coresolution of $M$:

$$0 \rightarrow M \rightarrow E_0(M) \rightarrow E_1(M) \rightarrow \cdots \rightarrow E_{i-1}(M) \rightarrow E_i(M).$$

Then each element of $\text{Ext}^i_R(R/p, M)$ is represented by a coset of some homomorphism $f \in \text{Hom}_R(R/p, E_i(M))$. If $p \in Y$, then on one hand $\text{Im}(f)$ is an $R/p$-module, so $\text{Ass}(\text{Im}(f)) \subseteq V(p) \subseteq Y$. On the other hand, $\text{Ass}(\text{Im}(f)) \subseteq \text{Ass} E_i(M) \subseteq \text{Spec}(R) \setminus Y$ by Lemma 1.3. Thus, $f = 0$, and $\text{Ext}^i_R(R/p, M) = 0$ as well. \(\square\)

Now we are in a position to state and prove our main classification result.

**Theorem 4.2.** Let $R$ be a commutative noetherian ring and $n \geq 1$. Then there are bijections between:

(i) sequences $(Y_1, \ldots, Y_n)$ of subsets of $\text{Spec}(R)$ as in Definition 3.1;

(ii) $n$-tilting classes $T \subseteq \text{Mod–}R$;

(iii) $n$-cotilting classes $C \subseteq \text{Mod–}R$.

The bijections assign to $(Y_1, \ldots, Y_n)$ the $n$-tilting class

$T = \{M \in \text{Mod–}R \mid \text{Tor}_i^R(R/p, M) = 0 \text{ for all } i = 1, \ldots, n \text{ and } p \in Y_i\}$

$= \{M \in \text{Mod–}R \mid \text{Ext}^i_{R_p}(\text{Tr}^i(\Omega^{i-1}(R/p)), M) = 0 \text{ for all } i = 1, \ldots, n \text{ and } p \in Y_i\}$

and the $n$-cotilting class

$C = \{M \in \text{Mod–}R \mid \text{Ext}^{i-1}_{R_p}(R/p, M) = 0 \text{ for all } i = 1, \ldots, n \text{ and } p \in Y_i\}$

$= \{M \in \text{Mod–}R \mid \text{Tor}_i^R(\text{Tr}^i(\Omega^{i-1}(R/p)), M) = 0 \text{ for all } i = 1, \ldots, n \text{ and } p \in Y_i\}.$

**Proof.** Let $(Y_1, \ldots, Y_n)$ be as in Definition 3.1 and $C = (Y_1, \ldots, Y_n)$. Then

$C = \{M \in \text{Mod–}R \mid \text{Ext}^{i-1}_{R_p}(R/p, M) = 0 \text{ for all } i = 1, \ldots, n \text{ and } p \in Y_i\}$

by Lemma 4.1. In particular we have

$\text{Ext}^{i-1}_{R_p}(R/p, R) = 0 \quad \text{for all } i = 1, \ldots, n \text{ and } p \in Y_i,$

since $C$ is a cotilting class by Proposition 3.15. Thus, the expression of $C$ in terms of the Tor-groups follows from Lemma 2.9(ii) (applied for $U = R/p$, where $i = 1, \ldots, n$ and $p \in Y_i$), and the fact that we have a bijection between (i) and (iii) is an
Lemma 4.1, we infer that since proj consequence of Lemmas 2.9(iii) and 1.12. The bijection between (ii) and (iii) is a consequence of Theorem 3.7. The bijection between (ii) and (iii) is a 1-cotilting class by Lemma (i). Hence C’ is a 1-cotilting class by Lemma (i). If n > 1, then by induction hypothesis the class 
\[ \{ M \in \text{Mod–R} \mid \text{Tor}^1(R(\Omega^{i-1}(R/p)), M) = 0 \text{ for all } i = 1, \ldots, n-1 \text{ and } p \in Y_i \} \]
eq C(Y_1, \ldots, Y_{n-1}). Using the fact that \( Y_n \subseteq Y_i \) for all \( i = 1, \ldots, n-1 \) and the description of \( C(Y_1, \ldots, Y_{n-1}) \) from Theorem 4.2 it follows that

\[ C' = C(Y_1, \ldots, Y_{n-1}) \cap \bigcap_{p \in Y_n} \text{Tr}(\Omega^{n-1}(R/p))^T. \]

Hence \( C' \) is \( n \)-cotilting by Lemmas 2.9(ii) and 1.12(i) again.

Now clearly \( C' \supseteq C(Y_1, \ldots, Y_n) \). Thus, Theorem 3.7 implies that \( C' = C(Y_i', \ldots, Y_n') \) for some sequence \( (Y_i', \ldots, Y_n') \) of specialization closed sets such that \( Y_i' \subseteq Y_i \) for each \( i \). On the other hand, since \( Y_i \subseteq Y_i \) and \( R \in C \), we have Ext_R^{i-1}(R/p, R) = 0 for all \( 1 \leq i \leq n \) and \( p \in Y_i \). Combining Lemma 2.9(ii) with the proof of (ii) \( \Rightarrow \) (i) in Lemma 4.1, we infer that \( \mu_{i-1}(p, M) = 0 \) for each \( M \in C' \) and \( p \in Y_i \). In particular 
\[ Y_i' = \text{Spec}(R) \setminus \text{Ass}(C_i(\subseteq)) \subseteq Y_i \]
for each \( i = 1, \ldots, n \) by Remark 3.6 and Corollary 1.5. Since the \( Y_i' \) are specialization closed, it follows that \( Y_i' = Y_i \). The claim for \( T \) is a consequence of Lemma 1.12(ii).

In view of Lemma 1.10, Theorem 4.2 also yields a classification of the resolving classes in mod–R consisting of modules of bounded projective dimension:

Corollary 4.4. Let \( R \) be a commutative noetherian ring and \( n \geq 1 \). Then there is a bijection between:

(i) sequences \( (Y_1, \ldots, Y_n) \) of subsets of Spec(\( R \)) as in Definition 3.1;

(ii) resolving subclasses \( S \) of mod–R consisting of modules of projective dimension \( \leq n \).

The bijection assigns to a sequence \( (Y_1, \ldots, Y_n) \) the class of all direct summands of finitely \( E \)-filtered modules where (with the notation of Corollary 4.3)

\[ E = \{ \text{Tr}(\Omega^{i-1}(R/p)) \mid i = 1, \ldots, n \text{ and } p \in Y_i \} \cup \{ R \}. \]
Proof. Let $\mathcal{T}$ be the $n$-tilting class corresponding to the sequence $(Y_1, \ldots, Y_n)$ by Theorem 4.2. By Lemma 1.10, $\mathcal{T}$ also corresponds to the resolving class $\mathcal{S} = \perp \mathcal{T} \cap \text{mod–}R$. Using Corollary 4.3, we have $\mathcal{T} = \{M \in \text{Mod–}R \mid \text{Ext}^1_R(\mathcal{E}, M) = 0\}$. Hence $\perp \mathcal{T}$ is the class of all direct summands of $\mathcal{E}$-filtered modules by [18, 3.2.4]. Then $\mathcal{S}$ the class of all direct summands of finitely $\mathcal{E}$-filtered modules by Hill’s Lemma [18, 4.2.6]. □

Another consequence of Theorem 4.2 reveals a remarkable lack of module approximations by resolving classes in $\text{mod–}R$ in the local case.

Given two classes $\mathcal{A} \subseteq \mathcal{C} \subseteq \text{Mod–}R$, we have that $\mathcal{A}$ is special precovering in $\mathcal{C}$ provided that for each module $M \in \mathcal{C}$ there exists an exact sequence $0 \rightarrow B \rightarrow A \rightarrow C \rightarrow 0$ in $\mathcal{C}$ such that $A \in \mathcal{A}$ and $\text{Ext}^1_R(A', B) = 0$ for each $A' \in \mathcal{A}$. The map $f$ is called a special $\mathcal{A}$-precover of $C$.

Special precovering classes in $\text{Mod–}R$ are abundant. For example, if $\mathcal{T}$ is any tilting class, then the class $\perp \mathcal{T}$ is special precovering in $\text{mod–}R$; see [18, 5.1.16]. One might expect that $\mathcal{S} = \perp \mathcal{T} \cap \text{mod–}R$ will then be special precovering in $\text{mod–}R$. However, if $R$ is local, then this occurs only in the trivial cases when $\mathcal{T} = \text{Mod–}R$ or $\mathcal{S} = \text{mod–}R$:

**Corollary 4.5.** Let $R$ be a commutative noetherian local ring and $\mathcal{S}$ be a resolving class consisting of modules of bounded projective dimension. Then the following are equivalent:

1. $\mathcal{S}$ is special precovering in $\text{mod–}R$;
2. either $\mathcal{S}$ is the class of all free modules of finite rank (and the $\mathcal{S}$-precovers can be taken as the projective covers), or else $R$ is regular and $\mathcal{S} = \text{mod–}R$.

Proof. We only have to prove that (i) implies (ii): Let $\mathcal{T} = \mathcal{S} \perp$. Then $\mathcal{T}$ is a tilting class by Lemma 1.10. If $\mathcal{T} = \text{Mod–}R$, then $\mathcal{S}$ is the class of all free modules of finite rank and the claim is clear.

Otherwise, consider the sequence $(Y_1, \ldots, Y_n)$ corresponding to $\mathcal{T}$ by Theorem 4.2. Let $p \in Y_1$. Then for each $M \in \mathcal{T}$, we have $R/p \otimes_R M = 0$ and $pM = M$ by Theorem 4.2. The Nakayama Lemma thus gives $\mathcal{T} \cap \text{mod–}R = 0$.

Let $C \in \text{mod–}R$. By (i), we have an exact sequence $0 \rightarrow B \rightarrow A \rightarrow C \rightarrow 0$ with $A \in \mathcal{S}$ and $B \in \mathcal{T} \cap \text{mod–}R$; hence $B = 0$ and $C \in \mathcal{S}$. Thus $\mathcal{S} = \text{mod–}R$, and $R$ has finite global dimension. □

**Remark 4.6.** In the particular case of henselian Gorenstein local rings, there is a more complete picture available. By [33], the only resolving (special) precovering classes in $\text{mod–}R$ are (1) the class of all free modules of finite rank, (2) the class of all maximal Cohen-Macaulay modules, and (3) $\text{mod–}R$.

5. Cotilting over Gorenstein rings and Cohen-Macaulay modules

In this final section, we will restrict ourselves to the particular setting of Gorenstein rings, and later even regular rings. We generalize some results from [34], but our main concern is the relation to the existence of finitely generated Cohen-Macaulay modules and, in particular, to Hochster’s Conjecture E from [21]. The main outcome here is Theorem 5.16 which gives new information on properties of the (conjectural) maximal Cohen-Macaulay modules.
5.1. Cotilting classes over Gorenstein rings. We start by considering torsion products of injective modules over Gorenstein rings. Recall that $R$ is Gorenstein if $R$ is commutative noetherian and $\text{inj.dim}_R \mathfrak{p} < \infty$ for each $\mathfrak{p} \in \text{Spec}(R)$.

**Lemma 5.1.** Let $R$ be a Gorenstein ring, $\mathfrak{p} \in \text{Spec}(R)$, $k = \text{ht} \mathfrak{p}$, and $M \in \text{Mod}-R$.

(i) Let $q \in \text{Spec}(R)$ and $i \geq 0$. Then $\text{Tor}_i^R(E(R/\mathfrak{p}), E(R/q)) \neq 0$, if and only if $\mathfrak{p} = q$ and $i = k$.

(ii) $\text{flat.dim}_R E(R/\mathfrak{p}) = k$.

(iii) $\mathfrak{p} \notin \text{Ass} M$ if and only if $\mu_0(\mathfrak{p}, M) = 0$ if and only if $\text{Tor}_k^R(E(R/\mathfrak{p}), M) = 0$.

(iv) Let $i$ be an integer such that $0 < i \leq k$ and suppose that $\mu_{i-1}(\mathfrak{p}, M) = 0$. Then $\text{Tor}_{k-i}^R(E(R/\mathfrak{p}), M) \cong \text{Tor}_i^R(E(R/\mathfrak{p}), \mathcal{U}_i(M))$. In particular, we have $\mu_i(\mathfrak{p}, M) = 0$ if and only if $\text{Tor}_{k-i}^R(E(R/\mathfrak{p}), M) = 0$.

**Proof.** (i) Let $i \geq 0$. If $r \in \mathfrak{p} \setminus q$, then the multiplication by $r$ is locally nilpotent on $E(R/\mathfrak{p})$, but is an isomorphism on $E(R/q)$. So both are true of the endomorphism of $\text{Tor}_i^R(E(R/\mathfrak{p}), E(R/q))$ given by the multiplication by $r$. This is only possible when $\text{Tor}_i^R(E(R/\mathfrak{p}), E(R/q)) = 0$. (Note that this argument does not need the Gorenstein assumption.)

For the remaining case of $\mathfrak{p} = q$, we can assume that $R$ is local by [17, Theorem 3.3.3]; then the result is a consequence of [17, Theorem 9.4.6].

(ii) This is proved in [35, Proposition 5.1.2].

(iii) The first equivalence is just a reminder of Lemma 1.3. For the second, assume $\mu_0(\mathfrak{p}, M) = 0$. By Lemma 1.3, the indecomposable decomposition of $E(M)$ does not contain any copy of $E(R/\mathfrak{p})$, so $\text{Tor}_k^R(E(R/\mathfrak{p}), E(M)) = 0$ by part (i). Since $\text{flat.dim}_R E(R/\mathfrak{p}) = k$ by part (ii), the kernel of the functor $\text{Tor}_k^R(E(R/\mathfrak{p}), -)$ is closed under submodules, so $\text{Tor}_k^R(E(R/\mathfrak{p}), M) = 0$.

Conversely, if $\text{Tor}_k^R(E(R/\mathfrak{p}), M) = 0$ and $\mathfrak{p} \in \text{Ass} M$, then $\text{Tor}_k^R(E(R/\mathfrak{p}), R/\mathfrak{p}) = 0$ by part (ii), so localizing at $\mathfrak{p}$ we have $\text{Tor}_k^R(E(k(\mathfrak{p})), k(\mathfrak{p})) = 0$; see [17, 2.1.11]. So $\text{Tor}_k^R(E(k(\mathfrak{p})), E(k(\mathfrak{p}))) = 0$, because $E(k(\mathfrak{p}))$ is a $\{k(\mathfrak{p})\}$-filtered $R_\mathfrak{p}$-module by Lemma 1.7 in contradiction with part (i) for the local Gorenstein ring $R_\mathfrak{p}$.

(iv) Notice that by (i) and (iii) we have

$$\text{Tor}_{k-i+j}^R(E(R/\mathfrak{p}), E_j(M)) = 0 = \text{Tor}_{k-i+j+1}^R(E(R/\mathfrak{p}), E_j(M))$$

for every $0 \leq j < i$, where $E_j(M)$ is the $j$-th term of a minimal injective coresolution of $M$. Indeed, the right-hand side equality for $j = i - 1$ follows as in (iii) with $\mathcal{U}_{i-1}(M)$ in place of $M$, together with the assumption that $\mu_{i-1}(\mathfrak{p}, M) = 0$.

Now, the short exact sequences $0 \rightarrow \mathcal{U}_j(M) \rightarrow E_j(M) \rightarrow \mathcal{U}_{j+1}(M) \rightarrow 0$, where $j$ again ranges from 0 to $i - 1$, give rise to exact sequences:

$$0 = \text{Tor}_{k-i+j+1}^R(E(R/\mathfrak{p}), E_j(M)) \longrightarrow \text{Tor}_{k-i+j+1}^R(E(R/\mathfrak{p}), \mathcal{U}_{j+1}(M))$$

$$\longrightarrow \text{Tor}_{k-i+j}^R(E(R/\mathfrak{p}), \mathcal{U}_j(M)) \longrightarrow \text{Tor}_{k-i+j}^R(E(R/\mathfrak{p}), E_j(M)) = 0.$$

Thus, $\text{Tor}_{k-i+j+1}^R(E(R/\mathfrak{p}), \mathcal{U}_{j+1}(M)) \cong \text{Tor}_{k-i+j}^R(E(R/\mathfrak{p}), \mathcal{U}_j(M))$ for each $j < i$, and by induction:

$$\text{Tor}_{k}^R(E(R/\mathfrak{p}), \mathcal{U}_i(M)) \cong \text{Tor}_{k-i}^R(E(R/\mathfrak{p}), M).$$

The second claim is an immediate consequence of part (iii) applied to $\mathcal{U}_i(M)$ and of Lemma 1.3. \qed
A direct consequence is another expression of an \( n \)-cotilting class over a Gorenstein ring, which is alternative to the ones in Theorem 4.2 and follows directly from Lemma 5.1(iii) and (iv).

**Proposition 5.2.** Let \( R \) be a Gorenstein ring, \( (Y_1, \ldots, Y_n) \) a sequence of subsets of \( \text{Spec}(R) \) as in Definition 3.1 and \( \mathcal{C} = \mathcal{C}_{(Y_1, \ldots, Y_n)} \) the corresponding \( n \)-cotilting class, following Theorem 3.7. Then

\[
\mathcal{C} = \{ M \in \text{Mod–}R | \text{Tor}_i^{R_{\text{ht}} p_{-i+1}}(E(R/p), M) = 0 \text{ for all } i = 1, \ldots, n \text{ and } p \in Y_i \},
\]

Proof. This is obtained merely by combining the description of \( \mathcal{C} \) in Definition 3.1 with Lemma 5.1(iii) and (iv). \( \square \)

Specializing Theorem 4.2 and Corollary 4.3 to Gorenstein rings, we almost immediately get a formula as in Proposition 5.2, but with finitely generated modules. Some price must be paid for this, however, in terms of associated prime ideals, as we will see later in Remark 5.7. Recall that as in Corollary 4.3 we denote for a set \( Y \subseteq \text{Spec}(R) \) by \( \bar{Y} \) the set of all minimal elements of the poset \( (Y, \subseteq) \). We also introduce a notation which we will use in the rest of the paper:

**Definition 5.3.** Let \( R \) be Gorenstein and \( p \in \text{Spec}(R) \) of height \( \geq 1 \). We denote

\[
L(p) = \text{Tr}(\Omega^{\text{ht}} p^{-1}(R/p)).
\]

**Proposition 5.4.** Let \( R \) be a Gorenstein ring, and \( (Y_1, \ldots, Y_n) \) a sequence of subsets of \( \text{Spec}(R) \) as in Definition 3.1. Then the \( n \)-cotilting class \( \mathcal{C} = \mathcal{C}_{(Y_1, \ldots, Y_n)} \) corresponding to \( (Y_1, \ldots, Y_n) \) by Theorem 3.7 equals

\[
\mathcal{C} = \{ M \in \text{Mod–}R | \text{Tor}_i^{R_{\text{ht}} p_{-i+1}}(L(p), M) = 0 \text{ for all } i = 1, \ldots, n \text{ and } p \in \bar{Y}_i \},
\]

and the associated \( n \)-tilting class \( \mathcal{T} = \mathcal{T}_{(Y_1, \ldots, Y_n)} \) equals

\[
\mathcal{T} = \{ M \in \text{Mod–}R | \text{Ext}_i^{R_{\text{ht}} p_{-i+1}}(L(p), M) = 0 \text{ for all } i = 1, \ldots, n \text{ and } p \in \bar{Y}_i \}.
\]

Proof. Given a prime \( p \) of height \( k = \text{ht } p \geq 1 \), note that \( \text{Ext}_i^{R_{\text{ht}}}(R/p, R) = 0 \) for all \( i = 0, \ldots, k - 1 \). Indeed, this follows from the shape of the injective coresolution of \( R \) (see [17, Theorem 9.2.27]) and the fact that \( \text{Hom}_R(R/p, E(R/q)) = 0 \) for every \( q \in \text{Spec}(R) \setminus V(p) \). Thus, \( \text{proj.dim}_R L(p) = k \) by Lemma 2.9(i). Note also that we have for every \( i = 1, \ldots, k \):

\[
\Omega^{k-i}(L(p)) \cong \text{Tr}(\Omega^{i-1}(R/p)).
\]

The statements on \( \mathcal{C} \) and \( \mathcal{T} \) follow from Corollary 4.3 using the isomorphisms of functors \( \text{Tor}_i^{R_{\text{ht}} p_{-i+1}}(L(p), -) \cong \text{Tor}_i^{R}(\text{Tr}(\Omega^{i-1}(R/p)), -) \), and similarly for \( \text{Ext} \). \( \square \)

In connection with Cohen-Macaulay modules and Hochster’s Conjecture below, we shall be interested in the associated prime ideals of the modules \( L(p) \), or more generally in their Bass invariants. A step toward the goal is to understand what the classes \( L^T \) look like for finitely generated modules \( L \) of finite flat (hence projective) dimension. Such classes are cotilting class thanks to Lemma 4.12(i), so in particular they are of the form \( \mathcal{C}_{(Y_1, \ldots, Y_n)} \) for a sequence of subsets of \( \text{Spec}(R) \) as...
in Definition 3.1. Hence the problem reduces to computing $Y_1,\ldots, Y_n$, which for Gorenstein rings amounts to the following general lemma:

**Lemma 5.5.** Let $R$ be Gorenstein and $L$ be a finitely generated non-projective $R$-module of finite projective dimension $n$. Then $L^\tau$ is an $n$-cotilting class, and in view of the correspondence from Theorem 3.7 we have $L^\tau = C(Y_1,\ldots, Y_n)$, where

$$Y_i = \left\{ p \in \text{Spec}(R) \mid \text{ht } p \geq i \text{ and } p \in \bigcup_{j=0}^{\text{ht } p-i} \text{Ass } \mathcal{U}_j(L) \right\} \subseteq \text{Supp } L$$

for every $i = 1,\ldots, n$. Moreover:

(i) For any $0 \leq \ell \leq n-1$ we have $(\Omega^\ell L^\tau)^\tau = C(Y_{i+1},\ldots, Y_n)$.

(ii) For any $p \in \text{Spec}(R)$ we have $p \in \text{Ass } L \setminus \text{Ass } R$ if and only if $p \in Y_{\text{ht } p}$.

**Proof.** We first focus on the properties of the subsets $Y_i \subseteq \text{Spec}(R)$ as in the statement. The fact that $Y_i \subseteq \text{Supp } L$ for any $1 \leq i \leq n$ follows easily by Lemma 1.3. We also prove that $(Y_1,\ldots, Y_n)$ satisfies the conditions of Definition 3.1. Indeed, the second condition follows directly, and the third condition follows from Remark 3.2. It remains to prove that each $Y_i$ is closed under specialization. Let us choose arbitrary $p \in Y_i$. Since $R$ is noetherian, we only need to prove that there exists a minimal prime ideal $q$ such that $q \nsubseteq p$. Let us fix such $q$. Assuming $p \in Y_i$, we know that $ht p \geq i$ and there is $0 \leq j \leq ht p - i$ such that $\mu_j(p, L) \neq 0$. By [17, Proposition 9.2.13], $\mu_{j+1}(q, L) \neq 0$, and since $R$ is Cohen-Macaulay by [9, Theorem 2.1.12], we have $ht q = ht p + 1$. It follows that $j + 1 \leq ht q - i$ and $q \in Y_i$.

Next, denote $D = L^\tau$. As mentioned above, $D$ is $n$-cotilting by Lemma 1.12 where $n = \text{proj.dim}_R L$. So is $C(Y_1,\ldots, Y_n)$ by Theorem 3.7 and the above paragraph. Our task is to prove that the two classes are equal. We will show more. By induction on $i = n,\ldots, 1$, we show that $(C(Y_1,\ldots, Y_n))_i = D_i$ for all $1 \leq i \leq n$. Note that

$$D_i = \{ M \in \text{Mod-}R \mid \text{Tor}_j^R(L, M) = 0 \text{ for all } j \geq i \}$$

by Remark 3.6 and dimension shifting. In view of Theorem 3.7 and Proposition 3.11(i) we need to show that $p \in Y_i$ if and only if the $k(p)$-filtered module $E(R/p)$ is not contained in $D_i$.

Let $i = n$. From [35, Theorem 2.2] we learn that $\mu_j(p, L) \neq 0$ only for $ht p - n \leq j \leq ht p$. In particular we have

$$Y_n = \{ p \in \text{Spec}(R) \mid \text{ht } p \geq n \text{ and } \mu_{\text{ht } p-n}(p, L) \neq 0 \}.$$
suppose that $E(R/p) \in D(i)$. This means that $\text{Tor}_j^R(L, E(R/p)) = 0$ for $j \geq i$. By Lemma 5.1(iii) and (iv) it follows that $\mu_{ht} \mu_{ht}^{-1}(p, L) \neq 0$ and $p \in Y_{i-1}$.

Now we prove the two additional statements. Part (i) follows from Corollary 5.16 and Remark 5.6. Part (ii) follows easily from the description of the sets $Y_i$ above.

Now, given $p$ of height at least one, it is rather easy to show that $p$ is the only prime ideal of positive height in $\text{Ass} L(p)$.

**Proposition 5.6.** Let $R$ be a Gorenstein ring, $p$ be a prime ideal of height $k \geq 1$, and let $L(p) = \text{Tr}(\Omega^{k-1}(R/p))$ as in Definition 5.8 Then $\text{proj.dim}_R L(p) = k$ and $\text{Ass} L(p) \setminus \text{Ass} R = \{p\}$.

**Proof.** The fact that $\text{proj.dim}_R L(p) = k$ has been shown in the proof of Proposition 5.4. By the same proposition, $L(p)^\dagger = C(Y_1, \ldots, Y_k)$ for $Y_1 = \cdots = Y_k = V(p)$. The statement then follows from Lemma 5.5(ii).

**Remark 5.7.** Although $\text{Ass} E(R/p) = \{p\}$ and Propositions 5.2 and 5.4 are formally rather similar, one cannot easily get rid of the zero height prime ideals in $\text{Ass} L(p)$. First of all, $L(p)$ is only defined uniquely up to adding or splitting off a projective summand; recall Definition 2.8 and the comment below it.

There is a more substantial problem, however. If $\text{Ass} L(p) = \{p\}$ for a particular choice of $L(p)$, then we have $\text{Hom}_R(L(p), R) = 0$ since $\text{Supp} L(p) \cap \text{Ass} R = \emptyset$. This would imply that $\text{proj.dim}_R R/p \leq \text{ht} p$ by the very construction of $L(p)$. As far as we are concerned, this is a trivial situation. In that case, we could replace $L(p)$ by $R/p$ in the formula in Proposition 5.4, as we will see below in Theorem 5.10. In fact, $R/p$ would then be a Cohen-Macaulay module by Lemma 5.11. The latter is certainly not true in general.

### 5.2. Cohen-Macaulay modules and Hochster’s Conjecture

In Propositions 5.2 and 5.4 we get two different expressions of cotilting classes over Gorenstein rings. Now we are going to discuss the possibility of combining these two attempts. Namely we would like to find a finitely generated module $K(p)$ for each $p \in \text{Spec}(R) \setminus \text{Ass} R$ such that $\text{proj.dim}_R K(p) = \text{ht} p$, $\text{Ass} K(p) = \{p\}$ and such that these modules can be used to express any cotilting class. We will see later that the last property follows from the other two and that this attempt leads to the question of existence of some Cohen-Macaulay modules. Let us recall some relevant definitions and results.

**Definition 5.8.** Let $R$ be a commutative noetherian local ring and $M \in \text{mod–}R$. Then $M$ is **Cohen-Macaulay** if $M \neq 0$ and depth $M = \text{Kdim} M$, where depth $M$ denotes the depth of $M$ and $\text{Kdim} M$ the Krull dimension of $M$. A Cohen-Macaulay module is called **maximal Cohen-Macaulay** if moreover depth $M = \text{Kdim} R$. If $M$ is maximal Cohen-Macaulay, then the Auslander-Buchsbaum formula [17, 9.2.20] implies that either $M$ has infinite projective dimension, or else $M$ is free.

If $R$ is a general commutative noetherian ring and $M \in \text{mod–}R$, then $M$ is **Cohen-Macaulay** if $M_m$ is a Cohen-Macaulay $R_m$-module for each maximal ideal $m \in \text{Supp} M$. The ring $R$ is called **Cohen-Macaulay** if it is Cohen-Macaulay as a module over itself.
Lemma 5.9. Let R be a Gorenstein ring, \( p \in \text{Spec}(R) \), and \( K \in \text{mod–}R \) be such that \( \text{Ass} K = \{ p \} \). Then the following are equivalent:

(i) \( K \) is a Cohen-Macaulay module such that \( \text{proj.dim}_RK < \infty \);
(ii) \( \text{proj.dim}_RK = \text{ht} \ p \).

Proof. If (i) holds, then for each maximal ideal \( m \in \text{Supp} K \), \( K_m \) is a Cohen-Macaulay \( R_m \)-module of finite projective dimension, and the Auslander-Buchsbaum formula \([17] 9.2.20\) gives \( \text{proj.dim}_{R_m}K_m = \text{ht} \ m - K\dim K_m \). Since \( \text{Ass} K = \{ p \} \), we get \( K\dim K_m = K\dim (R/p)_m = \text{ht} \ m - \text{ht} \ p \). This proves that \( \text{proj.dim}_RK = \text{ht} \ p \).

Conversely, if (ii) holds, then for each maximal ideal \( m \in \text{Supp} K \), we have depth \( K_m = K\dim R_m - \text{proj.dim}_{R_m}K_m \geq K\dim R_m - \text{ht} \ p = K\dim (R/p)_m = K\dim K_m \), so \( K_m \) is a Cohen-Macaulay module. \( \square \)

Now we shall show how to express any cotilting class using Cohen-Macaulay modules as in the latter lemma. Using the convention of Corollary 4.3, given a set \( Y \subseteq \text{Spec}(R) \), we denote \( Y \) the set of all minimal elements of the poset \((Y, \subseteq)\).

Theorem 5.10. Let \( R \) be a Gorenstein ring and assume that for each \( p \in \text{Spec}(R) \setminus \text{Ass} R \) there exists a Cohen-Macaulay module \( K(p) \in \text{mod–}R \) such that \( \text{proj.dim}_RK(p) = \text{ht} \ p \) and \( \text{Ass} K(p) = \{ p \} \). Then for each \((Y_1, \ldots, Y_n)\) as in Definition 3.1 the n-tilting class corresponding to \((Y_1, \ldots, Y_n)\) by Theorem 4.2 equals

\[
\mathcal{T}_{(Y_1, \ldots, Y_n)} = \{ M \mid \text{Ext}_R^{ht}p^{-i+1}(K(p), M) = 0 \text{ for } i = 1, \ldots, n \text{ and } p \in Y_i \}
\]

and the n-cotilting class corresponding to \((Y_1, \ldots, Y_n)\) by Theorem 4.2 is

\[
\mathcal{C}_{(Y_1, \ldots, Y_n)} = \{ M \mid \text{Tor}_R^{ht}p^{-i-1}(K(p), M) = 0 \text{ for } i = 1, \ldots, n \text{ and } p \in Y_i \}.
\]

Proof. In view of Lemma 1.12 it suffices to prove the assertion concerning \( \mathcal{C}_{(Y_1, \ldots, Y_n)} \).

We first claim that for any \( p \in \text{Spec}(R) \setminus \text{Ass} R \) we have \( K(p)^\tau = \mathcal{C}_{(Y_1^p, \ldots, Y_{ht}^p)} \),

where we denote \( Y_1^p = \cdots = Y_{ht}^p = V(p) \). Indeed, \( K(p)^\tau \) is a cotilting class, hence of the form \( K(p)^\tau = \mathcal{C}_{(Y_1^p, \ldots, Y_{ht}^p)} \). By Lemma 5.5 we have \( Y_i' \subseteq \text{Supp} K(p) = V(p) \) and by Definition 3.1 we know that \( Y_i' \) is closed under specialization and \( Y_i' \supseteq Y_i^{ht} \) for any \( 1 \leq i \leq \text{ht} \ p \). So it is enough to prove that \( p \in Y_i' \), but this has been shown in Lemma 5.5(ii).

Having proved the claim, we prove the equality for \( \mathcal{C}_{(Y_1, \ldots, Y_n)} \) by induction on \( n \). Let us denote the class \( \{ M \mid \text{Tor}_R^{ht}p^{-i+1}(K(p), M) = 0 \text{ for } i = 1, \ldots, n \text{ and } p \in Y_i \} \) from the statement by \( \mathcal{D} \). If \( n = 1 \), then, using the fact that \( \text{proj.dim}_RK(p) = \text{ht} \ p \), we have \( \mathcal{D} = \bigcap_{p \in Y_1} \Omega^{ht}p^{-1}(K(p))^\tau \). Since \( \Omega^{ht}p^{-1}(K(p))^\tau = \mathcal{C}_{(V(p))} \) by the claim and Lemma 5.5(i), it easily follows that \( \mathcal{C}_{(Y_1)} = \mathcal{D} \).

If \( n > 1 \), we infer from the inductive hypothesis and the fact that \( Y_n \subseteq Y_i \) for all \( i = 1, \ldots, n-1 \) that

\[
\mathcal{D} = \mathcal{C}_{(Y_1, \ldots, Y_{n-1})} \cap \bigcap_{p \in Y_n} \Omega^{ht}p^{-n}(K(p))^\tau.
\]

Invoking the claim and Lemma 5.5(i) again, we obtain

\[
\mathcal{D} = \mathcal{C}_{(Y_1, \ldots, Y_{n-1})} \cap \bigcap_{p \in Y_n} \mathcal{C}_{(Y_{ht}^p, \ldots, Y_{ht}^p)} = \mathcal{C}_{(Y_1, \ldots, Y_n)}.
\]

The last equality is an easy consequence of Definition 3.1. \( \square \)
The existence of Cohen-Macaulay modules as in Theorem 5.10 is in general only conjectural even for regular rings: a ring $R$ is regular in case $R$ is commutative noetherian and the ring $R_p$ has finite global dimension for each $p \in \text{Spec}(R)$. By [9, Corollary 2.2.20], $R \cong \prod_{p \in \text{Ass} R} R/p$, where $R/p$ is a regular domain.

From now on, we will restrict ourselves to regular rings. Let us now complete the argument from Remark 5.7 to put our results into proper context.

**Lemma 5.11.** Let $R$ be a regular ring and $p \in \text{Spec}(R)$. Then
\[ \text{ht } p = \text{proj.dim}_R k(p) \leq \text{proj.dim}_R R/p. \]
The equality $\text{ht } p = \text{proj.dim}_R R/p$ holds if and only if $R/p$ is a Cohen-Macaulay ring; in this case $\text{proj.dim}_R (R/p)_q = \text{proj.dim}_R R/p$ for all $q \in \text{Spec}(R)$ with $p \subseteq q$.

**Proof.** First, $k(p) = (R/p)_p$, so depth $(R/p)_p = 0$ (cf. [17, 9.2.9]). Using the Auslander-Buchsbaum formula [17, 9.2.20], we infer that $\text{proj.dim}_R k(p) = \text{ht } p$. If $p \subseteq q$, then depth $R_q/p_q \leq \text{ht } q - \text{ht } p$, so $\text{proj.dim}_R R_q/p_q = \text{ht } q - \text{depth } R_q/p_q \geq \text{ht } p$.

Since $\text{proj.dim}_R R/p = \max_{q \in \text{Spec}(R)} \text{proj.dim}_R (R/p)_q$, clearly $\text{proj.dim}_R R/p \geq \text{ht } p$. However, $R/p$ is Cohen-Macaulay iff the equality depth $R_q/p_q = \text{Kdim } R_q/p_q$ holds for all $q \in \text{Spec}(R)$ with $p \subseteq q$. As $\text{Kdim } R_q/p_q = \text{Kdim } R_q - \text{ht } p = \text{ht } q - \text{ht } p$ by [9, 2.1.4], we may apply the Auslander-Buchsbaum formula again to conclude that $R/p$ is Cohen-Macaulay, iff $\text{proj.dim}_R (R/p)_q = \text{ht } p$ for all $q \in \text{Spec}(R)$ with $p \subseteq q$. \qed

The assumptions of Theorem 5.10 are always met for regular rings of Krull dimension $\leq 3$. In the context of tilting and cotilting classes, this leads to a simplification of the formulas from Proposition 5.4.

**Corollary 5.12.** If $R$ is a regular ring with $\text{Kdim } R \leq 3$, then $R/p$ is Cohen-Macaulay for each $p \in \text{Spec}(R)$ of height $\geq 1$. In particular, given a sequence $(Y_1, Y_2, Y_3)$ as in Definition 3.1, the tilting class corresponding to this sequence by Theorem 4.2 equals
\[ \mathcal{T}_{(Y_1, Y_2, Y_3)} = \{ M \mid \text{Ext}^i_R (R/p, M) = 0 \text{ for } i = 1, 2, 3 \text{ and } p \in \bar{Y}_i \} \]
and the cotilting class corresponding to it by Theorem 4.2 is
\[ \mathcal{C}_{(Y_1, Y_2, Y_3)} = \{ M \mid \text{Tor}^i_R (R/p, M) = 0 \text{ for } i = 1, 2, 3 \text{ and } p \in \bar{Y}_i \}. \]

**Proof.** We can w.l.o.g. assume that $R$ is a regular domain. We must then prove that $R/p$ is Cohen-Macaulay for each $0 \neq p \in \text{Spec}(R)$. This is trivial when $p$ has height 3. The cases of heights 1 and 2 are proved by localization: if $p$ has height 2, then the localization of $R/p$ at any maximal ideal is a one-dimensional local domain which is necessarily Cohen-Macaulay [9, p.64]. Finally, each regular local ring is a UFD, so its prime ideals of height 1 are principal, hence $R/p$ is even Gorenstein for $p$ of height 1; see [9, 3.1.19(b)]. \qed

However, the existence of Cohen-Macaulay modules $K(p)$ as in Lemma 5.9 in broader generality is closely related to long standing open problems in commutative algebra. One of them is:

**Hochster’s Conjecture ([21, Conjecture (E)]).** Each complete local ring possesses a maximal Cohen-Macaulay module.
Since factors of complete local rings are complete, and each complete local ring is a factor of a complete regular local ring, Hochster’s Conjecture can equivalently be stated as follows: for each complete regular local ring \( R \) and each \( p \in \text{Spec}(R) \) there exists a maximal Cohen-Macaulay \( R/p \)-module \( K(p) \). In [21, §3], Hochster’s Conjecture is proved for rings of Krull dimension \( \leq 2 \). In fact, the canonical \( R/p \)-module \( K(p) = \text{Ext}^2_p(R/p, R) \) satisfies depth \( K(p) = \text{Kdim} K(p) = \text{Kdim} R/p = 2 \), so \( K(p) \) is a maximal Cohen-Macaulay \( R/p \)-module in that case (see [28, Example 3.2(b)]). In general, however, the conjecture remains wide open.

The following lemma shows that in the complete local case, Hochster’s Conjecture implies the existence of Cohen-Macaulay modules as in Lemma 5.9 for each \( p \in \text{Spec}(R) \):

**Lemma 5.13.** Let \( R \) be a regular local ring and \( p \in \text{Spec}(R) \). Assume there exists a maximal Cohen-Macaulay \( R/p \)-module \( K(p) \). Then viewed as an \( R \)-module, \( K(p) \) is Cohen-Macaulay and satisfies \( \text{Ass} K(p) = \{ p \} \).

**Proof.** The maximality of \( K(p) \) implies that \( K(p) \) is a torsion-free \( R/p \)-module by [16, 21.9]. So \( K(p) \subseteq (R/p)^n \) for some \( n < \omega \) by [11, Proposition VII.2.4]. Considered as an \( R \)-module, \( K(p) \) thus satisfies \( \text{Ass} K(p) = \{ p \} \), which implies that \( K(p) \) is a Cohen-Macaulay \( R \)-module. \( \square \)

To see the power of the assumption of existence of modules \( K(p) \) from Theorem 5.10 we relate it to Serre’s Positivity Conjecture. In order to state it, we recall the notion of the intersection multiplicity:

**Definition 5.14.** Let \( R \) be a regular local ring of Krull dimension \( d \) and \( M, N \in \text{mod–} R \) be such that \( M \otimes_R N \) has finite length. Then the **intersection multiplicity** of \( M \) and \( N \) is defined as

\[
\chi(M, N) = \sum_{i=0}^{d} (-1)^i \text{length} (\text{Tor}_i^R(M, N)).
\]

**Serre’s Conjectures** ([29]). Assume that \( R \) is a regular local ring of Krull dimension \( d \), and \( M, N \in \text{mod–} R \) are such that \( M \otimes_R N \) has finite length. Then

(i) \( \text{Kdim} M + \text{Kdim} N \leq \text{Kdim} R \);

(ii) **(Vanishing)** \( \text{Kdim} M + \text{Kdim} N < \text{Kdim} R \implies \chi(M, N) = 0 \);

(iii) **(Positivity)** \( \text{Kdim} M + \text{Kdim} N = \text{Kdim} R \implies \chi(M, N) > 0 \).

Serre proved (1) in general, and he also proved (2) and (3) for all regular local rings containing a field. The Vanishing Conjecture was proved by Roberts [27]. The Positivity Conjecture was proved for rings of Krull dimension \( \leq 4 \) by Hochster [21], but it is still open in general (however, Gabber proved that \( \chi(M, N) \geq 0 \)).

**Lemma 5.15.** Let \( R \) be a regular local ring and assume that for each \( p \in \text{Spec}(R) \) there exists \( K(p) \in \text{mod–} R \) such that \( \text{Ass} K(p) = \{ p \} \) and \( K(p) \) is a Cohen-Macaulay module. Then Serre’s Positivity Conjecture holds for \( R \).

**Proof.** The idea of the proof is taken from [21, Theorem 2.9]. By [29, V. B4, Remark c)] it is enough to prove the conjecture for \( M = R/p \) and \( N = R/q \) such that \( R/p \otimes_R R/q \) has finite length. So take such \( p, q \in \text{Spec}(R) \), and note that a finitely generated module \( L \) has finite length \( > 0 \) if and only if \( \text{Supp} L = \{ m \} \), where \( m \) is the unique maximal ideal of \( R \).
Let us now compute \( \chi(K(p), K(q)) \). By [21 Proposition 9.2.7], \( \text{Supp} K(p) \otimes_R K(q) = \text{Supp} K(p) \cap \text{Supp} K(q) \). It follows that \( K(p) \otimes_R K(q) \) has finite length by the note above. By [29 V. B6, Corollary to Theorem 4], \( \text{Tor}_i^R(K(p), K(q)) = 0 \) for \( i > 0 \). Thus \( \chi(K(p), K(q)) = \text{length}(K(p) \otimes_R K(q)) > 0 \).

But \( K(p) \) can be filtered by \( \{ R/p' \mid p' \in V(p) \} \), and similarly for \( K(q) \). Since \( \chi(-,-) \) is additive on a short exact sequence in both variables and since the vanishing conjecture holds for \( R \) ([27]), it follows that \( \chi(R/p, R/q) > 0 \). \( \square \)

We finish by discussing the relation of our modules \( L(p) \) from Definition 5.3 to the finitely generated maximal Cohen-Macaulay \( R/p \)-modules \( K(p) \) whose existence has been conjectured by Hochster. We know from Proposition 5.6 and Lemma 5.9 that for \( p \) of height \( \geq 1 \), the module \( L(p) \) from Definition 5.3 is Cohen-Macaulay if it has no associated primes of height 0. On the other hand, Remark 5.7 and Lemma 5.11 tell us that in such a case we could as well take \( K(p) = R/p \) since it is also Cohen-Macaulay. Hence, the statement of our final result is necessarily more elaborate.

**Theorem 5.16.** Let \( R \) be a regular local ring, \( p \) be a prime ideal of non-zero height, and denote \( L(p) = \text{Tr}(\Omega^p_{ht} p^{-1}(R/p)) \). Assume there exists a maximal Cohen-Macaulay \( R/p \)-module \( K(p) \in \text{mod–}R/p \).

Then for each \( i = 0, \ldots, \text{ht} \ p - 1 \), the smallest resolving class \( L(p) \subseteq \text{mod–}R \) containing \( \Omega^i(L(p)) \) coincides with the smallest resolving class \( K(p) \subseteq \text{mod–}R \) containing \( \Omega^i(K(p)) \). In particular, any finitely generated \( i \)-th syzygy of the \( R \)-module \( K(p) \) is a direct summand in a finitely \( \mathcal{E} \)-filtered module where

\[
\mathcal{E} = \{ \Omega^j(L(p)) \mid j = i, \ldots, \text{ht} \ p - 1 \} \cup \{ R \}.
\]

**Proof.** Note that \( p \notin \text{Ass} \ R \). Let us fix \( i \in \{ 0, \ldots, \text{ht} \ p - 1 \} \) and denote \( L = \Omega^i(L(p)) \) and \( K = \Omega^i(K(p)) \). Note that \( L = \text{Tr}(\Omega^p_{ht} p^{-1}(R/p)) \), as observed in the proof of Proposition 5.4. Using Corollary 4.3 and Theorem 5.10 we infer that

\[
L^\perp = K^\perp = T(Y_1, \ldots, Y_{ht \ p})
\]

for \( Y_1 = \cdots = Y_{ht \ p - i} = V(p) \) and \( Y_{ht \ p - i+1} = \cdots = Y_{ht \ p} = \emptyset \). The claim follows by Corollary 4.4 and its proof. \( \square \)
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