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Abstract
In order to select and recommend the optimal parking lot for the users, a novel intelligent selection algorithm based on the grey relational analysis considering user preferences is proposed. The parking-lot evaluation index system consisting of indicators in effectiveness, convenience, economy, environmental attribute and agreeableness is firstly established. The comprehensive weight determination method combining the expert estimation method with the user preference settings is proposed to determine the comprehensive weight of each evaluation index, and this method can meet the personalized needs of individual user to the greatest extent. The evaluation indexes considering various representative objective and subjective influential factors including the driving distance between the current location and the target parking lot, the walking distance between the target parking lot and the destination, the remaining parking spaces, the parking fee, the condition of the hardware facilities and service quality are determined, and the corresponding comprehensive weight of each evaluation index is calculated. Then the parking lots near the destination are evaluated by the grey relational analysis in order to select the optimal one to the user for parking reservation. This algorithm has been proven to be effective by the APP on Android mobile phones.
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Introduction
With the number of cars increasing year by year, it has become more and more difficult for the urban parking. Even though there is a huge growth in the number of parking lots in recent years, it is still unable to fundamentally relieve the pressure of parking difficulties, and therefore an intelligent system is in urgent need for the urban parking. Nowadays, big cities in the world such as Tokyo, Beijing, London and New York have launched the intelligent parking reservation systems, which improves the utilization rate of parking spaces, and brings great convenience to car owners. Besides, the realization of the intelligent selection and recommendation of the optimal parking lot near the destination via the parking reservation systems can greatly facilitate the user choice and improve the user experience.

Recently the intelligent parking systems have been studied by some scholars. Shin et al. proposed a predictive control method based on neural network. This method can dynamically find suitable weights for various factors, and realize the evaluation and selection of the optimal parking lot in the real-time environment, resulting in the improved performance of the intelligent parking guidance system. Rajabioun et al. implemented a parking guidance and information system which considers various factors such as the number of available parking spaces, parking time, parking fee, type of parking lots, driving time and walking distance, and the weight of the system
obtained from the Human–Machine Interaction (HMI). Taheri et al.\textsuperscript{10} designed a parking allocation system to allocate parking spaces in a fair way, and this system can make sure that the distance between each driver’s destination and the assigned parking lot is approximately equivalent. The beginning and the end of the driving time as well as the distance of the trip are considered to be the main factors in this system. Mukherjee et al.\textsuperscript{11} designed an allocation system for the parking lots based on a mathematical model using integer linear programming (ILP), and proposed a heuristic algorithm to minimize the total travel time for the user to search the optimal parking lot and assign the parking space near the destination. The distance between the parking lot and the destination is considered to be the main factor in this system. Zhou and Mo\textsuperscript{12} employed a fuzzy comprehensive evaluation method based on the analysis of the user personal preferences and the parking behaviors to sort the satisfaction degrees of parking lots in order to help user select the suitable parking lot. The influencing factors considered in the method mainly include walking distance, parking fee and personal preferences. The weight of each evaluation index is obtained from questionnaire surveys. Zhang et al.\textsuperscript{13} proposed a parking-lot allocation model based on adaptive ant colony optimization algorithm. In addition to the factors such as the user’s current location, parking capacity, parking time and user preferences, the variable price scheme and arrival time are also considered in this model. However, the weight is unchanged, which may not be suitable for the random variations in practical parking situations. He et al.\textsuperscript{14} proposed a real-time parking reservation service to reduce the total trip cost for all the users. Based on the current demand and supply, a mixed integer programming model is established to realize the parking space allocation and the arrangement of user’s schedule. The performance of the parking space allocation strategy is evaluated via the utilization rate of parking spaces, the satisfaction rate of user demand and the social welfare.

The objective influential factors such as the number of available parking spaces, the driving distance, the driving time and the parking fee are generally considered in the existing evaluation and selection methods for parking lots, while the personal preferences or the subjective influential factors such as the service quality and the condition of the hardware facilities (although it is a objective condition while it is subjectively evaluated by consumers) are seldom considered in existing approaches. Besides, most scholars use neural network method or fuzzy mathematics method as the evaluation method for the selection of the optimal parking lot. However, the neural network method needs a huge number of sample data for learning,\textsuperscript{15} and the fuzzy mathematics method needs selecting the appropriate membership function for obtaining accurate results.\textsuperscript{16} Grey relational analysis is a multi-factor statistical analysis method, which is based on the sample data of each factor and applies the grey relational degree to describe the weight and order of the relationships among various influential factors.\textsuperscript{17–19} Hence the loss risk caused by information asymmetry can be reduced to a large extent. Moreover, there is no stringent requirement on the number of data samples or typical distribution rules, and the calculated amount is relatively small, which is suitable for using by mobile phone terminals.\textsuperscript{20,21}

In order to achieve the intelligent selection and recommendation of the parking lot near the destination, an evaluation index system for the target parking lot containing indicators in the effectiveness, convenience, economy, environmental attribute and agreeableness is established in this paper. Considering various representative objective and subjective influential factors including the driving distance between the current position and the target parking lot, the walking distance between the target parking lot and the destination, the number of available parking spaces, parking fee, the condition of the hardware facilities and service quality, a combined method containing expert estimation method and user preference setting is developed to determine the comprehensive weight of each evaluation index. Then the grey relational analysis is proposed to evaluate the parking lots near the destination so as to intelligently select the optimal one and recommend it to the user for parking reservation. Our paper is the first study using the grey relational analysis to relieve the pressure of parking difficulties, and it can provide valuable reference for the intelligent service of daily transportation.

### Establishment of the evaluation index system for parking lots

In order to develop the intelligent parking reservation system, the parking lots near the destination should be evaluated firstly, and then the optimal parking lot can be automatically selected and recommended to the user for parking reservation according to the previous evaluation results. A scientific and reasonable evaluation index system is required for the evaluation of parking lots. Therefore a parking-lot evaluation index system containing indicators in the effectiveness, convenience, economy, environmental attribute and agreeableness is established in this paper, and each indicator contains several sub-indicators, which can comprehensively evaluate the merits and disadvantages of the target
parking lot. The evaluation index system for parking lots is shown in Figure 1.

The comprehensive weight determination method considering user preferences

Due to the different role of each evaluation index in the evaluation of the surrounding parking lots, hence the concept of weight is introduced to distinguish the importance degree of each evaluation index in the evaluation sequence. The single use of the expert estimation method or the analytic hierarchy process method in determining the weight of each evaluation index can only reflect the common needs of all users, however, the personalized needs of individual user cannot be met. This paper proposes a comprehensive weight determination method considering user preferences, which can meet not only the common needs of all users but also the personalized needs of individual user to the greatest extent. The specific steps are shown as follows:

First, the basic weight \(a_k^0\) \((k = 1, 2, \ldots, n)\), which corresponds to each evaluation index, can be determined by the expert estimation method. The specific steps of the expert estimation method are as follows: firstly, a weight \(a_i\) \((i = 1, 2, \ldots, l)\), and \(l\) is the total number of experts) is independently assigned to each evaluation index by each expert. Then, the maximum value \(M_i\) and the minimum value \(m_i\) of \(a_i\) can be found (namely, \(M_i = \max_{1 \leq i \leq l} \{a_i\}\) and \(m_i = \min_{1 \leq i \leq l} \{a_i\}\)).

According to the number of experts, the weight \(a_i\) can be divided into \(P\) (generally, \(1 \leq P \leq 5\)) groups, and the spacing \(D\) between the adjacent groups can be calculated by using the equation (1). The frequency of the weight data in each group is calculated, and the average weight value of the group with the largest frequency can be set as the basic weight of each evaluation index.

\[
D = \frac{(M_i - m_i)}{P} \quad (1)
\]

Then the preference weight \(a_k^{''}\) (see equation (2)), which corresponds to each evaluation index, can be determined according to user preference setting. Where \(m\) is the number of the index for the user preference setting. The preference weight \(a_k^{''}\) of the checked evaluation index is set to \(1/m\), otherwise, it is set to 0. If none of them is checked, then \(m = 0\), and \(a_k^{''} = a_k'\) \((k = 1, 2, \ldots, n)\) which means the user preference were not considered and the weights are determined entirely by expert estimation method. Finally, the comprehensive weight \(a_k\), which corresponds to each evaluation index, can be calculated according to the equation (3). Where \(\delta\) is the percentage of the preference weight, which can be determined based on the actual situation, and is usually set to 0.7.

\[
a_k'' = \begin{cases} 
\frac{1}{m} & (k = 1, 2, \ldots, n; m \neq 0) \\
0 & (k = 1, 2, \ldots, n; m = 0) 
\end{cases} \quad (2)
\]

\[
a_k = (1 - \delta)a_k' + \delta a_k^{''}(k = 1, 2, \ldots, n) \quad (3)
\]

Figure 1. The evaluation index system for parking lots.
An intelligent selection algorithm for the target parking lot based on grey relational analysis

Many evaluation factors and indexes, including the quantitative and the qualitative data, should be taken into consideration for the evaluation of the parking lots near the destination. Besides, it is difficult to use the traditional mathematical methods to deal with some cases with the incomplete information and the unclear relationship among various factors and indexes. Grey relational analysis is a systematic analysis technique which can analyze the relational degree of various factors in a system, and it can provide a reasonable and effective method to solve the practical engineering problems. Therefore, the grey relational analysis is applied to evaluate the parking lots near the destination, and is set as the important component of parking-lot intelligent selection algorithm in this paper. The steps of the intelligent selection algorithm for the target parking lot based on the grey relational analysis are as follows:

The determination of the reference sequence

The reference sequence \(X_0 = \{x_0(1), x_0(2), \ldots, x_0(n)\}\) is set as the standard sequence of the evaluation system for the parking lots. The 6 representative influential factors including the 4 objective factors (the driving distance between the current position and the target parking lot, the walking distance between the target parking lot and the destination, the remaining parking spaces and the parking fee) and the 2 subjective factors (the condition of the hardware facilities and the service quality) are selected as the composition of reference sequence for the evaluation of the parking lots near the destination. These 6 representative influential factors cover all the 5 indicators (including the effectiveness, convenience, economy, environmental attribute and agreeableness) in the evaluation index system for the target parking lot, as shown in Figure 1.

The value of each evaluation index in the reference sequence is an ideal value, namely, the distance is as short as possible, the number of remaining parking spaces is as much as possible, the parking fee is as low as possible and the service quality is as good as possible and etc. According to the actual situation of our local city (Fuzhou, Fujian Province, China), the objective factors that the driving distance between the current position and the target parking lot, the walking distance between the target parking lot and the destination, the remaining parking spaces and the parking fee are set to 1000 m, 100 m, 100, and 5 ¥(RMB)/hour, respectively. As for the subjective factors, the condition of the hardware facilities and the service quality are all set to 5, which is the value of the highest level, from 1 to 5.

The determination of the evaluation sequence

The parking lots within a certain distance of the destination can be selected as the candidates, and each candidate corresponds to an evaluation sequence. The composition of the indexes in the evaluation sequence \(X_i' = \{x_i'(1), x_i'(2), \ldots, x_i'(n)\}\) is consistent with the reference sequence. In the evaluation indexes, the driving distance between the current position and the target parking lot, and the walking distance between the target parking lot and the destination can be calculated automatically by the system according to the latitude and longitude coordinates. The remaining parking spaces and the parking fee can be collected in real time by the system from the cloud platform of the parking information. The condition of the hardware facilities and the service quality can be scored by the consumers and then obtained from the cloud platform of the parking information. This cloud platform of the parking information is the simulated cloud platform for the traffic database of Fuzhou (Fujian province, China) we developed for the parking experiments, which has been used in our previous work.

The initialization of the elements in the reference sequence and evaluation sequence

According to the equation (4), the elements \(x_i(k)\) and \(x_0(k)\) \((k=1, 2, \ldots, n)\) in the reference sequence and evaluation sequence can be calculated. And the new evaluation sequence \(X_i = \{x_i(1), x_i(2), \ldots, x_i(n)\}\) and the new reference sequence \(X_0 = \{x_0(1), x_0(2), \ldots, x_0(n)\}\) can be obtained.

\[
\begin{align*}
x_0(k) &= \frac{x'_0(k)}{x'_0(k)} = 1 \\
x_i(k) &= \frac{x'_i(k)}{x'_0(k)}
\end{align*}
\] (4)

The calculation of the relational coefficient

According to the equation (5), the relational coefficient \(\xi_i(k)\) between the evaluation sequence \(X_i\) and the reference sequence \(X_0\) at the \(k\) point can be determined. Where \(\min_{k} \Delta_i(k)\) is the minimum difference between two stages, \(\max_{k} \Delta_i(k)\) is the maximum difference between two stages, \(\rho\) is the resolution coefficient (\(\rho\) is set to 0.5 for the evaluation system of the
parking lots), and $\Delta_i(k) = |x_0(k) - x_i(k)|$ is the absolute difference of the evaluation sequence $X_i$ and the reference sequence $X_0$ at $k$ point.

$$\xi_i(k) = (\text{min_k} \min_j \Delta_j(k) + \text{max_k} \max_j \Delta_j(k))/(\Delta_i(k) + \text{max_k} \max_j \Delta_j(k))$$

(5)

The determination of the weight for each evaluation index, the relational degree and the grey relational order

The weight of each evaluation index. The comprehensive weight $a_k (k=1, 2, \ldots, n)$ of each evaluation index can be determined by the method considering the user preferences proposed in this paper.

The relational degree. The relational degree $\gamma_i$ between the evaluation sequence $X_i$ and the reference sequence $X_0$ can be obtained by the equation (6) containing the above relational coefficient $\xi_i(k)$ and the comprehensive weight $a_k$.

$$\gamma_i = \sum_{k=1}^{n} a_k \xi_i(k)$$

(6)

The grey relational order. Then relational degree $\gamma_i$ obtained above can be sorted descendingly in order to create the grey relational order. Based on the priority principle of the highest relational degree (namely, the closest to the ideal value in the reference sequence), the evaluation sequence with the highest relational degree is the optimal target parking lot.

**Experimental comparison and result analysis**

This work is based on the software development kits (SDK) of Baidu map, and realize the software development of “iParking system (Versions 1.0)” on Android mobile phones. The system is primarily aimed at individual user, and the 6 representative influential factors including the 4 objective factors (the driving distance between the current position and the target parking lot, the walking distance between the target parking lot and the destination, the remaining parking spaces and the parking fee) and the 2 subjective factors (the condition of the hardware facilities and the service quality) are selected to evaluate the parking lots near the destination.

Then an experiment is conducted to verify the validity of the parking-lot intelligent selection algorithm. The address of one member in our research group is set as the origin, which is named as “The Apartment” (the longitude is 119.328045 and the latitude is 26.04085). And the destination of the trip is set as “The Grand Theatre” (the longitude is 119.314747 and the latitude is 26.079724).

For the limitation of article length, the 10 groups of the parking lots which are nearest to the destination are selected for analysis in this work. The initial evaluation data can be obtained by the automatic calculation and real-time collection from the cloud platform of the parking information, as shown in Table 1. Where $X_0'$ is the reference sequence, and $X_i'$ is the evaluation sequence of the candidate parking lots.

| $x_0(k)$ | 1000 | 100 | 100 | 5 | 5 |
| $x_1(k)$ | 4421.98 | 121.93 | 12 | 10 | 3 |
| $x_2(k)$ | 4346.99 | 251.94 | 62 | 5 | 3 |
| $x_3(k)$ | 4253.20 | 259.80 | 102 | 50 | 5 |
| $x_4(k)$ | 4381.61 | 181.96 | 8 | 10 | 2 |
| $x_5(k)$ | 5037.87 | 581.37 | 5 | 10 | 4 |
| $x_6(k)$ | 4846.93 | 471.24 | 12 | 20 | 2 |
| $x_7(k)$ | 4651.85 | 353.27 | 120 | 50 | 5 |
| $x_8(k)$ | 4743.14 | 309.66 | 90 | 20 | 4 |
| $x_9(k)$ | 4839.40 | 439.98 | 282 | 30 | 5 |
| $x_{10}(k)$ | 4642.06 | 516.61 | 152 | 20 | 4 |
According to the data in Table 2, the relational coefficients $n_i(k)$ of the evaluation sequences for the 10 candidate parking lots can be calculated as follows:

$\begin{align*}
&x_0(k) = \{0.568, 0.954, 0.836, 0.818, 0.918, 0.918\} \\
&x_1(k) = \{4.42, 1.22, 0.12, 2, 0.6, 0.6\} \\
&x_2(k) = \{4.35, 2.52, 0.62, 1, 0.6, 0.4\} \\
&x_3(k) = \{4.25, 2.60, 1.02, 10, 1, 1\} \\
&x_4(k) = \{4.38, 1.82, 0.08, 2, 0.4, 0.4\} \\
&x_5(k) = \{5.04, 5.81, 0.05, 2, 0.8, 0.8\} \\
&x_6(k) = \{4.85, 4.71, 0.12, 4, 0.4, 0.2\} \\
&x_7(k) = \{4.65, 3.53, 1.2, 10, 1, 1\} \\
&x_8(k) = \{4.74, 3.10, 0.9, 4, 0.8, 0.8\} \\
&x_9(k) = \{4.84, 4.40, 2.82, 6, 1, 0.6\} \\
&x_{10}(k) = \{4.64, 5.17, 1.52, 4, 0.8, 0.6\}
\end{align*}$

The comprehensive weight determination method is proposed in this paper to determine the weight of each evaluation index for the cases of various user preference selections including (1) none of the user preferences is to be considered (namely, $m=0$ which means the weights are determined entirely by expert estimation method); (2) the only one preference (e.g., the parking fee) is to be considered; (3) two preferences (e.g., the parking fee and the walking distance) are to be considered; (4) three preferences (e.g., the parking fee, the walking distance, and the service quality) are to be considered, as shown in Table 3.

According to the above relational coefficients and weight values, the relational degree $\gamma_i$ between the evaluation sequence and the reference sequence for the
Table 4. The relational degree $c_i$ for the cases of various user preferences (the highest relational degrees in the case 1~4 are marked in red).

| Case   | $c_1$    | $c_2$    | $c_3$    | $c_4$    | $c_5$    | $c_6$    | $c_7$    | $c_8$    | $c_9$    | $c_{10}$ |
|--------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| Case 1 | 0.8271   | 0.8265   | 0.7299   | 0.7947   | 0.7355   | 0.6808   | 0.7008   | 0.7507   | 0.6755   | 0.7054   |
| Case 2 | 0.8209   | 0.9480   | 0.4523   | 0.8112   | 0.7934   | 0.6242   | 0.4436   | 0.6452   | 0.5342   | 0.6316   |
| Case 3 | 0.8682   | 0.8596   | 0.5939   | 0.8209   | 0.6761   | 0.6060   | 0.5509   | 0.6740   | 0.5678   | 0.6034   |
| Case 4 | 0.8749   | 0.8607   | 0.7016   | 0.8317   | 0.7469   | 0.6695   | 0.6700   | 0.7470   | 0.6597   | 0.6864   |

Table 5. The grey relational order for the cases of various user preferences.

| The cases of user preferences | The grey relational order | The target parking lot       |
|-------------------------------|---------------------------|-------------------------------|
| Case 1                        | $c_1 > c_2 > c_4 > c_8 > c_5 > c_9 > c_{10} > c_7 > c_6 > c_3$ | The first ($c_1$) parking lot |
| Case 2                        | $c_2 > c_1 > c_4 > c_5 > c_8 > c_{10} > c_7 > c_9 > c_6 > c_3$ | The second ($c_2$) parking lot |
| Case 3                        | $c_1 > c_2 > c_4 > c_5 > c_8 > c_{10} > c_7 > c_9 > c_6 > c_3$ | The first ($c_1$) parking lot |
| Case 4                        | $c_1 > c_2 > c_4 > c_5 > c_8 > c_7 > c_{10} > c_9 > c_6 > c_3$ | The first ($c_1$) parking lot |

Figure 2. The running results of the “iParking system (versions 1.0)” on Android mobile phones. Where (a), (b), (c) and (d) are the running results of case 1, case 2, case 3 and case 4, respectively.
cases (case 1, 2, 3 and 4) of various user preferences can be calculated via the equation (6), as shown in Table 4 (Where case 1, case 2, case 3 and case 4 are the same as that in Table 3).

The obtained relational degrees in Table 4 are sorted in descending order so that the grey relational order can be determined, as shown in Table 5. The highest relational degree calculated by the parking-lot intelligent selection algorithm is 0.8271, 0.9480, 0.8682 and 0.8749 for the case 1, the case 2, the case 3 and the case 4, respectively, as shown in the running results of the “iParking system (Versions 1.0)” in Figure 2. According to the priority principle of the highest relational degree, the candidate parking lot with the highest relational degree is the optimal one. Hence the target parking lot selected from the case 2 is the second (γ2) parking lot with the lowest parking fee. The target parking lot selected from the case 3 is the first (γ1) parking lot with the shortest walking distance and the second lowest parking fee. The target parking lot selected from the case 4 is the first (γ1) parking lot with the shortest walking distance, the second lowest parking fee and the medium service quality (see the results in Table 5).

From the above analysis, it can be seen that the parking-lot intelligent selection algorithm based on the grey relational analysis proposed in this paper can comprehensively consider each evaluation index and meet the common needs of all users, meanwhile, it can also reflect the user personal preferences and meet the personalized needs of individual user to the greatest extent.

Conclusion

This paper aims to meet the requirements for the evaluation and selection of the optimal parking lot near the destination, and establishes a parking-lot evaluation index system containing indicators in effectiveness, convenience, economy, environmental attribute and agreeableness. The factors and the evaluation indexes considered in the system are relatively consummate. A comprehensive weight determination method considering user preferences is proposed, and this method combines the expert estimation method with the user preference setting to determine the comprehensive weight of each evaluation index, which can reflect the personalized needs of individual user to the greatest extent. Comprehensively considering various representative objective and subjective influential factors including the driving distance between the current location and the target parking lot, the walking distance between the target parking lot and the destination, the remaining parking spaces, the parking fee, the condition of the hardware facilities, and the service quality, a parking-lot intelligent selection algorithm based on the grey relational analysis is proposed to select the optimal one near the destination and recommend it to the user for parking reservation.

In addition, the road condition information of the user’s current position to the parking lot near the destination is also one of the significant factors affecting the selection of the target parking lot, however, it is not convenient to obtain this information from Baidu map SDK at present, so this evaluation index can be added to the intelligent selection algorithm in the future study. According to the current road condition information, the system can predict the arrival time of the target parking lot more accurately to help the user select the appropriate time period for parking space reservation. In terms of the weight settings of the evaluation indexes, the intelligence level of the system will be greatly improved if the user personal preferences can be intelligently analyzed and the weight can be automatically set according to the historical data of the user’s parking habits, which needs to be deeply explored in the future for the optimization of the intelligent service for daily transportation.
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