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Abstract—In [1], we introduced a new, matrix algebraic, performance analysis framework for wireless systems with fading channels based on the matrix exponential distribution. The main idea was to use the compact, powerful, and easy-to-use, matrix exponential (ME)-distribution for i) modeling the unprocessed channel signal to noise ratio (SNR), ii) exploiting the closure property of the ME-distribution for SNR processing operations to give the effective channel random variable (r.v.) on ME-distribution form, and then to iii) express the performance measure in a closed-form based on ME-distribution matrix/vector parameters only. In this work, we aim to more clearly present, formalize, refine and develop this unified bottom-up analysis framework, show its versatility to handle important communication cases, performance evaluation levels, and performance metrics. The bivariate ME-distribution is introduced here as yet another useful ME-tool, e.g. to account for dependency among two r.v.s. We propose that the ME-distribution may, in addition to fading, also characterize the pdf of discrete-time signal r.v.s, thus extending the ME-distribution matrix form to new generalized 1D/2D-Gaussian-, and Rayleigh-, distribution-like matrix forms. Our findings here, strengthen the observation from [1], [2], and indicates that the ME-distribution can be a promising tool for wireless system modeling and performance analysis.

Index Terms—Performance evaluation, Matrix exponential distribution, Rational Laplace transform, Bivariate ME-distribution, Performance metric, Throughput, Effective capacity, Outage probability, Bit-error-rate, Wireless, Communication system, Relaxation, Hybrid-ARQ, ARQ, OSTBC, MIMO, MRC, SDC, Channel model, Interference, Sylvester’s equation.

I. INTRODUCTION

A NALYTICAL performance studies of wireless communication systems with fading channels play an important role in our understanding of novel, as well as well-established, communication schemes. The performance analysis may regard low level physical (Phy) functions (e.g. involving combining, modulation, detection) [3], [4], or high level Phy functions (e.g. involving retransmissions, multi-node cooperation) [5], [6], [7], for which relevant performance metrics are studied. For such analysis, analytical fading channel models, like Rayleigh-, Nakagami-m-, Ricean-, Hoyt-, Log-normal-distributed fading, [4], [8], [9], are commonly encountered.

In [1], extending the work [10] on a Laplace transform (LT)-oriented throughput analysis, we introduced a new performance analysis framework for wireless communication systems with fading channels. This analysis framework modeled fading channels with the matrix exponential distribution (ME-distribution), and gave analytical performance expressions in the parameters of the ME-distribution. Specifically, we focused on a two-node network for automatic repeat request (ARQ) [5], [10], [11], [12], and Hybrid-ARQ (HARQ) systems [5], [10], [13], [14], [15], [16], [17], [18]. In this context, we examined aspects of diversity signal processing, such as maximum ratio combining (MRC) and selection diversity combining (SDC) [3], [4], [8], [19], multiple antenna communication schemes, such as orthogonal space-time block coding (OSTBC) [20] and Alamouti’s TX diversity [21], [22]. Performance were evaluated with respect to (wrt) throughput, outage probability, mean-number of transmissions, and packet loss rate. ME-distribution tools, such as the closure of the convolution and integration, were introduced for system modeling and performance analysis. In [2], we extended the ME-distribution approach to the effective capacity performance measure for (H)ARQ systems. The insight, and motivation, to introduce the ME-distribution approach was due to recognizing the opportunity to give a unified matrix-algebraic bottom-up performance evaluation framework, for a wide class of fading channels, which gives very compact performance expressions. Specifically, the unprocessed wireless channel signal-to-noise ratio (SNR) r.v. is compactly expressed as a ME-distribution, where (possible) subsequent processing steps, due to communication system modeling, then gives an effective SNR (or mutual information (MI)) r.v. on a ME-distribution form. Then, the final performance evaluation step can express a performance metric of interest with the ME-distribution parameters for the unprocessed wireless channel SNR, or alternatively, for the effective channel.

A. Related Works

The list of works on performance evaluation of wireless systems with fading channels is exceedingly long, and a complete account can not be given. Some notable reference works, however, are [8], [9], [19], [20], [22], [23], [24], [25], and references therein. Some significant performance studies on communication cases with fading channels that consider higher Phy functions are, e.g., [5], [6], [7], [17], [26]. There are also some important works focusing on lower Phy functions, analyzing outage probability and diversity combining for general fading channels, e.g., [27], [28].

All works in those areas have, as far as we know, used less versatile, and more specialized, SNR fading channel models (such as Rayleigh and Nakagami-m fading) compared to the proposed ME-distribution model in [1], and developed
further here. Other works do, as far as we know, also not consistently use (or allow for) expression on the same form, such as the proposed ME-distribution form, from modeling the unprocessed wireless channel, via possible signal processing steps, as input to higher layer performance evaluation. Notably, many works do not aim for a complete bottom-up system analysis, but stop at evaluating, e.g., symbol-error-rate (SER), bit-error-rate (BER), or outage probability. Thus, in contrast to [1], many prior performance analysis works are executed on a per-case basis, for specialized channels, and for specialized communication systems only. On the other hand, the ME-distribution has been explored in a wide range of fields, such as economics (risk and ruin probabilities), control theory (linear ordinary differential equations), queuing theory, see e.g. [29], [30], and references therein. Despite this, the ME-distribution has, apart from [1], [2], not been considered for wireless channel SNR (or effective channel) modeling, nor for performance evaluation for wireless systems with fading channels. Only two other works, [31], [32], which like [1], [2], consider wireless systems, have used the ME-distribution. Yet, then only for queuing, but not for fading channel, analysis. However, some shortcomings of [1] is that it focused primarily on (H)ARQ system analysis, and may not have presented the ME-distribution approach in a sufficiently well-structured and detailed manner in order to appreciate the full value. Also, while [1] used the ME-distribution approach to analyze (H)ARQ, the studied cases are unnecessarily limited, and the derived performance expressions can be simplified further. The wider application of the ME-distribution approach, apart from analyzing single-/multiple-antenna and (H)ARQ systems is recognized, but not discussed in great detail. In [2], the ME-distribution approach was applied to yet another performance measure, the effective capacity, but the focus remained on (H)ARQ system analysis, not the method itself. Thus, the aim of this work is to emphasize and focus on the ME-distribution approach as a promising tool for performance analysis of wireless communication systems with fading channels. When it comes to generalizing the ME-distribution form to 1D/2D-Gaussian-, and Rayleigh-, like forms, which is treated at the end of this paper, we are not aware of any such works at all. The contributions are given next.

B. Contributions

This work offers several different contributions, at different levels. First, a number of results, expressions, and useful ME-properties that have, to our knowledge, not been reported in the literature are presented. Specifically, closed-form performance expressions, expressed in ME-distribution matrix parameters, are given for the following cases: i) Rate adaptive transmission, Theorem 5.1 and 5.2 ii) Network coded bidirectional relaying (NCBR), Theorem 5.8 iii) ARQ with identical independent distributed (iid) ME-distributed signal and interferers, Theorem 5.9 and with Sylvester’s equation 5.10 iv) Differential binary phase shift keying (PSK) and frequency shift keying (FSK) with non-coherent detection, Theorem 5.11 v) Binary PSK and FSK with coherent detection, Theorem 5.12 vi) Coded transmission with independent fading, Theorem 5.13 We also give closed-form throughput expressions for vii) ARQ, Theorem 5.5 viii) Truncated-HARQ, Theorem 5.6 ix) Persistent-HARQ, Theorem 5.7 for ME-distributed effective channels which are on more general, but simpler, forms than in [1], particularly for Truncated-HARQ, Corollary 5.3 handles, in contrast to [1], also N-fold diversity. Some additional new results are: x) The integral expressions in Theorem 4.1 Corollary 5.5 and Lemma 5.4, xi) The expression for the maximum of two ME-distributed r.v.s in Theorem 4.2 xii) The integral expression in Theorem 4.3

Second, compared to [1], and in addition to the above, the ME-distribution performance analysis framework is more clearly, and better, motivated, defined, and explored. It is made clear that the framework is generally applicable to various communication problems and performance measures. A more extensive background on well-known ME-distribution properties is given, and some new ones are introduced. We generalize the (H)ARQ cases in [1], and refine and simplify the performance expressions.

Third, summarizing on a higher level, we consider, analyze and give closed-form performance expressions for many new communication cases never treated with the ME-distribution before, introduce the bi- (multivariate) ME-distribution for wireless system performance analysis, extend the use of the ME-distribution (density) to model discrete-time r.v. signals, and generalize the ME-distribution to Rayleigh-, univariate Gaussian, and bivariate Gaussian-like probability densities.

C. Outline

In Section II we review the ME-function and the ME-distribution. We motivate why the ME-distribution is introduced for wireless fading channel modeling and system performance analysis in Section III In Section IV we then structure the performance analysis framework, introduce the unprocessed ME-distributed SNR channel, and give some useful ME-properties. Performance evaluation, wrt relevant performance measures, for various communication cases, such as multiple antenna systems, rate-adaptive systems, modulation schemes, and (H)ARQ w/wo interference, takes place in Section V. In Section VI the notion of ME-distributed discrete-time signals is proposed, and in Section VII generalizations of the ME-distribution is considered. The paper is summarized and concluded in Section VIII.

II. PRELIMINARIES

We start by introducing the notion and by reviewing some basic properties of the ME-function and the ME-distribution.

A. Notation

We let \( x(\cdot) \), \( x \), \( X \) denote polynomials, scalars, vectors, and matrices. The Kronecker-product, Kronecker-sum, convolution, \( k \)-fold convolution, and the matrix transpose, are indicated by \( \otimes \), \( \circ \), \( , \cdot k \otimes \), and \( \cdot ^\top \), respectively. The expectation and the probability of a r.v. uses the notation \( \mathbb{E}\{ \cdot \} \) and \( \mathbb{P}\{ \cdot \} \). Special constants are the standard basis unit vector \( e_t \) (with a one at the \( t \)-th position), the identity matrix I, the
shift matrix $S$ (with all ones on the super-diagonal, otherwise all zero entries). The pdf, cdf, and the Laplace transform of a pdf of a r.v. $T$ are written as $f_T(t)$, $F_T(t)$ and $F(s)$. Effective channel parameters are indicated with a tilde, e.g. as $\tilde{x}$.

**B. Matrix Exponential**

Consider the square complex valued matrix $X \in \mathbb{C}^{d \times d}$, where $d \in \mathbb{N}^+$ and $t$ is a scalar. Then, the matrix exponential can be defined as

$$e^{tX} = \sum_{k=0}^{\infty} \frac{(tX)^k}{k!},$$

(1)

where $X^0 \equiv I$. The ME-function is, e.g., also possible to write as the limit

$$e^{tX} = \lim_{k \to \infty} \left( 1 + \frac{tX}{k} \right)^k.$$  
(2)

Using the right-hand-side (RHS) of (1), it is seen that the derivative of the ME-function is

$$\frac{d}{dt} e^{tX} = X e^{tX}.$$  
(3)

Further, using the RHS of (1), it is noted that $X e^{tX} = e^{tX} X$ commute. The integral of the ME-function, which is a scalar integral in $t$ with a matrix parameter $X$, can be expressed as

$$\int_a^b e^{tX} dt = X^{-1} \left( e^{tX} - 1 \right) \bigg|_a^b,$$  
(4)

given that $X$ is non-singular. The integral (4) is easily proven by using the RHS of (1). Note also that $X^{-1} e^{tX} = e^{tX} X^{-1}$.

A good overview of Nineteen dubious ways to compute the exponential of a matrix is found in [33]. The ME-function is also surveyed in [34]. More practically, the ME-function is, e.g., implemented in MATLAB, Mathematica, and Maple. Note that in MATLAB, the matrix- and scalar-exponential commands differ, and are $\text{expmt}(X)$, $\exp(x)$, respectively.

**C. Matrix Exponential Distribution**

Next, we review the ME-distribution and several well-known properties which are often presented in the literature, [29, 30, 35, 36, 37].

The cdf of a ME-distributed r.v. $T$ is commonly written as [1]

$$F_T(t) = 1 + x e^{tY} Y^{-1} z, \quad t \geq 0,$$  
(5)

where in general $x \in \mathbb{C}^{1 \times d}$, $Y \in \mathbb{C}^{d \times d}$, and $z \in \mathbb{C}^{d \times 1}$. The only requirement on $x$, $Y$, and $z$ are that $F_T(t)$ corresponds to a cdf, i.e. non-decreasing, right-continuous, $\lim_{t \to -\infty} F_T(t) = 0$, and $\lim_{t \to \infty} F_T(t) = 1$. From (5), the pdf is found to be

$$f_T(t) = x e^{tY} z, \quad t \geq 0,$$  
(6)

Note that the form of (5) and (6) differ from the form of the scalar exponential distribution wrt negative signs [2]. The Laplace-Stieltje’s transform (LST) of (5), corresponds to the Laplace transform (LT) of (5), which is

$$F(s) = x(sI - Y)^{-1} z.$$  
(8)

Eq. (8) is also known (as discussed below) to correspond to a ratio of two polynomials expressed in the Laplace variable $s$. It has been shown in [30] that the class of rational LSTs is equivalent to the class of ME-distributions. However, Neuts [38] also points out that phase-type distributions, introduced by Neuts and treated in detail in [38], have the same form as the ME-distribution, that phase-type distributions have certain form constraints and allows for a probabilistic interpretation [35]. Neuts [38] states that the phase-type distribution is dense on $[0, \infty)$, and Ruiz-Castro in [37] extends this statement to the wider class of ME-distributions. However, Neuts [38] also points out that the value of this theorem as an approximation theorem is largely illusory. No general approximation results are, in fact, known.

As discussed after [5], the ME-distribution allows for a flexible parameter choice of $x$, $Y$, and $z$. A convenient and often occurring real-valued companion matrix-based parametrization, originally given in [30], has been treated in, e.g., [36] and [29 Theorem 2.1]. With our notation, this translates to

$$Y \triangleq \begin{bmatrix} 0 & 1 & 0 & \cdots & 0 & 0 \\ 0 & 0 & 1 & \cdots & 0 & 0 \\ 0 & 0 & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 0 & 1 \\ -y_1 & -y_2 & -y_3 & \cdots & -y_{d-1} & -y_d \end{bmatrix},$$  
(9)

or equivalently $Y = S - xy$, where $S$ is a shift matrix of appropriate dimension, and

$$x \triangleq [x_1 \ x_2 \ \ldots \ x_{d-1} \ x_d] \in \mathbb{R}^{1 \times d},$$  
(10)

$$y \triangleq [y_1 \ y_2 \ \ldots \ y_{d-1} \ y_d] \in \mathbb{R}^{1 \times d},$$  
(11)

$$z \triangleq [0 \ 0 \ \ldots \ 0 \ 1]^T \in \mathbb{R}^{d \times 1},$$  
(12)

with the corresponding parametrization of the rational LT,

$$F(s) = \frac{x(s)}{y(s)},$$  
(13)

$$x(s) \triangleq x_s s^{d-1} + x_{d-1} s^{d-2} + \ldots + x_2 s^1 + x_1,$$  
(14)

$$y(s) \triangleq s^d + y_d s^{d-1} + y_{d-1} s^{d-2} + \ldots + y_2 s^1 + y_1.$$  
(15)

Using the final-, and initial-, value theorem, it can be shown, as e.g. in [11], that necessary, but not sufficient, conditions for

---

1Sometimes, the ME-distribution class includes a point-mass at zero. However, continuous real-world wireless channels, as considered here, do not have such property. Therefore, any point-mass at zero is omitted in the following.

2The scalar exponential distribution is generally defined to have cdf on the form $F_T(t) = 1 - e^{-yt}$, and pdf $f_T(t) = ye^{-yt}$. The analogous ME-cdf form would be $F_T(t) = 1 - e^{-Yz}$, with ME-pdf $f_T(t) = xYe^{-Yz}$. The pdf would, however, have a more complicated LT than (8).
Proof by \[37, \text{Proposition 3.1}\].

Two works that inspired us in \[11\] to consider the closure of convolutions for the ME-distribution class are \[37\] and \[38\]. In fact, it is well-known that the class of ME-distributions is closed under many different operations, such as the convolution, maximum and minimum of two r.v.s. An excellent overview of various closure properties for the ME-distribution class is found in \[37\]. For phase-type distributions, which have the same form as ME-distributions, closure properties are given in \[38, \text{Section 2.2}\]. We review those three cases, convolution, maximum and minimum below, and refer the interested reader to the literature for further details.\[11\]

**Proposition 2.1:** (Convolution of two ME-distributed r.v.s. \[37, \text{Proposition 3.1}\]) Let the r.v.s. \(T_1, j = \{1, 2\}\) have pdfs \(f^{(j)}_T(t) = x_j e^{y_j z} \). Then, \(T = T_1 + T_2\) has the pdf

\[
 f_T(t) = x e^{y z},
\]

where

\[
 x = \begin{bmatrix} x_1 & 0 \end{bmatrix}, \quad y = \begin{bmatrix} Y_1 & z_1 z_2 \end{bmatrix}, \quad z = \begin{bmatrix} 0 \\ z_2 \end{bmatrix}.
\]

In the above, and henceforth, vectors/matrices indicated as \(0\) are for notational convenience, with appropriate dimensions given by the problem.

**Proof:** The proof is reviewed here for completeness.

\[
 x_1 e^{y_1 z_1} z_2 + x_2 e^{y_2 z} z_2
 = L_t^{-1} \left\{ x_1 (sI - Y_1)(sI - Y_2) z_1 z_2 \right\}
 = L_t^{-1} \left\{ \begin{bmatrix} x_1 & 0 \end{bmatrix} \begin{bmatrix} Y_1 - s I & z_1 z_2 \\ 0 & Y_2 - s I \end{bmatrix}^{-1} z_2 \right\}
 = \begin{bmatrix} x_1 & 0 \end{bmatrix} e^{t \begin{bmatrix} Y_1 & z_1 z_2 \\ 0 & Y_2 \end{bmatrix}} z_2.
\]

Proof by \[37, \text{Proposition 3.1}\].

**Proposition 2.2:** (Maximum of two ME-distributed r.v.s. \[37, \text{Proposition 3.5}, \text{[29]}\]). Consider the ME-distributions \(F^{(j)}_T(t) = 1 + x_j e^{y_j z} \), \(j = 0, j \in \{1, 2\}\). Then, \(T = \max\{T_1, T_2\}\) has the ME-distribution

\[
 F_T(t) = 1 + xe^{y z},
\]

where

\[
 x = \begin{bmatrix} x_1 & x_1 & x_2 \end{bmatrix}, \quad y = \begin{bmatrix} Y_1 & 0 & Y_2 \end{bmatrix}, \quad z = \begin{bmatrix} z_1 & 0 & z_2 \end{bmatrix}.
\]

\[3\]Convolution (e.g. for MRC, truncated-HARQ, and SDC) and the maximum operator (e.g. for SDC) were used for signal processing and performance analysis in \[11\], which motivates reviewing those properties here.

**Proof:** By \[37, \text{Proposition 3.5}\].

**Proposition 2.3:** (Minimum of two ME-distributed r.v.s \[37, \text{Proposition 3.6}, \text{[29]}\]). Consider the ME-distributions \(F^{(j)}_T(t) = 1 + x_j e^{y_j z} \), \(j = 0, j \in \{1, 2\}\). Then, \(T = \min\{T_1, T_2\}\) has the ME-distribution

\[
 F_T(t) = 1 + xe^{y z},
\]

where

\[
 x = x_1 \otimes x_2, \quad Y = Y_1 \oplus Y_2, \quad z = -(Y_1^{-1} \oplus Y_2^{-1})(z_1 \otimes z_2).
\]

**Proof:** By \[37, \text{Proposition 3.6}\].

Good surveys of the class of ME-distribution, its use, applications and properties, are e.g. found in \[29, 30, 36\]. Finally note also that the ME-distribution has the same analytical form as the phase type-distribution \[38\], but the parameters in \(x, Y, \) and \(z\) are, in contrast to the phase type-distribution, not restricted to have a probabilistic interpretation. Hence, much of the known properties in the literature of phase type-distributions carry over to the ME-distribution class.

III. ME-DISTRIBUTION IN WIRELESS COMMUNICATIONS

In this section, we present some observations\[4\] that motivate us to consider the ME-distribution as a basis for performance analysis of wireless communication systems with fading.

A. Unprocessed Wireless Channel SNR

We start with the following example.

**Example 3.1:** The Nakagami-\(m\) channel is a relatively versatile channel model, with Rayleigh fading as a special case when the nakagami-\(m\) parameter \(m^N = 1\), and no fading when \(m^N \rightarrow \infty\). The Laplace transform for the (gamma-distributed) SNR pdf is \(F(s) = 1/(1 + s^2/m^N)^m\), where \(S\) denotes the mean SNR of the channel, and \(m^N \geq \frac{1}{T}\). For the special case \(m^N \in \mathbb{N}^+\), \(F(s)\) is on a rational LT form, and thus belongs to the ME-distribution class.\[5\]

To show the versatility of the ME-distribution, going beyond the simplicity of Ex. 3.1, consider the following due to \[30\].

**Example 3.2:** The pdf \(f_T(t) = (1 + s^{52}) (1 - \cos(7t)) e^{-t}\) has the rational LT \(F(t) = 50/(s^3 + 3s^2 + 52s + 50)\) and is ME-distributed. With the oscillatory decaying nature for the pdf, it is noted that the ME-distribution-form can also capture relatively complex behaviors already with low degree LTs.

**Example 3.3:** In \[11, \text{Sec. IV.F.4}\], we also proposed modeling the unprocessed channel SNR pdf with a ME-density, \(f_T(s) = pe^{90t}\), with a corresponding rational LT \(F(s) = p(s)/q(s)\) where the \(p(s)\) and \(q(s)\) are polynomials. The motivation is that this general LT form have the potential to model (exactly, or approximately) the statistical characteristics of many different fading channel SNRs. This is so since the ME-distribution is dense on \((0, \infty)\]. \[37, 38\].

\[4\]Some observations where given already in \[11\], but here, we give a more structured and detailed treatment.

\[5\]This is more clearly seen when writing the LT as \(F(s) = (1/S)_m^N/(1/S + s)_m^N\), and then on a rational polynomial form as in \[18\].
Not all SNR pdfs of well-known wireless channel models are in the ME-distribution class, and therefore do not have a rational LT. Examples of non-rational functions are, e.g., $1/\sqrt{T+s}$ and $e^{-s}$, which require polynomials of infinite degrees. Other examples are Rician and log-normal fading, which do not have ME-distributed SNRs, and thus also no rational LTs. Hence, using the ME-distribution as an approximation to model wireless channel SNR fading is an interesting option. The idea of approximating given pdfs, having non-rational LTs, with ME-pdfs, having rational LTs, has been studied extensively in the literature. An excellent overview of state-of-the-art techniques, and review of related works, for approximating a pdf with phase type- or ME-distributions is given in [33]. A detailed review is outside the scope of this work, but the main principles are generally built on norm minimization, either wrt a pdf or its LT. Not only unprocessed wireless channel SNR pdfs can be approximated with pdfs on ME-distribution-form, but also, if desired, the SNR pdfs after SNR processing. More explicitly, we showed in [1] that the mean number of transmissions (and hence the throughput) of persistent-IR operating in a Rayleigh fading channel could be arbitrarily well approximated with a ME-distribution-form using a truncated continued fraction form. Moreover, in [1] we mentioned, the possibility of using a continuous least squares approximation in the pdf-domain. However, this is hard to solve explicitly. An alternative idea, also proposed in [1], was to approximate pdfs, with non-rational LTs, by using a rational Padé approximation in the LT domain. A new idea, briefly mentioned in [2], is to consider fitting a ME-distribution, or density, directly to measured fading channel gains. In this way, the channel model would be formulated directly as a ME-distribution. We leave this interesting idea for future research.

In Tab. I we illustrate mathematical expressions for the proposed ME-distributed wireless channel SNR alongside with Gamma-distributed fading, and exponentially distributed fading SNR. The pdfs, the LTs of the pdfs, and the cdfs, are shown from the middle to the rightmost columns. In the amplitude domain, the familiar Rayleigh and Nakagami-m pdfs are shown. Through variable substitution, we also introduce the corresponding (hitherto unnamed) amplitude pdf for the ME-distribution case (second left column). It is well-known that the Rayleigh distribution can be derived from the bivariate Gaussian distribution. In an analogous manner, using the same variable substitutions, we generalize the ME-distribution to a (hitherto unnamed) bivariate pdf expressed in ME-distribution matrix-, and vector-, parameters (left column). Note that this generalized bivariate-pdf degenerates to the bivariate Gaussian pdf for the scalar case. The ME-distribution generalization are treated further in Section VII.

### B. Processing and Effective Channel SNR

Below, we illustrate the connection between the ME-distribution and signal processing in wireless communication with four motivating examples. The first two, receiver-MRC and -SDC, illustrate diversity-based signal processing facilitated by antenna hardware capability only. The other two, OSTBC and spatially-multiplexed zero-forcing MIMO (ZF-MIMO), shows signal processing at both transmitter- and receiver-side which also involves special signal-design and -processing.

**Example 3.4:** (MRC) Consider a receiver with $N_{rx}$ antennas, exponentially distributed SNRs $Z_{n}, n \in \{1, 2, \ldots, N_{rx}\}$, each with mean SNR $S$. The LT of the MRC SNR, $Z = \sum_{n=1}^{N_{rx}} Z_{n}$, is then $F(s) = 1/\prod_{n=1}^{N_{rx}}(1 + sS_{n})$, which is on a rational form, and hence correspond to a ME-distribution.

In SDC, the signal with the greatest SNR is selected. The following example on SDC is considered in [1].

**Example 3.5:** (SDC) Consider $N$-fold SDC, with effective SNR $Z = \max(Z_{1}, Z_{2}, \ldots, Z_{N})$, where the SNRs $Z_{n}, n \in \{1, 2, \ldots, N\}$, are i.i.d exponentially distributed, with mean SNR $S$, and cdfs $F_{Z}(z) = 1 - e^{-zS^{-1}}$. For this case, the pdf can be written as $f_{Z}(z) = \frac{d}{dz}F_{Z}(z) = N f_{Z}(z)F_{Z}(z)^{N-1} = \frac{1}{S}e^{-zS^{-1}}(1 - e^{-zS^{-1}})^{N-1}$. The Laplace transform of $f_{Z}(z)$ can be written as $F(s) = N!/\prod_{n=1}^{N}(n + sS)$ (the proof is given in Appendix), which is on rational form and also represents a special case of a ME-distribution. Interestingly, note that the product-form of $F(s)$ can be interpreted as $N$ convolutions, corresponding to a summation of $N$ iid exponentially distributed r.v.s with SNRs $S/n$, $n \in \{1, 2, \ldots, N\}$.

**Example 3.6:** (OSTBC+MRC) We now consider a multi-antenna OSTBC+MRC channel, with $N_{tx}$ ($N_{rx}$) transmit (receive) antennas, diversity order $N = N_{tx}N_{rx}$, and OSTBC code rate $R_{sc}$. We have previously discussed this channel in [10] and found that the LT is $F(s) = 1/(1 + sS/R_{sc}N_{tx})^{N}$. Hence, as this is on a rational polynomial form, the effective

| Bivariate pdf $f_{b}(h) = \frac{1}{\pi}e^{-(h^{2}+h_{i}^{2})/\Omega}$ | Amplitude pdf $f_{a}(|h|) =$ | SNR pdf $f_{c}(g) =$ | LT of SNR pdf $F(s) =$ | SNR cdf $F_{G}(g) =$ |
|---|---|---|---|---|
| Rayleigh distr. $\frac{2|h|}{\Omega}e^{-|h|^{2}/\Omega}$ | Exponentially distr. $\frac{1}{S}e^{-g/S}$ | $1 - e^{-g/S}$ |
| Nakagami-m distr. $\frac{2m^{2}|h|^{2m-1}e^{-m|h|^{2}/\Omega}}{\Gamma(m)}$ | Gamma distr. $\frac{m^{-m+1}e^{-mg/S}}{\Gamma(m)}$ | $\left(\frac{1}{1 + ms/m}\right)^{m}$ |
| (Unnamed distr.) $\frac{1}{\pi}p_{h}(e^{(h^{2}+h_{i}^{2})/\Omega})$ | (Unnamed distr.) $\frac{1}{\pi}p_{h}(e^{(h^{2}+h_{i}^{2})/\Omega})$ | $1 + pe^{\Omega Q_{1}^{-1}r}$ |

Table I

**Comparison of pdfs (and cdfs) for unprocessed fading wireless channels SNRs. The following notion is used:** The instantaneous SNR is $g \triangleq |h|^{2}/P/\sigma^{2}$, where $|h|$ is the channel amplitude gain, $P$ is the received power, $\sigma^{2}$ is the receiver noise power. The mean SNR is $S \triangleq E(g)$. The complex amplitude gain is $h \triangleq h_{r} + ih_{i}$, and $\Omega \triangleq E(|h|)$. 
SNR for OSTBC+MRC in Rayleigh fading channel is also a special case of a ME-distribution.

Consider, e.g., the mapping $Z = \ln(1 + G)$, where $G$ is a ME-distributed SNR r.v., and $Z$ is the mutual information (MI) for a Gaussian distributed signal in additive white Gaussian noise (AWGN). With this mapping, the effective channel MI r.v. has a non-rational LT and is not ME-distributed. For such cases, a ME-distribution can approximate the distribution of the MI r.v., \cite{1}.

IV. PERFORMANCE ANALYSIS FRAMEWORK, ME-distr. WIRELESS CHANNEL SNR MODEL, TOOLS

Encouraged by the observations reviewed in Section III, we now formalize the overall performance analysis framework, generalize the ME-distributed wireless channel SNR model, and consider some new mathematical tools.

A. Performance Analysis Framework

The performance analysis framework is shown in Fig. 1. At the bottom level, the unprocessed SNR channel r.v. $G$ is modeled with pdf $f_G(g) = p e^{\theta g} q r$. At the middle level, a performance analysis system model, accounting for various processing steps in the communication system model of interest, translates the unprocessed channel SNR r.v. $G$ into an effective channel r.v. $Z$ with pdf $f_Z(z) = \tilde{p} e^{\phi z} \tilde{r}$. At the top level, a performance expression, for some metric of choice, is derived and expressed in the unprocessed channel SNR parameters, $p, q$ (and $r$). Alternatively, if only the performance evaluation step is of interest, the performance metric may be directly evaluated and expressed in the effective channel parameters, $\tilde{p}, \tilde{Q}$ (and $\tilde{r}$). This system modeling abstraction is reflected in Fig. 2 where a more complex communication system model (on the left-hand side (LHS)) has a corresponding effective channel model (on the RHS). The studied communication system may, e.g., range from physical layer performance evaluation of a SISO-system to link- or network-layer performance evaluation of a multi-node MIMO-system. The only requirement is that the effective channel is, or can be approximated as, ME-distributed. If no particular processing of the received signal(s) takes place, we simply set $f_Z(z) = f_G(g)$. Various mathematical tools, suitable for the ME-distribution, can be used at the different performance analysis level, e.g. to reflect the communication system operation at the middle level, and enable computation of the performance metric at the top level. It should be emphasized that the analysis framework is exemplified here for the univariate ME-distribution case, but may be generalized to a multivariate ME-distribution case, as e.g. in Section V-H. In Tab. I we indicate that the analysis approach is applicable on many different levels of system complexity, and with different performance metrics. Next, we consider the bottom-level, the unprocessed ME-distributed SNR channel model, introduce some new tools, and subsequently work upwards.

B. Unprocessed ME-distributed Wireless Channel SNR

In \cite{1}, we assumed that the LT of the wireless channel SNR pdf was on the form $F(s) = p(s)/q(s)$, i.e. a ratio of a numerator polynomial and a denominator polynomial. This form agrees with the companion-form, \cite{9-15}, introduced in \cite{50}. However, it is sometimes convenient to express the LT
of the fading channel SNR in a product form, such as for Nakagami-m channel fading \[28\]. To handle such cases, but also the polynomial case, we consider a more general product-polynomial-form in the following corollary.

**Corollary 4.1:** (Unprocessed wireless channel SNR pdf with rational LT on polynomial-product-form). Let the LT of a unprocessed ME-distributed wireless channel SNR pdf \( f_C(g) \) have the form

\[
F(s) = \frac{\prod_{j=1}^{J} P_j(s)}{\prod_{j=1}^{J} g_j(s)},
\]

(28)

\[
p_j(s) \triangleq p_{d_{j-1},1}^{-1}d_{j-1}^{-2} + \ldots + p_{1,j},
\]

(29)

\[
q_j(s) \triangleq s^{d_j} + q_{d_j,1}^{-1}s^{d_j-1} + \ldots + q_{1,j}.
\]

(30)

Then, the ME-distribution pdf of the unprocessed SNR is on the form

\[
f_C(g) = p e^{g Q} r, \ z \geq 0,
\]

(31)

where

\[
Q \triangleq \left[ \begin{array}{ccccc}
Q_1 & P_2 & 0 & \cdots & 0 \\
0 & Q_2 & P_3 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & Q_{J-1} \\
0 & 0 & 0 & \cdots & Q_J
\end{array} \right] \in \mathbb{R}^{d \times d},
\]

(32)

\[
p \triangleq [p_1 \ 0 \ \cdots] \in \mathbb{R}^{1 \times d},
\]

(33)

\[
r \triangleq e_{d} \in \mathbb{R}^{d \times 1},
\]

(34)

\[
d \triangleq \sum_{j=1}^{J} d_j,
\]

(35)

\[
P_j \triangleq p_{j-1} P_j \in \mathbb{R}^{d_j \times d_j}, \quad j \in \{2,3,\ldots,J\},
\]

(36)

\[
Q_j \triangleq S_d - r_j q_j \in \mathbb{R}^{d_j \times d_j}, \quad j \in \{1,2,\ldots,J\},
\]

(37)

\[
p_j \in \mathbb{R}^{1 \times d_j}, \quad j \in \{1,2,\ldots,J\},
\]

(38)

\[
q_j \in \mathbb{R}^{1 \times d_j}, \quad j \in \{1,2,\ldots,J\},
\]

(39)

\[
r_j \triangleq e_{d_j} \in \mathbb{R}^{d_j \times 1}, \quad j \in \{1,2,\ldots,J\},
\]

(40)

and the matrices \( Q \) are of appropriate dimensions.

**Proof:** Eq. (28) is a product of rational LTs. This corresponds to a rational LT \([13]\), with parameters \([9],[12]\), and convolution operations as in Proposition \(2.1\). Similarly, Corollary 4.1 gives a more flexible form than \( [9],[15]\), and can be adapted to different channel models, purposes, and scenarios as needed.

**Remark 4.1:** Note that the unprocessed SNR r.v. \( G \) has mean \( \mathbb{E}\{G\} = S \). Often, it is convenient to consider the r.v. \( G_{\text{um}} \) with unit mean (um) SNR \( \mathbb{E}\{G_{\text{um}}\} = 1 \), ME-distribution parameters \( (p_{\text{um}}, Q_{\text{um}}, r_{\text{um}}) \), and work with \( G = S g_{\text{um}} \). Thus, by simple variable substitution, \( e^{a G} = e^{S^{-1}p_{\text{um}}e^{a S^{-1}Q_{\text{um}}r_{\text{um}}} S} \), which implies \( Q = S^{-1}Q_{\text{um}} \), \( P = S^{-1}P_{\text{um}} \), and \( r = r_{\text{um}} \). The correspondence in the LT-domain is \( F(s) = p(s)/g(s) = p_{\text{um}}(sS)/q_{\text{um}}(sS) \).

In Section \(III\), it was also seen that Rayleigh fading channel with OSTBC, MRC and SDC, are readily expressed in a product-form. In Section \(V-H\), we will see that sum-interference SNR has a rational LT on a product-form.

| Performance eval. levels | Performance metrics |
|--------------------------|---------------------|
| Rate adaptive transmissions | Ergodic capacity, effective capacity |
| ARQ / HARQ               | Throughput, effective capacity |
| Channel coding            | Outage probability, outage capacity, PEP |
| Modulation and detection  | SER, BER, diversity gain, PEP |
| System modeling and processing: Combining, communication schemes, interference etc. | (Effective SNR and mutual information r.v.) |
| Discrete-time r.v. signals | Mutual information, entropy |

**Table II**

Examples of performance evaluation levels and performance metrics where the ME-distribution approach may be used.

**C. New ME-distribution Properties**

In the following, we develop a number of new closed-form expressions that are useful in the analysis.

1) **New Expression for the Integral of the ME-density:** In \([4]\), we showed the standard approach for integrating ME-functions. The cdf in \([5]\) is an example where this integration approach is used, giving a somewhat messy expression. Moreover, the integration approach in \([4]\) also requires that \( Y \) is non-singular. To handle singular matrices, which arises in practical analysis, we would like to put the integral expression on a more compact, easy-to-manipulate, and tidy form. This is the role of the next theorem.

**Theorem 4.1:** (Integration of ME-function on ME-pdf form). The integral of \( f(t) = x e^{a Y} z \), with intervals \( (0, b) \) can be expressed as

\[
\int_{0}^{b} x e^{a Y} z \ dt = E_{1,d},
\]

(41)

where

\[
E \triangleq e^{b Y} I,
\]

(42)

\[
d = d + 1,
\]

(43)

\[
Y' = \left[ \begin{array}{c}
0 \\
0 \\
Y
\end{array} \right].
\]

(44)

**Proof:** Integration corresponds to convolution with a step function that has LT \( 1/s \). Using Proposition \(2.1\) gives

\[
\int_{0}^{b} \mathcal{L}_{s}^{-1} \left[ \begin{array}{c}
x(s) \\
y(s)
\end{array} \right] \ dt = Z_{b}^{-1} \left[ \begin{array}{c}
1 \\
x(s) \\
y(s)
\end{array} \right] = E_{1} e^{b Y} e_{d} = E_{1,d}.
\]

**Example 4.1:** If \( f_{Z}(z) = p e^{z Q} r \) is the pdf of a ME-distributed channel SNR r.v. Then, the cdf can be expressed as \( F_{Z}(z) = E_{1,d} \), where \( E \triangleq e^{a Q} \), \( d = d + 1 \), \( Q' = \left[ \begin{array}{c}
p \\
Q
\end{array} \right] \).

**Remark 4.2:** In \([1]\) \((25),(46)\), we introduced the Singular Matrix Integration by Matrix Augmentation idea, but on a different form than Theorem 4.1. The form in Theorem 4.1, as will be seen, allows for even simpler expressions and analysis.
2) New Expression(s) for the Maximum (and Minimum) of ME-distributed r.v.s: In [1] (35), (36), and the derivation in Ex. 3.5 we considered N-branch SDC, i.e., selecting the signal with maximum SNR, for exponentially distributed r.v.s and showed that the pdf of the max SNR is a ME-distribution. More generally, the characterization of the maximum (and the minimum) of ME-distributed r.v.s is well-known and have been considered in e.g. [29, 37], as well as reviewed in Proposition 2.2 and 2.3. The expressions (and the derivations) in Propositions 2.2 and 2.3 are somewhat inconvenient, and may discourage practical use. Using the integration idea in Theorem 4.1 we introduce a simpler, more tractable, expression (and derivation) for the maximum operation in the theorem below.

Theorem 4.2: (Maximum of two ME-distributed r.v.s). Let \( T_j, j \in \{1, 2\} \) be ME-distributed r.v.s with pdf \( f^{(j)}_T(t) = x_j e^{(Y_j^1) x_j}, \) and degree \( d_j. \) Then, the CDF of the ME-distribution r.v. \( T = \max(T_1, T_2) \) can be expressed as

\[
F_T^{\max}(t) = E_{1,d_1+d_2},
\]

where

\[
E \triangleq e^{(Y_1^1 \oplus Y_2^1)},
\]

\[
Y_j^1 = \begin{bmatrix} 0 & x_j \\ 0 & Y_j \end{bmatrix}.
\]

Proof: \( F_T^{\max}(t) = F_T^{(1)}(t) F_T^{(2)}(t) \)

\[
= \left( \int_0^t x_1 e^{(Y_1^1) x_1} z_1 du \right) \left( \int_0^t x_2 e^{(Y_2^1) x_2} z_2 du \right) \]

\[
= \left( e^{(1)}_1 \right) e^{(Y_1^1) e^{(2)}_1} \left( e^{(1)}_2 \right) e^{(Y_2^1) e^{(2)}_2} \]

\[
= E_{1,d_1+d_2},
\]

where we used the integration idea in step (a), and the Kronecker product identities \((X_1 \otimes Y_1)(X_2 \otimes Y_2) = (X_1 X_2) \otimes (Y_1 Y_2), X \otimes Y = X \otimes I_1 + I_1 \otimes Y, \) and \( e^{X \otimes Y} = e^{X} \otimes e^{Y}, \) with rearrangement in step (b).

Remark 4.3: (Maximum of two ME-distributed r.v.s - Alternative expression). It is also seen in Theorem 4.2 that from step (a), the cdf can directly be written

\[
F_T^{\max}(t) = E_{1,d_1}^1 E_{1,d_2}^2,
\]

where

\[
E^{(j)} \triangleq e^{(Y_j^1)},
\]

\[
Y_j^1 = \begin{bmatrix} 0 & x_j \\ 0 & Y_j \end{bmatrix}.
\]

The extension to more than two r.v.s is straightforward.

Remark 4.4: (Minimum of two ME-distributed r.v.s - Alternative expression) The minimum of two r.v.s, i.e., \( T = \min(T_1, T_2) \), can be derived analogously to Theorem 2.2 and Remark 4.3, based on \( F_T^{\min}(t) = 1 - (1 - F_T^{(1)}(t))(1 - F_T^{(2)}(t)) \).

With \( E^{(j)}_{1,d_j} \) as in Remark 4.3, the cdf is simply

\[
F_T^{\min}(t) = 1 - \left( 1 - E^{(1)}_{1,d_1} \right) \left( 1 - E^{(2)}_{1,d_2} \right),
\]

which is easily extended to more than two r.v.s.

Note that while the new expressions for the maximum and the minimum of two ME-distributed r.v.s are convenient and easy to use, they do not, in contrast to Propositions 2.2 and 2.3, illustrate closure properties.

3) Integral of the Product of the ME-density and a Function: In our analysis, for finding closed-form performance expressions, it is often of interest to determine integrals involving the product of a function and the ME-density. In the next theorem, we illustrate a useful technique, using a wisely selected integral representation of the function, swapping the order of integrations, and then determining the integrals. This method is an extension, to ME-distributed r.v., of the well-known performance analysis approach by Simon and Alouini, [23]. Whereas [23] considered only Rayleigh, Ricean, and Nakagami-m fading, we are able to handle the much wider class of ME-distributions and express all results in closed-forms expressed only in ME-matrix-vector-parameter.

Theorem 4.3: (Integral of ME-density- and Function-product). Let \( g(t) \) be a function for which an integral representation \( g(t) = \int_{a_u}^{b_u} g_1(u) e^{-t g_2(u)} du \) exist. Then, the expectation of \( g(t) \) is

\[
E\{g(t)\} = \int_0^\infty g(t) x e^{Y} z dt
\]

\[
= \int_{a_u}^{b_u} g_1(u) x (g_2(u) I - Y)^{-1} z du, \quad (52)
\]

\[
= G_1 + \int_{a_u}^{b_u} g_1(u) x Y^{-1} (I - Y g_2(u))^{-1} z du, \quad (53)
\]

where \( G_1 \triangleq \int_{a_u}^{b_u} g_1(u) du. \)

Proof: The expectation is

\[
E\{g(t)\} = \int_0^\infty g(t) x e^{Y} z dt
\]

\[
= \int_0^\infty \left( \int_{a_u}^{b_u} g_1(u) e^{-t g_2(u)} du \right) x e^{Y} z dt
\]

\[
= \int_{a_u}^{b_u} g_1(u) \left( \int_0^\infty x e^{Y} (g_2(u) I - Y)^{-1} z dt \right) du
\]

\[
= \int_{a_u}^{b_u} g_1(u) x (g_2(u) I - Y)^{-1} z du
\]

\[
= \int_{a_u}^{b_u} g_1(u) x Y^{-1} (I - Y g_2(u))^{-1} z du
\]

\[
= \int_{a_u}^{b_u} g_1(u) du + \int_{a_u}^{b_u} g_1(u) x Y^{-1} (I - Y g_2(u))^{-1} z du
\]

\[
= \int_{a_u}^{b_u} g_1(u) du + \int_{a_u}^{b_u} g_1(u) x Y^{-1} (I - Y g_2(u))^{-1} z du
\]

Remark 4.5: Integral representations for many different functions \( g(t) \) with an integrand involving an exponential form are listed in standard mathematical tables, see e.g. [49]. Some examples are \( g(t) = n! (t + a)^{(1-n+1)} = e^{-ta} \int_0^\infty u^n e^{-tu} du, \)

\( g(t) = \Gamma((n+1)/2) t^{(n+1)/2} = e^{-ta} \int_0^\infty u^n e^{-u^2} du, \)

\( g(t) = \ln(t/a) = \int_0^\infty (e^u - e^{tv})/u du, \)

\( g(t) = 2 \pi I_0(\sqrt{t^2 + c^2}) = \int_0^\infty e^{t \cos u + c \sin u} du. \)
Remark 4.6: Note that (52) is a scalar integral with matrix parameters. Hence, if 
\[ \int_{a_n}^{b_n} g_1(u) \left( \sum_{n=0}^{\infty} (y/g_2(u))^n \right) du = \int_{a_n}^{b_n} g_1(u) (1 - (y/g_2(u))^{-1}) du \]
converges and have solution 
\[ f(y) \] for scalar y, then 
\[ \int_{a_n}^{b_n} g_1(u) \left( \sum_{n=0}^{\infty} (Y/g_2(u))^n \right) du = \int_{a_n}^{b_n} g_1(u) (I - \left[ Y/g_2(u) \right]^{-1}) du \]
converges too, if the spectral radius \( \rho(Y) \leq 1 \), with solution \( f(Y) \) where the functions in 
\( f(Y) \) are the matrix counterpart of functions in \( f(y) \). Mathematical softwares implement many standard matrix functions, e.g. 
\[ f(Y) = Y^2, Y^{-1}, e^Y, v\sqrt{Y}, \] while other, more exotic matrix functions, are often not defined, such as 
\[ \sin^{-1}(Y), \] matrix Bessel function 
\[ I_0(u), I_1(u) \]
for scalar \( u \).

A. Effective Channel SNR Processing

One important insight used in [1] Sec. IV.F was that the closure property of the convolution of ME-distributed r.v.s, Proposition 2.1, is a powerful tool for wireless system modeling and performance analysis. We now explore this, as well as other closure properties discussed in Section II.C [37], below. We start by generalizing the MRC case in [1] Sec. IV.F for iid to non-identical independent ME-distributed r.v.s. We illustrate the basic ideas below for two r.v.s, but the results are 
trivially extendable to more than two r.v.s.

Example 5.1: (MRC of two non-identical independent ME-distributed r.v.s) Consider two ME-distributed r.v.s \( z_n \), with pdfs \( f_G(z_n) = p_{n\times} e^{\theta_{n\times}} r_n, n \in \{1, 2\} \). Then, the effective SNR, \( Z = G_1 + G_2 \), is also ME-distributed with pdf 
\[ f_Z(z) = p e^{\pi F}, \]
parameters 
\[ \tilde{Q} = \begin{bmatrix} Q_1 & P_2 \\ 0 & Q_2 \end{bmatrix}, \]
\[ \tilde{p} = \begin{bmatrix} p_1 \\ 0 \end{bmatrix}, \]
\[ \tilde{r} = \begin{bmatrix} 0 \\ r_2 \end{bmatrix}^T, \]
where \( Q_1 = S - r_1 q_1, Q_2 = S - r_2 q_2, \) and \( P_2 = r_1 p_2. \) The above follows from Corollary 4.1.

Example 5.2: (Sum-interference) For two ME-distributed interfering signals, with non-identical independent SNR r.v.s.
\( G_1 \) and \( G_2 \), the sum-interference is \( Z_1 = G_1 + G_2 \). Thus, due to the closure of the convolution for the ME-distribution class, 
\( Z_1 \) is also ME-distributed and has the same form as for the MRC case in Ex. 5.1.

Moving on to SDC, where for the special case with iid exponentially distributed SNRs, a convolution view is applicable.

Example 5.3: (Effective channel of SDC and Rayleigh fading) The pdf of the SDC effective channel with (unit-mean) exponentially distributed fading SNRs has, as given by Ex. 3.5, the pdf 
\[ f_G(g) = p_n e^{\theta_n} r_n, n \in \{1, 2\}. \] The LT of the ME-pdf is then on the form \( F(s) = x(s)/y(s). \) Using (9)-(15), we can also write (52) as 
\[ E\{g(t)\} = \int_{a_n}^{b_n} g_1(u) x(g_2(u)) \left( y/g_2(u) \right) du. \]
V. PERFORMANCE ANALYSIS WITH ME-DISTRIBUTED CHANNEL FADING

We now turn our attention to the performance analysis of various wireless communication systems with ME-distributed fading channels. Of course, ME-distributed fading may refer to slow fading, where the fading gain is assumed constant over a whole codeword/redundancy-block/data packet, or fast fading, where the fading gain is constant over a symbol, or any other time-scale of interest. For each time scale, suitable study cases and performance metrics may be chosen and studied. We will start with the slow fading case, and consider the fast fading case towards the end of the section. Nevertheless, we first address the effective channel SNR processing, which is generic for any coherence time. There, we generalize, e.g., the MRC and SDC cases in [1], characterize the distribution of sum-interference, etc. Then, we examine the effective capacity of rate adaptive transmissions with known transmitter CSI. Subsequently, we treat ARQ, truncated-HARQ and persistent-HARQ wrt throughput, and related metrics, in detail. The throughput performance of NCBR with ARQ is characterized subsequently. Next, we introduce the bivariate ME-distribution and analyze ARQ where the signal and interfering channels are all ME-distributed. We also explore the outage probability, by means of the bivariate ME-distribution, of \( 2 \times 2 \) SM-MIMO. Modulation and detection performance for common modulation formats are characterized for fast ME-distributed fading towards the end of this section. With those applications, we aim to illustrate the versatility and strength of the ME-distribution approach.
the effective capacity for rate-adaptive transmission is

\[ F(s) = 1/(1 + sS)^{N_\alpha - N_\alpha}. \]

Thus, the ZF-MIMO per stream SNR r.v. is ME-distributed.

**Example 5.6:** (Mixed case and effective channel algebra) Perhaps one of the more significant aspects of the proposed framework is that the SNR processing operations may also be mixed, e.g. \( Z = G_1 + \max(G_2, G_3) \) (SDC of branch 2 and 3, and then MRC with branch 1), or \( Z = G_1 + G_2 + G_3 - \min(G_1, G_2, G_3) \) (MRC of the two strongest branches), etc. As long as the r.v.s are ME-distributed, and the operations are closed, the effective channel r.v. \( Z \) will also be ME-distributed. Such operations, with closure properties, on ME-distributed r.v.s can be seen as an Effective channel algebra. Note that this framework naturally handles non-identical ME-distributed r.v.s.

**Example 5.7:** With random channel \( H \in \mathbb{C}^{N_\alpha \times N_\alpha} \), the MIMO channel capacity [41], \( C = \ln \det (I + SN_\alpha^{-1}HH^H) \), corresponds to a scalar r.v. Since the ME-distribution is dense on \((0, \infty)\), we conjecture that the pdf of the MIMO channel capacity can (in principle) be approximated with a ME-distributed r.v., \( Z \), with pdf \( f_Z(z) = \bar{p}e^{\bar{z}Q}/\bar{z} \).

### B. Effective Capacity Analysis of Rate Adaptive Transmission

The effective capacity performance metric was introduced in [26]. The objective of the effective capacity is to quantify the maximum sustainable throughput under stochastic QoS guarantees with varying server rate. In [2], we analyzed the effective capacity of ARQ, truncated- and persistent-HARQ, with respect to a ME-distributed effective channel \( f_Z(z) = \bar{p}e^{\bar{z}Q}/\bar{z} \), with \( F(s) = \bar{p}(s)/\bar{q}(s) \), and CSI known at the receiver. Here, we determine the effective capacity for two cases, when the service rate is ME-distributed, and when the service rate equals the AWGN Shannon capacity (i.e. the CSI is also known at the transmitter) and the effective SNR is ME-distributed. Thus, we assume ideal rate adaptive (RA) transmissions, a.k.a adaptive modulation and coding (AMC). Those cases are addressed in turn in the theorems below.

**Theorem 5.1:** (Effective capacity with ME-distributed service rate) Let the service rate \( \zeta \) be iid, and have pdf \( f_\zeta(\zeta) = \bar{p}e^{\bar{z}Q}/\bar{z} \). The service rate equals the AWGN Shannon capacity (i.e. the CSI is also known at the transmitter) and the effective SNR is ME-distributed. Then, the effective capacity for rate-adaptive transmission is

\[
C_{\text{eff}}^{\text{RA}} = -\frac{1}{\theta} \ln \left( \bar{p} \theta I - \bar{Q} \right)^{-1} \bar{r},
\]

where \( \theta \) is the effective capacity quality-of-service exponent.

**Proof:** When \( \zeta \) is iid, the effective capacity is \( C_{\text{eff}}^{\text{RA}} = -\frac{1}{\theta} \ln \left( \mathbb{E} \{ e^{-\theta \zeta} \} \right) = -\frac{1}{\theta} \ln \left( \int_0^\infty e^{-\theta \zeta} \bar{p}e^{\bar{z}Q}/\bar{z} d\zeta \right) \), and we have \( \int_0^\infty e^{-\theta \zeta} \bar{p}e^{\bar{z}Q}/\bar{z} d\zeta = \bar{p} \theta I - \bar{Q} \) and \( \bar{p}(\theta I - \bar{Q})^{-1} \bar{r} = \bar{p}(\theta I - \bar{Q})^{-1} \bar{r} = \bar{p}(\bar{r}/\bar{q}(\bar{r})) \).

**Example 5.8:** Theorem 5.1 can, e.g., be used to compute the effective capacity for the (ME-distribution approximated) MIMO channel capacity in Ex. 5.7.

**Theorem 5.2:** (Effective capacity with the effective channel ME-distributed and the service rate equals the AWGN Shannon-capacity) Let the effective channel pdf be \( f_Z(z) = \bar{p}e^{\bar{z}Q}/\bar{z} \). Then, the effective capacity, with CSI known at the transmitter and perfect rate adaptation, is

\[
C_{\text{eff}}^{\text{RA}} = -\frac{1}{\theta} \ln \left( \int_0^\infty e^{-\theta \zeta} \bar{p}e^{\bar{z}Q}/\bar{z} d\zeta \right)
= -\frac{1}{\theta} \ln \left( \int_0^\infty \frac{u^{\theta-1}e^{-u}}{\Gamma(\theta)} \bar{p} \left( u \bar{I} - \bar{Q} \right)^{-1} \bar{r} du \right)
= -\frac{1}{\theta} \ln \left( \int_0^\infty \frac{u^{\theta-1}e^{-u}}{\Gamma(\theta)} \bar{p}(u) du \right).
\]

**Proof:** We have \( C_{\text{eff}}^{\text{RA}} = -\frac{1}{\theta} \ln \left( \mathbb{E} \{ e^{-\theta \zeta} \} \right) \), where the expectation is

\[
\mathbb{E} \left\{ e^{-\theta \zeta} \right\} = \int_0^\infty e^{-u \theta} J^{\text{RA}}(u) dz = \int_0^\infty e^{-u \theta} \bar{p}(u) du.
\]

In step (a), we exploit a trick where \( (1 + z)^{-\theta} \) is replaced with an integral representation, and where the gamma function is defined as \( \Gamma(\theta) = \int_0^\infty x^{\theta-1}e^{-x} dx \). This also motivates the generalization leading to Theorem 4.3. As in Theorem 4.3, step (b) may also be expressed as \( \int_0^\infty \frac{u^{\theta-1}e^{-u}}{\Gamma(\theta)} \bar{p}(u) du \).

An alternative effective capacity formulation, giving closed-form solutions when \( Q \) is diagonalizable, is discussed next. Moler and Van Loan gave various methods for computing the ME in [33]. We explore matrix decomposition methods (based on similarity transformations), specifically their 14th and 16th method, the eigenvector decomposition and the Jordan canonical form. Those techniques are, of course, generally applicable to other related problems too.

**Theorem 5.3:** (Effective capacity with the effective channel ME-distributed and the service rate equals the AWGN Shannon-capacity) Let the assumptions be as in Theorem 5.2. Then, the effective capacity is

\[
C_{\text{eff}}^{\text{RA}} = -\frac{1}{\theta} \ln \left( \bar{p} \tilde{T} \tilde{\Xi} \tilde{T}^{-1} \tilde{r} \right),
\]

where

\[
\tilde{\Xi} \triangleq \int_0^\infty (1 + z)^{-\theta} e^{zJ} dz, \quad \tilde{J} \triangleq T^{-1} \bar{Q}T,
\]

\( J \) is a Jordan-form matrix, and \( T \) is a non-singular matrix.

**Proof:** From the proof of Theorem 5.2, we have

\[
C_{\text{eff}}^{\text{RA}} = -\frac{1}{\theta} \ln \left( \int_0^\infty (1 + z)^{-\theta} \bar{p} e^{zQ}/z dz \right)
= -\frac{1}{\theta} \ln \left( \bar{p} \tilde{T} \left( \int_0^\infty (1 + z)^{-\theta} e^{zJ} dz \right) \tilde{T}^{-1} \tilde{r} \right).
\]
Corollary 5.1: When $\tilde{Q}$ is diagonalizable, $\tilde{V}A\tilde{V}^{-1} = \tilde{Q}$, $\tilde{V}$ is a non-singular Vandermonde matrix, and all eigenvalues $\lambda_j$, $j \in \{1, 2, \ldots, J\}$, are real negative, then

\[
\tilde{E} = \text{diag}(\xi_1, \xi_2, \ldots, \xi_J),
\]

$$
\xi_j = (-\lambda_j)^{\beta}e^{-\lambda_j}\Gamma(1 - \theta, -\lambda_j).
$$

Proof: Solving $d_j = \int_0^\infty \frac{e^{\lambda_j}}{1 + z} dz$ gives (68).

Remark 5.1: When $Q$ is not diagonalizable, solving the integral (65) analytically is more tedious but can (in principle) be handled with Jordan-form identities $\tilde{Q} = \tilde{T}\text{diag}(\lambda_j)\tilde{T}^{-1} = \tilde{T}\text{diag}(\tilde{J}_1, \tilde{J}_2, \ldots, \tilde{J}_J)\tilde{T}^{-1}$, and for $f(z) = \tilde{T}\text{diag}(f(z_{\tilde{J}_1}), f(z_{\tilde{J}_2}), \ldots, f(z_{\tilde{J}_J}))\tilde{T}^{-1}$ [42]. Specifically, the matrices have the forms

$$
\tilde{J} = \begin{bmatrix}
\tilde{J}_1 & 0 & \cdots & 0 \\
0 & \tilde{J}_2 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \tilde{J}_J
\end{bmatrix},
$$

$$
\tilde{J}_j = \begin{bmatrix}
\lambda_j & 1 & 0 & \cdots & 0 \\
0 & \lambda_j & 1 & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \lambda_j
\end{bmatrix} \in \mathbb{R}^{k_j \times k_j},
$$

$$
e^{\tilde{J}} = \begin{bmatrix}
e^{z\lambda_j} & ze^{z\lambda_j} & \frac{z^2}{2!}e^{z\lambda_j} & \cdots & \frac{z^{k_j - 1}}{(k_j - 1)!}e^{z\lambda_j} \\
0 & e^{z\lambda_j} & ze^{z\lambda_j} & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & e^{z\lambda_j}
\end{bmatrix}.
$$

Remark 5.2: Note that the ergodic capacity can be computed as $C_{\text{erg}} = \lim_{\theta \to 0} C^{\text{RA}}_{\text{eff}}$.

To date, RA transmission, with transmitter CSI, has not been considered with the general ME-distributed fading channel. More specifically, the effective capacity has not been studied for RA transmissions and the ME-distributed fading channel. From the treatment here, we note that the ME-distribution, and the analysis framework, could be useful in this context.

C. Outage Probability Analysis

After the ME-distributed effective channel SNR (or effective channel MI) has been characterized, the outage probability is a performance metric of interest to consider.

Theorem 5.4: (Outage probability for the ME-distributed effective channel) Let the effective channel pdf be $f_{Z(z)} = \tilde{p}e^{z\tilde{Q}}\tilde{r}$, $\tilde{p} \in \mathbb{R}^{1 \times d}$, $\tilde{Q} \in \mathbb{R}^{d \times d}$, $\tilde{r} = [0 \ldots 0 1]^T \in \mathbb{R}^{d \times 1}$. Then, the outage probability, with decoding threshold $\Theta$, is

$$
Q_{\text{out}} = E_{1, d},
$$

where

$$
E = e^{\Theta \tilde{Q}},
$$

$$
d^d = \tilde{d} + 1,
$$

$$
Q' = \begin{bmatrix}
0 & \tilde{p} \\
0 & \tilde{Q}
\end{bmatrix}.
$$

Proof: From Theorem 5.1 the outage probability can be directly computed as $Q_{\text{out}} = \mathbb{P}\{Z \leq \Theta\} = \int_0^\Theta \tilde{p}e^{z\tilde{Q}}\tilde{r} dz = e^{\tilde{p}^T e^{\Theta \tilde{Q}}} \tilde{e}_d = E_{1, d}$.

Example 5.9: (OSTBC-MRC with exponential fading SNR order $\tilde{N} - \text{Product form})$ The effective channel has $F(s) = 1/(1 + s)^{\tilde{N}}$, with threshold $\Theta = (e^\tilde{R} - 1)/S$. This is handled with Theorem 5.4 and with parameters as in Ex. 5.1.

Example 5.10: (Effective OSTBC-channel of order $\tilde{N} - \text{Polynomial form})$ The Effective OSTBC-channel is as in Ex. 5.5. Since, $\tilde{q}(s) = (1 + s)^{\tilde{N}} = \sum_{n=0}^{\tilde{N}} \tilde{Q}_n s^n$, and $\tilde{p}(s) = 1$, we use the companion form (9) with $Q = S - \tilde{r}Q$. $\tilde{p} = [1 \ldots 0]$, $\tilde{q} = ([\tilde{N}]^{(\tilde{N}) \ldots (\tilde{N})})_{1 \times 1}$, and $\tilde{r} = [0 \ldots 0 1]^T$. As this form is more complicated than the form in Ex. 5.5, it illustrates the benefit of judiciously choosing the best representation for the problem studied.

Example 5.11: (SDC of order $N$ with exponentially-distributed wireless channel - Product form) Use Theorem 5.5 with $p$, $Q$, and $r$, as in Ex. 5.5, with $\Theta = (e^R - 1)/S$. A related performance measure to the outage probability, is the outage capacity, $C_{\text{out}}$, defined by $\mathbb{P}\{\ln(1 + Z) < C_{\text{out}}\} = Q_{\text{out}}$, where $Q_{\text{out}}$ is the desired outage probability. For the ME-distributed effective SNR, we get

$$
e^{C_{\text{out}} - 1}Q' \tilde{Q} \tilde{e}_d = Q_{\text{out}},
$$

which is implicit in $C_{\text{out}}$, but can be solved numerically.

As discussed in Section III the ME-distribution can be used to approximate non-ME-distributed r.v.s. To exemplify this, the MIMO outage probability at high SNR is considered next.

Example 5.12: It has been shown in [43] Thm. 1] that the LT of the AWGN $N_r \times N_t$-MIMO channel capacity (with iid equal power zero-mean complex Gaussian signals) can be written $F(s) = B^{-1}\det(G(s))$, with matrix $G(s)$ entries $g_{ij}(s) = \int_0^\infty \lambda^{i+j+d-\lambda} e^{-\lambda} d\lambda$, $j = \{0, 1, \ldots, k - 1\}$, and where $B = \prod_{i=1}^{k-1} (d + i) = \prod_{i=0}^{k-1} (d + i)!$, $t = \ln N_t - 1$, $k = \min(N_r, N_t)$, $d = \max(N_r, N_t) - N_{\text{min}}$. We show in Appendix D that for high SNR, asymptotically $g_{ij}(s) \sim \frac{(i+j+d)!}{t^{i+j+d+1} s^{-n}}$. This is a rational expression in $s$, and so is the asymptotic $F(s)$. For example, for $2 \times 2$-MIMO, $F(s) \sim 1/(s - 1)(s - 2)^2(s - 3)^4$. Thus, the high SNR asymptotic outage probability for $2 \times 2$-MIMO can be expressed as $Q_{\text{out}} \sim t^{-e^R} e^{\Theta \tilde{Q}} \tilde{e}_d$, with parameter

$$
Q' = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 2 & 1 \\
0 & 0 & 0 & 3
\end{bmatrix}.
$$

The above procedure can be extended to higher-order MIMO systems. Determining $F(s)$ with the rational approximation to $g_{ij}(s)$, when $N = N_{rx} = N_{tx}$, we observe that
$F(s) \sim t^{-N^2} \prod_{n=0}^{N-1} n! \prod_{n=1}^{N} \frac{1}{(s-n)!} = \prod_{n=1}^{2N-1} \frac{1}{(s-n)!}$. The first order rational approximation of $g_{ij}(s)$ used here, could be further refined with a higher order approximation, albeit at the cost of increased complexity.

D. ARQ Throughput Analysis

In our analysis of retransmission schemes, we consider ARQ first. Here, ARQ operates under the assumption that a data packet can be decoded if the mutual information, for a transmission, exceeds the information rate of the data packet. ARQ, under such assumptions, has been studied in many works, e.g., [5], [10], [11], [12]. ARQ is, as seen below, quite straightforward to analyze for the ME-distributed channel, but, due to its fundamental nature, it is important to include.

**Theorem 5.5:** (Outage probability and ARQ throughput for the ME-distributed effective channel) Let the effective channel pdf be $f_Z(z) = \bar{p}e^{zQ_\bar{r}}$. Then, the throughput of ARQ is

$$T_{ARQ} = R(1 - E_{1,d^*}),$$

(78)

with $E_{1,d^*}$ given by Theorem 5.4.

**Proof:** The throughput is simply $T_{ARQ} = R(1 - Q_{out})$, and we then use the outage probability in Theorem 5.4.  

**Remark 5.3:** Note that (78), in contrast to [1] (32), uses the integration form in Theorem 5.1. It also aligns better with the throughput expression for truncated-HARQ in (80) (for which we provide a refined expression of), and is more clearly formulated in the effective channel SNR parameters.

**Remark 5.4:** Alternatively, the throughput of ARQ can be expressed as $T_{ARQ} = R\frac{P_{ARQ}}{P_{ARQ}}$, where, due to (4), the probability of a successful transmission is $P_{ARQ} = \int_{0}^{\infty} \bar{p}e^{zQ_\bar{r}}dz = \bar{p}e^{zQ_\bar{r}}$. However, the form of (78) aligns better with the throughput expression for truncated-HARQ.

**Corollary 5.2:** (Optimal ARQ throughput for the ME-distributed effective channel) Let the ARQ throughput be defined as in Theorem 5.3. Then, the optimal throughput can be determined with the function

$$g_{\Theta}(\Theta) = \frac{1 - E_{1,d^*}}{\Theta e^{\Theta Q_\bar{r}}},$$

(79)

together with the auxiliary parametric optimization method in [10], as also reviewed in Appendix A.

**Proof:** In [10], we define $g_{\Theta}(\Theta) \triangleq f_\Theta(\Theta)/\Theta f_\Theta'(\Theta)$. We have $f_\Theta(\Theta) = 1/(1 - E_{1,d^*})$. It is also noted that $\frac{1}{\Theta e^{\Theta Q_\bar{r}}} E_{1,d^*} = \int_{0}^{\Theta} \frac{1}{\Theta e^{\Theta Q_\bar{r}}}dz = \bar{p}e^{\Theta Q_\bar{r}}$.  

E. Truncated-HARQ Throughput Analysis

In this section, we consider truncated-HARQ where the number of transmission is limited to $K$ transmissions. Equipped with the powerful idea of a ME-distributed effective channel, and using Theorem 4.1, the throughput expression is possible to give on a particularly simple form, as shown next.

**Theorem 5.6:** (Truncated-HARQ throughput for the ME-distributed effective channel) Let the effective channel density be $f_Z(z) = \bar{p}e^{zQ_\bar{r}}$. Then, the throughput of truncated-HARQ, with a maximum of $K$ transmissions and decoding threshold $\Theta$, is

$$T_{ARQ}^{HARQ} = \frac{R(1 - E_{1,(d^*+1)})}{1 + \sum_{k=1}^{K-1} E_{1,(dk+1)}},$$

(80)

where

$$E = \bar{p}e^{\Theta Q_\bar{r}}$$

(81)

and the ME-parameters are

$$P_{1,\Theta} = \begin{bmatrix} \bar{p} & 0 \end{bmatrix} \in \mathbb{R}^1 \times d^*,$$

(82)

$$Q_{1,\Theta} = \begin{bmatrix} 0 & P_{1,\Theta} \end{bmatrix} \in \mathbb{R}^d \times d^*,$$

(83)

$$r_{1,\Theta} = \begin{bmatrix} e_{d^*} \end{bmatrix} \in \mathbb{R}^d \times 1,$$

(84)

$$d^* = dK + 1,$$

(85)

$$P_{1,\Theta} = \begin{bmatrix} \bar{p} & 0 \end{bmatrix} \in \mathbb{R}^1 \times dK,$$

(86)

$$Q_{1,\Theta} = \begin{bmatrix} Q & \tilde{P} & 0 & \cdots & 0 \end{bmatrix} \in \mathbb{R}^{dK} \times dK,$$

(87)

$$r_{K,\Theta} = e_{dK} \in \mathbb{R}^{dK} \times 1,$$

(88)

$$Q = S - \tilde{r}q \in \mathbb{R}^d \times d,$$

(89)

$$\tilde{P} = \tilde{r}p \in \mathbb{R}^d \times d.$$  

**Proof:** The throughput for truncated-HARQ, expressed on a LT-form rather than outage-probability form, is $T_{ARQ}^{HARQ} = R\left(1 - L_{\bar{r}}^{-1}(s^{-1}F(s^k))\right)/\left(1 + L_{\bar{r}}^{-1}(\sum_{k=1}^{K-1} s^{-1}F(s^k))\right)$. For the numerator, the $K$-fold convolution, is needed, whereas for the denominator, the $k$-fold convolutions, $k \in \{1, 2, \ldots, K - 1\}$, are needed. Thanks to the upper triangular block-structure of (87), we propose to compute all required convolutions at the same time when the $K$-fold convolution is computed. To see this, consider first $e_{X_1} = Y_1$, where $X_1 = X_{11}$, and $Y_1 = Y_{11}$. Then, extend the X-matrix to $X_2 = \begin{bmatrix} X_{11} & X_{12} \\ X_{21} & X_{22} \end{bmatrix}$. Then, the Y-matrix is $Y = \begin{bmatrix} Y_{11} & Y_{12} \\ 0 & Y_{22} \end{bmatrix}$. Hence, by computing $e^{X_2}$, one gets $e_{X_1} = Y_1 = Y_{11}$ at the same time. By induction, this procedure can be extended to $K$-fold convolution.  

**Remark 5.5:** Observe that (80) is, in contrast to (1) (30)-(31)] which uses vector convolution [1] (28), expressed on a more structured, simpler and more intuitive form thanks to the convolution formulation of (87). Another difference is that (80) only requires one ME computation, whereas [1] (30)-(31) requires two, i.e. in addition to the vector convolution.

**Remark 5.6:** Similar to ARQ, the optimal throughput for truncated-HARQ can be determined with the auxiliary parametric optimization method reviewed in Appendix A. Then, $g_{\Theta}(\Theta) \triangleq f_{\Theta}(\Theta)/\Theta f_{\Theta}'(\Theta)$ with $f_{\Theta}(\Theta) = 1 + \sum_{k=1}^{K-1} E_{1,(dk+1)}/(1 - E_{1,(dk+1)})$. While the expression is easy to determine, it is not tidy enough to be given here.
F. Persistent-HARQ Throughput Analysis

We now consider persistent-HARQ with no upper retransmission limit, i.e., $K = \infty$. In HARQ, if a data packet cannot be decoded, all previous transmissions for the same packets are combined. We assume that if the accumulated mutual information exceeds the initial information rate $R$, the packet can be correctly decoded. This operation is also the foundation in many modern works on HARQ, e.g., [5], [10], [17], [18]. For truncated-HARQ, the dimension of the MVE vectors and matrices grows linearly with $K$. Clearly, this is a problem when $K \rightarrow \infty$, as for persistent-HARQ. Despite this apparent issue, the ME-distribution framework can, as shown below, handle the persistent-HARQ case too. In contrast to the ARQ and truncated-HARQ analysis, the effective channel on a polynomial rational LT form, $F(s) = \bar{\rho}(s)/\bar{q}(s)$, is preferred in the following analysis.

**Theorem 5.7:** (Persistent-HARQ throughput for the ME-distributed effective channel) Let the effective channel pdf $f_Z(z) = \bar{p}e^{\bar{q}}\bar{T}$ have LT $F(s) = \bar{p}(s)/\bar{q}(s)$. Then, the throughput, with decoding threshold $\Theta$, is

$$T_{\infty}^{\text{HARQ}} = \frac{R}{1 + E_{1,d}^{\text{d}}},$$

(91)

where

$$E = e^{\bar{q}Q^{1}}^{d},$$

(92)

$Q^{1} = \begin{bmatrix} \bar{p} \\ 0 \\ S - \bar{q} \end{bmatrix}$.

(93)

**Proof:** The mean number of transmissions is

$$\mathcal{L}_{\Theta}^{-1}\left\{ \frac{1}{s} \frac{1}{1 - F(s)} \right\} = \mathcal{L}_{\Theta}^{-1}\left\{ \frac{1}{s} \frac{1}{1 - \bar{p}(s)/\bar{q}(s)} \right\} = 1 + \mathcal{L}_{\Theta}^{-1}\left\{ \frac{1}{s} \frac{\hat{p}(s)}{\bar{q}(s) - \bar{p}(s)} \right\} = 1 + e_{r}e^{\Theta Q^{1}}e_{d} = 1 + E_{1,d}^{\text{d}}. \quad E = e^{\Theta Q^{1}}.$$

Remark 5.7: Observe that (91) differ wrt [1] (21), in a similar way as discussed in Remark 5.3. In addition, we have now generalized (91) to include arbitrary diversity order $N$ in Corollary 5.3. In Sec. IV.F.4), only $N = 2$ for the ME-distributed channel $F(s) = p(s)/q(s)$ was handled.

For persistent-HARQ, it is preferred using the polynomial LT-form for the effective channel. This caters for that the mean number of transmission metric is easy to express on a ME-form. However, an exception that can also be handled is for diversity, where the LT of the effective channel SNR takes the form $F(s) = (p(s)/q(s))^{N}$.

**Corollary 5.3:** (Persistent-HARQ throughput for the ME-distributed wireless channel and $N$-fold diversity) Let the effective channel pdf $f_Z(z) = \bar{p}e^{\bar{q}}\bar{T}$ have LT $F(s) = \bar{p}(s)/\bar{q}(s) = (p(s)/q(s))^{N}, N \in \mathbb{N}$. Then, the throughput, with decoding threshold $\Theta$, is

$$T_{\infty}^{\text{HARQ}} = \frac{R}{1 + E_{1,d}^{\text{d}}},$$

(94)

where

$$E = e^{\Theta Q^{N} \bar{T}},$$

(95)

and the ME-parameters are

$$p_{N}^{\text{HARQ}} = \begin{bmatrix} \bar{p} \\ 0 \\ S - \bar{q} \end{bmatrix} \in \mathbb{R}^{1 \times d},$$

(96)

$$Q_{N}^{\text{HARQ}} = \begin{bmatrix} 0 & 0 & N \bar{N} \bar{T} \\ 0 & 0 \end{bmatrix} \in \mathbb{R}^{d \times d},$$

(97)

$$r_{1}^{N} = e_{d} \in \mathbb{R}^{d \times 1},$$

(98)

$$d^{d} = 1 + d,$$

(99)

$$p_{N}^{\text{HARQ}} = \begin{bmatrix} \bar{p} \\ 0 \\ S - \bar{q} \end{bmatrix} \in \mathbb{R}^{1 \times d},$$

(100)

$$Q_{N}^{\text{HARQ}} = \begin{bmatrix} \bar{Q}_{1} & P & 0 & \cdots & 0 \\ 0 & \bar{Q}_{2} & P & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & \bar{Q}_{N-1} \\ 0 & 0 & 0 & \cdots & 0 \end{bmatrix} \in \mathbb{R}^{d \times d},$$

(101)

$$r_{N}^{\text{HARQ}} = e_{d} \in \mathbb{R}^{d \times 1},$$

(102)

$$d^{d} = 1 + d,$$

(103)

$$p = rp \in \mathbb{R}^{d \times d},$$

(104)

$$Q_{n} = S - r(\bar{q} - pe^{2\pi in/N}) \in \mathbb{R}^{d \times d}, n \in \{0, 1, \ldots, N - 1\}.$$  

(105)

**Proof:** The mean number of transmissions is

$$\mathcal{L}_{\Theta}^{-1}\left\{ \frac{1}{s} \frac{1}{1 - F(s)} \right\} = 1 + \mathcal{L}_{\Theta}^{-1}\left\{ \frac{1}{s} \frac{p(s)}{q(s) - p(s)} \right\} \equiv 1 + \mathcal{L}_{\Theta}^{-1}\left\{ \frac{1}{s} \prod_{n=0}^{N-1} \frac{p(s)}{q(s) - p(s)e^{2\pi in/N}} \right\} = 1 + e_{r}e^{\Theta Q^{N} \bar{T}}e_{d} = 1 + E_{1,d}^{\text{d}}. \quad E = e^{\Theta Q^{N} \bar{T}},$$

Note that the expression at step (a) is expressed on a product form, which suggests the use of Proposition 4.1 (Convolution).

Example 5.13: (Persistent-HARQ with diversity order 2) Consider Theorem 5.7 with $N = 2$. Then,

$$Q_{2}^{\text{HARQ}} = \begin{bmatrix} 0 & p & 0 \\ 0 & S - r(q - p) & rp \\ 0 & 0 & S - r(q + p) \end{bmatrix},$$

(106)

since

$$\mathcal{L}_{\Theta}^{-1}\left\{ \frac{1}{s} \frac{1}{1 - (p(s)/q(s))^{2}} \right\} = 1 + \mathcal{L}_{\Theta}^{-1}\left\{ \frac{1}{s} \frac{p(s)}{q(s) - p(s)} \frac{p(s)}{q(s) + p(s)} \right\}.$$  

The following example formulate an alternative expression for an OSTBC-MRC Nakagami-$m$ channel on a simple form.

Example 5.14: (Diversity order $\hat{N}$ - Alternative form) Consider an effective channel with $F(s) = 1/(1 + s)^{\hat{N}}, \hat{N} \in \mathbb{N}^{+}$, and threshold $\Theta$. Then, the throughput can be compactly expressed as

$$T_{\infty}^{\text{HARQ}} = \frac{R}{E_{d,d}^{d}}.$$  

(107)
where

\[ \mathbf{E} = e^{\hat{c} \mathbf{Q}} \]  

(108)

and the ME-parameters are

\[ \mathbf{p}^I = [0 \ldots 0 1] \in \mathbb{R}^{1 \times d}, \]

(109)

\[ \mathbf{Q}^I = \mathbf{S} - r^I \mathbf{q}^I - 1 \in \mathbb{R}^{d \times d}, \]

(110)

\[ \mathbf{q}^I = [-1 1 0 \ldots 0 1] \in \mathbb{R}^{1 \times d}, \]

(111)

\[ r^I = \mathbf{e}_d, d \in \mathbb{R}^{d \times 1}, \]

(112)

\[ d^I = \tilde{N}. \]

(113)

Proof: The mean number of transmissions is

\[ \mathcal{L}^{-1} \left\{ \frac{1}{s} \frac{1}{s - 1 - F(s)} \right\} = \mathcal{L}^{-1} \left\{ \frac{1 + s)^N}{s((1 + s)^N - 1)} \right\} \]

\[ = e^{-\tilde{c}} \mathcal{L}^{-1} \left\{ \frac{s^N}{s^{N+1} - s^N - s + 1} \right\}, \]

where we simplified the numerator and denominator by using the frequency shift property of the Laplace transform, \( \mathcal{L}^{-1} \{ G(s + x) \} = e^{-x} \mathcal{L}^{-1} \{ G(s) \} \) in step (a). We then express the rational LT on the ME-distribution form.

Corollary 5.4: (Optimal persistent-HARQ throughput for the ME-distributed effective channel) Let the persistent-HARQ throughput be defined as in Theorem 5.7. Then, the optimal throughput, using the auxiliary parametric optimization method in Appendix A, can be determined with

\[ g_0(\Theta) = \frac{1 + E_{1,d^I}}{\Theta P N_{\Theta} e^{\mathbf{Q} N_{\Theta} \mathbf{r}_{N \Theta}}}. \]

(114)

Proof: We have \( f_\Theta(\Theta) = 1 + E_{1,d^I} \). In (10) we defined \( g_0(\Theta) = f_\Theta(\Theta)/\Theta f'_\Theta(\Theta) \). We also note that \( f'_\Theta(\Theta) = \frac{d}{d\Theta} f_\Theta(\Theta) = \frac{d}{d\Theta} \int_0^1 \mathbf{p}_{N_{\Theta}} e^{\mathbf{Q} N_{\Theta} \mathbf{r}_{N \Theta}} dz = \mathbf{p}_{N_{\Theta}} e^{\mathbf{Q} N_{\Theta} \mathbf{r}_{N \Theta}}. \)

From Section V-D-V-F we conclude that the analysis framework handles the truncated/persistent (H)ARQ schemes for any ME-distributed effective channel.

G. 3-phase Network Coded Bidirectional Relaying (NCBR)

To exemplify another use case of the ME-distribution approach, we consider 3-phase network coded bidirectional relaying (NCBR) \cite{41, 42, 43}, with end-to-end (ETE) ARQ, as schematically depicted in Fig. 3. The system has 3 nodes, \( \nu_1, \nu_2, \nu_3 \), where \( \nu_1 (\nu_2) \) wants to communicate data \( A (B) \) to \( \nu_2 (\nu_1) \), via relay node \( \nu_0 \). The relay node \( \nu_0 \) perform network coding, schematically illustrated as an XOR-operation of \( A \) and \( B \), and the receiving nodes, \( \nu_1 \) and \( \nu_2 \), perform corresponding decoding given knowledge of \( A \) and \( B \), respectively. Data \( A \) and \( B \) are exchanged in only three phases thanks to the network coding operation. The network coding approach is assumed to allow for the data rates \( R_{12} \) and \( R_{21} \) to differ. We further assume that each links effective SNR (after any potential processing that may differ between the links) are iid ME-distributed.

Theorem 5.8: Consider the 3-phase NCBR model with nodes \( \nu_1, \nu_2, \nu_3 \), in Fig. 3. Let each link between a node pair \( \{\nu_i, \nu_j\} \), \( \{ij\} = \{13, 32, 23, 31\} \), be characterized by the effective channel SNR r.v. \( Z_{ij} \) with pdf \( f_{Z_{ij}}(z) = \mathbf{p}_{ij} e^{\mathbf{Q}_{ij} \bar{\nu}_{ij}}, \)

\[ \bar{\nu}_{ij} \in \mathbb{R}^{1 \times d}, \mathbf{Q}_{ij} \in \mathbb{R}^{d \times d}, \mathbf{p}_{ij} = [0 \ldots 0 1] \in \mathbb{R}^{1 \times d}, \]

\[ r^I = \mathbf{e}_d, d \in \mathbb{R}^{d \times 1}, \]

\[ d^I = \tilde{N}. \]

where

\[ \bar{\nu}_{ij} \in \mathbb{R}^{1 \times d}, \mathbf{Q}_{ij} \in \mathbb{R}^{d \times d}, \mathbf{p}_{ij} = [0 \ldots 0 1] \in \mathbb{R}^{1 \times d}, \]

\[ r^I = \mathbf{e}_d, d \in \mathbb{R}^{d \times 1}, \]

\[ d^I = \tilde{N}. \]

(113)

\[ \mathcal{P}_{ij} = e^{\Theta_{ij} Q_{ij}} \]

(116)

\[ \mathbf{Q}_{ij} = [0 \begin{bmatrix} \bar{\nu}_{ij} \end{bmatrix} ] \]

(117)

Proof: The ETE outage probability is

\[ Q_{ij} = 1 - P \{ \ln(1 + \min(Z_{ij}, Z_{ji})) > R_{ij} \} \]

\[ = 1 - P \{ \ln(1 + \min(Z_{ij}, Z_{ji})) > \Theta_{ij} \} \]

\[ = 1 - P \{ Z_{ij} > \Theta_{ij} \} \]

\[ = 1 - (1 - P \{ Z_{ij} > \Theta_{ij} \}) \]

\[ = 1 - (1 - P \{ Z_{ij} = \Theta_{ij} \}) \]

\[ = 1 - (1 - P \{ Z_{ij} = \Theta_{ij} \}) \]

\[ = 1 - (1 - \mathbf{E}_{ij}(\Theta) ) \]

(118)

Note that (116) corresponds to the new form of the minimum operator given in Remark 4.4. With symmetry, \( f_{Z_{ij}}(z) = f_{Z_{ji}}(z) \), and \( R_{12} = R_{21} \), the throughput simplifies to \( T_{NCBR} = 2R_{12}(1 - E_{1,d^I})/(1 - E_{1,d^I})/3 \). From the above, we observe that the ME-distribution approach can also be useful for studies of more complicated, cooperating, multi-node, systems.

H. Throughput Analysis of ARQ with ME-distributed Signal and Interferers

In many wireless systems, such as cellular systems, the interference case is the normal state of operation, rather than an interference-free state. This problem, ARQ performance in presence of interference, has not been studied in many works. The authors studied this problem in \cite{47}, where the analytical framework only gave outage probabilities for the case when the desired signal was exponentially distributed, and the interference signals where Nakagami-\( m \) distributed, or vice versa. In this section, we generalize the problem in \cite{47}, incorporate the ME-distribution framework, and consider the case where the signal of interest and the interferes are all ME-distributed.
1) System Model of ME-distributed Signal and Interferers: To handle interference, we need to revise the system model somewhat. The probability of successful decoding, with the signal of interest affected by interference, is

\[ p_{\text{Int}}^{\text{ARQ}} = \mathbb{P}\{1 + Z/(1 + Z) > R\} = \mathbb{P}\{Z > \Theta(1 + Z)\}, \]

where \( Z \) is the SNR r.v. of the signal of interest, \( Z_1 \) is the sum-interference SNR, and \( \Theta = e^R - 1 \). The sum-interference SNR is \( Z_1 = \sum_{u=0}^{\infty} Z_u \), where the interfering users \( u \) have SNR pdf \( f_Z(z) \propto 1 + e^{Q_z}r_u \), each with a rational LT \( F_{\text{Int}}^\text{(s)} = \sum_{u=1}^\infty p_u(s)/q_s(s) \). This scenario was discussed in Ex. 5.2, where the ME-parameters were given for two interfering users. Thus, we have in total, \( f_{Z_2}(z_2) = p_{12}e^{Q_2}r_1 \), with rational LT \( F_{\text{Int}}^\text{(s)} = \prod_{u=1}^\infty p_u(s)/q_u(s) \). The signal of interest is also ME-distributed with density \( f_Z(z) = p_1e^{Q_1}r_1 \). Later in this section, we generalize this model with independent signal and sum-interferer fading, to a joint density \( f_{Z_1} = e^{Q_1}r_1 \). The probability of successful decoding, with \( \Theta = e^R - 1 \), is 

\[ \mathbb{P}\{Z > \Theta(1 + Z)\} \]

Proof: The throughput is \( T_{\text{Int}}^{\text{ARQ}} = R P_{\text{Int}}^{\text{ARQ}} \), where

\[ P_{\text{Int}}^{\text{ARQ}} = \mathbb{P}\{\{1 + Z/(1 + Z) > R\} = \mathbb{P}\{Z > \Theta(1 + Z)\}. \]

Using Lemma 5.1, the throughput of ARQ with ME-distributed signal and sum-interference is now given.

Theorem 5.9: (ARQ throughput for iid ME-distributed signal and interferers) Let the signal and sum-interferer be given by the system model. Then, the throughput is

\[ T_{\text{Int}}^{\text{ARQ}} = R \left( p_1 \otimes p \right) \left( \left( Q_1 + \Theta Q \right)(1 \otimes Q e^{-\Theta Q}) \right)^{-1} (r_1 \otimes r). \]

Proof: The throughput is \( T_{\text{Int}}^{\text{ARQ}} = R P_{\text{Int}}^{\text{ARQ}} \), where

\[ P_{\text{Int}}^{\text{ARQ}} = \mathbb{P}\{Z > \Theta(1 + Z)\} \]

Using Lemma 5.1, the integral is computed as

\[ \int_0^\infty X_1 e^{Y_1; z_1} X_2 e^{Y_2; z_2} dt = - (X_1 \otimes X_2) (Y_1 + Y_2)^{-1} (z_1 \otimes z_2). \]

Proof: Using the same properties as in Theorem 5.2, the integral is computed as

\[ \int_0^\infty X_1 e^{Y_1; z_1} X_2 e^{Y_2; z_2} dt = \int_0^\infty X_1 e^{Y_1; z_1} \otimes X_2 e^{Y_2; z_2} dt = \int_0^\infty (X_1 e^{Y_1; z_1} \otimes X_2 e^{Y_2; z_2}) (z_1 \otimes z_2) dt = \int_0^\infty (X_1 \otimes X_2) (e^{Y_1; z_1} \otimes e^{Y_2; z_2}) (z_1 \otimes z_2) dt = \int_0^\infty (X_1 \otimes X_2) (e^{Y_1; z_1} \otimes e^{Y_2; z_2}) (z_1 \otimes z_2) dt = - (X_1 \otimes X_2) (Y_1 + Y_2)^{-1} (z_1 \otimes z_2). \]

Using Lemma 5.1, the throughput of ARQ with ME-distributed signal and sum-interference is now given.

Theorem 5.9: (ARQ throughput for iid ME-distributed signal and interferers) Let the signal and sum-interferer be given by the system model. Then, the throughput is

\[ T_{\text{Int}}^{\text{ARQ}} = R \left( p_1 \otimes p \right) \left( (Q_1 + \Theta Q)(I \otimes Q e^{-\Theta Q}) \right)^{-1} (r_1 \otimes r). \]
We note that when the upper integration interval in Lemma 5.1 is finite, the following corollary gives a new, more compact, expression. This integral property may be useful in different situations, e.g. if the integrand below is a pdf and its cdf is sought after.

**Corollary 5.5:** (New integral of independent bivariate ME-form) The integral of \( f(t) = \int_0^b x_1 e^{Y_1}z_1 x_2 e^{Y_2}z_2 dt \) is
\[
E = e^{bQ_1},
\]
where \( Q_1 = \begin{bmatrix} 0 & x_1 \otimes x_2 \\ 0 & Y_1 \otimes Y_2 \end{bmatrix} \).

**Proof:** The integral is
\[
\int_0^b x_1 e^{Y_1}z_1 x_2 e^{Y_2}z_2 dt = \int_0^b (x_1 \otimes x_2) (e^{(Y_1 \otimes Y_2)})(z_1 \otimes z_2) dt = e^{T bQ_1} e_{d_1 d_2 + 1} = E_{1, d_1 d_2 + 1},
\]
where the rearrangements in Lemma 5.1 is combined with Theorem 4.4.

Next, we explore an alternative, perhaps less straightforward, but more general, solution approach to the ARQ problem with ME-distributed signal and interferers. This section is also motivated by that the more generally formulated bivariate ME-density, and associated analysis, may find applications beyond the studied case.

**3) Throughput Analysis - Dependent Signal and Interference:** In the previous section, we analyzed the throughput of ARQ when the signal and interference SNR r.v.s where independent. This section gives an alternative analysis framework for this case, but, by introducing a more general joint pdf, also enables analysis of ARQ throughput when the signal and interference SNR r.v.s may be dependent. The dependent case may be less common, but could occur if, e.g., both the signal and interferer(s) experience a common varying channel attenuation, or a common diffractive object whilst the receiver is moving. Regardless of this, for performance optimization, this framework offer an attractive solution. Yet another motivation for this section is that this, more general, joint pdf, and associated analytical framework, should be amenable for analyzing other wireless communication problems involving two dependent r.v.s. We start with the generalization of the joint pdf below, and then proceed with the analysis.

**Definition 5.1:** (Bivariate ME-distribution) We define the joint ME-density of the wireless channel SNR r.v.s \((Z_1, Z_2)\), as \(f_{Z_1, Z_2}(z_1, z_2) = \int_{\mathbb{R}^{d_1 \times d_2}} P_{12} e^{z_1 Q_1} P_{12} e^{z_2 Q_2}dz_1, z_2 \geq 0\), where \( P_1 \in \mathbb{R}^{1 \times d_1}, Q_1 \in \mathbb{R}^{d_1 \times d_2}, P_{12} \in \mathbb{R}^{d_1 \times d_2}, Q_2 \in \mathbb{R}^{d_2 \times d_2}, r_2 \in \mathbb{R}^{d_2 \times 1}. \) The parameters defining the joint density are, in a similar manner as for the univariate-ME-distribution, assumed selected to have a corresponding bivariate CDF fulfilling necessary characteristics, e.g. \( 0 \leq f_{Z_1, Z_2}(z_1, z_2) \leq 1, \)

**Remark 5.9:** The bivariate-ME-distribution in Definition 5.1 is a generalization of the case with independent fading SNRs, with pdf \( f_{Z_1, Z_2}(z_1, z_2) = P_1 e^{z_1 Q_1} P_{12} e^{z_2 Q_2}dz_1, z_2 \), considered in the previous Section. This is so since \( P_{12} \) may have full rank, but \( R_{12} P_{12} \) rank one. The joint density of this form has also been considered in the literature, e.g. in [43, 49].

**Remark 5.10:** The LT of the bivariate-ME-distribution in Definition 5.1 is \( F(s_1, s_2) = \int_0^\infty e^{-s_1 z_1 - s_2 z_2} f_{Z_1, Z_2}(z_1, z_2) dz_1 dz_2 = e^{(Q_1 - s_1 1_d) - 1 P_{12} (Q_2 - s_2 2_d)} 1_d. \) Expanding the inverses, we get the rational form \( F(s_1, s_2) = p(s_1, s_2)/q_1(s_1) q_2(s_2). \) Due to the product of polynomials, \( q_1(s_1) q_2(s_2), \) in the denominator, rather than a more general polynomial \( q(s_1, s_2), \) it is clear that the considered bivariate ME-distribution is not on the most general form possible.

To find the information-outage probability for ARQ with ME-distributed signal and interferers, the integral of the bivariate ME-density is of interest, and hence considered next.

**Lemma 5.2:** (Integral of dependent bivariate ME-form - Sylvester’s Equation, [50, Lemma 3]) Consider the function
\[
f(t) = x_1 e^{Y_1} Y_1 e^{Y_2}z_2 \]
then the integral of \( f(t), \) with intervals \((a, b)\) is
\[
\int_a^b x_1 e^{Y_1} Y_1 e^{Y_2}z_2 dt = x_1 Xz_2,
\]
where \( X \) is given by solving Sylvester’s equation
\[
Y_1 X + XY_2 = e^{Y_1} X_12 e^{Y_2} - e^{Y_1} X_12 e^{Y_2},
\]
and \( X \approx \int_a^b e^{Y_1} X_12 e^{Y_2} dt. \)

**Proof:** It is straightforward to check that \( X = \int_a^b e^{Y_1} X_12 e^{Y_2} dt \) fulfills Sylvester’s equation (129), just by inserting the former expression in the latter.

We note that the integral expression in Lemma 5.2 is well-known in control theory [50, Lemma 3], but, to the best of our knowledge, it has not been used in the context of ME-distribution analysis, nor in the context of outage probability analysis for wireless communication systems.

**Remark 5.11:** When the interval is \((a, b) = (0, \infty), \) it is well-known that no eigenvalues of \( Y_1, \) and \(-Y_2 \) can be the same for a unique solution to Sylvester’s equation. If all eigenvalues are located in the open left half-plane, and \((a, b) = (0, \infty), \) then the RHS of (129) is simply \(-X_12.\)

**Remark 5.12:** Sylvester’s equation, \( Y_1 X + XY_2 = -X_12, \) can be numerically solved in MATLAB by the command \( X = \text{lyap}(Y_1, Y_2, -X_12). \)

**Theorem 5.10:** (ARQ throughput solution with Sylvester’s equation) Let the signal of interest, and the sum-interference, SNRs have joint density \( f_{Z_1, Z_2}(z_1, z_2) = p_{12} e^{Z_1 Q_1} P_{12} e^{Z_2 Q_2} \) r. Then, the throughput is
\[
T_{\text{ARQ}} = R p_1 X r,
\]
where \( X \) is given by the solution \( X \) to the Sylvester equation
\[
Q_1 X + XQ_2 = -\tilde{P}_{12},
\]
with
\[ \tilde{P}_{12} \triangleq - P_{12} Q^{-1} e^{\Theta Q}, \]
and \( \Theta = e^{R} - 1 \).

**Proof:** The throughput is \( T_{\text{ARQ}} = R P_{\text{ARQ}} \), where, analogously to Theorem 5.9, the decoding probability is
\[
P_{\text{ARQ}} \frac{b}{a} = \int_{0}^{b} \int_{0}^{\infty} p_{r} e^{z_{1}Q} P_{12} e^{z_{2}Q} \, dz_{1} \, dz_{2}
\]
\[
= - \int_{0}^{\infty} p_{r} e^{z_{2}Q} P_{12} e^{z_{2}Q} \, dz_{2}
\]
\[
= \int_{0}^{\infty} p_{r} e^{z_{2}Q} P_{12} e^{z_{2}Q} \, dz_{2},
\]
\[
= \tilde{P}_{12} \triangleq - P_{12} Q^{-1} e^{\Theta Q}.
\]

Based on Lemma 5.2, we then solve for \( X \) in the Sylvester equation (131). \( \blacksquare \)

Eq. (130) can be expressed more explicitly, as done in Corollary 5.6 by means of the well-known vectorization solution in the following lemma.

**Lemma 5.3:** Sylvester’s equation, \( Y_{1} X + X Y_{2} = -X_{12} \), has solution
\[
\text{vec}(X) = -(Y_{2} + Y_{1})^{-1} \text{vec}(X_{12}).
\]

**Proof:** Vectorization of the LHS gives \( X_{1} + X_{2} = (Y_{2} + Y_{1})\text{vec}(X) \), and then \( \text{vec}(X) \) is solved for. \( \blacksquare \)

**Corollary 5.6:** (Explicit ARQ throughput solution with Sylvester’s equation) Let the throughput be defined as in Theorem 5.10. Then, the throughput can be written (more explicitly as
\[
T_{\text{ARQ}} = R(r^{T} \otimes p_{t}) \left( \Theta Q^{T} \otimes Q_{t} \right)^{-1} \text{vec}(P_{12} Q^{-1} e^{\Theta Q}).
\]

**Proof:**
\[
P_{\text{ARQ}} = \text{vec}(prXr)
\]
\[
= (r^{T} \otimes p_{t}) \text{vec}(X)
\]
\[
= -(r^{T} \otimes p_{t}) \left( \Theta Q^{T} \otimes Q_{t} \right)^{-1} \text{vec}(\tilde{P}_{12}).
\]

The scalar is vectorized in step (a), the vectorization identity
\[ xy = (z^{T} \otimes x)\text{vec}(y) \]
is used in step (b), and Lemma 5.3 is invoked in step (c). An alternative, more direct, proof is to vectorize the integral in the proof of Theorem 5.10 directly.

\[
\text{vec} \left( \int_{0}^{\infty} p_{r} e^{z_{1}Q} \tilde{P}_{12} e^{z_{2}Q} r \, dz_{2} \right)
\]
\[
= (r^{T} \otimes p_{t}) \text{vec} \left( \int_{0}^{\infty} e^{z_{1}Q} \tilde{P}_{12} e^{z_{2}Q} r \, dz_{2} \right)
\]
\[
= (r^{T} \otimes p_{t}) \left( \int_{0}^{\infty} e^{z_{1}Q^{T} + z_{2}Q} \, dz_{2} \right) \text{vec}(\tilde{P}_{12})
\]
\[
= (\Theta Q^{T} \otimes Q_{t}) \text{vec}(\tilde{P}_{12})
\]
\[
= -(r^{T} \otimes p_{t}) \left( \Theta Q^{T} \otimes Q_{t} \right)^{-1} \text{vec}(\tilde{P}_{12}).
\]

Inspired by the vectorization approach in Corollary 5.6, an alternative (and potentially useful) integral expression to Lemma 5.2 with \( a = 0 \) can also be given.

**Lemma 5.4:** The integral of \( f(t) = x_{1} e^{T_{1}Y_{1}} X_{12} e^{T_{2}Y_{2}} z_{2} \) with integration interval \((0, b)\), is
\[
\int_{0}^{b} x_{1} e^{T_{1}Y_{1}} X_{12} e^{T_{2}Y_{2}} z_{2} \, dt = E_{1} \cdot \text{vec}(X_{12}),
\]
where
\[
E = e^{\Theta Q},
\]
\[
Y_{1} = \begin{bmatrix} 0 & z_{1}^{T} \otimes x_{1} \\ 0 & Y_{2} + Y_{1} \end{bmatrix}.
\]

**Proof:** From the proof of Corollary 5.6 we see that the integral can be written
\[
\int_{0}^{b} (z_{1}^{T} \otimes x_{1}) \left( e^{t(T_{1}Y_{1} + T_{2}Y_{2})} \right) \text{vec}(X_{12}) \, dt
\]
\[
= e^{T_{1}Y_{1}} \text{vec}(X_{12}) = E_{1} \cdot \text{vec}(X_{12}),
\]
and in the last steps, Theorem 4.1 is used. \( \blacksquare \)

Next, we consider throughput optimization when the throughput is based on a solution to a Sylvester equation. To be able to benefit from the auxiliary parameter method [10], we assume \( \Theta = (e^{R} - 1)/S \), and work with the unit-mean ME-parameters for the signal of interest.

**Corollary 5.7:** (ARQ Optimal throughput solution with Sylvester’s equation) Consider the ARQ throughput expression (130) with (131). Then, the auxiliary parameter function \( g_{\Theta}(\Theta) \) in (10), for the optimal throughput, is
\[
g_{\Theta}(\Theta) = \frac{p_{r}Xr}{\Theta p_{r}Xr}.
\]

where \( X \) is the solution to the Sylvester equation
\[
Q_{t}X + X \Theta Q_{\text{am}} = -\tilde{P}_{12},
\]
\[
\tilde{P}_{12} \triangleq -P_{12} Q_{\text{am}}^{-1} \Theta Q_{\text{am}},
\]
and with \( X \) known, \( X_{\Theta} \) is then the solution to the Sylvester equation
\[
Q_{t}X_{\Theta} + X_{\Theta} \Theta Q_{\text{am}} = -(\tilde{P}_{12} + X)Q_{\text{am}}.
\]

**Proof:** Taking the implicit derivative of \( (139) \) wrt \( \Theta \) gives
\[ Q_{t}X_{\Theta} + X_{\Theta} \Theta Q_{\text{am}} + XQ_{\text{am}} = -\tilde{P}_{12}Q_{\text{am}}. \]
which rearranged gives \( (141) \). Then we have \( P_{\text{ARQ}} = p_{r}X_{\Theta} \) and \( \frac{d}{d\Theta} P_{\text{ARQ}} = p_{r}X_{\Theta}r \) which is inserted in the definition for \( g_{\Theta}(\Theta) \). \( \blacksquare \)

**Remark 5.13:** (Integral of product of two MEs – Van Loan method) An alternative way of computing the integral in Lemma 5.2 and then used for Corollary 5.7 is via the method by Van Loan [51]. With interval \((0, b)\), the integral is
\[
\int_{0}^{b} x_{1} e^{T_{1}Y_{1}} X_{12} e^{T_{2}Y_{2}} z_{2} \, dt = x_{1} Y_{11}^{-1} Y_{12} z_{2},
\]

where
\[
Y_{1} = \begin{bmatrix} -Y_{1} & X_{12} \\ 0 & Y_{2} \end{bmatrix},
\]
\[
Y_{11} Y_{12} 0 Y_{22} = e^{T_{2}Y_{2}}.
\]
This method has less computational complexity than the vectorization approaches. However, as \( b \) is finite, \( b \) has to be chosen "large enough" to give a good approximation for the case when \( b \to \infty \). The proof is by Van Loan [53].

Remark 5.14: Pertinent to results on the bivariate integrals presented here, if \( X_{12} \) is square and invertible, we may also rewrite the integral as

\[
\int x_1 e^{-Y_1} X_{12} e^{-Y_2} z_2 \, dt = \int x_1 X_{12} e^{-x_1} Y_1 X_{12} e^{-Y_2} z_2 \, dt.
\]

If the matrix commutation \([Y_2, X_{12}^{-1} Y_1 X_{12}] = 0\) holds, we may further simplify \((145)\) to

\[
\int x_1 X_{12} e^{-x_1} Y_1 X_{12} + t Y_2 z_2 \, dt.
\]

Remark 5.15: We note that for persistent-HARQ with interference, the LT for the SNR pdf is required which can be expressed as

\[
F(s) = \int_0^\infty e^{-s z} \left( \int_0^\infty (1 + z t) \rho \rho e^{\rho (1 + z t) Q_1} z \, dz \right) \, dt
\]

\[
= \int_0^\infty (1 + z t) \rho \rho e^{\rho (1 + z t) Q_1} z \, dz = \int_1^\infty \rho \rho e^{-z t Q_1} Q_1 \, dt
\]

\[
= \int_1^\infty \rho \rho e^{z t Q_1} Q_1 \, dt
\]

\[
= 1 + \int_1^\infty \rho \rho e^{z t Q_1} Q_1 \, dt.
\]

The reason why we do not analyze the throughput of persistent-HARQ with interference becomes apparent. This is because the corresponding LT is not on a rational form. From this section, it can be concluded that a ME-distributed signal in ME-distributed interference can be handled in an efficient structured manner, whereas a more traditional (non-ME-distribution-based) analysis would be untractable.

I. 2 × 2 SM-MIMO

Below, we consider 2 × 2 SM-MIMO in AWGN with capacity \( C = \ln \det (I + SN R e^{H Z H}) \), where \( H e^{H} \) is Wishart unit-variance distributed, and \( N_{\text{tx}} = 2 \). We merely aim to demonstrate the use of the bivariate ME-distribution in an outage probability context, not to fully solve the problem. The following integral will be useful.

Lemma 5.5: (ME-form integral related to the modified Bessel function of the Second kind)

\[
K_1^{\text{ME}}(a, b) := \int_a^\infty x_1 e^{-x_1} Y_1 X_{12} e^{-Y_2} z_2 \, dt
\]

\[
= (\{ T_2^{-1} z_2 \} \otimes x_1 T_1) \Xi \varphi (T_1^{-1} X_{12} T_2),
\]

where

\[
\Xi := \int_a^\infty e^{-t J_2 \Theta} \, dt,
\]

\[
T_j J_j^{-1} = Y_j, j \in \{1, 2\}.
\]

Proof: Using earlier basic vectorization identities, we get

\[
K_1^{\text{ME}}(a, b) := \int_a^\infty x_1 T_1 e^{J_1 T_1 X_{12} T_2 e^{-t J_2 T_2} z_2} \, dt
\]

\[
= (\{ T_2^{-1} z_2 \} \otimes x_1 T_1) \left( \int_a^\infty e^{-t J_2 \Theta} \, dt \right) \times \varphi (T_1^{-1} X_{12} T_2).
\]

Corollary 5.8: When \( Y_1 \) and \( Y_2 \) are both diagonalizable, and all eigenvalues are real negative, then

\[
\Xi = \text{diag}\{d_{11}, d_{12}, \ldots, d_{1j}, d_{21}, \ldots, d_{2j}\},
\]

\[
d_{ij} = 2 \left( \frac{1}{\lambda_j^{(1)}} \right) \int_a^\infty e^{-t \lambda_j^{(1)}} \, dt,
\]

\[
d_{ij} = 2 \left( \frac{1}{\lambda_j^{(2)}} \right) \int_a^\infty e^{-t \lambda_j^{(2)}} \, dt.
\]

where \( K_1^{\text{ME}}(\cdot) \) is the scalar modified Bessel function of the second kind.

Proof: The diagonal matrix has entries \( d_{ij} = \int_a^\infty e^{-t \lambda_j^{(1)}} \, dt \), which is solved with \( K_1(a', b') \). The next lemma illustrates that the Wishart eigenvalue density for 2 × 2-matrix can be expressed on a bivariate ME-density form.

\[
\Xi = \text{diag}\{d_{11}, d_{12}, \ldots, d_{1j}, d_{21}, \ldots, d_{2j}\},
\]

\[
d_{ij} = 2 \left( \frac{1}{\lambda_j^{(1)}} \right) \int_a^\infty e^{-t \lambda_j^{(1)}} \, dt,
\]

\[
d_{ij} = 2 \left( \frac{1}{\lambda_j^{(2)}} \right) \int_a^\infty e^{-t \lambda_j^{(2)}} \, dt.
\]

where \( K_1^{\text{ME}}(\cdot) \) is the scalar modified Bessel function of the second kind.

Proof: The diagonal matrix has entries \( d_{ij} = \int_a^\infty e^{-t \lambda_j^{(1)}} \, dt \), which is solved with \( K_1(a', b') \). The next lemma illustrates that the Wishart eigenvalue density for 2 × 2-matrix can be expressed on a bivariate ME-density form.
solve the outage probability exactly, we demonstrate that the outage probability characterization can be formulated within the bivariate ME-distribution framework, and we observe that the derived outage probability expression also handle more intricate channels with bivariate joint densities going beyond the Wishart eigenvalues.

\[ P_b = \int_0^\infty Q(\sqrt{2\alpha z})\tilde{p}e^{-\tilde{Q}F}dz \]

J. Modulation and Detection

So far, we have considered slow fading, where the fading state spans the time of a redundancy block, or packet, transmission. Of course, the ME-distribution can be applied to fast fading too, with the fading state randomly varying from symbol-to-symbol. Numerical standard textbooks on performance analysis of wireless systems, such as [3], [4], [9], [19], [23], [24], consider this symbol-scale scenario where a significant emphasis (of those and similar works) are (often) put on the analysis of modulation and detection schemes for fading channels. Performance on this level is commonly evaluated w.r.t symbol error rate (SER), or bit error rate (BER). In the following, we exemplify the ME-distribution method for non-coherent detection, binary DPSK and non-coherent FSK, evaluated w.r.t symbol error rate (SER), or bit error rate (BER).

Theorem 5.11: (Differential binary PSK (DBPSK) and FSK BER with non-coherent detection). Let the conditional error probability have the generic form \( P(z) = e^{-az}/2 \), where \( z \) is the instantaneous SNR, and \( a \) is constant for the specific modulation and detection method (DBPSK: \( a = 1 \), FSK: \( a = 1/2 \)). Then, the BER can be written as

\[
P_b = \frac{1}{2} \int_0^\infty e^{-az} Q(\sqrt{2az})dz = \frac{1}{2} \tilde{p}(a) \tilde{Q}(a) \left(1 + \tilde{p}^{-1}Q^{-1}(\tilde{Q}a^{-1} - 1/2)\right).
\]

Theorem 5.12: (Binary PSK (BPSK) and FSK BER with coherent detection). Let the conditional error probability have the generic form \( P(z) = Q(\sqrt{2\alpha z}) \), where \( z \) is the instantaneous SNR, and \( a \) is constant for the specific modulation and detection method (BPSK: \( a = 1 \), FSK: \( a = 1/2 \)). Then, the BER is

\[
P_b = \int_0^\infty Q(\sqrt{2\alpha z})\tilde{p}e^{\tilde{Q}F}dz = \frac{1}{2} \left(1 + \tilde{p}^{-1}Q^{-1}(I - \tilde{Q}a^{-1} - 1/2)\right).
\]

Proof: The integral can be solved by integration by parts, as in [3] (3.6.7), or by using Craig’s integral representation, [52], as in [23], [24], [53], or by Theorem 4.3. We have

\[
P_b = \int_0^\infty Q(\sqrt{2\alpha z})\tilde{p}e^{\tilde{Q}F}dz = \frac{1}{2} + \int_0^\infty e^{-z/2} \tilde{p}Q^{-1}(I - \tilde{Q}a^{-1} - 1/2)\tilde{F}dz
\]

where Craig’s integral representation, [52], was used for the \( Q \)-function in step (a), Theorem 4.3 was used in step (b), and \( \tilde{p}Q^{-1}\tilde{F} = -1 \), as well as the scalar integral \( \int_0^\infty (1 - \sin^2(t)/c) \tilde{F}dz = (c - 1)/2 \), were used in step (c).

Having expressed the BER in ME-distribution parameters, we now quantify the diversity gain, i.e. the BER slope at high SNR. For differential binary PSK and FSK with non-coherent detection, the diversity gain is

\[
d(R) \triangleq -\lim_{S \to \infty} \frac{\ln(P_b(R,S))}{\ln(S)} = -\lim_{S \to \infty} \frac{\ln\left(\frac{1}{2} \tilde{p}_{um}S^{-1}(aI - \tilde{Q}_{um}S^{-1})^{-1}\tilde{F}\right)}{\ln(S)}
\]

Correspondingly, for binary PSK and FSK with coherent detection, the diversity gain is

\[
d(R) = -\lim_{S \to \infty} \frac{\ln\left(\frac{1}{2} \tilde{p}_{um} \tilde{Q}^{-1}(I - \tilde{Q}_{um}a^{-1}S^{-1} - 1/2)\tilde{F}\right)}{\ln(S)}
\]

The ME-distribution can also be applied to more complicated forms of pairwise-error-probabilities, e.g. for channel coding with interleaving and independent fading, [3] (6.6.9), or for space-time coding, [19] (3.84). A generic form of such PEP is given in the following theorem.

Theorem 5.13: (Pairwise error probability). Let the conditional pairwise error probability have the generic form

\[
P(C \to \{z_1, \ldots, z_N\}) = Q\left(\sqrt{2 \sum_{n=1}^N a_n z_n}\right), \text{ see e.g. [3] (6.6.9), [19] (3.84), or [23] Chap. 13, where } a_n, n \in \{1, 2, \ldots, N\}, \text{ are constants, and } z_n \text{ are ME-distributed r.v.s. Then, the average PEP is}
\]

\[
PEP(C \to E) = \frac{1}{\pi} \int_{\frac{\pi}{2}}^{\infty} \prod_{n=1}^N \tilde{p}_n \left(\frac{a_n}{\sin^2(t)}(I - \tilde{Q}_n)\right)\tilde{F}dt.
\]
Proof:

\[ PEP(e \rightarrow e) = \int_0^\infty \cdots \int_0^\infty Q\left(\frac{2}{\pi} \sum_{n=1}^N \frac{a_n z_n}{\sin^2(t)} \right) \prod_{n=1}^N \tilde{p}_n e^{z_n} \tilde{Q}_n d z_1 \cdots d z_N \]

\[ \stackrel{(a)}{=} \int_0^\infty \cdots \int_0^\infty \left( \frac{1}{\pi} \int_0^{\pi/2} e^{\frac{\pi}{\sin^2(t)} a_n z_n} dt \right) \prod_{n=1}^N \tilde{p}_n e^{z_n} \tilde{Q}_n d z_1 \cdots d z_N \]

\[ = \frac{1}{\pi} \int_0^{\pi/2} N \prod_{n=1}^N \tilde{p}_n e^{z_n} \tilde{Q}_n d z_1 \cdots d z_N \]

\[ \frac{1}{\pi} \int_0^{\pi/2} \prod_{n=1}^N \tilde{p}_n e^{z_n} \tilde{Q}_n d z_1 \cdots d z_N \]

where Craig’s integral representation [52], similar to [23] Chap. 13, was (again) used in step (a).

Remark 5.16: Note that, instead of an N-fold integral, the average PEP, (157), is now expressed in a single variable that can be solved by numerical integration. A work that avoids such numerical integration altogether is [54], which studies bit-interleaved BPSK in Nakagami-m fading and gives an approximate PEP.

In this section, we observe that the ME-distribution approach gives very simple closed-form BER-expressions, even for SNR pdfs that would have been considered untractable if expressed on regular, non-ME-distribution, forms. For example, the Nakagami-m fading case, a sub-case of ME-distributed fading, is known to have a relatively complicated average error probability expression, see e.g. [19] (3.37)]. In general, only special cases have been possible to handle, [55], [56]. Naturally, the analysis approach given here can be extended to other, more advanced, modulation and detection schemes, such as M-ary PSK, QAM, etc.

VI. ME-DISTRIBUTED DISCRETE-TIME SIGNALS

So far, we have considered a fading channel characterized by a ME-distribution. Here, we propose yet another use of the ME-distribution, namely to characterize the statistical properties of discrete-time signals, such as sampled information bearing signals, noise signals, or alike.

A. Entropy, ME-distribution Channel, and Mutual Information

1) Entropy of ME-distributed r.v.: One common key measure of r.v. signals is the entropy. Let \( T \) be a ME-distributed iid discrete signal with density \( f_T(t) = x e^{t Y} z \). Then, the differential entropy is by definition

\[ h = - \int_0^\infty x e^{t Y} z \ln (x e^{t Y} z) dt. \]

This integral is hard to determine in a closed-form. When \( f_T(t) \) is gamma-distributed, with \( m \in \mathbb{N}^+ \), the entropy is known to be \( h = m + \ln (S(m-1)!/m) + (1-m)\psi(m) \), where \( \psi(x) = \Gamma'(x)/\Gamma(x) \) is the Digamma function. There are two challenges with \( \psi(x) \), the logarithm of the ME-density, and the product of the ME-density and the logarithm of the ME-density. Following the notion of approach of substituting (complicated) functions with integral representations, we get the alternative expression

\[ h = - \int_0^1 \int_0^\infty x e^{t Y} z (x e^{t Y} z - 1) dt du, \]

where the integral representation \( \ln(1+x) = \int_0^1 x/(1+ux) du \) has been used. Although, the logarithm is substituted with a rational function of ME-distributions, this integral is not easily solvable. It would be desirable with an integrand containing only a single ME-distribution. Hence, another representation, inspired by the effective capacity definition, see Theorem 5.1, is given by the following lemma.

Lemma 6.1: The entropy of a density \( f_T(t) \), where we assume \( f_T(t) = x e^{t Y} z \), can be written

\[ h = \lim_{\theta \to 0} \frac{1}{\theta} \ln \left( \int_0^\infty f_T(t)^{1-\theta} dt \right). \]

Proof:

\[ \lim_{\theta \to 0} \frac{1}{\theta} \ln \left( \int_0^\infty f_T(t)^{1-\theta} dt \right) = \lim_{\theta \to 0} \frac{1}{\theta} \ln \left( \int_0^\infty e^{-\theta \ln(f_T(t))} f_T(t) dt \right) \]

\[ = \lim_{\theta \to 0} \frac{1}{\theta} \ln \left( \int_0^\infty (1 - \theta \ln(f_T(t))) f_T(t) dt \right) \]

\[ = \lim_{\theta \to 0} \frac{1}{\theta} \ln \left( 1 - \int_0^\infty f_T(t) \ln(f_T(t)) dt \right) \]

\[ = \int_0^\infty f_T(t) \ln(f_T(t)) dt. \]

For \( 0 < \theta < 1 \), we may now rewrite the integral in (160) as

\[ \int_0^\infty x e^{t Y} z \frac{1}{1-\theta} \right) dt \]

\[ \frac{\sin(\pi(1-\theta))}{\pi(1-\theta)} \int_0^\infty \int_0^\infty x e^{t Y} z \frac{1}{1-\theta} dt du \]

\[ \frac{\sin(\pi(1-\theta))}{\pi(1-\theta)} \int_0^\infty \int_0^\infty x \frac{1}{1-\theta} e^{-t Y} + x z \frac{1}{1-\theta} z dt du, \]

where we used the integral representation [58] (11) for the nth root, \( x^{1/n} = \frac{\sin(\pi/n)}{\pi/n} \), and the Sherman-Morison identity, \( a(B^{-1} + ca)^{-1}c = aBc/(1 + aBc) \) in step (a). Since the matrix \( zx \) inside the inverse is singular, the integral is hard to solve. However, we believe the current integral forms can be helpful for further analysis.

2) Communication Channel with ME-Distributed r.v.s and Mutual Information: Like the AWGN channel with Gaussian input distribution, it is natural to ponder about a communication channel where the input distribution and noise are assumed ME-distributed. This could potentially represent, or approximate, an optical channel with information carried in the intensity. Consider the baseband model

\[ y = x + w, x \geq 0, w \geq 0, \]

where \( y \) is the received signal, \( x \) is the transmitted signal, and \( w \) the noise. Both \( x \) and \( w \) are assumed ME-distributed, characterized by ME-parameters \( (p_x, Q_x, r_x) \), and \( (p_w, Q_w, r_w) \).
Exploiting the closure of the convolution operation for ME-distributions, Proposition 2.1 it is recognized that $y$ is also ME-distributed with ME-parameters $(p_y, Q_y, r_y)$, where $p_y = [p_x \; 0]$, $Q_y = [Q_x \; R_x P_w; \; 0 \; Q_w]$, $r_y = [0 \; r_w]$. One key aspect of interest, of this channel, is the mutual information. The MI is $I = h(y) - h(y|x) = h(y) - h(w)$, where $h(\cdot)$ denotes the differential entropy. The MI can now be expressed, in unit mean parameters, as

$$I = h(y) - h(y|x) = h(y) - h(w)$$

$$= - \int_0^{\infty} x_s e^{x_s Y_z} z_w \ln (x_s e^{x_s Y_z}) dt + \int_0^{\infty} x_w e^{x_w Y_z} z_w \ln (x_w e^{x_w Y_z}) dt,$$

$$\{x_s = x_{yun} S_y^{-1}, x_w = [x_{yun} \; 0], S_y = \{S_x, 0; 0 \; S_w\}, Y_s = Y_{yun} S_y^{-1}, Y_w = [Y_{yun} Y_{zun}, 0 \; Y_{wun}], z_y = [z_{yun}, z_{wun}], \}$$

$$= - \int_0^{\infty} x_{yun} e^{x_{yun} Y_{zun}} z_{wun} \ln (x_{yun} e^{x_{yun} Y_{zun}} z_{wun}) dt + \int_0^{\infty} S_w^{-1} x_{wun} e^{x_{wun} Y_{zun}} z_{wun} \ln (S_w^{-1} x_{wun} e^{x_{wun} Y_{zun}} z_{wun}) dt,$$

$$= - \int_0^{\infty} x_{yun} e^{x_{yun} Y_{zun}} z_{wun} \ln (x_{yun} e^{x_{yun} Y_{zun}} z_{wun}) dt + \int_0^{\infty} x_{wun} e^{x_{wun} Y_{zun}} z_{wun} \ln (x_{wun} e^{x_{wun} Y_{zun}} z_{wun}) dt,$$

$$= \ln(S_x) + \int_0^{\infty} x_{yun} e^{x_{yun} Y_{zun}} z_{wun} \ln (x_{yun} e^{x_{yun} Y_{zun}} z_{wun}) dt - \ln(S_w) + \int_0^{\infty} x_{wun} e^{x_{wun} Y_{zun}} z_{wun} \ln (x_{wun} e^{x_{wun} Y_{zun}} z_{wun}) dt,$$

$$= \ln(S_x) - (h(y_{un}) - h(w_{un})).$$

Hence, if the unit mean entropies can be determined in a closed-form for ME-distributed r.v.s, then so can the MI. Since $h(y_{un}) - h(w_{un}) \geq 0$, we get $I \leq \ln(S_x/S_w)$.

3) **Quantization:** Facing a new signal distribution, the ME-distribution, quantization is yet another aspect of interest to explore. We will not delve deeply into this rich topic, but merely illustrate two possible applications.

For example, the Lloyd-Max quantization algorithm, see e.g. [59], iteratively computes quantization limits and centroids, of a r.v. with a given PDF and M levels that minimizes the mean square error (MSE). For the ME-distribution, the decision thresholds and the centroids in closed-form, are

$$l_q = \frac{1}{2} \left[ \hat{u}_{q-1} + \hat{u}_q \right], \; q = \{1, 2, \ldots, M - 1\},$$

$$\hat{u}_q = \frac{\int_{l_q}^{l_{q+1}} t f_T(t) dt}{\int_{l_q}^{l_{q+1}} f_T(t) dt}, \; q = \{0, 1, \ldots, M - 1\},$$

(164)

where the $q$th centroid for the ME-density is given in the closed-form

$$\hat{u}_q = \frac{\int_{l_q}^{l_{q+1}} t e^{x_t Y} z dt}{\int_{l_q}^{l_{q+1}} e^{x_t Y} z dt},$$

$$= \frac{x e^{x T} (Y^{-1} - Y^{-1}) z|_{l_q}^{l_{q+1}}}{xe^{x T} Y^{-1} z|_{l_q}^{l_{q+1}}}. (165)$$

The max-quantization problem, assuming infinite number of quantization levels, is another classical quantization problem worth touching on. The Panter-Dite formula, see e.g. [59], expresses the MSE for this case as

$$MSE \approx \frac{1}{12M^2} \left( \int_0^{\infty} (xe^{x T} z)^{1/3} dt \right)^3. \quad (166)$$

A special case that can be solved is when the ME-pdf can be decomposed as $x_T^{-1} = x \otimes \bar{x} \otimes \bar{x}, T e^{x T} = e \otimes Y \bar{Y}, Y \bar{Y} = \hat{z} \otimes \bar{z} \otimes \bar{z}$, where $T$ is a transform matrix of choice. The integral in (166) is then

$$\int_0^{\infty} (xe^{x T} z)^{1/3} dt = \int_0^{\infty} \left( x e^{x T} z \right)^{1/3} dt = \int_0^{\infty} \left( (x e^{x T} z)^{1/3} \right) dt = \int_0^{\infty} \left( \hat{z} e^{x Y} \bar{z} \right)^{1/3} dt,$$

$$= - \hat{z} e^{x Y} \bar{z}. \quad (167)$$

For the more general case, without such decomposition, we have not found a solution. Yet, one strategy, that may facilitate the solution of (166), could be to exploit (161), which implies

$$\int_0^{\infty} (xe^{x T} z)^{1/3} dt = \frac{\sqrt{2\pi}}{2} \int_0^{\infty} \frac{xe^{x T} z}{x e^{x T} z} dt.$$

VII. ME-DISTRIBUTION GENERALIZATIONS

Already in Section III-A and Tab. II we generalized the ME-distribution to two new distributions, paralleling the Rayleigh distribution, and the bivariate Gaussian distribution. In this section, we look at those two distributions, but also introduce a third ME-distribution generalization, paralleling the univariate Gaussian distribution. The proposed distributions are of interest to consider for several reasons. On one hand, it is interesting to see what the new mathematical forms offers in terms of closed-form expressions for some basic properties, and general manipulability. On the other hand, due to the general matrix parameter form, we expect the proposed pdfs to be able to approximate a great number of practically relevant pdfs. This is so since the reference distribution, the ME-distribution, is dense on its domain. We see applications to characterize, e.g., channel fading, discrete-time signals, etc. Some basic characteristics of interests, in addition to the pdfs, are the moments, the cdfs, various integrals and, for the bivariate distribution, also the marginal densities. Below, we consider pdf definitions and moments.

A. **Type I – Univariate Matrix Gaussian-like Distribution**

**Definition 7.1:** Let $f_T(t) = c xe^{x T} z, t \in [-\infty, \infty]$, with $c = (\sqrt{\pi}x (-Y)^{-1/2} z)^{-1}$, denote the type I pdf.

We exemplify two univariate type I pdfs in Fig. 4. The odd
moments are zeros since \( f_T(t) \) is even. The even moments are

\[
E\{T^n\} = c \int_0^\infty t^n x e^{x^2} Y z \ dt, \quad n = \{0, 2, 4, \ldots\},
\]

\[
= 2c \int_0^\infty t^n x e^{x^2} Y z \ dt
\]

\[
= c \int_0^\infty y^{(n-1)/2} x e^{v Y z} \ dy
\]

\[
= 2c \int_0^\infty \int_0^\infty y^{n/2} e^{-x^2/\pi} x e^{v Y z} \ dy \ dx
\]

\[
= c \Gamma \left( \frac{n+1}{2} \right) x (-Y)^{-(n+1)/2} z. \quad (168)
\]

For this distribution, if the matrix parameter, \((x, Y, z)\), are taken directly from a ME-distribution, normalization to unit probability is required. The normalization constant \(c\) is determined by the condition \(1 = c \int_0^\infty x e^{x^2} Y z \ dt\). Using (168) with \(n = 0\) yields \(c = (\sqrt{\pi} x (-Y)^{-1/2} z)^{-1}\).

B. Type II – Bivariate Matrix Gaussian-like Distribution

Definition 7.2: Let \( f_{U,V}(u, v) = \frac{1}{\pi} x e^{(u^2+v^2) Y z} \), \( u \in (-\infty, \infty) \), \( v \in (-\infty, \infty) \), denote the type II pdf.

We illustrate an example of a type II pdf in Fig. 5. We note that due to the symmetry, any of the odd moments are zero. The even moments are

\[
E\{U^n V^m\} = \frac{1}{\pi} \int_{-\infty}^\infty \int_{-\infty}^\infty u^n v^m x e^{(u^2+v^2) Y z} \ du \ dv
\]

\[
= \frac{4}{\pi} \int_0^\infty \Gamma \left( \frac{n+1}{2} \right) \Gamma \left( \frac{m+1}{2} \right) x (-Y)^{-(n+1)/2} (-Y)^{-(m+1)/2} z. \quad (169)
\]

C. Type III – Matrix Rayleigh-like Distribution

Definition 7.3: Let \( f_T(t) = 2t x e^{t^2 Y z} \), \( t \in (0, \infty) \), denote the type III pdf.

We illustrate two examples of type III pdfs in Fig. 6. For this case, the moments are

\[
E\{T^n\} = \int_0^\infty 2t^{n+1} x e^{t^2 Y z} \ dt \ n = \{0, 1, \ldots\}
\]

\[
= \int_0^\infty u^{n/2} x e^{u Y z} \ du
\]

\[
= \Gamma \left( \frac{n+2}{2} \right) x (-Y)^{-(n+2)/2} z. \quad (171)
\]
We finally note that many other distributions, inspired by or extended from the ME-distribution form, as the above, can be formed.

VIII. SUMMARY AND CONCLUSIONS

In this work, we structured, refined and extended the ME-distribution approach for performance analysis of wireless communication systems with ME-distributed fading SNR. New tools were derived, new communication cases were analyzed, and new channel fading models were introduced.

It was demonstrated that the ME-distribution framework is useful to characterize the effective channel SNR (or MI) due to signal processing, communication schemes, and interference, as well as to analyze (H)ARQ systems wrt throughput, rate-adaptive systems wrt effective capacity, and modulation and detection schemes wrt SER/BER/PEP and diversity gain. We also exemplified its use to, e.g., 3-phase NCBR, and SM-MIMO. We extended the framework to a bivariate ME-distribution case, and showed its use for ARQ with non-identical (possibly dependent) ME-distributed signal and interferers. Towards the end, we let the ME-distribution represent, not fading, but discrete-time random variable signals, and looked at entropy and mutual information for the ME-distribution, but also generalized the ME-distribution to univariate and bivariate Gaussian-like distributions.

To conclude, we believe that the ME-distribution approach can be helpful for wireless system performance analysis in communication theory, information theory, and related areas. It may be possible to extend this framework further, e.g. combining queuing and fading channel analysis under a unified framework. The ARQ-interference and NCBR analysis hints that the ME-distribution approach is also useful to analyze multinode systems.

APPENDIX

1) Proofs: Below, we give several of the proofs.

Proof: (Ex. 5.5) The Laplace transform is

\[ F(s) = \int_0^{\infty} e^{-sz} \left( Ns^{-1}e^{-zS^{-1}}(1 - e^{-zS^{-1}})^{N-1} \right) dz = \frac{e^{-z(S^{-1}+s)}}{S^{-1}+s} \left( Ns^{-1}(1 - e^{-zS^{-1}})^{N-1} \right) \text{evaluated at } z\to0 \]

\[ \times \int_0^{\infty} e^{-sz} \left( (N-1)s^{-1}e^{-2zS^{-1}}(1 - e^{-zS^{-1}})^{N-2} \right) dz \]

\[ \triangleq \frac{N!}{\prod_{n=1}^{N}(n+sS)} = \frac{1}{\prod_{n=1}^{N}(1+sS/n)}, \]

where partial integration is used repeatedly in step (a).

Proof: (Theorem 4.3) The expectation is computed as

\[ \mathbb{E}\{g(t)\} = \int_0^{\infty} g(t) e^{tYz} z dt \]

\[ = \int_0^{\infty} \left( \int_{-\infty}^{b_u} g_1(u)e^{-u(g(z-u)I)} du \right) e^{tYz} z dt \]

\[ = \int_{-\infty}^{b_u} \int_{-\infty}^{b_u} g_1(u) (\int_0^{\infty} e^{t(y-g(z)I)} z dt) du \]

\[ = x \left( \int_{-\infty}^{b_u} g_1(u) (g(z)I - g(z)Y^{-1})^{-1} du \right) \]

\[ = -xY^{-1} \left( \int_{-\infty}^{b_u} g_1(u) (I - g(z)Y^{-1})^{-1} du \right) z, \]

where the last expression is a somewhat more convenient form to determine the scalar integral.

Proof: (Example 5.12) The entries are expressed as

\[ g_{ij}(s) = \int_0^{\infty} x^{i+j+d} du \]

\[ = \int_0^{\infty} x^{i+j+d} \left( 1 + tx \right) dx \]

\[ = \frac{1}{\Gamma(s)} \int_0^{\infty} u^{i+j+d} e^{-u(1+tx)} du \]

\[ = \frac{1}{\Gamma(s)} \int_0^{\infty} u^{i+j+d} e^{-u(1+tx)} du \]

\[ = \frac{1}{\Gamma(s)} \int_0^{\infty} u^{i+j+d} e^{-u(1+tx)} du \]

\[ = \frac{1}{\Gamma(s)} \int_0^{\infty} u^{i+j+d} e^{-u(1+tx)} du \]

where an integral representation, a variable substitution, and the SNR are parametrically given (in the auxiliary parameter \( \Theta \)).

2) Auxiliary Parametric Optimization: The Auxiliary parametric optimization approach in [10] is briefly reviewed here. We assume that the throughput has the form \( T = R/f_\Theta(\Theta) \), where \( \Theta = (e^{R-1})/S \), and give the following corollary.

Corollary A.1: The optimal rate point, the optimal throughput, and the SNR are parametrically given (in the auxiliary parameter \( \Theta \)) by

\[ T^*(\Theta) = \frac{R^*}{f_\Theta}, \]

\[ S(\Theta) = \frac{e^{R^*} - 1}{\Theta}, \]

\[ R^*(\Theta) = g_\Theta + W_0(-g_\Theta e^{-g_\Theta}), \]

where

\[ g_\Theta(\Theta) = \frac{f_\Theta}{\Theta f_\Theta'}, \]

\( \Theta \in [0, \infty) \).
Proof: Taking the derive of $T = \frac{f_\theta(\Theta)}{f_0(\Theta)} \wrt R$, equating to zero, this can be expressed as $R_e^R/(e^{R} - 1) = f_\theta(\Theta)/\theta f'_0(\Theta) \equiv g_\theta(\Theta)$, which is then solved for $R$. 
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