Toward ultimate nonvolatile resistive memories: The mechanism behind ovonic threshold switching revealed
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Fifty years after its discovery, the ovonic threshold switching (OTS) phenomenon, a unique nonlinear conductivity behavior observed in some chalcogenide glasses, has been recently the source of a real technological breakthrough in the field of data storage memories. This breakthrough was achieved because of the successful 3D integration of so-called OTS selector devices with innovative phase-change memories, both based on chalcogenide materials. This paves the way for storage class memories as well as neuromorphic circuits. We elucidate the mechanism behind OTS switching by new state-of-the-art materials using electrical, optical, and x-ray absorption experiments, as well as ab initio molecular dynamics simulations. The model explaining the switching mechanism occurring in amorphous OTS materials under electric field involves the metastable formation of newly introduced metavalent bonds. This model opens the way for design of improved OTS materials and for future types of applications such as brain-inspired computing.

INTRODUCTION

Chalcogenide materials have attracted much attention over the years owing to their broad array of applications, ranging from memories to optical or thermoelectric devices and so on. Among them, some chalcogenide compounds exhibit a unique portfolio of properties, which has led to their wide use for nonvolatile memory applications such as optical data storage or, more recently, phase-change memories (PCMs). Besides a high infrared transparency window and large optical nonlinearities, some chalcogenide glasses (CGs) exhibit an uncommon conductivity behavior under high electric field, called the ovonic threshold switching (OTS) effect.

This OTS mechanism, discovered in the 1960s by Stanford R. Ovshinsky, consists of the reversible transition between a highly resistive state (OFF state) and a conductive state (ON state) when the voltage applied on the CG exceeds a critical threshold value, \( V_{\text{th}} \). When the current is reduced below the holding current density, \( J_{\text{th}} \), the selector recovers its high resistance state (1, 3–12).

Some chalcogenide materials are now considered as most promising for high-density, energy-efficient, nonvolatile resistive memories owing to their successful integration in high-density three-dimensional (3D) cross-point memory (CPM) arrays (13, 14). This can only be achieved by the addition of an active element, called selector, to each resistive memory cell. In the present case, the selector consists of a chalcogenide material, which allows the individual reading and programming of each memory point in the 3D memory network. This element should thus be able to provide not only a large enough current to reversibly switch the memory from the highly resistive (amorphous) RESET state to the highly conductive (and crystalline) SET state but also a very low leakage current when the memory cell is unselected to avoid any undesired programming (see Fig. 1).

OTS materials are perfectly adapted for such a use (1, 4, 5), whereas conventional transistor fails, as demonstrated in the recently developed Optane technology from Intel/Micron (13). However, the underlying physical mechanism of the OTS effect is still unclear, as two different models have been proposed: The first one is based on a purely electronic excitation effect by tunneling in a hopping transport framework (6, 7), whereas the second one invokes a thermally assisted mechanism (8, 9) with a change of local structure or electric field–assisted formation of a metastable crystalline filament (10, 11) upon threshold switching.

Most known OTS materials are based on good glass formers such as Se and Se/Te CGs, all of them containing As as the network former (12). Originally, arsenic was introduced to improve the (meta) stability of these glasses against crystallization and external environment effects such as oxidation. However, the toxicity of As is notorious (15), and future technologies should thus replace it with less hazardous elements. This also creates a challenge for materials scientists and engineers.

In this work, we show how innovative As-free amorphous OTS thin films based on Se-rich GeSe glasses permit to achieve state-of-the-art OTS devices (16–18) with outstanding performance, such as well-adapted threshold voltage \( V_{\text{th}} \), low subthreshold leakage current \( I_{\text{OFF}} \), and high endurance. In contrast to Ge-rich (19) or Sb-doped GeSe-based (20) OTS thin films, our Sb- and N-doped GeSe materials provide an ideal compromise between a high stability against crystallization, low \( V_{\text{th}} \), and limited subthreshold currents that are critical for the development of higher-density and less-consuming 3D memories (1, 4, 5, 13).

We performed electrical measurements on test OTS devices as well as spectroscopic ellipsometry and x-ray absorption spectroscopy (XAS) measurements on the OTS films. We show that Sb and N atoms modify the structure of the Ge30Se70 (GS) glass in such a way that the OTS performance is strongly enhanced. Using ab initio molecular dynamics (AIMD) simulations, we provide a model for
the electrical switching mechanism. This new mechanism does not involve any melting of the glass but results from the change of bonding configuration toward what was recently described as metavalent bonding (MVB) \((21, 22)\), which creates a strong electron delocalization upon high–electric field application. This approach also provides an insight into the nature of the OTS mechanism at the atomistic level. In contrast to all previous studies and analytical models that are based on phenomenological observations, a unified understanding of these properties from a microscopic point of view is proposed.

RESULTS

Electrical properties

On the basis of our previous studies of GeSe-based OTS materials \((16–18)\), we here selected four prototypical compositions to evaluate the impact of the amorphous structure of CGs on their electrical behavior and performance in OTS devices: GS, GS doped with 8 atomic % (at %) of N (GSN), Ge\(_2\)Se\(_{56}\)Sb\(_{20}\) (GSS), and GSS doped with 8 at % of N (GSSN) (see Materials and Methods).

The characteristics of nonlinear conductivity of all OTS thin-film materials studied are shown in Fig. 1B. All \(I-V\) curves exhibit a sudden jump in conductivity at a threshold value, \(V_{\text{th}}\), that strongly varies with composition. Below this threshold, the current is significantly limited. This subthreshold conduction in amorphous chalcogenide has been extensively described and attributed to the Poole–Frenkel electronic transport and to a thermally assisted hopping between localized gap or tail states \((\text{11–13})\), electronic transport and to a thermally assisted hopping between localized gap or tail states \((\text{11–13})\), which creates a strong electron delocalization upon high–electric field application. This approach also provides an insight into the nature of the OTS mechanism at the atomistic level. In contrast to all previous studies and analytical models that are based on phenomenological observations, a unified understanding of these properties from a microscopic point of view is proposed.

The latter has been previously attributed to the filling of localized (or traps) states in the forbidden gap of the amorphous semiconductor and energy gain of electrons \((\text{6–9})\) or to the formation of an unstable conductive filament within the amorphous material \((\text{10, 11})\) upon high–electric field application. \(V_{\text{th}}\) is material dependent \((\text{16–20, 23})\), and in the present case, the addition of Sb and, to a lesser extent, N is drastically reducing its value in OTS selector devices.

We emphasize that Fig. 1B data are obtained using quasi-static DC measurements, which inevitably produce an electrical stress on the selector materials that is not present in memory devices. This stress tends to lower \(V_{\text{th}}\) \((\text{24})\) but with an amplitude that depends on the nature of the OTS materials; therefore, we used a pulsed data mode that is more relevant for the actual device to obtain the \(V_{\text{th}}\) values plotted in Fig. 2.

Among all compounds measured here, GSSN exhibits outstanding OTS performances featuring all properties required for selector applications \((\text{16–18, 24})\) while being fully compatible with standard CMOS (complementary metal-oxide semiconductor) fabrication processes. Among these properties, the endurance of GSSN has been shown to be excellent, as the OTS behavior is maintained over at least up to \(10^9\) cycles \((\text{17, 18})\). To understand the impact of Sb and N incorporation onto the electrical behavior of GS-based OTS materials, we probed the electronic properties of the OTS thin films using spectroscopic ellipsometry.

The optical bandgap determination is challenging in this class of amorphous semiconductor materials because of the large band tails and numerous defect states that are present in the bandgap of the
Electronic density of states (DoS). We therefore used two different methods (see Materials and Methods) to determine the optical bandgap values $E_{g}^{\text{opt}}$ that we plot as a function of $V_{th}$ in Fig. 2. The small deviation of $V_{th}$ from the values visible in Fig. 1B data is, as expected, due to the use of a pulsed mode to determine $V_{th}$ values plotted with $E_{g}^{\text{opt}}$, mode that limits the electrical stress and therefore tend to increase $V_{th}$ (see Materials and Methods).

The correlation between $E_{g}^{\text{opt}}$ and $V_{th}$ is close to linearity, with a small deviation for GS [the obtained $E_{g}^{\text{opt}}$ value is in excellent agreement with those found for similar GeSe$_{1-x}$ glasses in (25)], which could be explained by the presence of a higher number of bandtail states and localized defect states, which are hardly evidenced by ellipsometry (see fig. S1). These electronic states are nevertheless influencing the electronic properties of the OTS material and thus possibly also their switching behavior. Sb and, to a lesser extent, N significantly reduce the bandgap of GS glass and thus $V_{th}$ of OTS devices. As a result, the co-doping of GS glass with both Sb and N elements further enhances the OTS performance, combining an intermediate bandgap, and thus moderates $V_{th}$ with low subthreshold currents ($I_{\text{OFF}}$), while preserving the thermal stability that is compatible with CMOS integration processes (16–18).

As we have shown in a preliminary study (16), Raman and Fourier transform (FT) infrared measurements indicate the clear impact of Sb and N dopants onto the structure of amorphous GS. We thus analyzed the local order in GS glasses upon Sb and N doping using XAS to understand the link between structural changes at the atomic level and OTS properties.

**Atomic structure of the amorphous materials**

Figure 3 shows the EXAFS (extended X-ray absorption fine structure) spectra acquired at Ge, Se, and Sb K edges for all compounds (see Materials and Methods) and their FTs. No peak is visible at low $R$ values (around 1.3 Å) in the FT spectra, where Ge—O bonds would contribute to the FT. Because Ge-based chalcogenide films are particularly prone to oxidation, these spectra confirm the absence of oxidation during and after the preparation process. This guarantees that measured quantities discussed hereafter are intrinsic to the films and not related to any oxidation. Qualitatively, in all samples, Ge—Se bonds are dominating the FTs at Ge and Se edges. Ge and Sb atoms are highly influenced by the N addition, with the appearance of bonds with N atoms at short $R$ values (centered at ~1.4 and ~1.6 Å in Ge and Sb FTs, respectively). On the contrary, Se exhibits a preferential link with Ge and Sb with no evidence of bond with N.

The quantitative analysis of the EXAFS data has been performed using a multishell model fitting procedure (see Materials and Methods for details). The experimental data could be modeled with up to three coordination shells (see fitting curves in fig. S2): Ge—Se, Ge—Sb, and Ge—N bonds at the germanium edge; Se—Ge and Se—Sb bonds at the selenium edge; and Sb—Sb, Sb—Se, and Sb—N bonds at the antimony edge. The results of the quantitative analysis at the three K edges are summarized in table S1.

The mean Ge-Se distances derived from the Ge-K edge ($R_{\text{Ge-Se}} = ~2.38$ Å) or from the Se-K edge ($R_{\text{Se-Se}} = ~2.38$ Å) are similar in all compounds, as they are (within SE) almost unaffected by Sb and N introduction (table S1). The atomic coordination numbers (CNs) are plotted in Fig. 4. In GS, the Ge-Se coordination number $N_{\text{Ge-Se}}$ is slightly lower than 4 (~3.8) and $N_{\text{Se-Ge}}$ is slightly higher than 2 (~2.3). The slight overcoordination of Se atoms is only resulting from the impossibility of XAS analysis to distinguish Se-Se from Se-Ge scattering paths, the electronic density of Ge and Se atoms being too close. As a result, the Se-Ge CNs also include the contribution of Se—Se bonds, as highlighted in Fig. 4 when comparing with the CNs found in AIMD models. These observations are in good agreement with previous reports on Ge$_{x}$Se$_{1-x}$ glasses, with $x < 33$ (26–31). The amorphous network of GS has been well described by tetrahedral Ge(Se1/2)4 units connected by an edge (edge sharing) or a corner (corner sharing) (26–31).

Despite the absence of variations in the length of Ge—Se bonds, the addition of N and Sb reduces the Ge-Se CN, keeping the overall Ge and Se coordination relatively constant, because of the appearance of Ge—N (seen at the Ge edge) and Sb—Se/Sb—Sb (seen at the Sb and Se edges) bonds. Ge—N bonds are found around 1.84 Å (table S1), which is in good agreement with values from the literature (32, 33).

Last, one of the most interesting features derived from these data is the appearance of wrong (Ge—Sb) and homopolar (Sb—Sb) bonds in case of Sb introduction, which is avoided when N is also introduced in the GS glass. A similar observation was made in a previous study of Sb-rich Ge-Sb-Se bulk glasses by neutron diffraction, x-ray diffraction, and XAS (34). This result is of major importance as we will discuss in the following.

**DISCUSSION**

At this point, one can wonder about the main parameters that could help tailor the CGs’ amorphous structure and composition to optimize their electronic and OTS performance. Because of its high stability against crystallization, one could think that GS would be the best OTS material, among Ge$_{x}$Se$_{1-x}$ glasses (16). However, this is not the case, as its $V_{th}$ is too high for memory crossbar applications and its cycling endurance is poor (16). The XAS analysis of the four prototypical GeSe-based glasses can give us an insight into the origin of OTS property improvement.

First, the introduction of Sb in the GeSe glass leads to the formation of Sb—Sb bonds. These induce electronic states that reduce the bandgap of the material as shown in Fig. 2, which is in good agreement
with previous studies (20, 35). The introduction of Sb has nevertheless two major drawbacks that limit its potential for applications.

Under thermal stress, Sb₂Se₃ and Se phases tend to easily segregate in the amorphous film and crystallize, resulting in a poor thermal stability of the material and failure of OTS devices (16). Second, Sb introduction in GS results in the formation of wrong (Ge—Sb) and homopolar (Sb—Sb) bonds. These bonds are known to significantly affect the electronic DoS of amorphous chalcogenide with introduction of bandtail and midgap states (18, 36—39). These defects states have been held responsible for an increase in the subthreshold current I_{OFF} due to an increase in the Poole and Poole-Frenkel transport (6, 7, 9). The increased density of electronic defect states and the reduction of the energy barriers for electrons promote hopping of the electronic carriers, therefore increasing the electrical conductivity of the OTS material. On the contrary, the introduction of N in GSS glass prevents these wrong and homopolar bonds due to the preferential formation of Ge—N and Sb—N bonds, as evidenced by XAS (Fig. 3 and table S1). This addition not only limits I_{OFF} but also improves

Fig. 3. Analysis of the local structure of GeSe-based OTS thin films by EXAFS at Ge, Sb, and Se K edges. (A) EXAFS (extended x-ray absorption fine structure) experimental spectra acquired at the Ge, Se, and Sb K edges of the four prototypical GeSe(Sb and N) OTS thin-film samples. (B) FTs of the experimental EXAFS spectra. The vertical dashed lines mark the position of the Ge—Se (Se—Ge), Sb—Se (Se—Sb), Ge—N, and Sb—N bonds (for fitting of experimental data, see Materials and Methods and fig. S2).

Fig. 4. Atomic CNs for GS, GSS, GSN, and GSSN OTS materials obtained from XAS experiment and calculated by AIMD simulations. The CNs were obtained from quantitative analysis of XAS experimental data in Fig. 3 (Ge, Sb, and Se atoms) and compared with those derived from simulation of GS and GSSN AIMD models (Ge, Sb, Se, and N atoms) in either the initial state (Sim.) or the excited state (Sim. Exc.). An excellent agreement is found between CNs of experiment (see also Materials and Methods, fig. S2, and table S1) and those from GS and GSSN AIMD models (see Materials and Methods, the "OTS model" section, and table S2). In the simulations, one notes that, upon excitation, the CNs of the Ge, Se, and Sb atoms in both GS and GSSN models (Sim. Exc.) increase slightly. The origin of such an effect is of utmost importance regarding the OTS mechanism (see text).
significantly the thermal stability against recrystallization due to an increased glass rigidity. It has been established that introducing light elements in amorphous chalcogenide enhances significantly their amorphous phase stability against crystallization (1, 40–44). In case of C and N, this effect has been attributed to an increased mechanical rigidity associated to changes in local atomic arrangement (41, 42, 44). The GSSN thus ideally combines a well-adapted $V_{th}$ and low leakage current (16), as well as a high stability and cycle endurance (17), while being fully compatible with current CMOS technological processes [back end of line (BEOL) compatibility] (18).

**OTS model**

To understand the relation between local atomic structure and the different performances of the glasses, we performed AIMD simulations.

---

**Fig. 5. Evolution of the amorphous structure and electronic DoS of GS and GSSN OTS materials before, during and after electronic excitation.**

PDF of (A) GS and (B) GSSN before, during, and after excitation, as well as electronic DoS and instantaneous snapshots of amorphous GS in the initial (C and D) and excited state (E and F). Partial contribution of the different bonds to the total PDF (purple lines) of (A) GS and (B) GSSN is shown. The continuous, bold, and dashed lines indicate the OTS materials in their pristine, excited, and recovered states, respectively. The excited and recovered states correspond to the OTS materials upon electronic excitation to mimic the effect of an electric field application and after stopping the electronic excitation and annealing of the ions at 300 K. (C and E) Electronic DoS of GS model in its initial state (C) and in the excited state (E). The initial semiconducting material (C) has a large bandgap (the Fermi level is indicated by the dashed line) with some localized defect states and bandtails, as evidenced by plotting the inverse participation ratio (IPR; shown by the red dots; IPR values are averaged over states within 0.25 eV of the reference value). In the metallic excited state (E), as the bandgap closes, the DoS increases strongly and the IPR values drop around the Fermi level. The delocalization of states indicated by this drop in the IPR value around $E_F$ is illustrated on the atomic snapshots displayed in (D) and (F), in which the electronic Kohn-Sham states at the Fermi level are plotted as blue isosurface curves (drawn at 15% of their maximal value). A strong localization of electrons is observed in the initial insulating state (D), in contrast to the generalized electronic delocalization visible in the excited state (F). The huge increase in conductivity upon electric field application observed at threshold switching in OTS materials can then be explained by the strong delocalization of the electronic states around $E_F$ wave functions.
For this purpose, we chose GS and N-doped GSS glasses as prototypical models, as these compositions yield very different threshold voltages for OTS. The simulations were performed with 240 atoms and atomic compositions $\text{Ge}_7\text{Se}_{168}$ and $\text{Ge}_{55}\text{Se}_{127}\text{Sb}_{46}\text{N}_{12}$ (see Materials and Methods for details and the two snapshots of the computed models shown in fig. S3). Before interpreting the AIMD results, we first validate the amorphous structures by confronting simulations with experimental data, such as the CNs and interatomic distances obtained from XAS. The analysis of the pair distribution function (PDF) of both systems is shown in Fig. 5 (A and B).

We note that there is an excellent agreement between the local environments around the different atomic species (Ge, Se, and Sb) in the simulated structures and those determined by fitting of the EXAFS spectra (see tables S1 and S2 and fig. S3). This conclusion is well supported when comparing experimental and simulated CNs for the GS and GSSN materials (Fig. 4). As usually observed though, the generalized gradient approximation (GGA) exchange functional tends to yield overestimated first neighbors’ distances; however, all trends are well reproduced. Now, to understand the uncommon conductivity behavior of these compounds, we simulated the impact of an electric field application using a forced occupation of the excited electronic states (see Materials and Methods).

Until now, various models have been proposed to explain the OTS mechanism. Using our method, we could observe a significant modification of the local order (Fig. 5, A and B) upon excitation and modification that does not involve any melting of the structure. The PDF, using the same degree of excitation, differs for the pristine glass in its excited state and after recovery when the amorphous structure has relaxed.

The main changes observed upon excitation, particularly for GSSN, are found for bonds involving the chalcogen element (Se) with an increase in the Ge-Se distance. One can wonder whether GSSN, are found for bonds involving the chalcogen element (Se) with an increase in the Ge-Se distance. One can wonder whether these changes in the amorphous structure are sufficient to produce a significant impact on the electronic properties of the OTS materials.

Therefore, we computed the electronic DoS of GS and GSSN models (see Fig. 5, C and E, for GS and Materials and Methods). As illustrated for GS (Fig. 5, D and F), states around $E_f$ delocalize upon excitation and cannot really be considered as defect states anymore. This is indicated by the strong lowering of the inverse participation ratio (IPR) values for states inside and around the electronic gap (see Materials and Methods). The detailed investigation shows that the main changes in GS are the creation of delocalized states along Se-Se bonds and in planar Ge-Se motifs (see fig. S4). The latter observation for our GS compound model is different from the bandtail model recently proposed in (45). In this model, Ge–Ge bond configurations were proposed to be at the origin of creation of conduction band tail states that lead to the nonlinear conduction of Ge-rich $\text{Ge}_x\text{Se}_{1-x}$ OTS materials. Actually, we found that the main effect of electronic excitation is to increase the degree of bond alignment (see Fig. 6). In GS, this is due to the opening of some angle within an initially tetrahedral coordination shell of Ge, whereas in GSSN the effect is stronger and is due to the quasi-alignment of two bonds, one of which involving a neighbor bound at an intermediate distance (2.8 to 3.1 Å) (Fig. 6A). A corresponding effect is found around Sb atoms in GSSN (Fig. 6B).

This bond alignment is expected to introduce more and more conductive channels at the Fermi level of the amorphous semiconductor. Initially, this bond alignment was invoked to explain the strong contrast between amorphous and crystalline phase-change materials phases (46, 47), and bonding was named “resonant bonding,” as in graphite. As shown for crystalline GeTe, the progressive alignment makes the material more and more conductive and translates into the appearance of anomalous effective charges and large atomic polarizabilities. Most recently, it was shown (21, 22) that such an alignment is responsible for a partial occupation of bonds and specific properties that differ from those of graphite, and the concerned materials have been qualified as “metavalent.” This bond alignment inside the amorphous structure is thus expected to introduce more and more conductive channels around the Fermi level. To establish a comparison with these observations made for crystals, we computed the Born effective charges $Z^*$ using density functional perturbation theory (see Materials and Methods) for the present glass models.

The results are shown in Fig. 6. Extremely large effective charges are created for Ge upon excitation, however, with a different origin in

**Fig. 6.** Evolution of bond alignment in GS and GSSN before and during excitation as well as the effect on bond polarization. Although the global topology of the network is conserved upon excitation, important changes can be observed on the proportion of quasi-aligned bonds (two bonds deviating by less than 20°), as plotted for (A) Ge and (B) Sb atoms. The x axis represents an order parameter (ratio of the fourth interatomic distance to the average of the first three), for which typical structures are shown as insets (for details, see Materials and Methods) (36). The color of the symbol is given by the magnitude of the maximum value of the Born effective charge, $Z^*$, eigenvalue, which is a measure of bond polarization (see color scale bars on the right of graphs). A large increase in $Z^*$ is observed upon excitation for atoms that tend to have two aligned bonds. Empty and plain symbols are used for the amorphous material before and during excitation, respectively. Circles and squares are used for GS and GSSN, respectively. Symbol size is proportional to the average number of data points. The $Z^*$ values for Se atoms are shown in fig. S5.
GS and GSSN. In GS, the effect is carried by tetrahedral units, whereas in GSSN it is carried more by distorted octahedral (36). This polarization increase is associated with the improved alignment of bonds at an intermediate distance. In GSSN, the same effect is evidenced for Sb upon excitation—the enhanced octahedral character of the atoms causing a further increase in $Z^*$ from the already large anomalous values observed in the initial glass.

The latter observation gives a clue on the origin of the OTS mechanism. It shows that carrier hopping induced by an electrical field application can induce a metastable structural change when the excitation level is sufficient to enable electrons to start populating the conduction states. The difference in the magnitude of this effect in between GS and GSSN systems is mostly related not only to their difference in bandgap (see Fig. 2 and fig. S1) and defect density, as highlighted in Figs. 1 and 2, but also to their ability to locally align bonds without requiring atomic diffusion.

It is noteworthy that after recovery, the amorphous structure is irreversibly modified in comparison with the initial pristine state. This is also very instructive regarding the forming step issue in OTS devices. It is usually observed in selector devices that, after the first OTS cycle, the electronic properties of the OTS evolve with, for instance, a decrease in $V_{th}$, requiring a so-called forming or firing step before OTS device operation (23, 24). The atomistic view of OTS given here by simulation shows that such an effect could be reasonably attributed to the result of a structural relaxation of the glass induced by the electronic excitation. This is very clear on the Ge-Se partial PDF (Fig. 5A). The initial state has a bimodal distribution with dominant contributions of comparable importance around 2.41 and 2.57 Å. The excited state is unimodal, and so is the recovered glass, in which part of the 2.57 Å neighbor subshell has merged into the 2.41 Å subshell. A detailed investigation of the structure shows that this change comes from transformation of some fourfold bonded Ge atoms, with neighbors forming 90° and 180° angles [similar to what is found in amorphous GeTe before aging (36)] into tetrahedrally bonded Ge. The energy of recovered amorphous models is lower than that of their pristine amorphous counterpart. Therefore, the energy given by excitation permits to overcome local energy barriers and the relaxation of the glass toward a more stable structure afterward, although the system never gets diffusive (liquid).

To summarize, AIMD simulation of excited GS-based OTS materials evidences a significant structural change of the amorphous structure, with a local ordering of Ge–Se and Sb–Se in the GSSN system) bonds as the starting mechanism for OTS switching. The present model allows some consensus between the previously invoked electronic and structural model mechanisms because we show that both aspects are involved in the OTS switching mechanism described here. Besides, it must be emphasized that the present model does not exclude any further thermal effect after this electronically induced structural change under high electric field. After switching the material into its highly conductive glassy state, it is reasonable to consider that under prolonged exposition to a high current flow, the material would finally melt around an initial conductive channel as it has been proposed in the literature (10, 11). Besides, this could also explain the huge hysteresis in the current-voltage characteristic observed in OTS materials when the applied voltage is decreased to recover the highly resistive amorphous phase. After OTS switching, the highly resistive state can be maintained at voltage under $V_{th}$ until the holding current density ($J_h$) is reached. When the current is reduced under $J_h$, the materials recover its highly resistive state, which could be ascribed to solidification of the liquid filament and recovery of amorphous state electronic properties.

CONCLUSION

In conclusion, despite a lack of understanding of its physical origin in the past 50 years since its discovery, the unique threshold-switching phenomenon observed in Se- and Te-based amorphous chalcogenides upon electrical field application has nevertheless led recently to a major technological breakthrough in the memories field. The latter enabled the advent of high-density 3D nonvolatile resistive memories because of the association of a PCM element and an OTS selector, both based on chalcogenide materials (4, 5, 13). In that context, we have shown that tailoring the amorphous structure of GS-based thin films by N and Sb incorporation produces highly performant OTS materials, as demonstrated in selector devices (16–18, 24).

Because of the investigation of amorphous structure of prototypical chalcogenide thin films coupled with analysis of their electronic properties and their OTS behavior upon electric field application, we made it possible to draw design rules to optimize further the OTS properties of amorphous chalcogenides. First, controlling the number of homopolar and wrong bonds is demonstrated to be a key parameter to control subthreshold leakage current, which is the main limitation toward an increase in crossbar array sizes in 3D memory devices, whereas controlling the bandgap of the material permits to adjust the value of the threshold voltage. Moreover, increasing the rigidity of the amorphous structure by introducing covalently bonded element such as N atoms improves the amorphous phase stability against crystallization and therefore the endurance of the OTS selector.

While subthreshold conduction mechanisms in CGs are now well understood with more and more accurate models to describe experimental observations, the underlying physical mechanism at play during the OTS is still highly debated. Using AIMD simulations validated by all the above experimental investigations, we have been able to relate the OTS mechanism to subtle structural rearrangements of the amorphous phase upon high electric field application. The simulated electronic excitation of the glasses results in structural reordering, with bond alignment and appearance of local structural motifs reminiscent of the MVB that has been recently described in crystalline chalcogenide phase-change materials (21, 22). The latter are therefore responsible for a huge change of electronic DOS accompanied by a huge increase in electronic conductivity of the materials.

In addition, the present OTS model tends to establish for the first time the common link between chalcogenide materials belonging to phase-change materials and those from the OTS family. In both systems, the MVB mechanism is at the origin of the unique properties that led to the recent breakthrough in nonvolatile memory field because of the coupling of a PCM-resistant cell and of an OTS selector. As evidenced here, the main difference between phase-change materials and OTS materials can be found in their ability to stabilize the MVB mechanism and in the energy barrier to crystallization.

Observing in situ the structural features of OTS switching remains a challenge. First, the limited volume of OTS material within the device requires the use of characterization techniques, which can probe areas as small as a few tens of square nanometers. Moreover, because of the use of high electrical fields, the OTS has to be triggered by electrical pulses of a few tens of nanoseconds, therefore limiting the in situ analysis to time-resolved experiments with nanosecond...
resolution. Nevertheless, the recent development of ultrahigh brilliance and time-resolved sources such as x-ray free electron lasers may give us the opportunity in the near future to measure the structural changes accompanying OTS by time-resolved nanoprobe. In a very recent study (48), a similar approach has been successfully used to evidence, for the first time, a liquid-liquid phase transition in phase-change materials by femtosecond diffraction.

The present experimental and simulation findings could be used to design chalcogenide materials with improved properties for applications exploiting their unique nonlinear behavior under an electric field. For instance, the unique nonlinear behavior under optical or electrical excitation could lead to the development of performant new neuromorphic devices to mimic signal processing of biological neurons beyond von Neumann computing schemes (49, 50).

**MATERIALS AND METHODS**

**Thin-film deposition and OTS devices**

The GeSe(Sb and N) thin films were deposited in an industrial magnetron sputtering cluster tool on 200-mm Si-based substrates. The introduction of Sb and N elements in Se-rich GeSe (GS) thin films has been achieved by reactive magnetron co-sputtering from Sb and GS targets under reactive Ar and N2 atmosphere. Film thicknesses, compositions, and deposition homogeneity over the 200-mm substrate were controlled by x-ray reflectivity and wavelength-dispersive x-ray fluorescence. In this work, four different prototypical compositions were selected to study the impact of the amorphous structure of CGs on the electrical behavior and performance in devices: GS, GSN, GSS, and GSSN. For XAS analysis, film thicknesses were fixed to 200 nm, and immediately after deposition, all films were capped in situ by a 10-nm-thick SiN layer to prevent oxidation. For electrical characterization of OTS devices were measured in DC mode (V–I) at the temperature of 300 K. The 240-atom amorphous models were obtained by performing simulated annealing (from 1000 to 300 K in 100 ps after the quench procedure to produce the amorphous structures, the density of which was adjusted during the quench to limit the residual stress. For quantitative analysis of the EXAFS, data were modeled using multishell models at the Ge, Se, and Sb K edges (for Ge, Se, and Sb K edges, respectively). An amplitude calibration factor (including the amplitude reduction factor $S_0^2$ plus possible systematic errors in the amplitude of the theoretical signal) derived from the spectra of different compounds (Ge bulk, GaAs, GaN, GeO2, and GeSb) was used to correct the apparent amplitude and resulted to be 1.1(1) for Ge, 0.9(1) for Se, and 0.65(5) for Sb. Self-absorption effects were taken into account using the Booth method as implemented in the Athena code (57), although they have a very moderate effect (<10%).

**Spectroscopic ellipsometry**

Ellipsometry measurements were performed on J.A. Woollam M-2000 equipment working in the 190- to 1790-nm range. Data were acquired at three incident angles (55°, 65°, and 75°). The collected data were analyzed and modeled using the WVASE software. Dielectric functions, optical constants (refractive index $n$ and extinction coefficient $k$), and absorption coefficient $\alpha$ as a function of the photon energy in the 0.73- to 6.5-eV range were extracted from modeling of spectroscopic ellipsometry data using a Cody-Lorentz (CL) model. Because of an improved account of the Urbach absorption, the CL model was shown to be more accurate to describe our materials than the commonly used Tauc-Lorentz model, even if the latter has been well adapted for amorphous semiconductors. The CL model permitted to get an excellent match with the CG optical behavior in transparency and interband absorption regions. It must be emphasized that the chalcogenide bandgap absorption region is complex to model mathematically, and combination of several models has been used in previous literature to obtain accurate fits in this spectral range (51–53). From the analysis of the absorption coefficient $\alpha$ as a function of the photon energy as well as the $E_0$ extracted from the CL fitting model, one can deduce an estimation of optical bandgap for our amorphous semiconductor thin films as a function of composition (see Fig. 2). We emphasized that the thus obtained bandgap values are in excellent agreement with previous literature on similar materials (54, 55).

**X-ray absorption spectroscopy**

XAS experiments on the 200-nm-thick GeSe(Sb and N) thin-film samples were performed on LISA-BM08 beamline at the European Synchrotron (ESRF) (56). XAS data at the Ge-K ($E = 11,103$ eV), Se-K ($E = 12,654$ eV), and Sb-K ($E = 30,490$ eV) edges were collected in the grazing incidence mode with an incidence angle of $4^\circ$ to increase the beam footprint and thus measurement sensitivity. The x-ray optics consisted of an LNT (Liquid Nitrogen Temperature)-cooled monochromator equipped with a pair of Si(111) crystals for energy selection, and vertical focusing was achieved using a pair of cylindrical Pd-coated mirrors with an incidence angle of $2$ mrad. Data collection was carried out with fluorescence mode using a 12-element energy-resolving high-purity Ge detector or a Si photodiode.

The FTs of EXAFS data were carried out in the interval $k = [3–16]$ Å$^{-1}$, and the fits were carried out in $R$ space on $k^2$-weighted spectra in the interval $R = [1–2.5]$, $[1–3]$, and $[1–2.8]$ Å for Ge, Se, and Sb K edges, respectively.

For quantitative analysis of the EXAFS, data were modeled using multishell models at the Ge, Se, and Sb K edges (for Ge, Se, and Sb K edges, the following paths were respectively used: Ge-Se/Ge/Sb/Ge-N, Se-Ge/Se/Sb/Se-N, and Sb-Sb/Sb-Ge/Sb-N). An amplitude calibration factor (including the amplitude reduction factor $S_0^2$ plus possible systematic errors in the amplitude of the theoretical signal) derived from the spectra of different compounds (Ge bulk, GaAs, GaN, GeO2, and GeSb) was used to correct the apparent amplitude and resulted to be 1.1(1) for Ge, 0.9(1) for Se, and 0.65(5) for Sb. Self-absorption effects were taken into account using the Booth method as implemented in the Athena code (57), although they have a very moderate effect (<10%).

**Ab initio simulations**

The ab initio simulations were performed using the Vienna Ab initio Software Package (58), using the GGA-PBE (Perdew-Burke-Ernzerhof) exchange functional (59), PAW (projector augmented wave) potentials (60, 61), and 520-eV plane wave cutoff. We adopted a melt-quench procedure to produce the amorphous structures, the density of which was adjusted during the quench to limit the residual stress. In each case, we produced five independent trajectories and averaged the results. The 240-atom amorphous models were obtained by performing simulated annealing (from 1000 to 300 K in 100 ps after
initial equilibration at 3000 K), with a time step of 1 fs for GSSN and 3 fs for GS and a Nose thermostat. The density was optimized at regular intervals during the quench to yield zero residual stress in the final amorphous structure.

The electronic DoS were computed using the HSE06 hybrid functional (62) to improve the determination of the gap, which is strongly underestimated with density functional theory (DFT)–PBE.

The structure of the glasses upon OTS switching was modeled by fixing the occupation of electronic states, forcing the initial excitation of valence electrons close to $E_G$ by 1 eV and keeping the occupation of the involved states fixed (we set the occupation to $\frac{1}{2}$, which ensures the self-consistent field convergence) after that, which allowed significant electron-phonon coupling. Our approach, though indirect, forces excitation from valence to excited states, somehow mimicking the increase in the Fermi energy with applied voltage at the electrodes. This method is different from that fixing a Fermi electron distribution with a high electronic temperature. In that case, the electron state occupation depends on energy (a gap could open, for instance), which is not the case in our simulations. The dynamics was performed during 30 ps in the excited states and another 30 ps after stopping the excitation to recover a low-energy amorphous structure.

The Born effective charges $Z^*$ were computed using density functional perturbation theory (63). The concept of effective charges is not relevant for metals, and it is thus not possible to compute those in the excited state during OTS. To overcome this, we instantaneous-froze the system in the excited state and initiated a short atomic relaxation, stopping as soon as the opening of a gap was observed (we chose a value of 0.1 eV as a criterion). This allowed us to compute $Z^*$ values and relate the eventual anomalies to structural features.

The IPR was computed for each electronic state by effectively measuring a number of atomic orbital projections, with normalization (we included s and p projections). A value of 1 would mean perfect localization, and a value of $1/N$ would mean perfect delocalization ($N$ is the total number of possible atomic orbital projections in the simulation box). The IPR values for deep valence states indicated that delocalized, bulk-like, states have IPR values equal to ~0.01.

The order parameter used to plot the fraction of aligned bond pairs and the Born effective charge $Z^*$ for Ge, Sb, and Se atoms is the ratio of the distance of an atom with the fourth closest atom and the average of the distances with the three other closest atoms. A value of 1 is, in the case of Ge, obtained for a perfect tetrahedron, whereas a larger value is indicative of a threefold bonded atom, and intermediate values can be associated to distorted octahedra (as shown in the schematic structural motifs). For instance, for Sb in GSSN, the average structure is a distorted octahedron so that a value of 1 corresponds to an octahedron with four short distances and two longer distances.

**SUPPLEMENTARY MATERIALS**

Supplementary material for this article is available at http://advances.sciencemag.org/cgi/content/full/6/9/eaay2830/DC1

Fig. S1. Ellipsometry data for the GS amorphous film and Tauc’s absorption plots of OTS thin films.

Fig. S2. EXAFS data and fitting curves for GS and GSSN thin film samples.

Fig. S3. Instantaneous snapshots of GS and GSSN amorphous models obtained from AIMD simulations.

Fig. S4. Instantaneous snapshots and selected details of the electronic density at the Fermi energy for amorphous GS and GSSN in their excited state.

Fig. S5. Evolution of the dynamical charge in initial state and upon excitation for Se in GS and GSSN.

Table S1. Quantitative results of the XAS data analysis at Ge, Se, and Sb K edges.

Table S2. Coordination numbers and interatomic distances for GS and GSSN AIMD models.
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