Appending Information Reconciliation for Quantum Key Distribution
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Information reconciliation (IR), which corrects the errors in the sifted keys, directly determines the secure key rate and the link distance of quantum key distribution (QKD) systems. In this article, we propose an appending information reconciliation (AIR) scheme based on polar codes, which achieves high efficiency and ultra-low failure probability simultaneously, by gradually disclosing the bit values of the polarized channels with high error probability. The experimental results show that the efficiency of the proposed AIR scheme is closer to the Shannon limit, compared with the state-of-the-art implemented polar codes-based IR schemes, with the overall failure probability around $10^{-8}$, especially when performed with smaller block sizes. Moreover, the efficiency of the proposed AIR scheme is 1.046, when the block size is 1 Gb and the quantum bit error rate of 0.02. Therefore, the proposed AIR scheme can further eradicate the performance gap between theory and implementation for QKD systems.

1 Introduction

Quantum key distribution (QKD), based on the laws of quantum physics, can distribute the information-theoretical-secure keys between Alice and Bob, even in the presence of an eavesdropper with unlimited computational power [8, 14]. Information reconciliation (IR) is a key post-processing procedure of practical QKD systems, which corrects the errors bits in sifted keys, caused by imperfect implementations and attacks [2].

In the IR procedure, the sifted keys ($K_A$ and $K_B$) are reconciled to the equal and weak secure keys $K_{IR}$, by exchanging the syndrome information via a classical public channel [9]. According to the way of syndrome information interaction, IR schemes can be divided into interactive IR schemes and one-way IR schemes [13, 22]. The interactive IR schemes (Cascade) can reach the efficiency of 1.03, however, the heavy latency of classical communication has to be suffered with around 14 interactive rounds [3, 4, 17, 20]. The one-way IR schemes are based on the forward error correction codes, such as low-density parity-check codes (LDPC) [5, 12, 18] and polar codes [1, 7, 20], etc, which significantly decrease the communication latency by exchanging only one syndrome. Especially, polar codes-based IR schemes, with the potential to approach the Shannon-limit efficiency, have been adapted into QKD systems to further improve the secure key rate [7].

The first polar codes-based IR scheme is implemented by P. Jouguet and S. Kunz-Jacques in 2014, which reached the efficiency of 1.12 with the failure probability $\varepsilon = 0.1$ and the block size of 16 Mb [7]. However, the application of polar codes-based IR schemes for QKD systems is limited by the high failure probability [10, 21]. In 2018, Yan et al. improved the polar codes-based IR scheme with the successive cancellation list decoding strategy, which decreased the $\varepsilon$ to $10^{-3}$ with the block size of 1 Mb [21]. On the other hand, in 2021, Tang et al. proposed the Shannon-Limit approached polar codes-based
scheme by introducing an acknowledgment reconciliation phase, which decreased the $\varepsilon$ to $10^{-8}$ and the efficiency is improved to 1.091 with the IR block size of 128Mb [16]. However, the success of Tang’s acknowledgment reconciliation procedure was guaranteed by the LDPC codes, which can not take full advantage of the information laid in the polarized channels.

In this article, we propose a novel appending IR (AIR) scheme based on the polar codes, which achieves high efficiency and ultra-low failure probability simultaneously, by gradually disclosing the bit values of the polarized channels with high error probability. First of all, for given quantum bit error rates and the target $\varepsilon$, the frozen vectors can be optimized and pre-shared between Alice and Bob. Then, the certain bit values of the polarized channels, which are suffering high error probability, will be combined as the syndrome by Alice and transmitted to Bob. Afterwards, Bob decides to request for appending more syndrome information from Alice, or to abort the IR procedure once comes up to the maximum interactive rounds, by comparing the cyclic redundancy check values between the decoded and Alice’s encoded codewords.

The experimental results show that the efficiency of the proposed AIR scheme is further closer to the Shannon limit, compared with the state-of-the-art implemented polar codes-based IR schemes, with the overall failure probability around $10^{-8}$, especially when performed with smaller block sizes. Moreover, the efficiency of the proposed AIR scheme is 1.046, when the block size is 1 Gb and the quantum bit error rate of 0.02. Thus, our proposed AIR scheme can further eradicate the performance gap between theory and implementation for QKD systems.

The performance of IR schemes for QKD systems is mainly evaluated by the efficiency $f$ and the failure probability $\varepsilon$.

Assume the amount of the leaked key information to eavesdroppers is $m$, the efficiency $f$ is defined as

$$f(E_\mu) = \frac{m}{nH_2(E_\mu)},$$

(1)

where $E_\mu$ is the quantum bit error rate (QBER) and $H_2(x)$ is the binary Shannon entropy, which can calculated as

$$H_2(x) = -x \log_2(x) - (1-x) \log_2(1-x).$$

(2)

After the IR procedure, there is a small failure probability that $K_A^{IR} \neq K_B^{IR}$

$$\Pr(K_A^{IR} \neq K_B^{IR}) \leq \varepsilon.$$  

(3)

### 2.2 Polar Codes-based IR Scheme

In 2009, E. Arikan proposed the polar codes, which could achieve the symmetric capacity of any given binary-input discrete memoryless channel (BDMC) by polarizing the channels [1]. P. Jouguet and K.-J. Sébastien first performed polar codes-based IR scheme for QKD systems in 2014 [7].

In polar codes, individual $n$ copies of BDMCs are polarized to the $q$ noisy channels (frozen bits) and $n-q$ error-free channels (information bits). The locations of the frozen bits, defined as the frozen vector $V$, can be determined by selecting the $q$ channels with the high maximum likelihood decoding error probability [15].

Firstly, Alice encodes the sifted key $K_s^A$ into the codeword $U$ by

$$U = K_s^A G^n = K_s^A F^{\otimes \log_2 n} B_n,$$

(4)

where $G^n$ is the polar transform matrix, $F = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix}$ and $B_n$ is the permutation matrix for bit-reversal operation [1].

Then, the syndrome $S$ is combined with the frozen bits of the codeword $U$, indicated by $V$.

Afterwards, Bob corrects the errors in $K_s^B$ with $S$. This procedure is also called decoding. The first proposed decoder of polar codes, named successive cancellation (SC) decoder, recursively calculates the likelihood probability of information bits and makes a hard decision for the outputs [1].
However, SC decoding is a greedy tree search algorithm which can only achieve a local optimum, resulting in high failure probability. Afterwards, the successive cancellation list (SCL) highly improves the performance of polar codes, by decoding \( L \) temporal vectors and selecting the one with the highest maximum likelihood decoding probability as the decoded vector.

Furthermore, the upper bound of the decoding failure probability could be estimated by [15]

\[
\varepsilon \leq \sum_{i \in V} P^i_e
\]

where \( P^i_e \) is the error probability under maximum-likelihood decision of the \( i \)-th information bit, \( i \in \{0, 1, \cdots, n - 1\} \).

3 The Proposed Appending Information Reconciliation Scheme

In this article, we propose an appending IR (AIR) scheme based on polar codes, and the schematic diagram is shown in FIG. 1. First of all, the frozen vector library for given different \( n \) and \( E_\mu \) should be pre-shared between Alice and Bob. The optimization of frozen vectors for given overall failure probability \( \varepsilon \) is detailed described in section 3.4.

The implementation of the proposed AIR scheme mainly includes two phases: initialization phase and appending reconciliation phase. In the initialization phase, Alice encodes the sifted key \( K^A_s \) into the codeword \( U \) and calculates the CRC tag \( T \) of \( U \). Afterwards, the CRC tag \( T \) is transmitted to Bob. For each round \( i \) of the appending reconciliation phase, Alice and Bob perform the following steps, where \( R_m \) is the maximum interactive round number.

3.1 Initialization

Alice encodes the sifted key \( K^A_s \) into the codeword \( U \) by Eq. (4). Then, for given tag length \( d \), the CRC tag \( T \) of \( U \) is calculated and transmitted to Bob via the classical channel.

3.2 Appending reconciliation

For each round \( i \), \( 1 \leq i \leq R_m \), of the appending reconciliation phase, Alice and Bob perform the following steps, where \( R_m \) is the maximum interactive round number.

Step 1, Alice appends the syndrome \( S_i \) by picking up the bit values from \( U \) with the op-
timized frozen vector $V_i$, described as $S_i = \text{Index\_select}(U, V_i)$.

Step 2, Alice sends $S_i$ to Bob via the classical channel.

Step 3, Bob updates the integrated syndrome string $S_D$, by replacing the bit values, indicated by the frozen vector $V_i$, with the corresponding value of $S_i$. This step is described as $S_D = \text{Insert}(S_D, S_i, V_i)$. Here $S_D$ is an $n$-length vector, where the elements representing frozen bits are set to “0” or “1” and the rest are set to “−1”.

$S_D$ is initialized to $\{-1\}^n$.

Step 4, Bob decodes $K^B_s$ into $U'$ with $S_D$, and calculates the flag value by $\sigma = (\text{CRC}(U') \oplus T)?0:1$, where $\sigma = 1$ when the CRC tag of the decoded vector $U'$ is equal to $T$, otherwise $\sigma = 0$. The decoding procedure of $K^B_s$ can be described as $U' = \text{Decode}(K^B_s, S_D)$. In this article, we work with the SCL decoder.

Step 5, Bob returns the flag value $\sigma$ to Alice.

Step 6, If $\sigma = 1$, the IR procedure will end by outputting the reconciled keys, where $K^A_{IR} = U$ and $K^B_{IR} = U'$. If $\sigma = 0$ and $i = R_m$, the IR procedure is failed. Otherwise, Alice and Bob start the next appending reconciliation round and back to Step 1.

### 3.3 Performance Analysis of the AIR Scheme

Assume that $\varepsilon_i$ is the decoding failure probability of the SC or SCL decoder with the $S^i_D$, which is the syndrome string $S_D$ used in the $i$-th round.

The decoding success probability in the $i$-th round, which means the decoding procedure fails with the $S^{i+1}_D$ and succeeds with the $S^i_D$, can be calculated as

$$\Pr[(U' = U|S^i_D) \cap (U' \neq U|S^{i+1}_D)] = \varepsilon_{i-1} - \varepsilon_i,$$

where $S^i_D$ is appended more frozen bits to $S^{i+1}_D$, and $1 \leq i \leq R_m$ and $\varepsilon_0 = 1$. The detailed analysis is given in Appendix B.1.

For the codeword $U$ and the decoded codeword $U'$, the CRC failure probability in our proposed AIR scheme can be defined as

$$\varepsilon_{\text{CRC}} = \Pr \left[ \text{CRC}(U') = \text{CRC}(U) | U' \neq U \right] \leq \frac{L}{2^d},$$

where $L$ is the list size of SCL decoder and $d$ is the length of the CRC tag. For the SC decoder, $L = 1$.

#### 3.3.1 The overall failure probability

Assume that the AIR scheme ends in the $i$-th round, the overall failure probability of the AIR scheme can be analyzed in two cases.

**Case I.** $\text{CRC}(U') = T$ but $U' \neq U$ and $i \leq R_m$, which means the IR procedure fails the CRC check in the previous $(i-1)$ rounds and succeeds in the $i$-th round, but the decoding procedure fails. The failure probability $\varepsilon_1$ of this case is calculated as

$$\varepsilon_1 = \varepsilon_{\text{CRC}} \sum_{i=1}^{R_m} \varepsilon_i (1 - \varepsilon_{\text{CRC}})^{i-1}. \quad (8)$$

**Case II.** $\text{CRC}(U') \neq T$ and $i = R_m$, which means the IR procedure fails the CRC check in the previous $(i-1)$ rounds and aborts in the maximum round $R_m$. In this case, the failure probability $\varepsilon_\Pi$ can be calculated as

$$\varepsilon_\Pi = \varepsilon_i (1 - \varepsilon_{\text{CRC}})^i. \quad (9)$$

The detailed calculation of Eq. (8) and Eq. (9) can be found in Appendix B.2.

Therefore, the overall failure probability of the AIR scheme can be calculated as

$$\varepsilon = \varepsilon_1 + \varepsilon_\Pi$$

$$= \varepsilon_{\text{CRC}} \sum_{i=1}^{R_m} \varepsilon_i (1 - \varepsilon_{\text{CRC}})^{i-1} + \varepsilon_R (1 - \varepsilon_{\text{CRC}})^{R_m},$$

$$< R_m \varepsilon_{\text{CRC}} + \varepsilon_R. \quad (10)$$

When the length of the CRC tag $d$ is large enough, $R_m \varepsilon_{\text{CRC}} \ll R_m$, which will result in $\varepsilon < \varepsilon_R$.

#### 3.3.2 The average execution rounds

Assume that the AIR scheme is stopped in $i$-th round with probability of $P^i_s$, where $1 \leq i \leq R_m$. Then, $P^i_s$ can be analyzed in two cases.

**Case I.** $i < R_m$, which means the IR procedure fails the CRC check in the previous $(i-1)$ rounds and succeeds in the $i$-th round. The $P^i_s$ can be calculated as

$$P^i_s = \varepsilon_{i-1}(1 - \varepsilon_{\text{CRC}})^{i-1} - \varepsilon_i(1 - \varepsilon_{\text{CRC}})^i. \quad (11)$$

**Case II.** $i = R_m$, which means the IR procedure is stopped in the the $R_m$-th round, the $P^i_s$ can be calculated as

$$P^i_s = \varepsilon_{i-1}(1 - \varepsilon_{\text{CRC}})^{i-1}. \quad (12)$$
The detailed analysis of Eq. (11) and Eq.(12) is shown in Appendix B.3.

Therefore, the average execution round number can be calculated as

\[
\overline{R} = \sum_{i=1}^{R_m} iP_s^i \\
= \sum_{i=1}^{R_m} i[\varepsilon_{i-1}(1 - \varepsilon_{CRC})^{i-1}] \\
- \sum_{i=1}^{R_m-1} i[\varepsilon_i(1 - \varepsilon_{CRC})^i].
\] (13)

3.3.3 The reconciliation efficiency

The average leakage information \( m_i \) in \( i \)-th round could be calculated as

\[
m_i = q_i P_s^i,
\] (14)

where \( q_i \) is the size of frozen vector used in \( i \)-th round.

According to the Eq. (1), the efficiency of the AIR scheme can be expressed as

\[
f = \frac{d + \sum_{i=1}^{R_m} m_i}{nH_2(E_\mu)} \\
= \frac{d + \sum_{i=1}^{R_m} q_i \varepsilon_{i-1}(1 - \varepsilon_{CRC})^{i-1}}{nH_2(E_\mu)} \\
- \sum_{i=1}^{R_m-1} q_i \varepsilon_i(1 - \varepsilon_{CRC})^i.
\] (15)

3.4 Optimization of frozen vectors

Given the block size \( n \) and the QBER \( E_\mu \), the upper bound of error probability \( P_s^i \) in \( i \)-th polarized channel can be calculated by the degrading and upgrading quantizations [15].

According to Eq. (5), the decoding failure probability will be decreased with the larger size of the frozen bits. Thus, given the maximum interactive round number \( R_m \), the frozen vector used in each round can be optimized.

We show the estimated and the measured decoding failure probability with given frozen vector according to Eq. (5) in FIG. 2, where the block size is 1 Mbit, \( E_\mu = 0.02 \), \( L = 16 \). The length of frozen vector is varying from \( 1.60 \times 10^5 \) to \( 1.95 \times 10^5 \), with step size \( \beta = 300 \). The measured decoding failure probability is rapidly decreased to \( 10^{-3} \), while the estimated \( \varepsilon = 1.0 \).

Figure 2: The estimated and measured decoding failure probability with different length of frozen vectors. The block size is 1 Mbit, \( E_\mu = 0.02 \), the length of frozen vector is varying from \( 1.60 \times 10^5 \) to \( 1.95 \times 10^5 \), with step size \( \beta = 300 \). The list size of SCL decoder \( L \) is set as 16.

Definition 1 \((P_e,W) = \text{Descend}(P_e)\) is defined as sorting the error probability vector \( P_e \) in descending order and recording the corresponding locations into the vector \( W \).

Definition 2 Assume that \( B = \{(q,\varepsilon)|q \in \mathbb{N}, \varepsilon \in [0,1]\} \) where \( q \) is the frozen vector size and \( \varepsilon \) is the corresponding decoding failure probability. \( B = \mathcal{M}(\mathcal{B},\delta) \) represents that \( B \subseteq \mathcal{B} \) and \( B = \{(q_i,\varepsilon_i)|(q_i,\varepsilon_i) \in \mathcal{B}, q_1 < q_2 < \cdots < q_3, \delta \leq |\mathcal{B}|\} \).

Definition 3 \((K_s^A,K_s^B) = \text{Rand}(n,E_\mu)\) is defined as randomly generating key string \( K_s^A \) and \( K_s^B \) with length of \( n \) and QBER of \( E_\mu \).

Definition 4 \( B_{\text{opt}} = \text{Opti\_Effi}(\mathcal{B},R_m,q,\varepsilon_{R_m}) \) is defined as finding out the optimal \( B \), \( B = \mathcal{M}(\mathcal{B},R_m-1) \cup (q,\varepsilon_{R_m}) \), which resulting the efficiency \( f \) closest to the Shannon-limit with Eq. (15).

The detailed description of the optimized procedure of frozen vectors is shown in Algorithm 1.

4 Results

We have implemented the proposed AIR scheme with the detailed parameters shown in Table 1.
Algorithm 1: Optimized Frozen Vectors Procedure

Input: \( n, E_\mu, R_m, \varepsilon_R_m, P_e, \beta \) and the round number \( t \) for measuring the decoding failure probability

Output: the frozen vectors \( V_1, V_2, \ldots \) and \( V_{R_m} \)

1. \( (P_e, W) = \text{Descend}(P_e), p = 1, B = \emptyset, \alpha = \lceil nH_2(E_\mu) \rceil \);
2. while \( p \neq 0 \) do
   3. \( B \leftarrow B \cup (\alpha, p), \alpha \leftarrow \alpha + \beta, S_D = \{-1\}^n, e_{\text{cnt}} = 0; \)
   4. for \( i = 1 \) to \( t \) do
      5. \( (K^A_s, K^B_s) = \text{Rand}(n, E_\mu), U = K^A_s G^m; \)
      6. \( S = \text{Index\_select}(U, W[0 : \alpha]), S_D = \text{Insert}(S_D, S, W[0 : \alpha]); \)
      7. if \( \text{Decode}(K^B_s, S_D) \neq U \) then \( e_{\text{cnt}} \leftarrow e_{\text{cnt}} + 1; \)
   8. end
   9. \( p = e_{\text{cnt}} / t; \)
10. end
11. \( q = n - \max\{i | \sum_{j=0}^{i} P_e[n - j] \leq \varepsilon_R_m, i \in (0, n - \alpha)\}, B_{\text{opt}} = \text{Opti\_Effi}(B, R_m, q, \varepsilon_R_m); \)
12. \( V_1 = W[0 : q_1], V_i = W[q_{i-1}, q_i], \) where \((q_i, \varepsilon_i) \in B_{\text{opt}} \) and \( 2 \leq i \leq R_m; \)

Table 1: The parameters for the proposed AIR scheme.

| \( n \) | \( 2^{16} \sim 2^{30} \) |
| \( E_\mu \) | \( 0.01 \sim 0.12 \) |
| \( R_m \) | \( 2 \sim 6 \) |
| \( \varepsilon_R_m \) | \( 10^{-8} \) |
| \( d \) | \( 64 \) |
| Decoder | SCL |
| \( L \) | \( 16 \) |
| \( V \) | Optimized with Algorithm 1 |

4.1 Efficiency with different maximum rounds

For the certain block size \( n \) and the QBER \( E_\mu \), the efficiency of the AIR scheme is varying a lot when given different \( R_m \), as shown in FIG. 3, where \( n=1 \text{ Mb} \) \( E_\mu = 0.02 \) and \( R_m = 2, 3, \ldots, 6 \).

The appended length of frozen vector in each round will be decreased with larger \( R_m \), which results in leaking less extra key information to eavesdroppers when correcting errors in the sifted keys. As shown in FIG. 3, the efficiency of the proposed AIR scheme is improved significantly when \( R_m \) is increased from 2 to 4. When \( R_m > 4 \), although the efficiency can further slightly approach the Shannon limit, heavy communication latency would be caused by amounts of interactive rounds.

4.2 Average execution round number

Given the parameters in Table 1, the average execution round number \( \bar{R} \) can be estimated by Eq. (13). Here, the estimated \( \bar{R} \) is shown in FIG. 4 with \( n=1 \text{ Mb}, R_m = 2, 3, \ldots, 6 \) and \( E_\mu \) is varying from 0.01 to 0.12. The average execution round number is less than 2 when \( R_m \leq 4 \). Thus, we suggest that \( R_m \leq 4 \) when implementing the proposed AIR scheme, to achieve high efficiency and less communication latency simultaneously. More detailed analysis results about \( \bar{R} \) can be found in Appendix A.
Figure 4: The average execution round number of the AIR scheme with \( n = 1 \text{Mb} \), \( R_m = 2, 3, \ldots, 6 \) and \( E_\mu \) is varying from 0.01 to 0.12.

4.3 Comparison with the previous schemes

The efficiency of the proposed AIR scheme, compared with the previous implemented polar codes-based IR schemes [7, 10, 16, 21], are shown in FIG. 5, where \( n \) is varying from \( 2^{16} \) to \( 2^{30} \), \( R_m = 4 \) and \( E_\mu = 0.02, 0.04, 0.06 \). Meanwhile, the failure probability of the proposed AIR scheme is around \( 10^{-8} \) while the majority of the previous schemes stay at the level of \( 10^{-3} \).

As shown in FIG. 5, the efficiency of our proposed AIR scheme is further closer to the Shannon limit than the state-of-the-art scheme (SLA), especially when performed with smaller block sizes [16]. The efficiency, achieved by the AIR scheme with \( n = 256 \text{Kb} \), is comparable to the efficiency of the previous SLA scheme, which has to be performed with 4 times larger block size. Moreover, the efficiency of the proposed AIR scheme reaches 1.046, when the block size is 1 Gb and the quantum bit error rate of 0.02. More detailed efficiency analysis results are shown in Appendix A.

4.4 Secure key rate estimation with the AIR scheme

The secure key rates of the practical QKD systems can be improved with higher information reconciliation efficiency. We estimate the secure key rate of QKD system performed with the AIR scheme with the continuous-wave (CW) BBM92 protocol [11]. The estimation parameters are given in Table 2.

For the estimation, the efficiency of the AIR
scheme is set to 1.046 and the commonly used value for previously practical systems is 1.2 [19, 23]. As shown in FIG. 6, the secure key rate of QKD systems performed with the AIR scheme can be increased at least 30% than the previous QKD systems with $f = 1.2$, which further eradicates the performance gap between theory and implementation for QKD systems.

5 Conclusion

In this article, we propose an appending information reconciliation (AIR) scheme for quantum key distribution (QKD) system, which mainly includes initialization phase and appending reconciliation phase. In the initialization phase, Alice constructs the codeword and sends the cyclic redundancy check (CRC) tag of the codeword to Bob. In the appending reconciliation phase, according to the optimized and pre-shared frozen vectors, Alice appends the syndrome information, which is combined with the bit values indicated by the frozen vectors, to Bob until the CRC values of the codewords from Alice and Bob are equal, or the interactive rounds reach the maximum round number.

The experimental results show that compared with the previous polar codes-based IR schemes, the proposed AIR scheme reaches high efficiency and ultra-low failure probability simultaneously with the same block size and QBER. When the efficiency of the AIR scheme is comparable to the efficiency of the state-of-the-art scheme, the AIR scheme only needs to be performed with 4 times smaller block size. Therefore, our AIR scheme is more executable in the practical QKD system with the finite block size. In particular, the AIR scheme can achieve the efficiency of 1.046, when the block size is 1 Gb and quantum bit error rate of 0.02, which is closer to the Shannon limit.
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A The detailed estimation results

We test the block size ranging from $2^{16}$ to $2^{27}$, with the SCL decoder and QBER ranging from 0.01 to 0.12 with an interval of 0.01, while the length of CRC is set as 64, the list size of the SCL decoder is set as 16, the decoding failure probability in the $R_m$-th round $\varepsilon_{R_m}$ is $10^{-8}$ and the maximum round number $R_m$ is 4. The average execution rounds shows in Table. 3 and the reconciliation efficiencies show in Table. 4.

Table 3: The average execution rounds of AIR scheme.

| n  | 0.01 | 0.02 | 0.03 | 0.04 | 0.05 | 0.06 | 0.07 | 0.08 | 0.09 | 0.10 | 0.11 | 0.12 |
|----|------|------|------|------|------|------|------|------|------|------|------|------|
| $2^{16}$ | 1.635 | 1.677 | 1.639 | 1.612 | 1.758 | 1.643 | 1.650 | 1.651 | 1.647 | 1.693 | 1.772 | 1.775 |
| $2^{17}$ | 1.720 | 1.613 | 1.600 | 1.493 | 1.735 | 1.550 | 1.618 | 1.808 | 1.468 | 1.760 | 1.685 | 1.500 |
| $2^{18}$ | 1.720 | 1.811 | 1.658 | 1.623 | 1.654 | 1.536 | 1.673 | 1.593 | 1.597 | 1.865 | 1.665 | 1.600 |
| $2^{19}$ | 1.818 | 1.644 | 1.653 | 1.393 | 1.458 | 1.639 | 1.666 | 1.634 | 1.639 | 1.573 | 1.510 | 1.868 |
| $2^{20}$ | 1.632 | 1.637 | 1.633 | 1.518 | 1.652 | 1.774 | 1.440 | 1.576 | 1.732 | 1.434 | 1.639 | 1.607 |
| $2^{21}$ | 1.761 | 1.509 | 1.549 | 1.551 | 1.686 | 1.435 | 1.615 | 1.532 | 1.668 | 1.668 | 1.702 | 1.453 |
| $2^{22}$ | 1.657 | 1.640 | 1.544 | 1.784 | 1.597 | 1.581 | 1.624 | 1.634 | 1.579 | 1.589 | 1.475 | 1.492 |
| $2^{23}$ | 1.811 | 1.372 | 1.676 | 1.542 | 1.650 | 1.702 | 1.596 | 1.546 | 1.695 | 1.669 | 1.732 | 1.435 |
| $2^{24}$ | 1.515 | 1.363 | 1.547 | 1.594 | 1.770 | 1.680 | 1.494 | 1.815 | 1.499 | 1.708 | 1.637 | 1.357 |
| $2^{27}$ | 1.660 | 1.380 | 1.550 | 1.690 | 1.470 | 1.300 | 1.700 | 1.650 | 1.890 | 1.630 | 1.790 | 1.920 |

Table 4: The reconciliation efficiency of AIR scheme.

| n  | 0.01 | 0.02 | 0.03 | 0.04 | 0.05 | 0.06 | 0.07 | 0.08 | 0.09 | 0.10 | 0.11 | 0.12 |
|----|------|------|------|------|------|------|------|------|------|------|------|------|
| $2^{16}$ | 1.241 | 1.190 | 1.171 | 1.147 | 1.142 | 1.122 | 1.114 | 1.114 | 1.097 | 1.105 | 1.089 | 1.079 |
| $2^{17}$ | 1.206 | 1.168 | 1.147 | 1.130 | 1.118 | 1.109 | 1.099 | 1.092 | 1.087 | 1.082 | 1.075 | 1.072 |
| $2^{18}$ | 1.189 | 1.158 | 1.132 | 1.119 | 1.107 | 1.098 | 1.091 | 1.085 | 1.079 | 1.074 | 1.070 | 1.065 |
| $2^{19}$ | 1.167 | 1.134 | 1.117 | 1.107 | 1.095 | 1.088 | 1.082 | 1.076 | 1.071 | 1.067 | 1.062 | 1.059 |
| $2^{20}$ | 1.147 | 1.120 | 1.105 | 1.094 | 1.085 | 1.079 | 1.073 | 1.068 | 1.064 | 1.060 | 1.056 | 1.053 |
| $2^{21}$ | 1.133 | 1.114 | 1.094 | 1.083 | 1.078 | 1.071 | 1.066 | 1.062 | 1.059 | 1.054 | 1.051 | 1.048 |
| $2^{22}$ | 1.117 | 1.094 | 1.083 | 1.078 | 1.070 | 1.064 | 1.060 | 1.059 | 1.053 | 1.051 | 1.047 | 1.044 |
| $2^{23}$ | 1.105 | 1.081 | 1.074 | 1.067 | 1.064 | 1.058 | 1.054 | 1.051 | 1.048 | 1.045 | 1.043 | 1.040 |
| $2^{24}$ | 1.090 | 1.075 | 1.067 | 1.061 | 1.056 | 1.052 | 1.049 | 1.049 | 1.044 | 1.041 | 1.039 | 1.037 |
| $2^{27}$ | 1.070 | 1.056 | 1.051 | 1.047 | 1.045 | 1.040 | 1.039 | 1.037 | 1.036 | 1.034 | 1.033 | 1.031 |
B Detailed analysis of probabilities

B.1 The decoding success probability

The decoding success probability in the $i$-th round, which means the decoding procedure fails with the $S_D^{i-1}$ and succeeds with the $S_D^i$, can be calculated as

\[
\Pr[(U' = U|S_D^i) \cap (U' \neq U|S_D^{i-1})] = \Pr[(U' = U|S_D^i) \cap ((U'|S_D^{i-1}) - (U' = U|S_D^{i-1}))]
\]
\[
= \Pr[(U' = U|S_D^i) - (U' = U|S_D^{i-1})]
\]
\[
= \Pr(U' = U|S_D^i) - \Pr(U' = U|S_D^{i-1})
\]
\[
= (1 - \varepsilon_i) - (1 - \varepsilon_{i-1})
\]
\[
= \varepsilon_{i-1} - \varepsilon_i
\]

$$\text{(16)}$$

B.2 The overall failure probability

Case I. CRC$(U') = T$ but $U' \neq U$ and $i \leq R_m$, which means the IR procedure fails the CRC check in the previous $(i - 1)$ rounds and succeeds in the $i$-th round, but the decoding procedure fails. The failure probability $\varepsilon_1$ of this case is calculated as

\[
\varepsilon_1 = \sum_{i=1}^{R_m} \Pr \{ [\text{CRC}(U') \neq T] (U' \neq U, (1, 2, \ldots, i - 1))] \cap [\text{CRC}(U') = T](U' \neq U, i)\}
\]
\[
= \sum_{i=1}^{R_m} \Pr [\text{CRC}(U') \neq T](1, 2, \ldots, i - 1) \cdot \Pr [\text{CRC}(U') = T](U' \neq U, i)
\]
\[
= \sum_{i=1}^{R_m} (1 - \varepsilon_{\text{CRC}})^{i-1} \cdot \varepsilon_i \varepsilon_{\text{CRC}}
\]
\[
= \varepsilon_{\text{CRC}} \sum_{i=1}^{R_m} \varepsilon_i (1 - \varepsilon_{\text{CRC}})^{i-1}
\]

$$\text{(17)}$$

Case II. CRC$(U') \neq T$ and $i = R_m$, which means the IR procedure fails the CRC check in the previous $(i - 1)$ rounds and aborts in the maximum round $R_m$. In this case, the failure probability $\varepsilon_{\Pi}$ can be calculated as

\[
\varepsilon_{\Pi} = \Pr \{ [\text{CRC}(U') \neq T] (U' \neq U, (1, 2, \ldots, i - 1))] \cap [\text{CRC}(U') \neq T](U' \neq U, i)\}
\]
\[
= \Pr [\text{CRC}(U') \neq T](1, 2, \ldots, i - 1) \cdot \Pr [\text{CRC}(U') \neq T](U' \neq U, i)
\]
\[
= (1 - \varepsilon_{\text{CRC}})^{i-1} \cdot \varepsilon_i (1 - \varepsilon_{\text{CRC}})
\]
\[
= \varepsilon_i (1 - \varepsilon_{\text{CRC}})^i
\]

$$\text{(18)}$$
B.3 The probability which the IR procedure stops in each round

Case I. $i < R_m$, which means the IR procedure is failed the CRC check in the previous $(i - 1)$ rounds and succeeds in the $i$-th round. The $P_s^i$ can be calculated as

$$
\begin{align*}
P_s^i &= \Pr \{ [\text{CRC}(U') \neq T] (U' \neq U, (1, 2, \cdots, i - 1)) \cap [U' = U, i] \\
&\quad + \Pr \{ [\text{CRC}(U') \neq T] (U' \neq U, (1, 2, \cdots, i - 1)) \cap [\text{CRC}(U') = \text{CRC}(U) (U' \neq U, i)] \}
\end{align*}
$$

$$
\begin{align*}
&= \Pr [\text{CRC}(U') \neq T] (1, 2, \cdots, i - 1) \cdot \Pr [U' = U, i] \\
&\quad + \Pr [\text{CRC}(U') \neq T] (1, 2, \cdots, i - 1) \cdot \Pr [\text{CRC}(U') = \text{CRC}(U) (U' \neq U, i)] \\
&\quad = (1 - \varepsilon_{\text{CRC}})^{i-1} \cdot [(\varepsilon_{i-1} - \varepsilon_i)] \\
&\quad + (1 - \varepsilon_{\text{CRC}})^{i-1} \cdot \varepsilon_i \varepsilon_{\text{CRC}} \\
&\quad = \varepsilon_{i-1} (1 - \varepsilon_{\text{CRC}})^{i-1} - \varepsilon_i (1 - \varepsilon_{\text{CRC}})^i.
\end{align*}
$$

Case II. $i = R_m$, which means the IR procedure is stopped in the $R_m$-th round, and the IR procedure fails the CRC check in the previous $(i - 1)$ rounds, the $P_s^i$ can be calculated as

$$
\begin{align*}
P_s^i &= \Pr [\text{CRC}(U') \neq T] (U' \neq U, (1, 2, \cdots, i - 1)) ] \\
&\quad = \varepsilon_{i-1} (1 - \varepsilon_{\text{CRC}})^{i-1}.
\end{align*}
$$