Sound Dr - A database of Respiratory Sound and Baseline System for COVID-19 Detection
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Abstract—As the COVID-19 pandemic significantly affect every aspects of human life, it is urgent to provide a data for further researches. We, therefore, introduce a dataset named Sound Dr Database which provides not only quality sounds of coughing and breathing but also metadata for relevant-respiratory illness or diseases. Creating proof-of-concept systems is effective for the detection of abnormalities in the respiratory sounds of patients. These solutions will serve as effective tools to assist physicians in diagnosing respiratory disorders.
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I. INTRODUCTION

Many articles have proven that it is effective to detect diseases through respiratory sounds such as [1]–[4]. There is an abnormality in the respiratory sound of people with fever, asthma, tuberculosis, pneumonia, COVID-19, ... compared to the sound of a person without the disease.

The demand for remote diagnostics to examination and treatment has increased rapidly and is necessary. Especially when COVID-19 is widespread, it is essential that methods of COVID-19 detection. Breathing or coughing test, which takes only 1 to 3 seconds, is faster and more reliable than conventional temperature measurement. System and data can be periodically updated, whereby accuracy and reliability can be improved. Since the outbreak of the epidemic, the need for quick and economical health check method increased. Locations where entry and exit are allowed, such as Airport or seaport, may apply breathing or coughing test. Locations, which has employees and customers such as companies, factories, supermarkets, may also apply.

At first, the world has two major research topics on the respiratory sound of New York [5] and Cambridge [6] Universities. These respiratory sounds are not public completely. In addition to these two databases, there are a few datasets that are publicized to the community such as Coswara [7], Coughvid [8].

Project Coswara by the Indian Institute of Science (IISc) Bangalore is an attempt to build a diagnostic tool for COVID-19 detection using audio recordings such as breathing, cough, and speech sounds of an individual. The sound samples are collected via worldwide crowdsourcing using a website. The curated dataset is released as open access. Therefore, IISc also organizes two challenges based on Coswara dataset. The DiCOVA Challenge has three aims: release a curated dataset of sound samples (breathing, cough, and speech) drawn from individuals with and without COVID-19 during the time of recording; invite researchers from around the globe to search for acoustic biomarkers in this dataset; evaluate the findings of each group using a blind test set, and present a competitive leaderboard with global participation. The first DiCOVA Challenge was launched on Feb 04, 2021. This challenge is an open call for researchers to analyze a dataset of sound recordings collected from COVID-19 infected and non-COVID-19 individuals for a two-class classification [9]. It focused on COVID-19 detection using only cough sounds. We reported an AUC of 87.04% and finished on top of the Leaderboard [10]. The Second DiCOVA Challenge was launched on Aug 12, 2021. This challenge is an open call for researchers to analyze a dataset of audio recordings consisting of breathing, cough, and speech signals. The challenge features two tracks, one focusing on cough sounds, and the other on using a collection of breath, sustained vowel phonation, and number counting speech recordings [11]. Focusing on cough sounds, we joined on Track 2 and achieved the top-2 ranking with an AUC score of 81.21 on the blind Test set, improving the challenge baseline by 6.32 and showing competitive with the state-of-the-art systems [12]. Based on the experience working with the above dataset, we want to continuously grow. Therefore, we built a system to collect respiratory sound data in the most efficient way. We called it- Sound Dr. Distribution of Country are mostly Vietnamese. A country which COVID-19 spread very fast. In addition, we built a baseline system on the Sound Dr database. This gives us an overview of the initial accuracy of the database as well as the efficiency of the data collection.

The organization of the paper is as follows: Section [1] contains the related works and literature survey; Section [II] de-
scribes the aspects of the provided dataset; the pre-processing steps and the description containing our baseline system have been explained in Section III, the results and discussions are present under Section III-A, finally, section IV concludes the paper with future scopes and improvements.

II. SOUND DR OVERVIEW

Respiratory sounds might indicate the health status of a person. From the insights of these sounds, the respiratory health of a person can be predicted to be normal or abnormal by machine learning algorithms, especially the health status towards COVID-19. A respiratory sound is a sound produced by your lungs during inhalation or exhalation. This sound can be heard using a stethoscope or while you are breathing. Listening to the respiratory sound is a critical component of the diagnosis procedure for a variety of different disorders. Your doctor will listen to your breathing with a stethoscope. Abnormal respiratory sounds are indicative of a lung or airway issue.

The COVID-19 pandemic period need a lot of good data about the respiratory of humans to research. To meet this demand, Sound Dr Database provides not only quality coughing and breathing sounds but also metadata for researching illness or disease related to respiratory systems.

A. Data collection

To make it convenient for users, we created a web application that can be used on popular personal devices (laptops, mobiles, etc.) to collect data. Metadata is collected when the user fills a form by answering questions about symptoms from the last 14 days, medical conditions, COVID-19 status, smoking or not, and personal information (age, gender). After filling the online form, the user will record three different types: mouth breathing, nose breathing, and coughing. For each type, the user will record 3 times. Each record must be at least 5 seconds, and stop for 2 seconds between each record time. Then these 3 records will be merged and saved as an audio for the subject. Almost, every audio has a duration from 10 to 30 seconds, as shown in Figure 1.

The dataset is provided by FPT Software Company Limited [13] which consists of data on 1,310 subjects during the peak season of the COVID-19 pandemic in Vietnam. Almost all subjects are from Vietnam. Each subject includes coughing and breathing sounds of three different types: mouth breathing, nose breathing, and coughing, and metadata which is about symptoms from the last 14 days, medical history, current health status, etc. from 1,310 participants. Every sound sample is more than 10 seconds. Our dataset has 3 labels: never, over14, and last14. We group into two main labels: COVID-19 Positive (over14 and last14) with 346 sound samples and COVID-19 Negative (never) with 964 sound samples.

B. Metadata

Respiratory sound data are gathered from males and females of all ages. Figure 2 shows the age distribution of the Sound Dr dataset whose major subjects are young adults. In addition, the ratio between men and women is approximately 1.5 in the dataset according to Figure 3.

Metadata information collected includes the participant’s age, gender, location (country, state/province). The details are describe in Table I.

Subjects has COVID-19 status metadata, more specifically, based on this COVID-19 status value: 964 subjects labeled be negative with COVID-19, whereas, 346 subjects labeled be positive. The number of subjects who have had symptoms in
TABLE I
METADATA FIELDS OF THE SOUND DR DATASET.

| Categories         | Fields                | Details                                                                 |
|--------------------|-----------------------|-------------------------------------------------------------------------|
| Demographics       | sex_choice            | Gender: Male, Female                                                     |
|                    | age_choice            | Age                                                                      |
|                    | current_city          | The current city living                                                 |
| Symptoms           | symptoms_status_choice| Symptoms since last 14 days: Fever, Chills, Sore throat, Dry cough, Wet cough, Stuffy nose, Snivel, Difficulty breathing or feeling short of breath, Tightness in your chest, Headache, Dizziness, confusion or vertigo, Muscle aches, Loss of taste and smell, None |
| Medical conditions | medical_condition_choice| The medical conditions of the subject: Asthma, Cystic fibrosis, COPD/Emphysema, Pulmonary fibrosis, Other lung disease, Other lung disease, Angina, Previous stroke or Transient ischaemic attack, Previous heart attack, Valvular heart disease, Other heart disease, Diabetes, Cancer, Previous organ transplant, HIV or impaired immune system, Other long-term condition, None |
| Insomnia Symptoms  | insomnia_status_choice| How often the subject suffers from insomnia: Never, Once in the last 2 weeks, Once a week, 2 to 3 days a week, 4 days a week or more |
| Smoking habit      | smoke_status_choice   | How often the subject smokes: Never smoked, Ex-smoker, Current smoker (less than once a day), Current smoker (1-5 cigarettes per day), Current smoker (11-20 cigarettes per day), Current smoker (21+ cigarettes per day) |
| COVID-19 status    | cov19_status_choice   | How long has had a positive test for COVID-19: Never, In the last 14 days, More than 14 days ago |
|                    | condition_choice      | Status with COVID-19 of a subject                                        |

---

III. BASELINE SYSTEM

The audio files are first converted to mono and resampled at a 16 kHz sampling rate. From the samples, the Librosa library was used [14]. Once the audio was loaded with the library, it is a waveform, we use it as an input to a pre-train model.

We use TRILL model [15], a pre-train model on AudioSet [16] to output a TRILL-based embedding features [12], which have better result in the Second 2021 DiCOVA Challenge Track-2 [11] and competitive with the state-of-the-art systems.

The output shape from the TRILL pre-train model is (time, 512). The following last linear layers have size 512. Next, calculates the mean and the std statistics of the representation across the time axis, ending up with a 1024-dimensional vector. Finally, the classification layer uses a 1024-dimensional vector to classify cough audio.

We use stratified k-fold to split our dataset by 5 folds group by labels. Using the cross-validation technique with 5 folds for the train.

The baseline system uses TRILL-based embedding features as input for Back-end classification models. We conducted experiments on the Support Vector Machine, Random Forest, Multilayer Perceptron, ExtraTreesClassifier, LightGBM, XGBClассifier. To obtain the hyper-parameters optimization for machine learning methods, we made use of the Optuna framework [17] with Grid Search algorithm. All these models are implemented by using Scikit-Learn toolkit [18] and XGBoost library [19]. However, we only achieved a good score on XGBClассifier. To deal with the issue of the unbalanced dataset, we set the scale_pos_weight param for

---

Fig. 3. Data Distribution for Gender

the dataset is 432 cases, approximately a half compared with 878 subjects without symptoms.

---

Fig. 4. The Number of Subjects with symptoms and without symptom
TABLE II
THE SETTING PARAMETERS FOR COVID-19 DETECTION.

| Models       | Setting Parameters                                                                 |
|--------------|-------------------------------------------------------------------------------------|
| XGBClassifier| max_depth = 6, learning_rate = 0.07                                                |
|              | scale_pos_weight = 1.7, n_estimators = 200                                           |
|              | subsample = 1, colsample_bytree = 1                                                  |
|              | eta = 1, objective = ‘binary:logistic’                                               |
|              | eval_metric = ‘auc’                                                                   |

Fig. 5. The Number of Subjects with COVID-19 Status

XGBClassifier as the rate of two classes. For example, the rate of COVID-19 Negative and COVID-19 Positive is 1.7. The parameters of XGBClassifier are described in Table II.

A. Result

We experimented with the task of COVID-19 Detection and achieved the score of 88.30 AUC, 74.14 F1, 86.26 Accuracy. In addition, we also experimented Abnormal Detection in respiratory sound by adjusting the label by combining the COVID-19 Positive and Symptomatic status into Abnormal labels. Using XGBClassifier with hyper-parameters is shown in Table III. Achieved the AUC score of 82.68 AUC, 70.71 F1, and 79.01 Accuracy. The performance comparison is described in Table IV. This shows that our database needs to explore more for Anomaly Detection in Respiration Sound. It gives us hope that Respiration Sound can resolve many tasks of health. We can build the model based on the Sound Dr database to support the doctor diagnosis disease faster and more accurately.

IV. CONCLUSION AND FUTURE WORK

Respiratory sound data, which can be used to detect patient symptoms, is still limited. Thus, Sound Dr is essential for researchers to build health applications.

Sound Dr is collected with our method that reduce the noise. We also build a system to evaluate this collect way and create the first baseline for other researchers to compare. Base on the conduct of the experimented result, Sound Dr is collected in an effective way. With the Sound Dr database, the researchers can build an Artificial Intelligence model that can help doctors diagnose diseases faster and more accurately.
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