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Abstract: This paper examines several applications of principal component analysis (PCA) to physical systems. The first of these demonstrates that the principal components in a basis of appropriate system variables can be employed to identify physically conserved quantities. That is, if the general form of a physical symmetry law is known, the PCA can identify an algebraic expression for the symmetry from the observed system trajectories. Secondly, the eigenvalue spectrum of the principal component spectrum for homogeneous periodic spin systems is found to reflect the geometric shape of the boundary. Finally, the PCA is employed to generate synthetic spin realizations with probability distributions in energy-magnetization space that closely resemble that of the input realizations although statistical quantities are inaccurately reproduced.
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Introduction: Machine learning can be employed to isolate, predict or simulate features of data in physical systems. Consequently, it can be applied to broad classes of problems although at the cost of introducing numerical uncertainties typically associated with stochastic optimization problems. [1][2][3] Despite this limitation, which is further augmented by the presence of metaparameters with problem dependent optimal values, machine learning has been successfully applied to many areas of condensed matter physics. The first of these employed PCA [4][5][6][7] and neural network [8][9][8][10][11][12][13][14] techniques, which were typically employed to identify different phases of Ising and related spin models. Subsequent research employed both supervised learning, which requires training the algorithm with preexisting sets of input and output data pairs [15][16][17][18][12][19][20] and unsupervised learning in which the training phase is absent [5,7,21–27]. The latter techniques are typified by cluster analysis, which classifies data into groups according to perceived similarities, and feature extraction, which projects the data set onto a low-dimensional space while still preserving essential characteristics of the original data. Examples of specific problems that have been examined with machine learning procedures are the simulation of quantum systems [18,28–32], the prediction of crystal structures [33,34], the approximation of density functionals[35] and the solution of quantum impurity problems. [36] Additionally, machine learning can be employed to identify system properties and in particular can identify manifest and hidden order parameters and different phases or states of a system, especially when supplemented by additional knowledge of system properties such as locality, translational symmetry and symmetry breaking. [5,6,14,20,25,37,38]

A recent application area of machine learning is the identification of underlying symmetries or laws governing the evolution of a physical system. Such analyses extend the functionality of machine learning beyond standard computer vision or language processing implementations in that they enable not only the prediction or reproduction but also the interpretation of observed phenomena. For example, the underlying physical laws or symmetries that describe the behavior of a physical system can in certain cases
by identified and even formulated algebraically.[9][39,40] This indicates that machine learning can potentially detect the underlying structure of a system, which could potentially be employed to justify or to formulate novel physical concepts.

This paper implements unsupervised learning through the PCA [4], which leverages singular value decomposition to identify orthogonal linear combinations of the data variables with the property that the data exhibits the largest variance when projected onto the lowest order principal component and successively smaller variances along successive components. Applying cluster analysis to the distribution of data projected along the lowest order principal components then enables the identification of phase transitions in Ising and other spin systems. [4][5][6][7] Here, however we analyze three rather different aspects of the PCA representation of physical systems. In the first of these, we demonstrated that the method can be employed to detect physical symmetries if these can be expressed in simple algebraic form. Secondly, we find that in periodic lattices the magnitudes of the non-dominant PCA eigenvalues are influenced by the geometric shape of the computational grid and are effectively artifacts of the distortion of the grid upon mapping onto a sphere. Finally, we demonstrated that if a PCA is trained with data from a stochastic lattice model, its outputs can be easily manipulated to produce synthetic data that, unlike some other machine learning procedures, preserves the joint distribution of the data in energy and magnetization. However, this is accompanied by a substantial inaccuracy in the prediction of statistical quantities.

**Implementation:** To introduce and clarify the methods discussed in the results section in the most concrete fashion, the core elements of the associated MATLAB® programs are first presented. In the first PCA application, following the general prescription of [39], a large number of two-dimensional harmonic oscillator trajectories are generated. The positions at each recorded point along these trajectories are stored in rows of the matrix `particlePositionSaveRC` while the associated velocities are similarly placed in `particleVelocitySaveRC`. In MATLAB® with the syntax conventions of [41][42] this is simply performed with the following code lines (the code is parallelized by substituting `parfor` in place of `for`).

```matlab
numberOfRealizations = 500;
timeSpanR = [0 : 4000];
particlePositionSaveRC = [ , ];
particleVelocitySaveRC = [ , ];

for realizationLoop = 1 : numberOfRealizations
    angle = rand * 2 * pi;
    particlePositionRC = [ cos(angle), -sin(angle); ...
                          sin(angle), cos(angle) ] * [ rand + 2; 0 ];
    particleVelocityRC = (2 * rand(2,1) - 1) / 4;
    initialConditionsRC = [ particlePositionRC; particleVelocityRC ];
    [ timeVectorC, outputVectorRC ] = ode45( @oscillatorFunction, timeSpan, initialConditions );
    particlePositionSaveRC = [ particlePositionSaveRC; outputVectorRC(:,1:2) ];
    particleVelocitySaveRC = [ particleVelocitySaveRC; outputVectorRC(:,3:4) ];
end
```

where `oscillatorFunction( )` is defined as

```matlab
function outputC = oscillatorFunction( timeR, xR )
```


outputC = [ xR(3); xR(4); –xR(1); –xR(2) ]

Note that the trajectories, while random in direction and velocity, are launched in a region displaced from the position origin. Once the positions and velocities are acquired, a data matrix consisting of the 14 values \( x^2, \ y^2, \ v_x^2, \ v_y^2, \ xy, \ xv_x, \ yv_y, \ v_x v_y, \ x, \ y, \ v_x, \ v_y \) at each point of the trajectories is constructed as follows

\[
dataRC = [ \text{particlePositionSaveRC}(:, 1).^2, \text{particlePositionSaveRC}(:, 2).^2, \ldots \text{particleVelocitySaveRC}(:, 1).^2, \text{particleVelocitySaveRC}(:, 2).^2, \ldots \
\text{particlePositionSaveRC}(:, 1).* \text{particleVelocitySaveRC}(:, 2), \ldots \text{particlePositionSaveRC}(:, 2).* \text{particleVelocitySaveRC}(:, 1), \ldots \
\text{particlePositionSaveRC}(:, 1).* \text{particlePositionSaveRC}(:, 2), \ldots \text{particleVelocitySaveRC}(:, 1).* \text{particleVelocitySaveRC}(:, 2), \ldots \
\text{particlePositionSaveRC}(:, 1), \text{particlePositionSaveRC}(:, 2), \ldots \text{particleVelocitySaveRC}(:, 1), \text{particleVelocitySaveRC}(:, 2) ];
\]

The principal components are then generated for this data set by a call to the MATLAB \texttt{pca( )} function which returns and displays the principal components as the columns of the matrix \texttt{coeffRC}, with the corresponding eigenvalues (variances) stored in the column vector \texttt{latent}.

\[
[ \text{coeffRC}, \text{scoreRC}, \text{latentC} ] = \text{pca( dataRC )}
\]

The remaining two applications of the PCA relate to the Ising model. A data set is constructed at a temperature \( T \) by populating consecutive rows of a single large \( M \times N^2 \) matrix, \texttt{realizationSave} with \( M \) consecutive Wolff samples of a \( N \times N \) Ising system, where the successive spin matrices are flattened into vectors of values 1 or -1 corresponding to up and down spins, respectively. The PCA can then be implemented after rescaling this data matrix so that each column possesses a zero mean (in the example below the means of the columns are typically \(< 0.01 \), so that omitting this normally required step affects the computed specific heat only in the third decimal place). In this example the PCA is instead implemented though the MATLAB single value decomposition routine as

\[
\text{realizationSaveMeanR} = \text{mean( realizationSaveRC )};
\text{rescaledRealizationRC} = \text{realizationSaveRC} - \text{realizationSaveMeanR};
[ \text{pcaScoreRC}, \text{pcaLatentRC}, \text{pcaCoeffRC} ] = \text{svd( rescaledRealizationRC, 'econ' )};
\]

The slightly redefined principal component vectors are stored as the columns of the matrix \texttt{pcaCoeffRC} while the corresponding eigenvalues occupy the diagonal elements of the matrix \texttt{pcaLatentRC}. In this formulation, \texttt{pcaScoreRC \* pcaLatentRC \* pcaCoeffRC'} reconstructs the matrix \texttt{rescaledRealizationRC}. As a result, synthetic (simulated) data vectors \( \tilde{d} \) can be generated by sampling the \( m \):th element, \( d_m \), from a Gaussian distribution with variance \( \lambda_m \), where \( \lambda_m \) is the \( m \):th diagonal element of \texttt{pcaLatentRC}. The synthetic data vector is then obtained by right-multiplying each \( \tilde{d} \) by \texttt{pcaLatentRC \* pcaCoeffRC'}, adding back \texttt{realizationSaveMeanR} and then, in the case of a discrete spin system with spin values \( \pm 1 \), replacing positive and negative values by +1 and -1, respectively. This procedure is however greatly simplified by noting that the elements of the \( m \):th principal component vector, e.g. the \( m \):th column of \texttt{pcaScoreRC}.
possesses the variance $\lambda_m$ by construction. Therefore, the $d_m$ can be obtained by randomly sampling the elements of this vector. The code lines for this procedure are

```matlab
for sampleLoop = 1 : numberOfSimulatedSamples
    indexVectorR = randi( numberOfRealizations, 1, numberOfPoints );
    for weightsLoop = 1 : numberOfPoints
        syntheticWeightsR(weightsLoop) = u(indexVectorR(weightsLoop), weightsLoop);
    end
    syntheticDataRC(sampleLoop, :) = syntheticWeightsR * pcaLatentRC * pcaCoeffRC' + ...
    realizationSaveMeanR;
end
syntheticDataRC( syntheticDataRC > 0 ) = 1;
syntheticDataRC( syntheticDataRC <= 0 ) = -1;
```

It should be noted that the quantities `coeffRC`, `scoreRC`, and `latentRC` that are returned by the `pca()` routine are defined somewhat differently than in `svd()` so that `scoreRC * coeffRC'` must be substituted for `pcaScoreRC * pcaLatentRC * pcaCoeffRC'` above.

**Computational Results:** The first of the PCA applications identifies physical symmetries in recorded data. Following the strategy introduced in [39], a total of 500 random two-dimensional harmonic oscillator trajectories with $k = m = 1$ were generated and propagated to $t = 4000$ with initial radii evenly distributed between $r = 2$ and $r = 3$ and initial velocities lying in a square with corner positions $\vec{v} = (1,1)$ and $\vec{v} = (-1,-1)$. (The initial positions must be sufficiently distant from the coordinate origin that a strong correlation is not introduced between position and angular momentum, decreasing the ratio between the smallest and largest PCA variances.) The position and velocity variables were recorded at each algorithmically generated interval, resulting in $4 \times 10^6$ data points. The physically conserved quantities are then encoded in the principal component vectors with the smallest variances as these coincide with directions in variable space along which the result is effectively invariant. In the present case the conserved quantities can immediately be identified from the first column of Table 1 (the second highest order principal component vector) as the fifth minus the sixth variables from the next to last principal component vector, corresponding to $x v_y - y v_x$ and from the last column in the table as the sum of the first four variables yielding $x^2 + y^2 + v_x^2 + v_y^2$. The variances of all principal components are presented for completeness in Table 2. Note that this method is somewhat analogous to polynomial regression, which was employed to find conserved quantities in [39]. Therefore, while it can identify symmetries that can be expressed algebraically as low-order polynomials, non-polynomial conserved quantities again cannot be easily identified.
Table 1: The two highest order principal components e.g. with smallest variances (eigenvalues).

|        |        |
|--------|--------|
| 0.0201 | 0.5068 |
| 0.0447 | 0.4909 |
| 0.0201 | 0.5069 |
| 0.0447 | 0.4909 |
| -0.7053| 0.0455 |
| 0.7053 | -0.0455|
| 0.0114 | -0.0036|
| 0      | 0      |
| 0      | 0      |
| 0      | 0      |
| 0.0114 | -0.0036|
| 0      | 0      |
| 0      | 0      |
| 0      | 0      |
| 0      | 0      |

Table 2: The variances (eigenvalues) of all principal components

|       |
|-------|
| 4.3393|
| 3.9976|
| 2.8076|
| 2.2801|
| 2.2105|
| 1.6845|
| 1.6839|
| 1.5548|
| 1.5009|
| 1.438 |
| 1.4375|
| 1.3808|
| 0.8087|
| 0.4867|
Next, the classical two-dimensional ferromagnetic Ising model on a periodic lattice of $8 \times 8$ spins with unit spins described by the Hamiltonian

$$H = J \sum_{i, j \text{nearest neighbors}} S_i S_j$$

is considered. In an infinite system the $Z_2$ inversion symmetry is broken below $T = 2.269$ (temperature and energy are here expressed in normalized units $T/k_B$ and $E/J$) as the system transitions from a disordered to an ordered phase. To apply the PCA to the Ising model 12000 spin configurations are generated at a temperature of $T = 3.526$ with the Wolff cluster reversal procedure [43] which results in the joint distribution of samples of Figure 1, in which energy and magnetization are displayed on the horizontal and vertical axes, respectively. The specific heat per unit spin, calculated from the energy fluctuations among the different samples according to

$$c = -\frac{<E^2> - <E>^2}{T^2}$$

equals 0.2537 for the samples employed, which compares to the exact result, $c = 0.2556$. [1]

Subsequently, each spin configuration is flattened into a vector with elements that are 1 or -1 corresponding to up and down spins, respectively and these vectors are stacked in successive rows of the $12000 \times 64$ matrix $M$. The principal components and their respective eigenvalues (variances) are the solutions to the eigenproblem $M^T M \vec{\chi}_i = \lambda_i \vec{\chi}_i$. Since this coincides with the matrix equation encountered in the least squares procedure, performing the principal value decomposition and discarding the highest order eigenvectors and eigenvalues yields an optimal least squares approximation to the data for the given number of retained principal components. [18] Each data sample, $\vec{d}$ is represented in the space of principal components by the projection, $M \vec{d}$. This procedure can be contrasted with the low dimensional representation of the Ising mode generated in [13] through stochastic neighbor embedding.

The structure of the principal values possesses several intriguing features which are somewhat analogous to those observed for variational autoencoders in [25]. In particular, if the magnitudes of the principal values are plotted against their index, the resulting curve, Figure 2, displays a pattern of groups of four closely spaced principal values. This would appear to be associated with the geometry of the boundary and in particular the distortion of the square lattice when projected onto a sphere, which encodes the lack of rotational symmetry. That is, while the lattice is periodic, the distance from the center point back to itself is a minimum along the direction of the coordinate axes and a maximum along the lattice diagonals, providing an implicit rectangular structure. To illustrate, Figure 3, displays the magnitudes of the principal values for a $8 \times 4$ periodic Ising lattice, which are seen to group into sets of 2 and 4, consistent with the coincidence of the width with twice the length.

Considering next the evolution of the principal components with temperature, Figure 4 displays the ratio, $R$, of the logarithm of the lowest to the second lowest order principal component as the temperature is increased from 1.2 to 4 in steps of 0.1 in normalized units. This ratio is large and linearly varying at low temperatures, where all the spins are nearly aligned and therefore can be characterized by a single principal component, while it is small and approximately constant for low temperatures. The transition between these two regions occurs near the critical temperature. By trial and error, it was found that in this particular example
\[-\tau^2 \frac{d \log R}{dT}\]

possesses a maximum close to the critical temperature, as demonstrated by Figure 5.

As outlined in the previous section, if the singular value decomposition of the difference of the original data matrix with a vector \( \vec{m} \) containing the mean of its columns is written as \( \mathbf{s} \mathbf{u} \mathbf{v}^T \), a synthetic data vector can be generated in a two-step process. First, an input vector, \( \vec{d}_{random\ projection} \), is constructed by randomly selecting a value from each of the columns of \( \mathbf{s} \) (as \( \mathbf{s} \) is composed of the projections of the input data onto the principal vectors). The synthetic data sample is then obtained by inverting the PCA according to

\[
\vec{d}_{synthetic} = \vec{d}_{random\ projection} \mathbf{u} \mathbf{v}^T + \vec{m}
\]

where \( \mathbf{u} \) only retains the \( N_{\text{principal}} \) lowest order principal values (eigenvalues). The probability distribution functions of the synthetic data generated in this manner are displayed in Figure 6 and Figure 7 for \( N_{\text{principal}} = 20 \) and \( N_{\text{principal}} = 64 \) respectively. While both of these appear similar to that of the input data, e.g. Figure 1, the result for \( N_{\text{principal}} = 20 \) is displaced to smaller energies. Moreover, the specific heat obtained from the synthetic data equals 0.5745 for \( N_{\text{principal}} = 20 \) and falls monotonically to 0.339 for \( N_{\text{principal}} = 64 \). Evidently, the long range spin correlations near the critical temperature lead to correlations among the projections of the states onto the different principal axes, which are however neglected by this technique.

Conclusions: The properties of principal component analysis in the context of spin systems presented in this paper suggest several topics for further investigation. For example, the ability of the PCA to identify symmetries in physical systems provides a simple alternative to previously suggested machine learning techniques. However none of these procedures have been applied to symmetries that cannot be expressed in a simple algebraic form. While such cases could perhaps be handled by a judicious choice of basis functions or coordinate transformations, automating such procedures appears inherently challenging. A second issue is the determination of conserved quantities when additional correlations between the variables are introduced through the initial conditions. While each symmetry will then not be encoded in a separate principal component vector, an algorithm can likely be found for extracting the symmetries from combinations of these vectors.

Concerning the PCA analysis of the Ising model, the apparent influence of the boundary geometry on the principal values might perhaps find application to inverse problems as global features of the boundaries could be partly related to the principal component eigenvalues. Additionally, much along the lines of the discussion in [39], the behavior of the ratio of the lowest and second order principal components clearly signals the presence of a phase transition. However, considerable analysis would presumably be required to quantify the exact dependence, if one exists. Finally, while the synthetic data generated by inverting the principal component decomposition adequately regenerates the joint energy-magnetization probability density distribution of the input data, the associated specific heat values display large errors. This discrepancy reflects correlations between different projections of the data vectors along the principal component axes that are neglected when these values are manipulated as statistically independent quantities. A detailed analysis of the transformation of the correlations among the projections onto the principal axes and a numerical method for retaining these correlations in the
synthetic data generation algorithm would accordingly be of considerable theoretical and practical interest.

**Acknowledgements:** The Natural Sciences and Engineering Research Council of Canada (NSERC) is acknowledged for financial support.

**References:**

[1] G. Carleo, I. Cirac, K. Cranmer, L. Daudet, M. Schuld, N. Tishby, L. Vogt-Maranto, L. Zdeborová, Machine learning and the physical sciences, Rev. Mod. Phys. 91 (2019) 045002. https://doi.org/10.1103/RevModPhys.91.045002.

[2] I. Goodfellow, Y. Bengio, A. Courville, Deep Learning, (2016).

[3] L. Zdeborová, Machine learning: New tool in the box, Nat. Phys. 13 (2017) 420–421. https://doi.org/10.1038/nphys4053.

[4] K. Pearson, LIII. On lines and planes of closest fit to systems of points in space, London, Edinburgh, Dublin Philos. Mag. J. Sci. 2 (1901) 559–572. https://doi.org/10.1080/14786440109462720.

[5] L. Wang, Discovering phase transitions with unsupervised learning, Phys. Rev. B. 94 (2016). https://doi.org/10.1103/PhysRevB.94.195105.

[6] H. Kiwata, Deriving the order parameters of a spin-glass model using principal component analysis, Phys. Rev. E. 99 (2019). https://doi.org/10.1103/PhysRevE.99.063304.

[7] D. Lozano-Gómez, D. Pereira, M.J.P. Gingras, Unsupervised Machine Learning of Quenched Gauge Symmetries: A Proof-of-Concept Demonstration, n.d.

[8] J. Carrasquilla, R.G. Melko, Machine learning phases of matter, Nat. Phys. 13 (2017) 431–434. https://doi.org/10.1038/nphys4035.

[9] A. Morningstar, R.G. Melko, Deep learning the ising model near criticality, J. Mach. Learn. Res. 18 (2018).

[10] G. Torlai, R.G. Melko, Learning thermodynamics with Boltzmann machines, Phys. Rev. B. 94 (2016). https://doi.org/10.1103/PhysRevB.94.165134.

[11] K. Ch’Ng, J. Carrasquilla, R.G. Melko, E. Khatami, Machine learning phases of strongly correlated fermions, Phys. Rev. X. 7 (2017). https://doi.org/10.1103/PhysRevX.7.031038.

[12] R. Zhang, B. Wei, D. Zhang, J.J. Zhu, K. Chang, Few-shot machine learning in the three-dimensional Ising model, Phys. Rev. B. 99 (2019). https://doi.org/10.1103/PhysRevB.99.094427.

[13] N. Yoshioka, Y. Akagi, H. Katsura, Transforming generalized Ising models into Boltzmann machines, Phys. Rev. E. 99 (2019). https://doi.org/10.1103/PhysRevE.99.032113.

[14] C. Giannetti, B. Lucini, D. Vadacchino, Machine Learning as a universal tool for quantitative investigations of phase transitions, Nucl. Phys. B. 944 (2019).
[15] S. Lloyd, M. Mohseni, P. Rebentrost, Quantum algorithms for supervised and unsupervised machine learning, (2013).

[16] S. Efthymiou, M.J.S. Beach, R.G. Melko, Super-resolving the Ising model with convolutional neural networks, Phys. Rev. B. 99 (2019) 075113. https://doi.org/10.1103/PhysRevB.99.075113.

[17] C. Casert, T. Vieijra, J. Nys, J. Ryckebusch, Interpretable machine learning for inferring the phase boundaries in a nonequilibrium system, Phys. Rev. E. 99 (2019). https://doi.org/10.1103/PhysRevE.99.023304.

[18] T. Ohtsuki, T. Mano, Drawing phase diagrams of random quantum systems by deep learning the wave functions, J. Phys. Soc. Japan. 89 (2020). https://doi.org/10.7566/JPSJ.89.022001.

[19] Q. Ni, M. Tang, Y. Liu, Y.C. Lai, Machine learning dynamical phase transitions in complex networks, Phys. Rev. E. 100 (2019). https://doi.org/10.1103/PhysRevE.100.052312.

[20] M.J.S. Beach, A. Golubeva, R.G. Melko, Machine learning vortices at the Kosterlitz-Thouless transition, Phys. Rev. B. 97 (2018). https://doi.org/10.1103/PhysRevB.97.045207.

[21] O. Balabanov, M. Granath, Unsupervised learning using topological data augmentation, Phys. Rev. Res. 2 (2020). https://doi.org/10.1103/physrevresearch.2.013354.

[22] S. Durr, S. Chakravarty, Unsupervised learning eigenstate phases of matter, Phys. Rev. B. 100 (2019). https://doi.org/10.1103/PhysRevB.100.075102.

[23] J.F. Rodriguez-Nieva, M.S. Scheurer, Identifying topological order through unsupervised machine learning, Nat. Phys. 15 (2019) 790–795. https://doi.org/10.1038/s41567-019-0512-x.

[24] H.Y. Kwon, N.J. Kim, C.K. Lee, C. Won, Searching magnetic states using an unsupervised machine learning algorithm with the Heisenberg model, Phys. Rev. B. 99 (2019). https://doi.org/10.1103/PhysRevB.99.024423.

[25] S.J. Wetzel, Unsupervised learning of phase transitions: From principal component analysis to variational autoencoders, Phys. Rev. E. 96 (2017) 022140. https://doi.org/10.1103/PhysRevE.96.022140.

[26] T. Wu, M. Tegmark, Toward an artificial intelligence physicist for unsupervised learning, Phys. Rev. E. 100 (2019). https://doi.org/10.1103/PhysRevE.100.033311.

[27] X. Xu, Q. Wei, H. Li, Y. Wang, Y. Chen, Y. Jiang, Recognition of polymer configurations by unsupervised learning, Phys. Rev. E. 99 (2019). https://doi.org/10.1103/PhysRevE.99.043307.

[28] M. Matty, Y. Zhang, Z. Papić, E.A. Kim, Multifaceted machine learning of competing orders in disordered interacting systems, Phys. Rev. B. 100 (2019). https://doi.org/10.1103/PhysRevB.100.155141.

[29] J. Carrasquilla, G. Torlai, R.G. Melko, L. Aolita, Reconstructing quantum states with generative
models, Nat. Mach. Intell. 1 (2019) 155–161. https://doi.org/10.1038/s42256-019-0028-1.

[30] T. Vieijra, C. Casert, J. Nys, W. De Neve, J. Haegeman, J. Ryckebusch, F. Verstraete, Restricted Boltzmann Machines for Quantum States with Non-Abelian or Anyonic Symmetries, Phys. Rev. Lett. 124 (2020) 097201. https://doi.org/10.1103/PhysRevLett.124.097201.

[31] Y.A. Kharkov, V.E. Sotskov, A.A. Karazeev, E.O. Kiktenko, A.K. Fedorov, Revealing quantum chaos with machine learning, Phys. Rev. B. 101 (2020). https://doi.org/10.1103/PhysRevB.101.064406.

[32] R.A. Vargas-Hernández, J. Sous, M. Berciu, R. V. Krems, Extrapolating Quantum Observables with Machine Learning: Inferring Multiple Phase Transitions from Properties of a Single Phase, Phys. Rev. Lett. 121 (2018). https://doi.org/10.1103/PhysRevLett.121.255702.

[33] S. Curtarolo, D. Morgan, K. Persson, J. Rodgers, G. Ceder, Predicting crystal structures with data mining of quantum calculations, Phys. Rev. Lett. 91 (2003). https://doi.org/10.1103/PhysRevLett.91.135503.

[34] C.S. Adorf, T.C. Moore, Y.J.U. Melle, S.C. Glotzer, Analysis of Self-Assembly Pathways with Unsupervised Machine Learning Algorithms, J. Phys. Chem. B. 124 (2020) 69–78. https://doi.org/10.1021/acs.jpcb.9b09621.

[35] J.C. Snyder, M. Rupp, K. Hansen, K.R. Müller, K. Burke, Finding density functionals with machine learning, Phys. Rev. Lett. 108 (2012). https://doi.org/10.1103/PhysRevLett.108.253002.

[36] L.F. Arsenault, A. Lopez-Bezanilla, O.A. Von Lilienfeld, A.J. Millis, Machine learning for many-body physics: The case of the Anderson impurity model, Phys. Rev. B - Condens. Matter Mater. Phys. 90 (2014) 155136. https://doi.org/10.1103/PhysRevB.90.155136.

[37] E.P.L. Van Nieuwenburg, Y.H. Liu, S.D. Huber, Learning phase transitions by confusion, Nat. Phys. 13 (2017) 435–439. https://doi.org/10.1038/nphys4037.

[38] K. Liu, J. Greitemann, L. Pollet, Learning multiple order parameters with interpretable machines, Phys. Rev. B. 99 (2019). https://doi.org/10.1103/PhysRevB.99.104410.

[39] S.J. Wetzel, R.G. Melko, J. Scott, M. Panju, V. Ganesh, Discovering Symmetry Invariants and Conserved Quantities by Interpreting Siamese Neural Networks, (2020).

[40] S.J. Wetzel, M. Scherzer, Machine learning of explicit order parameters: From the Ising model to SU(2) lattice gauge theory, Phys. Rev. B. 96 (2017). https://doi.org/10.1103/PhysRevB.96.184410.

[41] D. Yevick, A first course in computational physics and object-oriented programming with C++, Cambridge University Press, 2005.

[42] D. Yevick, A Short Course in Computational Science and Engineering, 2012. https://doi.org/10.1017/cbo9781139022262.

[43] J.S. Wang, R.H. Swendsen, Cluster Monte Carlo algorithms, Phys. A Stat. Mech. Its Appl. (1990). https://doi.org/10.1016/0378-4371(90)90275-W.
Figure 1: The joint energy-magnetization distribution of the input $8 \times 8$ Ising model data at $T = 3.526$

Figure 2: The amplitude of the principal components for the $8 \times 8$ Ising model at $T=3.526$
Figure 3: As in Fig. 3, but for a $8 \times 4$ spin Ising model

Figure 4: The logarithm of the ratio of the lowest to second lowest principal component amplitude for the input data of Fig. 1
Figure 5: The derivative of the curve of the previous figure multiplied by $-T^2$.

Figure 6: The pdf of the synthetic data when 20 principal components are retained.
Figure 7: As in Fig. 6 but employing all 64 principal components