PROBING HADRON STRUCTURE IN PROTON-NUCLEUS COLLISIONS

A Dissertation in
Physics
by
David Zaslavsky

© 2014 David Zaslavsky

Submitted in Partial Fulfillment
of the Requirements
for the Degree of

Doctor of Philosophy

December 2014
The dissertation of David Zaslavsky was reviewed and approved* by the following:

Anna M. Staśto
Associate Professor of Physics
Dissertation Advisor, Chair of Committee

Irina Mocioiu
Associate Professor of Physics

Mark Strikman
Distinguished Professor of Physics

James Brannick
Professor of Mathematics

Richard Robinett
Professor of Physics
Graduate Program Chair

*Signatures are on file in the Graduate School.
Abstract

Understanding the behavior of large atomic nuclei (heavy ions) in high-energy collisions has been the focus of a concerted research effort over the past 10-15 years. Much of the latest progress in the field has centered around transverse momentum-dependent (or “unintegrated”) parton distributions: in particular the prediction of the high-energy behavior of these distributions, in the form of the Balitsky-JIMWLK equations, and the development of the hybrid factorization framework, which connects the unintegrated parton distributions to predictions for experimentally measured cross sections. With the advent of high-energy proton-nucleus collisions at RHIC and the LHC, we are able to experimentally test these predictions for the first time. In this dissertation, I show two case studies of these predictions, to illustrate the use of the hybrid factorization at leading and next-to-leading order.

First, as a simple example, I analyze the azimuthal angular correlation for a Drell-Yan process, the production of a lepton pair with an associated hadron. The correlation for back-to-back emission turns out to be determined by the low-momentum region of the unintegrated gluon distribution, and the correlation for parallel emission is determined by the high-momentum region. Accordingly, a proper prediction of the correlation at all angles requires a gluon distribution with physically realistic behavior at both high and low momenta. Furthermore, the properties of the central double peak that emerges in Drell-Yan production can provide some insight into the form of the gluon distribution.

I’ll then describe a numerical calculation of the cross section for inclusive hadron production, which incorporates all corrections up to next-to-leading order in the strong coupling. This calculation illustrates several obstacles presented by subleading terms, including the removal of divergences by renormalizing the integrated and unintegrated parton distributions. The results of the calculation are negative at high transverse momentum, which is surprising but may be mathematically reasonable, since the perturbative approximation to the cross section may break down under those kinematic conditions. However, it may be possible to make meaningful predictions for the nuclear modification ratio $R_{pA}$ despite the negative cross section.

Moving beyond next-to-leading order, it may be possible to cure the negativity of the inclusive hadron cross section by altering the formulas used. I’ll show two possible methods of doing so: first, a straightforward resummation of selected higher-order terms corresponding to gluon loop diagrams is able to mitigate the negativity, though it requires some alterations of unclear theoretical origin. A more promising alternative seems to be use of exact kinematic definitions, incorporating terms which disappear in the infinite-energy limit; this constrains the kinematics to eliminate the region of phase space which most strongly contributes to the negativity. In this way, the calculation can be adapted to produce reasonable results at high transverse momentum.
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Chapter 1

Introduction

Ever since quantum chromodynamics, the theory of strong interactions, was developed in the 1960’s, high-energy physicists have endeavored to understand the internal structure of strongly bound particles. This effort was driven, in large part, by experimental results from increasingly powerful particle accelerators. But as accelerator technology has become more and more complex, so has the depth of structure displayed by the particles being collided. Instead of having a fixed set of constituents, as one might classically expect, protons and atomic nuclei act as though they contain ever-increasing numbers of smaller and smaller particles as we probe them at higher and higher energies.

Physicists traditionally characterize this apparently changing composition using a set of parton distributions, functions which characterize how the momentum is distributed among the constituents (partons) of the strongly bound particle. Although these functions emerge from fundamentally nonperturbative physics, it is possible to describe how they vary with the parameters of the collision using the methods of perturbative QCD. At high energies, which typically correlate to small momentum fractions $x$, a renormalization group equation derived by Balitsky, Fadin, Kuraev, and Lipatov [1–5] governs the evolution of the parton distributions as $x$ changes. Physically, this equation, called the BFKL evolution equation, represents the process of parton branching, in which partons effectively divide into other partons with smaller fractions of the original hadron’s momentum. The BFKL equation predicts a rapid rise in the parton distributions, especially the gluon distribution, as $x$ becomes small.

However, this growth in the gluon distribution is not sustainable. At very low values of $x$ it leads to violations of the Froissart bound [6–8], a fundamental limit on the growth of cross sections with energy. Violation of the Froissart bound is equivalent to breaking unitarity — that is, to nonconservation of probability. In the 1990’s, Balitsky and Kovchegov [9–14] investigated the dynamics of the gluon distribution as it approaches these very low values of $x$, finding an important contribution from gluon recombination, the inverse of the branching process that underlies BFKL evolution. They derived a correction term to the BFKL equation that represents this recombination, a term which restricts the growth of the gluon distribution at small $x$, in a phenomenon known as gluon saturation. Accelerator technology has only recently advanced to the point where we may be able to experimentally detect the effects of gluon saturation. Naturally, one of the exciting topics in the world of modern particle physics is the search for these effects.

Detecting experimental signatures of saturation generally proceeds along these lines:

1. Develop a theoretical model for the gluon distribution which exhibits saturation
2. Insert that model into a formula which relates the gluon distribution to some measurable
3. Identify features in the results which correspond to characteristics of the gluon distribution that identify saturation

4. Compare the results to corresponding experimental data points to see if those features are present

For the process to be successful, the formula relating the gluon distribution to a measurable quantity needs to be sensitive to small changes in the gluon distribution in the region of interest, and it also needs to be precise in the sense that it does not introduce significant theoretical uncertainties. There is an ongoing effort in the saturation physics community to find measurements which satisfy these criteria.

In this dissertation, I’ll describe two such measurements. First, I’ll examine the derivation of, and predictions for, the azimuthal angular correlation in Drell-Yan lepton pair-hadron production. This quantity is essentially the cross section for the process $pA \rightarrow \ell\ell h X$, expressed as a function of the angular separation between two outgoing momenta: the total momentum of the lepton pair $\ell\ell$, and the momentum of the hadron $h$. We’ll see that the correlation exhibits characteristic features which are sensitive to details of the gluon distribution in the saturation regime, including a double peak for back-to-back emission. Furthermore, examining the angular correlation in the back-to-back emission region allows us to nearly isolate the effect of the low-momentum part of the gluon distribution, and the correlation in the near-parallel emission region gives us a window on the high-momentum gluon distribution.

Afterwards, I’ll describe the calculation of the inclusive hadron production cross section, $pA \rightarrow h X$, in the saturation formalism, with the complete next-to-leading order (NLO) corrections (except next-to-leading corrections to BK evolution). Unlike the angular correlation calculation, which only incorporates leading order terms corresponding to tree-level diagrams, the NLO inclusive hadron production calculation involves loop diagrams, which come with their own set of theoretical challenges. In particular, the formulas contain divergences in rapidity and momentum which need to be canceled by subtractions, and then analytical singularities need to be removed to produce formulas which can be evaluated numerically. Although the inclusive hadron production cross section does not separate the low- and high-momentum regions of the gluon distribution as well as the correlation does, it does provide a very precise test since the NLO corrections act to reduce the theoretical uncertainty in the formula.

However, the LO+NLO calculation for the inclusive hadron cross section is only applicable in a limited kinematic regime. We’ll see that it produces negative results at high transverse momenta, so evidently the formula is not useful as a probe of the gluon distribution in those conditions. This implies that further corrections to the formula are necessary to use the high-momentum cross section to accurately probe the gluon distribution. I’ll finish by discussing some of the first work toward that goal, which examines two types of higher-order corrections: a simple resummation of the most prominent contributions of higher-order loop diagrams, and an exact kinematic formula that matches the collinear factorization result which is known to be positive. The exact kinematic formula, in particular, is quite successful at describing the experimental data at high transverse momentum where the simple LO+NLO calculation fails.

At each step, I’ll present the theoretical analysis along with comparisons to experimental data. Currently, the state of the art in experimental data for small-$x$ physics comes from the BRAHMS and STAR detectors at the Relativistic Heavy Ion Collider (RHIC). These detectors share several common characteristics that make them suitable for the studies I will describe in this dissertation: they are capable of measuring particles emitted at forward angles close to the beamline, equivalent to high pseudorapidity $\eta \sim 3−4$, and they have good resolution when measuring the momentum of emitted pions and other light hadrons at such forward pseudorapidities. There are also detectors at the Large Hadron Collider (LHC) with these capabilities, namely ALICE, ATLAS, CMS, and
LHCf, although most of the relevant experimental results from these detectors have not yet been published, so when comparing to data I will concentrate on the BRAHMS and STAR results.

The body of the dissertation is structured as follows. Chapter 2 lays out the basic principles of small-\( x \) and saturation physics, together with its underlying background in quantum chromodynamics, and then chapter 3 addresses specific concepts of saturation physics in more detail, in particular the color glass condensate model which describes target nucleons and nuclei under saturation conditions. The remaining chapters describe the calculations previously mentioned. Chapter 4 shows the Drell-Yan lepton pair-hadron angular correlation, which illustrates the basic principles of calculations in small-\( x \) physics. Then, chapter 5 presents the cross section for single inclusive pion production incorporating next-to-leading order corrections, and describes some of the difficulties inherent in treating the higher-order contributions. Chapter 6 shows the numerical results of this calculation, and then chapter 7 discusses how additional contributions might be used to remedy some of the shortcomings of the LO+NLO formula. Finally, chapter 8 summarizes the results and presents an outlook toward further development of these calculations.
Chapter 2

Hadron Structure From QCD

Quantum chromodynamics (QCD), the theory that describes the behavior of strongly interacting particles, was first developed in the 1970s by physicists exploring generalizations of quantum electrodynamics (the quantum theory of electromagnetism). Within a few short years, it became clear that constituents of the proton with small fractions $x$ of its momentum would play an increasingly important role in the physics as collision energy increased. This chapter lays the groundwork for the discussion of small-$x$ physics in chapter 3 by motivating the idea of a target hadron or nucleus as a dressed bound state of quarks, and introducing the integrated and unintegrated parton distributions used to describe it.

2.1 Quark and Gluon Fields

QCD is based on the $SU(3)$ transformation group, whose fundamental representation is the set of all matrices $U$ that satisfy three properties:

- Special
  \[ \text{det} U = 1 \]  
  \[ \text{det} U = 1 \]  
  \[ \text{det} U = 1 \]  

- Unitary
  \[ U^\dagger U = 1 \]  
  \[ U^\dagger U = 1 \]  
  \[ U^\dagger U = 1 \]  

- Three-dimensional
  \[ U = \begin{pmatrix} U_{11} & U_{12} & U_{13} \\ U_{21} & U_{22} & U_{23} \\ U_{31} & U_{32} & U_{33} \end{pmatrix} \]  
  \[ U = \begin{pmatrix} U_{11} & U_{12} & U_{13} \\ U_{21} & U_{22} & U_{23} \\ U_{31} & U_{32} & U_{33} \end{pmatrix} \]  
  \[ U = \begin{pmatrix} U_{11} & U_{12} & U_{13} \\ U_{21} & U_{22} & U_{23} \\ U_{31} & U_{32} & U_{33} \end{pmatrix} \]

where $U_{ij}$ (with two subscripts) are complex numbers.

To construct a physical theory from this group, we first need a set of quantum fields which $SU(3)$ transformations can act upon. Since the simplest nontrivial representation of $SU(3)$ is the three-dimensional fundamental representation, the simplest nontrivial set of fields we can use will have three members: $q_r$, $q_g$, and $q_b$.

\[
\begin{pmatrix} q'_r \\ q'_g \\ q'_b \end{pmatrix} = \begin{pmatrix} U_{rr} & U_{rg} & U_{rb} \\ U_{gr} & U_{gg} & U_{gb} \\ U_{br} & U_{bg} & U_{bb} \end{pmatrix} \begin{pmatrix} q_r \\ q_g \\ q_b \end{pmatrix}
\]

\[ q'_k = U_{kj} q_j \]  

(2.4)  

(2.5)
where I use the usual convention of summing over repeated indices. These are the quark fields.

We then put these fields into a Lagrangian in combinations which are SU(3) invariant: when performing an SU(3) transformation on the fields, the Lagrangian should remain unchanged. For a Dirac field like the quarks, the Lagrangian will be

\[
\mathcal{L} = \bar{q}(\gamma^\mu D_\mu - m)q
\]  

(2.6)

where I’ve omitted the SU(3) index for notational simplicity, but we should keep in mind that \( q \) still refers to the SU(3) vector of three quark fields.

While the mass term \( \bar{q}iqm \) is trivially SU(3) invariant (any SU(3) transformation made to the quark fields \( q \) cancels out with the inverse transformation made to \( \bar{q} \)), the kinetic term \( \bar{q}(\gamma^\mu D_\mu)q \) is not, at least not if we use the simple partial derivative \( D_\mu = \partial_\mu \). Applying an SU(3) transformation \( (2.4) \) to that term, and expanding \( \partial_\mu Uq \) using the product rule, produces

\[
i\bar{q}U^\dagger \gamma^\mu \partial_\mu Uq = i\bar{q}\gamma^\mu \partial_\mu q + i\bar{q}U^\dagger \gamma^\mu (\partial_\mu U)q
\]  

(2.7)

The first term is the same one, involving the partial derivative, that we had before the transformation, but this residual contribution \( i\bar{q}U^\dagger \gamma^\mu (\partial_\mu U)q \) spoils the gauge invariance.

To restore gauge invariance, we’ll need to add to \( D_\mu \) an extra term \( \Delta_\mu \) which transforms in a way that will cancel out that residual contribution. Specifically, the product \( \bar{q}\Delta_\mu q \) needs to change by \( -\bar{q}U^\dagger (\partial_\mu U)q \) under an SU(3) transformation,

\[
\bar{q}\Delta_\mu q \rightarrow \bar{q}U^\dagger \Delta_\mu Uq - \bar{q}U^\dagger (\partial_\mu U)q
\]  

(2.8)

Now, an arbitrary SU(3) transformation \( U \) can be written as \( e^{i\alpha_c T^c} \), where \( \alpha_c \) is an eight-component vector (corresponding to the eight generators \( T^c \) of SU(3)). From this, we can explicitly write \( \partial_\mu U = i(\partial_\mu \alpha_c)T^cU \), which means the transformation of \( \Delta_\mu \) has to satisfy

\[
\bar{q}\Delta_\mu q \rightarrow \bar{q}U^\dagger \Delta_\mu Uq - \bar{q}U^\dagger i(\partial_\mu \alpha_c)T^c Uq
\]  

(2.9)

or

\[
\Delta_\mu \rightarrow U^\dagger [\Delta_\mu - i(\partial_\mu \alpha_c)T^c] U
\]  

(2.10)

Given this form, it makes sense to write \( \Delta_\mu = ig_\alpha A_{c\mu} T^c \), and specify that the gauge field, or gluon field for QCD specifically, transforms as

\[
A_{c\mu} \rightarrow A_{c\mu} - \frac{1}{g_\alpha} \partial_\mu \alpha_c
\]  

(2.11)

The covariant derivative then becomes

\[
D_\mu = \partial_\mu + ig_\alpha T^c A_{c\mu}
\]  

(2.12)

where \( g_\alpha \) is the coupling, \( T^c \) is an \( su(3) \) generator, and \( A_{c\mu} \) is a new field we will call the gluon field (or the gauge field). In this way, the requirement of local SU(3) gauge invariance, where the transformation matrix \( U \) can be a function of spacetime position while still preserving the symmetry, leads to the existence of eight gluon fields.

As explained in standard references [15][17], we can derive a kinetic term for the gluon fields by defining \( F_{\mu\nu}^c \) from

\[
[D_\mu, D_\nu] = -ig_\alpha F_{\mu\nu}^c \frac{\sigma^c}{2}
\]  

(2.13)

or, explicitly,

\[
F_{\mu\nu}^c = \partial_\mu A_{\nu}^c - \partial_\nu A_{\mu}^c + g_\alpha \epsilon^{cjk} A_{\mu}^j A_{\nu}^k
\]  

(2.14)
The kinetic term, which must be a gauge-invariant function of $F$, works out to be $-\frac{1}{4} F^2$. Putting this all together, we have the Lagrangian of QCD

$$\mathcal{L} = \bar{q}i(\gamma^\mu D_\mu - m)q - \frac{1}{4} (F^c_{\mu\nu})^2$$  \hspace{1cm} (2.15)

with three quark fields and eight gluon fields. Expanding the terms shows the following types of interactions:

- $-m \bar{q}q$ quark mass  \hspace{1cm} (2.16a)
- $-g_s \bar{q}\gamma^\mu T^c A_{\mu}q$ quark-quark-gluon vertex  \hspace{1cm} (2.16b)
- $g_s (\partial_\mu A^c_\nu - \partial_\nu A^c_\mu) \epsilon^{ijk} A^{j\mu} A^{k\nu}$ triple gluon vertex  \hspace{1cm} (2.16c)
- $g_s^2 \epsilon^{ijk} A^{j\mu} \epsilon^{j'k'} A^{j'\mu} A^{k'\nu}$ quadruple gluon vertex  \hspace{1cm} (2.16d)

The gluon self-interactions (2.16c) and (2.16d) are a unique feature of a nonabelian theory; they don’t occur in quantum electrodynamics, for example.

### 2.1.1 Running Coupling

One feature of QCD (or any renormalizable quantum field theory) that will play an important role in calculations is the running of the strong coupling. So far we have been treating $g_s$, or equivalently $\alpha_s = g_s^2/4\pi$, as a constant, but in fact it has to vary with energy. Here is the reasoning: suppose we have some observable quantity $O$ which depends on a single energy scale $Q$. $O$ may be proportional to some power of $Q$, determined by its units, but any more complex energy dependence will have to occur in the form $Q/\mu$, where $\mu$ is the renormalization scale of the theory (the scale which separates high-energy behavior we can ignore from low-energy behavior which we cannot). However, $O$ should be independent of $\mu$. So we need its expression to satisfy

$$\left[ \mu^2 \frac{\partial}{\partial \mu^2} + \mu^2 \frac{\partial \alpha_s}{\partial \mu^2} \frac{\partial}{\partial \alpha_s} \right] O = 0$$  \hspace{1cm} (2.17)

This can be rewritten as a differential equation for the coupling, which takes the form

$$\frac{\partial \alpha_s}{\partial \ln(Q^2/\mu^2)} = \mu^2 \frac{\partial \alpha_s}{\partial \mu^2} = -b\alpha_s^2(1 + b'\alpha_s + b''\alpha_s^2 + \cdots)$$  \hspace{1cm} (2.18)

With this in hand, as shown in e.g. reference [17], we can take the observable $O$, expressed in terms of the coupling at an energy scale $Q$, and write it as a perturbation series in the coupling constant at the renormalization scale, $\alpha_s(\mu)$:

$$O(\alpha_s(Q^2)) = O_1 \left[ 1 - c_1 \alpha_s(\mu^2) + c_2(\alpha_s(\mu^2))^2 + \cdots \right]$$  \hspace{1cm} (2.19)

with $O = O_1 \alpha_s + \cdots$. This becomes relevant when we discuss the BFKL and BK equations, where we will interpret the running of the coupling as providing next-to-leading order corrections to the operator that implements the BFKL/BK evolution.

For calculations up to next-to-leading order, we can safely take the first term on the right from equation (2.18) and solve it to obtain

$$\alpha_s = \frac{1}{b \ln \frac{Q^2}{\mu^2}}$$  \hspace{1cm} (2.20)

A conventional choice for $\mu$ is the parameter $\Lambda_{\text{QCD}}$ which has a value around 200 MeV, although as a renormalization scale parameter, one can make different, equally valid choices for $\mu$, corresponding to a theoretical uncertainty in calculations that use the running coupling.
2.1.2 Dressed Particles

At this point we have to make a distinction between bare particles, which are the particles corresponding to the fields in the Lagrangian, and dressed particles, which are the physical particles that propagate through space and time.

Physically, we can understand the difference as follows. The $ggq$ vertex in equation (2.16b) tells us that a bare quark, for example, will occasionally emit gluons as it propagates. Those gluons in turn emit other gluons, and some of these emitted gluons will turn into quark-antiquark pairs. In the end, the quark will be surrounded by a “cloud” of copropagating particles. But the particles from this cloud can interact with each other and be reabsorbed by the original particle. If the relative amounts of quarks, antiquarks, and gluons are balanced, all these emissions and reabsorptions reach an equilibrium, and we have a whole cloud of particles propagating together, not just a single disturbance in a quark field. This propagating cloud constitutes a dressed quark.

Mathematically, this situation arises because excitations in the bare fields of the QCD Lagrangian are not eigenstates of the Hamiltonian, not when interactions are included. The eigenstates are linear combinations of bare fields, and these linear combinations correspond to dressed particles.

When a dressed quark interacts with another particle, there is some probability that the other particle actually interacts with a bare gluon, or a pair of bare gluons, or a bare quark and antiquark, or even a “subcloud” that corresponds to a dressed gluon inside the top-level dressed quark. Accordingly, we’ll say that there is some probability of finding, say, a gluon “inside” a quark, which will be given by the splitting wavefunction $\psi$ later in this chapter.

At a higher level, we can actually think of a proton or any other hadron as a dressed bound state of three bare quarks. The overarching goal of hadron structure research, as described in the following sections, is understanding the nature of this dressing.

2.2 Structure of Protons and Nuclei

Modern hadron structure research has its origin in 1969, with the development of the parton model by Feynman and Björken [18–20]. This model treats a target proton or nucleus as a collection of pointlike constituents which incoherently interact with the projectile.

As motivation for the parton model, consider the severe Lorentz contraction that affects protons and nuclei in a high-energy collider. The proton or nucleus is contracted into an ellipsoid with longitudinal extent $\frac{1}{\gamma}$ of its radius, and due to time dilation, its internal dynamics — the branching and recombining of bare particles in a dressed proton — are slowed by a factor of $\gamma$.

For example, a target proton or nucleus at RHIC, in the reference frame of the projectile, has $\gamma = \frac{E}{m_p} = \frac{200\text{GeV}}{938\text{MeV}} \approx 213$. In pA collisions at the LHC, the corresponding value is $\gamma = \frac{2.76\text{TeV}}{938\text{MeV}} = 2940$. These values of $\gamma$ are large enough that we can take the $\gamma \to \infty$ limit, which corresponds to analyzing the collision in the infinite momentum frame. In this frame, the target acts as a static configuration of quantum fields on a flat disk, and as a result, we can consider the scattering event, the hard process, to be effectively instantaneous, equivalent to scattering off a pointlike constituent.

2.2.1 The Parton Model and Integrated Parton Distributions

As the originators of hadron structure research did, let’s consider deep inelastic scattering (DIS), a process which features an electron projectile impacting a target proton or nucleus and breaking it up: $e^-A \to e^-X$. Under the parton model, the behavior of the target hadron in a DIS event is determined by two pieces: the hard scattering event involving the target parton, and the
distribution of those partons within the target hadron.

To understand the roles of these pieces, consider the simplified situation of scattering off a fixed electric charge distribution $\rho(r)$. The hard scattering is represented by the cross section for scattering off a point elementary charge, called the Mott cross section,

$$
\left( \frac{d^2\sigma}{d\Omega^2} \right)_{\text{Mott}} = \frac{\alpha^2_{\text{em}} E^2}{4k^4 \sin^4(\theta/2)} \left( 1 - \frac{k^2}{E^2} \sin^2 \theta \right)
$$

where $E$ is the incoming particle’s energy and $k$ is the magnitude of its momentum, and $\theta$ is the angle by which it is scattered. Now, we could in principle represent the distribution of partons within the target with the charge distribution $\rho(r)$, and then the scattering amplitude would be a convolution of the Mott amplitude with the charge distribution:

$$
A(r) = \int \int \int A_{\text{Mott}}(r - r') \rho(r') d^3r'
$$

with $\frac{d^2\sigma}{d\Omega^2} \sim A$. However, we already have the Mott cross section in terms of momentum, and we would like the end result in momentum space as well, so it’s easier to just rewrite that whole relation in momentum space, by which the convolution becomes a simple product.

$$
A(q) = A_{\text{Mott}}(q) |G_E(q)|^2
$$

The function $G_E(q)$, called the electric form factor, is the Fourier transform of the charge distribution $\int \int \rho(r) \exp(-i q \cdot r) d^3r$. In this limit where the target’s recoil can be neglected. This simplified model gives the overall cross section as

$$
\frac{d^2\sigma}{d\Omega^2} = \left( \frac{d^2\sigma}{d\Omega^2} \right)_{\text{Mott}} |G_E(q)|^2
$$

The first factor represents the hard scattering event, and the second factor represents the distribution of partons. It’s conventional to denote that second factor as $F(q) := |G_E(q)|^2$, called the structure function.

For realistic collisions, this model fails for several reasons: the partons have magnetic moments in addition to their electric charges, spin interactions between the projectile and target partons mean we can no longer use the Mott cross section as the “reference” cross section for a single parton, and the target will recoil. But the general framework, of expressing a cross section in terms of structure functions, still works. These complications can be accomodated by generalizing the formula for the differential cross section of DIS to include two structure functions, $F_1$ and $F_2$.

$$
\frac{d^2\sigma}{dx_g dQ^2} = \frac{4\pi\alpha_s^2}{Q^4} \left[ 1 + (1 - y)^2 \right] F_1(x_g, Q^2) + \frac{1 - y}{x_g} \left[ F_2(x_g, Q^2) - 2x_g F_1(x_g, Q^2) \right]
$$
where $y = \frac{q \cdot p}{p^2}$ in the language of figure 2.2. However, the specific form of the coefficients is not as important as the fact that the cross section can be expressed as multiples of two structure functions in this way.

### 2.2.1.1 Collision Kinematics

At this stage I need to take a brief interlude to explain the meaning of the kinematic variables $x_g$ and $Q^2$ which I’ve just introduced.

When analyzing a DIS collision, we have four momenta to work with, as shown in figure 2.2: the incoming and outgoing momenta of the electron, $k^\mu$ and $k'^\mu$ respectively, the incoming momentum of the proton $p^\mu$, and the outgoing momentum $p'^\mu$ of the assorted hadrons produced by the breakup of the proton. Between the conservation law ($k^\mu + p^\mu = k'^\mu + p'^\mu$), the on-shell relations for incoming and outgoing momenta ($k^2 = k'^2 = m_e^2$, $p^2 = m_p^2$), and the freedom to choose a suitable reference frame, we can eliminate all but three degrees of freedom from these momenta. (For elastic scattering, we can use $p'^2 = m_{\text{proton}}^2$ to get down to two.)

In the analysis of deep inelastic scattering, the parametrization of choice is the photon virtuality $Q^2$ and the Bjørken variable $x_B$, defined in terms of the momentum transfer $q^\mu := k'^\mu - k^\mu$:

$$Q^2 := -q^2 \quad x_B := \frac{Q^2}{2p \cdot q}$$

These variables are particularly useful in combination with the parton model because both of them have straightforward physical interpretations, at least in leading order calculations. Suppose the photon interacts with a parton carrying a fraction $x_g$ of the proton’s momentum, $p'_\mu = x_g p^\mu$, and let us neglect the parton’s mass. We can write the squared four-momentum of the parton after the interaction as

$$0 \approx p'^2_q = (p_q + q)^2 \approx q^2 + 2p_q \cdot q = -2p \cdot q x_B + 2x_g p \cdot q = 2p \cdot q (x_g - x_B)$$

which implies that $x_B = x_g$: the Bjørken variable represents the momentum fraction of the struck parton.

Knowing $x_g$ and $Q^2$ of a collision allows us to characterize the behavior of the target in that collision, as shown in figure 2.3. 

\footnote{Unfortunately, there is almost no consistency in the pedagogical literature when it comes to parametrizing those two degrees of freedom. \cite{25} ch. 8] Following a derivation in any of the standard textbooks can be rather difficult.}
Figure 2.3: Snapshots of the structure of a target proton or nucleus as \( x_g \) and \( Q^2 \) vary. The upper left corner is the saturation regime, which we will encounter in the next chapter.

### 2.2.1.2 Integrated Parton Distributions

We now have the behavior of a target proton or nucleus in a high-energy collision parametrized in terms of two structure functions, \( F_1(x_g, Q^2) \) and \( F_2(x_g, Q^2) \). If the target consisted only of quarks with a fixed fraction \( x_g \) of the target’s momentum, we would find \([17, \text{ch. 4}]\) that

\[
F_2(x_g, Q^2) = 2x_g F_1(x_g, Q^2) = \delta(1-x_g) \tag{2.28}
\]

Experimentally, we know this is not the case; structure functions can be measured and we find that they form a broad distribution. It will be convenient to separate the contributions from each of the different flavors of partons to the structure function, which we do by expressing it as a sum of parton distributions,

\[
F_2(x_g) = \sum_{\text{flavors } i} e_i^2 x_g f_{i/h}(x_g) \tag{2.29}
\]

These functions \( x_g f_{i/h}(x_g) \) are the integrated parton distributions (PDFs).

PDFs cannot be completely calculated within perturbative QCD. Although the \( Q^2 \) dependence of parton distributions is given by perturbation theory, in the form of the DGLAP evolution equations \([26, 29]\) (see also \([15, 17, 30, 31]\) for pedagogical descriptions), the initial conditions for these equations emerge from nonperturbative physics acting at low \( Q^2 \). Therefore, the parton distributions used in calculations are developed by postulating a functional form, which satisfies the DGLAP equations, with several free parameters, and fitting that function to a wide variety of collider data. Different research groups have different methods of performing the fit\(^3\). A representative set are shown in figure 2.4. At small values of \( x_g \lesssim 1 \times 10^{-2} \), we can see from figure 2.4 that the gluon distribution exceeds all others by several orders of magnitude. Accordingly, small-\( x \) physics focuses on determining the behavior of the gluon distribution.

\(^3\)The Durham PDF server at [http://hepdata.cedar.ac.uk/pdfs/](http://hepdata.cedar.ac.uk/pdfs/) is a good starting point for information about PDF fitting groups and their results.
Figure 2.4: Parton distributions $x_g f_{1/h}(x_g, Q^2)$ derived from fits to measurements at the HERA collider. These are not the independent parton distributions for each parton flavor, but the valence quark distributions, $x_g u_v = x_g (u - \bar{u})$ and $x_g d_v = x_g (d - \bar{d})$ (differences between quark and antiquark distributions of the same flavor), and the sea quark distribution, $\sum_i (f_{i/h} + \bar{f}_{i/h})/2$ (average of all quark and antiquark distributions). The gluon PDF is kept separate, and it is clear that it is by far the largest one at small $x$. These plots were originally published in reference [32] and are reused under the terms of the Creative Commons Attribution 4.0 license.

2.2.2 Unintegrated Parton Distributions

Factorizing cross sections into hard factors and integrated parton distributions works well for inclusive measurements, where we measure the total cross section, but the procedure has proved unable to explain features of certain exclusive measurements, where the cross section is broken down by the kinematic properties of one final-state particle. It was proposed in the 1990s [33, 34] that parton distributions which depend on the transverse momentum transfer could provide the additional flexibility needed. Since that time, a large body of work has been developed focusing on these transverse momentum-dependent (TMD) distributions and their associated factorization procedure.

These unintegrated gluon distributions can be built up from two fundamental building blocks [35, 36], the Weizsäcker-Williams distribution [37, 38], which measures the number density of gluons, and the dipole distribution. Both distributions have the same asymptotic behavior at large $k_\perp$ [39], but they contribute to different physical processes. This dissertation focuses on the dipole gluon distribution specifically.

Probably the simplest expression of the unintegrated dipole gluon distribution is the derivative of the integrated gluon distribution from the previous section (2.29), [40]

$$Q^2 \mathcal{F}_{x_g}(x_g, Q^2) = \frac{2\pi^2\alpha_s}{N_c} \frac{\partial}{\partial Q^2} [x_g g(x_g, Q^2)]$$ (2.30)

There are a variety of other notations used in the literature, among them $\phi$, which is related to $\mathcal{F}_{x_g}$ as

$$\mathcal{F}_{x_g}(k_\perp) = \frac{1}{8\pi} \nabla^2 \phi(x_g, k_\perp) + \delta^{(2)}(k_\perp)$$ (2.31)

One will also occasionally see $\varphi = \frac{1}{2} \phi$. 11
Figure 2.5: Plots of the GBW and MV gluon distributions in momentum space. The key feature of the MV distribution is the power tail at large $k_{\perp}$, as opposed to the exponential falloff of the GBW model. These distributions use the same saturation scale of $Q^2_s = c A^{1/3} (x_0/x_g)^\lambda$ with $c = 0.85$, $A = 208$, $x_0 = 0.000304$, and $\lambda = 0.288$.

It’s quite common to use the position space version of the distribution, $S^{(2)}_{x_g}$, which is expressed as a Fourier integral

$$F_{x_g}(k_{\perp}) = \int \frac{d^2x_{\perp} d^2y_{\perp}}{(2\pi)^2} e^{-i k_{\perp} \cdot (x_{\perp} - y_{\perp})} S^{(2)}_{x_g}(x_{\perp}, y_{\perp})$$

as well as the dipole amplitude

$$N(x_{\perp}, y_{\perp}, x_g) = 1 - S^{(2)}_{x_g}(x_{\perp}, y_{\perp})$$

2.2.2.1 Analytic Models

We’ve seen that parton distributions cannot be calculated using perturbative QCD, but we still need some concrete form for the PDF if we’re going to use it in the calculation of a cross section. Developing and refining these concrete forms is an active area of research. The general procedure is to postulate some analytic expression with several free parameters that can then be determined from fits to collider data. In this way, various researchers have developed models for the unintegrated gluon distribution, with varying levels of complexity.
GBW Model  One model which is particularly common due to its simplicity was developed by Golec-Biernat and Wüsthoff [41, 42]. The model is defined by two components. First, an exponential form for the gluon distribution
\[
S_{x_g}^{(2)}(r_\perp) := \exp \left( \frac{r_\perp^2 Q_s^2}{4} \right)
\]  
(2.34)
where \( Q_s \) is the saturation scale, a momentum scale that characterizes the transition between \( S_{x_g}^{(2)} \approx 1 \) and \( S_{x_g}^{(2)} \ll 1 \). We’ll see the significance of the saturation scale in the next chapter. The other component is the dependence of the saturation momentum on \( x_g \),
\[
Q_s^2 = Q_0^2 \left( \frac{x_0}{x_g} \right) ^\lambda
\]  
(2.35)
\( Q_0 \) is the saturation momentum at some reference momentum fraction \( x_0 \), so one of \( x_0 \) and \( Q_0 \) can be chosen arbitrarily. The choice made by Golec-Biernat and Wüsthoff, based on a fit to DIS data collected at HERA, is to set \( Q_0 = 1 \) GeV for a proton, for which the corresponding value of \( x_0 \) from the fit is \( x_0 = 0.000304 \).

For a nucleus, the formula for \( Q_s^2 \) is modified by adding a factor of \( cA^{1/3} \), where \( A \) is the atomic mass number and \( c \) is the centrality coefficient, \( c = \sqrt{1 - R_\perp^2/R^2} \) with \( R_\perp \) being the impact parameter and \( R \) being the radius of the nucleus. Effectively, \( A^{1/3} \) is proportional to the number of nucleons that fit across a diameter of the nucleus, and thus \( cA^{1/3} \) can be thought of as a measure of the number of nucleons the projectile will encounter on its way through the nucleus.\footnote{A more precise argument for why the saturation scale of a nucleus scales as \( A^{1/3} \) can be found in reference \[30\] and many papers on the subject.}

The momentum space distribution for the GBW model,
\[
F_{x_g}(k_\perp) = \frac{1}{\pi Q_s^2} \exp \left( -\frac{k_\perp^2}{Q_s^2} \right)
\]  
(2.36)
is plotted in figure 2.5. It exhibits a characteristic sharp exponential falloff at high \( k_\perp \).

MV Model  The GBW model has one significant shortcoming: it falls off exponentially at high momenta \( k_\perp \gg Q_s \), which conflicts with what we would expect from rather general arguments based on perturbative QCD. To remedy this, we can use the MV model [37, 38, 43, 44], which modifies the exponent to produce a power law (not exponential) decay at high momentum:
\[
S_{x_g}^{(2)}(r_\perp) := \exp \left[ \frac{r_\perp^2 Q_s^2}{4} \ln \left( e + \frac{1}{r_\perp \Lambda_{MV}} \right) \right]
\]  
(2.37)
With this model as well, the \( x_g \) dependence of the saturation scale \( Q_s \) is unconstrained. Conventionally we take it to have the same functional dependence as in the GBW model (2.35).

There is no symbolic expression for the momentum space distribution \( F_{x_g} \) in the MV model, but it can be computed numerically. The result is plotted in figure 2.5. Unlike the GBW model, this gluon distribution has a softer drop at high \( k_\perp \), not exponential but proportional to a power law \( k_\perp^{-a} \) with \( a \approx 4.5 \).

AAMQS Model  Recent work by Albacete, Armesto, Milhano, Quiroga, and Salgado [45] has generalized the preceding two models by adding an anomalous dimension, \( \gamma \).
\[
S_{x_g}^{(2)}(r_\perp) := \exp \left[ \frac{(r_\perp^2 Q_s^2)^\gamma}{4} \ln \left( e + \frac{1}{r_\perp \Lambda_{MV}} \right) \right]
\]  
(2.38)
The MV model can be considered a special case of this with $\gamma = 1$, and the GBW model a further specialization with $\Lambda_{\text{MV}} \to \infty$.

In practice, the AAMQS model is usually used as an initial condition to the BK evolution equation (to be introduced later), rather than as an independent model of the gluon distribution in its own right. The best fit with this model yields $\gamma$ between $\approx 0.9$ and $\approx 1.4$ depending on the values of other parameters, suggesting that the additional degree of freedom in the model may play a useful role in describing data. I mention it here because it appears frequently in the literature, although I will not use it for the fits in the remainder of this dissertation.
The previous chapter presented a very high-level overview of how the picture of hadron structure emerges from QCD. In this chapter, I’m going to revisit those concepts, showing the details of how they emerge from the underlying quantum field theory. These derivations will also serve as a demonstration of how the cross sections in later chapters can be calculated.

I’ll begin with a discussion of light cone perturbation theory, a method of approaching quantum field theory that is commonly used in the field. The focus of this chapter is on the color glass condensate, which is a model developed to describe the behavior of colliding nucleons and nuclei when their gluon distributions are large. Having discussed the CGC prepares us to analyze the small-$x$ evolution of the unintegrated gluon distribution, given by the BK equation, which will play a key role in the results presented in the remainder of the dissertation.

### 3.1 Light Cone Perturbation Theory

Calculations in saturation physics are often performed in light cone perturbation theory\(^1\), which is similar to, but slightly different from, the “traditional” perturbation theory that uses Feynman diagrams.

The basis of light cone perturbation theory is the light cone coordinate system, in which any four-vector $a^\mu$ is expressed as the components $(a^+, a^−, a_\perp)$:

\[
\begin{align*}
  a^+ &= a_t + a_z \\
  a^- &= a_t - a_z \\
  a_\perp &= (a_x, a_y)
\end{align*}
\]

Light cone coordinates are described in more detail in appendix B.

This choice of coordinates is particularly convenient to describe two particles moving at the speed of light in opposite directions along the $z$ axis. For one particle, which we’ll take to be the projectile, the minus component of position is constant, and the plus component can be used to parametrize the path, filling the role of time. And of course for the target, the reverse is true: $x^+$ is constant and $x^-$ parametrizes the path.

Light cone perturbation theory comes with its own rules for representing physical processes by Feynman-like diagrams. For comparison, consider a Feynman diagram in plain old $\phi^3$ field theory.

\(^1\)For an accessible introduction to light cone perturbation theory, including a set of rules analogous to those used for Feynman diagrams, see reference 30, which is based on the more detailed treatment in references 46, 47.
This diagram represents the total contribution of all possible processes in which the particle lines are connected this way, no matter where in spacetime the vertices occur. In particular, even processes where vertex 2 is chronologically before vertex 1 ($t_2 < t_1$) are included in the diagram’s contribution. On the other hand, there is a different procedure, time ordered perturbation theory, in which the vertices have to be ordered by time, so we use two diagrams to represent the same process: one for all the contributions where $t_2 > t_1$, and one for all the contributions where $t_2 < t_1$.

Light cone perturbation theory is quite similar, except that instead of being ordered by time, the vertices are ordered by the light cone time $x^+$. The light cone version of the diagram on the left represents all processes where $x_2^+ > x_1^+$, and the one on the right, all processes where $x_2^+ < x_1^+$.

Coupled with this choice of coordinates and diagrams is the use of light cone gauge for the gluon field. In general, the light cone gauge is defined as

$$\eta^\mu A_\mu^\eta = 0$$

for some four-vector $\eta$ which is lightlike, satisfying $\eta^\mu \eta_\mu = 0$. A common choice, which I’ll be using in this work, is

$$\eta = (0, 2, 0) \implies A^+ = 0$$

### 3.1.1 The Light Cone Wavefunction

A quantum state in light cone perturbation theory is a superposition of Fock states, each of which corresponds to a definite number of particles of specific types with definite quantum numbers. For example, a state with one gluon with plus momentum $k^+$, transverse momentum $k_\perp$, polarization $\lambda$, and color indices $a$ might be represented $|k^+, k_\perp, \lambda, a\rangle$. More generally, let’s denote a state with $n_g$ gluons and $n_q$ quarks, where the individual momenta are irrelevant, as $|n_g, n_q\rangle$.

All possible Fock states form a complete basis, so if we sum $|n_g, n_q\rangle \langle n_g, n_q|\overline{\psi}$ over all possible particle numbers, and integrate over all possible momenta, polarizations, and color indices (represented by $d\mathcal{P}\mathcal{S}$, for “phase space”) at each particle number, the resulting operator is the identity operator

$$1 = \sum_{n_g, n_q} d\mathcal{P}\mathcal{S}_{n_g, n_q} |n_g, n_q\rangle \langle n_g, n_q|$$

So, if $|p\rangle$ is the state that represents, say, a proton, we can write

$$|p\rangle = \sum_{n_g, n_q} d\mathcal{P}\mathcal{S}_{n_g, n_q} |n_g, n_q\rangle \langle n_g, n_q|p\rangle$$

This is reminiscent of the way we define a position-space wavefunction in basic quantum mechanics:

$$|\psi\rangle = \int d^3r |r\rangle \langle r|\psi\rangle$$
In this case we would define the complex-valued function \( \psi(r) := \langle r | \psi \rangle \) as the wavefunction. Analogously, from equation (3.5), we define the complex-valued function

\[
\Psi_p(n_g, n_q, \text{momenta}) := \langle n_g, n_q | p \rangle
\]

as the \textit{light cone wavefunction}. Just as the normal wavefunction represents the amplitude of a state at a particular position, the light-cone wavefunction represents the amplitude of a state to have a particular particle content with specified momenta.

### 3.1.2 Compound Diagrams

Each individual diagram in light cone perturbation theory (as in Feynman perturbation theory) represents a contribution \( A_i \) to the overall scattering amplitude \( A \).

\[
A = A_1 + A_2 + \cdots \tag{3.8}
\]

When we calculate the cross section, we’re going to multiply the amplitude by its complex conjugate, which produces a series of terms of the form (conjugate amplitude) \( \times \) (amplitude).

\[
|A|^2 = (A_1^* + A_2^* + \cdots)(A_1 + A_2 + \cdots) = A_1^*A_1 + A_2^*A_2 + \cdots + A_1^*A_2 + A_2^*A_1 + \cdots \tag{3.9}
\]

If we adopt the convention that the mirror image of a diagram represents the complex conjugate of the corresponding term, then each of these (conjugate amplitude) \( \times \) (amplitude) terms can be represented using a “compound diagram” that is constructed from one normal and one mirrored diagram. Figure 3.1 shows a couple of examples. In these compound diagrams, a dashed line, the \textit{cut}, indicates where the normal diagram ends and the mirrored one begins, or equivalently, the intermediate state of the compound diagram which corresponds to the final state of the normal diagram.

We can apply the rules of perturbation theory to construct the mathematical expression corresponding to the compound diagram, and we’ll get precisely the product of the normal and mirrored diagrams. In this way, we can use the rules of our field theory to obtain the terms of \( |A|^2 \) directly, which is often easier than finding \( A \) and multiplying it by its complex conjugate.

There is one caveat: when constructing the expression that corresponds to a compound diagram, we would ordinarily allow the momenta of the intermediate particles to be off-shell.
(i.e. to not satisfy $p^\mu p_\mu = m^2$). However, in reality, these “intermediate” particles are actually final-state particles, which will necessarily have on-shell momenta. So we’ll have to manually insert the constraint that the momentum is on-shell for each particle line that crosses the cut.

3.2 Calculations in the Color Glass Condensate

In roughly the past decade or so, the color glass condensate (CGC) model has emerged as a promising candidate for describing the behavior of protons and nuclei in high-energy collisions where the gluon distributions are large. The model derives its name from its treatment of the target nucleon or nucleus as a densely packed gluon fluid, or “color glass.” The appeal of the CGC is its ability to efficiently handle situations where multiple gluon interactions play a large role in determining the physics.

In this section I’ll introduce some of the underlying principles of CGC calculations and demonstrate their use in calculations.

3.2.1 Wilson Lines

Much of the formalism of the CGC is based on Wilson lines. A Wilson line is defined as the path-ordered exponential of a field along a path:

$$U(x_\perp) = \mathcal{P} \exp \left( ig_s \int ds \frac{dx^\mu}{ds} T^c A^\mu_c(x') \right)$$

(3.10)

Physically, this represents the accumulated effect of the field $A^\mu_c$ on a particle passing through it along the path parametrized by $s$, where the fundamental interaction between the particle and the field contributes the factor of $T^c$. For example, the Wilson line with $T^c$ in the fundamental representation of SU(3) represents the superposition of all possible multiple gluon interactions between a propagating quark and the target nucleon or nucleus.

$$U = U_0 + U_1 + U_2 + U_3 + \cdots$$

(3.11)

Alternatively, a Wilson line where the generator is in the adjoint representation, denoted $\tilde{T}^c$, represents the superposition of interactions between a propagating gluon and the field of the nucleus. In lieu of equation (3.10), this gives us

$$W(x_\perp) = \mathcal{P} \exp \left( ig_s \int ds \frac{dx^\mu}{ds} \tilde{T}^c A^\mu_c(x') \right)$$

(3.12)

Adjoint Wilson lines can be expressed in terms of fundamental Wilson lines using the identity (A.18).

All the degrees of freedom in the gluon field can also be represented as Wilson lines — in other words, any function of $A^\mu_c$ can also be written in terms of $U$ (or its equivalent in a different representation). But Wilson lines become particularly appealing when we write them as Wilson loops, traces of products of Wilson lines which form a closed path. The fact that the path is closed, together with the trace operation, means that Wilson loops are automatically gauge invariant, and in fact any gauge-invariant quantity in the theory can be expressed in terms of Wilson loops. [15, sec. 15.3]
Figure 3.2: Coordinates for color dipoles. This represents the splitting of a single color dipole \( r_\perp \) into two, \( s_\perp \) and \( t_\perp \).

### 3.2.2 Gluon Distributions as Wilson Line Correlators

Unintegrated parton distributions are, of course, gauge invariant quantities, so we can express them in terms of Wilson loops. In this framework, the dipole gluon distribution is a correlator of two Wilson lines,

\[
S^{(2)}_{xy}(x_\perp, y_\perp) = \frac{1}{N_c} \langle \text{Tr}[U(x_\perp)U^\dagger(y_\perp)] \rangle_{x_g}
\]

(3.13)

where \( \langle \cdots \rangle_{x_g} \) denotes a “target averaging operation” \cite[sec. 2.5] which works like this: from the gluon field in the nucleus, extract the components corresponding to gluons having longitudinal momentum fraction \( x_g \). Then average over all possible configurations of these components of the field. Here \( x_\perp \) and \( y_\perp \) can be thought of as representing the coordinates of the endpoints of a parent color dipole, which has emitted a new dipole at transverse coordinate \( b_\perp \), as shown in figure 3.2. This dipole splitting process will be discussed in more detail in section 3.3.

As before, \( x_\perp \) and \( y_\perp \) represent the coordinates of the endpoints of a parent color dipole, which has emitted a new dipole at transverse coordinate \( b_\perp \), as shown in figure 3.2. This dipole splitting process will be discussed in more detail in section 3.3.

As with the dipole distribution, this can be written in momentum space,

\[
G_{xy}(k_\perp, k'_\perp) = \int \frac{d^2x_\perp d^2y_\perp d^2b_\perp}{(2\pi)^4} e^{-i\mathbf{k}_\perp \cdot (\mathbf{x}_\perp - \mathbf{b}_\perp)} e^{-i\mathbf{k}'_\perp \cdot (\mathbf{b}_\perp - \mathbf{y}_\perp)} S^{(4)}_{xy}(x_\perp, b_\perp, y_\perp)
\]

(3.15)

### 3.2.3 Constructing Diagrams in the CGC

Calculations using the CGC start with the corresponding diagrams in light cone perturbation theory. In most cases, they involve at least some combination of the following three components:

- the splitting wavefunction \( \psi(p^+, k^+, r_\perp) \), which is a light cone wavefunction giving the amplitude for a dressed quark with plus-component momentum \( p_+ \) to contain a gluon with plus-component momentum \( k^+ := (1 - \xi)p^+ \) and a dressed quark with plus-component momentum \( \xi p^+ \) with transverse separation \( r_\perp \). Effectively, this represents the emission of the gluon from the quark.
• the fundamental Wilson line $U(x_{\perp})$, from equation (3.10), which represents the interaction between a quark at transverse position $x_{\perp}$ and the chromodynamic field of the nucleus. Again, this can be modeled as the superposition of all possible numbers of gluons interacting with the quark.

\[ x_{\perp} \quad \cdot \cdot \cdot \quad \cdot \cdot \cdot \]

• the adjoint Wilson line $W(y_{\perp})$, from equation (3.12), which is the same thing with a gluon as the propagating particle.

\[ y_{\perp} \quad \cdot \cdot \cdot \quad \cdot \cdot \cdot \]

As an example of how to put these pieces together, consider the process $qA \rightarrow qgA$, in which a quark from the projectile interacts with the target nucleus and emits a gluon. These two events could happen in either order. If the interaction with the gluon field of the nucleus comes first, the process is represented by the diagram

\[ p^+ \quad \cdot \cdot \cdot \quad \cdot \cdot \cdot \quad \cdot \cdot \cdot \quad k^+ \]

This will be represented by the factor

\[ \psi(p^+, k^+, r_{\perp})U(x_{\perp}) \quad (3.16) \]

Alternatively, the interaction could take place after the emission of the gluon, in which case the chromodynamic field interacts with both the quark and the emitted gluon.

\[ p^+ \quad \cdot \cdot \cdot \quad \cdot \cdot \cdot \]

We can think of this as the construction shown in figure 3.3, a superposition of all different numbers of nuclear gluons that could interact with the propagating partons. Mathematically, the superposition in figure 3.3 corresponds to the expression of the form

\[ U_0 W_0 + U_1 W_0 + U_2 W_0 + U_1 W_1 + U_0 W_2 + \cdots = U W \quad (3.17) \]

So the interaction of the nuclear chromodynamic field with a quark and gluon propagating together is the product of the fundamental and adjoint Wilson lines. Accordingly, the expression corresponding to this diagram is

\[ \psi(p^+, k^+, x_{\perp} - b_{\perp})U(x_{\perp})W(b_{\perp}) \quad (3.18) \]

where $x_{\perp} - b_{\perp}$ appears in the splitting wavefunction because it is the transverse separation between the fundamental and adjoint Wilson lines.
3.2.4 Impact Parameter Independence

A significant simplifying assumption, made in many studies of gluon distributions, is that the gluon field of the nucleus has an infinite extent in the transverse plane, and is homogeneous except for local fluctuations. For these gluon distributions, this corresponds to the statement that the Wilson line correlators depend only on $r_\perp := x_\perp - y_\perp$ but are independent of the impact parameter $R_\perp := \frac{1}{2} (x_\perp + y_\perp)$. If we make this assumption, the dipole distribution can be expressed as a function of $r_\perp$ only, and its Fourier transform (2.32) can be simplified to

$$F_{xg}(k_\perp) = \frac{d^2 R_\perp}{d^2 r_\perp} e^{-i k_\perp \cdot r_\perp} S_{xg}(r_\perp) = S_{\perp} \int \frac{d^2 r_\perp}{(2\pi)^2} e^{-i k_\perp \cdot r_\perp} S_{xg}(r_\perp)$$

References \cite{49–53} numerically investigate the consequences of dropping this assumption.
where $S_{\perp}$ is the transverse area of the target over which the interaction takes place. We can express the inverse relation as

$$S_{g}^{(2)}(r_{\perp}) = \frac{1}{S_{\perp}} \int d^{2}k_{\perp} e^{i k_{\perp} \cdot r_{\perp}} F_{xg}(k_{\perp})$$  \hspace{1cm} (3.20)$$

For the quadrupole distribution, we can do the same thing with $s_{\perp} := x_{\perp} - b_{\perp}$ and $t_{\perp} := y_{\perp} - b_{\perp}$, where $b_{\perp}$ is the transverse coordinate of the emitted color pole). The resulting inverse transform is

$$S_{g}^{(4)}(s_{\perp}, t_{\perp}) = \frac{1}{S_{\perp}} \int d^{2}k_{\perp} d^{2}k'_{\perp} e^{i k_{\perp} \cdot s_{\perp}} e^{i k'_{\perp} \cdot t_{\perp}} \mathcal{G}_{xg}(k_{\perp}, k'_{\perp})$$  \hspace{1cm} (3.21)$$

Assuming impact parameter independence also allows us to use the mean field approximation, which we’ll encounter later \(3.45\), to factor the momentum space quadrupole distribution as follows:

$$\mathcal{G}_{xg}(k_{\perp}, k'_{\perp}) = \mathcal{F}_{xg}(k_{\perp}) \mathcal{F}_{xg}(k'_{\perp})$$  \hspace{1cm} (3.22)$$

### 3.3 Dynamics of Small-$x$ Gluons

Even though parton distributions are fundamentally nonperturbative, it is possible to determine their behavior in high-energy collisions using perturbative QCD. The effort to do so begins with the work of Balitsky, Fadin, Kuraev, and Lipatov in the late 1970s. Their original derivations [1–5] focused on the behavior of cross sections, not specifically the unintegrated parton distributions, but the underlying physics is the same in both cases. What they discovered is that the high-energy behavior of hadron scattering cross sections is primarily a result of ladder diagrams, of the type shown in figure 3.4. These diagrams give contributions proportional to $(\alpha_{s} \ln x_{g})^{n}$. Even though $\alpha_{s}$ is small in these high-energy collisions, for sufficiently small values of $x_{g}$ the combination $\alpha_{s} \ln x_{g}$ can be large, so that a leading order $(n = 0)$ or next-to-leading order $(n = 0, 1)$ approximation to the series won’t be sufficient. We need a resummation of these logarithmic contributions — that is, a single expression giving the sum of the entire infinite series of diagrams — to produce a good approximation to the cross section.

This resummation is provided, in a sense, by the BFKL equation, which is often written in
terms of the dipole scattering amplitude (2.33) as

\[
\frac{\partial N(r, x_g)}{\partial \ln(1/x_g)} = \frac{\alpha_s N_c}{2\pi^2} \int d^2b_\perp \frac{r^2}{s_\perp t_\perp} \left[ N(s_\perp, x_g) + N(t_\perp, x_g) - N(r_\perp, x_g) \right]
\]

(3.23)

(this is, properly speaking, only the leading logarithmic, angle-independent approximation to the full BFKL equation). Intuitively, this can be interpreted as the color dipole splitting process pictured in figure 3.5. As we step toward smaller values of the gluon momentum fraction \(x_g\), an existing color dipole of size \(r_\perp\) (corresponding to a gluon, or a quark-antiquark pair) disappears and two new ones of sizes \(s_\perp\) and \(t_\perp\) take its place.

### 3.3.1 Unitarity Violation

The BFKL equation describes the behavior of parton distributions at small \(x_g\), corresponding to high collision energy \(s\), under a range of kinematic conditions, but it’s not difficult to see that it cannot be a complete description. It’s possible to solve the equation for \(N\) in terms of the eigenfunctions of the integral kernel, which are simply powers of the dipole size, i.e.

\[
\int d^2b_\perp \frac{r^2}{s_\perp t_\perp} [s_\perp^2 + t_\perp^2 - r_\perp^2] = 2\pi \left[ \frac{2\psi(1) - \psi(1 - \gamma) - \psi(1 - \gamma)}{\chi(\gamma)} \right] r_\perp^\gamma
\]

(3.24)
where $\psi(x) = \frac{d \ln \Gamma(x)}{dx}$. A general solution of (3.23) is a linear combination of these functions,

$$
N(r_\perp, x_g) = \int_{-\infty}^{\infty} d\nu C(\nu, x_g) r_\perp^{\gamma
}$$

(3.25)

and plugging this into (3.23) gives us the $x_g$ evolution of the coefficients:

$$
\frac{\partial C(\gamma, x_g)}{\partial \ln(1/x_g)} = \frac{\alpha_s N_c}{\pi} C(\gamma, x_g) \chi(\gamma) \quad \implies \quad C(\gamma, x_g) = \left( \frac{1}{x_g} \right)^{\alpha_s N_c \chi(\gamma)/\pi}
$$

(3.26)

So as $x_g$ gets smaller, $C(\gamma, x_g)$ grows exponentially. The largest contribution to this exponential growth comes from $\gamma = \frac{1}{2}$, where $\chi(\gamma) = 4 \ln 2$. When we run through the mathematical machinery to convert $N$ into a cross section, we can expect that, in the limit of large collision energy $s$, the cross section will grow as $\sigma \sim s^{4 \ln 2 \alpha_s N_c / \pi - 1}$. [30]

This growth conflicts with an elementary result of quantum field theory called the Froissart-Martin bound [6,7], which says that the unitarity of the S-matrix (equivalent to conservation of probability) implies that cross sections cannot grow any faster than $(\ln s)^2$ in the high-energy limit. So there must be at least another term in the equation that acts to limit the growth of the solution as $N$ becomes large.

One can solve this problem by incorporating a negative nonlinear term which can be interpreted as representing multiple scatterings of the probe off target partons, or as interactions between the partons in the target prior to the scattering. This solution was first proposed by Gribov, Levin, and Ryskin [54] (reviewed in [55]), and eventually developed into the Balitsky-Kovchegov (BK) equation [9–14].

$$
\frac{\partial N(r_\perp, x_g)}{\partial \ln(1/x_g)} = \frac{\alpha_s N_c}{2\pi} \int d^2 b_\perp \frac{r_\perp^2}{s_\perp^2 t_\perp^2} \left[ N(s_\perp, x_g) + N(t_\perp, x_g) - N(r_\perp, x_g) - N(s_\perp, x_g)N(t_\perp, x_g) \right]
$$

(3.27)

The nonlinear term in this equation limits the growth of $N$ as $x_g$ becomes small. Because of that term, $N(r_\perp, x_g) = 1$ is a fixed point of this equation, so the nonlinear evolution keeps $N < 1$ which is sufficient to preserve the Froissart bound.

### 3.3.2 Saturation

The BK equation exhibits an interesting feature called geometric scaling, which we can see most easily by rewriting the equation in momentum space. In terms of the momentum space distribution $\phi$, the leading logarithmic BK equation takes the form [14]

$$
\frac{\partial \phi(k_\perp, x_g)}{\partial \ln(1/x_g)} = \frac{\alpha_s N_c}{\pi} \left[ \chi \left( -\frac{\partial}{\partial \ln k_\perp^2} \right) \phi(k_\perp) - \phi(k_\perp)^2 \right]
$$

(3.28)

We have seen that the high-energy behavior of the BK solution is dominated by $\chi(\gamma)$ near $\gamma = \frac{1}{2}$, so we can substitute in the expansion

$$
\chi(\gamma) = 4 \ln 2 + \frac{\chi_2}{2} \left( \gamma - \frac{1}{2} \right)^2 + O(\gamma^4)
$$

(3.29)

where $\chi_2 := \chi(\frac{1}{2})$, to write (3.28) as [56,58]

$$
\frac{\partial \phi(k_\perp, x_g)}{\partial \ln(1/x_g)} = \frac{\alpha_s N_c}{\pi} \left[ (4 \ln 2) \phi(k_\perp, x_g) + \frac{\chi_2}{2} \left( \frac{\partial}{\partial \ln k_\perp^2} + \frac{1}{2} \right)^2 \phi(k_\perp, x_g) - \phi(k_\perp, x_g)^2 \right]
$$

(3.30)

This general form is known as the Fisher-Komolgorov-Petrov-Piscounov (FKPP) equation [59,60]. Its asymptotic solutions, in the limit of large $\ln \frac{1}{x_g}$, can be written as a one-variable function
Figure 3.6: Leading order diagram for interaction of a photon with a nucleus

\[
\begin{align*}
    \psi & \rightarrow U(x_{\perp}) \rightarrow p^+ \rightarrow \psi^* \rightarrow U^*(y_{\perp}) \rightarrow p^+
    \\
    \psi & \rightarrow U(x_{\perp}) \rightarrow p^+ \rightarrow \psi^* \rightarrow U^*(y_{\perp}) \rightarrow p^+
\end{align*}
\]

$k_2^2 / Q_s^2$, where the saturation scale $Q_s$ marks the transition between the high-momentum region where $\phi$ is small, and the low-momentum region where it is large. For a proton, the dependence of this variable on $x_g$ works out to

\[
Q_s^2 \left( \ln \frac{1}{x_g} \right) = Q_0^2 \left( \ln \frac{1}{x_g} \right) \frac{3}{\pi} \exp \left( -\frac{\alpha_s N_c \chi(\gamma_0)}{\pi} \ln \frac{1}{x_g} \right)
\]

with $\gamma_0 = 1 - \frac{1}{2} \sqrt{1 + 32 \ln 2 / \chi^2}$ and $Q_0$ some constant. Geometric scaling is the observation that $\phi$ depends on $k_{\perp}$ and $x_g$ only through the combination $k_2^2 / Q_s^2$. This scaling behavior is also exhibited by deep inelastic scattering data from HERA, supporting the idea that the BK equation is physically relevant to these processes.

For a nucleus, recall that $Q_s^2$ is enhanced by a factor of $cA^{1/3}$, where $c$ is the centrality parameter of the collision and $A$ is the mass number of the nucleus.

### 3.3.3 Dipole Derivation

Having explored the properties of BFKL and BK evolution, let's examine its derivation in more detail. A commonly referenced derivation of the BFKL equation comes from the color dipole model, proposed by Mueller in reference [62]. In this section I'll present a somewhat simplified argument from reference [48], which is nevertheless equivalent to the dipole model derivation and illustrates its essential features.

Consider the process in which a photon fluctuates into a quark-antiquark pair which interacts with the gluon field of the nucleus and then turns back into a photon. The leading order diagram for this process is shown in figure 3.6. Following the rules of light cone perturbation theory, we construct the corresponding amplitude by starting at an arbitrary point on the quark loop and following it around, picking up a factor for each interaction we encounter as we go:

- The splitting of the photon into the quark-antiquark pair contributes a factor of the photon splitting wavefunction $\psi_i(p^+, k^+, x_{\perp} - y_{\perp})$, where $k^+$ is the longitudinal momentum of the quark (or we could choose it to be the antiquark).

In most introductory sources, such as [17, 30, 31], the BFKL equation is presented as a generalization of the DGLAP equation. However, this dissertation only concerns BFKL dynamics, and the derivation I present stands on its own, so I've omitted any discussion of DGLAP evolution.
The interaction of the upper quark line with the gluon field of the nucleus contributes the Wilson line $U_{ij}(\mathbf{x}_\perp)$

The reforming of the photon from the quark-antiquark pair contributes the conjugated photon splitting wavefunction $\psi^\dagger_{jk}(p^+,k^+,x_\perp-y_\perp)$

The interaction of the lower quark line with the gluon field contributes the conjugate Wilson line $U_{kl}(y_\perp)$

The color indices on each factor come from the two lines that connect to it. We don’t include propagators for the photons because they are external lines. Putting everything together, we get

$$
\psi_{ij}(p^+,k^+,\mathbf{r}_\perp)U_{ij}(\mathbf{x}_\perp)\psi^\dagger_{jk}(p^+,k^+,\mathbf{r}_\perp)U^\dagger_{kl}(\mathbf{y}_\perp)
$$

(3.32)

Since photons are color-neutral, their splitting wavefunctions are diagonal in the color indices, $\psi_{ij} \propto \delta_{ij}$, so we can simplify this to

$$
|\psi(p^+,k^+,\mathbf{r}_\perp)|^2 \text{Tr}[U(\mathbf{x}_\perp)U^\dagger(\mathbf{y}_\perp)]
$$

(3.33)

The next-to-leading order corrections to this are represented by diagrams with a gluon line, shown in figure 3.7. Each emission or absorption of a gluon brings in a vertex factor of $2g_s T^a \epsilon^a \cdot \mathbf{q}_\perp$, where $\mathbf{q}_\perp$ is the transverse momentum difference between the quark and gluon; however, to be consistent with our other expressions we should exchange transverse momentum for transverse position. Performing the Fourier transform gets us to the splitting factor $\psi$.

$$
\int \frac{d^2 \mathbf{q}_\perp}{(2\pi)^2} e^{i \mathbf{q}_\perp \cdot \mathbf{r}_\perp} 2g_s T^a \epsilon^\dagger \cdot \mathbf{q}_\perp = \int \frac{2i g_s T^a \epsilon^\dagger \cdot \mathbf{r}_\perp}{2\pi} \frac{2\pi}{r_\perp^2}
$$

(3.34)

It’s also necessary to sum over gluon polarizations using equation (C.21).

Putting all this together, the top left diagram in figure 3.7 gives the expression

$$
\int \frac{k^+}{q^+} \frac{dq^+}{q^+} \int d^2 b_\perp \psi_{ni}(p^+,k^+,\mathbf{r}_\perp) \left( \frac{2ig_s T^a \epsilon^\dagger \cdot \mathbf{s}_\perp}{2\pi} \right)
$$

$$
\times \left( \frac{2ig_s T^a \epsilon^\dagger \cdot \mathbf{s}_\perp}{2\pi} \right) U_{kl}(\mathbf{x}_\perp)\psi^\dagger_{im}(p^+,k^+,\mathbf{r}_\perp)U^\dagger_{mn}(\mathbf{y}_\perp)
$$

(3.35)

where all repeated indices are summed over. The upper limit on the $q^+$ integral comes from the constraint that the gluon momentum can’t be greater than that of the quark it was emitted from.

Performing the integral over $q^+$ gives $\ln k^+ + \text{constant}$. Now, the quark momentum $k^+$ is related to the momentum of the target gluons it interacts with: high-momentum quarks will interact with high-momentum gluons, and same for low momentum. We can therefore conclude that $k^+ \propto x_g$, and rewrite $\ln k^+ + \text{constant}$ as $-\ln(1/x_g) + \text{constant}$. A suitable shift in reference frame then allows us to eliminate the constant.

Taking into account that $\psi_{ij} \propto \delta_{ij}$, and that the polarizations are orthogonal to the gluon momentum so that the last term in (C.21) vanishes, this becomes

$$
-\frac{4\alpha_s}{\pi} \ln \frac{1}{x_g} |\psi(\mathbf{r}_\perp)|^2 \text{Tr}[T^a T^b U(\mathbf{x}_\perp)U^\dagger(\mathbf{y}_\perp)] \int \frac{d^2 b_\perp}{(2\pi)^2} \frac{1}{s_\perp^2}
$$

(3.36)

where $\alpha_s = \frac{g^2}{4\pi}$ and $\mathbf{s}_\perp = \mathbf{x}_\perp - \mathbf{b}_\perp$. By a similar procedure, the bottom left diagram gives

$$
\int \frac{k^+}{q^+} \frac{dq^+}{q^+} \int d^2 b_\perp \psi_{ni}(p^+,k^+,\mathbf{r}_\perp) \left( \frac{2ig_s T^a \epsilon^\dagger \cdot \mathbf{s}_\perp}{2\pi} \right)
$$

$$
\times U_{jk}(\mathbf{x}_\perp)\psi^\dagger_{kl}(p^+,k^+,\mathbf{r}_\perp) \left( \frac{2ig_s T^b \epsilon^\dagger \cdot \mathbf{t}_\perp}{2\pi} \right) U^\dagger_{mn}(\mathbf{y}_\perp)W^{ab}(\mathbf{b}_\perp)
$$

(3.37)
which reduces to

$$- \frac{4\alpha_s}{\pi} \ln \frac{1}{x_g} |\psi(\mathbf{r}_\perp)|^2 \text{Tr}[T^a U(x_\perp) T^b U^\dagger(y_\perp)] \int \frac{d^2 b_\perp}{(2\pi)^2} \frac{s_\perp \cdot t_\perp}{s_\perp^2 t_\perp^2} W^{ab}(b_\perp)$$

(3.38)

When all seven diagrams in figure 3.7 are taken into account, the total NLO contribution, from explicit gluon emission, works out to

$$- \frac{\alpha_s}{2\pi} \ln \frac{1}{x_g} |\psi(\mathbf{r}_\perp)|^2 \int d^2 b_\perp \frac{r_\perp^2}{s_\perp^2 t_\perp^2} \left\{ N_c \text{Tr}[U(x_\perp) U^\dagger(y_\perp)] - \text{Tr}[U(x_\perp) U^\dagger(b_\perp)] \text{Tr}[U(b_\perp) U^\dagger(y_\perp)] \right\}$$

(3.39)

Recall that the leading order contribution (3.33) was

$$|\psi(p^+, k^+, \mathbf{r}_\perp)|^2 \text{Tr}[U(x_\perp) U^\dagger(y_\perp)]$$

Figure 3.7: Next-to-leading order diagrams contributing to the interaction of a color dipole with the gluon field of a nucleus. In the top set of diagrams, the emitted gluon does not interact with the nucleus, whereas in the bottom set of diagrams it does, adding an adjoint Wilson line to the amplitude. In the small diagrams on the right, the nucleus itself is not shown to save space.
This expression includes the contribution from emission of gluons with momentum fractions less than \( x_g \), which are resummed by the Wilson lines. Therefore, the incremental contribution from emission of gluons with momentum fraction equal to \( x_g \), within a range \( \Delta \left[ \ln \frac{1}{x_g} \right] \), will be

\[
|\psi(p^+, k^+, r_\perp)|^2 \frac{\partial}{\partial \ln (1/x_g)} Tr[U(x_\perp)U^\dagger(y_\perp)] \Delta \left[ \ln \frac{1}{x_g} \right] \tag{3.40}
\]

However, this is precisely the same quantity represented by the single gluon emission contributions (3.39), if we take the difference between two closely spaced values of \( x_g \):

\[
- \frac{\alpha_s}{2\pi^2} \Delta \left[ \ln \frac{1}{x_g} \right] |\psi(r_\perp)|^2 \int d^2b_\perp \frac{r_\perp^2}{s_\perp^2 t_\perp^2} \left\{ N_c Tr[U(x_\perp)U^\dagger(y_\perp)] - Tr[U(x_\perp)U^\dagger(b_\perp)] Tr[U(b_\perp)U^\dagger(y_\perp)] \right\} \tag{3.41}
\]

Equating expressions (3.40) and (3.41), we find the following evolution equation for the Wilson loop:

\[
\frac{\partial}{\partial \ln (1/x_g)} Tr[U(x_\perp)U^\dagger(y_\perp)] = - \frac{\alpha_s}{2\pi^2} \int d^2b_\perp \frac{r_\perp^2}{s_\perp^2 t_\perp^2} \left\{ N_c Tr[U(x_\perp)U^\dagger(y_\perp)] - Tr[U(x_\perp)U^\dagger(b_\perp)] Tr[U(b_\perp)U^\dagger(y_\perp)] \right\} \tag{3.42}
\]

### 3.3.3.1 CGC Target Averaging

Technically, this equation only applies to one specific quantum state of the gluon field of the nucleus. But we can't prepare a nucleus in a specific state; in a collider we get an average over all possible states. So to get an equation that describes physically measurable results, we need to use the target averaging procedure \langle \cdot \cdot \cdot \rangle_{x_g} to get

\[
\frac{\partial}{\partial \ln (1/x_g)} \langle Tr[U(x_\perp)U^\dagger(y_\perp)] \rangle_{x_g} = - \frac{\alpha_s}{2\pi^2} \int d^2b_\perp \frac{r_\perp^2}{s_\perp^2 t_\perp^2} \left\{ N_c \langle Tr[U(x_\perp)U^\dagger(y_\perp)] \rangle_{x_g} - \langle Tr[U(x_\perp)U^\dagger(b_\perp)] Tr[U(b_\perp)U^\dagger(y_\perp)] \rangle_{x_g} \right\} \tag{3.43}
\]

or, in terms of the dipole (3.13) and quadrupole (3.14) gluon distributions,

\[
\frac{\partial S_{x_g}^{(2)}(r_\perp)}{\partial \ln (1/x_g)} = - \frac{\alpha_s N_c}{2\pi^2} \int d^2b_\perp \frac{r_\perp^2}{s_\perp^2 t_\perp^2} \left[ S_{x_g}^{(2)}(r_\perp) - S_{x_g}^{(4)}(s_\perp, t_\perp) \right] \tag{3.44}
\]

This differential equation will allow us to compute the evolution of \( S_{x_g}^{(2)} \) in \( x_g \), provided that we can compute \( S_{x_g}^{(4)} \). So we might be inspired to look for a corresponding equation for \( S_{x_g}^{(4)} \). This equation does exist, but it expresses the evolution of \( S_{x_g}^{(4)} \) in terms of \( S_{x_g}^{(6)} \), a correlator of two fundamental and two adjoint Wilson lines, \( Tr[UU^\dagger WW^\dagger] \). And the evolution equation for \( S_{x_g}^{(6)} \) would be expressed in terms of \( Tr[UU^\dagger WWW^\dagger] \), and so on. This series of equations involving progressively larger Wilson loops is called the Balitsky-JIMWLK hierarchy [63, 67, 67].

In practice, to avoid the full complexity of the Balitsky-JIMWLK hierarchy, we can use the mean field approximation, which is simply the assumption that the two Wilson loops in the quadrupole gluon distribution are uncorrelated, and thus the target average of the product, \( \langle Tr[UU^\dagger] Tr[UU^\dagger] \rangle_{x_g} \) factors into the product of two averages, \( \langle Tr[UU^\dagger] \rangle_{x_g} \langle Tr[UU^\dagger] \rangle_{x_g} \). The
validity of this assumption in the limit of large $N_c$ is supported by numerical studies [68, 70]. This allows us to reduce the quadrupole gluon distribution as follows:

$$S_{x_g}^{(4)}(x_g, b_⊥, y_⊥) = S_{x_g}^{(2)}(x_g, b_⊥)S_{x_g}^{(2)}(b_⊥, y_⊥) \quad (3.45)$$

so that the evolution equation is a self-contained differential equation for the dipole distribution

$$\frac{\partial S_{x_g}^{(2)}(r_⊥)}{\partial \ln(1/x_g)} = -\frac{\alpha_s N_c}{\pi} \int d^2 b_⊥ \frac{r_⊥^2}{s_{x_g}^2} \left[ S_{x_g}^{(2)}(r_⊥) - S_{x_g}^{(2)}(s_⊥)S_{x_g}^{(2)}(t_⊥) \right] \quad (3.46)$$

This is called the Balitsky-Kovchegov (BK) equation [9–14] in the leading logarithmic (LL) approximation.

The designation as LL reflects the fact that there is a single factor of $\alpha_s$ for each factor of $\ln \frac{1}{x_g}$, One can go beyond this and incorporate subleading terms which are proportional to $\alpha_s \left( \alpha_s \ln \frac{1}{x_g} \right)^n$, producing the next-to-leading logarithmic (NLL) BK equation [71, 73], though the numerical implementation of the full NLL BK evolution is quite complex. Some progress has been made toward such an implementation but it is not yet ready for use in phenomenology [74].

It turns out that incorporating selected NLL corrections, specifically those which result from the running of the QCD coupling, is expected to give a reasonable approximation to the full NLL evolution. Many numerical studies, including those to be discussed in the remainder of this dissertation, use this rcBK (BK with running coupling) gluon distribution. A widely used sample implementation is available in e.g. reference [75].

### 3.3.4 Numerical Analysis of BK Evolution

Given the importance of small-$x$ evolution in calculating cross sections, it should come as no surprise that there are many, many numerical studies of the solutions to both the BFKL and BK equation (as well as the Balitsky-JIMWLK hierarchy, but that goes beyond the scope of this dissertation). One can either solve the equation in position space, using the form (3.27) directly, or convert it to momentum space, in terms of $\phi$, and solve that. The latter approach is taken in reference [77], where the momentum space BK equation is written as

$$\frac{\partial \phi(k_⊥, x_g)}{\partial \ln(1/x_g)} = \frac{\alpha_s N_c}{\pi} \int_0^\infty \frac{dk_4^2}{k_4^2} \left[ \frac{k_4^2 \phi(k_1', x_g) - k_1^2 \phi(k_1, x_g)}{|k_4^2 - k_1^2|} + \frac{k_4^2 \phi(k_1, x_g)}{\sqrt{4k_4^4 + k_1^4}} \right] - \frac{\alpha_s N_c}{\pi} \phi(k_1)^2 \quad (3.47)$$

Then a numerical Fourier transform allows us to convert either solution to the other.

Figures [3.8] and [3.9] show two computations of $F_{x_g}$: in figure [3.8] the solution is computed from the momentum space BK equation (3.47) and then $F_{x_g}$ is calculated using equation (2.31), whereas the plots in figure [3.9] come from the solution to the position space BK equation (3.27) which is then Fourier transformed. These two specific sets of plots have different normalization, so they are not directly comparable, but looking at the mid-$k_⊥$ region we can see some slight differences in how they depart from the initial condition as $x_g$ gets smaller.

One important difference between the two solutions is the present of numerical instabilities at large $k_⊥$ in the Fourier transform from the position space solution (figure [3.9]). The instability results from floating-point roundoff error in the Fourier transform. This limits the validity of this solution to moderate values of $k_⊥$, though this will not be a problem for the calculations we will use this solution for in chapter [3]. Conversely, in the direct momentum-space solution (figure [3.8]), we see a spike at low $k_⊥$, which is a numerical artifact that owes its existence to the lower boundary condition on $k_⊥$. In this case, the solution can only be used above a certain momentum, though again, this is not a problem for the calculations in chapter [4] because it only samples the gluon distribution in the moderate $k_⊥$ range.
Figure 3.8: The gluon distribution from the GBW model (top), and the output of the numerical BK evolution with fixed coupling (middle) and running coupling (bottom), for central ($c = 0.85$) $pPb$ ($A = 208$) collisions. Each curve shows $F_{xg}(k_{\perp})$ for $x_g = x_{\text{init}} \exp(-n\delta Y)$, where $n$ is the number that labels the curve and $\delta Y = \frac{1}{400}\ln(10^8) \approx 0.04605$ is the step size in rapidity used by the numerical integrator. The curve labeled 0 is the initial condition. Notable features include the transient “spike” at the low $k_{\perp}^2$ region of the solution to the BK evolution (which is a numerical artifact), and the significant enhancement at large $k_{\perp}^2$ relative to the GBW model. This figure is adapted from reference [76].
Figure 3.9: Analogous to figure 3.8, these plots show the dipole gluon distribution in momentum space, \( F_{xg} \), computed by solving the equation in position space (3.27) and numerically Fourier transforming it into momentum space. The top plot shows the analytic result from the GBW model, the middle one shows the result from the BK equation with fixed coupling \( \alpha_s = 0.1 \) (3.27), and the bottom one shows the result with running coupling corrections incorporated. Each curve in this plot shows \( F_{xg}(k_{\perp}) \) for \( x_g = x_{\text{init}} \exp(-n) \), where \( n \) is the number that labels the curve, so the numbers labeling the curves are not directly comparable to those in figure 3.8. In addition, these curves are for minimum bias (\( c = 0.56 \)) pPb (\( A = 208 \)) collisions, so the normalization is not the same as in figure 3.8, though the trend of the small-\( x \) evolution is clear. The most notable feature of these plots is the numerical instability at high \( k_{\perp} \) which results from the Fourier transform.
Figure 3.10: Saturation scales for the GBW model and the solution to the BK equation with running coupling, solved in position space and Fourier transformed into momentum space, extracted by finding $k_\perp$ at which $F_{xg}(k_\perp) = 0.5F_{xg}(0)$. The flat portion at the left end of the plot is where the initial condition of the BK evolution is still strongly influencing the result. We can see that the evolution is slower in the BK solution.

We can characterize the speed of the BK evolution by finding the saturation scale $Q_s$ as a function of $\ln \frac{1}{x_g}$. In the GBW model, of course, this is purely an exponential dependence,

$$Q_s^2 \left( \ln \frac{1}{x_g} \right) = Q_0^2 \frac{\lambda}{x_0} \exp \left( \lambda \ln \frac{1}{x_g} \right) \quad (3.48)$$

The analytic solution to the BK equation predicts [56, 57, 78] a more complicated form,

$$Q_s^2 \left( \ln \frac{1}{x_g} \right) = Q_0^2 \left( \ln \frac{1}{x_g} \right)^{1 - \frac{x_0}{x_0 - 1}} \exp \left( -\frac{\alpha_s N_c}{\pi} \left( \frac{\ln \frac{1}{x_g}}{1 - x_0} \right) \right) \quad (3.49)$$

To do this calculation we need a way to extract the saturation scale from the solution to the BK equation. There are a couple of complementary prescriptions we can use, depending on which form of the equation we’re working from. A simple method is to define the saturation scale as the momentum at which the solution crosses some particular threshold; specifically, in position space,

$$S_{xg}^{(2)}(1/Q_s) = S_0 \quad (3.50)$$

or in momentum space,

$$F_{xg}(Q_s) = F_0 F_{xg}(0) \quad (3.51)$$

Alternatively, one can define the saturation scale as the momentum which maximizes the product $k_\perp \phi(k_\perp)$, as in reference [77]. The results from the various prescriptions differ slightly in their overall normalization, but they all predict essentially the same trend.
Figure 3.11: This plot, reproduced from reference [76], shows how adjustment of the parameters of the BK evolution alters the $x_g$ dependence of the saturation scale. Each curve shows the peak of the momentum distribution, $k_{\text{max}} = \max_k k \phi(k^2, Y)$, computed from the analytic formula for the GBW model, from the fixed coupling BK evolution for selected values of $\alpha_s$, and from the running coupling BK evolution with selected values of $\Lambda^2_{\text{QCD}}$. For the BK evolution curves, the slope in the upper range of rapidities decreases as $\alpha_s$ or $\Lambda^2_{\text{QCD}}$ decreases, and the closest match to the slope of the GBW model curve at $Y > 15$ is achieved with $\alpha_s = 0.062$ for fixed coupling or $\Lambda^2_{\text{QCD}} = 0.001$ for running coupling. The jagged “steps” in the curves reflect the finite spacing of the momentum grid used in the evolution.
Drell-Yan Correlations

In the previous chapters, we saw how the color glass condensate provides a theoretical model of the effective structure of protons and nuclei. Of course, the model is useless without the ability to connect it to measurable quantities, namely cross sections. With that goal in mind, this chapter shows the basic process of computing the cross section for the Drell-Yan process \( pA \rightarrow \ell \bar{\ell} hX \), from the unintegrated gluon distribution.

Drell-Yan processes, first predicted in 1970 [79], are those in which the decay of a virtual photon or \( Z \) boson produces a lepton and antilepton. Lepton pair production, as it’s called, is particularly appealing as a probe of hadron structure for a few reasons:

- Electrons or muons and their antiparticles make very distinctive signatures in the detector, so they’re easy to identify
- Not much else produces lepton-antilepton pairs, so background contamination is low
- Photons and \( Z \) bosons are uncharged, so they are not subject to strong interactions on their way out of the collision and therefore final state interactions with the hadron remnants are absent
- The decay of the photon or \( Z \) into the lepton-antilepton pair is represented by a factor which can be exactly calculated from electroweak theory

Accordingly, lepton pair production gives us a fairly direct window on the unintegrated dipole gluon distribution. The correlation, as opposed to a simple cross section, is particularly sensitive to the transverse momentum dependence of the distribution, making it especially suitable as a probe of saturation.

4.1 Kinematics of \( pA \) collisions

In a proton-nucleus collision, we assume the proton comes in from the \(-z\) direction and the nucleon (which is part of a nucleus) comes in from the \(+z\) direction, with purely longitudinal momenta

\[
p_p^\mu = (E_p, 0, 0, p_p) \quad \quad \quad p_A^\mu = (E_A, 0, 0, -p_A)
\]

respectively. Here \( p_p \) and \( p_A \) represent the magnitudes of the proton’s 3-momentum \( \mathbf{p}_p \) and the nucleon’s 3-momentum \( \mathbf{p}_A \), respectively — note that \( p_A \) refers to the momentum of one nucleon, not the entire nucleus.
It’s easiest to analyze the collision in the longitudinal center of mass frame, in which the center of mass of the proton and nucleon (not nucleus) is at rest: \( p_{pz} + p_{Az} = 0 \). Since the incoming proton and nucleon have zero transverse momentum and are traveling at near light speed, we can neglect the masses of the proton and nucleon and approximately say

\[
\begin{align*}
E_p &= p_p = p_{pz} \\
p^+_p &= 2E_p = 2p_{pz} \\
p^-_p &= 0 \\
E_A &= p_A = -p_{Az} \\
p^+_A &= 2E_A = -2p_{Az}
\end{align*}
\]

according to the light-cone coordinate definitions in appendix B. Given our assumption that \( p_{p\perp} = p_{A\perp} = 0 \), this implies that \( E_p = E_A = p_p = p_A \). This enables us to write the Mandelstam variable \( s \) for the proton and nucleon (also denoted \( s_{NN} \) in many sources) as

\[
s = (p^+_p + p^+_A)^2 = p^+_p p^-_A
\]

which in combination with equations (4.2) means that

\[
p^+_p = p^+_A = \sqrt{s}
\]

Our eventual goal is to determine the momentum fractions \( x_p, x_g, \) and \( z_2 \), which we need for the parton distribution and gluon distribution, in terms of observable quantities. For this reaction, those are \( p_{\pi\perp}, \sqrt{s}, \eta_\pi, \eta_\gamma, \) and \( M \), where \( \eta \) is the pseudorapidity, defined as

\[
\eta = \frac{1}{2} \ln \tan \frac{\theta}{2}
\]

Pseudorapidity and rapidity are related by the formula

\[
Y = \ln \frac{\sqrt{m^2 + p^2_\perp \cosh^2 \eta + p_\perp \sinh \eta}}{\sqrt{m^2 + p^2_\perp}}
\]

In situations where \( m \ll p_\perp \cosh \eta \), such as those considered in this dissertation, this reduces to \( Y = \eta \), so we can consider them essentially interchangeable for the processes considered here.

Calculating the momentum fractions proceeds from the law of conservation of momentum, with the assumption that the plus component of the total momentum is contributed by the initial quark and the minus and transverse components of the total momentum are contributed by the
Gluon:

\[\begin{align*}
  x_p p^+_p &= q^+ = p^+_\gamma + k^+_q & \text{(4.7a)} \\
  x_g p^+_A &= q^- = p^-_\gamma + k^-_q & \text{(4.7b)} \\
  k_{s\perp} &= q_\perp = p_{\gamma\perp} + k_{q\perp} & \text{(4.7c)}
\end{align*}\]

We'll also need the final state momentum fractions, defined as

\[z_\gamma := \frac{p^+_\gamma}{p^+_p}\] and \[z_\pi := \frac{p^+_\pi}{p^+_p}\].

Using equations (B.13) and (4.4), these can be written as

\[z_\gamma = \sqrt{\frac{p^2_{\gamma\perp} + M^2}{s}} e^{Y_\gamma}, \quad z_\pi = \frac{p_{\pi\perp}}{z_2 \sqrt{s}} e^{Y_\pi}\]  

(4.8)

assuming that the pion mass is negligible. Now, we define \[z_2 := \frac{p^+_\pi}{k^+_q}\], the momentum fraction of the pion relative to the quark it fragments from, and take the pion to be collinear to the quark, so that all components of their momenta obey this proportionality:

\[p^+_\pi = z_2 k^+_q.\] Then in terms of these variables, the plus component of the conservation equation (4.7a) leads to

\[x_p = z_\gamma + z_\pi = \sqrt{\frac{p^2_{\gamma\perp} + M^2}{s}} e^{Y_\gamma} + \frac{p_{\pi\perp}}{z_2 \sqrt{s}} e^{Y_\pi}\]  

(4.9)

Similarly, we know that \[p^- = p^+ e^{-2Y}\] (B.10), and using that on the right side of equation (4.7b), we get

\[x_g = z_\gamma e^{-2Y} + \frac{z_\pi}{z_2} e^{-2Y} = \sqrt{\frac{p^2_{\gamma\perp} + M^2}{s}} e^{-Y_\gamma} + \frac{p_{\pi\perp}}{z_2 \sqrt{s}} e^{-Y_\pi}\]  

(4.10)

For the inclusive cross section, we'll need to integrate over the entire allowed phase space of the final state particles emerging from fragmentation. Our code parametrizes that space with the "reduced" photon momentum fraction \[z := \frac{p^+_\gamma}{s}\], which represents the fraction of the total plus momentum carried by the photon, and the total transverse momentum \[q\perp\], instead of the transverse pion momentum \[p_{\pi\perp}\] and rapidity \[Y_\pi\] and the momentum fraction \[z_2\], so we'll need to remove the latter variables from the formulas.

To achieve this parametrization, we can use the fact that

\[zq^+ = p^+_\gamma = z_p p^+_p\] \[\quad (1 - z)q^+ = k^+_q = \frac{p^+_\pi}{z_2} = \frac{z_\pi p^+_\pi}{z_2}\] \[\text{(4.11)}\]

Combining the equation on the left with (4.7a) and the definition of \(z_\gamma\) (4.8), we find that

\[x_p = \frac{q^+}{p^+_p} = \frac{z_\gamma}{z} = \frac{1}{z} \sqrt{\frac{p^2_{\gamma\perp} + M^2}{s}} e^{Y_\gamma}\]  

(4.12)

For \(x_g\), we can use the relation \(e^{-Y} = \frac{p_{\pi\perp}}{p^+_\pi} = \frac{k_{\pi\perp}}{k^+_q}\), which follows from equation (B.13) and the proportionality of \(p^+_\pi\) and \(k^+_q\), to express equation (4.10) as

\[x_g = \sqrt{\frac{p^2_{\gamma\perp} + M^2}{s}} e^{-Y_\gamma} + \frac{k_{\pi\perp}^2}{k^+_q \sqrt{s}}\]  

(4.13)
We know from equation (4.11) on the right that \( k^+ = (1-z)q^+ \), and from (4.7a) that \( q^+ = xp_p^+ \).

Putting these together with the assumption that \( p_p^+ = \sqrt{s} \), we find that

\[
x_g = \sqrt{\frac{p_{\perp}^2 + M^2}{s}} e^{-Y} + \frac{k_{q\perp}^2}{(1-z)xp_ps} \tag{4.14}
\]

Adding in momentum conservation (4.7c) gets us to the final form of the expression,

\[
x_g = \sqrt{\frac{p_{\perp}^2 + M^2}{s}} e^{-Y} + \frac{(q_{\perp} - p_{\perp})^2}{(1-z)xp_ps} \tag{4.15}
\]

### 4.2 Hybrid Factorization

The final ingredient we will need for the calculation of the Drell-Yan process is the hybrid factorization formalism. Earlier, in section 2.2.1, we briefly mentioned that our ability to split a calculation into the hard scattering process (the low-level interaction), which is calculable from perturbative QCD, and the parton distribution, which is not, relies on the existence of factorization theorems. In fact, factorization can be implemented in several different ways. The traditional approach, the collinear factorization framework, treats both projectile and target on an equal footing, representing them both with integrated parton distributions. However, the collinear factorization approach with integrated PDFs is not well suited to describe dense systems which are within the saturation regime.

An alternative approach, called hybrid factorization, was developed specifically for asymmetric proton-nucleus collisions. In hybrid factorization, the target is treated as a color glass condensate and represented using an unintegrated parton distribution. This framework is designed for the kinematic region where \( Y \gg 2 \), the larger the better — this is called the “forward rapidity” region because large values of \( Y \) defined as

\[
Y = \frac{1}{2} \ln \frac{E + p_z}{E - p_z} \tag{4.16}
\]

correspond to emission of particles near the direction of the projectile. At these forward rapidities, the interaction is heavily weighted toward small-\( x \) gluons from the target, \( x_g \sim 10^{-4} \) or even lower, and relatively large-\( x \) partons from the projectile, with \( x_p \sim 10^{-1} \) or \( 10^{-2} \).

In either approach, factorization necessitates ignoring the dynamics of the interacting fields above a certain momentum scale, in the same sense as renormalization group calculations. Physical quantities are, of course, independent of this factorization scale, designated \( \mu \), but when we calculate a perturbative approximation to fixed order (leading order or next-to-leading order etc.), we will find that the resulting formula does depend on the factorization scale. At leading order, the dependence arises entirely through nonperturbative quantities, the parton distributions and fragmentation functions, but beyond leading order, the perturbative part of the calculation can have its own dependence on \( \mu \). We’ll see this borne out in the calculations of chapter 5.

There is some loose physical motivation for choosing a particular value for the factorization scale in any given calculation, but in general, the dependence on the arbitrary scale \( \mu \) should be viewed as a theoretical source of uncertainty in the final result. Incorporating more terms in the perturbative series tends to reduce the dependence on \( \mu \), as we’ll see in chapter 6.

This provides a powerful motivation to extend perturbative quantities beyond leading order.

### 4.3 Calculation of Drell-Yan Correlation

Let’s now turn to the procedure for CGC calculations described in chapter 3, which we can use to calculate the cross section for the Drell-Yan process. The calculation begins with the
process \( qA \to q\gamma A \), whose cross section is calculated in momentum space in reference \[83\] and in transverse coordinate space in \[36\]. However, these calculations only treat the case of a real photon, \( M = 0 \), whereas we need the result for photon virtuality \( M^2 > 0 \). The modifications to the calculation of \[36\] required to account for nonzero virtuality are described in reference \[84\].

Following the general procedure described in chapter 2, we start with the four diagrams contributing to this process at leading order, as shown in figure 4.2. They differ only in whether the interaction with the nucleus occurs before or after the emission of the photon. For the first diagram, putting together the splitting wavefunction and the Wilson line on each side of the cut, we get

\[
\frac{d^6 \sigma}{d^3 p \gamma d^3 k_q} = \int \int \frac{d^2 x_\perp}{(2\pi)^2} \int \int \frac{d^2 x_\perp'}{(2\pi)^2} \int \int \frac{d^2 b_\perp}{(2\pi)^2} \int \int \frac{d^2 b_\perp'}{(2\pi)^2} e^{-i p_\gamma \cdot (x_\perp - x_\perp')} e^{-i k_\gamma \cdot (b_\perp - b_\perp')}
\times \sum_{\lambda \alpha \beta} (\psi_\lambda^\dagger(x_\perp') - b_\perp') \psi_\alpha^\dagger(b_\perp - b_\perp') \langle \text{Tr} U((z x_\perp + (1 - z)b_\perp)) U((z x_\perp' + (1 - z)b_\perp')) \rangle_{x_g} \tag{4.17}
\]

where \( \lambda \) represents the polarization of the photon, and \( \alpha \) and \( \beta \) are the helicities of the initial and final quarks, respectively. The averaging operation \( \langle \cdot \cdot \cdot \rangle_{x_g} \) averages over the unknown color charge distribution of the nucleus. The exponential factors have their origin in the LSZ reduction formula.\[7\] At the end of this expression, we see the dipole gluon distribution in the form

\[
\langle \text{Tr} U((x_\perp)) U((y_\perp)) \rangle_{x_g} = S^{(2)}_{x_g}(x_\perp, y_\perp) \tag{4.18}
\]

Adding in the other diagrams from figure 4.2 gives the expression

\[
\frac{d^6 \sigma}{d^3 p \gamma d^3 k_q} = \int \int \frac{d^2 x_\perp}{(2\pi)^2} \int \int \frac{d^2 x_\perp'}{(2\pi)^2} \int \int \frac{d^2 b_\perp}{(2\pi)^2} \int \int \frac{d^2 b_\perp'}{(2\pi)^2} e^{-i p_\gamma \cdot (x_\perp - x_\perp')} e^{-i k_\gamma \cdot (b_\perp - b_\perp')}
\times \sum_{\lambda \alpha \beta} (\psi_\lambda^\dagger(x_\perp') - b_\perp') \psi_\alpha^\dagger(b_\perp - b_\perp') \left[ S^{(2)}_{x_g}(z x_\perp + (1 - z)b_\perp, z x_\perp' + (1 - z)b_\perp') + S^{(2)}_{x_g}(b_\perp, b_\perp') - S^{(2)}_{x_g}(z x_\perp + (1 - z)b_\perp, b_\perp') - S^{(2)}_{x_g}(b_\perp, z x_\perp' + (1 - z)b_\perp') \right] \tag{4.19}
\]

\[1\] More detail on this aspect of the derivation is in references \[83, 85\], and see also \[86\].
Following reference [36], we make the substitutions \( u = x_\perp - b_\perp \), \( u' = x'_\perp - b'_\perp \), and

- first term: \( v = z x_\perp + (1 - z) b_\perp \) \( \Rightarrow \) \( v' = z x'_\perp + (1 - z) b'_\perp \)
- second term: \( v = b_\perp \) \( \Rightarrow \) \( v' = b'_\perp \)
- third term: \( v = b_\perp \) \( \Rightarrow \) \( v' = b'_\perp \)
- fourth term: \( v = z x_\perp + (1 - z) b_\perp \) \( \Rightarrow \) \( v' = b'_\perp \)

which results in

\[
\frac{d^6 \sigma}{d^3 p_\gamma d^3 k_q} = \int \frac{d^2 u}{(2\pi)^2} \int \frac{d^2 u'}{(2\pi)^2} \int \frac{d^2 v}{(2\pi)^2} \int \frac{d^2 v'}{(2\pi)^2} \frac{1}{(2\pi)^2} e^{-i q_\perp \cdot (v - v')} S^{(2)}(v, v')
\]

\[
\times \sum_{\lambda \alpha \beta} (\psi^\lambda_{\alpha \beta})^*(u) \psi^\lambda_{\alpha \beta}(u) \left[ e^{-i(p_{\gamma \perp} - z k_\perp) \cdot u} e^{i(p_{\gamma \perp} - z k_\perp) \cdot u'} - e^{-i(p_{\gamma \perp} - z k_\perp) \cdot u} e^{i(p_{\gamma \perp} - z k_\perp) \cdot u'} \right] \quad (4.20)
\]

In this expression, the integrals over \( v \) and \( v' \) give us the momentum space dipole gluon distribution, according to equation (2.32), and the integrals over \( u \) and \( u' \) implement the Fourier transform of the splitting wavefunction,

\[
\int \frac{d^2 u}{(2\pi)^2} \int \frac{d^2 u'}{(2\pi)^2} \sum_{\lambda \alpha \beta} (\psi^\lambda_{\alpha \beta})^*(u) \psi^\lambda_{\alpha \beta}(u) e^{-i q_\perp \cdot u} e^{-i q_\perp \cdot u'} \quad (4.21)
\]

for different values of \( q_{1 \perp} \) and \( q_{2 \perp} \) in each term.

This is the first point at which the nonzero virtuality becomes relevant. The explicit form of the splitting wavefunction for a virtual photon is given in [84] as

\[
\psi^\lambda_{\alpha \beta}(q^+, p^\perp_\gamma, u) = 2\pi \sqrt{\frac{2}{p^\perp_\gamma}} \left[ (1 - z) M K_0(\epsilon_M u), \quad \lambda = 0 \quad \text{(longitudinal)} \right.
\]

\[
\times \left. i \epsilon_M K_1(\epsilon_M u) \frac{u^{(1)}}{u^2} \right|_{z = 1} (\delta_{\alpha - \delta_{\beta -}} + (1 - z) \delta_{\alpha + \delta_{\beta +}}) \right) \quad \lambda = 1 \quad \text{(transverse)}
\]

\[
\times \frac{i \epsilon_M K_1(\epsilon_M u) \frac{u^{(1)}}{u^2}}{u^2} \left( \delta_{\alpha + \delta_{\beta +}} + (1 - z) \delta_{\alpha - \delta_{\beta -}} \right) \quad \lambda = 2 \quad \text{(transverse)} \quad (4.22)
\]

where \( \epsilon^2_M = (1 - z) M^2 \). We can plug that into (4.21) and perform the sums over \( \lambda, \alpha, \) and \( \beta \).

Using the identity (C.21), equation (4.21) reduces to

\[
\int \frac{d^2 u}{(2\pi)^2} \int \frac{d^2 u'}{(2\pi)^2} \left[ \frac{2}{p^\perp_\gamma} K_0(\epsilon_M u) K_0(\epsilon_M u') M^2 (1 - z)^2 e^{-i q_\perp \cdot u} e^{i q_\perp \cdot u'} \right.
\]

\[
\left. + \int \frac{d^2 u}{(2\pi)^2} \int \frac{d^2 u'}{(2\pi)^2} \left[ \frac{2}{p^\perp_\gamma} K_1(\epsilon_M u) K_1(\epsilon_M u') e^2_M \right] \right. \quad (4.23)
\]

where the first line comes from the longitudinal component and the second and third lines from the transverse components.

Performing the Fourier integrals, the cross section for \( q A \to q \gamma X \) becomes [84]

\[
\frac{d^8 \sigma}{dY_\gamma dY_q d^2 p_{\gamma \perp} d^2 k_{\perp} d^2 b} = \frac{\alpha_{em} \epsilon^2_q}{2\pi^2} (1 - z) F_{x_\perp}(k_{\perp})
\]

\[
\times \left\{ [1 + (1 - z)^2] \left[ \frac{2 k_{\perp}^2}{(p_{\gamma \perp} - z k_{\perp})^2 + \epsilon^2_M} \right] \left[ \frac{p_{\gamma \perp}^2 + \epsilon^2_M}{(p_{\gamma \perp} - z k_{\perp})^2 + \epsilon^2_M} \right] \right\} \quad (4.24)
\]
where $e_q$ is the charge of the initial-state quark.

To obtain the cross section for $pA \rightarrow \ell\ell\pi^0X$, we need to multiply $\frac{\alpha^2 \pi^2}{6\pi^2 M^2}$ by the integrated parton distribution, the fragmentation function, and the factor representing the splitting of the virtual photon into a lepton pair, which is $\frac{\alpha_{em} dM^2}{3\pi}$. Then we integrate over all possible values of the unknown momentum fraction $z_2$.

$$\frac{d^6\sigma}{dY_\gamma dY_\mu d^2p_\gamma d^2p_\mu d^2b dM^2} = \frac{\alpha^2 \pi^2}{6\pi^2 M^2} \sum_q \int_{z_2}^1 \frac{dz_2}{z} \int \frac{dx p_\rho q(x, \mu) D_\pi/q(z_2, \mu)}{z_2^2} \left(1 - z_2\right) F_{x_\mu}(k_{q\perp})$$

$$\times \left\{ \left[ 1 + (1 - z)^2 \right] \right. \left[ \frac{z^2 k_{q\perp}^2}{[(p_\gamma - z k_{q\perp})^2 + \epsilon_M^2] [p_{\gamma\perp}^2 + \epsilon_M^2]} \right.$$

$$\left. - z^2 \epsilon_M \left[ \frac{1}{p_{\gamma\perp}^2 + \epsilon_M^2} - \frac{1}{(p_\gamma - z k_{q\perp})^2 + \epsilon_M^2} \right] \right\}$$

(4.25)

The other cross section we need, for the denominator of the correlation, is the inclusive cross section for $pA \rightarrow \pi^0X$, which we can get by integrating over all possible combinations of the pion momentum and everything else ($X$) that could come out of the reaction — or, equivalently, we can just ignore the fact that the final-state quark fragments at all, and just integrate over all possible momenta of that quark. It’s most straightforward to get this by starting again from equation (4.24) and inserting the integrated parton distribution (but not the fragmentation function) and the lepton splitting factor $\frac{\alpha_{em} dM^2}{3\pi}$.

Then we integrate over the unknown momentum of the quark, represented by $Y_q$ and $k_q$. We’re assuming the quark to be on-shell, $k_{q\mu} k_{q\mu} = m_q^2$, which means there are only three degrees of freedom in this momentum. Now, since the photon momentum $p_\gamma$ is a constant, we can change variables from $k_q$ to $q = k_q + p_\gamma$, which is a simple shift. We can then take advantage of the transformations\(^2\)

$$d\gamma d^2k_{q\perp} = \frac{1}{E_q} d^3q$$

$$dY_q d^2k_{q\perp} = \frac{1}{E_q} d^3q$$

(4.26)

to work out the inclusive cross section to

$$\frac{d^6\sigma}{dY_\gamma d^2p_\gamma d^2b dM^2} = \frac{\alpha^2 \pi^2}{6\pi^2 M^2} \sum_q \int_{z_2}^1 \frac{dz_2}{z} \int \frac{dx p_\rho q(x, \mu) D_\pi/q(z_2, \mu)}{z_2^2} \left(1 - z_2\right) F_{x_\mu}(k_{q\perp})$$

$$\times \left\{ \left[ 1 + (1 - z)^2 \right] \right. \left[ \frac{z^2 k_{q\perp}^2}{[(p_\gamma - z k_{q\perp})^2 + \epsilon_M^2] [p_{\gamma\perp}^2 + \epsilon_M^2]} \right.$$

$$\left. - z^2 \epsilon_M \left[ \frac{1}{p_{\gamma\perp}^2 + \epsilon_M^2} - \frac{1}{(p_\gamma - z k_{q\perp})^2 + \epsilon_M^2} \right] \right\}$$

(4.27)

which is consistent with other inclusive results derived in references [85, 87, 89].

The correlation is defined as the ratio of the double inclusive to single inclusive cross sections. For this work, we integrate over transverse momentum and assume there is no impact parameter dependence, thus considering the correlation only as a function of rapidity, virtual photon mass,\(^2\)

$$\left. \frac{\partial}{\partial q^+} = \frac{1}{E} \right.$$ survives into the final determinant; the other components wind up being multiplied by zero.
C_{DY}(Y_{\gamma}, Y_{\pi^0}, M, \Delta \phi) = \int_{p_{\gamma \perp} > p_{\perp \text{cut}}} d^2 p_{\gamma \perp} \int_{p_{\pi \perp} > p_{\perp \text{cut}}} d^2 p_{\pi \perp} \frac{d\sigma}{dY_{\gamma} dY_{\pi^0} d^2 p_{\gamma \perp} d^2 p_{\pi \perp} dM^2} 
abla \int_{p_{\gamma \perp} > p_{\perp \text{cut}}} d^2 p_{\gamma \perp} \frac{d\sigma}{dY_{\gamma} d^2 p_{\gamma \perp} dM^2} \quad (4.28)

4.4 Results

Figures 4.3 and 4.4 show the predictions of this model for kinematic conditions characteristic of RHIC and the LHC, respectively. The RHIC results in figure 4.3 use $\sqrt{s} = 200$ GeV, $A = 197$, and $p_{\perp \text{cut}} = 1.5$ GeV, and the LHC results use $\sqrt{s} = 8800$ GeV, $A = 208$, and $p_{\perp \text{cut}} = 1.5$ GeV.

There are two characteristics that are immediately evident: the double-peak structure surrounding back-to-back emission ($\Delta \phi \approx \pi$), and the variation in the parallel-emission behavior around $\Delta \phi \approx 0, 2\pi$. While the double peak is roughly similar for all three models of the gluon distribution, for most kinematic conditions the BK equation with either fixed or running coupling gives a large excess for parallel emission relative to the GBW model. Since the BK solution differs from the GBW model primarily in the asymptotic behavior of $F_{xg}$ at large $k_{g \perp}$, power versus exponential respectively, we can see that the parallel emission comes primarily from large-transverse momentum gluons, whereas the back-to-back emission comes mostly from low-transverse momentum gluons. This makes sense intuitively, since if the lepton pair and the hadron are to emerge in nearly the same direction, they’ll have to have at least $2p_{\perp \text{cut}}$ of total transverse momentum to be detected, but back-to-back emission can come from a system with little or no transverse momentum.

Figure 4.5 shows an explicit breakdown of the momenta $k_{g \perp}$ that contribute to the correlation at each angle, which confirms this interpretation: the correlation for parallel emission comes from higher momentum than the central peak. Overall, the correlation at the LHC receives contributions from higher momenta than at RHIC, due to there being more total energy $\sqrt{s}$ available in the collision.

4.4.1 Peak Characteristics

The double peak of figures 4.3 and 4.4 is particularly interesting because it is unique to the Drell-Yan process; it doesn’t appear in similar calculations for the correlation between produced hadrons or jets [90]. We can trace the origin of the central “dip” to the kinematic factor which appears in equations (4.25) and (4.27):

$$[1 + (1 - z)^2] \frac{z^2 k_{g \perp}^2}{[(p_{\gamma \perp} - z k_{g \perp})^2 + \epsilon_M^2][p_{\gamma \perp}^2 + \epsilon_M^2]} - z^2 \epsilon_M \frac{1}{(p_{\gamma \perp} - z k_{g \perp})^2 + \epsilon_M^2} \quad (4.29)$$

This approaches zero as $k_{g \perp} \rightarrow 0$. If we were analyzing the parton-level cross section (4.24) as a function of $p_{\gamma \perp}$ and $k_{g \perp}$, we would expect to see the correlation drop to zero when $p_{\gamma \perp} + k_{g \perp} = 0$. But the double inclusive result (4.25) involves an integration over $z_2$, so even when evaluated at specific values of $p_{\gamma \perp}$ and $p_{\pi \perp}$, it incorporates a range of values of $k_{g \perp} = \frac{p_{\gamma \perp}}{z_2} + p_{\pi \perp}$. Thus there won’t be any point $(p_{\gamma \perp}, p_{\pi \perp})$ where the correlation is exactly zero; effectively, the fragmentation blurs the peak structure. We also integrate over transverse momentum when calculating the correlation (4.28), which smooths out the peak even more.
Figure 4.3: The angular correlations between the virtual photons and pions at RHIC, at medium rapidity, $Y_\gamma = Y_\pi = 2.5$. The upper graph shows the correlation for a virtual photon mass of $M = 0.5$ GeV, and the lower one, for $M = 4$ GeV. In each case, the three curves for GBW, fixed coupling BK, and running coupling BK, exhibit basically the same double-peak structure around $\Delta \phi = \pi$, but they show differing behavior near $\Delta \phi = 0, 2\pi$, the near side correlation. This relates to the large-$k^2$ behavior of the corresponding gluon distributions. Reproduced from figure 5 of [76].
Depending on the kinematic conditions, the central suppression may be small enough that a true double peak doesn’t appear. This appears in reference [91], for example, which shows the same analysis for real photons, which is the $M \to 0$ limit of this calculation, and in figure 4.6 we can see that the peak depth decreases as we move toward lower photon masses.

Because the correlation at the back-to-back emission peak comes from low-momentum regions of the gluon distribution, we can reasonably expect the characteristics of the peak to reflect the presence and nature of saturation. In particular, the results in figures 4.3 and 4.4 show that the results for the running coupling BK equation, for which the evolution of the saturation scale with $\ln \frac{1}{x}$ is slower, leads to a suppression of the peak height relative to the fixed coupling. A larger saturation scale $Q_s$ seems to produce a taller peak.

Figure 4.6 supports the same conclusion by showing that the fixed coupling BK equation produces a peak which is both shallower and thinner than that of the GBW model. Looking back at figure 3.11, we see that the fixed coupling BK solution has a smaller saturation scale than the GBW model, so again, we see that a large saturation scale makes the double peak larger.

4.5 Conclusions

There are two main ideas to take away from this chapter. First, the calculation of the lepton pair-hadron angular correlation serves as an example of how the CGC and hybrid formalism are used in practice. This lays the groundwork for the next-to-leading order calculation to be shown in the next chapter.

Secondly, the correlation is an interesting numerical result in its own right. It’s clear that it is a sensitive probe of the gluon distribution in both high- and low-momentum regions. We see an enhancement of the correlation around parallel emission, which gives us information about the high-momentum tail of the gluon distribution, and also the unique double peak structure for near-parallel emission, whose properties can reveal the characteristics of the gluon distribution in the low-momentum saturation regime.
Figure 4.4: The virtual photon-pion angular correlations at LHC at rapidity $Y_\gamma = Y_\pi = 4$. The upper and lower graphs show $M = 4$ GeV and $M = 8$ GeV, respectively. As in figure 4.3, the key difference is in the near side correlation, arising due to differences in the high-momentum region of the gluon distribution. Reproduced from figure 6 of [76].
Figure 4.5: Breakdown of the contributions to the correlation, split by the transverse momentum $k_{g\perp}$ acquired by the quark as it interacts with the gluon field of the target. Momentum ranges are in GeV. The plot on the left corresponds to the top plot of figure 4.3 with $M = 0.5$ GeV at RHIC, and the one on the right corresponds to the top plot of figure 4.4 with $M = 4$ GeV using LHC parameters. In both cases, there is a fairly sharp transition between the momenta that contribute to the central back-to-back emission peak and those that contribute to the parallel emission peak. For the RHIC plot on the left, that transition is around 1 GeV, and on the right, between 10 GeV and 100 GeV.

Figure 4.6: Plots of the half-width of the double peak, on the left, and the depth of the dip, on the right, as a function of virtual photon mass.
Chapter 5

NLO Inclusive Pion Production

Leading order calculations, like that in the last chapter, typically give a decent approximation to measured cross sections. But there are several reasons to look to the next order of perturbation theory in hopes of improving the results. Of course, one generally expects that adding more terms to a perturbation series will give a more accurate approximation of the exact (all-order) result. Beyond that, though, the cross section depends on the renormalization and factorization scales $\mu$ through terms which are subleading in $\alpha_s$. If we are able to calculate some of those terms explicitly, the remaining dependence on $\mu$, which is unknown and thus must be considered a theoretical uncertainty, will be reduced.

Calculating the subleading corrections to a cross section is not a trivial task. Beyond leading order, the number of diagrams that contribute grows drastically, often roughly exponentially with the order. There are also additional kinematic degrees of freedom, corresponding to the momenta of emitted particles, which make the calculation of each diagram more complicated, and can introduce divergences which need to be regulated.

In this chapter I’ll review the calculations for the inclusive process $pA \rightarrow \pi X$ including all next-to-leading order corrections. The leading order calculation was performed in reference [92], and [80, 93–95] added various subleading corrections. However, the complete LO+NLO result was only derived in [96] (summarized in [97]), and numerically implemented in [98] with the program SOLO, “Saturation at One-Loop Order” [99].

5.1 Kinematics

As in section 4.1, we take the proton and nucleon to have momenta in the $\pm z$ directions,

$$p^\mu_p = (E_p, 0, 0, p_p) \quad \quad \quad p^\mu_A = (E_A, 0, 0, -p_A)$$

leading to $p^+_p = p^-_A = \sqrt{s}$ (equation (4.4)). And, again, the fundamental collision involves one parton from the proton with plus component momentum $x_p p^+_p$, and one parton from the nucleus, with a minus component of momentum $x_g p^-_A$ and transverse momentum $k_{g\perp}$. $p^\mu$ represents the momentum of the produced hadron.
5.1.1 Leading Order

Applying conservation of momentum at the interaction vertex of figure 5.1, assuming that \( p^{-} = p_{A}^{+} = 0 \) (equations (4.2b) and (4.2c)), gives

\[
\begin{align*}
    x_{p}^{\text{LO}} p_{p}^{+} &= k^{+} \\
    x_{g}^{\text{LO}} p_{A} &= k^{-}
\end{align*}
\]

From equation (B.13), assuming the quark mass is negligible \( (k^{a}k_{\mu} = 0) \), these become

\[
\begin{align*}
    x_{p}^{\text{LO}} p_{p}^{+} &= k_{\perp} e^{Y} \\
    x_{g}^{\text{LO}} p_{A} &= k_{\perp} e^{-Y}
\end{align*}
\]

and then using equation (4.4) and \( k_{\perp} = \frac{z}{2} \) we get

\[
\begin{align*}
    x_{p}^{\text{LO}} &= \frac{p_{\perp}}{z\sqrt{s}} e^{Y} \\
    x_{g}^{\text{LO}} &= \frac{p_{\perp}}{z\sqrt{s}} e^{-Y}
\end{align*}
\]

Evidently, the measured momentum of the detected hadron determines everything except one unknown momentum fraction. We can choose any of \( z, x_{p}^{\text{LO}}, x_{g}^{\text{LO}} \) to parametrize this unknown degree of freedom, and consequently, the formula for the cross section will involve a single integral over the chosen variable.

5.1.2 Next-to-Leading Order

At next-to-leading order, the momentum of the emitted gluon is also unknown, which adds an additional degree of freedom, so the formula will involve an additional integral. It’s most convenient to express the NLO formulas in terms of a new variable, \( \xi \), representing the fraction of +−-component momentum retained by the original parton after it emits a gluon. For example, in figure 5.3

\[
k_{q}^{+} = \xi k_{q}^{+} \quad \text{and} \quad k_{g}^{+} = (1 - \xi) k_{g}^{+}
\]

We can then choose any two of \( z, x_{p}^{\text{NLO}}, x_{g}^{\text{NLO}} \), and \( \xi \) to parametrize the region of integration for this double integral. The integration region for various choices is shown in figure 5.2.

As a momentum fraction, \( \xi \) clearly cannot exceed 1. To determine the lower bound on this new integral, though, we will need to express \( \xi \) in terms of the other kinematic variables. Starting with momentum conservation,

\[
\begin{align*}
    x_{p}^{\text{NLO}} p_{p}^{+} &= k_{q}^{+} + k_{g}^{+} \\
    x_{g}^{\text{NLO}} p_{A} &= k_{q}^{-} + k_{g}^{-} \\
    q_{\perp} &= k_{q}^{\perp} + k_{g}^{\perp}
\end{align*}
\]
and plugging the definition (5.5) into equation (5.6a) leads to

\[ x_{p}^{NLO} p_{p}^{+} = k^{+} + (1 - \xi) x_{p}^{NLO} p_{p}^{+} \]  

Solving this for \( \xi \) and simplifying gives

\[ \xi = \frac{k^{+}}{x_{p}^{NLO} p_{p}^{+}} \]  

\[ = \frac{\sqrt{k_{1}^{2} + m_{k}^{2}}}{x_{p}^{NLO} p_{p}^{+}} e^{-Y} \]  

[5.8]  

\[ = \frac{k_{1}}{x_{p}^{NLO} p_{p}^{+}} e^{-Y} \]  

[5.9]  

\[ = \frac{p_{1}}{z x_{p}^{NLO} p_{p}^{+}} e^{-Y} \]  

[5.10]  

\[ = \frac{p_{1}}{z x_{p}^{NLO} \sqrt{s}} e^{-Y} \]  

[5.11]  

Or, inverting the relation, we have

\[ x_{p}^{NLO} = \frac{p_{1}}{z \xi \sqrt{s}} e^{-Y} \]  

[5.13]  

Now looking at (5.6b), since the radiated gluon must be on shell \( (k_{g}^{2} = 0) \) we have, for a gluon with nonzero momentum,

\[ k_{g} = \frac{k_{2}^{2}}{k_{1}^{2}} = \frac{k_{2}^{2}}{k_{1}^{2}} \frac{(1 - \xi) x_{p}^{NLO} p_{p}^{+}}{\xi x_{p}^{NLO} p_{p}^{+}} \]  

[5.14]  

and assuming that the quark is massless, \( m_{k} \approx 0 \), in combination with equation (5.8) we have

\[ k_{g}^{-} \approx \frac{k_{2}^{2}}{k_{1}^{2}} \frac{1}{x_{p}^{NLO} p_{p}^{+}} \]  

[5.15]  

Both of these contain the combination \( x_{p}^{NLO} p_{p}^{+} \) in the denominator, which can be rewritten as

\[ \frac{1}{x_{p}^{NLO} p_{p}^{+}} = \frac{z \xi \sqrt{s}}{p_{1}^{+}} e^{-Y} \frac{1}{p_{1}^{+}} e^{-Y} = \frac{z \xi}{p_{1}^{+}} e^{-Y} \]  

[5.16]
Then plugging equation (5.16) into (5.14) and (5.15) and those into equation (5.6b) gives

\[ x_{g}^{\text{NLO}} p_{A} = \frac{z k_{\perp}^{2}}{p_{\perp}} e^{-\gamma} + \frac{z \xi k_{g,\perp}^{2}}{(1 - \xi) p_{\perp}} e^{-\gamma} \]  

(5.17)

Since \( z = \frac{p_{\perp}}{k_{\perp}} \), this simplifies to

\[ x_{g}^{\text{NLO}} p_{A} = k_{\perp} e^{-\gamma} + \frac{\xi k_{2}}{(1 - \xi) k_{\perp}} e^{-\gamma} \]  

(5.18)

From conservation of transverse momentum, equation (5.6c), we have \( k_{g,\perp}^{2} = (q_{\perp} - k_{\perp})^{2} \), so

\[ x_{g}^{\text{NLO}} p_{A} = k_{\perp} e^{-\gamma} + \frac{(q_{\perp} - k_{\perp})^{2}}{k_{\perp}} \frac{\xi}{1 - \xi} e^{-\gamma} \]  

(5.19)

and finally, setting \( p_{A} = \sqrt{s} \), we can solve for \( x_{g}^{\text{NLO}} \) as

\[ x_{g}^{\text{NLO}} = \frac{k_{\perp}}{\sqrt{s}} e^{-\gamma} + \frac{(q_{\perp} - k_{\perp})^{2}}{k_{\perp}} \frac{\xi}{1 - \xi} e^{-\gamma} = x_{g}^{\text{LO}} \left( 1 + \frac{(q_{\perp} - k_{\perp})^{2}}{k_{\perp}^{2}} \frac{\xi}{1 - \xi} \right) \]  

(5.20)

In practice, it is sometimes beneficial to assume the gluon transverse momentum \( q_{\perp} \) is negligible or zero. This is approximately valid because the gluon distribution \( F_{xg} \) falls off exponentially outside \( q_{\perp} \lesssim Q_{s} \), so the contribution of the region \( q_{\perp} \gtrsim Q_{s} \) to the cross section can be neglected. When \( Q_{s} \ll k_{\perp} \) that means we drop terms subleading in \( q_{\perp}/k_{\perp} \), resulting in

\[ x_{g}^{\text{NLO}} = \frac{k_{\perp}}{\sqrt{s}} e^{-\gamma} + \frac{k_{\perp}}{\sqrt{s} (1 - \xi)} e^{-\gamma} = \frac{k_{\perp}}{\sqrt{s}} e^{-\gamma} \]  

(5.21)

As a momentum fraction, \( x_{g}^{\text{NLO}} \) has to satisfy \( x_{g}^{\text{NLO}} < 1 \). Using (5.20), that means the gluon momentum fraction \( \xi \) is kinematically limited to

\[ \xi < \frac{1 - x_{g}^{\text{LO}}}{1 - x_{g}^{\text{LO}} + x_{g}^{\text{LO}} (q_{\perp} - k_{\perp})^{2}/k_{\perp}^{2}} \]  

(5.22)

This excludes \( \xi = 1 \) unless \( k_{\perp} = q_{\perp} \); physically, it corresponds to the fact that the gluon can only carry all the longitudinal momentum if the final state quark (prior to fragmentation) carries all the transverse momentum. For simplicity, we ignore this limit for the basic computation described in chapter 6 and reintroduce it in chapter 7.

5.2 NLO Cross Section Expressions

As previously mentioned, several papers [80, 92–95] spanning the decade from 2002 to 2012 calculated progressively more precise formulas for the \( pA \rightarrow hX \) cross section. However, reference [96] was the first to incorporate the complete NLO corrections, the formulas implemented by SOLO. In this section I’ll review the derivation of selected terms to demonstrate the process.

5.2.1 Leading order

The leading order contributions, shown in figure 5.4, can be calculated in much the same way as in chapter 4. We can compute the amplitude for interaction between a quark and the gluon...
field of the nucleus, $qA \rightarrow qX$, as the Wilson line (3.10) in the fundamental representation (or its Fourier transform, to get it as a function of momentum):

$$A = \int \frac{d^2x_\perp}{2\pi} e^{-ik_\perp \cdot x_\perp} U(x_\perp)$$

Figure 5.3: A representative Feynman diagram for $pA \rightarrow hX$ at next-to-leading order in the quark-quark channel

To get the cross section, we multiply this by its complex conjugate to get

$$|A|^2 = \int \frac{d^2x_\perp d^2y_\perp}{(2\pi)^2} e^{-ik_\perp \cdot x_\perp} e^{ik_\perp \cdot y_\perp} \text{Tr} U(x_\perp) U^\dagger(y_\perp)$$

We then average over the unknown color charge distribution of the nucleus (just as we would average over initial spins in a QED calculation). The averaging operation is represented by

$$\frac{1}{N_c} \langle \cdots \rangle_{x_g}$$

and the resulting parton-level cross section is the momentum space dipole gluon distribution $F_{x_g}$ from equation (2.32).

$$\frac{d^3\sigma_{pA \rightarrow qA}}{dY d^2k_\perp} = \frac{1}{N_c} \int \frac{d^2x_\perp d^2y_\perp}{(2\pi)^2} e^{-ik_\perp \cdot x_\perp} e^{ik_\perp \cdot y_\perp} \langle \text{Tr} U(x_\perp) U^\dagger(y_\perp) \rangle_{x_g}$$

$$= \frac{1}{N_c} \int \frac{d^2x_\perp d^2y_\perp}{(2\pi)^2} e^{-ik_\perp \cdot x_\perp} e^{ik_\perp \cdot y_\perp} S_{x_g}^{(2)}(x_\perp, y_\perp)$$

$$= F_{x_g}(k_\perp)$$

The subscript $x_g$ indicates the longitudinal momentum fraction of the gluons involved in the interaction. This gives the cross section for one flavor of quark interacting with the gluon field of the nucleus.

We also have to include the contribution for a gluon interacting with the nucleus, $gA \rightarrow gX$. This is the same but using the adjoint Wilson line (3.12). Accordingly, the square of the amplitude is

$$|A|^2 = \int \frac{d^2x_\perp d^2y_\perp}{(2\pi)^2} e^{-ik_\perp \cdot x_\perp} e^{ik_\perp \cdot y_\perp} \text{Tr} W_{ab}(x_\perp) W^{\dagger ab}(y_\perp)$$

Using identity (A.18) the product becomes

$$4 \text{Tr} \left\{ \text{Tr} [T^a U(x_\perp) T^b U^\dagger(x_\perp)] \text{Tr} [U^\dagger(y_\perp) T^b U(y_\perp) T^a] \right\}$$

With the matrix indices explicit, this is

$$4 \text{Tr} \left\{ T_{ij}^{a} U_{jk}(x_\perp) T_{kl}^{b} U^\dagger_{il}(x_\perp) U^\dagger_{pq}(y_\perp) T_{qs}^{b} U_{rs}(y_\perp) T_{sp}^{a} \right\}$$

Here all repeated indices, in particular $a$ and $b$, are summed over. This is a variant of the Einstein summation convention.
Using the identity $T^a_{ij}T^b_{kl} = \frac{1}{2}\delta_{il}\delta_{jk} - \frac{1}{N_c}\delta_{ij}\delta_{kl}$, after a slightly tedious calculation and much relabeling of indices this can be reduced to

$$
\text{Tr}\left[U_{jk}(x_\perp)U^\dagger_{kl}(y_\perp)U_{il}(y_\perp)U^\dagger_{ti}(x_\perp) - \frac{1}{N_c}U_{jk}(x_\perp)U^\dagger_{kl}(x_\perp)U_{il}(y_\perp)U^\dagger_{ti}(y_\perp)\right]
\frac{1}{N_c}U_{il}(x_\perp)U^\dagger_{ti}(x_\perp)U_{jl}(y_\perp)U^\dagger_{lj}(y_\perp)
$$

\[ (5.31) \]

In the large-$N_c$ limit, the middle two terms vanish, and we’re left with

$$
\text{Tr}\left[U(x_\perp)U^\dagger(y_\perp)\right]\text{Tr}\left[U(y_\perp)U^\dagger(x_\perp)\right] - 1
$$

\[ (5.32) \]

which, after color-averaging with $\frac{1}{N_c^2 - 1} \langle \cdot \cdot \cdot \rangle_{x_g}$, leaves us with

$$
\tilde{F}_{x_g}(k_\perp) := \frac{d^3\sigma^{PA \to hA}_{LO}}{dY d^2p_\perp}
\frac{d^3\sigma^{PA \to hA}_{LO}}{dY d^2p_\perp}
\frac{1}{N_c^2 - 1} \int d^2x_\perp d^2y_\perp e^{-ik_\perp \cdot (x_\perp - y_\perp)} \langle \text{Tr}\left[U(x_\perp)U^\dagger(y_\perp)\right]\text{Tr}\left[U(y_\perp)U^\dagger(x_\perp)\right] - 1 \rangle_{x_g}
\frac{1}{N_c^2 - 1} \int d^2x_\perp d^2y_\perp e^{-ik_\perp \cdot (x_\perp - y_\perp)} \langle \text{Tr}\left[U(x_\perp)U^\dagger(y_\perp)\right]\text{Tr}\left[U(y_\perp)U^\dagger(x_\perp)\right] - 1 \rangle_{x_g}
$$

\[ (5.33) \]

In the last line I’ve used the mean-field limit to assume we can consider the two contracted Wilson line pairs to be uncorrelated. If we separate the two terms inside parentheses, the $-1$ leads to a delta function $\delta^{(2)}(k_\perp)$ after integration, but in practice we always evaluate the gluon distribution at finite momentum, so we can safely drop that term.

To construct the final cross section for $PA \to hX$, we multiply the parton-level quark cross section by the quark distribution function $x_p q(x_p)$ and the fragmentation function $D_{h/i}(z)/z^2$, and similarly for the gluon cross section, and integrate over the longitudinal momentum space parametrized by $z$, $x_p$, or $x_g$ as described in section 5.1

$$
\frac{d^3\sigma^{PA \to hX}_{LO}}{dY d^2p_\perp} = \int_\tau^1 \frac{dz}{z^2} \left[ \sum_{\text{flavors } q} x_p q(x_p) D_{h/q}(z) F_{x_g}(k_\perp) + x_p g(x_p) D_{h/g}(z) \tilde{F}_{x_g}(x_p, k_\perp) \right]
$$

\[ (5.35) \]

where $\tau = \frac{p_\perp}{v_\perp} e^Y$.

5.2.2 Next-to-Leading Order Example

The next-to-leading order contributions to the cross section arise from Feynman diagrams in which a gluon is emitted and/or absorbed by the parton coming from the proton. Naturally,
Figure 5.5: Diagrams contributing to the quark-quark channel at next-to-leading order. The left column shows real diagrams, in which the emitted gluon is an unmeasured final-state particle, and the right column shows virtual diagrams, in which the gluon is emitted and reabsorbed.

this leads to a greatly increased number of Feynman diagrams; for example, figure 5.5 shows only those diagrams in which the initial- and final-state partons are both a quark, the $qq$ (or $q \rightarrow qg$ where the hadron comes from the final-state quark) channel. In addition to those, there are diagrams in which the initial- and final-state partons are both a gluon, the $gg$ channel (which comprises both $g \rightarrow gg$, and $g \rightarrow gq$ where the produced hadron comes from the gluon rather than the quark). There are also off-diagonal channels in which the initial- and final-state partons are different: the $qg$ channel ($q \rightarrow qg$ where the hadron comes from the final-state gluon) and $gq$ channel ($g \rightarrow gq$ where the hadron comes from the final-state quark).

The formulas for all these contributions are derived in references [96], which uses earlier results from [36, 90]. Let’s look at the quark-quark channel, for which the diagrams are shown in figure 5.5 as an example.

The derivation proceeds in much the same way as that of the Drell-Yan process of chapter 4. Using the general framework of light-cone perturbation theory and the CGC rules described
in chapter 2, it’s straightforward to see that the real diagrams, on the left side of figure 5.5, correspond to the expression

\[
\frac{d^6\sigma}{d^3k_q d^3k_g} = \alpha_s C_F \delta(x_p p^+ - k_q - k_g^+) \int \frac{d^2x_{\perp} d^2x_{\perp}' d^2b_{\perp} d^2b_{\perp}'}{(2\pi)^2 (2\pi)^2 (2\pi)^2} e^{-i k_{x,\perp} \cdot (x_{\perp} - x_{\perp}') - i k_{b,\perp} \cdot (b_{\perp} - b_{\perp}')} \sum_{\lambda \alpha \beta} \left( \psi^\lambda_{\alpha \beta} (u_{\perp}) \right) \left( \psi^{\lambda}_{\alpha \beta} (u_{\perp}') \right) \\
\times \left[ S_{x_g}^{(6)}(b_{\perp}, x_{\perp}, b_{\perp}', x_{\perp}') + S_{x_g}^{(2)}(v_{\perp}, v_{\perp}') - S_{x_g}^{(3)}(b_{\perp}, x_{\perp}, v_{\perp}) - S_{x_g}^{(3)}(v_{\perp}, x_{\perp}', b_{\perp}') \right]
\]

where

\[
u_{\perp} = x_{\perp} - b_{\perp}
\]

and similarly for the primed quantities, and

\[
S_{x_g}^{(3)}(x_{\perp}, b_{\perp}, \nu_{\perp}) = \frac{1}{C_F N_c} \langle \text{Tr}[U(x_{\perp}) U^d(y_{\perp}) W^{cd}(b_{\perp})] \rangle_{x_g}
\]

\[
S_{x_g}^{(6)}(x_{\perp}, y_{\perp}, x_{\perp}', y_{\perp}') = \frac{1}{C_F N_c} \langle \text{Tr}[U(x_{\perp}) U^d(x_{\perp}') W^{cd}(y_{\perp})] \rangle_{x_g}
\]

As explained in chapter 2, each product of the form $U W$ arises from the interaction of the gluon field of the nucleus with the quark and the emitted gluon, whereas “isolated” fundamental Wilson lines (a $U$ without an associated factor of $W$) come from interaction of the quark with the nucleus prior to emission of the gluon. Accordingly, we can tell that the $S_{x_g}^{(6)}$ term arises from the top diagram on the left in figure 5.5, the $S_{x_g}^{(2)}$ term comes from the second diagram down, and each of the two $S_{x_g}^{(3)}$ terms comes from one of the bottom diagrams on the left side of the figure.

Since we are computing an inclusive cross section, we’ll integrate over the phase space of the unmeasured particle, here the emitted gluon. After integrating over $k_g$, we get a factor of $\delta^{(2)}(x_{\perp} - x_{\perp}')$, which simplifies $S_{x_g}^{(6)}(b_{\perp}, x_{\perp}, b_{\perp}', x_{\perp}') \to S_{x_g}^{(2)}(b_{\perp}, b_{\perp}')$. The expression (5.36) becomes

\[
\frac{d^3\sigma}{d^3k_q} = \alpha_s C_F \int \frac{d^2x_{\perp} d^2b_{\perp} d^2b_{\perp}'}{(2\pi)^2 (2\pi)^2 (2\pi)^2} e^{-i k_{x,\perp} \cdot (x_{\perp} - x_{\perp}') - i k_{b,\perp} \cdot (b_{\perp} - b_{\perp}')} \sum_{\lambda \alpha \beta} \left( \psi^\lambda_{\alpha \beta} (u_{\perp}) \right) \left( \psi^{\lambda}_{\alpha \beta} (u_{\perp}') \right) \\
\times \left[ S_{x_g}^{(2)}(b_{\perp}, b_{\perp}') + S_{x_g}^{(2)}(v_{\perp}, v_{\perp}') - S_{x_g}^{(3)}(b_{\perp}, x_{\perp}, v_{\perp}) - S_{x_g}^{(3)}(v_{\perp}, x_{\perp}', b_{\perp}') \right]
\]

where now

\[
u_{\perp}' = x_{\perp} - b_{\perp}\\
\nu_{\perp}' = (1 - \xi)x_{\perp} + \xi b_{\perp}
\]

For the virtual diagrams, in the right column of figure 5.5, the same procedure results in the expression

\[
\frac{d^3\sigma}{d^3k_q} = -2\alpha_s C_F \int \frac{d^2v_{\perp} d^2v_{\perp}' d^2u_{\perp} d^2u_{\perp}'}{(2\pi)^2 (2\pi)^2 (2\pi)^2} e^{-i k_{v,\perp} \cdot (v_{\perp} - v_{\perp}') - i k_{u,\perp} \cdot (u_{\perp} - u_{\perp}')} \\
\times \sum_{\lambda \alpha \beta} \left( \psi^\lambda_{\alpha \beta} (u_{\perp}) \right) \left( \psi^{\lambda}_{\alpha \beta} (u_{\perp}') \right) \left[ S_{x_g}^{(2)}(v_{\perp}, v_{\perp}') - S_{x_g}^{(3)}(b_{\perp}, x_{\perp}, v_{\perp}') - S_{x_g}^{(3)}(b_{\perp}, x_{\perp}, v_{\perp}') \right]
\]

In this expression we only have one momentum, the quark momentum, because only the quark line passes through the cut, and this removes the need for the delta function because the initial quark
momentum doesn’t occur anywhere in the expression. The integral over the loop momentum is already incorporated into the definition of the Wilson line. And the factor of 2 arises because the top two diagrams in the right column of figure 5.5 give the same contribution (specifically, the $S_{x_y}^{(2)}$ term), and likewise for the bottom two diagrams (the $S_{x_y}^{(2)}$ term).

Putting together both the real (5.40) and virtual (5.42) contributions gives the complete expression for the quark-quark channel.

\[
\frac{d^3 \sigma}{d^3 k_q} = \alpha_s C_F \int \frac{d^2 u_\perp}{(2\pi)^2} \frac{d^2 v_\perp}{(2\pi)^2} \frac{d^2 v_\perp'}{(2\pi)^2} e^{-ik_\perp\cdot(b_\perp-b_\perp')} \sum_{\lambda \alpha \beta} (\psi_{\lambda \alpha \beta})^*(u_\perp') \psi_{\lambda \alpha \beta}(u_\perp) \times \left[ S_{x_y}^{(2)}(b_\perp, b_\perp') - S_{x_y}^{(2)}(v_\perp, v_\perp') + S_{x_y}^{(3)}(b_\perp, x_\perp, v_\perp') - S_{x_y}^{(3)}(v_\perp, x_\perp, b_\perp') \right]
\]

We can substitute in the definition of the splitting wavefunction,

\[
\psi_{\lambda \alpha \beta}(x_p p_\perp^+, k_q^+, r_\perp) = 2\pi i \sqrt{\frac{2}{k_\perp^+}} \left( \frac{r_{\perp 1}f_1}{c^2_\perp} (\delta_{\alpha \beta} - \xi \delta_{\alpha \beta} + \lambda \xi \delta_{\alpha \beta}'), \lambda = 1 \right) \]

and simplify the gluon distributions using the identity

\[
S_{x_y}^{(3)}(x_\perp, b_\perp, y_\perp) = \frac{N_c}{2C_F} \left[ S_{x_y}^{(4)}(x_\perp, b_\perp, y_\perp) - \frac{1}{N_c} S_{x_y}^{(2)}(x_\perp, y_\perp) \right]
\]

to get

\[
\frac{d^3 \sigma}{d^3 k_q} = \alpha_s C_F \int \frac{d^2 u_\perp}{(2\pi)^2} \frac{d^2 v_\perp}{(2\pi)^2} \frac{d^2 v_\perp'}{(2\pi)^2} e^{-ik_\perp\cdot(b_\perp-b_\perp')} \sum_{\lambda \alpha \beta} (\psi_{\lambda \alpha \beta})^*(u_\perp') \psi_{\lambda \alpha \beta}(u_\perp) \times \left( C_F S_{x_y}^{(2)}(b_\perp, b_\perp') - C_F S_{x_y}^{(2)}(v_\perp, v_\perp') - \frac{1}{2N_c} S_{x_y}^{(2)}(b_\perp, v_\perp') + \frac{1}{2N_c} S_{x_y}^{(2)}(v_\perp, b_\perp') \right) + \frac{N_c}{2} S_{x_y}^{(4)}(b_\perp, x_\perp, v_\perp') - \frac{N_c}{2} S_{x_y}^{(4)}(v_\perp, x_\perp, b_\perp') \right)
\]

which is in terms of only two gluon distributions, $S_{x_y}^{(2)}$ and $S_{x_y}^{(4)}$. If we further use the mean field approximation (3.45), that reduces to only $S_{x_y}^{(2)}$. We do this in the SOLO code, but in this document I’ll keep $S_{x_y}^{(4)}$ explicit.

The last step in finding the cross section for $pA \rightarrow hX$ in the quark-quark channel is to convolve with the parton distributions of the proton and the fragmentation functions.

\[
\frac{d^3 \sigma}{d^3 p} = \int_{z}^{1} \frac{d z}{z^2} \int_{\tau/z}^{1} d \xi x_p q(x_p) D_{h/j}(z) \frac{d^3 \sigma}{d^3 k_q}
\]

5.2.3 Removal of Divergences

In reference [96], the quark-quark channel cross section is given as the following two expressions:

\[
\frac{\alpha_s}{2\pi^2} \int_{z}^{1} \frac{d z d \xi}{z^2} x_p q(x_p) D_{h/q}(z) \left[ \frac{1 + \xi^2}{1 - \xi} \left( C_F \int d^2 q_\perp J(k_{q\perp}, q_\perp) + \frac{N_c}{2} \int d^2 q_\perp d^2 k_{g\perp} J(k_{q\perp}, q_\perp, k_{g\perp}) \right) \right]
\]
from the real diagrams and

\[-\frac{\alpha_s}{2\pi^2} \int_{\tau}^{1} \int_{0} x_p q(x_p) D_{h/q}^{(0)}(z) + \frac{N_c}{2} \int d^2q_{\perp} d^2k_{\perp 1} \mathcal{J}(q_{\perp}, k_{q \perp}, k_{g \perp}) \]  

from the virtual diagrams, where

\[ \mathcal{I}(k_{q \perp}, q_{\perp}) = \mathcal{F}_{x_q}(q_{\perp}) \left[ \frac{k_{q \perp} - q_{\perp}}{(k_{q \perp} - q_{\perp})^2} - \frac{k_{g \perp} - q_{\perp}}{(k_{g \perp} - q_{\perp})^2} \right]^2 \]  

\[ \mathcal{J}(k_{q \perp}, q_{\perp}, k_{g \perp}) = \left[ \mathcal{F}_{x_q}(q_{\perp}) d^{(2)}(q_{\perp} - k_{g \perp}) - \mathcal{G}_{x_q}(q_{\perp}, k_{g \perp}) \right] \right) \times \frac{2(k_{q \perp} - q_{\perp}) \cdot (k_{q \perp} - k_{g \perp})}{(k_{q \perp} - q_{\perp})^2(k_{q \perp} - k_{g \perp})^2} \]  

It’s clear that these formulas are divergent in two ways: the \textit{rapidity divergence}, where the integrand becomes undefined at \( \xi \to 1 \), and the \textit{collinear divergence} when \( k_{q \perp} = q_{\perp} \). Regulating these divergences constitutes the largest obstacle in computing the full NLO corrections to the cross section.

Broadly speaking, here is how the process works. A simplified version of the quark-quark channel result looks like

\[ \left( \frac{d^3\sigma}{dYd^2p_{\perp}} \right)_{qq} = \int_\tau^1 d^2z_x p_{\perp} q_{\perp} D_{h/q}^{(0)}(z) \mathcal{F}_{x_q}^{(0)}(q_{\perp}) + \frac{\alpha_s}{2\pi} \int_\tau^1 d^2z_x p_{\perp} q_{\perp} D_{h/q}^{(0)}(z) \frac{A\mathcal{F}_{x_q}^{(0)}(q_{\perp}) + B\mathcal{G}_{x_q}^{(0)}(q_{\perp}, k_{g \perp})}{1 - \xi} \]  

where \( A \) and \( B \) are nonsingular coefficients. The leading order term is finite on its own, but the next-to-leading order term is divergent at \( \xi \to 1 \). (In this simplified example, I’ll omit the collinear divergence until later.)

We can rewrite this as

\[ \left( \frac{d^3\sigma}{dYd^2p_{\perp}} \right)_{qq} = \int_\tau^1 d^2z_x p_{\perp} q_{\perp} D_{h/q}^{(0)}(z) \times \left[ \mathcal{F}_{x_q}^{(0)}(k_{\perp}) + \frac{\alpha_s}{2\pi} \int_0^1 d\xi \frac{A\mathcal{F}_{x_q}^{(0)}(q_{\perp}) + B\mathcal{G}_{x_q}^{(0)}(q_{\perp}, k_{g \perp})}{1 - \xi} \right] \]  

\( \mathcal{F}_{x_q}^{(0)}(q_{\perp}) \) is not actually a physical quantity, so there’s no reason for it to be finite. We can then assume that \( \mathcal{F}_{x_q}^{(0)}(q_{\perp}) \) is divergent in a way that cancels out the rapidity divergence, so the total of the terms in square brackets is finite.

At this point we could define the renormalized gluon distribution \( \mathcal{F}_{x_q}(q_{\perp}) \) to be exactly the term in brackets, so that the quark-quark cross section would just be

\[ \left( \frac{d^3\sigma}{dYd^2p_{\perp}} \right)_{qq} = \int_\tau^1 d^2z_x p_{\perp} q_{\perp} D_{h/q}^{(0)}(z) \mathcal{F}_{x_q}(q_{\perp}) \]  

but that would make \( \mathcal{F}_{x_q} \) dependent on the exact coefficients \( A \) and \( B \). If we do that, we can’t generalize \( \mathcal{F}_{x_q} \) to any other calculation. Instead, we should define the renormalized distribution
as the sum of \( F^{(0)}_{x_g} \) and some other divergent term that cancels out the singularity in the remaining part of the expression. That will leave us with

\[
\left( \frac{d^3 \sigma}{dY d^2 p_\perp} \right)_{qq} = \int_\tau^1 \frac{dz}{z^2} x_p q^{(0)}(x_p) D_{h/q}^{(0)}(z) \left[ F_{x_g}(q_\perp) + C(z, \xi, q_\perp) \right]
\]

(5.55)

\( C \) is called the coefficient function. The procedure for how we choose to split the term in brackets between \( F_{x_g} \) and \( C \) is a renormalization scheme\(^2\).

When there are multiple divergences, namely the rapidity divergence and collinear divergence, we can generalize the procedure to incorporate these divergences into the parton distribution and fragmentation function as well. In doing so, it’s worth considering the physical nature of the divergences\(^96\):

- The rapidity divergence occurs when the quark momentum fraction \( \xi \) goes to 1, so that the emitted gluon’s momentum becomes negligible in the rest frame of the target. These extremely low-momentum gluon emissions are physically indistinguishable from the target’s own gluon field. When we renormalize the rapidity divergence using the target gluon distribution, we are effectively absorbing the low-momentum gluon emissions into the structure of the target.

- The collinear divergence, on the other hand, occurs when the quark and the emitted gluon are traveling in the same direction with nearly equal momenta. However, we know that a propagating quark is dressed with a cloud of virtual gluons (and other particles). An emitted gluon with nearly the same momentum as the quark will effectively be part of that cloud, so it makes sense to absorb the collinear divergence into the function that represents the nonperturbative dynamics of the propagating physical quark. This is either the fragmentation function, if the gluon is emitted after the interaction, or the integrated parton distribution, if it’s emitted before the interaction.

With this in mind, let’s look at a slightly less simplified version of the quark-quark channel cross section, just like (5.52) except that this contains the collinear divergence as well,

\[
\left( \frac{d^3 \sigma}{dY d^2 p_\perp} \right)_{qq} = \int_\tau^1 \frac{dz}{z^2} x_p q^{(0)}(x_p) D_{h/q}^{(0)}(z) F_{x_g}^{(0)}(q_\perp) \\
+ \frac{\alpha_s}{2\pi} \int_\tau^1 \frac{dz}{z^2} \int_{\tau/z}^1 \frac{d\xi}{\xi} x_p q^{(0)}(x_p) D_{h/q}^{(0)}(z) \frac{A F_{x_g}^{(0)}(q_\perp) + B g_{x_g}^{(0)}(q_\perp, k_\perp)}{(1 - \xi)(q_\perp - k_\perp)^2}
\]

(5.56)

With all three of the functions \( x_p q^{(0)}(x_p) \), \( D_{h/q}^{(0)}(z) \), and \( F_{x_g}^{(0)}(q_\perp) \) playing a role in removing the divergences, we should wind up with an expression of the form

\[
\left( \frac{d^3 \sigma}{dY d^2 p_\perp} \right)_{qq} = \int_\tau^1 \frac{dz}{z^2} \left[ x_p q^{(0)}(x_p) - \frac{\alpha_s}{2\pi} \int_{x_p}^1 \frac{d\xi}{\xi} C' x_p q(x_p/\xi') \left( q_\perp - k_\perp \right)^2 \right] \\
\times \left[ D_{h/q}^{(0)}(z) - \frac{\alpha_s}{2\pi} \int_z^1 \frac{d\xi''}{\xi''} D_{h/q}^{(0)}(z/\xi'') \left( q_\perp - k_\perp \right)^2 \right] \\
\times \left[ F_{x_g}^{(0)}(k_\perp) + \frac{\alpha_s}{2\pi} \int_0^1 \frac{d\xi}{\xi} A F_{x_g}^{(0)}(k_\perp) + B g_{x_g}^{(0)}(k_\perp, q_\perp) \right]
\]

(5.57)

\(^2\)For a detailed accessible description of subtractions, see sections 4.3 and 7.1 of reference [17].
where $C'$ and $C''$ are nonsingular coefficients (like $A$ and $B$). For simplicity, let me express this as

$$
\left(\frac{d^3\sigma}{dY d^2p_\perp}\right)_{qq} = \int_\tau^1 \frac{dz}{z^2} (q_0 - q_1)(D_0 - D_1)(F_0 + F_1) \tag{5.58}
$$

where $q_0$ and $q_1$ stand for the bare parton distribution and the subtraction, respectively, and similarly for $D$ and $F$. Distributing we find

$$
\left(\frac{d^3\sigma}{dY d^2p_\perp}\right)_{qq} = \int_\tau^1 \frac{dz}{z^2} \left[q_0 D_0 F_0 + q_0 D_0 F_1 - q_1 D_0 F_0 - q_1 D_0 F_1 \right.
-q_0 D_1 F_0 - q_0 D_1 F_1 + q_1 D_1 F_0 + q_1 D_1 F_1] \tag{5.59}
$$

Note that each term is at an order in $\alpha_s$ corresponding to the sum of its subscripts (e.g. the last term is $O(\alpha_s^3)$).

Now, if we go back to (5.56), which is the bare result,

$$
\left(\frac{d^3\sigma}{dY d^2p_\perp}\right)_{qq} = \int_\tau^1 \frac{dz}{z^2} q_0 D_0 F_0 \tag{5.60}
$$

and perform the rapidity subtraction

$$
+ q_0 D_0 F_1 \tag{5.61}
$$

and then incorporate the parton distribution and fragmentation function

$$
-q_1 D_0 F_0 - q_0 D_1 F_0 \tag{5.62}
$$

and the rapidity subtractions that have to be incorporated into those subtractions

$$
-q_1 D_0 F_1 - q_0 D_1 F_1 \tag{5.63}
$$

then we reproduce the distributed result (5.59) up to terms which are finite and subleading in $\alpha_s$ (specifically $O(\alpha_s^3)$). This is the basic procedure by which subtracting divergences gives a finite result.

Performing the full subtractions for the real and virtual contributions involves a fairly tedious calculation which is the subject of reference [96]. That work uses the $\overline{\text{MS}}$ renormalization scheme, which entails regularizing integrals by dimensional regularization and bringing a term proportional to $-\frac{1}{\epsilon} + \gamma_E$ into the gluon distribution; the details of $\overline{\text{MS}}$ renormalization are described in many standard references. The result works out to

$$
\left(\frac{d^3\sigma}{dY d^2p_\perp}\right)_{nqq}^{(1)} = \frac{\alpha_s}{2\pi} \int_\tau^1 dz \xi x_p q(x_p) D_{h/q}(z) \left[ \int \frac{d^2x_\perp d^2y_\perp}{(2\pi)^2} S_{x_g}^{(2)}(r_{\perp}) \mathcal{H}_{2qq}^{(1)}(r_{\perp}) \right.
+ \int \frac{d^2x_\perp d^2b_\perp d^2y_\perp}{(2\pi)^4} S_{x_g}^{(4)}(s_{\perp}, t_{\perp}) \mathcal{H}_{4qq}^{(1)}(r_{\perp}) \right] \tag{5.64}
$$

where the hard factors $\mathcal{H}_{2qq}^{(1)}$ and $\mathcal{H}_{4qq}^{(1)}$ are given in equations [5.120] and [5.128].

### 5.3 Adapting Formulas for Numerical Implementation

As they are given in reference [96], the formulas are integrals over various sets of position coordinates. A computational implementation needs code to evaluate the integrands and also to
perform the integration. The integrands involve various singular terms proportional to $\delta(1 - \xi)$ and the plus prescription $\frac{1}{(1 - \xi)_+}$, which need to be rewritten in terms of well-behaved (nonsingular) functions in order to be numerically evaluated. There are also Fourier factors like $e^{-ik \cdot \tau z}$ in the integrals, which are numerically difficult to evaluate, so in the interest of accuracy it will be useful to integrate out those factors symbolically where possible. This section describes the details of that process.

5.3.1 Eliminating Singularities in $\xi$

Each term in the cross section can be written as a sum of three parts: one proportional to a plus prescription-regularized fraction, one proportional to a delta function, and one “normal” contribution which has no singularities that will prevent its numerical evaluation.

$$\int_{\tau}^{1} d\tau \int_{\tau}^{1} dz \int_{\tau}^{1} d\xi \left[ F_s(z, \xi) + \frac{F_d(z, \xi)}{(1 - \xi)_+} + \delta(1 - \xi) + F_n(z, \xi) \right]$$  \hspace{1cm} (5.65)

To make the $F_s$ term numerically tractable, we need to simplify it using the definition of the plus prescription,

$$f(x)_+ dx := f(x) dx - \delta(1 - x) dx \int_{0}^{1} f(y) dy$$  \hspace{1cm} (5.66)

When this is integrated from some $a \in [0, 1]$ to 1, that integral can be simplified as follows:

$$\int_{a}^{1} g(x) \frac{1}{(1 - x)_+} dx = \int_{a}^{1} g(x) \frac{1}{1 - x} dx - g(1) \int_{0}^{1} \frac{1}{1 - y} dy$$  \hspace{1cm} (5.67)

$$= \int_{a}^{1} g(x) \frac{1}{1 - x} dx - g(1) \int_{a}^{1} \frac{1}{1 - x} dx - g(1) \int_{0}^{a} \frac{1}{1 - x} dx$$  \hspace{1cm} (5.68)

$$= \int_{a}^{1} g(x) - g(1) \frac{1}{1 - x} dx + g(1) \ln(1 - a)$$  \hspace{1cm} (5.69)

Applying that to the $F_s$ term from (5.65), we get

$$\int_{\tau}^{1} d\tau \int_{\tau}^{1} dz \int_{\tau}^{1} d\xi \left[ F_s(z, \xi) - F_s(z, 1) \right]$$  \hspace{1cm} (5.70)

The $F_d$ term is easier, as it only requires us to do the integration over $\xi$:

$$\int_{\tau}^{1} d\tau \int_{\tau}^{1} dz \int_{\tau}^{1} d\xi F_d(z, \xi) \delta(1 - \xi) = \int_{\tau}^{1} d\tau F_d(z, 1)$$  \hspace{1cm} (5.71)

And of course, the $F_n$ term of (5.65) requires no symbolic integration.

Putting the three terms together, we get the following expression, which is equivalent to (5.65) but is suitable for numerical evaluation:

$$\int_{\tau}^{1} d\tau \int_{\tau}^{1} dz \int_{\tau}^{1} d\xi \left[ F_s(z, \xi) - F_s(z, 1) + F_n(z, \xi) \right] + \int_{\tau}^{1} d\tau \left[ F_s(z, 1) \ln(1 - \tau) + F_d(z, 1) \right]$$  \hspace{1cm} (5.72)

It is easy to split each hard factor up into the parts $F_s$, $F_n$, and $F_d$ and then the integration can be done automatically with an implementation of this formula.
5.3.2 Reducing Additional Degrees of Freedom

In general, each term of the cross section depends on several other variables beyond $z$ and $\xi$. Which variables those are varies from one term to another, though, and even depends on how a given term is expressed.

Broadly speaking there are three different ways that a term might be expressed:

**Cartesian position space** the term will be expressed as an integral over $z$, $\xi$, and transverse displacements

$$r_\perp = x_\perp - y_\perp \quad s_\perp = x_\perp - b_\perp \quad t_\perp = y_\perp - b_\perp$$  \hspace{1cm} (5.73)

This is closest to the original form given in reference [96], but is not particularly useful for computation because it includes Fourier factors like $e^{-i k_\perp \cdot r_\perp}$, which are numerically unstable.

**Radial position space** the term will be expressed as an integral over $z$, $\xi$, and the radial part of transverse positions $r_\perp$, $s_\perp$, and $t_\perp$. In order to express the term in this way, we'll assume angular independence of the gluon distribution $S_{xg}^{(2)}$.

**Momentum space** the term will be expressed as an integral over $z$, $\xi$, and some number of momentum variables $k_{xg}^\perp$, $k_{xg1}^\perp$, etc. This is the most accurate form for numerical computation, but it requires us to do some symbolic Fourier integrals, which are not possible for every term. Also, the details of how to convert a given term into momentum space vary significantly from one term to another, even when it is possible.

5.3.2.1 Dipole-Type Terms

Dipole-type terms involve integrals over only two transverse position coordinates, $x_\perp$ and $y_\perp$. A generic term of this type can be written as

$$\left( \frac{d^3\sigma}{dY d^2p_\perp} \right)_{2ji}^{(n)} = \left( \frac{\alpha_s}{2\pi} \right)^n \int \frac{dz d\xi}{z^2} x_p f_i(x_p, \mu) D_{h/j}(z, \mu)$$

$$\times \int \frac{d^2x_\perp d^2y_\perp}{(2\pi)^2} S(x_\perp, y_\perp) e^{-iC_0 k_\perp \cdot (x_\perp - y_\perp)} \hat{H}_{2ji}^{(n)}(x_\perp, y_\perp)$$  \hspace{1cm} (5.74)

where $n = 0$ for leading order or 1 for next-to-leading order, and $i$ and $j$ represent parton flavors (gluon, up, down, strange, and heavy quarks). $C_0$ is some factor independent of the position and momentum coordinates, and $S$ represents one or more factors of the dipole gluon distribution $S_{xg}^{(2)}$. The hard factor $\hat{H}_{2ji}$ from reference [96] corresponds to the combination

$$\hat{H}_{2ji}^{(n)} = e^{-iC_0 k_\perp \cdot (x_\perp - y_\perp)} \hat{H}_{2ji}^{(n)}$$  \hspace{1cm} (5.75)

To manipulate these terms, we first simplify the expression by changing coordinates to

$$R_\perp = x_\perp + y_\perp \quad r_\perp = x_\perp - y_\perp$$  \hspace{1cm} (5.76)

In this work, we assume that $S_{xg}^{(2)}$, and thus $S$, is independent of $R_\perp$, and the angle of $r_\perp$, so we can write $S(x_\perp, y_\perp)$ as $S(r_\perp)$. It’s also easy to verify, by inspection of the expressions in ref. [96], that all the hard factors $\hat{H}_{2ji}^{(n)}$ are independent of $R_\perp$. Accordingly, we can change variables

$$d^2x_\perp d^2y_\perp = \frac{1}{4} d^2R_\perp d^2r_\perp$$  \hspace{1cm} (5.77)

$\text{3} R_\perp$ is the impact parameter, conventionally denoted $b$. Incorporating impact parameter dependence can have a noticeable effect on cross sections, as described in refs. [49, 50, 52], but that will not be explored here.
and integrate out the $R_\perp$ dependence, defining
\[ S_\perp := \int \frac{d^2 R_\perp}{4} \tag{5.78} \]

$S_\perp$ can be interpreted as the cross-sectional area of the target. After this integration, the term $5.74$ becomes
\[ \left( \frac{d^3 \sigma}{dY d^2 p_\perp} \right)_{2ji}^{(n)} = S_\perp \left( \frac{\alpha_s}{2\pi} \right)^n \int \frac{dz d\xi}{z^2} x_p f_i(x_p, \mu) D_{h_{ji}/}(z, \mu) \int \frac{d^2 r_\perp}{(2\pi)^2} S(r_\perp) e^{-i\mathbf{C}_0 \cdot \mathbf{r}_\perp} \hat{H}_{2ji}^{(n)}(r_\perp) \tag{5.79} \]

Recall from section 5.3.1 that a term can be expressed as a combination of a plus-regularized contribution, a delta-function contribution, and a normal contribution, as in equation (5.65). We can obtain the three functions $F_{s_{2ji}}^{(n)}$, $F_{n_{2ji}}^{(n)}$, and $F_{d_{2ji}}^{(n)}$ for each term by breaking down the term into these three contributions and pulling out all the integrals — not only those over $z$ and $\xi$, but also over position and momentum variables. Different terms (and different representations of those terms) will be integrated over different variables, so the third and additional arguments of $F_{s_{2ji}}^{(n)}$ etc. will be used to indicate what is being integrated over. When the third argument is a 2D position vector, that indicates the Cartesian representation; when it is the magnitude of a 2D momentum vector, that indicates the radial representation; when it is a 2D momentum vector, that indicates the momentum-space representation.

**Cartesian position space** It’s straightforward to break down equation (5.79) into the three functions $F_s$, $F_n$, and $F_d$ from section 5.3.1, as follows:
\[ F_{s_{2ji}}^{(n)}(z, \xi, \mathbf{r}_\perp)/(1-\xi) = S_\perp \frac{x_p f_i D_{s_{2ji}}}{z^2} \frac{S(r_\perp)}{(2\pi)^2} \left( \frac{\alpha_s}{2\pi} \right)^n e^{-i\mathbf{C}_0 \cdot \mathbf{r}_\perp} (\text{plus-regulated part of } \hat{H}_{2ji}^{(n)}) \tag{5.80a} \]
\[ F_{n_{2ji}}^{(n)}(z, \xi, \mathbf{r}_\perp) = S_\perp \frac{x_p f_i D_{n_{2ji}}}{z^2} \frac{S(r_\perp)}{(2\pi)^2} \left( \frac{\alpha_s}{2\pi} \right)^n e^{-i\mathbf{C}_0 \cdot \mathbf{r}_\perp} (\text{normal part of } \hat{H}_{2ji}^{(n)}) \tag{5.80b} \]
\[ F_{d_{2ji}}^{(n)}(z, \xi, \mathbf{r}_\perp) \delta(1-\xi) = S_\perp \frac{x_p f_i D_{d_{2ji}}}{z^2} \frac{S(r_\perp)}{(2\pi)^2} \left( \frac{\alpha_s}{2\pi} \right)^n e^{-i\mathbf{C}_0 \cdot \mathbf{r}_\perp} (\text{delta function part of } \hat{H}_{2ji}^{(n)}) \tag{5.80c} \]

The entire term $5.79$ can then be written as
\[ \left( \frac{d^3 \sigma}{dY d^2 p_\perp} \right)_{2ji}^{(n)} = \int dz d\xi \int d^2 \mathbf{r}_\perp \left[ F_{s_{2ji}}^{(n)}(z, \xi, \mathbf{r}_\perp)/(1-\xi) + F_{n_{2ji}}^{(n)}(z, \xi, \mathbf{r}_\perp) + F_{d_{2ji}}^{(n)}(z, \xi, \mathbf{r}_\perp) \delta(1-\xi) \right] \tag{5.81} \]

or, using equation (5.72), as
\[ \left( \frac{d^3 \sigma}{dY d^2 p_\perp} \right)_{2ji}^{(n)} = \int_\tau^1 dz \int_\tau^{1/\xi} d\xi \int d^2 \mathbf{r}_\perp \left[ F_{s_{2ji}}^{(n)}(z, \xi, \mathbf{r}_\perp) - F_{s_{2ji}}^{(n)}(z, 1, \mathbf{r}_\perp) \right] \frac{1}{1-\xi} + F_{n_{2ji}}^{(n)}(z, \xi, \mathbf{r}_\perp) \right] \]
\[ + \int_\tau^1 dz \int d^2 \mathbf{r}_\perp \left[ F_{s_{2ji}}^{(n)}(z, 1, \mathbf{r}_\perp) \ln \left( \frac{1-\tau}{\tau} \right) + F_{d_{2ji}}^{(n)}(z, 1, \mathbf{r}_\perp) \right] \tag{5.82} \]

This is the integral actually performed by SOLO when this term is evaluated in position space. The functions $F_{s_{2ji}}^{(n)}$, $F_{n_{2ji}}^{(n)}$, and $F_{d_{2ji}}^{(n)}$ can be picked out from the corresponding expression for $\hat{H}_{2ji}^{(n)}$ in reference 96 using (5.80), transcribed directly into the program, and then equation (5.82) is implemented by a generic integration routine.
Radial position space  It turns out that the non-Fourier part of each dipole-type term, $\hat{\mathcal{H}}_{2ji}^{(n)}$, is independent of the angle of $r_\perp$. This means we can integrate over the angle in equation (5.79),
\[
\int d^2r_\perp \frac{1}{(2\pi)^2} S(r_\perp) e^{-iC_0k_\perp \cdot r_\perp} \hat{\mathcal{H}}_{2ji}^{(n)}(r_\perp) = \frac{1}{2\pi} \int_0^\infty dr_\perp r_\perp S(r_\perp) J_0(C_0k_\perp r_\perp) \hat{\mathcal{H}}_{2ji}^{(n)}(r_\perp)
\]
and again, pick out the pieces of the term as
\[
F_{s2ji}^{(n)}(z, \xi, r_\perp) = \frac{S_\perp}{1 - \xi} \int \frac{dp_\perp}{2\pi} F_{s2ji}^{(n)}(z, 1, r_\perp) J_0(k_\perp r_\perp) \quad \text{plus-regulated part of } \hat{\mathcal{H}}_{2ji}^{(n)}
\]
\[
F_{n2ji}^{(n)}(z, \xi, r_\perp) = \frac{S_\perp}{1 - \xi} \int \frac{dp_\perp}{2\pi} F_{x2ji}^{(n)}(z, 1, r_\perp) J_0(k_\perp r_\perp) \quad \text{normal part of } \hat{\mathcal{H}}_{2ji}^{(n)}
\]
\[
F_{d2ji}^{(n)}(z, \xi, r_\perp) \delta(1 - \xi) = \frac{S_\perp}{1 - \xi} \int \frac{dp_\perp}{2\pi} F_{x2ji}^{(n)}(z, 1, r_\perp) J_0(k_\perp r_\perp) \quad \text{delta function part of } \hat{\mathcal{H}}_{2ji}^{(n)}
\]
The entire term, analogous to equation (5.82), will be
\[
\left( \frac{d^3\sigma}{dY dp_\perp} \right)_{\text{dip}} = \int_\tau^1 dz \int_\tau^{1 - \tau} d\xi \int_0^\infty dr_\perp \left[ F_{s2ji}^{(n)}(z, \xi, r_\perp) - F_{s2ji}^{(n)}(z, 1, r_\perp) \right] + F_{n2ji}^{(n)}(z, \xi, r_\perp) \quad \text{plus-regulated part of } \hat{\mathcal{H}}_{2ji}^{(n)}
\]
\[
\int_\tau^1 dz \int_\tau^{1 - \tau} d\xi \int_0^\infty dr_\perp \left[ F_{n2ji}^{(n)}(z, 1, r_\perp) J_0(k_\perp r_\perp) \ln \left( 1 - \frac{\tau}{z} \right) + F_{d2ji}^{(n)}(z, 1, r_\perp) \right] \quad \text{normal part of } \hat{\mathcal{H}}_{2ji}^{(n)}
\]
\[
\int_\tau^1 dz \int_\tau^{1 - \tau} d\xi \int_0^\infty dr_\perp \left[ F_{d2ji}^{(n)}(z, 1, r_\perp) \delta(1 - \xi) \right] \quad \text{delta function part of } \hat{\mathcal{H}}_{2ji}^{(n)}
\]
Essentially, the change from Cartesian to radial coordinates, equation (5.83), amounts to making the replacement
\[
e^{-iC_0k_\perp \cdot r_\perp} \rightarrow 2\pi r_\perp J_0(C_0k_\perp r_\perp)
\]
and adjusting the variable of integration accordingly. In practice, this is the easiest way to determine the radial formulas: start with the Cartesian position-space expression from (5.86), replace the Fourier factors with Bessel functions à la (5.87), and then break the formula down into $F_{s2ji}^{(n)}$, $F_{n2ji}^{(n)}$, and $F_{d2ji}^{(n)}$.

This formulation improves numerical accuracy compared to the Cartesian implementation, by virtue of requiring one fewer oscillatory integral.

Momentum space  In some cases, we can express a contribution to the cross section in terms of the momentum space gluon distribution as defined in equation (2.32). The mathematical procedure for doing this is fairly specific to each individual term, but it will work out to some convolution of $F_{xg}$ and the Fourier transform of the rest of the term, $\hat{\mathcal{H}}_{2ji}^{(n)}$:
\[
\hat{\mathcal{H}}_{2ji}^{(n)}(k_\perp) = \int d^2r_\perp \frac{1}{(2\pi)^2} e^{ik_\perp \cdot r_\perp} \hat{\mathcal{H}}_{2ji}^{(n)}(r_\perp)
\]
For example, suppose $S = S_{xg}^{(2)}$ in equation (5.83). We can express $S_{xg}^{(2)}$ as
\[
S_{xg}^{(2)}(r_\perp) = \frac{1}{S_\perp} \int d^2q_\perp e^{i(q_\perp \cdot r_\perp)} F_{xg}(q_\perp)
\]
and plug it in to the position integral of equation (5.79) to get
\[
\int d^2r_\perp \frac{1}{(2\pi)^2} S_{xg}^{(2)}(r_\perp) e^{-iC_0k_\perp \cdot r_\perp} \hat{\mathcal{H}}_{2ji}^{(n)}(r_\perp) = \frac{1}{S_\perp} \int d^2q_\perp F_{xg}(q_\perp) \hat{\mathcal{H}}_{2ji}^{(n)}(q_\perp - C_0k_\perp)
\]
Or if \( S = [S_{2j}^{(2)}]^2 \), we get

\[
\int \int \frac{d^2 \mathbf{r}_\perp}{(2\pi)^2} \left[ S_{2j}^{(2)}(\mathbf{r}_\perp) \right]^2 e^{-iC_0k_\perp \cdot \mathbf{r}_\perp} \mathcal{H}_{2ji}^{(n)}(r_\perp)
\]

\[
= \frac{1}{S_{2j}^{(2)}} \int \int d^2 \mathbf{q}_\perp F_{xg}(\mathbf{q}_\perp) \int \int d^2 \mathbf{q}_\perp F_{xg}(\mathbf{q}_\perp) \mathcal{H}_{2ji}^{(n)}(C_0 k_\perp - \mathbf{q}_\perp - \mathbf{q}_\perp)
\]

(5.90)

or so on. In general, there will be as many factors of \( F_{xg} \) as there were of \( S_{2j}^{(2)} \), and an extra 2D integration for every \( F_{xg} \) beyond the first.

In the end, we’ll get an expression for the contribution to the cross section of the form:

\[
\left( \frac{d^3 \sigma}{dY d^2 p_\perp} \right)_{\text{dip}} = \int_{\tau} \int_{\gamma/z} d\xi \int d^2 \mathbf{q}_\perp \left[ \frac{F_{xg}^{(n)}(\tau, \xi, \mathbf{q}_\perp) - F_{xg}^{(n)}(\tau, 1, \mathbf{q}_\perp)}{1 - \xi} \right] + \int_{\tau} \int d^2 \mathbf{q}_\perp \left[ F_{xg}^{(n)}(\tau, 1, \mathbf{q}_\perp) \ln \left( \frac{1 - \tau}{z} \right) + F_{xg}^{(n)}(\tau, 1, \mathbf{q}_\perp) \right]
\]

(5.91)

where

\[
\frac{F_{xg}^{(n)}(\tau, \xi, \mathbf{q}_\perp)}{1 - \xi} = \frac{x_i D_{h/j} \mathcal{F}_{xg}(\mathbf{q}_\perp)}{z^2} \left( \frac{\alpha_s}{2\pi} \right)^n \text{(plus-regular part of } \mathcal{H}_{2ji}^{(n)})
\]

(5.92a)

\[
F_{xg}^{(n)}(\tau, \xi, \mathbf{q}_\perp) = \frac{x_i D_{h/j} \mathcal{F}_{xg}(\mathbf{q}_\perp)}{z^2} \left( \frac{\alpha_s}{2\pi} \right)^n \text{(normal part of } \mathcal{H}_{2ji}^{(n)})
\]

(5.92b)

\[
F_{xg}^{(n)}(\tau, \xi, \mathbf{q}_\perp) \delta(1 - \xi) = \frac{x_i D_{h/j} \mathcal{F}_{xg}(\mathbf{q}_\perp)}{z^2} \left( \frac{\alpha_s}{2\pi} \right)^n \text{(delta function part of } \mathcal{H}_{2ji}^{(n)})
\]

(5.92c)

As mentioned, the number of momentum variables involved depends on how many factors of \( S_{2j}^{(2)} \) there are.

The advantage of this formulation is that, in momentum space, \( F_{xg}^{(n)} \), \( F_{xg}^{(n)} \), and \( F_{xg}^{(n)} \) don’t oscillate. General-purpose integration algorithms can be wildly inaccurate when applied to oscillating functions. Although specialized algorithms do exist for performing Fourier-type integrals, it’s still easier and more accurate to use equation (5.91) so we can work with a relatively smooth, non-oscillatory integrand.

However, it’s not always possible to express a given term in momentum space. Unless the Fourier transform of \( \mathcal{H}_{2ji}^{(n)} \) can be computed symbolically, we won’t have a momentum-space expression to use. One could compute that Fourier transform numerically, but that’s no different from what we do in the radial position-space representation.

Furthermore, in deriving equation (5.92) we haven’t really eliminated the Fourier factor; we’ve just “shifted” it into the Fourier transform of the dipole gluon distribution, equation (5.88). We still need to compute \( \mathcal{F}_{xg} \) from \( S_{2j}^{(2)} \) before calculating the cross section with equation (5.91).

Still, the Fourier transform of \( S_{2j}^{(2)} \) tends to be “better behaved” than the hard factor \( \mathcal{H}_{2ji}^{(n)} \). \( S_{2j}^{(2)} \) is a relatively smooth function which generally takes a roughly Gaussian form, and in fact under the assumption of angular independence, we can perform one integration symbolically:

\[
\mathcal{F}_{xg}(k_\perp) = S_{xg} \int \int d^2 \mathbf{r}_\perp e^{-iC_0k_\perp \cdot \mathbf{r}_\perp} S_{xg}^{(2)}(\mathbf{r}_\perp) = 2\pi S_{xg} \int_0^\infty dr_\perp r_\perp J_0(k_\perp r_\perp) S_{xg}^{(2)}(\mathbf{r}_\perp)
\]

(5.93)

\footnote{While the functions \( F_{xg}^{(n)} \), \( F_{xg}^{(n)} \), and \( F_{xg}^{(n)} \) do depend on \( k_\perp \), recall that \( k_\perp = \frac{p_\perp}{2} \), so the dependence on \( k_\perp \) does not add any additional degrees of freedom beyond those encapsulated in \( z \). This is why the dependence on \( k_\perp \) is not explicit in equations (5.92).}
This is still an oscillatory integral, but a one-dimensional one, so standard methods are much better able to handle it than they would a more complicated multidimensional integral.

In fact, it’s possible to compute the solution to the BK equation in momentum space directly. Theoretically we should be able to use that in equations [96], but as described in section [3.3.4] there are some difficulties ensuring that the solutions in momentum space and position space are consistent.

### 5.3.2.2 Quadrupole-Type Terms

The other terms in [96] are quadrupole-type, which involve integrals over three transverse position coordinates, \(x_\perp, b_\perp, \text{ and } y_\perp\). These terms can be written

\[
\frac{d^3\sigma}{dYd^2p_\perp}^{(n)}_{4ji} = \left(\frac{\alpha_s}{2\pi}\right)^n \int \frac{dzdz}{2^2} f_i(x_p, \mu) D_{h/f}(z, \mu) \int \frac{d^2x_\perp d^2b_\perp d^2y_\perp}{(2\pi)^4} \times S(x_\perp, b_\perp, y_\perp) e^{-iC_1 k_\perp \cdot (x_\perp - b_\perp)} e^{-iC_2 k_\perp \cdot (y_\perp - b_\perp)} \mathcal{H}^{(n)}_{4ji}(x_\perp, b_\perp, y_\perp) \tag{5.94}
\]

where \(C_1\) and \(C_2\) are, like \(C_0\), coefficients independent of position and momentum. For this type of term, the hard factor \(\mathcal{H}^{(n)}_{4ji}\) as given in [96] corresponds to the combination

\[
\mathcal{H}^{(n)}_{4ji} = e^{-iC_1 k_\perp \cdot (x_\perp - b_\perp)} e^{-iC_2 k_\perp \cdot (y_\perp - b_\perp)} \hat{\mathcal{H}}^{(n)}_{4ji} \tag{5.95}
\]

Handling these terms proceeds along the same general lines as the dipole-type terms, with a few differences to account for the additional coordinates. First we change variables to

\[
R_\perp = x_\perp + y_\perp \quad s_\perp = x_\perp - b_\perp \quad t_\perp = y_\perp - b_\perp \tag{5.96}
\]

and \(r_\perp = s_\perp - t_\perp\). As in the dipole case, \(\hat{\mathcal{H}}^{(n)}_{4ji}\) is independent of \(R_\perp\) so we can integrate over that degree of freedom.

\[
\frac{d^3\sigma}{dYd^2p_\perp}^{(n)}_{4ji} = S^{(n)}_{\perp} \left(\frac{\alpha_s}{2\pi}\right)^n \int \frac{dzdz}{2^2} f_i(x_p, \mu) D_{h/f}(z, \mu) \int \frac{d^2s_\perp d^2t_\perp}{(2\pi)^4} \times S(s_\perp, t_\perp) e^{-iC_1 k_\perp \cdot s_\perp} e^{-iC_2 k_\perp \cdot t_\perp} \hat{\mathcal{H}}^{(n)}_{4ji}(s_\perp, t_\perp) \tag{5.97}
\]

Now, \(S^{(n)}_{\perp}\) is a scalar, so it depends on \(s_\perp\) and \(t_\perp\) through scalar functions of those variables: \(s_\perp^2, t_\perp^2, \text{ and } s_\perp \cdot t_\perp = \frac{1}{2}(s_\perp^2 + t_\perp^2 - r_\perp^2)\). This means we can’t integrate over the angular variables of both \(s_\perp\) and \(t_\perp\), for the following reason. In Cartesian position space, \(S^{(n)}_{\perp}\) is written as a function of four variables, \(s_x\perp, s_y\perp, t_x\perp, \text{ and } t_y\perp\). We can express it as a function of three variables, \(r_\perp, s_\perp, \text{ and } t_\perp\), but not two. So we can only hope to integrate over one angle. In principle, we could do that integration, but we’re not going to have a simple substitution rule to do so, as we did with the dipole-type terms (equation [5.86]).

In practice, all the quadrupole-type terms in [96] can be expressed in momentum space, so it’s not worth the effort to find the radial representation at all.\(^5\)

\(^5\)If one were inclined to do so, it could serve as a potentially useful check on the momentum-space implementation.
Cartesian position space  As with the dipole terms, we can practically copy the Cartesian position space formula from reference [96].

\[ \frac{F^{(n)}_{s_4ji}(z, \xi, r_\perp)}{(1 - \xi) \tau} = S_\perp \frac{x_p f_1 D_{h_\perp}}{z^2} \frac{S(r_\perp, s_\perp, t_\perp)}{(2\pi)^4} \left( \frac{\alpha_s}{2\pi} \right)^n \]

\[ \times e^{-iC_1 k_\perp s_\perp} e^{-iC_2 k_\perp t_\perp} \] (plus-regulated part of \( \hat{H}^{(n)}_{4ji} \))

\[ F^{(n)}_{n_4ji}(z, \xi, r_\perp) = S_\perp \frac{x_p f_1 D_{h_\perp}}{z^2} \frac{S(r_\perp, s_\perp, t_\perp)}{(2\pi)^4} \left( \frac{\alpha_s}{2\pi} \right)^n \]

\[ \times e^{-iC_1 k_\perp s_\perp} e^{-iC_2 k_\perp t_\perp} \] (normal part of \( \hat{H}^{(n)}_{4ji} \))

\[ F^{(n)}_{d_4ji}(z, \xi, r_\perp) \delta(1 - \xi) = S_\perp \frac{x_p f_1 D_{h_\perp}}{z^2} \frac{S(r_\perp, s_\perp, t_\perp)}{(2\pi)^4} \left( \frac{\alpha_s}{2\pi} \right)^n \]

\[ \times e^{-iC_1 k_\perp s_\perp} e^{-iC_2 k_\perp t_\perp} \] (delta function part of \( \hat{H}^{(n)}_{4ji} \))

and by analogy with equation (5.82), the term becomes

\[ \left( \frac{d^3 \sigma}{dY d^2 p_\perp} \right)^{(n)}_{4ji} = \int_\tau^1 dz \int_\tau^1 df_1 \int d^2 s_\perp d^2 t_\perp \]

\[ \times \left[ \frac{F^{(n)}_{s_4ji}(z, \xi, s_\perp, t_\perp)}{1 - \xi} \right] \]

\[ + \int_\tau^1 dz \int d^2 s_\perp d^2 t_\perp \left[ F^{(n)}_{s_4ji}(z, 1, s_\perp, t_\perp) \ln \left( 1 - \frac{\tau}{z} \right) \right] \]

\[ \text{(5.99)} \]

Momentum space  Also by analogy with the dipole terms, we can Fourier transform quadrupole-type terms into momentum space. The resulting expression includes the momentum space hard factor:

\[ \tilde{H}^{(n)}_{4ji}(k_\perp) = \int d^2 s_\perp (2\pi)^2 \int d^2 t_\perp (2\pi)^2 e^{-ik_\perp s_\perp} e^{-ik_\perp t_\perp} \tilde{H}^{(n)}_{4ji}(s_\perp, t_\perp) \] (5.100)

and either \( G_{xg} \) or factors of \( F_{xg} \), depending on the gluon distribution in each individual term. As a straightforward example, the structure

\[ \int d^2 s_\perp d^2 t_\perp (2\pi)^2 \int d^2 s_\perp (2\pi)^2 \frac{S^{(4)}(s_\perp, t_\perp)}{e^{-ik_\perp s_\perp} e^{-ik_\perp t_\perp} \tilde{H}^{(n)}_{4ji}(s_\perp, t_\perp)} \]

becomes

\[ \int d^2 q_\perp d^2 q_\perp (2\pi)^2 \int d^2 q_\perp (2\pi)^2 G_{xg}(q_\perp, q_\perp) \tilde{H}^{(n)}_{4ji}(q_\perp - C_1 k_\perp, q_\perp - C_2 k_\perp) \] (5.102)

Of course the exact nature of the expression varies significantly from term to term.

In the end the contribution of a quadrupole-type term takes the form

\[ \left( \frac{d^3 \sigma}{dY d^2 p_\perp} \right)_{\text{quad}} = \int_\tau^1 dz \int_\tau^1 df_1 \int d^2 q_\perp d^2 q_\perp \]

\[ \times \left[ F^{(n)}_{s_4ji}(z, \xi, q_\perp, q_\perp) - F^{(n)}_{s_4ji}(z, 1, q_\perp, q_\perp) \right] \]

\[ + \int_\tau^1 dz \int d^2 q_\perp d^2 q_\perp \left[ F^{(n)}_{s_4ji}(z, 1, q_\perp, q_\perp) \ln \left( 1 - \frac{\tau}{z} \right) \right] \]

\[ \text{(5.103)} \]
5.4 Summary of Terms

The formulas in reference [96] generically take the form

\[
\frac{d^3\sigma}{dY d^2p_\perp} = x_p f(x_p, \mu) \otimes S \otimes \mathcal{H} \otimes D(z, \mu^2)
\]

(5.105)

where \( S \) is some combination of dipole or quadrupole gluon distributions, and \( \mathcal{H} \) is a hard factor, representing the perturbative part of the calculation. It’s straightforward to extract the Cartesian position space formulas from the expressions given in [96], but an accurate numerical implementation requires the radial or momentum space formulas, which need to be derived. The purpose of this section is to show those derivations.

Table 5.1 summarizes which equations give the contribution corresponding to each hard factor in each implementation, for easy reference.

5.4.1 \( \mathcal{H}_{2qq}^{(0)} \)

In reference [96], the term from the leading order \( qq \) channel is given in equations (41) and (42) as

\[
\left( \frac{d^3\sigma}{dY d^2p_\perp} \right)_{2qq}^{(0)} = S_\perp \int \frac{dz d\xi}{z^2} \int \frac{d^2r_\perp}{(2\pi)^2} \sum_q x_{pq} q(x_p, \mu) D_{h/q}(z, \mu) S_{x_q^{(2)}}(r_\perp) e^{-ik_\perp \cdot r_\perp} \delta(1 - \xi)
\]

(5.106)

This can be expressed as

\[
\left( \frac{d^3\sigma}{dY d^2p_\perp} \right)_{2qq}^{(0)} = \int_\tau^1 dz \int d^2r_\perp F_{d2qq}^{(0)}(z, 1, r_\perp)
\]

(5.107)

where

\[
F_{d2qq}^{(0)}(z, \xi, r_\perp) = S_\perp \frac{1}{(2\pi)^2} \sum_q x_{pq} q(x_p, \mu) D_{h/q}(z, \mu) S_{x_q^{(2)}}(r_\perp) e^{-ik_\perp \cdot r_\perp}
\]

(5.108)

We can translate this into the radial formulation easily using equation (5.86), obtaining

\[
F_{d2qq}^{(0)}(z, \xi, r_\perp) = S_\perp \frac{1}{z^2} \sum_q x_{pq} q(x_p, \mu) D_{h/q}(z, \mu) S_{x_q^{(2)}}(r_\perp) \left( \frac{\alpha_s}{2\pi} \right)^n r_\perp J_0(k_\perp r_\perp)
\]

(5.109)

which gets integrated as

\[
\left( \frac{d^3\sigma}{dY d^2p_\perp} \right)_{2qq}^{(0)} = \int_\tau^1 dz \int_0^\infty dr_\perp F_{d2qq}^{(0)}(z, 1, r_\perp)
\]

(5.110)

As mentioned, the number of momentum variables involved depends on how many factors of \( S_{x_q^{(2)}} \) there are.
| Term | Cartesion | Radial | Momentum |
|------|-----------|--------|----------|
| $\mathcal{H}^{(0)}_{qq}$ | (5.107) with (5.108) | (5.112) with (5.111) | |
| $\mathcal{H}^{(1)}_{qq}$ | (5.121) with (5.127) with (5.125) | | |
| $\mathcal{H}^{(1)}_{gq}$ | (5.129), (5.139) | | |
| $\mathcal{H}^{(1)}_{gg}$ | (5.115) with (5.116) with (5.117) | (5.118) with (5.119) | |
| $\mathcal{H}^{(1)}_{2gg}$ | (5.153), (5.154) with (5.158), (5.159) | | |
| $\mathcal{H}^{(1)}_{1gg}$ | (5.175), (5.180) | (5.173) with (5.172) | |
| $\mathcal{H}^{(1)}_{1gq}$ | (5.175) with (5.178) | (5.187), (5.191) | |
| $\mathcal{H}^{(1)}_{2gq}$ | (5.197) with (5.196) | | |
| $\mathcal{H}^{(1)}_{2gg}$ | (5.199) with (5.199) | | |
| $\mathcal{H}^{(1)}_{1gq}$ | (5.201) with (5.202) | (5.209) with (5.210) | |
| $\mathcal{H}^{(1)}_{2gq}$ | (5.215) with (5.214) | | |
| $\mathcal{H}^{(1)}_{2gg}$ | (5.220) with (5.219) | (5.225) with (5.224) | |
| $\mathcal{H}^{(1)}_{3qq}$ | (5.223) with (5.223) | | |

Table 5.1: Summary of formulas for each hard factor

And for the momentum space implementation, equation (5.89) gives us $\tilde{H}^{(0)}_{2qq}(k_\perp) = \delta(1 - \xi)\delta^{(2)}(k_\perp)$, and then (5.92) we get

$$F^{(0)}_{d2qq}(z, \xi, k_\perp) = \frac{1}{z^2} \sum_q x_p g(x_p, \mu) D_{h/q}(z, \mu) F^{(0)}_{xq}(k_\perp).$$

This case is particularly simple because no momentum integration at all is needed:

$$\left(\frac{d^3\sigma}{dYd^2p_\perp}\right)_{2qq}^{(0)} = \int_0^1 dz F^{(0)}_{d2qq}(z, 1, k_\perp) \quad (5.112)$$

In each case $F_s$ and $F_n$ are, of course, zero.

5.4.2 $\mathcal{H}^{(0)}_{2gg}$

The expression for the leading-order gluon contribution comes from equations (74) and (75) of [96]:

$$\left(\frac{d^3\sigma}{dYd^2p_\perp}\right)_{2gg}^{(0)} = S_\perp \int \frac{dz d\xi}{z^2} \int \frac{d^2r_\perp}{(2\pi)^2} x_p g(x_p, \mu) D_{h/g}(z, \mu) \left[\xi^{(2)}_{xq}(r_\perp)\right]^2 e^{-ik_\perp \cdot r_\perp} \delta(1 - \xi). \quad (5.113)$$
The Cartesian position space implementation is straightforward,

\[
\left( \frac{d^3\sigma}{dY d^2p_\perp} \right)^{(0)}_{2gg} = \int_{\tau}^1 dz \int d^2r_\perp F_{d2gg}^{(0)}(z, 1, r_\perp)
\]

where

\[
F_{d2gg}^{(0)}(z, \xi, r_\perp) = \frac{S_1}{(2\pi)^2} \frac{1}{z^2} x_p g(x_p, \mu) D_{h/g}(z, \mu) \left[ S_{x_g}^{(2)}(r_\perp) \right]^2 e^{-ik_\perp \cdot r_\perp}
\]

and again using (5.86) for the radial implementation, we find

\[
\left( \frac{d^3\sigma}{dY d^2p_\perp} \right)^{(0)}_{2gg} = \int_{\tau}^1 dz \int d^2q_\perp F_{d2gg}^{(0)}(z, 1, q_\perp)
\]

where

\[
F_{d2gg}^{(0)}(z, \xi, q_\perp) = \frac{S_1}{(2\pi)^2} x_p g(x_p, \mu) D_{h/g}(z, \mu) \left[ S_{x_g}^{(2)}(q_\perp) \right]^2 \frac{1}{2\pi} r_\perp J_0(k_\perp r_\perp)
\]

For the momentum space implementation, we get an extra integration, as in (5.90). We wind up with

\[
\left( \frac{d^3\sigma}{dY d^2p_\perp} \right)^{(0)}_{2gg} = \int_{\tau}^1 dz \int d^2q_\perp F_{d2gg}^{(0)}(z, 1, q_\perp)
\]

where

\[
F_{d2gg}^{(0)}(z, \xi, q_\perp) = \frac{1}{S_1} \frac{1}{z^2} x_p g(x_p, \mu) D_{h/g}(z, \mu) \mathcal{F}_{x_g}(q_\perp) \mathcal{F}_{x_g}(k_\perp - q_\perp)
\]

It will be typical for most terms that the momentum-space expressions have to be derived on a case-by-case basis. There are not as many patterns that can be exploited, as there are with the Cartesian expressions.

### 5.4.3 \( \mathcal{H}^{(1)}_{2qq} \)

From equations (41) and (43) of [66], the \( \mathcal{H}^{(1)}_{2qq} \) contribution to the cross section in the large-\( N_c \) limit is given as

\[
\left( \frac{d^3\sigma}{dY d^2p_\perp} \right)^{(1)}_{2gg} = \int \frac{d\xi dz}{z^2} \sum_q x_p q(x_p, \mu) D_{h/g}(z, \mu) \left[ \frac{3}{2} \delta(1 - \xi) \right]
\]

This expression consists of individual terms which follow the pattern of equation (5.74), so we can just substitute into the right side of (5.80) to get

\[
F_{s2qq}^{(1)}(z, \xi, r_\perp) = \frac{1}{4\pi^2} \frac{C_F S_1}{z^2} \sum_q x_p q(x_p, \mu) D_{h/g}(z, \mu) S_{x_g}^{(2)}(r_\perp)(1 + \xi^2)
\]

\[
\times \ln \frac{c_0^2}{r_\perp^2 \mu^2} \left( e^{-ik_\perp \cdot r_\perp} + \frac{1}{\xi^2} e^{-i\frac{k_\perp}{\xi} \cdot r_\perp} \right)
\]

and

\[
F_{d2qq}^{(1)}(z, \xi, r_\perp) = \frac{3}{4\pi^2} \frac{C_F S_1}{z^2} \sum_q x_p q(x_p, \mu) D_{h/g}(z, \mu) S_{x_g}^{(2)}(r_\perp)
\]

\[
\times \left[ \frac{1}{2} \ln \frac{c_0^2}{r_\perp^2 \mu^2} \left( e^{-ik_\perp \cdot r_\perp} + \frac{1}{\xi^2} e^{-i\frac{k_\perp}{\xi} \cdot r_\perp} \right) - e^{-ik_\perp \cdot r_\perp} \ln \frac{c_0^2}{r_\perp^2 \mu^2} \right]
\]
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As a delta contribution, this last equation will only ever be evaluated at \( \xi = 1 \), so we can plug that in immediately and get a simpler expression:

\[
F_{d2qq}(z, 1, \mathbf{r}_\perp) = \frac{3}{4\pi^2} \frac{\alpha_s}{2\pi} \frac{C_F S_\perp}{z^2} \sum_q x_p q(x_p, \mu) D_{h/q}(z, \mu) S^{(2)}_{x_q}(\mathbf{r}_\perp) e^{-i k_{\perp} \cdot \mathbf{r}_\perp} \ln \frac{k^2}{\mu^2} \tag{5.123}
\]

Implementing this expression instead of the general one (5.122) reduces the chances of mistakes in the implementation and reduces any numerical errors in the evaluation.

Expressions (5.121) and (5.123) go into (5.82) to produce the final contribution to the cross section.

To transform into the radial representation, we use equation (5.86) to get

\[
\left( \frac{d^3 \sigma}{dY d^2 p_\perp} \right)_{2qq}^{(1)} = \int_\tau^1 dz \int_\tau^1 d\xi \int d^2 \mathbf{r}_\perp \frac{F_{s2qq}(z, \xi, \mathbf{r}_\perp) - F_{s2qq}(z, 1, \mathbf{r}_\perp)}{1 - \xi} \tag{5.124}
\]

\[
+ \int_\tau^1 dz \int d^2 \mathbf{r}_\perp \left[ F_{s2qq}(z, 1, \mathbf{r}_\perp) \ln \left( 1 - \frac{\tau}{z} \right) + F_{d2qq}(z, 1, \mathbf{r}_\perp) \right]
\]

and the contribution to the cross section will be

\[
\left( \frac{d^3 \sigma}{dY d^2 p_\perp} \right)_{2qq}^{(1)} = \int_\tau^1 dz \int_\tau^1 d\xi \int d^2 \mathbf{r}_\perp \frac{F_{s2qq}(z, \xi, \mathbf{r}_\perp) - F_{s2qq}(z, 1, \mathbf{r}_\perp)}{1 - \xi} \tag{5.125}
\]

\[
+ \int_\tau^1 dz \int d^2 \mathbf{r}_\perp \left[ F_{s2qq}(z, 1, \mathbf{r}_\perp) \ln \left( 1 - \frac{\tau}{z} \right) + F_{d2qq}(z, 1, \mathbf{r}_\perp) \right]
\]

The logarithmic factors \( \ln \frac{\tau^2}{\mathbf{r}_\perp^2} \) can’t be Fourier transformed symbolically, so there is no momentum-space expression for this term.

### 5.4.4 \( \mathcal{H}_{4qq}^{(1)} \)

From equations (41) and (45) of [96], this contribution to the cross section is

\[
\left( \frac{d^3 \sigma}{dY d^2 p_\perp} \right)_{4qq}^{(1)} = -4\pi N_c S_\perp \frac{\alpha_s}{2\pi} \int \frac{dz d\xi}{z^2} \sum_q x_p q(x_p, \mu) D_{h/q}(z, \mu)
\]

\[
\times \int \frac{d^2 s_\perp d^2 t_\perp}{(2\pi)^4} S^{(4)}_{x_q}(s_\perp, t_\perp) e^{-i k_{\perp} \cdot \mathbf{r}_\perp} \left\{ e^{-i \xi \mathbf{k}_\perp \cdot \mathbf{s}_\perp} \frac{1 + \xi^2}{(1 - \xi)_+} \frac{1}{\xi} \frac{\mathbf{s}_\perp \cdot \mathbf{t}_\perp}{s_\perp^2} - \delta(1 - \xi) \int_0^1 d\xi' \frac{1 + \xi'^2}{(1 - \xi')_+} \left[ e^{-i(1 - \xi') \mathbf{k}_\perp \cdot \mathbf{t}_\perp} \frac{1}{t_\perp^2} - \delta(2) \int d^2 \mathbf{r}_\perp' e^{i \mathbf{k}_\perp \cdot \mathbf{r}_\perp'} \right] \right\} \tag{5.128}
\]
where \( s_\perp = x_\perp - b_\perp \) and \( t_\perp = y_\perp - b_\perp \). The first term (first and second lines) is easy: it directly translates into a plus-regulated contribution,

\[
F^{(1)}_{q\bar{q}q}(z, s_\perp, t_\perp) = -\frac{1}{4\pi^2} \frac{\alpha_s}{x_2} \sum_q x_p q(x_p, \mu) D_{h/q}(z, \mu) S^{(4)}(s_\perp, t_\perp)
\]

\[
\times e^{-i(k_\perp \cdot (s_\perp / z - t_\perp) / \xi)} \frac{1 + \xi^2}{\xi} \frac{s_\perp^2}{\xi^2} + \frac{1}{t_\perp^2} \tag{5.129}
\]

where I’ve used \( r_\perp + s_\perp \frac{1-\xi}{\xi} = r_\perp + \frac{\xi}{\xi} = \frac{\xi}{\xi} - t_\perp \) to construct the Fourier exponent.

The delta contribution is somewhat more complicated, though, because it has an additional delta function \( \delta^{(2)}(t_\perp) \) which we need to integrate symbolically first. We’ll have to calculate this integral:

\[
\int \! d^2s_\perp \int \! d^2t_\perp e^{-i(k_\perp \cdot r_\perp)S^{(4)}(s_\perp, t_\perp)}
\]

\[
\times \int_0^1 \! d\xi' \frac{1 + \xi'^2}{(1 - \xi')} \left[ e^{-i(1-\xi')k_\perp \cdot t_\perp} \frac{\delta^{(2)}(t_\perp)}{t_\perp^2} - \frac{\delta^{(2)}(t_\perp \cdot 0)}{t_\perp^2} \right] \tag{5.130}
\]

Each of the two terms in square brackets is individually divergent, so we need to regulate them, but we can’t do the entire integral symbolically because of the unknown gluon distribution \( S^{(4)} \).

The trick is to distribute the \( t_\perp \) integration and impose a lower cutoff \( \epsilon \):

\[
\int_0^1 \! d\xi' \frac{1 + \xi'^2}{(1 - \xi')} \left[ \int \! d^2s_\perp \int_{t_\perp > \epsilon} \! d^2t_\perp \frac{S^{(4)}(s_\perp, t_\perp)}{e^{-i(k_\perp \cdot (s_\perp - t_\perp))}} \frac{e^{-i(1-\xi')k_\perp \cdot t_\perp}}{t_\perp^2} - \int \! d^2s_\perp \int_{r_\perp' > \epsilon} \! d^2r_\perp' \frac{S^{(4)}(s_\perp, 0)}{e^{-i(k_\perp \cdot r_\perp')}} \frac{e^{i\xi'k_\perp \cdot t_\perp}}{t_\perp^2} \right] \tag{5.131}
\]

Note that integrating with \( \delta^{(2)}(t_\perp) \) sets \( r_\perp \to s_\perp \) in the second integral. Then we change variables \( r_\perp' \to \xi't_\perp \).

\[
\int \! d^2s_\perp \int_0^1 \! d\xi' \frac{1 + \xi'^2}{(1 - \xi')} \left[ \int \! d^2t_\perp \frac{S^{(4)}(s_\perp, t_\perp)}{e^{-i(k_\perp \cdot s_\perp)} e^{i\xi'k_\perp \cdot t_\perp}} \frac{e^{-i(1-\xi')k_\perp \cdot t_\perp}}{t_\perp^2} - \frac{S^{(4)}(s_\perp, 0)}{e^{-i(k_\perp \cdot s_\perp)}} \int \! d^2t_\perp \frac{e^{-i(k_\perp \cdot s_\perp)} e^{i\xi'k_\perp \cdot t_\perp}}{t_\perp^2} \right] \tag{5.132}
\]

Now we split the second integral using

\[
\int_{t_\perp > \epsilon / \xi'} = \int_{t_\perp > \epsilon} - \int_{t_\perp > \epsilon} \tag{5.133}
\]

The first term of (5.133) combines with the first term of (5.132) to give

\[
\int \! d^2s_\perp \int_{t_\perp > \epsilon} \! d^2t_\perp \left[ S^{(4)}(s_\perp, t_\perp) - S^{(4)}(s_\perp, 0) \right] e^{-i(k_\perp \cdot r_\perp)} \int_0^1 \! d\xi' \frac{1 + \xi'^2}{(1 - \xi')} \frac{e^{-i(1-\xi')k_\perp \cdot r_\perp}}{r_\perp^2} \tag{5.134}
\]

and the second term becomes

\[
- \int \! d^2s_\perp \int_0^1 \! d\xi' \frac{1 + \xi'^2}{(1 - \xi')} \frac{S^{(4)}(s_\perp, 0)}{2\pi \ln \frac{1}{\xi}} \tag{5.135}
\]
where, in performing the $t_\perp$ integral, I’ve used the fact that $t_\perp$ is small so the exponential factor can be approximated as 1.

Finally, the integrals over $\xi'$ in (5.134) and (5.135) can be done symbolically, giving

$$
\int \int d^2 s_\perp \int_{t_\perp > e} d^2 t_\perp \left[ S_{x_\perp}^{(4)}(s_\perp, t_\perp) - S_{x_\perp}^{(4)}(s_\perp, 0) \right] e^{-i k_\perp \cdot r_\perp} \mathcal{I}_1(k_\perp \cdot t_\perp) \frac{1}{t_\perp}
$$

$$
- \int \int d^2 s_\perp S_{x_\perp}^{(4)}(s_\perp, 0) 2\pi \left( -\frac{5}{4} + \frac{\pi^2}{3} \right) (5.136)
$$

where

$$
\mathcal{I}_1(x) = -2\gamma_E + \frac{i(2 - e^{-ix})}{x} + \frac{e^{-ix} - 1}{x^2} + 2 \text{Ci}(x) - 2i \text{Si}(x) - 2 \ln x (5.137)
$$

with Ci and Si defined as

$$
\text{Ci}(z) = -\int_0^\infty \frac{\cos t}{t} dt \quad \text{Si}(z) = \int_0^z \frac{\sin t}{t} dt (5.138)
$$

Note that the imaginary parts of Ci$(x)$ and ln $x$ for $x < 0$ cancel out on the principal branch of each function.

So in Cartesian position space, $\mathcal{H}_{4qq}^{(1)}$ actually contributes both a quadrupole term,

$$
F_{d4qq}^{(1)}(z, \xi, s_\perp, t_\perp) = \frac{1}{4\pi^3} \frac{\alpha_s N_c S_\perp}{2\pi^2} \sum_q \frac{x_p q(x_p, \mu) D_{h/q}(z, \mu)}{z^2} \left[ S_{x_\perp}^{(4)}(s_\perp, t_\perp) - S_{x_\perp}^{(4)}(s_\perp, 0) \right] \frac{1}{t_\perp} e^{-i k_\perp \cdot r_\perp} \mathcal{I}_1(k_\perp \cdot t_\perp) (5.139)
$$

and a dipole term

$$
F_{d2qq}^{(1)}(z, \xi, s_\perp, t_\perp) = \frac{1}{2\pi^2} \left( -\frac{5}{4} + \frac{\pi^2}{3} \right) \frac{\alpha_s N_c S_\perp}{2\pi^2} \sum_q \frac{x_p q(x_p, \mu) D_{h/q}(z, \mu) S_{x_\perp}^{(4)}(s_\perp, 0)}{z^2} e^{-i k_\perp \cdot r_\perp} (5.140)
$$

and the complete contribution to the cross section is

$$
\frac{d^3\sigma}{dY d^2p_\perp}^{(1)}_{4qq} = \int_\tau^1 dz \int_0^1 d\zeta \int d^2 s_\perp d^2 t_\perp \left[ F_{s4qq}^{(1)}(z, \xi, s_\perp, t_\perp) - F_{s4qq}^{(1)}(z, 1, s_\perp, t_\perp) \right] \frac{1}{1 - \zeta}
$$

$$
+ \int_\tau^1 dz \int d^2 s_\perp d^2 t_\perp \left[ F_{s4qq}^{(1)}(z, 1, s_\perp, t_\perp) \ln \left( 1 - \frac{\tau}{z} \right) + F_{d4qq}^{(1)}(z, 1, s_\perp, t_\perp) \right]
$$

$$
+ \int_\tau^1 dz \int d^2 r_\perp F_{d2qq}^{(1)}(z, 1, r_\perp) (5.141)
$$

To get the momentum space formulation of the plus-regulated part, it will be easiest to start with the Cartesian space result from equations (5.129) as plugged into (5.141). For simplicity, I’ll extract only the parts that depend on $s_\perp$ and $t_\perp$:

$$
\int d^2 s_\perp d^2 t_\perp S_{x_\perp}^{(4)}(s_\perp, t_\perp) e^{-i k_\perp \cdot (s_\perp / \xi - t_\perp)} \frac{s_\perp}{s_\perp^2} \frac{t_\perp}{t_\perp^2} (5.142)
$$

Although it is possible to convert this into momentum space by plugging in the inverse Fourier transform of $S_{x_\perp}^{(4)}$, equation (3.21), it’s easier to judiciously insert some delta functions.

$$
\int d^2 s_\perp d^2 t_\perp S_{x_\perp}^{(4)}(s_\perp, t_\perp) e^{-i k_\perp \cdot (s_\perp / \xi - t_\perp)} \int d^2 s_\perp' d^2 t_\perp' \delta(2)(s_\perp - s_\perp') \delta(2)(t_\perp - t_\perp') \frac{s_\perp'}{s_\perp^2} \frac{t_\perp'}{t_\perp^2} (5.143)
$$
Multiplying both sides of that equation by $t - t'$, the second line works out to

$$\int d^2 q_{1\perp} d^2 q_{2\perp} \frac{S_x^{(4)}(s_{1\perp}, t_{\perp})}{(2\pi)^4} e^{-i q_{1\perp} \cdot (s_{1\perp} - s')} e^{-i q_{2\perp} \cdot (t_{\perp} - t')} \frac{s'_{1\perp}}{s_{1\perp}^2} \frac{t'_{1\perp}}{t_{1\perp}^2} (5.144)$$

which can be rearranged to separate the two groups of position integrals:

$$\int d^2 q_{1\perp} d^2 q_{2\perp} \frac{S_x^{(4)}(s_{1\perp}, t_{\perp})}{(2\pi)^4} e^{-i(k_{\perp} \cdot s_{1\perp})} e^{i(k_{\perp} \cdot q_{2\perp} \cdot t_{\perp})}$$

$$\times \int d^2 s_{1\perp} d^2 t_{1\perp} e^{i q_{1\perp} \cdot s_{1\perp}} e^{i q_{2\perp} \cdot t_{1\perp}} \frac{s'_{1\perp}}{s_{1\perp}^2} \frac{t'_{1\perp}}{t_{1\perp}^2} (5.145)$$

The second line works out to $-(2\pi)^2 \frac{q_{1\perp} \cdot q_{2\perp}}{q_{1\perp} q_{2\perp}}$, from equation $\text{(C.1)}$, and the integral over $s_{1\perp}$ and $t_{1\perp}$ on the first line is equal to $\frac{1}{s_{1\perp}} G_{s_{1\perp}} \left( \frac{k_{1\perp}}{\xi_{1\perp}} + q_{1\perp}, k_{\perp} - q_{2\perp} \right)$ according to equation $\text{(3.15)}$. Putting this result together with the extra factors that were dropped to get equation $\text{(5.142)}$, we get

$$F^{(1)}_{s_{1\perp} \perp q_{1\perp}, q_{2\perp}} = \frac{1}{\pi} \frac{\alpha_s N_c}{2\pi \varepsilon_{1\perp}^2} \sum_q x_{p,q}(x_p, \mu) D_{h/q}(z, \mu)$$

$$\times \frac{1 + \xi^2}{\xi} G_{s_{1\perp}} \left( \frac{k_{1\perp}}{\xi_{1\perp}} + q_{1\perp}, k_{\perp} - q_{2\perp} \right) \frac{q_{1\perp} \cdot q_{2\perp}}{q_{1\perp} q_{2\perp}} (5.146)$$

which will be integrated over $q_{1\perp}$ and $q_{2\perp}$ in equation $\text{(5.151)}$. For the delta function term, we can use the identity in equation (34) of [96], with $t_\perp = t_{1\perp}$. Multiplying both sides of that equation by $-i e^{ik_{\perp} \cdot t_{\perp}}$ and taking the complex conjugate gives

$$-\frac{1}{4\pi} \int d^2 q_{1\perp} e^{i(q_{1\perp} - k_{\perp}) \cdot t_{\perp}} \ln \left( \frac{q_{1\perp} - \xi' k_{\perp}}{k_{\perp}} \right)^2$$

$$= \left[ \frac{e^{-i(1-\xi') k_{\perp} \cdot t_{\perp}}}{t_{\perp}} - \delta^{(2)}(t_{\perp}) e^{-i k_{\perp} \cdot t_{\perp}} \right] \int d^2 r_{\perp} e^{-i k_{\perp} \cdot r_{\perp}} (5.147)$$

Since this is going to be integrated over $t_{\perp}$, the $e^{-i k_{\perp} \cdot r_{\perp}}$ factor in the second term will be equal to 1 anyway (because of the delta function), and taking that into account, the right side of this equation is exactly the last factor of the delta-function term in equation $\text{(5.128)}$. Restoring the factors and the integral from the second line of $\text{(5.128)}$ gives

$$-\frac{1}{4\pi} \int d^2 q_{1\perp} \int d^2 s_{1\perp} d^2 t_{\perp} S_x^{(4)}(s_{1\perp}, t_{\perp}) e^{-i k_{\perp} \cdot s_{1\perp}} e^{i q_{1\perp} \cdot t_{\perp}} \ln \left( \frac{q_{1\perp} - \xi' k_{\perp}}{k_{\perp}} \right)^2$$

$$\times \frac{1 + \xi^2}{\xi} G_{s_{1\perp}} \left( \frac{k_{1\perp}}{\xi_{1\perp}} - q_{1\perp} \right) / S_{s_{1\perp}} (5.148)$$

Restoring the factors from the first line of $\text{(5.128)}$ gives the delta contribution. The plus prescription factor, $\frac{1}{(1-\xi')^+}$, can be handled symbolically:

$$\int_0^1 d\xi' \frac{1 + \xi^2}{(1-\xi')^+} \ln \left( \frac{q_{1\perp} - \xi' k_{\perp}}{k_{\perp}} \right)^2 = \int_0^1 d\xi' \frac{1 + \xi^2}{1 - \xi'} \ln \left( \frac{q_{1\perp} - \xi' k_{\perp}}{k_{\perp}} \right)^2 - 2 \frac{1}{1 - \xi'} \ln \left( \frac{q_{1\perp} - k_{\perp}}{k_{\perp}} \right)^2 (5.149)$$
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making the final expression for the delta contribution

\[
F_{d_{4qq}}^{(1)} = -N_c \frac{\alpha_s}{2\pi} \frac{1}{z^2} \sum_{q} x_p q(x_p, \mu) D_{h/g}(z, \mu) G_{s_q}(k_{\perp}, -q_{1\perp}) \times \left[ 1 + \xi^2 \ln \left( \frac{q_{1\perp} - \xi' k_{\perp}}{k_{\perp}^2} \right) - \frac{2}{1 - \xi} \ln \left( \frac{q_{1\perp} - k_{\perp}}{k_{\perp}^2} \right)^2 \right] \quad (5.150)
\]

The complete contribution from \( \mathcal{H}_{4qq}^{(1)} \) in momentum space is then

\[
\left( \frac{d^3\sigma}{dY d^2p_{\perp}} \right)_{4qq}^{(1)} = \int_{\tau}^{1} dz \int_{z/\tau}^{1} df \int d^2q_{1\perp} d^2q_{2\perp} \left[ \frac{F_{s_{4qq}}^{(1)}(z, \xi, q_{1\perp}, q_{2\perp}) - F_{s_{4qq}}^{(1)}(z, 1, q_{1\perp}, q_{2\perp})}{1 - \xi} \right] + \int_{\tau}^{1} dz \int d^2q_{1\perp} d^2q_{2\perp} F_{s_{4qq}}^{(1)}(z, 1, q_{1\perp}, q_{2\perp}) \ln \left( \frac{1 - \tau}{z} \right)
\]

\[
+ \int_{\tau}^{1} dz \int d^2q_{1\perp} \int_{0}^{1} d\xi' F_{d_{4qq}}^{(1)}(z, 1, q_{1\perp}, \xi') \quad (5.151)
\]

with the functions \( F_{s_{4qq}}^{(1)} \) and \( F_{d_{4qq}}^{(1)} \) from equations (5.146) and (5.150) respectively.

### 5.4.5 \( H_{2gg}^{(1)} \)

From equations (74) and (76) in [94], the contribution of the \( H_{2gg}^{(1)} \) term to the cross section is

\[
\left( \frac{d^3\sigma}{dY d^2p_{\perp}} \right)_{2gg}^{(1)} = N_c S_1 \frac{\alpha_s}{2\pi} \int \frac{dz d\xi}{z^2} x_p g(x_p, \mu) D_{h/g}(z, \mu) \int \frac{d^2r_{\perp}}{(2\pi)^2} \left[ s_{x_g}^{(2)}(r_{\perp}) \right] ^2 \times \left[ 2 \left( \frac{\xi}{1 - \xi} \right) + 1 - \xi + \xi(1 - \xi) \right] + \left( \frac{11}{6} - \frac{2N_f T_R}{3N_c} \right) \delta(1 - \xi) \ln \frac{c_0^2}{r_{\perp}^2 \mu^2} \left( e^{-ik_{\perp} \cdot r_{\perp}} + \frac{1}{\xi} e^{-ik_{\perp} \cdot r_{\perp} / \xi} \right) - \left( \frac{11}{3} - \frac{4N_f T_R}{3N_c} \right) N_c \delta(1 - \xi) e^{-ik_{\perp} \cdot r_{\perp} \ln \frac{c_0^2}{r_{\perp}^2 k_{\perp}^2}} \quad (5.152)
\]

As with \( \mathcal{H}_{2qq}^{(1)} \), this consists of terms that follow the pattern of equation (5.65), so it’s quite straightforward to split it into the three contributions:

\[
F_{s_{2gg}}^{(1)}(z, \xi, \mathbf{r}_{\perp}) = \frac{2N_c S_1}{(2\pi)^2} \frac{\alpha_s}{2\pi} \frac{x_p g(x_p, \mu) D_{h/g}(z, \mu)}{z^2} \left[ s_{x_g}^{(2)}(r_{\perp}) \right] ^2 \xi \quad (5.153)
\]

\[
F_{n_{2gg}}^{(1)}(z, \xi, \mathbf{r}_{\perp}) = \frac{2N_c S_1}{(2\pi)^2} \frac{\alpha_s}{2\pi} \frac{x_p g(x_p, \mu) D_{h/g}(z, \mu)}{z^2} \left[ s_{x_g}^{(2)}(r_{\perp}) \right] ^2 \left( \frac{1 - \xi}{\xi} + \xi(1 - \xi) \right) \quad (5.154)
\]

\[
F_{d_{2gg}}^{(1)}(z, \xi, \mathbf{r}_{\perp}) = \frac{N_c S_1}{(2\pi)^2} \frac{\alpha_s}{2\pi} \frac{x_p g(x_p, \mu) D_{h/g}(z, \mu)}{z^2} \left[ s_{x_g}^{(2)}(r_{\perp}) \right] ^2 \times \left[ \frac{11}{6} - \frac{2N_f T_R}{3N_c} \right] \ln \frac{c_0^2}{r_{\perp}^2 \mu^2} \left( e^{-ik_{\perp} \cdot r_{\perp}} + \frac{1}{\xi^2} e^{-ik_{\perp} \cdot r_{\perp} / \xi} \right) - \left( \frac{11}{3} - \frac{4N_f T_R}{3N_c} \right) \quad (5.155)
\]
though since \( F_{d2gg}^{(1)} \) will only be evaluated at \( \xi = 1 \), we can make that substitution (as with equation (5.123)) and get a simpler result:

\[
F_{d2gg}^{(1)}(z, 1, r_\perp) = \frac{N_c S_{\perp}}{(2\pi)^2} \frac{\alpha_s x_p g(x_p, \mu) D_{h/g}(z, \mu)}{2\pi} \left[ S_{xy}^{(2)}(r_\perp) \right]^2 \frac{\left( \frac{11}{3} - \frac{4N_f T_R}{3N_c} \right) e^{-i k_\perp \cdot r_\perp} \ln \frac{k^2}{\mu^2}}{1 - \xi} \tag{5.156}
\]

where the contribution to the cross section is given by (5.82) as

\[
\left( \frac{d^3 \sigma}{dY d^2 p_\perp} \right)_{2gg}^{(1)} = \int_\tau^1 dz \int_{r/z}^1 d\xi d^2 r_\perp \left[ \frac{F_{s2gg}(z, \xi, r_\perp) - F_{d2gg}(z, 1, r_\perp)}{1 - \xi} + F_{n2gg}(z, \xi, r_\perp) \right] + \int_\tau^1 dz \int d^2 r_\perp \left[ F_{s2gg}(z, 1, r_\perp) \ln \left( 1 - \frac{T}{z} \right) + F_{d2gg}(z, 1, r_\perp) \right] \tag{5.157}
\]

Now using equation (5.86) we can obtain the radial position space formulation:

\[
F_{s2gg}^{(1)}(z, \xi, r_\perp) = \frac{2N_c S_{\perp}}{(2\pi)^2} \frac{\alpha_s x_p g(x_p, \mu) D_{h/g}(z, \mu)}{2\pi} \left[ S_{xy}^{(2)}(r_\perp) \right]^2 \xi \times r_\perp \ln \frac{\xi^2}{\mu^2} \left[ J_0(k_\perp r_\perp) + \frac{1}{\xi^2} J_0 \left( \frac{k_\perp r_\perp}{\xi} \right) \right] \tag{5.158}
\]

\[
F_{n2gg}^{(1)}(z, \xi, r_\perp) = \frac{2N_c S_{\perp}}{(2\pi)^2} \frac{\alpha_s x_p g(x_p, \mu) D_{h/g}(z, \mu)}{2\pi} \left[ S_{xy}^{(2)}(r_\perp) \right]^2 \frac{1 - \xi + \xi(1 - \xi)}{\xi} \times r_\perp \ln \frac{\xi^2}{\mu^2} \left[ J_0(k_\perp r_\perp) + \frac{1}{\xi^2} J_0 \left( \frac{k_\perp r_\perp}{\xi} \right) \right] \tag{5.159}
\]

\[
F_{d2gg}^{(1)}(z, 1, r_\perp) = \frac{N_c S_{\perp}}{(2\pi)^2} \frac{\alpha_s x_p g(x_p, \mu) D_{h/g}(z, \mu)}{2\pi} \left[ S_{xy}^{(2)}(r_\perp) \right]^2 \frac{\left( \frac{11}{3} - \frac{4N_f T_R}{3N_c} \right) e^{-i k_\perp \cdot r_\perp} \ln \frac{k^2}{\mu^2}}{1 - \xi} \tag{5.160}
\]

and

\[
\left( \frac{d^3 \sigma}{dY d^2 p_\perp} \right)_{2gq}^{(1)} = \int_\tau^1 dz \int_{r/z}^1 d\xi d^2 r_\perp \left[ \frac{F_{s2gg}(z, \xi, r_\perp) - F_{d2gg}(z, 1, r_\perp)}{1 - \xi} + F_{n2gg}(z, \xi, r_\perp) \right] + \int_\tau^1 dz \int d^2 r_\perp \left[ F_{s2gg}(z, 1, r_\perp) \ln \left( 1 - \frac{T}{z} \right) + F_{d2gg}(z, 1, r_\perp) \right] \tag{5.161}
\]

### 5.4.6 \( H_{2gq}^{(1)} \)

From equations (74) and (77) of [9], this contribution to the cross section is given as

\[
\left( \frac{d^3 \sigma}{dY d^2 p_\perp} \right)_{2gq}^{(1)} = S_{\perp} \frac{\alpha_s}{2\pi} \int \frac{dz \xi^2}{x_p g(x_p, \mu) D_{h/g}(z, \mu)} \int \frac{d^2 t_\perp}{(2\pi)^2} S_{xy}^{(2)}(t_\perp) S_{xy}^{(2)}(t_\perp) e^{-i \xi \cdot k_\perp \cdot r_\perp} \delta(1 - \xi) \int_0^1 d\xi' \left[ e^{i \xi' \cdot k_\perp \cdot r_\perp} - e^{i \xi' \cdot k_\perp \cdot r_\perp} \right] \tag{5.162}
\]

Despite the notation \( 2gq \), this is actually a quadrupole-type term. It’s proportional to \( \delta(1 - \xi) \), so only \( F_d \) will be nonzero.
To put \( F_{d2qq}^{(1)} \) in a a form suitable for numerical integration, we’ll have to regularize the terms in brackets. The procedure is basically similar to the one used with \( \mathcal{H}_{qqq}^{(1)} \), with some slight differences because the formula is different. We start by extracting the position-dependent factors,

\[
\int \frac{d^2s_\perp d^2t_\perp}{(2\pi)^4} e^{\frac{-i\mathbf{k}_\perp \cdot \mathbf{t}_\perp}{\mathbf{r}_\perp^2}} \left[ \frac{e^{-i\mathbf{k}_\perp \cdot \mathbf{r}_\perp}}{\mathbf{r}_\perp^2} - \delta^{(2)}(\mathbf{r}_\perp) \right] \int d^2\mathbf{r}_\perp e^{\frac{i\mathbf{k}_\perp \cdot \mathbf{r}_\perp}{\mathbf{r}_\perp^2}}
\]

(5.163)

After changing variables \( s_\perp \to r_\perp \) (with Jacobian 1) and excising a region of radius \( \epsilon \) around the poles in \( r_\perp \) and \( r_\perp' \), then changing variables \( r_\perp' \to -\xi r_\perp \) in the second term, we get

\[
\int \frac{d^2t_\perp}{(2\pi)^2} S_{xy}^{(2)}(t_\perp) e^{-i\mathbf{k}_\perp \cdot \mathbf{t}_\perp} \int_{r_\perp > \epsilon} \frac{d^2r_\perp}{(2\pi)^2} S_{xy}^{(2)}(r_\perp) e^{-i\mathbf{k}_\perp \cdot \mathbf{r}_\perp} \frac{e^{-i\xi \mathbf{k}_\perp \cdot r_\perp}}{r_\perp^2}
\]

\[
- \int \frac{d^2t_\perp}{(2\pi)^2} [S_{xy}^{(2)}(t_\perp) - S_{xy}^{(2)}(t_\perp')] e^{-i\mathbf{k}_\perp \cdot \mathbf{t}_\perp} \int_{r_\perp > \epsilon / \xi} \frac{d^2r_\perp}{(2\pi)^2} e^{-i\xi \mathbf{k}_\perp \cdot r_\perp} \frac{e^{-i\xi \mathbf{k}_\perp \cdot r_\perp}}{r_\perp^2}
\]

(5.164)

We split the second integral into two pieces, \( \int_{r_\perp > \epsilon / \xi} = \int_{r_\perp > \epsilon} - \int_{r_\perp < \epsilon / \xi} \), so the total integral turns into

\[
\int \frac{d^2t_\perp}{(2\pi)^2} S_{xy}^{(2)}(t_\perp) e^{-i\mathbf{k}_\perp \cdot \mathbf{t}_\perp} \int_{r_\perp > \epsilon} \frac{d^2r_\perp}{(2\pi)^2} [S_{xy}^{(2)}(t_\perp) - S_{xy}^{(2)}(t_\perp')] e^{-i\xi \mathbf{k}_\perp \cdot r_\perp} \frac{e^{-i\xi \mathbf{k}_\perp \cdot r_\perp}}{r_\perp^2}
\]

\[
+ \int \frac{d^2t_\perp}{(2\pi)^2} [S_{xy}^{(2)}(t_\perp) - S_{xy}^{(2)}(t_\perp')] e^{-i\mathbf{k}_\perp \cdot \mathbf{t}_\perp} \int_{r_\perp > \epsilon / \xi} \frac{d^2r_\perp}{(2\pi)^2} e^{-i\xi \mathbf{k}_\perp \cdot r_\perp} \frac{e^{-i\xi \mathbf{k}_\perp \cdot r_\perp}}{r_\perp^2}
\]

(5.165)

This gets multiplied by \( \xi'^2 + (1 - \xi')^2 \) and integrated, so we will need the integrals

\[
\int_0^1 d\xi' [\xi'^2 + (1 - \xi')^2] e^{-i\xi'z} = \left( \frac{4i}{x^3} - \frac{i}{x} \right) (1 - e^{-ix}) + \frac{2}{x^3} (1 + e^{-ix}) := I_2(x)
\]

(5.166)

\[
\int_0^1 d\xi' [\xi'^2 + (1 - \xi')^2] \ln \frac{1}{\xi'} = \frac{13}{18}
\]

(5.167)

Putting everything together, the final Cartesian position space formula is

\[
\left( \frac{d^3\sigma}{dY d^2p_\perp} \right)^{(1)}_{2qq} = \int_\tau dz \int d^2s_\perp d^2t_\perp F_{d2qq}^{(1)}(z, 1, s_\perp, t_\perp) + \int_\tau dz \int d^2r_\perp F_{d2qq}^{(1)}(z, 1, r_\perp)
\]

(5.168)

with

\[
F_{d2qq}^{(1)}(z, 1, s_\perp, t_\perp) = \frac{1}{2\pi^3} \frac{\alpha_s N_f T_R S_\perp}{z^2} x_p g(x_p, \mu) D_{h/g}(z, \mu) [S_{xy}^{(2)}(s_\perp) - S_{xy}^{(2)}(t_\perp)] S_{xy}^{(2)}(t_\perp) \frac{1}{r_\perp^2} e^{-i\mathbf{k}_\perp \cdot \mathbf{r}_\perp} I_2(k_\perp \cdot r_\perp)
\]

(5.169)

and

\[
F_{d2qq}^{(1)}(z, 1, r_\perp) = \frac{13}{18 \pi^2} \frac{\alpha_s N_f T_R S_\perp}{z^2} x_p g(x_p, \mu) D_{h/g}(z, \mu) \left[ S_{xy}^{(2)}(r_\perp) \right]^2 e^{-i\mathbf{k}_\perp \cdot \mathbf{r}_\perp}
\]

(5.170)
To get the momentum space expression, we use equation (C.14) to rewrite (5.162) as

\[-S_\perp \frac{\alpha_s}{2\pi} \int \frac{d^2s_\perp d^2t_\perp}{(2\pi)^4} S_{z_x}^{(2)}(s_\perp)S_{z_y}^{(2)}(t_\perp)\]
\[\times 8\pi N_f T_F e^{-ik_\perp \cdot t_\perp} \delta(1 - \xi) \int_0^1 d\xi' \left[ \xi'^2 + (1 - \xi')^2 \right] \frac{1}{4\pi} \int d^2q_\perp e^{-iq_\perp \cdot r_\perp} \ln \left( \frac{q_\perp \cdot r_\perp - \xi'k_\perp}{k_\perp^2} \right)^2 (5.171)\]

We can do the integrals over \( s_\perp \) and \( t_\perp \), resulting in \( \frac{1}{S_{z_x}} F_{x_y}(q_\perp \cdot s_\perp - q_\perp \cdot t_\perp) \). After that it’s straightforward to extract the function

\[F_{d_2gq}^{(1)}(z, \xi, q_\perp \cdot s_\perp, \xi') = \frac{1}{S_\perp \frac{\alpha_s}{2\pi}} \frac{x_p g(x_p, \mu) D_{h/g}(z, \mu)}{z^2} \]
\[\times 2N_f T_F (\xi'^2 + (1 - \xi')^2) F_{x_y}(q_\perp \cdot s_\perp - q_\perp \cdot t_\perp) \ln \left( \frac{q_\perp \cdot r_\perp - \xi'k_\perp}{k_\perp^2} \right)^2 (5.172)\]

which goes into (5.103) in the form of

\[\left( \frac{d^3\sigma}{dY d^2p_\perp} \right)_{2gq}^{(1)} = \int_0^1 dz \int d^2q_\perp \int_0^1 d\xi' F_{d_2gq}^{(1)}(z, 1, q_\perp \cdot s_\perp, \xi') (5.173)\]

### 5.4.7 \( \mathcal{H}_{6gg}^{(1)} \)

From equations (74) and (78) of \[96\] we get this term to be

\[\left( \frac{d^3\sigma}{dY d^2p_\perp} \right)_{6gg}^{(1)} = -S_\perp \int \frac{d^2s_\perp d^2t_\perp}{(2\pi)^4} S_{z_x}^{(2)}(s_\perp)S_{z_y}^{(2)}(t_\perp)S_{z_y}^{(2)}(r_\perp) \frac{\alpha_s}{2\pi} \]
\[\times 16\pi N_c e^{-ik_\perp \cdot r_\perp} \left\{ -e^{-\frac{\xi' t_\perp}{t_\perp^2}} \left[ \frac{1}{(1 - \xi')} + \frac{1}{2} \xi' (1 - \xi') \right] - \frac{\nu}{\xi^2} \right\} (5.174)\]

This is a quadrupole-type term with \( S(s_\perp, t_\perp) = S_{z_x}^{(2)}(s_\perp)S_{z_y}^{(2)}(t_\perp)S_{z_y}^{(2)}(r_\perp) \). (Recall that \( r_\perp = s_\perp - t_\perp \).)

The first and second lines lead to a plus-regulated contribution which is straightforward to extract in Cartesian position space:

\[F_{s_6g_2}^{(1)}(z, \xi, s_\perp, t_\perp) = \frac{1}{\pi^3 \frac{\alpha_s}{2\pi}} \frac{N_c S_\perp}{z^2} x_p g(x_p, \mu) D_{h/g}(z, \mu) S_{z_x}^{(2)}(s_\perp)S_{z_y}^{(2)}(t_\perp)S_{z_y}^{(2)}(r_\perp) \]
\[\times e^{-ik_\perp \cdot (r_\perp + t_\perp) / \xi} \frac{(1 - \xi' \xi)}{\xi^2} \frac{r_\perp}{r_\perp^2} \left( \frac{r_\perp}{r_\perp^2} \right) (5.175)\]

For the delta contribution, which comes from the first and third lines, we again need to use cutoff regularization. The position-dependent factors are

\[\int \frac{d^2s_\perp d^2t_\perp}{(2\pi)^4} S_{z_x}^{(2)}(s_\perp)S_{z_y}^{(2)}(t_\perp)S_{z_y}^{(2)}(r_\perp) e^{-ik_\perp \cdot r_\perp} \frac{e^{-i\xi' t_\perp}}{t_\perp^2} - \frac{\delta(t_\perp)}{t_\perp^2} \int d^2r_\perp e^{i\xi' r_\perp} (5.176)\]
We'll first need to change variables \( \mathbf{s}_\perp \rightarrow \mathbf{r}_\perp \) so that the Fourier factor \( e^{-i\mathbf{k}_\perp \cdot \mathbf{r}_\perp} \) doesn't change when we apply the delta function of \( \mathbf{t}_\perp \), but otherwise, the procedure is the same as in section 5.4.4. It gives two terms,

\[
\int \frac{d^2 \mathbf{r}_\perp d^2 \mathbf{t}_\perp}{(2\pi)^4} S_{s_\perp}^{(2)}(\mathbf{r}_\perp) S_{s_\perp}^{(2)}(\mathbf{t}_\perp) - S_{s_\perp}^{(2)}(\mathbf{r}_\perp) S_{s_\perp}^{(2)}(\mathbf{t}_\perp) e^{-i\mathbf{k}_\perp \cdot \mathbf{r}_\perp} e^{-i\mathbf{k}_\perp \cdot \mathbf{t}_\perp} t_\perp^2
\]

\[
- \int \frac{d^2 \mathbf{r}_\perp}{(2\pi)^2} S_{s_\perp}^{(2)}(\mathbf{r}_\perp)^2 S_{s_\perp}^{(2)}(\mathbf{0}) e^{-i\mathbf{k}_\perp \cdot \mathbf{r}_\perp} \frac{1}{2\pi} \ln \frac{1}{\xi'}
\]

Then we need the integrals

\[
\int_0^1 \frac{d\xi'}{\ln(1-\xi')} e^{-i\mathbf{r}_\perp \cdot \mathbf{r}_\perp}
\]

\[
= i(e^{-ix} - 1) \left( \left( \frac{1}{x^3} - \frac{1}{x} \right) - \frac{e^{-ix} + 1}{2x^2} + e^{-ix} [\text{Ci}(x) - \ln(x) + i\text{Si}(x)] \right) := \mathcal{I}_5(x)
\]

and

\[
\int_0^1 \frac{d\xi'}{\ln(1-\xi')} \ln \frac{1}{\xi'} = \frac{67}{72} + \frac{\pi^2}{6}
\]

Putting everything together, we wind up with the quadrupole-type contribution

\[
F_{d_{gg}}^{(1)}(z, 1, \mathbf{s}_\perp, \mathbf{t}_\perp) = \frac{1}{\pi^3} \frac{\alpha_s}{2\pi} \frac{N_c S_\perp}{z^2} x_p g(x_p, \mu) D_{h/g}(z, \mu)
\]

\[
\times S_{s_\perp}^{(2)}(\mathbf{r}_\perp) \left[ S_{s_\perp}^{(2)}(\mathbf{t}_\perp) - S_{s_\perp}^{(2)}(\mathbf{r}_\perp) S_{s_\perp}^{(2)}(\mathbf{0}) \right] \frac{1}{t_\perp^2} e^{-i\mathbf{k}_\perp \cdot \mathbf{r}_\perp} \mathcal{I}_5(\mathbf{k}_\perp \cdot \mathbf{t}_\perp)
\]

and the dipole-type contribution

\[
F_{d_{gg}}^{(1)}(z, 1, \mathbf{r}_\perp) = \left( -\frac{67}{36\pi^2} + \frac{1}{3} \right) \frac{\alpha_s}{2\pi} \frac{N_c S_\perp}{z^2} x_p g(x_p, \mu) D_{h/g}(z, \mu) \left[ S_{s_\perp}^{(2)}(\mathbf{r}_\perp) \right] S_{s_\perp}^{(2)}(\mathbf{0}) e^{-i\mathbf{k}_\perp \cdot \mathbf{r}_\perp}
\]

which both go into

\[
\left( \frac{d^3 \sigma}{dY d^2 \mathbf{p}_\perp} \right)_{d_{gg}}^{(1)} = \int_\tau \frac{d\xi'}{\ln(1-\xi')} \int \frac{d^2 \mathbf{s}_\perp d^2 \mathbf{t}_\perp}{\mathbf{t}_\perp^2} \left[ F_{d_{gg}}^{(1)}(z, \xi, \mathbf{s}_\perp, \mathbf{t}_\perp) - F_{d_{gg}}^{(1)}(z, 1, \mathbf{s}_\perp, \mathbf{t}_\perp) \right]
\]

\[
+ \int \frac{d\xi'}{\ln(1-\xi')} \int \frac{d^2 \mathbf{s}_\perp d^2 \mathbf{t}_\perp}{\mathbf{t}_\perp^2} \left[ F_{d_{gg}}^{(1)}(z, 1, \mathbf{s}_\perp, \mathbf{t}_\perp) \ln \left( 1 - \frac{\tau}{z} \right) + F_{d_{gg}}^{(1)}(z, 1, \mathbf{s}_\perp, \mathbf{t}_\perp) \right]
\]

\[
+ \int \frac{d\xi'}{\ln(1-\xi')} \int \frac{d^2 \mathbf{r}_\perp d^2 \mathbf{t}_\perp}{\mathbf{t}_\perp^2} F_{d_{gg}}^{(1)}(z, 1, \mathbf{r}_\perp, \mathbf{t}_\perp)\]

To get the plus-regulated contribution in momentum space, we start with the expression from the first two lines of (5.174), which can be rewritten

\[
16\pi N_c S_\perp \frac{\alpha_s}{2\pi} \int \frac{d\xi'}{\ln(1-\xi')} \frac{[1 - \xi(1-\xi)]^2}{(1-\xi)_+} \frac{1}{\xi^2}
\]

\[
\times \int \frac{d^2 \mathbf{r}_\perp d^2 \mathbf{t}_\perp}{(2\pi)^4} S_{s_\perp}^{(2)}(\mathbf{r}_\perp) S_{s_\perp}^{(2)}(\mathbf{t}_\perp) e^{-i\mathbf{k}_\perp \cdot \mathbf{r}_\perp} e^{-i\mathbf{k}_\perp \cdot \mathbf{t}_\perp} \frac{\mathbf{r}_\perp \cdot \mathbf{t}_\perp}{\mathbf{r}_\perp^2 t_\perp^2}
\]
We take the expression in the second line and insert delta functions as follows:

\[
\int \frac{d^2r_\perp d^2t_\perp}{(2\pi)^4} \int d^2s_\perp \int d^2r'_\perp d^2t'_\perp \delta^{(2)}(r_\perp - r'_\perp) \delta^{(2)}(t_\perp - t'_\perp) \delta^{(2)}(s_\perp - r_\perp - t_\perp) \times S_{xg}^{(2)}(s_\perp) S_{xg}^{(2)}(t_\perp) S_{xg}^{(2)}(r_\perp) e^{-ik_\perp \cdot r_\perp} e^{-ik_\perp \cdot t_\perp} / \xi \frac{r'_\perp \cdot t'_\perp}{r'_\perp \times t'_\perp} (5.184)
\]

This “elevates” \( s_\perp \) to an independent integration variable, rather than simply a shorthand for \( r_\perp + t_\perp \). Next, we replace each of these delta functions with its Fourier transform according to equation (C.10), using \( q_{1\perp} \), \( q_{2\perp} \), and \( q_{3\perp} \) as the momentum variables, respectively. The resulting expression can be rearranged into

\[
(2\pi)^2 \int \frac{d^2q_{1\perp}}{(2\pi)^2} \frac{d^2q_{2\perp}}{(2\pi)^2} \frac{d^2q_{3\perp}}{(2\pi)^2} \left( \int \frac{d^2r_\perp}{(2\pi)^2} S_{xg}^{(2)}(r_\perp) e^{-i(k_\perp + q_{3\perp} - q_{1\perp}) \cdot r_\perp} \right) \left( \int \frac{d^2s_\perp}{(2\pi)^2} S_{xg}^{(2)}(s_\perp) e^{i(q_{1\perp} \cdot s_\perp)} \right) \times \left( \int \frac{d^2t_\perp}{(2\pi)^2} S_{xg}^{(2)}(t_\perp) e^{-i(k_\perp / \xi + q_{3\perp} - q_{2\perp}) \cdot t_\perp} \right) \left( \int \frac{d^2r'_\perp d^2t'_\perp}{(2\pi)^2} e^{-i(q_{1\perp} \cdot r'_\perp) + i(q_{2\perp} \cdot t'_\perp)} \right) (5.185)
\]

The first three integrals in parentheses give factors of \( F_{xg}/s_\perp \) according to (2.32), and the last is an application of (C.11), so we wind up with

\[-\frac{1}{(2\pi)^2} \frac{1}{S_{1\perp}^2} \int d^2q_{1\perp} d^2q_{2\perp} d^2q_{3\perp} F_{xg}(k_\perp + q_{3\perp} - q_{1\perp}) F_{xg}(q_{3\perp}) F_{xg}(\frac{k_\perp}{\xi} + q_{3\perp} - q_{2\perp}) q_{1\perp} \cdot q_{2\perp} q_{1\perp}^2 q_{2\perp}^2 (5.186)\]

Restoring the prefactors gives

\[F_{s6gg}(z, \xi, q_{1\perp}, q_{2\perp}, q_{3\perp}) = -\frac{4 N_c}{\pi S_{1\perp}^2 2\pi} \frac{d^2q_{1\perp} d^2q_{2\perp} d^2q_{3\perp}}{S_{1\perp}^2} F_{xg}(k_\perp + q_{3\perp} - q_{1\perp}) F_{xg}(q_{3\perp}) F_{xg}(\frac{k_\perp}{\xi} + q_{3\perp} - q_{2\perp}) q_{1\perp} \cdot q_{2\perp} q_{1\perp}^2 q_{2\perp}^2 (5.187)\]

For the rest of the term, we use equation (C.14) to turn the third line of (5.174) into

\[\delta(1 - \xi) \int_0^1 d\xi' \left[ \frac{\xi'}{(1 - \xi')^2} + \frac{1}{2} \xi'(1 - \xi') \right] \frac{1}{4\pi} \int d^2q_{2\perp} e^{-i q_{2\perp} \cdot t_\perp} \ln \left( \frac{q_{2\perp} - \xi k_\perp}{k_\perp} \right)^2 = \frac{\delta(1 - \xi)}{4\pi} \int_0^1 d\xi' \int d^2q_{2\perp} e^{-i q_{2\perp} \cdot t_\perp} \left\{ \left[ \frac{\xi'}{1 - \xi'} + \frac{1}{2} \xi'(1 - \xi') \right] \ln \left( \frac{q_{2\perp} - \xi k_\perp}{k_\perp} \right)^2 \right\} (5.188)\]

This basically takes the form \[\int d^2q_{2\perp} e^{-i q_{2\perp} \cdot t_\perp} (\cdots)\]. If we combine that with the other position-dependent factors from (5.174), we get

\[\int \frac{d^2s_\perp d^2t_\perp}{(2\pi)^4} S_{xg}^{(2)}(s_\perp) S_{xg}^{(2)}(t_\perp) S_{xg}^{(2)}(r_\perp) e^{-i k_\perp \cdot r_\perp} \int d^2q_{2\perp} e^{-i q_{2\perp} \cdot t_\perp} (\cdots) \]

Inserting \[\int d^2r_\perp \delta^{(2)}(r_\perp - s_\perp + t_\perp)\) and expanding it with (C.10), with \( q_{1\perp} \) as the momentum variable, turns this into

\[\int d^2q_{1\perp} d^2q_{2\perp} F_{xg}(q_{1\perp}) F_{xg}(k_\perp - q_{2\perp}) F_{xg}(q_{1\perp} + q_{2\perp} - k_\perp) (\cdots) \]

(5.190)
All in all, the delta contribution is

$$
F^{(1)}_{dggg}(z,\xi, q_{1\perp}, q_{2\perp}, \xi') = -\frac{4N_c\alpha_s}{S^2_{g}}\frac{x_p g(x_p, \mu) D_{h/g}(x_p, \mu)}{2\pi} F_{x_g}(q_{1\perp})F_{x_g}(k_{\perp} - q_{2\perp})
$$

\[
\times \mathcal{F}_{x_g}(q_{1\perp} + q_{2\perp} - k_{\perp}) \left[ \left( \xi' - \frac{1}{2} \xi' \right) \frac{\ln \left(q_{2\perp} - \xi' k_{\perp} \right)^2}{k_{\perp}^2} - \frac{1}{1 - \xi'} \ln \left(q_{2\perp} - k_{\perp} \right)^2 \right]
\]  

(5.191)

This and equation (5.187) go into (5.103) in the form of

$$
\left( \frac{d^3\sigma}{dY d^2p_{\perp}} \right)_{6gg}^{(1)} =
$$

$$
\int_{\tau}^{1} \frac{dz}{\tau^2} \frac{d\xi}{z^2} \int d^2q_{1\perp} d^2q_{2\perp} d^2q_{3\perp} \left[ \frac{F^{(1)}_{s6gg}(z, \xi, q_{1\perp}, q_{2\perp}, 3\perp)}{1 - \xi} \right]
$$

$$
+ \int_{\tau}^{1} \frac{dz}{\tau^2} \int d^2q_{1\perp} d^2q_{2\perp} d^2q_{3\perp} F^{(1)}_{s6gg}(z, 1, q_{1\perp}, q_{2\perp}, q_{3\perp}) \ln \left(1 - \frac{\tau}{\tau^2} \right)
$$

$$
+ \int_{\tau}^{1} \frac{dz}{\tau^2} \int d^2q_{1\perp} d^2q_{2\perp} \int_{0}^{1} d\xi' F^{(1)}_{d4gg}(z, 1, q_{1\perp}, q_{2\perp}, \xi')
$$

(5.192)

### 5.4.8 \( H^{(1)}_{2ggq} \)

From equations (82) and (83) in [96], we get this term to be

$$
\left( \frac{d^3\sigma}{dY d^2p_{\perp}} \right)_{2gg}^{(1,1)} = \frac{\alpha_s}{2\pi} \frac{S_{g}}{z^2} \int \frac{d^2r_{\perp}}{(2\pi)^2} \sum_{q} x_p q(x_p, \mu) D_{h/g}(z, \mu) S_{x_g}^{(2)}(r_{\perp})
$$

$$
\times \frac{1}{\xi^2} e^{-i k_{\perp} \cdot r_{\perp}} [1 + (1 - \xi)^2] \ln \frac{\xi^2}{\xi^3} \ln \frac{r_{\perp}^2}{\mu^2}
$$

(5.193)

This has no plus-regulated or delta-function contribution, so the Cartesian position space representation is fairly trivial to find: we just compare the form of the term to equation (5.80) and find

$$
F^{(1,1)}_{2ggq}(z, \xi, r_{\perp}) = \frac{1}{8\pi^2} \frac{N_c S_{g}}{z^2} \sum_{q} x_p q(x_p, \mu) D_{h/g}(z, \mu) S_{x_g}^{(2)}(r_{\perp}) e^{-i k_{\perp} \cdot r_{\perp}/\xi} [1 + (1 - \xi)^2] \ln \frac{\xi^2}{\xi^3} \ln \frac{r_{\perp}^2}{\mu^2}
$$

(5.194)

which goes into

$$
\left( \frac{d^3\sigma}{dY d^2p_{\perp}} \right)_{12g}^{(1)} = \int_{\tau}^{1} \frac{dz}{\tau^2} \frac{d\xi}{z^2} \int d^2r_{\perp} F^{(1,1)}_{2ggq}(z, \xi, r_{\perp})
$$

(5.195)

to produce the contribution to the cross section.

Because of the logarithmic factor, this can't be transformed into momentum space, but we can get the radial representation using equation (5.80):

$$
F^{(1,1)}_{2ggq}(z, \xi, r_{\perp}) = \frac{1}{4\pi} \frac{\alpha_s}{2\pi} \frac{N_c S_{g}}{z^2} \sum_{q} x_p q(x_p, \mu) D_{h/g}(z, \mu) S_{x_g}^{(2)}(r_{\perp}) J_0 \left( \frac{k_{\perp} r_{\perp}}{\xi} \right) [1 + (1 - \xi)^2] \ln \frac{\xi^2}{\xi^3} \ln \frac{r_{\perp}^2}{\mu^2}
$$

(5.196)

which goes into

$$
\left( \frac{d^3\sigma}{dY d^2p_{\perp}} \right)_{12g}^{(1)} = \int_{\tau}^{1} \frac{dz}{\tau^2} \frac{d\xi}{z^2} \int d r_{\perp} F^{(1,1)}_{2ggq}(z, \xi, r_{\perp})
$$

(5.197)
5.4.9 $\mathcal{H}^{(1,2)}_{2gq}$

Again from equations (82) and (83) in [96],

$$
\left( \frac{d^3 \sigma}{dY d^2 p_\perp} \right)^{(1,2)}_{2gq} = \frac{\alpha_s}{2\pi} \frac{S_{\perp} N_c}{2} \int \frac{dz d\xi}{z^2} \int \frac{d^2 r_\perp}{(2\pi)^2} \sum_q x_p q(x_p, \mu) D_{h/g}(z, \mu) \left[ S^{(2)}_{zq}(r_\perp) \right]^2 e^{-i k_\perp \cdot r_\perp} \times \frac{1}{\xi} \left[ 1 + (1 - \xi)^2 \right] \ln \frac{c_0^2}{r_\perp^2 \mu^2} \quad (5.198)
$$

And like $\mathcal{H}^{(1,1)}_{2gq}$, this has only a normal contribution (no plus-regulated or delta-function terms), so again we can compare it to (5.80) to find

$$
F^{(1,2)}_{n2gq}(z, \xi, r_\perp) = \frac{1}{8\pi^2} \frac{\alpha_s N_c}{z^2} \sum_q x_p q(x_p, \mu) D_{h/g}(z, \mu) S^{(2)}_{zq}(r_\perp) e^{-i k_\perp \cdot r_\perp} \frac{1 + (1 - \xi)^2}{\xi} \ln \frac{c_0^2}{r_\perp^2 \mu^2} \quad (5.199)
$$

which goes into

$$
\left( \frac{d^3 \sigma}{dY d^2 p_\perp} \right)^{(1)}_{2gq} = \int_{\tau}^{1} \frac{dz}{\tau} \frac{d\xi}{\xi} \int \frac{d^2 r_\perp}{2\pi} F^{(1,2)}_{n2gq}(z, \xi, r_\perp) \quad (5.200)
$$

The radial representation is easily obtained using (5.86):

$$
F^{(1,2)}_{n2gq}(z, \xi, r_\perp) = \frac{1}{4\pi^2} \frac{\alpha_s N_c}{z^2} \sum_q x_p q(x_p, \mu) D_{h/g}(z, \mu) S^{(2)}_{zq}(r_\perp) J_0(k_\perp r_\perp) \frac{1 + (1 - \xi)^2}{\xi} \ln \frac{c_0^2}{r_\perp^2 \mu^2} \quad (5.201)
$$

which goes into

$$
\left( \frac{d^3 \sigma}{dY d^2 p_\perp} \right)^{(1)}_{2gq} = \int_{\tau}^{1} \frac{dz}{\tau} \frac{d\xi}{\xi} \int dr_\perp F^{(1,2)}_{n2gq}(z, \xi, r_\perp) \quad (5.202)
$$

Again, because of the logarithmic factor, there is no momentum-space representation.

5.4.10 $\mathcal{H}^{(1)}_{4gq}$

Equations (82) and (83) in [96] give us

$$
\left( \frac{d^3 \sigma}{dY d^2 p_\perp} \right)^{(1)}_{4gq} = 4\pi N_c S_{\perp} \frac{\alpha_s}{2\pi} \int \frac{dz d\xi}{z^2} \sum_q x_p q(x_p, \mu) D_{h/g}(z, \mu) \times \int \frac{d^2 s_\perp d^2 t_\perp}{(2\pi)^4} \frac{S^{(4)}_{zq}(s_\perp, t_\perp)}{c_0^2} e^{-i k_\perp \cdot r_\perp / \xi} e^{-i k_\perp \cdot t_\perp / \xi^2} \frac{1 + (1 - \xi)^2}{\xi^2} \frac{r_\perp \cdot t_\perp}{r^2 t^2} \quad (5.203)
$$

Again there is only a normal contribution, no plus-regulated or delta-function term, so the Cartesian position space representation of this term can be directly extracted from the last expression:

$$
F^{(1)}_{n4gq}(z, \xi, s_\perp, t_\perp) = \frac{1}{4\pi^3} N_c S_{\perp} \frac{\alpha_s}{2\pi} \sum_q x_p q(x_p, \mu) D_{h/g}(z, \mu) \times S^{(4)}_{zq}(s_\perp, t_\perp) e^{-i k_\perp \cdot r_\perp / \xi} e^{-i k_\perp \cdot t_\perp / \xi^2} \frac{1 + (1 - \xi)^2}{\xi^2} \frac{r_\perp \cdot t_\perp}{r^2 t^2} \quad (5.204)
$$
and that goes into

\[
\left( \frac{d^3\sigma}{dY d^2p_{\perp}} \right)_{4gq}^{(1)} = \int_\tau^1 dz \int_{\tau/z}^1 d\xi \int d^2s_{\perp} d^2t_{\perp} F_{n4gq}^{(1)}(z, \xi, s_{\perp}, t_{\perp}) \quad (5.205)
\]

To convert this into momentum space, we rewrite the position-dependent parts of (5.203) as

\[
\int \frac{d^2s_{\perp} d^2t_{\perp}}{(2\pi)^4} S_{x_{s}(s_{\perp}, t_{\perp})} e^{-ik_{\perp} \cdot r_{\perp} / \xi} e^{-ik_{\perp} \cdot t_{\perp}} \quad (5.206)
\]

and insert delta functions, in the form of (C.10), to get

\[
\int \frac{d^2s_{\perp} d^2t_{\perp}}{(2\pi)^4} S_{x_{s}(s_{\perp}, t_{\perp})} e^{-ik_{\perp} \cdot r_{\perp} / \xi} e^{-ik_{\perp} \cdot t_{\perp}}
\times \int d^2q_{1\perp} d^2q_{2\perp} e^{-iq_{1\perp} \cdot (s_{\perp} - t_{\perp} - r_{\perp})} \int \frac{d^2q_{2\perp}}{(2\pi)^2} e^{-i\cdot q_{2\perp} \cdot (t_{\perp} - t'_{\perp})} \frac{r_{\perp} \cdot t_{\perp}}{r_{\perp} t_{\perp}^2} \quad (5.207)
\]

which simplifies to

\[
- \frac{1}{S_{\perp}} \int \frac{d^2q_{1\perp} d^2q_{2\perp}}{(2\pi)^2} G_{x_{s}} \left( \frac{k_{\perp}}{\xi} + q_{1\perp}, \frac{k_{\perp} (\xi - 1)}{\xi} - q_{1\perp} + q_{2\perp} \right) \frac{q_{1\perp} \cdot q_{2\perp}}{q_{1\perp}^2 q_{2\perp}^2} \quad (5.208)
\]

The complete contribution is then

\[
\left( \frac{d^3\sigma}{dY d^2p_{\perp}} \right)_{4gq}^{(1)} = \int_\tau^1 dz \int_{\tau/z}^1 d\xi \int d^2q_{1\perp} d^2q_{2\perp} F_{n4gq}^{(1)}(z, \xi, q_{1\perp}, q_{2\perp}) \quad (5.209)
\]

with

\[
F_{n4gq}^{(1)}(z, \xi, q_{1\perp}, q_{2\perp}) = \frac{1}{\pi} N_c \frac{\alpha_s}{2\pi} \sum_q \frac{x_p g(x_p, \mu) D_{h/q}(z, \mu)}{z^2} \frac{1 + (1 - \xi^2)}{\xi^2}
\times G_{x_{s}} \left( \frac{k_{\perp}}{\xi} + q_{1\perp}, \frac{k_{\perp} (\xi - 1)}{\xi} - q_{1\perp} + q_{2\perp} \right) \frac{q_{1\perp} \cdot q_{2\perp}}{q_{1\perp}^2 q_{2\perp}^2} \quad (5.210)
\]

### 5.4.11 $\mathcal{H}_{2qg}^{(1,1)}$

The $qg$ channel is very similar to the $gq$ channel. From equations (87) and (88) of [96] we get

\[
\left( \frac{d^3\sigma}{dY d^2p_{\perp}} \right)_{2qg}^{(1,1)} = \frac{\alpha_s}{2\pi} S_{\perp} \int \frac{d^2r_{\perp}}{(2\pi)^2} \sum_q x_p g(x_p, \mu) D_{h/q}(z, \mu) \left[ S_{x_{s}}(r_{\perp}) \right]^2 e^{-ik_{\perp} \cdot r_{\perp}}
\times \left[ (1 - \xi^2) + \xi^2 \right] \left( \ln \frac{c_3^2}{r_{\perp}^2 \mu^2} - 1 \right) \quad (5.211)
\]

Again we compare it to (5.80) and find only a normal term:

\[
F_{n2qg}^{(1,1)}(z, \xi, r_{\perp}) = \frac{1}{8\pi^2} \frac{\alpha_s}{2\pi} S_{\perp} \sum_q x_p g(x_p, \mu) D_{h/q}(z, \mu)
\times S_{x_{s}}(r_{\perp}) e^{-ik_{\perp} \cdot r_{\perp} \left[ (1 - \xi^2) + \xi^2 \right] \ln \frac{c_3^2}{r_{\perp}^2 \mu^2} \quad (5.212)
\]

80
in the Cartesian representation, which gets plugged into

\[
\left( \frac{d^3\sigma}{dYd^2p_\perp} \right)^{(1,1)}_{2ag} = \int_\tau^1 dz \int_{\tau/z}^1 d\xi \int d^2r_\perp F_{n2ag}^{(1,1)}(z, \xi, r_\perp) \tag{5.213}
\]

or

\[
F_{n2ag}^{(1,1)}(z, \xi, r_\perp) = \frac{1}{4\pi \frac{\alpha_s}{2\hbar}} \sum_i x_i p g(x_i, \mu) D_{h/q}(z, \mu) S_{x_i}^{(2)}(r_\perp) \times J_0(k_{\perp r_\perp}) \left[(1 - \xi)^2 + \xi^2\right] \ln \frac{c_0^2}{r_\perp^2 \mu^2} \tag{5.214}
\]

which goes into

\[
\left( \frac{d^3\sigma}{dYd^2p_\perp} \right)^{(1,1)}_{2ag} = \int_\tau^1 dz \int_{\tau/z}^1 d\xi \int dr_\perp F_{n2ag}^{(1,1)}(z, \xi, r_\perp) \tag{5.215}
\]

in the radial representation. Again, the logarithmic factor precludes a momentum-space formula.

### 5.4.12 \( \mathcal{H}_{2ag}^{(1,2)} \)

From equations (87) and (88) of \[96\] we get

\[
\left( \frac{d^3\sigma}{dYd^2p_\perp} \right)^{(1,2)}_{2ag} = \frac{\alpha_s}{2\pi} \frac{S_\perp}{2} \int \frac{dz d\xi}{z^2} \int \frac{d^2r_\perp}{(2\pi)^2} \frac{2}{\mu^2} \sum_q x_i p g(x_i, \mu) D_{h/q}(z, \mu) \times \left[S_{x_i}^{(2)}(r_\perp)\right]^2 e^{-i k_\perp \cdot r_\perp / \xi} \frac{(1 - \xi)^2 + \xi^2}{\xi^2} \ln \frac{c_0^2}{r_\perp^2 \mu^2} - 1 \tag{5.216}
\]

which again, has no plus-regulated or delta contribution. Comparing to (5.80) we find

\[
F_{n2ag}^{(1,2)}(z, \xi, r_\perp) = \frac{1}{8\pi^2} \frac{\alpha_s}{2\hbar} \sum_i x_i p g(x_i, \mu) D_{h/q}(z, \mu) \times \left(S_{x_i}^{(2)}(r_\perp)\right)^2 e^{-i k_\perp \cdot r_\perp / \xi} \frac{(1 - \xi)^2 + \xi^2}{\xi^2} \ln \frac{c_0^2}{r_\perp^2 \mu^2} \tag{5.217}
\]

which goes into

\[
\left( \frac{d^3\sigma}{dYd^2p_\perp} \right)^{(1)}_{2ag} = \int_\tau^1 dz \int_{\tau/z}^1 d\xi \int dr_\perp F_{n2ag}^{(1,2)}(z, \xi, r_\perp) \tag{5.218}
\]

for Cartesian position space and

\[
F_{n2ag}^{(1,2)}(z, \xi, r_\perp) = \frac{1}{4\pi^2} \frac{\alpha_s}{2\hbar} \sum_i x_i p g(x_i, \mu) D_{h/q}(z, \mu) \times \left(S_{x_i}^{(2)}(r_\perp)\right)^2 J_0\left(k_\perp r_\perp / \xi\right) \frac{(1 - \xi)^2 + \xi^2}{\xi^2} \ln \frac{c_0^2}{r_\perp^2 \mu^2} \tag{5.219}
\]

which goes into

\[
\left( \frac{d^3\sigma}{dYd^2p_\perp} \right)^{(1)}_{2ag} = \int_\tau^1 dz \int_{\tau/z}^1 d\xi \int dr_\perp F_{n2ag}^{(1,2)}(z, \xi, r_\perp) \tag{5.220}
\]

for radial position space.
5.4.13 $H_{4gq}^{(1)}$

Equations (87) and (88) of [96] give us

$$
\left( \frac{d^3\sigma}{dYd^2p_\perp} \right)_{4gq}^{(1)} = 4\pi S_\perp \frac{\alpha_s}{2\pi} \int \frac{dzd\xi}{z^2} \sum_q x_p g(x_p,\mu) D_{h/q}(z,\mu) \times \int \frac{dz_1^2 d^2t_\perp}{(2\pi)^4} S_x(t_\perp) e^{-ik_\perp \cdot r_\perp} e^{-ik_\perp \cdot t_\perp / \xi} \left( 1 - \xi^2 + \frac{\xi^2 r_\perp \cdot t_\perp}{r_\perp^2 t_\perp^2} \right) / \xi (5.221)
$$

This is almost identical to $H_{4gq}^{(1)}$, so the same procedure used in section 5.4.10 is applicable here.

In Cartesian space, we get

$$
F_{n_{4gq}}(z,\xi,s_\perp,t_\perp) = \frac{1}{4\pi^3} S_\perp \frac{\alpha_s}{2\pi} \sum_q x_p g(x_p,\mu) D_{h/q}(z,\mu) \times S_x(t_\perp) e^{-ik_\perp \cdot r_\perp} e^{-ik_\perp \cdot t_\perp / \xi} \left( 1 - \xi^2 + \frac{\xi^2 r_\perp \cdot t_\perp}{r_\perp^2 t_\perp^2} \right) (5.222)
$$

which goes into

$$
\left( \frac{d^3\sigma}{dYd^2p_\perp} \right)_{4gq}^{(1)} = \int_{\tau}^{1} dz \int_{\tau/z}^{1} d\xi \int d^2s_\perp d^2t_\perp F_{n_{4gq}}^{(1)}(z,\xi,s_\perp,t_\perp) (5.223)
$$

In momentum space, we get

$$
F_{n_{4gq}}(z,\xi,q_{1\perp},q_{2\perp}) = -\frac{\alpha_s}{\pi 2\pi} \sum_q x_p g(x_p,\mu) D_{h/q}(z,\mu) \left( 1 - \xi^2 + \frac{\xi^2}{\xi} \right) \times G_x \left( k_\perp + q_{1\perp}, \frac{k_\perp (1 - \xi)}{\xi} - q_{1\perp} + q_{2\perp} \right) \frac{q_{1\perp} \cdot q_{2\perp}}{q_{1\perp}^2 q_{2\perp}^2} (5.224)
$$

which goes into

$$
\left( \frac{d^3\sigma}{dYd^2p_\perp} \right)_{4gq}^{(1)} = \int_{\tau}^{1} dz \int_{\tau/z}^{1} d\xi \int d^2q_{1\perp} d^2q_{2\perp} F_{n_{4gq}}^{(1)}(z,\xi,q_{1\perp},q_{2\perp}) (5.225)
$$

5.5 Integration Methods

The analytic formulas derived in the previous section, indexed in table 5.1, are numerically well-behaved and thus straightforward to implement in a computer program. In a full calculation, SOLO integrates over anywhere from one variable, as in equation (5.112), to eight, in (5.192). We’ll need to use different integration algorithms to handle different kinds of integrals.

5.5.1 Cubature

The most straightforward method of integration is called multidimensional quadrature, or cubature. There are a tremendous number of variations on this method, and a full overview would be beyond the scope of this dissertation, but the core of the method is as follows. Given a one-dimensional function $f(x)$ to be integrated over an interval $[a, b]$, we choose $N$ points $x_i \in [a, b]$,

---

An overview of cubature can be found in reference [103, ch. 4] or any other textbook on numerical methods.
called *abcissas*, evaluate the function at these points, and approximate the integral as

\[ \int_a^b f(x) \, dx \approx \sum_i w_i f(x_i) \]  

(5.226)

where \( w_i \) are a set of weights chosen to correspond to the abcissas. Simple examples of this method include the trapezoidal rule,

\[ x_i = a + \frac{i(b - a)}{N} \quad w_i = \begin{cases} \frac{1}{2}, & i = 0, N - 1 \\ 1, & 0 < i < N - 1 \end{cases} \]  

(5.227)

and Simpson’s rule (valid for \( N \) odd),

\[ x_i = a + \frac{i(b - a)}{N} \quad w_i = \begin{cases} \frac{1}{3}, & i = 0, N - 1 \\ \frac{1}{3}, & 0 < i < N - 1, i \text{ even} \\ \frac{2}{3}, & 0 < i < N - 1, i \text{ odd} \end{cases} \]  

(5.228)

These methods fall into a class that one might call polynomial-based integration rules, because they are derived by fitting polynomials (linear for the trapezoidal rule, quadratic for Simpson’s rule) to successive sample points. For reasonably well-behaved functions, one can estimate that the error in these approximations scales as \( N^{-k} \) for some \( k \), e.g. \( k = 2 \) for the trapezoidal rule or \( k = 4 \) for Simpson’s rule.

There are also a variety of more complex algorithms, in particular the several variants of Gaussian quadrature, which use nonuniformly spaced abcissas to obtain exponential convergence — that is, the error estimate scales as \( a^{-N} \). Reference [103] contains a good overview of these methods.

Cubature methods can be applied to multidimensional integration by simply performing each integral in succession.

\[ \int \cdots \int f(x) \, d^d x = \int_{a_0}^{b_0} \left( \int_{a_1(x_0)}^{b_1(x_0)} \cdots \left( \int_{a_d(x_0, \ldots, x_{d-1})}^{b_d(x_0, \ldots, x_{d-1})} f(x) \, dx \right) \cdots \right) \, dx_0 \]  

(5.229)

For SOLO we use an adaptive multidimensional cubature implementation [104] based on the algorithms described in references [105] [106].

### 5.5.2 Monte Carlo

Since multidimensional cubature performs an inner integral at every point needed to evaluate the outer integral, its runtime scales exponentially in the number of dimensions, which makes it unsuitable for anything beyond a 2D or maybe 3D integration region. For higher-dimensional integrals, we turn to Monte Carlo integration. This takes a random sampling of points throughout a \( d \)-dimensional integration region and uses them to estimate the value of the integral.

Consider a function of one variable. There are two ways to think of Monte Carlo integration. One way is to choose a rectangle \([a, b] \times [0, f_{\text{max}}]\), pick \( N \) uniformly distributed random points \((x, y)\) in this rectangle, and count how many fall under the function. The integral can then be approximated as the fraction of these points which fall below the function, times the area of the rectangle.

\[ \int_a^b f(x) \, dx \approx \frac{(b - a)f_{\text{max}}}{N} \sum_i \begin{cases} 1, & y \leq f(x_i) \\ 0, & y > f(x_i) \end{cases} \]  

(5.230)
But a more efficient way is to pick $N$ random values in $[a, b]$, evaluate the function at each, and compute the average. We can assume the average of the $N$ values approximates the average of the function.

$$\int_a^b f(x) dx \approx \frac{b-a}{N} \sum_i f(x_i) = (b-a) \langle f(x) \rangle$$

(5.231)

where the angle brackets here indicate the average of $f(x)$ over all sample points $x_i$. The theoretical standard deviation of this estimate is

$$(b-a)\sqrt{\frac{\langle [f(x)]^2 \rangle - \langle f(x) \rangle^2}{N}}$$

(5.232)

This generalizes to multidimensional integrals easily:

$$\int_V f(x) d^d x \approx \frac{V}{N} \sum_i f(x_i) = V \langle f(x) \rangle$$

(5.233)

with theoretical standard deviation

$$V \sqrt{\frac{\langle [f(x)]^2 \rangle - \langle f(x) \rangle^2}{N}}$$

(5.234)

The appeal of Monte Carlo integration is that the standard deviation is proportional to $1/\sqrt{N}$ regardless of the number of dimensions, as opposed to cubature, where the standard deviation scales as $N^{-d}$. For high-dimensional integrals, Monte Carlo generally yields better results for a given number of sample points.

In most applications of Monte Carlo integration, including SOLO, the function being integrated ($f$) has a large magnitude in some parts of the integration region and is relatively close to zero elsewhere. Clearly, most of the value of the integral comes from the regions where the integrand’s magnitude is large. If, instead of choosing sample points from a uniform random distribution, we can sample adaptively — that is, choose more samples from these regions where the integrand is large — it will improve the accuracy of the final integral. A mathematical derivation [103, sec. 7.9.1] shows that the optimal choice of the sampling distribution is

$$p(x) = \frac{|f(x)|}{\int |f(x)| d^d x}$$

(5.235)

Choosing sample points with this probability distribution This seems circular, because knowing $p$ requires knowing the integral $\int |f(x)| d^d x$ which we are trying to compute, but what we can do in practice is perform a quick Monte Carlo integration with uniform sampling to get an estimate of the integral, and then use (5.235) to choose more samples adaptively. This technique is called importance sampling, and it forms the basis of the VEGAS adaptive Monte Carlo algorithm [107, 108]. VEGAS was developed for applications in particle physics, so it is not surprising that it is particularly well suited for use in SOLO. Experimentation has shown that the VEGAS algorithm gives by far the best accuracy for the computations.

### 5.5.3 Fixing the Domain of Integration

The integration region over $\xi$ (or $x_p$) and $z$ is bounded by kinematics: $\frac{1}{\tau_p} \leq \xi, x_p \leq 1$ and $\tau \leq z \leq 1$, resulting in the shape shown in figure 5.2. However, the C++ implementation uses integration routines from the GNU Scientific Library (GSL) [109], either Monte Carlo or cubature, which can only handle simple rectangular integration domains with constants as limits.
Because all terms in equation (5.72) involve an integration over $z$ with constant limits $[\tau, 1]$, it simplifies the code to use that as one of the variables of integration. The other variable needs to be chosen so that the integration region is a rectangle. The most straightforward way to do that is with a simple rescaling:

$$
\frac{y - y_{\text{min}}}{y_{\text{max}} - y_{\text{min}}} = \frac{\xi - \xi_{\text{min}}}{\xi_{\text{max}} - \xi_{\text{min}}} \tag{5.236}
$$

In this case, setting $y_{\text{min}} = \tau$, $\xi_{\text{min}} = \frac{z}{\tau}$, and $y_{\text{max}} = \xi_{\text{max}} = 1$, we get

$$
y = \frac{z\xi(1 - \tau) + \tau(z - 1)}{z - \tau} \quad \text{and its inverse} \quad \xi = \frac{y(z - \tau) - \tau(z - 1)}{z(1 - \tau)} \tag{5.237}
$$

The accompanying Jacobian is

$$
dz\xi = \begin{vmatrix} \frac{\partial z}{\partial \xi} & \frac{\partial z}{\partial y} \\ \frac{\partial \xi}{\partial z} & \frac{\partial \xi}{\partial y} \end{vmatrix} d\xi d\eta = \begin{vmatrix} 1 & \frac{(z-\tau)^2}{(1-\xi)(1-\tau)} \\ 0 & \frac{z-\tau}{z(1-\tau)} \end{vmatrix} d\xi d\eta = \frac{z - \tau}{z(1 - \tau)} dzd\eta \tag{5.238}
$$

giving an overall transformation of

$$
\int_{\tau}^{1} \int_{\xi}^{1} dz dx \xi(\cdot \cdot \cdot) = \int_{\tau}^{1} \int_{\xi}^{1} dz d\eta \frac{z - \tau}{z^4(1 - \tau)} (\cdot \cdot \cdot) \tag{5.239}
$$

This extra factor in the Jacobian is the last addition we need to produce the numerical results that will be shown in the next chapter.
Chapter 6

Computational Results and Analysis

After the algebraic manipulations of chapter 5, we have an expression for the $pA \rightarrow hX$ cross section, complete up to next-to-leading order, and free of both divergences and analytic singularities. We’ve developed a program called SOLO, Saturation at One-Loop Order \cite{99}, to implement the calculation.

Our first results from SOLO, published in reference \cite{98}, correspond to the experimental data collected at RHIC by the BRAHMS \cite{110} and STAR \cite{111} experiments. Updated versions of these results are shown in figures 6.1 and 6.2. It’s immediately evident from these plots that something interesting is going on: at high momenta, the LO+NLO cross section becomes negative!

Needless to say, this was quite a surprising result. Physically, of course, it’s impossible for a cross section to be negative, so at first glance the output from SOLO appears completely nonsensical. But it’s actually not that unreasonable for a fixed-order perturbative result such as

\[
\frac{d^3N}{d\eta d^2p_{\perp}}[\text{GeV}^{-2}]
\]

Figure 6.1: Comparisons of BRAHMS \cite{110} ($h^-$) yields in dAu collisions to results of the numerical calculation with the rcBK gluon distribution, both at leading order (tree level) and with NLO corrections included. The edges of the solid bands were computed using $\mu^2 = 10 \text{GeV}^2$ to $50 \text{GeV}^2$. This is an updated version of figure 1 of \cite{98} with reduced statistical errors.
Figure 6.2: Comparisons of STAR \cite{111} ($\pi^0$) yields in dAu collisions to results of the numerical calculation with the rcBK gluon distribution, both at leading order (tree level) and with NLO corrections included. The edges of the solid bands were computed using $\mu^2 = 10 \text{ GeV}^2$ to $50 \text{ GeV}^2$. This is an updated version of figure 1 of \cite{98} with reduced statistical errors.

this one to be negative. The true cross section is a sum of terms at all orders in $\alpha_s$,

$$\frac{d^3\sigma}{dYd^2p_\perp} = (\text{LO}) + \alpha_s(\text{NLO}) + \alpha_s^2(\text{NNLO}) + \cdots$$

(6.1)

and it’s only the final sum that corresponds to the physical cross section and thus has to be positive. Negative contributions from the NLO term could be compensated by large positive contributions from further terms in the series.

In fact, previous work by Albacete et al. \cite{94, fig. 9} has already shown a trend toward negative results at high $p_\perp$ when some of the next-to-leading order contributions are included. With two independent implementations both showing the same feature, we can be reasonably confident that we’re looking at a characteristic of the NLO formulas, not a quirk of the program.\footnote{Reference \cite{112} claims that a different subtraction scheme should be used to perform the rapidity subtraction of section 5.2.3, and under this alternate scheme, the LO+NLO result becomes positive and more closely matches the data. However, it has been argued \cite{113} that this alternate scheme is not correct. This issue is the focus of ongoing work.}

At this point, there are several questions:

- Does the negativity imply anything about the validity of the small-$x$ formalism?
- What is the significance of the cutoff momentum at which the cross section turns negative?
- What benefit, if any, do we get by incorporating the NLO correction?
- Does the LO+NLO formula give an accurate result for any kinematic conditions?
- And the largest question: what can we meaningfully learn about the gluon distribution from the predictions of SOLO?
Figure 6.3: Comparisons of BRAHMS \[110\] \((h^\perp)\) yields in pp collisions to results of the numerical calculation with the rcBK gluon distribution, both at leading order (tree level) and with NLO corrections included. The edges of the solid bands were computed using \(\mu^2 = 10\ \text{GeV}^2\) to \(50\ \text{GeV}^2\). Here the calculation completely breaks down at \(\eta = 2.2\). This is not entirely surprising, though, because a proton does not have the extremely high gluon densities of a large atomic nucleus, and thus the CGC model cannot be expected to perform as well.

STAR pp \(\eta = 4\)

Figure 6.4: Comparisons of STAR \[111\] \((\pi^0)\) yields in pp collisions to results of the numerical calculation with the rcBK gluon distribution, both at leading order (tree level) and with NLO corrections included. The edges of the solid bands were computed using \(\mu^2 = 10\ \text{GeV}^2\) to \(50\ \text{GeV}^2\).

6.1 Examining Negativity

6.1.1 Validity of the Results

In light of the negative results, it’s natural to wonder whether the results from SOLO are of any use for predicting cross sections. Looking at the results in figure 6.1, there seem to be three distinct regions.

- At very low \(p_\perp\), the computational results overpredict the measurements by BRAHMS.
Figure 6.5: Comparisons of BRAHMS (\(h^-\)) yields in pp collisions to results of the numerical calculation with the rcBK gluon distribution with \(Q_s^2\) in the initial condition increased by a factor of 6, both at leading order (tree level) and with NLO corrections included. The edges of the solid bands were computed using \(\mu^2 = 10\,\text{GeV}^2\) to \(50\,\text{GeV}^2\).

Figure 6.6: Comparisons of STAR (\(\pi^0\)) yields in pp collisions to results of the numerical calculation with the rcBK gluon distribution with \(Q_s^2\) in the initial condition increased by a factor of 6, both at leading order (tree level) and with NLO corrections included. The edges of the solid bands were computed using \(\mu^2 = 10\,\text{GeV}^2\) to \(50\,\text{GeV}^2\).

This is expected, though, because the hadron transverse momentum — or, really, \(q_\perp\) — is related to the characteristic energy scale for the strong interaction, the scale at which \(\alpha_s\) is evaluated. When \(p_\perp\) gets very small, the kinematic regions where \(k_\perp \lesssim 1\,\text{GeV}\) make a significant contribution to the integral. But nonperturbative effects start to influence strong interactions below roughly 1 GeV, and accordingly we shouldn’t expect our perturbative calculations to have any predictive value at the lowest \(p_\perp\).

- At low to moderate \(p_\perp\), the data and the measurements match fairly well. The exact boundaries of this region depend on the kinematic conditions.
At high $p_{\perp}$, above some cutoff momentum, the cross section predicted by SOLO is negative. We can trace this to the plus prescription that comes from the virtual diagrams and the subtractions in the unintegrated gluon distribution, as we’ll see in section 6.1.2.

The situation is rather different for proton-proton collisions, shown in figures 6.3 and 6.4. Statistical errors on the NLO corrections are very large, and at $\eta = 2.2$ the middle region in which the calculated results match the data is entirely nonexistent, while at the higher pseudorapidity the calculation underpredicts the data for all $p_{\perp}$.

To resolve this discrepancy, we can consider adjusting the parameters of the gluon distribution to fit the curve to the BRAHMS data. It reduces the predictive power of the model, but then again it is reasonable that the parameters of the distribution may differ for protons and nuclei in some nontrivial way — this would be a sign of interesting nuclear effects. As a first step,
figures 6.5 and 6.6 show that if we naively use the gluon distribution from the nucleus, in which $Q^2_s$ in the initial condition of the BK evolution is larger by a factor of $A^{1/3} \approx 6$, we get a decent match to the proton-proton data.

Continuing with that result, something interesting appears when we use SOLO to calculate the nuclear modification factor $R_{dAu}$, defined as the ratio of the cross section (or yield) for $dAu$ collisions to the cross section for $pp$ collisions scaled up by the number of individual nucleon-nucleon collisions involved, $N_{coll}$.

\[
R_{dAu} := \frac{1}{N_{coll}} \left( \frac{\frac{d^3\sigma}{dyd^2p_T}}{\frac{d^3\sigma}{dyd^2p_T}}_{pp} \right)_{dAu}
\]  

(6.2)

Figures 6.7 and 6.8 show that $R_{dAu}$ at next-to-leading order is fairly close to the leading-order result both above and below the cutoff momentum (albeit quite far from the BRAHMS experimental measurements). And even in the vicinity of the cutoff momentum, where we get large fluctuations because the denominator of equation (6.2) approaches zero, the ratio is still centered on the leading-order result.

As a purely phenomenological observation, the (very rough) continuity of $R_{dAu}$ suggests that there may be factors common to the LO and NLO terms which are positive for all $p_T$, and that the negativity arises from other factors which appear only in the NLO corrections. In other words, consider the following reasoning: if we let $D\sigma$ represent the cross section, then what we see from the plot is

\[
\frac{D\sigma_{dAu}^{LO}}{D\sigma_{pp}^{LO}} \approx \frac{D\sigma_{dAu}^{LO+NLO}}{D\sigma_{pp}^{LO+NLO}}
\]

which implies that

\[
\frac{D\sigma_{dAu}^{NLO}}{D\sigma_{dAu}^{LO}} \approx \frac{D\sigma_{pp}^{NLO}}{D\sigma_{pp}^{LO}}
\]  

(6.3)

which would be satisfied if the cross section decomposes as

\[
D\sigma_{order}^{collision} \sim \text{(collision-specific factor)} \times \text{(order-specific factor)}
\]

(6.4)

Of course, there is no guarantee that (6.4) follows from (6.3), but the plots in figure 6.7 are fairly suggestive. If the cross section does follow equation (6.4) at leading and next-to-leading order, the same pattern might extend to higher orders, which would make it possible to extract meaningful information about the all-order cross section from finite-order approximations to $R_{dAu}$.

6.1.2 Sources of Negative Contributions

To investigate possible patterns of the form (6.4), we’ll need to understand where the negativity comes from. A logical place to start is breaking down the contributions term by term to isolate the origin of the negative results. Figure 6.9 shows the magnitudes of the NLO contributions from the four channels, with red lines representing negative contributions and blue lines positive contributions. At high $p_T$, the lines for the diagonal $qq$ and $gg$ channels are negative, indicating that those terms are the sources of the negativity. We can do the same thing for individual terms within those channels, as in figure 6.10, and thereby narrow down the negative contributions to the dipole terms $H^{(1)}_{2q}$ and $H^{(1)}_{2g}$.

With this in mind, let’s look back at the forms of these two terms, equations (5.127) and (5.161) and the functions that contribute to them. Roughly, the normal and delta-function contributions (5.126), (5.159), and (5.160) take the form

\[
(\text{positive factors}) \times [S^{(2)}_{2q}(r_{\perp})]^{(1 \text{ or } 2)} r_{\perp} \ln \frac{C}{r_{\perp}} J_0(k_{\perp}r_{\perp})
\]

(6.5)
Figure 6.9: Breakdown by channel of the NLO contributions to the BRAHMS $h^-$ cross section for $\eta = 2.2$ (the one shown in figure 6.1). These plots display the magnitude of the contribution, and blue indicates where the contribution is positive while red indicates where it’s negative.

Figure 6.10: A further breakdown of the NLO diagonal channels from figure 6.9 shows that the negativity comes from $\mathcal{H}_{2qq}^{(1)}$ and $\mathcal{H}_{2gg}^{(1)}$. As in figure 6.9 the plot shows the magnitude of the corresponding term and the color indicates the sign: blue for positive, red for negative.
with the logarithm absent from the delta-function contributions. Knowing that $S_{2g}^{(2)} \approx 1$ for $r_\perp \lesssim 1/Q_s$, but decays as $r_\perp^{-4}$ or faster for large $r_\perp$, is enough to determine that this expression is positive. The plus-regulated contributions (5.125) and (5.158) are similar except for being integrated over the plus-regulated term:

$$
\int_{\tau/z}^1 d\xi \frac{f(\xi)}{(1-\xi)_+} = \int_{\tau/z}^1 d\xi \frac{f(\xi) - f(1)}{1-\xi} + f(1) \ln \left( 1 - \frac{\tau}{z} \right) \quad (6.6)
$$

Since $\tau/z \leq 1$, $\ln(1 - \frac{\tau}{z})$ is negative (or zero), and $f(\xi) < f(1)$ for $\xi < 1$, so the integral is also negative. Clearly, the blame for the negative results falls squarely on the plus-prescription regulator. Note that a similar structure occurs in $H_{4gq}^{(1)}$ and $H_{6gg'}^{(1)}$ equations (5.146) and (5.187) respectively, but those terms carry an overall minus sign which makes their final contributions positive.

Physically, we can trace these plus-regulated contributions back to the subtractions performed to remove the divergences. This suggests that perhaps the subtraction procedure could be modified to make the overall result positive, though doing so is not a trivial change because it’s necessary to ensure consistency with the renormalization scheme used in the fragmentation functions and parton distributions. Whether this approach can address the negativity is a question for future work to address (though see chapter 7 for some initial attempts).

### 6.1.3 The Cutoff Momentum and the Saturation Scale

An interesting phenomenological observation is that the cross section turns negative grows with rapidity. Now, the maximum $p_\perp$ that is kinematically allowed is given by $\tau = 1$, or $(p_\perp)_{\max} = \sqrt{s}e^{-Y}$. For RHIC at $\eta = 4$, as in figure 6.2, this is $(p_\perp)_{\max} = 3.7$ GeV, and we can see by extrapolating from figure 6.1 that the cutoff momentum exceeds $(p_\perp)_{\max}$ at that pseudorapidity, which explains why we don’t see negativity in the STAR results.

Let’s consider the BRAHMS $\eta = 2.2$ and $\eta = 3.2$ results shown in figure 6.1. Each point on the graph, at a given value of $p_\perp$, incorporates evaluations of the gluon distribution at values of $x_g$ in the range $\frac{p_\perp}{\sqrt{s}} e^{-Y} \leq x_g \leq e^{-2Y}$. The distribution among values of $x_g$ is shown for selected values of $p_\perp$ in figure 6.1. We can see from the figure that the distribution is not highly concentrated toward one end or the other, so a value of $x_g$ in the middle of the theoretically allowed range is a reasonable approximation to the average.

Now, we can look at the values of the saturation scale corresponding to the theoretical maximum and minimum $x_g$, using the relationship shown in figure 3.10 to relate $x_g$ to $Q_s$. From this we get the graphs shown in figure 6.12. The saturation scales encompass a fairly narrow range around 0.9 GeV at $\eta = 2.2$, and 1 GeV at $\eta = 3.2$. In the former case, the cutoff at which the cross section turns negative is about 1.7$Q_s$, and in the latter case around 3.1$Q_s$, so clearly the relationship between these two momentum scales is rapidity-dependent in some nontrivial way.

### 6.1.4 Benefits of NLO

We would expect that at each order, the theoretical uncertainty due to the factorization scale decreases. And this is indeed what we see; figure 6.13 shows the variation of the width of the cross section with $\mu$, and the curve is flatter with the inclusion of the NLO corrections.

Including the NLO corrections is also useful because it gives us an indication of the behavior of further corrections: if the NLO corrections are small relative to the leading order result, perhaps we can expect the NNLO corrections to be smaller still. Conversely, the negative results we’re getting may indicate an alternating series of corrections at progressively higher orders. Of course computing the NNLO or higher corrections would be a massive undertaking, not only because of the sheer number of Feynman diagrams involved but also because several approximations made
Figure 6.11: The distribution of contributions to the cross section across values of $x_{g}$, for three different values of $p_{\perp}$, taking into account only the leading order calculation on the left and the LO+NLO calculation on the right. Gray vertical lines show the theoretical limits of $x_{g}$. These data were generated from the BRAHMS $\eta = 2.2$ results at $\mu^{2} = 10$ GeV$^{2}$. 
in deriving the NLO results would no longer apply. In the absence of the actual result, the NLO corrections give us an indication of circumstances under which we could expect the series to be well-behaved as more and more terms are incorporated.

6.2 Uncertainties

Computation with SOLO incorporates several sources of computational uncertainty, in addition to the theoretical uncertainty associated with the factorization scale. These uncertainties limit our ability to relate a measured cross section to an underlying gluon distribution.

6.2.1 Monte Carlo Statistical Uncertainty

By far the largest contribution to the uncertainty in the results from SOLO is the Monte Carlo statistical uncertainty, described in section 5.5. If our results are to tell us anything meaningful about the gluon distribution, we have to ensure that this uncertainty doesn’t overwhelm the difference between the results for different gluon distributions.

Figure 6.14 shows the uncertainty in SOLO output for a sample result, namely the BRAHMS result at $\eta = 2.2$ and with $\mu = 10$ (one of the same curves plotted in figure 6.1). From the upper plots, it’s clear that the leading order result is quite precise; the uncertainty is too small to appear on the plot, which makes sense for two reasons: first, because the leading order integrands, $F^{(0)}_{d2qq}$ and $F^{(0)}_{d2gg}$, are particularly simple, and also because $F^{(0)}_{d2qq}$ only needs to be integrated over two variables ($z$ and $\xi$). We can use two-dimensional cubature, rather than Monte Carlo integration, which decreases the uncertainty by several orders of magnitude.

The uncertainty in the next-to-leading order result is clearly much more significant. However, it’s worth noting that the upper bound of the error band is still negative (or at least less than $1 \times 10^{-6} \text{GeV}^{-2}$), for the most part, above the cutoff momentum, and the error allows a range of only $\pm 0.5 \text{GeV}$ or so for that cutoff. So the qualitative conclusion, that the LO+NLO result turns negative at high $p_{\perp}$, is fairly robust.
Figure 6.13: Factorization scale dependence of the cross section at \( p_\perp = 2 \text{ GeV} \), as a representative result. The NLO results for fixed coupling (\( \alpha_s = 0.2 \)) and one-loop running coupling are both presented. The dramatic drop of the NLO curve with the running coupling at low \( \mu^2 \) is simply due to the breakdown of perturbative calculations at large \( \alpha_s(\mu) \). Nevertheless, these two NLO curves almost overlap with each other at large values of \( \mu^2 \), showing that the nature of the coupling does not significantly affect the qualitative result that the NLO corrections reduce the factorization scale dependence. Figure from reference [98].

6.2.2 Integral Truncation Error

Another source of error comes from the procedure SOLO uses to simulate infinite integrals like \( \int_{R^2} \, d^2q_\perp \). The quantities being integrated \( (F_s, F_n, F_d) \) fall off fairly quickly with \( q_\perp \) or \( r_\perp \) or so on, outside of a central region in which the integrand is large. This is primarily due to the gluon distribution \( F_{xg} \) having a power law dependence.

There are more accurate methods for handling infinite integrals using variable transformations, but we believe that, for the results presented in this work, the error introduced by a simple cutoff is small enough to be safely neglected.

6.3 Relating the Cross Section to the Gluon Distribution

As the purpose of this project is to use the cross section to constrain the form of the unintegrated gluon distribution, it will be useful to see how varying the shape of the gluon distribution affects the cross section. From physical arguments, we know \( F_{xg}(k_\perp) \) has to peak around \( k_\perp = 0 \) and fall off at large \( k_\perp \), but there’s considerable flexibility in how that can be achieved: the characteristic size of the peak, \( Q_x \), and the form at which it falls off are both relatively free and can have a considerable effect on the cross section.

Figure 6.15 shows the cross section resulting from four different gluon distributions: the GBW [2.34] and MV [2.37] models, which have analytic expressions in coordinate space, and the BK equation with fixed and running coupling. We can look back at figures [2.5] and [3.9] to get a sense of how these gluon distributions differ from each other, and relate those differences to the features appearing in the plots of figure 6.15.

First of all, the distinguishing feature of the GBW gluon distribution is its exponential falloff at high \( q_\perp \). Looking at figure 6.15, we can see that the GBW plot exhibits a unique downward bend in the leading order cross section at high \( p_\perp \). This shows that the cross section at high
Figure 6.14: Quantifying the uncertainty in a sample output of SOLO, using BRAHMS at $\eta = 2.2$ and $\mu = 10$. The shaded region shows the range $\pm 1\sigma$ with $\sigma$ being the standard deviation of the mean of the results from different random seeds, and the yellow highlight in the middle shows the extent of the error estimate from the Monte Carlo algorithm. The top row shows the cross section with an error band, and the bottom row shows only the uncertainty. In the leading order plot, the uncertainty is negligible, but when the next-to-leading order correction is included it becomes potentially significant. We can see that the absolute uncertainty using either metric shrinks as we go to higher $p_\perp$, but its relative effect on the cross section increases.

Transverse momentum preferentially receives contributions from the high-momentum region of the gluon distribution, as expected based on the formulas of chapter 5.

We can see an odd feature in the MV gluon distribution results in the top right plot of figure 6.15: the difference between the leading and next to leading order contributions is larger than in any other plot. Looking at figures 2.5 and 3.9, the MV distribution appears to have a slower falloff at large $q_\perp$, perhaps suggesting that the NLO corrections at medium $p_\perp \approx 2$ GeV are particularly sensitive to the high-$q_\perp$ region of the gluon distribution. This may be worth investigating further.

The difference between the BK and rcBK results is an overall suppression of the cross section at high $p_\perp$ in the fixed coupling case. This not only pushes the leading order prediction with fixed coupling below the data, but it also causes the cutoff momentum where the LO+NLO cross section turns negative to be lower than in the rcBK plot. Since one of the main differences between the BK and rcBK gluon distributions is the reduced evolution speed of the saturation scale with running coupling, we can conclude that slower evolution of the saturation scale causes the cross section at high transverse momentum to be suppressed. This raises the question of whether the cutoff momentum is directly related to the saturation scale, as one would naively expect, since the slower evolution of the rcBK equation reduces the saturation scale at high momenta and we might expect to see a lower cutoff in the rcBK results if the relationship is direct.
Figure 6.15: Comparisons of BRAHMS data [110] at $\eta = 3.2$ with the theoretical results for four choices of gluon distribution: GBW (2.34), MV (2.37) with $\Lambda_{\text{MV}} = 0.24$ GeV, BK solution with fixed coupling at $\alpha_s = 0.1$, and rcBK with $\Lambda_{\text{QCD}} = 0.1$ GeV. The edges of the solid bands show results for $\mu^2 = 10$ GeV$^2$ to 50 GeV$^2$. As in other figures, the crosshatch fill shows LO results and the solid fill shows LO+NLO results.

We can explore the connection between the gluon distribution and the cross section further in a more controlled environment by varying the parameters of the simple GBW gluon distribution (2.35) and looking at how it affects the results. Figures 6.16 and 6.17 show the effect of changing $c$ and $\lambda$ in the saturation scale for the GBW distribution, respectively. Essentially, $c$ controls the overall normalization of the saturation scale, while $\lambda$ controls the speed at which it changes with decreases in $x_g$.

From figure 6.16 it seems that an increase in the overall normalization of the saturation scale leads to an increase in the cross section and an increase in the cutoff momentum. To see this more directly, we can plot the results as a function of centrality. Figure 6.18 shows this visualization of the same data from figure 6.16 along with its counterpart at $\mu^2 = 50$ GeV$^2$ as a function of the thickness parameter $T = cA^{1/3}$, which for large $A$ is roughly proportional to the number of nucleons impacted by the projectile, also known as the number of binary collisions $N_{\text{coll}}$.

Moving on to figure 6.17 these results appear to support the observation made earlier that an increase in the speed of evolution leads to a decrease in the cross section at high $p_\perp$ at both leading and next-to-leading order, as well as a decrease in the cutoff momentum at which the LO+NLO result goes negative. However, plot 6.17a reveals that the increase in $\lambda$ is also accompanied by a large decrease in the value of the saturation scale. In figure 6.16 we are able to isolate the effect of the overall normalization of $Q_s$ and see that increasing $Q_s$ does indeed increase the cross section at high $p_\perp$. Both figures also show that the cross section at low $p_\perp$ is not strongly dependent on the saturation scale.
(a) Response in the leading and next-to-leading order cross sections as $c$ in the GBW model is varied between 0.07 and 0.7. As the gluon distribution pushes out to higher $k_\perp$, the large-$p_\perp$ tail of the cross section increases, but the low-$p_\perp$ part of the cross section remains more or less unchanged.

(b) The GBW gluon distributions corresponding to the lowest and highest cross section curves in part (a). The upper plot shows $c = 0.07$, corresponding to the smallest cross section in part (a) and the lower plot shows $c = 0.7$ which corresponds to the largest cross section. Within each plot, different lines correspond to different values of $x_g$, as labeled, showing the evolution of the gluon distribution toward larger momenta as $c$ (and the saturation scale) increases.

Figure 6.16: Effect on the BRAHMS cross section at $\mu^2 = 10$ GeV$^2$ of varying $c$ in the saturation scale of the GBW model. Comparing parts (a) and (b) reveals that an overall increase in the saturation scale leads to an increase in the cross section at large $p_\perp$, and a corresponding shift of the cutoff momentum toward larger $p_\perp$, but little change at the smallest $p_\perp$. 
(a) Response in the leading and next-to-leading order cross sections as $\lambda$ in the GBW model is varied between 0.001 and 0.9. As the gluon distribution pushes out to higher $k_\perp$, the large-$p_\perp$ tail of the cross section increases, but the low-$p_\perp$ part of the cross section remains more or less unchanged.

(b) The GBW gluon distributions corresponding to the lowest and highest cross section curves in part (a). The upper plot shows $\lambda = 0.001$, corresponding to the smallest cross section in part (a) and the lower plot shows $\lambda = 0.7$ which corresponds to the largest cross section. Within each plot, different lines correspond to different values of $x_g$, as labeled. The speed of the evolution is set by $\lambda$; in the upper plot, the evolution is slow enough that the curves at the different values of $x_g$ shown — 0.01, 0.001, and 0.0001 — are visually indistinguishable.

Figure 6.17: Effect on the cross section of varying $\lambda$, the rate of increase of the saturation scale with $\ln \frac{1}{x_g}$, in the GBW model. Increasing the rate of evolution suppresses the cross section slightly at high $p_\perp$, but in general the cross section seems not to be particularly sensitive to $\lambda$ until it becomes rather large (close to 1).
Figure 6.18: The BRAHMS cross section computed using the GBW gluon distribution as a function of the thickness parameter \( T = cA^{1/3} \). As with other BRAHMS results, the band shows the range from \( \mu^2 = 10 \text{ GeV}^2 \) to \( \mu^2 = 50 \text{ GeV}^2 \). The former curve is computed from the same data as in figure 6.16a. In the plot for \( p_\perp = 2.55 \text{ GeV} \), the LO+NLO result is entirely negative so is not shown.

Importantly, the negativity in the LO+NLO result persists regardless of the shape of the gluon distribution, at least within the examples shown. While this is not an exhaustive search of the parameter space of the gluon distribution, it does suggest that the negativity is an essential feature of the calculation, and not an artifact of our choice of gluon distribution. Since the publication of the results [98], the question has been raised whether a suitable gluon distribution model could be chosen to eliminate the negativity, but in light of these results that seems unlikely.

6.4 Conclusions

Let’s revisit the five questions posed at the beginning of the chapter:

- Does the negativity imply anything about the validity of the small-\( x \) formalism? Not in general, since the formalism appears to work for small \( p_\perp \).

- What is the significance of the cutoff momentum at which the cross section turns negative? This is not currently clear. One might expect it to be related to the saturation momentum, but if so, the relationship is not an obvious one.
• What benefit, if any, do we get by incorporating the NLO correction? As expected, the theoretical uncertainty arising from the factorization scale is reduced with the NLO corrections, allowing for more accurate tests of gluon distributions in suitable kinematic regimes.

• Does the LO+NLO formula give an accurate result for any kinematic conditions? Yes; we’ve seen that there is a range of moderate $p_{\perp}$ where the results do match the data.

• What can we meaningfully learn about the gluon distribution from the predictions of SOLO? This is a tricky question to answer: more than nothing, but not as much as we might have hoped. It’s the high-momentum region of the cross section that is most sensitive to the structure of the gluon distribution, but this is the same region where the LO+NLO formula ceases to be accurate. As long as we are working at this order in $\alpha_s$, we can only extract useful data from the moderate-momentum region, which can tell us something about the normalization of the saturation scale, but less so about its rate of evolution.

Clearly, a better calculation of the cross section at high $p_{\perp}$ will be very interesting because it might allow us to probe the high-momentum structure of the gluon distribution in more detail. In the next chapter, we’ll see some first steps toward that goal.
With the results of the last chapter in hand, it’s clear that there are kinematic regions where the next-to-leading order corrections to the cross section are not physically reasonable. An obvious followup question is whether we can correct this by pulling in contributions from higher orders.

7.1 Resummation

In order to resum higher order contributions, let’s take a look at the NLO contributions in figures 6.9. The largest contributions come from the gg channel, specifically from those diagrams that involve gluon loops. Presumably, then, the largest corrections at higher orders come from diagrams with additional gluon loops.

Resumming the dominant contributions from these diagrams can be accomplished as follows. We start with the contribution from the quark-quark channel, given by the sum of equations (5.106), (5.120), and (5.128). In the limit of high \( p_\perp \), this can be approximated as

\[
\left( \frac{d^3\sigma}{dYd^2p_\perp} \right)_{q\bar{q}} \propto \frac{\alpha_s N_c S_\perp}{4\pi^2} \sum_{\text{flavors}} \int_\tau^1 \frac{dz}{z^2} D_{h/q}(z) \frac{1}{k_{q\perp}} \int_\tau^1 d\xi x_p g(x_p) \times \frac{(1 + \xi^2)^2}{(1 - \xi)^2} \tau z q \left( \frac{\tau}{z} \right) \ln \left( 1 - \frac{\tau}{z} \right) (7.1)
\]

(7.1)

(7.2)

(7.3)

At large \( p_\perp \), \( \tau \) becomes large, which squeezes the region of integration so that \( \xi \) does not vary very far from 1. Under these conditions, since \( x_p = \tau / \xi z \) (5.13), we can approximate \( x_p \approx \frac{\tau}{z} \) in the parton distribution, which lets us factor out that distribution from the preceding integral,

\[
\frac{\tau}{z} q \left( \frac{\tau}{z} \right) \int_{\tau/z}^1 d\xi \left( \frac{1 + \xi^2)^2}{1 - \xi} \right) + 4 \frac{\tau}{z} q \left( \frac{\tau}{z} \right) \ln \left( 1 - \frac{\tau}{z} \right) = \frac{\tau}{z} q \left( \frac{\tau}{z} \right) \left[ \int_{\tau/z}^1 d\xi \frac{(1 + \xi^2)^2}{1 - \xi} + 4 \ln \left( 1 - \frac{\tau}{z} \right) \right] \]

\([7.3])
After doing the integral, \( I_q(\tau/z) \) works out to
\[
I_q(x) = -\frac{61}{12} + 3x - \frac{3}{2}x^2 + \frac{1}{3}x^3 + \frac{1}{4}x^4 + 4\ln(1 - x) \tag{7.4}
\]
so the high-\( p_\perp \) limit of the quark-quark channel (7.1) becomes
\[
\left( \frac{d^3\sigma}{dYd^2p_\perp} \right)_{qq} \bigg|_{p_\perp \to \infty} \approx \frac{\alpha_s N_c S_\perp}{4\pi^2} \sum_{\text{flavors}} \int_\tau^1 \frac{dz}{z^2} D_{h/g}(z) \frac{1}{k_{q,\perp}^2} \frac{\tau}{z} g \left( \frac{\tau}{z} \right) \int d^2q_\perp F_{x_q}(q_\perp) q_\perp^2 \tag{7.5}
\]
To perform a simple exponential resummation, we can consider this as the first term in the Taylor series for \( e^x - 1 \). So we will try adding to equation (7.5) a contribution corresponding to the remainder of the series, namely
\[
\frac{S_\perp}{\pi} \sum_{\text{flavors}} \int_\tau^1 \frac{dz}{z^2} D_{h/g}(z) \frac{1}{k_{q,\perp}^2} \frac{\tau}{z} g \left( \frac{\tau}{z} \right) \int d^2q_\perp F_{x_q}(q_\perp) q_\perp^2 \times \frac{1}{c} \left( \exp \left[ \frac{\alpha_s N_c I_q(\tau/z)}{4\pi} \right] - 1 - \frac{\alpha_s N_c I_q(\tau/z)}{4\pi} \right) \tag{7.6}
\]
The constant \( c \), which can be adjusted to fix the normalization, is a practical necessity. This resummation is intended to apply at high \( p_\perp \), and adjusting \( c \) allows us to match the high-\( p_\perp \) resummed expression to the low-\( p_\perp \) LO+NLO expression. However this constant does not have a rigorous theoretical justification.

Going through the same procedure for the gluon-gluon channel, we express the sum of equations (5.113), (5.152), (5.162), and (5.174) in the high-\( p_\perp \) limit as
\[
\frac{\alpha_s N_c S_\perp}{4\pi^2} \int_\tau^1 \frac{dz}{z^2} D_{h/g}(z) \frac{1}{k_{q,\perp}^2} \frac{\tau}{z} g \left( \frac{\tau}{z} \right) 2T_g \left( \frac{\tau}{z} \right) \int d^2q_\perp F_{x_g}(q_\perp) q_\perp^2 \tag{7.7}
\]
where
\[
I_g(x) = 2 \int_x^1 d\xi \left[ 1 + \xi^2 + (1 - \xi)^2 \right] \left[ \frac{\xi}{(1 - \xi)} - \frac{1 - \xi}{\xi} + \xi(1 - \xi) \right] \tag{7.8}
\]
\[
= -\frac{152}{15} + 12x - 6x^2 + \frac{16}{3}x^3 - 2x^4 + \frac{4}{5}x^5 + 4\ln(1 - x) - 4\ln x \tag{7.9}
\]
Then we add the following terms as the correction:
\[
\frac{S_\perp}{\pi} \int_\tau^1 \frac{dz}{z^2} D_{h/g}(z) \frac{1}{k_{q,\perp}^2} \frac{\tau}{z} g \left( \frac{\tau}{z} \right) \int d^2q_\perp F_{x_g}(q_\perp) q_\perp^2 \times \frac{1}{c} \left( \exp \left[ c \frac{\alpha_s N_c 2T_g(\tau/z)}{4\pi} \right] - 1 - c \frac{\alpha_s N_c 2T_g(\tau/z)}{4\pi} \right) \tag{7.10}
\]
Numerical results for the complete LO+NLO+resummed cross section, for several values of \( c \), are shown in figure 7.1. As expected, the resummed expression compensates for the negativity at high \( p_\perp \) but overpredicts the experimental results at low \( p_\perp \). This makes sense because other diagrams not included in the resummation will have a larger contribution at low momenta.

However, we find that the cross section remains negative at high \( p_\perp \) up to rather large values of \( c \approx 10 \). Given that a true exponential resummation would have \( c = 1 \), this seems suspiciously large, so the results cast some doubt on the validity of the technique as a cure for the negativity. A more detailed resummation procedure which incorporates additional higher order corrections may work well, but the simple exponential resummation appears insufficient.
Figure 7.1: Results of the computation when the resummation correction is added to the LO+NLO results from figure 6.1. These are for dAu collisions where the edges of the error band are computed from $\mu^2 = 10\ GeV^2$ and $\mu^2 = 50\ GeV^2$. The erratic behavior of the plots is primarily due to large statistical variation from the Monte Carlo integration. It is clearer in the left plot that larger values of $c$ produce larger values of the resummation correction, thus bringing the cross section positive at large $p_{\perp}$ as $c$ increases, but the sharp increase at low $p_{\perp}$ is also evident. The same trends are present in the plot on the right, but the curves have a significant overlap so the effect of the resummation correction is harder to see.

7.2 Matching to Collinear Factorization

One reason the negative results of chapter 6 are particularly surprising is that the cross section can also be calculated using collinear factorization, yielding an expression that is manifestly positive at high $p_{\perp}$. Collinear factorization describes the structures of both the projectile and target using integrated parton distributions, as opposed to the hybrid factorization used in chapter 5 which represents the target using the unintegrated gluon distribution of the CGC. This suggests that we may want to investigate whether there is some fundamental difference between these two factorization schemes which causes their results to diverge at high transverse momentum. Reference [40] addressed this question, and the results published there are shown below.

Let’s begin by demonstrating how to calculate the cross section using collinear factorization. For the quark-quark channel, we start with the parton-level cross section for the diagram shown in figure 5.3. The squared amplitude comes from applying the standard rules of Feynman perturbation theory

$$|A|^2 = \frac{g_s^4}{N_c} \left[ -C_F \hat{s} + \hat{s}^2 + N_c \hat{t}^2 + \hat{s}^2 \right]$$

(7.11)

where $\hat{s}$, $\hat{t}$, and $\hat{u}$ are the Mandelstam variables for the partons. We then convolve this with the parton distributions for the projectile and target, and the fragmentation function, obtaining

$$\frac{d^3 \sigma}{dY d^2 p_{\perp}} = \sum_i \int \frac{dz}{z^2} D_{h_i}(z) \int dx_p dx_g f_{i/h}(x_p) g(x_g) |A|^2 \frac{1}{2s} \frac{1}{2(2\pi)^3} \frac{1}{2\pi} \delta(\hat{s} + \hat{t} + \hat{u})$$

(7.12)

We can show that this is equivalent to the high-$p_{\perp}$ limit of the hybrid factorization result as
follows. Using the definitions of the parton-level Mandelstam variables,
\[ \hat{s} = (k_{q}^2 + k_{g}^2) = \frac{k_{q}^2}{\xi (1 - \xi)} \quad \hat{i} = (k_{q}^2 - p_{q}^2) = \frac{- k_{q}^2}{\xi} \quad \hat{u} = (k_{q}^2 - p_{q}^2) = \frac{- k_{q}^2}{1 - \xi} \] (7.13)
where \( p_{q}^2 \) is the momentum of the initial state quark, we can substitute into equation (7.12) to obtain
\[ \frac{d^3 \sigma}{dY d^2 p_{\perp}} = \frac{\alpha_s^2}{N_c} \sum_i \int \frac{dz}{z^2} D_{h/i}(z) \int \frac{d\xi}{\xi} x_p f_{i/h}(x_p) g(x_g) \frac{1 + \xi^2 \frac{\xi}{1 - \xi} k_{q,\perp}^4 [C_F (1 - \xi)^2 + N_c \xi]} {k_{q,\perp}^4} \] (7.14)
With the identification between integrated and unintegrated gluon distributions (2.30), this coincides with the high-\( p_{\perp} \) limit from the hybrid factorization, which comes from expanding the LO+NLO cross section as a series in \( Q_s/k_{q,\perp} \). That expression is [40]
\[ \left( \frac{d^3 \sigma}{dY d^2 p_{\perp}} \right)_{qq} = \frac{\alpha_s}{2\pi^2} \int \frac{dz}{z^2} D_{h/q}(z) \int \frac{d\xi}{\xi} x_p q_{i/h}(x_p) \] 
\[ \times \left( C_F \frac{(1 - \xi)^2}{k_{q,\perp}^4} + N_c \frac{\xi}{k_{q,\perp}^4} \right) \int \mathcal{R} d^2 q_{\perp} q_{\perp}^2 F_{x_p(q_{\perp})} \] (7.15)
where \( \mathcal{R} \) is the integration region in transverse momentum space.

Because we are working at \( k_{q,\perp} \gg Q_s \), the assumption made in the calculations of chapters 5 and 10 that \( k_{q,\perp} \approx q_{\perp} \) is no longer valid. That means the integration region \( \mathcal{R} \) is determined by the exact kinematic constraint of equation (5.22), or equivalently
\[ (q_{\perp} - k_{q,\perp})^2 \leq k_{q,\perp}\left(\sqrt{x_c} - k_{q,\perp}\right) \frac{1 - \xi}{\xi} \] (7.16)
which selects a circle in \( q_{\perp} \) space around \( k_{q,\perp} \). Except for a single point at \( q_{\perp} = k_{q,\perp} \), this means \( \xi < 1 \), which eliminates the subtracted term from the plus prescription. Accordingly, the numerical results of this procedure should not suffer from the negativity problem we saw in the last chapter.

Figures 7.2 and 7.3 show that this is indeed the case. When the exact kinematic expressions are used, the resulting cross section is positive for all \( p_{\perp} \) due to the exclusion of the negative contributions at \( \xi = 1 \). As with the resummation, the exact kinematic result overpredicts the data at small \( p_{\perp} \), which is to be expected since we are using an expansion in \( Q_s/k_{q,\perp} \) which fails at low momenta.

An essential attribute of this matching prescription is the emergence of a “matching momentum” that separates the low-\( p_{\perp} \) regime, where the small-\( x \) calculation is accurate, from the high-\( p_{\perp} \) regime, where the exact kinematic result is accurate. Strictly speaking, though, this will be a range of momenta, not a single value. The lower bound of the range is approximately set by the saturation scale. Since the exact kinematic result is a power series in \( Q_s/k_{q,\perp} \), the subleading terms which cause the result to diverge from the data should be negligible for \( p_{\perp} \gtrsim Q_s \). The upper bound, on the other hand, is set by the momentum at which the LO+NLO result diverges from the experimental data, which is slightly less than the cutoff momentum at which it becomes negative. We have already seen in section 6.1.3 that the cutoff momentum is not straightforwardly related to the saturation scale; instead, it’s somewhat larger than \( Q_s \), by a factor which increases with rapidity. This means we have a range in which both the LO+NLO formula and the exact kinematic formula are accurate descriptions of the data.

Figure 7.2 shows the matching momentum range to be roughly 1 GeV to 1.5 GeV for \( \eta = 2.2 \) and about 1 GeV to 2 GeV for \( \eta = 3.2 \). As expected, the lower bound basically coincides with the saturation scale shown in figure 6.12, whereas the upper bound is larger, and the range of
overlap grows with increasing rapidity. We already know that the hybrid factorization used in this calculation applies only to forward rapidities, roughly 2 and up, so the trend we seen in the results of figures 7.2 and 7.3 suggests that the overlap region will be nonempty for all sufficiently forward rapidities.

According to these results, then, by combining the exact kinematic result at high $p_\perp$ with the approximate one at low $p_\perp$, we can achieve an accurate description of RHIC data over the full range of transverse momentum.
Summary and Conclusion

In this dissertation, we’ve seen a variety of different phenomenological techniques for probing the unintegrated gluon distribution at small momentum fractions $x_g$. The two calculations presented can be said to provide a representative (though not exhaustive) sample of the field of small-$x$ physics as a whole, in terms of

- the quantities being calculated: partially inclusive cross sections and correlation functions
- the physical processes being measured: Drell-Yan lepton pair production and hadron production
- the orders of the phenomenological calculations involved (leading, next-to-leading, and beyond) and the theoretical difficulties inherent to each order
- the experimental facilities used to produce these results: BRAHMS and STAR at RHIC, and similar detectors at the LHC

As we’ve seen in chapter 4, the lepton pair-hadron correlation has several characteristics that make it useful as a probe of the gluon distribution. In particular, the angular correlation allows us to separately probe values of $F_{x_g}$ at low and high transverse momenta using, respectively, the back-to-back region $\Delta \phi \approx \pi$ and the parallel emission region $\Delta \phi \approx 0, 2\pi$). For saturation physics, we are most interested in the region of small $x_g$, $Q < Q_s(x_g)$, which reveals itself in the shape of the central double peak. The detailed characteristics of the peak, including its depth and width, are especially sensitive to the gluon distribution in the saturation regime. Meanwhile the height of the peak is related to the rate of evolution of the saturation scale with $x_g$.

On the other hand, the nature of the high-momentum tail of $F_{x_g}$, whether exponential or power-like, is closely correlated to the height of a parallel emission peak. Existing experimental evidence suggests that the tail follows a power law and so, when correlation data from the LHC are collected and published, we should expect to see a large enhancement of parallel emission. The same enhancement should be clearly evident in data from RHIC for low lepton pair masses.

The STAR experiment is considering these lepton pair-hadron correlation measurements, especially the resolution of the peak structure, as a motivation for the upcoming upgrade to their detector [114]. Hopefully, then, high-quality correlation data will be available to compare to the theoretical predictions within the next several years.

Chapters 5 and 6 describe the first numerical implementation of the complete next-to-leading order corrections (though not including NLL BK evolution) to the inclusive cross section for $pA \rightarrow hX$. In chapter 5 I’ve briefly reviewed the calculation of the NLO corrections, including the modification of the kinematics required for next-to-leading order processes. The remainder of the
chapter details the conversion of the formulas into a form suitable for numerical implementation by removing singularities and Fourier factors.

The results, presented in chapter 6, are very interesting (if not entirely surprising) due to the negativity of the LO+NLO calculated cross section at high $p_\perp$. Evidently, incorporating the NLO corrections limits the kinematic range in which the formula gives an accurate relationship between the gluon distribution and the measured differential cross section. The discrepancy at high transverse momentum appears to be related to the subtractions of the divergences and the associated BK evolution. However, at low $p_\perp$ where the relationship is accurate and the calculated results do agree with experimental data, the corrections reduce the theoretical uncertainty resulting from the factorization scale dependence. Accordingly the LO+NLO formula allows more precise tests of saturation physics at low transverse momentum.

The observation that the calculated cross section is negative at high $p_\perp$ has significant consequences for future phenomenology: in particular, it indicates that we cannot rely on the convergence of the perturbation series at all transverse momenta, and that future work is probably best directed towards resumming the most prominent contributions at higher orders, or other modifications to the LO+NLO cross section which were neglected in the derivation of chapter 5. Chapter 7 presents two initial forays into that effort. First, we show an attempt at resumming the most prominent higher order contributions from multiple gluon loops. Although the correction terms resulting from the resummation do add to the cross section at high $p_\perp$, they do not cure the negativity without a suspiciously large “fudge factor” being inserted in the formula. A more promising technique is to dispense with the original calculation at high transverse momentum entirely, and use a large-$p_\perp$ series expansion that explicitly matches the result from collinear factorization, which is known not to suffer from negativity. This gives a fairly accurate reproduction of the data at high transverse momentum. By matching this result to the original small-$x$ calculation, we can achieve a reasonable description of the data over all transverse momenta. This opens the door to using the high-$p_\perp$ region of the inclusive hadron cross section as a sensitive probe of the unintegrated gluon distribution.
Appendix A

Group Theory of SU(3)

Recall that a group is a set of elements together with an operation that acts on members of the set such that the inputs and outputs of the operation satisfy a particular relationship.

Any other set of objects that satisfy the same relationships can also be considered a representation\(^1\) of SU(3).

The corresponding operation is matrix multiplication. For any two elements \(U_1, U_2 \in \text{SU}(3)\), the product \(U_1 U_2 \in \text{SU}(3)\). These matrices constitute the fundamental representation of SU(3).

Any matrix satisfying the three properties can be written \(U = \exp(iM)\), where \(M\) is a traceless hermitian \(3 \times 3\) matrix. The space of all \(3 \times 3\) traceless hermitian matrices is an eight-dimensional vector space, and thus \(M\) can always be expressed as a linear combination of eight basis elements:

\[
M = \sum_{i=1}^{8} c_i \lambda_i
\]  

(A.1)

We can choose these basis elements to be proportional to the Gell-Mann matrices

\[
\begin{align*}
\lambda_1 &= \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} & \lambda_2 &= \begin{pmatrix} 0 & -i & 0 \\ i & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} & \lambda_3 &= \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix} \\
\lambda_4 &= \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix} & \lambda_5 &= \begin{pmatrix} 0 & 0 & -i \\ 0 & 0 & 0 \\ i & 0 & 0 \end{pmatrix} \\
\lambda_6 &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix} & \lambda_7 &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -i \\ 0 & i & 0 \end{pmatrix} & \lambda_8 &= \frac{1}{\sqrt{3}} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -2 \end{pmatrix}
\end{align*}
\]  

(A.2)

with the coefficient

\[
T^i = \frac{\lambda_i}{2}
\]  

(A.3)

These are the generators of SU(3) in the fundamental representation. They satisfy the commutation relations

\[
[T^a, T^b] = i f^{abc} T^c
\]  

(A.4)

\(^1\)Technically, the representation is the mapping — the group homomorphism — from the set of abstract objects that constitute the group to another set of objects, such as matrices, that also satisfy the appropriate relationships under whatever operation is appropriate for those objects.
We’ll also need the generators in the adjoint representation, defined as

\[(\tilde{T}^c)^{ab} = f^{abc}\]  

(A.5)

### A.1 Identities

#### A.1.1 Completeness Identity

Suppose we have a vector space \(\mathcal{M}\) of matrices equipped with the scalar product

\[\langle A, B \rangle := \text{Tr}(A^\dagger B)\]  

(A.6)

and there is a basis of matrices \(X^a\) on this space which is orthonormal

\[\langle X^a, X^b \rangle = \delta^{ab}\]  

(A.7)

and complete

\[\forall M \in \mathcal{M}, \ M = M^a X^a \quad \text{where} \quad M^a := \langle M, X^a \rangle\]  

(A.8)

where the sum over the repeated index \(a\) is implied.

If we let \(E_{ij}\) be the matrix which has a 1 at row \(i\) and column \(j\) and zero everywhere else,

\[(E_{ij})_{mn} := \delta_{im} \delta_{jn}\]  

(A.9)

then the scalar product with \(E_{ij}\) provides a convenient way to extract one element of an arbitrary matrix

\[\langle E_{ij}, M \rangle = \text{Tr}(E_{ij}^\dagger M) = M_{ij}\]  

(A.10)

Now, using (A.8), we can write

\[E_{ij} E_{kl} = \langle E_{ij}, X^a \rangle X^a \langle E_{kl}, X^b \rangle X^b = X^a_{ij} X^b_{kl} X^b\]  

(A.11)

and if we take the trace of this, using

\[\text{Tr}(E_{ij} E_{kl}) = (E_{ij})_{mn}(E_{kl})_{nm} = \delta_{im} \delta_{jn} \delta_{kn} \delta_{lm} = \delta_{il} \delta_{jk}\]  

(A.12)

and

\[\text{Tr}(X^a X^b) = \text{Tr}(X^a_{ij} X^b_{kl}) = \langle X^a, X^b \rangle = \delta^{ab}\]  

(A.13)

we find that

\[\delta_{il} \delta_{jk} = X^a_{ij} X^a_{kl}\]  

(A.14)

We can apply these conclusions to the basis consisting of the normalized Gell-Mann matrices and the identity matrix:

\[X^0 = \frac{1}{\sqrt{3}} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad X^i = \frac{\lambda_i}{\sqrt{2}} = \sqrt{2} T_i, \quad 1 \leq i \leq 8\]  

(A.15)

In this basis, equation (A.14) becomes

\[\delta_{il} \delta_{jk} = X^0_{ij} X^0_{kl} + \sum_{a=1}^{8} X^a_{ij} X^a_{kl} = \frac{1}{3} \delta_{ij} \delta_{kl} + \sum_{a=1}^{8} X^a_{ij} X^a_{kl}\]  

(A.16)

which can be rearranged to

\[T^a_{ij} T^a_{kl} = \frac{1}{2} \delta_{il} \delta_{jk} - \frac{1}{2 N_c} \delta_{ij} \delta_{kl}\]  

(A.17)

where now the implicit sum over \(a\) runs from 1 to 8 because there are only 8 generators.
A.1.2 Wilson line reduction

This identity is useful to express a Wilson line in the adjoint representation in terms of the fundamental representation. The proof presented here comes from reference \[115\].

\[
W^{ab}(x_\perp) = 2 \text{Tr} T^a U(x_\perp) T^b U^\dagger(x_\perp) \tag{A.18}
\]

We start with the fact that tensor product of the fundamental representation and its conjugate gives the adjoint representation plus the trivial representation. In the language of group theory, one might see this written (for SU(3)) as \(3 \otimes \bar{3} = 8 \oplus 1\); in the language of Wilson lines, which are members of SU(3), it becomes

\[
U_{cf} U^\dagger_{gd} = W^{(cd)(fg)} + \frac{1}{N_c} \delta^{cf} \delta^{dg} \tag{A.19}
\]

Here \(W^{(cd)(fg)}\) is the same object that was designated \(W^{ab}\) before, but the indices \(a\) and \(b\), which ran from 1 to 8, have been replaced by pairs \((cd)\) and \((fg)\) where each of \(c\), \(d\), \(f\), and \(g\) runs from 1 to 3. Effectively \(W^{(cd)(fg)}\) is a member of a subset of 9 × 9 matrices that implement the adjoint representation of SU(3).

In the paired index notation, the other side of the equation becomes \(2 \text{Tr} T^{(cd)} U(x_\perp) T^{(fg)} U^\dagger(x_\perp)\). We can show that this is equal to \(\text{(A.19)}\) using the following alternate basis for the generators of SU(3):

\[
T^{(cd)} = \frac{1}{\sqrt{2}} \left( E^{cd} - \frac{1}{N_c} \delta^{cd} \right) \tag{A.20}
\]

or with the additional indices explicit,

\[
T^{(cd)}_{ij} = \frac{1}{\sqrt{2}} \left( E_{ij}^{cd} - \frac{1}{N_c} \delta^{cd}_{ij} \right) \tag{A.21}
= \frac{1}{\sqrt{2}} \left( \delta^{cd}_{ij} - \frac{1}{N_c} \delta^{cd}_{ij} \delta_{ij} \right) \tag{A.22}
\]

where I’ve used the definition of \(E\) from above \(\text{(A.9)}\). Plugging in, we get

\[
2 \frac{1}{\sqrt{2}} \left( \delta^{cd}_{ij} - \frac{1}{N_c} \delta^{cd}_{ij} \right) U_{jk}(x_\perp) \frac{1}{\sqrt{2}} \left( \delta^{fg}_{kl} - \frac{1}{N_c} \delta^{fg}_{kl} \delta_{kl} \right) U^\dagger_{li}(x_\perp) \tag{A.23}
\]

Expanding this and summing over repeated indices gives

\[
U^{df} U^{gc} - \frac{1}{N_c} \delta^{cd} \sum_{ij} U^{ij} U^{\dagger gi} - \frac{1}{N_c} \delta^{fg} \sum_{ik} U^{dk} U^{\dagger kc} + \frac{1}{N_c^2} \delta^{cd} \delta^{fg} \sum_{kl} U_{ik} U^\dagger_{kl} = U^{df} U^{gc} - \frac{1}{N_c} \delta^{cd} \delta^{fg} \tag{A.24}
\]

Relabeling indices \(d \leftrightarrow c\) and using \(\text{(A.19)}\) shows that this is equal to \(W^{(cd)(fg)}\), thus completing the proof.
Appendix B

Light-Cone Kinematics

In light-cone kinematics, instead of the $t$ and $z$ coordinates of a four-vector, we use $+$ and $-$ components, defined as

$$x^{\pm} = x_t \pm x_z \quad (B.1)$$

With these definitions, the scalar product in light-cone coordinates works out to

$$a^\mu b_\mu = \frac{1}{2}(a_+ b_- + a_- b_+) - a_x b_x - a_y b_y \quad (B.2)$$

which corresponds to a metric (in the $t$, $x$, $y$, $z$ basis) of

$$\begin{pmatrix} 0 & 0 & 0 & \frac{1}{2} \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ \frac{1}{2} & 0 & 0 & 0 \end{pmatrix} \quad (B.3)$$

We most often use light-cone coordinates for momenta, in which case the definitions are

$$p^\pm = E \pm p_z \quad p_\perp = (p_x, p_y) \quad (B.4)$$

and for the scalar product

$$p^\mu q_\mu = \frac{1}{2}(p^+ q^- + p^- q^+) - p_\perp \cdot q_\perp = E_p E_q - p_z q_z - p_x q_x - p_y q_y \quad (B.5)$$

$$p^\mu p_\mu = p^+ p^- - p_\perp^2 = E^2 - p_z^2 - p_x^2 - p_y^2 = m^2 \quad (B.6)$$

the latter of which can be rearranged into

$$p^\pm = \frac{p_\perp^2 + m^2}{p^\mp} \quad (B.7)$$

Now we take the definition of rapidity,

$$Y = \frac{1}{2} \ln \frac{E + p_z}{E - p_z} = \frac{1}{2} \ln \frac{p^+}{p^-} \quad (B.8)$$

We can solve this for $p_z$ to get

$$p_z = E \tanh Y \quad (B.9)$$
or for $p^+$ or $p^-$ to get

$$p^\pm = p^\mp e^{\pm 2Y}$$  \hspace{1cm} (B.10)

Equation (B.6) can be rearranged into

$$p^+ p^- = p_{\perp}^2 + m^2$$  \hspace{1cm} (B.11)

From equation (B.10) we get

$$p^+ p^- = (p^\pm)^2 e^{\mp 2Y}$$  \hspace{1cm} (B.12)

Combining equations (B.11) and (B.12) gives

$$p^\pm = \sqrt{p_{\perp}^2 + m^2} e^{\mp Y}$$  \hspace{1cm} (B.13)

which can also be solved for $Y$ as

$$Y = \pm \ln \left( \frac{p^\pm}{\sqrt{p_{\perp}^2 + m^2}} \right)$$  \hspace{1cm} (B.14)
Appendix C

Identities for Integration

C.1 Integration over vector product

This identity is required to convert certain parts of quadrupole-type terms in chapter 5 to momentum space.

\[
\int d^2 s \, d^2 t \, e^{-i q_1 \cdot s} e^{-i q_2 \cdot t} \frac{s \cdot t}{s^2 t^2} = -(2\pi)^2 \frac{q_1 \cdot q_2}{q_1^2 q_2^2}
\]  
(C.1)

We can rewrite the left side as

\[
\int_{0}^{2\pi} d\theta_s \int_{0}^\infty ds \int_{0}^{2\pi} d\theta_t \int_{0}^\infty dt \sum_{m} (-i)^m J_m(q_1 \cdot s) e^{im(\theta_s - \theta_1)} \times \sum_{n} (-i)^n J_n(q_2 \cdot t) e^{in(\theta_t - \theta_2)}
\]

and substitute in the Bessel generating function

\[
e^{ikx \cos \theta} = \sum_{n} i^n J_n(kx) e^{in\theta}
\]  
(C.3)

which can be rearranged to

\[
\frac{1}{2} \sum_{m} \sum_{n} e^{-im\theta_1} e^{-in\theta_2} \int_{0}^{\infty} ds \int_{0}^{\infty} dt \sum_{m} (-i)^m J_m(q_1 \cdot s) \int_{0}^{\infty} dt' \frac{1}{2} (e^{i(\theta_s - \theta_1)} + e^{i(\theta_t - \theta_2)})
\]

which can be rearranged to

\[
\frac{(2\pi)^2}{2} e^{i\theta_1} e^{-i\theta_2} \int_{0}^{\infty} ds \int_{0}^{\infty} dt \sum_{m} (-i)^m J_m(q_1 \cdot s) \int_{0}^{\infty} dt' \frac{1}{2} (e^{i(m+1)\theta_1} + e^{i(n+1)\theta_1} e^{i(m-1)\theta_2})
\]  
(C.5)

Performing the angular integrals turns the last line into \((2\pi)^2 (\delta_{m,-1} \delta_{n,1} + \delta_{n,-1} \delta_{m,1})\). Then we can sum over \(m\) and \(n\) to get

\[
\frac{(2\pi)^2}{2} e^{i\theta_1} e^{-i\theta_2} \int_{0}^{\infty} ds \int_{0}^{\infty} dt \sum_{m} (-i)^m J_m(q_1 \cdot s) \int_{0}^{\infty} dt' \frac{1}{2} (e^{i(m+1)\theta_1} + e^{i(n+1)\theta_1} e^{i(m-1)\theta_2})
\]  
(C.6)
The radial integrals can be done with the identity \( \int_0^\infty J_{\pm 1}(kx)dx = \pm \frac{1}{k} \) (valid for \( k \in \mathbb{R} \)) which leaves us with
\[
- \frac{(2\pi)^2}{2q_{1\perp} q_{2\perp}} (e^{i\theta_1} e^{-i\theta_2} + e^{-i\theta_1} e^{i\theta_2}) = -(2\pi)^2 \frac{\cos(\theta_1 - \theta_2)}{q_{1\perp} q_{2\perp}} = -(2\pi)^2 \frac{q_{1\perp} \cdot q_{2\perp}}{q_{1\perp}^2 q_{2\perp}^2}
\] (C.7)

### C.2 Fourier Transforms

The Fourier transform can be defined in various ways, corresponding to different choices of the constants \( a \) and \( b \) in the definition
\[
\tilde{f}(k) = \sqrt{\frac{|b|}{(2\pi)^{1-a}}} \int_{-\infty}^{\infty} f(x)e^{-ibkx}dx \tag{C.8}
\]
and its inverse
\[
f(x) = \sqrt{\frac{|b|}{(2\pi)^{1-a}}} \int_{-\infty}^{\infty} \tilde{f}(k)e^{ikx}dk \tag{C.9}
\]
To avoid ambiguity, in this dissertation I don’t use the notation \( \tilde{f}(k) \); all Fourier-type integrals are written out explicitly.

At several points it’s useful to have the Fourier integral of the 2D Dirac delta function,
\[
\delta^{(2)}(r_{\perp}) = \frac{1}{(2\pi)^2} \iint e^{\pm ik \cdot r_{\perp}} d^2 k \tag{C.10}
\]
which is easily derived from the definitions \( (C.8) \) and \( (C.9) \) with \( a = 1 \) and \( b = \pm 1 \). For one dimension,
\[
\int_{-\infty}^{\infty} \delta(x)e^{-ikx}dx = 1 \quad \Rightarrow \quad \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ikx}dk = \delta(x) \tag{C.11}
\]
and then \( \delta^{(2)}(r_{\perp}) = \delta(x)\delta(y) \).

We can use this to prove a useful identity for multiplication in Fourier integrals as follows:
\[
\int f(x)g(x)e^{-ikx}dx = \iint f(x)g(y)\delta(x-y)e^{-ikx}dxdy
\]
\[
= \iint f(x)g(y)e^{iq(x-y)}e^{-ikx}dxdydq
\]
\[
\int f(x)g(x)e^{-ikx}dx = \int dq \left( \int f(x)e^{-i(k-q)x}dx \right) \left( \int g(y)e^{-iqy}dy \right)
\] (C.12)
The derivation is essentially the same for the multidimensional version,
\[
\int f(x)g(x)e^{-ik \cdot x}d^n x = \int d^n q \left( \int f(x)e^{-i(k-q) \cdot x}d^n x \right) \left( \int g(y)e^{-iq \cdot y}d^n y \right)
\] (C.13)

### C.3 Regularization to Logarithm

This identity, equation (34) from reference [96], is the easiest way to convert some parts of quadrupole-type terms in chapter 5 to momentum space.
\[
\frac{1}{4\pi} \int d^2 q_{\perp} e^{-q_{\perp} \cdot r_{\perp}} \ln \left( \frac{q_{\perp} - \zeta k_{\perp}}{k_{\perp}} \right)^2 = \delta^{(2)}(r_{\perp}) \int \frac{d^2 r'_{\perp}}{r_{\perp}^2} e^{ik_{\perp} \cdot r'_{\perp}} - \frac{1}{r_{\perp}^2} e^{-\zeta' k_{\perp} \cdot r_{\perp}}
\] (C.14)
A proof starts with the relation
\[
\ln \frac{(q \perp - \xi \perp')^2}{k^2} = \lim_{a \to 0} 2 [K_0(ak \perp) - K_0(a \|q \perp - \xi'k \perp\|)]
\] (C.15)
which we can derive by noting that \(K_0(x)\) goes to \(-\ln x + \ln 2 - \gamma_E\) as \(x \to 0^+\).

\[
\lim_{a \to 0} 2 [K_0(ak \perp) - K_0(a \|q \perp - \xi'k \perp\|)] = 2 [-\ln k \perp - \ln a + 2 - \gamma_E + \ln \|q \perp - \xi'k \perp\| + \ln a - \ln 2 + \gamma_E] = \ln \frac{(q \perp - \xi'k \perp)^2}{k^2}
\] (C.16)

With this, we can express the left side of (C.14) as
\[
\frac{2}{4\pi} \lim_{a \to 0} \int d^2q \perp e^{-iq \perp \cdot r \perp} [K_0(ak \perp) - K_0(a \|q \perp - \xi'k \perp\|)]
\] (C.17)
which simplifies to
\[
\frac{1}{2\pi} \left( (2\pi)^2 \delta^{(2)}(r \perp) \lim_{a \to 0} K_0(ak \perp) - e^{-i\xi'k \perp \cdot r \perp} \lim_{a \to 0} \int d^2q \perp e^{-iq \perp \cdot r \perp} K_0(aq \perp) \right)
\] (C.18)

We can now use the fact that the modified Bessel function can be expressed as
\[
K_0(ak \perp) = \int \frac{d^2k \perp e^{ik \perp \cdot r' \perp}}{2\pi r'^2 + a^2}
\] (C.19)
Substituting this in and performing the limit, we obtain
\[
\delta^{(2)}(r \perp) \frac{e^{ik \perp \cdot r' \perp}}{r'^2} - e^{-i\xi'k \perp \cdot r \perp} \int \frac{d^2q \perp e^{-iq \perp \cdot r \perp}}{2\pi} \int \frac{d^2r' \perp e^{iq \perp \cdot r' \perp}}{2\pi} r'^2 \]
(C.20)
Applying equation (C.10) to the second term gives us the desired result (C.14).

### C.4 Sum of Polarizations

This identity is often used to sum over polarizations.

\[
\sum_{\lambda} (a \cdot \epsilon_{k}^{(\lambda)})(b \cdot \epsilon_{k}^{(\lambda)}) = a \cdot b - (a \cdot \hat{k})(b \cdot \hat{k})
\] (C.21)
Its proof follows simply from the fact that the \(\epsilon_{k}^{(\lambda)}\) together with \(\hat{k}\) form a complete and orthonormal basis. The completeness property means that
\[
a = (a \cdot \hat{k})\hat{k} + \sum_{\lambda} (a \cdot \epsilon_{k}^{(\lambda)})\epsilon_{k}^{(\lambda)}
\] (C.22)
Plugging this decomposition and the corresponding formula for \(b\) into the product \(a \cdot b\), and using the orthonormality of the basis vectors, gives
\[
a \cdot b = (a \cdot \hat{k})(b \cdot \hat{k}) + \sum_{\lambda} (a \cdot \epsilon_{k}^{(\lambda)})(b \cdot \epsilon_{k}^{(\lambda)})
\] (C.23)
which is trivially rearranged to give (C.21).
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