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Abstract

With the growing demand for image and video-based applications, the requirements of consistent quality assessment metrics of image and video have increased. Different approaches have been proposed in the literature to estimate the perceptual quality of images and videos. These approaches can be divided into three main categories; full reference (FR), reduced reference (RR) and no-reference (NR). In RR methods, instead of providing the original image or video as a reference, we need to provide certain features (i.e., texture, edges, etc.) of the original image or video for quality assessment. During the last decade, RR-based quality assessment has been a popular research area for a variety of applications such as social media, online games, and video streaming. In this paper, we present review and classification of the latest research work on RR-based image and video quality assessment. We have also summarized different databases used in the field of 2D and 3D image and video quality assessment. This paper would be helpful for specialists and researchers to stay well-informed about recent progress of RR-based image and video quality assessment. The review and classification presented in this paper will also be useful to gain understanding of multimedia quality assessment and state-of-the-art approaches used for the analysis. In addition, it will help the reader select appropriate quality assessment methods and parameters for their respective applications.
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1 Introduction

The demand for image and video quality assessment is growing rapidly in the emerging multimedia applications. During transmission and processing of multimedia,1 distortions often occur which may cause degradation of the visual quality. The final display of multimedia contents to a human viewer goes through many stages of processing and signal distortions may be introduced by any of these stages. It becomes necessary to measure and quantify the quality of multimedia and to scale the distortions that have been added at various stages.

1 The focus of this paper is on image and video contents only.
The studies in the field of image and video quality assessment aim at the development of metrics that can be used to calculate the quality of multimedia contents. The parameters and assessment metrics used in quality estimation methods play a significant role in a wide range of systems like modern video broadcasting systems including high definition TV, and applications such as image acquisition, displaying, enhancement, restoration, compression, printing, analysis, and watermarking [1].

Since Quality of Experience (QoE) is considered a better estimate of perceptual quality than the Quality of Service (QoS) [2, 3], it is important that the multimedia quality assessment is quantified through human perception. To judge the quality of an image or a video, the most reliable method is undoubtedly the subjective evaluation as human observers are the ultimate receivers of the content. A subjective assessment of quality using human observers can provide us a Mean Opinion Score (MOS). This assessment technique has been used previously as a subjective quality assessment metrics for the Image Quality Assessment (IQA) as well as Video Quality Assessment (VQA). There are differences between the approaches used for image and video quality assessment; given the fact that the mechanism of quality distortion are mostly different for images and videos. In this article, we address and present both image and video quality assessment techniques and classify them accordingly. But subjective assessment is time-consuming and expensive approach and cannot be implemented in real-time scenarios. Therefore, objective methods of quality assessment are required. A distortion-free and perfect quality image or video can be used as a reference against a distorted signal, which may give us an objective quality assessment. According to the degree of information available for the reference image or video signals, we can classify the quality assessment methods into full reference (FR), reduced reference (RR) and no-reference (NR) categories, as described below:

- **Full reference (FR)** In this category of methods, the reference multimedia contents are fully available for comparison with the received distorted contents in order to evaluate visual quality. However, in most practical applications, the original signal is not available at the client or receiver end. Using FR approach the metrics such as Structural Similarity Image Index (SSIM) [4], Multi-Scale Structural Similarity Index (MS-SSIM) [5], Feature Similarity Index (FSIM) [6], Gradient Magnitude Similarity Deviation (GMSD) [7], and Perceptual Similarity Index (PSIM) [8] have been proposed.

- **Reduced reference (RR)** In RR methods, it is not necessary to have access of the original multimedia contents for quality assessment purpose. Instead, only the characteristic information about pixels, coefficients of certain transformation, or other dominant features of the original image or video are provided. This is a practical approach for real-time scenarios and some examples of this approach include the reduced reference variants of SSIM and MS-SSIM, Reduced Reference Entropic Differencing (RRED) [9], and Spatial Efficient Entropic Differencing (SpEED) [10].

- **No reference (NR)** The quality assessment of image or video in this category is performed blindly on the basis of extracted features from the multimedia content under assessment as there is no reference available. However, NR-based image and video quality evaluation is a challenging task as the extracted features may provide very
limited information. Some examples of this category include BRISQUE [11], DIVINE [12], Natural Image Quality Evaluator (NIQE) [13], NR-Free Energy-based Robust Metric (NFERM) [14], (C)odebook Representation for No-reference Image quality (CORNIA) [15], BPRI [16] and Blind Multiple Pseudo-Reference Images (BMPRI) [17]. An NR image quality measuring metric by using the free-energy-based brain theory and human visual system (HVS)-inspired features are proposed by [18]. Another approached based on free-energy-based distortion metric (FEDM) and structural degradation model has been proposed by Gu et al. [19].

The multimedia quality assessment employing RR methods provides an intermediate approach between FR and NR as it requires only partial information about multimedia contents on the receiver end [20, 21]. In the RR approach, the features extraction process is performed both at the sender and receiver sides. The extracted features and multimedia content are sent over a medium that is assumed to be error-free. Once the features are sent, at the receiver side the same type of features are extracted from the received media, and different techniques are employed to measure the degradation in the perceptual quality. An optimal RR-based quality assessment method must attain good balance between the amount of data produced by RR features and the correctness of multimedia contents quality assessment. A user can have access to a huge amount of information as reference that can lead to the highly accurate estimation of quality of distorted multimedia contents. Obviously, a huge amount of RR features data are transmitted to the target system in this case. In contrast, if less data are sent on the same channel it takes relatively less time to communicate. As a result, it will be convenient to send lesser RR features data but precision of the quality estimation will suffer.

In multimedia world of today, the end-user demands a high-quality image and video viewing experience. Therefore, the quality assessment techniques have become extremely important and have been used in a wide array of applications. For example, Internet Services Providers and network operators have a strong interest to deliver high-quality services to the end-users. RR methods provide a quality metrics for the satisfaction of the end-user. There are a number of partners involved between service providers and end-users, which need service level agreement to guarantee the agreed quality standard to be provided to the end-user. Therefore, in such cases, RR methods can be an appropriate choice for quality monitoring of the live streaming systems [22, 23]. Moreover, there have been significant advances in the area of image and video compression, and various algorithms have been developed to compressed multimedia contents. RR approaches can be used to measure the quality of these multimedia contents after the compression algorithm.

In order to find appropriate method of assessment for a specific RR quality assessment application, one would need to review the related methods. To the best of our knowledge there is no study and comparison available in literature that addresses RR-based quality assessment methods. This article addresses the shortcomings and presents literature review in a classified way for those readers interested in the areas of RR-based quality assessments. In addition, our contribution presents an overview of RR quality assessment metrics with respect to domain-based classification (i.e., pixel, frequency, and bitstream) that helps in selection of the metrics according to the required multimedia
contents (i.e., image, videos, 2D or 3D based). The authors are expecting that this work can be helpful for specialists and researchers, and will provide review and summary of recent progress (development) in the area of RR-based quality assessment methods.

The rest of the article is structured as follows: In Sect. 2, we present state-of-the-art approaches in the field of multimedia quality assessment with a particular focus on RR-based approaches. In Sect. 3, we present the databases used for the development of new quality assessment parameters. In Sect. 4, we describe our proposed classification for RR-based quality assessment approaches in details.

In Sect. 5, we briefly summarize, conclude the quality assessment approaches, and suggest future works.

2 Related work

The approaches presented in [24, 25] are developed upon natural scene statistics which enable quality assessment to deliver reasonable performance in terms of human perception. However, various challenges in quality assessment design lead to different processes for RR quality evaluation under different circumstances. The algorithms for RR IQA and VQA either use relative entropy or entropic difference. For standard and high-resolution video quality assessment, the reader can refer to the classified models presented by [26, 27]. Visual statistics and visual features are used for basic classification of RR approaches which are further classified into the frequency and pixel-based approaches [27].

A review article for IQA is presented in [28]. In this article, the authors analyze the factors which affect both 2D and 3D image quality and provide the quality measurements of distorted images with respect to these factors. They also described the IQA databases and presented experimental results of IQA metrics. They presented the overall IQA approaches, which lack in differentiating between different FR, RR, and NR-based quality methods. They only target quality parameters that developed for 2D and 3D images quality estimation.

In [29], a survey of quality assessment metrics and the applications of these methods are presented. The importance is given to the metrics that depict quality measures from an end-user perspective. The authors in [26] presented various FR and RR approaches, which are divided into (1) point-based metrics (2) natural visual characteristics, (3) and Human Visual System (HVS) metrics. Further, natural visual characteristics (NVC) are divided into two sub-categories, i.e., natural visual statistics and natural visual features. The HVS perceptual metrics are also sub-divided into the frequency and pixel-based methods. The authors in [26, 29] presented an overview of image quality metrics of FR and NR.

One of the related review on perceptual image visual quality metrics presented in [30] is systematic, but its focus is only on six image metrics, namely SSIM [4], PSNR [31, 32], IFC [33], MSVD [34], VSNR [35] and VIF [36]. A survey on NR Image Quality Assessment (IQA) based quality assessment approaches are presented in [37]. The paper presents several frequency-based modules including signal decomposition, visual attention, just noticeable distortion and common feature as a whole without distinguishing FR, NR and RR assessment.

A machine learning-based framework, which utilized saliency detection from multimedia contents are developed in [38]. This framework can predict the quality
measurement for two common types of distortion, noise and JPEG compression. In the first phase, the framework predicts the distortion level and removed that distortion. In the second phase, the saliency map is calculated by using saliency detection algorithms, which measure the amount of distortion added in the multimedia contents. This framework is evaluated on Tampere Image Database (TID2013), which shows overall promising results.

Another review of image quality assessment and different challenges in these fields are highlighted by [39]. They reported key properties of visual perception, quality assessment datasets and existing full, no and reduced reference IQA algorithms.

A survey on frequently used subjective image quality assessment database are reported in [40]. They also classified and reviews objective image quality assessment on the basis of applications and the methodologies utilized in the quality measures. At the end they make performance comparison of quality measures for visual signals with evaluations protocols.

By looking at the literature, either the community focused on individual parameter-based RR approaches [30], or presented a few RR approaches with their NR or FR surveys [37]. There is not a single paper, which described all the quality parameters of RR with respect to multimedia content in a comprehensive way. Due to these shortcomings, we present a study of RR-based quality measuring approaches for both image and video quality assessment. We have presented different classifications of RR image and video quality approaches and compared the metrics performance of each class with respect to their approach. This would help the researcher to select the best approach according to their application and select related literature for the development of new methods.

3 Databases for RR quality assessment approaches

To check the appropriateness of developed RR IQA and VQA methods, a number of databases are used for the evaluations. In order to test the performance of these approaches, researchers usually use publically available databases for the evaluation of their developed quality metric. Some of the widely used public databases are described below:

1. **LIVE2005:** Image and Video Quality Assessment (LIVE) [41] database is widely used for image and video quality assessment. This database is divided into 5 parts on the basis of distortions types that is (i) JPEG compression of 169; (ii) JPEG2000 compressed of 175; (iii) Gaussian blur of 145; (iv) white noise of 145 images, and (v) bit errors in JPEG2000 bitstream of 145 images.

2. **TID2008** [42]: This dataset consists of 1700 test images (25 reference images, 17 types of distortions for each reference image, 4 different levels of each type of distortion). Mean Opinion Scores (MOS) for this database have been obtained as a result of more than 800 experiments.

3. **TID2013** [43]: This dataset is mainly developed for full reference visual quality assessment. This is the updated version of TID2008 with larger number (3000) of images.
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2 https://live.ece.utexas.edu/research/quality/subjective.htm.
test images obtained from 25 reference images, 24 types of distortions and 5 levels for each distortion.

4. IVL: The IVL [44] database consists of 20 original images of 886x591 pixels. These images are divided into two different contents in terms of low-level features (i.e., frequencies, colors) and higher (i.e., face, buildings, close-up, outdoor, landscape).

5. The IRCCyN/IVC database was developed by the Institute de Recherche en Communications ET Cyberntique de Nantes. This database consists of ten original images and 255 distorted images produced by four different processing methods (JPEG, JPEG2000, LAR coding, and blurring).

6. A well-known database is developed by [46, 47] for video quality assessment. For video quality assessment, the well-known database is developed by [46, 47]. This database consists of 20 videos. All these videos are HD YUV 4:2:0 format sequences which are downsampled to a resolution of 768 × 432 pixels. The frame rate of these videos is 25 or 50 per second. For every video sequence, 18 distorted versions are produced, with different types of distortion including IP-distortion, Wireless distortion, H.264 compression, MPEG-2 compression.

7. Image and video communications (IVC): Some researchers used the IVC test database, which is a set of 12 original images degraded by 5 types of distortions and quality scores [42, 45, 48].

8. Toyoma: Contains subjective assessment-based test data and stimuli generated via processing of 16 reference images using JPEG and JPEG2000 compression [49, 50].

9. EPFL 3D image database [51]: This database consists of stereoscopic images with a resolution of 1920x1080 pixels. Each scene was captured with fluctuating camera distances in the range of 9.5–61.5 cm. The database contains 11 scenes. For each scene, 6 different cameras are used to capture the scene with respect to different distances.

10. 3D Video IQA database: This database consists of 3D stereoscopic videos with a resolution of 1920 × 1080 pixels and a frame rate of 25 fps. In this database, various indoor and outdoor scenes with a variety of colors, textures, moving objects and depth structures have been captured. This database has 30 videos and the 30 × 20 score matrix as CSV files.

A number of databases are also analyzed and presented in [52] for in-depth details. They proposed several criteria for the quantitative comparisons of subjective ratings, test conditions and source content, which are used as the basis for correct analyses and discussion.

4 Classification of RR quality assessment methods

In today's Internet environment, RR-based multimedia quality assessment approaches are widely used, because they provide a features-based technique as compared to FR and NR techniques. NR-based methods are blind and do not utilize any original multimedia
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3 http://www.ivl.disco.unimib.it/activities/imagequality/.
4 http://www2.irccyn.ec-nantes.fr/ivcdb/.
5 https://mmspg.epfl.ch/downloads/3dvqa/.
contents for quality assessment due to which, we cannot totally rely on their estimation for multimedia quality. On the other hand, FR-based approaches make use of full multimedia contents to measure the quality, which is not used in most of the practical scenarios. The RR-based methods are used in real-time scenarios because it is more reliable as compared to NR and used fewer overhead data as compared to FR-based approaches. These methods use different RR features based on the scenarios, so it is useful to classify these methods into meaningful classes. In literature, there is not a single work that classifies these RR methods into classes and sub-classes on the basis of scenario and multimedia contents.

In most of the scenarios, the quality of the multimedia contents is interpreted in the form of pixels, frequency or bitstream-based operations. The pixel-based operation is performed on the pixels using one or many pixels at a time. Frequency-based methods such as discrete cosine transform (DCT) and wavelet coefficients use frequency transformation of the original image for the quality estimation. Pixel-based methods use the simple process as compared to frequency-based operations, but in some scenarios, frequency-based methods are more efficient because pixel-based methods do not provide sufficient information for quality scores. Bitstream-based methods, on the other hand, make use of stream of bits data which is obtained by channel encoding and decoding. These methods are computationally less intensive due to the whole data decoding for quality estimation.

In our proposed classification, RR methods have been divided into four main categories, i.e., pixel, frequency, bitstream, and 3D multimedia-based\(^6\) methods. From our viewpoint, this classification is very useful with respect to the interpretation of multimedia data. We further classified these classes into sub-classes. The pixel-based approaches are divided into the point and mask-based approaches. Similarly, frequency-based methods are divided into wavelet and DCT coefficient-based methods. Bitstream-based methods are divided according to the communication channel into low and high

\(^6\) We focused on both 3D image and video for the RR-based quality estimation methods and classify into one class to differentiate from 2D image and video.
bandwidth-based methods. 3D-multimedia-based methods are represented in a single-class due to the limited approaches developed in this category. The details of classification are presented in the next section with graphical-overview in Fig. 1.

4.1 Pixel-based methods

Many quality assessment methods are available in the literature which directly manipulate the image pixel values for estimating the multimedia contents quality. These methods are divided into point (i.e., the individual pixel point of multimedia contents in most of the approaches) and mask (i.e., more than one pixel in a small portion of multimedia content) based RR quality methods. Point-based operations work on individuals, while mask-based operations use adjacent pixel values. The classical implementations of these methods are sequential and their complexity is proportional to the number of pixels in an image. Point and mask-based operations are less complex as compared to frequency methods due to the complex operation like discrete Fourier transform (DFT) involved. Many well-known objective quality assessment methods, such as peak signal-to-noise ratio (PSNR) [31] and mean square error (MSE) [53] are pixel-based methods. These methods are used from the beginning of image and video processing and also in the quality assessment field. Due to the pixel and mask-based operations and their importance in the multimedia fields, we have classified these methods into the point and mask-based RR approaches.

4.1.1 Point-based methods

Point-based operations on an image are independent of the values of pixels as a whole and only take into account one pixel at a time and performed operations. In this class of RR methods, every operation takes one pixel and changes its value according to the content of multimedia data (i.e., image or video). These approaches are described below in detail.

The approach discussed in [50] uses three test images and used for features-based PSNR values. The combination of different features constitutes a higher correlation between quality assessment for image or video content. Those images or videos, which are decided for subjective quality score (i.e., the score valued varies between 0 and 1) depends on the contents and their corresponding MOS. The human visual system understands and also predicts the main visual information of image and video. The insight quality of image and video relies on the information of fidelities (i.e., the natural scene statistics and the notion of image/video contents extracted by the human visual system).

In [54], a novel RR-IQA-based approach which used multimedia fidelity of image visual information for features to measure the quality of the image. Their architecture which used full and reduced reference distorted image is shown in Fig. 2.

An orientation selectivity (OS)-based RR-IQA proposed by [55] used the visual contents of extracted OS as RR features for IQA. The mechanism first used to analyze the two nearby pixels similarity and then the orientation similarities of the local neighborhood pixels. With the help of orientation selectivity visual pattern, the visual features of an image are measured and plotted in the OS histogram map. The two histograms mapping by reference and the distorted image is measured for quality
estimation and calculated the changes between the two histograms. The changes from histograms will estimate the quality metrics of the image. The more in changes in a base histogram the greater the quality loses by the original image.

The work presented in [56] is based on the phase congruency (PC) changes between the original and distorted image. The model works in three stages. In the start stage, the fractal dimensions [57] of reference and distorted images are calculated on the PC as features of the image. In the later stage, the image features are characterized by spatial distribution features. In the final stage, the image features are gathered as the quality score using the distance measure. On the basis of these three stages, the quality of the image is measured.

A unique RR-IQA method proposed in [21, 58] is based on exploiting the spatial and temporal information loss and statistical features based on an inter-frame histogram. A proposed Energy Variation Descriptor (EVD) measures the energy change in a frame that is caused during the quantization process in spatial domain. EVD also has the ability to depict the texture masking attribute of HVS. The Generalized Gaussian Density (GGD) function is used to capture the inter-frame statistical distribution in the temporal perspective. The City-Block Distance (CBD) works by calculating the histogram differences between video sequences. A proficient RR VQA is developed by merging spatio-temporal features based on EVD and CBD. The proposed method outperforms the FR VQA and RR VQA in subjective evaluations which implies a more precise depiction of HVS. Only a small number of RR features are taken out for expressing the original frame data.

A systematic summary of point-based RR perceptual quality assessment methods is presented in Table 1, with details. Point-based approaches are presented in the image and video category. Each approach is described with the multimedia content resolution, processing, quality parameter (i.e., metrics) and parameter performance.
In Table 1, the method in [50] uses point operations for the calculation of PSNR which is in turn used for the estimation of quality scores. The authors used both the JPEG and JPEG2000 compression for calculating the distortion made by compression and find their technique exploiting RR-based approach.

4.1.2 Mask-based methods

Mask-based operations on an image take into account a sub-image or a portion of an image for each operation. Each portion contributes to the final output of the operation. Mask-based RR perceptual quality assessment approaches are presented below in detail.

Different types of features, such as linear structure orientation, length, width, maximum magnitude, contrast, and local mean value can be used for assessing the quality of the multimedia content to find the best in terms of quality assessment. The approach presented in [50] has discussed testing of these features for quality assessment. The approach also discussed how the information of these features can be combined to get higher performance. The structural information of image and video frames are very sensitive to noise and image distortion [59]. This structural information can be used for RR quality assessment. The perceptual structural information of image and video are used by [50, 59] for RR image/video features for quality estimation. They used JPEG and JPEG2000 images of structural information for their proposed approach testing.

Visual features information can be used as a measure for video or image quality assessment. The method proposed in [50] is based on the directional edge projections. The edge information is obtained using Sobel filters. Once the image is decompressed or received over the network channel, the edge profiles of original and distorted media are checked to find the quality differences. Statistical features from a multi-scale orientation of image with divisive normalization can be used for RR-IQA [61], the methods used by [62] is based on the structural similarity index (SSIM), which can also be used in the majority of FR image quality estimation measurement.

The relation between depth map quality and overall quality of light field plays an important role to study the quality of the distorted image. RR IQA method based on the depth map and overall quality of light field is presented in [63]. They measured the distortion in the depth map of distorted images by utilizing their own developed dataset for image quality measurement prediction.

The image-statistic is based on image gradient magnitude and Weibull distribution using scale and shape, which can play an important role in the assessment of RR image features [53]. An approach based on scale and shape with image gradient magnitude and Weibull distribution is proposed in [53]. They used the strongest component map in terms of scale-space as RR features for image quality. Singular value decomposition (SVD) method discussed in [64] can be used for the quality estimation. SVD was previously used for image luminance information, but it is also used for image feature extraction. SVD algorithm reduces a high amount of data while retaining high accuracy. The novel SVD approaches employing the multi-scale structural similarity index (MS-SSIM) for quality prediction, which can be used.

The author in [65] proposed an approach, which exploit and integrate analysis of space–time slices with frame-based image quality measurement for video quality prediction. They first arrange the test and reference video sequence into a space–time slice
representation. Then they compared a collection of distortion-aware maps with each reference-test video to make pair to distortion measurement.

Fast Johnson–Lindenstrauss transform (FJLT)-based image hashing technique for RR approach provides the low data-rate features of multimedia content for reference and accurately estimates the quality degraded by JPEG and JPEG2000 compression [66]. This technique is robust against many types of distortions including compression. The quantity of FJLT hashing features for RR-based quality assessment technique is small to fulfill the requirement of low data. The FJLT approach is based on three steps: (i) random sampling, (ii) dimension reduction, and (iii) weights incorporation. In random sampling, the image is first converted to grayscale and then ‘N’ (i.e., N number of images) sub-images are selected using the secret key. These features matrix are mapped into lower dimensions using FJLT with minor distortions, and then weights are assigned to hash features randomly. This final information can be used as the RR feature to estimate the quality of multimedia contents degree by distortion-like compression in that particular case.

Two-layer approaches proposed by [67–69] use color correlogram for analyzing the variations in color images. The first layer processes the image and finds the type of distortion in the image. The second layer identifies and predicts the kind of degradation. The color correlogram (i.e., ACF-Auto Correlation Function) finds the alteration in the distribution of color image and two-layer system used for RR image quality estimation for the reference image and finds the quality of the degraded image. The approach is presented in Fig. 3.

A new RR-based system is presented in [66] that uses less than 10 kbps RR features and still achieves high subjective quality. This system is based on similar feature
In [70], an objective VQA method is presented that uses the gain and loss of information of local harmonic strength for VQA. The harmonics information generated from edge-detected pictures is used to measure the quality degradations. First of all, edges information from the image is extracted, then an optional false edges removal operation is performed. The edges information is converted to blocks first and RR harmonics analysis is performed. This harmonics information is sent to the receiver side as the RR video quality measure. The receiver calculates the same harmonics information on the received video and then an objective comparison is used to check the quality degradation.

Table 1 Summary of point and mask-based RR perceptual quality assessment metrics values with respect to the distortion types (i.e., JPEG, JPEG2000)

| Domain | Multimedia | Resolution | Distortion type | Quality parameter | Parameter value |
|---------|------------|------------|-----------------|-------------------|-----------------|
| Point   | Image      | 512 × 512  | JPEG, JPEG2000  | PSNR [50]         | 0.918, 0.924    |
|         |            | 512 × 512  | JPEG, JPEG2000  | PSNR [50]         | 0.932           |
|         | Video      | 360 × 288  | MS-MPEG-4       | Blockiness [21]   | 0.748           |
| Mask    | Image      | 768 × 512  | JPEG2000        | EHD [64]          | 0.792           |
|         | Mask       | 768 × 512  | JPEG2000        | MS-SSIM [64]      | 0.952           |
|         | Video      | 32 × 32(FFT)| VQEG            | MSE [70]          | 0.821           |
|         | Video      | 768 × 512  | H.263           | SSIM [73]         | 0.737           |
|         |            | 768 × 512  | H.264/AVC       | EPSNR [21]        | 0.858           |
|         |            | 486 × 720  | MPEG-2          | VQM [50]          | 0.923           |
|         |            | 486 × 720  | MPEG-2          | PSNR Winkler Metric [73] | 0.779 |
|         |            | 32 × 32(FFT)| MPEG-2         | Winkler Metric [71]| 0.784          |
|         |            | 32 × 32(FFT)| MPEG-2         | Winkler Metric [74]| 0.713          |

Resolution represents the image/video resolution. Distortion type represents their method used on different distortion types with respect to quality estimations. Quality parameter represents the evaluation parameters used by authors in their work. Note: Parameter value represents performance values of the RR technique applying on particular distortion type. These values measure the amount of distorted introduced in the multimedia content. For example, if the distortion is due to the JPEG compression and someone want to measures the value by using PSNR with respect to a particular RR-based method.

The authors used these distortions types for RR technique to measure the metrics values (i.e., PSNR, SSIM)

extraction techniques as found in the National Telecommunications and Information Administration (NTIA) general Video Quality Model (VQM).
In [71, 72] the feature information is extracted using mask operations. In [21], the histogram difference and CBD is used for quality estimation which is basically a point-based operation. However, the structure information is extracted using mask-based operations as discussed in [50, 64, 66, 70].

A summary of mask-based RR perceptual quality assessment methods is presented in Table 1, with details. Mask-based approaches are presented in the image and video category. Each approach is described with the multimedia content resolution, processing, quality parameter (i.e., metrics) and parameter performance for better understanding.

4.1.3 Results and discussion

The information of pixel-based methods for both images and videos multimedia contents can be obtained using point and mask-based operations. The main purpose of dividing the pixel-based methods to sub-classes is to reduce the search and time for those, who are interested in this area. The benefits of this classification are to select a particular domain for developing new techniques for RR-based methods and also explore only the relevant materials. Table 1 summarizes the reviews and literature work of pixel-based methods in detail with both the distortion type and related quality measurement parameters. For example, in order to develop a new technique for RR-based multimedia quality assessment and to use pixel-based approach, Table 1 provides a concrete and comprehensive literature review.

Table 1 also represents the comparison between point and mask-based approaches with respect to quality metrics and performance. Point-based techniques are mostly used for 2D-image quality estimations and the values used in the performance are based on the amount of how much the image is distorted by compression technique. The higher the values of a quality metrics (i.e., column no. 6), the higher is the multimedia quality degraded and better is the technique used for RR-based features. If we analyze in-depth Table 1 row 2, the values show JPEG2000 compression and PSNR for quality estimation with high value. Mask-based approaches are mostly used for video quality estimation and in few cases for the image. In Table 1, quality metrics and related literature (i.e., column-5) are displayed for selecting the relevant technique.

4.2 Frequency-based methods

Features in the form of frequency domain are important in all areas of multimedia data processing and analysis. The two most significant and commonly used feature extraction domains are wavelet and discrete cosine transformation (DCT) coefficient, which are widely used in the fields of multimedia analysis. Wavelets [75] are mathematical functions that cut up data into different frequency components, and study each component with a resolution matched to its scale. A wavelet series is a representation of a square-integrable (real- or complex-valued) function by a certain orthonormal series generated by a wavelet. The multimedia data represented in DCT [76] expresses a finite sequence of data points in terms of a sum of cosine functions oscillating at different frequencies. In the field of RR I and VQA, researchers have developed different RR multimedia
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7 Here we are considering a video is the combinations of frames and their quality is in terms of individual-frame quality.
quality estimation approaches based on Wavelets and DCT features. Wavelet and DCT transformations are mathematical tools to utilize to abstract information from different kinds of multimedia including audio, images or videos. The frequency-based methods used DCT and wavelet coefficients to find the RR features. We have presented these approaches in detail in the following sections.

4.2.1 *Discrete wavelet transform coefficient-based methods* 
Wavelet transform is a mathematical tool to extract information from the multimedia contents in the frequency domain. Wavelet transform is used to propose different RR multimedia contents quality assessment methods. Ranges of wavelets are usually needed to examine the data.

Wavelet-based watermarking schemes presented in [77–79] is the approximation of a parameterized Discrete Wavelet Transform (DWT). At the transmitter side, original image features are embedded in the original multimedia contents via a robust watermarking wavelet technique. In watermarking, the optimize parameter is DWT which is used to derive optimal wavelet transform for every image to solve the genetic algorithm optimization problem. After transmitting these embedded contents, at the receiver end, the entrenched features for the original multimedia contents are extracted and measured with the analogous features of the noisy multimedia contents. During transmission, the low-frequency feature contents of the multimedia and histogram features suffered distortion. These distortions are calculated by transmitting the low-level frequency features of original multimedia contents with their analogous histogram features at the receiver side by means of a strong watermark [80].

The image model which consists of natural image statistics is based on wavelet-domain with Kullback–Leibler [81] deviations. These features can be used as RR image and video quality measuring parameters for the quality estimation of image and video.

The multimedia contents quality proposed by [82] is a novel-based method. This method is based on wavelet-domain by using contrast sensitivity function (CSF), *multiscale geometric analysis*, and Weber’s law of just noticeable difference to measure the RR features for image and video quality.

The statistic-based methods proposed by [83, 84] are based on a stochastic RR-IQA index to calculate the quality of the image by using state-of-the-art deep learning Restricted Boltzmann Machine Similarity Measure.

The RR perceptual quality assessment parameters proposed by [85–88] use RR perceptual quality metrics for color stereoscopic images. Their original and distorted RR model is presented in Fig. 5. Their approach is based on a disparity map of the original (reference) stereoscopic and distorted image, to measure the RR-based quality of multimedia content. In the first phase, the disparity map for reference and distorted image is measured by using color image disparity measurement by using eigenvalues and tensor structured properties of stereoscopic images. In the second phase, they measured multispectral wavelet decomposition to differentiate the different channels in the HVS. In the third phase, the CSF filtering is used to obtain the visual features information from both the reference and distorted images. Combining features from these stages, they estimated the RR features of distorted and reference stereoscopic multimedia quality and proposed RR IQA metrics for stereoscopic images.
The work proposed by [89], is based on contrast sensitivity function-filtering as RR features for the reference image, and find the quality of the distorted image. By using the features of HVS, rational sensitivity threshing is set to extract the sensitivity coefficients of reference and distorted images and calculate the image quality parameter.

The low-level features of multimedia contents for quality measuring are proposed by [90, 91]. Their method is based on edge discrimination information in the form of image statistics. In the first phase, the binary edge map was measured from the wavelet-transform modulus and then multi-scale wavelet transformation of both reference and distorted images are measured to find the quality of multimedia content. The low-level features are used to differentiate between reference and distorted image features. In the second stage, the edge-pattern map is produced by using a gradient operator, which applied on the binary map called edge-pattern map. This edge-pattern map is further utilized to produce the histogram to verify the pattern of the edges of distorted and reference image to measure the quality of image-based on these patterns of edges.

Many researchers have used wavelet coefficient histograms as RR features in their work to compare with the distorted contents. The Kullback–Leibler, which used distance among the probability distributions of frequency-based wavelet coefficients of the references and distorted images and used it as a degree of multimedia contents distortion [92]. The second method, which is Generalized Gaussian Model (GGM) is used to summarize the peripheral dispersal of frequency features of wavelet coefficients for the reference image. In GGM, the assessment of multimedia contents quality need a small number of RR features. The spatio-temporal entropic differences [9] are linked well with human judgments of multimedia quality [93].

Table 2 shows the approaches proposed for discrete wavelet transform coefficient-based RR perceptual quality assessment methods. These approaches are presented in the image and video category. Each approach is described with the multimedia content resolution, processing, quality parameter (i.e., metrics) and parameter performance in detail.

### 4.2.2 Discrete cosine transform coefficient-based methods

Discrete cosine transformation (DCT) is used for the numerical solution of partial differential equations used in reference and distorted multimedia content analysis [76]. Spectral features of multimedia contents are done with the help of DCT [105]. The concept of DCT with respect to RR perceptual quality assessment is shown in Fig. 4.

DCT has been broadly accepted and engaged for the compression of multimedia contents, denoising, and deblocking. It is also used for RR features of image and video
quality measurement, analysis and even for guiding the image and video processing. We can abstract numerous HVS penetrating features based on the DCT coefficients. The approaches presented in [97, 106] are based on coefficient distributions of reduced DCT

Table 2 Summary of DWT and DCT-based RR perceptual quality assessment metrics values with respect to the distortion types (i.e., JPEG, JPEG2000). The authors used these distortions types for RR technique to measure the metrics values (i.e., PSNR, SSIM, etc.)

| Domain | Multimedia | Resolution | Distortion type | Quality parameter | Parameter value |
|--------|------------|------------|-----------------|------------------|-----------------|
| DWT    | Image      | 512 x 512  | JPEG            | SSIM [4]         | 0.752           |
|        |            | 512 x 512  | JPEG            | MSE [77]         | 0.783           |
|        |            | 512 x 512  | JPEG            | PSNR [83]        | 0.764           |
|        |            | 512 x 720  | JPEG            | SSIM [84]        | 0.874           |
|        |            | 512 x 720  | JPEG2000        | SSIM [85]        | 0.893           |
|        |            | 512 x 720  | JPEG            | MSE [80]         | 0.694           |
|        |            | 512 x 720  | JPEG2000        | MSE [80]         | 0.654           |
|        |            | 512 x 512  | JPEG2000        | PSNR [87]        | 0.856           |
|        |            | 512 x 512  | White Gaussian  | MSSIM [88]       | 0.734           |
|        | Noise      | 512 x 512  | JPEG            | POROPOSE D [91]  | 0.844           |
| Video  | 486 x 620  | MPEG       | STRED [92]      | 0.719           |
|        | 486 x 620  | H.264      | SRRED [93]      | 0.724           |
| DCT    | Image      | 8 x 8 DCT  | JPEG and MP3    | PSNR [94]        | 0.871           |
|        |            | 8 x 8 DCT  | JPEG and MP3    | WNSIM proposed [95] | 0.738     |
|        |            | 8 x 8 DCT  | JPEG and JPEG2000 | SSIM [96]    | 0.733           |
|        |            | 512 x 512  | JPEG, JPEG2000  | PSNR [97]        | 0.876           |
|        |            | 512 x 512  | Blur            | SSIM proposed [98] | 0.704     |
|        |            | 512 x 512  | White Gaussian  | PSNR [99]        | 0.830           |
|        |            | 768 x 512  | JPEG, JPEG2000  | VSNR [100]       | 0.626           |
|        |            | 512 x 512  | Blur            | MS-SSIM proposed [94] | 0.825     |
| Video  | 512 x 512  | Additive white noise | [101] | 0.789           |
|        | 512 x 720  | JPEG, MPEG-2 | [102] | PSNR [103]       | 0.828           |
|        | 512 x 512  | WGN        | PSNR [104]      | 0.872           |

Resolution represents the image/video resolution. Distortion type represents the method used by authors on distortion type with respect to quality estimations. Quality parameter represents the evaluation parameters used by authors in their work.
subband, which can be precisely modeled by GGD for RR perceptual quality assessment. Those signals, which are sensitive to the addition of distortions can be used for the introduction of perceptual quality assessment methods [97]. These methods utilized the statistical properties of signals [98]. These signals’ property will be affected by the introduction of distortion in multimedia content. As the image or video has been shown in the reduced DCT domain, the association between diverse frequency components should be measured and present. At the initial phase, the energy bending in diverse frequencies can marginally represent the alteration level. Secondly, HVS masking properties would be modeled by the energy distributions over different frequencies [99].

The approach presented in [101] used the magnitude and phase of 2D-DFT for the I and QA algorithms. The basic methodology is, to associate the magnitude and phase of reference and distorted images to calculate the quality parameters. To accommodate the fact that the human visual system [100] behaves differently for the different frequency elements. By enabling the RR features of the phase and frequency, the linear regression will combine the effects of changes in magnitude and phase. This technique is efficient and can be used to determine the required weights. This strategy used for RR perceptual quality assessment is phase-dependent due to the fact that phase carrying more information than magnitude.

The intra- and inter-subband statistical features in a simplified DCT domain are used for RR multimedia quality assessment [94, 104]. The approach in the intra-subband statistical features is the block-based DCT coefficients, which are simplified into a three-level tree. GGD function is used to capture the intra-subband characteristics. The main difference between the actual coefficient distribution and GGD is shown by City-Block Distance (CBD). In the second approach of inter-subband characteristics, the Mutual Information (MI) between adjacent reorganized DCT subband is used to show the corresponding relationships. The combination of the CBD intra-subband and MI of inter-subband depicts the proposed RR IQA in [104]. This method gives a very good result as compared to the existing RR methods which require a smaller number of RR features.

Table 2 shows the approaches proposed for DCT coefficient-based RR perceptual quality assessment methods. These approaches are presented in the image and video category. Each approach is described with the multimedia content resolution, processing, quality parameter (i.e., metrics) and parameter performance in detail.

4.2.3 Results and discussion

Literature review regarding frequency-based RR perceptual quality assessment methods are divided into wavelet and DCT-based features. The main purpose of dividing the frequency-based methods RR perceptual quality assessment into sub-classes is to reduce the search and time for those, who are interested in RR multimedia quality assessment and want to develop new parameters.

Wavelet transformation offers simultaneously in space and frequency a suitable framework for the limited representation of signals. They are mostly used to become the preferred form of demonstrations for many multimedia contents algorithms and used in the initial phases of biological visual-system [92].

The wavelet-based watermarking scheme is a parameterized DWT, which is an embedding process in the transmitter side to establish the wavelet-based watermarking within
the original images/frames. The features of the original image/frame will be secured and we will get DWT, which is an optimized parameter to solve the optimization of genetic algorithms. Another promising performance in wavelet-domain for multimedia content visual perception quality evaluation is grounded on the statistics property of the natural image. In wavelet-domain, the Natural Image Statistic Metric (NISM) is used to find the wavelet coefficient of original and degraded image/frame for multimedia quality assessment. These coefficients are represented in the GGD form, which essentially used for quality measurement [94]. The NISM method has been documented as the normal approach for RR multimedia contents quality, it fails to deliberate the statistical associations of wavelet coefficients in dissimilar subbands and the visual reaction characteristics of the mammalian cortical simple cells [107].

Wavelet conversion cannot openly abstract the image symmetrical and geometrical information, e.g., curves, lines, and wavelet coefficients are impenetrable to smooth multimedia contents edge contours. Consequently, there is a giant room for supplementary improvements in the efficiency of RR multimedia contents quality. To overcome these problems, the contourlet transformation [108] is a method for optimally representing image symmetrical and geometrical information. This method perceives, identifies, organizes and deploys data (e.g., lines, edges, and curves), which technically distance a high-dimensional space with significant features.

For decorrelation and energy compaction properties [109, 110], we have used DCT features because most of the research accomplishments in image and video coding have been engrossed on the DWT.

Table 2 summarizes the reviews and state-of-the-art approaches in the domain of frequency-based RR perceptual quality assessment methods in detail. Frequency feature approaches are presented in the image and video category. Table 2 also represents the results with respect to the distortion type of multimedia content and quality measurement parameters. For instance, to develop a new approach for RR-based multimedia quality assessment and to use frequency features as RR, Table 2 provides a tangible literature review. It will avoid the extra search for irrelevant approaches in this area.

### 4.3 Bitstream-based methods

Bitstream is the sequence of bits in the form of 1s and 0s, which can be transferred from one device (or location) to another. Bitstreams are used in communication, audio and networking applications. When we transferred the multimedia content (i.e., image or video) through a communication channel, there is a maximum probability that these media channels can add distortion. To find the amount of distortion and measure the quality of distorted multimedia content is a very important area of multimedia quality assessment research. We reported those approaches, which based on multimedia quality distortion with respect to communication media channels in the form of bitstream-based RR perceptual quality assessment methods.

Bitstream-based RR perceptual quality assessment methods make use of the bitstream data that are sent to the network channel. The encoders encode the original data and convert it to the bitstream which is then used in the bitstream-based VQA methods. This data is used for objective VQA, QoE and QoS for the end-users in the networked environment [22]. The stream of bits is parsed to get different features for the estimation
of quality. These methods are computationally less intensive as they do not need to decode the full encoded multimedia contents to estimate the quality [22].

Bitstream-based RR perceptual quality assessment methods are not universal as each network encoder uses different encoding standards. Hence the data of bitstream are in different formats [111]. In bitstream-based RR perceptual quality assessment methods, data loss occurs due to packet loss over the network. Video streaming services usually use User Datagram Protocol (UDP) and Real-time Transport Protocol (RTP) [111] as they do not cause unwanted delays. On the contrary, in Transmission Control Protocol (TCP) reliable data delivery is granted, but causes unwanted delays.

Communication channels can support either high or low bandwidth speed and transfer multimedia contents through these channels. Low bandwidth channel supports low data rate for transmission; which has high chances of data losses during transmission as compared to the high-bandwidth channel. High-bandwidth channel transmits huge amount of data simultaneously due to which the chances of data losses are minimum. Network applications that require high data transmission rate usually uses UDP and RTP transmission protocols as they do not cause unwanted delays. On the other hand, some applications require reliable data delivery which use TCP. TCP protocol causes unwanted delays either with low-bandwidth channels or high-bandwidth channels. Since the distortion of multimedia caused by each channel is different, we have classified the bitstream-based quality assessment methods into low- and high-bandwidth channels-based RR perceptual quality assessment methods [112]. A parametric model for bitstream-based RR perceptual quality assessment is presented in Fig. 6.

4.3.1 Low-bandwidth-based RR methods

The network performance is an important parameter for transmitting the data from one place (i.e., device) to another. The network performance affected by lower bandwidth also affects latency, jitter, packet loss, and throughput [113, 114]. These network performance parameters play a very important role in the quality of multimedia content. According to Hartley’s law, the channel capacity of a physical communication link is proportional to its bandwidth [112, 115].
The category of low bandwidth channel bit-rate is in the range of 1 bit per second to 10 kilobits per second. We reported the work done in the field of RR perceptual quality assessment from 1G to 4.5G communication generation, because during the writing of this article the deployment and development of 5G are only on documents. First-generation (1G) communication bandwidth channels were mostly used for low-bitrate applications (i.e., instant messaging). Second-generation (2G) communication channels have provided image transmission capability and third-generation (3G) communication channels have offered enough bandwidth for transmission of digital images and videos. For HD videos and live video streaming, the bandwidth requirements are even higher, which is offered by fourth-generation (4G) and (4.5G) communication channels [113].

At the sender end in the communication channel, the reference multimedia content is first compressed and then transmitted to the channel. While at the receiver side the data are decompressed. During these three phases, three types of distortion are added to the multimedia contents: (1) compression, (2) transmission and (3) decompression. During transmission, a code is embedded with reference multimedia. At the receiver side, that code is extracted and compared with the original multimedia content and code to find the amount of distortion [116]. This approach is shown in Fig. 7.

The perceptual quality of image and video mostly relies on characteristic changes of both input reference multimedia contents and transmission channels. The bandwidth channel has different applications, i.e., small-size image transmission, video-telephonic, low-bitrate wireless imaging and digital broadcast television [117] applications.

ITU-T Recommendation G.1070 recommends a method for the videophone quality assessment, which based on video parameters and speech. Network performance organizations use this method to ensure the quality of services [118]. For low-bandwidth channels, the RR video quality evaluation system uses the reference features from the coarse video to find the quality of multimedia contents [119]. The system is tested for 18 subjectively rated data sets and it shows very good results for the low-bandwidth channel.
The system designed by [120] is based on RR IQA, which uses wireless imaging. The system used two types of RR features: (1) the normalized hybrid image quality metric and (2) perceptual relevance weighted Lp-norm for structural image information. The system first takes input image as a reference and find both image features for quality estimation and embed these features with the reference image. At the receiver end of the wireless system, the distorted image decodes for both features and find the image quality.

The quality parameters presented in [121–123] use together the National Telecommunications and Information Administration (NTIA) general Image and Video Quality Model (IVQM) to map 19 subjective data sets into a F, T (i.e., F=false,T=true) subjective quality scale [121]. The resulting subjective data were used to find the most suitable linear combination of the 9 video quality parameters in the 10-kbps IVQM.

The quality of the video in IPTVs is measured in ITU-T J.240 [124] using PNSR. The RR method for subjective VQA in [45] measures video quality, but cannot handle the errors introduced by the transmission procedure. VQA methods that deal with the video degradation caused by transmission and video compression are under study at Video Quality Experts Group (VQEG) [116].

The method proposed in [125] uses activity difference between original and transmitted video to estimate the quality. The activity difference of the original video is calculated at the sender side and is transmitted to the receiver side along with the original video. The activity difference of the received video is calculated at the receiver and is compared with the activity difference of the original video for quality estimation. The method also uses a weighting for the activity difference values. For example, in a video frame, the region of interest is a human being. The pixel values greater than 175 approximate to the human skin color and is multiplied by a constant weight. In the same way, high frequencies are also given predefined weights as HVS is less sensitive to high frequencies; so the weights reduce the effect of high frequencies [125]. The approach in [125] uses temporal sub-sampling and partial bit information transmission, i.e., lower 6 bits are transmitted as they contain more information. After channel degradations, original and degraded videos are highly correlated, due to this reason only lower bits are sent as RR for VQA. The method is tested against subjectively tested video quality [126] results.

The method proposed in [80] uses a low-frequency coefficient and low histogram information of the original image as a RR feature for estimating the channel-induced errors. This information is embedded in the original image as a watermark. In practice, there is no ancillary channel available all the time to send RR features independent of the original image. Therefore, low-frequency coefficients of the image are calculated using 2D wavelet transform and are embedded as a watermark in the original image. The original image with an embedded watermark is sent over the network. On the receiver side, a 2D wavelet transform is applied to the distorted image and the watermark is extracted.

Table 3 shows the approaches proposed for low-bandwidth channel-based RR perceptual quality assessment methods. These approaches are presented in the image and video category. Each approach is described with the multimedia content resolution, processing, quality parameter (i.e., metrics) and parameter performance in detail.
4.3.2 High-bandwidth-based RR methods

The range of high-bandwidth channel starts from 10 kbps. Different applications of high bandwidth require different bandwidth ranges. (i) voice over IP (VoIP) requires 56.5 kbps to transmit sound clearly and smoothly; (ii) standard definition video (481p) work at 2 megabit per second (Mbps); (iii) HD video (740p) requires more than 5 Mbps, and (iv) HD XenDesktop (HDX) (1080p) requires more than 8 Mbps [127]. When videos are transmitted over the channel, some unwanted features (noise) are added with the received video. The objective assessment for measuring the quality of the received video is a subject of great importance. PSNR was previously used as an objective parameter for VQA, but their results have poor correlation with HVS response to visual quality [128]. Another parameter used in [129] exploits video structural similarity index (VSSI) [130] for VQA. The results of VSSI have a good correlation with the subjective measure of MOS [80]. High-bandwidth channel video quality system of RR is shown in Fig. 8.

The RR methods that use low data for RR information are non-linear quantization [66] and distributed source coding [131]. RR methods based on high bandwidth can be either designed autonomously with respect to already existing FR methods [47] or as an approximation of some FR metrics as in [66].

The method proposed in [129] uses a feature metric to estimate visual quality. The feature metrics of the original video is extracted at the sender’s side and sent to the receiver over a noiseless channel. The original video is sent to the receiver after encoding; the video is decoded at the receiver end and the feature metrics are estimated by NR means. Then the structural similarity of the estimated feature metrics and received feature metrics (received by noiseless channel) is measured to estimate the visual quality.

The approaches presented in [132, 133] used comparison with respect to structural degradation index in multimedia contents. These approaches are tested for different compression ratios and network situations. Moreover, it uses less information to be used as a reference for measuring quality distortions.

Table 3 shows the approaches proposed for high-bandwidth channel-based RR perceptual quality assessment methods. These approaches are presented in the image and video category. Each approach is described with the multimedia content resolution, processing, quality parameter (i.e., metrics) and parameter performance in detail.
4.3.3 Results and discussion
The state-of-the-art approaches in the field of RR perceptual quality assessment methods with respect to bitstream-based techniques for multimedia contents can be divided into low- and high-bandwidth channels. The main purpose of dividing bitstream methods into sub-classes is to reduce the search and time for those who are interested in RR perceptual quality assessment developing and analysis.

In signal processing and communication, bitstream-based perceptual quality assessment methods are used for objective VQA, QoE and QoS [22, 111]. The quality of these methods are computationally less intensive [22, 134]. Moreover, these methods are not universal, because the data of bitstream are in different formats. Better distortion estimation is achieved in RR techniques as compared to NR techniques due to the availability of original bitstream at the receiver side.

Another significance of bitstream perceptual quality assessment methods is their computational simplicity, which plays an important role in the online quality monitoring systems. Bitstream perceptual quality assessment methods have distinct gain over the pixel and frequency-based methods due to the availability of access to the core bit-rate, frame per second, quality of service and different types of features. These impact and degrade the quality of the network.

For the computational load, the parametric packet-layer models are very useful by utilizing the in-service nonintrusive QoE measurement [135]. Due to this reason, they do not utilize the capacity to look at the payload information. The measurement of QoE of individual users is not possible in real-world scenarios in which transmitter encodes the RR features with multimedia contents. To solve this problem, the coded bitstream information is used to utilize the characteristics of source feature. This scenario can be used in DCT coefficients in MPEG coding, which tell us about the spatial complexity of the multimedia contents region of interest [136].

Packet-layer models do not need decryption at the receiver side, due to which its performance is better and which makes it popular to use in network applications. Bitstream-layer models are more efficient than packet-layer models on the basis of performance and complexity. Bitstream-layer models due to its dynamic and flexible nature are used for the desired level of achieving accuracy. The property of flexibility makes bitstream-based methods superior than pixel-based or frequency-based methods.

Table 3 summarizes the reviews and literature work of bitstream-based methods in detail with both the distortion type and related quality measurement parameters. For example, to develop a new technique for RR-based multimedia quality assessment and to use a bitstream-based approach, Table 3 provides a concrete and comprehensive literature review. Furthermore, for finding the in-depth technique used for bitstream-based methods, Table 3 sub-classes (column-1) provide that information without wasting time in exploring other techniques [134].

Table 3 also presents the comparison between high- and low-bandwidth-based RR approaches with respect to quality metrics and performance. Low-bandwidth-based techniques are mostly used for video quality estimations and the values used in the performance are based on the amount of how much the multimedia content is distorted by compression technique. The higher the values of performance quality metrics (column-6), the higher is the quality of multimedia content and the better the technique for
that particular RR features. If we look closely at the table, the value in bold in the seventh row shows JPEG compression and MSSIM for quality estimation with the highest value, indicating the best RR technique in low-bandwidth channel-based approaches.

High-bandwidth channel-based techniques are used for both image and video quality estimations and the values used in the performance are based on the amount of how
much the multimedia content is distorted by compression and transmission phase. If we look closely at the table, the value in bold in the sixth row shows H.264 compression and SSIM for quality estimation with the highest value indicating the best RR technique in high-bandwidth channel-based approaches. The details of high-bandwidth channel used for the video quality assessment using RR are shown in Fig. 9.

### 4.4 Three-dimensional (3D)-based method

The designing of reliable three-dimensional (3D) RR-IQA metrics is the future direction of full, reduced and no-reference image quality estimation and challenging task due to the exact calculation of image features in the 3D domain. A novel 3D RR-IQA-based approach is proposed in [140], which is based on the Gaussian scale mixtures model to normalized the coefficient in the contourlet subband [110, 141, 142] of image luminance and map disparity of 3D images. In [140], the feature similarity index with fitted Gaussian distribution is used to determine the feature similarity of RR features of a reference image for quality estimation. The 3D features are embedded in the reference image and pass through distorted media, as shown in Fig. 10. At the receiver end, the 3D RR-IQA on distorted image is decoded and the 3D features for quality estimation with embedded 3D features are found.

After 3D RR-IQA, the second direction for future research in the area of full, reduced and no-reference quality measurement will be 3D RR video quality assessment (3D RR-VQA). In order to provide a better quality of the 3D video to the customer will be the demanding issue of future multimedia applications. The quality measurement of 3D video will be a challenging task for researchers in the future for (1) multimedia applications, (2) quality of online services measurement, and (3) online 3D video streaming quality measurement. The work proposed for 3D RR-VQA by [143–145] is based on
color and depth information of the maps and similarly for information from the reference 3D video to measure the quality of the 3D video.

The method proposed in [132] presents a way of measuring 3D video transmission and compression degradations using the RR technique. As the original video is not available at the receiver side to measure the quality degradation, the RR feature of the original video is calculated and sent to the receiver for VQA. The RR feature used in this approach is 3D video color and depth map. The information provided by depth map coincides with the edges and contours information.

The comparison of the original and degraded image depth map and edges information estimates the quality degradations. The last part of Table 1 described the approaches related to 3D image and video-based methods RR perceptual quality assessment with their multimedia contents resolution, processing, proposed quality metrics and the performance of quality metrics.

5 Conclusions
The RR methods for perceptual quality assessment of images and videos are used in many practical applications of multimedia. The demand of these parameters for quality assessment will increase in the future with the deployment of the fifth-generation network (i.e., 5G). In this paper, we present a review of the RR-based multimedia quality assessment methods (approaches) and classify these methods into sub-classes (subdomain) on the basis of multimedia content processing. We also present the databases used for the development and evaluations of the RR parameters. We divided the RR-based methods into pixel, frequency, bitstream, and 3D multimedia-based methods, which are unique and meaningful with respect to their content-based interpretation. The Pixel-based methods are the mainstream, which uses the multimedia contents pixel values as an input to the quality assessment algorithms. The frequency-based RR methods use the frequency-transformed features for quality estimation in reference and distorted multimedia contents. The bitstream-based RR methods are developed to measure the amount of distortion introduced over communication channel of the multimedia. At the end, we also present RR-based assessment methods developed for the 3D multimedia quality measurement. RR-based methods provided a great potential over FR and NR methods [146–148]. These methods can be applied to practical scenarios, while FR and NR-based approaches are not suitable.

In most of the scenarios, RR methods are preferred, while FR methods require large amount of data to be processed for the quality assessment.

Since NR methods are blind methods which use only extracted information of the original signal to assess the quality; the quality assessed by NR methods might not be reliable. Finally, we conclude that this article would be useful to gain in-depth knowledge and jump-start development in the area of RR-based perceptual quality assessment methods.
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