Automated hyperparameter optimization (HPO) has gained great popularity and is an important ingredient of most automated machine learning frameworks.

The process of designing HPO algorithms, however, is still an unsystematic and manual process: Limitations of prior work are identified and the improvements proposed are – even though guided by expert knowledge – still somewhat arbitrary. This rarely allows for gaining a holistic understanding of which algorithmic components are driving performance, and carries the risk of overlooking good algorithmic design choices.

We present a principled approach to automated benchmark-driven algorithm design applied to multifidelity HPO (MF-HPO): First, we formalize a rich space of MF-HPO candidates that includes, but is not limited to common HPO algorithms, and then present a configurable framework covering this space. To find the best candidate automatically and systematically, we follow a programming-by-optimization approach and search over the space of algorithm candidates via Bayesian optimization. We challenge whether the found design choices are necessary or could be replaced by more naive and simpler ones by performing an ablation analysis. We observe that using a relatively simple configuration, in some ways simpler than established methods, performs very well as long as some critical configuration parameters have the right value.

1 Introduction

Machine learning (ML) is, in many regards, an optimization problem, and many ML methods can be expressed as algorithms that perform loss minimization with respect to a given objective function. The higher-level task of selecting the ML method and its configuration is often framed as an optimization problem as well, sometimes referred to simply as hyperparameter optimization (HPO) [1] or combined algorithm selection and hyperparameter optimization (CASH) problem [2]. Successfully addressing this problem can lead to large performance gains compared to simply using a default set of parameters. Automated methods to perform this meta-optimization, in the form of automated machine learning (AutoML), can make ML methods more accessible to non-experts. Because of their potential benefits to ML performance and usability, it is of particular interest to find optimization algorithms that perform well for this meta-optimization.

Optimization problems arise in many fields of science and engineering, but as the no-free-lunch theorem states, there is no one optimization algorithm that solves all problems equally well [3]. To design suitable optimizers, it is therefore important to understand the characteristics of HPO:
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We demonstrate in a principled manner how HPO algorithm design can be performed systematically and automatically in a benchmark-driven approach. In particular, the contributions of this work are:

- **Formalization**: We formalize the design space of MF-HPO algorithms and demonstrate how common MF-HPO algorithms represent instances within this space.

- **Framework**: Based on this formalization, we present a rich, configurable framework for MF-HPO algorithms, whose software implementation is called SMASHY (Surrogate Model Assisted HYperband).

These characteristics have been a primary focus in recent HPO and AutoML research. Many approaches tackle HPO by estimating a local or global structure of the objective landscape by some form of statistical or ML model. This introduces additional overhead and increases the overall resource requirements of the method compared to e.g. random search.

Bayesian optimization (BO) [8] and frameworks based on BO are usually based on the global optimization of a non-linear regression model, e.g., a Gaussian process or random forest. They have yielded significant improvements in performance [9] by putting less emphasis on unpromising parts of the search space, but carry a significant overhead. BO is somewhat difficult to parallelize due to its sequential nature, although many variants exists e.g. [10–14], for which superiority is unclear.

**Multifidelity** HPO (MF-HPO) algorithms aim to accelerate the optimization process by exploiting cheaper proxy functions of the objective function itself (e.g., by training ML models on a smaller subsample of the available training data, or by running fewer training iterations). Camera-based algorithms like Hyperband (HB) [15] have become particularly popular because of their good trade-off between optimization performance and simplicity. In more recent works, the expensive nature of the optimization problem is addressed by algorithms designed with both parallel execution and multifidelity evaluations [15–17].

Progress in the field of MF-HPO often consists of iterative improvements of established algorithms. Considerable work has been done, for example, to improve the limitations of HB: ASHA [16] proposes a sophisticated way to make efficient use of parallel resources, BOHB [18] improves performance during later parts of a run by incorporating surrogate assistance into HB, and A-BOHB [19] unites a bandit-based optimization scheme using model-based guidance with asynchronous parallelization.

While these conceptual extensions of HPO carry all their respective merit, it is often somewhat overlooked that the simplicity of an optimization algorithm heavily influences its adoption in practice, i.e. how difficult modifications and extensions are and on how many dependencies a system relies [20]. For example, random search (RS) still enjoys great popularity, as it is extremely simple to implement and parallelize, has almost no overhead, and is able to take advantage of the aforementioned low-effective dimensionality [7]. Furthermore, algorithmic developments build on prior research that identifies and addresses limitations, but rarely questions core algorithmic choices that have been made in the original implementation. Many multifidelity algorithms, for example, are extensions and further developments of HB that take the fixed successive halving schedule for granted. The process of designing a good MF-HPO optimizer in practice, and many other algorithmic solutions in science in general, can therefore often feel somewhat like a “manual stochastic local search on the meta level”. The drawback of this manual process is that the design space of all HPO algorithms is not searched systematically and parts of it excluded by prior algorithmic decisions. This carries the risk that well-performing algorithms are overlooked, as “established” algorithmic choices are not questioned, and it is often hard to determine which components of an algorithm make a difference. In particular, it is possible that overly complicated algorithms with many components are developed by extending “established” designs, only some of which contribute meaningfully to performance gains. We design an HPO algorithm following the programming-by-optimization paradigm [21]. We formalize the space of potential HPO algorithms to be able to apply an automatic search procedure to find the best designs of optimization algorithm. Furthermore, as any HPO algorithm is going to be applied in a diverse set of application scenarios that are very different (e.g. in terms of dimensionality and complexity of the search space), we require an expressive and representative benchmark on which to perform the optimization and evaluation.

### 1.1 Contributions

We demonstrate in a principled manner how HPO algorithm design can be performed systematically and automatically in a benchmark-driven approach. In particular, the contributions of this work are:

- **Formalization**: We formalize the design space of MF-HPO algorithms and demonstrate how common MF-HPO algorithms represent instances within this space.

- **Framework**: Based on this formalization, we present a rich, configurable framework for MF-HPO algorithms, whose software implementation is called SMASHY (Surrogate Model Assisted HYperband).
We stress that the design of a new algorithm for algorithm configuration is not in the scope of this paper. We are building work [33] provides building blocks for heuristic search that can be assembled based on the problem to be solved. PetaBricks [34]AutoML is a relatively new field, enabled by recent advances in computational resources, the availability of data and datasets. The general approach of allowing algorithmic choices in a software system instead of fixing them at implementation time. The Dominion architecture [31] allows generating C++ CSP solvers that are specialized to a particular type of problem based on code templates. Aeon [32] allows for the flexible construction of solvers for scheduling problems. The Heuristic Search Framework [33] provides building blocks for heuristic search that can be assembled based on the problem to be solved. PetaBricks [34] is not specific to any particular type of problem and allows expressing and configuring algorithmic choices more generally. SATenstein [35] provides components for solvers for the satisfiability problem that do not have to be assembled explicitly, but are selected by setting hyperparameters of the software. The authors use the SMAC [5] hyperparameter tuner to automatically tailor SATenstein to particular sets of problems. Similarly, [36] use irace [37] to automatically configure an ant colony optimization algorithm with multiple competing objectives. We take a similar approach here in that the algorithmic choices are exposed as hyperparameters that can be tuned without the need for an approach that is specialized to our setting. One of the problems with automatically designing software from building blocks is that not all combinations of building blocks are necessarily valid or solve the target problem. Common solutions to this problem are to make all combinations valid, or to automatically identify and prohibit/penalize invalid combinations. A particularly elegant solution is presented in [38] in the context of search heuristics, where declarative constraints specify what components can be combined and how they can be combined. Every solution to the combinatorial problem defined by these constraints represents a valid design. In this paper, we take a similar approach – all configurations are a valid design.

The general approach of allowing algorithmic choices in a software system instead of fixing them at implementation time has been termed “Programming by Optimization” [21] (PBO). HPO can be seen as an instance of PBO in a certain sense, but we are not aware of many cases where PBO is applied to designing HPO systems themselves. There are many approaches that focus on individual algorithmic choices (e.g. the choice of surrogate model for Bayesian optimization [39]) without the flexibility of our approach, or optimizing a meta-algorithmic process, e.g. [40] investigate the impact of tuning the hyperparameters of a Bayesian optimization process and [41] configure irace on a set of surrogate benchmarks. Most existing approaches do not analyze the algorithmic choices of an optimized system, and the ones that do perform relatively straightforward analyses. For example, [29] compare the designs their approach finds automatically to the designs expert humans generated, [42] evaluate the contribution of one component at a time to the change between a default and an optimized design in order to automatically identify the most important change. [43] perform ANOVA and non-parametric Friedman tests to investigate in detail the effects that algorithmic choices have for ant colony optimization algorithms.
3 HPO and Multifidelity HPO

3.1 Supervised Machine Learning

Supervised ML typically deals with a dataset (which is, mathematically speaking, a tuple) $\mathcal{D} = \{(x^{(i)}, y^{(i)})\} \in (\mathcal{X} \times \mathcal{Y})^n$ of $n$ observations, assumed to be drawn i.i.d. from a data-generating distribution $P_{xy}$. An ML model is a function $\hat{f} : \mathcal{X} \rightarrow \mathbb{R}^q$ that assigns a prediction to a feature vector from $\mathcal{X}$. $\hat{f}$ is itself constructed by an inducer function $I$, i.e., the model-fitting algorithm. The inducer $I : (\mathcal{D}, \lambda) \rightarrow \hat{f}$ uses training data $\mathcal{D}$ and a vector of hyperparameters $\lambda$ that govern its behavior. The overall goal of supervised ML is to derive a model $\hat{f}$ from a data set $\mathcal{D}$, so that $\hat{f}$ predicts data sampled from $P_{xy}$ best. The quality of a prediction is measured as the discrepancy between predictions and ground truth. This is operationalized by the loss function $L : \mathcal{Y} \times \mathbb{R}^q \rightarrow \mathbb{R}_+^*$, which is to be minimized during model fitting. The expectation of the loss value of predictions made for (unseen) data samples drawn from $P_{xy}$ is the generalization error

$$GE := \mathbb{E}_{(x,y) \sim P_{xy}} \left[ L(y, \hat{f}(x)) \right]$$

which can not be computed directly if $P_{xy}$ is not known beyond the available data $\mathcal{D}$. One therefore often uses so-called resampling techniques [44] that fit models on $N_{\text{iter}}$ subsamples $\mathcal{D}[J_j]$ and evaluate them on complements $\mathcal{D}[\neg J_j]$ of these subsets to obtain an estimate of the generalization error

$$\hat{GE}(I, \lambda, J) = \frac{1}{N_{\text{iter}}} \sum_{j=1}^{N_{\text{iter}}} L(y[\neg J_j], I(\mathcal{D}[J_j], \lambda)(x[\neg J_j])).$$

Depending on the resampling method, the inducer $I$, and the quantity of data in $\mathcal{D}$, evaluating the resampling objective in Equation 2 can require large amounts of computational resources.

3.2 Hyperparameter Optimization (HPO)

The goal of HPO is to identify a hyperparameter configuration that performs well in terms of the (estimated) generalization error in Eq. 2. Often, optimization only concerns a subspace of available hyperparameters because some hyperparameters might be set based on prior knowledge or due to other constraints. Formally, one can split up the space of hyperparameters $\Lambda$ into a subspace of hyperparameters influencing the performance $\Lambda_S$ and the remaining hyperparameters $\Lambda_C$. We define the HPO problem as:

$$\lambda^*_S \in \arg\min_{\lambda_S \in \Lambda_S} \sum_{J} \hat{GE}(I, (\lambda_S, \lambda_C), J).$$

Here, $\lambda^*_S$ denotes the theoretical optimum and $c(\lambda_S)$ is a shorthand for the estimated generalization error in Eq. 2.

Hyperparameters can be either continuous, discrete, or categorical, and search spaces are often a mix of the different types. The search space may be hierarchical, i.e., some (child) hyperparameters can only be set in a meaningful way if another (parent) hyperparameter takes a certain value. Therefore, the search space $\Lambda_S$ might be mixed and hierarchical. In particular, many AutoML frameworks perform optimization over a hierarchical hyperparameter space that represents the components of a complex ML pipeline [1, 2, 28].

Many HPO algorithms can be characterized by how they handle two different trade-offs: a) The exploration vs. exploitation trade-off refers to how much budget an optimizer spends on either trying to directly exploit the currently available knowledge base by evaluating very close to the currently best candidates (e.g., local search) or whether it explores the search space to gather new knowledge (e.g., random search). b) The inference vs. search trade-off refers to how much time and overhead is spent to induce a model from the currently available archive data in order to exploit past evaluations as much as possible. Other relevant aspects that HPO algorithms differ in are: Parallelizability, i.e., how many configurations a tuner can (reasonably) propose at the same time; Global vs. local behavior of the optimizer, i.e., if updates are always quite close to already evaluated configurations; noise handling, i.e., if the optimizer takes into account that the estimated generalization error is noisy; multifidelity, i.e., if the tuner uses cheaper evaluations, for example on smaller subsets of the data, to infer performance on the full data; search space complexity, i.e., if and how hierarchical search spaces can be handled.

3.3 Multifidelity HPO

The HPO problem defined in (3) is challenging. One of the reasons is that the value of the objective function $c(\lambda_S)$ is expensive to evaluate. Optimization methods for HPO attempt to overcome this in two ways: by being very sample-efficient and attempting to extract as much information from previous objective evaluations as possible, and by using multifidelity methods that evaluate cheaper proxy functions of $\hat{GE}$.
Multifidelity methods make use of the fact that the resampling procedure in Equation (2) can be modified in multiple ways to make evaluation cheaper: one can (i) reduce the training sizes $|J|$ via subsampling, as model evaluation complexity is often at least linear in training set size, or (ii) change some components in $\lambda$ in a way that makes model fits cheaper, such as reducing the overall number of training cycles performed by a neural network fitting process, or reducing the number of base learner fits in a bagging or boosting method. These modifications can both increase the variance of $\hat{GE}$ and also introduce an (often pessimistic) bias, as models trained on smaller datasets or with values of $\lambda$ that make fitting cheaper often have worse generalization error.

We introduce a fidelity hyperparameter $r \in (0,1]$ that influences the resource requirements of the evaluation of $\hat{GE}$ and thus the overall budget spent for the optimization. It can influence the size of the training dataset or the $\lambda$ to trade off between evaluation efficiency and information gained about the generalization error. In the latter case, $r$ can only influence hyperparameters separate from $\lambda_S$, i.e., $\lambda_C$. Typically, $r$ only affects one of these aspects at a time, and if it affects $\lambda_C$, it only affects a single hyperparameter dimension. We define

$$c(\lambda_S;r) := \hat{GE}(I,(\lambda_S,\lambda_C(r)),J).$$

If the assumption holds that a higher fidelity $r$ returns a better model in terms of the generalization error (e.g., if $r$ controls the size of the training set via sub-sampling), we are interested in finding the configuration $\lambda_S$ for which the inducer will return the best model given the full budget $r = 1$. Under this assumption, we define $c(\lambda_S) := c(\lambda_S;1)$, see e.g. [45], and define the optimization problem as in Equation (3). In practice, an HPO algorithm would return a configuration $\lambda_S^*$. A final model might be trained for $\lambda_S^*$ for the full fidelity $r = 1$ after optimization (if not yet done by the optimizer). This assumption may be violated in some scenarios and model performance could worsen for a higher fidelity (e.g., a neural network, which may overfit on a small dataset if trained for too many epochs). In this case, we define the optimization problem as $(\lambda_S^*,r^*) \in \arg\min_{\lambda_S \in \Lambda_S,r \in (0,1]} c(\lambda_S;r).$

The resource requirements of evaluating $c(\lambda;r)$ can have a complicated relationship with $\lambda$ and $r$; in practice, $r$ is chosen such that it has an overwhelming and linear influence on resource demand. The overall cost of optimization up to a point in time is therefore assumed to be the cumulative sum of the values of $r$ of all evaluations of $c(\lambda;r)$ up to that point. We can also interpret $r$ as the fraction of the overall budget that has been spent in this way.

Given the definition of the HPO problem, we present a (multifidelity) hyperparameter optimization algorithm for a single worker in its most generic form (see Alg. 1). Until a pre-determined budget is exhausted, such an algorithm decides in every iteration (a) which configuration(s) $\lambda_S$ to evaluate next and (b) which fraction of the budget $r$ to allocate (non-multifidelity algorithms set this to $r = 1$ as default). The algorithm makes use of an archive $A$, a database recording previously proposed hyperparameter configurations and, if available, their evaluation results.

Algorithm 1 A generic HPO algorithm

1: while budget is not exhausted do
2: Propose $(\lambda^{(i)}, r^{(i)})$, $i = 1, \ldots, k$, based on archive $A$
3: Write proposals into a shared archive $A$
4: Evaluate configuration(s) $c(\lambda^{(i)}, r^{(i)})$
5: Write results into shared archive $A$
6: end while
7: Wait for workers to synchronize
8: Return best configuration in archive $A$

The optimization process can be accelerated by making efficient use of parallel resources. We distinguish between synchronous and asynchronous scheduling. The former starts multiple evaluations synchronously at the same time. To be more precise, a number of $k > 1$ configurations is proposed in line 2 and evaluated in parallel in line 4, all within the inner loop of Alg. 1. Given $K$ available parallel resources, it should be ensured that the number $k$ of configurations that are scheduled in parallel is not significantly smaller than $K$, and that the evaluation runtimes amongst these $k$ configurations do not differ significantly in order to avoid idling single parallel resources. In contrast, for asynchronous scheduling, Alg. 1 is individually run on a set of $K$ different worker resources. Given a shared archive that is synchronized amongst the workers, every worker can independently schedule evaluations as soon as they are free.

Common established HPO algorithms are instances of Alg. 1 as described below and summarized in Table 1.
3.3.1 Random Search

Configurations are drawn (uniformly) at random, and every configuration is evaluated with full fidelity \( r = 1 \). Parallelization is straightforward, as configurations are drawn independently.

3.3.2 Bayesian optimization

In Bayesian optimization (BO), the configuration that maximizes an acquisition function \( a(\lambda) \) (e.g., expected improvement, EI [4], or the lower confidence bound, LCB) is proposed and evaluated with the full fidelity \( r = 1 \). \( a(\lambda) \) is based on a surrogate model trained on the archive \( \mathcal{A} \). BO can be parallelized by either using methods that can propose multiple points at the same time using a single surrogate model, or alternatively by fitting a surrogate model on the anticipated outcome of configurations that were proposed but not yet evaluated [11].

3.3.3 FABOLAS

Fabolas [46] is a continuous multi-fidelity BO method based on BO, where the conditional validation error is modelled as a Gaussian process using a complex kernel capturing covariance with the training set fraction \( r \in (0,1) \) to allow for adaptive evaluation at different resource levels.

3.3.4 Successive Halving

Successive halving (SH) [47] is a simple multi-fidelity optimization algorithm that combines random sampling of configurations with a fixed schedule for \( r \). At the beginning, a batch of \( \mu \) configurations is sampled randomly and evaluated with initial fidelity \( r_{\text{min}} < 1 \). This is followed by repeated “halving” steps, where the top fraction \( \eta^{-1} \) of configurations is kept and evaluated after \( r \) is increased by a factor of \( \eta \) until the maximum fidelity value is reached. The schedule is chosen to keep the total sum of all evaluated \( r \) constant in each batch.

3.3.5 Hyperband

Similar to SH, Hyperband [15] uses a fixed schedule for the fidelity parameter \( r \), but it augments SH by using multiple brackets \( b \) of SH runs starting at different \( r_{\text{min}}(b) \) and with different \( \mu(b) \).

The number of brackets is set to \( s = \lfloor - \log_{\eta}(r_{\text{min}}) \rfloor + 1 \), which coincides with the number of fidelity steps that can be performed on a geometric scale on the interval \([r_{\text{min}}, 1]\). In bracket \( b \in \{1, 2, ..., s\} \), a number of \( \mu(b) = \lceil s \cdot \frac{\eta^{b-1}}{s-\eta^{b-1}} \rceil \) are initially sampled and evaluated with initial fidelity \( r = \eta^{b-1} \). \( \mu(b) \) is chosen such that each bracket approximately spends a similar overall budget.

3.3.6 Asynchronous Successive Halving (ASHA) and Asynchronous Hyperband

Hyperband, as well as SH, have the drawback that batch sizes decrease throughout the stages of an SH run, preventing efficient utilization of parallel resources. ASHA [16] is an effective method to parallelize SH by an asynchronous parallelization scheme. A shared archive across a number of different workers is maintained. Instead of waiting until all \( n \) configurations of a batch have been evaluated for fidelity \( r \), every free worker queries the shared archive \( \mathcal{A} \) for promotable configurations (i.e., configurations that belong to the fraction of top \( \eta^{-1} \) configurations evaluated with the same fidelity). Asynchronous Hyperband works similarly.

3.3.7 Bayesian Optimization Hyperband (BOHB)

Model-based methods outperform Hyperband when a relatively large amount of budget is available and many objective function evaluations can be performed. BOHB [18] was created to overcome this drawback. It iterates through successive halving brackets like Hyperband, but, instead of sampling new configurations randomly, it uses information from the archive to propose points that are likely to perform well. \( N_0 \) total configurations are proposed for evaluation; \( \rho \) are sampled at random and the rest are chosen based on Bayesian optimization with a surrogate model induced on the evaluated configurations in \( \mathcal{A} \). The models used by BOHB are a pair of kernel density estimators of the top and bottom configurations in \( \mathcal{A} \), similar to the process in [48].

3.3.8 A-BOHB

[17] propose A-HBOB, an asynchronous extension of BOHB where configurations are sampled from a joint Gaussian Process, explicitly capturing correlations across fidelities. In contrast to ASHA [16] and asynchronous versions of BOHB implemented by [18], A-HBOB does not perform synchronization after each stage but instead uses a stopping rule [49] to asynchronously determine whether a configuration should be promoted to the next rung (and immediately scheduled) or terminated.
4 Formalizing a broad class of MF-HPO Algorithms

We aim to find an HPO algorithm that performs particularly well in the multifidelity setting. To design an algorithm by optimization, we propose a framework and search space of HPO algorithm candidates that covers a large class of possible algorithms as in Alg. 1, and focus on a subclass of algorithms similar to Hyperband because of their favorable properties. This subclass is limited to multifidelity algorithms that use a pre-defined schedule of geometrically increasing fidelity evaluations, and therefore contains fixed-fidelity-schedule HPO algorithms like BOHB and Hyperband.

The basis of this framework is presented as Algorithm 2, which has configuration parameters that allow it to be tailored to specific benchmarks by combining algorithmic building blocks in novel ways. The main difference to Alg. 1 is that the Propose part is specified more explicitly. At its core, Alg. 2 consists of two parts: (i) sampling new configurations at low fidelities (lines 2–7) and (ii) increasing the fidelity for existing configurations (lines 8–14). In contrast to Alg. 1, Alg. 2 makes use of state variables $t$, $b$, and $r$ to account for optimization progress. However, these variables are only shown in Alg. 2 for clarity and can, in principle, be inferred from the archive $A$. As argued in Section 3, every single worker instance of Alg. 1 can in principle be scheduled asynchronously, but we do not consider this in this work.

First, Alg. 2 uses a SAMPLE-subroutine to initialize the initial batch $C$ of $\mu$ solution candidates. The fidelity of the evaluation of the proposed configurations is refined iteratively; when all configurations in the batch have been evaluated with given fidelity $r$, the top $1/\eta_{\text{fid}}$ fraction of configurations is evaluated with a fidelity that is increased by a factor of $\eta_{\text{fid}}$. When the fidelity cannot be further increased for a batch because all of its configurations were evaluated at full fidelity $r=1$, they are set aside, and a new batch of configurations is sampled.

The SAMPLE subroutine creates new configurations to be evaluated, possibly using information from the archive to propose points that are likely to perform well, similar to BOHB. Instead of using a pair of kernel density estimators, we allow that any inducer $I_{\text{fi}}$ that produces a surrogate model $f_{\text{sur}}$ can be used for model-assisted sampling\(^1\). The subroutine works by at first sampling a number of points from a given generating distribution $P_{\lambda}(\mathcal{A})$. The performance of these points is then predicted using the surrogate model, and points with unfavorable predictions are discarded a process which we refer to as filtering. This process is repeated until the requested number $\mu$ of points that were not discarded is obtained. $N_{i}$ and $\rho$ have the same function as in [18] (see Section 3.3.7), with $N_{i}$ controlling the number of sampled points needed for each of the $\mu$ points returned, and $\rho$ controlling the fraction of points that are not filtered. Thus the configuration space of sampling methods also includes purely random sampling, as in Hyperband, by setting $\rho=1$. The influence of the surrogate model on sampled candidates is larger when (i) the number of sampled configurations $N_{i}$ is large, or (ii) the fraction of candidates sampled at random $\rho$ is small. We present two slightly different SAMPLE algorithms (Algorithms 3 and 4) based on this principle.

Algorithm SAMPLETOURNAMENT (pseudocode in Appendix A, Alg. 3) diversifies the set of points proposed through an extension that uses different values of $N_{i}^{(i)}$ for different points $\lambda_{S}^{(i)}$, $i \in \{1, \ldots, \mu\}$ sampled at each invocation of SAMPLE. We parameterize this using the configuration parameters $N_{i}^{0}$ and $N_{i}^{1}$; the effective value of $N_{i}$ for each point is interpolated geometrically. This means that, when $n$ points are sampled, the $i$th point is chosen from a set of $[(N_{i}^{0})^{(n-i)/\mu}, (N_{i}^{1})^{1/\mu}]$ randomly sampled points. We furthermore make it possible to draw more than one point from the same independent random search sample: instead of drawing one point from $N_{i}^{(i)}$ samples, we draw $n_{\text{per \_ tournament}}$ points from $n_{\text{per \_ tournament}} N_{i}^{(i)}$ samples.

Besides the sampling method described above, we propose an alternative method, which we name SAMPLEPROGRESSIVE (pseudocode in Appendix A, Alg. 4): instead of sampling $N_{i}(i)$ points independently for each configuration $\lambda_{S}^{(i)}$, we sample a single ordered pool $\mathcal{P}$ of $\mu \cdot \max(N_{i}^{0}, N_{i}^{1})$ random points once at the beginning of SAMPLE. Each $\lambda_{S}^{(i)}$ is then selected as the point with the best surrogate-predicted performance from the first $\mu \cdot N_{i}(i)$ points in $\mathcal{P}$ that was not already selected before.

While hyperparameters $\lambda_{S}$ are proposed by one of the two SAMPLE methods, the fidelity hyperparameter $r$ follows a fixed schedule similar to SH and Hyperband, with a few extensions. For one, the fraction of survivors $\eta_{\text{sur}}$ can be a different value from the fidelity scaling factor $\eta_{\text{fid}}$. Furthermore, the algorithm allows two scheduling modes, controlled by batch method: The HB mode evaluates brackets, as performed by Hyperband. $\mu(b)$ is then adjusted to make total budget expenditure approximately equal between all brackets, and depends on both $\eta_{\text{sur}}$ and $\eta_{\text{fid}}$ in a more complex way than in Hyperband. On the other hand, the equal batch method uses equal batch sizes for every evaluation. Individuals that perform badly at low fidelity are removed, as in SH, but new individuals are sampled to fill up batches to the original size. Because new individuals are added to the batches at all fidelity steps, it is not necessary to use brackets with different initial fidelities, and therefore only a single repeating bracket $b=1$ is used.

If the exploration-exploitation tradeoff is not balanced properly, optimization progress can either stagnate or functions evaluation are wasted due to too much exploration of uninteresting regions of the search space. However, the relative importance of exploration and exploitation can change throughout the course of optimization, where exploration performed later during the optimization is not as useful as during the beginning. The given configuration space makes it possible to make the

\(^1\)BOHB itself uses an inducer that produces a function to calculate the ratio of kernel densities, an unusual kind of regression model.
Algorithm 2 SMASHY algorithm

Configuration Parameters: batch size schedule \( \mu(b) \), number of fidelity stages \( s \), survival rate \( \eta_{\text{surv}} \), fidelity rate \( \eta_{\text{fid}} \), SAMPLING method (either SAMPLETOURNAMENT or SAMPLEPROGRESSIVE), batch method (either \( \text{equal} \) or \( \text{HB} \)), total budget \( B \); further configuration parameters of \( \text{SAMPLE} \): \( \mathcal{I}_{\text{fear}}, P_\lambda(A), \rho(t), (N_0^N, N_1^N(t)) \), \( n_{\text{trn}} \).

State Variables: Expended budget fraction \( t \leftarrow 0 \), bracket counter \( b \leftarrow 1 \) (remains \( 1 \) for \( \text{batch_method} = \text{equal} \)), current fidelity \( r \leftarrow 1 \), batch of proposed configurations \( C \leftarrow \emptyset \)

1: while \( t < 1 \) do
2: if \( r = 1 \) then
   \[ r \leftarrow (\eta_{\text{fid}})^{b-s} \]
3: \[ C \leftarrow \text{SAMPLE}(A, \mu(b), r; \mathcal{I}_{\text{fear}}, P_\lambda(A), \rho(t), (N_0^N, N_1^N(t)), n_{\text{trn}}) \]
4: if \( \text{batch_method} = \text{HB} \) then
   \[ b \leftarrow (b \mod s) + 1 \]
5: end if
6: \[ r \leftarrow r \cdot \eta_{\text{fid}} \]
7: \[ C \leftarrow \text{SELECT.TOP}(C, |C|/\eta_{\text{surv}}) \]
8: if \( \text{batch_method} = \text{equal} \) then
   \[ \mu \leftarrow \mu(b) - |C| \]
9: \[ C \leftarrow C \cup \text{SAMPLE}(A, \mu, r; \mathcal{I}_{\text{fear}}, P_\lambda(A), \rho(t), (N_0^N(t), N_1^N(t)), n_{\text{trn}}) \]
10: end if
11: \[ t \leftarrow t + r \cdot |C|/B \]
12: Write results into shared archive \( A \)
13: end while

* possibly adapted during the course of optimization

exploration-exploitation tradeoff dependent on optimization progress by providing the option to make \( \rho(t) \) and \( (N_0^N(t), N_1^N(t)) \) dependent on the proportion of exhausted total budget at every configuration proposal step. It is likely that large values of \( \rho(t) \) / small values of \( N_s(t) \) perform better when \( t \) is small, and conversely, small \( \rho(t) \) / large \( N_s(t) \) work well for large \( t \).

Common HPO algorithms (RS, BO, SH, HB, BOHB) can be instantiated within this framework (see Table 1).

| Algorithm | \( \mu(b) \) | \( s \) | \( \eta_{\text{surv}} \) | \( \eta_{\text{budget}} \) | \( \mathcal{I}_{\text{fear}} \) | \( \rho \) | \( N_s \) | \text{batch_mode} | \( P_\lambda(A) \) |
|-----------|--------------|-----|----------------|------------|----------------|-----|----------|----------------|----------------|
| RS        | —            | 1   | —              | —          | —              | —   | —        | —              | uniform        |
| BO        | \( s \cdot \eta_{\text{fid}}^{\frac{b-s}{b+1}} \) | 1   | —              | —          | e.g. GP+EI*    | \( \rho \) | \( N_s \)   | —              | HB uniform     |
| HB        | \( s \cdot \eta_{\text{fid}}^{\frac{b-s}{b+1}} \) | \( -\log_{\eta}(s_{\text{min}}) \) + 1 | \( \eta \) | \( \eta \)    | —   | 1        | —              | HB uniform     |
| BOHB      | \( s \cdot \eta_{\text{fid}}^{\frac{b-s}{b+1}} \) | \( -\log_{\eta}(s_{\text{min}}) \) + 1 | \( \eta \) | \( \eta \)    | TPE* | \( \rho \) | \( N_s \)   | HB             | KDE†           |
5 Automatic Algorithm Design and Analysis

5.1 Algorithm Design

Our goal is to configure a new HPO algorithm based on a superset of design choices included in previously published HPO methods. We are interested in finding a configuration (or making design choices) based on a set of training instances that works across a broad set of future problem instances. This problem is called algorithm configuration [5,50]. It is quite similar to HPO, while a major usual difference is that algorithm configuration optimizes the configuration of an arbitrary algorithm over a diverse set of often heterogeneous instances for optimal average performance. HPO performs a per-instance configuration of an ML inducer for a single data set. We introduce the following notation for consistency with the relevant literature: $\gamma$ denotes configuration-parameters controlling our optimizer $A$, while $\lambda$ denotes hyperparameters optimized by our optimizer (controlling our inducer $\hat{I}$). The problem can be formally stated as follows: Given an algorithm $A: \Omega \times \Gamma \rightarrow \Lambda$ parametrized by $\gamma \in \Gamma$ and a distribution $P_{\Omega}$ over problem instances $\Omega$ together with a cost metric $\zeta$, we must find a parameter setting $\gamma^*$ that minimizes the expected $\zeta(A(\omega,\gamma))$ over $P_{\Omega}$:

$$\gamma^* = \arg\min_{\gamma \in \Gamma} E_{\omega \sim P_{\Omega}}[\zeta(A(\omega,\gamma))]. \quad (5)$$

In our example, $\Gamma$ corresponds to the space of possible components of our HPO method and $\Omega$ to a class of HPO problems (i.e. ML methods and datasets on which they are evaluated) for which their configuration should be optimal. Based on a training set of representative instances $\{\omega_i\}$ drawn from $P_{\Omega}$, a configuration $\gamma^*$ that minimizes $c$ across these instances should be chosen through optimization. Here we refer to this process as meta-optimization if necessary to distinguish it from the optimization performed by the HPO algorithm $A$.

A variety of racing-based strategies have been proposed for algorithm configuration problems, such as F-RACE [51] and IRACE [37], along with non-parametric alternatives like ParamILS [52] as well as genetic algorithm-based variants (e.g. GGA [53]) and sequential model-based optimization (SMBO) variants based on Bayesian optimization (such as SMAC [5]). We describe two common algorithm configuration methods (SMAC, IRACE) below.

SMAC [28] extends the SMBO paradigm described in Section 3.3.2 to an algorithm configuration setting. This is achieved through the use of an intensification procedure that governs how many problem instances each configuration is evaluated, trading off computational cost against confidence regarding the superiority of a given configuration. Furthermore, instance features $f(\omega)$ describing properties of $\omega$ are used to train the empirical performance model (EPM) $f(\omega) \times \gamma \rightarrow \hat{\zeta}$ predicting the performance $\zeta(A(\omega,\gamma))$ of a configuration $\gamma$ on a new problem instance $\omega$. IRACE [37] does not make use of an EPM, but instead iteratively repeats the following steps: After sampling new candidate configurations according to a sampling distribution, a set of elite configurations are selected through a racing procedure [54]. These configurations are used to update the sampling distribution in order to focus exploration around the current set of elite configurations. During racing, statistical tests are used to preemptively terminate unpromising configurations with high cost $\zeta$ across instances.

5.2 Algorithm Analysis

The design of well-performing algorithms is often the focus of research. However, gaining an understanding of the effect of the design choices that achieve this performance is crucial for multiple reasons. First, this understanding of such effects is directly interesting in itself. Second, design by optimization carries the risk of producing overly complex algorithms; if algorithmic elements have only minor or no effect on algorithm performance they may not be necessary. Third, sophisticated algorithmic components might be praised as drivers of algorithmic performance, while the actual importance of minor modifications is not properly highlighted. Hence, it is crucial for research to detect and analyse the effects of all components to be able to direct future efforts at improvement.

The field of sensitivity analysis (SA) – which generally deals with assessing which inputs (to a mathematical model) determine the variance of an output – comprises a multitude of methods to assess importance of input factors on the output of a mathematical model [55]. Commonly used methods are analysis of variance (ANOVA) and functional ANOVA (fANOVA) methods, which decompose the response of a (mathematical) model or function into lower-order components [42]. In the field of ML, fANOVA is a popular way of analyzing the importance of hyperparameters [56].

Performing a sensitivity analysis can be computationally expensive, as it usually requires evaluation of the mathematical model (in our case, running an HPO algorithm) on some experimental design. We want to limit the costs of performing such a sensitivity analysis, either by approximating the mathematical model to be investigated by a surrogate [57], or by choosing a method that keeps the resource requirements of the experimental design reasonably low, like for example a one-factor-at-a-time (OFAT) [58] analysis. Those methods have their own limitations; for example, any interactions between inputs cannot be detected by an OFAT analysis, and parts of the input space remain hidden.
A popular way of performing SA in practice are ablation studies. An ablation study involves measuring the performance of a mathematical model (e.g. the performance of a deep neural network) when removing one or more of its components (e.g. layers) to understand the relative contribution of the ablated components to overall performance [58]. There are different ways of performing an ablation analysis; probably the most common approach is Leave-One-Component-Out (LOCO) ablation [58].

In the context of algorithm configuration, [42] propose an ablation approach that links a source configuration (e.g. the default) to a target (e.g. the optimized configuration) through an ablation path.

6 Experimental Setup

6.1 Benchmark Setup

Given the formalization of the generic MF-HPO algorithm in Section 4, our goal is to (1) find the best representative (out of this class of algorithms) via optimization, and (2) explain the role of specific algorithmic components in a benchmark-driven approach. To allow for meaningful conclusions on both aspects, a benchmark problem must be carefully selected to represent a relevant set of optimization instances on which each candidate algorithm is run and evaluated.

We rely on benchmark scenarios of the YAHPO Gym benchmark suite [59], each of which provides a number of related AutoML pipeline configuration, and neural architecture search (NAS). These classes of problems do not only represent different classification tasks taken from OpenML [63]. As a target metric, we choose the cross entropy loss on the validation set.

Benchmarks are useful both for (meta-)optimization and for comparison of different methods. However, when comparing the performance of an algorithm found by meta-optimization with other methods, it is necessary to make this comparison on instances that differ from the instances used for meta-optimization. This is to avoid an optimistic bias caused by “overfitting” to random peculiarities of the particular instances used for optimization that are not representative of the class of optimization problems as a whole. YAHPO Gym provides a set of dedicated “training” instances for meta-optimization, and a set of “test” instances for evaluation of algorithmic performance.

The benchmark collections we have chosen cover three important application areas of AutoML: Hyperparameter optimization, AutoML pipeline configuration, and neural architecture search (NAS). These classes of problems do not only represent common and relevant tasks for researchers and practitioners in the field; as presented in Table 2, they are also quite different regarding: (1) the dimensionality of the search space, (2) the types of the hyperparameters (categorical, integer, continuous) in the search space, and (3) whether there are hierarchical dependencies between hyperparameters in the search space. While the underlying data for lebench and nb301 have been previously used in publications [61, 62], rbv2_super is a novel task that has not been investigated previously in literature.

**HPO on a neural network:** The first set of problems, lebench [61], covers hyperparameter optimization (HPO) on a relatively small and numeric search space. The neural network (more precisely, a funnel-shaped multilayer perceptron) that is tuned has a total of 7 numerical hyperparameters. The fidelity of an evaluation can be controlled by setting the number of epochs over which the neural network is trained. The instances belonging to this scenario represent HPO performed on 35 different classification tasks taken from OpenML [63]. As a target metric, we choose the cross entropy loss on the validation set.

**AutoML pipeline configuration:** Second, we investigate the problem of configuring an AutoML pipeline. Here, a learning algorithm needs to be selected first from the following candidates: approximate $k$ nearest neighbours [64], elastic net linear models [65], random forests [66], decision trees [67], support vector machines [68], and gradient boosting [69]. The hyperparameters of each learner are chosen conditioned on this learner being active, i.e. there are hierarchical hyperparameter dependencies. The fidelity of a single evaluation can be controlled by choosing the size of the training data set that is used to train the respective learner. The automated optimization of the pipeline is performed for 89 different classification tasks [70], again taken from OpenML. As a target metric, we opt for the log loss.

**Neural architecture search:** As third problem scenario we consider is neural architecture search. The search space of architectures is given by the darts search space [71] and architectures were trained and evaluated on CIFAR-10 [72]. A convolutional neural network is constructed by stacking so-called normal and reduction cells that each can be represented as a directed acyclic graph consisting of an ordered sequence of vertices (nodes) resembling feature maps and each directed edge being associated with an operation that transforms the input node. A tabular representation can be derived using 34 categorical parameters with 24 dependencies. Each architecture can be trained for 1 to 98 epochs, allowing again for lower fidelity evaluations. The target metric is validation accuracy.
We aim to answer the following research questions:

- **RQ1**: How does the optimal configuration differ between problem scenarios, i.e., do different problem scenarios benefit from different HPO algorithms?
- **RQ2**: How does the optimized algorithm compare to other established HPO algorithms?
- **RQ3**: Does the successive-halving fidelity schedule have an advantage over the (simpler) equal-batch-size schedule?

6.2 Algorithm Design via Optimization

We perform experiments both to meta-optimize Alg. 2 and to compare the resulting configuration to the performance of other (MF-)HPO algorithms. Meta-optimization is done on the provided training subset of instances, and performance comparisons are done using all other instances. To investigate to what degree optimal configurations differ between different scenarios, we run optimization for lcbench and rbv2_super separately and compare the results. There is only one instance of the nb301 optimization task, which is therefore exclusively used as a test set and not for optimization.

To meta-optimize the given algorithm, and to draw conclusions about its performance in comparison with other algorithms, a budget endpoint needs to be chosen at which optimization performance is measured. We chose a budget of $30 \cdot d$, with $d$ the dimension of the problem instance. Algorithm configurations are evaluated by running Alg. 2 on a benchmark instance until this budget is exhausted, and the best value reached until then is used as overall outcome.

Each problem instance is evaluated once for each configuration evaluation and the average loss value across instances is used to approximate the expected value in (5). The number of problem instances is relatively small, and we chose to evaluate performance by running surrogate optimization in parallel on a single machine, as opposed to using more sophisticated racing approaches that could potentially save some evaluations. Meta-optimization is done via Bayesian optimization, using the LCB infill criterion and interleaved random meta-configurations every 3 evaluations.

The meta-optimization is performed three times for each scenario, and the resulting performance values are combined into a single dataset to get the overall resulting configuration. This results in two configurations for our optimizer, $\gamma^*_{\text{lcbench}}$ and $\gamma^*_{\text{rbv2_super}}$ optimized on training problems in lcbench and rbv2_super respectively.

6.2.1 Optimization Search Space

The search space of configurations for Alg. 2 used is shown in Appendix B, Table 4.

While the batch size $\mu$ is constant in the ** equal batch_method, it is changing for every bracket when batch_method is ** HB. The batch sizes of $\mu(2), \mu(3), \ldots$ are constructed from $\mu(1)$ dynamically such that the total budget spent on each batch is approximately constant, similar to Hyperband’s method [15] but extended to the cases where $\eta_{\text{surv}} \neq \eta_{\text{fid}}$. We try several surrogate learners: Random forests [73] (RF), K-nearest-neighbors with $k$ set to 1 (KNN1), kernelized K-nearest-neighbors with “optimal” weighting [74] (KNN7), and the ratio of density predictions of good and bad points, similar to tree parzen estimators [48] without a hierarchical structure as done in BOHB [18] (TPE). For the pre-filtering sample distribution $F_\lambda(A)$, we try both uniform sampling (uniform), and sampling from the estimated density of good points, as done in BOHB [18] (KDE). $p_{\text{random}}$ determines whether the surrogate model makes predictions assuming the highest fidelity value $r$ observed (TRUE), as opposed to assuming the fidelity of the points being sampled; in the framework of Algs. 3 and 4, this relates to preprocessing done by $I_{f_{\text{surv}}}$. Note that the maximum number of fidelity steps per batch $s$ is not part of the searchspace: Instead, it is inferred automatically from $\eta_{\text{fid}}$ and the ratio of the maximal and minimal bounds set for $r$ as part of the optimization problem.

6.3 Algorithm Analysis

Our goal in this work is not only to determine a configuration of Alg. 2 that performs well on the given HPO problems, but also to determine what effect individual components have on performance. To achieve this, we ran experiments on the “test” instances provided by YAHPO Gym, both with configurations of our algorithm, and with configurations of our algorithm that re-implement popular, published methods (c.f. Table 1). Every evaluation, i.e., a complete HPO run on a problem instance, is repeated 30 times (with different seeds) to allow for statistical analysis.

We aim to answer the following research questions:

- **RQ1**: How does the optimal configuration differ between problem scenarios, i.e., do different problem scenarios benefit from different HPO algorithms?
- **RQ2**: How does the optimized algorithm compare to other established HPO algorithms?
- **RQ3**: Does the successive-halving fidelity schedule have an advantage over the (simpler) equal-batch-size schedule?
RQ4: What is the effect of using multi-fidelity methods in general?

RQ5a: Does changing SAMPLE configuration parameters throughout the optimization process give an advantage?

RQ5b: Does (more complicated) surrogate-assisted sampling in SAMPLE provide an advantage over using simple random sampling?

RQ6: What effect do different surrogate models (or using no model at all) have on the final performance?

A simple method to answer many of these questions is to take the optimized configuration of Alg. 2 and swap out components of it for generally simpler components, thereby performing a one-factor-at-a-time analysis or an ablation study. However, the optimal values of some components may have a strong influence on the choice of other components. We therefore run separate optimizations that are constrained in some ways to reflect some of the research questions. See Table 3 for the different values of $\gamma$ we generate. For each value of $\gamma$, we run the respectively configured HPO algorithm on both the $lcbench$ and the $rbv2$ super setting, and, unless stated otherwise, once each for batch_method being equal and HB. We refer to an optimized configuration that was obtained on the $lcbench$ scenario with batch_method set to equal as $\gamma^{equsal}$, and to the overall optimum (i.e. the better of $\gamma^{equsal}[equal]$ and $\gamma^{equsal}[HB]$)) as $\gamma^{equsal}$; similar for $rbv2_super$. In the following, we describe each question, and how we intend to answer it, in more detail.

RQ1 – Variation between scenarios: We investigate the difference in the values that $\gamma^{equsal}$ and $\gamma^{rbv2_super}$ take, and how large these differences are compared to the natural uncertainty of the optimization outcome. We also investigate how their performance behaves. This gives an idea how robust the results are, and how reliably they perform in new environments.

RQ2 – Optimized algorithm compared to other algorithms: We evaluate several well-known HPO algorithms in their default-configuration on the same benchmark instances: for BOHB [18] we use the implementation found in $\text{HpBandSter}^2$ version 0.7.4, for HB [15] we use $\text{mlr3hyperband}^3$ version 0.1.2, for SMAC [5] we use the SMACv3 package$^4$ version 1.0.1. SMAC does Bayesian optimization with a random forest model, so we included mlrMBO$^5$ version 1.1.5 for Gaussian process based BO (GPBO) [4]; however, mlrMBO only uses a GP for numerical search spaces and defaults to a random forest for categorical spaces, so we only evaluate GPBO on $lcbench$. Note that GPBO, SMAC and RS are not multi-fidelity algorithms and therefore always evaluate points with maximum fidelity 1.

RQ3 – Advantage of SH fidelity scheduling: It is likely that the relationship between many configuration parameters and algorithm performance depends on a large degree on whether equal or HB fidelity scheduling is used. We therefore perform the overall optimization with both settings separately, and compare their resulting performances.

RQ4 – Effect of using multi-fidelity methods: By setting $\eta_{\text{equsal}} \to \infty$, and therefore the number of fidelity stages $s \to 1$, we ensure that only evaluations with maximum fidelity 1 are evaluated.

RQ5a and RQ5b – Changing configuration parameters during optimization, and within SAMPLE evaluations: We optimized $\gamma_3$, where all configuration parameters that could otherwise depend on $\gamma$ were restricted to being constant, i.e. to have their beginning and end point be equal (RQ5a). In addition to this, we ran another optimization where we further restricted $N_{l,0}^3$ and $N_{t,0}^3$ to be equal, $\nu_{\text{term}}$ to be 1, and only the tournament filter_method be used (RQ5b). The “test” performance of the resulting configurations gives an indication for the performance that is lost for the gain in simplicity.

RQ6 – Effect of surrogate models: We evaluate the overall result $\gamma^{[equsal]}$ with $\mathcal{I}_{\text{equsal}}$ set to each of the inducers in the original search space (see Tbl. 4). Furthermore, $\gamma^{[equsal]}$ is evaluated with $\rho$ set to 1 (all points are randomly sampled, independent of the filtering model), and finally, with $\rho = 1$ and $P_{\lambda}(A) = \text{uniform}$ (all points are sampled completely model-free).

RQ7 – Performance with parallel resources: As optimization of expensive machine learning methods is often run in parallel settings, we evaluate the performance of our method, as well as other methods, in a (simulated) parallel setting. We evaluate our $\lambda^{[equsal]}$ with $\mu$ set to 32, and with an optimization budget of $30 \cdot 4 \cdot d$, where $d$ is the dimension of the optimization problem. We compare it to GPBO with qLCB [10] with 32 objective evaluations in parallel and we simulate parallel execution of RS by running enough random evaluations to fill up $30 \cdot 4 \cdot d$ evaluations. Both BOHB and SMAC offer parallelized versions, but the YAHPO Gym benchmark package does not yet provide support for asynchronous parallel evaluation [59]. However, since HB and BOHB propose evaluations in batches, we compared HB and BOHB by accounting for submitted batches of objective evaluations in increments of 32, essentially simulating a single HB/BOHB optimizer sending objective evaluation tasks to 32 parallel workers and waiting for their completion in a synchronous fashion.

---

2https://github.com/automl/HpBandSter
3https://cran.r-project.org/package=mlr3hyperband
4https://github.com/automl/SMAC3
5https://cran.r-project.org/package=mlrMBO
6.4 Reproducibility and Open Science

The implementation of the framework of Alg. 2 as well as reproducible scripts for the algorithm configuration and analysis are made available via public repositories\(^6\). All data that was generated by those analyses is made available as well.

Table 3: Summary of Experiment. Shown are the various optimizer configurations \(\gamma\) that were obtained for our experiments.

- **Name**: The name by which we refer to the configuration in the text. **RQ**: The research question that mainly relates to the configuration. **Optimize**: Whether the given configuration was obtained by conducting a (possibly constrained) optimization (\(\gamma\)), or by substituting values into the global optimum \(\gamma^*\).

| Signifier | RQ               | Optimize | Design Modification                                      |
|------------|------------------|----------|----------------------------------------------------------|
| \(\gamma^*\) | 1, 2, 3          | ✓        | none (global optimization)                               |
| \(\gamma_1\) | 4                | ✗        | \(n_{\text{trn}} \rightarrow \infty\)                  |
| \(\gamma_2\) | 5a               | ✓        | \(n_{\text{trn}}(0) = n_{\text{trn}}(1), N^0(0) = N^0(1), N^1(1) = N^1(1), \rho(0) = \rho(1)\) |
| \(\gamma_3\) | 5b               | ✓        | filter\_method \(\rightarrow\) tournament, \(n_{\text{trn}} \rightarrow 1, N^0(0) = N^0(1) = N^1(0) = N^1(1), \rho(0) = \rho(1)\) |
| \(\gamma_4\) | 6                | ✗        | batch\_method \(\rightarrow\) equal, \(I_{\text{fau}} \rightarrow *\) |
| \(\gamma_5\) | 6                | ✗        | batch\_method \(\rightarrow\) equal, \(\rho \rightarrow 0\) |
| \(\gamma_6\) | 6                | ✗        | batch\_method \(\rightarrow\) equal, \(\rho \rightarrow 0\), \(P_\lambda(A) \rightarrow \text{uniform}\) |
| \(\gamma_7\) | 7                | ✗        | batch\_method \(\rightarrow\) equal, \(\mu \rightarrow 32\), quadruple budget |

7 Results

7.1 General Results

Table 5 in Appendix C shows the configuration parameters that were selected, for each benchmark scenario, search space restriction, and for both batch\_method variants. For both benchmark scenarios the configurations with the HB batch method, i.e., \(\gamma^*[\text{HB}]\), were returned as best on the training instances, although the difference is small. Figure 1 shows the configuration values of the top 80 evaluated points according to their surrogate predicted performance. The implied ranges covered by the bee swarms are again an indicator of approximate ranges of configurations that can be expected to work well. Figure 4 shows the final performance at 30-d full-budget evaluations of all optimization runs that were performed. The standard error shown for lcbench and rbv2\_super reflects the variation between the calculated benchmark-instance-wise performance means, representing uncertainty about the “true” performance mean if an infinite number of benchmark instances of the given class of problems were available.

RQ1 – Variation between scenarios: As can be seen in Table 5 and in Figure 1, many of the selected components of the \(\gamma^*\) are relatively close to each other across the two scenarios on which they were optimized. It is therefore interesting to note the differences: \(I_{\text{fau}}\) is restricted to \(K\text{NN}\) on rbv2\_super, but can also use \(K\text{NN}\text{I7}\) on lcbench, which in fact seems to be slightly preferred. \(P_\lambda(A)\) may take any of the two values for rbv2\_super but is restricted to \(\text{KDE}\) in lcbench. Finally, \(\rho(0)\) is close to 1 in the beginning on rbv2\_super, and closer to 0 (although still greater than \(\rho(1)\)) for lcbench.

The degree to which the differences in \(\gamma^*\) make a difference can be observed in Figure 4. The optimized results seem to perform well in the test sets of the same scenarios as they were configured on. This is although the optimization has happened on a set of benchmark instances distinct from the test instances. It can therefore be said that we are observing an effect of a latent property of the benchmark scenarios, such as their dimensionality or their landscapes. Comparing the absolute outcome values and their variance, however, the advantage is relatively modest.

RQ2 – Optimized algorithm compared to other algorithms: The performance curves for the mean normalized regret is shown in Figure 2, and the final performance values at 30-d full fidelity evaluations is shown in Figure 4. A critical difference plot and test can be seen in Figure 3b. The behavior of RS, HB, BOHB and SMAC is not surprising: Initially RS and SMAC perform the same, because SMAC evaluates an initial random design, after which its performance improves fast. HB and BOHB initially perform the same, and perform better than RS or SMAC because of their multi-fidelity evaluations. After a while, BOHB starts to outperform HB because of its surrogate-based sampling. Therefore, BOHB performs well for most budgets, often being the best optimizer for a budget of 1 full evaluation and for 100 full evaluations. Given its multifidelity characteristics, Hyperband (HB) is a good choice for low budgets, while SMAC is well suited for larger optimization budgets.

Our algorithm is very competitive on both lcbench and rbv2\_super, but gets outperformed by SMAC on nb301. We assume this is because the search space of nb301 is a purely categorical search space with many components, for which SMACs random forest based surrogate model appears to give it an advantage.

---

\(^6\)https://github.com/mlr-org/miesmuschel/tree/smashy_ex
https://github.com/compstat-lmu/paper_2021_benchmarking_special_issue
We note, however, that both changing configuration parameters over time and within each batch sample introduces significant complexity to the algorithm, therefore making the restricted optimization results obvious favorites over BOHB∗, although Figures 3b and 3b show that the difference to batch size γ∗, for forbidding change over time is not statistically significant at α = 1%. We observe that the equal fidelity scheduling mode has several advantages: For one, it is much simpler than HB, as it does not need to keep track of SH-brackets, and does not need to adapt µ(b) to make the budget expense at each bracket approximately equal. As another benefit, it allows for easy parallel scheduling of evaluations. This is because it always schedules the same number of function evaluations at a time, which can therefore be done synchronously.

RQ3 – Advantage of SH fidelity scheduling: In both scenarios, the batch method HB is ultimately selected for the optimum γ∗*, although Figures 3b and 3b show that the difference to batch size equal is not statistically significant at α = 1%. We observe that the equal fidelity scheduling mode has several advantages: For one, it is much simpler than HB, as it does not need to keep track of SH-brackets, and does not need to adapt µ(b) to make the budget expense at each bracket approximately equal. As another benefit, it allows for easy parallel scheduling of evaluations. This is because it always schedules the same number of function evaluations at a time, which can therefore be done synchronously.

RQ4 – Effect of using multi-fidelity methods: Our results support the superiority of multi-fidelity HPO methods as compared to HPO methods that do not make use of lower fidelity approximations. Fig. 3a suggests that multi-fidelity methods are significantly better than their non multi-fidelity counterparts if optimization is stopped at an intermediate overall budget corresponding to 100 full model evaluations. To be more precise, it can be seen that BOHB as well as both optimized variants γ∗[HB] and γ∗[EAL] significantly outperform SMAC under this strict budget constraint. In line with [15], HB significantly outperforms random search under this budget. On the other hand, Fig. 3b provides evidence that multifidelity methods can achieve final performance on the same level as the state-of-the-art method that is not making use of low fidelity approximations (SMAC). It can be concluded that the effect of a properly designed multifidelity mechanism provides significant improvements on anytime performance, while not lowering, but potentially also not raising final performance significantly. In our opinion, the gain in anytime performance justifies the additional algorithmic complexity that is introduced by using multi-fidelity methods.

RQ5a, RQ5b – Changing configuration parameters during optimization, and within SAMPLE evaluations: The observations made for γ2 (forbidding change over time) and γ4 (forbidding change over time and within each batch) are slightly contradictory. In particular, the nb301 performance of γ2[lcbench][HB] is a visible outlier with regard to optimization performance. There is no obvious explanation available from inspecting the configuration parameters of γ2[lcbench][HB], but it is possible that it is an accidental “good fit” of configuration parameters to the specific landscape of nb301.

On lcbench and rbv2_super, the impact of restricting the search space is less and within the possible bounds of random error. We note, however, that both changing configuration parameters over time and within each batch sample introduces significant complexity to the algorithm, therefore making the restricted optimization results obvious favorites over γ∗.

RQ6 – Effect of surrogate models: Surprisingly, the simple k-nearest-neighbors algorithm seems to be chosen systematically by the algorithm configuration for both lcbench and rbv2_super (see Fig. 1), either with a value of k = 1 or k = 7. Our ablation experiments suggest that the performance of the optimizer is on average best when using this surrogate learner, even though the
differences do not seem to be significant. Under the aspect of algorithmic complexity, it seems that the $\text{KNN1}$ is a reasonable alternative to more complex surrogate learners like the TPE-based method proposed by the original BOHB algorithm.

**RQ7 – Performance with parallel resources:** The results shown in Fig. 2 show that our algorithm is competitive with GPBO, a state-of-the-art synchronously parallel optimization algorithm, when evaluated with 32x parallel resources. This result also shows the main advantage that the $\text{equa1}$ fidelity schedule has over scheduling like HB: synchronously parallelizing HB or BOHB puts them at a great disadvantage over even RS; for these it is necessary to use asynchronously parallelized methods [16, 17] or use an archive shared between multiple workers [18] to get competitive results. However, synchronous objective evaluations are much easier to implement in many environments than asynchronous communication between workers, making the advantage of the simplicity of the $\text{equa1}$ schedule even more pronounced.

### 8 Conclusion

We presented a principled approach to benchmark-driven algorithm design by applying it to generic multi-fidelity HPO. For this, we formalized the search space for our rich and configurable optimization framework. Given the search space, we applied Bayesian optimization for meta-optimization of our framework on two different problem scenarios within the field of AutoML. The configured algorithms are evaluated and compared to BOHB, Hyperband, SMAC, and a simple random search as reference. We performed an extensive analysis to evaluate the effect of algorithmic components on performance against the additional algorithmic complexity they introduce, observing that we achieve decent performance compared to widely used HPO-algorithms.

We conclude that the additional algorithmic complexity introduced by handling of multi-fidelity evaluations provides significant benefits. However, based on our experiments we argue that design choices made by established multifidelity optimizers like BOHB can be replaced by simpler choices: For example, the (more complex) successive halving schedule is not significantly better than a schedule using equal batch sizes. Switching to equal batch sizes can simplify parallelization drastically by offering the opportunity of efficient synchronous parallelization while staying competitive with other parallelized optimization methods.

An aspect of BOHB that was consistently chosen by the optimizer to be included in the search space is the kernel-density estimator-based sampling of new proposed points, whether filtered by a surrogate model or not. This detail, which is not usually presented as the main feature of BOHB, seems to have an unexpectedly large impact. On the other hand our optimization results suggest a surprisingly simple surrogate learner ($\text{KNN}1, k = 1$), even outperforming the choices made in BOHB.

Some components of our search space with potential algorithmic complexity have not shown much benefit. Optimization on $\text{rbv2_super}$ did choose time-varying random interleaving, and overall there was a slight favoring of more aggressive filtering late during an optimization run ($N_c(1) > N_c(0)$), but the results did not consistently outperform a configuration obtained from a restricted optimization that excluded time-varying configuration parameters.

Our analysis of the set of best observed performances during optimization indicates there is a large agreement between benchmark scenarios about what the optimal $\gamma^+$ configuration should be, the most notable distinction being parameters that control (model-based) sampling and the surrogate model. This suggests there may be a set of configuration parameters that are either generally good in many machine learning problems, or do have little influence on performance and can therefore be set to the simplest value. There seems to be a remaining set of configuration parameters that should be adapted to the properties of the optimization problem. The meta-optimization framework presented in this work could be used in future work to investigate the relationship between features of optimization problems and related optimal configuration. The knowledge gained could ultimately used for exploratory landscape analysis to set configuration parameters automatically [76].

Other future work indicated because of some of the drawbacks of the benchmarks used: We were not able to optimize, or compare to, methods that use asynchronous proposals of evaluations. This is a major drawback, because asynchronous methods are important in the current age where parallel resources are plentiful, but current widely-used surrogate-based benchmarks do not allow for the easy evaluation of asynchronous optimization performance. Suggested methods, such as waiting with a sleep-timer for an appropriate amount [18], are impractical for meta-optimization. A method based on synchronizing objective evaluation return times by the benchmark suite has been suggested [59] and, when available, would make optimization of asynchronous algorithms possible.
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Figure 2: Optimization progress (mean normalized regret) of serial evaluation on each benchmark scenario (“test” instances only), as well as 32x parallel evaluation on lcbench. “γ∗(lcbench bm equal)” is the configuration obtained from optimizing on lcbench with batch_method equal etc. Shown is the mean over 30 evaluations, averaged over all available test benchmark instances for each of the three scenarios, the uncertainty bands show standard error over test instances. Note log scale on x axis. Regret is calculated as the difference from the so far best evaluation performance to the overall smallest value found on each benchmark instance throughout all experiments, and then normalized so that the value 1 coincides with the median of the performance of all randomly sampled full fidelity evaluations. Performance is calculated as the best performance observed by the optimizer and therefore depends on evaluation fidelity; this is the reason for the initially “slow” convergence of algorithms that make their first full-fidelity evaluation late. Note on the parallel plot that μ of γ∗[equal] was set to 32 and HB and BOHB were only naively parallelized to simulate a synchronous “single optimizer, multiple workers” environment.
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(a) Intermediate optimization budget of 100 full evaluations

(b) Full evaluation budget (final performance)

Figure 3: Critical difference plot [75] to compare the performance of multiple algorithms across all instances and scenarios. Lower ranks are better. Horizontal bold bars indicate that there is no significant difference between algorithms ($\alpha = 1\%$). GPBO, which was not evaluated on all scenarios, is not included.

Figure 4: Mean normalized regret of final performance on “test” benchmark instances for the configuration shown in Table 3. Shown is the mean over 30 evaluations, averaged over all available test benchmark instances for each of the three scenarios, the uncertainty bands show standard error over instance means. Regret is calculated as the difference from the so far best evaluation performance to the overall smallest value found on each benchmark instance throughout all experiments, and then normalized so that the value 1 coincides with the median of the performance of all randomly sampled full fidelity evaluations.
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A Sample Algorithms

The pseudocode of both SAMPLE algorithms is presented here for clarity.

### Algorithm 3 SAMPLETOURNAMENT algorithm

**Input:** Archive $\mathcal{A}$, number of points to generate $\mu$, current fidelity $r$

**Configuration Parameters:** Surrogate learner $\mathcal{I}_{f_{\text{sur}}}$, generating distribution $\mathcal{P}_{\lambda}(\mathcal{A})$, random interleave fraction $\rho$, sample filtering rates $(N_0^0, N_1^1)$, points to sample per tournament round $n_{\text{trn}}$.

**State Variables:** Batch of proposed configurations $C \leftarrow \emptyset$

1. Use $\rho$ to decide how many points $n_{\text{random,interleave}}$ to sample without filter
2. $C \leftarrow$ Sample $n_{\text{random,interleave}}$ configurations from $\mathcal{P}_{\lambda}(\mathcal{A})$
3. $\mu \leftarrow \mu - n_{\text{random,interleave}}$
4. $n \leftarrow \lceil \mu / n_{\text{trn}} \rceil$
5. $f_{\text{sur}} \leftarrow \mathcal{I}_{f_{\text{sur}}}(\mathcal{A})$
6. for $i \leftarrow 1$ to $n$
   7. $n_{\text{sample}} \leftarrow \lceil (N_0^0)^{\frac{i}{n_{\text{trn}}}} \cdot (N_1^1)^{\frac{i-1}{n_{\text{trn}}}} \rceil$
8. $C_0 \leftarrow$ Sample $n_{\text{sample}}$ configurations from $\mathcal{P}_{\lambda}(\mathcal{A})$
9. Predict performances of points in $C_0$ using $f_{\text{sur}}$
10. $C \leftarrow C \cup \text{SELECT\_TOP}(C_0, \min(n_{\text{trn}}, \mu - |C|))$
11. end for
12. return $C$

### Algorithm 4 SAMPLEPROGRESSIVE algorithm

**Input:** Surrogate learner $\mathcal{I}_{f_{\text{sur}}}$, Archive $\mathcal{A}$, number of points to generate $\mu$, current fidelity $r$, random interleave fraction $\rho$, sample filtering rates $(N_0^0, N_1^1)$, generating distribution $\mathcal{P}_{\lambda}(\mathcal{A})$

**State Variables:** Batch of proposed configurations $C \leftarrow \emptyset$, (ordered) pool of sampled points to select from $\mathcal{P}$

1. Use $\rho$ to decide how many points $n_{\text{random,interleave}}$ to sample without filter
2. $C \leftarrow$ Sample $n_{\text{random,interleave}}$ configurations from $\mathcal{P}_{\lambda}(\mathcal{A})$
3. $\mu \leftarrow \mu - n_{\text{random,interleave}}$
4. $n_{\text{pool}} \leftarrow \mu \cdot \max(N_0^0, N_1^1)$
5. $\mathcal{P} \leftarrow$ Sample $n_{\text{pool}}$ configurations from $\mathcal{P}_{\lambda}(\mathcal{A})$
6. $f_{\text{sur}} \leftarrow \mathcal{I}_{f_{\text{sur}}}(\mathcal{A})$
7. Predict performances of points in $\mathcal{P}$ using $f_{\text{sur}}$
8. for $i \leftarrow 1$ to $\mu$
   9. $n_{\text{options}} \leftarrow \lceil (N_0^0)^{\frac{i}{\mu}} \cdot (N_1^1)^{\frac{i-1}{\mu}} \rceil$
10. $\mathcal{P}_{\text{options}} \leftarrow$ first $n_{\text{options}}$ elements of $\mathcal{P}$
11. $S \leftarrow \text{SELECT\_TOP}(\mathcal{P}_{\text{options}}, 1)$
12. $C \leftarrow C \cup S$
13. $\mathcal{P} \leftarrow \mathcal{P} - S$
14. end for
15. return $C$

B Meta-Optimization Search Space

The full optimization space used for optimization of $\gamma^*$ is presented here in Table 4; Other $\gamma$ results have the restrictions applied to them as shown in Tbl. 3 in Section 6.

C All $\gamma$-Values

A table of all optimization $\gamma$-values is given in Tbl. 5.
Table 4: Meta-optimization search space used to configure Alg. 2. Some configuration parameters are optimized on a non-linear scale, meaning e.g. the optimizer optimizes a value of $\log(\mu(1))$ ranging from $\log(2)$ to $\log(200)$.

| Parameter | Meaning | Range | Scale |
|-----------|---------|-------|-------|
| $\mu(1)$ | (first bracket) batch size | $[2, \ldots, 200]$ | $\log(\mu(1))$ |
| $\text{batch\_method}$ | batch method | $\{\text{equal}, \text{HB}\}$ | |
| $\eta_{\text{rh}}$ | fidelity rate | $[2^{1/4}, 2^4]$ | $\log(\log(\eta_{\text{rh}}))$ |
| $\eta_{\text{surv}}$ | survival rate | $[1, \infty]$ | $1/\eta_{\text{surv}}$ |
| $\text{filter\_method}$ | SAMPLE generation | $\{\text{SAMPLE\_TOURNAMENT}, \text{SAMPLE\_PROGRESSIVE}\}$ | |
| $\mu_{\text{trn}}(0)$ | filter sample per tournament round at $t = 0$ | $[1, \ldots, 10]$ | $\log(\mu_{\text{trn}}(0))$ |
| $\mu_{\text{trn}}(1)$ | filter sample per tournament round at $t = 1$ | $[1, \ldots, 10]$ | $\log(\mu_{\text{trn}}(1))$ |
| $N_{\text{trn}}(0)$ | filtering rate of first point in batch at $t = 0$ | $[0, 1]$, $[0.1, 0.5]$ | $\log(N_{\text{trn}}(0))$ |
| $N_{\text{trn}}(1)$ | filtering rate of first point in batch at $t = 1$ | $[0, 1]$, $[0.1, 0.5]$ | $\log(N_{\text{trn}}(1))$ |
| $\rho(0)$ | random interleave fraction at $t = 0$ | $[0, 1]$ | $\log(1/\rho(0))$ |
| $\rho(1)$ | random interleave fraction at $t = 1$ | $[0, 1]$ | $\log(1/\rho(1))$ |
| $\text{filter\_mb}$ | surrogate prediction always with maximum $r$ | $\{\text{TRUE}, \text{FALSE}\}$ | |
| $\rho_{\text{random}}$ | random interleave the same number in every batch | $\{\text{TRUE}, \text{FALSE}\}$ | |

Table 5: Optimized configuration parameters, under some constraints. Top: restricted to $\text{batch\_method}$ HB, bottom: $\text{equal}$. $\gamma_2$, $\gamma_3$ are further restricted as described in Table 3 in Section 6. Shown is the overall result. Square brackets show range (for numeric parameters) or list (for discrete parameters) of values found in individual optimization runs when not aggregated, as a rough indicator of uncertainty. “(1)” indicates the parameter was forced to the value by a restriction.

| Parameter | Scenario | $\gamma_1$ | $\gamma_2$ | $\gamma_3$ | $\gamma_4$ | $\gamma_5$ | $\gamma_6$ |
|-----------|----------|------------|------------|------------|------------|------------|------------|
| $\mu(1)$  | $[5, 23]$ | $[2, 52]$  | $[10, 126]$| $[8, 114]$ | $[5, 68]$  | $[2, 52]$  | |
| $\eta_{\text{rh}}$ | $[2.19, 10.2]$ | $[2.19, 10.2]$ | $[4.4, 2.04, 4.3]$ | $[14.6, 14.6]$ | $[5.19, 2.24, 3.19]$ | |
| $\eta_{\text{surv}}$ | $[6.09, 6.09]$ | $[3.42, 5.26, 5]$ | $[1.15, 1.5, 1.5]$ | $[1.2, 1.62]$ | |
| $\text{filter\_method}$ | $\text{TRN} \cdot \text{TRN}$ | $\text{TRN} \cdot \text{TRN}$ | $\text{TRN} \cdot \text{TRN}$ | $\text{TRN} \cdot \text{TRN}$ | |
| $\mu_{\text{trn}}(0)$ | $[2, 1.5]$ | $[5, 1.8]$ | $[5, 1.6]$ | $[1, 1]$ | $[1, 1]$ | $[1, 1]$ |
| $N_{\text{trn}}(0)$ | $[10, 19, 124]$ | $[2.26, 2.26]$ | $[39.6, 10.5, 76.7]$ | $[125, 125, 163]$ | $[570, 73, 570]$ | $[155, 155, 561]$ |
| $\rho(0)$ | $[0.1, 0.08]$ | $[0.06, 0.08]$ | $[0.37, 0.49]$ | $[0.7, 0.49, 0.71]$ | $[0.38, 0.54, 0.34]$ | $[0.34, 0.45]$ |
| $\rho(1)$ | $[0.08, 0.08]$ | $[0.06, 0.01, 0.25]$ | $[0.08, 0.08]$ | $[0.06, 0.01, 0.25]$ | $[0.08, 0.08]$ | $[0.06, 0.01, 0.25]$ |
| $\text{filter\_mb}$ | TRUE [FALSE] | FALSE [TRUE] | TRUE | TRUE | FALSE | FALSE | TRUE [FALSE] |
| $\rho_{\text{random}}$ | TRUE | TRUE | TRUE | TRUE | TRUE | TRUE | TRUE [FALSE] |

Optimized with $\text{batch\_method}$ $\text{equal}$:

| Parameter | Scenario | $\gamma_1$ | $\gamma_2$ | $\gamma_3$ | $\gamma_4$ | $\gamma_5$ | $\gamma_6$ |
|-----------|----------|------------|------------|------------|------------|------------|------------|
| $\mu(1)$  | $[3, 2]$  | $[15, 11, 15]$ | $[5, 2, 7]$ | $[5, 2, 5]$ | $[2, 6]$ | $[85, 3, 93]$ |
| $\eta_{\text{rh}}$ | $[2.71, 12.2]$ | $[1.5, 2.2, 1.43]$ | $[0.6, 2.27, 2.6]$ | $[8, 1.28, 8]$ | $[1.46, 2.59]$ | $[2.3, 1.36, 12.7]$ |
| $\eta_{\text{surv}}$ | $[2.51, 2.5]$, $[2.56]$ | $[13.8, 18.4, 18.8]$ | $[13.8, 1.59, 3.39]$ | $[3.85, 3.5, 3.31]$ | $[3.85, 3.5, 3.31]$ | $[6.58, 3.5, 3.31]$ |
| $\text{filter\_method}$ | $\text{trn} \cdot \text{trn}$ | $\text{TRN} \cdot \text{TRN}$ | $\text{PROG} \cdot \text{TRN}$ | $\text{TRN} \cdot \text{TRN}$ | $\text{TRN} \cdot \text{TRN}$ | $\text{TRN} \cdot \text{TRN}$ |
| $\mu_{\text{trn}}(0)$ | $[1.4]$ | $[2.1, 1.3]$ | $[5, 1.5]$ | $[3, 1.3]$ | $[1, 1]$ | $[1, 1]$ |
| $\mu_{\text{trn}}(1)$ | $[1.4]$ | $[2.1, 1.3]$ | $[5, 1.5]$ | $[3, 1.3]$ | $[1, 1]$ | $[1, 1]$ |
| $N_{\text{trn}}(0)$ | $[21.5, 1.63, 309]$ | $[39.5, 2.34, 39.5]$ | $[169, 43.4, 191]$ | $[212, 49.5, 212]$ | $[81.3, 24.8, 111]$ | $[583, 295, 777]$ |
| $\rho(0)$ | $[0.32, 0.09, 0.68]$ | $[0.83, 0.49, 0.83]$ | $[0.34, 0.09, 0.37]$ | $[0.34, 0.34, 0.53]$ | $[0.27, 0.03, 0.27]$ | $[0.06, 0.38, 0.96]$ |
| $\rho(1)$ | $[0.16, 0.06, 0.29]$ | $[0.03, 0.03, 0.05]$ | $[0.16, 0.06, 0.29]$ | $[0.03, 0.03, 0.05]$ | $[0.16, 0.06, 0.29]$ | $[0.03, 0.03, 0.05]$ |
| $\text{filter\_mb}$ | TRUE | TRUE | TRUE | TRUE | TRUE | TRUE | TRUE [FALSE] |
| $\rho_{\text{random}}$ | TRUE | TRUE | TRUE | TRUE | TRUE | TRUE | TRUE [FALSE] |