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Abstract—As a single-track mobile platform, bikebot (i.e., bicycle-based robot) has attractive navigation capability to pass through narrow, off-road terrain with high-speed and high-energy efficiency. However, running crossing step-like obstacles creates challenges for intrinsically unstable, underactuated bikebots. This paper presents a novel autonomous bikebot control with assistive leg actuation to navigate crossing obstacles. The proposed design integrates the external/internal convertible-based control with leg-assisted impulse control. The leg-terrain interaction generates assistive impulsive torques to help maintain the navigation and balance capability when running across obstacles. The control performance is analyzed and guaranteed. The experimental results confirm that under the control design, the bikebot can smoothly run crossing multiple step-like obstacles with height more than one third of the wheel radius. The comprehensive results demonstrate the superior performance than those under only the velocity and steering control without leg assistive impulsive actuation.

Index Terms—Bicycle dynamics, balance control, impulse control, robot motion control, robot navigation

I. INTRODUCTION

As a single-track mobile platform, bikebot (i.e., bicycle-based robot) offers attractive navigation capability such as high-speed and high-energy efficiency on off-road terrains [1], [2]. Comparing with four-wheel, double-track platform, bikebot has high agility but potentially suffers intrinsic unstable, underactuation disadvantages. One major control challenge of underactuated bikebot lies in the non-minimum phase, unstable roll dynamics [3]. Modeling and control of single-track bikebots attracted extensive attention in past decades [4]–[6] and various autonomous bikebots have been developed and demonstrated [7]–[9]. An external and internal convertible (EIC) form was presented for bikebot dynamics [5] and the EIC-based control has been successfully demonstrated [6], [10], [11]. Besides steering and velocity control, additional assistive devices, such as reaction wheels [9], [12], control moment gyroscope [13], [14] and inverted pendulum [2], are usually installed on the bikebot to enhance balance and tracking performance.

All of the above studies consider that the autonomous bikebots navigate on flat solid surfaces or smoothly curving terrains. For outdoor off-road applications, bikebots often need to run crossing step-like obstacles such as curbs, steps, etc. The major challenges for bikebots to navigate across these terrains include complex wheel-obstacle interactions and limited stabilization actuation [2]. It is well-known that legged locomotion has advantages to navigate on uneven terrains [15], [16] and using both wheel and leg modalities enables mobile robots to adapt to different operation environments and expand their workspace [17]. In [18], a novel leg–wheel transformable robot was designed to perform motions in wheeled, legged trotting and walking modes. Inspired by this observation, we propose a leg-assisted impulse control on bikebot to help balance and run across step-like obstacles.

When running across an obstacle, the wheel-obstacle impact disturbs the bikebot stability and the steering and velocity control only provides limited actuation to maintain balance [19]. In this case, assistive legs can provide additional balance torques. Due to high moving speed, the leg-terrain contact should be kept as short as possible to minimize its negative impact on bikebot motion. Therefore, a leg-terrain impulsive interaction is desirable for bikebot balance assistance. Impulse control has been used to regain the stability of the dynamical system and enlarge the region of attraction in robotic applications [20]. In [21], an impulse control algorithm was developed for a single degree-of-freedom (DOF) Hamiltonian system such as the cart-pendulum example. In [19], the optimal control strategy with finite numbers of the impulse inputs was designed to swing up an inertia-wheel pendulum. One main difference in this work is the integration of the EIC-based control with the impulse control for underactuated balance robots such as bikebot.

In this paper, we present a novel control design of an autonomous bikebot for running across obstacles with two assistive legs. A dynamic model of the bikebot system is first presented. The wheel-obstacle impact is modeled and its effects on bikebot dynamics are estimated. A machine learning-based method is used to enhance the estimated post-wheel-obstacle impact motion through the onboard inertial measurement unit (IMU) measurements. The impulsive torque control is designed through an optimization-based method for real-time implementation. Integration and performance analysis of the impulse control and the EIC-based design are discussed. We demonstrate the design and control performance with extensive experiments. Compared with other assistive devices (e.g., reaction wheels, gyroscopic balancers) that often suffer limited actuation, the leg impulsive torque design pro-
vides continuous assistive balance torques and also potentially serves as an active recovery and support mechanism. The main contributions of the work are twofold. First, this work considers the use of assistive leg and impulse control for wheeled robot to navigate crossing obstacles. To the authors’ best knowledge, few research work explicitly discusses the mechatronic design for helping unstable mobile robots crossing obstacles. The integrated wheel-leg locomotion control is also novel and can be further extended for enabling new bikebot applications. Second, the impulse control is designed though an optimization approach and it has advantage to integrate with the previously developed simultaneously trajectory tracking and balance control for underactuated mobile robots.

The remainder of this paper is outlined as follows. In Section II we present the dynamic model and control of the bikebot system. Section III discusses the wheel-obstacle impact and presents the machine learning-based impact estimation enhancement. The impulse control is discussed in Section IV and experiments are presented in Section V. Finally, Section VI summarizes the concluding remarks.

II. PROBLEM STATEMENT AND SYSTEMS DYNAMICS

A. Problem Statement

Fig. 1(a) shows a prototype of the autonomous bikebot with two assistive legs. The bikebot is driven by a wheel hub motor and the steering actuation is also driven by a DC motor. Two 3-DOF assistive legs are installed at the bikebot’s lower frame with one leg on each side symmetrically. As shown in the figure, when moving across a step-like obstacle (i.e., a wooden board), the wheel-obstacle impact generates a large disturbance for the bikebot motion and the platform can lose stability and control. The problem considered is to design the leg-assisted impulsive torque control together with the steering and velocity control to maintain the balance and trajectory tracking when running across obstacles.

B. System Dynamics and EIC-based Control

Fig. 1(b) illustrates the schematic of the systems configuration. The bikebot roll, yaw, and steering angles are denoted as \( \psi \), \( \varphi_b \), and \( \phi \), respectively. Three frames are used in systems modeling: an inertial frame \( I \), body frame \( B \), and moving frame \( H \). Frame \( I \) is fixed on the ground with the \( Z \)-axis perpendicular to the ground, while the origin of \( H \) is located at the middle point of line \( C_1 C_2 \), with the \( x \)-axis pointing upwards and \( x \)-axis aligned with \( C_1 C_2 \), where \( C_1 \) and \( C_2 \) are the front and rear wheel contact points, respectively. Frame \( B \) is obtained from \( H \) by rotating \( \varphi_b \) around the \( x \)-axis with the same origin. The center of mass of the bikebot is denoted as \( G \) and its coordinate in \( B \) is \( \mathbf{h}_G \).

1) Bikebot Model and EIC-based Control: The bikebot planar motion is captured by the \( C_2 \) position vector \( \mathbf{r} = [x \ y]^T \) in \( I \). The nonholonomic constraint at \( C_2 \) gives \( \dot{x} = v c_\psi, \ y = v s_\psi \), where \( v \) is the bikebot velocity magnitude and notations \( c_\psi := \cos \psi \) and \( s_\psi := \sin \psi \) are used for \( \psi \) and other angles.

Taking the third order derivative of \( \mathbf{r} \) produces

\[
\mathbf{r}(3) = \begin{bmatrix} x(3) \\ y(3) \end{bmatrix} = -\begin{bmatrix} v v s_\psi + 2v^2 s_\psi & v v c_\psi - 2v^2 c_\psi \\ v v c_\psi & v v s_\psi - 2v^2 s_\psi \end{bmatrix} \mathbf{u} \\
\begin{bmatrix} K_v \\ K_v \end{bmatrix} 
\]

where \( \mathbf{u} = [u_v \ u_\psi]^T \), \( u_v = \ddot{v} \), and \( u_\psi = \ddot{\psi} \). From \([22]\), the yaw angular rate is calculated as \( \dot{\psi} = \frac{v c_\psi}{l c_{\varphi_b}} \tan \phi + u_\psi \) and \( u_\psi \) is

\[
\dot{u}_\psi = \frac{\dot{v}}{l c_{\varphi_b}} + \frac{v c_\psi}{l c_{\varphi_b}} \left( \sec^2 \phi \tan \phi + \tan \phi \tan \varphi_b \dot{\varphi}_b \right),
\]

where \( l \) is the wheelbase and \( \varepsilon \) is the steering caster angle. The roll motion of the bikebot is captured as \([22]\)

\[
J_1 \ddot{\varphi}_b = f_1(\varphi_b) + h(\varphi_b) u_\psi \\
(3)
\]

where \( f_1(\varphi_b) = m_b h_G \dot{c}_\varphi b v + m_b h_G^2 \dot{c}_\varphi b^2 c_\varphi b c_{\varphi b} + m g h_G s_{\varphi_b} \), \( h(\varphi_b) = m_b h(l_G + l/2) c_{\varphi_b}, J_1 = J_0 + m_b h_G^2, J_0 \) and \( m_b \) are the mass moment of inertia around the \( x \)-axis and mass of the bikebot, respectively. Substituting (2) into (3) and collecting terms in \( \tan \phi \), we obtain the steering-induced balance torque

\[
\tau_s = \frac{m_b h_G c_v}{l} v \left[ (l_G + l/2) \dot{\varphi}_b \tan \varphi_b + l_G \dot{\varphi}_b v \right] \tan \phi. \\
(4)
\]

Using \( \tau_s \), the roll motion model (3) becomes

\[
J_1 \ddot{\varphi}_b = f_2(\varphi_b) + \tau_s \\
(5)
\]

where \( f_2(\varphi_b) = m g h_G s_{\varphi_b} + m_b h_G^2 \frac{\dot{c}_\varphi b^2}{\varepsilon^2} \tan \varphi_b \tan^2 \phi + m_b h_G (l_G + l/2) \frac{v^2}{c_\varphi_b^2} \tan \phi \sec^2 \phi \).

Fig. 1. (a) The prototype of the bikebot system with assistive legs. (b) Schematic of the systems modeling. (c) Schematic of the wheel-obstacle impact.
For a given trajectory \( r_d = [x_d, y_d]^T \), the tracking control \( u = K^{-1}_e (R_\psi + u_r), u_r = r_d^{(3)} + \alpha_2 \hat{e}_r + \alpha_0 e_r \) (6) drives the tracking error \( e_r = r - r_d \) to converge to zero asymptotically, where \( \alpha_i > 0, i = 0, 1, 2 \). To incorporate the balance task, the roll enforced is moved along the balance equilibrium manifold under \( u_\psi \) in (3) as \( E = \{ \varphi^* : f_1 (\varphi^*) + h(\varphi^*) u_\psi = 0 \} \). The balanced update as

\[
\ddot{u}_\psi = h^{-1}(\varphi^*) [J_t u_b - f_1 (\varphi_b)], \quad u_b = \varphi^*_b + b_1 e_b + b_0 e_r, \tag{7}\]

where \( b_0, b_1 > 0 \) and \( e_b = \varphi_b - \varphi^*_b \). The final control design incorporates both the above trajectory tracking and balance control, that is,

\[
u = [u_\psi, \ddot{u}_\psi]^T. \tag{8}\]

Under (8), the closed-loop system errors for both the trajectory tracking and roll balance converge to a small ball around zero exponentially [5].

2) Assistive Leg Kinematics: The two 3-DOF legs are attached to the frame at \( S \) on the bikebot; see Fig. 1(b). The position of \( S \) in \( B \) is \( r_s = [l_b, 0, h_0]^T \). The \( j \)th joint angle and link length are denoted as \( \theta_{ij}, l_{ij}, j = 0, 1, 2, i = L, R, \) for left and right legs, respectively. The position of the first joint relative to \( S \) is \( [l_x, l_y, 0]^T \). We model the leg kinematics in \( \mathcal{H} \). For left and right legs, the homogeneous transformation matrices are then

\[
A_i^H = A_i^B (\varphi_b) A_i^B (\theta_i), \quad i = L, R, \tag{9}\]

where \( \theta_i = [\theta_{i0}, \theta_{i1}, \theta_{i2}]^T \), \( A_i^B \in \mathbb{R}^{4 \times 4} \) is the homogeneous transformation matrix from \( B \) to \( \mathcal{H} \), and \( A_i^B \) describes the leg foot pose in \( B \). For the left leg, the position vector is \( r_L = [x, y, z]^T \) in \( \mathcal{H} \) with

\[
\begin{align*}
r_x &= x - l_b + l_2 \cos \theta_0 + l_1 \sin \theta_0, \quad \text{(10a)} \\
r_y &= y - l_3 \cos \theta_0 - l_2 \sin \theta_0 + l_1 \cos \theta_1, \\
r_z &= z - l_3 \sin \theta_0 - l_2 \cos \theta_0 + l_1 \cos \theta_1 + l_1 \sin \theta_1.
\end{align*}
\]

Similar kinematics are obtained for the right leg.

III. WHEEL-OBSTACLE IMPACT ESTIMATION

In this section, we present the wheel-obstacle impact model and then discuss a machine learning-based method to enhance the impact estimation accuracy.

A. Wheel-Obstacle Impact Model

Fig. 1(c) illustrates the wheel-obstacle schematic. The front wheel is considered to hit the obstacle at point \( C \). The wheel-obstacle interaction is considered as an elastic impact. The step-like obstacle has height \( h_o \) and the impact angle is denoted as \( \phi_e = \phi_g + \psi, \) where \( \phi_g = \tan^{-1} (\frac{r_w}{l_k} \tan \phi) \) is the projected steering angle (along the front wheel plane).

Denoting coordinate \( q = [x, y, z, \varphi_b]^T \) (i.e., position of \( C_2 \) and yaw and roll angles), the impact model is written as

\[
D(\ddot{q}_I^+ - \ddot{q}_I^-) = I_1, \quad D = \begin{bmatrix} m_b I_3 & 0 \\ 0 & J_b \end{bmatrix}, \tag{11}\]

where \( I_3 \) is a \( 3 \times 3 \) identity matrix, \( J_b = \text{diag}(J_z, J_l), \) and \( J_z \) is the moment of inertia matrix of the bikebot around \( z \)-axis at \( G \). We use superscripts “+” and “−” to represent the variables immediately after and before the impact (or applied impulse) and subscript “e” indicates the wheel-obstacle impact. The impulsive torque \( I_2 \) in (11) is related with the impact force \( f_I \) at \( C \) as

\[
I_1 = J_C^T f_l, \tag{12}\]

where \( J_C = \frac{\partial r_C(q)}{\partial q} \in \mathbb{R}^{3 \times 5} \) is the Jacobian matrix,

\[
r_C(q) = [x + l_c \cos \psi, y + l_s \cos \psi, z + h_o]^T, \tag{13}\]

\( L = \sqrt{2R_w h_o - h_o^2}, \) and \( R_w \) is the wheel radius.

Since \( I_1 \) in (11) is unknown, additional equations are needed to obtain \( \ddot{q}_I^+ \). Given an elastic impact at \( t = t_f \), we denote \( r_C(q) \vert_{t_f} = J_C \ddot{q}_I^- = \epsilon, \) where \( \epsilon \) is the elastic velocity after impact and obtained through the experiment data.

Combining (11) and (12), we obtain

\[
\begin{bmatrix} D & -J_C^T \\ J_C & 0 \end{bmatrix} \begin{bmatrix} \ddot{q}_I^- \\ f_l \end{bmatrix} = \begin{bmatrix} D \ddot{q}_I^- \\ \epsilon \end{bmatrix}. \tag{14}\]

Because of full rank for \( D \), we solve and obtain \( \ddot{q}_I^- \) by inverting (14).

B. LSTM Based Impact Model

To account for model uncertainties and modeling errors, we extend (14) to use a machine learning method to improve the estimation results. We consider the enhanced post-impact estimation as

\[
\ddot{q}_I^- = \ddot{q}_I^+ + \delta \ddot{q}^+. \tag{15}\]

where \( \ddot{q}_I^+ \) is the enhanced velocity after impact, \( \ddot{q}_I^+ \) is obtained from (14), and \( \delta \ddot{q}^+ \) denotes the correction term.

We use a long short time memory (LSTM) neural network model to estimate \( \delta \ddot{q}^+ \). Fig. 2 illustrates the structures of the LSTM network, including the input layer, LSTM layers, fully connected layers and regression layer. The neuron numbers at each layer are different and we use multiple layers to build a deep neural network. The network builds the relationship between the bikebot motion measurements and the velocity correction term \( \delta \ddot{q}^+ \). The LSTM network model is considered primarily because of its properties to capture nonlinear temporal relationship between input and output and its capability to be implemented for real-time applications.

The LSTM network is trained offline and prediction for \( \delta \ddot{q}^+ \) is used in real-time impulsive control. The training data is denoted as \( D = \{(x_i^{M}, \{\delta \ddot{q}_I^+(x_i^{M})\})\}_{i=1}^M \), where \( M \) is the number of data points, \( x_i = \{a_j, \omega_j, \psi_j, \varphi_{bj}, \psi_j, \psi_j\}_{j=1}^{i=1-N+1} \) contains \( N \) observations of the IMU’s accelerometer and gyroscope measurements (i.e., \( a_j \in \mathbb{R}^3 \) and \( \omega_j \in \mathbb{R}^3 \), respectively) and the bikebot motion and steering actuation.
(i.e., \(v, \phi, b, \psi\)). The training data \(\delta q^+\) is obtained from the difference of bicycle motion from the motion capture system and the impact model (14). The LSTM network is to capture the relationship between \(x_i\) and \(\delta q^+\). In online prediction phase, the trained LSTM network is stored on the local computer and the variable \(x\) at the impact is fed into the trained LSTM network to predict \(\delta q^+\) to enhance the experimental model estimation. We will show the experimental validations in Section IV.

IV. ASSISTIVE IMPULSIVE CONTROL DESIGN

In this section, we first present the assistive impulse control and then discuss the integration with the EIC-based control.

A. Impulse Control Design

Denoting the interaction force as \(F\), the applied torque on the bikebot due to leg-terrain interaction is \(\delta \tau = r_i \times F\), where \(r_i\), \(i = L, R\), is the leg contact point position from (10). Given the left (right) leg joint torque vector \(\tau_0 \in \mathbb{R}^3\), force \(F\) is calculated by \(F = (J_0^T (R_0^B)^T)^{-1} \tau_0\), where \(R_0^B\) is the rotation matrix from \(B\) to \(H\) and \(J_0\) is the Jacobian matrix of the foot. Therefore, we obtain the applied torque

\[
\delta \tau = r_i \times F = r_i \times (J_0^T (R_0^B)^T)^{-1} \tau_0.
\]

(16)

The impulsive balance torque is the component of \(\delta \tau\) along the roll direction, i.e., \(\delta \tau_{\phi} = \delta \tau \cdot e_{\phi}, e_{\phi} = [1 0 0]^T\). For balance purpose, we mainly focus on the control design of \(\delta \tau_{\phi}\) and the torque components in the \(y\)-axis (\(\delta \tau_y\)) and \(z\)-axis (\(\delta \tau_z\)) directions are undesirable and therefore should be minimized.

We consider that impulsive torque \(\delta \tau\) is applied at \(t = t_\tau\) with a short duration \(\kappa\), that is, from \(t_{\tau -} = t_{\tau -} + \kappa\). Under \(\delta \tau_{\phi}\) the bikebot roll velocity experiences a discontinuous jump, while the roll angle remains the same. With \(\delta \tau_{\phi}\), using (3) we obtain

\[
\lim_{\kappa \rightarrow 0} \int_{t_{\tau -}}^{t_\tau} J_i \dot{\phi}_b dt = \lim_{\kappa \rightarrow 0} \int_{t_{\tau -}}^{t_\tau} [f_1(\phi_b) + h(\phi_b)u_\psi + \delta \tau_{\phi}] dt.
\]

Note that \(\lim_{\kappa \rightarrow 0} \int_{t_{\tau -}}^{t_\tau} [f_1(\phi_b) + h(\phi_b)u_\psi] dt = 0\) since the roll angle remains unchanged during \([t_{\tau -}, t_\tau]\) for an ideal impulse. Therefore, from the above equation we obtain

\[
J_i \Delta \dot{\phi}_b = \tau_i := \int_{t_{\tau -}}^{t_\tau} \delta \tau_{\phi} dt,
\]

(17)

where \(\Delta \dot{\phi}_b = \dot{\phi}_{b_+} - \dot{\phi}_{b_-}\) is the roll angular velocity change, \(\dot{\phi}_{b_+} = \dot{\phi}_0(t_\tau)\) and \(\dot{\phi}_{b_-} = \dot{\phi}_0(t_\tau^\cdot)\) represent the roll angles before and after \(\delta \tau_{\phi}\) is applied, respectively.

From (14) and (17), it is clear that designing \(\delta \tau_{\phi}\) (i.e., \(\tau_i\)) is equivalent to identify the desired roll angular rate \(\dot{\phi}_{b_+}\) and linear velocity \(v_{\phi}^+\). We thus formulate the following optimization problem.

\[
\min_{\dot{\phi}_{b_+}, v_{\phi}^+} \int_{t_{\tau -}}^{t_\tau} x_t^T P x_t + u^T Q u dt,
\]

(18a)

Subject to:

\[
\left| \dot{\phi}_{b_+}\right| \leq \dot{\phi}^\text{max}, \left| v_{\phi}^+ \right| \leq v^\text{max}, |\phi| \leq \phi^\text{max}.
\]

(18c)

where \(x_t = [e_x^T e_{\phi}^T \phi_b^T]^T\) is error vector, matrices \(P \in \mathbb{R}^{6 \times 6}\), \(Q \in \mathbb{R}^{2 \times 2}\) are symmetric positive definite, and \(H_i > 0\) is the predictive horizon. Condition (18a) denotes the tracking and balance errors and control efforts over the horizon \(H_i\) and (18c) includes the constraints. Note that input \(u\) from (5) is function of velocity \(v\) and steering angle \(\phi\). The optimization problem (18) can be interpreted as to search for the optimal conditions (i.e., velocities) to re-initialize the EIC-based control (8). We solve (18) using the sequential quadratic programming (SQP) algorithm (23).

The value of \(\kappa\) is selected as small as possible to keep leg-terrain contact duration short. We use constant \(\delta \tau_{\phi}\) during \(\kappa\) and from (17) we have

\[
\delta \tau_{\phi} = \frac{1}{\kappa} J_i \left( \dot{\phi}_{b_+} - \dot{\phi}_{b_-} \right) = \frac{1}{\kappa} J_i \Delta \dot{\phi}_b, t \in [t_\tau, t^\cdot_\tau].
\]

(19)

To generate \(\delta \tau_{\phi}\) given in (19), we need to design the leg-terrain interaction force \(F\) and the foot contact point \(r_i\). When leg touches on the terrain, contact point is located at \(r_i = [r_{ix} r_{iy} 0]^T\) and \(\delta \tau_{\phi}\) is then expressed as \(\delta \tau_{\phi} = r_i F\), where \(F = F_x e_x + F_y e_y + F_z e_z = [0 0 1]^T\). Meanwhile, to eliminate the possible effects by \(\delta \tau_y\) and \(\delta \tau_z\), we enforce additional constraints \(F_x = F_y = 0\) and \(r_{ix} = 0\) in the design. In practice, the wheel-obstacle impact often constrains and prevents the bikebot platform to rotate in the \(y\) - \(z\)-axis directions and therefore, the magnitudes of \(\delta \tau_y\) and \(\delta \tau_z\) are small and can be negligible. Given \(r_{iy}\), the force \(F_z\) then is determined as

\[
F_z = \frac{\delta \tau_{\phi}}{r_{iy}} F_z \leq F_z^\text{max}
\]

where \(F_z^\text{max}\) is the maximum vertical ground reaction force. The leg-terrain contact point \(r_{iy}\) is offline tuned and adjusted in the experiment. The joint angles \(\theta\) is calculated by inverse kinematics (10) and the joint torques are obtained as \(\tau_i = J^T_i \left( R^B_0 \right)^T F\) with \(\theta^\text{min} \leq \theta_{ij} \leq \theta^\text{max}, |\tau_{ij}| \leq \tau^\text{max}_0, i = L, R, j = 1, 2, 3\).

B. Controller Integration and Analysis

The EIC-based control is continuous, while the impulse control has a discrete feature. Integration of those two control algorithms is thus a hybrid control strategy. Fig. 3 illustrates the integration design of the two controllers.

The leg impulse control is triggered when the wheel hits the obstacle and the roll angle then reaches \(\phi^\text{max}\), the maximum controllable roll angle under the EIC-based control. The real-time wheel-terrain impact is detected through the acceleration measurement (from IMU) \(|a_x|\) greater than a pre-defined threshold \(a_{x_\text{pre}}\). The model (15) is used to estimate the state...
If \( \dot{\phi}_{br}^+ > 0 \), the applied impulsive torque \( \delta \tau_x \) is negative and is implemented by the right leg actuation. Similarly, if \( \dot{\phi}_{br}^- < 0 \), \( \delta \tau_x \) is positive and the left leg is used in actuation. From (24) we obtain the condition for \( \delta \tau_x \) as

\[
|\delta \tau_x| > \delta \tau_{\text{min}} := \left| \frac{\dot{\phi}_{br}^- + \dot{\phi}_{br}^+ + k_3 \tan \phi_{\text{max}}}{\kappa J_t} \right|.
\]  

Condition (25) implies that under the EIC control (8), when the bikebot is about to lose balance (i.e., \( (\dot{\phi}_{br}^+ \dot{\phi}_{br}^-) \notin \Omega \)), the impulsive torque magnitude \( |\delta \tau| \) should be greater than \( \delta \tau_{\text{min}} \) to generate \( (\dot{\phi}_{br}^+ \dot{\phi}_{br}^-) \in \Omega \) to recovery to balance state.

The stability of the hybrid control strategy can be shown by two steps. First, the bikebot trajectory tracking under the EIC control design is exponentially stable and the tracking errors converge to a small ball around zero [8]. Secondly, the impulse input provides the correction effect and moves the roll motion to the domain of attraction of EIC control. With \( (\dot{\phi}_{br}^+ \dot{\phi}_{br}^-) \in \Omega \), the stable trajectory tracking under EIC control will restart. The stability of the system then is guaranteed in a piecewise style and we can view the impulse input as a re-initialization effect. We will show this in experiments in the next section.
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1000 and 50 Hz, respectively. No force/torque sensor was used to measure the leg-terrain interaction force and instead, the leg joint torques were measured in real time to estimate the interaction forces for impulse control. We conducted experiments and validated such an approach by using an external 6-DOF force sensor (Model M3703C from Sunrise Instruments, Nanning, China). Fig. 5 shows the experiment setup. We used a set of wooden blocks to construct obstacles with different heights. Irregular obstacles were also constructed using these wooden blocks in experiments as shown in the figure.

Table I lists the values of the physical model parameters and the leg joint angle and torque bounds. In experiments, the impulsive torque duration was selected as \( \kappa = 50 \) ms and the prediction horizon in (18) was chosen \( H_t = 1 \) s (i.e., 50 control cycles). Other optimization and controller parameters values include: \( \delta_t = 200 \) ms, \( \delta \tau_{\text{max}} = 30 \) Nm, \( F_{x,\text{max}} = 190 \) N, \( \phi_{\text{max}} = 30 \) degs, \( \psi \) \text{max} = 1.5 m/s, \( a_{x,\text{max}} = 5 \) m/s\(^2\), \( \varphi_{\text{max}} = 5 \) degs, \( P = \text{diag}(1, 1, 1, 1, 10, 10) \), and \( Q = \text{diag}(10, 10) \). The EIC-based control parameters were chosen as \( a_1 = 3, a_2 = 6, a_3 = 10, b_1 = 180 \), and \( b_2 = 25 \). The parameters selected above are first tested through simulations and preliminary experiment. The leg force limit is obtained and validated through a static test similar as Fig. 6(a).

### B. Experimental Result

Fig. 6(a) shows the leg force control results. A leg-terrain interaction force \( F_z = 30 \) N with duration 1.5 s was commanded. We compared the force using the joint torque feedback and analytical calculation \( F = (J_j^T \Phi_j \Phi_j^T)^{-1} \gamma q_j \) with the ground truth by the external force sensor. It is clear that the joint torque feedback can be used to maintain the force control as the results match the measurements. Fig. 6(b) further shows the impact model prediction results. The LSTM was trained with over \( M = 10000 \) data sets and \( N = 10 \). These data were collected in experiments to run across obstacles with various heights. The ground truth information of the bikebot motion was obtained from an optical motion capture system (from Vicon Inc.) From the results, the roll and velocity estimations by the impact model were not in good agreement with the ground truth, while with the LSTM-based enhancement, the results closely matched the ground truth. Fig. 6(c) further shows the prediction errors by the LSTM-enhanced results from multiple experiments, which consistently confirm small errors. The LSTM prediction running time was around 16 ms on average and can be implemented in real time.

Fig. 7 shows the impulse control results in a straight-line tracking experiment. A rectangular wooden block with height \( h_o = 7.8 \) cm was used as the obstacle. Figs. 7(a) and 7(b) show the bikebot trajectory and velocity with and without the impulse input. At \( t = 2.3 \) s, the wheel hit the obstacle and the velocity significantly dropped about 1 m/s. In Fig. 7(c) the roll angle increased monotonically to \( \varphi_{\text{max}} = 5 \) degs and only the steering control cannot recover the balance. When the impulse was triggered at around \( t_r = 3.05 \) s, the right leg hit the ground to generate the impulsive torque \( \delta \tau_x = 20 \) Nm; see Fig. 7(e) The roll velocity changed from \( \dot{\varphi}_r = -20 \) to \( \dot{\varphi}_r = -40 \) deg/s in Fig. 7(d). Under this impulse control, the roll angle moved back to around zero and the bikebot motion was back into the region of attraction \( \Omega \) of the EIC-based control with the increased speed \( v = 1.1 \) m/s at \( t = 4 \) s. The result without the impulse input showed the loss the balance with the roll angle over 10 degs at this moment. Figs. 7(e) and 7(f) show the right leg joint angles and torques, impulsive
torques, and the leg-terrain interaction forces. Within the impulse duration, the roll angle change (around 0.3 degs) was small. The foot contact angle $\theta_0 \approx 0$ implies the leg link touched the ground nearly vertically. Under this configuration, the vertical contact force $F_z$ played the major role in impulsive torque generation. These results confirmed the effectiveness of the impulsive torque control design.

We further demonstrate the integrated control of the bikebot running across obstacles with different heights. For a thin obstacle (Case 1), the EIC-based control successfully maintained the balance without impulse input, showing the robustness of the control design. For others three cases, the wheel-obstacle impacts were significant due to high steps and the leg assistive control was needed. To run across three obstacles with large heights, the roll velocity changes were large and significant impulse inputs were needed; see the bottom plot in Fig. 8(a). We further conducted experiments to run across three obstacles continuously with heights $h_o = 3.5$, 6, and 5 cm. Figs. 8(b) and 8(c) show the roll motion and the leg assistive impulsive torques. The bikebot successfully ran
across the first obstacle by the EIC-based control and for the last two obstacles, the impulse control was triggered to regain in a short duration and the left and right legs were sequentially used to generate the impulsive torques, as shown in Fig. 8(c).

Fig. 9 shows the relationship of the bikebot roll motion in the \((\varphi_b, \dot{\varphi}_b)\) phase plane under the integrated balance control. The shaded area shows the region of attraction \(\Omega\) under the EIC-based controller. We obtained \(\Omega\) by computation with imposing the same constraints in [18] for the straight-line tracking task. We plotted the bikebot roll motion before (circular makers) and after (triangular markers) the impulse control in multiple experimental runs. It is clear that the pre-impulse state \((\varphi_{b,t}, \dot{\varphi}_{b,t})\) are at the boundary or outside of \(\Omega\), while the post-impulse state \((\varphi_{b,t}, \dot{\varphi}_{b,t})\) jumped and moved back into \(\Omega\). This implies that the designed impulse control helps to bring the roll motion state back to the region of attraction and re-initialize the EIC-based control to achieve the tracking and balance tasks. The bottom plot in Fig. 9 further shows that the actual impulsive torques \(\delta \tau_x\) in experiments satisfy the analytical bounds \(\delta \tau_{x,\text{min}}\) that are computed by (25). These results confirm the integrated impulse balance control design and the stability analysis.

![Figure 9](image)

**Fig. 9.** The phase portrait of the pre-impulse and post-impulse states and their relationship with the estimated region of attraction of the EIC-based control. The "•" and "▲" markers indicated the pre-impulse state \((\varphi_{b,t}, \dot{\varphi}_{b,t})\) and post-impulse state \((\varphi_{b,t}, \dot{\varphi}_{b,t})\) in experiments.

**VI. CONCLUSION**

This paper presented an integrated impulse control with the nonlinear trajectory tracking and balance (i.e., EIC-based control) for a single-track autonomous bikebot to safely run across obstacles. Two assistive legs were attached to the bikebot to provide the leg-terrain impulsive torques when crossing obstacles. The impulse control was built on an optimization-based approach and a switching strategy was designed to integrate with the EIC-based controller. An LSTM-based model was used to improve the estimation accuracy for the wheel-obstacle impact in real time. The experimental results demonstrated that with the proposed mechatronic and control design, the bikebot can navigate crossing step-like obstacles with heights more than one third of the wheel radius. Extensive experiments were presented to demonstrate the robustness of the control systems design over various obstacles.
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