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1 Introduction

The aim of this work is to make progress towards a non-perturbative definition of quantum gravity with vanishing cosmological constant. This is the ultimate goal of the celestial holography program [1–3], whose focus is on the S-matrix of four-dimensional asymptotically flat gravity. The proposal is that the gravitational theory admits a holographic description in terms of a putative two-dimensional celestial conformal field theory, from which S-matrix elements can be extracted. Even though a great deal of progress has been made in this direction, an explicit realization of the holographic duality, where both sides are independently defined, is currently lacking (see the recent proposal of [4]).

Here, we take a different approach to the problem and instead focus on the much simpler case of two-dimensional gravity theories, hoping such toy models provide valuable general lessons about the nature of flat space quantum gravity (as has certainly been the case for AdS [5–8]). One of the simplest flat space theories is CJ gravity, introduced by Cangemi and Jackiw in the nineties [9]. Building on [10–13], an exact holographic dual for this theory has been recently proposed in [14, 15]. Similarly as in other AdS\textsubscript{2} cases [5], the holographic system is not given by a single celestial theory but instead an ensemble of random matrices, i.e. a celestial matrix model.
In this article we define the natural $\mathcal{N} = 1$ supersymmetric extension of CJ gravity and provide rigorous evidence that points to a double scaled Hermitian random matrix model as its holographic dual. Our construction is particularly appealing given that the matrix model is as simple as it can be: its probability density is characterized by a Gaussian potential. This gives a concrete realization of flat space holography in two-dimensions where the dual system is not only under complete control but where full non-perturbative effects can be studied, in many cases, analytically. In the remainder of the introduction we summarize and provide further technical details on the construction presented in the main text.

**Summary of results.** We begin in section 2, which contains all the analysis regarding the gravitational side of the duality. Cangemi and Jackiw originally defined the CJ gravity action (2.13) from a BF gauge theory built from the Maxwell algebra (2.6), a central extension of the Poincaré algebra. In subsection 2.1 we follow their approach and construct the $\mathcal{N} = 1$ CJ supergravity action (2.12) from a BF theory with an appropriate supersymmetric extension of the Maxwell algebra (2.7). The bosonic field content of the theory is the same as in CJ gravity: the metric $g_{\mu\nu}$ and dilaton $\Phi$ are accompanied by the scalar $\Psi$ and the abelian topological gauge field $A_\mu$. The novelty is in the fermionic sector, given by a gravitino $\psi_\mu^\alpha$ and a dilatino $\lambda_\alpha$. Apart from its equivalence to a BF theory, the other crucial element of CJ supergravity which makes it a very tractable model, is the linear dependence of the dilaton in the action, given by

$$I_{\text{SCJ}} \supset \frac{1}{2} \int_{\mathcal{M}} d^2x \sqrt{g} \Phi R. \quad (1.1)$$

Varying with respect to $\Phi$ forces all solutions of the theory to be locally flat.

In subsection 2.2 we study the physical degrees of freedom of the theory which, due to its topological nature, are completely localized at the boundary. After prescribing a natural set of asymptotic boundary conditions, we determine the infinite dimensional superalgebra (2.33) satisfied by large gauge transformations and show that (after a redefinition of its generators) it is equivalent to the three dimensional BMS superalgebra (2.35) of [16]. We continue in subsection 2.3 where we find the dynamics of the boundary modes are controlled by a simple $\mathcal{N} = 1$ supersymmetric quantum mechanics with the following action

$$I_\partial [F, h, \vartheta] = \gamma \int_0^\beta \frac{d\tau}{F'(\tau)} \left[ h'(\tau) F''(\tau) + 2 \vartheta'(\tau) \vartheta''(\tau) \right], \quad (1.2)$$

where $(F(\tau), h(\tau))$ are $\beta$-periodic functions and $\vartheta(\tau)$ an anti-periodic Grassmann function. The Euclidean coordinate $\tau \sim \tau + \beta$ parametrizes the boundary of a flat manifold with the topology of the disk, obtained by analytically continuing the retarded Bondi time $u \rightarrow i\tau$. The bosonic sector of this action agrees with the one obtained for ordinary CJ gravity in [11].

Having defined and understood the degrees of freedom of the theory, in subsection 2.4 we compute the observable we are mostly interested in: the Euclidean partition function

\[ ^1 \text{The inverse length scale } \gamma \text{ is introduced via the boundary conditions, see footnote 10.} \]
$Z(\beta_1, \ldots, \beta_n)$ with an arbitrary number of boundaries with periodicity $\beta_i$. In two dimensions, the partition function admits the following topological expansion

$$Z(\beta_1, \ldots, \beta_n) \simeq \sum_{g=0}^{\infty} (e^{-S_0})^{2(g-1)+n} Z_g(\beta_1, \ldots, \beta_n),$$  \hspace{1cm} (1.3)$$

with $S_0 \in \mathbb{R}_+$, the parameter multiplying the Euler characteristic term in the action, and $Z_g$ the partition function which only includes contributions from surfaces of fixed genus $g$. The symbol $\simeq$ reminds us that such expansion is not the full result as it is missing, by construction, doubly non-perturbative corrections $O(e^{-e S_0})$.

There are two features that allow us to compute this expansion exactly. First, since $\Phi$ appears linearly in the action (1.1) we can solve the dilaton path integral along a purely imaginary contour and obtain a Dirac delta $\delta(R)$, meaning only locally flat surfaces with asymptotic boundaries actually contribute to the partition function. The classification of orientable locally flat surfaces with boundaries is well understood and quite simple [17]: there is only the disk and cylinder. This results in a dramatic collapse of the topological expansion, with the only non-vanishing contributions given by $(g, n) = (0, 1)$ and $(g, n) = (0, 2)$. The partition functions on the disk and cylinder are then written as a path integral over the boundary modes appearing in the action (1.2). The second feature that allows us to determine (1.3) exactly is that the path integral over the $N = 1$ boundary quantum mechanics is one-loop exact, due to the Duistermaat-Heckman theorem [18, 19]. Putting everything together, we derive the following expression for the partition function

$$Z(\beta) \simeq e^{S_0} \frac{2\sqrt{2}}{\beta}, \quad Z(\beta_1, \beta_2) \simeq \frac{1}{\beta_1 + \beta_2}, \quad Z(\beta_1, \ldots, \beta_n) \simeq 0, \quad n \geq 3,$$  \hspace{1cm} (1.4)$$

where here $\beta_i$ is dimensionless, measured in units of $\gamma$. Since the Euclidean time coordinate $\tau$ is obtained from an analytic continuation of the retarded Bondi time $u$, this partition function is probing the spectrum of the Bondi Hamiltonian of the theory. The spectral density can be obtained from an inverse Laplace transform of $Z(\beta)$, and (quite surprisingly) one finds it is constant $\rho(E) \simeq e^{S_0} 2\sqrt{2} \Theta(E)$. This should be compared with ordinary CJ gravity, where the density is linear in the energy instead [12].

We continue in section 3, where the matrix model dual to $N = 1$ CJ supergravity is constructed and explored. Our first task is easy to state: we need to determine whether there is a random matrix model such that the connected ensemble average of a single trace matrix operator $\mathcal{O}(\beta)$ reproduces the partition function (1.4) to all orders in perturbation theory

$$Z(\beta_1, \ldots, \beta_n) \simeq \langle \mathcal{O}(\beta_1) \ldots \mathcal{O}(\beta_n) \rangle_c.$$  \hspace{1cm} (1.5)$$

The solution to this problem is unique and remarkably simple. Consider an ensemble of $N$ dimensional squared Hermitian matrices $M$ with a Gaussian probability density measure $dM e^{-\frac{1}{4N} \text{Tr} M^2}$. The ensemble average of the normalized eigenvalue density to leading order in $N \gg 1$ is the famous Wigner semi-circle distribution [20]

$$\langle \rho(\lambda) \rangle = \frac{1}{2\pi} \sqrt{4 - \lambda^2} + O(1/N).$$  \hspace{1cm} (1.6)$$
As understood in the nineties [21], the naive large $N$ is not enough to match with gravity. Apart from considering big matrices, we need to simultaneously rescale the eigenvalues $\lambda_i$ in the following way

$$\frac{1}{N} = \hbar \delta, \quad \lambda_i = \alpha_i \delta,$$

where $\delta \to 0$. The matrix model quantities $(N, \lambda_i)$ are replaced by the scaled parameters $(\hbar, \alpha_i)$. Using the matrix model loop equations (a set of recursion relations used for computing observables perturbatively) in subsection 3.1 we prove the matching (1.5) to all orders, subject to the following identifications

$$\mathcal{O}(\beta) = \int_{-\infty}^{+\infty} dp \, \text{Tr} \, e^{-\beta (M^2 + p^2)}, \quad \hbar = \frac{e^{-S_0}}{2 \sqrt{2}}.$$  

This is the unique double scaled matrix model which ensures the matching in (1.5).

In agreement with other well understood holographic models in AdS, the operator $\mathcal{O}(\beta)$ takes the form “$\text{Tr} \, e^{-\beta H}$”, where in this case $H$ should be interpreted as the Bondi Hamiltonian. Interestingly, it contains two factorized contributions: a discrete matrix part $M^2$ and a continuous non-relativistic free particle $p^2$. This peculiar structure (whose origin and significance is not fully understood) is exactly the same as the one obtained for ordinary CJ gravity in [14, 15]. It is therefore tempting to speculate this factorization is a feature of flat quantum gravity, where the continuous part might be somehow related to the infinite volume of flat space.

While fully non-perturbative effects are not under control in the metric description of $\mathcal{N} = 1$ CJ supergravity, they are not particularly difficult to study using the matrix model. One can therefore use the holographic theory as a (non-unique) stable non-perturbative completion of flat quantum gravity. In practice, this simply means assuming the symbol $\simeq$ in (1.5) can be replaced by an exact equality. All matrix model observables can be then computed exactly from the knowledge of the matrix model kernel $K(\alpha, \alpha')$ [22], which for our simple double scaled model is nothing more than the famous sine kernel

$$K(\alpha, \alpha') = \frac{1}{\pi} \sin \left[ \frac{(\alpha - \alpha')/h}{\alpha - \alpha'} \right].$$

We should stress that in this context, the sine kernel is not an approximation, but instead the exact kernel of the double scaled model dual to $\mathcal{N} = 1$ CJ supergravity. This provides us with unprecedented control over non-perturbative effects on a flat space quantum gravity theory. In subsection 3.2 we use this to carefully study the fine grained spectrum of its Bondi Hamiltonian (figure 2), the late time behavior of the spectral form factor (figure 3), and ultra-low temperature dependence of the quenched free energy (figure 4). We also show the partition functions in (1.4) with $n \geq 3$ are not exactly zero, as they receive non-perturbative corrections (3.20).

We finish in section 4 with a brief discussion on promising future research directions one might pursue in order to push forward our understanding of these simple models of flat quantum gravity. Two appendices include some technical details regarding the $\mathcal{N} = 1$

---

2Here we have defined $M = M/\delta$, so that $M$ has the rescaled eigenvalues $\alpha_i$. 


extension of the Maxwell algebra and the derivation of the matrix kernel (1.9) for the Gaussian model from first principles.

**Note added.** After this work was completed, we learned of [23], where the $\mathcal{N} = 1$ CJ supergravity action was written down from the same Maxwell superalgebra (2.7) used here.

## 2 Minimal CJ supergravity

This section contains all gravitational calculations involving $\mathcal{N} = 1$ CJ supergravity. We define its action from a BF gauge theory with an appropriate superalgebra, study its boundary degrees of freedom, and finally exactly compute the topological expansion of its Euclidean partition function.

### 2.1 Formulation as a BF gauge theory

Following Cangemi and Jackiw [9], in this subsection we construct the action of $\mathcal{N} = 1$ CJ supergravity in first order formalism from a BF gauge theory. In this formulation there are two elementary fields: a space-time scalar $B$ and a one-form connection $A$, both valued on the algebra $\mathfrak{g}$ of the gauge group $G$. Under the group action, these fields transform as

$$
B \rightarrow G^{-1}BG, \quad A \rightarrow G^{-1}(d + A)G,
$$

which means $B$ is in the adjoint representation. While the gauge connection transforms with the usual anomalous term $G^{-1}dG$, its field strength $F = dA + A \wedge A$ also transforms in the adjoint.

The construction of the BF action usually involves considering a gauge algebra which admits a bilinear form $\langle \cdot, \cdot \rangle : \mathfrak{g} \times \mathfrak{g} \rightarrow \mathbb{R}$ satisfying a number of properties. For a superalgebra generated by $J_A \in \mathfrak{g}$, these properties can be stated as follows

- **Symmetric:** $\langle J_A, J_B \rangle = (-1)^{|J_A||J_B|} \langle J_B, J_A \rangle$,
- **Adjoint invariant:** $\langle [J_A, J_C]_{\pm}, J_B \rangle = \langle J_A, [J_C, J_B]_{\pm} \rangle$,
- **Non-degenerate:** $\langle J_A, J_B \rangle = 0, \quad \forall J_A \in \mathfrak{g} \iff J_B = 0$,

where $|J_A| = 0, 1$ for bosons and fermions respectively and $[J_A, J_B]_{\pm}$ a commutator or anti-commutator, where applicable. A canonical example of such a form is the Killing form of a semi-simple Lie superalgebra. The action of the BF gauge theory placed on a two-dimensional closed manifold $\mathcal{M}$ is

$$
I_{BF}[A, B] = \int_{\mathcal{M}} \langle B, F \rangle,
$$

which is immediately invariant under gauge transformations. Varying the action one finds its equations of motion

$$
\delta I_{BF} = 0 \implies F = 0, \quad dB + [A, B] = 0.
$$

---

3See [23–25] for other studies of two-dimensional flat space supergravity theories using this same approach.

4Although we shall not consider them here, it is still possible to construct BF theories from algebras that do not admit a bilinear form with these properties [26].
To define a BF theory which has a geometric interpretation as a flat space dilaton gravity theory, one needs to pick a gauge algebra $g$ which contains as a subalgebra the Minkowski isometries, i.e. the Poincaré algebra, generated by two translations $P_a$ and a boost/rotation $J$, so that the gauge connection is expanded as $A = e^a P_a + w J + \cdots$. The one-form $e^a$ plays the role of the zweibein, related to the line element in the usual way $ds^2 = g_{\mu\nu} dx^\mu dx^\nu = \eta_{ab} e^a e^b$, where Latin frame indices $a$ and $b$ are raised and lowered with the Minkowski/Euclidean metric $\eta_{ab}$. Apart from $e^a$, one has the spin connection $w_{ab}$, which in two dimensions is entirely determined by a single one-form component $w$ according to $w_{ab} = \epsilon^{ab} w$ with $\epsilon_{ab}$ the Levi-Civita symbol. In terms of these quantities, the torsion $T^a$ and curvature tensor $R_{ab}$ are written as

$$T^a = de^a + w \wedge e^b e^c,$$

$$R^a_{\ b} = \frac{1}{2} R^a_{\ bcd} e^c \wedge e^d = dw^a_{\ b}. \tag{2.5}$$

There is however a problem with the above construction: the Poincaré algebra does not admit a non-degenerate bilinear form (2.2). For this reason, Cangemi and Jackiw considered instead the minimal modification of Poincaré which allows for a bilinear form (2.2), obtained by replacing the vanishing commutator between the two translations $P_a$ by a non-vanishing central element $I$. The resulting algebra is called the Maxwell algebra and has the following non-vanishing commutators

$$[J, P_{\pm}] = \pm P_{\pm}, \quad [P_+, P_-] = I, \tag{2.6}$$

where $P_{\pm}$ are null translations.\(^5\) The inclusion of the central element $I$ in order to avoid having a degenerate bilinear form is a procedure that works quite generally (see section 4.1 in [26]). Writing the BF action (2.3) using the Maxwell algebra (2.6), one obtains the CJ gravity action.

The path for constructing the minimal CJ supergravity action is therefore quite clear. The first step is to enlarge the Maxwell algebra (2.6) by introducing two fermionic generators $Q_{\pm}$. Requiring these generators have spin one-half $[J, Q_{\pm}] = \pm \frac{1}{2} Q_{\pm}$ and imposing the Jacobi identities, one arrives at the following $\mathcal{N} = 1$ Maxwell superalgebra

Bosonic:

$$[J, P_{\pm}] = \pm P_{\pm}, \quad [P_+, P_-] = I,$$

Mixed:

$$[J, Q_{\pm}] = \pm \frac{1}{2} Q_{\pm}, \quad [P_-, Q_+] = -\frac{1}{2} Q_-, \tag{2.7}$$

Fermionic:

$$\{Q_+, Q_+\} = P_+, \quad \{Q_+, Q_-\} = I.$$

This is almost the unique $\mathcal{N} = 1$ extension of the Maxwell algebra in two-dimensions. There are two caveats. First, note there is an asymmetry between the relations satisfied by $Q_{\pm}$. More precisely, there are non-vanishing relations involving $Q_+$ with $P_-$ (second line) and with itself (third line) that have no corresponding relations for $Q_-$. One could have defined an analogous consistent superalgebra in which $Q_-$ has similar non-vanishing

\(^5\)The null generators are defined as $\sqrt{2} P_{\pm} = P_1 \pm i^{1-n_t} P_0$, where $P_0$ and $P_1$ are the space and time components respectively and $n_t = 0, 1$ for the Euclidean and Lorentzian case.
relations, instead of $Q_+$.\footnote{It is however not possible to define an $\mathcal{N} = 1$ extension of the Maxwell algebra for which $\{Q_+, Q_\pm\} = \pm P_\pm$. Only one of these anti-commutators can be non-zero.} Secondly, another compatible superalgebra can be defined by setting $[P_-, Q_+] = \{Q_+, Q_\pm\} = 0$ in (2.7), which corresponds to the case previously studied in \cite{27}. Although we could have used this variant to define the CJ supergravity action, (2.7) turns out being more convenient given that it leads to a better behaved asymptotic structure, related to the expected BMS symmetry of flat space. We provide more details on the $\mathcal{N} = 1$ extensions of the Maxwell algebra in appendix A. In particular, we show how (2.7) can be derived from an appropriate In"on"u-Wigner contraction of the $\mathfrak{osp}(1|2)$ superalgebra, as well as provide an explicit six dimensional matrix representation.

The non-trivial quadratic Casimir of (2.7) is given by

$$C_2 = \{P_+, P_-\} + \{J, I\} - \frac{1}{2} Q_+, Q_-.$$  \hfill (2.8)

The matrix elements of the bilinear form $h_{AB} = \langle J_A, J_B \rangle$ can be obtained from the Casimir according to $C_2 = h^{AB} J_A J_B$, which results in the following non-vanishing components

$$\langle P_+, P_- \rangle = 1, \quad \langle J, I \rangle = 1, \quad \langle Q_+, Q_- \rangle = 2,$$  \hfill (2.9)

satisfying all the properties listed in (2.2).

We can now define the associated BF theory. The gauge connection $A$ and scalar $B$ have the following expansion in terms of the superalgebra generators\footnote{The fermionic components $\psi^\pm$ and $\lambda^\pm$ are Grassmann.}

$$A = e^+ P_+ + e^- P_- + w J + A I + \psi^+ Q_+ + \psi^- Q_-,$$

$$B = x^+ P_+ + x^- P_- + \Psi J + \Phi I + \lambda^+ Q_+ + \lambda^- Q_-,$$  \hfill (2.10)

so that the field strength $F$ is given by

$$F = \left[ T^+ + \frac{1}{2} \psi^+ \wedge \psi^+ \right] P_+ + T^- P_- + \psi^- Q_- + \psi^+ Q_+ + \psi^- Q_- + \lambda^+ Q_+ + \lambda^- Q_-,$$

$$D = \left[ T^+ + \frac{1}{2} \psi^+ \wedge \psi^+ \right] P_+ + T^- P_- + \psi^- Q_- + \psi^+ Q_+ + \psi^- Q_- + \lambda^+ Q_+ + \lambda^- Q_-,$$  \hfill (2.11)

where we have identified the components of the torsion $T^\pm = dw^\pm \wedge e^\pm$ and the covariant derivative $D^\pm = dw^\pm \pm \frac{1}{2} w^\wedge e^\wedge \psi^\wedge$.\footnote{Both in Lorentzian and Euclidean signature the flat metric in null coordinates is $\eta_{++} = \eta_{--} = 1$, while the Levi-Civita symbol non-zero components are $\epsilon_{-+} = 1$ and $\epsilon_{+-} = -1$.}

Finally, the $\mathcal{N} = 1$ CJ supergravity action, in first order formulation, is defined through the general BF action in (2.3)

$$I_{\text{SCJ}} = \int_M \left\{ x^- \left[ T^+ + \frac{1}{2} \psi^+ \wedge \psi^+ \right] + x^+ T^- + \Phi dw + \Psi \left[ dA + e^+ \wedge e^- + \psi^+ \wedge \psi^- \right] \right\} + 2 \lambda^+ \left[ D\psi^- - \frac{1}{2} e^- \wedge \psi^+ \right] - 2 \lambda^- D\psi^+.$$  \hfill (2.12)

To better understand this theory, let us momentarily turn off the fermions and examine its bosonic sector, which is ordinary CJ gravity. The scalars $x^\pm$ are Lagrange multipliers.
which enforce the zero torsion constraint $T^\pm = 0$ on the space-time. It is therefore useful to momentarily switch to a second order description in terms of the metric $g_{\mu\nu}$, so that the bosonic action becomes

$$I_{\text{SCJ}}|_{\text{fermions}=0} = \frac{1}{2} \int_{\mathcal{M}} d^2 x \sqrt{|g|} \left[ \Phi R + 2 \Psi (\varepsilon^{\mu\nu} \partial_\mu A_\nu + 1) \right],$$

(2.13)

where we have defined $\sqrt{|g|} \varepsilon^{\mu\nu} = \varepsilon_{\mu\nu}$. Crucially, the dilaton $\Phi$ appears linearly in the action, multiplying the Ricci scalar $R$, whose value in two space-time dimensions fully determines the Riemann tensor. As we see from (2.12), the term $\Phi R$ is actually not modified by the presence of the fermions. The other bosonic contributions involve the scalar $\Psi$, which also appears linearly in the action, coupled to a topological abelian gauge field $A_\mu$.

Going back to the full action (2.12), the fermionic dependence is finely tuned in order to ensure the theory is supersymmetric. The supersymmetry transformation, parametrized by the Grassmann function $\epsilon^\alpha$, appears in the BF formulation as a gauge transformation generated by a purely fermionic element of the superalgebra $\Theta = \epsilon^+ Q_+ + \epsilon^- Q_-$. Using the transformation of the fundamental fields of the BF theory (2.1), it is simple to deduce the following infinitesimal supersymmetry transformations for the individual components

$$\delta_\epsilon e^+ = \psi^+ \epsilon^+ , \quad \delta_\epsilon A = \psi^+ \epsilon^- + \psi^- \epsilon^+ , \quad \delta_\epsilon \psi^+ = D\epsilon^+ , \quad \delta_\epsilon \psi^- = D\epsilon^- - \frac{1}{2} \epsilon^- \epsilon^+ ,$$

$$\delta_\epsilon x^+ = \lambda^+ \epsilon^+ , \quad \delta_\epsilon \Phi = \lambda^+ \epsilon^- + \lambda^- \epsilon^+ , \quad \delta_\epsilon \lambda^+ = \frac{1}{2} \Psi \epsilon^+ , \quad \delta_\epsilon \lambda^- = -\frac{1}{2} \Psi \epsilon^- - \frac{1}{2} x^- \epsilon^+ ,$$

(2.14)

which, by construction, satisfy $\delta_\epsilon I_{\text{SCJ}} = 0$.

**Solution to the equations of motion.** We now wish to construct a general class of solutions to the equations of motion of the CJ supergravity action. From the variation of the dilaton in (2.13) or (2.12) we see all solutions must have a locally flat metric. Starting in Lorentzian signature, we fix the metric to the Bondi gauge and find the more general flat metric is parametrized by two arbitrary functions $T(u)$ and $P(u)$ of the retarded Bondi time $u$ according to

$$ds^2 = -2(P(u)r + T(u))du^2 + 2dudr .$$

(2.15)

Since we are ultimately interested in the Euclidean partition function of this theory, we analytically continue the retarded time $u \to i\tau$. One might be worried by the fact the resulting metric becomes complex, essentially due to the non-diagonal components of the metric (2.15) in the Bondi gauge. We do not think this is problematic. Not only the associated path integral is finite and leads to a positive definite spectral density which can be non-perturbatively completed by a matrix model, but one can also check all the complex saddles used in these computations satisfy the criteria recently proposed in [28, 29] to determine physically allowed complex manifolds.

For the analytically continued metric, a convenient choice for the frame fields $e^\pm$ which reproduces the correct metric is

$$e^+ = i(P(\tau)r + T(\tau))d\tau - dr , \quad e^- = -id\tau , \quad w = -iP(\tau)d\tau ,$$

(2.16)
where the spin connection $w$ (which trivially satisfies the flatness condition $dw \propto R = 0$) is obtained from imposing the vanishing torsion $T^\pm = 0$. Requiring the remaining components of $F = 0$ are satisfied, yields the following general solution for the abelian gauge field $A$ and the gravitino $\psi^\pm$

$$A = -i(r + N(\tau))d\tau, \quad \psi^\pm = -iH^\pm(\tau)d\tau,$$

(2.17)

where $N(\tau)$ and $H^\pm(\tau)$ are an ordinary and Grassmann functions respectively.

From (2.16) and (2.17) one can write the general solution to the BF gauge connection $A$. Same as in other similar two-dimensional theories [10, 30], the $\tau$ and $r$ dependence of $A$ admits the following factorized decomposition $A = e^{rP_+}(d + a)e^{-rP_+}$ where $a = a_+(\tau)d\tau$ is given by $^9$

$$ia = \left(-T(\tau)P_+ + P_- + P(\tau)J + N(\tau)I + H^+(\tau)Q_+ + H^-(\tau)Q_-\right)d\tau.$$ 

(2.18)

This description turns out being quite convenient for the analysis below. Although we could also analyze the solutions to the equations of motion for the scalar $B$ in (2.4), this will not be necessary for the boundary conditions specified below.

2.2 Asymptotic boundary conditions

So far we have considered the theory defined on a closed manifold $\mathcal{M}$. However, the interesting case arises when there is a boundary, as all the physical degrees of freedom localize on $\partial \mathcal{M}$. We assume there is an asymptotic circular boundary for large $r$, parametrized by the $\beta$-periodic coordinate $\tau \sim \tau + \beta$. To ensure the variation problem (2.4) of the BF theory is well defined, we add the following boundary term to the action

$$I_{BF}[A, B] = \int_{\mathcal{M}} \langle B, F \rangle - \frac{1}{2} \int_{\partial \mathcal{M}} \langle B, A \rangle,$$

(2.19)

and relate the values of the fields according to $(B + \gamma A_\tau)|_{\partial \mathcal{M}} = 0$ with $\gamma$ an arbitrary constant with units of inverse length. $^10$ The variation of the action leads to the same equations of motion as before (2.4).

On top of the boundary condition relating $B$ and $A$ we want to further constraint the asymptotic fluctuations of the fields. Essentially, we impose a condition which, from the gravitational perspective, allows for a wiggly boundary but not more. Our guide for doing this is the solution to the equations of motion (2.18) which was constructed from a sensible and well behaved flat metric (2.15). We therefore require off-shell fluctuations of $A$ have the following asymptotic behavior

$$A = e^{rP_+}(d + a)e^{-rP_+} + \mathcal{O}(1/r),$$

(2.20)

$^9$We thank Oscar Fuentealba and Hernán González for suggesting this parametrization of the solution.

$^10$In two-dimensional flat gravity there is no length scale that naturally arises in the definition of the theory, given that Newton’s constant is dimensionless and there is no cosmological constant. One is therefore forced to introduce $\gamma$, an inverse length scale that all dimensionfull quantities in the theory are going to be measured with respect to.
where for $a$ we pick
\[ ia = (-T(\tau)P_+ + P_- + P(\tau)J + H(\tau)Q_+)d\tau, \]  
(2.21)
parametrized by three functions. Compared to the general solution in (2.18), note that we are not allowing for fluctuations of $N(\tau)$ and $H^{-}(\tau)$ (we have also relabelled $H^{+}(\tau) \rightarrow H(\tau)$). This is an arbitrary choice made in order to ensure a convenient class of large gauge transformations and boundary action for the resulting theory.

With these boundary conditions in place, we can revisit the on-shell solutions to the equations of motion (2.4). For the gauge connection, imposing a flat connection $F = 0$ means the configuration parametrized by the functions (2.21) is preserved under gauge transformations gives the following condition in (2.20) is preserved under gauge transformations gives the following condition below (2.19) forces $b = -\gamma a_{\tau}$. The remaining equation of motion in (2.4) implies $db = -\gamma da_{\tau} = 0$, meaning the three functions $(P(\tau), T(\tau), H(\tau))$ that parametrize the configurations are constant $(P_0, T_0, H_0)$ on-shell. The values $(P_0, T_0)$ determine a particular space-time metric, through the Euclidean version of (2.15), while $H_0$ sets the boundary value of the gravitino component $\psi^{+}$. In particular, the disk manifold with its center at $r = 0$ is obtained from
\[ (P_0, T_0, H_0) = \frac{2\pi}{\beta} (1, 0, 0), \]
(2.22)
where the value of $P_0$ is fixed to avoid a conical singularity.

**Large gauge transformations.** To better understand the symmetry structure of the theory as defined above, we now study the set of large gauge transformations allowed by our boundary conditions. These correspond to gauge transformations that do not vanish asymptotically, but instead preserve the form (2.20) while reshuffling the functions appearing in (2.21)
\[ (P(\tau), T(\tau), H(\tau)) \rightarrow (\tilde{P}(\tau), \tilde{T}(\tau), \tilde{H}(\tau)). \]
(2.23)
From the gravitational perspective these are large diffeomorphisms that generate wiggles of the boundary. To study them, consider gauge transformations generated by $\Theta = e^{rP_{+}} \theta e^{-rP_{+}}$ with $\theta$ an element of the superalgebra that depends only on $\tau$. Requiring the behavior in (2.20) is preserved under gauge transformations gives the following condition
\[ d\theta + [a, \theta] = \left[ \frac{\delta a}{\delta P} \delta P + \frac{\delta a}{\delta T} \delta T + \frac{\delta a}{\delta H} \delta H \right]_{(P, T, H) = (P, T, H)}, \]
(2.24)
where $\tilde{a}$ is (2.21) but with the transformed functions appearing on the right-hand side of (2.23). Solving this constraint one finds large gauge transformations are parameterized by two ordinary functions $(\varepsilon(\tau), \sigma(\tau))$ and a Grassmann function $\eta(\tau)$ in the following way
\[ i\theta = - \left[ \varepsilon(\tau)T(\tau) + \eta(\tau)H(\tau) + i\sigma'(\tau) \right] P_+ + \varepsilon(\tau)P_- + \left[ \varepsilon(\tau)P(\tau) - i\varepsilon'(\tau) \right] J - \sigma(\tau) I \\
+ \left[ \varepsilon(\tau)H(\tau) - \eta(\tau)P(\tau) + 2i\eta'(\tau) \right] Q_+ + \eta(\tau)Q_- . \]
(2.25)
The first order variations of the functions characterizing the asymptotic behavior are given by
\[\delta P = \varepsilon(\tau)P'(\tau) + \varepsilon'(\tau)P(\tau) - i\varepsilon''(\tau),\]
\[\delta T = \varepsilon(\tau)T'(\tau) + 2\varepsilon'(\tau)T(\tau) + \eta(\tau)H'(\tau) + 3\eta'(\tau)H(\tau) + \sigma'(\tau)P(\tau) + i\sigma''(\tau),\]
\[\delta H = \varepsilon(\tau)H'(\tau) + \frac{3}{2}\varepsilon'(\tau)H(\tau) - \eta(\tau)P'(\tau) + \frac{1}{2}i\eta(\tau)P(\tau)^2 + 2i\eta''(\tau).\]  

Let us make a few observations about these important expressions. For the bosonic sector we recover the large gauge transformations of CJ gravity obtained in [11], which match with the coadjoint representation of the warped Virasoro algebra [10]. Note that if one sets \(\sigma(\tau)\) and \(\eta(\tau)\) to zero, the functions \((P(\tau), T(\tau), H(\tau))\) transform as fields of spin \(s = 1, 2, \frac{3}{2}\) with respect to \(\varepsilon(\tau)\). Finally, the transformation of \(H(\tau)\) contains a non-linear contribution in the term \(P(\tau)^2\), which means the associated superalgebra is non-linear. This is not unusual, as non-linear algebras arise in similar supersymmetric [30, 31] and higher spin theories [32, 33].

To explicitly figure out the superalgebra associated to (2.26), let use the covariant phase space formalism to compute the charges that generate the transformations. The variation of the bulk term in the BF action (2.19) gives the pre-symplectic potential that we vary to obtain the pre-symplectic form \(\tilde{\Omega}(\delta_1, \delta_2) = \langle \delta_1 B, \delta_2 A \rangle - \langle \delta_2 B, \delta_1 A \rangle\). Keeping the first variation \(\delta_1\) arbitrary while fixing the second \(\delta_2 = \delta\) to the gauge transformation in (2.25), one gets
\[\tilde{\Omega}(\delta, \delta_{\text{gauge}}) = d\langle \delta B, \Theta \rangle - \langle \delta (dB + [A, B]), \Theta \rangle.\]  

Since the second term vanishes on-shell (2.4), the resulting expression is an exact form, meaning the variation of the charge that generates the gauge transformation is
\[\delta Q[\theta] = \int_0^\beta d\tau \langle \delta B, \Theta \rangle |_{\partial M} = -\gamma \int_0^\beta d\tau \langle \delta A, \theta \rangle,\]  

where in the second equality we used the boundary condition below (2.19). Note there is an unusual feature in the way we have defined the charge, given that in general one should not integrate over \(\tau\), but instead evaluate at a fixed time. However, defining the charges in this way has been shown to be more adequate in setups similar to this one [34–36]. Using the expressions above we can evaluate (2.28) and arrive at the final expression for the charges
\[Q[\theta] = \gamma^2 \int_0^\beta d\tau (\varepsilon(\tau)T(\tau) + \sigma(\tau)P(\tau) + 2\eta(\tau)H(\tau)),\]  

where we have conveniently added an additional factor of \(-\gamma\) in their definition to have \(Q[\theta]\) dimensionless. The charges are integrable, given that the bilinear form only picks up the components of \(\theta\) that are independent of the functions \((P(\tau), T(\tau), H(\tau))\).

The superalgebra satisfied by these charges with respect to the Poisson brackets is obtained from \(\{Q[\theta_1], Q[\theta_2]\}_{\text{PB}} = \delta_{\theta_2} Q[\theta_1]\). Computing the variation on the right-hand side
of this expression is a straightforward exercise which gives

$$\{ Q[\theta_1], Q[\theta_2] \}_{PB} = Q[\bar{\chi}, \bar{\sigma}, \bar{\eta}] + i \gamma^2 \int_0^\beta d\tau \eta_1 \eta_2 P^2 - i \gamma^2 \int_0^\beta d\tau (\bar{\chi}_1 \sigma_2' - \bar{\chi}_2 \sigma_1' + 4 \eta_1^\prime \eta_2^\prime),$$  \hspace{1cm} (2.30)

where the functions appearing on the first term on the right-hand side are

$$\bar{\chi}(\tau) = \chi_1(\tau) \chi_2(\tau) - \chi_2(\tau) \chi_1(\tau),$$
$$\bar{\sigma}(\tau) = \chi_1(\tau) \sigma_2(\tau) - \chi_2(\tau) \sigma_1(\tau) + 2(\eta_1(\tau) \eta_2(\tau)),'$$
$$\bar{\eta}(\tau) = (\chi_1(\tau) \eta_2(\tau) - \chi_2(\tau) \eta_1(\tau)) - \frac{1}{2}(\chi'(\tau) \eta_2(\tau) - \chi_2(\tau) \eta_1(\tau)).$$

The second term in (2.30) cannot be written in terms of the charges, as it contains the non-linear contribution in $P(\tau)$. Finally, the third term is independent of the functions $(P(\tau), T(\tau), H(\tau))$ and therefore corresponds to a central extension.

To get a better hold of the superalgebra, it is convenient to perform the following Fourier mode decomposition of the generators

$$L_n = Q \left[ \frac{\beta}{2\pi} e^{i \frac{2\pi}{\beta} n}, 0 \right], \quad J_n = Q \left[ 0, \frac{1}{2\pi \gamma} e^{i \frac{2\pi}{\beta} n}, 0 \right], \quad G_n = Q \left[ 0, \frac{\sqrt{\beta}}{2\pi \gamma} e^{i \frac{2\pi}{\beta} n} \right].$$

Replacing Poisson brackets by (anti-)commutators in the usual way, one finds

$$[L_n, L_m] = (n - m) L_{n+m},$$
$$[L_n, J_m] = -m J_{n+m} + n^2 \delta_{n+m,0},$$
$$[L_n, G_r] = \left( n - \frac{r}{2} \right) G_{n+r},$$
$$\{G_r, G_s\} = 2(r + s) J_{r+s} + \sum_{q \in \mathbb{Z}} J_q J_{(r+s)-q} - 4r^2 \delta_{r+s,0}.$$

The bosonic sector (first two lines) is nothing more than a particular central extension of the warped Virasoro algebra [35]. The addition of the fermionic generator $G_r$ gives its supersymmetric extension. The non-linearity of the superalgebra can be hidden by exchanging $J_n$ with the following twisted Sugawara generator

$$M_n = 2n J_n + \sum_{q \in \mathbb{Z}} J_q J_{n-q}.$$  \hspace{1cm} (2.34)

In terms of $M_n$, the superalgebra is linear and closes to

$$[L_n, L_m] = (n - m) L_{n+m},$$
$$[L_n, M_m] = (n - m) M_{n+m} - 2n^3 \delta_{n+m,0},$$
$$[L_n, G_r] = \left( n - \frac{r}{2} \right) G_{n+r},$$
$$\{G_r, G_s\} = M_{r+s} - 4r^2 \delta_{r+s,0}. $$

(2.35)
that is nothing more than the three dimensional BMS\textsubscript{3} superalgebra [16], with \( L_n \) and \( M_n \) playing the role of superrotations and supertranslations respectively.

Perhaps unsurprisingly, the superalgebra (2.33) can be used to construct the supersymmetric extension of the two dimensional BMS\textsubscript{2} algebra, first written in [11].\textsuperscript{11} To do so, we simply define the generator \( \bar{J}_n = \frac{1}{n} J_n \) and obtain

\[
\begin{aligned}
[L_n, L_m] &= (n - m) L_{n+m}, \\
[L_n, \bar{J}_m] &= -(n + m) \bar{J}_{n+m} - n\delta_{n+m,0}, \\
[L_n, G_r] &= \left(\frac{n}{2} - r\right) G_{n+r}, \\
\{G_r, G_s\} &= 2(r + s)^2 \bar{J}_{r+s} + \sum_{q \in \mathbb{Z}} q [(r + s) - q] \bar{J}_q \bar{J}_{(r+s)\text{-}q} - 4r^2 \delta_{r+s,0}.
\end{aligned}
\]

(2.36)

The first two lines give the bosonic BMS\textsubscript{2} algebra [11, 37], extended by the addition of the fermionic generator \( G_r \).

### 2.3 Boundary dynamics

To properly characterize the boundary degrees of freedom of the theory, we would like to derive the effective action that controls its dynamics. This is easy to do for large values of \( r \), by evaluating the BF action (2.19) using the boundary conditions \((B + \gamma A_\tau)|_{\partial\mathcal{M}} = 0\) and (2.20), which gives

\[
I_\partial = \gamma \frac{\gamma}{2} \int_0^\beta d\tau \langle a_\tau, a_\tau \rangle + \mathcal{O}(1/r) = \gamma \int_0^\beta d\tau T(\tau) + \mathcal{O}(1/r).
\]

(2.37)

This simple result for the boundary action is one of the reasons we picked the boundary conditions in (2.21). Note \( I_\partial \) coincides with the charge (2.29) associated to a large gauge transformation with constant \( \varepsilon(\tau) \) and vanishing \( \sigma(\tau) = \eta(\tau) = 0 \). This observation will be important when computing the Euclidean path integral.

It is useful to derive a different form for (2.37), obtained by acting with large gauge transformations on an on-shell solution \((P_0, T_0, H_0)\). To do so, we follow [30] and note a flat connection \( a \) can be written as \( a = g^{-1} dg \) with \( g = g(\tau) \) an element of the Maxwell supergroup. Equating \( a = g^{-1} dg \) to the expression of \( a \) in terms of the functions \((P(\tau), T(\tau), H(\tau))\) given in (2.21), one finds the more general expression for \( g(\tau) \) in an Euler-Gauss decomposition is

\[
g(\tau) = e^{F(\tau)\text{\small{\text{P}}}_- + \vartheta(\tau)\text{\small{\text{Q}}}_- + h(\tau) I} e^{-\ln[iF'(\tau)] J} e^{\frac{2i\vartheta'(\tau)}{\sqrt{-iF'(\tau)}} Q_+}.
\]

(2.38)

The supergroup element is parametrized by two arbitrary functions \((F(\tau), h(\tau))\) and the Grassmann function \( \vartheta(\tau) \), which are related to the boundary modes \((P(\tau), T(\tau), H(\tau))\) in

\textsuperscript{11}We thank an anonymous referee for suggesting this.
Although not necessary for our purposes, it would be interesting to derive the boundary action (2.37)

\[ I_{\partial}[F, h, \vartheta] = -\gamma \int_{0}^{\beta} \frac{d\tau}{F'(\tau)} [h'(\tau)F''(\tau) + 2\vartheta'(\tau)\vartheta''(\tau) - F'(\tau)h''(\tau)] , \]  

(2.40)

where we have dropped a boundary term and corrections that vanish when \( r \to \infty \).

The three modes \((F(\tau), h(\tau), \vartheta(\tau))\) control the boundary degrees of freedom. They parametrize large gauge transformations acting on an on-shell configuration \((P_0, T_0, H_0)\). Although not evident from our derivation, the action (2.40) is not completely general, but only corresponds to configurations obtained from solutions with fixed \( P_0 \) and vanishing \( T_0 = H_0 = 0 \). To see this, we need to translate between \((F(\tau), h(\tau), \vartheta(\tau))\) and the infinitesimal description of the transformation (2.25) in terms of \((\varepsilon(\tau), \sigma(\tau), \eta(\tau))\). It turns out these fields are related in the following way (see also [30])

\[ F(\tau) = e^{iP_{0}(\tau+\varepsilon(\tau))} , \quad h(\tau) = i\sigma(\tau) , \quad \vartheta(\tau) = \sqrt{-iF'(\tau)}\eta(\tau) . \]  

(2.41)

Using these relations we can expand the action (2.40) and match with the expansion of (2.37) using (2.26)

\[ I_{\partial}[\varepsilon, \sigma, \eta] = \gamma \int_{0}^{\beta} d\tau T(\tau) = \gamma \int_{0}^{\beta} d\tau \left[ T_0 + \delta T + \frac{1}{2} \delta^2 T + \ldots \right] , \]  

(2.42)

with \((P_{0}, T_0, H_0) = (P_0, 0, 0)\). Setting \( P_0 = \frac{2\pi}{\tau} \) the action (2.40) controls the dynamics of the boundary modes around the disk solution (2.22), with \( F(\tau) \) and \( h(\tau) \) periodic functions. Although not necessary for our purposes, it would be interesting to derive the boundary action (2.40) but for arbitrary values of \((P_0, T_0, H_0)\), as done in [11] for bosonic CJ gravity.

Let us now study some of the features of the boundary action (2.40). From its variation, one finds the following equations of motion

\[ \frac{d}{d\tau} \left[ \frac{F''(\tau)}{F'(\tau)} \right] = 0 , \quad \frac{d}{d\tau} \left[ \frac{h''(\tau)}{F'(\tau)} + 2\vartheta'(\tau)\vartheta''(\tau) \right] = 0 , \quad \frac{d}{d\tau} \left[ \frac{\vartheta'(\tau)}{F'(\tau)} \right]' + \frac{\vartheta''(\tau)}{F'(\tau)} = 0 . \]  

(2.43)

Using (2.39) these equations can be shown to be equivalent to \( P'(\tau) = T'(\tau) = H'(\tau) = 0 \), which are nothing more than the bulk equations of motion (2.4), as discussed above (2.22).

There are four bosonic and two fermionic independent symmetry transformations that
preserve the equations of motion, given by

\begin{align}
F(\tau) &\longrightarrow c_1 F(\tau) + c_2, \\
h(\tau) &\longrightarrow h(\tau) + c_3 F(\tau) + c_4 + \epsilon_2 \vartheta(\tau), \\
\vartheta(\tau) &\longrightarrow \sqrt{c_1} \left( \vartheta(\tau) + \epsilon_1 + \frac{1}{2} \epsilon_2 F(\tau) \right),
\end{align}

(2.44)

where \( c_i \) and \( \epsilon_i \) are ordinary and Grassmann parameters respectively. In particular note there is a single transformation, the one controlled by \( \epsilon_2 \), which mixes the bosonic and fermionic fields. This means the boundary theory has \( \mathcal{N} = 1 \) supersymmetry, reflecting the same amount of supersymmetry of the parent CJ supergravity action (2.12).

### 2.4 Euclidean partition function

We can now finally turn our attention to the observable of CJ supergravity we are mostly interested in: the Euclidean partition function. Formally, it is defined through the following path integral

\[
Z(\beta_1, \ldots, \beta_n) = \int \mathcal{D}X \, e^{-I_{SCJ}[X]+S_0 \chi(M)},
\]

(2.45)

where the action is given in (2.12) and \( \mathcal{D}X \) is the integral measure over all the fields in the theory.\(^\text{12}\) We added to the exponent a term proportional to the Euler Characteristic \( \chi(M) \) of the manifold \( M \), controlled by the parameter \( S_0 \in \mathbb{R}_+ \). Since this is a topological invariant, it can be included in the definition of the theory without modifying any of the analysis in the previous subsections.

For (2.45) to make sense, we need to specify the boundary conditions. We allow for \( n \)-asymptotic boundaries, each of them locally parametrized by a \( \beta_i \)-periodic coordinate \( \tau_i \), defined from the analytic continuation indicated below equation (2.15). For each of these boundaries, we constraint to off-shell configurations with the behavior given in (2.20). While for the bosonic fields we consider periodic boundary conditions when going around the boundary circle, for the fermionic fields we take anti-periodic (Neveu-Schwarz). The path integral not only includes a sum over bulk geometries consistent with these boundary conditions, but also a summation over inequivalent bulk spin structures.

Computing the path integral in (2.45) is very challenging. One can make progress by using that all two-dimensional orientable manifolds are classified by their genus \( g \) and number of boundaries \( n \). Using the Euler characteristic is given by \( \chi(M) = 2(1 - g) - n \), one arrives at the following topological expansion

\[
Z(\beta_1, \ldots, \beta_n) \simeq \sum_{g=0}^{\infty} (e^{-S_0})^{2(g-1)+n} Z_g(\beta_1, \ldots, \beta_n).
\]

(2.46)

The symbol \( \simeq \) reminds us this is nothing more than a series expansion, i.e. it is only equal to the actual partition function (2.45) up to corrections of order \( O(e^{-S_0}) \). Each of the

\(^{12}\)Apart from the bulk contribution to the CJ supergravity action in (2.12), one must also include the appropriate boundary term that ensures the variational problem is well defined. While in the BF formulation given through (2.19) the boundary term is explicit, it would be interesting to work it out directly in the gravitational formulation. For ordinary CJ gravity this was done in section 2.2 of [13].
terms in the expansion are determined by \( Z_g(\beta_1, \ldots, \beta_n) \), which are defined in the same way as (2.45) but with the important difference we only include contributions from manifolds of fixed genus \( g \).

It is now that the details of CJ supergravity become important, specifically the linear dependence of the dilaton in the action (2.12). Taking the integration contour over \( \Phi \) along a purely imaginary line allows us to trivially solve the path integral of the dilaton and obtain a Dirac delta \( \delta(R) \). Since in two-dimensions the Riemann tensor is fully determined by the Ricci scalar

\[
R_{\mu\nu\rho\sigma} = R_{2 \left( g_{\mu\rho} g_{\nu\sigma} - g_{\mu\sigma} g_{\nu\rho} \right)},
\]

(2.47)

the Dirac delta effectively becomes \( \delta(R_{\mu\nu\rho\sigma}) \). This highly constrains the integral over metrics, as instead of having arbitrary metric fluctuations, one only needs to consider locally flat manifolds. The classification of two-dimensional orientable flat surfaces with asymptotic boundaries is extremely simple [17]: there is only the disk and cylinder. Putting everything together, the integral over the dilaton implies a spectacular cancellation of most terms in the topological expansion, so that one is simply left with\(^{13}\)

\[
Z(\beta) \simeq e^{S_0} Z_{\text{disk}}(\beta),
\]

\[
Z(\beta_1, \beta_2) \simeq Z_{\text{cylinder}}(\beta_1, \beta_2),
\]

\[
Z(\beta_1, \ldots, \beta_n) \simeq 0,
\]

(2.48)

where \( n \geq 3 \). While the same reduction occurs for ordinary CJ gravity, a different mechanism also results in the same effect for certain supersymmetric extensions of JT gravity and deformations thereof [38, 39].

All we have to do, is compute the disk and cylinder partition functions. To do so, it is convenient to write these quantities using the BF formulation of the theory, whose partition function is given by

\[
Z_{\text{BF}} = \int \mathcal{D}A \mathcal{D}B e^{-I_{\text{BF}}[A,B]} = \int \mathcal{D}A \delta(F) e^{-\frac{2}{\gamma} \int_{\partial M} \langle A, A \rangle},
\]

(2.49)

where, similarly as in the gravitational description, the integral over \( B \) localizes the remaining integral over flat connections \( F = 0 \). Path integrals of this kind were studied long ago in [40]. Performing the standard gauge fixing via the Fadeed-Popov method, it was shown that the resulting measure of the path integral is obtained from the Pfaffian of the following symplectic form in the space of flat connections

\[
\Omega(\delta_1 A, \delta_2 A) = \gamma^2 c_0 \int_{\mathcal{M}} \langle \delta_1 A \wedge \delta_2 A \rangle,
\]

(2.50)

where \( c_0 \) is an arbitrary dimensionless constant and we are omitting the comma in the bilinear form. The one-forms in the space of flat connections are given by \( \delta_i A \), which are

\(^{13}\)One might wonder about a disk or cylinder with an arbitrary number of circular boundaries in their interior. These do not contribute since we are constraining ourselves to asymptotic boundaries, i.e. boundaries for which the distance of any bulk point to the boundary is infinite. These other surfaces should be considered in the finite cut-off version of the theory.
variations that preserve $F = 0$ to first order. The path integral is weighted by the boundary action (2.37), corresponding to an $\mathcal{N} = 1$ supersymmetric quantum mechanics.

Exactly computing the path integral of a quantum mechanical system is still, in general, a challenging task. Usually, one is instead able to perform a perturbative loop expansion. The Duistermaat-Heckman theorem [18] singles out certain situations in which the simple one-loop computation is not only an approximation but it actually coincides with the exact answer. As explained in [19], there are two conditions that must be satisfied for the theorem to apply: the integration space must be symplectic and the action weighting the integral must generate a $U(1)$ symmetry of the manifold via the Poisson brackets.

The first condition is automatically satisfied by the BF partition function, given that the integral is over the symplectic manifold of flat connections (2.50). For the second requirement, note that using the boundary condition (2.20) we can write the boundary action appearing in (2.49) as

$$I_0 = \gamma \int_0^\beta d\tau T(\tau) = Q_\tau ,$$

(2.51)

where $Q_\tau$ is a particular generator (2.29) of a large gauge transformation

$$Q_\tau \equiv Q[\varepsilon, \sigma, \eta], \quad \text{with} \quad \varepsilon(\tau) = \frac{1}{\gamma}, \quad \sigma(\tau) = \eta(\tau) = 0 .$$

(2.52)

The action of this charge via the Poisson brackets on an arbitrary flat connection characterized by the functions $(P(\tau), T(\tau), H(\tau))$ can be worked out from the infinitesimal variations in (2.26)

$$\{S(\tau), Q_\tau\}_{PB} = \delta_{(\varepsilon, \sigma, \eta)}S(\tau) = \frac{1}{\gamma}S'(\tau), \quad \text{where} \quad S(\tau) = (P(\tau), T(\tau), H(\tau)) .$$

(2.53)

This shows the boundary action in the path integral is indeed generating $\tau$ translations around the circle. Altogether, the Duistermaat-Heckman theorem applies and the BF path integral (2.49), which determines the disk and cylinder partition functions in (2.48), can be calculated exactly from a simple one-loop computation.

Before performing this calculation, we need to comment on an important subtlety regarding the symplectic space of flat gauge connections. Although one of the defining properties of a symplectic form is its non-degeneracy, this is actually not immediately satisfied by (2.50) when evaluated on the asymptotic boundary. To see this, we use that since the variations $\delta_i A$ correspond to large gauge transformations generated by $\Theta_i$ as

$$\delta_i A = d\Theta_i + [A, \Theta_i] ,$$

equation (2.50) can be reduced to a boundary integral

$$\Omega(\delta_1 A, \delta_2 A) = \gamma^2 c_0 \int_0^\beta d\tau \langle \theta_1, \delta_2 a_\tau \rangle ,$$

(2.54)

where we have used $(d\Theta_1 + [\Theta_1, A]) \wedge \delta_2 A = d(\Theta_1 \wedge \delta_2 A)$ for variations that linearly preserve $F = 0$. Using (2.25) and (2.26) this can be evaluated and written as

$$\Omega(\delta_1 A, \delta_2 A) = \gamma^2 c_0 \int_0^\beta d\tau \left\{ \bar{\epsilon}(\tau) T(\tau) + [\bar{\sigma}(\tau) + i\eta_1(\tau) \eta_2(\tau) P(\tau)] P(\tau) + 2\bar{\eta}(\tau) H(\tau) \\
- i(\varepsilon'_1(\tau) \sigma'_2(\tau) - \varepsilon'_2(\tau) \sigma'_1(\tau) + 4\eta'_1(\tau) \eta'_2(\tau)) \right\} ,$$

(2.55)
where the barred functions are defined in (2.31). ¹⁴ For both the disk and cylinder we need to evaluate this for on-shell solutions with \((P(\tau), T(\tau), H(\tau)) = (P_0, T_0, 0)\), which gives

\[
\Omega = \gamma c_0 \int_0^\beta d\tau \left\{ T_0 \delta \varepsilon \wedge \delta \varepsilon' + P_0 \delta \varepsilon \wedge \delta \sigma' - i \delta \varepsilon' \wedge \delta \sigma - 2i \left( \delta \eta' \wedge \delta \eta - (P_0/2)^2 \delta \eta \wedge \delta \eta \right) \right\},
\]

(2.56)

where we have written \(\Omega\) using form notation. This expression becomes more transparent when expanding the functions in their respective Fourier series

\[
\varepsilon(\tau) = \sum_{n \in \mathbb{Z}} \varepsilon_n e^{i(n(2\pi x))\tau}, \quad \sigma(\tau) = \sum_{n \in \mathbb{Z}} \sigma_n e^{i(n(2\pi x))\tau}, \quad \eta(\tau) = \sum_{n \in \mathbb{Z} + \frac{1}{2}} \eta_n e^{i(n(2\pi x))\tau},
\]

(2.57)

where for \(\eta(\tau)\) we have half-integer modes since we impose Neveu-Schwarz boundary conditions \(\eta(\tau + \beta) = -\eta(\tau)\). The reality condition on these functions constraints \(\varepsilon_n^* = \varepsilon_{-n}\) (and similarly for the other coefficients), so that the symplectic manifold is parametrized by the complex parameters \((\varepsilon_n, \sigma_n, \eta_n)\) with \(n \geq 0\). In this parametrization, (2.56) becomes

\[
\Omega = -2\pi i \gamma^2 c_0 \sum_{n \geq 0} n \left[ 2T_0 \delta \varepsilon_n \wedge \delta \varepsilon_n^* + \left( P_0 + \frac{2\pi n}{\beta} \right) \delta \varepsilon_n \wedge \delta \sigma_n^* + \left( P_0 - \frac{2\pi n}{\beta} \right) \delta \sigma_n \wedge \delta \varepsilon_n^* \right]
\]

\[
- 4\beta i \gamma^2 c_0 \sum_{n > 0} \left[ \left( \frac{2\pi n}{\beta} \right)^2 - \left( \frac{P_0}{2} \right)^2 \right] \delta \eta_n \wedge \delta \eta_n^*.
\]

(2.58)

From this expression, we see \(\Omega\) is always degenerate along the \((\varepsilon_0, \sigma_0)\) directions. This means the actual symplectic space over which the path integral is performed corresponds to \((\varepsilon_n, \sigma_n, \eta_n)\) after modding out all degenerate directions (or zero modes), which may be enhanced for special values of \(P_0\). As we shall see, these zero modes completely determine the \(\beta\) scaling of the one-loop determinant according to

\[
Z_{\text{one-loop}}(\beta) \propto \beta^{\frac{1}{2}(n_f - n_b)},
\]

(2.59)

where \(n_b\) and \(n_f\) are the number of bosonic and fermionic zero modes.

**Disk partition function.** Let us now compute the disk partition function from its one-loop computation

\[
Z_{\text{disk}}(\beta) = e^{-I_0^{\text{(on-shell)}}} \int D\varepsilon(\tau) D\sigma(\tau) D\eta(\tau) \text{Pf}(\Omega) e^{-I_0^{(2)}[\varepsilon(\tau), \sigma(\tau), \eta(\tau)]},
\]

(2.60)

where we are implicitly removing the degenerate directions in the measure. From (2.37) the on-shell boundary action is given by \(I_0^{\text{(on-shell)}} = \gamma \beta T_0\), which vanishes since for the disk solution (2.22) we have \(T_0 = 0\). The quadratic action \(I_0^{(2)}[\varepsilon, \sigma, \eta]\) around an on-shell

---

¹⁴This expression generalizes the symplectic form derived in [15] for bosonic CJ gravity.
configuration with arbitrary \((P_0, T_0)\) and \(H_0 = 0\) is obtained from (2.42) and (2.26)

\[
I^{(2)}_\delta = \gamma \int_0^\beta d\tau [T_0 \varepsilon'(\tau)^2 + \varepsilon'(\tau)(P_0 \sigma'(\tau) + i\sigma''(\tau)) + 2i \left( \eta'(\tau)\eta''(\tau) - (P_0/2)^2 \eta(\tau)\eta'(\tau) \right)],
\]

\[
= \frac{(2\pi)^2}{\beta} \sum_{n \geq 0} n^2 \left[ 2T_0 |\varepsilon_n|^2 + \left( P_0 + \frac{2\pi n}{\beta} \right) \varepsilon_n \sigma_n^* + \left( P_0 - \frac{2\pi n}{\beta} \right) \varepsilon_n^* \sigma_n \right]
\]

\[
+ \gamma (8\pi) \sum_{n > 0} n \left[ \left( \frac{2\pi n}{\beta} \right)^2 - \left( \frac{P_0}{2} \right)^2 \right] \eta_n \eta_n^*,
\]

(2.61)

where in the second equality we used the Fourier decompositions of the functions (2.57). Since we are now interested in the disk, we should evaluate this at \((P_0, T_0) = \frac{2\pi}{b}(1, 0)\). In this case, the degenerate directions of the symplectic form (2.58) for the disk are enhanced to \((\varepsilon_0, \sigma_0, \varepsilon_1^\gamma, \sigma_1)\) and \((\eta_{1/2}, \eta_{1/2}^*\gamma)\) in the bosonic and fermionic sectors respectively, so that the measure appearing in (2.60) is

\[
d\varepsilon_1 d\sigma_1^\gamma (4\pi^2 c_0 P_0) \prod_{n \geq 2} d^2 \varepsilon_n d^2 \sigma_n (2\pi^2 c_0 P_0)^2 n^2 (n^2 - 1) \prod_{m \geq \frac{3}{2}} \frac{d^2 \eta_m}{\beta^2 c_0 P_0^2 (4m^2 - 1)},
\]

(2.62)

where \(d^2 \varepsilon_n = d\varepsilon_n d\varepsilon_n^*\). Putting everything together in (2.60) we can solve all the integrals and obtain the final expression for the disk partition function

\[
Z_{\text{disk}}(\beta) = (4c_0 \gamma^2) \prod_{n \geq 2} \left( \frac{c_0 \gamma^2}{n} \right)^2 \prod_{m \geq \frac{3}{2}} \frac{2\pi m}{c_0 \gamma^2} \frac{\sqrt{2} (c_0 \gamma^2)}{\pi} = \frac{2\sqrt{2}}{c_0 \gamma^2},
\]

(2.63)

where we have used the Riemann and Hurwitz Zeta functions to regularize the infinite product, e.g. [41]. Since the on-shell action of the disk vanishes, the only \(\beta\) dependence comes from the one-loop determinant, which scales as predicted by the simple counting of the zero modes indicated in (2.59). Conveniently setting \(c_0 = 1/\pi^2\) and rescaling \(\beta \to \beta/\gamma\) in order to have a dimensionless inverse temperature, we recover the result quoted in (1.4).

**Cylinder partition function.** The cylinder metric of circumference \(b \in \mathbb{R}_+\) is given by

\[
ds^2 = dz^2 + b^2 d\varphi^2\text{ with } z \in \mathbb{R} \text{ and } \varphi \sim \varphi + 1.
\]

It can be written in Bondi gauge by changing coordinates to \(r = (b/\beta) z\) and \(\tau = \beta (\varphi - iz/b)\), which results in the Euclidean version of the metric (2.15) with \((P_0, T_0) = \frac{b^2}{2\pi^2} (0, 1)\).\(^{15}\) While this configuration certainly satisfies the equations of motion for arbitrary \(H_0\), it is not an actual solution of the gravitational theory given that it cannot satisfy the boundary conditions on both boundaries (see section B.1 of [15]). This means the calculation of the cylinder partition function is slightly more subtle than the case of the disk (2.60).

\(^{15}\)Note the inverse temperature \(\beta\) is not defined as the circumference of the boundary circle but instead as the period of the coordinate \(\tau\), obtained from analytically continuing the Bondi time \(u \to i\tau\). See [15] for a detailed discussion on this feature, which is an important difference of these models of flat space holography when compared to the standard AdS/CFT correspondence.
Similarly as in JT gravity [5], one can bypass this problem by constructing the cylinder path integral by appropriately gluing two “half-cylinders”. In the region where the half-cylinders meet at \( z = 0 \), the metric is locally given by
\[
ds^2 = dz^2 + (bd\varphi + v\delta(z)dz)^2. \tag{2.64}
\]

There are two moduli \((b, v)\) associated to the gluing that one must integrate over: the circumference \( b \) and the relative twist \( v \) between the two boundaries that are being glued. The correct measure over this two-dimensional moduli space can be determined from the symplectic form provided by the BF theory (2.50). To do so, we must first construct the flat \( F = 0 \) gauge connection \( A \) associated to the metric (2.64). A straightforward computation shows
\[
A = \frac{1}{\sqrt{2}} [(bd\varphi + v\delta(z)dz) - idz] P_+ + \frac{1}{\sqrt{2}} [(bd\varphi + v\delta(z)dz) + idz] P_- + ibzd\varphi I + \psi^- Q_-, \tag{2.65}
\]
where \( \psi^- \) satisfies \( d\psi^- = 0 \). From this expression one can evaluate the symplectic form (2.50) and find
\[
\Omega(\delta_1 A, \delta_2 A) = \gamma^2 c_0 \int_{\mathcal{M}} \delta_1 b \delta_2 v - \delta_1 v \delta_2 b \] \( \delta(z) d\varphi \wedge dz \), \tag{2.66}
\]
where the Dirac delta localizes the integral to the gluing region \( z = 0 \). In this way, one finds the symplectic form associated to the gluing of two half-cylinders is given by
\[
\Omega = \gamma^2 c_0 \delta b \wedge \delta v, \tag{2.67}
\]
which is the same as the one obtained for the JT and CJ gravity theories [5, 15]. Putting everything together, the cylinder partition function can be computed from
\[
Z_{\text{cylinder}}(\beta_1, \beta_2) = 2 \gamma^2 c_0 \int_0^{\infty} db b Z_{\text{half-cylinder}}(\beta_1, b) Z_{\text{half-cylinder}}(\beta_2, b), \tag{2.68}
\]
where we have solved the integral over the twist using the half-cylinder partition functions are independent of \( v \). The additional factor of two comes from the sum over inequivalent bulk spin structures, see section 2.4.3 of [38].\(^{16}\)

The half-cylinder partition function can be obtained from a one-loop computation as in (2.60), where the quadratic fluctuations are around the on-shell solution \((P_0, T_0, H_0) = \frac{k^2}{2\pi}(0, 1, 0)\). For these values, the symplectic form associated to the asymptotic degrees of freedom (2.58) contains only two bosonic degenerate directions \((\varepsilon_0, \sigma_0)\), so that the measure obtained from the Pfaffian is
\[
\prod_{n \geq 1} d^2\varepsilon_n d^2\sigma_n \left[ \frac{c_0(2\pi n\gamma)^2}{\beta} \right]^2 \prod_{m \geq \frac{1}{2}} d^2\eta_m \left[ \frac{c_0(4\pi n\gamma)^2}{\beta} \right]^{-1}. \tag{2.69}
\]

\(^{16}\)Note the final result for the topological expansion of \( \mathcal{N} = 1 \) CJ supergravity (1.4) is insensitive to whether we define the theory which sums or takes the differences between even and odd spins structures [38]. As a result, both bulk theories will be given described by the same random matrix model, e.g. see section 5 of [42].
Using that the on-shell action is \( \mathcal{I}_0^{(\text{on-shell})} = \gamma \beta T_0 \) we can solve the relevant integrals of the quadratic action (2.61) and find

\[
Z_{\text{half-cylinder}}(\beta, b) = e^{-\frac{\gamma^2 b^2}{2\beta}} \prod_{n \geq 1} \left( \frac{c_0 \gamma \beta}{n} \right)^2 \prod_{m \geq \frac{1}{2}} \left( \frac{2\pi m}{c_0 \gamma \beta} \right) = \frac{\sqrt{2}}{2\pi c_0 \gamma \beta} e^{-\frac{\gamma^2 b^2}{2\beta}}, \tag{2.70}
\]

where the infinite products are regularized similarly as for the disk. The scaling of this expression with \( \beta \) is consistent with the general formula (2.59), given that in this case there are only two bosonic zero modes. Using this in (2.68), we solve the integral over the gluing curve and arrive at the final expression for the cylinder partition function

\[
Z_{\text{cylinder}}(\beta_1, \beta_2) = \frac{1}{c_0 \pi^2} \frac{1}{\gamma(\beta_1 + \beta_2)}, \tag{2.71}
\]

which gives (1.4) after fixing \( c_0 = 1/\pi^2 \) and rescaling \( \beta_i \) by \( 1/\gamma \). Notice that although we are free to set the proportionality constant \( c_0 \) to any value, it cannot be absorbed into a redefinition of \( S_0 \) in (2.46), as is the case for JT gravity (see section 3.4 in [5]). This is because, as in ordinary CJ gravity, \( c_0 \) does not scale with the genus and number of boundaries in the same way as \( e^{-S_0} \).

3 Dual random matrix model

This section contains all the analysis and computations regarding the random matrix model dual to CJ supergravity. We show there is a unique double scaled model that reproduces the topological expansion (2.46), and then assume the non-perturbative completion provided by the matrix model to exactly compute several observables of the gravitational theory.

3.1 Topological expansion from loop equations

To determine the appropriate random matrix model there are three pieces of data one needs to fix:

1. Symmetry class of the random matrix \( M \).
2. Matrix operator \( \mathcal{O}(\beta) \) corresponding to the insertion of an asymptotic boundary in gravity.
3. Probability measure over the ensemble.

In this subsection we explain how this data is uniquely fixed in order to match with the topological expansion of the Euclidean partition function (1.4), effectively deriving the identity in (1.5).

Let us start by considering the first item. There exist ten standard symmetry classes of random matrix models. The three \( \beta = 1, 2, 4 \) Dyson ensembles [43] correspond to a matrix \( M \) that is real symmetric, complex Hermitian, or quaternionic Hermitian, while the remaining seven are the \((\alpha, \beta)\) ensembles of Altland and Zirnbauer [44]. Observables
in all these models can be studied perturbatively in a large $N$ 't Hooft expansion. The loop equations \cite{45} is a method that allows one to compute such expansion to arbitrary order, via a set of recursion relations \cite{38, 46}. This matrix model expansion is very much related, and ultimately identified \cite{21}, with the topological expansion of observables in two-dimensional quantum gravity (1.3).

Out of the ten available ensembles, we can find the suitable one from some of the features exhibited by the CJ supergravity partition function. To start, only orientable surfaces are included in the Euclidean topological expansion. There are only two ensembles consistent with this \cite{38}: the $\beta = 2$ Dyson and $(\alpha, \beta) = (1, 2)$ Altland-Zirnbauer ensembles.\footnote{The Altland and Zirnbauer ensemble with $(\alpha, \beta) = (1, 2)$ is also sometimes called a complex matrix model \cite{47, 48}, given that its probability measure can be constructed from an arbitrary complex matrix $M$ where the potential that determines the measure is only a function of the combination $MM^\dagger$.} In addition, the gravity path integral exhibits the cancellation of contributions from higher genus and multi-boundary surfaces (2.48). As shown in the general analysis of the loop equations in \cite{38}, this singles out the $\beta = 2$ Dyson ensemble, which can produce precisely such cancellations for a large class of models. This means the data in item 1 must be fixed so that $M$ is a complex Hermitian matrix.

Consider then a random Hermitian squared matrix $M$ drawn from an ensemble whose probability density is determined by a potential $V(M)$. Observables $O$ are arbitrary functions of $M$, such that their expectation values are computed as

$$\langle O \rangle = \frac{1}{Z} \int dM \ O \ e^{-N \text{Tr} \ V(M)},$$

(3.1)

where $Z$ is the numerator without the operator insertion and $dM$ the flat measure over the independent matrix components. An example of a very useful observable is the resolvent

$$W(z) = \text{Tr} \ \frac{1}{z - M}, \quad z \in \mathbb{C},$$

(3.2)

which is a holomorphic function in the complex plane away from the spectrum of $M$. Its higher trace generalization is $W(z_1, \ldots, z_n) = \prod_{i=1}^n W(z_i)$. Knowledge of this observable completely determines the expectation value of all other trace class operators.

The connected expectation value of the resolvent can be written in a large $N$ series expansion

$$\langle W(z_1, \ldots, z_n) \rangle_c \simeq \sum_{g=0}^\infty N^{2(1-g)-n} W_g(z_1, \ldots, z_n),$$

(3.3)

where the symbol $\simeq$ indicates the right-hand side is missing non-perturbative contributions in $1/N$. The loop equations are a set of recursion relations that fully determine the expansion coefficients $W_g(z_1, \ldots, z_n)$ given a particular potential $V(M)$ defining the matrix model probability density. In fact, instead of the potential, the loop equations are also completely determined by the leading large $N$ behavior of the eigenvalue spectral density\footnote{Since it will be enough for our purposes, we are restricting to the single-cut case, in which the leading density is supported in a single interval.}

$$\lim_{N \to \infty} \frac{1}{N} \langle \text{Tr} \ \delta(\lambda - M) \rangle = \frac{1}{2\pi} h(\lambda) \sqrt{(a_+ - \lambda)(\lambda - a_-)} \times 1_{[a_-, a_+]},$$

(3.4)
where $1_A$ is the indicator function and $h(\lambda)$ an analytic function that is non-negative in \( \lambda \in [a_-, a_+] \). From the data provided by $a_\pm$ and $h(\lambda)$, a standard computation allows one to determine the potential $V(M)$ [22].

The nature of the loop equations changes substantially depending on whether the parameters $a_\pm$ are finite or not. While for finite $a_\pm$ all the coefficients in the expansion (3.3) are generically non-zero, a dramatic cancellation of precisely the same kind as observed for the Euclidean partition function (2.48), is recovered when $a_\pm \to \pm \infty$, i.e. only $W_0(z)$ and $W_0(z_1, z_2)$ are non-zero [38]. The correct and rigorous way to reach this regime is to instead take a double scaling limit, controlled by an additional parameter $\delta \to 0$ and taking $1/N = \hbar/\delta^2$, where the power of $\delta$ depends on the particular potential $V(M)$, while simultaneously rescaling the matrix to $\bar{M} = M/\delta$. This has the effect of zooming into the $\lambda \sim 0$ eigenvalues in (3.4). In this limit one should consider observables of the rescaled matrix $\bar{M}$, so that the large $N$ expansion of the resolvent in (3.3) is replaced by a small $\hbar$ series (not related to Planck’s constant). One finds the expansion for the resolvent of the matrix $\bar{M}$ collapses to

$$
\langle W(z) \rangle \simeq \frac{1}{\hbar} W_0(z),
$$

$$
\langle W(z_1, z_2) \rangle_c \simeq W_0(z_1, z_2),
$$

$$
\langle W_0(z_1, \ldots, z_n) \rangle_c \simeq 0,
$$

(3.5)

where $n \geq 3$. This expansion has precisely the required structure to match gravity (2.48).

One still needs to fix the data in items 2 and 3, which is done as follows.

While $W(z)$ will depend on the fine grained details of the potential $V(M)$, this is not the case for $W_0(z_1, z_2)$, which is only determined by $a_\pm$. Since we have already fixed $a_\pm \to \pm \infty$, the function $W_0(z_1, z_2)$ can be unambiguously computed and written as [38]

$$
W_0(z_1, z_2) = \begin{cases} 
0 & \text{, } (z_1, z_2) \text{ same sheet,} \\
-1 & \text{, } (z_1, z_2) \text{ different sheets.}
\end{cases}
$$

(3.6)

This function is defined on a two-sheeted Riemann surface with a branch-cut along the entire real line. From this expression and (3.5) one can compute the full perturbative expansion of two insertions of an arbitrary trace class operator $\mathbb{O}(\beta)$. This allows us to fix item 2, by picking the operator which ensures the matching with the cylinder partition function $Z_{\text{cylinder}}(\beta_1, \beta_2) \simeq \langle \mathbb{O}(\beta_1) \mathbb{O}(\beta_2) \rangle_c$. A straightforward computation (see section 3.2 of [15] for details) shows the required matrix operator is given by

$$
\mathbb{O}(\beta) = \int_{-\infty}^{+\infty} dp \text{Tr} e^{-\beta (\bar{M}^2 + p^2)}.
$$

(3.7)

The integral over $p$ can be solved to give a factor of $\sqrt{\pi/\beta}$.

All we have left to do is fix the probability measure of the matrix model, as indicated in the item 3. Instead of specifying a potential $V(M)$ in (3.1), it is more clear (and ultimately

---

19 For a specific and more detailed discussion of how this mechanism arises from the matrix model loop equations, see section 3.2 in [15], as well as appendix C in that paper. As mentioned above, this kind of cancellation is not possible for the $(\alpha, \beta) = (1, 2)$ Altland-Zirnbauer ensemble.
equivalent) to first determine the analytic function $h(\lambda)$ controlling the eigenvalue spectral density in (3.4). Defining $\alpha_i$ as the eigenvalues of the rescaled matrix $\bar{M} = M/\delta$ (in contrast to the ordinary eigenvalues $\lambda_i$ of $M$) the spectral density of $\bar{M}$ is

$$\rho(\alpha) = \text{Tr} \delta(\alpha - \bar{M}).$$

(3.8)

Its leading behavior, which due to (3.5) it is actually the only non-zero perturbative contribution, is determined by $h(\lambda)$ in (3.4). In order to match with gravity $\langle \mathcal{O}(\beta) \rangle \simeq e^{S_0} Z_{\text{disk}}(\beta)$ one needs to take

$$\langle \rho(\alpha) \rangle \simeq \frac{1}{\pi \hbar}, \quad \text{where} \quad \hbar = \frac{e^{-S_0}}{2\sqrt{2}},$$

(3.9)

corresponding to $h(\lambda)$ constant. The potential $V(M)$ implied by this constant spectral density can be worked out and found to be the simplest case possible, a quadratic polynomial $V(M) = \frac{1}{2} M^2$. While in the naive large $N$ limit this gives Wigner’s semi-circle law (1.6), the appropriate double scaling limit is attained by zooming into the $\lambda \sim 0$ region in the following way

$$\frac{1}{N} = h \delta, \quad \lambda_i = \alpha_i \delta,$$

(3.10)

with $\delta \to 0$. All in all, we have shown there is a unique double scaled matrix model which is able to reproduce the CJ supergravity partition function to all orders in perturbation theory

$$Z(\beta_1, \ldots, \beta_n) \simeq \langle \mathcal{O}(\beta_1) \ldots \mathcal{O}(\beta_n) \rangle_c.$$

(3.11)

Let us now make a number of comments about certain features and subtleties of the matching between gravity and matrix model that we have just derived.

**Uniqueness and double scaling.** As showed above, there is a single double scaled matrix model which ensures the matching in (3.11). When making this statement, the words “double scaled” matrix model are important, as there is actually always an inherent ambiguity in the double scaling limit. This comes from the fact it involves zooming into eigenvalues with $\lambda \sim 0$, essentially forgetting about the behavior of large magnitude eigenvalues. More concretely, there is always an infinite class of matrix model potentials $V(M)$ one could have chosen which result in the same double scaled model. Given that the particular representative potential one picks to perform calculations is inconsequential, one usually takes the simplest one, in this case $V(M) = \frac{1}{2} M^2$. This is very much related to the universality of eigenvalue repulsion in matrix models.

**Was it bound to work?** From the way we have constructed the matrix model it might seem that once the gravitational partition function takes the form in (2.48), one is always going to find an appropriate random matrix model that does the job. One could think that no matter the specific details of the disk and cylinder partition functions, one can always pick the operator $\mathcal{O}(\beta)$ and the leading spectral density in order to ensure the matching. This is actually not the case. Although one can always find an operator $\mathcal{O}(\beta)$ such that the cylinder partition function is reproduced, in certain cases the matching with the disk
topology might require a spectral density that is simply not allowed by the matrix model. By this we mean one might find the function $h(\lambda)$ in (3.4) that is required for the matching is not analytic or non-negative. As an example, if the cylinder partition function of CJ supergravity stays the same while the disk scales with the inverse temperature with a half-integer power, no matrix model can reproduce the corresponding partition functions. There is an underlying relation between the disk and cylinder partition functions of CJ supergravity that enables the matching to work.

**Free particle sector.** Given what we have learned from Euclidean partition functions in AdS quantum gravity, one could have guessed the operator $O(\beta)$ would take the form $\text{Tr} e^{-\beta H}$. Here, the operator $H$ should be interpreted as the generator of translations along the direction that was analytically continued to define the path integral. Since in this case it is the Bondi time $u \rightarrow i\tau$ in (2.15), we should think of $H$ as the Bondi Hamiltonian. The operator $O(\beta)$ in (3.7) has precisely the right structure, with the surprising feature that the Bondi Hamiltonian contains not only a discrete contribution coming from the eigenvalues of the matrix $\bar{M}^2$, but also a continuous sector $p^2$ corresponding to the energy of a free particle. In fact, precisely the same operator $H$ was obtained for ordinary CJ gravity [14, 15], showing it is not an accident but a persistent feature of these theories of flat quantum gravity. What is the origin and significance of this peculiar structure? While we do not have a definite answer for this question, there are a few comments we can make.

At the technical level, one can trace the origin of the free particle to the central extension $I$ that is present in the Maxwell superalgebra (2.7). The $\beta$ scaling of the partition function (2.59) is directly influenced by this central extension, since it results in an additional zero mode which provides an extra factor of $1/\sqrt{\beta}$ to the disk and cylinder partition functions. This is precisely the contribution of the free particle to the matrix operator $O(\beta)$ in (3.7).

This suggests one might be able to remove the free particle by getting rid of the central extension. By removing it, the CJ gravity theory is replaced by a BF theory whose gauge group is ordinary Poincaré, which is nothing more than ordinary flat JT gravity. This is not good, as flat JT gravity only has a thermal solution with a single fixed (infinite) temperature, and is therefore not amenable to the thermodynamic analysis implied by the computation of $Z(\beta)$.

As a result, the central extension of the algebra seems to be very much required, playing a crucial role in the formulation of the theory.

Another perspective is that the free particle sector is not a bug but a feature of flat space quantum gravity. A feasible interpretation might be that the free particle, which yields a continuum spectrum for the Bondi Hamiltonian, is somehow related to the infinite volume of flat space. This is in contrast to the covariant AdS “box”, which has a discrete spectrum instead. Although conceptually appealing, further evidence needs to be gathered to make such statement concrete.

---

20 A more detailed discussion of this issue can be found in [13, 49], which also considers the very much related case of the CGHS gravity theory [50]. Although the analysis of [37] is able to bypass this problem by picking a different set of boundary conditions, their formulation of the theory does not seem to allow for a cylinder topology, which is crucial for the matrix model interpretation.
3.2 Non-perturbative completion

In our discussion so far the analysis of both the matrix model and supergravity has been limited to perturbative effects in the parameter $\hbar \propto e^{-S_0}$. What about non-perturbative contributions? While on the gravitational side there is currently no known method for capturing such effects, a non-perturbative analysis is indeed tractable for the matrix model. In this subsection we assume the non-perturbative completion of the gravity theory provided by the matrix model and use it to investigate CJ supergravity non-perturbatively. More concretely, we assume we can replace the symbol $\simeq$ in (3.11) by a strict equality. The method of loop equations is an intrinsic perturbative approach and therefore not useful for computing non-perturbative contributions in the matrix model. Instead, we shall use the method of orthogonal polynomials, that is better suited for this task.\footnote{See section 5 of [22] and appendix C in [39] for a more detailed discussion of this method for finite $N$ and double scaled models, respectively.}

The central quantity that determines all observables is the matrix model kernel $K(\lambda, \lambda')$. For a Hermitian matrix model with an arbitrary potential $V(M)$, the computation of the kernel is quite complicated and can be rarely performed analytically. However, for the Gaussian matrix model $V(M) = \frac{1}{2} M^2$ one can write the kernel explicitly for finite $N$. Moreover, in the double scaling limit, given by (3.10), it simplifies to the well known sine kernel

$$K(\alpha, \alpha') = \frac{1}{\pi} \frac{\sin \left[ (\alpha - \alpha')/\hbar \right]}{\alpha - \alpha'}. \quad (3.12)$$

In appendix B we explain in detail how to derive this result using the method of orthogonal polynomials. We should stress that in this context, the sine kernel is not an approximation. Instead, it is the exact result, including all perturbative and non-perturbative contributions in $\hbar$, to the kernel of the double scaled matrix model required to describe $N = 1$ CJ supergravity. As a result, all observables obtained from this kernel are exact.

3.2.1 Bondi spectrum

One of the simplest observables is the spectral density $\varrho(E)$ of the supergravity theory, obtained from the inverse Laplace transform of the single boundary partition function. Since the path integral is defined through the analytic continuation of the Bondi time (2.15), $\varrho(E)$ captures the spectrum of the Bondi Hamiltonian. To all orders in perturbation theory, this is easily obtained from (1.4), which gives

$$\varrho(E) \simeq e^{S_0} 2 \sqrt{2} \Theta(E). \quad (3.13)$$

Non-perturbative contributions not captured by this expression can be obtained from the eigenvalue spectral density of the matrix model $\rho(\alpha)$, whose expectation value is determined by the diagonal components of the kernel (3.12). While for a generic matrix model one expects small non-perturbative oscillations around the leading perturbative behavior, this is not the case for the double scaled Gaussian model, where one finds no corrections of any kind $\langle \rho(\alpha) \rangle = \frac{1}{\pi \hbar}$. This means the non-perturbative completion provided by the matrix model predicts the constant Bondi spectrum in (3.13) is actually exact, i.e. there is a strict equality.
A more fine grained characterization of the Bondi spectrum is obtained by studying the probability density function $p_i(\alpha)$ of individual eigenvalues. For an arbitrary matrix model, this is computed from a Fredholm determinant of an integral operator constructed from the matrix model kernel, which can be evaluated numerically (see [15, 51–53]). In this case however, there is an alternative path that is simpler, as one can instead numerically sample an ensemble of Gaussianly distributed Hermitian random matrices and directly compute the average of any quantity of interest. More explicitly, one writes $M = (A + A^\dagger)/2\sqrt{N}$ with $A \in \mathbb{C}^{N \times N}$ a random matrix drawn from a normal distribution of unit variance and zero mean. After generating $10^6$ samples of size $N = 100$, one computes their respective eigenvalues and obtains the histogram appearing in the left plot of figure 1, which is nothing more than Wigner’s semi-circle law (dashed line). The double scaling limit is obtained by zooming-in the region $\lambda \sim 0$ via the rescaling $\lambda_i = \alpha_i/\sim N$ of the matrix eigenvalues. In the right diagram of the same figure, we plot the histograms of the individual ordered and rescaled eigenvalues of the sample matrices, which provide a good numerical approximation of the probability density functions $p_i(\alpha)$ of each eigenvalue. As expected, summing those histograms gives the correct constant value for the eigenvalue spectral density $\langle \rho(\alpha) \rangle = \frac{1}{\pi \hbar}$, without any non-perturbative oscillations.\footnote{If instead of zooming into the $\lambda \sim 0$ eigenvalues one takes a double scaling limit which focuses on the edge of Wigner’s semi-circle, one obtains the Airy model. In that case, the eigenvalue spectral density does exhibit non-perturbative oscillations around the leading perturbative result, see figure 3 of [54].}

We can use this results to characterize the fine grained structure of $\rho(E)$. Using the matching with the matrix model provided by $O(\beta)$, one can derive the following formula

\textbf{Figure 1.} In the left diagram observe the histogram corresponding to the eigenvalues of $10^6$ Hermitian random matrices of size $N = 100$, drawn from the Gaussian ensemble. The dashed line corresponds to Wigner’s semi circle law (1.6). To the right, we zoom-in the $\lambda \sim 0$ region by taking the double scaling limit $\alpha_i = \lambda_i/\hbar N$ (3.10) with $\hbar = 1$. The histograms in this second plot correspond to the ordered eigenvalues of each sample matrix.
Figure 2. Expectation value of $\mu_i(E)$, defined in (3.14), for the first few values of $i$, computed from the sample of random matrices used to generate the plots in figure 1. Taking the sum of these curves one recovers the spectral density $\varrho(E) = \Theta(E)/\hbar$ with $\hbar = 1$.

for the Bondi spectral density

$$\varrho(E) = \sum_{i=1}^{\infty} \langle \frac{\Theta(E - \alpha_i^2)}{\sqrt{E - \alpha_i^2}} \rangle = \sum_{i=1}^{\infty} \langle \mu_i(E) \rangle,$$

(3.14)

where we have defined $\mu_i(E)$. Since $1/\sqrt{E}$ is the spectral density of a free particle, $\varrho(E)$ is constructed from a superposition of free particle spectral densities centered at the location of the eigenvalues $\alpha_i$ of the random matrix. While the whole sum can be computed analytically, giving the constant value in (3.13), we can do better and use the sampling over the Gaussian random matrices to calculate each of the terms individually. In figure 2 we plot $\langle \mu_i(E) \rangle$ for the first few values of $i$. Summing these contributions one recovers (as expected) the correct spectral density $\varrho(E) = \Theta(E)/\hbar$. A very similar structure for the fine grained Bondi spectrum was obtained for ordinary CJ gravity in \cite{14, 15}, where the analogous curves in figure 2 where computed using the Fredholm determinant approach instead.

3.2.2 Multi-boundary observables

While single boundary observables do not receive any kind of non-perturbative corrections, this is not the case for multi-boundary observables. As an example, consider the spectral form factor, defined from the Euclidean partition function with two boundaries as $\cite{55}$

$$S(\beta, t) = Z(\beta + it)Z(\beta - it) + Z(\beta + it, \beta - it).$$

(3.15)

The first and second terms get contributions from disconnected and connected geometries respectively. Using (1.4) one can easily compute $S(\beta, t)$ to all orders in the small $\hbar$ perturbative expansion and find

$$S(\beta, t) \simeq \frac{1}{\hbar^2} \frac{1}{\beta^2 + t^2} + \frac{1}{2\beta}.$$

(3.16)
Non-perturbative corrections to this expression can be obtained using the matrix model completion. This requires knowledge of the observable \( \langle \mathcal{O}(\beta + it)\mathcal{O}(\beta - it) \rangle \), which can be calculated from
\[
\langle \rho(\alpha)\rho(\alpha') \rangle_c = \langle \rho(\alpha) \rangle \delta(\alpha - \alpha') - K(\alpha, \alpha')^2,
\]
where the kernel is given in (3.12). Using this, one obtains the following exact expression for the spectral form factor
\[
S(\beta, t) = \frac{1}{\hbar^2} \frac{1}{\beta^2 + t^2} + \frac{1}{2\beta} \left( 1 - e^{-\frac{1}{\hbar^2} \frac{2\beta}{\beta^2 + t^2}} \right) + \frac{1}{\hbar^2} \sqrt{\frac{\pi}{2}} \frac{1}{\beta} \left( 1 - \Erf\left[ \frac{1}{\hbar^2} \sqrt{\frac{2\beta}{\beta^2 + t^2}} \right] \right),
\]
which corrects the perturbative answer (3.16) in an interesting and non-trivial way.\(^\text{23}\) It is quite remarkable that one can analytically write down the exact expression for the spectral form factor of this gravitational theory.

Let us analyze the time dependence of the spectral form factor for fixed \( \beta \), starting with the perturbative expression in (3.16). At early times \( t \ll e^{S_0} \), the contribution from the two disconnected boundaries dominates, as it is enhanced by a factor of \( 1/\hbar^2 \propto e^{2S_0} \). This results in the initial “dip” that is generally expected for the spectral form factor [55]. Later, for \( t \sim e^{S_0} \), both terms are of the same order and the perturbative result for \( S(\beta, t) \) in (3.16) takes a constant value. This is a departure from the more familiar case of AdS gravity, where for this time scale one instead finds a linear “ramp” [56], related to the repulsion of the underlying microscopic spectrum of the theory. Given the non-perturbative completion of CJ supergravity found here, it should not be a surprise the ramp has disappeared, given that the repulsion of the eigenvalues of the matrix \( M \) is contaminated by the continuous free particle contribution to the spectrum of \( \mathcal{O}(\beta) \) in (1.8). For late times \( t \gg e^{S_0} \), the perturbative expansion in (3.16) breaks down and one needs to consider the exact expression in (3.18) instead, which decays to zero.\(^\text{24}\) While this behavior is again different when compared to the AdS case, where one instead gets a constant “plateau” [55], the late time decay observed here is exactly the expected behavior for a model with a continuous spectrum. In figure 3 we plot the spectral form factor, the dashed and solid curves corresponding to the perturbative (3.16) and exact (3.18) results respectively. The overall behavior of the spectral form factor is analogous to the one observed for ordinary CJ gravity in [15].

A similar analysis can be performed for any other multi-boundary observable. One could argue the situation is even more interesting for three or more boundaries, since in those cases non-perturbative effects are the only non-zero contributions to the partition function (1.4). To illustrate this point, consider the partition function with three boundaries, so that non-perturbative effects as captured by the matrix model can be obtained from
\[
\prod_{i=1}^3 \langle \rho(\alpha_i) \rangle_c = \langle \rho(\alpha_1)\rho(\alpha_2) \rangle_c \delta(\alpha_2 - \alpha_3) + \langle \rho(\alpha_1)\rho(\alpha_3) \rangle_c \delta(\alpha_1 - \alpha_2) + \langle \rho(\alpha_2)\rho(\alpha_3) \rangle_c \delta(\alpha_3 - \alpha_1)
- 2\langle \rho(\alpha_1) \rangle \delta(\alpha_1 - \alpha_2)\delta(\alpha_1 - \alpha_3) + 2K(\alpha_1, \alpha_2)K(\alpha_2, \alpha_3)K(\alpha_3, \alpha_1).
\]

\(^\text{23}\)Although the small \( \hbar \) expansion only captures very rough features of the spectral form factor, note the large \( \hbar \) expansion actually has an infinite radius of convergence.

\(^\text{24}\)See [57] for a recent attempt of capturing the plateau from a perturbative analysis of the gravitational path integral.
This expression can be derived using the procedure explained in appendix C of [39]. From this one computes the connected expectation value of three insertions of $\mathcal{O}(\beta_i)$ and obtains the following expression for the three boundary partition function

$$Z(\beta, \beta, \beta) = \frac{2}{3} \frac{1}{\hbar \beta} + \frac{1}{\beta} \left(1 - e^{-\frac{3}{2\beta^2}}\right) + \frac{1}{\hbar \beta} \sqrt{\frac{3\pi}{2\beta}} \left(1 - \text{Erf} \left[\frac{1}{\sqrt{2/\beta}}\right]\right) + I(\beta), \quad (3.20)$$

where for convenience we have fixed all three boundaries to the same value of $\beta$ and defined

$$I(\beta) = \frac{2}{(\pi \beta)^{3/2}} \int_{-\infty}^{+\infty} d\alpha_1 d\alpha_2 d\alpha_3 \frac{\sin \left(\frac{\alpha_1 - \alpha_2}{\beta} \right) \sin \left(\frac{\alpha_2 - \alpha_3}{\beta} \right) \sin \left(\frac{\alpha_3 - \alpha_1}{\beta} \right)}{\alpha_1 - \alpha_2} \frac{1}{\alpha_2 - \alpha_3} \frac{1}{\alpha_3 - \alpha_1} e^{-\beta(\alpha_1^2 + \alpha_2^2 + \alpha_3^2)}. \quad (3.21)$$

Solving this triple integral is quite challenging and we have not been able to find an analytic solution. It is therefore not possible to extract the perturbative contribution for small $\hbar$, given that one should first solve the integral and only then perform the expansion. However, there is no obstruction to first expanding for large $\hbar$ and then solving the integral. In this case, one finds the first few terms for the regime in which $\hbar \gg 1$ are given by

$$Z(\beta, \beta, \beta) = \frac{1}{\hbar \beta} \left[\sqrt{\frac{3\pi}{2\beta}} - \frac{2}{3}\right] - \frac{3}{2(\hbar \beta)^2} + \frac{2}{(\hbar \beta)^3} + \mathcal{O}(1/\hbar^4). \quad (3.22)$$

This shows there are non-zero contributions to the multi-boundary partition functions that are not captured by the naive topological expansion in gravity.

### 3.2.3 Low temperature thermodynamics

Let us now turn our attention to the thermodynamics of CJ supergravity. The central quantity is the free energy, which in terms of the matrix model completion, is defined as

$$F_Q(T) = -T \langle \ln \mathcal{O}(1/T) \rangle. \quad (3.23)$$

Calculating this observable is much more challenging than any of the previous, as it involves computing the ensemble average of the logarithm of the single trace operator $\mathcal{O}(\beta)$. A
Figure 4. Quenched and annealed free energies of $\mathcal{N} = 1$ CJ supergravity computed numerically from the sample of random matrices shown in figure 1, using the fourteen smallest magnitude eigenvalues of each matrix. The circled data shown in the plot corresponds to the analytic annealed free energy (3.25), agreeing perfectly with the numerical result. The inset shows the ultra-low temperature behavior of the quenched free energy.

A simple trick which simplifies the computation is to exchange these operations, and instead consider the “annealed” free energy

$$F_A(T) = -T \ln \langle O(1/T) \rangle,$$

(3.24)

as compared to the “quenched” free energy in (3.23). Including all non-perturbative corrections, $F_A(T)$ can be computed exactly as

$$F_A(T) = -T \ln T/h.$$

(3.25)

As first discussed in [58], one should be careful with the annealed free energy, as it is a good approximation to the physically meaningful quenched free energy (3.23) only at high temperatures. Exchanging the ensemble average with the logarithm is not allowed at low temperatures. Therefore, one needs $F_Q(T)$ to fully characterize the thermodynamics of the gravitational theory.

The simplest way of computing the quenched free energy is numerically, using the sample of random matrices shown in figure 1. At low temperatures, a good approximation is obtained by only considering the first few small magnitude eigenvalues of each matrix. In figure 1 we plot both the quenched and annealed free energies computed in this way. As expected, we observe their difference becomes significant at low temperatures. The circled data corresponds to the analytic expression for the annealed free energy in (3.25), showing perfect agreement with the numerical result.

---

25For the numerical precision required here, it is enough to include the first fourteen smallest magnitude eigenvalues of each matrix. Including more does not modify any of the features shown in figure 4. This approach for computing the quenched free energy was first proposed and implemented in [51, 54].
The thermodynamic entropy can be easily obtained from the free energy by simply taking a derivative $S(T) = -F'(T)$. Using the annealed free energy one finds $S(T) = 1 + \ln T/h$, which is negative for $T < h/e$ given that $F_A(T)$ is an increasing function at low temperatures (figure 4). Although in this regime one should use the quenched free energy instead, one finds the associated entropy still eventually becomes negative, since $F_Q(T)$ has a maximum (inset in figure 4). To better understand the origin of this behavior, it is convenient to separate the two contributions to $F_Q(T)$ coming from the discrete $\bar{M}^2$ and continuous $p^2$ parts of the spectrum of $\mathcal{O}(\beta)$

$$F_Q(T) = -T\langle \ln \text{Tr} e^{-\bar{M}^2/T} \rangle - \frac{1}{2} T \ln \pi T.$$ (3.26)

The local maximum of the quenched free energy seen in figure 4 is ultimately generated by the second term, i.e. by the continuous spectrum $p^2$. In fact, as analyzed in [15], any thermodynamic system with a continuous low temperature spectra will eventually result in a negative entropy. Given that the non-perturbative completion of CJ supergravity contains such a sector, it should not come as a surprise that the quenched free energy in figure 4 has a maximum at ultra-low temperatures. The ultimate meaning and significance of this feature, which is also present for ordinary CJ gravity [15], is currently unclear.

4 Final remarks

In this work we have proposed an explicit realization of flat space holography in two space-time dimensions. The most remarkable feature of our construction is the simplicity of the boundary theory, given by an exactly solvable double scaled Gaussian matrix model. This is surprising, as in the bulk definition of $\mathcal{N} = 1$ CJ supergravity (2.12) there is no obvious feature which hints towards the simplicity of the underlying holographic description. Ultimately, this theory seems like an ideal model where concrete questions that probe the nature of flat space quantum gravity may be answered.

In this regard, studying the S-matrix might be an interesting avenue to explore. Not only it is arguably the most natural observable in flat space gravity, but it might also allow us to make direct contact with the celestial holography program. However, the computation of scattering amplitudes requires developing additional technology, as the first step involves performing a careful analysis of the classical phase space of the theory, as performed in [15] for ordinary CJ gravity. Furthermore, one also needs to understand how the theory looks when coupled to probe matter, as it is this additional matter sector that allows the creation of non-trivial asymptotic states that can ultimately scatter against each other.

Without a doubt, the most puzzling aspect of our analysis is the continuous free particle spectrum present in the matrix operator $\mathcal{O}(\beta)$. In fact, this project was started from the desire to better understand such a sector, after it was previously encountered in ordinary CJ gravity [14, 15]. The free particle does not seem to be an accident but instead a robust aspect.

\footnote{Making such a connection would require the additional step of figuring out the meaning of celestial holography for a two-dimensional bulk, where the celestial sphere is just two points.}
A feature of this class of two-dimensional flat space theories, unchanged by the addition of minimal supersymmetry. Exploring whether other extensions of CJ gravity which include unorientable surfaces or extended supersymmetry modify the operator $O(\beta)$ in any way, is the natural next step in trying to better understand the degrees of freedom described by these theories. Moreover, although technically more challenging, studying the finite cut-off theory might help determine whether there is a concrete relation between the infinite volume of flat space and the continuous spectrum. We hope to revisit these questions in future work.
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A Minimal Maxwell superalgebra

In this appendix we further expand on certain aspects regarding the $\mathcal{N} = 1$ supersymmetric extensions of the Maxwell algebra (2.6). Several versions of the Maxwell superalgebra have been constructed in varied space-time dimensions [23–25, 27, 59–61]. The superalgebra used in this work can be obtained from a Inönü-Wigner contraction of the $osp(1|2)$ superalgebra, which contains three bosonic $(J, P_\pm)$ and two fermionic $Q_\pm$ generators. The non-vanishing (anti-)commutators of $osp(1|2)$ are given by [62]

\begin{align}
\text{Bosonic}: & \quad [J, P_\pm] = \pm P_\pm, \quad [P_+, P_-] = 2J,
\text{Mixed}: & \quad [J, Q_\pm] = \pm \frac{1}{2} Q_\pm, \quad [P_\pm, Q_\mp] = -Q_\pm, \\
\text{Fermionic}: & \quad \{Q_\pm, Q_\pm\} = \pm \frac{1}{2} P_\pm, \quad \{Q_+, Q_-\} = \frac{1}{2} J, \quad \{Q_+, Q_-\} = \frac{1}{4} J,
\end{align}

(A.1)

with the quadratic Casimir given by $C_2 = \frac{1}{2}\{P_+, P_-\} + J^2 - [Q_+, Q_-]$.

To start, the ordinary $\mathcal{N} = 1$ Poincaré superalgebra can be obtained by rescaling the generators as

\begin{align}
P_\pm & \to \sqrt{\frac{7}{\varepsilon}} P_\pm, \quad Q_\pm \to \frac{Q_\pm}{(2\varepsilon)^{1/4}},
\end{align}

and taking the $\varepsilon \to 0$ limit. Since $osp(1|2)$ contains $sl(2)$ as a subalgebra, which correspond to the isometries of AdS$_2$, this contraction can be understood as an ordinary flat limit $\Lambda \to 0$ of Anti-de Sitter. The Maxwell superalgebra is obtained from a more subtle rescaling of the generators, given by

\begin{align}
P_\pm & \to \sqrt{\frac{7}{\varepsilon}} P_\pm, \quad Q_+ \to \frac{Q_+}{\sqrt{\kappa}(2\varepsilon)^{1/4}}, \quad Q_- \to \sqrt{\kappa} \frac{Q_-}{(2\varepsilon)^{3/4}}, \quad J \to J + \frac{1}{\varepsilon} I, \quad J \to J + \frac{1}{\varepsilon} I,
\end{align}

(A.3)
where $\kappa$ is a fixed constant and in the shift in $J$ we introduced an additional generator, the central extension $I$. After this rescaling, the $\mathfrak{osp}(1|2)$ superalgebra (A.1) becomes

$$\begin{align*}
\text{Bosonic :} & \quad [J, P_{\pm}] = \pm P_{\pm}, & [P_+, P_-] = I + \varepsilon J, \\
\text{Mixed :} & \quad [J, Q_{\pm}] = \pm \frac{1}{2} Q_{\pm}, & [P_-, Q_+] = -\frac{\kappa}{2} Q_-, & [P_+, Q_-] = -\frac{\varepsilon}{\kappa} Q_+, \\
\text{Fermionic :} & \quad \{Q_+, Q_+\} = \kappa P_+, & \{Q_+, Q_-\} = I + \varepsilon J, & \{Q_-, Q_-\} = -\frac{2\varepsilon}{\kappa} P_-.
\end{align*}$$

(A.4)

There are three distinct cases, depending on how $\kappa$ scales with $\varepsilon \to 0$. Setting $\kappa = 1$, one finds the superalgebra (2.7), used in the main text to construct the CJ supergravity action. The second case corresponds to take $\kappa = 2\varepsilon$, which (roughly speaking) gives a superalgebra in which roles of $Q_+$ and $Q_-$ are exchanged, see the discussion below (2.7). Finally, one can take $\kappa = \sqrt{\varepsilon}$ to recover the Maxwell superalgebra found in [27]. Although this last case might appear promising for defining a supergravity theory, we have explored such theory and found the boundary physics does not admit the nice asymptotic algebra (2.33) and boundary action (2.40) one gets when using the $\kappa = 1$ superalgebra instead. One can check these three cases are the only ones allowed when requiring $Q_{\pm}$ have spin one-half $[J, Q_{\pm}] = \pm \frac{1}{2} Q_{\pm}$ together with consistency with the Jacobi identities.

A six dimensional matrix representation for the superalgebra with $\kappa = 1$ is given by

$$\begin{align*}
(J)_{ij} &= -\delta_{i1} \delta_{j1} + \delta_{i2} \delta_{j2} - \frac{1}{2} \delta_{i4} \delta_{j4} + \frac{1}{2} \delta_{i5} \delta_{j5} , & (I)_{ij} &= \delta_{i3} \delta_{j6} , \\
(P_+)_{ij} &= -\delta_{i2} \delta_{j6} - \delta_{i3} \delta_{j1} , & (P_-)_{ij} &= \delta_{i3} \delta_{j2} + \frac{1}{2} \delta_{i4} \delta_{j5} , \\
(Q_+)_{ij} &= -\frac{1}{2} \delta_{i3} \delta_{j4} + \delta_{i5} \delta_{j6} - \frac{1}{2} (\delta_{i2} \delta_{j5} - 2 \delta_{i4} \delta_{j1}) , & (Q_-)_{ij} &= \frac{1}{2} \delta_{i3} \delta_{j5} - \delta_{i4} \delta_{j6} .
\end{align*}$$

(A.5)

This explicit representation is sometimes convenient when performing some of the computations described in the main text.

B Matrix model kernel

The aim of this appendix is to derive the matrix model kernel $K(\alpha, \alpha')$ in (3.12) for the Gaussian Hermitian matrix model $V(M) = \frac{1}{2} M^2$ in the double scaling limit indicated through (3.10). This is of course a very well known fact, intimately related to the bulk universality in random matrix models.

Finite $N$. For any given $N$, the matrix model kernel is given in terms of a set of functions $\psi_n(\lambda)$

$$K(\lambda, \lambda') = \sum_{n=0}^{N-1} \psi_n(\lambda) \psi_n(\lambda').$$

(B.1)

These functions are obtained from a family of monic polynomials $P_n(\lambda) = \lambda^n + \mathcal{O}(\lambda^{n-1})$

$$\psi_n(\lambda) = \frac{1}{\sqrt{n!}} e^{-\frac{1}{2} V(\lambda)} P_n(\lambda),$$

(B.2)
where the polynomials are orthogonal with respect to the Gaussian measure defined by the matrix model
\[
\int_{-\infty}^{+\infty} d\lambda e^{-\frac{N}{2}\lambda^2} P_n(\lambda) P_m(\lambda) = h_n \delta_{n,m},
\] (B.3)
with \(h_n\) their norm. To find an explicit expression for the polynomials, consider the generating function
\[
G(z) = \sum_{n=0}^{\infty} \frac{P_n(\lambda)}{n!} z^n.
\] (B.4)
Using that the polynomials themselves satisfy the recursion relation \(\lambda P_n = P_{n+1} + \frac{n}{N} P_{n-1}\) (e.g. see appendix C of [39]), the generating function can be computed as
\[
\lambda G(z) = G'(z) + \frac{z}{N} G(z) \implies G(z) = e^{z\lambda - \frac{z^2}{2N}},
\] (B.5)
where the \(\lambda\)-dependent integration constant is fixed by requiring the polynomials are monic. Using the residue theorem we solve for each of the terms in the expansion, obtaining in this way an integral expression for the polynomials
\[
P_n(\lambda) = \frac{n!}{2\pi i} \oint_{C} \frac{dz}{z^{n+1}} e^{z\lambda - \frac{z^2}{2N}},
\] (B.6)
where \(C\) is a contour around the origin of the \(z\)-complex plane. These polynomials turn out to be the Hermite polynomials, normalized such that \(h_n = \sqrt{\frac{2^n}{n!}}\).

The polynomials in (B.6) allow us to explicitly write down the functions \(\psi_n(\lambda)\) and obtain the matrix model kernel (B.1) for any finite value of \(N\), which using the recursion relation below (B.4), can be written as
\[
K(\lambda, \lambda') = \frac{\psi_N(\lambda)\psi_{N-1}(\lambda') - \psi_{N-1}(\lambda)\psi_N(\lambda')}{\lambda - \lambda'}.
\] (B.7)
To take the double scaling limit, it will be convenient to derive a differential equation satisfied by \(\psi_n(\lambda)\). Using \(P'(\lambda) = nP_{n-1}(\lambda)\) and the recursion relation one finds
\[
\frac{1}{N^2} \psi''_n(\lambda) = \left[ \left( \frac{\lambda}{2} \right)^2 - \frac{1}{N} \left( n + \frac{1}{2} \right) \right] \psi_n(\lambda),
\] (B.8)
where appropriate initial conditions can be obtained by using (B.6) to evaluate the functions and their first derivative at \(\lambda = 0\)
\[
\psi_{2n}(0) = \frac{(-1)^n}{\sqrt{h_{2n}}} \frac{(2n)!}{n!(2N)^n}, \quad \psi_{2n+1}(0) = 0, \quad \psi'_{2n}(0) = 0, \quad \psi'_{2n+1}(0) = \frac{(-1)^n}{\sqrt{h_{2n+1}}} \frac{(2n + 1)!}{n!(2N)^n}.
\] (B.9)

**Double scaling limit.** We now take the double scaling limit, given by
\[
\frac{1}{N} = h\delta, \quad \lambda_i = \alpha_i\delta,
\] (B.10)
with $\delta \to 0$. To compute the kernel (B.7) in this limit, we only need the function $\psi_{N+n_0}(\lambda)$ with $n_0$ a fixed integer that does not scale with $\delta$. The differential equation (B.8) for $\psi_n(\lambda)$ evaluated at $n = N + n_0$ becomes

$$h^2 \partial_2^2 \psi_{N+n_0}(\alpha) + \psi_{N+n_0}(\alpha) = \mathcal{O}(\delta). \quad (B.11)$$

In the double scaling limit the terms on the right-hand side vanish and this becomes the equation for a classical harmonic oscillator. Fixing the integration constants through the double scaled version of the initial conditions in (B.9), one finds the solution is given by

$$\lim_{\delta \to 0} \psi_{N+n_0}(\alpha) = \frac{1}{\sqrt{\pi}} \cos \left( \frac{\alpha}{\hbar} + (N + n_0) \frac{\pi}{2} \right). \quad (B.12)$$

This, together with (B.7), allows us to obtain the final expression for the kernel in the double scaling limit

$$\lim_{\delta \to 0} K(\lambda, \lambda') = \frac{1}{\pi \delta} \sin \left( \frac{[(\alpha - \alpha')/\hbar]}{\alpha - \alpha'} \right). \quad (B.13)$$

Rescaling the left hand side by $\delta$, the kernel computes observables of the matrix model in the usual way, but replacing the original matrix $M$ by $\bar{M} = M/\delta$. The rescaled kernel shall be simply denoted as $K(\alpha, \alpha') \equiv \lim_{\delta \to 0} K(\lambda, \lambda')\delta$.

**Open Access.** This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited. SCOAP$^3$ supports the goals of the International Year of Basic Sciences for Sustainable Development.

**References**

[1] A. Strominger, *Lectures on the Infrared Structure of Gravity and Gauge Theory*, arXiv:1703.05448 [inSPIRE].

[2] A.-M. Raclariu, *Lectures on Celestial Holography*, arXiv:2107.02075 [inSPIRE].

[3] S. Pasterski, *Lectures on celestial amplitudes*, Eur. Phys. J. C 81 (2021) 1062 [arXiv:2108.04801] [inSPIRE].

[4] K. Costello, N.M. Paquette and A. Sharma, *Top-down holography in an asymptotically flat spacetime*, arXiv:2208.14233 [inSPIRE].

[5] P. Saad, S.H. Shenker and D. Stanford, *JT gravity as a matrix integral*, arXiv:1903.11115 [inSPIRE].

[6] A. Almheiri, N. Engelhardt, D. Marolf and H. Maxfield, *The entropy of bulk quantum fields and the entanglement wedge of an evaporating black hole*, JHEP 12 (2019) 063 [arXiv:1905.08762] [inSPIRE].

[7] G. Penington, S.H. Shenker, D. Stanford and Z. Yang, *Replica wormholes and the black hole interior*, JHEP 03 (2022) 205 [arXiv:1911.11977] [inSPIRE].

[8] A. Almheiri, T. Hartman, J. Maldacena, E. Shaghoulian and A. Tajdini, *Replica Wormholes and the Entropy of Hawking Radiation*, JHEP 05 (2020) 013 [arXiv:1911.12333] [inSPIRE].
[9] D. Cangemi and R. Jackiw, *Gauge invariant formulations of lineal gravity*, Phys. Rev. Lett. **69** (1992) 233 [hep-th/9203056] [inSPIRE].

[10] H.R. Afshar, *Warped Schwarzian theory*, JHEP **02** (2020) 126 [arXiv:1908.08089] [inSPIRE].

[11] H. Afshar, H.A. González, D. Grumiller and D. Vassilevich, *Flat space holography and the complex Sachdev-Ye-Kitaev model*, Phys. Rev. D **101** (2020) 086024 [arXiv:1911.05739] [inSPIRE].

[12] V. Godet and C. Marteau, *New boundary conditions for AdS$_2$*, JHEP **12** (2020) 020 [arXiv:2005.08999] [inSPIRE].

[13] V. Godet and C. Marteau, *From black holes to baby universes in CGHS gravity*, JHEP **07** (2021) 020 [arXiv:2005.08999] [inSPIRE].

[14] A. Kar, L. Lamprou, C. Marteau and F. Rosso, *Celestial Matrix Model*, Phys. Rev. Lett. **129** (2022) 201601 [arXiv:2205.02240] [inSPIRE].

[15] A. Kar, L. Lamprou, C. Marteau and F. Rosso, *A Matrix Model for Flat Space Quantum Gravity*, arXiv:2208.05974 [inSPIRE].

[16] G. Barnich, L. Donnay, J. Matulich and R. Troncoso, *Asymptotic symmetries and dynamics of three-dimensional flat supergravity*, JHEP **08** (2014) 071 [arXiv:1407.4275] [inSPIRE].

[17] T. Napier and M. Ramachandran, *An Introduction to Riemann Surfaces*, Birkhäuser Boston (2012), [DOI].

[18] J.J. Duistermaat and G.J. Heckman, *On the Variation in the cohomology of the symplectic form of the reduced phase space*, Invent. Math. **69** (1982) 259 [inSPIRE].

[19] D. Stanford and E. Witten, *Fermionic Localization of the Schwarzian Theory*, JHEP **10** (2017) 008 [arXiv:1703.04612] [inSPIRE].

[20] E.P. Wigner, *Characteristic vectors of bordered matrices with infinite dimensions*, Annals Math. **62** (1955) 548.

[21] P. Di Francesco, P.H. Ginsparg and J. Zinn-Justin, *2-D Gravity and random matrices*, Phys. Rept. **254** (1995) 1 [hep-th/9306153] [inSPIRE].

[22] B. Eynard, T. Kimura and S. Ribault, *Random matrices*, arXiv:1510.04430 [inSPIRE].

[23] D. Cangemi and M. Leblanc, *Two-dimensional gauge theoretic supergravities*, Nucl. Phys. B **420** (1994) 363 [hep-th/9307160] [inSPIRE].

[24] V.O. Rivelles, *Topological two-dimensional dilaton supergravity*, Phys. Lett. B **321** (1994) 189 [hep-th/9301029] [inSPIRE].

[25] M.M. Leite and V.O. Rivelles, *Topological dilatonic supergravity theories*, Class. Quant. Grav. **12** (1995) 627 [hep-th/9410003] [inSPIRE].

[26] D. Grumiller, J. Hartong, S. Prohazka and J. Salzer, *Limits of JT gravity*, JHEP **02** (2021) 134 [arXiv:2011.13870] [inSPIRE].

[27] D.V. Soroka and V.A. Soroka, *Tensor extension of the Poincare’ algebra*, Phys. Lett. B **607** (2005) 302 [hep-th/0410012] [inSPIRE].

[28] M. Kontsevich and G. Segal, *Wick Rotation and the Positivity of Energy in Quantum Field Theory*, Quart. J. Math. Oxford Ser. **72** (2021) 673 [arXiv:2105.10161] [inSPIRE].

[29] E. Witten, *A Note On Complex Spacetime Metrics*, arXiv:2111.06514 [inSPIRE].
[50] C.G. Callan Jr., S.B. Giddings, J.A. Harvey and A. Strominger, Evanescent black holes, Phys. Rev. D 45 (1992) R1005 [hep-th/9111056] [inSPIRE].

[51] C.V. Johnson, Quantum Gravity Microstates from Fredholm Determinants, Phys. Rev. Lett. 127 (2021) 181602 [arXiv:2106.09048] [inSPIRE].

[52] F. Bornemann, On the numerical evaluation of fredholm determinants, Math. Comput. 79 (2009) 871.

[53] C.V. Johnson, The Microstate Physics of JT Gravity and Supergravity, arXiv:2201.11942 [inSPIRE].

[54] C.V. Johnson, On the Quenched Free Energy of JT Gravity and Supergravity, arXiv:2104.02733 [inSPIRE].

[55] J.S. Cotler et al., Black Holes and Random Matrices, JHEP 05 (2017) 118 [Erratum ibid. 09 (2018) 002] [arXiv:1611.04650] [inSPIRE].

[56] P. Saad, S.H. Shenker and D. Stanford, A semiclassical ramp in SYK and in gravity, arXiv:1806.06840 [inSPIRE].

[57] A. Blommaert, J. Kruthoff and S. Yao, An integrable road to a perturbative plateau, arXiv:2208.13795 [inSPIRE].

[58] N. Engelhardt, S. Fischetti and A. Maloney, Free energy from replica wormholes, Phys. Rev. D 103 (2021) 046021 [arXiv:2007.07444] [inSPIRE].

[59] S. Bonanos, J. Gomis, K. Kamimura and J. Lukierski, Maxwell Superalgebra and Superparticle in Constant Gauge Backgrounds, Phys. Rev. Lett. 104 (2010) 090401 [arXiv:0911.5072] [inSPIRE].

[60] S. Bonanos, J. Gomis, K. Kamimura and J. Lukierski, Deformations of Maxwell Superalgebras and Their Applications, J. Math. Phys. 51 (2010) 102301 [arXiv:1005.3714] [inSPIRE].

[61] P.K. Concha, O. Fierro, E.K. Rodríguez and P. Salgado, Chern-Simons supergravity in D=3 and Maxwell superalgebra, Phys. Lett. B 750 (2015) 117 [arXiv:1507.02336] [inSPIRE].

[62] L. Frappat, P. Sorba and A. Sciarrino, Dictionary on Lie superalgebras, Tech. Rep. ENSLAPP-AL-600-96 (1996) [hep-th/9607161] [inSPIRE].