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Abstract—Disasters are constant threats to humankind, and beyond losses in lives, they cause many implicit yet profound societal issues such as wealth disparity and digital divide. Among those recovery measures in the aftermath of disasters, restoring and improving communication services is of vital importance. Although existing works have proposed many architectural and protocol designs, none of them have taken human factors and social equality into consideration. Recent sociological studies have shown that people from marginalized groups (e.g., minority, low income, and poor education) are more vulnerable to communication outages. In this work, we take pioneering efforts in integrating human factors into an empirical optimization model to determine strategies for post-disaster communication restoration. We cast the design into a mix-integer non-linear programming problem, which is proven too complex to be solved. Through a suite of convex relaxations, we then develop heuristic algorithms to efficiently solve the transformed optimization problem. Based on a collected dataset, we further evaluate and demonstrate how our design will prioritize communication services for vulnerable people and promote social equality compared with an existing modeling benchmark.

Index Terms—Human-Centric Design, Empirical Optimization, Mix-Integer Non-Linear Programming

I. INTRODUCTION

Communication service is critical in connecting people, and even more so in facing a disaster. From the deadly COVID-19 to forest fires and hurricanes, disasters have inflicted catastrophic impact on millions across nations. Disaster-disrupted services not only directly impact the health and economic wellbeing of our society but also exacerbate the societal disparities [1], particularly among socially vulnerable communities. In the immediate aftermath of disasters, people at the heart of disaster sites are in critical need of lifeline services, including transportation, water, electricity, and communication services. Failure to timely address these needs could cause further damages to communities and residents therein.

In post disaster recovery, restoring or improving communication service is equally important as restoring clean water and electricity. This year’s pandemic taught us this lesson in a vivid yet hard way: quarantined households rely on the Internet for work, school, and healthcare while those who cannot access reliable Internet are at severe disadvantages. An early news went viral that reported two elementary students cannot access reliable Internet are at severe disadvantages. An early news went viral that reported two elementary students have Internet at home [2]. Disasters like COVID-19 may not directly damage communication infrastructures, but they could lead to the surging demands on communication resources that overburden existing infrastructures. If no measures are taken, certain groups of people may receive inadequate communication services which would worsen the so-called “digital divide” and breed social inequality [3]. For example, during COVID-19 lock-downs, rural and low-income people are found to experience more hardship to Internet access than their urban and high-income peers [4]. In fact, according to recent studies [5], [6], [7], people of a different race, ethnicity, and age, in different geographic regions, with different education levels present significantly distinct hardship or vulnerability to disasters.

In light of it, to precisely address personalized communication needs, the inclusion of human factors is of vital importance. Existing works [8], [9], [10], [11], [12], [13] on post-disaster communication restoration or service provisioning mainly focus on the development of ad hoc or long-range communication architectures and protocols for delivering information, especially urgent ones, to/from the disaster sites. Unfortunately, none of them have taken human factors into consideration. This deficit in the state-of-the-art will not only result in impracticality of their solutions but also exacerbate the risks in social equality.

In this work, we aim to bridge this gap by developing empirical analysis and optimization models for post-disaster communication service provisioning based on the critical needs of under-represented users. This work will shed light on how different groups of users (categorized by their sociodemographic characteristics) have different levels of needs for communication services, and how stakeholders (e.g., government, Internet service providers) could provide a more socially equitable communication services. To this end, there are three challenges to be addressed. (1) There lacks empirical understanding on users’ vulnerabilities to communication disruptions and their service needs after real disaster events. (2) It is not well understood what a practical and usable modeling should be so as to deliver prioritized services to targeted groups. Unfortunately, conventional unitary modeling (e.g., coverage- or throughput-maximization) for post-disaster communication service provisioning does not fully reflect human needs. (3) It is computationally difficult to solve and analyze empirical models on large datasets, which is mostly attributed to the binary decision variables. While the solution to mix-integer optimization problems is widely seen, empirical optimizations pose a greater challenge due to the prohibitively large scale of the problem. The efforts in tackling the above
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challenges mark our contribution in this work, which are as follows.

- Based on an empirical household survey data collected in the aftermath of Hurricane Harvey in Harris County, we examine various subjective perceptions on communication services from different population groups (categorized based on their sociodemographic attributes).
- We propose an inclusive model for post-disaster communication restoration and improvement, which reflects users’ specific communication needs with respect to (w.r.t.) latency and bandwidth, thus prioritizing services for socially under-represented users.
- We develop a heuristic algorithm based on spatial-temporal characteristics of the dataset to efficiently calculate near-optimal solutions from the large-scale optimization problem.

The rest of the paper is organized as follows. Section II surveys the most recent literature on this topic. Section III describes the system model. The problem formulation is outlined in Section IV. We propose solution algorithms in Section V and present a benchmark scheme from recent literature. In Section VI, we conduct the performance evaluation and demonstrate simulation results. Section VII discusses the major takeaways and outlines future directions. Finally, the paper is concluded in Section VIII.

II. RELATED WORKS

The focus of this work is reminiscent of two similar studies in recent literature: (1) post-disaster communication restoration, and (2) user-centric (or social-aware) designs in communications and networking. In this section, we discuss related works following these theme lines and present how this work contributes to the state-of-the-art.

1) Post-disaster communication restoration: Amid highly destructive disasters such as earthquakes and tsunami, local communication infrastructures could become absolutely non-functional [14]. In light of it, several proposals have presented designs to temporarily establish communication capabilities to deliver emergency information. For instance, the infrastructure-less ad hoc network based on (unmanned) aerial vehicles [12], [15], ground vehicles [16] and marine vehicles [17] is a popular approach to serve this purpose. Other solutions include, but are not limited to, leveraging satellite networks [18], LTE/LTE-A networks [8], [19], device-to-device (D2D) networks [20], and Internet-of-Things (IoT) sensory networks [21]. Most of these works only carry high-level studies (e.g., architectural design, feasibility analysis, and system implementation) and communication-spect oriented designs (e.g., to maximize network throughput, extend coverage/connectivity, or reduce latency). In recent studies, some works started to look into message differentiation and prioritization in post-disaster communications. Lieser et al. [11] investigated the timing patterns of different messages (e.g., SOS, “I’m alive”) after disasters and provided insights on which messages should be prioritized at what time. Bhattacharjee et al. [22] designed a natural language processing (NLP) algorithm to filter emergency messages which are delivered using a developed priority-enhanced routing protocol.

Nevertheless, none of the existing works have ever taken human factors into consideration. Sociological studies have shown that people of a different race, gender, age, income level and etc., suffer distinctly in the aftermath of disasters. For instance, Esmalian et al. [5] showed that people with personal vehicles are less susceptible to the loss of communication services compared with those low-income ones who have no vehicles. Coleman et al. [23] unveiled that renters experience higher hardship and have lower tolerance towards communication disruptions. Failure to address the critical needs of different subpopulations will not only reduce the efficacy in post-disaster communication provisioning but most importantly, increase risks of social disparities.

2) User-centric communication and networking designs: By far, there are numerous user-centric [24], [25], [26], [27] or social-aware [28], [29] research works that involve human subjects in the communications, computing and networking designs. Since the number of the related works is too significant to exhaust, we only discuss the common characteristics in their modeling and present how this work differs from them. Basically, related studies develop models by assumably or artificially translating user demands, constraints, or social interactions into some quantitative values. For example, Liu et al. [26] transformed users’ difficulty in accessing external battery power into weighting factors when they attempted to maximize users’ energy efficiency in an LTE network. Yang et al. [27] developed an incentive model for crowdsensing by subjectively mapping users’ satisfaction/utility to a quantitative value. Gao et al. [29] designed a relay selection mechanism in delay tolerant networks (DTN) by modeling users’ physical contact traces in a bipartite graph.

However, there are two major limitations in these works. (1) Simply mapping human-related factors into assumable values raises concerns on how honest and reflective the developed models are to practical scenarios. (2) There are little to none works that have directly integrated people’s sociodemographic factors and needs into their design. For example, people of old age concerning their privacy are reluctant to share their devices as a relay; people of high income are not easily biased by payment-based incentives.

3) How our work differs with and contributes to the state-of-the-art: To address the inefficacy of existing works along these two theme lines, we develop an empirical model based on household survey data in the aftermath of Hurricane Harvey. By empirically analyzing human factors and optimizing communication resources, this work will (1) shed light on high-fidelity modeling of user-centric designs (coined as technical contribution), and (2) offer targeted and socially equitable communication service provisioning in post disasters (coined as practical contribution).

III. SYSTEM MODEL

We consider a geographic region $N$ in which users experience degraded or loss of communication services after a disaster. Suppose the whole region can be divided into discrete areas of interest $N = \{1, \ldots, N\}$ according to communities, zip codes, etc. Suppose there are $Kn$ users in a specific area.
\( n \in N \) and they are denoted as \( \mathcal{U}_n = \{ u_{1,n}, ..., u_{K_n,n} \} \). Collectively, users in all discrete areas constitute the whole user set \( \mathcal{U} = \{ \mathcal{U}_1, ..., \mathcal{U}_N \} \) in the region. We assume that every user \( u_{k,n} \) can be characterized by a three-tuple attribute specified as \( \pi = (\tau, f, d) \) (we drop the subscript for brevity), which respectively indicates the user’s type such as race, ethnicity and susceptibility to communication outage, requirement for the minimum data rate to fulfill his/her needs, and the longest time to endure the degraded or loss of communication services.

To quickly restore or improve communication services, responsible stakeholders such as government or Internet service providers attempt to deploy their limited pool of resources, denoted as \( S_{max} \), within a short period of time \( T \) (e.g., the rule of “Golden 72 hours”). In practice, these resources could be a swarm of satellite trucks, unmanned aerial vehicles, infrastructure repairing crews and many others \([19], [30]\), and yet we do not assume a specific resource modality in this work. Without loss of generality, suppose time is slotted \( t = 1, ..., T \) and all the involved decision processes are made at the beginning of each time slot. Let \( z_n(t) \) represent the binary decision variable whether to serve \( n \) at time \( t \) or not and \( s_n \) indicate the amount of deployed resources. To this end, we model the exogenous resource placement problem as follows.

### A. Exogenous Resource Placement

Assume that a specific area \( n \) only needs to be served (at most) once in the time window \( T \) to restore or improve its local communication services. Then, we have the following inequality constraint related to the binary variable \( z_n(t) \):

\[
\sum_{t=1}^{T} z_n(t) \leq 1, \quad \forall n \in N; \\
z_n(t) \in \{0,1\}, \quad \forall n \in N, 1 \leq t \leq T.
\]

(1)

To reflect the practical scenario that resources can be collected back and re-distributed (e.g., crews completing the repair of one infrastructure at one site can be dispatched to another site), we consider the resources \( S_{max} \) are reusable but with a delay of \( \delta \) time slots in light of the service or freeze-out time. Thus, the amount of resources available for placement at \( t \) are quantitatively represented by

\[
s(t) = s(t-1) - \sum_{n=1}^{N} z_n(t-1) \cdot s_n + \sum_{n=1}^{N} z_n(t-1-\delta) \cdot s_n, \quad 1 \leq t \leq T.
\]

(2)

Note that for any \( t \leq 0 \), \( z_n(t) = 0 \). Besides, at any time slot, the amount of usable resources should not exceed the amount of available resources, which is captured by the following constraints:

\[
\sum_{n=1}^{N} z_n(t) \cdot s_n \leq s(t) \leq S_{max}, \quad 1 \leq t \leq T.
\]

(3)

Upon the placement of resource \( s_n \) at site \( n \), users \( \mathcal{U}_n \) share and access the (re-)gained network resources \( c_n \) striving to meet their quality-of-service (QoS) requirements. Without loss of generality, \( c_n \) here refers to the overall (re-)gained data rate that is proportional to the deployed resource \( s_n \), i.e., \( c_n = Q(s_n) \) in which \( Q(\cdot) \) is monotonically increasing and non-negative. Next, we model the problem of in-situ resource sharing of \( c_n \).

### B. In-situ Resource Sharing

Provided with the overall resource \( c_n \), the perceived data rate by any user \( u_{k,n} \) is calculated as

\[
r_{k,n} = \frac{w_{k,n}}{\sum_{k=1}^{K_n} w_{k,n}} c_n, \quad \forall n \in N
\]

(4)

where \( w_{k,n} \) is the fraction of overall resource that is allocated to user \( u_{k,n} \). This is a generic modeling, but it is applicable to many practical technologies. For instance, \( w_{k,n} \) in LTE/LTE-A is mapped to the physical Resource Blocks and in TDMA to time slots.

Recall that each user is characterized by the three-tuple attribute set \( \pi \). With the achievable rate \( r_{k,n} \) in Eq. (4) and the time slot when \( r_{k,n} \) is gained (i.e., as soon as \( s_n \) is deployed), we define user’s utility function \( V_{k,n} \) by considering the following aspects. First, \( V_{k,n} \) should be a non-negative and monotonically increasing function w.r.t. \( r_{k,n} \). Nevertheless, further increasing \( r_{k,n} \) beyond \( \hat{r}_{k,n} \) should have decreasing marginal returns on his/her utility. To reflect such considerations, we adopt the well-known sigmoid function to define \( R(r_{k,n}, \hat{r}_{k,n}) \) as follows

\[
R(r_{k,n}, \hat{r}_{k,n}) = \frac{1}{1 + e^{-\theta (r_{k,n} - \hat{r}_{k,n})}},
\]

(5)

where \( \theta \) is a constant to control the steepness of the sigmoid function. Second, if \( s_n \) is deployed too late to address user \( u_{k,n} \)’s timely service request (i.e., later than \( d_{k,n} \) for \( t^* > d_{k,n} \)), such resource placement is considered to have zero utility for \( u_{k,n} \) regardless of \( r_{k,n} \). That is to say, \( V_{k,n} = 0 \) if \( t^* > d_{k,n} \). Third, by considering user’s type \( \tau_{k,n} \), we can prioritize the service to socially under-represented groups which are comparably more vulnerable to degraded or loss of communication service due to disasters. Collectively, the utility function \( V_{k,n} \) by taking the above three aspects into consideration can be defined as

\[
V_{k,n} = \tau_{k,n} R(r_{k,n}, \hat{r}_{k,n}) \mathbb{1}(t^* \leq d_{k,n})
\]

(6)

where \( \mathbb{1}(\cdot) \) is an indicator function whose result is 1 if its evaluated expression is true; and 0 otherwise. \( V_{k,n} \) can be simplified because we observe that \( \mathbb{1}(t^* \leq d_{k,n}) = z_n(t) | t \leq d_{k,n} = \sum_{t=1}^{d_{k,n}} z_n(t) \).

### IV. Problem Formulation

In this work, our objective is to optimize the strategy for exogenous resource placement and in-situ resource sharing so as to maximize the utility of the users whose communication services are gravely impacted by the disaster. This would be
The optimal strategy amount of allocated resource, and hard. Therefore, Optimizer “class”) to be placed in the knapsack so that the aggregated utility function in Eq.(6) into the following form:

\[
\sum_{n=1}^{N} \sum_{k=1}^{K_n} V_{k,n} \quad \text{s.t.} \quad \text{Eqs. (1) - (4)}; \\
0 \leq s_n \leq S_{\text{max}}, \quad \forall n \in N; \\
w_{k,n} \in [0,1], \quad \forall k \in \mathcal{U}_n, \forall n \in N.
\]

where \(w_{k,n}\) is normalized within [0,1], and the set of optimization variables is denoted as \((z,s,w)\). Here, we coin the problem (7) as the Optimizer \(O1\). Note that the time instant \(t\) does not mean \(O1\) is an online optimization problem because it considers no future utilities. Instead, \(O1\) has a static setup within a fixed time horizon \(T\).

Nevertheless, the offline nature of \(O1\) by no means eases the solution to it. It is observed that \(V_{k,n}\) is not a concave function because of the multiplication of a non-strictly concave function \(\mathcal{R}(\cdot)\) and an integer variable \(z\), and the feasible set defined by the constraints forms a non-convex set. Overall, Optimizer \(O1\) is a non-convex mixed-integer non-linear programming (MINLP) problem, which as shown in the following theorem is NP-hard.

**Theorem IV.1. Optimizer \(O1\) is reducible to a Multiple-Choice Knapsack Problem (MCKP) \([37]\).**

**Proof.** MCKP specifies the following problem. Suppose there are \(N\) classes of items to be packed to a knapsack of finite capacity. Each item is associated with a utility and weight. The goal is to choose one item from each class and put them in the knapsack so that the overall utility is maximized while the total weight does not exceed the knapsack’s capacity.

In Optimizer \(O1\), we consider each area \(n \in N\) as one class of \((T+1) \cdot S_{\text{max}} \cdot W_n\) items which corresponds to \(z_n(t)\)’s \(T\) time instants (an additional time instant represents a NULL state meaning area \(n\) is never served within \(T\)), \(s_n\)’s up to \(S_{\text{max}}\) amount of allocated resource, and \(W_n\) number of combinations of \(w_{k,n}\) for \(1 \leq k \leq K_n\). Optimizer \(O1\) aims to choose the optimal strategy \((z^*, s^*, w^*)\) (i.e., “item”) at each area (i.e., “class”) to be placed in the knapsack so that the aggregated utility over all areas is maximized. Besides, the constraints specified by Eq. (1) and Eq. (2) pose resource limits which are analogously equivalent to the capacity of the knapsack. Therefore, Optimizer \(O1\) is an MCKP instance, which is NP-hard.

To solve Optimizer \(O1\), we start with transforming the utility function in Eq.(6) into the following form:

\[
V_{k,n} = \sum_{t=1}^{d_{k,n}} \tau_{k,n} \mathcal{R}(r_{k,n}, \hat{r}_{k,n}) z_n(t) \\
(6) = \sum_{t=1}^{d_{k,n}} \frac{\tau_{k,n}}{1 + e^{-\theta [z_n(t) - r_{k,n} - \hat{r}_{k,n}]}}, \\
(7) \leq \sum_{t=1}^{d_{k,n}} \tau_{k,n} \frac{\tau_{k,n}}{1 + e^{-\theta [z_n(t) - w_{k,n} - \hat{r}_{k,n}]}}, \\
(8)
\]

The reason for equality (a) is because \(\tau_{k,n} \mathcal{R}(r_{k,n}, \hat{r}_{k,n})\) are irrelevant to the time instant \(t\). Additionally, by assuming a sufficiently large \(\theta\), \(V_{k,n}\) can be arbitrarily close to zero so we make an approximation by integrating \(z_n(t)\) into the sigmoid function as in equality (b). Without loss of generality, suppose \(w_{k,n}\) is normalized within [0,1]. Then \(\sum_{k=1}^{K_n} w_{k,n} = 1\) and we can transform the fractional term in Eq.(4) to a linear one as shown in equality (c).

Next, we proceed to simplify the recursive formulation of \(s(t)\) in Eq.(5). Specifically, by tracing time instants from \(t' = 1\) to \(t = t\) and re-organizing Eq.(2), we can have the following:

\[
s(t) = s(1) - \sum_{n=1}^{N} \sum_{t=1}^{t'-1} \left[ z_n(t') - z_n(t' - \delta) \right] s_n \\
= s(1) - \sum_{n=1}^{N} \sum_{t=1}^{t'-1} z_n(t') s_n.
\]

Given the boundary condition \(s(1) = S_{\text{max}}\) and non-negativity of \(z_n(t) s_n\), \(s(t) \leq S_{\text{max}}\) always holds. Besides, by further examining \(\sum_{n=1}^{N} z_n(t) s_n \leq s(t)\), we can re-write Eq.(3) into

\[
\sum_{n=1}^{N} \sum_{t=1}^{t'-1} z_n(t') s_n \leq S_{\text{max}}, \quad 1 \leq t \leq T.
\]

Moreover, since \(\sum_{k=1}^{K_n} w_{k,n} = 1\), we can transform the above inequality into

\[
S_{\text{max}} \geq \sum_{n=1}^{N} \sum_{t=1}^{t'-1} z_n(t') s_n \sum_{k=1}^{K_n} w_{k,n} \\
= \sum_{n=1}^{N} \sum_{k=1}^{K_n} \sum_{t=1}^{t'-1} z_n(t') w_{k,n} s_n
\]

Obviously, the transformed objective function in Eq.(8) and the constraint in Eq.(10) now have a common multi-vari-\(z_n\) function \(z_n(t) w_{k,n} s_n\), which, according to the symbolic reformulation rules\([22]\), can be replaced with a univariate variable \(x_{k,n}(t)\). This substitution presents us the following optimization problem coined as Optimizer \(O2\)

\[
\max \sum_{n=1}^{N} \sum_{k=1}^{K_n} \sum_{t=1}^{d_{k,n}} \frac{\tau_{k,n}}{1 + e^{-\theta [s_{k,n}(t' - \delta)]}}, \\
\text{s.t.} \quad \sum_{n=1}^{N} \sum_{t=1}^{d_{k,n}} x_{k,n}(t) \leq S_{\text{max}}, \quad 1 \leq t \leq T; \\
0 \leq x_{k,n}(t) \leq S_{\text{max}}, \quad \forall k \in \mathcal{U}_n, \forall n \in N, 1 \leq t \leq T.
\]

With the above relaxation steps, Optimizer \(O2\) becomes a standard knapsack problem with a sigmoid objective and linear constraints w.r.t. \(x_{k,n}(t)\).

**V. HEURISTIC ALGORITHM AND BENCHMARK SCHEME**

**A. Heuristic Algorithm**

Due to non-concavity of the sigmoid function, state-of-the-art efforts in coping with problems similar to Optimizer \(O2\) are mainly based on parametric transformation, concave envelope

\[\text{For the sake of brevity, we assume } s_n = c_n \text{ in this work.}\]
substitution and other relaxations \cite{33, 34}. After converting the sigmoid function to an approachable form, recursive algorithms such as branch and bound, despite slow convergence speed, can be applied to determine optimal solutions. In this work, in light of the prohibitively large optimization space, we propose a near-optimal and efficient heuristic algorithm based on the spatial-temporal characteristics of the empirical dataset.

First, we start with replacing the sigmoid objective in Optimizer O2 with its concave envelope. As shown in Fig.1 we can utilize two affine functions to approximate any arbitrary sigmoid; and obviously, the steeper the sigmoid (reflected by \( \theta \)) is, the more accurate the approximation becomes. Specifically, \((x_0, y_0)\) can be easily determined by solving \( y_0 \)

\[
\begin{align*}
\max_{(x, \beta)} & \quad \sum_{n=1}^{N} \sum_{k=1}^{K_n} d_{k,n} \beta_{k,n,t} \\
\text{s.t.} & \quad \beta_{k,n,t} \leq a_{k,n,t} x_{k,n}(t) + b_{k,n,t}, \\
& \quad \beta_{k,n,t} \leq \tau_{k,n}, \\
& \quad \sum_{n=1}^{N} \sum_{k=1}^{K_n} \sum_{t=1}^{T} x_{k,n}(t') \leq S_{\max}, \quad 1 \leq t \leq T; \\
& \quad 0 \leq x_{k,n}(t) \leq S_{\max}, \quad \forall k \in \mathcal{U}_n, \forall n \in \mathcal{N}, 1 \leq t \leq T. 
\end{align*}
\]

(12)

Then, addressing Optimizer O2 is boiled down into solving an approachable linear programming problem in (12).

The solution to problem (12) serves as an upper bound for the original Optimizer O1 in (7). Next, by iteratively rounding the optimal solution \( x^* \) to problem (12), we attempt to derive feasible solution that conforms to the original constraints in (7). Rather than adopting well-known algorithms such as (spatial) branch and bound \cite{32}, we develop a spatial-temporal iteration algorithm to search for feasible yet near-optimal solution. Our basic idea is as follows. First, we propose a variable \( \gamma_{n,t} = \sum_{k=1}^{K_n} [V_{k,n}/x_{k,n}(t)] \) named as utility-resource ratio (URR) for each area \( n \in \mathcal{N} \) at time instant \( 1 \leq t \leq T \). The implication of \( \gamma_{n,t} \) is to measure how effective allocating resource can produce utility gain. Then, motivated by the principle that each area is served at most once before time \( T \), the temporal policy is set to serve an area at the time instant \( t^* \) when its URR is maximum, that is \( t^* = \arg \max_{t} \gamma_{n,t}, \forall n \in \mathcal{N} \).

If there is a tie, we resolve it by following the spatial policy that asserts a time instant \( t \) when the area’s URR, comparing to other areas’, ranks the highest among the tied time instants. Mathematically, \( \hat{t} = \arg \max \text{RANK}(n, \gamma_{n,t}) \) where the function \( \text{RANK}(\cdot) \) gives the index of \( n \) in a non-decreasingly sorted vector \( \gamma_{n,t} \). If tie persists, we select the earliest time instant to serve the area, which is termed as tie-breaker policy. For presentation clarity, we summarize the steps in the following algorithm.

\begin{algorithm}[H]
\caption{Spatial-Temporal Rounding Algorithm}
\begin{algorithmic}[1]
\State Determine \( x \) by solving Problem (12).
\State Set \( z = 0 \) (or \( = 1 \)) by examining if \( x = 0 \) (or \( \neq 0 \)).
\If {\( \forall n \in \mathcal{N}, \sum_{t=1}^{T} z_{n}(t) > 1 \)}
\State if \( \exists n \in \mathcal{N}, \text{it has different non-zero URRs across } [1,T] \)
\Then
\State Apply the temporal policy, then go to Step 1;
\Else
\State Apply the spatial policy and the tie-breaker policy if needed, then go to Step 1;
\EndIf
\Else
\State \( \text{BO} \) serves as the upper bound.
\EndIf
\State \( \text{BO} \) serves as the upper bound.
\end{algorithmic}
\end{algorithm}

B. Benchmark Scheme

The state-of-the-art modeling on post-disaster communication provisioning mainly aims for serving the maximum number of users (i.e., via admission control) \cite{36}, maximizing the aggregated throughput at disaster sites \cite{30}, prioritizing critical service requests \cite{11}, and etc. To examine how significant our design can promote services for under-represented users, we present a well-accepted model from related works as a comparing benchmark.

Since existing works may consider different resource constraints than ours, to make a fair comparison, we adjust the benchmark model to our context while preserving its objective. Specifically, the adopted benchmark model is boiled down into the following optimization problem, coined as \( \text{BO} \):

\[
\max_{(z, s, w)} \sum_{n=1}^{N} \sum_{k=1}^{K_n} d_{k,n} z_{n}(t) \\
\text{s.t.} \quad \text{Eq. (7)}, \\
\sum_{n=1}^{N} \sum_{k=1}^{K_n} \sum_{t'=t-\delta}^{t} z_{n}(t') s_{k,n} \leq S_{\max}, \quad 1 \leq t \leq T, \\
\sum_{t=1}^{T} z_{n}(t) s_{k,n} \geq \hat{r}_{k,n} \cdot \phi, \quad \forall k \in \mathcal{U}_n, \forall n \in \mathcal{N}.
\]

(13)

The objective tells that \( \text{BO} \) aims to serve as many users as possible before their respective deadline. The first two
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represented as perceptions on Internet importance or other forms of communication services after a disaster is your household's perception on the importance of Internet service demand of communication with family, which is deemed more critical, while $\phi = 0$ for other service demands.

The solution to related optimization problems is carried in MATLAB v.R2020a on a iMac host machine with 4.2GHz quad-core and 16GB memory. Specifically, we apply the interior-point algorithm (embedded in the linprog toolbox) to solve Problem (12) and implement the Algorithm 1 to approximate the solution to Problem (7).

C. Result Analysis

1) Convergence and Optimality Analysis: First of all, we attempt to evaluate the convergence speed of our developed service disruption is found to be within 14 days for all survey responses, so we set the responding time window $T = 15$ and each time instant represents one day. Moreover, the exogenous resource parameters $S_{\text{max}}$ and $\delta$ are considered as system variables, and $S_{\text{max}}$ has a unit of Gbps which in practice can be deemed as the total amount of available bandwidth to be provisioned. In the benchmark scheme, we set $\phi = 1$ for service demand of communication with family, which is deemed more critical, while $\phi = 0$ for other service demands.

The solution to related optimization problems is carried in MATLAB v.R2020a on a iMac host machine with 4.2GHz quad-core and 16GB memory. Specifically, we apply the interior-point algorithm (embedded in the linprog toolbox) to solve Problem (12) and implement the Algorithm 1 to approximate the solution to Problem (7).

C. Result Analysis

1) Convergence and Optimality Analysis: First of all, we attempt to evaluate the convergence speed of our developed

VI. PERFORMANCE EVALUATION

A. Dataset Construction

We used data collected from household surveys that were distributed to residents in Harris County, Texas after Hurricane Harvey [6]. Harvey caused catastrophic flooding and landfall in Harris County and resulted in severe disruptions in communication services. The designed survey includes, but is not limited to, questions like (1) what is the hardship your household experiences for disruptions in communication services after Hurricane Harvey (represented as hardship throughout the paper); (2) how many days your household is capable of tolerating the interruptions on communication services (represented as tolerance throughout the paper); (3) what are the primary needs of your household related to communication services; and many others (represented as service demand, i.e., QoS, throughout the paper); (4) what is your household’s perception on the importance of Internet or other forms of communication services after a disaster (represented as perceptions on Internet importance throughout the paper). Along with these communication-related questions, we also acquired responders’ demographic information such as their race, ethnicity, income and education level.

Figure 2: Geographical distribution of survey responses.

In total, we obtained 872 valid records from the survey, which are geographically distributed in Harris County as shown in Fig[2][5]. Among these collected data, 412 records are trimmed because these households either evacuated before Hurricane Harvey or experienced no communication service outage at their specific areas. The remaining 460 records are distributed in 125 zipcode areas (from 77001 to 77598). By combining geographically adjacent areas, we coded the dataset into 60 discrete areas of interest.

B. Simulation Setup

To turn the constructed dataset into simulation input, we quantify several descriptive attributes of the dataset as shown in Table I. Every household’s tolerance level to communication

Table I: Quantitative measure of descriptive attributes

| Attribute         | Description                          | Coded Value |
|-------------------|--------------------------------------|-------------|
| Income ($\tau$)   | Above $100,000                       | 1           |
|                   | $49,999 - $99,999                    | 3           |
|                   | Less than $49,999                    | 5           |
| Race/Ethnicity ($\tau$) | White                                | 1           |
|                   | Non-White                            | 3           |
| Education ($\tau$) | Graduate school                      | 1           |
|                   | Bachelor                             | 2           |
|                   | Some college                         | 4           |
|                   | High school                          | 5           |
|                   | Less than high school                | 7           |
| Service Demand ($\hat{r}$, in Mbps) | Communicate with family | 1           |
|                   | Use social media                     | 10          |
|                   | Remote work or education             | 500         |
|                   | Streaming entertainment              | 1,000       |
| Hardship          | A little                             | 1           |
|                   | A moderate amount                    | 2           |
|                   | A lot                                | 3           |
|                   | A great deal                         | 4           |
| Perceptions on Internet Importance | Not important | 1           |
|                   | Slightly important                   | 2           |
|                   | Moderately important                 | 3           |
|                   | Very important                       | 4           |
|                   | Extremely important                  | 5           |
heuristic algorithm and examine how close the derived solution is to the optimal one. The baseline algorithm we adopted is the well-known spatial branch and bound (S-BnB) algorithm [32] which by theory promises to find the optimal solution to a mix-integer (non-) linear programming problem. Specifically, we apply the S-BnB algorithm to tackle Problem (12) and note that the obtained solution only serves as an upper bound to the original problem in (7) because of the objective’s relaxation based on the concave envelope in Fig. 1.

The simulation sets \( S_{\text{max}} = 10 \text{ Gbps} \), \( \delta = 1 \text{ day} \) and \( \tau \) representing race/ethnicity. As shown in Fig. 3b, our heuristic algorithm converges after 12 rounds of iterations (less than 20 seconds in MATLAB) at which S-BnB (when we set its convergence criteria \( \epsilon \), defined as (upper bound - lower bound)/upper bound, to be 15%) has not completed its running yet. When S-BnB converges after over 27 iterations, the result shows that our heuristic algorithm falls between its upper and lower bound, which means that our solution differs no larger than 15% from the optimal solution.

2) How exogenous resource impacts users’ utility: Next, we will examine how the characteristics (i.e., amount and freeze-out time) of exogenous resource could affect the communication service restoration. In this part of simulation, we set \( \tau \) to represent race/ethnicity and let \( S_{\text{max}} \) and \( \delta \) be control variables. Intuitively, the larger the amount of resource or the smaller the freeze-out time, the larger the total utility that will be obtained. \( S_{\text{max}} \) and \( \delta \) can be considered to have the homogeneous impact on users’ utility because the smaller resource re-usable freeze-out time implies that there are more available resources at any time instant. This is reflected by our simulation results in Fig. 3b. In fact, users are under-served by the amount of resources (2-15 Gbps) that are examined in Fig. 3b because increasing \( S_{\text{max}} \) always leads to the linear increase in users’ utility. While when all users’ services are satisfied, further increasing \( S_{\text{max}} \) will ultimately cause the decreasing marginal gains on users’ utility. Nonetheless, we believe our simulation in Fig. 3b reflects the practical post-disaster restoration scenario where resources are scarce and limited.

The above argument can be further supported by our findings as shown in Fig. 3c in which we present how well different areas of interest are served by the exogenous resource. Although larger \( S_{\text{max}} \) leads to higher per-area utility, some areas always receive zero utility meaning no resources are ever deployed there. By looking into these under-served areas and cross-checking the dataset, we notice that these areas are wealthy suburbs near the downtown of Houston (e.g., zipcode 77007 and 77008). Residents in these areas tend to have much higher service demand (e.g., most of the survey responders’ said they need streaming entertainment) than people in other areas. Therefore, when the amount of exogenous resource is limited, the solution to Problem (12) inclines to first allocate resources to those areas/residents whose service demands are easily (i.e., low QoS requirement) and in dire need to be addressed.

In prior analysis, we present how resource allocation differs in space, and meanwhile, we are interested to see how resources are distributed in time. As shown in Fig. 3d, users’ tolerance level to communication disruptions is plotted in orange against the right y-axis while users’ obtained utility in our solution is plotted in blue against the left y-axis. On
the one hand, we observe that most users’ cannot tolerate communication disruptions longer than 5 days except for a few outliers who can tolerate up to 14 days. Based on our analysis on the dataset, we posit that these outlier users either are not serious in answering this question (only give an estimated number) or are genuinely technology independent in their life for reasons like old age. On the other hand, the derived resource allocation strategy well coincides with the distribution of users’ tolerance level, that is users’ aggregated utility is heavily skewed towards the immediate aftermath of the disaster.

3) How our design prioritizes services for socially under-represented users: Here, we aim to promote social equality in service provisioning so we are interested to examine if communication services for minority groups could be prioritized. In the simulation, we separately consider three societal factors that define minority groups, and collectively they are race/ethnicity, income, and education as shown in Table I. By design, we prioritize socially under-represented users’ utility via assigning them with a larger weighting factor $\tau$. This simulation is conducted under the setting of $S_{\text{max}} = 10$ Gbps and $\delta = 1$ day. The results for the per-capita user utility w.r.t. different societal factors are presented in Fig.4. Here, user utility is normalized against the maximum value of $V_k,n$ in Eq.(6), and specifically, when the normalized utility is above 0.5 (i.e., the inflection point of a sigmoid function), it represents user’s communication service is satisfied (i.e., $r \geq \hat{r}$ and $t \leq d$). To use the case of $\tau$ as race/ethnicity as an example, our design fulfills the communication demands for around 40% of the minority group users (e.g., Hispanic or Latino, Black, American Indian, Native Hawaiian and Pacific Islanders) and around 20% of the non-minority group users (e.g., white), which is an evident and significant bias (or prioritization) to the minority groups. Similar trends can be observed in Fig.4b and Fig.4c in which $\tau$ represents income and education level, respectively.

It is worthwhile to highlight that the most notable service prioritization occurs for users with a low education level that is less than high school. To explain this and some other similar observations in Fig.4, we present a correlation analysis based on the well-known Spearman’s rank correlation coefficient $\rho$ and Pearson correlation coefficient $\rho$, as shown in Table II and III respectively. Note that for a p-value that is less than 0.05, it indicates the evaluated pairs have a strong correlation. This is reflected by the asterisk marks in Table II and III. It can be observed that the experienced hardship has a strong and positive correlation with societal factors, implying that marginalized users in race, education and income are more likely to experience difficulties in communication services than their non-marginalized peers. Moreover, people of low income and low education are evidently more inclined to tolerate less days of communication service outage than their high-income or high-education peers. Regarding the service demand, although it correlates negatively to the societal factors, there is no statistical significance. We have to concede that this may not reflect the truth because of the non-ideal design of our survey questions. Specifically, the question regarding service demand is designed as a multiple-choice question and it does not rank a responder’s choices from high to low priority, which unfortunately creates uncertainty in our analysis.

![Figure 5: Comparison of Per-capital EDR (Mbps).](image)

| Table II: Spearman-based Correlation Analysis |
|---------------------------------------------|
| Income | Education | Race |
|--------|-----------|------|
| Hardship | Coefficient | p-value | Coefficient | p-value | Coefficient | p-value |
| 0.175* | 0.0002 | 0.111* | 0.0171 | 0.127* | 0.0061 |
| Perception on Internet Importance | Coefficient | p-value | Coefficient | p-value | Coefficient | p-value |
| -0.004 | 0.9363 | -0.057 | 0.2260 | 0.027 | 0.5620 |
| Tolerance | Coefficient | p-value | Coefficient | p-value | Coefficient | p-value |
| -0.107* | 0.0217 | -0.103* | 0.0273 | -0.081 | 0.0829 |
| Service Demand | Coefficient | p-value | Coefficient | p-value | Coefficient | p-value |
| -0.086 | 0.0665 | -0.019 | 0.6806 | -0.028 | 0.5563 |

| Table III: Pearson-based Correlation Analysis |
|---------------------------------------------|
| Income | Education | Race |
|--------|-----------|------|
| Hardship | Coefficient | p-value | Coefficient | p-value | Coefficient | p-value |
| 0.169* | 0.0003 | 0.120* | 0.0100 | 0.136* | 0.0008 |
| Perception on Internet Importance | Coefficient | p-value | Coefficient | p-value | Coefficient | p-value |
| -0.008 | 0.8713 | -0.0556 | 0.2346 | 0.0200 | 0.6695 |
| Tolerance | Coefficient | p-value | Coefficient | p-value | Coefficient | p-value |
| -0.088 | 0.0594 | -0.084 | 0.0718 | -0.054 | 0.2515 |
| Service Demand | Coefficient | p-value | Coefficient | p-value | Coefficient | p-value |
| -0.079 | 0.0892 | -0.027 | 0.5638 | -0.028 | 0.5426 |

Given the above correlation analysis, we can provide more insights on our results shown in Fig.4. First, users with low education level experience higher hardship and have lower tolerance towards communication service disruptions. Second, by examining the collected dataset, they are not heavily dependent on communication technologies for bandwidth-demanding activities such as work, education, or entertainment. Therefore, the derived solution from the optimization problem tends to prioritize resources for these low-education groups, and this leads to high utilities for them as shown in Fig.4c.

4) How effective our design is when compared with the benchmark scheme: To evaluate this spec, we first need to have a consistent evaluation metric for comparison. Instead of adopting sigmoid as the utility function, we define effective data rate (EDR) as following

$$ EDR_{k,n} = \sum_{t=1}^{d_{k,n}} z_n(t) s_{k,n}, \quad \forall k \in \mathcal{U}_n, \forall n \in \mathcal{N}. \quad (14) $$

![Diagram](image)
In this part of evaluation, we let $S_{\text{max}} = 10 \text{ Gbps}$ and $\delta = 3$ days. First, when we examine the overall resource allocation among all users, Fig.5 shows that the benchmark scheme ensures that every user is allocated with at least 1 Mbps data rate (i.e., for communications with family) but only a limited number of users ($< \%5$) receive above 500 Mbps data rate (i.e., for remote work, education and entertainment). On the contrary, our design offers more users (around 3-5% more) with guaranteed services. Nevertheless, the admission rate (i.e., objective in $BO$) for the critical service (i.e., communications with family) in the benchmark scheme is 100%, which could be advantageous in critical scenarios (e.g., first few hours in the aftermath of disasters).

Next, we present the comparison between two designs under the consideration of societal factors. With no bias, we assume that low-income group refers to the one with “less than $49,999$” and low-education group refers to the one with “no higher than high school”. As shown in Fig.6 our design in every scenario outperforms the benchmark scheme in serving under-represented users by 3-10%, and especially so when it comes to serving the users with high-rate service demands. On the other hand, it is interesting to note that the area under curve (AUC) represents the overall provisioned services (in Mbps). Obviously, our design in all three scenarios are superior than the benchmark scheme w.r.t. the overall service rates.

VII. DISCUSSION

This work presents a proof-of-concept study on our pioneering attempt on the socio-technological integration. We reveal many insightful findings, yet there are several open problems worthwhile to be explored. This includes, but is not limited to, the following aspects.

1) Other societal factors: In this work, we only present three sociodemographic characteristics, but they cannot fully capture all the contributing factors to a community’s communication service needs in the aftermath of disasters. Different subpopulations have their unique needs for communication services. Therefore, future research will include more detailed characterization of the community, such as geographic regions (i.e., rural or urban), health and mobility condition, homeownership (i.e., rent or own), and household with elderly or children, etc. Moreover, the need for communication service is not solely affected by any univariate factor, but instead, it is generally biased by a mix of multiple societal factors. A future work that could possibly unveil such complex correlation will have a profound impact.

2) Interdependence of communication services: In addition to the sociodemographic characteristics that relate to human, post-disaster communication service provisioning should also take human-irrelevant factors into consideration. This could be transportation systems, power-line systems and other communication-interdependent systems. The rationale is that solely restoring the functionality of communication infrastructures does not necessarily mean users’ communication services are re-gained, because they may still suffer from power outage that causes the incapability in powering or charging their communication devices at home [5].

VIII. CONCLUSION

In this work, we studied how sociodemographic factors affect people’s perception, susceptibility and demands on communication services in the aftermath of disasters. From there, we optimized post-disaster communication resource allocation with an aim to provide precise service provisioning, thus promoting social equality. On the one hand, we made technical contributions by proposing a novel empirical model and developing solutions to the large-scale optimization problem. On the other hand, this study shows the promise of socio-technological integration in post-disaster communication service restoration for improving the social equality and informing the development of a more equitable and sustainable community.

IX. ACKNOWLEDGEMENT

The authors would like to thank Dr. Ali Mostafavi from Texas A&M University for the Hurricane Harvey household survey data support.

REFERENCES

[1] J. Patel, F. Nielsen, A. Badiani, S. Assi, V. Unadkat, B. Patel, R. Ravindran, and H. Wardle, “Poverty, inequality and covid-19: the forgotten vulnerable,” Public health, vol. 183, p. 110, 2020.

[2] R. Azul, “Elementary school students forced to use taco bell parking lot for internet in salinas, california,” 2020. [Online]. Available: https://www.wsws.org/en/articles/20200902/elem-s02.html

[3] M. Warschauer, Technology and social inclusion: Rethinking the digital divide. MIT press, 2004.

[4] D. J. Peters, “Community susceptibility and resiliency to covid-19 across the rural-urban continuum in the united states,” The Journal of Rural Health, vol. 36, no. 3, pp. 446–456, 2020.

[5] A. Esmalian, S. Dong, and A. Mostafavi, “Susceptibility curves for humans: Empirical survival models for determining household-level disturbances from hazards-induced infrastructure service disruptions,” Sustainable Cities and Society, vol. 66, p. 102694, 2021.

[6] ——, “Empirical assessment of household susceptibility to hazards-induced prolonged power outages,” in Construction Research Congress 2020: Infrastructure Systems and Sustainability. American Society of Civil Engineers Reston, VA, 2020, pp. 933–941.

[7] S. Dong, A. Esmalian, H. Farahmand, and A. Mostafavi, “An integrated physical-social analysis of disrupted access to critical facilities and community service-loss tolerance in urban flooding,” Computers, Environment and Urban Systems, vol. 80, p. 101443, 2020.

[8] G. Deepak, A. Ladas, Y. A. Sambo, H. Pervaiž, C. Politis, and M. A. Imran, “An overview of post-disaster emergency communication systems in the future networks,” IEEE Wireless Communications, vol. 26, no. 6, pp. 132–139, 2019.

[9] B. S. Manoj and A. H. Baker, “Communication challenges in emergency response,” Communications of the ACM, vol. 50, no. 3, pp. 51–53, 2007.

[10] Y. Ran, “Considerations and suggestions on improvement of communication network disaster countermeasures after the wenchuan earthquake,” IEEE Communications Magazine, vol. 49, no. 1, pp. 44–47, 2011.

[11] P. Liers, N. Richerzhagen, S. Luer, B. Richerzhagen, and R. Steinmetz, “Understanding the impact of message prioritization in post-disaster ad hoc networks,” in 2019 International Conference on Networked Systems (NetSys). IEEE, 2019, pp. 1–8.

[12] X. Liu and N. Ansari, “Resource allocation in uav-assisted m2m communications for disaster rescue,” IEEE Wireless Communications Letters, vol. 8, no. 2, pp. 580–583, 2019.

[13] S. F. Ochoa and R. Santos, “Human-centric wireless sensor networks to improve information availability during urban search and rescue activities,” Information Fusion, vol. 22, pp. 71–84, 2015.

[14] J. Tapocliau, L. Rönyai, B. Vass, and L. Gyimóthi, “Fast enumeration of regional link failures caused by disasters with limited size,” IEEE/ACM Transactions on Networking, vol. 28, no. 6, pp. 2421–2434, 2020.

[15] M. Erdelj, E. Natalizio, K. R. Chowdhury, and I. F. Akyildiz, “Help from the sky: Leveraging uavs for disaster management,” IEEE Pervasive Computing, vol. 16, no. 1, pp. 24–32, 2017.
Figure 6: Performance comparison w.r.t. EDR (Mbps) in various minority groups.

[16] P. Li, T. Miyazaki, K. Wang, S. Guo, and W. Zhuang, “Vehicle-assist resilient information and network system for disaster management,” *IEEE Transactions on Emerging Topics in Computing*, vol. 5, no. 3, pp. 438–448, 2017.

[17] R. R. Murphy, K. L. Dreger, S. Newsome, J. Rodocker, E. Steimle, T. Kimura, K. Makabe, F. Matsuno, S. Tadokoro, and K. Kon, “Use of remotely operated marine vehicles at minamisanriku and rikuzentakata japan for disaster recovery,” in *2011 IEEE International Symposium on Safety, Security, and Rescue Robotics*. IEEE, 2011, pp. 19–25.

[18] S. Tani, K. Motoyoshi, H. Sano, A. Okamura, H. Nishiyama, and N. Kato, “Flexibility-enhanced hts system for disaster management: Responding to communication demand explosion in a disaster,” *IEEE Transactions on Emerging Topics in Computing*, vol. 8, no. 1, pp. 159–167, 2017.

[19] M. Casoni, C. A. Grazia, M. Klapez, N. Patriciello, A. Amditis, and E. Sdongos, “Integration of satellite and lte for disaster recovery,” *IEEE Communications Magazine*, vol. 53, no. 3, pp. 47–53, 2015.

[20] K. Ali, H. X. Nguyen, P. Shah, Q.-T. Vien, and N. Bhuvanasundaram, “Architecture for public safety network using 4g lte communications,” in *2016 IEEE Wireless Communications and Networking Conference Workshops (WCNCW)*. IEEE, 2016, pp. 206–211.

[21] N. Suri, Z. Zielinski, M. Tortonesi, C. Fuchs, M. Pradhan, K. Wrona, J. Furtak, D. B. Vasilache, M. Street, V. Pellegrini et al., “Exploiting smart city iot for disaster recovery operations,” in *2018 IEEE 4th World Forum on Internet of Things (WF-IoT)*. IEEE, 2018, pp. 458–463.

[22] S. Bhattacharjee, S. Basu, S. Roy, and S. D. Bit, “Best-effort delivery of emergency messages in post-disaster scenario with content-based filtering and priority-enhanced prophet over dtm,” in *2016 8th International Conference on Communication Systems and Networks (COMSNETS)*. IEEE, 2016, pp. 1–7.

[23] N. Coleman, A. Esmalian, and A. Mostafavi, “Equitable resilience in infrastructure systems: Empirical assessment of disparities in hardship experiences of vulnerable populations during service disruptions,” *Natural Hazards Review*, vol. 21, no. 4, p. 04020034, 2020.

[24] J. Liu, H. Ding, Y. Cai, H. Yue, Y. Fang, and S. Chen, “An energy-efficient strategy for secondary users in cooperative cognitive radio networks for green communications,” *IEEE Journal on Selected Areas in Communications*, vol. 34, no. 12, pp. 3195–3207, 2016.

[25] J. Li, K. Xue, J. Liu, and Y. Zhang, “A user-centric handover scheme for ultra-dense lEO satellite networks,” *IEEE Wireless Communications Letters*, vol. 9, no. 11, pp. 1904–1908, 2020.

[26] J. Liu, Y. Pang, H. Ding, Y. Cai, H. Zhang, and Y. Fang, “Optimizing iot energy efficiency on edge (ee): a cross-layer design in a cognitive mesh network,” *IEEE Transactions on Wireless Communications*, 2020.

[27] D. Yang, G. Xue, X. Fang, and J. Tang, “Incentive mechanisms for crowdsensing: Crowdsourcing with smartphones,” *IEEE/ACM Transactions on Networking*, vol. 24, no. 3, pp. 1732–1744, 2015.

[28] E. Ahmed, I. Yaqoob, A. Gani, M. Imran, and M. Guizani, “Social-aware resource allocation and optimization for d2d communication,” *IEEE wireless communications*, vol. 24, no. 3, pp. 122–129, 2017.

[29] W. Gao, Q. Li, B. Zhao, and G. Cao, “Social-aware multicast in disruption-tolerant networks,” *IEEE/ACM Transactions on Networking*, vol. 20, no. 5, pp. 1553–1566, 2012.

[30] T. Q. Duong, L. D. Nguyen, H. D. Tuan, and L. Hanzo, “Learning-aided realtime performance optimisation of cognitive uav-assisted disaster communication,” in *2019 IEEE Global Communications Conference (GLOBECOM)*. IEEE, 2019, pp. 1–6.

[31] M. Moser, D. P. Jokanovic, and N. Shiratori, “An algorithm for the multidimensional multiple-choice knapsack problem,” *IEICE transactions on fundamentals of electronics, communications and computer sciences*, vol. E80, no. 3, pp. 582–589, 1997.

[32] R. Misener and C. A. Floudas, “Antigone: algorithms for continuous/integer global optimization of nonlinear equations,” *Journal of Global Optimization*, vol. 59, no. 2–3, pp. 503–526, 2014.

[33] V. Srivastava and F. Bullo, “Knapsack problems with sigmoid utilities: Approximation algorithms via hybrid optimization,” *European Journal of Operational Research*, vol. 236, no. 2, pp. 488–498, 2014.

[34] M. Udell and S. Boyd, “Maximizing a sum of sigmoids,” *Optimization and Engineering*, pp. 1–25, 2013.

[35] S. Boyd, S. P. Boyd, and L. Vandenberghe, *Convex optimization*. Cambridge university press, 2004.

[36] C. C. Beard and V. S. Frost, “Prioritized resource allocation for stressed networks,” *IEEE/ACM Transactions on Networking*, vol. 9, no. 5, pp. 618–633, 2001.

[37] S. S. Savas, M. F. Habib, M. Tomatore, F. Dikbiyik, and B. Mukherjee, “Network adaptability to disaster disruptions by exploiting degraded-service tolerance,” *IEEE Communications Magazine*, vol. 52, no. 12, pp. 58–65, 2014.

[38] L. Myers and M. J. Sirois, “Spearman correlation coefficients, differences between,” *Encyclopedia of statistical sciences*, 2004.

[39] J. Benesty, J. Chen, Y. Huang, and I. Cohen, “Pearson correlation coefficient,” in *Noise reduction in speech processing*. Springer, 2009, pp. 1–4.