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Abstract Despite the fact that the initial helium abundance is an essential ingredient in modelling solar-type stars, its abundance in these stars remains a poorly constrained observational property. This is because the effective temperature in these stars is not high enough to allow helium ionization, not allowing any conclusions on its abundance when spectroscopic techniques are employed. To this end, stellar modellers resort to estimating the initial helium abundance via a semi-empirical helium-to-heavy element ratio, anchored to the the standard Big Bang nucleosynthesis value. Depending on the choice of solar composition used in stellar model computations, the helium-to-heavy element ratio, \( \Delta Y/\Delta Z \), is found to vary between 1 and 3. In this study, we use the Kepler LEGACY stellar sample, for which precise seismic data is available, and explore the systematic uncertainties on the inferred stellar parameters (radius, mass, and age) arising from adopting different values of \( \Delta Y/\Delta Z \), specifically, 1.4 and 2.0. The stellar grid constructed with a higher \( \Delta Y/\Delta Z \) value yields lower radius and mass estimates. We found systematic uncertainties of 1.1%, 2.6%, and 13.1% on radius, mass, and ages, respectively.
1 Introduction

Chemical abundances are some of the most essential ingredients in stellar modelling, complementing our understanding of the formation, structure, and evolution of stars. Solar abundances are commonly adopted in stellar evolution codes, e.g., Modules for Experiments in Stellar Astrophysics (MESA; [19]), among others, however, some significant discrepancies exist. Among the different element abundances, helium abundance measurements in solar-type stars are one of the most poorly constrained ingredients in stellar modelling. This is because the temperature required to excite an atomic transition of the helium exceeds 20,000 K, a value higher than the characteristic effective temperature of the solar-type stars (e.g., [5]).

To overcome the helium abundance problem when constructing stellar models, a common solution is to use the “Galactic chemical evolution law” in that the iron content ([Fe/H]) is transformed into fractional abundances (i.e., hydrogen mass fraction, \(X\), helium mass fraction, \(Y\), and heavy elements mass fraction, \(Z\)) via the helium enrichment ratio \(\Delta Y/\Delta Z\) using the expression

\[
\frac{\Delta Y}{\Delta Z} = \frac{Y - Y_0}{Z - Z_0}
\]

set to the BNN values of \(Z_0 = 0.0\) and \(Y_0 = 0.2484\) [3]. [12] reported \(\Delta Y/\Delta Z = 2.1 \pm 0.4\) using observations of nearby K dwarfs and a set of isochrones. Similar results were found by [2] using a set of Padova isochrones and observations of nearby K dwarfs (i.e., \(\Delta Y/\Delta Z = 2.1 \pm 0.9\)). [1] published \(\Delta Y/\Delta Z = 1.6\) obtained using metal-poor H II regions, Magellanic cloud H II regions and M17 abundances, while taking into account the effects of temperature fluctuations. Interestingly, when using only galaxy H II region S206 and M17, [1] determines \(\Delta Y/\Delta Z = 1.41 \pm 0.62\), a value reported to be consistent with that from standard chemical evolution models. Depending on the choice of solar composition, [24] reported the initial helium abundance of the Sun to be in agreement with a slope of \(1.7 \leq \Delta Y/\Delta Z \leq 2.2\). In general, acceptable values for the helium enrichment ratio tend to vary between 1 and 3.

[14] reported a scatter of \(\sim 5\%\) in mass arising from the treatment of initial helium mass fraction. Using synthetic data of about 10,000 artificial stars, [31] found a systematic bias of 2.3% and 1.1% in mass and radius, respectively, arising from a variation of \(\pm 1\) in \(\Delta Y/\Delta Z\). Further, [32] reported a systematic bias in age to be about one-fourth of the statistical error in the first 30% of the evolution, while its negligible for more evolved stars. The treatment of the initial helium mass fraction in stellar models is therefore a substantial source of systematic uncertainties on stellar properties (such as mass, radius, and age) derived through forward modelling techniques.

In this article, we take advantage of the available stars with multi-year Kepler photometry [15] and with parallax measurements from the Gaia mission. We complement all these constraints with spectroscopic constraints (i.e., effective temperature and metallicity) and quantify systematic uncertainties on stellar parameters (mainly radius, mass, and age) arising from the variation in \(\Delta Y/\Delta Z\) values used Equation [1].
2 Target Sample

Our sample consists of 66 Kepler LEGACY stars [25][15] with at least 12 months of short cadence data ($\Delta t = 58.89$ s). Fig. 2 shows the location of our sample on a $\Delta \nu$ (large separation) – $T_{\text{eff}}$ diagram. The spectroscopic parameters (metallicity, [Fe/H], and effective temperature, $T_{\text{eff}}$) for each star were obtained from [25] and references therein. [29] used Gaia Data Release 2 (Gaia DR2) parallaxes as inputs in the stellar classification code “isoclassify” [9] to derive stellar radii for majority of the Kepler stars. Adopting the stellar radii and $T_{\text{eff}}$ measurements in the Stefan-Boltzmann relation, we derived the stellar luminosities for the majority of our sample. For the stars in our sample that were not analysed by [29], we obtained their luminosities using the expression [20]

$$\log\left(\frac{L}{L_\odot}\right) = 4.0 + 0.4M_{\text{bol,\odot}} - 2.0\log(\pi[\text{mas}]) - 0.4(V - A_V + BC_V), \quad (2)$$

where $M_{\text{bol,\odot}}$ is the bolometric magnitude of the Sun with a value of 4.73 mag, $\pi[\text{mas}]$ is the parallax, $V$ is the magnitude in the $V$ band obtained from [8], $A_V$ is the extinction in the $V$ band taken from [16], and $BC_V$ is the bolometric correction calculated using the polynomial expression from [28]. We note that for the binary system 16 Cyg, we used the luminosities presented by [17].

2.1 Stellar models

We built two stellar grids (namely A and B) varying mainly in the treatment of initial helium mass fraction ($Y$) using MESA version 9793. The evolution tracks were only terminated when models reach: (i) a stellar age of $\sim 16$ Gyr and (ii) a point along the evolutionary tracks where the $\log(\rho_c) = 4.5$ ($\rho_c$ is the central density). We note that only models from the Zero Age Main-Sequence (ZAMS) to the termination point were stored.

Fig. 1 $\Delta \nu$ – $T_{\text{eff}}$ diagram. Each circle represents a target star colour coded according to its metallicity. The black lines represent stellar evolutionary tracks, ranging in mass from 0.8$M_\odot$ to 1.5$M_\odot$, with $Z = 0.02$ and a mixing length parameter ($\alpha_{\text{MLT}}$) of 1.8 constructed using MESA.
Table 1 summarizes the different grid constituents. The evolution tracks vary in mass $M \in [0.7 - 1.6] M_\odot$ in steps of 0.05 $M_\odot$, $Z \in [0.004 - 0.04]$ in steps of 0.002, and $\alpha_{\text{mlt}} \in [1.0 - 3.0]$ in steps of 0.4. Atomic diffusion is known to be an efficient transport process in low mass stars and was included in our low mass models (see Table 1) based on the description of [27]. For models with $M \in [1.2 - 1.6] M_\odot$, we include convective core overshoot by adopting the exponential diffusive overshoot procedure as implemented in MESA based on [7]. The overshoot parameter was set to vary in the range $[0.0 - 0.03]$ in steps of 0.005. We note models in the mass range $[1.1 - 1.15] M_\odot$ lie in the transition region where models may develop convective cores. For models within this mass range with a convective core, both diffusion and core overshoot were included.

The general input physics used for the grids include nuclear reaction rates obtained from Joint Institute for Nuclear Astrophysics Reaction Library (JINA REACLIB; [3]) version 2.2 with specific rates for $^{12}\text{C}(\alpha, \gamma)^{16}\text{O}$ and $^{14}\text{N}(p, \gamma)^{15}\text{O}$ described by [13] and [11], respectively. At high temperatures, OPAL tables [10] were used to cater for opacities while tables from [4] were used at lower temperatures. Both grids A and B used the 2005 updated version of the OPAL equation of state [23]. The surface boundary of stellar models is described using the standard Grey-Eddington atmosphere. Both grids used metallicity mixtures from [6]. We note that GYRE [30] was used to calculate model oscillation frequencies for spherical degrees $\ell = 0, 1, 2, 3$.

In order to generate a set of models that best-fit the seismic and classical constraints of our sample stars, we employ the Asteroseismic Inference on a Massive Scale (AIMS; [22]) yielding the mean and standard deviation of the posterior probability density functions of different stellar parameters.

3 Discussion

The top left panel of Fig. 2.1 shows that grid A yields optimal solutions with higher masses compared to grid B, with systematic uncertainties of $\sim 2.6\%$ and a bias of $\sim 2\%$. A similar trend can be seen in the bottom panel of Fig. 2.1 with grid A yielding higher radii compared to grid B, with systematic uncertainties of $\sim 1.1\%$ and a bias of $\sim 0.6\%$. Based on Equation 1, for a given value of $Z$, grid B (i.e., with $\Delta Y / \Delta Z = 2$) has models with higher initial helium mass fraction ($Y$) compared to models in grid A (i.e., with $\Delta Y / \Delta Z = 1.4$). This implies that models in grid B have a higher mean...
molecular weight which, in turn, increases the energy production rate resulting into an increase in the energy flux at the surface — increasing the model luminosity.

We stress that stellar luminosities of our target stars are included as part of the surface constraints in our optimisation process. That being said, in order to have best-fit models from grid A (i.e., with lower $\Delta Y/\Delta Z$ ratio) which satisfy the observed stellar luminosities, they should have higher masses and radius compared to those from grid B as shown in the top left and bottom panels of Fig. 2.1, respectively. The top right panel of Fig. 2.1 shows a relatively good agreement in the stellar ages from both grid A and B, with a bias ($\mu$) of 2% and systematic uncertainties of 13.1%.

### 4 Summary

This article highlights our preliminary findings on the systematic uncertainties arising from the variation in the treatment of initial helium abundance on the inferred stellar parameters.

An in-depth study on the treatment of initial helium abundance is being addressed in Nsamba et al. (in prep), including a comprehensive comparison to findings of [31] based on synthetic stellar data, as well as assessing if the scatter arising from
the differences in the treatment of initial helium abundance in stellar grids still satisfy the stellar parameter accuracy requirements expected for precise exoplanet characterisation for the future ESA's PLATO space mission.
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