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Abstract

Stochastic dynamic models have been extensively used for the description of processes with uncertainties arising in the operations research, behavioral sciences, and many other application areas. A large class of the problems from these domains is characterized by the necessity to deal with several distinct groups of populations, which are usually labeled as “active” and “passive”. Motivated by important applications of queueing networks and neuroscience, the main focus of the present work is on the analysis of reflecting stochastic dynamics of such mixed populations. We develop a general mathematical modeling framework to describe the reflecting stochastic dynamics for active-passive populations. The analysis of this model is carried out via a combination of low- and high-delity results obtained from the solution of the underlying coupled system of SDEs and from the simulations with a statistical-mechanics-based lattice gas model, where we employ a kinetic Monte Carlo procedure. We provide details of the queueing theory and neuronal models and discuss a relationship between reflecting SDEs and a model of queueing theory via a limit theorem. Furthermore, we present several representative numerical examples, and discuss an intrinsic interconnection between active and passive particles in the underlying stochastic process.
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Finally, possible extensions of the proposed methodology have been highlighted.
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1. Introduction

Complex behavioral systems are ubiquitous in many areas of science, including biology, neuroscience, engineering, as well as in social sciences and operations research in general. The development of more realistic complex behavioral models offers many challenging questions to science and technology. Hence, in the modelling of such mathematical models, the uncertainty quantification plays an important role for the setting of mathematical formulation of the problems [1]. However, in terms of the mathematical formulation of the corresponding problems, the overall dynamics of such systems should, in most cases, be considered in confined domains, possibly with obstacles. For this particular class of stochastic dynamic models, the boundary conditions must be specified and the frequent choices are absorbing and reflecting or even mixed boundary conditions. Therefore, we turn our attention to the recent developments provided in [2, 3, 4, 5] that bring us to the study of a system of reflecting stochastic dynamics, namely Skorokhod-type stochastic differential equations (SDEs), modelling the dynamics of active-passive populations. Furthermore, operations research that includes queueing theory models is one of important applications of such reflecting stochastic dynamics. The class of queueing theory models is important in many applied fields, including the emergency medical aid systems, passenger services in air terminals, bio-social systems and neuroscience, as well as various types of other systems and processes. The models of queueing theory and those based on systems of SDEs are frequently studied separately, although the links between them have been explored by a number of authors. In [6], the authors considered a single-server queue with a Poisson arrival process and
exponential processing times in which each customer independently reneges after an exponentially distributed amount of time. The authors in [7] discussed a single-server queue with a renewal arrival process and generally distributed processing times in which each customer independently reneges if service has not begun within a distributed amount of time. The topic of heavy traffic limit approximations in queueing network models has been investigated in [8, 9, 10].

In [11], the author considered the extended Skorokhod problem (ESP) and associated extended Skorokhod map (ESM) that enabled a pathwise construction of reflected diffusions. In [2], the authors proved the well-posedness of a coupled system of Skorohod-like SDEs modeling the dynamics of active-passive pedestrians. A discretization scheme for reflected SPDEs driven by space-time white noise through systems of reflecting SDEs has been discussed in [3]. We note also [12] where a discussion and references on a relationship between reflecting SDEs and some models of queueing theory were provided.

On the other hand, our better understanding of the activities of neuronal cells in nervous systems is one of the major current challenges. The neural activity is intrinsically noisy and the specific neural activity in living organisms can be treated via the paradigm of complex systems, so that stochastic dynamics with various types of uncertainties have to be incorporated into the models (see e.g. in [13]). Furthermore, since the biophysical dynamics of neurons (e.g. membrane potential and synaptic processes) are complicated and hard to measure, then stochastic tools can be useful in the study of such dynamics of neurons. Up to date, a number of relevant results are available in the topic of stochastic dynamics of neurons. One of the most prominent examples for this class of models is given by the Hodgkin-Huxley model [14] that has been introduced in 1952 to describe the membrane potential in the squid giant axon. A two-compartment neuronal model has been reported in [15]. In [16], the authors proposed event-based strategy for efficiently simulating large networks of simple model neurons. In [17], the authors have shown an alternative hypothesis belonging to the maximization of mutual information for neural code from the neuronal activities recorded juxtacellulary in the sensorimotor cortex of behaving rats. An inverse
first passage time method for a two dimensional Ornstein-Uhlenbeck process and its applications in neuroscience have been discussed in [18]. Finally, the authors in [19] have provided a review of the current challenges and further progress in building stochastic models for single-cell data.

Motivated by the study of a system of Skorokhod-type SDEs together with applications in queueing theory models and neuroscience, our representative examples here are pertinent to (i) the modelling of customer services in a queueing theory setting in general and (ii) neural dynamics in a cell’s membrane potential model.

In this paper, we introduce two reflecting stochastic dynamic models for active-passive populations. In particular, in the first model, we study the stochastic dynamics of active-passive populations that can be represented as customer services in a queueing theory setting. Specifically, the system consists of a crowd of customers based on two distinct populations: (a) active customers who have priority and valid accesses to the servers and leave the domain immediately after reaching the servers, and (b) passive customers who do not have priority and valid accesses to the servers. In what follows we show that the model of queueing theory converges to a system of reflected SDEs via a limit theorem. In the second model, we study a cell’s membrane potential model of two distinct populations of ions: Na+ and Cl−. The main question we ask, while applying this model, is “How to capture the behaviour of many ions when the action potential reaches peak and then goes down to the hyperpolization state?”. To address this question we consider a system of SDEs of Skorokhod type with reflecting boundary conditions based on similar ideas of a particular case of our queueing theory model to capture the behaviour of two different ions in a cell’s membrane potential model. The analysis of this model is carried out by combining low- and high-fidelity results obtained from the solution of the underlying coupled system of SDEs and from the simulations with a statistical-mechanics-based lattice gas model, where we employ a kinetic Monte Carlo procedure.

The rest of this paper is organized as follows. In Section 2, we provide de-
tails of the model and consider an application of reflecting stochastic dynamics in queueing theory. A system analysis based on a multi-fidelity approach has also been presented in this section. In Section 3, we focus on an application of reflecting stochastic dynamics in neuroscience. The hyperpolarization phenomenon and its influence on the dynamics of neuronal cells have been discussed in detail. Finally, concluding remarks are provided in Section 4.

2. An application in queueing theory

In this section, we consider a system of reflecting stochastic dynamics for an active-passive customers service. In particular, we define the model, develop its implementation, and provide numerical examples.

2.1. Model description

We consider an arriving customer service for active and passive customers. The geometry is a square lattice \( \Lambda := \{1, \ldots, L\} \times \{1, \ldots, L\} \subset \mathbb{Z}^2 \) of side length \( L \), where \( L \) is an odd positive integer number. \( \Lambda \) will be referred in this context as room. An element \( x = (x_1, x_2) \) of the room \( \Lambda \) is called site or cell. Two sites \( x, y \in \Lambda \) are said nearest neighbors if and only if \( |x - y| = 1 \). In addition, \( N_A \) is the total number of active customers, \( N_P \) is the total number of passive customers with \( N := N_A + N_P \) and \( N_A, N_P, N \in \mathbb{N} \).

We assume that an exit door located on the top row of the geometry, and that there are \( \omega \) servers at the exit door. Every active customer’s target is to reach these servers and to leave the geometry immediately after that, while the passive customers cannot leave the domain due to invalid access to the servers. This behavioral system in the context of queueing theory can be viewed as an \( M/M/\omega/N \) queueing system with the following assumptions:

a) there are \( N \) customers that request services,

---

The notation \( M/M/\omega/N \) means that the queueing model contains \( \omega \) serves and \( N \) places for waiting, while \( M \) represents Poisson arrival process (i.e., exponential inter-arrival times) see e.g. [20].
b) the maximum number of requests in a system equals $\omega$,

c) the arrival times of active and passive customers are exponential i.i.d random variables with intensities $\alpha$ and $\mu$, respectively.

Next, we highlight key steps in our model construction.

i. The active population of the system is described as the following process:

$$X^\alpha_{A_1}(t) = X^\alpha_{A_1}(0) + Y^\alpha_{A_1}(t) + \Phi^\alpha_{A_1}(t),$$  \hspace{1cm} (1)
where $X_{A_i}^\alpha(t)$ denotes the position of the customer $i \in \{1, \ldots, N_A\}$ at time $t \geq 0$. On the other hand, $Y_{A_i}^\alpha$ can be interpreted as the arrival times of active customers, $\Phi_{A_i}^\alpha(t)$ is the cumulative lost service capacity over $[0, t]$.

ii. The passive population of the system is described as the following process:

$$X_{P_j}^\beta(t) = X_{P_j}^\beta(0) + Y_{P_j}^\beta(t) + \Phi_{P_j}^\beta(t),$$  \hspace{1cm} (2)

where $X_{P_j}^\beta(t)$ denotes the position of the customer $j \in \{1, \ldots, N_P\}$ at time $t \geq 0$. Similarly, $Y_{P_j}^\beta$ can be interpreted as the arrival times of passive customers, $\Phi_{P_j}^\beta(t)$ is the cumulative lost service capacity over $[0, t]$.

Motivating by [12] (cf. Section 3.3), we consider a limit theorem for a model of queueing theory that leads us to a system of reflecting SDEs. Using the central limit theorem, we have

$$\frac{Y_{A_i}^\alpha(t) - \alpha t}{\sqrt{\alpha}} \to w_{A_i}(t) \text{ when } \alpha \to \infty,$$  \hspace{1cm} (3)

and

$$\frac{Y_{P_j}^\beta(t) - \beta t}{\sqrt{\beta}} \to w_{P_j}(t) \text{ when } \beta \to \infty$$  \hspace{1cm} (4)

in $\Lambda$. Similarly, we also have

$$\left(\frac{X_{A_i}^\alpha(t)}{\sqrt{\alpha}}, \frac{\Phi_{A_i}^\alpha(t)}{\sqrt{\alpha}}\right) \to (\xi_{A_i}(t), \phi_{A_i}(t)) \text{ when } \alpha \to \infty,$$  \hspace{1cm} (5)

and

$$\left(\frac{X_{P_j}^\beta(t)}{\sqrt{\beta}}, \frac{\Phi_{P_j}^\beta(t)}{\sqrt{\beta}}\right) \to (\xi_{P_j}(t), \phi_{P_j}(t)) \text{ when } \beta \to \infty$$  \hspace{1cm} (6)

in $\Lambda$.

As a result, the pairs $(\xi_{A_i}(t), \phi_{A_i}(t))$ and $(\xi_{P_j}(t), \phi_{P_j}(t))$ are the solutions of the following Skorokhod type equations:
\[ \xi_{A_i}(t) = w_{A_i}(t) + \phi_{A_i}(t), \quad (7) \]

\[ \xi_{P_j}(t) = w_{P_j}(t) + \phi_{P_j}(t). \quad (8) \]

In the lattice-based numerical implementation of this model, each customer is represented as a particle. The resulting coupled particle system is interacting via the site exclusion principle, i.e. each site of the lattice can be occupied only by a single particle.

2.2. Numerical results

Our representative examples are reported here for two different species of active and passive customers, moving inside \( \Lambda \) (we use in the notation the symbols \( A \) and \( P \) to respectively refer to them). Note that the sites of the external boundary of the room, i.e. the sites \( x \in \mathbb{Z}^2 \setminus \Lambda \), is such that there exists \( y \in \Lambda \) nearest neighbor of \( x \) which cannot be accessed by the customers. We call the state of the system configuration \( \eta \in \Omega = \{-1, 0, 1\}^{\Lambda} \) and we shall say that the site \( x \) is empty if \( \eta_x = 0 \), occupied by an active customer if \( \eta_x = 1 \), and occupied by a passive customer if \( \eta_x = -1 \). The number of active (respectively, passive) customers in the configuration \( \eta \) is given by \( n_{A}(\eta) = \sum_{x \in \Lambda} \delta_{1, \eta_x} \) (resp. \( n_{P}(\eta) = \sum_{x \in \Lambda} \delta_{-1, \eta_x} \)), where \( \delta_{a, \cdot} \) is Kronecker’s symbol. Their sum is the total number of particles in the configuration \( \eta \). The overall dynamics of our system is incorporated in the continuous time Markov chain \( \eta(t) \) on \( \Omega \) with rates \( c(\eta, \eta') \), for the detailed definitions of the rates \( c(\eta(t), \eta) \), see, e.g., \([21, 22]\).

We took the inspiration from the population dynamics in \([21, 23]\) to model the dynamics of our active and passive customers. Using the descriptions based on a simple exclusion process, the dynamics in the room is modeled as follow: the passive customers perform a symmetric simple exclusion dynamics on the whole lattice, whereas active customers is subject to a drift, guiding particles towards the exit door.

The numerical results reported in this section are obtained by using the kinetic Monte Carlo (KMC) method. In particular, we simulate the presented
model by using the following scheme: we extract at time $t$ an exponential random time $\tau$ as a function with parameter which has the total rate $\sum_{\zeta \in \Omega} c(\eta(t), \zeta)$, then set the time $t$ equal to $t + \tau$. Next, we select a configuration using the probability distribution $c(\eta(t), \eta) / \sum_{\zeta \in \Omega} c(\eta(t), \zeta)$ and set $\eta(t + \tau) = \eta$ (for the detailed definitions of the rates $c(\eta(t), \eta)$, see, e.g., [21, 22]).

This numerical scheme has initially been studied in [21], where the authors implemented a version of KMC to analyze the pedestrian escape from an obscure room by using a lattice gas model with two species of particles. Further validation of the numerical methodology used here was reported in [22], based on a counterflow pedestrian model. Note that the overall dynamics of our system is based on a continuous time Markov chain, i.e. the process will change state according to an exponential random variable and then move to a different state as specified by the probabilities of a stochastic matrix, together with a simple exclusion process. On the other hand, we use a statistical-mechanics-based lattice gas framework where we employ a kinetic Monte Carlo procedure to simulate the queueing theory model described in earlier in this section. In general, Monte Carlo statistical methods, particularly those based on Markov chains, provide a possible way to sample the distribution of the input random variable. Moreover, the reflecting stochastic queueing theory model we discussed here is a low-delity modelling methodology for general behavioral systems. In order to approximate this reflecting stochastic dynamics problem, we combine the coupled system of SDEs with a high-delity modelling method by using a statistical-mechanics-based lattice gas approach. Therefore, the methodology used in our model can be considered as a multi-fidelity approach to statistical inference (e.g. in [24, 25]).

Here, we consider the system defined in Section 2.1 for $L = 60$, $\omega = 20$. All of the simulations are obtained starting with the same initial configuration chosen once for all by distributing the customers at random with uniform probability distribution. All other necessary details are provided in the figure captions.

The main representative numerical results of our analysis here are shown in Fig. 2. We have plotted the total number of customers and the customer
currents (outgoing fluxes) as functions of time (see e.g. in [23]), for different values of $\varepsilon$ ($\varepsilon \geq 0$ is the drift quantity). Note that the current of active customers is defined in the infinite time limit by the ratio between the total number of active customers, that in the interval $(0, t)$ passed through the servers to leave the geometry, and the time $t$. Among other observations, our numerical results have demonstrated that the residence time of passive customers increases the residence time of active customers. Furthermore, we have observed that “too smart” active customers increase their exit times. By the notion of “too smart”, applied to active customers, we mean that when the values $\varepsilon$ are large enough, active customers move too quickly towards the exit door. In the left panel of Fig. 2, the dynamics in the presence of passive customers increases the residence time of active customers. The current of active customers in the dynamics of only active customers is larger than in the case of both active and passive customers in the geometry for the case of $\varepsilon = 0.1$, $\varepsilon = 0.3$ and $\varepsilon = 0.5$. To explain the observed effect, we examine the corresponding active customer exit times in the right panel of Fig. 2. Due to the simple exclusion principle, the presence of passive customers can be seen as an obstacle in the geometry, explaining an increase in the waiting time of active customers. However, when increasing the value of $\varepsilon$ from $0.1$ to $0.3$ and $0.5$, the current of active customers in the dynamics of both active and passive customers with $\varepsilon = 0.5$ is smaller than the current of the same dynamics with $\varepsilon = 0.3$. Similarly, the current of active customers in the dynamics of both active and passive customers with $\varepsilon = 0.3$ is smaller than the current of the same dynamics with $\varepsilon = 0.1$. This effect is interesting. In general, when we increase the values of drift quantity, the current of active customers should be increasing. Looking at the corresponding active customer exit times in the right panel of Fig. 2 we see the same effect where the residence time of active customers in the case of $\varepsilon = 0.3$ is larger than in the case of $\varepsilon = 0.1$. This is due to the fact that an increase in the value of $\varepsilon$ lets the active customers become “too smart”. Hence, the active customers go quickly to the exit door and accumulate there together with the presence of passive customers in the geometry that makes the queue longer and increase the exit
time of the active customers. This phenomenon could also be observed in the
dynamics of only active customers where the current of active customers with
$\varepsilon = 0.5$ is larger than the current with $\varepsilon = 0.3$ up to a certain value. After that it
becomes smaller than in the case of $\varepsilon = 0.3$. Similar effect can be observed in the
corresponding active customer exit times in the right panel of Fig. 2. Finally, it
is worth noting that “too smart” active customers increase their residence times.
As a closing note for this discussion, the presence of passive customers increase
the time residence of active customers in the system. As further research, this
numerical investigation would be interesting not only in the queueing theory
models but also in the applications of neural networks, social networks and so
on. As we mentioned above, our reflecting stochastic dynamics for active-passive
populations can be applied also in a neuronal model, which we consider next.

3. An application in neuroscience

In this section, we study a system of reflecting stochastic dynamics of a cell’s
membrane potential model for two distinct ions Na+ and Cl−. Specifically, we
define the model and provide numerical examples.
3.1. Model description

For the functionality of a nervous system, neurons must be able to send and receive signals (see, e.g., [26]). In particular, each neuron has a charged cellular membrane that causes a voltage difference between the inside and the outside. This charge of the membrane can change in response to neurotransmitter molecules released from other neurons and environmental stimuli. Therefore, to better understand the communication among neurons, we must first understand the “resting” membrane charge.

In general, in the surrounding of each ion there is a lipid bilayer membrane that is impermeable to charged molecules or ions. Hence, ions must pass through special proteins called ion channels that span the membrane to enter or exit the neuron (see, e.g., [26, 13]). The activity of ion channels have different configurations: open, closed, and inactive, for instance, see in Fig. 3. These ion channels are sensitive to the environment and can change their shape accordingly. Ion channels that change their structure in response to voltage changes are called voltage-gated ion channels. Voltage-gated ion channels regulate the relative concentrations of different ions inside and outside the cell membrane. The difference in total charge between the inside and outside of this cell is called the membrane potential. Moreover, a neuron can receive input from other neurons and the transmission of a signal between neurons is generally carried by a chemical called a neurotransmitter. Transmission of a signal within a neuron is carried by a brief reversal of the resting membrane potential called an action potential. An action potential is a brief reversal of the resting membrane potential caused by the transmission of a signal within a neuron from dendrite to axon terminal, see, e.g., Fig. 4. In general, when neurotransmitter molecules bind to receptors located on a neuron’s dendrites, ion channels open. In fact, this opening ion channels allows positive ions to enter the neuron at excitatory synapses and results in depolarization of the membrane a decrease in the difference in voltage between the inside and outside of the neuron (see, e.g., [13]). Moreover, these ion channels open only for a short time that caused more positive ions inside the membrane than outside and positively-charged ions diffuse out. As these
positive ions go out, the inside of the membrane once again becomes negative with respect to the outside, the phenomenon called hyperpolarization.

Figure 3: Schematic representation of cell’s membrane potential model. At the peak action potential Cl$^-$ channels close while Na$^+$ channels open. Na$^+$ ions leave the cell, and the membrane eventually becomes hyperpolarized (Created with BioRender.com).

There are many different types of stochastic processes relevant to a quantitative modelling of stochastic neural activity. For instance, the behaviour of ion channels, as described above, which play an important role in the neural dynamics for action potential generation. Specifically, the membrane potential setting can vary continuously and is driven by synaptic noise and channel noise. Hence, one of simplest models describing the membrane potential evolution is provided by the one-dimensional processes. Furthermore, the membrane fluctuations obey a simple SDE which is formally equivalent to the Ornstein-Uhlenbeck process from statistical physics, see an example in Fig.5 where we plot randomly 100 sample paths of the process using Euler-Maruyama method for SDEs (see, e.g., [27]). It is clear that the drift term in the Ornstein-Uhlenbeck process represents the amount of momentum lost by drag force and the diffusion
term is subjected to a rapidly fluctuating random force. Therefore, the sample paths of this process help to explain the movement of particles in e.g. biological systems, social dynamic models, etc.

In what follows, we discuss the application of the reflected Ornstein-Uhlenbeck process in neuroscience, as well as another approach from a lattice gas setting to analyze the behavior of neurons in a membrane potential model.

Let us first recall the Ornstein-Uhlenbeck process modeling of the action potential of neurons (see, e.g., [28, 29, 30]). Let \( \{V_t : t \geq 0\} \) be a reflected Ornstein-Uhlenbeck process defined on \( [r, \infty) \) with drift \( (\mu - V_t/\gamma) \) and constant diffusion parameter \( \sigma \). Then, the process \( \{V_t : t \geq 0\} \) satisfies the following SDE:

\[
\begin{align*}
    dV_t &= (\mu - \frac{1}{\gamma} V_t)dt + \sigma dW_t + dL_t, \\
    V_0 &\in [r, \infty),
\end{align*}
\]

where \( W_t \) is a standard Brownian motion, while \( \{L_t : t \geq 0\} \) is a continuous non-decreasing process with \( L_0 = 0 \). In particular, the process \( \{L_t : t \geq 0\} \)
increases only when $V_t = r$ and keeps $V_t \geq r$ for all $t$. In (9), the quantity $1/\gamma$ is the speed of reversion to its long term mean $\mu \gamma$ and $\sigma$ represents the diffusion coefficient which is instantaneous. The Ornstein-Uhlenbeck process can be interpreted as the scaling limit of mean-reverting discrete Markov chains, analogous to Brownian motion as the scaling limit of simple random walk. One of particular examples is the Ehrenfest Urn model discussed in [31].

It is clear that after the membrane potential is reached and the neuron fires, it frequently goes below the resting baseline starting level, namely hyperpolarization. Hence, a reflecting boundary setting for the Ornstein-Uhlenbeck model can capture the process of the membrane potential with the hyperpolarization level. In particular, a reflecting boundary in the Ornstein-Uhlenbeck model is the maximum hyperpolarization level. By using this reflecting stochastic dynamics, we can control the action potential that goes down immediately to the
resting state after reaching the peak.

Using the Euler-Maruyama method for SDEs (see, e.g., [27]), we provide a numerical example of the membrane potential evolution in Fig. 6 following the Ornstein-Uhlenbeck process.

![Figure 6: Membrane potential following Ornstein-Uhlenbeck process with μ = 1.2, γ = 10 and σ = 0.3 for two cases: the red curve represents the SDEs with reflecting boundary condition at r = 0.5, while the blue curve represents the SDEs without reflecting boundary condition.](image)

We have shown a simple neuronal model based on one-dimensional processes to describe the membrane potential evolution where we are interested in the movement of only one single neuron. In general, since the human nervous system consists of billions of neural cells (or neurons), this novel ingredient brings a lot of challenging questions to the modeling of such biological systems. For example, one of the questions we will try to answer in remainder of this paper is how to capture the behaviour of many ions when the action potential reaches peak and then goes down to the hyperpolization state.

To address this question we took the inspiration from the queueing theory...
model presented in Section 2. We assume that there are two different populations of ions: Na+ and Cl− moving in a cell’s membrane potential (a 2D lattice). We use the lattice gas dynamics, similar to Section 2 for the case of ε = 0, where now this model describes the dynamics of two populations of ions in a membrane potential. Here, Na+ ions can be seen as active customers, while Cl− ions can be considered as passive customers. For all of the detailed analysis of reflecting stochastic dynamics of such ions (Na+ and Cl−), we use an analogous description to Section 2, replacing A by Na+ and P by Cl−. For the lattice gas approximation in this application, we provide the detailed setting in the next Section.

3.2. Numerical results

In this section, we consider a cell’s membrane potential of two different populations of ions: Na+ and Cl−. The geometry is a square lattice Λ := {1, . . . , L} × {1, . . . , L} ⊂ Z^2 of side length L, where L is an odd positive integer number. Λ will be referred in this context as nerve net. An element x = (x_1, x_2) of the room Λ is called site or cell. Two sites x, y ∈ Λ are said nearest neighbors if and only if |x − y| = 1. In addition, N_{Na^+} is the total number of Na+ ions, N_{Cl^−} is the total number of Cl− ions with N := N_{Na^+} + N_{Cl^−} and N_{Na^+}, N_{Cl^−}, N ∈ N.

Furthermore, we assume that ion channels located on the top row of the geometry, and that there are ω ion channels at the exit door. The ion channels only open for Na+ ions to leave the cell membrane, while the Cl− ions cannot leave the domain due to the inaccessibility of the channels. This model is illustrated in Fig. 7, where we show the configuration of the system at different times. The opening of channels that let only positive ions flow out of the cell can cause the hyperpolarization. This phenomenon is observed when the membrane potential becomes more negative at a particular spot on the neuron’s membrane. To simulate this process, as we have mentioned above, we exploit the idea of a lattice gas model to describe the dynamics of neurons in a cell’s membrane potential model. We use the same numerical scheme as in Section 2 with the only difference here is that active customers are considered as
Figure 7: (Color online) Configurations of the model at different times (increasing in lexicographic order). Parameters: $L = 60$, $w_{\text{ex}} = 20$ and $\varepsilon = 0.2$. Red pixels represent active particles, blue pixels denote passive particles, and gray sites are empty. In the initial configuration (top left panel) there are 1200 active and 1200 passive customers.

$\text{Na}^+ \text{ ions and passive customers are represented by } \text{Cl}^- \text{ ions. The neuroscience model that we study here has been developed following the idea presented in Section 2 for the case of } \varepsilon = 0. \text{ This means that both } \text{Na}^+ \text{ and } \text{Cl}^- \text{ ions perform a symmetric simple exclusion dynamics on the whole lattice, where only } \text{Na}^+ \text{ ions can flow out the channels. At this moment, we consider the case without chemical reactions terms in our neuronal dynamics. To get closer to a more realistic picture, the dynamics of neurons in a cell’s membrane potential model would have to include chemical reactions terms. However, in such a case, the situation becomes a lot more challenging due to a feedback mechanism of the chemical reaction quantities together with interactions between the dynamics}$
of ions and the surrounding environment. Such a generalized model is not a subject of our investigation here, and it will be reported elsewhere.

Figure 8: Left panel: Evolution of the current as a function of time for $L = 60$, $N_{Na^+} = N_{Cl^-} = 1200$ (empty symbols), $\omega = 15$ (circles), $\omega = 20$ (triangles), $\omega = 30$ (squares), $\omega = 40$ (diamonds), $\omega = 60$ (pentagons) (circles). Right panel: Behavioral pattern of the crowd for $L = 60$, $N_{Na^+} = N_{Cl^-} = 1200$ (empty symbols), $\omega = 15$ (circles), $\omega = 20$ (triangles), $\omega = 30$ (squares), $\omega = 40$ (diamonds), $\omega = 60$ (pentagons) (circles).

Figure 9: Left panel: Evolution of the current as a function of time for $L = 60$, $N_{Na^+} = 800$, $N_{Cl^-} = 1600$ (empty circles), $N_{Na^+} = N_{Cl^-} = 1200$ (empty triangles), $N_{Na^+} = 1600$, $N_{Cl^-} = 800$ (empty squares). Right panel: Behavioral pattern of the crowd for $L = 60$, $N_{Na^+} = 800$, $N_{Cl^-} = 1600$ (empty circles), $N_{Na^+} = N_{Cl^-} = 1200$ (empty triangles), $N_{Na^+} = 1600$, $N_{Cl^-} = 800$ (empty squares).

The main numerical results of this part of our investigation is shown in Figs. 8 and 9. We have plotted the ion currents and the behavioral pattern of the ions as a function of time, for different numbers of the ion channels in Fig. 8 and for different densities of $Na^+$ and $Cl^-$ ions in the cell in Fig. 9. We observe that the current of $N_{Na^+}$ ions increases when we increase the number
of open ion channels in the left panel of Fig. 8. This is visible also in the corresponding $N_{Na^+}$ ion exit times in the right panel of Fig. 8. Furthermore, we have examined also the numerical results for different densities of $N_{Na^+}$ ions in the given geometry. In Fig. 8 we obtained similar results, where we increase the density of $N_{Na^+}$ ions, and the currents of ions also increase. Moreover, we have shown the behavioral pattern of $N_{Na^+}$ ions at the corresponding $N_{Na^+}$ ion exit times in the right panel of Fig. 9. The activity of neurons in a cell’s membrane potential problem can be predicted via this behavioral system so that we can control the currents of ions in the cell for specific purposes. Our lattice model opens an interesting research direction where the behavior of many ions can be investigated in the study of neuroscience by developing further its intrinsic links with reflecting stochastic processes of mixed population dynamics. The next step would be the investigation of the dynamics of ions in the presence of a feedback mechanism of chemical reaction terms in the associated neuronal models.

4. Concluding remarks

We have analyzed numerically the reflecting stochastic dynamics of active-passive populations and provided two representative examples in a queueing theory model and neuroscience. We have used a statistical-mechanics-based lattice gas framework where we employ a kinetic Monte Carlo procedure for the implementation of our corresponding models. In the first model, based on our numerical experiments, we have observed the impact of passive customers on the residence times of the active population, which allowed us to conclude that the presence of passive customers in the system increases the waiting time of the active customers. In reality, setting a limit on the presence of passive customers would allow for an optimization approach on the waiting time of the queues. In the current consideration, we have limited our representative examples to a situation where the interaction between active and passive customers is subject to simple exclusion rules. It would be instructive to analyze the situations
where nonlocal interactions among the crowd participants are also allowed. In the second model, based on our numerical experiments, we have examined the behavior of many ions when the action potential reaches peak and then go down to the hyperpolarization state. Via this behavioral system, the activity of neurons in a cell’s membrane potential problem can be predicted. In the current model, we investigated the behavior of many ions in the absence of chemical reaction terms. It would be interesting to extend the model for a more complex scenario where chemical reaction terms are added to the system. A comparison between the theoretical prediction with the real data would benefit further progress in the development of the presented framework.

The class of reflecting stochastic dynamics in operation research and neuroscience models provides a bridge between reflecting stochastic dynamics in a confined domain and a lattice gas approximation via a limit theorem. The ideas presented in this contribution may be extended to queueing theory models in healthcare systems subjected to an epidemic, e.g. by including symptomatic-asymptomatic populations into account [32, 33, 34], as well as to other application areas where we have to deal with uncertainties intrinsic to two groups of populations with distinct behavioral patterns.
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