INVERSE EXPONENTIAL DECAY: STOCHASTIC FIXED POINT EQUATION AND ARMA MODELS
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Abstract. We study solutions to the stochastic fixed point equation $X \overset{d}{=} AX + B$ when the coefficients are nonnegative and $B$ is an “inverse exponential decay” (IED) random variable. We provide theorems on the left tail of $X$ which complement well-known tail results of Kesten and Goldie. We generalize our results to ARMA processes with nonnegative coefficients whose noise terms are from the IED class. We describe the lower envelope for these ARMA processes.

1. Introduction

The paper is devoted to studying properties, especially left tails, of positive random variables that arise in several closely related contexts—stochastic fixed point equations, ARMA models, and iterated random functions.

For a two-dimensional random vector $(A, B)$, an independent random variable $X$ is said to satisfy the stochastic fixed point equation if

$$X \overset{d}{=} AX + B. \quad (1.1)$$

The behavior of the solution, especially the left and right tails, has been extensively studied. A classical result ([9, 7]) says that under some assumptions on $(A, B)$, for some $\alpha, C_-, C_+ > 0$,

$$P(X > x) \sim C_+ x^{-\alpha} \quad \text{and} \quad P(X < -x) \sim C_- x^{-\alpha}, \quad (1.2)$$

as $x \to \infty$. (See the precise statement in Theorem 7.14. Here $\sim$ means that the ratio of the two quantities converges to 1.) An excellent review of the subject can be found in a recent book [4].

It can be shown that if $A$ and $B$ are nonnegative random variables then the solution $X$ to (1.1) is also a nonnegative random variable. Under this extra assumption on $(A, B)$, the first estimate in (1.2) is still meaningful and informative. But the second one is not because for $x > 0$ we have $P(X < -x) = 0$. It is natural to ask for a meaningful estimate for the left tail under these circumstances. We will examine the behavior of $P(X < x)$ as $x \to 0^+$. This question does not seem to be addressed anywhere in the literature; in particular, it does not seem to be examined in [4].
The motivation for the present paper comes from a project on a “Fleming-Viot” type process defined in [5]. We will explain in Section 8 how the problem arises in the setting of [1].

1.1. Review of the main results. This paper revolves around nonnegative random variables $X$ with the property that

$$
\lim_{x \to 0^+} x^\rho L(x) \log \mathbb{P}(X < x) = -\lambda \leq 0,
$$

for some $\rho > 0$ and function $L(x)$ slowly varying at 0. The best known distributions with this property are known as “inverse-gamma;” in this case, $\rho = 1$ and $L(x) \equiv 1$ (see Definition 3.1). This is why we call random variables satisfying (1.3) inverse exponential decay random variables or $\text{IED}_\rho^\lambda$-random variables.

In Section 4 (see especially Theorems 4.4 and 4.7), we will find conditions for a sequence $(X_i)$ of independent $\text{IED}_\rho^\lambda$-random variables so that the series

$$
\sum_{i=1}^{\infty} \alpha_i X_i
$$

is an $\text{IED}_\rho^\lambda(\Lambda)$-random variable with

$$
\Lambda = \left( \sum_{i=1}^{\infty} \alpha_i^\rho/(1+\rho) \lambda_i^{1/(1+\rho)} \right)^{1+\rho}.
$$

Consider an ARMA series of the form

$$
X_n = \sum_{i=1}^{p} \phi_i X_{n-i} + B_n + \sum_{j=1}^{q} \theta_j B_{n-j}
$$

with positive coefficients $\phi_i$ and $\theta_j$ and initial value 0. Assume that $(B_i)$ are i.i.d. $\text{IED}_\rho^\lambda(\Lambda)$-random variables. We will give conditions (see Theorem 6.3) so that $X_n$ converge to an $\text{IED}_\rho^\lambda(\Lambda)$-random variable and

$$
\lim \inf_{n \to \infty} \left( \log n \right)^{1/\rho} X_n = \Lambda^{1/\rho} > 0, \text{ a.s.,}
$$

where $\Lambda$ is an explicit function of $\lambda, \rho$ and the coefficients of the recursion.

We will also study the stochastic fixed point equation $X \overset{d}{=} AX + B$ where $B$ is an $\text{IED}$-random variable. We finish the review with the following theorem containing a sample of our results (we will include the same theorem in the body of the paper as Theorem 7.6).

**Theorem 1.1.** Let $(A_i, B_i)_{i=1}^{n}$ be an i.i.d. sequence of two-dimensional vectors with the following properties.

(i) $A_1$ and $B_1$ are nonnegative and positively quadrant dependent.

(ii) $\mathbb{E}[\log A_1] < 0$ and $\mathbb{E}[\log^+ B_1] < \infty$.

(iii) $B_1$ is an $\text{IED}_\rho^\lambda(\Lambda)$-random variable.

(a) The series

$$
\sum_{i=1}^{\infty} \left( \prod_{j=1}^{i-1} A_j \right) B_i
$$

converges a.s. to a finite $\text{IED}_\rho^\lambda(\Lambda)$-random variable $S$, where

$$
\Lambda = \left( 1 - \text{ess inf}(A_1)^{\rho/(1+\rho)} \right)^{-1-\rho} \lambda.
$$
(b) The stochastic fixed point equation $X_d = A_1 X + B_1$ has a unique solution with the same distribution as that of $S$.

If $A$ and $B$ are not positively quadrant dependent, we will prove by example that our main results need not be satisfied (see Section 8).

1.2. Organization of the paper. In Section 3 we introduce IED random variables and we prove that this class is closed under addition of finitely many independent summands. Section 4 is devoted to infinite series of independent IED random variables—we show that the sum may or may not be IED. In Section 5, we discuss the autoregressive equation, i.e., the fixed point equation with the multiplicative coefficient that is a constant. In Section 6 we expand our results to ARMA models with positive coefficients and the noise from the IED class. In Section 7, we give estimates for left tails of solutions to the fixed point equation when the coefficients are positively quadrant dependent random variables. In Section 8, we show that if the coefficients are not positively quadrant dependent then these results no longer hold and the analysis is more demanding.

2. Preliminaries

We will use $\log^+ a$ to denote $\max(0, \log a)$ for $a > 0$. We will also write $a^+ = \max(0, a)$ for any real $a$.

We will use the convention that for any sequence $(d_n)$ and $i > j$, $\sum_{n=i}^{j} d_n = 0$ and $\prod_{n=i}^{j} d_n = 1$.

The essential infimum of a random variable $A$ is defined as follows,

$$\text{ess inf}(A) = \sup \{ x \in \mathbb{R} : \mathbb{P}(A < x) = 0 \}. \tag{2.1}$$

We state without proof some elementary properties of essential infimum.

**Lemma 2.1.** Suppose that $A$ is a nonnegative random variable.

(a) For all $\varepsilon > 0$, $\mathbb{P}(A \in [\text{ess inf}(A), \text{ess inf}(A) + \varepsilon)) > 0$.

(b) $\text{ess inf}(A) = \max \{ x \geq 0 : \mathbb{P}(A \geq x) = 1 \}$.

(c) $\text{ess inf}(A) = \max \{ x \geq 0 : \mathbb{P}(A < x) = 0 \}$.

If $\lim_{x \to 0^+} f(x)/g(x) = 1$ then we will write $f(x) \sim g(x)$. The same notation will be used if the limit holds when $x \to \infty$.

**Definition 2.2.** (See [2] (1.2.1), Sects. 1.4.1-1.4.2].) A function $L : (0, \infty) \to (0, \infty)$ is called slowly varying at 0 if for all $a > 0$ we have $\lim_{x \to 0^+} L(ax)/L(x) = 1$. A function $L : (0, \infty) \to (0, \infty)$ is called regularly varying of index $\rho$ at 0 if for all $a > 0$ we have $\lim_{x \to 0^+} L(ax)/L(x) = a^\rho$. A function $f(x)$ is regularly varying of index $\rho$ at 0 if and only if $f(x) = x^\rho L(x)$ for some slowly varying function $L$ at 0.

**Definition 2.3.** (See [2] (1.5.10).) If $f(x)$ is defined and locally bounded on some interval $(0, a]$ and $\lim_{x \to 0^+} f(x) = \infty$ then the generalized inverse of $f$ is defined by

$$f^-(y) = \sup \{ x > 0 : f(x) > y \}.$$
If \( f(x) \) is strictly positive on some interval \((0,a]\) and \( \lim_{x \to 0^+} f(x) = 0 \) then the generalized inverse of \( f \) is defined by
\[
f^{-}(y) = \sup\{x > 0 : f(x) < y\}.
\]

**Lemma 2.4.** If \( \alpha > 0 \) and \( f \) is \( \alpha \)-regularly varying at 0 then there exists an \( 1/\alpha \)-regularly varying function \( g \) (called an asymptotic inverse of \( f \)) such that
\[
(2.2) \quad f(g(x)) \sim g(f(x)) \sim x
\]
as \( x \to 0^+ \). The function \( g \) is determined up to asymptotic equivalence and one version of \( g \) is \( f^{-} \).

**Proof.** In the case when \( f \) is regularly varying at infinity, there exists a \( g \) such that (2.2) holds as \( x \to \infty \), and \( f^{-} \) is one such function. For details see [2, Sect. 1.5.7], in particular Theorem 1.5.12. In the case when \( f \) is regularly varying at 0, we consider \( \tilde{f}(x) := 1/f(1/x) \). Since \( \tilde{f} \) an \( \alpha \)-regularly varying function at infinity, it has an asymptotic inverse \( \tilde{g} \). One can easily show that \( g(x) := 1/\tilde{g}(1/x) \) is an \( 1/\alpha \)-regularly varying function at 0 and the asymptotic inverse of \( f \).

\( \square \)

### 3. Inverse exponential decay

The definition of random variables with inverse exponential decay of the left tail is inspired, in part, by inverse gamma distributions. These are used in Bayesian statistics (see [8]). One way to define inverse gamma distributions is by saying that the reciprocal of a random variable with a gamma distribution has the inverse gamma distribution. A more direct definition follows.

**Definition 3.1.** For a positive random variable \( X \) we say it has the inverse gamma distribution with parameters \( \alpha, \beta > 0 \) if its density function has the form
\[
f(x) = \frac{\beta^\alpha}{\Gamma(\alpha)} x^{-\alpha-1} e^{-\beta/x},
\]
for \( x \in (0, \infty) \).

**Definition 3.2.** We will say that a nonnegative random variable \( X \) has an inverse exponential decay of the left tail with index \( \rho > 0 \) if
\[
(3.1) \quad \lim_{x \to 0^+} x^\rho L(x) \log \mathbb{P}(X < x) = -\lambda,
\]
for a slowly varying function \( L \) at 0 and \( \lambda \geq 0 \). We will call such a random variable \( \text{IED}_\rho^L(\lambda) \). In the case \( \lim_{x \to 0^+} L(x) = 1 \), we will write \( \text{IED}_\rho^1(\lambda) \).

The notation \( L, L_1, \text{etc.} \), will be used exclusively for slowly varying functions at 0 unless stated otherwise.

**Remark 3.3.** (a) Note that \( X \) is an \( \text{IED}_\rho^L(\lambda) \)-random variable if and only
\[
(3.2) \quad \lim_{x \to 0^+} x^\rho \log \mathbb{P}(X < x) = -\lambda.
\]

(b) For any \( r > 0 \) and slowly varying function \( L \), the function \( \tilde{L}(x) := rL(x) \) is also slowly varying at 0, and if \( X \) satisfies (3.1) then \( \lim_{x \to 0^+} x^\rho \tilde{L}(x) \log \mathbb{P}(X < x) = -\lambda := -r\lambda \). Hence, if there is one pair \((L, \lambda)\) satisfying (3.1) then there are infinitely
many pairs \((L, \lambda)\) that satisfy (3.1), for a fixed \(\rho > 0\). However if there is a pair \((L, \lambda)\) satisfying (3.1) and such that \(\lim_{x \to 0^+} L(x) = 1\) then for every pair \((\tilde{L}, \tilde{\lambda})\) satisfying (3.1) and such that \(\lim_{x \to 0^+} \tilde{L}(x) = 1\) we have \(\tilde{\lambda} = \lambda\) and (3.2) holds.

**Lemma 3.4.** Suppose that \(\rho_1 < \rho_2\). If \(X\) is an \(\text{IED}_{L_1}(\lambda)\)-random variable then \(X\) is \(\text{IED}_{L_2}(0)\)-random variable for every slowly varying function \(L_2\) at 0.

**Proof.** Since the limit \(\lim_{x \to 0^+} x^{\rho_1} L_1(x) \log \mathbb{P}(X < x) = -\lambda\) exists, we have
\[
\lim_{x \to 0^+} x^{\rho_2} L_2(x) \log \mathbb{P}(X < x) = \lim_{x \to 0^+} x^{\rho_2-\rho_1} L_2(x) L_1(x)^{-1} x^{\rho_1} L_1(x) \log \mathbb{P}(X < x)
\]
\[
= \lim_{x \to 0^+} x^{\rho_2-\rho_1} L_2(x) L_1(x)^{-1} \lim_{x \to 0^+} x^{\rho_1} L_1(x) \log \mathbb{P}(X < x)
\]
\[
= 0 \cdot (\rho) = 0,
\]

because \(L_2(x)L_1(x)^{-1}\) is a slowly varying function at 0. \(\square\)

**Lemma 3.5.** For any non-negative random variable \(X\),
\[
\lim_{x \to 0^+} x^\rho L(x) \log \mathbb{P}(X < x) = \lim_{x \to 0^+} x^\rho L(x) \log \mathbb{P}(X \leq x),
\]
in the sense that if one of the limits exists then the other one exists as well and they are equal.

**Proof.** For all \(x > 0\) and \(\varepsilon \in (0, 1)\),
\[
\mathbb{P}(X \leq x(1 - \varepsilon)) \leq \mathbb{P}(X < x) \leq \mathbb{P}(X \leq x) \leq \mathbb{P}(X < x(1 + \varepsilon)).
\]

Therefore
\[
\limsup_{x \to 0^+} x^\rho L(x) \log \mathbb{P}(X < x) \leq \liminf_{x \to 0^+} x^\rho L(x) \log \mathbb{P}(X \leq x).
\]

Assume that the limit \(\lim_{x \to 0^+} x^\rho L(x) \log \mathbb{P}(X < x) = -\lambda\) exists. In view of the last inequality in (3.4), for any \(\varepsilon > 0\),
\[
\limsup_{x \to 0^+} x^\rho L(x) \log \mathbb{P}(X \leq x)
\]
\[
\leq \limsup_{x \to 0^+} \frac{L(x)}{L(x(1 + \varepsilon))} \cdot \frac{1}{(1 + \varepsilon)^\rho} \cdot ([x(1 + \varepsilon)]^\rho L(x(1 + \varepsilon)) \log \mathbb{P}(X < x(1 + \varepsilon)))
\]
\[
= \limsup_{x \to 0^+} \frac{L(x)}{L(x(1 + \varepsilon))} \cdot \frac{1}{(1 + \varepsilon)^\rho} \cdot (-\lambda) = -\frac{\lambda}{(1 + \varepsilon)^\rho}.
\]

Letting \(\varepsilon \to 0^+\) and combining the resulting inequality with (3.5) yields (3.3).

In the case when \(\lim_{x \to 0^+} x^\rho L(x) \log \mathbb{P}(X \leq x)\) exists, a similar argument, based on (3.5) and the first inequality in (3.4) proves (3.3). \(\square\)

**Example 3.6.** We will show that the limit in (3.1) might not exist for any fixed \(\rho\) and \(L\). Take \(\rho = 1\). It is easy to see that there exists a c.d.f. \(F\) with the property that
\[
F(2^{-(3k+1)}) = e^{-2k+1} \quad \text{and} \quad F(2^{-(3k+2)}) = e^{-2k+3}
\]
for \(k = 1, 2, \ldots\), because \(F\) restricted to the arguments listed in (3.6) is increasing. If \(X\) is a random variable with c.d.f. \(F\) then
\[
\lim_{k \to \infty} 2^{-(3k+1)} \log \mathbb{P}(X \leq 2^{-(3k+1)}) = -1,
\]
\[
\lim_{k \to \infty} 2^{-(3k+2)} \log \mathbb{P}(X \leq 2^{-(3k+2)}) = -2.
\]

This and Lemma 3.5 imply that the limit in (3.1) does not exist for any \( \rho \) and \( L \).

**Lemma 3.7.** If \( X \) has inverse gamma distribution with parameters \( \alpha, \beta > 0 \) (see Definition (3.1)), then \( X \) is an IED\(_1^\rho(\beta)\)-random variable.

**Proof.** Consider any \( \varepsilon \in (0,1) \). If \( X \) is a random variable with the inverse gamma distribution with parameters \( \alpha, \beta > 0 \) then for any \( \varepsilon \in (0,1) \) and sufficiently small \( x > 0 \),

\[
\mathbb{P}(X < x) \geq \int_0^x \frac{\beta^\alpha}{\Gamma(\alpha)} e^{-\beta t / \alpha - 1} dt \\
\geq \frac{\beta^\alpha}{\Gamma(\alpha)} \exp \left(-\frac{\beta}{(1-\varepsilon)x}\right) ((1-\varepsilon)x)^{-\alpha - 1} \cdot \varepsilon x.
\]

This implies that \( \liminf_{x \to 0^+} x \log \mathbb{P}(X < x) \geq -\beta / (1 - \varepsilon) \), for all \( \varepsilon \in (0,1) \). Hence, \( \liminf_{x \to 0^+} x \log \mathbb{P}(X < x) \geq -\beta \).

On the other hand,

\[
\mathbb{P}(X < x) = \int_0^x \frac{\beta^\alpha}{\Gamma(\alpha)} e^{-\beta t / \alpha - 1} dt = \int_0^x \frac{\beta^\alpha}{\Gamma(\alpha)} e^{-\beta(1-\varepsilon) t / \alpha - 1} dt \\
\leq e^{-\beta(1-\varepsilon) / x} \int_0^x \frac{\beta^\alpha}{\Gamma(\alpha)} e^{-\beta \varepsilon t / \alpha - 1} dt \leq e^{-\beta(1-\varepsilon) / x} \int_0^\infty \frac{\beta^\alpha}{\Gamma(\alpha)} e^{-\beta \varepsilon t / \alpha - 1} dt.
\]

Since the last integral is finite and independent of \( x \), we have

\[
\limsup_{x \to 0^+} x \log \mathbb{P}(X < x) \leq -\beta (1 - \varepsilon)
\]

for all \( \varepsilon \in (0,1) \). Hence, \( \limsup_{x \to 0^+} x \log \mathbb{P}(X < x) \leq -\beta \). \( \square \)

**Proposition 3.8.** Suppose that \( X \) is an IED\(_\rho(\lambda)\) random variable, \( \gamma > 0 \) and \( L_1(x) \equiv L(x^{1/\gamma}) \). Then \( X^\gamma \) is an IED\(_{\rho/\gamma}(\lambda)\) random variable.

In particular, if \( X \) is an IED\(_\rho(\lambda)\) random variable and \( \gamma > 0 \) then \( X^\gamma \) is an IED\(_{\rho/\gamma}(\lambda)\) random variable.

**Proof.** It is easy to see that if \( L \) is a slowly varying function then \( y \mapsto L(y^{1/\gamma}) \) is also a slowly varying function. The first claim follows from the following calculation,

\[
\lim_{y \to 0^+} y^{\rho/\gamma} L_1(y) \log \mathbb{P}(X^\gamma < y) = \lim_{y \to 0^+} y^{\rho/\gamma} L(y^{1/\gamma}) \log \mathbb{P}(X < y^{1/\gamma}) \\
= \lim_{x \to 0^+} x^\rho L(x) \log \mathbb{P}(X < x) = -\lambda.
\]

The second claim follows from the first one because \( L(x) \equiv 1 \) is a slowly varying function. \( \square \)

**Proposition 3.9.** If \( X \) is an IED\(_\rho(\lambda)\) random variable and \( \alpha > 0 \) then \( \alpha X \) is an IED\(_\rho(\alpha \rho \lambda)\) random variable.
Proof. The claim follows from
\[
\lim_{x \to 0^+} x^\rho L(x) \log \mathbb{P} (\alpha X < x) = \lim_{x \to 0^+} \frac{x^\rho L(x)}{(x/\alpha)^\rho L(x/\alpha)} (x/\alpha)^\rho L(x/\alpha) \log \mathbb{P} (X < \frac{x}{\alpha}) \\
= \lim_{x \to 0^+} \frac{x^\rho}{(x/\alpha)^\rho} \cdot \frac{L(x)}{L(x/\alpha)} \cdot (-\lambda) = -\alpha^\rho \lambda.
\]
\[\square\]

Example 3.10. Note that if \(X\) is a nonnegative random variable with the property
\[
\lim_{x \to \infty} \frac{\log \mathbb{P} (X > x)}{x^\rho} = -\lambda \leq 0,
\]
then \(X^{-1}\) is an IED\(\rho_1(\lambda)\)-random variable. We give two natural examples.

(a) If \(X\) has the exponential distribution with parameter \(\lambda\) (i.e., its mean is \(1/\lambda\)), then \(X^{-1}\) is an IED\(1^{1}(\lambda)\)-random variable.

(b) If \(X\) has the normal distribution with mean \(\mu\) and variance \(\sigma^2\) then \(X^{-2}\) is an IED\(1^{1}((2\sigma^2)^{-1})\)-random variable. By Proposition 3.8, \(|X|^{-1} = (X^{-2})^{1/2}\) is an IED\(2^{1}((2\sigma^2)^{-1})\)-random variable.

The following is an alternative characterization of IED-random variables that we will use often.

Lemma 3.11. A positive random variable \(X\) is IED\(\rho_L(\lambda)\) if and only if for every \(\delta > 0\) there exist \(x_0 > 0\), \(c_\delta > 0\) and \(C_\delta > 0\) such that for all \(x \in (0, x_0)\),
\[
(3.7) \quad c_\delta \exp \left( -\frac{\lambda + \delta}{x^\rho L(x)} \right) \leq \mathbb{P} (X < x) \leq \mathbb{P} (X \leq x) \leq C_\delta \exp \left( -\frac{\lambda (1 - \delta)}{x^\rho L(x)} \right).
\]

Proof. The claim follows easily from the definition (3.1). \[\square\]

The following theorem, the springboard for the rest of the paper, says that IED random variables form a closed class under natural operations.

Theorem 3.12. Suppose that \(X_1\) and \(X_2\) are independent random variables and \(X_k\) is IED\(\rho_L(\lambda_k)\), for \(k = 1, 2\). Then \(X_1 + X_2\) is an IED\(\rho_L\left(\lambda_1^{1/(1+\rho)} + \lambda_2^{1/(1+\rho)}\right)\) random variable.

Before proving the theorem we recall without proof de Bruijn’s Tauberian Theorem (see [2, Thm. 4.12.9]). See Definition 2.3 for the generalized inverse \(f^-\).

Theorem 3.13. Suppose that \(\mu\) is a measure on \((0, \infty)\) with the finite Laplace transform
\[
M(z) := \int_0^\infty e^{-zx} \mu(dx) < \infty, \quad \text{for all } z > 0.
\]
Suppose that \(\alpha < 0\) and \(\phi(x)\) is a regularly varying function with index \(\alpha\) at 0. Then,
\[
(3.8) \quad \lim_{x \to 0^+} \phi^- (1/x) \log \mu((0, x]) = -\lambda
\]
if and only if
\[
(3.9) \quad -\log M(z) \sim (1 - \alpha)(-\lambda/\alpha)^{(\alpha-1)/\psi^-}(z), \quad \text{as } z \to \infty,
\]
where \( \psi(z) = \phi(z)/z \).

**Proof of Theorem 3.12.** Let \( \mathbb{P}_{X_j} \) denote the distribution of \( X_j \) and

\[
M_j(z) = \int_0^\infty e^{-zx} \mathbb{P}_{X_j}(dx), \quad j = 1, 2.
\]

It is clear that for \( M_j(z) \leq 1 < \infty \) for all \( z > 0 \) and \( j = 1, 2 \).

If \( L_2 \) is slowly varying at 0 then \( \phi(x) := (1/x)^{1/\rho} L_2(1/x) \) is regularly varying with index \(-1/\rho\) at infinity. Arguments analogous to those in [2, Sect. 1.5.7] (see also Lemma 2.4) show that we can choose \( L_2 \) so that \( \phi \leftarrow (1/x)^{1/\rho} \sim x^{\rho} L(x) \) when \( x \to 0^+ \). With this choice of \( \phi \), the assumption that \( X_j \) is IED \( \rho \) \( L_j(\lambda_j) \) matches (3.8), so (3.9) holds, i.e., for \( j = 1, 2 \),

\[-\log M_j(z) \sim (1 + 1/\rho)(\lambda_j \rho)^{1/(1+\rho)} / \psi \leftarrow (z), \quad \text{as } z \to \infty,
\]

where \( \psi(z) = \phi(z)/z \). Since \( X_1 \) and \( X_2 \) are independent,

\[-\log M_{X_1+X_2}(z) = -\log M_{X_1}(z) - \log M_{X_2}(z)
\]

\[
\sim (1 + 1/\rho) \rho^{1/(1+\rho)} \left[ \left( \lambda_1^{1/(1+\rho)} + \lambda_2^{1/(1+\rho)} \right)^{1+\rho} / \psi \leftarrow (z) \right],
\]

as \( z \to \infty \). The proof is completed by reversing our argument, using Theorem 3.13 and applying it to \( X_1 + X_2 \). \( \square \)

**Proposition 3.14.** Suppose that \( \rho_1 < \rho_2 < \ldots < \rho_n \) and for \( i = 1, \ldots, n \) and \( j = 1, \ldots, m_i \), \( X_{ij} \) is IED \( \rho \) \( L_i(\lambda_{ij}) \), and all these random variables are independent. Then

\[
S := \sum_{i=1}^n \sum_{j=1}^{m_i} \alpha_{ij} X_{ij}
\]

is an IED \( \rho_n \) \( L_n(\Lambda) \)-random variable, where

\[
\Lambda = \left( \sum_{j=1}^{m_n} \alpha_{ij}^{\rho_n/(1+\rho_n)} \lambda_{ij}^{1/(1+\rho_n)} \right)^{1+\rho_n}.
\]

**Proof.** Lemma 3.4 and Proposition 3.9 imply that

\[
\lim_{x \to 0^+} \frac{1}{x^{\rho_n}} L_n(x) \log \frac{\mathbb{P}(\alpha_{ij} X_{ij} < x)}{\mathbb{P} X_{ij} < x} = \begin{cases} 
0, & i \neq n; \\
\alpha_{ij}^{\rho_n} \lambda_{ij}, & i = n.
\end{cases}
\]

The proposition follows from Theorem 3.12 and induction. \( \square \)

4. **Convergence of infinite IED-series**

It is a natural question whether Proposition 3.14 holds for infinite series with independent IED summands. The short answer is “no” but “yes” under extra assumptions.
Proposition 4.1. Suppose that \((X_i)_{i \geq 1}\) are independent and \(X_i\) is \(\text{IED}_L^\rho(\lambda_i)\), for \(i \geq 1\).

Let \(S = \sum_{i \geq 1} X_i\) and \(\Lambda = \left( \sum_{i \geq 1} \lambda_i^{1/(1+\rho)} \right)^{1+\rho}\). Then

\[
\limsup_{x \to 0^+} x^\rho L(x) \log \mathbb{P}(S < x) \leq -\Lambda.
\]

Proof. Since \(X_i\)'s are nonnegative random variables, for every \(n\) we have \(\mathbb{P}(S < x) \leq \mathbb{P}\left(\sum_{i=1}^n X_i < x\right)\). This and Proposition 3.14 imply

\[
\limsup_{x \to 0^+} x^\rho L(x) \log \mathbb{P}(S < x) \leq \limsup_{x \to 0^+} x^\rho L(x) \log \mathbb{P}\left(\sum_{i=1}^n X_i < x\right)
= - \left( \sum_{i=1}^n \lambda_i^{1/(1+\rho)} \right)^{1+\rho}.
\]

If we let \(n \to \infty\), the claim follows. \(\square\)

Example 4.2. Recall the notation and assumptions from Proposition 4.1. Two examples given below show that, in general, (4.1) cannot be strengthened to equality. The first example is a little bit more elegant than the second one. But \(S \equiv \infty\) in the first example, suggesting that divergence of the sum \(\sum_{i \geq 1} X_i\) is the only possible obstacle to having equality in (4.1). For this reason we present another example with \(S \leq 1\), a.s.

(a) Suppose that \(X_i\)'s have inverse gamma distributions with parameters \(\alpha_i = 1/4\) and \(\beta_i = 1/i^4\), for \(i \geq 1\) (see Definition 3.1). According to Lemma 3.7, \(X_i\) is an \(\text{IED}_L^{1/4}(\beta_i)\)-random variable, for every \(i \geq 1\). Let \(\rho = 1\) and \(\lambda_i = \beta_i = 1/i^4\) for all \(i\).

Then, for \(i \geq 1\),

\[
\mathbb{P}(X_i > 1) = \int_1^\infty \frac{1}{\Gamma(1/4)} x^{-1/4-1} e^{-1/(i^4 x)} dx \geq \frac{1}{i} \int_1^\infty \frac{1}{\Gamma(1/4)} x^{-1/4-1} e^{-1/x} dx.
\]

Hence,

\[
\sum_{i \geq 1} \mathbb{P}(X_i > 1) = \infty.
\]

Therefore, by the Borel-Cantelli lemma, \(X_i > 1\) for infinitely many \(i\)'s. It follows that \(S = \infty\), a.s., regardless of the fact that

\[
\Lambda := \left( \sum_{i \geq 1} \lambda_i^{1/(1+\rho)} \right)^{1+\rho} = \left( \sum_{i=1}^\infty \frac{1}{i^2} \right)^2 < \infty.
\]

(b) For some \(\tau_i > 0, i \geq 1\), to be specified later, we give \(X_i\)'s the following cumulative distribution functions,

\[
F_i(x) = \begin{cases} 0 & \text{for } x \leq 0; \\ e^{1-\tau_i}e^{-1/(2^ix)} & \text{for } 0 < x < 2^{-i}; \\ 1 & \text{for } 2^{-i} \leq x. \end{cases}
\]

Note that each \(X_i\) is an \(\text{IED}_L^1(2^{-i})\)-random variable. Let \(\lambda_i = 2^{-i}\) and note that \(S := \sum_{i=1}^\infty X_i \leq 1\), a.s., because \(X_i \leq 2^{-i}\), a.s., for all \(i\). Although \(\sqrt{\Lambda} = \sum_{i=1}^\infty \sqrt{\lambda_i} \leq \infty\), we
will show that $S$ is not an $\text{IED}_1^\Lambda(A)$-random variable. Consider an integer $n \geq 1$ and let $x = 2^{-(n+1/2)}$. Hence $2^{-(n+1)} < x < 2^{-n}$. Since each $X_i$ is bounded by $2^{-i}$, we have

$$\{S < x\} \subset \bigcap_{i=1}^n \{X_i < 2^{-i}\}.$$  

Hence, using the fact that $P(X_i < 2^{-i}) = e^{-\tau_i}$, we have

$$x \log P(S < x) \leq x \sum_{i=1}^n \log P(X_i < 2^{-i}) = -x \sum_{i=1}^n \tau_i. \tag{4.2}$$

If we choose $\tau_i = c2^{i-1/2}$ then

$$x \sum_{i=1}^n \tau_i = x \sum_{i=1}^n c2^{i-1/2} = 2^{-(n+1/2)}c2^{-1/2}(2^{n+1} - 1) = c(1 - 2^{-n-1}).$$

This and (4.2) imply that $\liminf_{x \to 0^+} x \log P(S < x) \leq -c$. If we set $-c < -\Lambda$, then $\liminf_{x \to 0^+} x \log P(S < x) < -\Lambda$.

We will give sufficient conditions for the equality in (4.1) in Theorems 4.4 and 4.7. The main technical part of the proof is contained in the following lemma.

**Lemma 4.3.** Suppose that $(X_i)_{i \geq 1}$ is a sequence of independent random variables such that

$$\lim_{x \to 0^+} x^\rho L(x) \log P(X_i < x) = -\lambda_i,$$

for a sequence $(\lambda_i)_{i \geq 1}$ of non-negative real numbers and a slowly varying function $L$ at 0. Assume that

$$\Lambda^{1/(1+\rho)} := \sum_{i \geq 1} \lambda_i^{1/(1+\rho)} < \infty.$$

Suppose that a random variable $B$ satisfies the following conditions.

(i) $B$ has the property

$$\lim_{x \to 0^+} x^\rho L(x) \log P(B < x) = -1.$$

(ii) $B$ is stochastically greater than $X_i/\lambda_i^{1/\rho}$ for each $i \geq 1$, i.e., for all $x \in \mathbb{R}$ and $i \geq 1$,

$$P(B \leq x) \leq P\left(\frac{X_i}{\lambda_i^{1/\rho}} \leq x\right).$$

(iii) There exist positive real numbers $(\gamma_i)_{i \geq 1}$ such that $\sum_{i=1}^\infty \gamma_i = 1$, $\sum_{i=1}^\infty \lambda_i/\gamma_i^{\rho} < \infty$, and

$$\lim_{x \to 0^+} x^\rho L(x) \sum_{i=1}^\infty P\left(B \geq \frac{\gamma_i}{\lambda_i^{1/\rho}} x\right) = 0. \tag{4.3}$$

Then $\sum_{i=1}^\infty X_i$ converges to an a.s. finite random variable $S$ satisfying

$$\lim_{x \to 0^+} x^\rho L(x) \log P(S < x) = -\Lambda.$$
Proof. Since $B$ is stochastically greater than $X_i/\lambda^{1/\rho}_i$, we have
\[
P(X_i \geq \gamma_i x) = P(X_i/\lambda^{1/\rho}_i \geq \gamma_i x/\lambda^{1/\rho}_i) \leq P(B \geq \gamma_i x/\lambda^{1/\rho}_i).
\]
It follows from (4.3) that for small $x > 0$ we have $\sum_{i=1}^{\infty} P(B \geq \gamma_i x/\lambda^{1/\rho}_i) < \infty$, hence, for small $x > 0$, $\sum_{i=1}^{\infty} P(X_i \geq \gamma_i x) < \infty$. By the Borel-Cantelli lemma, the sequence $(X_i)$ is eventually dominated by $(\gamma_i x)$ a.s. Recall that $\sum_{i=1}^{\infty} \gamma_i = 1$ to see that $\sum_{n=1}^{\infty} X_n$ converges to an a.s. finite random variable $S$.

Let $S_n = \sum_{k=1}^{n} X_k$. We have
\[
\{S < x\} \supset \left\{ S_n < x \sum_{k=1}^{n} \gamma_k \right\} \cap \bigcap_{k=n+1}^{\infty} \{X_k < \gamma_k x\}
\]
so, by assumption (ii),
\[
P(S < x) \geq P\left( S_n < x \sum_{k=1}^{n} \gamma_k \right) \prod_{k=n+1}^{\infty} P(X_k < \gamma_k x)
\]
(4.4)
\[
\geq P\left( S_n < x \sum_{k=1}^{n} \gamma_k \right) \prod_{k=n+1}^{\infty} P\left( B < \frac{\gamma_k}{\lambda^{1/\rho}_k} x \right).
\]

By assumption (i), for $\varepsilon > 0$ there exists $x_0 > 0$ such that
\[
P(B < x) \geq \exp(-2(x^\rho L(x))^{-1}),
\]
for $0 < x < x_0$. Let
\[
F_n(x_0) = \left\{ k \geq n + 1 : x_0 > \frac{\gamma_k x}{\lambda^{1/\rho}_k} \right\}, \quad G_n(x_0) = \left\{ k \geq n + 1 : x_0 \leq \frac{\gamma_k x}{\lambda^{1/\rho}_k} \right\}.
\]

Using this notation, we can break the last product in (4.4) as follows:
\[
\prod_{k=n+1}^{\infty} P\left( B < \frac{\gamma_k}{\lambda^{1/\rho}_k} x \right) = \prod_{k \in F_n(x_0)} P\left( B < \frac{\gamma_k}{\lambda^{1/\rho}_k} x \right) \prod_{k \in G_n(x_0)} P\left( B < \frac{\gamma_k}{\lambda^{1/\rho}_k} x \right)
\]
(4.5)
\[
\geq \exp\left[ -\frac{2}{x^\rho} \sum_{k \in F_n(x_0)} \frac{\lambda_k}{\gamma_k^\rho} L\left( \frac{\gamma_k x}{\lambda^{1/\rho}_k} \right)^{-1} \right] \prod_{k \in G_n(x_0)} \left[ 1 - P\left( B \geq \frac{\gamma_k}{\lambda^{1/\rho}_k} x \right) \right].
\]

By the definition of $G_n(x_0)$, for all $k \in G_n(x_0)$ we have
\[
P\left( B \geq \frac{\gamma_k}{\lambda^{1/\rho}_k} x \right) \leq P(B \geq x_0) < 1.
\]

Standard calculus arguments show that there exists $m > 1$ such that $-ma \leq \log(1-a)$ for $0 < a \leq P(B < x_0)$. Hence, by (4.5),
\[
\prod_{k=n+1}^{\infty} P\left( B < \frac{\gamma_k}{\lambda_k} x \right)
\]
(4.6)
\[
\geq \exp \left( -\frac{2}{x^\rho} \sum_{k \in F_n(x_0)} \frac{\lambda_k}{\gamma_k^\rho} L \left( \frac{\gamma_k x}{\lambda_k^{1/\rho}} \right)^{-1} - m \sum_{k \in G_n(x_0)} \mathbb{P} \left( B \geq \frac{\gamma_k}{\lambda_k^{1/\rho}} x \right) \right).
\]
(4.7)

Applying Proposition 3.14 to the first factor on the last line of (4.4),

\[
\lim_{x \to 0^+} x^\rho L(x) \log \mathbb{P} \left( S_n < x \sum_{k=1}^{n} \gamma_k \right) = \lim_{x \to 0^+} x^\rho L(x) \log \mathbb{P} \left( \left( \sum_{k=1}^{n} \gamma_k \right)^{-1} S_n < x \right)
\]
(4.8)

The estimate (4.7) and the assumption (4.3) yield for the second factor in (4.4),

\[
\lim_{x \to 0^+} x^\rho L(x) \log \left( \prod_{k=n+1}^{\infty} \mathbb{P} \left( B < \frac{\gamma_k}{\lambda_k} x \right) \right)
\]

\[
\geq \lim_{x \to 0^+} x^\rho L(x) \left( -\frac{2}{x^\rho} \sum_{k=n+1}^{\infty} \frac{\lambda_k}{\gamma_k^\rho} L \left( \frac{\gamma_k x}{\lambda_k^{1/\rho}} \right)^{-1} - m \sum_{k=1}^{\infty} \mathbb{P} \left( B \geq \frac{\gamma_k}{\lambda_k^{1/\rho}} x \right) \right)
\]
(4.9)

Combining (4.4), (4.8) and (4.9) gives

\[
\lim_{x \to 0^+} x^\rho L(x) \log \mathbb{P} (S < x) \geq - \left( \sum_{i \geq 1} \lambda_i^{1/(1+\rho)} \right)^{1+\rho} \left( \sum_{k=1}^{n} \gamma_k \right)^{-\rho} - 2 \sum_{i=n+1}^{\infty} \frac{\lambda_i}{\gamma_i^\rho}.
\]
(4.10)

Recall that we have assumed that \( \Lambda^{1/(1+\rho)} = \sum_{i \geq 1} \lambda_i^{1/(1+\rho)} \) < \( \infty \), \( \sum_{i=1}^{\infty} \gamma_i = 1 \), and \( \sum_{i=1}^{\infty} \lambda_i / \gamma_i^\rho < \infty \). Thus, when we let \( n \to \infty \) in (4.10), we obtain

\[
\lim_{x \to 0^+} x^\rho L(x) \log \mathbb{P} (S < x) \geq -\Lambda.
\]

The opposite inequality follows from Proposition 4.1. \( \square \)

**Theorem 4.4.** Suppose that \((B_i)_{i \geq 1}\) is a sequence of i.i.d. IED\(_{\lambda}^\rho(1)\)-random variables satisfying

\[
\limsup_{x \to \infty} x^\rho \mathbb{P}(B_1 \geq x) < \infty,
\]
(4.11)
and \((\alpha_i)_{i \geq 1}\) is a sequence of strictly positive real numbers satisfying \(\sum_{i=1}^{\infty} \alpha_i^{\rho/(1+\rho)} < \infty\). Then the series \(\sum_{i=1}^{\infty} \alpha_i B_i\) converges a.s. to an IED\(_L^\rho(\Lambda)\) random variable, where

\[
\Lambda = \left( \sum_{i=1}^{\infty} \alpha_i^{\rho/(1+\rho)} \right)^{1+\rho}.
\]

**Remark 4.5.** Condition (4.11) implies that \(\mathbb{E}[B^\tau_i] < \infty\) for \(\tau \in [0, \rho)\). If \(\mathbb{E}[B^\tau_i] < \infty\) then (4.11) is satisfied.

**Proof of Theorem 4.4.** We will apply Lemma 4.3. Let \(X_i = \alpha_i B_i\) and \(\lambda_i = \alpha_i^\rho\), for \(i \geq 1\). By Proposition 3.9, \(B_i\) is IED\(_L^\rho(\alpha_i^\rho)\)-random variable, for \(i \geq 1\). Let \(B\) be distributed as \(B_1\). It is easy to see that assumptions (i) and (ii) of Lemma 4.3 are satisfied by \(X_i\)'s and \(B\).

Let \(c = \left( \sum_{i=1}^{\infty} \alpha_i^{\rho/(1+\rho)} \right)^{-1}\) and \(\gamma_i = c \alpha_i^{\rho/(1+\rho)}\) for \(i \geq 1\). Then \(\sum_{i=1}^{\infty} \gamma_i = 1\) and

\[
\sum_{i=1}^{\infty} \frac{\lambda_i}{\gamma_i} = \sum_{i=1}^{\infty} \frac{\alpha_i^\rho}{c \alpha_i^{\rho/(1+\rho)}} = \frac{1}{c^\rho} \sum_{i=1}^{\infty} \alpha_i^{\rho/(1+\rho)} = c^{-1-\rho} < \infty,
\]

so two conditions listed in assumption (iii) of Lemma 4.3 are satisfied. It remains to verify (4.3).

Without loss of generality we can assume that \(\lim_{x \to \infty} L(x) = 1\). Then (4.11) is equivalent to \(\limsup_{x \to \infty} x^\rho L(x) \mathbb{P}(B \geq x) < \infty\). We have \(\lim_{x \to 0^+} x^\rho L(x) \mathbb{P}(B \geq x) = 0\) because \(\rho > 0\) and \(L\) is slowly varying at 0. The two conditions imply that there exists \(C > 0\) such that \(\mathbb{P}(B \geq x) \leq C x^{-\rho} L(x)^{-1}\) for all \(x > 0\). In particular, we have for all \(x > 0\),

\[
\mathbb{P}\left( B \geq \frac{\gamma_i}{\lambda_i^{1/\rho}} x \right) \leq C x^{-\rho} \frac{\lambda_i}{\gamma_i} L \left( \frac{\gamma_i x}{\lambda_i^{1/\rho}} \right)^{-1}.
\]

For every fixed \(i\), \(\lim_{x \to 0^+} x^\rho L(x) \mathbb{P}\left( B \geq \frac{\gamma_i}{\lambda_i^{1/\rho}} x \right) = 0\), so for every fixed \(n\),

\[
\limsup_{x \to 0^+} x^\rho L(x) \sum_{i=1}^{\infty} \mathbb{P}\left( B \geq \frac{\gamma_i}{\lambda_i^{1/\rho}} x \right) = \limsup_{x \to 0^+} x^\rho L(x) \sum_{i=n}^{\infty} \mathbb{P}\left( B \geq \frac{\gamma_i}{\lambda_i^{1/\rho}} x \right).
\]

By (4.13),

\[
x^\rho L(x) \sum_{i=n}^{\infty} \mathbb{P}\left( B \geq \frac{\gamma_i}{\lambda_i^{1/\rho}} x \right) \leq C \sum_{i=n}^{\infty} \frac{\lambda_i}{\gamma_i} L(x) \left( \frac{\gamma_i x}{\lambda_i^{1/\rho}} \right)^{-1}.
\]

Set \(f(z) = z^\rho L(z)\). By [2] Thm 1.5.2,

\[
\lim_{z \to 0} \frac{f(z)}{f(z/h)} = h^\rho,
\]

uniformly in \(h\), on each fixed interval of the form \([b, \infty)\). Since \(\gamma_i/\lambda_i^{1/\rho} \to \infty\) as \(i \to \infty\), there is \(b > 0\) such that all the values of this sequence are in \([b, \infty)\). We apply (4.16)
to see that for some $C_1 < \infty$ and $x_1 > 0$, for all $x \in (0, x_1)$ and $i \geq 1$,
\[
\frac{\lambda_i}{\gamma_i^p} L(x) L \left( \frac{\gamma_i x}{\lambda_i^{1/p}} \right)^{-1} = \frac{f(x)}{f \left( \frac{\gamma_i x}{\lambda_i^{1/p}} \right)} \leq C_1 \frac{\lambda_i}{\gamma_i^p}.
\]
This, (4.14), (4.15) and (4.12) imply that
\[
\limsup_{x \to 0^+} x^\rho L(x) \sum_{i=1}^\infty \mathbb{P} \left( B \geq \frac{\gamma_i}{\lambda_i^{1/p}} x \right) \leq CC_1 \sum_{i=n}^\infty \frac{\lambda_i}{\gamma_i^p} < \infty.
\]
Letting $n \to \infty$, we obtain
\[
\lim_{x \to 0^+} x^\rho L(x) \sum_{i=n}^\infty \mathbb{P} \left( B \geq \frac{\gamma_i}{\lambda_i^{1/p}} x \right) = 0.
\]
We see that (4.3) holds and, therefore, the theorem follows from Lemma 4.3.

Example 4.6. Suppose that $(B_i)_{i \geq 1}$ are i.i.d. IED$^\rho_1(1)$-random variables with finite $\rho$-th moment. Theorem 4.4 and Remark 4.5 imply that for all $c, \varepsilon > 0$, the series $\sum_{i=1}^\infty c_i^{-(1+\varepsilon)(1+\rho)/\rho} B_i$ converges a.s. The limit is an IED$^\rho_1(\Lambda)$-random variable with parameter $\Lambda = c^\rho \left( \sum_{i=1}^\infty i^{-1-\varepsilon} \right)^{1+\rho}$.

The following theorem shows that if the parameters $\alpha_i$ decrease at a geometric rate then we can weaken the condition on the moments of $B_i$ and obtain the same conclusion as in Theorem 4.4.

Theorem 4.7. Suppose that $(B_i)_{i \geq 1}$ is a sequence of i.i.d. IED$^\rho_1(1)$-random variables satisfying $\mathbb{E}[\log^+ B_i] < \infty$. For any sequence of strictly positive real numbers $(\alpha_i)_{i \geq 1}$ with the property $\limsup_{i \to \infty} \sqrt{\alpha_i} = \kappa \in (0, 1)$, the series $\sum_{i=1}^\infty \alpha_i B_i$ converges a.s., and the limit is an IED$^\rho_1(\Lambda)$-random variable with
\[
\Lambda = \left( \sum_{i=1}^\infty \alpha_i^{\rho/(1+\rho)} \right)^{1+\rho}.
\]
Proof. We will apply Lemma 4.3. Let $X_i = \alpha_i B_i$ and $\lambda_i = \alpha_i^\rho$ for $i \geq 1$, and let $B$ be a random variable with the same distribution as $B_1$. It is easy to see that assumptions (i) and (ii) of Lemma 4.3 are satisfied. It only remains to show that condition (iii) is satisfied.

Pick $\zeta \in (\kappa, 1)$, and set $\gamma_i = \zeta^{i-1}(1-\zeta)$. Note that $\sum_{i=1}^\infty \gamma_i = 1$. It is clear that there exist $c > 0$ and $\kappa_1$ such that $0 < \kappa < \kappa_1 < \zeta$ and $0 \leq \lambda_i^{1/\rho} = \alpha_i \leq c\kappa_1^i$ for all $i \geq 1$. Hence,
\[
\sum_{i=1}^\infty \frac{\lambda_i}{\gamma_i^p} \leq c_1 \frac{\zeta^p}{(1-\zeta)^{p}} \sum_{i=1}^\infty \left( \frac{\kappa_1}{\gamma_i} \right)^i < \infty,
\]
so two conditions listed in assumption (iii) of Lemma 4.3 are satisfied. It remains to verify (4.3).
We will use the following well known inequality, saying that for any positive random variable $X$ we have

\[(4.17) \quad \sum_{k=1}^{\infty} P(X \geq k) \leq E[X] + 1.\]

The above inequality is used to justify the second inequality below,

\[
\sum_{i=1}^{\infty} P\left(B \geq \frac{\gamma_i}{\lambda_i^{1/\rho}}x\right) \leq \sum_{i=1}^{\infty} P\left(B \geq \frac{1 - \zeta}{c\zeta} \left(\frac{\zeta}{\kappa_1}\right)^i x\right)
\]

\[
= \sum_{i=1}^{\infty} P\left(\log B - \log x + \log(c\zeta(1 - \zeta)^{-1}) \geq i \log (\zeta/\kappa_1)\right)
\]

\[
\leq \frac{E(\log B - \log x + \log(c\zeta(1 - \zeta)^{-1})^+)}{\log (\zeta/\kappa_1)} + 1
\]

\[
\leq \frac{E[\log^+ B] + |\log x| + |\log(c\zeta(1 - \zeta)^{-1})|}{\log (\zeta/\kappa_1)} + 1.
\]

The last estimate implies that \(\lim_{x \to 0+} x^\rho L(x) \sum_{i=1}^{\infty} P(B \geq \gamma_i x/\lambda_i) = 0\) because we have assumed that \(E[\log^+ B_i] < \infty\). We conclude that assumption (iii) of Lemma 4.3 holds.

5. Autoregressive equation

We will consider solutions to the autoregressive equation, a simple ARMA model, in this section. More general ARMA models will be considered in subsequent sections.

We start by recalling a known result. We would like to point out that random variables \(A\) and \(B\) need not be independent for the following to hold.

**Theorem 5.1.** If \(E[\log |A|] < 0\) and \(E[\log^+ |B|] < \infty\) then (1.1) has a unique solution. Suppose that \((A_i, B_i)_{i \geq 1}\) are i.i.d. two-dimensional vectors distributed as \((A, B)\).

(a) The distribution of the solution to (1.1) is the stationary distribution for the Markov chain given by

\[(5.1) \quad X_n = A_n X_{n-1} + B_n.\]

(b) The series

\[(5.2) \quad S = \sum_{i=1}^{\infty} \left(\prod_{j=1}^{i-1} A_j\right) B_i\]

converges a.s. and the distribution of the limit is the same as that of the solution to (1.1).

**Proof.** By [4, Theorem 2.1.3] and [6, Theorem 2.1], the sequence (5.1) has a unique ergodic invariant stationary distribution. Moreover, (5.2) is a representation of that distribution. By [4, Lemma 2.2.7], this distribution is the unique solution to the fixed point equation (1.1). \(\square\)
In the rest of this section we will take a look at the nonnegative solution to the autoregressive equation

\[(5.3) \quad X \overset{d}{=} rX + B,\]

where \(0 < r < 1\).

**Corollary 5.2.** If \(\mathbb{E}[\log^+ B] < \infty\) then \((5.3)\) has a unique solution. Suppose that \((B_i)\) are i.i.d. random variables distributed as \(B\).

(a) The distribution of the solution to \((5.3)\) is the stationary distribution of the Markov chain given by

\[(5.4) \quad X_n = rX_{n-1} + B_n.\]

(b) The series

\[(5.5) \quad \sum_{i=1}^{\infty} r^{i-1}B_i\]

converges a.s. and the distribution of the limit is the same as that of the solution to \((5.3)\).

**Proof.** The corollary follows from Theorem 5.1. \(\square\)

**Corollary 5.3.** If \(B\) is an IED\(_\rho\)\(_L\)\((\lambda)\)-random variable such that \(\mathbb{E}[\log^+ B] < \infty\), and \(X\) is the solution to \((5.3)\) then \(X\) is an IED\(_\rho\)\(_L\)\((\Lambda)\)-random variable with

\[(5.6) \quad \Lambda = \frac{\lambda}{(1 - r^{\rho/(1+\rho)})^{1+\rho}}.\]

**Proof.** The corollary follows from Theorem 4.7 and Corollary 5.2 (b). \(\square\)

The following result is a special case of Theorem 6.3 so we leave it without proof.

**Proposition 5.4.** If \(B\) is IED\(_\rho\)\(_L\)\((\lambda)\), \(\mathbb{E}[(\log^+ B)^s] < \infty\) for all \(s > 0\), \(\Lambda\) is defined in \((5.6)\), and \(X_n\)'s are defined in \((5.4)\) then

\[\liminf_{n \to \infty} (\log(n))^{1/\rho} X_n = \Lambda^{1/\rho}, \text{ a.s.}\]

This proposition (for case \(\rho = 1\)) is illustrated in Figure 1. Note that the result holds under mild assumptions on the right tail of \(B\).

6. ARMA MODELS WITH IED NOISE

This section is devoted to autoregressive moving average (ARMA) models more general than those in the previous section.

**Definition 6.1.** An ARMA\((p, q)\) sequence has the form

\[(6.1) \quad X_n = \sum_{i=1}^{p} \phi_iX_{n-i} + B_n + \sum_{j=1}^{q} \theta_jB_{n-j},\]

where \((\phi_i)_{i=1,\ldots,p}\) and \((\theta_j)_{j=1,\ldots,q}\) are positive constants and \((B_i)_{i\ge1}\) are i.i.d.
Our analysis of ARMA models will be based on [3, Chap. 3]. Using the notation from Definition 6.1, we define complex polynomials \( \Phi \) and \( \Theta \) by
\[
\Phi(z) = 1 - \phi_1 z - \phi_2 z^2 - \ldots - \phi_p z^p \quad \text{and} \quad \Theta(z) = 1 + \theta_1 z + \ldots + \theta_q z^q.
\]

**Theorem 6.2.** Suppose that \( (B_n)_{n \geq 1} \) are i.i.d. IED\( _L^\rho(\lambda) \) random variables and \( \mathbb{E}[\log^+ B_1] < \infty \). Assume that \( \Phi(z) \neq 0 \) for \( |z| \leq 1 \) and \( \Phi \) and \( \Theta \) have no common roots. Then \( \Psi(z) := \Theta(z)/\Phi(z) \) is analytic on a neighborhood of the unit disc \( \{|z| \leq 1\} \), and its Taylor series, i.e.,
\[
\Psi(z) = \sum_{k=0}^{\infty} \psi_k z^k,
\]
has positive coefficients.

(i) Random variables \( X_n \) in (6.1) can be represented as
\[
(6.3) \quad X_n = \sum_{k=0}^{n} \psi_k B_{n-k}.
\]

(ii) Each \( X_n \) is an IED\( _L^\rho(\Lambda_n) \)-random variable with
\[
\Lambda_n = \lambda \left( \sum_{k=0}^{n} \psi_k^{\rho/(1+\rho)} \right)^{1+\rho}.
\]
(iii) When $n \to \infty$, $X_n \overset{d}{\to} X := \sum_{k=0}^{\infty} \psi_k B_k$, and the limit is a finite IED$^\rho_L(\Lambda_n)$-random variable with

$$\Lambda = \lambda \left( \sum_{k=0}^{\infty} \psi_k^{\rho/(1+\rho)} \right)^{1+\rho}.$$ 

**Proof.** There exists $\varepsilon > 0$ such that $|\phi_1 z + \phi_2 z^2 + \ldots + \phi_\rho z^\rho| < 1$ for $|z| < \varepsilon$. For such $z$,

$$\Psi(z) = \sum_{j=0}^{\infty} (\phi_1 z + \phi_2 z^2 + \ldots + \phi_\rho z^\rho)^j (1 + \theta_1 z + \ldots + \theta_\eta z^\eta).$$

It is evident from this formula that for $|z| < \varepsilon$, $\Psi(z)$ can be represented as a series with positive coefficients. By the uniqueness of Taylor series, all $\psi_k$'s are positive.

The function $\Psi$ is analytic on a disc around 0 whose radius is greater than 1. Hence, the Taylor series of $\Psi$ around 0 has a convergence radius $R > 1$. By the Cauchy-Hadamard formula, $\limsup_{k \to \infty} |\psi_k|^{1/k} = R^{-1} < 1$. Therefore, there exist $C > 0$ and $0 < \beta < 1$ such that $\psi_k < C \beta^k$ for $k \geq 0$. This implies that both series $\sum_{k \geq 1} \psi_k$ and $\sum_{k \geq 1} \sqrt{\psi_k}$ converge.

Part (i) follows from [3, Thm. 3.1.1]. Part (ii) follows from Proposition 3.14. Part (iii) follows from Proposition 3.14 and Theorem 4.7. □

We will now prove a generalization of Proposition 5.4.

**Theorem 6.3.** Consider an ARMA sequence (6.1) satisfying the assumptions of Theorem 6.2 and recall the notation from (6.2). If $\mathbb{E}[(\log^+ B)^r] < \infty$ for all $r > 0$ then

$$\liminf_{n \to \infty} \frac{X_n}{g(1/ \log n)} = \Lambda^{1/\rho} := \lambda^{1/\rho} \left( \sum_{k=0}^{\infty} \psi_k^{\rho/(1+\rho)} \right)^{(1+\rho)/\rho}, \text{ a.s.,}$$

where $g$ is the generalized inverse of the function $x \mapsto x^\rho L(x)$ at 0.

The proof will be preceded by a few lemmas.

**Lemma 6.4.** (i) For every $\varepsilon > 0$, the events

$$\left\{ X_n \leq g \left( \frac{\Lambda}{(1+\varepsilon) \log n} \right) \right\}$$

happen finitely often, a.s.

(ii) We have

$$\liminf_{n \to \infty} \frac{X_n}{g(1/ \log n)} \geq \Lambda^{1/\rho}, \text{ a.s.}$$

**Proof.** (i) For any $\varepsilon > 0$ there exists $\delta \in (0, 1)$ such that $\gamma := (1-\delta)(1+\varepsilon/2) > 1$. By Theorem 6.2 there exist $C_\delta$, $x_0$ and $n_0$ such that

$$\mathbb{P}(X_{n_0} \leq x) \leq C_\delta \exp \left( -\frac{\Lambda(1-\delta)}{x^\rho L(x)} \right)$$

for all $x \in (0, x_0)$. 
Random variables $B_k$ are i.i.d., so (6.3) implies that

$$X_n = \sum_{k=0}^{n} \psi_k B_{n-k} \overset{d}{=} \sum_{k=0}^{n} \psi_k B_k.$$  

Since $\psi_k$'s and $B_k$'s are nonnegative, it follows that $X_{n+1}$ stochastically majorizes $X_n$ for all $n$. Hence, $n \mapsto \mathbb{P}(X_n \leq x)$ is a non-increasing sequence and, therefore, for $n \geq n_0$ and $x \in (0, x_0)$,

$$\mathbb{P}(X_n \leq x) \leq C_\delta \exp \left( -\frac{\Lambda (1 - \delta)}{x^\theta L(x)} \right).$$

It follows that for large $n$

$$\mathbb{P} \left( X_n \leq g \left( \frac{\Lambda}{(1 + \varepsilon) \log n} \right) \right) \leq C_\delta e^{-(1+\varepsilon/2)(1-\delta) \log n} = C_\delta n^{-\gamma}.$$  

Hence,

$$\sum_{n=1}^{\infty} \mathbb{P} \left( X_n \leq g \left( \frac{\Lambda}{(1 + \varepsilon) \log n} \right) \right) < \infty,$$

and the claim follows by the Borel-Cantelli lemma.

(ii) It follows from part (i) that for every $\varepsilon > 0$,

$$\liminf_{n \to \infty} g \left( \frac{\Lambda}{(1 + \varepsilon) \log n} \right)^{-1} X_n \geq 1, \quad \text{a.s.}$$

By Lemma 2.4, $g$ is $1/\rho$-regularly varying at 0. Hence,

$$g \left( \frac{\Lambda}{(1 + \varepsilon) \log n} \right) \sim \left( \frac{\Lambda}{1 + \varepsilon} \right)^{1/\rho} g(1/\log n).$$

Therefore,

$$\liminf_{n \to \infty} \frac{X_n}{g(1/\log n)} \geq \Lambda^{1/\rho}/(1 + \varepsilon)^{1/\rho}.$$  

Part (ii) follows by letting $\varepsilon \to 0$.  \qed

It will be convenient to use the following notation, reminiscent of (6.3),

$$X^m_n = \sum_{k=0}^{n-m-1} \psi_k B_{n-k}.  \quad (6.4)$$

Recall that $\lfloor a \rfloor$ denotes the largest integer less than or equal to $a$.

**Lemma 6.5.** Fix $\varepsilon > 0$ and suppose that $1 < 1 + \delta < \sqrt{1 + \varepsilon}$ and $\alpha \in (1, 1 + \delta)$. Events

$$\left\{ X^{\lfloor(n-1)\alpha \rfloor}_n \leq g \left( \frac{\Lambda(1 + \varepsilon)}{\log n^\alpha} \right) \right\}$$

happen infinitely often a.s.
Proof. Note that the random variables \( X_{[n^\alpha]}^{(n-1)^\alpha} \), \( n \geq 2 \), are jointly independent.

The random variable \( S := \sum_{k=0}^\infty \psi_k B_k \) stochastically majorizes every \( X_{[n^\alpha]}^{(n-1)^\alpha} \). By Theorem 6.2 (iii) and Lemma 3.11, for large \( n \),

\[
\mathbb{P} \left( X_{[n^\alpha]}^{(n-1)^\alpha} \leq g \left( \frac{\Lambda(1+\varepsilon)}{\log n^\alpha} \right) \right) \geq \mathbb{P} \left( S \leq g \left( \frac{\Lambda(1+\varepsilon)}{\log n^\alpha} \right) \right) 
\]

\[
\geq c_\delta \exp \left( -\frac{\Lambda(1+\delta) \log n^\alpha}{\Lambda(1+\varepsilon)} \right) = c_\delta n^{-\alpha(1+\delta)/(1+\varepsilon)} \geq n^{-\alpha/(1+\delta)}.
\]

It follows that

\[
\sum_{n=2}^\infty \mathbb{P} \left( X_{[n^\alpha]}^{(n-1)^\alpha} \leq g \left( \frac{\Lambda(1+\varepsilon)}{\log n^\alpha} \right) \right) = \infty,
\]

and, therefore, the claim follows by the Borel-Cantelli lemma. □

Lemma 6.6. If \( \alpha > 1 \) then,

\[
\lim_{n \to \infty} \frac{X_{[n^\alpha]} - X_{[n^\alpha]}^{(n-1)^\alpha}}{g(1/\log [n^\alpha])} = 0, \quad \text{a.s.}
\]

Proof. We have

\[
X_{[n^\alpha]} - X_{[n^\alpha]}^{(n-1)^\alpha} = \sum_{k=[n^\alpha] - [(n-1)^\alpha]}^{[n^\alpha]} \psi_k B_{[n^\alpha] - k} = \sum_{j=0}^{[(n-1)^\alpha]} \psi_{[n^\alpha] - [(n-1)^\alpha] + j} B_{[(n-1)^\alpha] - j}.
\]

This and the estimate \( \psi_k \leq C \beta^k \) from the proof of Theorem 6.2 yield

\[
X_{[n^\alpha]} - X_{[n^\alpha]}^{(n-1)^\alpha} \leq \sum_{j=0}^{[(n-1)^\alpha]} C \beta^{[n^\alpha] - [(n-1)^\alpha] + j} B_{[(n-1)^\alpha] - j} = C \beta^{[n^\alpha] - [(n-1)^\alpha]} \sum_{j=0}^{[(n-1)^\alpha]} \beta^j B_{[(n-1)^\alpha] - j}.
\]

Recall that \( \beta \in (0, 1) \) and \( \alpha > 1 \). It is not hard to show that there exists \( c > 0 \) such that \( [n^\alpha] - [(n-1)^\alpha] \geq cn^{\alpha-1} \) for large \( n \), so

\[
X_{[n^\alpha]} - X_{[n^\alpha]}^{(n-1)^\alpha} \leq C \beta^{cn^{\alpha-1}} \sum_{j=0}^{[(n-1)^\alpha]} \beta^j B_{[(n-1)^\alpha] - j} \leq C \beta^{(c/2)n^{\alpha-1}} \sum_{j=0}^{[(n-1)^\alpha]} \beta^j \left( \beta^{(c/2)n^{\alpha-1}} B_{[(n-1)^\alpha] - j} \right) \leq C \beta^{(c/2)n^{\alpha-1}} \sum_{j=0}^{[(n-1)^\alpha]} \beta^{[(n-1)^\alpha] - j} \left( \beta^{(c/2)(n^{\alpha-1}/\alpha)} B_j \right)
\]
Proof of Theorem 6.3. 

This and (6.6) imply that

If we take \( c = c_1 n^{(a-1)/\alpha} \) then, by the Borel-Cantelli lemma, with probability 1,

\[
K := \sup_{n \geq 1} \beta(c/2)n^{(a-1)/\alpha}B_n < \infty.
\]

This and (6.6) imply that

\[
X_{[n^\alpha]} - X_{[n^{(a-1)/\alpha}]} \leq C\beta(c/2)n^{\alpha-1} \sum_{j=0}^{\infty} \beta^j K = C\beta(c/2)n^{\alpha-1} \frac{1}{1 - \beta} K.
\]

Thus, a.s.,

\[
\limsup_{n \to \infty} \frac{X_{[n^\alpha]} - X_{[n^{(a-1)/\alpha}]} }{g(1/\log[n^\alpha])} \leq \limsup_{n \to \infty} \frac{C\beta^{\frac{n}{n^\alpha}}}{g(1/\log[n^\alpha])} \cdot \frac{1}{1 - \beta} K = 0.
\]

Proof of Theorem 6.3 By Lemmas 2.4, 6.5 and 6.6 for every \( \varepsilon > 0 \),

\[
\liminf_{n \to \infty} \frac{X_n}{g(1/\log n)} \leq \liminf_{n \to \infty} \frac{X_{[n^\alpha]} - X_{[n^{(a-1)/\alpha}]}}{g(1/\log[n^\alpha])} + \frac{X_{[n^{-\alpha}]} - X_{[n^{(a-1)/\alpha}]}}{g(1/\log[n^\alpha])} \Lambda^{1/\rho} (1 + \varepsilon)^{1/\rho}
\]

\[
\leq \Lambda^{1/\rho} (1 + \varepsilon)^{1/\rho}.
\]

Hence, \( \liminf_{n \to \infty} X_n / g(1/\log n) \leq \Lambda^{1/\rho} \), a.s. The theorem follows from this and Lemma 6.4 (ii).
7. Random multiplicative coefficient

So far, we only considered products of IED random variables with constants. In (5.3), the multiplicative coefficient in the stochastic fixed point equation was a constant. In this section we will look into the case when these constants are replaced with nonnegative random variables independent of other random elements of the model.

In order to solve the stochastic fixed point equation \( X \overset{d}{=} AX + B \) we will need an assumption on the form of dependence between random variables \( A \) and \( B \). In this paper we will assume that \( A \) and \( B \) are positively quadrant dependent. This is a well known dependence condition, used in various models in insurance and actuarial sciences. We start with the standard definition of positive quadrant dependence.

**Definition 7.1.** We will call random variables \( X \) and \( Y \) positively quadrant dependent if

\[
P(X > x, Y > y) \geq P(X > x)P(Y > y),
\]

for all \( x, y \in \mathbb{R} \).

**Remark 7.2.** Note that if two random variables are independent then they are also positively quadrant dependent.

For the purposes of this paper the following characterization of positive quadrant dependence will be more useful than the original definition.

**Lemma 7.3.** The random variables \( X \) and \( Y \) are positively quadrant dependent if and only if

\[
P(X \leq x, Y \leq y) \geq P(X \leq x)P(Y \leq y)
\]

for all \( x, y \in \mathbb{R} \).

**Proof.** We add \(-P(X > x)\) to both sides of (7.1) to obtain

\[
-P(X > x, Y \leq y) \geq -P(X > x)P(Y \leq y).
\]

We add \(P(Y \leq y)\) to both sides of the last inequality to obtain (7.2). This process can be reversed so (7.1) can be derived from (7.2). \(\square\)

Recall Definition 2.1 of essential infimum of a random variable and Lemma 2.1.

**Theorem 7.4.** Suppose that \( A \) is a nonnegative random variable and its essential infimum is equal to \( a \). If \( X \) is an IED\(_{L}^p(\lambda)\)-random variable and \( X \) and \( A \) are positively quadrant dependent then \( AX \) is an IED\(_{L}^p(a^p\lambda)\)-random variable.

**Proof.** Since \( a \) is the essential infimum of \( A \), we have \( a \leq A \), a.s., so

\[
P(AX < x) = P(AX < x, a \leq A) \leq P(aX < x).
\]

Using Proposition 3.9,

\[
\limsup_{x \to 0^+} x^pL(x) \log P(AX < x) \leq \lim_{x \to 0^+} x^pL(x) \log P(aX < x) = -a^p\lambda.
\]

Let \( \varepsilon > 0 \). The assumption that \( A \) and \( X \) are positively quadrant dependent implies that

\[
P(AX < x) \geq P(AX < x, a \leq A \leq a + \varepsilon) \geq P((a + \varepsilon)X < x, A \leq a + \varepsilon)
\]
\[ \geq \mathbb{P}((a + \varepsilon)X < x) \mathbb{P}(A \leq a + \varepsilon). \]

By Proposition 3.9 and Lemma 2.1 (a),
\[ \liminf_{x \to 0^+} x^\rho L(x) \log \mathbb{P}(AX < x) \geq \lim_{x \to 0^+} x^\rho L(x)(\log \mathbb{P}((a + \varepsilon)X < x) + \log \mathbb{P}(a \leq A \leq a + \varepsilon)) = -(a + \varepsilon)^\rho \lambda. \]

The proof is completed by letting \( \varepsilon \to 0^+ \).

\[ \square \]

**Corollary 7.5.** Suppose that independent random vectors \((A_i, X_i)\) are such that for all \( i = 1, \ldots, n \),

(a) \( A_i \) and \( X_i \) are nonnegative and positively quadrant dependent;

(b) \( X_i \) is an IED\( L(\lambda_i) \)-random variable.

Then \( A_1 X_1 + \ldots + A_n X_n \) is an IED\( L(\Lambda) \)-random variable with the parameter
\[ \Lambda = \left((\text{ess inf}(A_1)^\rho \lambda_1)^{1/(1+\rho)} + \ldots + (\text{ess inf}(A_n)^\rho \lambda_n)^{1/(1+\rho)}\right)^{1+\rho}. \]

**Proof.** The corollary follows from Theorem 7.4 and Proposition 3.14. \[ \square \]

**Theorem 7.6.** Let \((A_i, B_i)\)\( i=1 \) be an i.i.d. sequence of two-dimensional vectors with the following properties.

(i) \( A_1 \) and \( B_1 \) are nonnegative and positively quadrant dependent.

(ii) \( \mathbb{E}[\log A_1] < 0 \) and \( \mathbb{E}[\log^+ B_1] < \infty \).

(iii) \( B_1 \) is an IED\( L(\lambda) \)-random variable.

(a) The series
\[ \sum_{i=1}^{\infty} \left( \prod_{j=1}^{i-1} A_j \right) B_i \]
converges a.s. to a finite IED\( L(\Lambda) \)-random variable \( S \), where
\[ \Lambda = \left(1 - \text{ess inf}(A_1)^\rho/(1+\rho)\right)^{-1-\rho} \lambda. \]

(b) The stochastic fixed point equation \( X \overset{d}{=} A_1 X + B_1 \) has a unique solution with the same distribution as that of \( S \).

We will need the following lemma.

**Lemma 7.7.** Assume that for all \( a, b \in \mathbb{R} \),
\[ \mathbb{P}(A \leq a, B \leq b) \geq \mathbb{P}(A' \leq a, B' \leq b), \]
with \( A \overset{d}{=} A' \) and \( B \overset{d}{=} B' \). If \( h(x, y) \) is bounded and \( \frac{\partial^2}{\partial x \partial y} h \geq 0 \) then
\[ \mathbb{E}[h(A, B)] \geq \mathbb{E}[h(A', B')]. \]

**Proof.** The lemma is a special case of [10] Thm. 2. \[ \square \]
Proof of Theorem 7.6 (a) To simplify notation, let \((A, B)\) have the same distribution as \((A_1, B_1)\). It follows from Theorem 5.1 that \(S\) is the solution to the stochastic fixed point equation \(X = AX + B\). We set \(a = \text{ess inf}(A)\), \(f_B(z) = -\log \mathbb{E}[e^{-zB}]\) and \(f_S(z) = -\log \mathbb{E}[e^{-zS}]\). We have assumed that \(\mathbb{E}[\log A] < 0\) so \(a \in (0, 1)\). By Theorem 3.13 \(f_B\) is regularly varying at infinity with index \(\rho/(1 + \rho)\). By the same theorem, it will suffice to show

\[
\lim_{z \to \infty} \frac{f_S(z)}{f_B(z)} = (1 - a^{\rho/(1+\rho)})^{-1}.
\]

If \(S\) is independent of \((A, B)\) then \(S \overset{d}{=} AS + B\) and, therefore,

\[
e^{-f_S(z)} = \mathbb{E}e^{-zS} = \mathbb{E}e^{-z(AS+B)} \leq \mathbb{E}e^{-z(aS+B)} = \mathbb{E}e^{-zaS}\mathbb{E}e^{-zB} = e^{-f_S(az)}-f_B(z),
\]

and

\[
e^{-f_S(z)} = \mathbb{E}e^{-zS} = \mathbb{E}e^{-z(AS+B)} = \mathbb{E} (\mathbb{E} (e^{-z(AS+B)} | A, B)) \mathbb{E} (e^{-zB} - f_S(zA)) = \mathbb{E} (e^{-f_S(zA)}-f_B(z)).
\]

It follows from (7.5) that \(f_S(z) \geq f_S(az) + f_B(z)\) and

\[
\liminf_{z \to \infty} \frac{f_S(z)}{f_B(z)} \geq \liminf_{z \to \infty} \frac{f_S(az)}{f_B(z)} + 1 = \liminf_{z \to \infty} \frac{f_B(az)}{f_B(z)} \frac{f_S(az)}{f_B(az)} + 1 = a^{\rho/(1+\rho)} \liminf_{z \to \infty} \frac{f_S(z)}{f_B(z)} + 1,
\]

hence

\[
\liminf_{z \to \infty} \frac{f_S(z)}{f_B(z)} \geq (1 - a^{\rho/(1+\rho)})^{-1}.
\]

We will apply Lemma 7.7 to the function

\[
h(x, y) = \exp(-f_S(xz) - yz) = \mathbb{E}\exp(-xzS - yz)
\]

and independent random variables \(A'\) and \(B'\) such that \(A' \overset{d}{=} A\) and \(B' \overset{d}{=} B\). Since \(A\) and \(B\) are positively quadrant dependent, Lemma 7.3 implies that

\[
\mathbb{P}(A \leq a, B \leq b) \geq \mathbb{P}(A \leq a)\mathbb{P}(B \leq b) = \mathbb{P}(A' \leq a)\mathbb{P}(B' \leq b) = \mathbb{P}(A' \leq a, B' \leq b).
\]

It is easy to check that \(\frac{\partial^2}{\partial x \partial y} h \geq 0\). Hence, by Lemma 7.7, for a fixed \(\varepsilon \in (0, 1 - a)\),

\[
\mathbb{E} \left[ e^{-f_S(Az) - zB} \right] \geq \mathbb{E} \left[ e^{-f_S(A'z) - zB'} \right] = \mathbb{E} \left[ e^{-f_S(A'z)} \right] \mathbb{E} \left[ e^{-zB'} \right] = \mathbb{E} \left[ e^{-f_S(Az)} \right] \mathbb{E} \left[ e^{-zB} \right] \geq \mathbb{E} \left[ e^{-f_S(1}\mathbb{1}_{\{A < a + \varepsilon\}} e^{-f_B(z)} \geq e^{-f_S((a+\varepsilon)z) - f_B(z)} \mathbb{P}(A < a + \varepsilon).
\]

This and (7.6) imply that

\[
f_S((a + \varepsilon)z) + f_B(z) - \log \mathbb{P}(A < a + \varepsilon) \geq f_S(z).
\]

We will next prove that

\[
\limsup_{z \to \infty} \frac{f_S(z)}{f_B(z)} < \infty.
\]
Substituting \((a + \varepsilon)^k z\) for \(z\) in (7.8) yields
\[
 f_S((a + \varepsilon)^{k+1} z) + f_B((a + \varepsilon)^k z) - \log \mathbb{P}(A < a + \varepsilon) \geq f_S((a + \varepsilon)^k z).
\]
The telescoping sum argument gives
\[
f_S(z) - f_S((a + \varepsilon)^{n+1} z) \leq \sum_{k=0}^{n} f_B((a + \varepsilon)^k z) - (n + 1) \log \mathbb{P}(A < a + \varepsilon)
\]
(7.10)
\[
\leq \sum_{k=0}^{\infty} f_B((a + \varepsilon)^k z) - (n + 1) \log \mathbb{P}(A < a + \varepsilon).
\]

For any \(z, \alpha, \mu > 0\),
\[
\mathbb{P}\left( B \leq \frac{\mu}{\alpha} \right) = \mathbb{P}\left( -\alpha z B \geq -\mu z \right) = \mathbb{P}\left( e^{-\alpha z B} \geq e^{-\mu z} \right) \leq \mathbb{E}\left[ e^{-\alpha z B} \right] e^{-\mu z} = \exp(-f_B(\alpha z)) e^{\mu z},
\]
so
\[
e^{-\mu z} \mathbb{P}\left( B < \frac{\mu}{\alpha} \right) \leq \exp(-f_B(\alpha z)).
\]

We apply this inequality with \(\alpha = (a + \varepsilon)^k\), \(\mu = b^k\) and \(b \in (a + \varepsilon, 1)\) to see that,
\[
f_B((a + \varepsilon)^k z) \leq -\log \left( e^{-b^k z} \mathbb{P}\left( B < \frac{b^k}{(a + \varepsilon)^k} \right) \right).
\]
We obtain
\[
(7.11) \quad \sum_{k=0}^{\infty} f_B((a + \varepsilon)^k z) \leq \sum_{k=0}^{\infty} \left[ b^k z - \log \mathbb{P}\left( B \leq \frac{b^k}{(a + \varepsilon)^k} \right) \right].
\]
Since, \(\frac{b}{a + \varepsilon} > 1\), we have \(\lim_{k \to \infty} \mathbb{P}\left( B > \left( \frac{b}{a + \varepsilon} \right)^k \right) = 0\), and, therefore,
\[
-\log \mathbb{P}\left( B \leq \left( \frac{b}{a + \varepsilon} \right)^k \right) = -\log \left[ 1 - \mathbb{P}\left( B > \left( \frac{b}{a + \varepsilon} \right)^k \right) \right] \sim \mathbb{P}\left( B > \left( \frac{b}{a + \varepsilon} \right)^k \right),
\]
as \(k \to \infty\). The assumption \(\mathbb{E}[\log^+ B] < \infty\) and (4.17) imply that,
\[
\sum_{k=0}^{\infty} \mathbb{P}\left( B > \left( \frac{b}{a + \varepsilon} \right)^k \right) \leq \sum_{k=0}^{\infty} \mathbb{P}\left( \log^+ B > k \log \left( \frac{b}{a + \varepsilon} \right) \right) < \infty.
\]
Hence, the sum on the right hand side of (7.11) is finite and, therefore, the same can be said about (7.10).

If we take \(n = \left\lfloor -\log z / \log(a + \varepsilon) \right\rfloor\) then \((a + \varepsilon)^2 \leq (a + \varepsilon)^{n+1} z \leq 1\) and, therefore \(|f_S((a + \varepsilon)^{n+1} z)| < c_1\). Also,
\[
\left| (n + 1) \log \mathbb{P}(A < a + \varepsilon) \right| \leq \frac{2 \log \mathbb{P}(A < a + \varepsilon)}{\log(a + \varepsilon)} \log z.
\]
These observations, the fact that \(f_B\) is regularly varying at infinity with index \(\rho/(1 + \rho) > 0\) and (7.10), imply that
\[
(7.12) \quad \limsup_{z \to \infty} \frac{f_S(z)}{f_B(z)} \leq \lim_{z \to \infty} \sum_{k=0}^{\infty} \frac{f_B((a + \varepsilon)^k z)}{f_B(z)}.
\]
We recall once again that $f_B$ is regularly varying with index $\rho/(1 + \rho)$ at infinity to see that
\[
\frac{f_B((a + \varepsilon)kz)}{f_B(z)} \sim (a + \varepsilon)^{k\rho/(1 + \rho)},
\]
as $z \to \infty$. Since $a + \varepsilon \in (0, 1)$, the right hand side of (7.12) is finite. This proves (7.9).

Recall that $f_B$ is regularly varying at infinity with index $\rho/(1 + \rho)$. This and (7.8) imply that,
\[
(a + \varepsilon)^{\rho/(1 + \rho)} \limsup_{z \to \infty} f_S((a + \varepsilon)z) f_B((a + \varepsilon)z) = \limsup_{z \to \infty} f_B((a + \varepsilon)z) f_S((a + \varepsilon)z) + \limsup_{z \to \infty} f_S(z) f_B(z).
\]
It follows from this and (7.9) that
\[
\limsup_{z \to \infty} f_S(z) f_B(z) \leq (1 - (a + \varepsilon)^{\rho/(1 + \rho)})^{-1}.
\]
Letting $\varepsilon \to 0$ we get
\[
\limsup_{z \to \infty} f_S(z) f_B(z) \leq (1 - a^{\rho/(1 + \rho)})^{-1}.
\]
This and (7.7) yield (7.4) and thus complete the proof of part (a).

(b) Part (b) follows from Theorem 5.1 and part (a). $\square$

We will now interpret the parameter $\Lambda$ in (7.3) in a way similar to that in Proposition 5.4.

Theorem 7.8. Let $(A_i, B_i)_{i=1}^\infty$ be an i.i.d. sequence of two-dimensional vectors with the following properties.

(i) $A_1$ and $B_1$ are nonnegative and positively quadrant dependent random variables.

(ii) There exists $\beta \in (0, 1)$ such that $A_1 \leq \beta$, a.s.

(iii) $\mathbb{E}[(\log^+ B_1)^s] < \infty$ for all $s > 0$.

(iv) $B_1$ is an IED$_L^\rho(\lambda)$-random variable.

Let $X_0 = 0$ and
\[
X_n = A_n X_{n-1} + B_n, \quad n \geq 1.
\]
Recall $\Lambda$ defined in (7.3) and let $g$ be the asymptotic inverse of $x \mapsto x^{\rho} L(x)$ at 0. Then
\[
\liminf_{n \to \infty} \frac{X_n}{g(1/\log n)} = \Lambda^{1/\rho}, \text{ a.s.}
\]

The structure of the proof will be similar to that of Theorem 6.3, however some new technical steps will be needed. In all lemmas preceding the proof of Theorem 7.8, we will use the same notation and make the same assumptions as in the theorem.

Lemma 7.9. (a) Let $S$ be defined as in (5.2). We have $X_n \overset{d}{\to} S$ as $n \to \infty$ and
\[
\mathbb{P}(S \leq x) \leq \mathbb{P}(X_n \leq x) \leq \mathbb{P}(X_{n-1} \leq x),
\]
for all $n \geq 1$ and $x \geq 0$. 

(b) Let \( a = \text{ess inf} A_1 \). For every \( n \geq 1 \), \( X_n \) is an IED\( _{\rho}(\Lambda_n) \)-random variable with

\[
(7.15) \quad \Lambda_n = \lambda \left( \frac{1 - a^{n\rho/(1+\rho)}}{1 - a^{\rho/(1+\rho)}} \right)^{1+\rho}.
\]

Proof. Set \( S_n = \sum_{i=1}^{n} \left( \prod_{j=1}^{i-1} A_j \right) B_i \). Definition \((7.13)\) implies the following representation, \( X_n = \sum_{i=1}^{n} \left( \prod_{j=n-i+1}^{n} A_j \right) B_{n-i+1} \). This and the change of index \( i \mapsto n - i + 1 \) easily show that \( X_n \overset{d}{=} S_n \). Therefore, \( \mathbb{P}(X_n \leq x) = \mathbb{P}(S_n \leq x) \). Since \( A_j \)'s and \( B_j \)'s are non-negative, \( S_n \uparrow S \) a.s. All claims made in part (a) follow easily from these observations.

The definition of the essential infimum \( a \) and the assumption that \( A_i \)'s and \( B_i \)'s are non-negative imply that

\[
(7.16) \quad \mathbb{P}(S_n \leq x) \leq \mathbb{P}(a^{n-1}B_n + a^{n-2}B_{n-2} + \ldots + aB_2 + B_1 \leq x).
\]

We use the assumption that \( (A_k, B_k), k \geq 1 \) are i.i.d., \( (A_1, B_1) \) are positively quadrant dependent, and Lemma \((7.3)\) to see that for \( \varepsilon > 0 \),

\[
(7.17) \quad \mathbb{P}(S_n \leq x) \geq \mathbb{P}(S_n \leq x, A_1 \leq a + \varepsilon, A_2 \leq a + \varepsilon, \ldots, A_{n-1} \leq a + \varepsilon)
\]

\[
\geq \mathbb{P}\left((a + \varepsilon)^{n-1}B_n + (a + \varepsilon)^{n-2}B_{n-2} + \ldots + (a + \varepsilon)B_2 + B_1 \leq x, A_1 \leq a + \varepsilon, A_2 \leq a + \varepsilon, \ldots, A_{n-1} \leq a + \varepsilon\right) \mathbb{P}(A_1 \leq a + \varepsilon)
\]

\[
\geq \mathbb{P}\left((a + \varepsilon)^{n-1}B_n + (a + \varepsilon)^{n-2}B_{n-2} + \ldots + (a + \varepsilon)B_2 + B_1 \leq x, A_3 \leq a + \varepsilon, \ldots, A_{n-1} \leq a + \varepsilon\right) \mathbb{P}(A_1 \leq a + \varepsilon) \mathbb{P}(A_2 \leq a + \varepsilon)
\]

\[
\ldots \geq \mathbb{P}((a + \varepsilon)^{n-1}B_n + (a + \varepsilon)^{n-2}B_{n-2} + \ldots + (a + \varepsilon)B_2 + B_1 \leq x) \times \mathbb{P}(A_1 \leq a + \varepsilon)^{n-1}.
\]

We have

\[
(7.18) \quad \sum_{k=0}^{n-1} (a^k)^{\rho/(1+\rho)} = \frac{1 - a^{n\rho/(1+\rho)}}{1 - a^{\rho/(1+\rho)}}, \quad \sum_{k=0}^{n-1} ((a + \varepsilon)^k)^{\rho/(1+\rho)} = \frac{1 - (a + \varepsilon)^{n\rho/(1+\rho)}}{1 - (a + \varepsilon)^{\rho/(1+\rho)}},
\]

Recall that \( \mathbb{P}(X_n \leq x) = \mathbb{P}(S_n \leq x) \) and use \((7.16), (7.17), (7.18)\) and Proposition \(3.14\) to see that

\[
\lim_{x \to 0^+} x^\rho L(x) \log \mathbb{P}(X_n \leq x) = \lim_{x \to 0^+} x^\rho L(x) \log \mathbb{P}(S_n \leq x) \leq \lambda \left( \frac{1 - a^{n\rho/(1+\rho)}}{1 - a^{\rho/(1+\rho)}} \right)^{1+\rho},
\]
\[
\liminf_{x \to 0^+} x^\rho L(x) \log \mathbb{P}(X_n \leq x) = \liminf_{x \to 0^+} x^\rho L(x) \log \mathbb{P}(S_n \leq x) \geq \lambda \left( \frac{1 - (a + \varepsilon)^{n \rho}}{1 - (a + \varepsilon)^{1+\rho}} \right)^{1+\rho}.
\]

We complete the proof of (b) by letting \( \varepsilon \to 0 \).

\[\square\]

**Lemma 7.10.** (i) For every \( \varepsilon > 0 \),

\[
\left\{ X_n \leq g \left( \frac{\Lambda}{(1 + \varepsilon) \log n} \right) \right\}
\]

happens finitely often almost surely.

(ii) We have

\[
\liminf_{n \to \infty} \frac{X_n}{g(1/\log n)} \geq \Lambda^{1/\rho} \text{ a.s.}
\]

**Proof.** (i) For any \( \varepsilon > 0 \) there exists \( \delta \in (0, 1) \) such that \( \gamma := (1 - \delta)(1 + \varepsilon/2) > 1 \). Assumption (ii) of Theorem 7.8 implies that \( a < 1 \) so \( \Lambda_n \) defined in (7.15) converge to \( \Lambda \) as \( n \to \infty \). By Lemma 3.11 and part (b) of Lemma 7.9, there exist \( C_\delta, n_0 \) and \( x_0 > 0 \) such that \( \mathbb{P}(X_{n_0} \leq x) \leq C_\delta e^{-\Lambda(1-\delta)/\varepsilon} \) for all \( x \in (0, x_0) \). By part (a) of Lemma 7.9, for \( n \geq n_0 \) and \( x \in (0, x_0) \),

\[
\mathbb{P}(X_n \leq x) \leq C_\delta e^{-\Lambda(1-\delta)/\varepsilon}.
\]

It follows that, for large \( n \),

\[
\mathbb{P} \left( X_n \leq g \left( \frac{\Lambda}{(1 + \varepsilon) \log n} \right) \right) \leq C_\delta e^{-(1+\varepsilon/2)(1-\delta) \log n} = C_\delta n^{-\gamma}.
\]

Hence,

\[
\sum_{n=1}^{\infty} \mathbb{P} \left( X_n \leq g \left( \frac{\Lambda}{(1 + \varepsilon) \log n} \right) \right) < \infty,
\]

and the claim follows by the Borel-Cantelli lemma.

(ii) Part (i) implies that for every \( \varepsilon > 0 \),

\[
\liminf_{n \to \infty} \frac{X_n}{g(1/\log n)} \geq \frac{\Lambda^{1/\rho}}{(1 + \varepsilon)^{1/\rho}}.
\]

Part (ii) follows by letting \( \varepsilon \to 0 \).

\[\square\]

From definition (7.13), we obtain for \( n \geq m \),

\[
X_n = B_n + A_n X_{n-1} = B_n + A_n B_{n-1} + A_n A_{n-1} X_{n-2} = \ldots
\]

\[
= \sum_{j=m+1}^{n} \left( \prod_{k=j+1}^{n} A_k \right) B_j + \left( \prod_{k=m+1}^{n} A_k \right) X_m.
\]

We rearrange terms and define new random variables,

\[
X_n^m := X_n - \left( \prod_{k=m+1}^{n} A_k \right) X_m = \sum_{j=m+1}^{n} \left( \prod_{k=j+1}^{n} A_k \right) B_j.
\]
The notation $X^m_n$ is the same as in (6.4) but the meaning is different. We have chosen the same notation for a different object because this will allow us to reuse a part of the proof of Lemma 6.6.

**Lemma 7.11.** (a) Let $Y_0 = 0$ and $Y_k := X^m_{m+k}$ for $k \geq 1$. The sequence $(Y_k, k \geq 0)$ satisfies

$$Y_{k+1} = A_{m+k+1}Y_k + B_{m+k+1}.$$  

(b) For every $m \geq 0$, the sequence $(X^m_{m+k}, k \geq 0)$ has the same distribution as $(X_k, k \geq 0)$.

**Proof.** The claim in (a) follows from (7.20). Part (b) follows from (a). □

**Lemma 7.12.** Fix $\varepsilon > 0$ and suppose that $1 < 1 + \delta < \sqrt{1 + \varepsilon}$ and $\alpha \in (1, 1 + \delta)$. Events

$$\left\{ X^{[n-1]_\alpha}_n \leq g \left( \frac{\Lambda(1 + \varepsilon)}{\log n^\alpha} \right) \right\}$$

happen infinitely often a.s.

**Proof.** We use Lemma 7.11 (b) and (7.14) to see that

$$\sum_{n=1}^{\infty} \mathbb{P} \left( X^{[n-1]_\alpha}_n \leq g \left( \frac{\Lambda(1 + \varepsilon)}{\log n^\alpha} \right) \right) = \sum_{n=1}^{\infty} \mathbb{P} \left( X_{\lfloor n \alpha \rfloor} - \lfloor (n-1) \alpha \rfloor \leq g \left( \frac{\Lambda(1 + \varepsilon)}{\log n^\alpha} \right) \right) \geq \sum_{n=1}^{\infty} \mathbb{P} \left( S \leq g \left( \frac{\Lambda(1 + \varepsilon)}{\log n^\alpha} \right) \right).$$

The random variable $S$ is $\text{IED}_\rho^\alpha(\Lambda)$ by Theorem 7.6, so we can use Lemma 3.11 to write

$$\mathbb{P} \left( S \leq g \left( \frac{\Lambda(1 + \varepsilon)}{\log n^\alpha} \right) \right) \geq \mathbb{P} \left( S \leq g \left( \frac{\Lambda(1 + \delta)}{\log n^\alpha/(1+\delta)} \right) \right) \geq c_\delta n^{-\alpha/(1+\delta)}.$$

It follows that

$$\sum_{n=1}^{\infty} \mathbb{P} \left( X^{[n-1]_\alpha}_n \leq g \left( \frac{\Lambda(1 + \varepsilon)}{\log n^\alpha} \right) \right) = \infty.$$

This, the fact that the random variables $X^{[n-1]_\alpha}_n$, $n \geq 2$, are jointly independent and the Borel-Cantelli lemma imply the claim made in the lemma. □

**Lemma 7.13.** When $n \to \infty$,

$$\frac{X_{\lfloor n \alpha \rfloor} - X^{[n-1]_\alpha}_n}{g(\log n^\alpha)} \to 0, \quad \text{a.s.}$$

**Proof.** We first use (7.20) and then (7.19) with $m = 0$ to obtain

$$X_{\lfloor n \alpha \rfloor} - X^{[n-1]_\alpha}_n = \left( \prod_{k=[(n-1)\alpha]+1}^{\lfloor n \alpha \rfloor} A_k \right) X^{[(n-1)\alpha]}_{[n\alpha]}$$.
We apply assumption (ii) of Theorem 7.8, a part of assumption (i) (namely, that $A \geq 0$ and $B \geq 0$), and $\epsilon > 0$, to see that

$$X_{n^\alpha} - X_{n^{(n-1)\alpha}} = \sum_{j=1}^{|(n-1)\alpha|} \left( \prod_{k=j+1}^{n^\alpha} A_k \right) B_j \leq \sum_{j=1}^{|(n-1)\alpha|} \beta^{n^{(n-1)\alpha} - j} B_j$$

$$= \sum_{i=0}^{|(n-1)\alpha| - 1} \beta^{n^{(n-1)\alpha} + i} B_{|(n-1)\alpha| - i}.$$

The rest of the proof is the same as the proof of Lemma 6.6 starting at (6.5), with $C = 1$. \hfill \Box

Proof of Theorem 7.8. Note that $g$ is regularly varying with index $1/\rho$ at 0. By Lemmas 7.12 and 7.13 for every $\epsilon > 0$,

$$\liminf_{n \to \infty} \frac{X_n}{g(1/ \log n)} \leq \liminf_{n \to \infty} \frac{X_{n^\alpha}}{g(1/ \log ([n^\alpha])))}$$

$$= \liminf_{n \to \infty} \left( \frac{X_{n^\alpha} - X_{n^{(n-1)\alpha}}} {g(1/ \log ([n^\alpha])))} + \frac{X_{n^{(n-1)\alpha}}} {g(1/ \log ([n^\alpha])))} \right)$$

$$\leq \Lambda^{1/\rho}(1 + \epsilon)^{1/\rho}.$$ 

Hence, $\liminf_{n \to \infty} X_n / g(1/ \log(n)) \leq \Lambda^{1/\rho}$ a.s. The theorem follows from this and Lemma 7.10 (ii). \hfill \Box

The following theorem is a version of the well-known results by Kesten [9] and Goldie [7], formulated in [4, Theorem 2.4.4].

Theorem 7.14. Assume that $(A, B)$ satisfy the following conditions.

(i) $A \geq 0$, a.s., and the law of $\log A$ conditioned on $A > 0$ is non-arithmetic, i.e., it is not supported on $aZ$ for any $a > 0$.

(ii) There exists $\alpha > 0$ such that $\mathbb{E}[A^\alpha] = 1$, $\mathbb{E}[|B|^\alpha] < \infty$ and $\mathbb{E}[A^\alpha \log^+ A] < \infty$.

(iii) $\mathbb{P}(Ax + B = x) < 1$ for every $x \in \mathbb{R}$.

Then the equation $X \overset{d}{=} AX + B$ has a solution. There exist constants $c_+, c_-$ such that $c_+ + c_- > 0$ and

$$\mathbb{P}(X > x) \sim c_+ x^{-\alpha} \quad \text{and} \quad \mathbb{P}(X < -x) \sim c_- x^{-\alpha}, \quad \text{when} \ x \to \infty.$$

The constants $c_+, c_-$ are given by

$$c_+ = \frac{1}{\alpha m_\alpha} \mathbb{E} \left[ (AX + B)^\alpha_+ - (AX)^\alpha_+ \right], \quad c_- = \frac{1}{\alpha m_\alpha} \mathbb{E} \left[ (AX + B)^\alpha_- - (AX)^\alpha_- \right],$$

where $m_\alpha = \alpha m_\alpha$.
where \( m_\alpha = \mathbb{E}[A^\alpha \log A] \).

Next we will combine the results of Kesten and Goldie with our own.

**Theorem 7.15.** Assume that \((A, B)\) satisfy the following conditions.

(i) \( A \) and \( B \) are nonnegative, non-constant and independent random variables.

(ii) There exists \( \alpha > 0 \) such that \( \mathbb{E}[A^\alpha] = 1 \), \( \mathbb{E}[A^\alpha \log A] < \infty \) and \( \log A \) conditioned on \( \{A > 0\} \) is a non-arithmetic random variable.

(iii) \( B \) is an IED\(^\rho\)\(_L(\lambda)\)-random variable and \( \mathbb{E}[B^\alpha] < \infty \).

Then the stochastic fixed point equation \( X \distr AX + B \) has a unique solution which is an IED\(^\rho\)\(_L(\Lambda)\) random variable, where \( \Lambda \) is defined in (7.3).

Moreover, \[(7.22) \lim_{x \to \infty} x^\alpha \mathbb{P}(X > x) \]
exists and is a positive number.

**Proof.** We will show that assumptions of Theorem 7.6 are satisfied. Since \( x \mapsto \log x \) is concave and \( A \) is non-constant, we have \( \alpha \mathbb{E}[\log A] < \log \mathbb{E}[A^\alpha] = 0 \), so assumption (ii) of Theorem 7.6 holds. The other assumptions also hold so the first claim follows from Theorem 7.6.

We note that assumptions (i) and (ii) of Theorem 7.14 hold. We will verify assumption (iii). For every \( x \neq 0 \), random variables \( B \) and \( x(1 - A) \) are non-constant and independent so \( \mathbb{P}(B = x(1 - A)) < 1 \). Hence, \( \mathbb{P}(Ax + B = x) < 1 \). Since \( B \) is non-constant, the same conclusion holds for \( x = 0 \). All assumptions of Theorem 7.14 have been verified, so the claim made about (7.22) is a consequence of (7.21). \( \square \)

8. Dependent coefficients in the fixed point equation

This section has a double purpose. First, we will explain how the questions studied in this paper arose in a different project. That project is devoted to a rather different topic so we will only sketch some of its ideas. Needless to say, we hope that our present results will be used to study other models.

Second, the fixed point equation \((1.1)\) coming from the other project has coefficients \( A \) and \( B \) dependent in a different way than in the previous sections of this paper. We plan to develop a theory for such equations in a future article. Here we will limit ourselves to showing that the lack of positive quadrant dependence can make a substantial difference to the main results on IED random variables.

8.1. Motivation. In the rest of this section, we will assume that the vector \((A, B)\) has the following density.

\[
(8.1) \quad \mathbb{P}(A \in da, B \in db) = \frac{e^{-(a^{1/2} - \frac{1}{2})^2/b} - e^{-(a^{1/2} + \frac{1}{2})^2/b}}{2\sqrt{\pi a b}} \cdot \frac{e^{-1/(4b)}}{\sqrt{\pi b^3/2}}, \quad a, b > 0.
\]

We will now explain how this density arose in a project on the Fleming-Viot type process (see [5]). Our new results are in preparation but one can find the following basic scheme in [1]. Let:
• $W_1 = (W_1(t) : t \geq 0)$ and $W_2 = (W_2(t) : t \geq 0)$ be two independent Brownian motions;
• $\tau_1$ and $\tau_2$, respectively, be the first times $W_1$ and $W_2$ hit 0;
• $T = \min\{\tau_1, \tau_2\}$ and $Y = \max\{W_1(T), W_2(T)\}$.

One can show that

$$
\mathbb{P}(Y \in dy, T \in dt) = \frac{\exp\left(-\frac{(1-y)^2+1}{2t}\right) - \exp\left(-\frac{(1+y)^2+1}{2t}\right)}{\pi t^2} \, dtdy, \quad y, t > 0.
$$

The distribution given in (8.1) is obtained by the substitution $A = Y^{-2}, B = TY^{-2}$.

Let $Y_n$ denote the position and let $T_n$ denote the time of the $n$-th renewal of the Fleming-Viot type process. Self-similarity of the process implies that $(T_n/Y_n^2)_{n \geq 1}$ is an iterated random sequence, whose limiting behavior is described by the stochastic fixed point equation $X = AX + B$. We are interested in the right tail behavior of $Y_n/\sqrt{T_n}$ for large $n$, so we could show that $\liminf_{n \to \infty} Y_n/\sqrt{T_n\log\log T_n}$ is a constant. It turns out that this is equivalent to estimating $\mathbb{P}(X < x)$ as $x \to 0^+$.

### 8.2. Dependent coefficients.

We start with some basic facts about the distribution defined in (8.1).

Recall that $\sim$ means that the ratio of two quantities converges to 1.

**Proposition 8.1.** Assume that the vector $(A, B)$ has the distribution given by (8.1).

(a) The density of $A$ is

$$
\mathbb{P}(A \in da) = \frac{4}{\pi (4a^2 + 1)} \, da.
$$

(b) The density of $B$ is

$$
\mathbb{P}(B \in db) = \frac{1}{\sqrt{\pi}} \left( \int_{-\infty}^{\infty} e^{-v^2/2} dv \right) \frac{e^{-1/(4b)}}{b^{3/2}} \, db.
$$

Moreover,

$$
\mathbb{P}(B < x) \sim \int_0^x \frac{e^{-1/(4b)}}{\sqrt{\pi} b^{3/2}} \, db \quad \text{as} \quad x \to 0^+,
$$

$$
\mathbb{P}(B > x) \sim \frac{1}{\pi x} \quad \text{as} \quad x \to \infty.
$$

Random variable $B$ is IED$_1(1/4)$.

**Proof.** (a) We integrate the density of $(A, B)$ with respect to $b$ over $(0, \infty)$ to compute the density of $A$.

$$
\mathbb{P}(A \in da) = \int_0^\infty \frac{\exp\left(-\frac{(a^{1/2} - \frac{1}{2})^2 + \frac{1}{2}}{b}\right) - \exp\left(-\frac{(a^{1/2} + \frac{1}{2})^2 + \frac{1}{2}}{b}\right)}{2\pi \sqrt{ab^2}} \, db \, da.
$$
\[= \frac{1}{2\pi \sqrt{a}} \left[ \int_0^\infty \frac{\exp \left( -\left( \frac{a^{1/2} - \frac{1}{2}}{b} \right)^2 \right)}{b^2} - \int_0^\infty \frac{\exp \left( -\left( \frac{a^{1/2} + \frac{1}{2}}{b} \right)^2 \right)}{b^2} \right] \, da \]

\[= \frac{1}{2\pi \sqrt{a}} \left[ \frac{1}{\left( \frac{a^{1/2} - \frac{1}{2}}{b} \right)^2 + \frac{1}{4}} - \frac{1}{\left( \frac{a^{1/2} + \frac{1}{2}}{b} \right)^2 + \frac{1}{4}} \right] \, da \]

\[= \frac{1}{\pi \left( \frac{a^2 + \frac{1}{4}}{4} \right)}.

(b) In the following calculation, we use the substitution \( u = \sqrt{a} \).

\[\mathbb{P}(B \in db)\]

\[= \int_0^\infty \frac{\exp \left( -\left( \frac{a^{1/2} - \frac{1}{2}}{b} \right)^2 \right) - \exp \left( -\left( \frac{a^{1/2} + \frac{1}{2}}{b} \right)^2 \right)}{2\sqrt{\pi ab}} \, da \left\{ e^{-1/(4b)} \right\} \frac{1}{\sqrt{\pi b^{3/2}}} \, db \]

\[= \int_0^\infty \frac{\exp \left( -\left( \frac{u - \frac{1}{2}}{b} \right)^2 \right) - \exp \left( -\left( \frac{u + \frac{1}{2}}{b} \right)^2 \right)}{\sqrt{\pi b}} \, du\left\{ e^{-1/(4b)} \right\} \frac{1}{\sqrt{\pi b^{3/2}}} \, db \]

\[= \int_0^\infty \frac{\exp \left( -\left( \frac{u - \frac{1}{2}}{b} \right)^2 \right)}{\sqrt{\pi b}} \, du \left\{ e^{-1/(4b)} \right\} \frac{1}{\sqrt{\pi b^{3/2}}} \, db \]

\[= \left( \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{e^{-u^2/2}}{\sqrt{\pi b}} \, du \right) \left\{ e^{-1/(4b)} \right\} \frac{1}{\sqrt{\pi b^{3/2}}} \, db \]

\[= \left( \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{e^{-u^2/2}}{\sqrt{\pi b}} \, du \right) e^{-1/(4b)} \frac{1}{\sqrt{\pi b^{3/2}}} \, db \]

This proves (8.3). We use (8.3) and the following facts,

\[\lim_{b \to \infty} \frac{1}{\sqrt{2\pi}} \int_{-\frac{1}{\sqrt{25}}}^{\frac{1}{\sqrt{25}}} e^{-\frac{v^2}{2}} \, dv = \frac{1}{\sqrt{2\pi}} \text{ and } \lim_{b \to \infty} e^{-1/(4b)} = 1,\]

to conclude that, when \( x \to \infty, \)

\[\mathbb{P}(B > x) \sim \frac{1}{\pi} \int_x^\infty b^{-2} \, db = \frac{1}{\pi x}.
\]

This proves (8.5). Since

\[\lim_{b \to 0^+} \frac{1}{\sqrt{2\pi}} \int_{-\frac{1}{\sqrt{25}}}^{\frac{1}{\sqrt{25}}} e^{-\frac{v^2}{2}} \, dv = 1,\]
we obtain for $x \to 0^+$,
\[
\mathbb{P}(B < x) \sim \int_0^x \frac{e^{-1/(4b)}}{\sqrt{\pi b^{3/2}}} \, db.
\]
This proves (8.4). The claim that $B$ is an IED$_1\left(\frac{1}{4}\right)$-random variable follows from (8.4) by the same arguments as in Lemma 3.7.

**Lemma 8.2.** If $(A_1, B_1)$ and $(A_2, B_2)$ are independent random vectors with the density (8.1) then

(8.6) \[ \limsup_{\varepsilon \to 0^+} \varepsilon \log \mathbb{P}(A_2 B_1 + B_2 < \varepsilon) \leq -\frac{3}{10} < -\frac{1}{4}. \]

**Remark 8.3.** Suppose that $(A_1, B_1)$ and $(A_2, B_2)$ are i.i.d., and $A_1$ and $B_1$ are independent with distributions (8.2) and (8.3). Then $\text{ess inf}(A_1) = 0$ and $B_1$ is IED$_1\left(\frac{1}{4}\right)$. By Corollary 7.5, \[ \lim_{\varepsilon \to 0^+} \varepsilon \log \mathbb{P}(A_2 B_1 + B_2 < \varepsilon) = -\frac{1}{4}. \] However, (8.6) shows that we do not have the same conclusion when $A_1$ and $B_1$ are not independent.

**Proof of Lemma 8.2.** First, recall that by Lemma 3.11, for every $\delta > 0$ there exists $C > 0$ such that for all $x > 0$,
\[
\mathbb{P}(B_1 < x) \leq C \exp \left( -\left( \frac{1}{4} - \delta \right) x^{-1} \right).
\]
The second inequality in the following calculation is justified by the above formula. Later in the calculation, we will use the substitution $y = a^{1/2}$.

\[
\begin{align*}
\mathbb{P}(A_2 B_1 + B_2 < \varepsilon) &= \int_0^\varepsilon \int_0^\infty \mathbb{P}(aB_1 + b < \varepsilon) \frac{\exp \left( -\left( \frac{a^{1/2} - \frac{1}{2}}{b} \right)^2 + \frac{1}{4} \right) - \exp \left( -\left( \frac{a^{1/2} + \frac{1}{2}}{b} \right)^2 + \frac{1}{4} \right)}{2\pi b^2 \sqrt{a}} \, da \, db \\
&\leq \int_0^\varepsilon \int_0^\infty \mathbb{P} \left( B_1 < \frac{\varepsilon - b}{a} \right) \frac{\exp \left( -\left( \frac{a^{1/2} - \frac{1}{2}}{b} \right)^2 + \frac{1}{4} \right)}{2\pi b^2 \sqrt{a}} \, da \, db \\
&\leq \int_0^\varepsilon \int_0^\infty C \exp \left( -\left( \frac{1}{4} - \delta \right) \frac{a}{\varepsilon - b} \right) \frac{\exp \left( -\left( \frac{a^{1/2} - \frac{1}{2}}{b} \right)^2 + \frac{1}{4} \right)}{2\pi b^2 \sqrt{a}} \, da \, db \\
&\leq \int_0^\varepsilon \int_0^\infty C \exp \left( -\left( \frac{1}{4} - \delta \right) \frac{a}{\varepsilon} \right) \frac{\exp \left( -\left( \frac{a^{1/2} - \frac{1}{2}}{b} \right)^2 + \frac{1}{4} \right) - \frac{1}{4b}}{2\pi b^2 \sqrt{a}} \, da \, db \\
&= C \int_0^\infty \frac{1}{2\sqrt{\pi a}} \exp \left( -\varepsilon^{-1} \left[ \left( a^{1/2} - \frac{1}{2} \right)^2 + \left( \frac{1}{4} - \delta \right) \frac{a}{\varepsilon} \right] \right) \, da \int_0^\varepsilon \frac{e^{-1/(4b)}}{\sqrt{\pi b^2}} \, db \\
&= C \int_0^\infty \frac{1}{2\sqrt{\pi a}} \exp \left( -\varepsilon^{-1} \left[ \left( \frac{5}{4} - \delta \right) \left( a^{1/2} - \frac{2}{5 - 4\delta} \right)^2 + \frac{1}{4} - \frac{1}{5 - 4\delta} \right] \right) \, da \times
\end{align*}
\]
\[
\times \int_0^\varepsilon \frac{e^{-1/(4b)}}{\sqrt{\pi b^2}} \, db \\
\leq C \sqrt{2} \left[ \frac{\varepsilon}{2} \left( \frac{5}{4} - \delta \right)^{-1} \right]^{1/2} \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi} \left[ \frac{\varepsilon}{2} \left( \frac{5}{4} - \delta \right)^{-1} \right]} \exp \left( - \frac{(y - \frac{2}{5 - 4\delta})^2}{2 \left[ \frac{\varepsilon}{2} \left( \frac{5}{4} - \delta \right)^{-1} \right]} \right) \, dy \times \\
\times \exp \left( -\varepsilon^{-1} \left( \frac{1}{4} - \frac{1}{5 - 4\delta} \right) \right) \int_0^\varepsilon \frac{e^{-1/(4b)}}{\sqrt{\pi b^2}} \, db \\
= C \sqrt{2} \left[ \frac{\varepsilon}{2} \left( \frac{5}{4} - \delta \right)^{-1} \right]^{1/2} \exp \left( -\varepsilon^{-1} \left( \frac{1}{4} - \frac{1}{5 - 4\delta} \right) \right) \int_0^\varepsilon \frac{e^{-1/(4b)}}{\sqrt{\pi b^2}} \, db.
\]

By the same argument as in the proof of Lemma 3.7, we have

\[
\limsup_{\varepsilon \to 0^+} \varepsilon \log \int_0^\varepsilon \frac{e^{-1/(4b)}}{\sqrt{\pi b^2}} \, db = -1/4.
\]

This and the previous estimate yield

\[
\limsup_{\varepsilon \to 0^+} \varepsilon \log \mathbb{P}(A_2 B_1 + B_2 < \varepsilon) \leq - \frac{1}{4} - \frac{1}{4} + \frac{1}{5 - 4\delta}.
\]

The proof of the lemma is completed by letting \( \delta \to 0^+ \). \( \square \)

**Proposition 8.4.** Assume that the vector \((A, B)\) has the distribution given by (8.1). The stochastic fixed point equation

\[
X \overset{d}{=} AX + B,
\]

has a unique solution and we have

\[
\limsup_{\varepsilon \to 0^+} \varepsilon \log \mathbb{P}(X < \varepsilon) \leq - \frac{3}{10} < - \frac{1}{4}.
\]

**Proof.** We use the substitution \( a = x/2 \) in the following calculation.

\[
\mathbb{E}[\log A] = \int_0^\infty \frac{4 \log a}{\pi(4a^2 + 1)} \, da = 2 \int_0^\infty \frac{\log(x/2)}{\pi(x^2 + 1)} \, dx = 2 \int_0^\infty \frac{\log x - \log 2}{\pi(x^2 + 1)} \, dx \\
= -2 \log 2 \int_0^\infty \frac{1}{\pi(x^2 + 1)} \, dx + \int_0^\infty \frac{\log x}{\pi(x^2 + 1)} \, dx.
\]

It is easy to see that \( \int_0^\infty \frac{1}{\pi(x^2 + 1)} \, dx = 1/2 \). The substitution \( y = x^{-1} \) yields \( \int_0^\infty \frac{\log x}{\pi(x^2 + 1)} \, dx = - \int_0^\infty \frac{\log y}{\pi(y^2 + 1)} \, dy \), so these integrals must be equal to 0. Hence, \( \mathbb{E}[\log A] = - \log 2 < 0 \).

It follows from (8.5) that \( \mathbb{E}[\log^+ B] < \infty \). The assumptions of Theorem 5.1 are satisfied so (8.7) has a unique solution.

Suppose that \( X \) is the solution to (8.7). It is non-negative because it has the representation (5.2), where all random variables are non-negative. Suppose that \((A_1, B_1) \overset{d}{=} (A, B), (A_2, B_2) \overset{d}{=} (A, B), (A_1, B_1), (A_2, B_2)\) and \( X \) are jointly independent. Then

\[
\mathbb{P}(X < \varepsilon) = \mathbb{P}(A_1 X + B_1 < \varepsilon) = \mathbb{P}(A_2 (A_1 X + B_1) + B_2 < \varepsilon) \leq \mathbb{P}(A_2 B_1 + B_2 < \varepsilon).
\]
Now (8.8) follows from Lemma 8.2. □

**Remark 8.5.** One can actually show that
\[
\lim_{\varepsilon \to 0^+} \varepsilon \log \mathbb{P}(X < \varepsilon) = -\frac{1}{2}.
\]
However, the proof would take several additional pages so we will only sketch it. An appropriate modification of the argument in the proof of Lemma 8.2 shows that for the sequence \( X_n = A_n X_{n-1} + B_n \) with \( X_0 = 0 \), we have
\[
\limsup_{\varepsilon \to 0^+} \varepsilon \log \mathbb{P}(X_n < \varepsilon) \leq \tau_n,
\]
where \( \tau_n \downarrow -\frac{1}{2} \). Using the fact that \( \mathbb{P}(X < \varepsilon) \leq \mathbb{P}(X_n < \varepsilon) \) it follows that
\[
\limsup_{\varepsilon \to 0^+} \varepsilon \log \mathbb{P}(X < \varepsilon) \leq -\frac{1}{2}.
\]
On the other hand for every \( \delta > 0 \), one can find a bounded positive function \( g_\delta \) on \((0, \infty)\) such that
\[
\mathbb{P}(Ax + B < \varepsilon) \geq g_\delta(x) e^{-\left(\frac{1}{2} + \delta\right) \varepsilon^{-1}},
\]
for all \( x > 0 \). Hence, \( \mathbb{P}(AX + B < \varepsilon) \geq E[g_\delta(X)] e^{-\left(\frac{1}{2} + \delta\right) \varepsilon^{-1}} \), and, therefore,
\[
\liminf_{\varepsilon \to 0^+} \varepsilon \log \mathbb{P}(X < \varepsilon) \geq -\left(\frac{1}{2} + \delta\right).
\]
The claim follows by letting \( \delta \to 0^+ \).
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