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ABSTRACT A device-to-device (D2D) aided multi-antenna coded caching scheme is proposed to improve the average delivery rate and reduce the downlink (DL) beamforming complexity. Novel beamforming and resource allocation schemes are proposed where local data exchange among nearby users is exploited. The transmission is split into two phases: local D2D content exchange and DL transmission. In the D2D phase, subsets of users are selected to share content with the adjacent users directly. In this regard, a low complexity D2D mode selection algorithm is proposed to find the appropriate set of users for the D2D phase with comparable performance to the optimal exhaustive search. During the DL phase, the base station multicasts the remaining data requested by all the users. We identify scenarios and conditions where D2D transmission can reduce the delivery time. Furthermore, we demonstrate how adding the new D2D phase to the DL-only scenario can significantly reduce the beamformer design complexity in the DL phase. The results further highlight that by partly delivering requested data in the D2D phase, the transmission rate can be boosted due to more efficient use of resources during the subsequent DL phase. As a result, the overall content delivery performance is greatly enhanced, especially in the finite signal-to-noise (SNR) regime.

INDEX TERMS Multi-antenna communications, coded caching, multicast beamforming, D2D communication.

I. INTRODUCTION

Caching of popular content near or at the end-users is a widely accepted solution to support high-quality content delivery in wireless networks [1], [2]. Specifically, considering the upcoming data-intensive applications such as extended reality (XR), which rely heavily on asynchronous content reuse [3], [4], [5], proactive caching at the end-users could relieve network congestion during busy hours. The aim is to leverage off-peak hours to move content closer to the end-users, relieving the network’s load during peak hours. Unlike traditional caching schemes, which rely on per-user caching capability, coded caching (CC) was recently proposed by Maddah-Ali and Niesen in [6] to benefit from the aggregated memory across the network. Specifically, by careful cache placement and multicast delivery, the CC can achieve a so-called global caching gain in addition to traditional local caching gains [7].

The CC scheme was initially proposed for an error-free shared link framework (e.g., [6], [8], and [9]), but was promptly extended to wireless setup in [10], [11], [12], [13]. In this regard, the setup in [6] is extended in [10] to a multiple server scenario, where the effects of the network structure on the CC performance are investigated. Motivated by the results in [10], the authors in [11] propose different multi-antenna CC transmission schemes for the physical layer. Furthermore, focusing on high signal-to-noise ratio (SNR) region analysis, authors in [12], [13] show that CC boosts the wireless network performance in terms of degrees-of-freedom (DoF). Specifically, the global coded caching gain offered by the CC
and the spatial multiplexing gain provided by a multi-antenna transmitter are additive in a wireless broadcast channel [14]. Moreover, the multi-antenna CC is highly beneficial with finite SNR as long as the interference is appropriately compensated [15], [16], [17]. Specifically, while [15] and [16] use a rate-splitting approach to simultaneously benefit from the global caching and the spatial multiplexing gains, a general beamformer design was proposed in [17] to improve the finite-SNR performance of the coded caching in wireless networks.

Despite significant benefits of CC in wireless networks, several practical challenges have been identified [18], [19], [20], [21], [22], [23], [24], [25], [26], [27], [28]. For instance, users’ privacy requirements to prevent information leakage have been specified in [18]. In this regard, authors in [19] extend the idea in [18] to a device-to-device (D2D) CC network, using imperfect secret sharing and one-time pad keying techniques. The number of file division requirements in CC, known as subpacketization problem, is considered in [20], [21], [22], [24], [25]. While the linear block code (LBC) technique is used to reduce the subpacketization in [20], authors in [21], [22] are cleverly using the multiple antennas at the transmitter for the same benefit. In a similar work, the effect of the subpacketization on the achievable rate in the low-SNR region was also investigated in [23]. Finally, the shared-cache scheme is proposed in [24], [25] to efficiently control the subpacketization requirement.

Another crucial issue in the CC wireless setting is near-far problem. Explicitly, in conventional CC delivery schemes, a common message is transmitted to several users. Thus, the rate is always limited by the user with the worst channel condition to ensure every user can decode the common message [17]. In this regard, the authors in [26] propose a congestion control to avoid serving users in a fading state, while the authors in [27] propose to serve users when they are in favorable conditions via appropriate scheduling. Using a different approach, deep reinforcement learning (DRL) is used in [28] to jointly design caching and scheduling schemes, and hence alleviating the near-far problem. Unlike [27] and [26], which apply traditional XORing of data elements, authors in [29] and [3] allocate different rates to users with different channel conditions by altering the modulation scheme. Finally, one critical drawback of traditional wireless CC delivery is the high complexity of the optimized beamforming solutions, which can render multi-antenna CC infeasible for large networks [17].

The CC cache placement must be carefully designed so that every user has some data needed by others [6]. On the other hand, in many particular use cases, such as immersive viewing applications, groups of users are being served together [3], [4], [5]. In such scenarios, users can intermingle at close distances, making D2D communication quite alluring. Motivated by this, a two-phase transmission scheme is proposed in this paper, where the downlink (DL) multicasting of the file fragments in [17] is complemented by the direct D2D exchange of local cache contents.

A. RELATED WORKS

D2D communication has been studied extensively in wireless scenarios for traditional caching methods, where an entire file is placed at the end-user (see for example [7], [30], [31], [32]). The idea is that utilizing D2D communication results in less congested servers, improved network energy efficiency (EE), mitigation of near-far problem, etc. On the other hand, currently, there is an increasing interest in machine learning (ML) tools such as deep deterministic policy gradient (DDPG) [33] as a means for various wireless resource allocation problems (e.g., [34]). In this regard, ML has also been applied for cache-aided data delivery, including D2D communications [35]. Specifically, ML tools are utilized for cache placement and delivery scheduling for cache-aided networks [35], including coded caching [28].

Coded caching-based transmission schemes have also been introduced to D2D networks to improve the overall performance [36], [37], [38], [39], [40], [41], [42]. An infrastructure-less CC network is considered in [36], where the D2D is the only transmission link. Moreover constructive achievable coding strategies and information-theoretic bounds are also specified in [36]. Later, the authors in [37] characterized the optimal load-memory trade-off under the uncoded placement and one-shot delivery assumptions. Yet, the authors in [37] extend the system model in [36] such that robustness against random user inactivity is achieved via maximum distance separation (MDS) coding. Users with different available memories are considered in [38] to extend the scenario in [36] to a more practical one. On the other hand, the authors in [39] show that the frequency reuse gain and CC multicasting gain are additives when users move inside the D2D network. The authors in [40] extend [36] to a general framework by utilizing the placement delivery array (PDA), alleviating the subpacketization problem.

Authors in [41] extend the network in [6] to the case where users can cooperate via D2D links. Therein, the D2D and DL transmissions are assumed to be carried out in parallel without interference. Thus, to minimize the total transmission time, the authors in [41] optimally divide the transmission load into D2D and DL parts. Unlike [36], [37], [38], [39], [40], [41] with fixed rates assumption, the authors in [42] consider a multi-user single-input single-output (SISO) scenario where transmission rates vary depending on channel conditions. In this regard, D2D transmissions are utilized along with the DL transmission to decrease the transmission time. Specifically, the BS decides whether to transmit a sub-file in DL or D2D fashion based on users’ neighboring conditions. Furthermore, different amounts of memory are dedicated to the D2D and DL sub-files in [42] to minimize the delivery time.
B. MAIN CONTRIBUTION

Although CC-based D2D communication has been thoroughly investigated in the literature for single-antenna transceivers [36], [37], [38], [39], [40], [41], [42], a D2D framework supporting CC-based multi-antenna communication is still missing. In this regard, this paper extends the framework studied in the previous studies [36], [37], [38], [39], [40], [41], [42] to a multi-antenna transmitter scenario, where we consider a single-cell multi-user multiple-input single-output (MISO) network. The proposed delivery scheme in this work uses D2D transmission as a complementary feature to reduce the DL transmissions. The cache placement is based on [6]; thus, every user has some data that can be shared with other users. The goal is to minimize the total transmission time by delivering a part of the requested data via D2D transmissions while the rest is delivered by the base station (BS). To find the optimal combination of D2D and DL transmissions, we should be able to compare the available D2D and the DL rates. However, the optimal D2D/DL mode selection is a combinatorial problem, requiring an exhaustive search for D2D opportunities over a group of users. Hence, due to the NP-hard nature of the problem, the exhaustive search quickly becomes computationally intractable. On the other hand, to know the exact achievable DL rate, all the beamformers should be first designed for all possible combinations. As mentioned before, this is challenging due to the high computational complexity of multicast beamforming. Consequently, we propose an approximation for the DL achievable rate without computing the beamformers to resolve the beamforming complexity issue. Next, based on the optimized DL rate, we provide a low complexity mode selection algorithm, which allows efficient determination of D2D opportunities even for a large number of users.

The computational complexity of the proposed algorithm is significantly reduced compared to the exhaustive search with similar performance. In this work, instantaneous channel knowledge is utilized for D2D/DL mode selection without relying on past statistics about users’ channel conditions. However, improved performance is possible by collecting data about the DL/D2D channel conditions over time and applying e.g., ML tools to predict the behavior. A thorough survey on ML-based approaches for cache-aided networks (e.g., data integrity, dynamic environment, utilization of big data) can be found in [45].

In infrastructure-less networks, as in [36], the geographical separation of users severely affects the total transmission time. However, using the D2D transmission phase as a complementary phase for the DL transmission results in steadier behavior against geographical separation than in the DL-only case in [17] and the D2D-only case in [36]. In addition, it significantly shortens the delivery time. On the other hand, by allowing direct D2D exchange of file fragments, the interference management among a reduced number of downlink multicast streams becomes more efficient than in [17]. Finally, we thoroughly investigate the complexity reduction of the DL beamformer due to the proposed complementary D2D phase.

This paper extends our earlier conference papers [43], [44] to a general D2D-aided multi-antenna CC framework without any group size restrictions and also provides a more detailed analysis of beamforming complexity.

C. ORGANIZATION AND NOTATIONS

The rest of the paper is organized as follows. In Section II the system model is introduced. In Section III we illustrate the main elements of the proposed scheme via two examples. Then, Section IV demonstrates the proposed scheme for the general case. Section V analyzes the complexity reduction of the DL beamforming due to the complementary D2D phase. Section VI presents numerical results, and Section VII concludes the paper.

1) NOTATIONS

Matrices and vectors are presented in boldface upper and lower case letters, respectively. The Hermitian of the matrix $A$ is denoted as $A^H$. Cardinality of a discrete set $A$ is given by $|A|$. Let $C$ denote the set of complex numbers and $\| \|$ be the norm of a complex vector. Also, $[m]$ denotes the set of integer numbers $\{1, \ldots, m\}$, and $\oplus$ represents addition in the corresponding finite field. Finally, Table 1 collects the main notations used in this paper.

| Table 1. The list of main notations. |
|--------------------------------------|
| List of Notations                  |
| $W$ Library                        |
| $\tau$ Global caching gain $W_{n,\tau}$ Subfile $n$ |
| $d_k$ Request index $D(t)$ D2D set |
| $R_{\tau}(i)$ D2D receiver set $A_{\tau}$ D2D transmit signal |
| $P_d$ User transmit power $N_\tau$ Noise variance |
| $h_d$ D2D channel $\gamma_k$ Received signal |
| $x_k$ Receiver noise $X_k$ DL transmit message |
| $w_{\tau,k}$ DL beamformer $h_k$ DL channel |
| $\delta_{\tau,k}$ D2D delivery time $\delta_k$ DL delivery time |
| $P_{\tau,k}$ Symmetric rate $P_{\tau,k}$ BS transmit power |
| $\mathbf{x}_{DL,k}$ DL transmit signal $f_{DL}(\mathbf{P})$ D2D user set indicator |
| $C(.)$ DL file size $\Omega_{LS,\tau}$, $\Omega_{SS,\tau}$ Set of D2D user sets |
| $\Omega_{S}$ Set of DL messages $\Omega_{S,\tau}$ Needed message set |
| $T_{\tau,k}$ Interference set $N_{\tau,k}$, $N_{\tau,k}'$ DL message count |

II. SYSTEM MODEL

We consider a system consisting of a single $L$ antenna BS and $K$ single antenna users. The BS has a library of $N$ files, namely $W = \{W_1, \ldots, W_N\}$, where each file has the size of $F$ bits. The normalized cache size (memory) of each user is $M$ files. Each user $k$ stores a fragment of each file, denoted by $Z_k(W_1, \ldots, W_N)$ during the cache placement phase (cache placement is identical to [6]). Thus, for the case $\tau = \frac{KM}{N} \in \mathbb{N}$, each file is divided into $(\frac{F}{\tau})$ non-overlapping subfiles, i.e., $W_k = \{W_{n,\tau} : \mathcal{V} \subset [K], |\mathcal{V}| = \tau\}, \forall n \in [N]$. Each user $k$ stores all the subfiles $\mathcal{V} \ni k$, i.e., $Z_k = \{W_{n,\tau} | k \in \mathcal{V}, \mathcal{V} \subset [K], |\mathcal{V}| = \tau, \forall n \in [N]\}$. During the content delivery phase, user $k \in [K]$ makes a request for the file $W_{d_k}, d_k \in [N]$. 
We envision a scenario where a group of users is being served simultaneously. These users are free to move inside the coverage area, and at specific times, they request some content from the server. The immersive viewing application illustrated in [3] and [4] can be considered a specific use case. Thus, it is very likely to have some nearby users at each time instance who can share some content among themselves via D2D transmissions. Accordingly, the delivery phase starts with the D2D sub-phase, divided into a number of D2D time slots. In each time slot $t$, a group of nearby users, denoted by set $D(t)$, are instructed by the BS to locally exchange data. Furthermore, each D2D time slot is divided into $|D(t)|$ orthogonal D2D transmissions (see Fig. 1). In each D2D transmission, a user $i \in D(t)$ transmits a coded message denoted by $X^{D2D}_i$ to an intended set of receivers $R^D(i) \subseteq D(t)$. Thus, the message $X^{D2D}_i$ can be transmitted at rate\(^1\)

$$R^D_i = \min_{k \in R^D(i)} \log \left(1 + \frac{P_d|h_{ik}|^2}{N_0}\right),$$

where $P_d$ is the user’s available transmit power, and $h_{ik} \in \mathbb{C}$ is the channel coefficient between user $i$ and user $k$. Note that in each D2D transmission, a single user in $D$ multicasts a message to the rest of the group members. Hence, the weakest receiver limits the rate. Furthermore, following [36], each subfile is transmitted in a D2D group $|D|−1$ times. Therefore, subfiles are further divided into $|D|−1$ smaller parts for D2D transmissions to ensure fresh content is transmitted.

The D2D subphase is followed by the downlink phase, where the BS multicasts coded messages containing all the remaining file fragments so that all users can decode their requested content. The received downlink signal at user terminal $k \in [K]$ is given by

$$y_k = \mathbf{h}_k^H \sum_{T \subseteq S} w^S_T \hat{X}^S_T + z_k,$$

where $\hat{X}^S_T$ is the multicast message chosen from a unit power complex Gaussian codebook dedicated to all the users in subset $T$ of set $S \subseteq [K]$ (provided that subset $T$ has not been considered in D2D transmissions). The channel vector between the BS and user $k$ is denoted by $\mathbf{h}_k \in \mathbb{C}^L$, the receiver noise is given by $z_k \sim \mathcal{CN}(0, N_0)$, and $w^S_T$ is the beamforming vector dedicated to $\hat{X}^S_T$. The channel state information at the transmitter (CSIT) of all $K$ users is assumed to be perfectly known. Finally, the total achievable rate (per user) over the above-described two phases is given by

$$R_U = \frac{F}{T_{D2D} + T_{DL}},$$

where $T_{D2D}$ and $T_{DL}$ denote the transmission time for the D2D and DL sub-phases, respectively.

### III. D2D AIDED BEAMFORMING EXPLAINED: EXAMPLE

In this section, we illustrate the main idea of the proposed scheme via two examples. In the first example, we have a network of 3 users, and in the second example, the number of users is increased to 4.

#### A. EXAMPLE 1: $K = 3$, $N = 3$, $M = 1$, AND $L = 2$

In this example, the network is comprised of $K = 3$ users and a library $W = \{A, B, C\}$ of $N = 3$ files, where each user has the cache size $M = 1$ file. The base station is equipped with $L = 2$ transmit antennas. To begin with, the cache content $Z_k$ at each user $k = 1, \ldots, K$ is $Z_1 = \{A_1, B_1, C_1\}$, $Z_2 = \{A_2, B_2, C_2\}$, $Z_3 = \{A_3, B_3, C_3\}$. Note that each file is divided into three equal-sized sub-files, following the cache placement in [6]. In this example, we assume users 1 and 2 are close to each other (c.f. Fig. 2).

Without loss of generality, assume users 1, 2, and 3 request files $A$, $B$, and $C$, respectively. Now, the delivery is carried out in two phases. In the first phase, i.e., the D2D phase, users 1 and 2 are assumed to share their local cache content

---

\(^1\)In this paper, we assume all D2D user groups $D(i)$ are served using time-division multiplexing. Further improvement can be achieved by allowing parallel mutually interfering transmissions within multiple groups.
through the D2D transmission. Thus, a single D2D time slot with $D = \{1, 2\}$ exists. It is evident that user 2 would request $B_1$ from user 1, and user 1 would request $A_2$ from user 2. The D2D transmission is assumed to be half-duplex, i.e., two uni-directional D2D transmissions are included in each time slot. The time required for the D2D phase is given by $T_{D2D} = T (1 \rightarrow R^D (1)) + T (2 \rightarrow R^D (2)) = \frac{F}{3} + \frac{F}{3}$, where $R^D (1) = \{2\}$, $R^D (2) = \{1\}$, and $R^D (i) = \log \left(1 + \frac{P_d|h_{1i}|^2}{N_0}\right)$. Note that $\frac{F}{3}$ fractions of the requested files are delivered in each transmission.

In the second phase (i.e., DL transmission), the BS multicasts the remaining content via coded messages. In the given example, user 3 is not served in the D2D phase and still needs $C_1$ and $C_2$. However, users 1 and 2 only require $A_1$ and $B_3$, respectively. These contents are XOR coded over two messages for user pairs (1, 3) and (2, 3). Namely, the messages are $X_{1,3} = A_3 \oplus C_1$ and $X_{2,3} = B_3 \oplus C_2$. Note that $X_{1,3}$ simultaneously benefits both users 1 and 3. Similarly, $X_{2,3}$ is a coded message intended for users 2 and 3. Accordingly, the multicast beamformer vectors $w_{1,3}$ and $w_{2,3}$ are associated with messages $X_{1,3}$ and $X_{2,3}$, respectively. The downlink signal is then formed as $x_{DL} = \tilde{X}_{1,3}w_{1,3} + \tilde{X}_{2,3}w_{2,3}$, where $\tilde{X}$ stands for the modulated $X$, chosen from a unit power complex Gaussian codebook [17]. Here, user 3 is assumed to use a successive-interference-cancellation (SIC) receiver to decode both intended messages (interpreted as a multiple-access-channel (MAC)). In contrast, users 1 and 2 get served with a single message, with the other seen as interference.

Now, assume user 3 can decode both messages $\tilde{X}_{1,3}$ and $\tilde{X}_{2,3}$ with the equal rate $R_{MAC}^3 = \min \left(\frac{F}{3}R_{Sum,13}^1, R_1^3, R_2^3\right)$, where the rate region corresponding to $\tilde{X}_{1,3}$ and $\tilde{X}_{2,3}$ is limited by $R_1^3 = \log \left(1 + \frac{|h_{11}^T w_{1,3}|^2}{N_0}\right)$, $R_2^3 = \log \left(1 + \frac{|h_{21}^T w_{2,3}|^2}{N_0}\right)$, and $R_{Sum}^3 = \log \left(1 + \frac{|h_{11}^T w_{1,3}|^2 + |h_{21}^T w_{2,3}|^2}{N_0}\right)$. Accordingly, the corresponding downlink beamforming problem can be expressed as max $R_{MAC}^3$, $R_1^3$, $R_2^3$, where the rates of users 1 and 2 are given as

$$R_1^3 = \log \left(1 + \frac{|h_{11}^T w_{1,3}|^2}{|h_{21}^T w_{2,3}|^2 + N_0}\right),$$

$$R_2^3 = \log \left(1 + \frac{|h_{21}^T w_{2,3}|^2}{|h_{11}^T w_{1,3}|^2 + N_0}\right).$$

Here, due to D2D transmissions, the beamforming problem differs from the one proposed in [17]. The partial file exchange in the D2D phase allows focusing the available DL power on fewer multicast streams. In addition, it alleviates the DL phase’s inter-stream interference conditions, making the DL multicast beamforming more efficient and easier to design (see Section V). On the other hand, the D2D transmission requires an orthogonal allocation in the time domain. This introduces an inherent trade-off between the number of resources allocated to the D2D and DL phases.

Finally, the corresponding symmetric rate maximization is given as

$$\max_{w_{i,j}, r} \quad r$$

s.t. $r \leq \frac{1}{2} \log(1 + \gamma_1^3 + \gamma_2^3), \quad r \leq \log(1 + \gamma_1^3), \quad r \leq \log(1 + \gamma_2^3), \quad r \leq \log(1 + \gamma_1^3),$$

$$\gamma_1^1 \leq \frac{|h_{11}^T w_{1,3}|^2}{|h_{11}^T w_{1,3}|^2 + N_0}, \quad \gamma_1^3 \leq \frac{|h_{11}^T w_{1,3}|^2}{|h_{11}^T w_{1,3}|^2 + N_0},$$

$$\gamma_2^3 \leq \frac{|h_{21}^T w_{2,3}|^2}{N_0}, \quad \|w_{1,3}\|^2 + \|w_{2,3}\|^2 \leq P_F,$$

where $P_F$ is the total available power at the BS. The rate constraints can be written as a convex second-order cone problem as shown in [17]. However, the signal-to-interference-plus-noise ratio (SINR) constraints are non-convex and require an iterative solution. A successive convex approximation (SCA) solution for the SINR constraints can be found, e.g., in [17]. Please notice that, here, due to D2D transmission in the first phase, we have only two beamformer vectors ($w_{1,3}$ and $w_{2,3}$), which means we can dedicate more power to our intended signals ($X_{1,3}$ and $X_{2,3}$) compared to [17]. The time required for the DL phase is given by $T_{DL} = \frac{F/3}{T} = \max_{w_{1,3}} \min(R_{MAC}^3, R_1^3, R_2^3)$.

Here, similar to the first phase, all users are served with coded messages of size $\frac{F}{3}$ bits. Finally, the achievable rate over the D2D and DL phases is given in (3).

**B. EXAMPLE 2: K = 4, N = 4, M = 2, AND L = 2**

In this example, we consider a scenario where $K = 4$ users and a library $W = \{A, B, C, D\}$ of $N = 4$ files, and each user has a cache for storing $M = 2$ files. Also, the base station is equipped with $L = 2$ transmit antennas. Following the cache
placement in [6], each file is split into $\binom{K}{S} = \binom{4}{2} = 6$ subfiles as follows
\begin{align*}
A &= \{A_{1,2}, A_{1,3}, A_{1,4}, A_{2,3}, A_{2,4}, A_{3,4}\}, \\
B &= \{B_{1,2}, B_{1,3}, B_{1,4}, B_{2,3}, B_{2,4}, B_{3,4}\}, \\
C &= \{C_{1,2}, C_{1,3}, C_{1,4}, C_{2,3}, C_{2,4}, C_{3,4}\}, \\
D &= \{D_{1,2}, D_{1,3}, D_{1,4}, D_{2,3}, D_{2,4}, D_{3,4}\}.
\end{align*}

Each file $W_T$ is cached at user $k$ if $k \in T$. Let us assume that users $1, 4$ request files $A, D$, respectively.

In this example, we assume users 1, 2, and 3 are close to each other, while user 4 is far from them as illustrated in Fig. 3. Then, during this phase, the first three users (collected in $D = \{1, 2, 3\}$) locally exchange content in three orthogonal D2D transmissions. Following [36], each subfile is further divided into $|D(t)| - 1 = 2$ fragments, discriminated by their superscript indices. Thus, in the first D2D transmission of length $T_1 = \mathcal{R}(1)$ (seconds), user 1 multicasts $X_{\text{D2D},1} = B_{1,3} + C_{1,2}$ to $\mathcal{R}(1) = \{2, 3\}$. In the second D2D transmission, user 2 transmits $X_{\text{D2D},2} = A_{1,3} + C_{2,1}$ to $\mathcal{R}(2) = \{1, 3\}$, which will take $T_2 = \mathcal{R}(2)$ seconds. Finally, in the third D2D transmission of length $T_3 = \mathcal{R}(3)$ seconds, user 3 transmits $X_{\text{D2D},3} = A_{2,3} + B_{2,1}$ to $\mathcal{R}(3) = \{1, 2\}$. These transmissions require the total time of $T_{\text{D2D}} = \mathcal{R}(1) + \mathcal{R}(2) + \mathcal{R}(3)$, in which
\begin{align*}
T &\frac{i}{12} = \mathcal{R}(i), \quad i = 1, 2, 3
\end{align*}
and $\mathcal{R}(i), i = 1, 2, 3$ is given in (1).

In the DL phase, the BS transmits a message comprised of the remaining subfiles $x_{\text{DL}} = \tilde{X}_{1,2,4}w_{1,2,4} + \tilde{X}_{1,3,4}w_{1,3,4} + \tilde{X}_{2,3,4}w_{2,3,4}$, where $X_{1,2,4} = A_{2,4} + B_{1,4} + D_{1,2}, X_{1,3,4} = A_{3,4} + C_{1,4} + D_{1,3},$ and $X_{2,3,4} = B_{3,4} + C_{2,4} + D_{2,3}$, and $\tilde{X}_T$ is the modulated version of $X_T$. At the end of this phase, user 1 is interested in decoding $\{X_{1,2,4}, X_{1,3,4}\}$, user 2 is interested in decoding $\{X_{1,2,4}, X_{2,3,4}\}$, user 3 is interested in decoding $\{X_{1,3,4}, X_{2,3,4}\}$, and, user 4 is interested in decoding all the three terms $\{X_{1,2,4}, X_{1,3,4}, X_{2,3,4}\}$. Thus, from the perspective of users 1, 2, and 3, there exists a MAC channel with two useful terms and one interference term. However, from the perspective of the user 4, there exists a MAC channel with three useful terms. In this regard, for users 1, 2, and 3 the MAC rate region is given as $R_{\text{MAC}} = \min_k\{R_{\text{sum}}, R_1^{k}, R_2^{k}\}, k = 1, 2, 3$. For instance, for user 1, we have $R_1^{k} = \log \left(1 + \frac{[h_{1}^{|w_{1,1,2,4}|^2}]}{[h_{1}^{|w_{2,3,4}|^2} + N_0]}\right)$, $R_2^{k} = \log \left(1 + \frac{[h_{1}^{|w_{2,3,4}|^2}]}{[h_{1}^{|w_{1,2,4}|^2} + N_0]}\right)$, and $R_{\text{sum}}^{k} = \log \left(1 + \frac{[h_{1}^{|w_{2,3,4}|^2}]}{[h_{1}^{|w_{1,2,4}|^2} + N_0]}\right)$.

To derive the fourth user’s rate region, we face a MAC with three messages. Thus, we have 7 MAC region inequalities, which will result in $R_{\text{MAC}}^4$. Then, the corresponding rate constraints for the MAC channel are listed below
\begin{align*}
R_1^4 &= \log \left(1 + \frac{[h_{2}^{|w_{1,2,4}|^2}]}{N_0}\right), \\
R_2^4 &= \log \left(1 + \frac{[h_{2}^{|w_{1,3,4}|^2}]}{N_0}\right), \\
R_3^4 &= \log \left(1 + \frac{[h_{2}^{|w_{2,3,4}|^2}]}{N_0}\right), \\
R_{1,2}^4 &= \log \left(1 + \frac{[h_{2}^{|w_{1,2,4}|^2} + h_{4}^{|w_{1,3,4}|^2}]}{N_0}\right), \\
R_{1,3}^4 &= \log \left(1 + \frac{[h_{2}^{|w_{1,2,4}|^2} + h_{4}^{|w_{2,3,4}|^2}]}{N_0}\right), \\
R_{2,3}^4 &= \log \left(1 + \frac{[h_{2}^{|w_{1,3,4}|^2} + h_{4}^{|w_{2,3,4}|^2}]}{N_0}\right), \\
R_{1,2,3}^4 &= \log \left(1 + \frac{[h_{2}^{|w_{1,2,4}|^2} + h_{4}^{|w_{1,3,4}|^2} + h_{4}^{|w_{2,3,4}|^2}]}{N_0}\right).
\end{align*}

Thus, the MAC rate region for user 4 is expressed as follows
\begin{align*}
R_{\text{MAC}}^4 &= \min \left(\frac{1}{3} R_{1,2,3}^4, \frac{1}{2} R_{1,2}^4, \frac{1}{2} R_{1,3}^4, \frac{1}{2} R_{2,3}^4, R_4^1, R_4^2, R_4^3\right).
\end{align*}

When all the MAC inequalities for all the users are considered together, the common multicast rate is driven as follows
\begin{align*}
\max_r \quad &r \\
\text{subject to} \quad &r \leq \frac{1}{2} \log(1 + \gamma_1^k + \gamma_2^k), \quad k = 1, 2, 3, \\
&\gamma_k^1 \leq \frac{[h_{1}^{|w_{1,2,4}|^2}]}{[h_{1}^{|w_{2,3,4}|^2} + N_0]}, \\
&\gamma_k^2 \leq \frac{[h_{2}^{|w_{1,3,4}|^2}]}{[h_{2}^{|w_{2,3,4}|^2} + N_0]}, \\
&\gamma_k^3 \leq \frac{[h_{3}^{|w_{1,2,4}|^2}]}{[h_{3}^{|w_{1,3,4}|^2} + N_0]}, \\
&\gamma_k^4 \leq \frac{[h_{4}^{|w_{2,3,4}|^2}]}{[h_{4}^{|w_{1,2,4}|^2} + N_0]}, \\
\end{align*}

\text{for convenience, the superscript } S = \{1, 2, 3, 4\} \text{ in } w_T^S, \tilde{X}_T^S}$ has been omitted in this example."
Finally, the delivery time of the DL phase is $T_{DL} = \frac{F}{6}$.

It should be noted that compared to [17], one term is removed from the DL transmission herein, i.e., $\tilde{X}_{1,2,3}w_{1,2,3}$. We have taken care of this term in the D2D phase, enhancing the performance of the DL phase for two reasons. First, since we removed one term from DL transmission, the transmit power is shared by fewer beamformers. Second, since one term is removed, the number of conditions in the optimization problem is less than [17]. This will reduce the complexity of the optimization problem as discussed in Sec. V.

C. EXAMPLE 2: D2D GROUP SIZES LESS THAN $\tau + 1$

So far, based on the scheme proposed in [36], we have considered D2D group size $|D| = \tau + 1 = 3$. However, given the scenario presented in Fig. 3, there are still some useful contents in the cache of the three users, which can be shared among them in D2D groups of size $|D| = 2$, i.e., $D(1) = \{1, 2\}$, $D(2) = \{1, 3\}$, $D(3) = \{2, 3\}$. In this regard, user 1 transmits $B_{1,4}$ and $C_{1,4}$ to users 2 and 3, user 2 transmits $A_{2,4}$ and $C_{2,4}$ to users 1 and 3, and user 3 transmits $A_{3,4}$ and $B_{3,4}$ to users 1 and 2, respectively. Therefore, compared to section III-B, six more time slots are needed in the D2D phase in this case, where the transmission scheme is similar to section III-A. Then, since user 4 has not received any data in the D2D phase, it still needs to receive all three missing subfiles through DL transmission. On the other hand, users 1, 2, and 3 have received all the missing data through D2D transmissions. Thus, the downlink transmission is changed to $x_{DL} = \tilde{X}_{1,2,4}w_{1,2,4}$, $\tilde{X}_{1,3,4}w_{1,3,4}$, $\tilde{X}_{2,3,4}w_{2,3,4}$, where $\tilde{X}_{1,2,4} = D_{1,2}$, $\tilde{X}_{1,3,4} = D_{1,3}$, and $\tilde{X}_{2,3,4} = D_{2,3}$. The rate expression can be formulated similar to (4) with seven MAC conditions comprised of $\gamma_1^4$, $\gamma_2^4$, $\gamma_3^4$. However, since the BS only serves one user in this special case, the DL phase can be simplified to unicast transmission. To this end, the DL message can be expressed as $\hat{x}_{DL} = w_{4}\tilde{X}_4$, where $\tilde{X}_4 = \{D_{1,2}, D_{1,3}, D_{2,3}\}$ is the combined version of the three missing parts with the total size of $\frac{F}{3}$ bits. Then, the corresponding beamformer can be expressed as a maximum ratio transmitter (MRT), i.e., $w_4 = \frac{h_{4,F}}{\|w_{4,F}\|}$. Note that, though the number of messages in the $x_{DL}$ (in this case) remains the same as in Section III-B, the complexity of the beamformer design is greatly reduced. As a result, the rate for DL transmission is further enhanced, which in turn leads to a potential reduction of the total transmission time.

IV. D2D AIDED BEAMFORMING: THE GENERAL CASE

In this section, we formulate and analyze the proposed scheme in the general setting. We first consider D2D group size $|D| = \tau + 1$, then in section IV-D, we extend the results to group sizes smaller than $\tau + 1$. The cache placement phase is identical to the one proposed in [6]. In general, similar to [17], $\min(\tau + L, K)$ users are served in each data transmission. However, in our proposed scheme, the data is delivered over separate D2D and DL phases.

Before the delivery process, an exhaustive search among the D2D subsets is required to find the potential D2D groups for the first phase. However, since there are $(\tau + 1)$ different D2D subsets (of size $\tau + 1$) among $\tau + L$ number of users, the exhaustive search would require $2^{(\tau + 1)}$ evaluations of (3). Moreover, all the beamformers must be solved in each of these evaluations, and the total rate must be computed. Then, the case with the lowest delivery time is selected. However, this is practically infeasible due to the significant overhead. Thus, to reduce the computational burden, a less complex heuristic mode selection method is introduced in Section IV-B. To simplify the notation, we consider an indicator function $I_{D2D}(D)$, which specifies whether the corresponding subset has been allocated for D2D transmission. Moreover, we denote $C(K, \tau, L) = \left(\begin{smallmatrix} K \\ \tau \\ L \end{smallmatrix}\right)$ as the size of the transmitted subfiles [17].

A. TOTAL DELIVERY TIME $T_{D2D} + T_{DL}$

First, the D2D delivery time for a given selection of D2D subsets is given as

$$T_{D2D} = \sum_{D \subseteq \Omega^S} \sum_{k \in D} \frac{C(K, \tau, L)}{(|D|!)} R_k^D,$$

(5)

where $\Omega^S := \{D \subseteq S : |D| = \tau + 1, I_{D2D}(D) = 1\}$, and $R_k^D$ is given in (1). Since in each D2D subset, each user transmits a $\frac{1}{|D|}$ fraction of a subfile, the corresponding data size in each D2D transmission is $\frac{C(K, \tau, L)}{(|D|!)}$ (see section III-B).

Next, the DL beamforming is done using the SCA approach proposed in [17]. Compared to [17], we do not consider all the $\tau + 1$ subsets. Here, subsets $D$ for which $I_{D2D}(D) = 0$ is considered in the DL phase, reducing the interference among parallel streams significantly. The DL phase throughput is given by

$$R_C = \left(\begin{smallmatrix} S \\ \{w^S_D\} \end{smallmatrix}\right), D \subseteq S, |D| = \tau + 1, I_{D2D}(D) = 0 \right)
= \min_{\{w^S_D\}} R_{MAC}^{D} \left(\begin{smallmatrix} S \\ \{w^S_D\} \end{smallmatrix}, D \subseteq S, I_{D2D}(D) = 0 \right),$$

(6)

and

$$R_{MAC}^{D} \left(\begin{smallmatrix} S \\ \{w^S_D\} \end{smallmatrix}, D \subseteq S, I_{D2D}(D) = 0 \right) = \min_{B \subseteq \Omega^S} \left[ \frac{1}{|B|} \log \left( 1 + \sum_{D \in B} \frac{|w^S_D|^2}{N_0} \right) \right],$$

(7)

where $\Omega^S = \Omega^S \setminus \Omega^S := \{D \subseteq S : |D| = \tau + 1, I_{D2D}(D) = 0 | k \notin D\}$ is the set of interfering messages at user $k$. Denote
the average transmission time for a single subfile. Thus, the average D2D transmission time for a subfile must be less than the corresponding average DL transmission time. In each iteration, we set a subset as a D2D candidate, i.e., the subset which provides the lowest delivery time. If a specific subset \(D\) in iteration \(i\) satisfies (8), we set \(I_{D2D}(D) = 1\) for this subset, and the D2D transmission is done as in \([36]\). If (8) does not hold at any specific iteration, using more D2D transmissions will not improve the rate, and the iterative process is terminated. Therefore, at most, \(2^i\) iterations are required for the proposed iterative process, while \(2^{i+1}\) iterations are needed for the exhaustive search.

The D2D delivery time is coarsely approximated as

\[
\hat{T}_{D2D}^i = \min_{D \subseteq \Omega_i^S} \frac{1}{|D|} \sum_{k \in D} \frac{C(K, \tau, L)}{R_k^D}. \tag{9}
\]

In each D2D transmission (see Fig. 1), \(1 \leq |D| \leq \frac{1}{2^i}\) fractions of each subfile (of size \(C(K, \tau, L)\)) are delivered by user \(k \in D\) at the rate \(R_k^D\). Moreover, in each D2D subset, \(|D| = \tau + 1\) subfiles are delivered. Thus, in (9), the total required time is divided by \(|D|\) to compute the average delivery time for a single subfile. Note that for each iteration \(i\), we only consider those subsets that have not yet been allocated for D2D transmissions.

To approximate \(T_{DL}\), we make the following assumptions.

First, we assume the beamformer \(w_D^S\) can remove all the interference for user \(k \in D\). Thus, we may assume \(I_k = \emptyset\), \(\forall k \in S\) in (7). Second, we assume the beamformer \(w_D^S\) in (7) is matched to the channels of all the users in subset \(D\), i.e., the received SNR for \(\hat{X}_D^S\) at receiver \(k\) is \(SNR_D^k = \frac{|h_k|^2 P_k}{N_0}\). Note that the beamformer \(w_D^S\) is designed such that all the users in subset \(D\) can decode the message \(\hat{X}_D^S\). Thus, to reflect this, we make use of the user’s channel gain for the heuristic mode selection process and limit the rate to the weakest user.\(^5\) Thus, the DL delivery time is coarsely approximated as

\[
\hat{T}_{DL}^i = \min_{k \in [S]} \frac{1}{|D|^i} \log \left( 1 + \frac{|h_k|^2}{N_0} \sum_{D \subseteq \Omega_i^S} P_D \right), \tag{10}
\]

where \(P_D\) is the dedicated power to the message \(\hat{X}_D^S\).

Denote \(R_k^D \triangleq \frac{1}{|D|^i} \log \left( 1 + \frac{|h_k|^2}{N_0} \sum_{D \subseteq \Omega_i^S} P_D \right)\) as the approximated rate of user \(k\) assuming \(i - 1\) subsets have been chosen as D2D transmission. Note that \(R_k^D\) can be interpreted as the achievable rate of equivalent single-user MISO MAC channel with several (i.e., \(|\Omega_i^S|\)) useful terms and no interference.

To reflect the max-min objective in (6), we assume the power is divided among different messages such that minimum received SNR for any two different messages are equal, i.e., \(\min_{j \in [U]} |h_j|^2 P_{Dj} = \min_{j \in [D]} |h_j|^2 P_{Dj}, \forall [D, U] \in \Omega^S\).

\(^5\) Another interpretation for (10) is that the beamformer \(w_D^S\) is assumed to be matched to the weakest user in subset \(D\) without rate loss for other users with better channel condition in the subset.
that when \( I_{D2D}(D) = 1 \), the coded message corresponding to subset \( D \) is already delivered in the D2D phase. Thus, we cannot ignore a subset in the DL phase, resulting in less inter-message interference and lower DL delivery time than [17]. Finally, the complete algorithm for the proposed two-phase delivery scheme is given in Algorithm 1.

Remark 1: The proposed iterative D2D mode selection in Algorithm 1 is based on instantaneous channel knowledge and does not utilize any previous measurement data to approximate \( T_{D2D} \) or \( T_{DL} \). However, the time approximation proposed in this work can be further improved by collecting statistics about users’ channel conditions over a period and applying ML tools to further improve the approximation of the D2D and DL transmission times.

C. HEURISTIC D2D MODE SELECTION FOR RESTRICTED DoF

The proposed iterative D2D mode selection can be extended to the system setting with restricted DoF [17]. The authors in [17] propose limiting the DoF by serving \( \tau + \alpha (\alpha \leq L) \) users at each transmission phase, resulting in a less complex beamformer design. Furthermore, they divide the users into \( P \) distinct groups (for some \( P \in \mathbb{N} \)) to decrease the number of overlapping groups (c.f. [17]).

The combination of D2D and DL transmissions proposed in this paper also applies to the \( \alpha < L \) case. This is the difference that the number of different D2D subsets changes from \( \binom{\tau + L}{\tau + 1} \) to \( \binom{\tau + \alpha}{\tau + 1} \) where \( \beta = \frac{\tau + \alpha}{\tau + 1} - \tau \) is an integer. Accordingly, \( \Omega_S \), \( \Omega_k \), and \( C(K, \tau, L) \) change to the ones defined in [17], and the process remains the same. This paper is a particular case of the system proposed in [17] where \( P = 1 \), and \( \alpha = \beta = L \).

D. D2D AIDED BEAMFORMING FOR GENERAL GROUP SIZES

In this section, we extend the results in sections IV-A and IV-B to general D2D group sizes. Let us define a new set \( \Omega_{S, V} \) as \( \{ V \subseteq S, 2 \leq |V| \leq \tau + 1, I_{D2D}(V) = 1 \} \) as the set of D2D groups (of any size) selected for D2D phase. Now, for a given D2D subset selection, the \( T_{D2D} \) is computed as the following

\[
T_{D2D} = \sum_{V \subseteq \Omega_{S, V}} \sum_{k \in V} \frac{a_t^V C(K, \tau, L)}{R_k^V},
\]

where \( a_t^V \) is the number of transmitted messages by user \( k \in V \). Please note that though \( a_t^V = 1 \) for \(|V| = \tau + 1\), \( a_t^V \) can be any number for \(|V| < \tau + 1\). The corresponding DL rate (\( R_c \)) for the general group sizes is computed using (6). The heuristic mode selection criteria (8) changes as follows

\[
\hat{T}_{DL}^i \geq \begin{cases} \hat{T}_{D2D}^i, \ & i \in \left[ 1, \sum_{j=2}^{\tau+1} \left( \frac{\tau + L}{j} \right) \right], \\
\end{cases}
\]

where \( N_i^V \) is the total number of remaining subfiles delivered through DL transmission in the \( i \)th iteration. Here, we first check the subsets of size \(|V| = \tau + 1\) using (9); after all the subsets of size \(|V| = \tau + 1\) are checked, we continue the procedure for \( 2 \leq |V| < \tau + 1 \). We use the same approximation for \( \hat{T}_{DL}^i \) and \( \hat{T}_{D2D}^i \) given in (9) and (10), respectively. However, for general group sizes, each transmitted message \( X_{S, V}^i \) in the DL phase may not be useful for all \( k \in D \) (some users in \( D \) may have received the transmitted useful term in D2D mode). Thus, in (11), the minimum is taken over those users who still need the message.

Similar to section IV-B, the D2D subset selection is carried out as long as (13) holds. The difference is that for group size less than \( \tau + 1 \), each user may have several contents to transmit to the other users (i.e., \( a_t^V \neq 1 \)). When a subset \( V \) is selected for D2D transmission, users in \( V \) transmit all the useful data available in their cache to the other users in the selected subset (following the method in [36]) and \( I_{D2D}(V) \) is set to one. We also set \( I_{D2D}(D) \) to one if all the subfiles in \( D \) are transmitted through D2D groups of size \( |V| < \tau + 1 \). The rest of the process is the same as in Section IV-B. After D2D subset assessment is done, the DL delivery time is computed using (10), and the D2D time is computed using (12).

It is worth mentioning that the main target in (8) and (13) is to reduce the overall transmission time (i.e., \( T_{D2D} + T_{DL} \)) in (3). However, as we show in the following section, D2D transmission can also notably reduce the complexity of the beamforming process in the DL phase. To this end, we briefly illustrate the complexity involved in the beamformer design and the effect of D2D transmission on the process.

V. BEAMFORMING COMPLEXITY ANALYSIS

In this section, we investigate the effects of D2D transmissions in computational complexity for the general case. Authors in [17] show that the number of MAC conditions and quadratic terms in the SINR constraints dominates the complexity of the DL beamformer design. Thus, we first introduce two boundaries for the number of MAC conditions, then discuss the effects of D2D on the beamformer design complexity.
Algorithm 1 D2D Assisted Multi-Antenna Coded Caching

\begin{algorithm}
\caption{D2D Assisted Multi-Antenna Coded Caching}
\begin{algorithmic}
\Procedure{DELIVERY}{\(W_1, \ldots, W_N, d_1, \ldots, d_K, H = [h_1, \ldots, h_K]\)}
\State \(\tau \leftarrow MK/N\)
\For{\(i \in [1, \left(\tau+L\right)]\)}
\If{\(\bar{D}_{2D} \geq \bar{D}_{i}\)}
\ForAll{\(k \in \mathcal{D}\)}
\EndFor
\EndIf
\EndFor
\ForAll{\(S \subseteq [K], |S| = \min(\tau + L, K)\)}
\ForAll{\(D \subseteq S, |D| = \tau + 1, \mathcal{I}_{2D}(D) = 0\)}
\State \(X^D_S \leftarrow \ominus \epsilon_{i=0}^{\bar{D}_{2D}(D)} NEW(W_{d_i}, D_{(i)}(1))\)
\EndFor
\EndFor
\State \(X(\mathcal{S}) \leftarrow \oplus_{D \subseteq \mathcal{S}, |D| = \tau + 1, \mathcal{I}_{2D}(D) = 0} w_{\mathcal{S}, \mathcal{D}} S \) transmit \(X(\mathcal{S})\) with the rate \(R_C(S, [w_{\mathcal{S}, \mathcal{D}}^S D \subseteq S, |D| = \tau + 1, \mathcal{I}_{2D}(D) = 0])\).
\EndFor
\EndFor
\EndProcedure
\end{algorithmic}
\end{algorithm}

\textbf{Theorem 1:} Considering \(i(\tau + 1) + m\) subfiles are delivered via D2D transmissions, among which \(i(\tau + 1)\) subfiles are delivered through D2D groups with size \((\tau + 1),\) the number of MAC conditions for the DL phase is lower bounded by:

\begin{equation}
M(\tau, i, m, L) = (\tau + L - b)(2^a - 1) + b(2^{a+1} - 1),
\end{equation}

where

\begin{align}
\tau & \triangleq \left[\frac{(\tau + 1)(M_T - i) - m}{\tau + L}\right], \\
b & \triangleq (\tau + 1)(M_T - i) - m - a(\tau + L), \\
m & \triangleq \sum_{V \in \mathcal{V}(\mathcal{S}, k \in \mathcal{V})} \sum a_{j}^D, \\
M_T & \triangleq \left(\frac{\tau + L}{\tau + 1}\right).
\end{align}

and the number of MAC conditions is upper bounded by

\begin{equation}
\overline{M}(\tau, i, m, L) = (\tau + L - U)(2^W - 1) + (2^W - X - 1) + (U - (\phi + 1))(2^W - (\tau + 2)) - 1,
\end{equation}

where

\begin{align}
\tau & \triangleq \min_{\text{S.T. } \left(\tau + 1\right) \geq i} U', \\
X & \triangleq i - \left(\frac{U - 1}{\tau + 1}\right), \\
\phi & \triangleq \left[\frac{m}{2^{W - \left(\tau + 2\right)}}\right], \\
W & \triangleq \left(\frac{\tau + L - 1}{\tau}\right).
\end{align}

\textbf{Proof:} Refer to Appendix I.

The number of MAC conditions varies between \(M(.)\) and \(\overline{M}(.)\) based on which particular subsets have been selected for the D2D phase. For better intuition consider Fig. 4, which shows the normalized maximum and minimum number of MAC conditions \((K = 10, L = 9, \tau = 1)\) for different number of D2D groups \(i.\) As shown, the number of MAC conditions decreases drastically by using just a few D2D transmissions, which in turn dramatically reduces the complexity of the DL beamformer design. For example, for the case depicted in Fig. 4, by choosing only five different subsets of users among 45 available subsets, the number of MAC conditions can be reduced to half. Therefore, D2D significantly improves the beamformer design complexity.

In the following, we provide the boundaries for the number of quadratic terms in the SINR constraints (the second important factor in the DL beamforming complexity).

\textbf{Theorem 2:} Considering \(i(\tau + 1) + m\) subfiles are delivered via D2D transmissions, among which \(i(\tau + 1)\) subfiles are delivered through D2D groups with size \((\tau + 1),\) the number of quadratic terms is upper bounded by:

\begin{equation}
\overline{Q}(\tau, i, m, L) = bA_2B_2 + (\tau + L - b)A_1B_1,
\end{equation}

where \(A_1 \triangleq a, A_2 \triangleq a + 1, B_1 \triangleq M_T - i - A_1 + 1, B_2 \triangleq M_T - i - A_2 + 1.\) Moreover, the number of quadratic terms is
lower bounded by:

$$Q(\tau, i, m, L) = (\tau + L - U)A'_1B'_1 + (U - (\phi + 1))A'_2B'_2 + A'_3B'_3,$$  \hspace{1cm} (22)

where $A'_1 \triangleq W$, $A'_2 \triangleq A'_1 - (U - \tau)$, $A'_3 \triangleq A'_1 - X$, $B'_1 \triangleq M_T - A'_1 + 1$, $B'_2 \triangleq M_T - A'_2 + 1$, $B'_3 \triangleq M_T - A'_3 + 1$.

We denote $M_T \triangleq \lceil (\tau + 1)(M_T - i - m) \rceil$ as the lower approximation of the total number of messages sent by the BS. Moreover, $a, b, X, U, m, M_T, W$ and $\phi$ are defined through (16) to (20).

**Proof:** Refer to Appendix II.

Fig. 5 depicts the upper and lower boundaries for the same scenario as in Fig. 4. The gap between these bounds is not as considerable as MAC conditions. Thus, compared to the quadratic terms, the number of MAC conditions is more affected by how different D2D subsets are selected for transmission. Nevertheless, the role of D2D transmissions in reducing the total number of quadratic terms is notable. For example, choosing five different D2D subsets for the considered case reduces the total number of quadratic terms by 20%.

**Remark 2:** For ease of exposition, $\tau + L = K$ is assumed in the equations and algorithms throughout this paper. However, the proposed methods can be easily generalized to other regimes. For example, in case $\tau + L < K$, there are $\binom{K}{\tau+L}$ orthogonal transmission phases. All the equations in this paper are valid separately for each phase. Similarly, for the case $\tau + L > K$, $\tau + L$ should be replaced with $K$ in all the equations. Moreover, for the restricted spatial DoF scenario [17], discussed also in Section IV-C, $\tau + L$ should be changed to $\tau + \alpha$. Finally, the $\beta$ parameter introduced in [17] can be easily applied to the proposed equations by changing $M_T$ to $P_{(\tau + \beta)}^{(\tau + \beta)}$, and $W$ to $W_{(\tau + \beta)}^{(\tau + \beta)}$, where $\alpha$, $\beta$ and $P$ are defined in Section IV-C.

### VI. NUMERICAL RESULTS

In this section, we provide numerical examples for two scenarios with $K = 3$ and $K = 4$ users (see Fig. 2 and Fig. 3). Due to the complex beamforming procedure for the multiserver-based schemes (such as the one proposed in this paper), we have considered a limited number of users in the network. We consider a circular cell with a radius of $R = 100$ meters, where the BS is located in the cell center. To investigate the effect of D2D transmission in different situations, we introduce a smaller circle with radius $r$ within the cell area, wherein the users are randomly scattered. Thus, the maximum distance between any two users is $2r$. In contrast, the users’ distance to BS varies between 0 and $R$. Hence, by changing $r$, the maximum users’ separation in D2D mode is controlled, which helps us determine the beneficial users’ distance in the D2D phase.

For D2D transmissions, the channel gains are generated as $h_{ik} = d_{ik}^{-\eta_{D2D}} g_{ik}$, where $g_{ik} \sim \mathcal{CN}(0, 1)$, $n_{D2D} = 2$ is the path-loss exponent, and $d_{ik}$ is the inter-user distance. The channel vectors for DL transmission are generated from i.i.d statistics with $h_k = d_k^{-\eta_{DL}} g_k$, where $g_k \sim \mathcal{CN}(0, 1)$, $n_{DL} = 3$ is the path-loss exponent, and $d_k$ is the BS-user distance. Transmit powers for D2D transmissions at the user side are adjusted so that the average received SNR at the receiver is 0 dB at a 10-meter distance. The BS transmit power is adjusted such that the average received SNR is 0 dB at a 100-meter distance. For comparison, we have also consider two benchmark schemes [17] and [36] denoted as **Multicasting only** and **D2D only**, respectively. Note that the scheme in [36] provides the optimal D2D transmission rate, as shown in [37]. Moreover, the multi-antenna CC scheme in [17] is specially tailored for interference-limited scenarios but can still achieve the optimal DoF of cache-aided multi-antenna transmission and has been shown to provide significantly higher rates than traditional unicasting schemes that rely only on spatial multiplexing. This work compares
the proposed hybrid D2D/DL delivery scheme to these two existing benchmarks.

Fig. 6 shows average delivery rate for $K = 3$, $L = 2$ and $\tau = 1$ (section III-A) as a function of inner circle radius $r$. The figure demonstrates that when users are close to each other, there is a significant gain from using a combination of multicasting and D2D transmissions. Compared to the D2D only rate that decreases drastically as the inter-user distance is increased, the proposed approach shows steadier behavior. The beneficial range for D2D transmission in this particular scenario appears to be between $r = 0$ and 5 m (10 m maximum distance). The range can change if the path-loss exponent, the available power for both D2D and DL transmission, $\tau$, etc., are varied. The simulation results demonstrate that sending all the data only via D2D transmissions or only through multicasting results in a lower rate than the proposed approach with the optimized mode selection.

Fig. 7 shows the average delivery rate versus the inner circle radius for $K = 4$, $L = 2$ and $\tau = 2$ (section III-B). In this case, the gain from D2D transmission among nearby users is larger than the case $K = 3$ due to more D2D transmission opportunities. However, the gain of D2D transmission decreases more rapidly compared to the case $K = 3$. In this case, $\tau$ equals 2, so more users must be closer to each other to perform efficient D2D transmission. Therefore, it can be concluded that for a fixed number of users $K$, increasing $\tau$ results in fewer D2D opportunities and fewer D2D subset selection variants. However, with a fixed $\tau$, increasing the number of users $K$ will result in a more diverse D2D combination and higher gain over the D2D only case.

It is worth mentioning that using the heuristic D2D mode selection criteria (defined in Section IV) results in a minimal average delivery rate loss, with a significantly reduced complexity compared to the exhaustive search. Simulation results show that the approximated rate in (10) is very close to the actual rate (7) for different $\Omega^S$ and different network parameters (i.e., $\tau$, $L$, $K$, etc).

Fig. 8 depicts the average delivery rate for different D2D and DL SNRs, where all the users experience similar link conditions. As illustrated, the gap between the exhaustive search and the proposed scheme remains negligible in different SNR regions. When the received SNR of DL and D2D links are within the same range, i.e., the rate difference is not significant, choosing the right beneficial D2D groups is challenging. However, the proposed scheme still follows the exhaustive search in such scenarios. Since the curves have similar behavior for the two cases, we only represent the $K = 4$ case.

Fig. 9 compares the proposed scheme for D2D group size $|D| = \tau + 1 = 3$ (proposed mode selection (8)) versus general D2D group size (proposed mode selection (13)) for different D2D received SNRs.$^6$ When users experience similar channel

$^6$Due to an excessively large number of different subset combinations, performing the exhaustive search is computationally challenging ($\sim 2^{10}$ different cases must be evaluated); thus, only the two thresholds are being compared.
while D2D SNR for user pairs (1, 3) and (2, 4) is 10 dB less than the rest of the D2D pairs. The results show that considering D2D groups with various sizes is crucial when users experience uneven D2D link conditions.

VII. CONCLUSION
A novel cache-aided delivery method, comprising orthogonal D2D and DL transmission phases, was proposed to improve the multi-antenna CC-based content delivery. In the proposed method, the DL multicasting of file fragments is complemented by allowing direct D2D exchange of local cache content. The benefits of partial D2D offloading the content were investigated. We showed that the benefits of using D2D transmission are two-fold. First, nearby users may greatly benefit from direct content exchange providing a notably increased overall delivery rate. Second, the partial offloading of the contents in the D2D phase decreases the DL beamforming complexity. This is due to the reduced number of variables and conditions in the beamformer optimization problem.

We showed that the D2D optimal subset selection imposes high computational complexity due to the DL multicast design. On the other hand, it is a combinatorial problem and hence NP-hard. Therefore, we proposed an approximation for the DL achievable rate without computing beamformers to overcome these practical limitations. Next, based on the approximated DL rate, we provided a low complexity mode selection algorithm, which allows efficient determination of D2D opportunities even for many users. The simulation results demonstrated that the proposed heuristic mode selection performs comparably to the exhaustive search with significantly reduced complexity. Furthermore, further extension is possible by considering the users’ energy expenditure in the D2D mode and the energy efficiency of the BS in the DL mode. Another direction includes applying ML-based tools for cache placement and D2D/DL mode selection. Particularly, user movement patterns can be predicted using past measurement data, which can then be used to decide on partial file delivery in D2D mode. Finally, further overall improvement can be achieved by allowing parallel mutually interfering transmissions within multiple D2D groups.

APPENDIX I. PROOF OF THEOREM 1
First, consider the case where no D2D transmission is available. In this case, the total number of messages transmitted to all the users is \( M_T = \binom{\tau+L-1}{\tau} \), and each user needs \( W = \binom{\tau+L-1}{\tau} \) of these messages to decode its intended file. Then, the per-user number of MAC conditions is \( J(\tau, i = 0, m = 0, L) = 2^W - 1 \). Accordingly, considering the \( \tau + L \) number of users served in each transmission, the total number of MAC conditions in the beamformer optimization problem is \( M(\tau, i = 0, m = 0, L) = (\tau + L)J_0 \).

Now, when \( i \) user groups of size \( \tau + 1 \) are selected for the D2D phase, the total number of MAC conditions varies based on which user groups are selected. To illustrate, consider the simple scenario where \( i = 2 \) and \( \{S_1 \subset [K]: |S_1| = \tau + 1\} \)
and \(|S_2 \subset [K]: |S_2| = \tau + 1\)| denote the first and the second D2D groups, respectively. Then, the total number of MAC conditions varies based on the number of users in common between the two groups. In this regard, denoting \(c_u\) as the number of users in common, i.e., \(c_u = |S_1 \cap S_2|\), the total number of MAC conditions varies as follows.

1) CASE-1 \((c_u = 0)\)

In this case, all the users in the two D2D groups receive one subfile. Thus, they need \(W - 1\) messages in the DL signal to decode their intended files. Accordingly, the number of MAC conditions for these users is \(J(\tau, i = 1, m = 0, L) = 2^{W-1} - 1\), and the total number of MAC conditions (in this case) is \(M(\tau, i = 1, m = 0, L) = (L - \tau - 2)J(\tau, i = 1, 0, m = 0, L) + 2(\tau + 1)J(\tau, i = 1, m = 0, L) \approx M(\tau, i = 0, m = 0, L) - 2(\tau + 1)J(\tau, i = 1, m = 0, L)\).

2) CASE-2 \((c_u \neq 0)\)

Denote \(S_c = S_1 \cap S_2\) and \(S_u = S_1 \cup S_2 \setminus S_1 \cap S_2\) as the set of common/joint and uncommon/disjoint users, respectively. Then, in this case, the common users receive two subfiles, and the rest of the users in set \(S_u\) receive one subfile through the D2D phase. Thus, the common users need \(W - 2\) number of messages in the DL phase, and the number of MAC conditions for these users is \(J(\tau, i = 2, m = 0, L) = 2^{W-2} - 1\), while the rest require \(W - 1\) number of subfiles in the DL phase. Accordingly, the total number of MAC conditions (in this case) is \(M(\tau, i = 2, m = 0, L) = (L - \tau - 2 + c_u)J(\tau, i = 1, m = 0, L) + (2\tau + 2 - c_u)J(\tau, i = 2, m = 0, L) + c_uJ(\tau, i = 2, m = 0, L) \approx M(\tau, i = 1, m = 0, L) + c_uJ(\tau, i = 2, m = 0, L)\).

Compared to the first case, the number of MAC conditions is more due to having common users. Therefore, when D2D transmissions occur uniformly among all users, the total number of MAC conditions is minimized. In other words, when all the users need almost the same number of subfiles in the DL phase, the number of MAC conditions is minimized. On the other hand, when D2D transmissions occur to a limited number of users, the number of MAC conditions is maximized.

A. MINIMUM NUMBER OF MAC CONDITIONS

Let us define a super set \(\tilde{V}\) which includes all the D2D sets with size less than \(\tau + 1\), i.e., each element in \(\tilde{V}\) is a set \(V \subset [K]\) such that \(2 \leq |V| < \tau + 1\). We also define another super set \(\tilde{D}\), where each element in \(\tilde{D}\) is a set \(D \subseteq [K]\) such that \(|D| = \tau + 1\), i.e.,

\[
\tilde{D} = \{D \mid D \subseteq [K], |D| = \tau + 1\}. \tag{23}
\]

Now, assume \(m\) subfiles are delivered through D2D groups in \(\tilde{V}\), and \((\tau + 1)\) subfiles are delivered through D2D groups in \(\tilde{D}\), where \(|\tilde{D}| = i\). In this case, the total number of remaining subfiles in the DL signal is \((\tau + 1)\left(\binom{\tau + 1}{i} - i\right) - m\). Based on the previous paragraph, when these subfiles are uniformly allocated to all users, the total number of MAC conditions in the beamformer design is minimized. Therefore, in such cases, \(\tau + L - b\) users receive \(a = \left\lfloor \frac{(\tau + 1)\left(\binom{\tau + 1}{i} - i\right) - m}{\tau + L} \right\rfloor\) subfiles and \(b = (\tau + 1)(M_T - i) - a(\tau + L)\) users receive \(a + 1\) subfiles in the DL phase. Consequently, the minimum number of MAC conditions in the DL phase is \(M(\tau, i, m, L) = (\tau + L - b)(2^a - 1) + b(2^{a+1} - 1)\).

B. MAXIMUM NUMBER OF MAC CONDITIONS

Let us first consider the \(m = 0\) case; as discussed earlier, the number of MAC conditions is maximized when D2D groups are selected from a limited number of users. Thus, to maximize the number of MAC conditions, we first denote \(U \subseteq [K]\) as the smallest set of users to form \(i\) different D2D groups with size \(\tau + 1\), i.e., \(U = \arg \min \left\{ \left| U \right| \mid \binom{|U|}{i} \geq i, \left| U \right| = |U| \right\}\). Clearly, \(U\) is not smaller than \(\tau + 1\) based on the definition. Then, we define \(\hat{C}_n(A) = \{B \mid \forall S \subseteq A, |B| = n\}\) as the collection of all the subsets of size \(n\) from the set \(A\), where \(\hat{C}_n(A) = \binom{|A|}{n}\). We also denote all the non-empty subsets of the set \(U\) as \(\hat{S}\), i.e., \(\hat{S} \subseteq U\), \(|\hat{S}| \geq 1\). Moreover, we call such a set \(S\) to be a utilized-D2D-set if \(\hat{C}_n(S) \subseteq \hat{D}\), where \(\hat{D}\) is defined in (23). We represent the set of all the utilized-D2D-sets as \(\hat{S}(U)\), i.e., \(\hat{S}(U) = \{S \mid S \subseteq U\}\). We are interested in the utilized-D2D-set with the largest number of users. We call such a set as the fully-utilized-D2D-set and denote it with \(\hat{S}\). In other words, \(\hat{S} \in \hat{S}(U)\) and for every \(S_0 \in \hat{S}(U)\) we have \(|\hat{S}| \geq |S_0|\). Therefore, by the definition, \(|\hat{S}| = U - 1\), and the users belonging to the set \(\hat{S}\) form \(U - 1\) D2D groups. The remaining \(X = i - \binom{U - 1}{\tau + 1}\) D2D groups include \(r\) number of users from the set \(\hat{S}\) and one remaining user denoted by \(k_r\), where \(k_r = U \setminus \hat{S}\).

Therefore, in this case, there exist 3 different types of users (see Fig. 11)

- **First type**, Those who have not received any subfile in D2D transmissions. So they need \(W = \binom{i + L - 1}{\tau}\) number of subfiles in DL phase, and their total number is \(K_0 = \tau + L - U\).
- **Second type**, Those who have received all the available subfiles in the set \(\hat{S}\). Thus, they need \(W_{\hat{S}} = \binom{i - \tau}{\tau} - \binom{U - 1}{\tau}\) number of subfiles in the DL phase, and their total number is \(K_1 = U - 1\). For convenience, we ignore the received subfiles in the \(X\) remaining D2D groups for \(\forall k \in \hat{S}\).
**Third type.** The user \( k_w \) who has received \( X \) number of subfiles in the groups consisting of itself and \( r \) members of the set \( \mathcal{S} \), so it needs \( W_{k_w} = (t+L-1) - X \) number of subfiles in the DL phase.

Therefore, the maximum number of MAC conditions for \( |\mathcal{D}| = i \) and \( m = 0 \) is upper bounded by \( M(\tau, i, m, L) = K_0(2^W - 1) + K_1(2^W - 1) + (2^{W + r} - 1) \).

For the case \( m \neq 0 \), suppose each D2D subset \( \mathcal{V} \) delivers a single subfile to each of the users \( k \in \mathcal{V} \); accordingly, each user \( k \in \mathcal{V} \) requires one less subfile in the DL phase. Based on the previous discussion, removing \( v \) subfiles from one user reduces the total number of MAC conditions less than removing one subfile for \( v \) users, i.e.,

\[
M(\tau, i, 0, L) - v2^{a-1} < M(\tau, i, 0, L) - 2^{a-v}.
\]

Therefore, we assume that each D2D subset of size \( |\mathcal{V}| = v \) delivers all the subfiles to a single user. Also, to consider as limited D2D user sets as possible, we assume these \( m \) subfiles are also shared among the second type of users. In this regard, considering total number of \( m \) subfiles delivered through D2D groups in \( \mathcal{V} \), the minimum number of served users is \( \phi = \left\lceil \frac{m}{W_{\mathcal{V}}} \right\rceil \). Therefore, the maximum number of MAC conditions for \( |\mathcal{D}| = i \) and \( m \neq 0 \) is upper bounded by \( M(\tau, i, m, L) = K_0(2^W - 1) + (K_1 - \phi)(2^W - 1) + (2^{W + r} - 1) \).

**APPENDIX II. PROOF OF THEOREM 2**

When D2D transmission is not feasible, the BS transmits \( M_T \) messages in the DL phase, where each user needs \( W \) number of these messages and considers the rest (i.e., \( M_T - W \) terms) as interference. In this case, for each intended message \( \mathcal{D} \) of user \( k \) (\( \mathcal{D} \) is the message index), one quadratic term for the intended message \( (\mathbf{h}_k^D \mathbf{w}_D)^2 \), \( D \in \Omega_{k}^D \) plus \( M_T - W \) quadratic terms for the interfering messages \( (\mathbf{h}_k^D \mathbf{w}_D')^2 \), \( D' \in \mathcal{I}_k \) is considered in (7). Thus, in total, the BS considers \( Q_k = W(M_T - W + 1) \) quadratic terms in its’ optimization problem for each user. Therefore, the total number of quadratic variables \( Q_k \) is a quadratic function in terms of \( W \) (see Fig. 12 (a)), which is maximized when \( W = \frac{M_T + 1}{2} \). Moreover, when D2D transmission is not feasible, \( \tau \) is equal to \( t + L - 1 \) \( \frac{\tau + L}{t+L} \) \( M_T \), where \( W \) is greater than \( \tilde{W} \) for \( 1 \leq L < \tau + 2 \), and \( W \) is less than \( \tilde{W} \) for \( \tau + 2 < L \) (see Fig. 12 (a)).

For the case \( |\mathcal{D}| = i \) (assume \( m = 0 \)), let us define \( W_k^i \) as the number of DL messages needed by user \( k \) after \( i \) D2D time slots. We also define \( M_T^i \) as the total number of transmitted messages in the DL phase after \( i \) D2D time slots. In this case, \( W_k^i \) is independent of \( M_T^i \), i.e., \( 0 \leq \frac{W_k^i}{M_T^i} \leq 1 \), and \( Q_k^i = W_k^i(M_T^i - W_k^i + 1) \) is a quadratic function in terms of \( W_k^i \).

We consider two extreme scenarios in this case (similar to Appendix I):

1) When the D2D subsets are selected uniformly among all the users.
2) When the D2D subsets are selected among a limited number of users.

In the first scenario, since all the users have received almost the same number of subfiles in the D2D phase, they all need almost the same number of messages in the DL phase (see Fig. 12 (b)). However, in the second scenario, some users have received most of their intended files in the D2D phase, they need a few numbers of messages in the DL phase. In contrast, users who did not receive any subfile in the D2D phase need most of the subfiles in the DL phase. Thus, in this scenario, \( W_k^i \)'s are either on the right-hand side of the maximum point or on the left-hand side of it (see Fig. 12 (c)).

Therefore, these two cases are two extreme cases for the total number of quadratic variables as well. In this regard, the total number of quadratic variables is maximized when D2D subsets are uniformly selected among all the users. On the other hand, when a limited number of users are selected for D2D transmissions, \( Q \) is minimized. Finally, the total number of quadratic variables (after \( i \) D2D time slots) is computed as \( Q' = \sum_{k \in [\tau + L]} Q_k^i \). Substituting the total number of needed messages for each user, defined in appendix I, equations (21) and (22) are achieved.

For the case \( m \neq 0 \), \( M_T^i \) can be lower-approximated by \( M_T = \frac{(\tau + 1)(\binom{\tau + 1}{2} - m)}{\tau + 1} \), where we assume each \( \tau + 1 \) number of transmitted subfiles through D2D groups in \( \mathcal{V} \) removes one of the remaining messages in the DL phase.

**FIGURE 12.** Total number of quadratic variables for each user in different scenarios: a) no D2D case b) uniform scenario c) scenario with a limited number of users.
The $M_f^n$ is upper-approximated by $\hat{M}_f^n = (\tau + L) - i$, where we assume no messages are being eliminated after D2D transmissions in D2D groups with size less than $\tau + 1$. In this case, the total number of quadratic variables is computed as same as the $m = 0$ case by substituting $M_f^n$ with $\hat{M}_f^n$ for upper bound (lower bound).
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