The Environmental Story During the COVID-19 Lockdown: How Human Activities Affect PM2.5 Concentration in China?
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Abstract—At the end of 2019, the very first COVID-19 coronavirus infection was reported and then it spread across the world just like wildfires. From late January to March 2020, most cities and villages in China were locked down, and consequently, human activities decreased dramatically. This letter presents an “offline learning and online inference” approach to explore the variation of PM2.5 pollution during this period. In the experiments, a deep regression model was trained to establish the complex relationship between remote sensing data and in situ PM2.5 observations, and then the spatially continuous monthly PM2.5 distribution map was simulated using the Google Earth Engine platform. The results reveal that the COVID-19 lockdown truly decreased the PM2.5 pollution with certain hysteresis and the fine particle pollution begins to increase when advancing resumption of work and production gradually.
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I. INTRODUCTION

In December 2019, a novel coronavirus disease, named COVID-19, was reported in Wuhan, China, and soon outbreak all over the world rapidly [1], [2]. COVID-19 is highly contagious [3] and causes a large number of deaths [4]. After the outbreak of COVID-19, the Wuhan government locked the city down on January 23, 2020, to prevent further spreading, and other cities across the country were forced to be under lockdown in quick succession. The government advocated citizens to stay at home to lessen infections and deaths. Under this circumstance, most of the production activities were halted and outdoor activities were dramatically decreased. The resumption of production has been taking place since March 2020. At the end of April, most of the major industries restarted their production, and people’s lives gradually returned to normalcy.

This nationwide lockdown led to a short period of time during which human activities were diminished significantly. Generally, human activities are actively involved in the global atmospheric circulation, showing a substantial impact on ambient air quality [5]. The small liquid and solid particles suspending in the air, referred to as particulate matter, have become a major component of atmospheric pollutants [6]. Particulate matter is usually detrimental to human beings, especially the fine particles with a diameter of less than 2.5 μm, known as PM2.5 [7]. Because the PM2.5 can cause a severe threat to human health [8], or even death [9], many studies focus on the interaction between human health and PM2.5 [10], [11], as well as the impact of PM2.5 on human health [8], [12]. This letter, taking China as an example, dedicates to exploring the spatial and temporal distribution variation of PM2.5 concentration when human activities decreased dramatically.

By utilizing the deep learning technology and multisource remote sensing data via Google Earth Engine (GEE) platform, this work demonstrates a convenient and efficient approach to explore the influence of human activities on ambient PM2.5. This letter is organized as follows. The background is introduced in Section I. Section II presents the employed data and model for the spatially continuous PM2.5 simulation. The experiments and results are provided in Section III. Section IV is the summary and conclusion.

II. MATERIALS AND METHODS

A. Data Sets for PM2.5 Concentration Simulation

Currently, the PM2.5 concentration can be observed directly from in situ air quality monitoring stations. However, discretely distributed in situ observations cannot fully describe spatially continuous distribution over the entire study area. Remote sensing, to the contrary, can be employed to derive spatially continuous PM2.5 concentration with certain accuracy [13], [14]. Some studies show that several substances are relevant to the generation of PM2.5, such as road dust, mineral dust, and vehicle exhaust [15], [16], and human activities can contribute to the generation of this harmful aerosol. Accordingly, researchers use multisource remote sensing data sets to perform the simulation of PM2.5 concentration distribution [17], [18]. The Aerosol Optical Depth (AOD), as one of the key factors relevant to PM2.5, measures the amount of aerosol particles in the atmosphere, such as dust, smoke, and pollution. It is often derived from remote sensing data and shows a quite strong correlation with PM2.5 concentration, thus, it is extensively utilized to simulate the distribution of PM2.5 concentration [19], [20].
In this letter, first of all, a deep learning regression model is established to map the corresponding pixel values picked up from multisource remote sensing data to the discrete in situ PM2.5 observations in a point-to-point manner. Then the trained model is transferred for the remote sensing images to simulate the spatially continuous PM2.5 distribution. The hourly in situ observations were collected from the city air quality publishing platform of China National Environmental Monitoring Centre (CNEMC) and averaged to produce daily measurements for model training. Fig. 1 illustrates the in situ monitoring stations in the study area. The ultimate goal of this letter is to explore how human activities affected ambient PM2.5 concentration in China during the COVID-19 lockdown, therefore, it is significantly important to know the population distribution of the study area. The background color of the study area in Fig. 1 indicates the estimated number of people per square kilometer in 2020. The Hu Line in red named after a famous Chinese geographer visually shows that China possesses a dense population southeast and sparse population northwest. In the following experiment analysis, the PM2.5 variation in the two different population zones may be separated in some discussion to probe how the decreased human activities affected the ambient PM2.5 concentration.

Two different kinds of remote sensing data sets are acquired for the experiments. First of all, the daily MODIS AOD product (MCD19A2) with the spatial resolution of 1 km is primarily chosen to be involved in the simulation. Two AOD data layers in the MCD19A2 data set are both used, and they are derived from blue (0.47 \( \mu \)m) and green (0.55 \( \mu \)m) spectral bands. Second, the Absorbing Aerosol Index (AAI) band of the Ultraviolet Aerosol Index product (Sentinel-5P OFFL AER AI) is experimentally added to the model to explore possible improvements. The employed daily AAI is derived from the Sentinel-5P satellite using the 354 nm/388 nm wavelength pair with the spatial resolution of 0.01 arc degrees. It indicates the presence of estimated absorbing aerosols, including desert dust and biomass burning aerosols, and so on. The data need to be resampled to gain the same resolution with MCD192A images. All the remote sensing data sets come from the GEE cloud platform. The GEE not only provides a massive amount of archived satellite imagery but also enables large scale analysis capabilities based on Google’s cloud infrastructure. All the data collection, preprocessing, and model inference can be performed on GEE in the cloud in a distributed parallel processing manner, which means it will save much more time than the conventional way.

B. Deep Learning Approach for PM2.5 Simulation

Several models have been proposed over the past few years to simulate the spatially continuous PM2.5 concentration, such as the simple linear regression [21], geographically weighted regression [22], statistical models [23], machine learning models [24], deep learning models [25], and ensemble models [26]. Among them, deep-learning-based models have gained much more attention in recent years due to the higher accuracy compared with other conventional models [27]. A deep learning model learns from massive data automatically without handcrafted rules, naturally suitable for modeling with various inputs in the PM2.5 simulation problem.

This letter presents an “offline learning and online inference” deep learning approach for PM2.5 concentration simulation. Specifically, the designed deep neural network consists of three hidden layers and each layer shares the same structure comprising of a simple linear transformation and nonlinear activation, formulated as (1) and (2). In the equations, \( f_i \) denotes the transformations in the \( i \)-th layer with the inputs \( x_i \). \( A_i \) and \( b_i \) are the learnable parameters of the \( i \)-th layer. The activation after the linear transformation is the rectified linear units (ReLU), which is an efficient and effective nonlinear function, commonly used in deep models. The \( F(x_1) \) denotes the deep regression model with the initial input data \( x_1 \). Data flow the hidden layers sequentially, and finally, the prediction is generated by the last model layer. The inputs of this regression model are the picked-up pixel values corresponding to the in situ stations from the multisource remote sensing data, and the output is the in situ observed PM2.5 observations for supervised training. The input channels depend on the number of input data sources, for instance, if AOD data from blue and green bands are served as the inputs, then the input channel is two; if AOD and AAI data are entered into the model together, then the input channel should be three. The output channel of each hidden layer is the hyperparameter and should be determined before training. The channels of the three hidden layers are set to 16, 32, and 1 experimentally in our simulations. The output channel of the last hidden layer is equal to one because the model output only includes one observation feature, namely the PM2.5 concentration

\[
F(x_1) = f_3(f_2(f_1(x_1))).
\]

Since the GEE platform currently does not support online training for deep models, and the size of our model is quite small, an “offline learning and online inference” approach is applied to perform the experiments. All the procedures are illustrated as Fig. 2, where the processing boxes in blue indicate offline operations and the green boxes denote online operations using GEE. To be specific, the PM2.5 observations from monitoring stations should be collected at first, and then the related remote sensing pixel values including the AOD and AAI should be acquired from GEE archived imagery according
to the corresponding locations of observation points. Second, the regression model should be trained locally using the back-propagation algorithm with the inputs of the picked-up remote sensing pixels and the output of the \textit{in situ} observations. Third, the learnable parameters of the trained model are extracted, and the regression process needs to be reimplemented on GEE with the learned parameters. Finally, the relevant remote sensing images, including MODIS AOD and Sentinel-5P AAI, are entered into the reimplemented online model to generate the spatially continuous PM2.5 simulation via GEE.

III. EXPERIMENTS AND RESULTS

A. Experiments

After collecting the \textit{in situ} observations from monitoring stations and acquiring the remote sensing pixel values in the corresponding locations via GEE, these data points were grouped for training. There are a total of 22,750 data pairs collected from December 2019 to April 2020. Seventy percent of them were used for training and the rest for validation. It is worth mentioning that because the multisource input data sets have different value range, they need to be normalized to a unit scale. In the following experiments, (3) was used to scale the inputs to bring all values into the range [0, 1], where $x_i$ is the $i$th feature value of the remote sensing data set $x$; $x_{\text{min}}$ and $x_{\text{max}}$ denote the minimum and maximum values of the $x$. MODIS AOD and its combination with Sentinel-5P AAI were both tested in the training stage to explore their performance. With the aforementioned model setting, after 10,000 epochs training, the evaluation results on the validation data set are summarized in Table I. Mean absolute error (MAE), Coefficient of Determination ($R^2$), and Pearson correlation coefficient (CC) metrics are used to measure the performance. The MAE is around 17 $\mu g/m^3$ for the two experiment groups, which is enough for later simulation considering the wide value range of PM2.5 concentration over the study area. The CC is greater than 0.5 showing a moderate correlation between prediction and observation, which is also acceptable for variation trend analysis.

\begin{table}[h]
\centering
\caption{Evaluation results with different model inputs}
\begin{tabular}{lcccr}
\hline
Training group & Learnable parameters & MAE & $R^2$ & CC \\
\hline
MODIS AOD & 625 & 17.500 & 0.319 & 0.565 \\
AOD & AAI & 641 & 17.131 & 0.408 & 0.641 \\
\hline
\end{tabular}
\end{table}

B. Results and Analysis

Fig. 4 demonstrates the simulated results as well as the monthly averaged \textit{in situ} observations from December 2019 to April 2020. Also, Fig. 5 exhibits the previous year’s PM2.5 concentration of the same period from December 2018 to April 2019 to facilitate the comparison. The color of the map indicates the simulated monthly-averaged PM2.5 concentration. Blank color represents missing data in the original remote sensing images. Several phenomena can be observed from Figs. 4 and 5.

1) An abnormal increase occurred in Xinjiang in March and April 2020. We believe this is caused by seasonal sand and dust storms (SDS) because there are wild tracts of desert in Xinjiang and the SDS happens in spring frequently according to the literature [28], [29]. Besides, the simulation results from March 2019 to April 2019 in Fig. 5 also confirm this conjecture.

2) January 2020 just before the lockdown exhibited moderate PM2.5 pollution for the southeast provinces with a dense population. After the large-scale lockdown, the PM2.5 concentration showed a significant reduction in February 2020. It reveals that the dramatic decrease in human production and activities can truly lead to a reduction in PM2.5 generation. Moreover, the PM2.5 concentration in February 2019 is rather higher.
than simulated in February 2020. This, from another perspective, shows the PM2.5 pollution weakened during the lockdown. This phenomenon also conforms to the conclusion that the PM2.5 concentration declines over major cities around the world during the COVID-19 lockdown [30].

3) March 2020 had the lowest PM2.5 pollution since the COVID-19 lockdown except for Xinjiang and Guangxi regions. The lockdown began at the end of January 2020, while the lowest PM2.5 pollution happened in March for most of the regions when people had gradually resumed production. This phenomenon confirms the common hysteresis effect of human activities on the air [31]. The air requires some time to do self-cleaning, even though the pollutant emission is reduced dramatically. Besides, the PM2.5 concentration from March and April 2020 is lower than that of the same period in the previous year. In other words, the PM2.5 pollution can maintain a quite low level after the work resumption, which, again, shows the existence of the hysteresis effect.

Fig. 6 demonstrates the PM2.5 variation month to month over the study area quantitatively. Some conclusions can be drawn from this chart.

1) The PM2.5 concentration in the eastern area of Hu Line observed from remote sensing and in situ stations have the same varying tendency with different magnitude. Considering the nonuniformity and sparsity of the station distribution, as well as the abnormal increase in Xinjiang, the simulated results can be considered to conform with the in situ observations. Two lines from the in situ observations almost overlapped because there are rather fewer minoring stations distributed in the western area of Hu Line and the variations of these areas cannot be measured completely.

2) From the simulation statistics in the eastern area of Hu Line where a majority of people live, there was an obvious decrease after the lockdown. The growth rate observed from remote sensing derived PM2.5 for the eastern area of Hu Line is $-1.07\%$ from January to February and $-4.62\%$ from February to March. These numbers also confirm the aforementioned hysteresis effect of atmospheric circulation. However, being affected by the abnormal increase in Xinjiang,
the simulated PM2.5 during the first quarter of 2020 over the entire study area is increased slightly.

3) According to the simulation results, the PM2.5 concentration was still decreasing in April 2020 all over the entire study area, but the PM2.5 pollution increased by 9.67% regarding the eastern area of Hu Line. The decrease for the entire study area may be due to the partially reduced PM2.5 in Xinjiang, and the increase in the southeast may be caused by the large-scale work resumption.

IV. CONCLUSION

The COVID-19 coronavirus was first emerged at the end of 2019 and outbreak all over the world quickly, causing severe losses for the human being. From late January to March 2020, the governments are forced to lock down some cities to prevent further infections. This letter devotes to explore the variation of PM2.5 pollution during the period when human production and activities are diminished dramatically. To this end, an “offline learning and online inference” approach is applied to train a deep regression model between multisource remote sensing data and the in situ PM2.5 observations, and then it is used to perform spatially continuous PM2.5 concentration simulation using the GEE platform. The experiments show that the combination of MODIS AOD and Sentinel-5P AAI data can improve the PM2.5 simulation accuracy.

From the simulation results and in situ observations, January 2020 just before the lockdown has the worst PM2.5 pollution in China, and the fine particle pollution reduces significantly after the large-scale lockdown. The lowest averaged PM2.5 concentration is observed in March, showing an evident hysteresis effect. When people going back to work gradually, the PM2.5 pollution begins to increase in Eastern China in April 2020, but still lower than that in April 2019. In a nutshell, the lockdown in China during the COVID-19 contributes to the decrease of PM2.5 pollution with certain hysteresis.
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