Development of an effective adaptive forecasting system based on the combination of neural network and genetic algorithm
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Abstract. The paper is presented an effective adaptive forecasting system based on combining mathematical modeling tools, including neural networks and genetic algorithm. The construction of the neural network structure that is best relative to the selected criterion makes it possible to improve the procedure for finding a solution to the problem in terms of a number of parameters. Each individual in the genetic algorithm is encoded as a vector with data on the number of neurons on the intermediate layers of the neural network. The evolution of the population occurs in the genetic algorithm, information in the chromosomes changes as a result of the probabilistic application of genetic operators. As a result, such a structure of the neural network is formed, at which the convergence to a given level of error of 1.0% is the fastest. Applied calculations were carried out on the monthly statistical data of investments in human capital (education, healthcare and culture) of the Udmurt Republic. The proposed adaptive system, applied to the construction of forecasts of socio-economic indicators, can be used in the construction of development strategies both at the regional level and at the country level.

1. Introduction
Forecasting methods are algorithms for processing available information in order to build future trends in the studied processes and phenomena. The field of application of forecasting methods imposes its own limitations on them, makes them take into account the peculiarities and overcome possible difficulties in building forecasts. Mathematical analysis and forecast of socio-economic processes and phenomena take place, as a rule, in conditions of the insufficient initial statistical information, in the presence of constant variations in the external environment, under the influence of a large number of unaccounted factors. Also, when constructing mathematical forecasts of socio-economic processes, there are factors that are difficult to formalize. Thus, we can conclude that when modeling socio-economic processes, the complexity lies in the presence of a large number of implicit mathematical relationships. Nevertheless, it is a qualitative forecast that is the key to building socio-economic strategies and making rational management decisions.

At present, it is known that the tools of neural network modeling and forecasting can effectively establish implicit mathematical relationships [1, 2]. Neural networks are widely used to solve the most demanded data mining tasks [3, 4]. The advantage of using neural networks in predicting socio-economic processes is the stability of the results obtained against frequent changes in the environment.

One of the most important question is the choice of neural network structure. Modern neural networks are composed of perceptron. The perceptron was proposed in 1957 by the American neurophysiologist
F. Rosenblatt as a result of studying the nervous system of a living organism. Before F. Rosenblatt, the theory of neural networks was identified in 1943 in the work “A Logical Calculus of Ideas Immanent in Nervous Activity” by American’s neurophysiologist W. McCulloch and mathematician W. Pitts. The work shows that any logical function can be implemented using a neural network. The foundation on which the theory of neural networks is based was completed thanks to the research of the Finnish scientist in the field of artificial neural networks T. Kohonen, the American neurobiologist and mathematician S. Grossberg. The result of their research was the possibility of building and using multilayer networks.

In 1974, the American sociologist P. Verboros developed neural network algorithms for training multilayer neural networks, including both the learning process by back propagating errors and recurrent neural networks. Neural networks can have completely different structures. The structure of a neural network affects the speed of its learning and increases the adaptive properties of the computational algorithm. The process of choosing the optimal neural network structure is well presented in the researches [5-7].

The article is discussed the structure of multilayer fully connected network. The construction of the neural network structure is determined by the work of a genetic algorithm.

The genetic algorithm is heuristic method. The genetic algorithm is implemented mechanisms that resemble biological evolution. These mechanisms include random selection, combination and variation of the required parameters to solve the problems of mathematical modeling and optimization [8]. The terms used in the description of genetic algorithms are borrowed from genetics: a population (a finite set of individuals), respectively, individuals included in the population (represented as chromosomes), chromosomes – ordered gene sequences, etc.

The combined using of neural network approaches to modeling socio-economic processes and genetic algorithms for constructing the topology of a neural network makes it possible to obtain an effective adaptive forecasting system.

2. Adaptive forecasting system based on combining neural networks and genetic algorithm

An individual in the population of the genetic algorithm is represented as a vector, whose coordinates are data on the number of neurons on the hidden layers of the neural network. The initial initialization of the population is specified in a non-uniform way – each individual represents a random structure of the neural network \( \{k_1, k_2, \ldots, k_m\} \), where \( k_m \) is the number of neurons on the \( m \)-layer. In the course of the genetic algorithm, the evolution of the population occurs by changing the chromosomes information, due to the probabilistic use of genetic operators of selection, crossing and mutation. There are many selection methods in genetic algorithms (roulette method, tournament selection, rank selection) [9].

We applied a tournament selection, in accordance with which we select \( m_i \) individuals from the population (the \( m_i \) value is the size of the tournament). Further, among these \( m_i \) individuals, we determine the individual with the best fitness function value. This operation continues until the required number of parents is reached to form the next generation. When constructing the structure of a neural network, the applied genetic algorithm also is used the crossing operator. It is a one-point operator that selects a break point within a chromosome with the subsequent exchange of information located behind this point. Also, the proposed genetic algorithm is used the mutation operator, which produces a random change in only one of the genes of the chromosome [10].

The practical using of the genetic operators of crossing and mutation is of a probabilistic nature: a certain fixed number is set – the probability \( p_f \in [0;1] \). Next, a random number \( p \) is generated. If \( p \leq p_f \), then the action specified by the operator is performed. For the crossing operator is \( p_c \in [0,5;1] \), the mutation operator is \( p_m \in [0;0,1] \). An algorithm for solving the problem of determining the best structure of neural network using genetic algorithm is shown in figure 1.
The optimization function of determining the best structure of the neural network is specified as the training time of the neural network up to an error level of 1.0%. Accordingly, the best is the structure of the neural network with the minimum training time. The condition for the termination of the algorithm is the condition that the found “best” chromosome does not change for several generations in a row (more than 25-30 generations in the algorithm). The search for the best structure of neural network is carried out in all directions of changing its organization (both towards simplification and towards complication).

To adjust the parameters and check the accuracy of the developed algorithm, it was tested. Table 1 shows the parameters of the genetic algorithm for determining the best structure of the neural network.

| №  | Parameter                  | Testing range | Value change step | Selected parameter value |
|----|----------------------------|---------------|-------------------|--------------------------|
| 1  | \(N\) – population size   | \([5:100]\)   | 5                 | 35                       |
| 2  | \(m_t\) – tournament size | \([2:10]\)    | 1                 | 4                        |
| 3  | \(p_c\) – crossing probability | \([0.5:1.0]\) | 0.05              | 0.9                      |
| 4  | \(p_m\) – mutation probability | \([0.01:0.1]\) | 0.01              | 0.07                     |

**Figure 1.** Algorithm for selection the best structure of a neural network using genetic algorithm.
Union mathematical modeling tools based on neural networks and mathematical modeling tools based on a genetic algorithm makes it possible, by combining the strategies of these methods, to create an effective adaptive system that makes it possible to make forecasts for the short and medium term.

Let’s consider the application of the adaptive forecasting system proposed by the authors to forecast of investment in human capital in the Udmurt Republic. Investments in education, healthcare and culture are accepted as the main investments [11]. It is these three components that form in a full-fledged way the economic category of human capital, which participates on a par with productive capital in a generalized social product (gross regional product) [12].

Thus, when implementing the constructed algorithm of the adaptive forecasting system, known statistical data on monthly budget and private investments in human capital (in education $J_1(t)$, in healthcare $J_2(t)$, and in culture $J_3(t)$) are selected as input, and also the values of the gross regional product $Y(t)$ of the Udmurt Republic from 2000 to 2019 [13]. The output data of the algorithm of the adaptive forecasting system are the predicted monthly volumes of investment in human capital ($\tilde{J}_1(t+\tau)$, $\tilde{J}_2(t+\tau)$ and $\tilde{J}_3(t+\tau)$, where $\tau$ is the time lag).

The initial statistical information is divided into a training set and a retro-forecast section (test set). On the training set, the neural network is trained using the backpropagation algorithm [14]. On the test set, the choice of the time lag for forecasting is carried out on the basis of the average relative error [15]. After 28 generations of genetic algorithm (label 3 in figure 2), the termination condition is met and the best neural network structure is found. The training times for other structures of the neural network are shown in figure 2 by labels 1 and 2.
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**Figure 2.** Dependence of training time the "best" neural network ($T$) from generation ($G$) in genetic algorithm.
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**Figure 3.** Learning error of three-layer neural network ($E$) from iteration number ($M$).

In the case of using a neural network with the best structure, fewer iterations are required to converge to the required error level of 1.0%.

The implemented algorithm makes it possible to select the best neural network structure, which convergence to given level of error $E$ is the fastest (see figure 3).

Figure 4 is showed the structure of a three-layer neural network used to solve the set problem of forecasting investments in the human capital of the region.
3. Solution of the problem of forecasting investment processes by using the developed toolkit

Figures 5, 6, 7 present the results of short-term forecasting of investments in education, healthcare and culture of the Udmurt Republic, obtained by using a trained neural network with a lag $\tau = 12$ months.
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**Figure 4.** Three-layer neural network, which used to predict investments into human capital.
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**Figure 5.** Monthly budget and private investments in education of the Udmurt Republic for the period 2000-2019 and forecast to 2025, billion rubles.
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**Figure 6.** Monthly budget and private investments in healthcare of the Udmurt Republic for the period 2000-2019 and forecast to 2025, billion rubles.
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**Figure 7.** Monthly budget and private investments in culture of the Udmurt Republic for the period 2000-2019 and forecast to 2025, billion rubles.

The average relative error is calculated on the retro-forecast section for the period of 2000-2019 for the three components of the human capital of the Udmurt Republic and is not exceed 1.0%.
4. Conclusion
This research is presented an efficient adaptive forecasting system built on the basis of combining mathematical modeling tools based on neural networks and mathematical modeling tools on a genetic algorithm. This system is applied to forecast socio-economic processes, in particular, the process of investing in human capital of the regional economy. The genetic algorithm made it possible to search for the best structure of a multilayer fully connected neural network from the point of view of optimality criterion – the time spent on convergence of the neural network to a given level of error of 1.0%.

Applied calculations were carried out on statistical data of the Udmurt Republic region. Based on monthly statistics for the period 2000-2019 forecast of the dynamics of investments until 2025 in the components of the human capital of the region – education, healthcare and culture were built. The proposed adaptive system, applied to the construction of forecasts of socio-economic indicators, can be used in the construction of development strategies on regional and country level.

References
[1] Lachhwani K 2019 Application of Neural Network Models for Mathematical Programming Problems: A State of Art Review Archives of Computational Methods in Engineering 1-12 doi:10.1007/s11831-018-09309-5
[2] Chen Z, Lv Y and Wan Z 2011 A neural network approach for solving mathematical programs with equilibrium constraints Expert Syst Appl 38 231-4 doi:10.1016/j.eswa.2010.06.050
[3] Wang Z, Liu K, Li J, Zhu Y and Zhang Y 2019 Various Frameworks and Libraries of Machine Learning and Deep Learning: A Survey Archives of Computational Methods in Engineering 1-24 doi:10.1007/s11831-018-09312-w
[4] Ketova K V, Rusyak I G and Vavilova D D 2020 Mathematical modeling and neural network prediction of the structure and dynamics of human capital of the Russian Federation Tomsk State University Journal of Control and Computer Science 53 12-24 doi:10.17223/19988605/53/2
[5] Panesar A 2019 Machine Learning Algorithms. Machine Learning and AI for Healthcare Apress Berkeley doi:10.1007/978-1-4842-3799-1
[6] Schmidhuber J 2015 Deep learning in neural networks: An overview Neural Networks 61 85-117
[7] Yan F, Lin Z, Wang X, Azarmi F and Sobolev K 2017 Evaluation and prediction of bond strength of GFRP-bar reinforced concrete using artificial neural network optimized with genetic algorithm Composite Structures 161 441-52
[8] Haupt R L and Haupt S E 2004 Practical Genetic Algorithms (New York)
[9] Lyalin V E, Sidelnikov K A and Faizullin R V 2015 The application of genetic algorithm for optimal control the oil well mode in case of one-phase flow in porous media Applied Mathematical Sciences 9(13-6) 739-45 doi:10.12988/ams.2015.41228
[10] Kramer O 2017 Genetic Algorithm Essentials: Studies in Computational Intelligence (Oldenburg)
[11] Ketova K V, Romanovsky Yu M and Rusyak I G 2019 Mathematical modeling of the human capital dynamics Computer Research and Modeling 11(2) 329-42 doi:10.20537/2076-7633-2019-11-2-329-342
[12] Ketova K V, Rusyak I G, Saburova E A and Vavilova D D 2020 Regional Socio-Economic Parameters Modeling and System Analysis by Means of Programming and Computing Suite IOP Conference Series:Materials Science and Engineering 862 052044 doi:10.1088/1757-899X/862/5/052044
[13] Federal State Statistics Service of the Russian Federation Available at: http://www.gks.ru.
[14] Vetchanin E V, Tenenev V A and Kilin A A 2017 Optimal control of the motion in an ideal fluid of a screw-shaped body with internal rotors Computer Research and Modeling 9(5) 741-59 doi:10.20537/2076-7633-2017-9-5-741-759
[15] Ketova K V and Vavilova D D 2020 Modelling a human capital of an economic system with neural networks Journal of Physics: Conference Series 1703(1) 012035 doi:10.1088/1742-6596/1703/1/012035