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Abstract

An important function of aggregators is to enable the participation of small energy storage units in electricity markets. This paper studies two generally overlooked aspects related to aggregators of energy storage: i) the relationship between the aggregator and its constituent storage units and ii) the aggregator’s effect on system welfare. Regarding i), we show that short-term outcomes can be Pareto-inferior: all players could be better-off. In practice, however, aggregators and storage units are likely to engage in long rather than short-term relationships. Using Nash Bargaining Theory, we show that aggregators and storage units are likely to cooperate in the long-term. A rigorous understanding of the aggregator-storage unit relationship is fundamental to model the aggregator’s participation in the market. Regarding ii), we first show that a profit-seeking energy storage aggregator is always beneficial to the system when compared to a system without storage, regardless of size or market power the aggregator may have. However, due to market power, a monopolist aggregator may act in a socially suboptimal manner. We propose a pricing scheme designed to mitigate market power abuse by the aggregator. This pricing scheme has several important characteristics: its formulation requires no private information, it incentivizes a rational aggregator to behave in a socially optimal manner, and allows for regulation of the aggregator’s profit.
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I. INTRODUCTION

The adoption of household-level energy storage systems is expected to increase rapidly in the coming years (residential energy storage grew by 405% in 2015) and become a significant share of the total U.S. energy storage deployment [1]. These storage units (SUs) have the potential of selling services to the power grid [2] but may not be able to directly do so for two main reasons: i) their individual capacities are smaller than the required minimum [3], [4]; and ii) the large number of SUs would make their management difficult even if they are allowed to participate [5]. Therefore, aggregators act as mediators between SUs and the power system [6].

A number of studies regarding the operation and market strategies of aggregators have been conducted. For instance, the authors of [5], [7] study the aggregation of a fleet of electric vehicles while [8] studies the coordination...
of groups of residential consumers for demand response. These studies focus on the interactions between aggregator and grid, with little regard to the interactions between the aggregator and its constituents. On a topic closely related to this work, authors of [9] use Nash Bargaining Theory to determine the compensation of reactive power providers. These works, however, model aggregators as price-takers in the market. This assumption could be unrealistic since aggregators of SUs can be both large and flexible, exactly the type of agents that have market power. This paper bridges the gap between current studies and a realistic market setting by addressing two important aspects: i) How should the interactions between SUs and an aggregator be modeled when both are profit-seeking entities? ii) How should we quantify and mitigate the market power and price-anticipatory behavior of these aggregators?

Both of these questions have been studied, although normally not in an integral manner. In [10], the authors focus on the distributed optimization problem of an electric vehicle (EV) aggregator assuming exogenous market prices. The authors in [11], [12] study the problem subjected to power flow constraints. In [13], the authors study the interactions of an EV aggregator and its EVs when providing frequency regulation. However, these studies do not address how the total profit should be divided between an aggregator and its SUs. The problem of profit allocation is not obvious since neither party can participate in the market alone: the aggregator has no physical assets and the individual SUs are too small to participate. In this work, we use Nash Bargaining Theory to derive a model of the profit-split between the aggregator and SUs.

Other works study the impact of price-anticipatory behavior by aggregators. The works in [14]–[16] study strategic bidding of aggregators through optimization frameworks. These studies provide understanding of the aggregator’s operational problem but do not address the question of the effect of market power on the system welfare. From general literature on markets and game theory, it is well-known that competition increases efficiency and reduces market power. However, it is likely that only a small number of aggregators would be available for a customer to choose from. In this work, we draw qualitative insights by considering a single aggregator responsible for a set of customers. Then the natural question becomes: in a system with a small number of aggregators, would the market power of the aggregators outweigh the benefit of having storage in the system?

This paper addresses: i) the problem of profit allocation between the aggregator and its users, and ii) the question of impact of the aggregator on the system welfare. To address i), we adopt a formal Nash Bargaining Process [17], [18] to model the negotiations between the aggregator and its users. A key feature of the proposed model is that it captures the realistic setting where the parties interact on a continuous basis. Then we establish the necessary profit splitting conditions such that the bargaining agreement can be sustained indefinitely.

To answer ii), we adopt two perspectives. First, we show that the participation of SUs always benefits the system. Consider Fig. 1. Point A represents the system cost without SUs while point B represents the system cost when the SUs are controlled by a price-anticipatory aggregator. While A is higher than B, the aggregator does not act in a socially optimal fashion (due to its market power), limiting the maximum possible gain from having energy storage in the system. We propose a pricing scheme that effectively mitigates the market power of aggregators,

1Price-anticipatory behavior arises when players are aware of their own market power and the effect of their actions on the market price.
incentivizing them to operate at the social optimum (point C in Fig. 1). The only assumption we make on the aggregator is that it is profit-seeking and does not act in a purely adversarial manner.

In summary, the contributions of this work are:

i) A model of the interactions between an aggregator, its managed SUs, and the electricity market. First, we introduce the model of short-term interactions between aggregator and SUs: the aggregator and SUs play a single-leader, multi-follower Stackelberg Game. We show that the outcome of this non-cooperative game can be Pareto-inefficient (see Fig. 2). In reality, however, the aggregator and SUs are likely to interact repeatedly. We demonstrate the existence of profit-splitting schemes in which cooperation by rational agents is stable in the long-term. Finally, we use the Nash Bargaining Model to show that the aggregator and SUs split a Pareto-optimal profit in a way that ensures long-term cooperation.

ii) A simplified model of a set of SUs managed by an aggregator. The Pareto-optimal agreement allows us to replace a complicated system composed of many agents (i.e., the aggregator and SUs) with a simpler aggregate profit maximization problem. The benefits of this simplified model is two-fold. First, it provides and justifies a model of the aggregator’s market participation strategy. Second, it provides a computationally tractable model of the actions of numerous SUs under an aggregator.

iii) An assessment of the impact the aggregator in the system welfare. First we show that a profit-seeking aggregator is always beneficial to the system. Then, we compare the socially optimal system cost with the system cost derived from the bargaining agreement.

iv) Finally, we propose a market power-mitigating pricing scheme that: 1) incentivizes self-interested aggregators to behave in a socially optimal fashion, 2) requires no private information for its formulation, and 3) allows for regulation of the aggregator’s profit.

In this paper, we emphasize the theoretical foundations of our work and illustrate our propositions using small numerical examples. A larger case study, however, is useful to appreciate some of the nuances that would arise in more complicated systems. The interested reader is referred to [19] for a case study on the 24 bus IEEE Reliability
This paper is organized as follows. Section II introduces the market, SU, and aggregator models. Section III demonstrates that having a profit-seeking aggregator is always beneficial to the system. Section IV introduces the short-term interaction model between the aggregator and the SUs. Section V introduces both the framework used to model long-term interactions and the Nash Bargaining Model. In section VI we use the Nash Bargaining Solution to model how the aggregator bids into the market and propose a pricing scheme to mitigate its market power. Section VII concludes this paper.

II. MODELS AND PROBLEM SETUP

This section introduces the models used throughout the paper: the market structure, the SUs, and the aggregator. We assume that the SUs do not participate directly in the market. Instead, they interact with an aggregator which has access to the wholesale market. The nature of these interactions are illustrated in Fig. 3.

A. Market Structure

We consider a locational marginal price (LMP)-based wholesale electricity market that balances supply and demand at the minimum cost over multiple time periods subject to transmission constraints. The set of time periods is denoted by $T$. At a particular time $t$, the set of nodal demands is $q_t$. We assume that the supply at each node $b$ and time period $t$ is characterized by an increasing function $c_{b,t}^{\text{gen}}(\cdot)$ and is known by all participants. The system
operator (SO) dispatches generation to minimize cost and the market clears at prices $\lambda_t$. Then, a participant that supplies $x$ amount of energy during period $t$ at node $b$ is paid $x \cdot \lambda_{b,t}$ and a participant consuming $y$ amount of energy is charged $y \cdot \lambda_{b,t}$.

### B. Energy Storage

SUs perform energy arbitrage by shifting energy in time to take advantage of price differences [20], [21]. Let $\mathcal{I}$ denote the set of $n$ SUs. Let $d_{i,t}^+ (d_{i,t}^-)$ denote the energy discharged (charged) by SU $i$ at time $t$. We define $d_{i,t} = d_{i,t}^+ - d_{i,t}^-$. A positive $d_{i,t}$ implies power injection while a negative $d_{i,t}$ implies power absorption.

Since the SUs interact with the market through an aggregator, the price they face could be different than the market prices $\lambda_t$ [22]. Let $\tau_{i,t}$ denote the price (e.g., retail rate) that SU $i$ faces at time $t$. Then, SU $i$’s profit is:

$$
\pi_i^s(d_i; \tau_i) = \sum_{t \in T} \tau_{i,t} \cdot d_{i,t} - c_i(d_i),
$$

(1)

where $d_i = \{d_{i,t}^+, d_{i,t}^-\}_{t \in T}$ and $\tau_i = \{\tau_{i,t}\}_{t \in T}$ denote a vector of storage actions and a vector of prices faced by SU $i$ throughout time, respectively. The cost function $c_i(\cdot)$ models the degradation cost (due to cycling) of storage [23].

For chemistry-based energy storage, degradation is a function of internal chemical phenomena and dependent on several variables including the charge/discharge rate and depth of discharge [24]. In this work, $c_i(\cdot)$ is a non-negative and strictly convex function of $d_i$. Strict convexity captures the fact that larger energy charges/discharges lead to higher degradation [23], [24]. Different cost models can be adopted within the proposed framework.

In this work, we consider additional revenue streams, (e.g., payments for frequency regulation and reserves [25]), or benefits delivered by SUs (e.g., improvement of power quality [26]) to be high-priority tasks modeled by constraints on the SU operation. For instance, a SU a can reserve some of its capacity for frequency regulation and contract the remainder for market participation through an aggregator.

The actions of the SUs are limited by a set of operating constraints. The most notable constraint of energy storage is that it must be energy neutral, that is, the total energy charged over $\mathcal{T}$ is equal to the total energy discharged plus losses. The losses are modeled by discharge efficiency $\eta_i^+$ and charge efficiency $\eta_i^-$ coefficients. The energy neutrality constraint models the fact that the SU participates in the market to perform energy arbitrage and does not generate net energy. The functions $h_i(d_i)$ denote the power, state-of-charge (SoC), and other constraints of SU $i$.

The profit maximization problem SU $i$ is expressed as

$$
\max_{d_i} \pi_i^s(d_i; \tau_i) \tag{2a}
$$

subject to

$$
\sum_{t \in T} \left( \eta_i^- \cdot d_{i,t}^- - \frac{d_{i,t}^+}{\eta_i^+} \right) = 0 \tag{2b}
$$

$$
h_i(d_i) \leq 0 \tag{2c}
$$

$$
d_{i,t}^+ \geq 0, d_{i,t}^- \geq 0 \quad \forall t \in \mathcal{T} \tag{2d}
$$

$$
d_i = \{d_{i,t}^+, d_{i,t}^-=\}_{t \in \mathcal{T}}.
$$
where the objective is defined by Equation (1), (2b) is the energy neutrality constraint; (2c) includes the charge, discharge, SoC, and operating constraints; and (2d) are the non-negativity constraints.

**Constraints in the \( h_i(\cdot) \) function**

The operating constraints embedded in the function \( h_i(\cdot) \) are the following:

- **State-of-charge dynamics and limits:** The SoC of unit \( i \) at time \( t \) is defined as the amount of energy stored in the unit:

  \[
  s_{i,t} = s_{i,0} + \sum_{t'=0}^{t-1} \left( \eta_i^{-} \cdot d_{i,t'}^- - \frac{d_{i,t'}^+}{\eta_i^+} \right).
  \]

  Naturally, the SoC of a SU is constrained to be within a lower and an upper bound at all times:

  \[
  s_{\text{min}} \leq s_{i,t} \leq s_{\text{max}} \quad \forall \ t \in T.
  \]

- **Charge/discharge limits:** In addition to SoC constraints, the rate of charge and discharge of the SU is limited by upper and lower bounds. As noted by Equations (2d), the rate charge and discharge are lower bounded by 0. The upper charge and discharge limits of SU \( i \) are expressed as

  \[
  d_{i,t}^- \leq \underline{d}_i \quad \forall \ t \in T \]

  \[
  d_{i,t}^+ \leq \overline{d}_i \quad \forall \ t \in T.
  \]

- **Other operating constraints:** Typical operating constraints of SUs employed in the literature are: the SoC limits, charge/discharge limits, and the energy neutrality constraint\(^2\). In reality, however, SUs may operate under a larger set of operating constraints. For instance: chemistry-based batteries may be constrained by internal electrochemical processes\(^2\); the operation of the SU may be constrained by higher priority applications such as storing energy exclusively for emergency situations\(^2\) or improving power quality\(^2\). The proposed SU model allows for arbitrary constraints to be embedded in the function \( h_i(\cdot) \).

**C. Aggregator**

Most independent system operators require a minimum capacity from their participants. For instance, ISO New England requires the participants of its wholesale market to have a capacity of at least 1 MW\(^3\). Therefore, small SUs such as EVs or household-sized energy storage can only participate in the market through aggregating entities.

Let the vector \( d^{\text{bus}}_t \) denote a vector of net nodal energy injections/absorptions by the SUs and be defined as

\[
 d^{\text{bus}}_t = \sum_{i \in I} m^+_i \cdot d_{i,t}^+ - \sum_{i \in I} m^-_i \cdot d_{i,t}^- 
\]

where the \( b \text{th} \) element of the vector \( m^+_i \) is 1 if SU \( i \) is connected to bus \( b \) and 0 otherwise. The \( b \text{th} \) element of \( d^{\text{bus}}_t \) denotes net discharge (if positive) or charge (if negative) of the SUs connected to node \( b \).

Then, the aggregator’s net revenue from market participation is

\[
 \sum_{t \in T} \lambda_t^1 \cdot d^{\text{bus}}_t.
\]

\(^2\)The energy neutrality constraint is often expressed as a constraint restricting the final SoC to equal the initial SoC.
In this work, we assume that an aggregator acts in a non-adversarial manner, according to the following definition.

**Definition 1.** A player is said to be non-adversarial if it never chooses a strategy that results in a negative profit.

When \( d_{t}^{bus} = 0 \) \( \forall t \in T \), no energy is exchanged between market and aggregator; therefore the aggregator’s net revenue is zero. A non-adversarial aggregator implies that it does not choose actions if they result in a loss. Note that rational players\(^3\) are also non-adversarial.
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**Figure 4.** Subplot (a) shows a sample period when the net actions of the SUs result in energy absorption from the grid. Conversely, Subplot (b) shows a sample period when the net actions of the SUs result in energy injection to the grid.

### III. Effect of the Aggregator on the System’s Operating Cost

In this section, we show that the presence of a non-adversarial aggregator of SUs never increases the system cost. The system operating cost and LMPs are results of the following market clearing/system cost minimization problem.

**Definition 2.** Given a set of hourly energy storage actions \( d = \{d_i\}_{i \in I} \) and hourly load \( q = \{q_t\}_{t \in T} \), the system operating cost is defined as:

\[
S(q, d) = \min_{\theta_{t} \geq 0} \sum_{b \in N, t \in T} \int_{0}^{\eta_{b,t}} c_{b,t}^{\text{gen}}(x)dx + \sum_{i \in I} c_i(d_i) \tag{3a}
\]

s.t.

\[
1^\top g_t - 1^\top q_t + 1^\top d_t^{bus} = 0 \quad (\zeta_t) \forall t \in T \tag{3b}
\]

\[
H(g_t - q_t + d_t^{bus}) \leq \mathcal{F} \quad (\mu_i) \forall t \in T \tag{3c}
\]

\[
d_t^{bus} = \sum_{i \in I} m_i^s \cdot (d_{i,t}^+ - d_{i,t}^-) \forall t \in T \tag{3d}
\]

\[
d_i = \{d_{i,t}^+, d_{i,t}^-\}_{t \in T} \forall i \in I \tag{3e}
\]

\(^3\)A rational player takes profit/utility maximizing decisions.
where the objective (3a) is to minimize the generation and energy storage costs during the horizon $T$. Equations (3b), (3c), represent the system power balance constraints and represent the system transmission constraints, respectively. Equations (3d) define the net nodal injections/absorptions from the SUs and (3e) define the storage action vectors. The $b^{th}$ entry of vector $g_t$ represents generation from node $b$ at time $t$. The symbol $H$ represents the transmission shift factor matrix and $f$ represents limit lines. The symbols $\zeta_t$ and $\mu_t$ are the dual variables of their respective constraints.

**Definition 3.** The LMPs at time $t$ are defined as the gradient of the Lagrangian of problem (3) with respect to the nodal demands at time $t$, i.e., $\lambda_t = \nabla q_t L$.

This definition of the system cost and LMPs is standard in power system economics [29]. The following theorem states that compared to a system without storage, a non-adversarial aggregator never increases the system cost regardless of how much market power an aggregator may have or exercise.

**Theorem 1.** Given a set of demands $q$, and a vector of storage actions $d$ from a non-adversarial aggregator, 

$$S(q, d) \leq S(q, 0)$$

where $S$ is the system operating cost defined by problem (3).

Theorem 1 implies that it is always beneficial to have SUs participating in the system, even when they are controlled by a price-anticipatory aggregator. This in line with the expectations from the CAISO roadmap [30], and FERC Order 792 [31] which introduces regulation to encourage the participation of small SUs.

Of course, if the aggregator has and exercises market power, the set of SU actions is socially suboptimal. In the case of generators, market power is typically exercised by overstating generation costs and/or understating available capacity. In the case of energy storage performing arbitrage, market power can be exercised by withholding storage services (i.e., shifting less than the socially optimal amount of energy). Section VI presents a strategy to mitigate the adverse effects of market power via a non-uniform pricing scheme.

**Informal proof of Theorem 1:** Consider a one bus system. During any given time period, the SUs exhibit either net energy absorption or net energy injection. Fig. 4(a) shows a time period when the storage absorbs energy from the grid. During this period, the system operating cost increases (as compared to a system with no storage) due to increased energy production used to supply the storage. The system cost increase is illustrated by the red trapezoid. The aggregator’s cost of purchasing energy is illustrated by the red rectangle. Fig. 4(b) represents a time period when storage injects energy into the grid. During this period the system operating cost decreases (as compared to a system with no storage) because the energy injections offset energy production. The cost decrease is illustrated by the blue trapezoid. The aggregator’s revenue from selling energy is illustrated by the blue rectangle. When an aggregator arbitrages energy at a positive profit, 1) the blue rectangle is larger than the red rectangle and 2) the system cost blue trapezoid is larger than the red trapezoid. That is, when the aggregator operates at a profit, the system cost always decreases with respect to a system with no storage. The formal proof of Theorem 1 is available in the Appendix.
Theorem 1 shows that having a non-adversarial storage aggregator is always beneficial to the system. However, the actual actions of the SUs depend on the nature of the relationships between the aggregator and its SUs. In this section, we present a Stackelberg game model for aggregator-SUs short-term interaction and show that the equilibria could be unsatisfactory for both parties.

A. Aggregator-SUs Stackelberg Game

The interaction between the aggregator and SUs is modeled as a single leader multi-follower game with perfect information [32]. The aggregator leads by announcing prices $\tau_i$ and the SUs respond by deciding their actions $d_i$.

Let the feasible region of storage actions defined by Equations (2b)–(2d) be denoted by $S_{i}^s$. For each price schedule $\tau_i$ that the aggregator chooses, each SU chooses a charge/discharge schedule $d_i^{SE} = \arg\max_{d_i \in S_i^s} \pi_i(d_i; \tau_i)$ that maximizes its profit. Since the SU profit maximization problem has a strictly concave objective, it yields a unique maximum $d_i^{SE}$.

The objective of the aggregator is to choose a set of prices $\tau = \{\tau_i\}_{i \in I}$ that maximize its profit given by:

$$\pi^a(\tau; d) = \sum_{i \in I} \sum_{t \in T} \left\{ \lambda_t^i m_t^i \cdot d_{i,t} - \tau_{i,t} \cdot d_{i,t} \right\}.$$  (5)

That is, it chooses $\tau^{SE} = \arg\max_{0 \leq \tau \leq M} \pi^a(\tau; \{d_i^{SE}\}_{i \in I})$. For technical convenience, we assume that the aggregator can only set prices within a certain (possibly large) bound $M$. Then, there exists a (price, storage action) pair that constitutes the Stackelberg Equilibrium for the aggregator-SUs game [32]. The Stackelberg Equilibrium, $(\tau^{SE}, d^{SE})$, can be obtained by formulating the aggregator’s problem as a mathematical problem with equilibrium constraint (MPEC). In general, MPECs are computationally difficult non-linear problems. Nonetheless, efficient algorithms to solve some MPECs are available. See references [10], [11], [33] for further details.

A natural question about the Stackelberg Equilibrium is how efficient it is. Here, we measure efficiency via the notion of Pareto-optimality.

Definition 4. A strategy $A$ is Pareto-superior to a strategy $B$ if at least one player is strictly better off with $A$ and no one is worst-off. We then say a strategy is Pareto-inefficient if there exists a Pareto superior strategy.

The following example shows that the equilibrium could be Pareto-inefficient.

Example 1. In this, and throughout the rest of the examples, we assume that an aggregator interacts with one SU ($n = 1$) in a single-node system and that the time horizon is composed by two time periods ($n_t = 2$). The price at each time period is given by $\lambda_t(x_t) = x_t \forall t = 1, 2$ where $x_t$ is the net load at time $t$. The net load is $-d_1$ when $t = 1$ and $5 - d_2$ when $t = 2$. The round-trip efficiency of the SU is $\eta = 0.95$, its charge and discharge limits are 1, its SoC must be in $[0, 1]$ at all times, and its cost function is given by $c(d) = \frac{1}{2} \sum_{t=1}^{2} d_t^2$. We consider a single SU and a single node to reduce notational clutter and suppress the indices $i$ and $b$.

When the aggregator and SU play a single-shot game, their actions are as follows. The aggregator sends a price schedule such that $\Delta \tau^{SE} = \tau_1^{SE} - \eta \cdot \tau_2^{SE} = -1.19$ while the SU charges 0.62 units of energy during the first time
period. Because of the energy neutrality requirement for the SU, it discharges 0.95 \cdot 0.62 units of energy during the second time period. The Stackelberg profits are then \( \pi^\text{SE} = 1.48 \) and \( \pi^\text{SE} = 0.37 \), respectively. However, suppose that the aggregator and SU agree to the following: The SU charges 0.7 units of energy during the first time period and the aggregator sets a price schedule such that \( \Delta \tau = \tau_1 - \eta \cdot \tau_2 = -1.25 \). This strategy is Pareto-superior to the Stackelberg Equilibrium: both the SU’s and the aggregator’s profits are higher than the Stackelberg profits (see Fig. 2).

Any strategy other than a Stackelberg Equilibrium, however, is necessarily unstable. Thus, cooperation during a single-shot game is not necessarily compatible with self-interested players. It is also important to note that the overall system cost may suffer from adversarial relationships between aggregators and SUs, since the actions from SUs may be artificially suppressed. However, the aggregator and SU may be in a position where they interact repeatedly over time. In this case, they may be induced to cooperate and adopt equilibria that are at the very least Pareto-superior to the Stackelberg Equilibrium.

V. LONG-TERM COOPERATION

We showed that the Stackelberg Equilibrium is not necessarily Pareto-efficient and that other solutions are not stable. In practice, this view is pessimistic: most aggregators and SUs do not play a single-shot game. Instead, they interact repeatedly and their strategies during these games determine the long-term outcome. In such cases, an aggregator and SUs may reach a cooperative equilibrium that is stable and Pareto-superior with respect to the Stackelberg Equilibrium. This section establishes conditions of stable cooperative equilibria.

Remark. It is trivial to show that all cooperative equilibria are Pareto-superior to the Stackelberg Equilibrium since a worst-off player could repeatedly play the Stackelberg Equilibrium.

A. Repeated game model

The long-term profit of each player is defined as the discounted sum of the single-shot profits. Here, we assume that the exact same single-shot game is played repeatedly and that market prices of future games can be thought of as forecasted prices. The long-term profit of the aggregator is denoted by

\[
\pi^a_{\infty} = \sum_{k=0}^{\infty} \delta^k \cdot \pi^a(\tau^{(k)}; d^{(k)})
\]

where \( \delta \in (0, 1) \) is the discount rate. The symbols \( \tau^{(k)} \) and \( d^{(k)} \) denote strategy decisions for the \( k \)th time the single-shot game is played. Similarly, the long-term profit of SU \( i \) is denoted by

\[
\pi^s_{i, \infty} = \sum_{k=0}^{\infty} \delta^k \pi^s_i(d^{(k)}_i; \tau^{(k)}_i).
\]

Next, we identify the strategy spaces of the aggregator and SUs. Specifically, we state the cooperation and defection strategies.

\footnote{The discount rate reflects the time value of money.}
1) Cooperation strategies: The cooperation strategy of the aggregator, 
\[ \tau_i^{(k)} = \begin{cases} \hat{\tau}_i & \text{if } d_i^{(m)} = \hat{d}_i \quad \forall \, m < k \quad \forall \, i \in \mathcal{I}, \\ \tau_i^D & \text{otherwise} \end{cases} \]
describes the strategy in which during the \( k \)th game, the aggregator sends SU \( i \) previously agreed prices \( \hat{\tau}_i \) if the SU has played agreed actions \( \hat{d}_i \) during all previous times. If the SU failed to uphold its commitment during the previous game, the aggregator plays the defection strategy \( \tau_i^D \) (defined shortly). Likewise, 
\[ d_i^{(k)} = \begin{cases} \hat{d}_i & \text{if } \tau_i^{(m)} = \hat{\tau}_i \quad \forall \, m \leq k \\ d_i^D & \text{otherwise} \end{cases} \]
describes the cooperation strategy of SU \( i \). The SU plays agreed actions \( \hat{d}_i \) if the aggregator has upheld its commitment to send agreed prices \( \hat{\tau}_i \) during all previous times the game has been played. Otherwise, the SU \( i \) plays the defection strategy \( d_i^D \) for the subsequent times the game is played.

2) Defection strategies: The SU defects by maximizing its single-shot profit. Its defection strategy is given by 
\[ d_i^D = \arg \max_{d_i \in S_i} \pi_s(d_i; \hat{\tau}_i) \] Similarly, the aggregator maximizes its profit derived from SU \( i \) by playing 
\[ \tau_i^D = \arg \max_{0 \leq \tau_i \leq M} \pi_a(\{\tau_i, \tau_{-i}\}; \hat{d}) \] where the subscript \( -i \) represents all SUs except \( i \).

3) Defection equilibrium: From the definition of the cooperation strategies, once the aggregator defects from cooperation with SU \( i \), the SU also defects. Similarly, if SU \( i \) defects, the aggregator defects form cooperation with SU \( i \) in the following single-shot game. Thus, they fall into playing a single leader, single follower sequential game while the actions of the rest of the SUs remain fixed. The Stackelberg Equilibrium of this single leader, single follower game is given by 
\[ d_i' = \arg \max_{d_i \in S_i} \pi_i^a(d_i; \tau_i) \quad \text{and} \quad \tau_i' = \arg \max_{0 \leq \tau_i \leq M} \pi_a(\{\tau_i, \tau_{-i}\}; \{d_i', d_{-i}\}) \]
Denote the defection equilibrium profit of the aggregator as \( \pi_i^{a'} \) and the defection equilibrium profit of the SU as \( \pi_s^{a'} \).

B. Ensuring cooperation in an infinitely repeated game

This subsection characterizes the set of strategies that ensures cooperation by rational players in the long-term. Then we use the Nash Bargaining Model to conclude that the profit split is Pareto-efficient (i.e., the aggregator and SUs cooperate to maximize their aggregate profit) and to predict precisely how the aggregate profit is shared among all players.

Given a set of agreed prices \( \hat{\tau}_i \) and storage actions \( \hat{d}_i \), all players decide whether (and when) to defect by maximizing their long-term profits. A player cooperates if no finite time of defection maximizes its long-term profit. A set of agreed prices and storage actions is a cooperative equilibrium in the infinitely repeated game if they incentivize both the aggregator and SUs to never defect.

**Lemma 1.** The aggregator cooperates with SU \( i \) if its agreed profit is greater than its defection equilibrium profit \( \pi_i^{a'} \). SU \( i \) cooperates with the aggregator when its agreed profit is greater than 
\[ (1-\delta)\pi_i^a(d_i^D; \tau_i) + \delta \pi_i^{a'} \]
The set of agreed profits that incentivize both the SU and the aggregator to cooperate define the cooperative equilibria.

The proof of Lemma 1 is included in the Appendix. As shown in the proof, infinitely many profits splitting schemes foster long-term cooperation by both parties. As shown shortly, Nash Bargaining Theory is used to predict i) precisely how the profits will be split and ii) that the negotiation region is the set of profits that foster long-term cooperation.

Example 2. This continues the previous example. Let the discount rate be \( \delta = 0.98 \) and let

\[
\alpha_a(\Delta \tau, \hat{d}_1) = \pi^a(\hat{\tau}; \hat{d}) - \pi^a'.
\]

From Lemma 1 the aggregator is incentivized to cooperate during every single-shot game when \( \alpha_a(\Delta \tau, \hat{d}_1) \geq 0 \). Similarly, let

\[
\alpha_s(\hat{d}_1, \Delta \tau) = \pi^s(\hat{d}; \hat{\tau}) - (1-\delta)\pi^s_i(\hat{d}_1^i; \hat{\tau}_i) - \delta \pi^{s'}
\]

Also from Lemma 1 the SU is incentivized to cooperate when \( \alpha_s(\hat{d}_1, \Delta \tau) \geq 0 \).

Let the sets \( \mathcal{A}^a = \{(\hat{d}_1, \Delta \tau)|\alpha_a(\hat{d}_1, \Delta \tau) \geq 0\} \), \( \mathcal{A}^s = \{(\hat{d}_1, \Delta \tau)|\alpha_s(\Delta \tau, \hat{d}_1) \geq 0\} \) denote the SU cooperation region and the aggregator cooperation region, respectively. Set \( \mathcal{A}^a \) represents all the charging/price pairs that incentivize the SU to never fall back to the Stackelberg Equilibrium and uphold its cooperation agreement with the aggregator. The same is true for the set \( \mathcal{A}^s \) with respect to the aggregator. The region where both players cooperate is denoted by \( \mathcal{A} = \mathcal{A}^a \cap \mathcal{A}^s \). The sets \( \mathcal{A}^a \), \( \mathcal{A}^s \), and \( \mathcal{A} \) are illustrated in Fig. 5.

C. Profit split via Nash Bargaining

Lemma 1 shows that there is a range of strategies that ensure long-term cooperation, i.e., there are many cooperative equilibria. In practice, one of these equilibria needs to be chosen. Knowing precisely which equilibrium strategy
This section presents the Nash Bargaining Model [18] used to predict said long-term equilibrium.

Let \( B_i = S^a_i \times S^c_i \) denote the set of possible outcomes of a bargaining process between the aggregator and SU \( i \) and the outcome as \( \hat{(d^*_i, \tau^*_i)} = \xi (B_i) \). The function \( \xi (\cdot) \) maps a set of possible outcomes to the solution of the bargaining problem [18]. Here, \( S^a_i = \{ \tau_i | 0 \le \tau_i \le M \} \). The Nash Bargaining Solution is a single point in a set of possible outcomes that satisfies the following axioms:

- **Pareto-efficiency**: If \( a, b \in B_i, \pi^a(a) > \pi^a(b) \), and \( \pi^a_i(a) > \pi^a_i(b) \) then \( b \neq \xi (B_i) \).
- **Independence of irrelevant alternatives**: If \( \hat{B}_i \subseteq B_i \) and \( \xi (B_i) \in \hat{B}_i \), then \( \xi (\hat{B}_i) = \xi (B_i) \).

\[ \pi(d^*) = \max_{\hat{d} \in \hat{S}} \{ \pi^a(\tau; d) + \sum_{i \in I} \pi^a_i(d_i; \tau_i) \} \tag{6} \]

where \( \hat{S} = S^a_1 \times \ldots \times S^a_n \). The unique Nash Bargaining Solution is given by:

\[ \forall i : (\hat{d}^*_i, \hat{\tau}^*_i) = \arg \max_{0 \le \tau_i \le M} \left( \pi^a_i(\cdot; \hat{d}^*_i) - \pi^a_i(\cdot; d^*_i) \right) \tag{7} \]

where \( \pi^a \equiv \pi^a(\{ \tau_i, \hat{\tau}^*_i \}; \{ d_i, \hat{d}^*_i \}) \) and \( \pi^a_i \equiv \pi^a_i(d_i; \tau_i) \). The set of agreed prices and storage actions that deliver profits in the cooperative equilibria is denoted by \( \hat{A}_i \).

The proof of Lemma 2 is available in the Appendix. This result is important because it allows us to simplify the aggregator-SU model and treat the aggregator as an entity who bids the solution of problem \( (6), d^* \), into the market. Moreover, this model allows us to study how the aggregator bid \( d^* \) compares to the socially optimal behavior of the SUs.

The next section compares the system cost when the aggregator bids \( d^* \) with the socially optimal system cost. Since the aggregator is price-anticipatory, it is able to exercise market power by deviating from socially optimal bids in order to increase its profit. Then, we propose a non-uniform pricing scheme that incentivizes the aggregator to behave in a socially optimal manner.

**Example 3.** This continues the previous example. Suppose that the aggregator engages in negotiations with the SU. By the Pareto-efficiency axiom, the aggregator and SU agree on storage actions \( \hat{d}^*_1 = d^*_1 = -0.83 \) which yield the maximum aggregate profit. Also from the Pareto-efficiency axiom, the agreed price schedule \( \hat{\Delta} \) will be one that fosters long-term cooperation. From the previous example, long-term cooperation is fostered when

\[ \alpha_a(\hat{\Delta}, -0.83) \ge 0 \text{ and } \alpha_a(-0.83, \hat{\Delta}) \ge 0 \]

or equivalently, when \(-1.23 \le \hat{\Delta} \le -1.37 \).

As shown by [34], if one of the players is more risk adverse than the other, its share of the profit decreases. Conversely, if a player is more risk-loving than the other, its share of the profit increases.
From reference [34], the bargaining outcome is given by the solution to the quadratic optimization problem:

$$\max_{-1.23 \leq \Delta \tau \leq -1.37} \left( \pi^a(-0.83; \Delta \tau) - \pi^{a'} \right) \left( \pi^a(\Delta \tau; -0.83) - \pi^{a'} \right)$$

which is $$\Delta \tau^* = -1.31$$.

Since $$(\hat{d}_1^*, \hat{\Delta} \tau^*)$$ lies on the interior of $$\mathcal{A}$$, the solution to the Nash Bargaining Problem is given by the solution to the system of equations $$\pi^a = -\pi^a + \pi(d_1^*)$$ and $$\pi^s = \pi^a + \pi^{a'} - \pi^{a''}$$ as shown in [18]. This concludes the example.

Note that for larger aggregator defection equilibrium profits $$\pi^{a'}$$, the bargaining solution delivers a larger aggregator profit $$\hat{\pi}^{a*}$$ (i.e., the lines in Fig. 6 intercept at a higher $$\hat{\pi}^{a*}$$). Since $$\pi^a$$ is the “outside option” profit of the aggregator (i.e., profit of the aggregator in case the negotiations fall apart), a larger outside option profit can be interpreted as the aggregator having greater bargaining power or “leverage.” The same can be said for the relationship between the SU profit $$\hat{\pi}^{a*}$$ and the SU defection equilibrium profit $$\pi^{a''}$$.

VI. Market power mitigation

The Nash Bargaining Solution (7) predicts that the aggregator bids $$d^*$$. This allows us to abstract the aggregator-SU interactions and model the aggregator as an entity that bids $$d^*$$. However, this bid might not be socially optimal as the aggregator behaves in a price-anticipatory manner and might control enough capacity to have some degree of market power. This section proposes a non-uniform pricing mechanism designed to mitigate the market power of the aggregator.
Table I

| Storage level               | SU/agg. profit | Sys. cost | Load payment |
|-----------------------------|----------------|-----------|--------------|
| Social optimum ($d_{social}^1$) | 1.89           | 9.65      | 20.3         |
| Market clearing ($d_{*}^1$)   | 1.98           | 9.86      | 21.1         |

$d_{social}^1 = -1$, $d_{*}^1 = -0.83$

A. Social optimum

A system operator (SO) would operate the SUs such that the system cost is minimized by solving:

$$d_{social} = \arg \min_{d \in \mathcal{S}} S(q,d).$$  \(8\)

The solution $d_{social}$ denotes the socially optimal storage actions.

Example 4. This continues the previous example. Note from Fig. 1 that the maximum aggregator-SU profit peaks at an absolute value of $d_1$ that is lower than the minimum system cost. This suggests that the aggregator may want to withhold storage services to maximize profits.

The total system cost, given by

$$\int_{-d_1}^{0} x \, dx + \int_{0}^{5-d_2} x \, dx + c(d),$$

is minimized when $d_1 = -1$ and $d_2 = 0.95$. In this case, the total system cost is 9.65 while the aggregator and SU split a profit of 1.89. In the socially optimal case, the load pays 20.3 for their consumption. On the other hand, the market clears and the aggregator-SU maximizes its profit when $d_{*}^1 = -0.83$ (point B in Fig. 1). In this case, both the system cost and the aggregator profits are higher. The exercise of market power by the aggregator hurts the load significantly as shown in Table I. This result motivates market power-mitigating mechanism introduced in the following subsection. This concludes the example.

B. Market clearing with market power mitigating price

In order to operate the system at minimum cost, the SO could charge the aggregator a “market power mitigating price” (MPMP). The MPMP incentivizes a profit maximizing aggregator to behave in a socially optimal manner.

Theorem 2. If the aggregator pays the MPMP

$$p_{b,t}(d_{bus}^{b,t}) = -\frac{1}{d_{bus}^{b,t}} \left( \int_{0}^{g_{b,t}} c_{l,b}(x) \, dx - C_{b,t} \right) \quad \forall b \in \mathcal{N}, \quad t \in \mathcal{T}$$

in lieu of the market clearing price, the market clears at the social optimum. The constants $C_{b,t}$ can be used to regulate the aggregator’s profit.

The proof of Theorem 2 can be found in the Appendix. The proposed MPMP has three key properties. First, it is compatible with both rational behavior of the aggregator and the desire to maximize social welfare: by acting in a selfish, profit maximizing way, the aggregator carries out socially desirable actions. Second, the term $C_{b,t}$ allows for
regulation of the aggregator’s profit. And third, its formulation requires no private information: the characteristics (i.e., operating constraints and cost functions) of the SUs do not need to be disclosed.

**Example 5.** This continues the previous example. From Example [7] under traditional LMPs the aggregator is exposed market clearing prices \( \lambda_1(-d_1) = -d_1 \) and \( \lambda_2(5 - d_2) = 5 - d_2 \). Under the MPMP, the aggregator is exposed to prices

\[
\begin{align*}
p_1(d_1) &= \frac{1}{d_1} \left( \int_{-d_1}^{0} x \, dx - C_1 \right) = -\frac{d_1^2 - 2C_1}{2d_1} \quad \text{and} \\
p_2(d_2) &= \frac{1}{d_2} \left( \int_{5-d_2}^{0} x \, dx - C_2 \right) = -\frac{(d_2 - 5)^2 - 2C_1}{2d_2}.
\end{align*}
\]

Let \( C = C_1 + C_2 \). Then, when the aggregator is exposed to the MPMP, it maximizes its profit given by

\[
\sum_{i=1}^{2} d_t \cdot p_t(d_t) - c(d) = -\frac{(d_2 - 5)^2 + d_1^2}{2} - c(d) + C. \tag{9}
\]

Note that maximizing Equation (9) is equivalent to minimizing the system cost given by

\[
\int_{0}^{-d_1} x \, dx + \int_{0}^{5-d_2} x \, dx + c(d) = \frac{(d_2 - 5)^2 + d_1^2}{2} + c(d). \tag{10}
\]

Even though Equations (9) and (10) are opposite in signs, they are an equivalent objectives since (9) is maximized and (10) is minimized. Then, when exposed to the MPMP, the objective of a profit-seeking aggregator (maximize profit) and the system operator (minimize cost) are exactly aligned. Thus, the aggregator bids the social optimum. This concludes the example.

**C. Regulated profit of an aggregator**

The proposed MPMP allows for the regulation of the aggregator’s profit by selecting constants \( C_{b,t} \) such that the aggregator receives a desired (and arbitrary) amount of profit. Such profit must come from charges to other players in the system. We assume that the profit allocation decision (e.g., deciding the profit level of the aggregator and the sources of such profits) is a problem to be solved by the regulator, the SO, market operator, and/or other stakeholders. This, however, is a decision that is completely system, market structure, and regulatory environment-dependent.

The amount of regulated profit does not affect the short-term operation of the SUs as the \( C_{b,t} \)’s come in as constants in the objective of problem (6). However, selecting a proper amount of regulated profit is crucial as it may:

1) (over/under)-incentivize SUs to (come into/leave) the market if the regulated profit is too (high/low),
2) (over/under)-incentivize other consumers or producers to (come into/leave) the market if the aggregator regulated profit is too (low/high).

Another important implication of the regulated profit is how it will impact the profit splitting scheme given by the Nash Bargaining Solution. The essence of the Nash Bargaining Solution is as follows: the aggregator and SUs will split profits in a symmetric manner. Everything equal (e.g., bargaining leverage and risk profiles), the aggregator will retain one half of the aggregate profit and distribute the remaining half among the SUs. Thus, a higher regulated profit higher profit for the aggregator translates into higher profits for the SUs. Conversely, a lower regulated profit
decreases the “size of the pie” to be shared among SUs and aggregator. The next numerical example illustrates the relationship between the regulated profit and the Nash Bargaining Solution.

**Example 6.** This continues the previous example. As shown in Example 3, the Nash Bargaining Solution is given by the following system of equations:

\[ \pi_s = -\pi^a + \pi(d_1^*) \quad (11a) \]
\[ \pi_a = \pi^a + \pi_s' - \pi_a'. \quad (11b) \]

Recall that \( \pi(d_1^*) \) represents joint aggregator/SU profit when optimally bidding in a traditional LMP market. Under the MPMP, however, the optimal bid is the social optimum and the profit is set to an arbitrary level via the \( C \) constant.

Suppose the regulator chooses a constant \( C \) such that the joint aggregator-SU profit becomes a desired profit \( \pi_{\text{reg}}(C) \). Replacing \( \pi(d_1^*) \) with \( \pi_{\text{reg}}(C) \); and replacing \( \pi_a' \) and \( \pi_s' \) with their respective numerical values, Equations (11) become

\[ \pi_s = -\pi^a + \pi_{\text{reg}}(C) \]
\[ \pi_a = \pi^a - 1.11. \]

Then, the profits of the SU and aggregator as a function of the regulated profit are

\[ \pi_s = \frac{\pi_{\text{reg}}(C) - 1.11}{2} \quad \text{and} \quad \pi_a = \frac{\pi_{\text{reg}}(C) + 1.11}{2}, \]

respectively. It is easy to see that if the regulator increases the regulated joint aggregator-SU profit by one unit, the aggregator and SU will split that unit equally, i.e.,

\[ \frac{\partial \pi_s}{\partial \pi_{\text{reg}}} = \frac{\partial \pi_a}{\partial \pi_{\text{reg}}} = \frac{1}{2}. \]

This concludes the example.

**D. How does the MPMP fit in current market designs?**

The MPMP has three major features that relate to the design of modern electricity markets. First, it encourages a monopolist aggregator of energy storage to bid the social optimum. Second, through its \( C_{b,t} \) constants, it allows the regulator to assign the aggregator an arbitrary amount of profit. Last, as consequence of the profit regulation property, the MPMP could serve as a welfare allocation tool to accomplish regulatory goals, subsidize, or tax certain technologies in the power system. These three properties are compatible with current market designs and practices as discussed in the rest of this section.

1) **Market power mitigation:** One of the responsibilities of the Federal Energy Regulatory Commission (FERC) in the United States is to oversee wholesale electricity markets. FERC order 888 [35] states that

“The Commission’s goal is to remove impediments to competition in the wholesale bulk power marketplace and to bring more efficient, lower cost power to the Nation’s electricity consumers.”
Aligned to FERC order 888, Independent System Operators throughout the country (e.g., CAISO, NE-ISO) have established departments dedicated to monitoring market activity and countering abuses of market power. Understandably, in both academia and in practice, such efforts have typically been focused on the market power of generators. Nevertheless, the proposed MPMP is in line with the goal of fomenting market efficiency and discouraging monopolistic behavior.

2) Profit regulation: The MPMP also has the ability to regulate the profit of a monopolist aggregator. Regulating profits of monopolies is a fairly common practice in many sectors of the economy, including the electricity sector. In fact, one of the most prominent examples of this is the profit regulation of electric and gas utilities [36]. A common way of regulating the profit of electric utilities is through cost-plus schemes where the utilities are allowed to cover their costs plus an administratively designated rate of return.

3) Welfare allocation: The MPMP can also play alongside and assist features of modern electricity markets. For instance, some systems use uplift payments to mitigate market failures [37]. The MPMP could serve as an additional tool to collect and deliver uplift payments. Additionally, the MPMP could be used as a collection mechanism to subsidize desirable technologies in the power system (e.g., energy storage, flexible resources, or clean generation) and penalize undesirable ones (e.g., dirty generation). The question of whether a welfare allocation is good or evil is outside the scope of this work.

VII. CONCLUSION

In this paper, we study the interactions between an energy storage unit (SU) aggregator, its constituent SUs, and the wholesale electricity market. First, we model the aggregator-SU interactions: we show that long-term cooperative equilibria exist. Then, we use Nash Bargaining Theory to predict precisely which cooperative equilibrium the aggregator and SUs are likely to settle on. The bargaining outcome has the characteristic of being Pareto-optimal. The Pareto-optimality of the supply/demand bids, allows us to simplify the relationship between the aggregator and its SUs by replacing them with an aggregate profit maximization problem. Moreover, our results serve as a theoretical justification for instances in which aggregators cooperate with their managed units and vice versa.

We also assess the effects of an aggregator on the system welfare. First, we show that a rational aggregator of SUs is always beneficial to the system. However, because of market power, the aggregator does not behave in a socially optimal manner. To remedy this problem, we propose a non-uniform pricing scheme to mitigate the market power of the aggregator. This pricing scheme has the ability to regulate the profit of the aggregator to a desired amount, its formulation does not require private information, and is compatible with the behavior of a self-interested, profit-seeking aggregator. The interested reader is referred to [19] for a case study of the market power mitigating price on the 24 bus IEEE Reliability Test System.
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APPENDIX

Proof of Theorem 2

We begin by noting that at the solution of problem (3), \( g_t^*, \zeta_t^*, \mu_t^* \), the value of its Lagrangian is equal to the system cost, i.e.,

\[
S(q, d) \equiv \mathcal{L}(g_t^*, \zeta_t^*, \mu_t^*, q, d).
\]  

(12)

From Definition 3 the system LMPs at time \( t \) are defined as

\[
\nabla_q t \mathcal{L} = \lambda_t = -1 \zeta_t - H^T \mu_t
\]

and the gradient of the Lagrangian with respect to \( d_t \) is

\[
\nabla_{d_t} \mathcal{L} = -\lambda_t = 1 \zeta_t + H^T \mu_t
\]

(13)

both of which are implicit functions of the load \( q \) and storage actions \( d \).

Proposition 1. The system cost is convex in \( d_t \).
Proof: As shown in [38], the nodal prices are piece-wise functions of the net load \( q_t - d_{t}^{\text{bus}} \). Each segment of the nodal piece-wise price functions are associated with a set of binding transmission constraints. Within each segment, the nodal price functions are differentiable. Also, as shown in [38] the Jacobian of \( L \) with respect to \( d_t \) is negative semi-definite. Since \( \nabla_q L = -\nabla_{d_t} L \), the Jacobian of \( L \) with respect to \( d_t \) is positive semi-definite. We therefore conclude that the system cost is convex in \( d_t \). \( \square \)

Proposition 2. The net revenue of the aggregator throughout the horizon \( T \) is less than or equal to the change in system cost:

\[
\sum_{t \in T} \lambda_t^\top d_t^{\text{bus}} \leq S(q, 0) - S(q, d). \tag{14}
\]

Proof: From Equations (12) and (13) we can write the left-hand side of equation (14) as

\[
- \sum_{t \in T} \nabla_{d_t} S(q, d)^\top d_t^{\text{bus}}. \tag{15}
\]

Substituting (15) in the left-hand side of Equation (14) and rearranging we get

\[
S(q, d) - \sum_{t \in T} \nabla_{d_t} S(q, d)^\top d_t^{\text{bus}} \leq S(q, 0). \tag{16}
\]

Note that since \( S \) is convex in \( d_t \), \( S(q, d) - \sum_{t \in T} \nabla_{d_t} S(q, d)^\top d_t^{\text{bus}} \) is an under-estimator of \( S(q, 0) \). Thus, the inequality in (14) and (16) hold. \( \square \)

Let \( \phi \) denote the non-negative compensation for the SUs under the aggregator. Then, the aggregator’s profit can be written as its net revenue minus the compensation to the SUs:

\[
\sum_{t \in T} \lambda_t^\top d_t^{\text{bus}} - \phi.
\]

From the non-adversarial behavior of the aggregator, a lower bound for the aggregator’s profit is zero. Since \( \phi \) is non-negative, a lower bound for the aggregator’s net revenue is zero. From Proposition 2 the aggregator’s net revenue (zero) is a lower bound of \( S(q, 0) - S(q, d) \). Thus, Equation (4) holds. This concludes the Proof of Theorem 1. \( \square \)

Proof of Lemma 7

The long-term profit made by the aggregator can be written as

\[
\pi^{a, \infty} = \sum_{k=0}^{\infty} \delta^k \pi^a \left( \tau^{(k)}; d^{(k)} \right) = \sum_{k=0}^{v_i-1} \delta^k \pi^a \left( \hat{\tau}; d \right) + \sum_{k=v_i}^{\infty} \delta^k \pi^a'\tag{17}
\]

where the aggregator cooperates (plays \( \hat{\tau}_i \)) until it defects from cooperation with SU \( i \) by playing \( \tau_i^D \) at time \( v_i \). The aggregator chooses \( v_i \) such that its long-term profit is maximized. Both the aggregator and the SU play their defection equilibrium for all subsequent time periods.

Using the identity \( \sum_{k=a+1}^{b-1} \delta^k = \frac{\delta^{a+1} - \delta^b}{1 - \delta} \), (17) can be rewritten as

\[
\pi^{a, \infty} = \frac{\pi^a(\hat{\tau}; d)}{1 - \delta} - \delta^{v_i} \left( \pi^a_1(\hat{\tau}; d) - \pi^a_1'\right). \]
Since \( \delta \) is strictly less than 1 and strictly greater than zero \( \delta^\nu_i \to 0 \) as \( \nu_i \to \infty \). It follows that the aggregator maximizes its profit by cooperating indefinitely (i.e. chooses \( \nu_i = \infty \)) if

\[
\pi^a(\hat{\tau}_i; \hat{d}) - \pi^a_i \geq 0
\]

(18)
is greater than zero. We assume that \( \nu_i = \infty \) if (18) is equals to zero. It follows that for the aggregator to cooperate indefinitely with SU \( i \), the agreed SU actions and price schedule must deliver a profit greater than \( \pi^a_i \).

Similarly, the SU cooperates indefinitely if

\[
\pi^a_i(\hat{d}_i; \hat{\pi}) - (1 - \delta)\pi^a_i(d^D_i; \hat{\pi}) - \delta \pi^a_i
\]

is nonnegative. It follows that in order for SU \( i \) to cooperate indefinitely, the agreed SU actions and price schedule must deliver a profit greater than \( (1 - \delta)\pi^a_i(d^D_i; \hat{\pi}) + \delta \pi^a_i \). \( \square \)

**Proof of Lemma**

From [34], the Nash Bargaining Solution is given by

\[
(\hat{\tau}_i^*, \hat{d}_i^*) = \xi(B_i) = \arg \max_{(\tau_i, d_i) \in B_i} \left( \pi^a_i - \pi^a_i(\hat{d}_i) \right) \left( \pi^a - \pi^a_i \right).
\]

(19)

By the Pareto-efficiency axiom, the aggregator reaches an agreement with every SU and shares the maximum possible profit \( \pi(d^*) \) during every single-shot game [39].

Let \( A_i = \{(\tau_i, d_i) | \pi^a(\tau_i; d_i) \geq \pi^a_i, \pi^a_i(\tau_i; d_i) \geq (1 - \delta)\pi^a_i(d^D_i; \tau_i) + \delta \pi^a_i \} \). By Pareto-efficiency, the agreed prices \( \hat{\tau}_i \) will be such that long-term cooperation is sustained, i.e. \( (\hat{\tau}_i^*, \hat{d}_i^*) \in A_i \forall i \in I \).

Denote the set of \( \tau_i \) and \( d_i \) such that the maximum profit is split and that long-term cooperation is sustained as \( B_i = \{(d_i, \tau_i) | \tau_i \in S_i^\tau, d_i = d_i^*, (d_i, \tau_i) \in A_i \} \). By the independence of irrelevant alternatives axiom, \( \xi(B_i) = \xi(B_i) \). Then, (19) can be replaced by

\[
\xi(B_i) = \arg \max_{(\tau_i, d_i) \in B_i} \left( \pi^a_i - \pi^a_i(\hat{d}_i) \right) \left( \pi^a - \pi^a_i \right)
\]

which is equivalent to problem (7). \( \square \)

**Proof of Theorem**

Using (1), (5), and (3d), problem (6) can be written as:

\[
\max_{d \in S^i} \sum_{b \in B, t \in T} \lambda_{b,t} \cdot d^b_{t, b} - \sum_{s \in T} c_s(d_i)
\]

(20)

where \( \lambda_{b,t} \) and \( d^b_{t, b} \) are the \( b \)-th elements of \( \lambda_i \) and \( d^b \), respectively.

The LMPs \( \lambda_i \) are a function of the market clearing process denoted by problem (3). Thus, problem (6) is implicitly a bi-level problem: the aggregator determines its quantity \( d \) followed by the market clearing process which determines the LMPs \( \lambda_i \). Denote this problem as \( \textbf{P1} \).

Similarly, the social optimal operation of the SUs defined by problem (8) is a bi-level problem: the system operator determines the optimal storage actions \( s_{\text{social}} \) by minimizing the system cost \( S(q, d) \) which is the result of the market clearing problem (3). Denote this problem as \( \textbf{P2} \).
Note that \textbf{P1} and \textbf{P2} are similar problems: they have the same set of decision variables, \(d\) and \(\{g_t\}_{t \in T}\), and the same set of constraints. Both problems determine the storage actions \(d\) (subject to the SU operating constraints) on the upper-level and the generation levels \(g_t \forall t \in T\) (subject to system constraints) on the lower level. Their objectives, however, differ. The objective of \textbf{P1} is to maximize the aggregator’s profit while the objective of \textbf{P2} is to minimize the system cost.

Now we show that replacing the price that the aggregator is exposed from \(\lambda_{b,t}\) to \(p_{b,t}\) equates the objectives of \textbf{P1} and \textbf{P2}. Replacing \(\lambda_{b,t}\) with the definition of \(p_{b,t}\) from Theorem 2 in (20) we get

\[
\max_{d \in \mathcal{S}} \sum_{b \in \mathcal{B}, t \in \mathcal{T}} -\int_{0}^{g_{b,t}} c_{b,t}^{\text{gen}}(x)dx - \sum_{i \in \mathcal{I}} c_i(d_i) + \sum_{b \in \mathcal{B}} C_{b,t},
\]

which is equivalent to the system cost minimization objective in Equation (3a) plus a constant term \(\sum_{b \in \mathcal{B}} C_{b,t}\).

We have shown that the objectives of \textbf{P1} and \textbf{P2} are equivalent when the aggregator is exposed to the MPMP \(p_{b,t}\). Furthermore, we showed that \textbf{P1} and \textbf{P2} are subject to the same set of constraints. Thus we conclude that when the aggregator is exposed to \(p_{b,t}\) rather than to the LMP \(\lambda_{b,t}\), \textbf{P1} and \textbf{P2} are equivalent problems. Thus, the market clears at the social optimum when the aggregator is exposed to \(p_{b,t}\). \(\square\)