Symmetry-adapted variational quantum eigensolver
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We propose a scheme to restore spatial symmetry of Hamiltonian in the variational-quantum-eigensolver (VQE) algorithm for which quantum circuit structures used usually break the Hamiltonian symmetry. The symmetry-adapted VQE scheme introduced here simply applies the projection operator, which is hermitian but not unitary, to restore the spatial symmetry in a desired irreducible representation of the spatial group. The entanglement of a quantum state is still represented in a quantum circuit but the nonunitarity of the projection operator is treated classically as postprocessing in the VQE framework. By numerical simulations for a spin-1/2 Heisenberg model on a one-dimensional ring, we demonstrate that the symmetry-adapted VQE scheme with a shallower quantum circuit can achieve significant improvement in terms of the fidelity of the ground state and has a great advantage in terms of the ground state energy with decent accuracy, as compared to the non-symmetry-adapted VQE scheme. We also demonstrate that the present scheme can approximate low-lying excited states that can be specified by symmetry sectors.

I. INTRODUCTION

Quantum computing has been attracting great interest recently because of experimental realizations of quantum devices [1–9]. Simulating quantum many-body systems might be one of the most important applications of quantum computing, due to their potential capability for naturally simulating quantum physics and quantum chemistry systems [10].

A crucial step toward simulating quantum many-body systems on quantum computers is to develop efficient algorithms that might differ from classical counterparts. The variational-quantum-eigensolver (VQE) approach [11–13] is likely a promising scheme for simulating quantum many-body systems on near-term quantum devices including noisy intermediate-scale quantum (NISQ) devices [14]. The VQE is a so-called hybrid quantum-classical approach, where the expectation value of a many-body Hamiltonian of interest with respect to a trial state, represented by a parametrized quantum circuit, is evaluated on quantum computers, while variational parameters entering in the circuit are optimized on classical computers by minimizing the variational energy [15]. Here, the number of the variational parameters should be polynomial in the number of qubits and thus the optimization on classical computers remains feasible.

Recently, quantum algorithms for simulating quantum many-body systems are vastly proposed, developed, and extended to obtain not only ground states [16–19] but also excited states [20, 21], excitation spectrum [22–27], finite-temperature properties [28–30], and non-equilibrium properties [31]. A method for simulating the fermionic particles coupled to bosonic fields has also been proposed [32, 33]. Moreover, quantum circuits for preserving symmetry of the Hamiltonian such as total spin and time-reversal symmetry [34–37] have been proposed. An application of the Grover’s search algorithm for solving a basis-lookup problem of symmetrized many-body basis states in the exact-diagonalization method has also been proposed [38].

In this paper, we introduce a symmetry-adapted VQE scheme, which makes use of spatial symmetry of the Hamiltonian when evaluating the expectation value of the Hamiltonian. Namely, to symmetrize a quantum state, the standard projection operator [39] is applied to a quantum circuit not generally preserving the Hamiltonian symmetry. The nonunitarity of the projection operator is treated as postprocessing on classical computers in the VQE framework. By numerical simulations for a spin-1/2 Heisenberg ring, we show that the symmetry-adapted VQE scheme introduced here can better approximate the ground state with a shallower circuit, as compared to the non-symmetrized VQE scheme. Moreover, we demonstrate that the symmetry-adapted VQE scheme can be used to approximate low-lying excited states in given symmetry sectors, without changing the circuit structure that is used for the ground-state calculation.

The rest of the paper is organized as follows. In Sec. II, we define a spin-1/2 Heisenberg model. In Sec. III, we briefly review the projection operator and describe how to implement spatial symmetry operations on a quantum circuit using SWAP gates. In Sec. IV, we introduce the symmetry-adapted VQE scheme. We also describe the natural-gradient-descent (NGD) method to optimize variational parameters in a quantum circuit subject to the symmetry projection, which represents a not normalized quantum state. In Sec. V, the symmetry-adapted VQE scheme is demonstrated by numerical simulations for the spin-1/2 Heisenberg model. The paper is summarized in Sec. VI. Appendices A and B provide details of a parametrized two-qubit gate and a trial wavefunction used in the present VQE simulation, respectively. Throughout the paper, we set \( \hbar = 1 \).
where $J$ acts between nearest-neighboring sites at which spin-1/2 spins (i.e., qubits) reside.

II. MODEL

The Hamiltonian of the spin-1/2 Heisenberg model is given by

$$
\hat{H} = \frac{J}{4} \sum_{\langle i,j \rangle} (\hat{X}_i \hat{X}_j + \hat{Y}_i \hat{Y}_j + \hat{Z}_i \hat{Z}_j)
= \frac{J}{2} \sum_{\langle i,j \rangle} (\hat{P}_{ij} - \frac{I}{2}),
$$

where $J > 0$ is the antiferromagnetic exchange interaction, $\langle i,j \rangle$ runs over all nearest-neighbor pairs of qubits $i$ and $j$ connected with the exchange interaction $J$, and $\hat{X}_i$, $\hat{Y}_i$, and $\hat{Z}_i$ are the Pauli operators acting on the $i$th qubit. $I$ is the identity operator and $\hat{P}_{ij}$ is the SWAP operator which acts on the $i$th and $j$th qubits as $\hat{P}_{ij}|a⟩|b⟩ = |b⟩|a⟩$. The second line in Eq. (1) follows from the fact that the inner product of the Pauli matrices can be written as

$$
\hat{X}_i \hat{X}_j + \hat{Y}_i \hat{Y}_j + \hat{Z}_i \hat{Z}_j = \left\{ \begin{array}{ll} 3I & (i=j), \\
2\hat{P}_{ij} - I & (i \neq j). \end{array} \right.
$$

Note that $\hat{P}_{ij}$ is hermitian, unitary, and involutory. We consider $\hat{H}$ on a one-dimensional periodic chain with $N = 16$ sites at which qubits reside (see Fig. 1).

III. SPATIAL SYMMETRIES

In this section, we first briefly review the projection operator that can restore the Hamiltonian symmetry of an arbitrary quantum state. The projection operator is composed of a set of symmetry operations that do not alter the Hamiltonian. We then discuss how to implement these symmetry operations on a quantum circuit.

A. Projection operator and symmetrized state

In general, a quantum many-body system possesses its own particular symmetry and the Hamiltonian describing such a quantum many-body system is invariant under a set of symmetry operations that define the symmetry. These symmetry operations form a group, Hamiltonian symmetry group, and the symmetry that is relevant to our study here is spatial symmetry such as point group symmetry and translational symmetry of a lattice where the order of the group is finite. It is well known that an irreducible representation of any finite group can be chosen to be unitary [39].

The projection operator for an irreducible representation $\gamma$ of a finite group $\mathcal{G}$ is given by

$$
\hat{P}^{(\gamma)} = \frac{d_\gamma}{|\mathcal{G}|} \sum_{\gamma ∈ \mathcal{G}} \chi^{(\gamma)}(\hat{g}) \hat{g},
$$

where $d_\gamma$ is the dimension of the representation $\gamma$, $|\mathcal{G}|$ is the order of $\mathcal{G}$, $\hat{g}$ is a symmetry (unitary) operation in the group $\mathcal{G}$, and $\chi^{(\gamma)}(\hat{g})$ is the character for the symmetry operation $\hat{g}$ in the irreducible representation $\gamma$ [39]. Here, $\hat{g}$ satisfies $\hat{g}\hat{H}\hat{g}^{-1} = \hat{H}$, or equivalently $[\hat{H}, \hat{g}] = 0$. Thus the projection operator commutes with the Hamiltonian,

$$
[H, \hat{P}^{(\gamma)}] = 0.
$$

Note also that the projection operator is idempotent ($\hat{P}^{(\gamma)}^2 = \hat{P}^{(\gamma)}$) and hermitian ($\hat{P}^{(\gamma)*} = \hat{P}^{(\gamma)}$), but not unitary. Eigenvalues of $\hat{P}^{(\gamma)}$ are either 0 or 1, implying that it is positive semidefinite.

For an arbitrary quantum state $|\psi⟩$, the symmetry-projected state $\hat{P}^{(\gamma)}|\psi⟩$ is an eigenstate of a unitary operator $\hat{g} \in \mathcal{G}$ with eigenvalue $\chi^{(\gamma)}(\hat{g})$, as can be readily confirmed as

$$
\hat{g}\left(\hat{P}^{(\gamma)}|\psi⟩\right) = \hat{g} \frac{d_\gamma}{|\mathcal{G}|} \sum_{\gamma ∈ \mathcal{G}} \chi^{(\gamma)}(\hat{g}) \hat{g}^{\gamma}|\psi⟩
= \chi^{(\gamma)}(\hat{g}) \frac{d_\gamma}{|\mathcal{G}|} \sum_{\gamma ∈ \mathcal{G}} \chi^{(\gamma)}(\hat{g}) \chi^{(\gamma)}(\hat{g}^{\gamma}) \hat{g}^{\gamma} |\psi⟩
= \chi^{(\gamma)}(\hat{g}) \frac{d_\gamma}{|\mathcal{G}|} \sum_{\gamma ∈ \mathcal{G}} \chi^{(\gamma)}(\hat{gg}^{\gamma}) \hat{g}^{\gamma} |\psi⟩
= \chi^{(\gamma)}(\hat{g}) \left(\hat{P}^{(\gamma)}|\psi⟩\right),
$$

where $\chi^{(\gamma)}(\hat{g})\chi^{(\gamma)}(\hat{g}^{\gamma}) = 1$, $\chi^{(\gamma)}(\hat{g})\chi^{(\gamma)}(\hat{g}^{\gamma}) = \chi^{(\gamma)}(\hat{gg}^{\gamma})$, and $\hat{gg}^{\gamma} \in \mathcal{G}$ are used. The symmetry-projected normalized state is given by

$$
|\psi^{(\gamma)}⟩ = \frac{\hat{P}^{(\gamma)}|\psi⟩}{\sqrt{⟨\psi|\hat{P}^{(\gamma)}|\psi⟩}}.
$$

We refer to $|\psi^{(\gamma)}⟩$ as a symmetrized state.

B. Examples of symmetry operations on a quantum circuit

Translational symmetry of a lattice is described by an appropriate space group $\mathcal{G}$. A symmetry operation $\hat{g} \in \mathcal{G}$ can be
expressed as a product of SWAP operations, because $\hat{g}$ gives a permutation of local (one-qubit) states, and any permutation can be expressed as a product of transpositions.

As examples of $\hat{g}$, Figs. 2(a), (b), and (c) show translation operations $\hat{T}$, $\hat{T}^2$, and $\hat{T}^3$, on a 6-site ring, respectively. Here, $\hat{T}$ is the one-lattice-space translation such that $\hat{T}|a_1|b_2|c_3|d_4|e_5|f_6\rangle = |f_1|a_2|b_3|c_4|d_5|e_6\rangle$. Figure 2(a) shows that $\hat{T}$ can be expressed as a product of the SWAP operators as $\hat{T} = P_{12}P_{23}P_{34}P_{45}P_{56}$. Naively, one can obtain the one-dimensional $n$-lattice-space translation $\hat{T}^n$ by repeatedly applying the set of the gates of the elementary translation $\hat{T}$ for $n$ times ($n$ integer). However, the representation of a given permutation in terms of a product of transpositions is not unique and such a construction of $\hat{T}^n$ may not be optimal with respect to the number of the SWAP gates. The gates shown in Figs. 2(b) and 2(c) are simplified ones for $\hat{T}^2$ and $\hat{T}^3$ respectively, by allowing long-range SWAP gates. Note that $\hat{T}^4 = (\hat{T}^2)^{-1}$ and $\hat{T}^5 = \hat{T}^{-1}$ can be obtained by reversing the order of SWAP operations in Figs. 2(b) and 2(a), respectively.

### C. General implementation of symmetry operations on a quantum circuit

As a way of implementing generic permutations, one can make use of the “Amida lottery” (sometime also known as “ghost leg” or “ladder climbing”) construction. Figure 3 illustrates how to construct a desired permutation with nearest-neighbor SWAP operations. Here, the qubits are depicted as vertical lines and the time evolves forward from top to bottom, to be compatible with the conventional two-line notation of a permutation, such as, for example,

$$S = \begin{pmatrix} a & b & c & d & e & f \\ e & f & a & b & c & d \end{pmatrix}. \quad (7)$$

Figure 3(a) is an oracle $\hat{g}$ which performs the permutation $S$ on one-qubit states,

$$\hat{g}|a_1|b_2|c_3|d_4|e_5|f_6\rangle = |e_1|f_2|a_3|b_4|c_5|d_6\rangle. \quad (8)$$

The oracle can be implemented as a product of nearest-neighbor-SWAP operations shown in Fig. 3(b). The circuit structure in Fig. 3(b) can be obtained with the following procedure [see Fig. 3(c)]: (i) draw (unwinding) lines connecting the same one-qubit states in the initial and the final states, (ii) find all the vertices of the lines drawn, and (iii) replace every vertex and its associated four lines, respectively, with a SWAP gate and two vertically aligned lines connected by the SWAP gate (see inset of Fig. 3).

Three remarks are in order. First, drawing winding or zigzag lines in the procedure (i) can produce the same permutation, but the resulting circuit may contain unnecessary SWAP operations. Second, one can further modify the obtained circuit structure by introducing long-range SWAP gates. Third, the inverse permutation, corresponding to $\hat{g}^\dagger = \hat{g}^{-1}$, can be obtained merely by inverting the diagram.

### IV. SYMMETRY-ADAPTED VQE METHOD

In this section, we first introduce a spin-symmetric quantum state that generally breaks spatial symmetry. This is a fundamental step to prepare a spin-singlet state. Next we describe the symmetry-adapted VQE scheme. The procedure is essentially the same as the conventional VQE scheme [11–13] except that the nonunitary projection operator, applied onto a quantum state that is described by a parametrized quantum circuit, is treated on classical computers when the variational parameters are optimized. To optimize the variational parameters, we employ the NGD method, which requires the energy gradient and the metric tensor. We derive these quantities analytically for a symmetrized variational quantum state by taking into account the fact that the symmetrized state is not normalized because the projection operator is not unitary.
A. Spin-symmetric trial state

The total-spin squared operator $\hat{S}^2$ and the total magnetization operator $\hat{S}_z$ are defined, respectively, as $\hat{S}^2 = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} (\hat{X}_i \hat{X}_j + \hat{Y}_i \hat{Y}_j + \hat{Z}_i \hat{Z}_j)$ and $\hat{S}_z = \frac{1}{2} \sum_{i=1}^{N} \hat{Z}_i \hat{Z}_i$. Since $[\hat{H}, \hat{S}_z] = 0$ and $[\hat{H}, \hat{S}_z] = 0$, any eigenstate $|\Psi_n\rangle$ of $\hat{H}$ is a simultaneous eigenstate of $\hat{S}^2$ and $\hat{S}_z$, i.e.,

$$\hat{H}|\Psi_n\rangle = E_n|\Psi_n\rangle,$$

$$\hat{S}_z^2|\Psi_n\rangle = S(S+1)|\Psi_n\rangle,$$

$$\hat{S}_z|\Psi_n\rangle = S_z|\Psi_n\rangle,$$  \hspace{1cm} (11)

where $n(=0,\ldots,2^N-1)$ labels the eigenstates of $\hat{H}$, and $E_n$, $S(S+1)$ and $S_z$ are the eigenvalues of $\hat{H}$, $\hat{S}_z^2$ and $\hat{S}_z$, respectively. Without loss of generality, we assume that $E_0 \leq E_1 \leq \cdots \leq E_{2^N-1}$. The ground state and the ground-state energy of $\hat{H}$ are thus denoted by $|\Psi_0\rangle$ and $E_0$, respectively.

It can be shown that the ground state of the Heisenberg model is in the subspace of $S = 0$ [40]. To construct a variational state within this subspace, we first prepare a singlet-pair product state

$$|\Phi\rangle = \bigotimes_{i=1}^{N/2} |s_{2i-1,2i}\rangle,$$ \hspace{1cm} (12)

where $|s_{i,j}\rangle = (|0\rangle_i|1\rangle_j - |1\rangle_i|0\rangle_j)/\sqrt{2}$ is the spin-singlet state formed between the $i$th and $j$th qubits, and therefore $|\Phi\rangle$ is spin singlet. Then we apply exponential SWAP (eSWAP) gates [41–45], each of which is equivalent to the SWAP gate up to a two-qubit global phase factor [46, 47], and preserves the spin $SU(2)$ symmetry [36, 37]. The eSWAP gates are parametrized by a set of angles $\theta$ to evolve the state from $|\Phi\rangle$ to (an approximation of) the true ground state $|\Psi_0\rangle$, while keeping the state in the subspace of $S = 0$ during the evolution.

The unitary operator $U_{ij}(\theta)$ corresponding to the eSWAP gate acting on two qubits $i$ and $j$ with a parameter $\theta$ is given by

$$U_{ij}(\theta) = e^{-i\hat{P}_{ij}^2\theta/2} = I \cos \frac{\theta}{2} - i\hat{P}_{ij} \sin \frac{\theta}{2},$$ \hspace{1cm} (13)

where the involutory of the SWAP operator $\hat{P}_{ij}^2 = I$ is used. A decomposition of the eSWAP gate in terms of more elementary gates is given in Appendix A. By writing the sequence of the eSWAP operations as

$$\hat{U}(\theta) = \prod_{(i,j)} U_{ij}(\theta_{ij}),$$ \hspace{1cm} (14)

with the order of multiplications specified by the circuit construction (see Fig. 4), our trial wavefunction is given by

$$|\Psi(\theta)\rangle = \hat{U}(\theta)|\Phi\rangle.$$ \hspace{1cm} (15)

Note that $|\Psi(\theta)\rangle$ preserves the spin symmetry of the Hamiltonian but not the spatial symmetry, as apparently seen in Fig. 4.

B. Energy expectation value

Although $|\Psi(\theta)\rangle$ is symmetric in the spin space, generally it breaks the spatial symmetry of Hamiltonian because of a particular structure of the circuit. As described in Sec. III A, we

FIG. 4. The circuit structure that generates a state $\hat{g} |\Psi(\theta)\rangle = \hat{g} \hat{U}(\theta)|\Phi\rangle$. The symmetry operation $\hat{g}$ can be implemented according to the scheme described in Sec. III C. The circuit consists of $N$ qubits ($N = 16$ in the figure) with $D$ layers of gates, each layer being composed of $N$ eSWAP gates (indicated by shaded blue), and the symmetry operation gates. Here, the eSWAP gate is represented by the SWAP gate with symbol “e”. Since each eSWAP gate contains a single variational parameter, there exist $N \times D$ variational parameters to be optimized in the circuit.

The order of multiplication of the eSWAP gates in the circuit shown in Fig. 4 is motivated by an adiabatic evolution of the state from the initial state $|\Phi\rangle$ to the (approximate) ground state of $\hat{H}$ in Eq. (1) [48]. A physical interpretation of the trial wavefunction $|\Psi(\theta)\rangle$ in conjunction with a resonating-valence-bond (RVB) state [49–51], a superposition of a great number of singlet-pair product states [52], known as one of the best variational states to describe quantum many-body states [53], is discussed in Appendix B.
apply the projection operator \( \hat{P}^{(\gamma)} \) to symmetrize \( |\Psi(\theta)\rangle \). The resulting symmetrized variational state with the irreducible representation \( \gamma \) is

\[
|\Psi^{(\gamma)}(\theta)\rangle = \frac{\hat{P}^{(\gamma)}}{\sqrt{N(\theta)}}|\Psi(\theta)\rangle,
\]

where

\[
N(\theta) = \langle \Psi(\theta)|\hat{P}^{(\gamma)}|\Psi(\theta)\rangle.
\]

Note that \( N(\theta) \geq 0 \) because the projection operator \( \hat{P}^{(\gamma)} \) is a positive semidefinite operator. The corresponding variational energy is given by

\[
E^{(\gamma)}(\theta) \equiv E[|\Psi^{(\gamma)}(\theta)\rangle] \\
= \langle \Psi^{(\gamma)}(\theta)|\hat{H}|\Psi^{(\gamma)}(\theta)\rangle \\
= \langle \Psi(\theta)|\hat{H}|\hat{P}^{(\gamma)}|\Psi(\theta)\rangle \\
= \frac{\sum_{\hat{g}\in G} \chi^{(\gamma)}(\hat{g})^* \langle \Psi(\theta)|\hat{g}|\hat{P}^{(\gamma)}|\Psi(\theta)\rangle}{\sum_{\hat{g}\in G} \chi^{(\gamma)}(\hat{g})^* \langle \Psi(\theta)|\hat{g}|\Psi(\theta)\rangle}.
\]

In the symmetry-adapted VQE scheme, the matrix elements in the numerator and the denominator in Eq. (18) are evaluated on classical computers by, for example, introducing one ancilla qubit \([54–57]\). This can be done efficiently because \( \hat{H} \) is a sum of unitary operators and \( \hat{g} \) is a unitary operator as well. The sum over the group operations \( \hat{g} \) (the order of \( G \) is \( O(N) \)) is performed on classical computers as postprocessing.

C. Natural-gradient-descent optimization

The variational parameters \( \theta \) are optimized by minimizing \( E^{(\gamma)}(\theta) \) with the NGD optimization \([58]\). Starting from chosen (e.g., random) initial parameters \( \theta_1 \), the NGD optimization at the \( k \)th iteration updates the variational parameters as

\[
\theta_{k+1} = \theta_k - \alpha \left[ \text{Re}G^{(\gamma)}(\theta_k) \right]^{-1} \nabla E^{(\gamma)}(\theta_k),
\]

where \( \alpha \) is a parameter for tuning the step width (i.e., a learning rate) and

\[
G^{(\gamma)}(\theta)_{ij} \equiv \frac{\partial}{\partial \theta_j} \left[ |\Psi^{(\gamma)}(\theta)\rangle \right]_{ij} \\
= \langle \partial_{\theta_j} |\Psi^{(\gamma)}(\theta)\rangle \partial_{\theta_i} |\Psi^{(\gamma)}(\theta)\rangle \\
- \langle \partial_{\theta_i} |\Psi^{(\gamma)}(\theta)\rangle \partial_{\theta_j} |\Psi^{(\gamma)}(\theta)\rangle.
\]

is the metric tensor \([59]\) of the variational-parameter \( \theta \) space associated with the normalized symmetric state \( |\Psi^{(\gamma)}(\theta)\rangle \). Since \( G^{(\gamma)}(\theta) \) is positive semidefinite, \( \alpha \) has to be chosen positive to minimize the variational energy. In the numerical simulations shown in Sec. V, we set \( \alpha = 0.1/J \).

We note that the essentially same optimization scheme, which takes into account the geometry of the wavefunction in the variational parameter space, has been introduced as the stochastic-reconfiguration method and applied successfully with the variational Monte Carlo technique for correlated electron systems \([60–62]\). An equivalence between the stochastic-reconfiguration method and the real-and imaginary-time evolution of a variational state has been pointed out \([63–67]\). On the other hand, very recently, as an optimization method, the imaginary-time evolution of a variational quantum state has been proposed in the context of VQE approach \([68–70]\). This method was later recognized to be essentially the same as the NGD optimization of a parametrized quantum circuit \([71, 72]\).

D. Energy gradient and Metric tensor

The energy gradient \( \nabla E^{(\gamma)}(\theta) \) in Eq. (19) and the metric tensor \( G^{(\gamma)}(\theta) \) in Eq. (20) are now expressed in terms of the circuit (non-symmetrized) state \( |\Psi(\theta)\rangle \) and its derivative \( \partial_{\theta_i} |\Psi(\theta)\rangle \). For this purpose, first we can readily show that the derivative of the circuit state, \( \partial_{\theta_i} |\Psi(\theta)\rangle \), can be expressed as

\[
|\partial_{\theta_i} |\Psi^{(\gamma)}(\theta)\rangle = \frac{\hat{P}^{(\gamma)}}{\sqrt{N(\theta)}} \left[ |\partial_{\theta_i} |\Psi(\theta)\rangle \right] - \text{Re} \mathcal{A}_i(\theta)|\Psi(\theta)\rangle \]

with

\[
\mathcal{A}_i(\theta) = \frac{\langle \Psi(\theta)|\hat{P}^{(\gamma)}|\partial_{\theta_i} |\Psi(\theta)\rangle}{N(\theta)}.
\]

Note that the real part of \( \mathcal{A}_i(\theta) \) is related to the logarithmic derivative of the norm as

\[
\partial_{\theta_i} \ln N(\theta) = 2 \text{Re} \mathcal{A}_i(\theta),
\]

and the imaginary part of \( \mathcal{A}_i(\theta) \) is related to the Berry connection as

\[
\langle \Psi^{(\gamma)}(\theta)|\partial_{\theta_i} |\Psi^{(\gamma)}(\theta)\rangle = \mathcal{A}_i(\theta) - \text{Re} \mathcal{A}_i(\theta) = i \text{Im} \mathcal{A}_i(\theta).
\]

From Eq. (21), the derivative of the variational energy \( E^{(\gamma)}(\theta) \) can be expressed as

\[
\partial_{\theta_i} E^{(\gamma)}(\theta) = 2 \text{Re} \left[ \frac{\langle \Psi(\theta)|\hat{P}^{(\gamma)}|\hat{H}|\partial_{\theta_i} |\Psi(\theta)\rangle - \mathcal{A}_i(\theta) E^{(\gamma)}(\theta) \}}{N(\theta)} \right].
\]

Similarly, by substituting Eq. (21) into Eq. (20), we can show that the metric tensor \( [G^{(\gamma)}(\theta)]_{ij} \) is now given as

\[
[G^{(\gamma)}(\theta)]_{ij} = \frac{\partial_{\theta_j} \langle \Psi(\theta)|\hat{P}^{(\gamma)}|\partial_{\theta_i} |\Psi(\theta)\rangle}{N(\theta)} - \mathcal{A}_i(\theta) \mathcal{A}_j(\theta).
\]

Note that Eqs. (21), (22), (25), and (26) are generic form for the state subject to the symmetry-projection operator.

For numerical simulations, to evaluate the derivatives of the trial state, we employ the parameter-shift rule for the (non-symmetrized) state

\[
|\partial_{\theta_i} |\Psi(\theta)\rangle = \frac{1}{2} |\Psi(\theta + \pi e_i)\rangle,
\]

which readily follows from Eq. (13). Here, \( e_i \) is the unit vector whose \( i \)th entry is given by \( |e_i \rangle = \delta_{ij} \). We should also note that our numerical simulations in the next section employ the
NGD optimization because, as described above, this optimization method has been repeatedly proved to be currently the best method for optimizing a variational wavefunction with many variational parameters in the variational Monte Carlo technique for quantum many-body systems, when up to the first order derivative of the variational energy is available [53]. If we employ this optimization method in the real experiment, we have to evaluate, in addition to the matrix elements in the numerator and the denominator in Eq. (18), several other quantities appearing in Eqs. (25) and (26) on quantum computers. However, the use of the NGD optimization is not necessarily required in the symmetry-adapted VQE scheme and we can always adopt a simpler optimization method without even using the first derivative of the variational energy.

V. RESULTS

Here we demonstrate the symmetry-adapted VQE approach by numerically simulating the spin-1/2 Heisenberg ring.

A. Ground-state Heisenberg ring

Figures 5 and 6 show a typical behavior of the fidelity and the variational energy $E^{(\text{var})}(\theta_k)$, respectively, for $N = 16$ as a function of the NGD iteration $k$ in Eq. (19). Here, we use the translational symmetry of the Hamiltonian that forms the cyclic group $G = \{ T^1, T^2, \ldots, T^N \}$ with $|G| = N$. The character associated with the operation $T^q$ is given by

$$\chi^q(T^m) = e^{i q m},$$

where $q = 2\pi m/N$ with $m = -N/2 + 1, -N/2 + 2, \ldots, N/2 - 1, N/2$, corresponding to the total momentum of the symmetrized state, and the dimension $d_q$ of the representation $q$ is 1. The ground state of the spin-1/2 Heisenberg ring for $N = 16$ is at the $q = 0$ sector and spin singlet.

Figure 5 shows the fidelity $F \equiv |\langle \Psi_0 | \Psi^{(\text{var})}(\theta_k) \rangle|^2$ of the ground state between the exact ground state $|\Psi_0\rangle$, calculated with the Lanczos exact diagonalization method [73–75], and the approximate ground state $|\Psi^{(\text{var})}(\theta_k)\rangle$ obtained after the $k$th iteration of optimizing the variational parameters in the circuit with different layer depth $D$. For comparison, the results for the cases with the same circuit structure but not symmetrized are also shown. The fidelity $F$ for both symmetrized and non-symmetrized cases is less than 1% when $k = 1$ and rapidly increases at $k \approx 10$. However, the fidelity $F$ is significantly worse for the non-symmetrized cases, even when $D = 4$, corresponding to the circuit with $N \times D = 64$ variational parameters. In sharp contrast, when the symmetry is imposed, the fidelity $F$ becomes as large as 98.8% already for the shallowest circuit with $D = 1$ and 99.9% with $D = 2$, clearly demonstrating an excellent improvement by symmetrizing the state.

![Figure 5](image-url)  
**FIG. 5.** Semi-log plot of the fidelity $|\langle \Psi_0 | \Psi^{(\text{var})}(\theta_k) \rangle|^2$ of the ground state for the spin-1/2 Heisenberg ring with $N = 16$ as a function of the NGD iteration $k$ in Eq. (19). The results with different number of layers ($D$), and with (filled symbols) and without (empty symbols) use of the translational symmetry, are shown. (b) Enlarged figure of (a), $|\Psi_0\rangle$ is the exact ground state and $|\Psi^{(\text{var})}(\theta_k)\rangle$ is an approximate ground state obtained after the $k$th iteration of optimizing the variational parameters in the circuit. The number of total variational parameters is $N \times D$. The initial parameters $\theta_k$ are set randomly and we use the same initial parameters $\theta_1$ for all the simulations shown here when $D$ is the same.
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**FIG. 6.** Same as Fig. 5 but for the variational energy of the ground state. The horizontal line in (b) indicates the exact ground-state energy $E_0$. 

[53] D. J.具。
Figure 6 shows the variational energy of the ground state calculated using $|\Psi^{(0)}(\theta_k)\rangle$ for both symmetrized and non-symmetrized cases with different layer depth $D$ in the circuit. As a reference, the exact ground-state energy $E_0$ calculated with the Lanczos exact diagonalization method is also shown. As expected from the fidelity results in Fig. 5, the converged variational energy $E^{(q)}(\theta_k)$ for the non-symmetrized cases is much larger than the exact value $E_0$ even when $D = 4$. On the other hand, the symmetrized case can obtain the decently accurate energy already for $D = 1$ because $E^{(q)}(\theta_{k=10^3})/JN = -0.4447$. The variational energy is further improved by increasing the number of layers to $D = 2$, in which $E^{(q)}(\theta_{k=10^3})/JN = -0.4461$ is essentially exact.

### B. Excitation energy

One of the advantages of the symmetry-adapted VQE scheme is that it can resolve the quantum numbers of the eigenstates simply by using the character $\chi^{(q)}(T^n)$ of the desired quantum number $q$. Here we demonstrate this for the lowest magnetic excited states by calculating the variational energy in the $S = 1$ sector at momentum $q$.

$$E^{(q)}_S(\theta) \equiv \langle \tilde{\Psi}(\theta)|T^{(0)}|\tilde{\Psi}(\theta)\rangle = \langle \tilde{\Psi}(\theta)|P^{(q)}|\tilde{\Psi}(\theta)\rangle,$$  \hspace{1cm} (29)

where $|\tilde{\Psi}(\theta)\rangle = |\tilde{\Phi}(\theta)\rangle$ with

$$|\tilde{\Phi}(\theta)\rangle = \left(\bigotimes_{i=1}^{N/2-1} |s_{2i-1,2i}\rangle\right)|f_{15,16}\rangle$$  \hspace{1cm} (30)

and $|\tilde{\Phi}(\theta)\rangle = (|0\rangle|1\rangle + |1\rangle|0\rangle)/\sqrt{2}$. Note that $|\tilde{\Phi}(\theta)\rangle$ has the quantum numbers $S = 1$ and $S_z = 0$ [52] and therefore $|\tilde{\Psi}(\theta)\rangle$ also preserves these quantum numbers. The quantum state $|\tilde{\Psi}(\theta)\rangle$ can be generated from the same circuit structure in Fig. 4 merely by setting the initial state at, e.g., the $15th$ qubit to $|0\rangle_{15}$, instead of $|1\rangle_{15}$ (see also Appendix B). Notice also that varying the values of $q$ does not require any change in the circuit structure, because momentum $q$ enters only into the character $\chi^{(q)}(T^n)$ [see Eq. (18)]. Thus, the circuit structure for the excited-state calculation remains the same as that for the ground-state calculation.

Figure 7 shows the spin-triplet excitation energy,

$$\Delta E \equiv E^{(q)}_S(\theta) - E^{(0)}(\theta'),$$  \hspace{1cm} (31)

for different momentum $q$, where $E^{(0)}(\theta')$ is the variational energy of the ground state discussed in Sec. V A and $E^{(q)}_S(\theta)$ is the variational energy at the $S = 1$ sector with momentum $q$ given in Eq. (29). $\theta'$ and $\theta''$ are the optimized variational parameters by minimizing separately the corresponding energy functional, for which we take the values at the $k = 1000$th iteration. As shown in Fig. 7, the calculated excitation energies agree well with the exact results already for the shallowest circuit with $D = 1$. Moreover, with increasing the number of layers to $D = 2$, the accuracy improves systematically, as in the ground-state-energy calculations. These results demonstrate that the symmetry-adapted VQE scheme can also be used for approximating low-lying excited states.

### VI. CONCLUSIONS AND DISCUSSIONS

We have proposed a scheme to adapt the Hamiltonian symmetry in the hybrid quantum-classical VQE approach. The proposed scheme is to make use of the projection operator $\hat{P}^{(q)}$ to project a quantum state, which is described by a quantum circuit that usually breaks the Hamiltonian symmetry in the VQE approach, onto the irreducible representation $\gamma$ of the Hamiltonian symmetry group $\mathcal{G}$. In the symmetry-adapted VQE scheme proposed here, the nonunitarity of the projection operator is treated as postprocessing on classical computers. We have also introduced the “Amida lottery” construction to implement general symmetry operations in a quantum circuit. Here, each symmetry operation is simply represented as a product of $O(N)$ SWAP operations and therefore $|\mathcal{G}|$ different circuits are required in the symmetry-adapted VQE scheme.

Although the symmetry-adapted VQE scheme introduced here is probably the simplest and most direct way to implement the Hamiltonian symmetry in the VQE framework, our numerical simulations for the spin-1/2 Heisenberg ring clearly demonstrated that the improvement is significant in terms of both the fidelity of the ground state and the ground-state energy by showing that the circuit with the shallowest layer...
already achieves the decent accuracy. Moreover, we have demonstrated that the symmetry-adapted VQE scheme, combined with the spin-quantum-number-projected circuit state, allows us to compute, for example, the spin-triplet excitation energies as a function of momentum.

Recently, a VQE approach with a Jastrow-type operator, which is an exponential of a hermitian operator and nonunitary in general, has been implemented using quantum hardware [76]. While the symmetry projection operator $\hat{P}^{(j)}$ is also hermitian and nonunitary, it is much simpler than the Jastrow-type operator, in the sense that $\hat{P}^{(j)}$ is idempotent and composed of the finite number $|J|$ of unitary operators. In addition, $\hat{P}^{(j)}$ commutes with $\hat{H}$, which simplifies the evaluation of the variational energy, as in Eq. (18), and its derivative with respect to a variational parameter. We thus expect that the symmetry-adapted VQE approach described here can be implemented soon with quantum hardware. To this end, an efficient experimental implementation of SWAP operations is highly desirable to perform symmetry operations.
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Appendix A: Decomposition of eSWAP gate

A decomposition of the eSWAP gate to elementary gates is given in Fig. 8. Here, $R_X(\theta) = \exp(-i\theta X/2)$ and $R_{-\theta/2}$ is the phase-shift gate that acts on a qubit as $\hat{X}(\theta)$ and $\hat{X}(-\theta/2)$, respectively, from right to left in Eq. (A1). Here, the matrices are represented with respect to the conventional two-qubit basis states $|0\rangle_i |0\rangle_j, |0\rangle_i |1\rangle_j, |1\rangle_i |0\rangle_j$, and $|1\rangle_i |1\rangle_j$. If necessary, the controlled-$R_X$ gate can be further decomposed into elementary gates [77]. From the matrix representation on the left-hand side of Eq. (A1), it is obvious that the eSWAP gate is equivalent to the SWAP gate up to a phase factor $[46, 47]$.

![FIG. 8. A decomposition of the eSWAP gate that is parametrized with $\theta$.](image)

For a physical interpretation of $|\Psi(\theta)\rangle = \hat{U}(\theta)|\Phi\rangle$ (see Fig. 4), it is important to understand how the SWAP and eSWAP gates act on the singlet-pair product state $|\Phi\rangle$. First, $\hat{P}_{ij}$ alters the sign of the wavefunction if it is operated on the singlet state $|s_{ij}\rangle$ formed between qubits $i$ and $j$:

$$\hat{P}_{ij}|s_{ij}\rangle = |s_{ij}\rangle. \quad (B1)$$

This is simply because the singlet state is antisymmetric with respect to the permutation of $i$ and $j$. In other words, $|s_{ij}\rangle$ is an eigenstate of $\hat{P}_{ij}$ with eigenvalue $-1$. The corresponding eSWAP operation results in

$$\hat{U}_{ij}(\theta)|s_{ij}\rangle = e^{i\theta/2}|s_{ij}\rangle. \quad (B2)$$

Thus, $|s_{ij}\rangle$ is an eigenstate of $\hat{U}_{ij}(\theta)$ and operating $\hat{U}_{ij}(\theta)$ is equivalent to multiplying a phase factor on $|s_{ij}\rangle$.

If a SWAP gate is operated between two qubits, each of them contributing separately to form different singlets, then it recombines the singlet pairs as

$$\hat{P}_{jk}|s_{kl}\rangle = |s_{kl}\rangle. \quad (B3)$$

Note that the resulting singlet pairs are not necessarily formed between the adjacent qubits (see for example Refs. [78–80]). The corresponding eSWAP operation results in

$$\hat{U}_{jk}(\theta)|s_{kl}\rangle = \cos \frac{\theta}{2}|s_{kl}\rangle - i \sin \frac{\theta}{2}|s_{kl}\rangle. \quad (B4)$$

A crucial feature of the eSWAP gate is that it not only recombines two singlet pairs but also superposes two singlet-pair product states with parametrized amplitudes. Namely, the resulting state is a superposition of the original singlet pairs and those generated by the SWAP operation, which is essential to generate an RVB state from the reference singlet-pair product state $|\Phi\rangle$, as will be discussed below. Indeed, Eq. (B4) can
already explain how an RVB state can be generated on a four qubit system (see Fig. 9). Notice that the state represented by the crossed diagram such as the one in Fig. 9 can be expressed as a linear combination of those represented by non-crossed diagrams [81].

The reference state $|\Phi\rangle$ used here is a dimerized state where the singlet pairs are localized on the links between adjacent qubits $(1,2),(3,4),\ldots,(N-1,N)$. Such a state breaks the translational symmetry. A repeated application of the eSWAP gates, implemented in $\hat{U}(\theta)$, on $|\Phi\rangle$ generates a large number of different dimer coverings (configurations of spin-singlet pairs covering all qubits) $C|\Psi(\theta)\rangle$, composed of both short-range and long-range singlet pairs, which are superposed in the circuit with coefficients parametrized by $\theta$. Thus $|\Psi(\theta)\rangle$ might be able to restore the translational symmetry that is broken in $|\Phi\rangle$, if the number $D$ of layers is large enough. The present symmetry-adapted VQE scheme, instead, restores the spatial symmetry by applying the projection operator on $|\Psi(\theta)\rangle$.

The trial state generated by the circuit that is used in the present study thus has a form

$$|\Psi(\theta)\rangle = \sum_{C|\Psi(\theta)\rangle} w(C|\Psi(\theta)\rangle) \bigotimes_{i,j \in C} |s_{ij}\rangle,$$

where $|i,j\rangle$ denotes a pair of two qubits that form $|s_{ij}\rangle$, $C|\Psi(\theta)\rangle$ denotes all possible dimer coverings generated on a given circuit, and $w(C|\Psi(\theta)\rangle)$ is a coefficient for a superposition of the singlet-pair product state specified by configuration $C|\Psi(\theta)\rangle$. It is now obvious that this state in Eq. (B5) has a form of the RVB state

$$|\text{RVB}\rangle = \sum_{C} w(C) \bigotimes_{i,j \in C} |s_{ij}\rangle,$$

where $C$ denotes all possible dimer coverings and $w(C)$ is a coefficient. For example, if $w(C)$ is taken to be equally weighted for all the configurations which consist of only nearest-neighbor singlet pairs, $|\text{RVB}\rangle$ reduces to a so-called short-range RVB state (see for example Ref. [62] for a detailed description). However, we should emphasize the important difference between $|\Psi(\theta)\rangle$ and $|\text{RVB}\rangle$. While all the coefficients $w(C)$ in $|\text{RVB}\rangle$ can be set independently for different realizations of all possible dimer coverings $C$, the coefficients $w(C|\Psi(\theta)\rangle)$ in $|\Psi(\theta)\rangle$ are not independent but related to each other via the variational parameters $\theta$ in the circuit even though the repeated application of the eSWAP gates can eventually produce all possible dimer coverings.

The RVB state has often been used as a variational wavefunction for approximating the ground states of the spin-1/2 Heisenberg model in square [82, 83], triangular [84], and kagome lattices [85]. A numerical study on small clusters up to 26 spins [86] has shown that, by taking into account the Marshall’s sign rule [87], the RVB state with only a few variational parameters can accurately represent the ground state of the spin-1/2 Heisenberg model in a square lattice, and that the (long-range) RVB state substantially improves the variational energy and the variational state as compared to the short-range RVB state.

Finally, we briefly note on calculations in higher spin-quantum-number sectors. We consider higher spin sectors for $N$ even. One can derive relations similar to Eqs. (B1)–(B4) for the spin-triplet states $|\uparrow_{ij}\rangle \equiv |\uparrow_{ij}\rangle \uparrow_{ij} + |\downarrow_{ij}\rangle \downarrow_{ij} + \sqrt{2}, |\uparrow_{ij}\rangle \equiv |0\rangle_{ij} |0\rangle_{ij}$, and $|\downarrow_{ij}\rangle \equiv |1\rangle_{ij} |1\rangle_{ij}$. A difference here from the case of $|s_{ij}\rangle$ is that the triplet states are symmetric under the SWAP operation. By using a product state of $N/2 - 1$ singlet pairs and a single triplet pair $|\uparrow_{ij}\rangle$, instead of $|\Phi\rangle$, as the reference state, one can search for the lowest-energy state within the subspace of $S = 1$ and $S_z = 0$, as demonstrated in Sec. V B (see Ref. [52] for a detailed analysis). The calculation in the higher $S$ sectors with finite-$S_z$ states is also possible simply by using $|\uparrow_{ij}\rangle$ or $|\downarrow_{ij}\rangle$ for the reference state. Finding the lowest energy in the higher spin sectors is useful for studying, for example, whether a magnetic long-range order exists in the thermodynamic limit from finite-size calculations [88–91].

Such a circuit explicitly specifies the subspace labeled by the spin-quantum numbers $S$ and $S_z$, and thus is specialized to spin-isotropic (i.e., SU(2) symmetric) Heisenberg models. On classical computers, with a sophisticated and elaborated algorithm that incorporates the spatial symmetry, such as the lattice translational symmetry, and $S_z$ conservation [73, 92], one can obtain the numerically exact ground state of the spin-1/2 Heisenberg model up to 50 spins [93], which is far larger than the case of 16 qubits studied here. However, $S_z$ conservation is usually not implemented because the programming of a total-spin-preserved code is, although possible [94, 95], not easy and often computationally demanding on classical computers. We expect that the circuit that operates eSWAP gates on a singlet-pair product state or on a pair-product state with higher spin-quantum numbers might be useful for studying spin-liquid states including the RVB state as well as excited states on quantum computers in the near future. Regarding excitations and dynamics, we should also note that the eSWAP operations naturally appear also in such simulations when a Suzuki-Trotter decomposition is applied to the time-evolution operator $e^{-i\hat{H}t}$ with $t$ being time [96, 97].
