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**Abstract:** A majority of energy is consumed to control the indoor environment for human activities and industrial production. The demand for energies for these two uses are reflected in demand for different types of real estate and the volume of industrial outputs. The purpose of this study is to examine the long-run equilibrium and short-run dynamics between real energy prices and demand for different types of real estate and industrial output in China. Energy prices are measured in the real price of fuels and power. Demand for different types of real estate is measured in their sales volume in the first hand market, that is, floor areas of new real estate sold by developers. Industrial output is measured by the net output (value added) of the industrial sector. All data series were tested for stationarity (i.e., the existence of a unit root) before testing for a co-integration relationship. We found no long-term equilibrium relationship between energy prices and the demand for real estate and industrial output as predicted by theory, probably due to increased supply of energy efficient buildings. There is also no short-run relationship between energy prices and demand for housing due to the increase in vacancy rate resulting from speculative demand for housing. However, demand for commercial properties appeared to lead energy prices. Finally, there is strong evidence suggesting that an increase in energy prices will significantly reduce industrial output but not vice versa.
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1. Introduction

In 2015, China consumed 4.30 billion tons of coal equivalent (tce) of energy and its net imports of energy were 677 million tce [1]; China emitted 9213 million tons of carbon dioxide (CO₂), which is 67.5% more than the world’s second-largest US emissions (5445 million tons) [2].

Real estate is a sheltered space in a controlled environment for human activities. Such a controlled environment is achieved by consuming energies. Therefore, the occupation of real estate assets is a major source of energy consumption. The importance of energy consumption in different types of buildings is also reflected in government policies to promote energy-efficient buildings and implementation of lower and upper temperature limits during respectively summer and winter. Therefore, in theory, a decrease in energy prices should stimulate demand for real estate due to a reduction in the operating cost of the building.

In the real estate market that is composed of real estate demand, supply, price, economic shocks (e.g., industrial growth) and others like inflation, interest rate and energy price, interactions between these factors are much complicated. On the one hand, the short-term and long-term effects between these factors and hence their exogeneity and endogeneity can be discussed in theory; real estate prices can be endogenous or exogenous relative to the market [3]. On the other hand, investigation of those
effects or the decision of exogeneity and endogeneity is an empirical issue. We suggest that energy prices are a significant fundamental in China’s overall real estate market since past findings show that its economy has heavily depended on energy consumption [4,5]. Due to informational imperfections and asymmetries between sellers and buyers in the real estate market, Real estate sales may respond to a demand shock faster than real estate prices do [6]. Real estate sales appeared to be positively related to demand, for example, [7]. To simplify our analysis of the real estate market, we focus on the interactions between different types of real estate sales and real energy prices.

We understand that changes in demand also affect transaction prices in addition to Real Estate Sales. However, the first-hand real estate market prices are relatively insensitive to market conditions in the short run as they are set by developers as listing prices, which remain unchanged for a batch of units put on sale in the first-hand market. When there is an increase in demand, new units will be sold out more quickly, which is reflected in an increase in real estate sales. After a batch of new units has been sold, developers will then change the listing prices for subsequent batches of units according to the latest market conditions. Therefore, real estate sales reflect changes in demand more quickly than transaction prices in the first-hand market. Even then, we realize that real estate sales are not a perfect proxy for real estate demand as transaction prices will also respond to changes in demand, though not as responsive as real estate sales.

Demand for real estate cannot be easily observed. Total transaction volume is not a good indicator as the second-hand market transactions reflect the transfer of ownership only, that is, demand from the new owner is met by the supply from the seller with no net increase in total quantity demanded. Sales in the first-hand market by the developer is a better proxy for changes in demand for real estate as it shows the how much newly produced real estate assets are absorbed by the market due to a net increase in demand. Therefore, we use the volume (in square meters of floor area) of different types of real estate sold by developers in the first-hand market ("Real Estate Sales") as a proxy for the real estate demand. Over the past ten years, real estate development and their sales activities in China have been growing rapidly. In 2006, the sales of commodity real estate were 618.57 million square meters, of which sales of commodity housing accounted for 89.6% (554.23 million square meters). By 2016, commodity real estate sold increased to 1573.49 million square meters, of which commodity housing sales accounted for 87.4% (1375.4 million square meters). Therefore, in the past ten years, total commodity real estate sales and commodity housing sales increased by 154.4% and 148.2% respectively.

The first objective of this paper is to examine whether there is any empirical relationship between energy prices and Real Estate Sales as predicted by theory. Much research so far has been focused on how the geographical attribute of real estate [8] affects its demand. This paper examines how energy prices affect total aggregate real estate demand as a result of their impact on the operating costs of buildings. If energy prices do impact on real estate demand, the market value of individual real estate may also be affected by its energy consumption and performance, which implied that energy performance variables should be included as independent variables in the use of hedonic prices for mass appraisals [9,10].

One of the major activities within the controlled environment inside a building is industrial production. As a major provider of industrial products in the world economy, China’s energy consumption in industrial production has been significant (Figure 1). The industrial sector consumed 2.92 billion tce of energy or 68.0% of the total energy consumed in 2015 [1]. Hence, we expect that there should be a significant relationship between industrial production and energy prices since energy is a major input in the industrial production process. An increase in energy prices will increase the cost of production and thus depress industrial output. The relationship between energy prices and industrial output has always been of interest to policymakers.

The remainder of this paper is organized as follows. Section 2 reviews the existing literature, while Section 3 introduces the method for empirical tests. Section 4 presents data and definitions of the variables of interest. The results of econometric analyses are presented in Section 5. Section 6 discusses the empirical results. The final section presents the conclusion.
2. Literature Review

Occupation of real estate consumes a considerable share of energy in an economy. Past studies mainly focused on the effect of energy performance on property values, which is typically evaluated by estimating the hedonic pricing model, for example, [11–16]. However, studies that examine the relationship between the energy prices and aggregate demand for real estate have been scarce. Buildings consume 41% of total U.S. energy and so represent the largest share of energy consumption in the U.S. [17]. Real estate consumes energy mainly for heating and cooling of buildings [18]. For example, space and water heating, appliances and cooking constitute 78%, 16% and 3% of British housing energy demand, respectively [19]. In China, energy consumption derived from residential accommodations accounted for 11.7% of the 2015’s overall energy consumption.

It is worth noting that energy consumption varies across real estate types. Residential real estate as a whole consumes much more energy than commercial properties since the total stock of residential buildings is larger than that of commercial and office buildings combined. However, residential buildings consumed less energy per square foot of floor area [17]. In Britain, housing property consumed energy accounted for approximately 33% of 2010’s aggregate energy demand by final consumption [20,21].

An increase in energy prices implied a higher operating cost of building and there will depress demand for new buildings (Real Estates Sales) in the long run due to increased operating costs. On the other hand, an increase in demand for real estate also implies more demand for energies and thus higher energy prices [20,21]. Real Estate Sales is a useful proxy for changes in demand for real estate, particularly for high-frequency data, for example, [7]. Studies have shown that new housing completions exert positive effects on energy prices [22] and demand for housing properties impact energy prices in the long run [23]. However real estate completion is not a good measure of demand if some completed units are not sold. Therefore, a better measure of real estate demand is Real Estate Sales.

Industry consumes a significant share of energy in China and thus a close link between energy prices and industrial output is expected. Much previous research found a negative correlation between oil prices and real output, for example, [24,25]. Past studies indicate that total industrial output for designated size enterprises in Shanghai positively impacted energy prices during the period 2006–2010. The elasticity of industrial output relative to energy prices was 0.29 [23]. The Brent oil price has
negatively influenced industrial growth in Romania [26]. However, government-controlled energy prices have led to price distortions and accordingly affect the long relationship between energy prices and demand for real estate [27].

3. Methodology

This study argues that China’s real estate consumed a substantial amount of energy. Real estate sales can reflect the real estate demand [7]. Therefore, it assumes that energy prices may significantly affect the demand for real estate, which in turn affects real estate sales. Actual real estate demand often cannot be intuitively observed. Despite this, data on real estate sales are readily available. We employed real estate sales as a demand variable.

Also, the industrial sector is highly energy-intensive and dominates energy consumption. Incorporation of an industrial sector variable into the energy price-real estate economic system may be significant for system estimates and macroeconomist. Therefore, to examine the relationship between energy prices and real estate sales, the study defined an economic system vector

\[ \Phi = (\text{ENERGY, HOUSE, COMMERCIAL, OFFICE, OUTPUT}) \]  

where the variables in \( \text{ENERGY, HOUSE, COMMERCIAL, OFFICE and OUTPUT} \) denote real energy price, sales of new housing property, office property, commercial property and value added of the industrial sector respectively.

Cointegration theory takes all the variables in \( \Phi \) as endogenous a priori. Because common or similar fundamentals link these variables, the variables may move forward around a long-run equilibrium vector [28]. We tested for cointegration using the Phillips-Ouliaris test [29] and the Johansen trace test [30,31]. These two tests can complement each other; the Phillips-Ouliaris test can quickly provide a clue to cointegration. This test is residual-based and should have superior power properties in small samples [29]. Finite-sample critical values have been computed [32]. Nonetheless, the Johansen multivariate trace test may detect the cointegrating vector, which suggests long-term and short-term effects between variables. The cointegrating vector is also required for construction of a linear error-correction model (ECM). The trace test is based upon

\[ \Delta y_t = \Pi y_{t-1} + \sum_{i=1}^{p-1} \Gamma_i \Delta y_{t-i} + Bx_t + \epsilon_t \]  

where \( \Pi = \sum_{i=1}^{p} A_i - I \) and \( \Gamma_i = \sum_{j=i+1}^{p} A_j \). \( y_t \) is a \( k \)-vector of I(1) variables, \( x_t \) is a \( d \)-vector of deterministic variables and \( \epsilon_t \) is a vector of white noises with zero mean and finite variance. Furthermore, \( \Pi = \alpha \beta' \), where \( \beta \) and \( \alpha \) are the cointegrating vector and corresponding adjustment coefficient, respectively. \( \beta \) represents the long-run relationship between time series.

Cointegration implies an error correction mechanism (ECM) for the I(1) variable set, which can lead to optimal inferences [33]. However, a first-differenced log-linear vector-autoregression (FDVAR) model is still valid for the I(1) but not the cointegrated variable set [28].

We first tested for a unit root using the augmented Dickey-Fuller (ADF) and Phillips-Perron (PP) tests [34,35]. The ADF test is based on an autoregressive specification. The PP test is nonparametric. Hence, these two tests complement each other. The standard ADF test may suffer from the power loss as well as severe size distortions and accordingly lead to over-rejection of the unit root hypothesis. On the other hand, the PP test suffers from severe size distortions [36,37]. Hence, the Elliott-Rothenberg-Stock test modifies the Dickey-Fuller test (ERS DF) and could work well in small samples [38]; notably, if this test applies the Generalized Least Squares (GLS) method to detrend data and selects the lag length using a modified AIC (MAIC), the test can report the good power and size [37]. We applied the ERS DF test along with the MAIC (The ERS DF-GLS test).
However, a breakpoint in the data likely produces incorrect inferences for unit roots [39]. A test was conducted for break-date using the Perron test in Model C [40]. Model C is recommended when the break date is taken as unknown [41]. The Perron test Model C is [39, 40]

\[
y_t = \mu + \theta DU_t + \beta t + \gamma DT_t + \delta D(TB)_t + \alpha y_{t-1} + \sum_{i=1}^{k} c_i \Delta y_{t-i} + \epsilon_t
\]

where \(DU_t = 1\) if \(t > T_b\) and 0 otherwise; \(DT_t = t - T_b\) if \(t > T_b\) and 0 otherwise; and \(D(TB)_t = 1\) if \(t = T_b + 1\) and 0 otherwise with \(1(.)\) the indicator function. \(T\) is the sample. \(T_b\) is the break date. Under the null hypothesis of a unit root, \(\mu \neq 0\) (in general), \(\theta = 0\) (except in Model C), \(\beta = 0\), \(\gamma = 0\), \(\delta \neq 0\) and \(\alpha = 1\). Under the alternative hypothesis of stationary fluctuations around a deterministic trend function, \(\mu \neq 0\), \(\theta = 0\), \(\beta = 0\), \(\gamma = 0\) (in general), \(\delta \neq 0\) and \(\alpha < 1\).

4. Data

Data on monthly changes in square meters of existing real estate and the number of units are not available. Despite this, data on monthly real estate sales (turnover) in square meters are available [42].

We collected real estate sales data from the NBSC [43]. There are different commodity real estate sales area statistics between the pre-August 2005 period and the September 2008 to December 2014 period. Before August 2005, the commodity real estate sales area data were the actual square meters sold. However, that monthly sales series is available only for months after February 2005. After September 2005, the commodity real estate sales area includes two components, that is, the actual square meters sold in the current month and the square meters presold. We cannot use the presale series because the transactions for the presales may or may not be completed in the future, implying that in both cases, the presold real estate does not currently consume any energy and thereby does not influence current energy prices. To be in line with the statistics, we did not collect observations in 2005 but employed the monthly series for the period from January 2006 to December 2014. There were 108 monthly observations available for each series.

Square meter data on real estate sales were estimated from January onwards. January values were missing; therefore, we approximated January values by dividing February values by two.

Energy prices used in this study are referenced to index changes in the purchase price of fuels and power (PPFP). PPFP is measured by the nominal index change compared with the same month of the previous year. PPFP is a part of the industrial producers purchase price and reflects changes in the prices of representative energy products that selected companies purchase. Representative energy products comprise coal, gasoline, diesel, kerosene, natural gas, fuel oil, etc. In terms of use, fuel oil is used by large low-speed internal combustion ship engines, while furnace fuel oil (heavy oil) is used for a variety of industrial furnaces or boilers [44]. Since March 2009, China has adopted an oil product pricing system by which domestic oil product prices adjust to international crude oil markets. However, we find that overall energy prices are related more closely to retail fuel prices than to wholesale prices. International crude oil prices are scarcely a determinant of China’s energy prices; consider Shanghai as an example. Since April 2011, Shanghai retail gasoline prices decreased at a much slower pace than the international market. During the March 2009 to March 2014 period, the correlation coefficients between the wholesale prices of gasoline and diesel in Shanghai and the WTI crude oil futures price are 0.84 and 0.89, respectively. The Shanghai wholesale petrol and diesel prices appear to move with WTI crude oil futures prices [45, 46]. Nevertheless, during the April 2009 to April 2011 period, when the WTI crude oil futures price increased by 120%, Shanghai’s average regular-grade No. 92 retail gasoline price rose 50% [47]. During the April 2011 to June 2014 period, changes in WTI crude oil futures and Shanghai gasoline prices were −7.5% and 0.26%, respectively. During the June to October 2014 period, the change in WTI crude oil and Shanghai gasoline prices were −19.8% and −5.1%, respectively.
Data on monthly changes in the price of all primary energy types (crude oil, coal, natural gas, nuclear energy, etc.) are not available. Despite this, the PPFP Index represents the cost of using electricity and a basket of selected fuels. Hence, we used the PPFP index to represent the energy price (ENERGY). We adjusted energy price indices by dividing the nominal price index by a corresponding national average monthly CPI value, resulting in prices stated in real terms. For the G-7 countries except for Japan and the U.K., oil prices have a long-run influence on the inflation rate [48]. On the contrary, there may be a causal link from higher energy prices to inflation [49].

Industrial value added (IVA) in the current month represents the industrial output (OUTPUT). January values on IVA were missing from the original data; therefore, the January value was approximated using the average of the values from the December before and February after.

We seasonally adjusted the original data utilizing the X12 (multiplicative) [50]. Table 1 provides an overview of data and variables. It defined variables and gave their respective interpretations. Initial information on the data includes sampling periods, data processing and units of measurement. In particular, based on Jarque-Bera statistics and corresponding probabilities, at the 10% confidence level, we could accept the normality for real energy prices and office property sales. Normality for housing sales and industrial output could be accepted at the 1% level. However, normality for commercial property sales was rejected at the 1% level.

| Variable | ENERGY | HOUSE | COMMERCIAL | OFFICE | OUTPUT |
|----------|--------|-------|------------|--------|--------|
| Definition | Fuels and power price index (same month of previous year = 100) divided by CPI | Sales of housing real estate onwards from January (10,000 square meters) | Sales of commercial real estate onwards from January (10,000 square meters) | Sales of office real estate onwards from January (10,000 square meters) | Industrial value added onwards from January (RMB 100 million) |
| Mean | 1.02 | 8923.58 | 1035.34 | 229.61 | 94,448.14 |
| Median | 1.00 | 8777.21 | 1141.48 | 228.16 | 90,513.60 |
| Maximum | 1.25 | 12,663.49 | 1272.35 | 353.73 | 171,727.60 |
| Minimum | 0.84 | 6597.40 | 669.17 | 160.73 | 33,849.73 |
| Standard deviation | 0.09 | 1471.56 | 194.71 | 41.72 | 38,761.12 |
| Jarque-Bera | 4.80 | 6.75 | 11.90 | 3.52 | 7.50 |
| Probability | 0.09 | 0.03 | 0.00 | 0.17 | 0.02 |
| Period | January 2006–December 2014 | - | - | - | - |

Notes: All series were seasonally adjusted using the X-12 technique.

5. Empirical Results

5.1. Unit Root Tests

We used three alternative techniques to test for a unit root (Table 2). The ADF, PP and ERS DF-GLS tests consistently indicated that the three variables ENERGY, COMMERCIAL and OUTPUT contained a unit root. Further evidence obtained from the break-date test could help us to determine the unit root property of the variables of interest. It is worth mentioning that the Perron (1997) test (Table 3) cannot suggest if a unit root and a structural break or break point coincide in the data, or only one of them exists. Therefore, we need to examine all six estimated parameters for the unit root hypothesis against the trend stationary hypothesis.
The break-date test showed that ENERGY was trend-stationary. Half of the six parameters followed the hypothesis of a unit root with \( \mu \neq 0, \beta = 0, \theta \neq 0, \gamma \neq 0, d = 0 \) and \( \alpha \approx 1(0.65) \). This variable may be nearly treated as an \( I(1) \) process [51].

COMMERCIAL was trend-stationary. Four of the six parameters implied a unit root with \( \mu \neq 0, \beta = 0, \theta \neq 0, \gamma = 0, d = 0 \) and \( \alpha \approx 1(0.78) \).

For OUTPUT, we accepted the hypothesis of a unit root at the 10% confidence level. With \( \mu \neq 0, \beta = 0, \theta = 0, \gamma = 0, d = 0 \) and \( \alpha \approx 1(0.72) \), all parameters implied a unit root.

The ADF and ERS DF-GLS tests indicated that HOUSE contained a unit root, while the ERS DF-GLS test suggested at least two. The break-date test implied a unit root at the 1% level. With \( \mu \neq 0, \beta \neq 0, \theta = 0, \gamma = 0, d = 0 \) and \( \alpha \approx 1(0.62) \), four of the six parameters implied a unit root.

The ADF and ERS DF-GLS tests suggested that OFFICE contained a unit root, while the PP test suggested at least two. The Perron test showed acceptance of a unit root at the 10% level. With \( \mu \neq 0, \beta = 0, \theta = 0, \gamma = 0, d = 0 \) and \( \alpha \neq 1(0.26) \), four of the six parameters implied a unit root.

Overall, these five variables could be approximated by a unit root process.

### Table 2. The unit root tests.

| Variable | Level | \( p \)-Value | \( k \) | First Difference | \( p \)-Value | \( k \) |
|----------|-------|---------------|-------|-----------------|---------------|-------|
| ENERGY   | -1.83 | 0.68          | 12    | -4.17 ***       | 0.01          | 2     |
| HOUSE    | -2.40 | 0.38          | 2     | -3.14 *         | 0.10          | 6     |
| COMMERCIAL | -1.84 | 0.68          | 2     | -3.54 **        | 0.04          | 3     |
| OFFICE   | -3.42 | 0.05          | 2     | -7.51 ***       | 0.00          | 2     |
| OUTPUT   | -2.62 | 0.27          | 2     | -6.30 ***       | 0.00          | 2     |
| PP       | -3.00 | 0.14          | 6     | -4.54 ***       | 0.00          | 2     |
| COMMERCIAL | -2.40 | 0.38          | 7     | -10.10 ***      | 0.00          | 6     |
| OFFICE   | -5.02 | 0.00          | 5     | -                | -              | -     |
| OUTPUT   | -2.98 | 0.14          | 3     | -11.30 ***      | 0.00          | 4     |
| ERS DF-GLS | -1.51 | -            | 12    | -4.22 ***       | -              | 2     |
| HOUSE    | -1.80 | -            | 2     | -1.93           | -              | 11    |
| COMMERCIAL | -1.25 | -            | 2     | -2.90 *         | -              | 7     |
| OFFICE   | -2.29 | -            | 2     | -7.52 ***       | -              | 2     |
| OUTPUT   | -2.23 | -            | 2     | -2.62 *         | -              | 8     |

Notes: Variables were in log terms. \( k \) denotes the lag operator. For the ADF and ERS DF-GLS tests, \( k \) was selected using the modified Akaike information criterion (MAIC). For the PP tests, \( k \) was determined by the Newey-West method [52]. \( k \) was set between 2 and 12 following [53]. The \( p \)-value is in [54]. Test equations contained the trend and constant [51,55]. *, ** and *** indicate acceptance of a unit root at the levels of 10%, 5% and 1%, respectively.

### Table 3. The Perron break-date tests (Model C).

| Log Variable | Parameter | Coefficient | \( t \)-Statistic | \( p \)-Value | \( k \) | \( T_b \) |
|--------------|-----------|-------------|-------------------|--------------|-------|---------|
| ENERGY       | \( \alpha \) | 0.65        | 7.58              | 0.00         | 12    | October 2010 |
|              | \( \theta \) | 0.09        | 3.76              | 0.00         |       |         |
|              | \( \gamma \) | 0.00        | -3.33             | 0.00         |       |         |
|              | \( d \)    | -0.02       | -0.73             | 0.47         |       |         |
|              | \( \beta \) | 0.00        | -1.50             | 0.14         |       |         |
|              | \( \mu \)  | 0.02        | 1.98              | 0.05         |       |         |
### Table 3. Cont.

| Log Variable | Parameter | Coefficient | $t$-Statistic | $p$-Value | $k$ | $T_b$          |
|--------------|-----------|-------------|---------------|-----------|-----|----------------|
| HOUSE        | $\alpha$ | 0.62        | 5.76 ***      | 0.00      | 12  | October 2011  |
|              | $\theta$ | $-0.13$     | $-1.50$       | 0.14      |     |                |
|              | $\gamma$ | 0.00        | 1.50          | 0.14      |     |                |
|              | $d$      | 0.00        | 0.04          | 0.96      |     |                |
|              | $\beta$  | 0.00        | 2.56          | 0.01      |     |                |
|              | $\mu$ (Intercept) | 3.33 | 3.47          | 0.00      |     |                |
| COMMERCIAL   | $\alpha$ | 0.78        | 11.22         | 0.00      | 12  | November 2009 |
|              | $\theta$ | 0.08        | 2.45          | 0.02      |     |                |
|              | $\gamma$ | 0.00        | 0.04          | 0.96      |     |                |
|              | $d$      | $-0.03$     | $-0.84$       | 0.40      |     |                |
|              | $\beta$  | 0.00        | 0.33          | 0.74      |     |                |
|              | $\mu$ (Intercept) | 1.45 | 3.06          | 0.00      |     |                |
| OFFICE       | $\alpha$ | 0.26        | 1.08 *        | 0.29      | 12  | January 2010  |
|              | $\theta$ | 0.04        | 0.53          | 0.60      |     |                |
|              | $\gamma$ | 0.00        | 0.83          | 0.41      |     |                |
|              | $d$      | $-0.05$     | $-0.61$       | 0.54      |     |                |
|              | $\beta$  | 0.00        | 0.71          | 0.48      |     |                |
|              | $\mu$ (Intercept) | 3.84 | 2.98          | 0.00      |     |                |
| OUTPUT       | $\alpha$ | 0.72        | 4.96 *        | 0.00      | 12  | December 2009 |
|              | $\theta$ | 0.08        | 1.07          | 0.29      |     |                |
|              | $\gamma$ | 0.00        | $-1.22$       | 0.23      |     |                |
|              | $d$      | $-0.52$     | $-5.13$       | 0.00      |     |                |
|              | $\beta$  | 0.01        | 1.47          | 0.15      |     |                |
|              | $\mu$ (Intercept) | 2.97 | 2.01          | 0.05      |     |                |

Notes: * and *** indicate acceptance of a unit root at the 10% and 1% levels respectively. Parameters are consistent with those in Perron (1997). The trimming fraction applied was 0.15 as recommended in [56]. Truncation lag orders $k$ were between 2 and 12 and were selected using the data-dependent method [53]. The $t$-statistic for the $k$th term was $\geq 1.9$ in absolute value. $T_b$ was the possible break date. For the Perron test, the critical values for $T = 70$ were $-6.32$, $-5.59$ and $-5.29$ at the 1%, 5% and 10% levels, respectively [40].

### 5.2. Cointegration Tests

The Phillips-Ouliaris tests (Table 4) showed cointegration when OFFICE was taken as the dependent variable; however, cointegration did not exist when the other four variables were taken as the dependent variable. The Johansen trace test (Table 5) suggested no cointegration. Hence, these two tests indicate that the five-variable system is not cointegrated. Tests suggest that energy prices, real estate trading volumes and industrial output do not have a long-run equilibrium and hence impact each other in the long run.

### Table 4. The Phillips-Ouliaris cointegration tests.

| Dependent Variable | $Z_{\alpha}$ | $p$-Value | 5% Haug Critical Value |
|--------------------|---------------|-----------|------------------------|
| ENERGY             | $-22.27$      | 0.34      | $-33.73$               |
| HOUSE              | $-21.52$      | 0.37      | -                      |
| COMMERCIAL         | $-26.05$      | 0.20      | -                      |
| OFFICE             | $-63.53$      | 0.00      | -                      |
| OUTPUT             | $-13.97$      | 0.75      | -                      |

Notes: Variables were in log terms. The null hypothesis is that variables do not contain a co-integrating vector. Test equations included the trend and constant. The lag orders were chosen using Akaike information criterion (AIC). $p$-values are in [54]. We acquired the finite-sample critical values from Table 3 [32].
were statistically significant. Industrial production negatively and significantly influenced energy prices. The short-run compound energy price elasticity relative to the aggregate industrial output was

\[ \text{ENERGY} \leq 2 \]

from fourth to eighth terms. However, they positively and significantly influenced energy prices in the eighth and ninth lagged terms. Commercial real estate sales negatively and significantly affected energy prices in the fifth and sixth terms. We accepted the null hypothesis of no Granger causality from HOUSE to ENERGY and from OFFICE to ENERGY at the 5% level. At the 1% level, we rejected the null from COMMERCIAL to ENERGY and from OUTPUT to ENERGY. Therefore, in the short run, commercial property sales and industrial value added had a causal effect on real energy prices. Moreover, in the FDVAR, estimates on the fifth, sixth, eighth and ninth lagged COMMERCIAL terms were statistically significant.

Commercial real estate sales negatively and significantly affected energy prices in the fifth and sixth terms. However, they positively and significantly influenced energy prices in the eighth and ninth months. The short-run compound elasticity of energy prices relative to commercial real estate trading volumes was \(-0.05\) in nine months. Estimates on the seventh and ninth lagged OUTPUT terms were statistically significant. Industrial production negatively and significantly influenced energy prices. The short-run compound energy price elasticity relative to the aggregate industrial output was \(-0.18\). Hence, growth in industrial production would lead to a slight reduction in real energy prices in about nine months.

5.3. Estimates of First-Differenced VAR and Granger Causality Tests

Based on the results of unit root and cointegration tests, we estimated a conventional first-differenced log-linear VAR model (FDVAR) to look for short-run relationships between energy prices, sales of the three real estate types and aggregate industrial output (Table 6). In addition, using the first difference log data series, we have also conducted Granger causality tests between real energy prices and real estate sales and industrial output (Table 7).

We accepted the null hypothesis of no Granger causality from HOUSE to ENERGY and from OFFICE to ENERGY at the 5% level. At the 1% level, we rejected the null from COMMERCIAL to ENERGY and from OUTPUT to ENERGY. Therefore, in the short run, commercial property sales and industrial value added had a causal effect on real energy prices. Moreover, in the FDVAR, estimates on the fifth, sixth, eighth and ninth lagged COMMERCIAL terms were statistically significant.

Commercial real estate sales negatively and significantly affected energy prices in the fifth and sixth terms. However, they positively and significantly influenced energy prices in the eighth and ninth months. The short-run compound elasticity of energy prices relative to commercial real estate trading volumes was \(-0.05\) in nine months. Estimates on the seventh and ninth lagged OUTPUT terms were statistically significant. Industrial production negatively and significantly influenced energy prices. The short-run compound energy price elasticity relative to the aggregate industrial output was \(-0.18\). Hence, growth in industrial production would lead to a slight reduction in real energy prices in about nine months.

### Table 5. The Johansen co-integration trace test.

| Variable Set | r | k | Trace | 5% O-L | MHM p-Value | 5% C-L | Critical Value | Reinsel-Ahn Correction |
|--------------|---|---|-------|--------|-------------|--------|---------------|------------------------|
| ENERGY       | 0 | 2 | 83.16 | 88.8   | 0.12        | 96.9   | 73.9          |
| HOUSE        | ≤1| - | 45.32 | 63.9   | 0.63        | 69.7   | 40.3          |
| COMMERCIAL   | ≤2| - | 22.76 | 42.9   | 0.89        | 46.8   | 20.2          |
| OFFICE       | ≤3| - | 10.76 | 25.9   | 0.89        | 28.2   | 9.57          |
| OUTPUT       | ≤4| - | 2.56  | 12.5   | 0.92        | 13.7   | 2.28          |

Notes: Variables were in log terms. The Johansen test considered five cases. Cases 2 and 4 are general and hence most used. The break-date tests indicated that the data held the trend. Therefore we applied Case 4 [57]. We selected the lag length k using AIC, while considering the properties of serial correlation. O-L denotes Osterwald-Lenum asymptotical critical value [58]. MHP p-value denotes p-values in [59]. C-L denotes Cheung-Lai finite-sample critical values [60]. We also used Reinsel-Ahn trace corrections to allow for the finite sample [61]. The portmanteau test adjusted Q-statistic for the null that no residual autocorrelations up to lag 3 equaled 39.8 (p = 0.73).

### Table 6. Estimates of the log-linear first-differenced vector-autoregression (FDVAR) model.

| Dependent Variable | k | ENERGY | t | HOUSE | t | COMMERCIAL | t | OFFICE | t | OUTPUT | t |
|-------------------|---|--------|---|-------|---|------------|---|--------|---|--------|---|
| **Explanatory Variable** |   |        |   |       |   |            |   |        |   |        |   |
| ENERGY            | 1 | 0.71   | 5.88 | -0.79 | -1.92 | 0.04       | 0.17 | 0.13   | 0.19 | -1.80  | -2.85 |
|                   | 2 | -0.26  | -1.66 | -0.04 | -0.08 | 0.16       | 0.51 | -0.68  | -0.73 | -0.62  | -0.75 |
|                   | 3 | 0.01   | 0.06  | -0.32 | -0.61 | -0.70       | -2.28 | -0.20  | -0.22 | 1.13   | 1.40  |
|                   | 4 | -0.08  | -0.51 | -0.18 | -0.35 | 0.53        | 1.71  | 0.69   | 0.74  | -0.51  | -0.63 |
|                   | 5 | -0.15  | -0.94 | -0.23 | -0.45 | -0.67       | -2.18 | -0.47  | -0.52 | 0.40   | 0.49  |
|                   | 6 | -0.04  | -0.25 | -0.03 | -0.05 | 0.38        | 1.23  | -0.20  | -0.22 | 0.69   | 0.84  |
|                   | 7 | 0.01   | 0.07  | 0.19  | 0.39  | 0.18        | 0.63  | 0.25   | 0.29  | -0.05  | -0.07 |
|                   | 8 | -0.08  | -0.55 | -0.39 | -0.78 | -0.15       | -0.54 | -0.09  | -0.10 | -0.72  | -0.96 |
|                   | 9 | -0.21  | -1.70 | -0.27 | -0.64 | 0.15        | 0.60  | -0.41  | -0.57 | 0.77   | 1.21  |
| HOUSE             | 1 | -0.07  | -1.47 | -0.18 | -1.15 | -0.01       | -0.12 | 0.45   | 1.64  | -0.16  | -0.67 |
|                   | 2 | 0.02   | 0.49  | -0.33 | -2.03 | 0.10        | 1.07  | -0.09  | -0.31 | -0.28  | -1.14 |
|                   | 3 | -0.07  | -1.34 | 0.02  | 0.10  | -0.04       | -0.38 | 0.26   | 0.88  | -0.08  | -0.30 |
|                   | 4 | 0.03   | 0.60  | -0.11 | -0.66 | 0.05        | 0.47  | 0.02   | 0.06  | 0.00   | -0.02 |
|                   | 5 | -0.04  | -0.75 | -0.01 | -0.06 | -0.07       | -0.70 | 0.03   | 0.09  | -0.11  | -0.43 |
|                   | 6 | 0.02   | 0.48  | -0.03 | -0.18 | -0.04       | -0.43 | 0.01   | 0.04  | 0.03   | 0.12  |
|                   | 7 | 0.05   | 0.91  | 0.16  | 0.93  | 0.08        | 0.79  | 0.04   | 0.15  | 0.09   | 0.36  |
|                   | 8 | 0.02   | 0.52  | 0.13  | 0.86  | 0.01        | 0.15  | 0.17   | 0.65  | 0.16   | 0.67  |
|                   | 9 | 0.06   | 1.30  | 0.10  | 0.64  | 0.12        | 1.35  | -0.01  | -0.04 | -0.10  | -0.44 |
Regarding the causal effect of energy prices on the other four variables, we accepted the null hypothesis of no Granger causality from ENERGY to each of three real estate sales variables at the 5% level. At the 1% level, we rejected the null from ENERGY to OUTPUT. Thus, in the short run, real energy prices had a causal effect on industrial output. The effect of energy prices on industrial production was statistically significant only in the first term. A 1% growth in real energy prices would cause a reduction of 1.80% in aggregate industrial output in one month, which indicated that real energy prices negatively but dramatically influenced industrial production.
6. Discussion

This study found no long-run relationship between energy prices and the demand for all types of real estate (i.e., housing, commercial and office properties) and aggregate industrial output. Government-controlled energy prices may account for this. Given a policy restriction on prices, energy prices rarely reflect the actual changes in demand for energy. In China, energy prices have long been government-controlled rather than freely determined in the market [27]. Government-regulated price-caps for coal and electricity ultimately affected the energy supply and prices [62]. China has since 2013 attempted to form a market-driven natural gas pricing mechanism. Although gas prices adjust to a certain extent with those of international fuel oil and liquid petroleum gas, the market mechanism has never been in full operation [63]. Also, the Shanghai price of the most consumed No. 95 gasoline only moderately adjusts to the international crude oil price. Compared with end 2015, in end 2016 and 2017, the WTI spot prices increased by 39.7% and 55.6% respectively [46]; however, Shanghai’s No. 95 gasoline prices only increased by 14.5% and 19.7% [64]. In the long run, production of more energy efficient buildings is more likely to account for the lack of observed long-run equilibrium relationship between energy prices and demand for different types of real estate.

In the short run, commercial real estate sales appeared to lead real energy prices. Demand for the commercial real estate is derived from the demand for the goods and services produced in the commercial real estate. The demand for such goods and service are market driven while energy prices are government controlled. Such control measures aim at stabilizing energy prices at an affordable level and are usually counter cyclical. This means that the observed energy prices lagged behind the actual free market prices. Therefore, commercial real estate sales may appear to lead the observed controlled energy prices but are in fact lagged behind the underlying actual market prices of energies.

Residential real estate consumes much more energy than commercial properties [17,20,21]. Though the housing square meters sold constitute a significant share of the total real estate sold, there was not a lead-lag relationship between housing square meters and real energy prices. Regulated energy prices might reduce the price volatility for occupancy of housing properties, which has removed the dynamics of prices on housing turnover. Conversely, given the high vacancy in the housing market [65,66], numerous housing properties sold were not physically occupied and so their energy consumption should be close to zero. The high vacancy rate of housing is due to increasing speculative demand for housing in recent years. Hence, the volume of housing sales does not appear to have influenced real energy prices in the short run. The same is also true for offices due to high overall vacancy rate in the office market [67,68].

There was a feedback relationship between real energy prices and a total industrial output; in particular, real energy prices negatively and significantly impacted the aggregate industrial output in the short run. Industrial output had a negative but less significant impact on real energy prices. Similarly, a past study suggests that regulatory energy price distortions negatively affect China’s output growth during the short- as well as long-term [27]. Hence, real energy prices are exogenously determined but impact industrial output. The industrial sector is consuming a substantial percentage of the energy; the industry as a whole is still heavily energy-dependent and may even be energy inefficient. This could account for the significantly negative effect of energy prices on aggregate industrial output. Industrial value added accounted for 33.3% of gross domestic product in 2016 [1]. Accordingly, high fluctuations in energy prices in real terms may seriously affect industrial growth and thereby the aggregate economy.

It is worth noting that although industrial output in 2013 was 2.73 times that of 2005, industrial energy consumption for a given output (one million RMB of industrial value added) has continued to drop since 2000 (Figure 2). The increase in industrial energy consumption had lagged behind that of China’s overall energy consumption (3617 million tce in 2012) (Figure 1). Thus, industrial energy efficiency appears to be improved. We argue that the use of energy-saving technologies may account for the negative effect of industrial output on energy prices.
We found commercial real estate sales lead energy prices but not vice versa. In theory, energy prices
This suggests that energy is a significant input in the industrial production process. Rising energy
prices will increase production cost and thus reduce industrial output. The much weaker reverse
impact suggest that energy prices are exogenously determined.

Lastly, we found a feedback but asymmetric, short-term relationship between energy prices
and industrial production with a stronger energy prices impact on housing demand than vice versa. This suggests that energy is a significant input in the industrial production process. Rising energy prices will increase production cost and thus reduce industrial output. The much weaker reverse impact suggest that energy prices are exogenously determined.

We suggest that our findings are significant for macroeconomic forecasting. However, we examined the real estate market by simply removing some fundamentals such as supply, real estate prices and interest rate, which is a limitation of this research.

Figure 2. Energy consumption per million RMB of industrial value added, China.

7. Conclusions

Both occupations of real estate and industrial production consume a significant amount of energies in China. In theory, growing energy prices reduce the demand for real estate and depress industrial output. However, we found no long-term equilibrium relationship between these variables. It is possible that the lack of an empirical relationship is mainly due to the fact that energy prices in China have long been government-controlled. Such control measures tend to be counter cyclical, which reduces short-term price fluctuations. Energy price trends, in the long run, are still mainly shaped by market forces. The lack of long run equilibrium relationship is more likely to be a result of increasing use of energy-saving technologies in buildings, which is promoted government policies. As a result of government policy that encourages production of energy efficient buildings, less energy is consumed in new buildings, which can migrate the impact of an increase in energy prices on the operating cost of buildings and thus the demand for real estate will be less affected by energy prices in the long run.

We do not find any short-term dynamics between energy prices and the demand for housing. In addition to regulated energy prices, the lack of short-run relationship between energy prices and housing demand may also be due to the increase in housing vacancy rate in recent years as a result of an increase in speculative demand for housing. Since vacant housing units do not consume energy, an increase in the housing vacancy rate may disturb the short-term dynamics between housing sales and energy prices.

This, however, is not the case for the commercial real estate, which has a lower vacancy rate. We found commercial real estate sales lead energy prices but not vice versa. In theory, energy prices should lead demand for the commercial real estate if energy prices are market determined. However, government intervention may have delayed the response of energy prices to changes in market conditions. Therefore, commercial real estate sales may appear to lead energy price in the short run.

In the short run, commercial real estate sales appeared to lead real energy prices. Demand for...
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