Evolution of the dynamical pairing across the phase diagram of a strongly correlated high-temperature superconductor
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We study the dynamics of the Cooper pairing across the $T = 0$ phase diagram of the two-dimensional Hubbard Model, relevant for high-temperature superconductors, using a cluster extension of dynamical mean field theory. We find that the superconducting pairing function evolves from an unconventional form in the over-doped region into a more conventional boson-mediated retarded form in the under-doped region of the phase diagram. The boson, however, promotes the rise of a pseudo-gap in the electron density of states rather than a superconducting gap as in the standard theory of superconductivity. We discuss our results in terms of Mott-related phenomena, and we show that they can be observed in tunneling experiments.

PACS numbers: 71.10.-w, 71.10.Fd, 74.20.-z, 74.72.-h

In order to understand high-temperature (high-Tc) superconductivity one must understand the nature of the pairing interaction forming the Cooper pairs. Pairing in standard superconductors has been successfully described by the Migdal-Eliashberg (ME) formalism\cite{1}, an extension of the famous Bardeen-Cooper-Schrieffer theory (BCS) of superconductivity\cite{2}. The essential ingredient of the ME description is a retarded boson-mediated interaction between electrons\cite{3}. It has been argued, however, that high-Tc superconductivity is the product of a strongly correlated mechanism\cite{4}, which gives rise to an instantaneous electron pairing\cite{5}, radically different from the ME description. Recent experimental\cite{6,7,8} and theoretical\cite{9,10,11} studies on high-Tc superconductors have focused on this problem, but a number of questions remain unanswered. In this paper we enter the debate, examining the pairing interaction as one moves from the over-doped (OD) region to the under-doped (UD) region of the phase diagram of the two-dimensional Hubbard Model (a minimal model containing the physics of high-Tc superconductors\cite{4}). We look beyond the BCS and ME theories, using the cellular dynamical mean field theory (CDMFT\cite{12,13}). The CDMFT can address the full frequency-dependence of the pairing interaction and the short-ranged spatial correlation.

It is well established\cite{14} by both experiment\cite{15} and theory\cite{4} (including CDMFT studies\cite{11,16}) that high-Tc superconductors have many properties that are BCS-like in the OD region and anomalous in the UD region. Little, however, is known about the dynamics of the Cooper pairing, it being extremely difficult to identify its contribution to physical observables\cite{3,6}. We show that in the OD region the pairing function does not display BCS or ME forms. Despite the presence of a boson-mediated pairing contribution at low frequencies, other features are relevant up to an energy scale $W^*$ of the order of the bandwidth reduced by the strong interaction. In the UD region, however, the pairing function acquires an ME form, even if at higher energies (but within $W^*$) a pair-breaking contribution appears. We connect these findings with the emergence of a pseudo-gap in the electron spectra at optimal doping (competing with the superconducting gap) and we interpret this in terms of Mott-related phenomena\cite{16,17}. Finally we show that these properties can be observed in scanning tunneling microscopy (STM) experiments. The two-dimensional Hubbard Model Hamiltonian is:

$$\mathcal{H} = -\sum_{i,j,\sigma} t_{ij} c_i^{\dagger} c_j + U \sum_i n_i^\uparrow n_i^\downarrow - \mu \sum_{i,\sigma} n_i^\sigma$$

(1)

where $c_i^\sigma$ destroys an electron with spin $\sigma$ on site $i$ and $n_i^\sigma = c_i^{\dagger} c_i^\sigma$. We only consider the nearest-neighbor $t$ and next-nearest-neighbor $t' = -0.3t$ hoppings; $\mu$ is the chemical potential. We set the on-site Coulomb repulsion $U = 12t$, greater than the bandwidth $8t$. In CDMFT, $\mathcal{H}$ is mapped onto a more easily handled impurity model (2\times2 cluster model in our case) of interacting electrons, embedded in a non-interacting bath of fermions, subjected to a self-consistency condition\cite{12}. We solve the cluster-impurity problem using the Lanczos algorithm\cite{18}, which approximates the non-interacting bath with an 8-level parameterization. This method works at zero temperature\cite{19} and provides direct access to the information on the real-frequency axis, unlike, for example, the quantum-Monte-Carlo method (QMC)\cite{20}.

In this study we consider a paramagnetic translationally invariant superconducting state by constraining the CDMFT equations. Even if other broken-symmetry phases compete for the ground-state (at low doping, antiferromagnetism is expected to take over, for example), this is a well-defined mean-field procedure which allows us to access and study the physics governing the superconductivity. We leave open the question of which terms could be added to $\mathcal{H}$ to make this superconducting mean-field solution into a real ground-state. The output of our CDMFT calculation is the frequency-dependent normal Green’s function $G_{ij}^{\text{nor}}(\omega) = \langle c_i^\sigma c_j^{\dagger} \rangle$ and anomalous $F_{ij}(\omega) = \langle c_i^{\dagger} c_{j}^{\dagger} \rangle$ cluster Green’s func-
we shall define the region of to be described in detail. However, as with the cuprates, cuprate materials, which require more complete models and their associated normal $\Sigma_{\Omega}^{\text{or}}(\omega)$ and anomalous $\Sigma_{\Omega}^{\text{an}}(\omega)$ cluster self-energies ($i,j = 1,...,4$ in the $2 \times 2$ cluster\cite{16,21}). We indicate the Fourier transform of the time-ordered ground-state average with $\langle ... \rangle$.

In this paper we focus on the nearest-neighbor anomalous component $\Sigma^a(\omega)$ (the only one numerically non-zero), which directly expresses the pairing function. We think that it captures the essential features of the superconducting pairing mechanism\cite{3,9}.

In Fig. 1 the superconducting order parameter $\Phi_{\text{op}}$ (multiplied by $t^2 g = 58.9$ shown in the inset) and the anomalous self-energy value $\text{Re}\Sigma^a(\omega = 0)$ are displayed as a function of doping $\delta$ (a). The $\text{Re}\Sigma^a(\omega)$ (b) and $\text{Im}\Sigma^a(\omega)$ (c) are displayed on a wide energy range $0 < \omega < U/2$, from the OD region ($\delta = 0.12, 0.08$) to the UD region ($\delta = 0.04, 0.02$).

In Fig. 1b the superconducting order parameter $\Phi_{\text{op}}$ is displayed as a function of doping $\delta = 1 - \langle n_i \rangle$. $\Phi_{\text{op}}$ has the expected dome-like shape, with a maximum around $\delta_{\text{opt}} \sim 0.07$; this locates the optimal doping in our Lanczos-CDMFT calculation (a similar $\delta_{\text{opt}}$ is also obtained in the QMC-CDMFT results of Ref.\cite{11}). This value is smaller than the $\delta_{\text{opt}} \sim 0.15$ observed in cuprate materials, which require more complete models to be described in detail. However, as with the cuprates, we shall define the region of $\delta > \delta_{\text{opt}}[\delta < \delta_{\text{opt}}]$ as the OD region (UD region). If we compare $\Phi_{\text{op}}$ with the anomalous self-energy value $\Sigma^a(\omega = 0)$ we can already observe the unusual non-BCS behavior of the Cooper pairing in the OD region. If BCS theory is a good approximation, $\Sigma^a(0) \sim g \Phi_{\text{op}}$, where $g$ is the strength of the pairing interaction\cite{24}. But $\Sigma^a(0)$ roughly scales like $\Phi_{\text{op}}$ only in the UD region (with $g \sim 58.9$), with no scaling possible in the OD region (as is shown by the $\delta$-dependence of $g$ in the inset).

To clarify the observation above we investigated the $\omega$-dependence of $\Sigma^a(\omega)$ (Fig. 1b,c). As with previous results\cite{8,11}, $\Sigma^a(\omega)$ shows features which extend to high energies ($\omega \sim 6t$). $\text{Re}\Sigma^a$ assumes negative values; these are particularly evident in the UD region (around $0.5t < \omega < 3.5t$), indicating a repulsive pair interaction. In absolute value $\Sigma^a$ decreases with doping, although Fig. 1b shows that $\text{Re}\Sigma^a(\omega \rightarrow 0)$ increases in the UD region (in agreement with the QMC-CDMFT results\cite{11}).

We now look in detail at the evolution of $\Sigma^a$ across the phase diagram. We first employ Cauchy-Kramers-Kroenig relations and define the ratio\cite{3,22}

$$R(\omega) = \frac{1}{\pi \text{Re}\Sigma^a(0)} \int_0^\infty d\nu \frac{\text{Im}\Sigma^a(\nu)}{\nu}$$

(2)

$R(\omega)$ measures the contribution to the low-energy superconducting pairing $\text{Re}\Sigma^a(\omega = 0)$ obtained from the range of frequency up to $\omega$. We identify three distinct doping-dependent regimes (Fig. 2a). (i) In the OD region, $R(\omega)$ monotonically increases to $\omega \sim W^* \sim 2t$, and then decreases, showing a wide hump which overshoots one, centered around $\omega \sim 1.5t$. The small hump also visible (small arrow) around $\omega \sim 0.5t$ indicates the presence of a boson-like contribution to $\Sigma^a$. (ii) Close to optimal doping $\delta_{\text{opt}}$, the range of increasing monotonicity of $R(\omega)$ is reduced to $\omega \lesssim t$. For $\omega > t$, $R(\omega)$ stays roughly flat around one. (iii) In the UD region, a narrow peak over-shooting one appears at low frequency $\omega \lesssim t$. This form of $R(\omega)$ is similar to that expected from a boson-mediated pairing mechanism\cite{3,4}.

$R(\omega)$ shows that the pairing builds up for $\omega \lesssim W^*$ and hints at the presence of a low-energy boson. Bosonic modes have actually been detected in high-Tc materials\cite{6,7,8}. Figs. 2b,c,d, which show the low energy part of $\Sigma^a$, therefore merit close examination. In ME theory, the boson exchange between pairing electrons resonates as $\omega \rightarrow \omega_n^*$, a characteristic frequency. This fact is made evident by a hump in $\text{Re}\Sigma^a(\omega)$. For
There are two relevant energy-scales [16, 17]. The first defines peaks). Around $\omega/t = 0.25$, 0.5, 1, 1.5 and $\omega o = 0.14$, 0.5, the pairing mechanism involves states in the renormalized Fermi level, proportional to the characteristic boson-frequency $\omega o$. The pair interaction is repulsive for $\omega > 0.5 t$, where $\Re \Sigma^o$ changes sign. The $\Im \Sigma^o$ however has a long positive tail until $\omega \sim W^* \sim 2 t$, which means that the pairing mechanism involves states in the renormalized band of width $W^*$. The superconducting pairing in the OD region cannot therefore be described simply within the ME theory, which typically shows only one or few characteristic boson-frequencies (where $\Im \Sigma^o$ shows well defined peaks). Around $\delta_{opt}$ (Fig. 2c), the tail disappears, and $\Sigma_{opt}$ assumes an ME shape (in line with the findings of Fig. 1), marking a change in the pairing mechanism.

We now link the evolution of the pairing function with the relevant energy-scales of the system. In BCS theory there is only one such scale, the superconducting gap $\Delta_{sc} \sim \omega o N_v^{-1/(N_v q)}$ (where $N_v$ is the density of states at the Fermi level), proportional to the characteristic boson-frequency $\omega o$. In our results, however, there are two relevant energy-scales [16, 17]. The first derives from $\Re \Sigma^o$ and represents the superconducting gap $\Delta_{sc} \sim Z_{k_{nod}} \Re \Sigma^o(0)$ (where $Z_{k_{nod}}$ is the quasiparticle residue [16, 17]). In our theory, $\Delta_{sc}$ can be measured in the regions of momentum space close to “nodal” points $k_{nod} \sim (\pm \pi a, \pm \pi b)$ by photo-emission [23, 24]; its behavior is non-monotonic with doping (Fig. 3a). The second energy scale $\Delta_{pg}$ arises in the UD region from the normal component $\Sigma_{norr}$ (see Ref. [16, 17, 27]); it is connected with the pseudo-gap observed in the normal state, and it is monotonic with $\delta$. It is convenient to define a total gap $\Delta_{tot} = (\Delta_{pg} + \Delta_{sc})$. This is measured in photoemission [23, 24] close to the “antinodal” points $k_{anod} \sim (0, \pm \pi)$ or $(\pm \pi, 0)$. In the OD region $\Delta_{sc} \equiv \Delta_{tot}$, but in the UD region the contribution of $\Delta_{pg}$ at the antinodes is most important [16, 17]. To clarify whether the boson-feature observed in Fig. 2 can be related to any of these gaps, we estimate its characteristic frequency $\omega_o \sim \Omega - \Delta_{tot}(k_{nod})$ (at $\omega = \Omega$ we locate the first maximum of $\Im \Sigma^o(\omega)$ in Fig. 2a,c,d) and plot it as a function of doping $\delta$. We find that $\omega_o$ follows the behavior of the pseudo-gap $\Delta_{pg}$ (suggestive of the experimental results in Ref. [6]) rather than the superconducting gap $\Delta_{sc}$. Coming from the OD region, $\omega_o$ is roughly constant, just as $\Delta_{pg} = 0$, while $\Delta_{sc}$ increases. In the UD region, $\omega_o$ monotonically increases as doping is reduced; it follows the rise of $\Delta_{pg}$ rather than the fall of $\Delta_{sc}$, in spite of the ME form of $\Sigma^o$. This is due to the fact that, in the UD region, negative values appear in $\Im \Sigma^o$ (oblique arrow in Fig. 2d) which give a negative contribution to the $\Re \Sigma^o(0)$ (Eq. 4) and break the Cooper pairs.

In our interpretation [16, 17, 27], these findings are Mott-related phenomena. At optimal doping $\delta_{opt}$ the antinodal regions of momentum space undergo a Mott transition ($\Delta_{pg} \geq 0$), while the nodal regions retain a metallic character. These ideas [11, 28] are reminiscent of the orbitally selective Mott transition in multi-band models. Close to the Mott transition, antiferromagnetic fluctuations are important [8, 20, 30], and can mediate a pairing channel $\langle c_i^\dagger c_j \rangle$ to form Cooper pairs [9]. The proximity to the “antinodal” Mott transition results in a pairing process involving electrons on a wide energy scale (with $\Im \Sigma^o$ positive up to $\omega \sim W^*$). The high-$T_c$ mechanism therefore originates as one approaches a Mott transition [4]. Once this latter has taken place at $\delta_{opt}$, a normal-component particle-hole $\langle c_i^\dagger c_j \rangle$ channel is opened, destroying the Cooper pairing at higher energies ($\Delta_{sc}$ decreases) and favoring the rise of $\Delta_{pg}$. This is marked by the appearance of non-BCS properties in the normal component together with a pairing function of a more standard ME form.

Finally, let us look at how the doping-dependent description of the pairing function can be measured in experiments. In ME superconductivity it was possible to relate the behavior of the superconducting pairing to STM measurements [2] of the ratio $N_T$, between the superconducting and normal-state tunneling conductances. 

---

FIG. 3: (color online). The superconducting gap $\Delta_{sc}$, the pseudo-gap $\Delta_{pg}$, $\Delta_{tot} = \sqrt{\Delta_{sc}^2 + \Delta_{pg}^2}$ and the characteristic boson-frequency $\omega_o$ are displayed as a function of doping $\delta$ (a). The conductance ratio $N_T^{simp}$ (b) is a simple ideal case (Eq. 3), where only the $\Sigma^o$-dependence is relevant. $N_T^o$ (c) and $N_T^\pi$ (d) represent more realistic-material case, obtained via a periodization [16] in momentum space of the CDMFT results.
sequence of a Mott-like transition taking place at the antinodal points of momentum space.
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