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Abstract. Knowledge Reasoning (KR) has become the core issue in the field of Artificial Intelligence (AI) and even Natural Language Processing (NLP). KR based on Knowledge Graph (KG) is based on existing KG’s facts. It uses some inference models and algorithms to infer new unknown knowledge and targets at improving the completeness and accuracy of KG. This article presents a brief overview of KR based on KG, expounds the connotation and research scope of it, judges the two main research directions (Knowledge Graph Completion (KGC) and Question Answering over Knowledge Graph (QA-KG)) of current KR and summarizes the four main technical methods. A series of latest results of current research on KR are also listed in this paper. Finally, we look forward to the future improvement of KR.

1. Introduction

With the continuous development of the Internet, the all-round penetration of the Internet of Things, the continuous breakthrough of computing power, the increasingly sophisticated intelligent algorithms, the leapfrogging of computer software and hardware technologies, and the rise of research in cloud computing, big data, blockchain, etc. The Artificial Intelligence (AI) research has strong material and technical support, which triggers the fourth technological revolution centered on artificial intelligence[1][2].

Faced with massive data resources, how to effectively manage data and knowledge, extract useful information from big data through data mining and knowledge management, provide intelligent decision-making and intellectual support for all aspects of human society, has become hotspots and difficulties in AI research. In this era, the Knowledge Graph (KG) came into being.

The KG was first proposed by Google in 2012[3], which was used by Internet companies to provide a large database for intelligent search services. Formally, it is a knowledge carrier represented by graph data structure, where nodes represent entities in the objective world and edges represent relationships between entities. In the specific implementation, the KG uses the Resource Description Framework (RDF) in the Semantic Web to uniformly represent the content of the knowledge system and the instance data to form a complete knowledge system[9]. KG provides an effective solution for organizing, managing and understanding the vast amount of information in the Internet, which makes the network more intelligent and closer to human cognitive thinking, hoping to provide users with intelligent services, such as understanding the semantics of search and providing more accurate search answers. As shown in Figure 1, using the Baidu to search for Yun Ma. Since its introduction, it has received widespread attention from the government, industry and academia. At present, KG has been applied in Intelligent Search, Question Answering, Personalized Recommendation, social network and some vertical industries[4][5][6], which shows good development prospects.
The core of AI is actually a process of learning and reasoning[8]. At present, Knowledge Reasoning (KR) has become the core issue in the field of AI and even NLP. Based on the KG, this paper focuses on the research directions, technical methods and research progress of KR, it also looks forward to the future of KR technology.

2. Summary of KR Based on KG
Reasoning is an important concept in the disciplines of logic, philosophy, psychology, artificial intelligence, etc. KR based on KG is based on existing KG’s facts, using some inference models and algorithms to infer new unknown knowledge and improve the completeness and accuracy of KG. KR plays a very important role in the entire technical system of KG. As shown in Figure 2, a typical KG technology system consists of six parts: data source, knowledge extraction, data storage and management, distributed computing, KR and KG application. Among them, data source, knowledge extraction and data storage constitute the technical basis of KG. KR is the only way to connect the underlying foundation and application, and it is also the key to the effective function of KG. At the same time, KR can form a good interaction with the knowledge base and promote each other. To some extent, KR fully reflects the "intelligent" connotation of KG technology.
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Fig 2. The Technology Framework of KG

Traditional KR methods (including ontology reasoning methods) are developed on the basis of a large number of practices, with strong theoretical foundation and guiding significance, and can be used for KR oriented to KG. Due to the characteristics of the times and the application background of KG, KR based on KG also has new features and requirements which are mainly reflected in the following three aspects: Firstly, traditional KR is mainly deductive reasoning, while KR based on KG is mainly based on inductive reasoning, which is mainly determined by the material composition basis of KG. Secondly, there are a large number of instances within the KG, which cover a wide range of contents.
(for example, DBpedia has more than 28 million entities in 127 languages and hundreds of millions of RDF triples). Traditional reasoning methods have certain limitations when applied to KG, which are mainly reflected in the fact that the rules and ontology constraints with effective and wide coverage are difficult to obtain, and it is difficult to deal with the scarcity of samples, so the KR based on KG needs more efficient and scientific approaches. Thirdly, with the development and continuous breakthrough of distributed representation, neural network and other technologies, it provides many new ideas for knowledge representation, such as distributed representation based reasoning, neural network based reasoning and hybrid reasoning, etc. Good results have been achieved in practical applications.

3. The main research directions of KR

The current research directions of KR can be mainly divided into Knowledge Graph Completion (KGC) and Question Answering over Knowledge Graph (QA-KG). The KGC focuses on the improvement and refinement of the KG, while the QA-KG focuses on the application of the KG.

3.1. Knowledge Graph Completion (KGC)

In order to make better use of the KG, the industry and academia have proposed a variety of construction methods[10]. Whichever approach is taken for constructing a knowledge graph, the result will never be perfect[11]. Consequently, coverage and accuracy have become bottlenecks in the application of KG.

The purpose of KGC is to use existing information to predict the lost entities, types and the relationships between entities, thereby improving the coverage and accuracy of the KG. According to the specific objects of the triples to be completed, the KGC can be divided into two sub-tasks: entity prediction and relationship prediction. In order to make the KG have good usability, fault diagnosis[12] is also needed in the process of KGC to ensure the triplet has good accuracy.

3.2. Question Answering over Knowledge Graph (QA-KG)

Question Answering over Knowledge Graph (QA-KG)[14] aims to use facts in the KG to answer natural language questions. It helps end users more efficiently and more easily access the substantial and valuable knowledge in the KG, without knowing its data structures. The inference engine has evolved from the original stand-alone inference engine to the current distributed semantic inference engine based on Hadoop MapReduce or Spark. Currently, KR also plays an increasingly important role in the field of Chatbot[15], vertical field question answering systems[16], Knowledge Recommendation[17], Commonsense Reasoning[18], not listed here one by one.

In short, the methods and technology of KR used for KRC and QA-KG are essentially the same, that is, inferring the missing parts of the triples through certain methods. The main technology and methods of KR will be discussed in detail in Chapter 4.

4. The main technology and methods of KR

4.1. Path Ranking Algorithms (PRA) based Reasoning

PRA was first proposed by Lao and Cohen[19] in 2010. PRA is a random walk inference technique and its key idea is to explicitly use paths that connect two entities as features to predict potential relations between them. Recently, Gardner et al.[20], Shi et al.[21] and X. Wang et al.[17] have respectively explored various novel extensions which mainly focused on single-task version of PRA. Wang Q et al.[22], Liu Q et al.[23] proposed a novel multi-task learning framework for PRA, referred to as coupled PRA (CPRA), CPRA takes relation association into account and enables implicit data sharing among them. Zhang Y et al.[24] propose an end-to-end learning framework for question answering with knowledge graph named variational reasoning network (VRN), As shown in Figure 3. In order to solve the problem of the association of large KG entities, Chen W et al.[25] combine the path search and path reasoning from the perspective of latent variable graph model, and introduce the variational
inference framework DIVA in KG reasoning, which improve the stability of the KG inference model. Xiong W et al.[26] proposed a reinforcement learning (RL) framework for learning multi-hop relational paths, offering better control and more flexibility in the pathfinding process. In the field of data mining, KIM J et al.[13] predict relationships between entities by mining entity relationships in the KG. At present, there are still three problems in PRA that need further research. Firstly, the graph algorithm used in the logic rule model has higher computational complexity and poor scalability. It is necessary to study computational efficiency and universality. Secondly, the nodes in the KGs tend to obey the long tail distribution, the sparsity problem has a greater impact on the logical reasoning algorithm. Thirdly, the existing logic rule model can’t solve the problem of long path reasoning, usually the path length is limited to 3 steps, so the long path reasoning problem needs to be solved.

Fig 3. End-to-end architecture of the variational reasoning network (VRN) for question-answering with knowledge graph.

4.2. Representation Learning based Reasoning

The basic idea of the Representation Learning based KR is to represent the semantic information contained in the target object (word or morpheme) as a low-dimensional vector, and then perform linguistic correlation calculation based on the semantic vector. Since the Representation Learning model is convenient for the computer to simulate the whole inference process by vector calculation, it has the advantages of high inference accuracy and good algorithm scalability, and has been a hot topic in the field of KR in recent years.

KR based on tensor/matrix decomposition treats the triples as element tensors/matrices in tensors/matrices, and performs representation learning by tensor/matrix decomposition methods. In 2011, Nickel et al.[27] proposed the RESCAL. The core idea of the RESCAL is to encode the entire KG into a three-dimensional tensor. After RESCAL was proposed, many researchers (such as Tay et al.[28], Seyed Mehran Kazemi et al.[29], Koki Kishimoto et al.[30]) consecutively proposed extensions of RESCAL which greatly improved the effect of KGC. In 2013, Bordes et al.[31] proposed the first translation-based representation model TransE, which set off a research boom in the Trans series. Wang Z et al.[32], Lin Y et al.[33], Ji G et al.[34], Jia Y et al.[35], Xiao H et al.[36], Fan M et al.[37] proposed extended models of TransE respectively. The models have been discussed in detail in articles[35][37][38] and will not be described here.

In addition to the typical translation model and PRA, experts and scholars have put forward many other effective methods based on them. The results since 2017 mainly include: Tim Dettmers et al.[39] introduce ConvE, a multi-layer convolutional network model for link prediction; Baoxu Shi et al.[40] introduce an open-world KGC model called ConMask; Shi B et al.[41] present a shared variable neural network model called ProjE to fills-in missing information in a KGs; Lin Y et al.[42] distinguish existing KG relations into attributes and relations, and propose a new KR model with entities, attributes and relations(KR-EAR); Agustinus Kristiadi et al.[43] proposed LiteralE, which is an extension that can be plugged into existing latent feature methods; Guo S et al.[44] proposed Rule-Guided Embedding (RUGE), a novel paradigm of KG embedding with iterative guidance from soft rules; Ding B et al. [45] investigated the potential of using very simple constraints to improve KG
by examining non-negativity constraints on entity representations and approximate entailment constraints on relation representations.

Recently, Takuma Ebisu et al. [46] proposes a novel embedding model, TorusE, which can solve the regularization problem of prior embedding models through embedding objects on other than a real or complex vector space. Xiao Huang et al. [47] proposed an effective Knowledge Embedding based Question Answering (KEQA) framework, which targets at jointly recovering the question’s head entity, predicate, and tail entity representations in the KG embedding spaces, as shown in Figure 4.

![Fig 4. The KEQA framework](image)

### 4.3. Neural Network based Reasoning

Currently, KR methods based on neural network models can be divided into Single Layer Model (SLM) and The Neural Tensor Network (NTN). SLM uses the standard single-layer neural network nonlinear standard to implicitly connect the entity vector triples to solve the problem that SE (Structured Embedding) cannot coordinate and accurately describe the semantic relationship between entities and relationships.

![Fig 5. The Neural Tensor Network (NTN) model](image)

Socher et al. [48] proposed the NTN. The main idea is to replace the standard linear neural network layer with a bilinear tensor layer, and to associate the head and tail entities across different dimensions to characterize the complex semantic connections between entities. The basic principle of NTN is shown in Figure 5. It is worth noting that although NTN can accurately describe the complex semantic connections between entities and relationships and alleviate the sparseness problem of entity representation learning, the computational complexity is very high, and a large number of triplet samples are needed to fully learn. Experiments show that NTN has a poor effect on large-scale sparse KGs.

Based on the research of SLM and NTN, Neelakantan et al. [49] use RNNs to compose the distributed semantics of multi-hop paths in KBs; however for multiple reasons, the approach lacks accuracy and practicality. Rajarshi Das et al. [50] using a neural attention model to introduce multiple paths of association for reasoning and show significant performance gains via multitasking. To preserve more original information, Qu Y et al. [51] proposed an attentive recurrent neural network with similarity matrix based convolutional neural network (AR-SMCNN) model, which is able to capture comprehensive hierarchical information utilizing the advantages of both RNN and CNN. Through research and comparison, CNN is good at extracting position in variant features and dealing with spatially related data, and RNN is good at modeling units in sequence and dealing with temporal signals.
4.4. Hybrid reasoning
Hybrid reasoning is based on the nature and characteristics of inference tasks, making full use of the advantages of different inference methods (such as high accuracy of PRA based reasoning, strong computing ability of representation learning based reasoning and strong learning ability and generalization ability of neural network based reasoning), reasoning by mixing two or more inference methods.

The main recent research is as follows: Han et al.[52] proposed a graph-based representation method-a predictive graph model, to exploit semantic relevance by using predictive feature correlation statistics and semantic dependencies between abstract tuples. Wang et al.[53] aimed at the problem of not using logic rules and low accuracy in the embedded reasoning model, seamlessly embedding logic rules and physical rules in the representation model, formalizing the reasoning into an overall linear programming problem (ILP) . Guo et al.[54] coded the domain knowledge into simple rules, and proposed a rule-enhanced relational learning method for KBC. The core idea is to use the rules of domain knowledge to further refine the reasoning results provided by TransE and PRA. Lu K et al.[55] integrated logical-probabilistic KRR with model-based RL, enabling agents to simultaneously reason with declarative knowledge and learn from interaction experiences. Toutanova et al.[56] proposed a method for reasoning using a convolutional neural network to learn textual relationships. Xie R et al.[57] proposed the DKRL(description-embodied knowledge representation learning) which can use entity descriptions to improve inference. Wang H [58] proposed the Rule-embedded Neural Network (ReNN) to overcome the lack of interpretability and prerequisite needs of big dataset. Monireh Ebrahimi et al.[59] reviewed the history of reasoning combined with deep learning and logical rules, combined the transferability of classical deductive symbolic reasoning and robustness of neural-subsymbolic reasoning, and presented the construction of memory networks for emulating the symbolic deductive reasoning.

As shown in Table 1, this paper lists the current important embedding models.

5. Conclusions and further discussion
This article presented a brief overview of KR based on KG. Firstly, the thesis expounds the connotation and research scope of KR based on KG, and discusses the important role of KR in the whole KG framework system; Secondly, it judges the two research directions of current KR: KBC and QA-KG, and introduces the research results in these two directions; Thirdly, it summarizes the main technical methods of current KR technology; Finally, it summarize the KR based on KG and make some further discussion.

At present, the development level of KR is still in its infancy, and it is moving from simple low-level KR to complex high-level KR. This paper argues that the following difficulties and challenges are faced in the future development:

1. KR based on multi-source heterogeneous big data. The current KR mainly relies on structured and semi-structured text materials (or triples). In fact, the meaning of knowledge contains not only text, but also pictures, audio, video, etc., how to effectively fuse multi-source heterogeneous information and use it for KR will be the difficulty and direction of future research.

2. KR that mixes multiple inference methods. PRA based reasoning, representation learning based reasoning and neural network based reasoning all have their own advantages, how to effectively use their advantages, achieve deep integration, and improve the efficiency of reasoning will be a hot topic in the future.

3. KR Based on Dynamic KG. The facts and triples in the KGs change over time, so there are different inference results in different time coordinates. The good news is that many scholars are currently involved in it and have achieved remarkable results. Such as R Trivedi et al.[60], which present Know-Evolve, a novel deep evolutionary knowledge network that can effectively predicts occurrence or recurrence time of a fact.

4. Reasoning based on Event Evolutionary Graph(EEG). The EEG which consists of a static entity graph and a dynamic event logic graph is a new generation of dynamic KG with "event" as the core.
KGs have been intensively cultivated in various fields, gradually revealing value, but the form of knowledge representation needs to be broken, and the reasoning ability needs to be improved. Deep integration of KG and EEG will become a hot topic in future research.

Table 1. The current important embedding models (incomplete).

| Model       | Score function: $F(h, t)$ | Which problem to solve |
|-------------|---------------------------|------------------------|
| TransE[31]  | $\|h + r - t\|^2_2, h, r, t \in \mathbb{R}^n$ | Complexity            |
| TransH[32]  | $\|h - w_r^t \cdot w_{t'} + r - (t - w_r^t \cdot w_{t'})\|_2, h, r, t, W_{r}, W_{t'} \in \mathbb{R}^n$ | N-1,1-N               |
| TransR[33]  | $\|W_r h + r - W_{t'}\|_2, h, t, r \in \mathbb{R}^n, r \in \mathbb{R}^4, W_{r}, W_{t'} \in \mathbb{R}^{4 \times n}$ | Multidimensional space |
| CTransR[34] | $\|h_r + r - t_r\|_2 + \alpha \|\|r - h_{t'}\|_2\|, h, t, r \in \mathbb{R}^n, r \in \mathbb{R}^4, W_{r}, W_{t'} \in \mathbb{R}^4$ | Multi-type             |
| TransA[35]  | $(h + r - t)^2 W_{h}(h + r - t), h, r, t \in \mathbb{R}^d$ | Loss function is too simple |
| TransG[36]  | $\sum_{n,m} \pi_n \pi_m \cdot e^{-\|h_{ntm}\|^2}, \pi_n, \pi_m$: mixing factor | Multi-type             |
| TransM[37]  | $\|W_r h + r - W_{t'}\|_2, h, r \in \mathbb{R}^d, W_{r} \in \mathbb{R}^d$ | leverage the structure of knowledge graph |
| Transparse[38] | $W_r^\phi(\theta) v + v, W_r^\theta(\theta) v_v W_{r'}^\phi, W_{r'}^\theta \in \mathbb{R}^{n \times n}$; $\theta, \theta' \in \mathbb{R} \cap v, v' \in \mathbb{R}$ | Heterogeneity and imbalance |
| DKRL[39]    | $\|h + r - t\|, E_1 = E_{20} + E_{60}, E_{20} = \|h + r - t\|, E_{60} = \|h + r - t\|$, $\|h + r - t\|$ | taking advantages of entity descriptions. |
| ConMask[40] | $W_{e(r)} \circ W_{e(r)} W_{e(r)}, W_{e(r)} \in \mathbb{R}^{k \times k}, W_{e(r)} \in \mathbb{R}^{k \times k}$ | open-world KG task     |
| ProE[41]    | $g(W f (e \oplus r) + b_p), W_f \in \mathbb{R}^{n \times l}$ | complex feature space  |
| RUGE[42]    | $\text{Re}(\sum_{\alpha, \beta, \gamma} [\alpha, [\beta], [\gamma]] \cdot [\sigma, \epsilon, \zeta, \eta] \in C^d)$ | Combine embedding learning with soft rules |
| TorusE[43]  | $\text{min}_{\tau(x) \in \tau([h] \cdot [t])} \|x - y\|, [h] , [t] \in T^n$ | TransE’s regularization |
| SimplE[44]  | $\frac{1}{2} \left(\langle h_{\phi}, v, t_{\phi} \rangle + \langle h_{\phi}, v, t_{\phi} \rangle\right), h_{\phi}, t_{\phi}, v_{\phi} \in \mathbb{R}^d$ | the independence of embedding vectors |
| Binarized CP Decomposition[45] | $\sum_{\alpha \leq \beta} c_{\alpha \beta} = Q \Delta (a_{\alpha}), b_{\beta} = Q \Delta (b_{\beta})$, $c_{\alpha \beta} \in [-\Delta, \Delta]$ | Reduce the memory requirement |
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