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Abstract. We define a variant of real-analytic polylogarithms that are single-valued and that satisfy “clean” functional relations that do not involve any products of lower weight functions. We discuss the basic properties of these functions and, for depths one and two, we present some explicit formulas and results. We also give explicit formulas for the single-valued and clean single-valued version attached to the Nielsen polylogarithms $S_{n,2}(x)$, and we show how the clean single-valued functions give new evaluations of multiple polylogarithms at certain algebraic points.
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1 Introduction

1.1 Background and first definitions

The logarithm function and generalisations of it have originally been studied, having first been mentioned (in 1696) in correspondence between (Johann) Bernoulli and Leibniz [45, p. 351], by many mathematicians, notably by Abel [1] and Kummer [41, 42, 43] with regard to their functional properties, and by Lobachevsky [47] and later by Schläfi in connection with volume functions in hyperbolic space (for a far more comprehensive list of the early bibliography see Lewin’s book [46, pp. 349–353]). Over the last 40–50 years, seminal works on the dilogarithm, pioneered by Bloch [5] in algebraic geometry and algebraic K-theory and by ‘t Hooft and Veltman [57] in connection with quantum field theory, have led to a renaissance of interest in those functions and have triggered many new and often unexpected and surprisingly parallel developments, resulting in “cross-fertilisation” from which both mathematics (keyword “mixed motives (over a field)”) and physics (keyword “Feynman integrals”) communities have benefited.

The logarithm is a complex multi-valued function on $\mathbb{C}\setminus \{0\}$, and it can be defined on its principal branch $\mathbb{C}\setminus (-\infty,0]$ by the integral

$$\log x := \int_1^x \frac{dt}{t}, \quad x \in \mathbb{C}\setminus (-\infty,0].$$
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The most prominent generalisations of the logarithm function are the so-called \textit{classical polylogarithms}, defined for integers \( n > 0 \) by

\[
\text{Li}_n(x) := \sum_{k=1}^{\infty} \frac{x^k}{k^n}.
\]

The integer \( n \) is called the \textit{weight}. The series converges for \(|x| < 1\). It can be analytically continued to a multi-valued function on the whole complex plane via the integral representation

\[
\text{Li}_n(x) = \int_0^x \text{Li}_{n-1}(t) \frac{dt}{t}, \quad n > 1,
\]

and the recursion starts with \( \text{Li}_1(x) = -\log(1 - x) \). Classical polylogarithms are not rich enough to cover all the generalisations of the logarithm that appear in mathematics and physics. A broader class of generalisations of the logarithm function are \textit{multiple polylogarithms} (MPL’s) (also known as hyperlogarithms), which were first introduced in the works of Poincaré, Kummer and Lappo-Danilevsky \cite{41, 42, 43, 44} and have recently reappeared in both mathematics \cite{16, 34, 33} and physics \cite{3, 29, 54}. Multiple polylogarithms can be defined by the iterated integral

\[
I(x_0; x_1, \ldots, x_n; x_{n+1}) := \int_{x_0 < t_1 < \cdots < t_n < x_{n+1}} \frac{dt_1}{t_1 - x_1} \wedge \cdots \wedge \frac{dt_n}{t_n - x_n},
\]

where \( x_i \in \mathbb{C} \). The integer \( n \) is again called the weight, and the number of non-zero elements of \((x_1, \ldots, x_n)\) is called the depth. The notation

\[
I_{m_1, \ldots, m_k}(x_1, \ldots, x_k) := I(0; x_1, \{0\}^{m_1-1}, \ldots, x_k, \{0\}^{m_k-1}; 1)
\]

is often employed to write a depth \( k \) integral, where \( \{a\}^n \) denotes \( a \) repeated \( n \) times. The integral implicitly depends on the choice of a path going from \( x_0 \) to \( x_{n+1} \), where the integration variables \( x_i \) are considered to be ordered on the path. Depending on the values of the \( x_i \), the integral in (1.1) may diverge and requires regularisation. This can be done by introducing suitable tangential base points, cf. \cite[Chapter 15]{19}. The class of functions defined by (1.1) contains the logarithm and classical polylogarithm functions as special cases, e.g., for generic values of \( x_0, x_1, x_2, \)

\[
I(x_0; x_1; x_2) = \log \left( \frac{x_1 - x_2}{x_1 - x_0} \right),
\]

\[
I(0; 1, \{0\}^n; x_0) = -\text{Li}_{n+1}(x_0).
\]

The definition of MPL’s in (1.1) implies that they satisfy the following basic relations common to all iterated integrals (cf., e.g., \cite{16}):

1. \textit{Path reversal} (here we assume the same path for both, except that it is being traversed in opposite directions):

\[
I(x_{n+1}; x_n, \ldots, x_1; x_0) = (-1)^n I(x_0; x_1, \ldots, x_n; x_{n+1}).
\]

2. \textit{Path composition} (for any \( x \in \mathbb{C} \) and any path from \( x_0 \) to \( x_{n+1} \) avoiding any \( x_i \) (\( 1 \leq i \leq n \))):

\[
I(x_0; x_1, \ldots, x_n; x_{n+1}) = \sum_{p=0}^{n} I(x_0; x_1, \ldots, x_p; x) I(x; x_{p+1}, \ldots, x_n; x_{n+1}).
\]

3. \textit{Shuffle product} (in this equality we assume the same path for each iterated integral):

\[
I(x_0; x_1, \ldots, x_m; x) I(x_0; x_{m+1}, \ldots, x_{m+n}; x) = \sum_{\sigma \in \Sigma(m, n)} I(x_0; x_{\sigma(1)}, \ldots, x_{\sigma(m+n)}; x),
\]

where \( \Sigma(m, n) = \{ \sigma \in S_{m+n} : \sigma^{-1}(1) < \cdots < \sigma^{-1}(m) \text{ and } \sigma^{-1}(m+1) < \cdots < \sigma^{-1}(m+n) \} \) is the set of shuffles of \( m \) and \( n \) elements, and \( S_{m+n} \) is the group of permutations on \( m + n \) elements.
1.2 Identities among polylogarithms

The identities at the end of the previous section are special, in the sense that they relate many different MPL’s evaluated at the same arguments, albeit in a different order. More interesting are identities involving a single type of function evaluated at different arguments. The most famous identity involving dilogarithms is arguably the five-term relation due to Abel (cf., e.g., [46, Chapter 1.5]), a version of which where the order of the five arguments for \( \text{Li}_2(z) \) defines a 5-cycle \((1 - z_i = z_{i+2}z_{i-2}, \text{indices mod 5})\) being given by

\[
\text{Li}_2(x) + \text{Li}_2(y) + \text{Li}_2\left(\frac{1 - x}{1 - xy}\right) + \text{Li}_2(1 - xy) + \text{Li}_2\left(\frac{1 - y}{1 - xy}\right) = \zeta_2 - \log x \log(1 - x) - \log y \log(1 - y) + \log \left(\frac{1 - x}{1 - xy}\right) \log \left(\frac{1 - y}{1 - xy}\right),
\]

(1.2)

with \( \zeta_n := \text{Li}_n(1) \). Since the logarithm and dilogarithm are multi-valued functions, it is important to specify the branches of the functions and the ranges for \( x \) and \( y \) for which this identity holds. It is straightforward to check that on the principal branches of the logarithm (branch cut from \(-\infty \) to 0) and dilogarithm (branch cut from 1 to \( \infty \)) the identity in (1.2) holds whenever \( |x| + |y| < 1 \). It has often been claimed in the literature, without explicit proof, as a kind of “folklore” statement, that every functional equation for \( \text{Li}_2 \) with arguments being rational functions in finitely many variables is a linear combination of this five-term relation. Wojtkowiak proved it for the 1-variable case [61], and for a recent proof of the general statement we refer to a recent preprint by de Jeu [17].

Seminal non-trivial identities involving logarithms and classical polylogarithms of higher weight have been found, e.g., by Kummer [41, 42, 43] (in two variables, up to weight 5), Goncharov (in three variables, weight 3) [32], Wojtkowiak (in many variables, weight 3) [60] and by Gangl (in two variables, up to weight 7 [24, 26]; in four variables, weight 4 [27]), as well as many others, and particularly interesting recent findings are given by Golden, Goncharov, Spradlin, Vergu and Volovich [31], Charlton [13], Radchenko [52] and Goncharov–Rudenko [37]. No such results beyond weight 7 are currently known. There are also families of (sometimes called “trivial”) identities in one variable known for all weights relating a specific classical polylogarithm at different arguments, and possibly products of logarithms, in particular the distribution relations, valid as power series in the unit disk

\[
\text{Li}_n(x^m) = m^{n-1} \sum_{k=0}^{m-1} \text{Li}_n(x \xi_m^k), \quad |x| < 1, \quad \xi_m^m = 1,
\]

(1.3)

and the inversion relations,

\[
\text{Li}_n\left(\frac{1}{x}\right) = (-1)^{n+1} \text{Li}_n(x) - \frac{(-2\pi i)^n}{n!} B_n\left(\frac{1}{2} + \frac{\log(-x)}{2\pi i}\right),
\]

(1.4)

where \( x \in \mathbb{C} \setminus [0, \infty) \) and \( B_n(\alpha) \) are the Bernoulli polynomials, defined by the generating series

\[
\frac{te^{\alpha t}}{e^t - 1} = \sum_{n=0}^{\infty} B_n(\alpha) \frac{t^n}{n!}.
\]

(1.5)

Much less is known about identities satisfied by MPL’s of depth greater than one, although the basic shuffle and stuffle relations were established by Goncharov in [34], along with a generalisation of the distribution relations to any fixed MPL of depth greater than one, and an “inversion-reversion” relation [34, Section 2.6, formulas (33) and (34)] valid on the unit \( m \)-torus. The study of MPL identities of depth greater than one has recently obtained new impetus...
from physics, where MPL’s and their identities play an important role in the computation of scattering amplitudes in quantum field theory, cf., e.g., [2, 3, 4, 20, 21, 23, 28, 29, 30, 49, 54, 58]. Goncharov [35] introduced the arguably most important invariant for multiple polylogarithms, its “symbol”. Based on techniques to compute it, developed originally for quantum field theory calculations [56], new functional identities for polylogarithms of different depth have been found, for example: a 40-term trilogarithm identity whose arguments arise from a single cluster algebra is obtained in [31]; a new family of functional equations for Li4 are given in [25], based on a depth reduction in weight 4; various relations between weight 4 MPL’s of any depths are given in [27], including a reduction of a certain 5-term combination of I3,1 to depth 1, from which a highly symmetric 4-variable Li4 functional equation is obtained. Various relations between weight 5 MPL’s of any depths are given in [13], including a reduction of I3,2 to I4,1 and Li5 terms, and an explicit inversion result relating Ia,b(x, y) and Ia,b(x−1, y−1) for any depth 2 MPL. Concurrently an inversion result valid for an MPL of arbitrary depth was given in [49], a clean single-valued version of which (up to depth 3) we provide in Section 5. Further reductions in weight 4 and 5, focusing on the so-called Grassmannian polylogarithm, are investigated in [14], whereas identities and reductions involving the so-called Nielsen polylogarithms in weights 5 through 8 are investigated in [15] (also using the clean single-valued version established in Section 6 below).

1.3 Clean single-valued polylogarithms and their identities

As already mentioned, the multi-valuedness of MPL’s implies that identities among them are to be understood as holding on appropriate branches. In order to circumvent this cumbersome issue, it is useful to replace any MPL’s by a version of it that, while only real-analytic, has the virtue that it is single-valued. For example, the original single-valued version of the dilogarithm was given by Bloch and by Wigner 1 [5] and generalised to polylogarithms (implicitly) by Ramakrishnan [53] and (explicitly) by Wojtkowiak [59] and Zagier [62]. The latter author proposed in fact several versions, the most standard one being defined as

\[ P_n(x) := \mathfrak{R}_n \left\{ \sum_{k=0}^{n-1} \frac{2^k B_k}{k!} \log^k |x| \text{Li}_{n-k}(x) \right\}, \]  

where

\[ \mathfrak{R}_n = \begin{cases} \text{Re}, & \text{if } n \text{ odd}, \\ \text{Im}, & \text{if } n \text{ even}, \end{cases} \]  

and Re and Im denote the real and imaginary parts respectively. Moreover, \( B_k := B_k(0) \), are the Bernoulli numbers, defined as the constant terms of the Bernoulli polynomials defined above. A rather different single-valued version was given by Brown [7, 8]. We will relate the two explicitly in Section 3.2. The functions in equation (1.6) satisfy a “product-free” variant of the five-term relation in (1.2)

\[ P_2(x) + P_2(y) + P_2\left( \frac{1 - x}{1 - xy} \right) + P_2(1 - xy) + P_2\left( \frac{1 - y}{1 - xy} \right) = 0, \]  

and of the distribution and inversion relations in (1.3) and (1.4),

\[ P_n(x^m) = m^{n-1} \sum_{k=0}^{m-1} P_n(x \xi_m^k), \]  

\[ P_n(x^{-1}) = (-1)^{n+1} P_n(x), \quad n > 1. \]  

---

1This is the mathematician David Wigner, as opposed to the arguably better known physicist Eugene (incidentally his father).
Since the functions $P_n(z)$ are single-valued, the identities in (1.9) are valid for all complex numbers $x \neq 0$, while the five-term relation in (1.8) holds for $(x, y) \in \mathbb{C}^2 \setminus L$, where $L$ is the union of curves defined by $x = 0$, $x = 1$, $y = 0$, $y = 1$ and $xy = 1$.

The identities in (1.8) and (1.9) have an additional feature compared to their analogues in (1.2), (1.3) and (1.4): they do not involve product terms of (poly-)logarithms of lower weights! We refer to an identity with this property, in line with standard terminology, e.g., [62, Section 6], as a clean identity. More generally, roughly stated for every identity involving classical polylogarithms of weight $\leq n$ we can obtain a clean identity by replacing $Li_n$ by $P_n$ and dropping all product terms. For the precise statement we refer to [62, Propositions 2 and 3]. For MPL’s of higher depths, however, in general no real-analytic analogues are known that satisfy clean versions of identities between the iterated integrals in (1.1). In the classical case, the product-freeness of relations permits one to mimic the functional behaviour via rather simple general (linear and multi-linear) algebraic tools, more precisely of quotients of free abelian groups like the so-called higher Bloch groups. For the latter groups the relations arise from taking only (linear and multi-linear) algebraic tools, more precisely of quotients of free abelian groups like the non-product terms in a functional equation for $Li_n$, i.e., non-linear contributions are simply being ignored. In a similar way, one might hope that the clean functions give rise to “simpler” higher depth analogues of said Bloch groups, without the need to consider products of lower weight terms. One of the main results of this paper is to define such functions for all weights and depths. In the remainder of this section we summarise our main result.

It is possible to lift the iterated integrals $I(x_0; x_1, \ldots, x_n; x_{n+1})$, for $x_i \in \overline{\mathbb{Q}}$, to motivic versions $I^m(x_0; x_1, \ldots, x_n; x_{n+1})$, which live in a ring of motivic periods $\mathcal{P}_{\text{MPL}}^m$ (see, e.g., [9, 10, 12, 35]). The ring $\mathcal{P}_{\text{MPL}}^m$ is graded by the weight of the MPL’s, and we denote the subspace of weight $n$ by $\mathcal{P}_{\text{MPL}, n}^m$, and $\mathcal{P}_{\text{MPL}, > 0}^m := \bigoplus_{n > 0} \mathcal{P}_{\text{MPL}, n}^m$. The iterated integrals in (1.1) can be retrieved from their motivic avatars through the period homomorphism per: $\mathcal{P}_{\text{MPL}}^m \to \mathbb{C}$, which is conjectured to be injective [38]. Therefore, it is expected that all relations among MPL’s arise from relations among their motivic avatars. Within the motivic setting, we prove the following result in Section 4:

**Theorem 1.1.** For every $I^m(x_0; x_1, \ldots, x_n; x_{n+1})$ there is a real-analytic single-valued function $I^\text{csv}(x_0; x_1, \ldots, x_n; x_{n+1})$ such that for every linear combination of motivic MPL’s that can be reduced to products,

$$
\sum_{k=1}^{K} c_k I^m(x_{k,0}; x_{k,1}, \ldots, x_{k,n}; x_{k,n+1}) \in \mathcal{P}_{\text{MPL}, > 0}^m \cdot \mathcal{P}_{\text{MPL}, > 0}^m, \quad c_k \in \mathbb{Q},
$$

there is a clean identity where products are mapped to zero in going from $I^m$ to $I^\text{csv}$, i.e.,

$$
\sum_{k=1}^{K} c_k I^{\text{csv}}(x_{k,0}; x_{k,1}, \ldots, x_{k,n}; x_{k,n+1}) = 0.
$$

The paper is structured as follows: In Section 2 we review some basic facts about graded and connected Hopf algebras and the Dynkin operator. In Section 3 we review the Hopf algebra on (de Rham) multiple polylogarithms, and we introduce the single-valued projection, which assigns to every multiple polylogarithm a real-analytic single-valued analogue. In Section 4 we define the clean version of single-valued multiple polylogarithms, and we discuss their basic properties. In particular, we show that they satisfy Theorem 1.1. In Section 5 we present some examples of clean single-valued MPL’s in depths 1 and 2, and in Section 6 we explicitly compute the single-valued and clean single-valued versions of the Nielsen polylogarithm $S_{n,2}$. Finally in Section 7 we derive some explicit numerical evaluations of depth 2 MPL’s using this machinery and some known functional equations.
2 Graded connected Hopf algebras and the Dynkin operator

This section reviews material from [40, 50, 51, 55]. Let $H$ be a graded connected commutative Hopf algebra over $\mathbb{Q}$. The counit is simply the augmentation map $\epsilon : H \to H_0 \simeq \mathbb{Q}$, and we have a splitting

$$H = H_0 \oplus H_{>0},$$

with $H_{>0} := \ker \epsilon$.

The multiplication in $H$ is denoted by $m$ and the coproduct by $\Delta$. For $x \in H_{>0}$ it takes the form

$$\Delta(x) = 1 \otimes x + x \otimes 1 + \Delta'(x), \quad \Delta'(x) \in H_{>0} \otimes H_{>0}.$$

The antipode for $x \in H_{>0}$ is uniquely determined in a recursive way by

$$0 = m(id \otimes S)\Delta(x) = S(x) + x + m(id \otimes S)\Delta'(x).$$

2.1 The convolution product

Let $R$ be a unital $\mathbb{Q}$-algebra, with multiplication $m_R$ and unit $u_R : \mathbb{Q} \to R$. Let $\varphi, \psi : H \to R$ be $\mathbb{Q}$-linear maps. Their convolution is the $\mathbb{Q}$-linear map

$$\varphi \ast \psi := m_R(\varphi \otimes \psi)\Delta.$$

The co-associativity of $\Delta$ implies associativity of the convolution product. The set of all $\mathbb{Q}$-linear maps from $H$ to $R$ equipped with the convolution product forms a unital $\mathbb{Q}$-algebra, whose unit is $u_R \epsilon : H \to R$. Moreover, if $\varphi : H \to R$ is an algebra morphism, then it is invertible for the convolution product, and the inverse is simply composition with the antipode, $\varphi^{-1} := \varphi S$.

In particular, the antipode is the inverse of the identity for the convolution product, $id_S^{-1} = S$.

**Definition 2.1.** We say that a linear map $\varphi : H \to H$ is:

1. a **derivation**, if it satisfies $\varphi m = m(\varphi \otimes \text{id} + \text{id} \otimes \varphi)$,
2. a **co-derivation**, if it satisfies $\Delta \varphi = (\varphi \otimes \text{id} + \text{id} \otimes \varphi)\Delta$,
3. an **infinitesimal character**, if it satisfies $\varphi m = m(\varphi \otimes \epsilon + \epsilon \otimes \varphi)$.

**Lemma 2.2.** Let $H$ be a graded, connected, commutative Hopf algebra and let $\varphi : H \to H$ be a derivation. Then $S \ast \varphi$ is an infinitesimal character.

**Proof.** We denote by $\tau : H \otimes H \to H \otimes H$ the operator that swaps the factors in a tensor product, $\tau(a \otimes b) = b \otimes a$. We have

$$(S \ast \varphi)m = m(S \otimes \varphi)\Delta m = m((Sm) \otimes (\varphi m))(\text{id} \otimes \tau \otimes \text{id})(\Delta \otimes \Delta)
= m(m \otimes m)(S \otimes S \otimes \varphi \otimes \text{id} + S \otimes S \otimes \varphi)(\text{id} \otimes \tau \otimes \text{id})(\Delta \otimes \Delta)
= m(m \otimes m)(\text{id} \otimes \tau \otimes \text{id})(S \otimes \varphi \otimes S \otimes \text{id} + S \otimes \text{id} \otimes S \otimes \varphi)(\Delta \otimes \Delta)
= m((S \ast \varphi) \otimes \epsilon + \epsilon \otimes (S \ast \varphi)).$$

2.2 The grading operator and the Dynkin operator

On every graded connected Hopf algebra there is a natural **grading operator** $Y : H \to H$ which acts on homogeneous elements by multiplication by the weight. It is both a derivation and a co-derivation:

$$Ym = m(Y \otimes \text{id} + \text{id} \otimes Y),$$

$$\Delta Y = (Y \otimes \text{id} + \text{id} \otimes Y)\Delta.$$

We now introduce the **Dynkin operator** $D$ on a graded connected Hopf algebra. For the origin of the name, see [51] and references therein.
Definition 2.3. The Dynkin operator on $H$ is defined by
\[ D := S \star Y. \]
Since $\text{id} \star S = \epsilon$, we can write the previous equation in the equivalent form
\[ \text{id} \star D = Y. \tag{2.1} \]
Since $Y$ is a derivation, $D$ is an infinitesimal character by Lemma 2.2. It is convenient to define the operator $\Pi$ which is the identity on $H_0$ and $\Pi = Y^{-1}D$ on $H_0$.

Proposition 2.4.

1. The kernel of $\Pi$ is generated by all non-trivial products, $\ker \Pi = H_0 \cdot H_0$.
2. $\Pi$ is a projector, $\Pi^2 = \Pi$.

Proof. (1) Since $D$ is an infinitesimal character, we have for all $x, y \in H_0 = \ker \epsilon$,
\[ D(x \cdot y) = D(x) \cdot \epsilon(y) + \epsilon(x) \cdot D(y) = 0, \]
and so $\Pi(x \cdot y) = 0$. Hence $H_0 \cdot H_0 \subset \ker \Pi$. Conversely, let $x \in \ker \Pi$. We can assume without loss of generality that $x \in H_n, n > 1$. Again writing the coproduct as $\Delta(x) = 1 \otimes x + x \otimes 1 + \Delta'(x)$, we find
\[ 0 = \Pi(x) = x + \frac{1}{n}m(S \otimes Y)\Delta'(x), \]
and so
\[ x = -\frac{1}{n}m(S \otimes Y)\Delta'(x) \in H_0 \cdot H_0. \]

(2) If $x \in H_n, n > 0$, we have
\[ \Pi^2(x) = \frac{1}{n} \Pi [nx + m(S \otimes Y)\Delta'(x)] = \Pi(x). \]

3 Review of motivic polylogarithms

3.1 Motivic and de Rham periods

In [9, 10, 12], Brown has shown how to lift the iterated integrals $I(x_0; x_1, \ldots, x_n; x_{n+1})$, for $x_i \in \mathbb{Q}$, to motivic versions $\overset{m}{I}(x_0; x_1, \ldots, x_n; x_{n+1})$. The motivic MPL's generate a subring $\overset{m}{P}_{\text{MPL}}$ inside the ring of all motivic periods $\overset{m}{P}$. A detailed review of the definition and construction of motivic and de Rham MPL's would go beyond the scope of this paper. We refer, e.g., to [12, Section 10.6], for the example of the classical polylogarithms. There is a natural homomorphism, called the period map, per: $\overset{m}{P} \to \mathbb{C}$ such that
\[ \text{per} (\overset{m}{I}(x_0; x_1, \ldots, x_n; x_{n+1})) = I(x_0; x_1, \ldots, x_n; x_{n+1}). \]
It follows from Grothendieck’s period conjecture that per is expected to be injective.

The motivic MPL’s are equipped with additional structure with respect to their non-motivic counterparts. In particular, they are equipped with a coaction
\[ \Delta: \overset{m}{P}_{\text{MPL}} \to \overset{m}{P}_{\text{MPL}} \otimes \overset{\text{sr}}{P}_{\text{MPL}}. \]

\[ \overset{\text{sr}}{P}_{\text{MPL}} \]

Strictly speaking, $\overset{m}{I}(x_0; x_1, \ldots, x_n; x_{n+1})$ defines a family of motivic periods depending on the variables $x_i$, see [12, Section 7]. Since no confusion arises, we will always simply refer to $\overset{m}{I}(x_0; x_1, \ldots, x_n; x_{n+1})$ as a motivic period.
The quantities in the second factor of the tensor product are de Rham MPL’s and those span the ring \( P_{\text{MPL}}^{\text{dr}} \), which can be thought of as the quotient of \( P_{\text{MPL}}^m \) by the ideal generated by \((2\pi i)^m\) (the motivic lift of \(2\pi\)). There is a natural projection (see, e.g., [12, Section 4.3]):

\[
\pi^{\text{dr}}(I^m(x_0; x_1, \ldots, x_n; x_{n+1})) = I^{\text{dr}}(x_0; x_1, \ldots, x_n; x_{n+1}).
\]

\( P_{\text{MPL}}^{\text{dr}} \) is a commutative connected Hopf algebra graded by the weight (where the weight of \( I^m(x_0; x_1, \ldots, x_n; x_{n+1}) \) is defined as \( n \)). The coproduct on \( P_{\text{MPL}}^{\text{dr}} \) is given by the same formula as in (3.1), with \( I^m \) replaced by \( I^{\text{dr}} \) everywhere [9, 10, 12, 35], and we use the same symbol to denote the coaction on \( P_{\text{MPL}}^{\text{dr}} \) and the coproduct on \( P_{\text{MPL}}^m \). Since \( P_{\text{MPL}}^{\text{dr}} \) is graded and connected, the antipode \( S \) is uniquely determined by the coproduct.

### 3.2 Single-valued projection

Unlike motivic MPL’s, to which the period map assigns a (complex) number, de Rham MPL’s do not allow for an analogous construction. Instead, they can be equipped with a ring homomorphism \( sv: P_{\text{MPL}}^{\text{dr}} \to P_{\text{MPL}}^m \), called the single-valued projection (cf. [12, Section 8.3], and also [7, 8]). The single-valued projection can be given explicitly in a combinatorial way on \( P_{\text{MPL}}^{\text{dr}} \) [11, 12] (see also [18, Section 3.4]),

\[
sv := m(F_{\infty} \Sigma \otimes \text{id}) \tilde{\Delta},
\]

where \( m \) is the multiplication in \( P_{\text{MPL}}^m \), \( F_{\infty}: P_{\text{MPL}}^m \to P_{\text{MPL}}^m \) is the real Frobenius, which can be thought of as complex conjugation (i.e., per \( F_{\infty} = \overline{\text{per}} \), where \( \overline{\text{per}}(x) \) denotes the complex conjugate of \( \text{per}(x) \)) and \( \Sigma: P_{\text{MPL}}^m \to P_{\text{MPL}}^m \) is defined by

\[
\Sigma(I^m(x_0; x_1, \ldots, x_n; x_{n+1})) := (-1)^n \tilde{S}(I^m(x_0; x_1, \ldots, x_n; x_{n+1})).
\]

Here \( \tilde{\Delta}: P_{\text{MPL}}^{\text{dr}} \to P_{\text{MPL}}^{\text{dr}} \otimes P_{\text{MPL}}^{\text{dr}} \) and \( \tilde{S}: P_{\text{MPL}}^m \to P_{\text{MPL}}^m \) are given by the same formulas as the coproduct \( \Delta \) and the antipode \( S \) on \( P_{\text{MPL}}^{\text{dr}} \), with the replacement \( I^m \to I^{\text{dr}} \) everywhere.

The single-valued projection associates to every \( I^m(x_0; x_1, \ldots, x_n; x_{n+1}) \) a (family of) motivic periods, whose image under the period map defines a single-valued function of the \( x_i \). We can compose the single-valued projection with the period map and the projection \( \pi^{\text{dr}} \) to associate to every motivic MPL its single-valued version:

\[
sv^m := \text{per} \circ sv \circ \pi^{\text{dr}}: P_{\text{MPL}}^{\text{dr}} \to \mathbb{C}.
\]

**Example 3.1** (single-valued version of the motivic logarithm). We can apply the previous construction to the motivic logarithm

\[
\log^m x := I^m(0; 0; x), \quad x \in \mathbb{Q} \setminus \{0\}.
\]
The single-valued version attached to \( \log^m x \) is therefore

\[
\text{sv}^m(\log^m x) = \log x + \log x = \log |x|^2.
\]

In particular, letting \( x = -1 \), we see that the single-valued version attached to \((\pi i)^m\) is zero, i.e.,

\[
\text{sv}^m((\pi i)^m) = 0.
\]

**Example 3.2** (single-valued version of the classical motivic polylogarithm). The motivic lift of the classical polylogarithm of weight \( n \) is

\[
\text{Li}^m_n(x) := -I^m(0; 1, \{0\}^{n-1}; x), \quad x \in \overline{\mathbb{Q}}.
\]

The coproduct and the antipode of \( \text{Li}^\text{sr}_n(x) := \pi^\text{sr}(\text{Li}^m_n(x)) \) are

\[
\Delta(\text{Li}^\text{sr}_n(x)) = \text{Li}^\text{sr}_n(x) \otimes 1 + 1 \otimes \text{Li}^\text{sr}_n(x) + \sum_{k=1}^{n-1} \text{Li}^\text{sr}_{n-k}(x) \otimes \frac{\log^\text{sr}(x)^k}{k!},
\]

\[
S(\text{Li}^\text{sr}_n(x)) = -\text{Li}^\text{sr}_n(x) - \sum_{k=1}^{n-1} \frac{(-\log^\text{sr}(x)^k}{k!} \text{Li}^\text{sr}_{n-k}(x).
\]

The single-valued version attached to the classical motivic polylogarithm of weight \( n \) is then

\[
\text{sv}^m\left( \text{Li}^m_n(x) \right) = \text{Li}_n(x) - (-1)^n \sum_{k=0}^{n-1} \frac{(-\log |x|^2)^k}{k!} \text{Li}_{n-k}(\overline{x}).
\]

Letting \( x = 1 \) in (3.3), we obtain the single-valued version associated to the motivic zeta values, \( \zeta^m_n := \text{Li}^m_n(1), n > 1 \) [11]:

\[
\text{sv}^m(\zeta^m_n) = \text{sv}^m(\text{Li}^m_n(1)) = \begin{cases} 2\zeta_{2m+1}, & n \text{ odd}, \\ 0, & n \text{ even}. \end{cases}
\]

These functions are closely related, but not identical, to Zagier’s single-valued version of the classical polylogarithms from (1.6). The relationship is most conveniently expressed in terms of the function

\[
\mathcal{P}_n(x) := \sum_{k=0}^{n-1} \frac{B_k}{k!} \log^k |x|^2 (\text{Li}_{n-k}(x) - (-1)^n \text{Li}_{n-k}(\overline{x})) = \begin{cases} 2P_n(x), & \text{if } n \text{ odd}, \\ 2iP_n(x), & \text{if } n \text{ even}. \end{cases}
\]

**Proposition 3.3.** For \( n > 0 \) and \( x \in \mathbb{C} \setminus \{0\} \), we have

\[
\text{sv}^m(\text{Li}^m_n(x)) = \sum_{k=0}^{n-1} \frac{\log^k |x|^2}{(k+1)!} \mathcal{P}_{n-k}(x).
\]

**Proof.** We directly compute the right hand side, and show that it gives the expression for \( \text{sv}^m(\text{Li}^m_n(x)) \) from (3.3). We have

\[
\sum_{k=0}^{n-1} \frac{\log^k |x|^2}{(k+1)!} \mathcal{P}_{n-k}(x) = \sum_{k=0}^{n-1} \sum_{\ell=0}^{n-k-1} \frac{B_{\ell}}{\ell!} \frac{\log^{k+\ell} |x|^2}{(k+1)!} (\text{Li}_{n-k-\ell}(x) - (-1)^{n-k} \text{Li}_{n-k-\ell}(\overline{x})).
\]
By reindexing the sum with \( \alpha = k + \ell \), we find it is equal to

\[
= \sum_{\alpha=0}^{n-1} \frac{B_{\ell}}{\ell!} \frac{\log^\alpha |x|^2}{(\alpha + 1 - \ell)!} \left( \text{Li}_{n-\alpha}(x) - (-1)^{n+\alpha-1} \text{Li}_{n-\alpha}(x) \right)
\]

\[
= \sum_{\alpha=0}^{n-1} \left( \sum_{\ell=0}^{\alpha} \frac{B_{\ell}}{\ell!} \frac{1}{(\alpha + 1 - \ell)!} \right) \text{Li}_{n-\alpha}(x) \log^\alpha |x|^2
\]

\[
- (-1)^n \sum_{\alpha=0}^{n-1} \left( \sum_{\ell=0}^{\alpha} (-1)^\ell \frac{B_{\ell}}{\ell!} \frac{1}{(\alpha + 1 - \ell)!} \right) (-\log |x|^2)^\alpha \text{Li}_{n-\alpha}(x).
\]

We notice

\[
\sum_{\ell=0}^{\alpha} \frac{B_{\ell}}{\ell!} \frac{1}{(\alpha + 1 - \ell)!} = \frac{1}{(\alpha + 1)!} (B_{\alpha+1}(1) - B_{\alpha+1})
\]

\[
= \frac{1}{(\alpha + 1)!}((-1)^{\alpha+1}B_{\alpha+1} - B_{\alpha+1})
\]

\[
= \begin{cases} 
1, & \alpha = 0, \\
0, & \alpha \neq 0,
\end{cases}
\]

where we have used the symmetry \( B_{\alpha+1}(1 - x) = (-1)^{\alpha+1}B_{\alpha+1}(x) \), to find that \( B_{\alpha+1}(1) = (-1)^{\alpha+1}B_{\alpha+1} \). The second case above follows by combining the odd \( \alpha > 0 \) case where the terms cancel, and the even \( \alpha > 0 \) case where the terms are identically zero. Likewise

\[
\sum_{\ell=0}^{\alpha} \frac{B_{\ell}}{\ell!} \frac{(-1)^\ell}{(\alpha + 1 - \ell)!} = \frac{(-1)^{\alpha+1}}{(\alpha + 1)!} (B_{\alpha+1}(1) - B_{\alpha+1}).
\]

Now using the symmetry and multiplication theorems for Bernoulli polynomials, we have

\[
B_{\alpha+1}(-x) = (-1)^{\alpha+1}B_{\alpha+1}(x) + (\alpha + 1)(-1)^{\alpha+1}x^{\alpha+1-1},
\]

so

\[
B_{\alpha+1}(1) = (-1)^{\alpha+1}B_{\alpha+1}(1) + (\alpha + 1)(-1)^{\alpha+1} = B_{\alpha+1} + (\alpha + 1)(-1)^{\alpha+1}.
\]

So this sum is equal to

\[
\frac{(-1)^{\alpha+1}}{(\alpha + 1)!} (B_{\alpha+1} + (\alpha + 1)(-1)^{\alpha+1} - B_{\alpha+1}) = \frac{(\alpha + 1)}{(\alpha + 1)!} = \frac{1}{\alpha!}.
\]

Inserting these evaluations into (3.5) shows that it is equal to

\[
= \text{Li}_n(x) - (-1)^n \sum_{\alpha=0}^{n-1} \frac{(-\log |x|^2)^\alpha}{\alpha!} \text{Li}_{n-\alpha}(x) = \text{sv}_m^{\text{im}}(\text{Li}_n(x)),
\]

as claimed. \( \blacksquare \)

**Remark 3.4.** An alternative construction of single-valued analogues of MPL’s was presented in [63]. Neither of the single-valued versions from [12] or [63] satisfy exclusively clean functional equations. For [12] this follows from the functoriality of the construction, for example: applying the single-valued map to the functional equation

\[
\text{Li}_2^m(x) + \text{Li}_2^m(1 - x) = -\frac{1}{2} \left( \log^m(-x) \right)^2 + \zeta^m(2)
\]
produces the following identity between single-valued functions
\[ \text{sv}^m \left( \text{Li}_2^m(x) \right) + \text{sv}^m \left( \text{Li}_2^m(1-x) \right) = -\frac{1}{2} \left( \log^m |x|^2 \right)^2, \]
which still retains a product term on the right hand side. For [63], see the explicit example Section 2.9.3 in loc. cit.

4 Clean single-valued polylogarithms

Throughout this section (and the following) all MPL’s with non-generic arguments are understood to be regularised by introducing suitable tangential base-points, cf. the comment in Section 1.1 and [19, Chapter 15].

4.1 Definition

We can apply the construction of the Dynkin operator from Section 2.2 to the commutative graded connected Hopf algebra \( \mathcal{P}^{\text{dr}}_{\text{MPL}} \). We can compose the projector \( \Pi \) with the projection \( \pi^{\text{dr}} \), the single-valued projection \( \text{sv} \) and the period map to obtain an algebra morphism \( \mathcal{R}: \mathcal{P}^m_{\text{MPL}} \to \mathbb{C} \): \( \mathcal{R} := \text{per} \circ \text{sv} \circ \Pi \circ \pi^{\text{dr}} \),

where \( \Pi = Y^{-1}D \) acts as defined in Section 2.2.

**Definition 4.1.** The clean single-valued multiple polylogarithms \( I^{\text{csv}} \) are defined by
\[ I^{\text{csv}}(x_0; x_1, \ldots, x_n; x_{n+1}) := \mathcal{R}_n \left[ \mathcal{R}(I^m(x_0; x_1, \ldots, x_n; x_{n+1})) \right], \]
where \( \mathcal{R}_n \) is defined in (1.7).

Theorem 1.1 follows immediately, from the definition of the clean single-valued multiple polylogarithms and the properties of \( \mathcal{R} \). Indeed, since the latter lie in the image of \( \text{per} \circ \text{sv} \), they are both real-analytic and single-valued functions. Moreover, let
\[ A := \sum_{k=1}^{K} c_k I^m(x_{k,0}; x_{k,1}, \ldots, x_{k,n}; x_{k,n+1}) \in \mathcal{P}^m_{\text{MPL},>0} \cdot \mathcal{P}^m_{\text{MPL},>0}. \]

Proposition 2.4 implies that \( \mathcal{P}^m_{\text{MPL},>0} \cdot \mathcal{P}^m_{\text{MPL},>0} \subseteq \ker \mathcal{R} \), and so
\[ 0 = \mathcal{R}_n \left[ \mathcal{R}(A) \right] = \sum_{k=1}^{K} c_k I^{\text{csv}}(x_{k,0}; x_{k,1}, \ldots, x_{k,n}; x_{k,n+1}), \]
where \( \mathcal{R}_n \) was defined above after (1.6).

**Remark 4.2.** It is possible to use Theorem 1.1 to obtain identities among (non-clean) single-valued polylogarithms. Indeed, it is often easier to find identities modulo product terms, e.g., by starting from identities that hold modulo shuffle products at the symbol level (cf. [13, 15]). The combinatorics involved in \( \mathcal{R} \) will restore all the product terms necessary to obtain a numerical identity between single-valued polylogarithms, up to a single constant of integration. In some cases this may even give hints for valid identities among the non-single-valued analogues, e.g., by dropping all terms depending on the complex-conjugated variables, and accounting for factors of 2 introduced by the single-valued map on real constants (e.g., (3.4)). Conversely, the combinatorics involved in \( \mathcal{R} \) can be applied directly to the symbol Hopf algebra to restore the (functional) product terms in a modulo products identity between functions (of holomorphic variables) at the symbol level; one can then study product terms involving constants iteratively via slices of the coaction.
Remark 4.3. The restriction to the real (resp. imaginary) part for odd (resp. even) weights in Definition 4.1 can be motivated by the fact that the other parity can be expressed entirely in terms of products of lower weights functions. To see this, we start from the following property of the single-valued projection on de Rham MPL’s (cf., e.g., [18]):

Proposition 4.4. For every $x \in \mathcal{P}_{\text{MPL},n}$, we have

$$F_{\infty}^{sv}(x) = (-1)^{n} sv S(x).$$

Proof. The following two properties are well known and hold in any commutative, graded and connected Hopf algebra (see, e.g., [48, Proposition I.7.1] and references therein):

$$(S \otimes S) \tau \Delta = \Delta S,$$

$$S^2 = \text{id}.$$

Since $\bar{\Delta}$ and $\bar{S} = (-1)^Y \Sigma$ are defined by the same combinatorial formulas as $\Delta$ and $S$, but with $I^n$ replaced by $I^m$, it is easy to see that the following identities hold:

$$(\Sigma \otimes \Sigma) \tau \bar{\Delta} = \bar{\Delta} S(-1)^Y,$$

$$\Sigma^2 = \text{id}.$$

This gives, with $F_{\infty}^2 = \text{id},$

$$F_{\infty}^{sv} = F_{\infty} m (F_{\infty}\Sigma \otimes \text{id}) \bar{\Delta} = m (\Sigma \otimes F_{\infty}) \bar{\Delta}$$

$$= m (\text{id} \otimes F_{\infty}\Sigma) \tau \bar{\Delta} S(-1)^Y = m \tau (F_{\infty}\Sigma \otimes \text{id}) \bar{\Delta} S(-1)^Y$$

$$= sv S(-1)^Y. \quad \blacksquare$$

Corollary 4.5. Let $x \in \mathcal{P}_{\text{MPL},n}^{>0}$. Then

$$(sv(x) + (-1)^Y F_{\infty}^{sv}(x)) \in \mathcal{P}_{\text{MPL},n}^{>0} \cdot \mathcal{P}_{\text{MPL},n}^{>0}.$$ 

Proof. Let $x \in \mathcal{P}_{\text{MPL},n}^{>0}$, $n > 0$. Proposition 4.4 implies

$$sv(x) + (-1)^n F_{\infty}^{sv}(x) = sv(x+S(x))$$

$$= -sv m(S \otimes \text{id}) \Delta'(x) \in \mathcal{P}_{\text{MPL},n}^{>0} \cdot \mathcal{P}_{\text{MPL},n}^{>0},$$

where the last equality follows from $m(S \otimes \text{id}) \Delta(x) = 0. \quad \blacksquare$

4.2 Elementary properties of clean single-valued polylogarithms

4.2.1 Shuffle products, path composition and reversal

The clean single-valued polylogarithms inherit the basic properties of iterated integrals (see Section 1.1). Using Theorem 1.1, we see that they take the form:

1. Path reversal:

$$I^{sv}(x_{n+1}; x_n, \ldots, x_1; x_0) = (-1)^n I^{sv}(x_0; x_1, \ldots, x_n; x_{n+1}).$$

2. Path composition:

$$I^{sv}(x_0; x_1, \ldots, x_n; x_{n+1}) = I^{sv}(x_0; x_1, \ldots, x_n; x) + I^{sv}(x; x_1, \ldots, x_n; x_{n+1}).$$

3. Shuffle product:

$$\sum_{\sigma \in \Sigma(m,n)} I^{sv}(x_0; x_{\sigma(1)}, \ldots, x_{\sigma(m+n)}; x) = 0.$$
4.2.2 Reversal of arguments

**Proposition 4.6.** For $n > 0$, we have

\[ I^{sv}(x_0; x_n, \ldots, x_1; x_{n+1}) = (-1)^{n+1} I^{sv}(x_0; x_1, \ldots, x_n; x_{n+1}). \]

**Proof.** Consider the shuffle algebra generated by the letters $x_1, \ldots, x_n$. It is a Hopf algebra whose coproduct is deconcatenation and the antipode is the reversal of words, up to a sign:

\[
\Delta_{sh}(w) = \sum_{uv=w} u \otimes v,
\]

\[
S_{sh}(w) = (-1)^{|w|} \tilde{w},
\]

where $\tilde{w}$ is the word $w$ in reverse order, and $|w|$ its length. If $m_{sh}$ denotes the shuffle multiplication, we have

\[ 0 = m_{sh}(S_{sh} \otimes \text{id}) \Delta_{sh}(w) = w + (-1)^{|w|} \tilde{w} + m_{sh}(S_{sh} \otimes \text{id}) \Delta'_{sh}(w). \]

If we take $w = x_1 \cdots x_n$, we see that $x_1 \cdots x_n + (-1)^n x_n \cdots x_1$ must vanish modulo non-trivial products. This relations must hold in every shuffle algebra, and so in particular the combination $I^n(x_0; x_n, \ldots, x_1; x_{n+1}) + (-1)^n I^n(x_0; x_1, \ldots, x_n; x_{n+1})$ must vanish modulo non-trivial products, from which we deduce Proposition 4.6 via Theorem 1.1. 

4.2.3 Unshuffling of leading zeros

**Proposition 4.7.** For any $k \in \mathbb{Z}_{\geq 0}$ the following holds

\[ I^{sv}(0; \{0\}^k, x_1, \{0\}^{n_1-1}, \ldots, x_r, \{0\}^{n_r-1}; x_{r+1}) = (-1)^k \sum_{i_1 + \cdots + i_r = k} \binom{n_1 + i_1 - 1}{i_1} \cdots \binom{n_r + i_r - 1}{i_r} \times I^{sv}(0; x_1, \{0\}^{n_1-1+i_1}, \ldots, x_r, \{0\}^{n_r-1+i_r}; x_{r+1}). \]

**Proof.** This is proven by induction. The case $k = 0$ holds trivially wherein both sides are identical, so we may suppose this formula holds for all $n \leq k$. Now observe

\[ I^{sv}(0; \{0\}^{k+1}, x_1, \{0\}^{n_1-1}, \ldots, x_r, \{0\}^{n_r-1}; x_{r+1}) = \frac{-1}{k+1} \sum_{j=1}^{r} n_j I^{sv}(0; \{0\}^k, x_1, \{0\}^{n_1-1}, \ldots, x_j, \{0\}^{(n_j-1)+1}, \ldots, x_r, \{0\}^{n_r-1}; x_{r+1}), \]

using the shuffle product property (3) above. Substituting the induction assumption into the second line shows that each term in the result is indexed by a composition $i'_1 + \cdots + i'_r = k + 1$, added to the exponents $n_1 - 1, \ldots, n_r - 1$ of the original integral. Therefore we need only to compute the coefficient and check that it matches the one claimed in the formula.

This coefficient is

\[ \frac{-1}{k+1} \sum_{j=1}^{r} n_j (-1)^k \binom{n_1 + i'_1 - 1}{i'_1} \cdots \binom{(n_j + 1) + (i'_j - 1) - 1}{(i'_j - 1)} \cdots \binom{n_r + i'_r - 1}{i'_r}, \]

where $i'_1 + \cdots + i'_r = k + 1$. Observe that

\[ n_j \binom{(n_j + 1) + (i'_j - 1) - 1}{(i'_j - 1)} = i'_j \binom{n_j + i'_j - 1}{i'_j}. \]
so the coefficient is equal to
\[
\frac{(-1)^{k+1}}{k+1} \sum_{j=1}^{r} i'_j \left( \frac{n_i + i'_i - 1}{i'_i} \right) \ldots \left( \frac{n_j + i'_j - 1}{i'_j} \right) \ldots \left( \frac{n_r + i'_r - 1}{i'_r} \right)
\]
\[
= \frac{(-1)^{k+1}}{k+1} \left( \sum_{j=1}^{r} i'_j \right) \left( \frac{n_i + i'_i - 1}{i'_i} \right) \ldots \left( \frac{n_r + i'_r - 1}{i'_r} \right)
\]
\[
= (-1)^{k+1} \left( \frac{n_i + i'_i - 1}{i'_i} \right) \ldots \left( \frac{n_r + i'_r - 1}{i'_r} \right),
\]
as claimed.

4.3 Recursion and the total holomorphic differential of $I^{csv}$

**Proposition 4.8.** Write the following shorthand

\[ C(x_0; x_1, \ldots, x_n; x_{n+1}) := \mathcal{R} \left[ I^{rt}(x_0; x_1, \ldots, x_n; x_{n+1}) \right], \quad (4.1) \]

then $C$ satisfies the following recursive formula

\[ C(x_0; x_1, \ldots, x_n; x_{n+1}) = I^{sv}(x_0; x_1, \ldots, x_n; x_{n+1}) \]
\[ - \frac{1}{n} \sum_{0 \leq i < j \leq n, \ (i,j) \neq (0,n)} (j-i) I^{sv}(x_0; x_1, \ldots, x_i, x_{j+1}, \ldots, x_n; x_{n+1}) C(x_i; x_{i+1}, \ldots, x_j; x_{j+1}) \]  
\[ \quad \tag{4.2} \]

**Proof.** Since $Y = \text{id} \star D$, the Dynkin operator satisfies the following recursion, valid in every graded commutative Hopf algebra $H$:

\[ D(x) = n x - m (\text{id} \otimes D) \Delta'(x) \]
\[ = n x - m (\text{id} \otimes (Y \cdot \Pi)) \Delta'(x), \quad x \in H_n, \quad n > 0. \quad (4.3) \]

This gives

\[ (\text{sv} \circ \Pi)(I^{rt}(x_0; x_1, \ldots, x_n; x_{n+1})) = I^{sv}(x_0; x_1, \ldots, x_n; x_{n+1}) \]
\[ - \frac{1}{n} m (\text{sv} \otimes (Y \cdot (\text{sv} \circ \Pi))) \Delta'(I^{rt}(x_0; x_1, \ldots, x_n; x_{n+1})). \]

Because of the projector $\Pi$ in the second entry of the tensor product, we only need to consider terms in the reduced coproduct that have no product in the second entry, cf. (3.1)). This constraint is described via the infinitesimal coproduct (cf. [10]), and one obtains the recursive formula directly therefrom, wherein we must exclude the case $(i, j) = (0, n)$ because we have taken the reduced coproduct.

Since $I^{csv}(x_0; x_1, \ldots, x_n; x_{n+1}) = \mathcal{R}_n[C(x_0; x_1, \ldots, x_n; x_{n+1})]$, (4.2) can be interpreted as a recursion for the clean single-valued MPL’s.

We recall now that the total differential of an MPL is given by

\[ dI(x_0; x_1, \ldots, x_n; x_{n+1}) = \sum_{k=1}^{n} I(x_0; x_1, \ldots, \tilde{x}_k, \ldots, x_n; x_{n+1}) dI(x_{k-1}; x_k; x_{k+1}), \]

The function $C$ satisfies a similar formula for the total holomorphic differential $\partial$. There is no correspondingly simple formula for the total antiholomorphic differential, though, since the single-valued map only preserves the holomorphic differential.
Proposition 4.9. The total holomorphic differential of the function $C$ is given in weight 1 by

$$\partial C(x_0; x_1; x_2) = dI(x_0; x_1; x_2),$$

and in weight $n > 1$ by

$$\partial C(x_0; x_1, \ldots, x_n; x_{n+1}) = \frac{n-1}{n} \left[ \sum_{k=1}^{n} C(x_0; x_1, \ldots, \widehat{x_k}, \ldots, x_n; x_{n+1})dI(x_{k-1}; x_k; x_{k+1}) 
- C(x_0; x_1, \ldots, x_{n-1}; x_n)dI(x_0; x_1; x_{n+1}) 
- C(x_1; x_2, \ldots, x_{n+1})dI(x_0; x_1; x_{n+1}) \right].$$

Proof. We prove this via the recursion in Proposition 4.8; one can check directly the case $n = 1$. Namely, we aim to compute

$$\partial C(x_0; x_1; x_2) = \partial I^{sv}(x_0; x_1; x_2),$$

where we have computed $C(x_0; x_1; x_2) = I^{sv}(x_0; x_1; x_2)$ either via the recursion in Proposition 4.8 or directly from the definition. The holomorphic derivative is reserved by the single-valued map, so we immediately obtain

$$\partial C(x_0; x_1; x_2) = sv dI(x_0; x_1; x_2) = dI(x_0; x_1; x_2),$$

since the total derivative of the weight 1 function is rational, and hence single-valued already.

Note that the total holomorphic differential of $I^{sv}$ is given by the same formula as for the total differential of $I$, with $I \mapsto I^{sv}$ but with $dI$ unchanged, namely

$$\partial I^{sv}(x_0; x_1, \ldots, x_n; x_{n+1}) = \sum_{k=1}^{n} I^{sv}(x_0; x_1, \ldots, \widehat{x_k}, \ldots, x_n; x_{n+1})dI(x_{k-1}; x_k; x_{k+1}).$$

Now for weight $n$ the recursion implies

$$\partial C(x_0; x_1, \ldots, x_n; x_{n+1}) = \partial I^{sv}(x_0; x_1, \ldots, x_n; x_{n+1})$$

$$- \sum_{0 \leq i < j \leq n \atop (i, j) \neq (0, n)} \left[ \frac{j-i}{n} \cdot \partial I^{sv}(x_0; x_1, \ldots, x_i, x_{j+1}, \ldots, x_n; x_{n+1})C(x_i; x_{i+1}, \ldots, x_j; x_{j+1}) 
+ \frac{j-i}{n} \cdot I^{sv}(x_0; x_1, \ldots, x_i, x_{j+1}, \ldots, x_n; x_{n+1})\partial C(x_i; x_{i+1}, \ldots, x_j; x_{j+1}) \right].$$

Then by taking care of terms which cross the jump $x_i, x_{j+1}$, we can write

$$\partial I^{sv}(x_0; x_1, \ldots, x_i, x_{j+1}, \ldots, x_n; x_{n+1})$$

$$= \sum_{k=1}^{i-1} I^{sv}(x_0; x_1, \ldots, \widehat{x_k}, \ldots, x_i, x_{j+1}, \ldots, x_n; x_{n+1})dI(x_{k-1}; x_k; x_{k+1})$$

$$+ \sum_{k=j+2}^{n} I^{sv}(x_0; x_1, \ldots, x_i, x_{j+1}, \ldots, \widehat{x_k}, \ldots, x_n; x_{n+1})dI(x_{k-1}; x_k; x_{k+1})$$

$$+ I^{sv}(x_0; x_1, \ldots, x_{i-1}, x_{j+1}, \ldots, x_n; x_{n+1})dI(x_{i-1}; x_i; x_{j+1})$$

$$+ I^{sv}(x_0; x_1, \ldots, x_i, x_{j+2}, \ldots, x_n; x_{n+1})dI(x_i; x_{j+1}; x_{j+2}).$$
Correspondingly, by the induction hypothesis, for \( j - i > 1 \) we get

\[
\partial C(x_i; x_{i+1}, \ldots, x_j; x_{j+1}) = \frac{j - i - 1}{j - i} \left[ \sum_{k=i+1}^{j} C(x_i; x_{i+1}, \ldots, \widehat{x_k}, \ldots, x_j; x_{j+1}) dI(x_{k-1}; x_k; x_{k+1}) \\
- C(x_i; x_{i+1}, \ldots, x_{j-1}; x_j) dI(x_i; x_j; x_{j+1}) \\
- C(x_{i+1}; x_{i+2}, \ldots, x_j; x_{j+1}) dI(x_i; x_{i+1}; x_j) \right],
\]

and for \( j - i = 1 \) we find \( \partial C(x_i; x_{i+1}, \ldots, x_j; x_{j+1}) = dI(x_i; x_{i+1}; x_{i+2}) \).

Now we note that the \( dI \) terms in \( \partial C \) occur only with certain fixed patterns, namely \( dI(x_{k-1}; x_k; x_{k+1}) \) wherein all arguments are consecutive, and either \( dI(x_i; x_{i+1}; x_j) \) and/or \( dI(x_i; x_j; x_{j+1}) \) wherein the first two, respectively last two, are consecutive arguments.

So first we ask what the coefficient of \( dI(x_{k-1}; x_k; x_{k+1}) \), for fixed \( k \), is. It is seen to be the following, where the first line arises from differentiating the \( I^{sv} \) appearing outside the sum, the second and third line arise from differentiating the \( I^{sv} \) inside the sum, the fourth line from differentiating \( C \) inside the sum, and the last line deals with the edge case where one has differentiated \( C(x_i; x_{i+1}; x_{i+1}) \) when \( j = i + 1 \), for \( j = k \) in order to obtain \( dI(x_{k-1}; x_k; x_{k+1}) \). (Note that the corresponding term in line 4 gives 0 in this case, so no extra restriction is necessary there.)

\[
I^{sv}(x_0; x_1, \ldots, \widehat{x_k}, \ldots, x_n; x_{n+1}) \\
- \sum_{\substack{0 \leq i < j \leq n \\{i,j\} \neq \{0,n\} \\k < i}} \frac{j - i}{n} I^{sv}(x_0, x_1, \ldots, \widehat{x_k}, \ldots, x_i, x_{j+1}, \ldots, x_n; x_{n+1}) C(x_i; x_{i+1}, \ldots, x_j; x_{j+1}) \\
- \sum_{\substack{0 \leq i < j \leq n \\{i,j\} \neq \{0,n\} \\j + 1 < k}} \frac{j - i}{n} I^{sv}(x_0, x_1, \ldots, x_i, x_{j+1}, \ldots, \widehat{x_k}, \ldots, x_n; x_{n+1}) C(x_i; x_{i+1}, \ldots, x_j; x_{j+1}) \\
- \sum_{\substack{0 \leq i < j \leq n \\{i,j\} \neq \{0,n\} \\i < k < j + 1}} \frac{j - i}{n} I^{sv}(x_0, x_1, \ldots, x_i, x_{j+1}, \ldots, x_n; x_{n+1}) \\
\times C(x_i; x_{i+1}, \ldots, \widehat{x_k}, \ldots, x_j; x_{j+1}) - \frac{1}{n} I^{sv}(x_0, x_1, \ldots, x_{k-1}, x_{k+1}, \ldots, x_n; x_{n+1}).
\]

This is nothing but the recursion for \( C \) applied to

\[
\frac{n - 1}{n} C(x_0; x_1, \ldots, \widehat{x_k}, \ldots, x_n; x_{n+1}).
\]

Now we ask about the coefficient of \( dI(x_k; x_{k+1}; x_{\ell+1}) \), where \( k + 2 < \ell + 1 \) for non-consecutive arguments. This term arises from either differentiating the \( I^{sv} \) term in

\[
I^{sv}(x_0; x_1, \ldots, x_k, x_{k+1}, x_{\ell+1}, \ldots, x_n; x_{n+1}) C(x_{k+1}; x_{k+2}, \ldots, x_{\ell}; x_{\ell+1}),
\]

where \((i, j) = (k + 1, \ell)\), or by differentiating the \( C \) term in

\[
I^{sv}(x_0; x_1, \ldots, x_{k-1}, x_k, x_{\ell+1}, \ldots, x_n; x_{n+1}) C(x_k; x_{k+1}, \ldots, x_{\ell}; x_{\ell+1}),
\]
where \((i, j) = (k, \ell)\). We note that for each choice of \((k, \ell) \neq (0, n)\) such that \(0 \leq k < \ell \leq n\) with \(k + 1 < \ell\), both terms contribute to the coefficient. However when \((k, \ell) = (0, n)\) only the \(I_{sv}\) derivative contributes as \((i, j) = (k, \ell) = (0, n)\) is excluded from the summation, and the \(C\) derivative therewith.

When \((k, \ell) \neq (0, n)\) we find the coefficient of \(dI(x_k; x_{k+1}; x_\ell)\) to be

\[
\frac{\ell - (k + 1)}{n} I_{sv}(x_0; x_1, \ldots, x_k, x_{k+1}, x_{\ell+1}, \ldots, x_n; x_{n+1}) C(x_{k+1}; x_{k+2}, \ldots, x_\ell; x_{\ell+1})
- \frac{\ell - k}{n} I_{sv}(x_0; x_1, \ldots, x_k, x_{\ell+1}, x_{\ell+2}, \ldots, x_n; x_{n+1})
\times C(x_k; x_{k+1}, \ldots, x_\ell; x_{\ell+1}) = 0.
\]

However when \((k, \ell) = (0, n)\) we find the coefficient of \(dI(x_0; x_1; x_{n+1})\) to be

\[
\frac{\ell - (k + 1)}{n} I_{sv}(x_0; x_1; x_n) C(x_1; x_2, \ldots, x_n; x_{n+1}) = \frac{n - 1}{n} C(x_1; x_2, \ldots, x_n; x_{n+1}).
\]

Exactly the same consideration applies to the coefficient of \(dI(x_k; x_\ell; x_{\ell+1})\), wherein the terms pairwise cancel, except for the case \((k, \ell) = (0, n)\), where only one term occurs which cannot cancel. This completes the proof of the total holomorphic derivative of \(C\). \(\blacksquare\)

We note that this differential formula is closely related to a recursion for the mod-products symbol \(\Pi_s S\) of an iterated integral, as given in [15, equation (4)]

\[
\Pi_s(I^n(x_0; \ldots; x_{n+1})) = \sum_{j=1}^{n} \Pi_s(I^n(x_0; x_1, \ldots, x_j, \ldots, x_n; x_{n+1})) \otimes I^n(x_{j-1}; x_j; x_{j+1}) - \Pi_s(I^n(x_1; x_2, \ldots, x_n; x_{n+1})) \otimes I^n(x_0; x_1; x_{n+1}) - \Pi_s(I^n(x_0; x_1, \ldots, x_{n-1}; x_n)) \otimes I^n(x_0; x_1; x_{n+1}).
\]

## 5 Examples in small depths

In this section we present results for clean single-valued polylogarithms in small depths. The path composition formula, together with Proposition 4.7 and

\[
I_{csv}(k \cdot x_0; k \cdot x_1, \ldots, k \cdot x_n; k \cdot x_{n+1}) = I_{csv}(x_0; x_1, \ldots, x_n; x_{n+1}),
\]

with \(x_1 \neq x_0, \ x_n \neq x_{n+1}\) and \(k \in \mathbb{C} \setminus \{0\}\) (this identity follows immediately from the corresponding identity for MPL’s, where it is a direct consequence of the integral representation (1.1)), imply that it is sufficient to consider the functions

\[
I_{m_1, \ldots, m_k}^n(x_1, \ldots, x_k) := I_{csv}(0; x_1, \{0\}^{m_1-1}, \ldots, x_k, \{0\}^{m_k-1}; 1).
\]

We will also use the objects

\[
I^\bullet_{m_1, \ldots, m_k}(x_1, \ldots, x_k) := I^\bullet(0; x_1, \{0\}^{m_1-1}, \ldots, x_k, \{0\}^{m_k-1}; 1), \quad \bullet \in \{s, v\},
\]

\[
I_{m_1, \ldots, m_k}^{sv}(x_1, \ldots, x_k) := sv^m(I^m(0; x_1, \{0\}^{m_1-1}, \ldots, x_k, \{0\}^{m_k-1}; 1)).
\]

### 5.1 Results in depth 1

Proposition 5.1.

\[
I^n_{sv}(x) = \mathcal{R}_n \left[ I^n_{sv}(x) + \frac{1}{n} \log |x|^2 I^n_{sv}(x) \right],
\]

where we interpret \(I^n_{sv}(x) = 0\) when \(n \leq 0\).
Proof. It follows from (2.1) that if \( x \in \mathcal{P}^{\text{MPL}} \) has weight \( n \), we obtain the recursion

\[
D(x) = nx - m(\text{id} \otimes D)\Delta'(x).
\]

Proposition 3.2 then implies

\[
\Pi(I_{n}^{\text{CSV}}(x)) = -\Pi\left( \text{Li}_{n}^{\text{CSV}} \left( \frac{1}{x} \right) \right)
= -\text{Li}_{n}^{\text{CSV}} \left( \frac{1}{x} \right) + \frac{1}{n} \sum_{k=1}^{n-1} \frac{1}{k!} \text{Li}_{n-k}^{\text{CSV}} \left( \frac{1}{x} \right) D \left( \log_{n} \left( \frac{1}{x} \right)^{k} \right)
= I_{n}^{\text{CSV}}(x) + \frac{1}{n} \log_{n} x I_{n-1}^{\text{CSV}}(x).
\]  

(5.1)

The claim follows upon acting with per \( \circ \) sv, and taking the real or imaginary part. \( \blacksquare \)

The functions \( I_{n}^{\text{CSV}}(x) \) are real-analytic and single-valued, and they reduce to (single-valued) zeta values for \( x = 1 \) (cf. (3.4)),

\[
I_{2m}^{\text{CSV}}(1) = 0,
I_{2m+1}^{\text{CSV}}(1) = -2\zeta_{2m+1}.
\]  

(5.2)

This is a special case of the following more general result:

Corollary 5.2. Let \( \xi_{N} = e^{2\pi i/N} \), and let \( n > 1 \) and \( a \) be integers. Then

\[
I_{n}^{\text{CSV}}(\xi_{N}^{a}) = 2(-1)^{n} \text{Cl}_{n} \left( \frac{2\pi a}{N} \right),
\]

where \( \text{Cl}_{n}(\alpha) := \mathcal{R}_{n}(\text{Li}_{n}(e^{i\alpha})) \) denotes the Clausen function. The same formula also holds for \( n = 1 \) and \( a \neq 0 \) mod \( N \).

Proof. From Propositions 5.1 and 3.3, we obtain

\[
I_{n}^{\text{CSV}}(\xi_{N}^{a}) = -\mathcal{R}_{n} \left[ \text{sv}^{m} \left( \text{Li}_{n}(\xi_{N}^{-a}) \right) \right]
= -\mathcal{R}_{n} \left[ \text{Li}_{n}(\xi_{N}^{-a}) - (-1)^{n} \text{Li}_{n}(\xi_{N}^{a}) \right]
= 2(-1)^{n} \mathcal{R}_{n} \left[ \text{Li}_{n}(\xi_{N}^{a}) \right]
= 2(-1)^{n} \text{Cl}_{n} \left( \frac{2\pi a}{N} \right).
\]  

\( \blacksquare \)

\( I_{2}^{\text{CSV}}(x) \) satisfies a clean version of the five-term relation, and \( I_{n}^{\text{CSV}}(x) \) satisfies for all \( n > 1 \) the inversion relation

\[
I_{n}^{\text{CSV}} \left( \frac{1}{x} \right) = (-1)^{n+1} I_{n}^{\text{CSV}}(x).
\]

We see that the functions \( I_{n}^{\text{CSV}}(x) \) have the same properties and satisfy the same identities as the Zagier’s single-valued versions of the classical polylogarithms \( P_{n}(x) \) defined in (1.6). However, the two families of functions are not identical, but we have the relation:

Corollary 5.3. For any \( x \in \mathbb{C} \setminus \{0, 1\} \) and any \( n \in \mathbb{Z}_{>1} \), we have

\[
I_{n}^{\text{CSV}}(x) = 2(-1)^{n} \left[ P_{n}(x) + \frac{1}{n} \sum_{k=1}^{[n/2]-1} (n-2k-1) \frac{\log^{2k} |x|^{2}}{(2k+1)!} P_{n-2k}(x) \right].
\]

Moreover, \( I_{1}^{\text{CSV}}(x) = -2P_{1}(x) - \log |x|^{2} \).
Using the same argument as in Proposition 5.1, we find where we interpret $I$

Proof. It suffices to inject the result of Proposition 3.3 into the expression for $I_{n}^{\text{sv}}(x) = -\text{sv}^n(\text{Li}_n^a(1/x))$ from Proposition 5.1.

Remark 5.4. Corollary 5.3 shows that, for classical polylogarithms (i.e., in depth 1), it is possible to define at least two distinct real-analytic single-valued analogues that satisfy clean functional relations. It would be an interesting question to investigate whether alternative definitions are also possible in higher depth. As a starting point it could be interesting to clarify the relationship between our construction of clean single-valued MPL’s and the Lie-period map defined in [36, Section 2.5]. We are grateful to Clément Dupont for this remark.

5.2 Results in depth 2

Proposition 5.5. For $(x_1, x_2) \in \mathbb{C}^2 \setminus \{(x, y) : x \neq 0, 1, y \neq 0, 1, x\}, m_1, m_2 \in \mathbb{Z}_{>0}$, and $n = m_1 + m_2$, we have

$$I_{m_1, m_2}^{\text{sv}}(x_1, x_2) = \mathcal{R}_n[I_{m_1, m_2}^{\text{sv}}(x_1, x_2)] - \frac{1}{n} \mathcal{R}_n\left\{m_1 I_{m_1}^{\text{sv}}(x_1) I_{m_2}^{\text{sv}}(x_2)ight\}$$

$$- \log |x_2|^2 I_{m_1, m_2 - 1}^{\text{sv}}(x_1, x_2) + \log \left|\frac{x_2}{x_1}\right|^2\left[I_{m_1 - 1, m_2}^{\text{sv}}(x_1, x_2) - I_{m_1 - 1}^{\text{sv}}(x_1) I_{m_2}^{\text{sv}}(x_2)\right]$$

$$+ \sum_{r=1}^{m_2} (-1)^{m_1} \binom{n - r - 1}{m_1 - 1} I_{r}^{\text{sv}}(x_1) \left[(n - r) I_{n - r}^{\text{sv}}\left(\frac{x_2}{x_1}\right) + \log \left|\frac{x_2}{x_1}\right|^2 I_{n - r - 1}^{\text{sv}}\left(\frac{x_2}{x_1}\right)\right]$$

$$+ \sum_{r=1}^{m_1} (-1)^{m_1 - r} \binom{n - r - 1}{m_2 - 1} I_{r}^{\text{sv}}(x_1) \left[(n - r) I_{n - r}^{\text{sv}}(x_2) + \log |x_2|^2 I_{n - r - 1}^{\text{sv}}(x_2)\right],$$

where we interpret $I_{m_1}^{\text{sv}}(x_1) = 0$ and $I_{m_1, m_2}^{\text{sv}}(x_1, x_2) = 0$ whenever $m_1$ or $m_2$ are negative.

Proof. The recursion (4.2) holds for arbitrary values of the $x_i$. We can now specialise to the case of depth two with

$$(x_0; x_1, \ldots, x_n; x_{n+1}) = (0; y_1, \{0\}^{m_1-1}, y_2, \{0\}^{m_2-1}; 1).$$

It is easy to check that in that case (4.2) substantially simplifies, and only those terms contribute where $(x_i; x_{i+1}, \ldots, x_j; x_{j+1})$ takes one of the following values:

$$(0; y_1, \{0\}^{m_1-1}; y_2), \quad (y_1; 0; 0), \quad (0; 0; y_2), \quad (y_2; 0; 0),$$

$$(y_1; \{0\}^{m_1-1}, y_2, \{0\}^{\alpha}; 0), \quad 0 \leq \alpha < m_2 - 1,$$

$$(0; \{0\}^{\beta}, y_2, \{0\}^{m_1-1}; 1), \quad 0 \leq \beta < m_1 - 1,$$

$$(y_1; \{0\}^{m_1-1}, y_2, \{0\}^{m_2-1}; 1).$$

We now go through each of these cases in turn.

Case 1: $(x_i; x_{i+1}, \ldots, x_j; x_{j+1}) = (0; y_1, \{0\}^{m_1-1}; y_2)$. The corresponding term in the sum in (4.2) is

$$m_1 I_{m_1}^{\text{sv}}(0; y_2, \{0\}^{m_2-1}; 1) C(0; y_1, \{0\}^{m_1-1}; y_2) = m_1 I_{m_2}^{\text{sv}}(y_2) C\left(0; \frac{y_1}{y_2}, \{0\}^{m_1-1}; 1\right).$$

Using the same argument as in Proposition 5.1, we find

$$C(0; y, \{0\}^{m_1-1}; 1) = I_{m_1}^{\text{sv}}(y) + \frac{1}{m_1} \log |y|^2 I_{m_1 - 1}^{\text{sv}}(y).$$

(5.4)
Hence, we have
\[ m_1 I_{m_2}^{sv} (y_2) C \left( 0; \frac{y_1}{y_2}, \{0\}_{m_1-1}^1; 1 \right) = m_1 I_{m_2}^{sv} (y_2) I_{m_1}^{sv} \left( \frac{y_1}{y_2} \right) + \log \left| \frac{y_1}{y_2} \right|^2 I_{m_2}^{sv} (y_2) I_{m_1-1}^{sv} \left( \frac{y_1}{y_2} \right). \]

These match precisely the first and fourth terms in square brackets in (5.3).

Case 2: \((x_i; x_{i+1}, \ldots, x_j; x_{j+1}) = (y_1; 0; 0) \) or \((0; 0; y_2).\) The sum of these two contributions is
\[ I^{sv} (0; y_1, \{0\}_{m_1-2}^1, y_2, \{0\}_{m_1-1}^1; 1) C(y_1; 0; 0) + I^{sv} (0; y_1, \{0\}_{m_1-2}^1, y_2, \{0\}_{m_1-1}^1; 1) C(0; 0; y_2) \]
\[ = - \log \left| y_1 \right|^2 I_{m_1-1, m_2}^{sv} (y_1, y_2) + \log \left| y_2 \right|^2 I_{m_1-1, m_2}^{sv} (y_1, y_2) \]
\[ = \log \left| \frac{y_2}{y_1} \right|^2 I_{m_1-1, m_2}^{sv} (y_1, y_2). \]

This matches the third term in (5.3).

Case 3: \((x_i; x_{i+1}, \ldots, x_j; x_{j+1}) = (y_2; 0; 0).\) We get
\[ I^{sv} (0; y_1, \{0\}_{m_1-1}^1, y_2, \{0\}_{m_1-2}^1; 1) C(y_2; 0; 0) = - \log \left| y_2 \right|^2 I_{m_1, m_2-1}^{sv} (y_1, y_2). \]

This matches the second term in (5.3).

Case 4: \((x_i; x_{i+1}, \ldots, x_j; x_{j+1}) = (y_1; \{0\}_{m_1-1}^1, y_2, \{0\}_{m_2-1}^0; 0), 0 \leq \alpha < m_2 - 1.\) We sum up the contributions for different values of \(\alpha\) to get
\[ \sum_{\alpha=0}^{m_2-1} (m_1 + \alpha) I^{sv} (0; y_1, \{0\}_{m_2-1-\alpha}^1, y_2, \{0\}_{\alpha}^1; 0) \]
\[ = \sum_{\alpha=0}^{m_2-1} (-1)^{m_1+\alpha} (m_1 + \alpha) I_{m_1-\alpha}^{sv} (y_1) C(0; \{0\}_{\alpha}^1, y_2, \{0\}_{m_1-1}^1; y_1). \]

To proceed, we note that \(C(0; \{0\}_{\alpha}^1, y_2, \{0\}_{m_1-1}^1; y_1)\) satisfies Proposition 4.7 with \(I^{sv} \rightarrow C\) (\(I^{sv}\) is obtained from \(C\) by taking the real or imaginary part). Hence
\[ \sum_{\alpha=0}^{m_2-1} (-1)^{m_1+\alpha} (m_1 + \alpha) I_{m_1-\alpha}^{sv} (y_1) C(0; \{0\}_{\alpha}^1, y_2, \{0\}_{m_1-1}^1; y_1) \]
\[ = \sum_{\alpha=0}^{m_2-1} (-1)^{m_1} (m_1 + \alpha) \binom{m_1 + \alpha - 1}{\alpha} I_{m_1-\alpha}^{sv} (y_1) C(0; y_2, \{0\}_{m_1+\alpha-1}^1; y_1). \]

After using (5.4) and reindexing the sum via \(\alpha = m_2 - r,\) this matches all the terms in the first sum, except for the term \(r = 1.\)

Case 5: \((x_i; x_{i+1}, \ldots, x_j; x_{j+1}) = (0; \{0\}_{m_2-1}^1, y_2, \{0\}_{m_2-1}^0; 0), 0 \leq \beta < m_1 - 1.\) We proceed in the same way as for Case 4. We find
\[ \sum_{\beta=0}^{m_1-1} (n - \beta - 1) I^{sv} (0; y_1, \{0\}_{\beta}^1; 1) \]
\[ = \sum_{\beta=0}^{m_1-1} (-1)^{m_1} (n - \beta - 1) \binom{n - \beta - 2}{m_1 - \beta - 1} I_{\beta+1}^{sv} (y_1) C(0; y_2, \{0\}_{n-\beta-2}^1). \]

After using (5.4) and reindexing the sum via \(\beta = r - 1,\) this matches all the terms in the second sum, except for the term with \(r = 1.\)
Case 6: \((x_i; x_{i+1}, \ldots, x_j; x_{j+1}) = (y_1; \{0\}^{m_1-1}, y_2; \{0\}^{m_2-1}; 1)\). We find, using the path composition and reversal formulas

\[
(n - 1)I_1^{sv}(y_1)C(y_1; \{0\}^{m_1-1}, y_2; \{0\}^{m_2-1}; 1)
= (n - 1)I_1^{sv}(y_1)\left[C(0; \{0\}^{m_1-1}, y_2; \{0\}^{m_2-1}; 1) - (-1)^nC(0; \{0\}^{m_2-1}, y_2; \{0\}^{m_1-1}; y_1)\right]
= (n - 1)I_1^{sv}(y_1)\left[(-1)^{m_1-1}\left(\frac{n - 2}{m_1 - 1}\right)C(0; y_2, \{0\}^{n-2}; 1)\right.
\left.\quad - (-1)^{m_1}\left(\frac{n - 2}{m_2 - 1}\right)C\left(0; \frac{y_2}{y_1}, \{0\}^{n-2}; 1\right)\right].
\]

Using (5.4) we recover the terms with \(r = 1\) in each of the two sums.

The functions \(I_{m_1,m_2}^{csv}(x_1, x_2)\) are real-analytic single-valued functions. For \(x_1 = x_2 = 1\), they reduce to zeta values:

**Proposition 5.6.** For \(m_1, m_2 > 0\), we have

\[
I_{m_1,m_2}^{csv}(1, 1) = \begin{cases} c_{m_1,m_2} \zeta_{m_1+m_2}, & m_1 + m_2 \text{ odd,} \\ 0, & m_1 + m_2 \text{ even,} \end{cases}
\]

where

\[
c_{m_1,m_2} = (-1)^{m_2}\left(\frac{m_1 + m_2}{m_1}\right) - 1.
\]

**Proof.** For \(n = m_1 + m_2\) even, \(I_{m_1,m_2}^{csv}(1, 1)\) vanishes, because it is the imaginary part of a real number. If \(n\) is odd, we need to distinguish two cases depending on the parity of \(m_1\) and \(m_2\). If \(m_1\) is odd (and thus \(m_2\) is even), we have

\[
I_{m_1,m_2}^{csv}(1, 1) = \text{Re}_n \left[\Re\left(I^m(0; 1, \{0\}^{m_1-1}, 1, \{0\}^{m_2-1}; 1)\right)\right] = \Re\left(\zeta_{m_2,m_1}^m\right),
\]

where \(\zeta_{m_2,m_1}^m\) is the motivic lift of the double zeta value

\[
\zeta_{m_2,m_1}^m = \sum_{1 \leq k_1 < k_2} \frac{1}{k_1^{m_1} k_2^{m_2}}.
\]

For \(n\) odd, \(m_2 > 0\) even and \(m_1 > 1\) odd we have, with \(n = 2N + 1\) [6],

\[
\zeta_{m_2,m_1}^m = \zeta_{m_2}^m \zeta_{m_1}^m + \frac{1}{2}\left(\frac{n}{m_2}\right) - 1\zeta_{m_2}^m - \sum_{r=1}^{N-1} \left[\left(\frac{2r}{a - 1}\right) + \left(\frac{2r}{b - 1}\right)\right] \zeta_{2r+1}^m \zeta_{n-1-2r}^m,
\]

while for \(m_2\) even and \(m_1 = 1\), we have

\[
\zeta_{m_2,1}^m = \frac{m_2}{2} \zeta_{m_2+1}^m - \frac{1}{2} \sum_{r=1}^{m_2-2} \zeta_{2r+1}^m \zeta_{m_2-2r}^m.
\]

Hence, \(m_2 > 0\) even and \(m_1 > 0\) odd, we have

\[
\Re(\zeta_{m_2,m_1}^m) = \left(\frac{n}{m_2}\right) - 1 \zeta_n = c_{m_1,m_2} \zeta_n.
\]
If \( m_1 > 0 \) is even and \( m_2 > 0 \) is odd, we start form the well-known stuffle identity for (motivic) MPL’s:

\[
I_{m_1}^m \left( \frac{x_1}{x_2} \right) I_{m_2}^m (x_2) = I_{m_1,m_2}^m (x_1, x_2) + I_{m_2,m_1}^m \left( x_1, \frac{x_1}{x_2} \right) - I_{m_1+m_2}^m (x_1),
\]

to obtain

\[
I_{m_1,m_2}^{\text{csv}} (x_1, x_2) = I_{m_1+m_2}^{\text{csv}} (x_1) - I_{m_2,m_1}^{\text{csv}} \left( x_1, \frac{x_1}{x_2} \right).
\]

Hence

\[
I_{m_1,m_2}^{\text{csv}} (1, 1) = I_n^{\text{csv}} (1) - I_{m_2,m_1}^{\text{csv}} (1, 1) = -2 \zeta_n - \left( \begin{pmatrix} n \\ m_2 \end{pmatrix} - 1 \right) \zeta_n = c_{m_2,m_1} \zeta_n. \tag*{\blacksquare}
\]

We can also obtain the inversion relation in depth 2 and for all weights:

**Proposition 5.7.** With \( n = m_1 + m_2 \), we have

\[
I_{m_1,m_2}^{\text{csv}} \left( \frac{1}{x_1}, \frac{1}{x_2} \right) = (-1)^n I_{m_1,m_2}^{\text{csv}} (x_1, x_2) - (-1)^{m_2} \left( \begin{pmatrix} n-1 \\ m_1 \end{pmatrix} \right) I_n^{\text{csv}} (x_2)
\]

\[
+ (-1)^{m_1} \left( \begin{pmatrix} n-1 \\ m_2 \end{pmatrix} \right) I_n \left( \frac{x_1}{x_2} \right) - (-1)^n I_n^{\text{csv}} (x_1).
\]

**Proof.** This identity was shown to hold modulo products and up to a constant in [13] (more precisely, it was shown to hold modulo products at symbol level). It is thus sufficient to show that Proposition 5.7 holds at one point, e.g., \( x_1 = x_2 = 1 \).

For even \( n \), both sides of the relation vanish identically at \( x_1 = x_2 = 0 \), and so the constant is zero. For odd \( n \), the right-hand side evaluated at \( x_1 = x_2 = 1 \) gives

\[
- I_{m_1,m_2}^{\text{csv}} (1, 1) - (-1)^{m_2} \left( \begin{pmatrix} n-1 \\ m_1 \end{pmatrix} \right) I_n^{\text{csv}} (1) - (-1)^{m_2} \left( \begin{pmatrix} n-1 \\ m_2 \end{pmatrix} \right) I_n^{\text{csv}} (1)
\]

\[
= \zeta_n \left[ -(-1)^{m_2} \left( \begin{pmatrix} n \\ m_1 \end{pmatrix} + 1 \right) + 2(-1)^{m_2} \left( \begin{pmatrix} n-1 \\ m_1 \end{pmatrix} \right) + 2(-1)^{m_2} \left( \begin{pmatrix} n-1 \\ m_2 \end{pmatrix} \right) - 2 \right]
\]

\[
= \zeta_n \left[ (-1)^{m_2} \left( \begin{pmatrix} n \\ m_1 \end{pmatrix} - 1 \right) = I_{m_1,m_2}^{\text{csv}} (1, 1),
\]

where we used the recursion for the binomial coefficients:

\[
\left( \begin{pmatrix} n-1 \\ m_1 \end{pmatrix} \right) + \left( \begin{pmatrix} n-1 \\ m_2 \end{pmatrix} \right) = \left( \begin{pmatrix} n-1 \\ m_1 \end{pmatrix} \right) + \left( \begin{pmatrix} n-1 \\ m_1-1 \end{pmatrix} \right) = \left( \begin{pmatrix} n \\ m_1 \end{pmatrix} \right). \tag*{\blacksquare}
\]

**Corollary 5.8.** Let \( \xi_N = e^{2\pi i/N} \), \( a, b, m_1, m_2 \) integers with \( n := m_1 + m_2 \) odd and \( m_1, m_2 > 0 \). Then

\[
I_{m_1,m_2}^{\text{csv}} (\xi_N^a, \xi_N^b) = - \text{Cl}_n \left( \frac{2\pi a}{N} \right) - (-1)^{m_1} \left( \begin{pmatrix} n-1 \\ m_1 \end{pmatrix} \right) \text{Cl}_n \left( \frac{2\pi b}{N} \right)
\]

\[
+ (-1)^{m_2} \left( \begin{pmatrix} n-1 \\ m_2 \end{pmatrix} \right) \text{Cl}_n \left( \frac{2\pi (a-b)}{N} \right).
\]

**Proof.** For odd \( n \), we have

\[
I_{m_1,m_2}^{\text{csv}} (\xi_N^{-a}, \xi_N^{-b}) = I_{m_1,m_2}^{\text{csv}} (\xi_N^a, \xi_N^b),
\]

and we see from the inversion relation and Corollary 5.2 that \( I_{m_1,m_2}^{\text{csv}} (\xi_N^a, \xi_N^b) \) can be written as a linear combination of Clausen values. \( \blacksquare \)
5.3 Results in depth 3

We recall that the explicit version of the parity theorem given by Panzer [49] in depth 3 is as follows. Write

\[ \text{Li}_{m_1,m_2}(x, y) = I_{m_1,m_2}((xy)^{-1}, z^{-1}), \]
\[ \text{Li}_{m_1,m_2,m_3}(x, y, z) = I_{m_1,m_2,m_3}((xyz)^{-1}, (yz)^{-1}) \]

in terms of the iterated integral notation. Let \( m_1, m_2, m_3 \in \mathbb{Z}_{>0}, \) then on the simply-connected domain \( \mathbb{C}^3 \setminus \bigcup_{1 \leq i \leq 3} \{ z : z_i z_{i+1} \cdots z_3 \in [0, \infty) \} \), which avoids the branch cuts \( z_3, z_2 z_3, z_1 z_2 z_3 \in [0, \infty) \) of any the terms \( \log(-z \cdots z_3) \) therein, the following identity holds,

\[ \text{Li}_{m_1,m_2,m_3}(z_1, z_2, z_3) + (-1)^{m_1+m_2+m_3} \text{Li}_{m_1,m_2,m_3}(z_1^{-1}, z_2^{-1}, z_3^{-1}) \]
\[ = \text{Li}_{m_1}(z_1)(\text{Li}_{m_2,m_3}(z_2, z_3) - (-1)^{m_2+m_3} \text{Li}_{m_2,m_3}(z_2^{-1}, z_3^{-1})) \]
\[ - \text{Li}_{m_1+m_2,m_3}(z_1 z_2, z_3) + \text{Li}_{m_2,m_1}(z_2, z_1) \text{Li}_{m_3}(z_3) + \text{Li}_{m_2+m_3,m_1}(z_2 z_3, z_1) \]
\[ - \sum_{\mu + \nu = m_2} B_s(z_1 z_2 z_3) \left( \frac{-m_3}{\mu} \right) \left( \frac{-m_1}{\nu} \right) \text{Li}_{m_3+\mu}(z_1^{-1}) \text{Li}_{m_1+\nu}(z_1)(-1)^{m_3+\mu} \]
\[ - \sum_{\mu + \nu = m_3} B_s(z_1 z_2 z_3) \left( \frac{-m_2}{\mu} \right) \left( \frac{-m_1}{\nu} \right) \text{Li}_{m_2+\mu,m_1+\nu}(z_2, z_1) \]
\[ - \sum_{\mu + \nu = m_1} B_s(z_1 z_2 z_3) \left( \frac{-m_2}{\mu} \right) \left( \frac{-m_3}{\nu} \right) \text{Li}_{m_2+\mu,m_3+\nu}(z_2^{-1}, z_3^{-1})(-1)^{m_2+\mu+m_3+\nu}, \]

where

\[ B_n(z) := \frac{(2\pi i)^n}{n!} B_n \left( \frac{1}{2} + \frac{\log(-z)}{2\pi i} \right) \]

and \( B_n(z) \) is the Bernoulli polynomial defined in (1.5).

We observe that if \( s > 0 \) in any of the above sums, then the resulting summand is a product, and so vanishes after passing to the clean single-valued functions \( \text{Li}^{\text{csv}} \). Whereas when \( s = 0 \), the Bernoulli factor is simply \( B_0(z) = 1 \). Moreover, the first sum is in fact always a product, as are the first and third terms. After passage to the clean single-valued functions, we obtain the following version of the parity theorem in depth 3, for the clean single-valued functions.

**Proposition 5.9.** Let \( m_1, m_2, m_3 \in \mathbb{Z}_{>0}, \) then we have

\[ L_i^{\text{csv}}(z_1, z_2, z_3) + (-1)^{m_1+m_2+m_3} L_{i,m_2,m_3}(z_1^{-1}, z_2^{-1}, z_3^{-1}) \]
\[ = - L_{i,m_1+m_2,m_3}(z_1 z_2, z_3) + L_{i,m_2+m_3,m_1}(z_2 z_3, z_1) \]
\[ - \sum_{\mu + \nu = m_2} \left( \frac{-m_2}{\mu} \right) \left( \frac{-m_1}{\nu} \right) L_{i,m_2+\mu,m_1+\nu}(z_2, z_1) \]
\[ - \sum_{\mu + \nu = m_1} \left( \frac{-m_2}{\mu} \right) \left( \frac{-m_3}{\nu} \right) L_{i,m_2+\mu,m_3+\nu}(z_2^{-1}, z_3^{-1})(-1)^{m_2+\mu+m_3+\nu}. \]

6 Clean single-valued Nielsen polylogarithm \( S_{n,2}(x) \)

In this section, we carry out the requisite calculations necessary to explicitly write the single-valued Nielsen polylogarithm \( S_{n,2}(x) \), and the clean version thereof. This provides the missing derivation for a formula for sv \( S_{n,2}(x) \) already stated in [15] (the main properties of which were however verified therein).

We recall first the definition of the Nielsen polylogarithm.
Definition 6.1 (Nielsen polylogarithm $S_{n,p}$). For integers $n, p \geq 0$ the Nielsen polylogarithm $S_{n,p}(x)$ is defined in terms of iterated integrals as follows

$$S_{n,p}(x) = (-1)^p I(0; \{1\}^p, \{0\}^n; x).$$

Correspondingly the motivic Nielsen polylogarithm is

$$S_{n,p}^m(x) = (-1)^p I^m(0; \{1\}^p, \{0\}^n; x).$$

Note that, for $p = 1$, we have $S_{n,1}(x) = \text{Li}_{n+1}(x)$, which recovers the classical polylogarithm as a special case.

6.1 Coproduct of $S_{n,2}^{\text{dr}}(x)$

We start by computing the coproduct $\Delta S_{n,2}^{\text{dr}}(x) = \Delta I^{\text{dr}}(0; 1, 1, \{0\}^n; x)$. We first consider which terms will contribute, and which can be ignored. We recall that each term in the coproduct $\Delta I^{\text{dr}}(x_0; x_1, \ldots, x_n; x_{n+1})$ is obtained by selecting a subset $S$ of points $x_0, x_1, \ldots, x_n, x_{n+1}$, where $x_0$ and $x_{n+1}$ are always to be included (cf. (3.1), where $i_j$ indexes the subset $S$ in the coaction). The intervals between these points contribute a product of integrals on the right hand side of the coproduct, the subset itself contributes a single integral of these points on the left hand side of the coproduct. These terms are often pictorially represented with the mnemonic of arcs joining the vertices of a semi-circular polygon (see [35, Theorem 1.2] and the remarks thereafter).

If we do not include $x_1$ as part of a term in the reduced coproduct $\Delta'$, then the first point included is either $x_2$ which contributes $I^{\text{dr}}(x_0; x_1; x_2) = I^{\text{dr}}(0; 1; 1) = 0$ (with the upper integration limit a tangential base-point at 1, giving the required regularisation) to the product side, or is $x_k$ for $k \geq 3$, which contributes $I^{\text{dr}}(x_0; x_1, \ldots, x_{k-1}; x_k) = I^{\text{dr}}(0; 1, \{0\}^\bullet; 0) = 0$ to the product side:

Hence we must include $x_1$ in the subset. If this is the entire subset, we obtain the following term in $\Delta S_{n,2}^{\text{dr}}(x)$

$$I^{\text{dr}}(0; 1; x) \otimes I^{\text{dr}}(1; 1, \{0\}^n; x).$$

Suppose now we take some point $x_j$ as the next point, and some point $x_k$, $k \geq j$ as the last point in the subset. We notice now that we must also take every point $x_i$ with $j \leq i \leq k$, else we will contribute a term $I^{\text{dr}}(0; 0; 0) = 0$ to the product side. Hence the only other terms which contribute are of the form

Depending on whether $x_2$ is part of the subset or not, the terms have different forms as functions, namely
Next we compute the antipode; the general recursion says

\[
S_{n-j,2}(x) \otimes \frac{\log^j x}{j!} \quad \text{for } j = 1, \ldots, n,
\]

\[
- \text{Li}_{n+2-k-j}^\text{\textit{tr}}(x) \otimes \zeta_k \cdot \frac{\log^j x}{j!}
\]

where the term \(S_{n,2}^\text{\textit{tr}}(x) = I_{n,2}^\text{\textit{tr}}(0; 1, 1; x)\) is interpreted as \(\frac{1}{\text{\textit{tr}}} (\log^j (1 - x))^2\) via the integral representation of \(S_{n,2}^\text{\textit{tr}}(x)\) and the shuffle product thereof. Recall also that the terms \(\zeta_{2k}^{\text{\textit{tr}}} = 0\) vanish on the right hand factor of the coproduct.

Hence we obtain

\[
\Delta S_{n,2}^\text{\textit{tr}}(x) = 1 \otimes S_{n,2}^\text{\textit{tr}}(x) + S_{n,2}^\text{\textit{tr}}(x) \otimes 1 + \log^j (1 - x) \otimes I_{n,2}^\text{\textit{tr}}(1; 1; \{0\}^n; x)
\]

\[
- \sum_{k=3}^{n+1} \sum_{j=0}^{n-k} \text{Li}_{n+2-k-j}^\text{\textit{tr}}(x) \otimes \zeta_k \cdot \frac{\log^j x}{j!}
\]

\[
+ \sum_{j=1}^{n} S_{n-j,2}^\text{\textit{tr}}(x) \otimes \frac{1}{(n-j)!}.
\]

We note moreover that via decomposition of paths and the regularisation \(I^m(1; 1; \{0\}^j; 0) = 0\) we have

\[
I_{n,2}^\text{\textit{tr}}(1; 1; \{0\}^j; x) = - \text{Li}_{n+1}^\text{\textit{tr}}(x) + \sum_{k=2}^{j} \zeta_k \cdot \frac{(1; 0)^{n+j-1-k}}{(n+1-k)!},
\]

which can be substituted into the above, along the additional restriction “\(k\) odd” as \(\zeta_{2k}^\text{\textit{tr}}\) does not contribute to the right hand factor of the coproduct. Then the summation in this term can in fact be combined with the double-sum given above, as the \(j = n+1-k\) term of the inner sum, since \(\log(1-x) = -\text{Li}_1(x)\). Overall we obtain (after reversing both \(j\) sums for later convenience, and changing \(k = k' + 2\))

\[
\Delta S_{n,2}^\text{\textit{tr}}(x) = 1 \otimes S_{n,2}^\text{\textit{tr}}(x) + S_{n,2}^\text{\textit{tr}}(x) \otimes 1 - \log^j (1 - x) \otimes \text{Li}_{n+1}^\text{\textit{tr}}(x)
\]

\[
- \sum_{k=1}^{n} \sum_{j=1}^{n-k} \text{Li}_{j}^\text{\textit{tr}}(x) \otimes \zeta_k \cdot \frac{\log^j x}{(n-j)!} + \sum_{j=0}^{n-1} S_{j,2}^\text{\textit{tr}}(x) \otimes \frac{1}{(n-j)!}.
\]

### 6.2 Antipode of \(S_{n,2}^\text{\textit{tr}}(x)\)

Next we compute the antipode; the general recursion says

\[
S(S_{n,2}^\text{\textit{tr}}(x)) = -S_{n,2}^\text{\textit{tr}}(x) - m(\text{id} \otimes S) \Delta' S_{n,2}^\text{\textit{tr}}(x).
\]

The only terms appearing on the right hand side of the coproduct, whose antipode we recursively need, are \(S(\log^j x) = -\log^j x\), \(S(\zeta_k^\text{\textit{tr}}) = -\zeta_k^\text{\textit{tr}}\) for \(k\) odd, as odd Riemann zeta values are primitives for \(\Delta\), and the previously computed

\[
S(\text{Li}_n^\text{\textit{tr}}(x)) = -\text{Li}_n^\text{\textit{tr}}(x) - \sum_{k=1}^{n} \frac{(-\log^k x)^k}{k!} \cdot \text{Li}_{n-k}^\text{\textit{tr}}(x) = - \sum_{k=1}^{n} \text{Li}_k^\text{\textit{tr}}(x) \frac{(-\log^k x)^{n-k}}{(n-k)!},
\]
as given in (3.2). Since we have these we can directly evaluate the antipode \( S(S_{n,2}^{\text{tr}}(x)) \) to see

\[
S(S_{n,2}^{\text{tr}}(x)) = -\sum_{j=0}^{n} S_{j,2}^{\text{tr}}(x) \left( -\log^{\text{tr}} x \right)^{n-j} (n-j)! - \sum_{j=1}^{n+1} \text{Li}_{j}^{\text{tr}}(x) \log^{\text{tr}}(1-x) \left( -\log^{\text{tr}} x \right)^{n+1-j} (n+1-j)!
\]

\[
- \sum_{k=1}^{n-1} \sum_{j=1}^{n-k} \text{Li}_{j}^{\text{tr}}(x) \zeta_{k+2}^{\text{tr}} \frac{(-\log^{\text{tr}} x)^{n-j-k}}{(n-j-k)!}.
\]

6.3 Single-valued version \( \text{sv}^m S_{n,2}^{m}(x) \)

From this we are in a position to write the single-valued version via

\[
\text{sv}^m S_{n,2}^{m}(x) = \text{per}^m(F_{\infty} \Sigma \otimes \text{id}) \hat{\Delta} S_{n,2}^{\text{tr}}(x).
\]

We shall treat each term of the above coproduct in turn.

Firstly

\[
\text{per}^m(F_{\infty} \Sigma \otimes \text{id}) (1 \otimes S_{n,2}^{\text{tr}}(x) - \log^{\text{tr}}(1-x) \otimes \text{Li}_{n+1}^{\text{tr}}(x)) = S_{n,2}(x) - \log(1-\bar{x}) \text{Li}_{n+1}(x).
\]

More complicated is the term

\[
\text{per}^m(F_{\infty} \Sigma \otimes \text{id}) \left( -\sum_{k=1}^{n-1} \sum_{j=1}^{n-k} \text{Li}_{j}^{\text{tr}}(x) \zeta_{k+2}^{\text{tr}} \frac{(-\log^{\text{tr}} x)^{n-k-j}}{(n-k-j)!} \right)
\]

\[
= \sum_{k=1}^{n-1} \sum_{j=1}^{n-k} \left( (-1)^j \text{Li}_{j}(\bar{x}) \frac{(-\log \bar{x})^{j-\ell}}{(j-\ell)!} \right) \zeta_{k+2} \frac{\log^{n-k-j} x}{(n-k-j)!}.
\]

Now switch the order of summation between \( j \) and \( \ell \), then set \( j' = j - \ell \) in the inner-most sum. We obtain

\[
= \sum_{k=1}^{n-1} \sum_{j=1}^{n-k} (-1)^{\ell} \text{Li}_{\ell}(\bar{x}) \zeta_{k+2} \frac{\log x^2)^{n-k-\ell}}{(n-k-\ell)!}.
\]

Here we have written \( \log \bar{x} + \log x = \log |x|^2 \), and applied the binomial theorem to evaluate the inner-most sum.

Finally, we can compute (note we take \( j = n \) in the sum, accounting also for the \( S_{n,2}(x) \otimes 1 \) term)

\[
\text{per}^m(F_{\infty} \Sigma \otimes \text{id}) \left( \sum_{j=0}^{n} S_{j,2}^{\text{tr}}(x) \otimes \frac{(-\log x)^{n-j}}{(n-j)!} \right)
\]

\[
= -\sum_{j=0}^{n} (-1)^j \left\{ \sum_{\ell=0}^{j} \text{Li}_{\ell}(\bar{x}) \frac{(-\log \bar{x})^{j-\ell}}{(j-\ell)!} - \sum_{\ell=1}^{j+1} \text{Li}_{\ell}(\bar{x}) \log(1-\bar{x}) \frac{(-\log \bar{x})^{j+1-\ell}}{(j+1-\ell)!} \right.
\]

\[
- \sum_{k=1}^{j-1} \sum_{\ell=1}^{j-k} \text{Li}_{\ell}(\bar{x}) \zeta_{k+2} \frac{(-\log \bar{x})^{j-\ell-k}}{(j-\ell-k)!} \left\} \frac{\log x^{n-j}}{(n-j)!}.
\]
Like previously, we interchange the $j$ and $\ell$ sums, or more accurately move the $j$ sum inside the $\ell$ sum for the third term. In each case, the resulting sum of $j$ can be evaluated as a power of $\log x + \log \bar{x} = \log |x|^2$ via the binomial theorem. We obtain

$$
= -\sum_{\ell=0}^{n} (-1)^{\ell} S_{\ell,2}(\bar{x}) \frac{\log^{n-\ell} |x|}{(n-\ell)!} + \sum_{\ell=1}^{n+1} (-1)^{\ell} \text{Li}_{\ell}(\bar{x}) \log(1 - \bar{x}) \frac{(\log |x|^2)^{n+1-\ell}}{(n+1-\ell)!} \\
+ \sum_{k=1}^{n-1} \sum_{\ell=1}^{n-k} (-1)^{\ell} \text{Li}_{\ell}(\bar{x}) \zeta_{k+2} \frac{(\log |x|^2)^{n-k-\ell}}{(n-k-\ell)!}.
$$

We note the simplification $-(1)^{\ell+k} = (-1)^{\ell}$ since $k$ is odd has been used to obtain the last term. Moreover, the resulting term is exactly the same as already obtained above.

Summing the above 3 contributions, and rewriting slightly, gives the following formula for $\text{sv}^m S_{n,2}^m(x)$, as stated in [15, Section 4.3]. Namely

$$
\text{sv}^m S_{n,2}^m(x) = (S_{n,2}(x) + (-1)^{n+1} S_{n,2}(\bar{x})) - \log(1 - \bar{x}) \left( \text{Li}_{n+1}(x) + (-1)^n \text{Li}_{n+1}(\bar{x}) \right) \\
- \sum_{j=0}^{n-1} (-1)^j \frac{\log^{n-j} |x|^2}{(n-j)!} \left( S_{j,2}(\bar{x}) + \log(1 - \bar{x}) \text{Li}_{j+1}(\bar{x}) \right) \\
+ \sum_{k=1}^{n-1} \sum_{j=1}^{n-k} \frac{2(-1)^j \zeta_{k+2}}{(n-j-k)!} \text{Li}_{j}(\bar{x}) \log^{n-j-k} |x|^2.
$$

### 6.4 Clean version of $S_{n,2}(x)$

We also briefly repeat the calculation of $\Pi S_{n,2}^\text{tr}(x)$, which was completed in detail in [15]. Here we proceed directly via the already calculated coproduct of $S_{n,2}^\text{tr}(x)$, whereas the calculation in [15] was reduced to an analysis of which terms contribute in the infinitesimal coproduct. From (4.3), we have

$$
D(S_{n,2}^\text{tr}(x)) = (n+2)S_{n,2}^\text{tr}(x) - m(id \otimes (Y \cdot \Pi)) \Delta' S_{n,2}^\text{tr}.
$$

Again, because of the projector in the second tensor factor, we are free to ignore all products in the coproduct while evaluating this. From the calculation above of $\Delta S_{n,2}^\text{tr}(x)$, we have

$$
\Delta' S_{n,2}^\text{tr}(x) \equiv - \log^\text{tr} (1-x) \otimes \text{Li}_{n+1}^\text{tr}(x) - \sum_{k=1}^{n-1} \text{Li}_{n-k}^\text{tr}(x) \otimes \zeta_{k+2}^\text{tr} \\
+ S_{n-1,2}^\text{tr}(x) \otimes \log^\text{tr} x \quad \text{(mod right-\otimes-factor products)}.
$$

Hence

$$
\Pi S_{n,2}^\text{tr}(x) = S_{n,2}^\text{tr}(x) - \frac{1}{n+2} m(id \otimes (Y \cdot \Pi)) (\Delta' S_{n,2}^\text{tr}(x)) \\
= S_{n,2}^\text{tr}(x) - S_{n-1,2}^\text{tr}(x) \frac{\log^\text{tr} x}{n+2} + \frac{n+1}{n+2} \log^\text{tr} (1-x) \text{Li}_{n+1}^\text{tr}(x) \\
- \frac{1}{n+2} \log^\text{tr} (1-x) \log^\text{tr} x \text{Li}_{n}^\text{tr}(x) \\
+ \sum_{k=1}^{n-1} \frac{k+2}{n+2} \zeta_{k+2}^\text{tr} \text{Li}_{n-k}^\text{tr}(x).
$$

Here we have applied the result that $\Pi \text{Li}_{n}^\text{tr}(x) = \text{Li}_{n}^\text{tr}(x) - \frac{1}{n} \log^\text{tr} x \text{Li}_{n-1}^\text{tr}(x)$, which can be obtained from (5.1). Likewise, we have also used that $\Pi \zeta_{2k+1}^\text{tr} = \zeta_{2k+1}^\text{tr}$, since $\zeta_{2k+1}^\text{tr}$ is a primitive for the coproduct.
6.5 Clean single-valued $S_{n,2}(x)$

Application of the period and the single-valued map to the expression $\Pi S^n_{\mathfrak{p}}(x)$, using the previous computations of the single-valued versions of $\text{Li}_1^{\mathfrak{p}}(x)$ and $\zeta_{2k+1}^{\mathfrak{p}}$, and the computation of $S^n_{\mathfrak{p}}(x)$ directly above gives us an expression for $R S^n_{\mathfrak{p}}(x)$. We can then define the clean single-valued version of $S^n_{\mathfrak{p}}$.

Definition 6.2. The clean single-valued Nielsen polylogarithm $S^n_{\mathfrak{p}}(x)$ is defined by $S^n_{\mathfrak{p}}(x) := R_n R S^n_{\mathfrak{p}}(x)$, where $R S_n(x)$ is as follows

$$R S^n_{\mathfrak{p}}(x) = (S_{n,2}(x) - (-1)^{n+2}S_{n,2}(\bar{x})) - \frac{\log|x|^2}{n+2} \left( S_{n-1,2}(x) + \log(1-x) \text{Li}_n(x) \right)$$

$$+ \frac{1}{n+2} ((n+1) \log(1-x) - \log(1-\bar{x})) \left( \text{Li}_{n+1}(x) - (-1)^{n+1} \text{Li}_{n+1}(\bar{x}) \right)$$

$$+ \sum_{j=1}^{n} \frac{(-1)^j}{n+2} \left( (j+1) S_{j-1,2}(\bar{x}) - (j \log(1-x) - \log(1-\bar{x})) \text{Li}_{j}(x) \right) \frac{\log^{n-j+1} |x|^2}{(n-j+1)!}$$

$$+ \sum_{k=1}^{n-1} \frac{2\zeta_{k+2}}{n+2} \left( (k+2) \text{Li}_{n-k}(x) + \sum_{j=1}^{n-k} (-1)^j \frac{\log^{n-j-k} |x|^2}{(n-j-k)!} \text{Li}_{j}(x) \right).$$

These clean single-valued functions (or more precisely the version without $R_n$, which still satisfies Theorem 1.1) are used in [15] to obtain numerically verifiable identities and reductions for Nielsen polylogarithms, including numerical results on their special values.

7 Numerical evaluations

In this last section, we derive a few numerical evaluations of depth 2 MPL’s through use of the clean single-valued functions. These evaluations would perhaps otherwise not be obtainable in such a straightforward manner. For the sake of simplicity, we restrict to one identity in weight 4 and one in weight 5 obtained from the 2-term symmetry of $I_{3,1}$ relating $I_{3,1}(x,y)$ and $I_{3,1}(1-x,y)$ and a similar identity for $I_{4,1}(x,y)$. Further treatment of special values of Nielsen polylogarithms (in particular $S_{3,2}$ at elements of the weight 2 Bloch group, such as $S_{3,2}(\phi)$ for $\phi = \frac{1+\sqrt{5}}{2}$) which were obtained from this clean single-valued procedure, can be found in [15].

7.1 Weight 4

We recall first an identity that “reduces a depth 2 combination to depth 1”, which was predicted by Goncharov, with $\text{Li}_4$-terms first made explicit in [27]. For the following, we note that $\text{Li}_3^{\mathfrak{p}}(x) = I_3^{\mathfrak{p}}(x)$, because of the symbol level identity $\text{Li}_4(x) = I_4(x)$ modulo products.

Proposition 7.1. The following identity of clean single-valued functions holds

$$I_3^{\mathfrak{p}}(1-x,y) + I_3^{\mathfrak{p}}(x,y)$$

$$= \text{Li}_3^{\mathfrak{p}} \left( \frac{1-x}{1-y} \right) - \text{Li}_3^{\mathfrak{p}} \left( \frac{1-y}{x} \right) - 3 \text{Li}_3^{\mathfrak{p}} \left( \frac{x}{1-x} \right) - 3 \text{Li}_3^{\mathfrak{p}} \left( \frac{y}{x} \right) + \text{Li}_4^{\mathfrak{p}} \left( \frac{y}{y-1} \right)$$

$$- \frac{1}{2} \text{Li}_4^{\mathfrak{p}} \left( \frac{(1-x)y}{x(1-y)} \right) - \frac{1}{2} \text{Li}_4^{\mathfrak{p}} \left( \frac{xy}{(1-x)(1-y)} \right) + \frac{1}{2} \text{Li}_4^{\mathfrak{p}} \left( \frac{(1-y)y}{(1-x)x} \right).$$

Proof. As indicated above, a (slight variant of the) corresponding identity was given in [27] on the level of the symbol modulo products, and with $I_3^{\mathfrak{p}}$ and $\text{Li}_3^{\mathfrak{p}}$ replaced by $I_{3,1}$ and $\text{Li}_4$. Hence the difference of the two sides in the equation stated above is a constant by Theorem 1.1.
This constant must be 0 since each side vanishes on the real line, as we take the imaginary part in the definition of the functions.

Taking \( x = \frac{1}{2}, \ y = i \) (any non-real \( y \) will also give a reduction) in the above identity leads to

\[
2I_{3,1}^{\text{csv}} \left( \frac{1}{2}, i \right) = -\text{Li}_4^{\text{csv}} \left( \frac{-1+i}{2} \right) - 6 \text{Li}_4^{\text{csv}}(2i) + \text{Li}_4^{\text{csv}} \left( \frac{1+i}{4} \right) + \text{Li}_4^{\text{csv}} \left( \frac{1-i}{2} \right) - \text{Li}_4^{\text{csv}}(2 - 2i) + \frac{1}{2} \text{Li}_4^{\text{csv}}(4 + 4i).
\]

One can apply the inversion relation \( \text{Li}_4^{\text{csv}}(x) = -\text{Li}_4^{\text{csv}}(x^{-1}) \), and the inversion relation (with \( x = \frac{1}{2}, \ y = i \)) from Proposition 5.7, namely

\[
I_{3,1}^{\text{csv}}(2, -i) - I_{3,1}^{\text{csv}} \left( \frac{1}{2}, i \right) = \text{Li}_4^{\text{csv}}(i) - 3 \text{Li}_4^{\text{csv}} \left( -\frac{i}{2} \right) - \text{Li}_4^{\text{csv}} \left( \frac{1}{2} \right),
\]

(wherein \( \text{Li}_4^{\text{csv}} \left( \frac{1}{2} \right) = 0 \) as we take the imaginary part) to obtain

\[
2I_{3,1}^{\text{csv}}(2, -i) = -\text{Li}_4^{\text{csv}} \left( \frac{-1+i}{2} \right) + 2 \text{Li}_4^{\text{csv}}(i) - \frac{1}{2} \text{Li}_4^{\text{csv}} \left( \frac{1-i}{8} \right) + 2 \text{Li}_4^{\text{csv}} \left( \frac{1+i}{4} \right) + \text{Li}_4^{\text{csv}} \left( \frac{1-i}{2} \right).
\]

It is possible to compute explicitly how \( I_{3,1}^{\text{csv}}(x, y) \) is expressed using the classical polylogarithms and iterated integrals (an implementation is available in the PolyLogTools package [22]). One then obtains that

\[
2I_{3,1}^{\text{csv}}(2, -i) = \text{Im} \left[ 4 \text{Li}_{3,1} \left( -\frac{i}{2}, 1 \right) + 4 \log 2 \text{Li}_{2,1} \left( -\frac{i}{2}, 1 \right) + 2 \zeta_2 \text{Li}_2(i) 
- \left( 2 \text{Li}_2 \left( \frac{2+i}{5} \right) - 2 \text{Li}_2 \left( \frac{4+2i}{5} \right) + \log \left( \frac{4+3i}{5} \right) \log 2 \right) \log^2 2
- \frac{\pi}{8} \left( \text{Li}_3 \left( -\frac{1}{4} \right) + 2 \text{Li}_2 \left( -\frac{1}{4} \right) \log 2 + 4 \log^3 2 - 2 \log 5 \log^2 2 \right),
\]

with

\[
\text{Li}_{m_1, m_2}(x, y) = \text{I}_{m_1, m_2} \left( \frac{1}{xy}, \frac{1}{y} \right) = \sum_{n_1 < n_2} x^{n_1} y^{n_2}. n_1^{m_1} n_2^{m_2}.
\]

Likewise the \( \text{Li}_4^{\text{csv}} \) combination evaluates to

\[
\text{Im} \left[ 2 \text{Li}_4 \left( \frac{1+i}{2} \right) - 4 \text{Li}_4 \left( \frac{1+i}{4} \right) - \text{Li}_4 \left( \frac{1+i}{8} \right) - 4 \text{Li}_4(i) + 2 \text{Li}_4 \left( \frac{-1+i}{2} \right)
+ \left( \text{Li}_3 \left( \frac{-1+i}{2} \right) - \frac{5}{2} \text{Li}_3 \left( \frac{1+i}{8} \right) - 6 \text{Li}_3 \left( \frac{1+i}{4} \right) + \text{Li}_3 \left( \frac{1+i}{2} \right) \right) \log 2
+ \left( \text{Li}_2(i) - \frac{9}{2} \text{Li}_2 \left( \frac{1+i}{4} \right) - \frac{25}{8} \text{Li}_2 \left( \frac{1+i}{8} \right) + \frac{1}{4} \text{Li}_2 \left( \frac{-1+i}{2} \right) \right) \log^2 2
+ \frac{1}{96} (-2i\pi + 106 \log \left( \frac{4-3i}{5} \right) + 125 \log \left( \frac{24-7i}{25} \right)) \right] \log^2 2.
\]

By equating these two results, one obtains an explicit reduction for the value \( \text{Im} \left( \text{Li}_{3,1} \left( \frac{-i}{2}, 1 \right) \right) \) in terms lower depth and products. (Moreover, the depth 2 term \( \text{Li}_{2,1} \left( \frac{-i}{2}, 1 \right) \) is expressible purely in terms of \( \text{Li}_3 \) and products, via the known reduction of all weight 3 MPL’s to depth 1. This is essentially a consequence of [46, Appendix A.3.5(2)], subsequently also re-established in [39].)
Utilising a well-known lattice reduction algorithm (“LLL”), we can find the following simpler numerically checked reduction

\[
\text{Li}_{3,1} \left( -\frac{i}{2}, i \right) + \log 2 \text{Li}_{2,1} \left( \frac{i}{2}, i \right) = \text{Im} \left[ 3 \text{Li}_4(i) + 28 \text{Li}_4 \left( \frac{1+i}{2} \right) - 36 \text{Li}_4 \left( \frac{-1+i}{2} \right) + 14 \text{Li}_3 \left( \frac{1+i}{2} \right) \log 2 \\
- 18 \text{Li}_3 \left( \frac{-1+i}{2} \right) \log 2 + \left( \frac{5}{2} \log^2 2 - \frac{1}{2} \zeta_2 \right) \text{Li}_2(i) - 3 \text{Li}_2 \left( \frac{-1+i}{2} \right) \log^2 2 \\
+ \frac{\pi}{32} \text{Li}_3 \left( -\frac{1}{2} \right) + \frac{\pi}{16} \text{Li}_2 \left( -\frac{1}{4} \right) \log 2 - \frac{7\pi}{24} \log^3 2, 
\]

where \( \approx \) indicates that this is a conjectural identity checked to several hundreds of digits. One also notices the following relation amongst the \( \text{Li}_4^{\text{csv}} \) terms above

\[
37 \text{Li}_4^{\text{csv}} \left( -\frac{1+i}{2} \right) - 36 \text{Li}_4^{\text{csv}}(i) + \frac{1}{2} \text{Li}_4^{\text{csv}} \left( \frac{1-i}{8} \right) - 6 \text{Li}_4^{\text{csv}} \left( \frac{1+i}{4} \right) - 21 \text{Li}_4^{\text{csv}} \left( \frac{1-i}{2} \right) = 0.
\]

### 7.2 Weight 5

An identity analogous to the one given in the previous subsection, but now in weight 5, needs four terms in depth 2 and has been given in [14].

The corresponding clean single-valued identity is as follows. Again, the symbol level identity \( \text{Li}_5(x) = -I_5(x) \), modulo products, implies that \( \text{Li}_5^{\text{csv}}(x) = -I_5^{\text{csv}}(x) \).

**Proposition 7.2.** The following identity holds for the clean single-valued functions

\[
\frac{1}{2} \left( I_4^{\text{csv}}(x, y) + I_4^{\text{csv}}(x, y^{-1}) \right) + \frac{1}{2} \left( I_4^{\text{csv}}(1-x, y) + I_4^{\text{csv}}(1-x, y^{-1}) \right) \\
= \frac{1}{12} \text{Li}_5^{\text{csv}} \left( \frac{x^2 y}{(1-x)(1-y)^2} \right) + \frac{1}{12} \text{Li}_5^{\text{csv}} \left( \frac{(1-x)^2 y}{x(1-y)^2} \right) + \frac{1}{6} \text{Li}_5^{\text{csv}} \left( \frac{(1-x)xy^2}{y-1} \right) \\
+ \frac{1}{6} \text{Li}_5^{\text{csv}} \left( \frac{1-y}{1-x} \right) - \frac{1}{2} \text{Li}_5^{\text{csv}} \left( \frac{1-x}{x(y-1)} \right) - \frac{1}{2} \text{Li}_5^{\text{csv}} \left( \frac{x}{(1-x)(1-y)} \right) \\
- \frac{7}{2} \text{Li}_5^{\text{csv}} \left( \frac{y}{1-x} \right) - \frac{7}{4} \text{Li}_5^{\text{csv}} \left( (1-x) y \right) - \frac{7}{4} \text{Li}_5^{\text{csv}} \left( \frac{y}{x} \right) - \frac{7}{4} \text{Li}_5^{\text{csv}} \left( xy \right) \\
- \text{Li}_5^{\text{csv}} \left( \frac{1-y}{x} \right) - \text{Li}_5^{\text{csv}} \left( \frac{1-x}{1-y} \right) - \text{Li}_5^{\text{csv}} \left( \frac{(1-x)y}{y-1} \right) - \text{Li}_5^{\text{csv}} \left( \frac{xy}{y-1} \right) \\
+ \frac{1}{2} \text{Li}_5^{\text{csv}} \left( 1-x \right) + \frac{1}{2} \text{Li}_5^{\text{csv}} \left( \frac{1}{x} \right) + \text{Li}_5^{\text{csv}} \left( \frac{x-1}{x} \right) + \text{Li}_5^{\text{csv}} \left( \frac{1}{1-y} \right) + \text{Li}_5^{\text{csv}} \left( \frac{y}{y-1} \right) - 2\zeta_5.
\]

**Proof.** We infer this result from the exact same identity, where \( I_4^{\text{csv}} \) and \( \text{Li}_5^{\text{csv}} \) have been replaced by \( I_{4,1} \) and \( \text{Li}_5 \), respectively, and \( 2\zeta_5 \) removed, which was proved (on the level of the symbol, and modulo products) in [13] (a slight variant thereof) and [14]. From the previous machinery, the identity now follows, up to a constant \( c \) on the right hand side. Taking \( x = 1, y = 1 \) leads to

\[
I_{4,1}^{\text{csv}}(0, 1) + I_{4,1}^{\text{csv}}(1, 1) = -3 \text{Li}_5^{\text{csv}}(1) + c,
\]

wherein the terms \( \text{Li}_5^{\text{csv}}(0) = 0 = \text{Li}_5^{\text{csv}}(\infty) \) have disappeared. From the shuffle identity

\[
I_{4,1}^{\text{csv}}(0, 1) = I^{\text{csv}}(0; 0, 0, 0, 0, 0, 1; 1) = I^{\text{csv}}(0; 1, 0, 0, 0, 0; 1) = -\text{Li}_5^{\text{csv}}(1) = -2\zeta_5,
\]
and the evaluations $Li_5^{sv}(1) = -I_5^{sv}(1) = 2\zeta_5$, and $I_{4,1}^{sv}(1, 1) = -(5) - 1 \zeta_5 = -6\zeta_5$ from (5.2), Corollary 5.2 and Proposition 5.6, we see

$$c = (-2 - 6 + 6)\zeta_5 = -2\zeta_5,$$

as claimed.

Now set $x = \frac{1}{2}$, $y = -1$ in this identity (and apply the inversion results $Li_5^{sv}(x) = Li_5^{sv}(x^{-1})$ and $I_{4,1}^{sv}(2, -1) + I_{4,1}^{sv}(\frac{1}{2}, -1) = -Li_5^{sv}(-1) - 4Li_5^{sv}(-\frac{1}{2}) - Li_5^{sv}(\frac{1}{2})$ from Proposition 5.7), and we obtain

$$I_{4,1}^{sv}(2, -1) = \frac{3}{2} Li_5^{sv}(-1) + 5\zeta_5 + \frac{1}{2} Li_5^{sv}(-\frac{1}{2}) - \frac{1}{4} Li_5^{sv}(-\frac{1}{8})$$

$$+ 2 Li_5^{sv}\left(\frac{1}{4}\right) - \frac{5}{2} Li_5^{sv}\left(\frac{1}{2}\right).$$

Using the duplication relation

$$Li_5^{sv}\left(\frac{1}{4}\right) = 16 Li_5^{sv}\left(-\frac{1}{2}\right) + 16 Li_5^{sv}\left(\frac{1}{2}\right)$$

and that $Li_5^{sv}(-1) = -\frac{15}{16} Li_5^{sv}(1)$, we can simplify this as

$$I_{4,1}^{sv}(2, -1) = \frac{61}{16} \zeta_5 + \frac{65}{2} Li_5^{sv}\left(-\frac{1}{2}\right) - \frac{1}{4} Li_5^{sv}\left(-\frac{1}{8}\right) + \frac{59}{2} Li_5^{sv}\left(\frac{1}{2}\right).$$

From the implementation in PolyLogTools, we find

$$I_{4,1}^{sv}(2, -1) = 2 Li_{4,1}\left(-\frac{1}{2}, -1\right) + 2 Li_{3,1}\left(-\frac{1}{2}, -1\right) \log 2 + \frac{6}{5} Li_{2,1}\left(-\frac{1}{2}, -1\right) \log^2 2$$

$$+ 2 Li_4\left(\frac{1}{2}\right) \log 2 - \frac{4}{5} Li_3\left(-\frac{1}{2}\right) \log^2 2 - \frac{28}{15} Li_2\left(-\frac{1}{2}\right) \log^3 2$$

$$+ \frac{39}{20} \zeta_3 \log^2 2 + \frac{3}{4} \zeta_2 \zeta_5 - \frac{14}{15} \zeta_2 \log^3 2 - \frac{16}{15} \log^5 2 + \frac{16}{15} \log^4 2 \log 3.$$

Likewise, the $Li_5^{sv}$ terms evaluate as

$$\frac{61}{16} \zeta_5 + \frac{65}{2} Li_5^{sv}\left(-\frac{1}{2}\right) - \frac{1}{4} Li_5^{sv}\left(-\frac{1}{8}\right) + \frac{59}{2} Li_5^{sv}\left(\frac{1}{2}\right)$$

$$= 65 Li_5\left(\frac{1}{2}\right) - \frac{5}{2} Li_5\left(-\frac{1}{8}\right) + 59 Li_5\left(\frac{1}{2}\right) + 65 Li_4\left(-\frac{1}{2}\right) \log 2$$

$$- \frac{3}{2} Li_4\left(-\frac{1}{8}\right) \log 2 + 59 Li_4\left(\frac{1}{2}\right) \log 2 - \frac{27}{10} Li_3\left(-\frac{1}{8}\right) \log^2 2$$

$$+ 39 Li_3\left(-\frac{1}{8}\right) \log^2 2 + \frac{52}{3} Li_2\left(-\frac{1}{2}\right) \log^3 2 - \frac{18}{5} Li_2\left(-\frac{1}{8}\right) \log^3 2$$

$$+ \frac{61}{16} \zeta_5 + \frac{1239}{40} \zeta_3 \log^2 2 - \frac{59}{6} \zeta_2 \log^3 2 + \frac{16}{15} \log^4 2 \log 3 - \frac{9}{5} \log^5 2.$$

Equating these two results gives an evaluation for $Li_{4,1}\left(-\frac{1}{2}, -1\right)$ in terms of products and lower depth.

Application of the lattice reduction algorithm “LLL” on the set of arising values (after also introducing $\zeta_4 \log 2$) leads to the following simpler candidate reduction for $Li_{4,1}\left(-\frac{1}{2}, -1\right)$ alone

$$Li_{4,1}\left(-\frac{1}{2}, -1\right) \approx -2 Li_5\left(\frac{1}{2}\right) - 8 Li_5\left(-\frac{1}{2}\right) - 2 Li_4\left(-\frac{1}{2}\right) \log 2$$

$$- \frac{281}{64} \zeta_5 - \frac{3}{8} \zeta_2 \zeta_3 + \frac{31}{16} \zeta_4 \log 2 + \frac{3}{8} \zeta_3 \log^2 2 - \frac{1}{4} \zeta_2 \log^3 2 + \frac{1}{24} \log^5 2,$$
along with a similar reduction for $Li_{3,1}(-\frac{1}{2}, -1)$

$$Li_{3,1}(-\frac{1}{2}, -1) \overset{?}{=} -3 Li_4\left(\frac{1}{2}\right) - 6 Li_4\left(-\frac{1}{2}\right) - 2 Li_3\left(-\frac{1}{2}\right) \log 2 - \frac{31}{16} \zeta_4 + \frac{3}{4} \zeta_2 \log^2 2 - \frac{3}{4} \zeta_3 \log 2 - \frac{5}{24} \log^4 2.$$ 
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