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Abstract

Recently, Todorov and Wilf independently realized that de Branges’ original proof of the Bieberbach and Milin conjectures and the proof that was later given by Weinstein deal with the same special function system that de Branges had introduced in his work.

In this article, we present an elementary proof of this statement based on the defining differential equations system rather than the closed representation of de Branges’ function system. Our proof does neither use special functions (like Wilf’s) nor the residue theorem (like Todorov’s) nor the closed representation (like both), but is purely algebraic.

On the other hand, by a similar algebraic treatment, the closed representation of de Branges’ function system is derived. In a final section, we give a simple representation of a generating function of the de Branges functions.

Our whole contribution can be looked at as the study of properties of the Koebe function. Therefore, in a very elementary manner it is shown that the known proofs of the Bieberbach and Milin conjectures can be understood as a consequence of the Löwner differential equation, plus properties of the Koebe function.

1 Introduction

Let $S$ denote the family of analytic and univalent functions $f(z) = z + a_2 z^2 + \ldots$ of the unit disk $\mathbb{D}$. $S$ is compact with respect to the topology of locally uniform convergence so that $k_n := \max_{f \in S} |a_n(f)|$ exists. In 1916 Bieberbach [3] proved that $k_2 = 2$, with equality if and only if $f$ is a rotation of the Koebe function

$$K(z) := \frac{z}{(1-z)^2} = \frac{1}{4} \left( \left( \frac{1+z}{1-z} \right)^2 - 1 \right) = \sum_{n=1}^{\infty} n z^n,$$

and in a footnote he mentioned “Vielleicht ist überhaupt $k_n = n$.” This statement is known as the Bieberbach conjecture.

In 1923 Löwner [14] proved the Bieberbach conjecture for $n = 3$. His method was to embed a univalent function $f(z)$ into a Löwner chain, i.e. a family $\{f(z,t) \mid t \geq 0\}$ of univalent functions of the form

$$f(z,t) = e^t z + \sum_{n=2}^{\infty} a_n(t) z^n, \quad (z \in \mathbb{D}, t \geq 0, a_n(t) \in \mathbb{C} \ (n \geq 2))$$
which start with $f$

$$f(z,0) = f(z),$$

and for which the relation

$$\text{Re } p(z,t) = \text{Re } \left( \frac{\dot{f}(z,t)}{zf'(z,t)} \right) > 0 \quad (z \in \mathbb{D})$$

(2)

is satisfied. Here $'$ and $\dot{}$ denote the partial derivatives with respect to $z$ and $t$, respectively. Equation (2) is referred to as the Löwner differential equation, and geometrically it states that the image domains of $f_t$ expand as $t$ increases.

The history of the Bieberbach conjecture showed that it was easier to obtain results about the logarithmic coefficients of a univalent function $f$, i.e. the coefficients $d_n$ of the expansion

$$\varphi(z) = \ln \frac{f(z)}{z} = \sum_{n=1}^{\infty} d_n z^n$$

rather than for the coefficients $a_n$ of $f$ itself. So Lebedev and Milin [13] in the mid sixties developed methods to exponentiate such information. They proved that if for $f \in S$ the Milin conjecture

$$\sum_{k=1}^{n} (n+1-k) \left( k|d_k|^2 - \frac{4}{k} \right) \leq 0$$

on its logarithmic coefficients is satisfied for some $n \in \mathbb{N}$, then the Bieberbach conjecture for the index $n+1$ follows.

In 1984 de Branges [4] verified the Milin, and therefore the Bieberbach conjecture, and in 1990, Weinstein [18] gave a different proof. A reference concerning de Branges’ proof is [3], and a German language summary of the history of the Bieberbach conjecture and its proofs was given in [8].

Both proofs use special function systems, and independently, Todorov [17] and Wilf [19] showed that these essentially are the same.

In this article, we present an elementary proof of this statement. Our considerations are based on the defining differential equations system rather than the closed representation of de Branges’ function system. Our proof neither uses special functions (like Wilf’s) nor the residue theorem (like Todorov’s) nor the closed representation (like both), but is purely algebraic.

On the other hand, by a similar algebraic treatment, the closed representation of de Branges’ function system is derived.

In a final section, we give a simple representation of a generating function of the de Branges functions.

Our whole contribution can be looked at as the study of properties of the Koebe function. Therefore, in a very elementary manner it is shown that the known proofs of the Bieberbach and Milin conjectures can be understood as a consequence of the Löwner differential equation, plus properties of the Koebe function.
2 The L"owner Chain of the Koebe Function

In this section, we consider the L"owner chain

$$w(z, t) := K^{-1}(e^{-t}K(z)) \quad (z \in \mathbb{D}, t \geq 0)$$

(3)

of bounded univalent functions in the unit disk $\mathbb{D}$ which is defined in terms of the Koebe function (1). Since $K$ maps the unit disk onto the entire plane slit along the negative $x$-axis in the interval $(-\infty, 1/4]$, $w(\mathbb{D}, t)$ is the unit disk with a radial slit increasing with $t$. The function $w(z, t)$ is implicitly given by the equation

$$K(z) = e^t K(w(z, t)) ,$$

(4)

and satisfies the L"owner type differential equation (we omit the arguments)

$$\dot{w} = -\frac{1 - w}{1 + w} w$$

(5)

(compare e. g. [13], Chapter 6) which is obtained differentiating (1) with respect to $t$

$$0 = e^t K(w) + e^t K'(w) \dot{w} ,$$

(6)

hence

$$\dot{w} = -\frac{K(w)}{K'(w)} = -\frac{w}{(1 - w)^2} \frac{(1 - w)^3}{1 + w} = -\frac{1 - w}{1 + w} w .$$

In this section, we deduce a closed representation of the Taylor coefficients $A_n(t)$ of

$$w(z, t) = \sum_{n=1}^{\infty} A_n(t) z^n .$$

(7)

In particular, by the normalization of the Koebe function, we have $\frac{K(z)}{z} \big|_{z=0} = 1$, hence by (1)

$$\frac{K(z)}{z} = e^t \frac{K(w(z, t))}{z} = e^t \frac{K(w(z, t)) w(z, t)}{z} ,$$

and letting $z \to 0$ therefore gives $A_1(t) = e^{-t}$.

To deduce the general result in an elementary way (for a shorter deduction using Gegenbauer polynomials, see § [3]), we begin with some lemmas. The first lemma states a linear partial differential equation (different from the nonlinear L"owner differential equation (1)) for $w(z, t)$:

Lemma 1 (Partial differential equation) The function $w(z, t)$ satisfies the linear partial differential equation

$$(z - 1)zw'(z, t) = (z + 1)\dot{w}(z, t)$$

(8)

with the initial function

$$w(z, 0) = z .$$
Proof: Differentiating (4) with respect to both \(z\) and \(t\) yields the equations
\[
K'(z) = e^t K'(w(z, t)) w'(z, t)
\]
and (5), from which we deduce
\[
\frac{zw'(z, t)}{w(z, t)} = -\frac{zK'(z)}{e^t K'(w(z, t)) K(w(z, t))} = -\frac{zK'(z)}{e^t K'(w(z, t))} = -\frac{1 + z}{1 - z}
\]
where we used (4) once again, and (1). The initial function is determined trivially. \(\square\)

As a consequence we have for the coefficients \(A_n(t)\) of \(w(z, t)\):

**Lemma 2 (Differential equations system for coefficient functions)** The coefficients \(A_n(t)\) satisfy the system of linear differential equations
\[
(n - 1) A_{n-1}(t) - n A_n(t) = \dot{A}_{n-1}(t) + \dot{A}_n(t), \quad A_n(0) = 0 \quad (n \geq 2) \tag{9}
\]
and
\[
-A_1(t) = \dot{A}_1(t), \quad A_1(0) = 1. \tag{10}
\]

**Proof:** This follows directly by summing (8) for \(n = 0, \ldots, \infty\), and equating coefficients. \(\square\)

Starting with the solution \(A_1(t) = e^{-t}\) of (10), by induction we see that \(A_n(t)\) is a polynomial of degree \(n\) in \(e^{-t}\). Therefore we may introduce the variable \(y := e^{-t}\), and define the polynomials \(B_n(y)\) by
\[
A_n(t) = B_n(y) = B_n(e^{-t}) = \sum_{j=1}^{n} a_j^{(n)} e^{-jt} = \sum_{j=1}^{n} a_j^{(n)} y^j \tag{11}
\]
so that in terms of \(B_n(y)\), Lemma 2 reads as follows:

**Lemma 3 (Differential equations system for coefficient functions)** The functions \(B_n(y)\) satisfy the system of linear differential equations
\[
y(B'_n(y) + B'_{n-1}(y)) = n B_n(y) - (n - 1) B_{n-1}(y), \quad B_n(1) = 0 \quad (n \geq 2). \tag{12}
\]

For the numbers \(a_j^{(n)}\), we deduce

**Lemma 4 (Recurrence equations)** For the numbers \(a_j^{(n)}\) defined by (11), the simple recurrence equation
\[
(n - j) a_j^{(n)} = (n - 1 + j) a_j^{(n-1)} \quad (1 \leq j \leq n - 1, n \geq 2) \tag{13}
\]
is valid. Therefore, we have
\[
a_j^{(n)} = \binom{n + j - 1}{n - j} a_j^{(j)} \quad (1 \leq j \leq n, n \geq 2) \tag{14}
\]
and the initial value
\[
a_1^{(n)} = n.
\]
Proof: For \( j = n \), Equation (14) is trivial. Therefore assume \( 1 \leq j \leq n-1, n \geq 2 \). Substituting (11) into (12), and equating coefficients of \( y^j \) \((1 \leq j \leq n-1)\) results in (13). From (13), we get the telescoping product
\[
a^{(n)}_j = \frac{n-1+j}{n-j} a^{(n-1)}_j = \frac{(n-1+j)(n-2+j)\cdots(2j)}{(n-j)(n-j-1)\cdots 1} a^{(j)}_j = \left(\frac{n-1+j}{n-j}\right) a^{(j)}_j,
\]
and hence (14).

Using \( A_1(t) = e^{-t} \), we get \( a^{(1)}_1 = 1 \), so that by (14), we finally have
\[
a^{(n)}_1 = \left(\frac{n}{n-1}\right) a^{(1)}_1 = n,
\]
and we are done. 

Our next step is to derive an ordinary differential equation valid for \( B_n(y) \):

\textbf{Lemma 5 (Ordinary differential equation for coefficient functions)} The function \( B_n(y) (n \geq 1) \) satisfies the ordinary differential equation
\[
y^2 (1-y) B''_n(y) + y (1-y) B'_n(y) + (n^2 y - 1) B_n(y) = 0 . \tag{15}
\]

Proof: For \( n = 1 \), the statement is true, so assume \( n \geq 2 \). We consider the function
\[
\Delta_n(y) := y^2 (1-y) B''_n(y) + y (1-y) B'_n(y) + (n^2 y - 1) B_n(y) , \tag{16}
\]
and show in a first step that \( \Delta_n(y) \) satisfies the relation
\[
y \left( \Delta'_n(y) + \Delta'_{n-1}(y) \right) - n \Delta_n(y) + (n-1) \Delta_{n-1}(y) = 0 . \tag{17}
\]
(In other words, we show that \( \Delta_n(y) \) satisfies the same system of differential equations (12) as \( B_n(y) \).)

To prove (17), we first solve (12) for \( B'_{n-1}(y) \):
\[
B'_{n-1}(y) = \frac{n}{y} B_n(y) - \frac{n-1}{y} B_{n-1}(y) - B'_n(y) .
\]
We take this equation and the first two derivatives thereof as replacement rules for any occurrence of \( B'_{n-1}(y) \), \( B''_{n-1}(y) \), and \( B'''_{n-1}(y) \) in the left hand side of (17). The resulting term reduces to zero. This procedure can be easily done with the aid of a computer algebra system, and we leave these elementary algebraic transformations to the reader.

Therefore, by (13)–(16) we have \( \Delta_1(y) \equiv 0 \), and further \( \Delta_n(1) = 0 \) for all \( n \in \mathbb{N} \). From the induction hypothesis \( \Delta_{n-1}(y) \equiv 0 \), we get the initial value problem
\[
y \Delta_n(y) - n \Delta_n(y) = 0 , \quad \text{and} \quad \Delta_n(1) = 0 ,
\]
and by integration the unique solution \( \Delta_n(y) \equiv 0 \) is deduced. 

\( \square \)
Obviously there is a corresponding ordinary differential equation for \( A_n(t) \), namely

\[
\left(1 - e^t\right) \dot{A}_n(t) + \left(e^t - n^2\right) A_n(t) = 0 ,
\]

which is simpler than (15) in the sense that it does not contain the first derivative explicitly, but which does not have polynomial coefficients since \( e^t \)-terms occur.

As a consequence of the preceding lemmas, we find the following closed form representation of \( a_j^{(n)} \):

**Theorem 1 (Coefficient representation of Łöwner chain of Koebe function)** For the numbers \( a_j^{(n)} \) defined by (11), we have the closed form representation

\[
a_j^{(n)} = 2(-1)^{j+1} \binom{n + j - 1}{n - j} \frac{(2j - 1)!}{(j-1)!(j+1)!} (2j - 1) \quad (1 \leq j \leq n, n \geq 1). \tag{18}
\]

Therefore, by (11), we have further

\[
A_n(t) = \sum_{j=1}^{n} 2(-1)^{j+1} \binom{n + j - 1}{n - j} \frac{(2j - 1)!}{(j-1)!(j+1)!} e^{-jt} \quad (n \geq 1), \tag{19}
\]

and finally by (7)

\[
w(z, t) = \sum_{n=1}^{\infty} \sum_{j=1}^{n} 2(-1)^{j+1} \binom{n + j - 1}{n - j} \frac{(2j - 1)!}{(j-1)!(j+1)!} e^{-jt} z^n. \tag{20}
\]

**Proof:** By (14), it remains to prove that

\[
a_j^{(j)} = 2(-1)^{j+1} \frac{(2j - 1)!}{(j-1)!(j+1)!}. \tag{21}
\]

Substituting (11) into the ordinary differential equation (15), and equating coefficients gives

\[
(n + 1 - j)(n - 1 + j)a_j^{(n)} + (j - 1)(j + 1)a_j^{(n)} = 0,
\]

so that in particular for \( n = j \)

\[
a_j^{(j)} = -2 \frac{2j - 1}{(j-1)!(j+1)!} \quad (1 \leq j \leq n - 1, n \geq 2),
\]

by an application of (13), and therefore (21) follows from \( a_2^{(2)} = -2 \). It is easily checked that (18) remains true for \( n = 1 \).

\[\square\]
3 Connection with the Gegenbauer Polynomials

In this section, we again deduce the closed form representation for \( A_n(t) \), this time utilizing an explicit representation of \( w(z,t) \) in terms of Gegenbauer polynomials. Observe that this section is not necessary for our development, but it shows some interesting connections for the reader who is familiar with orthogonal polynomials and generating functions.

Solving \( w = K(z) = \frac{z}{(1-z)^2} \) for \( z \) leads to the representation

\[
K^{-1}(w) = \frac{1 + 2w - \sqrt{1 + 4w}}{2w}
\]

for the inverse of the Koebe function. Therefore, substituting \( e^{-t}K(z) \), we obtain the representation

\[
w(z,t) = \frac{-1 + (1 + x)z - z^2 + (1 - z) \sqrt{1 + z^2 - 2xz}}{z(x - 1)},
\]

(22)

where we simplified the result changing variables according to \( e^{-t} = \frac{1 - x}{2} \).

Since \( \sqrt{1 + z^2 - 2xz} \) is the generating function of the Gegenbauer polynomials \( C_n^{-1/2}(x) \) (see e.g. [1], (22.9.3)), (22) implies for \( n \geq 2 \)

\[
A_n(t) = \frac{1}{x - 1} \left( C_{n+1}^{-1/2}(x) - C_n^{-1/2}(x) \right).
\]

(23)

On the other hand, it is well-known that \( C_n^{-1/2}(x) \) has the (hypergeometric) representation

\[
C_n^{-1/2}(x) = 2 \sum_{j=0}^{n-1} \frac{(1 - n)_j (n)_j}{j! (2)_j} \left( \frac{1 - x}{2} \right)^j
\]

(24)

when expanded at \( x = 1 \), which can be obtained from [1], (22.5.46), as limiting case. Here, \( (a)_j := a(a + 1) \cdots (a + j - 1) \) as usual denotes the Pochhammer symbol (or shifted factorial). Therefore, we obtain for the difference (23)

\[
A_n(t) = \frac{1}{x - 1} \left( C_{n+1}^{-1/2}(x) - C_n^{-1/2}(x) \right)
\]

\[
= - \sum_{j=0}^{n} \frac{(-n)_j (n+1)_j}{j! (2)_j} \left( \frac{1 - x}{2} \right)^j + \sum_{j=0}^{n-1} \frac{(1 - n)_j (n)_j}{j! (2)_j} \left( \frac{1 - x}{2} \right)^j
\]

\[
= \sum_{j=1}^{n} \frac{(1 - n)_{j-1} (n+1)_{j-1}}{2 (j-1)! (2)_j} \left( \frac{1 - x}{2} \right)^j = n \sum_{j=0}^{n-1} \frac{(1 - n)_j (1 + n)_j}{j! (3)_j} \left( \frac{1 - x}{2} \right)^j
\]

\[
= n e^{-t} \sum_{j=0}^{n-1} \frac{(1 - n)_j (1 + n)_j}{j! (3)_j} e^{-jt} = \sum_{j=1}^{n} 2 (-1)^{j+1} \frac{(n + j - 1) (2j - 1)!}{n - j (j - 1)! (j + 1)!} e^{-jt}.
\]

We note in passing that the method presented in [3]–[4] finds the ordinary differential equation for \( B_n(y) \) of Lemma 3 and furthermore a pure recurrence equation with respect to \( n \), automatically. Actually, this differential equation generated by our Mathematica implementation [5] was an essential tool to discover the short proof of Theorem 1. Moreover, the same implementation discovers the power series representation (24) automatically.
4 The de Branges and Weinstein functions

In [4] de Branges showed that the Milin conjecture is valid if for all \( n \geq 2 \) the de Branges functions \( \tau^k_n : \mathbb{R}^+ \to \mathbb{R} \) \((k = 1, \ldots, n + 1)\) defined by the system of differential equations

\[
\tau^k_{n+1}(t) - \tau^n_k(t) = \frac{\dot{\tau}^k_n(t)}{k} + \frac{\dot{\tau}^n_{k+1}(t)}{k+1} \quad (k = 1, \ldots, n) \tag{25}
\]

\[
\tau^n_{n+1} = 0 \tag{26}
\]

with the initial values

\[
\tau^n_k(0) = n + 1 - k \tag{27}
\]

have the properties

\[
\lim_{t \to \infty} \tau^n_k(t) = 0, \tag{28}
\]

and

\[
\dot{\tau}^n_k(t) \leq 0 \quad (t \in \mathbb{R}^+) \tag{29}
\]

The relation (28) is easily checked using standard methods for ordinary differential equations, whereas (29) is a deep result.

L. de Branges gave an explicit representation of the function system \( \tau^n_k(t) \) ([4], [7], [16]) (that we don’t use, though, see § [3], however), with which the proof of the de Branges theorem was completed as soon as de Branges realized that (29) was a theorem previously proved by Askey and Gasper [2].

Note that the derivatives \( \dot{\tau}^n_k(t) \) are characterized by the same system of differential equations (25), the equation

\[
\dot{\tau}^n_n(t) = -n e^{-nt} \tag{30}
\]

and the initial values

\[
\dot{\tau}^n_k(0) = \begin{cases} -k & \text{if } n - k \text{ even} \\ 0 & \text{if } n - k \text{ odd} \end{cases} \tag{31}
\]

as replacements for (29) and (27) (see e. g. [4], p. 685).

On the other hand, Weinstein [18] uses the Löwner chain (3), and shows the validity of Milin’s conjecture if for all \( n \geq 2 \) the Weinstein functions \( \Lambda^n_k : \mathbb{R}^+ \to \mathbb{R} \) \((k = 1, \ldots, n + 1)\) defined by

\[
\frac{e^t w(z, t)^{k+1}}{1 - w^2(z, t)} =: \sum_{n=k}^{\infty} \Lambda^n_k(t) z^{n+1} = W_k(z, t) \tag{32}
\]

satisfy the relations

\[
\Lambda^n_k(t) \geq 0 \quad (t \in \mathbb{R}^+, \ k, n \in \mathbb{N}) \tag{33}
\]

Weinstein did not identify the functions \( \Lambda^n_k(t) \), but was able to prove (33) without an explicit representation.

Independently, both Todorov [17] and Wilf [19] proved—using the explicit representation of the de Branges functions—the following
Theorem 2 (Connection between de Branges and Weinstein functions) For all \( n \in \mathbb{N}, k = 1, \ldots, n \), one has the identity
\[
\tau_k^n(t) = -k\Lambda_k^n(t) ,
\]
i.e. the de Branges and the Weinstein functions essentially are the same, and the main inequalities (29) and (33) are identical. \( \square \)

In this section, we give a very elementary proof of this result, which in view of (32) can be looked at as a property of the Koebe function.

Firstly, we realize that (again, we omit the arguments of \( w(z, t) \))
\[
W_{k+1}(z, t) = e^{t}w^{k+2} = wW_{k}(z, t) ,
\]
and that further
\[
W_k(z, t) = e^{t}w^{k+1} = e^{t}w^{1+w}w^k = K(z)\frac{1-w}{1+w}w^k ,
\]
so that with (3) in particular
\[
W_1(z, t) = K(z)\frac{1-w}{1+w}w = -K(z)w .
\]
Moreover, we get the relation
\[
W_k(z, t) + W_{k+1}(z, t) = (1+w)W_k(z, t) = K(z)(1-w)w^k = K(z)w^k - K(z)w^{k+1} .
\]
Taking derivative with respect to \( t \), this identity implies
\[
\dot{W}_k(z, t) + \dot{W}_{k+1}(z, t) = -kW_k(z, t) = K(z)\frac{1-w}{1+w}w^{k+1}K(z)\frac{1-w}{1+w}w^{k+1} ,
\]
where again, we utilized the Löwner differential equation (5) for \( w(z, t) \).

Equating coefficients it follows that the same system of differential equations is valid for \( \Lambda_k^n(t) \), and therefore for \( y_k^n(t) := -k\Lambda_k^n(t) \) we get the differential equations system
\[
y_{k+1}(t) - y_k(t) = \frac{\dot{y}_k^n(t)}{k} + \frac{\dot{y}_{k+1}(t)}{k+1}
\]
of de Branges (23). From
\[
\Lambda_k^n(t) = \lim_{z \to 0} \frac{W_n(z, t)}{z^n} = \lim_{z \to 0} \frac{e^{t}}{1-w^2(z, t)} \left( \frac{w(z, t)}{z} \right)^{n+1} = e^{t} \left( e^{-t} \right)^{n+1} .
\]
which follows from (32), we realize that
\[ y_n(t) = -n e^{-nt} \]
so that (30) is satisfied.
To show (34), it therefore remains to prove (31) which can be read off from
\[ W_k(z, 0) = \sum_{n=k}^{\infty} \Lambda_n^k(0) z^{n+1} = \frac{z^k}{1-z^2} = \sum_{j=0}^{\infty} z^{2j+k} . \]
This finishes the proof of Theorem 2.

5 Closed Form Representation of Weinstein functions

In this section, we show how—in a similar manner as we derived the closed form representation of the coefficients of Koebe’s Löwner chain \( w(z, t) \) in § 2—the closed form representation of \( \tau_n^k(t) = -k\Lambda_n^k(t) \) that was given by de Branges, can be deduced in an elementary way, only utilizing the properties of \( w(z, t) \) that we developed in § 2. In particular, the known proofs of the Bieberbach and Milin conjectures may be regarded as a consequence of the Löwner differential equation, plus properties of the Koebe function.
Since \( W_k(z, t) \) is given by (36) in terms of \( w(z, t) \), and \( W_k(z, t) \) satisfies the recurrence (35), from the representation (20) of \( w(z, t) \) we deduce by induction that the coefficients \( \Lambda_n^k(t) \) of \( W_k(z, t) \) have a representation
\[ \Lambda_n^k(t) = \sum_{j=k}^{n} a_{j}^{(n,k)} e^{-jt} \quad (n \geq k) . \] (38)
Substituting \( \Lambda_n^k(t) \) according to (32) in (37), and equating coefficients, we obtain for \( n \geq k + 1 \geq 2 \)
\[ \dot{\Lambda}_n^k(t) + \dot{\Lambda}_{n+1}^k(t) = (k+1)\Lambda_{n+1}^k(t) - k\Lambda_n^k(t) . \] (39)
If we substitute now (38) in (39), and equate coefficients, again, then we get the simple recurrence equation \( n \geq j \geq k \geq 2 \)
\[ a_j^{(n,k)} = -\frac{j-k+1}{j+k} a_j^{(n,k-1)} \]
for the coefficients \( a_j^{(n,k)} \) which (by telescoping) generates
\[ a_j^{(n,k)} = (-1)^{k-1} \frac{(j-1)! (j+1)!}{(j-k)! (j+k)!} a_j^{(n,1)} \quad (n \geq j \geq k \geq 2) . \] (40)
Therefore, to get a closed form representation of \( a_j^{(n,k)} \), we need only one for \( a_j^{(n,1)} \), and we are done. To obtain this result, we observe that
\[ \Lambda_1^0(t) = -\sum_{l=1}^{n} (n+1-l) \dot{A}_l(t) \]
where we changed the order of summation. Equating coefficients, we therefore see that

\[
\sum_{j=1}^{n} a_j^{(n,1)} e^{-jt} = \Lambda^n(t) = -\sum_{l=1}^{n} (n + 1 - l) \hat{A}_l(t)
\]

\[
= \sum_{l=1}^{n} (n + 1 - l) \sum_{j=1}^{n} 2j(-1)^{j+1} \left( \frac{l+j-1}{l-j} \right) \left( \frac{2j-1)!}{(j-1)! (j+1)!} \right) e^{-jt}
\]

\[
= \sum_{j=1}^{n} 2j(-1)^{j+1} \left( \frac{2j-1)!}{(j-1)! (j+1)!} \right) \left( \sum_{l=1}^{n} (n + 1 - l) \left( \frac{l+j-1}{l-j} \right) \right) e^{-jt}
\]

where we changed the order of summation. Equating coefficients, we therefore see that

\[
a_j^{(n,1)} = 2j(-1)^{j+1} \left( \frac{2j-1)!}{(j-1)! (j+1)!} \right) \left( \sum_{l=1}^{n} (n + 1 - l) \left( \frac{l+j-1}{l-j} \right) \right) e^{-jt}
\]

Since for \( b_l := (n + 1 - l) \left( \frac{l+j-1}{l-j} \right) \), one has

\[
b_l = s_l - s_{l-1} \quad \text{with} \quad s_l := \frac{(j+l)(n+1+j+2jn-2jl)}{2j(2j+1)} \left( \frac{l+j-1}{l-j} \right),
\]

(i.e., \( s_l \) is an antidifference of \( b_l \) which is found by Gosper’s algorithm, see [9], [12]) which can easily be checked, and since \( s_{j-1} = 0 \) it turns out that

\[
\sum_{l=j}^{n} b_l = \sum_{l=j}^{n} (n + 1 - l) \left( \frac{l+j-1}{l-j} \right)
\]

\[
= \sum_{l=j}^{n} (s_l - s_{l-1}) = s_n - s_{j-1} = \frac{(j+n)(n+1+j)}{2j(2j+1)} \left( \frac{n+j-1}{n-j} \right).
\]

Therefore, using (41), we finally have

\[
a_j^{(n,k)} = (-1)^{k-1} \left( \frac{j-1)! (j+1)!}{(j-k)! (j+k)!} \right) a_j^{(n,1)}
\]

\[
= (-1)^{k-1} \left( \frac{j-1)! (j+1)!}{(j-k)! (j+k)!} \right) 2j(-1)^{j+1} \left( \frac{2j-1)!}{(j-1)! (j+1)!} \right) \left( \sum_{l=1}^{n} (n + 1 - l) \left( \frac{l+j-1}{l-j} \right) \right)
\]

\[
= (-1)^{k+j} \left( \frac{2j-1)!}{(j-k)! (j+k)!} \right) \left( \frac{j+n)(n+1+j)}{2j+1} \left( \frac{n+j-1}{n-j} \right) \right)
\]

\[
= (-1)^{k+j} \left( \frac{2j}{j-k} \right) \left( \frac{n+j+1}{n-j} \right),
\]

and hence

\[
\Lambda^n_k(t) = \sum_{j=k}^{n} a_j^{(n,k)} e^{-jt} = \sum_{j=k}^{n} (-1)^{k+j} \left( \frac{2j}{j-k} \right) \left( \frac{n+j+1}{n-j} \right) e^{-jt}.
\]
This, by (34), gives de Branges’ closed representation for $\dot{\tau}_n^k(t)$.

Note that in our presentation no knowledge about hypergeometric functions is needed. On the other hand, from representation (41) one can read off

$$a_{j+1}^{(n,k)} = \frac{(j+1/2)(j+n+2)(j-n)}{(j+3/2)(j+k+1)(j-k+1)},$$

and since $k$ is an integer, we may substitute $j \mapsto j+k$ (i.e. shift the summation variable) which leads to

$$a_{j+k+1}^{(n,k)} = \frac{(j+k+1/2)(j+n+k+2)(j-n+k)}{(j+k+3/2)(j+2k+1)(j+1)},$$

and to the initial value

$$e^{-kt} a_{k}^{(n,k)} = e^{-kt} \binom{n+k+1}{n-k},$$

so that (12) reads

$$\Lambda_n^k(t) = e^{-kt} \binom{n+k+1}{n-k} {}_3F_2\left(\begin{array}{c} k+1/2, n+k+2, -n+k \\ k+3/2, 2k+1 \end{array} \left| e^{-t} \right. \right).$$

Note, that similarly from (19) one gets the hypergeometric representations

$$A_n(t) = n e^{-t} {}_2F_1\left(\begin{array}{c} 1-n, n+1 \\ 3 \end{array} \left| e^{-t} \right. \right),$$

and for the Gegenbauer polynomials $C_n^{(-1/2)}(x)$ by (24)

$$C_n^{(-1/2)}(x) = (1-x) {}_2F_1\left(\begin{array}{c} 1-n, n \\ 2 \end{array} \left| \frac{1-x}{2} \right. \right).$$

### 6 Generating Function of the de Branges Functions

In this final section, we give a very simple representation of the generating function $B_k(z, t)$ of the de Branges functions

$$B_k(z, t) = \sum_{n=k}^{\infty} \tau_n^k(t) z^{n+1}$$

from which one can directly deduce de Branges’ main inequality $\tau_n^k(t) \geq 0$ (see [4], [3]) without utilizing the inequality for the derivatives $\dot{\tau}_n^k(t) \leq 0$.

Whereas de Branges considered the Milin conjecture for fixed $n \in \mathbb{N}$, and therefore introduced $\tau_n^k(t) (k = 1, \ldots, n+1)$, we take a fixed $k \in \mathbb{N}$ and the generating function of $\tau_n^k(t)$ with respect to $n$, hence all $n \geq k$ are considered at the same time.
Theorem 3  The generating function of the de Branges functions has the representation
\[ B_k(z, t) = \sum_{n=k}^{\infty} \tau_n^k(t) \, z^{n+1} = K(z) \, w(z, t)^k = K(z) \left( \frac{4e^{-t}z}{(1-z + \sqrt{1-2xz+z^2})^2} \right)^k, \] (43)

\( (x = 1-2e^{-t}) \). Moreover one has the hypergeometric representation
\[ B_k(z, t) = K(z) \, w(z, t)^{k+1} \, e^{-kt} \, {2F1\left( k, k+1/2 \mid 2k+1 \right.} \, -4K(z)e^{-t}) \]
\[ = \sum_{j=k}^{\infty} (-1)^{j+k} \frac{2k}{j+k} \left( \frac{2j-1}{j-k} \right) K(z)^{j+1} e^{-jt}, \] (44)

being a Taylor series representation with respect to \( y = e^{-t} = \frac{1-x}{x} \).

Proof: Define \( B_k(z, t) \) by
\[ B_k(z, t) := K(z) \, w(z, t)^k; \] (45)
then
\[ \dot{B}_k(z, t) = K(z) \, w(z, t)^{k-1} \dot{w}(z, t). \]

Using (3), we get therefore
\[ \frac{\dot{B}_{k+1}(z, t)}{k+1} + \frac{\dot{B}_k(z, t)}{k} = K(z) \, w(z, t)^{k-1} \dot{w}(z, t) \, (1 + w(z, t)) \]
\[ = -K(z) \, w(z, t)^k (1 - w(z, t)) = K(z) \, w(z, t)^{k+1} - K(z) \, w(z, t)^k \]
\[ = B_{k+1}(z, t) - B_k(z, t). \] (46)

By the definition (13) of \( B_k(z, t) \) its Taylor series for \( z = 0 \) starts with a \( z^{k+1} \) term, hence we may write
\[ B_k(z, t) = \sum_{n=k}^{\infty} \tau_n^k(t) \, z^{n+1} \] (47)
and we can assume \( \tau_{n+1}^k(t) \equiv 0 \), hence (26). Substituting (47) in (16) yields furthermore (25) by equating coefficients of \( z^{n+1} \). The \((n+1)^{st}\) Taylor coefficient of
\[ B_k(z, 0) = K(z) \, w(z, 0)^k = \frac{z^{k+1}}{(1-z)^2} \]
equals \( n + 1 - k \), hence the initial values (27) are satisfied, and therefore \( \tau_n^k(t) \) form the de Branges functions.

Starting with (22), a calculation shows that \( w(z, t) \) has the explicit representation
\[ w(z, t) = \frac{4e^{-t}z}{(1-z + \sqrt{1-2xz+z^2})^2}, \]
hence the right hand representation of (43) follows.

In a similar manner as we derived the closed form representation of the coefficients of Koebe’s Löwner chain \( w(z, t) \) in §2 (or by the method presented in [9]–[11]), one deduces (44). \( \square \)

To deduce the inequalities \( \tau_k^n (t) \geq 0 \) as announced, we remark that the Jacobi polynomials \( P_n^{(\alpha, \beta)} (x) \) have the generating function

\[
\sum_{n=0}^{\infty} P_n^{(\alpha, \beta)} (x) z^n = \frac{2^{\alpha+\beta}}{\sqrt{1-2xz+z^2}} \left( \frac{1}{1-z + \sqrt{1-2xz+z^2}} \right)^{\alpha} \left( \frac{1}{1+z + \sqrt{1-2xz+z^2}} \right)^{\beta}
\]

(see e.g. [1], (22.9.1)), hence

\[
B_k(z,t) = K(z) \left( \frac{4e^{-t}z}{(1-z + \sqrt{1-2xz+z^2})^2} \right)^k = z^{k+1} e^{-kt} \cdot \frac{1}{1-z} \frac{2^k}{\sqrt{1-2xz+z^2}} \left( \frac{1}{1-z + \sqrt{1-2xz+z^2}} \right)^{2k} \cdot \frac{\sqrt{1-2xz+z^2}}{1-z}
\]

\[
= z^{k+1} e^{-kt} \cdot \sum_{n=0}^{\infty} \sum_{j=0}^{n} P_j^{(2k,0)} (x) z^n \cdot \sum_{n=0}^{\infty} \sum_{j=0}^{n} C_j^{(-1/2)} (x) z^n ,
\]

and the result follows from the positivity of the Jacobi polynomial sums

\[
\sum_{j=0}^{n} P_j^{(2k,0)} (x) \geq 0 \quad (48)
\]

(see [2], Theorem 3) and the positivity of the Taylor coefficients (with respect to \( z \)) of the function

\[
\frac{\sqrt{1-2xz+z^2}}{1-z}
\]

(see [2], Theorem D). Hence, again, as in de Branges’ original proof, the Askey-Gasper result (48) does the main job.
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