Self-Learning Algorithm to Predict Indoor Temperature and Cooling Demand from Smart WiFi Thermostat in a Residential Building
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Abstract: Smart WiFi thermostats have moved well beyond the function they were originally designed for; namely, controlling heating and cooling comfort in buildings. They are now also learning from occupant behaviors and permit occupants to control their comfort remotely. This research seeks to go beyond this state of the art by utilizing smart WiFi thermostat data in residences to develop dynamic predictive models for room temperature and cooling/heating demand. These models can then be used to estimate the energy savings from new thermostat temperature schedules and estimate peak load reduction achievable from maintaining a residence in a minimum thermal comfort condition. Back Propagation Neural Network (BPNN), Long-Short Term Memory (LSTM), and Encoder-Decoder LSTM dynamic models are explored. Results demonstrate that LSTM outperforms BPNN and Encoder-Decoder LSTM approach, yielding an MAE error of 0.5 °C, equal to the resolution error of the measured temperature. Additionally, the models developed are shown to be highly accurate in predicting savings from aggressive thermostat set point schedules, yielding deep reduction of up to 14.3% for heating and cooling, as well as significant energy reduction from curtailed thermal comfort in response to a high demand event.
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1. Introduction

According to a recent U.S. Energy Information Administration (EIA) report, about 10% of national energy was consumed in the residential sector in 2018 [1]. Concerted efforts to increase energy efficiency in residential buildings have led to substantial reductions in energy use [2]. Yet, while new buildings offer deep savings opportunities from state-of-the-art energy efficient technologies, existing buildings often require comprehensive, extremely costly deep retrofits to achieve comparable savings.

Thermal comfort in buildings has been managed for many years by thermostats. At a most basic level, a thermostat allows a resident to set a desired indoor temperature, a means to sense actual temperature within the thermostat housing, and a means to signal the heating and/or cooling devices to turn on or off in order to affect control of the heating, ventilating, and air conditioning (HVAC) system in order to equilibrate the room temperature to the set point temperature. Thermostats use solid-state sensors such as thermistors or thermal diodes to measure temperature; they also often include humidity sensors for measuring humidity and microprocessor-based circuitry to control the HVAC system and operate based upon user-defined set point schedules. Smart WiFi thermostats...
communicate set point schedules, measured temperature and humidity, and heating/cooling status to the cloud, where additional processing is possible, while also communicating with the cloud and enabling archival of the thermostat data for each residence.

Since the energy consumption characteristics of residential buildings depend most significantly on the energy characteristics of the residence and behavioral factors, along with the dynamic weather conditions, the residential thermal comfort is always dynamic in nature. This research is premised on a certainty that a predictive data-based model of the indoor temperature measured by the thermostat can play a critical role in executing an effective behavioral energy savings management strategy.

2. Background

Data-driven techniques are frequently used for commercial and residential buildings to elucidate opportunities for energy savings and/or improve occupant comfort. Much of the prior research has focused on testing different data driven approaches to time dependent phenomenon [3,4]. Thomas et al. [3] evaluated the performance of indoor temperature predictive models for two buildings based on linear regression and artificial neural network. The results show the neural network model can achieve better results than linear regression model for indoor temperature prediction. Fan et al. [4] investigated one of the most promising data-drive techniques in predicting 24-h ahead building cooling load. Their results show that deep neural network can enhance the performance of building cooling load prediction compared with other machine learning techniques such as multiple linear regression, random forest, gradient boosting trees, support vector regression, etc. Moreover, Xu et al. [5] recently pointed out that a Long-Short Term Memory (LSTM) model can improve indoor temperature prediction accuracy, and one-time step ahead time-series prediction is more accurate than multi-time step ahead prediction.

One of the most important machine-learning enabled data applications for buildings is the forecasting of heating and cooling demand. A key aspect of this is the prediction of indoor temperature, either in single zones or multiple zones. Such predictions are highly dependent on the features selected as predictors, and upon the measurement frequency of the time-varying predictors. Ruano et al. [6] employed building geometry features, construction materials, and other conditions to predict a building internal temperature using neural networks models. Attoue et al. [7] utilized five-minute interval data from a smart monitoring system that included indoor and outdoor temperature and humidity and solar radiation to predict indoor temperature using an artificial neural network approach. Yu et al. [8] used 5 min interval smart thermostat data and weather forecast data to predict indoor temperature using generalized regression neural network and artificial neural network modeling approaches. Their results showed that adding previous indoor temperature values as predictors can significantly improve the target estimation. All of these efforts, because of the high frequency of collection, required substantial computational time and data storage capacity. Recently Lou et al. [9] developed models from smart WiFi ‘delta’ thermostat data, where data are only collected when there is a change in any of the collected thermostat data fields in order to reduce data storage and computational requirements. Changes in any of these measured features (heating status, cooling status, and fan status, fan control status (on/auto), cool/heat status (cool, heat, off), heating and cooling temperature set-points, thermostat temperature, and humidity ratio) all precipitate collection of all data features for one interval. Lou et al. used these data to develop thermostat-based models using nonlinear autoregressive network with exogenous inputs (NARX) neural network to improve the calculation of the mean radiant temperature (MRT) [9].

This research, like that of Lu et al., also utilizes ‘delta’ smart WiFi thermostat data from individual residences to develop dynamic models to predict one-time step ahead indoor temperature and cooling/heating demand but considers other deep learning algorithms proven more effective for modeling time dependent data. Also, this research uniquely employs the developed models to estimate potential energy savings from more energy effective thermostat setpoint schedules; and to improve the ability to respond to utility peak demand events.
3. Methodology

3.1. Data Collection

Smart WiFi thermostat data were continuously collected from the homes located in the Midwest of the US. The housing set analyzed includes a diversity of houses, with construction years ranging from the early 1900s to present. Included in this set of residences are some new homes built to U.S. Energy Star specifications and older homes that have received variable attention relative to insulation and energy equipment upgrades. Thus, the energy characteristics associated with the homes have significant variation [10].

In this research, the measured data in one residence were collected from 1 June–16 July 2018. This dataset contains 31,670 observations. During this time period, the outdoor temperature ranged from relatively low values where cooling was not required to maximal summer season values. Additionally, historical and real-time weather data aligned with the thermostat data were accessed via the postgres server in Amazon Web Services (AWS). These data include outdoor temperature and outdoor humidity and other weather factors, if needed.

3.2. Data Pre-Processing

The acquired features require preprocessing before model construction and validation [11]. The first pre-processing step aims to establish a uniform period between ‘delta’ thermostat observations, as the models to be developed generally require uniformly sampled data. Two-minute uniformly spaced data observations are created from the two collected data points enveloping the uniform interval using linear interpolation method. ‘Delta’ thermostat data reduce thermostat data storage capacity on average by 95% relative to storage requirements in comparison to two-minute fixed interval thermostat data. Second, the smart WiFi thermostat data were synchronized according to the date/time stamp with outdoor weather data. A nearest neighbor interpolation [12] is used to do this.

Sample smart WiFi thermostat data merged with outdoor weather data are shown in Table 1 below. The cooling status and fan status features are indicated as 0 when the cooling system is off, and 100 if the cooling/heating system is on. Note: If the cooling/heating system is staged and/or the fan unit is variable speed, numbers between 0 and 100 are possible. Third, a correlation matrix (Pearson’s correlation coefficient) and variable importance estimations are utilized to remove redundant features [13] and estimate the importance of features [14]. Last, a Min-Max normalization method was used to scale all data from 0 to 1.

| Date       | Time | Cooling Set Point (°F) | Cooling Status | Indoor Temp.(°F) | Indoor Humidity (%) | Fan Status | Outdoor Temp.(°F) |
|------------|------|------------------------|----------------|------------------|---------------------|------------|-------------------|
| 1 June 2018| 14:43| 75                     | 100            | 75.5             | 58                  | 100        | 73                |
| ...        |      | ...                    | ...            | ...              | ...                 | ...        | ...               |
| 2 June 2018| 17:00| 80                     | 0              | 77               | 57                  | 0          | 79.3              |
| ...        |      | ...                    | ...            | ...              | ...                 | ...        | ...               |
| 3 June 2018| 15:00| 80                     | 0              | 77               | 57                  | 0          | 74.5              |
| ...        |      | ...                    | ...            | ...              | ...                 | ...        | ...               |

3.3. Evaluating Model Effectiveness and Validation

The entire dataset is divided into training, validation, and testing sets with proportions for these respectively equal to 70%, 15%, and 15%. Training and validation sets are used to respectively train the model and tune model hyperparameters. The testing set as a new dataset is used to evaluate the
trained model. The model performance is evaluated using mean absolute error (MAE) and mean absolute percentage error (MAPE). MAE and MAPE can be respectively expressed as below:

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|
\]

\[
MAPE = \frac{1}{n} \sum_{i=1}^{n} \frac{|y_i - \hat{y}_i|}{y_i} \times 100
\]

Above \(\hat{y}_i\) is predicted value and \(y_i\) is measured or actual value.

3.4. Models Considered

In the background section, neural networks were described as being the best for forecasting time series. In this research, three deep learning neural network algorithms are considered for developing dynamic models to predict one timestep ahead indoor temperature and cooling status; namely Back Propagation Neural Network, Long Short-Term Memory, and Encoder-Decoder LSTM (Long Short-Term Memory). Note that the same approach could be used to predict the heating demand status. All the data analysis and modeling are implemented in R software using the “Keras” package [15]. Figure 1 illustrates the general research outline. The following subsections present an overview of these model approaches, as well as a description of the “What-if’” approach employed to apply the developed models to new set point control scenarios.

![Figure 1. Research outline.](image)

3.4.1. Back Propagation Neural Network (BPNN)

Back Propagation Neural Network is one of the most common and effective algorithms used to train artificial neural networks. This method calculates the gradient of the loss function for all weights in the network. Then, the gradient is fed back to the optimization method (such as gradient descent method) to update the weights to minimize the loss function.

In this research, BPNN is used to develop indoor temperature and cooling status models, using different hyperparameters, e.g., different numbers of layers, numbers of neurons in each layer, dropout
ratio, learning rate, and activation function. Here, feedback features are considered as inputs, retaining prior predictions of the target variables as new inputs.

Figure 2 shows the BPNN prediction process for one-time step ahead predictions. In the figure, \( n \) is the number of feedback target variables. A value of \( n = 30 \) for 2 min uniformly spaced data is associated with a total feedback interval for each observation of 1 h. In this figure, “\( F \)” refers to input features or predictors and “\( T \)” represents the target variable. Thus, for example, “\( F_{n,1} \)” represents the \( n \)th row and first column. In this process, the input features are combined with the smart WiFi thermostat data and feedback target variables. These inputs, as vectors, are fed to a deep learning neural network model to predict the next step. Then, this predicted value is combined with new smart WiFi thermostat data as feedback target variables to form a new input.

Figure 2. Deep learning neural network prediction process for one-time step ahead prediction of the target variable(s).

3.4.2. Long Short-Term Memory

Long Short-Term Memory (LSTM) is one type of recurrent neural network (RNN), developed by Hochreiter and Schmidhuber in 1997 [16]. Standard RNNs have feedback loops in the recurrent layer that help them memorize the information over time. Retaining every prior predicted target value over a long period of time not only requires substantial computational time in developing a model, but many prior values may not be important for predicting the future value. In fact, these unimportant factors can diminish the quality of the model developed. This leads to what is referred to as a vanishing gradient descent problem. The sensitivity in updating neurons is too small to develop accurate forecasting models [17]. In contrast, LSTM includes memory cells that can store information for long periods of time, and which also ‘forget’ prior values that do not have significance in helping to predict the current target value.

LSTM has three unique gates including a forget gate, an input gate, and an output gate that are able to determine what new input will be stored in the cell state and which data will be deleted (forget gate) [15]. The equations for \( f_t \) (forget gate (3)), \( i_t \) (input gate (4)), \( o_t \) (output gate (5)) are listed below:

\[
f_t = \sigma(W_f x_t + U_f h_{t-1} + b_f) \tag{3}
\]

\[
i_t = \sigma(W_i x_t + U_i h_{t-1} + b_i) \tag{4}
\]

\[
o_t = \sigma(W_o x_t + U_o h_{t-1} + b_o) \tag{5}
\]

\[
c_t = f_t \odot c_{t-1} + i_t \odot \tanh(W_c x_t + U_c h_{t-1} + b_c) \tag{6}
\]

\[
h_t = o_t \odot \tanh(c_t) \tag{7}
\]
The cell state is updated in a two-part process. The first part (3) consists of the forget gate, and previous cell state: These determine how much the information in the cell state from the previous time step should be kept. The second part (4) is between the input gate and the current cell state. It controls how much of the current information should be allowed into cell state. After updating the current cell state, the current hidden output is computed from the output gate and updated cell state.

In this research, Long Short-Term Memory is utilized to develop inside residence temperature and cooling demand models to predict the next one-time step target value. The LSTM iterative process for one-time step ahead target prediction is shown in Figure 3. “n” represents the number of prior timesteps considered in the calculation of the next target value.

![Figure 3. Long Short-Term Memory (LSTM) iterative process for one-time step ahead target prediction.](image)

In the LSTM prediction process, a number of timestep input features are applied to the network model to predict the target at the next step. Compared with the BPNN prediction process, LSTM does not need to generate feedback target variables at each iteration, which accelerates the computational speed.

3.4.3. Encoder-Decoder Long Short-Term Memory Networks (E-D LSTM)

The encoder-decoder recurrent neural network models were widely used for sequence to sequence prediction problems. This algorithm was pioneered in 2014 [18] and has been adopted as the core technology in Google’s translation service [19]. The encoder-decoder recurrent neural network was developed for text translation [20], speech recognition [21], and natural language generation [22]. Until now, only one published paper mentions using encoder-decoder LSTM in weather forecasting problems [23].

The Encoder-Decoder RNN network learns to encode a variable-length sequence into a fixed-length vector representation and to decode a given fixed-length vector representation back into a variable-length sequence. In the E-D RNN encoder part, inputs are read at each timestep and added to the hidden state values from previous timesteps. At the end of the input sequence, it outputs a summary hidden state “c” according to Equation (8) that is meant to encode an entire input sequence.

\[ h_t = f(h_{t-1}, x_t) \]  

The E-D RNN decoder part is trained to generate the output sequence by predicting the next symbol \( Y_T \) given the hidden state. Both \( YT \) and \( ht \) are also conditioned on \( Y_{\{t-1\}} \) and on the
summary hidden state $c$ of the input sequence. Hence, the hidden state of the decoder at time $t$ is computed by Equation (9):

$$h_t = f(h_{t-1}, y_{t-1}, c)$$ (9)

Then, the conditional distribution of each predicted output is calculated as:

$$P(y_t | y_{t-1}, y_{t-2}, ..., y_1, c) = g(h_t, y_{t-1}, c)$$ (10)

Here, $f$ and $g$ are activation functions that produce valid probabilities.

E-D LSTM is also one type of E-D RNN and it is able to store information for long periods of time. In the E-D LSTM prediction process, feedback variables do not need to be added to the input features to predict the target at the next timestep. Instead, it has the ability to automatically feed the previous target value as an input to predict the next step in the LSTM decoder part.

Figure 4 shows the E-D LSTM prediction process. In this figure, $t$ is the number of timesteps and $\chi_t$ represents 1*4 vector “states” which combine the hidden state and cell state associated with an input sequence. Also, the input sequence is reversed to improve the model performance as indicated from Google team [19].

3.5. “What-If” Scenarios

What-if analysis is a data intensive simulation with the goal to inspect the behavior of a complex system under some given hypotheses called scenarios. In particular, what-if analysis measures how changes in a set of independent or control variables impact a set of dependent variables with reference to a given simulation model [24]. A what-if analysis first requires the establishment of a model. With a model developed, new independent or control variable values can be interrogated provided that their values fall within the range of values present in the training dataset.

The ultimate goal of what-if thermostat scheduling scenarios to be implemented here is to estimate savings from energy saving thermostat set point schedules or to estimate the effect of responding to high demand events while maintaining desired comfort within acceptable bounds.

The effect of different set point schedules ideally linked to zonal occupancy schedules and desired comfort can be evaluated. Table 2 shows three different cooling set point schedules for one day considered in the what-if analysis. Case 1 represents the baseline case where there is no set point variation. The other cases are associated with set point scheduling to achieve energy savings. The intent is to show the value of set point scheduling in reducing the energy consumption.

| Cooling Set Point Schedules for One Day (°F) |
|---------------------------------------------|
| Case | 12:00 a.m. to 7:00 a.m. | 7:00 a.m. to 5:00 p.m. | 5:00 p.m. to 12:00 a.m. |
|------|-------------------------|------------------------|------------------------|
| Case 1 | 72                      | 72                     | 72                     |
| Case 2 | 78                      | 72                     | 78                     |
| Case 3 | 80                      | 72                     | 80                     |
Smart WiFi thermostat data from 1 June–26 June 2018 for a singular residence was used to train the models. The residence studied was unoccupied during this period. Only maintenance staffs were accessing the residence during working hours (8 a.m. to 5 p.m.). Thus, there was an opportunity to experiment with different set point temperature schedules in order to develop a dataset capable of producing a trained model capable of interrogating different set point temperature schedules in what-if assessments. Here, the what-if cases aimed to simulate a typical working schedule.

Demand response is a means of transferring financial benefits to energy consumers capable of responding to peak energy demand periods by removing all or part of their energy consumption from the grid. A what-if analysis was conducted to simulate demand response to grid requests to reduce demand, while ideally maintaining the residence within a minimally tolerable comfort zone. This minimally tolerable comfort zone would be determined by the resident. Ideally, residents would agree to use of minimum comfort conditions during high demand periods, and, as a result, they would receive ‘rewards’ for doing so. Generally, this would mean that they would agree to higher temperature set points in the summer and cooler set points in the winter during peak demand events.

In this what-if test, the cooling status is set to off during a period of set point increase to simulate a demand response event as shown in Figure 5. It is assumed that the grey region in Figure 4 is the high peak demand of a day, during which time the thermostat is set to a resident minimum comfort condition (set to 78 °F) agreed to during a utility defined demand response event. This case was actually implemented to see the response of the house temperature to a demand response event. Note that residents might have agreed to different set point temperatures during demand events. Most important for the utility is that it would be able to estimate the duration that HVAC demand that could be curtailed while insuring a minimum comfort condition.

![Figure 5. Demand response simulation.](image)

4. Results and Discussion

The main results are separated into three sections. First, the evaluation metrics on testing data using the three different deep learning algorithms are presented. Second, the energy savings for three different cooling set point schedules for one day in the what-if analysis using the best modelling approach are presented. Third, the demand curtailment duration and associated energy savings are calculated during a high demand event when the thermostat set point is increased from a normal value to a minimum thermal comfort condition.

4.1. Model Results

As noted in the Methodology section, the first 70% of the data is used for training, 15% of the data is applied for tuning model hyperparameters and validation, and the remaining 15% of the data is
Table 3 shows the hyper-parameter settings and the validation results on testing data for each of the models for the different evaluation metrics employed (MAE, MAPE, and R2) for the best models developed for the three deep learning algorithms considered. Also, the Adam optimization algorithm [25] and EarlyStopping callback technique [26] was used in three models in order to prevent overfitting problem. The results, as evidenced by the evaluation metrics shown in Table 3 (MAE and MAPE), illustrate that LSTM has the best ability to forecast indoor temperature with a good accuracy. Clear from this table is that LSTM has the lowest MAE, which means the absolute mean error between the actual temperature and predicted temperature is within 0.5, equivalent to the resolution of the thermostat temperature sensor. It is surprising that LSTM with encoder decoder structure did not improve model prediction performance. The possible reason for that is in the encoder part, when the length of input sequence is long, the information carried by the content entering first will be diluted by the information entering later. This can cause memory loss problems.

Figure 6 shows a time series of the actual and predicted temperatures on the whole dataset for respectively BPNN, LSTM (Figure 6a), and E-D LSTM. As shown in Figure 6b, the BPNN prediction of the indoor temperature does not follow the actual value when the cooling set point temperature decreases and when the cooling set point temperature is low. Likewise, in Figure 6c, it is clear that the predicted indoor temperature using the E-D LSTM approach does not exhibit the same fluctuation as for the actual value for low cooling set point temperatures. In contrast, the predictions using LSTM yields a predicted indoor temperature, which closely tracks the actual value.

4.2. What-If Analysis for Energy Saving Set Point Temperature Schedules

The what-if scenarios described in Section 3.5 were conducted using the best LSTM model, as this approach yielded the best validation performance. The control parameter (cooling status) was not known and had to be computed at each time step. The computed cooling status value was used as next time step input along with other known features (outdoor temperature and cooling set point temperature) to predict the indoor temperature at the next time step. The cooling status in the what-if simulations was calculated using the predicted indoor temperature by the following equation:

\[
\text{Cooling status} = \begin{cases} 
100, & \text{if } T_{\text{indoor}} > T_{\text{setpoint}} + 0.5 (^\circ F) \\
0, & \text{if } T_{\text{indoor}} \leq T_{\text{setpoint}} 
\end{cases}
\]

where 0.5 (°F) is the resolution of the thermostat temperature sensor and factory control setting of the smart WiFi thermostat.

Figures 7–9 show the predicted indoor temperature and computed cooling status with the same exterior temperature for three cases of what if cooling set point temperature schedules. Figure 7 shows the predicted indoor temperature, computed cooling status, and exterior temperature for the constant cooling temperature set point schedule associated with Case 1. Figure 8 shows the same parameters for a higher cooling setpoint temperature during unoccupied periods. In this figure, it is clear that the cooling duty cycle has been reduced. Lastly, Figure 9 shows results from a more aggressive cooling setpoint temperature during unoccupied periods. Again, there is a significant reduction in the cooling duty cycle.
Figure 6. Actual temperature versus predicted temperature on whole dataset using (a) LSTM, (b) Back Propagation Neural Network (BPNN), and (c) E-D LSTM.

Figure 7. Case 1—What if analysis of constant cooling set point temperature (72 °F).
Figure 8. Case 2—What if analysis of small scale of cooling set point temperature (72 °F and 78 °F).

Figure 9. Case 1—What if analysis of large scale of cooling set point temperature (72 °F and 80 °F).

The savings from Cases 2 and 3 can be assessed from a comparison of the predicted cooling duty cycle to the base case defined by the constant thermostat set point (Case 1), where the effective cooling duty cycle is defined as:

\[
eff\text{ective duty cycle} = \frac{\sum (\text{Cooling time}) \times \left(\frac{\text{Cooling status}}{100}\right)}{\sum \text{Time}}
\]  

Table 4 summarizes the what if analysis results. Included in this table are the total time in a day when cooling status is on, effective duty cycle, and cooling energy savings for each of the cases relative to the baseline case with constant set point temperature. It is obvious that case 2 requires a lower effective cycle than the baseline case with a cooling energy reduction of 9.1%. There is more improvement in case 3, with a cooling energy reduction of 14.3% relative to the baseline case. Interestingly, one paper mentions an average of 29% cooling energy savings for a 5-degree Fahrenheit constant increase in cooling set point temperature [27]. Here, the average daily increase in set point temperature in Case 3 is 4.67 °F, less than the blanket result. Cycling of the set point temperature
almost certainly will not yield as large of savings. Moreover, the savings realized will certainly depend upon the specific dynamics of a residence.

**Table 4.** Results for the what if analysis cases considered.

| Case   | Total Time of a Day when Cooling Status is ON (min) | Effective Duty Cycle (%) | Cooling Energy Saving (%) |
|--------|---------------------------------------------------|--------------------------|---------------------------|
| Case 1 | 474                                               | 32.9                     | -                         |
| Case 2 | 342                                               | 23.8                     | 9.1                       |
| Case 3 | 268                                               | 18.6                     | 14.3                      |

4.3. What-If Analysis for Minimum Thermal Comfort Demand Response

Figure 10 shows a time series response for the what if analysis for demand response for one day. Included in this figure are the actual indoor and outdoor temperatures, predicted indoor temperature, actual cooling set point temperature, an adjusted cooling set point representing corresponding to minimum thermal comfort condition, and actual cooling status and predicted cooling status during the demand reduction event. In the case shown, the cooling set point is increased from 72–78 °F at 13:00, the beginning of a simulated demand reduction event. The higher temperature is the presumed minimum comfort condition, which would be pre-determined by a resident. It is clear that in this case, increasing the cooling set point by 5 °F during the high peak demand event permitted interruption of the cooling system for about an hour given the weather conditions. This demand reduction could be communicated to the utility by the thermostat manager and the resident would receive a financial benefit from the utility for permitting curtailment.

![Figure 10. What if analysis for demand response.](image)

5. Conclusions

In this research, smart Wifi thermostat data have been shown to be invaluable for developing dynamic models of the thermal comfort of a residence. An LSTM-NN approach was shown to be the best algorithm for predicting next time step forecasts for indoor temperature. The implications of this research are two-fold. First, the dynamic model created for any residence can be used to guide residents about the energy savings derivable from set point schedule changes. Second, the developed dynamic model can be used to estimate the duration of HVAC curtailment in any residence while maintaining minimum comfort bands during the high demand event. These residents could benefit
from a lower energy cost if they agree to curtail cooling or heating in response to a grid-requested demand reduction event. Further studies will focus on adding solar radiation information into a dynamic model to seek how solar radiation affects the energy consumption of a residence and upon implementing the developed strategies at-scale.
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