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1 Introduction and summary

The idea of localization in supersymmetric theories originated in refs. [1, 2], and was further developed in ref. [3]. In recent years, it has revived due to the work of Pestun [4] and Kapustin, Willett, Yaakov [5]. Inspired by these works, supersymmetric theories on curved spacetimes are being studied intensively [6–16].

In the procedure of localizing a supersymmetric gauge theory on a curved manifold, a crucial step is to solve the Killing spinor equation, but usually this is a very formidable task. Recently, a new method [17–21] has been proposed to deal with the supercharges on a 3D or 4D curved space. It has also been generalized to the 5D case [22]. The idea of this new method can be applied to more general superspaces, as discussed in ref. [23]. Using this method, one can find the generalized Killing spinor equations on a curved manifold in
a systematic way, and study how the partition functions of certain supersymmetric theories depend on the geometry of the manifold.

The basic idea is following. One starts with an off-shell minimal supergravity, which can be coupled to some other theories of interest, then sends the gravitino $\psi_\mu$ and its supersymmetry transformation $\delta \psi_\mu$ to zero. It will provide some Killing spinor equations with auxiliary fields. By studying the possible solutions to these Killing spinor equations for a specific curved space, one can construct a theory with rigid supersymmetry on that curved space [17]. Given a curved manifold, one can also study the number of supercharges that can be defined on it [19–21]. To define supercharges, usually one has to turn on some background auxiliary fields, which will modify the theory and consequently appear in the final result of the partition function.

With this method in hand, one can study supersymmetric theories on a curved manifold more efficiently, for instance, 3D Chern-Simons-Matter theory. Superconformal Chern-Simons theories in flat spacetime were first studied by J. Schwarz in ref. [24], where he discussed $\cal N = 1$ and $\cal N = 2$ superconformal Chern-Simons-Matter models in detail, while $\cal N = 8$ models were discussed later in ref. [25]. In ref. [5] Kapustin, Willett and Yaakov generalized the $\cal N = 2$ superconformal Chern-Simons-Matter theory from 3-dimensional flat Euclidean space to $S^3$, and calculated the partition function and the expectation value of the supersymmetric Wilson loop of the same theory on $S^3$. In refs. [6, 7], the idea of ref. [5] was generalized and applied to the calculation of the partition function of the $\cal N = 2$ supersymmetric Chern-Simons-Matter theory on $S^3$. In refs. [8, 9] further generalizations were made, and the partition function of $\cal N = 2$ supersymmetric Chern-Simons-Matter theory was calculated on different versions of squashed $S^3$.

Both ref. [8] and ref. [9] have studied the localization of the theory on a squashed $S^3$ with SU(2) × U(1) isometry, but they chose different background gauge fields, hence their results are not the same. The gravity duals of these theories are studied in ref. [26]. The different choices of the background have been discussed in ref. [27] and more generally in ref. [28]. Using the method proposed in ref. [21], ref. [28] has studied systematically the localization of $\cal N = 2$ Chern-Simons-Matter theory on a squashed $S^3$ which is homotopic to $S^3$. As pointed out in ref. [28], for a manifold with the same topology as $S^3$ the partition function is independent of the metric, instead it only depends on the choice of the background fields. Ref. [28] gives the most general results for the real background fields. As a complement, we study the choice of complex background fields in this paper, which provides another possible interpolation between the results of ref. [8] and ref. [9].

We briefly summarize the main results of this paper. We studied the $\cal N = 2$ Chern-Simons-Matter theory on a squashed $S^3$ with SU(2) × U(1) isometry (C.18):

$$d s^2 = \frac{\ell^2}{v^2} \mu^1 \mu^1 + \ell^2 \mu^2 \mu^2 + \ell^2 \mu^3 \mu^3,$$

where $v$ is a constant squashing parameter, $\ell$ is a constant length scale, and $\mu^m$ ($m = 1, 2, 3$) denote the left-invariant 1-forms, which are discussed in appendix B and C. To define supercharges on this manifold, some background auxiliary fields have to be turned
on. The supercharges satisfy the generalized Killing spinor equation (2.19):

\[
(\nabla_\mu - iA_\mu)\zeta = -\frac{1}{2}H\gamma_\mu\zeta - iV_\mu\zeta - \frac{1}{2}\varepsilon_{\mu\nu\rho}V^\nu\gamma^\rho\zeta,
\]

\[
(\nabla_\mu + iA_\mu)\bar{\zeta} = -\frac{1}{2}H\gamma_\mu\bar{\zeta} + iV_\mu\bar{\zeta} + \frac{1}{2}\varepsilon_{\mu\nu\rho}V^\nu\gamma^\rho\bar{\zeta}.
\]

Similar to refs. [8, 14], we will first choose the Killing spinors \(\zeta\) and \(\bar{\zeta}\), and then solve for the auxiliary fields \(A_\mu, V_\mu\) and \(H\). In the left-invariant frame (C.19)

\[
e_1 = \frac{\ell}{v}\mu^1, \quad e_2 = \ell\mu^2, \quad e_3 = \ell\mu^3,
\]

if we choose

\[
\zeta_\alpha = \sqrt{s}\begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \bar{\zeta}_\alpha = \frac{\Omega}{\sqrt{s}}\begin{pmatrix} 0 \\ 1 \end{pmatrix}
\]

with

\[
s = e^{i(\psi - \phi)}, \quad \Omega = \frac{1}{2v},
\]

where \(\psi\) and \(\phi\) are coordinates in the Hopf fibration of \(S^3\) (C.8) discussed in appendix C, then in general the auxiliary fields have the form (2.66) (2.67):

\[
H = \frac{i}{v\ell} + i\kappa,
\]

\[
V_1 = \frac{2}{v\ell} + \kappa, \quad V_2 = V_3 = 0,
\]

\[
A_1 = \frac{v}{\ell} + \frac{2}{v\ell} + \frac{3\kappa}{2}, \quad A_2 = A_3 = 0,
\]

where \(\kappa\) can be some arbitrary constant. If we allow a further rotation of the Killing spinor (2.71):

\[
\zeta \to e^{i\gamma_1\Theta}\zeta, \quad \bar{\zeta} \to e^{-i\gamma_1\Theta}\bar{\zeta}
\]

with constant complex \(\Theta\), then the most general background is given by (2.72):

\[
H = \frac{i}{v\ell} + i\kappa\cos(2\Theta) - \left(\frac{2}{v\ell} + \kappa\right)\sin(2\Theta),
\]

\[
V_1 = \left(\frac{2}{v\ell} + \kappa\right)\cos(2\Theta) + i\kappa\sin(2\Theta), \quad V_2 = V_3 = 0,
\]

\[
A_1 = \frac{v}{\ell} + \left(\frac{2}{v\ell} + \frac{3\kappa}{2}\right)\cos(2\Theta) + \left(\frac{i}{v\ell} + \frac{3i}{2}\kappa\right)\sin(2\Theta), \quad A_2 = A_3 = 0,
\]

From the expressions above, it is clear that the effects of \(\kappa\) and \(\Theta\) are not the same, i.e., in general one cannot always make \(\Theta = 0\) by choosing an appropriate \(\kappa\). In other words, \(\Theta\) describes some nontrivial shifts of the background auxiliary fields. Using the localization technique we calculated the partition function of the theory. The result is the following:

\[
Z = \frac{1}{|W|}\int d^r\sigma Z_{\text{class}}^{1-\text{loop}} Z_{\text{mat}}^{1-\text{loop}} Z_g^{1-\text{loop}}, \quad (1.1)
\]
where $\sigma$ is the constant expectation value of the scalar in the vector multiplet which parametrizes the Coulomb branch of the theory, $|W|$ denotes the order of the Weyl group, $r$ is the rank of the gauge group, and $Z_{\text{class}}$ is the classical value of the partition function, which is the product of the contributions (3.36)–(3.38) from $L_{FI}$, $L_{gg}$ and $L_{gr}$ (3.7)–(3.9), i.e.,

$$Z_{\text{class}} = \exp \left( -\frac{4i\pi^2\xi^3}{g^2} H \text{Tr}(\sigma) \right) \cdot \exp \left( \frac{i\pi k_{gg}\ell^3}{6} H \text{Tr}(\sigma^2) \right) \cdot \exp \left( \frac{i\pi k_{gr}\ell^3}{2v} \left( H^2 + \frac{1}{2} R - V_\mu V^\mu \right) \text{Tr}(\sigma) \right),$$

where $\xi$, $k_{gg}$ and $k_{gr}$ denote the Fayet-Iliopoulos coupling, the Chern-Simons level and the gauge-$R$ Chern-Simons coupling respectively, and $R = \frac{8}{\ell^2} - \frac{2}{\ell^2 v^2}$ denotes the Ricci scalar of the squashed $S^3$. In eq. (1.1), $Z_{\text{1-loop}}^{\text{mat}}$ and $Z_{\text{1-loop}}^{\text{g}}$ are the 1-loop determinants of the matter sector and the gauge sector respectively. They are given by eq. (3.90) and eq. (3.118):

$$Z_{\text{1-loop}}^{\text{mat}} = \prod_{\rho \in \mathcal{R}} s_b \left( Q \left( \frac{z - q\rho(\sigma)}{\ell_1} - ir + i \right) \right),$$

$$Z_{\text{1-loop}}^{\text{g}} = \prod_{\alpha \in \Delta} s_b \left( Q \left( \frac{i\alpha(\sigma)}{\ell_1} - i \right) \right),$$

where

$$Q \equiv b + b^{-1}, \quad b \equiv \frac{1 - W}{\sqrt{1 - W^2}} = \sqrt{1 - W}, \quad W \equiv \frac{v - \sqrt{v_1}}{\ell_1},$$

$$\frac{v}{\ell_1} = A_1 - \frac{1}{2} V_1 + iH = \frac{v}{\ell} \left( 1 - \frac{2i}{v^2} \sin \Theta e^{-i\Theta} \right),$$

while $\rho$ and $\alpha$ are the weights and the roots, $z$, $r$ and $q$ denote the central charge, the $R$-charge and the charge under the gauge group of the chiral multiplet respectively, and $s_b(x)$ is the double-sine function. We want to emphasize that $Z_{\text{class}}$ still has $\kappa$- and $\Theta$-dependence, while the 1-loop determinants $Z_{\text{1-loop}}^{\text{mat}}$ and $Z_{\text{1-loop}}^{\text{g}}$ contain only $\Theta$, i.e., the 1-loop determinants are independent of $\kappa$. Another important feature is that only $\Theta \neq 0$ can give the result with $b \neq 1$, which is like the result of the localization on a squashed $S^3$ with U(1) $\times$ U(1) isometry. This effect can be understood as follows: the background gauge fields twist the connection in the covariant derivative, and hence the naive SU(2) degeneracy due to the original isometry SU(2) $\times$ U(1) is lifted, and the effective connection actually preserves only a U(1) $\times$ U(1) symmetry.

We want to emphasize that the background studied in this paper is not included in the analysis of ref. [28], because the background fields in this paper are complex for non-zero $\Theta$, while ref. [28] limited their analysis for real background fields and conjectured that their analysis will go through for general complex backgrounds. This paper considers a special kind of complex backgrounds in detail, and it would be an interesting problem for future research to repeat the analysis for more general complex backgrounds.
This paper is organized as follows. In section 2 we first discuss squashed $S^3$, then we recall some relevant formulae from ref. [21] and solve for Killing spinors and auxiliary fields on a squashed $S^3$ with SU(2) × U(1) isometry. In section 3, $\mathcal{N} = 2$ supersymmetric Chern-Simons-Matter theory is reviewed, and we make use of the Killing spinors and the auxiliary fields found in the previous section to localize the theory on the squashed $S^3$ with SU(2) × U(1) isometry. We end with a brief discussion in section 4. Moreover, the convention of the paper is given in appendix A, while Some metrics and frames on round $S^3$ as well as on squashed $S^3$ are summarized in appendix B and C. The classical solutions to the BPS equations are given in appendix D. In appendix E, we discuss how to derive some important relations used in the paper.

2 Killing spinors and auxiliary fields

2.1 Review of squashed $S^3$

In this section, we briefly discuss different squashed $S^3$'s and the corresponding Killing spinors that one can define on them. By squashed $S^3$ we mean the continuous deformation of the round $S^3$ metric by some parameters without changing the global topology. When these small parameters become zero, the metric of the squashed $S^3$ returns to the one of the round $S^3$.

The metrics of squashed $S^3$ may have different isometry groups. As reviewed in appendix B, the metric of round $S^3$ has SU(2)$_L$ × SU(2)$_R$ isometry. After squashing, the symmetry SU(2) is reduced to some smaller group in the left-invariant frame or the right-invariant frame or both. Both ref. [8] and ref. [9] have discussed squashed $S^3$ with isometry group smaller than SU(2)$_L$ × SU(2)$_R$. We adapt their expressions a little according to our convention.

Ref. [8] introduced an example of squashed $S^3$ that preserves an SU(2)$_L$ × U(1)$_R$ isometry:

$$ds^2 = \tilde{\ell}^2 \mu^1 \mu^1 + \ell^2 (\mu^2 \mu^2 + \mu^3 \mu^3),$$ (2.1)

where in general the constant $\tilde{\ell}$ is different from the constant $\ell$, and $\mu^a (a = 1, 2, 3)$ are the left-invariant forms which are defined by

$$2\mu^a T_a = g^{-1} dg, \quad g \in \text{SU}(2).$$ (2.2)

In the frame

$$(e^1, e^2, e^3) = (\tilde{\ell} \mu^1, \ell \mu^2, \ell \mu^3)$$ (2.3)

the spin connections are

$$\omega^{23} = (2\tilde{\ell}^{-1} - f^{-1}) e^1, \quad \omega^{31} = f^{-1} e^2, \quad \omega^{12} = f^{-1} e^3,$$ (2.4)

where $f \equiv \ell^2 \tilde{\ell}^{-1}$. In this case, to define a Killing spinor, one has to turn on a background gauge field $V$. Then there can be two independent Killing spinors with opposite $R$-charges:

$$\nabla_m \epsilon = \frac{i}{2f} \gamma_m \epsilon + i V_m \epsilon, \quad D_m \bar{\epsilon} = \frac{i}{2f} \gamma_m \bar{\epsilon} - i V_m \bar{\epsilon},$$ (2.5)
where
\[ \nabla_m \epsilon \equiv \partial_m \epsilon + \frac{1}{4} \gamma_{ab} \omega_{m}^{ab} \epsilon, \quad \nabla_m \bar{\epsilon} \equiv \partial_m \bar{\epsilon} + \frac{1}{4} \gamma_{mn} \omega_{m}^{mn} \bar{\epsilon}, \] (2.6)
and
\[ V_m = e_m^1 \left( \frac{1}{\ell} - \frac{1}{f} \right), \quad \epsilon = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \bar{\epsilon} = \begin{pmatrix} 0 \\ 1 \end{pmatrix}. \] (2.7)

The same metric with SU(2)\textsubscript{L} \times U(1)\textsubscript{R} isometry was also considered in ref. [9]:
\[ ds^2 = \ell^2 \left( \frac{1}{v^2} \mu_1 \mu_1 + \mu_2 \mu_2 + \mu_3 \mu_3 \right), \] (2.8)
where \( \ell \) is a constant with dimension of length, and \( v \) is the constant squashing parameter.

This metric is related to the previous case of squashed \( S^3 \) in the following way:
\[ \frac{\ell}{v} = \tilde{\ell}. \] (2.9)

The vielbeins and the spin connections are the same as in the previous case, i.e., they are still given by eq. (2.3) and eq. (2.4) respectively. However, ref. [9] chose a different background gauge field \( V_m \), and the Killing spinor equations are
\[ \nabla_m \epsilon = -\frac{i}{2v\ell} \gamma_m \epsilon + \frac{u}{v\ell} V^n \gamma_{mn} \epsilon, \quad \nabla_m \bar{\epsilon} = -\frac{i}{2v\ell} \gamma_m \bar{\epsilon} - \frac{u}{v\ell} V^n \gamma_{mn} \bar{\epsilon}, \] (2.10)
where again
\[ \nabla_m \epsilon \equiv \partial_m \epsilon + \frac{1}{4} \gamma_{ab} \omega_{m}^{ab} \epsilon, \quad \nabla_m \bar{\epsilon} \equiv \partial_m \bar{\epsilon} + \frac{1}{4} \gamma_{mn} \omega_{m}^{mn} \bar{\epsilon}, \] (2.11)
and \( u \) is defined by
\[ v^2 = 1 + u^2, \] (2.12)
while the background gauge field is given by
\[ V^m = e^m_1. \] (2.13)

The Killing spinors in this case have the solution:
\[ \epsilon = e^{\frac{i}{2} \frac{\pi}{2}} g^{-1} \epsilon_0, \quad \bar{\epsilon} = e^{-\frac{i}{2} \frac{\pi}{2}} g^{-1} \bar{\epsilon}_0, \] (2.14)
where \( \epsilon_0 \) and \( \bar{\epsilon}_0 \) are arbitrary constant spinors, and the angle \( \theta \) is given by
\[ e^{i\theta} = \frac{1 + iu}{v}. \] (2.15)

Actually there is another example of squashed \( S^3 \) discussed in ref. [8]:
\[ ds^2 = \ell^2 (dx_0^2 + dx_1^2) + \tilde{\ell}^2 (dx_2^2 + dx_3^2). \] (2.16)
This metric preserves an U(1) \times U(1) isometry. Transforming the coordinates \((x_0, x_1, x_2, x_3)\) to \((\cos \theta \cos \varphi, \cos \theta \sin \varphi, \sin \theta \cos \chi, \sin \theta \sin \chi)\), we can rewrite the metric as:
\[ ds^2 = f(\theta)^2 d\theta^2 + \ell^2 \cos^2 \theta d\varphi^2 + \tilde{\ell}^2 \sin^2 \theta d\chi^2, \] (2.17)
where
\[ f(\theta) \equiv \sqrt{\ell^2 \sin^2 \theta + \tilde{\ell}^2 \cos^2 \theta}. \] (2.18)
It is discussed in ref. [8] in great detail. Since we focus on the one with SU(2) \times U(1) isometry, we will not consider this case in the following.
2.2 Some relevant formulae

In this section we recall some relevant formulae from ref. [21], which describes a set of generalized 3D Killing spinor equations. By adding a flat direction to a 3D manifold one obtains a 4D manifold, so in principle the 4D formalisms introduced in refs. [19, 20] can also be applied to a squashed $S^3$. We will focus on the 3D formalism [21] in the following. The generalized Killing spinor equations discussed in ref. [21] are:

\begin{align}
(\nabla_\mu - iA_\mu)\zeta &= -\frac{1}{2}H\gamma_\mu\zeta - iV_\mu\zeta - \frac{1}{2}\epsilon_{\mu\nu\rho}V^\nu\gamma^\rho\zeta, \\
(\nabla_\mu + iA_\mu)\tilde{\zeta} &= -\frac{1}{2}H\gamma_\mu\tilde{\zeta} + iV_\mu\tilde{\zeta} + \frac{1}{2}\epsilon_{\mu\nu\rho}V^\nu\gamma^\rho\tilde{\zeta}.
\end{align}

The Killing spinor equations in refs. [8, 9] can be viewed as these generalized Killing spinor equations with special choices of the auxiliary fields $A_m, V_m$ and $H$. If we choose the metric (C.18) in the left-invariant frame (C.19):

\begin{align}
\frac{d\ell^2}{v^2} = \ell^2\mu_1^1\mu_1^1 + \ell^2\mu_2^2\mu_2^2 + \ell^2\mu_3^3\mu_3^3, \\
e^1 = \frac{\ell}{v^2}\mu_1^1, \quad e^2 = \ell\mu_2^2, \quad e^3 = \ell\mu_3^3,
\end{align}

then the choice in ref. [8] is

\begin{align}
A_1 &= \frac{v}{\ell} - \frac{1}{v\ell}, \quad A_2 = A_3 = 0, \\
V_m &= 0, \quad (m = 1, 2, 3) \\
H &= -\frac{i}{v\ell},
\end{align}

while ref. [9] chose

\begin{align}
A_1 &= V_1 = -\frac{2iu}{v\ell}, \\
A_2 = A_3 &= V_2 = V_3 = 0, \\
H &= \frac{i}{v\ell},
\end{align}

where $v$ is the constant squashing parameter, $u \equiv \sqrt{v^2 - 1}$, and $\ell$ denotes the length scale.

We make use of the formalism described in ref. [21] to solve for the Killing spinors and the background auxiliary fields on the squashed $S^3$ discussed above. We expect that in some limits the results of refs. [8, 9] can be reproduced within the framework of ref. [21].
The following sketch illustrates the path of calculations:

Define \( K_m \equiv \zeta \gamma_m \tilde{\zeta}, \) \( \eta_m \equiv \Omega^{-1} K_m \), \( \Phi^m_n \equiv \varepsilon^{mp} \eta^p, \) \( P_m \equiv \zeta \gamma_m \zeta \) (2.24) \[\]

\[\]

Define \( p \equiv P \bar{z}, \) \( s \equiv \frac{1}{\sqrt{2}} pg^{-\frac{1}{4} \sqrt{\Omega}}, \) \( W_m \equiv -\frac{1}{4} \eta_m \varepsilon^{npq} \eta_n \partial_p \eta_q \) (2.25) \[\]

\[\]

\[V_m = \varepsilon^{mnp} \partial_n \log g - \frac{i}{2} \partial_m \log s + \frac{1}{2} (2 \delta_m^n - i \Phi_m^n) V_n - \frac{i}{2} \eta_m H + W_m + \frac{3}{2} \kappa \eta_m \] (2.26) \[\]

\[\]

Finally, we obtain the auxiliary fields \( V_m, H \) and \( A_m \). We should emphasize that the factor \( g \) appearing in the definition of \( s \) is the absolute value of the determinant of the metric with the form

\[
\log \frac{g}{\Omega^2 (d\psi + adz + \bar{a}d\bar{z})^2 + c^2 dz d\bar{z},}
\]

and \( p \) is defined as the \( \bar{z} \)-component of \( P_m \) in this coordinate system.

As pointed out in ref. [21], for the Killing spinors and the auxiliary fields satisfying the Killing spinor equations (2.19), one can shift the auxiliary fields while preserving the same Killing spinors:

\[
V^\mu \rightarrow V^\mu + \kappa \eta^\mu,
\]

\[
H \rightarrow H + i \kappa,
\]

\[
A^\mu \rightarrow A^\mu + \frac{3}{2} \kappa \eta^\mu,
\]

(2.30) \[\]

where \( \kappa \) satisfies

\[K^\mu \partial_\mu \kappa = 0.\] (2.31) \[\]

It means that after obtaining a set of solutions of the auxiliary fields, one can always shift them to obtain new solutions without changing the Killing spinors, and the new auxiliary fields and the Killing spinors formally satisfy the same Killing spinor equations as before.

2.3 Solving for Killing spinors and auxiliary fields

Following the path which is summarized in the previous subsection, we solve for the Killing spinors and the auxiliary fields for the squashed \( S^3 \) with \( SU(2) \times U(1) \) isometry. Starting from the metric in the left-invariant frame (C.18)

\[
ds^2 = \ell^2 \mu_1 \mu_1 + \ell^2 \mu_2 \mu_2 + \ell^2 \mu_3 \mu_3,
\]

as discussed in appendix C, we can first rewrite it into the form of eq. (C.25):

\[
ds^2 = \frac{1}{4 \omega^2} (d\psi + adz + \bar{a}d\bar{z})^2 + c^2 dz d\bar{z},
\]
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where we omit the length scale $\ell$ for simplicity, and consequently it will be omitted in the auxiliary fields, but we will bring it back in the end. Comparing this expression with eq. (2.29), we can read off
\[
\Omega = \frac{1}{2v}.
\] (2.32)

We choose the Killing spinors to be
\[
\zeta_\alpha = \sqrt{s} \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \widetilde{\zeta}_\alpha = \frac{\Omega}{\sqrt{s}} \begin{pmatrix} 0 \\ 1 \end{pmatrix} = \frac{1}{2v\sqrt{s}} \begin{pmatrix} 0 \\ 1 \end{pmatrix},
\] (2.33)
and use the matrix
\[
\varepsilon^{\alpha\beta} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\] (2.34)

to raise the indices of $\zeta_\alpha$ and $\widetilde{\zeta}_\alpha$:
\[
\zeta^\alpha = \sqrt{s} \begin{pmatrix} 0 \\ -1 \end{pmatrix}, \quad \widetilde{\zeta}^\alpha = \frac{1}{2v\sqrt{s}} \begin{pmatrix} 1 \\ 0 \end{pmatrix}.
\] (2.35)

Next, we calculate $K_m$ in the working frame $(\hat{e}_1, \hat{e}_2, \hat{e}_3)$ (C.26) (C.27). For practical reason, we will mainly work in this frame. Only in the end, we will bring the final results into the left-invariant frame (C.19). In the following, without special mentioning the index $m = 1, 2, 3$ denotes the frame $(\hat{e}_1, \hat{e}_2, \hat{e}_3)$ (C.26) (C.27).
\[
K_1 = \zeta_3 \widetilde{\zeta}_1 = \frac{1}{2v},
K_2 = \zeta_3 \widetilde{\zeta}_2 = 0,
K_3 = \zeta_3 \widetilde{\zeta}_3 = 0.
\] (2.36)

In the coordinates $(X, Y, \psi)$ (C.13), $K_m$ are given by
\[
K^X = -\frac{1}{4v^2} \frac{X^2 + Y^2 - 1}{X^2 + Y^2 + 1} \cdot \frac{Y}{X^2 + Y^2},
K^Y = \frac{1}{4v^2} \frac{X^2 + Y^2 - 1}{X^2 + Y^2 + 1} \cdot \frac{X}{X^2 + Y^2},
K^\psi = \frac{1}{4v^2},
\] (2.37)
while $K^m$ have a relatively simple form:
\[
K^X = 0, \quad K^Y = 0, \quad K^\psi = 1.
\] (2.38)

They satisfy
\[
K^m K_m = \frac{1}{4v^2} = \Omega^2.
\] (2.39)

$\eta_m$ can be obtained immediately
\[
\eta_m = \frac{1}{\Omega} K_m = 2v K_m,
\] (2.40)
i.e.,
\[ \eta_1 = 1, \quad \eta_2 = \eta_3 = 0. \] (2.41)

Then
\[ \Phi^m n \equiv \varepsilon^m_{np} \eta^p = \varepsilon^m_{n1} \eta^1 = \varepsilon^m_{n1}. \] (2.42)

Similarly,
\[ P_1 = \zeta \gamma_1 \zeta = 0, \quad P_2 = \zeta \gamma_2 \zeta = s, \quad P_3 = \zeta \gamma_3 \zeta = -is, \] (2.43)

and
\[ P_X = \frac{s}{1 + X^2 + Y^2}, \quad P_Y = \frac{-is}{1 + X^2 + Y^2}, \quad P_\psi = 0. \] (2.44)

Since
\[ P_z dz + P_\bar{z} d\bar{z} = P_z (dX + idY) + P_\bar{z} (dX - idY) = (P_z + P_\bar{z}) dX + i(P_z - P_\bar{z}) dY, \] (2.45)

there is
\[ P_X = P_z + P_\bar{z}, \quad P_Y = i(P_z - P_\bar{z}), \] (2.46)

or equivalently
\[ P_z = \frac{1}{2}(P_X - iP_Y), \quad P_\bar{z} = \frac{1}{2}(P_X + IP_Y). \] (2.47)

Then in this case
\[ p \equiv P_z = \frac{1}{2}(P_X + iP_Y) = \frac{s}{1 + X^2 + Y^2}. \] (2.48)

Plugging it into the definition of \( s \) given by eq. (2.25), we obtain
\[ \frac{1}{\sqrt{2}} pg^{-\frac{1}{2}} \sqrt{\Omega} = s. \] (2.49)

Hence, the results are consistent, and we still have the freedom to choose the function \( s \).

It is straightforward to calculate \( V_m, H \) and \( W_m \):
\[ V^1 = \frac{2}{v} + \kappa, \quad V^2 = 0, \quad V^3 = 0, \] (2.50)
\[ H = \frac{i}{v} + i\kappa, \] (2.51)
\[ W_1 = -\frac{1}{2v}, \quad W_2 = 0, \quad W_3 = 0. \] (2.52)
To calculate $A_m$, we first calculate $\hat{A}_m$:

$$\hat{A}_m \equiv \frac{1}{8} \Phi_m \nabla n \log g - \frac{i}{2} \partial_m \log s,$$

(2.53)

which is valid only in the coordinates $(z, \bar{z}, \psi)$ (C.15). Using the definition of $\Phi^m_n$, we obtain

$$\Phi^z_z = -i, \quad \Phi^\bar{z}_\bar{z} = i, \quad \Phi^\bar{z}_z = \Phi^z_\bar{z} = 0,$$

(2.54)

and

$$\Phi^m_n = -\Phi^m_n.$$

(2.55)

Therefore,

$$\hat{A}_z = -\frac{i}{2} \cdot \frac{\bar{z}}{1 + z\bar{z}} - \frac{i}{2} \partial_z \log s,$$

$$\hat{A}_\bar{z} = \frac{i}{2} \cdot \frac{z}{1 + z\bar{z}} - \frac{i}{2} \partial_\bar{z} \log s,$$

$$\hat{A}_\psi = -\frac{i}{2} \partial_\psi \log s.$$

(2.56)

Then we obtain

$$A_1 = \hat{A}_\psi \psi_1 = -iv\partial_\psi \log s,$$

$$\hat{A}_2 = \hat{A}_z \bar{z} + \hat{A}_\bar{z} z + \hat{A}_\psi \psi,$$

$$= \frac{i}{2} (z - \bar{z}) \left[ 1 + \frac{i}{2} (\partial_\psi \log s) \frac{z\bar{z} - 1}{z\bar{z}} \right] - \frac{i}{2} (1 + z\bar{z}) (\partial_\psi \log s + \partial_z \log s)$$

$$= \frac{i}{2} (z - \bar{z}) \left[ 1 + \frac{i}{2} (\partial_\psi \log s) \frac{z\bar{z} - 1}{z\bar{z}} \right] - \frac{i}{2} (1 + z\bar{z}) \partial_X \log s,$$

$$\hat{A}_3 = \frac{1}{2} (z + \bar{z}) \left[ 1 + \frac{i}{2} (\partial_\psi \log s) \frac{z\bar{z} - 1}{z\bar{z}} \right] + \frac{1}{2} (1 + z\bar{z}) (\partial_\psi \log s - \partial_\bar{z} \log s)$$

$$= \frac{1}{2} (z + \bar{z}) \left[ 1 + \frac{i}{2} (\partial_\psi \log s) \frac{z\bar{z} - 1}{z\bar{z}} \right] - \frac{i}{2} (1 + z\bar{z}) \partial_Y \log s,$$

(2.57)

and

$$A_1 = \hat{A}_1 + V_1 - \frac{i}{2} \Phi_1 \nabla n \nu_1 - \frac{i}{2} \eta_1 H + W_1 + \frac{3}{2} \kappa \eta_1$$

$$= -iv\partial_\psi \log s + \frac{2}{v} - \frac{1}{2} \nu + \frac{3}{2} \kappa$$

$$= -iv\partial_\psi \log s + \frac{2}{v} + \frac{3}{2} \kappa$$

$$A_2 = \hat{A}_2 + V_2 - \frac{i}{2} \Phi_2 \nabla n \nu_2 - \frac{i}{2} \eta_2 H + W_2 + \frac{3}{2} \kappa \eta_2$$

$$= \frac{i}{2} (z - \bar{z}) \left[ 1 + \frac{i}{2} (\partial_\psi \log s) \frac{z\bar{z} - 1}{z\bar{z}} \right] - \frac{i}{2} (1 + z\bar{z}) \partial_X \log s,$$

$$A_3 = \hat{A}_3 + V_3 - \frac{i}{2} \Phi_3 \nabla n \nu_3 - \frac{i}{2} \eta_3 H + W_3 + \frac{3}{2} \kappa \eta_3$$

$$= \frac{1}{2} (z + \bar{z}) \left[ 1 + \frac{i}{2} (\partial_\psi \log s) \frac{z\bar{z} - 1}{z\bar{z}} \right] - \frac{i}{2} (1 + z\bar{z}) \partial_Y \log s,$$

(2.58)
where

\[ V_1 = \frac{2}{v} \, , \quad H = \frac{i}{v} \, . \]

Our working frame \((\hat{e}_1, \hat{e}_2, \hat{e}_3)\) (C.26) is not the left-invariant frame \((e_1, e_2, e_3)\) (C.19). To transform between different frames, it is convenient to first consider the \(\theta\)-, \(\phi\)- and \(\psi\)-component of the fields, because different frames all have the same form of the metric (C.23). Let us first calculate \(V_\mu\) and \(A_\mu\) \((\mu = \theta, \phi, \psi)\), then transform them into other frames. \(V_\mu\) can be obtained very easily:

\[ V_\theta = V_1 \hat{e}_1 \theta = 0 \, , \quad V_\phi = V_1 \hat{e}_1 \phi = \left( \frac{2}{v} + \kappa \right) \frac{1}{2v} \cos \theta \, , \quad V_\psi = V_1 \hat{e}_1 \psi = \left( \frac{2}{v} + \kappa \right) \frac{1}{2v} \, . \]  

(2.59)

\(A_\mu\) can also be calculated:

\[ A_\theta = \left\{ \frac{i}{2 \sin \theta} (X \partial_X \log s + Y \partial_Y \log s) \right\} \, , \]
\[ A_\phi = \left( \frac{1}{2} + \frac{1}{v^2} + \frac{3\kappa}{4v} \right) \cos \theta + \frac{i}{2} \left( Y \partial_X \log s - X \partial_Y \log s \right) \, , \]
\[ A_\psi = - \frac{i}{2} \partial_\psi \log s + \frac{1}{v^2} + \frac{3\kappa}{4v} \, . \]  

(2.60)

where \(\kappa\) should satisfy

\[ K^m \partial_m \kappa = 0 \, . \]  

(2.61)

Obeying this constraint it seems that we can choose any \(\kappa\) and \(s\), but as in refs. [8, 9] we do not want to turn on the 2- and 3-component of \(V_m\) and \(A_m\) in the left-invariant frame (C.19), because the deformation of the metric happens only in the 1-direction. For this reason we always set \(A_\theta = 0\), because it is contributed only from \(A_2\) and \(A_3\) in the left-invariant frame (C.19). Hence, if \(A_2 = A_3 = 0\), \(A_\theta\) should also vanish.

\[ A_\theta = 0 \quad \Rightarrow \quad X \partial_X \log s + Y \partial_Y \log s = 0 \, . \]  

(2.62)

The solution to this equation is still quite general, which is

\[ \log s = f(\psi) \cdot g \left( \frac{X}{Y} \right) \, , \]  

(2.63)

where \(f(x)\) and \(g(x)\) can be any regular functions. A possible solution to \(A_2 = 0\) and \(A_3 = 0\) is

\[ \log s = -i \arctan \left( \frac{Y}{X} \right) + i \psi \quad \Rightarrow \quad s = e^{i(\psi - \phi)} \, . \]  

(2.64)

With this choice there are

\[ A_\theta = 0 \, , \]
\[ A_\phi = \left( \frac{1}{2} + \frac{1}{v^2} + \frac{3\kappa}{4v} \right) \cos \theta \, , \]
\[ A_\psi = \frac{1}{2} + \frac{1}{v^2} + \frac{3\kappa}{4v} \, . \]  

(2.65)
Transforming $V_m$ and $A_m$ given above into the left-invariant frame (C.19), we obtain:

\begin{align*}
V_1 &= \frac{2}{v} + \kappa, \\
V_2 &= V_3 = 0, \\
A_1 &= v + \frac{2}{v} + \frac{3\kappa}{2}, \\
A_2 &= A_3 = 0,
\end{align*}

while $H$ has the form:

\[ H = \frac{i}{v} + i\kappa. \]  

(2.67)

Now we can try to reproduce the choices of the auxiliary fields in refs. [8, 9] using our results (2.66) (2.67) obtained above. Ref. [8] made a special choice

\[ \kappa = -\frac{2}{v}, \]  

(2.68)

hence setting $\ell = 1$ they had

\[ A_1 = v - \frac{1}{v}, \]  

(2.69)

or equivalently

\[ A_\phi = \left(\frac{1}{2} - \frac{1}{2v^2}\right) \cos \theta, \quad A_\psi = \frac{1}{2} - \frac{1}{2v^2}, \]  

(2.70)

and all the other components of $V_m$ and $A_m$ vanish.

To reproduce the results in ref. [9], things are a little involved, because there are no obvious solutions which can satisfy the conditions

\[ H = \frac{i}{v}, \quad V_1 = A_1 = -\frac{2iu}{v}, \]

where $u \equiv \sqrt{v^2 - 1}$. We have to consider other freedom in the solution. The auxiliary fields are given by eqs. (2.66)–(2.67) and the Killing spinor is given by eq. (2.33):

\[ \zeta_\alpha = \sqrt{s} \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \tilde{\zeta}_\alpha = \frac{\Omega}{\sqrt{s}} \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \]

where

\[ s = e^{i(\psi - \phi)}, \quad \Omega = \frac{1}{2v}. \]

Suppose that we have obtained a set of solutions to the Killing spinor equations (2.19), i.e. Killing spinors and corresponding auxiliary fields. Then we can rotate the Killing spinors by a constant angle $\Theta$ in the following way:

\[ \zeta \to e^{i\gamma_1 \Theta} \zeta, \quad \tilde{\zeta} \to e^{-i\gamma_1 \Theta} \tilde{\zeta}. \]  

(2.71)
In order that the Killing spinor equations (2.19) still hold, the auxiliary fields have to be shifted correspondingly:

\[
\begin{align*}
H & \rightarrow H' = H \cos(2\Theta) - V_1 \sin(2\Theta) - i \omega_{231} (1 - \cos(2\Theta)) \\
& = \frac{i}{v} + i\kappa \cos(2\Theta) - \left(\frac{2}{v} + \kappa\right) \sin(2\Theta), \\
V_1 & \rightarrow V_1' = V_1 \cos(2\Theta) + H \sin(2\Theta) + i \omega_{231} \sin(2\Theta) \\
& = \left(\frac{2}{v} + \kappa\right) \cos(2\Theta) + i\kappa \sin(2\Theta), \\
A_1 & \rightarrow A_1' = A_1 - \frac{i}{2} (H' - H) + (V_1' - V_1) \\
& = v + \left(\frac{2}{v} + \frac{3}{2} \kappa\right) \cos(2\Theta) + \left(\frac{i}{v} + \frac{3i}{2} \kappa\right) \sin(2\Theta),
\end{align*}
\]

where \(\omega_{231}\) is one of the spin connections (C.21) in the left-invariant frame (C.19). From the expressions above, we see that the effects of \(\kappa\) and \(\Theta\) are not the same, i.e., in general one cannot always make \(\Theta = 0\) by choosing an appropriate \(\kappa\). So we still have the freedom to choose \(\Theta\) and \(\kappa\), where \(\Theta\) is in general complex. Moreover, until now we have omitted the length scale \(\ell\), and actually rescaling \(\ell\) also leaves the Killing spinor equations (2.19) invariant, hence it is a symmetry. Therefore, by choosing \(\Theta\), \(\kappa\) and \(\ell\) we can make the conditions required by ref. [9] valid simultaneously:

\[
\begin{align*}
V_1' &= A_1', \\
\frac{V_1'}{H'} &= -2u, \\
H' &= \frac{i}{v\ell_0},
\end{align*}
\]

where \(u \equiv \sqrt{v^2 - 1}\). The constraints above have a solution:

\[
\begin{align*}
\kappa &= -5v + 7v^3 - 4v^5, \\
\ell &= \ell_0 (1 - 2v^2), \\
\Theta &= \arctan \left(\frac{2i + i\kappa v - 2\sqrt{1 - \kappa v - v^4}}{\kappa v - 2v^2}\right), \quad \text{for } 1 - 2v^2 > 0; \\
\Theta &= \arctan \left(\frac{2i + i\kappa v + 2\sqrt{1 - \kappa v - v^4}}{\kappa v - 2v^2}\right), \quad \text{for } 1 - 2v^2 < 0,
\end{align*}
\]

where \(\ell\) is the length scale that appears in the solution from the formalism of ref. [21], while \(\ell_0\) is the length scale in the final expression. Apparently, \(v = \sqrt{2}\) could be a singularity, but actually the results can be continued analytically to \(v = \sqrt{2}\). Hence, it is not a real singularity. With this choice of parameters, we find:

\[
\begin{align*}
A_1 &= V_1 = -\frac{2iu}{v\ell_0}, \\
H &= \frac{i}{v\ell_0},
\end{align*}
\]
where
\[ u \equiv \sqrt{v^2 - 1}, \quad \ell = \ell_0(1 - 2v^2). \] (2.81)
This is exactly the choice of the background auxiliary fields in ref. [9].

3 Localization of $\mathcal{N} = 2$ Chern-Simons-Matter theory

3.1 Review of the theory

In this section, we briefly review the theory and the corresponding supersymmetry transformations and algebra constructed in ref. [21], then in the next section, we will try to localize this theory on a squashed $S^3$ with SU(2) × U(1) isometry.

As discussed in ref. [21], the 3D $\mathcal{N} = 2$ vector multiplet in the Wess-Zumino gauge transforms in the following way:

\[
\begin{align*}
\delta a_\mu &= -i(\zeta \gamma_\mu \bar{\lambda} + \bar{\zeta} \gamma_\mu \lambda), \\
\delta \sigma &= -\bar{\zeta} \lambda + \zeta \bar{\lambda}, \\
\delta \lambda &= i\zeta (D + \sigma H) - \frac{i}{2} \varepsilon^{\mu\rho\gamma} \gamma_\rho f_{\mu\nu} - \gamma^\mu \zeta (i\partial_\mu \sigma - V_\mu \sigma), \\
\delta \bar{\lambda} &= -i\bar{\zeta} (D + \sigma H) - \frac{i}{2} \varepsilon^{\mu\rho\gamma} \gamma_\rho f_{\mu\nu} + \gamma^\mu \bar{\zeta} (i\partial_\mu \sigma + V_\mu \sigma), \\
\delta D &= D_\mu (\zeta \gamma^\mu \bar{\lambda} - \bar{\zeta} \gamma^\mu \lambda) - iV_\mu (\zeta \gamma^\mu \bar{\lambda} + \bar{\zeta} \gamma^\mu \lambda) - H(\zeta \bar{\lambda} - \bar{\zeta} \lambda) + \zeta [\bar{\lambda}, \sigma] - \bar{\zeta} [\lambda, \sigma].
\end{align*}
\] (3.1)

The transformations of the chiral multiplet and the anti-chiral multiplet are given by

\[
\begin{align*}
\delta \phi &= \sqrt{2} \zeta \psi, \\
\delta \bar{\psi} &= \sqrt{2} \zeta F - \sqrt{2} i (z - q \sigma - r H) \bar{\zeta} \phi - \sqrt{2} i \gamma^\mu \bar{\zeta} D_\mu \phi, \\
\delta F &= \sqrt{2} i (z - q \sigma - (r - 2) H) \bar{\zeta} \psi + 2iq\phi \zeta \lambda - \sqrt{2} i D_\mu (\zeta \gamma^\mu \psi), \\
\delta \bar{\phi} &= -\sqrt{2} \bar{\zeta} \bar{\psi}, \\
\delta \bar{\bar{\psi}} &= \sqrt{2} \bar{\zeta} \bar{F} + \sqrt{2} i (z - q \sigma - r H) \bar{\zeta} \bar{\phi} + \sqrt{2} i \gamma^\mu \zeta D_\mu \bar{\phi}, \\
\delta \bar{F} &= \sqrt{2} i (z - q \sigma - (r - 2) H) \bar{\zeta} \bar{\psi} + 2iq\phi \zeta \bar{\lambda} - \sqrt{2} i D_\mu (\zeta \gamma^\mu \bar{\psi}),
\end{align*}
\] (3.2)

where $z$, $r$ and $q$ denote the central charge, the $R$-charge and the charge under the gauge group of the chiral multiplet respectively, and

\[ D_\mu \equiv \nabla_\mu - ir \left( A_\mu - \frac{1}{2} V_\mu \right) - i2C_\mu - iq[a_\mu, \cdot], \] (3.3)

where $C_\mu$ satisfies

\[ V^\mu = -i\varepsilon^{\mu\nu\rho} \partial_\nu C_\rho. \] (3.4)

The transformation parameters $\zeta$ and $\bar{\zeta}$ satisfy the two Killing spinor equations (2.19) with opposite $R$-charges respectively. Suppose that $\xi$ and $\eta$ are two transformation parameters without tilde, and $\tilde{\xi}$ and $\tilde{\eta}$ are two transformation parameters with tilde. It is checked
in ref. [21] that the transformations with only parameters with tilde and only parameters without tilde satisfy the algebra:

\[
\{\delta_\zeta, \delta_\eta\} \varphi = 0, \\
\{\delta_\zeta, \delta_\tilde{\zeta}\} \varphi = 0, \\
\{\delta_\zeta, \delta_\tilde{\zeta}\} \varphi = -2i \left( \mathcal{L}_K^\prime \varphi + \zeta \tilde{z} (z - rH) \varphi \right),
\]

(3.5)

where \(\varphi\) denotes an arbitrary field, \(K^\mu \equiv \zeta \gamma^\mu \tilde{\zeta}\) and \(\mathcal{L}_K^\prime\) is a modified Lie derivative with the local \(R\) - and \(z\)-transformation

\[
\mathcal{L}_K^\prime \varphi \equiv \mathcal{L}_K \varphi - irK_\mu \left( A_\mu - \frac{1}{2} V_\mu \right) \varphi - izK^\mu C_\mu \varphi.
\]

(3.6)

Under these transformations, the following Lagrangians are supersymmetry invariant:

1. Fayet-Iliopoulos Term (for \(U(1)\)-factors of the gauge group):
   \[
   \mathcal{L}_{FI} = \xi \left( D - a_\mu V^\mu - \sigma H \right).
   \]
   (3.7)

2. Gauge-Gauge Chern-Simons Term:
   \[
   \mathcal{L}_{gg} = \text{Tr} \left[ \frac{k_{gg}}{4\pi} \left( i \varepsilon^{\mu \nu \rho} a_\mu \partial_\nu a_\rho - 2D \sigma + 2i \lambda \lambda \right) \right].
   \]
   (3.8)

3. Gauge-\(R\) Chern-Simons Term (for \(U(1)\)-factors of the gauge group):
   \[
   \mathcal{L}_{gr} = \frac{k_{gr}}{2\pi} \left( i \varepsilon^{\mu \nu \rho} a_\mu \partial_\nu \left( A_\rho - \frac{1}{2} V_\rho \right) - DH + \frac{1}{4} \sigma (R - 2V^\mu V_\mu - 2H^2) \right). \]
   (3.9)

4. Yang-Mills Term:
   \[
   \mathcal{L}_{YM} = \text{Tr} \left[ \frac{1}{4e_2} f_{\mu \nu} f^\mu f^\nu + \frac{1}{2e_2} \partial^\mu \sigma \partial_\mu \sigma - i \frac{e}{e_2} \tilde{\lambda} \gamma^\mu (D_\mu + \frac{i}{2} V_\mu) \lambda - i \frac{e}{e_2} \tilde{\lambda} [\sigma, \lambda] \right.
   
   \left. + i \frac{e}{2e_2} \sigma \varepsilon^{\mu \nu \rho} V_\mu f_{\nu \rho} - \frac{1}{2e_2} V^\mu V_\mu \sigma^2 - \frac{1}{2e_2} (D + \sigma H)^2 + i \frac{e}{2e_2} H \tilde{\lambda} \lambda \right].
   \]
   (3.10)

5. Matter Term:
   \[
   \mathcal{L}_{\text{mat}} = \mathcal{D}^\mu \tilde{\phi} \mathcal{D}_\mu \phi - i \tilde{\psi} \gamma^\mu \mathcal{D}_\mu \psi - \tilde{F} F + q(D + \sigma H) \tilde{\phi} \phi - 2(r - 1)H(z - q\sigma) \tilde{\phi}
   \]
   \[
   \left( (z - q\sigma)^2 - \frac{r}{4} R + \frac{1}{2} \left( r - \frac{1}{2} \right) V^\mu V_\mu + r \left( r - \frac{1}{2} \right) H^2 \right) \tilde{\phi}
   
   \left( z - q\sigma \left( r - \frac{1}{2} \right) H \right) \tilde{\psi} \psi + \sqrt{2}iq(\tilde{\phi} \lambda \psi + \phi \lambda \tilde{\psi}),
   \]
   (3.11)

where

\[
\mathcal{D}_\mu \equiv \nabla_\mu - ir \left( A_\mu - \frac{1}{2} V_\mu \right) + ir_0 V_\mu - izC_\mu - iq[a_\mu, \cdot].
\]

(3.12)
In principle we could also add a superpotential term to the theory:

$$\int d^2 \theta W + \int d^2 \bar{\theta} \bar{W},$$

(3.13)

which is $\delta$-exact. The superpotential $W$ should be gauge invariant and have $R$-charge 2, which imposes constraints on the fields and consequently affects the final result of the partition function. In this paper, for simplicity we do not consider a superpotential term.

3.2 Localization

To preserve the supersymmetry given by eq. (3.1) and eq. (3.2), the following BPS equations should be satisfied:

$$Q \psi = 0, \quad Q \bar{\psi} = 0, \quad Q \lambda = 0, \quad Q \bar{\lambda} = 0.$$  

(3.14)

In appendix D, we show that these BPS equations lead to the classical solution

$$a_\mu = -\sigma C_\mu + a_\mu^{(0)}, \quad \partial_\mu \sigma = 0, \quad D = -\sigma H, \quad \text{all other fields} = 0,$$

(3.15)

where $a_\mu^{(0)}$ is a flat connection, and $C_\mu$ appears in the new minimal supergravity as an Abelian gauge field, which satisfies $V^\mu = -i\varepsilon^{\mu \nu \rho} \partial_\nu C_\rho$ and still has the background gauge symmetry in this case:

$$C_\mu \rightarrow C_\mu + \partial_\mu \Lambda^{(C)}.$$  

(3.16)

On the squashed $S^3$, $a_\mu^{(0)}$ can be set to 0 by the gauge transformation. Moreover, since we have obtained $V_\mu$ before, we can also solve for $C_\mu$, but the solution is not unique due to the background gauge symmetry (3.16). In the frame (C.19), we can set $C_1 = 0$ by a background gauge transformation (3.16). Hence, in this paper we have

$$a_1 = 0 \Rightarrow a_\mu V^\mu = 0 \Rightarrow \varepsilon^{\mu \nu \rho} a_\mu \partial_\nu a_\rho \propto \varepsilon^{\mu \nu \rho} a_\mu \partial_\nu C_\rho \propto a_\mu V^\mu = 0,$$

$$\varepsilon^{\mu \nu \rho} a_\mu \partial_\nu \left( A_\rho - \frac{1}{2} V_\rho \right) \propto \varepsilon^{\mu \nu \rho} a_\mu \partial_\nu \eta_\rho \propto a_\mu (V^\mu - \kappa \eta^\mu) = 0,$$

(3.17)

which will be relevant for later computations. These classical solutions give classical contributions to the partition function. We also need to consider the quantum fluctuation around these classical solutions, which will give 1-loop determinants to the partition function.

The supersymmetry transformations introduced in the previous section is not nilpotent, and it is not obvious whether the supersymmetry invariant Lagrangians are also supersymmetry exact. It is more convenient to use a subset of the whole supersymmetry transformations to do the localization. In this paper we choose the subset to be the transformations without tilde, i.e. $\delta_\zeta$-transformations. For the matter sector the $\delta_\zeta$ transformations are

$$Q \phi \equiv \delta_\zeta \phi = \sqrt{2} \zeta \psi,$$

$$Q \bar{\psi} \equiv \delta_\zeta \bar{\psi} = \sqrt{2} \zeta \bar{\phi},$$

$$Q F \equiv \delta_\zeta F = 0,$$

$$Q \bar{\phi} \equiv \delta_\zeta \bar{\phi} = 0,$$

$$Q \psi \equiv \delta_\zeta \psi = \sqrt{2} i(z - q \sigma - r H) \bar{\phi} + \sqrt{2} i \gamma^\mu \zeta D_\mu \bar{\phi},$$

$$Q F \equiv \delta_\zeta F = \sqrt{2} i(z - q \sigma - (r - 2) H) \bar{\phi} + 2 i q \zeta \lambda \bar{\phi} - \sqrt{2} D_\mu (\gamma^\mu \psi),$$

(3.18)
while for the gauge sector the $\delta_\zeta$ transformations are
\[ Qa_\mu \equiv \delta_\zeta a_\mu = -i \zeta \gamma_\mu \tilde{\lambda}, \]
\[ Q\sigma \equiv \delta_\zeta \sigma = -\zeta \tilde{\lambda}, \]
\[ Q\lambda \equiv \delta_\zeta \lambda = i \zeta (D + \sigma H) - \frac{i}{2} \varepsilon^{\mu \nu \rho} \gamma_\rho f_{\mu \nu} - \gamma^\mu \zeta \left( \partial_\mu \sigma - V_\mu \sigma \right), \]
\[ Q\tilde{\lambda} \equiv \delta_\zeta \tilde{\lambda} = 0, \]
\[ QD \equiv \delta_\zeta D = \nabla_\mu (\zeta \gamma_\mu \tilde{\lambda}) - i V_\mu (\zeta \gamma^\mu \tilde{\lambda}) - H(\zeta \tilde{\lambda}) + \zeta [\tilde{\lambda}, \sigma] . \quad (3.19) \]

From the supersymmetry algebra (3.5) we see that the $\delta_\zeta$-transformations are nilpotent. Then we can choose some $\delta_\zeta$-exact terms to localize the theory discussed in the previous section. For the matter sector we choose
\[ \mathcal{V}_{\text{mat}} \equiv (Q\tilde{\psi})^\dagger \tilde{\psi} + (Q\psi)^\dagger \psi \]
\[ \Rightarrow Q\mathcal{V}_{\text{mat}} = (Q\tilde{\psi})^\dagger (Q\tilde{\psi}) + (Q\psi)^\dagger (Q\psi) - \tilde{\psi} (Q (Q\tilde{\psi})^\dagger) + Q (Q\psi)^\dagger \psi \]
\[ \Rightarrow QV = Q(\mathcal{V}_{\text{mat}}) = 0 . \quad (3.22) \]

For the gauge sector we choose
\[ \mathcal{V}_g \equiv (Q\lambda)^\dagger \lambda + (Q\tilde{\lambda})^\dagger \tilde{\lambda} = (Q\lambda)^\dagger \lambda \]
\[ \Rightarrow QV = (Q\lambda)^\dagger (Q\lambda) + Q(Q\lambda)^\dagger \lambda \]
\[ \Rightarrow QQV = 0 . \quad (3.25) \]

Precisely speaking, both $Q\mathcal{V}_{\text{mat}}$ and $Q\mathcal{V}_g$ will appear in the Lagrangian of the theory as $Q$-exact terms, and both of them contain the bosonic part and the fermionic part, i.e.,
\[ Q\mathcal{V}_{\text{mat}} = (Q\mathcal{V}_{\text{mat}})_B + (Q\mathcal{V}_{\text{mat}})_F , \quad Q\mathcal{V}_g = (Q\mathcal{V}_g)_B + (Q\mathcal{V}_g)_F , \quad (3.26) \]

where
\[ (Q\mathcal{V}_{\text{mat}})_B \equiv (Q\tilde{\psi})^\dagger (Q\tilde{\psi}) + (Q\psi)^\dagger (Q\psi) , \]
\[ (Q\mathcal{V}_{\text{mat}})_F \equiv -\tilde{\psi} (Q (Q\tilde{\psi})^\dagger) + Q(Q\psi)^\dagger \psi , \]
\[ (Q\mathcal{V}_g)_B \equiv (Q\lambda)^\dagger (Q\lambda) , \]
\[ (Q\mathcal{V}_g)_F \equiv Q(Q\lambda)^\dagger \lambda . \quad (3.27) \]

For later convenience, we employ a trick similar to ref. [28] to rewrite the $Q$-transformations in the matter sector and $Q\mathcal{V}_{\text{mat}}$ in terms of a few operators. We will see that with the help of these operators the cancellation of the contributions from different modes to the partition function will be transparent.
\[ Q\phi = -\sqrt{2} S_1^1 \psi , \]
\[ Q\psi = \sqrt{2} S_1 F , \]
\[ QF = 0 , \]
\[ Q\tilde{\phi} = 0 , \]
\[ Q\tilde{\psi} = \sqrt{2} (S_2^1 \phi)^\dagger , \]
\[ Q\tilde{F} = \sqrt{2} (S_2^1 \psi)^\dagger . \quad (3.28) \]
where $\phi^\dagger \equiv \tilde{\phi}$, and the operators $S_1, S_2, S_1^c, S_2^c$ and their corresponding adjoint operators $S_1^*, S_2^*, S_1^{c*}, S_2^{c*}$ are given by

\[
S_1 \Phi \equiv \Phi \zeta, \\
S_2 \Phi \equiv -i \left[ (z - q\sigma - (r - 2)H) \Phi - \frac{1}{2} V_\mu \gamma^\mu \Phi \right] \zeta, \\
S_1^c \Phi \equiv i \zeta^\dagger \Phi, \\
S_2^c \Phi \equiv i \tilde{\zeta} \left[ (\bar{\tilde{z}} - q \tilde{\sigma} - r \bar{H}) + \frac{1}{2} V_\mu \gamma^\mu \right] \Phi, \\
S_1^* \Psi \equiv \zeta^\dagger \Psi, \\
S_2^* \Psi \equiv i \tilde{\zeta} \left[ (\bar{\tilde{z}} - q \tilde{\sigma} - (r - 1)\bar{H}) \right] \left( -i \frac{1}{2} V_\mu \gamma^\mu + \frac{1}{2} \frac{\partial}{\partial \Phi} \right) \Psi, \\
S_1^{c*} \Psi \equiv \zeta \Psi, \\
S_2^{c*} \Psi \equiv -i \left[ (z - q\sigma - (r - \frac{3}{2})H) \zeta + \frac{1}{2} V_\mu \gamma^\mu \zeta + i \frac{1}{2} \frac{\partial}{\partial \Psi} \right] \Psi \quad (3.29)
\]

where $\Phi$ denotes an arbitrary bosonic field, while $\Psi$ denotes an arbitrary fermionic field. Direct computation shows that these operators satisfy the following orthogonality conditions:

\[
S_1^* S_1^c = 0 = S_2^* S_2^c, \quad S_1^c S_1 = S_2^c S_2. \quad (3.30)
\]

The derivation of the second relation is given in appendix E. Moreover, the following relation turns out to be crucial later:

\[
S_2 S_1^* + S_2^c S_2^c = S_1 S_2^* + S_1^c S_2^{c*} - 2i \text{Re}(z - q\sigma)e^{-2i\text{Im}}\Theta \cdot \Psi \quad (3.31)
\]

where $\Theta$ is the angle that appears in the rotation of the Killing spinor (2.71). We prove the relation above in appendix E. With these operators, one can show that

\[
\tilde{\phi} \Delta_\phi \phi \equiv (QV_{\text{mat}})_B = 2\tilde{\phi} S_2^{c*} S_2^c \phi, \\
\tilde{\psi} \Delta_\psi \psi \equiv (QV_{\text{mat}})_F = 2\tilde{\psi} (S_2 S_1^* + S_2^c S_1^{c*}) \psi. \quad (3.32)
\]

Hence,

\[
\Delta_\psi = 2(S_2 S_1^* + S_2^c S_1^{c*}), \quad \Delta_\phi = 2S_2^{c*} S_2^c. \quad (3.33)
\]

For the gauge sector, instead of defining operators as in the matter sector, we can do direct computations, and the results are

\[
(QV_g)_B = e^{-2i\text{Im}}\Theta \cdot \text{Tr} \left[ -\frac{1}{2} f_{\mu\nu} f^{\mu\nu} - (D_\mu \sigma)(D^\mu \sigma) + (D + \sigma H)^2 \right], \quad (3.34)
\]

\[
(QV_g)_F = e^{-2i\text{Im}}\Theta \cdot \text{Tr} \left[ 2i \tilde{\lambda} \Phi \lambda + 2i [\tilde{\lambda}, \lambda] - i H(\tilde{\lambda}) - V_1(\tilde{\lambda}) - 2V_\mu(\tilde{\lambda}) \right]. \quad (3.35)
\]

### 3.2.1 Classical contribution

As discussed before, by inserting the classical solutions (3.15) of the localization condition (3.14) into the Lagrangians of the theory (3.7)–(3.11), one obtains the classical contributions to the partition function. One can see immediately that $\mathcal{L}_{YM}$ and $\mathcal{L}_{\text{mat}}$ do
not have classical contributions to the partition function. Due to eq. (3.17), the classical contributions from other Lagrangians also simplify to be

\[ \exp \left( i \int d^3x \sqrt{g} \mathcal{L}_{FI} \right) = \exp \left( i \xi \int d^3x \sqrt{g} \text{Tr}[D - \sigma H] \right) \]

\[ = \exp \left( -\frac{4i\pi}{v} \xi \ell^3 H \text{Tr}(\sigma) \right), \tag{3.36} \]

\[ \exp \left( i \int d^3x \sqrt{g} \mathcal{L}_{gg} \right) = \exp \left( \frac{i k_g}{4\pi} \int d^3x \sqrt{g} \text{Tr}[-2D\sigma] \right) \]

\[ = \exp \left( \frac{i\pi k_g \ell^3}{v} H \text{Tr}(\sigma^2) \right), \tag{3.37} \]

\[ \exp \left( i \int d^3x \sqrt{g} \mathcal{L}_{gr} \right) = \exp \left( \frac{i k_{gr}}{2\pi} \int d^3x \sqrt{g} \text{Tr} \left[ -DH + \frac{1}{4} \sigma (R - 2\nu V^\mu V_\mu - 2H^2) \right] \right) \]

\[ = \exp \left( \frac{i\pi k_{gr} \ell^3}{2v} (H^2 + \frac{1}{2} R - V^\mu V_\mu) \text{Tr}(\sigma) \right), \tag{3.38} \]

where \( H \) and \( V_\mu \) are in general the auxiliary fields after shifting which are given by eq. (2.72), and \( R = \frac{8}{\ell^2} - \frac{2}{\ell^2 \nu} \) is the Ricci scalar of the squashed \( S^3 \) considered in this paper.

### 3.2.2 1-loop determinant for matter sector

The key step of localization is to calculate the 1-loop determinants for the gauge sector and the matter sector. There are a few methods available to do this step:

- Use the index theorem;
- Expand the Laplacians into spherical harmonics;
- Consider the modes that are not paired and consequently have net contributions to the partition function.

All three methods have been used in many papers. In our case, it is more convenient to use the third one, which originated in ref. [8] and has been done in a more systematic way in ref. [28]. In this and next subsection, I will follow closely the method in ref. [28] and apply it to our case of interest.

The basic idea is to first find out how the modes are paired, since paired modes cancel out exactly and do not have contributions to the partition function. If in a pair the fermionic partner is missing, which is called missing spinor, then the bosonic partner has a net contribution to the denominator of the 1-loop determinant in the partition function. If in a pair the bosonic partner is missing, then the fermionic partner is called unpaired spinor, and has a net contribution to the numerator of the 1-loop determinant in the partition function.

Starting from eq. (3.33), we assume that

\[ \frac{1}{2} \Delta_\phi \Phi = S_2^\phi S_2^\Phi = \mu \Phi, \tag{3.39} \]
and define
\[ \Psi_1 \equiv S_1^c \Phi, \quad \Psi_2 \equiv S_2^c \Phi, \] (3.40)
then using eq. (3.33) and eq. (3.31) we obtain
\[ \frac{1}{2} \Delta_\psi \Psi_1 = (S_2 S_1^* + S_2^c S_1^{c*}) S_1^c \Phi \\
= S_2^c S_1^{c*} S_1^c \Phi \\
= -e^{-2 \text{Im} \Theta} \Omega \Psi_2, \] (3.41)
\[ \frac{1}{2} \Delta_\psi \Psi_2 = [S_1 S_2^* + S_1^{c*} S_2^c - 2 \text{Re}(z - q \sigma)e^{-2 \text{Im} \Theta} \Omega] S_2^c \Phi \\
= S_1^c \mu \Phi - 2i \text{Re}(z - q \sigma)e^{-2 \text{Im} \Theta} \Omega S_2^c \Phi \\
= \mu \Psi_1 - 2i A e^{-2 \text{Im} \Theta} \Psi_2, \] (3.42)
where \( A \equiv \text{Re}(z - q \sigma) \cdot \Omega \). I.e.,
\[ \Delta_\psi \begin{pmatrix} \Psi_1 \\ \Psi_2 \end{pmatrix} = \begin{pmatrix} 0 & -e^{-2 \text{Im} \Theta} \Omega \\ \mu & -2i A e^{-2 \text{Im} \Theta} \end{pmatrix} \begin{pmatrix} \Psi_1 \\ \Psi_2 \end{pmatrix}. \] (3.43)
The eigenvalues of \( \Delta_\psi \) in this subspace are
\[ \lambda_{1,2} = e^{-2 \text{Im} \Theta} \left[ -i A \pm \sqrt{-A^2 - \tilde{\mu}} \right], \] (3.44)
where \( \tilde{\mu} \equiv \mu \Omega e^{2 \text{Im} \Theta} \). Suppose that \( \tilde{\mu} = -M^2 + 2i A M \), then
\[ \lambda_{1,2} = -e^{-2 \text{Im} \Theta} M, \quad e^{-2 \text{Im} \Theta} (M - 2i A). \] (3.45)
In other words, if there exists a bosonic mode \( \Phi \) satisfying
\[ \Delta_\phi \Phi = \mu \Phi = \frac{1}{\Omega} e^{-2 \text{Im} \Theta} \tilde{\mu} \Phi \\
= \frac{1}{\Omega} e^{-2 \text{Im} \Theta} (-M)(M - 2i A) \Phi, \] (3.46)
there are corresponding fermionic modes \( \Psi_1 \) and \( \Psi_2 \), which span a subspace, and \( \Delta_\psi \) has eigenvalues \( \lambda_{1,2} \) with
\[ \lambda_1 \cdot \lambda_2 = e^{-4 \text{Im} \Theta} (-M)(M - 2i A). \] (3.47)
To make the modes paired, we can rescale the bosonic mode \( \Phi \) appropriately, or equivalently define
\[ \hat{\Delta}_\phi \equiv e^{-2 \text{Im} \Theta} \Omega \Delta_\phi, \] (3.48)
then
\[ \hat{\Delta}_\phi \Phi = e^{-4 \text{Im} \Theta} (-M)(M - 2i A) \Phi. \] (3.49)
Therefore, if there are no missing spinors or unpaired spinors, the bosonic modes and the fermionic modes cancel out exactly.

Conversely, if there exists a fermionic mode \( \Psi \) satisfying
\[ \Delta_\psi \Psi = -M e^{-2 \text{Im} \Theta} \Psi, \] (3.50)
then using eq. (3.31) we can rewrite the condition above as

\[ S_1 S_2^* \Psi + S_1^c S_2^{c*} \Psi = (2iA - M)e^{-2Im\Theta} \Psi , \]  

(3.51)

where recall \( A \equiv \text{Re}(z - q\sigma) \cdot \Omega \). Acting \( S_1^{c*} \) from the left and using the orthogonality condition (3.30), we obtain

\[ S_2^{c*} \Psi = -\frac{1}{\Omega} (2iA - M) \Phi . \]  

(3.52)

Acting \( S_2^{c*} \) from left on the equation

\[ \Delta \psi \Psi = (S_2 S_1^* + S_2^{c*} S_1^c) \Psi = -Me^{-2Im\Theta} \Psi , \]  

(3.53)

using the relation (3.52) we just obtained, we find

\[ \Delta \phi \Phi = S_2^{c*} S_2 (S_1^{c*}) \Psi = -\frac{1}{\Omega} e^{-2Im\Theta} M(M - 2iA) \Phi . \]  

(3.54)

I.e., for a fermionic mode \( \Psi \), the corresponding bosonic mode can be constructed as \( \Phi = S_1^{c*} \Psi \).

With the preparation above, we can consider the unpaired spinors and the missing spinors. For the unpaired spinor, there is no corresponding bosonic partner, i.e.,

\[ \Phi = S_1^{c*} \Psi = 0 . \]  

(3.55)

Based on the orthogonality condition (3.30) there should be

\[ \Psi = S_1 F . \]  

(3.56)

Then

\[ \Delta \psi \Psi = S_2 S_1^* \Psi = M_\psi \Psi \]
\[ \Rightarrow S_1 S_2^* S_1 \Psi = M_\psi S_1 \Psi \]
\[ \Rightarrow e^{-2Im\Theta} \Omega S_2 F = M_\psi S_1 F \]
\[ \Rightarrow e^{-2Im\Theta} \Omega S_2 S_1 F = M_\psi S_1 S_1 F \]
\[ \Rightarrow M_\psi = ie^{-2Im\Theta} \Omega[D_1 - z + q\sigma + (r - 2)H] . \]  

(3.57)

For the missing spinor, \( \Psi_2 \propto \Psi_1 \). Suppose that

\[ \Psi_2 = a \Psi_1 , \]  

(3.58)

where \( a \) is a constant. Then from eq. (3.43) we know that

\[ \frac{\mu}{a} = 2iA e^{-2Im\Theta} a \]
\[ \Rightarrow a = \frac{M}{\Omega} . \]  

(3.59)
Hence,
\[ \Psi_2 = \frac{M}{\Omega} \Psi_1, \]  
(3.61)
i.e.,
\[ S_c^2 \Phi = \frac{M}{\Omega} S_c^1 \Phi. \]  
(3.62)
Acting \( S_1^c \) from left, we obtain
\[ S_1^c S_2^c \Phi = \frac{M_\phi}{\Omega} S_1^c S_1^c \Phi \]
\[ \Rightarrow -i(\bar{z} - q\bar{\sigma} - r\bar{H})(\zeta^\dagger \zeta)\phi - i(\zeta^\dagger \gamma^\mu \zeta)D_\mu \phi = -\frac{M_\phi}{\Omega} (\zeta^\dagger \zeta)\phi \]
\[ \Rightarrow M_\phi = \Omega [iD_1 + i(\bar{z} - q\bar{\sigma} - r\bar{H})]. \]  
(3.63)
To proceed, we have to figure out the eigenvalues of the operator \( D_1 \) in \( M_\psi \) (3.56) and \( M_\phi \) (3.63). Similar to ref. [9], we use
\[ |s, s_z\rangle \quad \text{with} \quad s_z = -s, -s + 1, \ldots, s - 1, s \]
as the spin basis, which transforms in the \((0, s)\) representation of \( \text{SU}(2)_L \times \text{SU}(2)_R \) and
\[ |j, m', m\rangle = Y^j_{m', m} \]
as the orbital basis, which transforms in the \((j, j)\) representation of \( \text{SU}(2)_L \times \text{SU}(2)_R \), where \( j \) is the azimuthal quantum number, while \( m' \) and \( m \) are the magnetic quantum numbers for \( \text{SU}(2)_L \) and \( \text{SU}(2)_R \) respectively, and they take values in the following ranges:
\[
\begin{align*}
   j & = 0, \frac{1}{2}, 1, \ldots; \\
   m' & = -j, -j + 1, \ldots, j - 1, j; \\
   m & = -j, -j + 1, \ldots, j - 1, j.
\end{align*}
\]  
(3.64)
For a group element \( g \in \text{SU}(2) \), a field \( \Phi(g) \) can be expanded as
\[ \Phi(g) = \sum_{j, m', m, s_z} \Phi^j_{m', m, s_z} |j, m', m\rangle \otimes |s, s_z\rangle. \]  
(3.65)
The covariant derivative on \( S^3 \) can be written as
\[ \nabla^{(0)} = \mu^1 (2L^1 - S^1) + \mu^2 (2L^2 - S^2) + \mu^3 (2L^3 - S^3), \]  
(3.66)
where \( L_m \) denote the orbital angular momentum operators on \( \text{SU}(2)_R \), while \( S_m \) are the spin operators. Similarly, it can also be written in the right-invariant frame as
\[ \nabla^{(0)} = \tilde{\mu}^1 (2L'^1 + S^1) + \tilde{\mu}^2 (2L'^2 + S^2) + \tilde{\mu}^3 (2L'^3 + S^3), \]  
(3.67)
where \( L'_m \) denote the orbital angular momentum operators on \( \text{SU}(2)_L \), while \( S_m \) are still the spin operators. More generally, we can write the covariant derivative \( D^{(0)} \) as a combination of the expressions (3.66) and (3.67):
\[ \nabla^{(0)} = a \left[ \mu^1 (2L^1 - S^1) + \mu^2 (2L^2 - S^2) + \mu^3 (2L^3 - S^3) \right] \\
+ (1 - a) \left[ \tilde{\mu}^1 (2L'^1 + S^1) + \tilde{\mu}^2 (2L'^2 + S^2) + \tilde{\mu}^3 (2L'^3 + S^3) \right], \]  
(3.68)
where $a$ is an arbitrary constant. For the squashed $S^3$ with $SU(2) \times U(1)$ isometry given by the metric (C.18), the covariant derivative also has different expressions as follows:

\[
\nabla = \mu^1 \left( 2L^1 - \left( 2 - \frac{1}{v^2} \right) S^1 \right) + \mu^2 \left( 2L^2 - \frac{1}{v} S^2 \right) + \mu^3 \left( 2L^3 - \frac{1}{v} S^3 \right)
\]

\[
= \tilde{\mu}^1 \left( 2L^1 + \left( 2 - \frac{1}{v^2} \right) S^1 \right) + \tilde{\mu}^2 \left( 2L^2 + \frac{1}{v} S^2 \right) + \tilde{\mu}^3 \left( 2L^3 + \frac{1}{v} S^3 \right)
\]

\[
= a \left[ \mu^1 \left( 2L^1 - \left( 2 - \frac{1}{v^2} \right) S^1 \right) + \mu^2 (2L^2 - S^2) + \mu^3 (2L^3 - S^3) \right]
\]

\[
+ (1 - a) \left[ \tilde{\mu}^1 \left( 2L^1 + \left( 2 - \frac{1}{v^2} \right) S^1 \right) + \tilde{\mu}^2 (2L^2 + S^2) + \tilde{\mu}^3 (2L^3 + S^3) \right],
\]

where $a$ again can be an arbitrary constant.

Since the squashed $S^3$ that we consider in this paper has $SU(2)_L \times U(1)_R$ isometry, $L'_m L'_m$, $L'_1$ and $L_1 + S_1$ should have well-defined eigenvalues as follows:

\[
L'_m L'_m = - j(j + 1), \quad L'_1 = im', \quad L_1 + S_1 = im.
\]

Knowing this, we can return to the discussion of the eigenvalues of the Laplacians $\Delta_\psi$ and $\Delta_\phi$ (3.56) (3.63). Remember that both expressions are derived from some scalar modes, hence the spin $s = 0$, i.e., $S_1$ has vanishing eigenvalues. Then the covariant derivative without the gauge connection, i.e. $\nabla_1$, in both expressions has the form

\[
\nabla_1 = \frac{v}{\ell} \cdot 2L_1 = \frac{v}{\ell} \cdot 2im
\]

on the states $|j, m', m\rangle$ with $-j \leq m', m \leq j$ and $j = 0, \frac{1}{2}, 1, \cdots$ of $SU(2)$. Hence, the eigenvalues of the Laplacians $\Delta_\psi$ and $\Delta_\phi$ (3.56) (3.63) can be expressed as

\[
M_\psi = ie^{-2im\theta} \Omega \left[ \nabla_1 - i(r - 2) \left( A_1 - \frac{1}{2} V_1 \right) - i(z - q\sigma)C_1 - (z - q\sigma) + (r - 2)H \right]
\]

\[
= ie^{-2im\theta} \Omega \left[ \frac{2iv}{\ell} m - i(r - 2) \left( A_1 - \frac{1}{2} V_1 + iH \right) - (z - q\sigma) \right],
\]

\[
M_\phi = i\Omega \left[ \nabla_1 - ir \left( A_1 - \frac{1}{2} V_1 \right) - i(z - q\sigma)C_1 + (\bar{z} - q\bar{\sigma}) + rH \right]
\]

\[
= i\Omega \left[ \frac{2iv}{\ell} m - ir \left( A_1 - \frac{1}{2} V_1 + iH \right) + (\bar{z} - q\bar{\sigma}) \right],
\]

where we have used the background gauge symmetry (3.16) to set $C_1 = 0$, as mentioned before. In general, $z$ and $\sigma$ can be complex, which is crucial in some cases [21], in this paper for simplicity we assume that

\[
\bar{\sigma} = -\sigma, \quad \bar{z} = -z.
\]

As a check, let us consider a few previously studied cases. For round $S^3$, there are

\[
v = 1, \quad A_1 = V_1 = 0, \quad H = -i \frac{1}{\ell}, \quad z = 0,
\]
then the 1-loop determinant for the matter sector is
\[
Z_{\text{mat}}^{1-\text{loop}} = \prod_{\rho \in R} \prod_{j=0}^{\infty} \left( \prod_{m=-j}^{j} \left( \frac{2im}{\ell} - i(r - 2)\frac{1}{T} + q\rho(\sigma) \right) \right)^{2j+1}
\]
\[
= \prod_{\rho \in R} \prod_{n=0}^{\infty} \left( -\frac{n+1-r}{n+1+r} - i\rho(\sigma) \right)^n.
\]
(3.77)

where \(\rho\) denotes the weights in the representation \(R\), and we have set \(q = -1\) and \(n \equiv 2j+1\). This result is precisely the one obtained in ref. [5]. Similarly, if we choose
\[
A_1 = \frac{v}{\ell} - \frac{1}{v\ell}, \quad V_1 = 0, \quad H = -\frac{i}{v\ell}, \quad z = 0,
\]
the 1-loop determinant for the matter sector becomes
\[
Z_{\text{mat}}^{1-\text{loop}} = \prod_{\rho \in R} \prod_{j=0}^{\infty} \left( \prod_{m=-j}^{j} \left( \frac{2im}{\ell} - i(r - 2)\frac{v}{T} + q\rho(\sigma) \right) \right)^{2j+1}
\]
\[
= \prod_{\rho \in R} \prod_{j=0}^{\infty} \left( -\frac{2j+2-r}{2j+2+r} + i\rho(\sigma) \right)^{2j+1}.
\]
(3.78)

where \(\tilde{\ell} \equiv \frac{\ell}{v}\), and this result is the same as the one with SU(2) \(\times\) U(1) isometry in ref. [8]. An immediate generalization is to shift the auxiliary fields by \(\sim \kappa\) without rotating the Killing spinors, i.e., for
\[
A_1 = \frac{v}{\ell} + \frac{2}{v\ell} + \frac{3\kappa}{2\ell}, \quad V_1 = \frac{2}{v\ell} + \frac{\kappa}{\ell}, \quad H = \frac{i}{v\ell} + i\frac{\kappa}{\ell}, \quad z = 0,
\]
the partition function remains the same as eq. (3.78), i.e., the one in ref. [8]:
\[
Z_{\text{mat}}^{1-\text{loop}} = \prod_{\rho \in R} \prod_{j=0}^{\infty} \left( -\frac{2j+2-r}{2j+2+r} + i\rho(\sigma) \right)^{2j+1}.
\]
(3.79)

At this point, we may conclude that the shift \(\kappa\) in the auxiliary fields does not affect the 1-loop determinant of the matter sector, and to obtain a nontrivial result like the one in ref. [9] one has to consider the rotation of the Killing spinors (2.72), i.e., \(\Theta \neq 0\). All the examples discussed above can be thought of to be \(\Theta = 0\).

For the cases with \(\Theta \neq 0\), e.g. the case discussed in ref. [9], the main difference is that
\[
A_1 - \frac{1}{2} V_1 + iH \neq \frac{v}{\ell}.
\]
(3.80)

For ref. [9] there is
\[
A_1 - \frac{1}{2} V_1 + iH = -\frac{1}{\ell} \left( \frac{\sqrt{1 - v^2}}{v} + \frac{1}{v} \right) = -\frac{1}{\ell} + i\frac{v}{v\ell}.
\]
(3.81)
This change will affect the expressions of $M_\phi$ (3.56) and $M_\phi$ (3.63). We can think of this effect as to use the background gauge fields to twist the connections in the covariant derivatives, i.e., we want to absorb the background gauge fields into the covariant derivatives. For $\Theta = 0$, there is always $A_1 - \frac{1}{2} V_1 + i H = \frac{\ell}{\ell_1}$. From eq. (3.73) we can see that the background fields can be thought of to only twist the SU(2)$_L$ part of the connection, without affecting the SU(2)$_R$ part of the connection. For $\Theta \neq 0$, $A_1 - \frac{1}{2} V_1 + i H$ is in general not equal to $\frac{\ell}{\ell_1}$, hence cannot be absorbed only in the SU(2)$_L$ part of the connection, i.e., it has to twist also the SU(2)$_R$ part. We can use the expression (3.81) and figure out the coefficients in the linear combination. The guiding principle is that we still want to require that the background gauge fields can be absorbed only in the SU(2)$_L$ part of the connection. Hence, from eq. (3.71) and eq. (3.73) we see that on the states $|j, m', m\rangle$ with the spin $s = 0$:

$$\nabla_1 - 2i(A_1 - \frac{1}{2} V_1 + i H) = \left[ a - \frac{\ell}{\ell_1} 2L^1 + \left( 1 - a \right) \frac{v}{\ell_1} 2L^1 \right] - 2i \frac{v}{\ell_1} = \left[ a - \frac{\ell}{\ell_1} 2im + \left( 1 - a \right) \frac{v}{\ell_1} 2im \right] - 2i \frac{v}{\ell_1} ,$$

where

$$\frac{v}{\ell_1} = \pm (A_1 - \frac{1}{2} V_1 + i H).$$

(3.82)

Since $-j \leq m'$, $m \leq j$, the choice of the sign does not change the final result. To combine $2i \frac{v}{\ell_1}$ with the term containing $L^1$ implies that

$$a - \frac{\ell}{\ell_1} = \frac{v}{\ell_1} \Rightarrow a = \frac{\ell}{\ell_1} .$$

Then

$$\nabla_1 - 2i(A_1 - \frac{1}{2} V_1 + i H) = \left[ \frac{v}{\ell_1} 2L^1 + \left( \frac{v}{\ell_1} - \frac{v}{\ell_1} \right) 2L^1 \right] - 2i \frac{v}{\ell_1} = \left[ \frac{v}{\ell_1} 2im + \left( \frac{v}{\ell_1} - \frac{v}{\ell_1} \right) 2im \right] - 2i \frac{v}{\ell_1} .$$

(3.83)

For the case discussed in ref. [9] there is

$$\frac{v}{\ell_1} = \frac{1 + i u}{v} \frac{v}{\ell_1} \frac{v}{\ell_1} = \frac{v}{\ell_1} \frac{v}{\ell_1} \frac{v}{\ell_1} \frac{v}{\ell_1} = -i u v \frac{v}{\ell_1} \frac{v}{\ell_1}.$$ 

(3.84)

(3.85)

Then the 1-loop determinant for the matter sector has the general expression

$$Z^{1-loop}_{mat} = \prod_{\rho \in R} \prod_{j} \prod_{-j \leq m', m \leq j} e^{-2i m \Theta} \frac{2i v}{\ell_1} (m - 1) + 2i \left( \frac{v}{\ell_1} - \frac{v}{\ell_1} \right) m' + ir \frac{v}{\ell_1} - (z - q\rho(\sigma)) \frac{2i v}{\ell_1} m + 2i \frac{v}{\ell_1} m' + ir \frac{v}{\ell_1} + (\bar{z} - q\rho(\sigma))$$

$$= \prod_{\rho \in R} \prod_{j} \prod_{-j \leq m', m \leq j} e^{-2i m \Theta} 2i (m - 1) + 2um' + ir + \frac{q\rho(\sigma)}{b} \frac{2i m + 2um' + ir + \frac{q\rho(\sigma)}{b}}{b}$$

$$= \prod_{\rho \in R} \prod_{j} \prod_{-j \leq m', m \leq j} e^{-2i m \Theta} 2i (m - 1) + 2um' + ir + \frac{q\rho(\sigma)}{b} \frac{2i m + 2um' + ir + \frac{q\rho(\sigma)}{b}}{b}$$

$$= \prod_{\rho \in R} \prod_{j} \prod_{-j \leq m', m \leq j} e^{-2i m \Theta} \left( - \frac{2j + 2ium' + r + \frac{q\rho(\sigma)}{b}}{2j - 2ium' + r - \frac{q\rho(\sigma)}{b}} \right) ,$$

(3.86)
where \( b \equiv \frac{1+iu}{v} \), \( \rho \) again denotes the weights in the representation \( R \), and we have assumed
\[
\bar{z} = 0, \quad \bar{\sigma} = -\sigma.
\]

If we identify \( r \) and \( \xi \) with \( \Delta \) and \( r \) in ref. \([9]\) respectively, and let \( q = 1 \), then up to some constant this result is the same as the one in ref. \([9]\).

For the most general auxiliary fields (2.72) on a squashed \( S^3 \) with \( SU(2) \times U(1) \) isometry, the 1-loop determinant for the matter sector is
\[
Z_{\text{mat}}^{1\text{-loop}} = \prod_{\rho \in R} \prod_{j} \prod_{-j \leq m, m' \leq j} e^{-2\text{Im}\Theta} \frac{2i(m-1) \frac{v}{\ell} + 2im' \left( \frac{v}{\ell} - \frac{u}{\ell} \right) + ir \frac{v}{\ell} - (z - q\rho(\sigma))}{2im \frac{v}{\ell} + 2im' \left( \frac{v}{\ell} - \frac{u}{\ell} \right) + ir \frac{v}{\ell} + (\bar{z} - q\rho(\bar{\sigma}))}.
\]

\[
= \prod_{\rho \in R} \prod_{j} \prod_{-j \leq m, m' \leq j} e^{-2\text{Im}\Theta} \left( - \frac{2j + 2m' \frac{v}{\ell} - \frac{u}{\ell} - r - i z - q\rho(\sigma)}{2j + 2m' \frac{v}{\ell} + r + i z - q\rho(\sigma)} \right)^{\infty} \prod_{\rho \in R} \prod_{p, q = 0} e^{-2\text{Im}\Theta} \left( - \frac{p + q + 2 - (p - q)W - r - i z - q\rho(\sigma)}{p + q + (p - q)W + r + i z - q\rho(\sigma)} \right)^{\infty}.
\]

\[
= \prod_{\rho \in R} \prod_{p, q = 0} e^{-2\text{Im}\Theta} \left( - \frac{(1 - W)p + (1 + W)q + 1 - i \left( z - q\rho(\sigma) - ir + i \right)}{(1 + W)p + (1 - W)q + 1 + i \left( z - q\rho(\sigma) - ir + i \right)} \right)^{\infty}.
\]

\[
= \prod_{\rho \in R} \prod_{p, q = 0} e^{-2\text{Im}\Theta} \left( - \frac{bp + b^{-1}q + \frac{b+b^{-1}}{2} - i(b+b^{-1}) \left( z - q\rho(\sigma) - ir + i \right)}{b^{-1}p + bq + \frac{b+b^{-1}}{2} + i(b+b^{-1}) \left( z - q\rho(\sigma) - ir + i \right)} \right)^{\infty},
\]

where
\[
j = \frac{p + q}{2}, \quad m' = \frac{p - q}{2},
\]
\[
W = \frac{v}{\ell} - \frac{u}{\ell}, \quad b = \frac{1}{\sqrt{1-W^2}} = \sqrt{\frac{1-W}{1+W}}.
\]

and we have assumed that
\[
\bar{z} = -z, \quad \bar{\sigma} = -\sigma.
\]

Therefore, up to some constant the 1-loop determinant for the matter sector in the general background is
\[
Z_{\text{mat}}^{1\text{-loop}} = \prod_{\rho} \left( \frac{Q}{2} \left( z - q\rho(\sigma) - ir + i \right) \right)^{s_{\rho}},
\]

where
\[
Q \equiv b + b^{-1}, \quad b \equiv \frac{1 - W}{\sqrt{1-W^2}} = \sqrt{\frac{1-W}{1+W}}, \quad W \equiv \frac{v}{\ell} - \frac{u}{\ell},
\]
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JHEP07(2014)126
\]

- 27 -
and \( s_b(x) \) is the double-sine function, whose properties are discussed in ref. [29] and appendix A of ref. [30]. For the general background auxiliary fields (2.72) there is
\[
\frac{v}{\ell_1} = A_1 - \frac{1}{2} V_1 + i H = \frac{v}{\ell} \left( 1 - \frac{2i}{v^2} \sin \Theta e^{-i \Theta} \right),
\]
which leads to
\[
W = \frac{2}{-2 + v^2 - i v^2 \cot \Theta}, \quad b = \sqrt{1 - \frac{2}{v^2} (1 - e^{-2i \Theta})}.
\]
As a quick check, we see that for the round \( S^3 \) there is \( v = 1 \) and \( \Theta = 0 \), then as expected
\[
W = 0, \quad b = 1.
\]
Moreover, for \( \Theta = 0 \) there is always \( b = 1 \), and by choosing different \( v \) and \( \ell \) in \( \frac{v}{\ell_1} \) (3.92) one obtains the result for round \( S^3 \) [5] and the result in ref. [8]. If we choose \( \ell \) and \( \Theta \) to be the ones given in eqs. (2.76)–(2.78), and use the following identity for the double-sine function
\[
s_b(x) s_b(-x) = 1,
\]
we obtain the result in ref. [9]. Hence, the result (3.90) incorporates all the previous results for a squashed \( S^3 \) with \( SU(2) \times U(1) \) isometry.

3.2.3 1-loop determinant for gauge sector

In this section we discuss the 1-loop determinant for the gauge sector. The method is similar to the matter sector. We will see how the modes are paired, and how the missing spinors and the unpaired spinors give rise to the 1-loop determinant. First, the Lagrangians that are used to do the localization in the gauge sector, also have the bosonic part (3.34) and the fermionic part (3.35). We can rescale the fields in the vector multiplet appropriately, then the Lagrangians (3.34) (3.35) become
\[
(QV_g)_B = \text{Tr} \left[ -\frac{1}{2} f_{\mu\nu} f^{\mu\nu} - (D_\mu \sigma)(D^\mu \sigma) + (D + \sigma H)^2 \right],
\]
\[
(QV_g)_F = \text{Tr} \left[ 2i \bar{\lambda} \sigma \lambda + 2i [\bar{\lambda}, \sigma] - i H (\bar{\lambda} \lambda) - V_1 (\bar{\lambda} \lambda) - 2 V_\mu (\bar{\lambda} \gamma^\mu \lambda) \right].
\]

We follow the same procedure as in ref. [5]. First, we add a gauge fixing term:
\[
\mathcal{L}_{gf} = \text{Tr} \left[ c \nabla^\mu \nabla_\mu c + b \nabla^\mu a_\mu \right].
\]
Integration over \( b \) will give the gauge fixing condition
\[
\nabla^\mu a_\mu = 0.
\]
If we decompose
\[
a_\mu = \nabla_\mu \varphi + B_\mu
\]
with
\[
\nabla^\mu B_\mu = 0,
\]
and
\[
\nabla^\mu \varphi = 0.
\]
then the gauge fixing condition becomes
\[ \nabla^\mu A_\mu = 0 \Rightarrow \nabla^\mu \nabla_\mu \varphi = 0, \tag{3.101} \]
which is equivalent to a \( \delta \)-function in the Lagrangian:
\[ \delta(\nabla^\mu A_\mu) = \delta(\nabla^2 \varphi) = \frac{1}{\sqrt{\det(\nabla^2)}} \delta(\varphi). \tag{3.102} \]

After Gaussian integration, \( c \) and \( \tilde{c} \) will contribute a factor to the partition function:
\[ \det(\nabla^2), \]
while integration over \( \sigma \) will contribute another factor
\[ \frac{1}{\sqrt{\det(\nabla^2)}}. \]
Hence, the contributions from \( c, \tilde{c}, \sigma \) and \( \varphi \) will cancel each other. Hence, around the classical solution (3.15), the bosonic part that contributes to the 1-loop determinant for the gauge sector, becomes
\[ (QV_\gamma)_B = \text{Tr} \left( B^\mu \hat{\Delta}_B B_\mu + [B_\mu, \sigma]^2 \right), \tag{3.103} \]
where \( \hat{\Delta}_B B_\mu \equiv *d * dB_\mu. \)

We see that the Lagrangians (3.96) and (3.103) are exactly the same as the ones in ref. [28], therefore, we follow the same way as ref. [28] to figure out the pairing of modes. Suppose that there is a fermionic mode \( \Lambda \) satisfying
\[ \Delta \Lambda = \Omega \left( i\gamma^\mu D_\mu + i\sigma \right) \Lambda = M \Lambda \]
\[ \Rightarrow (i M + \sigma \Omega) \Lambda = \Omega \left( -\gamma^\mu D_\mu + \frac{1}{2} H - i \frac{1}{2} V_1 - i V_\mu \gamma^\mu \right) \Lambda. \tag{3.104} \]

Similar to ref. [28], we can use the equation above to prove the following important relation by direct computations:
\[ B \equiv \Omega d(\tilde{\zeta} \Lambda) + (i M + \sigma \Omega)(\tilde{\zeta} \gamma^\mu \Lambda) d\xi^\mu = -i * \left( D(\tilde{\zeta} \gamma^\mu \Lambda) d\xi^\mu \right). \tag{3.105} \]
In our case \( \Omega \) is a constant, and the details of deriving this relation are given in appendix E. Then this relation leads to
\[ B \equiv \Omega d(\tilde{\zeta} \Lambda) + (i M + \sigma \Omega)(\tilde{\zeta} \gamma^\mu \Lambda) d\xi^\mu = -i * d \left( \frac{B - \Omega d(\tilde{\zeta} \Lambda)}{i M + \sigma \Omega} \right) \]
\[ \Rightarrow (i M + \sigma \Omega) B = -i * d B \quad \Rightarrow \pm \sqrt{\hat{\Delta}_B} B = *d B = -(M - i \sigma \Omega) B = -(M - i \sigma_0 \Omega) B, \tag{3.106} \]
with \( \sigma_0 \equiv \sigma \Omega \). I.e., if there exists a fermionic mode \( \Lambda \) with eigenvalue \( M \) for \( \Delta \Lambda \), then there is a corresponding bosonic mode with eigenvalue \(-(M - i \alpha(\sigma_0))\) for \(*d\). Conversely,
if the relation (3.107) is true, i.e., there is a bosonic mode with eigenvalue \(-(M - i\alpha(\sigma_0))\) for \(*d\), then the fermionic mode \(\Lambda \equiv \gamma^\mu B_\mu \zeta\) satisfies

\[
\Delta_\lambda \Lambda = M \Lambda .
\] (3.108)

In other words, the eigenmodes of \(\sqrt{\Delta_B}\) with eigenvalues \(\pm (M - i\alpha(\sigma_0))\) are paired with the eigenmodes of \(\Delta_\lambda\) with eigenvalues \(M, -M + 2i\alpha(\sigma_0)\). On these paired bosonic modes \(\Delta_B \equiv \Delta_B + \alpha^2(\sigma_0)\) has the eigenvalue \(M(M - 2i\alpha(\sigma_0))\). Hence,

\[
\frac{\Delta_\lambda}{\Delta_B} = \frac{-M(M - 2i\alpha(\sigma_0))}{M(M - 2i\alpha(\sigma_0))} .
\] (3.109)

We see that up to some constant the paired modes cancel out exactly and do not have net contributions to the 1-loop determinant.

Similar to the matter sector, to calculate the 1-loop determinant of the gauge sector, we still consider the unpaired spinor and the missing spinor. For the unpaired spinor, there is no corresponding bosonic mode, i.e.,

\[
\Omega \partial_\mu (\tilde{\zeta} \Lambda) + (iM + \alpha(\sigma_0))\tilde{\zeta} \gamma^\mu \Lambda = 0 ,
\] (3.110)

and now the fermionic mode \(\Lambda\) is

\[
\Lambda = \Phi_0 + \Phi_2 ,
\] (3.111)

where \(\Phi_0\) and \(\Phi_2\) are bosonic fields with \(R\)-charges 0 and 2 respectively. Using the convention in appendix A, we obtain for the first component of eq. (3.110):

\[
\Omega^2 \partial_1 \Phi_0 + \Omega(iM_\Lambda + \alpha(\sigma_0))\Phi_0 = 0
\Rightarrow M_\Lambda = i\alpha(\sigma_0) + i\Omega \partial_1 = i\Omega \alpha(\sigma) + i\Omega \partial_1 .
\] (3.112)

For the missing spinor there is

\[
\Lambda = \gamma^\mu B_\mu \zeta = 0 .
\] (3.113)

By multiplying \(\zeta^\dagger\) and \(\zeta^c\dagger\) from the left, we see that this relation implies that

\[
B_1 = 0 , \quad B_2 + iB_3 = 0 \Rightarrow B_3 = iB_2 .
\]

Then

\[
* dB = (i\partial_2 B_2 - \partial_3 B_2)e^1 - i\Omega \partial_1 B_2e^2 + \Omega \partial_1 B_2 e^3 .
\] (3.114)

Combining eq. (3.106) and eq. (3.114), we obtain

\[
- i\Omega \partial_1 B_2 = -(M - i\alpha(\sigma_0))iB_2
\Rightarrow M_B = i\alpha(\sigma_0) + i\Omega \partial_1 = i\Omega \alpha(\sigma) + i\Omega \partial_1 .
\] (3.115)

Actually, as discussed in refs. [8, 28], there are more conditions that can be deduced, but for the case studied in this paper, the additional conditions are irrelevant. Moreover, it seems that the contributions from the unpaired spinors and the missing spinors (3.112) (3.115)
cancel each other exactly. This is not the case, because the derivative \( \partial_1 \) acting on \( \Phi_0 \) and \( B_2 \) gives the eigenvalues proportional to the third component of the orbital angular momentum, i.e. \( L_1 \), while \( \Phi_0 \) and \( B_2 \) have spin 0 and 1 respectively. To know the precise form of the eigenvalues of \( \partial_1 \), i.e. the covariant derivative without spin and gauge connections, we use the same expression obtained in the matter sector (3.83):

\[
\partial_1 = \frac{v}{L_1} 2L_1^1 + \left( \frac{v}{L_1} - \frac{v}{L_1} \right) 2L_1^1 = \frac{v}{L_1} 2(\imath m - S_1) + \left( \frac{v}{L_1} - \frac{v}{L_1} \right) 2\imath m',
\]

(3.116)

where for the mode \( \Phi_0 \) the eigenvalue of \( S_1 \) is 0, while for the mode \( B_2 \) the eigenvalue of \( S_1 \) can be +1 or −1, but since \( \alpha \) runs over all the positive roots and negative roots, and \( m \) and \( m' \) run from \( -j \) to \( j \), the sign is actually irrelevant.

Considering all the modes contributing to \( \frac{M_B}{M_B} \) in the most general background (2.72), we obtain the 1-loop determinant for the gauge sector:

\[
Z_{gl}^{1\text{-loop}} = \prod_{\alpha \in \Delta} \prod_{j} \prod_{-j \leq m, m' < j} -\frac{2 \frac{v}{L_1} m - 2m' \left( \frac{v}{L_1} - \frac{v}{L_1} \right)}{-\frac{2 \frac{v}{L_1} (m - 1) - 2m' \left( \frac{v}{L_1} - \frac{v}{L_1} \right)}{2 \frac{v}{L_1} (-j - 1) - 2m' \left( \frac{v}{L_1} - \frac{v}{L_1} \right)}} + i\alpha(\sigma)
\]

\[
= \prod_{\alpha \in \Delta} \prod_{j} \prod_{-j \leq m' < j} \left( -\frac{2j + 2m'W - \frac{i\alpha(\sigma)}{\gamma_1}}{2j + 2 - 2m'W + \frac{i\alpha(\sigma)}{\gamma_1}} \right)
\]

\[
= \prod_{\alpha \in \Delta} \prod_{p, q = 0} \prod_{p + q + (p - q)W - \frac{i\alpha(\sigma)}{\gamma_1}} \left( -\frac{p + q + 2 - (p - q)W + \frac{i\alpha(\sigma)}{\gamma_1}}{p + q + (p - q)W - \frac{i\alpha(\sigma)}{\gamma_1}} \right)
\]

\[
= \prod_{\alpha \in \Delta} \prod_{p, q = 0} \prod_{(1 + W)p + (1 - W)q + 1 - i \left( \frac{i\alpha(\sigma)}{\gamma_1} \right)} \left( \frac{(1 - W)p + (1 + W)q + 1 + i \left( \frac{i\alpha(\sigma)}{\gamma_1} \right)}{b^{-1}p + b^{-1}q + Q^{-2} - iQ^{-2} \left( \frac{i\alpha(\sigma)}{\gamma_1} \right) - i} \right)
\]

\[
(3.117)
\]

where \( \alpha \) denotes the roots, and \( p, q, W, b \) and \( Q \) are defined in the same way as before (3.88) (3.89) (3.91). Up to some constant, the 1-loop determinant for the gauge sector can be written as

\[
Z_{gl}^{1\text{-loop}} = \prod_{\alpha \in \Delta} s_{b} \left( \frac{Q}{2} \left( \frac{i\alpha(\sigma)}{\gamma_1} - i \right) \right),
\]

(3.118)

where \( s_{b}(x) \) is the double sine function, and \( \frac{Q}{2} \) is given by eq. (3.92). By choosing appropriate parameters given by eqs. (2.76)–(2.78), we obtain the result of ref. [9] from this general result.
To see how the results of other cases emerge from the general one (3.118), we need to rewrite the expression at some intermediate step. If we define

\[ b_1 + b_2 = -\frac{v}{\ell}, \quad b_1 - b_2 = -2 \left( \frac{v}{\ell} - \frac{v}{\ell_1} \right), \tag{3.119} \]

then

\[
Z_{g}^{1\text{-loop}} = \prod_{\alpha \in \Delta} \prod_{j} \prod_{j \leq m' \leq j} \left( -\frac{2 \nu}{\ell_1} j - 2m' \left( \frac{v}{\ell} \right) + i\alpha(\sigma) \right)
= \prod_{\alpha \in \Delta} \prod_{j} \prod_{j \leq m' \leq j} \left( -\frac{2 \nu}{\ell_1} j - 2m' \left( \frac{v}{\ell} \right) + i\alpha(\sigma) \right)
= \prod_{\alpha \in \Delta} \prod_{j} \prod_{j \leq m' \leq j} \frac{(b_1 + b_2)j + (b_1 - b_2)m'}{v} + i\alpha(\sigma)
= \prod_{\alpha \in \Delta} \prod_{j} \prod_{j \leq m' \leq j} \frac{b_1(j + m') + b_2(j - m')}{v} + i\alpha(\sigma)
= \prod_{\alpha \in \Delta} \prod_{j} \prod_{p, q=0}^{\infty} \frac{b_1p + b_2q + i\alpha(\sigma)}{v} - b_1(p + 1) - b_2(q + 1) + i\alpha(\sigma), \tag{3.120}
\]

which is exactly the result of the 1-loop determinant for the gauge sector in ref. [28]. From this result, it is easy to obtain the results for other cases. To see it, we should rewrite the expression further and restrict \( \alpha \) to be positive roots.

\[
Z_{g}^{1\text{-loop}} = \prod_{\alpha \in \Delta_+} \prod_{j} \prod_{p, q=0}^{\infty} \left( \frac{b_1p + b_2q + i\alpha(\sigma)}{-b_1(p + 1) - b_2(q + 1) + i\alpha(\sigma)}, \frac{b_1p + b_2q - i\alpha(\sigma)}{-b_1(p + 1) - b_2(q + 1) - i\alpha(\sigma)} \right)
= \prod_{\alpha \in \Delta_+} \prod_{j} \prod_{p, q=0}^{\infty} \left( \frac{b_1p + b_2q + i\alpha(\sigma)}{-b_1(p + 1) - b_2(q + 1) + i\alpha(\sigma)}, \frac{-b_1p - b_2q + i\alpha(\sigma)}{b_1(p + 1) + b_2(q + 1) + i\alpha(\sigma)} \right)
= \prod_{\alpha \in \Delta_+} \left( \prod_{m > 0} (b_1m + i\alpha(\sigma)) \cdot \prod_{n > 0} (b_2n + i\alpha(\sigma)) \cdot \prod_{m > 0} (-b_1m + i\alpha(\sigma)) \cdot \prod_{n > 0} (-b_2n + i\alpha(\sigma)) \right)
= \prod_{\alpha \in \Delta_+ \cdot m > 0} \prod_{n > 0} (b_1m^2 + \alpha^2(\sigma)) \cdot \prod_{n > 0} (b_2n^2 + \alpha^2(\sigma)) \]

where \( \Delta_+ \) denotes the set of positive roots. For

\[ b_1 = b_2 = \frac{1}{\ell}, \]

we obtain the result of round \( S^3 \) [5], while for

\[ b_1 = b_2 = \frac{v}{\ell} = \frac{1}{\ell}, \]

we obtain the result of round \( S^3 \) [5].

\[ \]
the result becomes the one of the squashed $S^3$ with $SU(2) \times U(1)$ isometry discussed in ref. [8]. Hence, like in the matter sector, the general result (3.118) also incorporates all the previous results on a squashed $S^3$ with $SU(2) \times U(1)$ isometry, and it does not depend on the shifts by $\sim \kappa$ of the auxiliary fields, instead the shifts induced by the rotation of the Killing spinors will affect the final result.

Finally, putting everything together (3.36)–(3.38), (3.90), (3.118), we obtain the results summarized in the introduction. As we emphasized there, an important feature is that the 1-loop determinants are independent of the shift $\kappa$, while only $\Theta \neq 0$ can give the results essentially different from the case of the round $S^3$.

4 Conclusion and discussion

Through the calculations above, we have seen that refs. [17, 19–21] provide a very powerful tool for studying theories with rigid supersymmetry on curved space. It is especially useful in finding the Killing spinors and the corresponding background auxiliary fields, which could be extremely hard but at the same time crucial to the calculations in the localization procedure. These new formalisms circumvent this difficulty in a systematic way.

The partition function of the $\mathcal{N} = 2$ supersymmetric Chern-Simons-Matter theory on a squashed $S^3$ with $SU(2) \times U(1)$ isometry and a class of complex background is calculated. The result provides a new interpolation between the results of ref. [8] and ref. [9]. From this example we see clearly how the background fields enter the final results. Even for the round $S^3$, i.e. $v = 1$, the partition function can be nontrivial if $\Theta \neq 0$. Moreover, different background fields do not necessarily lead to different partition functions. For instance, the shift proportional to $\kappa$ in the background auxiliary fields leaves the 1-loop determinants in the partition function unchanged. This work complements ref. [28] by studying a special case in great detail.

It would be interesting to see whether the same features are shared by other kinds of 3D and 4D manifolds, i.e., whether the partition functions for the theory defined on the manifolds depend on the background auxiliary fields in a certain way. Moreover, ref. [31] has studied the gravity dual for the Chern-Simons-Matter theory defined on a squashed $S^3$ with $SU(2) \times U(1)$ isometry. With the general results discussed in this paper, we would like to see how the large class of gauge theories fits into the gravity side, and how the auxiliary fields appear appropriately in the gravity theory.
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A Convention

In this appendix we review our convention and some identities used in the paper. We mainly follow the convention of ref. [21]. The 3D $\gamma$-matrices are chosen to be

$$\gamma_1 = \sigma_3, \quad \gamma_2 = -\sigma_1, \quad \gamma_3 = -\sigma_2,$$

where $\sigma_i$ are the Pauli matrices. They still satisfy

$$[\gamma_m, \gamma_n] = 2i\epsilon_{mnp}\gamma^p.$$

This will consequently affect the eigenvalues of spherical harmonics defined on the squashed $S^3$. The main difference is that for a spin-0 field instead of $L_3$ now $L_1$ has the eigenvalues

$$im \quad \text{with} \quad -j \leq m \leq j, \quad j = 0, \frac{1}{2}, 1, \cdots$$

In this paper, we use commuting spinors. The product of two spinors are defined as

$$\psi\chi = \psi^\alpha C_{\alpha\beta} \chi^\beta, \quad \psi\gamma_\mu\chi = \psi^\alpha (C\gamma_\mu)_{\alpha\beta} \chi^\beta,$$

where the indices can be raised and lowered using

$$C = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$$

is the charge conjugation matrix. The spinor bilinears of commuting spinors satisfy

$$\psi\chi = -\chi\psi, \quad \psi\gamma_\mu\chi = \chi\gamma_\mu\psi.$$

The Fierz identity for commuting spinors is

$$(\psi_1\chi_1)(\psi_2\chi_2) = \frac{1}{2}(\psi_1\chi_2)(\psi_2\chi_1) + \frac{1}{2}(\psi_1\gamma_\mu\chi_2)(\psi_2\gamma_\mu\chi_1).$$

The Hermitian conjugate of a spinor is given by

$$(\psi^\dagger)^\alpha = (\overline{\psi}_\alpha),$$

where $\overline{\cdot}$ denotes the complex conjugate. The charge conjugate of a spinor is defined as

$$\chi^c \equiv \sigma_2\overline{\chi}.$$

We use $\psi$ and $\tilde{\psi}$ to denote the spinors that are Hermitian conjugate to each other in Lorentzian signature, while independent in Euclidean signature. In particular, $\zeta$ and $\tilde{\zeta}$ are such a kind of spinor pair. They satisfy the generalized Killing spinor equations (2.19). Although in Euclidean signature they are independent, one can prove that the charge conjugate of $\zeta$, i.e., $\zeta^c$ satisfies the same Killing spinor equation as $\tilde{\zeta}$. Hence,

$$\zeta^c \propto \tilde{\zeta}.$$
B S\(^3\) as an SU(2)-group manifold

A convenient way to discuss different ways of squashing is to introduce the left-invariant and the right-invariant frame. A group element in SU(2) is given by

\[ g \equiv ix_\mu \sigma^\mu = \begin{pmatrix} x_0 + ix_3 & x_2 + ix_1 \\ -x_2 + ix_1 & x_0 - ix_3 \end{pmatrix}, \]

(B.1)

where \( \sigma^\mu = (-iI, \vec{\sigma}) \). Then

\[ \mu \equiv g^{-1}dg \quad \text{and} \quad \tilde{\mu} \equiv dg \: g^{-1} \]

(B.2)

are left-invariant and right-invariant 1-form respectively, i.e., they are invariant under the transformations with a constant matrix \( h \)

\[ g \rightarrow hg \quad \text{and} \quad g \rightarrow gh \]

respectively. It can be checked explicitly that the metric of \( S^3 \) can be written as

\[ ds^2 = \frac{\ell^2}{2} \text{tr}(dg \: dg^{-1}) = \ell^2 \mu^m \mu^m = \ell^2 \tilde{\mu}^m \tilde{\mu}^m = \frac{\ell^2}{2} (\mu^m \mu^m + \tilde{\mu}^m \tilde{\mu}^m), \]

(B.3)

with \( m = 1, 2, 3 \), if we impose the constraint

\[ \text{det} \: g = x_0^2 + x_1^2 + x_2^2 + x_3^2 = 1, \]

(B.4)

where

\[ \mu^m = \frac{i}{2} \text{tr}(\mu \gamma^m), \quad \tilde{\mu}^m = \frac{i}{2} \text{tr}(\tilde{\mu} \gamma^m), \]

(B.5)

or equivalently,

\[ -2\mu^m T_m = \mu = g^{-1}dg, \quad T_m \equiv \frac{i}{2} \gamma^m, \quad g \in \text{SU}(2). \]

(B.6)

Hence, the metric of \( S^3 \) is both left-invariant and right-invariant.

A 3D Killing spinor is a spinor that satisfies

\[ D\epsilon \equiv d\epsilon + \frac{1}{4} \gamma_{mn} \omega^{mn} \epsilon = e^m \gamma_m \bar{\epsilon}, \]

(B.7)

where \( \gamma_{mn} \equiv \frac{1}{2} (\gamma_m \gamma_n - \gamma_n \gamma_m) \), and the choice of \( \gamma_m \) is given in appendix A, while \( \omega^{mn} \) is the spin connection, and \( \bar{\epsilon} \) is another spinor which in general can be different from \( \epsilon \). In this paper, sometimes we try to bring the spinors satisfying generalized Killing spinor equations back into this simple form. Moreover, we can define two Killing vector fields by their group actions on a general group element \( g \) in SU(2):

\[ \mathcal{L}^m g = ig^m g, \quad \mathcal{R}^m g = ig \gamma^m. \]

(B.8)

As discussed before, the metric of \( S^3 \) is both left-invariant and right-invariant, hence it is also invariant under the actions of \( \mathcal{L}^m \) and \( \mathcal{R}^m \) given above. By definition, a Killing vector field is a vector field that preserves the metric. Therefore, \( \mathcal{L}^m \) and \( \mathcal{R}^m \) are Killing vector
fields. Since the actions of $L^m$ and $R^m$ are equivalent to multiplications of $i\gamma^m$ from the left and from the right respectively, after some rescaling they are the same as the generators of SU(2) algebra, i.e., $\{\frac{1}{2i}L^m\}$ and $\{-\frac{1}{2i}R^m\}$ both satisfy the commutation relation of the SU(2) algebra.

In the above, we define $L^m$ and $R^m$ as group actions. Sometimes we also use them to denote the variations caused by the group actions. In this sense, there are

\[
L^m(g^{-1}dg) = 0 \implies L^m\mu^n = 0
\]

and

\[
L^m\tilde{\mu}^n = L^m\frac{i}{2}\text{tr}(\tilde{\mu}\gamma^n) = L^m\frac{i}{2}\text{tr}(dg^{-1}\gamma^n)
\]

\[
= \frac{i}{2}[\text{tr}(i\gamma^m\tilde{\mu}\gamma^n) + \text{tr}(\tilde{\mu}(-i\gamma^m)\gamma^n)]
\]

\[
= 2\varepsilon^{mnp}\tilde{\mu}^p .
\]

Similarly, there are

\[
R^m\tilde{\mu}^n = 0 \quad \text{and} \quad R^m\mu^n = -2\varepsilon^{mnp}\mu^p .
\]

In other words, $L^m$ acts only on the right-invariant frames, while $R^m$ acts only on the left-invariant frames. Hence, the round $S^3$ has an SU(2)$_L \times$ SU(2)$_R$ isometry.

### C Different metrics of squashed $S^3$

There are different expressions of $S^3$ and squashed $S^3$. In this appendix we review some relevant ones for this paper. A more thorough discussion can be found in appendix A of ref. [32].

As discussed in appendix B, the metric of $S^3$ can be written as (B.3):

\[
ds^2 = \ell^2 \mu^m \mu^m = \ell^2 \tilde{\mu}^m \tilde{\mu}^m ,
\]

where

\[
g^{-1}dg = -i\mu^m\gamma^m , \quad dg' g'^{-1} = -i\tilde{\mu}^m\gamma^m .
\]

In general the SU(2) group elements $g$ and $g'$ can be different. If we choose on $S^3$

\[
g = \begin{pmatrix}
\cos (\frac{\theta}{2}) \cdot \exp \left( i\frac{\phi + \psi}{2} \right) & \sin (\frac{\theta}{2}) \cdot \exp \left( i\frac{\phi - \psi}{2} \right) \\
-\sin (\frac{\theta}{2}) \cdot \exp \left( -i\frac{\phi - \psi}{2} \right) & \cos (\frac{\theta}{2}) \cdot \exp \left( -i\frac{\phi + \psi}{2} \right)
\end{pmatrix},
\]

\[
g' = \begin{pmatrix}
\cos (\frac{\theta}{2}) \cdot \exp \left( i\frac{\phi + \psi}{2} \right) & \sin (\frac{\theta}{2}) \cdot \exp \left( i\frac{\phi - \psi}{2} \right) \\
-\sin (\frac{\theta}{2}) \cdot \exp \left( -i\frac{\phi - \psi}{2} \right) & \cos (\frac{\theta}{2}) \cdot \exp \left( -i\frac{\phi + \psi}{2} \right)
\end{pmatrix},
\]

then the vielbeins in the left-invariant frame and in the right-invariant frame are given by:

\[
e_1^{(0)} \equiv \ell\mu^1 = -\frac{\ell}{2}(d\psi + \cos \theta \, d\phi) ,
\]

\[
e_2^{(0)} \equiv \ell\mu^2 = -\frac{\ell}{2}(\sin \psi \, d\theta - \sin \theta \cos \psi \, d\phi) ,
\]

\[
e_3^{(0)} \equiv \ell\mu^3 = \frac{\ell}{2}(\cos \psi \, d\theta + \sin \theta \sin \psi \, d\phi) .
\]
\[ j_{\mu}^{(0)} \equiv \ell \tilde{\mu}^1 = -\frac{\ell}{2} (d\psi + \cos \theta \, d\phi), \]
\[ j_{\mu}^{(0)} \equiv \ell \tilde{\mu}^2 = \frac{\ell}{2} (\sin \psi \, d\theta - \sin \theta \cos \psi \, d\phi), \]
\[ j_{\mu}^{(0)} \equiv \ell \tilde{\mu}^3 = \frac{\ell}{2} (\cos \psi \, d\theta + \sin \theta \sin \psi \, d\phi). \quad (C.4) \]

They satisfy
\[ \frac{1}{\ell} e_{a(0)} + \frac{1}{\ell} \varepsilon^{abc} e_{b(0)} \wedge e_{c(0)} = 0, \quad d\tilde{e}_{a(0)} - \frac{1}{\ell} \varepsilon^{abc} \tilde{e}_{b(0)} \wedge \tilde{e}_{c(0)} = 0, \quad (C.5) \]
i.e., the spin connections are
\[ \omega_{ab}^{(0)} = -\frac{1}{\ell} \varepsilon^{abc} e_{c(0)}, \quad \tilde{\omega}_{ab}^{(0)} = \frac{1}{\ell} \varepsilon^{abc} \tilde{e}_{c(0)}. \quad (C.6) \]

We see explicitly that for this choice of \( g \) and \( g' \) there are
\[ e_{1(0)} = \tilde{e}_{1(0)} = -\frac{\ell}{2} (d\psi + \cos \theta \, d\phi), \quad (e_{2(0)})^2 + (e_{3(0)})^2 = (\tilde{e}_{2(0)})^2 + (\tilde{e}_{3(0)})^2 = \frac{\ell^2}{4} (d\theta^2 + \sin^2 \theta \, d\phi^2). \quad (C.7) \]

That is the reason why in the paper we can occasionally interchange between the left-invariant frame and the right-invariant frame.

Besides the form (B.3), the metric of \( S^3 \) can also be written as a Hopf fibration or a torus fibration. Both the left-invariant frame (C.3) and the right-invariant frame (C.4) can give the Hopf fibration of \( S^3 \):
\[ ds^2 = \frac{\ell^2}{4} (d\theta^2 + \sin^2 \theta \, d\phi^2 + (d\psi + \cos \theta \, d\phi)^2), \quad (C.8) \]
where
\[ 0 \leq \theta \leq \pi, \quad 0 \leq \phi \leq 2\pi, \quad 0 \leq \psi \leq 4\pi. \quad (C.9) \]
The torus fibration of \( S^3 \) is
\[ ds^2 = \ell^2 (d\vartheta^2 + \sin^2 \vartheta \, d\varphi_1^2 + \cos^2 \vartheta \, d\varphi_2^2), \quad (C.10) \]
where
\[ 0 \leq \vartheta \leq \frac{\pi}{2}, \quad 0 \leq \varphi_1, \varphi_2 \leq 2\pi. \quad (C.11) \]
The following conditions relate the coordinates of the Hopf fibration and the torus fibration of \( S^3 \):
\[ \theta = 2\vartheta, \quad \phi = \varphi_2 - \varphi_1, \quad \psi = \varphi_1 + \varphi_2. \quad (C.12) \]

To apply the method introduced in ref. [21], we have to rewrite the metric of \( S^3 \) as a Hopf fibration (C.8) further. Using the stereographic projection
\[ X \equiv \cot \frac{\theta}{2} \cos \phi, \quad Y \equiv \cot \frac{\theta}{2} \sin \phi \quad (C.13) \]
we can rewrite the metric of $S^2$ as

$$ds^2 = d\theta^2 + \sin^2 \theta d\phi^2$$

$$= \frac{4}{(1 + X^2 + Y^2)^2} (dX^2 + dY^2)$$

$$= \frac{4}{(1 + z\bar{z})^2} dz d\bar{z},$$  \hspace{1cm} (C.14)

where

$$z \equiv X + iY, \quad \bar{z} \equiv X - iY.$$  \hspace{1cm} (C.15)

Consequently, the metric of $S^3$ as a Hopf fibration (C.8) has the following forms, if we set $\ell = 1$:

$$ds^2 = \frac{1}{4} (d\psi + \cos \theta d\phi)^2 + \frac{1}{4} d\theta^2 + \frac{1}{4} \sin^2 \theta d\phi^2$$

$$= \frac{1}{4} \left[ d\psi - \frac{X^2 + Y^2 - 1}{X^2 + Y^2 + 1} \cdot \frac{Y}{X^2 + Y^2} dX + \frac{X^2 + Y^2 - 1}{X^2 + Y^2 + 1} \cdot \frac{X}{X^2 + Y^2} dY \right]^2$$

$$+ \frac{1}{(1 + X^2 + Y^2)^2} (dX^2 + dY^2)$$

$$= \frac{1}{4} (d\psi + a dz + \bar{a} d\bar{z})^2 + c^2 dz d\bar{z},$$  \hspace{1cm} (C.16)

where

$$a \equiv -\frac{i}{2z} \cdot \frac{z\bar{z} - 1}{z\bar{z} + 1}, \quad c \equiv \frac{1}{1 + z\bar{z}}.$$  \hspace{1cm} (C.17)

Based on our choice of left-invariant frame (C.3) and the right-invariant frame (C.4), the metric of the squashed $S^3$ with SU(2) $\times$ U(1) isometry has the following expression:

$$ds^2 = \frac{\ell^2}{v^2} \mu^1 \mu^1 + \ell^2 \mu^2 \mu^2 + \ell^2 \mu^3 \mu^3 = \frac{\ell^2}{v^2} (\bar{\mu}^1 \bar{\mu}^1 + \ell^2 \bar{\mu}^2 \bar{\mu}^2 + \ell^2 \bar{\mu}^3 \bar{\mu}^3),$$  \hspace{1cm} (C.18)

where $v$ is a constant squashing parameter. For this squashed $S^3$, we choose the left-invariant frame and the right-invariant frame to be

$$e_1 \equiv \frac{\ell}{v} \mu^1 = -\frac{\ell}{2v} (d\psi + \cos \theta d\phi),$$

$$e_2 \equiv \ell \mu^2 = -\frac{\ell}{2} (\sin \psi d\theta - \sin \theta \cos \psi d\phi),$$

$$e_3 \equiv \ell \mu^3 = \frac{\ell}{2} (\cos \psi d\theta + \sin \theta \sin \psi d\phi).$$  \hspace{1cm} (C.19)

$$\bar{e}_1 \equiv \frac{\ell}{\bar{v}} \bar{\mu}^1 = -\frac{\ell}{2\bar{v}} (d\psi + \cos \theta d\phi),$$

$$\bar{e}_2 \equiv \ell \bar{\mu}^2 = \frac{\ell}{2} (\sin \psi d\theta - \sin \theta \cos \psi d\phi),$$

$$\bar{e}_3 \equiv \ell \bar{\mu}^3 = \frac{\ell}{2} (\cos \psi d\theta + \sin \theta \sin \psi d\phi).$$  \hspace{1cm} (C.20)

The corresponding spin connections are

$$\omega^{23} = -\left( 2 - \frac{1}{v^2} \right) \mu^1, \quad \omega^{31} = -\frac{1}{v} \mu^2, \quad \omega^{12} = -\frac{1}{v} \mu^3$$  \hspace{1cm} (C.21)
for the left-invariant frame, and
\[ \tilde{\omega}^{23} = (2 - \frac{1}{v^2}) \tilde{\mu}^1, \quad \tilde{\omega}^{31} = \frac{1}{v} \tilde{\mu}^2, \quad \tilde{\omega}^{12} = \frac{1}{v} \tilde{\mu}^3 \] (C.22)
for the right-invariant frame. As for \( S^3 \), the metric (C.18) can also be written in some other coordinates:
\[ ds^2 = \frac{1}{4v^2} (d\psi + \cos \theta d\phi)^2 + \frac{1}{4} d\theta^2 + \frac{1}{4} \sin^2 \theta d\phi^2 \] (C.23)
\[ = \frac{1}{4v^2} \left[ d\psi - \frac{X^2 + Y^2 - 1}{X^2 + Y^2 + 1} \frac{Y}{X^2 + Y^2} dX + (X^2 + Y^2 - 1) \frac{X}{X^2 + Y^2 + 1} \frac{X}{X^2 + Y^2} dY \right]^2 \]
\[ + \frac{1}{(1 + X^2 + Y^2)^2} (dX^2 + dY^2) \] (C.24)
\[ = \frac{1}{4v^2} (d\psi + adz + \bar{a}d\bar{z})^2 + c^2 dz d\bar{z}, \] (C.25)
In practice it is more convenient to choose a frame different from the right-invariant frame (C.20), which is given by
\[ \hat{e}^1 = \frac{1}{2v} d\psi + \frac{1}{2v} \cos \theta d\phi = \frac{1}{2v} (d\psi + adz + \bar{a}d\bar{z}), \]
\[ \hat{e}^2 = -\frac{1}{2} \cos \phi d\theta - \frac{1}{2} \sin \theta \sin \phi d\phi = c \frac{dz + d\bar{z}}{2}, \]
\[ \hat{e}^3 = -\frac{1}{2} \sin \phi d\theta + \frac{1}{2} \sin \theta \cos \phi d\phi = c \frac{dz - d\bar{z}}{2i}. \] (C.26)

\section{D BPS equations and classical solutions}

As we discussed in the text, to preserve the supersymmetry given by eq. (3.1) and eq. (3.2), the BPS equations (3.14) should be satisfied:
\[ Q\psi = 0, \quad Q\tilde{\psi} = 0, \quad Q\lambda = 0, \quad Q\tilde{\lambda} = 0, \] (D.1)
or in explicit form
\[ 0 = \sqrt{2} \zeta F - \sqrt{2} i (z - q\sigma - r H) \tilde{\zeta} \phi - \sqrt{2} i \gamma^\mu \tilde{\zeta} D_\mu \phi, \] (D.2)
\[ 0 = \sqrt{2} \tilde{\zeta} \tilde{F} + \sqrt{2} i (z - q\sigma - r H) \zeta \tilde{\phi} + \sqrt{2} i \gamma^\mu \zeta D_\mu \tilde{\phi}, \] (D.3)
\[ 0 = i \zeta(D + \sigma H) - \frac{i}{2} \epsilon^{\mu \nu \rho} \gamma_\rho \zeta f_{\mu \nu} - \gamma^\mu \zeta (i\partial_\mu \sigma - V_\mu \sigma), \] (D.4)
\[ 0 = -i \tilde{\zeta}(D + \sigma H) - \frac{i}{2} \epsilon^{\mu \nu \rho} \gamma_\rho \tilde{\phi} f_{\mu \nu} + \gamma^\mu \tilde{\phi} (i\partial_\mu \sigma + V_\mu \sigma). \] (D.5)
Using the solutions of the Killing spinor equations (2.35)
\[ \zeta^\alpha = \sqrt{s} \begin{pmatrix} 0 \\ -1 \end{pmatrix}, \quad \tilde{\zeta}^\alpha = \frac{1}{2v\sqrt{s}} \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad (D.6) \]
and choosing the frame given by (C.26) (C.27), we obtain for commuting spinors
\[ \zeta\zeta = 0, \quad \tilde{\zeta}\tilde{\zeta} = 0, \quad \zeta\tilde{\zeta} = -\tilde{\zeta}\zeta = -\frac{1}{2v}, \quad (D.7) \]
\[ \zeta\gamma_m\zeta = (0, s, -is), \quad \tilde{\zeta}\gamma_m\tilde{\zeta} = \left( 0, -\frac{1}{4sv^2}, -\frac{i}{4sv^2} \right), \quad (D.8) \]
\[ \zeta\gamma_m\tilde{\zeta} = \left( \frac{1}{2v}, 0, 0 \right), \quad \tilde{\zeta}\gamma_m\zeta = \left( \frac{1}{2v}, 0, 0 \right), \quad (D.9) \]
where \( m = 1, 2, 3. \)

Contracting eq. (D.2) with \( \tilde{\zeta} \) and eq. (D.3) with \( \zeta \) from the left, one obtains
\[ F = 0, \quad \tilde{F} = 0. \quad (D.10) \]

Plugging these solutions into eq. (D.2) and eq. (D.3), can contracting them with \( \zeta \) and \( \tilde{\zeta} \) respectively from the left, one has
\[ \frac{\sqrt{2}i}{2v} (z - q\sigma - rH)\phi - \frac{\sqrt{2}i}{2v} D_1\phi = 0, \quad (D.11) \]
\[ \frac{\sqrt{2}i}{2v} (z - q\sigma - rH)\tilde{\phi} + \frac{\sqrt{2}i}{2v} D_1\tilde{\phi} = 0. \quad (D.12) \]

Since \( \tilde{\phi} = \phi^\dagger \), for generic values of \( (z - q\sigma - rH) \) the equations above do not have nontrivial solutions. Hence,
\[ \phi = \tilde{\phi} = 0. \quad (D.13) \]

In the gauge sector, we can contract eq. (D.4) and eq. (D.5) with \( \zeta \) and \( \tilde{\zeta} \) respectively from the left, then we obtain
\[ (\zeta\gamma_\mu\zeta) \left( -\frac{i}{2} \varepsilon^{\rho\sigma\mu} f_{\rho\sigma} - i \partial^\mu \sigma + V^\mu \sigma \right) = 0, \quad (D.14) \]
\[ (\tilde{\zeta}\gamma_\mu\tilde{\zeta}) \left( -\frac{i}{2} \varepsilon^{\rho\sigma\mu} f_{\rho\sigma} + i \partial^\mu \sigma + V^\mu \sigma \right) = 0. \quad (D.15) \]

Taking into account that
\[ \zeta_2\zeta \neq 0, \quad \zeta_3\zeta \neq 0, \quad \tilde{\zeta}_2\tilde{\zeta} \neq 0, \quad \tilde{\zeta}_3\tilde{\zeta} \neq 0, \]
we obtain that
\[ \partial_2\sigma = \partial_3\sigma = 0. \quad (D.16) \]

Similarly, contracting eq. (D.4) and eq. (D.5) with \( \tilde{\zeta} \) and \( \zeta \) respectively from the left will give
\[ \frac{i}{2v} (D + \sigma H) + (\tilde{\zeta}\gamma_\mu\tilde{\zeta}) \left( -\frac{i}{2} \varepsilon^{\rho\sigma\mu} f_{\rho\sigma} + i \partial^\mu \sigma + V^\mu \sigma \right) = 0, \quad (D.17) \]
\[ \frac{i}{2v} (D + \sigma H) + (\zeta\gamma_\mu\zeta) \left( -\frac{i}{2} \varepsilon^{\rho\sigma\mu} f_{\rho\sigma} - i \partial^\mu \sigma + V^\mu \sigma \right) = 0. \quad (D.18) \]
Then
\[ \tilde{\zeta} \gamma_1 \zeta = \zeta \gamma_1 \tilde{\zeta} \neq 0 \]
implies that
\[ \partial_1 \sigma = 0. \]  

(D.19)

Therefore, we can conclude that
\[ \partial_\mu \sigma = 0, \]  

(D.20)
i.e., \( \sigma \) is constant. In the above, we prove this condition in a special frame (C.26) (C.27), but actually the equations eqs. (D.14) \( \sim \) (D.18) are frame-independent, i.e., they are valid for an arbitrary frame. Hence, in general eq. (D.14) and eq. (D.15) imply that
\[-\frac{i}{2} \varepsilon^{\rho\sigma\mu} f_{\rho\sigma} + V^\mu \sigma = 0, \]  

(D.21)

which leads to
\[ a_\mu = -\sigma C_\mu + a_\mu^{(0)}, \]  

(D.22)
where \( a_\mu^{(0)} \) is a flat connection, and \( C_\mu \) is an Abelian gauge field satisfying
\[ V^\mu = -i\varepsilon^{\mu\nu\rho} \partial_\nu C_\rho. \]  

(D.23)

Under the condition (D.21), eq. (D.17) and eq. (D.18) give us
\[ D = -\sigma H. \]  

(D.24)

We do not want fermionic background, hence the classical solutions of fermions are zero. To summarize, the classical solutions to the BPS equations in our model are
\[ a_\mu = -\sigma C_\mu + a_\mu^{(0)}, \quad \partial_\mu \sigma = 0, \quad D = -\sigma H, \quad \text{all other fields} = 0. \]  

(D.25)

E Derivation of some important relations

In this appendix, we prove a few crucial relations in our calculations. The relations include the second equation of eq. (3.30), eq. (3.31) and eq. (3.105).

To prove the second equation of eq. (3.30), we first observe that
\[ (S_2^* S_2^* \Phi_1, \Phi_2) = (\Phi_1, S_2^* S_2 \Phi_2). \]  

(E.1)

Hence, we only need to prove
\[ S_2^* S_2^* \Phi = 0. \]  

Plugging in the definitions (3.29), we can find the relation above by a long but direct calculation. In the intermediate steps we made use of the following relations:
\[ \zeta^\dagger \zeta^\dagger = 0; \]  

(E.2)
\[ V_\mu (\zeta^\dagger \gamma^\mu \zeta^\dagger) = 0 \quad \text{since} \quad V_2 = V_3 = 0 \quad \text{and} \quad \zeta^\dagger \gamma_1 \zeta^\dagger = 0; \]  

(E.3)
\[ D_\mu \zeta^\dagger = -\frac{1}{2} H \gamma_\mu \zeta^\dagger + \frac{i}{2} V_\mu \zeta^\dagger + \frac{1}{2} \varepsilon_{\mu\nu\rho} V^\nu \gamma^\rho \zeta^\dagger; \]  

(E.4)
\[ \gamma^\mu D_\mu \zeta^\dagger = -\frac{3}{2} H \zeta^\dagger - \frac{i}{2} \gamma^\mu V_\mu \zeta^\dagger; \]  

(E.5)
\[ \varepsilon^{\mu\nu\rho} (\zeta^\dagger \gamma_\rho \zeta^\dagger) V_{\mu\nu} = \varepsilon^{\mu\nu\rho} (\zeta^\dagger \gamma_\rho \zeta^\dagger) A_{\mu\nu} = 0, \]  

(E.6)
where
\[ A_{\mu\nu} \equiv \nabla_\mu A_\nu - \nabla_\nu A_\mu, \quad V_{\mu\nu} \equiv \nabla_\mu V_\nu - \nabla_\nu V_\mu. \] (E.7)

Next, to prove eq. (3.31), we just calculate
\[ \tilde{\Psi}(S_2^* S_1^* + S_2^* S_1^*) \Psi \]
and
\[ \tilde{\Psi}(S_1^* S_2^* + S_1^* S_2^*) \Psi, \]
and then compare them to figure out their difference. The results are
\[
\begin{align*}
\tilde{\Psi}(S_2^* S_1^* + S_2^* S_1^*) \Psi &= -i \left( z - q_\sigma - \left( r - \frac{1}{2} \right) H \right) e^{-2i\text{Im}\Theta \Omega} (\tilde{\Psi} P_{+} \Psi) \\
&\quad - i \left( \bar{z} - q_\bar{\sigma} + \left( r - \frac{3}{2} \right) H \right) e^{-2i\text{Im}\Theta \Omega} (\tilde{\Psi} P_{-} \Psi) \\
&\quad + \frac{1}{2} e^{-2i\text{Im}\Theta V_1 (\tilde{\Psi} \Psi) + i(\zeta^1 \gamma^\mu D_\mu \Psi)(\tilde{\Psi} \zeta) - i(\zeta^\mu D_\mu \Psi)(\tilde{\Psi} \zeta^\mu)},
\end{align*}
\]
(E.8)
\[
\begin{align*}
\tilde{\Psi}(S_1^* S_2^* + S_1^* S_2^*) \Psi &= i \left( \bar{z} - q_\bar{\sigma} + \left( r - \frac{1}{2} \right) H \right) e^{-2i\text{Im}\Theta \Omega} (\tilde{\Psi} P_{+} \Psi) \\
&\quad + i \left( z - q_\sigma - \left( r - \frac{3}{2} \right) H \right) e^{-2i\text{Im}\Theta \Omega} (\tilde{\Psi} P_{-} \Psi) \\
&\quad + \frac{1}{2} e^{-2i\text{Im}\Theta V_1 (\tilde{\Psi} \Psi) + i(\zeta^1 \gamma^\mu D_\mu \Psi)(\tilde{\Psi} \zeta) - i(\zeta^\mu D_\mu \Psi)(\tilde{\Psi} \zeta^\mu)},
\end{align*}
\]
(E.9)
where
\[ P_\pm \equiv \frac{1}{2} (1 \pm \gamma_1). \] (E.10)
Hence,
\[
(S_2^* S_1^* + S_2^* S_1^*) - (S_1^* S_2^* + S_1^* S_2^*) = -2i\text{Re}(z - q_\sigma)e^{-2i\text{Im}\Theta \Omega} P_{+} - 2i\text{Re}(z - q_\sigma)e^{-2i\text{Im}\Theta \Omega} P_{-} = -2i\text{Re}(z - q_\sigma)e^{-2i\text{Im}\Theta \Omega},
\]
(E.11)
which proves eq. (3.31).

Finally, let us show how to prove eq. (3.105). From eq. (3.104) we see that
\[
(iM + \sigma_\alpha \Omega) \Lambda = \Omega(-\gamma^\mu D_\mu + \frac{1}{2} H - \frac{i}{2} V_1 - iV_\mu \gamma^\mu) \Lambda.
\]
Using this relation, one can gradually prove that
\[
\begin{align*}
\Omega d(\tilde{\zeta} \Lambda) + (iM + \sigma_\alpha \Omega)(\tilde{\zeta} \gamma_\mu \Lambda) d\xi^\mu &= \Omega H(\tilde{\zeta} \gamma_\mu \Lambda) d\xi^\mu - \frac{i}{2} \Omega V_1 (\tilde{\zeta} \gamma_\mu \Lambda) d\xi^\mu - \frac{i}{2} \Omega V_\mu (\tilde{\zeta} \Lambda) d\xi^\mu \\
&\quad + \frac{1}{2} \Omega \varepsilon_{\mu\nu\rho} V^\nu (\tilde{\zeta} \gamma^\rho \Lambda) d\xi^\mu - i\varepsilon_{\mu\nu\rho} \Omega(\tilde{\zeta} \gamma^\rho D^\nu \Lambda) d\xi^\mu.
\end{align*}
\]
On the other hand, there is

\[ -i \ast \left( D(\tilde{\zeta}\gamma^\mu\Lambda)d\xi^\mu \right) = -i\varepsilon_{\mu\nu\rho}\Omega D^\nu(\tilde{\zeta}\gamma^\rho\Lambda)d\xi^\mu. \]  

(E.13)

After some steps it becomes

\[ -i\varepsilon_{\mu\nu\rho}\Omega D^\nu(\tilde{\zeta}\gamma^\rho\Lambda)d\xi^\mu = \Omega H(\tilde{\zeta}\gamma^\mu\Lambda)d\xi^\mu - i\Omega V_\mu(\tilde{\zeta}\Lambda)d\xi^\mu - i\varepsilon_{\mu\nu\rho}\Omega(\tilde{\zeta}\gamma^\rho D^\nu\Lambda)d\xi^\mu. \]  

(E.14)

Then we only need to prove that the expressions in eq. (E.12) and eq. (E.14) are equal, or equivalently their difference vanishes, i.e.,

\[ -i\frac{\Omega V_1(\tilde{\zeta}\gamma^\mu\Lambda)d\xi^\mu + \frac{i}{2}\Omega V_1(\tilde{\zeta}\Lambda)d\xi^1 - \frac{1}{2}\Omega\varepsilon_{1\mu\nu}V^1(\tilde{\zeta}\gamma^\nu\Lambda)d\xi^\mu}{0}, \]  

(E.15)

where we have used the fact that \( V_m \) has only the 1-component non-vanishing. The last expression can be checked explicitly by using

\[ \tilde{\zeta} \propto (1 \ 0) \Rightarrow \tilde{\zeta}\gamma_1 = \tilde{\zeta}, \quad i\tilde{\zeta}\gamma_2 = -\tilde{\zeta}\gamma_3, \quad i\tilde{\zeta}\gamma_3 = \tilde{\zeta}\gamma_2, \]  

(E.16)

where recall our convention

\[ \gamma_1 = \sigma_3, \quad \gamma_2 = -\sigma_1, \quad \gamma_3 = -\sigma_2. \]

Open Access. This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.

References

[1] E. Witten, Topological quantum field theory, Commun. Math. Phys. 117 (1988) 353.

[2] E. Witten, Two-dimensional gauge theories revisited, J. Geom. Phys. 9 (1992) 303 [hep-th/9204083 [insPIRE]].

[3] N.A. Nekrasov, Seiberg-Witten prepotential from instanton counting, Adv. Theor. Math. Phys. 7 (2004) 831 [hep-th/0206161 [insPIRE]].

[4] V. Pestun, Localization of gauge theory on a four-sphere and supersymmetric Wilson loops, Commun. Math. Phys. 313 (2012) 71 [arXiv:0712.2824 [insPIRE]].

[5] A. Kapustin, B. Willett and I. Yaakov, Exact Results for Wilson Loops in Superconformal Chern-Simons Theories with Matter, JHEP 03 (2010) 089 [arXiv:0909.4559 [insPIRE]].

[6] D.L. Jafferis, The Exact Superconformal R-Symmetry Extremizes Z, JHEP 05 (2012) 159 [arXiv:1012.3210 [insPIRE]].

[7] N. Hama, K. Hosomichi and S. Lee, Notes on SUSY Gauge Theories on Three-Sphere, JHEP 03 (2011) 127 [arXiv:1012.3512 [insPIRE]].

[8] N. Hama, K. Hosomichi and S. Lee, SUSY Gauge Theories on Squashed Three-Spheres, JHEP 05 (2011) 014 [arXiv:1102.4716 [insPIRE]].
[9] Y. Imamura and D. Yokoyama, \textit{N=2 supersymmetric theories on squashed three-sphere}, \textit{Phys. Rev. D} \textbf{85} (2012) 025015 [arXiv:1109.4734] [SPIRE].

[10] F. Benini and S. Cremonesi, \textit{Partition functions of N=(2,2) gauge theories on S^2 and vortices}, arXiv:1206.2356 [SPIRE].

[11] N. Doroud, J. Gomis, B. Le Floch and S. Lee, \textit{Exact Results in D = 2 Supersymmetric Gauge Theories}, \textit{JHEP} \textbf{05} (2013) 093 [arXiv:1206.2606] [SPIRE].

[12] J. Gomis and S. Lee, \textit{Exact Kähler Potential from Gauge Theory and Mirror Symmetry}, \textit{JHEP} \textbf{04} (2013) 019 [arXiv:1210.6022] [SPIRE].

[13] C. Beem, T. Dimofte and S. Pasquetti, \textit{Holomorphic Blocks in Three Dimensions}, arXiv:1211.1986 [SPIRE].

[14] F. Benini and S. Cremonesi, \textit{Partition functions of N=(2,2) gauge theories on S^2 and vortices}, arXiv:1206.2356 [SPIRE].

[15] N. Doroud, J. Gomis, B. Le Floch and S. Lee, \textit{Exact Results in D = 2 Supersymmetric Gauge Theories}, \textit{Phys. Rev. D} \textbf{85} (2012) 025015 [arXiv:1109.4734] [SPIRE].

[16] Y. Imamura, \textit{Supersymmetric theories on squashed five-sphere}, \textit{PTEP} \textbf{2013} (2013) 013B04 [arXiv:1209.0561] [SPIRE].
[29] S.-y. Koyama and N. Kurokawa, *Values of the double sine function*, *J. Number Theory* **123** (2007) 204.

[30] S. Pasquetti, *Factorisation of $N = 2$ Theories on the Squashed 3-Sphere*, *JHEP* **04** (2012) 120 [arXiv:1111.6905] [inSPIRE].

[31] D. Martelli and J. Sparks, *The gravity dual of supersymmetric gauge theories on a biaxially squashed three-sphere*, *Nucl. Phys. B* **866** (2013) 72 [arXiv:1111.6930] [inSPIRE].

[32] N. Drukker, T. Okuda and F. Passerini, *Exact results for vortex loop operators in 3d supersymmetric theories*, arXiv:1211.3409 [inSPIRE].