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**Abstract**

Federated learning, which solves the problem of data island by connecting multiple computational devices into a decentralized system, has become a promising paradigm for privacy-preserving machine learning. This paper studies vertical federated learning (VFL), which tackles the scenarios where collaborating organizations share the same set of users but disjoint features. Contemporary VFL methods are mainly used in static scenarios where the active party and the passive party have all the data from the beginning and will not change. However, the data in real life often changes dynamically. To alleviate this problem, we propose a new vertical federation learning method, DVFL, which adapts to dynamic data distribution changes through knowledge distillation. In DVFL, most of the computations are held locally to improve data security and model efficiency. Our extensive experimental results show that DVFL can not only obtain results close to existing VFL methods in static scenes, but also adapt to changes in data distribution in dynamic scenarios.

**Index Terms** — Vertical Federated Learning, dynamic
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**I. INTRODUCTION**

As an emerging machine learning paradigm, federated learning (FL) enables data owners to collaboratively train models by sharing gradients instead of raw data. The core idea of federated learning is to let each client perform calculations locally on its data to obtain certain intermediate results (e.g., gradients) and then exchange the results with other clients in a secure manner. Existing FL work mainly focuses on the horizontal setting, including designing different model aggregation algorithms [1]–[3] or solving data Non-IID issues [4], [5].

There are a few studies on vertical federated learning (VFL). In VFL, the participants share the same example ID space but are different in feature space. Existing VFL research mainly implements different machine learning algorithms, such as decision trees [6], [7] and deep learning [8], [9], in the context of data privacy-preserving. Nonetheless, the existing VFL algorithm has the following problems. First, some existing methods (e.g., [2]) involve a large amount of data interaction between the active party and the passive party and use homomorphic encryption to encrypt data to ensure data security, which requires a lot of computing resources. Second, the existing VFL only considers static scenarios, that is, the participants in the federated learning have all the data from the beginning, and it does not change. However, in real life, data usually grows dynamically, making the overlapping samples between participants in the VFL continue to increase. Intuitively, machine learning methods designed for static scenarios can be updated by fine-tuning, but fine-tuning can only work under the assumption that the distribution of new and old data is similar. This assumption is not always true in real life. In many scenarios, the distribution of new data is different from that of the original data. In these cases, using fine-tuning to update the model will encounter the problem of catastrophic forgetting. Specifically, when the data distribution of the new data is different from the old data, it means that the model needs to acquire knowledge from the non-stationary data distribution, and the new knowledge will interfere with the old knowledge. Then, using fine-tuning to update the model will cause the model to overwrite or forget the knowledge learned from the old data.

To alleviate the problems mentioned above, we propose a novel VFL method for dynamic data named Dynamic Vertical Federated Learning (DVFL for short). Compared to previous methods, the contributions of our work are:

- DVFL is suitable for dynamic scenarios of vertical federated learning, that is, participants do not acquire all the data at the beginning, the data increases dynamically, and the data distribution of the new data is not necessarily the same as that of the old data.
- In DVFL, model training is performed locally as much as possible, which can reduce the interaction between parties, thereby improving data security and model efficiency.
- DVFL does not require participants to share their original data or data encoded by a single neural network.

To evaluate the performance of DVFL in different scenarios, we conducted a lot of experiments on benchmark data sets. The results show that the performance of DVFL in static scenarios is comparable to that of the baseline methods, and it has high efficiency and effectiveness in dynamic scenarios.

**II. RELATED WORK**

Vertical Federated Learning (VFL) refers to the technology of federated learning under the setting of different feature spaces for all parties. Different from horizontal federated learning that each client can calculate the loss independently, VFL requires multiple parties to complete the calculation and optimization of the loss function under the framework of security and confidentiality. The existing VFL methods can be divided into linear-based methods, tree-based methods, kernel-based methods, and neural network-based methods. Linear model-based VFL methods include [10]–[12]. They use hybrid MPC (secure multi-party computing) protocol [13] or additive homomorphic encryption [14] for secure linear model training. Tree-based VFL models include [6], [7]. They enable participating parties to collaboratively build a tree or an forest without information leakage by designing special protocols. Kernel-based
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VFL methods include [15], [16], they approximate the kernel function and federatedly updated the prediction function by the designed gradient. Neural network-based methods include [8], [9]. These methods use the active and passive parties to calculate the loss to optimize parameters. Homomorphic encryption is often used to ensure information security.

III. PROBLEM STATEMENT

We consider the problem of dynamic vertical federated learning. Let \( D = \{x_i\}_{i=1}^N \) be the dataset distributed on different parties and the examples are aligned by using encrypted entity alignment techniques [17]. The active party A holds a dataset \( D^A = \{x_i^A\}_{i=1}^N \) and the label \( Y = \{y_i\}_{i=1}^N \), where \( y_i \in \{0, 1\}^C \), \( C \) is the number of classes. The passive party B holds a dataset whose size increases over time. At timestamp \( t \), party B holds dataset \( D^B_t = \{x_i^B\}_{i=1}^N \), where \( t \in \{0, 1, ..., T\} \) and \( N^B = N \). The increased data of party B from \( t-1 \) to \( t \) is \( \Delta D^B_t = D^B_t - D^B_{t-1} \). Our goal is to design an algorithm that satisfies the following restrictions:

1) \( D^A \) and \( D^B \) cannot be exposed to each other.
2) \( D^A \) uses the data of \( D^B \) under the privacy protection setting to help improve the performance of the classification model.
3) The proposed algorithm should be able to adapt to the dynamic changes of the passive dataset. At each timestamp \( t \), even if the data distribution in \( \Delta D^B_t \) is different from that in \( D^B_t \), the proposed algorithm should adjust its parameters in a computationally efficient way.

IV. EXPERIMENTAL SETUP

A. Dataset

We choose 4 benchmark datasets used in previous studies.

- Breast Cancer Wisconsin (BCW) [18]: The features describe characteristics of the cell nuclei present in the image of a fine needle aspirate (FNA) of a breast mass. It is worth noting that BCW is an imbalanced dataset, and the ratio of positive class to negative class is around 2:8. The dataset is available at https://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin

- Default of Credit Card Clients (DCC) [19]: This dataset contains information on credit card clients in Taiwan from April 2005 to September 2005. The dataset is available at http://archive.ics.uci.edu/ml/datasets/default+of+credit+card+clients

- Epsilon (ESP): ESP is a dataset of mock data, and ESP5k is a modified version of the ESP dataset used in FATE. The dataset is available at https://github.com/FederatedAI/FATE/blob/master/examples/data/README.md#epsilon_5k

- Human Activity Recognition (HAR) [20]: The database was built from the recordings of 30 study participants performing activities of daily living. The data is available at https://archive.ics.uci.edu/ml/datasets/Human+Activity+Recognition+Using+Smartphones

The statistics of the datasets are shown in Table 1.

### Table 1: Dataset statistics

| Dataset     | Sample | Feature | Class |
|-------------|--------|---------|-------|
| BCW         | 453    | 114     | 32    | 2     |
| DCC         | 24,000 | 8,000   | 24    | 2     |
| EPSS5K      | 4,000  | 1,000   | 100   | 2     |
| HAR         | 8,239  | 2,060   | 561   | 6     |

B. Parameter setting

The parameter setting in our experiment is as follows. The length of the representation in party \( p^D = 200 \), \( p \in \{A, B\} \). The encoder in party \( A, h^A \) is implemented by a one-layer neural network. The number of hidden units in the neural network is 100 for datasets DCC and EPS5k, and 500 for datasets BCW and HAR. REN is implemented by a 4 layer neural network, in which each layer has 40 hidden units. The perturbing magnitude \( \delta \) for dataset DCC, BCW, EPS5K and HAR are 0.6, 1, 0.6, 0.5, respectively. The batch size is set to 128. The learning rate of experiments on DCC, BCW, EPS5K is 0.005, and that of experiments on HAR is 0.001. Temperature scalar \( F = 2 \), parameter \( \lambda = 0.95 \),

V. RESULTS

We now analyze the results to answer several research questions. Marco-P, Marco-R, and Marco-F1 are used as our evaluation metrics since BCW and DCC are label imbalanced datasets. We use 5-fold cross validation in our experiments. Our experiments are conducted on a machine running Linux with NVIDIA 1080.

A. RQ1: How does DVFL perform compared to other VFL methods in static settings?

We use the following methods as baselines in static scenarios (i.e., \( T = 0 \)).

- **Hetero-NN** [9]: Hetero-Neural Network is a neural network-based VFL method implemented in FATE. For each dataset we use, Hetero-NN has corresponding parameter settings in FATE (https://github.com/FederatedAI/FATE/tree/master/examples/benchmark_quality/hetero_nn). Thus we use these settings in our experiments.

- **Hetero-SBt** [7]: Hetero-Secure Boost is a decision tree-based VFL implemented in FATE. For each dataset we used, Hetero-SBt has corresponding parameter settings in FATE (https://github.com/FederatedAI/FATE/tree/master/examples/benchmark_quality/hetero_sbt). Thus we use these settings in our experiments.

- **Non-federated without party B**: This model consists of an auto-encoding module and a classification module. The implementation of the module is the same as the auto encoding module and classification module in DVFL but only uses the data on party A for prediction. The result can be regarded as the lower bound of DVFL.

- **Non-federated with party B**: This model consists of an auto-encoding module and a classification module. The
Bảng II: Performance comparison of VFL method in static scenarios

|                | Non-Fed without B | Non-Fed with B | Hetero-NN | Hetero-SBt | DVFL |
|----------------|-------------------|---------------|----------|------------|------|
|                | P     | R     | F1     | P     | R     | F1     | P     | R     | F1     | P     | R     | F1     |
| BCW            | 0.3474 | 0.9664 | 0.8932 | 0.9444 | 0.9461 |
| DCC            | 0.6938 | 0.7320 | 0.5819 | 0.6478 | 0.7151 |
| EPS5k          | 0.5523 | 0.6133 | 0.6051 | 0.5967 | 0.6859 |
| HAR            | 0.6659 | 0.9009 | 0.5015 | 0.8722 | 0.8982 |

The results are displayed in Table [III]. From the table, we have the following observations.

First, compared with other VFL methods, DVFL obtains the best F1 scores on two datasets (i.e., DCC, EPS5k) while Hetero-SB has the best F1 score on DCC. In general, when the prediction task is more complex (e.g., more features or more types of labels), the advantages of DVFL are more significant.

Second, we can notice that Hetero-SBt has the highest recall rate on the label imbalanced datasets DCC and BCW. This is because Hetero-SBt is a tree-based method whose hierarchical structure allows it to learn signals from both classes. However, the precision of the tree-based method is lower than that of the neural network-based approach, which affects the overall F1 score.

Third, the performance of Hetero-NN is not good, partly because it involves many encryption and decryption operations. With limited computing resources, it can only support simple models (such as fewer neural network layers and hidden units), which is insufficient for complex datasets.

B. RQ2: Does DVFL perform well in dynamic data with different data distributions?

We evaluated the performance of DVFL under differently distributed data streams on the EPS5k dataset. EPS5k is a dataset for a binary classification task. In our experiment, we assume that the data of party B arrives in $T$ times. At timestamp $t$, party B obtains the dataset $\Delta D_t^B = D_t^B - D_{t-1}^B$. Our task is to use $\Delta D_t^B = D_t^B - D_{t-1}^B$ and the corresponding data in party A to train the classifier of DVFL in a privacy-preserving manner.

To measure the performance of DVFL under the different distribution of data streams, we use the following 4 modes of data distributions:

- Random: For each timestamp, the ratio of positive and negative examples in the new data is random.
- Asc vs Des: Over time, the number of positive examples in the new data gradually increases, while the number of negative examples gradually decreases.
- Parallel: At each timestamp, the ratio of positive and negative examples in the new data is the same but imbalanced.
- Uniform: At each timestamp, the ratio of positive and negative examples in the new data is 1:1.

Finally, we use the trained classifier to classify the items in the test set and record the results. In the test set, the ratio of positive and negative examples is roughly 1:1. We use the following model update methods as our baselines:

- Fine-tuning: Fine-tuning uses the new dataset to tune the current classifier with a small learning rate (0.1 times the original learning rate);
- Joint Training: Using All uses all previously shown data to train a new classifier, which should be the highest possible result in most cases.
- Retrain: Retrain uses only the newly arrived dataset to train a new classifier.

The results are in Table [III]. From the table, we have the following observations.

First, in different modes, the performance of DVFL is much better than retrain and fine-tuning, especially when the data distribution of the new data is very different from that of the old data. This means that DVFL has better adaptability to changes in the data distribution of dynamic data.

Second, in the mode where the data distribution is relatively stable (e.g., parallel, uniform), DVFL also has good performance. However, the performance difference between different methods in these modes is small, especially in the uniform mode. In theory, the performance of fine-tuning, joint training, and DVFL in uniform mode is basically the same.

Third, when the data distribution of training data and test data is similar, the performance of joint training is the best. However, the training time required for joint training is much longer than of other methods. This is because that at each timestamp, joint training works on the entire dataset, while the rest of the methods only works on the new data. It is worth noticing that the performance of joint training in Table [III] is not the best in all cases. This is because the ratio of positive and negative examples in the test set is close to 1:1, but since the data in party B is dynamically increasing, there is a difference in the label distribution of the test data and the training data at
### Bảng III: Performance comparison of different model update methods in dynamic scenarios

| Mode        | Timestamp | Class Ratio (Pos: Neg) | macro-F1 | Retrain | Fine-Tune | DVFL (Ours) | Joint Training |
|-------------|-----------|------------------------|----------|---------|-----------|-------------|---------------|
| Random      |           |                        |          |         |           |             |               |
|             | 0         | 16.7% : 16.7% (5:5)    | 0.572    | 0.572   | 0.572     | 0.572       |               |
|             | 1         | 23.3% : 10.0% (7:3)    | 0.462    | 0.460   | 0.547     | 0.547       | 0.586         |
|             | 2         | 20.0% : 13.3% (6:4)    | 0.550    | 0.522   | 0.546     | 0.546       | 0.555         |
|             | 3         | 3.3% : 30.0% (1:9)     | 0.343    | 0.347   | 0.607     | 0.607       | 0.593         |
|             | 4         | 13.3% : 20.0% (4:6)    | 0.581    | 0.561   | 0.580     | 0.580       | 0.602         |
|             | 5         | 22.3% : 10.0% (7:3)    | 0.520    | 0.450   | 0.598     | 0.598       | 0.585         |
| Asc vs Des  |           |                        |          |         |           |             |               |
|             | 0         | 20.0% : 20.0% (1:1)    | 0.598    | 0.598   | 0.598     | 0.598       |               |
|             | 1         | 28.8% : 3.2% (9:1)     | 0.406    | 0.368   | 0.585     | 0.585       | 0.604         |
|             | 2         | 22.4% : 9.6% (7:3)     | 0.542    | 0.453   | 0.561     | 0.561       | 0.540         |
|             | 3         | 16% : 16% (5:5)        | 0.602    | 0.607   | 0.584     | 0.584       | 0.603         |
|             | 4         | 9.6% : 22.4% (3:7)     | 0.501    | 0.469   | 0.562     | 0.562       | 0.615         |
|             | 5         | 3.2% : 28.8% (1:9)     | 0.378    | 0.332   | 0.613     | 0.613       | 0.606         |
| Parallel    |           |                        |          |         |           |             |               |
|             | 0         | 50% : 20% (5:2)        | 0.545    | 0.545   | 0.545     | 0.545       |               |
|             | 1         | 10% : 16% (5:8)        | 0.409    | 0.524   | 0.590     | 0.590       | 0.564         |
|             | 2         | 10% : 16% (5:8)        | 0.562    | 0.547   | 0.609     | 0.609       | 0.612         |
|             | 3         | 10% : 16% (5:8)        | 0.336    | 0.543   | 0.611     | 0.611       | 0.634         |
|             | 4         | 10% : 16% (5:8)        | 0.541    | 0.508   | 0.629     | 0.629       | 0.573         |
|             | 5         | 10% : 16% (5:8)        | 0.572    | 0.558   | 0.605     | 0.605       | 0.616         |
| Uniform     |           |                        |          |         |           |             |               |
|             | 0         | 25% : 25% (1:1)        | 0.599    | 0.399   | 0.399     | 0.399       |               |
|             | 1         | 15% : 15% (1:1)        | 0.579    | 0.602   | 0.580     | 0.580       | 0.586         |
|             | 2         | 15% : 15% (1:1)        | 0.575    | 0.609   | 0.590     | 0.590       | 0.610         |
|             | 3         | 15% : 15% (1:1)        | 0.574    | 0.614   | 0.587     | 0.587       | 0.602         |
|             | 4         | 15% : 15% (1:1)        | 0.580    | 0.612   | 0.580     | 0.580       | 0.607         |
|             | 5         | 15% : 15% (1:1)        | 0.584    | 0.619   | 0.587     | 0.587       | 0.603         |

### Bảng IV: Scalability evaluation of DVFL

| Passive client # | P    | R    | F1   |
|------------------|------|------|------|
| 1                | 0.6300 | 0.6098 | 0.6280 |
| 2                | 0.5927 | 0.7382 | 0.5921 |
| 4                | 0.6036 | 0.7138 | 0.6084 |
| 6                | 0.5964 | 0.6934 | 0.5964 |
| 8                | 0.6078 | 0.6629 | 0.5839 |
| 10               | 0.5803 | 0.7637 | 0.5821 |

C. RQ3: How does DVFL perform when the number of clients in the passive party increases?

To evaluate the scalability of DVFL, we tested the performance when the passive party has multiple clients. Specifically, we measure the scalability of DVFL on the EPS5K dataset, and the number of passive clients $q$ ranges from 1 to 10. Each client on the passive side has $\frac{1}{q}$ of $D^B$. The results are demonstrated in Table[IV]. It can be seen from the table that when the number of clients on the passive party increases, the performance of the system is still stable.

### VI. CONCLUSION

This paper proposes Dynamic Vertical Federated Learning (DVFL), a vertical federated learning method for dynamic data. Specifically, we use feature representation estimation and correction to enhance the data representation in the active party and then train a classifier on the active party for classification. DVFL is applicable for both dynamic scenarios and static scenarios. In a dynamic scenario, the data of the passive party increases dynamically, and the distribution of the data arriving at each timestamp may be different. The experimental results show that in the different distribution changes of dynamic data, DVFL is significantly better than fine-tuning and retrain in most cases. The performance of DVFL is slightly worse than joint training, but joint training is much slower than DVFL. A static scenario can be regarded as a special case of a dynamic scenario: all the data obtained by party B from the beginning. Experimental results show that the performance of DVFL in the static scenario is also competitive with baseline methods.

To further evaluate the performance of DVFL on other datasets, we tested its results of random mode on BCW and DCC. As Fig. [I] the results on these two datasets are consistent with the results on EPS5k.
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**Hình 1: Comparison of different model update methods on DCC and BCW (random mode)**
TÀI LIỆU

[1] Y. Chen, A. Rezapour, and W. Tzeng, “Privacy-preserving ridge regression on distributed data,” Inf. Sci., vol. 431-432, pp. 34–49, 2018. [Online]. Available: https://doi.org/10.1016/j.ins.2018.03.061.

[2] P. McMahan, E. Moore, D. Ramage, S. Hampson, and B. A. y Arcas, “Communication-efficient learning of deep networks from decentralized data,” in Proceedings of the 20th International Conference on Artificial Intelligence and Statistics, AISTATS 2017, 20-22 April 2017, Fort Lauderdale, FL, USA, ser. Proceedings of Machine Learning Research, A. Singh and X. J. Zhu, Eds., vol. 54. PMLR, 2017, pp. 1273–1282. [Online]. Available: http://proceedings.mlr.press/v54/mcmahan17a.html.

[3] C. T. Dinh, N. H. Tran, and T. D. Nguyen, “Personalized federated learning with moreau envelopes,” in Advances in Neural Information Processing Systems 33: Annual Conference on Neural Information Processing Systems 2020, NeurIPS 2020, December 6-12, 2020, virtual, H. Larochelle, M. Ranzato, R. Hadsell, M. Balcan, and H. Lin, Eds., 2020. [Online]. Available: https://proceedings.neurips.cc/paper/2020/hash/f4f113c38299ac1b1e0d6f176b56c60-Abstract.html.

[4] Y. Huang, L. Chu, Z. Zhou, L. Wang, J. Liu, J. Pei, and Y. Zhang, “Personalized cross-silo federated learning on non-iid data,” in Thirty-Fifth AAAI Conference on Artificial Intelligence, AAAI 2021, Thirty-Third Conference on Innovative Applications of Artificial Intelligence, IAAI 2021, The Eleventh Symposium on Educational Advances in Artificial Intelligence, EAAI 2021, Virtual Event, February 2-9, 2021. AAAI Press, 2021, pp. 7865–7873. [Online]. Available: https://ojs.aaai.org/index.php/AAAI/article/view/16900.

[5] X. Li, M. Jiang, X. Zhang, M. Kamp, and Q. Dou, “Fedbn: Federated learning on non-iid features via local batch normalization,” in 9th International Conference on Learning Representations, ICLR 2021, Virtual Event, Austria, May 3-7, 2021. OpenReview.net, 2021. [Online]. Available: https://openreview.net/forum?id=5YEQUHnQICG.

[6] Y. Wu, S. Cai, X. Xiao, G. Chen, and B. C. Ooi, “Privacy preserving vertical federated learning for tree-based models,” Proc. VLDB Endow., vol. 13, no. 11, pp. 2090–2103, 2020. [Online]. Available: http://www.vldb.org/pvldb/vol13/p2090-wu.pdf.

[7] K. Cheng, T. Fan, Y. Jin, Y. Liu, T. Chen, and Q. Yang, “Secureboost: A lossless federated learning framework.” CoRR, vol. abs/1901.08755, 2019. [Online]. Available: http://arxiv.org/abs/1901.08755.

[8] Y. Kang, Y. Liu, and T. Chen, “Fednavt: Semi-supervised vertical federated learning with multiview training,” 2020.

[9] Q. Zhang, C. Wang, H. Wu, C. Xin, and T. V. Phuong, “Gelu-net: A globally encrypted, locally uncrypted deep neural network for privacy-preserving learning,” in Proceedings of the Twenty-Seven International Joint Conference on Artificial Intelligence, IJCAI 2018, July 13-19, 2018, Stockholm, Sweden, J. Lang, Ed., ijcai.org, 2018, pp. 3933–3939. [Online]. Available: https://doi.org/10.24963/ijcai.2018/547.

[10] A. Gascón, P. Schoppmann, B. Balle, M. Raykova, J. Doerner, S. Zahur, and D. Evans, “Secure linear regression on vertically partitioned datasets,” IACR Cryptol. ePrint Arch., vol. 2016, p. 892, 2016. [Online]. Available: http://eprint.iacr.org/2016/892.

[11] S. Hardy, W. Henecka, H. Ivey-Law, R. Nock, G. Patrini, G. Smith, and B. Thorne, “Private federated learning on vertically partitioned data via entity resolution and additively homomorphic encryption,” CoRR, vol. abs/1711.10677, 2017. [Online]. Available: http://arxiv.org/abs/1711.10677.

[12] P. Mohassel and Y. Zhang, “Secureml: A system for scalable privacy-preserving machine learning,” in 2017 IEEE Symposium on Security and Privacy, SP 2017, San Jose, CA, USA, May 22-26, 2017. IEEE Computer Society, 2017, pp. 19–38. [Online]. Available: https://doi.org/10.1109/SP.2017.12.

[13] A. C. Van, “Protocols for secure computations (extended abstract),” in 23rd Annual Symposium on Foundations of Computer Science, Chicago, Illinois, USA, 3-5 November 1982. IEEE Computer Society, 1982, pp. 160–164. [Online]. Available: https://doi.org/10.1109/SFCS.1982.28.

[14] E. F. Brickell and Y. Yacobi, “On privacy homomorphisms (extended abstract),” in Advances in Cryptology - EUROCRYPT ’87, Workshop on the Theory and Application of Cryptographic Techniques, Amsterdam, The Netherlands, April 13-15, 1987. Proceedings, ser. Lecture Notes in Computer Science, D. Chaum and W. L. Price, Eds., vol. 304. Springer, 1987, pp. 117–125. [Online]. Available: https://doi.org/10.1007/3-540-39118-5_12.

[15] Z. Dang, B. Gu, and H. Huang, “Large-scale kernel method for vertical federated learning,” in Federated Learning - Privacy and Incentives, ser. Lecture Notes in Computer Science, Q. Yang, L. Fan, and H. Yu, Eds. Springer, 2020, vol. 12500, pp. 66–80. [Online]. Available: https://doi.org/10.1007/978-3-030-63076-8_5.

[16] B. Gu, Z. Dang, X. Li, and H. Huang, “Federated doubly stochastic kernel learning for vertically partitioned data,” in KDD ’20: The 26th ACM SIGKDD Conference on Knowledge Discovery and Data Mining, Virtual Event, CA, USA, August 23-27, 2020, R. Gupta, Y. Liu, J. Tang, and B. A. Prakash, Eds. ACM, 2020, pp. 2483–2493. [Online]. Available: https://doi.org/10.1145/3394486.3403298.

[17] R. Nock, S. Hard, W. Henecka, H. Ivey-Law, G. Patrini, G. Smith, and B. Thorne, “Entity resolution and federated learning get a federated resolution,” CoRR, vol. abs/1803.04035, 2018. [Online]. Available: http://arxiv.org/abs/1803.04035.

[18] K. F. Bennett and O. L. Mangasarian, “Robust linear programming discrimination of two linearly inseparable sets,” Optimization Methods & Software, vol. 1, no. 1, pp. 23–34, 1992.

[19] I. Yeh and C. Lien, “The comparisons of data mining techniques for the predictive accuracy of probability of default of credit card clients,” Expert Syst. Appl., vol. 36, no. 2, pp. 2473–2480, 2009. [Online]. Available: https://doi.org/10.1016/j.eswa.2007.12.020.

[20] A. Stisen, B. Blunck, S. Bhattacharya, T. S. Penttou, M. B. Kjergaard, A. K. Dey, F. Soume, and M. M. Jensen, “Smart devices are different: Assessing and mitigating mobile sensing heterogeneities for activity recognition,” in Proceedings of the 13th ACM Conference on Embedded Networked Sensor Systems, SenSys 2015, Seoul, South Korea, November 1-4, 2015, J. Song, T. F. Abdelzaher, and C. Mascolo, Eds. ACM, 2015, pp. 127–140. [Online]. Available: https://doi.org/10.1145/2809695.2809718.