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We propose a novel type of quantum heat engine based on the ultrafast dynamical control of the magnetic properties of a nano-scale working body. The working principle relies on nonlinear phononics, an example for dynamical materials design. We describe the general recipe for identifying candidate materials, and also propose Cr$_2$O$_3$ as a promising working body for a quantum Otto cycle. Using a spin Hamiltonian as a model for Cr$_2$O$_3$, we investigate the performance in terms of efficiency, output power, and quantum friction. To assess the assumptions underlying our effective spin Hamiltonian we also consider a working substance composed of several unit cells. We show that even without an implementation of transitionless driving, the quantum friction is very low compared to the total produced work and the energy cost of counterdiabatic driving is negligible. This is an advantage of the working substance, as experimentally hard-to-implement shortcuts to adiabaticity are not needed. Moreover, we discuss some remarkable thermodynamic features due to the quantumness of the proposed system such as a non-monotonic dependence of the efficiency on the temperature of the hot-bath. Finally, we explore the dependence of the performance on the system parameters for a generic model of this type of quantum heat engine and identify properties of the energy spectrum required for a well-performing quantum heat engine.

I. INTRODUCTION

Nowadays, experimentally feasible high-intensity terahertz (THz) laser pulses can reach peak fields of 300 kV cm$^{-1}$ and an energy of 5 nJ [1] and can be used to excite long-wavelength phonon modes in bulk materials and thin films. When the amplitudes of the excited lattice vibrations exceed several percents of the interatomic distance, they can modify the structural material properties via nonlinear effects [2, 3]. As a result, such nonlinear phononics allow an ultrafast (on subpicosecond time scales) dynamical control of various sample material properties and constitutes an example of what is called dynamical materials design.

Nonlinear phononics was experimentally verified in 2011 [4–6]. Since then it has been studied in many different materials, mainly transition metal oxides: It can favor superconductivity at ultra-high temperatures [7], induce multiferroicity [8] and phase transitions [9], reduce promptly and highly nonlinearly charge order [10], cause an anisotropic effective electronic temperature [11], or interact in different ways with magnetism [12–14]. This influence of phonons on magnetic properties is used in this work, where the nonlinear effects are caused by an infrared (IR) mode excited by terahertz-frequency optical pulses, which couples anharmonically to a Raman (R) mode. The coupling of the resulting lattice displacements of the R and IR modes (ξ$_R$ and ξ$_{3IR}$, respectively) is determined by the energy surface of nonlinear lattice vibrations. It can be either fitted through first-principles calculations to an anharmonic potential energy [2, 15, 16], or even probed by experiments [17]. The nonlinear dynamics governed by the anharmonic potential $V(\xi_R, \xi_{3IR})$ was calculated for various different materials, e.g., the magnetoresistive manganites PrMnO$_3$ [15] or the magnetoelectric material Cr$_2$O$_3$ [14].

It seems to be promising to extend this emerging field of dynamical materials design to applications in quantum thermodynamics. The latter is a rapidly developing research field at the crossover of quantum mechanics and statistical physics, where the central issue is whether and how the laws of thermodynamics and non-equilibrium statistical physics can be generalized to systems far away from the thermodynamic limit [18–28]. Among the most interesting applications in this field are quantum thermal machines, and many different aspects of them have been theoretically investigated recently: working principles [29–35], performance [36–42], improvements and variants of working quantum heat engines [43–47], but also studies aiming at a fundamental theoretical understanding of the features of such machines [48–53]. A general review on open-system modeling for quantum thermodynamics is given in [54], a review about employing the ubiquitous example of a quantum harmonic oscillator in a quantum Otto cycle is given in [55], and an experimental characterization of a simple quantum heat engine has been published recently [56].

In the present work, we propose a new type of quantum heat engine based on a nano-scale working body employing nonlinear phononics: Intense laser pulses serve to dynamically control the magnetic coupling and the associated energy spectrum of a spin system through the anharmonic coupling of R and IR modes specific to the system, which can be described by an effective spin Hamiltonian. The critical issue for any quantum thermodynamic engine is the energy spectrum of the working body, because the work is produced by a parametric change of the energy levels, determined here by magnetic exchange interaction parameters controlled through the dynamical materials design protocol – the time-dependent microscopic lattice displacements from the phonon modes.

We demonstrate the concept of a laser induced magnetically driven quantum heat engine with a Cr$_2$O$_3$ working body, containing 4 Cr atoms in its unit cell. Cr$_2$O$_3$
is in particular well suited because it was shown earlier that in Cr$_2$O$_3$ the anharmonic coupling of an excited IR-active with a symmetry-conserving Raman mode induces a time-dependent variation of the magnetic coupling between the Cr ions [14]. Moreover, several studies show that it is enough to consider the interactions inside one unit cell in order to provide accurate magnetic properties of Cr$_2$O$_3$ [14, 57, 58]. Compared to other models studied in quantum thermodynamics, the proposed quantum heat engine has a nontrivial spectrum (including, e.g., level crossings). Another merit of our system is that the quantum friction turns out to be reasonably small even without an implementation of adiabatic shortcuts.

To better understand the behavior of the heat engine, we generalize the Cr$_2$O$_3$ model Hamiltonian by considering different variations of the magnetic exchange interaction parameters. With these generic models, we systematically study the efficiency of the resulting heat engines and how they depend on the parametrically driven energy spectra.

The work is organized as follows: In section II, we briefly review the general steps to be taken in order to describe the material properties of the working body needed for our thermodynamic considerations by a first-principles method. In particular, the nonlinear lattice excitations and the magnetic coupling parameters are necessary and recalled for Cr$_2$O$_3$. In section III, we describe the used quantum Otto cycle as well as the concepts of quantum work, transitionless driving, and the thermalization of the working body. The results are analyzed in section IV. The generalization of the Hamiltonian to multiple unit cells is discussed in section V. We present a generic model Hamiltonian to describe systems which might be exploited as a quantum heat engine using a similar approach as for Cr$_2$O$_3$ in section VI.

II. DYNAMICAL MAGNETIC COUPLING

Below we propose a quantum heat engine driven by a time-dependent variation of the magnetic exchange interaction parameters $J_{ij}(t)$ in a quantum spin Heisenberg Hamiltonian $\hat{H}$,

$$\hat{H} = \sum_{ij}^{N} J_{ij}(t) \hat{S}_i \hat{S}_j + \sum_{i=1}^{N} \left[ \mu B_z \hat{S}_i^z + D(\hat{S}_i^z)^2 \right],$$

(1)

where $\hat{S}_i$ are the spin operators. We include a Zeeman term and a contribution for the magnetocrystalline anisotropy. This Hamiltonian will determine the energy spectrum of our quantum system and, hence, the thermodynamic properties of the quantum heat engine.

While the particular origin of the time variation in $J_{ij}(t)$ will play only a minor role for the quantum heat engine itself, the form of the time dependence will have a strong impact on the thermodynamic properties. In connection with nonlinear phononics, the $J_{ij}(t)$ will follow the laser-induced lattice vibrations. Those can be described within a semi-classical oscillator model for the normal mode amplitude $\xi_\alpha$ of a phonon mode $\alpha$ [2, 16]

$$\ddot{\xi}_\alpha + \kappa_\alpha \dot{\xi}_\alpha + \partial_\alpha V(\{\xi\}) = f_\alpha(t).$$

(2)

Here, $V$ is the potential energy of the lattice, $\kappa_\alpha$ is the damping constant (inverse lifetime) of the phonon mode $\alpha$, and $f_\alpha$ is the driving force of the laser pulse acting on mode $\alpha$. $\kappa_\alpha$ can be either extracted from experimental data or calculated ab-initio using phonon methods that include third- or higher-order derivatives in the force constants.

The potential $V(\{\xi\})$ has to be considered beyond the usual harmonic phonon potential with a general expansion in terms of all phonon modes and can be written as [16]

$$V(\{\xi\}) = \sum_{\alpha} \frac{\omega_\alpha^2}{2} \xi_\alpha^2 + \sum_{\alpha,\beta,\gamma} c_{\alpha\beta\gamma} \xi_\alpha \xi_\beta \xi_\gamma + \sum_{\alpha,\beta,\gamma,\delta} d_{\alpha\beta\gamma\delta} \xi_\alpha \xi_\beta \xi_\gamma \xi_\delta + \ldots$$

(3)

The first term represents the well-known linear approximation, while the exact form and the nonzero terms in Eq. (3) depend on the symmetries of the respective material [15]. In particular, $\xi_{IR}$ and $\xi_{IR}$ represent the displacements of the IR- and Raman-active mode, respectively, for which the lattice symmetry of, e.g., La$_2$CuO$_4$ allows a term $\propto \xi_{IR}^2 \xi_{IR}^2$ [15], while Jurasech et al. [3] considered trilinear terms $\propto \xi_{IR} \xi_{IR} \xi_{IR}$ between two different IR modes. For many other systems and most particular Cr$_2$O$_3$, a coupling term $\propto \xi_{IR}^2 \xi_{IR}$ appears to be most relevant due to its centrosymmetric symmetry, where the IR-active phonon modes are of odd parity while Raman-active modes are even [2, 14, 16]. The resulting potential is then [14, 15]

$$V_{NL}(\{\xi\}) = \frac{1}{2} \omega_{IR}^2 \xi_{IR}^2 + \frac{1}{2} \omega_{IR}^2 \xi_{IR}^2 + c_{IR,2IR} \xi_{IR} \xi_{IR} + d_{IR} \xi_{IR}^4 + d_{IR} \xi_{IR}^4.$$

(4)

Note the missing factor 1/4 with respect to the form in the work of Fechner et al. [14] in order to be consistent with Eq. (3).

The missing parameters in Eq. (4) or in general in Eq. (3) can be obtained as mentioned in the introduction by fitting them to the probed anharmonic potential surface. This was successfully done for several different materials by theoretical calculations [2, 15, 16], or experiments [17] and most importantly for Cr$_2$O$_3$ [14].

Finally, the potential in Eq. (4) is put into Eq. (2) which results in a system of equations for the relevant modes, where only the IR-active mode is driven externally by the force

$$f_{IR}(t) = F(t) \sin(\Omega t),$$

(5)

where $F(t)$ could be a Gaussian envelope in general [2], but is assumed below to be the amplitude of the driving force.
\(F(t) = E_{\text{drive}}\) following [14]. Such a system of equations provides then the normal mode amplitudes \(\xi_n(t)\) and \(\xi_{IR}(t)\) explicitly or allows to obtain the real atomic motions of atom \(n\) in phonon mode \(\alpha\) along the spatial direction \(i\) via [16]

\[U_{n,\alpha,i}(t) = \xi_\alpha(t)\frac{q_{n,\alpha,i}}{\sqrt{M_n}},\]

with \(q_{n,\alpha,i}\) being the eigenvector of atom \(n\) along phonon mode \(\alpha\), and \(M_n\) is the mass of atom \(n\).

The displacement \(\xi_{IR}(t)\) of the Raman-active mode is the one which determines the interaction parameters \(J_{ij}(t)\) in case of \(\text{Cr}_2\text{O}_3\) [14]. Here, a THz-pulse excites an IR-active mode with amplitude \(\xi_{IR}\), where the Cr and O atoms move in opposite directions, see Fig. 1 for a depiction of the lattice structure of \(\text{Cr}_2\text{O}_3\). The relative distance between Cr atoms hardly changes in the IR mode, leaving the interaction parameters \(J_{ij}\) for the magnetic coupling between Cr atoms essentially unchanged. For a sufficiently strong pulse and a correspondingly large normal mode amplitude \(\xi_{IR}\), the IR mode excites the optically inactive R mode via nonlinear coupling, described by the third term in Eq. (4). The R mode with large normal mode amplitude \(\xi_R\), changes the distances between Cr atoms appreciably, which in turn changes the interaction parameters among Cr atoms. We follow the notation of [14] and write \(J_{ij}(t) = J_{ij}(\xi_{R}(t))\) which shows that the time dependence of \(J_{ij}(t)\) comes from their dependence on \(\xi_R(t)\). More details and calculations for the case of \(\text{Cr}_2\text{O}_3\) can be found in [14].

All these steps discussed above can be in general followed for any interesting material: (a) The relevant phonon modes in Eq. (3) have to be identified. (b) Their coupling parameters have to be obtained. (c) Eq. (2) has to be solved for all involved modes including a potential external driving. (d) The most important interaction parameters for Eq. (1) are needed together with (e) the relation \(J_{ij}(\xi_{R}(t))\) for each \(J_{ij}\). Those steps involve tremendous numerical efforts for any new material, which explains also the limited number of different materials studied so far. Hence, we refrain in this work from studying new materials but demonstrate how those \textit{ab initio} results could be used to allow a quantum heat engine with a realistic working body.

It turns out that the prototypical magnetoelectric material \(\text{Cr}_2\text{O}_3\) is a perfect candidate for quantum heat engine working body. Previous theoretical studies using the Vienna \textit{ab initio} simulation package (VASP) showed that DFT calculations can reproduce experimentally observable properties [57, 58], whereas Fechner et al. [14] obtained in their study all necessary ingredients discussed above. \(\text{Cr}_2\text{O}_3\) crystallizes in the rhombohedral lattice structure with space group 167 (\(\text{R}3\text{c}\)) [14, 59], while the lattice constant or angle play for our study only a minor role (structure and lattices vectors \(\mathbf{a}_1\) and \(\mathbf{a}_2\) are depicted in Fig. 1a). Its magnetic ground state consists of antiferromagnetically oriented Cr ions (see Fig. 1a).

The lattice displacements \(\xi_R(t)\) due to the nonlinear phonon coupling are obtained from solving the system of equations described by Eq. (2) with the correct potential (4). In this work, we slightly simplify the full lattice distortion derived in [14] (see appendix) and restrict ourselves to a dependence on the three most important frequencies

\[\xi_{R}(t) = \xi_{R0} + C_{R}\cos(\tilde{\omega}_{R}t) + C_{1R}\cos(2\tilde{\omega}_{IR}t) + C_{2R}\cos[(\Omega - \tilde{\omega}_{IR})t],\]

where \(\tilde{\omega}_{IR}\) and \(\tilde{\omega}_R\) are the renormalized infrared and Raman frequencies, respectively [14], and \(\Omega\) is the frequency of the THz pulse in Eq. (5). It results in a slow sinusoidal variation overlayed with a quick oscillation (see Fig. 2a for our choice of parameters).

On the other hand, the interaction parameters in \(\text{Cr}_2\text{O}_3\) can be calculated by comparing total energies of different magnetic configurations and fitting them to the
Here, the magnetocryrstalline anisotropy constant is equal to four chromium atoms with atoms, and depend on the R mode distortion effective interaction parameters between the spins of Cr from the five bare interaction parameters $\xi_t$.

FIG. 2. Time-dependence of (a) $\xi_R(t)$ and (b) $\dot{J}_n(\xi_R(t))$ over three periods. Apart from the low-frequency oscillations, there are two additional high-frequency terms yielding extremely fast oscillations of lower amplitude (see inset).

Heisenberg Hamiltonian in Eq. (1). The resulting Hamiltonian of the single-unit-cell magnetoelectric chromium oxide Cr$_2$O$_3$ derived in [14] has the form

$$\dot{H} = \dot{J}_1(\xi_R(t))(\hat{S}_1\hat{S}_2 + \hat{S}_3\hat{S}_4) + \dot{J}_2(\xi_R(t))(\hat{S}_1\hat{S}_4 + \hat{S}_2\hat{S}_3) + \dot{J}_3(\xi_R(t))(\hat{S}_1\hat{S}_3 + \hat{S}_2\hat{S}_4) + \sum_{i=1}^{4} \left[ \mu B_z \hat{S}_i^z + D(\hat{S}_i^z)^2 \right].$$

Here, the magnetocrystalline anisotropy constant is equal to $D = -27 \mu$eV and $\hat{S}_i$ are the spin operators of the four chromium atoms with $S = 3/2$. The $\dot{J}_n(\xi_R(t))$ are effective interaction parameters between the spins of Cr atoms, and depend on the R mode distortion $\xi_R(t)$, excited by THz pulses. The three $\dot{J}_n(\xi_R(t))$ are obtained from the five bare interaction parameters $J_n(\xi_R(t))$ for the nearest-neighbor to fifth-nearest-neighbor Cr atoms in the Cr$_2$O$_3$ lattice by identifying the Cr atoms of other unit cells with Cr atoms of the reference unit cell. The resulting mapping is [14]

$$\dot{J}_1(\xi_R(t)) = J_1(\xi_R(t)) + 3J_3(\xi_R(t)),$$

$$\dot{J}_2(\xi_R(t)) = 3J_2(\xi_R(t)) + J_5(\xi_R(t)),$$

$$\dot{J}_3(\xi_R(t)) = 6J_4(\xi_R(t)).$$

We assume that the interaction parameters are quadratic functions of $\xi_R(t)$ [14],

$$J_n(\xi_R(t)) = J_n(0) + \xi_R \frac{\partial J_n}{\partial \xi_R} \bigg|_{\xi_R = 0} + \frac{1}{2} \xi_R^2 \frac{\partial^2 J_n}{\partial \xi_R^2} \bigg|_{\xi_R = 0}. \quad (10)$$

For strong, experimentally feasible THz pulses with appropriate frequencies, the temporal variation of R modes $\xi_R(t)$ can lead to significant temporal variation of the interaction parameters – even inverting the sign of $\dot{J}_1(\xi_R(t))$ (see Fig. 2b). The $\dot{J}_n(\xi_R(t))$ exhibit slow oscillations if $\Omega \approx \omega_{1R}$ due to the last term in Eq. (7). One such oscillation of period 126 ps constitutes the quantum Otto cycle described in section III. The other two terms in Eq. (7) lead to very fast oscillations with smaller amplitudes than the low-frequency oscillation (see inset in Fig. 2). For more details concerning the interaction parameters $J_n(\xi_R(t))$, we refer to [14], while details concerning the simplifications as well as numerical values for the parameters in Eq. (10) and Eq. (7) are given in the appendix.

The dependence of $J(\xi_R(t))$ as in Eq. (10) is a valid approximation and the mechanism of steering the interaction parameters through a selectively activated Raman mode $\xi_R(t)$ might be a universal protocol of dynamical materials design, which could also be applied to other materials as well. Therefore, we assume this parametrical dependence of the interaction parameters in the generic model Hamiltonians in section VI.

### III. A QUANTUM OTTO CYCLE

We are suggesting a quantum heat engine based on dynamically driven interaction parameters $J(\xi_R(t))$ in Eq. (8). Here, we provide the definitions and theoretical background for the necessary thermodynamic properties in order to characterize our engine with the Cr$_2$O$_3$ working body.

#### A. Definition of the cycle

We consider a quantum Otto cycle consisting of two quantum isochoric and two quantum adiabatic strokes. Quantum isochoric means that heat is exchanged between the working substance and heat baths, which reshuffles the level populations of the system, while the Hamiltonian is time independent during this period. Quantum adiabatic means that the level populations remain constant throughout the whole driving process, in which the system performs work because of a change of the interaction parameters $J_n$, while being detached from the heat baths. As a consequence the system does not remain in thermal equilibrium during the driving, as is usually assumed for an adiabatic stroke in classical thermodynamics.

The four strokes of our quantum cycle are thus defined as follows:

- **isochoric heating**: A heat bath at temperature $T_H$ heats the working substance while the $J_n$ are fixed.
- **adiabatic driving**: The system is driven by variation of the interaction parameters $J_n(t)$. 

• isochoric cooling: The working substance is cooled by a heat bath at temperature $T_L$ while the $J_n$ are fixed.

• adiabatic driving: The system is driven back to the initial values of the interaction parameters.

As for the Cr$_2$O$_3$ working body, we assume phonon-like baths, i.e., the baths consist of harmonic oscillators, which are not affected by the heat exchange with the system. The driving in terms of a variation of the $J_n(\xi_R(t))$ is achieved via applied THz pulses that change the Raman mode distortion between $\xi_R^{(t)}$ and $\xi_R^{(L)}$. The schematics of such a cycle is shown in Fig. 3. We note that the separation of cycles is based on the assumption that the $J_n(\xi_R(t))$, i.e., the energy spectrum of the system, is solely driven by IR and R modes and that the thermal bath has no impact on $J_n(\xi_R(t))$. This is based on the following reasoning: When the frequencies of the anharmonic IR and R modes are different from the thermal phonon excitations, the mismatch between frequencies only allows a slow energy exchange between IR and R modes and thermal phonons.

At nonzero temperature the internal energy of the system can be evaluated as $U = \text{Tr}(\hat{\rho} H)$ where $\hat{\rho}$ is the density matrix. For the change in the internal energy we deduce [48]: $dU = \sum_{n=1}^N \left( E_n d\rho_{nn} + \rho_{nn} d E_n \right)$, where $d\rho$ denotes an inexact differential. The first term $dQ = \sum_{n=1}^N E_n d\rho_{nn}$ quantifies the heat exchange in terms of reshuffled level populations $d\rho_{nn}(T)$ due to an infinitesimal change of the temperature $T$ for fixed eigenenergies $E_n$. The second term $dW = \sum_{n=1}^N \rho_{nn} d E_n$ corresponds to the produced work due to the change of the energy spectrum $dE_n$ of the system.

**B. Quantum work**

While the notion of heat and heat exchange between the system and the heat bath is precisely defined, the concept of quantum work is nontrivial as quantum work is not an observable. Rather, the exponential average of the quantum work is given by time-ordered correlation functions of the exponentiated Hamiltonian and cannot be expressed through the expectation values of an operator representing the work (see Talkner et al. [24]).

The work produced in a time interval $[0, t]$ of an arbitrary driving process can be quantified as [41]

$$W(t) = \sum_{n,m} \left[ E_m(t) - E_n(0) \right] P_n(0) P_{mn}(t),$$  \hspace{1cm} (11)$$

where $E_n(t)$ denotes the energy levels at time $t$ and $P_n(0)$ indicates the level population at the beginning of the stroke, which, for a system prepared in thermal equilibrium at temperature $T = 1/\beta$, reads $P_n(0) = e^{-\beta E_n(0)}/\sum_m e^{-\beta E_m(0)}$. Next,

$$P_{mn}(t) = \frac{1}{\lambda_m \lambda_n} \sum_{q=1}^{\lambda_m} \sum_{k=1}^{\lambda_n} \left| \langle \Phi_{mn}(t) | \hat{U}(t,0) | \Phi_q^{(0)} \rangle \right|^2$$  \hspace{1cm} (12)$$

is the transition probability between the eigenstates of the Hamiltonian $\hat{H}(t)$. Here, $\Phi_{mn}(t)$ are the eigenfunctions of $\hat{H}(t)$, where we assume that the $m^{th}$ level is $\lambda_m$-fold degenerate. $\hat{U}(t,0)$ is the time-evolution operator associated to $\hat{H}(t)$. For quantum adiabatic work strokes we have no transitions, i.e., $P_{mn}(t) = \delta_{mn}$ in Eq. (11), which means that the populations of all states do not change throughout the whole driving process.

For a process that is performed in finite time rather than quantum adiabatically (in the sense of infinitely slow) there will be a finite probability for inter-level transitions, because the Hamiltonian does not commute with itself for different $t$. Since the driving requires more energy due to these transitions, this behavior is referred to as quantum friction [61–64]. However, it is possible to engineer a finite-time process that – while being nonadiabatic itself – drives the system along the exact adiabatic states of the original Hamiltonian, i.e., as if the system had been driven perfectly adiabatically under the original Hamiltonian. This approach is thus termed a shortcut to adiabaticity [65–67]. In this work we will compare the evolution of the system under $\hat{H}(t)$ to the evolution performed by counter-diabatic (CD) driving [41, 68, 69], using the general formulation valid also for degenerate spectra [70]. This results in a modified, CD Hamiltonian $\hat{H}_{CD}(t)$ which reads

$$\hat{H}_{CD}(t) = \hat{H}(t) + \hat{H}_1(t),$$  \hspace{1cm} (13)$$

where is $\hat{H}(t)$ the original system Hamiltonian, Eq. (8), and the second term

$$\hat{H}_1(t) = \sum_{m \neq n} \sum_{q=1}^{\lambda_m} \sum_{k=1}^{\lambda_n} \frac{\langle \delta_{nk} | \partial_t \hat{H}(t) | \Phi_k \rangle \langle \Phi_q | \Phi_n \rangle}{E_n - E_m}$$  \hspace{1cm} (14)$$

![Raman mode lattice displacement $\xi_R(t)$](image-url)
compensates the nonadiabatic effects of quantum friction.

In order to make CD driving work the Hamiltonians $\hat{H}(t)$ and $\hat{H}_{\text{CD}}(t)$ need to coincide both at the beginning and at the end of the stroke, i.e., $\hat{H}_1(0) = \hat{H}_1(\tau) = 0$. In our model for Cr$_2$O$_3$ this is achieved by slightly changing the temporal dependence of the atomic displacement (see appendix). Note that for our system the experimental realization of the CD term $\hat{H}_1(t)$ appears to be extremely difficult. However, our numerical results below show that even without the CD term the quantum friction is rather difficult. However, our numerical results below show that even without the CD term the quantum friction is rather small.

The adiabaticity of the cycle can be assessed by investigating the non-equilibrium work fluctuations $\delta W(t)$,

$$\delta W(t) = \langle W(t) \rangle - \langle W_{\text{ad}}(t) \rangle,$$

where $W_{\text{ad}}$ is the work done by a quantum-adiabatic process. While for a perfectly quantum adiabatic process we have $\delta W(t) = 0$ for all $t$, the use of shortcuts to adiabaticity yields $\delta W(\tau) = 0$, i.e., only for $t = \tau$, which means that the final system state is as if it had been driven perfectly quantum-adiabatically. We can therefore employ $\delta W(\tau)$ to quantify the quantum friction for a given stroke, as the latter is usually defined as [64]

$$\langle W_{\text{fric}} \rangle = \langle W \rangle - \langle W_{\tau \to \infty} \rangle,$$

where $\langle W_{\tau \to \infty} \rangle$ denotes the work performed in an infinitely slow process. In our case this is just the adiabatically performed work $\langle W_{\text{ad}}(\tau) \rangle$.

C. Efficiency and output power

There are two quantities to be investigated in order to assess the performance of a quantum heat engine: its efficiency and its output power.

The efficiency of a cycle is – similarly to the classical case – defined as

$$\eta = \frac{Q_{\text{in}} - Q_{\text{out}}}{Q_{\text{in}}} = -\frac{\langle W_2 \rangle + \langle W_4 \rangle}{Q_{\text{in}}}.$$

Here, $\langle W_2 \rangle$ and $\langle W_4 \rangle$ denote the work produced during the respective work strokes.

As the implementation of CD driving also requires some energetic costs, these also need to be taken into account in the efficiency calculation [71–74], leading to the corrected definition

$$\eta_{\text{CD}} = -\frac{\langle W_2 \rangle + \langle W_4 \rangle}{Q_{\text{in}} + \langle \hat{H}_1^{(2)} \rangle_{\tau} + \langle \hat{H}_1^{(4)} \rangle_{\tau}}.$$

Here

$$\langle \hat{H}_1 \rangle_{\tau} = \frac{1}{\tau} \int_0^\tau (\hat{H}_{\text{CD}}(t)) - \hat{H}(t) dt = \frac{1}{\tau} \int_0^\tau \delta W(t) dt$$

is the time average of the CD driving term, which can also be written in terms of the non-equilibrium work fluctuations. The superscript in Eq. (18) indicates the work strokes, i.e., $i = 2, 4$.

The output power of the quantum Otto cycle can be computed as

$$P_{\text{CD}} = -\frac{\langle W_2 \rangle + \langle W_4 \rangle - \langle \hat{H}_1^{(2)} \rangle_{\tau} - \langle \hat{H}_1^{(4)} \rangle_{\tau}}{\tau_1 + \tau_2 + \tau_3 + \tau_4}.$$

Here $\tau_1, \tau_3$ are the relaxation times of the working substance in contact with the hot and cold phonon baths, respectively, and $\tau_2 = \tau_4$ are the durations of the adiabatic strokes.

As for the efficiency the output power of the engine is corrected due to additional energetic costs of CD driving, yielding

$$P_{\text{CD}} = -\frac{\langle W_2 \rangle + \langle W_4 \rangle - \langle \hat{H}_1^{(2)} \rangle_{\tau} - \langle \hat{H}_1^{(4)} \rangle_{\tau}}{\tau_1 + \tau_2 + \tau_3 + \tau_4}.$$

D. Thermalization of the working body

For heating and cooling of the spin system, we need a heat bath which we assume is provided by the thermal phonons of the crystal. The thermal coupling between the phonons and the spins is approximated. We describe the energy exchange between the bath and the spin system through the coupling of phonons with the spin components $S_j^z$. The total Hamiltonian during this stroke comprises the Hamiltonian of the spin system, the Hamiltonian of the phonon bath $\hat{H}_{\text{bath}}$, and the system-bath interaction $\hat{H}_{\text{int}}$:

$$\hat{H}_{\text{tot}} = \hat{H} + \hat{H}_{\text{int}} + \hat{H}_{\text{bath}},$$

$$\hat{H}_{\text{bath}} = \int dk \omega_k \hat{b}_k^\dagger \hat{b}_k,$n

$$\hat{H}_{\text{int}} = \sum_{j=1}^4 \hat{S}_j^x \int dk g_k (\hat{b}_{k}^\dagger + \hat{b}_k).$$

Here $\hat{b}_k^\dagger$ and $\hat{b}_k$ are the phonon creation and annihilation operators, respectively, and $g_k$ is the coupling constant between spins and phonons. A straightforward derivation leads to a master equation for the density matrix [75]

$$\frac{d\rho_S(t)}{dt} = -i \left[ \hat{H}, \rho_S(t) \right] + \sum_{\omega,j} \gamma(\omega)$$

$$\times \left( \hat{S}_j^x (\omega) \rho_S(t) \hat{S}_j^x (\omega) - \hat{S}_j^x (\omega) \hat{S}_j^x (\omega) \rho_S(t) \right) + \text{h.c.},$$

where

$$\gamma(\omega) = g_k \left\{ \begin{array}{ll} \frac{1}{\exp \left| E_m - E_k \right| - 1}, & \omega < 0, \\ \frac{1}{\exp \left| E_m - E_k \right|} + 1, & \omega > 0, \end{array} \right.$$n

and

$$\hat{S}_j^x (\omega) = \sum_{\omega = E_m - E_k} |\Phi_k \rangle \langle \Phi_j | \hat{S}_j^x |\Phi_m \rangle \langle \Phi_m |.$$
Since $\gamma(\omega)$ is positive and hermitian, the master equation (23) could also be brought into Lindblad form.

IV. PERFORMANCE OF THE CHROMIUM OXIDE HEAT ENGINE

We now investigate the properties of a quantum heat engine based on $\text{Cr}_2\text{O}_3$, using the already available data from [14] as a basis for the time-dependent displacements $\xi_R$ and for the resulting values for the $J_n(\xi_R(t))$. The exact numerical values are presented in the appendix for reference. In our simulations, we use a dimensionless coupling constant between phonons and spins $g_k = 0.1$ and apply a magnetic field in the $z$ direction. The strength of the magnetic field is set to 0.45 T.

A. Spectrum of the Hamiltonian

To gain some insight into our working substance, we first explore the instantaneous energy spectrum of the spin Hamiltonian, Eq. (8), as a function of the lattice displacement $\xi_R$. For each value of $\xi_R$, we perform an exact diagonalization and use the fidelity

$$F(\Phi_k(\xi_R + \Delta \xi, \Phi_l(\xi_R)) = \left| \left< \Phi_k(\xi_R + \Delta \xi) | \Phi_l(\xi_R) \right> \right|^2$$

(26)

to track the energy levels through (avoided) level crossings. This spectrum is shown in Fig. 4. We note again that the value of $\xi_R(t)$ is given by a superposition of different frequencies, leading to a rather complicated behavior of the spectrum over time.

Obviously, the spectrum in Fig. 4 is a lot more complicated than the spectrum of other models usually employed in the literature for quantum heat engines so far [37, 41, 55, 67]. In particular, most of previous studies use self-similar spectra, which means that the spectrum is only scaled throughout the driving process like in the case of a harmonic oscillator, which in turn ensures that the system is always in a thermal equilibrium state. This is not the case in our system, as we note that while the ground state stays the same for the whole driving there are level crossings for most of the excited states. Moreover, there are many avoided crossings, with splittings too small to be visible in Fig. 4. One needs thus to be careful when considering the adiabatic driving since all (avoided) crossings must be tracked carefully. As a consequence of the stated spectrum properties, the system will not arrive in a thermal equilibrium state at the end of a work stroke.

In order to understand which energy levels play a role in the description of the system, we also consider the level populations in Gibbs equilibrium for the Hamiltonian (Eq. (8)) at $\xi_R = 2.0891$, which is the value during the cooling stroke of the system. It turns out that at 50 K basically only the ground state is occupied, while at 300 K 12 levels and at 1000 K 65 levels have a diagonal element in the density matrix larger than $10^{-4}$. The latter result indicates that the behavior of the system as a heat engine can only be explained when taking into account a considerable part of the spectrum, which is in turn responsible for the rich features due to non-self-similarity of the spectrum and (avoided) level crossings.

B. Non-equilibrium work fluctuations

We employ the quantum adiabatic, the nonadiabatic, and the counter-diabatic driving scheme for both work strokes after complete thermalization to temperatures between 50 K and 1500 K and use the obtained data to compute the non-equilibrium work fluctuations $\delta W(\tau)$ (Eq. (15)) at the end of the strokes. For the nonadiabatic driving scheme we use a Runge-Kutta method to solve the von-Neumann equation (i.e. $\dot{\rho}(t) = -\frac{i}{\hbar}[H(t), \rho(t)]$), while we construct the density matrices for adiabatic and CD driving from the eigenvectors obtained from exact diagonalization.

The total performed work (Eq. (11)) using the nonadiabatic and the CD driving schemes for both work strokes
and different temperatures is shown in Fig. 5. It is worth noting that the difference between the two schemes is always very small compared to the absolute values. Since the work done during the CD-driven strokes actually coincides with \( \langle W_{\text{ad}} \rangle \), this difference just constitutes \( \delta W(\tau) \) (see Eq. (15)). We therefore consider this quantity in detail in Fig. 6. We observe that the values are extremely small (<1 meV) after cooling to a temperature below 200 K, which is going to be the relevant temperature range (see next subsection). On the other hand, \( \delta W(\tau) \) increases with temperature for strokes after heating, but the largest values are in the range of 4 meV, which is – as mentioned – far below the total performed work.

To shed more light onto the dynamics of a single stroke, we consider the time dependence of \( \delta W(t) \) during the stroke after cooling to 300 K for both driving schemes, which is shown in Fig. 7. The non-equilibrium work fluctuations for nonadiabatic driving arise only after 20 ps to 25 ps and continue to grow until the end of the stroke, where the fast oscillations due to the high-frequency terms in \( \xi_R(t) \) (see Fig. 2) are clearly visible. On the other hand, there are no fluctuations at all throughout the CD driving scheme despite the high frequencies in the driving. This is a remarkable result since we would expect nonzero \( \delta W(t) \) and only \( \delta W(\tau) = 0 \) in general. To better understand the situation we will further discuss this finding later in section VI on the basis of the generic model.

Summarizing, while the chromium oxide heat engine is friction-free for CD-driven strokes by construction, we would like to emphasize again that even without CD driving the non-equilibrium work fluctuations are much smaller than the total work performed during the stroke (3-4 meV compared to \( \approx 100 \) meV), despite the fast oscillations of the interaction parameters on top of the slow oscillation of the Otto cycle. This is convenient since the experimental realization of CD driving is, if feasible at all, a complicated task.

C. Efficiency

Next, we turn our attention to the performance of our heat engine. To this end, we study one whole cycle, where we assume that the baths are coupled to the system until complete Gibbs equilibration. As the previous section has shown that nonadiabatic driving only leads to small non-equilibrium fluctuations, we consider both the nonadiabatic and the CD-driving scheme. Note that we do not need to simulate the thermalization processes for the Gibbs state. We calculate the efficiency \( \eta \) as given in Eq. (17) for both cases, as the small correction terms due to CD driving can be safely neglected.

We show the results for different hot and cold bath temperatures and both driving schemes in Fig. 8. As expected, for a fixed temperature of the cold bath \( T_L \) the efficiency increases with temperature of the hot bath \( T_H \) within reasonable temperature ranges. It turns out that there can be a shallow maximum (see Fig. 11 in

FIG. 5. Total performed work (Eq. (11)) for nonadiabatic and CD-driving schemes as a function of the temperature at the beginning of the stroke. The difference between the two schemes is always very small compared to the absolute value.

FIG. 6. Non-equilibrium work fluctuations (Eq. (15)) as a function of the temperature at the beginning of the stroke.

FIG. 7. Non-equilibrium work fluctuations for the stroke after cooling to \( T = 300 \) K in the presence and absence of the CD driving term calculated for the single unit cell. CD driving yields a vanishing \( \delta W_{\text{CD}} \) throughout the stroke.

FIG. 8. Efficiency as a function of the hot and cold bath temperatures for both driving schemes.
section V) for low-temperature cooling baths for heating temperatures above 1900 K. However such a high temperature seems beyond the limit of applicability of our Cr$_2$O$_3$-based quantum heat engine. Nevertheless, there is a certain saturation value of efficiency for fixed $T_L$. Moreover, we observe that all efficiency values are well below the Carnot limit $\eta_{\text{Carnot}} = 1 - T_L/T_H$. The emergence of shallow maxima as well as a saturation value below the Carnot limit are features of the quantum mechanical behavior of the system. They are in particular based on the discreteness of the spectrum, which will be further discussed in section V.

It is worth noting that the efficiency of the heat engine is only slightly lower if we refrain from performing CD driving, which is highly relevant since its experimental realization appears to be very difficult if at all doable.

![Graph showing efficiency vs. hot bath temperatures for different cold bath temperatures using the CD-driving (closed markers) and the nonadiabatic (open markers) driving scheme. The different curves correspond to different cooling-bath temperatures (see labels). In these calculations, the system is thermalized until thermal equilibrium is reached. The efficiency values are well below the Carnot limit.](image1)

**FIG. 8.** Efficiency vs. hot bath temperatures for different cold bath temperatures using the CD-driving (closed markers) and the nonadiabatic (open markers) driving scheme. The different curves correspond to different cooling-bath temperatures (see labels). In these calculations, the system is thermalized until thermal equilibrium is reached. The efficiency values are well below the Carnot limit.

We note that not all combinations of hot and cold baths lead to a positive efficiency value. In particular, if the hot bath temperature is too low, the system is cooled by both the hot and the cold bath, which does not constitute a proper Otto cycle. Note moreover that the theoretical output power (see following subsection) is zero here, since we assume an infinitely long thermalization time (corresponding to infinitely long isochoric strokes) to obtain a perfect Gibbs ensemble.

**D. Output power**

We now fix the bath temperatures to $T_H = 1500$ K and $T_L = 50$ K and consider different finite-time durations of the isochoric thermalization strokes for the evaluation of the output power, where we use Eq. (20), neglecting the small CD driving costs again. In order to calculate the state after thermalization, we solve the Lindblad equation (Eq. (23)) using again a Runge-Kutta scheme. We use durations between 0.66 ps to 66 ps for heating, and durations between 1.3 ps and 330 ps for cooling. To obtain meaningful results, i.e., to make sure that the engine describes a closed-cycle loop, we let the engine perform several cycles to converge to a limit cycle. Fortunately, the necessary number of cycles is not too large as illustrated in Fig. 9 for one particular example: using a thermalization time $\tau_L = 8$ ps for cooling with the cold bath and a thermalization time $\tau_H \approx 4.6$ ps for heating with the hot bath, we see that convergence to the limit cycle happens within a few cycles. Once the limit cycle is attained, we calculate both output power and efficiency (the latter is $\eta = 20.81\%$ for the cycle in Fig. 9).

![Graph showing trajectory and limit cycle for short-time thermalization. The parameters for these cycles (see text) are $\tau_L = 8$ ps, $T_L = 50$ K, $\tau_H = 4.6$ ps, $T_H = 1500$ K. Clearly, convergence to a limit cycle is obtained after just a few cycles.](image2)

**FIG. 9.** Trajectory and limit cycle for short-time thermalization. The parameters for these cycles (see text) are $\tau_L = 8$ ps, $T_L = 50$ K, $\tau_H = 4.6$ ps, $T_H = 1500$ K. Clearly, convergence to a limit cycle is obtained after just a few cycles.

The results for the output power for different durations of heating and cooling strokes are shown in Fig. 10. We observe distinct maxima for fixed durations of either heating or cooling strokes (only fixed heating curves indicated). Interestingly, for most given heating durations, the peaks lie around 33 ps of cooling, while for most given cooling durations, the maxima are around 13 ps of heating (not shown). Hence, for the chosen system parameters the optimal quantum isochoric stroke durations are even a little shorter than the work stroke durations $\tau_{2,4} = 63$ ps.

For the indicated curves in Fig. 10, the efficiency values at the maximum output power are in the range of 32.9 % to 37.6 % (37.3 % at the maximal output power), which is very close to the efficiency when thermalizing until thermal equilibrium is obtained (see Fig. 8, efficiency for $T_H = 1500$ K and $T_L = 50$ K is 37.9 %).

The large efficiency values estimated for the optimal output powers indicate that it is not necessary to apply the isochoric strokes until the system is in perfect thermal equilibrium (Gibbs state). This fact is an advantage as the decrease of the cycle durations enhances the output...
The lines connect data with the same heating duration (value indicated in the figure). The output power is maximal around 33 ps of cooling, regardless of the heating duration. Efficiency values of the cycles at the maximal output power are 32.9%, 36.6%, 37.3%, and 37.6%, respectively, for increasing heat duration.

**V. THE WORKING SUBSTANCE CONSTRUCTED FROM SEVERAL UNIT CELLS**

The four-spin unit-cell model has been shown to successfully describe experimentally observable material properties of the crystal such as the Néel temperature, the band gap or the spectral density [57, 58]. However, it is unclear whether work statistics are also well-captured by the corresponding effective Hamiltonian. In a working body consisting of several unit cells, the number of the energy levels and all types of interlevel transitions between them are drastically increased. This may influence the produced work and other thermodynamic characteristics of the engine. Therefore, we consider working bodies consisting of several unit cells and try to infer the scaling with size. We will look at a similar crystal, but use spin-1/2 particles instead of the spin-3/2 of the Cr atoms for computational capacity reasons. We will show that the qualitative behavior is quite similar.

Most of the interactions taken into account are between atoms of neighboring unit cells. As explained in section II, in the single-unit-cell model we use an effective interaction approach by projecting the interactions with atoms of neighboring unit cells onto the respective atoms of the reference unit cell. In this case, the periodic continuation is straightforward. We now generalize the effective Hamiltonian to the settings of two and three unit cells (see Figs. 1b and 1c), respectively, by considering a periodically extendable arrangement of unit cells. For example, when building the Hamiltonian for two unit cells, we keep the interactions between atoms of the original first and second unit cell as they are and project everything else on the corresponding atoms.

The Hamiltonian for the two-cell case then reads

\[
\begin{align*}
\hat{H}_2(t) := & \quad J_1(\xi_R(t)) (\hat{S}_1 \hat{S}_2 + \hat{S}_3 \hat{S}_4 + \hat{S}_5 \hat{S}_6 + \hat{S}_7 \hat{S}_8) \\
& + 3J_2(\xi_R(t)) (\hat{S}_1 \hat{S}_3 + \hat{S}_5 \hat{S}_8 + \hat{S}_2 \hat{S}_7 + \hat{S}_3 \hat{S}_6) \\
& + 3J_3(\xi_R(t)) (\hat{S}_1 \hat{S}_6 + \hat{S}_2 \hat{S}_5 + \hat{S}_3 \hat{S}_8 + \hat{S}_4 \hat{S}_7) \\
& + 3J_4(\xi_R(t)) (\hat{S}_1 \hat{S}_3 + \hat{S}_1 \hat{S}_7 + \hat{S}_2 \hat{S}_4 + \hat{S}_2 \hat{S}_8 \\
& \quad + \hat{S}_5 \hat{S}_6 + \hat{S}_4 \hat{S}_5 + \hat{S}_5 \hat{S}_7 + \hat{S}_6 \hat{S}_8) \\
& + J_5(\xi_R(t)) (\hat{S}_1 \hat{S}_8 + \hat{S}_2 \hat{S}_3 + \hat{S}_4 \hat{S}_5 + \hat{S}_6 \hat{S}_7) \\
& + \sum_{i=1}^{8} \left[ \mu B_z \hat{S}_i^z + D(\hat{S}_i^z)^2 \right].
\end{align*}
\]  

(27)

Here, site numbers 1 to 4 represent the blue cell (A, counting from top to bottom), while site numbers 5 to 8 represent the yellow cell (B) in Fig. 1b. Note that here and in the following spin Hamiltonian \(J_n(\xi_R(t))\) are the bare interaction parameters.

We do the same for the three-unit-cell case, where the resulting Hamiltonian reads

\[
\begin{align*}
\hat{H}_3(t) := & \quad J_1(\xi_R(t)) (\hat{S}_1 \hat{S}_2 + \hat{S}_3 \hat{S}_4 + \hat{S}_5 \hat{S}_6 + \hat{S}_7 \hat{S}_8 + \hat{S}_9 \hat{S}_{10} + \hat{S}_{11} \hat{S}_{12}) \\
& + 3J_2(\xi_R(t)) (\hat{S}_1 \hat{S}_{12} + \hat{S}_2 \hat{S}_7 + \hat{S}_3 \hat{S}_{10} + \hat{S}_4 \hat{S}_5 + \hat{S}_6 \hat{S}_{11} + \hat{S}_8 \hat{S}_9) \\
& + 3J_3(\xi_R(t)) (\hat{S}_1 \hat{S}_6 + \hat{S}_2 \hat{S}_9 + \hat{S}_3 \hat{S}_8 + \hat{S}_4 \hat{S}_{11} + \hat{S}_5 \hat{S}_{10} + \hat{S}_7 \hat{S}_8) \\
& + 3J_4(\xi_R(t)) (\hat{S}_1 \hat{S}_7 + \hat{S}_1 \hat{S}_{11} + \hat{S}_2 \hat{S}_8 + \hat{S}_2 \hat{S}_{12} + \hat{S}_3 \hat{S}_5 + \hat{S}_3 \hat{S}_9 + \\
& \quad + \hat{S}_4 \hat{S}_6 + \hat{S}_4 \hat{S}_{10} + \hat{S}_5 \hat{S}_{11} + \hat{S}_6 \hat{S}_{12} + \hat{S}_7 \hat{S}_9 + \hat{S}_8 \hat{S}_{10}) \\
& + J_5(\xi_R(t)) (\hat{S}_1 \hat{S}_{14} + \hat{S}_2 \hat{S}_3 + \hat{S}_5 \hat{S}_8 + \hat{S}_6 \hat{S}_7 + \hat{S}_9 \hat{S}_{12} + \hat{S}_{10} \hat{S}_{11}) \\
& + \sum_{i=1}^{12} \left[ \mu B_z \hat{S}_i^z + D(\hat{S}_i^z)^2 \right].
\end{align*}
\]  

(28)
In addition to sites 1 to 8, we added sites 9 to 12 in the green unit cell (C) in Fig. 1c. All non-nearest-neighbor interaction parameters between the spins of different cells in Eq. (27) and Eq. (28) mimic the inter-cell coupling.

A. Multi-cell efficiencies

First, we compare the efficiencies of the spin-1/2 and the spin-3/2 systems in Fig. 11, where we use a single unit cell for both cases. We observe that the qualitative behavior (fast monotonic increase for low heating temperatures, build-up of a shallow maximum for low-temperature cooling, saturation for high-temperature heating), is rather similar, even if the scales of temperatures are different. Note that temperatures above 1500 K serve only as a comparison of the two models and will not yield physically reasonable results since our model will most likely not be valid due to changes in the material properties for such high temperatures.

We now address the resulting efficiencies for two and for three unit cells, for which the Hamiltonians have been given in Eq. (27) and (28), where we again assume perfect CD driving and show the results for different bath temperatures in Fig. 12. The range of the efficiencies is very similar for different numbers of cells, although the heat engine seems to be more efficient when using more unit cells. We note that, especially when cooling to very low temperatures, e.g., $T_\text{L} = 50$ K, there is only a very small difference between the efficiencies obtained for different numbers of cells and that the saturation values are also extremely close. The single-unit-cell model seems thus to be a very good approximation for the whole system.

As mentioned already above, we observe that the efficiency is not increasing monotonously with increasing temperature $T_\text{H}$ of the hot bath. As an example, a shallow maximum appears for a cooling temperature of 50 K and a heating temperature of 450 K for the three-unit-cell case. This is a quantum effect related to the properties of the energy spectrum and can be explained by the following observation. Looking at the spectrum of the Hamiltonian (Fig. 4), most of the energy levels (especially the lowest ones) show a monotonic energy increase with increasing $\xi_R$. Nevertheless, some of the levels show exactly the opposite behavior. It is therefore clear that if such a level is occupied during the work stroke, it is going to lower the mean work of the whole system, such that the engine would be more efficient if this level was not occupied.

VI. GENERIC MODEL HAMILTONIAN

The quantum heat engine proposed in this work is not particularly tailored for Cr$_2$O$_3$ alone, because the same mechanism could also be applied to other materials as discussed above.

Inspired by the spin Hamiltonian Eq. (8) for Cr$_2$O$_3$, we introduce a generic Heisenberg unit-cell Hamiltonian for a system of four spin-1/2 particles, where nearest neighbor $J_1$, next-nearest neighbor $J_2$, and next-next-nearest neighbor $J_3$ interactions together with a magneto-crystalline anisotropy term $D$ and a Zeeman term $O$.
term are taken into account,

\[
\hat{H}_{A,B,C,D}(t) = J_1^{A,B,C,D}(t) (\hat{S}_1 \hat{S}_2 + \hat{S}_2 \hat{S}_3 + \hat{S}_3 \hat{S}_4) \\
+ J_2(t) (\hat{S}_1 \hat{S}_3 + \hat{S}_2 \hat{S}_4) \\
+ J_3(t) \hat{S}_1 \hat{S}_4 \\
+ D \sum_{j=1}^{4} (\hat{S}^{(z)}_j)^2 + \mu B_z \sum_{j=1}^{4} \hat{S}^{(z)}_j.
\]  

(29)

In particular, the model systems A,B,C,D differ in the change of the nearest-neighbor interaction, where the lowest values for \( J_1 \) range from \( J_1^A(0) = 3 \) to \( J_1^D(0) = -2 \) (see Fig. 13).

![FIG. 13. Exchange interactions for the four model systems. The dashed lines represent the different choices for \( J_1 \).](image)

The characteristic differences between these Hamiltonians lie in the type of their energy spectra (see Fig. 14): The energy spectrum of \( \hat{H}_A \) contains no level crossing at all, while the spectra of \( \hat{H}_B \) and \( \hat{H}_C \) contain a few level crossings. We observe that some levels of \( \hat{H}_D \) cross almost all of the other levels, rendering them almost the lowest ones at \( t = 0 \) and the highest ones at \( t = \tau \). Altogether, we note that the energy levels are close together at \( t = 0 \) while they are spread further apart at \( t = \tau \) for all models. Finally, it is worth noting that the ground state always stays the same throughout the driving in all four systems.

Comparing these spectra to the one of the Cr\(_2\)O\(_3\) system (see Fig. 4) we observe that it is most similar to \( \hat{H}_B \) and \( \hat{H}_C \) in the sense of sharing the following features:

- There are no quantum phase transitions during the strokes.
- Some of the energy levels increase during the stroke, and some of the levels decrease, leading to several level crossings.
- The level crossings do not lead to an inversion-like behavior as in \( \hat{H}_D \).

![FIG. 14. Instantaneous spectra for the systems A,B,C,D during the variation of the interaction parameters according to the scheme in Fig. 13.](image)

A. Efficiencies of the generic models

We now investigate the efficiencies of Otto cycles as described in section III for the model systems A,B,C,D. Two typical cycles for model systems C and D are shown in Fig. 15. For system C, we observe that the total energy describes a closed loop representing a proper Otto cycle. On the contrary, the loop described by system D contains a crossing such that both of the baths are actually cooling the system. Thus system D does not yield a proper Otto cycle and will therefore not be included for further investigation.

![FIG. 15. Typical cycles for models C and D. While model C yields a proper Otto cycle, model D does not.](image)

We now look at the efficiencies of the systems A, B, and C for two different cooling temperatures \( T_L = 0.5 \) and \( T_L = 2.0 \) in Fig. 16, where we use the definition in Eq. (17). Apparently, systems B and C show a much better performance than system A. The reason for this appears to be the occupation of levels that strongly spread out during driving in systems B and C, which is less pro-
nounced for system A. It can be therefore suspected that heat engines of this type are especially effective if they show a spectrum that resembles the ones of systems B or C concerning the features described in section II.

![Graph showing efficiencies for systems A, B, C for cooling temperatures](image1)

**FIG. 16.** Efficiencies for systems A, B, C for cooling temperatures $T_L = 0.5$ (closed markers) and $T_L = 2.0$ (open markers) as functions of the heating temperature.

### B. Energy costs of counterdiabatic driving

We now turn to the additional driving costs due to CD driving. As an example, we calculate $\delta W(t)$ as defined in Eq. (15) for the work stroke after cooling of model B, which shows a high efficiency and therefore seems more suitable for application. While the bath temperatures are fixed to $T_L = 0.5$ and $T_H = 15$, we consider different stroke durations between $\tau = 10^{-5}$ and $\tau = 10^4$ in Fig. 17. We observe small values, where in particular $\delta W(t)$ is zero throughout the whole stroke for $\tau \geq 10^2$. Comparing these stroke durations to the Cr$_2$O$_3$ model with its different scaling of the spectrum, we conclude that the duration of the strokes in Cr$_2$O$_3$ corresponds to about $\tau = 10^3$ for the generic model B. The fact that $\delta W(t)$ is essentially zero throughout the whole stroke in Cr$_2$O$_3$ is thus completely consistent with the results obtained for the generic models. It also turns out that $\delta W(t)$ as a function of the scaled time $t/\tau$ is always the same for stroke durations shorter than $\tau = 10^{-2}$. As a result, the total CD driving cost $\langle H^{(1)}_1 \rangle$ (Eq. (19)) is independent of $\tau$, which is also observed in Fig. 18, where the total CD driving costs for models A, B, C for different stroke durations are depicted. The magnitude of the CD driving costs is always below $2 \cdot 10^{-5}$. For reference, the energies supplied to the system throughout heating strokes are 14.98 for model A, 14.69 for B, and 14.73 for C, which is several orders of magnitude larger.

This result implies that $\langle H^{(1)}_1 \rangle$ can be safely neglected in the calculation of the efficiency (Eq. (18)) and the output power (Eq. (21)), which is in stark contrast to harmonic-oscillator systems, for which the driving cost usually increases at faster driving [73].

![Graph showing $\delta W(t)$ for system B for different durations $\tau$](image2)

**FIG. 17.** $\delta W(t)$ for system B for different durations $\tau$ of work stroke 4 as a function of the scaled time $t/\tau$. Each of the curves is offset by -0.25 from the previous one in order to increase visibility, they all actually start and end at $\delta W = 0$. The cost function is similar for stroke durations below $10^{-2}$, and is zero for very slow driving.

![Graph showing total costs for different stroke durations $\tau$ for systems A, B, C](image3)

**FIG. 18.** Total costs for the different stroke durations $\tau$ for stroke 2 (open markers) and stroke 4 (closed markers) for systems A, B, C. For stroke durations below $10^{-2}$, the cost is constant and very small compared to the total energy put into the system during heating.

### VII. CONCLUSIONS

We proposed a new type of quantum heat engine using a nano-scale working body described by an effective spin Hamiltonian, where the working principle is based on the fast tunability of the interaction parameters between the spins. The latter is achieved by employing nonlinear phononics, where intense laser pulses dynamically control the magnetic coupling through anharmonic
coupling of infrared and Raman modes that are specific to the system.

While we describe the general recipe to identify possible materials for obtaining such a quantum heat engine, we already have a promising candidate material at hand: As it has been shown [14] that Cr$_2$O$_3$ exactly yields the necessary behavior upon exciting an infrared-active phonon mode. Here, Cr$_2$O$_3$ is described by a unit cell consisting of four spin-3/2 particles (the Cr atoms), where an effective Heisenberg Hamiltonian can be employed.

We defined a quantum Otto cycle for the four spin-3/2 system, where we also employ methods for transitionless driving for the work strokes. Based on the results in [14] we then investigated the performance of the engine using a Cr$_2$O$_3$ working body.

The rich energy spectrum with many (avoided) level crossings is the cause for a lot of remarkable features. Our main finding is that apart from obtaining a functioning heat engine, it turns out that the quantum friction - calculated via the non-equilibrium work fluctuations - is very small compared to the total work performed during a cycle. That means that one can avoid the presumably infeasible experimental construction of a counterdiabatic Hamiltonian without too much performance penalty.

Investigating the heat engine efficiency when thermalizing until equilibrium, we found that not all combinations of hot and cold bath temperatures can be used. In particular, this does not mean that the resulting engine could work as a refrigerator in those cases, but rather that there is no proper Otto cycle at all. This fact together with the observation of maxima of the efficiency with varying hot bath temperature are features that we can attribute to the discreteness of the spectrum and its dependence on the Raman mode displacement. Finally, we can conclude that the efficiency saturates for high temperature baths and lies always well below the Carnot limit.

We also calculated the output power, which depends on the duration of a cycle. Very long thermalization, i.e. a very long cycle, leads to a vanishing output power. In our case, the output power shows maxima for much shorter heating and cooling durations than needed for full thermalization of the system. Having these maxima together with high efficiency values is the basis to actually construct a experimentally suitable working cycle with finite-time cycle durations.

In order to explore the approximation of considering an effective single-unit-cell Hamiltonian for the Cr$_2$O$_3$ system, we also considered a model with multiple unit cells employing spin-1/2 particles. Increasing the number of cells enhances the cycle efficiency, but at least for low cold bath temperatures, the efficiency depends only little on the number of unit cells used for the calculation.

To get a feeling for the dependence of the engine performance on its parameters, we defined several generic models, where different variations of the nearest-neighbor interaction were considered. Investigating the performance of these generic models, we observe high efficiencies when the spectrum shows a few level crossings and when the levels spread out during the parametrical driving, whereas there is no proper Otto cycle if the spectrum shows an inversion-like behavior, i.e. when too many levels change their order by energy. Comparing the realistic Cr$_2$O$_3$ system to the generic models, it appears to belong to the class of highly-efficient quantum heat engines based on a parametric variation of the interaction parameters.

Moreover, it turns out that the additional cost for CD driving is negligible in the generic models compared to the amount of heat put into the system during heating for all stroke durations and vanishes for slow enough driving. Comparing these results to the Cr$_2$O$_3$ case again it turns out that obtaining zero non-equilibrium work fluctuations is not a coincidence for our investigated setup. Rather, the driving is slow enough to make the fluctuations disappear.

Our results indicate that Cr$_2$O$_3$ is a suitable material for realizing a quantum heat engine based on dynamical material design, which calls for further investigations – theoretical as well as experimental – of this system.
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TABLE I. Amplitudes of $\xi_R(t)$ and $\xi_I$ in Eq. (A1) for $\Omega = 16.95$ THz (taken from [14]). The units are $\sqrt{\text{u} \text{A}}$.

| $\xi_{\Omega}$ | $C_R$ | $C_{IR}$ | $C_O$ | $C_{O_1}$ | $C_{O_2}$ |
|--------------|-------|----------|-------|-----------|-----------|
| 1            | 0.0754 | 0.1826   | 0.0246 | 0.0705    | 0.8311    |

We now explain the simplifications made to obtain Eq. (7). The last term in Eq. (A1) forms a long-wave solution, which dominates the variation of $\xi_R(t)$. The term including $\Omega_R$ yields a wave with frequency $\approx 9$ THz. The other components with $2\Omega_R$, $2\Omega$, and $(\Omega + \omega_R)$ have very similar frequencies at $\approx 34$ THz, yielding rapid oscillations. We therefore decided to only keep the term with the largest contribution, $C_{IR}$, for simplicity, yielding

$$\xi_R(t) \approx \xi_{\Omega R} + C_R \cos(\omega_R t) + C_{IR} \cos(2\omega_R t) + C_O \sin[(\Omega - \omega_R) t].$$  \hspace{1cm} (A2)

As a next step, we obtain Eq. (7) by shifting by half a period of the lowest frequency, yielding $\cos[(\Omega - \omega_R) t]$ instead of the corresponding $\sin[(\Omega - \omega_R) t]$. This is advantageous since it yields $\partial_t H(0) = \partial_t H(\tau) = 0$, which is in turn important for the CD Hamiltonian to coincide with the original one at the beginning and at the end of the strokes.

Finally, we plug $\xi_R(t)$ into the quadratic Taylor expansions of the $J_n$ (Eq. (10)) and use these for the definition of the time-dependent spin Hamiltonian (Eq. (8)) for $E_{\text{drive}} = 0.6$ MV cm$^{-1}$ at a driving frequency of $\Omega = 16.95$ THz. The latter choice follows Fig. 8 in [14], showing a reasonable slow modulation of the $J_n$ — almost five periods during 500 ps. The thermodynamic strokes follow then as described in the main text (Fig. 3).

| $J_1$ | $J_2$ | $J_3$ | $J_4$ | $J_5$ |
|-------|-------|-------|-------|-------|
| 26.54 | 21.2  | -3.9  | -3.3  | 4.2   |
| $\frac{\partial J_1(t)}{\partial \xi}$ | -48.38 | -4.4  | -0.6  | -1.0  |
| $\frac{\partial^2 J_1(t)}{\partial \xi^2}$ | 20.74  | 0.4   | 0.2   | 0.0   | 0.2   |
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