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Abstract—Genetic algorithms have been used in recent decades to solve a broad variety of search problems. These algorithms simulate natural selection to explore a parameter space in search of solutions for a broad variety of problems. In this paper, we explore the effects of introducing temporal heterogeneity in genetic algorithms. In particular, we set the crossover probability to be inversely proportional to the individual’s fitness, i.e., better solutions change slower than those with a lower fitness. As case studies, we apply heterogeneity to solve the N-Queens and Traveling Salesperson problems. We find that temporal heterogeneity consistently improves search without having prior knowledge of the parameter space.

I. INTRODUCTION

E NGINEERING is an area full of challenges which require efficient solutions. Often, due to the complexity of a problem, it is not feasible to find an optimal solution. Thus, it is desirable to find a good enough solution in the shortest possible time. Still, there is a plethora of different search algorithms that can explore a state space to find solutions. As the variety of state spaces to explore is infinite, an open problem lies in finding the parameters or methods that will allow an algorithm to find reliably and consistently a good solution for any given state space.

Genetic algorithms (GA) allow us to find solutions to various problems (combinatorial, regression, optimization) and are inspired by natural selection. These algorithms evolve a population in each generation and individuals are evaluated with a loss function to evaluate the progress of a population of solutions [11], [18]. GA have two main parameters. One is the crossover probability: how likely two solutions are to be combined (mate) to produce new solutions (offspring). The other is the mutation probability: how likely a solution will have random changes.

In this work, we explore the effect of adjusting crossover probabilities heterogeneously. That is, different individuals will have different probabilities (depending on their fitness). A similar exploration has been made related to mutation probabilities [4]. Two combinatorial optimization problems are used for testing the proposed genetic algorithm. The first one is the well-known N-queens problem which was proposed by Max Bezel in 1848 and belong to the NP-Complete problems [2], the number of solutions to evaluate with N-queens is N!, which shows that when N increases the problem becomes intractable when using greedy methods. This aims to place N queens on a N by N chess board, where no queen attacks any other, i.e., there is only one queen in each column, row, and diagonal. The second problem is the Traveling Salesman Problem (TSP), formally defined as follows [23], [22].

The TSP is a combinatorial problem with the objective of finding the path of the shortest length (or the minimum cost) on an undirected graph that represents cities or nodes to be visited. The traveling salesman begins at one node, visits all other nodes consecutively only once, and finally returns to the starting point. In other words, given n cities \{c_1, c_2, ..., c_n\}, and their permutations \{σ_1, σ_2, ..., σ_{n!}\}, the goal is to find σ_i such that the sum of all Euclidean distances between each node an its successor is minimized. The successor of the last node in the permutation is the first one, therefore with n nodes or cities, we’ll have \((n-1)!/n\) different paths. The Euclidean distance \(d\) between any two cities with coordinates \((x_1, y_1)\) and \((x_2, y_2)\) is calculated by:

\[
d = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}
\] (1)

And the path length \(l\) to be minimized is calculated as follows:

\[
l = \left( \sum_{n=1}^{N-1} d(c_n, c_{n+1}) \right) + d(c_N, c_1) \] (2)

Thus, the aim of this paper is to evaluate the effect of temporal heterogeneity in genetic algorithms for solving these two combinatorial problems.

II. RELATED WORK

There are already several works related to genetic algorithms for solving the N-Queens problem. Bozikovic, et al. [5] solved the problem with the help of a parallel genetic algorithm. Farhan, et al. [9] found the 92 solutions for the 8-Queens. There is also related work to obtain the positions of the queens by chaining solutions for small values of \(N\) [1]. In the same way, there are several works that solve this problem with other methodologies, such as Hu, et al. [12] who used Particle Swarm Optimization (PSO) to treat this problem. The literature addressing the TSP is vast, e.g. [8], [10], [17], [14]. However, in this work, the aim is not to find all the possible solutions that a problem has (Table 1 lists the total number of solutions, possible combinations \(N!\)), and the probability that a random configuration is a solution for \(N <= 20\), but to accelerate the search process using a.
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smaller amount of calculations both in the crossover and the evaluation stages of the GA.

### TABLE I

**Number of different solutions for the N-queens problem.**

| N  | solutions | combinations | solutions / combinations |
|----|-----------|--------------|-------------------------|
| 1  | 1         | 1            | 1                       |
| 2  | 0         | 2            | 0                       |
| 3  | 0         | 6            | 0                       |
| 4  | 2         | 24           | 0.0833                  |
| 5  | 40        | 720          | 5.5 \times 10^{-3}      |
| 6  | 724       | 362,880      | 1.9951 \times 10^{-4}   |
| 7  | 2,680     | \sim 399 \times 10^5 | 6.7139 \times 10^{-5} |
| 8  | 14,200    | \sim 4,790 \times 10^5 | 2.9644 \times 10^{-5} |
| 9  | 73,712    | \sim 62,270 \times 10^5 | 1.1837 \times 10^{-5} |
| 10 | 365,956   | \sim 871,782 \times 10^5 | 4.1936 \times 10^{-6} |
| 11 | 2,279,184 | \sim 1,307 \times 10^9   | 1.7429 \times 10^{-6} |
| 12 | 14,772,512| \sim 20,922 \times 10^9   | 7.0604 \times 10^{-7} |
| 13 | 95,815,104| \sim 355,687 \times 10^9 | 2.6938 \times 10^{-7} |
| 14 | 666,090,624| \sim 640,237 \times 10^{10} | 1.0403 \times 10^{-7} |
| 15 | 4,968,057,848| \sim 1,21645 \times 10^{26} | 4.084 \times 10^{-8} |
| 16 | 39,029,188,884| \sim 2.43290 \times 10^{27} | 1.6042 \times 10^{-8} |

Previously, a study entitled “Rank Diversity of Languages: Generic Behavior in Computational Linguistics” [6] observed that the most important elements in a system change more slowly than the less important ones. This research assigned a rank to a word depending on its frequency, where a rank “1” is the lowest, meaning that the word was the most frequently used in a given year, and words with a very low frequency were assigned a high rank. The aforementioned behavior was found: some words that were repeated a lot followed that trend for many years and changed their rank very slowly or not at all, while seldom used words changed their rank considerably every year. In a similar way, in another investigation entitled “Genetic Temporal Features of Performance Rankings in Sport and Games” [19], the same behavior was observed: successful athletes or teams who remained at a lower rank remained for longer time, while less successful athletes or teams (with higher ranks) changed their rank very quickly. The hypothesis is that such a temporal heterogeneity provides complex systems with a balance between stability and variability [16], [13], also known as criticality [5], [21]. Still, homogeneous models restrict this balance to a phase transition, making it difficult to find parameters and solutions without prior knowledge of a problem, or requiring other mechanisms to guide the evolution of parameters towards criticality [2], [24].

This encourages us to explore the effect of heterogeneity on genetic algorithms, given the evidence that criticality favors evolvability [20]. In the methods section we detailed how this approach is included in the genetic algorithms.

### III. METHODS

Our idea is to cross less fit individuals in the population more quickly than fitter individuals. Thus, those with a high fitness value will have a lower probability of mixing with other individuals. As it will be shown, this results a decrease in the number of calculations carried out, allowing the search process to be accelerated.

**A. Genetic Algorithms**

The proposed GA has a structure very similar to that used by previous work [3]. Once an initial population has been generated, a processes for each individual in the population is created. This allows an individual to be independently evaluated. The same applies for the crossover. This is not the case for mutation, since this genetic operator does not require as many instructions as the other two processes mentioned above.

**B. N-queens**

The goal is to place N queens on a N by N chess board. We will have a population V where each v_i represents an individual in the population. To place a queen on the board with the configuration of an individual, the columns of the board are taken as the position i in the array and the rows by the number contained in such position. Below an individual solution to the problem of the 8 queens is given and its placement on the board is shown in Figure 1(a):

\[ v_i = \{2, 4, 7, 3, 0, 6, 1, 5\} \]

The initial population of individuals consists of randomly generated vectors without repeated numbers per individual. Here the objective is to minimize the number of intersections between queens across the board (Algorithm 1): zero implies that there are no intersections and thus the problem is solved.

To calculate the probability of crossing over a couple of individuals v_a and v_b, the following steps are performed:

1) The entire population is evaluated and fitness is obtained for each individual \( \Phi(v_i) \).
2) The fitness of the worst individual is estimated in the population \( \tau \), and finally.
(a) 8 Queens  (b) 10 Queens  (c) 20 Queens

Fig. 1. Solutions to 8, 10 and 20 queens.

**Algorithm 1:** Objective function of $N$-queens.

Result: Return $x$

initialization $x$;

for $g = 1, 2,..., v$
do

for $i = 1, 2,..., g$
do

if $v_i = v_g$ or $\text{abs}(v_g - v_i) = \text{abs}(i - g)$

$x = x + 1$;

end

end

3) To decide if it is possible to crossover $\Psi(v_a, v_b)$, the following operation is evaluated:

$$p(v_a) = 1 - \{\Phi(v_a)/\tau\}.$$ (3)

This operation is performed for $v_a$ and $v_b$, thus obtaining $w_a$ and $w_b$ (Algorithm 2). This simple operation allows us to slowly crossover the best suited individuals and the worst are constantly crossing over.

**Algorithm 2:** Crossover for $N$-queens and TSP.

Result: Return $V$

if $(1 - \{\Phi(v_a)/\tau\}) <= \text{random}$ then

$w_a = \Psi(v_a, v_b)$

end

if $(1 - \{\Phi(v_b)/\tau\}) <= \text{random}$ then

$w_b = \Psi(v_b, v_a)$

end

C. Traveling Salesperson Problem

The proposed genetic algorithm will be applied to solve a case of the problem of the traveling salesperson, in the same way as for the problem of the $N$-queens. Here, vectors with integers values are generated, where each position of the vector corresponds to a point of Figure 2.

Then, all points have to be visited only once (without repetitions) to find the combination of nodes that give the shortest route. In the same way as with the $N$-queens problem, comparisons between each of the runs considering the distance obtained, considering the execution time and the number of instructions performed.

Fig. 2. Image with 7,000 points based on the logo of our university.

IV. EXPERIMENTS

A. $N$-queens

The problem of the $N$-queens is then solved for $N$ values of 20, 40, 60, 80, 100, 150, 200, 250, and 500. Ten or fifty runs were performed for each of the board configurations mentioned above, where the number of solutions per run, runtime, and instructions performed are compared. The configuration used for each board is shown in Table II.

| $N$          | Population | Crossover | Mutation | Generations | runs |
|--------------|------------|-----------|----------|-------------|------|
| 20, 40, 60, 80, 100, 150 | 300        | 0.9       | 0.1      | 500         | 10   |
| 200, 250     | 300        | 0.9       | 0.1      | 1000        | 10   |
| 500          | 500        | 0.9       | 0.1      | 3000        | 50   |

TABLE II
CONFIGURATIONS USED FOR $N$-QUEENS PROBLEM.
B. Traveling Salesperson Problem

As discussed earlier, the classical genetic algorithm will be tested and compared against a genetic algorithm using temporal heterogeneity. For the case of the TSP, only one run of the genetic algorithm is executed using the parameters shown in Table III.

| Points | Population | Crossover | Mutation | Generations |
|--------|------------|-----------|----------|-------------|
| 7000   | 300        | 0.9       | 0.1      | 80000       |

V. RESULTS

In this section, our results obtained are shown, starting with the N-queens problem, followed by the TSP. A personal computer with an Intel core i7 and 16 GB of RAM was used.

A. N-queens

Tables IV and V show the results for the heterogeneous and the classical (homogeneous) genetic algorithms, respectively. The first column indicates the number of queens to be placed on the board, the “Resolved” column indicates the number of times (of the 10 or 50 runs of the algorithm) that the algorithm reaches a valid dashboard configuration. On average, temporal heterogeneity leads to a higher percentage of runs that find a solution.

The number of average instructions shows those required for crossover, which is the part that we modified. These are drastically reduced with temporal heterogeneity.

Finally, the average time in minutes for runs with N is detailed. Consistently, temporal heterogeneity reduces total computation time.

| N     | Resolved | Crossover instructions | Time |
|-------|----------|------------------------|------|
| 20    | 10       | 203,106.7              | 0.54 M |
| 40    | 10       | 1,179,512.4            | 2.03 M |
| 50    | 10       | 2,319,122.2            | 2.45 M |
| 60    | 10       | 3,199,086.1            | 3.22 M |
| 80    | 9        | 8,698,568.0            | 6.34 M |
| 100   | 9        | 13,255,157.2           | 8.3 M  |
| 150   | 6        | 29,060,304.6           | 14.19 M|
| 200   | 6        | 55,644,604             | 18.33 M|
| 250   | 7        | 83,096,536.7           | 24.54 M|
| 500   | 26       | 380,562,758.3          | 58.31 M|

Having the fittest individuals without crossing over across generations and promoting crossover of the unfit seems to allow local optimal jumping and moving to better regions in the search space. Also, not crossing over the entire population allows to decrease the execution time of the algorithm and the instructions that are carried out, as the evaluation of the objective function is performed less times (Figure 4).

Figure 3 allows to visualize the effect of temporal heterogeneity on computation time as queens are increased. The graph seems to indicate that the advantage of temporal heterogeneity is maintained as the complexity of the problem increases. This suggests that the effect of temporal heterogeneity could still have good results if the number of queens is increased further.
These results encourage us to try more queens, thus solving the problem for 1000 queens. Running once for each algorithm for 6000 generations and a population of 300, the following results were obtained (Table VI):

| Heterogeneity | Resolved | Crossover instructions | Time (minutes) |
|----------------|----------|------------------------|-----------------|
| Yes            | 1        | 1,496,961,310          | 191.31          |
| No             | 0        | 2,170,172,477          | 256.34          |

It was interesting to notice that, the genetic algorithm that uses temporal heterogeneity, solves the problem of 1000 queens in just over 3 hours. On the other hand, the classical algorithm did not manage to solve the problem in 6000 generations.

In Figure 5(a) an individual of the population of 1000 queens in generation 0 is shown, where it is obviously not a correct solution. The queens that are well located are represented with a small asterisk; on the other hand, the queens that are under attack are represented with a blue circle, and green lines are drawn from it in all directions except vertical. In Figure 5(b) the solution to 1000 queens using the heterogeneous algorithm is presented. On the other hand, in Figure 5(c) the best individual that the classic algorithm generated is given, where it is clearly seen that it is not a solution to the problem due to having intersections (attacks).

**B. Traveling Salesperson Problem**

The results obtained using the genetic algorithm with and without heterogeneity applied to the TSP with 7,000 nodes are shown as follows.

| Heterogeneity | Distance  | Crossover instructions | Time (hours) |
|----------------|-----------|------------------------|--------------|
| Yes            | 24,032.29 | 211,337.7              | 87.24        |
| No             | 35,395.33 | 192,617.8              | 94.89        |

Table VII shows the distance, number of instructions and time. Figure 6 is the result obtained by running the genetic algorithm using temporal heterogeneity for 80,000 generations, that although the algorithm made more instructions in the crossover operation, it could obtain a considerably better result in slightly less time, suggesting that temporal heterogeneity could be valuable to solve search problems more complex than those studied here. Still, this goes beyond the scope of this paper will be the focus of future work.
VI. CONCLUSION

As it was shown in the problems studied here, temporal heterogeneity in genetic algorithms leads to better and faster results due to the fact that it performs less operations with the individuals, which allows to accelerate the search process. The rationale behind our method is similar to the simulated annealing algorithm [15]. Both algorithms advance with smaller steps when they are closer to the solution. Still, in simulated annealing, it is not trivial to find the optimal cooling constant, which varies with the particular problem. On the contrary, with the proposed method, we do not need any additional parameter to achieve good results in different instances of the combinatorial problems studied here.

Nevertheless, the benefits of temporal heterogeneity in genetic algorithms do not mean that it will be universally beneficial for all possible problems [25]. Thus, it is necessary to test temporal heterogeneity in different problems to truly measure its usefulness. In this paper we showed that temporal heterogeneity helps problems with integer coding, such as N-queens and TSP. As a future work, we will evaluate the potential benefits of temporal heterogeneity in real coding problems and stochastic environments. We have already trained a deep neural network to learn how to play Atari games by reinforcement with the help of temporal heterogeneity, obtaining encouraging preliminary results.

It would also be interesting to test whether temporal heterogeneity in mutations would provide additional benefits to that found in crossover. Also, the precise heterogeneity we used was arbitrary. It would be useful to explore systematically different degrees of heterogeneity, in the search of an “optimal” heterogeneity for a particular problem.
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