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Abstract. We study the geodesic two- and three-point functions of random weighted cubic maps, which are obtained by assigning random edge lengths to random cubic planar maps. Explicit expressions are obtained by taking limits of recently established bivariate multi-point functions of general planar maps. We give an alternative interpretation of the two-point function in terms of an Eden model exploration process on a random planar triangulation. Finally, the scaling limits of the multi-point functions are studied, showing in particular that the two- and three-point functions of the Brownian map are recovered as the number of faces is taken to infinity.

1. Introduction

During the last few decades an increasingly intricate picture of the geometry of random surfaces has emerged. Of particular importance are the multi-point functions that describe the probability distributions of geodesic distances between random points in the surfaces. The first such two-point function was derived in [3] in the setting of random planar triangulations by a transfer-matrix approach. A striking result of this analysis is that in the limit of large triangulations the volume of a geodesic ball on average does not grow with the square of its radius, but with its fourth power, providing strong evidence that two-dimensional quantum gravity possesses a fractal dimension that is different from its topological dimension.

Later the discovery of a distance-preserving bijection between planar quadrangulations and certain labeled planar trees [24, 11] sparked a renewed interest in the distance statistics of random surfaces. Using this bijection the two-point function of random planar quadrangulations [6] was established rigorously. It was extended to more families of planar maps with various restrictions on the degrees of the faces [12, 9] and recently to bivariate two-point functions of general planar maps [2, 7], i.e. with prescribed number of vertices and faces. Moreover, a clever application of an extension of the previously mentioned bijection [20] allowed for the three-point function, measuring the pair-wise distances between three random vertices, to be established for random quadrangulations [8]. Very recently, using the techniques from [2], also this was extended to a bivariate three-point function for general planar maps [14].

Each of these two- and three-point functions can be seen to have identical asymptotics (up to normalization of the geodesic distance) in the limit of large graphs. This may be viewed as a consequence of the recently proven fact that various families of random maps, including planar maps with fixed face degrees [19, 21] and general planar maps [5], converge as metric spaces to a single random continuous metric space, known as the Brownian map.

In this paper we will study distances in yet another family of planar maps, namely cubic planar maps, i.e. planar maps for which the vertices all have degree three. Currently an exact expression for the two-point function of such planar maps is unknown (although the transfer matrix approach in [18] comes close), likely due to the fact that the usual distance-preserving
bijections are not easily adapted to a setting where the degree of the vertices is restricted. However, the situation changes when one adapts the notion of distance in a planar map by introducing length variables on the edges of the planar maps, the result of which we call a weighted map. When one takes the edge lengths to be independent exponential variables, the associated multi-point functions of weighted maps turn out to be related to a particular limit of the bivariate multi-point functions of general planar maps (as we will see in section 3). This limit was first studied [2] as a non-trivial scaling limit, known as generalized causal dynamical triangulations, of planar quadrangulations with finitely many local maxima of the distance functions to a marked vertex.

It would be of general interest to find out whether random weighted cubic maps as random metric spaces converge to the Brownian map, when the number of vertices is taken to infinity, just like for the previously mentioned families of maps. Showing this is beyond the scope of this investigation, but once we have the two- and three-point functions we can at least check that in the scaling limit they agree with those of the Brownian map, as we will do in section 8.

The geometry of random cubic weighted maps is not only interesting in its own right, but some of its aspects have a direct interpretation in terms of well-known statistical systems that are generalized to live on a random planar map instead of a regular lattice. First passage percolation [16] describes distances on the (two-dimensional) regular lattice for which the lengths of the edges are taken to be independent (identically distributed) random variables. In the case of exponentially distributed edge lengths this model is known to be closely related to the Eden model [13], which describes the random growth of a cluster of vertices. It turns out that, similarly, knowledge of the multi-point functions of weighted cubic maps provides detailed information about the statistics of an Eden model on a random planar triangulation (see section 6).

A particularly interesting property of the Eden model on the lattice is that the fluctuations in the shapes of the clusters are believed to be described by the Kardar–Parisi–Zhang universality class [17] in a particular scaling limit. An interesting question, which was raised in [22], is whether an analogous scaling limit exists when the Eden model is coupled to gravity, e.g. by putting it on a random triangulation or cubic planar map. And if it exists, what are its scaling exponents? In order to investigate these questions we need an understanding of the relation between the distance in a weighted cubic map to the graph distance of the corresponding unweighted map. As a first step in this direction, we will show how a particular limit of the derived multi-point functions allow us derive bounds on the ratio of these distances.

Finally, we should mention the potential relevance of this work to the program set out by Miller and Sheffield in [22]. They propose a Quantum Loewner Evolution as the scaling limit of the Eden model on a random triangulation and hope to identify the explored regions of this process with the geodesic balls in the Brownian map. Given the close connection between the Eden model on a random triangulation and the random weighed cubic maps, any evidence of the convergence of the latter to the Brownian map could be useful in achieving that goal.

The paper is organized as follows. In Section 2 we introduce the notion of random planar maps with random edge weights and define the corresponding two- and three-point functions. In Section 3 we show that random weighted cubic maps (including any number of marked univalent vertices) can be exactly obtained from uniform random maps, in the limit of large vertex to face ratio, by an operation that involves the removal of dangling edges and merging of edges that share a bivalent vertex. This precise relation is then used in Sections 4 and 5.1 to deduce the two- and three-point functions of weighted cubic maps with univalent marked vertices from the explicitly known (bivariate) two- and three point function for uniform planar maps. In subsequent Sections 5.2 and 5.3 we study various limits of the three-point functions, which lead to alternative two-point functions, including one for which the marked vertices have higher degrees (Section 5.2) and one where the geodesic has a marked vertex (Section 5.3). In Section 6 we study the relation between the Eden model exploration process on random
triangulations and cubic weighted maps and give an alternative interpretation of the two-point function. This interpretation allows us in particular to derive a differential equation relating the two-point functions with marked vertices of arbitrary degree. A general solution to this differential equation is constructed in Section 7. In section 8 we determine the scaling limits of the multi-point functions in the grand-canonical ensemble and compare them to the known expressions for the Brownian map.

2. Random weighted maps

For a planar map $m$, denote its set of undirected edges by $E(m)$, its set of directed edges by $\vec{E}(m)$, and its set of vertices by $V(m)$. A weighted map $(m, L) \in \mathcal{X}$ is a pair consisting of a planar map $m$ and a length function $L : E(m) \to \mathbb{R}_+$. One can associate to $(m, L)$ a metric space $X_{m, L}$ given by the quotient metric space of a disjoint union of intervals,

$$X_{m, L} := \left( \bigsqcup_{e \in E(m)} [0, L(e)] \right) / \sim,$$

where $\sim$ appropriately identifies end-points of intervals according to the incidence relations of $m$. The metric space $X_{m, L}$ comes with a natural measure $d\mu$ originating from the Lebesgue measure on the intervals.

In this paper the edge lengths $L(e)$ will be independent random variables taken from an exponential distribution with unit expectation value, i.e. for a fixed planar map $m$ the probability measure is

$$\prod_{e \in E(m)} dL(e) e^{-L(e)} \text{ on } \mathbb{R}_+^{\left| E(m) \right|}.$$  

A measure on the space of weighted maps $X$ is obtained by taking the product of this measure and a measure on the space of planar maps $M$. In general the latter will be a restriction of the uniform measure $\nu_{F,n}$ on the space $M_{F,n}$ of planar maps with $F$ faces and $n$ (distinguished and distinct) marked vertices. By “uniform” we mean that a planar map $m$ carries measure $\nu_{F,n}(\{m\}) = 1/|\text{Aut}(m)|$, where $\text{Aut}(m)$ is the group of (orientation preserving) automorphisms of $m$ preserving the marked vertices. Equivalently, one may consider the corresponding measure on rooted planar maps, i.e. planar maps with a distinguished directed edge, with measure $1/(2|E(m)|)$. However, the root will play no special role in the following and therefore we choose to stick to unrooted planar maps to reduce notational clutter. In addition, we will consider (restrictions) of the grand canonical measure $\nu_n$ on the space $M_n$ of planar maps with $n$ marked vertices, which includes a factor of $g$ for each face, i.e.

$$\nu_n = \sum_{F=1}^{\infty} g^F \nu_{F,n}.$$  

Several subclasses of planar maps will be of importance later. In each case we will use the notation $M_{F,n}$, with $\bullet$ replaced with some identifier, to denote a subset of planar maps equipped with the (appropriate restriction of the) measure $\nu_{F,n}(m)$ and $\mathcal{X}_{F,n}$ to denote the corresponding weighted maps with the product measure $\nu_{F,n}(m, L)$ of $\nu_{F,n}(m)$ and (2). Similar notation will be used for the grand canonical measures $\nu_n^\bullet$ on $M_n^\bullet$ and $\mathcal{X}_n^\bullet$.

Let $M_{F,n}^{(3)}$ be the space of cubic planar maps, where each vertex has degree 3. More generally, we define the space of almost cubic maps $M_{F,n}^{(d_1, \ldots, d_n)}$ to contain the planar maps for which the $n$ marked vertices have degree $d_1, \ldots, d_n$, respectively, while all other are vertices are cubic. The special case where all marked vertices have equal degree $d$ will be denoted by $M_{F,n}^{(d)}$. 
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2.1. Multi-point functions. Given any of these subclasses of planar maps, we can define the multi-point functions

$$G_{F,n}^\bullet((D_{ij})_{1 \leq i < j \leq n}) := \int_{X_{F,n}^*} \nu_{F,n}^\bullet(m, L, v_1) \prod_{1 \leq i < j \leq n} \delta(D_{ij} - d_{X_{m,L}}(v_i, v_j)). \tag{4}$$

In particular, we will consider the two-point function\(^1\)

$$G_{F,2}^\bullet(T) = \int_{X_{F,2}^*} \nu_{F,2}^\bullet(m, L, v_1, v_2) \delta(T - d_{X_{m,L}}(v_1, v_2)), \tag{5}$$

and the three-point function

$$G_{F,3}^\bullet(D_{12}, D_{23}, D_{31}) = \int_{X_{F,3}^*} \nu_{F,3}^\bullet(m, L, v_1, v_2, v_3) \delta(D_{12} - d_{X_{m,L}}(v_1, v_2)) \times \delta(D_{23} - d_{X_{m,L}}(v_2, v_3)) \delta(D_{31} - d_{X_{m,L}}(v_3, v_1)). \tag{6}$$

Notice that, by definition of the measures \(\nu_{F,n}^\bullet\), the vertices \(v_i\) in (5) and (6) are not allowed to coincide. Similarly one may define the grand canonical multi-point functions \(G_{g,n}^\bullet((D_{ij})_{1 \leq i < j \leq n})\) by replacing the measure in (4) by \(\nu_n^\bullet\) on \(X_n^*\).

**Remark 1.** Another natural two-point function one can assign to weighted maps is the geometric two-point function

$$G_{F,2}^{\text{geom}}(T) := \int_{X_{F,2}} \nu_{F,0}(m, L) \int_{X_{m,L}} \mu(x_1) d\mu(x_2) \delta(T - d_{X_{m,L}}(x_1, x_2)), \tag{7}$$

where \(\mu\) is the natural (Lebesgue) measure on \(X_{m,L}\). When the points \(x_1, x_2\) sit in generic positions, one can naturally associate a weighted map in \(X_{F,2}^{(2)}\) to \((m, L, x_1, x_2)\) by insertion of marked bivalent vertices at the points \(x_1, x_2\). As a consequence of the exponential distribution of the edge lengths, the measure \(\nu_{F,0}(m, L) d\mu(x_1) d\mu(x_2)\) is precisely mapped to the measure \(\nu_{F,2}\) restricted to \(X_{F,2}^{(2)}\). Therefore \(G_{F,2}^{\text{geom}}(T) = G_{F,2}^{(2)}(T)\) as long as \(F \geq 3\). Similarly, the natural generalization of (7) to the three-point function \(G_{F,3}^{\text{geom}}(D_{12}, D_{23}, D_{31})\) agrees with \(G_{F,3}^{(2)}(D_{12}, D_{23}, D_{31})\). Notice that, contrary to \(G_{F,2}^{\text{geom}}(T)\) and \(G_{F,3}^{\text{geom}}(D_{12}, D_{23}, D_{31})\), \(G_{F,2}^{(2)}(T)\) and \(G_{F,3}^{(2)}(D_{12}, D_{23}, D_{31})\) are non-zero for \(F = 2\), which will turn out to be more natural from the combinatorial point of view.

The generating function for the number \(W_{F}^{(3)}\) of rooted cubic planar maps with \(F \geq 3\) faces can be found, among other places, in [15] and is given by

$$\sum_{F=3}^{\infty} W_{F}^{(3)} g^F = \frac{1}{2} t^3 (1 - t)(1 - 4t + 2t^2), \quad \frac{1}{2} t(1 - t)(1 - 2t) = g, \tag{8}$$

where the root \(t = O(g)\) is chosen, and \(W_{F}^{(3)}\) is given explicitly by

$$W_{F}^{(3)} = 2^{2F-3} \frac{(3F - 6)!!}{F!(F - 2)!!}. \tag{9}$$

\(^1\)The two- and three-point functions should of course be viewed as distributions on \(\mathbb{R}\) and \(\mathbb{R}^3\) respectively, but for convenience we will abuse notation and treat them as (generalized) functions. We could have chosen to consider instead the continuous cumulative two- and three-point functions, for which the \(\delta(\cdot)\) is replaced by a step function in (5) and (6), but the equations would become more cumbersome.
Lemma 1. The measure $\nu_{F,n}(\mathcal{M}^{(d)}_{F,n}) = \nu_{F,n}(\mathcal{M}^{(d)}_{F,n})$ of the set of (unrooted) almost cubic planar maps with $F$ faces and $n$ marked vertices of degree $d$ is given for $d = 3, 2, 1$ by

$$\nu_{F,n}(\mathcal{M}^{(3)}_{F,n}) = 2^{2F-4} \frac{(2F-4)!(3F-8)!!}{F!(2F-4-n)!(F-2)!!} \quad (F \geq 3, 0 \leq n \leq 2F-4)$$

$$\nu_{F,n}(\mathcal{M}^{(2)}_{F,n}) = 2^{2F-4} \frac{(3F-7+n)!}{F!(3F-7)!(F-2)!!} \quad (F \geq 2, n + F \geq 3)$$

$$\nu_{F,n}(\mathcal{M}^{(1)}_{F,n}) = 2^{2F-4+n} \frac{(3F-8+2n)!}{F!(F-2)!!} \quad (F \geq 1, n + F \geq 3)$$

Proof. A cubic planar map with $F \geq 3$ faces has $|E(m)| = 3(F-2)$ edges and $|V(m)| = 2(F-2)$ vertices. Therefore $n$ (distinct) vertices can be marked in $(2F-4)!/(2F-4-n)!$ ways and (10) follows directly from (9).

For $n \geq 1$ and $n + F \geq 4$, any almost cubic planar map in $\mathcal{M}^{(2)}_{F,n-1}$ can be obtained uniquely from a planar map in $\mathcal{M}^{(2)}_{F,n-1}$ by inserting a marked bivalent vertex in one of its $(3F-7+n)$ edges. Therefore $\nu_{F,n}(\mathcal{M}^{(2)}_{F,n}) = (3F-7+n)\nu_{F,n}(\mathcal{M}^{(2)}_{F,n-1})$ and (11) follows from the fact that $\nu_{F,0}(\mathcal{M}^{(3)}_{F,0}) = \nu_{F,0}(\mathcal{M}^{(3)}_{F,0})$ for $F \geq 3$, while the case $F = 2$ can be checked by hand. Similarly, for $n \geq 1$ and $n + F \geq 4$, any planar map in $\mathcal{M}^{(1)}_{F,n}$ is uniquely obtained from a planar map in $\mathcal{M}^{(2)}_{F,n-1}$ by inserting a cubic vertex in one of its $(3F-8+2n)$ edges and connecting it to a new marked 1-valent vertex. Since the latter vertex can be on either side of the edge, we find that $\nu_{F,n}(\mathcal{M}^{(1)}_{F,n}) = 2(3F-8+2n)\nu_{F,n}(\mathcal{M}^{(1)}_{F,n})$. Again we deduce (12) from $\nu_{F,0}(\mathcal{M}^{(1)}_{F,0}) = \nu_{F,0}(\mathcal{M}^{(3)}_{F,0})$ for $F \geq 3$, while the cases $F = 1$ and $F = 2$ are easily checked. \[\square\]

2.2. Properties of the multi-point functions. Based on these results we can already determine a number of limits and integrals of the multi-point functions (5) and (6). First of all, let us consider the $T \to 0$ limit of the two-point function $G^{*}_{2,2}(T)$. It is not hard to see that in this limit the only planar maps $(m, L) \in \mathcal{X}^{(2)}_{F,2}$ contributing to $G^{*}_{2,2}(T)$ are those for which the marked vertices $v_1$ and $v_2$ are connected by an edge $e$ with length $L(e) \to 0$. Hence we may write

$$G^{*}_{2,2}(0) := \lim_{T \to 0} G^{*}_{2,2}(T) = \lim_{T \to 0} \int_{\mathcal{X}^{(2)}_{F,2}} d\nu_{2,2}(m, L, v_1, v_2) \sum_{e \in \{v_1, v_2\}} \delta(T - L(e)), \quad (13)$$

where the sum is over edges $e$ connecting $v_1$ and $v_2$.

In the case $m \in \mathcal{X}^{(1)}_{F,2}$ only the planar map $m$ consisting of a single edge will contribute, leading to

$$G^{(1)}_{F,2}(0) = \delta_{F,1}. \quad (14)$$

On the other hand, if $d \geq 2$ and $m \in \mathcal{X}^{(d)}_{F,2}$ contributes to (13) with an edge $e \in E(m)$, one can contract the edge to obtain a weighted map in $\mathcal{X}^{(2d-2)}_{F,1}$. Since any weighted map in $\mathcal{X}^{(2d-2)}_{F,1}$ can be obtained accordingly in exactly $2d - 2$ ways, we find that

$$G^{(d)}_{F,2}(0) = 2(d-1)\nu_{F,1}(\mathcal{X}^{(2d-2)}_{F,1}) \quad (d \geq 2). \quad (15)$$

More generally, for $d_1, d_2 \geq 1$ we have

$$G^{(d_1, d_2)}_{F,2}(0) = (d_1 + d_2 - 2)\nu_{F,1}(\mathcal{X}^{(d_1+d_2-2)}_{F,1}). \quad (16)$$

One can check that the symmetry factors $1/|\text{Aut}(m)|$ in the measure are appropriately taken care of in (15) and (16) in the following way. We could have replaced $1/|\text{Aut}(m)|$ by $1/d_1$ and summed over planar maps that are rooted at an edge leaving the first vertex $v_1$. Alternatively one can drop the factor $1/d_1$ and demand that the root edge is the shortest edge leaving $v_1$. The symmetry factor in (16) is a result of the fact that contracting the shortest edge leaving $v_1$ results naturally in a planar map rooted at a (not necessarily shortest) edge leaving its marked...
vertex with degree $d_1 + d_2 - 2$. Very similar arguments will be used implicitly in the derivations to follow.

Finally, from their definition one can immediately deduce that the integrals of the two- and three-point functions are given by

\[
\begin{align*}
\int_0^\infty dT G_{F,2}^\bullet(T) &= \nu_{F,2}(X_{F,2}^\bullet), \\
\int_0^\infty dD_{12} \int_0^\infty dD_{23} \int_0^\infty dD_{31} G_{F,3}(D_{12}, D_{23}, D_{31}) &= \nu_{F,3}(X_{F,3}^\bullet).
\end{align*}
\]

3. Weighted maps from general planar maps

Let $m \in \mathcal{M}_{F,n}$, $F+n \geq 3$, be a planar map with $F$ faces and $n$ (distinguished) marked vertices. We define $\Phi(m)$ to be the unique maximal submap of $m$ containing the $n$ marked vertices while all its other vertices have degree larger than one, which can be obtained from $m$ by repeatedly deleting dangling edges, i.e. edges of which one of the extremities is unmarked and has degree one. When $F+n \geq 3$, this determines a well-defined, idempotent map $\Phi : \mathcal{M}_{F,n} \to \mathcal{M}_{F,n}$ (see figure 1).

Given $\ell > 0$, we can associate a weighted map $\Psi_\ell(m) := (m', L)$ to a planar map $m \in \mathcal{M}_{F,n}$ in the following way. We define the planar map $m'$ to have vertex set $V(m') = V(m)$ given by all vertices of $m$ except the unmarked bivalent vertices. An edge $e \in E(m')$ with length $L(e) = k\ell$ from $v_1$ to $v_2$ exists if and only if there is a chain of edges $\{e_1, \ldots, e_k\} \subset E(m)$ of length $k$ from $v_1$ to $v_2$ such that for each $i = 1, \ldots, k-1$, $e_i$ and $e_{i+1}$ share an unmarked bivalent vertex. Since $m'$ naturally inherits an embedding from $m$, the weighted map $(m', L)$ is well-defined and unique. Therefore we have a map $\Psi_\ell : \mathcal{M}_{F,n} \to \mathcal{X}_{F,n}$ (see figure 1).

The maps $\Phi(m)$ and (the unweighted version of) $\Psi_\ell \circ \Phi(m)$ are closely related to the so-called core and kernel of the planar map $m$ (see e.g. [23]), respectively, with the only difference that we require the marked vertices to be maintained.

Let $\nu_{F,n,x}$ be the discrete measure on the space $\mathcal{M}_{F,n}$ of planar maps with $F$ faces and $n$ marked vertices such that each such planar map $m$ carries measure $x|E(m)|/|\text{Aut}(m)|$.

**Theorem 1.** The pushforward measure $\ell(x)^{3F+2n-6}(\Psi_{\ell(x)} \circ \Phi_*) (\nu_{F,n,x})$ with $\ell(x) = \sqrt{4-16x}$ converges weakly as $x \to 1/4$ from below to the measure $\nu_{F,n}$ on the space $\mathcal{X}_{F,n}^{(1)}$ of weighted almost cubic maps with $n$ marked univalent vertices.

**Proof.** We will first determine the discrete measure $\nu_{F,n,x} := \Phi_*(\nu_{F,n,x})$. Let $m \in \Phi(\mathcal{M}_{F,n})$. Each map in the preimage $\Phi^{-1}(m)$ can be obtained uniquely from $m$ by gluing a (potentially empty) rooted tree in each corner of $m$. The number of rooted trees with $E$ edges is given by the Catalan number $(\frac{2E}{E})/(E+1)$ with generating function $(1 - \sqrt{1 - 4x})/2x$. Since the number

---

**Figure 1.** The maps $\Phi : \mathcal{M}_{F,n} \to \mathcal{M}_{F,n}$ and $\Psi_\ell : \mathcal{M}_{F,n} \to \mathcal{X}_{F,n}$ applied to a planar map with $F = 6$ faces and $n = 3$ marked vertices.
of corners of $m$ equals $2|\mathcal{E}(m)|$ we find that
\[
\bar{\nu}_{F,n,x}(\{m\}) = \nu_{F,n,x}(\Phi^{-1}(m)) = \frac{1}{|\text{Aut}(m)|} \left(1 - \sqrt{1 - \frac{4x}{2x}}\right)^{2|\mathcal{E}(m)|} \nu_{\mathcal{E}(m)}.
\] (19)

By construction the discrete measure $\bar{\nu}_{F,n,x,\ell} := \ell^{3F+2n-6} (\Psi_\ell \circ \Phi)* (\nu_{F,n,x})$ has support on weighted maps $(m, L) \in \mathcal{X}_{F,n}$ for which $m$ contains no unmarked vertices with degree smaller than three and $L(e)/\ell \in \mathbb{Z}_+$ is a positive integer for each edge $e$. Using (19) we find that for such a weighted map
\[
\bar{\nu}_{F,n,x,\ell}(\{(m, L)\}) = \frac{\ell^{3F+2n-6}}{|\text{Aut}(m)|} \left(1 - \sqrt{1 - \frac{4x}{2x}}\right)^{2|\mathcal{E}(m)|} \nu_{\mathcal{E}(m)}.
\] (20)

Hence for fixed $m$, the measure of the set of weighted maps $(m, L)$ with arbitrary $L$ is given by
\[
\frac{\ell^{3F+2n-6}}{|\text{Aut}(m)|} \left(\frac{1}{\sqrt{4 - 16x}} - \frac{1}{2}\right)^{|\mathcal{E}(m)|} = \frac{\ell^{3F+2n-6}}{|\text{Aut}(m)|} \left(\frac{1}{\ell(x) - \frac{1}{2}}\right)^{|\mathcal{E}(m)|}.
\] (21)

Using Euler’s formula $|\mathcal{V}(m)| - |\mathcal{E}(m)| + F = 2$, one finds that $|\mathcal{E}(m)| \leq 3F + 2n - 6$, while equality holds if and only if the $n$ marked vertices have degree one and all other vertices are cubic. Therefore, if we set $\ell = \ell(x)$ and consider the limit as $x \to 1/4$ from below, we find in the latter case that (21) converges to $1/|\text{Aut}(m)|$ and to zero otherwise.

It remains to show that for a fixed planar map $m$ and a continuous function $f : \mathbb{R}^{|\mathcal{E}(m)|} \to \mathbb{R}$ we have
\[
\lim_{x \to 1/4} \int_{\mathbb{R}^{|\mathcal{E}(m)|}} f(L) \bar{\nu}_{F,n,x,\ell}(m, dL) = \int_{\mathbb{R}^{|\mathcal{E}(m)|}} f(L) \nu_{F,n}(m, dL).
\] (22)

To leading order in $\ell = \ell(x)$, the right-hand side of (20) is given by
\[
\frac{1}{|\text{Aut}(m)|} \prod_{e \in \mathcal{E}(m)} \ell(x)e^{-\ell(e)}
\] (23)

and therefore
\[
\lim_{x \to 1/4} \int_{\mathbb{R}^{|\mathcal{E}(m)|}} f(L) d\bar{\nu}_{F,n,x,\ell} = \lim_{x \to 0} \frac{1}{|\text{Aut}(m)|} \sum_{k \in \mathbb{Z}_+^{|\mathcal{E}(m)|}} \ell^{3|\mathcal{E}(m)|} f(\ell k) e^{-\ell \sum_{e \in \mathcal{E}(m)} k_e}
\] (24)

which indeed gives (22).

Recently, explicit generating functions have been found for the two-point functions [2, 7] and three-point functions [14] for general planar maps with fixed number of edges and faces. In the following sections, we will show how Theorem 1 can be used to derive the weighted map multi-point functions from these functions.

4. Two-point function

As in the previous section, let $\nu_{F,n,x}$ be the discrete measure $x^{\mathcal{E}(m)}/|\text{Aut}(m)|$ on planar maps $m \in \mathcal{M}_{F,n}$ with $F$ faces and $n$ marked vertices. The discrete two-point function $G_{F,x} : \mathbb{Z} \to \mathbb{R}$ for general planar maps is defined as
\[
G_{F,x}(t) := \int_{\mathcal{M}_{F,2}} d\nu_{F,2,x}(m, v_1, v_2) \delta_{t, dm(v_1, v_2)},
\] (25)

where $dm(v_1, v_2)$ is the graph distance between the marked vertices and $\delta_{i,j} = 1$ iff $i = j$ and $\delta_{i,j} = 0$ otherwise. The corresponding generating function is denoted by
\[
G_{x}(t) := \sum_{F=1}^{\infty} t^F G_{F,x}(t).
\] (26)
In [2, 7, 14] an explicit expression for $G_{z,x}(t)$ was found, which, borrowing some notation from [14], reads

$$G_{z,x}(t) = \log \left( \frac{[t + 1]^{3} [t + 3]^{3}}{[t]^{3} + 2 [t]^{3}} \right), \quad [t]_{\sigma,a} := 1 - a \sigma^{4},$$

(27)

where $\sigma = \sigma(z,x) = x + O(x^{2})$ and $a = a(z,x) = z + O(x)$ are the unique solutions that are analytic at the origin to

$$x = \frac{\sigma(1 - a \sigma^{3})(1 - a \sigma^{3})}{(1 + \sigma - 6a \sigma^{3} + a \sigma^{3} + 3a \sigma^{4})},$$

(28)

$$z = \frac{a(1 - \sigma^{3})(1 - a \sigma^{3})}{(1 - a \sigma^{3})(1 - a \sigma^{3})}.$$

(29)

**Theorem 2.** The two-point functions $G_{g,2}^{(1)}(T)$ and $G_{g,2}^{(2)}(T)$, with $0 < g \leq g^{*} := 1/(12\sqrt{3})$, for almost cubic weighted maps are given by

$$G_{g,2}^{(1)}(T) = \partial_{T}^{2} \log C_{g}(T),$$

(30)

$$G_{g,2}^{(2)}(T) = \frac{1}{4}(1 + \partial_{T}^{2}) \partial_{T}^{2} \log C_{g}(T),$$

(31)

where

$$C_{g}(T) := \Sigma \cosh \Sigma T + \alpha \sinh \Sigma T, \quad \Sigma := \sqrt{\frac{3}{2} \alpha^{2} - \frac{1}{8}}$$

(32)

and $\alpha$ is the largest positive solution to

$$\alpha^{3} - \alpha/4 + g = 0,$$

(33)

or explicitly

$$\alpha = \frac{12g}{1 - \cos \left( \frac{2}{3} \arcsin(12\sqrt{3}g) \right) + \sqrt{3} \sin \left( \frac{2}{3} \arcsin(12\sqrt{3}g) \right)}.$$  

(34)

**Proof.** Let $\phi(T) : \mathbb{R}_{+} \to \mathbb{R}$ be a smooth test function with support on some compact subinterval of $\mathbb{R}_{+}$. Then by definition

$$\int_{0}^{\infty} dT \phi(T) G_{F,2}^{(1)}(T) = \int_{\mathcal{M}_{F,2}} d\nu_{F,2}(m, L, v_{1}, v_{2}) \phi(dX_{m,L}(v_{1}, v_{2})).$$

(35)

Suppose $\ell > 0$ and let $m \in \mathcal{M}_{F,2}$ be a planar map with marked vertices $v_{1}$ and $v_{2}$. By construction, the distance $d_{X_{\Phi_{\gamma} \Phi}(m)}(v_{1}, v_{2})$ in the weighted map $\Psi_{\ell} \circ \Phi(m)$ is given by $\ell d_{m}(v_{1}, v_{2})$. Therefore, by Theorem 1 one can express (35) in terms of $G_{F,x}(t)$ by

$$\int_{0}^{\infty} dT \phi(T) G_{F,2}^{(1)}(T) = \lim_{x \to 1/4} \ell(x)^{3F-2} \int_{\mathcal{M}_{F,2}} d\nu_{F,2,x}(m, v_{1}, v_{2}) \phi(\ell(x)d_{m}(v_{1}, v_{2}))$$

$$= \lim_{x \to 0} \sum_{t=1}^{\infty} \ell^{3F-2} \phi(\ell t) G_{F,x(t)}(t), \quad x(t) := (1 - \ell^{2}/4)/4.$$  

(36)

For $g > 0$ sufficiently small, one can turn this into a relation between the generating functions $G_{g,2}^{(1)}(T)$ and $G_{z,x}(t)$,

$$\int_{0}^{\infty} dT \phi(T) G_{g,2}^{(1)}(T) = \sum_{F=1}^{\infty} g^{F} \left[ \lim_{\ell \to 0} \sum_{t=1}^{\infty} \ell^{3F-2} \phi(\ell t) G_{F,(1-\ell^{2}/4)/4}(t) \right]$$

$$= \lim_{\ell \to 0} \sum_{t=1}^{\infty} \ell^{-2} \phi(\ell t) \sum_{F=1}^{\infty} \left( \ell^{2} g \right)^{F} G_{F,(1-\ell^{2}/4)/4}(t)$$

$$= \lim_{\ell \to 0} \sum_{t=1}^{\infty} \ell^{-2} \phi(\ell t) G_{g,x}(t),$$  

(37) (38) (39)
MULTI-POINT FUNCTIONS OF WEIGHTED CUBIC MAPS

where the second equality is justified by the fact that there exists a \( c > 0 \) and \( B > 0 \) such that
\[
\left| \sum_{t=1}^{\infty} \ell^{3F-2} \phi(\ell t) G_{F, (1-\ell^2/4)/4}^{(1)}(t) \right| < c \nu_{F,2}^{(1)}(X_{F,2}^{(1)}) < c B^{-F}
\]
(40)
for all sufficiently small \( \ell \).

According to (39) we should parametrize \( x = x(\ell) \) and \( z = \ell^2 g \) and consider the limit \( \ell \to 0 \) for fixed (sufficiently small) \( g > 0 \). Equations (28) and (29) are solved to leading order in \( \ell \) by
\[
\sigma(\ell) = 1 - 2\Sigma \ell + \mathcal{O}(\ell^2), \quad a(\ell) = \frac{\alpha - \Sigma}{\alpha + \Sigma} + \mathcal{O}(\ell),
\]
(41)
where \( \Sigma = \sqrt{\frac{3}{2} \alpha^2 - \frac{1}{8}} \) and \( \alpha = \alpha(g) \) is the largest positive solution to (33). In particular, one finds that
\[
\lim_{\ell \to 0} \log \left( \frac{T}{\ell} \sigma(\ell), a(\ell) \right) = \log \left( 1 - \frac{\alpha - \Sigma}{\alpha + \Sigma} e^{-2\Sigma T} \right)
\]
(42)
for \( T > 0 \).

Using (27), we find that (39) is equal to
\[
\lim_{\ell \to 0} \sum_{t=1}^{\infty} \ell^{-2} (3\phi(\ell t - \ell) + \phi(\ell t - 3\ell) - 3\phi(\ell t - 2\ell) - \phi(\ell t)) \log[t]_{\sigma(\ell), a(\ell)}
\]
(43)
\[
= - \lim_{\ell \to 0} \sum_{t=1}^{\infty} \ell \phi''(\ell t) \log[t]_{\sigma(\ell), a(\ell)}
\]
(44)
\[
= - \int_0^{\infty} dT \phi''(T) \log \left( 1 - \frac{\alpha - \Sigma}{\alpha + \Sigma} e^{-2\Sigma T} \right)
\]
(45)
\[
= \int_0^{\infty} dT \phi(T) \partial_T^2 \log C_g(T).
\]
(46)
Since by construction \( G_{g,2}^{(1)}(T) \) is regular as \( T \to 0 \), we conclude that \( G_{g,2}^{(1)}(T) = \partial_T^2 \log C_g(T) \).

Let \((m, L) \in X_{F,2}^{(1)}\) be a weighted map with \( F \geq 2 \) faces and let \( e_1 \) and \( e_2 \) be the edges incident to the marked vertices. Removing the edges \( e_1 \) and \( e_2 \) and marking the vertex or vertices at their other endpoint, one obtains a weighted map \((m', L')\), which either (A) has two marked bivalent vertices, i.e. \((m', L') \in X_{F,2}^{(2)}\), or (B) one marked 1-valent vertex, i.e. \((m', L') \in X_{F,1}^{(1)}\) (see figure 2). This observation leads to the decomposition \( G_{g,2}^{(1)}(T) = ge^{-T} + G_{g,2}^{(A)}(T) + G_{g,2}^{(B)}(T) \), where the \( ge^{-T} \) is the contribution of the weighted maps with \( F = 1 \) faces.

Figure 2. Almost cubic weighted maps with two univalent marked vertices come in two types. Geodesics are shown in red.
Notice that we can write
\[ G_{g,2}^{(A)}(T) = 4 \int_0^\infty dL_0 e^{-L_0} \int_0^\infty dL_1 e^{-L_1} G_{g,2}^{(2)}(T - L_1 - L_2), \] (47)
where the factor of 4 comes from the fact that the edges \( e_1 \) and \( e_2 \) can be on either side of the marked vertices of \( \mathcal{m}' \). We can solve (47) for \( G_{g,2}^{(2)}(T) \), yielding
\[ G_{g,2}^{(2)}(T) = \frac{1}{4} (1 + \partial_T)^2 G_{g,2}^{(A)}(T). \] (48)

On the other hand, it is clear that \( G_{g,2}^{(B)}(T) \) will be of the form
\[ G_{g,2}^{(B)}(T) \propto \int_0^\infty dL_0 e^{-L_0} \int_0^\infty dL_1 e^{-L_1} \delta(T - L_1 - L_2) = Te^{-T}. \] (49)
Therefore \((1 + \partial_T)^2 G_{g,2}^{(B)}(T) = 0 \) (and \((1 + \partial_T)ge^{-T} = 0 \) of course) and (31) follows.

One can easily calculate
\[ \alpha = \frac{1}{2} - 2g - 12g^2 - 128g^3 - 1680g^4 + O(g^5), \] (50)
\[ \Sigma = \frac{1}{2} - 3g - 21g^2 - 246g^3 - 3453g^4 + O(g^5), \] (51)
and therefore the first few terms of the two-point functions read
\[ G_{g,2}^{(1)}(T) = ge^{-T} + g^2 \left( 6e^{-T}T + 4e^{-2T} - 4e^{-T} \right) + g^3 \left( 18e^{-T}T^2 + 48e^{-2T}T + 18e^{-T}T + 9e^{-3T} + 40e^{-2T} - 49e^{-T} \right) + O(g^4), \] (52)
\[ G_{g,2}^{(2)}(T) = g^2 e^{-2T} + g^3 \left( 12e^{-2T}T + 9e^{-3T} - 14e^{-2T} + 9e^{-T} \right) + O(g^4). \] (53)

Let us check some properties of \( G_{g,2}^{(1)}(T) \) and \( G_{g,2}^{(2)}(T) \). First of all, their integrals are given by
\[ \int_0^\infty dT G_{g,2}^{(1)}(T) = - \partial_T^2 \log C_g(T) \big|_{T=0} = \alpha^2 - \Sigma^2 = \frac{g}{2\alpha}, \] (54)
\[ \int_0^\infty dT G_{g,2}^{(2)}(T) = -\frac{1}{4} (1 + \partial_T)^2 \partial_T^2 \log C_g(T) \big|_{T=0} = \frac{g(1 - 2\alpha)(5 - 6\alpha)}{32\alpha}. \] (55)
which can be checked to be generating functions of (12) and (11) respectively for \( n = 2 \), confirming (17).

On the other hand,
\[ G_{g,2}^{(1)}(0) = \partial_T^3 \log C_g(T) \big|_{T=0} = 2\alpha(\alpha^2 - \Sigma^2) = g, \] (56)
\[ G_{g,2}^{(2)}(0) = \frac{1}{4} (1 + \partial_T)^2 \partial_T^3 \log C_g(T) \big|_{T=0} = \frac{g(1 - 2\alpha)(6\alpha - 1)}{16\alpha}. \] (57)
Clearly the former is in agreement with (14). To see that (57) agrees with (15), notice that according to (11) we have \( \nu_n(A_n^{(2)}) = (3g^2 - 5)\nu_n(A_n^{(1)}) \). Using \( \alpha = 4/(1 - 12\alpha^2) \), which follows from (33), we can easily check that
\[ \int_0^\infty dT G_{g,2}^{(2)}(T) = \frac{1}{2} \left( 3g \frac{\partial}{\partial g} - 5 \right) G_{g,2}^{(2)}(0) \] (58)
is satisfied by the expressions (55) and (57).

In section 6 the expression for \( G_{g,2}^{(2)} \) will be rederived using a different perspective, which will clarify the appearance of the differential operator \((1 + \partial_T)\) and will allow us to derive an expression for \( G_{g,2}^{(3)}(T) \).
5. Three-point function

5.1. General expression. The steps in the previous section can be repeated to obtain the three-point function from its discrete counter part $g_{z,x}(d_{12}, d_{23}, d_{31})$ for general planar maps. It will be convenient to use the parametrization

$$D_{12} = S + T, \quad D_{23} = T + U, \quad D_{31} = U + S$$

and to define the corresponding three-point functions

$$G_{g,3}^*(S, T, U) := 2G_{g,3}^*(S + T, T + U, U + S).$$

In [14] an explicit expression was found for

$$G_{z,x}(d_{12}, d_{23}, d_{31}) := \sum_{\nu = 1}^{\infty} z^\nu \int d\nu F_{z,x}(m, v_1, v_2, v_3) \delta_{d_{12}, d_{23}(v_1, v_2)} \delta_{d_{23}, d_{31}(v_2, v_3)} \delta_{d_{31}, d_{31}(v_3, v_1)}.$$  

It can be summarized as²

$$1 + \sum_{s'=0}^{s} \sum_{t'=0}^{t} \sum_{u'=0}^{u} G_{z,x}(s' + t', t' + u', u' + s') = \mathcal{F}_{z,x}^{even}(s, t, u),$$

$$\sum_{s'=1}^{s} \sum_{t'=1}^{t} \sum_{u'=1}^{u} G_{z,x}(s' + t' - 1, t' + u' - 1, u' + s' - 1) = \mathcal{F}_{z,x}^{odd}(s, t, u),$$

where

$$\mathcal{F}_{z,x}^{even}(s, t, u) := \frac{[3]_{\sigma,a}([s+2]_{\sigma,a}[t+2]_{\sigma,a}[u+2]_{\sigma,a}[s+t+u+3]_{\sigma,a})^2}{[2]_{\sigma,a}[s+t+2]_{\sigma,a}[t+u+2]_{\sigma,a}[u+s+2]_{\sigma,a}[s+t+3]_{\sigma,a}[t+u+3]_{\sigma,a}[u+s+3]_{\sigma,a}},$$

$$\mathcal{F}_{z,x}^{odd}(s, t, u) := \frac{\sigma^2[3]_{\sigma,a}(a[s]_{\sigma,1}[t]_{\sigma,1}[u]_{\sigma,1}[s+t+u+3]_{\sigma,a})^2}{[2]_{\sigma,a}[s+t+2]_{\sigma,a}[t+u+2]_{\sigma,a}[u+s+2]_{\sigma,a}[s+t+3]_{\sigma,a}[t+u+3]_{\sigma,a}[u+s+3]_{\sigma,a}},$$

using the same notation $[t]_{\sigma,a} := 1 - a\sigma^t$ as before.

Theorem 3. The three-point functions $G_{g,3}^{(1)}(S, T, U)$ and $G_{g,3}^{(2)}(S, T, U)$ for weighted cubic maps are given by

$$\hat{C}_{g,3}^{(1)}(S, T, U) = \partial_S \partial_T \partial_U F_g(S, T, U),$$

$$\hat{C}_{g,3}^{(2)}(S, T, U) = \frac{1}{8} (1 + \partial_S)(1 + \partial_T)(1 + \partial_U) G_{g,3}^{(1)}(S, T, U) + G_{g,3}^{(2)}(T + U) \delta(S) + G_{g,3}^{(2)}(U + S) \delta(T) + G_{g,3}^{(2)}(S + T) \delta(U),$$

where $G_{g,3}^{(2)}(T)$ is two-point function from Theorem 2 and

$$F_g(S, T, U) := F_{g,3}^{even}(S, T, U) + F_{g,3}^{odd}(S, T, U),$$

$$F_g^{even}(S, T, U) := \frac{1}{\Sigma^2} \frac{C_g^2(S)C_g^2(T)C_g^2(U)C_g^2(S + T + U)}{C_g^2(T + U)C_g^2(S + T + U)},$$

$$F_g^{odd}(S, T, U) := \frac{(\alpha^2 - \Sigma^2)^2 \sinh^2 \Sigma S \sinh^2 \Sigma T \sinh^2 \Sigma U \hat{C}_g(S + T + U)^2}{\Sigma^2 C_g^2(S + T)C_g^2(T + U)C_g^2(U + S)},$$

$$\hat{C}_g(T) := 2\alpha \Sigma \cosh(\Sigma T) + (\alpha^2 + \Sigma^2) \sinh(\Sigma T),$$

and $C_g(T)$ as in (32).

²The $1 + \cdot$ is there to compensate for the fact that the irrelevant constant term present in $F_{z,x}^{even}(s, t, u)$ in [14] was chosen such that $F_{z,x}^{even}(0, 0, 0) = 1$.
Proof. Setting \( x = x(\ell) = (1 - \ell^2/4)/4, \) \( z = \ell^3 g, \) \( s = S/\ell, \) \( t = T/\ell \) and \( u = U/\ell, \) one can check that we have the following limits for \( S, T, U, g \) fixed:
\[
\lim_{\ell \to 0} F^{\text{even}}_{g,x}(\ell)([S/\ell], [T/\ell], [U/\ell]) = F_g^\text{even}(S, T, U), \tag{72}
\]
\[
\lim_{\ell \to 0} F^{\text{odd}}_{g,x}(\ell)([S/\ell], [T/\ell], [U/\ell]) = F_g^\text{odd}(S, T, U). \tag{73}
\]
By construction we have the identity
\[
\int_0^T dT' \int_0^S dS' \int_0^U dU' \bar{G}^{(1)}_{g,3}(S', T', U') = \lim_{\ell \to 0} \sum_{d_{12}} \sum_{d_{23}} \sum_{d_{31}} G_{\ell, g,x}(\ell)(d_{12}, d_{23}, d_{31})
\times \theta(S' - (D_{12} + D_{31} - D_{23})/2) \theta(T' - (D_{23} + D_{12} - D_{31})/2) \theta(U' - (D_{31} + D_{23} - D_{12})/2). \tag{74}
\]
Application of Theorem 1 shows that the right-hand side can be expressed in terms of the discrete three-point function \( G_{z,x}(d_{12}, d_{23}, d_{31}) \) as
\[
\int_0^T dT' \int_0^S dS' \int_0^U dU' \bar{G}^{(1)}_{g,3}(S', T', U') = \lim_{\ell \to 0} \sum_{d_{12}} \sum_{d_{23}} \sum_{d_{31}} G_{\ell, g,x}(\ell)(d_{12}, d_{23}, d_{31})
\times \theta(S' - \ell(d_{12} + d_{31} - d_{23})/2) \theta(T' - \ell(d_{23} + d_{12} - d_{31})/2) \theta(U' - \ell(d_{31} + d_{23} - d_{12})/2). \tag{75}
\]
If we decompose the sum according to the parity of \( d_{12} + d_{23} + d_{31}, \) we get exactly sums of the form (62) and (63), up to boundary terms which vanish as \( \ell \to 0. \) Therefore, using (72) and (73), we find that
\[
\int_0^T dT' \int_0^S dS' \int_0^U dU' \bar{G}^{(1)}_{g,3}(S', T', U') = F_g(S, T, U) - 1. \tag{76}
\]
Since \( F_g(S, T, U) \) is a smooth function on \( \mathbb{R}^3_+ \) which takes value 1 on the boundary, the three-point function \( \bar{G}^{(1)}_{g,3}(S, T, U) \) is non-singular and can be obtained by differentiating (76), i.e.
\[
\bar{G}^{(1)}_{g,3}(S, T, U) = \partial_S \partial_T \partial_U F_g(S, T, U). \tag{77}
\]
As for the two-point function we will construct \( \bar{G}^{(2)}_{g,3}(S, T, U) \) by considering the operation of removing the edges \( e_1, e_2, e_3 \) incident to the marked vertices of a weighted map \( (m, L) \in \mathcal{X}_F, \)
Assuming \( F \geq 2, \) we distinguish two cases: either (A) no pair of the three edges shares a vertex, or (B) exactly one pair of edges shares a vertex. It is not hard to see that the three-point function \( \bar{G}^{(2)}_{g,3}(S, T, U) \) decomposes accordingly as
\[
\bar{G}^{(2)}_{g,3}(S, T, U) = \bar{G}^{(A)}_{g,3}(S, T, U) + \bar{G}^{(B)}_{g,3}(S, T, U) + 2e^{-S - T - U}, \tag{78}
\]
where \( 2e^{-S - T - U} \) is the contribution for \( F = 1. \) Suppose in case (B) that \( e_1 \) and \( e_2 \) share a vertex \( v, \) then \( S = L(e_1), T = L(e_2) \) and after removal of the edges \( e_1 \) and \( e_2 \) the remaining weighted map has two 1-valent vertices separated by a distance \( U. \) Hence, we can express \( \bar{G}^{(B)}_{g,3}(S, T, U) \) in terms of the two-point functions as
\[
\bar{G}^{(B)}_{g,3}(S, T, U) = 2e^{-T - U} G^{(1)}_{g,2}(S) + 2e^{-U - S} G^{(1)}_{g,2}(T) + 2e^{-S - T} G^{(1)}_{g,2}(U) - 6e^{-S - T - U}, \tag{79}
\]
where the last term is necessary to remove the contribution for \( F = 1. \)
On the other hand, similarly to (47), we have
\[
\bar{G}^{(A)}_{g,3}(S, T, U) = 8 \int_0^\infty dL_1 e^{-L_1} \int_0^\infty dL_2 e^{-L_2} \int_0^\infty dL_3 e^{-L_3} \bar{G}^{(2)}_{g,3}(S - L_1, T - L_2, U - L_3). \tag{80}
\]
Combining (78) with (79) and (56) shows that \( \bar{G}^{(A)}_{g,3}(S, 0, 0) = 0 \) and therefore (80) is solved by
\[
\bar{G}^{(2)}_{g,3}(S, T, U) = \frac{1}{8}(1 + \partial_S)(1 + \partial_T)(1 + \partial_U) G^{(A)}_{g,3}(S, T, U) + \frac{1}{8}(1 + \partial_T)(1 + \partial_U) G^{(A)}_{g,3}(0, T, U) \delta(S)
+ \frac{1}{8}(1 + \partial_S)(1 + \partial_U) G^{(A)}_{g,3}(S, 0, U) \delta(T) + \frac{1}{8}(1 + \partial_S)(1 + \partial_T) G^{(A)}_{g,3}(S, T, 0) \delta(U). \tag{81}
\]
In this expression we may replace $\tilde{G}^{(4)}_{g,3}(\cdot, \cdot, \cdot)$ with $\tilde{G}^{(1)}_{g,3}(\cdot, \cdot, \cdot)$, because the other terms in (78) are killed by the derivatives. The desired expression (67) then follows from setting $\tilde{G}^{(1)}_{g,3}(S, T, 0) = 2G^{(1)}_{g,2}(S + T)$, which follows from $\partial_S \partial_T \partial_U F^\text{even}_g(S, T, U) |_{U=0} = 0$ and

$$\partial_S \partial_T \partial_U F^\text{even}_g(S, T, U) |_{U=0} = \partial_S \partial_T \partial_U \left( \frac{C^2_g(S + T + U)}{C^2_g(S + T)} \right) |_{U=0} = 2\partial_S^3 \log C_g(S + T).$$

(82)

\[ \Box \]

**Remark 2.** It is not hard to interpret the split of the 3-point functions into even and odd parts. Consider a planar map $m \in \mathcal{M}_{F,3}$ with pair-wise distances $(d_{12}, d_{23}, d_{31})$ between the marked vertices. Two scenarios are possible depending on whether a vertex $v \in V(m)$ exists such that $d_{ij} = d_m(v_i, v) + d_m(v_j, v)$. If such a vertex exists, then $d_{12} + d_{23} + d_{31}$ is necessarily even. Otherwise, in the limit in which $m$ is very large, $d_{12} + d_{23} + d_{31}$ is even or odd with equal probability. Translating to the weighted maps, where geodesics are almost surely unique, this means that weighted maps $(m, L) \in \mathcal{X}^{(1)}_{F,3}$ contribute equally to $F^\text{even}_g(S, T, U)$ and $F^\text{odd}_g(S, T, U)$ except when the three geodesics meet in a point (the geodesics are "completely confluent"). In particular, the three-point function $G^{(1)}_{g,3,\text{conf}}(S, T, U)$ of weighted maps with completely confluent geodesics is given by

$$G^{(1)}_{g,3,\text{conf}}(S, T, U) = \partial_S \partial_T \partial_U (F^\text{even}_g(S, T, U) - F^\text{odd}_g(S, T, U)).$$

(83)

Let us check some integrals of the three-point functions in Theorem 3. First of all

$$\int_0^\infty dS \int_0^\infty dT \int_0^\infty dU G^{(1)}_{g,3}(S, T, U) = F_g(S, T, U) |_{S=0} |_{T=0} |_{U=0} = \frac{g}{4\alpha \Sigma^2},$$

(84)

which is precisely the generating function for $\nu_{F,3}(\mathcal{X}^{(1)}_{F,3})$ in (12). The measure of the subset of $\mathcal{X}^{(2)}_{F,3}$ for which strict triangle inequalities hold is given by

$$\int_0^\infty dS \int_0^\infty dT \int_0^\infty dU (1 + \partial_S)(1 + \partial_T)(1 + \partial_U) G^{(1)}_{g,3}(S, T, U)$$

$$= g \frac{36\alpha^2 - 4\alpha + 24g - 1}{64\alpha \Sigma^2} - \frac{3}{4}(\alpha - \Sigma),$$

(85)

while for the subset with saturated triangle inequalities (i.e. the second line of (67)) it is

$$3 \int_0^\infty dS \int_0^\infty dT G^{(2)}_{g,2}(S + T) = g \frac{3\alpha - 3}{4\alpha} + \frac{3}{4}(\alpha - \Sigma).$$

(86)

Adding these together we find

$$\int_0^\infty dS \int_0^\infty dT \int_0^\infty dU G^{(2)}_{g,3}(S, T, U) = g \frac{(1 - 2\alpha)(5 + 6\alpha - 24\alpha^2)}{64\alpha \Sigma^2},$$

(87)

which is the generating function for $\nu_{F,3}(\mathcal{X}^{(2)}_{F,3})$ in (11).

5.2. Coincidence limit. We already observed that $G^{(1)}_{g,3}(S, T, 0) = 2G^{(1)}_{g,2}(S + T)$, which has the clear interpretation that the vertex $v_3$ must be located somewhere along the geodesic from $v_1$ to $v_2$. A slightly tedious calculation, which we have included in the appendix, shows that

$$\partial_S \partial_U G^{(1)}_{g,3}(S, T, U) |_{S=U=0} = G^{(1)}_{g,3}(0, T, 0) = 2G^{(1)}_{g,2}(T).$$

(88)
Figure 3. Two possible ways the vertices $v_1$ and $v_3$ can be infinitesimally close without violating strict triangle inequalities in a weighted map $(m, L, v_1, v_2, v_3) \in X_{F,3}^{(2)}$. The two geodesics of length $T$ connecting $v_1$ and $v_3$ to $v_2$ are colored red.

This in turn allows us to evaluate the limit $S,U \to 0$ (but $S, T, U \neq 0$) of $\bar{G}_{g,3}^{(2)}(S, T, U)$ as given in (67), namely (for $T > 0$)

\[
\lim_{S,U \to 0} \bar{G}_{g,3}^{(2)}(S, T, U) = \frac{1}{8} (1 + \partial_S)(1 + \partial_T)(1 + \partial_U)\bar{G}_{g,3}^{(1)}(S, T, U)\big|_{S=U=0} \\
= \frac{1}{8} (1 + \partial_T)(1 + \partial_S) + (1 + \partial_U) + \partial_S\partial_U - 1\bar{G}_{g,3}^{(1)}(S, T, U)\big|_{S=U=0} \\
= \frac{1}{2}(1 + \partial_T)^2\bar{G}_{g,2}^{(1)}(T) = 2\bar{G}_{g,2}^{(2)}(T) \quad (T > 0).
\]

which, despite its simplicity, is actually not easily interpreted from the geometric point of view. In particular the two-point function $G_{g,2}^{(2)}(T)$ does not arise from configurations with one of the vertices lying on the geodesic connecting the other two, since $S, U \neq 0$ implies that we are enforcing strict triangle inequalities. Instead we will see now that the important contributions are of the form of those in figure 3.

Let us consider a weighted map $(m, L) \in X_{F,3}^{(2)}$ with geodesic distances corresponding to $S,T,U$, where both $S$ and $U$ are infinitesimally small but positive. This corresponds to a situation where two of the marked vertices, say $v_1$ and $v_3$, are infinitesimally close, but strict triangle inequalities with the other vertex $v_2$ are maintained. Two types of configurations of the three points are possible (as is illustrated in figure 3): (A) either $v_1$ and $v_3$ are adjacent to a cubic vertex $v$ and $d_{X_{m,L}}(v_2, v) = T$, or (B) there is an (infinitesimally short) edge $e$ connecting $v_1$ and $v_3$ containing a local maximum of the distance function $d_{X_{m,L}}(v_2, \cdot)$. In case (A), merging $v_1$ and $v_3$ leads to an almost cubic weighted map with both a cubic and a bivalent marked vertex separated by a distance $T$. Moreover, each such weighted map can be obtained in precisely two ways, since the same weighted map would have been obtained if $v_1$ and $v_3$ were interchanged. In case (B), merging $v_1$ and $v_2$ leads to an almost cubic weighted map with two bivalent vertices separated by a distance $T$ that is conditioned to be realized by two geodesics. In fact we may identify

\[
\lim_{S,U \to 0} \bar{G}_{g,3}^{(2)}(S, T, U) = 2G_{g,2}^{(2,3)}(T) + 2G_{g,2}^{\text{max}}(T),
\]

\[
G_{F,2}^{\text{max}}(T) := \int_{X_{F,1}^{(2)}} d\nu_{F,1}(m, L, v_1) \sum_{x \in \text{max}(m, L, v_1)} \delta(T - d_{X_{m,L}}(v_1, x))
\]

where max$(m, L, v_1) \subset X_{m,L}$ is the finite set of local maxima of $d_{X_{m,L}}(v_1, \cdot)$. 
Recall that the two-point function $G_{g,2}^{(2)}(T)$ can be identified with the geometric two-point function $G_{g,2}^{\text{geom}}(T)$ defined in (7) for $F \geq 3$. In fact, we can represent $G_{g,2}^{(2)}(T)$ as

$$G_{g,2}^{(2)}(T) = \int_{\chi_{F,1}^{(2)}} d\nu_{F,1}(m, L, v_1) \left\{ \{ x \in X_{m,L} : d_{X_{m,L}}(v_1, x) = T \} \right\}.$$  

(92)

For a fixed weighted map the integrand only changes with increasing $T$ when either a vertex $(+1)$ or a local maximum $(-2)$ is encountered. Therefore, for $T > 0$,

$$\partial_T G_{g,2}^{(2)}(T) = \int_{\chi_{F,1}^{(2)}} d\nu_{F,1}(m, L, v_1) \left( \sum_{v \in \mathcal{V}(m)} \delta(T - d_{X_{m,L}}(v_1, v)) - 2 \sum_{x \in \max(m, L, v_1)} \delta(T - d_{X_{m,L}}(v_1, x)) \right),$$

(93)

which implies the identity

$$\partial_T G_{g,2}^{(2)}(T) = G_{g,2}^{(2,3)}(T) - 2G_{g,2}^{\text{max}}(T).$$

(94)

Combined with (89) and (90) this leads to

$$G_{g,2}^{(2,3)}(T) = \frac{1}{3} (2 + \partial_T) G_{g,2}^{(2)}(T) = \frac{1}{12} (2 + \partial_T)^2 (1 + \partial_T)^2 \partial_T^2 \log C_g(T),$$

(95)

$$G_{g,2}^{\text{max}}(T) = \frac{1}{3} (1 - \partial_T) G_{g,2}^{(2)}(T) = \frac{1}{12} (1 - \partial_T)^2 (1 + \partial_T)^2 \partial_T^2 \log C_g(T).$$

(96)

We have still not managed to compute the two-point function for purely cubic weighted maps, but we are getting close and a clear pattern is emerging in the relation between the two-point functions.

5.3. **Collinear limit.** Next let us consider just the limit $U \to 0$ of $\hat{G}_{g,3}^{(2)}(S, T, U)$ while $S, T > 0$ are kept fixed. This limit is of particular interest when we restrict to the completely confluent part of $\hat{G}_{g,3}^{(2)}(S, T, U)$, i.e.

$$\hat{G}_{g,3,\text{conf}}^{(2)}(S, T, U) := \frac{1}{5} (1 + \partial_S)(1 + \partial_T)(1 + \partial_U) \hat{G}_{g,3,\text{conf}}^{(1)}(S, T, U), \quad (S, T, U > 0)$$

(97)

with $\hat{G}_{g,3,\text{conf}}^{(1)}(S, T, U)$ as in (83). In the limit $U \to 0$ the weighted maps $(m, v_1, v_2, v_3)$ contributing to this three-point function must have their vertex $v_3$ infinitesimally close to a vertex $v$ that lies on a geodesic from $v_1$ to $v_2$ with distance $S$ to $v_1$ and $T$ to $v_2$ (see figure 4). Hence, by integrating over $S$ while keeping $S + T$ fixed, one finds that

$$G_{g,2}^{(2,\text{vert}}(T) := \lim_{U \to 0} \int_0^T dS \hat{G}_{g,3,\text{conf}}^{(2)}(S, T - S, U)$$

(98)

gives the two-point function for weighted maps with two marked bivalent vertices connected by a geodesic of length $T$ and a marked cubic vertex on the geodesic. The expected number of
cubic vertices \( \langle V \rangle_{F,T} \) on a geodesic of length \( T \) in a random weighted map with \( F \) faces is then given by

\[
\langle V \rangle_{F,T} = \frac{G_{F,2,\text{vert}}^{(2)}(T)}{G_{F,2}^{(2)}(T)}
\]

and, of course, the expected number of edges in the geodesic by \( \langle V \rangle_{F,T} + 1 \). Moreover, since the number of edges in the geodesic from \( v_1 \) to \( v_2 \) gives an upper bound for the graph distance \( d_m(v_1, v_2) \), the expected graph distance satisfies the inequality

\[
\langle d_m(v_1, v_2) \rangle_{F,T} < \langle V \rangle_{F,T} + 1.
\]

Using (97) and (83) one finds

\[
\lim_{U \to 0} G_{g,3,\text{conf}}^{(2)}(S, T - S, U) = G_{g,2}^{(2)}(T) + \frac{1}{8}(1 + \partial S + \partial T)(1 + \partial T)\partial_U G_{g,3,\text{conf}}^{(1)}(S, T - S, U) \big|_{U=0}
\]

and therefore

\[
G_{g,2,\text{vert}}^{(2)}(T) = T G_{g,2}^{(2)}(T) - \frac{1}{2}(1 + \partial T)\partial_T G_{g,2}^{(1)}(T)
\]

\[
+ \frac{1}{8}(1 + \partial T)^2 \int_0^T dS \partial_U G_{g,3,\text{conf}}^{(1)}(S, T - S, U) \big|_{U=0}.
\]

A tedious calculation shows that the latter integral is given by

\[
\int_0^T dS \partial_U G_{g,3,\text{conf}}^{(1)}(S, T - S, U) \big|_{U=0} = 4 \alpha T G_{g,2}^{(1)}(T) + 8 \log \left( \frac{C_g(T)}{\Sigma} \right) \partial_T^3 \log \left( \frac{\hat{C}_g(T)}{C_g(T)} \right)
\]

\[
- 4 \sinh(\Sigma T) \hat{C}_g(T) \partial_T \left( \frac{\partial_T^2 \log \hat{C}_g(T)}{\hat{C}_g(T)^2} \right).
\]

The explicit expression for \( G_{g,2,\text{vert}}^{(2)}(T) \) is perhaps of little interest, but it will allow us in Section 8 to obtain a simple expression for the scaling limit of the expected number of vertices on a geodesic.

6. Relation to the Eden model on random triangulations

Given a planar map \( m \) we define an exploration process of length \( k \) to be a sequence \( \mathcal{E} = (V_t, E_t) \) of pairs consisting of subsets of explored vertices \( V_t \subset V(m) \) and subsets of explored edges \( E_t \subset E(m) \) satisfying the following properties:

1. Both endpoints of each edge \( e \in E_t \) are contained in \( V_t \).
2. For each \( t = 1, \ldots, k \), there exists an edge \( e \notin E_{t-1} \) such that at least one of its endpoints is in \( V_{t-1} \) and \( E_t = E_{t-1} \cup \{e\} \).

For each \( t = 0, \ldots, k \) we define the subset of frontier edges \( \mathcal{F}_t \subset E(m) \) to contain the directed edges that start at vertices in \( V_t \), but of which the unoriented versions are not in \( E_t \) (see figure 5). An exploration process is complete if \( E_k = E(m) \). An exploration process started at a vertex \( v \) is an exploration process with \( V_0 = \{v\} \) and \( E_0 = \emptyset \). Finally, by an exploration process of \( m \) started at an edge \( e \) we mean an exploration process of \( m_1 \) started at vertex \( v \), where \( m_1 \) is obtained from \( m \) by inserting a bivalent vertex \( v \) in edge \( e \) (see figure 5 for an example).

Clearly, an exploration process is fully determined by an initial pair \( (V_0, E_0) \) and a (deterministic or probabilistic) algorithm that selects a frontier edge at each step \( t \). The Eden model exploration process corresponds to the probabilistic algorithm that selects a frontier edge uniformly at random from \( \mathcal{F}_t \) at each step \( t \). One can either consider a complete Eden model process or stop the process according to some algorithm. Of particular interest is the Eden model exploration process with stopping weight \( w \), where at each time \( t \) the process is stopped with probability \( w/(|\mathcal{F}_t| + w) \). Instead of just choosing a frontier edge uniformly at random,
this comes down to randomly selecting either a frontier edge, each with weight 1, or to stop with weight \( w \).

It is well-known that the Eden model exploration process on a planar map \( m \) is closely related to the geodesic balls in \( m \) when the edge lengths are taken to be exponential random variables. To be precise, let \( V_0 \subset V(m) \) be a subset of the vertices of \( m \), and let \( L : E(m) \to \mathbb{R}_+ \) be random edge lengths as in (2). Define the max-distance \( d_{X_{m,L}}(e, V_0) \) of an edge \( e \in E(m) \) to the set \( V_0 \) to be

\[
d_{X_{m,L}}(e, V_0) = \max_{x \in e} \min_{v \in V_0} d_{X_{m,L}}(x, v),
\]

where by \( x \in e \) we mean that \( x \in X_{m,L} \) is contained in the interval associated to the edge \( e \). Almost surely the values \( d_{X_{m,L}}(e, V_0) \), \( e \in E(m) \), are distinct and therefore we can uniquely identify a complete exploration process \( e_L \) by setting \( E_n, 0 \leq n \leq |E(m)| \), equal to the set of \( n \) edges which have smallest max-distance \( d_{X_{m,L}}(\cdot, V_0) \). Moreover, one obtains an exploration process \( e_{L,w} \) of random length \( k \) by sampling in addition an exponentially distributed random variable \( T \) with expectation value \( 1/w \), and stopping \( e_{L,w} \) after \( k \) steps where \( k \) is the number of edges with max-distance \( d_{X_{m,L}}(\cdot, V_0) \) smaller than \( T \).

**Lemma 2.** The random exploration process \( e_{L,w} \) described above is identical in law to the Eden model exploration process with stopping weight \( w \) started at \( V_0 \).

**Proof.** Let \( k \geq 0 \) be the length of the exploration process \( e_{L,w} \). It suffices to check that the conditional probabilities

\[
P(k \geq t \text{ and } \mathcal{E}_t = \mathcal{E}' \cup \{e\} \mid k \geq t - 1 \text{ and } \mathcal{E}_{t-1} = \mathcal{E}')
\]

agree for all \( 1 \leq t \leq |E(m)| \), and all possible \( \mathcal{E}' \subset E(m) \) and edges \( e \). Notice that by construction this probability for the Eden model is 0, 1/\(|\mathcal{F}_{t-1}| + w\), or 2/\(|\mathcal{F}_{t-1}| + w\), depending on whether respectively none, one, or two of the orientations of \( e \) are in the frontier \( \mathcal{F}_{t-1} \).

Let us consider the exploration process \( e_{L,w} \) conditioned as in (105). If we define

\[
T_0 := \max_{e' \in \mathcal{E}_{t-1}} d_{X_{m,L}}(e', V_0) \quad \text{and} \quad T_1 := \min_{e' \in \mathcal{F}_{t-1}} d_{X_{m,L}}(e', V_0),
\]

then the condition is equivalent to \( T_0 \leq T \) and \( T_0 < T_1 \). For each edge \( e' \in E(m) \) that has at least one of its orientations in \( \mathcal{F}_{t-1} \) let us define \( \Delta T(e') \) as follows. If \( e' \in E(m) \) has precisely

---

**Figure 5.** The top row shows an example of an Eden model exploration process of length 3 started at an edge of a cubic planar map. Explored edges and vertices are colored red and the green arrowed edges represent the oriented frontier edges. The bottom row shows the same exploration process from the point of view of the dual triangulation.
one of its orientations in $\tilde{F}_{l-1}$ and $v$ is the endpoint of $e'$ for which $v \in V_{l-1}$, let
\begin{equation}
\Delta T(e') := L(e') - T_0 + d_{X_{m,L}}(v, Y_0). \tag{107}
\end{equation}

On the other hand, if both orientations of $e'$ are in $\tilde{F}_{l-1}$ and $v, v' \in V_{l-1}$ are its endpoints, let
\begin{equation}
\Delta T(e') := 1/2(L(e') - 2T_0 + d_{X_{m,L}}(v, Y_0) + d_{X_{m,L}}(v', Y_0)). \tag{108}
\end{equation}

Since $T_1 - T_0 = \min_{e'} \Delta T(e')$, the condition $T_0 < T_1$ is equivalent to $\Delta T(e') > 0$ for all $e'$. Since the $L(e')$ were originally independently, exponentially distributed with expectation value 1, with this condition the $\Delta T(e')$ are exponentially distributed with expectation value 1 in the case of (107) and expectation value $1/2$ in the case of (108). In particular, $T_1 - T_0$ is exponentially distributed with expectation value $1/|\tilde{F}_{l-1}|$ and the situation $T_1 - T_0 = \Delta T(e')$ occurs with probability $1/|\tilde{F}_{l-1}|$, respectively $2/|\tilde{F}_{l-1}|$ for an edge $e'$ with one, respectively two, orientations in $e' \in \tilde{F}_{l-1}$.

Moreover, since $T$ was exponentially distributed with expectation value $1/w$, conditioned on $T > T_0$ the probability that $T > T_1$ is equal to $|\tilde{F}_{l-1}|/(|\tilde{F}_{l-1}| + w)$. Combining these probabilities we recover the probabilities mentioned above for the Eden model. \hfill \square

\begin{lemma}
Given a planar map $m$, two distinct vertices $v_1, v_2 \in V(m)$ and $w \in \mathbb{R}_+$, the following three probabilities are equal, where $\varepsilon$ is an Eden model exploration process on $m$:
\begin{enumerate}[(a)]
\item The probability that $\varepsilon$ reaches $v_2$, i.e. $v_2 \in V_k$, when $\varepsilon$ is started at $v_1$ and has stopping weight $w$.
\item The probability that the submap explored by $\varepsilon$ eventually becomes connected, when $\varepsilon$ is started at $V_0 = \{v_1, v_2\}$ and has stopping weight $2w$.
\item The probability $P_{m,w}(v_1, v_2)$ that $d_{X_{m,L}}(v_1, v_2) < T$, when $T$ is an exponentially distributed random variable with expectation value $1/w$ and the edge lengths $L : E(m) \to \mathbb{R}_+$ are independently and exponentially distributed with expectation value 1.
\end{enumerate}
\end{lemma}

\begin{proof}
Notice that the last probability $P_{m,w}(v_1, v_2)$ is also the probability that an edge $e \in E(m)$ exists that has $v_2$ as its endpoint and for which the max-distance $d_{X_{m,L}}(e, v_1) < T$. By Lemma 2 this is exactly the probability of (a). Second, observe that $d_{X_{m,L}}(v_2, v_1) < T$ is equivalent to the condition that the set of edges $e$ for which $d_{X_{m,L}}(e, \{v_1, v_2\}) < T/2$ comprises a connected submap containing $v_1$ and $v_2$, but by Lemma 2 this is equivalent to situation (b). \hfill \square

In the following we will simply refer to this probability as $P_{m,w}(v_1, v_2)$ and we will use the convention $P_{m,w}(v_1, v_2) = 0$ when $v_1 = v_2$.

Using these results we can interpret the two-point functions of weighted maps in terms of the Eden model exploration processes. Indeed, the sum of the probabilities $P_{m,w}(v_1, v_2)$ over all $(m, v_1, v_2) \in M^\bullet_{F,2}$ is equal to the Laplace transform $\hat{G}_{F,2}^\bullet(w)$ of the corresponding two-point function $G_{F,2}^\bullet(T)$, i.e.
\begin{align}
\int_{M^\bullet_{F,2}} d\nu_{F,2}(m, v_1, v_2)P_{m,w}(v_1, v_2) &= \int_{M^\bullet_{F,2}} d\nu_{F,2}(m, L, v_1, v_2)e^{-wd_{X_{m,L}}(v_1, v_2)} \\
&= \int_0^\infty dT e^{-wT}G_{F,2}^\bullet(T) := \hat{G}_{F,2}^\bullet(w). \tag{109}
\end{align}
For instance, we can compute explicitly the Laplace transforms of $G_{g,2}^{(1)}(T)$ and $G_{g,2}^{(2)}(T)$ as follows. We have

$$
\int_0^\infty dT e^{-wT} \partial_T^2 \log \mathbb{C}_g(T) = \Sigma^2(\Sigma^2 - \alpha^2) \int_0^\infty dT \left( \frac{e^{-wT}}{(\Sigma \cosh \Sigma T + \alpha \sinh \Sigma T)^2} \right) 
$$

$$
= -4\Sigma^2 \beta \int_0^\infty dT \left( \frac{e^{-wT - 2\Sigma T}}{(1 - \beta e^{-2\Sigma T})^2} \right) = -2\Sigma \beta \int_0^\beta \frac{dx (x/\beta)^{\Sigma + 1}}{x (1 - x)^2} 
$$

$$
= -2\Sigma \beta^{-\frac{w}{2\Sigma}} B_\beta \left( 1 + \frac{w}{2\Sigma}, -1 \right),
$$

where we defined $\beta := (\alpha - \Sigma)/(\alpha + \Sigma)$ and $B_\beta(a,b)$ is the incomplete beta function. Therefore, using (30) and (31) and partial integrations to take care of the additional derivatives, we find

$$
G_{g,2}^{(1)}(w) = \alpha^2 - \Sigma^2 - 2w\Sigma \beta^{-\frac{w}{2\Sigma}} B_\beta \left( 1 + \frac{w}{2\Sigma}, -1 \right), \tag{111}
$$

$$
G_{g,2}^{(2)}(w) = \frac{1}{4}(1 + w)^2 G_{g,2}^{(1)}(w) - \frac{1}{4}(2 + w + \partial_T) G_{g,2}^{(2)}(T)|_{T=0} 
$$

$$
= \frac{1 - 4\Sigma^2}{48} \left( (w - \alpha + 1)^2 + 2\alpha^2 - 2\alpha + \frac{3}{2} \right) - \frac{w(1 + w)^2}{2} \Sigma \beta^{-\frac{w}{2\Sigma}} B_\beta \left( 1 + \frac{w}{2\Sigma}, -1 \right). \tag{112}
$$

Given $(m,v_1) \in \mathcal{M}_{F,1}^{(2)}$ and $e \in \mathcal{E}(m)$, let $m' \in \mathcal{M}_{F,2}^{(2)}$ be the weighted map obtained from $m$ by inserting a bivalent vertex $v_2$ in the edge $e$. Then $P_{m',w(v_1,v_2)}$ is equal to the probability $P(e \in \mathcal{E}_k)$ that the edge $e$ is explored in an Eden model exploration process with stopping weight $w$ on $m$ started at $v_1$. This means that we can interpret $G_{F,2}(w)$ as a sum over expectation values of the number of explored edges. To be precise, we have the following result.

**Theorem 4.** Let $m$ be a uniformly random rooted cubic planar map with $F \geq 3$ faces. The expected length $\langle k \rangle_{F,w}$ of an Eden model exploration process with stopping weight $w$ started at the root edge is

$$
\langle k \rangle_{F,w} = 2^{4 - 2F} F! (F - 2)!!! \left[ g_F \right] G_{g,2}^{(2)}(w),
$$

where $[g_F] G_{g,2}^{(2)}(w)$ is the coefficient of $g^F$ in (112).

**Proof.** This is a simple combination of the remark above and (11) with $n = 1$. \qed

For instance, the expectation values for $F = 3$ and $F = 4$ faces are

$$
\langle k \rangle_{3,w} = \frac{-7}{w + 2} + \frac{9}{2(w + 3)} + \frac{6}{(w + 2)^2} + \frac{9}{2(w + 1)}, \tag{114}
$$

$$
\langle k \rangle_{4,w} = \frac{-37}{4(w + 2)} + \frac{27}{8(w + 3)} + \frac{9}{4(w + 4)} - \frac{21}{4(w + 2)^2} + \frac{81}{8(w + 3)^2} 
$$

$$
+ \frac{9}{(w + 2)^3} + \frac{45}{8(w + 1)} + \frac{27}{8(w + 1)^2}. \tag{115}
$$

Let $\mathcal{E} = ((\mathcal{V}_t, \mathcal{E}_t))_{t=0}^\infty$ be an Eden model exploration process on a planar map $m$. We define the explored submap at time $t$ to be the planar map $m_t$ obtained from the submap $m'_t$ of $m$ with $\mathcal{E}_t$ by inserting a new marked vertex, called an external vertex, in each face of $m'_t$ that contains at least one frontier edge and a new edge starting at the starting corner of each frontier edge in $\mathcal{F}_t$ and ending at one of the external vertices (see figure 6b). To each external vertex $v$ we can associate the unexplored submap represented by $v$, which is given by contracting the edges of $m$ that do not lie in the interior of the face of $m'_t$ corresponding to $v$ to a single marked vertex (see Figure 6c). In case $m$ possesses an unexplored marked vertex $v_1$, it is contained in a unique unexplored submap, which can then be regarded as having two marked vertices (the red dot and the open dot in Figure 6c).
Lemma 4. Let \((m, v_1, v_2) \in \mathcal{M}_{F,2}^{(d_1, d_2)}\) be a random planar map (with respect to the measure \(\nu_{F,2}\)) and let \(\epsilon = ((V_i, E_i))_{i=0}^{k}\) be an Eden model exploration process started at \(v_1\) with stopping weight \(w\). For \(t \geq 0\), conditioned on \(k \geq t\), on \(v_2 \notin V_t\), on the explored submap \(m_t\) at time \(t\), and on the unexplored submap containing \(v_2\) being a member of \(\mathcal{M}_{F',2}^{(d'_1, d'_2)}\), the probability that \(\epsilon\) reaches \(v_2\) equals the probability that a similar exploration process started at \(v'_1\) on a random planar map \((m', v'_1, v'_2) \in \mathcal{M}_{F',2}^{(d'_1, d'_2)}\) w.r.t. the measure \(\nu_{F',2}\) reaches \(v'_2\).

Proof. Let \((m, v_1, v_2)\) and \(\epsilon\) be conditioned as above. By Lemma 2 the described probability \(P\) is equal to the probability that \(d_{X_m,t}(V_1, v_2) < T\) for random edge lengths \(L\) and an exponential random \(T\) with mean \(1/w\). Since the shortest path from \(v_2\) to \(V_t\) in \(X_{m,L}\) is necessarily contained in the face of \(m'_1\) corresponding to the external vertex \(v\), its random length is identical in law to the distance between the marked vertices in the unexplored submap \((m', v'_1, v'_2)\) if its edge lengths are chosen randomly with the same distribution. Therefore \(P\) is equal to the probability that an Eden model exploration process started at \(v'_1\) on \(m'\) reaches \(v_2\). The result follows by noting that, for fixed \(F'\) and \(d'_1\), each \((m', v'_1, v'_2) \in \mathcal{M}_{F',2}^{(d'_1, d'_2)}\) can occur as unexplored submap and the probability distribution agrees with that of the measure \(\nu_{F',2}\). \(\square\)

For convenience let us introduce the notation \(G_{F,2,r}^{(d_1, d_2)}(T)\) for the rooted two-point function of almost cubic maps with one of the edges starting at \(v_1\) marked as root edge, which is given by

\[
G_{F,2,r}^{(d_1, d_2)}(T) := d_1 G_{F,2}^{(d_1, d_2)}(T)
\]

and corresponding Laplace transform \(\hat{G}_{F,2,r}^{(d_1, d_2)}(w)\). Similarly, we define the rooted one-point function as

\[
W_F^{(d_1)} := d_1 \nu_{F,1}(\mathcal{M}_{F,1}^{(d_1)}),
\]

with the convention that \(W_F^{(0)} = \delta_{F,1}\). Notice that, with this convention, (16) implies that

\[
G_{F,2,r}^{(d_1, d_2)}(0) = d_1 W_F^{(d_1 + d_2 - 2)}, \quad (d_1, d_2 \geq 1).
\]

Finally, let us introduce the generating functions

\[
G_{g,r}(z_1, z_2; T) := \sum_{F=1}^{\infty} \sum_{d_1=1}^{\infty} \sum_{d_2=1}^{\infty} g^F z_1^{-d_1-1} z_2^{-d_2-1} G_{F,2,r}^{(d_1, d_2)}(T)
\]

and

\[
W_g(z_1) := \sum_{F=1}^{\infty} \sum_{d_1=0}^{\infty} g^F z_1^{-d_1-1} W_F^{(d_1)}.
\]
Proposition 1. For $d_1, d_2 \geq 1$, the rooted two-point functions satisfy the equations

$$(d_1 + \partial_T) G_{F,2,r}(T) = d_1 G_{F,2,r}(T) + 2d_1 \sum_{F'=1}^{F-1} \sum_{d'_1=1}^{d_1-2} W_{F,F',r}^{(d_1-d'_1-2)} G_{F',2,r}'(T),$$

and their generating functions satisfy

$$\frac{\partial}{\partial T} G_{F,r}(z_1, z_2; T) = \frac{\partial}{\partial z_1} \left[ (z_1 - z_2^2 - 2W_{F,r}(z_1)) G_{F,r}(z_1, z_2; T) \right].$$

Proof. Let us inspect the first step of an Eden model exploration process $e$ with stopping weight $w$ started at the vertex $v_1$ of a random $(m, v_1, v_2) \in M_{F,2}^{(d_1,d_2)}$. With probability $w/(d_1 + w)$ the process is killed immediately. Otherwise $E_1 = \{e\}$ and $e$ is an edge starting at $v_1$ and ending at $v'$. There are now three situations possible: (A) $v'_1 = v_2$, (B) $v'_1 \neq v_2$ and $v'_1 \neq v_1$, or (C) $v'_1 = v_1$. The probability $P$ that $e$ reaches $v_2$ decomposes accordingly as

$$P := \frac{G_{F,2,r}^{(d_1,d_2)}(w)}{G_{F,2,r}^{(d_1,d_2)}(0)} = \frac{d_1}{d_1 + w} (P_A + P_B + P_C).$$

In case (A), $e$ necessarily reaches $v_2$ therefore $P_A$ is simply the probability of case (A) occurring, which is

$$P_A = \frac{W_F^{(d_1,d_2-2)}}{G_{F,2,r}^{(d_1,d_2)}(0)} = \frac{G_{F,2,r}^{(d_1,d_2)}(0)}{d_1 G_{F,2,r}^{(d_1,d_2)}(0)},$$

where we used (118).

In case (B), the explored submap at time $t = 1$ contains one external vertex of degree $d_1 + 1$ representing an unexplored submap with $F$ faces. Applying Lemma 4 we find

$$P_B = \frac{\hat{G}_{F,2,r}^{(d_1+1,d_2)}(w)}{\hat{G}_{F,2,r}^{(d_1,d_2)}(0)}.$$

In case (C), which can only occur when $d_1 \geq 3$ and $F \geq 2$, the explored submap at time $t = 1$ contains two external vertices, $v$ and $v'$. The sum of the degrees of the external vertices is $d_1 - 2$ and the total number of faces in both unexplored submaps is $F$. Therefore, the probability that (C) occurs and that $v_2$ is in the unexplored submap represented by $v$ with $1 \leq F' < F$ faces and $v$ having degree $1 \leq d'_1 \leq d_1 - 2$ is

$$P_C = 2 \sum_{d'_1=1}^{F-1} \sum_{d'_2=1}^{d_1-2} \frac{W_{F,F',r}^{(d_1-d'_1-2)} \hat{G}_{F',2,r}'^{(d'_1,d_2)}(w)}{\hat{G}_{F',2,r}'^{(d'_1,d_2)}(0)},$$

where the factor of 2 comes from the fact that $v_2$ can be in either of the two unexplored submaps.

Plugging the probabilities $P_A$, $P_B$, and $P_C$ into (123) leads to

$$(d_1 + w) G_{F,2,r}^{(d_1,d_2)}(w) - G_{F,2,r}^{(d_1,d_2)}(0) = d_1 G_{F,2,r}^{(d_1+1,d_2)}(w) + 2d_1 \sum_{F'=1}^{F-1} \sum_{d'_1=1}^{d_1-2} W_{F,F',r}^{(d_1-d'_1-2)} G_{F',2,r}'^{(d'_1,d_2)}(w),$$

but this is exactly the Laplace transform of equation (121). By plugging (119) and (120) into (122) one can easily check that (122) is equivalent to (121). 

$\square$
For $d_1 \leq 2$, the sum in (121) vanishes and therefore Proposition 1 implies
\[
G_{F,2}^{(2,d)}(T) = \frac{1}{2}(1 + \partial_T)G_{F,2}^{(1,d)}(T), \quad (129)
\]
\[
G_{F,2}^{(3,d)}(T) = \frac{1}{3}(2 + \partial_T)G_{F,2}^{(2,d)}(T). \quad (130)
\]

Hence, we recover (95) and moreover we obtain the following.

**Corollary 1.** The two-point function $G_{g,2}^{(3)}(T)$ for weighted cubic maps is given by
\[
G_{g,2}^{(3)}(T) = \frac{1}{36}(2 + \partial_T)^2(1 + \partial_T)^2\partial_3^3 \log C_g(T), \quad (131)
\]
with $C_g(T)$ as in Theorem 2.

**Remark 3.** In principle one can apply similar techniques to obtain the three-point function $\hat{G}_{g,3}^{(3)}(S,T,U)$ from $\hat{G}_{g,3}^{(2)}(S,T,U)$. However, this requires a non-trivial investigation of edge-cases and an extension of Lemma 4 to disconnected explored submaps. We leave this to future investigation.

**Remark 4.** Except for the statement in Lemma 4, we have not utilized the general Markovian properties that the exploration process most likely possesses. For instance, most of the results for the Eden model exploration process, like that of Theorem 4, should hold for any exploration process governed by a (deterministic or probabilistic) algorithm that selects a frontier edge independently of the unexplored part of the planar map. See e.g. [4] for an investigation in the case of infinite planar triangulations.

### 7. General two-point function

Equations very similar to (122) already appeared in [25, 3] (see also [1] section 4.7.2) and were used to derive the continuum expression for the two-point function of triangulations for the first time. In fact, (121) and (122) are identical to (4.336) and (4.337) in [1] after a renormalization of the parameters $g \to \sqrt{g}$ and $z_i \to z_i/\sqrt{g}$ to go from a factor of $g$ per vertex to a factor of $g$ per face. It was shown in [3] that (122) can be solved explicitly once $W_g(z)$ is known and an initial condition at $T = 0$ is given. It should be noted that the differential equations in [3, 1] are written in terms of the two-loop function, which in terms of our weighted cubic maps should be interpreted as an adapted two-point function with the condition on the contributing maps that the geodesic distance to the first marked point is decreasing along each edge leading away from the second marked point. Both satisfy the same equation but with different initial conditions. Therefore we can recycle the derivation in [3, 1] using the initial condition (118), which in terms of the generating functions reads
\[
G_{g,1}(z_1, z_2; 0) = \frac{\partial}{\partial z_1} \left( \frac{1}{z_2} W_g(z_2) - W_g(z_1) \right). \quad (132)
\]

The rooted one-point function $W_g(z)$, which in the literature is often called the disk function of random triangulations, is well-known and is, for instance, easily calculated using matrix models (see e.g. [10]) or loop equations (see e.g. [1] section 4.2). In our notation it takes the form
\[
W_g(z) = \frac{1}{2} \left( z - z^2 + (z - \alpha - \frac{1}{2}) \sqrt{(z + \alpha - \frac{1}{2})^2 - 2g/\alpha} \right), \quad (133)
\]
which can be checked to fall off like $g/z$ as $z \to \infty$.

The standard approach to solving the linear first-order partial differential equations like (122) is through the method of characteristics, i.e. we first solve the ordinary differential equation
\[
\dot{z}_1(T) = \dot{z}_1(T) - \dot{z}_1(T)^2 - 2W_g(\dot{z}_1(T)), \quad \dot{z}_1(0) = z_1. \quad (134)
\]
One can check that in the $z_1 \to \infty$ limit the solution is given by
\[
\hat{z}(T) = \alpha + \frac{1}{2} + \frac{\Sigma^2}{\sinh(\Sigma T) C_g(T)},
\] (135)
which is monotonically decreasing and approaches $\alpha + \frac{1}{2}$ as $T \to \infty$. The general solution for $z_1 > \alpha + 1/2$ is therefore given by
\[
\hat{z}_1(T) = \hat{z}(T + \hat{z}^{-1}(z_1)).
\] (136)
The unique solution to (122) with initial condition (132) is then simply
\[
G_{g,r}(z_1, z_2; T) = \frac{\partial}{\partial z_1} \left( \frac{1}{z_2} \frac{W_g(z_2) - W_g(\hat{z}_1(T))}{z_2 - \hat{z}_1(T)} \right).
\] (137)
We conclude that the generating function $G_g(z_1, z_2; T)$ for unrooted two-point functions is
\[
G_g(z_1, z_2; T) := \sum_{d_1=1}^{\infty} \sum_{d_2=1}^{\infty} z_1^{-d_1-1} z_2^{-d_2-1} C_g^{(d_1, d_2)}(T)
= -\frac{1}{z_1 z_2} \left( \frac{W_g(z_2) - W_g(\hat{z}_1(T))}{z_2 - \hat{z}_1(T)} - \frac{W_g(z_2) - W_g(\hat{z}(T))}{z_2 - \hat{z}(T)} \right),
\] (138)
where the second term is needed to ensure $\lim_{z_1 \to \infty} z_1 G_g(z_1, z_2; T) = 0$. One can check explicitly that this expression is symmetric in $z_1$ and $z_2$ and that it reproduces the previously derived two-point functions. Let us illustrate the case where the second marked vertex is univalent, corresponding to the coefficient of $z_2^{-2}$ in $G_g(z_1, z_2; T)$. Combining (134) and (135) one may deduce that
\[
\partial_T W_g(\hat{z}(T)) = \frac{1}{2} \partial_T (\hat{z}'(T) - \hat{z}(T) + \hat{z}(T)^2) = \partial_T^2 \log C_g(T) = G_g^{(1)}(T).
\] (139)
Using the explicit expansion
\[
\hat{z}^{-1}(z_1) = \frac{1}{z_1} + \frac{1}{2z_1^2} + \frac{1}{3z_1^3} + O(z_1^{-4}),
\] (140)
one finds that
\[
[z_2^{-2}]G_g(z_1, z_2; T) = \frac{1}{z_1} [W_g(\hat{z}_1(T)) - W_g(\hat{z}(T))]
= \frac{1}{z_1} \left[ W_g(\hat{z}(T + \frac{1}{z_1} + \frac{1}{2z_1^2} + \frac{1}{3z_1^3} + \ldots)) - W_g(\hat{z}(T)) \right]
= G_g^{(1)}(T) z_1^{-2} + \frac{1}{2} (1 + \partial_T) G_g^{(1)}(T) z_1^{-3} + \frac{1}{6} (2 + \partial_T) (1 + \partial_T) G_g^{(1)}(T) z_1^{-4} + O(z_1^{-5}),
\] (141)
in agreement with the formulas in Section 4.

8. Large graph limits

All generating functions that we have encountered have a radius of convergence equal to $g^* = \frac{1}{\sqrt{2} \sqrt[3]{3}}$ and are non-analytic at $g = g^*$. As usual one can study the asymptotic growth of their coefficients by expanding around $g = g^*$. Writing $g = g^*(1 - 2\epsilon^2)$ and expanding $\alpha$ and $\Sigma$ around $\epsilon = 0$ yields
\[
\alpha = \frac{1}{2\sqrt{3}} + \frac{2\epsilon}{\sqrt{3}} - \frac{4\epsilon^2}{3\sqrt{3}} + O(\epsilon^3),
\] (142)
\[
\Sigma = \epsilon^2 + \frac{2\epsilon^2}{3\sqrt{3}} - \epsilon^2 + O(\epsilon^2),
\] (143)
8.1. **scaling limit.** If in addition we scale distances like \( T = T_0 e^{-\frac{1}{2}} \) we find that

\[
C_g(T) = \frac{1}{\sqrt{12}} \sinh T_0 + 2\sqrt{\epsilon} \cosh T_0 + \mathcal{O}(\epsilon)
\]  

(144)

and the various two-point functions are two leading order given by

\[
G_{g,2}^{(1)}(T) = 2 \frac{\cosh T_0}{\sinh^3 T_0} \epsilon^2 + \mathcal{O}(\epsilon^2),
\]

(145)

\[
G_{g,2}^{(2)}(T) = \frac{1}{2} \frac{\cosh T_0}{\sinh^3 T_0} \epsilon^3 + \mathcal{O}(\epsilon^2),
\]

(146)

\[
G_{g,2}^{(3)}(T) = \frac{2}{9} \frac{\cosh T_0}{\sinh^3 T_0} \epsilon^3 + \mathcal{O}(\epsilon^2).
\]

(147)

Up to numerical factors these agree exactly with the scaling of the two-point functions of triangulations [3], quadrangulations [6] and general planar maps [2, 7, 14]. Hence, in the large \( F \) limit, the distribution of distances between the marked vertices agrees with that of the Brownian map.

On the other hand \( F_g \) even \((S,T,U)\) and \( F_g \) odd \((S,T,U)\) are identical to leading order,

\[
F_g^{\text{even/odd}}(S,T,U) = \frac{1}{12} \sinh^2 S_0 \sinh^2 T_0 \sinh^2 U_0 \sinh^2 (S_0 + T_0 + U_0) \epsilon^{-1} + \mathcal{O}(\epsilon^{-\frac{1}{2}}),
\]

(148)

while the leading orders of \( \bar{G}_{g,3}^{(1)}(S,T,U) \) and \( \bar{G}_{g,3}^{(2)}(S,T,U) \) are obtained by acting on (148) with \( \epsilon^2 \partial S_0, \partial T_0, \partial U_0 \) and \( \frac{1}{9} \epsilon^2 \partial S_0, \partial T_0, \partial U_0 \) respectively. Again we observe that in the scaling limit, up to numerical factors, the two- and three-point functions agree exactly with those of quadrangulations [8] and general planar maps [14].

One can check that

\[
\lim_{U \to 0} \bar{G}_{g,3,\text{conf}}^{(2)}(S,T-S,U) = \frac{1}{2} \left( 1 + \frac{1}{\sqrt{3}} \right) \frac{\cosh T_0}{\sinh^3 T_0} \epsilon^2 + \mathcal{O}(\epsilon^2)
\]

\[
= \left( 1 + \frac{1}{\sqrt{3}} \right) G_{g,2}^{(2)}(T) + \mathcal{O}(\epsilon^2).
\]

(149)

Hence

\[
G_{g,2,\text{vert}}^{(2)}(T) = \left( 1 + \frac{1}{\sqrt{3}} \right) TG_{g,3}^{(2)}(T) + \mathcal{O}(\epsilon^2).
\]

(150)

We will discuss the consequences of this simple relation in (9).

8.2. **local limit.** Finally, let us have a look at the \( F \to \infty \) limit of the two-point function \( G_{F,2}^{(1)}(T) \) while keeping \( T \) fixed, also known as the local limit of \( G_{F,2}^{(1)}(T) \). It can again be found by scaling \( g = g^*(1-2\epsilon^2) \) in \( G_{F,2}^{(1)}(T) \) and determining the first non-analytic term in the expansion in \( \epsilon \), which turns out to be the one proportional to \( \epsilon^3 \). Performing this calculation shows that to leading order in \( F \),

\[
G_{F,2}^{(1)}(T) \sim \frac{F^{-\frac{5}{3}}(12\sqrt{3})^F}{630\sqrt{2\pi}} \left( 3 + 23T' + 30T'^2 + 10T'^3 - \frac{3}{(1+T')^2} \right), \quad T' = \frac{T}{2\sqrt{3}},
\]

(151)

while analogous formulas for \( G_{F,2}^{(2)}(T) \) and \( G_{F,3}^{(3)}(T) \) are obtained by taking derivatives with respect to \( T \).

As an application one may obtain the \( F \to \infty \) limit of the expected length \( \langle k \rangle_{F,w} \) of an Eden model exploration process with stopping weight \( w \) started at the root edge of a random cubic planar map with \( F \) faces. Using Theorem 4 we find

\[
\lim_{F \to \infty} \langle k \rangle_{F,w} = \frac{h_0(w)}{w^4} - \frac{144\sqrt{3}}{35} w^3 (1+w)^2 e^{-2\sqrt{3}w} \text{Ei}(2\sqrt{3}w),
\]

(152)
Figure 7. The numerical expectation value (dark curve) together with the standard deviation (shaded area) of the graph distance $d$ between random pairs of vertices that are conditioned to have geodesic distance (in a small interval around) $T$ in a random weighted cubic map with $F = 32000$ faces. The dashed lines correspond to $d = T$ and $d = (1 + 1/\sqrt{3})T$ respectively.

where $\text{Ei}(\cdot)$ is the exponential integral function and $p_0(w)$ is the eighth-order polynomial

$$p_0(w) = \frac{1}{35} \left( 5 + 10w + 28w^2 + 46w^3 - 24w^4 - 24w^5 - 84w^6 - 144w^7 - 72w^8 + 2\sqrt{3}w(1 + w)^2(5 + 3w^2 + 6w^4) \right).$$

\[ (153) \]

9. DISCUSSION

We have derived explicit expressions for the two- and three-point functions for random (almost) cubic maps with exponential edge weights. In the grand-canonical scaling limit they agree with the analogous expressions for the Brownian map. This suggest that the deformation of the geometry introduced by the random edge weights has no effect, other an overall change of scale, on the continuum geometry.

Apart from the novel enumeration techniques for cubic maps, the current study also sheds some light on the relation between inequivalent distances on the same cubic map. To see this let us return to the scaling limit (150) of the two-point function $G_{g,2,\text{vert}}^{(2)}(T)$ with a marked vertex on the geodesic of length $T$. Although we do not give a proof, one may deduce from (150) that the same linear relation holds between the large-$F$ limits of $G_{F,2,\text{vert}}^{(2)}(T)$ and $TG_{F,2}^{(2)}(T)$ as long as one keeps $TF^{-1/4}$ constant. Therefore the expected number $\langle V \rangle_{F,T}$ of cubic vertices on a geodesic of length $T$ scales linearly with $T$ with ratio $1 + 1/\sqrt{3}$, i.e.

$$\lim_{F,T \to \infty} \frac{\langle V \rangle_{F,T}}{TF^{-1/4}} = 1 + \frac{1}{\sqrt{3}}.$$  

(154)

Of course, this formula should also hold for the situation where the marked vertices are cubic. It then follows from (100) that the expected graph distance $\langle d_m(v_1,v_2) \rangle_{F,T}$ is bounded from above by $(1 + 1/\sqrt{3})T$ as $F \to \infty$. On the other hand, by the central limit theorem, conditioned on $d_m(v_1,v_2)$ almost surely $T \leq d_m(v_1,v_2)$ as $F \to \infty$. Therefore, $\langle d_m(v_1,v_2) \rangle_{F,T}$ is asymptotically bounded from below by $T$. We conclude that

$$\lim_{F,T \to \infty} \frac{\langle d_m(v_1,v_2) \rangle_{F,T}}{T} \geq 1 \quad \text{and} \quad \limsup_{F,T \to \infty} \frac{\langle d_m(v_1,v_2) \rangle_{F,T}}{T} \leq 1 + \frac{1}{\sqrt{3}}.$$  

(155)

Notice that (149) does not only tell us about the expect total number of vertices on the geodesic, it also implies that the expected density of vertices is equal to $1 + 1/\sqrt{3}$ as $F \to \infty$.\[\]
independently of the position $S$ along the geodesic. It is quite plausible that the densities at different distances are independent enough to make the average density of vertices along the geodesic almost surely equal to $1 + 1/\sqrt{3}$. If that is indeed the case, one may conclude that in the limit $F \to \infty$ the ratio of the graph distance and geodesic distance between a random pair of vertices is almost surely between $1$ and $1 + 1/\sqrt{3}$.

This suspicion can be easily checked numerically using a Monte Carlo simulation, as can be seen in Figure 7 for a random weighted cubic map with $F = 32000$ faces. In fact, the numerics suggest that the graph distance is precisely in the middle of the two bounds, i.e. that ratio is $1 + 1/(2\sqrt{3})$, with high probability. Without going into details let us mention that the ratio $1 + 1/(2\sqrt{3})$ can in fact be obtained heuristically by comparing the continuum limit of the differential equation (122) to the analogous equation (19) in [18], related to a transfer matrix for the graph distance on cubic maps.

In addition to the graph distance $d_m$ and geodesic distance (or first-passage time) $T$ on the cubic map, there exist another natural distance $d_m^*$, which is the graph distance on the triangulation dual to the cubic map. Based on a comparison of the continuum two-point function (145) to that of large random triangulations, which can e.g. be deduced from [19], Theorem 1.1, we expect the ratio of the geodesic distance $T$ to the triangulation-distance to be given by $2\sqrt{3}$.

It would be interesting to see whether there is any universality to the simple ratios between the various distances. In a forthcoming paper we will study these relations in the more general setting of Boltzmann planar maps, where vertices of arbitrary degree are allowed.
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**Appendix A. Coincidence limit calculation**

In this appendix we will show the non-trivial fact that $\partial_S \partial_U \tilde{G}^{(1)}_{g,3}(S,T,U) |_{S=U=0} = \tilde{G}^{(1)}_{g,3}(0, T, 0)$. The odd part is easy since the derivatives $\partial^2_S \partial^2_U$ need to act on the factor $\sinh^2 \Sigma T \sinh^2 \Sigma U$ in order to make the result nonzero. Hence

$$\partial_T \partial^2_S \partial_U^2 \tilde{F}^{\text{odd}}_g(S,T,U)|_{S=U=0} = 4\partial_T \left[ (\alpha^2 - \Sigma^2)^2 \sinh^2 \Sigma T \frac{C^2_g(T)}{C^4_g(T)} \right]$$

$$= 4\partial_T \left[ \left(C'_g(T) - \alpha C_g(T)\right)^2 \frac{(C'_g(T) + \alpha C_g(T))^2}{C^4_g(T)} \right]$$

$$= 4\partial_T \left[ \left(\frac{C'_g(T)}{C_g(T)}\right)^2 - \alpha^2 \right]^2,$$
where in the second equality we used that \( \hat{C}_g(T) = C'_g(T) + \alpha C_g(T) \). The even part requires more work:

\[
\partial_T \partial_S^2 \partial_U^2 F_g^{\text{even}}(S, T, U)|_{S=U=0} \\partial_T \partial_S^2 \left[ \partial_U \frac{C^2_g(S + T + U)}{C_g(S + T)} + 2 \left( \partial_U \frac{C'_g(S + T) + 2 \left( \partial_U \frac{C^2_g(T)}{C'_g(S + U)} \right) \partial_U \frac{C^2_g(S)}{C'_g(S + U)} \right) \right]_{S=U=0} \tag{159}
\]

\[
= \partial_T \partial_S^2 \left[ \frac{\partial_U^2 C^2_g(T + S)}{C_g^2(T + S)} + 8 \frac{C'_g(T) C'_g(S)}{C_g(T) C_g(S)} + 8 \frac{C'_g(S + T)}{C_g(S + T)} \left( \frac{C'_g(0)}{C_g(0)} - \frac{C'_g(T)}{C_g(T)} - \frac{C'_g(S)}{C_g(S)} \right) \right] \tag{160}
\]

\[
= 4 \partial_T \left[ \frac{\partial_U^2 C^2_g(T)}{C'_g(T)} - 8 \left( \frac{\partial_U C'_g(T)}{C_g(T)} \right) \frac{C'_g(T)}{C_g(T)} - 16 \left( \partial_T \frac{C'_g(T)}{C_g(T)} \partial_S \frac{C'_g(S)}{C_g(S)} \right) \right]_{S=0} \tag{161}
\]

\[
= 4 \partial_T \left[ - \left( \frac{C'_g(T)}{C_g(T)} \right)^2 + 4 \frac{C'_g(T)}{C_g(T)} \right] \tag{162}
\]

where we used \( C''_g(T) = \Sigma^2 C'_g(T) \) and \( \partial_S C'_g(S)/C_g(S)|_{S=0} = \Sigma^2 - \alpha^2 \). Combining (158) and (162) and using that \( 2 \Sigma^2 = 3 \alpha^2 - 1/4 \) we obtain

\[
\partial_T \partial_S^2 \partial_U^2 F_g(S, T, U)|_{S=U=0} = 4 \partial_T \left[ \frac{\Sigma^2 - 6 \alpha^2}{C'_g(T)} \right]^2 = 2 \partial_T \log C_g(T). \tag{163}
\]
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