PERIODIC SOLUTIONS AND STABILITY OF LINEAR EVOLUTION EQUATIONS WITH NONINSTANTANEOUS IMPULSES
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Abstract. This paper concerns existence and stability of solutions to periodic linear evolution equations with noninstantaneous impulses via the theory of operator semigroup. A series of fundamental results including compactness, semigroup property, exponential estimate and periodicity are established for a new introduced impulsive evolution operator. Moreover, triple sufficient conditions are given to guarantee this impulsive evolution operator is exponentially stable. In addition, a relationship between existence of periodic solutions and fixed point of impulsive evolution operator is determined, and the alternative results on periodic solutions and their asymptotical stability are obtained by using the well known Fredholm alternative theorem. Finally, an example of periodic impulsive parabolic linear partial differential equation is given for illustration of the theoretically results.
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1. INTRODUCTION

Differential equations with instantaneous impulses [5, 6, 12] have been widely used to characterize the mathematical modeling in the real world life that undergo rapid changes in their state. The duration of these rapid changes is relatively short compared to the overall duration of the whole process. However, there exists another impulsive action in many real world processes, i.e., the evolution process involving abrupt state changes as well as keeping active on a finite time interval.
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Differential equations with non-instantaneous impulses can be used to describe the dynamic of periodic evolution processes in hemodynamic equilibrium of a person. This new class impulsive equation was introduced in [7], which is an extension of standard impulsive differential equations. Owing to the widely application of this new type impulsive equations, there are some generalized, improved, and extended work on this fields, one can see [1–4, 8, 10, 13–17] and the reference therein. In fact, Wang and Fečkan [14, p.917] mentioned that the algebraic equation \( x = g(t,x) \) in [7] has the only solution depending on \( t \), if \( g \) satisfied a contraction condition. To overcome this shortcoming, a general class of impulsive evolution equations [14, (1.6)] was established. These systems can be related to differential algebraic equations [11].

In this paper, we consider the following periodic linear non-instantaneous impulsive evolution equations

\[
\begin{align*}
    u'(t) &= Au(t), \quad t \in [s_i, t_{i+1}], \ i \in \mathbb{N}_0 := \{0, 1, 2, \cdots\}, \\
    u(t^-_i) &= (E + B_i)u(t^+_i) + c_i, \ i \in \mathbb{N} := \{1, 2, \cdots\}, \\
    u(t) &= (E + B_i)u(t^-_i) + c_i, \quad t \in (t_i, s_i], \ i \in \mathbb{N}, \\
    u(s_i^-) &= u(s_i^+), \quad i \in \mathbb{N},
\end{align*}
\]

(1.1)

where \( A : D(A) \subseteq X \to X \) is the generator of a \( C_0 \)-semigroup \( \{T(t) : t \geq 0\} \) on a Banach space \( X \) with a norm \( \| \cdot \| \), \( B_i : X \to X, i \in \mathbb{N} \) are bounded linear operators with \( B_{i+p} = B_i \) and \( c_i \in X \) with \( c_{i+p} = c_i \), the \( \omega \)-periodic time sequences \( \{t_i\}_{i \in \mathbb{N}_0} \) and \( \{s_i\}_{i \in \mathbb{N}_0} \) satisfying \( t_i < s_i < t_{i+1} \), \( i \in \mathbb{N} \) with \( t_{i+p} = t_i + \omega \) and \( s_{i+p} = s_i + \omega \) where \( p \in \mathbb{N} \) denotes the number of impulsive points and connection points of a periodic interval \([0, \omega]\) and set \( s_0 = 0 \), so \( s_p = \omega \). Moreover, \( E \) denotes the standard identity operator. We remark that the second equation in (1.1) follows from the third one, but we write it for emphasizing impulses.

Denote \( r(t,0) \) by the number of impulsive points existing in \((0,t)\) and \( z_+ = \max\{0, z\} \) for \( z \in \mathbb{R} \). Throughout this paper, we suppose that \( T(t)B_k = B_kT(t) \) for \( t > 0 \).

Consider \( U_T(\cdot, \cdot) : [0, \infty) \times [0, \infty) \to X \) given by

\[
U_T(t,s) = T \left( (t - s_{r(t,0)})^- - (s - s_{r(s,0)})^- + \sum_{k=r(s,0)}^{r(t,0)-1} (t_{k+1} - s_k) \right) \prod_{k=r(s,0)}^{r(t,0)-1} (E + B_k),
\]

(1.2)

where we set \( \prod_{k=r(s,0)}^{r(t,0)-1} (E + B_k) = E \) if \( r(s,0) < r(t,0) \). Obviously,

\[
U_T(t,0) = T \left( (t - s_{r(t,0)})^- - (0 - s_{r(0,0)})^- + \sum_{k=r(0,0)}^{r(t,0)-1} (t_{k+1} - s_k) \right) \prod_{k=r(0,0)}^{r(t,0)-1} (E + B_k)
\]
\[
T \left( \sum_{k=0}^{r(t,0)-1} (t_{k+1} - s_k) \prod_{k=0}^{r(t,0)} (E + B_k) \right)
\]
and
\[
UT(\omega, 0) = T \left( \sum_{k=0}^{r(\omega,0)-1} (t_{k+1} - s_k) \prod_{k=0}^{r(\omega,0)} (E + B_k) \right)
\]
\[
= T \left( \sum_{k=0}^{p-1} (t_{k+1} - s_k) \prod_{k=0}^{p} (E + B_k) \right)
\]
Introducing
\[
PC_\omega([0, +\infty), X) = \{ u \in PC([0, \infty), X) : u(t) = u(t + \omega), t \geq 0 \},
\]
where
\[
PC([0, \infty), X) = \{ u : [0, \infty) \to X : u|_{J_i} \in C(J_i, X), J_i = (t_i, t_{i+1}], i \in \mathbb{N}_0, u(t_i^+) \text{ and } u(t_i^-) \text{ exist for each } i \in \mathbb{N}_0 \},
\]
where \(u|_{J_i}\) denotes the domain of \(u\) restricted to the subinterval \(J_i \subset [0, \infty)\).

The following result is clear.

**Theorem 1.** The mild solution \(u(\cdot, u_0) \in PC([0, \infty), X)\) of (1.1) with the initial condition \(u(0) = u_0\) has the form
\[
u(t, u_0) = UT(t, 0)u_0 + \sum_{k=1}^{r(t,0)} UT(t, s_k)c_k, \quad \forall t \geq 0.
\]

**Definition 1.** We say the mild solution \(u(\cdot, u_0) \in PC([0, \infty), X)\) of (1.1) is \(\omega\)-periodic if \(u(t, u_0) = u(t + \omega, u_0), t \geq 0\).

**Definition 2.** We say the mild solution \(u(\cdot, u_0) \in PC_\omega([0, +\infty), X)\) of (1.1) is locally asymptotically stable if there exists a \(\delta > 0\) such that for any \(y_0 \in X\) with \(\|u_0 - y_0\| < \delta\) such that
\[
\lim_{t \to \infty} \|u(t, u_0) - u(t, y_0)\| = 0.
\]
If \(\delta\) can be arbitrary then \(u(\cdot, u_0) \in PC_\omega([0, +\infty), X)\) is globally asymptotically stable.
Clearly, local asymptotic stability for $\omega$-periodic mild solution of (1.1) coincides with global asymptotic stability.

This paper is organized as follows. Section 2 presents the fundamental properties for the new introduced impulsive evolution operator $U_T(\cdot, \cdot)$. The compactness, semigroup property, exponential estimate and periodicity of $U_T(\cdot, \cdot)$ as well as exponential stability are obtained for general impulses. Section 3 establishes a relationship between periodic mild solutions of (1.1) and fixed point of $U_T(\cdot, \cdot)$ and presents alternative results on periodic solutions of (1.1) and their asymptotical stability. An example is given for illustration of the theoretically results in final section.

2. BASIC PROPERTIES FOR $U_T(\cdot, \cdot)$

In this section, we study basic properties including compactness, periodicity and exponential stability for (1.2).

We impose the following assumptions:

(H0) Let $A$ be the infinitesimal generator of a $C_0$-semigroup $\{T(t) : t \geq 0\}$ in $X$.

(H0) $\{T(t) : t \geq 0\}$ is compact.

(H1) For each $i \in \mathbb{N}$, $t_{i+1} = t_i + \omega$ and $s_{i+1} = s_i + \omega$.

(H2) For each $i \in \mathbb{N}$, $B_i : X \to X$ are bounded linear operators with $B_{i+1} = B_i$ and $c_{i+1} = c_i$.

By (H1) and (H2), for each $N \in \mathbb{N}$,

$$t_{i+N} = t_i + N\omega, \quad s_{i+N} = s_i + N\omega, \quad B_{i+N} = B_i, \quad c_{i+N} = c_i.$$ 

Theorem 2. Assumptions (H0), (H0$^+$) hold and suppose $B_i : X \to X$ are bounded linear operators for each $i \in \mathbb{N}$. Then, $U_T(t, s)$ is linear and compact for any $\omega \geq t > s \geq 0$.

Proof. The proof directly follows from (1.2), (H0), (H0$^+$) and that $B_i$ are bounded linear operators. \hfill $\Box$

Theorem 3. The property of semigroup holds for $U_T(\cdot, \cdot)$ in $[0, \omega)$, i.e.,

$$U_T(t, s) = U_T(t, \tau)U_T(\tau, s), \quad 0 \leq s < \tau < t \leq \omega$$

Proof. Note that the form of (1.2) and the semigroup property of $T(t)$, one can derive that

$$U_T(t, \tau)U_T(\tau, s)$$

$$= T \left( (t-s_{r(t,0)})+ - (\tau-s_{r(\tau,0)})+ + \sum_{k=r(\tau,0)}^{r(\tau,0)-1} (t_{k+1} - s_k) \right) \prod_{k=r(\tau,0)}^{r(\tau,0)-1} (\mathbb{E} + B_k)$$

$$\times \prod_{k=r(s,0)}^{r(\tau,0)} (\mathbb{E} + B_k) T \left( (\tau-s_{r(\tau,0)})+ - (s-s_{r(s,0)})+ + \sum_{k=r(s,0)}^{r(\tau,0)-1} (t_{k+1} - s_k) \right)$$

...
The proof is completed. □

**Theorem 4.** Assumptions \((H0), (H1)\) and \((H2)\) hold. Then, \(U_T(\cdot, \cdot)\) is \(\omega\)-periodic, i.e.,
\[
U_T(t + N\omega, s + N\omega) = U_T(t, s), \quad N \in \mathbb{N}.
\]

**Proof.** Note that the form of \((1.2)\) and the facts \(r(v + N\omega, 0) = r(v, 0) + Np\), one can derive that
\[
U_T(t + N\omega, s + N\omega) = T \left( (t + N\omega - s_{r(t + N\omega, 0)}^+) - (s + N\omega - s_{r(s + N\omega, 0)}^+) \right.
\]
\[
+ \sum_{k=r(s+N\omega,0)}^{r(t+N\omega,0)-1} \left( t_{k+Np+1} - s_{k+Np}^+ \right) \prod_{k=r(s+N\omega,0)}^{r(t+N\omega,0)} (E + B_{k+Np})
\]
\[
= T \left( (t + N\omega - (s_{r(t,0) + N\omega})^+) - (s + N\omega - (s_{r(s,0) + N\omega})^+) \right.
\]
\[
+ \sum_{k=r(s,0)+Np}^{r(t,0)+Np-1} \left( t_{k+Np+1} - s_{k+Np}^+ \right) \prod_{k=r(s,0)+Np}^{r(t,0)+Np} (E + B_{k+Np}) = U_T(t, s).
\]
The proof is completed. □

**Theorem 5.** Assumptions \((H0), (H1)\) and \((H2)\) hold. Then, we have
\[
U_T(t + N\omega, 0) = U_T(t, 0)[U_T(\omega, 0)]^N, \quad N \in \mathbb{N}.
\]

**Proof.** We give two proofs as follows:

**Method 1.** Note that the form of \((1.2)\) and the facts \(r(v + N\omega, 0) = r(v, 0) + Np\), one can derive that
\[
U_T(t, 0)[U_T(\omega, 0)]^N = T \left( (t - s_{r(t,0)})^+ + \sum_{k=0}^{r(t,0)-1} (t_{k+1} - s_k) \right) \prod_{k=0}^{r(t,0)} (E + B_k)
\]
\[
\times \left[ T \left( (\omega - s_p)^+ + \sum_{k=0}^{r(\omega,0)-1} (t_{k+1} - s_k) \right) \prod_{k=0}^{p} (E + B_k) \right]^N
\]
\[
= T \left( (t + N\omega - (s_{r(t,0) + N\omega})^+) + \sum_{k=0}^{r(t,0)+Np-1} (t_{k+Np+1} - s_{k+Np}^+) \right)
\]
\[
\times \prod_{k=0}^{r(t,0)+Np} (E + B_{k+Np}) = U_T(t + N\omega, 0).
\]
Method 2. By Theorem 3 and Theorem 4,
\[
U_T(t + N\omega, 0) = U_T(t + N\omega, N\omega)U_T(N\omega, 0) \\
= U_T(t, 0)U_T(N\omega, (N-1)\omega)U_T((N-1)\omega, 0) \\
= U_T(t, 0)U_T(\omega, 0)U_T((N-1)\omega, 0) \\
\vdots \\
= U_T(t, 0)[U_T(\omega, 0)]^N, \; N \in \mathbb{N}.
\]
The proof is completed. \(\Box\)

By \((\text{H}0)\), \(\exists \; \nu \in \mathbb{R} \) and \(L \geq 1\) such that
\[
\|T(t)\| \leq Le^{\nu t}, \; \forall \; t \geq 0.
\]

**Theorem 6.** For any \(0 \leq s < t\),
\[
\|U_T(t, s)\| \\
\leq L \exp\left\{ \nu \left( (t - sr(t, 0))_+ - (s - sr(s, 0))_+ + \sum_{k=r(s, 0)}^{r(t, 0)-1} (t_{k+1} - s_k) \right) \right\} \\
\times \exp\left\{ \sum_{k=r(s, 0)}^{r(t, 0)} \ln \|E + B_k\| \right\}.  \tag{2.1}
\]

**Proof.** Taking the norm for (1.2), one can obtain the desired result after some simple calculation. \(\Box\)

In the sequel, for general impulses, we suppose
\[
\rho = \sup_{k \geq 1} \|E + B_k\| < \infty, \; \mu_1 = \inf_{k \geq 1} (t_{k+1} - s_k) > 0, \; \mu_2 = \sup_{k \geq 1} (t_{k+1} - s_k) < \infty
\]
and set
\[
\mu = \begin{cases} 
\mu_1, \; \nu < 0, \\
\mu_2, \; \nu \geq 0.
\end{cases}  \tag{2.2}
\]

By (2.1), one can derive the following result.

**Theorem 7.** Assumptions \((\text{H}0)\) and \((\text{H}1)\) hold. Then it holds
\[
\|U_T(t, s)\| \leq L \rho \exp \{r(t, s)(\nu \mu + \ln \rho)\}.  \tag{2.3}
\]

**Proof.** The proof is straightway, so we omit it here. \(\Box\)

\((\text{H}3)\) Suppose that
\[
\lim_{t \to \infty} \frac{r(t, s)}{t - s} = \sigma < \infty.
\]
Theorem 8. Assumptions \((H0), (H1)\) and \((H3)\) hold. Then, \(U_T(t, s)\) is exponentially stable provided that \(v\mu + \ln \rho < 0\).

Proof. By \((H3)\), for any \(1 < \epsilon > 0\) there exits a \(t_\epsilon > 0\) such that
\[
\left| \frac{r(t, s)}{t-s} - \sigma \right| < \sigma \epsilon, \quad t-s \geq t_\epsilon,
\]
that is,
\[
(1-\epsilon)(t-s) < \frac{r(t, s)}{\sigma} < (1+\epsilon)(t-s), \quad t-s \geq t_\epsilon \quad (2.4)
\]
Linking (2.3) and (2.4), we derive
\[
\|U_T(t, s)\| \leq L \rho \exp \{ \sigma (1-\epsilon)(v\mu + \ln \rho)(t-s) \}
\]
for \(t-s \geq t_\epsilon\). This completes the proof. \(\square\)

\((H4)\) There exists an \(\alpha > 0\) such that
\[
v + \frac{1}{\mu} \ln \rho \leq -\alpha < 0,
\]
where \(\mu = \begin{cases} \mu_1, \alpha + v < 0, \\ \mu_2, \alpha + v \geq 0. \end{cases}\)

Theorem 9. Assumptions \((H0), (H1)\) and \((H4)\) hold. Then, \(U_T(t, s)\) satisfies the following estimate:
\[
\|U_T(t, s)\| \leq L \exp \{ \mu \alpha + v + \mu_1 \alpha_1 \exp \{ -\alpha \mu_1 r(s, t) \} \}. \quad (2.5)
\]
Moreover, \(U_T(t, s)\) is exponentially stable when \((H3)\) holds.

Proof. Obviously,
\[
(t-s_{r(t, 0)})_+ - (s-s_{r(s, 0)})_+ + \sum_{k=r(s, 0)}^{r(t, 0)-1} (t_{k+1}-s_k) \geq (r(t, s) - 1)\mu_1, \quad (2.6)
\]
\[
(t-s_{r(t, 0)})_+ - (s-s_{r(s, 0)})_+ + \sum_{k=r(s, 0)}^{r(t, 0)-1} (t_{k+1}-s_k) \leq (r(t, s) + 1)\mu_2. \quad (2.7)
\]
Linking (2.6) and (2.7), we obtain
\[
\mu_1 (r(t, s) - 1) \leq (t-s_{r(t, 0)})_+ - (s-s_{r(s, 0)})_+ + \sum_{k=r(s, 0)}^{r(t, 0)-1} (t_{k+1}-s_k)
\]
\[
\leq \mu_2 (r(t, s) + 1),
\]
which implies that
\[ \frac{1}{\mu_2} \left( (t - s r_{r(t,0)})_+ - (s - s r_{r(s,0)})_+ + \sum_{k=r(s,0)}^{r(t,0)-1} (t_{k+1} - s_k) \right) - 1 \] (2.8)
\[ \leq r(t, s) \leq \frac{1}{\mu_1} \left( (t - s r_{r(t,0)})_+ - (s - s r_{r(s,0)})_+ + \sum_{k=r(s,0)}^{r(t,0)-1} (t_{k+1} - s_k) \right) + 1. \]

Then
\[ -\mu (\alpha + \nu) r(t,s) \]
\[ \leq -(\alpha + \nu) \left( (t - s r_{r(t,0)})_+ - (s - s r_{r(s,0)})_+ + \sum_{k=r(s,0)}^{r(t,0)-1} (t_{k+1} - s_k) \right) + \mu |\alpha + \nu|. \] (2.9)

Note that (H4) implies that
\[ -\mu (\alpha + \nu) r(t,s) = - \sum_{k=r(s,0)}^{r(t,0)} \mu (\alpha + \nu) \geq \sum_{k=r(s,0)}^{r(t,0)} \ln \rho \geq \sum_{k=r(s,0)}^{r(t,0)} \ln \|E + B_k\|. \] (2.10)

Linking (2.8), (2.9) and (2.10), we obtain
\[ \nu \left( (t - s r_{r(t,0)})_+ - (s - s r_{r(s,0)})_+ + \sum_{k=r(s,0)}^{r(t,0)-1} (t_{k+1} - s_k) \right) + \sum_{k=r(s,0)}^{r(t,0)} \ln \|E + B_k\| \]
\[ \leq -\alpha \left( (t - s r_{r(t,0)})_+ - (s - s r_{r(s,0)})_+ + \sum_{k=r(s,0)}^{r(t,0)-1} (t_{k+1} - s_k) \right) + \mu |\alpha + \nu| \] (2.11)
\[ \leq -\alpha \mu_1 r(t,s) + \mu_1 \alpha + \mu |\alpha + \nu|. \]

Finally, substituting (2.11) to (2.1), one can derive (2.5).

Linking (2.4) and (2.5), one can verify the exponential stability of \(U_T(t,s)\) given
\[ \|U_T(t,s)\| \leq L \exp\{\mu |\alpha + \nu| + \mu_1 \alpha \} \exp \{ -\alpha \sigma (1 - \epsilon) \mu_1 (t-s) \} \]
for \( t - s \geq t_\epsilon \). The proof is completed. \( \square \)

**Theorem 10.** Assume (H0) and (H3) hold. Suppose that there is a \( p \in [1, \infty) \) such that
\[ \int_0^\infty \|T(t)x\|^p dt < \infty, \ \forall x \in X, \] (2.12)
and
\[ \prod_{k=0}^\infty \|E + B_k\| := M_B < \infty. \] (2.13)
Then, $U_T(t,s)$ is exponentially stable.

Proof. By (2.12) and [9, Theorem 4.1], there are constants $M_T \geq 1$ and $\nu > 0$ such that $\|T(t)\| \leq M_T e^{-\nu t}$. Taking the norm for both sides of (1.2) and noticing (2.13), one has

$$
\|U_T(t,s)\| \\
\leq M_T M_B \exp \left\{-\nu \left[ (t-s_{\rho_\omega(0)})_+ - (s-s_{\rho_\omega(0)})_+ + \sum_{k=r(s,0)}^{r(t,0)-1} (t_k + 1 - s_k) \right] \right\} \\
\leq M_T M_B \exp \{\beta_1\} \exp \{-\alpha \sigma (1-\epsilon) \mu_1(t-s)\}
$$

for $t-s \geq t_\epsilon$, which is exponentially stable. \(\square\)

3. Periodic Solutions and Asymptotical Stability

In this section, we give a sufficient and necessary condition to guarantee that (1.1) has an $\omega$-periodic mild solution.

Theorem 11. Assumptions (H0), (H1) and (H2) hold. Then (1.3) is an $\omega$-periodic mild solution of (1.1) if and only if $u_0$ satisfies

$$
(E - U_T(\omega,0))u_0 = \sum_{k=1}^{p} U_T(\omega, s_k) c_k.
$$

(3.1)

Proof: Suppose (1.3) is an $\omega$-periodic mild solution of (1.1), thus, $u(t+\omega, u_0) = u(t, u_0), t \geq 0$ due to Definition 1. Of course, $u_0 = u(\omega, u_0)$, which implies (3.1), since $r(\omega, 0) = p$. Now, suppose $u_0 \in X$ solves (3.1). Then (1.3) implies

$$
u(t, u_0) + \sum_{k=1}^{r(t,0)} U_T(t + \omega, s_k) c_k \\
= U_T(t, 0) u_0 + \sum_{k=1}^{r(t,0)} U_T(t + \omega, s_k + p) c_{k+p} \\
= U_T(t, 0) u_0 + \sum_{k=1}^{r(t,0)} U_T(t + \omega, s_k + \omega) c_k \\
= U_T(t, 0) u_0 + \sum_{k=1}^{r(t,0)} U_T(t, s_k) c_k = u(t, u_0).
$$
where we use Theorems 3, 4 and properties $r(t + \omega, 0) = r(t, 0) + p, s_k + p = s_k + \omega, c_{k+p} = c_k$. The proof is completed. □

Next, we give an alternative result.

**Theorem 12.** Let $(H0), (H0^+), (H1)$ and $(H2)$ be satisfied. Then one of the following facts is fulfilled:

(i) For any $c_i \in X$ with $c_{i+p} = c_i$, (1.1) has the unique $\omega$-periodic mild solution. Then $[E - U_T(\omega, 0)]^{-1}$ exists and it is bounded.

(ii) For any $c_i \in X$ with $c_{i+p} = c_i$, either (1.1) has no $\omega$-periodic mild solution or it has a finite dimensional set of $\omega$-periodic mild solutions. Then $[E - U_T(\omega, 0)]^{-1}$ does not exist.

**Proof.** Under $(H0)$ and $(H0^+)$, one can see $U_T(\omega, 0)$ is linear and compact operator via Theorem 2. The result follows from Theorem 11 by Fredholm Alternative Theorem. □

To end this section, we show that $\omega$-periodic mild solution is asymptotically stable.

**Theorem 13.** Assumptions $(H0), (H1), (H2)$ and $(H4)$ hold. Then for any $c_i \in X$ with $c_{i+p} = c_i$, (1.1) has the unique $\omega$-periodic mild solution which is also asymptotically stable.

**Proof.** Theorem 9 implies that $U_T(t, 0)$ is exponentially stable. This gives that the spectral radius of $U_T(\omega, 0)$ is less than 1. Then Neumann lemma leads that $[E - U_T(\omega, 0)]^{-1}$ exists and it is bounded. Thus Theorem 11 gives the existence and uniqueness result. Next, by Definition 2, it remains to verify that

$$\lim_{t \to \infty} \|u(t, u_0) - u(t, y_0)\| = \lim_{t \to \infty} \|U_T(t, 0)\|\|u_0 - y_0\| = 0,$$

which is satisfied again via Theorem 9. The proof is completed. □

4. **Application to Linear Heat Equations**

In this section, we use an example of periodic impulsive parabolic linear partial differential equation to illustrate the above theoretical results.

Set $X = L^2(0, 1)$ and $s_0 = 0, t_i = (2i - 1)\pi, s_i = 2i\pi, i \in \mathbb{N}, p = 1$ and $\omega = 2\pi$. Obviously, $t_{i+p} = t_i + \omega$ and $s_{i+p} = s_i + \omega$. 
Consider a parabolic type periodic linear heat equations with non-instantaneous impulses:

\[
\begin{align*}
\frac{3}{2} \hat{u}(t, y) &= \kappa^2 \frac{\partial^2 u(t, y)}{\partial y^2}, \\
y \in (0, 1), & t \in [0, \pi] \cup [2i \pi, (2i + 1) \pi], i \in \mathbb{N}, \kappa > 0, \\
u(t, 0) &= u(t, 1) = 0, t > 0, \\
u((2i - 1)\pi^+, y) &= u((2i - 1)\pi^-, y) + b_i u((2i - 1)\pi^-, y) + c_i (y), i \in \mathbb{N}, \\
u(t, y) &= u((2i - 1)\pi^-, y) + b_i u((2i - 1)\pi^-, y) + c_i (y), \\
t \in ((2i - 1)\pi, 2i \pi], i \in \mathbb{N}, \\
u(2i^+, y) &= u(2i^-, y), i \in \mathbb{N},
\end{align*}
\]

(4.1)

for \(b_i \in \mathbb{R} \setminus \{0\}\) and \(c_i \in X\). Define \(Au = \frac{\partial^2 u}{\partial y^2}\) for \(u \in D(A)\) with

\[
D(A) = \left\{ u \in X : \frac{\partial u}{\partial y}, \frac{\partial^2 u}{\partial y^2} \in X, u(0) = u(1) = 0 \right\}.
\]

Then, \(A\) is the infinitesimal generator of a \(C_0\)-semigroup \(\{T(t), t \geq 0\}\) in \(X\).

Let \(u_n(y) = \sqrt{2} \sin(n \pi y), n = 1, 2, \ldots\) be the orthonormal set of eigenfunctions of \(A\). For any \(u \in D(A)\), \(Au = \sum_{n=1}^{\infty} (-\kappa^2 n^2) \langle u, u_n \rangle u_n\). Thus,

\[
T(t)u := \sum_{n=1}^{\infty} \exp\{ -\kappa^2 n^2 t \} \langle u, u_n \rangle u_n,
\]

with \(T(\cdot)\) is dissipative and compact with \(\|T(t)\| \leq e^{-\kappa^2 t}\) for all \(t \geq 0\). Obviously, \(L = 1\) and \(\nu = -\kappa^2\). Let \(B_i = b_i \mathbb{E}\) and \(c_i = c_i(y)\). Then,

\[
T(\cdot)B_i = B_i T(\cdot) = \sum_{n=1}^{\infty} b_i e^{-\kappa^2 n^2} \langle u, u_n \rangle u_n.
\]

In addition, \((H0), (H0^+)\) and \((H1)\) are satisfied. Denoting \(u(\cdot)(y) = u(\cdot, y)\), (4.1) can be abstracted into (1.1). Clearly \((H3)\) holds with \(\sigma = 1\) and \(\rho = \sup_{i \in \mathbb{N}} |1 + b_i|\), \(\mu = \pi\) in (2.2). By (1.2),

\[
U_r(t, s) = \prod_{k=r(s, 0)}^{r(t, 0)} (1 + b_k)
\]

(4.2)

\[
\times \sum_{n=1}^{\infty} \exp\{ -\kappa^2 n^2 \left( (t - s_{r(t, 0)})_+ - (s - s_{r(s, 0)})_+ + (r(t, 0) - r(s, 0))\pi \right) \},
\]

is exponentially stable provided that

\[
0 > \nu \mu + \ln \rho \iff \sup_{i \in \mathbb{N}_0} |1 + b_i| < e^{\pi \kappa^2}
\]

(4.3)
via Theorem 8. Next, (2.13) holds either if
\[ \sum_{i=1}^{\infty} |b_i| < \infty, \text{ for example, } b_i = \frac{1}{i^2} \]
or
\[ \sum_{i=1}^{\infty} \ln|1 + b_i| < \infty, \text{ for example, } b_i = \pm e^{\frac{1}{i^2}} - 1. \]
Then by Theorem 10, (4.2) is exponentially stable.

Now we consider the simplest periodic case, so \( b_i = b \) and \( c_i = c \) for any \( i \in \mathbb{N} \).
Then obviously,
\[
U_T(\omega, 0)u = (1 + b) \sum_{n=1}^{\infty} e^{-\kappa^2 n^2 \pi} \langle u, u_n \rangle u_n
\]
and
\[
u(\omega, u_0) = (1 + b) \sum_{n=1}^{\infty} e^{-\kappa^2 n^2 \pi} \langle u_0, u_n \rangle u_n + c(y).
\]
So (3.1) becomes
\[
(1 - (1 + b)e^{-\kappa^2 n^2 \pi}) \tilde{u}_n = \tilde{c}_n, \quad n \in \mathbb{N},
\]
where \( u_0 = \sum_{n=1}^{\infty} \tilde{u}_n u_n \) and \( c = \sum_{n=1}^{\infty} \tilde{c}_n u_n \). From (4.4), we deduce: If
\[
e^{\kappa^2 n^2 \pi} \neq 1 + b, \quad \forall n \in \mathbb{N},
\]
then the alternative (i) of Theorem 12 holds for (4.1): There is a unique 2\( \pi \)-periodic mild solution of (4.1) given by
\[
u(t, u_0) = \begin{cases} 
\sum_{n=1}^{\infty} \frac{e^{-\kappa^2 n^2 \pi} \tilde{c}_n}{1 - (1 + b)e^{-\kappa^2 n^2 \pi}} u_n & t \in [0, \pi] \\
\sum_{n=1}^{\infty} \left( \frac{(1 + b)e^{-\kappa^2 n^2 \pi} + 1}{1 - (1 + b)e^{-\kappa^2 n^2 \pi}} \right) \tilde{c}_n u_n & t \in (\pi, 2\pi].
\end{cases}
\]
If
\[
e^{\kappa^2 \tilde{n}^2 \pi} = 1 + b
\]
for some \( \tilde{n} \in \mathbb{N} \), then the alternative (ii) of Theorem 12 holds for (4.1): If \( \tilde{c}_{\tilde{n}} \neq 0 \) then there is no 2\( \pi \)-periodic mild solution of (4.1), but if \( \tilde{c}_{\tilde{n}} = 0 \) then there is a 1-dimensional space \([u_{\tilde{n}}] \) of 2\( \pi \)-periodic mild solutions of (4.1).

Next, (4.3) becomes
\[
|1 + b| < e^{\pi \kappa^2},
\]
which implies (4.5). For example, we choose \( b = 0.05 \) satisfying \( |1 + 0.05| < e^{0.02\pi} \approx 1.0648 \).

Hence then there is a unique 2\( \pi \)-periodic mild solution of (4.1), which is in addition asymptotically stable (see Figures 1-3).
Figure 1. The periodic solution of (4.1) with \( \kappa^2 = 0.02 \), \( u_0(y) = y(1-y), \ y \in [0,1], \ b_i = 0.05 \).

Figure 2. The periodic solution of (4.1) with \( \kappa^2 = 0.02 \), \( u_0(y) = 1.01y(1-y), \ y \in [0,1], \ b_i = 0.05 \).

Note that for \( b_i = b \), (4.4) gives

\[
c_i(y) = c(y) = \sum_{n=1}^{\infty} (1 - (1+b)e^{-\kappa^2 n^2 \pi^2}) \hat{u}_n u_n(y)
\]

knowing \( u_0(y) \). For instance, if \( u_0(y) = y(1-y) \), then using the Fourier series of the function \( y(1-y) \) with respect to the orthogonal basis \( \sin \pi ny \), we have

\[
u_0(y) = \frac{8}{\pi^3} \sum_{n=1}^{\infty} \frac{\sin((2n+1)\pi y)}{(2n+1)^3} = \sum_{n=1}^{\infty} \frac{4\sqrt{2}}{(2n+1)^3 \pi^3} u_{2n+1}(y),
\]

so

\[ˁ_{2n+1} = \frac{4\sqrt{2}}{(2n+1)^3 \pi^3}, \quad \u02c1_{2n} = 0,
\]
and

\[
  c(y) = \sum_{n=1}^{\infty} \frac{4\sqrt{2}(1 - (1 + b)e^{-y^2\pi^2})}{(2n + 1)^{3/2}\pi^3} u_{2n+1}(y)
  = \frac{8}{\pi^3} \sum_{n=1}^{\infty} \frac{(1 - (1 + b)e^{-y^2\pi^2})\sin(2n + 1)\pi y}{(2n + 1)^3}.
\]

For numerical computation, it is useful to use also another formula

\[
  c = u_0 -(1+b)u(\pi,u_0).
\]
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