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We have calibrated on-site WD-XRF (wavelength-dispersive X-ray fluorescence) measurements of GeSbTe:N (GST-N) stoichiometry with off-site accurate ion beam analysis (IBA). N is determined by elastic backscattering spectrometry (EBS) using the resonance at 3.7 MeV in the $^{14}\text{N}(\alpha,\alpha)^{14}\text{N}$ reaction. Ge and Sb + Te are determined by Rutherford backscattering spectrometry (RBS) separately but self-consistently with the resonant EBS: the Sb/Te ratio can be determined by RBS but not with useful precision. The XRF instrumental function is determined using pure metal standards and the spectra are quantified using fundamental parameters code. We find that, as expected, for both Ge and (Sb + Te) the heavy elements are determined accurately by XRF (within the uncertainties), but for N the standardless XRF has non-linear errors around 10%. Using the absolute N content determined by IBA a calibration curve is obtained allowing N determination by WD-XRF at a precision of about 1% and an absolute accuracy (traceable through IBA) of about 4% for GST films with N content between 4–20 at%. The IBA measurement precision of the N content of the GST-N XRF calibration samples is 0.4 at% (that is, a relative precision ranging from 10% to 2% for N contents between 4–20 at%).

1. Introduction

GeSbTe (GST) is an interesting material that is already being used in non-volatile memory devices:1,2 nitrogen “doping” is used to increase both device reliability3 and performance,4 enabling significant applications in the automotive sector5,6 with an enhanced stability up to 240 °C.7 We report here on metrology issues impacting the robustness of the process, including both technology transfer between multiple fabrication sites and the establishment of reliable calibration protocols.

WD-XRF‡ (wavelength-dispersive X-ray fluorescence) can be used to obtain precise on-site indications of the sample stoichiometry of this quaternary material (GeSbTe:N; GST-N), including both heavy elements and the nitrogen. On-site WD-XRF is therefore a powerful method for non-destructive process control. Standard calibration methods yield good reproducibility between measurement sites for the indicated content of the heavy elements, also the absolute values obtained by XRF for the heavy elements have some independent verification; however, although the sensitivity for and the repeatability of the indicated N content is good, the reproducibility is not good enough.

XRF is complex for low-Z elements, not only because it is low probability (with low net intensities) compared to non-radiative (Auger) transitions, but also because of the complex XRF background in the soft X-ray region and the greatly enhanced (and relatively uncharacterised) higher order fluorescence effects.9 The external standards required for quantitative analysis are not easily available for N nor are they straightforward to characterise. The Fundamental Parameters (FP) method used to reduce the on-site XRF data does not yet usually have direct metrological traceability, although reference-free (off-site) measurements are now increasingly feasible,9 and significant progress is being made in establishing robust uncertainty budgets for this sort of metrology." Therefore, Independent Ion Beam Analysis (IBA) methods have been used to certify nitrogen standards for these GST films. IBA is a toolbox of off-site complementary methods including elastic backscattering (EBS: Rutherford backscattering, RBS, is a special case of EBS), nuclear reaction analysis (NRA) and particle-induced X-ray emission (PIXE, another IBA technique entirely comparable to XRF except for the atomic excitation mechanism): IBA is commensurate with, but independent of, XRF; in particular, IBA is naturally a depth profiling technique11 whereas XRF has little or no direct depth sensitivity except in grazing incidence (GIXRF), especially with X-ray...
reflectometry (XRR) methods.\textsuperscript{22} We should comment that few analytical methods are capable of traceable accuracy in this sort of application where depth sensitivity is essential: the Tutorial Review cited (ref. 11) directly compares IBA with various other methods, and a recent Critical Review\textsuperscript{13} compares LIBS (laser-induced breakdown spectroscopy) with XRF. But LIBS, like LA-ICP-MS (laser ablation inductively-coupled plasma mass spectrometry, discussed in ref. 11) is not naturally a depth profiling method.

When multiple IBA techniques are used together synergistically the name used is Total-IBA,\textsuperscript{14} and the accuracy of the synergistic analysis will in principle inherit that of the most accurate technique used. In practise, such an inheritance has only recently been explicitly demonstrated in a specific case\textsuperscript{15} and properly constructed general uncertainty budgets have not yet been presented for any IBA technique other than for RBS.

RBS is an analytical method\textsuperscript{16} with full metrological traceability\textsuperscript{17} capable of very high absolute accuracy: other IBA data – EBS, NRA, PDXE – are commonly also collected, either simultaneously or sequentially with appropriate analytical conditions. RBS is always an approximation, assuming that the scattering cross-section can be idealised by considering the (analytically simple) potential scattering of point charges in a Coulomb field.

But EBS uses measured\textsuperscript{18,19} scattering cross-sections which can be calculated only by using a nuclear model that considers both the (quantum mechanical) potential scattering and also scattering due to resonances with the nuclear structure. This latter is directly comparable to the characteristic lines of atomic spectroscopy, although the nucleus is much more tightly bound than the atom and the calculations are correspondingly more difficult. With an appropriate nuclear model, sets of different cross-section (and other) measurements can be “evaluated”,\textsuperscript{20} that is, critically cross-compared and harmonised, allowing nuclear model parameters to be chosen that fit all datasets within their uncertainties. The resulting nuclear model estimates the scattering cross-section function more reliably than any one measurement, and also provides a theoretical basis for extrapolating where measured data are sparse (or missing). For example, recent work\textsuperscript{21} has evaluated EBS cross-sections for up to 10 MeV alphas scattering off nuclei from Ni to Zr, with (sparse) data shown for only half these nuclei.

Real scattering cross-sections may be different by orders of magnitude from what the RBS idealisation would lead one to expect: for the present GST-N samples we choose a resonance at 3.7 MeV that enhances \(^4\)He elastic scattering from \(^{14}\)N by almost an order of magnitude relative to Rutherford (where evaluated cross-sections are available: Gurbich et al. 2011 \textsuperscript{22}). The enhancement gives a sensitivity to N not available from RBS, and the evaluation gives a traceable accuracy.

We should note that IBA and XRF are metrologically commensurate since charged particle energy loss in material and also X-ray excitation and absorption cross-sections are both measured per atom in units of areal atomic density referred to here as “thin film units” (TFU with units of atoms/cm\(^2\)) simply because thin film thicknesses are easily measured without ambiguity by determining the weight of a given film area. Linear units (nm) are natural to pathlength-sensitive methods (ellipsometry and other optical methods based on interference such as X-ray reflectometry, XRR). TFU and linear units of thickness are metrologically incommensurate, but are of course correlated through the material density (which is prima facie strictly unknown since thin film densities may differ significantly from bulk material densities).

The problem is, how much N is there in particular samples? Of course, no pure material standards are available to determine instrumental sensitivity factors for N, so it is necessary to devise an ad hoc calibration curve to obtain nominal values. This allows repeatability for each site, but reproducibility between sites is not obtained because different sites use different calibration strategies which can be harmonised only with accurate reference materials for the N content of GST-N samples. However, it is precisely the lack of accurate reference materials that precludes well-found scientific and technological conclusions about the process itself: this is a fundamental block on understanding.

XRF cannot absolutely quantify the N content of GST-N samples since it is not possible to transfer instrumental functions obtained from well-characterised N-containing samples (silicon nitride for example) to these GST samples. There are at least three main aspects of this difficulty.

Firstly, Fig. 2 shows the instrumental problem for extracting N content out of a WD-XRF spectrum from a GST sample: it has a strongly nonlinear background due both to the
instrument setup and the analyzer crystal, and also to the overlap of the Sb and Te M lines. Not only are FP data absent for these lines, they will generate secondary excitation of N-Kz with poorly defined cross sections.

Secondly, Fig. 3 gives historical attenuation data for the elements for which we expect the FP (Fundamental Parameter) calculation to be valid (Te, Sb, Ge). The existing data for N are included for completeness. For higher energies (>1 keV) there is detailed agreement, but this is clearly not the case for lower energies. Some of the datasets are known to be less reliable so that most of the variation shown in the figure represents historical improvements in accuracy and not present uncertainty about best values. Even so, FP calculations at low energies will clearly build in a significant systematic uncertainty.

Fig. 3 shows data from a number of databases including Henke23 (who was a real pioneer in the field of low energy X-rays although the newer datasets supercede his), Cullen,24 and Elam25 (practically the same as xraylib26 in this case). Ebel27,28 and McMaster29 do not give relevant data below 1 keV.

Thirdly, and perhaps most importantly, there are significant systematic uncertainties in the calculation of secondary, tertiary and higher fluorescence yields. Even if secondary fluorescence can be critical for “relatively thin” layers in certain conditions, the probability of tertiary fluorescence for 100 nm thick layers should be close to strictly zero. However, the issues remaining are: the secondary fluorescence due to unknown (Mz) lines; and the contribution from the (unknown) high energy photoelectrons (and Auger-electrons). These issues have been recognised for a long time30 and have so far proved intractable (see for example Taborda et al., 201631).

The FP calculation to quantify the N signal is equivocal in principle since the soft X-rays are fluoresced by primary, secondary, and various sorts of higher excitations.32 The FP

**Fig. 2** WD-XRF survey spectrum of GST225-N showing the complex background of the N signal 2nd order diffraction peaks for Si-K and Ge-L lines are visible. Inset: shows various spectra in this energy region from various types of sample focussing on the Sb-Mz and Te-Mz contributions and comparing data collected on GST-N samples with Sb and Te thin layers.

**Fig. 3** Systematic attenuation databases for use in FP calculations. References in the text.
codes are reasonably reliable for both the fluorescence from the primary beam, and also the secondary self-fluorescence (generated from the primary K & L target fluorescence). However, the FP codes ignore not only tertiary and other fluorescence channels; but also fluorescence by both primary and secondary (photo- and Auger-) electrons, which are both numerous and of relatively high energy.\textsuperscript{33}

These various possible interactions may individually be low probability, but there are a large number of possibilities and their total probability is significant. Therefore, inferring the N content accurately through an XRF analysis cannot at present rely on FP interpolations from a sample-independent calibration but must instead rest on comparison with sample-matched standards.

The information depth (origin of 50% photons) of the soft X-rays (N K line) in GST material is estimated at ~100–150 nm, where that of the harder X-rays (~5 keV) is estimated as several microns. Thus the self-absorption correction is much more important for the soft X-rays. However, for the tender X-rays from the Sb and Te L lines, and even for the quite soft Ge L X-rays, we will show that the sample-independent calibration yields high accuracy results. In particular, as Unterumsberger et al.\textsuperscript{[10]} have also found, we find here that the FP approach rests on old data whose uncertainty has mostly not (yet) been directly verified at modern standards but yet is remarkably accurate.

Sample-independent FP calibration is aimed at largely correcting any database errors affecting the production yield calculation (ionization and primary fluorescence yield probabilities, together with the tube spectrum correction). It is inaccuracy in the attenuation database (together with secondary issues like inhomogeneity or topography effects) that will most strongly influence remaining inconsistencies highlighted by sample-matched reference measurements.

However, it is clear from Fig. 3 that sample-independent FP calibration has difficulty below 1 keV, even for the heavy elements Ge, Sb, Te. The difference for Sb and Te between the Cullen and the Elam databases is surprising (in this case the Elam and xraylib databases are identical). And for light elements, not only are the databases even more uncertain, but FP methods themselves are not yet sufficiently developed for the accurate analysis of GST-N materials. In this case it is clear that present analysis must be relative to Reference Materials (RMs).

The purpose of the present work is developing a new protocol, based on reference standards certified by IBA, applicable in particular to the analysis of GST-N.

The analyst houses (A, B and C; see Fig. 1) are calibration laboratories who certify RMs for use by industry and Research & Technology organizations needing to calibrate characterization tools such as WD-XRF. They all use various IBA techniques (RBS, EBS, NRA, PIXE), but metrological traceability has only been demonstrated in a specific case for RBS.\textsuperscript{34} One would think that NRA methods would work well for N content, but it turns out that they perform significantly worse than expected. In a comparable case where O was measured in a formal multi-laboratory intercomparison (Seah et al. 2002 (ref. 35)) the NRA measurements had a 9% systematic error for unknown reasons. PIXE is not used to measure N.

Here we directly address this disappointing performance of IBA methods: their supposed high absolute accuracy is belied by Fig. 1. Metrological traceability has proved intricate to establish even for RBS \textsuperscript{[16]} for which Colaux & Jeynes \textsuperscript{[34]} point out how easily large systematic errors (>3% in a nominally 1% analysis) can creep in. Jeynes et al. \textsuperscript{[15]} have shown in a very detailed discussion that even evaluated EBS scattering cross-sections can have uncertainties 10% and more.

In this work we establish a calibration for the XRF determination of the N content of GST-N samples using reference standards certified by IBA. The EBS analysis is calibrated by RBS using a transfer standard which is a self-supporting silicon nitride window nominally 200 nm thick. The uncertainty budget is constructed for these reference standards.

3. Experimental

GST (including GST225, that is the Ge\textsubscript{5}Sb\textsubscript{2}Te\textsubscript{5} which is the reference material for many studies) and GST-N films (including GST225-N, that is, nitrogen-doped GST225) are deposited in Grenoble on 300 mm or 200 mm silicon (001) wafers using magnetron sputtering (Applied Materials Endura300 and Evatec CLN200 multi-target PVD chambers).

![Fig. 4](https://example.com/fig4.png)

**Fig. 4** WD-XRF data from 100 nm GST films on Si substrates. Ge L is measured using a synthetic crystal with 2\(d\) = 3.04 nm. Sb & Te-L are probed using a Lithium fluoride crystal LiF 200; 2\(d\) = 0.4027 nm. The main L-shell lines are shown: Sn-L\(\alpha\) exactly overlaps Te-L\(\alpha\).
A calibration sample set was deposited on 200 mm wafers on the Evatec tool. These were 100 nm thick GeTeN and Ge-rich GST and GST225-N films with various N contents. The films were capped in situ with a 5 nm Ta layer to prevent ageing. An exact duplicate of this sample set was grown in the same run in order to routinely calibrate and monitor WD-XRF GST-N samples.

An evaluation set was deposited on 300 mm wafers using the Applied Materials tool. These were 100 nm uncapped GST225-N films with significant variation in the N content. The WD-XRF analysis of this film was performed just after deposition, and the IBA analysis about 1 month after.

GST and GST-N films are systematically measured after deposition for thickness, electronic density, and roughness using XRR (X-ray reflection, with the Bruker D8 Fabline XRR tool operating a filtered Cu-Kα anode); and using XRF (for deposited mass and composition) with the Rigaku AZX400 wavelength-dispersive instrument (Rh anode with 4 kW maximum power on the anode).

Most of the soft X-rays measured (N-K, Ge-L) are excited by the Rh-Lz lines (2.7 keV), with the tender X-rays (Te-L, Sb-L) by the Rh-K lines (20 keV). The XRF instrumental function is determined in this case using pure metal standards (Ge, Sb, Te, Ta) and the Rigaku FP code. A silicon wafer was added as a standard for the management of the Ge-L background. In most cases sufficient counts are collected to reduce the expanded precision (that is, the uncertainty due largely to counting statistics) to ~1% (coverage factor \( k = 3 \)).

The quantitative analysis is based on acquisition of the XRF intensity at a single angle for each element of interest, with possible addition of background points. In our case, for Ge, Sb and Te, the net intensities were obtained by subtraction of the substrate signal (Si), giving more robust results especially for the non linear background of Ge-L.

A thin (5 nm) Tantalum layer is deposited on 100 nm GST-N films to limit ageing and oxidation effects with duplicates distributed to all collaborators. Capped samples have been demonstrated stable for years. XRF calibrations are based on these Ta-capped reference films, but inline monitoring is done on fresh GST-N materials, either uncapped or capped in situ with SiN or C (not Ta).

Fig. 4 shows survey XRF spectra. Ge is measured using the Lz instead of the Kα line (see Fig. 4): Ge-Kα does not give reliable results for thin layers since the XRF intensity is affected by the contributions of both the Rh satellite peak and also diffraction (with a slight remaining contribution even when filtering the primary beam). Te is also measured from the Lz line, although the angular range must be sufficient to determine the non-zero background. However, the Sb-Lz line is excluded due to its overlap with the Te-LN line, so Sb is measured using the Lβ1 line. Filtering the XRF signal to exclude the substrate signal does not improve the signal/noise ratio.

Fig. 5 shows survey spectra using two different synthetic crystals. The crystal with the lower 2\( \text{d} \) value gives sensitivity to Sb-M and Te-M (and O-K) lines, at the price of less photon counts and less sensitivity to small process changes. The crystal

| Sample | Det1/Det2 | Si | N | TFU | TFU | N/Si |
|--------|-----------|----|----|-----|-----|------|
| SiN₁   | 0.965     | 0.984 | 800.6 | 868.2 | 1.08 |
| SiN₂   | 0.954     | 0.982 | 808.0 | 860.7 | 1.07 |
| SiN₃   | 0.942     | 1.018 | 812.8 | 861.3 | 1.06 |
| Average | 0.954     | 0.995 | 807.2 | 863.4 | 1.07 |
| Standard deviation | 0.011 | 0.020 | 6.1 | 4.1 | 0.013 |
| Standard deviation (%) | 1.2% | 2.0% | 0.8% | 0.5% | 1.2% |

Note: “TFU” = “thin film units” = \( 10^{15} \) atoms/cm². The Det1/Det2 ratios for the Si and N film thickness (in TFU) should be unity. The standard deviations are for the 3 repeated measurements. These are consistent with the counting statistics uncertainties per measurement per detector, which are about 1% for the Si signal and 2% for the N signal. There may be an extra 2% systematic uncertainty (see the deviation from unity of the Det1/Det2 ratio for the Si signal).
with higher $2d$ is more suitable for inline automated operation where the background is managed analytically using a very limited number of points.

The measurement of $N$ is complicated by the overlap with the M line tail of Sb and Te. Fig. 2 shows that for a low resolution WDX survey spectrum this background is non-linear, but it appears that a linear approximation is sufficient in high resolution WDX (see Fig. 5).

The IBA data were measured using a calibration for 1.5 MeV He-RBS certified under the previous Surrey accreditation to ISO 17025 (see ref. 17 and details in ESI†). 3.7 MeV He-EBS was used to obtain the N content of the GST-N samples through the $^{14}$N($\alpha$, $\alpha$)$^{14}$N reaction which is resonant at about 3.7 MeV. Fig. 6 shows the evaluated scattering cross-sections for this reaction at two different scattering angles (see Gurbich et al. 2011 [ref. 22] for more detail). 1.5 MeV RBS contributed little information since it was entirely insensitive to the N and the ratios of the heavy elements (Ge/(Sb + Te)) is readily obtained at the higher beam energy. IBA data were reduced using the code DataFurnace (NDF v.9).17

### Table 2 3.7 MeV He-EBS of SiN$_x$ window$^a$

| Spectrum# | TV, kV | Energy, keV | Real/simulated counts | Real/sim uncertainties |
|-----------|--------|-------------|------------------------|------------------------|
|           |        |             | Det1  | Det2  | Det1  | Det2  | Det1  | Det2  | Det1  | Det2  |
| 1         | 1840   | 3722.0      | 1.012 | 1.061 | 0.976 | 1.141 | 5.3%  | 4.0%  | 6.7%  | 6.9%  |
| 2         | 1835   | 3711.9      | 0.931 | 1.088 | 1.111 | 1.109 | 8.7%  | 6.5%  | 10.3% | 11.2% |
| 3         | 1830   | 3701.9      | 1.035 | 1.094 | 1.043 | 1.148 | 8.9%  | 7.2%  | 10.7% | 11.9% |
| 4         | 1845   | 3732.0      | 1.085 | 1.103 | 0.983 | 1.146 | 9.5%  | 7.4%  | 11.5% | 12.0% |
| 5         | 1850   | 3742.1      | 0.999 | 1.176 | 0.979 | 1.214 | 8.1%  | 6.6%  | 10.2% | 11.0% |
| 6         | 1840   | 3722.0      | 1.005 | 1.131 | 0.905 | 1.263 | 8.2%  | 6.1%  | 9.9%  | 9.8%  |
| 7         | 1838   | 3717.9      | 1.276 | 1.061 | 1.072 | 1.189 | 9.6%  | 7.0%  | 11.1% | 10.9% |
| Weighted average |       |             | 1.042 | 1.099 | 1.006 | 1.173 |        |        |        |        |
| Weighted standard deviation |       |             | 0.095 | 0.038 | 0.063 | 0.049 |        |        |        |        |

$^a$ Ratio of real/simulated counts for SiN$_x$ sample, with uncertainties from counting statistics. Two detectors (##1, 2) are used at scattering angles respectively 172$^\circ$ and 148$^\circ$. The maximum N EBS cross-sections at the 3.7 MeV resonance are respectively 8.6 and 5 times Rutherford for these angles, hence the larger N uncertainty for Det2.

### 4. Results: scattering cross-section for He on N at 3.7 MeV

Table 1 shows results from a set of 1.5 MeV He-RBS measurements on a free-standing 200 nm SiN$_x$ window, to determine the absolute thickness of this material together with $x$, the N/Si ratio. We find $x = 1.07(3)$ where the combined standard uncertainty (given as a last-figure error) includes an extra (average) 2% attributable to the apparent systematic detector bias in the Si signal visible in the first column. The SiN$_x$ film thickness is 1671(50) TFU, or 57.7 $\mu$g/cm$^2$ (168 nm assuming the bulk Si$_3$N$_4$ density of 3.44 g/cm$^3$). Again, we infer a standard uncertainty of 3%.

![Fig. 7](image-url) Apparent SiN$_x$ film thickness at 3.7 MeV, assuming $x = 1.07$. Standard uncertainties are shown.

![Fig. 8](image-url) 3.7 MeV EBS and 1.5 MeV RBS data from a N-rich GST-N sample of thickness 412 TFU (55.4 $\mu$g/cm$^2$). Spectra at two scattering angles are shown: the EBS cross-section for N is much larger for Det1. There is no RBS sensitivity for N. There is very little mass resolution between Sb & Te. Channelling in the Si substrate is fitted ad hoc. There is $\sim$1 at% Ar present in the films.
Table 2 is to directly validate the evaluated EBS cross-sections for N through a calibration sample (the SiN window) characterised with RBS. The beam energy is varied through the EBS resonance (see Fig. 6) to calibrate the accelerator energy using the evaluated cross-section function maximum energy. It shows the comparison of the 3.7 MeV He-EBS data for the SiN window with their simulation measured using the window thickness and composition determined by RBS (Table 1) together with the experimental scattering angles and the evaluated scattering cross-sections (ref. 22). Counting statistics uncertainties are also given in the table.

Fig. 7 shows the measurement of the SiN window thickness at 3.7 MeV. This indicates that the various measurements all give the same thickness, within the uncertainties, even though the scattering cross-section for N varies quite strongly near the resonance; this demonstrates that the beam energy is correctly calibrated against the resonance energy.

Note that the mean thickness of the 7 measurements in Fig. 7 is 1736 ± 63 TFU, where we specify the upper limit of the expanded uncertainty on the mean with coverage factor $k = 2$ [SE95, see eqn (4) of Colaux & Jeynes, 2015 [ref. 34]]. This is consistent with the RBS measurement of film thickness of 1671(50) TFU considering a standard uncertainty of 3%. We conclude that there is no compelling evidence for modifying the evaluated scattering cross-sections for the $^{14}$N($\alpha$,p)$^{17}$N reaction near the 3.7 MeV resonance. We estimate an absolute uncertainty of about 4% on the N areal density obtained by EBS at this resonance.

5. Results: GST-N composition measurements by XRF and IBA

Fig. 8 shows IBA data for a N-rich GST-N sample using 1.5 & 3.7 MeV $^4$He beams. In fact the low energy data is not informative since crucially there is no sensitivity to N. In these spectra all the signals are Rutherford except the 3.7 MeV data for N. Even the Si cross-section is 99% Rutherford at 3.7 MeV but in this analysis this substrate signal is anyway only a background signal fitted ad hoc. The Coulomb barrier to nuclear reactions increases with Z so that scattering from the higher Z elements is certainly indistinguishable from Rutherford at this beam energy. Evaluation of the scattering cross-section for Ge shows that it will become distinguishable from Rutherford only for alpha energies above 7 MeV [ref. 21].

For 3.7 MeV RBS there is some mass discrimination between Sb and Te, but for films of this thickness the uncertainty of the Sb/Te ratio is >30%. We therefore do not attempt to derive this ratio from the IBA data since it is determined by the WD-XRF data with great precision (and also, as we will show, great accuracy).

6. Results: process implications

Fig. 9 shows the result of first calibrating the WD-XRF for N using the three RMs (Ta-capped GST-N) certified by IBA, and then using the calibrated WD-XRF to measure the six uncapped GST-N samples. XRF is plotted against the (independent) IBA results. A perfect result would have a zero offset and unity slope, and the unconstrained result shows that both are consistent with the data within the uncertainties. However, if the slope is constrained to be unity, the offset is 0.2 at% (recall that the IBA precision is 0.4 at%). This offset is completely explained by incomplete background suppression for both XRF and IBA.

Fig. 10 shows the result of the loading with N of GST very close to the standard composition (Ge$_2$Sb$_2$Te$_5$). The GST stoichiometry is not disturbed by the presence of N. This sort of conclusion is important to understanding the process, and cannot be obtained without a correct calibration of the XRF.

7. Discussion

Analysis overview

The questions this analysis addresses can be listed, together with their answers:

1. Can the sample-independent XRF calibration be validated for Ge, Sb, Te? Yes they can. We show explicitly that the
backscattering signals from these elements are Rutherford for 3.7 MeV alphas, and that therefore the Ge and Sb + Te contents of the films can be determined absolutely by RBS using standard methods. FP methods give the same numbers (within uncertainties) from the XRF data.

2. Could sample-independent XRF calibration be validated for N? No it could not. The IBA shows that a non-linear calibration curve is required to interpret XRF data for N, and consideration of the physics shows that the FP calculation is seriously incomplete for these soft X-rays.

3. Can the Sb/Te ratio determined by XRF be validated by RBS? No it cannot. Although RBS has some sensitivity to this ratio, the XRF has high sensitivity (and accuracy, see §1) for both Sb and Te separately. Compared to the XRF the RBS has no useful extra information.

4. Can EBS cross-sections for N be validated by RBS? Yes they can. The issue here is that there is as yet no agreement on how to express uncertainty in analyses using resonant EBS. Therefore we use a procedure of directly validating by RBS the EBS results obtained for the transfer standard (the 200 nm SiN	extsubscript{x} self-supporting film).

5. Can we demonstrate that the resonant EBS energy for N (3.7 MeV) is used even though it is not known precisely what this is? Yes we can. Fig. 7 shows that the silicon nitride transfer standard can be measured at multiple energies which would result in varying nominal film thickness were the beam energy not calibrated on the resonance maximum. The evaluation of the EBS cross-section for N at this energy harmonises multiple inconsistent cross-section measurements together with other nuclear (gamma) spectroscopy data to determine the resonance energy.

6. Can we demonstrate that the uncertainty of the N cross-section used at the 3.7 MeV resonance maximum is known? Yes we can. This is despite the fact that the absolute value of the evaluated cross-section has a priori an unknown uncertainty. The reason is that the analysis of the transfer standard sample (§5 above) directly compares data from a known sample with data simulated using the evaluated cross-section, given that we know that the data are collected at the resonance energy (whatever that is, see Q5 above). The same transfer standard film thickness is estimated both for RBS at 1.5 MeV and EBS at 3.7 MeV, indicating that the (evaluated) resonant cross-sections used at the higher energy are correct within the uncertainties, which are estimated at about 4%.

7. What advantage does PIXE have over WD-XRF for GST material? None. The K-shell PIXE cross-sections are relatively low compared to L-shell XRF cross-sections, and L-shell PIXE-EDX cannot discriminate Sb from Te.

8. What advantage does NRA have over EBS for accurate analysis of N? There is probably a bias for EBS similar to the limit of detection coming from the background on the N signal. In which case the NRA has an advantage in that its accuracy (dominated by the statistical precision) is unbiased. The reaction cross-section for the \(^{14}\text{N}(d,x)^{12}\text{C}\) reaction at a deuteron energy of 1.2 MeV is around 2 mb sr\(^{-1}\) (ref. 36) whereas that for the \(^{14}\text{N}(x,x)^{14}\text{N}\) reaction at an alpha energy of 3.7 MeV is up to 140 mb sr\(^{-1}\). Of course, there is no background for the NRA, but even so the time needed for reasonable statistics is longer for NRA because of the low cross-section. For absolute accuracy both the EBS and the NRA depend on a certified standard: in both cases this can be provided by RBS. But the EBS reaction does have a published nuclear model where although there is a nuclear model for the NRA (see ref. 40) it is not explicitly published. The EBS has been benchmarked by this work: the NRA has not been benchmarked.

9. How accurate is the composition measurement by XRF? This is given by the calibration accuracy, given in turn by the certification accuracy of the CRMs. Which is 4% for the CRMs for N. For the heavy elements (Ge, Sb, Te) the accuracy is higher.

10. How accurate is the thickness measurement by XRF? This is given in principle by the N CRMs which have a N-content and thickness (in TFUs) determined by EBS. The GST (heavy element) composition is given accurately by XRF. As used here XRF always gives thickness in TFU.

**EBS uncertainty**

We here make use of a strong resonance at 3.7 MeV in the \(^{14}\text{N}(x,x)^{14}\text{N}\) reaction. This has been measured multiple times, but such measurements are difficult and hard to interpret. It is therefore certainly necessary to evaluate measured differential cross-section data: in this case the cross-section at 3.7 MeV is a very strong function of both energy and scattering angle (see Fig. 5 and 4 of Gurbich et al., 2011, ref. 22). Evaluation in this means treating all the collected data equivalently within a common theoretical nuclear model which correctly takes into account both a proper quantum mechanical treatment of the potential scattering, and also the effect of the specific nuclear structure of the nucleons involved in the scattering event. This latter can usually be calculated taking into account the energy levels of the compound nucleus (in this case \(^{18}\text{F}\) which is unstable with a half life of 110 minutes) using the “R-matrix” method (ref. 40). A wide range of experimental data must be used to determine the parameters of the nuclear model of the scattering event under consideration. These include results of gamma spectroscopy and differential scattering cross-sections as a function of scattering angle, apart from the directly relevant differential scattering cross-sections as a function of energy.

Without the nuclear model it is impossible to compare data collected at different scattering angles, and also it is not possible to see whether there are sufficient data points in a given energy window (since sharp resonances cannot be excluded, see examples in Gurbich 2010 [ref. 20]). But with the nuclear model the whole dataset can be critically compared, enabling poor datasets to be unequivocally identified, and systematic errors in other datasets to be recognised and corrected. Thus, evaluated cross-sections are far more reliable than any isolated dataset could ever be.

However, the question of EBS uncertainty is an outstanding problem in principle. It was addressed directly by Mayer\textsuperscript{41} with regard to the \(^{12}\text{C}(x,x)^{12}\text{C}\) reaction: he considered first the observed experimental variation where the data were normalised for scattering angle using the appropriate nuclear model (SigmaCalc [ref. 20]); and then used the result to consider directly the uncertainty of the nuclear model itself. One
important observation in this work (repeating similar observations from the IEAE CRP, ref. 19) is that measurement of resonance energies is not notably accurate. This means that unless special precautions are taken (see the discussion in Colaux et al., 2015 (ref. 42)) the energy of any resonance used for analysis should be taken as a calibration point (as it is here).

Mayer’s conclusion, after a complicated argument, can be grossly simplified to the statement that (in this case) the nuclear model [SigmaCalc] is probably mostly correct at about 4%. Gai & Gurbich subsequently made serious criticisms of Mayer’s approach, and instead attack the same problem with an entirely different methodology where the covariance behaviour of the nuclear model itself is explored. This is an intricate problem since although the nuclear model is understood theoretically very well, putting it into a form suitable for routine calculation introduces many approximations, including assuming the absence of interferences between resonances. The procedure of Gai & Gurbich looks sound in detail, and they claim that the calculation of uncertainty is “straightforward” in principle. The trouble is that (a) the results are not entirely persuasive, (b) the uncertainty of the nuclear model calculation is in principle different at every point of the function, (c) in any case a correct calculation of the uncertainty is highly intricate (and is sensitive to the details of the experimental data being fitted), and moreover (d) even with a good estimate of the uncertainty function it is not clear how to use this function to correctly obtain the uncertainty of an estimate of the parameter of interest in any particular case.

One conclusion of interest to us, suggested by Gai & Gurbich’s systematic approach, is that the value of the maximum cross-section at resonances may be very uncertain. It is not clear to us whether (and how much) for Gai & Gurbich this might be an artefact of the mathematical model or whether it is simply the effect of the variation of the experimental datasets in the case considered. In any case the community seems agreed that the way forward is pragmatic, through “benchmarking”. This is explicit in the IAEA TECDOC (ref. 19), and in both Mayer’s (ref. 41) and Gurbich’s (ref. 36) with Paneta et al. (ref. 45) showing a formal protocol for benchmarking. We should comment here that “benchmarking” is implicitly used in the present work (indirectly in the treatment of the SiN transfer standard), but has never previously been used to formally determine a contribution to an uncertainty budget.

The GUM draws a distinction between Type A and Type B uncertainties: Type A are the uncertainties that can be explicitly quantified by a quantitative statistical treatment, Type B are everything else. So both Mayer and Gai & Gurbich were attempting to determine Type A uncertainties for the evaluated cross-section function; a formal benchmarking measurement would do the same for the relevant part of the function. In our case Type A uncertainties are unavailable, and certainly cannot be obtained by a simple inspection of the comparison between the experimental data and the nuclear model. We have suggested an estimate of 4% for the uncertainty of the evaluated cross-section for this resonance. We have provided a Type A argument, but recognise that this is probably still incomplete: the tacit components mean that we have instead a Type B uncertainty.

Calibration curve for XRF N signal

The question of whether a calibration curve for the XRF determination of N content can be constructed using the samples certified by EBS as sample-matched standards for XRF is a more difficult one. In principle a sample-matched standard should be matched to the sample to be measured. But how different can it be without making the comparison invalid? This is the same question as asking how many samples are needed (and what must they be?) to construct the calibration curve.

For XRF data interpreted correctly by an FP code, the interaction between the line intensities as the thickness and composition changes is calculated (correctly) by the code. This is despite the fact that the sample-independent calibration uses pure materials and so the excitation process and self-absorption in compound materials relies heavily on the numerical correctness of the related fundamental parameters. But here the FP code may not work accurately because of complex secondary and tertiary fluorescence due to the additional excitation of N by photo- and Auger-electrons, where reliable fundamental parameters are rare. The alternative is to determine the mutual influence of sample elements on their emitted fluorescent radiation empirically by using reference materials. In this case the calibration curve is essentially three-dimensional, with N content on one axis(certified by EBS), the Ge/(Sb + Te) ratio on another, and the resultant correction (from the comparison of EBS with indicated N content from XRF) on the third. Sb and Te probably do not have to be treated separately since their K, L and M lines (and Auger electrons) are sufficiently close together in energy to fluoresce the N very similarly.

Summary

We can summarise:-

1. In fab monitoring of N content in GST-N by WD-XRF requires external calibration with certified reference materials of matched thickness. Reference materials (RM) are available, they are Ta-capped GST-N samples: verified duplicates are produced, characterised and stored at LETI. It is also verified that these RM do not age over years.

2. Suppliers of characterisation services did not adequately assess either their uncertainties or their protocols. This led to unacceptable dispersion of results.

3. A protocol for the adequate characterisation of these RMs by IBA was established in this work.

4. These certified RM (CRM) are used to calibrate WD-XRF.

5. The internal consistency of the certification of the CRMs is demonstrated by comparing the calibrated WD-XRF with IBA on a wide range of test GST-N samples, from 3 to 21 at% N.

6. Different RMs are required for different GST-N film thicknesses, since the XRF indication for the N-doping is a strong function of the film thickness, uncorrectable by FP procedures.

Conclusions

This is the first time that resonant EBS has been used critically for metrology. We have validated the evaluated scattering cross-section
for alphas on $^{14}$N at the 3.7 MeV resonance directly, demonstrating a limit of detection for N in GST under these conditions of about 1 at% (from a measurement precision for N of 0.4 at%). The scattering cross-section function for the EBS reaction $^{14}$N$(\alpha, x_{0})^{14}$N has been evaluated by Gurbich et al. (2011) who do not estimate uncertainties. Also, no benchmark measurements are reported so far for this function. Therefore the 4% accuracy of this evaluated cross-section function at the 3.7 MeV resonance, estimated from the present measurements, is a noteworthy conclusion that advances the field. IBA measurements of N in GST-N samples previously had demonstrable errors ~50% for quantification of N in GST-N by EBS (see Fig. 1).

We have shown explicitly by comparison with RBS that a sample-independent XRF calibration is accurate for determining both composition and thickness of GST films.
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