Abstract—Domain adversarial training has become a prevailing and effective paradigm for unsupervised domain adaptation (UDA). To successfully align the multi-modal data structures across domains, the following works exploit discriminative information in the adversarial training process, e.g., using multiple class-wise discriminators and involving conditional information in the input or output of the domain discriminator. However, these methods either require non-trivial model designs or are inefficient for UDA tasks. In this work, we attempt to address this dilemma by devising simple and compact conditional domain adversarial training methods. We first revisit the simple concatenation conditioning strategy where features are concatenated with output predictions as the input of the discriminator. We find the concatenation strategy suffers from the weak conditioning strength. We further demonstrate that enlarging the norm of concatenated predictions can effectively energize the conditional domain alignment. Thus we improve concatenation conditioning by normalizing the output predictions to have the same norm of features, and term the derived method as Normalized Output Prediction Conditioner (NOUN). However, conditioning on raw output predictions for domain alignment, NOUN suffers from inaccurate predictions of the target domain. To this end, we propose to condition the cross-domain feature alignment in the prototype space rather than in the output space. Combining the novel prototype-based conditioning with NOUN, we term the enhanced method as PROtotype-based Normalized Output Prediction Conditioner (PRONOUN). Experiments on both object recognition and semantic segmentation show that NOUN can effectively align the multi-modal structures across domains and even outperform state-of-the-art domain adversarial training methods. Together with prototype-based conditioning, PRONOUN further improves the adaptation performance over NOUN on multiple object recognition benchmarks for UDA.1

Index Terms—Domain adaptation, adversarial learning, prototype, semantic structures, pseudo-labels.

I. INTRODUCTION

D eeplearning networks (DNNs) have achieved impressive success in many fields, relying on large-scale labeled datasets. However, DNNs models have difficulty generalizing to new data with a large distribution shift. As a result, given an unlabeled dataset, the typical learning paradigm of DNNs is to perform laborious manual labeling work for the supervised training. In contrast, unsupervised domain adaptation (UDA) provides an efficient and effective approach to improving the performance of DNNs on unlabeled target data. UDA aims to leverage the knowledge of a labeled dataset (source domain) to help train a predictive model for another unlabeled dataset (target domain). Recently, deep UDA methods have significantly improved the performance of many tasks, including image classification [1], [2] and semantic segmentation [3]–[7], by exploiting supervisions from heterogeneous sources.

The closed-set UDA problem discussed in this paper assumes the shared label space but different data distributions across two domains. Previous methods exploit maximum mean discrepancy (MMD) [1], [8] or other distribution statistics like central moments [9]–[11] for domain adaptation. Recently, adversarial learning [12] provides a promising alternative solution by introducing an extra binary domain discriminator. The task model in domain adversarial training aims to learn domain-invariant features through promoting domain confusion. However, the confusion of the discriminator does not always guarantee the discriminative alignment of multi-class distributions between domains. The probable case is that the multi-modal structures are misaligned between the source and target domains.

Following adversarial methods [13]–[17] are proposed to pursue discriminative domain alignment. However, concerning these methods, [13], [15]–[17] require complex designs on either model architecture or objective function, and [14] involves the inefficient Cartesian product between features and predictions. In contrast, in this work, we pursue simple and compact conditional domain adversarial training methods. We first revisit a simple conditional domain adversarial training strategy, i.e., the concatenation conditioning strategy [14], where cross-domain feature alignment is conditioned on output predictions by concatenating features with the output of the model. As demonstrated in [14], the concatenation conditioning strategy is heavily inferior to the informative multi-linear conditioning strategy. Similarly, we also have such a consistent observation across various object recognition UDA tasks.

[14] ascribes the failure of the naive concatenation conditioning to the independence between the concatenated features and predictions. Instead, we argue that the failure is because the weak conditioning strength renders conditional domain alignment ineffective. We observe that the Euclidean norm of the feature is usually tens of times that of the concatenated output prediction. The effect is that the contribution of concatenated predictions to the domain confusion objective is heavily ignored. Thus the discriminator would be dominantly optimized with the domain confusion loss between marginal features of two domains, making the conditional domain adversarial training ineffective. As expected, we observe obvious performance improvement over the naive concatenation conditioning by
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1Code is available at https://github.com/tim-learn/NOUN.
enlarging the norm of concatenated output predictions. Though effective, there is no guarantee to find a suitable range for the norm of conditioned output. Instead of directly tuning the norm of output, we first normalize the output predictions to have the same norm of features. We then tune the norm of the normalized output with a norm control factor if necessary. This method is called Normalized OutPut coNditioner (NOUN).

Similar to previous conditional methods [13], [14], [16], [18], NOUN applies raw output predictions for the conditional feature alignment across domains. However, due to the domain shift, target predictions generated by the source-trained classifier may be inaccurate, leading to possible misalignment between multi-modal structures across domains. We thus propose to condition the domain alignment in the prototype space rather than in the prediction space. Specifically, we leverage accurate source prototypes to project predictions into the same prototype space. The projected outputs are discriminative, simultaneously considering network predictions and semantic structures shared across domains. Incorporating the structure-aware conditioning into NOUN, we derive a simple yet strong UDA method called PROtotype-based Normalized OutPut coNditioner (PRONOUN).

Experimental results on both object recognition and semantic segmentation tasks demonstrate the advantages of the proposed methods over previous state-of-the-arts [5], [6], [13], [14], [19] of domain adversarial training methods. The main contributions of this work are summarized as follows:

- We revisit the concatenation conditioning strategy for conditional domain alignment and provide a novel explanation to its previous failure in [14], i.e., the smaller norm of conditioned output predictions.
- We propose a novel and effective conditional domain adversarial training method NOUN. NOUN enlarges the norm of conditioned output by normalizing the output to have the same norm with features and involving an extra norm control factor for better flexibility.
- To deal with the possible misalignment due to inaccurate pseudo-labels, we further propose a novel prototype-based conditioning strategy and combine it with NOUN to be a strong UDA method called PRONOUN.
- Both NOUN and PRONOUN are simple and compact. The effectiveness of our methods is further validated on multiple cross-domain object recognition benchmarks. In addition, NOUN is shown to be generic and competitive for synthetic-to-real semantic segmentation tasks.

The rest of this paper is organized as follows. In Section II, we review related domain adaptation works. In Section III, we first introduce the settings of UDA and the vanilla domain adversarial training solution [20]. Then we revisit the naive concatenation conditioning strategy and explain why it fails in conditional domain alignment. Finally, we introduce NOUN and PRONOUN. In Section IV, we conduct extensive experiments on cross-domain object recognition benchmarks and synthetic-to-real semantic segmentation benchmarks to evaluate NOUN and PRONOUN. Besides, we provide extensive ablations and analyses on our methods. In Section V, we briefly summarize our work and discuss the future work.

II. RELATED WORK

1) Unsupervised Domain Adaptation: Unsupervised domain adaptation (UDA) is first modeled as the covariate shift problem [22] where different domains have different marginal distributions but identical conditional distributions. At early times, researchers address UDA by instance re-weighting [23], [24], feature space alignment [25]–[27] or domain-invariant feature transformation [28]–[30]. In the past years, various deep UDA works [1], [4], [14], [20], [31], [32] have been developed and have significantly boosted the UDA performance in visual tasks. Generally, they can be classified into discrepancy-based methods and adversary-based methods. Discrepancy-based methods address the dataset shift by mitigating specific discrepancies defined on different layers of a shared model between domains, e.g., [1], [33], [34] adopt MMD measure and [10], [11] leverage central moments. Recently, adversarial learning [12] has become an increasingly popular solution to domain adaptation problems. It aims to learn domain-invariant features by introducing an extra domain discriminator to promote domain confusion. [20] optimizes a minimax objective via inserting a gradient reversal layer between the classification network and the discriminator. Differently, [31] adopts two independent optimization objectives with inverted labels following GAN [12].

2) Pseudo-labeling: UDA can be also regarded as a semi-supervised learning (SSL) problem where unlabeled data from the same domain are replaced by data from another target domain. As a simple yet effective technique for SSL, pseudo-labeling [35] has been widely used in UDA methods. For example, [2], [36], [37] exploit intermediate pseudo-labels with tri-training and self-training, respectively. Recently, curriculum learning [38], self-paced learning [39] and re-weighting schemes [14] are further leveraged to protect the domain adaptation from inaccurate pseudo-labels.

3) Conditional Domain Adaptation: Apart from being explicitly used to re-train the classification network, pseudo-labels can also be exploited to enhance the feature-level domain alignment. [29], [40] show that pseudo-labels can help mitigate the joint distribution discrepancy via minimizing multiple class-wise MMD measures. [34] proposes to align joint distributions of multiple domain-specific layers across domains based on a joint MMD criterion. Recent methods resort to conditional domain adversarial training for better alignment of multi-modal structures across domains. [13], [18] leverage pseudo-labels and multiple class-wise domain discriminators to enable fine-grained alignment between domains. In contrast, [14] conditions the adversarial domain alignment on discriminative information via the outer product between features and predictions. [15], [16] introduce a classification-aware domain discriminator. Especially, [16] imposes the fine-grained adversarial loss with pseudo-labels and [15] performs the adversarial training asymmetrically between semantic labels and the domain labels. Different from [15], [17] replaces the original discriminator with a domain-aware classifier and achieves the asymmetrical adversarial training within the exact classifier. [41] improves [17] by introducing discriminative interaction between domain predictions and semantic predictions.
TABLE I: Comparison between related conditional domain adversarial training methods and our methods, i.e., NOUN and PRONOUN, where DANN [20], [21] is as a common baseline. \(D\) means the domain classifier, i.e., the discriminator. We denote the feature dimension as \(d\) and the class number as \(c\). In the first column, ‘Input dimension of \(D\)’: the input feature dimension of the discriminator; ‘Output dimension of \(D\)’: the output prediction dimension of the discriminator; ‘Number of \(D\)’: the number of discriminators involved in the method; “Sensitivity to pseudo-labels”: the sensitivity of the method to pseudo-labels. We classify this sensitivity into three degrees: low, medium, and high. Methods not using pseudo labels are classified as the ‘low’ sensitivity. Methods with ‘medium’ sensitivity directly rely on pseudo labels to perform class-wise feature alignment across domains. Methods with the ‘medium’ sensitivity implicitly leverage pseudo labels for conditional domain alignment.

| Method          | DANN [20] | MADAM [13] | CDAN [14] | DANN-CA [17] | RCA [16] | IDDA [15] | NOUN | PRONOUN |
|-----------------|-----------|------------|-----------|--------------|----------|----------|------|---------|
| Input dimension of \(D\) | \(d\)  | \(d\)  | \(cd\) | \(d\)  | \(d\)  | \(d\)  | \(c + d\) | \(2d\)  |
| Output dimension of \(D\) | 1  | 1  | 1  | \(c + 1\) | 2\(c\) | \(c + 1\) | 1  | 1  |
| Amount of \(D\) | 1  | 1  | 1  | 0  | 1  | 1  | 1  | 1  |
| Sensitivity to pseudo-labels | low | high | medium | low | high | low | medium | medium |

Concerning the above works, the conditional domain adversarial training methods [13]–[18], [20] are the most related to ours. We thus compare NOUN and PRONOUN with these works in Table I in terms of the implementation of the discriminator and the sensitivity to pseudo-labels. The comparison shows that NOUN and PRONOUN are compact, easy to implement, and reliable conditional domain adversarial training methods.

III. METHOD

In this section, we begin with the basic settings of UDA as well as the introduction of domain adversarial training [20]. Then we revisit a naive conditional domain adversarial training method, i.e., the concatenation conditioning strategy mentioned in [14] and analyze its failure in domain alignment with multi-modal structures. We then propose NOUN, a simple yet effective concatenation conditioning method. Finally, we propose a novel prototype-based conditioning strategy to mitigate the misalignment induced by inaccurate predictions.

A. Preliminaries

In a vanilla UDA task, we are given label-rich source domain data \(\{(x_i^s, y_i^s)\}_{i=1}^{n_s}\) sampled from the joint distribution \(P_s(x_s, y_s)\) and unlabeled target domain data \(\{x_i^t\}_{i=1}^{n_t}\) sampled from the joint distribution \(Q_t(x_t, y_t)\), where \(x_i^s \in \mathcal{X}_S\) and \(y_i^s \in \mathcal{Y}_S\) denote an image and its corresponding label from the source domain dataset and \(x_i^t \in \mathcal{X}_T\) denotes an image from the target domain dataset and \(P_s \neq Q_t\). The goal of UDA is to learn a discriminative model from \(\mathcal{X}_S\), \(\mathcal{Y}_S\), and \(\mathcal{X}_T\) to predict labels for unlabeled target samples \(\mathcal{X}_T\).

Domain adversarial training methods aim to reduce the domain discrepancy through learning domain-invariant features. Then the discriminative classifier trained by source labeled data can be freely applied to target unlabeled data. A prevailing domain adversarial training framework proposed in [20], [21] consists of a feature extractor network \(G\), a classifier network \(F\), and a discriminator network \(D\). Given an image \(x\), we denote the feature vector extracted by \(G\) as \(f = G(x) \in \mathbb{R}^d\) and the probability prediction obtained by \(F\) as \(p = F(f) \in \mathbb{R}^c\), where \(d\) means the feature dimension and \(c\) means the number of classes. The vanilla domain adversarial training method dubbed DANN in [20], [21] can be formulated as optimizing the following minimax problem:

\[
\min_{G,F} \max_D \mathcal{L}_y(G,F) - \lambda_{adv} \mathcal{L}_{dann}(G,D),
\]

(1)

\[
\mathcal{L}_{dann}(G,D) = -\mathbb{E}_{x_i^s \sim P_s}[\log D(f_i^s)] - \mathbb{E}_{x_i^t \sim Q_t}[\log (1 - D(f_i^t))],
\]

(2)

where the binary classifier \(D : \mathbb{R}^d \to [0,1]\) predicts the domain assignment probability for the input features \(f_i\), \(L_y(G,F)\) is the cross-entropy loss of labeled source data as for the classification task, and \(\lambda_{adv}\) is the coefficient for the adversarial loss.

B. Why does the naive concatenation conditioning strategy fail?

DANN does not explicitly consider discriminative information in cross-domain feature alignment. Therefore, it cannot guarantee the effective alignment of domains with multi-modal structures, even if the domain discriminator is fully confused. Motivated by conditional GANs [42], [43], [14] proposes to leverage the discriminative network prediction \(p\) for conditional domain adversarial training. A simple baseline conditioning strategy named DANN-[f, p] in [14] is to condition the cross-domain feature alignment with network predictions by directly concatenating features with predictions, i.e., \(f \oplus p\). Therefore, the adversarial loss of this naive concatenation conditioning method, i.e., DANN-[f, p], can be formulated as the following:

\[
\mathcal{L}_{dann \ominus fp}(G,D) = -\mathbb{E}_{x_i^s \sim P_s}[\log D(f_i^s \oplus p_i^s)] - \mathbb{E}_{x_i^t \sim Q_t}[\log (1 - D(f_i^t \oplus p_i^t))].
\]

(4)

Compared with the adversarial loss of DANN in Eq. (2), the concatenation operation \(f \oplus p\) explicitly considers discriminative predictions for conditional feature alignment between domains. However, the naive concatenation conditioning strategy is demonstrated to be unsuccessful for cross-domain alignment with multi-modal structures in [14]. Furthermore, [14] accounts the failure of the naive concatenation conditioning for the independence between \(f\) and \(p\) in \(f \oplus p\). A similar
Fig. 1: Results for a 65-way classification UDA task Ar→Cl on Office-Home. ‘k’ is the norm control factor to enlarge the norm of conditioned output. ‘Src-only’ means using the source-trained model without domain adaptation. (a) illustrates how the norm of the conditioned output affects the adaptation performance of the concatenation conditioning method. (b) shows the ratio between the Euclidean norm of two concatenated parts during the training.

observation for DANN-[f, p] in our experiments is shown in Fig. 1(a) when the norm control factor k is set as 1, i.e., DANN-[f, p] does not outperform DANN.

However, experiments in Fig. 1(a) show that if we simply introduce a norm control factor k to re-weight the network prediction for the concatenation conditioning, the adaptation performance would vary a lot with different k. Since this re-weighting operation only changes the norm of the concatenated prediction p, it is natural to take a closer look at the norm of the two concatenated parts during the model training. We illustrate the norm ratio between f and p in Fig. 1(b) for the naive concatenation conditioning (k equals to 1) and the effective re-weighted concatenation conditioning case (k equals to 32). It is noteworthy that for the naive concatenation strategy, the norm ratio keeps more than 50. While for the re-weighted concatenation strategy, the norm ratio keeps small and close to 1. In addition, as shown in Fig. 1(a), re-weighted with moderate norm factors, the concatenation conditioning can outperform the informative multi-linear conditioning strategy implemented via the outer product between f and p [14].

The above observations inspire us to rethink the reason for the failure of the naive concatenation conditioning strategy. To figure out how the norm control factor ‘k’ affects the conditional domain adversarial training, we take a closer look at the optimization process. For concatenation conditioning strategy, denote the output dimension of the first layer of D by d_e and the weight of the first layer of D by W_1 = W_f ⊕ W_g, where W_f ∈ R^{d_x×d_e} accepts the input feature f and W_p ∈ R^{c×d_e} accepts the conditioned output p. Taking f ⊕ kp as the input of D and L_adv as the adversarial loss, we compare the gradients from domain confusion loss to W_f and W_g under different k values in Fig. 2. We analyze the concatenation conditioning with different k values according to the performance in Fig. 1(a) and the optimization process in Fig. 2. For naive concatenation conditioning (k = 1), the gradient of W_f is tens of times that of W_p. The marginal features f dominate the optimization of D, and conditioned output predictions p are ignored, making the conditional adversarial learning degenerate to the ‘DANN’ case.

While for conditioning with extremely large output norm (k = 2^{10}), the conditioned output predictions p dominate the discriminator optimization, and features v∫f are ignored, making the conditional adversarial learning degenerate to the ‘Src-only’ case. Conditioning is beneficial for the domain adaptation only when the norm of conditioned output is moderate, e.g., k = 2^5.

To sum up, the success of re-weighted concatenation conditioning indicates that conditioning on the stop-gradient concatenated predictions, the discriminator can capture the multi-modal structures for effective conditional domain alignment. Therefore, it seems that the independence between f and p in the concatenation strategy is not the main obstacle blocking effective conditioning. Instead, the devil is in the norm of the concatenated prediction. In fact, since p means the probability predictions for c categories, the Euclidean norm of p is between 1 and 1. In contrast, the feature f is usually a high-dimension vector. The feature norm of f is probably tens of times that of p. The effect of this overwhelming norm ratio between f and p is that the domain confusion objective neglects the concatenated prediction, leading to ineffective conditioning. We argue this is the main reason for the failure of the naive concatenation conditioning strategy.

C. Normalized OutpuT conditioner (NOUN)

Since the norm of features varies a lot for different tasks, it is non-trivial to find suitable k for a given UDA task, as shown in Fig. 1 (a). Besides, Fig. 1 (b) shows that the norm ratio between two concatenated parts plays an important role in effective conditional feature alignment across domains. Therefore, we normalize p to have the same Euclidean norm of f using Eq. (5). To keep flexible, we retain k as an extra norm control factor. Then k would represent the norm ratio between f and p. Therefore, it will be friendly to decide the value of k within a normal range for different UDA tasks. In this way, we obtain an effective concatenation conditioning method called Normalized OutpuT conditioner (NOUN). The adversarial loss of NOUN is formulated as:

$$\hat{p}_a = \frac{||f||_2}{||p||_2}p_a, \ a \in \{s, t\}, \quad (5)$$

$$\mathcal{L}_{nou}n(D, D) = -\mathbb{E}_{x_i \sim p_s} \log[D(f_i^t \oplus k\hat{p}_s)] - \mathbb{E}_{x_i \sim p_t} \log[1 - D(f_i^t \oplus k\hat{p}_s)], \quad (6)$$

where k is a norm control factor and the default value is 1.
D. PROtotype-based Normalized OutpUt coNditioner (PRONOUN)

Effective conditioning on network output is supposed to achieve more discriminative domain alignment than marginal domain feature alignment. However, output predictions of target data are probably inaccurate due to the domain shift. As a result, conditioning the cross-domain feature alignment directly on pseudo-labels may damage the domain adaptation performance. [14] thus proposes the entropy conditioning strategy where entropy is leveraged to explicitly distinguish out easy-to-transfer samples towards safe adaptation. Differently, we propose to alleviate the misalignment of multi-modal structures between domains from the perspective of the conditioning space.

In UDA, a model is trained with labeled source data, making source predictions nearly one-hot vectors. For better illustration, we consider using one-hot target predictions for the conditional outputs. We represent the domain-shared semantic correlations embedded in the semantic structures are promising to alleviate the misalignment induced by inaccurate pseudo-labels. The entropy conditioning [14] thus cannot fully mitigate the misalignment. Specifically, imposing domain alignment with confident instances of two different categories would heavily damage the feature learning in the target domain. Even if the leveraged target predictions are soft probabilities, the output space only encodes implicit and faint information of semantic structures, which helps little in mitigating the misalignment induced by inaccurate pseudo labels.

Therefore, we propose to condition the domain alignment on prototypes, which explicitly encode semantic structures. Semantic correlations embedded in the semantic structures are promising to alleviate the misalignment induced by inaccurate conditioned outputs. We represent the domain-shared semantic structures with source global prototypes. Specifically, we update global prototypes in training by the exponential moving average strategy (ema) over the batch-level prototypes. We formulate the process of obtaining reliable prototypes as follows:

\[
M_{\text{batch}} = [m_1 \cdots m_c \cdots m_e], \quad m_e = \frac{\sum^b_i 1(y^e_i = e)f^e_i}{\sum^b_i 1(y^e_i = e)},
\]

\[M = \lambda_{\text{ema}} M + (1 - \lambda_{\text{ema}}) M_{\text{batch}}, \quad (7)\]

where \(M_{\text{batch}} \in \mathbb{R}^{d \times e}\) denotes batch-level prototypes, \(m_e \in \mathbb{R}^d\) denotes the prototype of class \(e\), \(\lambda_{\text{ema}} \in [0, 1)\) is a coefficient and \(M \in \mathbb{R}^{d \times c}\) denotes global prototypes.

Taking source prototypes as the basis and projecting output predictions into the same prototype feature space, we would obtain discriminative yet semantic structure-aware predictions for conditioning. Seamlessly combining NOUN with prototype-based conditioning, we obtain the PROtotype-based Normalized OutpUt coNditioner (PRONOUN). The domain adversarial training objective of PRONOUN is shown as below:

\[
\mathcal{L}_{\text{pronom}}(G, D) = -E_{x^i \sim p_x} \log [D(f^s_i + kp^s_i M^T)] - E_{x^t \sim q_t} \log [1 - D(f^t_i + kp^t_i M^T)]. \quad (9)
\]

Fig. 3 illustrates the framework of PRONOUN. Without complicated network designs or complex optimization objectives, both NOUN and PRONOUN are simple and compact solutions to cross-domain feature alignment with multi-modal structures.

IV. EXPERIMENTS

In this section, we conduct extensive experiments to evaluate NOUN and PRONOUN. We start with experimental settings, including benchmarks, implementation details, and compared
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**Fig. 3:** The framework of PRONOUN. PRONOUN conditions the cross-domain feature alignment on semantic structure-aware predictions via the concatenation conditioning. Note that concatenated output predictions are detached without gradient from the binary discriminator \(D\) and the global prototypes \(M\) are collected from source domain by Eq. (7) and Eq. (8).
### Table II: Recognition accuracies (%) on Office-Home via ResNet-50. **bold**: Best.

| Methods (Source→Target) | Ar→CI | Ar→Pr | Ar→Re | CI→Ar | CI→Pr | CI→Re | Pr→Ar | Pr→Cl | Pr→Re | Re→Ar | Re→CI | Re→Pr | Avg. |
|-------------------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|------|
| ResNet-50 [44]          | 34.9   | 50.0   | 58.0   | 37.4   | 41.9   | 46.2   | 38.5   | 31.2   | 60.4   | 53.9   | 41.2   | 59.9   | 46.1 |
| DANN [20]               | 45.6   | 59.3   | 70.1   | 47.0   | 58.5   | 60.9   | 46.1   | 43.7   | 68.5   | 63.2   | 51.8   | 76.8   | 57.6 |
| CDAN [14]               | 49.0   | 69.3   | 74.5   | 54.4   | 66.0   | 68.4   | 55.6   | 48.3   | 75.9   | 68.4   | 55.4   | 80.5   | 63.8 |
| CDAN+E [14]             | 50.7   | 70.6   | 76.0   | 57.6   | 70.0   | 70.0   | 57.4   | 50.9   | 77.3   | 70.9   | 56.7   | 81.6   | 65.8 |
| DWT-MEC [15]            | 50.3   | 72.1   | 77.0   | 59.6   | 69.3   | 70.2   | 58.3   | 48.1   | 77.3   | 69.3   | 53.6   | 82.0   | 65.6 |
| SAFN [46]               | 52.0   | 73.3   | 76.3   | 64.2   | 69.9   | 71.9   | 63.7   | 51.4   | 77.1   | 70.9   | 57.1   | 81.5   | 67.3 |
| DANN [20]               | 48.1   | 62.3   | 74.9   | 54.2   | 64.1   | 65.2   | 53.6   | 47.7   | 74.6   | 66.9   | 54.6   | 79.0   | 62.1 |
| DANN-[f, p] [14]        | 49.4   | 63.4   | 74.0   | 56.1   | 63.9   | 65.7   | 54.7   | 47.4   | 74.7   | 67.6   | 54.8   | 79.6   | 62.6 |
| MADA [13]               | 47.2   | 69.7   | 75.1   | 54.3   | 68.5   | 69.8   | 53.0   | 42.6   | 75.0   | 70.1   | 51.2   | 80.8   | 63.1 |
| CDAN [14]               | 51.5   | 69.6   | 75.2   | 58.1   | 69.1   | 68.9   | 58.8   | 49.7   | 77.7   | 70.3   | 55.5   | 81.4   | 65.5 |
| IDDA [15]               | 49.9   | 66.2   | 74.2   | 57.6   | 66.5   | 66.9   | 55.5   | 49.6   | 74.9   | 67.0   | 53.2   | 78.6   | 63.4 |
| RCA [16]                | 47.8   | 59.7   | 72.7   | 56.6   | 68.1   | 68.9   | 55.2   | 47.8   | 75.9   | 67.9   | 52.7   | 79.7   | 62.7 |
| DANN-CA [17]            | 45.7   | 68.4   | 75.4   | 58.4   | 67.1   | 68.8   | 55.4   | 43.7   | 74.6   | 66.5   | 49.2   | 78.3   | 62.6 |
| CDAN+E [14]             | 55.3   | 72.0   | 77.8   | 63.5   | 71.9   | 72.7   | 62.5   | 54.5   | 80.2   | 72.3   | 57.9   | 83.7   | 68.7 |

| source-model-only       | 46.9   | 67.5   | 75.3   | 56.2   | 63.8   | 66.6   | 55.1   | 42.3   | 74.3   | 66.9   | 49.3   | 78.2   | 61.9 |
|                         | ±0.2   | ±0.7   | ±0.1   | ±0.9   | ±1.1   | ±0.2   | ±0.3   | ±1.1   | ±0.8   | ±0.5   | ±0.2   | ±0.1   | ±0.2   |
| NOUN                    | 53.2   | 69.2   | 76.0   | 60.6   | 68.5   | 69.9   | 62.6   | 53.3   | 78.6   | 71.2   | 56.0   | 80.9   | 66.7 |
|                         | ±0.1   | ±0.2   | ±0.4   | ±0.5   | ±0.6   | ±0.8   | ±0.3   | ±0.4   | ±0.0   | ±0.3   | ±0.4   | ±0.5   | ±0.0   |
| PRONOUN                 | 57.6   | 75.0   | 78.4   | 64.9   | 74.0   | 74.8   | 66.6   | 58.2   | 80.4   | 74.3   | 60.4   | 84.3   | 70.7 |
|                         | ±0.7   | ±0.5   | ±0.1   | ±0.6   | ±0.8   | ±0.0   | ±0.3   | ±0.4   | ±0.0   | ±0.3   | ±1.1   | ±0.1   | ±0.2   |

Methods. Then we compare our solutions with related works on various UDA benchmarks. At last, we provide detailed analyses on our solutions, including ablation study, compatibility with self-training, stability of training, the sensitivity of hyperparameters, and qualitative visualizations in the feature space or output space.

### A. Experimental Setup

We conduct experiments to verify the effectiveness of NOUN and PRONOUN on cross-domain object recognition benchmarks including Office-Home [50], VisDA2017 [51], Office31 [52] and ImageCLEF-DA². Besides, we validate the generalization of our methods on synthetic-to-real semantic segmentation benchmarks including GTA5 [53]→Cityscapes [54] and Synthia [55]→Cityscapes.

1) Datasets: Office-Home is a new challenging dataset that consists of 65 different object categories found typically in 4 different Office and Home settings, i.e., Artistic (Ar) images, Clip Art (Ca), Product images (Pr) and Real-World (Re) images. VisDA2017 is a challenging large-scale benchmark aimed at the synthetic-to-real object recognition task across 12 categories. The source domain consists of 152k synthetic images generated by rendering 3D models. The target domain contains 55k realistic images gathered from Microsoft COCO [56]. Office31 is a popular dataset that includes 31 object categories taken from 3 domains, i.e., Amazon (A),

²https://www.imageclef.org/2014/adaptation
DSLRS (D) and Webcam (W). ImageCLEF-DA is a dataset built for the ‘ImageCLEF2014:domain-adaptation’ competition. We follow [1] to select 3 subsets, i.e., C, I and P, which share 12 common object classes.

Cityscapes is a realistic dataset of pixel-level annotated urban street scenes. We use its original training split and validation split as training target data and testing target data, respectively. GTA5 consists of 24,966 densely labeled synthetic road scenes annotated with the same 19 classes as Cityscapes. For Synthia, we take the SYNTHIA-RAND-CITYSCAPES set as the source domain, which contains 9,400 synthetic images compatible with 16 annotated classes of Cityscapes [57].

2) Implementation details: For object recognition, we follow the standard protocol [20], i.e., using all labeled source instances and all unlabeled target instances for UDA, and report the average accuracy based on results of three random trials for fair comparisons. Following [14], we experiment with ResNet-50 model pre-trained on ImageNet for all datasets excluding VisDA2017 where we use ResNet-101 model to compare with other works. We follow [14] to choose the network parameters. The whole model is trained through back-propagation, and $\lambda_{adv}$ increases from 0 to 1 with the same strategy as [20]. Regarding the domain discriminator, we design a simple classifier with only one ReLU layer and two linear layers ($256 \rightarrow 1024 \rightarrow 1$). Empirically, we fix the batch size to 36 with the initial learning rate as 1e-4.

For semantic segmentation, we adopt DeepLab-V2 [59] based on ResNet-101 [44] as done in [4], [6], [19], [60]. Following DCGAN [61], the discriminator network consists of one LeakyReLU layer [62] with the slope of 0.2 and two $4 \times 4$ convolutional layers with stride 2 ($512 \rightarrow 512 \rightarrow 1$). In training, we use SGD [63] to optimize the network with momentum (0.9), weight decay (5e-4) and initial learning rate (2.5e-4). We use the same learning rate policy as in [59]. Discriminators are optimized by Adam [64] with momentum ($\beta_1 = 0.9$, $\beta_2 = 0.99$), initial learning rate (1e-4) along with the same decreasing strategy as above. $\lambda_{adv}$ is set to 1e-3 following [4].

All experiments are implemented via PyTorch on a single 12GB GPU. The total iteration number is set as 10k for object recognition and 100k for semantic segmentation. The momentum value $\lambda_{ema}$ is set to 0.5 for all tasks without parameter selection. The norm control factor $k$ is determined by reverse validation [20] and is set to 3 in PRONOUN for all tasks. Similar to the entropy-based criterion in [65], the adapted model producing target predictions with the minimum mean entropy is selected for testing in the target domain. Data augmentation skills like random scale or ten-crop ensemble evaluation are not adopted.

3) Baseline methods: The general comparisons between our NOUN as well as PRONOUN and other conditional domain adversarial training methods are shown in Table I.

For cross-domain object recognition tasks, we compare our methods with DANN [20], DANN-[f, p] [14], MADA [13], CDAN [14], IJDDA [15], RCA [16], DANN-CA [17] and CDAN+E [14]. Note that we re-implement these most related methods using the same training protocol including batch size and training iterations. As for other hyper-parameters including learning rate and optimizer setting, we strictly follow the released code by authors or the implementation details in original papers. For fair comparisons, we report both results in original papers if any, and the accuracy of our re-implementation. Besides, we also compare with the state-of-the-art works including SAFN [46], SWD [49], ADR [47], DWC-MEC [45], BSP [48], CAT [66] and iCAN [67]. Our reported ‘source-model-only’ means training a model on source data with only the supervised loss in Eq. (3) while using the same training protocol and architecture. In this way, we can make fair comparisons among different methods.

For synthetic-to-real semantic segmentation tasks, we compare our methods with domain adversarial training methods including AdaptSeg [4], SIBAN [5], AdvEnt [60], CLAN [6], AdaptPatch [19] and another generic UDA method SWD [49]. ‘NonAdapt’ shares the similar meaning with ‘source-model-only’ in object recognition benchmarks.

By default, NOUN introduces no hyper-parameter by setting the $k$ in Eq. (6) as 1. For results reported in Table II–Table VII, we report results from original papers in the top rows, the re-implementation results of related methods using the same protocol in the middle rows, and results of our methods in the bottom rows.

B. Results on object recognition benchmarks.

For cross-domain object recognition, we evaluate our methods on benchmarks including Office-Home, VisDA2017, Office31, and ImageCLEF-DA.

1) Office-Home: The results of the challenging 65-way classification benchmark Office-Home are reported in Table II. All of the compared conditional domain adversarial training methods beat DANN in terms of the average accuracy, which verifies the effectiveness of conditional feature alignment for domains with multi-modal structures. Among these re-implemented methods, CDAN [14] models perform the best and achieve markedly higher average accuracy than results in original papers, i.e., 63.8% → 65.5% for CDAN and 65.8% → 68.7% for CDAN+E. The naive concatenation conditioning strategy DANN-[f, p] brings minor improvement of the average accuracy (0.6%) over DANN. While NOUN brings a 4.1% absolute increase of the average accuracy over DANN[f, p] and even outperforms the more informative multi-linear conditioning method CDAN. Suffering from inaccurate pseudo-labels, NOUN still falls behind CDAN+E. While conditioning on the semantic structure-aware predictions, PRONOUN outperforms CDAN+E for all of the 12 transfer tasks and improves the average accuracy over NOUN by 4%.

2) VisDA2017: The results of the large-scale benchmark VisDA2017 are reported in Table III. DANN-[f, p] achieves almost the same per-class accuracy as DANN, while CDAN models still outperform other compared domain adversarial training methods. NOUN significantly improves the per-class accuracy by 6.7% over DANN-[f, p], comparable with CDAN+E. Both NOUN and CDAN-E outperform all other comparison methods. PRONOUN notably improves NOUN and achieves the best per-class accuracy among all domain adversarial training methods.
3) Office31: The results of the standard benchmark Office31 are reported in Table IV. DANN-[f, p] improves marginally over DANN. Though CDAN+E outperforms comparison methods markedly, CDAN proves slightly inferior to MADA. The observation is reasonable because tasks in Office31 such as A→D and A→W are easy and can provide more accurate pseudo-labels, which prioritizes methods involving explicit class-wise cross-domain feature alignment like MADA. Comparably, DANN+[f, p] and PRONOUN improves the average accuracy by 4.2% over DANN-[f, p]. PRONOUN shows hundreds of improvement over NOUN on four main transfer tasks, including A→D, A→W, D→A, and W→A, and outperforms CDAN+E.

4) ImageCLEF-DA: We report results of the easy benchmark ImageCLEF-DA with equal domain size and balanced classes in Table V. Domains of ImageCLEF-DA are more visually similar than those of the above benchmarks. Thus the average accuracy of the source-trained model is higher, and various comparison methods exhibit generally comparable performance. Specifically, DANN-[f, p] shows few improvements over DANN-[f, p]. PRONOUN brings a significant improvement over DANN-[f, p] and outperforms CDAN+E. While NOUN slightly beats CDAN+E and PRONOUN further improves the average accuracy over NOUN.

Across the above results on four different cross-domain object recognition benchmarks, there are two consistent observations about our methods. The first one is that NOUN always brings a significant improvement over DANN-[f, p] and NOUN beats all of the other domain adversarial training methods compared in Table I. This observation strongly demonstrates the effectiveness of NOUN. It also indicates that the failure of the naive concatenation conditioning method lies in the weak conditioning strength, since NOUN only normalizes the norm of concatenated output in DANN-[f, p] with the norm of the feature. The second consistent observation is that PRONOUN always further improves NOUN and outperforms all of the compared baselines, which verifies the superiority of our prototype-based conditioning strategy.

C. Results on semantic segmentation benchmarks.

NOUN can be seamlessly extended to tasks with dense prediction. As for PRONOUN, we obtain prototypes by simply averaging features of corresponding pixels. We evaluate both methods on synthetic-to-real semantic segmentation benchmarks. Following the VisDA challenge [51], we adopt the mean intersection-over-union (mIoU) as the evaluation metric. The results of GTA5→Cityscapes are reported in Table VI and the results of Synthia→Cityscapes are reported in Table VII. For both tasks, NOUN outperforms all of the compared domain adversarial training methods, including those specially designed for semantic segmentation, which verifies the generalization and effectiveness of NOUN. Inconsistent with observations in cross-domain object recognition tasks, PRONOUN does not further improve NOUN on both synthetic-to-real semantic segmentation tasks. A possible reason is that the estimated prototypes in semantic segmentation are inaccurate. Even so, PRONOUN achieves the second-best results on both segmentation benchmarks.

D. Model analysis and discussions.

1) Ablation study: The benefit of enlarging the norm of concatenated predictions introduced in NOUN has been demonstrated by comparing DANN-[f, p] and NOUN. To validate the effectiveness of the prototype-based conditioning in

| TABLE IV: Accuracies (%) on Office31 via ResNet-50. |
|-----------------------------------------------|
| Method (Source→Target) | A→D | A→W | D→A | D→W | W→A | W→D | Avg. |
|------------------------|-----|-----|-----|-----|-----|-----|------|
| ResNet-50 [44]         | 68.9| 68.4| 62.5| 96.7| 60.7| 99.3| 76.1 |
| DANN [20]              | 79.7| 82.0| 68.2| 96.9| 67.4| 99.1| 82.2 |
| CDAN [14]              | 89.8| 93.1| 70.1| 98.2| 68.8| 99.5| 86.2 |
| CDAN+E [14]            | 92.9| 94.1| 71.0| 98.6| 69.3| 100.| 87.7 |
| DANN-CA [17]           | 89.9| 91.4| 69.6| 98.2| 68.8| 99.5| 86.2 |
| MADA [13]              | 87.8| 90.0| 70.3| 97.4| 66.4| 99.6| 85.2 |
| iCAN [67]              | 90.1| 92.5| 72.1| 98.9| 69.9| 100.| 87.2 |
| CAT [66]               | 90.8| 94.4| 72.2| 98.0| 70.2| 100.| 87.6 |
| SAFN [46]              | 87.7| 88.8| 69.8| 98.4| 69.7| 99.8| 85.7 |
| SAFN+Ent [46]          | 90.7| 90.1| 73.0| 98.6| 70.2| 99.8| 87.1 |

| TABLE V: Accuracies (%) on ImageCLEF-DA via ResNet-50. |
|-----------------------------------------------|
| Method (Source→Target) | C→I | C→P | I→C | I→P | P→C | P→I | Avg. |
|------------------------|-----|-----|-----|-----|-----|-----|------|
| ResNet-50 [44]         | 78.0| 65.5| 91.5| 74.8| 91.2| 83.9| 80.7 |
| DANN [20]              | 87.0| 74.3| 96.2| 75.0| 91.5| 86.0| 85.0 |
| CDAN [14]              | 90.5| 74.5| 97.0| 76.7| 93.5| 90.6| 87.1 |
| CDAN+E [14]            | 91.3| 74.2| 97.7| 77.7| 94.3| 90.7| 87.7 |
| MADA [13]              | 88.8| 75.2| 96.0| 75.0| 92.2| 87.9| 85.8 |
| iCAN [67]              | 89.9| 78.5| 94.7| 79.5| 92.0| 89.7| 87.4 |
| CAT [66]               | 91.3| 73.5| 95.5| 77.2| 93.6| 91.0| 87.3 |
| SAFN [46]              | 91.1| 77.0| 96.2| 78.0| 94.7| 91.7| 88.1 |
| SAFN+Ent [46]          | 91.7| 77.6| 96.3| 79.3| 95.3| 93.3| 88.9 |

| source-model-only      | 80.9| 79.5| 64.3| 97.9| 64.2| 99.9| 81.1 |
|±1.6±0.9±0.7±0.4±0.5±0.1±0.4 |
| NOUN                   | 88.5| 90.9| 73.4| 98.5| 72.7| 100.| 87.3 |
|±2.2±1.5±0.1±0.7±1.0±0.0±0.5 |
| PRONOUN                | 93.5| 93.4| 74.6| 98.2| 73.4| 100.| 88.8 |
|±2.2±0.8±0.5±0.8±0.8±0.8±0.4 |
### TABLE VI: Comparison results of GTA5 [53]→Cityscapes [54] semantic segmentation using ResNet-101 as the backbone.

| Methods       | road | sidvk | biking | wall  | fence | pole  | light | sign | veg. | ter. | sky | pet. | rider | car   | truck | bus   | train | mbike | bike | mIoU |
|---------------|------|-------|--------|-------|-------|-------|-------|------|------|------|-----|------|-------|-------|-------|-------|-------|-------|------|------|
| NonAdapt [4]  | 55.6 | 23.8  | 74.6   | -     | -     | -     | -     | -    | -    | -    | -   | -    | -     | -     | -     | -     | -     | -     | -    | 88.6 |
| AdapSeg [4]   | 79.2 | 37.2  | 78.8   | -     | -     | -     | -     | -    | -    | -    | -   | -    | -     | -     | -     | -     | -     | -     | -    | 45.9 |
| AdvEnt [60]   | 87.0 | 44.1  | 79.7   | 9.6   | 0.6   | 24.3  | 4.8   | 7.2  | 80.1 | 83.6 | 56.4| 23.7 | 72.7   | 32.6  | 12.8  | 47.6  | 40.8  | 88.3 |
| SIBAN [5]     | 82.5 | 24.0  | 79.4   | -     | -     | -     | -     | -    | 16.5 | 12.7 | 79.2 | 82.8 | 58.3  | 18.0  | 79.3  | 25.3  | 17.6  | 46.3  | 84.1 |
| CLAN [6]      | 81.3 | 37.0  | 80.1   | -     | -     | -     | -     | -    | 16.1 | 13.7 | 78.2 | 81.5 | 53.4  | 21.2  | 73.0  | 32.9  | 22.6  | 47.8  | 89.2 |
| AdaptPatch [19]| 82.4 | 38.0  | 78.6   | 8.7   | 0.6   | 26.0  | 3.9   | 11.1 | 17.5 | 84.6 | 53.5| 21.6 | 71.4   | 32.6  | 19.3  | 31.7  | 46.5  | 40.0  | 89.0 |
| SWD (PSP) [49]| 82.4 | 33.2  | 82.5   | -     | -     | -     | -     | 22.6 | 19.7 | 83.7 | 78.8 | 44.0  | 17.9  | 75.4  | 30.2  | 14.4  | 49.8  | 84.1 |

NonAdapt 38.2 17.5 73.8 4.6 0.0 25.0 5.8 10.9 73.3 80.7 55.7 17.3 40.3 12.3 21.7 35.7 30.9
NOUN 89.3 45.2 79.4 4.0 0.4 27.0 8.0 13.2 78.9 82.3 57.0 20.4 80.9 30.8 15.5 38.0 49.2 41.9
PRONOUN 89.2 44.4 78.8 4.5 0.2 27.0 6.5 11.0 78.0 81.3 57.0 22.0 81.5 30.3 18.4 39.4 49.1 41.8

**Fig. 4:** Further analysis of NOUN and PRONOUN on the task Ar→Cl on Office-Home.

### TABLE VIII: Ablation study: the average accuracy (%) of different variants of NOUN on object recognition benchmarks.

| Ablation       | Home | VisDA | Office31 | CLEF |
|----------------|------|-------|----------|------|
| NOUN (k = 1)   | 66.7 | 78.9  | 87.3     | 88.5 |
| NOUN+E (k = 1)| 68.9↑| 79.8↑ | 88.1↑    | 88.5↑ |
| PRONOUN (k = 1)| 68.1↑| 80.0↑ | 88.0↑    | 88.6↑ |
| NOUN (k = 3)   | 66.2↑| 79.5↑ | 86.9↑    | 88.5↑ |
| NOUN+E (k = 3)| 69.1↑| 80.6↑ | 88.2↑    | 88.6↑ |
| PRONOUN (k = 3)| 70.7↑| 81.6↑ | 88.8↑    | 89.0↑ |

PRONOUN, we further conduct ablation on the four classification benchmarks and show the respective average accuracy in Table VIII. ‘NOUN+E’ means combining the entropy conditioning [14] with NOUN. Increasing the norm control factor k from 1 to 3, NOUN models show notable performance drop on Office-Home and Office31, while both NOUN+E and PRONOUN models achieve performance improvement on all benchmarks. This comparison indicates that NOUN suffers from inaccurate predictions with too strong conditioning. Both the entropy conditioning [14] and our prototype-based conditioning are able to alleviate the misalignment induced by inaccurate predictions. In addition, the consistent improvement of NOUN+E and PRONOUN by simply increasing the norm control factor k, in turn, demonstrates that a larger norm of concatenated predictions can contribute to more effective...
conditional domain alignment. With stronger conditioning, i.e., \( k = 3 \), PRONOUN evidently surpasses the competitive counterpart of NOUN+E on all benchmarks, which explicitly verifies the superiority of our prototype-based conditioning.

2) Training stability: We investigate the convergence of our methods by testing the model every 50 iterations during the training and illustrate the empirical accuracy curves of Ar→Cl on Office-Home in Fig. 4(a). It is obvious that for both NOUN and PRONOUN, the model training is stable and finally converges.

3) Parameter sensitivity: The introduced hyper-parameters are \( k \) for both NOUN and PRONOUN and \( \lambda_{ema} \) only for PRONOUN. We find NOUN generally performs well with \( k \) of 1, i.e., NOUN can work without extra hyper-parameters. Thus we mainly investigate the sensitivity of \( k \) and \( \lambda_{ema} \) for PRONOUN on the UDA task Ar→Cl on Office-Home and show results in Fig. 4(b) and Fig. 4(c), respectively. For \( k \), we observe that within a moderate range, i.e., when \( k \) is less than 3, increasing the norm of concatenated output brings improvement. However, an especially large norm of output leads to performance degradation. The moderate range is 7 for PRONOUN and 6 for NOUN, larger values of \( k \) lead to the worst performance close to the non-adapted source model. Because with an extreme value of \( k \), the detached concatenation part will dominate the discriminator optimization. Then the contribution of features to the adversarial loss would be ignored, making domain adversarial training ineffective. For \( \lambda_{ema} \), we set it as 0.5 for all tasks without selection. As shown in Fig. 4(c), 0.4–0.7 is a suitable range, and an extremely small or large value of \( \lambda_{ema} \) would weaken the performance. The reason is that moderate \( \lambda_{ema} \) can provide a better representation of semantic structures by keeping the prototypes both consistent and up-to-date, which is beneficial to PRONOUN. Generally, the newly involved hyper-parameters in PRONOUN are not sensitive within the normal range.

4) Network sensitivity: Pseudo-labels play an important role in conditional domain adversarial training. The network architecture has a great influence on the quality of pseudo-labels. Thus we evaluate the sensitivity of our methods to the network architecture. In Fig. 4(d) we report the respective accuracy of DANN-[f, p], DANN, CDAN, CDAN+E, NOUN, NOUN+E and PRONOUN for Ar→Cl on Office-Home with two backbones of different capacity, i.e., ResNet-18 and ResNet-50, where ‘NOUN+E’ denotes only replacing our prototype-based conditioning with the entropy conditioning [14]. For the stronger model ResNet-50, NOUN slightly beats CDAN and PRONOUN outperforms both CDAN+E and NOUN+E. For ResNet-18 with worse pseudo-labels, NOUN slightly falls behind CDAN but still significantly exceeds DANN-[f, p], and PRONOUN outperforms other methods by a large margin. Generally, both of our methods show desirable robustness to the network change. NOUN always significantly outperforms DANN-[f, p], and PRONOUN always performs the best.

5) Compatibility with self-training: To evaluate the compatibility of NOUN and PRONOUN with other types of domain adaptation methods, we choose a state-of-the-art self-training method ATDOC [37] for experiments. We report results on three object recognition benchmarks in Table IX. We find both NOUN and PRONOUN consistently bring evident performance improvement when combined with ATDOC [37]. Especially, PRONOUN helps ATDOC [37] achieve the new-state-of-the-art average accuracy of 74.1% on Office-Home.

6) Visualization: For object recognition, we follow the de facto practice to study the t-SNE [68] visualization of aligned features generated by different UDA methods in Fig. 5. As expected, DANN-[f, p] fails to align multi-class distributions between domains. With effective conditioning, NOUN better aligns target samples to source clusters and learns more discriminative target features. With the prototype-based conditioning strategy, PRONOUN alleviates the misalignment induced by inaccurate pseudo-labels. For semantic segmentation, we present some qualitative results in Fig. 6. Compared with the domain adversarial training involving only marginal features (FeatAdapt), our NOUN produces cleaner and more discriminative adapted segmentation results, which verifies the benefit of the effective conditioning for domain adaptation.

V. Conclusion

In this work, we target the UDA problem with multi-modal structures. We aim to develop simple also compact domain adversarial training solutions to address UDA. We first rethink the previous failure of the naive concatenation conditioning strategy. We find that the small norm of the concatenated output prediction makes the conditioning ineffective. We thus propose NOUN to ensure effective conditional domain alignment by enlarging the vector norm of the concatenated prediction. We provide a strong domain adversarial training method PRONOUN, which involves the novel prototype-based conditioning strategy to protect NOUN from inaccurate pseudo-labels. Extensive evaluations on various object recognition benchmarks justify the effectiveness of NOUN and PRONOUN over well-established UDA baselines. NOUN is also verified to be genric and competitive for semantic segmentation UDA tasks. In the future, we aim to explore applications of PRONOUN to more challenging UDA tasks like semantic segmentation and object detection.
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Fig. 5: t-SNE [68] embedding visualizations of UDA methods for the A→D task on Office31. In the upper row, colors denote different domains (red: source, blue: target). In the bottom row, colors denote different classes, and shapes denote the domain information (source in ◦ and target in ⋆).

Fig. 6: Qualitative results of UDA methods on the synthetic-to-real semantic segmentation task of Synthia→Cityscapes.
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