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Abstract: Image Denoising techniques are widely used to remove the noise from the images. Due to the ease of the bilateral filter, it is used very often to remove the noise from the images. In this paper, a novel approach has been proposed to enhanced bilateral filter in conjunction with CNN as a booster to eliminate Gaussian noise from Grey images. Studies reveal that standard CNN using a bilateral filter is the best technique to eliminate Gaussian noise from images along with high PSNR values. This paper also performs a comparative study of the various existing techniques for image denoising with the CNN technique and the applied Bilateral filter Method as a de facto to improve the results in terms of enhanced PSNR values. ECNDNet (Enhanced CNN) applied to noisy images with standard deviation $\sigma = 15$ gives PSNR values up to 32.81. In comparison to this when both bilateral filter and deep CNN applied, in conjunction produces improved PSNR values up to 34.73 along with the equivalent standard deviation. The results in this work reveal better performance in terms of PSNR as compared to other methods. The test result proves that the bilateral filter Method along with CNN can improve the quality of restored images significantly better.

Keywords: Image Denoising, PSNR, Bilateral filter, CNN

I. INTRODUCTION

Image Denoising is a traditional technique; it has been required in many fields. Images acquired through the sensor of cameras are always corrupted by some noise. The existence of random discrepancy of intensity affects color information images usually can be the feature of electronic noise. The denoising model is the process to eliminate unwanted information from an image, different images are denoised by using different technologies. This research work explains and explores different methodologies for noise reduction. Generally, bilateral filtering makes a linear combination of similar pixel values. Bilateral filtering images depends on range and domain. For domain filtering values choose to show the preferred amount of combination of pixels, while range filtering chooses values based on the preferred amount of wide-ranging pass filtering.

Bilateral filtering technique smooth images while edge-preserving. Its filtering work in 1995 by Aurich and Weule [1] on linear Gaussian filtering.

Advantages of Bilateral Filter:
- bilateral filtering edge-preserving, while removing noise and causes smoothing of images.
- It reduces color blurriness while working with color images.
- It is a very simple and non-iterative scheme to implement.

The rest of the paper organize in such a manner that, section 2 will briefly introduce related work, section 3 discuss the image denoising techniques, Section 4 will discuss the proposed model, section 5 introduce experiment and data, and also will explain regarding data set Section 6 will explain the result and section 7 will conclude the future scope and conclusion.

II. RELATED WORK

In 2017, Kai Zhang et al. [11] presented by exploring the creation of feed-forward denoising with CNN (convolutional neural network). Specifically, this technique is applied to residual learning and batch normalization. It helps speed up the training process. This approach influences training a single DnCNN model. Such as Gaussian denoising JPEG image DE blocking.

In 2017, N. Senthilkumaran, J. Saromary et al [14] proposed an Adaptive Bilateral filtering method which consisted Switched bilateral filter and a bilateral filter to eliminate Gaussian Noise from Gray images and found that bilateral filtering is the best procedure to remove Gaussian noise from images with high PSNR values. The proposed technique gives the best results than all other techniques in terms of assessment parameters such as PSNR, MSE, and NCD.

In 2018[15] Yaping Tian et.al presented CNN has achieved great success for image restoration also hierarchical features. This approach to generating visually pleasing high-quality measurement. This paper proposed local and global features and obtaining very powerful representation ability.

In 2018,[16] Chuwui Tian, et. al. proposed the CNN technique for image denoising by enhancing the quality of various images experimentally and analyzing the PSNR values on different standards deviation. Work demonstrated was looked to the effects of dilated convolution. Its uses for ECND Net to enlarge the receptive fields and improve the performance.
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Image restoration[17] techniques developed in the past years and discuss future developments. Learn a CNN to predict the residual between the initialized high-resolution images and the ground truth image. Deep CNN can be very efficient in the testing stage. Image restoration methodologies do not scale well to larger images, while efficient alternative bigot.

III. IMAGE DENOISING TECHNIQUE

Bilateral filter denoising [2] improved the images to remove Gaussian noise from the grayscale. It is found the standard Bilateral filter is the best method to eliminate Gaussian noise from images with high PSNR value. Bilateral filter methods are more effective than popular denoising methods. One of the most popular advantages to preserving edges while removing noise causes smoothing of images and reduces color blurriness. It is a simple and iterative scheme to contrivance. Which is a

Stimulating research area that has conventionally used statistical image features. Bilateral has shown recent promise for this task and further improvements can be realized via the use of the PSNR ratio, which allows the use of a full reference quality applied to extracted pixel and original images.

Image restoration [17] essential difficulty in image processing and low-level visualization. Objective reconstructed to latent high-quality image from its reduced reflection. The acquired images are a ruined reflection of the unknown latent images, while the ruin comes from various factors such as noise corruption object motion, resolution limit hazing rain, a combination of them. Introduce the major IR techniques developed in the past years and discuss future developments. Learn a CNN to predict the residual between the initialized high resolution images and the ground truth image. Deep CNN can be very efficient in the testing stage. Image restoration approaches do not scale well to larger images, while efficient alternative. “Goal of this paper is to develop an effective approach to image restored offers both computational efficiency and high restoration quality”.

Figure 3.1: Image denoising method

Enhanced CNN [19] used for removing noise in pixel quality better PSNR. This paper used the dilated convolutional networks to increase the perspective information and reduce the computational cost. Enhanced convolutional neural denoising network exceeds the state-of–the–art methods for image denoising. Convolutional neural networks are used to increase network performance. It is used to obtain an uncontaminated image from the residual image and noisy image.

Comparison of Denoising Methods

This section briefly describes the denoising methods bilateral filtering is reasonable with popular methods such as BM3D, WNNM, EPLL, CSF, TNRD, FFD, and ECN. WNNM [7] weight nuclear norm minimization problems are evaluated under different conditions. However, this impressively confines its proficiency and flexibility in allocating with many concrete denoising problems. This paper analyzed the weighted nuclear norm minimization problem, where the curious values are allocated different weights. WNNM algorithm outperforms many states of the art denoising algorithm.

EPL [8] expected patch log-likelihood method has been introduced, enforced the concluding reconstructed image patch. In the perspective of the Gaussian mixtures model, this idea has been lead to a state of the art in image denoising and de-blurring. This paper represents a method that essentially concludes these thresholds to improve the image evaluation. It’s accomplished a similar performance to that of EPLL with GMM in denoising. TNRD [10] trainable nonlinear reaction-diffusion describes a knowledge agenda built on the perception of nonlinear reaction models for various image restoration problems. This methodology is appropriate for a variety of image restoration tasks by including suitable reaction force. We determine its efficiencies with the representative application, Gaussian image denoising single image super restoration, and JPEG de-blocking. BM3D was developed by Ahn B, et al [13] is the foremost prevalent denoising strategy. BM3D is a two arrange non-locally collaboration sifting strategy within the change space. It utilizes 3d shapes, which are stacked into a 4Dchart. fFD Net [16] is to the fast implication and respectable performance, however, this method mostly learn a specific model for each noise level, require multiple models for denoising images with the different noise level. Fast and flexible denoising network works on accomplishing a good trade-off between implication speed and denoising performance. FFD Net is effective and efficient, making it a highly attractive practical denoising application. CSF [18] shrinkage operation bears a connection to wavelet methodologies, but is used here in a random field context computational proficiency is accomplished by creation concluded the use of convolutional high renewal quality is attained through loss-based training of all models parameters and the use of cascade architecture. We study approaches that can be revised easily to a different trade-off between efficiency and image quality.

IV. PROPOSED DENOISING METHOD

According to the previous analysis, we all know that the denoising methodology will be expressed as Y = x+μ. F(γ), because the objective performance of learning is as follows:-
\[
\frac{1}{N} \sum_{j=1}^{N} \| f(y_j, p) - (y_j - x_j) \|^2 \quad (1)
\]

Eq.(1) is an objective function to train the denoising model, where \( y_j \) represent the \( j \)th noisy image patch and \( x_j \) represent the \( j \)th level image patch and learn more features. Learn a lot of possibility as a result of these considerations, we tend to propose a unique network know as Bilateral with CNN furthermore residual learning builds this network more practical for image denoising the desires of the projected strategies have fielded it in 17th layer network and residual learning to stop the issues of vanishing a further CNN performance convergence and build the network easier to trained knowledge. Moreover, the use of BN and residual learning make this network more effective for image denoising. In addition to bilateral filter with CNN enhanced performance BN techniques are used to convergence and make the network easier to trained data.

The Bilateral filtering technique using CNN analysis consists of stages:-

1. Basic original images to differentiate the denoised from noise level from the CNN.
2. Adaptive iteration use frequently changes PSNR noise and pixel similarity analysis to visually match the denoised with the original images.
3. At last, the images which denoised Bilateral filter using CNN technique.

This approach is very convenient for robustness and helps in improving the PSNR to survive against different types of techniques, also by using CNN. The extraction process involves increasing the pixel quality of denoised images.

Application of Bilateral Filtering:

- Bilateral filter, wherever it found a broad application that medical imaging pursuit film restoration and a lot of we tend to discuss helpful extension referred to as the bilateral filter.
- A bilateral filter could be a feature formula the discrepancy will be used to extend the visibility of alternative pictures searching filters that train to scale back noise a large style of ultimate. Edge sharpening filters company by enhancing high frequency.
- Bilateral filtering application to decompose many pictures into parts so they single output image that inherits selected visual properties from every picture.
- We will additionally utilize the assorted technique like texture and illumination separation tendency creating and residency management for bilateral filtering.

V. DATASET & IMPLEMENTATION:

This paper technique is enforced Matlab-19 and varied performance metrics are unit taken into thought peak signal noise magnitude relation a good picture quality of denoising images. This study aims to evaluate the working, performance, and efficiency of various denoising techniques. This study helps in knowing different types of techniques used to remove noise in original images. Data set used for experimental purpose as follows:

![Figure 4.1: Architecture of Proposed method](image)

![Figure 5.1:](image)
PSNR(x, ŷ) = 10log_{10}( \frac{1}{|| x - y ||^2})

PSNR and runtime of processing every image are two important factors of image denoising. The performance of the proposed methods has been verified in the gray image section. The PSNR is a different Dimension an image is tested for Grey images denoising as follows (table 2). We utilize noisy image sizes of 256*256 and 512*512 with different standard deviations such as σ = 15, 25, and 50 to test the PSNR of different images for the Bilateral method. Specifically, we use MatLab-2019 to test the run process of Bilateral with CNN Table (3) we know that our Bilateral using CNN is modest with popular methods such as BM3D, WNNM, EPLL, CSF, TNRD, IRCNN, ECNDNet, and Bilateral with CNN.

VI. RESULT AND DISCUSSION

We have taken various images for experimental purposes and we have seen that on different standards deviation such as 15, 25, and 50 obtained results have been mention below as under table 2.

Performance Evaluation

According to the preceding research, we know that the denoising method can be articulated. It is being used to enhance the performance of the noise level and the increased PSNR. We consume noisy image sizes of 256*256, 512*512, 1024*1024 with σ= 15, σ = 25, and σ= 50 to test the quickness of different methods for an image. Specifically, we use MATLAB to test CNN and bilateral filtering.

Our proposed method is a better PSNR for image denoising. We know that our bilateral filtering is competitive with popular methods such as BM3D, WNNM, EPLL, CSF, TNDR, and CNN. We will demonstrate the efficiency of these methods for image denoising. The performance of the recommended method has been proved the processing an image is tested for gray image denoising. I have accompanied some testing to see the performance of the proposed framework. I virtual noisy images by adding White Gaussian noise with various standard deviations to some standard test images. These noisy images were then denoised using several PSNR results were considered real images for each test image, three noisy versions were created by adding white Gaussian noise with standard deviations 15, 25, and 50.

Results:

Table 6.1 showing the different PSNR measuring on the different standard deviation and results finding the better PSNR according to the different denoising techniques.

Table 6.1: Result of PSNR values different denoising method

| IMAGES   | Size of 256*256 | Size of 512*512 |
|----------|----------------|-----------------|
|          | σ= 15          | σ= 25           | σ= 50           | σ= 15          | σ= 25           | σ= 50           |
| AIRPLANE | 34.88          | 34.61           | 34.04           | 36.03          | 35.93           | 35.72           |
| BARBARA  | 34.57          | 34.33           | 33.81           | 33.51          | 33.45           | 33.21           |
| BOAT     | 33.72          | 33.52           | 32.96           | 36.16          | 36.05           | 35.81           |
| CAMRAMAN | 35.53          | 35.33           | 34.72           | 37.00          | 36.92           | 36.71           |

Table 6.2 Result of PSNR values different dimensions.

| METHODS | σ= 15 | σ= 25 | σ= 50 |
|---------|-------|-------|-------|
| BM3D    | 32.37 | 29.97 | 26.72 |
| WNNM    | 32.70 | 30.26 | 27.05 |
| EPLL    | 32.14 | 29.69 | 26.47 |
| CSF     | 32.32 | 29.84 | -     |
| TNRD    | 32.50 | 30.06 | 26.81 |
| IRCNN   | 32.77 | 30.38 | 27.14 |
| ECNDNet | 32.81 | 30.39 | 27.15 |
| CNN     | 34.73 | 34.50 | 33.98 |

Table 6.3: Result of the previous result and current result on different standard deviation.

| IMAGES   | Previous result | Current result |
|----------|-----------------|----------------|
|          | σ=15  | σ=25  | σ=50  | σ=15  | σ=25  | σ=50  |
| BOAT     | 32.37 | 30.14 | 27.16 | 33.71 | 33.49 | 32.98 |
| PEPPERS  | 33.25 | 30.85 | 27.30 | 35.63 | 35.49 | 34.21 |
| STARFISH | 32.17 | 29.43 | 25.72 | 33.63 | 33.47 | 33.18 |
| MONARCH  | 33.11 | 30.30 | 26.82 | 34.12 | 34.07 | 33.47 |
| LENA     | 34.52 | 32.38 | 29.29 | 35.17 | 35.08 | 34.42 |
| MAN      | 32.39 | 30.03 | 30.33 | 33.58 | 33.45 | 32.85 |
| COUPLE   | 32.39 | 30.03 | 26.84 | 33.62 | 33.41 | 32.88 |
Figure 6.1: PSNR values bilateral methods using CNN technique noise level 15.

Figure 6.2: PSNR values bilateral methods using CNN technique noise level 25.

Figure 6.3: PSNR values bilateral methods using CNN technique noise level 50.

Figure 6.1 represents the image denoising technique in which an original image becomes a noisy image by adding Gaussian noise up to level 15 and then applying by both technique CNN and Bilateral filtering, which offers As 34.12(dB) PSNR likewise in fig2 and fig3 (standards deviation) on the noise level 25 and 50 use does the same experimental for the image denoising and we get 34.07 (dB) and 33.47 respectively.

Figure 6.2 showing the result implement better PSNR values bilateral methods using CNN technique noise level 25. We can see the data can categorize the standards deviation choosing the appropriate different technique of the image denoising.

Figure 6.3 showing the PSNR values bilateral methods using CNN technique noise level 15, as we can see by the diagram it can be categorized into 3 standards deviations.

VII. FUTURE SCOPE AND CONCLUSION FUTURE SCOPE

Future expansion of this approach is to be with proposed technique the proposed filtering method work very properly for noise care of different filtering approach. We will combine model-based Optimization and Discriminative gaining knowledge of strategies to get rid of the noise from the real noise images. For future work, first, explore how to covenant with different sorts of noise mainly these current in actual life. Secondly, the technique besides the use of image fairs instills an open problem. Besides the methodology of pictures denoising can also be improved in two other applications.

VIII. CONCLUSION

This paper compares the most widely used image denoising different techniques and it concludes that based on the data set we have to find the best performance and increasing PSNR value for the bilateral filter using the CNN technique, for image denoising. We have to find a better PSNR value for the image denoising technique.
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