Finding True Change Point When a CUSUM Control Chart is Used
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Abstract. In this paper, it is assumed that the mean of a normal process is monitored by a CUSUM control chart. When the control chart triggers a signal and declares that the process has gone out of control, a search process is started to find the time of change and the causes of going the process out of control. Several methods (plans) for finding the true (real) change point is proposed. It is shown that the plans which are based on the likelihood of the points in time perform better.
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1 Introduction

The quality of products is always the key factor for a successful business. In order to have a high quality of products, the maintenance of a high quality process is essential. In most situations, it is assumed that the quality characteristic of a product follows a normal distribution. The typical technique for maintaining or monitoring a process is the use of statistical process control (SPC) charts. In this article, we will consider the cumulative sum (CUSUM) control chart, which may be used when we are interested in detecting small shifts in the process mean.

* Corresponding author
The CUSUM control chart plots the statistics $C_t^+ = \max\{0, z_t - l + C_{t-1}^+\}$ and $C_t^- = \max\{0, -z_t - l + C_{t-1}^-\}$ where the starting values are $C_0^+ = C_0^- = 0$, $z_t = \frac{(X_t - \mu_0)}{\sigma_0/\sqrt{n}}$ is the standardized subgroup average, $\sigma_0$ is the standard deviation of the process when it is in-control and $l$ is the reference value (almost always taken as 0.5). If the test statistic $C_t^+(C_t^-)$ exceeds its decision interval, $h^+(h^-)$, one concludes that the process mean has increased (decreased) and that the process is therefore out of control. In this paper we consider a CUSUM chart with reference value $l = 0.5$ and decision interval $h^+ = h^- = 4.77$ (see Montgomery, 2009). The CUSUM chart with these parameters has an in-control Average Run Length (ARL) of 370, the same as the 3 sigma Shewhart $X$ control chart.

It is noteworthy to distinguish the difference between the change point and the out-of-control signal time which is triggered by the SPC charts. The change point is the time that the disturbances affect the process and the SPC signal time is the time that the out-of-control signal will be triggered. In fact, the former is followed by the latter.

Once the control chart signals that the process is out-of-control, the process engineers must initiate a search for the special cause of the process disturbance. The typical method (TM) is to search for the root causes starting from the initial signal time. If the root causes cannot be identified at the initial signal time $T$; the searching process may proceed at time $T-1$. This process should continue until the identification is made. Note that each one of the points  $T, T-1, \ldots, 1$ can be a possible change point but only one of them is the real change point. In other words, each one of these points is a false change point except one, which we refer to as the true change point. To find the true change point, some authors have proposed that first, the change point is estimated, usually by maximum likelihood method, and then starting from this estimate of the change point, the search procedure is started to find the true change point and the main causes of going the production process out of control. We call this method the Chronological-Ordered Method (COM). Note that the TM is also a special case of COM where the change point is estimated by the signal time of the control chart. In their paper, Samuel et al. (1998) addressed the issue of estimating the change point of a normal process. Pignatiello and Samuel (2001) used the EWMA and CUSUM charts and the MLE to estimate the change point of a process. Shao and Hou (2004) provided some statistical properties for the change point estimators. In addition, Shao and Hou (2006) derived the change point estimators under the case where the S chart and MLE are
used in a gamma process. Later Shao et al (2006) used an X-bar control chart and MLE to estimate the change point of a gamma process. Also, in Machine Learning (ML) approach for the change point problems can be found in Cheng and Cheng (2008) and Shao and Hsu (2009). Shao and Hou (2013a) applied an integrated approach of neural network and analysis of variance to identify a change point in an industrial process. Shao and Hou (2013b) used a two-stage hybrid scheme to estimate a change point for a multivariate process. Hou et al (2013) used a combined MLE and Generalized P chart approach to estimate the change point of a multinomial process. From Bayesian point of view, Dehghan Monfared and Meshkani (2007) estimated multiple change points in a gamma process when an $\bar{X}$ control chart is used, Dehghan Monfared and Lak (2013) used an X-bar control chart for estimating the change point of a normal process. But the main goal of estimating the change point is to find the true change point and the estimate of the change point is not useful by itself. Dehghan Monfared and Lak (2016) consider the problem from Bayesian perspective. In this paper, we discuss the problem of finding the true change point from classical point of view, when a CUSUM control chart is used. To do this, after the CUSUM control chart triggers a signal, an intuitive method is to sort points in time based on their likelihood and examine the production process at each of those points respectively. Note that, in this case, the starting point is also an estimate, i.e. MLE, of the change point. This method is called likelihood ordered method (LOM) (see Dehghan Monfared and Lak, 2017). For estimating the change point, using maximum likelihood method, most authors have used a conditional likelihood given the signal time $T$. Dehghan Monfared and Lak (2013) proposed that an unconditional likelihood should be used because the signal time $T$ has some information about the change point. In this paper, after a CUSUM triggers a signal, LOM and COM are used for each one of two types of likelihood (Note that TM does not depend on the type of the likelihood function which is used) and their performances are compared through a series of simulations.

The paper is organized as follows. In Section 2, the model is defined. In Section 3, an approximation for the distribution of the signal is obtained. In Section 4, two MLEs for the change point are derived. In Section 5, two plans for finding the true change point are introduced. In Section 6, the methods of finding the true change point are compared through a series of simulations. The paper is concluded in Section 7.
2 The Model

In this study, we assume that the process is initially in control, and the sample observations come from a normal distribution with a known mean, \( \mu_0 \) and a known standard deviation, \( \sigma_0 \). However, after an unknown point in time \( \tau \), a disturbance is introduced into the process and starting from the point in time \( \tau + 1 \) (known as the process change point) it changes the process mean from \( \mu_0 \) to \( \mu_1 = \mu_0 + \delta \sigma_0 / \sqrt{n} \), where \( n \) is the subgroup sample size and \( \delta \) is the unknown magnitude of the change in the scale of the standard deviation of the subgroup sample mean (note that \( \delta = \frac{\mu_1 - \mu_0}{\sigma / \sqrt{n}} \)). It is also assumed that once the parameter \( \mu_0 \) changed, it remains at the new level of \( \mu_1 \) until the root causes of the disturbance have been identified and removed.

Let \( X_{ij} \) denote the \( j \)th observation in subgroup \( i \) with normal distribution \( N(\cdot, \cdot) \). That is,

\[
X_{ij} \overset{iid}{\sim} N(\mu_0, \sigma_0^2), \quad i = 1, 2, \ldots, \tau \\
j = 1, 2, \ldots, n,
\]

and

\[
X_{ij} \overset{iid}{\sim} N(\mu_1, \sigma_0^2), \quad i = \tau + 1, \ldots, T \\
j = 1, 2, \ldots, n,
\]

where \( n \) is the subgroup sample size, \( T \) is the signal time that the CUSUM control chart triggers a signal and it is not a false alarm. The parameters \( \mu_0, \sigma_0 \) and \( \mu_1 \) are the process parameters, and \( \overset{iid}{\sim} \) stands for independent and identically distributed. Note that \( T \) is also a random variable, but finding its distribution is not an easy task. In the next section we try to find a good approximation for it.

3 An Approximation for the Distribution of the Signal Time

Given that the mean of the process has been changed to \( \mu_1 \) at an unknown time \( \tau + 1 \), since the process is under control until time \( \tau \), the probability
that a signal time is triggered by CUSUM control chart \( k \) points in time after \( \tau \) is,

\[
\begin{align*}
  h(k; \mu_1) &= P_{\mu_1}(T^* = k) = P_{\mu_1}(\{C_{\tau+1}^+ < h^+, C_{\tau+1}^- < h^-\} \cap \ldots \\
  & \quad \cap \{C_{\tau+k-1}^+ < h^+, C_{\tau+k-1}^- < h^-\} \cap \{C_{\tau+k}^+ > h^+ \text{ or } C_{\tau+k}^- > h^-\}),
\end{align*}
\]

where \( T^* = T - \tau \). In the last expression \( C_{\tau+1}^+ \) and \( C_{\tau+1}^- \) are functions of \( C_{\tau}^+ \) and \( C_{\tau}^- \) which are unknown and can be set to be zero because the process is in control for \( t \leq \tau \). In addition the random variables \( C_{\tau+1}^+(C_{\tau+1}^-), \ldots, C_{\tau+k}(C_{\tau+k}^-) \) are just computed from a sequence of subgroups sampled from \( N(\mu_1, \sigma_0^2) \). Thus the above probability does not depend on \( \tau \) and for computing this probability it can be assumed \( \tau = 0 \). We have,

\[
\begin{align*}
  h(k; \mu_1) &= P_{\mu_1}(T^* = k) = P_{\mu_1}(\{C_1^+ < h^+, C_1^- < h^-\} \cap \ldots \\
  & \quad \cap \{C_k^+ < h^+, C_k^- < h^-\} \cap \{C_k^+ > h^+ \text{ or } C_k^- > h^-\}),
\end{align*}
\]

and the distribution of \( T \) is,

\[
\begin{align*}
  g(t; \tau, \mu_1) &= P_{\mu_1}(T = t) = P_{\mu_1}(T^* + \tau = t) = P_{\mu_1}(T^* = t - \tau) \\
  &= h(t - \tau; \mu_1). \quad (1)
\end{align*}
\]

### 3.1 Approximation of the Distribution of \( T \)

Although computing the function \( h(\cdot; \mu_1) \) for every fixed \( \mu_1 \) (and consequently the function \( g(\cdot; \tau, \mu_1) \)) is difficult to do, it can be approximated with arbitrary accuracy by using Monte Carlo simulations. To approximate the distribution of \( T \), first of all, the following theorem is needed.

**Theorem 1.** Let \( T^* = T - \tau \) be the difference between the signal time \( T \) and the change point \( \tau \), then as \( \Delta \mu = \mu_1 - \mu_0 \) approaches plus or minus infinity, the distribution of \( T^* \) approaches a degenerate distribution at 1.
Proof.

\[
\lim_{\Delta_{\mu} \to \pm\infty} h(1; \mu_1) = \lim_{\Delta_{\mu} \to \pm\infty} P_{\mu_1}(T^* = 1) = \lim_{\Delta_{\mu} \to \pm\infty} P_{\mu_1}(T - \tau = 1) \\
= \lim_{\Delta_{\mu} \to \pm\infty} P_{\mu_1}(T = \tau + 1) \\
= \lim_{\Delta_{\mu} \to \pm\infty} P_{\mu_1}(C_{\tau + 1}^+ > h^+ \text{ or } C_{\tau + 1}^- > h^-) \\
= \lim_{\Delta_{\mu} \to \pm\infty} P_{\mu_1}(C_{\tau + 1}^+ > h^+ \text{ or } C_{\tau + 1}^- > h^-).
\]

But we have,

\[
\lim_{\Delta_{\mu} \to \pm\infty} P_{\mu_1}(C_{\tau + 1}^+ > h^+) = 1 - \lim_{\Delta_{\mu} \to \pm\infty} P_{\mu_1}(C_{\tau + 1}^- < h^+) \\
= 1 - \lim_{\Delta_{\mu} \to \pm\infty} P_{\mu_1}(Z_{\tau + 1} - k + C_{\tau + 1}^+ < h^+) \\
= 1 - \lim_{\Delta_{\mu} \to \pm\infty} P\left(\frac{\bar{X}_{\tau + 1} - \mu_1}{\sigma_0/\sqrt{n}} + \frac{\mu_1 - \mu_0}{\sigma_0/\sqrt{n}} - k + C_{\tau + 1}^+ < h^+\right) \\
\geq 1 - \lim_{\Delta_{\mu} \to \pm\infty} P\left(\frac{\bar{X}_{\tau + 1} - \mu_1}{\sigma_0/\sqrt{n}} + \frac{\Delta_{\mu}}{\sigma_0/\sqrt{n}} - k < h^+\right) \\
= 1 - \lim_{\Delta_{\mu} \to \pm\infty} \Phi\left(-\frac{\Delta_{\mu}}{\sigma_0/\sqrt{n}} + h^+ + k\right) = 1.
\]

Therefore \(\lim_{\Delta_{\mu} \to \pm\infty} P_{\mu_1}(C_{\tau + 1}^+ > h^+) = 1\). Similarly, it is easy to show that

\[
\lim_{\Delta_{\mu} \to \pm\infty} P_{\mu_1}(C_{\tau + 1}^- > h^-) = 1, \text{ thus, } \lim_{\Delta_{\mu} \to \pm\infty} h(1; \mu_1) = 1. \tag*{\square}
\]

In the discussion that follows it is assumed that the positive real number \(M\) is large enough so that, \(h(1; \mu_0 + M\sigma_0) \approx 1\).

Let the interval \((\mu_0, \mu_0 + M\sigma_0)\) be split into congruent subintervals \((\mu_1^{(i-1)}, \mu_1^{(i)})\),

\(i = 1, 2, \ldots, N\) with length \(\frac{M\sigma_0}{N}\), \(\mu_1^{(0)} = \mu_0\) and \(\mu_1^{(N)} = \mu_0 + M\sigma_0\). Assume \(p_{ik} = h(k|\mu_1^{(i)})\) is specified for \(i = 0, 1, \ldots, N\). Then for each \(\mu_1^{(i-1)} < \mu_1 < \mu_1^{(i)}\) we approximate \(h(k|\mu_1)\), the distribution of \(T^*\), by a line that passes through two points \((\mu_1^{(i-1)}, p_{i-1}k)\) and \((\mu_1^{(i)}, p_{ik})\). Thus, using the symmetry of the normal distribution, the distribution of \(T^*\) can be approximated as
below:

$$\tilde{h}(k; \mu_1) = \begin{cases} p_{i-1k} + m_{i\tau}(\mu_1 - \mu_1^{(i-1)}), & \text{if } \mu_1^{(i-1)} < \mu_1 < \mu_1^{(i)} \\ \tilde{h}(k|2\mu_0 - \mu_1), & \mu_0 - M\sigma_0 \leq \mu_1 < \mu_0 \\ I_{(1)}(k), & |\mu_1 - \mu_0| \geq M\sigma_0 \end{cases}$$

(2)

where,

$$m_{ik} = \frac{P_{ik} - P_{i-1k}}{\mu_1^{(i)} - \mu_1^{(i-1)}}, \quad I_{(1)}(k) = \begin{cases} 1 & \text{if } k = 1 \\ 0 & \text{o.w} \end{cases} \text{ for } k = 1, \ldots, T.$$

Using (1) and (2) $g(t; \tau, \mu_1)$ can be approximated by,

$$\tilde{g}(t; \tau, \mu_1) = \tilde{h}(t - \tau; \mu_1), \quad t = \tau + 1, \ldots.$$

4 Estimating the Change Point

Assuming $x_i = (x_{i1}, \ldots, x_{in}), \ i = 1, \ldots, T$, the joint distribution of the observations, i.e. $x_i$ s given $T$, is

$$f(x_1, \ldots, x_T|T, \tau, \mu_1) = \prod_{i=1}^{T} \prod_{j=1}^{n} f(x_{ij}) \prod_{i=\tau+1}^{T} \prod_{j=1}^{n} f(x_{ij}|\mu_1)$$

$$= (2\pi\sigma_0^2)^{-\frac{nT}{2}} \exp \left\{ -\frac{n}{2\sigma_0^2} \left( \sum_{i=1}^{T} x_i^2 - 2\mu_0 \sum_{i=1}^{\tau} \bar{x}_i + \tau \mu_0^2 \right) \right\}$$

where in the last expression $\bar{x}_\tau = \frac{1}{t-\tau} \sum_{i=\tau+1}^{T} \bar{x}_i$. Throughout the paper, if $\tau = 0$, the values of the product $\prod_{i=1}^{\tau}$ and the sum $\sum_{i=1}^{\tau}$ are defined as 1 and 0, respectively.
4.1 Conditional MLE of the Change Point

Although the signal time $T$ is a random variable, in most of the previous papers it is assumed that $T$ is fixed and a conditional likelihood function given $T$ is used. The MLE of $\tau$ is derived as below,

$$\hat{\tau} = \arg \max_{\tau} \{l^*(\tau, \hat{\mu}_1(\tau))\},$$

where $l^*(\tau, \mu_1) = \log L^*(\tau, \mu_1) = \log f(x_1, \ldots, x_T|T, \tau, \mu_1)$ and

$$\hat{\mu}_1 = \frac{1}{n(T-\tau)} \sum_{i=\tau+1}^{T} \sum_{j=1}^{n} x_{ij}$$

(For details see Samuel and Pignatiello, 1998).

4.2 Unconditional MLE of the Change Point

In practice the signal time $T$ is a random variable, which is observed (with the observed value $t$, which is fixed) as a part of the observations, and contains some information about the unknown parameter $\tau$ and $\mu$. Thus, its distribution should be contained in the likelihood function. The likelihood function can be rewritten as below,

$$L(\tau, \mu_1) = f(x_1, \ldots, x_t|t, \tau, \mu_1)g(t; \tau, \mu_1).$$

To find the MLE of the parameters $\tau$ and $\mu_1$ it suffices to maximize $L(\tau, \mu_1)$ or equivalently maximize $l(\tau, \mu_1)$, the logarithm of the likelihood function, with respect to these parameters. The logarithm of the likelihood function (apart from a constant) is

$$l(\tau, \mu_1) = \log L(\tau, \mu_1|x) \propto -\frac{n}{2\sigma^2_0} \left\{ -2\mu_0 \sum_{i=1}^{\tau} \bar{x}_i + \tau \mu_0^2 - (t - \tau)\bar{x}_\tau^2 ight. \\
+ \left. (t - \tau)(\mu_1 - \bar{x}_\tau)^2 \right\} + \log g(t; \tau, \mu_1),$$

(3)

we note that there are two unknown parameters in the log-likelihood function: $\tau$ and $\mu_1$. For each fixed $\tau$, $l(\tau, \mu_1)$ can be maximized numerically as a function of $\mu_1$, let $\hat{\mu}_1(\tau)$ be its maximizer. Substituting this into equation
(3), we get
\[
l(\tau, \hat{\mu}_1(\tau)) = -\frac{n}{2\sigma_0^2} \left\{ -2\mu_0 \sum_{i=1}^{\tau} \bar{x}_i + \tau \mu_0^2 - (t - \tau)\bar{x}_\tau^2 \right. \]
\[
+ (t - \tau)(\hat{\mu}_1(\tau) - \bar{x}_\tau)^2 \left. \right\} + g(t; \tau, \hat{\mu}_1(\tau)).
\]
It then follows that the value of \(\tau\) that maximizes the log-likelihood function is,
\[
\hat{\tau} = \arg\max_{\tau} \left\{ l(\tau, \hat{\mu}_1(\tau)) \right\}.
\]
That is, \(\hat{\tau}\) is the value of \(\tau\) in the range \(\tau = 0, 1, \ldots, T - 1\) which maximizes \(l(\tau, \hat{\mu}_1(\tau))\). Due to complicated nature of this function, it has to be maximized in \(\tau\) numerically, as we show in Section 5. Note that in practice, to determine the likelihood function, probability mass function of \(T\), i.e \(g(t; \tau, \mu_1)\) is needed which is not easy to compute and it has to be replaced by its approximation \(\tilde{g}(t; \tau, \mu_1)\).

5 Finding the True Change Point

The main goal of estimating the change point is to find the true time at which the disturbances are introduced into the process (or the change point). In most of the previous studies, the evaluation of the performance of the estimators of the change point is based on the direct distance between the estimator \(\hat{\tau}\) and the true change point \(\tau\), i.e \(|\hat{\tau} - \tau|\). In these studies some criteria like \(MSE = E(|\hat{\tau} - \tau|^2)\) or \(P(|\hat{\tau} - \tau| > i), i \in N\) are used, both of them are based on the direct distance between \(\tau\) and \(\hat{\tau}\). In the following example it is shown that it is possible a closer estimator has a poorer performance.

Example 1. Suppose that at time \(T = 104\) the control chart triggers a signal and the true change point is at time point \(\tau + 1 = 100\). If we have two estimates \(\hat{\tau}_1 + 1 = 97\) and \(\hat{\tau}_2 + 1 = 104\). Although \(\hat{\tau}_1 + 1\) is more close to \(\tau + 1 = 100\) than \(\hat{\tau}_2 + 1\), but starting from \(\hat{\tau}_1 + 1 = 97\), we may evaluate the process at points 97, 98, 96, 99, 95, 100 or 97, 96, 98, 95, 99, 94, 100 to find the true change points. In other words in average 6.5 points should be checked to get the true change point \(\tau + 1 = 100\). While starting from \(\hat{\tau}_2 + 1 = 104\), we may evaluate the time points through the path 104, 103, 102, 101, 100 which
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has 5 points. It can easily be shown that if $\tilde{\tau}$ is an estimate of $\tau$, then the number of points in time which should be examined to find the main causes of the out-of-control signal at time $\tau + 1$ is given as the loss function,

$$L(\tilde{\tau}, \tau) = \begin{cases} 
\tau + 1, & \tilde{\tau} \leq \frac{\tau - 1}{2} \\
2|\tilde{\tau} - \tau| + 0.5(1 + I_{\{\tilde{\tau}\}}(\tau)), & \frac{\tau - 1}{2} < \tilde{\tau} \leq \frac{T - 1 + \tau}{2} \\
T - \tau, & \tilde{\tau} > \frac{T - 1 + \tau}{2}
\end{cases} \hspace{1cm} (4)$$

where $I(\cdot)$ is the indicator function.

After estimating the change point by likelihood method, starting from the estimated change point, we should initiate a search to find the true change point. Two methods can be proposed and compared using a trivial loss function which is just the number of points in time which should be examined until the true change point is identified. The first method is called Chronologically-Ordered Method (COM) as follows. Starting from the estimated change point, the points in time are examined in order of their nearness to the estimated change point. If two points are at the same distance from the estimated change point, they are examined in a random order. In this case, the loss function (4) is exactly the average number of points in time which should be examined to find the true change point. The second method we refer to as Likelihood-ordered Method (LOM) in which starting from the estimated change point, the points in time are examined in order of their likelihood. That is, a point which has a larger likelihood has more priority to be examined as a possible change point. In this case, the loss function is,

$$L(\tilde{\tau}, \tau) = \sum_{i=1}^{T} i I(t_{(i)} = \tau), \hspace{1cm} (5)$$

where $t_{(1)}$, $t_{(2)}$, ..., $t_{(T)}$ are the points $0, 1, \ldots, T - 1$, decreasingly ordered by their likelihoods and $I(\cdot)$ is the indicator function, note that $\tilde{\tau} = t_{(1)}$. In the next section, based on the method used for finding true change point, the loss functions (4) and (5) are applied to compute the risk functions of the methods of finding the true change point.
6 Comparison of the Methods

In this section each one of the aforementioned two methods of finding true change point, i.e. COM and LOM, is applied to both conditional and unconditional MLE of the change point. The four combination of estimating-finding methods are called, Conditional COM (CCOM), Unconditional COM (UCOM), Conditional LOM (CLOM) and Unconditional LOM (ULOM). Then they are compared through a series of simulations. Suppose $n = 1$, sample observations are randomly generated from standard Normal distribution for subgroups $1, 2, \ldots, \tau$. Then, starting with subgroup $\tau + 1$, observations were randomly generated from $N(\delta, 1)$ until the CUSUM control chart triggers a signal. For each of the values of $\tau = 50, 100, 200$ and $\delta = 0.5, 1, 1.5, 2, 2.5, 3$ this procedure is repeated a total of 1000 times. For each simulation run, both estimators are computed and each one of two proposed methods of finding true change point are applied to both of these estimators. Then the risk function of each one of four combinations of methods of finding and estimating the change point is computed. The average values of conditional and unconditional MLEs of $\tau$ and the signal time $T$, denoted by $\hat{\tau}(\text{CML})$, $\hat{\tau}(\text{UML})$ and $\hat{T}$ respectively, as well as the risk functions of CCOM, CLOM, UCOM, ULOM and TM are given in Tables 1-3.

We see that for each fixed $\delta$ which is not too small, for $\tau = 50, 100, 200$ the risk of each one of three methods is almost constant. In addition, based on the risk function (Figures 1-3):

- For $\tau = 50, 100, 200$, ULOM outperforms all other methods, for almost all values of $\Delta$.
- For $\tau = 50, 100, 200$, CLOM outperforms almost all three remaining methods, i.e. CCOM, UCOM and TM for $\delta$ which is not too small.
- For $\tau = 50$, TM is outperformed by all the other four methods. But as $\tau$ increases it appears that for $\tau = 100, 200$, TM outperforms CCOM for some values of $\delta$.

To evaluate the effect of changing the values of a parameter on the results, we fix all values of the parameters except one which changes. Then the simulations are repeated.

Table 4 shows the results for several different values of $\mu_0$ when the other parameters are fixed. As it is seen clearly, ULOM outperforms the other methods. In addition, CLOM outperforms CCOM.

Tables 5-7 show the same results for different values of $\sigma$, $n$ and small values of $\tau$, respectively when other parameters are fixed.
Table 1. The mean of the signal time $T$ and MLE of the change point along with the risk function of each of three methods, i.e. TM, COM and LOM, and their standard deviations for different values of $\delta$ (True change point $\tau + 1 = 51$ and subgroup size $n = 1$).

| $\delta$ | 0.5 | 1    | 1.5  | 2    | 2.5  | 3    |
|----------|-----|------|------|------|------|------|
| $T$      | 82.95 | 59.40 | 55.04 | 53.51 | 52.72 | 52.29 |
|          | (0.93) | (0.18) | (0.07) | (0.04) | (0.03) | (0.02) |
| $\hat{t}^{(CML)}$ | 57.21 | 49.25 | 48.99 | 49.38 | 49.59 | 49.67 |
|          | (0.60) | (0.27) | (0.18) | (0.13) | (0.09) | (0.06) |
| $\hat{t}^{(UML)}$ | 62.91 | 51.06 | 49.95 | 49.83 | 49.81 | 49.74 |
|          | (0.69) | (0.21) | (0.12) | (0.07) | (0.05) | (0.04) |
| $R_{TM}$ | 32.95 | 9.39  | 5.04  | 3.51  | 2.72  | 2.29  |
|          | (0.93) | (0.18) | (0.07) | (0.04) | (0.03) | (0.02) |
| $R_{COM}$ | 20.28 | 8.11  | 4.39  | 2.98  | 2.19  | 1.81  |
|          | (0.61) | (0.34) | (0.24) | (0.18) | (0.13) | (0.11) |
| $R_{LOM}$ | 15.65 | 6.89  | 3.5   | 2.71  | 1.75  | 1.56  |
|          | (0.53) | (0.30) | (0.20) | (0.16) | (0.09) | (0.08) |

Table 2. The mean of the signal time $T$ and MLE of the change point along with the risk function of each of three methods, i.e. TM, COM and LOM, and their standard deviations for different values of $\delta$ (True change point $\tau + 1 = 101$ and subgroup size $n = 1$).

| $\delta$ | 0.5 | 1    | 1.5  | 2    | 2.5  | 3    |
|----------|-----|------|------|------|------|------|
| $T$      | 132.69 | 109.09 | 105.01 | 103.52 | 102.67 | 102.27 |
|          | (0.84) | (0.18) | (0.07) | (0.04) | (0.03) | (0.02) |
| $\hat{t}^{(CML)}$ | 104.81 | 98.45 | 98.51 | 99.10 | 99.37 | 99.58 |
|          | (0.7) | (0.37) | (0.29) | (0.20) | (0.14) | (0.10) |
| $\hat{t}^{(UML)}$ | 112.29 | 100.85 | 99.80 | 99.68 | 99.67 | 99.72 |
|          | (0.72) | (0.24) | (0.18) | (0.13) | (0.06) | (0.06) |
| $R_{TM}$ | 32.7 | 9.09  | 5.01  | 3.52  | 2.67  | 2.27  |
|          | (0.84) | (0.18) | (0.07) | (0.04) | (0.03) | (0.02) |
| $R_{COM}$ | 22.76 | 9.03  | 5.60  | 3.55  | 2.55  | 1.97  |
|          | (0.75) | (0.53) | (0.31) | (0.21) | (0.16) |
| $R_{LOM}$ | 18.59 | 6.72  | 4.93  | 2.56  | 2.07  | 1.61  |
|          | (0.70) | (0.39) | (0.26) | (0.17) | (0.16) | (0.10) |
| $R_{COM}$ | 24.31 | 7.03  | 3.98  | 2.66  | 2.11  | 1.75  |
|          | (0.73) | (0.35) | (0.23) | (0.20) | (0.12) | (0.11) |
| $R_{LOM}$ | 18.29 | 5.30  | 3.48  | 2.28  | 1.88  | 1.58  |
|          | (0.64) | (0.28) | (0.15) | (0.14) | (0.11) |
Table 3. The mean of the signal time $\overline{T}$ and MLE of the change point along with the risk function of each of three methods, i.e. TM, COM and LOM, and their standard deviations for different values of $\delta$ (True change point $\tau + 1 = 201$ and subgroup size $n = 1$).

| $\delta$ | 0.5 | 1   | 1.5  | 2    | 2.5  | 3    |
|----------|-----|-----|------|------|------|------|
| $\overline{T}$ | 231.79 | 208.74 | 204.99 | 203.50 | 202.73 | 202.31 |
| ($0.88$) | ($0.16$) | ($0.07$) | ($0.04$) | ($0.03$) | ($0.02$) |
| $T_{(CML)}$ | 202.13 | 197.31 | 198.31 | 199.39 | 199.10 | 199.51 |
| ($0.90$) | ($0.59$) | ($0.35$) | ($0.13$) | ($0.29$) | ($0.20$) |
| $T_{(UML)}$ | 210.75 | 200.11 | 199.62 | 199.81 | 199.74 | 199.81 |
| ($0.82$) | ($0.40$) | ($0.18$) | ($0.07$) | ($0.06$) | ($0.04$) |
| $R_{TM}$ | 31.79 | 8.74 | 4.99 | 3.50 | 2.75 | 2.31 |
| ($0.88$) | ($0.16$) | ($0.07$) | ($0.04$) | ($0.03$) | ($0.02$) |
| $R_{COM}$ | 25.28 | 11.02 | 6.18 | 3.15 | 2.87 | 2.03 |
| ($1.07$) | ($0.85$) | ($0.6$) | ($0.24$) | ($0.33$) | ($0.23$) |
| $R_{LOM}$ | 22.75 | 8.54 | 5.08 | 2.78 | 2.03 | 1.76 |
| ($1.07$) | ($0.62$) | ($0.50$) | ($0.27$) | ($0.16$) | ($0.15$) |
| $R_{COM}$ | 24.80 | 7.75 | 4.23 | 2.47 | 2.01 | 1.64 |
| ($0.87$) | ($0.52$) | ($0.34$) | ($0.11$) | ($0.10$) | ($0.08$) |
| $R_{LOM}$ | 20.41 | 6.49 | 4.03 | 2.29 | 2.04 | 1.68 |
| ($0.88$) | ($0.47$) | ($0.43$) | ($0.23$) | ($0.25$) | ($0.11$) |

Figure 1. The risk functions of ULOM (solid curve), UCOM (broken curve), CLOM (dotted-dashed curve), CCOM (dotted curve) and TM (light solid) (True change point $\tau + 1 = 51$ and subgroup size $n = 1$).
Figure 2. The risk functions of ULOM (solid curve), UCOM (broken curve), CLOM (dotted-dashed curve), CCOM (dotted curve) and TM (light solid) (True change point $\tau + 1 = 101$ and subgroup size $n = 1$).

Figure 3. The risk functions of ULOM (solid curve), UCOM (broken curve), CLOM (dotted-dashed curve), CCOM (dotted curve) and TM (light solid) (True change point $\tau + 1 = 201$ and subgroup size $n = 1$).
Table 4. The mean of the signal time $T$ and MLE of the change point along with the risk function of each of three methods, i.e. TM, COM and LOM, and their standard deviations for $n = 1$, $\tau + 1 = 21$, $\delta = 1$, $\sigma = 1$ and different values of $\mu_0$.

| $\mu_0$ | 0.5 | 1    | 1.5  | 2    | 2.5  | 3    |
|---------|-----|------|------|------|------|------|
| $\bar{T}$ | 29.45 | 30.32 | 28.98 | 30.28 | 28.64 | 28.49 |
| (5.35) | (5.54) | (5.60) | (6.14) | (7.23) | (5.36) |
| $\hat{\tau}_{CML}$ | 20.47 | 21.15 | 19.30 | 20.53 | 20.24 | 20.86 |
| (6.32) | (5.18) | (6.07) | (5.96) | (4.38) | (4.25) |
| $\hat{\tau}_{UML}$ | 22.24 | 22.52 | 21.19 | 22.28 | 20.82 | 21.70 |
| (5.01) | (4.91) | (5.46) | (6.32) | (5.30) | (4.81) |
| $R_{TM}$ | 9.45 | 10.32 | 8.98 | 10.28 | 8.64 | 8.49 |
| (5.35) | (5.64) | (6.06) | (6.14) | (7.23) | (5.36) |
| $R_{CML}$ | 7.13 | 5.84 | 6.18 | 6.26 | 5.56 | 5.72 |
| (6.58) | (5.55) | (6.05) | (6.37) | (5.03) | (5.13) |
| $R_{LOM}$ | 5.17 | 4.6 | 4.74 | 5.43 | 5.16 | 4.57 |
| (4.51) | (4.50) | (4.24) | (5.81) | (5.15) | (4.48) |
| $R_{COM}$ | 6.83 | 6.22 | 5.98 | 6.93 | 6.07 | 5.84 |
| (5.75) | (5.72) | (5.5) | (6.83) | (5.68) | (5.31) |
| $R_{UML}$ | 4.84 | 4.71 | 4.65 | 5.15 | 5.17 | 4.44 |
| (4.13) | (4.56) | (4.14) | (5.37) | (4.86) | (4.37) |

Table 5. The mean of the signal time $T$ and MLE of the change point along with the risk function of each of three methods, i.e. TM, COM and LOM, and their standard deviations for $n = 1$, $\mu_0 = 0$, $\tau + 1 = 21$, $\delta = 1$, and different values of $\sigma$.

| $\sigma$ | 1    | 1.5  | 2    | 2.5  | 3    |
|---------|------|------|------|------|------|
| $\bar{T}$ | 28.89 | 29.69 | 28.39 | 29.85 | 29.16 |
| (5.10) | (5.49) | (4.92) | (5.43) | (5.67) |
| $\hat{\tau}_{CML}$ | 19.78 | 20.02 | 19.99 | 20.85 | 19.63 |
| (6.50) | (4.98) | (5.15) | (6.26) | (4.66) |
| $\hat{\tau}_{UML}$ | 21.48 | 20.94 | 20.26 | 20.94 | 20.63 |
| (6.23) | (3.89) | (4.64) | (6.30) | (4.66) |
| $R_{TM}$ | 8.89 | 9.69 | 8.39 | 9.85 | 9.16 |
| (5.10) | (5.49) | (4.92) | (5.43) | (5.67) |
| $R_{CML}$ | 6.70 | 5.26 | 5.54 | 7.37 | 5.82 |
| (6.43) | (5.44) | (5.47) | (6.18) | (5.52) |
| $R_{LOM}$ | 4.45 | 3.50 | 5.08 | 5.67 | 4.69 |
| (5.13) | (3.21) | (5.84) | (4.83) | (4.59) |
| $R_{COM}$ | 6.92 | 4.64 | 5.41 | 7.37 | 5.82 |
| (6.20) | (4.79) | (5.23) | (6.22) | (5.52) |
| $R_{UML}$ | 4.26 | 3.39 | 5.08 | 5.66 | 4.68 |
| (4.64) | (2.97) | (5.76) | (4.77) | (4.49) |
Table 6. The mean of the signal time $T$ and MLE of the change point along with the risk function of each of three methods, i.e. TM, COM and LOM, and their standard deviations for $\mu_0 = 0$, $\tau + 1 = 21$, $\delta = 1$, $\sigma = 1$, and different values of $n$.  

| $n$ | 2   | 4   | 8   | 10  |
|-----|-----|-----|-----|-----|
| $T$ | 28.97 | 28.79 | 29.43 | 28.90 |
|     | (5.11) | (6.35) | (4.94) | (5.30) |
| $\hat{\tau}^{(CML)}$ | 19.09 | 20.41 | 21.10 | 20.28 |
|     | (6.00) | (5.73) | (4.78) | (5.16) |
| $\hat{\tau}^{(UML)}$ | 20.71 | 21.57 | 22.09 | 21.43 |
|     | (4.66) | (5.83) | (4.82) | (5.50) |
| $R_{TM}$ | 8.97 | 8.79 | 9.43 | 8.90 |
|     | (5.11) | (6.35) | (4.94) | (5.30) |
| $R_{COM}$ | 6.44 | 5.92 | 5.95 | 6.01 |
|     | (6.57) | (6.25) | (5.72) | (5.54) |
| $R_{LOM}$ | 5.21 | 4.91 | 4.05 | 4.48 |
|     | (5.33) | (4.98) | (3.29) | (4.35) |

Table 7. The mean of the signal time $T$ and MLE of the change point along with the risk function of each of three methods, i.e. TM, COM and LOM, and their standard deviations for $n = 1$, $\mu_0 = 0$, $\delta = 1$, $\sigma = 1$, and different values of $\tau$.  

| $\tau$ | 5   | 10  | 20  | 40  |
|--------|-----|-----|-----|-----|
| $T$    | 14.18 | 17.57 | 27.76 | 48.31 |
|        | (5.68) | (4.88) | (5.54) | (5.10) |
| $\hat{\tau}^{(CML)}$ | 5.75 | 9.19 | 20.19 | 39.41 |
|        | (3.69) | (4.06) | (5.19) | (6.70) |
| $\hat{\tau}^{(UML)}$ | 4.02 | 10.04 | 20.69 | 41.06 |
|        | (5.02) | (3.97) | (5.01) | (4.91) |
| $R_{TM}$ | 10.18 | 8.57 | 8.76 | 9.31 |
|        | (5.68) | (4.88) | (5.54) | (5.10) |
| $R_{COM}$ | 4.75 | 5.08 | 5.83 | 6.56 |
|        | (4.80) | (4.24) | (6.05) | (7.94) |
| $R_{LOM}$ | 3.64 | 4.15 | 5.14 | 5.30 |
|        | (3.10) | (3.34) | (5.87) | (6.68) |
| $R_{COM}$ | 5.64 | 5.08 | 5.71 | 6.02 |
|        | (6.29) | (4.49) | (5.76) | (5.71) |
| $R_{LOM}$ | 4.16 | 4.13 | 5.10 | 4.88 |
|        | (3.68) | (3.33) | (5.43) | (6.02) |
7 Conclusion

In this study, two MLE estimates for the change point, when implementing a CUSUM control chart, were computed. The first one which is called conditional MLE is the MLE of the change point that is computed from a conditional likelihood given the signal time of the control chart. The second estimate is called unconditional MLE. This second MLE is computed from an unconditional likelihood that contains some extra information of the signal time $T$ about the change point. In addition starting from each one of these MLEs, two methods are proposed to find the true change point, namely LOM and COM.

When these two methods are used for conditional MLE, they were shown as CLOM and CCOM respectively and when they were used for unconditional MLE, they were shown as ULOM and UCOM. By comparing CLOM, CCOM, ULOM and UCOM it was concluded that ULOM outperforms the other methods based on a trivial risk function which is the mean of the number of the points in time that should be examined to find the true change point. In addition, both COM and LOM, when used in an unconditional situation, have better performances. The results hold even when the in control mean, standard deviation of the process and subgroup sample size $n$ change. In this paper, we used the CUSUM control chart to monitor a normal process. There are other types of control charts (for example, EWMA and S control charts) which could be considered and our proposed methods applied.
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