Abstract—Identification of high-risk driving situations is generally approached through collision risk estimation or accident pattern recognition. In this work, we approach the problem from the perspective of subjective risk. We operationalize subjective risk assessment by predicting driver behavior changes and identifying the cause of changes. To this end, we introduce a new task called driver-centric risk object identification (DROID), which uses egocentric video to identify object(s) influencing a driver’s behavior, given only the driver’s response as the supervision signal. We formulate the task as a cause-effect problem and present a novel two-stage DROID framework, taking inspiration from models of situation awareness and causal inference. A subset of data constructed from the Honda Research Institute Driving Dataset (HDD) is used to evaluate DROID. We demonstrate state-of-the-art DROID performance, even compared with strong baseline models using this dataset. Additionally, we conduct extensive ablative studies to justify our design choices. Moreover, we demonstrate the applicability of DROID for risk assessment.
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I. INTRODUCTION

MORE than 1.3 million people die in road accidents worldwide every year, or approximately 3 700 people per day [1]. Road traffic accidents are among the leading causes of non-natural death around the world. The majority of these accidents are due to driver errors, such as exercising poor awareness [2]. To reduce the number of accidents, developing intelligent driving systems such as advanced driver assist systems (ADAS) that identify high-risk situations is in urgent need.

This problem of risk assessment has been studied extensively in the literature [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], and has been approached by modeling risk as objective or subjective. In this work, we focus on subjective risk [23], i.e., the driver’s own perceived risk, which is an output of the driver’s cognitive process. For example, in Fig. 1, the driver reacts to the crossing pedestrian (i.e., the driver slows down) when passing through the intersection. The driver then reacts to the construction cone (i.e., deviates into the oncoming lane). In these daily tasks, drivers constantly observe traffic situations and plan accordingly to avoid potential hazards. Understanding driver behavior, i.e., when and why a driver reacts to a situation, is critical to the development of intelligent driving systems. We propose to operationalize subjective risk assessment as the prediction of changes in driver behavior and identification of the cause of such changes. We then discuss the computational framework corresponding to this operationalization.

A natural question arises: What changes drivers’ behavior? We propose a new task called driver-centric risk object identification (DROID), which uses egocentric video collected from front-facing cameras to identify object(s) influencing a driver’s behavior, given only the driver’s response as the supervision signal. Note that risk object identification from egocentric videos is crucial for safety systems such as ADAS, where front-facing cameras are the primary device. The proposed setting is more

Fig. 1. Human drivers perceive scenes, assess risks, make a plan, and take actions in different traffic situations. Risk assessment, identifying hazards and risk factors that have the potential to cause harm, is indispensable for driving safety. In this work, we focus on the prediction of driver behavior changes and identification of the cause of changes. We cast the problem as a cause-effect problem. We propose a novel computational framework that identifies traffic participants (cause, such as the crossing pedestrian shown) making drivers react (effect).
Fig. 2. A conceptual diagram of the proposed two-stage DROID framework. We first predict driver response in a given situation. To identify object(s) influencing driver behavior, we intervene in the input observation by removing a traffic participant at a time (i.e., simulating a situation without the traffic participant), and predict the corresponding driver response. For instance, removing the crossing pedestrian changes driver response (effect). The effects of removing other traffic participants remain the same. We conclude that the crossing pedestrian is the risk object (cause).

challenging than existing tasks because the latter utilize either human annotations of object importance [24], [25], [26], [27], risk regions [17], [20], [28], or human gaze patterns [29], [30], [31], [32], [33] as supervision signals for identification. In contrast, the proposed task must identify driving-related risk or important objects from the driver’s response.

To address this challenging task, we formulate the problem as cause-effect [34], and propose a novel two-stage framework. The core concept of the framework is depicted in Fig. 2. In the first stage, a driver model learns to predict driver response in a given situation. To distinguish whether the driver’s behavior is influenced, we cast the problem as a binary classification, predicting the response of drivers to be Stop or Go. Future works could further refine the granularity of driver response – for example, by including driver actions, such as stepping lightly or heavily on the brake pedal [35]. To accurately predict the response of a driver, a driver behavior model should capture complicated spatio-temporal interactions between a driver and traffic elements (e.g., vehicles, pedestrian, and lane markings). We propose a novel driver behavior model motivated by the model of situation awareness (SA) [36]. Specifically, the proposed model predicts driver responses by encapsulating the driver’s goal (i.e., driver intention), perception (i.e., elements of the environment), comprehension (i.e., interactions between driver and Thing objects and interactions between driver and Stuff objects in 3D), and projection (i.e., intention-aware interaction forecasting). Thing and Stuff objects are defined in Section V-A.

In the second stage of the framework, given a Stop response (i.e., driver behavior is influenced by certain objects), we intervene in input video by removing a tracklet at a time and inpainting the removed area in each frame to simulate a scenario without the presence of the tracklet. The same driver behavior model is applied to predict the effect of the removal. The process iterates through all tracklets and records the corresponding effects on driver response. Note that we assume that the cause of driver response change is either vehicles or pedestrians. The tracklet whose removal causes a maximum response change is the risk object.

Our work differs from existing works threefold:

1) Operationalization of Subjective Risk Assessment: We propose to operationalize subjective risk assessment by predicting driver behavior changes and identifying the cause of such changes.

2) Task Formulation: A new task called DROID is introduced, which aims to identify object(s) influencing driver’s behavior from egocentric videos, given only the driver’s response as the supervision signal.

3) Methodology: A causal inference-based framework is proposed to identify risk objects.

In this work, we make the following substantial extensions to our early results [37]:

1) We re-design the driver behavior model substantially to predict driver response by modeling driver decision processes via the model of SA [36].

2) We systematically benchmark three different tasks on the constructed dataset, i.e., driver response prediction, driver intention prediction, and DROID.

3) We conduct thorough ablative studies to justify the architectural designs.

II. RELATED WORK

Vision-Based Risk Assessment: Numerous attempts have been made to build better systems that can robustly assess high-risk situations to reduce traffic fatalities. Existing objective risk assessment algorithms aim to estimate collision risks by computing of time-to-X (e.g., time-to-collision) [3], [5], [38]; predicting traffic participants’ future trajectories [39], [40], [41], [42], [43], [44], [45], [46], [47] for collision checking [4], [6], [7], [11], [12], [13]; or detecting and anticipating traffic accidents [16], [17], [18], [19], [20], [21]. Reliable state estimation from images of traffic participants and environments are the prerequisite for vision-based collision risk estimation-based methods. Significant advances in state estimation algorithms such as object detection and tracking [48], [49], [50], [51], [52], [53], depth estimation [54], [55], [56], road topology modeling [57], [58], [59], and trajectory prediction [60], [61], [62] are observed in the literature. The authors of [63] provide a comprehensive review of vision-based algorithms for traffic scene understanding.

In this work, instead of estimating collision risks, we focus on subjective risk assessment [23], an output of the driver’s cognitive process. Existing works [22], [64], [65], [66] formulate subjective risk assessment as risk-level classification, which requires human annotators to label the risk level of a scenario (e.g., lane change). This work looks into a different formulation for subjective risk assessment. Specifically, we utilize driver behavior changes as direct outputs of driver’s cognitive process. The formulation mitigates the subjectivity found in the
existing strategy. Furthermore, we also identify the cause of such changes, which are not considered in [22], [64], [65], [66] and are essential for planning and decision making. To this end, we propose a new task called DROID, which aims to identify object(s) influencing driver’s behavior from egocentric videos, given only the driver’s response as the supervision signal. We propose an end-to-end trainable framework that leverages the SA model [36] to encapsulate state estimation, situation understanding, and future prediction for driver response prediction. Furthermore, we incorporate causal inference to improve the performance of prediction and identify risk objects. We empirically demonstrate the effectiveness of our proposed method for DROID. We hope that our findings will pave the way for a tight integration of causal reasoning and vision-based risk assessment, a largely under-explored yet critical path towards reliable intelligent driving systems.

**Vision-Based Driver Behavior Modeling:** Driver behavior modeling has been studied extensively in the intelligent vehicle community. Driver behavior is inherently multimodal and difficult to predict, but effective modeling of driver behavior is indispensable to enabling safe and robust intelligent driving systems (e.g., advanced driver assist systems). Detailed reviews of existing driving behavior modeling can be found [67], [68], [69]. While significant advances have been shown, vision-based driver behavior models that use egocentric video to predict driver’s intention and response have not been widely explored. We review vision-based end-to-end driving models and interaction modeling from egocentric view prediction that are relevant to the proposed driver behavior model in the following.

End-to-end driving models have drawn a considerable attention in the vision community [70], [71], [72], [73], [74], [75], [76], [77], [78]. Recent driving models [75], [77] have shown the effectiveness of incorporating semantics and depth as intermediate representations for driving. The proposed driver behavior model considers both cues as well. Specifically, we utilize semantics to differentiate different traffic participants (i.e., *Thing* and *Stuff*, defined in Section V-A). In addition, depth is used to calculate spatial distances between ego vehicle and traffic participants for relational modeling using graph convolution networks (GCNs) [79]. The conditional imitation learning framework [72], [80], [81] is introduced to condition imitation learning on a high-level command input. Specifically, the framework enables a trained driving policy that can respond to a navigational command. Motivated by this, our proposed driver behavior model conditions driver response prediction on driver intention. We empirically show that the proposed designs are effective for driver response prediction. Moreover, we demonstrate the trained driver behavior model is valuable for risk object identification. Note that the proposed driver behavior model is complementary to end-to-end driving models. Novel architectural designs of end-to-end driving modeling may benefit vision-based driver behavior modeling and vice versa.

Interaction modeling from an egocentric view has been explored in pedestrian behavior prediction [45], [61]; driver attention prediction [21], [33]; driver intention prediction [82], [83], [84]; important object detection [27]; and human-human or human-object interaction [85], [86], [87]. Our work is closely related to [27], [84], [86], [87] because these works explicitly model interactions between ego (e.g., camera wearer [87]) and interactors (e.g., objects in kitchen [88]). The explicit modeling between ego and interactors is important for understanding the behavior of the camera wearer or ego vehicles [84], [86]. In the Brain4Car project [84], Jain et al. propose to combine spatio-temporal graphs and Long Short-term Memory (LSTM) to capture the relationship between the driver and inside/outside context for driver intention prediction. In [86], [87], the authors exploit LSTM [89] to model the relation between ego and interactors. Instead of using LSTM, Zhang et al. [27] leverage GCNs [79] to model interactions between ego vehicle and traffic participants. In this work, we use GCNs to model interactions. This work differs from those previously described in that we introduce two types of interactions (i.e., interactions between ego vehicle and *Thing* objects, and interactions between driver and *Stuff* objects in 3D) for driver response prediction and risk object identification. Empirically, we demonstrate the importance of the proposed architecture for the targeted applications.

**Causality in Computer Vision:** Computer vision research has proliferated over the past decades due to the advance in deep learning algorithms. However, current deep learning models may suffer from spurious correlation [90] as a result of ignoring causality in data, although in fact, humans perceive the causality of the physical world. To address the issue, recent studies [91], [92], [93], [94], [95] explicitly consider the concept of causality in deep learning architectural designs.

To our best knowledge, we are among the first to apply causal inference to egocentric images captured in driving scenes. Kim et al. [96] propose a causality test as a means to identify input regions influencing the output their driving model. We also employ causal inference similar to the causality test of Kim et al. [96]. However, the purpose of causal inference in this work is to identify risk objects that cause drivers to change behaviors. Moreover, we design a simple but effective data augmentation strategy using causal intervention. This leads to a more robust driving model.

Haan et al. [97] propose to incorporate functional causal models [34] into imitation learning to address the issue of “causal misidentification,” a phenomenon in which accessing to more information leads to unsatisfactory generalization performance in the presence of distributional shift in imitation learning. Samsami et al. [98] extend [97] to address inertia and collisions found in imitation learning-based autonomous driving policy. A causal approach that mitigates the impact of distributional shifts in motion forecasting is studied in a recent work [99].

Our work is complementary to [97], [98], [99]. Specifically, the focus of these models [97], [98], [99] is to improve the robustness under distribution shifts via causal inference. In this work, causal inference is used to synthesize counterfactual scenarios to improve the performance of driver behavior prediction and identify risk objects.

### III. Dataset

To study DROID, a dataset with diverse reactive scenarios (i.e., drivers react to potential hazards while navigating to their...
goals) is indispensable. For instance, when human drivers intend to turn left at an unprotected intersection, they react (e.g., slowing down or stopping) to certain traffic participants to avoid dangerous situations. Existing datasets [16], [17], [18], [19] are used to study traffic accidents. However, these datasets cannot be utilized to study DROID, which aims to discover the causal relationship between risk object and driver behavior change, because they only have accident data. Thus, we leverage the Honda Research Institute Driving Dataset (HDD) [100] to construct a subset of data for DROID.

Fig. 3 illustrates how we construct the subset from the HDD dataset, hereafter referred to as HDD Subset (HDDS). The Goal-oriented layer defined in the HDD dataset denotes tactical driver behavior such as right turn, left turn, or lane change. As shown in Fig. 3, each frame is labeled with either a goal-oriented or background action. To obtain the Intention of an n-frame clip (the parameter n is 20 in our implementation), we use the last frame’s label of the Goal-oriented layer as the Intention label. While performing a tactical behavior, drivers might have to stop or deviate due to traffic participants or obstacles. We extend the Stimulus-driven actions, i.e., Stop and Deviate, defined in the HDD dataset, as the Response label. Note that both Stop and Deviate are merged into Stop, as depicted in Fig. 3. The rest of the frames are labeled as Go. The HDD dataset also annotates a Cause layer to explain the reason for Stop and Deviate actions. We obtain the Test2 set of the HDDS by selecting frames from the four Cause scenarios, i.e., Congestion, Crossing Pedestrian, Crossing Vehicle, and Parked Vehicle. Moreover, in the Test2 set, we use annotated bounding boxes of risk objects (i.e., object[s] influencing driver’s behavior) from HDD for DROID benchmarks. In [100], given an interactive scenario (i.e., Cause layer is labeled as Crossing Vehicle), Ramanishka et al. work with a third-party annotation company to have two human annotators label the closest object with the same category (vehicle) labeled in the Cause layer. Then, there is a third person who checks the consistency between the two annotators. For our DROID benchmarks, we focus on scenarios in which drivers react to vehicles or pedestrians.

HDDS has 184 890 frames for training driver response and intention predictors. Two test sets are constructed for driver response prediction and DROID, respectively. The Test1 split has 63 314 frames for both driver response and intention benchmarks. The Test2 has 630 frames (i.e., 630 different risk objects) covering four reactive scenarios, i.e., Congestion, Crossing Pedestrian, Crossing Vehicle, and Parked Vehicle for DROID benchmarks. Detailed statistics are shown in Table I. Note that in daily driving, drivers react to diverse traffic participants, e.g., bicyclists, motorcyclists, jaywalkers, traffic signs, construction areas, and so on. A new dataset that covers these interaction types would be invaluable for benchmarking DROID. We leave it for future work.

IV. PROBLEM FORMULATION

Given a reactive scenario with T RGB images \( I := \{I_1, I_2, \ldots, I_T\} \), the goal is to identify the object influencing driver response in the last frame (DROID task).

We formulate this task as a cause-effect problem [34]. Specifically, a two-stage framework is proposed to identify the cause (i.e., the risk object) of an effect (i.e., driver behavior change) via the Situation Awareness-based Driver Behavior Model and Causal Reasoning for DROID. We discuss the methodology in the following.
TABLE I
STATISTICS (ANNOTATED FRAMES) OF HDDS

| Split | BG | IP | LT | RT | LLC | LRC | L.LB | RLB | CP | RP | MG | UT | STP | G |
|-------|----|----|----|----|-----|-----|------|-----|----|----|----|----|-----|----|
| Train | 737949 | 48933 | 21819 | 19824 | 4815 | 4386 | 1833 | 717 | 2364 | 588 | 1182 | 2001 | 184890 | 661521 |
| Test2 | 236622 | 17777 | 7017 | 6195 | 1098 | 1212 | 435 | 324 | 432 | 123 | 327 | 432 | 63314 | 208675 |

Intention (BG) background, (IP) intersection passing, (LT) left turn, (RT) right turn, (LLC) left lane change, (RCL) right lane change, (LLB) left lane branch, (RLB) right lane branch, (CP) crosswalk passing, (RP) railroad passing, (MG) merge, (UT) u-turn.

Response: (STP) stop, (G) go.

V. DRIVER BEHAVIOR MODEL

An overview of the proposed driver behavior model is depicted in Fig. 4. To predict the response of a driver, a driver behavior model should capture complicated spatio-temporal interactions between a driver and traffic participants. We propose a novel driver behavior model motivated by the model of situation awareness [36] (left). Given a video clip, 3D convolutions (I3D [101]), object detection, semantic segmentation, and depth estimation are applied to obtain states of traffic participants in a traffic environment at the Perception stage (Section V-A). At the Comprehension stage, an Ego-Thing Graph and an Ego-Stuff Graph are constructed to model spatiotemporal interactions between a driver and traffic participants (Section V-B). In this work, we categorize traffic participants into two types, i.e., Thing and Stuff. The details are discussed in Section V-B. The final stage, Projection (Section V-C), forecasts future interactions between driver and traffic participants for driver response prediction. Frame-wise interactions obtained from Ego-Thing Graph and Ego-Stuff Graph are fused and fed into an encoder LSTM to form interaction representation. Intention representation obtained from the I3D head and interaction representation are sent to a decoder Temporal Recurrent Network, or TRN (the architecture is shown in Fig. 5) to predict driver response.

A. Perception

Perception plays an essential role in the SA model [36]. This component incorporates the status, attributes, and dynamics of relevant traffic participants of a traffic environment. Specifically, given T RGB images, we apply object detection [48] and semantic segmentation [102] to obtain Thing and Stuff objects, respectively. Previous work [103], [104], [105] has different definitions of Thing and Stuff based on the spatial extent or shape of objects. In this work, we distinguish Stuff objects from Thing objects by evaluating whether states of an object can be influenced by other objects. If yes, we categorize the object as a Thing object. For instance, cars are Thing objects since they stop or yield to obstacles. A traffic light turns red or green by itself, so is categorized as a Stuff object. In addition to detection and segmentation, we perform object tracking using Deep SORT [51] and depth estimation [106].

B. Comprehension

We interpret Comprehension as the spatio-temporal interactions between the driver and Thing objects, and interactions between the driver and Stuff objects in the 3D world. Note that a thorough modeling of Comprehension is beyond the scope of this work. Specifically, we construct two graphs, i.e., Ego-Thing Graphs and Ego-Stuff Graphs, modeled with GCNs [79]. The
details of each graph are discussed below. Note that we choose the interaction modeling proposed in [107] because the model explicitly model interactions among drivers, traffic participants, and road scene infrastructure from egocentric images. In this work, we extend the modeling for driver response prediction.

1) Ego-Thing Graph: The Ego-Thing Graph is designed to model interactions between a driver and Thing objects.

Graph Definition: We denote a sequence of frame-wise Ego-Thing Graphs as $G^{ET}_t = \{G^{ET}_t\}_{t = 1, \ldots, T}$, where $T$ is the number of frames, and $G^{ET}_t \in \mathbb{R}^{(K+1) \times (K+1)}$ is the Ego-Thing affinity matrix at frame $t$ encoding pairwise interactions among Thing objects and Ego. Specifically, $G^{ET}_t(i, j)$ denotes the influence of object $j$ on object $i$. A node $i$ at time $t$ is represented by two types of features $(x^t_i, p^t_i)$, where $x^t_i$ represents the appearance feature, and $p^t_i \in \mathbb{R}^{1 \times 3}$ is the 3D location of the $i$th object in respect to Ego in a local frame.

Node Feature Extraction: Thing objects are car, person, bicycle, motorcycle, bus, train, and truck. Given bounding boxes obtained from object detection [48], we keep $K$ top-scoring detected boxes. The parameter $K$ is set to 20 empirically, as most frames in HDDS have no more than 20 objects. There are $K + 1$ objects, where index $i = 1, 2, \ldots, K$ corresponds to Thing objects, and index $K + 1$ corresponds to Ego. The appearance feature for $i$th object is denoted as $x^t_i \in \mathbb{R}^{1 \times D}, i = 1, 2, \ldots, K, K + 1$. RoIAlign [48] and max pooling are applied to obtain the appearance features of Thing objects. The appearance of Ego is obtained by the same procedure as Thing objects, but with a frame-size bounding box.

Relational Modeling: We consider both appearance features and distance constraints, motivated by the same spatial dimension of an intermediate I3D [101] feature map $X$. Note that the downsampled mask is denoted as $M^t_i$. A Stuff object feature is obtained as follows:

$$x^t_i = \sum_{w=1}^{W} \sum_{h=1}^{H} x^t_{(w,h)} \cdot M^t_{i_{(w,h)}},$$

where $x^t_{(w,h)} \in \mathbb{R}^{1 \times D}$ is a $D$-dimension feature at location $(w, h)$ for time $t$, and $M^t_{i_{(w,h)}}$ is a binary scalar indicating whether object $i$ exists at location $(w, h)$.

Relational Modeling: We neglect interactions among Stuff objects since by definition, Stuff objects are presumed to not have interactions with each other. Thus, we set $f_a$ as in (3) to 0 for every pair of Stuff objects. To model spatial constraint, we unproject every pixel within a downsampled binary mask $M^t_i$ to the 3D space, and calculate the relative distance between the corresponding 3D coordinates and the 3D coordinate of Ego. We choose the minimum distance within a downsampled mask. The distance threshold $\mu$ in Ego-Stuff Graphs is empirically set to be 0.6.

3) Interaction Modeling as Message Passing: In Sections V-B1 and V-B2, two relational models are discussed. To predict driver response, we need interaction modeling that captures influences of multiple traffic participants on a driver. We formulate interactions as message passing in GCN that takes a graph as input, passes information through edges, and outputs updated nodes’ features. The message passing process in GCN is written as:

$$X^{l+1} = GX^lW^l + X^l,$$

where $G$ is the affinity matrix discussed in Sections V-B1 and V-B2. The matrix $X^l \in \mathbb{R}^{(K+1) \times D}$ is the appearance feature matrix for the $l$th layer. $W^l \in \mathbb{R}^{D \times D}$ is a trainable weight matrix. We also build a residual connection by adding $X^l$. Layer Normalization [109] and ReLU are applied before $X^{l+1}$.
Driver intention is indispensable for planning the next action [72], estimating the importance of road users [113], and assessing risk [114]. Similarly, in our task, driver response (i.e., Go and Stop) is determined not only by interactions among traffic participants but also driver intention (e.g., Left Turn or Right Turn). For instance, a vehicle turning right at an intersection will not stop for pedestrians walking on the left sidewalk. Hence, we treat features extracted from the 3D head as the intention representation, since 3D features capture the historical motion dynamics and imply intention information. The representation is used to initialize the hidden state of the first decoder LSTM cell. Note that the design differs from [110], which initializes the hidden state, $h_0$, with zeros.

VI. CAUSAL REASONING

The previous section introduces the proposed driver behavior model. In this section, we discuss how we utilize intervention, a powerful tool for causal inference, as a means for data augmentation to improve the performance of the driver behavior model (Section VI-A) and apply causal inference to identify the risk object (Section VI-B).

A. Driver Behavior Model Training With Data Augmentation Via Intervention

The performance of learning-based driver behavior models depends in a large part on the amount of training data under different traffic configurations [116]. We propose a novel data augmentation strategy via intervention [34]. Intervention is a means to differentiate among the different causal structures that are compatible with an observation [117]. The different causal structures between two events A and B are either A causes B, or B causes A, or they do not influence each other but they have a common cause. We assume that non-causal objects do not influence the behavior of the driver. Thus, we can generate a new data point using the concept of intervention, i.e., removing non-causal objects. For instance, in a Go scenario, a driver enters an intersection while pedestrians walk on the sidewalk in an opposite direction. It is reasonable to assume that driver behavior is the same if a pedestrian is not present. By removing the pedestrian, we can generate a new data point for training non-causal objects. However, exhaustive risk object labeling is costly, and that is not the focus of this work.

We cannot remove causal objects and assume the corresponding driver response to be Go even if causal objects are identified. This is because traffic situations are inherently complicated. The corresponding driver response is unclear when the causal objects are removed. For instance, a driver is in a congestion situation (i.e., driver stops for the frontal vehicle), and the traffic light of the driver’s lane is red. In this situation, the frontal vehicle is labeled as the risk object (cause). However, driver response remains the same if the frontal vehicle were not present because...
Algorithm 1: Driver Behavior Model Training.

\( T \): Number of frames  
\( N \): Number of Thing objects in a given tracklet list  
\( A_r \): Ground truth driver response (either Go or Stop)  

**Input:** A sequence of RGB frames \( I := \{I_1, I_2, \ldots, I_T\} \)  

**Output:** Predicted driver response \( a_r \) and intention \( a_i \).  
Notice that \( a_r \) consists of confidence scores of Go or Stop. \( a_r := \{r^{go}, r^{stop}\} \).

\[
\begin{align*}
1: & \quad O := \text{DetectionAndTracking}(I) \\
& \quad := \{O_1, O_2, \ldots, O_N\} // List of Thing object tracklets \\
2: & \quad S := \text{SemanticSegmentation}(I) \\
& \quad := \{S_1, S_2, \ldots, S_T\} // List of Stuff objects \\
3: & \quad // Data Augmentation via Intervention (Section VI-A) \\
4: & \quad \text{if } A_r \text{ is Go and } N > 1 \text{ then} \\
5: & \quad \quad // Randomly remove a tracklet \\
& \quad \quad k := \text{RandomSelect}(N) \\
6: & \quad \quad \text{else} \\
7: & \quad \quad k \text{ is empty} \\
8: & \quad \quad \text{end if} \\
9: & \quad // Mask out Thing object \( k \) on each mask frame \\
& \quad \quad M := \text{MaskGenerator}(I, O_k) \\
10: & \quad // Remove a Thing object \( k \) from the tracklet list \\
& \quad \quad O' = O - \{O_k\} \\
11: & \quad a_r, a_i := \text{DrivingModelTraining}(I, M, O', S) \\
& \quad // Discussed in Section VI-A \\
12: & \quad \text{return } a_r, a_i
\end{align*}
\]

of the red light. Generating Stop scenarios is non-trivial, and we leave it for future works.

To train driver behavior models with the proposed data augmentation strategy, a model should be able to “intervene,” i.e., remove a non-causal object from images. We realize the strategy by replacing standard convolutional layers in I3D with partial convolutional layers [115, 118]. Note that a partial convolutional layer is initially introduced for image inpainting. We utilize partial convolutions to simulate a scenario without the presence of an object. A 3D partial convolutional layer takes two inputs, i.e., a sequence of RGB frames and a one-channel binary mask for each frame. The pixel values of a mask are 1 by default. While training the driver behavior model with data augmentation, we set the pixels within the selected object to be 0. In addition, the node of the selected object in a graph is disconnected from the rest of the objects. Details can be found in Fig. 6.

The proposed training process is outlined in Algorithm 1. Given training samples in a Go scenario, we randomly select an object \( k \) to intervene, i.e., simulating a situation without the presence of the object. Specifically, given a tracklet \( o_k \), a one-channel binary mask \( M_t \) at time \( t \) is defined as

\[
M_t(i,j) = \begin{cases} 
0, & \text{if } (i,j) \text{ in region } o^t_k \\
1, & \text{otherwise}
\end{cases}
\]  \hspace{1cm} (6)

Algorithm 2: Causal Inference for DROID.

\( T \): Number of frames  
\( N \): Number of objects  

**Input:** A sequence of RGB frames \( I := \{I_1, I_2, \ldots, I_T\} \) where the ego vehicle stops  

**Output:** Risk object ID

\[
\begin{align*}
1: & \quad O := \text{DetectionAndTracking}(I) \\
& \quad := \{O_1, O_2, \ldots, O_N\} // List of Thing object tracklets \\
2: & \quad S := \text{SemanticSegmentation}(I) \\
& \quad := \{S_1, S_2, \ldots, S_T\} // List of Stuff objects \\
3: & \quad \text{for } O_k \in O \text{ do} \\
4: & \quad \quad // Mask out Thing object \( k \) on each frame \\
& \quad \quad M := \text{MaskGenerator}(I, O_k) \\
5: & \quad \quad // Remove the Thing object \( k \) from the tracklet list \\
& \quad \quad O' = O - \{O_k\} \\
6: & \quad \quad // Predict driver response and intention \\
& \quad \quad \text{without the object } k, \text{ where } a_r := \{r^{go}_k, r^{stop}_k\} \\
7: & \quad \quad a_r, a_i := \text{DrivingModel}(I, M, O', S) \\
8: & \quad \text{return } \arg \max_k (r^{go}_k)
\end{align*}
\]

where \( o^t_k \) is the bounding box of the \( k \)th object at time \( t \), and \((i, j)\) is a pixel coordinate within the box. Note that \( k \)th object is discarded from the tracklet list while training the driver behavior model.

B. Causal Inference for DROID

Given a Stop scenario, we aim to identify the corresponding risk object. We deploy the same intervention process discussed in Section VI-A to identify the risk object. Specifically, the masks of a tracklet and the corresponding video frames are processed by the same driver behavior model. The model outputs the confidence score of Go and Stop without the presence of the tracklet. After iterating through all tracklets, we select the object whose tracklet elimination yields the highest Go confidence score to be the risk object. This is because the object causes the most driver behavior change. Algorithm 2 describes the overall causal inference process.

VII. EXPERIMENTS

A. Implementation Details

We implement our framework in TensorFlow. All experiments are performed on a server with four NVIDIA TITAN-XP cards. The input to the framework is a 20-frame clip with a resolution of 224 \( \times \) 224 at 3 fps, approximately 6.67 s. The framework outputs the predictions of driver intention and response of the very next frame. For the data preprocess, we use [102] trained on Mapillary Vistas research set [120] to perform semantic segmentation. We apply object detection to every frame via a
Fig. 6. We simulate a situation using partial convolutional layers [115]. Note that a partial convolutional layer is initially introduced for image inpainting. We utilize partial convolutions to simulate a scenario without the presence of an object. The left-hand side of the figure depicts when an intervention is disabled. To simulate a situation without an object (e.g., the car in the green box), we set the pixels of the binary mask within the green box to 0. In addition, the Ego-Thing Graph is constructed without considering this car as a node.

Fig. 7. DROID results obtained by Causation and Correlation. Note that Causation is the causal inference-based approach proposed in the paper. Instead of using causal inference, Correlation determines the risk object by selecting the object sending the highest attention weight to Ego in the Ego-Thing Graph. The top row shows an egocentric view where green boxes indicate our Causation results, blue boxes are Correlation results, and ground truth boxes are in red. A bird’s-eye-view representation is presented in the bottom row, providing information including scene layout and intentions of traffic participants.
TABLE II
RESULTS OF OUR DRIVER RESPONSE PREDICTION (ROWS 5-8) COMPARED WITH BASELINE PREDICTIONS (ROWS 1-4)

| Model                                      | Response       | Intention      |
|--------------------------------------------|----------------|----------------|
|                                            | Perplexity     | Macro Accuracy | Micro Accuracy | Overall mAP | Overall mAP |
| 1. I3D + LSTM                              | 1.00           | 64.37          | 77.95          | 71.07       | /            |
| 2. I3D + LSTM + Multi-head                 | 0.93           | 68.27          | 79.04          | 70.12       | 36.41        |
| 3. Pixel-level Attention [96]              | 0.89           | 76.15          | 80.21          | 78.57       | /            |
| 4. Object-level Attention [119]            | 0.84           | 78.81          | 83.19          | 79.02       | /            |
| 5. GCN                                     | 0.83           | 77.57          | 82.64          | 80.33       | /            |
| 6. GCN + Multi-head                       | 0.72           | 76.30          | 85.68          | 84.46       | 36.31        |
| 7. GCN + TRN Head                         | 0.69           | 79.32          | 86.17          | 83.44       | 36.80        |
| 8. GCN + TRN Head + Data Augmentation     | 0.37           | 87.63          | 92.56          | 95.44       | 36.73        |

Perplexity (lower is better), macro and micro-average accuracies, and overall mAP are used as metrics for driver response prediction. The unit is % for all metrics except perplexity. The best and second best performances are shown in bold and underlined, respectively. We also report the performance of driver intention prediction using the overall mean average precision (mAP) as the metric.

Mask R-CNN model [48] trained on Cityscape dataset [121]. Based on the detection results, Deep SORT [51] is utilized to associate detected objects into tracks. New objects are identified when the detection cannot be associated with an existing track.

We adopt Inception-v3 [122] pre-trained on ImageNet [123] as the backbone, following [101] to inflate 2D convolution into 3D convolution, and fine-tune it (i.e., I3D) on the Kinetics action recognition dataset [124]. The intermediate feature used in RoIAlign and MaskAlign is the Mixed_3c layer, where the number of feature channels is 512. The intention feature is generated from a $1 \times 1 \times 1$ convolution on the Mixed_5c layer’s feature, and the channel number of the feature is 512. The downsampling of binary mask $M^{i}$ is 28 $\times$ 28. The decoder length is set to 3, and the TRN model is identical to the original implementation [110] except for the hidden state. The number of hidden cells we use is 1024 while it is 2 $\times$ 1000 in [110]. Also, instead of initializing hidden states with zeros, we input the intention representation to fulfill our intention-aware design.

The model is trained in a two-stage training scheme with a batch size of 32. First, we finetune the network with HDDS for 50 000 iterations. At this stage, GCN and TRN are not involved, and we use the driver intention as the training target. At the second stage, we employ the augmentation strategy mentioned in Section VI-A. The weights trained from the first stage are loaded to the completed driver behavior model with GCN and TRN. We finetune the network for another 20 000 iterations. We use the Adam optimizer [125] with the default parameters ($\beta_{1} = 0.9$, $\beta_{2} = 0.999$ and $\epsilon = 1 \times 10^{-8}$) for both stages. The learning rate is set to be 0.001 and 0.0002 for the first and second stages, respectively.

B. Driver Behavior Model Performance

1) Evaluation Setup: The performance of the driver behavior model is evaluated as a discrete feasible action prediction, in accordance with [116], [119], [126]. The two discrete actions, Go and Stop, are evaluated. We follow the train/test1 split in HDDS, where 846 411 and 271 989 samples are used for training and testing, respectively. Four evaluation metrics are utilized. First, we report perplexity as in [116], [119], [126]. Perplexity calculates the negative log-likelihood of predicted probability of Response given ground truth (lower is better). Second, we report the macro-averaged accuracy. Note that, in a multi-class classification setup, the micro-averaged accuracy is preferable if the label distribution is imbalanced. In our task, the Go to Stop ratio is approximately 4:1. Therefore, we also report the micro-averaged accuracy as the third metric. Response prediction can be treated as an online action detection task [110], [127]. We use per-frame mean average precision (mAP) as the fourth evaluation metric.

2) Evaluation: Table II summarizes the results of the driver behavior models. We compare the following baselines. To compare different models, we keep their backbone network (i.e., Inception-v3) the same.

I3D+LSTM: We extract visual features from the Mixed_5c layer of I3D and sequentially input the features at each time step to a two-layer LSTM [110] for temporal modeling.

Pixel-Level Attention: The pixel-level attention module is proposed by [96] to improve model’s interpretability and performance.

Object-Level Attention: In [119], the authors propose an object-centric attention mechanism to augment end-to-end policy learning. Both pixel- and object-level attention modules are incorporated into I3D+LSTM.

The following summarizes our proposals.

GCN: This method is based on our previous work [107]. The key difference between GCN and three baselines is the input feature to the LSTM module. Specifically, the feature is processed via GCNs and contains interaction between traffic participants and driver.

Multi-Head: We add an additional head for driver intention prediction to I3D+LSTM and GCN. A standard cross-entropy loss is used for driver intention prediction. Note that both the interaction and intention features share the same features from the Mixed_5c layer of I3D.

TRN Head: To forecast future interactions, we incorporate TRN [110]. We initialize TRN with intention representation (as shown in Fig. 5).

Intervention: The concept of intervention is utilized to augment training data to improve the performance of driver response prediction discussed in Section VI-A.
We show that GCN outperforms baselines, demonstrating the importance of interaction modeling. By incorporating Multi-head, i.e., intention modeling, both extensions reduce the perplexity by 0.07 and 0.11, respectively. With TRN Head, we observe that perplexity is reduced by 0.03. Finally, we demonstrate that Intervention significantly improves the performance of the driver response prediction (0.32 decrease in perplexity). More detailed discussion can be found in Section VII-B3.

While promising improvements are observed for driver response prediction, the trend does not hold for driver intention prediction, as shown in Table II. Our hypothesis is that this is because driver response prediction utilizes TRN with the interaction and intention representations. Note that the interaction representation is obtained via extracting features from the Mixed_3c layer of I3D, processing the features via GCN, and encoding those processed features by LSTM. In contrast, driver intention prediction only uses the intention representation obtained from the I3D head after the Mixed_5c layer. Therefore, the intention representation is not trained effectively due to its architectural design. In the future work, we plan to incorporate road structures [57], [58], [59] or explicitly model possible goals [128] to improve the performance of driver intention prediction.

3) Ablation Study: We conduct ablation studies to understand the contributions of the proposed architecture designs. The studies are summarized in Table III.

| Model                     | Perplexity |
|---------------------------|------------|
| Intention Modeling        |            |
| Without intention modeling| 0.83       |
| Multi-head                | 0.72       |
| TRN Head                  | 0.69       |
| Different Graph            |            |
| Ego-Stuff Graph           | 0.74       |
| Ego-Thing Graph           | 0.80       |
| Ego-Thing Graph + Ego-Stuff Graph | 0.69 |
| Spatial Modeling          |            |
| Appearance Relation       | 0.73       |
| Appearance + Spatial Relation | 0.69      |
| Data Augmentation         |            |
| Without Augmentation      | 0.69       |
| With Augmentation         | 0.37       |

A lower perplexity indicates better model performance. The best-performing models within each category (row labels) are shown in bold.

| Model                     | Perplexity |
|---------------------------|------------|
| Intention Modeling        | 0.83       |
| Multi-head                | 0.72       |
| TRN Head                  | 0.69       |
| Different Graph            | 0.74       |
| Ego-Stuff Graph           | 0.80       |
| Ego-Thing Graph           | 0.69       |
| Spatial Modeling          | 0.73       |
| Appearance Relation       | 0.69       |
| Data Augmentation         | 0.69       |
| With Augmentation         | 0.37       |

Variations of Different Graphs: The experiments aim to prove the importance of modeling interactions with both Thing and Stuff for driver response prediction. From Table III, we observe that Ego-Stuff and Ego-Thing Graphs capture different aspects of interactions with ego-vehicles. When both Ego-Stuff and Ego-Thing interactions are considered jointly, the model achieves the best perplexity results. The results empirically show the hypothesis that an explicit modeling of drivers, traffic participants, and road infrastructure is crucial for driver response prediction.

Importance of Spatial Relation: We study the importance of the spatial relation function (3) to the Response prediction. We conduct two experiments, i.e., 1) using only the appearance relations, and 2) appending 3D spatial relation as an additional constraint. As we live in a 3D world, an interaction model for driver response prediction should take 3D spatial relations into account. As shown in Table III, we confirm our hypothesis that the response prediction performance is superior when the proposed 3D spatial constraint is utilized.

Data Augmentation via Intervention: We study the impact of data augmentation by comparing the performance of two models trained with and without the data augmentation strategy. In particular, augmentation plays a vital role in learning-based solutions for various computer vision tasks. In this work, we utilize the concept of intervention to synthesize new training data. Note that we also use intervention for risk object identification. The last section in Table III showcases the significance of using augmented data, which cuts the perplexity by nearly half. The data augmentation strategy adds variations to the training set that improve the robustness of the driver behavior model.

C. Driver-Centric Risk Object Identification

1) Evaluation Setup: We evaluate DROID in the four reactive scenarios: Congestion; Crossing Pedestrian; Crossing Vehicle; and Parked Vehicle. We use accuracy (number of correct predictions over the number of samples) as the evaluation metric. A correct prediction is one that has an Intersection over Union (IoU) score between a selected box and a ground truth box that is larger than a predefined threshold. Similar to [129], [130], accuracies at IoU thresholds of 0.5 and 0.75 are reported. In addition, mean accuracy (mACC) is calculated by using IoU thresholds ranging from 0.5 to 0.95 (in increments of 0.05).

2) Evaluation: We compare the performance of DROID with the following baselines. The results are shown in Table IV.

Random Selection: Random selection randomly picks an object as the risk object from all the detections for a given frame. Note that the method does not process any visual information except by means of object detection. The method is used to contextualize the challenge of this task.

Driver Attention Prediction: Uses a pre-trained model [30] trained on the (Berkeley DeepDrive) BDD-A dataset to predict the driver’s gaze attention maps at each frame. We compute an average attention weight of every detected object region based on a predicted attention map. The risk object is the object with the advantage of future prediction. We empirically demonstrate the effectiveness of the TRN Head design.

| Model                     | Perplexity |
|---------------------------|------------|
| Intention Modeling        | 0.83       |
| Multi-head                | 0.72       |
| TRN Head                  | 0.69       |
| Different Graph            | 0.74       |
| Ego-Stuff Graph           | 0.80       |
| Ego-Thing Graph           | 0.69       |
| Spatial Modeling          | 0.73       |
| Appearance Relation       | 0.69       |
| Data Augmentation         | 0.69       |
| With Augmentation         | 0.37       |
the highest attention weight, indicating the driver’s gaze attends to this region. The model is trained with human gaze signals that are unavailable in HDD. The performance of this method is slightly better than Random Selection, as reported in the second row of Table IV. We observe that predicted attention maps tend to focus at a vanishing point. Note that this issue has been raised in [131], highlighting the problem as one of the challenges of imitating human gaze behavior.

Object-Level Attention Selector: The object-level attention driving model [119] is reformulated for DROID. The risk object is the object with the highest object-attention score.

Pixel-Level Attention: Kim et al. [96] propose a causality test to search for regions that influence the network’s output behavior. Note that region proposals are formed based on sampling predicted pixel-level attention maps. To identify a risk object, we replace the region proposal strategy used in [96] with object detection, and utilize the inferred pixel-level attention map to filter out detections with low attention values. In the experiments, we set the threshold at 0.002. The modification ensures a fair comparison, as region proposals obtained from [96] are not guaranteed to be an object entity. Note that the code of region proposal generation detailed in [96] is not publicly available.

We report favorable DROID performance over existing baselines [30], [96], [119] in Table IV. The results indicate the effectiveness of the proposed driver behavior model and causal inference for the task. In the next section, we perform ablation studies to examine the contributions of each part of our model. Notice that our evaluation protocol differs from [37]. In [37], the authors train four different models and test four scenarios independently, whereas a single driver behavior model is trained in this work.

Ablation Study: Three variations are studied to analyze their impacts on the performance of DROID: (1) architecture of the driver behavior model, (2) intention modeling and (3) training strategy. The results are summarized in Table V.

Architecture: The completed framework (GCN + TRN Head, reported in the last row of Table V) boosts the mAccs of GCN by 6.2%, 0.5%, 3.0% and 24.6% in four different scenarios, respectively. This architecture ranks first in three scenarios (Crossing Vehicle, Parked Vehicle, and Congestion). In most scenarios, using GCN architecture performs better than the pure I3D + LSTM model. These results show a similar trend in the performance of driver response prediction in Table II (Row 5 v.s. Row 1, and Row 6 v.s. Row 2). The results are aligned with the design of the causal inference-based framework, i.e., the identification of risk object(s) relies on the prediction of driver response when different objects are removed. A better driver response prediction improves the performance of risk object identification.

Intention Modeling: Multi-head and TRN head-based intention modelings improve the accuracy of identifying risk objects. This observation also aligns with common senses: the risk object varies depending on different navigation goals, i.e., intentions. In Section VII-B2, the TRN head-based approach achieves a better performance for the driver response prediction task than Multi-head. However, we do not observe the same phenomenon in the DROID task. It could be because the two tasks are not designed in a unified manner. Thus, the value of TRN-based modeling cannot be observed with DROID.

Training With Data Augmentation: We observe significant improvement in all scenarios with the proposed data augmentation strategy except for Crossing Pedestrian. The results indicate the effectiveness of the proposed training strategy. For Crossing Pedestrian, our conjecture is that vehicles are likely to be chosen as risk objects because of the natural imbalanced distribution in the training data. Note that the ratio of detected vehicles to pedestrians is approximately 17:1. Our model learns how to identify risk objects under traffic configurations (especially different vehicle configurations) so that the model performs favorably for scenarios that involve interacting with vehicles. In contrast, scenarios that involve interacting with pedestrians are less emphasized. To solve this problem, a possible solution is to perform a category-aware intervention so that a balanced distribution can be obtained.

In summary, with the proposed components, i.e., TRN Head, intention modeling, and training with data augmentation, we demonstrate state-of-the-art DROID performance. We observe a similarly improved DROID performance in driver response prediction, discussed in Section VII-B.

4) Correlation versus Causation: We study the importance of causal modeling for this task. Instead of using causal inference (called Causation) to identify the risk object, the risk object is the object sending the highest attention weight to Ego in Ego-Thing Graph. We call this method Correlation. In Table V, the second to the last row shows the results of Correlation. Our Causation approach significantly outperforms Correlation in all reactive scenarios. We empirically demonstrate the need of causal modeling for this task.

In Fig. 7, ground truth risk objects are enclosed in red bounding boxes, our Causation results are shown in green, and the Correlation predictions are shown in blue boxes. In addition, we provide a bird’s-eye-view pictorial illustration of scenes in the second row. Note that it depicts scene layouts, driver intention, and traffic participants’ intentions, with identified risk objects in green boxes. In Fig. 7(b), three crossing pedestrians with different intentions are depicted. Our Causation approach correctly identifies the left-hand side pedestrian as the risk object while the driver intends to turn left. While Correlation predicts the same result, our method is more explainable because the

| Model                        | Crossing Vehicle | Crossing Pedestrian | Parked Vehicle | Congestion |
|------------------------------|------------------|---------------------|----------------|------------|
| Random Selection             | 15.1             | 7.1                 | 6.4            | 5.5        |
| Driver’s Attention Prediction | 16.8             | 8.9                 | 10.0           | 21.3       |
| Object-level Attention       | 32.6             | 9.5                 | 22.6           | 40.7       |
| Pixel-level Attention        | 28.0             | 8.1                 | 15.6           | 35.0       |
| GCN (ours)                   | 27.5             | 13.4                | 26.0           | 51.1       |
| GCN + TRN Head (ours)        | 72.0             | 13.3                | 22.3           | 32.1       |
| GCN + TRN Head + Data Augmentation (ours) | 32.5 | 12.9 | 28.4 | 37.8 |

The methods with * are re-implemented by us to ensure the same backbone is used for fair comparisons. mAcc stands for mean accuracy, and the unit is %. The best and second best performances are shown in bold and underlined, respectively.
TABLE V
ABSTRACTION STUDY OF THE PROPOSED FRAMEWORK

| Driver Behavior Model | Data Augmentation | Causal Inference | Crossing Vehicle $\text{Acc}_0.5$ | Crossing Vehicle $\text{mAcc}$ | Crossing Pedestrian $\text{Acc}_0.5$ | Crossing Pedestrian $\text{mAcc}$ | Parked Vehicle $\text{Acc}_0.5$ | Parked Vehicle $\text{mAcc}$ | Congestion $\text{Acc}_0.5$ | Congestion $\text{mAcc}$ |
|-----------------------|-------------------|------------------|-------------------------------|-----------------|------------------------------|-------------------|-----------------------------|-----------------|------------------------|------------------|
| 3D + LSTM             | ☒                 | ✓                | 29.9                         | 29.9           | 26.3                         | 15.5              | 14.3                       | 12.4            | 33.1                    | 28.7            |
| GCN (ours)            | ☒                 | ✓                | 31.8                         | 31.5           | 27.5                         | 16.2              | 15.5                       | 13.6            | 32.4                    | 29.4            |
| GCN + Multi-head (ours) | ☒             | ✓                | 31.8                         | 31.8           | 28.0                         | 17.9              | 17.9                       | 14.6            | 32.4                    | 29.4            |
| GCN + TRN Head (ours) | ☒                 | ✓                | 33.1                         | 33.1           | 29.0                         | 16.7              | 16.7                       | 13.2            | 33.8                    | 30.2            |
| GCN + TRN Head (ours) | ✓                 | ✓                | 28.3                         | 28.0           | 25.0                         | 13.1              | 11.9                       | 9.6             | 22.1                    | 21.3            |
| GCN + TRN Head (ours) | ✓                 | ✓                | 37.0                         | 37.0           | 32.5                         | 15.5              | 15.5                       | 12.9            | 35.3                    | 31.6            |

The unit is %. The best and second best performances are shown in bold and underlined, respectively. Mean accuracy ($\text{mAcc}$) and accuracies at IoU thresholds of 0.5 ($\text{Acc}_{0.5}$) and 0.75 ($\text{Acc}_{0.75}$) are reported.

---

D. Application: Risk Assessment

Our framework is able to perform risk assessment when multiple risk objects exist. We visualize objects’ risk scores in Fig. 8 under different reactive scenarios. All detected objects are encased in bounding boxes with different colors. Their risk scores are shown in a bar chart with color. The risk score of an object is equivalent to the predicted confidence score of $\text{Go}$ after the object is removed. A higher confidence score of $\text{Go}$ means that the object has a higher chance of influencing driver behavior. We use a black horizontal line to indicate the predicted confidence score of $\text{Go}$ when we do not intervene in the input. In all these cases, confidence scores are smaller than 0.5, representing correct driver response prediction by the proposed model. Favorable risk assessment results are demonstrated. In particular, in Fig. 8(b), when the two pedestrians could potentially be risk objects, our framework assigns high risk scores to both and the pedestrian closer to the vehicle is rated with a higher risk score.

---

Due to iterative causal inference, our framework requires the same amount of computational time ($\sim 0.15$ s) for each iteration with one NVIDIA TITAN-XP card. If there are more than 10 objects in a scene, the computation time of risk would be more than 1.5 s. Therefore, a single-shot design for risk assessment that does not require iterative causal inference is in need to realize future real-time applications of DROID.

---

VIII. CONCLUSION

In this paper, we focus on subjective risk assessment and operationalize the assessment by predicting driver behavior changes and identifying the cause of changes. A new task called DROID, which uses egocentric video collected from front-facing cameras to identify object(s) influencing a driver’s behavior, given only the driver’s response as the supervision signal, is introduced. We formulate the task as a cause-effect problem. A novel two-stage framework inspired by the model of SA and causal inference is present. We also construct a dataset for DROID to evaluate the proposed system. Extensive quantitative and qualitative evaluations are conducted. Favorable performance compared with strong baselines is demonstrated. Future work can leverage road topology explicitly to improve driver intention prediction.
Additionally, single shot risk assessment for DROID would be interesting to explore for practical applications.
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