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For high-resource languages like English, text classification is a well-studied task. The performance of modern NLP models easily achieves an accuracy of more than 90% in many standard datasets for text classification in English (Xie et al., 2019; Yang et al., 2019; Zaheer et al., 2020). However, text classification in low-resource languages is still challenging due to the lack of annotated data. Although methods like weak supervision and crowdsourcing can help ease the annotation bottleneck, the annotations obtained by these methods contain label noise. Models trained with label noise may not generalize well. To this end, a variety of noise-handling techniques have been proposed to alleviate the negative impact caused by the errors in the annotations (for extensive surveys see (Hedderich et al., 2021; Algan & Ulusoy, 2021)). In this work, we experiment with a group of standard noisy-handling methods on text classification tasks with noisy labels. We study both simulated noise and realistic noise induced by weak supervision. Moreover, we find task-adaptive pre-training techniques (Gururangan et al., 2020) are beneficial for learning with noisy labels.

Problem Settings We consider a $k$-class text classification problem with noisy labels. In particular, instead of accessing a training set $D = \{(x_i, y_i)\}_{i=1}^n$ sampled from the clean data generation distribution, we work with a noisy version of $D$, denoted by $\hat{D} = \{(x_i, \hat{y}_i)\}_{i=1}^n$. The goal is to train a model on $\hat{D}$ that generalizes well on the clean distribution.

Noise Simulation Research in this field often constructs a noisy dataset by injecting noise into a clean dataset (Han et al., 2018; Jindal et al., 2019; Tänzer et al., 2021). This simulates annotation scenarios such as crowdsourcing, where some annotators answer randomly or overlook some entries in multiple-choice questions. It also allows controlling the noise level and type. The noise in such a simulation is feature-independent. That is, it assumes $p(\hat{y}|y = i, x) = p(\hat{y}|y = i)$.

Weak Supervision Noise In weak supervision, the labels are annotated in an automatic manner. For example, Hedderich et al. (2020) assign labels to a text document by leveraging word lists and a set of simple rules. Unlike the simulated noise, the noise caused by weak supervision is feature-dependent, meaning that the independence assumption does not hold.

Task-Adaptive Pre-Training (TAPT) The BERT model is pre-trained on a large unlabeled, general-domain corpus. Task-adaptive pre-training further pre-trains BERT on text from the downstream task. In particular, given a task-domain corpus, one continues to train BERT with the Masked Language Model (MLM) task and the Next Sentence Prediction (NSP) task. Previous studies have shown that task-adaptive pre-training is beneficial for downstream NLP tasks with clean training data (Sun et al., 2019; Gururangan et al., 2020). However, it remains unclear whether the noisy settings can inherit this benefit.

Data We simulate the noise on two established text classification dataset: AG-News (Zhang et al., 2015) and IMDB (Maas et al., 2011). We study two simulated noise types, uniform (van Rooyen et al., 2015) and single-flip (Reed et al., 2015) noise. We also evaluate two datasets with weak supervision noise in two low-resource African languages: Hausa and Yoruba (Hedderich et al., 2020). The weak labels for these two datasets are generated by simple rules. For example, to identify texts for the class “Africa”, a labeling rule based on a list of African countries and their capitals is used.

Baselines We compare learning without noise-handling with four popular noise-handling methods. 1) Co-Teaching: Han et al. (2018) trains two networks to pick cleaner training subsets for
Table 1: Performance of the original models and that after applying TAPT to the BERT backbone. TAPT consistently benefits all models in all noise settings. Performance measured in Accuracy (%). The mean performance over five trials is reported.

| Methods                        | Original +TAPT |
|--------------------------------|----------------|
| Without Noise-handling         | 85.49 2.13†    |
| Co-Teaching                    | 84.74 0.90†    |
| Noise Matrix                   | 83.90 2.80†    |
| Noise Matrix with Regularization| 84.77 2.77†    |
| Label Smoothing                | 86.64 0.59†    |

(a) AG-News, 70% uniform noise

| Methods                        | Original +TAPT |
|--------------------------------|----------------|
| Without Noise-handling         | 80.12 4.54†    |
| Co-Teaching                    | 83.77 6.14†    |
| Noise Matrix                   | 78.82 2.80†    |
| Noise Matrix with Regularization| 80.17 4.15†    |
| Label Smoothing                | 80.61 0.10†    |

(b) IMDB, 45% uniform noise

| Methods                        | Original +TAPT |
|--------------------------------|----------------|
| Without Noise-handling         | 64.72 4.86†    |
| Co-Teaching                    | 61.37 1.98†    |
| Noise Matrix                   | 65.96 3.12†    |
| Noise Matrix with Regularization| 61.32 2.14†    |
| Label Smoothing                | 65.44 0.59†    |

(c) Yorùbá, weak supervision noise

| Methods                        | Original +TAPT |
|--------------------------------|----------------|
| Without Noise-handling         | 46.97 0.85†    |
| Co-Teaching                    | 31.65 4.51†    |
| Noise Matrix                   | 46.58 0.79†    |
| Noise Matrix with Regularization| 35.36 5.71†    |
| Label Smoothing                | 46.44 0.51†    |

(d) Hausa, weak supervision noise

Results We evaluate our baselines on four datasets with different noise levels and noise types. We find that BERT is robust to simulated noise, especially under low to mild noise levels. For example, the performance of BERT without noise-handling drops less than 5% under 60% uniform noise in AG-News. In these cases, noise-handling methods rarely outperform the baseline without noise-handling. When the noise levels go higher, noise-handling starts benefiting learning. However, the results are mixed. For example, Co-Teaching outperforms the baseline without noise-handling on IMDB with 45% single-flip noise, yet it underperforms in AG-News with 70% uniform noise. Please refer to Appendix A for detailed performance numbers in each noise setting.

Task-adaptive pre-training offers an implicit way to assist BERT in all noise settings we investigate. Table 1 presents the performance difference before and after adding TAPT. Compared to the mixed results we see from applying noise-handling, TAPT helps consistently. We also notice that the performance difference between different methods is reduced. This could be particularly beneficial if computational resources are limited and trying out all noise-handling methods is not possible. In this case, just using TAPT without a complex noise-handling architecture should already offer a strong baseline.

In summary, we observe that the benefit from noise-handling methods is rather limited and sometimes inconsistent, especially under weak noise. TAPT, on the other hand, is a stable method to assist text classifiers when learning with noisy labels.
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A Detailed on Model Performance

We summarize our experimental results on simulated noise and weak supervision noise in Table 2 and 3 respectively.

|                | AG-News | IMDB       |
|----------------|----------|------------|
|                | uniform  | single-flip| clean  | 40% | 60% | 70% | 20% | 40% | 45% | clean  | 20% | 40% | 45% |
| NV             | 94.07±0.13 | 94.40 ±0.18 | 94.37±0.07 | 94.06±0.13 | 98.34±0.77 | 65.54±6.90 | 58.97±3.26 |
| CT             | -        | 92.18±0.21  | 89.90±0.38  | 84.74±2.56  | 93.33±0.12  | 90.62±0.53  | 87.99±1.64  | -        | 92.32±0.27 | 89.36±0.67 | 83.77±3.88 |
| NMat           | -        | 92.25±0.14  | 89.91±0.48  | 83.91±1.87  | 93.91±0.15  | 93.13±0.31  | 92.93±0.51  | -        | 92.07±0.21 | 87.13±0.44 | 78.82±1.37 |
| NMatwR         | 93.64±0.06 | 92.02±0.20  | 89.91±0.33  | 84.77±2.24  | 93.03±0.17  | 90.23±0.65  | 88.93±0.68  | 93.68±0.14 | 92.12±0.35 | 85.94±0.86 | 80.17±2.57 |
| LS             | 94.43±0.10 | 92.45±0.21  | 89.79±0.38  | 86.64±0.78  | 93.56±0.23  | 92.40±0.33  | 90.94±0.86  | 94.06±0.09 | 92.13±0.43 | 87.22±1.39 | 80.61±2.48 |
| WN             | 94.40±0.13 | 92.46±0.25  | 89.53±0.75  | 85.49±1.76  | 93.80±0.08  | 92.33±0.35  | 88.94±0.92  | 93.98±0.15 | 93.12±0.21 | 85.86±2.78 | 80.12±4.09 |
| TAPT+NV        | 94.71±0.12 | 82.58±1.19  | 54.84±0.96  | 56.36±0.89  | 90.69±0.13  | 71.51±1.06  | 61.02±1.75  | 94.82±0.06 | 87.03±1.55 | 64.01±1.52 | 58.38±0.90 |
| TAPT+CT        | -        | 93.14±0.25  | 90.67±0.27  | 85.64±2.12  | 94.09±0.24  | 91.06±0.51  | 88.16±2.16  | -        | 93.93±0.14 | 91.08±0.87 | 89.91±0.48 |
| TAPT+NMat      | -        | 93.63±0.31  | 90.73±0.22  | 86.70±1.27  | 94.41±0.12  | 94.07±0.26  | 93.84±0.14  | -        | 93.32±0.40 | 89.69±0.47 | 83.93±2.99 |
| TAPT+NMatwR    | 94.29±0.11 | 92.73±0.19  | 90.43±0.60  | 87.54±1.19  | 94.05±0.08  | 93.50±0.19  | 93.41±0.16  | 94.84±0.08 | 93.58±0.27 | 89.61±1.60 | 85.32±3.05 |
| TAPT+LS        | 94.41±0.04 | 92.85±0.23  | 90.60±0.53  | 87.23±0.97  | 94.28±0.14  | 93.03±0.53  | 90.80±1.12  | 94.79±0.06 | 93.21±0.45 | 90.27±1.16 | 80.71±4.74 |
| TAPT+WN        | 94.85±0.09 | 92.94±0.18  | 90.96±0.62  | 87.62±0.92  | 94.35±0.08  | 92.87±0.61  | 90.94±1.25  | 94.86±0.05 | 93.51±0.35 | 90.81±0.69 | 84.66±3.25 |

Table 2: Average test accuracy (%) and standard deviation (5 trials) on AG-News and IMDB with uniform and single-flip noise. NV: without noise-handling and no validation set, i.e. train the model without noise-handling and until the training loss converges. CT: Co-Teaching. NMat: Noise Matrix. NMatwR: Noise Matrix with Regularization. LS: Label Smoothing. CT and NMat are equivalent to WN in the clean setting. TAPT+[XX]: Task adaptive pre-training followed by the method XX. Note that as IMDB is a binary-classification task, single-flip noise is equivalent to the uniform noise in this case.

|                | Yorubi | Hausa |
|----------------|--------|-------|
| NV             | 63.88±1.59 | 46.98±1.01 | 66.78±1.38 | 47.32±0.85 |
| CT             | 61.37±1.58 | 31.65±2.71 | 63.35±2.11 | 36.16±5.66 |
| NMat           | 65.96±0.81 | 46.58±0.88 | 69.06±1.56 | 47.37±0.59 |
| NMatwR         | 61.32±0.71 | 35.36±2.30 | 63.46±1.44 | 41.07±3.75 |
| LS             | 65.44±1.67 | 46.36±2.78 | 69.16±3.35 | 46.87±1.06 |
| WN             | 64.72±1.45 | 46.39±2.81 | 69.58±3.58 | 46.44±2.00 |

Table 3: Average test accuracy (%) and standard deviation (10 trials) on Yorubi and Hausa with noise from weak supervision. FT: direct fine-tuning on text classification task NV: without noise-handling and no validation set, i.e. train the model without noise-handling and until the training loss converges. CT: Co-Teaching. NMat: Noise Matrix. NMatwR: Noise Matrix with Regularization. LS: Label Smoothing. CT and NMat are equivalent to WN in the clean setting.