Observation of a well-defined hybridization gap and in-gap states on the SmB$_6$ (001) surface
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The rise of topology in condensed matter physics has generated strong interest in identifying novel quantum materials in which topological protection is driven by electronic correlations. Samarium hexaboride is a Kondo insulator for which it has been proposed that a band inversion between 5d and 4f bands gives rise to topologically protected surface states. However, unambiguous proof of the existence and topological nature of these surface states is still missing, and its low-energy electronic structure is still not fully established. Here we present a study of samarium hexaboride by ultra-low-temperature scanning tunneling microscopy and spectroscopy. We obtain clear atomically resolved topographic images of the sample surface. Our tunneling spectra reveal signatures of a hybridization gap with a size of about 8 meV and with a reduction of the differential conductance inside the gap by almost half, and surprisingly, several strong resonances below the Fermi level. The spatial variations of the energy of the resonances point towards a microscopic variation of the electronic states by the different surface terminations. High-resolution tunneling spectra acquired at 100 mK reveal a splitting of the Kondo resonance, possibly due to the crystal electric field.

PACS numbers: 71.27.+a, 71.28.+d, 73.20.-r

I. INTRODUCTION

Samarium hexaboride is a Kondo lattice compound in which a hybridization gap at the Fermi level is formed below a characteristic temperature $T^*$ due to the Kondo screening effect.$^{1,2}$ It was also the first mixed valence compound that has been established, the valence of samarium fluctuates between Sm$^{2+}(4f^6)$ and Sm$^{3+}(4f^5)$ with an average value of about +2.6–2.7 at ambient conditions.$^{3-5}$ In the resistivity measurements, below a characteristic temperature $T^* \approx 50$ K, an exponential increase in the resistivity is observed with the lowering temperature, which is the typical behavior for a metal-to-semiconductor transition.$^6$ This is attributed to the opening of a Kondo hybridization gap.$^7$ Though the size of the gap should be of the same order of magnitude as the temperature $2k_B T^*$ of the crossover, depending on measurements, the reported size of the hybridization gap varies between 3 and 20 meV.$^8-10$ Furthermore, multi-gap features have also been reported from optical spectroscopy.$^{11,12}$

Another puzzle is the observation of the resistivity saturating at temperatures below $T_h \approx 5$ K, rather than rising further.$^{13}$ The behavior is attributed to an additional conductance channel, for which conduction through topologically protected surface states is one possible interpretation. There have been a number of alternative theoretical proposals to explain this observation, e.g., formation of a Wigner lattice,$^{14}$ Mott minimum conductivity,$^{15}$ phonon bound states due to magnetoelastic coupling,$^{16}$ impurity bands$^{15}$ and trivial surface states.$^{17}$ Clear experimental evidence for the origin of the in-gap states is still missing. Recent theoretical calculations show that SmB_6 is a promising candidate as a topological Kondo insulator$^{18-23}$. Within this interpretation, the Kondo hybridization drives a band inversion in the band structure of SmB_6 and leads to a hybridization gap in which topologically nontrivial surface states are stabilized.$^{24-25}$ A wide range of methods, such as angle-resolved photoemission spectroscopy (ARPES)$^{26-29}$, electronic transport$^{10,30}$, x-ray reflectometry$^{31}$, and scanning probe methods$^{32-34}$ have been applied in an attempt to establish the surface electronic structure and search for evidence of the topologically protected states. While there is evidence for surface states, their topological nature remains ambiguous.

Here we study the low temperature electronic properties of an unreconstructed (001) surface of SmB_6 by ultra-low temperature scanning tunneling microscopy and spectroscopy (STM/STS). Our results show a hybridization gap of about 8 meV at $E_F$, with a strong Kondo-like resonance. The tunneling spectra show distinct resonance states around the Fermi level, which we attribute to the samarium 4f-states and which develop at very low temperatures a fine structure consisting of a series of multiple peaks. The spatial variations of the
resonance show evidence for local doping, moving them away from the Fermi level near surface defects. To understand the surface termination, we compare our data to density functional theory (DFT) calculations of the surface morphology as well as its work function and energetics. Our spectroscopic observations are consistent with the existence of in-gap surface states.

II. METHODS

Scanning Tunneling Microscopy/Spectroscopy

STM experiments were performed in a home-built low temperature STM, operating at temperatures down to 10 mK\textsuperscript{35} in cryogenic vacuum. Samples are prepared by \textit{in-situ} cleaving. We used STM tips cut from a 0.2 mm PtIr wire. Bias voltages are applied to the sample, with the tip at virtual ground. Differential conductance spectra have been recorded through a lock-in amplifier with a frequency of 411 Hz. The SmB\textsubscript{6} sample is loaded into the STM chamber from a load-lock at a pressure of about 10\textsuperscript{−6} mbar, and cleaved in cryogenic vacuum at a cleaving stage at 4K perpendicular to the (001) axis at temperatures below 20 K. The sample growth procedure is similar to the growth of CeB\textsubscript{6} as described in Ref. 36.

Calculations

Our calculations were performed based on the framework of DFT, as implemented in the Quantum ESPRESSO package\textsuperscript{37}. The Perdew-Burke-Ernzerhof generalized gradient approximation (GGA-PBE)\textsuperscript{38} was adopted for the exchange-correlation functional. The electron-ion interaction is described using the norm-conserving Troullier-Martins pseudopotentials\textsuperscript{39}. The energy cut-off for the plane-wave basis set is taken to be 120Ry with a charge density cut-off of 500Ry. We have used a Monkhorst-Pack\textsuperscript{40} scheme with a $k$-mesh for the Brillouin zone integration for the supercells with one unit cell terminated with samarium, hexaboride (B\textsubscript{6}), pentaboride (B\textsubscript{5}) and boron (B\textsubscript{1}) surfaces and a mesh for the supercells formed by three unit cells yielding surfaces terminated with clusters of B\textsubscript{4} and B\textsubscript{3} separated by 11.0 Å. In all calculations the lattice parameter was kept fixed at the experimental value $a = 4.13$ Å, and we used 15 Å of vacuum to minimize interactions between the surfaces of the slabs.

The electrostatic potential average is calculated from the electronic density $n(r)$. The plane-averaged electronic density is defined,

$$\bar{n} = \frac{1}{S} \int_{S} n(r) \, dx \, dy,$$

where the z-axis is perpendicular to the slab surface $S$. The electrostatic potential $V(r)$ is related to the total charge density, including ionic charge, via the Poisson equation.

For the simulated STM images we used the Tersoff-Hamann theory\textsuperscript{41}, with a voltage between the sample and the tip of 1.0 V for the unoccupied states.

III. RESULTS

Surface topography

SmB\textsubscript{6} has a CsCl-like crystal structure as shown in Fig. 1(a). Crystals have been oriented in the (001) direction prior to cleavage. The material does not exhibit a strongly preferred natural cleavage plane, thus different terminations can be expected to occur and have been reported previously\textsuperscript{32,33,42}. We have observed two types of surfaces. The first (surface I), shown in Fig. 1(b), is flat on the scale of a few Angstroms and exhibits substantial inhomogeneity. Atomic structure with very short range regularity can be seen on the surface. Nevertheless, in the Fourier transformation we can still observe atomic peaks consistent with the lattice constant of SmB\textsubscript{6} (see the inset of Fig. 1(b)). The second surface type we have observed (surface II) is shown in Fig. 1(c), it exhibits nanometer sized areas which show a clean and flat atomic lattice (see inset). On surface II, identical clusters can be observed, which cover the surface homogenously on the macroscopic scale. It is also noticed that the surface clusters are much larger in size than the atomic protrusions on surface I. On this surface, the majority of surface clusters have a squarish ring-like appearance under certain bias. Similar ring-like defects have been reported previously and interpreted as boron clusters\textsuperscript{34}. We are interested in a better understanding of the electronic effects of these squarish structures. Because of the inhomogeneity of surface I, we cannot uniquely identify what termination it corresponds to, and therefore concentrate in the following discussion on surface II.

From comparison with DFT calculations, we can identify the surface clusters as disrupted boron cages on a samarium-terminated surface, supported by the DFT simulated topography (as shown in Fig. 1(d) and (e)). Simulations for other surface terminations are shown in Fig. 2.

In order to identify the most likely surface terminations from theory, we have calculated the surface formation energy for different types of surfaces. The surface energy is defined here as the energy required to create a new surface starting from a bulk system or, in other words, the energy required to break a bulk sample, creating two surfaces. Figure 3 schematically shows the formation process (the upper slab is shown distorted for clarity). In our calculations the surface energy can thus be determined by taking the energy difference between the total energy of two slabs (formed after cutting a bulk sample) and an equivalent bulk reference. Using a supercell model for
FIG. 1. Crystal structure and topographic imaging. (a) Illustration of the crystal structure of SmB$_6$. (b) Topographic STM image of the sample surface I, 20 × 20 nm$^2$ ($V_b = 100$ mV, $I = 1.0$ nA). Inset: Fourier transformation of the topography, showing the peaks associated with the square lattice (marked by red arrows). (c) Topographic STM image of the sample surface II, 20 × 20 nm$^2$ ($V_b = 200$ mV, $I = 50$ pA). Inset at bottom left: Fourier transformation of the topography, besides the peaks associated with the square lattice (marked by red arrows) higher order peaks can be seen. Bottom right inset: zoom in topography at atomic scale which shows the atomically resolved surface and the fine structure of the surface clusters (4 × 4 nm$^2$). Note that topography shown in (c) is rotated 45° with regards to panels (b). (d) Simulated topography of the Sm terminated surface. (e) Simulated topography for a B$_5$ cluster on the Sm terminated surface.

FIG. 2. Comparison of different surface terminations, simulated STM topographies and estimated surface energies $\gamma$ through Eq. (2) from DFT calculations. From left to right: Sm-surface; hexaboride-surface; pentaboride-surface; boron-surface; hexaboride-cluster and pentaboride-cluster.

each slab, the surface energy $\gamma$ at $T = 0$ K of a clean surface is given by

$$
\gamma = \frac{1}{2A} (E_{\text{slab}}^{\text{total}} - E_{\text{bulk}}^{\text{ref}}),
$$

where $E_{\text{slab}}^{\text{total}}$ and $E_{\text{bulk}}^{\text{ref}}$ are the total energies given by the sum of two separate slabs and of the bulk reference, respectively (see Fig. 4). $A$ is the surface unit area, and the factor $1/2$ appears because $E_{\text{slab}}^{\text{total}}$ contains two surfaces. Since these two surfaces are not necessarily equivalent, the surface energy $\gamma$ represents the mean value of the two (different) surfaces. The pairs of surfaces formed after the cut are: Firstly, Sm-B$_6$ and B$_1$-B$_5$ with both surfaces fully covered with boron clusters (or uncovered) and, second, partially covered (cluster-type surface). In the latter cases the two surfaces end up sharing the B$_6$ and B$_5$-B$_1$ clusters, and the energies have been calculated for a 33%-66% coverage. These turn out to be the lowest in energy with a small advantage for the B$_5$-B$_1$ cluster surface. This is consistent with the experimental observations.

We have measured the local barrier height in surface II, as shown in Fig. 5(a). A difference in work function between Sm atoms and B$_6$ octahedra or boron clusters can be expected to lead to variations in the local barrier height. The local barrier height can be obtained from measurements of the tunneling current as a function of tip-sample distance, $I(z)$. Fig. 5(b) shows two examples of $I(z)$ curves obtained on one of the defects and on a clean patch of the surface (as indicated in Fig. 5(a)). The local barrier height is obtained from a fit of an exponential decay to these curves, revealing a substantially lower barrier height on the defect-free areas compared to the defects. A spatial map of the barrier height is shown in Fig. 5(c), obtained simultaneously with the topographic image shown in Fig. 5(a). The spatial maps show that the patches of the clean atomically resolved surface have
FIG. 3. Schematic process for the creation of two surfaces (inequivalent in this case) Sm-B$_6$ and B$_1$-B$_5$. Note that in the two right panels the upper part of the crystal is shown distorted to highlight that it is cleaved of the lower part.

FIG. 4. Electrostatic potential of the SmB$_6$ surface between the slab and vacuum, for surfaces terminated at (a) Sm-atom, (b) hexaboride, (c) pentaboride, (d) boron-atom, (e) hexaboride-cluster, and (f) pentaboride-cluster.

FIG. 5. Determination of surface termination. (a) Topographic STM images acquired simultaneously with a map of the local barrier height extracted from $I(z)$ curves (6.7 $\times$ 6.7 nm$^2$, $V_b$ = 300 mV, $I$ = 50 pA). (b) Two typical $I(z)$ curves obtained on a clean spot on the surface (marked by blue cross in (a)) and on top of a cluster (marked by a red cross in (a)). The two curves (plotted on a logarithmic axis) exhibit significantly different local barrier heights, with a substantially higher one on top of the cluster. (c) Spatial map of the local barrier height acquired simultaneously with the topography shown in (a), positions of the two traces shown in (b) are marked by crosses. (d) Histogram of the local barrier height of the map shown in (c).

due to their charge and the Smoluchowski effect. The assignment is consistent with calculations of the work function for different surface terminations which show a very low work function on the order of 2 eV for the samarium terminated surface, whereas B terminated surfaces have a work function at least twice as high. It should be noted that the experiment does not directly measure the work function (or a local equivalent of the work function), but the local barrier height between the tip and the sample, which is related to the work function. For the case of a clean surface and tip with work functions $\Phi_s$ and $\Phi_t$, respectively, the current will increase as $\exp(\kappa \Delta z)$, with $\kappa = \sqrt{\frac{m_e e^2 \bar{h}}{2 \hbar}} (\Phi_s + \Phi_t)$, for bias voltages $V << \Phi_{s,t}$, and where $m_e$ is the electron mass. The calculations also do confirm that surface terminations with clusters of B$_5$ or B$_6$ on a Sm terminated surface have much lower surface energies compared to clean B or Sm terminations (see Fig. 4).
Spatial variation of the tunneling spectrum

In order to probe the electronic structure, we have measured the differential tunneling conductance spectra \( \langle dI(V)/dV \rangle \), which is, under certain assumptions, proportional to the local density of states (LDOS). In Fig. 6(a) we show a large-range spectrum taken on surface II. From it we can see that the first sharp resonance peak below \( E_F \) is found around \(-15\) mV and a second one near \(-40\) mV as indicated by the red arrows. Further away from \( E_F \), at about \(-180\) mV, there is an additional broader resonance. We can relate the positions of the peaks to the energies of some of the Sm 4f bands. Comparing with the 4f bands observed in previous ARPES measurements (e.g., Ref. 6 and 27) and dynamical mean field theory (DMFT) calculations\(^{44,45}\), we can see a one-to-one correspondence between the peak positions and the 4f band energy positions probed by ARPES.

Typical spatially averaged conductance spectra for the two types of surfaces are shown in Fig. 6(b). On surface I, the spectrum exhibits two gap-like features, whereas for surface II, besides a gap-like feature close to the Fermi energy \( E_F \), we observe a peak below the Fermi level (around \(-15\) meV, as indicated by the arrow in Fig. 6(b)). The overall shape and energy scales of the spectra taken at 10 K are consistent with previously reported tunneling spectra\(^{32,33}\). The spectra obtained on surface II resemble Fano lineshapes, as observed frequently in heavy fermion compounds\(^{46-48}\). To further clarify the effects of surface termination and the nature of the Fano resonance feature, we need to measure the electronic structure at a much lower temperature. In the remainder of this work we will concentrate on the surface shown in Fig. 1(c), surface II, unless stated otherwise. To elucidate the physics of this lineshape and its relation to the band structure of SmB\(_6\), we have analyzed the dependence of the spectra on the presence of boron adatoms. Figures 6(c), (d) and (e) show a topographic STM image as well as maps of the energy of the peak and of the zero-bias conductance. Direct comparison already indicates that the peak is closest to the Fermi energy, at \(-8\) mV, for clean surface areas, whereas it is shifted to more negative energies close to or on the boron clusters. Averaging over spectra that exhibit the same energy of the peak, as shown in Fig. 6(f), shows that while the amplitude of the peak is directly correlated with its energy, the gap remains mostly independent of that. This indicates that the two have separate origins, rather than both emerging from the hybridization gap or a Fano lineshape. Figures 6(g), h) show two-dimensional histograms between the peak position and the topographic height, and the peak energy and the zero-bias conductance. They demonstrate that (i) the peak position is directly correlated with the local topographic height (see Fig. 6(g)), and (ii) that the peak position exhibits a strong correlation with the zero-bias conductance (see Fig. 6(h)). On top of boron adatoms, where the topographic height is larger, the peak position is shifted to more negative energy and hence away from

FIG. 6. Tunneling conductance spectroscopy. (a) A typical large-range tunneling conductance spectrum taken on surface II. Spectrum setpoint: \( V_b = 200\) meV, \( I = 0.9\) nA, with a modulation voltage \( V_{\text{mod}} = 0.5\) mV, \( T = 10\) K. (b) Spatially averaged tunneling spectra obtained on the two types of surface terminations shown in Fig. 1. (c) Topography and (d), (e) spatial maps of the peak position and the differential conductance at zero-bias extracted from a spectroscopic map (7.0 × 5.6 nm\(^2\), \( T = 10\) K, \( V_b = 200\) mV, \( I = 50\) pA). (f) Averages over spectra which exhibit the same peak position, from closest to zero-bias (top) to furthest (bottom). (g) Correlation between peak position and topographic height confirms this behaviour of the surface impurities moving the peak to lower energies, with a correlation coefficient of \(-0.5\). (h) Correlation between peak position and zero-bias conductance \( g(V) \) (normalized by the conductance at \( V = -50\) mV) shows that as the peak shifts away from the Fermi energy, the zero-bias conductance is suppressed, with a correlation coefficient of 0.5.
Spectroscopy at ultra-low temperatures

Tunneling spectra obtained at ultra-low temperatures below 100 mK, shown in Fig. 7, exhibit a more complex structure compared to those obtained at higher temperatures (Fig. 6): (i) The hybridization gap at $E_F$ develops a flat bottom, which is what would be expected for a fully open gap. Nevertheless, there are also in-gap states which reflect the nontriviality of the SmB$_6$ electronic structure. (ii) On top of the boron clusters, the hybridization gap size $\Delta_2$, as illustrated in Fig. 7(a), about 15 meV, is larger than the hybridization gap size $\Delta_1$ (illustrated in Fig. 7(b)) on the boron cluster free surface, as observed already at higher temperatures. (iii) The peak at $-8$ meV in the spectra taken on the clean surface is split into a series of resonances which are labelled as $p_0$ to $p_4$ (Fig. 7(b)). This structure is reproducible on the clean surface and exhibits only very small variations as a function of location.

Here we also show the temperature dependence of the tunneling spectra. We can see that at higher temperatures (at 10 K), the resonance peaks are thermally broadened and become consistent with the higher-temperature spectra for surface II shown in the previous section.

IV. DISCUSSION

From comparison of the surface topography with the calculations, we deduce that the crystal is cleaved through the boron octahedral layer. We can observe the clean Sm surface and surface with boron clusters. This agrees with the expected difference in work functions of the different possible terminations in the (001) surface, and is also consistent with calculations for other hexaborides$^{49}$. The observed surface termination in our study is consistent with the fact that pure samarium or boron terminated surfaces are polar. Considering the likely cleavage plane into a layer with boron octahedra, one could expect about half of a layer of boron clusters on the sample surface. In our experiments, the sample is inserted into the cold STM head after cleavage at low temperatures, preventing surface diffusion. We speculate that different surface terminations such as the $(2 \times 1)$ reconstructions seen in previous STM works may originate from surface reconstruction or diffusion taking place after sample cleavage$^{32,33}$. A possible cause is a higher cleavage temperature, enabling activation of surface reconstruction and/or diffusion. In our STM, the cleaving stage is clamped to the 4 K plate of the cryostat, the temperature of which stays well below 20 K during and after cleavage.

The average tunneling spectra of surface I and surface II exhibit a clearly different shape, yet both can be described by a Fano lineshape, which has been widely used to describe tunneling spectra of single impurity systems$^{50-52}$ as well as for Kondo lattices$^{46,47,53-55}$. Due to the different contributions of direct tunneling to the $f$-orbital and to the conduction band, the resonance can take any shape from a suppression of differential con-
ductance to a peak-like shape. The spectra observed in SmB$_6$ are quite similar to those observed in other mixed-valent$^{56}$ or heavy fermion$^{46,55}$ compounds. Strong tunneling into the localized $f$-states leads to a peak-like appearance in the tunneling spectra, whereas a reduction of this tunneling channel suppresses the peak and leads to a more asymmetric line shape or even just a gap-like feature.

Both, surfaces I and II are expected to be polar on a macroscopic scale, and even more so microscopically. It is likely that the boron clusters are negatively charged, as they are in the bulk. The difference in appearance of the boron clusters as well as in local barrier height between adatom free areas of the surface and boron clusters is consistent with our assignment of the termination. For a samarium termination, the largest peak height is hence expected on clean areas, whereas detecting the peak through adsorbates should lead to its reduction. The observed shift in the resonant state towards negative bias voltages on top of clusters suggests a local doping effect due to the surface boron clusters. Qualitatively similar shifts of features in tunneling spectra have been observed in semiconductors and applied to detect the local distribution of electrical charge at the surface of the sample$^{57}$. A similar shift of the resonances has recently been reported from measurements at 300 mK$^{58}$.

In the SmB$_6$ crystal, the Sm $4f$ orbital degeneracy is lifted by spin-orbit coupling resulting in $j = 5/2$ and $j = 7/2$ multiplets that are further split by a crystal electric field (CEF)$^{59}$. The relative position of the $4f$ orbital below the Fermi energy $E_F$ has been measured by ARPES$^{6,27}$. However, due to the limited energy resolution of the measurements, the CEF effect to the $j = 5/2$ bands has not been resolved. $4f$ bands with binding energy from 8 to 20 meV were reported at low temperatures$^{6,60}$. A previous STM study$^{32}$ has attributed the resonance peak in the conductance spectrum located at $-8$ meV to a $4f$ band close to $E_F$. Our measurements performed at temperatures well below 1 K reveal that the peak at $-8$ mV really consists of a series of peaks as shown in Fig. 7. The origin of this fine structure can be caused by a few possible reasons. The most plausible scenario is the crystal-field splitting of samarium states in the near surface region: as the surface termination was identified as a samarium termination, the top samarium layer is exposed to a substantially modified environment with lower symmetry than in the bulk, also details of the Kondo screening likely differ from the bulk$^{61}$. A crystal field splitting is expected to lead to satellite peaks of the main Kondo resonance. The topological surface states would be expected to lead to broader spectra features due to their dispersion. However, due to the limited knowledge of the surface properties, e.g., lattice relaxation, magnetic structure, we cannot exclude other mechanisms beyond of Kondo coupling for the observed resonance peaks at low temperature. Different origins such as coupling to low energy bosonic modes of the materials may also cause similar observation. To fully clarify their origin, more systematic investigation of the surface properties are needed.

On increasing the temperature, the peaks $p_0$ to $p_4$ are broadened and their intensity becomes weaker. The effect is stronger than what would be expected from pure thermal broadening, indicating a Kondo-like mechanism at the origin of the formation of these peaks. However we notice that the full width at half maximum (FWHM) of the resonance peaks (especially for $p_2$ and $p_3$, where it can be determined best) are much smaller than what is expected from the bulk Kondo temperature. The gap minimum remains about the same at 100 mK with little variation as a function of temperature up to 10 K.

The in-gap states are well consistent with the predicted nontrivial protected surface states. However, the topological nature of the in-gap states still need to be further confirmed. The inhomogeneity of the surface termination has been discussed with numerical calculations e.g., in Ref. 62. Different surface terminations can shift the surface bands. The variation in gap size could be due to the change of the tunneling matrix due to the local charging effect of the boron cluster.

V. CONCLUSION

In summary, we have investigated the Kondo hybridization on (001) surfaces of SmB$_6$ with ultra-low temperature STM. With low temperature cleavage, we obtain a surface termination without any reconstruction. By taking spectra at ultra-low temperatures, we clearly confirm the opening of a Kondo hybridization gap and the Kondo gap size of $\sim 8$ meV. Even with the fully opened Kondo gap at ultra-low temperature, there is clearly finite density of states within the hybridization gap. This is consistent with the presence of in-gap surface states. We find clear evidence for local electronic effects by the surface boron clusters, which is reflected in shifts of the $4f$ resonant states. Our observations provide new evidence for further decoding of the electronic structures of SmB$_6$.
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