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Abstract

Gromov hyperbolic spaces have become an essential concept in geometry, topology and group theory. Here we extend Ancona’s potential theory on Gromov hyperbolic manifolds and graphs of bounded geometry to a large class of Schrödinger operators on Gromov hyperbolic metric measure spaces, unifying these settings in a common framework ready for applications to singular spaces such as RCD spaces or minimal hypersurfaces. Results include boundary Harnack inequalities and a complete classification of positive harmonic functions in terms of the Martin boundary which is identified with the geometric Gromov boundary.
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Introduction

Gromov hyperbolic spaces are abstractions of classical manifolds of negative sectional curvature. They are characterized by a large-scale geometric property: all geodesic triangles are uniformly thin. This form of hyperbolicity has a broad relation to group-theoretic or topological problems. In this article, we will focus on a more analytic facet of Gromov hyperbolicity: its striking impact on the potential theory of uniformly elliptic operators. In simple terms it says that the analysis conforms to the large-scale geometry. For example, the analytically defined Martin boundary of such operators coincides with the geometric Gromov boundary. Alano Ancona implemented this appealing theory on manifolds [Anc87, Anc90] and graphs [Anc88] of bounded geometry.

Our aim is to generalize this theory to more singular metric spaces with a less restrictive notion of bounded geometry, unifying amongst others the cases of manifolds and graphs. It turns out that this can be done for complete locally compact separable metric measure spaces with a strongly regular coercive Dirichlet form $\mathcal{E}^0$ as soon as the space is locally doubling and admits local Poincaré inequalities and local lower Dirichlet eigenvalue bounds, with uniform constants (see section 1 for precise definitions). These mild conditions are satisfied on infinite graphs of bounded degree, complete manifolds with uniform Lipschitz charts onto Euclidean balls, complete manifolds with lower Ricci curvature bounds, and even RCD(\(K, N\)) spaces for \(K \in \mathbb{R}\) and \(N < \infty\), each with the appropriate version of a Laplacian.

We start by developing the local potential theory on these spaces, i.e., maximum principles, Harnack inequalities, solution of the Dirichlet problem, existence of and local estimates for the Green function. The necessary local estimates for strongly local Dirichlet forms, analogous to the Laplacian, were already obtained in this generality by Biroli–Mosco and Sturm in the 1990s [BM95, Stu96]. To include the case of Schrödinger operators, which is important for geometric applications, we further generalize strongly local Dirichlet forms $\mathcal{E}^0$ to Schrödinger forms $\mathcal{E} = \mathcal{E}^0 + V$ for a not necessarily positive $L^\infty$-function $V$. For coercive Schrödinger forms, most potential theoretic results can be preserved. This permits us to leverage the power of Brelot’s axiomatic potential theory with the tool of balayage and obtain integral representations for positive superharmonic functions. We will recall the relevant concepts in section 3.
Until now, Gromov hyperbolicity has not entered the picture. This only happens in the final part, where our goal is to identify the abstract potential theoretic Martin boundary with the geometric Gromov boundary. This gives a unique representation of positive harmonic functions as Radon measures on the Martin/Gromov boundary. With the tool set at hand, Ancona’s original arguments can rather swiftly be transferred to the more general case. We try to streamline them and show that constants in a priori estimates depend only on coarse geometric and analytic data such as the constants in the Poincaré inequality and in the doubling, hyperbolicity and coercivity conditions. Our presentation emphasizes the central role of the boundary Harnack inequality on Gromov hyperbolic spaces.

Uniform Spaces Gromov hyperbolic geometries and their particular potential theory may appear to be a remote world on their own. However, in the same vein as the unit disc in $\mathbb{C}$ carries a conformal hyperbolic metric, there are large classes of highly singular spaces which can be conformally deformed to complete Gromov hyperbolic spaces. Now the strategy, also initiated by Ancona [Anc87, Anc90], is to transfer the potential theory on hyperbolic spaces to spaces admitting such a deformation – Bonk, Heinonen and Koskela [BHK01] revealed that these are precisely the so-called uniform spaces. Special cases of particular interest are uniform domains in Euclidean space.

These ideas can be expanded to study even more singular spaces. Our sample case is that of minimal (hyper)surfaces with their extraordinarily difficult singularities. Here we think of the singular set as a boundary of its regular complement. These spaces satisfy a strong form of uniformity, the $\mathcal{S}$-uniformity, which we use to establish a link to the potential theory of Gromov hyperbolic spaces. This gives us a grip on the otherwise hardly approachable asymptotic analysis towards the singularities from an outsourcing to the Gromov hyperbolic theory. This part is due to work of the second named author [Loh18, Loh20, Loh21].

Organization of the Paper In section 1, we recall definitions for Dirichlet forms and collect several results on their local potential theory such as maximum principles, Harnack inequalities, solution of the Dirichlet problem, Hölder continuity of harmonic functions and estimates for the Green function. These results are transferred to Schrödinger forms in section 2. For coercive forms, we employ the resolvent equation to derive global exponential decay estimates for the Green function. The section 3 introduces concepts from axiomatic potential theory such as balayage which we now have at our disposal. The abstract Martin boundary classifies positive harmonic functions, but we have yet to see that it in fact coincides with the Gromov boundary on Gromov hyperbolic spaces.

These are properly introduced in section 4, together with the mechanism to generate them from uniform spaces such as uniform Euclidean domains or singular minimal hypersurfaces.

Finally, in section 5, we prove the 3G-inequality, which as an intermediate technical result yields the boundary Harnack inequality on Gromov hyperbolic spaces. This in turn easily proves the identification of Martin and Gromov boundary. Transferred to uniform spaces, we can represent harmonic functions as integrals over their (metric) boundary, or over the singular set in the case of minimal hypersurfaces.

1 Strongly Regular Dirichlet Forms

Let $(X, d, \mu)$ be a locally compact separable metric measure space and $\mathcal{E}$ a positive semidefinite ($\mathcal{E}(u, u) \geq 0$ for all $u \in \mathcal{F}$) symmetric bilinear form on a dense subspace $\mathcal{F} \subset L^2(X, \mu)$ which is a Hilbert space with scalar product $\mathcal{E}_1(u, v) := \mathcal{E}(u, v) + \langle u, v \rangle$ for $u, v \in \mathcal{F}$, i.e., $\mathcal{E}$ is a symmetric closed form on $L^2(X, \mu)$ in the sense of [MR92] Definition I.2.3]. Here $\langle \cdot, \cdot \rangle$ denotes the standard scalar product on $L^2(X, \mu)$. 

We call $\mathcal{E}$ coercive (on $L^2(\mathcal{X}, \mu)$), if there is a $c > 0$ such that $\mathcal{E}(u, u) \geq c \cdot (u, u)$ for every $u \in \mathcal{F}$. For such a coercive $\mathcal{E}$, the norms on $\mathcal{F}$ induced by $\mathcal{E}_\alpha(u, v) := \mathcal{E}(u, v) + \alpha \cdot (u, v)$ for $\alpha > -c$ are all equivalent, in particular $\mathcal{E}_\alpha$ is a symmetric closed form on $L^2(\mathcal{X}, \mu)$ for any $\alpha > -c$.

For any symmetric closed form $\mathcal{E}$, we get a family of resolvents (Green operators) $(\mathcal{G}_\alpha)_{\alpha \geq 0}$ which are bounded linear operators defined on $L^2(\mathcal{X}, \mu)$ with values in $\mathcal{F} \subset L^2(\mathcal{X}, \mu)$ such that

$$\mathcal{E}_\alpha(\mathcal{G}_\alpha \phi, u) = (\phi, u) \quad \text{for any } \phi \in L^2(\mathcal{X}, \mu), u \in \mathcal{F}.$$ 

Moreover, $(\mathcal{G}_\alpha)$ is a strongly continuous contraction resolvent (on $L^2(\mathcal{X}, \mu)$), i.e., the following conditions hold:

(i) $\lim_{\alpha \to \infty} \alpha \mathcal{G}_\alpha u = u$ for all $u \in L^2(\mathcal{X}, \mu)$ (strong continuity),

(ii) $\|\alpha \mathcal{G}_\alpha u\| \leq \|u\|$ for any $u \in L^2(\mathcal{X}, \mu)$ (contraction), and

(iii) $\mathcal{G}_\alpha - \mathcal{G}_\beta = (\beta - \alpha)\mathcal{G}_\alpha \mathcal{G}_\beta$ for $\alpha, \beta > 0$ (resolvent equation).

$\mathcal{E}$ is called regular, if $\mathcal{F} \cap C_\infty(\mathcal{X})$ is dense in $\mathcal{F}$ w.r.t. the norm $\sqrt{\mathcal{E}}$, and dense in $C_\infty(\mathcal{X})$ (continuous functions with compact support) in the topology of uniform convergence.

$\mathcal{E}$ is local, if $\mathcal{E}(u, v) = 0$ for $u, v \in \mathcal{F}$ with disjoint compact support, and strongly local, if $\mathcal{E}(u, v) = 0$ in the case that $u \in \mathcal{F}$ is constant in a neighborhood of the support of $v \in \mathcal{F}$.

### Harmonic Functions

For any open set $U \subset \mathcal{X}$, $\mathcal{E}$ is locally defined on $\mathcal{F}_{\text{loc}}(U) := \{u \in L^2_{\text{loc}}(U, \mu) \mid \forall V \subseteq U \exists \bar{u} \in \mathcal{F} : u|_V \equiv \bar{u}|_V \mu\text{-a.e.}\}$. Dually, we can consider the space $\mathcal{F}_c(U)$ of functions in $\mathcal{F}$ with (essentially) compact support in $U$ and its closure $\mathcal{F}_0(U)$ in the norm $\sqrt{\mathcal{E}}$. Then for local $\mathcal{E}$, $\mathcal{E}(u, \phi)$ is well-defined for $u \in \mathcal{F}_{\text{loc}}(U)$ and $\phi \in \mathcal{F}_0(U)$.

A continuous function $u \in \mathcal{F}_{\text{loc}}(U)$ is called $(\mathcal{E})$-harmonic in $U$ if $\mathcal{E}(u, \phi) = 0$ for any $\phi \in \mathcal{F}_c(U)$. More generally, $u \in \mathcal{F}_{\text{loc}}(U)$ is $(\mathcal{E})$-superharmonic in $U$ if it is lower semi-continuous with values in $(-\infty, \infty]$ and $\mathcal{E}(u, \phi) \geq 0$ for any $\phi \in \mathcal{F}_c(U)$ with $\phi \geq 0$. A function $u$ is subharmonic if $-u$ is superharmonic.

Sometimes we will express this in terms of the self-adjoint closed operator $\mathcal{L}$ on $L^2(\mathcal{X}, \mu)$ (also called the infinitesimal generator) associated with $\mathcal{E}$ by the relation $\mathcal{E}(u, v) = (\mathcal{L} u, v)$ for $u, v \in \mathcal{F}$ [MR92]. We will call $\mathcal{E}$-(sub-/super-)harmonic functions $\mathcal{L}$-(sub-/super)-harmonic, and for a function $u \in \mathcal{F}_{\text{loc}}(U)$, we write $\mathcal{L} u \geq 0$ (on $U$) if it is $\mathcal{L}$-superharmonic, $\mathcal{L} u = 0$ (on $U$) if it is $\mathcal{L}$-harmonic, and we will call $u$ a solution of the equation $\mathcal{L} u = f$ (on $U$) for some function $f \in L^2_{\text{loc}}(U)$ if

$$\mathcal{E}(u, \phi) = (f, \phi) = \int_U f \phi \, d\mu \quad \text{for every } \phi \in \mathcal{F}_c(U).$$

### Dirichlet Forms

A symmetric closed form is called a Dirichlet form if it is Markovian, i.e., for any $u \in \mathcal{F}$, the function $v = u^+ \wedge 1$ is in $\mathcal{F}$, and $\mathcal{E}(v, v) \leq \mathcal{E}(u, u)$.

1Note that this condition is stronger than $\mathcal{E}$ being a coercive closed form in the sense of [MR92] Definition I.2.4 (which is not necessarily symmetric) and symmetric, because such a form is only coercive on $(\mathcal{F}, \mathcal{E}_1)$ but not on $(L^2(\mathcal{X}, \mu), \langle \cdot, \cdot \rangle)$, see [MR92] Remark I.2.5. We will not use this terminology.

2We always take continuous versions of harmonic functions and hence can talk about maxima on compact sets instead of essential maxima etc. We will see later that there are sufficiently many such functions.
Energy Measure  By the Beurling–Deny theorem, a strongly local, regular Dirichlet form $\mathcal{E}^0$ on $\mathcal{F}$ can be written as

$$\mathcal{E}^0(u,v) = \int_X d\Gamma(u,v)$$

where the energy measure $\Gamma$ is a positive semidefinite symmetric bilinear form on $\mathcal{F}$ with values in the signed Radon measures on $X$. $d\Gamma$ satisfies a Leibniz product rule in both parameters. Note that we henceforth reserve the notation $\mathcal{E}^0$ for strongly local regular Dirichlet forms to tell them apart from more general symmetric closed forms such as Schrödinger forms considered later. The associated self-adjoint operator will be called $L^0$, the resolvent $G^\alpha$.

Induced Pseudo-Metric and Strong Regularity  The energy measure of a strongly local, regular Dirichlet form $\mathcal{E}^0$ can be used to define a pseudo-metric $\rho$ on $X$:

$$\rho(x,y) := \sup \left\{ u(x) - u(y) \mid u \in \mathcal{F}_{\text{loc}}(X) \cap C(X), \quad \frac{d\Gamma(u,u)}{d\mu} \text{ exists and is } \leq 1 \text{ } \mu\text{-almost everywhere} \right\}.$$  

The strongly local, regular Dirichlet form $\mathcal{E}^0$ is called strongly regular, if this $\rho$ is in fact a metric, the intrinsic metric, and induces the same topology as the original metric $d$ on $X$. As we only used topological properties of $d$ up to this point, and only intend on referring to the intrinsic metric $\rho$, we can (and will) just as well assume $d = \rho$ for simplicity of presentation. A posteriori, one can put another metric on $X$ which is bi-Lipschitz equivalent to $\rho$. This may be seen as a uniform ellipticity condition, and all results are preserved or require a mere change in constants.

We further require that the metric $d = \rho$ is complete.

For several properties of the intrinsic metric, see [Stu96]. E.g., for a strongly regular Dirichlet form, every closed ball is compact, and if $\rho$ is complete, $(X, \rho)$ is a geodesic metric space, i.e., any two points can be connected by a length-minimizing geodesic [Stu96, Lemma 1.1].

1.1 Bounded Geometry Conditions  In this section, let $\mathcal{E}^0$ be a strongly regular Dirichlet form on a complete space $X$.

We impose three further conditions that essentially limit the local geometric complexity in a uniform way. The first property of the metric measure space $X$ locally bounds its (Assouad) dimension from above:

Property 1.1 (Uniform Local Doubling) There are constants $\sigma > 0$ and $N > 0$ such that

$$\mu(B_{2r}(x)) \leq 2^N \mu(B_r(x))$$

for all balls $B_{2r}(x) \subset X$ with $0 < r < \sigma$.

The other two conditions ensure that functions can be uniformly controlled by their derivatives as represented by the energy measure $\Gamma$ associated with $\mathcal{E}^0$.

Property 1.2 (Uniform Local Poincaré Inequality) There are constants $\sigma > 0$ and $C_P > 0$ such that

$$\int_{B_{r}(x)} |u - u_{B_r(x)}|^2 \, d\mu \leq C_P r^2 \int_{B_{2r}(x)} d\Gamma(u,u)$$

for all balls $B_{2r}(x) \subset X$ with radius $0 < r < \sigma$.  

Property 1.3 (Uniform Local Dirichlet Eigenvalue Bound) There are constants $\sigma > 0$ and $C_D > 0$ such that

$$\int_{B_r(x)} |u|^2 \, d\mu \leq C_D r^2 E^0(u, u)$$

for all balls $B_r(x) \subset X$ with radius $0 < r < \sigma$.

Since $X$ is assumed complete, the doubling property 1.1 implies upper bounds $\sim r^{-2}$ for the lowest non-zero eigenvalues of the self-adjoint operator $L^0$ associated with $E^0$ on balls of radius $r < \sigma$ with Neumann as well as Dirichlet boundary conditions, while the other two properties yield lower bounds with the same asymptotic for Neumann (Property 1.2) and Dirichlet (Property 1.3) eigenvalues, respectively [Stu96, Section 2.A)]. Although [Stu96] does not need the lower Dirichlet eigenvalue bounds (“local spectral gap”) 1.3 to derive Harnack inequalities, we want to apply stronger quantitative results from [BM95] relying on these bounds, cf. the discussion in [Stu96, Section 2.B)].

At the first glance, these conditions seem to fix a scale $\sigma$ up to which they hold, but this scale can in fact be chosen arbitrarily large (with a subsequent loss in the other constants; see e.g. [BB18, Lemma 4.11] for Poincaré inequalities. For the doubling condition, it is essential that $X$ is geodesic). This sets our bounded geometry conditions apart from more restrictive ones such as lower bounds on the injectivity radius of the exponential maps on Riemannian manifolds (plus curvature bounds) or uniformly bi-Lipschitz maps to equally sized balls in Euclidean space.

The conditions are satisfied in the following examples:

- In Euclidean space $\mathbb{R}^n$ with Laplacian $L^0 = -\Delta$, they are known to hold for $\sigma = \infty$.
- They are satisfied on finite metric graphs with the graph Laplacian. For infinite graphs, they e.g. follow from uniform bounds on edge lengths and the degree of vertices.
- On closed Riemannian manifolds with the Laplacian, they are true by local comparison with Euclidean space.
- On complete noncompact Riemannian manifolds, with the Laplacian, they are true by local comparison with Euclidean space.
- On complete noncompact Riemannian manifolds, one needs additional bounded geometry conditions. Uniform bounds on sectional curvature and injectivity radius work, but in fact a lower bound on the Ricci curvature is sufficient.
- More general, one can consider $\text{RCD}^*(K, N)$ spaces for finite $N$ and arbitrary $K \in \mathbb{R}$ with their Cheeger energy $\text{Ch}_2$, see [Gig15] and the references therein. The Dirichlet eigenvalue bound can be seen as follows: Under blow-ups, subsequences converge to Euclidean space [GMR15], where such a (scaling-invariant) bound is known to hold. As Dirichlet eigenvalues on balls are lower semi-continuous (see e.g. [AH18]), a series of counterexamples to the eigenvalue bound would produce a contradiction.
- In all these examples, the metric induced by the Dirichlet form agrees with the original metric, but one could easily consider other uniformly elliptic operators than the Laplacian with a merely bi-Lipschitz equivalent induced metric. In the end, qualitative results will carry over while quantitative results in terms of the metric can easily be adjusted.

1.2 Local Bounds and Dirichlet Problem

For a strongly regular Dirichlet form $E^0$ with associated self-adjoint operator $L^0$ on a complete doubling space with Poincaré inequalities and Dirichlet eigenvalue bounds, there are explicit bounds on heat kernels and Green functions in terms of the constants $\sigma$, $N$ and $C_P$ [BM95, Stu96]. They can be used to easily prove Harnack inequalities, Hölder continuity of harmonic functions and to solve the Dirichlet problem. Here, we state the more general bounds which will later enable us to obtain these corollaries as well in the case of Schrödinger forms.
Minimum Principle The minimum principle asserts that if $U \subset X$ is open and bounded and $u$ a $\mathcal{L}^0$-superharmonic function on $U$ extending lower semi-continuously to $\partial U$, then $u \geq \min_{\partial U} u$ on $U$ [BM95 2.(i)]. In particular, if $u$ is nonnegative on the boundary, it is nonnegative everywhere.

Analogously, there is a maximum principle for $\mathcal{L}^0$-subharmonic functions. $\mathcal{L}^0$-harmonic functions satisfy both these principles.

Dirichlet Problem with Homogeneous Boundary Condition The problem $\mathcal{L}^0 u = \phi$ on a ball $B$ with homogeneous boundary condition $u \in \mathcal{F}_0(B)$ has well-behaved solutions for suitable functions $\phi$. For later use, we state the following crucial estimate:

**Theorem 1.4 (L∞-Estimate on Balls)** [BM95 Theorem 4.1] Let $x \in X$ be a point, $0 < 2r < \sigma$ and $u \in \mathcal{F}_0(B_r(x))$ a solution of the equation $\mathcal{L}^0 u = \phi$ on $B_r(x)$ for some $\phi \in L^p(B_r(x))$, $p > \max(N/2,2)$. Then there is a constant $c_\infty = c_\infty(N,C_P,C_D)$ such that

$$\|u\|_{L^\infty(B_r(x))} \leq \frac{1}{2} c_\infty r^2 (\mu(B_r(x)))^{-1/p} \|\phi\|_{L^p(B_r(x))} \leq \frac{1}{2} c_\infty r^2 \|\phi\|_{L^\infty(B_r(x))}.$$

In the situation of this Theorem, solutions exist and are unique by the Poincaré inequality.

Regularity of Local Solutions On any open set $U \subset X$, solutions $u \in \mathcal{F}_c(U)$ of the equation $\mathcal{L}^0 u = \phi$ for some $\phi \in L^p(B_r(x))$, $p > \max(N/2,2)$, are locally Hölder continuous with constants depending only on $\sigma, N, C_P$ and $C_D$ [BM95 Theorem 5.13]. This is in particular true for $\mathcal{L}^0$-harmonic functions.

Local Green Functions For every ball $B_r(x)$ with $0 < 2r < \sigma$ and point $y \in B_r(x)$, there is a unique positive Green function $G_{B_r(x)}^0(x,y) \in L^p(B_r(x),\mu)$ which satisfies

$$\int_{B_r(x)} G_{B_r(x)}^0(x,y) \phi d\mu = u(y),$$

for any solution $u$ of $\mathcal{L}^0 u = \phi$ as in Theorem 1.4; see [BM95 6]. It is $\mathcal{L}^0$-superharmonic on $B_r(x)$ and $\mathcal{L}^0$-harmonic on $B_r(x) \setminus \{y\}$, and hence locally Hölder continuous on $B_r(x) \setminus \{y\}$ by the preceding paragraph. Note that for general balls, the Green function does not necessarily vanish towards the boundary.

**Theorem 1.5 (Estimate for Green Functions on Balls)** [BM95 Theorem 1.3]; see also [Stu96 Cor. 4.11] The Green function $G_{B_r(x)}^0(x,y)$ of $\mathcal{L}^0$ on a ball $B_r(x)$, for any $x \in X$ and $0 < 2r < \sigma$, satisfies

$$C_G^{-1} \int_{d(x,y)}^r \frac{s^2}{\mu(B_s(x))} \frac{ds}{s} \leq G_{B_r(x)}^0(x,y) \leq C_G \int_{d(x,y)}^r \frac{s^2}{\mu(B_s(x))} \frac{ds}{s} \text{ for any } y \in B_{r/16}(x)$$

with a constant $C_G \geq 1$ only depending on $N$, $C_P$, and $C_D$.

Dirichlet Problem with Inhomogeneous Boundary Condition A more general boundary value problem is, given an open set $V \subseteq X$ with $\partial V \neq \emptyset$, to find a function $u \in C(\overline{V})$ which is $\mathcal{L}^0$-harmonic on $V$ and satisfies $u|_{\partial V} = f$ for a prescribed function $f \in C(\partial V)$. Such a set $V$ is called regular if the Dirichlet problem admits a solution for any continuous boundary value.

Solutions of the Dirichlet problem are always unique by the minimum principle.
In general, balls do not have to be regular, but nonempty sets of the form

\[ U_\delta := \{ x \in U \mid \text{dist}(x, X \setminus U) > \delta \} \]

with \( \delta > 0 \) and \( U \subset X \), \( \partial U \neq \emptyset \), are always regular: Since \( X \) is geodesic, these sets have an exterior corkscrew and hence satisfy the Wiener criterion [BB11, Lemma 14.2]. The Wiener criterion for solvability of the Dirichlet problem for \( \mathcal{E}^0 \) is valid in our situation by [Bir94, BM07], hence we can apply the construction above to balls to obtain a topological basis of regular sets as well as a compact exhaustion by regular sets in the case that \( X \) is unbounded [BB11, Theorem 14.1].

On regular sets, we can get the following version of Theorem 1.4 “\( L^\infty \)-estimate on balls”:

**Corollary 1.6 (\( L^\infty \)-Estimate on Regular Sets)** Let \( U \subset X \) be a regular set with \( \text{diam}(U) < \sigma/2 \) and \( \phi \in L^\infty(U) \). Then there is a unique solution \( u \in C(U) \) of the equation \( \mathcal{L}^0 u = \phi \) with boundary condition \( u|_{\partial U} \equiv 0 \) which satisfies

\[ \|u\|_{L^\infty(U)} \leq c_\infty (\sigma/2)^2 \|\phi\|_{L^\infty(U)} \]

with constant \( c_\infty = c_\infty(N, C_P, C_D) \) from Theorem 1.4.

**Proof.** First we solve the equation \( \mathcal{L}^0 u' = \phi \) on a ball \( B \) of radius \( \text{diam}(U) \) containing \( U \), where \( \phi \) is extended by zero outside \( U \). Then we can subtract the Dirichlet solution on \( U \) with boundary value \( u'|_{\partial U} \) to obtain the desired \( u \). The bounds on \( u' \) from Theorem 1.4 “\( L^\infty \)-estimate on balls” carry over by the maximum principle with an additional factor 2.

**Harnack Inequality** Finally, in our setting there is an elliptic Harnack inequality for non-negative harmonic functions.

**Theorem 1.7 (Elliptic Harnack Inequality)** [Stu96, Proposition 3.2], [HM95, Theorem 1.1] There is a constant \( H \geq 1 \) only depending on \( \sigma, N \) and \( C_P \) such that any nonnegative solution \( u \) of \( \mathcal{L}^0 u = 0 \) on a ball \( B_{2r}(x) \) with \( 0 < r < \sigma \) satisfies

\[ \sup_{B_r(x)} u \leq H \inf_{B_r(x)} u. \]

This directly implies a version of the strong minimum principle: If a nonnegative \( \mathcal{L}^0 \)-harmonic function on a connected open set takes the value 0 in some point, then it is \( \equiv 0 \).

## 2 Schrödinger Forms

Henceforth, we assume that \( \mathcal{E}^0 \) is a strongly regular Dirichlet form on a complete space \( X \) satisfying the bounded geometry conditions from section 1.1.

For any not necessarily positive function \( V \in L^\infty(X, \mu) \), the regular local symmetric closed form

\[ \mathcal{E}(u, v) := \mathcal{L}^0(u, v) + \int_X uv V \, d\mu \]

is defined for \( u, v \in \mathcal{F} \) with the same domain as \( \mathcal{E}^0 \). We will call this a Schrödinger form, since its associated self-adjoint operator \( \mathcal{L} = \mathcal{L}^0 + V \) is a Schrödinger operator. Note that \( \mathcal{E} \) might be neither strongly local (for any nonzero \( V \)) nor Markovian (if \( V \) is somewhere negative).

This extends our set of global constants by an essential upper bound for \( V \), we will call this \( k \geq 0 \) and assume

\[ \|V\|_{\infty} \leq k. \]
Examples from quantum mechanics, where Schrödinger operators originated, suggest to study potentials \( V \) with singularities, e.g., in (local) \( L^p \) spaces. Instead, we opted for the locally most simple case \( L^\infty \) to not further complicate the already technical local analysis in section 2.1. Starting from section 2.2, there will be no more explicit reference to \( V \), hence any generalization giving the same local results (solution to Dirichlet problem, bounds on Green function, Harnack inequality) is also a viable starting point for the subsequent global analysis.

### 2.1 Local Bounds

In this section, we want to transfer the bounds from section 1.2 and their standard consequences (Harnack inequalities, Hölder continuity of harmonic functions) to Schrödinger forms \( \mathcal{E} = \mathcal{E}^0 + V \).

The results in this section a priori hold only on small balls with a maximal radius depending on \( \sigma \), \( N \), \( C_P \), \( C_D \) and \( k \). To avoid the clutter of an additional constant, we simply assume that they are already satisfied on balls of radius \( \sigma \), which can always be achieved by choosing a smaller value of \( \sigma \). With the additional coercivity assumption in the next section in place, the results in this section actually hold for arbitrarily large balls, so that for later applications, we recover these results with the original \( \sigma \) anyway.

#### 2.1.1 Dirichlet problem

We start with a solution \( u_0 \) of \( \mathcal{L}^0 u_0 = \phi \) for some \( \phi \in L^\infty(U) \) on a regular set \( U \) with boundary condition \( u_0|_{\partial U} \equiv 0 \). Now we iterate as follows: We let \( u_i \) be the solution of \( \mathcal{L}^0 u_i = -V u_{i-1} \) with boundary condition \( u_i|_{\partial U} \equiv 0 \). Then \( \mathcal{L}(u_0 + \cdots + u_i) = \phi + V u_i \). By the \( L^\infty \)-estimate on regular sets (Corollary 1.6), there is a constant \( c_\infty = c_\infty(\sigma, N, C_P, C_D, k) > 0 \) such that

\[
\sup_U |u_i| \leq c_\infty (\text{diam } U)^2 \|V u_{i-1}\|_{L^\infty(U)},
\]

and hence for \( (\text{diam } U)^2 < (c_\infty \|V\|_{L^\infty(X)})^{-1} \), the series \( \sum_{i=0}^\infty u_i \) converges uniformly on \( U \) to a limit function \( u \) with \( \mathcal{L} u = \phi \) and \( u|_{\partial U} \equiv 0 \). Moreover, for \( (\text{diam } U)^2 < \frac{1}{2}(c_\infty \|V\|_{L^\infty(X)})^{-1} \), we have the estimate

\[
\|u\|_{L^\infty(U)} \leq \|\phi\|_{L^\infty(U)} + \sum_{i=1}^\infty (c_\infty (\text{diam } U)^2 \|V\|_{L^\infty(X)})^i \leq 2c_\infty (\text{diam } U)^2 \|V\|_{L^\infty(X)} \|\phi\|_{L^\infty(U)}.
\]

Now we can easily solve Dirichlet problems with arbitrary continuous boundary conditions on such a small regular set \( U \). Given a continuous function \( f \) on \( \partial U \), there is a \( u_0 \) with \( \mathcal{L}^0 u_0 = 0 \) and \( u_0|_{\partial U} = f \) and a \( v \) with \( \mathcal{L} v = -V u_0 \) and \( v|_{\partial U} \equiv 0 \), such that \( u := u_0 + v \) solves \( \mathcal{L} u = 0 \) and \( u|_{\partial U} = f \).

Solutions to all these problems are unique on sufficiently small balls. This follows from the uniform local Dirichlet eigenvalue bound (Property 1.3) applied to the difference \( v \in F_0(B_r(x)) \) of two solutions: for \( r^2 \leq 1/(C_D \|V\|_{L^\infty}) \), this yields

\[
0 = \mathcal{E}(u, u) = \mathcal{E}^0(u, u) + \int_{B_r(x)} u^2 V \, d\mu \geq \mathcal{E}^0(u, u) - \|V\|_{L^\infty} \int_{B_r(x)} u^2 \, d\mu \geq \left( \frac{1}{C_D r^2 - \|V\|_{L^\infty}} \right) \int_{B_r(x)} u^2 \, d\mu \geq 0,
\]

and hence \( u \equiv 0 \).
2.1.2 Local Green Functions

We note that the measure $\mu$ has a strictly positive lower regularity dimension: there are constants $C_L, \alpha > 0$ such that

$$\mu(B_r(x)) \geq C_L \left( \frac{r}{\rho} \right)^{\alpha} \mu(B_\rho(x)) \quad \text{for any } x \in X \text{ and } 0 < \rho < r < \sigma.$$  

This follows from the doubling property and the fact that $X$ is connected and unbounded, see e.g. [GH13, Proposition 5.2], and the constants only depend on $\sigma$ and the doubling constant $N$. We may assume $0 < \alpha < 1$.

Using this, the estimate for Green functions on balls (Theorem 1.5) gives for a Green function $G^0_B$ on a ball $B_r := B_r(x_0)$, $0 < 20r < \sigma$, and $0 < 2\rho \leq r/16$:

$$\int_{B_{2r}\setminus B_\rho} G^0_B(y, x_0) \, d\mu(y) \leq \mu(B_{2\rho}) \int_{B_\rho} \frac{s \, ds}{\mu(B_s)} \leq \frac{\mu(B_{2\rho})}{\mu(B_\rho)} \int_{B_\rho} \frac{s \, ds}{(s/\rho)^{\alpha}} \leq \rho^{\alpha}(r^{2\alpha} - \rho^{2\alpha}) \leq \rho^{\alpha}r^{2\alpha},$$

where we use the notation “$\lesssim$” meaning “up to a constant factor depending only on $\sigma$, $N$, $C_P$, $C_D$ and $k$”. Hence,

$$\int_{B_{r/16}} G^0_B(y, x_0) \, d\mu(y) \leq \sum_{i=0}^{\infty} \frac{r^2}{2^{3i}} \leq r^2.$$  

Moving the pole and comparing Green functions on different balls, we can get the more flexible version

$$\int_{B_{r/32}} G^0_B(y, x) \, d\mu(y) \leq r^2 \quad \text{for any } x \in B_{r/32}(x_0)$$

on $B' := B_{r/32}(x_0)$.

We will use this bound to construct a local Green function for $E$ with an iteration similar to the Dirichlet problem:

As distributions, we have $L_xG^0_B(x, y) = \delta_y(x) + W(x, y)$, with $W(x, y) = V(x)G^0_B(x, y)$. By the above bounds and global bounds on $V$, we can find a small radius $r_{gb}$ only depending on $\sigma$, $N$, $C_P$, $C_D$ and $k$ such that $\int_{B_{r_{gb}}} |W(x, y)| \, dy < 1/2$ for $x \in B_{r_{gb}}$. This implies the finiteness of all iterates $W^i$ where the product of kernels $S$, $T$ is defined as $(ST)(x, y) = \int_{B_{r_{gb}}} S(x, z) T(z, y) \, d\mu(z)$. The bound ensures also the summability of

$$\tilde{G} := G^0_B \sum_{i=0}^{\infty} (-W)^i,$$

again as products of kernels. Application of $L$ yields

$$L\tilde{G} = (\delta + W) \sum_{i=0}^{\infty} (-W)^i = \sum_{i=0}^{\infty} (-W)^i - \sum_{i=1}^{\infty} (-W)^i = \delta,$$

so that $\tilde{G}$ is indeed a Green function for $L$ on $B_{r_{gb}}(x_0)$. The bounds on $W$ directly give local estimates on $\tilde{G}$ as in Theorem 1.5 “estimate for Green functions on balls”.

2.1.3 $h$-Transform and Harnack Inequality

We will utilize Doob’s $h$-transform technique as a means to generalize results for strongly local Dirichlet forms to Schrödinger forms, see [GS11] for more details.
Lemma 2.1 (h-Transform) For a domain $U \subset X$ and a continuous function $h > 0$, the h-transform of a Schrödinger form $\mathcal{E}$ is the local regular symmetric closed form $\mathcal{E}^h(u, v) := \mathcal{E}(u \cdot h \cdot v \cdot h)$ on $\mathcal{F}^h := \mathcal{F}_0(U)/h \leq L^2(U, h^2 \mu)$.

It has the following properties:

(i) If $\mathcal{E}$ is coercive on $U$, i.e., there is a $c > 0$ such that $\mathcal{E}(u, v) > c \cdot (u, v)$ for all $u \in \mathcal{F}_0(U)$, then $\mathcal{E}^h$ is coercive with respect to the scalar product on $L^2(U, h^2 \mu)$ with the same $c$.

(ii) If $h$ is $\mathcal{E}$-superharmonic on $U$, then $\mathcal{E}^h$ is a Dirichlet form.

(iii) If $h$ is $\mathcal{E}$-harmonic and bounded from above and away from 0 on $U$, $\mathcal{E}^h$ induces the same metric on $U$ as $\mathcal{E}^0$, and $\mathcal{E}^h$ satisfies properties $[1.1][1.3]$ on balls of radius $< \sigma$ contained in $U$.

Proof. (i) Follows directly from the definition.

(ii) For any $u' = u/h \in \mathcal{F}^h$, we have $u^{+} \wedge 1 = (u^{+} \wedge h)/h$ and hence

$$\mathcal{E}^h(u^{+} \wedge 1, u^{+} \wedge 1) = \mathcal{E}(u^{+} \wedge h, u^{+} \wedge h) \leq \mathcal{E}(u, u) = \mathcal{E}^h(u', u')$$

since $h$ is $\mathcal{E}$-superharmonic.

(iii) The bounds on $h$ ensure that $\mathcal{F}_c(U) \cap L^\infty(U, \mu)$ is dense in both Hilbert spaces $\mathcal{F}_0(U)$ and $\mathcal{F}^h$ [GS11, Proposition 5.7], hence it is sufficient to consider these functions. Using the Leibniz rule for $d\Gamma$, we have for any $u \in \mathcal{F}_c(U) \cap L^\infty(U, \mu)$

$$\mathcal{E}^h(u, u) = \int_U (d\Gamma(hu, hu) + h^2u^2d\mu)$$

$$= \int_U (d\Gamma(h, hu^2) + h \cdot hu^2 d\mu + h^2d\Gamma(u, u)) = \int_U h^2d\Gamma(u, u),$$

where the last step used that $h$ is $\mathcal{E}$-harmonic and $hu^2 \in \mathcal{F}_c(U)$. This shows that $h^2\Gamma$ is the energy measure of the strongly local Dirichlet form $\mathcal{E}^h$. In particular, with respect to the measure $h^2\mu$, it induces the same metric on $U$ as $\mathcal{E}^0$.

On balls of radius $< \sigma$ contained in $U$, the doubling property $[1.1]$ holds with a constant modified by the bounds on $h$. The same is true for the Poincaré inequality $[1.2]$ and the Dirichlet eigenvalue bound $[1.3]$ by the expression for the energy measure above, since the involved function spaces share a common dense set.

This helps us to transfer the Harnack inequality to $L$-harmonic functions.

Theorem 2.2 (Harnack Inequality) There is a constant $H = H(N, C_P, C_D, k) \geq 1$ such that if $u \geq 0$ is $\mathcal{E}$-harmonic on $B_{2r}(x_0)$, for some $0 < r \leq \sigma$ and $x_0 \in X$, then on $B := B_r(x_0)$,

$$\sup_B u \leq H \inf_B u.$$
inequality for \( u \) with constants depending only on the Harnack constant from Theorem 1.7 and the universal bounds on \( h \).

For larger radii, we can apply the small radius version along a Harnack chain of controlled length, i.e., a sequence of overlapping small balls where the Harnack inequality applies along geodesics connecting two points with the center \( x_0 \). Since the number and size of these balls depends only on universal constants, the same is true for the resulting Harnack constant \( H \).

A standard consequence is that \( \mathcal{L} \)-harmonic functions are Hölder continuous, with local estimates for their oscillation in terms of universal constants. As before, the Harnack inequality implies a strong minimum principle: If a nonnegative \( \mathcal{L} \)-harmonic function on a connected open set takes the value 0 in some point, then it is \( \equiv 0 \).

### 2.2 Coercivity

If a Schrödinger form \( \mathcal{E} \) is coercive, the resolvent \( G_\alpha \) exists even for \( \alpha = 0 \), and we simply write \( G := G_0 \). We still have to see that this operator has an integral kernel, i.e., a global Green function also called \( G \) such that

\[
G(f) = \int_X G(\cdot, y) f(y) \, d\mu(y) \quad \text{for } f \in L^2(X, \mu), \ \mu\text{-a.e.}
\]

We start with a version of the weak minimum principle, which utilizes a strictly positive superharmonic function in the \( h \)-transform technique. Locally, such functions exist, as already used in the proof of the Harnack inequality (Theorem 2.2). Bootstrapping the resulting local version of the minimum principle, we will show the existence of a global positive superharmonic function for coercive Schrödinger operators in the next step, establishing the minimum principle for arbitrarily large domains.

**Proposition 2.3 (Weak Minimum-Zero Principle)** Let \( \mathcal{E} \) be a Schrödinger form which is coercive on \( U \subset X \) and assume there is a continuous \( \mathcal{E} \)-superharmonic function \( h > 0 \) on a neighborhood of \( U \). Let \( u \) be an \( \mathcal{E} \)-superharmonic function on \( U \) with \( u|_{\partial U} \geq 0 \). Then \( u \geq 0 \) on all of \( U \).

**Proof.** By Lemma 2.1 \( "h\text{-transform}" \), \( \mathcal{E}^h \) is coercive on \( U \) and (in contrast to \( \mathcal{E} \)) a Dirichlet form, since \( h \) is \( \mathcal{E} \)-superharmonic. This means we can apply the weak minimum principle as given in [GH08, Proposition 4.6] to \( \mathcal{E}^h \), yielding the assertion for \( \mathcal{E} \) as well.

**Lemma 2.4** For any coercive Schrödinger form \( \mathcal{E} \), there is a continuous positive \( \mathcal{E} \)-superharmonic function \( v \) on \( X \).

**Proof.** First we note that there is a strictly positive continuous function \( \phi \in \mathcal{F} \). To construct such a function, we take any ball \( B \) and a compactly supported continuous function which is 1 on \( B \). By regularity, there is a function in \( \mathcal{F} \cap C_c(X) \) which 1/2-approximates this function, hence is at least 1/2 on \( B \), and can be assumed positive everywhere (using that \( \mathcal{E}^0 \) is Markovian). Such functions associated to balls in a locally finite countable cover of \( X \) can be summed with proper weights to ensure convergence in \( \mathcal{F} \), resulting in a strictly positive function \( \phi \in \mathcal{F} \cap C(X) \).

Coercivity means in particular that \( \mathcal{F} \) is a Hilbert space with scalar product \( \mathcal{E} \). By the Riesz representation theorem applied to the continuous functional \( \psi \mapsto (\phi, \psi) \) with a fixed \( \phi \in \mathcal{F} \) with \( \phi > 0 \) as above, we obtain a \( v \in \mathcal{F} \) with

\[
\mathcal{E}(v, \psi) = (\phi, \psi) \quad \text{for all } \psi \in \mathcal{F},
\]
i.e., $L v = \phi > 0$ for the associated operator. Moreover, as a solution of this equation, $v$ is continuous. $v$ is nonnegative because for $v^- := \min\{0, v\}$,

$$0 \leq \mathcal{E}(v^-, v^-) = \mathcal{E}(v, v^-) = \int_X \phi v^- \, d\mu \leq 0$$

by locality of $\mathcal{E}$.

To show that $v$ is strictly positive, we want to apply the strong minimum principle stated after the Harnack inequality (Theorem 2.2). This holds for nonnegative harmonic functions, but extends to continuous superharmonic functions as follows: on a small regular ball, the $\mathcal{E}$-harmonic function $u$ with boundary value given by $v$ satisfies $u \leq v$ (this is the axiomatic characterization of superharmonic functions we will revisit in section 3). Moreover, on a sufficiently small ball, there is a strictly positive continuous superharmonic function $h$, the Green function on a slightly larger ball with pole outside the smaller ball as constructed in section 2.1.2. Hence, we can apply the weak minimum-zero principle (Proposition 2.3) to see that $u \geq 0$ on the small ball. Now the strong minimum principle after the Harnack inequality (Theorem 2.2) shows that either $u > 0$ and hence $v > 0$ in the interior of the small ball, or $u \equiv 0$. The latter case cannot happen on all balls with a prescribed center, as this would mean $v \equiv 0$ on an open set, which is excluded by the equation $L v = \phi > 0$. Consequently, $v > 0$ everywhere.

As mentioned before, this allows us in the case of a coercive Schrödinger operator to apply Proposition 2.3 “weak minimum-zero principle” on any $U \subset X$. In particular, in this case solutions to Dirichlet problems on relatively compact sets are always unique, since the minimum principle shows that their difference vanishes.

**Theorem 2.5 (Existence of a Green Function)** If $\mathcal{E}$ is a Schrödinger form which is coercive on a domain $\Omega \subset X$, i.e., the principal Dirichlet eigenvalue

$$\lambda_1(\mathcal{E}, \Omega) := \inf_{u \in \mathcal{F}_\Omega(\Omega)} \frac{\mathcal{E}(u, u)}{(u, u)}$$

is strictly positive (recall that $\mathcal{F}_\Omega(\Omega)$ denotes the closure of the space of functions in $\mathcal{F}$ compactly supported in $\Omega$), then there is a Green function for $\mathcal{E}$, i.e., a function $G^\Omega : \Omega \times \Omega \to (0, \infty]$ such that

(i) $G^\Omega$ is harmonic, and in particular continuous, in both arguments away from the diagonal,

(ii) $G^\Omega(x, y) = G^\Omega(y, x)$, and

(iii) $(G^\Omega f)(x) = \int_\Omega G^\Omega(x, y) f(y) \, d\mu(y)$ for any $f \in L^2(\Omega, \mu)$ and a.e. $x \in \Omega$.

**Proof.** The proof of the similar result [GH14, Lemma 5.2] applies in our situation. The differences in the requirements are that [GH14] is concerned with coercive, strongly local, regular Dirichlet forms on globally doubling spaces, i.e., the doubling property holds for arbitrarily large balls. The latter is not an issue since doubling is only ever applied on balls smaller than a certain radius. That $\mathcal{E}$ is assumed Markovian is not explicitly used in the proof of [GH14, Lemma 5.2], it is sufficient to have uniform local Harnack inequalities and Hölder estimates.

### 2.3 Global Bounds and Relative Maximum Principle

The basic idea of this section is to combine the local estimates we derived in the previous sections with the resolvent equation for Green functions viewed as operators.

The resolvent equation from [section 1] will be used in the following form:
Lemma 2.6 (Resolvent Equation) For any $\lambda > 0$ such that $E_\lambda$ is still coercive, the resolvent $G_{-\lambda}$ as a bounded operator on $L^2(X, \mu)$ satisfies

$$G_{-\lambda} = G + \lambda \cdot G^2.$$ 

Since all involved operators are positive, this yields the inequalities

$$G \leq G_{-\lambda} \quad \text{and} \quad G \circ G_{-\lambda} \leq \frac{1}{\lambda} G_{-\lambda}. \quad (1)$$

In particular, these results hold for the operators acting on characteristic functions of bounded measurable sets (which lie in $L^2(X, \mu)$) and for their kernels, the Green functions, where the resolvent equation has the form

$$G_{-\lambda}(x, z) = G(x, z) + \lambda \int_X G(x, y)G_{-\lambda}(y, z) \, d\mu(y).$$

This follows directly from the characterization of the Green function in Theorem 2.5 (iii) and Fubini’s theorem.

We fix an $\varepsilon > 0$ such that the Schrödinger form $E_{-\varepsilon}$ is still coercive.

2.3.1 Behavior of Green Functions

We combine the resolvent equation with Harnack inequalities to derive growth estimates for Green functions. This is completely analogous to [Anc90, Proposition 4.1].

Proposition 2.7 (Bound for the Green Function) There is a universal constant $c_1(\sigma, N, C_P, C_D, k, \varepsilon) \geq 1$ such that for the Green function $G$ of $E$ on $X$,

$$c_1^{-1} / \mu(B_\sigma(y)) \leq G(x, y) \quad \text{if } d(x, y) \leq \sigma, \text{ and}$$

$$G(x, y) \leq c_1 / \mu(B_\sigma(y)) \quad \text{if } d(x, y) = \sigma.$$

Proof. The lower bound is directly obtained from the bounds in the end of section 2.1.2 because we have $G(\cdot, y) \geq g(\cdot, y)$ for any Green function $g$ on a smaller domain, and iterated application of the Harnack inequality along a Harnack chain as in the proof of the Harnack inequality (Theorem 2.2).

For the upper bound, the strategy is to first obtain any localized bound and then transfer it to two given points using Harnack chains. To this end, we apply the resolvent equation (Lemma 2.6) to the characteristic function $\chi_B$ of an arbitrary ball $B$ of radius $\sigma/3$ (see Figure 1) and integrate the result over $B$ to see

$$0 \leq \int_X \chi_B G(\chi_B) \, d\mu = \int_X \chi_B G_{-\varepsilon}(\chi_B) \, d\mu - \varepsilon \int_X \chi_B G_{-\varepsilon}(\chi_B) \, d\mu$$

$$= \int_X [\chi_B - \varepsilon G(\chi_B)] G_{-\varepsilon}(\chi_B) \, d\mu \quad (3)$$

using Fubini’s theorem. Recall that the Green function $G$ is self-adjoint on $L^2(X, \mu)$.

From (3), we infer the existence of an $x' \in B$ with $(\chi_B - \varepsilon G(\chi_B))(x') \geq 0$ and therefore

$$\int_B G(\zeta, x') \, d\mu(\zeta) = G(\chi_B)(x') \leq 1/\varepsilon.$$ 

Using that $X$ is geodesic and contains a point outside $B$, we can find another ball $B' \subset B$ of radius $\sigma/18$ (centered somewhere on a geodesic connecting the center of $B$ to the outside),

$$\int_{B'} G(\zeta, x') \, d\mu(\zeta) = G(\chi_B)(x') \leq 1/\varepsilon.$$ 

...
such that \( B' \cap B_{\sigma/18}(x') = \emptyset \). Obviously 
\[
\int_{B'} G(\zeta, x') d\zeta \leq \int_{B} G(\zeta, x') d\zeta \leq 1/\epsilon
\]
and hence there is an \( x'' \in B' \) with 
\[
G(x'', x') \leq 1/(\epsilon \mu(B'))
\]
The result is an upper bound on \( G(x'', x') \) for two points with distance at least \( \sigma/9 \) in an arbitrary ball \( B \).

To get an upper bound for any two points \( x, y \in X \) with \( d(x, y) = \sigma \), we choose a ball \( B \) centered in the center of a geodesic connecting \( x \) and \( y \). Then we can connect \( x \) and the closest of the points \( x' \) and \( x'' \) (say, \( x' \)) with a Harnack chain away from \( x'' \) because \( d(x', x'') > \sigma/9 \), i.e., we place a sequence of overlapping equally sized balls along a geodesic connecting these points and apply the Harnack inequality a controlled number of times. This gives a controlled bound on \( G(x, x'') \) and using a similar Harnack chain connecting \( x'' \) and \( y \) (which now only has to avoid \( x \)) we get the upper bound on \( G(x, y) \). The ball volumes can be compared using the doubling property.

Note that we could now easily get more explicit growth estimates for \( G \) near the pole by comparison with the explicit estimates for local Green functions, but for the following these coarse estimates are sufficient.

### 2.3.2 Relative Maximum Principles

We start with an elementary comparison result which already visualizes the primary effect of coercivity: with the same boundary conditions, \( L \)-harmonic functions \( \textit{sag} \) compared to \( L_{-\epsilon} \)-harmonic functions. Imagine a rope\(^3\) or a rubber blanket where you apply less and less tension.

**Lemma 2.8** There is a constant \( m(\sigma, N, C_P, C_D, k, \epsilon) > 0 \) such that on any ball \( B_\sigma(x_0) \), we can find a continuous function \( f \in F_{loc}(B_\sigma(x_0)) \) with 
\[
f(x_0) \leq -m, \quad f|_{\partial B_\sigma(x_0)} \geq 0 \quad \text{and} \quad Lf \geq -1 \quad \text{on} \ B_\sigma(x_0).
\]

**Proof.** We consider the Dirichlet Green function \( G_B \) for \( L \) on \( B := B_\sigma(x_0) \), then \( G_B(\chi_B)(x_0) \geq G_B(x_0, x_0) \geq m \) for some universal constant \( m > 0 \) by doubling and Proposition 2.7 “bound for the Green function”. Hence, the function \( f := -G_B(\chi_B) \) satisfies \( Lf \equiv -1 \) on \( B, f|_{\partial B} \equiv 0 \) and \( f(x_0) \leq -m \).

---

\(^3\)This analogy is quite precise, a suspended rope forms a hyperbolic cosine, a solution of the shifted one-dimensional Laplace equation.
Proposition 2.9 (Relative Maximum Principle, Local Version) Assume that we have two functions \( u \) and \( \bar{u} > 0 \) on a ball \( B_{\sigma} = B_{\sigma}(x_0) \), \( u \) \( \mathcal{L} \)-subharmonic (\( \mathcal{L} u \leq 0 \)) and \( \bar{u} \) \( \mathcal{L}_{-\epsilon} \)-harmonic on \( B_{\sigma} \) with \( \bar{u}|_{\partial B_{\sigma/4}} \geq u|_{\partial B_{\sigma/4}} \). Then there is a constant \( \bar{\eta} = \bar{\eta}(\sigma, N, C_P, C_D, k, \epsilon) \in (0,1) \) such that
\[
u(x_0) \leq \bar{\eta} \bar{u}(x_0).
\]

Proof. Consider the function \( h(z) := \bar{u}(z) + \epsilon f(z) \inf_{w \in B_{\sigma/4}} \bar{u}(w) - u(z) \) on \( B_{\sigma/4} \) where \( f \) is the function from the preceding lemma. On \( B_{\sigma/4} \), we have \( \mathcal{L} \bar{u} = \mathcal{L}_{-\epsilon} \bar{u} + \epsilon \bar{u} \geq \epsilon \bar{u} \), \( \mathcal{L} f > -1 \) and therefore
\[
\mathcal{L} h(z) > \epsilon \left( \bar{u}(z) - \inf_{w \in B_{\sigma/4}} \bar{u}(w) \right) \geq 0.
\]
The boundary condition together with \( f|_{\partial B_{\sigma/4}} \geq 0 \) yields \( h|_{\partial B_{\sigma/4}} \geq 0 \) such that by the weak minimum-zero principle (Proposition 2.3) \( h \geq 0 \) in the interior of \( B_{\sigma/4} \) and especially \( h(x_0) > 0 \), with \( f(x_0) \leq -m \) we have
\[
u(x_0) \leq \bar{u}(x_0) - m \epsilon \inf_{w \in B_{\sigma/4}} \bar{u}(w) \leq (1 - m \epsilon H^{-1}) \bar{u}(x_0).
\]
The harmonicity on the full ball \( B_{\sigma} \) was used only in the last step to apply the Harnack inequality. \( \square \)

Applied globally, this describes the relative growth of \( \mathcal{L} \)-harmonic versus \( \mathcal{L}_{-\epsilon} \)-harmonic functions.

Proposition 2.10 (Relative Maximum Principle, Global Version) There is a constant \( \eta = \eta(\sigma, N, C_P, C_D, k, \epsilon) \in (0,1) \) such that the following holds:

Assume we have two functions \( u \) and \( \bar{u} > 0 \) defined on \( B_{r+\sigma}(x) \) for some \( x \in X \) and \( r \geq \sigma \), \( u \) \( \mathcal{L} \)-subharmonic and \( \bar{u} \) \( \mathcal{L}_{-\epsilon} \)-harmonic on \( B_{r+\sigma}(x) \) and \( \bar{u}|_{\partial B_{\sigma}(x)} \geq u|_{\partial B_{\sigma}(x)} \). Then
\[
u(x) \leq \eta \bar{u}(x).
\]

Proof. For integer multiples \( r \) of \( \sigma/4 \), this is proven by inductively applying the local version along a chain of intersecting balls of length proportional to \( \sigma/4 \). On each of them we may apply the Harnack inequality as described in the proof of Proposition 2.9 above, so that we can choose \( \eta \) as a function of \( \sigma, H \) and \( \bar{\eta} \). \( \square \)

For Green functions, we get the following variants. We do not use them in the following arguments, but they are worth being mentioned since they give some non-trivial constraints on the Green functions without using Gromov hyperbolicity.

Corollary 2.11 (Exponentially Stronger Decay) There are universal constants \( A(\sigma, N, C_P, C_D, k, \epsilon) > 0 \) and \( \alpha_1(\sigma, N, C_P, C_D, k, \epsilon) > 0 \) such that
\[
G(x, y) \leq A e^{-\alpha_1 d(x,y)} E_{-\epsilon}(x, y) \quad \forall x, y \in X.
\]

From this we get the following growth estimate for Green functions using the resolvent equation, cf. [Anc00] Corollaire 4.6:

Proposition 2.12 (Exponential Decay) For suitable constants \( B(\sigma, N, C_P, C_D, k, \epsilon) > 0 \) and \( \alpha_2(\sigma, N, C_P, C_D, k, \epsilon) > 0 \) we have
\[
G(x, y) \leq B e^{-\alpha_2 d(x,y)} \quad \text{for } d(x, y) > 2\sigma.
\]
Proof. Let \( x' \in X \) such that \( d(x, x') = \sigma \). Then employing the symmetry of the Green function and the resolvent equation (Lemma 2.6) we have

\[
G(x, y)^2 \leq G(x, y) H^3 G(y, x') \leq \frac{H^5}{\text{Vol}(B_{\sigma/2}(y))} \int_{B_{\sigma/2}(y)} G(x, z) G(z, x') \, d\mu(z)
\]

\[
\leq c \int_X G(x, z) G(z, x') \, d\mu(z) \leq c \varepsilon G_{-\varepsilon}(x, x') \leq \frac{c\varepsilon}{\varepsilon}
\]

where we applied the bound for the Green function (Proposition 2.7) to \( L_{-\varepsilon} \) which itself satisfies the assumptions, but with a weaker constant \( c_1 \).

For the very same reasons, we can do all of the above with \( G_{-\varepsilon} \) instead of \( G \) to get the uniform boundedness of \( G_{-\varepsilon}(x, y)^2 \), again with slightly worse constants. Combined with Corollary 2.11 “exponentially stronger decay” we have proved the assertion. \( \square \)

This result does not use Gromov hyperbolicity and holds also e.g. in Euclidean space. One may remember that the familiar Laplacian’s Green function on \( \mathbb{R}^n \) only decays with \( |x - y|^{-2(n-2)} \), but this is not in conflict to the result above because the Euclidean Laplacian is not coercive.

3 Potential Theory

Before proving the main results, we will introduce central potential theoretic and geometric concepts in this and the following section, in particular two adapted notions of boundary at infinity classifying globally defined harmonic functions (Martin boundary) and geodesic rays (Gromov boundary). In section 5 they will turn out to be homeomorphic.

3.1 Axioms and Potentials

We will employ several constructions that are best described in the language of abstract potential theory. Here we will briefly describe central concepts. More background information and details can be found in standard literature on the subject such as [Bau66, Bre67, Hel69, CC72, BH86].

A common set of basic axioms for harmonic functions on a locally compact space \( X \) is the following:

(i) The harmonic functions associated with any open subset of \( X \) constitute a sheaf of continuous functions. (Sheaf Property)

(ii) The topology of \( X \) has a basis consisting of relatively compact open sets \( U \) where each continuous function \( f \) on the boundary \( \partial U \) has a unique continuous extension to \( \bar{U} \) that is harmonic on \( \bar{U} \) and positive if \( f \) is positive. (Basis of Regular Sets)

(iii) The (pointwise) limit of an increasing sequence of harmonic functions on a connected open set \( U \subset X \) is either \( \equiv +\infty \) or harmonic. (Brelot Convergence Axiom)

These properties are in fact satisfied by the \( \mathcal{L} \)-harmonic functions with respect to a coercive Schrödinger operator \( \mathcal{L} \) in our setting:

(i) The Sheaf Property follows easily from our definition of harmonic functions, as soon as there are partitions of unity consisting of continuous functions in \( F \). Their existence in the case of regular Dirichlet forms is proven in [AMR97] Theorem 3.1].
A basis of regular sets for $\mathcal{L}^0$ is given \textcolor{red}{section 1.2} in \textcolor{red}{section 2.1} we have seen that these sets of a sufficiently small diameter are still regular for $\mathcal{L}$, giving a basis in this case as well. Positivity is ensured by the \textcolor{red}{weak minimum-zero principle} \textcolor{red}{(Proposition 2.3)}.

(iii) Given the first two axioms, Brelot’s convergence axiom is equivalent to the Harnack inequality \textcolor{red}{we proved in section 2.1} \textcolor{red}{[LW65]}.

In this axiomatic setting, $\mathcal{L}$-superharmonic functions can be characterized as lower semi-continuous functions $u$ with values in $(-\infty, \infty]$ such that $u$ is finite on a dense set and $u \geq v_U$ for every regular set $U$, where $v_U$ is the solution of $\mathcal{L}v_U = 0$ on $U$ with boundary condition $v_U|_{\partial U} \equiv u|_{\partial U}$. This is a generalization of the notion of superharmonic functions introduced in \textcolor{red}{section 1} and slightly abusing notation, we will write $\mathcal{L}u \geq 0$ for a superharmonic function $u$.

If they exist, as in the case of coercive Schrödinger operators, Green functions are superharmonic, and they usually satisfy a (generalized) vanishing condition at the boundary/infinity. This additional property is captured in the notion of an $\mathcal{L}$-potential, which is an $\mathcal{L}$-superharmonic function $p > 0$ such that there is no positive $\mathcal{L}$-harmonic function $h \in \mathcal{F}_0(X)$ with $p \geq h > 0$. Green functions are not only examples for potentials, but also their basic building blocks:

**Theorem 3.1 (Integral Representation of Potentials)** \textcolor{red}{[Her62, 22.]} \textcolor{red}{[Hel69, Thm. 6.18]}

If $\mathcal{L}$ has a Green function $G$, every $\mathcal{L}$-potential $p$ on $X$ can be represented by a unique (positive) Radon measure $\mu_p$ as

$$p(x) = G(\mu_p)(x) := \int_X G(x,y) \, d\mu_p(y).$$

The support of $p$ (i.e., the complement of the largest open set where $p$ is $\mathcal{L}$-harmonic) equals the support of $\mu_p$.

The fact that every positive $\mathcal{L}$-superharmonic function is uniquely representable as the sum of an $\mathcal{L}$-potential and a positive $\mathcal{L}$-harmonic function is known as the \textcolor{red}{Riesz decomposition}. Hence, to get an integral representation for positive $\mathcal{L}$-superharmonic functions, only the $\mathcal{L}$-harmonic part is left. This can be taken care of in an abstract way as described in the following.

3.2 Martin Boundary

In the same spirit as $\mathcal{L}$-potentials can be represented by Green functions integrated over Radon measures on $X$, there is a representation of positive $\mathcal{L}$-harmonic functions by Radon measures on an abstractly associated space $\partial_\mathcal{L}(X, \mathcal{L})$, the \textcolor{red}{Martin boundary}. A priori, this is a purely potential theoretic object and there might be additional peculiarities in the representation, but as a central result of \textcolor{red}{section 5} we will see that the Martin boundary for a coercive Schrödinger form on a Gromov hyperbolic space can be canonically identified with the Gromov boundary.

Here, we sketch the basic notions from Martin theory, see \textcolor{red}{[CC72 §11.4]} \textcolor{red}{[Anc90]} \textcolor{red}{[Pin95 7.1]} or \textcolor{red}{[Hel69] Ch. 12} for detailed proofs.

**Definition 3.2 (Martin Boundary)** In a non-compact space $X$ satisfying the axioms from the preceding subsection where a Green function $G : X \times X \to (0, \infty)$ exists, let $o \in X$ be a basepoint. We consider the set $S$ of sequences $s$ of points $x_i \in X$, $i = 1, 2, \ldots$, such that

- $s$ has no accumulation point in $X$, and
- $K_s := \frac{G_i(x_i)}{G(o,x_i)} \to K_s$ locally uniformly, for some function $K_s : X \to (0, \infty)$.

As a set, the \textcolor{red}{Martin boundary} $\partial_\mathcal{L}(X, \mathcal{L})$ is the quotient of $S$ modulo the relation $s \sim s'$ if $K_s \equiv K_{s'}$. For any $\zeta \in \partial_\mathcal{L}(X, \mathcal{L})$, this function is written $K_\zeta$ and is called a \textcolor{red}{Martin function}.
The Martin boundary does not depend on the choice of the basepoint \( o \). The Harnack inequality and elliptic theory show that each \( K_\zeta \in \partial_M(X, \mathcal{L}) \) is a positive \( \mathcal{L} \)-harmonic function on \( X \). This also shows that the convex set \( S_\zeta(X) \) of positive \( \mathcal{L} \)-harmonic functions \( u \) on \( X \) with \( u(o) = 1 \) is compact in the topology of local uniform convergence. In turn, \( \partial_M(X, \mathcal{L}) \) is a compact subset of \( S_\zeta(X) \).

We topologize the space \( \overline{X} := X \cup \partial_M(X, \mathcal{L}) \) using the topology of local uniform convergence on the space of associated Martin functions \( \{K_y \mid y \in \overline{X}\} \), which can be canonically identified with \( \overline{X} \). Then the usual topology is induced on \( X \subset \overline{X} \), \( \partial_M(X, \mathcal{L}) \) is closed and \( \overline{X} \) is compact. The space \( \overline{X} \) is called the Martin compactification. It is easy to see that \( \overline{X} \) is metrizable, see [BJ06, Ch.I.7] or [Hel69, Ch.12] for further details.

To motivate the idea of Martin integrals, we recall the following classical result, see e.g. [Cho69, Ch.6]:

**Proposition 3.3 (Minkowski’s Theorem)** Each point in a convex set \( K \subset \mathbb{R}^n \) is a convex combination of the extremal points of \( K \).

![Convex domains and Extremal points](image)

Each point in a triangle is a unique convex sum of its affine independent vertices. For general convex sets, inner points usually have infinitely many different sum representations of its extremal points. For the set \( G \), we have

\[
x = 0.5 x_1 + 0.5 (0.2 x_2 + 0.8 x_4) = 0.6 x_2 + 0.4 x_5
\]

Figure 2: Minkowski’s Theorem in \( \mathbb{R}^2 \).

The Martin integral representation is essentially an extension of this result to the case of the convex set \( S_\zeta(X) \). The extremal elements of \( S_\zeta(X) \) form a subset \( \partial^0_M(X, \mathcal{L}) \subset \partial_M(X, \mathcal{L}) \) of the Martin boundary which can be seen as the vertices of an infinite dimensional simplex spanning \( S_\zeta(X) \). A positive solution \( u \) of \( \mathcal{L}u = 0 \) on \( X \) with \( u(o) = 1 \) is extremal if and only if \( u \) is a minimal solution in the following sense: for any other solution \( v > 0 \), \( v \leq u \), there is a constant \( c > 0 \) such that \( v \equiv c \cdot u \). Therefore, \( \partial^0_M(X, \mathcal{L}) \subset \partial_M(X, \mathcal{L}) \) is also called the minimal Martin boundary.

The Choquet integral representations in [Cho99, Ch.6] give the following general version of the Martin representation theorem, see [Pin95, 7.1]:

**Proposition 3.4 (Martin Integral Representation)** For any positive solution \( u \) of \( \mathcal{L}u = 0 \) on \( X \), there is a unique Radon measure \( \mu_u \) on \( \partial^d_M(X, \mathcal{L}) \), sometimes called Martin measure of \( u \), so that

\[
u(x) = \int_{\partial^d_M(X, \mathcal{L})} K_\zeta(x) \, d\mu_u(\zeta).
\]

Conversely, for any Radon measure \( \mu \) on \( \partial^d_M(X, \mathcal{L}) \),

\[
u_\mu(x) = \int_{\partial^d_M(X, \mathcal{L})} K_\zeta(x) \, d\mu(\zeta)
\]

defines a positive solution of \( \mathcal{L}u_\mu = 0 \) on \( X \).
Although this already looks like a classical contour integral, with $K$ generalizing the Poisson kernel, the result is not yet truly satisfactory. Unlike the classical case, the boundary $\partial^0 M(X, L)$ depends not only on the underlying space, but also on the analysis of the operator $L$. A natural question is whether one could get rid of this dependence. In general the answer is no, as is shown e.g. in [Anc12], where Ancona describes non-uniform Euclidean cones with only one topological point at infinity but with uncountably many minimal Martin boundary points at infinity. However, we will see that in our case of coercive Schrödinger operators on Gromov hyperbolic spaces, the Martin boundary can be completely described in terms of the geometric Gromov boundary. This is a remarkable particularity not even valid for such simple spaces as in Example 5.15 “Ideal Boundaries of $\mathbb{H}^m \times \mathbb{H}^n$”.

3.3 Balayage

Later we want to control $\mathcal{L}$-superharmonic functions along $\Phi$-chains. Here we shift the part of the defining measure supported in $X \setminus U$ onto $\partial U$ without changing the function on $U$, for an unbounded open set $U$. This strategy is called sweeping or, due to its French origin (Poincaré, Cartan), balayage.

Concretely, for an $\mathcal{L}$-superharmonic function $u \geq 0$ on $X$ and a subset $A \subset X$ we define

$$R^A u := \inf \{ v \geq 0 \mid v \text{ is } \mathcal{L}\text{-superharmonic on } X \text{ with } v \geq u \text{ on } A \}.$$  

This is called the **reduit** (reduced). It enjoys the following properties which we will need later:

- $R^A u$ is $\mathcal{L}$-harmonic outside $\bar{A}$ and equal to $u$ on $A$.
- The reduit is always $\mathcal{L}$-superharmonic.
- If $A$ is relatively compact, $R^A u$ is an $\mathcal{L}$-potential.

- $R^A_{\lambda u} = \lambda R^A u$ for a constant $\lambda \geq 0$.
- $R^A_{u+v} = R^A u + R^A v$ for functions $u, v$.
- $R^A_{A \cup B} \leq R^A_A + R^B_B$ for sets $A, B \subset X$.
- Since $\mathcal{L}$ is self-adjoint and hence $G$ symmetric, we have $R^A_{G(\cdot, y)}(x) = R^A_{G(x, \cdot)}(y)$.

- If $G(\mu)$ is an $\mathcal{L}$-potential, $R^A_{G(\mu)}(x) = \int_X R^A_{G(\cdot, y)}(x) d\mu(y)$ for any $x \notin \bar{A}$ [Hér62, Théorème 22.4].

For general sets $A$, it may happen that $R^A_u$ is not lower semi-continuous, but it always admits a canonical regularization $\hat{R}^A_u$, the balayée (swept), defined as the maximal lower semi-continuous function $\leq R^A_u$. For open sets $A$ or in general outside $\bar{A}$ the two concepts coincide.

We can even recover the classical Perron solution $u$ of the Dirichlet problem on a ball $B$ with continuous positive boundary value $f$ as

$$u(x) = R^{\partial B}_f (x).$$

Note that this allows us to solve Dirichlet problems on arbitrarily large regular bounded sets as soon as there is a Green function, e.g. in the case of coercive Schrödinger forms.
3.4 A Global Maximum Principle

As an application of the axiomatic approach, we note two versatile variants of the maximum principle for later use.

**Theorem 3.5 (Global Maximum Principle)** [Herb62, p. 429]

(i) If $u$ is $\mathcal{L}$-superharmonic on an open set $V \subset X$, $u \geq 0$ on $\partial V$, and there is an $\mathcal{L}$-potential $p$ such that $u \geq -p$, then $u \geq 0$ on $V$.

(ii) Let $p$ an $\mathcal{L}$-potential, $\mathcal{L}$-harmonic on an open set $V$ and locally upper bounded near every point of $\partial V$. If $u \geq p$ on $\partial V$ for some positive $\mathcal{L}$-superharmonic function $u$, then $u \geq p$ in all of $V$.

**Proof.** For (i), note that the function $\bar{u}$ defined as $\min(u, 0)$ on $V$ and 0 on $X \setminus V$ is $\mathcal{L}$-superharmonic and $\geq -p$. Now the supremum of the family $\{\mathcal{L}$-subharmonic functions $\leq u\}$ is $\mathcal{L}$-harmonic, $\geq -p$, and $\leq 0$, hence by the definition of $\mathcal{L}$-potentials it is 0 which implies $u \geq 0$.

(ii) follows from (i) by considering the function $u - p$. \qed

4 Gromov Hyperbolic Spaces

This additional geometric condition on our geodesic metric space $X$ is complementary to the bounded geometry assumptions in the sense that it has no local impact, but rather limits all efficient communication between two points to a region near the shortest path between them.

**Definition 4.1 (Gromov Hyperbolicity)** A geodesic metric space is **Gromov hyperbolic** or, quantitatively, $\delta$-**hyperbolic**, if there is a $\delta > 0$ such that each point on the edge of any geodesic triangle is within $\delta$-distance of one of the other two edges. See Figure 3.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{Figure3.png}
\caption{A geodesic triangle in a $\delta$-hyperbolic space.}
\end{figure}

$\delta$-hyperbolicity was introduced for Cayley graphs of finitely generated groups by Gromov in [Gro87]. Basic examples are:

**Examples 4.2.**

(i) Bounded spaces are trivially $\delta$-hyperbolic for $\delta$ equal to the diameter.

\footnote{Here, “geodesic” is meant in the metric space sense as “length-minimizing geodesic”.
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(ii) Hyperbolic space $\mathbb{H}^n$ is $\delta$-hyperbolic for $\delta = \ln 3$ [Gd90, 2.23]. More generally, $\text{CAT}(-1)$-spaces are $\ln 3$-hyperbolic, as directly seen from the definition [BH99, Proposition 1.2].

(iii) Cartan–Hadamard manifolds, i.e., complete simply-connected manifolds with sectional curvature bounded from above by a negative constant, are $\text{CAT}(-1)$-spaces for some $\kappa < 0$ and hence Gromov hyperbolic [Gd90, §3.2]. If the sectional curvature is additionally bounded from below, they have also bounded geometry.

(iv) Particularly simple examples that can already illustrate many phenomena are graphs. By a (metric) graph we mean the geodesic metric space obtained by gluing intervals of a certain length between elements of a potentially infinite set of vertices, such that each vertex is adjacent to a finite number of these edges. Bounded geometry (and finite-dimensionality) of manifolds is analogous to a global upper bound on the number of adjacent edges for each vertex and a lower bound on their length.

(v) A finitely generated group is called hyperbolic, if the Cayley graph with respect to some (and hence any, see [BH99, Examples I.8.17 (2) and (3)]) finite set of generators with edge length 1 is Gromov hyperbolic. Here, the easiest example are free groups (corresponding to trees, for canonical generators).

(vi) The universal covering of a closed manifold $X$ of negative sectional curvature satisfies the requirements in (iii). By the Švarc–Milnor Lemma [BH99, Prop. I.8.19], any Cayley graph of the fundamental group $\pi_1(X)$ is quasi-isometric to $X$ and hence also Gromov hyperbolic.

The idea alluded to above that there is no efficient path between two points that is far away from the shortest path can be formalized as follows:

**Proposition 4.3 (Stability of Geodesics)** [BS07, Theorem 1.3.2], [Bon96] In a $\delta$-hyperbolic geodesic metric space $X$, for every $\lambda \geq 1$ and $S > 0$ there is an $H = H(\delta, \lambda, S) > 0$ such that each two $(\lambda, S)$-quasi-geodesics $x \rightsquigarrow y$ with same start- and endpoint $x, y \in X$ have Hausdorff distance at most $H$. In fact, this geodesic stability is equivalent to Gromov hyperbolicity.

There are several definitions of Gromov hyperbolicity highlighting different aspects, see e.g. [BS07, Chapter 1], [BH99, Chapter III.H] or [Gd90, Chapitre 2]. We will only mention one other version using the **Gromov product** on $X$ defined as

$$ (x|y)_z := \frac{1}{2} (d(z, x) + d(z, y) - d(x, y)) $$

for $x, y, z \in X$. 

---

5 $(\lambda, S)$-quasi-isometric embeddings of a compact interval
Figure 4: We can get complete 2-manifolds with constant negative sectional curvature by periodically attaching handles to the flat plane. Nevertheless, this space is not $\delta$-hyperbolic since it coarsely looks like the plane and the typical geodesic triangles are nearly Euclidean.

This version works on arbitrary metric spaces.

**Definition 4.4 (Hyperbolicity Via Gromov Product)** A metric space $X$ is *Gromov hyperbolic* if there is a $\delta' \geq 0$ such that for any four points $x, y, z, w \in X$,

$$
(x|y)_z \geq \min\{(x|w)_z, (w|y)_z\} - \delta'.
$$

(4)

This implies $4\delta'$-hyperbolicity and is implied by $\delta'/8$-hyperbolicity as defined above, see [Gd90, Proposition 2.21]. For convenience (and since the precise constant never really matters) we assume from now on every $\delta$-hyperbolic space to satisfy (4) with $\delta' = \delta$.

An intuitive interpretation of the Gromov product in Gromov hyperbolic spaces is given by the following estimate (see also Figure 5):

**Lemma 4.5 (Gromov Product as Distance to a Geodesic)** [Gd90, Lemme 2.17] In a $\delta$-hyperbolic geodesic metric space $X$, let $\gamma : x \to y$ be a geodesic and $z \in X$. Then

$$(x|y)_z \leq \text{dist}(z, \gamma) \leq (x|y)_z + 4\delta.$$ 

4.1 Gromov Boundary

In Gromov hyperbolic spaces, the structure at infinity can be encoded in an ideal boundary. We outline the construction presented in [BS07, Section 2.2], where more details can be found.

**Definition 4.6 (Gromov Boundary)** In a Gromov hyperbolic metric space $X$ with basepoint $o \in X$, a sequence $(x_i)$ in $x$ converges at infinity if $(x_i|x_j)_o \xrightarrow{i,j \to \infty} \infty$. We say two sequences $(x_i)$, $(y_i)$ convergent at infinity are equivalent if $(x_i|y_i)_o \xrightarrow{i \to \infty} \infty$. The *Gromov boundary* $\partial \Omega X$ of $X$ is defined as the set of equivalence classes of sequences convergent at infinity.

Note that $\partial \Omega X$ is independent of the chosen basepoint because $|(x|y)_o - (x|y)_{o'}| \leq d(o, o')$ for a different basepoint $o' \in X$. 

Figure 5: Approximate value of the Gromov product in a $\delta$-hyperbolic space.

To define a topology on $\overline{X} := X \cup \partial_G X$, we first extend the Gromov product to the boundary. We formally identify points in $X$ with constant sequences. Then for $a, b \in \overline{X}$ and $z \in X$, we can set

$$(a|b)_z := \inf_{(x_i) \in a} \liminf_{i \to \infty} (x_i|y_i)_z.$$  

A topology on $\overline{X}$ is defined by considering $X \hookrightarrow \overline{X}$ as an embedding, choosing a basepoint $o \in X$ and declaring the sets

$${W}_o^\rho(\xi) := \{a \in \overline{X} \mid (a|\xi)_o > \rho\} \quad \text{for } \rho \geq 0$$

to be a neighborhood basis for $\xi \in \partial_G X$. As above, this topology is independent of $o$.

The sets $W_o^\rho(\xi) \cap \partial_G X$ are in fact the open balls of radius $e^{-\rho}$ with respect to

$$d_o(\xi, \eta) := e^{-(\xi|\eta)_o},$$

which is a quasi-metric on $\partial_G X$, i.e., an ultrametric triangle inequality holds only up to a constant $Q = Q(\delta) = e^\delta$,

$$d_o(\xi, \zeta) \leq Q \max\{d_o(\xi, \eta), d_o(\eta, \zeta)\} \quad \text{for } \xi, \eta, \zeta \in \partial_G X,$$

while all other properties of metrics are still satisfied. This quasi-metric triangle inequality follows from an extension of [4] to the boundary [BS07, Lemma 2.2.2(2)], while the other properties are obvious.

Remarks 4.7.

(i) If the Gromov hyperbolic space $X$ is proper (balls are relatively compact) and geodesic (e.g., a complete manifold), it is sufficient to consider sequences on geodesic rays emanating from the basepoint $o$. One could also consider equivalence classes consisting of geodesic rays with finite Hausdorff distance [BS07, 2.4.2]. Hence, any geodesic ray has a well-defined endpoint in $\partial_G X$, and we may use the notation $\gamma : x \rightsquigarrow \xi$ for a geodesic ray $\gamma$ starting in $x \in X$ with endpoint $\xi \in \partial_G X$.

(ii) For a proper geodesic Gromov hyperbolic space $X$, $\overline{X}$ is in fact a compactification, i.e., $X \subset \overline{X}$ is open and dense and $\overline{X}$ is compact [BH99, Proposition III.H.3.7].
(iii) For quasi-metrics with constant \( Q \leq 2 \), there is a canonical procedure to construct a bi-Lipschitz equivalent metric \([\text{DS07} 2.2.2]\). This can be applied to the quasi-metrics \( d^e_\epsilon \) for sufficiently small \( \epsilon \) to get a family of metrics on the boundary (called visual metrics), but we prefer to work with the canonical quasi-metric instead.

(iv) There are many hyperbolic spaces in the following sense: for each bounded metric space \( Z \), there is a hyperbolic approximation of \( Z \): this is a Gromov hyperbolic graph \( X \) with basepoint \( o \) such that the boundary \( \partial_G X \) equipped with the quasi-metric \( d_\epsilon \) is bi-Lipschitz equivalent to \( Z \) \([\text{BS07} \text{ Theorem 6.4.1}]\). \( X \) is proper if and only if \( Z \) is compact \([\text{HS07} 6.4.3]\).

(v) The graph in the preceding remark can be approximated by a manifold of any dimension \( n \geq 2 \). To this end, represent each vertex by an \( n \)-sphere and for each edge connecting two vertices, form a connected sum of the representing spheres. If there is a global upper bound on the number of edges adjacent to any vertex, the metric on this manifold can be arranged to have bounded geometry.

### 4.2 \( \Phi \)-Chains

**Gromov Hyperbolicity**

To exploit Gromov hyperbolicity analytically, Ancona introduced the concept of \( \Phi \)-chains. Just as the large-scale notion of hyperbolicity complements small-scale bounded geometry, \( \Phi \)-chains act complementary to Harnack chains. This is best seen in the discussion preceding Proposition 5.2 “growth recovery along \( \Phi \)-chains” where Harnack chains give basic estimates which, however, weaken the overall control, while \( \Phi \)-chains can be used to recover the apparently lost details.

**Definition 4.8 (\( \Phi \)-Chains)** For a monotonically increasing function \( \Phi : [0, \infty) \to (0, \infty) \) with \( \Phi_0 := \Phi(0) > 0 \) and \( \Phi(d) \to \infty \) as \( d \to \infty \), a \( \Phi \)-chain on a proper geodesic metric space \( X \) is a finite or infinite sequence \((U_i)\) of open subsets of \( X \) with \( U_i \supset U_{i+1} \) together with a sequence of track points \((x_i)\) such that

1. \( \Phi_0 \leq d(x_i, x_{i+1}) \leq 3\Phi_0 \),
2. \( x_i \in \partial U_i \),
3. \( d(x, \partial U_{i+1}) \geq \Phi(d(x, x_i)) \), for every \( x \in \partial U_i \)

for every \( i \) where applicable. See Figure 6.

Note that a \( \Phi \)-chain traversed backwards, i.e., with sets \( \cdots \supset U_i \supset U_{i-1} \supset \cdots \), is again a \( \Phi \)-chain with the same track points. For infinite \( \Phi \)-chains with arbitrarily large positive indices, \( \bigcap_i U_i \) is necessarily empty.

The existence of infinite \( \Phi \)-chains can be considered as a partial hyperbolicity property of the underlying space. It is easy to see that neither Euclidean space nor asymptotically flat spaces admit any infinite \( \Phi \)-chains.

A first non-trivial example can be created as follows: with the coordinates \((x, y) \in \mathbb{R} \times \mathbb{R}^{n-1}\) we consider the metric \((1 + |y|^2)^2 \cdot g_\mathbb{R} + g_{\text{Eucl}} \) on \( \mathbb{R} \times \mathbb{R}^{n-1} \). Then the half-spaces \( U_i := (i, \infty) \times \mathbb{R}^{n-1} \) form a \( \Phi \)-chain with track points \( x_i = (i, 0) \) for \( \Phi(t) := 1 + t^2 \). But as in the Euclidean case, the half-spaces \( U_i[k] := \mathbb{R}^k \times (i, \infty) \times \mathbb{R}^{n-k-1} \), for \( 1 \leq k \leq n-1 \), do not make up a \( \Phi \)-chain.

The hyperbolic \( n \)-space \( \mathbb{H}^n \) carries \( \Phi \)-chains in all directions and for the same \( \Phi \). Namely, when we think of \( \mathbb{H}^n \) as the upper half-space and \( B_{1/2}(0) \) is the Euclidean ball of radius \( 1/2 \),

\( ^a \)For notational convenience this is slightly different from Ancona’s version in \([\text{Anc90 \ definitions V.5.1}]\), but essentially the same.
then $U_i = B_{1/2^i}(0), i \geq 1$, form a $\Phi$-chain for $\Phi(t) = \alpha \cdot t + \beta$ for suitable $\alpha, \beta > 0$, independent even of $n$. Due to the homogeneity of $\mathbb{H}^n$ this also gives a $\Phi$-chain along any hyperbolic geodesic $\gamma$, i.e., with track points on $\gamma$.

This ubiquity of $\Phi$-chains, which we see already from considering hyperbolic half-spaces relative to geodesics, extends to arbitrary non-homogenous Gromov hyperbolic spaces.

**Theorem 4.9 (\(\Phi\)-Chains on Hyperbolic Spaces)** [BHK01, Section 8] On a proper geodesic $\delta$-hyperbolic space $X$, let $\gamma : [0, 4\delta k] \to X$ be a geodesic with $k \in \mathbb{Z}^+ \cup \{\infty\}$. Set $a = \gamma(0) \in X$ and $b = \gamma(4k\delta) \in \overline{X}$. Then the sets

$$U_i := \{x \in X \mid (x|b)_a > 4i\delta\}$$

form a $\Phi_\delta$-chain with track points $x_i = \gamma(4i\delta)$ for $\Phi_\delta(t) = \alpha \cdot t + \beta$, with constants $\alpha = \alpha(\delta) > 0$ and $\beta = \beta(\delta) > 0$.

Note that for a geodesic ray $o = a \leadsto b = \xi \in \partial G X$, the sets $U_i = W_{4i\delta}(\xi) \cap X$ are the restriction of our usual neighborhood basis for $\xi$ to $X$.

### 4.3 Hyperbolic Unfoldings

A large source for examples of Gromov hyperbolic spaces are hyperbolic unfoldings of uniform spaces. The basic idea is that a bounded subspace of a well-controlled space (e.g., a domain in Euclidean space or a compact manifold; the regular part of a singular area-minimizing hypersurface) may degenerate towards a complicated boundary, but on the scale of the distance to this boundary, it might look less obscure. In this situation, one can conformally deform with the inverse of the distance to the boundary to push all difficulties towards infinity. Provided the initial space is uniform, this hyperbolic unfolding yields indeed a Gromov hyperbolic space.

In this section, we will sketch the general ideas of this scheme, indicate how Schrödinger operators can be transported to a hyperbolic unfolding and refer to implementations in special cases.
4.3.1 Uniform Spaces

Let \((Y, d, \mu)\) be an incomplete locally compact metric measure space with metric boundary \(\partial Y = \overline{Y} \setminus Y\), where \(\overline{Y}\) denotes the completion of \(Y\). We assume there is a generalized distance function \(d : Y \to (0, \infty)\) on \(Y\) which is Lipschitz continuous and vanishes towards \(\partial Y\). Note that this implies \(d \leq L \text{dist}(\cdot, \partial Y)\) where \(L\) is the Lipschitz constant, and \(d\) might just be the actual distance to the boundary, but we will later impose further conditions on \(d\) which could necessitate larger deviations between these functions. Essentially, balls of radius \(\sim d(y)\) centered at any \(y \in Y\) should look uniformly nice.

Such a space is called \((c, \mu)\)-uniform, if each two points can be connected with a \(c\)-uniform curve, for a global constant \(c \geq 1\).

Definition 4.10 (Uniform Curves) A rectifiable curve \(\gamma : [a, b] \to Y\) is called \(c\)-uniform with respect to \(d\) (and \(d\)), if the following conditions are satisfied:

- \(\text{length}(\gamma) \leq c d(x, y)\) (\(\gamma\) is a quasi-geodesic).
- \(\min\{\text{length}(\gamma|_{[a,t]}), \text{length}(\gamma|_{[t,b]})\} \leq c d(\gamma(t))\) for any \(t \in [a,b]\) (twisted double-cones).

A perk of uniform spaces is that they are Gromov hyperbolic in the quasi-hyperbolic metric

\[ k(x, y) := \inf \left\{ \int_{\gamma} 1/d \left| \gamma : x \rightsquigarrow y \text{ rectifiable} \right\} \quad \text{for } x, y \in Y. \]

In the case \(d = \text{dist}(\cdot, \partial M)\), this was first proven by Gehring and Osgood for uniform domains in Euclidean space \([\text{GO79}]\) and later generalized to locally compact, rectifiably connected incomplete metric spaces by Bonk, Heinonen and Koskela \([\text{BHK01}]\) Theorem 3.6]. For area-minimizing hypersurfaces with the \(S\)-distance \(\delta_{(A)}\), Gromov hyperbolicity of the quasi-hyperbolic metric is proven in \([\text{Loh18}]\) Section 3.2]. This proof uses only axiomatically stated properties of \(\delta_{(A)}\) that are satisfied by our generalized distance function, and inspection of the proof shows that indeed the following is true:

Theorem 4.11 (Hyperbolization of Uniform Spaces) If an incomplete locally compact metric space \((Y, d)\) with \(L\)-Lipschitz generalized distance function \(d\) is \(c\)-uniform with respect to \(d\), it is \(\delta\)-hyperbolic in the quasi-hyperbolic metric, for some \(\delta = \delta(L, c) \geq 0\). Moreover, if \((Y, d)\) is bounded\(^7\), the metric boundary \(\partial(Y, d)\) is naturally quasi-symmetrically equivalent\(^8\) to the Gromov boundary \(\partial_G(Y, k)\) equipped with a canonical quasi-metric.

Remark 4.12. Even the distance function on Euclidean domains is not everywhere differentiable, and generally in the case of smooth manifolds, it is convenient to have a version of \(d\) that is smooth, in order to obtain an elliptic operator on the hyperbolization that acts on the usual Sobolev spaces. Such a smooth function \(\delta\), deviating from \(d\) at most by a constant factor and with prescribed asymptotics of the derivatives, can be constructed by averaging over Whitney cubes, cf. \([\text{Ste70}]\) VI.2.1, p.171]. In the general setup developed so far, this is no more needed, since we can work with appropriately deformed function spaces on the hyperbolization. Note however that in the manifold case, the usage of Whitney smoothings permits to obtain the fundamental results from sections \([\text{BEG72}]\) with significantly less effort.

\(^7\)For unbounded uniform spaces, there is a version of this result involving the one-point compactification \([\text{Loh18}]\) Theorem 3.17\], but we will only be concerned with bounded uniform spaces.

\(^8\)A homeomorphism \(f : (X, d) \to (Y, d')\) between quasi-metric spaces is a quasi-symmetry, if there is a homeomorphism \(\eta : [0, \infty) \to [0, \infty)\) such that

\[ \frac{d'(f(x), f(y))}{d'(f(x), f(z))} \leq \eta \left( \frac{d(x, y)}{d(x, z)} \right) \quad \text{for distinct points } x, y, z \in X. \]
4.3.2 Schrödinger Forms on Uniform Spaces

To apply analytic results on Gromov hyperbolic spaces to a bounded uniform space $Y$, we start with a Schrödinger form $E = E^0 + V$ which is defined on $F \subset L^2(Y, d^2 \mu)$. We expect $E^0$ to be strongly regular and to satisfy the scale-invariant bounded geometry conditions from section 1.1 on balls of radius $\sim d$. $V d^2$ should be essentially bounded. Then with $N$ denoting the doubling exponent of $(Y, d, \mu)$,

$$E'(u, v) := E(d^{-\frac{N-2}{2}} u, d^{-\frac{N-2}{2}} v) = E^0(d^{-\frac{N-2}{2}} u, d^{-\frac{N-2}{2}} v) + \int_X u v d^2 V d\mu'$$

defines a Schrödinger form with domain $F' := d^{-\frac{N-2}{2}} F \subset L^2(Y, \mu' := d^{-N} \mu)$ on the complete metric measure space $(Y, k, \mu')$, in particular it satisfies the bounded geometry conditions from section 1.1. $E'$ is coercive provided $E$ satisfies a Hardy inequality

$$E(u, u) \geq C \int_Y u^2 d^{-2} d\mu$$

for every $u \in F$ for some $C > 0$. This is also called a strong barrier condition.

We can bijectively transfer harmonic functions between these two spaces via the mapping $u \mapsto d^{-\frac{N-2}{2}} u$, which will allow us to easily carry over results in section 5.2.

4.3.3 Examples

The following spaces and operators satisfy all requirements in the preceding two sections.

- Uniformity and strong barrier are already interesting conditions for the Laplacian on bounded Euclidean domains with the usual distance to the boundary. They are satisfied on smoothly bounded or Lipschitz domains in Euclidean space [Anc86, Aik12] or more generally domains in spaces of bounded geometry in the sense of section 1.1.

- Concerning the validity of Hardy inequalities for the Laplacian on metric spaces, the general idea is that the complement of the domain of interest has to be either sufficiently large or sufficiently small. The former case derives from work of Lewis [Lew88], see [BMS01] for the case of $p$-harmonic functions on metric spaces, while the latter is based on work by Aikawa, see [Leh17] and references therein.

- The case of Schrödinger operators on the regular part of area-minimizing hypersurfaces is investigated in [Loh18, Loh20, Loh21]. They are uniform with respect to the $S$-distance $\delta_{(A)}$. This generalized distance function incorporates information about the second fundamental form to ensure validity of the bounded geometry conditions for the Laplacian. An example of a Schrödinger operator satisfying a Hardy inequality is the conformal Laplacian $L = -\Delta + \frac{n-2}{(n-2)} \text{Scal}$, which admits a strong barrier, given the ambient manifold has nonnegative scalar curvature. As conformal deformation with the first eigenfunction of this operator produces a metric of positive scalar curvature, the Martin theory of such operators is a valuable tool in inductive dimensional descent arguments involving such metrics.

5 Identification of Boundaries

In this part, we present an adaptation of Ancona’s potential theory for weakly coercive operators on Gromov hyperbolic manifolds of bounded geometry [Anc87, Anc90] to the setting of Schrödinger forms on Gromov hyperbolic metric measure spaces. The main result is Ancona’s boundary Harnack inequality (Theorem 5.9) which will be used to identify the potential...
theoretic Martin boundary with the Gromov boundary. Ancona’s original article [Anc87] was conceived as a generalization of work of Anderson and Schoen on Cartan–Hadamard manifolds [AS85] and still primarily focuses on those while we will directly approach the more general case of Gromov hyperbolic spaces.

Another valuable source are the comprehensive French lecture notes [Anc90]. They point out connections to heat kernels and stochastic processes such as Brownian motion and introduce potential theory on graphs. Our setting permits us to unify the cases of graphs and manifolds, which Ancona considered separately. Regarding the apparent similarities between the arguments in these cases, it is no surprise that our streamlined account requires few substantial modifications. Additionally, we carefully keep track of all involved constants to show that the quantitative results depend only on a set of universal constants, not on the explicit space or operator under consideration. This is useful for blow-up arguments such as in [Loh20, Loh21] where these constant can be shared amongst sequences and limit spaces.

5.1 Hyperbolicity and Boundary Harnack Inequalities

Now we additionally invest the hyperbolicity of the underlying space $X$. We employ the property that in Gromov hyperbolic spaces any two points can be connected by well-controlled $\Phi$-chains as in [Theorem 4.9 $\Phi$-Chains on Hyperbolic Spaces]. We prove in fact a more general result which holds on a single $\Phi$-chain, even if the space carries essentially only this one $\Phi$-chain as in the example $(\mathbb{R} \times \mathbb{R}^{n-1}, (1 + |y|^2)^2 \cdot g_{\mathbb{R}} + g_{\text{Eucl}})$. This can be seen as a directed form of hyperbolicity.

The technical main result of this section describes the behavior of Green function along $\Phi$-chains, building on the results from [section 2.3]. In the presence of sufficiently many $\Phi$-chains, such as in Gromov hyperbolic spaces, we infer boundary Harnack inequalities and employ them to identify the Martin boundary with the Gromov boundary.

Our general assumptions remain the same as in the previous sections: $E$ is a coercive Schrödinger form with associated operator $L$ and Green function $G$ on a complete metric measure space $(X,d,\mu)$. The additional assumptions, that is, the presence of a $\Phi$-chain (depending on the function $\Phi$) or even of an underlying hyperbolic geometry (with constant $\delta$ and coming with a universal function $\Phi = \Phi_\delta$), are stated directly in the results.

5.1.1 Global Behavior: $\Phi$-Chains

The following result, sometimes called 3G-inequality, describes the major influence of $\Phi$-chains on the behavior of Green functions.

**Theorem 5.1 (Green Functions Along $\Phi$-Chains)** There is a suitable constant $c(\sigma,N,C_P,C_D,k,\varepsilon,\Phi) > 1$ such that for any $\Phi$-chain with track points $x_1,\ldots,x_m$ (as in Definition 4.8), we have for the minimal Green function $G$ the estimate

$$
c^{-1} \mu(B_\varepsilon(x_j)) G(x_m,x_j) G(x_j,x_1) \leq G(x_m,x_1)
$$

$$
\leq c \mu(B_\varepsilon(x_j)) G(x_m,x_j) G(x_j,x_1), \quad j = 2,\ldots,m - 1.
$$

At the heart of the argument we employ the pairing of two at first sight entirely unrelated geometric and analytic properties: the existence of $\Phi$-chains on $X$ and coercivity of $L$. The idea is that, on the one hand, $\Phi$-chains allow finding balls of arbitrary large radii in $U_i \setminus U_{i+1}$ centered in $\partial U_i$ within a uniformly upper bounded distance to the track points. On the other hand, the relative maximum principle 2.10 shows that on these balls we can improve crude estimates from a previous application of a Harnack inequality by investing coercivity. This makes the following result the main step in the proof of the Theorem.
Proposition 5.2 (Growth Recovery Along $\Phi$-Chains) For any given $\Phi$-chain with track points $x_1, \ldots, x_j$, we have
\[ G(z, x_1) \leq c \mu(B_\sigma(x_j)) G_{-\varepsilon}(z, x_j) G(x_{j+1}, x_1) \text{ for } z \in \partial U_{j+1}, \tag{5} \]
for some constant $c(\sigma, N, C_P, C_D, k, \varepsilon, \Phi) > 0$ independent of the length $j$ of the $\Phi$-chain.

Proof. The argument is by induction over the length $j$.

For $j = 1$, we can use $G_{-\varepsilon} \geq G$, inequality \ref{lower_bound}, the lower bound for the Green function \ref{green_function_lower_bound}, $c_1 \mu(B_\sigma(x_1)) G(x_2, x_1) \geq 1$ and Harnack inequalities to get a first guess for the constant $c = c_1$ and note that $c_1$ depends only on $\sigma$, $N$, $C_P$, $C_D$, $k$, $\varepsilon$ and $\Phi$ (via Harnack inequalities).

For the induction step we first assume we have proved the weaker assertion that there is a constant $c_j$ so that \ref{5} holds for any $\Phi$-chain of length $j$. Then we can apply the Harnack inequalities for $L$ and $L_{-\varepsilon}$ and doubling of $\mu$ to get a constant $c'(\sigma, N, C_P, C_D, k, \varepsilon, \Phi) \geq 1$, independent of $j$, such that
\[ G(z, x_1) \leq c' c_j \mu(B_\sigma(x_{j+1})) G_{-\varepsilon}(z, x_{j+1}) G(x_{j+2}, x_1) \text{ for } z \in \partial U_{j+1}. \tag{6} \]

By the global maximum principle (Theorem 3.5) this inequality extends to $z \in U_{j+1}$. Now we invest the coercivity of $L$ and the properties of the $\Phi$-chains to improve this inequality.

Towards this end, we first apply the relative maximum principle \ref{relative_maximum_principle} to the ($L$-superharmonic) function $G_{-\varepsilon}(\cdot, x_{j+1})$ and its greatest $L$-harmonic minorant $u$ on some ball $B_R(x)$ which we can represent as $u = \mathcal{R}_{G_{-\varepsilon},(x_{j+1})}^\beta$ the reduit always taken with respect to $L$ (see section 3.3 for properties of the reduit employed here and below). For $R = \ln(1/c')/\ln \eta$ and $B_{R+\sigma}(x) \subset U_{j+1}$, the relative maximum principle yields
\[ u(x) \leq \frac{1}{c} G_{-\varepsilon}(x, x_{j+1}). \]
In turn, the definition of a $\Phi$-chain shows that there is some $\Delta(\Phi, R) > 0$ such that $B_{R+\varepsilon}(x) \subset U_j + 1$, for $x \in \partial U_{j+2}$, as soon as $d(x, x_{j+2}) \geq \Delta$. Then, we have from [6]

$$G(x, x_1) = R_{\mathcal{G}(x_{j+1})}^{\partial B_{\varepsilon}(x)}(x) \leq c \varepsilon c \mu(B_\varepsilon(x_{j+1})) R_{\mathcal{G}(x_{j+2})}^{\partial B_{\varepsilon}(x)}(x) G(x_{j+2}, x_1)$$

$$= c \varepsilon c \mu(B_\varepsilon(x_{j+1})) u(x) G(x_{j+2}, x_1) \leq c \mu(B_\varepsilon(x_{j+1})) G_{\varepsilon}(x, x_{j+1}) G(x_{j+2}, x_1).$$

On the other hand, we get universal estimates for $x \in \partial U_{j+2}$ with $d(x, x_{j+2}) < \Delta$: since $d(x, x_{j+2}) < \Delta$, there are constants $c', \varepsilon' > 1$ only depending on $\Delta, \Phi, H$ and $c_1$, such that $G(x, x_1) \leq c' \varepsilon' G(x_{j+2}, x_1)$ by Harnack inequalities and $\mu(B_\varepsilon(x_{j+1})) G_{\varepsilon}(x, x_{j+1}) \geq (c'' \varepsilon')^{-1}$ by the bounds for the Green function 2.7 and Harnack inequalities. The result is

$$G(x, x_1) \leq c' \varepsilon'' \mu(B_\varepsilon(x_{j+1})) G_{\varepsilon}(x, x_{j+1}) G(x_{j+2}, x_1) \quad \text{for } x \in \partial U_{j+2} \text{ with } d(x, x_{j+2}) < \Delta.$$  

Everything combined, we can choose $c = \max\{c_1, c' \varepsilon''\}$ and outside a tube of radius $\Delta$ around the track points the constant can be kept in every induction step while on the inside we can always use the universal constant.

**Proof of Theorem 5.1 “Green functions along $\Phi$-chains”** The first inequality is rather easy: For $x \in \partial B_\varepsilon(x_j)$ we have

$$\mu(B_\varepsilon(x_j)) G(x, x_j) G(x_j, x_1) \leq c_1 G(x_j, x_1) \leq c_1 H G(x, x_1)$$

by Proposition 2.7 “bound for the Green function” and the Harnack inequality. Since the left-hand side is an $L$-potential and the right-hand side is $L$-superharmonic, this inequality extends to $X \setminus B_\varepsilon(x_j)$ and in particular to $x_m$ by the global maximum principle (Theorem 3.5).

For the second inequality, we use repeatedly Proposition 5.2 “growth recovery along $\Phi$-chains” and the resolvent equation (Lemma 2.6)

$$G(x_m, x_1) = R_{\mathcal{G}(x_{j+1})}^{\partial U_j}(x_m) \quad | x_1 \notin U_j$$

$$\leq c \mu(B_\varepsilon(x_j)) R_{\mathcal{G}(x_{j+1})}^{\partial U_j}(x_m) G(x_{j+1}, x_1)$$

$$= c \mu(B_\varepsilon(x_j)) R_{\mathcal{G}(x_{j+1})}^{\partial U_j}(x_m) G(x_{j+1}, x_1)$$

$$\leq c \mu(B_\varepsilon(x_j)) \left( G(x_m, x_j) + \varepsilon \int_X R_{\mathcal{G}(x_{j+1})(x_m)}^{\partial U_j}(x_m) G_{\varepsilon}(x, z) \, d\mu(z) \right) G(x_{j+1}, x_1) \quad (7)$$

At this point, we can again employ the first step [5], but now for the reversed $\Phi$-chain $x_m, \ldots, x_1$ with $X \setminus U_m, \ldots, X \setminus U_1$, namely

$$G(x_m, z) \leq c \mu(B_\varepsilon(x_{j+1})) G_{\varepsilon}(x_{j+2}, z) G(x_m, x_{j+1}) \quad \text{for } z \in X \setminus U_{j+1}.$$  

This holds on all of $X \setminus U_{j+1}$ by the global maximum principle (Theorem 3.5). Since $x_j \in X \setminus U_{j+1}$, this can be directly applied to $G(x_m, x_j)$. For the second summand in [7], we have $R_{\mathcal{G}(x_{j+1})(x_m)}^{\partial U_j}(x_m) = R_{\mathcal{G}(x_{j+1})(x_m)}^{\partial U_j}(x_m) \leq G(x_m, z)$ for $z \in \partial U_j \subset X \setminus U_{j+1}$ (see section 3.3), but the upper bound $R_{\mathcal{G}(x_{j+1})(x_m)}^{\partial U_j}(x_m) \leq c \mu(B_\varepsilon(x_{j+1})) G_{\varepsilon}(x_{j+2}, z) G(x_m, x_{j+1})$ is valid for all $z \in X$ by definition of the reduit since the right-hand side is positive and $L$-superharmonic in $z$. Thus,

$$G(x_m, x_1) \leq c^2 \mu(B_\varepsilon(x_{j+1})) G(x_m, x_{j+1}) G(x_{j+2}, x_1)$$

$$\cdot \left[ c \varepsilon c \mu(B_\varepsilon(x_j)) \left( G_{\varepsilon}(x_{j+2}, z) G_{\varepsilon}(x, z) \, d\mu(z) \right) \right].$$

The large square bracket is universally bounded from above by Proposition 2.7 “bound for the Green function”, the Harnack inequality, and the inequalities [1] and [2] following from the resolvent equation (Lemma 2.6) for $t = \frac{3}{2} \varepsilon$.  

$$\square$$
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Now we assume that $X$ is a $\delta$-hyperbolic space, then we can choose $\Phi = \Phi_\delta$ and recall that there are $\Phi$-chains along geodesics in $X$. Since $\Phi_\delta$ is determined from $\delta$, the $\Phi$-dependence of the estimates now reduces to a $\delta$-dependence.

**Corollary 5.3 (Green Function Along Hyperbolic Geodesics)** If $X$ is $\delta$-hyperbolic, let $x,y,z \in X$ such that $y$ lies on geodesic connecting $x$ and $z$ with $d(x,y),d(y,z) > 22\delta$. Then there is a constant $c(\sigma,N,C_P,C_D,k,\varepsilon,\delta) > 1$ such that

$$c^{-1}\mu(B_\sigma(y))G(x,y)G(y,z) \leq G(x,z) \leq c\mu(B_\sigma(y))G(x,y)G(y,z).$$

**Remark 5.4.** This estimate for the Green function can be interpreted stochastically and algebraically:

- Stochastically, the Green function $G(x,y)$ is a density for the expected number of times an $L$-Brownian motion starting at $y$ reaches $x$, see [Pin95] or [Anc90]. Now the estimate for the Green function above states that on a hyperbolic geodesic $x \leadsto y \leadsto z$, up to a constant multiple there are as many Brownian particles travelling directly from $x$ to $z$ as there are particles travelling from $x$ to $y$ and then to $z$. This is in line with the geometric “valley” interpretation of Gromov hyperbolic spaces, as seen in Proposition 4.3 “stability of geodesics”.

- Algebraically, we can examine the function

$$d_G(x,y) := -\ln \left( G(x,y)\sqrt{\mu(B_\sigma(x))\mu(B_\sigma(y))} \right)$$

for $x, y \in X$.

For this Green metric, the estimate above says

$$d_G(x,z) = d_G(x,y) + d_G(y,z) \pm c$$

along a geodesic $x \leadsto y \leadsto z$, if the points are sufficiently far apart. Note that the estimate “$\leq$” holds not only along a geodesic, but for general points $x, y, z$ with large mutual distance – this is a rough triangle inequality for $d_G$. The other direction suggests that the large-scale geodesic structure of $d_G$ is comparable to that of $d$. In the context of hyperbolic groups, this has been explored further in [BB07, BHM11], where the Green metric turns out to be Gromov hyperbolic and quasi-isometric to the word metric for non-amenable groups and certain operators.

### 5.1.2 Boundary Harnack Inequality

To formulate a boundary Harnack inequality near points on the Gromov boundary of a $\delta$-hyperbolic space, we use the following Euclidean version as a blueprint:

**Theorem 5.5 (Boundary Harnack Inequality on a Disc)** [Kem72] There exist constants $A, C > 1$ such that for any point $\xi \in \partial B_1(0) \subset \mathbb{R}^2$ and $0 < R < 1$ the following is true: for any two harmonic functions $u, v > 0$ (with respect to the Laplacian) on $B_{A,R}(\xi) \cap B_1(0)$ that vanish along $B_{A,R}(\xi) \cap \partial B_1(0)$,

$$\frac{u(x)}{v(x)} \leq C \frac{u(y)}{v(y)}$$

for all $x, y \in B_R(\xi) \cap B_1(0)$.

Note that in the non-boundary version of the Harnack inequality, the appearance of another function $v$ is obscured by the fact that the constant function $1$ is (nearly) harmonic.

As a replacement for balls in the classical version of the boundary Harnack inequality, we need some characterization of neighborhoods of a point at infinity. This is made precise by the notion of $\Phi$-neighborhood bases.
Definition 5.6 (Φ-Neighborhood Basis) Two non-empty open subsets \( V \supset W \) of \( X \) are called \( \Phi \)-neighborhoods with hub \( h \in X \), if \( \overline{W} \subset V \), \( B_{\Phi_h}(h) \subset V \setminus \overline{W} \) and any two points \( p \in \partial V \) and \( q \in \partial W \) can be joined by a \( \Phi \)-chain that has \( h \) as a track point. We call an infinite family of non-empty open sets \( \mathcal{N}_i \subset X \), \( i = 1, 2, 3, \ldots \), with \( \cap_i \mathcal{N}_i = \emptyset \) a \( \Phi \)-neighborhood basis, if \( \mathcal{N}_i \) and \( \mathcal{N}_{i+1} \) are \( \Phi \)-neighborhoods with hub \( \alpha_i \), for every \( i \).

Just as metric balls are, besides their role as neighborhood bases, the basic playground for Harnack inequalities, these \( \Phi \)-neighborhoods are their counterpart in boundary Harnack inequalities.

In \( \delta \)-hyperbolic spaces, every point in the Gromov boundary has a canonical neighborhood basis that is also a \( \Phi_{\delta} \)-neighborhood basis. Namely, as shown in [BHK01, Proposition 8.10] we have:

Lemma 5.7 (\( \Phi_{\delta} \)-Neighborhood Basis) If \( X \) is \( \delta \)-hyperbolic and \( o \in X \) a basepoint, there is a constant \( c_9 > 0 \) only depending on \( \delta \) such that for any \( \xi \in \partial_0 X \subset \mathbb{X}^G \), the open sets

\[
\mathcal{N}^\delta_{c_9}(\xi) := \mathcal{W}^\delta_{c_9}(\xi) \cap X = \{ x \in X \mid (x|\xi)_o > c_9 i \} \quad \text{for } i = 1, 2, \ldots
\]

are a \( \Phi_{\delta} \)-neighborhood basis. Recall that their closures \( \overline{\mathcal{N}^\delta_{c_9}(\xi)} = \overline{\mathcal{W}^\delta_{c_9}(\xi)} \subset \mathbb{X}^G \) in the Gromov compactification form a neighborhood basis of \( \xi \in \partial_0 X \).

For later applications on uniform domains, it is not always possible to find \( L \)-harmonic functions that vanish at infinity, because there are situations where even minimal Green functions might diverge. Hence, we introduce a more robust, operator-aware notion of vanishing which can be thought of as a minimal growth condition. This will be further explained in Proposition 5.14 “\( L \)-vanishing and Martin boundary” below.

Definition/Proposition 5.8 (\( L \)-Vanishing) We say that a positive \( L \)-superharmonic function \( u \) \( L \)-vanishes on an open set \( V \subset X \) if one of the following equivalent conditions is satisfied:

(i) There is a positive \( L \)-superharmonic function \( w \), such that \( u/w \to 0 \) at infinity, i.e., for every \( \varepsilon > 0 \) there is a compact set \( K \subset X \) with \( u/w < \varepsilon \) on \( V \setminus K \).

(ii) There is an \( L \)-potential \( p \) such that \( p \geq u \) on \( V \).

(iii) The reduit \( R^V_u \) is an \( L \)-potential (see section 3.3).\(^{10}\)

Proof. (i) \( \Rightarrow \) (iii) Assume there is a positive \( L \)-harmonic function \( h \), such that \( R^V_u \geq h > 0 \) on \( X \). For some fixed \( \varepsilon > 0 \), choose a compact set \( K \) with \( u < \varepsilon w \) on \( V \setminus K \). By the properties of the reduit, we even have

\[
\varepsilon w \geq R^V_u \setminus K \geq R^V_u \setminus R^V_u \cap K \geq h - R^V_u \cap K
\]

on all of \( X \). Now \( R^V_u \cap K \) is an \( L \)-potential since \( V \cap K \) is relatively compact in \( X \), \( \varepsilon w - h \) is \( L \)-superharmonic and \( \varepsilon w \geq u = R^V_u \geq h \) on \( \partial(V \setminus K) = \partial(X \setminus (V \setminus K)) \subset X \), thus we can apply the global maximum principle (Theorem 3.5) to see \( \varepsilon w \geq h \) on all of \( X \). Since \( \varepsilon \) was arbitrary, \( h = 0 \).

(iii) \( \Rightarrow \) (ii) Choose \( p = R^V_u \).

(ii) \( \Rightarrow \) (i) It suffices to show that an \( L \)-potential \( p \) satisfies the condition everywhere. Towards this end, consider the functions \( R^X_{\partial B_R(o)} \) on balls around an arbitrary basepoint.

\(^9\)They define the neighborhood basis with references to distances from geodesics, but the two concepts can easily be translated into each other using Lemma 4.5 “Gromov product as distance to a geodesic”.

\(^{10}\)[Anc87] uses the first definition, but it is easier to employ the last.
o ∈ X. They converge to zero for $R → ∞$ because the limit is $L$-harmonic and $\leq p$. Let $(x_j)$ be a countable dense set in $X$. We may choose a sequence $(R_i)$ such that $R_i \rightarrow 0$ for all $j \leq i$. Then the function $w = \sum_i R_i \chi_{B_R_i(o)}$ is finite on a dense set, $L$-superharmonic and $p/w \leq 1/i$ outside $B_{R_i}(o)$.

Note that all $L$-potentials such as the minimal Green function are $L$-vanishing on $V = X$ and hence on all open sets because the property of $L$-vanishing is conserved on subsets as can be easily seen using condition (i).

On bounded sets, $L$-vanishing at infinity is trivially true for any $L$-superharmonic function. The concept is also useless for unbounded sets shrinking too quickly when approaching infinity. On Gromov hyperbolic spaces, it becomes significant for sets $V = W \setminus X$, where $W \subset X$ is open with non-empty intersection $W \cap \partial X$. For more elaborate criteria in the context of Martin theory see Proposition 5.14 “$L$-vanishing and Martin boundary”.

On $\Phi$-neighborhoods we can now formulate the following central result.

**Theorem 5.9 (Boundary Harnack Inequality)** Let $V \supset W$ be $\Phi$-neighborhoods with hub $h$ and $u$, $v$ two positive $L$-superharmonic functions that are $L$-harmonic and $L$-vanishing on $V$, then there is a constant $H_B = H_B(\sigma, N, C_p, C_D, k, \varepsilon, \Phi)$ such that

$$\frac{u(x)}{u(y)} \leq H_B \frac{v(x)}{v(y)}$$

for any $x, y \in W$.

**Proof.** By Definition/Proposition 5.8 “$L$-vanishing” the reduit $R^V_u$ is an $L$-potential and therefore admits a representation as

$$R^V_u = \int_{\partial V} G(\cdot, z) \, d\nu(z)$$

for some Radon measure $\nu$. On $\overline{W}$, $R^V_u$ agrees with $u$, and therefore we have

$$u(x) = \int_{\partial V} G(x, z) \, d\nu(z) \leq c \mu(B_\sigma(h)) \int_{\partial V} G(x, h) G(h, z) \, d\nu(z) = c \mu(B_\sigma(h)) G(x, h) u(h) \text{ for } x \in \partial W$$

using the assumption that $x \in \partial W$ and $z \in \partial V$ can be connected by a $\Phi$-chain through $h$ and Theorem 5.1 “Green functions along $\Phi$-chains” The other inequality from there gives

$$v(x) \geq c^{-1} \mu(B_\sigma(h)) G(x, h) v(h) \text{ for } x \in \partial W$$

and both inequalities extend to $W$ by the global maximum principle (Theorem 3.5) because $R^V_u$ and $G(\cdot, h)$ respectively are $L$-potentials. We can combine them to obtain

$$\frac{u(x)}{v(x)} \leq c^2 \frac{u(h)}{v(h)} \text{ for } x \in W.$$ Interchanging the roles of $u$ and $v$ yields the result with $H_B = c^4$. 

In most applications, $u$ and $v$ are either globally $L$-harmonic functions or minimal Green functions with pole outside $V$.

In the case of a $\delta$-hyperbolic space, the size of the smaller neighborhood can be explicitly quantified using Lemma 5.7 “$\Phi_\delta$-neighborhood basis”. We get
Corollary 5.10 (Hyperbolic Boundary Harnack Inequality) If $X$ is $\delta$-hyperbolic, there is some positive constant $H_B(\sigma, N, C_F, C_D, k, \varepsilon, \delta) > 1$ such that two positive $L$-superharmonic functions $u, v$ that are $L$-harmonic and $L$-vanishing on a $\Phi_i$-neighborhood $N^\delta_i(\xi)$ of $\xi \in \partial_G X$ satisfy
\[
\frac{u(x)}{u(y)} \leq H_B \frac{v(x)}{v(y)} \quad \text{for any } x, y \in N^\delta_{i+1}(\xi) .
\]

5.1.3 The Hyperbolic Martin Boundary

We now turn our attention towards the Martin boundary as introduced in section 3.2. In the situation at hand, $\Phi_i$-neighborhood bases are essentially neighborhood bases of minimal Martin boundary points.

Theorem 5.11 (Characterization of Minimal Martin Points) Assume $o \in X$ is a base-point. Let $(N_i)$ be a $\Phi_i$-neighborhood basis with hubs $h_i$ and assume $o \notin N_1$. Denoting the interior of the closure of $N_i \subset X \subset X^M$ in the Martin compactification $X^M$ of $X$ by $\partial N_i$, there is exactly one Martin boundary point $\zeta$ in $\bigcap N_i$. The resulting Martin function $K_\zeta$ is characterized as the only positive $L$-harmonic function $L$-vanishing on every $X \setminus N_i$, up to scalar multiples. In particular, this Martin point $\zeta$ is minimal.

Proof. By the Harnack inequalities, the sequence $K_{h_i} = \frac{G(h_i)}{G(h_{i+1})}$ has a subsequence locally uniformly converging to some $L$-harmonic function $K_\zeta$ representing a Martin boundary point $\zeta$. $K_\zeta$ is $L$-vanishing on every $X \setminus N_i$ because by the boundary Harnack inequality (Theorem 5.9) every $K_{h_j}$ for $j \geq i$, and hence every limit, is upper bounded by the $L$-potential $H_B K_{h_i}$ on $X \setminus N_i$.

Now assume there is another positive $L$-harmonic function $u$ that is $L$-vanishing on $X \setminus N_i$ for every $i$, w.l.o.g. $u(o) = 1$. Applying the boundary Harnack inequality (Theorem 5.9) we see $H_B^{-1} K_\zeta \leq u \leq H_B K_\zeta$ on $X$. Thus, $\eta := \inf u / K_\zeta \leq 1$ is positive. By the strong minimum principle following from the Harnack inequality (Theorem 2.2) the $L$-harmonic function $u - \eta K_\zeta \geq 0$ has to be positive everywhere, else it would be identical zero. In the former case we can again apply the boundary Harnack inequality (Theorem 5.9) to $K_\zeta$ and $u - \eta K_\zeta$ to get $(\eta + (1 - \eta) H_B^{-1}) K_\zeta \leq u$ which contradicts the definition of $\eta$ unless $\eta = 1$ and $u = K_\zeta$. \hfill $\square$

This gives the following characterization of the Martin boundary in case we have enough $\Phi_i$-neighborhoods:

Corollary 5.12 (Identifying the Martin Boundary) If in a given compactification $X$ of $X$ (i.e., $X$ is compact and $X \subset X$ open and dense) every boundary point admits a neighborhood basis of the form $\bigcup N_i \subset X$ for some $\Phi_i$-neighborhood basis $(N_i)$, it is canonically homeomorphic to the Martin compactification $X^M$.

Proof. Theorem 5.11 “characterization of minimal Martin points” yields an injective map from $X$ to $X^M$. It is continuous because for every sequence $(y_j)$ in $X$ converging to $\zeta \in X \setminus X$ the corresponding Martin functions $K_{y_j}$ converge to the unique Martin function that is $L$-vanishing on all $X \setminus N_i$ for some $\Phi_i$-neighborhood basis $(N_i)$ of $\zeta$, that is $K_\zeta$. Thus, by elementary properties of compactifications, it is already a homeomorphism. Note that in particular all Martin boundary points are minimal. \hfill $\square$

From this and Lemma 5.7 “$\Phi_i$-neighborhood basis” we get the following principal potential theoretic result on Gromov hyperbolic spaces."
Corollary 5.13 (Gromov Boundary and Martin Boundary) Assume that $X$ is Gromov hyperbolic. Then the Gromov and Martin boundaries of $X$ are canonically homeomorphic and every Martin boundary point is already minimal,

$$\partial_G X \cong \partial_M X, \mathcal{L} \cong \partial_M^0 (X, \mathcal{L}).$$

This means that a positive function $u > 0$ on $X$ is $\mathcal{L}$-harmonic if and only if there is a (unique) Radon measure $\mu_u$ on $\partial_G X$ such that

$$u(x) = \int_{\partial_G X} K_{\zeta}(x) \, d\mu_u(\zeta).$$

Now that we have the right notion for a potential theoretic boundary at infinity, we can update the notion of $\mathcal{L}$-vanishing. Note that the following characterizations are slightly different from the formulation in Definition/Proposition 5.8 “$\mathcal{L}$-vanishing” because there, without explicit references to a boundary, it was only possible to refer to $\mathcal{L}$-vanishing at infinity of open sets $V$ in $X$, i.e., on the Martin boundary points in $\overline{V} \cap \partial_M X \subset \overline{X}^M$.

Proposition 5.14 ($\mathcal{L}$-Vanishing and Martin Boundary) Assume every Martin boundary point has a $\Phi$-neighborhood basis, e.g., $X$ is Gromov hyperbolic. For an open subset $\Xi \subset \partial_M X$ of the Martin boundary and a positive $\mathcal{L}$-harmonic function $u$ on $X$ the following are equivalent:

(i) $u$ is $\mathcal{L}$-vanishing on any open set $V \subset X$ with $\overline{V} \cap \partial_M X \subset \Xi$ in the Martin compactification.

(ii) On any open set $V \subset X$ with $\overline{V} \cap \partial_M X \subset \Xi$ in the Martin compactification, the following property holds: each positive $\mathcal{L}$-harmonic function $v$ on $V$ with $v \geq u$ on $\partial V \cap X$ satisfies $v \geq u$ on $V$.

(iii) The Martin measure $\mu_u$ associated to $u$ is supported outside $\Xi$, i.e., $\mu_u(\Xi) = 0$.

Proof. (i) $\Rightarrow$ (ii) If $u$ is $\mathcal{L}$-vanishing on $V$, $R_u^V$ is an $\mathcal{L}$-potential and $R_u^V = u$ on $V$. Then the global maximum principle (Theorem 3.5) gives exactly the desired property.

(iii) $\Rightarrow$ (i) Each Martin function $K_{\zeta}$ is $\mathcal{L}$-vanishing outside $\zeta$ and, therefore, the Martin integral representing $u$ $\mathcal{L}$-vanishes outside the support of $\mu_u$.

(ii) $\Rightarrow$ (iii) Assume $\mu_u(\Xi) \neq 0$, then there is a compact $K \subset \partial_M X$ and an open set $W \subset \overline{X}^M$ such that $K \subset W \cap \partial_M X \Subset \Xi$, $V := W \cap X$ satisfies the condition in (ii), and $\mu_u(K) \neq 0$ (since the Radon measure $\mu_u$ is inner regular). Therefore, it is enough to consider the case where $u \equiv u_K := \int_K K_{\zeta} \, d\mu_u(\zeta)$.

We compare $u_K$ with the minimal Green function $G(\cdot, p)$ with pole $p \in X \setminus V$. Recalling the argument of (iii) $\Rightarrow$ (i) we know that $u_K$ is $\mathcal{L}$-vanishing on an open neighborhood $N$ of $X \setminus V$. By compactness of $\overline{X} \setminus V$ in the Martin compactification, $X \setminus V$ can be covered by finitely many $\Phi$-neighborhoods contained in $N$ and a compact subset of $X$. Then the boundary Harnack inequality (Theorem 5.9) shows that there is a $C > 0$ such that $C \cdot G(\cdot, p) \geq u_K$ on $X \setminus V$ and especially on $\partial V$. But then from (ii) it follows that $C \cdot G(\cdot, p) \geq u_K$ on $V$, hence on all of $X$, hence $u_K \equiv 0$ because $G(\cdot, p)$ is an $\mathcal{L}$-potential. □

5.1.4 Sharpness

The validity of such a simple identification of the Martin boundary with a geometric boundary, which one may expect from a naive guess, actually is a rare exception. If we only slightly violate the hyperbolicity constraint we can get a completely different and rather inscrutable outcome with many non-minimal Martin boundary points.
Example 5.15 (Ideal Boundaries of $\mathbb{H}^m \times \mathbb{H}^n$). The product space of two classical hyperbolic spaces $\mathbb{H}^m \times \mathbb{H}^n$, $m, n \geq 2$, has bounded geometry, but it is no longer Gromov hyperbolic since it contains flat planes obtained as products of pairs of geodesics in the two factors. In [GW93] we find a thorough discussion of the case of the Laplace operator on $\mathbb{H}^m \times \mathbb{H}^n$. There exist positive functions $s$ with $-\Delta s = \lambda \cdot s$ if and only if $\lambda \leq \lambda_0$, where $\lambda_0$ is the principal eigenvalue. For $\lambda < \lambda_0$, the operator $-\Delta - \lambda$ is coercive. The boundary at infinity (a natural generalization of Gromov boundary) is homeomorphic to $S^{n+m-1}$ [BH99, II.8.11(6), p. 266]. In turn, for the minimal Martin boundary of $-\Delta - \lambda$, for $\lambda < \lambda_0$, we have

$$\partial_M(\mathbb{H}^m \times \mathbb{H}^n, -\Delta - \lambda) = S^{m-1} \times S^{n-1} \times I_\lambda,$$

where $I_\lambda$ is a closed interval with a natural parametrization which depends on $\lambda$ and degenerates to a single point when $\lambda \to \lambda_0$ [GW93, p. 21]. The full Martin boundary contains two additional pieces,

$$\partial_M(\mathbb{H}^m \times \mathbb{H}^n, -\Delta - \lambda) = (S^{m-1} \times \mathbb{H}^n) \cup (S^{m-1} \times S^{n-1} \times I_\lambda) \cup (\mathbb{H}^m \times S^{n-1})/ \sim.$$  \(\text{(8)}\)

The gluing maps for $\sim$ are described in [GW93, p. 27]. We observe that not only the boundary at infinity does not coincide with $\partial_M(\mathbb{H}^m \times \mathbb{H}^n, -\Delta - \lambda)$, but even the details of the partition of the full Martin boundary \([8]\) depend on $\lambda$.

5.2 Boundaries and Singularities

As an application of the theory developed above we get a full potential and Martin theory on uniform domains and minimal hypersurfaces.

5.2.1 Uniform Spaces

Using the hyperbolic unfoldings presented in section 4.3, the results of the preceding settings can be easily translated to the setting of uniform spaces. In the statement of a boundary Harnack inequality, the sets $N_\delta^\xi(\xi)$ from Lemma 5.7 "$\delta$-neighborhood basis" defined relative to the quasi-hyperbolic metric, behave similarly to concentric balls in the original metric.

Proposition 5.16 (Boundary Harnack Inequality and Martin Theory on Uniform Spaces) Let $E = E^0 + V$ be a Schrödinger form satisfying a strong barrier condition on a bounded uniform space $Y$ with bounded geometry conditions as described in section 4.3.3. Then there is a constant $C \geq 1$ depending only on universal constants such that for any two $E$-harmonic functions $u, v > 0$ on $N_\delta^\xi(\xi)$ (defined in the quasi-hyperbolic metric) for some $\xi \in \partial Y$, both $E$-vanishing \([11]\) on $N_\delta^\xi(\xi)$,

$$\frac{u(x)}{v(x)} \leq C \frac{u(y)}{v(y)} \text{ for any two points } x, y \in N_\delta^\xi(\xi).$$

In particular, the topological and the Martin boundary are homeomorphic and every Martin boundary point is minimal: $\partial(Y, d) \equiv \partial_\delta^0(Y, E) \equiv \partial_M(Y, E)$.

Proof. Using the hyperbolic unfolding from section 4.3, the boundary Harnack inequality follows from the hyperbolic boundary Harnack inequality (Corollary 5.10) applied to the $E'$-harmonic functions $d^{\bar{\Delta}} u$ and $d^{\bar{\Delta}} v$ which are directly seen to be $E'$-vanishing on $N_\delta^\xi(\xi)$. Note that our more general notion of $E$-vanishing carries over, while the functions $u$ and $v$ do not necessarily vanish towards the boundary in a classical sense. The additional factors $d^{\bar{\Delta}}$ cancel and we obtain the assertion.

\([11]\) The definition of $E$-vanishing on $N_\delta^\xi(\xi)$ is the same as in Definition/Proposition 5.8 "$E$-vanishing" and Proposition 5.14 "$E$-vanishing and Martin boundary" where we merely had an ideal boundary.
Boundary Harnack inequalities for harmonic functions on Lipschitz domains have first been investigated by Kemper in [Kem72]. While we followed the approach using hyperbolic unfoldings due to Ancona [Anc87, Anc90] combined with geometric work by Bonk–Heinonen–Koskela [BHK01], there is also a more direct approach to boundary Harnack inequalities for the Laplacian on uniform domains initiated by Aikawa [Aik01], which does not require a strong barrier condition (corresponding to coercivity of $\mathcal{L}'$). More recently, Aikawa’s ideas have been generalized to Dirichlet forms on metric spaces under various additional conditions [LS14, BM19].

5.2.2 Minimal Hypersurfaces

In the case of a singular minimal hypersurface $H$, we get similar results as in the case of uniform domains, with the important difference that the singular set $\Sigma$ becomes the Martin boundary. Since $H \setminus \Sigma$ is a manifold, one might choose to either apply the general theory or the simplifications in [Remark 4.12] [Loh20] follows the second track.

**Theorem 5.17 (Boundary Harnack Inequality)** [Loh20, Th. 1 and 3] Let $\mathcal{L}$ be an $\mathcal{S}$-adapted operator on $H \setminus \Sigma$, which implies our conditions in section 4.3.2 including a strong barrier. Then there exists a constant $C(H, \mathcal{L}) > 1$ such that for any $\xi \in \hat{\Sigma}$ and any two solutions $u, v > 0$ of $\mathcal{L} f = 0$ on $H \setminus \Sigma$ that are both $\mathcal{L}$-vanishing along $\mathcal{N}^0_1(\xi) \cap \hat{\Sigma}$, we have the boundary Harnack inequality

$$u(x)/v(x) \leq C \cdot u(y)/v(y) \text{ for all } x, y \in \mathcal{N}^0_{i+1}(\xi).$$

- The identity map on $H \setminus \Sigma$ extends to a homeomorphism between $\hat{H}$ and the Martin compactification $\hat{H} \setminus \Sigma_M$.
- All Martin boundary points are minimal: $\partial_M^M(H \setminus \Sigma, \mathcal{L}) \equiv \partial_M(H \setminus \Sigma, \mathcal{L})$.

In particular, $\hat{\Sigma}$ and the minimal Martin boundary $\partial_M^M(H \setminus \Sigma, \mathcal{L})$ are homeomorphic.

Here, $\hat{H}$ and $\hat{\Sigma}$ denote the one-point compactifications of $H$ and $\Sigma$ in the non-compact case of Euclidean hypersurfaces with the following extra condition: we always add the point $\infty$ to $\Sigma$, even when $\Sigma$ is a compact subset of $H \subset \mathbb{R}^{n+1}$.

Minimal hypersurfaces have additional exploitable structure at the boundary in the form of (not necessarily unique) tangent cones in singular points. Any such tangent cone $C$ is again area-minimizing. Their interplay with potential theory has the following consequences, see [Loh20, Th. 3] and [Loh21, Th. 3 and 4]:

- If $\mathcal{L}_H$ is $\mathcal{S}$-adapted on $H$, $u > 0$ solves $\mathcal{L}_H f = 0$ on $H \setminus \Sigma$ and $u$ is $\mathcal{L}_H$-vanishing along $B \cap \Sigma$ for some ball $B \subset H$ around a point $p \in \Sigma$, then the induced operator $\mathcal{L}_C$ is $\mathcal{S}$-adapted to any of tangent cone $C$ of $H$ in $p$ is also $\mathcal{S}$-adapted. Moreover, any solution $v > 0$ induced by $u$ under blow-up $\mathcal{L}_C$-vanishes along the total singular set $\Sigma_C$ of $C$.

- The Martin theory of $\mathcal{L}_C$ on $C$ shows that there is exactly one solution $v > 0$ of $\mathcal{L}_C f = 0$ with minimal growth towards $\Sigma_C$, up to multiples, namely the Martin function at $\infty \in \hat{\Sigma}_C$. Moreover, $\mathcal{L}_C$ reproduces under scalings of $C$. Thus, we get a separation of variables: $v = \psi_C(\omega) \cdot r^{\alpha_C}$, $(\omega, r) \in \partial(B_1(0) \cap C \setminus \Sigma_C) \times \mathbb{R}^+ \times 0$, for some function $\psi_C$ on $\partial B_1(0) \cap C \setminus \Sigma_C$ and $\alpha_C < 0$. 

38
• This permits an asymptotic analysis of the solution \( u \) on \( H \setminus \Sigma \) near \( p \) from the family of Martin theories on \( H \setminus \Sigma \) and on its tangent cones.
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