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Abstract. Federated Learning (FL) wherein multiple institutions collaboratively train a machine learning model without sharing data is becoming popular. Participating institutions might not contribute equally—some contribute more data, some better quality data or some more diverse data. To fairly rank the contribution of different institutions, Shapley value (SV) has emerged as the method of choice. Exact SV computation is impossibly expensive, especially when there are hundreds of contributors. Existing SV computation techniques use approximations. However, in healthcare where the number of contributing institutions are likely not of a colossal scale, computing exact SVs is still exorbitantly expensive, but not impossible. For such settings, we propose an efficient SV computation technique called SaFE (Shapley Value for Federated Learning using Ensembling). We empirically show that SaFE computes values that are close to exact SVs, and that it performs better than current SV approximations. This is particularly relevant in medical imaging setting where widespread heterogeneity across institutions is rampant and fast accurate data valuation is required to determine the contribution of each participant in multi-institutional collaborative learning.
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1 Introduction

Federated Learning (FL) allows machine learning (ML) models to be trained on data from multiple data contributors without the need to bring data to a central location [23]. With the growing adoption of FL in enterprise including healthcare [31], it is important to quantitatively determine the contribution of individual data sources (henceforth referred to as institutions) to the performance of the global model. This data valuation technique must be fair and accurate. Shapley value (SV) [33], a technique from co-operative game theory can be used to evaluate the contribution that each institution’s data bring to a global model.
In a cooperative game, the contribution of each player is determined by calculating the average of all marginal contributions that the particular player brings to all possible coalitions not involving that player. SV can be used to value the data contributions of different institutions participating in FL. However, calculating SV is computationally very expensive. To determine the contribution of each institution requires training an exponential number of FL models ($2^n$ models [16]), which becomes utterly infeasible due to astronomical computational and communication costs, even with a small number of participants. It is impossible to compute exact SV in a reasonable time when contributing institutions number in hundreds, with current techniques using approximations [7,12].

In healthcare settings, the number of contributing institutions is unlikely to be in the hundreds. For example, recent FL training research for predicting clinical outcomes of COVID-19 patients involved twenty contributing institutions [10]. Given infrastructure and legal constraints, it is reasonable to expect 30 or fewer participating institutions in healthcare FL. Though calculating exact SV with thirty institutions is still exorbitantly expensive ($2^{30}$ FL models to compute), yet such calculations are not infeasible.

Generalizable AI models will immensely benefit from diverse data from varied sources. This is especially relevant in healthcare because there is so much heterogeneity across medical cohorts - variability across geographies, across socio-economic levels, across different data acquisition devices and techniques. Unfortunately, healthcare data is hard to share, due to legal and ethical reasons. FL can solve this sharing problem, but contributing healthcare institutions will still want to be fairly rewarded for participating in such collaborations, specifically because annotated healthcare data - which requires specialized labelling skills, is precious. In addition, noisy labels are not uncommon in healthcare and SV computations can be useful for identifying poor quality data contributors. SV can also be used to detect malicious institutions as well as identify institutions whose contributions are marginal [37].

We propose SaFE (Shapley value for Federated Learning using Ensembling) to calculate SV when number of contributing institutions is not immensely large (less than 30). SaFE uses models trained on each institution’s data as a proxy to the data itself. We still create $2^n$ models, but we use simpler models (logistic regression models), which we then aggregate using ensembling in a data-centre environment, making SaFE computationally tractable. Using empirical studies, we show that SaFE is fast, computes SV close to exact values, and performs better than existing SV approximations.

2 Related Work

The term Federated Learning was introduced in 2016 by McMahan et al. [28]. There are two types of FL settings - cross-device and cross-silo [18]. Mobile device applications with thousands of devices are considered cross-device e.g. Google’s mobile keyboard prediction [14] and Apple’s “Hey Siri” [1], while enterprise applications where a comparatively smaller number of reliable institutions train
a model (e.g. healthcare), is considered cross-silo. Cross-silo FL has been proposed in domains such as financial risk prediction [6], drug discovery [5,9] and cybersecurity [30]. There is increasing interest in FL for a variety of healthcare applications e.g., image segmentation [21], multi-institutional medical collaboration [19,32,34], digital health [38], COVID-19 research [10] and pathology [26]. However, data valuation for FL in healthcare applications is yet to be explored.

There has been considerable work on data valuation using SV in centralized setting, including in the medical domain [13,15–17,36]. J. Kang, Z. Xiaong et al. [20] assume prior knowledge of data quality of different participating institutions and propose mechanisms to maximize participation. SV is also used to compute feature importance for explainable AI [27]. In [36], S. Tang, A. Ghorbani et al. use a technique called Data Shapley to compute the contribution of single datum to a model which is trained on a centralized chest X-Ray dataset. The computed SV is used to identify low quality data, to create better models for pneumonia detection. Since it is impossible to compute exact SV for any dataset with more than a handful of data points, Data Shapley uses Monte Carlo (MC) approximation methods, thus using only a randomly selected subset of data points in the computation. However, there are relatively limited studies on data valuation using approximate SV for FL.

The few studies exploring computation of SV for cross-device FL settings [24,35,37], cannot consider contributions from all devices at the same time. In particular, this limits the applicability of these methods for cross-silo settings, which is relevant to medical use cases where all institutions contribute at the same time. We further note that the approximate SV computation methods may have difficulties in fairly assessing the value of data from different institutions. For example, two institutions with fairly large proportion of samples from a minority class/race/ethnicity might both be of high value compared to other institutions, but the valuation might change based on whether one or both of them have been sampled in the Monte Carlo approximation.

3 Background: SV Computation

Even though it is possible to value data based on attributes such as age, volume and lineage, increasingly SV has become the method of choice for data valuation. Let \( v \) denote a utility function (performance score) with respect to which SVs are calculated. \( v \) is a mapping \( 2^n \rightarrow R \), where \( n \) is the total number of players (users). The SV \( \phi_i \) for the player \( i \) is defined as the average of marginal contribution the player brings to all coalitions (subsets of the players) \( S \) which do not involve the player \( i \). So \( S = \{ s | s \in \mathcal{P}(N) \ni i \notin s \} \) or we can denote \( (S \subseteq N \setminus \{i\}) \) where \( N = \{ 1, 2, 3, \ldots, n \} \)

\[
\phi_i(v) = \sum_{S \subseteq N \setminus \{i\}} |S|!(n - |S| - 1)! \frac{1}{n!} (v(S \cup \{i\}) - v(S))
\]

(1)

where \( |S| \) denotes the cardinality. Approximation methods use Monte Carlo or Truncated Monte Carlo [13,36], both of which are based on random sampling
of different data permutations. This random sampling is repeated for many different permutations (until a convergence criterion is met), after which the approximate SV is computed by averaging over all calculated marginal contributions. Truncated in the truncated Monte Carlo means that the method stops parsing the current permutation and moves to a new permutation if the contribution of current is below a certain threshold.

4 Shapley Value for Federated Learning using Ensembling

**Step-1: Traditional FL**: Train a FL model, using the FedAvg technique or similar model aggregation technique. At the end of FL training, every participating institution has a globally trained FL model.

**Step-2: Fine-Tuning**: Every participating institution uses the globally trained FL model to fine-tune a locally created model, using its own dataset. In our scheme, to enable faster SV computation in Step-3, we create a logistic regression (LR) model, trained using per-datum feature vectors extracted using a scheme similar to that proposed by S. Tang, A. Ghorbani et al. [36]. Unlike [36], which uses a pretrained CNN CheXNet, we use the FL model created in Step-1. This locally trained LR model is sent back to the global server.

**Step-3: SV using Ensembling**: On the global server, we compute all $2^n$ models using ensembling [3] of LR models from Step-2. Unlike current Monte Carlo techniques to compute SV approximations, we compute SV using a simpler model (LR) and ensembling. For ensembling, we combine the Softmax predictions from each LR model to get a combined prediction.

Fig. 1: Shapley For Federated Learning using Ensembling (SaFE)

**Time Cost Analysis** Training exponential number of models for even simple datasets e.g. MNIST, CIFAR takes several hours. In our experimental set-up (Linux desktop with Intel Xeon E5-2637v4 CPU, 3.5 Ghz clock, 32 GB RAM with 2 Nvidia GTX 1080 GPUs), training one FL model for MNIST (five institutions) using a simple CNN on a single GPU takes approximately 15 minutes.
Algorithm 1 Proposed Methodology to compute Shapley Value

**Input:** n participants, A global model (G), FeatureExtract- function for feature extraction from trained G, TrainLR- function to train a LR model, GetEnsemble- function that takes a subset and the set of all LR models and returns the ensemble of LR models for that subset, v- Performance score metric

**Output:** $\phi_1, \ldots, \phi_n$ (Shapley values for all users)

1: Initialize the global model(G) with initial weights
2: Perform Federated Learning and obtain a trained Model G
3: for each user $i=1..n$ in parallel do
4: Send global model to each user
5: $F_i \leftarrow \text{FeatureExtract}(G, D_i)$
6: $L_i \leftarrow \text{TrainLR}(F_i)$
7: end for
8: $L \leftarrow \{L_1, \ldots, L_n\}$ local trained logistic regression models are made available to the central server
9: Initialize all $\phi_i \leftarrow 0$
10: for each user $i=1..n$ do
11: $S \leftarrow$ subsets of $\{1\ldots n\}$ not containing $i$
12: for $s$ in $S$ do
13: $\phi_i \leftarrow \phi_i + \frac{1}{n-1} \left( \sum_{S' \in S} v(\text{GetEnsemble}(L, S' \cup \{i\})) - v(\text{GetEnsemble}(L, S)) \right)$
14: end for
15: end for
16: return $\phi_1, \ldots, \phi_n$

For a more complex dataset (ROP) and a more complex CNN, one FL model takes approximately 30 minutes. Training a 3D CNN for brain imaging using 2 GPUs takes longer, around 45 minutes. Computing exact SV for MNIST and ROP took approximately 3 and 6 hours respectively, including computing $2^5$ FL models. Note that FL training was simulated on a single machine, so data exchange between institutions and the global server was inter-process, not over the Internet, which could an order of magnitude slower and costlier.

These time costs appear reasonable, but as the number of institutions increase, the time cost increases exponentially. For example, with 20 institutions, assuming FL training costs similar to MNIST (15 minutes per FL training), computing $2^{20}$ models will take an incredible 30 years. If we make the utterly unreasonable assumption that each institution can train 1000 models in parallel (using 1000 GPU VMs), we can reduce this time cost to 3 years. However, if there are 30 institutions, even with 1000 GPU VMs, the time-cost is 30 years!

Using SaFE, we compute one FL model and 20 LR models (one for each of the 20 institutions) and $2^{20}$ ensembled models at the central server. Ensembling models is inexpensive. In our experimental setup creating one ensembled model takes approximately 15 milliseconds. With MNIST and ROP datasets, SaFE takes approximately 20 minutes and 35 minutes respectively. Ensembling does not require GPU and can be parallelized. With 20 institutions, we still compute $2^{20}$ models, but the time to compute SV using SaFE is 4.5 hours. For 30 insti-
tutions, if we leverage 1000 parallel cloud CPU VMs, we can still compute SV in a very reasonable 4.5 hours.

**More SaFE advantages**

1. The ensembled model created using LR models of all participating institutions performs as well as the global FL model (see result sections).
2. Ensembling LR models is much faster compared to training FL models and does not require GPU.
3. Ensembling is done on the global server, so communication costs of training 2nd FL trained models is not incurred.
4. SV computation (Steps 2 and 3 in Figure 1) is done separate and independent of Step-1. Since Step-3 is done centrally, this allows parallelization of the SV computation.
5. Step 2 and 3 do not leak private information any more than the FL training (Step-1). Only locally trained LR model is sent to the global parameter server, no institutional data is shared with the central server.

**5 Experimental Evaluation**

We use four different datasets - 2 well known computer vision toy datasets, namely CIFAR10 [22] and MNIST [11]; and 2 real world medical datasets:

- **Retinopathy Of Prematurity (ROP)**: This contains 5600 fundoscopic images from 7 different institutions classified by disease severity, namely No, Plus, and Pre-Plus [25].
- **Brain-MRI**: Two different datasets were used to create an MRI dataset for classification. The pathological brain images are from the Brain Tumour Segmentation(BraTS) 2019 dataset [29] which contains 335 patients. The IXI Dataset [4] was used for healthy brain scans and contains 550 images. T1 contrast enhanced(T1ce) images were used from both datasets to create this dataset.

With all the 4 datasets, we perform experiments under both IID and non-IID settings. For MNIST, CIFAR10 and ROP, we split the dataset assuming 5 institutions. For brain-MRI dataset, we split assuming 4 institutions (to reduce computational costs for our experiments). We also assume that the testset is located at global server, against which the performance of different models are tested. For each of the 4 datasets, we first extract this global testset (20% datapoints from each dataset), before creating the institutional splits. For MNIST and CIFAR the global testset is the datasets’ original test split.

For IID, we use the same number of samples with nearly identical label distribution. Next, for non-IID (MNIST and CIFAR10), we introduce non-ideness in label distribution, by keeping the number of data samples in each institution fixed but creating highly skewed label distribution splits. Institution 1 has surplus of classes 0, 1 (95% for 0,1 and rest 5% for other classes); institution 2 has surplus of classes 2,3 and so forth. Lastly, for non-IID (ROP and Brain MRI), since both datasets have just three classes, we maintain uneven label distribution by identifying the majority label within the two datasets and dividing that majority label amongst the different institutions in a linearly increasing
fashion. The opposite is done with the minority labels. They are distributed among the splits in a linearly decreasing fashion. This ensures an increasing percentage of majority labels and decreasing one for minority labels across splits.

Note that we chose these data splits to demonstrate the effectiveness of our SaFE method to compute SV, not to demonstrate the effectiveness of the ML learning algorithm.

**Experimental setup** To compute exact SV in FL training, we need $2^n$ models. In out MNIST and CIFAR-10 experiments, we train $2^5$ FL models, while for Brain-MRI experiments, we train $2^4$ models.

For ROP classification, we use a Resnet18 model with pretrained ImageNet weights. For MNIST and CIFAR10 classification, we use a simpler CNN from [28]. For Brain-MRI, we use a 3D Resnet18 mixed convolution network [8] with pretrained weights. The learning rate for Brain-MRI classification is 2.5e-7. For CIFAR10, MNIST and ROP experiments, learning rate is 1e-4. The batch size was 64 for CIFAR10, MNIST, ROP whereas for Brain-MRI experiments, a batch size of 8 was used. We used epoch size of 20 for MNIST, ROP and Brain-MRI dataset and for CIFAR10 it was 50. For logistic regression models, the solver used was saga with elasticnet regularization with l1 ratio of 0.5.

We used a Linux desktop with Intel Xeon E5-2637v4 CPU, clocked at 3.5 GHZ, with 32 GB RAM and two Nvidia GTX 1080 GPUs. A single GPU was used for CIFAR10, MNIST and ROP experiments and both GPUs were used for Brain-MRI classification. Code-base is available on request.

6 Results

**LR Ensembling vs Global FL**: We compare the performance of the globally ensembled model created using locally fine-tuned LR models (from every contributing institution) and compare it to the performance of the FL model (Step-1 of SaFe). As shown in Table 1, the ensembled model accuracy is very similar to the performance of traditional FL model. For ROP experiments, the AUROCs are 0.96 and 0.95 for IID and non-IID splits respectively for both FL and LR-ensembled models. We observe the same with Brain-MRI as well, with both FL and LR-ensembled models having AUROCs of 0.94.

| Dataset     | LR Ensemble Model acc | Global FL Model acc |
|-------------|-----------------------|---------------------|
| MNIST       | 98.28                 | 98.41               |
| CIFAR10     | 82                    | 83                  |
| ROP         | 90                    | 94                  |
| Brain MRI   | 93                    | 94                  |

| Dataset     | LR Ensemble Model acc | Global FL Model acc |
|-------------|-----------------------|---------------------|
| MNIST       | 96.8                  | 96.78               |
| CIFAR10     | 73                    | 76                  |
| ROP         | 95                    | 96                  |
| Brain MRI   | 89                    | 91                  |

(a) IID  (b) Non-IID
SV Comparison Results: To compare our proposed SaFE method for computing SV against exact SV computation, we use the cosine similarity measure, commonly used to compare similarity between two vectors. SV computed using SaFE are very similar to exact SV as shown in Table 2. Quite expectedly, the SV for each institution in an IID setting is almost the same. For Brain MRI and ROP datasets, we observe almost similar SV too. With non-IID splits, the similarity scores are not as close as IID splits, but still very high.

| Dataset  | Expt. Setting | Shapley type           | 1 | 2 | 3 | 4 | 5 | Similarity |
|----------|---------------|------------------------|---|---|---|---|---|------------|
| MNIST    | IID           | Exact Shapley          | 0.197 | 0.197 | 0.196 | 0.196 | 0.196 | 0.999     |
|          |               | Our Shapley            | 0.196 | 0.197 | 0.196 | 0.197 | 0.196 |           |
|          | NON IID       | Exact Shapley          | 0.195 | 0.194 | 0.192 | 0.191 | 0.195 | 0.999     |
|          |               | Our Shapley            | 0.186 | 0.197 | 0.199 | 0.190 | 0.193 |           |
| CIFAR    | IID           | Exact Shapley          | 0.115 | 0.115 | 0.111 | 0.115 | 0.113 | 0.999     |
|          |               | Our Shapley            | 0.116 | 0.115 | 0.116 | 0.114 | 0.111 |           |
|          | NON IID       | Exact Shapley          | 0.101 | 0.070 | 0.086 | 0.115 | 0.100 | 0.973     |
|          |               | Our Shapley            | 0.106 | 0.104 | 0.097 | 0.080 | 0.101 |           |
| ROP      | IID           | Exact Shapley          | 0.183 | 0.175 | 0.181 | 0.200 | 0.200 | 0.997     |
|          |               | Our Shapley            | 0.182 | 0.182 | 0.180 | 0.180 | 0.176 |           |
|          | NON IID       | Exact Shapley          | 0.209 | 0.202 | 0.187 | 0.192 | 0.176 | 0.99     |
|          |               | Our Shapley            | 0.187 | 0.192 | 0.186 | 0.192 | 0.193 |           |
| Brain MRI| IID           | Exact Shapley          | 0.235 | 0.222 | 0.230 | 0.226 | 0.223 | 0.998     |
|          |               | Our Shapley            | 0.218 | 0.216 | 0.209 | 0.230 | 0.230 |           |
|          | NON IID       | Exact Shapley          | 0.235 | 0.222 | 0.230 | 0.226 | 0.223 | 0.99     |
|          |               | Our Shapley            | 0.187 | 0.210 | 0.176 | 0.176 | 0.176 |           |

TMC vs SaFE: To compute Truncated Monte Carlo (TMC) SV, we perform random sampling of different permutations of the LR models. We used the implementation by [13] but adapted it to work in a FL setting. SV is calculated by parsing through these permutations and calculating the marginal contribution of every new institution once its added to the existing list of institutions already scanned. This marginal contribution is the difference in performance of the ensemble model due to the added institution while parsing a permutation. This process is repeated for many different permutations and the final SV is the average over all calculated marginal contributions. This technique doesn’t consider all possible model ensembles, since it stops sampling permutations after a threshold. As seen in Figure 2, in comparison to TMC, SaFE is much closer to exact SV.
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Fig. 2: Shapley for MNIST-IID (left) and CIFAR-IID (right).

7 Conclusion

When healthcare institutions participate in collaborative FL training, the contributions that their data make to the global model might not be equal. Some institutions might contribute more data, some better quality data or some more diverse data. To fairly rank the data valuation of datasets, Shapley value (SV) has emerged as the method of choice. But SV computation is impossibly expensive, when there are immensely large number of participating institutions. Even in healthcare FL, where we have a sizeable number of participants, calculating SV can be exorbitant. Existing SV techniques use approximations, which can result in unfair SV attributions. In this paper, we propose an efficient SV technique called SaFE (Shapley value for Federated Learning using Ensembling), that relies on "model" approximation (ensembling being an instance of it) instead of "SV computation" approximation. We show empirically that SaFe computes SV faster, its SV are close to exact SV, and that SaFe performs better than current approximation techniques. Future work would deepen the theoretical foundation of SaFE to obtain guarantees for different model approximation scenarios.
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