A Multi-Objective Metaheuristic Approach Based Adaptive Clustering and Path Selection in IoT Enabled Wireless Sensor Networks
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Abstract – The application-oriented Internet of Things (IoT) systems that exhibit the use of wireless sensor networks (WSNs) have energy constraint issues. The nodes in the WSN are driven by batteries that cannot be used for a very long time and thus the network is unable to combat the energy efficiency challenge. Also, the energy of the nodes drains rapidly with time as a result of a steady sensing task. Moreover, there are several intermediate tasks performed by the wireless network from sensing to sending the data to the destination. The traditional wireless models can accomplish the task of sensing and transmitting but are unable to avoid the tradeoff between many quality-of-service matrices such as network latency and throughput. So, there is a need to employ optimization techniques with a multi-objective paradigm. In this paper, a model for both choosing the cluster head and selecting the efficient path in a WSN for IoT applications has been proposed. The cluster head selection which is a part of clustering is done using a multi-objective rider optimization algorithm (ROA) which considers 3 objectives namely energy, distance, and delay. The routing is performed by selecting efficient and optimal paths using the multi-objective sailfish optimization algorithm (SFO). The results reveal that the proposed model proves itself superior to other similar existing works when compared based on execution time, energy depletion, network delay, throughput, packet delivery ratio, alive nodes in the network, and increase in dead nodes. The experimentation is done on a dense sensor network and it is observed that the proposed work can mitigate up to 30-40% of energy utilization and 40-60% of delay when compared with similar multi-objective techniques for routing and clustering. The intensification in the network lifespan and throughput is also marked by the proposed multi-objective technique which makes it profitable to be used in various IoT applications.

Index Terms – IoT Enabled WSN, Multi-Objective Optimization, Clustering, Quality-of-Service, Rider Optimization, Sailfish Optimization.

1. INTRODUCTION

Internet of things (IoT) technology has manifested itself as mandatory technology in many wireless-based applications like monitoring of residential areas, forests, hilly areas, military surveillance, etc.[1]–[3]. The sensors deployed within the objects such as RFID tags, actuators, mobile devices, and many more in the IoT framework, are treated as the things which collect useful data, process it, and updates it to the destination user or central controller. They can communicate with other objects in the IoT framework. With full internet access, the IoT framework at one site can be connected with the other site with different or same applications in case of huge networks covering a considerably big area. For instance, residential area which is on a plain ground can be connected with the areas of high altitude or hilly or forest. The IoT enabling technologies consists of cloud computing, embedded systems, big data analytics, wireless sensor network (WSN), and various protocols for wireless communications. Figure 1 represents an IoT-enabled framework. WSN is the system of homogeneous and/or heterogeneous sensors and actuators known for their self-organizing nature, which transmits the data collected by each node to a controller following some routes using a high data rate mechanism. WSN forms a key constituent of the IoT framework for collecting, aggregating, and transmitting the data. It is also responsible to magnify the total performance of the IoT network by employing various efficient and optimized algorithms. The WSN gives access to remote areas like marshy lands, in the air, valleys, etc. which are quite unreachable for humans. To design a large WSN compatible with the IoT structure is quite a challenging task. The challenges are due to the resource constraints of the sensor network like the battery power. The lifespan of a
network depends on the life of every node. To answer these challenges, some solutions should be adopted. One of the major issues is data aggregation. The best solution to it is clustering. Much research has been done in this field to achieve efficient and reliable aggregation and data gathering in the sensor networks using clustering-based approaches [4–10]. Although the WSN are self-organized networks, some issues like network load balance, topology control still exist in the case of large WSN.

The clustering technology may help to overcome these problems. By decentralizing large WSNs, and creating the clusters of nodes based on some aspects like node density, distance, etc. high scalability and network lifetime can be achieved. The introduction of machine learning techniques and optimization approaches has proved to be a revolutionary step in clustering.

Figure 1 An IoT Enabled Framework

The introduction of optimization and machine learning has proved to be a revolutionary step in clustering. The cluster head selection, creation of optimized clusters and inter-cluster, and intra-cluster communication can be efficiently performed using optimization algorithms. Many optimization algorithms for instance Particle swarm (PSO) optimization [11], Grey wolf technique of (GWO) optimization [12], Genetic algorithm [13][14], Cuckoo search optimization [15], Chicken swarm optimization [16], Ant lion optimization [17][18]etc.

The multi-objective approach in optimization has not been inspected much in the whole clustering process and there are very little research and findings in this domain. In [19] and [20] authors used a multi-objective optimization approach to design efficient and optimized routes for reliable communication between nodes and BS. Thus, the multi-objective aspect for making both the optimal cluster head selection along with optimal path selection for routing in order to enhance the QoS and reliability of clustering in WSN and IoT networks is the source of motivation for this paper. The contributions to the paper are as follows:

- The combined problem of cluster head selection and route path selection is performed in an optimized way by considering 3 objectives simultaneously i.e., node energy, delay, and distance for selecting the cluster heads and for optimal routing a fitness function based on throughput, remaining energy, and link quality is optimized.
- The cluster head selection has been performed on large WSN using a multi-objective rider optimization algorithm to ensure efficient and reliable clustering. To ensure load balancing, the cluster heads are changed after certain iterations centered on the power, distance, and delay of the nodes in the network.
- The selection of route path for inter and intracluster communication has been performed by a multi-objective sailfish optimization algorithm. The route path keeps on changing as soon as any of the elite cluster heads is found dead or inactive. This function of SFO acts as a self-healing property for the proposed model.
- Both the approaches are combined and the enhancement in the performance of various QoS metrics is noted when compared with other pre-existing approaches.

The flow of the paper is sequentially explained in further sections. Section 2 consists of a brief review of the recent articles dealing with the application of optimization in the clustering of WSN/ IoT networks. Section 3 deals with defining the problem and gives the system model for the proposed approach. In Section 4, multi-objective rider optimization for cluster head selection and optimal path selection procedure based on sailfish optimization are described in detail. Section 5 gives the detailed working and algorithm of the proposed work. In Section 6, experimentation based on graphical and quantitative analysis is carried out for proposed work and other similar existing techniques. Section 7 gives a summary of the outcomes of the paper and concludes it by presenting a viable future scope.

2. RELATED WORK

Several studies have investigated cluster head selection in clustering and route path establishment. One of the basic techniques is low energy adaptive clustering (LEACH) hierarchy protocol that selects cluster heads temporarily depending on probability \(P_{j}(t)\) at which a node ‘\(j\)’ is suitable to be a cluster head at round ‘\(k\)’ and is given by the following equation:

\[
P_{j}(t) = \begin{cases} 
\frac{g}{N - g(k \mod \frac{N}{g}} , & G_{j}(t) = 1 \\
0, & G_{j}(t) = 0
\end{cases}
\]

Where \(N\) is the quantity of nodes in the network, \(G_{j}(t)\) is the term that tells whether a node ‘\(j\)’ is a cluster head or not. ‘\(g\)’
expresses the expected cluster heads for the present ongoing round. In [21], the authors proposed a variant of LEACH called EEM-LEACH for achieving efficiency in energy utilization in multi-hop wireless sensor networks. This multi-hop scheme with low communication cost is established to inflate the lifetime of the WSN. The nodes that consume minimum energy and have high residual energy are declared as cluster heads. The nodes in the vicinity of the sink are able to communicate directly with the sink to mitigate the cost of communication. Miranda et al. [22] give an extensive comparison among 3 optimization approaches namely S-Metric Selection Evolutionary Multi-objective Optimization algorithm (SMS-EMOA), Non-dominated sorting genetic algorithm II (NSGA-II), and an evolutionary multi-objective genetic algorithm based on decomposition (MOEA/D) for cluster head selection problem. In [11] authors have used PSO in clustering so that all nodes can be covered and no individual node remains after clustering also it mitigates the overhead of the cluster head.

An optimized LEACH is proposed in [13] which uses a genetic algorithm to find an optimal route path to route data from source node to the sink node. Prasad et al. [23] proposed a differential evolution-based multi-objective PSO (MOPSO-DE) for efficient clustering in WSN. The cluster heads are chosen using differential evolution scheme based on genetic algorithm. The experimentation shows that the MOPSO-DE surpasses multi-objective particle swarm (MOPSO) optimization, PSO, and LEACH algorithms on grounds of average end-to-end delay, number of alive nodes, and packet delivery ratio. The literature [4], [5][24]–[36] presents various ways of selecting the cluster head in a cluster-oriented WSN. [19], [20], [37]–[46] propose path selection techniques using optimization approaches to achieve low energy consumption and low communication overhead. An attempt to achieve both clustering and routing using multi-objective approach is suggested in [47]. The proposed joint clustering and routing based on the genetic (GA) algorithm for multi-objective (CRMOGA) optimization mainly focuses on reducing the energy usage and amplifying the network lifetime. CRMOGA uses an evolutionary GA approach to form optimal clusters as well as to set up routing paths. It outperforms LEACH and a two-level approach for clustering called TLC.

In [35], the authors attempt to search for optimal route paths using PSO and tabu search methods called TabuPSO for a multi-hop clustered WSN application. Li et al. [48] propose an improved non-dominated sorting PSO (INSPSO) which uses multi-objective functions for making clusters and optimal route paths. Xu et al. [49] give an elaborated survey on various clustering methods used in WSN and 5G IoT applications. An efficient emergency message delivering technique based on clustering of dense vehicular networks is proposed in[50]. The method uses two MAC broadcasts protocols for reliable transmission of emergency messages. It compares three routing protocols that use the IEEE standards 802.11p and 802.11 and models for mobility. The results for proposed method against clustering algorithm based on direction for data dissemination in vehicular (DBCADD) networks method [51] are compared on the basis of broadcast time, delay, throughput, message delivery ratio, and overhead. Table 1 gives recent works in the field of clustering in which the cluster head selection and optimal path establishment have been done using various metaheuristic multi-objective optimization approaches. The issues are identified and the advantages are described in the table. Some multi-objective approaches aim to reduce energy requirement, some reduce network latency. Our proposed method is efficient in optimizing energy expenditure, throughput, link quality, delay, distance and enhances packet delivery ratio and network life. Thus, the proposed approach claims to overcome the drawbacks of the above-mentioned works.

| Literature          | Technique used                              | Advantages                                                      | Limitations                                           |
|---------------------|---------------------------------------------|----------------------------------------------------------------|-------------------------------------------------------|
| Hoang et al.[52]    | Harmony search algorithm-based clustering    | Lifespan improvement and suitable for real-world experiments    | Adaptive coefficient in fitness function creates temporary clustering |
| Ahmed et al.[53]    | Multi-objective whale optimization algorithm (MOWOA) | Good for prolonging network life of large-scale WSN & lowering the energy consumption. | Depends only on the sink node positions which are sometimes unable to cover the whole network area and may increase the cost of the network |
| Mehta et al.[54]    | Multi-objective sailfish optimization, proposed method is termed as Multi-objective Cluster | Optimizes energy, cost, distance, and coverage while selecting cluster head and route path. | Not very much suitable for large WSNs. Also, with a large count in rounds the quantity of dead nodes increases. |
### Table 1 Multi-Objective Optimization Approaches for Clustering and Route Selection in WSN and IoT Applications

| Author(s)               | Method                                                                 | Improvement                                                                 | Limitation                                                                 |
|-------------------------|------------------------------------------------------------------------|----------------------------------------------------------------------------|----------------------------------------------------------------------------|
| Preeth et al.[39]       | Adaptive fuzzy multi-criteria decision-making approach + Immune-inspired optimization | Almost all QoS parameters are improved                                     | Efficient inter-cluster communication is not focused, and is not suitable for more BS. |
| Hacioglu et al.[55]     | Non-dominated sorting genetic (NSGA-II) algorithm-II                   | High accuracy                                                              | High computational cost and not good for multi-hop routing.                |
| Gupta et al.[15]        | Cuckoo search + Harmony search algorithms                              | Efficient routing and cluster head distribution enhances alive nodes and mitigates energy depletion. | Cannot handle faulty nodes, delay is more.                                 |
| Elhabyan et al.[56]     | NSGA-II + Speed-constrained multi-objective particle swarm (SMPSO) optimization | Reduces average energy expenditure per node, low execution time, and high throughput. | Cannot address network interference issue because nodes transmit data at high power. |
| Yogarajan et al.[17]    | Ant Lion optimization                                                 | Reduces individual node creation.                                           | Not suitable for heterogeneous WSNs.                                       |
| Sert et al.[57]         | Multi-objective fuzzy clustering (MOFCA) algorithm                     | The more total remaining energy, a high number of half node alive and first node dies with increase in rounds. | Not suitable for varying node locations (mobile nodes).                    |
| Kaswan et al.[58]       | Multi-objective particle swarm (MOPSO) optimization                   | Well planned path design for routing, good network life, and low standard deviation as compared to other approaches | Multiple mobile sink problems.                                             |

### 3. PROBLEM DESCRIPTION AND SYSTEM MODEL

#### 3.1. Problem Formulation

The clustering and routing issues when addressed simultaneously may show a degrading influence on the performance of QoS parameters like delay, throughput, etc. since these two issues cannot be efficiently solved using traditional algorithms. Moreover, the nodes in a sensor network or IoT network have limited energy sources which makes them function in a time constraint manner. So, a model which can work with energy, time, cost, and other QoS constraints is very essential for dense WSN for its high performance.

The proposed method takes the multi-objective paradigm of the optimization approach into consideration to combat these problems. Below written points are the goals of the proposed work:

- Three objectives to maximize the throughput and network life while minimizing the energy usage per node and end-to-end delay in network are simultaneously achieved.
Efficient clustering and the choice of cluster head to avoid residual energy node problems. The clustering works efficiently till the energy of the nodes gets depleted completely thereby making energy usage to its fullest.

Ensuring reliable data transmission using the link quality of the links for data transmission between the cluster heads.

3.2. System Model
The proposed model considers a sensor network just like the one which is depicted in figure 2 with ‘Y’ number of sensor nodes, ‘m’ cluster heads (AN), and a base station. The locations of each node are determined by the global positioning (GPS) system. The GPS collects the latitude and longitude of the node and calculates the distance. This paper adopts the Haversine distance method given in [59] to find the distance of each node from the base station (BS). Every node has a unique identification (ID) and the ID for BS is 0.

The following assumptions are taken into consideration while proceeding with the proposed algorithm:

- The number of BS is set to 1 since the network has only one BS.
- All cluster members are in the transmission range of the cluster head of the corresponding cluster.
- Each cluster head has its communication range such that other neighboring cluster heads come in its range.
- All cluster members send the information to their corresponding cluster heads in every iteration.
- Only cluster heads are allowed to communicate with the base station and other nodes cannot directly send data to the BS.
- The nodes are assumed to be mobile and the locations of cluster heads are updated with every iteration.

The energy dissipation at both transmitter and the receiver [60] follows the multi-path fading model. The energy dissipation for sending ‘b’ bits if packet when distance ‘d’ between the source (sender) and the sink (receiver) is less than threshold ‘th’ is given as:

\[ E_s = b \times (E_{el} + E_{free} \times d^2) \]

And when ‘d’ signifies a value greater or equal to the threshold ‘th’ then the energy for sender node ‘E_s’ is given by:

\[ E_s = b \times (E_{el} + E_{mfad} \times d^4) \]

Where ‘E_{free}’ is energy consumption for free space, ‘E_{el}’ energy for electronic circuit simulation, ‘E_{mfad}’ is the energy spent in multipath fading. The threshold ‘th’ is given by:

\[ th = \sqrt{\frac{E_{free}}{E_{mfad}}} \]

The energy utilized for receiving ‘b’ bits of packet is given by:

\[ E_r = b \times E_{el} \]

Each cluster head spends energy which is given by:

\[ E_{AN} = E_{ANagg} \times b \times n \]

Where ‘n’ is the number of messages and ‘E_{ANagg}’ is the energy spent for collecting a bit of packet.

4. CLUSTER HEAD AND OPTIMAL PATH SELECTION MODEL
This section manifests a detailed description of both the approaches i.e., rider optimization and sailfish optimization along with the usage of a multi-objective framework to select cluster head during the clustering process and selecting optimal path during the routing process.

4.1. Multi-Objective Rider Optimization (MROA) for Selecting Cluster Head
Binu et al. [61] proposed a novel rider optimization algorithm (ROA) in 2019 which was employed for finding faults in the analog circuitry. In order to solve various issues related to energy consumption, delay, etc. the sensor network in an IoT-enabled WSN must opt for optimization methods to choose the cluster heads carefully and efficiently while clustering the nodes. There have been many approaches modeled for this purpose. One of the latest and highly convergent approaches is the rider optimization approach for cluster head selection. This algorithm uses groups of riders (nodes) that aim to reach a target location and become a winner. There are 4 groups in
this approach namely Bypass rider, follower, attacker, and overtaker. The follower axially follows the leader’s position, bypass rider tries to bypass the leader’s path to achieve the target, the attacker uses its high speed and searches fast to occupy the position of the leader for attaining target and the overtaker traces the locations in rider’s proximity to get to the target thereby achieving faster convergence.

It considers 3 objectives to find the best fitness for evaluating the success rate as well as for updating the locations of bypass rider, follower, overtaker, and attacker in the method. The clusters in the network tend to change and the fittest node among them is chosen to be the cluster head (AN) based on the objective functions and the rider optimization output. Therefore, a multi-objective strategy is used with ROA in which the cluster heads are picked on the basis of fitness values based on the energy, delay, and distance between the nodes. Figure 3 depicts the node representation for AN selection using the multi-objective rider optimization method.

Furthermore, the important factors for a rider to get to the target are steering, proper use of accelerator, gears, and brake. The rider varies its position with time to attain the target location using these factors. Depending on the success rate, the rider repeats the whole process until it attains the maximum time ‘qioff’ after which the rider reaching the target is announced as a winner also called a cluster head in the WSN. Figure 4 represents the flowchart of the MROA for cluster head selection. A multi-objective optimization approach with three objectives is considered to evaluate the fitness of riders in ROA. These objectives are energy consumption of nodes, delay, and distance among sensor nodes, cluster heads, and base station.

The reason behind taking these three objectives is that during clustering energy of the node is a very significant factor. After multiple transmission of data packets, the energy of nodes reduces with time in that case the clustering can be made efficient by considering the cluster members of low energy level and a cluster head possessing higher energy among other nodes. The transmission of packets is governed by the time it takes to get delivered from one node to another and the more optimal the distance is between the nodes the lesser will be the delay in the network during transmission. Equations (1) to (4) display energy consumption, \( OF_{\text{energy}}(x) \) is the energy for nodes in a cluster except maximum energy node and \( OF_{\text{energy}}(y) \) is the energy of node with maximum energy. \( X \) signifies total nodes in one cluster, \( r \) denotes a constant ranging between 0 and 1. \( E(SN_k) \) represents the energy of \( k^{th} \) node and \( E(AN_l) \) symbolizes the energy of \( l^{th} \) cluster head (AN).

\[
\begin{align*}
OF_{\text{energy}} & = \frac{OF_{\text{energy}}(x)}{OF_{\text{energy}}(y)} \quad (1) \\
OF_{\text{energy}}(x) & = \sum_{l=1}^{X} rE(I) \quad (2)
\end{align*}
\]

Where

\[
rE(I) = \sum_{k=1}^{X} rE(1 - E(SN_k) \cdot E(AN_l)); 1 \leq l \leq X \quad (3)
\]

In equation (3) the iteration occurs through all nodes except ‘AN’ with ‘k’ ranging from 1 to X. The energy in equation (4) is considered as maximum energy for \( k^{th} \) node.

\[
OF_{\text{energy}}(y) = X \cdot \max_{k=1}^{X} \left( \frac{E(SN_k) \cdot \max_{l=1}^{X} E(AN_l)}{E(AN_l)} \right) \quad (4)
\]

In the equation (5), \( OF_{\text{delay}} \) lies in interval [0,1] and is the ratio of ‘AN’ in WSN to the total number of sensor nodes (Y). The delay should be minimum which can be attained by lowering the quantity of nodes in a cluster.

\[
OF_{\text{delay}} = \frac{\max_{k=1}^{X} (AN_l)}{Y} \quad (5)
\]

Equation (6) represents the distance model. \( OF_{\text{distance}}(x) \) represents distance among AN to BS and sensor nodes to AN. This distance lies in the range of interval [0,1]. \( OF_{\text{distance}}(y) \) is the distance between two sensor nodes.

\[
\begin{align*}
OF_{\text{distance}} & = \frac{OF_{\text{distance}}(x)}{OF_{\text{distance}}(y)} \quad (6) \\
OF_{\text{distance}}(x) & = \sum_{k=1}^{Y} \sum_{l=1}^{X} \frac{|SN_k - AN_l| + |AN_l - BS|}{Y} \quad (7) \\
OF_{\text{distance}}(y) & = \sum_{k=1}^{Y} \sum_{l=1}^{X} \frac{|SN_k - SN_l|}{Y} \quad (8)
\end{align*}
\]

In equation (1), \( OF_{\text{energy}} \) is the objective function for energy and is defined by equations (1) to (4). The aim is to select maximum energy nodes so that they act as AN in the network and also the delay and distance should be made minimum to ensure fast data transmission. Equation (9) shows the relation between the objective functions for energy, delay, and distance. The fitness value calculated in equation (9) should be maximum to ensure the best solution.

\[
\text{Fitness value for AN selection} = \max \left( \frac{\lambda}{OF_{\text{distance}}} + \frac{(1-\gamma)}{OF_{\text{delay}}} \right) \quad (9)
\]

Here, \( \lambda \) and \( \gamma \) are constants. The experimentation shows that to achieve maximum value of the fitness function both values should be taken less than 1. Here, 0.3 and 0.9 are chosen for \( \lambda \) and \( \gamma \) respectively which gives the best results as compared to other values.

The group of riders is initialized using equation (10)

\[
R^u = \{ R^u(u,v) ; 1 \leq u \leq A; 1 \leq v \leq B \} \quad (10)
\]

\( R^u(u,v) \) signifies the position of \( u^{th} \) rider in \( v^{th} \) size at \( qi^{th} \) time instant. ‘A’ is the count of riders. ‘B’ is the number of coordinates or dimension.
The success rate is represented in equation (11) where $R_u$ is the position of $u^{th}$ rider and $q_i$ symbolizes target location. The success rate is determined by making reciprocal of the distance between the riders (nodes) which is taken as a fitness value from one of the objective functions expressed in equation (6). The distance is made minimum and thus the success rate can be maximized.

$$SR = \frac{1}{||R_u - q_i||}$$  \hspace{1cm} (11)

The count of riders’ ‘A’ is expressed as:

$$A = BP_i + FO_i + OT_i + AT_i + RB$$  \hspace{1cm} (12)

Where $BP_i$ is the bypass rider, $FO_i$ is the follower, $OT_i$ represents overtaker, $AT_i$ signifies attacker and $RB$ is the rag bull rider. The steering, location, and vehicle coordinate for $u^{th}$ rider is denoted as $\theta^{(u,v)}$, $\phi_u$ and $\chi$ respectively. As described earlier the major factors of vehicle [43] for $u^{th}$ rider are brake $br_u$, accelerator $ac_u$, and gear $G_u$. The value for gear lies between 0 and 4 while that for the accelerator and brake lies between 0 and 1.

Once the initialization of the rider and its parameters is done, the success rate value is used in each iteration to update all riders to establish the leader rider or optimal rider which has the highest value of success rate among other riders and is in close proximity to the target. The contribution of the attacker is to locally convergence the algorithm whereas global convergence can be achieved using the directional indicator while updating the overtaker position. In the arbitrary search, the follower uses the multi-directional space for searching the position. Initially, the bypass rider ignores the leader’s path and follows a normal route, then the group’s position is updated using equation (13). Here $\beta$ and $\omega$ are the arbitrary numbers ranging from 0 to 1 of size $1 \times B$. 'q' and 'a'
represent a random number between 1 to A. To get the target, it is important to update the bypass rider’s location.

\[
R_{q_{i+1}}^{\text{BMI}}(u, v) = \beta \left[ R^q_i(q,v) \ast \omega(v) + R^q_i(a,v) \ast [1 - \omega(v)] \right]
\]

Based on the leading rider position, the follower location is updated which is expressed in equation (14). \(R^\text{FOI} \) indicates the location of the leader rider, ‘\(P_i\)’ symbolizes the index of the leader rider, \(\theta_{u,v}^{q+1}\) represents the steering angle for \(u^i\) rider in \(b^i\) coordinate, and \(g_{u,v}^q\) specifies the distance required for \(u^i\) rider to cover. \(g_{u,v}^q\) can be evaluated by multiplying the rate and velocity of the off-time for the rider.

\[
R_{q_{i+1}}^{\text{FOI}}(u, b) = R^\text{PI}(P_i, b) + \left[ \cos(\theta_{u,v}^{q+1}) \ast R^\text{PI}(P_i, b) \ast g_{u,v}^q \right]
\]

Equation (15) represents the position update of the overtaker which is responsible to promote the success rate. Here, \(D_{q_i}^\text{II}(u)\) symbolizes the directional indicator.

\[
R_{q_{i+1}}^{\text{ATI}}(u, b) = R_{q_i}(u, b) + \left[ D_{q_i}^\text{II}(u) \ast R^\text{PI}(P_i, b) \right]
\]

The attacker seeks to grab the leader’s place by following the update process of the leader which is expressed in equation (16).

\[
R_{q_{i+1}}^{\text{ATI}}(u, v) = R^\text{PI}(P_i, b) + \left[ \cos(\theta_{u,v}^{q+1}) \ast R^\text{PI}(P_i, v) \right] + g_{u,v}^q
\]

Equations (9) gives the fitness value which is used to update the positions of bypass rider, follower, overtaker, and attacker using equations (13) to (16) respectively. For example, if there are 20 fitness values then first 10 are used to update the bypass rider and follower’s position, and the next 10 values are used to update the overtaker and attacker positions as shown in the below equations (17) and (18).

\[
R_{q_{i+1}} = \frac{R_{q_{i+1}}^{\text{BMI}} + R_{q_{i+1}}^{\text{FOI}}}{2}
\]

\[
R_{q_{i+1}} = \frac{R_{q_{i+1}}^{\text{ATI}}}{2}
\]

4.2 Multi-Objective Sailfish Optimization (MSFO) for Route Selection and Data Transmission

Shadravan et al. [62] proposed a metaheuristic population-based approach called sailfish optimization (SFO) in 2019 for solving engineering problems with constraints like truss, beam, gear design problems, and many more. It is a novel optimization approach that mimics the hunting strategy of sailfish. The sailfish has a bill in the front consisting of small teeth this helps it in injuring and then capturing the sardines swimming in a school. The steps in SFO approach are listed below:

**Step 1** Initialization: The search space consists of the position of sailfishes which are scattered randomly in one, two, or hyperdimensional space. The school of sardines helps to update the best position of the sailfish. When a sardine is injured, its position is taken by a sailfish thereby upgrading the old position and obtaining a better solution.

**Step 2** Elitism: The selection of elite sailfishes avoids the risk of losing good solutions. In this step, the fittest solution of sailfish is kept reserved in every iteration and is called “elite”. These elite sailfish are responsible to injure the sardines and the injured sardine position is considered to be the best target for hunting. Both the elite sailfish position and injured sardine position are called in this step.

**Step 3** Alternate attack strategy: The sailfish hunt in a group by encircling the prey school. Either a sailfish attacks with respect to an elite sailfish and updates its position substituting the injured sardine or it occupies any empty position while encircling the prey. The attacks are coordinated temporally such that one sailfish attack at one time thereby enhancing the success rate. However, there are also more chances for sardines to escape the sailfish attacks because the energy and speed of sailfish reduce with time.

**Step 4** Hunting: The sailfish bills help them to injure the sardine school by removing their scales and tissues. The speed of motion of sailfish is quite high and they hunt their prey by slashing their rostrum. With time more and more sardines get injured which affects their speed and maneuverability which ultimately makes them an easy target to capture for sailfish. It is observed that the capture success rate is in a positive correlation with the number of injuries caused to the sardine school.

**Step 5** Catching: With frequent attacks of sailfish, the energy and maneuverability of the prey reduce. Eventually, the sardines will get more vulnerable to be attacked by sailfish’s bill and can be captured easily and quickly. When sardines become more suitable than their corresponding sailfish, the sailfish substitutes their position with the position of wounded sardine, this enhances the possibility of catching new sardines.

The search space of SFO contains the position of sailfish and sardines as variables in a matrix. In this paper, we consider 2-dimensional search space where \(j^\text{th} \) cluster head or aggregator node ‘AN’ in the path ‘l’ has position \(AN_{li} \in \mathbb{R}(j = 1, 2, ... m)\)

\[
AN_{pos} = \begin{bmatrix}
AN_{l1} & AN_{l2} & \cdots & AN_{lm} \\
AN_{j1} & AN_{j2} & \cdots & AN_{jm} \\
\vdots & \vdots & \ddots & \vdots \\
AN_{d1} & AN_{d2} & \cdots & AN_{dm}
\end{bmatrix}
\]

Where ‘\(m\)’ represents number of cluster heads (AN), ‘\(d\)’ is the number of paths and \(AN_{ij}\) is the dimension of \(j^\text{th} \) cluster head. The fitness function for finding fitness of AN in every path
keeping 3 objectives in consideration i.e., throughput (Th), link quality (LQ), and energy of nodes is calculated as:

Fitness value of AN = f(AN) \tag{20}

\[ \text{Th} = \sum_{j=1}^{m} AN_j \left[ V_{AN_j} \left( P_{AN_j, BS} \right) \right] \text{bits/sec} \tag{21} \]

Equation (21) gives the throughput equation in which data transmission speed of AN location of AN and location of BS. Here, in a particular path, the energy of each cluster head is evaluated instead of calculating the energy exhibited by the nodes. The link quality is calculated in terms of the received signal strength (RSS) of the neighbor cluster head. Table 2 gives the benchmark of link quality with respect to the value of RSS.

| Link quality | Range of RSS |
|--------------|--------------|
| Excellent    | <-10dBm      |
| Acceptable   | <-20dBm      |
| Poor         | <-40dBm      |
| Very poor    | <-60dBm      |

Table 2 Link Quality Selection Based on a Range of RSS

The fitness for every AN in each path of the network can be shown in the following matrix:

\[ AN_{fit} = \begin{bmatrix} f(AN_{1,1}) & AN_{1,2} & \cdots & AN_{1,m} \\ f(AN_{2,1}) & AN_{2,2} & \cdots & AN_{2,m} \\ \vdots & \vdots & \ddots & \vdots \\ f(AN_{d,1}) & AN_{d,2} & \cdots & AN_{d,m} \end{bmatrix} \tag{22} \]

The fitness value for AN is given by:

\[ f(AN) = x_1 \times \text{Th} + x_2 \times E_{rem} + x_3 \times \text{LQ} \tag{23} \]

\( 'x' \) is the weight factor that ranges between 0 & 1. To select the best path, the best neighbor cluster head AN\text{elite}\text{'} has to be identified with the best fitness value and is updated with other cluster head’s position P\text{elite}\text{'}.

\[ P_{best} = AN_{elite}' - \alpha_i \times \left[ \text{rnd} \times \left( \frac{AN_{elite}' + P_{BS}}{2} \right) + P_{Anold} \right] \tag{24} \]

In equation (24), AN\text{elite}' is the newly found AN position. P\text{Anold}' is the previous AN position and ‘rnd’ represents a random number lying between 0 & 1. \( \alpha_i \) is the coefficient of \( j^{th} \) iteration and is given by the equation (25).

\[ \alpha_i = 2 \times \text{rnd} \times D_p \tag{25} \]

\( D_p \) is the density of path in the network which is defined by equation (26).

\[ D_p = \frac{N_{AN}}{N_{AN} + N_{BS}} = \frac{N_{AN}}{N_{AN} + 1} \tag{26} \]

\( N_{AN} \) is the number of cluster heads and the base station is one so the quantity for the base station (N_{BS}) is taken as 1. Once the best path is searched by SFO, the data communication starts. During the transmission, the cluster heads may become dead or inactive due to energy consumption. The inactive nodes are removed from the transmission paths and some other path is selected to promote the mitigation in the end-to-end delay.

\[ R_{alt} = \text{NewP}_{best} \text{ if } E_{rem} = (AN_i) < \text{min}_\text{Th} \tag{27} \]

The new alternate path among the available paths is found using equation (24) with the threshold (Th) condition in equation (27). Here, min_\text{Th} = E_{req}(AN_i, AN_j) and \( E_{req}(AN_i, AN_j) \) represents the energy required for transmitting the information from the present cluster head (AN_i) to the next cluster head (AN_j). Figure 5 shows how the path is selected using AN\text{elite} and by removing dead ANs.

---

5. PROPOSED WORKFLOW

Generally, the WSN in the IoT framework is modeled as a clustered network with clusters of different node density and each cluster has its own cluster head that works as a coordinator. These coordinators collect data from all sensor nodes and finally send their information to the base station. The selection of the coordinator node is very critical and must be done in an organized manner because the wrongly selected coordinator or aggregator may lead to the inefficient working of the network resulting in various issues.

In our model, the choice of cluster heads is done by the rider optimization algorithm (ROA) and the route selection for data transmission is performed using sailfish optimization (SFO). Figure 6 demonstrates the block diagram explaining the full model proposed in this paper. The algorithm for the proposed combined clustering and routing model using multi-objective optimization is written below. The algorithm shows the flow of how both approaches are used for accomplishing two different tasks. Initially, the population of nodes is taken as rider count. The success rates are evaluated and
simultaneously the fitness function based on the three objectives described in the section for each rider is also calculated. Now the process is started till the stopping criteria are achieved. The locations of bypass rider, overtaker, follower, and attacker are updated on the basis of the fitness function values and the ranking is given to the riders based on the rates of success. The highest-ranked rider becomes the leader rider. These leader riders are chosen in every iteration for left out nodes and the clusters are also formed based on the distance objective. The collection of all cluster heads is taken as the input to the sailfish optimizer where the optimal path is searched among the cluster heads also called AN_{elite} which are responsible to lead the data further to the base station. Here, the path is established depending on the value of energy of node, throughput, and link quality depending on RSS values. The path which is in charge of the data transmission directs from the source to the destination node. If any AN_{elite} fails due to energy depletion, an alternate AN_{elite} is searched and is included in the existing route thereby saving time for the algorithm. The proposed model works effectively for multi-dimensional data (search space). The proposed multi-objective optimization-based clustering and routing algorithm is shown in algorithm 1.

BEGIN

(A) Selection of ‘AN’ using Rider optimization algorithm (ROA)

Input: Random rider positions

Output: Leader rider or cluster head

Initializing the population & rider parameters like brake (br_{r}), accelerator (ac_{r}) etc.
Evaluate success rate (SR)

While $q_i < q_{i_{OFF}}$

Evaluate the fitness values using eq. (9)

For $i=1$ to $A$

Updating follower & bypass rider locations using the first 10 best fitness values in eq. (17)

Updating overtaker & attacker locations using remaining 10 fitness values in eq. (18)

Ranking of riders from ‘SR’ values using eq. (11)

Selecting a leader rider with maximum ‘SR’ value.

Update rider parameters

Return leader rider as cluster head (AN)

$q_i=q_i+1$

End For

End While

(B) Route path selection using Sailfish optimization algorithm (SFO)

Input: Number of all feasible routes from all clusters including selected ‘ANs’ to BS

Output: Optimized route from source to BS

Considering ANs positions from ROA & a fixed BS position

Initialize SFO parameters

Evaluate the fitness of each AN to become a data forwarder on route to BS

While $(AN_j) > \text{min}_\text{Th}$

For $j=1$ to $m$

Evaluate throughput, link quality (LQ), and node energy of $AN_j$

If (throughput is high && node energy is high && LQ is good) then

Select $AN_j$ as $AN_{elite}$ for data forwarding

Else

reject $AN_j$

End If

End For

If (best path is achieved) then

Update that path as a route to BS

Else If (any $AN_{elite}$ become dead or exhausted of energy in the selected path) then

Search for alternate path by employing eq. (27)
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End If

End If

End While

Return best optimal route to BS

END

Algorithm 1 The Proposed Multi-Objective Optimization-Based Clustering and Routing Algorithm

6. RESULTS AND COMPARATIVE ANALYSIS

The proposed model has been tested on MATLAB software for dense WSN scenarios. It is validated on grounds of energy consumption, throughput, delay, network life, etc. with some existing techniques CRMOGA[47], MOPSO-DE[23], INSPSO, [48] and EEM-LEACH[21]. The parameters used during the implementation of the proposed approach are specified in table 3. The execution time of the proposed work has been compared with other methods in table 4. The running time for the proposed technique is less among other methods but it increases with the increment in the count of nodes. EEM-LEACH records the highest execution time and CRMOGA performs better than other approaches except for the proposed method. Table 7 gives a comparison on the basis of various features for the existing methods discussed in the results and the proposed method.

| Network Parameters | Mobility | Random waypoint |
|--------------------|----------|-----------------|
|                   | ROA parameters |                  |
| Rider count (A)/ number of populations | 500 |                  |
| Number of gears (G_u) | 5 |                  |
| Maximum iterations | 5000 |                  |
|                   | SFO parameters |                  |
| Rate between sardines and sailfish (N_sail=N_sar * population) | 0.25 | |
| A (coefficient to decrease attack power) | 5 |                  |
| epsilon (coefficient to decrease attack power) | 0.001 |                  |

Table 3 Parameters Along with their Values Used During the Simulation

| Network size | Proposed method | [47] | [48] | [23] | [21] |
|--------------|-----------------|------|------|------|------|
| 200          | 17.4            | 21.2 | 38.7 | 49.5 | 64.9 |
| 400          | 30.2            | 43.6 | 51.8 | 74.1 | 106.3|
| 600          | 53.7            | 87.3 | 97.4 | 154.9| 184.7|
| 800          | 98.3            | 151.9| 145.6| 207.4| 218.2|
| 1000         | 130.8           | 198.5| 190.3| 257.6| 305.1|

Table 4 Running Time (in seconds) for Various Multi-Objective Methods and Proposed Method

6.1. Energy Consumption

The energy utilized by a node in a network is given by:

\[ E_c = \sum_{m=1}^{N_m} E_{\text{IN}}(m) + \sum_{A=1}^{U} u_F(A) \]
AN_E symbolizes the energy of cluster heads, u_E denotes energy of riders or sensor nodes, m expresses the number of cluster heads and A specifies quantity of sensor nodes. Figure 7 shows the energy consumption per node measured in millijoule (mJ). The energy consumption is recorded highest for EEM-LEACH as this approach does not exhibit any optimization mechanism for optimal selection of clusters and routes. The proposed method indicates an increase of energy consumption of 100 to 500 nodes by 0.509 mJ. The percentage increase in energy usage for CRMOGA, INSPSO, MOPSO-DE, and EEM-LEACH as compared to the proposed approach is 27.2%, 38.8%, 42.4%, and 45.9% respectively.

Figure 7 Energy Consumption Versus Number of Nodes Evaluated in Millijoule

Figure 8 Residual Energy Left with Number of Rounds

Figure 8 depicts the residual energy in mJ with each round of simulation. It decreases slowly as the iteration count enhances in each round the cluster head selection and optimal path is chosen and the node position also changes with respect to the optimized clustering. The residual energy remains 0.437 mJ at 5000th round for the proposed method which is high in contrast with the other 4 methods. The multi-objective technique for both clustering and route selection in the proposed approach makes it possible to prevent energy depletion in the nodes. The simulation shows that for the residual energy goes low or near to zero after 4205, 3212, and 2400 rounds for INSPSO, MOPSO-DE, and EEM-LEACH respectively. For CRMOGA the value of residual energy continues to be greater than zero and is noted to be 0.0752 mJ even at 5000th round.

6.2. Throughput

Throughput indicates the rate at which data is successfully sent to the base station and is given by:

\[
\text{Throughput} = \frac{\text{packets delivered} \times \text{size of packet}}{\text{time taken in delivering the packets}}
\]

A higher value is desirable for throughput. The throughput analysis has been done in figure 9 which shows the throughput for proposed method and the 4 pre-existing similar methods with increase in rounds. There is a 2% increase in the throughput of proposed method when compared to its immediate rival method CRMOGA. The graph reveals that the EEM-LEACH has the lowest throughput due to the congestion caused by the individual nodes which are not included in the clusters. This problem has been solved in the proposed method by applying objective functions for various factors like energy, distance link quality, etc. The throughput increases by 8%, 29%, and 47.3% for proposed scheme as compared to INSPSO, MOPSO-DE, and EEM-LEACH respectively for 5000 rounds.

Figure 9 Throughput Value with Increase in the Number of Rounds
6.3. Number of Alive Nodes

This parameter depends on the residual/remaining energy of nodes. When the nodes exhibit high energy value for data transmission and other tasks then the value of alive is more to ensure more network lifespan i.e.,

\[ A_{\text{alive}}^j = E_{\text{rem}}^j(n) > 0 \]

Where \( E_{\text{rem}}^j(n) \) is the energy remaining by the node in jth round, ‘A’ is the total nodes in the network i.e., 500. Figure 10 gives the alive node count with the number of rounds for four approaches and the proposed method. Nearly 14% of nodes are sustained after 5000th rounds in case of the proposed method making it a more reliable and higher lifetime possessing method. The count of alive nodes drops to nearly zero at 4800th, 3737th, and 3448th rounds for INSPSO, MOPSO-DE, and EEM-LEACH protocols. The CRMOGA performs better after the proposed model and records 6% of alive nodes even after 5000 rounds.

6.4. Network Lifetime (Netlife)

Network lifetime basically gives the count number for the rounds for which the network performs its task without depleting the energy of nodes. The high value of network lifetime is desirable. It is given by:

\[ \text{Netlife} = \min \left[ \frac{\sum_{i=1}^{S_j} Co_{ij} * T_i}{S_j} \right] \]

Where \( Co_{ij} \) signifies coverage matrix with value 1, when a sensor node identifies the target, otherwise, it possesses value 0. \( S_j \) gives the number of nodes in a coverage area. \( T_i \) is the life of the \( i^{th} \) node and is given by the ratio of sensor node’s initial energy to rate of expenditure of energy by the sensor node. In figure 11 the graphical representation for network lifespan evaluates the life of the network for each method against the count of nodes in the network in terms of number of rounds. The bar graph is the plot of table 5 and shows the superiority of the proposed method over other methods in case of network lifetime. The network life is achieved highest in case of proposed model i.e., 1200 rounds even for a dense network with 500 nodes whereas the other protocols have the lifetime less than 1000 rounds for 500 nodes.

| Network size | Proposed method | [47] | [48] | [23] | [21] |
|--------------|----------------|------|------|------|------|
| 100          | 1700           | 1550 | 1480 | 1499 | 1430 |
| 200          | 1601           | 1430 | 1390 | 1360 | 1305 |
| 300          | 1540           | 1280 | 1220 | 1050 | 1000 |
| 400          | 1370           | 1070 | 1100 | 950  | 870  |
| 500          | 1200           | 900  | 850  | 800  | 750  |

Table 5 Network Life Time in Rounds for Proposed Method and Four Other Similar Methods
60% when compared to other four methods that are CRMOGA, INSPSO, MOPSO-DE, and EEM-LEACH. It can be clearly noticed that MOPSO-DE outperforms INSPSO method because of the differential evolution method which is implemented in the MOPSO-DE method for selecting optimal cluster heads.

Figure 12 Packet Delivery Ratio versus the Size of Network

6.6. End-to-End Delay

| Network size | Proposed method | [47]  | [48]  | [23]  | [21]  |
|--------------|-----------------|-------|-------|-------|-------|
| 100          | 0.001           | 0.001 | 0.001 | 0.004 | 0.01  |
| 200          | 0.001           | 0.002 | 0.003 | 0.01  | 0.03  |
| 300          | 0.002           | 0.01  | 0.01  | 0.015 | 0.05  |
| 400          | 0.01            | 0.015 | 0.03  | 0.04  | 0.065 |
| 500          | 0.03            | 0.05  | 0.06  | 0.075 | 0.08  |

Table 6 Average End-to-End Delay in Case of Proposed Method, CRMOGA, INSPSO, MOPSO-DE and EEM-LEACH

Delay is defined as the difference between the time taken by the packet to be delivered to the base station and the time taken when sensor nodes send the packet. The lower the value of delay the speedier the network functioning is. In figure 13, the network delay in seconds has been recorded for four protocols and proposed method. The bar graph in figure 13 is taken from table 6 which shows the values of average end-to-end delay for all five schemes. It can be noticed that the proposed method has 0.03 sec as the maximum average delay for 500 nodes capacity network. The delay for the other approaches increases as the network size increases. The proposed approach investigates 40%, 50%, 60%, and 62.5% decrease in delay when compared with CRMOGA, INSPSO, MOPSO-DE, and EEM-LEACH respectively.

Figure 13 Network Delay (in seconds) versus Number of Nodes in the Network

6.7. Dead Nodes

It is meant by those sensors for which the residual energy value starts reducing and reaches the value which is less than or equal to zero. Figure 14 presents the number of dead nodes increasing with round counts for all five methods. The proposed method has negligible nodes as dead nodes till 2300 rounds and the number of dead nodes attains 500 after 4700 rounds which makes it the best performer among other state-of-the-art approaches shown in the graph. Similarly, for EEM-LEACH the dead nodes start to increase after 1100 rounds only which are the lowest among other methods. The
performance of CRMOGA is better than INSPSO, MOPSO-DE, and EEM-LEACH algorithms and is very close to the proposed method. The MOPSO-DE records the increase in dead nodes after 1900 rounds and it reaches to maximum at 2300\textsuperscript{th} round. The dead nodes for INSPSO also increase after 1800 rounds but it reaches 500 nodes after it completes 3700 rounds which show it has a longer lifetime than the MOPSO-DE method.

| Attributes         | EEM-LEACH | MOPSO-DE | INSPSO | CRMOGA | Proposed method |
|--------------------|-----------|-----------|--------|--------|-----------------|
| Multi-objective optimization | No        | Yes       | Yes    | Yes    | Yes             |
| Evolutionary algorithm | No        | Yes       | Yes    | Yes    | No              |
| Swarm intelligence | No        | Yes       | Yes    | No     | Yes             |
| Clustering         | Yes       | Yes       | Yes    | Yes    | Yes             |
| Optimal path selection | No        | No        | Yes    | Yes    | Yes             |
| Routing            | Yes       | Yes       | Yes    | Yes    | Yes             |
| Mobility           | No        | Yes       | No     | No     | No              |
| Alternate path selection | No        | No        | No     | No     | Yes             |

Table 7 Comparison Chart Based on Various Features of Proposed Method and Four Pre-Existing Clustering and Routing Methods Similar to the Proposed Method

7. CONCLUSION

In this article, the novel proposed technique has been designed to solve both the clustering as well as routing issues in an efficient way using the multi-objective paradigm of the optimization approach. The clustering issue has been solved using the multi-objective rider optimization approach in which, among all riders or nodes, a leader rider is selected called the cluster head of the corresponding cluster. Similarly, this process is accomplished for other left-out nodes in the network. Various leader riders (cluster heads) representing their cluster, receive data packets from their cluster members. The communication among all the leader riders to the base station is performed by selecting an optimized path. This task is performed using a highly convergent sailfish optimizer algorithm. The optimizer takes care of the leader node failure when the energy drain occurs for it. For this purpose, it uses a multi-objective approach considering 3 main objectives for choosing the best possible alternate path. Finally, the base station receives all the data packets and the quality-of-service parameters are determined. The proposed method shows remarkable success in terms of end-to-end delay, energy consumption, throughput, and network lifetime. The energy consumption for proposed method is 27.2\% less as compared to its competitor CRMOGA and its network lifetime also enhances. Due to efficient route path selection, the throughput and PDR also show a significant increment. The average end-to-end of the network show more than 40\% drop which makes the network fast and suitable for applications like surveillance, healthcare, etc. As the future direction, this work can be modified to be used for a greater number of sink nodes or base stations. Moreover, the computational complexity needs to be checked as the expanded work may impart more cost to the system performance.
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