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Abstract.
In this paper, we present a model of the sense-making process for diagrams, and describe it for the case of Hasse diagrams. Sense-making is modeled as the construction of networks of conceptual blends among image schemas and the diagram’s geometric configuration. As a case study, we specify four image schemas and the geometric configuration of a Hasse diagram, with typed FOL theories. In addition, for the diagram geometry, we utilise Qualitative Spatial Reasoning formalisms. Using an algebraic specification language, we can compute conceptual blends as category-theoretic colimits. Our model approaches sense-making as a process where the image schemas and the diagram geometry both structure each other through a complex network of conceptual blends. This yields a final blend in which the sort of inferences we confer to diagrammatic representations emerge. We argue that this approach to sense-making in diagrams is more cognitively apt than the mainstream view of a diagram being a syntactic representation of some underlying logical semantics. Moreover, our model could be applied to various types of stimuli and is thus valuable for the general field of AI.
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1. Introduction

Sense-making refers to the process by which we structure our percepts into constructs that are more meaningful for us. In this work, we model the sense-making of diagrams as conceptual blends of their geometric configurations, with image schemas. The latter reflect early embodied sensorimotor experiences [1,2]. To the best of our knowledge, modeling the sense-making of diagrams in this manner is a novel contribution, which could be of value for fields pertaining to human-human or human-machine communication by means of graphical aids.

To illustrate our approach, take for instance the Hasse diagram of Fig. 1 (left). Its geometric configuration comprises points and lines, with each line intersecting with one pair of points. We propose that some of the possible ways one could make sense of this diagram are that points $h$, $e$, $b$ and $a$ form a path with direction from $h$ to $a$, or that $h$ with...
Figure 1. Conceptual blend of a Hasse diagram. The LINK or SCALE image schemas (right) are blended with the geometric configuration (left), yielding the Hasse diagram as we make sense of it (bottom).

\(e, e^*\) with \(b\), and \(b\) with \(a\), form pairs of entities symmetrically linked by lines. The diagram may also be understood as a scale of four grades, each grade consisting of the points on the same horizontal axis, e.g., grade 2 would comprise points \(e, f\) and \(g\). Finally, some or all the above conceptualisations could be applied jointly. These conceptualisations allow the emergence of some inferences on the diagram, such as \(h\) and \(a\) being associated, as parts of the same path, or \(d\) being transitively on a higher grade than \(h\).

This variety of understandings of the diagram leads to different conclusions, depending on whether the ‘path’, ‘link’, or ‘scale’ conceptualisation, or all of them, are at play; each imbues a different sense on the diagram, i.e., direction, symmetric association, and quantity, respectively. This shows that diagrams, taken as geometric configurations, do not bring up a unique way of making sense of them. We believe these alternative senses can be modeled as a result of combining different image schemas with each other and with the geometric configuration. The aforementioned concepts correspond directly with their homonymous image schemas and can thus be formalised as such. Appropriate correspondences between the two schemas, and of the schemas with the geometric configuration, are responsible for constraining the exact form of the image schemas, or their blends, that will contribute to structuring the geometry. For example, the instance of SCALE corresponding to the Hasse diagram of Fig. 1 would have four grades. Subsequently, given these correspondences, the final blend between image schemas and geometry can be constructed, and inferences can arise thereby.

Our proposal is to model the aforementioned sense-making process as follows: A configuration consists only of geometric entities. The ability to do inference with the diagram is not a result merely of its geometry; the sense-making, which makes inference possible, arises when image schemas, with their internal structure, are blended with each other, and with the geometry, structuring it into a meaningful diagram (Fig. 1). Here, we describe our model of sense-making for the case of Hasse diagrams. We believe that viewing sense-making as emerging from an entire network of interrelated concepts paves the way towards an efficient and cognitively plausible model of conceptual meaning. Such a model would comprise only a few image schemas and blending principles, but would be able to give rise to a host of different instantiations of image schemas and various interpretations for a given stimulus.
2. Background

The literature of diagrammatic reasoning has been valuable for formally studying the informational content and the efficacy of diagrams for inference. In order to reach such conclusions, a one-to-one correspondence between the geometry (syntax) and the semantics of the diagram is typically assumed. However, as explained above, a certain geometric configuration does not always evoke a unique understanding. Furthermore, the interpretation of diagrams entails a constructive and imaginative process [3]. This is in line with the process of sense-making, which we model computationally in this work.

Sense-making is defined in the literature of enactive cognition as the process of an autonomous agent bringing its own original meaning upon its environment [4]. Image schemas are fundamental for such a process, because they have the capacity to organise and structure our experience [2, p. 372]. Image schemas are mental structures, formed early in life, that constitute structural contours of repeated sensorimotor contingencies such as SUPPORT, VERTICALITY, and BALANCE. For example, the meaning of balance emerges through the repeated embodied experience of different kinds of balance, which leads to the formation of a mental structure reflecting what is invariant among them [1, p. 74-75]. Image schemas are gestalts; they consist of components in a specific relational structure, which can be projected onto another domain and guide inference in it. This is related to the phenomenon of mental visualization, i.e., seeing in our “mind’s eye” a generic chair when reading the word ‘chair’ [5,6]. Mental visualization is necessary for inference and prediction, and image schemas have been proposed to enable such visualization [7, pp. 513, 519-520].

One way to approach the aforementioned projection of image schema structure onto other domains is through conceptual blending. Conceptual blending is a process by which several mental spaces —coherent and integrated chunks of information that underlie cognition and which comprise entities, and relations or properties that characterise them—are put into correspondence with each other via cross-space relations, so as to be integrated into a blend with novel structure [8]. The original mental spaces can be referred to as input spaces, and the resulting blend as blended space.

In Fig. 1, the input spaces involved are the Hasse geometric configuration and the LINK and SCALE schemas. The blend integrates both image schemas with the geometric configuration, capturing one way we can make sense of the diagram, i.e., as comprising a set of symmetrically associated entities (owing to LINK), and, at the same time, a single graded directional structure (owing to SCALE).

3. Approach

In this paper, we model the sense-making of a sensory stimulus, i.e., a diagram, by means of cross-space correspondences between an input space reflecting this stimulus, and input spaces reflecting instances of image schemas. These correspondences guide the construction of blended spaces, integrating image schemas with some substructure of the stimulus. The emergent, integrated structure of this blended space enables novel inferences that were not possible in each input space alone. The entirety of the complex network of correspondences between spaces, and the blends emerging, reflect the sense-making of the given stimulus (here, geometric configuration).
To model this network of blends, we provide: (a) A formal specification of the geometry of the diagram. Qualitative Spatial Reasoning (QSR) formalisms model several aspects of spatial configurations at a level compatible with human perception. Here, we use QSR and typed first-order logic (FOL) theories to capture the geometry of the diagram. (b) Formal specifications of the structure of the relevant image schemas, also by means of typed FOL theories. (c) A formalisation of suitable correspondences between image-schema structures and the geometric configuration. Given such correspondences, each blend can be modeled as a particular kind of category-theoretical colimit [9].

3.1. Diagrammatic notation and geometric configuration

A Hasse diagram represents a partially ordered set (poset). It consists of edges and vertices, drawn as points and lines. Each point represents one element of the poset. Assuming elements x, y, and z of the poset, ordered by the ‘<’ relation, then the syntactic rules are that if x < y, then x is shown in a lower position than y in the diagram, and that x and y are connected by a line in the diagram iff: x < y or y < x, and there is no element z such that x < z and z < y.

In order to describe this geometric configuration, we draw from formal systems of the QSR literature. Existing formalisms enable us to characterise spatial entities as points, lines, and regions, to describe their topological relations [10], and their qualitative position with respect to each other [11]. Concretely, the Hasse configuration of Fig. 1 has eight points (a to h) and twelve lines (ba, eb, etc.). Each line intersects with a pair of points. Below is a fragment of the specification of this configuration, which states some of the topological and orientation relations of its geometric entities.2

\[
\begin{align*}
\text{intersects}(ba, a) & \quad \text{intersects}(ba, b) & \quad \text{right}\_\text{front}(a, b) \\
\text{intersects}(eb, b) & \quad \text{intersects}(eb, e) & \quad \text{front}(b, e) \\
\text{intersects}(he, e) & \quad \text{intersects}(he, h) & \quad \text{left}\_\text{front}(e, h)
\end{align*}
\]

3.2. Image schema formalisation

To capture the structure of image schemas, we formalise their components and logical properties as typed FOL theories. In this effort, we were guided by conceptual descriptions of image schemas (mainly [1,2]), or experimental work, when available. For lack of space, we present here only the LINK and the VERTICALITY schemas in formal detail, and the remaining schemas in brief.3

2Predicates such as intersects state the topological relations as defined in [10], while predicates such as right_front state the orientation of entities as defined in [11]. Constants a to h are of type Point; constants ba, eb, etc. are of type Line. We note that the formalism proposed by Hernandez [11] offers various possible reference frames for orientation. These include frames depending on object functionalities, observers’ viewpoint, or global, absolute frames like north, west etc. The latter is the approach we have followed, approaching all diagrams as they are typically presented on paper, with the upper part being front. Moreover, all QSR formalisms allow spatial reasoning. However, our goal here is to explore the reasoning afforded by blending the geometry with image schemas, and thus use the QSR system only for representation purposes.

3The complete formalisation of the blends modeling the sense-making of the Hasse diagram, and more kinds of diagrams, can be downloaded from https://drive.google.com/drive/folders/1jcQdJT0qbmAua3uXi7gTEwSv3xF_2R14?usp=sharing.
The LINK schema pertains to the notion of association, either physical or abstract. The prototypical LINK schema associates two distinct, usually contiguous, entities with each other through a link. The relevant axioms are presented and explained below.4

\[ \forall s \in \text{LinkSchema} : \text{linked}(\text{anEnt}(s), \text{anotherEnt}(s)) \]
\[ \forall x, y \in \text{Entity}, s \in \text{LinkSchema} : \text{linked}(x, y) \equiv (\text{anEnt}(s) = x \land \text{anotherEnt}(s) = y) \lor (\text{anEnt}(s) = y \land \text{anotherEnt}(s) = x) \]
\[ \forall l \in \text{Link} \exists ! s \in \text{LinkSchema} : l = \text{link}(s) \]
\[ \forall x, y \in \text{Entity} : \text{linked}(x, y) \Rightarrow \text{linked}(y, x) \]
\[ \forall x \in \text{Entity} : \neg \text{linked}(x, x) \]

PATH. The PATH schema is related to directionality and motion from a source towards a goal. It comprises a non-branching series of adjacent locations which connect the source with the goal. By the structure of the schema, it is obvious that, if someone is on a certain location of the path, then they have already traversed all prior locations. Therefore, the PATH schema is axiomatised as a total order; a collection of serially neighboring locations with the source and goal as endpoints.

VERTICALITY. The VERTICALITY schema obtains its structure from our experience of standing upright with our bodies resisting to gravity, or from perceiving upright objects like trees. The VERTICALITY schema reflects the axis of an upright object, so it must have a base as the bottom of the object [12]. Moreover, the axis may be merely mentally visualized by the observer; for example, when observing the sun, the horizon is the base, and a visualized vertical axis runs upward from the horizon, reaching the sun. Consequently, VERTICALITY is modeled simply as a unique vertical axis with its base. The base is a mark on the axis, such that no other mark on the axis can be placed above it.

\[ \forall s \in \text{VerticalitySchema} : \text{inAxis}(\text{base}(s), \text{axis}(s)) \]
\[ \forall m \in \text{Mark} : \neg \text{above}(m, m) \]
\[ \forall s \in \text{VerticalitySchema}; m \in \text{Mark} : \text{inAxis}(m, \text{axis}(s)) \land (m \neq \text{base}(s)) \Rightarrow \text{above}(m, \text{base}(s)) \]

SCALE. The SCALE schema relates to a gradient of quantity. We believe that it comprises an ordered set of several grades, but, unlike VERTICALITY, it should not imply a particular geometric orientation. The SCALE schema has a directionality, and a cumulative property; if one has 15 euros, they also have 10. This structure is modeled as a total order on grades.

3.3. A formal model of sense-making

Given the aforementioned formalisation of the input spaces involved, the sense-making of the Hasse configuration is modeled as the complex conceptual blending of several simpler blends.

---

4 Elements of type LinkSchema are constituted of two components of type Entity and one component of type Link, which are obtained with functions anEnt, anotherEnt, and link, respectively (not shown). The axioms above state that that the two entities of a LinkSchema are always linked; that linked entities are always part of some LinkSchema; that a link is always part of a unique LinkSchema; and that the linked predicate is irreflexive and symmetric.
One part of the network of blends at hand includes the input spaces of the PATH and the LINK schemas (Fig. 2). To blend these two schemas with each other, and with the geometric configuration, each pair of linked entities, and each pair of contiguous locations in a path, are put into correspondence with two points of the geometric configuration which intersect with the same line. By extension, a sequence of points connected by lines in the Hasse configuration (e.g., points \(h, e, b,\) and \(a\) in Fig. 1; left), can be put into correspondence with a particular instance of PATH by relating connected points (such as \(h\) and \(e, b\) and \(e,\) and \(b\) and \(a\)) with contiguous locations of PATH, and end points (such as \(h\) and \(a\)) with the source and the goal of PATH respectively. More precisely, these cross-space correspondences between the input spaces of the Hasse geometric configuration and the LINK or the PATH schema can be expressed as pairs of a binary relation \(R\) between entities of the two spaces. For example, the points \(h, e, b,\) and \(a\) are related through \(R\) with the source, \(l_2, l_3,\) and goal locations of an instance of PATH as follows:

\[
R(source, h) \quad R(l_2, e) \quad R(l_3, b) \quad R(goal, a)
\]

All the aforementioned correspondences allow the construction of a network of blends (Fig. 2) and ultimately result in the integration of LINK, PATH, and the geometric configuration, into a final blend comprising an integrated geometric and image-schematic structure with both directed paths of consecutive points, as well as pairs of linked points. Notice that the structure of the geometric configuration contributes to shaping the precise form of the image schema instances, and how they are blended with each other. At the same time, as all input spaces (image schemas and geometry) are involved in an intricate network of correspondences and blends (Fig. 2), they all structure each other, resulting in a final blend that comprises an integration of structure from all input spaces.

In a similar way, the VERTICALITY and SCALE schemas also structure the Hasse diagram. The marks of an instance of VERTICALITY, and the grades of an instance of SCALE schema, are put into correspondence with points of the Hasse diagram that are in the same horizontal axis. Point \(h\), which is geometrically lowest, corresponds to the base of VERTICALITY. Marks, or grades whereby one is ordered immediately above the other, correspond to pairs of points whereby one is oriented immediately ‘front’ (or ‘left_front’, or ‘right_front’) of the other. This blend comprises a single ‘vertical scale’, with four integrated marks-grades (henceforth called ‘levels’), the lowest of which is the base. Points belong to these levels and can thus be oriented with respect to the down-up axis. The configuration is thus now imbued with both the sense of verticality, as well as the sense of quantity, from the VERTICALITY and SCALE schemas respectively.

In summary, the Hasse diagram, as we make sense of it, emerges from a complex conceptual network with the four aforementioned image schemas, and the Hasse geometry, as input spaces. The correspondences between various instances of these schemas and substructures of the Hasse configuration, yield the Hasse diagram as comprising several paths of linked points, arranged at several levels of generality along an upward vertical axis. Some of these elements of different paths are on the same level of generality. Moreover, there is a unique source ordered before all other elements of the diagram, and a unique goal ordered after all other elements. Mathematically, these blends are computed as category-theoretic colimits of typed FOL theories [9].
4. Related work

In diagrammatic reasoning it is posited that the efficacy of diagrams lies in their sharing structural properties with their referents. These properties allow the observers to make inferences with these diagrams [13]. Therefore, the more the properties of the geometry of a diagram match the properties of its semantics, the more efficacious this diagram would be to represent this semantics, and to lead to valid inferences. Here, we expanded in this direction by modeling the origin of these properties as the blending of image schemas with the geometry of a diagram.

A few research groups have worked on formalising image schemas and the relations among them. Rodriguez and Egenhofer [14] provide a relational algebra inspired by the CONTAINER and SURFACE schemas, used to model, and reason about, spatial relations of objects in an indoor scene. Image schemas have also been used to model planning and actions of agents [15]. In the latter work, some image schemas were recursively defined in terms of other schemas. In both these works, the formalisations are merely inspired by image schemas, rather than faithful representations of their descriptions in the literature. Kuhn [16] formalised image schemas, and their combinations, as ontology relations using functional programming, in a relatively abstract manner. In a recent, comprehensive work, Hedblom [17] modeled image schemas as families of interrelated logical theories,
with each schema comprising a combination of primitive components. QSR formalisms that capture the spatiotemporal content of schemas were used. In the present approach, we chose not to use such formalisms to capture the internal structure of image schemas.

Image schemas and blending have been used jointly mostly to model creative processes. Schorlemmer et al. [18] modeled the creative problem-solving process of tackling a riddle by way of a category-theoretic characterisation of blending, based on typed FOL theories of image schemas. In this work, image schemas were used to establish shared structure between different input spaces. In contrast, in a conceptual work by Falomir et al. [19], image schemas are used as input spaces, together with a QSR description of an icon, in order to blend them to interpret the latter. Importantly, here the stimulus mediates and structures the blending of image schemas with each other, as in our work. Finally, Embodied Construction Grammar allows the formalisation [20] and implementation [21] of language understanding by mapping components of specific schemas (image schemas, and others) to phonemes. The last two works are analogous to our own, modeling the sense-making of diagrams; except the stimulus made sense of is an icon and a spoken sentence respectively, instead of a diagram.

5. Discussion

In this paper we have presented a formal framework of the sense-making of diagrams as observers mentally structuring the geometry of diagrams by unconsciously projecting preexisting mental structures — i.e., image schemas — onto it, giving rise to inferences. We described examples of such inferences and pointed out that they are not fully determined by the geometry of the diagram, but also by image schemas in the observer’s mind, and the way they are put into correspondence with this geometry.

Applying our framework to a Hasse diagram, we observe that the following facts can all be inferred from the geometric configuration: (a) point \( a \) is above point \( h \) (b) points \( h, e, b, \) and \( a \) form a path and (c) points \( b, c \) and \( d \) are on the same level. To make inference (a), for instance, an observer may mentally visualize a physical path of linked locations, starting at location \( h \), extending towards higher locations \( e \) and \( b \), up to \( a \), which lies above \( h \) and the rest of the locations traversed in the path. This mental visualization facilitates making the inference that \( h < a \) directly from the Hasse diagram. Mental visualization is necessary for inference, and image schemas are the mental structures that enable it [7, pp. 513, 519]. Subjects are indeed able to make a correct one-step transitive inference on a given vertically-oriented diagram, without physically manipulating it [22], so mental visualization could be involved. More generally, the diagrammatic inferences that are captured in our blend network are: the transitive ordering of points in terms of their level, the inference that the source and the goal point of the PATH schema are ordered before and after all other points, respectively (corresponding semantically to the minimal and maximal element), and the existence of distinct instances of PATH schema (including all maximal chains).

Hasse diagrams indeed prioritize visualizing the structure of the order they represent, through a vertical organization, and explicit visualization of levels\(^5\) [23]. Following the assumption that the efficacy of diagrams results from shared properties between

\(^5\) A Hasse diagram explicitly shows levels when elements with the same rank in the poset, i.e., same number of steps away from the minimum element, are placed in the same horizontal axis.
their geometry and semantics [13], a Hasse diagram would be efficacious to represent a poset, because both its geometric configuration of shapes along a vertical axis, as well as its partial order semantics, share properties of transitivity and asymmetry. In our view, these properties may become cognitively salient by integrating —i.e., building cross-space correspondences between— the VERTICALITY and SCALE schemas with both the Hasse configuration and the poset semantics. In fact, it has been proposed that our understanding of abstract set theoretical notions also rests on image schemas [24]. The aforementioned inferences (transitivity, existence of maximal elements, minimal elements, and maximal chains) can be made through a process of integrating image schemas with the geometry and with the semantics of a Hasse diagram. This view is further supported by experiments showing that Hasse diagrams that are not upright, or do not show levels, take longer to be interpreted by subjects [25]. The precise role of the diagram semantics in the blend networks representing sense-making will be explored in future work.

The novelty of our framework lies in the fact that it is not merely conceptual but also written in a formal, computer-processable language. We contribute to the literature with a reusable set of formalized image schemas. Importantly, our framework is general enough to apply to any type of stimuli that is expressible in typed FOL. Furthermore, the entire framework could eventually be generalized in a representation-independent manner as described in [9]. Finally, by formalising the optimality principles —proposed to guide the construction of networks of blends that are desirable, i.e., lead to emergent structure that is useful for inference— we could obtain possible cross-space correspondences automatically, as in [26]. Such a framework would constitute an efficient and cognitively plausible model of sense-making, which we consider a valuable contribution to AI.

As for diagrams, the issue of generating and evaluating alternative blends for a given configuration, including those that model erroneous interpretations, i.e., inconsistent ones with the intended semantics, will be explored in the future. Such work would allow us to pin down what makes one diagram likely to be more accurately interpreted than another. This information could be of value for human-computer interaction because it could provide guidelines for the design of efficacious diagrammatic and graphical visualizations. For example, if a designer wants to visually represent some ordinal values, a tool based on our framework might recommend the use of a vertical geometric configuration and not a horizontal one. This is because a VERTICAL-SCALE is likely to map to such a configuration and lead to a blend with the intended semantics. Various such recommendations can be made precise thanks to our model and could contribute to new tools directed at designers.
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