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Abstract. The important first stage in the life cycle of a program is gathering and analysing requirements for creating or developing a system. The classification of program needs is a crucial step that will be used later in the design and implementation phases. The classification process may be done manually, which takes a lot of time, effort, and money, or it can be done automatically using intelligent approaches, which takes a lot less time, effort, and money. Building a system that supports the needs classification process automatically is a crucial part of software development. The goal of this research is to look into the many automatic classification approaches that are currently available. To assist researchers and software developers in selecting the suitable requirement categorization approach, those requirements were divided into functional and non-functional requirements. since natural language is full of ambiguity and is not well defined, and has no regular structure, it is considered somewhat variable. This paper presents machine requirement classification where system development requirements are categorized into functional and non-functional requirements by using two machine learning approaches. During this research paper, MATLAB 2020a was used, as well as the study's results indicate When applying Multinomial Naive Bayes technology, the model achieves the highest accuracy of 95.55 %, 93.09 % sensitivity, and 96.48 % precision. However, when using Logist Regression, the suggested model has a classification accuracy of 91.23 %, 91.54 % sensitivity, and 94.32 % precision.
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1. Introduction
The building or developing of any software system requires five stages (analysis, design, implementation, testing, and maintenance). The analysis stage is related to requirements analysis, i.e., translation of system needs, and this stage is also called requirements engineering. This stage is the basis for building software engineering. These analyzed requirements define the user's expectations of the software to be built. The requirements analysis and classification stage are the first and crucial stage in building software applications [1]. During software development we note that software requirements consist of different types, as an example, During the requirements gathering phase, the requirements can be classified as functional (explicit features or functions of the product) or non-functional requirements (criteria of risk or quality that are implicit in the product), and through the analysis of requirements we note The
requirements may serve different purposes, such as showing security weaknesses in the product, as well as measuring the necessities of scalability and adapting to any future environment, to evaluating the general appearance and appearance of the product[2].

This research looks at how two different machine learning methods, Logist Regression (LR) and Multinomial Naive Bayes (MNB), might help enhance classifying requirements. The chosen machine learning algorithms are used in this research utilizing several stemming approaches as well as certain preprocessing strategies. Automatic categorization is used to divide requirements into functional and non-functional categories.

This paper is divided into six sections: The background and related work on the classification requirements are covered in Section Two. In Section Three, the research technique is thoroughly described. In Section Four, we'll look at how to classify software requirements. In Section Five, the findings are described. In Section Six, the conclusion is presented, after that, there's an acknowledgment and a list of references.

2. Background and related works

In this section, we'll look into various articles that deal with needs analysis, such as surveys, classification, and summarization.

One of these studies is [3], in which the authors offer a method for partially prioritizing software needs. To build a prioritized list of criteria, they used several clustering data mining algorithms. The results of this study's trials revealed that applying automated algorithms to evaluate software needs was beneficial.

Kur Tanovic et al. [4] classified needs into Functional Requirements, Non-Functional Requirements, and categories of non-functional requirements using the Support Vector Machines technique. The authors employed the PROMISE repository, which is known for having an uneven set of functional and non-functional criteria. User comments on Amazon items were incorporated into the primary data set to help balance the database.

Another study [5] uses Support Vector Machine to offer an automated approach for requirement categorization. The authors used two Mercedes-Benz vehicle specs to test the machine learning techniques. The findings of this study demonstrated that automated requirement categorization is significant and provides a satisfactory degree of accuracy.

Jindal et al. [6] used a single machine learning method to undertake an automated analysis of multiple software needs specifications from the PROMISE repository and introduce binary categorization into several sorts of security requirements categories (decision tree). Tokenization, stemming, and stop word removal were utilized as pre-processing techniques, while vectorization was conducted using TF-IDF.

To classify NFRs automatically, a semi-supervised automated technique was used [7]. The authors of this study aimed to aid requirement analyzers in the categorization of requirements. To begin, the requirement analysis team selected and categorized a collection of requirements that would serve as the system's training set. After that, the machine was able to identify the remaining unclassified needs. Using a common set of requirement papers, the authors employed some supervised machine learning methods. [8] proposes a framework for automated categorization of requirements. The authors presented a framework for requirement categorization in both top-down (top-down method) and bottom-up (bottom-up approach) (bottom-up approach). The top-down approach proceeds from corporate goals to SRS, with minor details in between. The bottom-up approach progresses from a detailed SRS to business objectives. A list of classed needs and a dictionary of frequently repeated key phrases in each classification are the framework's outputs.

Another future framework, according to the authors, may be used to automate the last categorization phase. The second framework generates a list of needs that have been categorized.
3. Methodology

This section describes the method proposed by the researcher to classify the requirements during the software development stage. Requirement’s analysis and classify process contains five stages: Gather requirements (Dataset), preprocessing, transformation, classification, and testing in figure 1 explains the block diagram including the suggested work’s approach.

1.1. Gather Requirements

The data set that was used in this study contains 625 requirements [8] collected from multiple resources to build a dataset to be analyzed. A dataset was categorized as functional or non-functional throughout the data-gathering phase. There are 255 functional requirements and 370 non-functional requirements in the dataset. In this work, 70% of the dataset is used to train the models, and 30% of the dataset is used to test the models. The two categories are described explained below:

A- A Functional Requirement: is a demand for a consequence of behavior that must be given by a system function and might include specific product behaviors, features, and use cases. Functional requirements are divided into two categories: high-level requirements (HLR) and low-level requirements (LLR) [9].

B- Non-Functional Requirements: According to Davis et al [10], a Non-Functional Requirement of a system is described as "anything that defines the non-behavioral features of a system, encapsulating the qualities and restrictions under which a system must function.". The non-functional requirements are labelled with different letters according to NFR types: A = Availability, O = Operational, L = Legal, LF = Look and feel, US = Usability, SC = Scalability, SE = Security, FT = Fault tolerance, MN = Maintainability, PE = Performance, and PO = Portability. The dataset is collected from different projects. The dataset has three attributes (Project ID, Requirement Text, Class) see Table 1 [11].
Table 1. Shows the dataset example.

| Project ID | Requirement Text                                                                 | Class |
|------------|-----------------------------------------------------------------------------------|-------|
| 1          | “The system shall allow modification of the display”                               | F     |
| 2          | “The product shall be easy for a realtor to learn”                                | US    |
| 3          | “The product shall be able to support multiple remote users”                       | SC    |
| 4          | “The product shall run on the existing hardware for all environments”              | O     |

1.2. Pre-Processing

In this phase, every requirement in the dataset is tokenized, normalized, and stop words in requirements are deleted during this step. Real-world natural language documents (or corpora) are frequently cluttered with errors, noise, complicated sentence patterns, and diction variance. The second step is after gathering the requirements step in This research is concentrated on the pre-processing step (Table 2 shows an example of the pre-processing step). It generally consists of four steps:

A- Tokenization. Tokenization is the initial stage in the Pre-Processing, according to the researcher's desire, this requires separating a text into a list of tokens, which can be phrases or individual words [12].

B- Normalization. The process of Normalization text into a single, uniform form is known as normalization. Text is normalized by putting common letters in the same form, removing repetitive words, and removing repeated letters within the same word [13].

C- Stop Words Removal. Stop words (e.g., "a," "the," and "to") are relatively common words that have little to no significance in corpus processing [14]. Stop words can sometimes be removed from a document to decrease noise and enhance NLP performance.

D- Stemming. The practice of extracting the roots or stems of words is known as stemming. The root of a term is the component of it that can no longer be studied. The stem is made up of root with a few alterations [15].

Table 2 shows the pre-processing step.

| Text | Ashraf needs to build a system to determine the weather, this system works works and performs well on a dailllllllly basis and without errors. |
|------|-----------------------------------------------------------------------------------------------------------------------------------------|
| Tokenization | (Ashraf), (needs), (to), (build), (build), (a) (system), (to), (determine), (the), (weather), (this), (weather), (system), (works), (works), (and), (performs), (well), (on), (dailllllllly), (basis), (and), (without), (errors). |
| Normalization | (Ashraf), (needs), (to), (build), (a), (system), (to), (determine), (the), (weather), (this), (weather), (system), (works), (and), (performs), (well), (on), (daily), (basis), (and), (without), (errors). |
| Stop Words Removal | (needs), (build), (system), (determine), (weather), (system), (works), (performs), (well), (daily), (without), (errors). |
| Stemming | (need), (build), (system), (determine), (weather), (system), (work), (perform), (well), (daily), (without), (error). |

1.3. Transformation

The third step of the proposed method for classifying requirements includes text transformation which is consisted of (feature extraction, feature transformation, and feature selection):
A- Feature extraction. After pre-processing step, this phase is required so that we may extract features from data that can be utilized to train the machine learning model [16] using the information retrieved from the documents.

B- Feature transformation. In this step, a choice is made to select the most important useful features that we can use in training the proposed model [17]. In this study, every word is treated as a separate character in this study. Every requirement text is broken into a collection of tokens, each token being one word, and each word (token) being a feature.

C- Feature selection. The most important feature selection phase and useful features to be used in model training, where the feature selection goes through a filtering phase to exclude some features that are not so important [18].

The next step is a trained model, in this step, to categorize requirements from the previous stage, two machine learning algorithms are used. The last step is the testing and evaluation of the trained model.

4. Classifying Software Requirements

In this section, the proposed technique for Automatic classifying is used to divide requirements into functional and non-functional categories. The technique is an automatic technique that uses two machine learning techniques (Logistic Regression (LR) and Multinomial Naive Bayes). Logistic Regression (LR) and Multinomial Naive Bayes, to help enhance classifying systems. The chosen machine learning algorithms are used in this research utilizing several stemming approaches as well as certain preprocessing strategies. In the proposed approach consists of multiple phases (Gather requirements phase, data pre-processing, data transformation, classification, and testing).

The dataset (requirements) used in this work includes 625 requirements collected from multiple resources to build a dataset to be analyzed. There are 255 functional requirements and 370 non-functional requirements in the dataset. In this work, 70% of the dataset is used to train the models, and 30% of the dataset is used to test the models. All content elements in the proposed approach were by using standard preprocessing steps such as tokenization, normalization, stop words removal, and stemming.

Following that, the requirements are tokenized into a collection of tokens. As previously stated, requirements are normalized (Table 2). A Multi-Stop word is used as a stop words handler in stop words removal. A list of stop words is created, and if a word appears in this list, it is identified as a stop word and eliminated from the required text. Table 2 is an example of a stop word. The next step is Data Transformation. Every required text is broken into a series of tokens using a word tokenizer. Each token is one word, each word (token) is a feature. One of the (machine learning) methods is used in this stage. Two machine learning techniques are utilized in this research to experiment with and test the proposed model ("Logistic Regression" and "Multinomial Naive Bayes").

The models are trained using the specified characteristics

5. Results

In this part, we provide the experiment's findings and explore their ramifications in this section. The MNB beats the LR in the requirement classification job using the suggested methodologies. We also compute Accuracy, Sensitivity, and Precision, which are derived as follows [19]:

...
Accuracy = \frac{TP + TN}{TP + FP + TN + FN} \quad (1)

Sensitivity = \frac{TP}{TP + FN} \quad (2)

Precisions = \frac{TP}{TP + FP} \quad (3)

In the testing phase, accuracy is used to assess the classification algorithm's accuracy and capacity to classify categories. As may be seen in (Eq 1).

The proportion of predicted accurate labels to the total number is defined as precision (Eq 2), while the proportion of predicted correct labels to the total number is defined as sensitivity (Eq 3). TP, TN, FP, and FN are used to calculate these metrics. Functional requirements that are correctly classified as functional are referred to as TP (True Positive). Non-functional needs that are accurately categorized as non-functional requirements are referred to as TN (True Negative). Non-functional needs that are wrongly identified as functional requirements are referred to as FP (False Positive). Functional needs that are wrongly labeled as non-functional requirements are referred to as FN (False Negative).

**Table 2. Results of the requirement classification Classifier's performance evaluation**

| Type of technologies used | Performance Evaluation Metric |
|---------------------------|------------------------------|
|                           | Accuracy        | Sensitivity | Precision    |
| MNB                       | 95.55 %         | 93.09 %     | 96.48 %     |
| LR                        | 91.23 %         | 91.54 %     | 94.32 %     |

The suggested methodologies determine Accuracy, Sensitivity, and Precision, as shown in table 3 above. Through the results we obtained from this research paper, it is evident to us that MNB outperforms with high accuracy compared to LR. The main contribution of this paper is the application of two different technologies for classifying the requirements and the summarization of these techniques which help the other researchers as well as software engineers in both research and practical work when building or developing software.

“The experimental studies were implemented using the MATLAB 2020a, all applications were run on a laptop Lenovo, CPU: Intel Core i3-70204 CPU @2.3 GHZ. (RAM: 8 GB/ 512 GB SSD/Windows 10 pro- 64-bit)”

### 6. Conclusions

In this study, the MNB outperforms LR in the requirement classification task considering the accuracy, Sensitivity, and Precision measurement. The main contribution of this paper is the application of two different technologies for classifying the requirements and the summarization of these techniques which help the other researchers as well as software engineers in both research and practical work when building or developing software.

The research concludes that the enhancement in the pre-processing task steps has a huge effect on the result of automatic requirement classification.

In the future, we may be able to classify requirements using a SVM or a CNN. We believe this will provide tremendous assistance to software engineers.
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