Comprehensive resilience assessment of electricity supply security for 140 countries

Patrick Gassera,⁎, Johannes Sutera,b,c, Marco Cinellia,1, Matteo Spadac, Peter Burgherrc, Stefan Hirschbergc, Miłosz Kadziński, Božidar Stojadinoviçe
a Future Resilient Systems (FRS), Singapore-ETH Centre (SEC), Swiss Federal Institute of Technology (ETH) Zürich, Singapore
b Group for Sustainability and Technology, Department of Management, Technology and Economics, Swiss Federal Institute of Technology (ETH) Zürich, Zurich, Switzerland
c Laboratory for Energy Systems Analysis (LEA), Paul Scherrer Institut (PSI), Villigen PSI, Switzerland
d Institute of Computing Science, Poznań University of Technology, Poznań, Poland
e Institute of Structural Engineering, Department of Civil, Environmental and Geomatic Engineering, Swiss Federal Institute of Technology (ETH) Zürich, Zurich, Switzerland

ARTICLE INFO
Keywords:
Resilience
Security of electricity supply
Composite indicator
Index
Country ranking
Decision support

ABSTRACT
Indicator-based approaches are suitable to assess multi-dimensional problems. In order to compare a set of alternatives, one strategy is to normalize individual indicators to a common scale and aggregate them into a comprehensive score. This study proposes the Electricity Supply Resilience Index (ESRI), which is a measure of a nation’s electricity supply resilience. Starting from an initial set of individual indicators derived through a structured selection process, the ESRI is calculated for 140 countries worldwide. To account for robustness of the resulting resilience index, 38 combinations of eight normalization methods and six aggregation functions were considered. Results show a clear country ranking trend, with robust top- and low-performing countries across all combinations. However, the ranking disparity becomes large for average performing countries, especially if their indicators show high variability. Furthermore, the differences of the rankings are quantified through the Rank Difference Measure (RDM), which identifies the categorical scales and the minimum aggregator as the most different ones. Finally, the effects of different compensation levels of the aggregation functions are discussed. The findings of the present study aim to provide recommendations for policymakers on how composite indexes results depend on assumptions and chosen approaches.

1. Introduction
Resilience is a multi-dimensional concept that is receiving growing attention in various disciplines, with many definitions and quantification methods proposed so far (Hosseini et al., 2016; Häring et al., 2017; Sharifi and Yamagata, 2016; Ouyang, 2014; Cinello, 2016; Francis and Bekera, 2014; Willis and Loa, 2015; Bergström et al., 2015). Even though there is no overall consensus, it is still widely accepted that a comprehensive resilience framework comprises both disruptive and recovery elements (Cimello, 2016). Within this paper, the resilience framework considered is the one developed by the Future Resilient Systems (FRS) program at the Singapore-ETH Centre (SEC) (Heinimann and Hatfield, 2017). This framework is generally applicable to infrastructure systems and comprises four dimensions:

(1) Resist: represents the system’s ability to withstand disturbances within acceptable degradation levels.
(2) Restabilize: illustrates the ability to limit a performance decrease and re-establish key functionalities.
(3) Rebuild: describes the recovery process of system’s performance back to normal.
(4) Reconfigure: characterizes the changes of the biophysical architecture/topology of the system to make it more fault-tolerant.

Within the energy sector, security of supply is an often-analyzed topic (Scheepers et al., 2007; Winzer, 2012; Laldjebaev et al., 2018; Kruyt et al., 2009; Sovacool and Mukherjee, 2011; Martchamadol and Kumar, 2013; Azzuni and Breyer, 2017), but research in the context of a resilience perspective is sparse. However, as the International Energy Agency (IEA) defines energy security as “the uninterrupted availability
of energy sources at an affordable price” (International Energy Agency, 2014), many of the security of supply indicators can also be used in a resilience context (Gasser et al., 2017). In fact, the “uninterrupted availability”, in other words the length and severity of a disruption, is directly related to resilience as defined above. Furthermore, Gasser et al. (2017) demonstrate that the two concepts are closely related, as they both “aim at minimizing the frequency and severity of disruptions” (Gasser et al., 2017; Roegé et al., 2014). Nevertheless, resilience extends the definition of energy security beyond frequency and severity, by accounting for the abilities to recover quickly and adapt to new operating conditions.

Due to the multi-dimensionality of energy security and resilience (Francis and Beker, 2014; Kryut et al., 2009; Sovacool and Mukherjee, 2011; Sovacool and Brown, 2010; Ang et al., 2015a), Multi-Criteria Decision Aiding (MCDA) is a promising approach as it provides a structured and justifiable process to develop a comprehensive assessment of the alternatives (e.g., countries, technologies, supply routes, type of equipment, etc.) under study (Pohekar and Ramachandran, 2004; Wang et al., 2009; Huang et al., 2011; Cinelli, 2017). Through MCDA, it is possible to aggregate several indicators representing the various dimensions into a comprehensive score, usually called an index or composite indicator (Joint Research Centre of the European Commission, 2008; Saisana and Saltelli, 2011; El Gibari et al., 2018). This allows for effective comparison between the alternatives, identification of benchmarks to be followed and areas requiring improvement (Sovacool, 2012). However, many studies using indices are also criticized for: (i) their simplicity and limited transparency as the final results are single numbers, (ii) their lack of accounting for uncertainties, and (iii) their lack of robustness as a measure to quantify the stability of the rankings or sensitivity analysis (Saltelli, 2007; Saisana et al., 2005; Grupp and Mogee, 2004; Burgass et al., 2017; Dobbie and Dail, 2013). In order to overcome these drawbacks, one option is to apply several MCDA methods so that the resulting multiple rankings can be compared and trends identified (Cinelli et al., 2014; Valdés, 2018; Greco et al., 2016; Velasquez and Hester, 2013; Ishizaka and Nemery, 2013; Dodgson et al., 2009).

Numerous indices exist to compare country performances based on economic, political, social or environmental measures (e.g. Füssel, 2010; Brown and Matlock, 2011; Fowler and Hope, 2007; Böhring and Jochem, 2007; Bandura, 2008). In fact, all of these studies are multi-dimensional and the country scores achieved are considered practical for policymakers because they are easy to understand and represent effective communication tools (Freudenberg, 2003). Nevertheless, to avoid misinterpretations, it is of crucial importance to follow a systematic index construction methodology and to be aware of the potential weaknesses involved (Joint Research Centre of the European Commission, 2008; Freudenberg, 2003). This is also true for the energy sector, where many indices measuring the energy security performance of countries have been published (Sovacool and Brown, 2010; Ang et al., 2015b; Angelis-Dimakis et al., 2012; Antanasijević et al., 2017; Augustis et al., 2009; Augustis et al., 2011; Augustis et al., 2012; Badea et al., 2011; Blyth and Lefèvre, 2004; BoccAuthour and Hanna, 2016; Bompard et al., 2017; Brown et al., 2014; Cabalù and Alfonso, 2013; Cabalù, 2010; Centre for Environmental Policy, 2018; Cohen et al., 2011; Doukas et al., 2012; Dunn et al., 2012; Eckle et al., 2011; Ediger and Berk, 2011; Erahman et al., 2016; Fromdel, 2008; Geng and Ji, 2014; Glynn et al., 2017; Gnansounou, 2008; Gupta, 2009; Hu and Kao, 2007; Hughes and Shupe, 2010; Iddirisu and Bhattacharyya, 2015; Institute for 21st Century Energy, 2016; Institute for 21st Century Energy, 2017; Kamsamrong and Sorapipatanan, 2014; Kanchana et al., 2016; Le Coq and Paltseva, 2009; Lefèvre, 2010; Li et al., 2016; María Marín-Quemada and Muñoz-Delgado, 2011; Martchamadol and Kumar, 2014; Molyneaux et al., 2012; Obadi et al., 2017; Onamis, 2005; Prambudia and Nakano, 2012; Radovanović et al., 2017; Ramanathan, 2005; Roupas et al., 2009; Selvakumaran and Limmechekokhai, 2013; Sharifuddin, 2014; Shinbaum-Pardo et al., 2012; Song et al., 2013; Sovacool et al., 2011; Wang and Zhou, 2017; World Energy Council, 2011; World Energy Council, 2018; World Economic Forum, 2018; Wu et al., 2007; Wu et al., 2012; Yao and Chang, 2014; Zeng et al., 2017; Zhang et al., 2011; Zhang et al., 2013; Zhang et al., 2017; Zhou and Ang, 2008). For example, as today’s national economies still heavily depend on oil (British Petroleum, 2017), energy security indicators often describe vulnerabilities to oil supply disruptions, such as the oil vulnerability indices presented by Gupta (2008) and Roupas et al. (2009). For oil, gas and coal, Le Coq and Paltseva (2009) proposed a “risky external energy supply (REES) index”, Blyth and Lefèvre (2004) analyzed geopolitical proxy measures, Sato et al. (2017) applied the Shannon index to supplier portfolios, and Lefèvre (2010) constructed the Energy Security Price Index (ESPI) based on market concentration for fossil fuels and the Energy Security Physical Availability Index (ESPIA) based on supply flexibility. For the vulnerability of electricity sources in general, Gnansounou (2008) developed an electricity supply vulnerability index according to three sub-dimensions: (i) the net import of electricity, (ii) the concentration of import origins and risk that a dominant technology in an electricity generation portfolio is not accepted by the public, and (iii) the non-diversification of electricity generation. The Energy research Centre of the Netherlands created the Supply/Demand Index, which aims to assess energy security in the medium and long term (Scheepers et al., 2007). It covers primary energy sources, conversion and transport, and final energy demand. Glynn et al. (2017) applied a modification of this index to study the decarbonisation of the Irish energy system. In contrast, the IEA developed a Model of Short-term Energy Security (MOSES) (Jewell, 2011). Further indices available in the literature are, among others, the Energy Security Indices from the Asia Pacific Energy Research Centre (APERC) (Asia Pacific Energy Research Centre (APERC), 2007), the Energy Affinity Index about international relations (María Marín-Quemada and Muñoz-Delgado, 2011), the Energy Dependence Index (EDI) as the root mean square of the Energy Import Dependency (EID) and Energy Export Dependency (EED) (Kanchana et al., 2016), the Energy Indicators for Sustainable Development (EISD) (Vera and Langlois, 2007), the Aggregated Energy Security Performance Indicator (AESPI) (Martchamadol and Kumar, 2013), and the Sustainable Energy Development Index (SEDI) (Iddirisu and Bhattacharyya, 2015).

After having developed a relevant indicator set that usually includes indicators related to the diversity of generation, diversity of supply, energy intensity, fuel reserves, shares of renewables, efficiencies, greenhouse gases emissions, self-sufficiency and energy prices, the typical methodology consists in selecting a normalization method, weighting profile and aggregation function in order to calculate the final scores representing countries’ energy security performance. There exists a plethora of ways to do so. For details on each one of them, the reader is referred to the handbook on constructing indices of the Joint Research Centre of the European Commission (2008) or Greco et al. (2016).

Three main research gaps can be identified from the available literature. First, most studies only incorporate elements related to the ability to resist disruptions and/or vulnerabilities caused by disruptive events. Therefore, there is a lack of information about indicators to quantify the abilities to rebuild and potentially reconfigure a system to make it more resilient towards future hazardous events. Second, a verification of the indicator selection process, reliability and suitability of the data set is usually missing. Third, only few studies build indices using more than one combination of normalization, weighting and aggregation method (Augustis et al., 2012; BoccAuthour and Hanna, 2016; Gnansounou, 2008; Li et al., 2016; Ramanathan, 2005; Zeng et al., 2017; Zhang et al., 2017; Zhou and Ang, 2008). Knowing that each method has its pros and cons (Joint Research Centre of the European Commission, 2008; Gan et al., 2017), and especially that the rankings might vary to some extent (Narula and Reddy, 2015), there is a considerable lack of systematically assessing the robustness of the ranking.
Based on these premises, the objectives of this paper are threefold:

1. Development of an indicator set that comprehensively covers the various dimensions of resilience (i.e., resist, restabilize, rebuild and reconfigure) and allows evaluating the electricity supply resilience of countries.
2. Verification of the selection of the indicators by means of statistical coherence tests and assessment of their suitability to build indices.
3. Development of indices to assess the electricity supply resilience of 140 countries worldwide by accounting for multiple preferences of stakeholders. These preferences are represented by the consideration of 38 different approaches, in order to assess the robustness of the results. For this purpose, the Electricity Supply Resilience Index (ESRI) is proposed as a comprehensive and integrated measure, and it can be used to rank the countries.

This research is of interest for decision-makers as the methodology presented here can help them achieving an insightful understanding of the problem under consideration. Furthermore, indices are a promising approach for policymaking as they allow to position the country of interest with respect to the others, to identify successful strategies, to compare oneself with its benchmarks and to identify target countries to learn from. This is of interest for any governmental agency, research institute, university and company. As the index’ construction methodology can affect the rankings due to different levels of compensation between indicators, the interested users can understand the consequences and resulting implications of the methodological choices. Compared to a single score based on a single normalization method and aggregation function, a robustness analysis enhances the credibility in the results, because it allows to study the stability of the rankings.

Section 2 starts with a general overview of the structured methodology applied to construct an index measuring countries’ electricity supply resilience. Then the country and indicator selection process are detailed, the multivariate analyses are described, and the normalization and aggregation methods considered are introduced. Section 3 presents the country ranking results, points out general trends, and discusses the effects of compensation through different normalization and aggregation methods on the final rankings. Furthermore, the differences in the rankings are discussed through the RDM. It has to be noted that, even though an electricity supply resilience country ranking is provided hereby, this paper does not directly address strategies to improve the index. In fact, the value of this paper lies in the development of the novel indicator set, robustness analysis and discussion of how index construction methodologies might affect rankings. In Section 4, the main conclusions are given and directions for future research are proposed.

2. Methodology

A comprehensive MCDA application requires several steps (Belton et al., 2002). The methodology used in this paper is built upon the one proposed in the Handbook on Constructing Composite Indicators published by the Joint Research Centre (JRC) of the European Commission (EC) (Joint Research Centre of the European Commission, 2008). A detailed flow chart of the various steps of the methodology applied to the present case study is illustrated in Fig. 1, and presented in detail in the remainder of this section. In summary, the 15 steps of Fig. 1 represent:

1. Steps 1.1 and 1.2: Literature reviews in order to obtain a broad understanding of resilience and index construction methodologies (see Section 2.1).
2. Step 2: Development of a theoretical framework aimed at defining the research topic (see Section 2.1). The theoretical framework facilitates the subsequent steps of identifying indicators.
3. Step 3: Selection of an initial set of indicators (see Table 1) that is a direct outcome of the literature review on electricity supply resilience indicators by considering the theoretical framework developed in step 2.
4. Steps 4.1 and 4.2: These steps represent the simultaneous selection of countries and assessment of the indicators based on four criteria: relevance, credibility of the data, accessibility of the data, and applicability and comparability between countries (see Section 2.2).
5. Step 5: Result of the indicator assessment conducted in step 4 (see Section 2.2).
6. Step 6: Data treatment in which outperformers are trimmed and missing values imputed (see Section 2.3).
7. Step 7: Multivariate analysis (indicator set verification via tests of statistical coherence) is performed in order to assess the structure of the data set (see Section 2.4).
8. Step 8: Verification of the results of the multivariate analysis (see Section 2.4) to determine if indices can be constructed. Otherwise, the country or indicator selection needs to be revised.
9. Step 9: The final indicator set that fulfills the multivariate analysis is obtained (see Table 2).
10. Step 10: Selection of data normalization methods (see Table 4). The normalization methods bring the indicators to a common scale, as the indicators are expressed in different units. A total of eight methods were considered: four ordinal ones (rank, percentile rank and categorical), three linear ones (standardized, min–max and target) and the logistic function.
11. Step 11: Selection of indicator weighting schemes (see Section 2.5). The weights represent the relative importance of the indicators towards the index. In order to study the effect of the normalization methods and aggregation functions solely, an equal weighting profile was considered.
12. Step 12: Selection of data aggregation functions (see Table 5). The aggregation functions combine the weighted indicators into an index. A total of six aggregation functions were considered: additive, geometric, harmonic, minimum, median and Condorcet.
13. Step 13: Selection of combinations of normalization methods, indicator weighting schemes and aggregation functions to construct indices (see Table 6). The 38 combinations considered represent an assessment of robustness by accounting for several index construction methodologies.
14. Step 14: Comparison of scores and rankings (see Section 3). The results are discussed in relation to three ranking comparison measures: (1) variability assessment through a boxplot, (2) Rank Difference Measure (RDM) and (3) Rank Acceptability Indices (RAIs). In particular, the effects of normalization methods and aggregation functions on the indices are analyzed.
15. Step 15: Interpretation of results and recommendations for policymakers (see Section 3).

2.1. Resilience features

Initially, an extensive literature review on electricity supply resilience (step 1.1 in Fig. 1 (Gasser et al., 2017)) was carried out in order to identify how each case study was performed. In parallel, the recognized procedures for constructing indices were studied (step 1.2 in Fig. 1). Given the fact that a plethora of indicators are reported in the literature, developing a theoretical framework that gives a clear understanding and structure of the multidimensional phenomenon to be measured, supports the indicator selection process (Joint Research Centre of the European Commission, 2008). Therefore, relevant features are defined for each resilience dimension (step 2 in Fig. 1, see Fig. 2). These descriptive features were used to establish the first set of measurable resilience indicators that cover all relevant topics in the four resilience dimensions (step 3 in Fig. 1). Detailed explanations of the resilience dimensions and the associated features are given in Section S1 of the Electronic Supplementary Information (ESI).
Fig. 1. Flow chart of the methodology followed in this study (adapted from Joint Research Centre of the European Commission (2008)).
Table 1
Overview of the four resilience dimensions, associated features and resilience indicators with units. The indicators were rated as fulfilling the four assessment criteria extensively (++) , sufficiently (+) or insufficiently (−). The final set of the 12 indicators considered (bold ID numbers) are the ones scoring at least sufficiently (+) over all criteria. The ones not included in the final set did score insufficiently (−) in at least one of the criteria (italics, not numbered). Some indicators are represented twice, because they are related to multiple resilience dimensions. However, they are not double-counted in the index construction.

| Resilience dimension | Feature | ID  | Indicator name | Indicator unit | Criteria for indicator assessment | Data sources |
|---------------------|---------|-----|----------------|----------------|-----------------------------------|--------------|
| Resist              | Quality and reliability of the electricity system | 1   | System Average Interruption Duration Index (SAIDI) | Hours per year and customer | ++ + + + + | World Bank (2016) |
|                     |         | 2   | Severe accident risks | Fatalities/GWeyr¹ | ++ + + + + | International Energy (2015), Burgherr and Hirschberg (2014), International Renewable Energy Agency (2017) |
|                     |         |     | Investment into energy infrastructure | USD | + + + − − | Asian Development Bank (2017) |
| Stability of the general environment | 3 | Control of corruption | % rank | + + + + + | World Bank (2015) |
|                     |         | 4   | Political stability and absence of violence/terrorism | % rank | + + + + + | World Bank (2015) |
|                     |         |     | Price volatility | % change | + − − − | Sovacool et al. (2011) |
| Reestablish | Diversity of electricity generation | 5   | Electricity mix diversity | Normalized Shannon index | ++ + + + + + | International Energy Agency (2015) |
|                     |         | 6   | Electricity import dependence | Ratio | + + + + + | International Energy Agency (2015) |
|                     |         |     | Spatial distribution of generation | + + + − − | Wender et al. (2017) |
|                     |         | 7   | Fuel reserves to consumption | Years | + + + − − | BP (2017) |
| Fuel security      |         |     | Diversity of fuel supply chains | Normalized Shannon index | + + − − − | Pettit et al. (2010) |
| Control of system and cascades | 8 | Equivalent availability factor | % | + + + + + | International Energy Agency (2015), Volkart et al. (2016), U.S. Energy Information Administration (2018) |
|                     |         |     | Emergency preparedness measures | − | + + − − | Carter (2015) |
| Rebuild            | Financial resources | 9   | GDP per capita | 2010 USD per capita premiums paid in % of GDP | ++ + + + + + | International Energy Agency (2015) |
|                     |         | 10  | Insurance penetration | + + + + | Swiss Re (2018) |
|                     |         |     | Private investment into energy infrastructure | USD | + + − − | World Bank (2016) |
|                     |         |     | System governance and processes | % rank | + + + + + | World Bank (2015) |
| System governance and processes | 10 | Government effectiveness | % rank | + + + + + | World Bank (2015) |
|                     |         | 11  | Engineers in the economy | % | + + + + | Hosseini and Barker (2016) |
|                     |         |     | Technical qualified personnel in energy sector and electric utilities | % | + + + + | Hosseini and Barker (2016) |
| Technical resources | 11 | Average outage time | Hours | + + + + + | World Bank (2016) |
| Reconfigure        | System adaptability | 5   | Electricity mix diversity | Normalized Shannon index | ++ + + + + + | International Energy Agency (2015) |
|                     |         |     | International agreements | Normalized Shannon index | ++ + + + + | International Energy Agency (2015) |
| Integration of new technologies | 12 | Ease of doing business | Distance to frontier | + + + + | World Bank (2016) |

¹ GWeyr stands for GigaWatt-electric-year. It is a unit of electrical energy. 1 GWeyr = 1/(8760 * 10^6) kWh of electricity.
2.2. Selection of countries and indicators

The operationalization of the resilience features was enabled by the development of indicators in conjunction with the countries to be analyzed in the subsequent case study. Consequently, the choice of the countries and indicators are interrelated (steps 4.1 and 4.2 in Fig. 1). The aim is to develop a consistent, credible and quantifiable indicator set that covers all resilience dimensions and can be applied to a broad selection of countries to identify trends and draw general conclusions. The final sets of countries and indicators are presented in Sections 2.2.1 and 2.2.2, respectively.

2.2.1. Country set selection

The list of the World Bank’s Worldwide Governance Indicators
(WGI) consisting of 214 countries or territories was used as a starting point (World Bank, 2015). Based on the availability of energy-related data retrieved from the International Energy Agency (IEA) (International Energy Agency, 2015), the final set includes 140 countries (step 4.1 in Fig. 1). These countries cover all continents, represent more than 96% of the world’s population and 99.6% of the world’s electricity consumption.

2.2.2. Indicator set selection

The indicators selection process started from the work published by Gasser et al. (2017) (step 1.1 in Fig. 1). Web of Science and Google Scholar were used to identify the most appropriate literature. Multiple types of documents, such as peer-reviewed research articles, conference papers, technical and policy reports, books and thesis reports were considered. The search was conducted on the basis of keyword combinations, including resilience, security of supply, energy security, electricity, indicator, and multi-criteria decision analysis. The category “research articles” also includes recent review papers. Hence, the resilience-related indicators identified through this process are deemed to be comprehensive and suitable to measure the different dimensions of resilience.

After defining the scope of the case study, a smaller set was retained (step 3 in Fig. 1) and studied in detail. This set is presented in Table 1, and each indicator was assessed according to four criteria (step 4.2 in Fig. 1) (Foxon et al., 2002; Jasinski et al., 2018):

1. Relevance: Is the indicator directly representing or linked to the corresponding resilience dimension and feature? As resilience is a broad term, many indicators could be loosely connected to it. However, based on the extensive literature review conducted and the theoretical framework developed, it was judged if some indicators provide more precise representations of resilience in general, or its specific dimensions and features (see Sections S1 and S2 of the ESI).

2. Credibility of the data: Are there credible data sources? This was assessed based on expert judgement, with widely recognized international institutions (e.g. the World Bank and the IEA) being assumed as more credible.

3. Accessibility of the data: Is data available for all countries?

4. Applicability and comparability: Is it possible to compare the data between countries? The more a single calculation methodology or data source was used to quantify an indicator for each country and the fewer discrepancies between countries, the more applicable and comparable the indicator becomes.

As a result, ten indicators of the reduced set were not considered anymore in the indicator set, mainly because of data availability and comparability issues. Details for these indicators can be found in Section S2 of the ESI. The indicator set with which further calculations were performed (step 5 in Fig. 1) consists of 12 indicators that cover all considered resilience dimensions and score at least sufficiently (+) on each of the four assessment criteria (Fig. 2 and Table 1)².

1. Indicator 1 (i₁): System average Interruption Duration index (SAIDI) (Resilience dimension (RD): resist)

The System Average Interruption Duration Index (SAIDI) is a measure of the total duration of electricity supply interruptions per customer per year. It is a commonly used indicator and a direct representation of the quality and reliability of electricity supply (Layton, 2004). A high SAIDI value indicates that electricity supply disruptions are frequent, meaning that the system does not perform satisfactorily at resisting disturbances.

2. Indicator 2 (i₂): Severe accident risks (RD: resist)

Severe accident risk quantifies the number of fatalities per unit of electricity produced. Initially, the indicator is quantified for each generation technology and then aggregated according to the production mix of each country. The fatalities do not only include events from the actual power production, but all stages of the production chain (Burgherr and Hirschberg, 2008; Hirschberg et al., 2004). The specific normalized fatality rates per technology and geographical region are given in Table S4. A high value indicates that severe accidents are frequent resulting in a higher fatality rate. This generally happens in countries that have lower safety standards or lower technological know-how (Burgherr et al., 2011; Burgherr et al., 2012).

3. Indicator 3 (i₃): Control of corruption (RD: resist)

Control of corruption is a governance measure that captures to which extent public power is used for private gains (World Bank, 2015). Instead of trying to improve the existing infrastructure for the community as a whole, private interests have higher values in more corrupt environments. Hence, higher corruption is more likely to lead to disruptions within the system, because the individual components are less robust and there is usually a considerable lack of well-established processes during critical situations (Wang and Zhou, 2017). Such processes are of crucial importance so that employees in the electricity sector know how to react rapidly during emergency crises. Furthermore, information about the real status of the system may be inscrutable or misleading (Sovalcoo and Mukherjee, 2011), which leads to high inefficiencies (Gulati, 2006). Finally, electricity theft is more common in corrupt environments, making the regular operation of the electricity grid more unstable, which ultimately results in more frequent disruptions (Transmission Distribution World, 2025).

4. Indicator 4 (i₄): Political stability and absence of violence/terrorism (RD: Resist and rebuild)

Similar to the control of corruption, a higher political stability and absence of violence or terrorism leads to fewer disruptions in the electricity system (Ang et al., 2015a). In fact, as political stability fosters long-term investments, it can safely be assumed that the infrastructure in politically stable regions is of higher quality (Wang and Zhou, 2017). Major projects within the electricity sector often require large efforts, and in some cases, such projects are realized only after several years or decades. Furthermore, since electricity supply is a critical infrastructure for a community, it is a target for terrorism and violent armed groups leading to higher likelihoods of potential supply disruptions. Finally, energy security and political stability are interlinked, as “access to stable sources of energy is one prerequisite for state stability” (Organization for Security).

5. Indicator 5 (i₅): Electricity mix diversity (RD: Restabilize and reconfigure)

Diversity is one of the key features for the ability to restabilize a system. In the case of unforeseen supply disruptions, it allows an easier shift from one technology to another or to modify the supply routes (Kruyt et al., 2009). Hence, a diverse supply is “a good way to hedge against unforeseen supply risks” (Molyneaux et al., 2012). Diversity is also a way to mitigate the effects of technology lock-in (Sovalcoo, 2010). It is calculated using the normalized Shannon index (Spellerberg and Fedor, 2003):

\[
H' = -\frac{1}{\ln N} \sum p_i \cdot \ln p_i
\]

where \( p_i \) is the share of technology \( i \) in the generation mix and \( N \) denotes the total number of technologies. In the present study, coal, oil, natural gas, biomass, nuclear, hydropower, geothermal, solar...
photovoltaic, wind and other sources (e.g. solar thermal, tides, waves, ocean) were considered. In the present case, the Shannon index was normalized between 0 and 1 by dividing by natural logarithm of \( N \). This allows for easier interpretation, as the index tends to 1 when the technologies have roughly equal proportions (Ramezani, 2012). On the opposite, a lower value indicates less diversity, with the extreme case of 0 for a country that relies on a single fuel source.

6. Indicator 6 (i_6): Electricity import dependence (RD: restabilize)
The import dependence is defined as the ratio between the consumption and production. Therefore, a country with a value lower than 1 (production > consumption) has export capabilities. This represents more flexibility on the flows to better absorb disruptions, because of the higher ability to reroute flows (Sovacool and Mukherjee, 2011). If needed, the production excess could be used for its own consumption. On the other hand, a value higher than 1 (consumption > production) represents an import dependence, making a country vulnerable to shortages. Furthermore, a country reliant on imports is affected by the stability of the country supplying those imports, which potentially increases the chances of non-delivery (Molynieux et al., 2012).

7. Indicator 7 (i_7): Equivalent availability factor (RD: Restabilize and rebuild)
This indicator measures the availability of a plant to be controlled or dispatched due to partial or total outages caused by technical failures or resource limitations (Volkart et al., 2016). Partial or full plant outages may be due to either scheduled maintenance or forced outages. Partial outages are reflected by using an equivalent availability factor given by the available annual generation, divided by rated capacity times 8760 hours per year. Not all available plants are always used (dispatched), so the equivalent availability factor forms an upper bound to the plant capacity factor that can be achieved. Furthermore, it does not apply to a non-dispatchable technology (Hirschberg et al., 2008). Hence, for hydropower, wind and solar, the capacity factor was used instead, because these technologies generate as much electricity as possible, constrained by resource availability. The technology-specific equivalent availability factors are given in Table S5. For the equivalent availability factor of a country, a weighted sum according to the country's generation mix is calculated. The probability that a country with a higher equivalent availability factor will be able to produce electricity when necessary is higher. This potentially results in smaller-scaled blackouts and faster recovery. Hence, the capacities to restabilize and rebuild supply after a disruptive event are enhanced.

8. Indicator 8 (i_8): GDP per capita (RD: rebuild)
To assess the financial strength of a country and its economy, the GDP is a well-accepted and commonly used indicator. A financially strong country is in a better position to acquire the needed technical, material and human resources to rebuild a system after failure (Kruyt et al., 2009). Such a country can therefore expect a faster recovery.

9. Indicator 9 (i_9): Insurance penetration (RD: rebuild)
It has been shown that insurance is the fastest and most equitable mean of financing reconstruction (Asgary et al., 2015). Furthermore, it decreases the workload for governments and shifts the administrative expenses to insurance companies in the private sector. Being properly insured provides faster access to the financial resources necessary to rebuild a system, making it a crucial element for the rebuild dimension of resilience. Furthermore, insurance “also serves as a market-based incentive mechanism to encourage investments in mitigation measures in return for reductions in insurance premiums” (Tonn et al., 2018).

10. Indicator 10 (i_{10}): Government effectiveness (RD: rebuild)
Rebuilding damaged infrastructure is a complex and time intensive process involving many stakeholders. Government effectiveness represents the quality of public services and the quality of policy formulation and implementation. Therefore, an effective government with clearly defined processes and governance leads to faster recoveries, because stakeholders and employees know precisely what to do and how to do it (Heinimann and Hatfield, 2017). In summary, a low government effectiveness is a threat to energy security (Marticiauskas et al., 2018).

11. Indicator 11 (i_{11}): Average outage time (RD: rebuild)
The average outage time is the ratio between SAIDI and the System Average Interruption Frequency Index (SAIFI). Hence, it represents the average length of disruptions until successful recovery, which is directly linked to resilience’ rebuild dimension. Countries with for example detailed emergency preparedness measures, defined processes, human and financial capabilities, are expected to recover faster (Finster et al., 2016).

12. Indicator 12 (i_{12}): Ease of doing business (RD: reconfigure)
The ease of doing business index represents the conduciveness of the regulatory environment to start and operate businesses (World Bank, 2017). A country ranked high has faster and simpler regulations to implement technological change. Hence, this indicator can be used to measure the difficulty to reconfigure a system with more advanced components, technologies and monitoring equipment (European Commission, 2017). Furthermore, private sector involvement would face difficulties in a country with an unfavorable environment to do business (Laidjebaev et al., 2018). Therefore, substantial efforts would be required to adapt to new conditions, leading to less capabilities of reconfiguration. Finally, the ease of doing business index is linked to investment risk (Yan et al., 2017). Countries in need for the long-term investments that energy infrastructures require would thus encounter more difficulties in getting them if their environment is not business-friendly.

2.3. Data treatment

The data for the 12 indicators for each of the 140 countries was obtained from the World Bank, IEA, Swiss Reinsurance Company Ltd. (Swiss Re), Paul Scherrer Institute (PSI), the U.S. Energy Information Administration and the International Renewable Energy Agency (IRENA). The details are given in Table 1. Once the data set was constituted, the next step in the construction of indices was the treatment of outperformers\(^3\) and missing data (step 6 in Fig. 1) (Saisana and Saltelli, 2011).

Outperformers are extreme observations with respect to the other values of an indicator. They can have a strong impact on the final result, depending on which normalization method is applied (Joint Research Centre of the European Commission, 2008; Hawkins, 1980). To avoid such issues, outperformers were trimmed. They were identified with the Interquartile Range (IQR) method, which does not assume normality of the data (Seo, 2006). Values are considered as outperformers if they lay outside 1.5 times the IQR from the first and third quartiles (Q1 and Q3 respectively) (Ghahramani and Hadzic, 2012). In mathematical terms, \(i_3\) is an outperformer if \(i_3 < Q1 - 1.5 \times IQR\) or \(i_3 > Q3 + 1.5 \times IQR\). As shown in Table S3, this method identifies 69 outperformers out of 1680 values (4%) in the present data set. These were trimmed to the nearest value that is not an outperformer. To study the consequences of trimming the outperformers, the entire calculation and analysis that follows was also conducted for the untrimmed data set. Corresponding results are presented in Section S12.

Regarding missing data, indicators \(i_{3,4,9,11}\) and \(i_{1,2,12}\) have missing values. These were assigned to the means of the indicators’ values in order to minimize data distortion (Joint Research Centre of the European Commission, 2008). It is important to note that the insertion

\(^3\)The term “outperformer” is used instead of “outlier” to indicate that an extreme value is based on measurements and official statistics, thus simply representing a country’s performance.
of the missing values was done after trimming the outperformers. Table 2 provides an overview of the performance matrix, which is used for the further steps of the present study. Due to the large size of the table, only selected countries are shown here, while the full table is available in Table S1. For indicators i1, i2, i6 and i11, a lower value indicates better performance, whereas for the rest of the indicators, a higher value is better. This is essential for the data normalization step, as all the indicators of the normalized data sets need to point in the same direction (e.g. a higher value indicates better performance). Therefore, the preference order for indicators i1, i2, i6 and i11 was inverted during the normalization process.

2.4. Coherence of indicator set structure (multivariate analysis)

Multivariate analysis is performed to evaluate the reliability of an indicator set and its internal consistency to develop an index (steps 7 and 8 in Fig. 1) (Joint Research Centre of the European Commission, 2008). These qualities of the data set were measured using Cronbach’s Alpha and correlations. All calculations were carried out with the Statistical Package for the Social Sciences (SPSS) (Field, 2013).

Cronbach’s Alpha (Cronbach, 1951) is the most widely used index to assess the reliability of a scale (Streiner, 2003). It measures how closely related a set of indicators are as a group. Cronbach’s Alpha values lower than 0.7 indicate questionable internal consistency and thus imply a need for further multivariate analysis on the indicators (Nunnally and Bernstein, 1978), whereas values higher than 0.9 indicate excessive redundancy among indicators (Streiner, 2003). The present case study data set has a Cronbach’s Alpha of 0.84, which is within the desirable range for consistent composite scales developed for research purposes (0.8 to 0.9) (Streiner, 2003).

Correlation between the indicators was assessed through Spearman’s rho, a nonparametric measure that does not assume data normality (Spearman, 1904). The main advantage of using Spearman’s rho, being a rank correlation measure, is that it is insensitive to outliers (Mukaka, 2012). Similar to Cronbach’s Alpha, a certain overall positive degree of correlation (0.3 to 0.9) is desirable as it shows the degree to which the indicators point at the same direction. However, extremely high correlations (i.e. greater than 0.9) are signs of redundancy and the corresponding indicators could potentially be removed from the data set. Values between −0.3 and 0.3 indicate that there is no significant correlation between variables. Finally, on the negative side, a value between −0.3 and −0.5 indicates a weak negative correlation, and values lower than −0.5 a gradually stronger negative correlation. In the present case study, there are mostly positive correlations, indicating that constructing an index with the selected indicator set is suitable (see Table 3) (Becker et al., 2017). High correlations exist between indicators i3, i5, i8, i10 and i12 with the highest one (0.94) found between i3 and i10. Nevertheless, as the mean correlation coefficients of indicators i3 and i10 with the other indicators in the data set (0.477 and 0.521, respectively) are acceptable, and because these two indicators represent different resilience dimensions (resist and rebuild, respectively), both were maintained in the dataset. Furthermore, indicators i5, i6, i7 and i11 are rather uncorrelated to the other indicators. The electricity import dependence indicator i6 has a slight negative correlation (−0.3 to −0.5) with most of the other indicators. Nevertheless, the indicator of electricity import dependence was not excluded because (i) the negative correlations are still weak (Mukaka, 2012), (ii) this indicator is central to the restabilize resilience dimension, and (iii) due to its very good Cronbach’s Alpha value. There are reported cases where a strong negative correlation leads to the conclusion that indicators should not be aggregated, but these levels of negative correlations are much higher than the present ones (Saisana and Philippas, 2012). Looking at the average correlation coefficients, Table 3 also gives an overview of the three most positively correlated indicators and the three most negatively correlated ones. In summary, Cronbach’s Alpha and Spearman’s rho correlation analyses confirm that the indicator set is suitable to construct an aggregated index.

2.5. Normalization methods and aggregation functions

Based on the multivariate analysis in Section 2.4, the final set of 12 indicators was validated (step 9 in Fig. 1). The next three steps to construct indices are to normalize the data (step 10 in Fig. 1), select a weighting scheme (step 11 in Fig. 1) and aggregate the normalized dataset (step 12 in Fig. 1). Normalization brings all indicators to a common scale so that they can be compared with each other. The weighting scheme defines how much importance is assigned to each individual indicator. In the present study, the aim is to study the effects
Table 4
List of normalization methods used in this research (Joint Research Centre of the European Commission, 2008; Nelder, 1961).

| Normalization method | Formula | Description | Comments |
|----------------------|---------|-------------|----------|
| Ordinal Rank         | $I_c = \text{Rank}(x_{ic})$ | The countries are ranked according to the indicators' values. | Simple and straightforward normalization method. Not affected by outperformers as the scale is changed to ordinal numbers and the distances between performance of countries are lost. Countries performing significantly better than others are disadvantaged. |
| Percentile rank      | $I_c = \frac{a + 0.5 N}{N}$ | Represents the percentage of scores that are equal to or lower than itself. | Same comments than for the rank method. |
| Categorical (a, b, c) | $I_c = \begin{cases} a & \text{if } x_{ic} < x_{ic} - \sigma_{ic} \\ b & \text{if } x_{ic} - \sigma_{ic} \leq x_{ic} < x_{ic} + \sigma_{ic} \\ c & \text{if } x_{ic} + \sigma_{ic} \leq x_{ic} \end{cases}$ | Transforms the data according to predefined rules. In the present study, the rules depend on the mean and standard deviations of the indicators across all countries. | Categorical scales can be seen as ordinal values where the levels of performance are categorized into several tiers. For example, low (−1), medium (0) and high (1). |
| Categorical (0.1, 0.2, 0.4, 0.6, 0.8, 1) | $I_c = \begin{cases} 0.1 & \text{if } x_{ic} < x_{ic} - 2\sigma_{ic} \\ 0.2 & \text{if } x_{ic} - 2\sigma_{ic} \leq x_{ic} < x_{ic} - \sigma_{ic} \\ 0.4 & \text{if } x_{ic} - \sigma_{ic} \leq x_{ic} < x_{ic} + \sigma_{ic} \\ 0.6 & \text{if } x_{ic} + \sigma_{ic} \leq x_{ic} < x_{ic} + 2\sigma_{ic} \\ 0.8 & \text{if } x_{ic} + 2\sigma_{ic} \leq x_{ic} \end{cases}$ | | |
| Linear Standardization (z-score) | $I_c = \frac{x_{ic} - \overline{x}}{\sigma_{ic}}$ | The standardization is a linear transformation of the data set with a mean of zero and a standard deviation of one. | Preserves the distribution of the values of the indicators. The standardized data set is not bounded (there are no fixed minimums or maximums). |
| Min-max              | $I_c = \frac{x_{ic} - \min(x_i)}{\max(x_i) - \min(x_i)}$ | Normalizes the data between zero and one by applying a linear transformation. | Most common normalization method. New data points that are out of the starting scale can affect the scores of all the indicators. In the presence of outperformers, most of the countries are normalized to very closely related values. The ratios are conserved. |
| Target               | $I_c = \frac{x_{ic}}{\max(x_i)}$ | Normalizes the upper limit of the data to one. | |
| Sigmoid Logistic     | $I_c = \frac{1}{1 + e^{-x_{ic} - \sigma_{ic} \overline{x}}}$ | Normalizes the data into a sigmoid curve (S-shaped) between 0 (for −inf) and 1 (for + inf). | This normalization method reduces the effect of outperformers. |

$x_{ic}$: the value of indicator $i$ for country $c$.  
$I_{ic}$: the normalized value of indicator $i$ for country $c$.  
$a$: the amount of values lower or equal to itself.  
$f_{ic}$: the frequency of countries with same value $x_{ic}$.  
$N$: the number of alternatives (140).  
$\overline{x}_{ic}$: the average value of indicator $i$ across all countries.  
$\sigma_{ic}$: the standard deviation of indicator $i$ across all countries.  
$\min(x_i)$: the minimum value of indicator $i$ across all countries.  
$\max(x_i)$: the maximum value of indicator $i$ across all countries.
| Aggregation function | Formula | Level of compensation | Comments |
|----------------------|---------|------------------------|----------|
| Additive             | \[\text{score}_c = \sum_{i=1}^{n} w_i I_{ic}\] | Full      | One of the most common aggregation function. Equals the weighted-sum with equal weights. Suitable if the decision-makers’ preference values are linear, meaning that the decision-makers accept that the performance of indicators can compensate each other. For example, low-performing indicators can be fully compensated by high-performing indicators. |
| Geometric            | \[\text{score}_c = \prod_{i=1}^{n} I_{ic}^{w_i}\] | Partial   | In many real-world cases, full compensation between indicators is not sought, and such non-compensatory preferences of decision-makers are better represented by other functions than the additive one. The geometric function only allows partial compensation. This function can be problematic if normalized indicators’ values are 0 (lowest performing indicator), as the function leads to a score of 0. Hence, only used with normalized data sets containing strictly positive numbers. |
| Harmonic             | \[\text{score}_c = \frac{1}{\sum_{i=1}^{n} I_{ic}^{w_i}}\] | Partial (less than geometric) | This function further reduces the compensation levels allowed compared to the geometric one. The harmonic function cannot be used if normalized indicator’s values are 0 (divisions by 0 are undefined). Hence, only used with normalized data sets containing strictly positive numbers. |
| Minimum              | \[\text{score}_c = \min(I_{1c}, I_{2c}, \ldots, I_{nc})\] | None      | The lowest performing indicator equals the final score. Particularly suitable if stakeholders want the assessment to be driven by the worst performing indicator. No compensation level is allowed at all. |
| Median               | \[\text{score}_c = I \{I_{1c}, I_{2c}, \ldots, I_{nc}\}\] | Depends on the distribution of the indicators’ values | Allows to identify overall trends as one half of a country’s indicators are above and the other half below the median. If the performances of the indicators are inhomogeneous, the median function can result in very different rankings compared to the additive function. Low-performing indicators can be overcompensated by well-performing indicators, if the number of well-performing indicators is larger than the low-performing ones. In this case, the median function allows for even more compensation than the additive function. |
| Condorcet methods    | Pairwise comparison between countries | Depends on the distribution of the indicators’ values | No data normalization required and no explicit indicator aggregation performed. Comparison based on: 1 The amount of country duels won: For example, each indicator of country A is confronted with each indicator of country B. If the performance of I_i for country A is better than for country B, country A gets one point. This process is then repeated for all indicators. If country A receives more points than B, it won the country duel. A is then confronted in the same way to all other countries and the amount of duels won (as a percentage) can be calculated. 2 The amount of votes the country has got summed up over all the indicators in all country duels: For example, each indicator of country A is confronted with the ones from country B and the percentage of better performing indicators is calculated. Country A is then confronted with all the other countries in the same procedure. In the end, the average of the better performing indicators in all country duels is taken for the ranking purpose. |

\[\text{score}_c\]: composite resilience score for country c. 
\[n\]: the number of indicators (12). 
\[w_i\]: the weight of indicator i. 
\[\text{min}\()\]: minimum value of all the indicators. 
\[I\]: median of the indicators’ values.
### Table 6
List of the 38 combinations of normalization methods and aggregation functions used to develop the ESRI.

| Aggregation function | Normalization method | Comments |
|----------------------|-----------------------|----------|
| **Additive**         |                       |          |
|                      | Rank                  |          |
|                      | Percentile rank       |          |
|                      | Standardized          |          |
|                      | Min-max                |          |
|                      | Target                 |          |
|                      | Logistic               |          |
|                      | Categorical (−1, 0, 1) |          |
|                      | Categorical (0.1, 0.2, 0.4, 0.6, 0.8, 1) | |
|                      | Geometric Percentile rank | Being the most popular function, the additive function was used with all types of normalization methods in order to analyze the widest possible sets of combinations. This allows for a comprehensive analysis of the effect of different normalization methods on the final rankings. |
|                      | Standardized + 3       |          |
|                      | Min-max 0.1–1          |          |
|                      | Min-max 0.01–1         |          |
|                      | Target 0.1             |          |
|                      | Logistic               |          |
|                      | Categorical (0.1, 1, 2)|          |
|                      | Categorical (0.1, 0.2, 0.4, 0.6, 0.8, 1) | |
|                      | Harmonic Percentile rank | The geometric function was also used with all types of normalization methods, except the rank normalization because multiplying ranks does not give any additional information compared to the combination Geometric – Percentile rank (the final scores are almost the same). As the geometric function does not cope with negative or null values, the standardized data set was linearly shifted to positive numbers by adding 3 (“Standardized + 3”) and the ternary categorical scale changed to (0.1, 1, 2). Also, the min-max normalization method was adapted to the ranges [0.1–1] and [0.01–1] instead of [0–1]. This allows analyzing the effects of different compensation levels (less compensation for the range [0.01–1] instead of [0.1–1]). Finally, the target method was linearly shifted to set the minimum value to 0.1 in order to exclude potential zeros. |
|                      | Standardized + 3       |          |
|                      | Min-max 0.1–1          |          |
|                      | Min-max 0.01–1         |          |
|                      | Target 0.1             |          |
|                      | Logistic               |          |
|                      | Categorical (0.1, 1, 2)|          |
|                      | Categorical (0.1, 0.2, 0.4, 0.6, 0.8, 1) | |
|                      | Minimum Standardized   |          |
|                      | Logistic               |          |
|                      | Geometric Harmonic     |          |
|                      | Harmonic Minimum       |          |
|                      | Minimum Standardized   |          |
|                      | Logistic               |          |
|                      | Median                 |          |
|                      | Percentile rank        |          |
|                      | Standardized           |          |
|                      | Min-max                |          |
|                      | Target                 |          |
|                      | Logistic               |          |
|                      | Categorical (0.1, 1, 2)|          |
|                      | Categorical (0.1, 0.2, 0.4, 0.6, 0.8, 1) | |
|                      | Additive/minimum       |          |
|                      | Additive/geometric     |          |
|                      | Additive/median        |          |
|                      | Geometric/harmonic     |          |
|                      | Condorcet – most duels won | The minimum function was applied to the standardized data set, as the normalized indicators have an equal mean and standard deviation, bringing them to the same scale and because the normalized data is not bounded. Furthermore, the logistic normalization method was also applied as the extreme value of 0 is not included in the normalized data set. The rank, percentile rank, min-max, target and categorical normalization methods bring many countries to the same minimum values, therefore leading to uninterpretable and potentially misleading results. In fact, equally normalized minimum values for the performances of the indicators result in many countries having the same final ranks. Therefore, as the standardized and logistic data set have no equal minimum value, they are particularly suitable for the minimum aggregation function. |
|                      | Condorcet – most votes |          |

According to the decision-maker’s preferences, one may want to combine different functions simultaneously. For example, if a decision-maker does not want to have full compensation, but neither the downsides of the less compensatory approaches, he could consider mixes of aggregation functions such as additive-geometric or additive-minimum. The standardized data set was used for these mixes, as it is the one used over all aggregation functions.
of normalization methods and aggregation functions on the rankings. Hence, a uniform weighting scheme is applied because it does not introduce further elements that could affect the ranking of the alternatives and does not include subjective weights. Equal weights also represent the most common profile for such a comparison (Ang et al., 2015a; El Gibari et al., 2018). However, by selecting equal weights with different normalization methods, it is accepted that the trade-offs between the indicators (also called marginal rates of substitution) are not conserved (Gasser et al., 2019). Consecutively, the aggregation combines the normalized indicators data with their respective weights into an index. Many normalization methods and aggregation functions are reported in the literature (Joint Research Centre of the European Commission, 2008). Therefore, rankings of indices are dependent on which combination of normalization and aggregation is used (Wulf et al., 2017). In order to assess the robustness of the measure of electricity supply security resilience of each country, multiple rankings were derived by combining eight normalization methods (rank, percentile rank, standardization, min–max, target, logistic, categorical ternary and categorical senary; see Table 4) and six aggregation functions (additive, geometric, harmonic, minimum, median and Condorcet; see Table 5). The normalization methods denote different preferences from decision-makers, from exploiting only the ordinal character of the data to considering quantitative differences between performances (cardinal character). Furthermore, the aggregation functions represent different levels of compensation between indicators, i.e. if a decision-maker is willing to allow that a low performance of one indicator can be compensated by another indicator fully, to a certain extent or not at all.

Following this methodology, ranking differences are likely to arise. In fact, as the scale of each indicator varies, the normalization methods, excluding the ordinal ones, also hold different levels of compensation between indicators. By using a single weighting profile, this potentially results in ranking differences. It is possible to keep the rankings equal by adjusting the weighting profiles for each combination so that the compensation levels between indicators remain the same (Gasser et al., 2019; Billaut et al., 2009). However, this was not the goal of the present study, but represents material for further research.

2.5.1. Combinations considered

Indices are constructed through the combination of a normalization method and an aggregation function. In order to study the stability of the scores and resulting ranks, this study uses a wide set of combinations to construct the index so that the robustness of the results can be assessed as well as the variability of the rankings (step 13 in Fig. 1). Due to the nature of the normalization methods and aggregation functions, not all combinations do make sense and some combinations are redundant. The final 38 combinations retained in this study are shown in Table 6, with details about why each combination is relevant and why some combinations were not considered.

2.6. Comparison of scores and rankings

Once the results were calculated for the 38 combinations, a comparison of the scores and ranks was conducted (step 14 in Fig. 1). For this purpose, three ranking comparison measures were used. First, the variability of the scores was assessed through their distribution and visualized using a boxplot. This allows identifying general trends and country groupings. Second, the RDM analyzes a pair of rankings from the perspective of the ranks (actual positions). It compares a sum of differences between the ranks attained by all alternatives in the two rankings with a maximal possible difference of ranks for a pair of orders involving a given number of alternatives. RDM takes values between 0 and 100%, where 100% means that the observed differences are the greatest possible (equivalent to a completely reversed ranking), and 0% indicates that all alternatives attain the same ranks in the compared orders. For example, when RDM is equal to 10%, it means that the sum of rank differences for all alternatives is equal to 10% of the maximal possible differences being observed when one ranking negates the other. For a formal definition of RDM, see Kadziński and Michalski (2016). Third, the RAIs, i.e. the likelihood that a country ranks at a
certain position, were computed. RAIs are presented in Section S11 and Fig. S1.
The rank comparison measures of normalized hit ratio, Kendall’s tau, rank agreement measure and pairwise winning index were also computed (see Kadziński and Michalski (2016) for a description of these), but are not shown in this paper. In fact, these additional measures are not as descriptive as the three hereby considered, hence they do not lead to additional insights.

3. Results, discussion and policy implications

For each country, 38 combinations of normalization methods and aggregation functions result in specific electricity supply resilience scores. Fig. 3 shows the scores of the 140 countries, normalized with the min–max method (the data for the raw scores and normalized scores are given in Tables S8 and S9). The countries are classified in descending order according to the average over the 38 min–max normalized combinations, which is hereby defined as the Electricity Supply Resilience Index (ESRI). Using ESRI, an electricity supply resilience trend can be clearly identified. This proves that ESRI is an accurate and
Furthermore, distinct country groupings can be observed, with several countries scoring at the top or at the bottom across all combinations. On the one end, Germany (1), which scores at least 0.88 in all combinations, is the top performer. Next to Germany (1), the following countries to score at least 0.9 on average are Canada (2), the United States of America (USA) (3), France (4), Switzerland (5) and the Netherlands (6). All these countries have top performing indicators and even their worst ones still outperform those from many other countries. On the other end, the Democratic Republic of Congo (DRC) (140), Cameroon (139), Nepal (138) and Nigeria (137) all have scores lower than 0.2 for all combinations and their ESRI is lower than 0.1. None of these countries have enough well-performing indicators to compensate the lower-performing ones; they thus score at the bottom irrespectively of the combinations considered. Therefore, for the top- and bottom-performing countries, different normalization methods and aggregation functions that allow different levels of compensation between the indicators do not have much influence on the final scores.

However, the scores tend to be more variable for average-performing countries or countries with divergent indicator performances. The large disparity of the scores proves that the final rankings can have a strong dependency on the considered normalization/aggregation combination. The disparity is especially large for Japan (32), Norway (35) and Finland (19), for which the score differences go up to 0.9. This is due to the fact that each of these countries has simultaneously top- and bottom-performing indicators. Hence, this divergence of performances emphasizes the different levels of compensation allowed by the aggregation functions, leading to large score disparities. On the opposite side, Germany (1), Romania (34), and the DRC (140), for example, show narrow ranges of scores. These patterns are further discussed in the two subsequent sections.

3.1. Effects of normalization methods on the final ranking

The effect of different normalization methods can be studied by comparing the indices and rankings obtained with the same aggregation function, but different normalization methods. The aim is to allow decision-makers to assess the implications of using different strategies to compare the input data, with respect to its ordinal and cardinal characters. Fig. 4 shows the achieved ranks for the additive function according to the eight normalization methods (see Table 4). Overall, the rankings with different normalization methods tend towards similar results, and a trend can thus be identified. The biggest difference emerges with categorical ternary. In fact, as the categorical ternary normalized data set only contains three different values (−1, 0 and 1), there are many ties between the countries. Therefore, this normalization method only poorly differentiates the performances of the indicators and consequently leads to poorly differentiated scores and ranks. Such a normalization method is more suitable when the exact performance on the indicators is unknown and where the best available option is to set ordinal scales (e.g. high, medium and low performance).

In addition, Table 7 illustrates the RDM for the additive function only. The rank and percentile rank normalization methods are the closest as they show an RDM of 1.96%. This is due to the fact that both methods rely on ranks, and the percentile rank only adds a frequency dimension on top. The ranking differences become larger with the standardized, min–max, target and logistic methods, and maximum with the categorical ones. As shown earlier, the biggest difference emerges with categorical ternary (i.e. highest RDM values, with an average of 14.24%), followed by categorical senary (average RDM of 8.26%). Nevertheless, all the numbers in Table 7, hence for the additive aggregation function, are still close to 0, with an average of 6.91% and a standard deviation of maximum 4.87%. Furthermore, the trend is the same for the geometric and harmonic aggregation functions (see Table S1). Finally, considering all aggregation functions, thus the 38 combinations, the overall average RDM is 15.5% with a maximum standard deviation of 9.54%. This confirms that the rankings of all of these combinations are close and, importantly, that a common trend exists.

5 The number inside the parenthesis that follows a country’s name indicates its ESRI rank.
On the other hand, if the performance of all the countries is close, the electricity mix diversity ($i_5$) and the average outage time ($i_{11}$). In fact, improvement possibilities, the UAE’s low-performing indicators are the performing, the median function over-compensates the low-performing relevant. Therefore, in a case where most of the indicators are well-ranking, the performance of the rest of the indicators becomes merely ir-ranks for the UAE are achieved through the median function (average least compensation and results in an average rank of 124. The best combinations. Finally, the minimum function is the one that allows the compensation than the geometric one (Langhans et al., 2014), resulting in an average rank of 87 over the eight harmonic metric aggregation is 58, which shows that this function allows for less compensation than the additive one. Regarding the harmonic function, it allows even less compensation than the geometric one ($i_6$ and $i_{11}$ for the UAE), these three countries do not rank at the highest level performing indicators (see Table 6 and Table S10). Its average rank for the geometric aggregation is 58, which shows that this function allows for less compensation than the additive one. The variability seems to increase, especially for average-performing countries or countries with divergent indicator performances. The biggest differences emerge with the minimum function, followed by the median and harmonic functions.

Countries that show rather large rank disparities are the most appropriate ones to analyze the effects of aggregation functions. For example, the United Arab Emirates’ (UAE) rank (55) is better for the additive aggregation function (average rank of 36 across the eight additive combinations), because it allows for full compensation between indicators. In contrast, the UAE’s rank for the median function is 84, which shows that this function allows for less compensation than the additive one. Regarding the harmonic function, it allows even less compensation than the geometric one (Langhans et al., 2014), resulting in an average rank of 87 over the eight harmonic combinations. Finally, the minimum function is the one that allows the least compensation and results in an average rank of 124. The best ranks for the UAE are achieved through the median function (average rank of 24). In fact, as more than half of its indicators rank almost at the top, the performance of the rest of the indicators becomes merely irrelevant. Therefore, in a case where most of the indicators are well-performing, the median function over-compensates the low-performing indicators, in the sense that the ranks are even higher than for the additive function, which already offers full compensation. Regarding improvement possibilities, the UAE’s low-performing indicators are the electricity mix diversity ($i_6$) and the average outage time ($i_{11}$). In fact, more than 98% of its electricity is produced by natural gas and each interruption lasts 8 hours on average. This could be improved by, e.g. promoting renewable energies and developing state-of-the-art emergency preparedness measures and protocols to apply in case of dis-ruptions. Japan (32), Norway (35) and Singapore (16), among others, show the same rank pattern, also due to their divergent indicator performances.

One particularity of the minimum function is that it was combined with the standardized and logistic normalization methods only. In fact, the minimum function should be applied with data sets that have no lower bound. Therefore, it results in different values for each country, which allows ranking them without having equally ranked countries. Furthermore, these combinations strongly penalize countries that have very low performance on a single indicator compared to the other countries. In fact, if a country has such performance, its standardized or logistics values will be very low too. This is the case for Albania (131) and China (97), where for severe accidents there are 7.03 fatalities per GWeyr ($i_{22}$). This value is by far worse compared to the other countries and the variance in terms of performance for this indicator is larger than the variance of the other indicators (the other indicators do not show such high indicator performance divergence).

The decreasing levels of compensation allowed by the additive, geometric, harmonic and minimum functions are also shown in the RDMs (see Table 8 and Table S11). Using the standardized data set for comparison, as it is considered over all these aggregation functions, the RDM between the additive and geometric functions is 5.08%, between the additive and harmonic 12.12% and between the additive and minimum 35.71%. As these values are increasing, they show an increasing discrepancy between the rankings, which confirms the gradually decreasing levels of compensation. The same pattern is found for the logistic normalization method. Furthermore, the RDM values when comparing different aggregation functions are lower than the ones obtained when comparing different normalization methods. Therefore, it can once again be concluded that the aggregation functions have a higher influence on the variability of the results.

Finally, the two rankings constructed with the Condorcet methods (combinations 37 and 38) can provide additional insights as in the cases of Japan (32), Norway (35) and the UAE (55). Due to some low-performing indicators ($i_4$ and $i_{11}$ for Japan, $i_4$ and $i_{11}$ for Norway and $i_4$ and $i_{11}$ for the UAE), these three countries do not rank at the highest level when counting the number of better performing indicators (equivalent to the number of votes, see combination number 38). However, the number of bilateral country duels won is still high (a country duel is won when more than half of the indicators of a country are better than the ones from another country), because most of their indicators are still top-performing (see combination number 37). These results are supported by the fact that these countries show among the highest standard deviations for the normalized indicator scores, indicating that the performances of their indicators are not evenly distributed (i.e. these countries score at the top for some indicators, but also at the bottom for other ones).

Compared to the countries mentioned above, an opposite trend is found for Romania (34), Estonia (20) and Ecuador (75), which have most indicators performing at an average level. Such performances do not result in a high rank for the additive, median and Condorcet functions. Nevertheless, these countries are not comparatively penalized as much by the geometric, harmonic or minimum functions.

### Table 8

| RDM                | Additive - Standardized | Additive - Min-max | Additive - Target | Additive - Logistic |
|--------------------|-------------------------|--------------------|------------------|---------------------|
| Additive - Standardized | 2.14%                  | 4.53%              | 2.04%            |                     |
| RDM                | Additive - Logistic     | 2.04%              | 2.63%            | 4.69%              |

| Same normalization | Geometric - Standardized | Harmonic - Standardized | Minimum - Standardized |
|--------------------|--------------------------|------------------------|------------------------|
| Additive - Logistic | 5.08%                   | 12.12%                 | 35.71%                 |
| RDM                | Geometric - Logistic     | 6.00%                  | 14.33%                 | 36.62%               |

Hence, ESRI is a robust measure to quantify a country’s electricity supply resilience.

#### 3.2. Effects of aggregation functions on the final ranking

The effect of different aggregation functions can be studied by comparing the indices and rankings obtained with the same normalization method, but different aggregation functions. Fig. 5 shows the achieved ranks according to the aggregation function used (averaged over all the normalization methods considering them). Even though the rankings are more variable compared to the effects of normalization methods, a trend can still be identified, from top-performing to low-performing countries. The variability seems to increase, especially for average-performing countries or countries with divergent indicator performances. The biggest differences emerge with the minimum function, followed by the median and harmonic functions.

Countries that show rather large rank disparities are the most appropriate ones to analyze the effects of aggregation functions. For example, the United Arab Emirates’ (UAE) rank (55) is better for the additive aggregation function (average rank of 36 across the eight additive combinations), because it allows for full compensation between indicators (see Table 6 and Table S10). Its average rank for the geometric aggregation is 58, which shows that this function allows for less compensation than the additive one. Regarding the harmonic function, it allows even less compensation than the geometric one (Langhans et al., 2014), resulting in an average rank of 87 over the eight harmonic combinations. Finally, the minimum function is the one that allows the least compensation and results in an average rank of 124. The best ranks for the UAE are achieved through the median function (average rank of 24). In fact, as more than half of its indicators rank almost at the top, the performance of the rest of the indicators becomes merely irrelevant. Therefore, in a case where most of the indicators are well-performing, the median function over-compensates the low-performing indicators, in the sense that the ranks are even higher than for the additive function, which already offers full compensation. Regarding improvement possibilities, the UAE’s low-performing indicators are the electricity mix diversity ($i_6$) and the average outage time ($i_{11}$). In fact, more than 98% of its electricity is produced by natural gas and each interruption lasts 8 hours on average. This could be improved by, e.g. promoting renewable energies and developing state-of-the-art emergency preparedness measures and protocols to apply in case of dis-ruptions. Japan (32), Norway (35) and Singapore (16), among others, show the same rank pattern, also due to their divergent indicator performances.

One particularity of the minimum function is that it was combined with the standardized and logistic normalization methods only. In fact, the minimum function should be applied with data sets that have no lower bound. Therefore, it results in different values for each country, which allows ranking them without having equally ranked countries. Furthermore, these combinations strongly penalize countries that have very low performance on a single indicator compared to the other countries. In fact, if a country has such performance, its standardized or logistics values will be very low too. This is the case for Albania (131) and China (97), where for severe accidents there are 7.03 fatalities per GWeyr ($i_{22}$). This value is by far worse compared to the other countries and the variance in terms of performance for this indicator is larger than the variance of the other indicators (the other indicators do not show such high indicator performance divergence).

The decreasing levels of compensation allowed by the additive, geometric, harmonic and minimum functions are also shown in the RDMs (see Table 8 and Table S11). Using the standardized data set for comparison, as it is considered over all these aggregation functions, the RDM between the additive and geometric functions is 5.08%, between the additive and harmonic 12.12% and between the additive and minimum 35.71%. As these values are increasing, they show an increasing discrepancy between the rankings, which confirms the gradually decreasing levels of compensation. The same pattern is found for the logistic normalization method. Furthermore, the RDM values when comparing different aggregation functions are lower than the ones obtained when comparing different normalization methods. Therefore, it can once again be concluded that the aggregation functions have a higher influence on the variability of the results.

Finally, the two rankings constructed with the Condorcet methods (combinations 37 and 38) can provide additional insights as in the cases of Japan (32), Norway (35) and the UAE (55). Due to some low-performing indicators ($i_4$ and $i_{11}$ for Japan, $i_4$ and $i_{11}$ for Norway and $i_4$ and $i_{11}$ for the UAE), these three countries do not rank at the highest level when counting the number of better performing indicators (equivalent to the number of votes, see combination number 38). However, the number of bilateral country duels won is still high (a country duel is won when more than half of the indicators of a country are better than the ones from another country), because most of their indicators are still top-performing (see combination number 37). These results are supported by the fact that these countries show among the highest standard deviations for the normalized indicator scores, indicating that the performances of their indicators are not evenly distributed (i.e. these countries score at the top for some indicators, but also at the bottom for other ones).

Compared to the countries mentioned above, an opposite trend is found for Romania (34), Estonia (20) and Ecuador (75), which have most indicators performing at an average level. Such performances do not result in a high rank for the additive, median and Condorcet functions. Nevertheless, these countries are not comparatively penalized as much by the geometric, harmonic or minimum functions.

---

6 On the other hand, if the performance of all the countries is close, the minimum and logistic normalized values comparatively will not be as low.
because they do not have as many low-performing indicators as other countries (including Japan (32), Norway (35) and the UAE (55)). Therefore, countries without large disparities in the indicator performances show smaller rank disparities and gradually better ranks for the geometric, harmonic and minimum functions.

Combinations 32 to 36 involve a uniformly weighted mix of two aggregation functions. Such combinations can be applied if a certain degree of compensation is desired. For example, combination number 32 provides a 0.5 compensation level, as the additive function allows full compensation and the minimum one none. The weights of the two aggregation functions could be varied to allow any level of compensation between 0 and 1. As expected, the final rankings of these combinations are situated in between the rankings achieved by considering the aggregation functions separately.

The choice of the aggregation function can be related to the decision-makers’ preferences. For example, if the decision-makers agree to allow full compensation between performances, they can opt for the additive aggregation function. However, the resilience of systems might be more related to their weak components, since a failure in one area might be severe enough to spread through an entire network. If the decision-makers advocate for the latter system representation, they should opt for a geometric or harmonic aggregation function that allows less compensation. In extreme cases, under the motto “as strong as the weakest link”, the minimum function should be considered as it emphasizes the single worst-performing indicator.

4. Conclusions

The objectives of this study were threefold. First, an indicator set that comprehensively represents the electricity supply resilience of countries, i.e. the four dimensions, was developed for the first time. It combines technical indicators with measures related to governance, geopolitical and organizational factors. Second, the statistical coherence of the indicator set was verified through correlation analysis and reliability assessment, confirming that indices can be constructed from the available data set. Third, these indices were developed by considering 38 combinations of eight normalization methods and six aggregation functions, in order to assess the robustness of the results. The normalization methods denote different preferences from decision-makers, from exploiting only the ordinal character of the data to considering quantitative differences between performances (cardinal character). Furthermore, the aggregation functions represent different levels of compensation between indicators. Finally, the Electricity Supply Resilience Index (ESRI) is proposed and quantified for 140 countries worldwide. The ESRI is the first comprehensive country performance measure for electricity supply resilience, which allows to build a univocal country ranking.

A clear electricity supply security resilience ranking trend across all the investigated combinations is apparent. The ESRI robustly ranks the same countries at the top (e.g. Germany, Canada and the USA), whereas others constantly rank at the bottom (e.g. the DRC, Cameroon, Nepal and Nigeria). In contrast, the rankings are more variable for average-performing countries or countries with divergent indicator performance. Consequently, the ESRI helps decision-makers to identify trends and specific patterns, and to understand the responsible factors behind.

The novel robustness assessment demonstrated that the ranks of the investigated countries are primarily affected by the aggregation function used, and to a lesser extent by the normalization method. This is confirmed by the Rank Difference Measure (RDM), which has never been used before in the energy sector. The disparity is particularly large for countries having a few top- and bottom-performing indicators, which is explained by the variable levels of compensation allowed by the different aggregation functions. Hence, countries with (even only one) low-performing indicators score better if approaches allowing for higher or full compensation are applied. Overall, the RDM has been proven to be a useful tool to study ranking robustness and it confirmed that countries on average maintain their ESRI rank. Furthermore, it identified the categorical normalization method as the most deficient one, due to its poor capacity to differentiate performances. These findings are confirmed with the untrimmed data set, therefore proving that data trimming did not affect the results.

This research demonstrates the dependence and sensitivity of the results on methodological choices in the construction of indices. By exploring the robustness of the indices from a wider perspective, it challenges the status quo of developing indices based on a single combination, to accommodate a variety of approaches, even extreme ones, and proves that for this case study the results are robust. In fact, decision-makers need to be aware of the characteristics of the different approaches and how they can potentially affect the results. Selecting an approach implicitly defines the indicator compensation levels, which, in turn, affects the index and the derived rankings and conclusions. Therefore, the novel robustness analysis presented herein greatly improves the credibility of the results.

Another contribution of this paper is that it allows decision-makers to understand on which indicators they should focus to improve the performance of their country, and therefore achieve a better overall ranking. If the ranking is constructed with the additive function, an improvement of any indicator will have the same effect on the final ranks, as the additive function is linear and allows full compensation. However, using the geometric, harmonic or minimum functions implies that an improvement of a low-performing indicator will have a larger impact on the final ranks compared to the situation where an already well-performing indicator is improved by the same amount. Of course, this needs to be complemented by a reality check of which indicators a country can and wants to improve, and what this means in terms of costs, feasibility and political willingness.

Overall, the use of an appropriate index enables decision-makers to get a clear understanding of the problem to be studied. Furthermore, it is important for them to analyze the consequences and resulting biases of the chosen index’ construction methodology and a robustness analysis should be performed. Indices are a particularly promising approach for electricity supply resilience quantification, because of their ability to assess the multi-dimensional aspects of resilience. Finally, the present case study confirms that the ESRI constitutes an appropriate, accurate, consistent and robust measure to quantify countries’ electricity supply resilience.

Future research could address the following topics. First, a potential expansion of the indicator data set to include and study the impact of currently omitted indicators. Examples include, among others, price volatility, reserves to consumption ratio or the technical qualified personnel available in the energy sector. Second, instead of only considering yearly averages, the effects on the resilience of electricity supply of the different seasonal consumption profiles could be studied. Third, extending the scope of the present study, the long-term sustainability of a country’s electricity mix could be determined. In fact, countries can have similar diversity indicator values, but the sustainability of the technologies used may vary greatly. Fourth, instead of considering equal weights, the implicit weights due to the correlations between indicators could be studied (Becker et al., 2017; Maxim, 2014), along with the weighting profiles required to get a single ranking over all combinations (Billaut et al., 2009). Fifth, stakeholders (e.g. plant operators, governmental organizations, etc.) could be involved to determine the indicator weighting profiles that suits them best. Sixth, it would be interesting to compare the present ranking with existing ones, not only with respect to energy security, but also in different fields (e.g. from the World Development Indicators (WDI) database (World Bank, 2017)), to potentially identify similarities and correlations among different country rankings.
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