ON THE LOCAL TRANSFORMED BASED METHOD FOR
PARTIAL INTEGRO-DIFFERENTIAL EQUATIONS OF
FRACTIONAL ORDER

MARIJAN UDDIN AND MUHAMMAD TAUFIQ

Received 13 November, 2019

Abstract. In the present work, a localized Laplace transform based numerical scheme is constructed for fractional partial integro-differential equations with weakly singular kernels. By application of the Laplace transform the time variable is eliminated and the spatial derivatives are approximated by RBF which transformed the problem into a linear system of equations. The resultant system lead to differentiation matrices which are sparse contrary to large global collocation matrices. The inverse Laplace transform is then computed numerically using contour integration to recover the solution. The efficiency and accuracy of the method is demonstrated by several numerical experiments. The results obtained by the present method are compared with analytical solutions and other numerical methods.
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1. INTRODUCTION

In this work, we consider the following type of fractional order partial integro-differential equations with memory term of convolution type

\[ D^\alpha_t v(x,t) = \gamma v_{xx}(x,t) + \int_0^t v_{xx}(x,z)\beta(t-z)dz + f(x,t), \quad (1.1) \]

where \(0 < \alpha < 1, \ 0 \leq t \leq T, f(x,t)\) is given function and \(\beta(t) = t^{-\frac{1}{2}}\) is the weakly singular kernel, with the following initial condition

\[ v(x,0) = v_0, \ x \in \Omega, \quad (1.2) \]

and with the RBC boundary condition

\[ Bv(x,t) = 0, \ x \in \partial\Omega. \quad (1.3) \]
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In recent years, researchers have shown growing interest in the study of fractional integro-differential equations. In the last decades such type of equations have numerous applications in the fields of science and engineering like as finance, hydrology, physics and control theory, cosmology, solid mechanics, chemistry, economics, bioengineering, statistical mechanics, viscoelastic materials, and control theory [1, 11, 29, 30]. Fractional order integro-differential equations successfully modeled many physical phenomenon. The analytical solution of these equations are not possible or are hard to find. Therefore researchers have solved these problems numerically. For the solution of fractional integro-differential equations (FIDEs) various numerical method have been used over the years, some of these may be found in the references [9, 25, 26, 32, 33].

Brunner and co-authors have developed very efficient collocation methods for the solution of Volterra integral equations, some of these can be found in the references [2, 3, 7], and some other accurate numerical methods are referred in [8, 27, 31, 42]. Several mathematical models and simulations of real world problems usually expressed in terms of functional equations. These models include PDEs and FIDEs. However, some practical problems such as modeling and simulations in science and engineering can be formulated in terms of fractional order partial integro-differential equations. These equations are often used to model heat conduction in material with memory term, chemical, nuclear reactor design and fluid dynamics [4, 6, 12, 15, 17–19, 23, 35, 36, 38, 40].

Analytical solution of many integral equations are hard to find or either do not exist so we need an efficient and accurate numerical method. Many numerical methods have been used over the last ten decades, including finite element methods [4, 13], finite difference methods [35] and Laplace transform methods [39]. Spectral collocation method and Galerkin methods [12, 14, 41] for approximating integrals and integral equations. The authors in [16, 21] have been considered numerical methods for partial integro-differential equations.

Recently applications of radial basis functions (RBFs) is an active area of research. These RBF based meshfree techniques are employed for finding approximate solution of partial differential equations (PDEs) in irregular shaped domains. The detail of such methods can be found [10]. The researchers have shown interest in derivations and implementations of such methods for solving the various types of problems. The mesh-based methods such as the finite difference and finite element methods are not well suited for problems in complex geometry. In the present work, a new technique Laplace transform based local radial basis functions is applied for solving problems (1.1) – (1.3) numerically. By application of Laplace transform the time variable is eliminated and the resulting equation is solved by local radial basis functions method. For getting high accuracy some contours like parabolic and hyperbolic are also used in the numerical inversion of the Laplace transform.
2. Preliminaries

In this section, we provide some definitions and notations of the fractional calculus [22, 28].

**Definition 1.** The Caputo derivative of fractional order is defined by

\[
D^\alpha_t v(t) = \frac{1}{\Gamma(n-\alpha)} \int_0^t \frac{1}{(t-z)^{\alpha+1-n}} \frac{d^n}{dz^n} v(z) \, dz,
\]  
(2.1)

where, \( n - 1 < \alpha < n \in \mathbb{Z}^+ \).

**Definition 2.** The Laplace transform of a given function \( v(t) \), where \( t \geq 0 \) is defined as

\[
\hat{v}(z) = L\{v(t)\} = \int_0^\infty e^{-zt} v(t) \, dt,
\]  
(2.2)

if this improper integral converges.

**Lemma 1.** Assume the function \( v(t) \) is continuous over \( 0 \leq t \leq t_n \), if there are some constants \( K_1, K_2 \), with the property,

\[
|e^{-K_2 t} v(t)| < K_1, \forall \ t > t_n,
\]  
(2.3)

then the Laplace transform of \( v(t) \) exists.

**Lemma 2.** If \( v(t) \in C^p[0, \infty) \), with \( \alpha \in (n-1, n) \in \mathbb{Z}^+ \), then the Laplace transform of the Caputo fractional derivative is defined as

\[
L\{D^\alpha_t v(t)\}(z) = z^\alpha \hat{v} - \sum_{i=0}^{n-1} z^{\alpha-i-1} v^{(i)}(0).
\]  
(2.4)

**Theorem 1** (Lerch’s theorem in [5]). If

\[
\hat{v}(z) = \int_0^\infty e^{-zt} v(t) \, dt, \quad z > \gamma,
\]  
(2.5)

is satisfied by a continuous function \( v(t) \), there is no other continuous function which satisfies the equation (2.5).

**Theorem 2** (The Bromwich Inversion Theorem in [5]). Let \( v(t) \) have a continuous derivative and let \( |v(t)| < Ke^\gamma \), where \( K \) and \( \gamma \) are positive constants. Define \( \hat{v}(z) = \int_0^\infty e^{-zt} v(t) \, dt, \quad \text{Re}(z) > \gamma \), then

\[
v(t) = \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \hat{v}(z)e^{zt} \, dz.
\]  
(2.6)
3. Description of the Method

3.1. Time discretization via Laplace transform

Now the Laplace transform is applied to eliminate the time variable and the resultant equations are solved using local meshless method. Application of Laplace transform to problem (1.1)−(1.3) gives

\[ z^\alpha \hat{v}(x,z) - z^\alpha v_0 = \hat{B}(z)D\hat{v}(x,z) + \hat{f}(x,z), \quad x \in \Omega \subset \mathbb{R}^d, \] (3.1)

\[ B\hat{v}(x,z) = \hat{h}(z), \quad x \in \partial\Omega. \] (3.2)

The following system of equations is obtained

\[ (z^\alpha I - \hat{B}(z)D)\hat{v}(x,z) = z^\alpha v_0 + \hat{f}(x,z), \quad x \in \Omega \subset \mathbb{R}^d, \] (3.3)

\[ B\hat{v}(x,z) = \hat{h}(z), \quad x \in \partial\Omega. \] (3.4)

The solution \( \hat{v}(x,z) \) of the transformed problem (3.3)-(3.4) will be approximated using local RBF method. Consequently by using numerical inversion we get the original solution \( v(x,t) \) of the given problem (1.1)−(1.3).

3.2. Spatial discretization via radial kernels

In this section we need to discretize the transform problem (3.3)-(3.4) for the linear operators \( B \) and \( L \) by using local radial basis functions [37]. Consider the centers \( \{x_1,\ldots,x_m\} \subset \Omega \subset \mathbb{R}^d, d \geq 1 \), where \( \Omega \) is bounded domain. To approximate the unknown function \( \hat{v}(x) \) at the functional values \( \{\hat{v}(x_j), j = 1,2,\ldots,m\} \), the local interpolant at each \( x_j \in \Omega \) takes the form

\[ \hat{v}(x_j) = \sum_{x_k \in \Omega_j} \sigma_{jk} \phi(r_j), \quad (3.5) \]

where, \( \sigma^j = [\sigma_{1j},\sigma_{2j},\ldots,\sigma_{nj}] \) is vector of unknown coefficients, and \( r_{jk} = \|x_j - x_k\| \) is the norm between nodes \( x_j \) and \( x_k \), \( \phi(r), r \geq 0 \) is a radial kernel (Multi-quadric radial basis function) and \( \Omega_j \subset \Omega \) is a local domain for around each \( x_j \), contains \( n \) neighboring nodes around the node \( x_j \). So we have \( m \) small size linear systems each of order \( n \times n \) given by

\[ \begin{pmatrix} \hat{v}_1' \\ \hat{v}_2' \\ \vdots \\ \hat{v}_n' \end{pmatrix} = \begin{pmatrix} \phi_{11}' & \phi_{12}' & \cdots & \phi_{1n}' \\ \phi_{21}' & \phi_{22}' & \cdots & \phi_{2n}' \\ \vdots & \vdots & \ddots & \vdots \\ \phi_{n1}' & \phi_{n2}' & \cdots & \phi_{nn}' \end{pmatrix} \begin{pmatrix} \sigma_1' \\ \sigma_2' \\ \vdots \\ \sigma_n' \end{pmatrix}, \quad j = 1,2,\ldots,m, \]

which can be denoted by

\[ \hat{V}'_j = P\sigma^j, \quad j = 1,2,\ldots,m, \] (3.6)
where $\varphi_{jk}^i = \varphi^i(\|x_j - x_k\|), x_j, x_k \in \Omega_j$, the matrix $P^i$ is called system matrix. Next applying the operator $L$ to (3.5), we get

$$L \hat{v}(x_j) = \sum_{x_k \in \Omega_j} \sigma^i_{jk} L \varphi^i(\|x_j - x_k\|),$$

(3.7)

In vector form this gives,

$$L \hat{v}(x_j) = W^j \cdot \sigma^j,$$

(3.8)

where $W^j$ is given by

$$W^j = L \varphi^j(\|x_j - x_k\|), x_j, x_k \in \Omega_j,$$

(3.9)

the unknown coefficients can be eliminated from equation (3.6)

$$\sigma^j = (P^j)^{-1} \hat{V}^j,$$

(3.10)

by inserting the values of $\sigma^j$ in (3.8) we have,

$$L \hat{v}(x_j) = W^j(P^j)^{-1} \hat{V}^j = N^j \hat{V}^j$$

(3.11)

where,

$$N^j = W^j(P^j)^{-1}.$$  

(3.12)

Hence the localized discretized form of the linear operator at each center $x_j$ gives

$$L \hat{v} = H \hat{V},$$

(3.13)

where $H$ is the sparse differentiation matrix of order $m \times m$ with $n$ non-zeros values while $m - n$ zeros values in each row, and $n$ denote the nodes in local sub-domain $\Omega_j$ for each $j$.

4. Numerical inversion technique

In this section, the solution $v(x,t)$ of the problem (1.1) − (1.3) is obtained using the following Laplace inversion form

$$v(x,t) = \frac{1}{2\pi i} \int_{\xi = -\infty}^{\xi = +\infty} \hat{v}(x,z)e^{zt}dz = \frac{1}{2\pi i} \int_{\gamma} e^{zt} \hat{v}(x,z)dz, \xi > \xi_0, \quad (4.1)$$

where $\gamma$ is suitable path joining $\xi - \infty$ to $\xi + \infty$. The solution of problem (1.1) − (1.3) is obtained from the complex contour integral (4.1) which is called the Bromwich integral along the chosen path. The hyperbolic and parabolic contours are used in the present work [20, 40]. The hyperbolic path [20] is given by

$$z(\eta) = \omega + \lambda (1 - \sin(\sigma - \eta)), \text{ for } \eta \in \mathbb{R}, \quad (4.2)$$

with $\lambda > 0$, $\omega \geq 0$, $0 < \sigma < \beta - \frac{\pi}{2}$, and $\frac{\pi}{2} < \beta < \pi$ (for detail see [20]). The optimal parameters corresponding to the hyperbolic path are given as $l(x) = \max(1, \log(1/x))$, $r > 0$, $\mu = r(1 - \theta)/b$, $\tau = 2\pi r$, $0 < \theta < 1$, $\rho = \theta \tau \sin(\sigma - r)/b$, $b = \cosh^{-1}(1/(\theta r \sin(\sigma)))$, $t = t_0/T$, $0 < t_0 < T$, $t_0 \leq t \leq T$, $\lambda = \theta \tau M/(bT)$, $k = b/M$.
and error bound is \((I(\rho,M))\) (see Theorem 3.1, [20]). Using the paths hyperbolic path defined the integral (4.1) becomes

\[ v(x,t) = \frac{1}{2\pi^2} \int_{-\infty}^{\infty} e^{z(\eta)} v\hat{v}(x,z(\eta)) \hat{z}(\eta) d\eta, \]

(4.3)

and equal width trapezoidal rule is used for approximation of (4.3) in the following equation

\[ v_k(x,t) = k \sum_{j=-M}^{M} v(x,z_j)e^{z_j} \hat{z}_j, \quad z_j = z(\eta_j), \quad \eta_j = jk, \]

(4.4)

where \(k\) is step size.

5. Stability

In this section, we discuss stability of the system (3.3)-(3.4), and can be expressed as

\[ A\hat{v} = \hat{b}, \]

(5.1)

where the matrix \(A\) is known as the differentiation matrix of order \(N \times N\) obtained in using local RBF method. From system (5.1) the stability constant is given by

\[ C = \sup_{\hat{v} \neq 0} \frac{\|\hat{v}\|}{\|A\hat{v}\|}, \]

(5.2)

where the constant \(C\) is finite which can be obtained by using some discrete norms \(\|\cdot\|\) on \(\mathbb{R}^N\). Equation (5.2) gives

\[ \|A\|^{-1} \leq \frac{\|\hat{v}\|}{\|A\hat{v}\|} \leq C, \]

(5.3)

Next in case of pseudoinverse \(A^\dagger\) of \(A\)

\[ \|A^\dagger\| = \sup_{w \neq 0} \frac{\|A^\dagger w\|}{\|w\|}, \]

(5.4)

Now we have

\[ \|A^\dagger\| \geq \sup_{w=A\hat{v} \neq 0} \frac{\|A^\dagger A\hat{v}\|}{\|A\hat{v}\|} = \sup_{\hat{v} \neq 0} \frac{\|\hat{v}\|}{\|A\hat{v}\|} = C. \]

(5.5)

Hence equations (5.3) and (5.5) assures the boundedness of the stability constant \(C\). To ensure numerical stability in solving system (5.1), Pseudoinverse can be used, but calculation may be computationally expansive. In case of square systems, we use the MATLAB built in function condest estimates

\[ C = \frac{\text{condest}(A')}{{\|A\|}_\infty} \]

(5.6)
6. APPLICATION OF THE METHOD

In this section, we applied our numerical technique which is the combination of Laplace transform and localized RBF based meshfree method to approximate the time fractional partial integro-differential equations. The accuracy of the method is shown in the form of tables and graphs.

Example 1. Here we consider the model defined in equations (1.1) – (1.3) as our first test problem with the following function and boundary conditions

\[ f(x, t) = \frac{1}{\Gamma(3 - \alpha)}(x^2 - 1)t^{2 - \alpha} - 2t^2 - \frac{32}{15}t^\frac{7}{2}, \]

(6.1)

\[ v(x, 0) = 0, \quad x \in (-1, 1), \quad v(0, t) = v(1, t) = 0, \quad 0 < t \leq T, \]

(6.2)

where the actual solution [24] of above problem is \( v(x, t) = t^2(x^2 - 1) \). The contour mentioned in (4.2) and the following optimal values of the parameter are used in the solution of the above problem.

\[ \omega = 2, \sigma = 0.3812, \lambda = \frac{\theta r_b M}{b T}, x_k = hk, \theta = 0.1, r_b = 2\pi r, r = 0.3431, \]

\[ h = b/M, b = \frac{1}{\theta t \sin(\alpha)}, \tau = t_0/T, t_0 = 0.1, t = 1, T = 5. \]

The \( l_\infty \) errors at various quadrature points \( M \), collocation points \( m \in \Omega \), stencils points \( n \in \Omega_i \) and fractional order \( \alpha \), and the error estimate \( \epsilon(c, M) = (e^{-\frac{c M}{l_\infty}}) \), \( c = 1 \) of the proposed numerical scheme are shown in Table 1. The error estimate \( \epsilon(c, M) \) decreasing exponentially for \( 11 \leq M \leq 91 \), while at \( M = 50 \) and \( 4 \leq n \leq 15 \) the error estimate remain unchanged are shown in Table 1 and Figure 1 respectively. The numerical solutions obtained by Laplace transform based local meshless method are better than the results obtained by the method in [24].

Example 2. In this example, we apply the proposed numerical method to solve model (1.1) – (1.3) as a second test problem in [24] with

\[ f(x, t) = \cos(\pi x)(\frac{2}{\Gamma(3 - \alpha)}t^{2 - \alpha} + t^2 + \frac{16}{15}t^\frac{7}{2}), \]

(6.3)

with the following initial and boundary conditions

\[ v(x, 0) = 0, \quad x \in (0, \pi), \quad v(0, t) = v(1, t) = 0, \quad 0 < t \leq T. \]

(6.4)

The exact solution of the above problem is \( v(x, t) = t^2 \cos(x) \). The same set of parameters are used for the solution of Example 2 as well. The \( l_\infty \) error norm is steadily decreasing from top to bottom in each column for \( 10 \leq M \leq 60 \) and similarly the error is decaying slowly from left to right in each row by increasing value of \( \alpha \) and are shown in Table 2 and Figure 2 respectively. The results obtained by the present method are more accurate than the results in [24].
TABLE 1. Numerical results using Laplace transform based local RBF method corresponding to Example 1.

\begin{tabular}{cccccc}
\hline
\textbf{M} & \textbf{$l_\infty$} & \textbf{$l_\infty$} & \textbf{$l_\infty$} & \textbf{$l_\infty$} & \textbf{\(\varepsilon(c,M)\)} \\
\hline
11 & 5.29e-006 & 5.31e-006 & 5.34e-006 & 5.37e-006 & 0.0102 \\
21 & 5.62e-006 & 5.39e-006 & 5.14e-006 & 4.89e-006 & 0.0010 \\
41 & 1.62e-005 & 1.56e-005 & 1.49e-005 & 1.41e-005 & 1.60e-005 \\
51 & 2.73e-005 & 2.63e-005 & 2.52e-005 & 2.40e-005 & 2.32e-006 \\
71 & 3.99e-005 & 3.85e-005 & 3.69e-005 & 3.52e-005 & 5.83e-008 \\
91 & 5.61e-005 & 5.41e-005 & 5.20e-005 & 4.97e-005 & 1.73e-009 \\
\hline
\end{tabular}

\(M, m = 50, 45\)

\begin{tabular}{cccccc}
\hline
\textbf{n} & \textbf{$l_\infty$} & \textbf{$l_\infty$} & \textbf{$l_\infty$} & \textbf{$l_\infty$} & \textbf{\(\varepsilon(c,M)\)} \\
\hline
4 & 5.41e-004 & 5.24e-004 & 5.05e-004 & 4.84e-004 & 2.81e-006 \\
5 & 3.00e-005 & 2.89e-005 & 2.77e-005 & 2.63e-005 & 2.81e-006 \\
7 & 8.38e-005 & 8.13e-005 & 7.85e-005 & 7.55e-005 & 2.81e-006 \\
9 & 6.58e-005 & 6.37e-005 & 6.14e-005 & 5.89e-005 & 2.81e-006 \\
11 & 1.51e-004 & 1.46e-004 & 1.41e-004 & 1.35e-004 & 2.81e-006 \\
15 & 2.13e-004 & 2.06e-004 & 1.98e-004 & 1.90e-004 & 2.81e-006 \\
\hline
\end{tabular}

\(m = 100\) \(L_\infty = 7.4715e^{-5}\) [24]

\textbf{FIGURE 1.} Approximate solution: error versus quadrature points corresponding to Example 1.
TABLE 2. Numerical results of fractional partial-integro-differential equation at time $t = 1 \in [t_0 = 0.1, T = 5]$ by present method to Example 2.

| $m = 45, n = 5$ | $\alpha = 0.2$ | $\alpha = 0.3$ | $\alpha = 0.7$ | $\alpha = 0.8$ |
|-----------------|----------------|----------------|----------------|----------------|
| M | $l_\infty$ | $l_\infty$ | $l_\infty$ | $l_\infty$ | $\varepsilon(c,M)$ |
| 10 | 1.18e-004 | 1.17e-004 | 1.14e-004 | 1.13e-004 | 0.0130 |
| 20 | 1.33e-005 | 1.33e-005 | 1.31e-005 | 1.31e-005 | 0.0013 |
| 30 | 8.10e-006 | 8.10e-006 | 8.09e-006 | 8.09e-006 | 1.47e-004 |
| 40 | 7.03e-006 | 7.03e-006 | 7.03e-006 | 7.03e-006 | 1.95e-005 |
| 50 | 6.58e-006 | 6.58e-006 | 6.58e-006 | 6.58e-006 | 2.81e-006 |
| 60 | 6.88e-006 | 6.88e-006 | 6.88e-006 | 6.88e-006 | 4.32e-007 |

$M = 50, n = 5$

| m | $l_\infty$ | $l_\infty$ | $l_\infty$ | $l_\infty$ | $\varepsilon(c,M)$ |
|----|-----------|-----------|-----------|-----------|----------------|
| 10 | 0.0068 | 0.0068 | 0.0068 | 0.0068 | 0.0130 |
| 20 | 9.94e-005 | 9.94e-005 | 9.94e-005 | 9.94e-005 | 0.0013 |
| 30 | 1.44e-004 | 1.44e-004 | 1.44e-004 | 1.44e-004 | 1.47e-004 |
| 40 | 3.44e-005 | 3.44e-005 | 3.44e-005 | 3.44e-005 | 1.95e-005 |
| 50 | 6.65e-006 | 6.61e-006 | 6.46e-006 | 6.43e-006 | 2.81e-006 |
| 60 | 4.22e-006 | 4.18e-006 | 3.99e-006 | 3.95e-006 | 4.32e-007 |

**Figure 2.** Approximate solution: error versus quadrature points corresponding to Example 2.
Example 3. In the third test problem, we apply the proposed method for model problem given in equations (1.1) – (1.3), subject to the initial and boundary conditions and function \( f \)

\[
f(x,t) = \sin(\pi x) \left[ \frac{1}{\Gamma(2-\alpha)} t^{1-\alpha} + \pi^2 t + \frac{4}{3} \pi^2 t^2 \right], \quad (6.5)
\]

where the exact solution \( v(x,t) = t \sin(\pi x) \) is taken for the purpose of comparison [24]. Various quadrature points \( M \) along the hyperbolic \( \Gamma \) contour (4.2) are used in approximating the solution. The \( \infty \) errors at various \( m \in \Omega \), stencils points \( n \in \Omega \), and \( \alpha \) are shown in Table 3 and Figure 3. From Table 4, we observed that the \( \infty \) error is decaying algebraically for \( 20 \leq M \leq 60 \) quadrature points. Hence the present method is highly convergent.

Table 3. Numerical results using Laplace transform method corresponding to Example 3.

| \( M = 70, n = 5 \) | \( \alpha = 0.1 \) | \( \alpha = 0.25 \) | \( \alpha = 0.6 \) | \( \alpha = 0.75 \) |
|---------------------|-----------------|-----------------|-----------------|-----------------|
| \( N \)              | \( l_{\infty} \) | \( l_{\infty} \) | \( l_{\infty} \) | \( l_{\infty} \) |
| 11                  | 9.63e-005       | 9.63e-005       | 9.65e-005       | 9.68e-005       |
| 21                  | 1.42e-005       | 1.42e-005       | 1.42e-005       | 1.42e-005       |
| 41                  | 2.99e-005       | 2.99e-005       | 3.00e-005       | 3.00e-005       |
| 51                  | 3.81e-005       | 3.81e-005       | 3.82e-005       | 3.83e-005       |
| 71                  | 5.48e-005       | 5.48e-005       | 5.48e-005       | 5.50e-005       |
| 91                  | 7.43e-005       | 7.43e-005       | 7.44e-005       | 7.46e-005       |

| \( N = 50, M = 70 \) |
|---------------------|
| \( n \)       | \( \infty \) |
| 4                  | 3.03e-004       | 3.03e-004       | 3.04e-004       | 3.05e-004       |
| 5                  | 4.10e-005       | 4.10e-005       | 4.11e-005       | 4.12e-005       |
| 7                  | 7.87e-005       | 7.86e-005       | 7.88e-005       | 7.90e-005       |
| 9                  | 1.07e-004       | 1.07e-004       | 1.07e-004       | 1.07e-004       |
| 11                 | 1.67e-004       | 1.67e-004       | 1.68e-004       | 1.68e-004       |
| 15                 | 2.06e-004       | 2.06e-004       | 2.06e-004       | 2.07e-004       |

Example 3. Finally we consider the following two dimensional initial-boundary value partial integro-differential equation

\[
\frac{\partial v}{\partial t}(x,y,t) - \int_0^t \beta_1(t-z) \Delta v(x,y,z) dz = f(x,y,t), \quad x,y \in \Omega, \quad t \geq 0, \quad (6.7)
\]

where \( \beta_1(t) = (\pi t)^{-\frac{1}{2}} \), and initial and boundary conditions are chosen as

\[
v(x,y,0) = 0, \quad x,y \in \Omega, \quad v(x,y,t) = v(x,y,t) = 0, \quad x,y \in \partial \Omega, \quad t \geq 0, \quad (6.8)
\]
TABLE 4. Approximate solution corresponding to Example 3.

| $N = 50$, $n = 5$ | $\alpha = 0.1$ | $\alpha = 0.25$ | $\alpha = 0.6$ | $\alpha = 0.75$ |
|-------------------|----------------|-----------------|----------------|----------------|
| $M$               | $l_{\infty}$   | $l_{\infty}$    | $l_{\infty}$   | $l_{\infty}$   |
| 20                | 0.0112         | 0.0112          | 0.01           | 0.0112         |
| 30                | 0.0019         | 0.0019          | 0.01           | 0.0019         |
| 45                | 1.99e-004      | 1.99e-004       | 1.99e-004      | 1.99e-004      |
| 60                | 1.46e-005      | 1.46e-005       | 1.46e-005      | 1.47e-005      |
| 70                | 4.10e-005      | 4.10e-005       | 4.11e-005      | 4.12e-005      |
| 90                | 3.70e-005      | 3.69e-005       | 3.70e-005      | 3.71e-005      |

FIGURE 3. Approximate solution: error versus quadrature points corresponding to Example 3

where the exact solution $v(x, y, t) = t^3(1 - x^2)(1 - y^2)$ of this problem is selected from [34]. The parabolic contour $z = v(iw + 1)^2$ for the strip $w = \eta + ic$, where $-\infty < \eta < \infty$ which reduces to

$$z(\eta) = v((1 - c)^2 - \eta^2) + 2i\nu\eta(1 - c),$$

(6.9)

For the optimal values of the parameters corresponding to this path we used [40]. This problem is approximated over the domain $[-1, 1]^2$. The error estimate $\epsilon(c, M)$, $l_{\infty}$ error norm and $l_2$ error norm are displayed in Table 5. For various points $m$, $M = 30$ quadrature points, $n = 20$ stencil points the $l_{\infty}$ error norm and $l_2$ error norm decreasing steadily for $20 \leq M \leq 60$, while error estimate $\epsilon(c, M) = e^{\frac{cM}{\ln(m+1)}}$ for $c = 1$ is decaying algebraically. The results are also computed for fixed collocation points $m = 50$, quadrature points $M = 30$ and various stencil points $n$ in $\Omega_i$. The actual and
numerical results are also displayed in Figure 4. Hence our numerical scheme is highly convergent for approximation of multi-dimensional partial integro-differential equations.

**Table 5.** Numerical results using Laplace transform based local RBF method corresponding to Example 4.

| $(M,n) = (30,20)$ | $\infty$ | $l_2$ | $\epsilon(c,M)$ | RMS |
|-------------------|----------|-------|-----------------|-----|
| 20                | 1.77e-04 | 0.0016| 0.0013          | 7.92e-05 |
| 30                | 1.71e-04 | 9.08e-04 | 1.47e-04 | 3.02e-05 |
| 40                | 1.31e-04 | 8.45e-04 | 1.95e-05 | 2.11e-05 |
| 50                | 5.01e-05 | 7.51e-04 | 2.81e-06 | 1.50e-05 |
| 60                | 6.72e-05 | 6.97e-04 | 4.32e-07 | 1.16e-05 |

| $(M,m) = (30,50)$ | $\infty$ | $l_2$ | $\epsilon(c,M)$ | RMS |
|-------------------|----------|-------|-----------------|-----|
| 10                | 5.41e-04 | 0.0616| 2.81e-06 | 0.0586 |
| 20                | 5.01e-04 | 7.51e-04 | 2.81e-06 | 1.50e-05 |
| 25                | 1.07e-04 | 0.0016| 2.81e-06 | 3.13e-05 |
| 30                | 6.39e-05 | 0.0015| 2.81e-06 | 3.01e-05 |
| 40                | 4.84e-05 | 0.0015| 2.81e-06 | 2.97e-05 |

$l_2 = 1.679e - 004$ [34]

**Figure 4.** Numerical results corresponding to Example 4.
In this work a numerical scheme is constructed which is based on Laplace transform and local radial basis functions method. The proposed numerical scheme efficiently approximated fractional order partial integro-differential equations with weakly singular kernel as well as memory term of convolution type. By application of Laplace transform time independent PDEs are obtained, after which the space variable is discretized using local meshless method. Finally the solution is obtained with inverse Laplace transform using quadrature rule along a contour with high accuracy. The accuracy and efficiency is of the numerical scheme is demonstrated and the present numerical method is an alternative for such type similar problems.
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