A New Design of Codebook for Hybrid Precoding in Millimeter-Wave Massive MIMO Systems
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Abstract: The precoding scheme based on codebooks is used to save the same set of codebook in advance at the transmitter and the receiver, then, the receiver selects the most appropriate precoding matrix from codebooks according to different channel state information (CSI). Therefore, the design of codebook plays an important role in the performance of the whole scheme. The symmetry-based hybrid precoder and combiner is a highly energy efficient structure in the millimeter-wave massive multiple-input multiple-output (MIMO) system, but at the same time, it also has the problems of high bit error rate and low spectral efficiency. In order to improve the spectral efficiency, we formulate the codebook design as a joint optimization problem and propose an iteration algorithm to obtain the enhanced codebook by combining the compressive sampling matching pursuit (CoSaMP) algorithm with the dictionary learning algorithm. In order to prove the validity of the proposed algorithm, we simulate and analyze the change of the spectral efficiency of the algorithm with the signal-to-noise ratio (SNR) and the number of radio frequency (RF) chains of different precoding schemes. The simulation results demonstrate that the spectral efficiency of the algorithm is obviously outstanding compared with that of the OMP-based joint codebook algorithm and the hybrid precoding algorithm with quantization algorithm under low SNR and different numbers of RF chains. Particularly, when SNR is lower than 0 dB, the proposed algorithm performs very close to the optimal unconstrained precoding algorithm.
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1. Introduction

Millimeter-wave massive MIMO, which is very suitable for 5G wireless communication transmission, has been extensively studied in the past ten years [1]. Although digital precoding can achieve excellent performance in the system, the digital precoding consumes a lot of energy and the hardware cost is quite expensive, owing to the requirement that each antenna element needs to be connected to one dedicated RF chain, which is impractical in the mmWave massive MIMO systems. In order to overcome these obstacles, we utilize hybrid precoding techniques at the cost of reduced spectral efficiency. Therefore, it is vital to design a hybrid precoding algorithm that can promote the spectral efficiency for mmWave MIMO systems.

Over the past decade, hybrid precoding technology in the mmWave massive MIMO system has been diffusely researched. By regarding the mmWave channel as sparse channel, the construction of hybrid precoding is transformed into the sparse matrix reconstruction in [2], although the hybrid precoding matrix is easy to construct, the adopted orthogonal matching pursuit (OMP) algorithm causes error accumulation, which causes the decrease of system spectral efficiency. The transceiver is designed for energy efficiency maximization in [3] by dividing the joint design of the hybrid precoder and the combiner into two
subproblems, and further, using the OMP algorithm to design the hybrid precoder, then improving the design of the hybrid precoder based on random error modeling in order to adapt to the situation of imperfect CSI. With the aid of the internal connection between the analog codebook and digital codebook, an iterative algorithm is designed jointly by digital codebooks and analog codebooks in [4] based on the dictionary learning algorithm and reconstruction algorithm, which can be applied to the phase shifter with arbitrary resolution, but the algorithm has not improved the spectral efficiency. According to the different connection modes between radio frequency (RF) chains and antennas, the hybrid precoding scheme is mainly divided into full connection, partial connection, and hybrid connection. In [5,6], a hybrid precoding scheme based on the partial connection structure is proposed, which reduces the number of phase shifters by connecting each RF chain with partial antennas, thus, effectively reducing the hardware complexity. However, the hybrid precoding based on partial connection structure will bring some loss of spectral efficiency. Hybrid-connected hybrid precoding is a trade-off between full connection and partial connection. The antennas are divided into multiple subarrays by RF chain, and each subarray is fully connected. Reference [7] proposes a successive interference cancellation hybrid precoding scheme for hybrid-connected hybrid precoding. According to the relationship between the transmitted data stream and the number of RF chains, the form of digital precoding matrix is designed first, and then the analog precoding matrix is decomposed into a submatrix by using the block diagonal characteristics of the analog precoding matrix. Finally, the hybrid precoding matrix is obtained, which is better than the partially connected hybrid precoding scheme. Compared with partial connection and hybrid connection, fully-connected hybrid precoding has better spectral efficiency performance because all RF chains are connected to each antenna at the transmitter, which can provide higher degree of freedom for the transmitted signal. It is closer to the full digital precoding scheme, but its hardware complexity is high. Therefore, in recent years, some researchers have explored the use of machine learning and deep learning methods to realize the hybrid precoding algorithm based on full connection structure, in order to reduce the hardware cost. For example, in [8], they propose a novel method based on deep learning, which designs the hybrid beamforming vector by jointly optimizing the channel measurement vector, and achieves better spectral efficiency. However, the training cost is high for each update, that is to say, the computational complexity is high. The digital precoding codebook and analog precoding codebook are designed separately to reduce the complexity of the algorithm in [9,10], but the relationship between them is not considered and exploited, resulting in the loss of system spectral efficiency. The hybrid precoding algorithm proposed in [11] reduces the complexity of the algorithm by avoiding singular value decomposition (SVD) and matrix inversion but at the cost of spectral efficiency. The hybrid precoding algorithm in [12,13] is only applicable to the frequency division duplexing (FDD) system with known channel state information (CSI), but the analog codebook construction scheme is no longer applicable in the scenario where the codebook size and phase shifter resolution are determined so that application scenarios are not flexible enough.

Inspired by the aforementioned algorithms, we propose an improved iterative algorithm of the hybrid precoding codebook to improve the spectral efficiency of a system. Firstly, we convert the design problem of hybrid precoding codebook into a minimization problem, which aims to minimize the Euclidean distance between the designed hybrid precoder and the optimal unconstrained precoder. Further, we apply the CoSaMP algorithm to reconstruct the digital precoding matrix. Then, with the aid of channel sparsity in mmWave Massive MIMO System, after taking the relationship between analog and digital precoders into consideration, we jointly generate the hybrid codebook by combining reconstruction algorithms with dictionary learning algorithms. Finally, the qualified size digital precoding codebook is generated using the clustering algorithm. Simulation results show that the hybrid precoding matrix generated by the proposed algorithm is obviously better than
the OMP-based codebook [4] algorithm and the hybrid precoding with quantization [1] algorithm in low-SNR regimes and with different numbers of RF chains.

The remainder of this paper is organized as follows. The extended Saleh–Valenzuela [14] channel model and the system model of hybrid precoding based on the mmWave massive MIMO system is introduced and the objective function is also derived in Section 2. The iterative hybrid precoding codebook algorithm is proposed to improve the spectral efficiency in Section 3. A simulation analysis of the algorithm and comparative discussion with the existing algorithm are presented in Section 4. Finally, we conclude this paper in Section 5.

Notations: For a matrix $A$, the transpose and conjugate transpose of $A$ are represented by $A^T$ and $A^H$; $|A|$ denotes the determinant; $\|A\|_F$ and $\|A\|_0$ denote the Frobenius norm and zero norm of $A$; $\text{diag}(A)$ is a vector formed by the diagonal elements of $A$; $A(:,n)$ and $A(m,:)$ denote the $n$th column and $m$th row of $A$, respectively; $A(m,n)$ denotes the $m$th row and $n$th column element of $A$.

2. System Model

In this section, the mmWave massive MIMO system model, channel model, and joint codebooks design scheme are established.

2.1. Channel Model

The overall system architecture is shown in Figure 1. As shown in the single-user mmWave massive MIMO system, we consider a fully-connected structure in the system in which each radio frequency (RF) chain will be connected to all antennas through phase shifters. In addition, the antenna array will adopt a uniform linear array (ULA) configuration. In this system, the transmitter and receiver are equipped with $N_t$ and $N_r$ antennas, and $N_t^{RF}$ and $N_r^{RF}$ RF chains, where $N_t$ and $N_r$ denote the number of antennas for the transmitter and receiver, respectively, and $N_t^{RF}$ and $N_r^{RF}$ denote the number of RF chains for the transmitter and receiver, respectively. For the hybrid precoding system, the number of data streams is $N_s$, where $N_s \leq N_t^{RF} \leq N_t, N_s \leq N_r^{RF} \leq N_r$. Unlike traditional digital precoding, the hybrid precoder is composed of a digital precoder $F_{BB}$ and an analog precoder $F_{RF}$, where $F_{BB}$ denotes the digital precoding matrix of size $N_t^{RF} \times N_s$ and $F_{RF}$ denotes the analog precoding matrix of size $N_t \times N_t^{RF}$. So, after passing the hybrid precoder, the transmitted signal is $x = F_{RF}F_{BB}s$, where $s$ denotes the data stream’s vector satisfying $\mathbb{E}[ss^H] = \frac{1}{N_s}I_{N_s}$, where $I_{N_s}$ denotes the identity matrix of size $N_s \times N_s$. With the limitation of the total power in the transmitter, the hybrid precoder power needs to satisfy $\|F_{RF}F_{BB}\|_F^2 = N_s$. At the receiver, there are also a $N_t^{RF} \times N_s$ digital combining matrix $W_{BB}$ and a $N_r \times N_r^{RF}$ analog combining matrix $W_{RF}$, so the received signal vector $y \in \mathbb{C}^{N_r \times 1}$ can be expressed as [14]

$$y = \sqrt{\rho}W_{BB}^H W_{RF}^H F_{RF} F_{BB} s + W_{BB}^H W_{RF}^H n,$$

where $\rho$ is the average received power, $H$ of size $N_r \times N_t$ is the channel matrix, and $n$ denotes the noise that follows the distribution $\mathcal{CN}(0,\sigma_n^2)$.

The features of mmWave transmission are the high free-space path loss and the large-scale antenna arrays, resulting in limited spatial selectivity or scattering [14] and high correlation of antennas [15]. For mmWave channel modeling, many of the classical statistical fading distributions used in traditional MIMO scenarios are obviously not applicable to the characteristic of mmWave transmission environments. In order to better utilize the feature in mmWave channels, we present a narrowband clustered channel model, according to the extended Saleh–Valenzuela model [14,15]. Therefore, the discrete-time narrowband clustered channel model can be expressed as [14–16]

$$H = \sqrt{\frac{N_t N_r}{N_{cl} N_{ray}}} \sum_{i=1}^{N_t} \sum_{j=1}^{N_r} a_{ij} a_r(\phi_r^i) a_t(\phi_t^j)^H,$$
where $\mathbf{H}$ is the channel matrix, $a_{il}$ is the complex gain of the $l$-th path in the $i$-th cluster that is subjected to the complex Gaussian distribution $CN(0, \sigma_a^2)$, where $\sum_{i=1}^{N_c} \sigma^2_{a,l} = \sqrt{\frac{N_t N_r}{N_c N_{\text{ray}}}}$ and $N_c$ and $N_{\text{ray}}$ denote the number of clusters and the number of paths in each cluster, respectively. $\phi_{r,l}^i$ and $\phi_{t,l}^i$ are the angles of arrival and departure (AoAs and AoDs, respectively) of the $l$-th path in the $i$-th cluster, respectively. $a_r(\phi_{r,l}^i)$ and $a_t(\phi_{t,l}^i)$, respectively, denote the antenna response array at the receiver and transmitter, which are given by [17]

$$a_r(\phi_{r,l}^i) = \frac{1}{\sqrt{N_r}} \left[ 1, e^{jkdsin(\phi_{r,l}^i)}, \ldots, e^{j(N_r-1)kdsin(\phi_{r,l}^i)} \right]^T,$$

$$a_t(\phi_{t,l}^i) = \frac{1}{\sqrt{N_t}} \left[ 1, e^{jkdsin(\phi_{t,l}^i)}, \ldots, e^{j(N_t-1)kdsin(\phi_{t,l}^i)} \right]^T,$$

where $k = 2\pi/\lambda$, $\lambda$ is the wavelength and $d = \frac{\lambda}{2}$ is the interelement spacing. In addition, $\phi_i$ is uniformly distributed over $[0, 2\pi)$ with the Laplacian distribution.

**Figure 1.** Simplified block diagram of the mmWave hybrid precoding system with the fully-connected transceiver architecture.

### 2.2. Problem Formulation

Based on Shannon's theorem, the spectral efficiency of the system in Figure 1 can be formulated as follows:

$$R = \log_2 \left( \left| \mathbf{I}_{N_s} + \rho \mathbf{R}^{-1}_{\text{RF}} \mathbf{W}_{\text{BB}}^H \mathbf{W}_{\text{RF}}^H \mathbf{F}_{\text{RF}} \mathbf{F}_{\text{BB}}^H \mathbf{H}^H \mathbf{W}_{\text{RF}} \mathbf{W}_{\text{BB}} \right| \right),$$

(4)

where $\mathbf{R}_{\text{RF}} = \sigma_n^2 \mathbf{W}_{\text{BB}}^H \mathbf{W}_{\text{RF}} \mathbf{W}_{\text{RF}}^H \mathbf{W}_{\text{BB}}$ denotes the combined noise covariance matrix.

We need to jointly optimize the four variables $(\mathbf{F}_{\text{RF}}, \mathbf{F}_{\text{BB}}, \mathbf{W}_{\text{RF}}, \mathbf{W}_{\text{BB}})$ in (4) to maximize spectral efficiency, but they are hard to optimize together in practice [18,19]. By decoupling the joint optimization problem at the transmitter and receiver, the problem of maximizing spectral efficiency can be transformed into a problem of maximizing mutual information in [1], which can be expressed as follows:

$$I(\mathbf{F}_{\text{RF}}, \mathbf{F}_{\text{BB}}) = \log_2 \left( \left| \mathbf{I}_{N_s} + \frac{\rho}{N_s \sigma_n^2} \mathbf{H} \mathbf{F}_{\text{RF}} \mathbf{F}_{\text{BB}}^H \mathbf{F}_{\text{RF}}^H \mathbf{H}^H \right| \right),$$

(5)

where $I(\mathbf{F}_{\text{RF}}, \mathbf{F}_{\text{BB}})$ denotes the amount of mutual information that can be maximized by optimizing the design of the hybrid precoder $(\mathbf{F}_{\text{RF}}, \mathbf{F}_{\text{BB}})$; the optimization of the analog and digital precoding matrix is expressed as follows:

$$\left( \mathbf{F}_{\text{RF}}^{\text{opt}}, \mathbf{F}_{\text{BB}}^{\text{opt}} \right) = \arg \max_{\mathbf{F}_{\text{RF}}, \mathbf{F}_{\text{BB}}} I(\mathbf{F}_{\text{RF}}, \mathbf{F}_{\text{BB}}),$$

s.t. $\mathbf{F}_{\text{RF}} \in \mathcal{F}_{\text{RF}}$, $\left\| \mathbf{F}_{\text{RF}} \mathbf{F}_{\text{BB}} \right\|^2_F = N_s$,

(6)
where $\mathcal{F}_{RF}$ is the feasible set whose elements are satisfied with the constraint of constant modulus and it is hard to find a general solution to work out (6) under the nonconvex constraint $\mathbf{F}_{RF} \in \mathcal{F}_{RF}$. Refs. [1,4] proved that maximizing the above amount of mutual information can be converted to the minimization problem, which aims to minimize the Euclidean distance between the designed hybrid precoder and the optimal unconstrained precoder. So, the design problem of hybrid precoders can be further reformulated as the follows:

$$
\begin{align*}
(F_{RF}^{opt}, F_{BB}^{opt}) = & \arg \min_{F_{RF}, F_{BB}} \|F_{RF} - F_{RF}F_{BB}\|_F, \\
\text{s.t.} \quad & F_{RF}(m, n) \in \mathcal{F}_{RF}, \forall m, n, \\
& \|F_{RF}F_{BB}\|_F^2 = N_s,
\end{align*}
$$

where $F_{opt}$ is the optimal unconstrained precoder that can theoretically achieve the best spectral efficiency. Additionally, $F_{opt} = \mathbf{V}(:,1:N)$, where $\mathbf{V}$ is the right singular matrix of the channel matrix $\mathbf{H} = \mathbf{U}\mathbf{\Sigma}\mathbf{V}^H$ and can be obtained by performing singular value decomposition (SVD). In addition, when using a $q$ bit resolution phase shifter, the phase shifter can achieve $2^q$ phase angles, so $\mathcal{F}_{RF}$ can be obtained by $\mathcal{F}_{RF} = \{1, \omega, \omega^2, \ldots, \omega^{2^q-1}\}$, $\omega = e^{j2\pi/2^q}$.

3. Proposed Joint Codebooks Design Algorithm

In order to save feedback overhead, the hybrid precoder, calculated at the receiver, needs to feed back to the transmitter after quantization in the FDD system. Consequently, it is vital to design the appropriate hybrid precoder codebook to improve the system performance. According to CoSaMP algorithm, a new joint codebooks design algorithm is introduced and combined with the dictionary learning algorithm to generate the digital precoding matrix and analog precoding matrix at the same time; this algorithm has improved system spectral efficiency compared with existing algorithms.

In this paper, we assume that the size of the analog and digital codebook are $N_1$ and $N_2$, respectively. Under the condition that the size of the analog codebook is determined, the number of phase angles that the corresponding phase shifter can achieve is also determined as $N_1$. The nonzero elements of the analog codebook are contained from (3) and the angles are uniformly distributed in the range of $[0, 2\pi]$, therefore, the analog codebook can be written as $\mathcal{F}_A = [\mathbf{F}_A^1, \mathbf{F}_A^2, \ldots, \mathbf{F}_A^{N_1}] = [\mathbf{a}_1(2\pi/N_1), \mathbf{a}_1(2\pi/2N_1), \ldots, \mathbf{a}_1(2\pi)]$. The expression of (7) is equivalent to the problem of sparse signal recovery, except that the variables are different [1]. When the initial analog codebook is determined, the joint optimization problem of $F_{RF}$ and $F_{BB}$ can be converted into the reconstruction problem of the sparse constraint matrix with only one variable, so the optimal problem (7) can be rewritten as the following equivalent problem:

$$
\begin{align*}
F_{BB}^{opt} = & \arg \min_{F_{BB}} \|F_{opt} - F_{A}\mathbf{F}_{BB}\|_F, \\
\text{s.t.} \quad & \|\text{diag}(F_{BB}F_{BB}^H)\|_0 = N_1^{RF}, \\
& \|F_{A}\mathbf{F}_{BB}\|_F^2 = N_s,
\end{align*}
$$

where $\|\text{diag}(F_{BB}F_{BB}^H)\|_0 = N_1^{RF}$ is a sparsity constraint and the sparsity of the digital precoding matrix is fixed, which equals to the number of RF chains at the transmitter. When there are only $N_1^{RF}$ nonzero rows in the $F_{BB}$, there are correspondingly only $N_1^{RF}$ columns selected in the analog codebook $F_A$. Therefore, the digital precoder $F_{BB}$ is the composition of the nonzero $N_1^{RF}$ row of $F_{BB}$, and the analog precoder $F_{RF}$ is composed of the corresponding $N_1^{RF}$ column in the $F_A$.

We can obtain the channel sample matrix from the channel model and then obtain the corresponding optimal unconstrained matrix, so according to Formula (8), we can get the
corresponding analog precoder and digital precoder. The paper utilizes dictionary learning to construct analog codebooks and digital codebooks, i.e., the dictionary is firstly fixed to update the sparse matrix, then the sparse matrix is fixed to update the dictionary, the iteration steps are repeated until the dictionary and sparse matrix are optimal. According to (8), the $\tilde{F}_{BB}$ can be calculated by the initial codebook $F_A$; by fixing the value of $\tilde{F}_{BB}$, the design of analog codebook can be expressed as

$$
F_A^{opt} = \arg \min_{F_A} \sum_{i=1}^{N_{tr}} \left\| F_{opt}(i) - F_A \tilde{F}_{BB}(i) \right\|_F,
$$

subject to

$$
F_A(m, n) \in \mathcal{F}_{RF}, \forall m, n,
$$

$$
\left\| F_A \tilde{F}_{BB}(i) \right\|_F^2 = N_t, \forall i,
$$

where $N_{tr}$ denotes the number of channel samples, and $F_{opt}(i)$ and $\tilde{F}_{BB}(i)$ denote the optimal unconstrained precoder and digital precoder, respectively, for the $i$-th channel sample. It is hard to find a general solution to solve (9) with the nonconvex constraint $F_A(m, n) \in \mathcal{F}_{RF}$. Therefore, we propose an iterative algorithm to achieve the local optimal solution of the problem.

The proposed algorithm is specifically presented in Algorithm 1, which can be mainly divided into three steps. The first stage is step 1, several channel matrix samples are generated offline through the channel model in Formula (2), then, the optimal unconstrained precoding matrix can be calculated by SVD according to each channel matrix and formed into a training set; the second stage includes step 2 to step 14, the sparse matrix (the digital precoding matrix $\tilde{F}_{BB}(i)$) reconstructed by the improved OMP (orthogonal matching pursuit) algorithm is not accurate enough in [4] because the selected columns will always be retained in each iteration, so the columns with larger errors cannot be replaced in subsequent processing, resulting in insufficient accuracy of the reconstructed matrix. To solve this problem, we propose a hybrid precoding codebook generation algorithm, according to a combination of dictionary learning and the reconstruction algorithm, which is separated into two parts. In the first part, we utilize the proposed algorithm to find the analog codebook $F_A$ and the digital codebook $D$ of size $N_{tr}$. In each iteration, we select multiple column vectors from the initial analog codebook instead of a single-column vector to form an analog precoding matrix, and then use the least squares method to figure out the digital precoding matrix. Finally, we select columns whose number equals to the number of data stream, from the digital precoding matrix calculated in the previous step, to form the final digital precoding matrix. In this way, the column selected last time can be replaced with a column with a smaller error in the next iteration, avoiding the accumulation of errors, and the specific steps are shown in Steps 3–11. The second part is that the analog and digital codebook will be simultaneously updated and optimized to achieve the maximum system spectral efficiency based on dictionary learning, which aims to further reduce the Euclidean distance between the updated hybrid precoder and the optimal unconstrained precoder. In addition, in the process of updating the analog codebook $F_A$, we should consider the limitation of the resolution of the phase shifter, so each element of the matrix in the $F_A$ must be included in $\mathcal{F}_{RF} = \left\{ 1, \omega, \omega^2, \cdots, \omega^{2^q-1} \right\}$ [4].

The third stage includes Step 15; with the requirements of the size of the digital codebook, we can use $N_d$ digital precoding matrices in the digital codebook $D$ as training samples, and utilize the clustering algorithm to generate a qualified size digital precoding codebook $\mathcal{F}_D = \left[ F_D^1, F_D^2, \cdots, F_D^{N_d} \right]$ [20].

Finally, we summarize the whole algorithm flow of the proposed Algorithm 1 in Figure 2.
Figure 2. Flow of the proposed joint codebook design algorithm schemes.
Algorithm 1 Hybrid precoding codebook generation algorithm based on dictionary learning and the reconstruction algorithm

**Input:** $N_l, N_r$

**Output:** $F_A, F_D$

**Step1.** The channel samples are generated by the channel model in Formula (2), we can find the optimal unconstrained precoding matrix corresponding to each channel matrix and form them into a training set $Y = \{F_{\text{opt}}(1), F_{\text{opt}}(1), \cdots, F_{\text{opt}}(N_r)\}$, and set the initial simulation codebook $F_A = [a_1(\frac{2\pi}{N_l}), a_2(\frac{2\pi}{N_l}), \cdots, a_l(2\pi)]$;

**Step2.** According to steps 3–12, we can calculate the extended digital precoding matrix $F_{BB}(i)$ corresponding to each $F_{\text{opt}}(i)$, the constraints and objective function can be expressed as

$$F_{BB}^{\text{opt}}(i) = \arg \min_{F_{\text{opt}}(i)} \left\| F_{\text{opt}}(i) - F_A \bar{F}_{BB}(i) \right\|_{F}$$

s.t. $\left\| \text{diag} \left( \bar{F}_{BB}(i) \bar{F}_{BB}(i)^H \right) \right\|_0 = N_l^{\text{RF}}, \forall i,$

(10)

**Step3.** Let residual $F_{\text{res}} = F_{\text{opt}}, \Omega$ is the empty set $\emptyset$;

**Step4.** Calculate $\Phi = F_A^{H}F_{\text{res}}$;

**Step5.** Select the number of $2N_l$ with the largest value on the diagonal of the matrix $\Phi\Phi^H$ and set the corresponding sequence number $\theta_1, \theta_1 = \{k|((\Phi\Phi^H)_{k,k})\}$;

**Step6.** Select the corresponding column from the analog codebook $FA$ to compose a matrix $A_0$, $A_1 = F_A(:, \theta_1)$, where $\theta = \Omega \cup \theta_1$;

**Step7.** The digital precoding matrix $F_{BB}$ can be calculated by the least squares method, $F_{BB} = (A_0^H A_0)^{-1}A_0^H F_{\text{opt}}$;

**Step8.** Select the number of $N_l$ with the largest value on the diagonal of the matrix $F_{BB}F_{BB}^H$ and set the corresponding sequence number $\theta_2, \theta_2 = \{q|(F_{BB}F_{BB}^H)_{q,q}\}$;

**Step9.** Let $\Omega = \theta(\cdot, \theta_2)$, and select the corresponding $N_l$ serial numbers from the set $\theta$;

**Step10.** Update the residual, $F_{\text{res}} = F_{\text{opt}} - F_A(:, \theta_2)F_{BB}(\theta_2, :)$;

**Step11.** Determine whether the residual is equal to 0; if it equals to 0, enter Step 12; otherwise, return to Step 4 to continue iterating;

**Step12.** Extend $F_{BB}(\theta_2, :) \sim F_{BB}(i), \text{i.e.}, the elements are all zero in the rows of non-\Omega in F_{BB}(i)$, and the row corresponding to the sequence number in the set $\Omega$ is composed of the corresponding elements in $F_{BB}(\theta_2, :)$;

**Step13.** Let $X = \left[ F_{BB}(1), F_{BB}(2), \cdots, F_{BB}(N_r) \right]$, we can update $Y$ by $Y = FA X$;

**Step14.** Regarding $Y$ as the original sample, $F_A$ as a dictionary, and $X$ as a sparse matrix, by using the dictionary learning algorithm, the analog codebook $F_A$ and digital codebook $X$ can simultaneously update. If the mixed codebook does not converge, the updated simulation codebook $F_A$ is used as the new initial simulation codebook and we return to Step 2 to continue iteration; if it is satisfied, enter Step 15;

**Step15.** We can obtain the unextended digital codebook $D = [F_{BB}(1), F_{BB}(2), \cdots, F_{BB}(N_r)]$, from the above steps, the final digital precoding codebook $F_D$ with a codebook size of $N_2$ can be calculated by using the Lloyd clustering algorithm; the analog precoding codebook is the updated $F_A$.

4. Simulation Results

4.1. Simulation Setup and Explanations

In this section, we simulate the proposed algorithm, varying with different SNR and RF chains, and compare the simulation results with some existing algorithms in terms of system spectral efficiency. The channel model we adopted is the discrete-time narrowband channel model and there are $N_d = 4$ clusters where $N_{\text{ray}} = 20$ paths in each cluster. For
the convenience of simulation, we assume that all clusters have the same power, the same azimuth angular spreads of AoDs and AoAs, and the angle expansion is $6^0$. The number of channel samples $N_{tr}$ is 5000 and the size of analog precoding codebook size $N_1$ is equal to the size of the digital precoding codebook $N_2 = 64$. The detailed simulation parameters are shown in Table 1.

Table 1. Simulation parameters.

| Parameter                                    | Value |
|----------------------------------------------|-------|
| Number of clusters $N_{cl}$                 | 4     |
| Number of propagation paths per cluster $N_{ray}$ | 20    |
| Antenna array deployed                       | USPA  |
| AoA and AoD cluster angles distribution     | Uniform$[0, 2\pi]$ |
| Angular spread                              | $6^0$ |
| Number of transmitter antennas $N_t$        | 64    |
| Number of receiver antennas $N_r$           | 32    |
| Number of of RF chains $N_{RF}$             | 8     |
| Number of data streams $N_s$                | 3     |

For the convenience of numerical analysis, we give a brief description of the algorithm proposed in this paper and some other algorithms compared with it.

(a) **Hybrid precoding algorithm with quantization** [1]: This algorithm is proposed in reference [1]. The algorithm is based on the OMP algorithm for analog codebook design, their digital codebook design directly uses the Grassmannian codebook, and does not use some clustering algorithms to reduce codebook space.

(b) **OMP-based Codebook** [4]: This algorithm is proposed in reference [4]. Firstly, the algorithm was based on the improved OMP algorithm for analog codebook design; then, they used the dictionary learning algorithm for digital codebook design; finally, Lloyd clustering algorithm was used for codebook space reduction.

(c) **Proposed Codebook**: The algorithm is proposed in this paper. We have elaborated on it in Section 3.

(d) **Optimal unconstrained Precoding**: This algorithm is directly based on SVD decomposition of channel $H$ to get the optimal unconstrained precoder $F_{\text{opt}}$. Although the algorithm can get the best spectral efficiency theoretically, it is impossible to achieve the optimal precoder without considering the constraints in practice.

### 4.2. Comparison and Analysis of Spectral Efficiency Performance

Figure 3 indicates that the spectral efficiency achieved by different algorithms varying with SNR and the number of RF chains at the transmitter $N_{RF}$ is 8. Figure 3 clearly shows that the spectral efficiency of the proposed codebook design algorithm is higher than that of the OMP-based joint codebook algorithm in [4] and the hybrid precoding algorithm with quantization in [1] in the SNR interval $[-5, 30]$. The specific simulation results are shown in Table 2. When SNR is 0 dB, the spectral efficiency of the hybrid precoding with quantification algorithm [1] is 14.4082 bps/Hz, the OMP-based codebook algorithm [4] is 15.3462 bps/Hz, the proposed codebook algorithm is 15.8109 bps/Hz, and the optimal unconstrained precoding algorithm is 15.3462 bps/Hz. Compared with the previous two algorithms, the proposed algorithm improves the spectral efficiency by 9.74% and 3.02%, respectively. However, compared with the last algorithm, the proposed algorithm reduces the spectral efficiency by 4.43%. When SNR is 5 dB, the proposed algorithm improves the spectral efficiency by 6.96% and 2.56%, respectively, and reduce by 6.30%. When SNR is 10 dB, the proposed algorithm improves the spectral efficiency by 5.68% and 2.27%, respectively, and reduce by 8.97%. When SNR is between $-5$ dB and 30 dB, although our algorithm is lower than the last algorithm (optimal unconstrained precoding algorithm) in spectral efficiency performance, the last algorithm is executed in an ideal state, which is not realizable. We only compare it as a benchmark. In addition, through the analysis of
the data in Table 2, we can see that compared with the current two better algorithms, our hybrid precoding design algorithm has a significant improvement in spectral efficiency performance when the signal-to-noise ratio (SNR) is low. At the same time, Figure 3 shows that when the SNR is relatively high, the spectral efficiency of our proposed algorithm is not greatly improved compared with the other two algorithms; especially, when the SNR is higher than 25 dB, it almost coincides with the corresponding curves of the two compared algorithms. The reasons are as follows. The algorithms involved in this paper are hybrid precoding codebook design schemes based on the compressed sensing (CS) reconstruction algorithm. The algorithms generally need some prior knowledge of the reconstructed signal, which is some channel state information (CSI) obtained from channel estimation. When SNR is low, the channel estimation result is not accurate enough. The proposed algorithm selects multiple column vectors instead of a single-column vector to form the initial analog codebook at each iteration. When reconstructing the signal, it avoids the error accumulation effect. Compared with other algorithms, the reconstructed signal can be obtained more accurately. So, the spectral efficiency of proposed algorithm is better than other algorithms. However, when SNR is high, the channel estimation result is accurate enough and all algorithms will not accumulate too much error in iterations. This is the reason why the spectral efficiency of the new proposed algorithm is the same as the other previous algorithms for higher SNR regimes.

Table 2. Spectral efficiency of different algorithms with SNR.

| Algorithm                           | Spectral Efficiency (bps/Hz) |
|-------------------------------------|-----------------------------|
|                                     | SNR = 0 dB | SNR = 5 dB | SNR = 10 dB |
| Hybrid Precoding with quantization [1] | 14.4082   | 17.5505   | 20.8505     |
| OMP-based Codebook [4]              | 15.3462   | 18.3034   | 21.5461     |
| Proposed Codebook                   | 15.8109   | 18.7715   | 22.0345     |
| Optimal unconstrained precoding     | 16.5443   | 20.0332   | 24.0119     |

In Figure 4, the spectral efficiency of different precoding methods are simulated and compared under different numbers of RF chains. Through the data analysis of Table 3, we can see that when the number of RF chains equals to 10, the spectral efficiency of the algorithm proposed in this paper is 5% higher than that of the OMP-based joint
codebook algorithm [4] and 10% higher than that of the hybrid precoding algorithm with quantization [1]. When the number of RF chains equals 12, the spectral efficiency of the algorithm proposed is, at most, 6.3% higher than that of the OMP-based joint codebook algorithm [4] and 16.7% higher than that of the hybrid precoding algorithm with quantization [1]. As the number of RF chains increases, the spectral efficiency of the proposed codebook design algorithm gradually decreases, but it can still reach more than 83.9% of the optimal unconstrained precoder. All in all, the proposed codebook design algorithm generally performs better than the OMP-based joint codebook [4] algorithm and the hybrid precoding algorithm with quantization [1].

Table 3. Spectral efficiency of different algorithms with the number of RF chains.

| Algorithm                                | Spectral Efficiency (bps/Hz) |
|------------------------------------------|------------------------------|
|                                          | \(N_{RF} = 6\) | \(N_{RF} = 8\) | \(N_{RF} = 12\) |
| Hybrid Precoding with quantization [1]   | 13.85           | 13.12           | 11.86           |
| OMP-based Codebook [4]                   | 14.24           | 13.73           | 13.02           |
| Proposed Codebook                        | 15.10           | 14.43           | 13.84           |
| Optimal unconstrained precoding          | 16.50           | 16.50           | 16.50           |

Figure 4. Spectral efficiency varying with the number of RF chains in different precoding schemes.

4.3. Comparison and Analysis of Computational Complexity

This paper mainly compares the performance of four algorithms. The proposed codebook design and OMP-based codebook [4] algorithms mainly include three steps. The first step is analog codebook design. The proposed codebook algorithm uses the CoSaMP algorithm to update iteratively, while the OMP-based codebook [4] algorithm uses the OMP algorithm to update iteratively. In the second step, both of them use dictionary learning algorithm for digital codebook design. In the third step, both of them use the Lloyd clustering algorithm for codebook space reduction. According to the conclusion of reference [21], the computational complexity of the CoSaMP algorithm is \(O(N_{RF} N_k N_s)\), while that of the OMP algorithm is \(O(N_{RF} N_k N_s^2)\). Therefore, we can conclude that the computational complexity of proposed codebook algorithm is lower than that of the OMP-based codebook [4]. The hybrid precoding with quantification [1] algorithm is also based on the OMP algorithm for analog codebook design, but their digital codebook design directly uses Grassmannian codebook, and does not use some clustering algorithms to
reduce codebook space, so hybrid precoding with quantification [1] algorithm is lower than the proposed codebook and OMP-based codebook [4] algorithm in terms of computational complexity. The optimal unconstrained precoding algorithm is directly based on SVD decomposition of channel $\mathbf{H}$ to get $\mathbf{F}_{\text{opt}}$. Compared with the first three algorithms, its computational complexity can be ignored, but this algorithm is not realizable in reality. It is only used for performance comparison and is regarded as an ideal benchmark.

5. Conclusions
In this paper, we focus on the design of the hybrid precoding codebook in FDD-based millimeter-wave massive MIMO systems. By improving the reconstruction algorithm and combining it with the dictionary learning algorithm, we propose a new hybrid precoding codebook construction algorithm to improve the spectral efficiency. Firstly, we reconstructed the digital precoding matrix according to the idea of CoSaMP algorithm, then combine the dictionary learning algorithm to update the analog codebook and digital precoding matrix, and then obtain the final digital precoding codebook through iterative optimization; finally, the qualified size digital precoding codebook is generated by using the clustering algorithm. The simulation results clearly demonstrate that the spectral efficiency of the proposed algorithm is higher than that of the OMP-based joint codebook [4] algorithm and the hybrid precoding with quantization [1] algorithm under low SNR and different numbers of RF chains. Particularly, when SNR is lower than 0 dB, the proposed algorithm is very close to the optimal unconstrained precoding algorithm because it carefully avoids the error accumulation effect by selecting multiple columns at each iteration. However, in the high-SNR region, compared with the other two algorithms, our algorithm has no great advantages and sometimes even equal spectral efficiency performance. This is because the algorithms in this paper have little error effect in iteration, which is caused by high SNR.
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