Quantitative precipitation estimation based on high-resolution numerical weather prediction and data assimilation with WRF – a performance test
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ABSTRACT
Quantitative precipitation estimation and forecasting (QPE and QPF) are among the most challenging tasks in atmospheric sciences. In this work, QPE based on numerical modelling and data assimilation is investigated. Key components are the Weather Research and Forecasting (WRF) model in combination with its 3D variational assimilation scheme, applied on the convection-permitting scale with sophisticated model physics over central Europe. The system is operated in a 1-hour rapid update cycle and processes a large set of in situ observations, data from French radar systems, the European GPS network and satellite sensors. Additionally, a free forecast driven by the ECMWF operational analysis is included as a reference run representing current operational precipitation forecasting. The verification is done both qualitatively and quantitatively by comparisons of reflectivity, accumulated precipitation fields and derived verification scores for a complex synoptic situation that developed on 26 and 27 September 2012. The investigation shows that even the downscaling from ECMWF represents the synoptic situation reasonably well. However, significant improvements are seen in the results of the WRF QPE setup, especially when the French radar data are assimilated. The frontal structure is more defined and the timing of the frontal movement is improved compared with observations. Even mesoscale band-like precipitation structures on the rear side of the cold front are reproduced, as seen by radar. The improvement in performance is also confirmed by a quantitative comparison of the 24-hourly accumulated precipitation over Germany. The mean correlation of the model simulations with observations improved from 0.2 in the downscaling experiment and 0.29 in the assimilation experiment without radar data to 0.56 in the WRF QPE experiment including the assimilation of French radar data.

Keywords: short-range forecasting, radar, mesoscale convection, reflectivity operator, Z-R relationship

1. Introduction
Due to its high variability in space and time, precipitation strongly influences the spatial and temporal patterns of hydrologic catchment response, especially when threshold-dominated processes such as infiltration, overland flow or erosion are involved (Winchell et al., 1998). Two strong flood events in 2013, one caused by several days of heavy rain in Central Europe in May and June as well as another one in September along the Colorado Front Range, where at certain stations almost the whole annual precipitation fell within 1 week (Hamill, 2014; Schwartz, 2014), demonstrated in a striking way the direct impact of precipitation on human economy and life. Thus, estimating and forecasting the temporal and spatial distribution of precipitation is important for many end users, for example, tourism, agriculture and flood forecasting centres applying hydrological models with precipitation as the major input variable. Correct quantitative precipitation estimation (QPE) and forecasting (QPF) are therefore among the most important tasks in atmospheric sciences.
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Historically, rainfall was only observed at points in space with rain gauges. To retrieve spatial patterns, various interpolation techniques of different complexity were developed, ranging from Thiessen Polygons (Thiessen, 1911) or Inverse Distance Weighting (Shepard, 1968) to more advanced geostatistical approaches such as Kriging (e.g. Dorninger et al., 2008) or the Vienna Enhanced Resolution Analysis (VERA; Steinacker et al., 2006). However, even for medium rainfall intensities, gauge correlations may drop as low as 0.4 at distances of only 6 km from each other (Moreau et al., 2009). This effect is even more pronounced for convective rainfall due to the higher spatial heterogeneity and intensity. Therefore, gauge interpolation techniques are only adequate for large-scale applications.

To overcome the problem of spatial non-representativeness of rain gauges, weather radar with its high temporal and spatial resolution as complementary data source has been investigated in a multitude of initiatives such as, for example, AQUARADAR (Troemel et al., 2009), COST 717 (Rossa et al., 2005) or RADOLAN (Bartels, 2004). Nevertheless, there are strong limitations on any combination of radar and rain gauge observations. This is mainly due to the indirect nature of radar measurements, the non-agreement of radar and rain gauge sampling location and volumes as well as radar error sources such as path attenuation, ground clutter, beam blockage, anomalous beam propagation, bright band effects and unknown radar Z-R relationships (e.g. Sauvageot, 1992; Villarini and Krajewski, 2010). To overcome this limitation, research has focused on the conceptual description and correction of radar errors (e.g. Germann et al., 2009; Rossa et al., 2009), the investigation of the usefulness of additional observations on the space-time structure of rainfall (e.g. Lee and Zawadzki, 2005; Lee et al., 2007; Berenguer and Zawadzki, 2008; Niu et al., 2010; Tapiador et al., 2010) and a detailed understanding of radar signals and their interaction with hydrometeors to retrieve their microphysical properties (e.g. Dotzek and Beheng, 2001; Brandes et al., 2004a, 2004b; Peters et al., 2005; Cao et al., 2008).

Despite strong research activities and considerable achievements, rainfall estimation based on radar and rain gauges is still not optimal and is not expected to exceed a certain quality limit. The reason is that the atmosphere will probably never be scanned completely and errors in the measurement process remain, so that unobserved points always exist where interpolation or estimation is necessary.

Atmospheric modelling has the potential to complement the observation-based approaches. It produces consistent states with respect to the 3D thermodynamic fields, cloud water, cloud ice and precipitation. At horizontal resolutions coarser than about 4 km, deep convection requires to be parameterised, inducing systematic errors in the simulation of clouds and especially precipitation (Schwitalla et al., 2008, 2011; Wulfmeyer et al., 2008, 2011; Rotach et al., 2009). In recent years, with increasing computer performance, research centres followed by several forecast centres began to operate their models on the so-called convection-permitting scale with horizontal resolutions of 3 km or less, where a parameterisation of deep convection is no longer necessary (e.g. Steppeler et al., 2003; Saito et al., 2007; Lean et al., 2008; Seity et al., 2011). All model systems contain parameterisations and a detailed description of land-surface properties including soil (Milovac et al., 2014a, 2014b) and vegetation suitable for the fine resolution.

For this study, the Weather Research and Forecasting (WRF) model (Skamarock et al., 2008) is applied. We operated the model system successfully for case studies during the World Weather Research Programme (WWRP) Research and Development Project (RDP) COPS1 (Wulfmeyer et al., 2011) and the Forecast Demonstration Project (FDP) D-PHASE2 (Rotach et al., 2009) that were carried out in parallel and coordinated with each other. In a case study of Schwitalla et al. (2011), WRF was superior to other models that participated in the projects. Another important finding of the intercomparisons during D-PHASE was that models operated on the convection-permitting scale clearly outperformed models with coarser resolution (Weusthoff et al., 2010; Bauer et al., 2011).

Data assimilation merges a priori information about the state of a dynamic system with observations. This provides an optimal estimate of the current condition of the system (analysis). A prerequisite for excellent simulations is an aesthet-as-possible analysis including QPE that is consistent with model physics as well as with observations. This is especially important for clouds, precipitation and small-scale dynamics. Otherwise, the quality of the forecast will degrade rapidly due to model spin-up.

So far, inconsistent analyses prohibited the use of numerical models for nowcasting applications. However, recent skill score analyses demonstrate that convection-permitting mesoscale models start to outperform extrapolation-based nowcasting methods at forecast lead times of 2–3 hours (Tafferner et al., 2008; Kober et al., 2010). With an accurate analysis, the model acts as a dynamically and physically consistent rainfall interpolator in combination with multi-sensor observations. Compared to radar-QPE only relying on low-level precipitation scans, model-based QPE makes use of the full 3D radar observations. Thus, combining models and new observations with
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1COPS: Convective and Orographically induced Precipitation Study.
2D-PHASE: Demonstration of Probabilistic Hydrological and Atmospheric Simulation of flood events in the Alpine region.
DA has the potential to provide QPE in a quality and resolution equal or better than merely observation-based approaches.

The use of atmospheric models and data assimilation for QPE is a relatively new subject. Zupanski et al. (2011) successfully applied a prototype ensemble assimilation system and a cloud resolving WRF model to downscale observations from the Global Precipitation Measurement mission (Smith et al., 2007) to finer resolution. In the current work the performance of QPE, done with a high-resolution WRF simulation including data assimilation, will be investigated. In contrast to operational QPF, performed with free forecasts over the forecast range from one analysis, the presented methodology is to our knowledge the first study of this kind in Europe. To compare our approach with currently applied QPF efforts, we include a downscaling from the ECMWF operational analysis into this study.

Particularly, we are addressing the following scientific questions:

- How accurate is the downscaling of the operational ECMWF analysis with WRF?
- How successful is the developed model-based QPE approach in representing the large-scale evolution of precipitation and what in particular is the benefit of the assimilation of 3D radar data?
- Is the developed system successful in improving mesoscale precipitation fields when compared to radar?
- What are the most important processes influencing the performance of the model-based QPE system?
- How can the system be extended and optimised for future applications?

The publication is structured as follows. In Section 2, the setup of WRF and the simulation strategy are briefly described. Furthermore, the observations assimilated into the WRF data assimilation system and those used for verification are introduced. Section 3 describes the synoptic situation of the case study for which the performance of the model-based QPE is investigated. In Section 4, the results of the comparisons of three model simulations are presented. Finally, Section 5 summarises the results, discusses the scientific questions and provides a brief outlook to future activities.

2. Data and Methodology

2.1. Model setup and data assimilation

The applied WRF-ARW model (version 3.5.1) provides a variety of physical options with different complexity ranging from simple schemes for coarse resolution simulations to sophisticated ones for high-resolution applications on the convection-permitting scale. For our experiments, WRF was run with a horizontal resolution of 3 km in a large European domain of 681 × 692 grid points and 57 vertical levels (Fig. 1). The simulations were driven by the ECMWF operational analysis available every 6 hours with a horizontal resolution of 0.125° (approximately 15 km).

The configuration of the WRF model physics is summarised in Table 1. Due to the high resolution of 3 km, the parameterisation of deep convection is omitted. The selected domain configuration was successfully tested in earlier studies of Schwitalla et al. (2011) and Schwitalla and Wulfmeyer (2014). To include the interaction with the land surface in a realistic way, WRF was coupled with the flexible NOAH-MP model with switchable physics options (Niu et al., 2011). Cloud microphysics is described with a sophisticated 2-moment scheme (Morrison et al., 2009). A stand-alone shallow convection scheme (Hong et al., 2013), introduced in model version 3.5.1, was switched on. It increases the vertical mixing of moisture in the non-precipitating convective boundary layer and is suggested for resolutions down to 1 km horizontal resolution.

In order to force the model to the observed state, it is necessary to merge a model background field (from an earlier forecast) with newly obtained observations using a data assimilation system. The resulting analysis constitutes the best compromise between the model representation and observations. We selected the three-dimensional variational assimilation (3DVAR) method available for the WRF system (Barker et al., 2004, 2012). The aim of variational data assimilation is to find the best least-square fit between a background field $x_b$ and observations $y_o$ with an iterative minimisation of a cost function $J(x)$ (Ide et al., 1997)

$$
J(x) = \frac{1}{2} (x - x_b)^T B^{-1} (x - x_b) + \frac{1}{2} (y - y_o)^T R^{-1} (y - y_o).
$$

Here $R$ is the observation-error covariance matrix which consists of observation and representativeness errors. $B$ denotes the background-error covariance matrix describing the background forecast error. The observation is represented by $y_o$ and the modelled observation by $y = H(x)$. $H$ is the forward or observation operator, transforming the model variables to the observed quantities at the observation location. For the derivation of the $B$-matrix, the National Meteorological Center (NMC) method (Parrish and Derber, 1992) for a 1 month period in July 2012 was applied to take into account the strongest variability of the atmosphere in the convective season. The method estimates $B$ from forecast differences valid at the same time

$$
B = (x_{t+24h} - x_{t+12h})(x_{t+24h} - x_{t+12h})^T,
$$
where 12 and 24 hour forecasts were selected to ensure that the calculation of the covariance terms is influenced only minimally by the model spin-up. Due to its size, the calculation, let alone the storage of $B$, is unfeasible, and so variable transformations are applied to reduce the number of non-zero elements of $B$. More details about the transformations and the method used to do the iterative minimisation can be found in Schwitalla et al. (2011) and Barker et al. (2004). The performance of the 3DVAR system has been investigated in several publications (e.g. Sugimoto et al., 2009; Schwitalla et al., 2011; Ablash et al., 2012; Liu et al., 2013a, 2013b; Schwitalla and Wulfmeyer, 2014). It provides reliable results down to the convection-permitting scale applied in this study.

In the WRF data assimilation system (WRFDA) several observations are included, as e.g. Global Positioning System Zenith Total Delay (GPS ZTD), observations from surface weather stations (SYNOP), ship measurements, airports and aircraft measurements, radiosondes and atmospheric motion vectors. Figure 1 provides the model domain and the observations assimilated at 00 UTC, 26 September 2012. The observations were pre-processed in the WRFDA system with the OBSPROC package. It provides different error values for the different variables depending on the observing platform. These values were derived from US Air Force Weather Agency (AFWA) statistics. For instance, temperature and dew point errors vary between 1 and 2°C, wind speed errors vary between 1 and 4.5 m/s depending on height and platform and wind direction error was set to 5°. We did not use the new capability to assimilate wind direction and wind velocity separately from each other (Huang et al., 2013). The observation error covariance matrix $R$ in the

| Physics                        | Applied scheme                          |
|--------------------------------|-----------------------------------------|
| Long wave radiation           | RRTMG (Iacono et al., 2008)             |
| Short wave radiation          | RRTMG (Iacono et al., 2008)             |
| Deep convection               | Simulated explicitly                    |
| Shallow convection            | GRIMS (Hong et al., 2013)               |
| Cloud microphysics            | Morrison 2-moment (Morrison et al., 2009) |
| Planetary boundary layer      | YSU (Hong et al., 2006)                 |
| (turbulence)                  |                                         |
| Land surface scheme           | Noah-MP (Niu et al., 2011)              |

- Fig. 1. Model domain, observation types, and their locations for the assimilation at 00 UTC, 26 September 2012. Black = Surface stations (SYNOP + Metar), blue = ship observations (SHIP), green = aircraft observations and atmospheric motion vectors from satellite (AMDAR + SATOB), red = GPS zenith total delay, yellow = radiosondes (TEMP) and brown = wind profiler.
3DVAR system is a diagonal matrix containing the reciprocals of the variances of the errors in its main diagonal. After the first calculation of the observed quantities from the model variables, a quality check of the new data is done to reject measurements that are too far away from the model background. They would constrict the minimisation of the cost function. More details about the observation preprocessing can be found in Schwitalla et al. (2011).

Radar reflectivities as well as radial velocities from the Doppler precipitation radar systems of the French ARAMIS network (Tabary et al., 2006) were assimilated. In total, data from 24 radars were included. Nineteen radars use C-band transmitters with a frequency of 5.6 GHz, while five radars use S-band transmitters with a frequency of 2.8 GHz. Data were available every 15 min with a resolution of 1 km. The radar antenna is rotatable so that different antenna azimuths and elevations can be scanned. Typical azimuth increments are 1° and the elevation angle increases with height.

For C-Band radars, a wavelength of $\lambda = 5.3$ cm and a pulse repetition frequency (PRF) of 600 Hz is applied. The use of a triple PRF scheme allows unambiguous velocities of about 60 m/s at a maximum range of 250 km (Tahanout et al., 2009). Figure 2 shows the coverage of the French radar systems. The data were provided on a 1 x 1 km grid for each elevation between 0.4° and 17°. The data were thinned and filtered by a median filter on a 10 x 10 km grid applying the algorithm described in Montmerle and Faccani (2009). In a first quality control, too noisy observations (e.g. clutter, beam blockage) were removed. Due to beam broadening, the radial velocity error varies with measurement range and can be as large as 5 m/s (Montmerle and Faccani, 2009). The observation error for reflectivities was set to 5 dBZ. Observations were considered for assimilation, when the absolute observation-minus-background difference was smaller than 15 dBZ for reflectivities and smaller than three times the observation error for radial velocities.

Fig. 2. Coverage of the different radar systems applied in the WRF experiment. The radar circles of the French systems have a radius of approx. 160 km; the red dots represent S-band radar systems and the black dots C-band radars. The red frame marks the verification domain for the qualitative verification, the green frame shows the small verification domain centred over Luxembourg and the blue frame marks the verification domain for the investigation of the performance of the radar data assimilation.
To assimilate radar radial velocities, the three model wind components \( u, v \) and \( w \) have to be projected to the radar beam position. In the WRF model, this is done following Xiao and Sun (2007) with

\[
v_r = \frac{x - x_i}{r_i} u + \frac{y - y_i}{r_i} v + \frac{z - z_i}{r_i} (w - v_T).
\]

(3)

Here \( x, y \) and \( z \) denotes the radar location, \( x_i, y_i \) and \( z_i \) are the locations of the radar observation and \( r_i \) is the distance between the radar and the observation relative to the centre of the Earth. \( v_T \) is the ‘terminal velocity’ describing the fall speed of rain particles in the model. Due to the beam broadening and the corresponding difficulties in defining distinct observation locations, observations above 10 km were not assimilated.

For the assimilation of radar reflectivity in the WRF 3DVAR, the reflectivity forward operator of Sun and Crook (1997) is applied. It considers the rain water mixing ratio and is defined by

\[
Z = 43.1 + 17.5 \log \left( \frac{q_r \rho_{air}}{\text{kgm}^{-3}} \right) [\text{dBZ}],
\]

(4)

where \( Z \) is the reflectivity, \( q_r \) the rain water mixing ratio (kgkg\(^{-1}\)) and \( \rho_{air} \) the air density (kgm\(^{-3}\)).

A drawback of eq. (4) is that it assumes that only liquid hydrometeors are present (Dudhia, 1989). This is easily violated in midlatitude precipitation systems since also hail, graupel and snow are produced and cold rain processes as, for example, the Bergeron–Findeisen process are actively involved in the development of precipitation. This weakness was considered for the assimilation in a way that reflectivities above 3500 m and values larger than 55 dBZ were discarded. Also reflectivities smaller than 0 dBZ were neglected.

Another disadvantage is that this warm rain scheme is quite simple compared to the two-moment scheme selected for the free forecasts. This leads to imbalances between the analysis and the subsequent forecast due to different thermodynamics. Unfortunately no other microphysics scheme is available for the WRF assimilation system at the moment. Further details of the pre-processing and assimilation of radar data can be found in Schwitalla and Wulfmeyer (2014).

Due to the large number of measurements, radar data is only processed at analysis time. For the other observations, the time window is ±30 min around analysis time. In total, about 5000 conventional observations and 40 000 radar observations were included into the assimilation.

It is important to note that ground-based precipitation observations are not assimilated. Main reasons are that simulated precipitation is a result of a long chain of processes that cannot be resolved explicitly. This chain is represented by the cloud microphysics scheme making it difficult to relate the observed precipitation to distinct model variables. Furthermore, its strong dependence to the real surface orography (not equal to the model orography) and its strong spatial heterogeneity aggravate the development of a forward operator. We are aware of experiments using surface-based gauge data in the assimilation (e.g. Lopez, 2013), but such an approach is not possible for the WRF 3DVAR system and therefore not further discussed here.

We operated the model and assimilation system in a 1-hour Rapid-Update Cycle (RUC, see Fig. 3). In this RUC setup, 1-hour forecasts were started each hour from a 3DVAR analysis. The precipitation fields provided by the short forecasts were then used as a quantitative precipitation estimate.

### 2.2. Performed experiments

Our CONTROL simulation is a downscaling of the operational ECMWF analysis to a horizontal resolution of 3 km. This simulation serves as a reference for all our model-based QPE experiments, since it mimics the QPF efforts done at operational weather centres when no re-assimilation of the observations is done during the nesting to the finer resolution. With the QPE approach described above, two more experiments are included in the investigation. The ASSIM_NORAD experiment assimilates all available observations apart from volume radar data (reflectivity and radial velocity). The ASSIM_ALL experiment in addition includes the assimilation of radar data. All three experiments are initialised at 00 UTC, 26 September 2012 and run until 12 UTC, 27 September 2012. While the CONTROL simulation is a free forecast over the 36 hours, the other experiments are rows of 1-hour forecasts, each initialised by a 3DVAR.

### 2.3. Verification procedure and applied observations

Our verification strategy consists of two steps. First, the general performance of the developed system was investigated. Here, we answer the question of whether this setup leads to an improvement over the downscaling from the ECMWF analysis. As we operate the system with a high horizontal resolution of 3 km, the calculation of standard verification scores alone carries the risk of masking improvements with the so-called double-penalty problem (Nurmi, 2003). Furthermore, it is the intention to verify the capability of the simulations to represent the changing synoptic situation on a larger spatial scale over a certain period of time. Here, we are interested in both the spatial structures as well as the temporal evolution. Therefore, derived radar products from the German Weather Service (DWD) and Météo France, covering almost the
entire model domain, are selected for the overall verification of the case study. They are better suited than rain gauge data to derive the synoptic structures and their temporal developments.

RADOLAN (‘RADar-OnLine-ANeichung’, Bartels, 2004) is an operational merging procedure of radar data from the 16 radar systems of DWD and gauge measurements and combines the advantages of the two measuring principles in one data set. Here we focused on two operationally derived products: The RADOLAN RX is the composite product of uncorrected reflectivity at single time steps and the lowest elevation. The German composite has a temporal resolution of 5 min and a spatial resolution of 1 km² over a domain of 900 × 900 km². The French reflectivity composite product is generated every 5 min at the horizontal resolution of 1 km² over a domain of 1536 × 1536 km². For each pixel, the reflectivity value is taken as the maximum value of the reflectivities measured by the radars that cover the pixel. For the verification, the RX product was merged with the reflectivity composite from Météo France into one product. During the merging of the two products, the data were interpolated to 3 km, corresponding to the model resolution.

Furthermore, the RADOLAN RW product was selected, containing hourly accumulated precipitation amounts derived from reflectivity with the application of a quality control algorithm (clutter, shading) and a Z-R relation to derive intensity of precipitation from the reflectivity. It is calibrated to hourly accumulated measurements from automatic precipitation stations (Bartels et al., 2005). It is available at 1 km horizontal resolution and for a fairer comparison also interpolated to the coarser model resolution.

The configuration with no radar data assimilated over Germany was applied to investigate whether an upwind assimilation of radar data is capable of changing the atmospheric structure in a way that leads to improved representation of precipitation downwind where no radar data were assimilated.

While the hourly precipitation amount is part of the results of the 1-hour forecasts, the reflectivity was calculated from the model output as done by the 3DVAR radar forward operator [eq. (4)]. The verification of both variables
provides complementing information. While the reflectivity is calculated at one time step, the hourly accumulated precipitation also contains the temporal evolution of the cloud microphysics during the 1-hour forecast.

This qualitative comparison of reflectivity and precipitation fields is followed by two quantitative verification steps. Since the CAOS project (http://www.caos-project.de) is working in a river catchment in Luxembourg, the average hourly accumulated precipitation for a sub-domain of $250 \times 250$ km$^2$ centred on this catchment, is calculated from the model simulations and compared with corresponding averages of observation-based QPE methods from rain gauges and the Wideumont radar from the Royal Meteorological Institute of Belgium (Berne et al., 2005; Goudenhoofdt and Delobbe, 2009). The verification domain is shown as a green rectangle in Fig. 2. In addition, a quantitative comparison of 24-hourly accumulated precipitation over Germany with the DWD REGNIE product is done. REGNIE (REgionalisierung von NIEderschlagsdaten) is a consistent gridded data set of daily precipitation. It is generated from 1500 rain gauge stations interpolated on a $1 \times 1$ km$^2$ grid over Germany. During the interpolation, the station elevation and exposition is taken into account. To compare the REGNIE data set with the model results, the observations were interpolated to the model grid with an inverse distance weighted approach. The verification is done for the 24-hourly accumulated precipitation from 06 UTC, 26 September 2012 to 06 UTC, 27 September 2012. Horizontal comparisons for the different simulations are done and a set of verification scores is derived.

The verification is followed by a more detailed investigation of the performance of the assimilation system and here particularly the assimilation of radar data. Our focus was set to France and the most western part of Germany, the region covered by the French radars whose data were assimilated. The domain is marked with a blue rectangle in Fig. 2. It is the aim to derive possible reasons for observed weaknesses of the system and to derive pathways to optimise our procedure. To determine the performance of the radar data assimilation, the 1-hour RUC forecast and the following analysis of the simulations with ASSIM_ALL are compared. Apart from variables directly influenced by the assimilation of radar data, the influence on other model variables is also investigated.

3. Synoptic situation

The performance of model-based QPE is tested for a case study during 26 and 27 September 2012. During both days, the synoptic situation changed significantly from the passage of a frontal system on September 26 to the development of convection in the post-frontal cold air on 27 September 2012.

Figure 4 illustrates the situation on 26 September 2012. On that day a large low pressure system was situated over the British Isles. A corresponding upper level trough extended from the eastern Atlantic far south to the Iberian Peninsula. This configuration left the western part of Europe in a south-southwesterly flow regime. Embedded was a marked quasi-stationary cold front with weak front normal winds that stretched from southern France to Scandinavia and separated warm and moist Mediterranean air to the east from cool Atlantic air to the west. Over the eastern Atlantic, cold air was transported far south. Additionally a wave, which travelled along the frontal zone to the north-northeast, intensified the vertical velocity and precipitation locally. The thermal contrast between the pre- and postfrontal air mass was further intensified by prefrontal low-level advection of warmer and humid Mediterranean air, increasing the efficiency of the precipitation formation and the possibility of embedded convective mesoscale precipitation bands within the stratiform precipitation.

On 27 September 2012, the situation changed considerably as illustrated in Fig. 5. The low pressure system moved to the Northeast and was then located over the Baltic Sea. Most of Germany was passed by the frontal system. Only along the Alpine rim, remnants of the Mediterranean air and relief rainfall were still present. To the rear of the frontal system, cold and unstable air masses spread into Western Europe, preparing the environment for more convective precipitation. Especially in the area of a marked ‘trough line’ with low-level convergence, ranging from Denmark to northeastern France, an enhancement and band-like organisation of the convective activity was observed. In the satellite image even a small comma-like pattern can be identified over eastern France.

4. Results

4.1. Comparison with RADOLAN radar products

Since a comparison of the whole development during the 2-day case study is beyond the scope of the manuscript, we focus on representative snapshots during the development of the synoptic situation.

For the frontal passage on 26 September 2012, we selected 02 UTC, where the almost closed frontal system stretched from southern France over Western Germany northeastward to the Baltic Sea. Figure 6 compares the WRF derived reflectivity from the CONTROL simulation (upper left panel) with the merged reflectivity product combining Météo France and DWD radar data (upper right panel) and the two simulations ASSIM_NORAD (lower left panel) und ASSIM_ALL (lower right panel).

It can be observed that the structure of the synoptic situation is well captured by the CONTROL simulation.
Since the downscaling is done from the operational analysis of ECMWF that includes a global 4DVAR in an assimilation cycle, this is not surprising. Note that the frontal system is reasonably well simulated although radar data is not assimilated in the ECMWF 4DVAR system. Especially over France, it compares well with the radar composite. Due to the coarse horizontal resolution of the driving analysis and varying model physics, differences in detail occur. The front moves too rapidly when compared to the radar observation, and the extension of the front over Northern Germany and
the pre-frontal line of convection, stretching from southwest to northeast over Germany, is almost not simulated. Furthermore, the front shows a more diffusive structure as compared to the radar composite. Due to the coarser resolution of the driving analysis and the corresponding spin-up of the post-frontal convection, the convective activity to the rear of the front is not simulated.

In the ASSIM_NORAD simulation, the frontal movement is still too rapid, especially over northern France and Germany. The assimilation leads to an even broader and more diffusive representation of the front compared with the radar composite and the CONTROL simulation. Another obvious change due to the assimilation is that the cellular convection developing in the cold air to the west of the cold
front is now represented by the simulation. It is too strong when compared to the radar composite, although the observed organisation into rain bands is seen. The extension of the front over northern Germany is better represented as compared with the CONTROL simulation, but the observed line of convection over Germany is still not simulated.

ASSIM_ALL further improves the situation. Compared with the other two experiments, the too rapid movement of the front is clearly reduced, so that the rain band over France, Belgium and Luxembourg is simulated at the correct location. Only the northern part of the front over Germany is slightly too weak and moves somewhat too rapidly. One reason might be that only radar data from French systems were assimilated. This is also one of the reasons why the reflectivity over the eastern part of the model domain is still simulated and the pre-frontal line of convection, stretching from the front to the northeast, is not captured by the simulation. Nevertheless, the benefit of the radar data assimilation is clearly seen. Aside from the better location, the front is sharpened towards the observation and even the positions of the local intensity maxima correspond to the radar composite. Although still overemphasised, the overestimation of the cellular convection in the cold air to the rear of the front is reduced compared with the ASSIM_NORAD simulation, in better accordance with the radar composite.
Figure 7 compares the hourly accumulated precipitation (mm/h) of the WRF CONTROL simulation (upper left), the DWD RADOLAN RW product (upper right), the ASSIM_NORAD simulation (lower left) and the ASSIM_ALL simulation (lower right) for 02 UTC, 26 September 2012.

Figure 7 compares the hourly-accumulated precipitation until 02 UTC, 26 September 2012 of the CONTROL simulation (upper left panel), the RADOLAN RW product (upper right panel), the ASSIM_NORAD simulation (lower left panel) and the ASSIM_ALL simulation (lower right panel). The intensity of precipitation is underestimated in all three simulations. As also suggested by the comparison of reflectivity in Fig. 6, the movement of the frontal rain band is too rapid in CONTROL and ASSIM_NORAD, although the situation is already improved by the assimilation. The representation of precipitation is further improved in the ASSIM_ALL simulation. Although still underestimating the intensity,
the location of precipitation over Belgium and Luxembourg is correctly simulated. As discussed for the reflectivity, none of the simulations are capable of representing the rain band stretching from southwest to northeast over Germany.

During the course of the 26 September, the front continued its passage to the east. At 01 UTC, 27 September 2012, it was located over Germany. Figure 8 compares the three simulations with the merged radar composite in the same way as done for 02 UTC, 26 September 2012. In the CONTROL simulation, the frontal movement is still too rapid. This is true especially for its northern part over Eastern Germany. The re-intensification of the front especially over southern Germany, shown by the merged radar composite, is not simulated by the CONTROL simulation. It continues to weaken and is simulated too far to the east. Although not fully covered by the radar composite, it appears that WRF seems to overestimate the convection over the Alps. In spite of first developments over western France and the British channel, the cellular convection to the rear of the cold front is still underestimated in the CONTROL simulation.

In the ASSIM_NORAD simulation, the location and intensity of the front is much better represented, but it is simulated too diffusive as compared with the radar composite.

Fig. 8. Same as Fig. 6, but for 01 UTC, 27 September 2012.
and the intensity over southern Germany is still slightly underestimated. Over eastern Germany on the other hand, the intensity of the front is overestimated. The convective activity to the rear of the front is increased. Single cells are even stronger than observed by the radar composite. However, the representation is improved compared with the CONTROL simulation. The overestimation of convection over the Alps is even more emphasised in ASSIM_NORAD as compared with CONTROL, indicating that the assimilation deteriorates the situation over the Alps.

In the ASSIM_ALL simulation, the front over southern Germany is narrowed compared with the ASSIM_NORAD simulation in better accordance with the radar composite, but its intensity is still underestimated. To the north, the representation of the front is worse as compared to ASSIM_NORAD. The intensity is reduced too much and the orientation of the rain band is different compared with the radar composite. This may be caused by the missing upward forcing of the radar data assimilation in the northern part of the model domain due to the westerly flow. The convection over the Alps is again intensified compared with the ASSIM_NORAD simulation. The assimilation of radar data even worsens the situation, indicating a feedback of the assimilation either with the cloud microphysics or the underlying orography that is then further amplified by the assimilation of radar data. The intensity of the cellular convection over France is also stronger than observed. However, in accordance with the radar composite, the location of the cells is more focused to regions where convection was really observed. The existence of a ‘comma-shaped’ reflectivity pattern over western France south of the Bretagne indicates differences in details of the dynamics as compared to the ASSIM_NORAD simulation. Such band-like structures are, weaker than in ASSIM_ALL, also seen in the merged reflectivity composite.

The tendency to increase the reflectivity where large values are already present was further investigated with the analysis of the sequence of hourly assimilations in the RUC (not shown). It reveals that this exaggeration builds up from hour to hour, leading to the strong convective development over the Alps in Austria not seen in the observation. Since the overestimation was also seen in the CONTROL simulation, the model physics and here especially the cloud microphysics scheme may be responsible for that. Especially in orographic terrain, also the non-resolved part of the convection may contribute to this overestimation. The problem is then enhanced by the assimilation.

Figure 9 compares the hourly accumulated precipitation of the different simulations and the RADOLAN RW product for 01 UTC, 27 September 2012 as done for 02 UTC, 26 September 2012 in Fig. 7. The rapid movement and the distinct underestimation of precipitation in the CONTROL simulation are seen. Furthermore, the development of convection on the rear side of the front over the North Sea starts too early as compared to the RADOLAN observation. The representation is improved in the ASSIM_NORAD simulation where the intensity of precipitation is improved in southern Germany. Nevertheless, it is still too weak and the movement of the front is too rapid. Additional improvement in location and intensity of the front over southern Germany is found in the ASSIM_ALL simulation. This improvement is expected to be a consequence of the radar data assimilation over northeastern France. The westerly wind transports the influenced environment eastward. However, the widespread and strong precipitation seen in the RADOLAN RW composite is not reproduced by the simulations and precipitation further to the north is also underestimated. On the other hand, precipitation over the Alps is overestimated especially by the ASSIM_ALL simulation. Since this overestimation is clearly weaker in the CONTROL simulation, it suggests that a feedback from the assimilation on the model dynamics is responsible for this artefact. The bow-like structure suggests the development of a small-scale intense low pressure system in the simulation.

During the course of 27 September 2012, the front continued its movement to the east. An unstable maritime air mass in which convective precipitation developed dominated. As a representative snapshot, we investigate the representation of the situation in the different model simulations at 12 UTC, 27 September 2012, where the post-frontal convection was well developed over France, the Benelux countries and the western part of Germany. Figure 10 compares the reflectivity of the simulation and the merged radar composite as done above. The model captures the transition from a southerly dominated flow before the passage of the cold front to a westerly and later northeasterly flow on 27 September 2012. The development of cellular convection in the cold maritime air is represented by all three simulations. The single convective cells are overestimated in size and intensity as compared with the merged radar composite. Since this is the same in all three model simulations, it is not related to the data assimilation. Possible causes are the selected cloud microphysics scheme or that the convection may not be fully resolved at 3 km resolution. Schwitalla et al. (2011) found that the Morrison microphysics scheme tends to produce intense convection with strong vertical velocities and large amounts of graupel, leading to large amounts of rain water mixing ratio and therefore reflectivity in the background field. This may also contribute to the overestimation of precipitation over the Alps.

However, differences in detail between the simulations occur. CONTROL simulates widespread convection of weak and strong intensities. In contrast to the radar composite, no clear organisation of the convection into
rain bands is seen over northern France and Germany. 
ASSIM_NORAD reduces the number of cells, especially that of lower intensity. As in the CONTROL run, no clear organisation into rain bands is seen. When radar reflectivity and radial velocity are assimilated (ASSIM_ALL), the organisation of the cells is improved compared with the merged radar composite.

Comparing the simulations with and without assimilation suggests that the assimilation seems to emphasise already existing strong cells in terms of size and intensity, whereas small and weak cells are removed. When radar data is assimilated, this tendency is even enhanced.

Figure 11 compares the hourly accumulated precipitation of the three simulations and the RADOLAN RW composite for 12 UTC, 27 September 2012. The patchy structure of the developing showers is seen in all three simulations. Nevertheless, the model tends to overestimate precipitation. The cells are larger and more intense than observed. This is
apparent even in the CONTROL simulation without data assimilation. Best agreement with RADOLAN RW in terms of the intensity of the precipitation cores is found in the ASSIM_NORAD simulation. The reason might be that conventional observations are assimilated in the whole model domain. With the assimilation of radar data (ASSIM_ALL), the location of the precipitation cores is improved. At the same time, in contrast to RADOLAN RW, the precipitation intensity is increased.

The improvement of the localisation in ASSIM_ALL, when compared to the CONTROL simulation, is not as clearly seen as for the reflectivity. This is caused by the smoothing of the precipitation field due to the accumulation over 1 hour and is also the reason why the band-like structures in the precipitation field are not clearly seen.

4.2. Verification in a small domain centred over Luxembourg

Figure 12 compares the 36-hour time series from 00 UTC, 26 September 2012 until 12 UTC, 27 September 2012 of hourly precipitation spatially averaged over the verification domain marked by the green rectangle in Fig. 2. Shown are the three model simulations and corresponding results calculated from rain gauge data and Wideumont radar observations. As expected the temporal development is
similar in all data sets. However, differences between the simulations and observations occur in the temporal evolution and intensity. The strongest representation of the frontal development is found in the ASSIM_NORAD simulation. This is caused by the too broad and diffusive representation. The too rapid movement as compared to the observations is also seen. The CONTROL simulation slightly underestimates the intensity of the front. On the other hand, ASSIM_ALL clearly underestimates the strength of the frontal development. Nevertheless, the correct timing and the narrowing of the front in ASSIM_ALL are apparent. Interestingly, the too rapid movement of the front in CONTROL is not seen, caused by the too broad representation of the front as compared to the radar composite (see Fig. 6).

The second maximum in the early afternoon of 26 September is simulated by all simulations. However, the timing is different. CONTROL and ASSIM_NORAD
overestimate the intensity, while ASSIM_ALL tends to underestimate it. In the late afternoon of the 26 September and during the night to the 27th, the simulated amounts of precipitation in the CONTROL and ASSIM_ALL simulations were small. The observed intensification of precipitation in the second half of the night is not captured. This is better represented in the ASSIM_NORAD simulation.

During the morning of 27 September, the amount of precipitation increases due to the intensification of convection over the verification domain. This tendency is seen in all three simulations. However, the timing is different. Whereas the observations exhibit a more gradual increase with time starting already during the night, the behaviour is different in the model simulations. In CONTROL and ASSIM_ALL, the intensity of precipitation remains low until the morning of 27 September 2012, followed by a rapid intensification, two hours earlier in ASSIM_ALL. ASSIM_NORAD, on the other hand, follows the gradual increase during the first half of the night and drops in the morning of 27 September before the rapid increase follows along with that of the CONTROL simulation.

This comparison shows how dangerous it is to found the verification only on time series of area averaged precipitation amounts. Many results of the above qualitative comparisons are hidden by the spatial averaging.

4.3. Verification over Germany with REGNIE

The 24-hour accumulated precipitation from 06 UTC, 26 September until 06 UTC, 27 September 2012 of the model simulations was compared with the REGNIE product of DWD. Figure 13 shows the 24-hour accumulated precipitation of REGNIE and the absolute differences MODEL – REGNIE for the three simulations.

The 24-hour accumulated precipitation field shows a band-like structure of precipitation stretching from southwestern to northeastern Germany. In northeastern Germany, the precipitation amounts are clearly smaller due to the stronger frontal activity in central and southern Germany. The western part of Germany shows smaller amounts of precipitation since the front has already passed the area before the accumulation period. The occurrence of convection is seen as patchy or band-like regions of enhanced precipitation over western and northwestern Germany.

As also suggested by the above comparisons with radar, all model simulations underestimate the frontal activity along the rain band over Germany. Furthermore, all simulations overestimate the precipitation in southeastern Germany. The latter can be associated with the strong precipitation simulated by all experiments over the Alps.

The CONTROL simulation shows the strongest underestimation of the frontal precipitation, especially over central and southern Germany. To the rear of the front, a tendency to overestimate the convective activity is seen over northwestern Germany. The underestimation of frontal precipitation is reduced in the ASSIM_NORAD simulation. To the rear of the front, clear overestimation of precipitation in a band-like region from the Saarland in Western Germany northeastwards to the Baltic Sea is seen. This is caused by the more diffusive representation of the front when the assimilation of conventional observations is applied. This was also discussed above during the comparison of reflectivity and hourly accumulated precipitation. The simulation where all data including reflectivity and radial velocity from radar are assimilated (ASSIM_ALL) compares best with REGNIE. The simulated amounts of precipitation in central and southern Germany along the rain band are, as in the other simulations, underestimated. Due to the narrowing of the front with the assimilation of radar, no overestimation to the rear of the front is seen. This dry band between the front and the following showers is best represented in ASSIM_ALL and demonstrates the improvement in the localisation of precipitation due to the assimilation of radar data. Since no radar data were assimilated over Germany, this also demonstrates the beneficial remote influence of the French radar data over Germany. The comparison of the two simulations with
Fig. 13. Comparison of the 24-hourly accumulated precipitation from 06 UTC, 26 September 2012 until 06 UTC, 27 September 2012 of REGNIE (upper left) and MODEL – REGNIE differences of CONTROL (upper right), ASSIM_NORAD (lower left) and ASSIM_ALL (lower right). Contour lines indicate orography.
assimilation demonstrates that the use of radar data is important to correctly capture the location of precipitation. In addition, verification scores were derived from the comparison with REGNIE. They are summarised in Table 2. Comparing the mean precipitation over Germany, the ASSIM_NORAD simulation provides the best result. The BIAS is as small as −0.28 mm. The CONTROL and ASSIM_ALL simulations show clearly larger BIAS values of −2.18 and −2.19 mm. The large BIAS in ASSIM_ALL may be explained by the simple microphysics scheme in the operator not in balance with the sophisticated microphysics applied in the free forecast. Furthermore, the missing radar guidance over Germany might contribute to the larger BIAS.

Looking to the temporal and spatial distribution of precipitation provides a different picture. The Root Mean Square Error (RMSE) of the CONTROL simulation is 5 mm. This value is reduced by the ASSIM_NORAD simulation to 4.5 mm and by the ASSIM_ALL simulation further to 4.2 mm, indicating the beneficial influence of the assimilation in general and the assimilation of radar data in particular on the representation of the spatial distribution of precipitation. An even better sign for the improvement when radar data is assimilated is the mean correlation of the model simulations to the REGNIE observation. Whereas the CONTROL run shows a low value of 0.2, the ASSIM_NORAD improves this value to 0.29. The assimilation of radar data leads to a further improvement to 0.56. This result is even better if one considers that only radar data over France were assimilated and the scores were derived over Germany. This clearly demonstrates the beneficial influence of the radar data on the representation of the downwind atmosphere. It is to be expected that the result will further improve when the German radar data are also included into the assimilation.

As additional scores, the frequency bias (FB) and the equitable threat score (ETS) were derived. Both scores were calculated for the three precipitation thresholds 1 mm, 5 mm and 10 mm per 24 hours, indicating the performance of the simulation for precipitation events of weak, medium and large intensities. The FB is calculated by dividing the sum of hits and false alarms by the sum of hits and misses. A value larger than 1 means over-prediction and a value lower than 1, under-prediction of the given threshold.

For the weak precipitation events (1 mm/24 hours), the best representation is given by the CONTROL simulation, demonstrating the good performance of the driving ECMWF analysis. ASSIM_NORAD slightly over predicts the weak precipitation events (FB = 1.06), while they are under predicted in the ASSIM_ALL simulation (FB = 0.91). The performance for prediction of medium intensity precipitation events (5 mm/24 h) is reduced for all simulations. The CONTROL and ASSIM_ALL simulations under predict such events (FB = 0.58 for CONTROL and FB = 0.61 for ASSIM_ALL), while the over prediction in ASSIM_NORAD is even stronger (FB = 1.16). The latter is explained by the too broad representation of the front, covering larger areas with larger values of precipitation (see Fig. 13). For the strong precipitation events (10 mm/24 h), the model performance drops to even lower values. Now, all model simulations clearly under predict such events. This is to be expected and is partly caused by the double-penalty problem, punishing forecasts when the precipitation fields are slightly shifted in the forecast and observation. The benefit of data assimilation is nevertheless seen. While the FB for the CONTROL simulation drops to 0.18, ASSIM_NORAD gives a value of 0.38 and ASSIM_ALL of 0.3. The lower value in ASSIM_ALL may be caused by the simple microphysics scheme in the reflectivity forward operator not being in balance with the more sophisticated 2-moment scheme applied in the 1-hour forecasts. Furthermore, the use of only French radar data may contribute to the smaller FB value.

The ETS is calculated by

$$\text{ETS} = \frac{a - a_r}{(a + b + c - a_r)}.$$  

### Table 2

| Score | CONTROL | ASSIM_NORAD | ASSIM_ALL |
|-------|---------|-------------|-----------|
| BIAS (mm) | −2.18 | −0.28 | −2.19 |
| RMSE (mm) | 5.02 | 4.5 | 4.22 |
| Mean correlation | 0.2 | 0.29 | 0.56 |
| Equitable threat score | | | |
| 1 mm/24 h | 0.1 | 0.12 | 0.12 |
| 5 mm/24 h | 0.07 | 0.17 | 0.29 |
| 10 mm/24 h | 0.07 | 0.06 | 0.06 |
| Frequency bias | | | |
| 1 mm/24 h | 0.99 | 1.06 | 0.91 |
| 5 mm/24 h | 0.58 | 1.16 | 0.61 |
| 10 mm/24 h | 0.18 | 0.38 | 0.3 |
Here, \( a \) is the number of hits, \( a_r \) the number of hits expected by chance, \( b \) the number of misses and \( c \) the number of false alarms. The number of hits expected by chance \( a_r \) is calculated by

\[
a_r = \frac{(a + b)(a + c)}{a + b + c + d},
\]

where \( d \) is the number of correctly predicted non-events. The denominator in eq. (6) represents the sample size. The ETS has a range from \(-1/3\) to 1. Values larger than 0 identify ‘skilled’ forecasts and a value of 1 represents a perfect forecast, namely that no misses, false alarms and hits expected by chance occur. However, ETS decreases quickly with forecast range and even good forecasts rarely reach values of 0.5. Application of the ETS score can, e.g. be found in Pennelly et al. (2014) or Xue et al. (2013).

For the 1 mm precipitation threshold, the ETS of the CONTROL simulation is 0.1. It rises to 0.12 in ASSIM_NORAD and ASSIM_ALL, indicating that even the weak events are better represented when data assimilation is applied.

Comparing the ETS values for the 5 mm threshold further stresses the advantage of the data assimilation. While the ETS of the CONTROL simulation reduces to 0.07, it increases for ASSIM_NORAD to 0.17 and for ASSIM_ALL further to 0.29. This is a clear indication of the beneficial influence of data assimilation in general, and assimilation of radar data in particular on the prediction of medium-intensity precipitation events. It should be kept in mind that the scores are calculated over Germany where no radar data were assimilated.

As expected, the forecast performance is reduced for the strong precipitation events and it is almost the same for all three simulations. The ETS values are 0.07 for the CONTROL experiment and 0.06 for both the ASSIM_NORAD and the ASSIM_ALL simulations. We would expect a higher ETS value for ASSIM_ALL when radar data over Germany is included in the assimilation.

**4.4. Performance of the radar data assimilation and impact to other variables**

In the previous subsection, we found a reasonable performance of the CONTROL simulation downscaled from the ECMWF operational analysis. However, the frontal movement is too rapid and the degree of organisation of the convection to the rear of the front is too low. In the ASSIM_NORAD simulation, the inclusion of observations leads to a stronger front. The too rapid movement is reduced, but it is still present and the organisation of convection to the rear of the front is still too weak. ASSIM_ALL further improves the representation of the reflectivity and precipitation fields. The timing of the frontal movement is now correctly simulated and the degree of organisation of the convection to the rear of the front is improved as compared with the radar composite. However, the differences between the simulations are smaller than expected and clear differences between ASSIM_ALL and the observations remain.

The next step is therefore to investigate the performance of the assimilation in general and of radar data in particular, to identify possibilities to optimise the system. It is to be expected that the implementation of such changes will significantly increase the benefit of the model system for QPE. Components, whose optimisation enhances the quality of the system, are the assimilation method itself, the background error covariance matrix \( B \), the reflectivity operator and especially the \( Z_q \) relationship and the operator-internal microphysics scheme.

To investigate the reasons for the observed differences to the radar observations, the assimilation process and their influence on the representation of rain water mixing ratio as well as other variables are examined. For the influence of the assimilation, the 1-hour forecast within the RUC is compared with the analysis of the subsequent 3DVAR for two of the above selected snapshots during the development of the synoptic situation. We focus on 02 UTC, 26 September 2012 when the cold front stretched from southwest to northeast over France and on 12 UTC, 27 September 2012, when the post-frontal convection over France was fully developed.

Since radar data were only assimilated over France, we restricted the investigation to the domain marked by the blue frame in Fig. 2. Furthermore, we focus the comparison to model level 14, approximately 1300 m above ground, since large changes of the variables related to the hydrological cycle are found there.

We first look at rain water mixing ratio, directly influenced by the assimilation of radar reflectivity. Afterwards, we extend our view to the influence of the assimilation on other variables by performing the same comparisons for cloud water mixing ratio, water vapour mixing ratio and temperature.

Figure 14 compares the rain water mixing ratio. The left column shows the absolute value for the 1-hour free forecast (first guess for the subsequent assimilation) and the right column shows the difference of the new analysis of the 3DVAR and this 1-hour forecast at analysis time for 02 UTC, 26 September 2012 (top row) and 12 UTC, 27 September 2012 (bottom row). The occurring differences are caused by the assimilation process.

For 02 UTC, 26 September 2012, it is seen that the changes of rain water mixing ratio are largest along the northern part of the front. Especially along the upstream convergence line, larger amounts of rain water are added by the assimilation. Shifts in the precipitation centres are responsible for local differences. Outside the frontal region, the changes are small.
Along the sharp southern part of the front slight changes are seen caused by shifts of the precipitation cores. Directly to the rear and upstream of the front negative values occur, indicating that the convection is suppressed by the assimilation. Referring to the conceptual model of cyclogenesis in Europe (Browning, 1986; Browning and Roberts, 1994; Browning and Golding, 1995), a cold front is followed by a region where cold air subsides, the so-called post-frontal subsidence zone. A strengthening of the subsidence by the assimilation would explain the reduction of convection. On the other hand, further to the west, the rain water mixing ratio is systematically increased by the assimilation. This tendency is also seen at 12 UTC, 26 September 2012. Now the post-frontal convection is fully evolved over large parts of France and the assimilation of radar data systematically adds rain water especially in the strongest precipitation cores.

Figure 14. Comparison of rain water mixing ratio (g/kg) of the 1-hour forecast (First Guess) (left column) and the Analysis – First Guess difference (right column) for 02 UTC, 26 September 2012 (upper line) and 12 UTC, 27 September 2012 (lower line) at model level 14 (approximately 1300 m above ground level).

Figure 16 compares the water vapour mixing ratio fields in the same way as for the rain water mixing ratio. It is striking that the changes in the water vapour field are of large-scale nature as compared to the differences in rain water mixing ratio. On the one hand, water vapour is part of the conventional observations distributed in the whole model domain. On the other hand, water vapour is implemented in the background error covariance matrix $B$ as pseudo relative humidity, responsible for the spatial spreading of the information of the observations in the model domain. At 02 UTC, 26 September 2012, the differences in the region of the front are small. To the rear and upwind parts of the front, especially over central and southern France, water vapour is reduced by the assimilation. This decrease in humidity is in line with the decrease of rain water mixing ratio in the region of the post-frontal subsidence.

At 12 UTC, 27 September 2012, water vapour is increased in the region of most intense convective activity in northeastern France. The superimposed small-scale influence of convection is seen. Comparing the changes in the water
vapour and reflectivity fields, the interplay between the reflectivity forward operator and the cloud microphysics scheme is obvious. Whenever the rainwater mixing ratio is reduced by the assimilation, also the water vapour mixing ratio is reduced and vice versa.

Figure 17 shows the same comparison for temperature. At 02 UTC, 26 September 2012, again large-scale and small-scale changes are seen. The assimilation reduces the temperature on the rear side of the front, especially in the Bay of Biscay. The large-scale changes cover a larger area than the changes in the water vapour field. It is noticeable that, compared to the water vapour field, the small-scale changes in the temperature field are stronger pronounced. This can be explained by the release of latent heat in convective cells. Where convection occurs and water vapour condenses, the cooling is either reduced or even a warming occurs locally. Conversely, lower temperatures occur where evaporation takes place.

At 12 UTC, 27 September 2012, the overall changes in the temperature field are smaller than on the day before. Nevertheless, the release of latent heat in the region of intense convection in northeastern France is noticeable.

5. Summary and conclusions

This study investigated the performance of model-based QPE with WRF and its 3DVAR data assimilation system for a complex case study. In both assimilation experiments, the model was operated in a RUC with a 1-hour frequency. ASSIM_NORAD assimilated all available observations apart from radar data and in ASSIM_ALL, volume data of reflectivity and radial velocity from the French radar network are assimilated in addition. The reference for an assessment of the QPE performance is a 36-hour free forecast downscaled from the ECMWF operational analysis (CONTROL).

Qualitative comparisons with radar reflectivity composite products showed that the frontal development is reasonably represented by the CONTROL simulation. However, the front moved more rapidly than observed and showed a more diffuse structure with lower intensity as compared to the radar reflectivity composite. The development of convection to the rear of the front started too late and its organisation into band-like structures was not simulated. ASSIM_NORAD reduced the movement speed and the convection...
that developed to the rear of the front was intensified. However, the front still moved too rapidly and the convection was still less organised as compared to the radar composite. Both the timing of the front and the organisation of convection behind the cold front were further improved in the ASSIM_ALL simulation. The frontal system was sharpened and even the location of single convective elements and band-like reflectivity structures, seen in the observations, were reproduced. This demonstrates the necessity to assimilate volume radar data to reproduce mesoscale convective structures. We expect that this becomes more important as the model resolution increases.

The representation of frontal precipitation was systematically underestimated by the model simulations, although the situation improved when the assimilation of observations, and here especially the assimilation of radar data, was included. The opposite holds for precipitation in the region of the developing convection to the rear of the front. Here, the model overestimated the intensity and size of the convective cells. Possible causes are the model resolution, the selected cloud microphysics scheme, or the reflectivity forward operator. Nevertheless, comparison of the 24-hourly accumulated precipitation sum of the model simulations with the REGNIE product of DWD and the derivation of forecast scores confirmed that the assimilation of radar data is necessary for a best possible representation of the spatial and temporal distribution of precipitation. The comparison of time series of hourly accumulated precipitation in a small verification domain centred over Luxembourg revealed in addition that it is necessary to always include different approaches when forecasts have to be verified. The timing error of the CONTROL simulation and the spatial and temporal improvements of ASSIM_ALL were hidden by the calculation of time series of spatially averaged precipitation sums.

From the above results, we conclude that radar data with good coverage and quality is the most important observation to improve the temporal and spatial simulation of precipitation. The way in which the data is included is, however, very important for the performance. The 3DVAR system applies a background error covariance matrix $B$ that is derived from a monthly set of forecast differences. The so-called 'error of the day', namely the flow dependence of the background error, is not included into the assimilation, leading to spatial

---

Fig. 16. Same as Fig. 14, but for water vapour mixing ratio (g/kg).
and temporal inaccuracies during the transport of the observed signal into the analysis.

Other critical parts of the assimilation system are the forward operators. Although the parameter translation for the radial velocity is relatively straightforward, the $Z_q$ relationship, necessary to calculate the observed reflectivity $Z$, is critical. It depends on the synoptic situation and the region, and hence the derivation of a single all-purpose relationship is not possible (Jameson and Kostinski, 2001). Currently, the $Z_q$ relation of Sun and Crook (1997) is applied in the WRFDA. A potential improvement could be to optimise this relation for different regions and synoptic situations with observations (e.g. from the disdrometers and/or micro rain radars (MRRs) operated during the CAOS project). It has already been shown that improved $Z-R$ relations lead to an improved representation of precipitation (e.g. Picciotti et al., 2010; Neuper and Ehret, 2014). This might also lead to a better balance between the different microphysics schemes applied in the reflectivity forward operator and the free forecast. The quality control of the 3DVAR only accepts observations when the difference (observation-minus-background) is less than 15 dB. This can be especially problematic in convective situations where the developing cells are located differently in the observation and the model background or no convection is present in either the model background or the observation.

Another weakness of the currently applied reflectivity operator is that it does not handle frozen hydrometeors. Therefore, observations above 3500 m height were discarded for the assimilation. This might have a detrimental influence on the vertical evolution of cloud systems, and the balancing of the cloud microphysics might be problematic when only a part of the atmospheric column is changed by the operator. This exclusion of the ice phase in the calculation of the reflectivity, and the setting of a threshold height might lead to an overestimation of $Z$ in regions where cells reach the threshold height, since the backscattered signal of liquid hydrometeors are stronger than that of graupel and snow. Volume radar data revealed that the threshold for our experiments was set too high – the observed height of the bright band was at 2300 m instead of 3500 m, explaining at least part of the overestimation of convection. In addition, ice particles are often mixed downward into the lower troposphere due to

*Fig. 17.* Same as Fig. 14, but for temperature (°C).
convective mixing, which is also not captured by the current version of the operator.

The general moistening by the assimilation within regions of developing convection suggests that the model tends to dry the atmosphere during the 1-hour forecast. This might be caused by imbalances introduced by the assimilation and the following model spin-up, counteracting the changes included by the assimilation. This spin-up is influenced by the cycling frequency of the RUC. The application of a digital filter – designed to reduce small-scale noise implemented into the initialisation may also help to reduce the imbalances. However, the filter might also destroy small-scale features important for high-resolution QPE. The influence of the RUC frequency and the digital filter will be tested with sensitivity studies in the future.

With these considerations in mind, several improvements of the system are conceivable:

- Optimisation of the assimilation system (assimilation method, background error covariance matrix, RUC cycle, digital filter)
- Optimisation of the forward operator in the assimilation system (Z-q relation, inclusion of the ice phase into the operator microphysics, threshold of reflectivity error)
- Inclusion of further observations, such as high-resolution volume data of water vapour and temperature, to improve the 3D structure of the atmosphere before development of clouds and precipitation is initiated. Such observations are available from Lidar developed and operated by the Institute of Physics and Meteorology for several field campaigns (e.g. Radlach et al., 2008; Behrendt et al., 2009, 2011)
- Assimilation of data from polarisation radar to better adjust the cloud microphysics to observations. Within the CAOS project, a corresponding forward operator for the WRF model is currently being developed.
- Wattrelot et al. (2014) described a methodology to avoid the strong nonlinearity and dependence on the reflectivity forward operator. With the aid of reflectivity error statistics, they derived profiles of relative humidity and continued the assimilation of them.

This study is a promising first step towards a more intense use of numerical models for QPE. Nevertheless, the current system has drawbacks and can therefore not yet compete with observation-based QPE methods. With an optimised system available after detailed sensitivity studies, downscaling to higher resolutions and more detailed comparisons with observation-based QPE are the next steps.
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