The Object According State Prediction to Diagnostic Data
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Abstract. The predicting methodology the state of the object based on diagnostic data is considered. With the selected parameter that determines the state of the object, it is measured in real time at a fixed sampling step. According to the measurement data, the value of this parameter is predicted in the future. This operation is implemented by an extrapolator of the l order - a l degree polynomial, built using the least squares method based on the previous measurements results. The changing process model of the diagnosed parameter is a random time function described by the stationary centered random component sum and a mathematical expectation deterministic change. The estimating prediction error method and the extrapolator parameters influence on its value are presented.

1. Introduction

Prediction based on diagnostic data is used in many fields of science, including significant results obtained in the field of economics, medicine and technology [1] - [13].

The modern technical means presence, software, algorithms and accurate sensors allow diagnosing the state of systems and technological processes in real time. Decisions are made on the diagnostic object functioning termination based on the information received, or on the need for technical measures, including repairs for the further operation possibility. The decision is made after the measured parameter (or group of parameters) exceeds the permissible value, or goes out of the permissible range.

With the aging of the diagnostic object, we can talk about the possibility of predicting its state in real time based on the results of measuring its parameters. The presence of the forecast allows you to make an appropriate decision on the further facility operation, the technological process until the parameter reaches the "critical value", which ultimately increases the functional reliability and survivability of the system. With this approach, the predicted parameter value is compared with the value of a threshold or several thresholds, which makes it possible to make the necessary decisions in advance. The decision-making process in modern intelligent systems can be fully automated.

In this paper, we consider the forecasting process based on l-order extrapolators, built on the use of polynomials orthogonal on equally spaced points.
2. Extrapolator model

Let \( x[nT] \) be a parameter that is a random function of time \( t \), measured at the moments \( t = nT \), \( n = 0,1,2,\ldots, T \) is the time sampling increment. The extrapolator determines at the moment of time \( nT \) predicted value of the function \( z[(n + \varepsilon)T] \), \( 0 < \varepsilon \leq 1 \), according to the known measurement results at the time moments \( (n - M + i)T \), \( i = 0,1,2,\ldots, M \), i.e. by the \( (M + 1) \) th previous measurement result. This approach allows real-time prediction. Consider the resulting the function value \( z[(n + \varepsilon)T] \) as a polynomial of \( l \)-th degree. For \( l < M \) coefficients of the polynomial are calculated using the least squares procedure from the known values \( x[(n - M + i)T], i = 0,1,2,\ldots, M \) [14],[15].

\[
z[(n + \varepsilon)T] = \sum_{l=0}^{M} x[(n - M + l)T] L_{l}^{e_i,ls,l}[0, \varepsilon],
\]

where

\[
L_{l}^{e_i,ls,l} = \sum_{j=0}^{l} \frac{\varphi_{j,M}(\varepsilon)\varphi_{j,M}(M+\varepsilon)}{\|\varphi_{j,M}\|},
\]

\[
\|\varphi_{j,M}^{2}\| = \sum_{l=0}^{M} \varphi_{l,M}(i);
\]

\[
\varphi_{0,M}(\bar{t}), \varphi_{1,M}(\bar{t}), \ldots, \varphi_{j,M}(\bar{t}), \ldots, \varphi_{l,M}(\bar{t}) - \text{Chebyshev polynomials of degree } 0,1,\ldots,l, \text{ orthogonal}
\]

on the equidistant points set \( \bar{t} = \frac{t_{0} - t_{1}}{T} \) - distance interval, \( t_{0}, t_{1}, \ldots, t_{M} \) - correspond to points \( i = 0,1,2,\ldots, M \).

Chebyshev polynomials are calculated from the recurrence relation

\[
\bar{t}\varphi_{j,M}(\bar{t}) = -\frac{(j+1)(M-j)}{2(2j+1)} \varphi_{j+1,M}(\bar{t}) + \frac{M}{2} \varphi_{j,M}(\bar{t}) - \frac{j(M+j+1)}{2(2j+1)} \varphi_{j-1,M}(\bar{t}),
\]

for \( \varphi_{0,M} = 1, \varphi_{1,M} = 1 - \frac{2\bar{t}}{M} \).

The extrapolation order \( l \) is the degree of polynomial approximation. For the extrapolation order increased from \( l \) to \( (l + 1) \)

\[
L_{l}^{e_i,ls,l+1}[0, \varepsilon] = L_{l}^{e_i,ls,l}[0, \varepsilon] + \frac{\varphi_{l+1,M}(\varepsilon)\varphi_{l+1,M}(M+\varepsilon)}{\|\varphi_{l+1,M}\|}.
\]

Proven that [14]:

\[
\sum_{l=0}^{M} L_{l}^{e_i,ls,l}[0, \varepsilon] = 1.
\]

The function expressions \( L_{l}^{e_i,ls,l}[0, \varepsilon] \) are given in the table 1 for \( l = 1, l = 2 \).

| Table 1. The expressions \( L_{l}^{e_i,ls,l}[0, \varepsilon] \) for extrapolators of the first and second orders. |
| --- |
| \( l \) | \( L_{l}^{e_i,ls,l}[0, \varepsilon] \) |
| --- | --- |
| 1 | \( 2(M^2 - M + 3M\varepsilon - 3Mi - 6\varepsilon) \) |
| 2 | \( 2(M^2 - M + 3M\varepsilon - 3Mi - 6\varepsilon) \) |
| 3 | \( 5(6\varepsilon(M + \varepsilon) + M(M - 1))(6\varepsilon(M - i) - M(M - 1)) \) |
| 4 | \( M(M + 1)(M + 2)(M + 3) \) |

Thus, in accordance with (1), using the data of Table 1, it is possible to calculate the predicted value of the random variable \( z[(n + \varepsilon)T] \) for any fixed value \( \varepsilon, 0 < \varepsilon \leq 1 \), which is compared with the threshold value and a decision is made on the object functioning possibility.

3. The prediction error estimation

Various estimates of the forecast error are used to analyze the forecast, and their classification is also given in the literature [16] [17] [18] [19].
The absolute value of the prediction error at \( t = (n + \varepsilon)T \) defined as
\[
\theta[n, \varepsilon] = x[(n + \varepsilon)T] - z[(n + \varepsilon)T].
\] (7)

Measured parameter \( x[(n + \varepsilon)T] \) in time is a random process, is not stationary, because the object degradation is associated with its aging. At the same time, the forecast is effective only when the measurement results are dependent random variables.

Consider a random process model, which is the sum of a centered stationary process and a deterministic function that describes the change in the mathematical expectation of a parameter characterizing the object degradation. Such model should be consistent with a priori knowledge of the object. A priori information is stored using Big Data technology. Taking into the linearity of operators (1) and (2), the resulting forecast error can be obtained after estimating the forecast errors of stationary and deterministic random processes.

Let be
\[
x[(n + \varepsilon)T] = \hat{x}[(n + \varepsilon)T] + x_d[(n + \varepsilon)T],
\]
\[
z[(n + \varepsilon)T] = \hat{z}[(n + \varepsilon)T] + z_d[(n + \varepsilon)T] = 
\]
\[
= \sum_{i=0}^{M} \hat{x}[(n - M + i)T]L^{e,ls,l}_{0,0} [0, \varepsilon] + \sum_{i=0}^{M} x_d[(n - M + i)T]L^{e,ls,l}_{i,0}[0, \varepsilon],
\] (8)

where \( \hat{x} \) and \( \hat{z} \) are the random component corresponding values of measured and predicted value, \( x_d \) and \( z_d \) are deterministic components corresponding values.

Let us separately estimate the forecast error of the deterministic and random stationary components.

If the model of deterministic component is a time function, given by a polynomial whose degree does not exceed \( l \), then it is obvious that using \( l \)-degree extrapolator the extrapolation error is zero. For parabolic model of deterministic component, the error is zero using an extrapolator, the which order is 2 and more.

To analyze the forecast error of the stationary component, we use the root-mean-square estimate. The random process \( \hat{x}[(n + \varepsilon)T] \) is given by its autocorrelation function.
\[
R_{xx}(\tau) = \sum_{m=0}^{\infty} \frac{R^{(2m)}_{xx}(0)}{(2m)!} \tau^{2m},
\] (9)

where \( R^{(2m)}_{xx}(0) \) - \((2m)\)-order derivative of the function \( R_{xx}(\tau) \) for \( \tau = 0 \).

Such expansion is valid for the class of differentiable random processes [14], [20].

We introduce the root-mean-square estimate as
\[
\sqrt{\hat{\theta}^2} = \sqrt{[\hat{x}[(n + \varepsilon)T] - \hat{z}[(n + \varepsilon)T]]^2},
\] (10)

where the bar above is the mean value of the expression square enclosed in brackets.

Using the results [14], [20], we can show
\[
\hat{\theta}^2 = R_{xx}(0) - 2 \sum_{i=0}^{M} L^{e,ls,l}_{i,0} [0, \varepsilon] R_{xx}[(M - i + \varepsilon)T] + \sum_{i=0}^{M} \sum_{r=0}^{M} L^{e,ls,l}_{i,0} [0, \varepsilon] L^{e,ls,l}_{r,0}[0, \varepsilon] R_{xx}[(i - r)T],
\]

where \( \hat{\theta}^2 \) is the forecast error variance, \( R_{xx}(\tau) \) - autocorrelation function of a centered random process \( \hat{x}[(n + \varepsilon)T] \).

Let us pay attention to the dependence of the error variance from \( \varepsilon \), indicated the random function non-stationarity of the forecast error.

We substitute in (11) the expression (9) of the autocorrelation function expansion in a power series and restrict ourselves to the series main term. Following [14], [15], we obtain expressions for the upper estimate of the forecast error variance shown in Table 2 for extrapolators of the first and second orders.
Table 2. Expressions of the error variance random component of the forecast error.

| Expression                                                                                         |
|----------------------------------------------------------------------------------------------------|
| The series main term $\overline{\theta^2}[0, \varepsilon]$                                       |
| $a_m = \frac{\delta^2 \theta \left( \theta^2 + 6 \theta \varepsilon - M + 6 \varepsilon^2 \right)^2}{20}$ |
| $= \frac{a_m}{\theta^2} \left( \theta^2 + 12 \theta \varepsilon - 3 M + 10 \varepsilon^2 + 2 \right)^2$  |

In table 2 coefficients are

$$a_m = \frac{R_{xx}^{(2m)}(0)}{(2m)!},$$

where $m = 2$ in case $l = 1$, $m = 3$ in case $l = 2$.

As an example, we present the results for random processes with a constant spectral power density in the band from $\omega = 0$ to $\omega = \omega_{\text{max}}$ and equal to zero outside this band and a random process with a decreasing spectral power density [15]. In the first case

$$R_{xx}(\tau) = R_{xx}(0) \sin(\omega_{\text{max}} \tau) and a_m = \frac{(-1)^m(\omega_{\text{max}} \tau)^{2m}}{(2m+1)!} R_{xx}(0), \quad (11)$$

in the second case

$$R_{xx}(\tau) = R_{xx}(0) e^{-a_2 \tau^2} and a_m = \frac{(-1)^m(a \tau)^{2m}}{(2m)!} R_{xx}(0). \quad (12)$$

To analyze the forecast of the centered random component, we introduce the relative estimate

$$\sqrt{\delta^2[0, \varepsilon]} = \sqrt{\frac{a^2[0, \varepsilon]}{R_{xx}(0)}}$$

In this case $a_m$ is divided by $R_{xx}(0)$ - the variance of the input signal, that is, in the first case $\frac{a_m}{R_{xx}(0)} = \frac{(-1)^m(\omega_{\text{max}} \tau)^{2m}}{(2m+1)!}$, in the second case $\frac{a_m}{R_{xx}(0)} = \frac{(-1)^m(a \tau)^{2m}}{(2m)!}$.

The considered estimate is the relative root-mean-square estimate (RMS) of the forecast error (with respect to the RMS of the input signal).

Let us bring to a different form the expression of the estimates $\sqrt{\delta^2[0, \varepsilon]}$ for the examples under consideration. With autocorrelation functions (11) and (12), the results presented in Table 3.

Table 3. Expressions for estimating the relative standard deviation forecast for extrapolators of the first and second orders.

| Expression                                                                                         |
|----------------------------------------------------------------------------------------------------|
| $R_{xx}(\tau) = R_{xx}(0) \frac{\sin(\omega_{\text{max}} \tau)}{\omega_{\text{max}} \tau}$        |
| $= \frac{(\omega_{\text{max}} \tau)^{2m}}{12 \sqrt{5}} \left( 1 + \frac{6}{M} \varepsilon - \frac{1}{M} + \frac{6}{M^2} \varepsilon^2 \right)$ |
| $\frac{(\omega_{\text{max}} \tau)^{2m}}{120 \sqrt{7}} \left( 1 + \frac{2}{M} \varepsilon \right) \left( 1 + \frac{10}{M} \varepsilon - \frac{3}{M} + \frac{10}{M^2} \varepsilon^2 \right)$ |
| $+ \frac{2}{M^2}$                                                                                 |

| Expression                                                                                         |
|----------------------------------------------------------------------------------------------------|
| $R_{xx}(\tau) = R_{xx}(0) e^{-a_2 \tau^2}$                                                         |
| $= \frac{(a \tau)^{2m}}{12 \sqrt{5}} \left( 1 + \frac{6}{M} \varepsilon - \frac{1}{M} + \frac{6}{M^2} \varepsilon^2 \right)$ |
| $\frac{(a \tau)^{2m}}{120 \sqrt{7}} \left( 1 + \frac{2}{M} \varepsilon \right) \left( 1 + \frac{10}{M} \varepsilon - \frac{3}{M} + \frac{10}{M^2} \varepsilon^2 \right)$ |
| $+ \frac{2}{M^2}$                                                                                 |

$\tau = \tau$ is the time interval between the zero and $M$-th measurement points of the predicted process. This value determines the forecast error. An increase $\tau$ corresponds to decrease the correlation.
between the measurement results at the zero and $M$-th points. Hence, we can conclude that an accurate forecast takes place only if there is a correlation between the measured values of the predicted process.

Consider the functions $F_1(M) = \left(1 + \frac{6}{M}\epsilon - \frac{1}{M} + \frac{6}{M^2}\epsilon^2\right)$ and $F_2(M) = \left(1 + \frac{2}{M}\epsilon\left(1 + \frac{10}{M}\epsilon - \frac{3}{M} + \frac{10}{M^2}\epsilon^2 + \frac{2}{M^2}\right)\right)$. The graphs of these functions for $\epsilon = 1$, which corresponds to the forecast time $T$, are shown in Fig. 1. We can see from the graphs that an increase in the number of predicted process known values, the factors under consideration in the estimate of the forecast relative standard deviation $\sqrt{\delta^2[0,\epsilon]}$ for the extrapolators of the first and second orders tend to unity.

![Figure 1. Dependence of functions F1 and F2 on M.](image1)

Figures 2a and 3a show the dependences $R_{xx}(\omega_{max}TM)$ and estimates of the forecast relative standard deviation $\sqrt{\delta^2[0,\epsilon]}$ of the first-order extrapolator for the autocorrelation functions given by expressions (11) and (12) respectively.

Figures 2b and 3b show the dependences $R_{xx}(\omega_{max}TM)$ and estimates of the forecast relative standard deviation $\sqrt{\delta^2[0,\epsilon]}$ of the second-order extrapolator for the autocorrelation functions given by expressions (11) and (12) respectively.

![Figure 2. The dependences $R_{xx}(\omega_{max}TM)$ and estimates of the forecast relative standard deviation $\sqrt{\delta^2[0,\epsilon]}$ of the first-order extrapolator for the autocorrelation functions given by expressions:](image2)
a) \( R_{xx}(\tau) = R_{xx}(0) \frac{\sin(\omega_{\text{max}}\tau)}{\omega_{\text{max}}\tau} \)

b) \( R_{xx}(\tau) = R_{xx}(0) e^{-\alpha\tau^2} \)

\[ \text{Figure 3.} \] The dependences \( R_{xx}(\omega_{\text{max}} TM) \) and estimates of the forecast relative standard deviation \( \sqrt{\delta^2 [0, \epsilon]} \) of the second-order extrapolator for the autocorrelation functions given by expressions:

\[ \text{a)} \ R_{xx}(\tau) = R_{xx}(0) \frac{\sin(\omega_{\text{max}}\tau)}{\omega_{\text{max}}\tau} \]

\[ \text{b)} \ R_{xx}(\tau) = R_{xx}(0) e^{-\alpha\tau^2} \]

This implies:

to ensure the forecast error using the first order extrapolator with the autocorrelation function \( R_{xx}(\tau) = R_{xx}(0) \frac{\sin(\omega_{\text{max}}\tau)}{\omega_{\text{max}}\tau} \) up to 10% we should choose \( \omega_{\text{max}} TM \) from 0 to 1,6. To ensure the forecast error up to 5% \( \omega_{\text{max}} TM \) we should choose \( \omega_{\text{max}} TM \) from 0 to 1,15. To ensure the forecast error up to 2% \( \omega_{\text{max}} TM \) we should choose \( \omega_{\text{max}} TM \) from 0 to 0,73.

to ensure the forecast error using the first order extrapolator with the autocorrelation function \( R_{xx}(\tau) = R_{xx}(0) e^{-\alpha\tau^2} \) up to 10% we should choose \( \omega_{\text{max}} TM \) from 0 to 1,09. To ensure the forecast error up to 5% \( \omega_{\text{max}} TM \) we should choose \( \omega_{\text{max}} TM \) from 0 to 0,77. To ensure the forecast error up to 2% \( \omega_{\text{max}} TM \) we should choose \( \omega_{\text{max}} TM \) from 0 to 0,49.

to ensure the forecast error using the second order extrapolator with the autocorrelation function \( R_{xx}(\tau) = R_{xx}(0) \frac{\sin(\omega_{\text{max}}\tau)}{\omega_{\text{max}}\tau} \) up to 10% we should choose \( \omega_{\text{max}} TM \) from 0 to 3,16. To ensure the forecast error up to 5% \( \omega_{\text{max}} TM \) we should choose \( \omega_{\text{max}} TM \) from 0 to 2,51. To ensure the forecast error up to 2% \( \omega_{\text{max}} TM \) we should choose \( \omega_{\text{max}} TM \) from 0 to 1,85.

to ensure the forecast error using the second order extrapolator with the autocorrelation function \( R_{xx}(\tau) = R_{xx}(0) e^{-\alpha\tau^2} \) up to 10% we should choose \( \omega_{\text{max}} TM \) from 0 to 2,28. To ensure the forecast error up to 5% \( \omega_{\text{max}} TM \) we should choose \( \omega_{\text{max}} TM \) from 0 to 1,81. To ensure the forecast error up to 2% \( \omega_{\text{max}} TM \) we should choose \( \omega_{\text{max}} TM \) from 0 to 1,33.

4. Conclusion
The obtained forecast error analysis estimates of the stationary component of a random process shows:

at the constant values of \( \omega_{\text{max}} = \alpha \) and \( T = \text{const} \), the value \( \sqrt{\delta^2 [0, \epsilon]} \) grows with an increase the extrapolation order and forecast time \( \epsilon T \);

with an increase in the value of \( \omega_{\text{max}} \) and \( \alpha \), indicated a decrease in the statistical relationship between the measuring results the diagnostic parameter, the estimate of the forecast error grows;
changing the values of $T$ and $M$, it is possible to choose the random component permissible forecast error with the extrapolation order $l$, which ensured that the forecast error of the deterministic component is equal to zero.
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