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Abstract

Accompanied by the successful progress of deep representation learning, convolutional neural networks (CNNs) have been widely applied to improve the accuracy of polarimetric synthetic aperture radar (PolSAR) image classification. However, in most applications, the difference between PolSAR image and optical image is rarely considered. The design of most existing network structures is not tailored to the characteristics of PolSAR image data and complex-valued data of PolSAR image are simply equated to real-valued data to adapt to the existing mainstream network pipeline to avoid complex-valued operations. These make CNNs unable to perform their full capabilities in the PolSAR image classification tasks. In this paper, we focus on finding a better input form of PolSAR image data and designing special CNN structures that are more compatible with PolSAR image. Considering the relationship between complex number and its amplitude and phase, we extract the amplitude and phase of the complex-valued PolSAR image data as input to maintain the integrity of the original information while avoiding the current immature complex-valued operations, and a novel multi-task CNN framework is proposed to adapt to novel form of input data. Furthermore, in order to better explore the unique phase information in the PolSAR image data, depthwise separable convolutions are applied to the proposed multi-task CNN model. Experiments on three benchmark datasets not only prove that using amplitude and phase information as input does contribute to the improvement of classification accuracy, but also verify the effectiveness of the
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proposed methods for amplitude and phase input.
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1. Introduction

Polarimetric synthetic aperture radar (PolSAR), as one of the most advanced detectors in the field of remote sensing, can describe the target more comprehensively in all-weather and all-times. Due to Earth's surface rich target information can be capture by PolSAR, it has a wide range of applications in various fields, such as agriculture, fisheries, urban planning, environmental monitoring, etc. As the basis of PolSAR image interpretation, classification problem has always been a hot topic of research. In recent years, with the maturity of pattern recognition methods, PolSAR image classification algorithms have made great progress. However, due to the complexity of echo imaging process system, knowledge effectively mining from the existing complex-valued PolSAR data is still an open question.

Different from the traditional manual (Zou et al., 2017) or statistical learning based feature extraction methods (Turk & Pentland, 1991; Vapnik, 1995), deep learning (Lecun et al., 2015) uses a deep neural network model to find a potential representation from the original data, which has achieved the state-of-the-art in most pattern recognition problems. There are two main reasons for the success of deep learning. The first is its high degree of flexibility, which is reflected in its ability to adapt to any form of input data, such as image (Lecun et al., 1989), natural language processing (Mikolov et al., 2013), audio (Graves et al., 2013) and video (Shuiwang et al., 2013). For different input, only changing the network structure according to the input’s characteristics can achieve good results, which avoids the difficulty of designing manual feature extraction methods. The second is the powerful capacity of feature selection. Deep neural networks can extract high-level features which cannot be obtained by traditional methods and more universal features naturally avoid the difficulty of designing multi-class classifiers. Obviously, such an end-to-end learning framework is very suitable for PolSAR image interpretation.

Deep learning based image processing models represented by convolutional neural networks (CNNs) in computer vision are the focus of our atten-
tion since ImageNet Large-Scale Visual Recognition Challenge 2012 (Krizhevsky et al., 2012). At present, the CNN based algorithms are quite mature and can deal with various multi-class classification problems (He et al., 2015b; Gao et al., 2016). Some pioneering work of applying CNNs to PolSAR image processing has existed for some time. (Chen et al., 2016) proposed applied CNN to PolSAR image classification for the first time, which embodied the strong feature selection ability of CNN and achieved excellent experimental results on MSTAR dataset. A fully convolutional network based classification method combined with deep features and shallow features was proposed in (Yan et al., 2018). As another form of deep learning, autoencoders have also been applied in PolSAR image classification tasks (Hou et al., 2017; Zhang et al., 2016; De et al., 2018b). Some scholars seek higher classification accuracy by improving CNN’s network structure and network parameters (Wang et al., 2018; Zhou et al., 2017; De et al., 2018a). In addition, CNNs also demonstrated potential capabilities in SAR image denoising (Wang et al., 2017).

Although CNNs have been used in PolSAR image classification to some extent, there are not too many people who consider the characteristics of PolSAR image data during the design of classification algorithms. Unlike optical images, the polarization scattering matrix depicts the scattering properties of each pixel of a PolSAR image. Each element in the matrix represents the backscattering coefficients produced by the terrain receiving polarized electromagnetic waves in different directions. The data representation of polarization scattering matrix, polarization coherence matrix and polarization covariance matrix are complex-valued numbers. The corresponding amplitude and phase information can be transformed based on the complex-valued source data of each pixel. The amplitude information usually corresponds to the backscattering intensity of the target to the radar wave, which has a great correlation with the gray scale information obtained by visible light imaging. The phase information corresponds to the distance between the sensor platform and the target, which is not available from other detectors. Moreover, there is a coupling relationship between the phase information obtained from different transmitting and receiving directions of electromagnetic wave, so PolSAR image can better reflect the scattering characteristics of targets than SAR image. Because of the unique echo imaging system, PolSAR image contains richer terrain information than optical image. However, rich information and distinctive nature of PolSAR image make its interpretation difficult. How to correctly use the deep learning to adapt to the PolSAR
image data and improve the accuracy of PolSAR image classification is still an urgent problem.

From the author’s point of view, the main problem of applying deep learning to PolSAR image classification is that there is no deep consideration between the difference between PolSAR images and optical images. CNNs originate from computer vision, and the background of computer vision is based on optical image, so most CNNs only consider extracting features from the single amplitude information when designing their network structures. When applying CNNs to PolSAR image, most scholars follow the pattern of extracting information from a single angle, which is a great waste of PolSAR’s rich information. We believe that the existing CNN models in computer vision should be used in a targeted way, rather than blindly handling them.

In order to build a special network for PolSAR image classification, we think the following two key issues need to be considered: the form of input data and the structure of network model. From the perspective of the form of input data. It is natural to consider constructing a complex-valued deep neural network for image classification since the PolSAR image data is complex-valued. However, complex-valued neural networks have been marginalized under the current research background. Most complex-valued neural networks only stay in the conjecture stage and lack sufficient theoretical basis. Therefore, most of the current applications directly split the complex-valued PolSAR data into real part and imaginary part as network’s input. In fact, this is artificially treating complex-valued data as real-valued data, and follows the pattern of CNNs that process optical image. The root cause of this is to deliberately avoid complex operations that are difficult to implement. In this paper, we try to find a representation form that can not only preserve the information of complex-valued data to the maximum extent, but also avoid complex operation. Another key issue is the design of network structure. According to the connotation of deep representation learning, for different forms of input data, the structure of deep neural network should be adjusted adaptively and pertinently, which is often neglected in most applications. In addition, the potential coupling relationship between PolSAR phase information can be found to better identify the target, and how to explore the potential relationship between phase information should be considered. In this paper, we try to design a tailored convolutional network structure that can not only fit in with the novel PolSAR image input form, but also it can excavate the potential relationship between multiple phase information.

There are also some work that take into account the characteristics of
PolSAR image data and make an effort to design exclusive network structures for the PolSAR image classification. Although the research is not very mature, a complex-valued CNN framework was proposed to fit PolSAR image complex data (Zhang et al., 2017c), which provides the basis for future follow-up research. A 3D convolutions based CNN structure was proposed to better extract the connection between the channels of PolSAR image (Zhang et al., 2018). Besides, some scholars use feature-extracted PolSAR data as the input of CNNs (Chen & Tao, 2018; Xu et al., 2018).

Based on the above knowledge background, in this paper, we are looking for better ways to boost PolSAR image classification using deep CNN based methods. In order to solve the two key issues we raised earlier, we first propose to use the amplitude and phase of complex-valued PolSAR image data as input to deep neural networks. This can fully retain the information of complex-valued data under the premise of avoiding immature complex operations, and changes the current research status of regarding the phase of complex-valued data as amplitude. Considering that PolSAR image data is characterized as two parts, amplitude and phase, we construct a multi-task CNN framework to better accommodate this input data based on existing network design tricks to overcome the second issue. Furthermore, a depth-wise separable convolutions (Chollet, 2016) based multi-task CNN model is proposed to deeply explore the potential links in the phase information of PolSAR image. As far as the author knows, the work done in this paper has not been touched by the predecessors. Experimental results on several benchmark datasets demonstrate the validity of the proposed methods.

The rest of this paper is organized as follows: Background and some relevant technical literature are reviewed in Section 2. The proposed strategies and relevant analysis are listed in Section 3. In Section 4, experimental results are exhibited. Conclusion and possible future directions for further development are given in Section 5.

2. Background

As one of the representative algorithms of deep learning, CNNs has been widely used in the field of image processing, and CNN-based algorithms have achieved the state-of-the-arts in a variety of image processing tasks, such as image classification (Szegedy et al., 2014; Gao et al., 2016), semantic segmentation (Shelhamer et al., 2014; Ronneberger et al., 2015; Badrinarayanan et al., 2017), instance segmentation (He et al., 2017), target detection (Ren
et al., 2017; Redmon et al., 2015; Liu et al., 2016), fine-grained recognition (Fu et al., 2017; Ning et al., 2014), etc. CNNs has greatly changed the normal form of traditional image processing methods and established a end-to-end learning framework. According to the designed model and the objective function, the network automatically solves a complex non-convex optimization problem to find a mapping from the original data to the prediction. The design of network model and the construction of objective function incorporate the wisdom of the network designer. Unlike traditional machine learning algorithms (Cortes & Vapnik, 1995; Huang et al., 2006; Wright et al., 2009), CNNs have the ability to utilize massive data and extract high-level features, avoiding the difficulty of designing manual feature extractors and classifiers. Moreover, the generation of fast computing technology based on graphics processing unit (GPU) greatly promotes the application of CNNs in the engineering field. For a long time, CNNs has followed the LeNet-style (Lecun et al., 1998) paradigm with convolution-subsampling cascade structure, its application in PolSAR image processing is shown in Fig. 1

![Fig. 1. A classical LeNet-style network structure of CNNs for PolSAR image processing.](image)

The complex data contained in all elements of the $S$ or $C$ or $T$ matrix of PolSAR image data are divided into real parts and imaginary parts. Each real-value element represents a channel, and each complex-value element is divided into two channels. Data from multiple channels are concatenated in the channel dimension as the input of network. The network follows the LeNet-style structure model (a series of convolution-pooling layers cascade) in optical image processing.

Because of its huge redundant parameters, the fully connected layer in the original structure has been mostly replaced by global average pooling. The main choice in the output part of the network is to use the softmax classifier to convert the network output into a probability distribution. Rectified linear unit (ReLu) nonlinear activation function (Nair & Hinton, 2010), batch normalization (BN) (Ioffe & Szegedy, 2015), skip connection (He et al., 2015b) and dropout (Srivastava et al., 2014) are commonly used tricks in network
design to increase the depth or generalization performance. In addition, some targeted improvements have also been extensively studied. Relevant methods for initializing network parameters can be seen in (Glorot & Bengio, 2010; He et al, 2015c). Some network models do not pursue deeper layers, but wider layers, and have achieved good results (Szegedy et al., 2014). Scholars are enthusiastic about the improvement of the basic components of CNNs, convolution, pooling and activation function. Some variants of classical convolution have been studied to adapt to different tasks, such as 3D convolution (Zhang et al., 2018; Tran et al., 2014; Maturana & Scherer, 2015; Qiu et al., 2017), dilated convolution (Yu & Koltun, 2015), depthwise separable convolution (Chollet, 2016; Howard et al., 2017; Zhang et al., 2017b), network in network (Lin et al., 2013) and group convolution (Krizhevsky et al., 2012; Zhang et al., 2017a). In addition to maximum pooling and average pooling, some new methods have also been developed (Estrach et al., 2014; Zeiler & Fergus, 2013; Kaiming et al., 2014). Some alternative activation functions like Leaky ReLu (Maas et al., 2013), PReLU (He et al., 2015a), ELU (Xu et al., 2015) have been proposed.

In order to handle the image with multi-data sources, the multi-stream CNN structures are studied in (Guo et al., 2016; Simonyan & Zisserman, 2014a; Feichtenhofer et al., 2016). The core idea of this kind of network structure is to use different branches of the network to process different data types in multi-source data. This is based on the hypothesis that different types of data may be difficult to extract their typical features in a same network branch. In essence, it also increases the width of network structure in order to achieve better performance. Simple two-stream network for video detection (Simonyan & Zisserman, 2014a) and improved network structure with convolutional information fusion module (Guo et al., 2016; Feichtenhofer et al., 2016) can be seen in Fig. 2.

With the growth of CNNs, a number of PolSAR image classification task based on CNNs have been developed (Wang et al., 2018; Zhou et al., 2017; De et al., 2018a; Guo et al., 2017; Bi et al., 2018). PolSAR image classification is the basis for further interpretation of PolSAR images and extraction of hidden information. For the task of PolSAR image classification, every pixel should be given a certain category. In the field of computer vision, this is a problem of semantics segmentation. To solve the problem of semantics segmentation, the mature solution is to use the network based on fully convolutional network (FCNs) (Shelhamer et al., 2014) to input the whole picture and output the classification result of the whole picture. This can avoid the
Fig. 2. Network structure of two-stream CNN (a) and two-stream fusion CNN (b). The structure of the two network models is similar, the difference lies in whether the two branches of the network have information fusion or not.

loss of detail information caused by image cutting and greatly improve the training and testing time. The foundation of the FCN based models is labeling each pixel of the input image manually. However, the task of labeling each pixel, which can be implemented in an optical image, is less likely to be accomplished in the context of a PolSAR image. The reason is that PolSAR images are very difficult to completely understand for people without professional knowledge, let alone assign a clear label to each pixel. Therefore, at present, PolSAR image classification still uses the normal pattern of slicing image and recognizing all the image patches. The flow chart of this task can be seen in **Fig. 3**.

Fig. 3. Application flowchart of CNNs for PolSAR image classification.

At present, most of the latest research on PolSAR image classification is based on deep learning methods, of which CNNs-based methods are the
In (Chen & Tao, 2018; Xu et al., 2018; Zhou et al., 2017; De et al., 2018a; Liu et al., 2018), CNN is applied to PolSAR image classification from different perspectives, and some improvements have been made. However, they did not consider how to design a special network to fit the characteristics of PolSAR image data, but directly followed the network structure for optical image classification tasks. Considering that PolSAR image has its unique phase information, which is significantly different from optical image, it is more wise to modify the network structure to adapt to different data characteristics from the connotation of deep representation learning. Some methods (Chen & Tao, 2018; Xu et al., 2018) used the manually extracted PolSAR image features as input to the network, although this is a way of finding solutions from the perspective of data input, but this is contrary to the original intention of learning to learn a mapping from raw data to labels. Although some basic work has been done before, (Zhang et al., 2017c) constructed a special complex-valued convolutional network to adapt to the complex-valued PolSAR image data. This is the ideal choice from the perspective of modeling. But at present, the development of complex neural networks is not mature, and many mainstream network design tricks have not been extended to the complex domain.

3. Contributions

In this section, we present the details of the implementation of the proposed CNN based PolSAR image classification algorithms. First, the original complex-valued data of PolSAR is converted into the form of amplitude information and phase information. Then use a part of labeled samples to train the proposed network and save the trained network model parameters. All labeled samples are used to test the proposed convolutional network model. Finally, full image pixel-wise classification result is obtained.

3.1. Representation forms of PolSAR image

Polarized scattering matrix can fully characterize the electromagnetic scattering properties of different types of ground targets. The scattering matrix is defined as:

\[
\begin{bmatrix}
S \\
\end{bmatrix} = \begin{bmatrix}
S_{HH} & S_{HV} \\
S_{VH} & S_{VV}
\end{bmatrix},
\]

(1)

where \(S_{PQ}(P, Q \in \{H, V\})\) represents the backscattering coefficient of the polarized electromagnetic wave in emitting \(Q\) direction and receiving \(P\) direc-
tion. $H$ and $V$ represent the horizontal and vertical polarization, respectively. According to the reciprocity theorem, the $S$ matrix satisfies $S_{HV} = S_{VH}$. In order to describe the scattering properties of targets more clearly, the $S$ matrix is usually vectorized and the polarization coherence matrix or polarization covariance matrix containing all polarization information is obtained.

The polarization vector and coherence matrix based on Pauli decomposition are expressed as (2) and (3)

$$\vec{k} = \frac{1}{\sqrt{2}} [S_{HH} + S_{VV}, S_{HH} - S_{VV}, 2S_{HV}]^T, \quad (2)$$

$$[T] = \langle \vec{k}\vec{k}^* T \rangle, \quad (3)$$

Notice that the polarization coherence matrix $T$ is a Hermitian matrix, every element except the diagonal element is a complex number. Generally take the element that is not repeated in $T$ matrix, that is, the upper triangular elements $[T_{11}, T_{12}, T_{13}, T_{22}, T_{23}, T_{33}]$ as input. Thus for each pixel of PolSAR image, there are three real numbers and three complex numbers to describe it. The usual practice is to split the real and imaginary parts of the three complex numbers, and each pixel gets three real parts and three imaginary parts of its complex numbers besides three real numbers. At this point, for each pixel, there are nine real values to describe it, so for a PolSAR image, if its $T$ matrix is used as the input, the general input has nine channels.

However, the vulnerability is that the encapsulation of complex-valued data of PolSAR image is broken. From the previous analysis we can see that the complex-valued data in the PolSAR image is split into real and imaginary parts, which are considered to be no different from real-valued data. In fact, this rough equivalent is to accommodate the general pattern that CNN uses when processing optical images. The author believes that such a last resort will influence the capability of CNNs. The direct solution to this problem is to build a complex-valued network model. Although some literatures mention the complex network, its development is very preliminary. Most of the mainstream deep learning methods are based on the real domain and have not been extended to the complex domain. Notice that for a complex number $z = a + bi (z \in \mathbb{C}, a, b \in \mathbb{R})$ can be expressed in terms of amplitude and phase $z = r \exp(\varphi i)$, where $r$ and $\varphi$ is real numbers respectively represent the amplitude and phase of the complex number $z$. They can be calculated
by the following formula:

$$r(a, b) = \sqrt{a^2 + b^2} \quad (4)$$

and

$$\varphi(a, b) = \begin{cases} 
\arctan \frac{b}{a}, & a > 0 \\
\pm \frac{\pi}{2}, & a = 0, b \neq 0 \\
\arctan \frac{b}{a} \pm \pi, & a < 0, b \neq 0 \\
\pi, & a < 0, b = 0.
\end{cases} \quad (5)$$

After the above operation, the complex-valued data can be converted into its corresponding amplitude and phase data. Since the real-valued data of PolSAR image originally represents amplitude information, we totally get amplitude information of six channels and the phase information of three channels for polarization coherence matrix $T$.

3.2. Multi-task convolutional network for PolSAR image classification

In order to maintain the integrity of the complex-valued data of PolSAR image, we transform the complex numbers into their amplitude and phase as input of deep neural network. According to the guidance of deep representation learning theory, the network structure should be adjusted to adapt to the changes of input data. The optical image data only contains amplitude information, so the CNN model for optical image can only learn representations from a single angle. Notice that, like PolSAR images, the form of input can be divided into multiple perspectives are not unique. For video action recognition, the general approach is to extract features from source data from both spatial and temporal dimensions simultaneously, which is similar to PolSAR image. Inspired by the two-stream network structure for edge detection (Guo et al., 2016) and for video data recognition (Simonyan & Zisserman, 2014a; Feichtenhofer et al., 2016), we propose a multi-task CNN to better learn the potential representations from PolSAR image amplitude and phase data. It can be seen from Fig. 4 that the proposed model is similar to the two-stream CNN model in some degree, but it also has significant differences.

**Architecture of individual stream:** The input of one branch is six channels amplitude data of PolSAR image, and the input of the other is three channels phase data. A mature CNN basic structure, VGG-style network structure (Simonyan & Zisserman, 2014b) is used in the design of two
Fig. 4. General view of the proposed multi-task CNN structure. There are six channels amplitude information of PolSAR image and three channels phase information. Two information sources are input into two different branches of the network model to extract information separately. Then, on the basis of retaining the acquired information, the deep information is fused by the convolution fusion layer. There are four classifiers in the network structure, which correspond to four different tasks: using amplitude information to classify, using phase information to classify, using fused information to classify and synthesizing the above three kinds of information to classify. Later, we improved the phase information stream and the convolution fusion layer according to the needs of PolSAR image classification.

Individual streams. VGG-style network focus on changing the original single convolution layer into a convolution block composed of multiple cascade convolution layers, which can be seen from Fig. 5.

To respectively extract potential representations in both amplitude and phase information, each stream has six cascaded convolution layers and every two consecutive convolution layers can be considered as a convolution block. There is a sub-sampling layer between each two convolution blocks. The output of the last convolution layer is flattened, and then the dimensions are converted to the number of labels through two fully connected layers. Finally, a normalized probability output is obtained by a softmax classifier. Notice that if we look at this part of network separately and take the average of two softmax classifiers as the final output, then it is no different from the traditional two-stream CNN which used in video detection (Simonyan & Zisserman, 2014a).

Early fusion: For amplitude and phase information of PolSAR image, they describe a ground target from different perspectives and it would be unwise to see the two separately. Naturally, combining the two can get more
Fig. 5. Basic component module of classical CNN (a) and VGG-Net (b). The difference is that the basic module of VGG-style networks are composed of multiple convolution layers to form convolution blocks. Continuous convolution operations are performed to extract deeper abstract features.

Useful information. This issue has also been found and a two-stream structure with information fusion was proposed in solving the problem of video recognition (Simonyan & Zisserman [2014a]). It is currently the choice of most people to concatenate the outputs of the two branches of the network and fuse them through a convolutional layer to achieve multi-source information fusion (Hu et al. [2017]). In this paper, we consider using a more well-designed network structure based on the latest research progress to achieve better fusion of the information extracted from two branches. We observed the following phenomena: There is no fusion installation in many networks and the final output is the average of the output of network branches, which has achieved not very bad results. This shows that the output feature maps of the branches are relatively high-level features after information acquisition through the cascaded convolution layers. Our thought is to preserve the existing higher-level features on the basis of extracting deeper features by information fusion. This idea of feature reuse can be implemented through DensenNet-style network structure. Its mathematical expression can be written as:

$$x_l = f_l([x_0, x_1, \cdots, x_{l-1}])$$  \hspace{1cm} (6)

where $x_i$ is output of the $i$th layer and $f_i(\cdot)$ is the operation of this layer. As shown in Fig. 6.

A five layers densely connected dense block is used to replace the traditional cascade convolution structure to achieve better information fusion. After that, the global average pooling layer, fully connected layer and soft-
max layer are followed to output a possible label.

**Extra classifiers:** The network structure described above, which separates first and then merges, appears in many literatures [Simonyan & Zisserman 2014a, Feichtenhofer et al. 2016]. From the perspective of further utilization of side outputs and multi-task learning, we make further improvements to this structure and this part is the main difference between the proposed network structure and two-stream structure. Using side outputs of network can prevent the gradient from vanishing, enhance the detail preservation and improve the interpretability of features [Szegedy et al. 2014, Lee et al. 2014]. Since the utilization of side output is usually accompanied by the addition of extra classifiers, it is naturally associated with the idea of ensemble learning and joint decision making. At the same time, this structure is also widely used to implement multi-task learning [Redmon et al. 2015, Ren et al. 2017]. From the previous introduction, we can see that the proposed network framework has three side classifiers, which correspond to three tasks: extracting features from amplitude information, extracting features from phase amplitude information and fusing the first two parts of features. Without loss of generality, we denote the collection of all network parameters as $W$ and suppose that there are totally $m$ side classifiers (in this paper $m = 3$), their corresponding parameters can be written as $w = (w^1, w^2, \ldots, w^m)$. Thus, the sum of side objective of the proposed structure can be written as:

$$L_{\text{side}} = \sum_{i=1}^{m} \alpha_i l_{\text{side}}^i(W, w^i) \quad (7)$$

where $l_{\text{side}}(\cdot)$ denotes cross entropy loss and $\alpha_i$ is the weight of the $i$th side classifier. The reason why we add extra classifiers is that because of the scarcity of PolSAR image, it is difficult to optimize a deep network. Adding
three tasks into the objective function with extra classifiers provide complementary regularization and it is beneficial to network optimization under the condition of lacking labeled samples.

**Advanced fusion:** Within the proposed framework, early fusion layers mix together the information extracted from two branches at the feature level. Due to the addition of extra classifiers and the establishment of multi-task model, we can seek a deeper fusion at the level of classification results. This technique also exists in some semantic segmentation models to preserve the details of the image (Xie & Tu, 2015; Hou et al., 2016). The deep fusion operation we adopt can be divided into two stages. First, inspired by (Kim et al., 2016), a simple weighted fusion layer as shown in Fig. 7 is used to further mix together the previous three outputs in order to maintain better accuracy and reduce misclassification.

![Fig. 7.](image)

In addition, we also add a classifier to this fusion layer, whose objective can be written as:

$$L_{fusion} = l_{side}(Y, \sum_{i=1}^{m} w_i O_i)$$

where $Y$ is true labels, $w_i$ is the $i$th fusion weight and $O_i$ is activation of the $i$th side output. Based on the above, the objective function of the proposed network framework can be written as follows,

$$L_{obj} = L_{side} + L_{fusion}.$$  \(\text{(9)}\)

Finally, there are $m+1$ classifiers in the proposed network structure. The network prediction is the average of all the classification results.

$$Y_{pred} = \text{Average}(Y_1, Y_2, \ldots, Y_m, Y_{fusion}).$$  \(\text{(10)}\)
**Implementation Details:** We followed some mainstream detail designs to improve performance. Before each convolution layer, batch normalization layer and ReLU layer are added. Each convolution layer and fully connected layer are followed by dropout layer, except for the last convolution layer in each convolution block (He et al., 2015b; Gao et al., 2016). Therefore, each layer becomes a series of cascaded combinations: BN-ReLU-Conv-Dropout in the network structure proposed in this paper. In order to speed up the optimization of objective function and obtain better approximate solution, we use adaptive moment estimation algorithm (Adam) instead of classical stochastic gradient descent algorithm (Diederik & Jimmy, 2015).

3.3. **Deeply explore the potential links between phase information**

Through previous analysis, for phase information in PolSAR images, we should look for a better way to extract potential connections. From the data point of view, this problem is manifested in how to extract features from data with certain correlation between channels. Notice that classical convolution operation simultaneously acts on both the spatial and channel dimensions of the input, as shown in Fig. 8 (a). Formally, a group of $3 \times 3$ classical convolutional filters takes the $(m,m,c)$ input feature maps where $m$ is the length of image slices, $c$ denotes channels, and outputs a $(m,m,1)$ feature map (convolution with zero-padding). The number of kernel parameters for a single filter bank is $3 \times 3 \times c$. Expressing the process of convolution as a mathematical expression is

$$O_{l,k} = \sigma(W_{l,k} * O_{l-1})$$

where $O_{l-1}$ is the input, $O_{l,k}$ and $W_{l,k}$ denote the output and kernel matrix of the $k$th filter bank of the $l$th layer and $\sigma(\cdot)$ represents nonlinear activation function. More specifically, the value at position $(x,y)$ can be expressed as:

$$O_{l,k}^{x,y} = \sigma\left(\sum_{h=0}^{c-1} \sum_{i=0}^{2} \sum_{j=0}^{2} w_{l,k}^{i,j,h} \cdot O_{l-1}^{x+i,y+j,h}\right).$$

Depthwise separable convolutions is based on the hypothesis that for the data which is closely related between channels, separating convolution operation in spatial and channel dimensions may yield better results. Thus, a complete traditional convolution operation can be divided into two operations: depthwise convolution and pointwise convolution. For $m \times m \times c$
Fig. 8. General comparison of classical convolution (a) and depthwise separable convolution (b). The sets of connections are color-coded in figure to indicate different groups of convolutions. It can be seen that the classical convolution operation (a) uses the same kernel to filter both spatial dimension and channel dimension of the input, and depthwise separable convolution (b) uses two different sets of kernels to operate on spatial dimension and channel dimension, respectively.

Input feature maps, $K$ groups of $3 \times 3$ classical convolutional filters with $3 \times 3 \times c \times K$ parameters are replaced by $c$ groups of $3 \times 3$ depthwise convolutions with $3 \times 3 \times c$ parameters and $K$ groups of $1 \times 1$ pointwise convolutions with $1 \times 1 \times c \times K$ parameters. Depthwise convolution uses $c$ numbers $3 \times 3$ kernels to filter each channel of the input feature map spatially, and obtains $m \times m \times c$ output feature maps, then pointwise convolution uses $K$ numbers $1 \times 1 \times c$ kernels to fuse the spatial information of the output of depthwise convolution and obtains $m \times m \times K$ output feature maps. The difference between depthwise separable convolution and classical convolution can be seen from Fig. 8. To compare with (12), we give a mathematical expression of depthwise separable convolution as follows,

$$\bar{O}_{l,k}^{x,y} = \sum_{h=0}^{c-1} \bar{w}_{l,k}^{0,0,h} \cdot O_{l-1}^{x,y,h}$$ \hspace{1cm} (13)$$

and

$$O_{l,k}^{x,y} = \sigma(\sum_{i=0}^{2} \sum_{j=0}^{2} w_{l,k}^{i,j} \cdot \bar{O}_{l,k}^{x,y})$$ \hspace{1cm} (14)$$

where $\bar{W}, \bar{O}_l$ and $W, O_l$ respectively denote the kernel matrix and output.
maps of depthwise convolution and pointwise convolution, $O_{l-1}$ represents the input feature maps.

To deeply explore the potential links between phase information, we use a depthwise separable convolutions based network structure to replace former phase stream. Since the amplitude information between the PolSAR image and the optical image is not significantly different, the network structure of the amplitude stream is preserved. This operation can not only reduce network parameters, but also extract potential connections in phase information more effectively.

4. Experiments

In this section, we verify the effectiveness of the proposed PolSAR image classification framework. Some mature CNN based classification algorithms are listed as objects of comparison. The experiment environment: PC with Intel Core i7-7700 CPU, Nvidia GTX-1060 GPU (6 GB memory), and 16 GB RAM. Deep learning framework (Abadi et al., 2016) is selected to minimize the difficulty of algorithm implementation.

4.1. Dataset description

We evaluate the proposed methods on three benchmark PolSAR image datasets: AIRSAR Flevoland, ESAR Oberpfaffenhofen and EMISAR Foulum, which are commonly used in PolSAR image classification tasks. Here we describe the details of these images.

**AIRSAR Flevoland:** As shown in fig, an L-band, full polarimetric image of the agricultural region of the Netherlands is obtained through NASA/Jet Propulsion Laboratory AIRSAR. The size of this image is $750 \times 1024$ and the spatial resolution is $0.6m \times 1.6m$. There are 15 kinds of ground truth objects in Fig. 9 (a) including building, stembeans, rapeseed, beet, bare soil, forest, potatoes, peas, lucerne, barley, grasses, water, wheat one, wheat two and wheat three. For the experiment of this map, we randomly select 15 of them and expand them to 80 samples using data augmentation because the number of labeled samples in category building is rare. For other categories, we randomly select 300 samples for each category as training set.

**ESAR Oberpfaffenhofen:** An L-band, full polarimetric image of Oberpfaffenhofen, Germany, $1200 \times 1300$ scene size, are obtained through ESAR airborne platform. Its Pauli color-coded image can be seen in Fig. 9 (b). Each pixel in the map is divided into three categories: built-up areas, wood
land and open areas, except for some unknown regions. 600 of each category of labeled samples are randomly selected as training sets.

**EMISAR Foulum**: The last full polarimetric image used in this experiment is the L-band image taken by EMISAR in Foulum, Denmark. EMISAR is a full polarized airborne SAR operating in L band and C band with resolution of $2m \times 2m$ and mainly acquired and studied by Danish Center for Remote Sensing (DCRS). Fig. 9 (b) shows its Pauli RGB image. 5 types of ground objects are marked in the image: water, rye, oats, winter wheat and coniferous. 200 of each category of labeled samples are randomly selected as training sets.

### 4.2. Experiments starting

To validate the significance of the proposed PolSAR image classification framework, a classical CNN model (Zhou et al., 2017) and a vgg-style CNN model (Simonyan & Zisserman, 2014) are chosen to be compared. To verify the validity of using amplitude and phase information of PolSAR image instead of real parts and imaginary parts as input, experiments are performed.
in different inputs. For ease of description, CNN and vgg-style CNN model
with real parts and imaginary parts as input are abbreviated as CNN-v1 and
VGG-v1, while the corresponding model using amplitude and phase as input
for short as CNN-v2 and VGG-v2. The proposed multi-task CNN model
and the depthwise separable convolution based multi-task model both use
amplitude and phase as input, which are denoted as MCNN and DMCNN.
During the training and testing of all the network, the PolSAR images are
sliced into the size of 14 × 14 patches and the stride sliding windows is 1.

In experiments, the size of all convolution kernels is 3 × 3 and the dropout
rate is 0.5 for fully connected layers. Training epoch is 20 and learning rate
is 0.9. For experiments on AIRSAR Flevoland and ESAR Oberpfaffenhofen,
the discarding ratio of dropout layer after convolution layer is 0.8 and the
numbers of convolution kernels are set as 32, 64, 64 for every convolution
block in individual stream. For the densely connected fusion block, its grow
rate is set to be 16 and its first convolution layer output 4 times of grow
rate feature maps. For the experiment on EMISAR Foulum, we do not
abandon any data after the convolution layer and reasonably reduce the
above parameters. The numbers of convolution kernels are set as 12, 24, 24
for every convolution block in individual stream and the parameters in fusion
block are changed to be 12 and 2. The parameter of depthwise separable
convolution multiplier factor is set to be 1.

To evaluating the performance of the algorithms mentioned in this paper,
average accuracy (AA), overall accuracy (OA), kappa coefficient (Kappa) and
$F_1$-score are chosen as criteria, which can be defined as follows (Xu et al.,
2018)

\[
AA = \frac{1}{c} \sum_{i=1}^{c} \frac{M_i}{N_i}, \quad AA = \frac{\sum_{i=1}^{c} M_i}{\sum_{i=1}^{c} N_i}
\] (15)

where \(c\) is the number of classes and \(M_i, N_i\) denote the number of correctly
classified and the totally num of the \(i\)th category, respectively.

\[
Kappa = \frac{OA - P}{1 - P}, \quad \text{with } P = \frac{1}{N^2} \sum_{i=1}^{c} H(i,:) \cdot H(:,i)
\] (16)

where \(N\) is the number of testing samples and \(H\) denotes the classification
confusion matrix. The $F_1$-score of multi-class classification is calculated by
calculating the $F_1$-score of each class against to all other classes, the \(i\)th
category’s $F_1$-score can be obtained as follows

$$F_{1i} = \frac{2TP_i}{2TP_i + FP_i + FN_i}$$  \hspace{1cm} (17)

where TP represents the quantity of correct positive samples, FN and FP respectively represent the number of mistaking other classes for $i$th class and wrong prediction of $i$th class to other classes samples. The final $F_1$-score can be calculated by

$$F_1 = \left( \frac{1}{c} \sum_{i=1}^{c} F_{1i} \right)^2.$$ \hspace{1cm} (18)

4.3. Results comparison

Based on the stated experimental settings, we conduct experiments on the benchmark datasets and obtain the following results and analysis.

(1) **Result on AIRSAR Flevoland**: As shown in Table 2 and in Fig. 10, the proposed DMCNN and MCNN achieve the best and the second best results, respectively.

![Fig. 10. Classification maps of different methods on AIRSAR Flevoland PolSAR image.](image)

(a) Ground truth. (b) CNN-v1. (c) VGG-v1. (d) CNN-v2. (e) VGG-v2. (f) MCNN. (g) DMCNN.

This proves that the proposed method can improve the accuracy of PolSAR image classification on this data set. From the experimental results,
Table 2
Comparison of experimental results (%) on AIRSAR Flevoland dataset. For convenience, C1 to C15 refer to three different categories: water, rye, oats, winter wheat and coniferous. AA means average accuracy and OA means overall accuracy.

| Method   | C1   | C2   | C3   | C4   | C5   | C6   | C7   | C8   | C9   | C10  | C11  | C12  | C13  | C14  | C15  | AA  | OA  |
|----------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|-----|-----|
| CNN-v1   | 100.00 | 84.62 | 99.91 | 100.00 | 99.56 | 96.22 | 99.39 | 93.75 | 97.81 | 91.74 | 97.43 | 96.52 | 96.61 | 93.15 | 99.91 | 96.92 | 96.13 |
| VGG-v1   | 100.00 | 94.87 | 100.00 | 100.00 | 98.81 | 99.12 | 100.00 | 97.87 | 75.78 | 90.66 | 94.51 | 99.01 | 98.92 | 99.83 | 99.91 | 96.61 | 93.61 |
| CNN-v2   | 100.00 | 96.14 | 100.00 | 100.00 | 98.47 | 99.93 | 99.53 | 100.00 | 97.58 | 67.27 | 96.22 | 87.55 | 89.49 | 94.49 | 92.73 | 96.89 | 96.52 |
| VGG-v2   | 100.00 | 98.65 | 100.00 | 100.00 | 65.60 | 99.96 | 99.79 | 96.17 | 100.00 | 99.90 | 98.92 | 98.37 | 98.83 | 97.12 | 96.89 | 96.52 | 96.52 |
| MCNN     | 100.00 | 100.00 | 100.00 | 100.00 | 95.34 | 99.77 | 100.00 | 98.15 | 98.96 | 92.69 | 99.13 | 99.92 | 98.93 | 98.09 | 99.52 | 98.77 | 98.77 |
Table 3
Comparison of experimental results (%) on ESAR Oberpfaffenhofen dataset. For convenience, C1 to C3 refer to different categories: builtup areas, wood land and open areas.

| Method  | C1    | C2    | C3    | AA    | OA    |
|---------|-------|-------|-------|-------|-------|
| CNN-v1  | 82.09 | 91.17 | 99.09 | 90.78 | 89.71 |
| VGG-v1  | 63.98 | 99.87 | 97.77 | 87.21 | 84.85 |
| CNN-v2  | 90.44 | 96.79 | 96.87 | 95.03 | 94.26 |
| VGG-v2  | 85.32 | 99.17 | 99.48 | 94.66 | 93.69 |
| MCNN    | 92.99 | 99.02 | 99.98 | 97.33 | 96.86 |
| DMCNN   | 95.23 | 99.93 | 99.98 | 98.38 | 98.06 |

it can be seen that the special network designed according to the characteristics of PolSAR image data has better performance than the network commonly used in optical images. This result confirms the importance of designing special network structures for PolSAR image classification tasks. Further, it can be seen that the classification accuracy of depthwise separable convolution based MCNN model is higher. This shows that there is a potential correlation between the phase information of PolSAR images and the correlation can be used to distinguish real objects more accurately.

(2) Result on ESAR Oberpfaffenhofen: Table 3 shows the experimental results of each algorithm on Oberpfaffenhofen dataset. It can be seen that for the same model (CNN and VGG), the classification results using amplitude and phase information as input are better than using real part and imaginary part information of PolSAR image. The change of input data form almost improves the classification accuracy of the same model for each category. This phenomenon shows that even if the network used is still a traditional structure, the change of input form may retain more information. Besides, under the new form of input data, the accuracy of the proposed methods are significantly improved compared with the traditional models, which is consistent with the theoretical guidance of representation learning. At the same time, the experimental results are presented in the form of classification result maps in Fig. 11, from which we can get the same conclusion as that of digital type.

(3) Result on EMISAR Foulum: The comparative results of the experiments on Foulum data can be seen in Table 4. It can be seen that
Fig. 11. Classification maps of different methods on ESAR Oberpfaffenhofen PolSAR image. (a) Ground truth. (b) CNN-v1. (c) VGG-v1. (d) CNN-v2. (e) VGG-v2. (f) MCNN. (g) DMCNN.
Table 4
Comparison of experimental results (%) on EMISAR Foulum dataset. For convenience, C1 to C5 refer to three different categories: water, rye, oats, winter wheat and coniferous.

| Method  | C1   | C2   | C3   | C4   | C5   | AA   | OA   |
|---------|------|------|------|------|------|------|------|
| CNN-v1  | 85.16 | 89.82 | 100.00 | 99.37 | 99.64 | 94.80 | 94.68 |
| VGG-v1  | 78.60 | 98.75 | 100.00 | 100.00 | 99.45 | 95.36 | 93.51 |
| CNN-v2  | 83.68 | 66.09 | 96.05 | 99.69 | 99.99 | 89.10 | 92.27 |
| VGG-v2  | 70.85 | 69.79 | 96.50 | 98.28 | 99.89 | 87.06 | 88.91 |
| MCNN    | 98.98 | 99.92 | 100.00 | 100.00 | 100.00 | 99.78 | 99.71 |
| DMCNN   | 99.84 | 98.79 | 99.32 | 100.00 | 100.00 | 99.59 | 99.83 |

the proposed method still achieves good results. Unlike previous experiments, for the optical image widely used CNN and VGG models, the change of input data results in a decrease in accuracy. This shows that the existing network model is not suitable for all forms of input data and it is necessary to improve the adaptability of network structure for different inputs.

A summary of the above experimental results is given,

- Using the amplitude and phase information of PolSAR image as input of the deep neural network has indeed played a role in promoting accuracy. We consider that because of the significant difference between PolSAR image and optical image, following the input pattern of optical image will lose the unique information of PolSAR image and the original information of PolSAR image can be better preserved by presenting it in the form of amplitude and phase.

- For the models using amplitude and phase input, the traditional CNN model (proposed for optical image classification) is not as effective as the proposed PolSAR special model. The reason is that the traditional CNNs only extracts feature from one angle because of its background of optical image. The proposed framework can deal with different types of information in input data differently and pertinently. This also reflects the importance of adjusting network structure according to input data when applying deep representation learning methods in PolSAR image classification tasks.
There is potential information between the phase of PolSAR image which is helpful to recognize the ground target. How to excavate this potential connection is really a problem to be considered in the process of modeling. The DMCNN model considering this viewpoint has achieved the best results in the experiment. This shows that depthwise separable convolution based DMCNN model does better adapt to the input data with certain connections between channels.

4.4. Contrast within the framework

In this subsection, we test the components of the proposed framework to prove the truth and validity of the proposed models. The difference between the proposed PolSAR image classification framework and traditional methods is significant, which is mainly embodied in the following aspects: densely connected feature early fusion layer, the addition of side classifiers and the existence of advanced fusion layer. To observe whether the combination of these tricks is effective, we establish the following models step by step and compared them with the proposed model. For convenience, the following models are simply recorded as $M_1$ to $M_6$ in the order of appearance.

**Two stream model (M1):** A two-stream CNN model \cite{SimonyanZisserman2014a} for dealing with amplitude and phase data separately is constructed to verify the value of feature fusion layer. Among them, two branches of the network share parameters. Using the softmax classifiers at the end of each branch to get the classification probability obtained by inputing the amplitude and phase information separately and taking the average of the two probability distributions as the final result.

**Convolutional fusion (M2):** Considering that it is not advisable to deal with the related information separately, so we add a common convolution layer after the two branches of $M_1$ model which is to fuse the information obtained from the two branches and extract higher-level features \cite{Feichtenhoferetal2016}. The two classifiers in $M_1$ model are removed and replaced by a softmax classifier after the convolution fusion layer.

**Densely connected fusion (M3):** In order to preserve the acquired advanced features in the process of information fusion, we use a densely connected convolution block \cite{Gaoetal2016} for information fusion of two-stream networks instead of a simple classical convolution layer.

**Adding extra classifiers (M4):** Due to the deepening of the network structure, two additional classifiers in $M_1$ are added to the model to prevent...
gradient vanish and the output of the side classifiers are also added to the final decision (Lee et al. 2014; Szegedy et al. 2014).

**Multi-task CNN (M5):** This is the proposed MCNN model. Compared with the $M_4$ model, a semantic segmentation commonly used advanced fusion layer is added to make better use of the existing information for comprehensive decision making.

**Depthwise separable convolution based model (M6):** Depthwise separable convolution is introduced in order to make full use of the unique phase information of the PolSAR image, which has been extensively described before.

From the result in Fig. 12, it can be seen that the accuracy of the models $M_1$ to $M_6$ is gradually increasing under various criteria. Carefully speaking, it can be found that the model with a feature fusion layer has higher precision and the densely connected feature fusion has stronger ability than classical convolution fusion by comparing the results of $M_1$ to $M_3$. The result of $M_4$ model is better than the previous three models, which shows that the addition of side classifiers is beneficial to the PolSAR image judgment. At the same time, the effect of $M_4$ is worse than $M_5$, which shows that the addition of advanced fusion layer improves the accuracy of classification. The comparison between $M_5$ and $M_6$ further confirms the previous conclusion that phase information can be better used to obtain more accurate classification results.
5. Conclusion

In this work, based on the need for network structure to adapt to the input data in representation learning, we construct a special classification framework for PolSAR images. The construction of this special framework is mainly divided into two parts. Firstly, the input form of PolSAR image is changed to its amplitude and phase information instead of the real and imaginary parts of complex-valued data. Secondly, for the amplitude and phase input, we propose a novel multi-task CNN structure to mine features better. This network structure integrates the idea of two-stream fusion network and multi-task learning, and can treat two kinds of different information in input data differently. Further, in order to better mine the potential correlation between the unique phase information of PolSAR image, depthwise separable convolution is introduced into multi-task CNN, and a depthwise separable convolution based multi-task CNN model is constructed to better utilize PolSAR images to improve the classification capacity. Experiments on benchmark datasets show that the proposed framework has certain advantages over traditional input and traditional optical image classification networks. For the future direction of work, better input form of PolSAR image, more carefully designed network structure and application of low-shot learning in PolSAR are all the issues we are considering.
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