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One of the main frameworks to analyze the effects of the environment in a quantum computer is that of pure dephasing, where the dynamics of qubits can be characterized in terms of a well-known dynamical map. In this work we present a non-perturbative extension of such map beyond this simple pure-dephasing case, i.e. that is valid for a general spin coupled to a bosonic environment in a thermal state. To this aim, we use a Trotter decomposition and a Magnus expansion to simplify the unitary evolution operator in interaction picture. The proposed derivation can be extended to other finite-level open quantum systems including many body, initial system-environment correlated states, multiple-time correlation functions or quantum information protocols.

\section{I. INTRODUCTION}

In the era of quantum technologies, understanding and controlling the effects of the environment in quantum mechanical systems has become a crucial task \cite{1, 2-2}. State of the art quantum computation, for instance, has been referred as noisy-intermediate-scale quantum, to describe the fact that, currently, we cannot prevent the environment from affecting the computation \cite{3}. This problem is described with a Hamiltonian of the form $H = H_S + H_E + H_I$, which includes the system (for instance the qubit) and environment terms, $H_S$ and $H_E$ respectively, and the interaction $H_I = \sum_\alpha S_\alpha \otimes B_\alpha$, where $S_\alpha$ and $B_\alpha$ act on the system and the environment Hilbert space, respectively. Despite environments can be of very different nature, Feynman and Vernon suggested in 1963 \cite{3} that most of them can be described in terms of (real or virtual) harmonic oscillators, characterized by creation and annihilation operators $b_k^\dagger$, $b_k$. Hence, considering for simplicity a single component in $H_I$ we find

$$H_E = \sum_k \omega_k b_k^\dagger b_k, \quad H_I = S \otimes B,$$

with $B = \sum_k g_k(b_k^\dagger + b_k)$, where $g_k$ is the coupling constant of the system with each of the $k$ oscillators having a frequency $\omega_k$. With this consideration, the effects of the environment in the open system dynamics can be encoded in second order fluctuations of these operators, $C_E(t) = \text{tr}_E[B(t)B(0)\rho_E]$, or the related spectral density, $J(\omega)$, which depend only on $g_k$ and $\omega_k$.

Despite such a relatively simple description of the problem, obtaining the dynamics of the open quantum system (OQS) for all parameter regimes is still a challenging task. Simply accessing the reduced density matrix to compute its quantum mean values is in general not trivial. This quantity is obtained by tracing out the environment degrees of freedom from the total density matrix, $\rho_S(t) = \text{tr}_E(\rho(t))$, either numerically or analytically, and can also be written as $\rho_S(t) = \phi_t[\rho_S(0)]$ in terms of the dynamical map $\phi_t$. Interestingly, the formal structure of both the master equation, that evolves $\rho_S(t)$ \cite{15, 16, 17}, and the dynamical map \cite{18, 19} is well known. Their specific form in terms of the Hamiltonian parameters is, however, only known in certain cases: when the dynamics is reduced to the one excitation sector \cite{11}, in pure dephasing ($[H_S, H_I] = 0$) \cite{12, 13}, or when the full Hamiltonian is quadratic \cite{14, 17}.

Beyond these situations, the problem becomes more involved and approximations, numerical methods and special techniques are required. Among the most successful approximations is to consider a weak coupling between the system and the environment and a related perturbative expansion \cite{11, 15}. A unitary transformation like the polaron, can allow for a similar perturbative expansion with respect to other Hamiltonian parameters \cite{16, 19}. Beyond such perturbative treatments, the number of approaches that have been developed during the past few years is extremely large \cite{3}. A non-comprehensive list include numerical methods like Monte-Carlo and path integrals \cite{21} as well as other stochastic methods like the stochastic Liouville-von-Neumann equation \cite{22, 23}, that provides an accurate description of the open system in some parameter regimes. Other numerical methods include tensor networks \cite{24, 25} or chain mapping techniques combined with tensor networks \cite{27, 28} that can be optimized to efficiently deal with finite temperature environments \cite{29, 30}. Alternatively, one may consider hierarchy expansions that are based on expressing the correlation function $C_B(t)$ as a combination of exponentials \cite{31}, or formal derivations of the OQS dynamics based on thermodynamic principles \cite{32, 33}, coherent-state representations \cite{30, 33}, or on re-expressing the system-environment correlations in a specific form \cite{33}, to mention just a few.

However, obtaining a non-perturbative and computable form of the dynamical map $\phi_t$ in terms of the Hamiltonian parameters is, to the best of our knowledge, still an open problem. In this work we derive such a map for one of the most paradigmatic examples of OQS, the spin boson model, although our method can be extended to discrete OQS with more internal levels. The derived map is based on decomposing the total evolution operator in interaction picture into segments of duration $\Delta t$, and then performing a Trotter decomposition for each of them. The Trotter error is zero in the pure dephasing limit, and beyond this limit it scales with $\Delta t^2$. For this
where the map hereby obtained can be considered as a natural extension of the pure dephasing dynamical map, which has been of extreme importance to characterize quantum information processes and dephasing in open quantum systems (see for instance \[12, 13, 40, 42\]).

II. STATEMENT OF THE PROBLEM

We first introduce the formal derivation of an OQS dynamical map, which is the main object we want to access with our derivation. To this aim, we consider a decorrelated initial state, \(\rho(0) = \rho_S(0) \otimes \rho_E\), where \(\rho_S(0)\) is the system reduced density matrix at initial time and \(\rho_E\) is an environment equilibrium state, such that \([H_E, \rho_E] = 0\). For simplicity, we consider a thermal state \(\rho_E = \sum_m P_m |\epsilon_m\rangle \langle \epsilon_m|\), where \(|\epsilon_m\rangle\) are environment eigenstates (i.e. Fock states) and \(P_m = e^{-\beta \epsilon_m}/Z_E\), with \(\beta = 1/K_BT\) the inverse temperature \((K_B\) the Boltzmann constant), \(\epsilon_m\) the environment eigenvalues, and \(Z_E = \sum_m e^{-\beta \epsilon_m}\). Thus, the reduced density matrix can be written as

\[
\rho_S(t) = \text{Tr}_E \{U_I(t) \rho_S(0) \otimes \rho_E U_I^\dagger(t)\} = \\
= \sum_{nm} \mathcal{E}_{nm}(t) \rho_S(0) \mathcal{E}_{nm}^\dagger(t) = \Phi_I[\rho_S(0)],
\]

where \(U_I(t) = U_I(0,t)\) is the total evolution operator in the interaction picture with respect to the environment, which can be written as

\[
U_I(t) = T e^{-i \int_0^t ds H(s)},
\]

where \(T\) represents the time ordering operator, and \(H(t) = H_S + H_I(t)\), with \(H_I(t) = e^{iH_E(t)}H_I e^{-iH_E(t)}\), represents the full Hamiltonian rotated with respect to \(H_E\). In addition, we have defined the Kraus operators \(\mathcal{E}_{nm} = \sqrt{P_m} \langle \epsilon_m| U_I(t) |\epsilon_n\rangle\), which fulfill the property

\[
\sum_{n,m} \mathcal{E}_{nm}^\dagger \mathcal{E}_{nm} = \mathbb{I}_S,
\]

where \(\mathbb{I}_S\) is the unit operator in the system Hilbert space of dimension \(d\). Very often, the Kraus decomposition \(\mathcal{E}_{nm}\) is written in terms of single label \(l \equiv (n,m)\) to simplify, such that

\[
\rho_S(t) = \sum_l \mathcal{E}_l(t) \rho_S(0) \mathcal{E}_l^\dagger(t) = \Phi_I[\rho_S(0)].
\]

Moreover, if the open system is a discrete-variable system (e.g. a spin), it can be described with a Gell-Mann complete basis of observables \(\{G_u; u = 1, \cdots, d^2 - 1\}\), where \(d\) is the dimension of the open system (for \(d = 2\), they correspond to the Pauli matrices). In this case, we can write an alternative form for the map

\[
\rho_S(t) = \sum_{uv} \sum_l \text{Tr}_S \{\mathcal{E}_l(t) G_u \} \text{Tr}_S \{\mathcal{E}_l^\dagger(t) G_v\} G_u \rho_S(0) G_v = \\
= \sum_{uv} f_{uv}(t) G_u \rho_S(0) G_v,
\]

where we have defined

\[
f_{uv}(t) = \sum_l \text{Tr}_S \{\mathcal{E}_l(t) G_u \} \text{Tr}_S \{\mathcal{E}_l^\dagger(t) G_v\}.
\]

The map can be written in a matrix representation, where it acts over the reduced density matrix written as vector as

\[
\rho^S(t) = \Phi_I[\rho^S(0)],
\]

where \(\rho^S = (\rho_{00}, \rho_{01}, \cdots, \rho_{dd})\), with \(\rho_{ab} = \langle a| \rho_S(0) |b\rangle\) elements in a system basis which can be for instance \((|0\rangle, \cdots, |d\rangle\). The main problem to derive the dynamical map \(\Phi_I\) is that the unitary evolution operator \(U_I\) is in general quite hard to deal with due to the time ordering factor, which implies that the trace over the environment degrees of freedom in Eq. \([2]\) is also quite involved. However, in this paper we manage to do both by considering a Trotter decomposition of Eq. \([4]\), followed by a Magnus expansion. This allows us to derive a compact and numerically integrable form for the dynamical map \(\Phi_{tn} = \Phi_n\), with \(t_n = n \Delta t\),

\[
\Phi_n = \sum_{uv} f_{uv}(t_n) G_u \otimes G_v.
\]

In other words, our derivation allows to find a specific form for \(f_{uv}\) in terms of functions that depend on the environment frequencies \(\omega_k\), couplings \(g_k\) and initial state coefficients \(P_m\).

III. TROTTER DECOMPOSITION OF THE UNITARY EVOLUTION OPERATOR

To access the dynamical map of the open system, a first step is to break the total time evolution \(U_I\) into short segments,

\[
U_I(0,t_n) = U_I(t_{n-1}, t_n) U_I(t_{n-2}, t_{n-1}) \cdots \times U_I(t_1, t_2) U_I(0, t_1),
\]

where \(t_n = n \Delta t\). The evolution operator at each segment can be written as

\[
U_I(t_j, t_j + \Delta t) = T e^{-i \int_{t_j}^{t_j+\Delta t} ds (H_S + H_I(s))}.
\]

In the following, we consider the interesting result in \([43, 44]\), which approximates the former operator as

\[
U_I^{TS}(t_j, t_j + \Delta t) = T e^{-i \int_{t_j}^{t_j+\Delta t} ds H_S} T e^{-i \int_{t_j}^{t_j+\Delta t} ds H_I(s)} = \\
e^{-i H_S \Delta t} T e^{-i \int_{t_j}^{t_j+\Delta t} ds H_I(s)}.
\]

This is a generalized Trotter-Suzuki expansion, which as shown in \([43, 44]\) gives an error in terms of the operator norm that goes like

\[
||U_I(t_j, t_j + \Delta t) - U_I^{TS}(t_j, t_j + \Delta t)|| \leq c_{12} (\Delta t)^2.
\]
where
\[ c_{12} = \frac{1}{(\Delta t)^2} \int_{t_j}^{t_j + \Delta t} dv \int_v^\omega [H_S, H_f(u)]]. \] (14)

This reduces to the usual Trotter error for the time-independent case. Thus, the Trotter approximated expansion of Eq. (10) can be written as
\[ U_f(0, t_n) \approx U_f^T S(t_{n-1}, t_n) U_f^T S(t_{n-2}, t_{n-1}) \cdots \times U_f^T S(t_1, t_2) U_f^T S(0, t_1), \] (15)

with each piece given by Eq. (12). We notice that in the pure dephasing case, \( c_{12} = 0 \) and the Trotter error vanishes. However, away from this situation, one should consider a \( \Delta t \) small enough such that the error remains bounded, and the approximation (12) accurate enough to describe the physics.

Moreover, despite Eq. (12) is a more simplified version of the original unitary evolution operator, it still contains a time-ordered exponential, which makes very hard to numerically evaluate the trace over the environment degrees of freedom as required in Eq. (2). For this reason, further manipulations are needed before this trace operation can be done. However, it is important to emphasize that none of these manipulations involve further errors.

A. The system Hamiltonian

To proceed further, we consider that our open quantum system is a spin with a general Hamiltonian \( H_S = \Delta \sigma_x + \omega \sigma_z \), where \( \Delta \) and \( \omega \) are two system energies, \( \sigma_x = |0\rangle \langle 1| + |1\rangle \langle 0| \) and \( \sigma_z = |0\rangle \langle 0| - |1\rangle \langle 1| \), with \( |0\rangle, |1\rangle \) the spin computational basis. This Hamiltonian can be diagonalized as
\[ H_S = \sum_{\alpha = +, -} E_{\alpha} |\alpha\rangle \langle \alpha|, \] (16)

where \( |\alpha\rangle \) and \( E_{\alpha} \) are the eigenvalues and eigenstates. Notice that the eigenstates can be written in terms of the computational basis of the spin \( \{ |\alpha\rangle \} = \{ |0\rangle, |1\rangle \} \) as a linear combination of the form \( |\alpha\rangle = \sum_{\alpha = 0, 1} c_{\alpha, \alpha} |\alpha\rangle \), with \( c_{\alpha, \alpha} = \langle \alpha| \alpha \rangle \). In addition, we chose we chose the coupling operator \( S = \sigma_z \). As it will be shown, the obtained map has a very appealing form, and reduces to the pure dephasing one when \( \Delta = 0 \), as expected.

B. Re-expressing the two terms in Eq. (12)

The first term of the decomposition (12) corresponds to the system evolution part with Hamiltonian (10) and can be written as
\[ M = e^{-iH_S \Delta t} = \sum_{\alpha = \pm} |\alpha\rangle \langle \alpha| e^{-iE_{\alpha} \Delta t}. \] (17)

The second term of Eq. (12) can also be simplified, reminding that time-ordered exponentials can in general be written in terms of a Magnus expansion [19, 45, 46],
\[ T e^{-i \int_{t_j}^{t_j + \Delta t} ds H_f(s)} = e^{\Omega(t_j, t_j + \Delta t)} \] with \( \Omega(t_j, t_j + \Delta t) = \sum_{k=1}^{\infty} \Omega_k(t_j, t_j + \Delta t) \) and \( \Omega(t_j, t_j) = 0 \). The first terms of the series have the form [46]
\[ \Omega_1(t_j, t_j + \Delta t) = \int_{t_j}^{t_j + \Delta t} dt_1 H_f(t_1), \] (18)
\[ \Omega_2(t_j, t_j + \Delta t) = -\frac{1}{2} \int_{t_j}^{t_j + \Delta t} dt_1 \int_{t_1}^{t_j} dt_2 [H_f(t_1), H_f(t_2)], \] (19)
\[ \Omega_3(t_j, t_j + \Delta t) = \frac{i}{6} \int_{t_j}^{t_j + \Delta t} dt_1 \int_{t_1}^{t_j} dt_2 \int_{t_2}^{t_j} dt_3 \times \left( [H_f(t_1), [H_f(t_2), H_f(t_3))] + [H_f(t_3), [H_f(t_2), H_f(t_1)]] \right). \]

In our case,
\[ H_f(t) = e^{iH_E t} H_f e^{-iH_E t} = \sigma_z \sum_k g_k \left( b_k^* e^{i\omega_k t} + b_k e^{-i\omega_k t} \right) \] 
\[ [H_f(t_1), H_f(t_2)] = 2i \sum_k g_k^2 \sin(\omega_k(t_2 - t_1)). \] (20)

Since the commutator \([H_f(t_1), H_f(t_2)]\) is a c-number, the Magnus decomposition is truncated to the first two terms, i.e.
\[ T e^{-i \int_{t_j}^{t_j + \Delta t} ds H_f(s)} = e^{\Omega_1^{(j)} + \Omega_2^{(j)}}, \] (21)

where we have used the compact notation \( \Omega_1^{(j)} = \Omega_1(t_j, t_j + \Delta t) \) and \( \Omega_2^{(j)} = \Omega_2(t_j, t_j + \Delta t) \). Then, according to Eq. (19), the only non-zero terms in the Magnus expansion are
\[ \Omega_1^{(j)} = -i \sigma_z \tilde{\Omega}_1^{(j)} \] 
\[ \Omega_2^{(j)} = -i \sum_k g_k^2 \sin(\omega_k \Delta t) = \Omega_2, \] (22)

where \( \Omega_2 = \Omega_2 \) and \( \sigma_z \) is independent from \( j \), and we have defined \( \tilde{\Omega}_1^{(j)} = \sum_k (\alpha_{kj} b_k^* + \alpha_{kj} b_k) \), with
\[ \alpha_{kj} = g_k \int_{t_j}^{t_j + \Delta t} ds e^{-i\omega_k s} \] 
\[ = g_k e^{-i\omega_k t_j} e^{-i\omega_k \Delta t} - \frac{1}{-i\omega_k}. \] (23)

The next step consists on rewriting \( \Omega_1^{(j)} \) considering that \( \sigma_z = |0\rangle \langle 0| - |1\rangle \langle 1| \),
\[ \Omega_1^{(j)} = -i \sigma_z \tilde{\Omega}_1^{(j)} = \sum_{l_j = -i, i} l_j |l_j\rangle \langle l_j| \tilde{\Omega}_1^{(j)}, \] (24)

where each \( j \) has two possible values \( l_j = -i, i \).
\[ e^{\mathcal{H}(t_j)} = \sum_{l_j} |l_j\rangle \langle l_j| e^{\mathcal{H} l_j(\tilde{\Omega}_j^{(i)})}. \quad (25) \]

Considering Eqs. (17) and (25), the Trotter approximated evolution operator (12) can be written as

\[ U^{TS}_I(t_j, t_j + \Delta t) = e^{\mathcal{H} l_j(\tilde{\Omega}_j^{(i)})} \approx e^{\mathcal{H} l_j(\tilde{\Omega}_0^{(i)})}. \quad (26) \]

C. Reordering the string of evolution operators

Having written each time segment in such a convenient form, we now analyze how to simplify the product of two segments, such that we place at its left an exponential over creation operators and at its right an exponential over annihilation operators. The reasons to do this will be clear later on, when making the trace over the environment degrees of freedom. Indeed, the product of two segments is simply,

\[ U^{TS}_I(t_1, t_2)U^{TS}_I(0, t_1) = e^{\mathcal{H} l_j(\tilde{\Omega}_0^{(i)})} \sum_{l_0, l_1} |l_0\rangle \langle l_0| |l_1\rangle \langle l_1| M|l_0\rangle \langle l_0| \quad (27) \]

Through the Baker-Campbell-Hausdorff (BCH) formula

\[ e^{A+B} + \frac{1}{2}[A,B] = e^{A}e^{B}, \text{ when } [A, B] = c, \quad (28) \]

we can consider \( A = l_0\tilde{\Omega}_0^{(i)} \), \( B = l_0\tilde{\Omega}_0^{(0)} \), such that \([A, B] = l_0l_1\sum_k (\alpha^*_{k0}\alpha_{k1} - \alpha^*_{k1}\alpha_{k0})\), so that Eq. (27) can be rewritten as

\[ U^{TS}_I(t_1, t_2)U^{TS}_I(0, t_1) = e^{\mathcal{H} l_j(\tilde{\Omega}_0^{(i)})} \sum_{l_0, l_1} |l_0\rangle \langle l_0| |l_1\rangle \langle l_1| M|l_0\rangle \langle l_0| \quad (29) \]

We now use again the BCH formula, but now considering that \( A = \sum_{j,k} l_j\alpha^*_{kj} b^*_k \) and \( B = \sum_{j,k} l_j\alpha_{kj} b_k \), such that \([A, B] = -\sum_{j, k, p} l_j l_p\alpha^*_{kj}\alpha_{kp}\), such that

\[ e^{\sum_{j=0,1} l_j\tilde{\Omega}_j^{(i)}} = e^{\sum_{j,k} l_j\alpha^*_{kj} b^*_k + \alpha_{kj} b_k}, \quad (30) \]

where \( j, p = 0, 1 \), replacing this in Eq. (29), we find

\[ U^{TS}_I(t_1, t_2)U^{TS}_I(0, t_1) = e^{\mathcal{H} l_j(\tilde{\Omega}_0^{(i)})} \sum_{l_0, l_1} |l_0\rangle \langle l_0| |l_1\rangle \langle l_1| M|l_0\rangle \langle l_0| \quad (31) \]

where we have defined

\[ F(l_0, l_1) = e^{l_0l_1} \sum_k \alpha^*_{k0}\alpha_{k1} e^{\frac{1}{2} \sum_{j,k,j=0,1} l^2_j |\alpha_{kj}|^2}. \quad (32) \]

We now extend this computation to \( n \) time steps. Following first a similar procedure as in Eq. (27), we find that the full evolution operator \( U_I \) with Trotter can be written as

\[ U_I(0, t_n) \approx e^{\mathcal{H} l_j(\tilde{\Omega}_0^{(i)})} \sum_{l_0, \cdots, l_{n-1}} |l_n\rangle \langle l_n| \cdots M|l_0\rangle \langle l_0| \quad (33) \]

Similarly as with the simpler case (29), this expression can be written as

\[ U_I(0, t_n) \approx e^{\mathcal{H} l_j(\tilde{\Omega}_0^{(i)})} \sum_{l_0, \cdots, l_{n-1}} |l_n\rangle \langle l_n| \cdots M|l_0\rangle \langle l_0| \quad (34) \]

Through the BCH formula we decompose \( e^{\sum_j l_j\tilde{\Omega}_j^{(i)}} \) exactly as Eq. (31), but now with the sums \( j, p = 0, \cdots, n - 1 \). Replacing this in Eq. (31) we find the following expression

\[ U_I(0, t_n) = e^{\mathcal{H} l_j(\tilde{\Omega}_0^{(i)})} \sum_{l_0, \cdots, l_{n-1}} e^{\sum_{j,k} l_j\alpha^*_{kj} b^*_k + \sum_{j,k} l_j\alpha_{kj} b_k} \times F(I)\Pi, \quad (35) \]

where we have defined the generalization of the function (32) as

\[ F(I) = e^{\sum_{j,p} l_j\alpha^*_{kj} b^*_k + \sum_{j,p} l_j\alpha_{kj} b_k} \sum_k |\alpha_{kj}|^2, \quad (36) \]

and the operator

\[ \Pi = M|l_n\rangle \langle l_n-1| \cdots M|l_0\rangle \langle l_0|. \quad (37) \]

Notice that for any \( j \) we find that \( l^2_j = -1 \), such that

\[ e^{\mathcal{H} l_j(\tilde{\Omega}_0^{(i)})} = e^{\frac{1}{2} \sum_{k} \alpha^*_{kj}|\alpha_{kj}|^2}. \quad (38) \]

in addition, we note that each \( I = (l_0, \cdots, l_{n-1}) \) corresponds to a particular string of values of each \( l_j \), and that the multiple sums \( \sum_{l_0, \cdots, l_{n-1}} = \Pi \) correspond to summing over all possible strings of the form \( (i, i, i, \cdots, i) \), each corresponding to a different combination of values \( (l_0, \cdots, l_{n-1}) \) and corresponding string of projections \( \Pi_1 \). Since for each \( l_j \) we have two different values, the number of combinations is of the order of \( 2^n \).

IV. THE REDUCED DENSITY MATRIX

The reduced density matrix of the open quantum system can be written as

\[ \rho_S(t_n) = \text{Tr}_E\{U_I(0, t_n)\rho(0)U_I^{-1}(0, t_n)\}. \quad (39) \]

We may consider for simplicity that \( \rho(0) = \rho_E \otimes \rho_S(0) \), and that \( \rho_E \) is a thermal state. Considering this, as well as the expression (33) for the unitary evolution operator, the reduced density matrix can be written as

\[ \rho_S(t_n) = \sum_{I^*} G(I, I^*) F(I) F^*(I) \tilde{\rho}_S(I, I^*), \quad (40) \]

where we have considered Eqs. (33) and further defined the operator

\[ \tilde{\rho}_S(I, I^*) = \Pi\rho_S(0)\Pi_I^*, \quad (41) \]
and the function
\[ G(l, l') = T_E \{ e^{\sum_{j,k} l_j z_k \alpha_k^b \beta_k^b} e^{\sum_{j,k} l_j \alpha_k^b \beta_k} \rho_E \times e^{\sum_{j,k} l_j' \beta_k^b \alpha_k b_j} e^{\sum_{j,k} l_j' \alpha_k \beta_k} \rho_E \} \]
(41)

We note that the dependency on the Hamiltonian parameters \( \omega_k \) and \( g_k \) is encoded in the constants \( \alpha_k \) defined in Eq. (23). Furthermore, thanks to the re-orderings of the exponentials performed in Sec. III C, we can perform quite easily the trace over the environment degrees of freedom. This will be seen in the next section.

A. Performing the environment trace

The environment trace in Eq. (41) can now be performed in many different ways. One possibility is to express the environment degrees of freedom in terms of a Bargmann coherent state basis \( |z| = |z_1| \langle z_2| \ldots \langle z_k| \ldots \), which represents a tensor product of the states of all the \( k \) environmental oscillators [36, 47]. The basis states for each oscillator are \( |z_k| = \exp(z_k a_k^b / \langle \text{vac} \rangle \rangle, \) where \( |\text{vac}\rangle \) is the vacuum state for this oscillator. In this basis, the environment initial thermal state can be written as \( \rho_E = \int d\mu(z_0) P_T(z_0^*, z_0) |z_0| \langle z_0|, \) where we used the Gaussian measure,
\[ \int d\mu(z) = \int d^2 z e^{-|z|^2} / \pi \]
with the notation \( e^{|z|^2} = e^{\sum_k z_k^2 / 2} \) and considering the thermal \( P \)-function, \( P_T(z_0^*, z_0) = \prod_k P_T(z_0^*, z_0^*) \)

\[ P_T(z_0^*, z_0^*) = e^{-|z_0|^2 / N(\omega_k)} / N(\omega_k), \]
(44)

where \( N(\omega_k) = 1 / \sqrt{\pi \omega_k} \) is the Bose Einstein distribution for a bosonic bath with inverse temperature \( \beta = 1 / K_B T \), with \( K_B \) the Boltzmann constant. Considering this basis, we can write the Eq. (41) as

\[ G(l, l') = \int d\mu(z_1) \int d\mu(z_0) P_T(z_0^*, z_0) \times \langle z_1| e^{\sum_{j,k} l_j z_k \alpha_k^b \beta_k^b} e^{\sum_{j,k} l_j \alpha_k^b \beta_k} |z_0| \rangle \times \langle z_0| e^{\sum_{j,k} l_j' \beta_k^b \alpha_k b_j} e^{\sum_{j,k} l_j' \alpha_k \beta_k} |z_1| \rangle. \]
(45)

We now consider the fact that for Bargmann states \( \langle z_{1k}| z_{0k} \rangle = e^{z_{1k} z_{0k}}, \) and \( a_{\alpha} |z_{1k}| = z_{1k} |z_{1k}| \). Therefore, we can rewrite the function (45) as

\[ G(l, l') = \int d\mu(z_1) \int d\mu(z_0) P_T(z_0^*, z_0) \times e^{\sum_{j,k} l_j z_k \alpha_k^b \beta_k^b} e^{\sum_{j,k} l_j' \alpha_k \beta_k} \times e^{\sum_{j,k} l_j' \beta_k^b \alpha_k b_j} e^{\sum_{j,k} l_j' \alpha_k \beta_k} \times e^{z_{1k} z_{0k} e^{z_{1k} z_{0k}}} \times e^{z_{1k} e^{z_{0k}}} \times e^{z_{0k} e^{z_{1k}}}, \]
(46)

where again we have used the notation \( e^{|z|^2} = e^{\sum_k |z_k|^2} \). Notice that such a simple expression is doable thanks to the arrangement of exponentials performed in Sec. III C. The interesting thing about Eq. (46) is that it corresponds to a product of Gaussian integrals, that are analytically solvable. Solving first the integral in \( z_1 \) we find (see App. A)

\[ G(l, l') = \int d\mu(z_0) P_T(z_0^*, z_0) e^{\sum_{j,k} l_j z_k \alpha_k^b \beta_k^b} e^{\sum_{j,k} l_j' \alpha_k \beta_k} \times e^{\sum_{j,k} l_j' \beta_k^b \alpha_k b_j} e^{\sum_{j,k} l_j' \alpha_k \beta_k} \times e^{z_{1k} z_{0k} e^{z_{1k} z_{0k}}} \times e^{z_{1k} e^{z_{0k}}} \times e^{z_{0k} e^{z_{1k}}}. \]

Solving now the Gaussian integrals in \( z_0 = 0 \) we find

\[ G(l, l') = e^{\sum_{j,k} (l_j + l_j')^\alpha \beta_k} \int d\mu(z_0) P_T(z_0^*, z_0) e^{z_{1k} z_{0k} e^{z_{1k} z_{0k}}} \times e^{z_{1k} e^{z_{0k}}} \times e^{z_{0k} e^{z_{1k}}}. \]
(47)

Thus, the functions (45) and (48) and the operator (40) give rise to a closed and well-defined form for the reduced density matrix (49), in terms of the Hamiltonian parameters \( \omega_k, g_k \) and the initial state of the environment. We also note that the dependency over time is implicit in the sums in \( j \) and \( p \) over the quantities \( \alpha_k \), \( \beta_k \). This will be dealt with in the next section.

B. Further simplification of the coefficients

In the following we further simplify the products \( \sum_k \alpha_k^* \beta_k \) that appear the functions (45) and (48) within the reduced density matrix (49). These functions can now be written as

\[ F(l) = \sum_{j<k} l_j l_k \beta(t-p-t) e^{-\frac{1}{2} \beta(0)} \]

\[ G(l, l') = \sum_{j<k} l_j' l_k' \beta(t-p-t) \times \sum_{p<j<k} l_j l_k \beta(t-p-t) \]

where we have defined

\[ \beta(t - p - t) = \sum_k \alpha_k^* \beta_k \]

\[ \times \left( e^{\frac{\omega_k \Delta \Delta}{2}} \right) e^{-\frac{\omega_k \Delta \Delta}{2}} \]

\[ = 4 \sum_k \sin^2 \left( \frac{\omega_k \Delta \Delta}{2} \right) \sum_k \frac{\omega_k \Delta \Delta}{2} e^{-\omega_k (t-p-t)}, \]

where we have considered (29) and used the fact that \( \sin^2(x/2) = (1 - \cos(x))/2 \). In a similar way, we find that

\[ \beta_T(t-p-t) = \sum_k N(\omega_k) \alpha_k^* \beta_k \]

\[ \times \left( e^{\frac{\omega_k \Delta \Delta}{2}} \right) e^{-\frac{\omega_k \Delta \Delta}{2}} \]

\[ = 4 \sum_k N(\omega_k) \sin^2 \left( \frac{\omega_k \Delta \Delta}{2} \right) \sum_k \frac{\omega_k \Delta \Delta}{2} e^{-\omega_k (t-p-t)}, \]

where we have considered (29) and used the fact that \( \sin^2(x/2) = (1 - \cos(x))/2 \). In a similar way, we find that

We can therefore conclude that both \( \beta(t) \) and \( \beta_T(t) \) indeed depend only on the time difference, and their decay is related to the decay of the environment correlation function.
C. Building the map

Once we have the formal expression of the reduced density matrix (39), i.e.

$$\rho_S(t_n) = \sum_{1'I'} G(1,1') F(l) F^*(1') \rho_S(1,1'),$$

(52)

where we now consider Eqs. (49) and further defined the operator like in Eq. (50), \(\hat{\rho}_S(1,1') = \Pi_1 \rho_S(0) \Pi_1^{\dagger}\), we can derive the corresponding dynamical map. This is made by considering that the spin can be described in terms of the complete base of observables conformed by Pauli matrices, \(G_u \epsilon \{1/\sqrt{2}, \sigma_x/\sqrt{2}, \sigma_y/\sqrt{2}, \sigma_z/\sqrt{2}\}\). As discussed in Sec. II, we can write the map as follows

$$\rho_S(t_n) = \sum_{uv} \sum_{1'I'} G(1,1') F(l) F^*(1') \text{Tr}_S \{\Pi_u G_u\}$$

$$\times \text{Tr}_S \{\Pi_{1}' G_{1'}\} \rho_S(0) G_{1'},$$

(53)

where the coefficients are given by Eq. (49) and \(\Pi_L(l)\) is given by Eq. (37). We now write the map \(\rho_S^0(t) = \Phi_n \rho_S^0(0)\) that propagates in time the vectorized form of the reduced density matrix, \(\rho_S^0 = (\rho_{00}, \rho_{01}, \rho_{10}, \rho_{11})\), with \(\rho_{ab} = (a|\rho_S^0|b)\) and \(|n\rangle \in \{|0\rangle, |1\rangle\}\) as Eq. (8). \(\Phi_n = \sum_{uv} f_{uv}(t_n) G_u \otimes G_v\), where now we known the specific form of the coefficients

$$f_{uv}(t_n) = \sum_{1'I'} G(1,1') F(l) F^*(1') \text{Tr}_S \{\Pi_u G_u\}$$

$$\times \text{Tr}_S \{\Pi_{1}' G_{1'}\}.\]$$

(54)

This expression, with the coefficients given once again by Eq. (49) and \(\Pi_L(l)\) is by Eq. (37) is the main result of the paper.

V. CONSIDERATIONS ABOUT THE NUMERICAL INTEGRATION

We have obtained a closed form for the dynamical map (8) in terms of \(F(l), G(1,1')\) and the operator string \(\Pi_1\). The complexity of the problem has been reduced to the task of computing such quantities for every combination of values for \(l\) and \(1'\). Despite the number of such combinations will grow as \(2^n \times 2^n\), where \(n\) is the number of time steps that we need to consider, such that \(t_n = n\Delta t\), the whole process is computationally efficient, particularly in the following two limits:

- The most obvious one is one to consider a small number of time steps \(n\). This can be made when quantity \(c_{12}\) in the Trotter error, given by Eq. (14), is very small. A good reference is to consider that this quantity is zero in the pure dephasing limit, when \([H_S, H_I(t)] = 0\), which means that the decomposition (12) is exact in this case, and one can simply chose \(\Delta t = t\), where \(t\) is the desired evolution time. For this reason, if our system Hamiltonian is composed of two terms \(H_S = \omega_x \sigma_x + \Delta \sigma_x\), and \(\tilde{\Delta} \ll 1\), the factor \(c_{12}\) given by Eq. (14) will be proportional to \(\tilde{\Delta}\), and thus the \(\Delta t\) can be chosen to be very large. In a certain sense, the present derivation represents a natural extension of the pure dephasing limit.
- We can also consider the proposal in (49, 50) in which the set of dynamical maps of the form \(8\) that propagates the open system is transformed into a set of transfer tensors, \(T\), such that

$$\rho_S^0(t_n) = \sum_{j=0}^{n-1} T_{n,j} \rho_S^0(t_j),$$

(55)

where we define

$$T_{n,0} = \Phi_n - \sum_{j=1}^{n-1} T_{n,j} \Phi_j.$$  

(56)

In our case, the dynamical maps only depend on the time difference, and so does the transfer tensor \(T_{n,j} = T_{n-j}\). Thus, the different transfer tensors are built as \(T_1 = \Phi_1, T_2 = \Phi_2 - \Phi_1, T_3 = \Phi_3 - T_1 \Phi_2 - T_2 \Phi_1\), and so on. The construction (55) shows that the reduced density matrix at a time \(t_n\) depends on the reduced density matrix at previous times. In most of the problems the environment has a finite correlation or relaxation time \(\tau_c\), which is approximately given by the decay of \(\beta(t_1 - t_2)\) and \(\beta_T(t_1 - t_2)\). In this case, the dependency over the past is limited by a cutoff \(K\), such that \(T_{n-j} = T_p \rightarrow 0\) when \(p = n - j > K\). This implies that it is enough to obtain the dynamical map with coefficients (54) up to a time \(t_n = t_K = \tau_c\), and this is quite advantageous since very often \(\tau_c\) is much smaller than the time we need to propagate the open system.

Away from these cases the problem can be computationally more intensive, and a careful optimization of the algorithm might be required, based for instance in storing the matrix arrays \(\Pi_n\) to advance further time steps.

VI. SIMPLE LIMITS

A. Pure dephasing limit

The pure dephasing limit is that in which the system Hamiltonian (16) is diagonal in the same basis \(\{|a\rangle\} = \{|0\rangle, |1\rangle\}\) in which also the interaction Hamiltonian is diagonal, i.e. \(H_S = \sum_{a_0} E_a |a\rangle \langle a|\). In this case, the reduced density matrix (53) is simplified as

$$\rho_S(t_n) = \sum_{l_0} \sum_{l_0'} M_D(l_0) \rho_S(0) M_D^{-1}(l_0') \prod_{j>0} \delta_{l_j, l_0} \prod_{j>0} \delta_{l_j', l_0'},$$

$$\times G(1,1') F(1) F^*(1'),$$

(57)
where we have defined
\[ M_D(l_0) = (|0\rangle \langle 0|) e^{-i E_0 t \delta l_0, -i} + |1\rangle \langle 1| e^{-i E_1 t \delta l_0, i}. \] (58)

Eq. (70) can be further simplified as
\[ \rho_S(t_n) = \sum_{l_0} M_D(l_0) \rho_S(0) M_D^{-1}(l_0) \prod_{j=0}^{n} \delta_{l_j, l_{j+1}} \prod_{j>0} \delta_{l_j, -l_{j-1}} \times e^{-\sum_{j \geq 1} |\alpha_{kj}|^2} (\sum_{l_i l_j} l_i l_j^{\alpha_{kj}}) (l_j^{\alpha_{kj}}) N(\omega_0). \] (59)

Now we consider the following cases:

1. Case \( l_0 = l_j = l_j' = l_0' = i \)

In this situation we find that
\[ F(1) = e^{-\sum_{j<p,k} \alpha_{kj} \alpha_{kp} e^{-i \sum_{j<k} |\alpha_{kj}|^2}} \]
\[ F^*(1') = e^{-\sum_{j<p,k} \alpha_{kj} \alpha_{kp} e^{-i \sum_{j<k} |\alpha_{kj}|^2}} \]
\[ G(1, 1') = e^{\sum_{j<p,k} \alpha_{kj} \alpha_{kp}}, \] (60)

but 
\[ e^{\sum_{j<k} \alpha_{kj} \alpha_{kp}} = e^{\sum_{j<k} \alpha_{kj} \alpha_{kp} + \alpha_{kj} \alpha_{pj}} e^{\sum_{j<k} \alpha_{kj} \alpha_{kp}} \]

and therefore \( F(1) F^*(1') G(1, 1') = 1 \), so that all the time dependency in Eq. (55) disappears for this case. A similar situation occurs for \( l_0 = l_j = l_j' = l_0' = -i \).

2. Case \( l_0 = l_j = i, \) and \( l_0' = l_j' = -i \)

For this case, we find that
\[ F(1) = e^{-\sum_{j<p,k} \alpha_{kj} \alpha_{kp} e^{-i \sum_{j<k} |\alpha_{kj}|^2}} \]
\[ F^*(1') = e^{-\sum_{j<p,k} \alpha_{kj} \alpha_{kp} e^{-i \sum_{j<k} |\alpha_{kj}|^2}} \]
\[ G(1, 1') = e^{-\sum_{j<p,k} 4N(\omega_0) \alpha_{kj} \alpha_{kp} e^{-\sum_{j<p,k} \alpha_{kj} \alpha_{kp}}} \] (61)

so that we find that
\[ F(1) F^*(1') G(1, 1') = e^{-2 \sum_{j<p,k} (2N(\omega_0) + 1) \alpha_{kj} \alpha_{kp}}. \] (62)

Now, in the continuum limit, we find that
\[ \sum_{j=0}^{n-1} \alpha_{kj} = g_k \int_0^{t_n} ds e^{i \omega_0 s} = g_k \frac{e^{i \omega_0 t_n} - 1}{i \omega_0}. \] (63)

Considering this, we find that Eq. (62) can be written as
\[ F(1) F^*(1') G(1, 1') = e^{-8 \sum_{k} \frac{\omega_k^2}{4} (2N(\omega_0) + 1) \sin^2 \left( \frac{\omega_k t_n}{4} \right)} \] (64)

where we have considered the fact that \( (1 - \cos(\omega_k t))/2 = \sin^2(\omega_k t/2) \). The same result is obtained for \( l_0 = l_j = -i \) and \( l_0' = l_j' = i \).

3. Reduced density matrix

Considering all these cases, we find that Eq. (55) can be written as
\[ \rho_S(t) = |1\rangle \langle 1| \rho_0 |1\rangle \langle 1| \]
\[ + |0\rangle \langle 0| \rho_0 |0\rangle \langle 0| \]
\[ + |1\rangle \langle 1| \rho_0 |0\rangle \langle 0| e^{-i(E_0 - E_1) t \delta l_0, -i} G(t) \]
\[ + |0\rangle \langle 0| \rho_0 |1\rangle \langle 1| e^{-i(E_0 - E_1) t \delta l_0, i} G(t) \] (65)

Where we defined the decay rate \( \Gamma(t) \) as follows:
\[ \Gamma(t) := 8 \sum_{k} g_k^2 \sin^2 \left( \frac{\omega_k t}{2} \right) \coth \left( \frac{\beta \omega_k}{2} \right) \]
\[ = 4 \Re \left\{ \int_0^t ds \int_0^s ds' C_B(s - u) \right\}, \] (66)

where \( C_B(t-s) = \text{Tr}_E \{ B(t) B(s) \rho_E \} \). This corresponds to the standard reduced density matrix undergoing pure dephasing.

B. Simple Markov limit

Notice that there is a very simple case where the required time step \( \Delta t \gg \tau_c \), where \( \tau_c \) is the decay time of the functions \( \beta(t) \) and \( \beta_1(t) \). In this very simple case, the map is memory-less, i.e.
\[ F(1) = e^{-\frac{t}{\beta(0)}} \]
\[ G(1, 1') = e^{\sum_{j<p,k} \alpha_{kj} \alpha_{kp} e^{-i \sum_{j<k} \alpha_{kj} \alpha_{kp}}} \]
\[ \times \text{Tr}_S \{ M |l_0 \rangle \langle l_0| G_u \} \text{Tr}_S \{ |l_j' \rangle \langle l_j'| M G_v \}, \] (67)

and each piece of the map obeys the semi-group property, i.e. \( \Phi_2 = \Phi_1 \Phi_1 \), where 
\[ \Phi_1 = \sum_{uv} f_{uv} (t_1) G_u \otimes G_v \]

with
\[ f_{uv} (t_1) = e^{-\beta(0)} \sum_{l_0 l_0'} e^{(l_0 + l_0') \langle l_0 | l_0' \rangle \beta(0)} e^{l_0' \beta(0)} \]
\[ \times \text{Tr}_S \{ M |l_0 \rangle \langle l_0| G_u \} \text{Tr}_S \{ |l_j' \rangle \langle l_j'| M G_v \}, \] (68)

where, as usual, the sums run over \( l_0 = -i, i \) and \( l_0' = -i, i \).

VII. DIFFERENT INITIAL STATES, MULTIPLE-TIME CORRELATION FUNCTIONS AND QUANTUM INFORMATION PROTOCOLS

Once we have been able to express the evolution operator in interaction picture as in Eq. (55) it is possible to access other dynamical quantities of the open quantum system. In detail, we can obtain the evolution of its reduced density matrix when starting from an initial state that is decorrelated between the system and the environment [51], like for instance a statistical mixture of the form
\[ \rho(0) = \int d\mu(z_0) \mathcal{F}(z_0, z_0') \rho_S(z_0', z_0) |z_0\rangle \langle z_0|, \] (69)
where $\mathcal{J}(z_0, z_0')$ is the statistical probability for the member $\tilde{\rho}_S(z_0', z_0)$ of the statistical ensemble. Indeed, the reduced density matrix can be written as

$$\rho_S(t_n) = \sum_{l,l'} \rho_S^G(l,l') F(l) F^*(l'),$$

but now with $\rho_S^G(l,l')$ the following operator

$$\rho_S^G(l,l') = \int d\mu(z_1) \int d\mu(z_0) \mathcal{J}(z_0, z_0') \Pi_l \tilde{\rho}_S(z_0', z_0) \Pi_{l'} \times \langle z_1 | e^{\sum_j \alpha_j^{l'} b_j^l \sum_j \alpha_j^{l} b_j} | z_0 \rangle \times \langle z_0 | e^{\sum_j \alpha_j^{l'} b_j^l \sum_j \alpha_j^{l} b_j} | z_1 \rangle. \quad (71)$$

In a similar way, it is possible to access multiple time correlation functions, like for instance $C_A(t) = \text{Tr} \left\{ \prod_{i=1}^N U_I^{-1}(t_i, 0) A_i U_I(t_i, 0) \rho(0) \right\} \quad (72)$

where $A_1, \ldots, A_N$ is any array of system operators, by directly replacing the expression (33) for the unitary evolution operators. Measurement-like correlations like the ones considered in [47, 52] can also be obtained. Moreover, since the method is based on having rearranged the evolution procedure to the reduced density matrix, it is valid only for the reduced density matrix and not for other dynamical quantities, like multiple-time correlation functions [47, 52].}

Finally, we notice that in the way the unitary evolution operators to characterize the interaction with the environment, one may consider unitary operations $V$ acting the open system only, as it happens during a quantum computation protocol [47, 52]. In this case, we would still be able to determine with our procedure the resulting evolution, conditioned to such operations,

$$\rho_S^{\text{cond}}(t) = \text{Tr}_E \left\{ \cdots V_2 U_I(t_1, t_2) V_1 U_I(0, t_1) \rho_S(0) \otimes \rho_E U_I^{-1}(t_1, t_2) V_1 U_I(0, t_1) \cdots \right\}. \quad (73)$$

We note that for quantum information protocols the most desirable property is the divisibility property, i.e. the property such that in the decomposition $\phi(0, t_2) = \phi(t_2, t_1)\phi(t_1, 0)$, the intermediate piece $\phi(t_2, t_1)$ is also a well-defined (i.e. completely positive) dynamical map. We note that here we have changed the notation of the map to specify the time interval, such that $\phi_4 \equiv \phi(t, 0)$. Thanks to this property, we can always rewrite the above protocol (73) as

$$\rho_S^{\text{cond}}(t) = \cdots V_2 \phi(t_1, t_2) V_1 \phi(0, t_1) \rho_S(0), \quad (74)$$

i.e. in terms of the subsequent application of different dynamical maps $\phi(t_n, t_{n+1})$ in between qubit operations $V_n$. An even more desirable case is that in which besides being divisible, the dynamical map is a semigroup, such that all intermediate pieces are built in the same way, since $\phi(t_n, t_{n+1}) = \phi(t_{n+1} - t_n, 0)$.

**VIII. CONCLUSIONS**

We have derived the dynamical map corresponding to the spin-boson model by considering, in a similar way as in a tensor network time-evolution, a Trotter decomposition of the unitary evolution operator with a time step $\Delta t$. The only particularity is that we perform such decomposition for the evolution operator in the interaction picture with respect to the environment. Further, we consider a Magnus expansion for the resulting terms and analytically solve the trace over the environment degrees of freedom. The resulting map depends on the Hamiltonian parameters $\omega_k$ and $g_k$, as well as on the environment initial state, and can be numerically computed in an efficient way. Moreover, the most convenient limits are the limit close to pure dephasing (so that the trotter error is small and $\Delta t$ can be chosen to be large) and when the environment correlations are relatively short (such that the transfer tensor method can be used efficiently).

Moreover, since the method is based on having re-expressed the unitary evolution operator, which is a basic building block of the evolution, it can be used to describe not only quantum mean values but also any other dynamical quantity, like multiple-time correlation functions [47, 52]. In addition, it can be easily extended to deal with arbitrary system-environment initial states, and situations where the environment evolution is interrupted by local operations over the open system, as it occurs during a quantum computation protocol [47, 52].

We note that the resulting expression for the reduced density matrix is very similar to the one obtained in [54] based on a Trotter discretization of the Feynman path integral. The advantage of the method here proposed is that while the Feynman influence functional required in path integrals is best known for Gaussian, i.e. harmonic, environments, the present method can in principle be extended beyond this case, provided that the pure dephasing pieces of the evolution, $T e^{-i \int_{t_j}^{t_{j+1}} ds H_I(s)}$, are properly arranged to perform the trace [12]. Moreover, as it is shown, our method allows for a straightforward access not only to the reduced density matrix but to other system dynamical quantities.
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Appendix A: Gaussian integrals

Each Gaussian integral in $z_1$ appearing in Eq. (10), i.e.

$$G(1,1') = \int d\mu(z_1) \int d\mu(z_0) P(z_0, z_0) \times e^{\sum_{j,k} l_j^* j_{jk}^* z_1^k} e^{\sum_{j,k} l_j^* j_{jk}^* z_0^k} \times e^{\sum_{j,k} l_j^* j_{jk}^* z_0^k} e^{\sum_{j,k} l_j^* j_{jk}^* z_1^k} e^{z_1^* z_0^* z_0^* z_1^*}, \quad (A1)$$

can be decomposed as the product of Gaussian integrals for each component $k$, with the form

$$\int dz_{1k} e^{-|z_{1k}|^2} e^{A_k z_{1k}^* B_k z_{1k}} e^{z_{0k} z_{1k}^*} = e^{(A_k + z_{0k})(B_k + z_{0k})}, \quad (A2)$$

where $A_k = \sum_j l_j^* j_{jk}^*$ and $B_k = \sum_j l_j^* j_{jk}$. The integral in $z_0$ can be solved analogously, i.e., by considering it as a product of integrals for each $z_{0k}$. Indeed, we then find that

$$\int dz_{0k} e^{-|z_{0k}|^2/N(\omega_k)} = e^{A_k B_k N(\omega_k)}, \quad (A3)$$

where this time $A_k = \sum_j (l_j + l_j^*) \alpha_{jk}^*$ and $B_k = \sum_j (l_j + l_j^*) \alpha_{jk}$.
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