Interpretable cytometry cell-type annotation with flow-based deep generative models.
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Abstract

Cytometry enables precise single-cell phenotyping within heterogeneous populations. These cell types are traditionally annotated via manual gating, but this method suffers from a lack of reproducibility and sensitivity to batch-effect. Also, the most recent cytometers — spectral flow or mass cytometers — create rich and high-dimensional data whose analysis via manual gating becomes challenging and time-consuming. To tackle these limitations, we introduce Scyan\textsuperscript{1}, a Single-cell Cytometry Annotation Network that automatically annotates cell types using only prior expert knowledge about the cytometry panel. We demonstrate that Scyan significantly outperforms the related state-of-the-art models on multiple public datasets while being faster and interpretable. In addition, Scyan overcomes several complementary tasks such as batch-effect removal, debarcoding, and population discovery. Overall, this model accelerates and eases cell population characterisation, quantification, and discovery in cytometry.

\textsuperscript{1}https://github.com/MICS-Lab/scyan

1 Introduction

The simultaneous detection of several cellular proteins by spectral and mass cytometry opens up an unprecedented way to detect, quantify, and monitor the function of highly specific cell populations from complex biological samples\cite{1}. These rich analyses are made possible with the usage of large panels of markers, typically more than 30 or 40 markers, which considerably increases the information contained inside the data\cite{2}. They provide key insights to better understand specific diseases, immune cell functions, or monitor the response to therapies\cite{3}. To obtain such results, population annotation must be performed to provide each cell with a biologically meaningful cell type. Yet, due to the data’s high dimensionality and complexity, manual annotations become challenging and labour intensive\cite{4}. This process, called gating\cite{5}, is highly subjective and sensitive to the batch effect, or non-biological data variability\cite{4}. These drawbacks are amplified as the number of cytometry samples increases, reinforcing the need to develop and use automatic tools in population annotation and data analysis\cite{6, 7}. 
Many unsupervised clustering tools[8, 9, 10] have been developed for automatic data exploration and population discovery. However, a manual analysis of marker expressions is still required to name each cluster with a meaningful cell type. Indeed, clusters do not necessarily correspond to one specific cell type, and it is up to the investigator to decide which population each cluster corresponds to. For this reason, tools that directly annotate populations are more appropriate when one must obtain population annotations. The first category of annotation models are supervised or semi-supervised models[11, 12, 13], which rely on prior manual gating of large datasets to train the models. Moreover, these models are also limited to populations that were already labelled. The second category, to which our model belongs, are unsupervised annotation models that leverage prior biological knowledge about the panel of markers. Although some models have been developed[14, 15, 13], they either (i) lack interpretability, (ii) can not discover new populations, (iii) require the usage of batch-effect correction models before being applied, or (iv) scale poorly to large datasets. Another consideration is how Deep Learning has been underused for cytometry annotations, a type of model that has proven efficient and flexible for many related work in various domains of applications[16, 17, 18].

In this paper, we introduce a single-cell cytometry annotation network called Scyan that annotates cell types and corrects batch effects concurrently, without any label or gating needed. Scyan is a Bayesian probabilistic model composed of a deep invertible neural network called a normalizing flow[19, 20, 21]. This flow transforms cell data into a latent space that is used for annotation, does not contain batch effect, and is key for population discovery.

We also demonstrate Scyan efficiency, scalability, and interpretability on multiple public mass cytometry datasets for which manually annotated cell populations are considered ground truth. We compare Scyan classification performance to other knowledge-based approaches[14, 15] and with a clustering-based semi-supervised method[8, 14]. Additionally, we illustrate batch-effect correction on one of the above datasets, and we show that our model can be used for population discovery, as well as for the general task of debarcoding. These properties make Scyan an end-to-end analysis framework for mass cytometry and (spectral) flow cytometry.

2 Results

2.1 Scyan model architecture

Multiparametric cytometry, such as mass cytometry or spectral flow cytometry, allows measuring dozens of protein expressions on single cells. Scyan is a deep generative model (Figure 1) that can integrate and analyse these data. It is composed of a neural mapping $f_\phi$ (Figure 1b) between observed multidimensional marker expressions and latent marker expressions. We model the latent expressions by the sum of a cell-specific term (for instance resulting from autofluorescence) and a population-specific term obtained from expert knowledge about the cytometry panel. This expert knowledge has the form of a table (Figure 1a) that contains meaningful values to describe the expected expression of one marker for one population, typically: - (negative expression), + (positive expression), intermediate values like "mid" and "low", or "not applicable".

The model’s latent space is designed to be free of batch effect and unified for all markers. Each component of the latent expression typically varies between -1 and 1, representing respectively negative and positive expressions for a specific marker. All latent markers have similar expression ranges, making the latent space biologically meaningful and easy to interpret.

The latent distribution is a mixture of distributions, each being associated with exactly one population. This distribution mixture only depends on the biological knowledge that the user provides and is used to annotate cell types based on the Bayes rule. This is done after mapping marker expressions into the latent space via $f_\phi$, which is a deep neural network composed of several elementary units called coupling layers (Figure 1c). Each of these units is invertible, making $f_\phi$ also invertible, so that we can transform a measured cell expression vec-
**Figure 1: Overview of Scyan usage and architecture.**

**a** Illustration of Scyan typical use case. It requires one or multiple cytometry acquisitions and a marker table that details which population is expected to express which markers. Then, Scyan annotates cells in a fast and unsupervised (or fully-automatic) manner while removing batch effect (if any). We then provide interpretability tools to understand Scyan annotations and discover new populations that can eventually be added to the table afterwards.

**b** Scyan is composed of a neural network $\phi$ that maps observed expressions into latent expressions. The latent space can be seen as a mixture of Gaussian-like distributions on the vertices of a hypercube.

**c** One coupling layer, the elementary unit that composes the transformation $\phi$, contains two multi-layer perceptrons ($s$ and $t$) and uses cell covariates such as the batch information.

2.2 Multitask benchmark on public datasets

**Classification metrics comparison** We compare Scyan to the related works on public mass cytometry datasets collected from healthy bone marrow. One is from patients with acute myeloid leukemia[8] (AML, $N = 104,184$ cells) and the other from bone marrow mononuclear cells[22] (BMMC, $N = 61,725$ cells). For the AML dataset, we use 14 markers of the panel to identify 14 populations, while for the BMMC dataset, we use 13 markers to identify 19 populations. Manual gating has been performed in previous studies[8, 22], providing ground truth labels to evaluate annotation models. Note that the unsupervised models listed below do not use these labels during training.

We compared Scyan to three other knowledge-based models: ACDC[14], the baseline of ACDC, and MP[15]. Also, we compared our model to a semi-supervised approach based on Phenograph[8] clustering. Note that the Phenograph clustering does not predict labels itself, thus each cluster is associated with a population in a semi-supervised way, i.e., us-
ing some of the labels. Because it uses true labels, the Phenograph-based model could have an advantage in the annotation task. We evaluated the models using accuracy, macro averaged F1-score, and balanced accuracy. The results are summarized in Table 1 and illustrated in Figure 2.

The tests show that Scyan outperforms the other models. In particular, Scyan is about 20 points higher than the other models on BMMC for the F1-score and the balanced accuracy, which is explained by the capacity of Scyan to better detect small populations (Figure 2a). Ten sub-populations represent less than one per cent of the total number of cells, making these populations more difficult to detect and label. Yet, small population annotations can still be essential, and thus so is Scyan’s capacity to detect them.

**Computational Speed and Scalability** To demonstrate the scalability of Scyan on large datasets, using SMOTE\[23, 24\] we oversample cells from the AML dataset to millions of cells and compare the execution times of the different algorithms (Figure 3a). All experiments were run using the same hardware; in our case, CPUs only (i.e. no GPU acceleration). On \(N = 10^5\) cells, Scyan runs in less than two minutes, while ACDC and MP need half an hour to one hour. As we increase the number of cells (until \(N = 1.6 \cdot 10^6\)), the computation times of MP and ACDC reach one day, while Scyan can be trained in approximately four minutes. Scyan scales well to large datasets, as shown by the low slope on Figure 3a. This decreasing slope is explained by the fact that it learns a transformation over a space of size \(M\) (the number of markers) instead of directly learning a specific annotation for each cell. Thus, while the number of cells increases, the spatial complexity does not, and the model remains fast to train. If Scyan is set up to correct batch effect, its training time increases but remains comparable to the default Scyan running time — 6 minutes instead of 4 on \(N = 1.6 \cdot 10^6\) cells — which is more than two orders of magnitude faster than ACDC and MP.

Scyan corrects batch effect concurrently to annotations A batch effect is a phenomenon that induces data variability due to non-biological factors such as the use of a different antibody or slightly different cytometer settings. In practice, these factors may introduce variability that interferes with the analysis and can lead to confusion, over-interpretation, and difficulties in annotating populations. To tackle this issue, Scyan can make some corrections to align the inter-batch distributions. Classically, batch effect correction is performed before annotation, but our method allows for correcting it at the same time as the annotation. We illustrate Scyan’s ability to correct batch effect on the AML dataset, for which we have the presence of two batches (H1 with 72 463 cells and H2 with 31 721 cells). We show that Scyan successfully aligned the distributions from both batches (Figure 3b). Note that we used a UMAP\[25\] to plot cells on a two-dimensional space, but any other dimension reduction tool such as a t-SNE\[26\] can be used.

Scyan allows for using covariates associated with each cell as inputs of its neural network, which can help condition the latent distributions and thus remove potential confounding factors. This property is also used to correct batch effect. The batch information can indeed be used as the conditioning covariate. During the annotation learning process, Scyan corrects the batch effect by overlapping the inter-batch distributions on its latent space according to a chosen reference batch. We typically choose the batch reference for its representativeness and its large number of cells. As the network is invertible, we can map each cell from the latent space (in which there is no batch effect) to the original space as if all cells came from the reference batch. Thus, we do not need to fit a UMAP reducer again after batch effect removal because Scyan transforms latent cells back into the original space, i.e. where the dimension reduction was performed. This property is particularly suitable for large datasets whose UMAP or t-SNE computation is time-consuming. Thus, being able to reuse a trained dimension reducer accelerates visualisation at each new sample acquisition.
We added two barcodes corresponding to only negative and only positive markers, with the objective to filter these cells before further analysis. The UMAP on Figure 3e shows a clear separation of the different barcodes, with some small residual clusters (not to be considered) corresponding to complete positive or complete negative barcodes. On Figure 3d, we can see that we retrieve the first four marker expressions of the five chosen barcodes from Figure 3c, demonstrating that Scyan was able to efficiently perform debarcoding.
Table 1: Model performance summary on the AML and BMMC datasets. Apart from Phenograph, no model requires training labels, and we use manual gating annotations as ground truth to compute the metrics. Standard deviations were computed on 20 runs with different seeds and are written with a $\pm$. *Phenograph-based model with semi-supervision to provide a cell type to each cluster.

|                | Baseline | Phenograph* | MP    | ACDC  | Scyan (ours) |
|----------------|----------|-------------|-------|-------|--------------|
| **BMMC**       |          |             |       |       |              |
| Accuracy (%)   | 77.1     | 93.7 ± 0.7  | 93.4  | 93.0 ± 1.0 | 96.7 ± 0.2  |
| Balanced accuracy (%) | 55.8   | 54.3 ± 2.5  | 67.4  | 62.1 ± 1.5 | 81.9 ± 0.6  |
| F1-Score (%)   | 57.0     | 45.9 ± 2.6  | 60.0  | 57.7 ± 1.5 | 80.5 ± 0.9  |
| **AML**        |          |             |       |       |              |
| Accuracy (%)   | 68.0     | 96.8 ± 0.6  | 96.7  | 98.3 ± 0.0 | 98.4 ± 0.3  |
| Balanced accuracy (%) | 66.9   | 75.4 ± 2.8  | 89.7  | 93.4 ± 0.2 | 92.3 ± 3.5  |
| F1-Score (%)   | 64.3     | 72.4 ± 3.1  | 86.0  | 85.7 ± 0.2 | 91.4 ± 3.2  |

2.3 Scyan is a transparent and reliable model

**Standard visualisations** Providing explanations for the annotations is essential to validate model predictions in the absence of ground truth. A simple yet crucial visualisation tool is obtained with two-dimensional scatter plots, i.e. all cells scattered on a graph whose dimensions correspond to two markers expressions. Usually, investigators choose markers that are discriminative toward some populations. Although they do not capture the full complexity of data, combining multiple scatter plots can be very informative. We use them to visualise each population annotated by Scyan, and we offer the possibility to let Scyan choose the most discriminative markers automatically for the scatter plots. We applied these visualisations to the BMMC dataset, with a focus on B cells. In Figure 4a, we show that B cells were separated into five populations: Mature CD38low B, Mature CD38mid B, Pre-B I, Pre-B II, and Immature B. Three markers (CD38, CD20, and CD34) were chosen to separate the different populations. While one scatter plot cannot separate these populations, the combination of the three pairwise scatter plots made it possible and readable.

**Model interpretability** Scyan latent space is key for annotation interpretability. It opens up a new simple way to understand which marker is positive or negative at a glance. Indeed, the latent space is unified for all markers, and expression levels are indicated by a simple scale between -1 and 1. To interpret Scyan predictions, we can thus display the latent expressions of all populations in one graph (Figure 4b). We can also choose one population, for instance, Mature CD38low B cells, and display marker expressions for this specific population (Figure 4c). We see that, according to Scyan, Mature CD38low B cells are CD20+, CD45+, CD19+, CD4-, CD8-, CD3-, CD34-, CD38-, and CD33-, as intended by the provided knowledge table (Figure 4d). Moreover, the Figure 4b provides information about the markers that were not part of the knowledge table for this population; for instance, Scyan found that these Mature CD38low B cells were CD45+ and CD45RA+ (note that CD45 was marked as NA in the table, but we could write "+").

Another consideration is how humanly readable the Scyan annotation process is. We can select a cell type and detail why Scyan predicted this cell type and not another one. Indeed, instead of predicting just one population for each cell, Scyan predicts an array of probabilities for all potential populations for each cell. Each population is associated with a confidence, and each population-confidence is decomposed into a sum of log probabilities for each marker (Figure 4e). These population-marker log probabilities show which marker reduced the confidence associated with a population. To target more cells, we average Scyan confidence over a group of cells or over a cell type; for instance, on Figure 4e, Mature CD38low B cells were selected. As previously seen in Figure 4c,
Figure 3: Illustration of Scyan scalability and ability to correct batch effect or retrieve barcodes. a. Runtime comparison on multiple dataset sizes (obtained by oversampling) for MP, ACDC and Scyan (ours). b. Batch-effect correction performed by Scyan on the AML dataset. The two batches are displayed before correction (top) and after prediction/correction (bottom). c. List of all barcodes considered for the debarcoding task (22 samples and 6 markers). d. Visualisation of 5 predicted barcodes for the first three markers of the barcode dataset (standardised marker expressions). e. Scyan predictions on the barcode dataset displayed on a two-dimensional UMAP.

Mature CD38low B cells are CD38low/neg. This specificity decreased the probability of these cells being predicted as Mature CD38mid B cells, as can be seen on the second row and second to last column of Figure 4e. The next population on the list was Immature B, which was not predicted because of the high expression of CD20. These plots rely on the usage of biological knowledge, which makes the Scyan
2.4 Enhancing annotations with population discovery

One apparent limitation of knowledge-based annotation models is that predictions are limited to populations from the provided table. For this reason, we provide tools to possibly identify new sub-populations that are not considered in the table. Again, we base our population discovery approach on Scyan latent space. Each population is decomposed into multiple sub-clusters (Figure 4f), which can be explored and analysed on Scyan latent space (Figure 4g). It provides a way to distinguish small new sub-clusters by highlighting which markers vary.
between them. One key asset of our approach is that we can also use markers for which we have no prior knowledge (NA markers) to identify these sub-clusters. Then, if a sub-cluster corresponds to a biologically-meaningful population, it can be added to the marker-population table. It allows us to go deeper into the sub-populations and, in the end, be able to understand the full diversity of the cell types from the cytometry samples.

We illustrate population discovery on the BMMC dataset. For this purpose, we remove some knowledge about the characterisation of six populations from the table and show that we can retrieve the missing knowledge. More specifically, instead of considering Mature CD4 T cells and Naive CD4 T cells, we gather the two populations together as CD4 T cells in the table and remove the knowledge about CD45RA. Indeed, Mature CD4 T cells are CD45RA- while Naive CD4 T cells are CD45RA+. Similarly, we merge Naive and Mature CD8 T cells into CD8 T cells (we remove knowledge about CD45RA), and we also merge Mature CD38-low B and Mature CD38-mid B into Mature B (we remove knowledge about CD38). In Figure 4f/g, we show that we successfully retrieve the missing sub-populations by providing two sub-clusters for CD4 T cells, CD8 T cells and Mature B cells. Analysing the differential marker expression between these sub-clusters allows for characterising more refined sub-populations in the table. The six sub-clusters correspond to the population names we removed, and once the clusters were named, these new cell annotations match 98.2% of the ground truth labels. The abovementioned approach shows that we can start by analysing large populations and gradually infusing the discovered populations into the table to refine the results.

3 Discussion

We have introduced Scyan, a multitask neural network for cytometry annotation, batch-effect removal, debarcoding, and population discovery. It provides a robust and broad pipeline to analyse cytometry cell populations, monitor their dynamics over time, and compare the populations proportions among patients. Such analyses are key to projects that aim to discover biomarkers or specific populations responsible for some treatments' success. The number of these projects grows while aggregating bigger and bigger datasets with dozens or hundreds of samples. Scyan can perform fast and automatic annotations for these large datasets and correct some potential batch effects. Some studies reduce this batch effect with barcoding, which requires a debarcoding step that Scyan can also perform. Thus, Scyan is suitable for many tasks and many cytometry projects, and does not rely on any extra cytometry analysis library. In particular, it can directly take new cytometry files and evolve simultaneously with a study by readjusting its parameters at each new acquisition to provide population characterisation and quantification in real-time.

Scyan annotates populations without needing labels and therefore does not rely on manual gating. Instead, it uses a marker-population table containing expert knowledge. The literature offers many resources and existing knowledge to construct such a table, but some marker expressions remain unexplored. For this reason, we offer the possibility to handle "not applicable" values inside the table and, to improve flexibility, intermediate expressions such as "mid" or "low". In the case where the panel remains not well known enough to build the input table, Scyan can help discover new populations: analyses start by annotating large populations and then gradually target smaller and smaller cell types. Also, with the increasing usage of cytometry, we expect the marker knowledge to improve over time, reinforcing Scyan performance and ease of use.

In terms of model architecture, normalizing flows are a recent and promising field of research in generative models. They benefit from interesting mathematical properties such as (i) exact likelihood computation and (ii) invertibility. We show that normalizing flows can be used to leverage marker knowledge in a biologically natural way, providing interpretability. Indeed, the network invertibility allows switching between the measured marker expressions and their latent expressions. In this space, all latent markers have unified expression ranges, which is convenient for human analysis, especially for population discov-
ery. It also make the model reliable and transparent to biologists, which can build trust toward the model annotations and validate them. Moreover, normalizing flows are smooth transformations that control how the space is deformed, ensuring that we do not alter the biological meaning behind marker expressions. At the same time, it benefits from the expressiveness and flexibility of deep neural networks. In fact, the usage of neural networks allows adding additional terms in the loss function to handle the batch effect, which is naturally corrected with the network invertibility. Eventually, we can further push the usage of these convenient mathematical properties for other tasks in single-cell analysis, for instance, single-cell RNA sequencing data or imaging mass cytometry data[28].

4 Methods

4.1 Scyan model

In this section, we formulate the annotation problem and detail the Scyan model illustrated in Figure 1b/c. Let \( x_1, \ldots, x_N \in \mathbb{R}^M \) represent the vectors of \( M \) marker expressions for \( N \) cells. We assume these expression levels have already been transformed using the \textit{asinh} or logicle[29] transformation, and standardized. Our objective is to associate each cell to one of the \( P \) predefined cell types using a marker-population table \( \rho \in \mathbb{R}^{P \times M} \), with \( \rho_{z,m} \) summarising the knowledge about the expression of marker \( m \) for the population \( z \). If it is known that population \( z \) expresses \( m \) then \( \rho_{z,m} = 1 \); if we know that it does not express \( m \) then \( \rho_{z,m} = -1 \). Otherwise, if we have no knowledge or if the expression can vary among the population, then \( \rho_{z,m} = \text{NA} \). Note that it is also possible to choose values in \( \mathbb{R} \); for instance, for mid or low expressions, we can choose 0 and 0.5 respectively (see Supplemental section 7). In addition, we can add covariates \( c_1, \ldots, c_N \in \mathbb{R}^{M_c} \) associated to each cell, e.g. information about the batch or which antibody has been used by the cytometer. \( M_c \) denotes the number of covariates; it can be zero if no covariate is provided.

**Generative process** Let \( X \) be the random vector of size \( M \) representing one cell by its standardised marker expressions; in other words, \( X \) is the random variable from which \( x_1, \ldots, x_N \) are sampled. We model \( X \) by the following deep generative process:

\[
Z \sim \text{Categorical}(\pi) \\
E | Z = (e_m)_{1 \leq m \leq M} \text{, where } \begin{cases} e_m = \rho_x,m & \text{if } \rho_{z,m} \neq \text{NA} \\ e_m \sim \mathcal{U}([-1,1]) & \text{otherwise,} \end{cases} \\
H \sim \mathcal{N}(0, \sigma_{IM}) \\
U = E + H \\
X = f_{\phi}^{-1}(U).
\]

In the above equations, \( \pi = (\pi_z)_{1 \leq z \leq P} \) represents the weights of each population, with the constraints \( \pi_z \geq 0 \) and \( \sum_z \pi_z = 1 \). \( Z \) is the random variable corresponding to a cell type among the \( P \) possible ones. \( E \) is a population-specific variable whose terms are either known according to the expert knowledge table \( \rho \) or drawn from a uniform distribution between negative expressions (represented by -1) and positive expressions (represented by +1). \( H \) contains cellspecific terms, such as autofluorescence. Finally, \( U \) is the cell’s latent expressions, summing a population-specific component and a cell-specific one. Also, \( U \) can be transformed into a measured cell marker expressions vector \( X \) by the inverse of a deep invertible network \( f_{\phi} \) detailed below.

**Invertible transformation network** The core network, \( f_{\phi} \) (illustrated in Figure 1b), is a normalizing flow[19, 20, 21]. It transforms the target distribution \( p_X \) into the known base distribution \( p_U \) which was described in the previous section. Using a change of variables, we can compute the exact likelihood of a sample \( x \) by:

\[
p_X(x; \theta) = p_U(f_{\phi}(x); \pi) \cdot \log \left| \det \frac{\partial f_{\phi}(x)}{\partial x^T} \right|.
\]

To be able to compute this expression, we need to choose an invertible network with a tractable Jacobian determinant. We have chosen a set of transformations called Real Non-Volume-Preserving (Real NVP[30]) transformations, which are compositions of
functions, named coupling layers $f_\phi := f^{(1)} \circ f^{(L-1)} \circ \cdots \circ f^{(1)}$ with $L$ the number of coupling layers. Each coupling layer $f^{(i)} : (x, c) \mapsto y$ splits both $x$ and $y$ into two components $(x^{(1)}, x^{(2)}), (y^{(1)}, y^{(2)})$ on which distinct transformations are applied. We propose below an extension of the traditional coupling layer[30] to integrate covariates $c$ (illustrated in Figure 1c):

\[
\begin{align*}
\{y^{(1)} &= x^{(1)} \\
y^{(2)} &= x^{(2)} \circ \exp \left( \mathbf{s}(x^{(1)}; c) \right) + t(x^{(1)}; c). \quad (3)
\end{align*}
\]

In the equations above, $\circ$ stands for the element-wise product, $[\cdot : \cdot]$ is the concatenation operator, and $(s, t)$ are functions from $\mathbb{R}^{d+M_c}$ to $\mathbb{R}^{M-d}$ where $d$ is the size of $x^{(1)}$. These functions can be arbitrarily complex, in our case, multi-layer-perceptrons. Note that the indices used by the coupling layer to split $x$ into $(x^{(1)}, x^{(2)})$ are set before training and are different for every coupling layer. This way; we ensure that the flow transforms all the markers. Each coupling layer has an easy-to-compute log Jacobian determinant, which is $\sum_i s([x^{(1)}; c])_i$, and is easily invertible as shown in the following equations:

\[
\begin{align*}
\{x^{(1)} &= y^{(1)} \\
x^{(2)} &= (y^{(2)} - t([y^{(1)}; c])) \circ \exp \left( -s([y^{(1)}; c]) \right). \quad (4)
\end{align*}
\]

As $f_\phi$ is a stack of coupling layers, it is also invertible, and its log Jacobian determinant is obtained by summing each coupling layer log Jacobian determinant. Stacking many coupling layers is essential to learning a rich target distribution and complex variables interdependencies.

**Learning process** The model parameters are $\theta = (\pi, \phi)$. For computational stability during training, instead of learning $\pi$ itself we actually learn logits $(l_z)_{1 \leq z \leq p}$ from which we obtain $\pi_z = \frac{e^{l_z}}{\sum_z e^{l_z}}$. By doing this, we ensure the positivity of each weight and guarantee they sum to 1. To train the model, we minimise the Kullback–Leibler (KL) divergence between the cell’s empirical marker-expression distribution $p_X \cdot$ and our model distribution $p_X$. It is equivalent to minimising the negative log-likelihood of the observed cell expressions $-\mathbb{E}_{x \sim p_X} \left[ \log p_X(x; \theta) \right]$ over $\theta$. Using Equation 2 and adapting it to integrate covariates leads to minimising the following quantity:

\[
\mathcal{L}_{KL}(\theta) = - \sum_{1 \leq i \leq N} \left[ \log(p_U(f_\phi(x_i, c_i); \pi)) + \log \left| \det \frac{\partial f_\phi(x_i, c_i)}{\partial x} \right| \right]. \quad (5)
\]

In the above equation, $p_U(f_\phi(x_i, c_i); \pi) = \sum_{z=1}^{p} \pi_z \cdot p_U(x_i | z = z)(f_\phi(x_i, c_i))$, which is not computationally tractable because the presence of NA in $\rho$ leads to the summation of a uniform and a normal random variable. We approximate the density of the sum of the two random variables by a piecewise density function that is constant on $[-1 + \sigma, 1 - \sigma]$ with Gaussian queues outside of this interval. In practice, we choose a normal law with a low standard deviation, which leads to a good piecewise approximation (see Supplemental section 7). If we consider the KL-divergence as described above, some modes may collapse; that is, one small population may not be predicted. Indeed, a small population $z$ that has a small weight $\pi_z$ leads to smaller gradients towards this population. To solve this issue, we favour small populations once every two epochs. For that, for all $z$, we replace $\pi_z$ by $\pi_z^{(-T)} = \frac{e^{-\pi_z/T}}{\sum_z e^{-\pi_z/T}}$ where $T$ is called temperature[31, 32] as it increases the entropy of $\pi^{(-T)}$. Note that here we added the minus signs to reverse the weights of the populations so that it favours small ones. A temperature close to 0 leads to high weights for small populations, while an infinite temperature leads to equal population weights, i.e., the maximum entropy. Alternating between $\pi$ and $\pi^{(-T)}$ allows for a better balance of population sizes at the end of the training.

We also add a maximum mean discrepancy (MMD[33]) term to align the distributions from every batch $b$ in the latent space so that it is free of batch effect. Formally, we add $\mathcal{L}_B(\theta) = \sum_{b \neq ref} \mathcal{MMD}(u_{1:b}^{ref}, u_{1:b})$, where $u_{1:b}^{ref}$ and $u_{1:b}$ are $w$ latent cells from the chosen reference batch $ref$ and batch $b$ respectively. That is, we pass a mini-batch of $B$ cells $x_{1:B}^{ref}, x_{1:B}$ through $f_\phi$ to get
Then, we perform a weighted sampling of \( W \) latent cells among the \( B \) latent cells; their weights depend on their predicted population, i.e., if Scyan predicts the population \( z \) for the latent cell \( u_i^b \) then its associated weight is \( 1/\pi_z \). Thus, we expect to sample a similar amount of cells from every population.

The complete loss is obtained by a weighted sum of the two losses described above: \( L(\theta) = L_{KL}(\theta) + \alpha \cdot L_B(\theta) \), where \( \alpha \) is set to have comparable losses values. We optimize the complete loss on mini-batches of cells using the Adam optimizer[34]. Once finished training, the annotation process \( A_\theta \) consists in choosing the most likely population according to the data using Bayes’s rule. So, for a cell \( x \) with covariates \( c \), we have:

\[
A_\theta(x, c) = \arg \max_{1 \leq z \leq P} \pi_z \cdot p_{U|Z=z}(f_\phi(x, c)).
\] (6)

### 4.2 Batch-effect correction on dimension reduction plots

We designed the loss function such that the latent space is free of batch effect. Using this property, combined with the network invertibility, enables batch-effect correction. To effectively correct the batch effect of a sample \( x \) with covariates \( c \neq c_{\text{ref}} \), we first transform \( x \) into its latent expressions via \( f_\phi \). Since the latent space is batch-effect free, latent expressions can then be transformed back into the original space using the covariates of the reference batch and \( f_\phi^{-1} \).

Formally, we denote by \( \hat{x} \) the batch-effect corrected cell associated to \( x \); that is, \( \hat{x} = f_\phi^{-1}(f_\phi(x, c), c_{\text{ref}}) \).

In this manner, we get expressions \( \hat{x} \) as if \( x \) were cell expressions from the reference batch. Thus, the latent space is used to align the distributions in the original space. Note that, since batch-effect was corrected in the original space, it is possible to reuse a trained dimension reduction tool (e.g., a UMAP).

Applying this UMAP again does not change the dimension reduction of the cells from the reference (due to the network invertibility), but it updates those of all the other batches.

### 4.3 Interpretability and population discovery

**Latent expressions** Scyan interpretability is based on its latent space. Considering a cell \( x \) and its covariates \( c \), its latent representation is \( u = f_\phi(x, c) \).

The information of which marker is positive or negative is contained in \( u \). Indeed, \( u_m \approx 1 \) corresponds to a positive expression, while \( u_m \approx -1 \) represents a negative expression, whatever the marker \( m \) (i.e., expression levels for all markers are unified). Similarly, \( u_m \approx 0 \) is a mid-expression, and so on. We average the latent cell expressions over one population to obtain a latent expression at the population level. These population-level latent expressions can be displayed for one population (Figure 4c) or for all of them at once (Figure 4b).

**Differential expressions for population discovery** We extend this interpretability tool for population discovery. We first perform a Leiden clustering[9] over all the cells with a high resolution to get a large number of clusters. Then, we use this clustering to separate each predicted population into multiple sub-clusters. Each sub-cluster can then be explored using the previously described latent space, showing exactly where the differences between each sub-cluster are. On Figure 4g, the model automatically fills unknown expressions (NA in the table) since the latent space represents expressions for all markers. Also, if some markers of the panels are entirely unknown, they can still be added inside the marker-population table as a column of ”NA”. Even though such a marker does not provide much information for the prediction, it can be very informative for population discovery as it will thus appear in the heatmap. Also, note that some clusters appear as ”NA” in Figure 4f. They correspond to sub-clusters that were not significant enough according to a threshold in terms of ratio of cells. If too few clusters are displayed, one can increase the resolution to obtain more clusters.

**Understanding Scyan predictions** Additionally, \( U_1 \mid (Z = z), \ldots, U_M \mid (Z = z) \) are independent for every population \( z \). It means that we can decompose \( \log p_{U|Z=z}(u) = \sum_m \log p_{U_m|Z=z}(u_m) \), and
we can gather all these terms into a matrix of scores \( \log p_{U_m|Z=z}(u_m) \). The term \( \log p_{U_m|Z=z}(u_m) \) can be interpreted as the impact of marker \( m \) towards the prediction of the population \( z \) for the latent cell expression \( u \). Based on that, we can interpret Scyan predictions for a group of cells \( (x_i, c_i)_i \) by transforming the cells into their latent expressions and then averaging the score matrices. The resulting matrix is typically displayed on a heatmap (Figure 4e), and populations are sorted by their score (sum over a score matrix row). Note that, in the figure, each population score is scaled to make it easier to read.

**Automatic scatter plots** We automatically choose a set of very discriminative markers to enhance two-dimensional scatter plots (Figure 4a). For that, let \( K \) be the number of markers requested by the user. For each marker of the panel, we compute the sum of the Kolmogorov-Smirnov test for every population of interest in a “one-versus-all” manner (the user also chooses the populations of interest). Each marker has its own statistic, and we choose the \( K \) first markers whose statistics are the highest.

### 4.4 Model hyperparameter optimisation

One important issue in training deep learning models is fine-tuning their hyperparameters. Because our model is unsupervised, we cannot consider any supervised metric such as accuracy. We thus have to use an unsupervised metric that measures the annotation quality. For this reason, we defined a heuristic that combines (i) a clustering metric, the Davies-Bouldin Index\[35\] (DBI), to obtain well-separated clusters, (ii) a count of the missing populations to favour the presence of all populations among the predictions, and (iii) a Dirichlet probability on population weights to favour population diversity. Formally, let \( O \) be the number of populations that the model did not predict at all, and \( X, y_{\text{pred}} \) the cells’ expressions and predictions, respectively. Then, we define our heuristic to be minimised by \( (O + 1) \cdot \text{DBI}(X, y_{\text{pred}}) \cdot (-\sum \log \pi_z) \). Note that the last term is proportional to the log Dirichlet probability of the learned population weights \( \pi \). An advantage of using the DBI is that it is computationally more efficient than some clustering metrics, such as the silhouette score\[36\]. In particular, the DBI scales efficiently to large datasets.

### 4.5 Preprocessing and implementation details

**Data preprocessing** To compare our model with the other methods, we used a similar data preprocessing, and the same knowledge tables as MP\[15\] and ACDC\[14\] for both the AML and BMMC datasets. Due to the impossibility of having non-binary values in the input tables of MP and ACDC, some cell types could not be described by their tables and were removed. For a fair comparison, we did not consider these cell types either. Also, ACDC and MP used \( x \mapsto \text{asinh}(\frac{x}{\sqrt{5}}) \) to preprocess marker expressions, which we reused. Note that we also standardised the data (required to run Scyan). Concerning the debarcoding task, we used the logicle transformation\[29\] to preprocess marker expressions and then standardisation.

**Implementation details** We implemented our model using Python and the Deep Learning framework Pytorch\[37\]. We used between 6 and 8 coupling layers whose multi-layer-perceptrons \((s, t)\) have each between 6 and 8 hidden layers depending on hyperparameter optimisation. Concerning the MMD, we automatically chose the Gaussian kernel bandwidth with the median heuristic\[38\]. In particular, the typical bandwidth corresponds to the expected median squared distance of two i.i.d samples from \( H \), that is, \( 2\sigma^2 \cdot (M - 2) \). In practice, we simply used \( 2\sigma^2 M \), which corresponds to the mean of the squared distances. We reused this bandwidth with different scales to obtain a multi-scale kernel. Moreover, the metrics used for the performance benchmark were those of Scikit-Learn\[39\].
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7 Supplementary information

Approach justification and related work  In cytometry, when it comes to model the probability
Density functions of multidimensional marker expressions, their appearances make it natural to first consider Gaussian Mixture Models (GMM). However, in practice, each component of a GMM estimated from the data may not necessarily map to one population. Indeed, two small populations can be merged into one, and one large population may be split into two components with no interesting biological distinction between them. Also, we would have to annotate each component of the mixture. It could be done manually or using a semi-supervised approach. Yet, as discussed in the introduction, we prefer to use only the knowledge table $\rho$ instead. In terms of deep generative models, there are two main reasons to choose a Real NVP (the normalizing flow architecture) over GANs\cite{40}, and VAEs\cite{41}: the flow invertibility and the ability to compute the exact likelihood of a sample. Indeed, the flow invertibility enables a natural and simple way to correct the batch effect by transforming latent expressions back into the original space. Moreover, the ability to compute the exact likelihood of samples makes the annotation straightforward using the Bayes rule and the known base distribution. Another interesting property is that the Real NVP has a triangular Jacobian with positive terms on the diagonal. It enforces the model to diffuse the marker expressions slowly and prevents multiplication by a negative term. Indeed, such smooth transformations are essential to ensure that we do not mix the mapping between a population component and its actual marker expressions density. Also, the Jacobian determinant term in the loss function controls how much the flow dilates volumes in a point neighbourhood. This term thus prevents the collapse of a vast part of the space into a tiny component of the base distribution. From a biological point of view, the Real NVP transformations can be seen as compositions of complex compensations and monotonic transformations learned via deep learning.

**Density approximation in the presence of NA** Let $z$ be a population and $m$ a marker such that $\rho_{z,m} = \text{NA}$. It leads to $E_m \mid (Z = z) \sim \mathcal{U}([-1, 1])$ and $H_m \sim \mathcal{N}(0, \sigma)$. Thus, $U_m = E_m + H_m$ does not have a simple density expression. We approximate the probability density function $p_{U_m \mid Z=z}$ by the following function (see Figure 5), where $r = 1 - \sigma$ and $\gamma = \frac{\sigma \sqrt{2\pi}}{2r + \sigma \sqrt{2\pi}}$:

$$
\hat{p}_{U_m \mid Z=z}(u) = \begin{cases} 
\gamma \cdot \mathcal{N}(u + r; 0, \sigma) & \text{if } u \leq -r \\
\frac{2}{\sigma \sqrt{2\pi}} & \text{if } u \in [-r, r] \\
\gamma \cdot \mathcal{N}(u - r; 0, \sigma) & \text{if } u \geq r.
\end{cases}
$$

(7)

Gradients are null in $]-r, r[$, and the queues of the approximated distribution are similar to the actual one. This expression is easy to compute, efficient during training, and a close approximation.

**Advice to build the marker-population table**

The design of the knowledge table is essential for the annotations. The literature can help its creation, but we also provide some advice to enhance the table:

- It is better to provide no knowledge than false information; therefore, the user should feel comfortable using "Not Applicable" for a marker when unsure. Besides, if needed, population discovery can be used to go deeper into this marker afterwards.

- Note that the model interprets NA values by "any expression is possible". Thus, a population described with extensive use of NA values is...
Table 2: Models properties comparison. We listed all the models considered in this article as well as manual gating.

|                     | Manual Gating | Baseline | Phenograph | MP | ACDC | Scyan (ours) |
|---------------------|---------------|----------|------------|----|------|--------------|
| Interpretable       | X             | X        | X          | X  | X    | X            |
| Reproducible        | X             | X        | X          | X  | X    | X            |
| Population discovery| X             | X        | X          | X  | X    | X            |
| Soft predictions    |               |          |            |    |      | X            |
| Generative model    |               |          |            |    |      | X            |
| Batch-effect correction |         |          |            |    |      | X            |
| Continual learning  |               |          |            |    |      | X            |

(e.g., above 90% of markers, with no discriminative marker provided) can be over-predicted. This is a normal behaviour since few constraints are applied to this population.

- We enable the usage of intermediate expressions such as "mid" and "low" in the table. Yet, we advise using it only to differentiate two similar populations. Overusing these intermediate expressions in the table will challenge the user to create the table properly while not improving the results.

- It is not required to use all the panel markers. If some markers are unimportant for the annotation, they can be removed from the knowledge table.
Figure 6: Scyan visualisation, interpretability, and discovery on AML. 

a, Separation of the CD4 T cells and the two NK populations on multiple scatter plots using CD3, CD4, CD7 and CD16 (standardised marker expressions).

b, Scyan latent space for all populations. The latent space comprises one value per marker whose typical range is [-1, 1]. The closer to -1, the more negative the marker expression, and the closer to 1, the more positive the marker expression.

c, Understanding Scyan predictions for CD16+ NK cells by providing Scyan confidence (or probability) for each population, each of them decomposed per marker.

d, Scyan latent space for CD16+ NK cells, in other words, their expressions for all the considered markers.

e, Extract of the knowledge table concerning CD16+ NK cells. Some markers were known to be positive, others negative, and some marker expressions were unknown or not applicable (NA).