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Abstract

A brief review of the results for the total cross section $\sigma_{\nu N}$ of ultrahigh-energy neutrino deep inelastic scattering on isoscalar nuclear targets is presented. These results are based on simple approximations for $\sigma_{\nu N}$ and are compared with the experimental data of the IceCube Collaboration. The total cross section $\sigma_{\nu N}$ is proportional to the structure function $F_{\nu N}^2(M_V^2/s, M_V^2)$, where $M_V$ is the intermediate boson mass and $s$ is square of the energy of the center of mass. The coefficient in the front of $F_{\nu N}^2(M_V^2/s, M_V^2)$ depends on the asymptotic behavior of $F_{\nu N}^2$ at low values of $x$ It contains an additional term $\sim \ln s$ if $F_{\nu N}^2$ is scaled by the power $\ln(1/x)$. Therefore, the asymptotic behavior of $F_{\nu N}^2 \propto \ln^2(1/x)$ for small $x$ often assumed in the literature already leads to violation of the Froissart bound for $\sigma_{\nu N}$.
I. INTRODUCTION

Today, neutrino cross sections at very high energies can be measured using astrophysical origin neutrinos. Thus, the IceCube Collaboration published measurements for \(10 \text{ TeV} \leq E_\nu \leq 10^4 \text{ TeV}\) [1, 2] based on theoretical predictions for such energies. They can also be compared with the predictions of the Standard Model for the search for new physics. Also, the IceCube event analysis provides information on the astrophysical neutrino flux as a function of \(E_\nu\). For these reasons, it is important to have modern predictions for the shape of the ultrahigh-energy (UHE) cosmic neutrino cross sections \(\sigma^{\nu N}\).

This requires extrapolation to large values of \(E_\nu\), for which there are various approaches (see [3] and references therein). They are based on the successful description of terrestrial data in terms of perturbative QCD and often contain the Froissart constraint [4] on \(\sigma^{\nu N}\). According to the latter, unitarity and analyticity limit of the growth of the total cross section with energy \(s\) as \(\ln^2 s\).

In this short article, we present a brief overview of the results of [3], where the general formula for \(\sigma^{\nu N}\) was obtained. It is surprisingly compact and correctly explains the asymptotic behavior at high energies, which makes it ideally suited to the phenomenology of the UHE neutrino. The cross section is proportional to the DIS structure function (SF) \(F_{2}^{\nu N}(x,Q^2)\), which has a well-known representation in terms of parton distribution functions (PDFs) in the framework of the parton model (PM) of QCD, where \(x\) and the typical energy scale \(Q\) are properly defined in terms of \(E_\nu\) and \(M_V\) \((V = W, Z)\). We assume that the available DIS experimental data allow extrapolation to very high values of \(E_\nu\) using the appropriate parameterization for \(F_2^{\nu N}\). The obtained results for \(\sigma^{\nu N}\) are compared with the experimental data [1, 2] of the IceCube Collaboration.

II. APPROACH

We consider charged current (C) and neutral current (NC) DIS processes,
\[
\nu(k) + N(P) \rightarrow \ell(k') + X, \quad \nu(k) + N(P) \rightarrow \nu(k') + X, \tag{1}
\]
respectively, where \(N = (p + n)/2\) denotes an isoscalar nucleon target of mass \(M\), \(X\) collects unobservable parts of the final state, four-momentum assignments are given in parentheses, and we introduce the familiar kinematic variables
\[
s = (k + P)^2, \quad Q^2 = -q^2, \quad x = \frac{Q^2}{2q \cdot P}, \quad y = \frac{q \cdot P}{k \cdot P}, \tag{2}
\]
where \( q = k - k' \). In the target rest frame we have 
\( s = M(2E_\nu + M) \approx 2ME_\nu \) and 
\( xy = Q^2/(2ME_\nu) \). In the kinematic regime of interest to us, inclusive spin-averaged double-differential cross sections of the processes \([1]\) are determined in a very good approximation by the expression \([5]\):

\[
\frac{d^2\sigma_i^{\nu N}}{dx\,dy} = \frac{G_F^2\,2ME_\nu}{2\pi} K_i \left( \frac{M_V^2}{Q^2 + M_V^2} \right)^2 K(y)F_2^{\nu N},
\]

where \( i = CC, NC, G_F \) is the Fermi constant, \( K(y) = 2 - 2y + y^2 \). In the so-called \textit{wee parton} pattern, suitable for the small \( x \) regime \([6]\), we have \( K_{CC} = 1 \) and \( K_{NC} = 1/2 - x_w + (10/9)x_w^2 \), where \( x_w = \sin^2\theta_w \) and \( \theta_w \) is the weak mixing angle. Using \( x_w = 0.231 \) \([7]\) we get \( K_{NC} = 0.328 \). The contributions of SFs \( F_{L}^{\nu N} \) and \( F_{3}^{\nu N} \) to the r.h.s. of Eq. (3) are negligible: \( F_{L}^{\nu N} \) tends to zero as \( Q^2 \) increases (see, e.g., \([8]\)) while \( F_{3}^{\nu N} \) is essentially determined by valence quarks.

A detailed examination of the available \( \ell N \) DIS data (see, e.g., \([9]\)) shows that in the limit \( x \to 0 \) \( F_2^{\nu N} \) exhibits a singular behavior of the form 
\( F_2^{\nu N}(x, Q^2) \simeq x^{-\delta}\bar{F}_2^{\nu N}(x, Q^2) \),

where \( \delta \) is small positive number, while \( \bar{F}_2^{\nu N} \) diverges less strongly than any power of \( x \), i.e.,
\( \bar{F}_2^{\nu N}(x, Q^2)/x^{-\lambda} \to 0 \) as \( x \to 0 \) for any positive number \( \lambda \). Assuming a symmetric quark sea, which suits the low \( x \) regime, we have 
\( F_2^{\nu N}(x, Q^2) = (18/5)F_2^{\nu N}(x, Q^2) \), so that the behavior of \( \bar{F}_2^{\nu N} \) at low \( x \) carries over to \( 
\tilde{F}_2^{\nu N} \).

Imposing a lower cut \( Q_0^2 \) on \( Q^2 \), the total cross sections of the processes \([1]\) are estimated as

\[
\sigma_i^{\nu N}(E_\nu) = \frac{1}{2ME_\nu} \int_{Q_0^2}^{2ME_\nu} dQ^2 \int_{\hat{x}}^{1} \frac{dx}{x} \frac{d^2\sigma_i^{\nu N}}{dx\,dy},
\]

where \( \hat{x} = Q^2/(2ME_\nu) \). Substituting Eq. (3) into (4), we get

\[
\sigma_i^{\nu N}(E_\nu) = \frac{G_F^2}{4\pi} K_i \int_{Q_0^2}^{2ME_\nu} dQ^2 \left( \frac{M_V^2}{Q^2 + M_V^2} \right)^2 \int_{\hat{x}}^{1} \frac{dx}{x} K \left( \frac{\hat{x}}{x} \right) \bar{F}_2^{\nu N}(x, Q^2).
\]

Using the low-\( x \) asymptotic form 
\( F_2^{\nu N}(x, Q^2) \simeq x^{-\delta}\bar{F}_2^{\nu N}(x, Q^2) \) explained above, the inner integral on the r.h.s of Eq. (5) can be rewritten as the Mellin convolution 
\( K(\hat{x}) \otimes \bar{F}_2^{\nu N}(\hat{x}, Q^2) \),

which can be represented for small \( \hat{x} \) values, in the factorized form 
\( M(\hat{x}, Q^2, 1+\delta)\bar{F}_2^{\nu N}(\hat{x}, Q^2) \) up to terms of \( O(\hat{x}) \) \([10]\). Here,

\[
M(\hat{x}, Q^2, 1+\delta) = 2 \left( \frac{1}{\delta(\hat{x}, Q^2)} - \frac{1}{\delta} \right) + M(1+\delta),
\]

where

\[
\frac{1}{\delta(x, Q^2)} = \frac{1}{\bar{F}_2^{\nu N}(x, Q^2)} \int_x^{1} \frac{dy}{y} \bar{F}_2^{\nu N}(y, Q^2)
\]
and $M(1 + \delta)$ is the analytic continuation of the Mellin moment

$$M(n) = \int_0^1 dx x^{n-2} K(x) = \frac{2}{n-1} - \frac{2}{n} + \frac{1}{n+1}$$

(8)

for integer values of $n$. Hence, Eq. (5) becomes

$$\sigma_i^{\nu N}(E_\nu) \simeq \frac{G_F^2}{4\pi} K_i \int_{Q_0^2}^{2ME_\nu} dQ^2 \left( \frac{M_i^2}{Q^2 + M_V^2} \right)^2 \tilde{M}(\hat{x}, Q^2, 1 + \delta) F_2^{\nu N}(\hat{x}, Q^2).$$

(9)

Since the $Q^2$-dependence of $F_2^{\nu N}(\hat{x}, Q^2)$ and, consequently, $\tilde{M}(\hat{x}, Q^2, 1 + \delta)$ is only logarithmic, the factor $[M_i^2/(Q^2 + M_V^2)]^2$ essentially fixes the scale $Q^2 = M_V^2$ [11], so Eq. (9) simplifies to

$$\sigma_i^{\nu N}(E_\nu) \simeq \frac{G_F^2}{4\pi} K_i M_V^2 \tilde{M}(\hat{x}, M_V^2, 1 + \delta) F_2^{\nu N}(\hat{x}, M_V^2),$$

(10)

where $\hat{x} = M_V^2/(2ME_\nu)$.

This is our main formula. Further simplification depends on the $\delta$ value, and we will distinguish between two cases:

(1) If $\delta$ is not too small, so $\hat{x}^\delta \ll \text{const}$, then the lower limit $\hat{x}$ of the inner integral on the r.h.s. of Eq. (5) can be set to zero, so that

$$\tilde{M}(\hat{x}, Q^2, 1 + \delta) = M(1 + \delta) = \frac{4 + 3\delta + \delta^2}{\delta(\delta + 1)(\delta + 2)}$$

(11)

becomes independent of $\hat{x}$ and $Q^2$.

(2) On the other hand, if $\delta \ll 1$, then we have

$$\tilde{M}(\hat{x}, Q^2, 1 + \delta) = \tilde{M}(\hat{x}, Q^2, 1) = \frac{2}{\tilde{\delta}(\hat{x}, Q^2)} - \frac{3}{2}.$$ 

(12)

Note that $\tilde{\delta}$ is determined by the asymptotic behavior of $\tilde{F}_2^{\nu N}$ for small $x$ values. For example, if $\tilde{F}_2^{\nu N}(x, Q^2) \propto \ln^p(1/x)$ for $x \to 0$, then $1/\tilde{\delta}(x, Q^2) = \ln(1/x)/(p + 1)$ [12].
III. PARAMETERIZATION OF $F_{2}^{\ell N}$

In Ref. [3], Eq. (10) was applied to the three most popular types of $F_{2}^{\ell N}$ parameterizations, namely the standard PM representation implemented using proton PDFs [9, 13, 14]; to a modification of the simple logarithmic form proposed by Haidt (H) [15] and to a more complicated form introduced by Berger, Block and Tan (BBT) [16]. While the $Q^{2}$ dependence of the PM representation of $F_{2}^{\nu N}$ is determined by the DGLAP evolution, the $Q^{2}$ dependences of the H and BBT forms are directly determined by global fits of experimental data covering a wide range of $Q^{2}$ values.

In the range of small $x$ values, the PM parametrization of $F_{2}^{\ell N}$ can be well approximated by the following ansatz:

$$F_{2,\text{PM}}^{\ell N}(x, Q^{2}) = C_{\text{PM}}(Q^{2})x^{-\delta_{\text{PM}}(Q^{2})}, \quad (13)$$

with

$$C_{\text{PM}}(Q^{2}) = c_{0} + c_{1} \ln Q^{2} + c_{2} \ln^{2} Q^{2}, \quad \delta_{\text{PM}}(Q^{2}) = \delta_{0} + \delta_{1} \ln Q^{2} + \delta_{2} \ln^{2} Q^{2}, \quad (14)$$

where it is understood that $Q^{2}$ is taken in units of GeV$^{2}$. Fitting Eqs. (13) and (14) to the result for $F_{2}^{\ell N}$ evaluated in next-to-leading order (NLO) using HERAPDF1.0 [9] set of proton PDFs, the $c_{i}$ and $\delta_{i}$ values were obtained in [3], where the cut $Q^{2} > 3.5$ GeV$^{2}$ was imposed to suppress higher-twist effects. The results are collected in Table I. From Eq. (14) and Table I we get that

$$\delta_{\text{PM}}(M_{Z}^{2}) \approx \delta_{\text{PM}}(M_{W}^{2}) \approx 0.37, \quad (15)$$

so Eq. (10) must be used with Eq. (11). Using the MSTW [13] and CT10 [14] PDFs, $\delta_{\text{PM}}(M_{Z}^{2}) \approx 0.35$ and 0.38 were obtained, respectively, in Ref. [3]. The resulting high-$E_{\nu}$ behavior $\sigma_{\nu N}^{\nu N}(E_{\nu}) \propto \bar{x}^{-\delta_{\text{PM}}(M_{Z}^{2})}$ is in good agreement with other studies [17].

Here we recall the part of the BBT parameterization of $F_{2}^{\ell N}$ suitable for the range $x < x_{P} = 0.11$ [18] and needed for our applications. [20]. It reads [16, 18]:

$$F_{2,\text{BBT}}^{\ell N}(x, Q^{2}) = (1 - x) \left[ A_{0} + A_{1}(Q^{2}) \ln \frac{x_{P}(1 - x)}{x(1 - x_{P})} + A_{2}(Q^{2}) \ln^{2} \frac{x_{P}(1 - x)}{x(1 - x_{P})} \right], \quad (16)$$

where $A_{0} = F_{P}/(1 - x_{P})$, with $F_{P} = 0.413$ [18], and

$$A_{i}(Q^{2}) = a_{i0} + a_{i1} \ln Q^{2} + a_{i2} \ln^{2} Q^{2} \quad (i = 1, 2), \quad (17)$$

with the $a_{ij}$ values from Table I. Here Eq. (10) is to be used with Eq. (12) and we find

$$\frac{1}{\delta_{\text{BBT}}(x, Q^{2})} \approx \sum_{i=0}^{2} A_{i} \ln^{i+1}(x_{P}/x)/(i + 1) \approx \frac{1}{3} \ln \frac{x_{P}}{x}. \quad (18)$$
From Eqs. (16) and (18) we get that in the high-energy limit \( s \to \infty \), \( F_{2,\text{BBT}}^{\ell N}(\tilde{x}, M_V^2) \propto \ln^2 s \) and \( 1/\delta_{\text{BBT}}(\tilde{x}, M_V^2) \propto \ln s \). This brings us to the important observation that \( \sigma_{\nu N}^{\ell N} \propto \ln^3 s \), which clearly violates the Froissart bound [4] in contrast to the fact that was listed in Refs. [16, 18]. This violation of the Froissart bound is explained by the presence of the \( \sim \ln x \) term in Eq. (16).

On the other hand, if \( F_{2}^{\ell N} \) increases linearly with \( \ln x \) as \( x \to 0 \), then \( \sigma_{\nu N}^{\ell N} \propto \ln s \) is in accord with Froissart’s constraint. In fact, this is true for the original H ansatz [15]:

\[
B \ln(x_0/x) \ln(1 + Q^2/Q_0^2),
\]

which contains only three free parameters. To improve the quality of the fits, authors of Ref. [3] introduced three additional parameters:

\[
F_{2,H}^{\ell N}(x, Q^2) = B_0 + B_1(Q^2) \ln \frac{x_0}{x}, \quad B_1(Q^2) = \sum_{i=0}^{2} b_i \ln^i \left(1 + \frac{Q^2}{Q_0^2}\right).
\]  

Eq. (10) should be used again with Eq. (12) and we get

\[
\frac{1}{\delta_H(x, Q^2)} \approx \sum_{i=0}^{1} B_i \ln^{i+1}(x_0/x)/(i + 1) \approx \frac{1}{2} \ln \frac{x_0}{x},
\]  

so \( \sigma_{H}^{\nu N} \propto \ln^2 s \) as it should be. Fitting Eq. (19) to a recent combination [9] of the full H1 and ZEUS datasets on \( F_{2}^{\ell N} \) with the cuts \( x < 0.01 \) and \( Q^2 > 3.5 \text{ GeV}^2 \) (see [3]) gives \( x_0 = 0.05791, \ Q_0^2 = 2.578 \text{ GeV}^2, \ B_0 = 0.1697 \) and the \( b_i \) values given in Table I.

IV. UHE NEUTRINOS

Now consider \( \nu N \) DIS with UHE neutrinos. Following [3], we focus on the CC DIS. The corresponding NC results can be obtained by replacing \( K_{\text{CC}} \to K_{\text{NC}} \) and \( M_W \to M_Z \) in our formulas. To determine the applicability range of our main formula (10) for \( \sigma_{\nu N}^{\ell N} \) we compare it with the exact formula (5) which requires a two-dimensional numerical integration, for the above cases PM, BBT and H. In each case, we find an excellent match for \( E_\nu \) values of \( 10^7 \text{ GeV} \) and above, which corresponds to \( x \) values of \( 10^{-3} \) and below in \( F_{2}^{\ell N} \). This is illustrated for the BBT and H cases in Fig. 1, where the application of the basic formula (10), shown by solid lines, is compared with the application of the exact Eq. (5) shown with dotted lines. The approximation based on Eq. (10) can also be slightly improved by calculating \( \delta(x, Q^2) \) using one-dimensional integration according to Eq. (7) instead of using Eqs. (18) and (20). This is shown with dotted lines.

The PM results for \( \sigma_{\nu N}^{\ell N} \) are estimated by our main formula (10) with Eqs. (11) and (15) are also shown in fig. 1. Comparing them with the corresponding BBT and H results, we see.
that all three predictions agree relatively well in the $10^7 \text{ GeV} \lesssim E_\nu \lesssim 10^9 \text{ GeV}$ range, where approximations for high $E_\nu$ values are already working, and the corresponding $F_{2 \nu}^{\ell N}$ parameterizations are still defined by the HERA data. However, these three predictions steadily diverge as $E_\nu$ further increases until they differ by 1-2 orders of magnitude at typical values of UHE $E_\nu$, which reflects the different low-$x$ behavior of the corresponding parametrizations of $F_{2 \nu}^{\ell N}$.

Experimental data [1, 2] [21] of the IceCube collaboration for $E_\nu \sim 10^5 \div 10^6 \text{ GeV}$ correspond to $x \sim 10^{-2} \div 10^{-1}$, where the approximation (10) is at the limit of its applicability, especially in the BBT and H cases. The experimental data [1, 2] are in good agreement with the results obtained in the PM case. In the BBT and H cases, there is good agreement only for the results based on the exact formula (5) and also for the improved results (7) for $\tilde{\delta}(x, Q^2)$.

V. CONCLUSION

We have shown the results of [3], where new compact relations given by Eqs. (10)–(12) were obtained between the total cross section $\sigma_{i \nu N}^{\nu N}(E_\nu)$ in high $E_\nu$ limit and SF $F_{2 \nu}^{\ell N}(x, Q^2)$ for small $x$ values. This is especially useful for UHE neutrino physics applications, providing reliable predictions in a very fast and convenient way. Given in terms of a closed analytic formula (10), it also makes it possible to uniquely determine whether the $\sigma_{i \nu N}^{\nu N}$ obtained for a given functional form $F_{2 \nu}^{\ell N}$, obeys Froissart bound [4] or not. In particular, if for small $x$ values of $F_{2 \nu}^{\ell N} \propto \ln p(1/x)$, which corresponds to $F_{2 \nu}^{\ell N}(\tilde{x}, M^2_{t \nu}) \propto \ln p s$ for high $s$ in Eq. (10), then the coefficient $\tilde{M}$ in this equation gives an additional factor $\propto \ln s$, so the Froissart bound is violated for $p > 1$. In fact, this refers to the BBT parameterization [16, 18] $F_{2 \nu}^{\ell N}$ for which $p = 2$. On the other hand, H parameterization [15] is characterized by $p = 1$, so the Froissart bound holds.

Modern experimental data [1, 2] of the IceCube collaboration, obtained at $E_\nu \sim 10^5 \div 10^6 \text{ GeV}$, are at the limit of applicability of our results (see Fig. 1). The IceCube Collaboration has proposed a major upgrade to the IceCube Antarctic neutrino observatory (see Ref. [19] and discussions therein) that will provide measurements of neutrino cross sections from $E_\nu > 10^{11} \text{ GeV}$.

Such measurements of $\nu N$ DIS with ultra-high density neutrinos will eventually provide direct access to the asymptotic behavior of $F_{2 \nu}^{\ell N}$ at small $x$, far beyond the reach of
accelerator experiments, and the new relationships will provide a convenient tool, to open
them. From a theoretical point of view, one important lesson to be learned from our
particular example, where total cross sections can simply be related to structure functions
in terms of perturbation theory, is that the direct application of the Froissart constraint to
structure functions presents a potential trap.
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