Highly precise AMCW time-of-flight scanning sensor based on digital-parallel demodulation
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ABSTRACT
In this paper, a novel amplitude-modulated continuous wave (AMCW) time-of-flight (ToF) scanning sensor based on digital-parallel demodulation is proposed and demonstrated in the aspect of distance measurement precision. Since digital-parallel demodulation utilizes a high-amplitude demodulation signal with zero-offset, the proposed sensor platform can maintain extremely high demodulation contrast. Meanwhile, as all cross correlated samples are calculated in parallel and in extremely short integration time, the proposed sensor platform can utilize a 2D laser scanning structure with a single photo detector, maintaining a moderate frame rate. This optical structure can increase the received optical SNR and remove the crosstalk of image pixel array. Based on these measurement properties, the proposed AMCW ToF scanning sensor shows highly precise 3D depth measurement performance. In this study, this precise measurement performance is explained in detail. Additionally, the actual measurement performance of the proposed sensor platform is experimentally validated under various conditions.
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1. INTRODUCTION
3D depth information has been widely used to improve the performance of object recognition, which is one of key issues for the realization of fully automated intelligent systems [1–6]. For example, 3D depth images can be utilized in the object classification process of bin picking robots to improve the accuracy of sensing the position and orientation of objects [3]. Autonomous robots and vehicles utilize 3D depth images to improve the accuracy of mapping, localization, and object segmentation algorithms [1,2,4]. Meanwhile, 3D depth images of measured objects can be used for medical electronics to improve the interface familiarity between users and devices [5]. Even for drones flying around a dense downtown area, global mapping and sensing of surrounding obstacles can be greatly enhanced by utilizing 3D depth information [6]. Likewise, 3D depth information can be widely used to achieve the highly accurate object sensing technology of intelligent systems which are essential for solving automation issues in a wide variety of fields.

Among various 3D depth measurement technologies, light detection and ranging (LiDAR) solutions are widely used these days [7–14]. In general, LiDAR systems consist of an illumination source, scanner, optical lens, and photo detector(s) to measure the time-of-flight (ToF) of light signal [7–12]. When the light signal emitted from the illumination source is reflected from the object to the photo detector, a time delay between the emitted light and received light essentially occurs. This time delay is called ToF, which is measured directly by the time-to-digital converter (TDC) or indirectly estimated [12,14]. Direct pulse-based ToF measurement sensors, which are widely used for relatively long range measurement, scan the emitted light signal of a pulse waveform to an object scene using a fast scanner [7–12]. The ToF of the light signal is then directly measured using the TDC circuit whose measurement resolution should be up to picoseconds [12]. Although such a highly precise TDC circuit is possible due to the development of circuit fabrication, the cost is still an issue for direct pulse-based ToF sensors [12].

Alternatively, indirect ToF measurement sensors are also widely used for relatively short range up to 10 m [13–24]. Many indirect ToF measurement sensors utilize an amplitude-modulated continuous wave (AMCW) ToF measurement method. Once the light source is modulated at a specific modulation frequency of usually tens of MHz and illuminated over the entire object scene by diffuser lens, the modulated light signal is then reflected from the object. This reflected light signal is focused by a focusing lens onto the CMOS demodulation pixel array to be demodulated by each pixel [12,14,15,22,23]. At each demodulation pixel, usually four demodulation processes occur at 4 different photogates in the
demodulation pixel with the phase shifted by 0°, 90°, 180°, 270° for each. These 4 demodulated results, known as cross correlated samples, are read and sampled by the readout circuit right after the demodulation process. These cross correlated samples are used to calculate the phase difference between the emitted light and received light, which can be converted into the measured distance. Likewise, many ToF cameras utilize such AMCW method and focal plane array structure which consists of CMOS demodulation pixels [12,14,15,22,23]. These ToF cameras show relatively precise distance measurement performance according to previous research [16,19,20]. Additionally, due to the progress of the CMOS image pixel fabrication process, the price per one image pixel has decreased, making ToF cameras cheaper than direct ToF LiDAR [12,14,17].

However, the measurement precision of conventional ToF cameras has limitations due to the limited demodulation contrast of the demodulation pixel [15,18,22,25]. When photoelectrons are generated by the received light signal in the semiconductor, some of these generated photoelectrons are transported in wrong direction [25]. Such loss of generated photoelectrons results in limited demodulation contrast, which is one of the main causes of distance measurement precision decrease in ToF cameras [15,18,22,25]. Except for demodulation contrast, the small fill factor of demodulation pixels is also a problem which decreases the amount of received light [25]. Additionally, neighboring pixels can interfere with each other, causing an increase in unwanted noise [14,26]. All these limitations related to the demodulation contrast, fill factor, and crosstalk are inevitable in that the demodulation process of conventional ToF cameras depends entirely on the CMOS demodulation pixel array structure.

Meanwhile, the relatively low reflected optical illumination power per one image pixel of ToF cameras also affects the measurement precision. As conventional ToF cameras use a diffuser lens to scatter an illuminated light signal over the entire object scene, the reflected illumination power per one pixel is relatively low [27]. To increase the received optical SNR per one demodulation pixel, the power of the illumination source should be high enough up to 1000 mW, which results in a large consumption of electric energy [22,23,26–31]. Moreover, even if there is enough illumination power, the received optical SNR per one pixel decreases if the image resolution is increased for the same intensity of illumination power. One alternative to improve the received optical SNR per one image pixel of ToF cameras is utilizing a 2D scanning structure with a single photo detector which focuses the total reflected light energy on the single active area of the photo detector. However, this scanning method is not compatible with conventional ToF cameras due to the relatively long integration time per one demodulation pixel up to tens of milliseconds, which results in an extremely low frame rate for scanning over all demodulation pixels [19,27]. Although there exist some types of AMCW ToF scanning sensors, these sensors can be used in limited situations since these sensors can scan the object in only one direction [32,33].

To solve the problems related to the CMOS demodulation pixel array and low received optical SNR of conventional ToF cameras, a novel AMCW ToF scanning sensor platform with a single photo detector, which has been improved from previous works, is proposed and demonstrated in this paper [34]. Compared to the previous work, the measurement properties of the proposed sensor platform are theoretically analyzed in detail in the aspect of demodulation contrast and measurement precision [27,34,35]. Since the demodulation signal of the proposed sensor platform, which utilizes digital-parallel demodulation, has a sinusoidal waveform, the amplitude of cross correlation is not attenuated compared to other ToF cameras of which the demodulation signal has a square waveform [22,23,27,34,36,37]. Additionally, since the demodulation signal of the proposed sensor platform has zero-offset, the offset of cross correlation is attenuated to almost zero, which results in an extremely high demodulation contrast of the proposed sensor platform. Consequently, highly precise distance measurement is feasible using the proposed sensor platform even if the integration time is extremely short. Since all cross correlations based on the digitized signals are calculated in parallel by a real time processor, the acquisition time for one image frame is equal to the product of image resolution (number of pixels) and the integration time of a single pixel for the proposed sensor platform. According to this property, if the integration time is less than one microsecond, the time to acquire one image frame is less than 0.08 sec with QVGA image resolution, which is a moderate speed compared to other conventional ToF cameras [12,19]. Therefore, a 2D scanning structure with a single avalanche photodiode (APD) is adopted for the proposed sensor platform to achieve a high received optical SNR and the elimination of crosstalk with a moderate frame rate. The increased optical SNR and removal of crosstalk also contribute to the improved measurement precision of the proposed sensor platform compared to that of other conventional ToF cameras. In summary, adopting the digital-parallel demodulation method and a 2D scanning structure with single APD together, the proposed sensor platform shows high measurement precision and high quality of a 3D depth map with a moderate frame rate. To validate the proposed sensor platform’s highly precise measurement performance, experiments with various conditions were conducted and are shown in this paper.
This paper is organized as follows: Section 2 describes the general operating principle of conventional ToF cameras. Section 3 describes the working principle and theoretical measurement properties of the AMCW scanning sensor platform proposed in this paper. In Section 4, distance measurement performance and 3D images are demonstrated in various experimental conditions. Section 5 presents the conclusion of this paper.

2. OPERATING PRINCIPLE OF TIME-OF-FLIGHT CAMERAS

The main principle of a general AMCW ToF camera is to measure the time delay between the illuminated light signal and received light signal [12,14,18]. This ToF measurement process requires an illumination source, optical lens, optical detector, and control electronics, as shown in Fig. 1.

Fig. 1. General operating principle of existing ToF measurement cameras

Generally, AMCW ToF cameras utilize a phase correlation method to estimate the phase difference between the illuminated light signal and received light signal, which can be converted into the distance of an object. Specifically, the received light signal is demodulated by CMOS demodulation pixels to acquire several (typically four) cross correlated samples. All related mathematical expressions are as follows [12,18,27,35]:

\[
C(\phi_n) = \lim_{T_{int} \to \infty} \frac{1}{\int_{-T_{int}/2}^{T_{int}/2}} r(t) \cdot s(t + \frac{\phi_n}{2\pi f}) dt, \quad n = 0, ..., 3
\]

\[
A = \sqrt{[C(\phi_0) - C(\phi_2)]^2 + [C(\phi_1) - C(\phi_3)]^2} / 2
\]

\[
B = \frac{C(\phi_0) + C(\phi_1) + C(\phi_2) + C(\phi_3)}{4}
\]

\[
\phi = \arctan\left(\frac{C(\phi_1) - C(\phi_2)}{C(\phi_0) - C(\phi_3)}\right)
\]

where \(C(\phi_n)\) is the cross correlation of signals, \(T_{int}\) is the integration time, \(r(t)\) is the received light signal, \(s(t)\) is the demodulation signal, \(f\) is the modulation frequency, \(\phi_n\) is the phase shift of the demodulation signal which is chosen as \(\phi_0 = 0, \phi_1 = \pi / 2, \phi_2 = \pi, \phi_3 = 3\pi / 2\) for each cross correlation, \(A\) is the amplitude of the cross correlation, \(B\) is the offset of the cross correlation, and \(\phi\) is the phase of the cross correlation. Using the phase in Eq. (4), distance is calculated as follows:

\[
d = \frac{1}{2} \cdot \frac{c \cdot \phi}{2\pi f}
\]
where $c$ is the velocity of light and $f$ is the modulation frequency. This AMCW method is widely used for various ToF cameras, such as Kinect V2, SR series, and PMD series [16,19,24]. Due to the progress of CMOS sensor fabrication, a relatively high measurement precision and cheap price have become feasible for ToF cameras [12,14,17]. However, there are still limitations related to the demodulation contrast and fill factor of pixels in ToF cameras, which results in reduced measurement precision [15,18,22,25]. Additionally, as many types of ToF cameras utilize a focal plane array structure which consists of a number of demodulation pixels, unwanted crosstalk from each pixel inevitably occurs, which results in a fixed pattern noise on a 3D depth image [14,26]. Meanwhile, to illuminate light over the entire object scene using a diffuser, an approximately 1000 mW illumination source should be adopted, leading to high electric energy consumption and low received optical SNR per one demodulation pixel [22,23,26–31]. To eliminate these measurement limitations, the overall optical structure of the platform should be modified.

This paper suggests a scanning type AMCW ToF sensor platform which utilizes a four tap digital-parallel demodulation in contrast to the previous sequential demodulation scheme. A detailed description of this proposed sensor platform is presented in next section.

3. AMCW TOF SCANNING SENSOR PLATFORM BASED ON DIGITAL-PARALLEL DEMODULATION

3.1 Working principle of AMCW ToF scanning sensor platform based on digital-parallel demodulation

A novel 2D scanning type AMCW ToF sensor platform with a single photodetector is developed using a digital-parallel demodulation process to eliminate the limitations of conventional ToF cameras described in Section 2. The block diagram of the proposed AMCW ToF sensor platform is presented in Fig. 2.

![Block diagram of AMCW ToF scanning sensor platform based on digital-parallel demodulation](image)

Two function generators (NI-PXI-5404, 5406) are synchronized by an internal clock embedded in the chassis (NI-PXIe-1082) at a modulation frequency of 31.25 MHz to generate sinusoidal electric signals. One of the sinusoidal electric signals is transmitted to the laser diode module (Thorlabs, TCLDM9) to modulate the laser diode with a wavelength of 852 nm (Thorlabs, M9-852-0100). This sinusoidal electric signal is combined with the DC offset electric signal from the laser controller (Arroyo instruments, ComboSource 6340) in the bias T circuit which is inside of the laser diode module. This combined sinusoidal electric signal with DC offset is directly transmitted to the laser diode. From the laser diode, a...
modulated laser signal is directly illuminated to the collimation lens (Thorlabs, A240TM-B). This collimated laser signal is p-polarized by the HWP (Thorlabs, WPH10M-850) to pass through the PBS. After passing through the PBS (Thorlabs, CCM1-PBS252), the polarization status of the laser signal is converted into circular status by the QWP (Thorlabs, WPQ20ME-850-SP). This laser signal is scanned on the object in horizontal and vertical directions by a two-axis scanner (Thorlabs, GVS 012). The scanned laser signal is then reflected back to the sensor platform following the same optical path to reach PBS. Parts of this reflected laser signal are directly focused on the active area of APD (Thorlabs, APD120A) by the focusing lens (Thorlabs, LA4725-B) and tilting mirror (Thorlabs, BB1-E03). Meanwhile, a fast digitizer (NI-PXIe-5160) digitizes the laser signal received by APD and demodulation signal from the other function generator using two channels at a sampling frequency of 625 MHz. These digitized signals are transmitted to the real-time processor (NI-PXIe-8880) by internal communication of the chassis to be used for the calculation of four cross correlated samples using Eq. (1). When four cross correlated samples are calculated, all these calculations are processed in parallel by real-time LabVIEW software. All the processes related to signal digitization and calculation of cross correlated samples are referred to as the digital-parallel demodulation process in this work. To generate a 3D depth map, scanning angles of a two-axis scanner are also transmitted to a real-time processor after being digitized by the DAQ module (NI-PXIe-7868R). At the final step, a real-time processor constructs an amplitude map and 3D depth map, and this 3D information is displayed on the host PC.

The 2D scanning structure with a single APD, shown in Fig. 2, has some structural advantages compared to the focal plane array structure as follows. Since a 2D scanning structure focuses the entire illuminated light signal on the specific point of object, the power of the reflected laser signal per one image pixel is increased. Additionally, since the reflected laser signal is completely focused on the active area of a single APD, there is very little optical energy loss of the reflected laser signal, which is not feasible for other ToF cameras due to fill factor limits. Based on such focusing properties, the 2D scanning structure with a single APD resultantly improves the received optical SNR per image pixel compared to that of the focal plane array structure with the same optical illumination power [7–10]. Additionally, as there is just one photodetector, there is no neighbor pixels in the system. This means that there is no crosstalk by neighbor pixels, which can suppress the fixed pattern noise frequently shown in other ToF cameras [14,26]. However, this 2D scanning structure is not compatible with conventional ToF cameras due to the relatively long integration time per one demodulation pixel up to tens of milliseconds, which results in an extremely low frame rate for scanning over all demodulation pixels. [19,27]. On the other hand, the AMCW ToF sensor platform proposed in this paper is compatible with 2D scanning structure due to the extremely short integration time of the digital-parallel demodulation method. The overall description of the digital-parallel demodulation method is shown in Fig. 3.

![Fig. 3. Schematic of digital-parallel demodulation process using an APD signal and demodulation signal to acquire the amplitude, offset, and phase of cross correlated samples](image-url)
According to Fig. 3, the digitizer transmits each APD signal and demodulation signal to the real time processor with sampling period $\Delta t$. The demodulation signal is then duplicated four times, being phase shifted by $0^\circ, 90^\circ, 180^\circ, 270^\circ$ for each in the real time processor. After four demodulation signals are generated in the digital domain, all cross correlations are calculated in parallel and in real time by the processor, as shown in Fig. 3. Using these 4 cross correlations, the phase is finally calculated using Eq. (4). This digital-parallel demodulation process is compatible with 2D scanning structure in that integration time can be radically decreased by controlling the length of the digitized signal to result in a moderate frame rate. Additionally, since all four cross correlations are calculated in parallel and in real time, only one integration time is enough for one distance measurement. Consequently, time to acquire one image frame of the proposed AMCW ToF scanning sensor platform is almost same as the product of image resolution (number of pixels) and integration time per pixel. Specifically, if the integration time is set to 800 nsec and image resolution is in QVGA for each, the time to acquire one image frame is approximately 0.0614 sec, which is a moderate speed compared to that of other ToF cameras [19,27]. Based on this digital-parallel demodulation process, the sensor platform proposed in this paper utilizes a 2D scanning structure with a single APD, as shown in Fig. 2, to take advantage of the improved measurement precision related to the optical structure.

Meanwhile, except for the structural advantages of the 2D scanning structure with single APD, AMCW ToF scanning sensor platform in Fig. 2 has another advantage related to the demodulation contrast. This property is explained in detail in Section 3.2.

### 3.2 Analysis of digital-parallel demodulation method using Fast Fourier Transform

As described in the previous section, the digital-parallel demodulation process utilizes the digitization of the received laser signal and demodulation signal to calculate four cross correlated samples in parallel using a real time processor. This correlation in the digital domain has strong advantages because demodulation contrast is extremely high. To analyze the demodulation contrast of the proposed sensor platform, signal analysis was conducted, as described in Fig. 4.
The experimental conditions of Fig. 4 are as follows: the record length for each signal is 10,000, the number of data points for Fast Fourier Transform (FFT) is 16,384, the modulation frequency is 31.25 MHz, the peak-to-peak value of the sinusoidal demodulation signal is close to 1, the sampling rate is 625 MHz, the measured distance is about 1.3 m, and the measured object is white paper. The received laser signal in Fig. 4(a) is the actual received laser signal digitized as shown in Fig. 2. The spectrum of the received laser signal shows that the intensity of the spectrum at 0 MHz and 31.25 MHz is 0.572 and 0.526, respectively. The sinusoidal demodulation signal shown in Fig. 4(b) is also an actual digitized demodulation signal which is generated by the function generator shown in Fig. 2. The corresponding FFT spectrum of the sinusoidal demodulation signal shows that there is an extremely low offset of approximately 0.0099 at 0 MHz and a peak value of about 0.4704 at 31.25 MHz. Using these digitized signals based on the process shown in Fig. 3, the offset of cross correlation is attenuated to about 0.0057 according to the convolution theorem [38]. This indicates that the demodulation contrast for this case is extremely high compared to that of conventional ToF cameras, of which demodulation contrast is generally up to 0.60 [22,25,27]. The demodulation contrast is defined as follows: [15,25,27].

\[ C_{\text{demodulation}} = \frac{A}{B} \]  

where \( C_{\text{demodulation}} \) is the demodulation contrast and \( A \) and \( B \) are defined in Eqs. (2) and (3). According to Eq. (6), the demodulation contrast calculated using the received laser signal and sinusoidal demodulation signal in Fig. 4 is about 43.2203. In conventional ToF cameras, which use CMOS demodulation pixels, the demodulation contrast cannot be higher than 1 due to the offset terms of the square wave demodulation signal. However, by attenuating the DC offset term of the demodulation signal to almost zero, it is possible to increase the demodulation contrast extremely high, up to 43.2203 in this experiment, using the digital-parallel demodulation method with a sinusoidal demodulation signal, as shown in Fig. 4(b). Since the measurement precision is proportional to the demodulation contrast, this digital-parallel demodulation method directly improves the measurement precision, which is validated by the experimental results shown in Section 4.

Meanwhile, the other demodulation signal shown in Fig. 4(c) is the ideal square waveform which corresponds with the demodulation method based on the conventional CMOS demodulation pixel. Since the status of electron storages in the demodulation pixel is changed with an on-off control, the demodulation signal of conventional ToF cameras are the same with the square waveform, as shown in Fig. 4(c) [22,23,27,36,37]. The peak-to-peak value of this signal is also set to exactly 1. According to Fig. 4(c), the ratio of the spectrum intensity at the modulation frequency of 31.25 MHz to that at 0 MHz is about 0.623, which matches the results of previous research works [27]. This tendency is due to the attenuated intensity of the FFT spectrum at 31.25 MHz, which is about 0.3119. Consequently, the amplitude of cross correlation using the square waveform demodulation signal is also decreased compared to the sinusoidal demodulation signal case. According to Eq. (6), the demodulation contrast in this case is about 0.5736, which is quite close to the previous research results [22,25,27].

By analyzing each signal and FFT spectrum, it is shown that digital-parallel demodulation overwhelms other ToF cameras in terms of the demodulation contrast due to the zero-offset and non-attenuated amplitude of cross correlation.
This extremely efficient demodulation characteristic directly improves the measurement precision, even if the integration time is less than 1 microsecond, which is experimentally validated in Section 4.

3.3 Shot noise-limited distance measurement noise model

Random noises, such as photon shot noise, dark current noise, and thermal noise, inevitably affect the distance measurement precision of ToF cameras [18,25,27]. These random noises also exist in the proposed AMCW ToF scanning sensor platform as APD is used to detect the laser signal. Based on this fact, the distance measurement noise model of the proposed sensor platform can be expressed following the results of other previous works, as follows [18,27,35]:

\[
\Delta L = \left( \frac{c}{4f} \right) \cdot \left( \frac{1}{\sqrt{8}} \right) \cdot \sqrt{\frac{B + N_{\text{pseudo}}}{A}}
\]  

(7)

where \( \Delta L \) is the distance measurement noise which is same as the estimated standard deviation of measured distances, \( A \) is the number of photoelectrons generated by the amplitude of the modulated light source which is proportional to the amplitude of cross correlated samples, \( B \) is the number of photoelectrons generated by the offset of the modulated light source and ambient light, which is proportional to the offset of cross correlated samples, and \( N_{\text{pseudo}} \) is the number of electrons which are generated by dark current noise, thermal noise, etc.

For the simplicity of model expression, all digitized signals are assumed to be sinusoidal waveforms. The received laser signal and demodulation signal, which are digitized as shown in Fig. 2, are expressed as follows:

\[
r(t) = R \cdot \sin(2\pi ft - \varphi) + R_{DC}
\]

(8)

\[
s(t) = M \cdot \sin(2\pi ft + \varphi_s) + M_{DC}, \quad n = 0,\ldots,3
\]

(9)

where \( r(t) \) is the received laser signal, \( s(t) \) is the demodulation signal, \( R \) is the amplitude of the received laser signal, \( R_{DC} \) is the offset of the received laser signal, \( M \) is the amplitude of the demodulation signal, and \( M_{DC} \) is the offset of the demodulation signal.

Using the above digitized signals, the cross correlated sample can be expressed as follows:

\[
C(\varphi_s) = \frac{1}{T_{\text{int}}} \int_0^{T_{\text{int}}} ((R \cdot \sin(2\pi ft - \varphi) + R_{DC}) \cdot (M \cdot \sin(2\pi ft + \varphi_s) + M_{DC})) dt
\]

(10)

where \( T_{\text{int}} \) is the integration time of the digital-parallel demodulation process.

From mathematical properties of trigonometric functions, the above cross correlation can be expressed as follows:

\[
C(\varphi_s) = \frac{R \cdot M}{2} \cdot \cos(\varphi - \varphi_s) + R_{DC} \cdot M_{DC} + \int_0^{T_{\text{int}}} (R \cdot M_{DC} \cdot \sin(2\pi ft - \varphi)) dt
\]

\[
+ \int_0^{T_{\text{int}}} (R_{DC} \cdot M \cdot \sin(2\pi ft + \varphi_s)) dt - \int_0^{T_{\text{int}}} \left( \frac{R \cdot M}{2} \cdot \cos(4\pi ft - \varphi - \varphi_s) \right) dt
\]

(11)

If \( T_{\text{int}} \) is fixed as the integer multiple of the demodulation signal period, the integral terms in Eq. (11) are eliminated. Using this property, cross correlated samples and related parameters are given as follows:

\[
C(\varphi_s) = \frac{R \cdot M}{2} \cdot \cos(\varphi - \varphi_s) + R_{DC} \cdot M_{DC}
\]

(12)
\[ A = \sqrt{\frac{(C(\phi_k) - C(\phi_x))^2 + (C(\phi_y) - C(\phi_z))^2}{2}} = \frac{R \cdot M}{2} \]  

(13) 

\[ B = \frac{C(\phi_k) + C(\phi_y) + C(\phi_z) + C(\phi_x)}{4} = R_{DC} \cdot M_{DC} \]  

(14) 

Meanwhile, the number of electrons in Eq. (7) has a physical relation with the total received energy by APD, energy of one photon, and quantum efficiency, as follows [27]:

\[ \hat{A} = P_{amp} \cdot T_{int} \left( \frac{hc}{\lambda} \right) \cdot QE(\lambda) \]  

(15) 

\[ \hat{B} = P_{offset} \cdot T_{int} \left( \frac{hc}{\lambda} \right) \cdot QE(\lambda) \]  

(16) 

where \( P_{amp} \) is the average received power generated by the amplitude of the modulated laser, \( P_{offset} \) is the average received power generated by the offset of the modulated laser and other noise sources, \( h \) is the Planck constant, \( \lambda \) is the wavelength of the modulated laser whose value is 852 nm, and \( QE(\lambda) \) is the quantum efficiency of APD.

The average power of both Eqs. (15) and (16) can be replaced by the parameters related to the assumed signal model and APD parameters as follows [39]:

\[ P_{amp} = \frac{R}{R_M(\lambda) \cdot G} \]  

(17) 

\[ P_{offset} = \frac{R_{DC}}{R_M(\lambda) \cdot G} \]  

(18) 

where \( R_M(\lambda) \) is the responsivity of APD with a value of 23 A/W at the wavelength of 850 nm, \( G \) is the transimpedance gain of the amplifier in the APD module with a value of 100 kV/A.

By substituting Eqs. (15), (16), (17), (18) into Eq. (7), Eq. (7) is alternatively expressed as follows:

\[ \Delta L = \left( \frac{c}{4f} \right) \left( \frac{1}{\sqrt{8}} \right) \frac{\sqrt{R_{DC} \cdot R_M(\lambda) \cdot G \cdot hc}}{R \cdot T_{int} \cdot \lambda \cdot QE(\lambda)} \]  

(19) 

In Eq. (19), the responsivity of APD can be substituted by the quantum efficiency using the following [40]:

\[ R_M(\lambda) = \bar{M} \cdot QE(\lambda) \cdot \frac{q \lambda}{hc} \]  

(20) 

where \( \bar{M} \) is the multiplication gain of APD with a value of 50 and \( q \) is the elementary charge of the electron.

By combining Eq. (19) with Eqs. (13), (14) and (20), the shot noise-limited measurement precision model can be given in terms of the amplitude and offset of the cross correlated samples as follows:

\[ \Delta L = \left( \frac{c}{4f} \right) \frac{M \cdot G \cdot q \cdot \bar{M}}{2 \sqrt{T_{int} \cdot M_{DC}}} \left( \frac{A}{\sqrt{B}} \right)^{-1} \]  

(21) 

where \( M \) is fixed as 0.4704 in voltage and \( M_{DC} \) is fixed as 0.0099 in voltage, for this study, using the demodulation signal shown in Fig. 4(b). Other parameters are explained in the above equations. According to Eq. (21), the distance measurement precision can be estimated if the integration time, the amplitude and offset of the cross correlated samples
are known. Uncertainties would exist in Eq. (21) since digitized signals are assumed in ideal sinusoidal waveforms among other unconsidered parameters; however, as experimental conditions become closer to the shot noise-limited case, the estimation of measurement precision based on this model also becomes much more accurate. This tendency is validated in the experimental results shown in the next section.

4. EXPERIMENTAL VALIDATION OF AMCW TOF SCANNING SENSOR PLATFORM

4.1 Analysis of distance measurement performance

To analyze the distance measurement precision of the proposed AMCW ToF scanning sensor platform, 2,000 data samples were acquired for each reference distance using the reflectance target [41]. Each data sample consists of the measured distance, the amplitude and offset of cross correlated samples. For all experimental conditions in this work, some factors are fixed as follows: the optical illumination power of the laser diode as 30 mW, the frequency of the modulation and demodulation signals as 31.25 MHz, and the environment of measurement condition as bright room (300 lux). Other factors, such as the integration time and measured objects, are changed based on each purpose of the experimental situation. The actual sensor platform and measured reflectance targets are shown in Fig. 5.

![Actual sensor platform-optical structure](image1)

![Reflectance target](image2)

Fig. 5. Actual sensor platform and Lambertian reflectance target

Using the sensor platform and reflectance targets shown in Fig. 5, a data set of 2,000 samples measured at specific distance using 95% reflectance target is shown as an example in Fig. 6.
As shown in Fig. 6, 2,000 data samples are arranged in the order of acquired time, as shown on the left-hand side of the figure, and each corresponding histogram is shown on the right-hand side of the figure. The experimental conditions shown in Fig. 6 are set as follows: the integration time as 16 µsec, a reference distance of 1.5 m, and the reflectivity of the target as 95 %. According to Fig. 6, the distribution of 2,000 data samples for each measured distance, amplitude and offset of cross correlated samples fits well with Gaussian distribution, which is reasonable according to previous research results [35]. In the plots of the sample series of data in Fig. 6, there are temporal deviations for each data point, which are mainly affected by the photon shot noise, dark current noise and laser modulation instability [14,17]. Some seasonal fluctuations, indicated by the red lines in the data sample plots of Fig. 6, exist due to the fluctuation of laser modulation and external disturbances, such as ambient light [14,17]. These seasonal fluctuations are expressed using the moving average filter of which the size is 100 in this work. However, as shown in the measured distance data, the standard deviation of seasonal fluctuation is about 0.072 mm, which is much less than that of the measured distance whose value is approximately 0.628 mm. Meanwhile, the average measured distance is about 1.48 m, which has a difference of 2 cm compared to the reference distance. This measurement error is mainly contributed to the ambient light, stray light, and surface property of the measured object [14,17,20,42]. Such measurement error is generally compensated for by using a look-up table according to other research works [14,17,42]. In this work, the main analysis target is confined to the random noises of the proposed sensor platform, which are directly related to the measurement precision.

Following the experimental process shown in Fig. 6, physically important indices related to the measurement precision, such as the standard deviation of the measured distance, the average amplitude and offset of cross correlated samples are analyzed under various experimental conditions. The experimental conditions are controlled by the reflectivity of the target and the integration time of one distance measurement. The analysis of measured data with a different reflectance target is shown in Fig. 7.
Fig. 7. Measured data (standard deviation, measured distance noise, amplitude and offset of cross correlated samples) along the reflectance distance using 95 %, 50 %, and 20 % reflectance targets with the integration time of 16 µsec.

As shown in Fig. 7, the experimental conditions are fixed as follows: the integration time per one distance measurement as 16 µsec, measurement range up to 3 m with an interval of 20 cm, target reflectivity of 20 %, 50 % and 95 % with Lambertian surface. For the 20 % reflectance target, the data is acquired up to 2.5 m due to the low received laser power. For 95 % and 50 % reflectance targets, different minimum measurement ranges are set due to the saturation of APD. According to Fig. 7(a), the standard deviation has a tendency to increase monotonically along the reference distance regardless of the reflectivity of the target, which is also shown in other ToF cameras [16,22,27]. The maximum standard deviation of each 95 % and 50 % reflectance target is about 1.3 mm and 1.7 mm, respectively, at the reference distance of 2.9 m. For the target of 20 % reflectance, the maximum standard deviation is about 2.28 mm at the reference distance of 2.4 m. Compared to the standard deviation, the amplitude and offset of cross correlated samples are decreased along the reference distance. The minimum amplitude is 0.035, 0.021 and 0.014 in the dimension of square of voltage for each reflectance target of 95 %, 50 %, and 20 %, respectively. Meanwhile, the offset value is extremely low compared to the amplitude due to the digital-parallel demodulation, as explained in Section 3.2. Except for these indices, measured distance noise is also given, which is defined as follows [37,43]:

$$\delta = \frac{\Delta L}{L} \cdot 100 \%$$ (22)
where $\delta$ is the measured distance noise in percentage, $L$ is the reference distance, and $\Delta L_m$ is the standard deviation of the measured distance. According to Fig. 7(b), the maximum value of the measured distance noise is 0.046 %, 0.059 % and 0.095 % for each reflectance target of 95 %, 50 % and 20 %, respectively. Consequently, Fig. 7(b) shows that, as the reflectivity of the target increases, the measurement precision is improved since the amount of received laser is increased.

In addition to changing the reflectivity of the object target, the effects of integration time per one distance measurement were also analyzed, as shown in Fig. 8.

Fig. 8. Measured data (standard deviation, measured distance noise, amplitude and offset of cross correlated samples) along the reference distance using a 95 % reflectance target with different integration times of 800 nsec, 1.6 $\mu$sec, and 8 $\mu$sec for each.

As shown in Fig. 8, the experimental conditions are fixed as follows: integration time per one distance measurement as 800 nsec, 1.6 $\mu$sec, and 8 $\mu$sec, the measurement ranges from 1.5 m to 3.5 m, and the reflectance target fixed as 95 %. Other conditions are the same as previous experiments. According to Fig. 8(a), the maximum value of standard deviation is 7.96 mm, 5.16 mm and 2.16 mm for each integration time of 800 nsec, 1.6 $\mu$sec and 8 $\mu$sec, respectively, at the reference distance of 3.5 m. The tendency of variation of each physical index along the reference distance is similar with that of Fig. 7. However, the variation of each amplitude and offset of cross correlated samples along the integration time is extremely low compared to the different reflectivity case. Regardless of the value of integration time, the integration term in Eq. (10) is averaged by the length of integration time, which results in nearly the same correlation results. Consequently, there is a relatively small deviation of amplitude and offset at a specific reference distance due to the other
error sources, such as the seasonal fluctuation of amplitude and offset, which are shown in Fig. 6. In Fig. 8(b), the measured distance noise defined in Eq. (22) is also given. The maximum measured distance noise is 0.272 %, 0.158 %, and 0.065 % for each integration time of 800 nsec, 1.6 µsec and 8 µsec, respectively. According to the results in Fig. 8, the proposed AMCW ToF sensor platform shows a relatively high precision of distance measurement with extremely low integration time, whose value is less than 1 µsec. Other conventional ToF cameras have a measurement distance noise and integration time that is usually larger than 0.5 % and tens of milliseconds [19,27].

Meanwhile, the comparison of the real standard deviation of measured distance and the measurement precision model defined in Eq. (21) is shown in Fig. 9.

As shown in Fig. 9, the measured standard deviation and the value of the corresponding model in Eq. (21) are given along the reference distance using the target of 95 % reflectivity. The integration time is fixed as 16 µsec, as shown in Fig. 9, and both the measured standard deviation and corresponding model’s value monotonically increase from 1.5 m to 3.5 m. Meanwhile, the absolute model error, which is shown in Fig. 9(b), is defined as the absolute difference between the measured standard deviation and the model. According to Fig. 9(b), at the region of reference distance above 2.7 m, the absolute model error shows a tendency to increase. This tendency can be explained mainly by the discrepancy between the signal model in Eq. (8) and the real digitized signal waveforms. Unlike the assumption of the signal model in Eq. (8), there are other external disturbances, such as stray light from the optical lens and ambient light from external illumination sources, which results in distorted pseudo sinusoidal signals received by APD. As the reference distance increases, the ratio of such external disturbances to the amplitude of the received laser signal increases, which results in an increased discrepancy of the measurement precision model. However, the maximum value of the absolute model error is less than 0.50 mm, which still justifies the measurement precision model in Eq. (21). Meanwhile, the maximum absolute error (MAE) of the precision model shown in Fig. 9 is about 0.1996 mm, which also shows the validity of the measurement precision model in Eq. (21). This validity means that the measurement characteristic of the proposed AMCW ToF scanning sensor in this work is quite close to the shot noise-limited condition.

4.2 Comparison of measurement precision with conventional ToF cameras

To compare the measurement precision of the proposed AMCW ToF scanning sensor platform to other existing ToF cameras, a figure of merit (FoM) is defined based on the related works done by Kim et al [36] and Keel et al [37] as follows:

$$\text{FoM} = \frac{\text{illumination power} \times \text{frame acquisition time}}{\text{pixel number}} \times \text{measured distance noise}$$  \hspace{1cm} (23)
where frame acquisition time is the consumed time per one image frame acquisition which is the same as the inverse of the frame rate. The measured distance noise is defined in Eq. (22). The product of optical illumination power and frame acquisition time is the same as the total illuminated optical energy per one image frame. By dividing this total illuminated optical energy by the number of pixels in frame, the average illuminated optical energy per one pixel during one image frame acquisition is given. This average illuminated optical energy per one pixel is multiplied by the measured distance noise to define FoM in Eq. (23). This FoM is used to compare the proposed AMCW ToF sensor platform to other widely used existing ToF cameras, as shown in Table 1 [19,20,22,23,28,36,37,44].

### Table 1
Comparison of the proposed sensor platform to other existing ToF cameras

| ToF sensor model          | Image resolution | Frame acquisition time (1/frame rate, sec) | Wavelength (nm) | Illumination power (mW) | Modulation frequency (MHz) | Measurement precision (mm) / distance noise (%) | FoM (nJ/pixel) |
|---------------------------|------------------|--------------------------------------------|-----------------|--------------------------|-----------------------------|-------------------------------------------------|---------------|
| SR-3000 [20]              | 176 x 144        | 0.04                                       | 850             | 800 (assumption)         | 20                          | 19 / 2.375 @ 0.8 m                                | 2998          |
| SR-4000 [19]              | 176 x 144        | 0.0185                                     | 850             | 800 (assumption)         | 15.30                       | 8 / 0.5 @ 1.60 m                                  | 291.98        |
| PMD[vision]-19k [19,22]   | 160 x 120        | 0.0667                                     | 870             | 4000                     | 20                          | 7.5 / 0.5 @ 1.50 m                                | 6947          |
| PMD-camcube 3.0 [19]      | 200 x 200        | 0.0667                                     | 870             | 800 (assumption)         | 21                          | 8 / 0.5 @ 1.60 m                                  | 667           |
| PMD-camera module [23]    | 172 x 224        | 0.01                                       | 940, 850        | 1000                     | Not specified               | 1.5 / 0.15 @ 1 m                                  | 38.933        |
| Kinect V2 [28,44]         | 512 x 424        | 0.0333                                     | 850             | 1000                     | multiple                    | 2.18 / 0.145 @ 1.50 m                              | 22.24         |
| Kim et al [36]            | 320 x 240        | 0.0167                                     | 855             | 1340                     | 10-100                      | 0.54 % @ 0.75-4 m                                 | 157.35        |
| Keel et al [37]           | 640 x 480        | 0.0167                                     | 940             | 2000                     | 10-150                      | 0.30 % @ 1.50 m                                   | 32.617        |
| This work                 | 320 x 240        | 0.614                                      | 852             | 30                       | 31.25                       | 0.84 / 0.056 @ 1.50 m                              | 13.44         |

The parameters of the proposed sensor platform in this paper, such as image resolution and integration time, are variable. These variable parameters are fixed with reasonable values considering the speed limits of the two-axis scanner used in this paper. The image resolution is fixed as QVGA (320 x 240), and the integration time per pixel is fixed as 8 μsec so that the frame acquisition time (product of the number of pixels and the integration time per pixel) is fixed as 0.614 sec. Meanwhile, for each ToF sensor model, the illumination power is presented based on the other research works [19,20,22,23,26,28,30,31,36,37,44]. Since there is no information on the illumination power for the PMD-camcube 3.0 model, the illumination power for this model is assumed as 800 mW, which is the lowest power compared to other ToF cameras. For the SR series in Table 1, the illumination power is also assumed as 800 mW which is reasonable value according to other previous research results [26,30,31]. Other physical parameters are presented in Table 1. According to Table 1, the FoM of this work is the lowest compared to those of other ToF cameras. This means that, for the same measurement precision, the required optical illumination energy per one image pixel of the sensor platform in this work is lowest compared to that of other ToF cameras. Namely, if the optical illumination energy per one image pixel is the same for all ToF sensor models in Table 1, the proposed sensor platform shows the most precise measurement performance. Such highly efficient measurement performance is mainly caused by the extremely high demodulation contrast and high received optical SNR per one image pixel of the proposed sensor platform, which have been previously explained in Section 3.1 and 3.2.

### 4.3 Analysis of 3D depth images

3D depth maps and corresponding amplitude maps are captured under various experimental conditions to demonstrate the measurement performance of the proposed AMCW ToF scanning sensor platform. Before analyzing a complex scene with multi objects, a single object is captured and analyzed. A raw 3D depth point cloud of a single object and the related measurement error are shown in Fig. 10.
The red cylinder in Fig. 10(a) is the point cloud of the reference model which is a cylinder with a radius of 5 cm located at the distance of about 1.88 m. The reference model of the cylinder generated by simulation is aligned with the measured point cloud using the Iterative Closest Point (ICP) algorithm [16]. There are 40,000 measured points in the point cloud, as shown in Fig. 10(a), as the image resolution is set as 200 by 200 in this measurement condition. The integration time per one image pixel in this experiment is set as 800 nsec. For each measured point, the absolute distance between the measured point and corresponding reference model point is calculated and shown as the histogram in Fig. 10(b) [16]. This histogram shows that the maximum value of the absolute distance error is less than 14 mm, which is much smaller than that of Kinect V2 which is larger than 40 mm according to the work of A.Corti et al [16]. Consequently, the proposed AMCW ToF scanning sensor platform shows an improved measurement accuracy compared to the Kinect V2, although the distance of the object in this experiment is longer than that shown in the work of A.Corti et al [16].

Meanwhile, to analyze the complex scene of multi-objects using the proposed AMCW ToF scanning sensor platform, multiple 3D depth maps and corresponding amplitude maps are captured. One of the multi-object scenes is shown in Fig. 11.
All depth and amplitude maps in Fig. 11(a)-(c) are raw images which are not post-processed using spatial filters such as an edge denoising filter [45]. These raw depth and amplitude maps are captured at QVGA resolution with the integration time of 800 nsec per pixel. As shown in Fig. 11(a) and (c), the overall contour and features of busts are well presented in the raw depth map. The plane behind the busts is also well represented as a flat surface, as shown in Fig. 11(a) and (c). In the amplitude map, as the measured object becomes closer to the sensor platform, the amplitude increases as the power of received light is inversely proportional to the square of the object distance [27]. Meanwhile, the checkboard pattern is presented in the amplitude map in Fig. 11(b), which is due to the different reflectivity of surface texture, as shown in the background of the actual object scene in Fig. 11(d). This checkboard pattern is not found in the depth map in Fig. 11(a), which means that the proposed sensor platform has robustness in distance measurement against relatively small amplitude variation due to the reflectivity of the object.

To analyze the 3D depth map and corresponding amplitude map more specifically, two intrinsic parameters: the integration time and the image resolution, are controlled. Specifically, 3D depth and amplitude maps are captured with the same image resolution and measurement object scene for each integration time per pixel: 800 nsec and 16 μsec. Related results are shown in Fig. 12 and 13.
Fig. 12. 3D depth map, amplitude map, and actual object scene, in QVGA resolution with the integration time of 16 µsec.

Fig. 13. 3D depth map, amplitude map in QVGA resolution with the integration time of 800 nsec.
Fig. 12 shows the frontal and side view of the 3D depth map, the amplitude map, and the actual object scene. All 3D images are raw data with no processed spatial filter. In the 3D depth map, overall contour and features of busts and other objects, such as background plane, characters, wooden statue, and flowers, are well expressed. One distinguished point compared to the depth map of Fig. 11 is the checkboard pattern at the bottom horizontal line of the background plane in the 3D depth map. This pattern occurs due to the abrupt reflectivity variation of the surface. Unlike other parts of the background plane, the bottom side is not covered by white paper, as shown in the actual object scene photograph in Fig. 12(d), which results in an abrupt reflectivity variation along the horizontal line at the bottom of the background plane. This means that a distance measurement error inevitably occurs if the reflectivity variation exceeds a specific threshold, which is also shown in other widely used ToF cameras [14,17,42]. There is also a phase ambiguity issue in the bottom left side of the frontal view (dark blue) of the 3D depth map in Fig. 12(a). This phase ambiguity also occurs mostly due to the limitation of the single frequency modulation method. To solve this phase ambiguity problem, many related research works have already been presented using multiple frequency modulation, which is beyond the scope of this paper [46]. Except for the amplitude related error and phase ambiguity error, other critical distance measurement errors are not present in Fig. 12(a) and (c). Meanwhile, in the amplitude map, although the leaves and flowers are located close to each other, the amplitude values for each part are quite different. However, the effect of such amplitude difference on the distance measurement is not considerable, as shown in the 3D depth map of Fig. 12(a) and (c), which indicates the robustness of distance measurement of the proposed sensor platform.

The actual object scene shown in Fig. 12(d) is also used to capture 3D images using different integration times, as shown in Fig. 13. The main difference of the 3D depth maps of Fig. 13(a) compared to that of Fig. 12(a) is that there are some blurs at the region of flowers. This blur-like imaging is due to the relatively poor measurement precision as the integration time of Fig. 13 is 800 nsec which is extremely low compared to that of Fig. 12. As integration time decreases, the measurement precision also decreases, as shown in Fig. 8. Although there are some blurs in the flowers, there are no specific problems related to the measurement precision in other regions of the depth map, such as busts, the wooden statue and characters. Other characteristics of the 3D images in Fig. 13 can be explained in the same way as Fig. 12. By comparing each 3D image using different integration time, it is clear that as integration time increases, the 3D images become more precise; however, the processing time per one image frame also becomes longer.

The image resolution is also changed to capture the same object scene, as shown in Fig. 14.
Fig. 14. 3D depth map, amplitude map in VGA resolution with the integration time of 800 nsec.

All measurement conditions in Fig. 14 are the same as Fig. 13 except for the image resolution scale: VGA (640 × 480). As shown in Fig. 14, image quality in the aspect of spatial resolution has been improved and the overall image maps look much clearer compared to the QVGA maps. Volumetric features, such as the nose and eyes of busts and flowers, look much clearer than that of Fig. 13. However, there are still blur-like noises in the region of the flower, which can be improved by increasing the integration time. Meanwhile, as the image resolution increases, the amplitude map also looks sharper compared to that of Fig. 13, although no spatial filter is applied. In contrast, as image resolution increases, the frame rate inevitably decreases. To lower the frame acquisition time per one image frame, the integration time should be decreased, which has a trade-off relationship with the measurement precision. However, in these experiments, the optical power of laser source is only 30 mW, which means that the frame rate can be improved as well maintaining the precision by increasing the optical power of the laser source.

All these image resolutions and integration times per pixel can be flexibly chosen in the proposed sensor platform. This means that an extremely high super image resolution of a 3D depth map is also achievable. Using the proposed sensor platform, the FHD (1920 × 1080) image resolution of the 3D depth map is validated, as shown in Fig. 15.
In Fig. 15, the integration time per pixel is 800 nsec and the image resolution is in FHD (1920 × 1080) scale for each. The details of the busts are extremely well presented in the 3D depth maps, as shown in Fig. 15(a) and (c). Even the phrase ‘JULIEN de MEDICIS’ is clearly expressed in the 3D depth map of the bust, as shown in Fig. 15(a) and (c). Additionally, these very high resolution depth images can also express the stem of the leaves and detailed contours of the flowers, as shown in Fig. 15(e). These extremely precise and high resolution depth measurement results are achievable using the AMCW ToF sensor platform proposed in this paper, which is not feasible using other existing ToF cameras whose a maximum image resolution is in VGA scale [37]. These extremely precise, super resolution depth images in Fig. 15 indicate the strong advantages of the proposed sensor platform over other existing ToF cameras.

In summary, by changing the integration time and image resolution, a 3D depth map and corresponding amplitude map are analyzed. As the integration time increases with the same image resolution, 3D images become much more precise; however, the processing time per one image frame increases. Meanwhile, as the image resolution increases, the volumetric features of objects become much clearer as shown in Fig. 16, which also induces an increased frame acquisition time.
CONCLUSION

In this paper, a novel AMCW ToF scanning sensor platform based on digital-parallel demodulation is demonstrated. According to the experimental results, the proposed sensor platform shows the most efficient distance measurement performance compared to other ToF cameras in the aspect of FoM which is defined by the optical illumination energy and measurement precision, as shown in Table 1. Additionally, the extremely precise super resolution 3D depth map is validated, which indicates the superiority of the proposed sensor platform to other ToF cameras in the aspect depth measurement precision. This improved measurement precision is based on the properties of the digital-parallel demodulation method and 2D scanning structure with a single photodetector, which are its primary distinguishing characteristics compared to that of other widely used ToF cameras. To commercialize this proposed sensor platform for practical application, much smaller and faster scanners, such as MEMS scanners, should be utilized in future studies [6,9]. Meanwhile, some issues remain regarding distance measurement accuracy. As shown in Figs. 12, 13 and 14, the abrupt variation of amplitude induces a distance measurement error, which is one of the main research issues related to ToF cameras [14,17,42]. Additionally, phase ambiguity, which is inevitable for single frequency modulation, should also be solved [46]. With the realization of further improvements related to the size and measurement accuracy of the sensor platform, the AMCW ToF scanning sensor based on digital-parallel demodulation proposed in this paper can be used in various industrial and academic applications.
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