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Abstract

This work considers a point-to-point network of \( n \) nodes connected by directed links, and proves tight necessary and sufficient conditions on the underlying communication graphs for achieving consensus among these nodes under crash faults. We identify the conditions in both synchronous and asynchronous systems.
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1 Introduction

In this work, we explore algorithms for achieving consensus in the presence of crash faults [9, 1]. We assume a point-to-point network, which is modeled as a directed graph, i.e., the communication links between neighboring nodes are not necessarily bi-directional. We consider both synchronous and asynchronous systems.

The crash consensus problem [9, 1] considers $n$ nodes, of which at most $f$ nodes may crash. The faulty nodes may fail stop at any point of time. We do not assume Byzantine behavior [8] in this work. A crash consensus algorithm is correct if it satisfies the following three properties:

- **Agreement**: the output (i.e., decision) at all the fault-free nodes is identical.
- **Validity**: the output at any fault-free node must be some node’s input.
- **Termination**: every fault-free node eventually decides on an output.

This paper presents tight necessary and sufficient conditions for crash consensus in directed graphs.

1.1 Related Work

Lamport, Shostak, and Pease introduced the Byzantine consensus problem in [10]. Subsequently, researchers also explored the consensus problem in the presence of crash faults [1, 9]. It has been shown that the lower bound on the round complexity is $f + 1$, and $f + 1$ nodes are sufficient for solving crash consensus [11, 9]. For undirected graphs, it is easy to see that $f + 1$ node connectivity is both necessary and sufficient for crash consensus.

For Byzantine consensus in undirected graphs, [6, 4] showed that $2f + 1$ node connectivity is both necessary and sufficient. Recently, we identified tight conditions for Byzantine consensus problem in directed graphs [12]. For link failures in complete graphs, Schmid, Weiss, and Keidar proved impossibility results and lower bound on the number of nodes for synchronous consensus under transient Byzantine link faults [11]; however, the nodes are always fault-free. Many effort has also been devoted to characterizing tight conditions for other related problems. Please refer to our prior work [12] for more details.

For crash faults, Charron-Bost et al. proved tight conditions for approximate consensus in dynamic graphs [2], where the graphs may change continually and unpredictably, in synchronous and partially-synchronous systems. Our work considers exact and approximate consensus in synchronous and asynchronous systems, respectively. Moreover, we assume the communication graph is static.

1.2 Network Model

Sections 2 and 3 assume synchronous systems, and section 4 considers asynchronous systems. The underlying communication network is static, i.e., it does not change over time. The communication network consisting of $n$ nodes is modeled as a simple directed graph $G(\mathcal{V}, \mathcal{E})$, where $\mathcal{V}$ is the set of $n$ nodes, and $\mathcal{E}$ is the set of directed edges between the nodes in $\mathcal{V}$. We assume that $n \geq 2$, since the consensus problem for $n = 1$ is trivial. Node $i$ can transmit messages to another node $j$ if and only if the directed edge $(i, j)$ is in $\mathcal{E}$. Also, each node can send messages to itself as well. For node $i$, let $N_i^-$
be the set of nodes from which $i$ can receive messages. That is, $N_i^- = \{ j \mid (j, i) \in E \} \cup \{ i \}$. Define $N_i^+$ as the set of nodes that can receive messages from node $i$. That is, $N_i^+ = \{ j \mid (i, j) \in E \} \cup \{ i \}$.

All the communication links are reliable, FIFO (first-in first-out) and deliver each transmitted message exactly once.

## 2 Synchronous Systems

### 2.1 Necessary Condition

All the paths we discuss in the paper are directed paths. We first introduce some useful definitions. A reduced graph $G_F$ for a graph $G(V, E)$ is a subgraph induced by vertex subset $V - F$ where $F$ is a potential fault set. The formal definition is presented below.

**Definition 1 (Reduced Graphs)** For a given graph $G(V, E)$, and a given parameter $k$, and each set $F \subset V$ such that $|F| \leq k$, reduced graph $G_F(V_F, E_F)$ is defined as follows: (i) $V_F = V - F$, and (ii) $E_F$ is obtained by removing from $E$ all the links incident on the nodes in $F$. That is, $E_F = E - \{(i, j) \in E \mid i \in F \lor j \in F \}$.

We define a fault-tolerant version of node connectivity over a directed graph, which extends the traditional notion of node connectivity (or vertex connectivity) [14].

**Definition 2 (Crash-Tolerant Node Connectivity)** A graph $G(V, E)$ is said to satisfy $k$ Crash-Tolerant Node Connectivity (CT node connectivity) if for any $F \subset V$ such that $|F| \leq k$, there is a single node $s \in V - F$ that has paths to all the nodes in $G_F$.

Recall that by assumption, we assume that $i \in N_i^+$ and $N_i^-$, and hence, $i$ has a path to itself as well. The traditional notion of node connectivity [14], some reduced graph may not have a node that can reach all the nodes, since it only requires the reduced graph to be weakly connected.

**Definition 3 (Directed Rooted Spanning Tree)** A spanning tree of a graph $H(V, E)$ is said to be a directed rooted spanning tree if there is a single root in the spanning tree that has directed paths to all the nodes in $V$.

It should be easy to see that $k$ CT node connectivity is equivalent to the condition that given any reduced graph $G_F$, there exists a directed rooted spanning tree. Charron-bost et al. [2] also use the notion of rooted spanning tree to specify the tight condition for achieving approximate consensus in dynamic networks.

**Definition 4 (Source)** Given a reduced graph $G_F$, a node $s$ is said to be the source of $G_F$ if there exists a directed rooted spanning tree with $s$ being the root.

With a slight abuse of terminology, we will use the terms root and source interchangeably.

Based on CT node connectivity, the following theorem presents the necessary condition.

**Theorem 1** If exact consensus is possible in $G(V, E)$ with at most $f$ crash faults, then $G(V, E)$ satisfies $f$ CT node connectivity.
Proof: The proof is by contradiction. Suppose that there exists a consensus algorithm, and $G(V,E)$ does not satisfy $f$ CT node connectivity. Thus, there exists a set $F \subseteq V$ with $|F| \leq f$, and a pair of nodes $i, j \notin F$ such that there is no node $s$ that has paths from $s$ to both $i$ and $j$. Note that by assumption, each node $i$ has a path to itself.

For the reduced graph $G_F$ and a node $x$ in $V - F$, define $S_x$ as the set of all nodes that have paths to node $x$ in $G_F$. Note that $S_x$ contains $x$ as well, because $x$ has a path to itself. By assumption, $S_i$ and $S_j$ are disjoint. Moreover, there is no path from any node in $S_i$ to any node in $S_j$ in $G_F$, and vice versa, since otherwise, there exists some node that can reach both nodes $i$ and $j$, which contradicts with the assumption. Then, $V$ can be partitioned into disjoint sets $F, S_i, S_j, R$, where $F, S_i$ and $S_j$ are defined as above, and $R$ contains the remaining nodes, i.e., $R = V - F - S_i - S_j$. Then, we make the following observations:

- $F$ and $R$ may be empty, but $S_i$ and $S_j$ are non-empty, since $i \in S_i$ and $j \in S_j$.
- Nodes in $R$ (if non-empty) have no path to nodes in $S_i \cup S_j$ in $G_F$ by definition. This is because if some node $r \in R$ can reach some node in $S_i$ or $S_j$ in $G_F$, then by definition, $r$ should also be in $S_i$ or $S_j$, respectively. This contradicts with the assumption.

Now, consider an execution of the consensus algorithm where $F$ (if non-empty) are the faulty nodes which crash before the start of the algorithm. All the other nodes are assumed to be fault-free. This is possible, since by assumption, $|F| \leq f$. Also, suppose that nodes in $S_i$ and nodes in $S_j$ have distinct input values. Without loss of generality, assume that nodes in $S_i$ have input 0 and nodes in $S_j$ have input 1. Nodes in $R$ have input either 0 or 1.

Consider a node $x$ in $S_i$. Since in $G_F$, there is no path from $S_j \cup R$ to nodes in $S_i$, the only input value learned by $x$ throughout the execution of the algorithm is 0, and to satisfy validity property, 0 should be the output of $x$. Similarly, a node $y$ in $S_j$ can only learn 1 throughout the execution of the algorithm, and thus, 1 should also be the output of $y$. Note that by assumption, both $S_i$ and $S_j$ are non-empty, and fault-free. Therefore, the fact that $S_i$ and $S_j$ agree on different outputs violates the agreement property of the algorithm, a contradiction. \qed

2.2 Sufficiency

In this section, we propose a consensus algorithm in graphs that satisfy $f$ CT node connectivity. This section assumes that each node has a binary input. In Section 2.3, we discuss how to extend the algorithm to solve multi-valued consensus. Note that the existence of such correct consensus algorithm proves the following theorem.

**Theorem 2** If $G(V,E)$ satisfies $f$ CT node connectivity, then binary consensus is achievable in $G$ with at most $f$ crash faults.

This theorem also implies that $f$ CT node connectivity is a tight condition for binary consensus. Section 2.3 shows that $f$ CT node connectivity is sufficient for multi-valued consensus, as well. Therefore, $f$ CT node connectivity is a tight condition for consensus in the presence of $f$ crash faults.

**Algorithm Min-Max** For a graph $H$ that contains a directed rooted spanning tree, define $\text{height}(r,H)$ as the minimum height of all the spanning trees rooted at $r$ in $H$. That is,
height\((r, H)\) = \min_{\text{all spanning tree } T \text{ rooted at } r \text{ in } H} \text{height of } T

Given a graph \(G\), define the fault-tolerant diameter \(d\) as follows:

\[
d := \max_{F \subseteq V, |F| \leq f} \max_{\text{all roots } s \text{ of } G_{F}} \text{height}(s, G_{F})
\]  

Due to the notion of directed rooted spanning tree (Definition 3), given any reduced graph \(G_{F}\), if no node in \(V - F\) crashes, then the source of \(G_{F}\) (Definition 4) is able to propagate a value to any other node in \(V - F\) within \(d\) rounds by performing flooding, i.e., a source broadcasts its value in the first round, and then in later rounds, all the nodes forward the value received in the current round.

Now, we present the code running at each node \(i\).

**Algorithm Min-Max**

- Set \(v_{i}\) to the input at node \(i\).
- For Phase \(p = 1\) to \(2f + 2\):
  - If \(p \mod 2 = 0\), then repeat the following steps \(d\) times (Min Phase):
    1. Broadcast \(v_{i}\) to nodes in \(N_{i}^{+}\).
    2. Receive the broadcast values from \(N_{i}^{-}\).
    3. Set \(v_{i}\) to the minimum value of all the values received.
  - Else, repeat the following steps \(d\) times (Max Phase):
    1. Broadcast \(v_{i}\) to nodes in \(N_{i}^{+}\).
    2. Receive the broadcast values from \(N_{i}^{-}\).
    3. Set \(v_{i}\) to the maximum value of all the values received.
- Output \(v_{i}\).

Note that by definition of, \(i \in N_{i}^{-}\) and \(N_{i}^{+}\), so in step 2 of each phase, \(i\) can receive the message from itself.

**Theorem 3** Algorithm Min-Max is correct for binary inputs in all the graphs that satisfy \(f\) CT node connectivity.

**Proof:** Validity and termination properties are obvious, since \(d\) is upper bounded by \(n\). Now, we prove that the agreement property also holds assuming that the inputs are either 0 or 1.

Fix an execution of the algorithm. Since there are \(2f + 2\) phases. There must exists a pair of consecutive phases \(p_{t}, p_{t+1}\) such that no node crashes in phases \(p_{t}\) and \(p_{t+1}\). Without loss of generality, let \(p_{t}\) be the Min Phase and \(p_{t+1}\) be the Max Phase.

Denote by \(F\) the nodes that have crashed in the execution by the end of Phase \(p_{t-1}\). Recall that the source of a reduced graph \(H\) is defined as the root of the directed spanning tree in \(H\) as per Definition [4]. Consider two cases:
• Case I: if some source $s$ of the reduced graph $G_F$ has $v_s = 0$ at the beginning of phase $p_t$, then due to the definition of the source and fault-tolerant diameter $d$, by the end of phase $p_t$, every node $i \in V - F$ has received 0 on a path from source $s$ and sets $v_i = 0$, since $p_t$ is a Min Phase.

• Case II: if each source $s$ of the reduced graph $G_F$ has $v_s = 1$ at the beginning of phase $p_t$, then by the end of $p_t$, each source $s$ still has $v_s = 1$. Suppose by way of contradiction that each source $s$ of $G_F$ has $v_s = 1$ at the beginning of phase $p_t$, but by the end of $p_t$, some source $s'$ has $v_{s'} = 0$. By assumption, source $s'$ must receive 0 on a path from some other non-source node $x$ in phase $p_t$. However, the fact that there exists a path from $x$ to $s'$ implies that $x$ is also a source in $G_F$, and $v_x = 0$ at the start of phase $p_t$. This is a contradiction. Now, observe that by the end of phase $p_t$, each source $s$ still has $v_s = 1$, and phase $p_{t+1}$ is the Max Phase. Therefore, by the end of $p_{t+1}$, every node $i \in V - F$ will receive 1 on a path from source $s$ and sets $v_i = 1$.

In either case, agreement is achieved. This completes the proof. □

2.3 Multi-valued Consensus

It is easy to see that Algorithm Min-Max does not work correctly when the input is not binary, since the source(s) of some reduced graph may not have either maximum or minimum input value(s), and thus, the rest of the nodes cannot learn the value(s) of the source(s) in either Min or Max Phase. This section considers the consensus problem with input being in the range $[0, K]$, where $K \geq 1$.

We present Algorithm MVC (Multi-Valued Consensus). It consists of two loops: The OUTER-LOOP iterates over all possible inputs, and the INNER-LOOP is essentially Algorithm Min-Max with an extra step to update the tentative state. In Algorithm MVC, each node $i$ keeps track of two types of variables:

• $t_i$: This variable is the tentative state at each node. It is guaranteed that at any point of time, $t_i$ equals an input at some node. Moreover, if node $i$ enters OUTER-LOOP iteration $l$, then $t_i$ is set to be some input value that has been seen by node $i$ and is at least $l$.

• $v_i$: This binary variable acts as several roles. It first represents whether or not $t_i = l$ at the beginning of each OUTER-LOOP iteration $l$ (STEP I of the OUTER-LOOP). Then, at the end of STEP II of the OUTER-LOOP, $v_i$ becomes the output of Algorithm Min-Max (INNER-LOOP). Thus, at the beginning of STEP III of the OUTER-LOOP, nodes will have the same $v_i$'s, which allows nodes to reach an agreement on whether to proceed to next OUTER-LOOP iteration.

Now, we describe the structure of Algorithm MVC. In each OUTER-LOOP iteration $l \in [0, K]$, nodes try to learn whether some node $i$ has the tentative state $t_i = l$ at the beginning of the iteration. First, $v_i$ acts as a local observation at node $i$, i.e., $v_i$ is set to 0 if and only if $t_i = l$ (STEP I of the OUTER-LOOP). Then, at STEP II of the OUTER-LOOP, nodes use Algorithm Min-Max (INNER-LOOP) to reach agreement on the observations ($v_i$'s). There are two possible outcomes at the end of the STEP II of the OUTER-LOOP:

• $v_i = 0$: 
This case implies that nodes learn that some node \(i\) has \(t_i = l\) at the beginning of the OUTER-LOOP iteration, and they know that all the other nodes that have not crashed also learn the same information. Thus, nodes will exit the OUTER-LOOP with outputs \(l\) (STEP III of the OUTER-LOOP).

- \(v_i = 1\):
  In this case, nodes will proceed to the next OUTER-LOOP iteration. Moreover, nodes are guaranteed to set their tentative state \((t_i)'s\) to some value strictly greater than \(l\) when completing the INNER-LOOP. At step 4 of each INNER-LOOP phase, nodes update \(t_i\)'s to the minimum value that is strictly greater than \(l\) and is received in that INNER-LOOP phase. Later, we will show that if at any point of time, node \(i\) changes \(v_i\) from 0 to 1, then \(t_i\) will also be updated to some value strictly greater than \(l\). Thus, if nodes enter the OUTER-LOOP iteration \(l + 1\), then no node will ever have tentative state \(\leq l\). If at the end of OUTER-LOOP \(K\), nodes do not exit the loop, i.e., the code Exit OUTER-LOOP is never executed, then all the fault-free nodes will terminate with output \(K\).

Note that due to the agreement property of Algorithm Min-Max, either nodes will exit OUTER-LOOP at the same iteration, or nodes will terminate with output \(K\).

**Algorithm MVC**

- \(t_i[0] := \) input at node \(i\)

**OUTER-LOOP** \(l := 0 \) to \(K\):

- **STEP I:** If \(t_i[l] == l\), then \(v_i[l] := 0\); otherwise, \(v_i[l] := 1\)
- **STEP II:** INNER-LOOP \(p := 1 \) to \(2f + 2\):
  Repeat the following steps \(d\) times:
  1. Broadcast the tuple \((v_i[l], t_i[l])\)
  2. Receive the broadcast tuples from incoming neighbors and node \(i\) itself. Denote by \(B_i\) the set of tuples received in this step.
  3. If \(p \mod 2 = 0\), then
     \[v_i[l] := \min\{a \mid (a, *) \in B_i\}\] 
     Else,
     \[v_i[l] := \max\{a \mid (a, *) \in B_i\}\]
  4. If \(|\min\{b \mid (*, b) \in B_i, b > l\}| > 0\), then
     \[t_i[l] := \min\{b \mid (*, b) \in B_i, b > l\}\]

- **STEP III:** If \(v_i[l] == 0\), then
  Exit OUTER-LOOP

- Output \(l\)

**Theorem 4** Algorithm MVC is correct in all the graphs that satisfy \(f\) CT node connectivity.

The proof is presented in Appendix[A].

---

1Note that this case does not mean that no node has \(t_i = l\). However, in this case, nodes cannot be sure that all nodes that have not crashed also have learned that some node \(i\) has \(t_i = l\) at the beginning of the OUTER-LOOP iteration. Thus, nodes have to proceed to the next OUTER-LOOP iteration.
3 Iterative Algorithms

Observe that Algorithm Min-Max does not utilize any topology information, since it does not require node identifiers (ID), and the usage of the fault-tolerant diameter $d$ can be replaced by the number of nodes $n$. That is, assuming the knowledge of $n$ and $f$, Algorithm Min-Max works in anonymous systems [7] and anonymous networks [3], where nodes do not have IDs. In anonymous systems, we define a family of iterative algorithms – Fixed Iterative Algorithm – those iterative algorithms using fixed transition functions. This section assumes synchronous systems, as well.

Iterative Algorithms We first describe the structure of the iterative algorithms of interest. Each node $i$ maintains state $v_i$, with $v_i[t]$ denoting the state of node $i$ at the end of the $t$-th iteration of the algorithm. Initial state of node $i$, $v_i[0]$, is equal to the initial input provided to node $i$. At the start of the $t$-th iteration ($t > 0$), the state of node $i$ is $v_i[t - 1]$. The iterative algorithms of interest will require each node $i$ to perform the following three steps in iteration $t$, where $t > 0$.

1. Transmit step: Transmit current state, namely $v_i[t - 1]$, on all outgoing edges.
2. Receive step: Receive values on all incoming edges. Denote by $r_i[t]$ the union of $i$’s value and the values received by node $i$ from its neighbors.
3. Update step: Node $i$ updates its state using a transition function $Z_i$ as follows. $Z_i$ is a part of the specification of the algorithm, and takes as input the vector $r_i[t]$.

$$v_i[t] = Z_i(r_i[t], t) \quad (2)$$

Fixed Iterative Algorithms

Definition 5 (Fixed Transition Function) A transition function $Z_i$ for node $i$ is said to be fixed if for all iteration $t \geq 0$ and all $i \in V$, $Z_i(R_i[t], t) = Z^*(R_i[t])$. In other words, the transition function does not change over time, and every node uses the same transition function.

For iterative algorithms that use fixed transition function, we present the following result.

Theorem 5 In general, it is impossible to solve consensus using fixed iterative algorithms in anonymous systems and networks.

The proof is presented in Appendix [3].

4 Asynchronous Systems

This section considers asynchronous systems, where each node proceeds in different speed and the messages may be arbitrarily delayed. For simplicity, we assume the channels are reliable.

Approximate Consensus [6] showed that it is impossible to achieve exact consensus in asynchronous systems with a single crash fault. Therefore, we are interested in approximate consensus algorithms. The algorithms must achieve the following three properties:

- $\epsilon$-agreement: the difference between outputs at any two fault-free nodes is bounded by $\epsilon$. 
- **Validity**: the output at any fault-free node is in the *convex hull* of all the inputs.
- **Termination**: every fault-free node decides on an output in a finite-amount of time.

### 4.1 Necessity

To facilitate the discussion, we first introduce an useful definition.

**Definition 6** Given a graph \( G(V,E) \) and a node-partition \( A,B \) of \( V \), \( A \) is said to **propagate** to \( B \) if (i) \( B \) is not empty; and (ii) there exist at least \( f + 1 \) distinct nodes in \( A \) which have outgoing links to some node in \( B \), i.e., \(|\{i \mid i \in A, \ N_i^+ \cap B \neq \emptyset\}| \geq f + 1\).

We will denote the fact that set \( A \) propagates to set \( B \) by the notation of \( A \rightarrow B \). When it is not true that \( A \rightarrow B \), we will denote that fact by \( A \not\rightarrow B \).

**Theorem 6** Suppose that an asynchronous approximate consensus algorithm exists for \( G(V,E) \). Then for any node partition \( L,C,R \) of \( V \), where \( L \) and \( R \) are both non-empty, either \( L \cup C \rightarrow R \) or \( C \cup R \rightarrow L \).

**Proof**: The proof is by contradiction. Suppose that there exists a correct approximate consensus algorithm, and \( G(V,E) \) does not satisfy the condition. That is, there exists a node partition \( L,C,R \) such that \( L \) and \( R \) are not empty, and \( L \cup C \not\rightarrow R \) and \( C \cup R \not\rightarrow L \). Let \( O(L) \) denote the set of nodes in \( C \cup R \) that have outgoing links to some nodes in \( L \), i.e., \(|\{i \mid i \in C \cup R, \ N_i^+ \cap L \neq \emptyset\}| \leq f \). Similarly, define \( O(R) = \{j \mid j \in L \cup C, \ N_j^+ \cap R \neq \emptyset\} \). By assumption, \(|O(L)| \leq f \) and \(|O(R)| \leq f \).

Consider the scenario where (i) each node in \( L \) has input 0; (ii) each node in \( R \) has input \( 2\varepsilon \); (iii) nodes in \( C \) (if non-empty) have arbitrary inputs in \([0,2\varepsilon]\); (iv) no node crashes; and (v) the message delay from \( O(L) \) to \( L \) and from \( O(R) \) to \( R \) is arbitrarily large compared to all the other traffic. Consider nodes in \( L \). From their perspectives, it is possible that all nodes in \( O(L) \) have crashed. This is due to the following observations:

- The only nodes in \( C \cup R \) that have outgoing links to \( L \) are nodes in \( O(L) \). Thus, nodes in \( L \) are not able to learn whether nodes in \( O(L) \) are alive or not from nodes in \((C \cup R) \setminus O(L)\).
- The message delay from \( O(L) \) is arbitrarily large.
- The size of \(|O(L)| \leq f \).

Therefore, nodes in \( L \) cannot wait for any message from nodes in \( O(L) \) to decide the outputs. Similarly, nodes in \( R \) cannot wait for any message from nodes in \( O(R) \) to decide the outputs. Consequently, to satisfy the validity property, the output at each node in \( L \) has to be 0, since 0 is the input of all the nodes in \( L \). Similarly, all nodes in \( R \) have to output \( 2\varepsilon \). Thus, \( \varepsilon \)-agreement property is violated, since \( \varepsilon < 2\varepsilon \). This is a contradiction. \( \square \)

### 4.2 Sufficiency

We prove that the condition in Theorem 6 is also sufficient by proposing an asynchronous approximate consensus algorithm – Algorithm WA (Wait-and-Average). The algorithm assumes the knowledge of global topology at each node, and the algorithm proceeds in phases. In each phase,
nodes flood messages containing their current value, ID (identifier), and a phase index. Each node $i$ waits until it has received enough values from other nodes. Then, node $i$ updates its value to be the average of all the values received in this phase, and then proceeds to the next phase. When node $i$ has finished $p_{\text{end}}$ phases, it outputs its current state. $p_{\text{end}}$ is some sufficiently large integer.

Now, we discuss how many values received by a node is considered enough. Let $\text{heard}_i[p]$ be the set of nodes from which node $i$ has received values during phase $p$. Each node $i$ proceeds to perform the averaging operation if the following condition holds.

**Condition **$\text{WAIT}$: Denote by $\text{reach}_i(F)$ the set of nodes that have paths to node $i$ in the reduced graph $G_F$. Then, Condition $\text{WAIT}$ is satisfied if there exists a set of nodes $F_i \subseteq V - \{i\}$ and $|F_i| \leq f$ such that $\text{reach}_i(F_i) \subseteq \text{heard}_i[p]$.

Now, we present the algorithm below.

**Algorithm WA**

$p_{\text{end}}$ is some sufficiently large integer.

- For each node $i$, set $v_i[0]$ to the input at node $i$
- For Phase $p = 1$ to $p_{\text{end}}$:
  - On entering phase $p \geq 1$:
    
    $R_i[p] = \{v_i[p-1]\}$
    
    $\text{heard}_i[p] = \{i\}$
    
    Send message $(v_i[p-1], i, p)$ to all the outgoing neighbors
  
  - When message $(h, j, p)$ is received for the first time:
    
    $R_i[p] = R_i[p] \cup \{h\}$
    
    $\text{heard}_i[p] = \text{heard}_i[p] \cup \{j\}$
    
    Send message $(h, j, p)$ to all the outgoing neighbors
    
    if Condition $\text{WAIT}$ holds:

    $v_i[p] = \frac{\sum_{v \in R_i[p]} v}{|R_i[p]|}$

- Output $v_i$

The following theorem shows the correctness of Algorithm WA. It also proves that the condition in Theorem 6 is sufficient for approximate consensus in asynchronous systems.

**Theorem 7** Algorithm WA is correct in all graphs that satisfy the condition in Theorem 6.

---

$^2$ $\text{reach}_i(F_i)$ may be different in each phase, since it depends on the delay pattern. For simplicity, we ignore the phase index $p$ in the notation.
Proof Sketch: Validity and termination properties are obvious. For $\varepsilon$-agreement, we only present the key lemma here. The rest of the proof is standard, e.g., [13 5 1].

For phase $p \geq 1$, consider two nodes $i, j$ that have successfully computed values $v_i[p]$ and $v_j[p]$, respectively, in phase $p$. That is, $i$ and $j$ have not crashed before computing $v[p]$'s. With a slight abuse of terminology, define $\text{heard}_i[p]$ as the set of nodes whose values are used by node $i$ to compute its state $v_i[p]$ in phase $p$. Define $\text{heard}_j[p]$ similarly.

Lemma 1 $\text{heard}_i[p] \cap \text{heard}_j[p] \neq \emptyset$.

Proof: By construction, there exist two sets $F_i$ and $F_j$ such that (i) $F_i \subseteq V - \{i\}$ and $|F_i| \leq f$; (ii) $F_j \subseteq V - \{j\}$ and $|F_j| \leq f$; (iii) $\text{reach}_i(F_i) \subseteq \text{heard}_i[p]$; and (iv) $\text{reach}_j(F_j) \subseteq \text{heard}_j[p]$. If $\text{reach}_i(F_i) \cap \text{reach}_j(F_j) \neq \emptyset$, then the proof is complete, since $\text{reach}_i(F_i) \subseteq \text{heard}_i[p]$ and $\text{reach}_j(F_j) \subseteq \text{heard}_j[p]$. Thus, $\text{heard}_i[p] \cap \text{heard}_j[p] \neq \emptyset$. Now, consider the case when $\text{reach}_i(F_i) \cap \text{reach}_j(F_j) = \emptyset$. We will derive a contradiction in this case.

We start with the following claim:

Claim 1 In $G$, the only nodes that may have outgoing links to nodes in $\text{reach}_i(F_i)$ are nodes in $F_i$. Similarly, in $G$, the only nodes that may have outgoing links to nodes in $\text{reach}_j(F_j)$ are nodes in $F_j$.

Proof: Recall that $\text{reach}_i(F_i)$ is defined as the set of nodes that have paths to node $i$ in the reduced graph $G_{F_i}$, and $\text{reach}_j(F_j)$ is defined similarly. Thus, $F_i \cap \text{reach}_i(F_i) = \emptyset$ and $F_j \cap \text{reach}_j(F_j) = \emptyset$. These two observations together with the definitions of $\text{reach}_i(F_i)$ and $\text{reach}_j(F_j)$ imply that there is no path from nodes in $V - \text{reach}_i(F_i) - F_i$ (if non-empty) to nodes in $\text{reach}_i(F_i)$ in $G_{F_i}$. Hence, the claim is proved.

Let $L = \text{reach}_i(F_i)$, $R = \text{reach}_j(F_j)$ and $C = V - L - R$. Observe that since $\text{reach}_i(F_i) \cap \text{reach}_j(F_j) = \emptyset$, $L, C, R$ form a partition of $V$. Moreover, $i \in \text{reach}_i(F_i)$ and $j \in \text{reach}_j(F_j)$; hence, $L = \text{reach}_i(F_i)$ and $R = \text{reach}_j(F_j)$ are both non-empty. Then, let $O(L)$ be the nodes in $C \cup R$ that have outgoing links to some nodes in $L$ in $G$. Since $L = \text{reach}_i(F_i)$, the only nodes that may be in $O(L)$ are in $F_i$ due to Claim 1. By assumption, $|F_i| \leq f$. Therefore, $C \cup R \not\subset L$. Similarly, we can argue that $L \cup C \not\subset R$. These two conditions violate the necessary condition, a contradiction. Thus, $\text{reach}_i(F_i) \cap \text{reach}_j(F_j) \neq \emptyset$, which implies $\text{heard}_i[p] \cap \text{heard}_j[p] \neq \emptyset$. This completes the proof.

Let $M$ and $m$ denote the upper bound and the lower bound on the inputs, respectively. Then, by an analysis similar to [13 5 1], Lemma 1 can be used to show $\varepsilon$-agreement when $p_{end}$ is sufficiently large (as a function of $n, f, M, m$).

5 Summary

This paper addresses consensus problems in the presence of crash faults, where the underlying communication networks may be incomplete. We explore exact and approximate consensus algorithms in synchronous and asynchronous systems, respectively. We prove tight conditions for the graphs to be able to solve these consensus problems.
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A Proof of Theorem 4

Theorem 4 Algorithm MVC is correct in all the graphs that satisfy $f \leq \text{CT node connectivity}$.

Proof: The termination property is obvious. Now, we prove the two other properties. Suppose that the graph $G(V,E)$ satisfies the condition stated in Theorem 1. Let $v_i^{\text{end}}[l]$ be the value $v_i[l]$ at node $i$ after the INNER-LOOP is completed in some OUTER-LOOP iteration $l$. 
Claim 2 For all nodes $i, j$ that have not crashed in OUTER-LOOP iteration $l$, $v_{i}^{\text{end}}[l] = v_{j}^{\text{end}}[l]$.

Proof: This is due to the correctness of Algorithm Min-Max, since if we ignore the code related to $t_i$’s, then the INNER-LOOP is essentially equal to Algorithm Min-Max.

We will use Claim 2 to prove the agreement property. In the proof below, we will say that a node exits an OUTER-LOOP iteration $l$ if it has $v_{i}^{\text{end}}[l] = v_{j}^{\text{end}}[l]$. Otherwise, a node is said to complete the iteration $l$.

Lemma 2 Algorithm MVC satisfies the agreement property in $G$.

Proof: By Claim 2, all the nodes that have not crashed will either exit the OUTER-LOOP in the same iteration $l$ or complete OUTER-LOOP iteration $K$. Thus, all the fault-free nodes will have the same output $l$.

To prove the validity property, we first introduce some notations, and prove useful lemma and claims. Let $t_{i}^{\text{begin}}[l]$ be the value $t_i[l]$ at node $i$ at the beginning of some OUTER-LOOP iteration $l$, and let $t_{i}^{\text{end}}[l]$ be the value $t_i[l]$ at node $i$ at the end of OUTER-LOOP iteration $l$. Let $v_{i}^{\text{begin}}[l]$ be the value $v_i[l]$ at node $i$ after STEP I of the OUTER-LOOP iteration $l$. Thus, if $t_{i}^{\text{begin}}[l] = l$, then $v_{i}^{\text{begin}}[l] = 0$; otherwise, $v_{i}^{\text{begin}}[l] = 1$.

Lemma 3 In an OUTER-LOOP iteration $l$ ($0 \leq l < K$), for each node $i \in V$ that has not crashed, and has $v_{i}[l] = 1$, then $t_{i}[l] > l$.

Proof: The proof is by induction on OUTER-LOOP iterations.

Induction Basis: $l = 0$.

We first prove the following claim.

Claim 3 At any point of time, for each node $i$ that has not crashed, and has $v_{i}[0] = 1$, then $t_{i}[0] > 0$.

Proof: First, we prove the following claim: each node $i$ will change $v_{i}[0]$ from 0 to 1 if and only if it receives $(1, x)$ from its incoming neighbor such that $x > 0$. The proof is by contradiction. Consider the first Max-Phase $p$ (of the INNER-LOOP) in which some node $i$ changes $v_{i}[0]$ from 0 to 1, because $i$ has received $(1, 0)$ from its incoming neighbors. Then, consider a chain of nodes propagating the tuple $(1, 0)$ from some node $s$ to node $i$ such that node $s$ has $v_{s}[0] = 1$ and $t_{s}[0] = 0$ at the beginning of the Max-Phase $p$. Note that by assumption of $p$, node $s$ has never received $(1, 0)$ from other nodes before Max-Phase $p$. Moreover, node $s$ has also never received $(1, x)$ such that $x > 0$ from other nodes before Max-Phase $p$, since otherwise, $t_{s}[0]$ would be updated to $x$ at step 4 of the INNER-LOOP. These two observations imply that $v_{s}[0] = 1$ and $t_{s}[0] = 0$ before entering the INNER-LOOP, i.e., after line 1 of the OUTER-LOOP is executed. This is a contradiction.

Second, Claim 3 follows directly from the claim above.

Claim 3 implies that the statement of Lemma 3 holds for the base case ($l = 0$).

Induction Step: Suppose that for all OUTER-LOOP iteration $l \geq r$, the statement of Lemma 3 holds. Consider the $(r + 1)$-th OUTER-LOOP iteration. We can prove the following claim based on similar logic as in the base case and the induction hypothesis.
Claim 4 At any point of time, for each node $i$ that has not crashed and has $v_i[r + 1] = 1$, then $t_i[r + 1] > r + 1$.

This claim completes the proof of induction step. Thus, Lemma 3 is proved.

Claim 5 At any point of time in an OUTER-LOOP iteration $l$, if node $i$ has not crashed, then $t_i[l]$ equals an input at some node.

Proof: This claim holds by construction, since all the $t$’s propagated are initially some node’s input.

Claim 6 If any node $i$ exits OUTER-LOOP iteration $l$ and outputs $l$, then there must exist some node $j$ such that $t_j^{begin}[l] = l$.

Proof: Suppose by way of contradiction that every node $j$ that has not crashed has $t_j^{begin}[l] \neq l$, and node $i$ exits iteration $l$. The first assumption implies that every node $j$ has $v_j^{begin}[l] = 1$. Due to the validity of Algorithm Min-Max, every node $j$ that has not crashed after completing INNER-LOOP has $v_j^{end}[l] = 1$. Therefore, no node will exit iteration $l$, a contradiction.

Now, we are ready to prove the key lemma.

Lemma 4 Algorithm MVC satisfies the validity property in $G$.

Proof: Consider two cases:
- Some node has input $K$:
  In this case, suppose that all the fault-free nodes exit the OUTER-LOOP iteration $l \leq K$ and output $l$. Then, by Claims 5 and 6, the validity property holds. Suppose that no fault-free node exits the OUTER-LOOP, i.e., for all $i$ that has not crashed, $v_i^{end}[K] = 1$. In this case, the validity property still holds, since all the fault-free nodes will output $K$, and by assumption, some node has input $K$.
- No node has input $K$:
  Assume that all the nodes have input $\leq K'$, where $K' < K$. In this case, we show the following claim.

Claim 7 All the fault-free nodes will exit the OUTER-LOOP in some iteration $l \leq K'$.

Proof: If fault-free nodes exit during some OUTER-LOOP iteration $l < K'$, then the proof is done. Suppose not. Then, in iteration $K' - 1$, every node $i$ that has not crashed has $v_i^{end}[K' - 1] = 1$. Consequently, by Lemma 3 every node that has not crashed has $t_i^{end}[K' - 1] > K' - 1$. This observation together with Claim 5 and the assumption that the input is bounded by $K'$ imply that $t_i^{end}[K'] = K'$. Therefore, in the beginning of iteration $K'$, every node that has not crashed has $t_i^{begin}[K'] = K'$ and $t_i^{begin}[K'] = 0$. Then, due to the validity property of Algorithm Min-Max, every node $i$ that has not crashed has $v_i^{end}[K'] = 0$. Therefore, every fault-free node will exit the OUTER-LOOP in iteration $K'$.

Claims 5, 6 and 7 together prove the validity property.

Lemmas 2 and 4 prove Theorem 4.
B Proof of Theorem 5

**Theorem 5** In general, it is impossible to solve consensus using fixed iterative algorithms in anonymous systems and networks.

**Proof:** We prove the theorem by showing a counter example. We present a directed graph that satisfies $f$ CT node connectivity, and show that no fixed transition function solves consensus.

Consider a directed graph $G$ consisting of three parts: (i) a clique of size $f+1$, (ii) a source node $s$ that has an outgoing edge to every node in the clique, and (iii) a leaf node $l$ that has an incoming edge from every node in the clique. Note that there is no incoming edge to $s$, and no outgoing edge from $l$. Moreover, edge $(s,l)$ is not an edge in $G$. Obviously, the graph satisfies $f$ CT node connectivity, since (i) if $s \in F$, then at least one node in the clique is the source in the reduced graph $G_F$; (ii) if $s \not\in F$, then $s$ is the source in $G_F$.

Suppose that each node uses the transition function $Z$. First, we look at how $Z$ maps to a value when a node receives exactly $f+1$ values. Recall that $R_i[t]$ denotes the set of values received by $i$ at iteration $t$. It is clear that if $R_i[t]$ contains all 0’s or all 1’s, then $Z(R_i[t])$ should map to 0 or 1, respectively; otherwise, either validity or agreement property is violated. This implies the following claim:

**Claim 8** There must exist a pair of set of $2f+1$ values $R^0$ and $R^1$ such that (i) $|R^0| = |R^1| = f+1$; (ii) there is exactly one more 1 in $R^1$ than in $R^0$, i.e., suppose $R^0$ contains $a$ 0’s and $(f+1-a)$ 1’s, then $R^1$ contains $(a-1)$ 0’s and $(f+2-a)$ 1’s; and (iii) $Z(R^0) = 0$ and $Z(R^1) = 1$.

Denote by $R$ the set of $f$ 0’s and one 1, and $R'$ the set of $f$ 1’s and one 0. Claim 8 implies that there are three possible cases. In all the cases below, we consider an execution of the algorithm where (i) a single node in the clique crashes before the algorithm starts; and (ii) no other node crashes throughout the execution. The inputs at each node is described in each case below.

- $Z(R) = 0$:
  Consider the case when the source $s$ has input 1, and all the other nodes have input 0. Since the source node does not receive any value, its state can only be 1 throughout the execution. For each node in the clique in each iteration $t \geq 0$, it receives $f$ 0’s and one 1, and thus, state at each node in the clique can only be 0, since $Z(R) = 0$. Thus, the agreement property is violated.

- $Z(R) = 1$ and $Z(R') = 0$:
  Consider the case when the leaf $l$ has input 0, and all the other nodes have input 1. Since the source node does not receive any value, its state can only be 1 throughout the execution. For each node in the clique in each iteration $t \geq 0$, it receives $f+1$ 1’s, and thus, state at each node in the clique can only be 1. As a result, in each iteration $t$, the leaf node $l$ receives $f$ 1’s and one 0, and thus the state at node $l$ is 0 in each iteration, since $Z(R') = 0$. Thus, the agreement property is violated.

- $Z(R) = 1$ and $Z(R') = 1$:
  Consider the case when the source $s$ has input 0, and all the other nodes have input 1. Since the source node does not receive any value, its state can only be 0 throughout the execution.
For each node in the clique in each iteration $t \geq 0$, it receives $f$ 1’s and one 0, and thus, state at each node in the clique can only be 1, since $Z(R') = 1$. Thus, the agreement property is violated.