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Abstract. So far, the optimal investment timing to maximize the total profit of multi-stage capacity expansion infrastructure projects is not clear. In the case of uncertain demands, the optimal multiple stopping time theory is adopted to model the optimal decision-making of investment timing for multi-stage expansion infrastructure projects in a finite time horizon. In this context, the first-stage of the project involves a dedicated asset investment for later expansion, and the capacity of the project at each stage is constrained, which makes the cash flow of the project exhibit the characteristic of bull call spread. The upwind finite difference method and multi-least squares Monte Carlo simulation are combined to solve the project value and determine the optimal exercise boundaries at all stages described by a sequence of demand thresholds. A multi-stage power plant project is taken as an example to validate the model. Through the example, the optimal investment strategies and the value of the multi-stage project are provided; the effects of the dedicated asset and capacity constraint are illustrated. This study novelly reveals the effect of the capacity constraints on the project value using the bull call spread theory.

1. Introduction. Investment in infrastructure projects is usually characterized by high cost and high uncertainty associated with the future environment. A method which can adapt to these characteristics is through multi-stage investment in small scale construction at the start with options to expand. The multi-stage capacity expansion investments can be found in many infrastructure projects, such as waste water treatment [14, 23], power plant [24], and airport [22]. The advantages of multi-stage capacity expansion investments lie in two aspects. First, it can effectively reduce project risk and improve project value [5]. If carried out in stages, it may create value for those projects that generate negative net present value (NPV) [13]. Second, it is cost-effective because it can keep the initial investment cost low [5],
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and the good operation of early-stage projects may reduce the financing cost of later-stage project [21].

An important characteristic of multi-stage capacity expansion projects is that investment in dedicated assets is prevailing [14]. Here, dedicated assets refer to up-front or intermediate investments used for future expansions [30]. Unless future expansions are implemented, these investments remain idle [15]. A question is that how the dedicated assets influence the subsequent expansion decisions and project value. Huang and Pi [14] investigate the impact of dedicated asset investments on the value of multi-stage build-operate-transfer (BOT) projects, suggesting that dedicated asset investments may or may not create values depending on whether future expansions could be justified and realized. Zhao and Tseng [31] devote their study on the foundation of a multiple level parking garage, which is an up-front cost for later expansion and can be viewed as a dedicated asset, and it is claimed that the foundation can bring a flexibility to future expansion.

Another basic feature of multi-stage capacity expansion projects is the flexibility of investment decision-making, such as abandoning the option of expansion, the flexibility of investment time and capacity [25]. Marzouk and Ali [23] discuss two cases of multi-stage wastewater treatment plants with or without expansion obligations, and explore the effect of abandoned expansion on the minimum flow guarantee value. Under the right to abandon later investments, Huang and Pi [14] investigate the pricing of multi-stage BOT projects using a sequential compound option method. By applying real option model, Zhao and Tseng [31] evaluate the value of flexible capacity expansion of public parking garage. Neufville et al. [5] focus on flexible capacity expansion for a multistory parking garage and value the expansion options through a spread sheet approach. For an existing two-lane road, Krüger [16] analyzes the optimal expansion option from two possible capacity and four investment times in 20 years, and examine the real options of the three-lane intermediate road. In summary, the current research in flexible investment decision-making mainly focuses on flexible capacity expansion or abandonment rights and their effects on multi-stage investment value. To the best of our knowledge, few research is devoted to examine the timing of flexible investment from the perspective of maximizing the total revenue at all stages.

In practice, the forecast demand in infrastructure projects is often inaccurate and uncertain [10, 28]. To cope with this uncertainty, it is crucial to determine a suitable investment timing in infrastructure [7, 11]. Although the rationality that the investment timing should be optimized according to the changing demand has been widely recognized, previous studies on investment timing seem to focus on single investment.

Dahlgren and Leung [3] novelly investigate multiple optimal investment timing over an infinite time horizon for multi-stage small-scale infrastructure with short lifespan. In Dahlgren and Leung’s paper, two consecutive investments are separated by the capital lifetime, in this setting, only one stage project is in operation process at any given moment. Li et al. [18] explore the optimal expansion timing for multi-stage PPP (public private partnership) projects in which the government subsidy is involved; in this work, the timing of investment at the first stage of the project is fixed beforehand, and the operational period of PPP projects is short run. This paper extends the work of Li et al. [18] to consider the general infrastructure projects in which the operational period is long run and the timing of investment
at each stage needs to be optimized. Besides, the extension provides new insights in the impact of capacity constraint on the project value.

In this paper, we study optimal investment timing of multi-stage capacity expansion infrastructure projects over a finite time planning horizon under uncertain demands. It is assumed that the first-stage project involves a dedicated asset for later expansion, and that the capacity of each stage is limited. In addition, the investor can flexibly abandon future investments according to demand conditions. In this study, we attempt to answer the following research questions: (i) to maximize the project value at multiple stages, what is the optimal multiple investment timing in a finite time horizon? (ii) how does the dedicated asset in the first-stage project influence the subsequent investment strategies and the project value? (iii) what is the impact of capacity constraints on project value? (iv) what is the impact of uncertainty in volatility measurement on project value?

First, the optimal multiple stopping time theory driven by multi-exercise American options is adopted to establish a decision-making model for investment timing of multi-stage capacity expansion infrastructure projects. Then, the cash flow of the project and the expected return of each stage are analyzed theoretically, showing that the cash flow of the project accords with the characteristics of bull call spread, and the expected returns are governed by differential equations. Secondly, the finite difference method is used to calculate the expected return at each stage and then the multi-least squares Monte Carlo simulation (MLSM) is introduced to determine the optimal exercise boundaries at all stages and the project value. Finally, a hypothetical multi-stage power plant project is taken as an example to validate the model. Through the example, the project value obtained from multiple flexible investment timing is compared with the project value of single investment, and the optimal exercise boundaries described by a sequence of critical demand thresholds are given. In addition, the impact of dedicated assets on investment strategy and project value is also examined. Furthermore, the influence of capacity constraints is demonstrated. It is found that, due to the capacity constraint, in the case of sufficient demand the project value decreases with the increase of the demand volatility. This result is different from general one, and is further analyzed using the option spread theory.

Our model has three difficulties in calculation. First, the expected returns at all stages are path dependent, and governed by a system of differential equations. Second, the investment timing is in a finite time horizon, meaning that the pricing of the investments is not given by the analysis characterization in a perpetual American option, but by a numerical algorithm. Third, since the investment decision-making belongs to a multiple stopping time problem, the optimal strategies are more intricate than that of single stopping time.

The contributions of this study are mainly comprised of three aspects. First, the flexible investment timing of multi-stage capacity expansion infrastructure projects is investigated in a finite horizon time framework. So far, this topic has seldom been studied; therefore, investigation on it can enrich the investment theory of multi-stage infrastructure projects. Second, for limited capacity projects, this paper reveals the impact of capacity constraints on the variation of project value with respect to volatility, and uses the bull spread theory to explain the abnormal characteristics of the fluctuation of project value. Third, theoretical analysis and numerical algorithms are presented for complicated calculations.
The rest of the paper is as follows. In Section 2, the model for multi-stage investment timing decision-making is developed by using the optimal multiple stopping time theory, and the cash flow of the project and the expected return at each stage are analyzed. In Section 3, the finite difference method is used to solve the system of difference equations describing the expected return at each stage, and the least squares Monte Carlo simulation is presented to solve the optimal investment decision. To verify the constructed model, a hypothetical example of three-stage power plant is considered in Section 4. Finally, Section 5 concludes the paper with some concluding remarks.

2. The model.

2.1. Model formulation. An $N$-stage infrastructure project that produces a single good is scheduled to be invested in the $[0, T]$ period. After the completion of the construction of each stage, the corresponding stage of the project will enter into the operating period, during which the investor obtains income to recover investment cost. If the construction of the $i$-th ($i = 1, 2, \ldots, N$) stage project begins at time $t_i$, the construction period of each stage is assumed to be $\nu$, then the operation begins from $t + \nu$.

During the operating period, the demand for the output faces high uncertainty. Since the geometric Brownian motion (GBM) has been successfully used to model the evolution in the demand of infrastructure projects [11, 1], hence it works for the current study. The GBM describing the stochastic demand $X_s$ is shown as follows.

\begin{equation}
\forall t \in [0, T], s \geq t:
\begin{cases}
    dX_s = \alpha X_s ds + \sigma X_s dB_s \\
    X_t = x
\end{cases}
\end{equation}

where $\alpha$ is the drift, $\sigma$ is the volatility, $dB_s$ is an increment of the standard Brownian motion, which means that $dB_s \sim N(0, ds)$, and $x$ is the demand at time $t$.

The capacity at each stage of the multi-stage project is limited, and the planned capacity of the $i$-th item is denoted by $m_i$. The operation load of the $i$-th stage is assumed to be the remaining demand after the full-load operation of the previous projects. In other words, the operation load of the $i$-th stage at time $s$, denoted by $\Omega_i(X_s)$, is the difference between the demand $X_s$ and the total loads of the previous projects, and capped by the capacity $m_i$, that is,

\begin{equation}
\Omega_i(X_s) = \min\left\{ (X_s - \sum_{k=1}^{i-1} m_k)^+, m_i \right\}
\end{equation}

where $(\cdot)^+ = \max\{\cdot, 0\}$.

Let $p$ and $c$ denote the output price and the unit operation cost, respectively. The cash flow of the $i$-th stage at time $s$, represented by $f_i(X_s)$, is given by:

\begin{equation}
f_i(X_s) = (p - c) \cdot \Omega_i(X_s)
\end{equation}

The cumulative cash flow in the long run is the expected return. Then, the expected return of the $i$-th project implemented with the given demand $x$ at time $t$, expressed by $u_i(x)$, is:

\begin{equation}
u_i(x) = E^{t,x} \left[ \int_{t+\nu}^{+\infty} f_i(X_s)e^{-\gamma(s-t)} ds \right]
\end{equation}
Here, \( r \) refers to the discount rate, and \( E^{t,x}[\cdot] \) represents the conditional expectation given the demand \( x \) at time \( t \), which means that its value depends on the demand \( x \).

The investment cost is associated with the capacity of the project. Following the research of Dangl [4], the capacity cost at the \( i \)-th stage, which is the cost being matched with the project capacity of the \( i \)-th stage, \( I(m_i) \), is given by:

\[
I(m_i) = \lambda m_i^\beta
\]  

(5)

Here, \( \lambda \) and \( \beta \) are constants, and \( \lambda > 0, 0 < \beta \leq 1 \), and \( \beta < 1 \) means that the marginal costs are decreasing when the installed capacity is increasing, and it can be interpreted as an economy of scale. Some empirical studies suggest that many infrastructure assets, such as port, power plant, do exhibit economies of scale [9, 26].

It is assumed that there exists a dedicated asset investment in the first project. This means that the investment cost of the first stage includes two parts: one is the capacity cost of the first stage, and the other is the cost of the dedicated assets for later stages, which is represented by \( I_d \). That is to say, the investment cost of the first stage, \( K_1 \), is the sum of \( I(m_1) \) and \( I_d \): \( K_1 = I(m_1) + I_d \). Since a portion of investment of later expansions has been implemented as dedicated assets in the first stage, the investment cost of a later expansion is reduced. Suppose that the cost for the dedicated assets can be decomposed, and allocated proportionally to the capacity into the subsequent stages. The investment cost for a later expansion, denoted by \( K_i(i = 2, 3, \cdots, N) \), is the difference between the capacity cost and the dedicated asset allocated this stage, namely, \( K_i = I(m_i) - \frac{m_i}{\sum_{k=2}^{m} m_k} I_d \). In summary, the investment cost at each stage, \( K_i(i = 1, 2, \cdots, N) \), is:

\[
K_i = \begin{cases} 
I(m_i) + I_d, & i = 1 \\
I(m_i) - \frac{m_i}{\sum_{k=2}^{m} m_k} I_d, & i = 2, 3, \cdots, N 
\end{cases}
\]  

(6)

The net revenue of the \( i \)-th \((i = 1, 2, \cdots, N)\) stage invested at time \( t \), \( \pi_i(x) \), is:

\[
\pi_i(x) = u_i(x) - K_i
\]  

(7)

The total net revenues of the \( N \)-stage investments is the project value. Obviously, different investment strategies create different project values. The objective is to find \( N \) optimal investment opportunities that could maximize the project value. The optimal investment timing and the project value of the \( N \)-stage investments can be expressed as the following optimal multiple stopping time problem (8):

\[
V = \sup_{\mathcal{T} \in \mathcal{S}(N)} E \left[ \sum_{i=1}^{N} e^{-r\tau_i} \pi_i(X_{\tau_i}) \right]
\]  

(8)

where \( E[\cdot] \) denotes the expectation with respect to a probability measure, \( \mathcal{T} = (\tau_1, \tau_2, \cdots, \tau_N) \) is a stopping time vector, \( \tau_i (i = 1, 2, \cdots, N) \) represents the stopping time of the \( i \)-th stage project, meaning the exercise time of the investment, and \( \mathcal{S}(N) \) is the set of admissible stopping time vectors. It is natural that two consecutive investments needs to be separated by a certain time, that is, a refraction time, denoted by \( \delta \). Therefore, the set of admissible stopping time vectors, \( \mathcal{S}(N) \), is defined by:

\[
\mathcal{S}(N) = \{ \mathcal{T} \in (\tau_1, \tau_2, \cdots, \tau_N) \mid \tau_{i+1} - \tau_i \geq \delta (i = 1, 2, \cdots, N - 1) \}
\]  

(9)
2.2. Model analysis.

2.2.1. Capacity constraint and project cash flow. To elaborate the correlation between the capacity constraint and the cash flow of the investment, we rewrite $\Omega_i(X_s)$ and $f_i(X_s)$ in (2) and (3). Denote $\sum_{k=1}^{i} m_k = M_i$, then the operation load of $i$-th stage project, $\Omega_i(X_s)$, is rewritten as:

$$\Omega_i(X_s) = [(X_s - M_{i-1})^+ - (X_s - M_i)^+]$$

(10)

and the cash flow, $f_i(X_s)$, is rearranged as:

$$f_i(X_s) = (p - c) \cdot [(X_s - M_{i-1})^+ - (X_s - M_i)^+]$$

(11)

where

$$(X_s - M_{i-1})^+ - (X_s - M_i)^+ = \begin{cases} 0, & X_s \leq M_{i-1} \\ X_s - M_{i-1}, & M_{i-1} < X_s < M_i \\ m_i, & X_s \geq M_i \end{cases}$$

Figure 1 is the display of $\Omega_i(X_s)$. It is found that $\Omega_i(X_s)$ is equivalently a payoff of bull call spread, which is well known from most literature on options or derivatives [12]. In options trading, a bull call spread is designed by buying a call option at a lower strike ($M_{i-1}$ in (10)), and selling a call option with the same expiry at a higher strike ($M_i$ in (10)). Compared with buying a simple call option, the bull spread buyer reduces the cost of the spread if the price of the underlying security does not rise as anticipated; whereas the buyer also gives up the additional profits if the underlying security price rises beyond the higher strike. In other words, a bull spread strategy is created to profit from a moderate rise in the price of the underlying security.

In the current study, due to the constrained capacity of each stage, $m_i$, the output of each stage is capped and therefore the cash flow is limited. This means that the investor faces a cash flow with the characteristic of bull call spread. The cap of the cash flow derived by the capacity constraint makes the current work different from general investment literature. In previous studies, the cash flow or the asset value is generally assumed to follow a stochastic process without a ceiling.
2.2.2. Expected return. From equation (4), it is shown that the expected return of the \( i \)-th project invested at time \( t \), \( u_i(x) \), depends on the stochastic demand in the future, thus it is path dependent. By means of the principle of dynamic programming and Itô formula, it can be concluded that \( u_i(x)(i = 1, 2, \cdots, N) \) satisfies the differential equation presented in the following theorem.

**Theorem 2.1.** The expected return of the \( i \)-th project, \( u_i(x)(i = 1, 2, \cdots, N) \), satisfies the differential equation, \( \forall x \in (0, +\infty) \):

\[
\frac{1}{2} \sigma^2 x^2 \frac{d^2 u_i}{dx^2} + \alpha x \frac{du_i}{dx} - ru_i + R_i(x) = 0 \tag{12}
\]

with the boundary conditions:

\[
u_i(0) = 0, \quad u_i(+\infty) = \frac{(p - c)m_i}{r}e^{-rv} \tag{13}\]

where

\[
R_i(x) = (p - c) \cdot \left\{ xe^{-(r - \alpha)v} \Phi(g(\Sigma_{k=1}^{i-1}m_k)) - \Phi(g(\Sigma_{k=1}^{i}m_k)) \right\} - e^{-rv} \left[ (\Sigma_{k=1}^{i-1}m_k) \cdot \Phi(h(\Sigma_{k=1}^{i-1}m_k)) - (\Sigma_{k=1}^{i}m_k) \cdot \Phi(h(\Sigma_{k=1}^{i}m_k)) \right]
\]

\( \Phi \) is the cumulative distribution function of the standard normal distribution, and

\[
g(z) = \frac{\ln(x/z)}{\sigma \sqrt{v}} + \frac{\alpha \sqrt{v}}{\sigma} + \frac{1}{2} \frac{\alpha \sqrt{v}}{\sigma} - \frac{1}{2 \sigma \sqrt{v}}.
\]

**Proof.** By applying the principle of dynamic programming and Itô formula, the differential equations for \( u_i(x)(i = 1, 2, \cdots, N) \) can be easily obtained:

\[
\frac{1}{2} \sigma^2 x^2 \frac{d^2 u_i}{dx^2} + \alpha x \frac{du_i}{dx} - ru_i + E^{t,x} \left[ f_i(X_{t+\nu})e^{-rv} \right] = 0
\]

Denote \( R_i(x) = E^{t,x} \left[ f_i(X_{t+\nu})e^{-rv} \right] \). Then, by the definition of conditional expectation, it can be obtained:

\[
R_i(x) = (p - c) \cdot \left\{ xe^{-(r - \alpha)v} \Phi(g(\Sigma_{k=1}^{i-1}m_k)) - \Phi(g(\Sigma_{k=1}^{i}m_k)) \right\} - e^{-rv} \left[ (\Sigma_{k=1}^{i-1}m_k) \cdot \Phi(h(\Sigma_{k=1}^{i-1}m_k)) - (\Sigma_{k=1}^{i}m_k) \cdot \Phi(h(\Sigma_{k=1}^{i}m_k)) \right]
\]

The detail in the computation of \( R_i(x) \) can be referred to [18]. Thus, the validity of equation (12) is proved, and the boundary conditions (13) can be achieved from the expressions (4) and (11).

\[\square\]

3. Numerical algorithms. We give the detailed computational procedures for solving the optimal multiple stopping time problem (8). First, the finite difference method is used to solve the differential equations (12)-(13) describing \( u_i(x)(i = 1, 2, \cdots, N) \). Then the numerical solution of \( \pi_i(x)(i = 1, 2, \cdots, N) \) for equation (7) can be obtained. On this basis, the multi-least squares Monte Carlo simulation is introduced to solve the optimal multiple stopping time problem (8).

Certainly, the finite difference method and multi-least squares Monte Carlo simulation may be compared with other valid numerical algorithms. For instance, lattice methods, which are usually adopted to price real option for projects [27], can be compared with our numerical methods. This study does not involve the algorithm comparison since it is beyond the scope of research.
3.1. **Upwind finite difference method.** The upwind finite difference scheme [29, 19] is proposed to solve the PDE (12)-(13). Set \( X_{\text{max}} \) is large enough, and let the interval \([0, X_{\text{max}}]\) for the demand be divided uniformly into \( N + 1 \) sub-intervals with \( 0 = x_0 < x_1 < \cdots < x_N < x_{N+1} = X_{\text{max}} \) and interval length \( \Delta x \). For \( \forall n = 1, 2, \cdots, N \), the discrete scheme of (12) is:

\[
    b_{n,n-1} u_i(x_{n-1}) + b_{n,n} u_i(x_n) + b_{n,n+1} u_i(x_{n+1}) = R_i(x_n) \tag{14}
\]

where

\[
    b_{n,n-1} = -\frac{1}{2} \frac{\sigma^2 x^2}{\Delta x^2}
\]

\[
    b_{n,n} = r + \frac{\sigma^2}{\Delta x} + \frac{\sigma^2 x^2}{(\Delta x)^2}
\]

\[
    b_{n,n+1} = -\frac{\alpha x}{\Delta x} - \frac{1}{2} \frac{\sigma^2 x^2}{(\Delta x)^2}
\]

These form an \( N \times N \) linear system for \( u_i = (u_i(x_1), u_i(x_2), \cdots, u_i(x_N))^T \) and \( R_i = (R_i(x_1) - b_{1,0} \cdot u_i(x_0), R_i(x_2), \cdots, R_i(x_{N-1}), R_i(x_N) - b_{N,N+1} \cdot u_i(x_{N+1}))^T \).

Here, \( u_i(x_0) \) and \( u_i(x_{N+1}) \) in (14) and \( R_i \) are the given boundary conditions in (13), and \( u_i(x_0) = 0 \) and \( u_i(x_{N+1}) \) is approximated by \( u_i(\infty) \).

Let \( B_n \ (n = 1, 2, \cdots, N) \) be \( 1 \times N \) row vectors defined by

\[
    B_1 = (b_{1,1}, b_{1,2}, 0, \ldots, 0),
\]

\[
    B_n = (0, \ldots, 0, b_{n,n-1}, b_{n,n}, b_{n,n+1}, 0, \ldots, 0), n = 2, 3, \ldots, N - 1,
\]

\[
    B_N = (0, \ldots, 0, b_{N,N-1}, b_{N,N}),
\]

where \( b_{n,n-1}, b_{n,n}, b_{n,n+1} \ (n = 1, 2, \ldots, N) \) are defined by Equations (15a)-(15c) and those entries which are not defined are zero. Set

\[
    \mathbf{B} = (B_1, B_2, \ldots, B_N)^T
\]

Then, the discrete scheme (14) can be rewritten as a system of linear algebra equations:

\[
    \mathbf{B} u_i = R_i \tag{16}
\]

By analyzing the matrix \( \mathbf{B} \), we can find that the matrix \( \mathbf{B} \) is an \( M \) matrix if the discount rate \( r > 0 \). This means that the inverse matrix of \( \mathbf{B} \) is non-negative if \( r > 0 \).

3.2. **Multi-least squares Monte Carlo simulation.** The multi-least squares Monte Carlo method (MLSM), which was expanded from the least squares Monte Carlo simulation (LSM) [20], has been successfully used to optimal multiple stopping time problems [18, 8]. A difference between our problem and most optimal multiple stopping time problems solved by MLSM is that there is a refraction time between two consecutive investment opportunities in our study. We modify the MLSM by constructing two types of continuation values to suit our problem. In addition, in order to reduce the variance of Monte Carlo methods, we follow the control variate method proposed by Lai et al. [17]. The calculations of the MLSM mainly comprise three steps as follows.

1. Using the stochastic process (1), generate \( L \) sample paths \( \{\omega_l\}_{l=1,2,\ldots,L} \) through the Monte Carlo simulation. The resulting \( X_j(\omega_l) \) is the demand value of the process at time \( s_j \) along the \( l \)th simulated path. Here, \( \{s_j = j\Delta\}^{L}_{j=0} \) be an equi-partition of \([0, T]\) with interval length \( \Delta \), and \( \{s_1, s_2, \ldots, s_J\} \) is the set of the discretized investment opportunities.
2. For each sample path $\omega_j$, go back in time to determine the exercise strategy by calculating the continuation value and the execution value at each timestep $s_j$ ($j = J, J-1, \ldots, 1$).

The project value with $q$ remaining investment rights at time $s_j$ is given by:

$$V^q_{j} (\omega_l) = \max\{C^q_{j}(\omega_l), E^q_{j}(\omega_l) + D^q_{j-1}(\omega_l)\}$$

where $C^q_{j}(\omega_l)$ is the continuation value, which is the project value created if an investment is not exerted at $s_j$ and continued in the future; $E^q_{j}(\omega_l)$ is the execution value. The execution value equals to the sum of the payoff of the investment, $E^q_{j}(\omega_l)$ (it can be obtained from the numerical solution of $\pi_{N-q+1}(x)$ through equation (7), that is, $E^q_{j}(\omega_l) = \pi_{N-q+1}(X_j(\omega_l))$), and the continuation value after executing the investment with one investment right less than the original one, $D^q_{j-1}(\omega_l)$.

There are two types of continuation value depending on whether or not to perform the investment at the current time. If the investment is not executed at time $s_j$, the next investment opportunity is $s_{j+1}$, then the continuation value is the conditional expectation on the information $\mathcal{F}^{(l)}_j$ available at time $s_j$ of the project value at time $s_{j+1}$, discounted to the time $s_j$, that is, $C^q_{j}(\omega_l) = E[e^{-r\delta}V^q_{j+1} | \mathcal{F}^{(l)}_j]$. $V^q_{j}$ is used to represent the project value for $q$ remaining investment rights at time $s_j$. If the investment is exerted at time $s_j$, the next investment should be at least separated by the refraction period $\delta$. Let $\theta = \lfloor \frac{1}{\Delta} \rfloor$, where $\lfloor \cdot \rfloor$ is the ceiling function, then $\theta \Delta \geq \delta$. The refraction period of two investments is set to be $\theta \Delta$ for the numerical calculations. Subsequently, the continuation value under this case is the conditional expectation on the information $\mathcal{F}^{(l)}_j$ of the project value at time $s_{j+\theta}$, discounted to the time $s_j$, that is, $D^q_{j}(\omega_l) = E[e^{-r\theta\Delta}V^q_{j+\theta} | \mathcal{F}^{(l)}_j]$.

The conditional expectations in the two continuation values are approximated by a polynomial of the current demand $X_j(\omega_l)$, shown as:

$$C^q_{j}(\omega_l) = E[e^{-r\Delta}V^q_{j+1} | \mathcal{F}_j] \approx \sum_k a^q_{j,k} L_k(X_j(\omega_l))$$

$$D^q_{j}(\omega_l) = E[e^{-r\theta\Delta}V^q_{j+\theta} | \mathcal{F}_j] \approx \sum_k a^q_{j,k} L_k(X_j(\omega_l))$$

where $L_k(\cdot)$ are basis functions expressed in the form of polynomials of the underlying risks, which are standard in the LSM literature. It can be proved that a limited number of base functions can approximate conditional expectations very well [20, 2]. The coefficients $a^q_{j,k}(\hat{a}^q_{j,k})$ are obtained by regressing the project value vector $e^{-r\Delta} \hat{V}^q_{j+1} (e^{-r\theta\Delta} \hat{V}^q_{j+\theta})$, onto basis vector $\{L_k(X_j)\}$. Here, $\hat{V}^q_{j} = (V^q_{j}(\omega_1), V^q_{j}(\omega_2), \cdots , V^q_{j}(\omega_L))^T$ is the project value vector for $q$ remaining investment rights at time $s_j$, $V^q_{j}(\omega_l)$ is the project value of the sample path $\omega_l$, and $X_j = (X_j(\omega_1), X_j(\omega_2), \cdots , X_j(\omega_L))^T$ is the demand vector at time $s_j$. The exercise strategy is made by comparing the execution value, $E^q_{j}(\omega_l) + D^q_{j-1}(\omega_l)$, with the continuation value $C^q_{j}(\omega_l)$. Obviously, the exercise condition is:

$$E^q_{j}(\omega_l) + D^q_{j-1}(\omega_l) > C^q_{j}(\omega_l).$$

When the exercise condition is satisfied, the investor will exercise the investment. The optimal stopping time of the $j$th stage project along the $l$th sample path,
\( \tau^\omega_l (i = 1, 2, \ldots, N) \), is yielded by
\[
\{ \tau^\omega_l \}_{i=1,2,\ldots,N} = \inf \{ \{ s_j \}_{j=1,2,\ldots,J} : E_j^{N-i+1} (\omega_l) + D_j^{N-i} (\omega_l) > C_j^{N-i+1} (\omega_l) \}
\]

3. Obtain the multi-stage project value and optimal investment strategy.

Based on the optimal stopping time set of each sample path, the \( N \)-stage project value is estimated by averaging the sum of the net revenue associated with the optimal stopping time, discounted to time 0:

\[
V = \frac{1}{L} \sum_{l=1}^{L} \sum_{i=1}^{N} e^{-r \tau^\omega_l i} \pi_i (X_{\tau_l} (\omega_l))
\]

The optimal investment strategies for multiple investments are described by a sequence of critical demand thresholds. To demonstrate the optimal investment strategies, a strategy matrix \( \Lambda \) is introduced. For \( N \) investment rights and \( J \) investment opportunities, the matrix \( \Lambda \) has \( N \) rows and \( J \) columns. The element \( \lambda_{ij} \) \( (i = 1, 2, \ldots, N; j = 1, 2, \ldots, J) \) in \( \Lambda \) represents the threshold of the demand for the \( i \)-th investment at the \( j \)-th opportunity. At time \( s_j \) \( (j = 1, 2, \ldots, J) \), the investor exercises the \( i \)-th investment when the actual demand exceeds \( \lambda_{ij} \). The values \( \lambda_{ij} \) can be extracted by finding the smallest samples relative to the optimal stopping time of \( i \)-th investment at time \( s_j \). By this means, it can be proved that the errors of the optimal thresholds are relatively small if the number of sample paths is sufficient [8].

4. Model application. In this section, the proposed model is applied to a hypothetical three-stage power plant project. Since uncertain demand is a distinct feature of the electricity market, this type of project is usually constructed in phases. Assume that a thermal power plant project is planned to be constructed in three stages over 10 years, the project capacity for each stage is 20 MW, and the annual power generation time is 3000 h, meaning that the annual maximum power generation per stage is \( 6 \times 10^4 \text{MW-h} \). The electricity price is assumed to be \( 5 \times 10^{-4} \) million CNY/MW-h, and the operating cost per unit of electricity is \( 4 \times 10^{-5} \) million CNY/MW-h. The construction period of each stage is 1.5 years, and the refractor time between two consecutive stages is at least 2 years. The parameters of the cost matching the capacity in (5) is set to be \( \lambda = 0.01 \) million CNY/MW-h and \( \beta = 0.9 \).

In the first stage, some investments, including land acquisition, road construction and auxiliary facilities installation, should accommodate future expansions, with reserve capacity investments being considered as dedicated assets. The cost of dedicated assets investment in the first stage, \( I_d \), is assumed to be a portion of the costs at later stages:

\[
I_d = \eta (I(m_2) + I(m_3)) \quad (\eta \in (0, 1))
\]

where \( \eta \) is the dedicated asset ratio, and \( I(m_2) \) and \( I(m_3) \) are, respectively, the cost matching the capacity of the second and third stages.

All parameters involved in the model are displayed in Table 1. Unless otherwise specified, in our analysis, we assume the parameter values are as given in Table 1. In real situation, parameters of \( c, \lambda, \beta, \alpha, \sigma \), need to be estimated from the historic data of similar projects using statistical methods. Discount rate \( r \) can be adopted by the rate of securities return. Other parameters are decided by the decision-maker by evaluating the features of the project.
Table 1. Default parameters used in the calculations

| Parameter                        | Symbol | Value       | Unit       |
|----------------------------------|--------|-------------|------------|
| Investment period                | $T$    | 10          | Year       |
| Planned investment times         | $N$    | 3           | time       |
| Construction period              | $\nu$  | 1.5         | Year       |
| Refraction time                  | $\delta$ | 2          | Year       |
| Capacity of i-th stage           | $m_i$  | $6 \times 10^4$ | MW·h/year |
| Unit price                       | $p$    | $5 \times 10^{-4}$ | million CNY/MW·h |
| Unit operational cost            | $c$    | $4 \times 10^{-5}$ | million CNY/MW·h |
| Construction cost parameter      | $\lambda$ | $1 \times 10^{-2}$ | million CNY/MW·h |
| Construction cost parameter      | $\beta$ | 0.9         |            |
| Drift                            | $\alpha$ | 6%         |            |
| Volatility rate                  | $\sigma$ | 15%        |            |
| Discount rate                    | $r$    | 8%          |            |
| Dedicated asset ratio            | $\eta$ | 0.1         |            |

4.1. Project value. In order to demonstrate the superiority of multi-stage investment, the project value of three-stage investment with the capacity of $6 \times 10^4$ MW·h per stage is compared with that of single period investment with the capacity of $18 \times 10^4$ MW·h, shown in Figure 2. From Figure 2(a), it is found that the project value of three-stage investment is higher than the project value of single period investment. The reason is that multi-stage investment has more flexible options, including flexible investment opportunity or abandoning future expansion, and these flexible rights can adapt to the changing environment and improve the value of the project. Under different level of volatility, Figure 2(b) depicts the increase in the relative value of three-stage investment over single period investment. Here, the increase in the relative value=$\frac{(three-stage project value - single period project value)\times 100}{single period project value}$. It is shown that the lower the demand, the higher the increase in the relative value, that is, flexibility in the multi-stage investment is more valuable. This is intuitive, because in the case of low demand, the future expansions in multi-stage investment can be cancelled, and the abandon right can create value. In addition, when the demand is low, the lower the level of the volatility, the higher the increase in the relative value, i.e., the worse the single period investment. This is because under low level of volatility, it is difficult for initial low demand to reach a level sufficient to support bigger capacity of single period investment.

4.2. Investment strategy. With the abandon right, the investor will give up an investment when the net present value of the investment is less than zero. From the viewpoint of option, the abandon right is a put option and can create value for the project. Under different demand levels of volatility, the distribution of investment times obtained from one million sample paths is shown in Figure 3, where the investment times of 0, 1, 2 mean that the investor exert the abandon right for the three-stage project. Further comparing different volatility, it is found that, under a high volatility, there is a larger probability that the investment times is distributed at both ends (that is, 0 or 3 times). This is because under high volatility, the demand is more likely to be at both ends (high demand or low demand), so is the
Figure 2. The comparisons between multi-stage and single period investments.

For high revenue, the number of investment times is more likely to be 3, and for low revenue, the number of investment times is more likely to be 0.

Figure 3. The distribution of investment times from one million sample path.

The optimal investment strategy is described by a series of demand thresholds between the exercise and the continuation of the investment rights. These demand thresholds are called optimal exercise boundaries, which are depicted in Figure 4. Here, $i$ refers to the $i$-th investment of the three investment rights. For instance, the exercise boundary of $i=1$ is the threshold of the first investment, and the investor should exercise the first investment when this value is exceeded by the actual demand. From this figure, it can be seen that the second opportunity of investment begins after the second year, and the third implementation is only possible after the fourth year. This is not difficult to understand since two consecutive investments are required to be separated by two years.

From Figure 4, it is shown that the boundaries of the first and second investments fluctuate at time 8, with a decreasing demand on the left side and an increasing
demand on the right side. The reason behind this is that time 8 is a critical point for investment, that is, if the investment is not executed at this time, later investment opportunities will be worthless during the later period because of the refraction time being two years. Consequently, near the eighth year, the investor will reduce his or her earning expectations and implement the investment at a lower level of demand. However, if the investment is not implemented at time 8, afterwards, there is only one chance to invest; in this case, the optimal strategy is to maximize the benefit of the only investment opportunity, and hence the exercise boundary will rise again. Unlike the first two investment boundaries, the boundary for the third investment changes smoothly except near the expiration date. This is because the third investment is the last one, and the investor may be less concerned about the worthlessness of the investment right except near the maturity.

In addition, Figure 4 also shows that the exercise boundary of the first stage is flat over time except near time 8, while the exercise boundaries of later two stages are relatively steep. The reason for the flat exercise boundary at first stage can be explained from the long operating period. Because the operating period of the project is long run, the project values at different investment opportunities over a finite time horizon (10 years in this example) have no significant differences. The steep exercise boundaries at later two stages can be interpreted from the dedicated assets. The dedicated assets are invested at the first stage and used to later expansions. If later expansions are not exerted, the dedicated assets will become idle. Investment in dedicated assets is accounted for in total costs; thus, in order to maximize the total profits at all stages, the investor would perform later expansions as long as the net profit of expansion is larger than 0. Accordingly, as time goes by, the investor will reduce the earning expectations. This leads that expansions are executed at a lower and lower level of demand over time, and the change of the exercise boundary is steep.

4.3. Effects of dedicated asset. The impact of the dedicated assets in the first stage on the project value and later investment strategy is shown in Figure 5(a) and Figure 5(b), respectively. The amount of the dedicated assets is represented by the dedicated asset ratio $\eta$ in (19). Figure 5(a) reveals that the project value decreases
with an increasing dedicated asset ratio. The reason is as follows. As the dedicated asset ratio increases, the investment cost in the dedicated assets rises; this makes the cost of the first stage is increased and the costs of later stages are decreased, which can be seen from expression (6). In notional amount, the increased cost in the first stage is equal to the decreased cost in later stages. Considering the time value of money, the discounted cost for the same notional amount is greater in the first stage than in later stages. This leads to a higher total cost, consequently reducing the project value. The implication is clear: reducing the investment amount of the dedicated assets as much as possible can increase the project value.

Turn to the exercise boundary, from Figure 5(b), it is found that the demand levels that trigger an investment are decreasing with the increase in the dedicated assets ratio. Here, $\eta$ of 0, 0.1, and 0.2 are used for illustration. When $\eta = 0$, it corresponds to the case without dedicated asset. As the dedicated assets ratio increases, the costs of the second and third stages decrease, therefore the investments will be triggered at lower demand levels. Here, for the sake of simplicity, only the investment strategy of the second stage is demonstrated. There are similar results for the third stage.

![Graphs](image.png)

**Figure 5.** The influences of the dedicated asset ratio.

### 4.4. Effects of capacity constraint

In this study, each stage of the project is installed with a certain capacity. When the demand during the operating period becomes unexpected, there is no possibility to adjust the capacity. Due to the capacity constraints, the output and consequently the revenue of the project are capped. The net revenue of the $i$-th ($i=1, 2, 3$) stage project under different demand levels, $\pi_i(x)$, is shown in Figure 6. It can be seen from Figure 6, after the demand reaches a certain level, the net revenue tends to a fixed level, which implies that the project operates at full capacity.

In order to further explore the effect of capacity constraints, the project values under different levels of demand volatility are displayed in Figure 7. From Figure 7, we can see that, when the demand is low, the project value increases with the increasing volatility $\sigma$. On the other hand, when the demand is high, the project value decreases with an increase in the volatility. The case under high demand is inconsistent with classical investment results represented by Dixit and Pindyck [6],...
where the project value increases with the increasing volatility no matter what the level of demand is. The reason is because the capacity constraints are taken into account in this study. Although the demand may be high, the revenue is constrained by limited capacity. For the study of [6], there is no cap on revenue.

To reveal the relationship between the capacity constraints and the variation of the project value with respect to the volatility, we explore the ‘Vega’ (the derivative of the option value with respect to the volatility) of the project value. Because the project value in this work is derived by the cash flow with the characteristic of bull call spread mentioned earlier, we analyse the ‘Vega’ of bull call spread mathematically. Since the closed form solution of European bull call spread can be obtained, we focus on the ‘Vega’ of the European bull call spread corresponding to our problem. Using similar symbols as in expression (10), the payoff of European bull call spread for the i-th investment, $\Omega_i^E(X_s)$, is expressed as:

$$\Omega_i^E(X_s) = (X_s - M_{i-1})^+ - (X_s - M_i)^+$$  \hspace{1cm} (20)
The ‘Vega’ for the bull call spread, \( \frac{\partial V}{\partial \sigma} \), can be easily obtained from the Black-Scholes model:

\[
\frac{\partial V^E}{\partial \sigma} = X_s \sqrt{T^E - s}(n(d_1) - n(d'_1))
\]

(21)

where \( T^E \) is the expiration date of the European call spread, \( n(\cdot) \) is the probability density function (PDF) of the standard normal distribution, \( d_1 = \frac{\ln X_s/(T^E - s)}{\sigma \sqrt{T^E - s}} + (r^* + \frac{\sigma^2}{2})(T^E - s) \), \( d'_1 = \frac{\ln X_s/(T^E - s)}{\sigma \sqrt{T^E - s}} \). \( r^* \) of \( d_1 \) and \( d'_1 \) is the risk-free discount rate.

It is obvious that the sign of \( \frac{\partial V}{\partial \sigma} \) depends on \( n(d_1) - n(d'_1) \), which is related to the demand \( X_s \) and the capacity \( m_i \) (Here, \( M_i = \sum_{k=1}^{t} M_k \)). Since the PDF of the standard normal distribution, \( n(\cdot) \), is symmetric around zero, we analyze the relation between \( n(d_1) \) and \( n(d'_1) \) in three situations: 1) \( d_1 > d'_1 \geq 0 \); 2) \( 0 \geq d_1 > d'_1 \); 3) \( d_1 > d'_1 > 0 \) (Note that \( d_1 > d'_1 \) is always true since \( M_i - 1 < M_i \)).

The outcomes are as follows:

- \( \frac{\partial V}{\partial \sigma} > 0 \) when \( X_s < \sqrt{M_{i-1} M_i e^{-(r^* + \frac{\sigma^2}{2})(T^E - s)}} \),
- \( \frac{\partial V}{\partial \sigma} < 0 \) when \( X_s > \sqrt{M_{i-1} M_i e^{-(r^* + \frac{\sigma^2}{2})(T^E - s)}} \), and
- \( \frac{\partial V}{\partial \sigma} = 0 \) occurs when \( X_s = \sqrt{M_{i-1} M_i e^{-(r^* + \frac{\sigma^2}{2})(T^E - s)}} \). In short, the ‘Vega’ is positive when the demand is low, meaning that the project value increases with the increasing volatility; the ‘Vega’ is negative when the demand is high, meaning that the project value decreases with the increasing volatility. From these outcomes, it is not difficult to understand the variation of the project value with respect to the volatility.

5. Conclusions. This paper models and calculates the optimal investment timing of multi-stage capacity expansion infrastructure projects in a finite time horizon. The upwind finite difference method is used to solve differential equations describing the expected returns at all stages, and the multi-least squares Monte Carlo simulation is introduced to solve optimal multiple stopping time model. Through an example of three-stage power plant project, both the total project value at all stages and the optimal investment strategy are presented, and meanwhile the validity of the numerical algorithms developed in this study is verified. This study novelty reveals the effect the capacity constraints on the project value using bull call spread theory.

This paper provides insights for the potential investor with the idea of when to exercise the multi-stage investments in a finite time horizon, maximizing profits under uncertain demand. However, there are still some limitations that deserve further study. First, the capacity at each stage of the project is assumed to be fixed beforehand. In future study, optimizing timing and capacity of multi-stage projects will be an interesting topic, and this is a type of optimal impulse control problem. Second, in addition to demand, other uncertainties can be considered. For instance, uncertainty in construction costs is also important. Third, the comparison of numerical algorithms can be implemented in future work and hence it can enrich the algorithm theory of the optimal multiple stopping time problem.
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