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Abstract

Neural Radiance Fields (NeRF) has become a popular framework for learning implicit 3D representations and addressing different tasks such as novel-view synthesis or depth-map estimation. However, in downstream applications where decisions need to be made based on automatic predictions, it is critical to leverage the confidence associated with the model estimations. Whereas uncertainty quantification is a long-standing problem in Machine Learning, it has been largely overlooked in the recent NeRF literature. In this context, we propose Stochastic Neural Radiance Fields (S-NeRF), a generalization of standard NeRF that learns a probability distribution over all the possible radiance fields modeling the scene. This distribution allows to quantify the uncertainty associated with the scene information provided by the model. S-NeRF optimization is posed as a Bayesian learning problem which is efficiently addressed using the Variational Inference framework. Exhaustive experiments over benchmark datasets demonstrate that S-NeRF is able to provide more reliable predictions and confidence values than generic approaches previously proposed for uncertainty estimation in other domains.

1. Introduction

Recent learning based methods have shown impressive results in 3D modeling. In particular, implicit neural volume rendering [27, 31, 22, 28] has become a popular framework to learn compact 3D scene representations from a sparse set of images. Among these methods, Neural Radiance Fields (NeRF) [28] has received a lot of attention given its ability to render photo-realistic novel views of the scene. Additionally, several works have shown that the 3D representations learned by NeRF can be used for different downstream tasks, such as camera-pose recovery [38], 3D semantic segmentation [16] or depth estimation [28]. Even though all these tasks have relevant applications in fields such as robotics or augmented reality, existing NeRF-based approaches are limited in these scenarios, for being unable to provide information about the confidence associated with the model outputs. For instance, consider a robot using Neural Radiance Fields to reason about its environment. In order to plan the optimal actions and reduce potential risks, the robot must take into account not only the outputs produced by NeRF, but also their associated uncertainty.

In this context, we propose Stochastic-NeRF, a generalization of the original NeRF framework able to quantify the uncertainty associated with the implicit 3D representation. Unlike standard NeRF which only estimates deterministic radiance-density values for all the spatial-locations in the scene, S-NeRF models these pairs as stochastic variables following a distribution whose parameters are optimized during learning. In this manner, our method implicitly encodes a distribution over all the possible radiance fields modeling the scene. The introduction of this stochasticity enables S-NeRF to quantify the uncertainty associated with the the resulting outputs in different tasks such...
as novel-view rendering or depth-map estimation (see Figure 1). During learning, we follow a Bayesian approach to estimate the posterior distribution of all the possible radiance fields given training data. To make this optimization problem tractable, we devise a learning procedure for S-NeRF based on Variational Inference [5]. Conducting exhaustive experiments over benchmark datasets, we show that S-NeRF is able to provide more reliable uncertainty estimates than generic approaches previously proposed for uncertainty estimation in other domains. In particular, we evaluate the ability of S-NERF to quantify the uncertainty in novel-view synthesis and depth-map estimation.

2. Related Work

**Neural Radiance Fields.** Similar to other neural volumetric approaches such as Scene Representation Networks [35] or Neural Volumes [22], NeRF uses a collection of sparse 2D views to learn a neural network encoding an implicit 3D representation of the scene. NeRF employs a simple yet effective approach where the network predicts the volume density and emitted radiance for any given view-direction and spatial coordinate. These outputs are then combined with volume rendering techniques [26] to synthesize novel views or estimate the implicit 3D geometry of the scene.

Since it was firstly introduced, many works have extended the original NeRF framework to address some of its limitations. For instance, [21, 20, 29, 23] explored several techniques to accelerate the time-consuming training and rendering process. Other works [17, 39] introduced the notion of "scene priors", allowing a single NeRF model to encode the information of different scenes and generalize to novel ones. Similarly, [25] proposed to account for illumination changes and transient occluders in order to leverage in-the-wild training views. Other recent works [33, 8, 34, 19, 37, 32] have extended NeRF to cases with dynamic objects in the scene.

Different from the aforementioned methods, the proposed S-NeRF explicitly addresses the problem of estimating the uncertainty associated with the learned implicit 3D representation. Our framework is a probabilistic generalization of original NeRF and thus, our formulation can be easily combined with most of previous works in order to improve different aspects of the model.

**NeRF Applications.** Implicit representations learned by NeRF can be used to infer useful scene information for domains such as Robotics or Augmented Reality (AR). For instance, the ability to render novel views, estimate 3D meshes [28, 33] or recover camera-poses [38] can be used to allow robots to reason about the environment and plan navigation paths or object manipulations. Additionally, [30] proposed to incorporate a compositional 3D scene representation into a generative model to achieve controllable novel view synthesis. This capability is specially interesting in AR scenarios. Despite these potential applications, previous NeRF approaches are still limited in the aforementioned domains. The reason is that they are not able to quantify the underlying uncertainty of the model and thus, it is not possible to evaluate the risk associated with downstream decisions based on the output estimations.

Recently, NeRF-in-the-Wild (NeRF-W) [25] considered to identify the uncertainty produced by transient objects in the scene such as pedestrians or vehicles. In particular, the authors proposed to estimate a value indicating the variance for each rendered pixel in a novel synthetic view. This variance is computed by treating it as an additional value to be rendered analogously to pixel RGB intensities. However, this approach has two critical limitations. Firstly, pixel-colors are produced by a specific physical process that is not related to the model uncertainty. As a consequence, estimating the latter with volume rendering techniques is not theoretically-founded and can lead to sub-optimal results. On the other hand, while NeRF-W is able to predict the variance associated with the rendered pixels, it does not explicitly model the uncertainty of the radiance field representing the scene. Hence, it can not quantify confidence estimates about the underlying 3D geometry.

To the best of our knowledge, S-NeRF is the first approach to explicitly model the uncertainty of the implicit representation learned by NeRF. In contrast to NeRF-W, our method allows us to quantify the uncertainty associated not only with rendered views, but also with estimations related with the 3D geometry (see Fig. 1 again).

**Uncertainty Estimation** is a long-standing problem in Deep Learning [1, 10, 13, 9, 18]. To address it, a popular approach imposes the Bayesian Learning framework [4] to estimate the posterior distribution over the model given observed data. This posterior distribution can be used during inference to quantify the uncertainty of the model outputs. In the context of deep learning, Bayesian Neural Networks [36, 7, 13, 24] use different strategies to learn the posterior distribution of the network parameters given the training set. However, these approaches are typically computationally expensive and require significant modifications over network architectures and training procedures.

To address this limitation, other approaches have explored other strategies to implicitly learn the parameter distribution. For instance, dropout-based methods [9, 2, 12, 6] introduce stochasticity over the intermediate neurons of the network in order to efficiently encode different possible solutions in the parameter space. By evaluating the model with different dropout configurations over the same input, the uncertainty can be quantified by computing the variance over the set of obtained outputs. A similar strategy consists on using deep ensembles [18, 14], where a finite set of independent networks are trained and evaluated in order
to measure the output variance. Whereas these solutions are more simple and efficient than Bayesian Neural Networks, they still require multiple model evaluations. This limits their application in NeRF, where the rendering process is already computationally expensive for a single model.

Different from the previous approaches learning a posterior distribution over the model parameters, the proposed S-NeRF learns a single network encoding the distribution over all the possible radiance fields modelling the scene. As we will discuss in the following sections, this allows to efficiently obtain uncertainty estimates without the need of evaluating multiple model instances.

3. Stochastic Neural Radiance Fields

3.1. From Standard to Stochastic-NeRF

**Standard NeRF** [28] models a 3D volumetric scene as a radiance field \( \mathcal{F} \) defining a set:

\[
\mathcal{F} = \{ (r(x, d), \alpha(x)) : x \in \mathbb{R}^3, d \in \mathbb{R}^2 \} \tag{1}
\]

where \( \alpha(x) \in \mathbb{R}^+ \) is the volume density in a specific 3D spatial-location \( x \) and \( r(x, d) \in \mathbb{R}^3 \) is the emitted RGB radiance which is also dependent on the view direction \( d \).

To model the radiance field \( \mathcal{F} \), NeRF uses a parametric function \( f_\theta(x, d) : \mathbb{R}^3 \times \mathbb{R}^2 \rightarrow \mathbb{R}^4 \) which encodes the radiance \( r \) and density \( \alpha \) for every possible location-view pair \( (x, d) \) in the scene. Concretely, this function is implemented by a deep neural network with parameters \( \theta \).

**NeRF Optimization:** For a given scene, NeRF optimizes the network \( f_\theta \) by leveraging a training set \( \mathcal{T} = \{ (c^1, x_0^1, d^1), \ldots, (c^N, x_0^N, d^N) \} \) formed by \( N \) triplets, where \( c^i \) is a RGB pixel-color captured by a camera located in a 3D position \( x_0^i \) in the scene. Additionally, \( d^i \) is the normalized direction from the camera origin to the pixel in world-coordinates. This training set can be obtained by capturing a collection of views from the scene using different cameras with known poses.

By assuming that training samples \( (c^n, x_0^n, d^n) \in \mathcal{T} \) are independent observations, the network parameters \( \theta \) are optimized by minimizing the negative log-likelihood as:

\[
\min_{\theta} -\log p_\theta(\mathcal{T}) = -\frac{1}{N} \sum_{n=1}^{N} \log p_\theta(c^n|x_0^n, d^n) \\
= -\frac{1}{N} \sum_{n=1}^{N} ||c^n - C(x_0^n, d^n)||^2 \tag{2}
\]

where the quadratic error follows from defining \( p_\theta(c^n|x_0^n, d^n) = \mathcal{N}(c^n|\mu, \sigma) \) as a Gaussian distribution with unit variance and a mean defined by the volumetric rendering function:

\[
C(x_0, d) = \int_{t_o}^{t_f} \frac{r_t \alpha_t}{\exp(\int_{t_o}^{t} \alpha_s ds)} \, dt 
\]

where \( x_t = x_0 + t d \) is a specific spatial-location along a ray with direction \( d \) which crosses the scene from the pixel position in world-coordinates \( x_{t_o} \) to the point \( x_{t_f} \). Additionally, we express \( r(x_t, d) \) and \( \alpha(x_t) \) as \( r_t \) and \( \alpha_t \), respectively. More details about the volumetric rendering function in Eq. (3) and how it is approximated can be found in [28].

**Stochastic NeRF** is a generalization of the previously described framework. Specifically, instead of learning a single radiance field \( \mathcal{F} \), S-NeRF models a distribution \( p(\mathcal{F}) \) over all the possible fields modelling the scene. For that purpose, we consider that for each location-view pair \( (x, d) \), the volume density and emitted radiance are random variables following an unknown joint distribution. In this manner, any radiance field \( \mathcal{F} \) defined in Eq. (1) can be considered a realization over the distribution \( p(\mathcal{F}) \). As we will discuss in Sec. 3.3, treating the radiance field as a set of stochastic variables allows to reason about the underlying uncertainty in the implicit 3D representation.

**S-NeRF Optimization:** Different from the optimization strategy used in original NeRF, S-NeRF adopts a Bayesian approach where the goal is to estimate the posterior distribution of the possible radiance fields \( \mathcal{F} \) given the observed training set \( \mathcal{T} \):

\[
p(\mathcal{F}|\mathcal{T}) = \frac{p(\mathcal{T}|\mathcal{F})p(\mathcal{F})}{p(\mathcal{T})} \tag{4}
\]

where \( p(\mathcal{T}|\mathcal{F}) \) is the likelihood of \( \mathcal{T} \) given a radiance field and \( p(\mathcal{F}) \) is a distribution modelling our prior knowledge about the radiance and density pairs over the different spatial-locations in the scene.

3.2. Learning S-NeRF with Variational Inference

Given that the explicit computation of the posterior in Eq. (4) is intractable, we employ variational inference [5] in order to approximate it. In particular, we define a parametric distribution \( q_\theta(\mathcal{F}) \) approximating the true posterior and optimize its parameters \( \theta \) by minimizing the Kullback-Leibler (KL) divergence between both as:

\[
\min_{\theta} \text{KL}(q_\theta(\mathcal{F}) \| p(\mathcal{F}|\mathcal{T})) \\
\propto -\mathbb{E}_{q_\theta(\mathcal{F})} \log(p(\mathcal{T}|\mathcal{F})) + \mathbb{E}_{q_\theta(\mathcal{F})} \log \left( \frac{q_\theta(\mathcal{F})}{p(\mathcal{F})} \right) \tag{5}
\]

Intuitively, the first term in Eq. (5) measures the expected training set likelihood over the radiance field distribution \( q_\theta(\mathcal{F}) \). On the other hand, the second term measures the KL divergence between the approximate posterior and the prior distribution \( p(\mathcal{F}) \). In the following, we detail how S-NeRF addresses this optimization problem.
3.2.1 Modelling the approximate posterior

In order to make the approximate posterior \( q_\theta(\mathcal{F}) \) tractable, we define it as a fully-factorized distribution:

\[
q_\theta(\mathcal{F}) = \prod_{x \in \mathbb{R}^3} \prod_{d \in \mathbb{R}^2} q_\theta(r|x, d)q_\theta(\alpha|x) \tag{6}
\]

where we assume that the density and radiance are independent variables given any location-view pair \((x, d)\). In particular, S-NeRF models \( q_\theta(\mathcal{F}) \) with a neural network defining a function \( f_\theta(x, d) = \{\mu_r, \sigma_r, \mu_\alpha, \sigma_\alpha\} \), where \( \mu_r \in \mathbb{R}^3 \) and \( \sigma_r \in \mathbb{R}^+ \) are a mean and standard deviation defining the distribution \( q_\theta(r|x, d) \). Similarly, \( \mu_\alpha \in \mathbb{R}^3 \) and \( \sigma_\alpha \in \mathbb{R}^+ \) define the density distribution \( q_\theta(\alpha|x) \).

Given that the radiance values need to be bounded between 0 and 1, we use a logistic normal distribution [3] for each RGB channel \( r^c \) independently. In this manner, \( r^c \) is a random variable defined by:

\[
r^c = \text{Sigmoid}(\hat{r}^c); \quad \hat{r}^c \sim \mathcal{N}(\hat{r}^c|\mu_{r^c}, \sigma_{r^c}) \tag{7}
\]

resulting from applying a sigmoid function to a Gaussian variable \( \mathcal{N} \) with mean \( \mu_{r^c} \) and standard deviation \( \sigma_{r^c} \). Similarly, the support for the density distribution \( q_\theta(\alpha|x, d) \) needs to be positive. Therefore, we model \( \alpha \) as a random variable following a rectified normal distribution [11]:

\[
\alpha = \psi(\hat{\alpha}); \quad \hat{\alpha} \sim \mathcal{N}(\hat{\alpha}|\mu_\alpha, \sigma_\alpha) \tag{8}
\]

where \( \psi(\cdot) = \max(0, \cdot) \) is as a rectified linear unit that sets all the negative values to 0.

Both distributions are illustrated in Figure 3 and have a tractable analytical form. Additionally, it is easy to sample from them by applying the Sigmoid or ReLU operation to a variable obtained from a normal distribution with parameters \( \{\mu_r, \sigma_r\} \) and \( \{\mu_\alpha, \sigma_\alpha\} \), respectively. See Appendix A.1 for more details.

3.2.2 Computing the log-likelihood

In the following, we introduce how S-NeRF computes the likelihood term in Eq. (5). Firstly, note that given the variational posterior \( q_\theta(\mathcal{F}) \) and the training set \( T \),

\[
\frac{1}{N} \sum_{n=1}^{N} \mathbb{E}_{q_\theta}(r^n_{t_n,t_f}; \alpha^n_{t_n,t_f} | x^n_{t_n,t_f}, d^n) \log(p(c^n| r^n_{t_n,t_f}; \alpha^n_{t_n,t_f}))
\]

(9)

where: (i) \( x^n_{t_n,t_f} = \{\alpha^n + t d^n : t \in [t_n, t_f]\} \) is the set of 3D coordinates along a ray with direction \( d \) and origin \( x^n_{t_n,t_f} \), (ii) \( \{r^n_{t_n,t_f}; \alpha^n_{t_n,t_f}\} \) is a set of radiance-density pairs for each ray position and (iii) \( p(c^n | r^n_{t_n,t_f}; \alpha^n_{t_n,t_f}) \) is the probability of the pixel color \( c^n \) given the radiance and density values accumulated along the ray. The latter probability is defined similarly to standard NeRF, where we assume that \( c^n \) follows a normal distribution with a mean defined by applying the volumetric rendering function Eq. (3) to the radiance-density trajectory \( \{r^n_{t_n,t_f}; \alpha^n_{t_n,t_f}\} \) along the ray.

Given previous definitions, Eq. (9) can be computed using a Monte-Carlo approximation:

\[
\frac{1}{K} \sum_{k=1}^{K} \log(p(c^n| r^n_{t_n,t_f}; \alpha^n_{t_n,t_f}))
\]

(10)
where each $r_t^{nk}$ is a sample from the radiance distribution $q_\theta(r|\mathbf{x}^n_t, \mathbf{d}^n)$. These samples can be generated using Eq. (7) with parameters $\{\mu_\tau, \sigma_\tau\}$ obtained by evaluating the network $f_\theta(\mathbf{x}^n_t, \mathbf{d}^n)$. Similarly, $\alpha_t^{nk}$ is a sample from the volume density distribution using Eq. (8) with mean and variance parameters also defined by the network output. An illustration of the whole process is provided in Figure 2. The introduced strategy is used during training to compute the log-likelihood and apply stochastic gradient descent to optimize the parameters $\theta$. This is possible by using the reparameterization-trick [15] to back-propagate the gradients through the generated samples $r_t^{nk}$ and $\alpha_t^{nk}$. See Appendix A.2 for a more detailed explanation.

### 3.2.3 Estimating the posterior-prior KL divergence

As previously discussed, the KL term in Eq. (5) measures the difference between the approximated posterior over the radiance fields $\mathcal{F}$ learned by S-NeRF and a prior distribution. Similarly to the definition of $q_\theta(\mathbf{r}^\mathcal{F})$ in Eq. (6), we model the prior $p(\mathcal{F}) = \prod_{\mathbf{x} \in \mathbb{R}^3} \prod_{\mathbf{d} \in \mathbb{R}^2} p(r)p(\alpha)$ as a fully-factorized distribution,

where the radiance and density priors are assumed to be the same for all the spatial-locations in the scene. Concretely, $p(r)$ is again modelled with a logistic normal distribution as in the case of $q_\theta(r|\mathbf{x}, \mathbf{d})$. In this case, however, the mean parameter is optimized during training and its variance is fixed to 10. This high value models our knowledge that, without considering any observation, the uncertainty over the radiance values must be high. Analogously, $p(\alpha)$ is modelled with a rectified-normal distribution also with an optimized mean and fixed variance ($\sigma=10$). Given previous definitions, the KL term in Eq. (5) can be expressed as:

$$E_{q_\theta(\mathcal{F})} \log \frac{q_\theta(\mathcal{F})}{p(\mathcal{F})} = \sum_{\mathbf{x} \in \mathbb{R}^3} \sum_{\mathbf{d} \in \mathbb{R}^2} KL(q_\theta(r|\mathbf{x}, \mathbf{d}) \parallel p(r)) + \sum_{\mathbf{x} \in \mathbb{R}^3} \sum_{\mathbf{d} \in \mathbb{R}^2} KL(q_\alpha(\alpha|\mathbf{x}) \parallel p(\alpha))$$

which is equivalent to the sum of the KL divergence between the posterior and prior distributions for all the possible location-view pairs in the scene. During training, Eq. (11) is minimized by sampling random location-view pairs $(\mathbf{x}, \mathbf{d})$ in 3D and approximating the radiance and density KL terms using automatic integration. See Appendix A.3 for more details.

In our preliminary experiments, we observed that it is also beneficial to consider a different prior distributions for location-view pairs belonging to the rays traced to estimate the pixel-color likelihood in Eq. (9). The reason is that, in these locations, we know that the provided observations are reducing the uncertainty about the radiance-density. Therefore, setting a prior with a high variance for the distributions contradicts this prior knowledge. For these reasons, we also compute the KL term for the spatial-locations sampled along these rays but, in this case, the variances defining the prior distributions $p(r)$ and $p(\alpha)$ are not fix but also optimized during training. A pseudo-algorithm summarizing the learning process of S-NeRF is provided in Appendix B.

### 3.3. Inference and Uncertainty Estimation

By learning a distribution over radiance fields, S-NeRF is able to quantify the uncertainty associated with rendered views for any given camera pose. For this purpose, we firstly sample a set of $K$ color values $c^k$ for each pixel in the rendered image. As illustrated in Figure 2, these values are obtained by applying the volume rendering equation to different radiance-density trajectories $\{r_t^{nk}, \alpha_t^{nk}\}$ along a ray traced from the pixel coordinates. Intuitively, each of the sampled colors $c^k$ represents an estimate produced by a single radiance field in the learned distribution. Finally, we treat the mean and variance over the $K$ samples $c^k$ as the predicted pixel color and its associated uncertainty.

Similar to the case of image rendering, S-NeRF is also able to quantify the uncertainty associated with estimated depth-maps. In this case, we ignore the radiance values and use $K$ trajectories $\{r_t^{nk}, \alpha_t^{nk}\}$ obtained by sampling density values along the ray. Then, for each sampled trajectory, we compute the expected termination depth of the ray as in [28]. In this way, we can get $K$ samples for each pixel in the depth maps. The mean and variance of these samples correspond to the estimated depth and its uncertainty.

### 4. Experiments

#### 4.1. Experimental setup

**Datasets.** We conduct our experiments over the LLFF benchmark dataset introduced in [28]. It contains multiple views with calibrated camera poses for 8 different scenes including indoor (Horns, Trex, Room, Fortress, Fern) and outdoor environments (Flower, Leaves, Orchids). Given that our goal is to evaluate the reliability of the quantified
For a single view with resolution 500\,*\,s, we randomly choose only a 20\% of the total uncertainty, we use a more reduced number of scene views during training compared to the experimental setups used in the original paper. The rationale is the following: in low-data regimes, uncertainty estimation is of particular importance given that the model should be able to identify the parts of the scene that are not covered by the training. In these cases, the model is expected to automatically assign a high uncertainty to these regions. Motivated by this observation, we randomly choose only a ~20\% of the total views for training and use the rest for testing.

**Baselines.** As discussed in Sec. 2, only NeRF-W [25] has attempted to quantify uncertainty in Neural Radiance Fields. For this reason, we also compare S-NeRF with state-of-the-art approaches that have been proposed in other domains for the same purpose. In particular, we consider MC-dropout [9] and Deep-Ensembles [18]. In the first case, we add a dropout layer after each odd layer in the network to sample multiple outputs using random dropout configurations. Considering a trade-off between computation and performance, we use five samples in our experiments and compute their variance as the uncertainty value.

On the other hand, in Deep-Ensembles we train and evaluate five different NeRF models in parallel. Again, the variance of their outputs is used as the uncertainty associated with the prediction. Finally, we also compare S-NeRF with the proposed strategy used in NeRF-W [25] for uncertainty estimation. Given that there are no variable illumination or moving objects in the scene of the evaluated datasets, we remove the latent embedding component of their approach and keep only the uncertainty estimation layers.

**Evaluation Metrics.** Previous works typically evaluate the rendered novel-views using image-quality metrics such as PSNR, SSIM, and LPIPS. However, these validation criteria are not informative in our context given that we aim to measure the reliability of the uncertainty estimates. For this reason, we use two alternative metrics: the negative log-likelihood (NLL) and the correlation between the Mean Squared Error (MSE) and the obtained uncertainty values. The use of the NLL is motivated by the observation that all the evaluated methods provide uncertainty estimations based on a predicted variance for each estimated pixel color. In this manner, we can compute the NLL for each pixel by computing the probability of the ground-truth given a Gaussian distribution with mean equivalent to the estimated color and variance equal to the predicted uncertainty. More intuitively, this metric measures the average MSE error with respect to the color ground-truth weighted by the model confidence associated with each pixel color. In the second metric, we compute the correlation between the MSE error for each pixel and the estimated uncertainty values. Note that this correlation will be better if the model assigns higher uncertainty to estimations that are more likely to be inaccurate. Therefore, this metric indicates whether the uncertainty estimates can be used as a predictive value for the expected error in real scenarios where no ground-truth is available.

**Implementation details.** To implement the different compared baselines, we use the same network architecture, hyper-parameters and optimization process employed in the original NeRF paper 1. For S-NeRF implementation, we also use the same architecture to implement the function $f_\theta(x, d)$. The only introduced modification is in the last layer, where we double the number of outputs to account for the mean and variance parameters of the density and radiance distributions. During training, we uniformly sample 128 spatial-locations across each ray. Then, for each location, we sample $K = 128$ radiance-density pairs $r^k_{i_t, t_f}, \alpha^k_{i_t, t_f}$ from the distributions defined by the output parameters. Finally, to compute the volume rendering formula in Eq. (3), we approximate its integral using the trapezoidal rule (detailed in Appendix A.4). In our preliminary experiments, this integration method showed better stability than the original alpha-compositing used in standard NeRF.

### 4.2. Uncertainty estimation in novel-view synthesis

**Quantitative results** of S-NeRF and the other evaluated methods can be found in Table 1. As we can observe, our method outperforms all the previous approaches across all the scenes and metrics. In particular, S-NeRF improves over the previous state-of-the-art with an average decrease of 35\% for NLL and with more than 10\% increased MSE-

| Scene       | MC-DO [9] | D. Ens. [18] | NeRF-W [25] | S-NeRF |
|-------------|-----------|--------------|-------------|--------|
| Flower      | 4.63      | 1.63         | 1.71        | 1.27   |
| Frottress   | 5.19      | 2.29         | 1.04        | -0.03  |
| Leaves      | 2.72      | 2.66         | 0.79        | 0.68   |
| Horns       | 4.18      | 2.17         | 0.78        | 0.60   |
| Trex        | 4.10      | 2.28         | 1.91        | 1.37   |
| Fern        | 4.90      | 2.47         | 2.16        | 2.01   |
| Orchids     | 5.74      | 2.23         | 2.24        | 1.95   |
| Room        | 5.06      | 2.13         | 4.93        | 2.35   |
| Avg.        | 4.57      | 2.23         | 1.95        | 1.27   |

### Table 1. Results for the uncertainty estimation metrics obtained by all the evaluated methods on the NeRF LLFF dataset [28].
Uncertainty correlation. The better results obtained by our approach can be explained by the following reasons. Firstly, the quality of the uncertainty estimates provided by Deep-Ensembles and MC-Dropout typically increases when more models in the ensemble or dropout samples are used, respectively. In our experiments, we have limited this number to 5 which can partially explain the worse results of MC-Dropout and Deep-Ensembles compared to S-NeRF. While increasing the number of model evaluations in these approaches could improve their performance, this strategy is not practical for NeRF given that the rendering time also grows dramatically. This can be seen in Table 2, where we report the rendering time for a single scene required by the different methods. Note that MC-Dropout and Deep-Ensembles increase the computational complexity of NeRF by a factor of 5. Whereas NeRF-W has a similar computational complexity to S-NeRF, our method also obtains significantly improved results in all metrics. As discussed in Sec. 2, NeRF-W treats the variance for each pixel as an additional value rendered in the same manner as pixel RGB intensities. This strategy is not theoretically founded and can lead to sub-optimal results. In contrast, our S-NeRF obtains the uncertainty estimates by sampling multiple color values from the posterior distribution over the radiance fields modeling the scene. As we have shown empirically, this strategy produces more accurate uncertainty estimates without increasing the rendering time.

Qualitative results. To give more insights on the previous experiments, Figure 4 shows an example of qualitative results produced by the evaluated models on a testing view. It is important to notice that the right part of the rendered image corresponds to a region that is not covered by the training views. Therefore, we expect to obtain high error and uncertainty estimates in the pixels belonging to this area. As can be observed, the uncertainty values estimated by MC-dropout, Deep-Ensembles and NeRF-W are poorly correlated with their predictive error. As expected, the MSE is high in the right image region that was not observed in the training set views. However, the corresponding uncertainty values provided by these methods are low. In contrast, S-NeRF is able to assign a high uncertainty to the pixels belonging to the scene region that was not covered by the training views. The ability of our model to identify these regions can be explained by the high-variance defining our prior distributions. Concretely, note that the minimized KL divergence in Eq. (11) forces the learned posterior distribution to resemble this prior when no spatial-locations are observed. As a consequence, the rendered parts of the scene which were not covered by the training views will have an associated high uncertainty. In the following, we conduct an ablation study in order to analyse effect of the prior distributions.
In order to illustrate this, Figure 5 shows the estimated depth-maps and their associated uncertainty generated for different scenes. By looking at the figure, we can see that our framework can also provide useful information about the model’s confidence on the underlying 3D geometry of the scene. For instance, we can observe high uncertainty at the border of foreground objects. This is because these borders correspond to discontinuous changes in the depth-map which produces highly-uncertain estimations. Additionally, we can also observe in the bottom example how S-NeRF is able to assign low confidence values to the depth associated with pixels corresponding to areas of the scene that were not observed in the training set.

Table 3. The effect of the prior constraints. Conducting KL divergence constraints by a prior with high fixed variance (w/KL) dramatically improves the model’s performance on NLL and MSE-Uncertainty correlation. An additional prior with optimizable variance over the training set further enhances the model’s performance as well as stability.

4.3. Analysing the effect of the prior distribution

The prior distribution defined by S-NeRF allows to identify regions in the scene that are not observed in the training views. Additionally, we also impose a prior with learned variance for the spatial-locations belonging to rays crossing the scene from the observed pixels in the training set (see Sec. 3.2.3). To validate the effectiveness of this approach, we have evaluated three different variants of S-NeRF trained by using different strategies: (i) minimizing only the negative log-likelihood term defined in Sec. 3.2.2 and ignoring the KL term, (ii) considering also the KL divergence in Eq. (11) between the prior and posterior distribution, (iii) using the proposed optimization objective where we also minimize the additional prior over the “observed” spatial locations.

According to the reported results in Table 3, compared to the case where only the log-likelihood is optimized (w/o KL), minimizing the KL divergence using a high-variance prior significantly improves the performance on both NLL and MSE-Uncertainty correlation (w/KL). As previously discussed, this allows S-NeRF to identify the scene regions which are not observed in the training views and assign a high-uncertainty to the corresponding pixels in rendered images. However, we can also observe a significant improvement for our proposed S-NeRF optimization process, where we impose a learned prior for the observed spatial-locations. The reason is that defining a high-variance prior in these areas can lead to sub-optimal results, given that the KL term hinders the model to minimize the negative log-likelihood. In contrast, this is effectively addressed by applying our proposed prior with learned parameters in observed spatial-locations.

4.4. Uncertainty estimation in depth-map synthesis

One of the main advantages of S-NeRF compared to the evaluated methods is that it is also able to quantify the uncertainty associated with the 3D geometry of the scene. In order to illustrate this, Figure 5 shows estimated depth-maps and their associated uncertainty generated for different scenes. By looking at the figure, we can see that our framework can also provide useful information about the model’s confidence on the underlying 3D geometry of the scene. For instance, we can observe high uncertainty at the border of foreground objects. This is because this border corresponds to discontinuous changes in the depth-map, which produces highly uncertain estimations. Additionally, we can also observe in the bottom example how S-NeRF is able to assign low confidence values to the depth associated with pixels corresponding to areas of the scene that were not observed in the training set.

5. Conclusions

We have presented Stochastic-NeRF, a novel framework to address the problem of uncertainty estimation in neural volume rendering. The proposed approach is a probabilistic generalization of the original NeRF, which is able to produce uncertainty estimates by modelling a distribution over all the possible radiance fields modelling the scene. Compared to state-of-the-art approaches that can be applied for this problem, we have shown that the proposed method achieves significantly better results without increasing the computational complexity. Additionally, we have also illustrated the ability of S-NeRF to provide uncertainty estimates for different tasks such as depth-map estimation. To conclude, it is also worth mentioning that our formulation is generic and can be combined with any existing or future method based on the NeRF framework in order to incorporate uncertainty estimation in neural 3D representations.
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its cumulative density function (is defined as: we use a logistic normal distribution for each RGB channel \( r^c \) independently. Concretely, its probability density function is defined as:

\[
  f(r^c; \mu_{r^c}, \sigma_{r^c}) = \frac{1}{\sigma_{r^c} \sqrt{2\pi}} \frac{1}{r^c(1 - r^c)} e^{-\frac{(\log(r^c) - \mu_{r^c})^2}{2\sigma_{r^c}^2}},
\]

where \( \mu_{r^c} \) and \( \sigma_{r^c} \) are the mean and std. deviation of the logit form of variable \( r^c \) which is output by the neural network \( f_q(x, d) \). Similarly, we model the positive density value \( \alpha \) as a random variable following a rectified normal distribution. Its cumulative density function (\( \Phi \)) and probability density function (\( f \)) are:

\[
  \Phi(\alpha; \mu_\alpha, \sigma_\alpha) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\alpha} \sigma_\alpha e^{-\frac{(\mu_\alpha + \sigma_\alpha t)^2}{2\sigma_\alpha^2}} dt
\]

\[
  f(\alpha; \mu_\alpha, \sigma_\alpha) = \begin{cases} 
  \Phi(0; \mu_\alpha, \sigma_\alpha), & \text{if } \alpha \leq 0 \\
  \frac{1}{\sigma_\alpha \sqrt{2\pi}} e^{-\frac{(\alpha - \mu_\alpha)^2}{2\sigma_\alpha^2}} & \text{if } \alpha > 0
  \end{cases}
\]

where \( \mu_\alpha \) and \( \sigma_\alpha \) are again the mean and std. deviation of the random variable \( \alpha \) output by the S-NeRF network.

A.2. Backpropagation through sampling with the reparametrization-trick

In the following, we provide a detailed explanation on how to properly sample from the learned distributions and back-propagate their gradients. Sampling directly from the learned distribution for density \( \alpha \sim q(\alpha|x) \) and radiance \( r^c \sim q(r^c|x, d) \) is not differentiable, which prevents gradient computation of their parameters \( \{\mu_{r^c}, \sigma_{r^c}, \mu_\alpha, \sigma_\alpha\} \) during backpropagation. Inspired by [15], we introduce a normally distributed variable \( \epsilon \) to reparameterize the variables density \( \alpha \) and radiance \( r^c \). Concretely, we sample density values as \( \alpha = \psi(\mu_\alpha + \epsilon \sigma_\alpha) \) in Eq. (8) and radiance variables as \( r^c = \text{Sigmoid}(\mu_{r^c} + \epsilon \sigma_{r^c}) \) in Eq. (7), where \( \epsilon \sim N(0, 1) \) is a univariate gaussian variable with mean 0 and std. dev.1. In this manner, the gradients of the distribution parameters can be computed given that this process is fully-differentiable w.r.t them.

A.3. The posterior-prior KL divergence

As we discuss in Sec. 3.2, S-NeRF optimization involves the minimization of the KL term in Eq. (5). This divergence measures the difference between the approximated posterior learned by S-NeRF and a prior distribution over the radiance fields modelling the scene. Given that computing the KL divergence for all the possible location-view pairs in the scene is intractable, we approximate the sum in Eq. (11) by sampling random 3D spatial-locations in the scene as follows. Firstly, we define the space bounds at each 3D axis from the captured images of the scene. For instance, we use \( x_l \) and \( x_r \) to denote the left and right bound of x axis respectively. Then we partition \([x_l, x_r]\) into \( N \) evenly-spaced bins and then randomly draw a sample within each bin. After applying this stratified sampling strategy on each axis, we obtain \( N \times N \times N \) points paired with random directions. Secondly, for each sampled location-view pair, we use the network \( f_q(x^n_l, d^n) \) to compute the posterior distribution parameters \( \{\mu_r, \sigma_r, \mu_\alpha, \sigma_\alpha\} \). Finally, we compute the KL divergence with the prior for the density and radiance variables at each spatial-location. Given that the logistic normal and rectified normal distributions (Sec. A.1), the KL divergence between the prior and the posterior in both cases has the following explicit expression:
draw a sample within each bin: $N$

A.4. Trapezoidal rule approximated by a Monte-Carlo estimator over radiance variable.

Where $\Phi(0; \mu_q, \sigma_q)$ and $q_\alpha(\alpha|x) = f(\alpha; \mu, \sigma)$ are computed by Eq. (13) and Eq. (14) respectively. For the fifth equality, note that the density value is bounded to be positive after a rectified linear unit $\psi(\cdot) = \max(0, \cdot)$ that sets all the negative values to 0. We have shown the intuitive graphics in Figure 3. In practice, we use a Monte-Carlo estimator over density variable during optimization to integrate the approximation the previous equations.

### Mathematical derivations for KL($q_\alpha(\alpha|x) \| p(\alpha)$) in Eq. (11):

$$\sum_{\mathbf{x} \in \mathbb{R}^3} \sum_{\mathbf{d} \in \mathbb{R}^2} \text{KL}(q_\alpha(\alpha|x) \| p(\alpha)) = E_{q_\alpha(\alpha|x)} \log \left( \frac{q_\alpha(\alpha|x)}{p(\alpha)} \right)$$

$$= \int_{-\infty}^{\infty} q_\alpha(\alpha|x) \log \left( \frac{q_\alpha(\alpha|x)}{p(\alpha)} \right) d\alpha$$

$$= \int_{-\infty}^{0} q_\alpha(\alpha|x) \log \left( \frac{q_\alpha(\alpha|x)}{p(\alpha)} \right) d\alpha + \int_{0}^{\infty} q_\alpha(\alpha|x) \log \left( \frac{q_\alpha(\alpha|x)}{p(\alpha)} \right) d\alpha$$

$$= q_\alpha(0|x) \log \left( \frac{q_\alpha(0|x)}{p(0)} \right) + \int_{0}^{\infty} q_\alpha(\alpha|x) \log \left( \frac{q_\alpha(\alpha|x)}{p(\alpha)} \right) d\alpha$$

$$= \Phi(0; \mu_q, \sigma_q) \log(\Phi(0; \mu_q, \sigma_q)) - \log \Phi(0; \mu_p, \sigma_p) + \int_{0}^{\infty} q_\alpha(\alpha|x) \log \left( \frac{q_\alpha(\alpha|x)}{p(\alpha)} \right) d\alpha$$

Where $\Phi(0; \mu_q, \sigma_q)$ and $q_\alpha(\alpha|x) = f(\alpha; \mu, \sigma)$ are computed by Eq. (13) and Eq. (14) respectively. For the fifth equality, note that the density value is bounded to be positive after a rectified linear unit $\psi(\cdot) = \max(0, \cdot)$ that sets all the negative values to 0. We have shown the intuitive graphics in Figure 3. In practice, we use a Monte-Carlo estimator over density variable during optimization to integrate the approximation the previous equations.

### Mathematical derivations for KL($q_\theta(r^c|x, d) \| p(r)$) in Eq. (11):

$$\sum_{\mathbf{x} \in \mathbb{R}^3} \sum_{\mathbf{d} \in \mathbb{R}^2} \text{KL}(q_\theta(r^c|x, d) \| p(r)) = \sum_{c \in \{r,g,b\}} E_{q_\theta(r^c|x, d)} \log \left( \frac{q_\theta(r^c|x, d)}{p(r^c)} \right)$$

$$= \sum_{c \in \{r,g,b\}} \int_{-\infty}^{\infty} q_\theta(r^c|x, d) \log \left( \frac{q_\theta(r^c|x, d)}{p(r^c)} \right) dr^c$$

Where $q_\theta(r^c|x, d)$ is equal to $f(r^c; \mu, \sigma)$ for each radiance channel $r^c$, described in Eq. (12). Again, the integration is approximated by a Monte-Carlo estimator over radiance variable.

### A.4. Trapezoidal rule

To estimate the continuous integral in Eq. (3), firstly we follow the original NeRF [28] to use a stratified sampling strategy to sample $N$ spatial-locations along each ray. Concretely, we partition $[t_s, t_f]$ into $N$ evenly-spaced bins and then randomly draw a sample within each bin:

$$t_i \sim U \left[ t_s + \frac{i - 1}{N}(t_f - t_s), t_s + \frac{i}{N}(t_f - t_s) \right]$$

(16)

For these samples, we can utilize our framework to produce $K$ density-radiance pairs $\{r_{nk}^i, \alpha_{nk}^i\}$ for each spatial-location along each ray. As mentioned in Sec. 4.1, we use a different strategy to estimate the continuous integral in Eq. (3) compared to S-NeRF. The motivation is that, in our preliminary experiments, we observed that using an alternative trapezoidal rule to approximate the volume rendering integral is much stable than the traditional alpha compositing used in the original paper [28]. The reason is that the latter can produce extremely large density values when large variances are associated with the sampled distributions. As a consequence, this produces numerical instabilities during optimization. The alternative trapezoidal method used to approximated the aforementioned integral is able to address this limitation and can be expressed as:

$$\tilde{C}^k(x_o, d) = \sum_{i=1}^{N} \frac{1}{2} \left( T_{i-1}^k r_{i-1}^k \alpha_{i-1}^k + T_{i}^k r_{i}^k \alpha_{i}^k \right) \delta_i, \quad \text{where} \ T_i^k = \exp \left( -\frac{i-1}{2} (\alpha_{j-1}^k + \alpha_j^k) \delta_j \right)$$

(17)

where $\delta_i = t_i - t_{i-1}$ is the distance between adjacent sampled spatial-locations along the ray. $(r_i^k, \alpha_i^k)$ is the $k$th sample of the $K$ density-radiance pairs at the $i$th ray location.

---

Rahman, Qazi I.; Schmeisser, Gerhard (December 1990), "Characterization of the speed of convergence of the trapezoidal rule", Numerische Mathematik, 57 (1): 123–138.
B. Pseudo-algorithm

In Algorithm 1, we provide the pseudocode for the learning process of S-NeRF.

Algorithm 1 Pseudo-algorithm for learning procedure

1: Given N training triplets \((c^N, x_o^N, d^N)\), trace a ray from each camera origin \(x_o^N\) along direction \(d^N\) and sample \(n\) points as input pairs \((x^N_t, d^N)\)
2: For each input pair, use \(f_\theta(x^N_t, d^N)\) to output approximated posterior \(q_\theta(r|x, d)\) in Eq. (7) and \(q_\theta(\alpha|x)\) in Eq. (8)
3: Sample \(K\) radiance-density pairs \(\{r^N_{t,t'}, \alpha^N_{t,t'}\}\) from \(q_\theta(r|x, d)\) and \(q_\theta(\alpha|x)\) for each input pair, and then get \(K\) radiance-density trajectories for each ray
4: Integrate each trajectory by volume rendering in Eq. (3) to get \(K\) samples of the pixel color \(c^N_k\)
5: Compute the log-likelihood with \(c^N\) and \(c^N_k\) by Eq. (9) and Eq. (10)
6: Sample from all the scene coordinates uniformly and compute the KL term by Eq. (11)
7: Back-propagate and optimize \(\theta\) and distribution parameters \(\{\mu_r, \sigma_r, \mu_\alpha, \sigma_\alpha\}\) by SGD

C. Additional Qualitative Results

In Figure 6, we show additional qualitative obtained by our S-NeRF results across different scenes in the evaluated dataset. For each scene, we show not only the quantified uncertainty (third column) associated with the rendered novel view (second column), but also the estimated uncertainty (fifth column) associated with the generated depth-map (fourth column).
Figure 6. Additional qualitative results obtained by our S-NeRF.