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Abstract. In this paper, we consider the problem of determining when two tensor networks are equivalent under a heterogeneous change of basis. In particular, to a string diagram in a certain monoidal category (which we call tensor diagrams), we formulate an associated abelian category of representations. Each representation corresponds to a tensor network on that diagram. We then classify which tensor diagrams give rise to categories that are finite, tame, or wild in the traditional sense of representation theory. For those tensor diagrams of finite and tame type, we classify the indecomposable representations. Our main result is that a tensor diagram is wild if and only if it contains a vertex of degree at least three. Otherwise, it is of tame or finite type.
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1. Introduction

Tensor networks were first introduced by Roger Penrose in the 1970’s as a way of studying systems in physics [34]. They have exploded in the past few decades as an active area of research with various different applications. In quantum physics, they generalize the quantum circuit model in quantum computing, are used in the study of approximating ground states of Hamiltonians [43, 42, 33], appear as models in statistical physics, including the Potts and Ising models [10], and appear as invariants of quantum entanglement [38, 15, 16, 17, 22, 24, 25, 28].

In algebraic complexity theory, tensor network contraction is a \#P-hard problem which can be used to design algorithms for combinatorial counting problems. Leslie Valiant found a certain class of tensor networks that always had a polynomial time evaluation, which he called holographic algorithms [41, 39, 23, 30]. With this framework, Valiant found new polynomial time algorithms not known to have any [41]. Later attempts at generalization also found new polynomial time algorithms for computing partition functions and Tutte polynomials [32, 31]. These algorithms have led to interests in dichotomy theorems regarding the hardness of tensor network contraction [4, 13, 5, 8, 7, 6]. Other notable examples of tensor networks are graphical models in algebraic statistics and phylogenetic tree models in evolutionary biology.

Given a tensor network, there is natural set of basis changes that typically leave what is considered most important about the tensor network invariant. This group action is sometimes called a heterogeneous change of basis. When tensor network states are used to approximate the ground states of Hamiltonians, these states can
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be viewed as covariant maps, with respect to this group action, from the representation space of some tensor diagram to a variety of states. Furthermore, the variety of such states carries a similar group action which is poorly understood. Studying the orbits of these tensor networks under the natural group action is a central problem in this area.

Tensor networks are themselves invariant polynomials that are invariant under the induced group action (cf. [2]). Invariant theory and the study of entanglement have a close relationship [12, 26, 21]. Recently, tensor networks we shown to give complete sets of invariants of density operators under local unitary equivalence [38], a specific case of determining the orbits of certain tensor networks under heterogeneous changes of basis. This makes them an important measure of entanglement.

In the study of tensor networks as circuits, the question of which tensor networks are equivalent to those with a known polynomial time evaluation procedure is of great interest. This includes the question of both classifying and recognizing Holant problems, holographic circuits, and matchgates (cf. [29, 37]). Recognizing a holographic circuit in an arbitrary basis is still an open problem as they are formulated with respect to a specific basis.

In SLOCC paradigm of studying entanglement as well as the study of tensor rank in applied algebraic geometry both consider the the natural group action on very simple types of tensor networks. In this setting, determining the orbits is already known to be intractable in most cases [1]. More specifically, it was shown that determining the orbits of trivalent tensors under the natural group action is as difficult as determining simultaneous similarity of pairs of matrices.

As such, the orbit classification problem of trivalent tensors is a wild problem and is as difficult to solve as classifying the orbits of any finite dimensional algebra. In this paper, we expand the classification not only to tensors of every arity, but to all tensor diagrams. A tensor diagram is a string diagram in the graphical language of free monoidal category. We will consider all tensor networks that can be associated to a given tensor diagram and give a complete classification of which tensor diagrams have finitely many orbits in every dimension, a finite number of one parameter families in every dimension, and which are wild.

We first reinterpret tensor networks on a tensor diagram as an abelian category of representations of a combinatorial object, similar to the approach used in quiver theory. We then construct explicit inclusions of wild subcategories in the category of representations of tensor diagrams of wild type. Otherwise, as we are in an abelian category, we have a notion of indecomposable objects, and for those tensor diagrams of finite and tame type, we classify the indecomposable representations.

Our main theorem states that a tensor diagram is wild if and only if it have vertex of degree at least three and otherwise it is of tame or finite type. Furthermore, we state explicitly which tensor diagrams are of tame type and which are of finite type.

\section{Preliminaries}

We first give a pedestrian definition of tensor diagram and a representation of such an object. First we define a \textit{semi-graph} to be a finite collection of vertices and edges \((V, E)\), where each edge is incident to \textit{at most} two vertices. An edge may also only be incident to zero or one vertex. We call such an edge \textit{dangling}. If a tensor diagram has no dangling wires, it is called \textit{closed}.

\begin{definition}
A tensor diagram \(T = (V, E)\) is a directed semi-graph.
\end{definition}
In the context of tensor diagrams, instead of saying “edges”, we will instead use the term “wire” instead. This is more consistent with the literature on tensor networks, although sometimes the term string is used instead. A subdiagram of a tensor diagram \((V, E)\) is a pair \(V' \subseteq V\) and \(E' \subseteq E\) where \((V', E')\) is a semi-graph with the inherited orientation. A subdiagram \((V', E') \subseteq (V, E)\) is called induced if for every \(v, w \in V'\), the set of wires between \(v, w\) in \(E'\) is the same as the set of wires between \(v, w\) in \(E\).

**Definition 2.2.** Let \(T = (V, E)\) be a tensor diagram. A representation of \(T\), denoted \(R(T)\) is a pair of maps: For every \(e \in E\), \(R(e)\) is a vector space over a given field \(k\). For each vertex \(v\), let \(\tilde{N}(v)\) denote set of incoming wires and \(\tilde{N}(v)\) the set of outgoing wires. Then \(R(v)\) is a matrix in

\[
\text{Hom}
\left(
\bigotimes_{A \in \tilde{N}(v)} A, \bigotimes_{B \in \tilde{N}(v)} B
\right).
\]

We call a representation of a tensor diagram a tensor network.

As in quiver theory, representations can be completely defined in a combinatorial manner but benefit by viewing them in terms of categories. Finite quivers correspond to finite categories, and tensor diagrams will be morphisms in a finitely generated monoidal category, which we will define shortly.

We assume in this paper that the reader is familiar with compact closed monoidal categories. In particular we consider free compact closed monoidal categories; such categories are always equivalent to a category of diagrammatic languages whose morphisms are in bijection with labeled tensor diagrams. Furthermore, we shall need basic facts about cup and cap morphisms and symmetric braiding morphisms in a monoidal category. Excellent treatments of this subject can be found in [27, 18, 36].

Let us consider any finitely generated free compact closed monoidal category \(\mathcal{F}\). By finitely generated, we mean that \(\text{Ob}(\mathcal{F})\) is generated by taking all tensor products of a finite number of atomic objects that cannot be written as a tensor product of other objects, with the obvious exception of the natural isomorphisms \(1 \otimes A \rightarrow A, A \otimes 1 \rightarrow A\), for any object \(A\) and \(1\) the monoidal unit in \(\mathcal{F}\).

We note that our theory need not consider a finitely generated monoidal category; however, since a tensor diagram can only represent a finite number of objects and morphisms, this is sufficient for our purposes. Indeed, we could consider full subcategories of a monoidal category induced by the objects in a tensor diagram and this would be equivalent. Using finitely generated monoidal categories simplifies the technical aspect of monoidal signatures that we will need.

Since we assumed it was free, the category \(\mathcal{F}\) can be visualized in terms of diagrams, as previously mentioned (glossing over the technicality that we may need to replace \(\mathcal{F}\) with an equivalent category). We take the convention that primal objects in \(\mathcal{F}\) are given by right oriented wires, dual objects by left oriented wires, and that tensor products shall be taken vertically in order from top to bottom. As usual, the unit \(1\) is denoted by empty space.

Let \(\text{Ob}_A(\mathcal{F})\) denote the atomic primal objects of \(\mathcal{F}\). We will assume that these objects have a labeling \(\ell : \mathcal{L} \rightarrow \text{Ob}_A(\mathcal{F})\), where \(\mathcal{L}\) are the labels and we only demand that the unit be labeled \(1\). Any other object in \(\mathcal{F}\) inherits a label from \(\ell\) as follows: if some object can be expressed as tensor product of \(k\) atomic objects in \(\mathcal{F}\), then
its label is $A_1 \otimes \cdots \otimes A_k$, where $A_i$ is the label of the $i$th object as specified by $\ell$. If $A$ is the label of a primal object, then $A^*$ is the label of its dual object. We note that one can also form $A^{**}$, but this is naturally isomorphic to $A$ so we do not need this label. We similarly define labels for morphisms in $F$. Since $F$ is a free category, we have no non-trivial equivalence of labels. Together, these labels form a monoidal signature; for a more precise definition of monoidal signatures, see [19, 20].

Monoidal signatures formally allow us to use variables to describe objects and morphisms in $F$ where the variables can take any value in the monoidal signature. In a tensor diagram, one may label wires with an object variable and vertices with morphism variables. We remark that one does not typically label the unit in a tensor diagram. In this work, we shall consider all labels, both on wires and on vertices, as distinct. This coincides with the definition given above.

We note that the wire denoting the object $A$ is naturally associated with the identity morphism on $A$. A tensor diagram also forms a morphism from the tensor product of the dangling dual wires to the tensor product of the dangling primal wires. If there are no dangling wires, the tensor diagram is a morphism in $\text{Hom}(I, I)$. We now present and equivalent, but more abstract definition of a representation of a tensor diagram a.k.a. a tensor network.

**Definition 2.3.** Let $F$ be a finitely generated free compact closed monoidal category and $\Psi$ be a strict monoidal functor from $F$ into the category $\text{Vect}_k$ (the category of finite dimensional vector spaces over $k$) for some field $k$. A tensor network is the image of a morphism of $F$ under the map $\Psi$.

**Organization of the paper.** In Section 3 we identity the space of representations of fixed dimension of a tensor diagram and show that it forms an abelian category. We also discuss the natural group action that arises from isomorphism classes of representations. Then in Section 4 we formulate the notions of a finite, tame, and wild tensor diagrams in terms of their category of representations. We then explicitly show that certain tensor diagrams are of wild type. In Section 5 we show that the category of representations of a tensor diagram generally contains the category of representations of any subdiagram. Lastly, in Section 6 we classify those tensor diagrams which are tame and finite and classify their indecomposable representations.

### 3. The Space of Representations of a Tensor Diagram

Given a tensor diagram $T$ with wires $E$ and vertices $V$, a dimension vector is a tuple of non-negative integers $d = (d_1, \ldots, d_{|E|})$. From here on out, we assume that our wires are labeled by natural numbers. We say that representation of $T$ has dimension vector $d$ if the vector space associated to the wire $i$ has dimension $d_i$, for all $i \in [E]$. Given such a representation, we can consider the wire $i$ to have the vector space $k^{d_i}$ associated to it. If we do this, the set of all representation of $T$ with dimension vector $d$ form a vector space, namely

$$R_d(T) := \bigoplus_{v \in V} \text{Hom} \left( \bigotimes_{i \in N(v)} k^{d_i}, \bigotimes_{j \in N(v)} k^{d_j} \right).$$
However, by choosing the vector space on the $i$th wire to be $k^{d_i}$, we have made an implicit choice of basis unnecessarily. We note that we could change this basis and have an isomorphic representation. This induces an action of the following group

$$\text{GL}_d(T) := \bigoplus_{i \in E} \text{GL}(d_i, k)$$
onumber

on $R_d(T)$ acting by a change of basis on each wire. To be very concrete, given an element $g = (g_1, \ldots, g_{|E|}) \in \text{GL}_d(T)$, the induced action on the matrix associated to a vertex $v$, call it $M_v$, is as follows:

$$g.M_v = \left( \bigotimes_{j \in \tilde{N}(v)} g_j \right) M_v \left( \bigotimes_{i \in \tilde{N}(v)} g_i^{-1} \right).$$

The orbits of $\text{GL}_d(T)$ on $R_d(T)$ are precisely the isomorphism classes of representations of $T$ with dimension vector $d$.

We denote the space of all representations of $T$ by $\mathcal{R}(T)$. We will see that this space has the structure of an abelian category in addition to being a closed compact monoidal category. This category will be naturally graded by dimension vectors $d$.

We now define the morphisms between two representations of a tensor diagram. Let $R_1(T)$ and $R_2(T)$ be two representations of $T = (V, E)$. A morphism $\Phi : R_1(T) \to R_2(T)$ is a collection of linear maps $\varphi_e \in \text{Hom}(R_1(e), R_2(e))$ for $e \in E$ such that the following diagram commutes for every $v \in V$:

$$
\begin{array}{ccc}
\bigotimes_{i \in \tilde{N}(v)} R_1(i) & \xrightarrow{R_1(v)} & \bigotimes_{j \in \tilde{N}(v)} R_1(j) \\
\downarrow \varphi_{\tilde{N}(v)} & & \downarrow \varphi_{\tilde{N}(v)} \\
\bigotimes_{i \in \tilde{N}(v)} R_2(i) & \xrightarrow{R_2(v)} & \bigotimes_{j \in \tilde{N}(v)} R_2(j)
\end{array}
$$

where $\varphi_{\tilde{N}(v)} := \bigotimes_{j \in \tilde{N}(v)} \varphi_j$ and $\varphi_{\tilde{N}(v)}$ similarly.

We note that it is entirely possible for some vertex $v$ to have the property that either $\tilde{N}(v)$ or $\tilde{N}(v)$ is $\emptyset$. In that case, we recall that the empty tensor product is defined to be $\mathbb{C}$.

We see immediately that $\text{Hom}(R_1(T), R_2(T))$ forms a vector space and that composition of morphisms $\varphi : R_1(T) \to R_2(T)$ and $\psi : R_2(T) \to R_3(T)$ is bilinear, given by a collection of maps $\psi_e \varphi_e$. As such this category is enriched over the category of abelian groups.

It is clear that a morphism is a monomorphism if and only if each $\varphi_e$ is injective and likewise an epimorphism if and only if every $\varphi_e$ is a surjection. Let us consider a monomorphism $\varphi : R_1(T) \to R_2(T)$ given by a collection of maps $\varphi_e$, $e \in E$. Consider a map $\varphi_e : R_1(e) \hookrightarrow R_2(e)$; let $R_3(e)$ denote the cokernel of this map and let $\psi_e$ be the projection map $R_2(e) \to R_3(e)$. Then for every $v \in V$, define $R_3(v)$ to be

$$R_3(v) := \left( \bigotimes_{j \in \tilde{N}(v)} \psi_j \right) R_2(v) \left( \bigotimes_{i \in \tilde{N}(v)} \psi_i \right).$$
So the collection of maps $\psi_e$ define a morphism $\psi : R_2(T) \to R_3(T)$. Lastly, let us denote by 0 the representation of $T$ given by assigning $\{0\}$ to every wire and the zero map to every vertex. Then we see that

$$0 \to R_1(T) \xrightarrow{\varphi} R_2(T) \xrightarrow{\psi} R_3(T) \to 0$$

is a short exact sequence. So every monomorphism is normal. The representation $R_3(T)$ is the cokernel of $\varphi$. Note that our construction of $R_3(T)$ did not depend on $\varphi$ being a monomorphism, so every map has a cokernel. We also need to show that every epimorphism is normal and every map has a kernel. However, this will follow by describing dual representations that reverse arrows in short exact sequences. We do this now.

Given a representation $R(T)$, we define its dual representation $R^*(T)$ as follows (this necessarily involves a choice of basis). For every $e \in E$, we define $R^*(e) := R(e)^*$ and for every $v$, $R^*(v) := R(v)^T$.

Now suppose that we have a morphism $\varphi : R^*(e) \to R^*(v)$ defined by a collection of maps $\varphi_e$. Then we have dual morphism $\varphi^T : R_2(T)^* \to R_1(T)^*$ given by the maps $\varphi^T_e$. Furthermore, it is easy to check that $\varphi$ is a monomorphism if and only if $\varphi^T$ is an epimorphism and vice versa.

Now suppose we have an epimorphism $\varphi : R_1(T) \to R_2(T)$. We look at the monomorphism $\varphi^T : R_2(T)^* \to R_1(T)^*$. We know that we can find a representation $R_3(T)$ and morphism $\psi$ such that the sequence

$$0 \to R_2(T)^* \xrightarrow{\varphi^T} R_1(T)^* \xrightarrow{\psi} R_3(T) \to 0$$

is exact since every monomorphism is normal. But then we get the following short exact sequence

$$0 \to R_3(T)^* \xrightarrow{\psi^T} R_1(T) \xrightarrow{\varphi} R_1(T) \to 0$$

which shows that the epimorphism $\varphi$ is normal. Furthermore, given a morphism $\varphi : R_1(T) \to R_2(T)$, the kernel of this map is isomorphic to the cokernel of the map $\varphi^T : R_2^*(T) \to R_1^*(T)$. So every morphism has a kernel as well. We have now proved the following proposition.

**Proposition 3.1.** For every tensor diagram $T$, every monomorphism and epimorphism in the category $\mathcal{R}(T)$ is normal. Furthermore, this every morphism has a kernel and cokernel.

We now wish to describe how to take the direct sum of two representations of $T$. This will be a map $\oplus : \mathcal{R}_d(T) \times \mathcal{R}_d(T) \to \mathcal{R}_{d+d'}(T)$, where $d+d'$ is coordinate-wise addition.

Let $R(T)$ be a representation of $T$. For $i \in E$, let $R(i)$ denote the vector space associated to $i$ and for $v \in V$, let $R(v)$ denote the matrix associated to $v$. Now consider two representations $R_1(T)$ and $R_2(T)$ of $T$. For $i \in E$, we define $R_1(i) \oplus R_2(i) := R_1(i) \oplus R_2(i)$. To define $R_1 \oplus R_2(v)$ is slightly trickier, however. We recall the tensor direct sum $\oplus_i$.

**Definition 3.2.** Let $T_1 \in V = \bigotimes_{i=1}^n V_i$ and $T_2 \in W = \bigotimes_{i=1}^n W_i$. Then we note that there are natural projections of $\bigotimes_{i=1}^n (V_i \oplus W_i)$ onto $V$ and $W$, denote them $p_V$ and $p_W$, respectively. Then $T_1 \oplus T_2$ is the unique tensor $T \in \bigotimes_{i=1}^n (V_i \oplus W_i)$ such that $p_V(T) = T_1$ and $p_W(T) = T_2$. 

We now define $R_1 \oplus R_2(v) := R_1(v) \oplus_i R_2(v)$. We note that if
\[
R_1(v) \in \text{Hom}\left( \bigotimes_{i \in \mathbb{N}(v)} k^d_i, \bigotimes_{j \in \mathbb{N}(v)} k^d_j \right) \cong \bigotimes_{i \in \mathbb{N}(v)} (k^d_i)^* \otimes \bigotimes_{j \in \mathbb{N}(v)} k^d_j,
\]
and so $R_1(v) \oplus_i R_2(v)$ is in the space
\[
\bigotimes_{i \in \mathbb{N}(v)} (k^d_i \oplus k^d_i)^* \otimes \bigotimes_{j \in \mathbb{N}(v)} (k^d_j \oplus k^d_j) \cong \text{Hom}\left( \bigotimes_{i \in \mathbb{N}(v)} k^{d_i + d_i'}, \bigotimes_{j \in \mathbb{N}(v)} k^{d_j + d_j'} \right)
\]
which is the correct space given how we defined the direct sum of $R_1(T)$ and $R_2(T)$ on the wires.

We see that the direct sum of a finite number of representations is both a product and coproduct in this category. Thus it makes perfect sense to talk about irreducible, simple, and semi-simple representations. This completes the proof that $\mathcal{R}(T)$ is an abelian category.

**Theorem 3.3.** Given a tensor diagram $T$, $\mathcal{R}(T)$ is an abelian category.

Actually, this category also has the structure of a closed compact monoidal category as well. While we do not prove this rigorously, it is easy to see. To define $R_1 \otimes R_2(T)$, define $R_1 \otimes R_2(e) := R_1(e) \otimes R_2(e)$ and $R_1 \otimes R_2(v) := R_1(v) \otimes R_2(v)$ for all $e$ and $v$. The monoidal unit is given by the representation $\mathbb{I}(T)$, defined as $\mathbb{I}(e) = \mathbb{C}$ for all $e$ and $\mathbb{I}(v) = 1$ for all $v$. There is a clear isomorphism $R_1 \otimes R_2(T)$ and $R_2 \otimes R_1(T)$ that defines a symmetric braiding. Lastly, we have already demonstrated how to construct dual objects and morphisms.

4. **FORBIDDEN SUBDIAGRAMS**

In the representation theory of any object, the most important task is to classify the indecomposable representations. In some cases, one can hope for a finite number of indecomposable representations, or that every indecomposable representation belongs to one of a finite number of one parameter families. As one encounters two (and higher) parameter families of indecomposable representations, classification becomes more difficult.

On the flip side, there are objects whose representation theory is prohibitively complex. This is because their category of modules contains the category of modules of every finite dimensional algebra as a full subcategory. An unfortunate motif in representation theory is that once an object has a two-parameter family of indecomposable representations, it become intractable in this way. We make these notions precise and show that for tensor diagrams, such a trichotomy holds.

**Definition 4.1.** Given a tensor diagram $T$, we say that $T$ is

- **finite** if there are finitely many indecomposable representations in $\mathcal{R}_d(T)$.
- **tame** if for every dimension vector $d$, all but finitely many of the indecomposable representations in $\mathcal{R}_d(T)$ belong to one of a finite number of one-parameter families.
- **wild** if for every finite dimensional algebra $A$, $A\text{-Mod}$ is equivalent to a full subcategory of $\mathcal{R}(T)$. 

We note that in our definition of wild, it is true but not obvious that for every 
$n$, there is an $n$-parameter family of indecomposables. This follows from the first 
work on tame-wild dichotomy theorems by Drozd [11], whose work implied these 
dichotomies for quivers and finite dimensional algebras over algebraically closed 
fields. Gabriel famously classified the quivers of finite type, given by simply laced 
Dynkin diagrams [14].

Our goal in this section is to find a set of forbidden subdiagrams in the sense that 
any tensor diagram containing them will be wild. The first forbidden subdiagram 
is given by the following theorem. We shall make a few modifications which will 
give us the other forbidden subdiagrams.

Theorem 4.2 ([1]). The problem of classifying the orbits of $GL(m) \times GL(n) \times GL(q)$ 
acting on $\mathbb{C}^m \otimes \mathbb{C}^n \otimes \mathbb{C}^q$ is wild.

Theorem 4.2 states that the tensor diagram with a single vertex and three dan-
gling wires is wild. From this, one would expect that any tensor diagram containing 
a vertex of degree at least three is wild. Indeed, this will be the case, but will require 
some work to show. There also exist other forbidden subdiagrams that we need to 
prove are wild. Lastly we need to show that tensor diagrams with degree at most 
two are tame, and determine which of these are of finite type.

We first give a list of forbidden subdiagrams that, if in a tensor diagram, will 
force it to be wild. The list is given in Figure 1. Theorem 4.2 states that the open 
claw is wild. We shall need to prove that the needle and the figure eight are also 
wild. In fact, the underlying semi-graph of a tensor network is all that is needed 
to determine if it is of finite, tame, or wild type. So just as in the case of quivers, 
these properties are orientation independent. We prove this now.

Lemma 4.3. Let $T$ and $T'$ be two tensor diagrams with the same underlying semi-
graph but with the orientation on a single wire reversed. Then $\mathcal{R}(T) \cong \mathcal{R}(T')$.

Proof. We construct a map $\varphi : \mathcal{R}(T) \to \mathcal{R}(T')$ sending $R(T) \in \mathcal{R}(T)$ to $R_{\varphi}(T') \in \mathcal{R}(T')$. Let $T = (V, E)$ and $T' = (V, E')$ where $E'$ is obtained from $E$ by reversing the 
orientation on a single wire, call it $w$. Then for $e \in E' \setminus \{w\}$, we define $R_{\varphi}(e) = R(e)$. For all $v \in V$ not incident to $w$, we define $R_{\varphi}(v) = R(v)$. Now we choose 
a basis for $R(w)$, which induces an isomorphism $\psi : R(w)^* \cong R(w)^*$. Suppose 
$w \in \overline{N}(v)$ for some $v \in V$. Then $\psi$ induces an isomorphism

$$
\tilde{\psi} : R(w)^* \otimes \bigotimes_{i \in \overline{N}(v) \setminus \{w\}} R(i)^* \otimes \bigotimes_{j \in \overline{N}(v)} R(j) \cong
$$
We then define \( R_\varphi(v) = \hat{\psi}(R(v)) \). We construct a similar isomorphism \( \hat{\psi} \) if \( w \in \overline{N(v)} \) and then define \( R_\varphi(v) = \hat{\psi}(R(v)) \). The map \( \varphi \) clearly gives an isomorphism \( R(T) \cong R(T') \).

\[ \bigotimes_{i \in \overline{N(v)} \setminus \{w\}} R(i)^* \otimes \bigotimes_{j \in \overline{N(v)}} R(j) \otimes R(w). \]

4.1. **Wildness of the needle and figure eight.** We first focus on showing the wildness of the needle given in Figure 1(b) noting that the tensor diagram given by any other orientation on the needle will also be wild by Lemma 4.3 We denote the needle by \( N = (V, E) \) where \( V = \{v\} \) and \( E = \{e_1, e_2\} \) where \( e_1 \) is the loop and \( e_2 \) is the dangling wire. The dimension vector \( \mathbf{d} = (d_1, d_2) \) for a representation \( R(N) \) means that \( \dim(R(e_i)) = d_i \) for \( i = 1, 2 \).

A representation \( R(N) \) with dimension vector \( (d_1, d_2) \) is a single tensor \( \sum_{i=1}^{d_2} M_i \otimes u_i \) for \( M_i \in \text{End}(\mathbb{C}^{d_1}) \) and \( u_i \in \mathbb{C}^{d_2} \). The group \( \text{GL}(N) \) acts on \( R(N) \) as follows: for \( g = (g_1, g_2) \in \text{GL}(d_1) \times \text{GL}(d_2) \),

\[
g \cdot \sum_{i=1}^{d_2} M_i \otimes u_i = \sum_{i=1}^{d_2} g_1 M_i g_1^{-1} \otimes g_2 u_i.
\]

**Lemma 4.4.** The problem of determining if two representations \( R_1(N), R_2(N) \in \mathcal{R}_d(N) \), \( \mathbf{d} = (d_1, d_2) \), are isomorphic is equivalent to determining if two \( d_2 \)-tuples of \( d_1 \times d_1 \) matrices \( (A_1, \ldots, A_{d_2}) \sim (B_1, \ldots, B_{d_2}) \) under the following equivalence relation:

(a) For \( g \in \text{GL}(d_1), (M_1, \ldots, M_{d_2}) \sim (gM_1 g^{-1}, \ldots, gM_{d_2} g^{-1}) \).

(b) For \( g = (g_{jk}) \in \text{GL}(d_2), (M_1, \ldots, M_{d_2}) \sim (\sum_{j=1}^{d_2} M_j g_{j1}, \ldots, \sum_{j=1}^{d_2} M_j g_{jd_2}) \).

**Proof.** Given \( R(N) = \sum_{i=1}^{d_2} M_i \otimes u_i \), we associate it to the tuple \( (M_1, \ldots, M_{d_2}) \). Call this map \( \psi \). The action \( (g, 1) \in \text{GL}(N) \) takes \( \sum_{i=1}^{d_2} M_i \otimes u_i \) to \( \sum_{i=1}^{d_2} gM_i g^{-1} \otimes u_i \) which \( \psi \) maps to \( (gM_1 g^{-1}, \ldots, gM_{d_2} g^{-1}) \). The action \( (1, g) \in \text{GL}(N) \), with \( g = (g_{jk}) \), takes \( \sum_{i=1}^{d_2} M_i \otimes u_i \) to \( \sum_{i=1}^{d_2} M_i \otimes gu_i \) which \( \psi \) maps to \( (\sum_{j=1}^{d_2} M_j g_{j1}, \ldots, \sum_{j=1}^{d_2} M_j g_{jd_2}) \).

We slightly modify the proof of Theorem 4.2 given in [1] to prove that for sufficiently large \( d_1 \), the problem of simultaneous similarity of two \( n \times n \) matrices can be embedded into the problem of determining isomorphism classes of \( R(N) \) with dimension vector \( (d_1, 2) \). We can do this for every \( n \), and so determining the isomorphism classes of \( R(N) \) is as difficult as determining simultaneous similarity of two \( n \times n \) matrices, which is a wild problem.

**Theorem 4.5.** The needle is wild.

**Proof.** Let us first start with a two pairs \( n \times n \) matrices \( (A_1, B_1) \) and \( (A_2, B_2) \). We want to find two representations \( R_1(N) \) and \( R_2(N) \) that are isomorphic if and only if \( (A_1, A_2) \) is equivalent to \( (B_1, B_2) \) under simultaneous similarity. Given a pair of
Let $Y_p$ denote the $p$-th power of the identity matrix. We then have $Y_1^Y_p = I_n$ for $1 \leq p \leq n$, and $Y_1^Y_p = 0$ for $p > n$. Furthermore, it is easy to verify that $Y_1^Y_pY_1^Y_q = Y_1^Y_pY_1^Y_q$. Therefore, for any $k \geq 1$, we have $Y_1^Y_k = Y_1^Y_k$. Consequently, we only consider dimension vectors of the form $(1,2)$.

The problem of determining if two representations $(A_1,A_2)$ and $(B_1,B_2)$ of $B$ are isomorphic is equivalent to determining if two $d_1$-tuples of $A_1,A_2$ are simultaneously similar. We can now state the main result of this section.

**Theorem 4.5.** The problem of determining if two representations $R_1(B), R_2(B) \in \mathcal{R}_d(N)$, $d = (d_1,d_2)$, are isomorphic is equivalent to determining if two $d_1 \times d_1$ matrices $(A_1,\ldots,A_{d_1}) \sim (B_1,\ldots,B_{d_1})$ under the following equivalence relation:

(a) For $g \in \text{GL}(d_1)$, $(M_1,\ldots,M_{d_1}) \sim (gM_1g^{-1},\ldots,gM_{d_1}g^{-1})$.

(b) For $h = g \otimes (g^{-1})^T = \{h_{jk}\}$, $g \in \text{GL}(d_2)$,

\[
(M_1,\ldots,M_{d_1}) \sim (\sum_{j=1}^{d_2} M_j h_{j1},\ldots,\sum_{j=1}^{d_2} M_j h_{jd_2}).
\]

We now look to the figure eight. The proof that this diagram is wild is also very similar to the needle and the open claw. Let $B$ denote the figure eight. We only consider dimension vectors of the form $(d_1,2)$ again and show that there is an embedding of simultaneous similarity of $n \times n$ matrices into the representations of $B$. Given a representation $R(B)$ with dimension vector $(d_1,d_2)$, we note that it is a tensor of the form $\sum_{i=1}^{d_1} M_i \otimes E_i$ where $M_i \in \text{End}(\mathbb{C}^{d_1})$ and $E_i \in \text{End}(\mathbb{C}^{d_2})$ are the elementary basis matrices.

**Lemma 4.6.** The problem of determining if two representations $R_1(B), R_2(B) \in \mathcal{R}_d(N)$, $d = (d_1,d_2)$, are isomorphic is equivalent to determining if two $d_2$-tuples of $d_1 \times d_1$ matrices $(A_1,\ldots,A_{d_1}) \sim (B_1,\ldots,B_{d_1})$ under the following equivalence relation:

(a) For $g \in \text{GL}(d_1)$, $(M_1,\ldots,M_{d_1}) \sim (gM_1g^{-1},\ldots,gM_{d_1}g^{-1})$.

(b) For $h = g \otimes (g^{-1})^T = \{h_{jk}\}$, $g \in \text{GL}(d_2)$,

\[
(M_1,\ldots,M_{d_1}) \sim (\sum_{j=1}^{d_2} M_j h_{j1},\ldots,\sum_{j=1}^{d_2} M_j h_{jd_2}).
\]
Proof. We construct a map $\psi$ that takes $\sum_{i=1}^{d_2} M_i \otimes E_i$ to the tuple $(M_1, \ldots, M_{d_2})$. Part (a) follows the exact same lines as in Lemma 4.4. For part (b), we note that $\text{End}(\mathbb{C}^{d_2}) \cong \mathbb{C}^{d_2} \otimes \mathbb{C}^{d_2}$ and that the induced action of $GL(d_2)$ on this space is by $g \otimes (g^{-1})^T$. Then part (b) follows along the same lines as in Lemma 4.4. \hfill \square

Proposition 4.7. The figure eight is wild.

Proof. Given two pairs of $n \times n$ matrices $(A_1, B_1)$ and $(A_2, B_2)$, we construct the four tuples $(Y_1, Y_2(A_1, B_1), 0, 0)$ and $(Y_1, Y_2(A_2, B_2), 0, 0)$, where $Y_1$ and $Y_2(A, B)$ are defined in exactly the same way as in Theorem 4.3. Following the same lines as in the proof of Theorem 4.3, we can conclude that $(Y_1, Y_2(A_1, B_1), 0, 0)$ and $(Y_1, Y_2(A_2, B_2), 0, 0)$ are related by the equivalence relation defined in Lemma 4.6 if and only if $(Y_1, Y_2(A_1, B_1))$ and $(Y_1, Y_2(A_2, B_2))$ are simultaneously similar. From here, we conclude in the same fashion as in Theorem 4.3 that this happens if and only if $(A_1, B_1)$ and $(A_2, B_2)$ are simultaneously similar. \hfill \square

5. Tensor diagrams containing wild subdiagrams are wild

Our next goal is to show that if $T$ is a tensor diagram and $S$ a subdiagram, then under certain conditions $R(S)$ is a subcategory of $R(T)$ of all representations of $T$ that dimension of the vector space associated to $S$ is $c$. This category is not abelian as it is not closed under direct sums. If $c = 1$, however, it forms a closed compact monoidal category as $\mathbb{C} \otimes (\mathbb{C} \cong \mathbb{C}$). More generally, given a set $r = \{ (e_1, c_1) \} \in E$, $c_1 \in \mathbb{N}$, we can consider the restricted category $\mathcal{R}(T)^r$ given by restriction to representations where the vector space associated to $e_i$ has dimension $c_i$. Again, if all $c_i = 1$ in $r$, $\mathcal{R}(T)^r$ forms a closed compact monoidal category.

Definition 5.1. Given a tensor diagram $T = (V, E)$, a vertex $v \in V$, and a partitioning of the wires incident to $v$, $W_1 \sqcup W_2 = N(v)$, a splitting of $T$ with respect to $(v, W_1, W_2)$ is the tensor diagram formed by

1. Replacing $v$ with two distinct vertices $v_1$ and $v_2$
2. The wires $W_1$ become the wires incident to $v_1$ and likewise $W_2$ are the wires incident to $v_2$.
3. A wire from $v_1$ to $v_2$ is added.

The operation of splitting is the reverse operation of contraction along an edge. Given a tensor diagram $T = (V, E)$, a wire $e \in E$, and $c \in \mathbb{N}$, we denote by $\mathcal{R}(T)^{e=c}$ the subcategory of $\mathcal{R}(T)$ of all representations of $T$ where the dimension of the vector space associated to $e$ is $c$. This category is not abelian as it is not closed under direct sums. If $c = 1$, however, it forms a closed compact monoidal category as $\mathbb{C} \otimes \mathbb{C} \cong \mathbb{C}$. More generally, given a set $r = \{ (e_1, c_1) \} \in E$, $c_1 \in \mathbb{N}$, we can consider the restricted category $\mathcal{R}(T)^r$ given by restriction to representations where the vector space associated to $e_i$ has dimension $c_i$. Again, if all $c_i = 1$ in $r$, $\mathcal{R}(T)^r$ forms a closed compact monoidal category.

Lemma 5.2. Given a tensor diagram $T = (V, E)$, let $T'$ be the tensor diagram formed by a splitting of $T$ with respect to $(v, W_1, W_2)$ and $e$ be the added wire between $v_1$ and $v_2$. Then $R(T')^{e=1}$ is equivalent to a full subcategory of $R(T)$.

Proof. Given a representation $R(T') \in \mathcal{R}(T')^{e=1}$, we define a map $\phi : R(T') \rightarrow R_T(e) \in \mathcal{R}(T)$ as follows. Note that $T' = (V', E')$ where $V' = (V \setminus \{v\}) \cup \{v_1, v_2\}$ and $E' = E \cup \{e\}$. For $u \in V'$, $u \neq v_1, v_2$ we define $R_T(u) := R(u)$, and for every $w \in E'$, $w \neq e$, $R_T(e) := R(w)$. Then we define $R_T(v_1) := R(v_1) \otimes R(v_2)$.

We note that the non-injectivity of the map $\phi$ comes from the fact that $\alpha R(v_1) \otimes \alpha^{-1} R(v_2) = R(v_1) \otimes R(v_2)$. Let $R_1(T')$ and $R_2(T')$ be two representations in $\mathcal{R}(T')^{e=1}$. This implies that for all $u \in V'$, $u \neq v_1, v_2$, $R_1(u) = R_2(u)$. Furthermore,
there exists a non-zero $\alpha \in \mathbb{C}$ such that $R_1(v_1) = \alpha R_2(v_1)$ and $R_1(v_2) = \alpha^{-1} R_2(v_2)$. But this implies that $R_1(T') \cong R_2(T')$ by applying the change of basis $\alpha$ on the wire $e$. Therefore, the map $\varphi$ is injective on isomorphism classes of representations in $\mathcal{R}(T')^{e=1}$, showing that this category is equivalent to a subcategory of $\mathcal{R}(T)$. The fullness of the subcategory is obvious.

We note that Lemma 5.2 can be applied inductively to show that $\mathcal{R}(T')^r$ is equivalent to a full subcategory of $\mathcal{R}(T)$, where $T'$ is formed from $T$ by a sequence of splittings and $r = \{(e_i, 1)\}$, where $e_i$ is the edge added by the $i$th splitting.

Let $T = (V, E)$ be a tensor diagram and $S = (U, F)$ be a subdiagram. We define the following sequence of splittings of $T$:

1. For every $v \in U$, partition the wires incident to $v$ into $W_1 \sqcup W_2$, where $W_1$ is the set of the wires whose other endpoint lies in $U$. Split $T$ with respect to $(v, W_1, W_2)$. After all such splittings we get a new diagram $T_1$. We now define $U_1$ to be all the vertices $v_1$ formed at each splitting of $v \in U$. Note that $S$ is a subdiagram of the subdiagram induced by $U_1$ in $T_1$.

2. For every $v_1 \in U_1$, we partition the wires incident to $v_1$ into $W_1 \sqcup W_2$ where $W_1$ consists of the wire from $v_1 \rightarrow v_2$ formed by the splitting in the previous step, as well as all wires in $F$. Then we split $T_1$ with respect to $(v_1, W_1, W_2)$. We get two new vertices $v_{11}$ and $v_{12}$. We let $U_S$ be the set of all vertices of type $v_{11}$. After all such splittings, we get a new diagram $T_S$.

We call the above construction isolating $S$ in $T$. We note that the subdiagram of $T_S$ induced by $U_S$, $\tilde{S}$, is isomorphic to $S$. Let $I_S$ be the wires added by the splittings transforming $T$ to $T_S$. Let $r_S = \{(e, 1) | e \in I_S\}$, then by Lemma 5.2 $\mathcal{R}(T_S)^{1 \times r}$ is equivalent to a full subcategory of $\mathcal{R}(T)$.

We now want to show that $\mathcal{R}(\tilde{S})$ is equivalent to a full subcategory of $\mathcal{R}(T_S)^{r_S}$. Since $\tilde{S}$ is isomorphic to $S$, this will imply that $\mathcal{R}(S)$ is equivalent to a full subcategory of $\mathcal{R}(T)$. Since $\tilde{S}$ is an induced subdiagram of $T_S$, it suffices to show that if $T$ is a tensor diagram and $S$ an induced subdiagram then $\mathcal{R}(S)$ is equivalent to a full subcategory of $\mathcal{R}(T)$. To show this, we will first need to consider abelian flows on tensor diagrams. We first recall basic definitions.

**Definition 5.3.** Given a tensor diagram $T = (V, E)$ and a subset $U \subseteq V$, let $T[U] = (U, F)$ be the induced subdiagram. Let $U := V \setminus U$ and $\overline{F} := E \setminus F$. A partial $\mathbb{C}^\times$-flow on $T$ with respect to $U \subseteq V$ is a map $f: \overline{F} \rightarrow \mathbb{C}^\times$ such that for every $v \in U$,

$$\prod_{e \in \tilde{N}(v) \cap \mathcal{F}} f(e)^{-1} \times \prod_{e \in \tilde{N}(v) \cap \mathcal{F}} f(e) = 1$$

for some $U \subseteq V$. If $U = V$, then we simply call $f$ a $\mathbb{C}^\times$-flow on $T$.

**Definition 5.4.** Let $T = (V, E)$ be a tensor diagram. Suppose $T$ is a directed graph and let $\tilde{T} = (\bar{V}, \bar{E})$ be the graph formed from $T$ by ignoring the orientation. Then we form a new graph $\tilde{T}$ as follows.

(a) For every pair of adjacent vertices $u, v \in \bar{V}$, let us merge all wires between them into a single wire.

(b) Remove all loops from $\tilde{T}$.

The resulting graph $\tilde{T}$ is simple. If it is a tree, we call $T$ a multi-tree.
We first consider the case when $T$ is closed. Suppose we have a closed tensor diagram $T = (V, E)$ and a partial $\mathbb{C}^\times$-flow $f$ defined with respect to $U \subseteq V$. Then $T$ minus the induced subgraph $T[U]$ is a tensor diagram whose dangling wires are precisely the wires that represent a cut set between $U$ and $\overline{U}$. We denote this set of wires by $D$. We may assume without loss of generality that every wire in $D$ is oriented towards $U$ by Lemma 4.3. The partial flow condition then implies that $\prod_{e \in D} f(e) = 1$.

Lemma 5.5. Let $T = (E, V)$ be a closed tensor diagram and $U \subseteq V$. Let $f$ be a partial $\mathbb{C}^\times$-flow defined with respect to $U \subseteq V$, then $f$ can be extended to a $\mathbb{C}^\times$-flow on $T$.

Proof. As before, let $D$ be the cut set separating $T[U] = (U, F)$ from the complementary subgraph in $T$. We may assume that $T[U]$ has no loops as they contribute trivially to flows. We assume without loss of generality that every $e \in D$ is oriented towards $U$ using Lemma 4.3. Let us first assume that $\hat{T}[U]$ is a star. We may assume that all wires in $T[U]$ are oriented towards the central vertex $c$ by Lemma 4.3. Let $v \in U \setminus \{c\}$ be incident to the wires $e_1, \ldots, e_k \in F$. Let $W$ be the wires incident to $v$ in $D$. Then we define the extension of $f$, $\hat{f}$, to send every $e_i$ to one of the $k$th roots of $\prod_{w \in W} f(w)$. We need to show this defines $\mathbb{C}^\times$-flow on $T$. First of all, it is clear that the flow condition is satisfied for all of the vertices of $T[U]$ except for $c$. However, the flow condition is satisfied for $c$ by the fact that $\prod_{e \in D} f(e) = 1$. So $\hat{f}$ is a $\mathbb{C}^\times$-flow on $T$.

Now let $\hat{T}[U]$ be a tree. Let $L$ be the leaves of $\hat{T}[U]$. Let $e_1, \ldots, e_k$ be a wires incident to $v \in L$, which we may assume are directed away from the leaf by Lemma 4.3. Let $W$ be the wires incident to $v$ in $D$, which we may assume are oriented towards $v$, again by Lemma 4.3. Then for all $i \in [k]$, we define $\hat{f}(e_i) = 1$. This clearly defines a $\mathbb{C}^\times$-flow on $T$.

Now consider the case where $S = (U, F)$ is an arbitrary subdiagram of $T$. We first choose a spanning tree of $S$, $G = (U, F')$. We may extend $f$ to a function $\hat{f}$ onto the edges of $G$, viewed as a subdiagram of $T[U]$, using the argument above. Then for every $e \in F \setminus F'$, we define $\hat{f}(e) = 1$. This clearly defines a $\mathbb{C}^\times$-flow on $T$. □

Let $(U, F)$ be the induced subgraph of $T_S = (V, E)$, which by an abuse of notation we call $S$. Let $r := \{(e, 1) | e \in E \setminus F\}$ and note that $r_S \subseteq r$. This implies that $\mathcal{R}(T_S)^r$ is a full subcategory of $\mathcal{R}(T_S)^r$. We now consider a map $\varphi : \mathcal{R}(S) \to \mathcal{R}(T_S)^r$. Given $R(S) \in \mathcal{R}(S)$, the map $\varphi$ takes $R(S)$ to a representation $R_\varphi(T_S)$ in $\mathcal{R}(T_S)^r$ as follows. For each $e \in F$, $R_\varphi(e) = R(e)$ and for each $v \in U$, $R_\varphi(v) = R(v)$ (possibly using an isomorphism $\otimes v_i \cong \otimes v_i \otimes \mathbb{C}^\otimes \otimes (\mathbb{C}^\times)^{\otimes m}$ sending $\otimes v_i \mapsto \otimes v_i \otimes 1^{\otimes m} \otimes (1^*)^{\otimes m}$). For each $e \in \overline{F}$, $R_\varphi(e) = \mathbb{C}$ and for each $v \in \overline{U}$,

$$R_\varphi(v) = \left( \bigotimes_{e \in N(v)} 1^* \right) \otimes \left( \bigotimes_{e \in N(v)} 1 \right).$$

Lemma 5.6. The map $\varphi : \mathcal{R}(S) \to \mathcal{R}(T_S)^r$ realizes the equivalence of $\mathcal{R}(S)$ to a full subcategory of $\mathcal{R}(T_S)^r$. 

Proof. We simply need to show that if $R_\varphi(T_S)$ and $R'_\varphi(T_S)$ are isomorphic for $R(S), R'(S) \in \mathcal{R}(S)$, then $R(S) \cong R'(S)$. So suppose that $R_\varphi(T_S)$ and $R'_\varphi(T_S)$ are related by an element $G \in \text{GL}(T_S)$. We may assume that the action of $G$ restricted to $S$ is the identity (again by abuse of notation, by $S$ we mean the induced subdiagram of $T_S, (U, F)$, isomorphic to $S$). So the action of $G$ on every $v \in U$ sends the tensor

$$
\bigotimes_{e \in N(v)} 1^e \otimes \bigotimes_{e \in \overline{N}(v)} 1
$$

to itself. We see that the action of $G$ describes a partial $\mathbb{C}^\times$-flow on $T$ with respect to $U$. Let $D$ be the set of wires from $T[U]$ to the complementary subdiagram as before. The action of $G$ on the wires in $D$ acts non-trivially on the tensors associated to some of the vertices in $U$. We need to show that there is a representation of $S$, $R''(S) \cong R(S)$ such that the induced action of $G$ on $R''(S)$ restricted to the vertices $U$ acts trivially. Let $H := HR(S)$, which is by definition an isomorphic representation of $S$. Since $\text{GL}(S)$ is a subgroup of $\text{GL}(T_S)$ in a natural way, $H$ lifts to an element $H \in \text{GL}(T_S)$. Furthermore, it commutes with $G$. Then if we look at $HG R_\varphi(T_S)$, we see that this gives the flow on $T_S$ guaranteed by Lemma 5.5 and that this group element is in the isotropy group of $\text{GL}(T_S)$ acting on $T_S$. So we see that if $R_\varphi(T_S)$ and $R'_\varphi(T_S)$ are isomorphic by an element $G \in \text{GL}(T_S)$, then $R(S)$ and $R'(S)$ are isomorphic by an element $H \in \text{GL}(S)$. □

With an eye towards Theorem 4.2, we are particularly interested in closed tensor diagrams with a vertex of degree $\geq 3$. If none of the incident edges of this vertex is a loop, then there exists a splitting such that the resulting graph has a claw as an induced subgraph and there are no dimension restrictions on the dimensions of the wires in the claw. This is obvious if the tensor diagram is simple; in the non-simple scenario, two other situations arise. Figure 2 shows both situations and the resulting splittings realizing the claw as an induced subgraph. Solid wires have no dimension restrictions while the dotted edges are the edges added by the splitting and thus can only have representations of $\mathbb{C}$. Lemma 5.6 implies that determining the indecomposable representations of a closed tensor diagram with such vertex of degree $\geq 3$, not counting loops, is as hard as determining the indecomposable representations of the claw diagram. The next lemma states that this is as hard as determining the indecomposable representations of trivalent tensors.
Lemma 5.7. Let $C$ be a claw diagram (with any orientation on the wires) and $C^0$ the open claw diagram. Then $\mathcal{R}(C^0)$ is a full subcategory of $\mathcal{R}(C)$. Similarly, let $\hat{N}$ be the needle diagram with a vertex added to its dangling wire and $N$ be the needle diagram. Then $\mathcal{R}(N)$ is a full subcategory of $\mathcal{R}(\hat{N})$.

Proof. We may assume without loss of generality that all wires are directed away from the leaves by Lemma 4.3. Now let us construct a map $\varphi$ from the leaves by Lemma 4.3. Then $\mathcal{R}(C^0)$ sending $R(C^0) \to \mathcal{R}(C)$. Let $c$ denote the only vertex in $C^0$. Then $R_\varphi(c) := R(c)$ and for all other vertices $v$ in $C$, define $R_\varphi(v) = 0$. It is clear that $R_\varphi(C) \cong R'_\varphi(C)$ if and only if $R(C^0) \cong R'(C^0)$. The fullness of the subcategory is also clear.

Similarly for $R(N)$, we define a map $\varphi : \mathcal{R}(N) \to \mathcal{R}(\hat{N})$. Given $R(N) \in \mathcal{R}(N)$, we define $R_\varphi(\hat{N}) \in \mathcal{R}(\hat{N})$ as follows: $R_\varphi(e) = R(e)$ for all wires, $R_\varphi(c) = R(c)$ for the single vertex $c$ in $N$, and $R_\varphi(v) = 0$, where $v$ is the vertex in $\hat{N}$ that is not in $N$. It is clear that that $R_\varphi(\hat{N}) \cong R'_\varphi(\hat{N})$ if and only if $R(N) \cong R'(N)$. The fullness of the subcategory is also clear. □

Corollary 5.8. Every closed tensor diagram with a vertex of degree $\geq 3$ (not counting loops) is wild. Any closed tensor diagram with a vertex with a loop and a non-empty neighborhood is wild. Any tensor diagram which has a connected component consisting of a single vertex with at least two loops is wild.

Proof. This follows directly from Lemmas 4.2, 5.6 and 5.7, Theorem 4.5, and Proposition 4.7 and the observation that given a disconnected tensor diagram $T = T_1 \sqcup T_2$, the categories $\mathcal{R}(T_1)$ and $\mathcal{R}(T_2)$ are clearly full subcategories of $\mathcal{R}(T)$. □

We now turn our attention to tensor diagrams with dangling wires. We first observe that we may assume that a tensor diagram has no wire with no endpoints. The reason is it shares the same vertices as the tensor diagram with this wire removed. As such, these two diagrams have precisely the same category of representations. So we only need look at tensor diagrams where there are wires with one vertex.

Let $T = (V, E)$ be a tensor diagram and let $H \subseteq E$ be the set of dangling wires, i.e. wires with one endpoint. Now let us consider any representation $R(T)$. Let $v \in V$ be incident to some $e \in H$. Then applying either $\alpha I$ or $\alpha^{-1} I$ to the wire $e$ (depending on the orientation of $e$), we get that the representation $R'(T)$ given by $R'(w) = R(w)$ for $w \neq v$ and $R'(v) = \alpha R(v)$ is an isomorphic representation to $R(T)$.

Given $R'(T)$, we may now apply either $\alpha I$ or $\alpha^{-1} I$ to another wire incident to $v$, say $f$, depending on the orientation of $f$, such that $R'(v)$ gets replaced with $\alpha^{-1} R'(v) = R(v)$. If $f \in H$, then we see that multiplying by a scalar on one of the dangling wires incident to $v$ is isomorphic by multiplying by a (potentially different) scalar on a different dangling wire incident to $v$. If $f \notin H$, then let $u$ be its other endpoint, which multiplies $R(y)$ by $\alpha$. Then we get a new representation $R''(T)$, where $R''(u) = \alpha R(u)$ and for $w \neq u$, $R''(w) = R(w)$. We see that $R''(T)$ is isomorphic to $R(T)$. In this way we get the following fact:

Fact 1. Let $T = (V, E)$ be a connected tensor diagram with dangling wires $H$. Given a representation $R(T)$, any representation formed from $R(T)$ by multiplying $R(v)$, $v \in V$, by a non-zero scalar $\alpha$ is an isomorphism of representations. Furthermore, the representation induced by multiplying every $w \in H$ by different scalars
is isomorphic to the representation induced by multiplying a single wire in \( H \) by a certain scalar.

**Theorem 5.9.** If a tensor diagram \( T = (V, E) \) with dangling wires \( H \subseteq E \) contains the open claw, needle, or figure eight as a subdiagram, then it is wild.

**Proof.** First of all, we note that if the figure eight is a subdiagram, then either it is a connected component, or the needle is also a subdiagram. If the figure eight is a connected component, we are finished by Theorem 5.8. So it suffices to show that if \( T \) contains the open claw or needle as a subdiagram, \( T \) is wild.

Let \( S = (U, F) \) be the subdiagram of \( T \) that is either the open claw or the needle. We consider the diagram \( T S \) as before, recalling that \( \mathcal{R}(T S) \) is equivalent to full subcategory of \( \mathcal{R}(T) \) by Lemma 5.2. We let \( r = \{(e, 1) \mid e \notin F\} \); we consider the map \( \varphi : \mathcal{R}(S) \rightarrow \mathcal{R}(T S)^r \) constructed for the proof of Lemma 5.6 noting that it is well defined even if \( S \) and \( T \) have dangling wires.

We know from the proof of Lemma 5.6 that the subgroup \( GL(H) \subseteq GL(T S) \), defined by acting by the identity on the wires \( H \), preserves isomorphism classes of representations of \( S \) under the image of \( \varphi \). Let \( GL(H) \) be the subgroup of \( GL(T S) \) that acts as the identity on all the wires in \( E \setminus H \). We note that \( GL(T S) \cong GL(H) \times GL(H) \). So we need to show that \( GL(H) \) preserves isomorphism classes of representations of \( S \) in the image of \( \varphi \).

If \( H \subseteq F \), then this is trivial. So let us look at the action of \( GL(H) \) on the dangling wires outside of \( F \), which acts by multiplication by scalars on each of the wires. By Fact 1, we need only consider the action on a single dangling wire outside of \( F \). But as \( U = \{c\} \), this is isomorphic to multiplying the tensor associated to \( c \) by a scalar \( \alpha \), again by Fact 1. Lastly, we note that if we have a representation \( R(S) \), \( \alpha R(S) \cong R(S) \) for all \( \alpha \in \mathbb{C}^\times \) as both the needle and open claw have a dangling wire. So \( GL(H) \) preserves isomorphism classes of representations of \( S \) in the image of \( \varphi \).

Thus we have that the map \( \varphi \) realizes \( \mathcal{R}(S) \) as a category equivalent to a full subcategory of \( \mathcal{R}(T) \). Since \( \mathcal{R}(S) \) is wild, this implies that \( \mathcal{R}(T) \) is wild. \( \square \)

As a consequence of Theorem 5.9, we have that a tensor diagram is wild if it has vertex of degree \( \geq 3 \), where a loop is counted as a degree two edge. In the next section, we will prove that these are all the wild tensor diagrams.

### 6. Finite and Tame Tensor Diagrams

In the previous subsection, we showed that any tensor diagram containing a vertex with degree at least three is wild. We claim that these are all the wild tensor diagrams. The remaining tensor diagrams to consider are those with the following underlying semi-graphs:

(a) The path \( P_n \), which consists of vertices labeled \( 1, \ldots, n \) and wires connecting vertex \( i \) to \( i + 1 \) for \( i \in \{0, \ldots, n - 1\} \).

(b) The open path \( A^0_n \), which is the path \( P_{n+2} \) with the two leaves removed.

(c) The half-open path \( A^1_n \), which is the path \( P_{n+1} \) with one of the leaves removed.

(d) The loop \( J_n \) which is formed by taking the path \( P_n \) and adding a wire between vertices 1 and \( n \).

As was mentioned in the Preliminaries, a closed tensor diagram \( T \) is a morphism in \( \text{Hom}(1, 1) \) in a finitely generated free compact closed monoidal category \( \mathcal{F} \). As
such, any representation of a closed tensor diagram is a morphism in \( \text{Hom}(\mathbb{C}, \mathbb{C}) \cong \mathbb{C} \). That is to say, there is a fundamental invariant of the representation. In fact, this invariant is a GL(T) invariant polynomial. This implies that there are infinitely many non-isomorphic representations of \( T \) as there is an invariant that can take any value in \( \mathbb{C} \). As such, the only tensor diagrams that are eligible to be finite are those whose underlying semi-graph is the open or half-open path.

**Lemma 6.1.** The tensor diagrams with underlying semi-graph \( A_n^0 \) and \( A_n^1 \) are finite.

**Proof.** We shall first show that \( \mathcal{R}(A_n^0) \) is equivalent to \( A_{n+1} \text{-Mod} \), where \( A_{n+1} \) is the quiver associated with the Dynkin diagram \( A_{n+1} \), whose orientation we shall specify shortly. We may assume that all wires in \( A_n^0 \) are oriented in the same direction by Lemma 4.3, similarly for the quiver \( A_{n+1} \). Let \( R(A_n^0) \in \mathcal{R}(A_n^0) \). We construct a map \( \varphi \) taking \( R(A_n^0) \) to a representation \( R_\varphi(A_{n+1}) \).

Let the wires in \( A_n^0 \) be labeled in sequence \( e_1, \ldots, e_{n+1} \). Let \( q_1, \ldots, q_{n+1} \) be the vertices of \( A_{n+1} \) in sequence. Then we define \( R_\varphi(q_i) = R(e_i) \). Let \( p_1, \ldots, p_n \) be the arcs of \( A_{n+1} \) listed in sequence and \( v_1, \ldots, v_n \) be the vertices of \( A_n^0 \) listed in sequence. Then define \( R_\varphi(p_i) = R(v_i) \). It is clear that \( \varphi \) defines an equivalence of categories, in fact an isomorphism. Since \( A_{n+1} \) is finite by [14], \( A_n^0 \) is also finite.

Now we show that \( \mathcal{R}(A_n^1) \) is equivalent to a full subcategory of \( A_{n+1} \text{-mod} \) by constructing a map \( \varphi \). Let \( R(A_n^1) \in \mathcal{R}(A_n^1) \). As before, we assume the orientation of all the wires in \( A_n^1 \) and \( A_{n+1} \) are in the same direction. We let \( e_1, \ldots, e_n \) be the wires of \( A_n^1 \) in sequence, with \( e_1 \) the dangling wire, and \( p_1, \ldots, p_n \) be the arcs of \( A_{n+1} \) in sequence. We let \( v_1, \ldots, v_n \) be the vertices of \( A_n^1 \) in sequence and \( q_1, \ldots, q_{n+1} \) be the vertices of \( A_{n+1} \) in sequence. For \( i \in [n] \), we define \( R_\varphi(q_i) = R(e_i) \) and define \( R_\varphi(q_{n+1}) = \mathbb{C} \). Then for \( i \in [n] \), we define \( R_\varphi(p_i) = R(v_i) \). This clearly shows that \( \mathcal{R}(A_n^1) \) is a full subcategory of \( A_{n+1} \text{-mod} \) and so \( A_n^1 \) is finite. \( \square \)

We know that the tensor diagrams whose underlying semi-graph is the path \( P_n \) or loop \( J_n \) are not finite as they are closed. We know from Lemma 5.6 that it is sufficient to show that \( J_n \) is tame as any tensor diagram with underlying semi-graph \( \mathcal{R}(P_n) \) is equivalent to a full subcategory of a tensor diagram with underlying semi-graph \( \mathcal{R}(J_n) \).

**Lemma 6.2.** The category \( \mathcal{R}(T) \), where \( T \) has underlying semi-graph \( J_n \), is equivalent to the category \( \tilde{A}_{n-1} \text{-Mod} \), where \( \tilde{A}_{n-1} \) is the affine Dynkin diagram.

**Proof.** We construct a map \( \varphi : \mathcal{R}(T) \to \tilde{A}_{n-1} \text{-Mod} \) as follows. Let \( R(T) \in \mathcal{R}(T) \). We may assume that the orientation of the wires of \( J_n \) and \( \tilde{A}_{n-1} \) are all in the same direction by Lemma 4.3. Let \( v_1, \ldots, v_n \) be the vertices of \( J_n \) in sequence and \( q_1, \ldots, q_n \) be the vertices of \( \tilde{A}_{n-1} \) in sequence. Similarly let \( e_1, \ldots, e_n \) be the wires of \( J_n \) in sequence and \( p_1, \ldots, p_n \) be the arcs of \( \tilde{A}_{n-1} \) in sequence. Then we define \( R_\varphi(p_i) = R(v_i) \) and \( R_\varphi(q_i) = R(e_i) \) for all \( i \in [n] \). This clearly defines an equivalence, and indeed an isomorphism of the categories \( \tilde{A}_{n-1} \text{-Mod} \) and \( \mathcal{R}(T) \). Since the quiver \( \tilde{A}_{n-1} \) is tame (cf. [3]), so is \( T \). \( \square \)

This concludes our classification, giving us the following theorem:

**Theorem 6.3.** A connected tensor diagram is

(a) finite if and only if it its underlying semi-graph is either \( A_n^0 \) or \( A_n^1 \),
(b) tame (but not finite) if and only if its underlying semi-graph is either \( P_n \) or \( J_n \),
(c) wild otherwise.

Proof. This follows directly from Theorem 5.9 and Lemmas 6.1 and 6.2. □

6.1. Classifying indecomposable representations of finite and tame tensor diagrams. In the proofs of Lemmas 6.1 and 6.2, we saw that $R(A_n)$ was isomorphic to $A_{n+1}$-Mod, where $A_{n+1}$ is the Dynkin diagram. Similarly $R(J_n)$ was isomorphic to $A_n$-Mod, where $A_n$ is the affine Dynkin diagram. The indecomposable representations of any quiver whose underlying graphs are these Dynkin diagrams has been well worked out and gives a classification of the indecomposable representations of $A_n$ and $J_n$.

Let us first consider the indecomposable representations of the quivers with underlying graph the Dynkin diagram $A_n$, which is the path on $n$ vertices. Given any orientation on $A_n$, we call a representation of $A_n$, $R(A_n)$, thin if $\dim(R(v)) = 0$ for every vertex $v$. We say that the representation of $R(A_n)$ is connected if the underlying graph of $A_n$ formed by deleting those vertices $v$ with $\dim(R(v)) = 0$ and arcs $e$ with $R(e) = 0$, is connected.

**Theorem 6.4 (14).** A representation of $A_n$ is indecomposable if and only if it is thin and connected.

This theorem follows from Gabriel's result that the indecomposable representation of a simply laced Dynkin diagram are in correspondence with the positive roots of the root system defined by the Dynkin diagram and the connection of these positive roots with the Tits form associated to a quiver. A short proof of Theorem 6.4 can be found here [35].

In the proof of Lemma 6.1, we showed that the representations of $A_n$ were in bijection with the representations of $A_{n+1}$ where one of the leaves of $A_{n+1}$ was forced to always be associated to $\mathbb{C}$. If $q_1, \ldots, q_{n+1}$ are the vertices of $A_{n+1}$ in sequence, let us take the convention that it is $q_{n+1}$ that must be dimension one. This gives us the following corollary.

**Corollary 6.5.** Up to isomorphism, the indecomposable representations of $A_n$ are in bijection with the thin and connected representations of $A_{n+1}$, $R(A_{n+1})$, where $\dim(R(q_{n+1})) = 1$.

Proof. This follows directly from the proof of Lemma 6.1 and Theorem 6.4. □

We now look to the determining the indecomposable representations of $P_n$. Since it is a subdiagram of $J_n$, we know that its indecomposable representations must take the form of indecomposable representations of the quiver $A_{n+1}$. Looking at the proofs of Lemma 5.2 and Lemma 6.2, we see that the representations of $P_n$ correspond to representations of $A_{n+1}$ where at least one of the matrices associated to an arc has rank one.

We now recall the classification of indecomposable representations of $A_{n+1}$. Let us denote the vertices of $A_{n+1}$ in sequence by $q_1, \ldots, q_{n+1}$, and its arcs in sequence by $p_1, \ldots, p_{n+1}$. We will consider $A_{n+1}$ with the orientation such that the arc $p_i$ leaves $q_i$ and enters $q_{i+1}$. Let us consider a representation $R(A_{n+1})$, and let us define the matrix $L = \prod_{i=1}^{n+1} R(p_i) \in \text{End}(R(q_1))$.

We may assume that $L$ is in Jordan canonical form by performing the appropriate change of basis on $R(q_1)$. Let $\lambda$ be an eigenvalue of $L$ with eigenvector $v_1$. Then we define $v_{i+1} = R(p_i)v_i$ for $i = 2, \ldots, n$. If $\lambda = 0$, then for some $i \in [n+1]$,
$R(p_i)v_i = 0$. Then consider the representation on $\tilde{A}_{n+1}$ given by $R'(p_j) = 0$ and $R'(q_j) = \{0\}$ for $j \neq i$, and $R'(p_i) = R(p_i)$ and $R'(q_i) = \mathbb{C}v_i$. This is a simple subrepresentation of $R(\tilde{A}_{n+1})$ which we denote $V_{0,i}$.

Otherwise, if $\lambda \neq 0$, then we get the following induced subrepresentation: $R'(p_i) = \mathbb{C}v_i$ for all $i \in [n+1]$ which is isomorphic the representation where $R''(p_i) = \mathbb{C}$ for all $i \in [n + 1]$, $R''(q_j) = 1$ for all $i \in [n]$, and $R''(q_{n+1}) = \lambda$. This is also a simple representation which we denote $V_\lambda$.

Given a representation of $P_n$, we may view it as a representation of $\tilde{A}_{n+1}$ where the matrix $L$ is rank one. If $L$ is diagonalizable, then it has a single eigenvalue $c$ and it is isomorphic to one of the above simple representations. Otherwise, $L$ has only zero eigenvalues, and a single Jordan block of size two.

Let $R(\tilde{A}_{n+1})$ be a representation where $L$ has this form. We know that $R(q_1)$ is two dimensional with basis vectors $v_1, w_1$ such that $L v_1 = 0$ and $L w_1 = v_1$. We define $v_i$ and $w_i$ as before. The fact that $L v_1 = 0$ implies that for some $i \in [n+1]$, $R(p_i) v_i = 0$. For that same $i$, $R(p_i) w_i$ maps to a non-zero vector in $R(q_i+1)$. We see that the dimension of all vector spaces $R(q_j)$ for $1 \leq j \leq i$, there is a two-dimensional subspace with $v_j$ and $w_j$ forming a basis. For $j > i$, we have a subspace of $R(q_j)$ spanned by $w_j$. So we have a subrepresentation given by $R'(q_j) = \text{span}\{v_j, w_j\}$ for $j \in [n+1]$ (noting that $v_j = 0$ for $j > i$) with the induced maps sending $v_j \rightarrow v_{j+1}$, $w_j \rightarrow w_{j+1}$ associated to $R(p_i)$. It is clear that this module is indecomposable by the fact that the Jordan matrix of size two with eigenvalue zero cannot be decomposed as a non-trivial matrix direct sum. We denote this representation by $W_i$. This proves the following proposition.

**Proposition 6.6.** Every indecomposable representation of $P_n$ is isomorphic to one of either $V_{0,i}$, $V_\lambda$, or $W_i$, for $\lambda \in \mathbb{C}\setminus\{0\}$, $i \in [n + 1]$.

### 7. Conclusion

Tensor networks are an important and widely used tool in physics, computer science, and statistics. In many cases, one is faced with determining when two tensor networks can be related by an element of $\text{GL}(T)$, where $T$ is the underlying tensor diagram. In this paper, we have shown that any classification scheme of orbits is an intractable problem if one considers arbitrary tensor networks on most tensor diagrams. The tensor diagrams that admit classifications are very basic and uninteresting, reducing to a small subset of the tame cases arising in quiver theory.

However, in applications, one often does not consider arbitrary tensor networks on a given diagram. For example, in computer science applications, the dimensions of the representation are limited so that every wire has a two dimensional vector space associated to it. In tensor network states, or the study of entanglement of density operators, one is interested in closed orbits rather than all orbits.

While it may be that many of these problems will still be wild, a much larger subset may be tractable than those presented in the current work. It is completely unknown how a trichotomy theorem would manifest itself with these restrictions and the current work represents only the first step towards understanding the difficulty of these more common questions. As such, much more work in this direction is necessary.
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