Understanding Cross Domain Presentation Attack Detection for Visible Face Recognition

Jennifer Hamblin  Kshitij Nikhal  Benjamin S. Riggan
Department Electrical and Computer Engineering, University of Nebraska-Lincoln, Lincoln, USA

Abstract—Face signatures, including size, shape, texture, skin tone, eye color, appearance, and scars/marks, are widely used as discriminative, biometric information for access control. Despite recent advancements in facial recognition systems, presentation attacks on facial recognition systems have become increasingly sophisticated. The ability to detect presentation attacks or spoofing attacks is a pressing concern for the integrity, security, and trust of facial recognition systems. Multispectral imaging has been previously introduced as a way to improve presentation attack detection by utilizing sensors that are sensitive to different regions of the electromagnetic spectrum (e.g., visible, near infrared, long-wave infrared). Although multi-spectral presentation attack detection systems may be discriminative, the need for additional sensors and computational resources substantially increases complexity and costs. Instead, we propose a method that exploits information from infrared imagery during training to increase the discriminability of visible-based presentation attack detection systems. We introduce (1) a new cross-domain presentation attack detection framework that increases the separability of bonafide and presentation attacks using only visible spectrum imagery, (2) an inverse domain regularization technique for added training stability when optimizing our cross-domain presentation attack detection framework, and (3) a dense domain adaptation subnetwork to transform representations between visible and non-visible domains.

I. INTRODUCTION

Facial recognition is a prevalent type of biometric authentication for consumer devices (e.g., smartphone, tablets, and laptop computers) and secured access points in public, private, and government facilities. Attempts to bypass such securities by either spoofing (i.e., imitating) biometrics [24] associated with an identity that has privileged access to information (i.e., factors extracted from infrared imagery) from visible imagery using new domain adaptation objectives.

Recently, [9] introduced the Wide Multi-Channel presentation Attack (WMCA) dataset that contains both 2D and 3D presentation attacks with spatially and temporally synchronized imagery across four different sensor domains. The WMCA dataset contains eight different kinds of presentation attack instruments (PAIs) that fall under four main categories. These attack categories include facial disguise (plastic halloween masks, paper glasses, funny eye glasses), fake face (mannequin, flexible silicon masks, paper masks), photo (print/electronic images), and video.

Despite the benefits of combining information from multi-modal cameras for PAD applications, the added cost and complexity of using multiple sensors (e.g., visible, NIR, thermal, and depth) severely limits the use of PAD to local controlled access environments. Therefore, to leverage current (and future) surveillance camera infrastructure that is mostly comprised of visible cameras, we aim to learn to estimate discriminative information (e.g., factors extracted from infrared imagery) from visible imagery using new domain adaptation objectives.

Other multi-modal PAD datasets include: Casia-Surf [32], MLFP [1], Multispectral-Spoof (MSSpoof) [3], 3DMAD [6], as well as Casia-Surf CeFa [19]. Many approaches utilize information from all available imaging modes in order to carry out the PAD task, which requires complex and expensive sensor suites to perform PAD.

Previous approaches (e.g., [5]) have used texture-based methods—local binary patterns (LBP)—to address 2D attacks, like print or video replay. LBP image representations have been primarily applied to visible imagery for PAD since infrared and depth imagery exhibit relatively fewer high frequency details (e.g., texture) compared with visible images. Thus, LBP representations are suboptimal for domain adaptation between infrared and visible modalities.

In this work, we enhance the performance of PAD systems that utilize readily available visible spectrum cameras and equipment by harnessing the auxiliary information present in supplementary image domains during the training process. However, NIR cameras with filters and thermal cameras need not be present at deployment. Our primary contributions
include:

- Cross-Domain PAD (CD-PAD)—a task-level cross-domain optimization process using thermal or NIR imagery to enhance discriminability of bonafide and PAs from visible spectrum imagery,
- Inverse Domain Regularization (IDR)—a new inverse domain regularization function,
- Dense Domain Adaptation (DDA) subnetwork—an improved method for learning the transformation from visible to the target domain,
- extensive analysis using the WMCA and MSSpoof datasets,
- an ablation study comparing our proposed IDR with other domain confusion methods.

Our proposed framework, including CD-PAD, IDR, and DDA, enhances visible-based PAD performance over [9] by learning to predict information from discriminative infrared imagery from visible imagery during development.

II. BACKGROUND

While there is a significant amount of research on liveliness detection [18], [26] and multi-modal PAD [8], [30], [33], there is limited work on using principles of domain adaptation for PAD. Therefore, we summarize the Multi-Channel Presentation Attack Detection framework and domain adaptation techniques, including Maximum Mean Discrepancy (MMD), siamese networks, and domain invariance loss (DIL).

A. Multi-Channel Presentation Attack Detection

In [8], [9] the Multi-Channel Convolutional Neural Network (MCCNN) was introduced for PAD. First, [9] proposed a multi-channel (i.e., multi-modal) fusion approach that combined information from four imaging modalities: visible, near infrared (NIR), longwave “thermal” infrared (LWIR), and depth to perform PAD using the MCCNN architecture. Then, in [8] the MCCNN is used to address the concern of novel “unseen” attacks. For the same purpose, [33] developed an autoencoder network that utilizes the WMCA dataset to perform anomaly-based spoof detection. The fundamental difference between these approaches and our work is that they exploit multi-modal imagery during inference. Instead, we exploit multi-modal imagery offline in order to enhance the discriminability of visible-based PAD.

B. Maximum Mean Discrepancy

The Maximum Mean Discrepancy (MMD) [10] is a measure that was proposed to evaluate the similarity between two distributions by computing distance between their reproducing kernel Hilbert space (RKHS) embeddings. MMD has been used as a metric for minimizing the distance between source and target domain representations [20], [27]. 3D CNN framework for PAD tasks was introduced in [17] that incorporated MMD regularization between dataset domains for improved generalization.

Let $S = \{s_1, ..., s_N\}$ and $T = \{t_1, ..., t_N\}$ be the sets of features of the source and target domains. In this particular problem each set has the same number of elements $N$, although in general that need not be the case. Then the squared MMD of $S$ and $T$ can be expressed as

$$MMD^2(S,T) = \sum_{i,j}^N k(s_i, s_j) \frac{1}{N^2} + \sum_{i,j}^N k(t_i, t_j) \frac{1}{N^2} - 2 \sum_{i,j}^N k(s_i, t_j) \frac{1}{N^2}, \quad (1)$$

where $k(\cdot, \cdot)$ is the kernel associated with the RKHS.

The main disadvantage of MMD is that there is no discrimination between bonafide and attack instances. Therefore, we investigate an alternative to MMD for domain adaptation in the context of PAD for facial recognition systems.

C. Siamese Networks for PAD

Siamese networks [2] have been used to tackle both domain adaptation [21] [4] and PAD tasks [23]. In [4], a siamese network implementing contrastive loss is used for heterogenous face recognition between different imaging domains where images are mapped to a shared embedding space. Siamese networks work well when imaging domains are sufficiently close (see [16]). However, when imaging domains are further apart, they have been shown to under-perform. Moreover, siamese networks, which are trained to ideally perform well on multiple domains at the same time, end up performing sub-optimally in all domains. Instead, we focus on modeling the complex interrelationships between two domains for PAD.

D. Domain Invariance Loss

The Domain Invariance Loss (DIL) [7][25] is a regularization technique proposed for domain adaptation for thermal-to-visible facial recognition tasks. DIL uses a domain classification network that learns the probability that the features produced from an image belong to either the visible ($P_{vis}$) or thermal domain ($P_{therm}$). Since the ultimate goal is increasing the similarity between the visible and thermal representations, the domain classifier is trained such that the two distributions are indistinguishable from each other. Specifically, the domain classification labels are constant, i.e., $P_{vis} = P_{therm} = 0.5$. The potential disadvantage of this approach is that the labels are always the same, which implies there is a risk of models never learning patterns associated with either domain. Therefore, we consider an alternative where such patterns are learned and used in a regularizing fashion.

III. METHODOLOGY

The proposed PAD framework (Fig. 1) aims to enhance visible-based PAD using new domain adaptation principles. First, we define the problem: cross-domain presentation attack detection (CD-PAD). Then, we introduce the components of our framework: (1) a base network architecture, (2) a new dense domain adaptation (DDA) subnetwork, (3) a new CD-PAD objective function, and (4) a new inverse domain regularization function.
Fig. 1. The proposed PAD framework exploits both Source and target domains to jointly optimize the base architecture and dense domain adaptation (DDA) subnetwork offline (i.e., during training) using the proposed cross-domain PAD (CD-PAD) objective function and inverse domain regularization (IDR). However, only the inference model (source domain stream) is used during deployment since the goal is to limit operational complexity and cost of PAD systems.

A. Preliminaries

Enhancing PAD performance from visible spectrum imagery requires exploitation of subtle cues (e.g., specular reflections) to differentiate between bonafide faces and PAs. To emphasize such subtle cues, we introduce a new CD-PAD framework. The CD-PAD problem is where discriminative information from a target domain is used to boost the quality of information extracted from the source domain. For example, by predicting infrared image representations from visible imagery, CD-PAD significantly improves the quality of visible-based PAD and reduces PAD system complexity (e.g., number/type of sensors) and cost.

Let \( S = \{ x_1^s, x_2^s, \ldots, x_n^s \} \) and \( T = \{ x_1^t, x_2^t, \ldots, x_m^t \} \) denote the sets of source (e.g., visible) and target (e.g., infrared) domain images, respectively. Here, \( n \) is the number of images from the source domain and \( m \) is the number of images from the target domain.

Let \( (x_i^s, x_j^t) \) denote a pair of source and target images with corresponding labels \( y_i^s \) and \( y_j^t \). Unlike methods that use restrictive Euclidean distance metrics to bridge domain gaps, CD-PAD performs inference level domain adaptation which relaxes the requirements for precise image registration/alignment and synchronous acquisition. Instead, the key requirement for CD-PAD is that both source and target labels sets, denoted by \( Y^s \) and \( Y^t \) respectively, must have overlapping labels. Mathematically, this requirement is

\[
Y^t \supseteq Y^s, \quad (2)
\]

where \( y_j^t \in Y^t \) and \( y_i^s \in Y^s \).

The main goal under our proposed CD-PAD framework is to learn a target domain PAD classifier, \( P(y_i^t|f_t(x_j^t)) \) that is sufficiently discriminative when used with source domain data, i.e., \( P(y_i^t|f_s(x_i^s)) \), where \( f_t \) is the mapping from the target domain to the associated latent subspace and \( f_s \) maps source imagery to the same “target” latent subspace. The primary objective for CD-PAD is to find an optimal source-to-target mapping \( f_s \), such that \( f_s(x_i^s) \approx f_t(x_j^t) \).

B. Base Architecture

The inclusion of additional spectral data has been shown to increase the discriminative power of multi-modal PAD systems [9]. However, many extant security systems employ visible spectrum cameras and use visible enrollment face imagery. Therefore, we propose a method that consists of training a PAD network to extract discriminative (e.g., infrared) features from visible imagery while only leveraging non-visible information during training. The network contains two nearly identical data streams—one for source imagery and one for target imagery—consisting of CNNs with architectures based on the Light CNN network [31]. Both streams are fed into the proposed CD-PAD classifier. The source stream, also referred to as the inference model in Fig. 1, is modified to include the addition of the DDA subnetwork described in section III-C.

The Light CNN is pre-trained on the MSCeleb-1M dataset [31], which is a large-scale face dataset. Then, transfer learning is applied to both streams to re-use relevant model parameters. This approach is similar to [9], except that our two stream network is trained in a domain adaptive manner instead of a multi-modal fusion manner. Table I summarizes each layer of the Light CNN architecture, which is comprised of convolution (Conv), Max-Feature-Map (MFM), max pooling, and residual layers.

C. DDA Sub-network

A domain adaptive subnetwork is added to the visible (source) stream of the CD-PAD network to learn the mapping
from the source to target domain. We propose a new Dense Domain Adaptation (DDA) subnetwork which is composed of a dense block [13] that consists of four convolutional layers as shown in Table II. Mathematically, the DDA subnetwork is represented as

\[ \delta(u) = \text{Concat}\{\delta_{\text{conv}1}(u), \delta_{\text{conv}2}(u), \delta_{\text{conv}3}(u), \delta_{\text{conv}4}(u)\}, \]

where

\[ \delta_{\text{conv}1}(u) = \text{ReLU}(\text{Conv}(\text{BatchNorm}(u))), \]

\[ \delta_{\text{conv}2}(u) = \text{ReLU}(\text{Conv}(\delta_{\text{conv}1}(u))), \]

\[ \delta_{\text{conv}3}(u) = \text{ReLU}(\text{Conv}(\delta_{\text{conv}2}(u))), \]

\[ \delta_{\text{conv}4}(u) = \text{ReLU}(\text{Conv}(\delta_{\text{conv}3}(u))), \]

with Conv(·) representing a 3 × 3 convolution and ReLU(·) the rectified linear unit activation function. The parameters of the DDA subnetwork are optimized using our proposed CD-PAD loss (section III-D).

The DDA subnetwork (3) is motivated by the Residual Spectrum Transform (RST) subnetwork in [7] that used a residual transformation [12] based subnetwork to bridge domain gaps for thermal-to-visible face recognition. The effects of subnetwork type (i.e., residual versus dense) and placement within the Light CNN on overall performance of CD-PAD are described in Section IV-D. The dense architecture was selected for the DDA subnetwork primarily due to superior performance observed in the context of PAD.

### Table I

**Light CNN Architecture for 124 × 118 pixel image**

| Layer   | Filter Size /Stride | Output Shape \((H \times W \times C)\) | Params |
|---------|---------------------|--------------------------------------|--------|
| Conv1   | 3 × 3/1             | 124 × 118 × 96                       | 2,496  |
| MFM1    |                     | 124 × 118 × 48                       | –      |
| Pool1   | 2 × 2/2             | 62 × 59 × 48                        | –      |
| Resblock1 | 3 × 3/1 × 1          | 62 × 59 × 48                        | 83,136 |
| Conv2a  | 1 × 1/1             | 62 × 59 × 96                        | 4,704  |
| MFM2a   |                     | 62 × 59 × 48                        | –      |
| Conv2b  | 3 × 3/1             | 62 × 59 × 192                       | 83,136 |
| MFM2b   |                     | 62 × 59 × 96                        | –      |
| Pool2   | 2 × 2/2             | 31 × 30 × 96                        | –      |
| Resblock2 | 3 × 3/1 × 2          | 31 × 30 × 96                        | 332,160|
| Conv3a  | 1 × 1/1             | 31 × 30 × 192                       | 18,624 |
| MFM3a   |                     | 31 × 30 × 96                        | –      |
| Conv3b  | 3 × 3/1             | 31 × 30 × 384                       | 332,160|
| MFM3b   |                     | 31 × 30 × 192                       | –      |
| Pool3   | 2 × 2/2             | 16 × 15 × 192                       | –      |
| Resblock3 | 3 × 3/1 × 3          | 16 × 15 × 192                       | 1,327,872|
| Conv4a  | 1 × 1/1             | 16 × 15 × 384                       | 74,112 |
| MFM4a   |                     | 16 × 15 × 192                       | –      |
| Conv4b  | 3 × 3/1             | 16 × 15 × 256                       | 442,624|
| MFM4b   |                     | 16 × 15 × 128                       | –      |
| Resblock4 | 3 × 3/1 × 4          | 16 × 15 × 128                       | 590,336|
| Conv5a  | 1 × 1/1             | 16 × 15 × 256                       | 33,024 |
| MFM5a   |                     | 16 × 15 × 128                       | –      |
| Conv5b  | 3 × 3/1             | 16 × 15 × 256                       | 295,168|
| MFM5b   |                     | 16 × 15 × 128                       | –      |
| Pool4   | 2 × 2/2             | 8 × 8 × 128                         | –      |
| Linear  |                     | 512                                 | 4,194,816|
| MFM6    |                     | 256                                 | –      |

### Table II

**DDA Subnetwork Architecture for 124 × 118 pixel image**

| Layer   | Inputs | Output Shape \((H \times W \times C)\) | Params |
|---------|--------|--------------------------------------|--------|
| BatchNorm |        | 16 × 15 × 48                          | 82,992 |
| \(\delta_{\text{conv}1}\) | \(\delta_{\text{conv}1}\) | 16 × 15 × 48                          | 20,784 |
| \(\delta_{\text{conv}2}\) | \(\delta_{\text{conv}2}\) | 16 × 15 × 48                          | 41,520 |
| \(\delta_{\text{conv}3}\) | \(\delta_{\text{conv}3}\) | 16 × 15 × 48                          | 62,256 |
| \(\delta_{\text{conv}4}\) | \(\delta_{\text{conv}4}\) | 16 × 15 × 48                          | –      |

The DDA subnetwork receives the output of the Pool3 max pooling layer shown in the Light CNN architecture in Table I as input to the BatchNorm layer. The dense output of DDA is then passed to the Resblock3 layer of Light CNN and through the remainder of the network.

### D. Cross Domain Presentation Attack Detection

Our proposed CD-PAD framework alternates training between domain modalities so that information extracted from the target domain face imagery can be learned and then used to guide the adaptation of source domain representations. First, the PAD classifier is trained exclusively on the target data. The target domain classifier and Light CNN are trained in a manner to avoid over-fitting to the target data. We found that over-training on target data often leads to under-performing on source imagery (i.e., visible based PAD). The classifier weights are learned using the Binary Cross Entropy (BCE),

\[
\mathcal{L}(x^t, y^t) = (1 - y^t) \log(1 - f(x^t; w^t)) + y^t \log(f(x^t; w^t)).
\]

After this initial phase, the trained classifier is leveraged in order to adapt the DDA subnetwork that transforms the source imagery. In the domain adaptive phase, the classifier weights, \(w^t\), are fixed so that the objective function can only be minimized by transforming the feature representation of the visible domain. For the domain adaptive training, the BCE loss function is

\[
\mathcal{L}(x^s, y^s) = (1 - y^s) \log(1 - f(x^s; w^t)) + y^s \log(f(x^s; w^t)),
\]

where \(w^t\) represents the classifier parameter weights that had previously been trained on the target data.

The CD-PAD framework ultimately works due to the fundamental assumption in (2), where we assume that both target and source domain span the same label sets. Due to the asynchronous, alternating training strategy used by CD-PAD, target and source imagery are not required to be precisely synchronized or co-registered. Therefore, CD-PAD, target and source imagery are not required to be precisely synchronized or co-registered. Therefore, CD-PAD, target and source imagery are not required to be precisely synchronized or co-registered.
of the PAD system. This provides a very efficient and cost effective solution for PAD.

E. Inverse Domain Regularization

Lastly, we also propose a variation on the domain invariance loss [7]. In this variation, which we call inverse domain regularization (IDR), a domain classification network is instead trained to correctly differentiate between the imaging domains. Inverting the labels of the source data is what drives the domain adaptation provided by IDR.

First, the IDR domain classifier is trained with correct domain labels for each of the input images and learns to appropriately discriminate between the two domains. Using the same notation from Section III-A, let \( P^i(x_i) \) be the probability that a given training image \( x_i \) comes from the target domain. The IDR classifier is trained to predict \( P^i(x_i^t) = 0 \) and \( P^i(x_i^s) = 1 \), a correct classification of the domains for the respective inputs. Next, to guide the network to map the source images to the target domain, we implement the domain inversion of IDR. In this domain adaptive stage of training, the domain classifier parameters are fixed while the DDA subnetwork is updated. Here, the DDA network is also trained using the IDR classifier, except the domain labels are inverted so that the source domain representations will appear to be similar to the target domain representations. Mathematically, \( P^i(x_i^s) = 1 \). The bottom line is that IDR aims to reduce differences between source and target image representations in a class agnostic manner and thus complements the CD-PAD loss by imposing additional constraints.

IV. EXPERIMENTS

A. Protocols

1) WMCA: For training and evaluation on the WMCA dataset, the “grandtest” protocol referred to in [9] is used. The data is split into three subsets: train, dev, and test. For each domain, the subsets contain 28,223, 27,850, and 27,740 images respectively. The distribution of attack categories are consistent across each of the sets and individual subjects do not appear in multiple subsets. The test subset contains 5,750 bonafide images, 1,649 facial disguise images, 13,041 fake face images, 4,200 photo attack images, and 3,100 video attack images.

2) MSSpoof: To show CD-PAD’s potential for generalization, we also evaluate on the MSSpoof [3] dataset. MSSpoof contains both visible and NIR imagery of 21 individuals. Like WMCA, MSSpoof is split into three identity disjoint subsets: train, dev, and test. All of the PAs in the MSSpoof dataset are print style attacks. The training subset contains 594 visible images and 577 NIR images, the dev subset contains 398 visible images and 395 NIR images, and the test subset contains 396 visible images and 395 NIR images.

B. Implementation

All models were trained in PyTorch [22] and updated using the ADAM optimizer [15] with a learning rate of \( 1 \times 10^{-4} \).

Features were generated using the Light CNN [31] framework initialized with weights pre-trained for facial recognition. During the first phase of training, the fully-connected PAD classification layers are trained on thermal data. In the final cross domain training stage the weights of the DDA subnetwork in the visible data stream are made trainable. The second stage of training uses the same optimizer and learning rate. Networks trained with inverse domain regularization required an additional stage of training, wherein only layers in the parallel domain classification network are updated. Data augmentation is utilized during training with random horizontal flipping with a probability of 0.5, and random rotation of maximum 10 degrees.

Preprocessing on the MSSpoof dataset included 5-point facial landmark registration and tight cropping around the face. Image cropping is utilized to alleviate potential problems with over-fitting as a result of the limited quantity of data in MSSpoof. Restricting the network to only learn from information contained in the face prevents it from focusing on background details that are often dataset specific.

For reproducibility, our code is available at [removed for anonymity during review].

C. Evaluation Metrics

Results are reported according to the ISO/IEC 30107-3 standard metrics for presentation attack detection, Attack Presentation Classification Error Rate (APCER), Bonafide Presentation Classification Error Rate (BPCER), and the Average Classification Error Rate (ACER) [14]. APCER designates the proportion of presentation attacks incorrectly identified as bonafide presentations, and BPCER is the proportion of incorrectly identified bonafide presentations. The metrics are defined as follows:

\[
APCER(\tau) = \frac{FP(\tau)}{FP(\tau) + TN(\tau)}, \quad (10)
\]

\[
BPCER(\tau) = \frac{FN(\tau)}{FN(\tau) + TP(\tau)}, \quad (11)
\]

\[
ACER(\tau) = \frac{APCER(\tau) + BPCER(\tau)}{2}, \quad (12)
\]

where FN, FP, TN, and TP are the number of false negatives, false positives, true negatives, and true positives for a given threshold \( \tau \).

D. Subnetwork Ablation Study

A subnetwork ablation study was conducted in order to determine the optimal layer depth at which to insert a domain adaptive subnetwork into the visible channel of the CD-PAD network. The Light CNN network contains four max pooling layers that conclude each convolutional block. In each test, a trainable subnetwork is placed directly after one of the max pooling layers to learn the transformation from the source to target domain. When the subnetworks are used for domain adaptation, all pre-trained layers in the network remain fixed during training.
Table III shows the effects of subnetwork type (residual or dense) and location when using the CD-PAD method. For this ablation study, additional regularizing loss functions are not implemented in the domain adaptive phase of training in order to highlight the change in performance that can be attributed to the network architecture alone.

In both cases, the domain adaptive subnetwork shows the greatest effect when placed after the third pooling layer in the Light CNN. The most drastic improvements are seen in the lowest false positive rates where the CD-PAD network struggles without additional domain regularization. All the final results in this paper are generated with the dense domain adaptive block at the third max pooling layer, which we refer to as the DDA subnetwork.

E. Qualitative Analysis

To illustrate the enhancements due to CD-PAD, we evaluate the feature representations of the visible imagery (bonafide and PA samples) using the t-Distributed Stochastic Neighbor Embedding (t-SNE) [29] method to visualize the data. The t-SNE representations for the visible baseline and the CD-PAD adapted visible features are shown in Fig. 2. Data samples used for the t-SNE visualization are randomly selected from the test set. The adapted features are generated from a CD-PAD + IDR network trained with thermal imagery as the target domain. It is clear from the plots that the cross domain adaptation causes the bonafide samples to be more tightly clustered in the feature space and have less overlap with the attack samples.

F. Quantitative Results

Next, we compare the performance of CD-PAD with visible and infrared (thermal or NIR) baseline models using WMCA and MSSpoof. The thermal and NIR specific models represent the upper performance bounds that can be attained by adapting visible data via our CD-PAD framework.

1) WMCA: We compare the results of the CD-PAD method using two different target domains, thermal and NIR, against networks trained for the PAD task on single modal data. The CD-PAD method improves upon the quality of the attack detector when only visible data is available in a deployment scenario.

The effects of using NIR imagery as the visible adaptation target are shown in Table IV. The CD-PAD network greatly improves over the visible baseline. With NIR as the target domain CD-PAD achieves an average of 18.7% BPCER at
training to improve visible based PAD for face recognition systems. To this end, we introduced a new CD-PAD framework that increases the separability of bonaﬁde and presentation attacks using only visible spectrum imagery, (2) an IDR technique for enhanced PAD and stability during optimization, and (3) a DDA subnetwork to transform representations between visible and infrared domains. We found that our CD-PAD framework was able to significantly reduce the BPCER @ 1% APCER by 57.46%, 62.17% and 29.37% on the WMCA (NIR), WMCA (thermal), and MSSpoof (NIR) protocols. Moreover, we found that our proposed IDR resulted in better PAD performance than previous MMD and DIL techniques. The results imply that the CD-PAD framework is capable of providing very discriminative PAD while reducing the number/type of operation sensors, which enables less complex and more cost efﬁcient PAD systems.
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