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Static self-induced heterogeneity in glass-forming liquids: Overlap as a microscope

I. INTRODUCTION

Glass formation is a universal phenomenon resulting from the rapid increase of the viscosity or the structural relaxation time $\tau_\alpha(T)$ of supercooled liquids when lowering the temperature. The viscosity eventually becomes so large that the liquid no longer flows on experimental timescales and behaves as a nonequilibrium amorphous solid, i.e., a glass: this operationally defines the glass transition temperature $T_g$. This slowing down comes with an increasing heterogeneity of the dynamics, which is now well characterized in supercooled liquids when lowering the temperature. The former is given by the configurational entropy per particle, $\Sigma(T)$, which decreases with the decreasing temperature $T$ until, at least in the mean-field scenario, it vanishes at $T_g$. The latter is associated with a generalized surface tension $\Upsilon(T)$. Due to this free energy competition, the liquid is assumed to appear, at low enough temperature but still above $T_g$, which is characterized by a diverging lengthscale, $\xi_g(T)$. This static correlation length has been identified as the point-to-set-correlation length and represents the average linear size over which the density profile of the liquid at a given point $x$ is constrained by the set of particles at a distance $R$ from it. It can be interpreted as resulting from the competition between a bulk free energy gain of entropic nature that comes from the possibility to explore an exponentially large number of accessible amorphous states and a surface free energy cost associated with the coexistence of two different amorphous states. The former is given by the configurational entropy per particle, $\Sigma(T)$, which decreases with the decreasing temperature $T$ until, at least in the mean-field scenario, it vanishes at $T_g$. The latter is associated with a generalized surface tension $\Upsilon(T)$. Due to this free energy competition, the liquid is assumed to appear, at low enough temperature but still above $T_g$, in a “mosaic state.” This can be schematically thought of as the juxtaposition of different amorphous states extending over a typical linear size.
\[ \tilde{\xi}_\psi(T) \sim \left[ \frac{Y(T)}{\rho T \Sigma(T)} \right]^{1/(d-\theta)}, \]  

with \( \theta \leq d - 1 \) \(^{11,13} \) and \( \rho \) being the number density.

The RFOT theory, then, describes the structural relaxation of the liquid via the thermally activated dynamics of the mosaic domains \(^{22,23} \) with a typical free energy barrier scaling as \( [\tilde{\xi}_\psi(T)]^\alpha \), where \( \psi \leq d - 1 \). This description naturally captures the dynamical slowdown with \( \ln \tau_\psi(T) \sim [1/\Sigma(T)]^{\psi(d-\psi)} \). The mosaic model also rationalizes the heterogeneous nature of the dynamics at low temperature.

The existence of a complex free energy landscape with a multitude of metastable states, which is found at the mean-field level \(^{11,13} \) and is postulated in finite dimensions by the RFOT theory, leads to nontrivial thermodynamic fluctuations of the overlap order parameter, \( Q(r^\zeta, r^\phi) \), which represents the degree of similarity between the liquid configuration, \( r^\zeta \), and a reference configuration \( r^\phi \) of the same liquid. As a result, equilibrium phase transitions are expected when the global overlap is linearly coupled to a field \( \epsilon \) \(^{11} \) or when a fraction \( c \) of particles are pinned, \( \epsilon \) \(^{11,13,14} \) with associated critical points in the universality class of the random-field Ising model (RFIM). \(^{16,23} \)

The predictions of the RFOT approach for the dynamics remain difficult to precisely assess beyond a general qualitative agreement with the phenomenology of glass-forming liquids and empirical correlations. \(^{10,12,23} \) By contrast, the predictions for the statics have received substantial support from numerical studies. Generally speaking, the fluctuations of the overlap order parameter are found to behave in small systems as in the mean-field theory. \(^{16,18,24–31} \) It has also been shown that a point-to-set length can, indeed, be measured by considering cavities with frozen boundaries \(^{16,11} \) and mildly grows upon decreasing the temperature. \(^{32–37} \) and through finite-size scaling, evidence has been provided for the existence of a transition in the presence of an applied field \( \epsilon \) that terminates in a critical point in the RFIM universality class. \(^{4,30,38} \) In addition, signatures of a nonzero surface tension between amorphous phases have been obtained \(^{39–43} \) and the configurational entropy has been measured by a variety of techniques, \(^{42} \) which all report a modest decrease with the decreasing temperature. \(^{25,37,41–46} \) Note, however, that the connection between the measured configurational entropies and the mean-field construct is far from trivial: see, e.g., Refs. \(^{42} \) and \(^{47} \).

This accumulation of results concerning the macroscopic thermodynamical behavior of glass-formers provides encouraging signs that the RFOT theory is a solid starting point. Despite this important progress, many open questions remain in connection with the RFOT theory. The very notion of a mosaic picture requires going beyond macroscopic evidence and deals with local scale fluctuations. Our work is an effort in this direction. In particular, the real-space characterization of the mosaic itself remains rather fuzzy, to say the least. \(^{34} \) Next, the configurational entropy, the surface tension, and the point-to-set length are all expected to be random variables \(^{11,49–51} \) that fluctuate in space. These fluctuations, which are associated with some kind of static heterogeneity of glass-forming liquids, can be interpreted as resulting from a self-induced disorder. \(^{22} \) This terminology comes from the quantitative analogy, at the mean-field level, between liquids in infinite dimensions and fully connected spin glass models, which both exhibit a rough free energy landscape at the origin of their glassy slowdown. For the latter, the quenched disordered interactions introduced in the Hamiltonian are directly responsible for the emergence of a rugged landscape. In supercooled liquids, particle interactions are not random, but frustration, nevertheless, leads to similar complex free energy landscapes, which are then an emerging physical property: hence, the term "self-induced." This should not be confused with the more obvious static heterogeneity emerging from the aperiodic nature of liquid configurations.

The self-induced disorder is responsible for the RFIM universality class found for overlap fluctuations, and accordingly, they imply that \( T_K \) exists in all dimensions only if these fluctuations are weak enough. \(^{21} \) The characteristics of the self-induced disorder are, then, important to assess whether a thermodynamic glass transition exists in 3d glass-forming liquids or, more ambitiously, to build an effective theory of the glass transition with parameters directly obtained from actual supercooled liquids. \(^{23–26} \) Roughly speaking, the spatial fluctuations of the configurational entropy are the source of the emergent random field and those of the surface tension are the source of an emergent random-bond disorder. \(^{16,18,24–31} \) It would be desirable to have direct access to these fluctuations.

Finally, one would, of course, like to make a causal connection between the static properties associated with the overlap fluctuations, which all seem to be in qualitative agreement with the mean-field and RFOT theory approaches, and the salient dynamical phenomena observed in glass-forming liquids, super-Arrhenius activated relaxation, spatially heterogeneous dynamics, nonexponential behavior of the time-dependent correlation functions, etc. Our contention is that making empirical correlations between static and dynamic quantities more significant, and, therefore, more indicative of an actual causal relationship, requires to go beyond the investigation of global correlations and to study the local ones (see also Ref. \(^{56} \).). Here local refers to a mesoscopic scale over which thermodynamic-like quantities such as a local configurational entropy can be reasonably defined rather than a purely microscopic, particle-based, one.

The primary objective of this work is to provide the first steps in these directions and to shift the analysis of thermodynamic fluctuations toward a more local scale. To this end, we develop a new probe to directly assess the self-induced static heterogeneity in glass-forming liquids via local free energy measurements. By free energy, we mean the setup of the Franz–Parisi potential, \(^{16} \) which characterizes the cost of keeping liquid configurations at a given overlap with a reference configuration of the same liquid. We also introduce a field \( \epsilon \) to bias the overlap with a reference configuration \( r_0^\phi \) in a spherical cavity of radius \( R \) while letting the outside of the cavity evolve without any thermodynamic constraint. By varying the radius of the cavity and by systematically changing the location of the cavity, we are, in particular, able to directly probe the spatial heterogeneity of the configurational entropy density and we can analyze its statistics and spatial organization. This gives a real-space description of the emergent local random field and provides the necessary ingredients for a better understanding of the mosaic picture proposed by the RFOT theory. Our results show that all these quantities can be defined and accessed numerically, which was not guaranteed by the success of macroscopic measurements. Building on our approach, we believe that connections to structural relaxation can
be addressed in the future, thus paving the way to answer several important questions regarding the RFOT theory.

In several previous attempts to characterize the structural heterogeneity of supercooled liquids, the system needs to be first quenched to its inherent state at zero temperature where some kind of structural property, related to mechanical moduli, harmonic excitations, and linear or non-linear response to a localized perturbation, is analyzed. By construction, the connection with finite-temperature physical properties is at best indirect. A second family of structural studies relies on the analysis of finite-temperature equilibrium states and mostly uses particle-based geometric information to reveal spatial fluctuations about the local ordering of the liquid, an approach that is now assisted by machine learning techniques. It remains difficult to incorporate these findings into a generic thermodynamic approach, accounting for the observed fluctuations and phase transitions described above.

The remaining of this article is organized as follows. In Sec. II, we discuss several settings that can, in principle, give access to the spatial fluctuations of the configurational entropy density and of related quantities, reviewing, in particular, the role played by boundary conditions. The liquid model and the numerical methods are presented in Sec. III. We describe our results and show illustrative maps of the self-induced disorder in Sec. IV. We finally provide conclusions and perspectives in Sec. V.

II. STRATEGIES TO MEASURE LOCAL OVERLAP FLUCTUATIONS

In order to access the self-induced disorder characterizing glass-forming liquids, one needs to consider the overlap fluctuations of mesoscopic subsystems and to characterize their variations from one position to another. We discuss three different strategies, corresponding to different boundary conditions applied on the subsystem, which can be implemented toward this goal. These different geometries are sketched in Fig. 1.

A. Point-to-set construction with frozen boundaries

The point-to-set construction relies on the study of the statistical mechanics at a temperature $T$ of a cavity of radius $R$ and position $x$ in a frozen environment drawn from a reference equilibrium configuration $r_0^N$; see Fig. 1(a). This amounts to studying the thermodynamics of a mesoscopic cavity in the presence of a pinning boundary characterized by a high overlap with the reference configuration. This boundary condition induces an inhomogeneous overlap profile, $q(r)$, converging to 1 (or a high value if one does not constrain the exterior of the cavity to be exactly frozen in the reference configuration) when $r \geq R$; see Fig. 1(b).

Within the mean-field and RFOT theory settings, the thermodynamic state of the cavity, as characterized by its overlap with its counterpart in the reference configuration, results from the competition between a configurational entropy gain, $-T\Sigma_x^{(+)}(T;r_0^N)\rho V_R d^dR$, which drives the cavity to explore different amorphous states, and a surface free energy cost, $Y_x^{(s)}(T;r_0^N)S_d d^dR$, when there is a mismatch in density profiles at the boundary of the cavity. Here, $V_R$ and $S_d = dV_d$ are the volume and the area of the unit sphere in $d$ dimensions and $\theta \leq d-1$. The value $\theta = d/2$ was proposed from a wetting argument, while $\theta = d-1$ was obtained in simulations, by considering a model spin glass with large but finite-range interactions and through instanton calculations. The total free energy per particle when the cavity is in a different amorphous state than the reference configuration, then, reads

$$\Delta F_x(R, T; r_0^N) = -T\Sigma_x^{(+)}(T;r_0^N) - \frac{d}{\rho R^{d-\theta}}Y_x^{(s)}(T;r_0^N).$$

FIG. 1. Sketch of three different settings to investigate the self-induced disorder in supercooled liquids at the mesoscopic scale. (a) and (b) Point-to-set construction: a cavity of radius $R$ at position $x$ explores the configuration space in the presence of a pinning boundary drawn from an equilibrium configuration $r_0^N$. The overlap at the center of the cavity significantly decreases when $R$ reaches the local point-to-set length $\xi_{ps,x}$. (c) and (d) Mesoscopic system with periodic boundary conditions: the global overlap $Q$ with a reference configuration is linearly biased by an applied field $\epsilon$ and its thermal average increases significantly when $\epsilon$ reaches the crossover field $\epsilon_{c}^{(\tau)}(T; r_0^N)$. (e) and (f) This work: The overlap $Q_{\epsilon}^{(\tau)}$ in a cavity of radius $R$ is biased with a field $\epsilon$ acting only inside the cavity. The overlap at the center of the cavity significantly increases when $\epsilon$ reaches the crossover field $\epsilon_{c}^{(\tau)}(R, T; r_0^N)$. In (b), (d), and (f), $Q_{\text{rand}} \ll 1$ stands for the overlap between uncorrelated configurations, while $Q_{\epsilon} \approx 1$ stands for the overlap between nearby configurations (which may also fluctuate).
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The coarse-grained configurational entropy density $\Sigma^{(3)}(T; r_0^N)$ stands for the average of $\Sigma_x(T;r_0)$ over the cavity of radius $R$ centered at position $x$. It crosses over from $\Sigma_x(T;r_0)$ to the average configurational entropy density $\Sigma(T) = \Sigma_x(T;r_0)$ for $R \gg \xi(x)(T)$, where $\xi(x)(T)$ is the typical correlation length of the configurational entropy and the brackets denote an average over the positions of the cavity and over the reference configurations. The local surface tension $Y_x(T; r_0^N)$ is expected to depend on the density profile in the reference configuration at the boundary with the cavity, resulting in a dependence on both $x$ and $R$. All these quantities depend on the reference configuration $r_0^N$.

Within this point-to-set construction with frozen boundaries, the radius $R$ of the cavity plays the role of a parameter and the overlap at the center of the cavity crosses over from a high value for $R < \xi(x)(T; r_0^N)$ ($\Delta F_{\text{ps}}, \epsilon > 0$) when the state in the cavity is fixed by the boundary to a low value for $R > \xi(x)(T; r_0^N)$ ($\Delta F_{\text{ps}}, \epsilon < 0$) when the configurational entropy dominates the free energy. One recovers Eq. (1), and $\xi(x)(T; r_0^N)$, and $Y_x(T)$ now replaced by the fluctuating quantities $\xi_{\text{ps}}, \Sigma^{(3)}(T; r_0^N)$, and $Y_x(T)^{N}(T; r_0^N)$ with $R = \xi(x)(T; r_0^N)$. The above argument predicts that the spatial fluctuations of the configurational entropy density and of the surface tension among amorphous states induce fluctuations of the point-to-set length, which is determined through the self-consistent equation

$$0 = -T^{N}(\xi_{\text{ps}}(T; r_0^N)) (T; r_0^N) + \frac{d}{\partial \Sigma^{(3)}(T; r_0^N)} (T; r_0^N).$$

In particular, by varying the position $x$ of the cavity and measuring the local point-to-set length, one should be able to describe some aspects of the self-induced disorder in glass-forming liquids.

However, this raises conceptual and technical issues. On the one hand, just from the spatial fluctuations of the point-to-set length, it is impossible to disentangle the fluctuations of the configurational entropy from those of the surface tension. On the other hand, numerical measurements of the point-to-set length are challenging because small cavities are much slower to thermalize than their bulk counterpart and the simulations require enhanced sampling techniques, such as parallel tempering. Despite these limitations, the analysis of the average overlap profile in cavities with frozen boundaries has been shown to be consistent with a Weibull-distributed surface tension.

### B. Mesoscopic systems with periodic boundary conditions

Another way of probing the mesoscopic fluctuations of the configurational entropy is to consider relatively small systems of linear size $L$ with periodic boundary conditions and to bias its overlap with a reference configuration $r_0^N$ with a linear field $\epsilon$; see Fig. 1(e). This program was recently proposed in Ref. 56. The free energy of the system now results from the competition between the configurational entropy contribution $\Sigma^{(3)}(T; r_0^N)\rho x Ld$ and an energy $-\epsilon P_{x} Q Ld$, which attracts the system toward the reference configuration; $\Sigma^{(3)}(T; r_0^N)$ is now the coarse-grained configurational entropy measured over the simulation box. Then, the free energy cost per unit particle associated with the system having a large overlap with the reference configuration is simply given as

$$\Delta F(L, T; r_0^N) = T\Sigma^{(3)}(T; r_0^N) - \epsilon,$$

where for simplicity we have assumed in the last term that the overlap is a binary variable, $Q = 0, 1$. The configurational entropy term is positive as it tends to push the system away from the reference configuration and it should be overcome by the field $\epsilon$, which, instead, attracts the system toward the reference configuration.

In this construction, the applied field $\epsilon$ is the control parameter. It induces a crossover from a low overlap when the configurational entropy dominates the free energy ($\Delta F > 0$) to a high overlap when the attractive energy wins ($\Delta F < 0$) at a value $\epsilon = \epsilon_{c}(T; r_0^N)$ with

$$\epsilon_{c}(T; r_0^N) = T\Sigma^{(3)}(T; r_0^N),$$

as sketched in Fig. 3(d).

Interestingly, due to the periodic boundary conditions, the surface tension does not appear in the free energy in Eq. (4) and one can directly access the fluctuations of the configurational entropy density from those of the crossover applied field $\epsilon_{c}(T; r_0^N)$. However, from a conceptual point of view, this method does not permit to reconstruct a spatially varying field of the configurational entropy density in a bulk macroscopic system and the boundary conditions are not well controlled, as the mesoscopic system interacts with itself. This geometry is, however, well suited to probe correlations with the local relaxation dynamics. From a practical point of view, there is a lower bound on the system size $L$ for too small values of $L$, the system with periodic boundary conditions tends to crystallize more easily.

### C. Local measurement of the Franz-Parisi potential with unconstrained boundaries

We introduce a third geometry where we bias the overlap with a reference configuration via an applied field $\epsilon$, which only acts inside a mesoscopic cavity of radius $R$ around a position $x$. Outside the cavity, the system freely evolves at thermal equilibrium with no thermodynamic constraint; see Fig. 1(e). Compared to the two previous settings, this amounts to having a small overlap at the boundary of the cavity, and the field $\epsilon$ is, then, used to probe the overlap fluctuations inside the mesoscopic system. In this case, the free energy associated with keeping the cavity close to the reference configuration is given by

$$\Delta F_s(R, T; \epsilon; r_0^N) = T\Sigma^{(3)}(T; r_0^N) + \frac{d}{\partial \Sigma^{(3)}(T; r_0^N)} - \epsilon,$$

where we have again assumed for simplicity that the overlap takes only two values, 0 and 1.

The above free energy $\Delta F_s(R, T; \epsilon; r_0^N)$ results from the competition between the configurational entropy, which leads the cavity to explore the configuration space, and the coupling $\epsilon$, which, instead, forces the cavity to remain close to the reference configuration, and one further needs to take into account the surface cost when the density profiles inside and outside the cavity have a mismatch. In this setting, the control parameter is still the applied field $\epsilon$. At a fixed cavity size $R$, the overlap in the cavity crosses over from a low value...
for \( e < \epsilon^*_2(R, T; r_0^N) \) (\( \Delta F_x > 0 \)) to a high value for \( e > \epsilon^*_2(R, T; r_0^N) \) (\( \Delta F_x < 0 \)) with

\[
\epsilon^*_2(R, T; r_0^N) = T\sum_{j=1}^N (T; r_0^N) + \frac{d}{\rho k_B T} Y_{\Theta}(T; r_0^N),
\]

as sketched in Fig. 1(f). By varying the size \( R \) of the cavity, one can, in principle, access both the configurational entropy density \( s_{x_2}^{(N)}(T; r_0^N) \) and the local surface tension \( \gamma_{x_2}^{(N)}(T; r_0^N) \). Varying the position \( x \) of the cavity, then, reveals the self-induced heterogeneity in the reference configuration and the fluctuations of both \( s_{x_2}^{(N)} \) and \( \gamma_{x_2}^{(N)} \), thus, in principle, allowing for the reconstruction of the spatial fields of these two quantities.

One of the main advantages of this scheme is that the fluctuations of the configurational entropy and of the surface tension can be studied independently by varying \( R \). This gives us a handle on the distribution of the emergent random-field and random-bond disorders. It should also be possible to extract the typical correlation length \( \xi_x(T) \) of the configurational entropy that we have introduced above. This length characterizes the spatial extent of the correlations in the effective random field. To our knowledge, it has not been previously discussed in the literature, and its relation to the point-to-set length \( \xi_\Theta(T) \) is not known. From a practical point of view, this setting is also much less demanding in terms of computer resources than point-to-set measurements because the cavity can more easily thermally in the absence of frozen constraints at its boundary; the outside of the cavity now acts as a reservoir of particles with unconstrained dynamics.

III. NUMERICAL MODEL AND COMPUTATIONAL METHODS

A. Numerical model and equilibration

We simulate a well-known size-polydisperse soft-sphere system of \( N = 576 \) particles of equal mass \( m \) in \( d = 2 \) with a distribution of diameters \( \mu(\sigma) \sim \sigma^{-d+3/2} \) for \( \sigma \in [\sigma_{\min}, \sigma_{\max}] \) with \( \sigma_{\max}/\sigma_{\min} = 2.225 \). Two particles \( i \) and \( j \) interact via the repulsive potential \( v(r) = v_0(|\sigma_i - \sigma_j|) + c_0 + c_2(|\sigma_i - \sigma_j|^2 + c_4(|\sigma_i - \sigma_j|^4) \) if their relative distance \( r_{ij} = |r_i - r_j| \) satisfies \( r_{ij} < x_c = 1.25 \). The constants \( c_0, c_2, \) and \( c_4 \) are chosen so that the potential and its two first derivative are continuous at the cutoff \( x_c: c_0 = -28t_0/x_c^4, c_2 = 48t_0/x_c^{14}, \) and \( c_4 = -21t_0/x_c^{34} \). This choice of \( \mu(\sigma) \) and of nonadditive cross-diameters \( \sigma_0 = (1 - \eta|\sigma - \sigma|)/(\sigma + \sigma) )/2 \) prevents crystallization and fractionation. Energies and temperatures are expressed in units of \( v_0 \) (the Boltzmann constant is set to unity), lengthscales are expressed in units of the average diameter \( \sigma \) of the particles, and timescales are expressed in units of \( \sqrt{\sigma^2/v_0} \). Using these units, we set \( \eta = 0.2, \sigma_{\min} = 0.725, \) and \( \sigma_{\max} = 1.613. \) The number density \( \rho = N/L^d \) equals 1, or equivalently, we set the linear size \( L \) of the system to \( L = 24 \). This system has already been well characterized, and we report here three conventional temperature scales: \( T_{\Theta} = 1/\mu(T), T_{\Theta}^{0.05} \) the onset temperature of glassy behavior \( T_{\Theta} = 0.2 \), the mode-coupling crossover temperature \( T_{\Theta} = 0.115 \), and the extrapolated calorimetric glass transition temperature \( T_{\Theta} = 0.068 \).

We first generate equilibrium configurations used for the reference configurations \( r_0^N \) at a temperature \( T \) with the Hamiltonian \( \mathcal{H}[r_0^N] = \sum_{j=1}^N v(r_j) \), where the sum runs over all pairs of particles with \( j, i = 1, \ldots, N \). We use a hybrid scheme combining molecular dynamics (MD) with a Nosé–Hoover thermostat\(^{76–79} \) and swap Monte Carlo moves of particle diameters that have been shown to drastically speedup equilibration.\(^{79} \) The equations of motion in the MD are solved with a time step \( \delta t = 0.005 \) and a thermostat damping \( 
\text{time } \tau_{\Omega} = 0.5 \) by using a Liouvillean-based reversible integrator.

After \( n_{\text{MD}} = 50 \) MD steps, the positions and the velocities of the particles are kept fixed and \( n_{\text{swap}} = n_{\text{MD}} \text{swap} \) Monte Carlo moves are attempted with \( n_{\text{swap}} = 10 \). These two steps are then, repeated, and independent configurations are stored every \( 2r_{\text{MD}}^{\text{swap}}(T) \), where \( r_{\text{MD}}^{\text{swap}} \) represents the structural relaxation for the hybrid MD dynamics with swap moves.

B. Local measurement of the Franz–Parisi potential

We simulate a second configuration \( r^N \) of the system at the same temperature \( T \) using the same scheme but with the modified Hamiltonian (with \( d = 2 \))

\[
\mathcal{H}_{\Theta}^{(2)}[r^N; r_0^N] = \mathcal{H}[r^N] - \rho \beta d \int v_0\varphi \Theta(x-1) \Theta(1-x) \Theta(1+b-x) \times \left[ (e^{-(x-1)^2} - e^{-b})/(1 - e^{-b}) \right] \kappa_{2}(x-1)^2 + \kappa_{3}(x-1)^3 \] \]

where \( \varphi(x) \) and \( \phi(x) \) smooth versions of the Heaviside step function \( \Theta(1-x) \) to avoid discontinuities in the forces exerted on the particles in the course of the molecular dynamics simulations. For convenience, we choose \( \varphi(x) = e^{-x^2} \ln 2 \) and \( \phi(x) = \Theta(1-x) + \Theta(x-1) \Theta(1-b-x) \times [(e^{-(x-1)^2} - e^{-b})/(1 - e^{-b})] \kappa_2(x-1)^2 + \kappa_3(x-1)^3 \). These specific expressions for \( \varphi(x) \) and \( \phi(x) \) are expected to affect the results only quantitatively, leaving unchanged the qualitative trends presented in this work. They involve two length scales. The choice \( a = 0.22 \) used in the definition of the overlap has been discussed before,\(^{82} \) while \( b = 0.07 \ll R \) is a very small length defining a boundary layer for the mesoscopic cavity of radius \( R \), thus mimicking the behavior of the Heaviside function.

For a given reference configuration, given position and radius of the cavity, we simulate \( n_i \approx 10 \) different values of \( e \) in the range \( \epsilon_{\text{min}}, \epsilon_{\text{max}} \) and we monitor the histogram of overlap values in the cavity. The values of \( e \) are chosen so that the different histograms significantly overlap and fill the entire range \( Q_{\Theta}(e) \in [0,1] \). We, subsequently, use histogram reweighting techniques to compute the probability distribution of the overlap for any field \( e \in [\epsilon_{\text{min}}, \epsilon_{\text{max}}] \).\(^{13–16} \) and we eventually define the crossover field \( \epsilon^*_c \) as the field value for which the variance of the overlap in the cavity is maximum.\(^{24} \) As in previous studies of overlap fluctuations,\(^{24,27,38} \) we have carefully checked that all distributions are correctly sampled in fully equilibrium conditions. When dealing with ensemble averages, we, then, consider a number \( n_m \) of independent samples, with \( n_m \in [3,13] \) depending on the temperature.

The radius \( R \) should be taken small enough, ideally smaller than the correlation length of the configurational entropy to resolve its
intrinsic fluctuations and smaller than the point-to-set length, but it should be sufficiently large so that the cavity contains enough particles to compute well-defined mesoscopic quantities, such as the overlap in Eq. (9). In the temperature range investigated here, $\xi_{ps}$ is at most equal to 4.37 We, thus, focus on $R = 2$ and $R = 4$ (while the linear system size is $L = 24$), respectively, corresponding to 13 and 52 particles on average in a cavity.

For a given reference configuration, we consider cavity centers on a linear grid of mesh size $u = 2$, corresponding to $(L/u)^d = 144$ different positions, and for each of them, we compute the crossover field $\epsilon_c^i(R, T; r_0^N)$. Then, a continuous and coarse-grained field $\tau_c(R, T; r_0^N)$ is computed by using a Gaussian window of width $\ell = u/2 = 1$ and by summing over all the positions of the cavities, namely,

$$\tau_c(R, T; r_0^N) = \frac{\sum_{x} \epsilon_c^i(R, T; r_0^N) e^{-|x - x|^2/(2\ell^2)}}{\sum_{x} e^{-|x - x|^2/(2\ell^2)}}.$$  \hspace{1cm} (10)

This allows us to associate with each particle $i$ a local field $\epsilon_c^i(R, T; r_0^N)$ obtained from the above equation with $x = r_i$ and resulting from a coarse-grained computation.

This work represents a significant computational effort: each configuration requires the independent study of a large number of cavities, and each cavity requires itself a series of lengthy simulations. The additional ensemble average, then, multiplies the needed effort, which must be repeated for each temperature. Although this study is trivially parallelized, it requires a large amount of numerical resources.

**IV. RESULTS**

We are now in a position to measure the local fluctuations of the overlap and access the static spatial variations of the Franz–Parisi potential and of the configurational entropy density across a broad range of temperatures.

**A. Spatial maps of the crossover field in cavities**

The basic outcome of the simulations described in Sec. III is the evolution of the local overlap at position $x$ with a local field also applied at $x$ throughout the entire system. From these overlap isotherms, we extract the crossover applied field, which, then, depends on space for each specific reference configuration. This can be repeated for independent reference configurations at various temperatures.

Using the coarse-graining procedure in Eq. (10), we construct maps representing the crossover field $\epsilon_c^i(R, T; r_0^N)$ attributed to each particle. In Fig. 2, we show representative snapshots of this crossover field for $R = 2$ and several reference configurations at temperatures covering a very broad range from much above the mode-coupling crossover down to very close to the calorimetric glass transition temperature.

These snapshots reveal that the field $\tau_c$ fluctuates widely within a given configuration. Because this crossover field represents an estimate of the configurational entropy density, these images directly show that the configurational entropy density in an equilibrium supercooled liquid is a spatially fluctuating quantity. These measurements represent a direct and quantitative visualization of the physical concept of the self-induced disorder characterizing glass-forming liquids.32 Despite their apparent visual similarity, note that the color scale has been independently adjusted in each snapshot to maximize the color contrast, and both the average level and the spread of the field are actually temperature dependent. In the following, we quantify the field fluctuations in detail.

Still, the images do not appear to display a strong evolution with the temperature of the typical spatial extent of fluctuations. For this reason, we have not attempted a more precise characterization by using a spatial correlation function. Since the field is already coarse-grained over a domain of diameter $2R = 4$ and the point-to-set length is at most $\xi_{ps} \approx 4$ in the temperature range under investigation77 (and one may anticipate that $\xi_{ps}$ is an upper bound for all thermodynamic correlation lengths), we do not expect any detectable variation of the correlation length $\xi_c$ in this range. An interesting goal for future work would be to study a temperature regime in which the point-to-set length becomes much larger than the coarse-graining length, which should be possible via the swap Monte Carlo algorithms.75,79 This would allow one to determine whether $\xi_c(T)$ eventually decouples from $\xi_{ps}(T)$.

**FIG. 2.** Map of the coarse-grained crossover field $\tau_c(R, T; r_0^N)$ for $R = 2$ in a system with $L = 24$ and an equilibrium reference configuration $r_0^N$ sampled at different temperatures $T$: (a) $T = 0.165$, (b) $T = 0.125$, (c) $T = 0.1$, and (d) $T = 0.07$. The color code is adjusted independently for each panel.
B. Average configurational entropy and surface tension

In order to have more insight into the statistics of the spatial fluctuations of the crossover field shown in Fig. 2, we first consider its average \( \epsilon^* (R, T) = \langle \epsilon^*_R (R, T; \rho^*_R) \rangle \) over reference configurations. We find that \( \epsilon^* (R, T) \) decreases rapidly with the decreasing temperature. This is consistent with the fact that the attraction between replicas competes with a driving force of entropic nature, as captured by Eq. (7). It is, therefore, more convenient to display the temperature evolution of this average rescaled by the temperature \( T \) for \( R = 2 \) and \( R = 4 \) in Fig. 3(a).

We observe that the rescaled crossover field decreases with the decreasing temperature as could be anticipated from the direct inspection of the maps in Fig. 2. This is expected if the evolution of \( \epsilon^*/T \) is dominated by that of the configurational entropy density. The variation of the latter with the temperature has already been reported for this system\(^1\) and, indeed, decreases as \( T \) decreases.

The average crossover field \( \epsilon^* (R, T) \) also shifts toward smaller values when the radius \( R \) of the cavity increases at fixed temperature \( T \). It always lies above its counterpart \( \epsilon^*_T (T) \) measured in the system of linear size \( L = 8 (= 2R \text{ for } R = 4) \) with periodic boundary conditions (see Ref. 24 for the methods). These observations are qualitatively consistent with the fact that an extra free energy cost due to the mismatch between the density profiles inside and outside the cavity increases the value of the crossover field. This extra contribution increases when \( R \) decreases, suggesting that it does not scale with the volume \( R^d \) but, indeed, behaves as a surface tension term.

We rationalize the behavior of \( \epsilon^* (R, T)/T \) seen in Fig. 3(a) as follows. When \( T \) is reduced, the configurational entropy decreases, possibly to zero, while the surface tension is expected to remain finite.\(^3\) The competition between these two contributions to the free energy is precisely ruled by the growth of the point-to-set length; see Eq. (7). From Eq. (7), one, then, roughly predicts that the configurational entropy controls the evolution of \( \epsilon^* (R, T)/T \) at high temperature, while the surface tension dominates at low temperature. The crossover between the high- and low-temperature regimes is expected around the temperature for which the radius \( R \) of the cavity is of the order of the point-to-set length. As seen in Fig. 3(a), \( \epsilon^* (R = 4, T)/T \), indeed, roughly follows the evolution of \( \Sigma (T) \) (which is controlled by the configurational entropy density only) down to a temperature approaching that at which \( \xi_{ps} \approx 4 \), whereas \( \epsilon^* (R = 2, T)/T \) deviates already from \( \epsilon^*_T (T)/T \) at the highest temperatures where \( \xi_{ps} \geq 2 \).

We can go one step further and assume that Eq. (7), which qualitatively accounts for our observations, is, in fact, quantitatively valid. If correct, then \( \epsilon^* (R, T) = T \Sigma (T) + dY (T)/(\rho R^{d-\theta}); Y (T) \) here stands for the average surface tension in the case of a spherical interface and is assumed to be independent of \( R \), which neglects the curvature effects that may be present at small \( R^d \) and the possible random-field-like interface behavior at large \( R \).\(^5\) Under these conditions, one can extract the average configurational entropy as

\[
\Sigma (T) = 2^{d-\theta} \epsilon^* (R, T) - \epsilon^* (R/2, T) / T \left(2^{d-\theta} - 1\right)
\]  

with \( R = 4, d = 2, \theta = d - 1 = d/2 = 1 \). The application of Eq. (11) is shown in Fig. 3(a) and agrees very well with the direct measurement of \( \epsilon^*_T (T)/T \) in bulk systems, for which the surface tension plays no role [recall Eq. (5)]. This agreement supports the validity of Eq. (7).

One can similarly extract the average surface tension,

\[
Y (T) = \rho R^{d-\theta} \left[ \epsilon^* (R/2, T) - \epsilon^* (R, T) \right] / d \left(2^{d-\theta} - 1\right)
\]

with \( R = 4, d = 2, \theta = 1 \). The result is shown in Fig. 3(b) as a function of the temperature \( T \). The average surface tension decreases by \( \approx 40\% \) when the temperature decreases, while \( Y (T)/T \) is found to grow. Past works dealing with the surface tension have reached contradictory conclusions regarding its temperature evolution. In Refs. 39 and 40, the surface tension was found to increase with the decreasing temperature in agreement with instant calculations.\(^6,7,8,9\) Instead, the surface tension is usually taken proportional to the temperature, as for conventional phase separation problems, in many analyses performed in the context of the RFO\ren'tion theory,\(^1,14\) suggesting that it is an increasing function of the temperature. Our simulation data appear intermediate between these two proposals.
We can tentatively rationalize the variation of the surface tension with temperature in Fig. 3(b) by recalling that our estimate may differ from the actual surface tension between states because of the possibly more complex geometry of the RFOT mosaic. If the domains composing the mosaic become more compact at lower temperatures, our method could overestimate the surface tension at high temperatures by neglecting these geometrical effects.

C. Fluctuations of the configurational entropy: Variance and correlation length

We now go beyond the average behavior and analyze the fluctuations of the crossover field quantitatively. In Fig. 4(a), we display the temperature evolution of the standard deviation,

$$\delta \epsilon^* (R, T) = \sqrt{\langle [\epsilon^*_f (R, T, r_0^R) - \epsilon^*(R, T)]^2 \rangle},$$

rescaled by the temperature $T$ for the cavity sizes $R = 2$ and $R = 4$. We first observe that at fixed temperature, this standard deviation is larger for $R = 2$ than for $R = 4$. This is expected because the fluctuations are generically stronger in smaller systems. In addition, from Eq. (7), the surface tension term also constitutes a stronger source of fluctuations for smaller $R$.

For comparison, we also show in Fig. 4(a) the standard deviation

$$\delta \epsilon^* (R, T) / T = \delta \Sigma(R) (T),$$

of the crossover field measured in a bulk system with $L = 8$. It is quite close to the result for $\delta \epsilon^*(R = 4, T)$, especially at low temperature. This agreement suggests that the fluctuations of the configurational entropy dominate the fluctuations of $\epsilon^*_f$ and that the surface tension contribution is subdominant. Therefore, it is reasonable to assume that

$$\delta \epsilon^*(R, T) / T = \delta \Sigma(R) (T).$$

where $\delta \Sigma(R) (T)$ represents the standard deviation of $\Sigma(R)$. This quantity should cross over from $\delta \Sigma(T) = \sqrt{\langle [\Sigma_f (T, r_0^R) - \Sigma(T)]^2 \rangle}$ for $R < \xi_\Sigma (T)$, to $\delta \Sigma(T) / \xi_\Sigma (T)$ for $R > \xi_\Sigma (T)$.

The temperature evolution of $\delta \epsilon^*(R, T) / T$ is more pronounced for $R = 2$ (it decreases when $T$ decreases) than for $R = 4$ (it is nearly constant), but both quantities seem to converge for $T \leq 0.07$. This difference in the temperature dependence is naturally explained if one assumes that $\xi_\Sigma (T) \approx \xi_\Sigma (T)$ and grows with the decreasing temperature from $\xi_\Sigma \approx 0.07$ to $\xi_\Sigma \approx 4$ in the range $T \in [0.07, 0.2]$. This would, indeed, imply that for $R = 2$, the system is always in the regime $R < \xi_\Sigma (T)$, leading to $\delta \epsilon^*(R = 2, T) / T = \delta \Sigma(T)$. Instead, for $R = 4$, one would explore the opposite regime $R > \xi_\Sigma (T)$ where $\delta \epsilon^*(R = 4, T) / T = \delta \Sigma(T) / \xi_\Sigma (T) (4)$ (recall that $d = 2$). If this assumption is correct, one can, then, combine these two expressions to obtain an estimate for the entropy correlation length valid for $T > 0.07$, which predicts that $\delta \Sigma(T) \sim \frac{1}{\xi_\Sigma (T)} \sim \frac{1}{\xi_\Sigma (T)}$ in $d = 2$ with $\theta = 1$.

We test the self-consistency of this series of assumptions in Fig. 4(b) where we represent four different quantities: (i) $1/\xi_\Sigma (T)$ obtained by using Eq. (16), (ii) $\delta \epsilon^*(R = 2, T) / T$, (iii) $1/\xi_\Sigma (T)$ taken from Ref. 37, and (iv) the configurational entropy $\Sigma(T)$ estimated by using Eq. (11). It can be seen that the four quantities evolve with the temperature in essentially the same way. Quantities (i)-(iii) are rescaled by a constant factor, as they are defined up to an arbitrary prefactor. The very good agreement found between these four quantities confirms our hypothesis that the standard deviation for $R = 2$ essentially follows the temperature evolution of the configurational entropy density itself, while its comparison with the result $R = 4$ provides an estimate for the entropy correlation length, which is in good agreement with the known evolution of the point-to-point-correlation length, $\xi_\Sigma (T) \sim \xi_\Sigma (T)$ in the studied temperature regime. As shown in Fig. 4, the configurational entropy and the point-to-set-correlation length display a temperature evolution that is compatible with measurements performed in several glass-forming models. This modest temperature evolution has given rise

FIG. 4. (a) Standard deviation $\delta \epsilon^* (R, T)$ of the crossover field for cavity sizes $R = 2, 4$ and for a bulk system of linear size $L = 8$. The vertical dashed lines mark $T = 0.182$ and $T = 0.052$ for which the point-to-set length is equal to 2 and 4, respectively. (b) Evolution of the inverse correlation length $1/\xi_\Sigma (T)$ from Eq. (16), of the standard deviation $\delta \epsilon^* (R = 2, T) / T = \delta \Sigma(T)$, of the inverse point-to-set length $1/\xi_\Sigma (T)$ from Ref. 37, and of the averaged configurational entropy $\Sigma(T)$ from Eq. (11). The first three curves have been rescaled by a constant to maximize their overlap.
Fig. 5(b) with the help of the dimensionless variable extended tail toward large field values. Contributions are all asymmetric, with a positive skewness, and display an lower values with the decreasing temperature. Moreover, the distribution range investigated, and this modest evolution is masked by the rationalize the absence of a qualitative change in the maps of Fig. 2, to account for the physics of supercooled liquids: see, for instance, Debates regarding the relevance of thermodynamic fluctuations not a Gaussian distribution. It decays slowly at large positive $X$ with an exponential tail and decays much more rapidly at large negative values.

Empirically, we find that the mastercurve is well fitted by a generalized Gumbel distribution with a single free parameter $\alpha \approx 1.5$,92–94

$$P(X; R) = \frac{\nu_0 \alpha^\nu}{\Gamma(\alpha)} e^{-\alpha \left[\nu_0 (x+\lambda_0) + e^{-\nu_0 (x+\lambda_0)}\right]},$$

where $\Gamma(\alpha)$ is the Euler Gamma function and where the parameters $\nu_0 = \sqrt{(\ln 1)^\nu(\alpha)}$ and $\lambda_0 = \nu_0^{-\frac{1}{\nu}}[\ln \nu - (\ln 1)^\nu(\alpha)]$ involve the first two derivatives of the natural logarithm of $\Gamma(\alpha)$, denoted with primes. The distributions for $R = 4$ can also be described by the same law but with a slightly smaller skewness (about 1.14 and 0.74 for $R = 2$ and $R = 4$, respectively). It would be interesting to repeat the analysis for even larger values of $R$ to check if the distributions $P(\epsilon; R, T)$ become Gaussian, as expected from the central-limit theorem when $R \gg \xi(T)$. At this stage, the origin of such a Gumbel distribution independent of the temperature remains somewhat unclear. The analogy with the results of Ref. 93 may originate from the fact that we record the statistics of the fluctuations of an observable defined over a mesoscopic length, which is smaller than (or comparable to) its correlation length and, therefore, appears “critical.” It would be valuable to repeat the analysis developed in this work with other model glass-formers in order to assess the universality of this distribution of crossover fields among dimension and models. In Ref. 56, a temperature-independent Gaussian distribution was obtained in relatively small three-dimensional hard-sphere systems with periodic boundary conditions, which either suggests that the distribution of the configurational entropy density is not universal or that the linear size of the system in Ref. 56 was sufficiently large with respect to $\xi(T)$ for the central-limit theorem to hold. A final possibility is that surface tension fluctuations present in our setting induce a quantitative difference between the probability distributions of the crossover field and those of the configurational entropy density even though they do not contribute much to the variance.

V. CONCLUSION AND PERSPECTIVES

We have introduced and numerically implemented a new probe to reveal the static self-induced disorder in glass-forming liquids. To this end, we have considered the statistics of the local overlap between pairs of liquid configurations within a mesoscopic cavity of linear size $R$ located at position $x$. In particular, we have applied a field $\epsilon$ that is linearly coupled to the overlap inside the cavity, leaving the outside fully unconstrained. This geometry corresponds to a different setting than the usual point-to-set construction, in particular, at the level of the boundary conditions. This is also conceptually different from the study of mesoscopic systems with periodic boundary conditions.

Varying the location of the cavity in a systematic way allows us to scan the spatial fluctuations of the emergent disorder, which is expected to take the form of random fields (configurational entropy density) and random bonds (local surface tension). We have, indeed, found nontrivial fluctuations in space of the crossover
field $\epsilon_s^* (R, T; r^N)$ needed to induce a large local overlap inside the cavity. We have also obtained a quantitative insight about the temperature evolution of the average surface tension. Although the crossover field $\epsilon_s^* (R, T; r^N)$ contains information concerning the local surface tension, the effect of the latter is rather small for the cavity sizes $R$ that we consider, and in a first approximation, the fluctuations of $\epsilon_s^* (R, T; r^N)$ can be taken as a proxy for those of the configurational entropy density. The maps in Fig. 2, then, represent a visualization of realizations of the effective random-field disorder associated with an equilibrium reference configuration. Such maps should not be confused with snapshots of the mosaic state predicted by the RFOT theory. The random-field disorder is an ingredient for an effective Hamiltonian describing glass-forming liquids at a coarse-grained level\textsuperscript{55-57} (on a lengthscale of the order of $\xi$), whereas the mosaic state should, in principle, be obtained from the full statistical-mechanical treatment of this effective Hamiltonian. Of course, with the characteristic length scales being rather limited in size, it is not always easy to disentangle the various levels in practice. One interesting piece of information would be to more systematically compare the correlation length of the effective self-induced disorder $\xi$ with the point-to-set length $\xi_0$. In the range of temperature that we have studied, we have found them roughly equal, but this may change at lower temperature where one would anticipate a slower temperature variation for $\xi_0$ than for $\xi_0$.

From the viewpoint of the RFOT theory, our main contribution is the development of a concrete numerical method that can directly probe the existence and the spatial variations of well-defined analogs of the configurational entropy and of the surface tension between amorphous density profiles. Having measured the distribution of the effective random field coupled to the overlap for this model, one could now imagine building an effective field theory of the overlap in finite dimensions. This would be useful in order to address central questions posed by the application of the RFOT theory, in particular, regarding the possible existence of a finite-temperature Kauzmann transition in three-dimensional glass-formers.

In future work, it would also be interesting to apply our framework to different model glass-formers and to perform a more systematic analysis of the fluctuations of the configurational entropy density and of the surface tension. Extending our work to three-dimensional models is conceptually simple, and this should also be done in the future. It would also be useful to compare our approach to the more mechanistic\textsuperscript{57-60} and geometric\textsuperscript{62-67} studies of structural heterogeneity mentioned in the Introduction. This would, in particular, illuminate the conceptual difference between the self-induced disorder considered here and the more mundane structural disorder characterizing aperiodic materials.

Another natural direction of the study would consist in assessing the connection between the self-induced static heterogeneity shown in this work and the well-known dynamic heterogeneity characterizing the structural relaxation of deeply supercooled liquids. The logarithm of the equilibrium relaxation time from different initial configurations was found to be positively correlated with the inverse of the crossover field or of the configurational entropy in mesoscopic bulk samples,\textsuperscript{10,12,23,39} in direct agreement with the RFOT and Adam–Gibbs scenarios.\textsuperscript{11} Analyzing whether a similar correlation holds at the mesoscopic scale may pave the way toward a more theoretical understanding of the complex dynamics of glass-forming materials, which can now be numerically studied in deeply supercooled states.\textsuperscript{75} We consider this question as the most pressing task to assess the relevance of the RFOT theory description of glassy phenomena.

ACKNOWLEDGMENTS

The authors thank G. Biroli for useful discussions. Some simulations were performed at the MESO@LR-Platform at the University of Montpellier. B. Guiselin acknowledges support from the Capital Fund Management—Fondation pour la Recherche. This work was supported by a grant from the Simons Foundation (Grant No. 454933, L.B.).

AUTHOR DECLARATIONS

Conflict of Interest

The authors have no conflicts to disclose.

DATA AVAILABILITY

The data that support the findings of this study are available from the corresponding author upon reasonable request.

REFERENCES

1. L. Berthier and G. Biroli, Rev. Mod. Phys. 83, 587 (2011).
2. L. Berthier, G. Biroli, J. P. Bouchaud, and R. L. Jack, "Overview of different characterizations of dynamic heterogeneity," in Dynamical Heterogeneities in Glasses, Colloids, and Granular Media (Oxford University Press, 2011), pp. 68–109.
3. L. Berthier, Physica 4, 42 (2011).
4. L. Berthier, G. Biroli, J.-P. Bouchaud, L. Cipelletti, D. El Masri, D. L’Hôte, F. Ladieu, and M. Pierno, Science 310, 1797 (2005).
5. C. Dalle-Ferrier, C. Thibierge, C. Alba-Simionesco, L. Berthier, G. Biroli, J.-P. Bouchaud, F. Ladieu, D. L’Hôte, and G. Tarjus, Phys. Rev. E 76, 041510 (2007).
6. T. R. Kirkpatrick, D. Thirumalai, and P. G. Wolynes, Phys. Rev. A 40, 1045 (1989).
7. V. Lubchenko and P. G. Wolynes, Annu. Rev. Phys. Chem. 58, 235 (2007).
8. P. G. Wolynes and V. Lubchenko, Structural Glasses and Supercooled Liquids: Theory, Experiment, and Applications (John Wiley & Sons, 2012).
9. G. Parisi, P. Urbani, and F. Zamponi, Theory of Simple Glasses: Exact Solutions in Infinite Dimensions (Cambridge University Press, 2020).
10. J.-P. Bouchaud and G. Biroli, J. Chem. Phys. 121, 7347 (2004).
11. G. Biroli and J. P. Bouchaud, "The random first-order transition theory of glasses: A critical assessment," in Structural Glasses and Supercooled Liquids: Theory, Experiment, and Applications (John Wiley & Sons, 2012), pp. 31–113.
12. A. Montanari and G. Semerjian, J. Stat. Phys. 125, 23 (2006).
13. S. Franz and G. Semerjian, "Analytical approaches to time and length scales in models of glasses," in Dynamical Heterogeneities in Glasses, Colloids, and Granular Media (Oxford University Press, 2011), pp. 407–450.
14. X. Xia and P. G. Wolynes, Proc. Natl. Acad. Sci. U. S. A. 97, 2990 (2000).
15. T. Castellani and A. Cavagna, J. Stat. Mech.: Theory Exp. 2005, P05012.
16. S. Franz and G. Parisi, Phys. Rev. Lett. 79, 2486 (1997).
17. C. Cammarota and G. Biroli, Proc. Natl. Acad. Sci. U. S. A. 109, 8850 (2012).
18. W. Kob and L. Berthier, Phys. Rev. Lett. 110, 245702 (2013).
19. C. Cammarota and G. Biroli, J. Chem. Phys. 138, 12A547 (2013).
20. S. Franz and G. Parisi, J. Stat. Mech.: Theory Exp. 2013, P11012.
21. G. Biroli, C. Cammarota, G. Tarjus, and M. Tarzia, Phys. Rev. Lett. 112, 175701 (2014).
