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Abstract

In continuum models of dislocations, proper formulations of short-range elastic interactions of dislocations are crucial for capturing various types of dislocation patterns formed in crystalline materials. In this article, the continuum dynamics of straight dislocations distributed on two parallel slip planes is modelled through upscaling the underlying discrete dislocation dynamics. Two continuum velocity field quantities are introduced to facilitate the discrete-to-continuum transition. The first one is the local migration velocity of dislocation ensembles which is found fully independent of the short-range dislocation correlations. The second one is the decoupling velocity of dislocation pairs controlled by a threshold stress value, which is proposed to be the effective flow stress for single slip systems. Compared to the almost ubiquitously adopted Taylor relationship, the derived flow stress formula exhibits two features that are more consistent with the underlying discrete dislocation dynamics: i) the flow stress increases with the in-plane component of the dislocation density only up to a certain value, hence the derived formula admits a minimum inter-dislocation distance within slip planes; ii) the flow stress smoothly transits to zero when all dislocations become geometrically necessary dislocations. A regime under which inhomogeneities in dislocation density grow is identified, and is further validated through comparison with discrete dislocation dynamical simulation results. Based on the findings in this article and in our previous works, a general strategy for incorporating short-range dislocation correlations in continuum models of dislocations is proposed.
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1. Introduction

It has been widely observed that as crystalline solids undergo plastic deformations, the density distributions of dislocations are generally not homogeneous but form patterns, where dislocation bundles are surrounded by regions occupied by dislocation structures of low density. Such patterned dislocation structures, which form and sometimes transit from one type to another as their matrix specimens are being loaded, play a key role in determining macroscopic materials properties even after unloading. For example, the onset of the persistent slip bands (PSBs) from neighbouring (morphologically different) channel-vein structures marks a different stage in fatigued single-crystals induced by cyclic loads (Mughrabi, 1976). For disclosing the links between macroscopic materials properties and their microstructures, a variety of simulation approaches incorporating dislocation dynamics have been developed. For example, “the state of art” three-dimensional discrete dislocation dynamics (DDD) simulation tools are developed for capturing dislocation patterns (e.g. Madec et al., 2002a; Bulatov et al., 2006; El-Awady, 2015). However, as pointed out by Sandfeld and Zaiser (2015), in order to visualise the formation of dislocation patterns in DDD simulations, the computational domains should be at least three times larger than the intrinsic wavelength of the high-density cells of dislocations. Besides, the evolution time generally needs to be long enough to reach certain strain levels under which dislocation patterns are observed experimentally. For example, PSBs normally emerge after thousands of cycles of loads with the strain amplitude of each cycle exceeding a certain point (Mughrabi, 1976). To satisfy these requirements, the computational intensity of the resulting DDD simulations is in general too high for most existing DDD simulation tools to afford.

Therefore, it is still highly desirable to develop models of dislocation continua which effectively summarise the underlying discrete dislocation dynamics. In fact, the emergence of continuum models of dislocations dates back to 1950s, when the idea of Nye’s dislocation
density tensor (abbreviated as the “Nye’s tensor” in the rest of this article) was proposed (Nye, 1953; Kroener, 1958). In continuum frameworks that only employ the Nye’s tensor to represent dislocation structures, the stress field due to the elastic interaction of dislocations is resolved merely in a mean-field sense. One of the crucial aspects that are missing is the short-range elastic correlation between dislocations, which plays a key role in dislocation pattern formations. The reason is in the following. The Nye’s tensor is defined by averaging dislocation bundles within some representative volume, and a premise of this averaging process is that the interactions between dislocation segments within the representative volume are negligible at a macroscopic level. This assumption is not quite the case for systems of dislocations, whose motion is generally restricted in their intrinsic slip planes. Because of such anisotropy, various types of self-locked dislocation structures (SLDSs) are formed in crystalline materials. For example, a positive dislocation forms a dipole pair with a negative dislocation residing on a different slip plane, rather than annihilate it. The decoupling stress of dislocation dipoles, which is related to the flow stress for single slip systems, scales (singularly) with the dipole width \( r \) by \( \mu b/r \) where \( \mu \) is the shear modulus and \( b \) is the modulus of the Burgers vector. This means that a small change in (discrete) inter-dislocation distance \( r \) may bring about considerable variations in the local flow stress. Such position-sensitive feature is also exhibited by many other types of SLDSs appearing in multi-slip systems (Zhu et al., 2016). Hence there arises a dilemma. On one hand, models of dislocation continua are expected to be built only in terms of mean-field quantities such as dislocation density fields, while on the other hand, some discrete features of the SLDSs have to be taken into account in order to capture the flow strength. How to reconcile this dilemma becomes the main challenge in developing models of dislocation continua for the past two decades, and no consensus has been reached so far, given a number of valuable continuum frameworks proposed (e.g. Groma, 1997; El-Azab, 2000; Acharya, 2001; Arsenlis and Parks, 2002; Groma et al., 2003; Hochrainer et al., 2007; Xiang, 2009; Akarapu et al., 2010; Hochrainer et al., 2014; Leung et al., 2015; Schmitt et al., 2015; Kooiman et al., 2015; Zhang et al., 2015; Zhu and Xiang, 2015; Valdenaire et al., 2016; Groma et al., 2016; Monavari et al., 2016; Leung and Ngan, 2016).
A reasonable starting point for systematic discrete-to-continuum transition is to investigate the collective behaviour of a simple but representative dislocation configuration, where dislocations are straight, mutually parallel and of edge type. In this scenario, the kinematics of dislocation systems is well described by coupled evolution equations for dislocation densities of opposite sign, and the main difficulty lies in how to summarise the ensemble velocities of dislocations (of opposite sign) from the underlying discrete dynamics. One widely adopted mean is to derive the free energy of the dislocation system as a function of dislocation densities, and the dynamics is then formulated either by means of the gradient flow of the free energy (e.g. Groma and Balogh, 1999; Groma et al., 2006; Zaiser, 2013; Kooiman et al., 2014, 2015), or by taking more general trajectories that minimise the free energy (e.g. Mielke and Ortiz, 2008; Mielke, 2011; Duong et al., 2015). Such energetic approaches, however, do not automatically give rise to an expression for the threshold stress value so as to dissociate the SLDSs, i.e. the flow stress, which has to be included additionally either by statistically averaging DDD (Groma et al., 2003) or by following conventions (e.g. Schulz et al., 2014; Sandfeld and Zaiser, 2015). In most existing continuum models proposed for capturing dislocation pattern formation, two common ingredients are contained. First, the flow stress takes the Taylor relationship (Taylor, 1934; Franciosi and Zaoui, 1982; Madec et al., 2002b) at its leading order. Second, the average velocities of dislocations of opposite sign are assumed symmetric, i.e. they are of the same magnitude but of opposite sign. These two characteristics enable above mentioned works to take short-range dislocation correlations into account to a certain degree, but there is still essential inconsistency with the underlying DDD which is summarised in the following three aspects.

Firstly, the flow stress given by the Taylor relation \( \tau_f \propto \mu b \sqrt{\rho_{\text{tot}}} \) monotonically increases with the total density of dislocations \( \rho_{\text{tot}} \). Although such monotonicity gives rise to the growth of inhomogeneities in dislocation densities which is necessary for modelling pattern formation (Sandfeld and Zaiser, 2015), it also results in singular behaviour of the dislocation system. One can imagine that dictated by the Taylor relationship, an SLDS can get infinitely strong by keeping absorbing dislocations. However, it is shown in this article both numerically and analytically that there exists a saturation density point, beyond which the
flow stress decreases as the density of the dislocations forming SLDSs increases. Secondly, existing continuum models for dislocation pattern formation are in general inconsistent with the formulations of the dynamics of pure geometrically necessary dislocations (GNDs). It is known that the flow stress in single slip systems when only GNDs are at present should vanish (if the Pierls stress is neglected), and the dislocation velocity is proportional to the local mean-field stress. However, this is not a natural outcome under the set up of Taylor relationship along with the symmetry assumption in dislocation velocities. Note that the limitation of such symmetry assumption is also addressed by the recent works of Valdenaire et al. (2016) and Groma et al. (2016). The third aspect that limits the existing models from capturing dislocation pattern formation is that they do not resolve the anisotropy in dislocation motion. In most continuum frameworks of dislocations, the short-range dislocation interactions are expressed by functions of local dislocation densities, which are defined as number per area for systems of straight dislocations, and their spatial derivatives. Nevertheless, the rates of change in the two constituent components of the “number-per-area” density - the dislocation density within slip planes and the slip plane density, are intrinsically different. In fact, the importance of taking the anisotropy in dislocation motion into account at the continuum level has been addressed in several works. For example, Geers et al. (2013) identified five regimes controlled by the ratio of slip plane spacing to in-plane dislocation spacing in the continuum limit of a regular-wall configuration of GNDs. It is also shown by Zhu and Chapman (2014) that given a same “number-per-area” density, dislocation dipoles can form distinct equilibrium patterns.

Therefore, it is more physically significant to derive the expressions of the flow stress and other continuum quantities concurrently with the upscaling of the underlying DDD. One way is to develop hybrid simulation tools (Akarapu et al., 2010; Zhang et al., 2015), where DDD computational boxes are embedded in a media formed by dislocation continua. As for analytical results that are more applicabley favoured, one of the core issues, as stated above, is how to resolve (at the continuum level) the SLDSs induced by the (position-sensitive) short-range dislocation interactions. By studying the collective behaviour of a row of dislocation dipoles, Chapman et al. (2016) show that the stress field calculated in DDD
models can be asymptotically reproduced by the sum of a mean-field stress and a locally periodic discrete stress with the period taking a length scale over which the distribution of dislocation dipoles varies slowly. Based on such stress decomposition, they also show that the collective behaviour of a row of dislocation dipoles can be formulated by a set of evolution equations for dislocation densities along with a quasi-static equilibrium equations for the dipolar width, and the flow stress is then determined by checking the solvability conditions of the equilibrium equations for the dipolar width. Taking a similar strategy, dislocation piling-up effect against various types of dislocation locks due to the interaction of dislocations belonging to non-parallel slip planes is also formulated at the continuum level, based on which a series of flow stress formulae resolving more discrete information than the Taylor relationship are derived (Zhu et al., 2016).

In this article, we examine the collective behaviour of arbitrary combinations of straight edge dislocations on two parallel slip planes. The continuum dynamics including the formation, migration and dissociation of dislocation dipoles is formulated in good accordance with DDD simulation results. The contribution of this article is summarised in the following three aspects.

First we propose two continuum velocity field quantities that are more effective for summarising DDD: the local migration velocity of dislocation ensembles and the decoupling velocity of dislocation pairs. It will be shown both numerically and analytically that the local migration velocity of dislocation ensembles, which is the average velocity of all dislocations within a representative volume, is independent of short-range dislocation correlations. Hence its continuum expression can be explicitly derived. It is also shown that, for dislocation ensembles containing GNDs, the dislocation migration velocity is zero only when the external stress is zero. This is actually different from the conventional way of imposing a bifurcating flow condition that the dislocation velocities (of both signs) are zero when the local (mean-field) stress falls below the flow stress. In fact, the bifurcation only emerges in the other proposed velocity field quantity - the decoupling velocity of dislocation pairs, which is defined to be half of the difference between the average velocities of dislocations with opposite signs. The critical stress value beyond which dislocations of opposite sign
start to decouple is suggested to be the effective flow stress of single slip systems.

The second contribution of this article is the derivation of an approximate flow stress formula. Compared with the Taylor relationship, the derived formula exhibits two features that are more consistent with DDD: i) the flow stress increases with the in-plane density only up to a certain value, and thus the derived formula admits a minimum inter dislocation distance within slip planes; ii) the flow stress automatically transits to zero as all dislocations become GNDs.

The third contribution of this article is the identification of a regime under which inhomogeneities in dislocation density grow. By numerically investigating the linear instability of the continuum model, we find that a small perturbation to a homogeneous density distribution of dislocations only grows when the following two conditions are satisfied. First, the magnitude of the mean-field stress is greater (and only slightly greater) than the flow stress corresponding to the unperturbed density. Second, this flow stress must fall in the regime where flow stresses increase with the in-plane density of dislocations. The regime of instability identified by the continuum model is validated by DDD simulations. The DDD simulations also suggest that the (initially linear) instability will eventually cease to evolve at a certain stage, and this DDD long-time behaviour is also effectively captured by the derived continuum model.

The continuum model developed in this article is expected to act as a crucial step towards systematically building plasticity theory of dislocation continua, where the dislocation configurations are more complicated. For example, the two introduced velocity quantities can be generalised to facilitate the upscaling of the dynamics of straight dislocations distributed on multiple parallel slip planes. Moreover, one can use the discrete-to-continuum transition approach devised in this article, along with the findings by Zhu et al. (2016), to upscale the dislocation dynamics involving SLDSs induced by the interactions of dislocations belonging to non-parallel slip planes. Based on the findings in the presented and other related works (Chapman et al., 2016; Zhu et al., 2016), we summarise a general strategy for incorporating SLDSs into continuum models of dislocations, as outlined in §6.

This article is arranged as follows. Continuum quantities for upscaling discrete dislo-
cation dynamics are introduced in § 2, and their expressions are determined in § 3. After listing all the equations constituting the continuum model in § 4, we identify the regime under which a homogeneous distribution of dislocation dipoles is unstable to small perturbations in § 5. In § 6 a strategy for taking general SLDSs into account at the continuum level is given, and the article concludes with a summary in § 7.

2. Discrete-to-continuum transition

2.1. Governing equations at the discrete level

In this article, we consider straight edge dislocations on two parallel slip planes with the slip plane spacing denoted by $s$ as shown in Fig. 1. We here consider the case where there are $N^+$ positive dislocations lying on the slip plane $y = 0$ and $N^-$ negative dislocations lying on the slip plane $y = s$. Note that the dislocation sources and annihilation are not taken into account in this work. At $(x^+_i, 0)$ locates $i$-th positive dislocation and at $(x^-_j, s)$ locates $j$-th negative dislocation with $1 \leq i \leq N^+$ and $1 \leq j \leq N^-$. Here the computational domain is chosen to be $[-L/2, L/2]$ with $L$ the domain size. The discrete dislocation dynamics is thus described by an ordinary differential equation system:

\[
\frac{1}{m_g} \frac{x^+_i}{t} = \frac{V^+_i}{m_g} = \sum_{j=1}^{N^+} \tau_{\text{ind}}(x^+_i - x^+_j, 0) - \sum_{j=1}^{N^-} \tau_{\text{ind}}(x^+_i - x^-_j, s) + \tau_e \tag{1a}
\]

and

\[
\frac{1}{m_g} \frac{x^-_j}{t} = -\frac{V^-_j}{m_g} = \sum_{j=1}^{N^+} \tau_{\text{ind}}(x^-_i - x^-_j, s) + \sum_{j=1}^{N^-} \tau_{\text{ind}}(x^-_i - x^-_j, 0) - \tau_e, \tag{1b}
\]

Figure 1: Problem set up.
where \( V_i^+ \) denotes the gliding velocity of \( i \)-th positive dislocation and so on for \( V_i^- \); \( m_g \) is the dislocation glide coefficient; \( \mu \) and \( \nu \) are the shear modulus and Poisson’s ratio, respectively; \( \tau_e \) is the externally applied shear stress; \( \tau_{\text{ind}}(\cdot, \cdot) \) formulates the elastic interaction between two individual dislocations of positive sign:

\[
\tau_{\text{ind}}(x, y) = \frac{\mu b}{2\pi(1-\nu)} \cdot \frac{x(x^2 - y^2)}{(x^2 + y^2)^2}.
\]  

(2)

2.2. Kinematics at the continuum level

In general, the domain size \( L \) is much greater than the average inter-dislocation distance characterised by a parameter \( h \), and this results in large dislocation numbers \( N^\pm \approx L/h \) in the system. Hence it is more efficient to formulate the dislocation dynamics at a continuum level, where the material microstructures are described by the density distributions of dislocations. For configurations consisting of straight and mutually parallel dislocations, dislocation densities are defined as number per area. In this article, the dislocation system is represented by the two components of the “number-per-area” density: the slip plane density and dislocation density within slip planes, so as to take dislocation anisotropy into account. Here we fix the slip plane density to be \( 1/s \), and look for the evolution equation for the in-plane density component, whose definition is associated with a representative interval of length \( \delta x \). For example, the in-plane density of positive dislocations at \( x \) denoted by \( \rho^+(x) \) is defined such that \( \rho^+(x)\delta x \) counts the number of positive dislocations within the interval \([x - \delta x/2, x + \delta x/2]\), and so on for the in-plane density of negative dislocations at \( x \) denoted by \( \rho^-(x) \). Unless further declared, the term “dislocation density” in the rest of this article means “the density of dislocations within slip planes”, and the input \( x \) is dropped for simplicity.

The parameter \( \delta x \) controls the resolution of the resulting continuum model. In general,

\[
h \ll \delta x \ll L
\]  

(3)

is required such that the resulting continuum model well trade-off between resolution and computational efficiency.
Note that we only consider the case where the slip plane spacing $s \ll L$. This is because when $s \sim L$, interactions between dislocations on different slip planes can be well resolved by the mean-field stress.

Given $\rho^\pm$, the GND density is defined by

$$\rho_g = \rho^+ - \rho^-$$

which may be negative, and the total dislocation density is defined by

$$\rho_{\text{tot}} = \rho^+ + \rho^-.$$  

(5)

The dipole density, which is the number of dislocations forming pairs per unit length, is defined by

$$\rho_d = \min(\rho^+, \rho^-) = \rho_{\text{tot}} - |\rho_g|.$$  

(6)

At the continuum level, the dislocation kinematics is described by

$$\frac{\partial \rho^+}{\partial t} + \frac{\partial \rho^+ v^+}{\partial x} = 0$$

(7a)

$$\frac{\partial \rho^-}{\partial t} + \frac{\partial \rho^- v^-}{\partial x} = 0.$$  

(7b)

where $v^+$ denotes the average velocity of all positive dislocations in the representative interval centered at $x$ and so on for $v^-$. With Eqs. (4) and (5), the kinematical relation can be alternatively formulated by the evolution equations for $\rho_g$ and $\rho_{\text{tot}}$:

$$\frac{\partial \rho_g}{\partial t} + \frac{1}{2} \frac{\partial \rho_g (v^+ + v^-)}{\partial x} + \frac{1}{2} \frac{\partial \rho_{\text{tot}} (v^+ - v^-)}{\partial x} = 0;$$

(8)

$$\frac{\partial \rho_{\text{tot}}}{\partial t} + \frac{1}{2} \frac{\partial \rho_g (v^+ - v^-)}{\partial x} + \frac{1}{2} \frac{\partial \rho_{\text{tot}} (v^+ + v^-)}{\partial x} = 0.$$  

(9)

2.3. Continuum formulation of the velocity fields

The continuum velocity fields $v^\pm$ are the spatial and time average of the velocities of the discrete dislocations (of either sign) within the representative interval. Mathematically, $v^\pm$ at point $x$ and time $t$ (introduced in a continuum sense) are given by

$$v^\pm(x, t) = \frac{1}{\delta t} \int_{t - \frac{\delta t}{2}}^{t + \frac{\delta t}{2}} \frac{1}{n^\pm_0} \sum_{i=1}^{n^\pm} V_i^\pm t_{dd},$$

(10)
where \( n_0^\pm \) are the numbers of positive or negative dislocations within the representative interval determined by

\[
\frac{n_0^\pm}{n_0} \approx \frac{\rho^+}{\rho^-},
\]

and the differential \( t_{\text{dd}} \) indicates that the integration is taken on the time scale associated with the discrete dynamics. The time average in Eq. (10) is made over period \( \delta t \), which is chosen much longer than the discrete time scale, such that the quantities after being averaged are expected to depend on mean-field quantities only. However, in the presence of the (position sensitive) short-range elastic interactions of dislocations, finding DDD-consistent expressions for \( v^\pm \) is extremely difficult. For simplification, two assumptions are widely adopted in existing continuum models. First, \( v^+ = -v^- \). Second, there exits some flow stress value \( \tau_f \) below which \( v^+ = v^- = 0 \). Here we will show by DDD numerical examples that these two assumptions do not resemble the practical situation in general.

In a simulation box of length 500\( b \) which is assumed to be a representative interval, the behaviour of two positive dislocations (\( n_0^+ = 2 \)) and one negative dislocation (\( n_0^- = 1 \)) is studied with periodic boundary conditions, and the result is summarised in Fig. 2. When the slip plane spacing \( s = 75b \), under an external stress of \( \tau_e = 0.004\mu/(1 - \nu) \), all dislocations

\[
\text{Figure 2: Behaviour of two positive dislocations and one negative dislocation put in a representative interval of length } \delta x = 500b \text{ with periodic boundary conditions. The external stress is } \tau_e = 0.004\mu/(1 - \nu).
\]

(a) When \( s = 75b \), all dislocations are finally bound to drift together at a constant velocity. (b) When \( s = 100b \), the dislocation pairs get decoupled intermittently.
drift together at a constant velocity after a short period of self-adjustment (Fig. 2(a)). This is because $\tau_e$ can not overcome the binding stress due to the interaction between dislocations of opposite sign. As all dislocations drift together, $v^\pm$ take the same sign, thus $v^+ \neq -v^-$. When $s$ is increased to 100$b$, the binding force between dislocations becomes weaker, and dislocation pairs get decoupled intermittently (Fig. 2(b)). We further find that the average velocity of the three dislocations is always proportional to $\tau_e$ (under however small $\tau_e$). This means $v^\pm = 0$ only takes place when $\tau_e = 0$, which is different from the conventional definition of the flow stress.

The DDD simulations also suggest that it is more physically significant to use the following two continuum velocity field quantities other than $v^\pm$ to upscale the underlying discrete dynamics: the (local) migration velocity of dislocation ensembles and the average decoupling velocity of dislocation pairs.

The average migration velocity of dislocations denoted by $v_m$ is defined to be the average velocity of all dislocations within the representative interval (averaged over a certain time period $\delta t$):

$$v_m = \frac{1}{\delta t} \int_{t-\frac{\delta t}{2}}^{t+\frac{\delta t}{2}} \frac{n_0^+ \bar{V}^+ + n_0^- \bar{V}^-}{n_0^+ + n_0^-} \, \text{d}t,$$

where $\bar{V}^+$ is the average velocity of all positive dislocations within the representative interval and so on for $\bar{V}^-$:

$$\bar{V}^\pm = \frac{1}{n_0^\pm} \sum_{i=1}^{n_0^\pm} V_i^\pm.$$

Note that $v_m$ is related to $v^\pm$ by

$$\rho_{\text{tot}} v_m = \rho^+ v^+ + \rho^- v^-.$$

It will be shown later that $v_m$ is actually independent of the short-range interactions between dislocations.

The second velocity field variable, the decoupling velocity of dislocation pairs denoted by $v_{dc}$, is defined to be half the average relative velocity between dislocations of opposite sign:

$$v_{dc} = \frac{v^+ - v^-}{2} = \frac{1}{\delta t} \int_{t_0-\frac{\delta t}{2}}^{t_0+\frac{\delta t}{2}} \frac{\bar{V}^+ - \bar{V}^-}{2} \, \text{d}t.$$
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The DDD results presented in Fig. 2 suggest that $v_{dc}$ bifurcates, and the threshold stress is later identified as the effective flow stress associated with the underlying SLDSs.

Based on Eqs. (14) and (15), one can express $v^\pm$ by

$$v^+ = v_m + \frac{2\rho^- v_{dc}}{\rho^+ + \rho^-} = v_m + \frac{(\rho_{tot} - \rho_g)v_{dc}}{\rho_{tot}}$$

and

$$v^- = v_m - \frac{2\rho^+ v_{dc}}{\rho^+ + \rho^-} = v_m - \frac{(\rho_{tot} + \rho_g)v_{dc}}{\rho_{tot}},$$

where Eqs. (4) and (5) are used for obtaining the second identities in both formulae.

Incorporating Eqs. (16a) and (16b) into (8) gives the evolution equation for the GND density:

$$\frac{\partial \rho_g}{\partial t} + \frac{\partial \rho_g v_m}{\partial x} + \frac{\partial}{\partial x} \left( \rho_{tot} v_{dc} \left( 1 - \frac{\rho_g}{(\rho_{tot})^2} \right) \right) = 0.$$  

Similarly, one can incorporate Eqs. (16a) and (16b) into (9) to derive the evolution equation for the total density:

$$\frac{\partial \rho_{tot}}{\partial t} + \frac{\partial \rho_{tot} v_m}{\partial x} = 0,$$

which indicates that the change in $\rho_{tot}$ is independent of the dissociation process of dislocation dipoles. Eqs. (17) and (18) are the governing equations of the continuum model with the two velocity quantities $v_m$ and $v_{dc}$ to be determined.

It is remarked that one can further employ a dislocation density potential function (DDPF) $\phi(x,t)$, such that $\rho_g = \partial \phi / \partial x$ (Xiang, 2009). Then Eq. (17) becomes

$$\frac{\partial \phi}{\partial t} + v_m \frac{\partial \phi}{\partial x} = -\rho_{tot} v_{dc} \cdot \left( 1 - \frac{\rho_g}{(\rho_{tot})^2} \right).$$

A comparison between Eq. (13) in Zhu et al. (2014) and Eq. (19) implies that the dissociation of dislocation dipoles serves the same function as active Frank-Read sources.

3. Expressions of continuum quantities from discrete dislocation dynamics

3.1. Continuum approximation of the stress field

Now we search for continuum expressions of quantities defined in § 2.3: the migration velocity of dislocation ensembles $v_m$ and the decoupling velocity of dislocation pairs $v_{dc}$.
The dislocation system is considered as a dislocation continuum, at each spatial point of which a subcell of discrete dislocations is embedded. The interactions between dislocations inside the subcell are formulated in a discrete sense with periodic boundary conditions imposed. The size of the subcell which is denoted by $\lambda$ satisfies Eq. (20).

In order to accurately capture (at the continuum level) the stress field due to the position-sensitive short-range dislocation correlations, we introduce a subcell which is associated with each spatial point $x$ (defined at the continuum level), such that the intra-subcell dislocation interactions are still computed in a discrete sense, while the stress due to dislocations outside the subcell is evaluated in a mean-field sense (c.f. Fig. 3). Now the question is how to choose the size of the subcell and the matching conditions at its boundaries such that the calculated stress field is consistent with that evaluated in DDD models. For a row of dislocation dipoles, Chapman et al. (2016) show that the stress calculated in a DDD sense can be asymptotically re-produced by the sum of a mean-field stress and a locally periodic (discrete) stress with the period taking a length scale on which the SLDSs vary slowly. Based on their findings, one candidate of such locally periodic subcells can be the representative intervals introduced in §2.2 with which dislocation densities are defined. With Eq. (11), the subcell size denoted by $\lambda$ is thus determined by

$$\lambda = \frac{n_0^+}{\rho^+} = \frac{n_0^-}{\rho^-} = \frac{n_0^+ + n_0^-}{\rho_{\text{tot}}} = \frac{n_0^+ - n_0^-}{\rho_s},$$

(20)
where \( n_0^\pm \) are recalled to be the numbers of dislocations of opposite sign inside the representative interval. Here we require \( n_0^\pm \) to be coprime to each other so as to make the subcell as short as possible.

Then based on the results by Chapman et al. (2016), the DDD stress at \( i \)-th positive dislocation, which is the two discrete sums in Eq. (1a), is approximated by

\[
\sum_{j=1}^{N^+} \tau_{\text{ind}}(x_i^+ - x_j^+, 0) - \sum_{j=1}^{N^-} \tau_{\text{ind}}(x_i^+ - x_j^-, h) = \sum_{j=1}^{n_0^+} \tau_{\text{per}}(x_i^+ - x_j^+, 0) - \sum_{j=1}^{n_0^-} \tau_{\text{per}}(x_i^+ - x_j^-, s) + \frac{\mu b}{2\pi(1 - \nu)} \int_{-L/2}^{L/2} \rho_g(x') x' \; dx',
\]

where the integral formulates the mean-field stress due to GNDs outside the subcell and \( \tau_{\text{per}}(\cdot, \cdot) \) formulates the locally periodic discrete stress with period \( \lambda \):

\[
\tau_{\text{per}}(x, y) = \frac{\mu b}{2(1 - \nu)\lambda} \left( \frac{\sin \left(\frac{2\pi x}{\lambda}\right)}{\cosh \left(\frac{2\pi y}{\lambda}\right) - \cos \left(\frac{2\pi x}{\lambda}\right)} - \frac{2\pi y \sin \left(\frac{2\pi x}{\lambda}\right) \sinh \left(\frac{2\pi y}{\lambda}\right)}{\lambda \left(\cosh \left(\frac{2\pi y}{\lambda}\right) - \cos \left(\frac{2\pi x}{\lambda}\right)\right)^2} \right). \tag{22}
\]

It can be checked that

\[
\tau_{\text{per}}(-x, y) = -\tau_{\text{per}}(x, y), \quad \tau_{\text{per}}(x, -y) = \tau_{\text{per}}(x, y). \tag{23}
\]

Incorporating Eq. (21) into (1a), we reformulate the (discrete) velocity of \( i \)-th positive dislocation by

\[
\frac{V_{mg}^+}{m_g b} = \sum_{j=1,j\neq i}^{n_0^+} \tau_{\text{per}}(x_i^+ - x_j^+, 0) - \sum_{j=1}^{n_0^-} \tau_{\text{per}}(x_i^+ - x_j^-, s) + \tau_m(x_i^+), \tag{24}
\]

where \( \tau_m \) is the mean-field stress which includes the contributions from the long-range interactions of dislocations and the external stress:

\[
\tau_m(x) = \tau_e + \frac{\mu b}{2\pi(1 - \nu)} \int_{-L/2}^{L/2} \rho_g(x') x' \; dx'. \tag{25}
\]

Since the subcell is small viewed at the continuum level, we can assume the mean-field stress \( \tau_m \) is a constant within each subcell, and its input \( x \) is dropped in later formulations.

Similarly, the discrete velocity of \( i \)-th negative dislocation is also re-formulated from Eq. (1b):

\[
\frac{V_{mg}^-}{m_g b} = -\sum_{j=1}^{n_0^+} \tau_{\text{per}}(x_i^- - x_j^+, s) + \sum_{j=1,j\neq i}^{n_0^-} \tau_{\text{per}}(x_i^- - x_j^-, 0) - \tau_m. \tag{26}
\]
3.2. Averaging the velocities of discrete dislocations

In order to summarise for the continuum velocity fields \( v_{m} \) and \( v_{dc} \), we consider the averaged behaviour of all dislocations inside the subcell. If summing Eq. (24) for \( i = 1, 2, \ldots, n_{0}^{+} \), we obtain

\[
\frac{1}{m_{g}b} \sum_{i=1}^{n_{0}^{+}} v^{+}_{i} = n_{0}^{+} \tau_{m} - \sum_{i=1}^{n_{0}^{+}} \sum_{j=1}^{n_{0}^{-}} \tau_{\text{per}}(x_{i}^{+} - x_{j}^{-}, s). \tag{27}
\]

Note that when the summation is made, all terms formulating the interactions between positive dislocations get cancelled because of Eq. (23). Physically, this means the elastic interactions between dislocations are of Newton’s third law type.

Dividing both sides of Eq. (27) by \( n_{0}^{+} \) gives the instantaneous average velocity of all positive dislocations in the subcell:

\[
\bar{V}^{+} = m_{g}b \cdot \left( \tau_{m} \cdot \frac{1}{n_{0}^{+}} \sum_{i=1}^{n_{0}^{+}} \sum_{j=1}^{n_{0}^{-}} \tau_{\text{per}}(x_{i}^{+} - x_{j}^{-}, s) \right). \tag{28}
\]

Note that the discrete sum in Eq. (28) formulates the (average) short-range elastic interactions between the dislocations on different slip planes inside the subcell.

Similarly, one can sum Eq. (26) over indices \( i \) to express the instantaneous average velocity of all negative dislocations in the subcell:

\[
\bar{V}^{-} = -m_{g}b \cdot \left( \tau_{m} \cdot \frac{1}{n_{0}^{-}} \sum_{i=1}^{n_{0}^{+}} \sum_{j=1}^{n_{0}^{-}} \tau_{\text{per}}(x_{i}^{+} - x_{j}^{-}, s) \right). \tag{29}
\]

Note that the instantaneous average velocity of all dislocations in the subcell denoted by \( \bar{V} \) is given by

\[
\bar{V} = \frac{n_{0}^{+} \bar{V}^{+} + n_{0}^{-} \bar{V}^{-}}{n_{0}^{+} + n_{0}^{-}}. \tag{30}
\]

Incorporating Eqs. (28) and (29) into (30), we obtain

\[
\bar{V} = \frac{n_{0}^{+} - n_{0}^{-}}{n_{0}^{+} + n_{0}^{-}} \cdot \tau_{m} = \frac{\rho_{g}}{\rho_{\text{tot}}} \cdot m_{g}b \tau_{m}, \tag{31}
\]

where the last identity is based on the relationship between \( n_{0}^{+} \) and \( \rho^{\pm} \) in Eq. (20). Note that the discrete sums in Eqs. (28) and (29) cancel with each other again when the summation
is made. Eq. (31) suggests that $\bar{V}$ is independent of the discrete positions of dislocations, and further the short-range elastic interactions of dislocations. Inserting Eqs. (30) and (31) into (12), we obtain the expression of the migration velocity of dislocation ensembles as

$$v_m = \frac{1}{\delta t} \int_{t-\delta t/2}^{t+\delta t/2} \frac{m_g b \tau_m \rho_g}{\rho_{tot}} t_{dd}. \quad (32)$$

Since $\delta t$ is a short period when viewed at the continuum level, the integrand in Eq. (32) which consists of mean-field quantities only, can be treated independent of the discrete time $t_{dd}$ (but still dependent on continuum time $t$). Hence $v_m$ is expressed by

$$v_m = m_g b \tau_m \rho_g / \rho_{tot}, \quad (33)$$

Eq. (33) implies that $v_m$ is proportional to the product of the mean-field stress and the fraction of GNDs, and this agrees with our observation from DDD simulations shown in Fig. 2.

Now we look for the continuum expression of $v_{dc}$. Incorporating Eqs. (28) and (29) into (15) gives

$$v_{dc} = \frac{m_g b}{\delta t} \int_{t-\delta t/2}^{t+\delta t/2} \left( \tau_m - \frac{n_0^+ + n_0^-}{2n_0^+ n_0^-} \sum_{i=1}^{n_0^+} \sum_{j=1}^{n_0^-} \tau_{per}(x_i^+ - x_j^-, s) \right) t_{dd}, \quad (34)$$

which suggests that the determination of $v_{dc}$ requires the resolution of the local discreteness of dislocations.

According to the DDD simulation results presented in Fig. 2 there should exist a critical stress value, beyond which the decoupling velocity $v_{dc}$ becomes non-zero. One way to single out this threshold value is to examine the integrand in Eq. (34). If we use $\tau_f$ to denote the maximum value (in an absolute term) the discrete sum in the integrand can reach, i.e.

$$\tau_f = \frac{n_0^+ + n_0^-}{2n_0^+ n_0^-} \max_{x_i^+, x_j^-} \left| \sum_{i=1}^{n_0^+} \sum_{j=1}^{n_0^-} \tau_{per}(x_i^+ - x_j^-, s) \right| , \quad (35)$$

then $\tau_f$ represents the maximum (average) binding stress that can be induced by the short-range elastic interactions between the dislocations on different slip planes. When $|\tau_m| \leq \tau_f$, 
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all dislocations in the subcell are able to arrange themselves to generate a short-range stress to counter $\tau_m$. As a result, all dislocations drift at a constant velocity $v_m$ given by Eq. (33) (as shown in Fig. 2(a)). When $|\tau_m| > \tau_f$, the stress external to the SLDSs goes beyond the limit of the binding stress, and dislocation pairs start to decouple (Fig. 2(b)).

The analytical results suggest that a more suitable candidate of the “effective flow stress” for single slip hardening is $\tau_f$ given by Eq. (35), which is the threshold value controlling the bifurcation of the decoupling velocity $v_{dc}$.

Since $v_{dc}$ and $\tau_f$ cannot be explicitly formulated in terms of the mean-field quantities, we will search for their continuum approximations through upscaling underlying DDD in the next two subsections.

3.3. Effective flow stress

3.3.1. Observation from DDD simulations

DDD simulations are firstly performed so as to reveal the relationship between the flow stress $\tau_f$ and the underlying SLDSs. Similar as the set-up in § 2.3, a simulation box containing $n_0^+$ positive and $n_0^-$ negative dislocations is loaded under a shear stress component $\tau_m > 0$ with periodic boundary conditions. According to its definition, $\tau_f$ is the threshold value of $\tau_m$, when dislocations of opposite sign start to decouple. In the DDD simulations, we start with zero applied shear stress, and $\tau_f$ is determined to be the shear stress when the average velocity difference between dislocations of opposite sign roughly reaches $10^{-3} m_b \tau_m$. Note that we also need to average in time in DDD simulations.

At the continuum level, $\tau_f$ is expected to be a function of $\rho_g$ and $\rho_{tot}$, whose relationship with $n_0^\pm$ is formulated by Eq. (20). Given a fixed slip plane spacing $s$, $\tau_f$ is plotted against $\rho_g/\rho_{tot}$ for various choices of $\rho_{tot}$ in Fig. 4. A key observation is that the value of $\tau_f$ drops significantly as $\rho_g$ turns slightly non-zero. The reason behind this drop can be better perceived by referring to the study by Zhu et al. (2016), where the role of dislocation piling-up in multi-slip hardening is formulated at the continuum level. In the scenario of single slip systems here, a non-vanishing $\rho_g$ implies that not all dislocations are locked in dipoles. Under an external load, those excessive dislocations are driven towards their locked
neighbours. This piling-up process potentially generates a strong back stress at the locked dislocations, which allows the break-up of a dipole lock under a relatively low external load. Therefore, for any given slip plane spacing $s$, it is always the configurations consisting of pure dislocation dipoles ($\rho_g = 0$) that deliver the strongest flow stress, and this phenomenon has also been mentioned in other works (e.g. Groma et al., 2010).

Fig. 4 indicates that $\tau_f$ depends discretely on the dislocation density. Thus expressing $\tau_f$ as a continuous function of mean-field variables becomes extremely difficult. If a compromise has to be made, it is more sensible to let the resulting flow stress formula to accurately capture the strongest $\tau_f$ for any $s$. Hence we take the following two steps to derive a continuum flow stress formula. We first search for an accurate description of $\tau_f$ when $\rho_g = 0$. Then we approximate the expression of $\tau_f$ for other cases by smoothly connecting the two extreme cases where flow stress are known: $\rho_g = 0$ and $\rho_d = 0$.
3.3.2. Effective flow stress in a GND-free state

When all dislocations form dipoles, the (locally periodic) subcell contains only a pair of dislocations, i.e. \( n_0^+ = n_0^- = 1 \). Then the flow stress formula (35) is simplified to be

\[
\tau|_{\rho_g = 0} = \frac{1}{2} \max_{x^+, x^-} |\tau_{\text{per}}(x^+ - x^-, s)|.
\]

For the ease of further analysis, we introduce a non-dimensional function \( G \) of two entries, such that

\[
\tau_{\text{per}}(x^+ - x^-, s) = \frac{\mu b}{4(1 - \nu) \lambda} \cdot G \left( \frac{x^+ - x^-}{\lambda}, \frac{s}{\lambda} \right),
\]

where \( \lambda \) is recalled to be the subcell size and according to Eq. (20) it is given by

\[
\lambda = \frac{2}{\rho_{\text{tot}}}. \tag{38}
\]

A comparison between Eq. (22) and (37) implies

\[
G(w_1, w_2) = \frac{\sin (2\pi w_1)}{\cosh (2\pi w_2) - \cos (2\pi w_1)} - \frac{2\pi w_2 \sin (2\pi w_1) \sinh (2\pi w_2)}{(\cosh (2\pi w_2) - \cos (2\pi w_1))^2}. \tag{39}
\]

Incorporating Eqs. (37) and (38) into (36) gives

\[
\tau|_{\rho_g = 0} = \frac{\mu b \rho_{\text{tot}}}{4(1 - \nu)} \cdot \max_{x^+, x^-} \left| G \left( \frac{\rho_{\text{tot}}(x^+ - x^-)}{2}, \frac{\rho_{\text{tot}} s}{2} \right) \right| = \frac{\mu b \rho_{\text{tot}}}{4(1 - \nu)} \cdot \max_z \left| G \left( z, \frac{\rho_{\text{tot}} s}{2} \right) \right|, \tag{40}
\]

where the last identity is obtained by treating \( \rho_{\text{tot}}(x^+ - x^-)/2 \) as a single free variable for optimisation. Eq. (40) indicates that \( \tau_{\text{f}} \) can be expressed as the product of two quantities:

\[
\tau|_{\rho_g = 0} = \frac{\mu b}{(1 - \nu)s} \cdot f(\rho_{\text{tot}} s), \tag{41}
\]

where the non-dimensional function \( f \) is given by

\[
f(\rho_{\text{tot}} s) = \frac{\rho_{\text{tot}} s}{4} \cdot \max_z \left| G \left( z, \frac{\rho_{\text{tot}} s}{2} \right) \right|. \tag{42}
\]

Eq. (41) implies that i) \( \tau_{\text{f}} \) scales with the slip plane density \( 1/s \); ii) the dependence of \( \tau_{\text{f}} \) on the in-plane dislocation density is mediated by a non-dimensional quantity \( \rho_{\text{tot}} s \), which is actually the ratio of the total in-plane dislocation density to the slip plane density.

The complicated form of \( G(\cdot, \cdot) \) (given by Eq. (39)) makes it still too difficult to analytically determine \( f(\rho_{\text{tot}} s) \). Instead we fit for the expression of \( f(\rho_{\text{tot}} s) \) against data obtained by numerically solving Eq. (42).
Asymptotic behaviour of $f(\rho_{\text{tot}}s)$ is investigated first. When $\rho_{\text{tot}} \to 0$, the subcell size $2/\rho_{\text{tot}}$ tends to infinity, which means all dislocation dipoles are well separated. In this case, the flow stress is actually the maximum binding stress a positive dislocation at the origin can exert on the slip plane given by $y = s$, and it can be calculated that $\tau_l = \mu b / (8\pi(1 - \nu)s)$. A comparison with Eq. (41) suggests that

$$\lim_{\rho_{\text{tot}} \to 0} f(\rho_{\text{tot}}s) = \frac{1}{8\pi}. \quad (43)$$

On the other hand, when $\rho_{\text{tot}} \to \infty$, $G(z, \rho_{\text{tot}}s/2)$ in Eq. (42) decays like (power of) hyperbolic functions. Hence the target function of $f(\rho_{\text{tot}}s)$ should contain terms carrying this feature. It turns out that $f(\rho_{\text{tot}}s)$ can be approximated by

$$f(\rho_{\text{tot}}s) = \frac{(a_0 + a_1(\rho_{\text{tot}}s)^2)(1 + a_2 \sinh(a_3\rho_{\text{tot}}s))}{\cosh^2(a_3\rho_{\text{tot}}s)}. \quad (44)$$

With reference to Eq. (43), $a_0 = 1/(8\pi)$. The other parameters $a_1 = 0.1447$, $a_2 = -0.0892$ and $a_3 = 1.2252$ are determined by fitting against numerical data. Incorporating Eq. (44) into (41) gives an approximating formula of the effective flow stress corresponding to the configurations consisting of dislocation dipoles:

$$\tau_l|_{\rho_{\text{tot}}=0} = \frac{\mu b}{(1 - \nu)s} \cdot \frac{(1/(8\pi) + a_1(\rho_{\text{tot}}s)^2)(1 + a_2 \sinh(a_3\rho_{\text{tot}}s))}{\cosh^2(a_3\rho_{\text{tot}}s)}. \quad (45)$$

Eq. (45) is compared with the numerical data in Fig. 5 and good agreement is observed for $\rho_{\text{tot}}s < 2$. In this paper, $\tau_l|_{\rho_{\text{tot}}=0}$ is given by Eq. (45) before it turns negative and $\tau_l|_{\rho_{\text{tot}}=0}$ is zero otherwise. For a more accurate description of $\tau_l|_{\rho_{\text{tot}}=0}$ when $\rho_{\text{tot}}s > 2$, one way is to employ another target function (for $\rho_{\text{tot}}s > 2$).

It is observed from Fig. 5 that, given any slip plane spacing, there exists a saturation density value, at which $\tau_l$ is maximised. This is different from the widely used Taylor-type flow stress formulae ($\tau_l \propto \mu b \sqrt{\rho_{\text{tot}}}$), under which an SLDS can get infinitely strengthened by keeping absorbing dislocations from nearby.

The non-monotonicity of $\tau_l|_{\rho_{\text{tot}}=0}$ with $\rho_{\text{tot}}$ can be attributed to the sign switch in the shear stress field due to a single dislocation. For a row of positive dislocations, their capability of capturing a negative dislocation on the slip plane $y = s$ (which is effectively the flow
Figure 5: Flow stress $\tau|_{\rho_g=0}$ corresponding to the configurations consisting of pure dislocation dipoles against $\rho_{tot} s$ is generated with reference to Eq. (45). The discrete dots are obtained by numerically solving Eq. (42). The curve also corresponds to $f(\rho_{tot} s)$ given by Eq. (44).

stress), depends on the strongest shear stress (in absolute terms) they can exert on $y = s$. Suppose there are two positive dislocations as shown in Fig. 6: one is located at the origin

Figure 6: The total shear stress field on $y = s$ due to two positive dislocations located on $y = 0$. The shear stress fields due to individual dislocations are denoted by the blue dashed curves and the red dashed-dotted curves. (a) When the two dislocations are far apart, the total binding stress (the green curve) get strengthened (compared to that of a single dislocation). (b) When the two dislocations are close to each other, the binding stress gets weakened.

and it exerts a shear stress field on $y = s$ denoted by the blue dashed curves; the other is
located at \((x_0, 0)\) with its shear stress on \(y = s\) denoted by the red dashed-dotted curves. When the two dislocations are far apart (Fig. 6(a)), the total binding stress (given by the green curve) get strengthened (compared to that of a single dislocation), because some of the negative-stress regions of the two individual dislocations overlap. When the two dislocations are close to each other (Fig. 6(b)), the negative region of one positive dislocation overlaps with the positive region of the other, resulting in a weakened binding stress. Therefore, the strongest binding stress by two positive dislocations should be roughly attained when the two (negative) peaks (denoted by the blue dot and the red diamond in Fig. 6(a)) coincide with each other. In this case, the spacing between positive dislocations is calculated to be \(2\sqrt{2}s\).

3.3.3. Non-vanishing GND density

Then we look for a general expression of \(\tau_t\). We assume that the effective flow stress takes the following form:

\[
\tau_t = p(\rho_g, \rho_{\text{tot}}) \cdot \tau_t|_{\rho_g=0},
\]

where \(\tau_t|_{\rho_g=0}\) is given by Eq. (45). A natural condition for the function \(p\) is that \(p = 1\) when \(\rho_g = 0\). On the other hand, if all dislocations are GNDs, i.e. \(|\rho_g| = \rho_{\text{tot}}\), the effective flow stress vanishes, and this delivers the condition on the other end: \(p = 0\) as \(|\rho_g|/\rho_{\text{tot}} = 1\). By letting \(p = (1 - |\rho_g|/\rho_{\text{tot}})^2\) which satisfies the above conditions, we obtain an approximating formula of the effective flow stress:

\[
\tau_t = \frac{\mu b}{s(1 - \nu)} \left(1 - \left|\frac{\rho_g}{\rho_{\text{tot}}}\right|\right)^2 \cdot \frac{(a_0 + a_1(\rho_g s)^2)(1 + a_2 \sinh(a_3 \rho_g s))}{\cosh^2(a_3 \rho_g s)},
\]

where \(a_0 = 1/(8\pi), a_1 = 0.1447, a_2 = -0.0892\) and \(a_3 = 1.2252\).

Note that there are infinitely many choices for the function \(p\). In fact, as long as \(p\) is assumed continuous with its entries, it is almost impossible to use a formula taking the form of Eq. (46) to capture all the information about local discreteness revealed by the DDD simulation results in § 3.3.1. However, formula (47) carries two basic features of \(\tau_t\) that is consistent with underlying discrete dynamics. First, it accurately predicts the flow stress corresponding to configurations consisting of dislocation dipoles, which deliver the
strongest flow stress for any given slip plane spacing. Second, it automatically vanishes when all dislocations are GNDs, thus delivers a smooth transition from a non-GND state to a non-dipole state in $\tau_f$.

3.4. Decoupling velocity of dislocations of opposite sign

Now we consider formulating the decoupling velocity between dislocations of opposite sign $v_{dc}$ which should meet two conditions. First, $v_{dc} = 0$ when the magnitude of the mean-field stress $|\tau_m| \leq \tau_f$. Second, when $|\tau_m| \gg \tau_f$, the binding force between dislocations of opposite sign becomes negligible, which delivers $v_{dc} \approx m_g b \tau_m$. Hence we can assume $v_{dc}$ takes the following form:

$$v_{dc} = m_g b \tau_m \cdot \left(1 - \frac{\tau_f}{\tau_m} \right)^\alpha$$  \hspace{1cm} (48)

for $|\tau_m| > \tau_f$ and is zero otherwise. In principle, the parameter $\alpha$ should be determined through comparison with DDD simulation results. Here for simplicity we choose $\alpha = 1$.

3.5. Higher-order stress correction

One assumption underlying the derived continuum model is that the dislocation density should be slowly varying on some small length scales compared to the specimen size, such that the discrete stress can be well approximated by a mean-field stress and a locally periodic discrete stress. However, when the dislocation density varies sharply in space, this assumption may not well resemble the practical situation as the higher-order stress correction in the above-mentioned stress decomposition becomes non-negligible. For the case of a row of dislocation dipoles, Chapman et al. (2016) show that this correction stress, which tends to homogenise the distribution of dislocation dipoles, takes the order of magnitude $\mu b/L$ where $L$ is the specimen size. It is a high-order term when compared to the flow stress which $\sim \mu b/h$ with $h$ recalled to be the average inter-dislocation distance. A natural way to include this stress correction here is to introduce a high-order derivative of $\rho_d$ to the equation for the total density $\rho_{tot}$:

$$\frac{\partial \rho_{tot}}{\partial t} + \frac{\partial \rho_{tot} v_m}{\partial x} = D_0 \cdot \frac{\partial^2 \rho_d}{\partial x^2}$$  \hspace{1cm} (49)
with the coefficient $D_0$ given by

$$D_0 = \frac{c_0 m_g \mu b^2}{1 - \nu}, \tag{50}$$

where $c_0$ is a non-dimensional parameter. For the case of a row of dislocation dipoles, $c_0$ is found non-linearly dependent on a number of factors, such as the non-dimensional quantity $\rho_{\text{tot}}$ (for details see Eq. (5.16) in Chapman et al. (2016)), and its value roughly takes the order of magnitude 0.1. In the more general scenario as in this article, $c_0$ is chosen to be 0.4, under which the continuum models show good agreement with the underlying DDD. The reason that we use the high-order derivative of the dipole density $\rho_d$ instead of $\rho_{\text{tot}}$ is for consistency with existing continuum models of GNDs, which will be discussed in detail in §4.2. Note that although $D_0$ only depends on materials constants, another internal length scale is introduced by the high-order term in Eq. (49).

4. Governing equations at the continuum level

4.1. Equation list

To summarise, the continuum model of the dynamics of straight dislocations on two parallel slip planes constitutes

- an evolution equation for the GND density:

$$\frac{\partial \rho_g}{\partial t} + \frac{\partial \rho_g v_m}{\partial x} + \frac{\partial v_{\text{dc}}}{\partial x} \left( \rho_{\text{tot}} v_{\text{dc}} \left( 1 - \frac{(\rho_g)^2}{(\rho_{\text{tot}})^2} \right) \right) = 0; \tag{51}$$

- an evolution equation for the total density:

$$\frac{\partial \rho_{\text{tot}}}{\partial t} + \frac{\partial \rho_{\text{tot}} v_m}{\partial x} = \frac{c_0 m_g \mu b^2}{1 - \nu} \cdot \frac{\partial^2 \rho_d}{\partial x^2}; \tag{52}$$

- a law of dislocation migration velocity:

$$v_m = m_g b \tau_m \cdot \frac{\rho_g}{\rho_{\text{tot}}}; \tag{53}$$

- a law of decoupling velocity of dislocation pairs:

$$v_{\text{dc}} = \begin{cases} m_g b (\tau_m - \tau_l \cdot \text{sign}(\tau_m)), & |\tau_m| > \tau_l; \\ 0, & |\tau_m| \leq \tau_l. \end{cases} \tag{54}$$

where the effective flow stress $\tau_l$ is given by Eq. (47).
Here we also list the equations for $\rho^{\pm}$ which are equivalent to Eqs. (51) and (52):

$$\frac{\partial \rho^+}{\partial t} + \frac{\partial \rho^+ v^+}{\partial x} = \frac{c_0 m_g \mu b^2}{2(1-\nu)} \cdot \frac{\partial^2 \rho_d}{\partial x^2}$$

(55a)

and

$$\frac{\partial \rho^-}{\partial t} + \frac{\partial \rho^- v^-}{\partial x} = \frac{c_0 m_g \mu b^2}{2(1-\nu)} \cdot \frac{\partial^2 \rho_d}{\partial x^2},$$

(55b)

where $v^+$ and $v^-$ are determined by Eqns. (16a) and (16b), respectively. The numerical results to be presented in the next section are obtained based on Eqs. (55a) and (55b).

4.2. Consistency with the well-formulated cases

Here we consider two cases that have been properly formulated in literature, and we will show that they are simply two special cases of the derived continuum model. The first case is when all dislocations are GNDs, e.g. $\rho^+ = \rho^t = \rho^g$. The dynamics is known formulated by (Head, 1972)

$$\frac{\partial \rho^+}{\partial t} + m_g b \cdot \frac{\partial \rho^+ \tau_m}{\partial x} = 0. $$

(56)

Under the same circumstance, Eq. (53) becomes $v_m = m_g b \tau_m$, and the equation for $\rho^g$ by Eq. (51) is found taking the same form as Eq. (56). On the other hand, the high-order derivative in Eq. (52) vanishes as $\rho_d = 0$, and the equation for $\rho_{tot}$ also takes the form as Eq. (56).

The other special case considered is when $|\tau_m| \gg \tau_f$. The short-range dislocation interactions can be neglected, and all dislocations stay in a “plasma state”. The governing equations become (Groma, 1997)

$$\frac{\partial \rho^{\pm}}{\partial t} + \frac{\partial \rho^{\pm} v^{\pm}}{\partial x} = 0, $$

(57)

where $v^+ = -v^- = m_g b \tau_m$. In this scenario, Eq. (54) becomes $v_{dc} \approx m_g b \tau_m$, meaning the decoupling velocity of dislocation dipoles does not depend on the effective flow stress. Then referring to Eqs. (16a) and (16b), we obtain $v^+ = -v^- = m_g b \tau_m$. Note that as $|\tau_m| \gg \tau_f$, the higher-order stress correction formulated by the right hand side of Eq. (52) is also negligible.
5. Instability in homogeneous distributions of dislocation dipoles

5.1. Short-time instability

The short-time instability of the derived continuum model is studied first. The regime where small perturbations to homogeneous density distributions of dislocations grow is identified with reference to simulation results based on the continuum model. Here we are interested in the instability conditions when all dislocations form dipoles. For obtaining the simulation results shown later, Eqs. (55a) and (55b) are numerically evolved. The long-range elastic interactions between dislocations which are formulated by the integral term in Eq. (25), are computed by using the fast Fourier transform (FFT). The Fourier coefficient of \( \exp(2i\pi kx/L) \) is given by

\[
-\frac{i\pi}{\text{sign}(k)} F[\rho_g](k),
\]

where \( F[\rho_g](k) \) denotes the Fourier transform of \( \rho_g \) in \([-L/2, L/2] \):

\[
F[\rho_g](k) = \frac{1}{L} \int_{-L/2}^{L/2} e^{-2i\pi kx/L} \rho_g(x) \, dx.
\]

The first set of numerical examples are directed to show that instability only emerges when the flow stress increases with local dislocation density. In a simulation box of length \( L \), we put in \( N \) pairs of dislocations. This corresponds to a uniform density \( \rho^{\pm} = N/L \), and we perturb it to obtain the initial conditions for our simulations:

\[
\rho^{\pm} = \left(1 - \epsilon \sin \left(\frac{2\pi x}{L}\right)\right) \cdot \frac{N}{L},
\]

(58)

where the initial amplitude \( \epsilon \) is chosen to be \( \pi/20 \) for the simulation results presented later.

In the first numerical example, \( s = 100b, N = 100 \) and \( L = 5 \times 10^4b \). With periodic boundary conditions, we generate Fig. 7(a) which suggests the growth of instability. DDD simulations under same conditions deliver similar outcomes as shown in Fig. 7(b). Note that dislocation densities in DDD simulations are approximated by

\[
\rho^{\pm} \left(\frac{x_i^\pm + x_{i+1}^\pm}{2}\right) \approx 1/(x_i^\pm - x_{i-1}^\pm).
\]

To rationalise this linear instability, we refer to the expression of \( \tau_l \) in Eq. (15), which reads \( \tau_l \propto \mu b/s \cdot f(\rho_{tot}s) \) with \( f(\cdot) \) given by Eq. (44). In the first numerical example, the non-dimensional quantity \( \rho_{tot}s \approx 0.4 \) falls in the interval where \( f(\cdot) \) is an increasing function. (Recall that \( f(x) \) peaks as \( x = 1/\sqrt{2} \) c.f. Fig. 3.) This means SLDSs of higher density are stronger. Under an external stress slightly above the flow stress corresponding to \( \rho_{tot}s = 0.4 \), more dislocation dipoles in the low-density region (centered at \( x = 0.25L \)) get dissociated.
Figure 7: Instability in homogeneous density to small perturbations: both simulations start from Eq. (58) (given by the solid curves for dislocations of both sign) which is obtained by slightly perturbing a uniform distribution of dislocation dipoles $N/L$. Here the computational domain size $L = 5 \times 10^4 b$, the slip plane spacing $s = 100b$, the total number of dislocation pairs $N = 100$ and the external shear stress $\tau_e = 0.24\mu bN/((1-\nu)L)$. The small perturbations in dislocation densities of opposite sign grow in time as suggested by both the continuum and DDD simulations. The density distributions of dislocation of opposite sign (given by the dash-dotted and dashed curves) are taken at $t = 5(1-\nu)L^2/(mgb^2N)$.

into GNDs than those in the high-density region (centered at $x = -0.25L$). Under $\tau_e > 0$, the generated positive GNDs (in the white region in Fig. 8(a)) travel to the right, while the negative GNDs (in the shaded region in Fig. 8(a)) flow to the left. GNDs of opposite sign re-combine to form dipoles in the high-density region. As a result, dislocation density in the originally high-density region increases further, which induces an even larger flow stress value. This is the reason of the linear instability observed in the first numerical example.

In contrast, if we fix $s = 200b$ and $N = 100$ but shrink $L$ to $2 \times 10^4 b$, $\rho_{tot}s = 1$ which falls into the interval where $f(\cdot)$ is a decreasing function (c.f. Fig. 5). From Eq. (58), the flow stress (corresponding to $\rho_{tot}s = 1$) is computed to be $\tau_f = 0.09\mu bN/((1-\nu)L)$. Under $\tau_e = \tau_f$, the small perturbation given by Eq. (58) is found decaying as shown in Fig. 9(a), which agrees with the DDD simulation results shown in Fig. 9(b). In this case, dislocation dipoles in the high-density region (centered at $x = -0.25L$) get dissociated into GNDs, which recombine to form dipoles in the low-density region (centered at $x = 0.25L$), as shown in Fig. 9(b).
Figure 8: When the external shear stress $\tau_e$ is slightly higher than the flow stress associated with the dipole structures before being perturbed, dislocation dipoles with weaker flow stress are more likely to be dissociated to GNDs. In response to $\tau_e$, the generated GNDs of opposite sign flow along different directions to regions with higher flow stress and form dipoles there. (a) When $\rho_{\text{tot}}s < 1/\sqrt{2}$, the weaker flow stress is taken in the lower-density region centered at $x = 0.25L$, and the density inhomogeneities grow as a result; (b) when $\rho_{\text{tot}}s > 1/\sqrt{2}$, the weaker flow stress is taken in the higher-density region centered at $x = -0.25L$, and the system evolves to a homogeneous state.

Figure 9: Starting with Eq. (58), the small perturbation in dislocation densities decays when $\rho_{\text{tot}}s > 1/\sqrt{2}$. Here $L = 2 \times 10^4b$, $s = 100b$, $N = 100$ and $\tau_e = 0.09μbN/((1 - ν)L)$. Both continuum and DDD simulations stop at $t = 5(1 - ν)L^2/(m_0b^2N)$.

The numerical results above suggest that, under an external stress slightly above the flow stress corresponding to the unperturbed dislocation configurations, inhomogeneities in dislocation densities only grow within a certain range which is given by $\rho_{\text{tot}}s < 1/\sqrt{2}$. 
For the second set of numerical examples, we keep all simulation conditions the same as obtaining Fig. 7 \((L = 5 \times 10^4b, s = 100b, N = 100)\), except that \(\tau_e = 0.3\mu bN/((1-\nu)L)\) which is considerably larger than the flow stress of the unperturbed structures \(\tau_f \approx 0.24\mu bN/((1-\nu)L)\). Fig. 10(a) shows that the initial perturbation decays in this case, which agrees with the DDD simulation results presented in Fig. 10(b). A rationalisation of this regime of

\[
\tau_e = 0.3\mu bN/((1-\nu)L), \\
\tau_f \approx 0.24\mu bN/((1-\nu)L).
\]

stability is that when the difference \(|\tau_e| - \tau_f|\) becomes more apparent, the dislocation dynamics behaves more like the case where dislocations of opposite sign transport independently. The corresponding evolution equations are given by Eq. (57), which are stable to small perturbations. The finding indicates that dislocation dipoles can hardly sustain at shear stress that is considerably higher than their induced flow stress.

Based on the above numerical results, the stability conditions of the continuum model can be summarised schematically in a phase diagram shown in Fig. 11. When \(|\tau_e|\) falls below \(\tau_f\) which is given by the dashed curve in Fig. 11, any small perturbations stay static because both \(v_m\) and \(v_{dc}\) vanish. When \(|\tau_e|\) slightly exceeds \(\tau_f\), density heterogeneities only grow for \(\rho_{tot}s < 1/\sqrt{2}\) (the dark region in Fig. 11). However, such instability disappears as the difference between \(|\tau_e|\) and \(\tau_f\) becomes apparent.
5.2. Long-time behaviour of the continuum model

Now we will show that the derived continuum model is also able to properly capture the long-time behaviour of the underlying discrete dislocation systems. We adopt the same set-up as used for generating Fig. 7 ($\tau_e = 0.24\mu bN/((1 - \nu)L), \ N = 100, \ s = 100b$ and $L = 5 \times 10^4b$), and let the evolution time increase 30 times to $150(1 - \nu)L^2/(m_g\mu b^2N)$. The long-time behaviour by DDD is shown in Fig. 12(b), which indicates the heterogeneities in dislocation density cease to grow at some point. By taking several snap shots of the discrete system after $t = 100(1 - \nu)L^2/(m_g\mu b^2N)$, we find that the dislocation system reaches a cyclic equilibrium state as summarised in Fig. 13. Suppose each cycle starts with an almost GND-free state, then the weaker part ($x \in [0, L/2]$) becomes the source for GNDs (Fig. 13(a)). In response to the external stress, GNDs move towards the high-density region from both sides (Fig. 13(b)-(d)). When the spiky-looking GND densities are about to join at the peak (Fig. 13(e)-(f)), they generate a relatively strong back stress at the peak, which helps break up the dislocation dipoles in the high-density region. As a result, the
Figure 12: Long time behaviour of the dislocation system: the density inhomogeneities stop growing at some point. The times shown in the figures are of unit $(1 - \nu)L^2/(m_\theta \mu b N)$, $\tau_c = 0.24\mu b N/((1 - \nu)L)$, $N = 100$, $s = 100b$ and $L = 5 \times 10^4b$.

Figure 13: DDD simulations suggest that the dislocation system eventually reaches a cyclic equilibrium state.
Fig. 12(a) indicates that the density heterogeneities cease to grow after reaching a statically equilibrium state. The peak value is slightly higher than that in DDD results. Note that since the continuum model captures the average effect of the DDD model, the relatively strong back stress at the peak induced by spiky-looking GND densities in DDD simulations is accommodated by the high-order term in the continuum model.

6. A general strategy for upscaling dislocation dynamics involving SLDSs

In this section, we analyse the findings in the present work and in other relevant works (Chapman et al., 2016; Zhu et al., 2016), so as to summarise a general strategy for upscaling the dynamics of dislocation systems involving SLDSs, as outlined in the end of this section.

First, in order to properly formulate the multi-scale interaction of dislocations, we treat a given dislocation system as a dislocation continua, at each spatial point of which a subcell is attached (see Fig. 3). Within the subcell, the positions of discrete dislocations are resolved. The size of the subcell is small when viewed at the continuum level, because the formation of SLDSs is mainly induced by the short-range dislocation correlations. With the introduction of such subcells, the stress field calculated in DDD models can be asymptotically reproduced by the sum of a mean-field stress and a locally discrete stress which is periodic over the subcell. How to choose such a subcell is elucidated in § 3.1 and periodic boundary conditions are imposed to the subcell, such that the matching between the locally discrete stress and the mean-field stress is conducted in a more seamless manner. Note that the stress decomposition in this way has been justified both analytically and numerically in the case of a row of dislocation dipoles (Chapman et al., 2016). The mean-field stress which is considered as a constant inside the subcell, only depends on the distribution of GNDs and loading conditions, and it can be computed, for example, based on some finite element schemes (e.g. Roy and Acharya, 2005; Zhu and Xiang, 2013).

Second, although new variables resolving the positions of discrete dislocations are introduced by the above-mentioned stress decomposition, the dislocation dynamics can still be described by the evolution equations for dislocation densities. This is due to the fact that the subcell is small viewed at a continuum level. Driven by the (singularly) strong short-range
dislocation interactions, the self-adjustment of dislocations within a (very small) subcell should take place much more quickly than the evolution of dislocation densities. Hence the evolution of the SLDSs can be treated as a quasi-steady process on the time scale over which dislocation densities evolve normally. For example in this article, in order to determine the decoupling velocity of dislocation pairs $v_{\text{dc}}$ which is defined by Eq. (15), the positions of the discrete dislocations inside the subcell should be tracked. However, since the DDD inside the (periodic) subcell quickly evolves to a (cyclicly) steady state (see Fig. 2), $v_{\text{dc}}$ can be determined as the (temporal and spatial) average of the velocities of discrete dislocations, which are in cyclicly steady states. The velocity field $v_{\text{dc}}$ is a function of only mean-field quantities, such as the dislocation densities and the local mean-field stress. The influence of the SLDSs is thus formulated as frictional stresses at the continuum level (e.g. see Eq. (48)). Here one key finding which dramatically simplifies the average process is that, the intra-subcell dislocation interaction is formulated of a Newton’s third law type (ref. Eq. (23)). As a result, the average dislocation velocity of one species is independent of the intra-species interactions of dislocations inside the subcell (ref. Eq. (27)). This is also why the average velocity of all dislocations inside a subcell $v_{\text{m}}$ is independent of the short-range dislocation interactions. One can expect that in the case where there are more parallel slip planes, the corresponding $v_{\text{m}}$ should also only depend on mean-field quantities. In fact, this average-and-cancel technique has also been used for studying the SLDSs formed in multi-slip systems (Zhu et al., 2016). Note that in this article, a linear relation between $v_{\text{dc}}$ and $\tau_{\text{m}}$ is assumed for simplicity.

Third, one way to express the flow stress of an SLDS is to study the bifurcation appearing in the long-time behaviour of the DDD inside the subcell. For example as shown in Fig. 2, the dislocations of opposite sign inside a subcell either drift together at a constant speed or get decoupled intermittently after initial self-adjustment. When the dislocations are mutually-locked and drift together, the velocity of each dislocation inside the subcell should equal the migration velocity of dislocation ensembles, i.e. $V_i^+ = V_i^- = v_{\text{m}}$ in Eqs. (24) and (26). Mathematically, Eqs. (24) and (26) (with $V_i^\pm = v_{\text{m}}$) can be considered as an algebraic equation system for the positions of discrete dislocations $\{x_i^\pm\}_{i=1}^{N\pm}$ (inside the subcell).
The flow stress is thus the maximum mean-field stress under which the solutions (given by \( \{ x_i^{\pm} \}_{i=1}^{N} \)) to Eqs. (24) and (26) (with \( V_i^{\pm} = \nu m \)) still exist. Analysing the solvability conditions of the algebraic equation system gives rise to Eq. (35), which defines the flow stress \( \tau_f \) in this article. Note that the determination of \( \tau_f \) in Eq. (35) is associated with an optimisation process over all \( \{ x_i^{\pm} \}_{i=1}^{N} \). Hence the flow stress is only dependent on mean-field quantities. This principle by relating the flow stress to the solvability conditions of DDD equations, has also been implemented to derive the flow stress formulae of SLDSs in multi-slip systems (Zhu et al., 2016).

Based on the discussion above, a general strategy for incorporating SLDSs into continuum frameworks of dislocations is summarised in the following three principles:

i. A given dislocation system can be considered as a dislocation continuum, at each spatial point of which a subcell is embedded, and the stress calculated in DDD models can be asymptotically decomposed to a sum of a mean-field stress and a locally periodic discrete stress.

ii. The dislocation dynamics can be formulated by a set of evolution equations for dislocation densities, while the influence of SLDSs is taken into account quasi-steadily as frictional stresses.

iii. The flow stress associated with an SLDS can be determined by checking the solvability conditions of the locally DDD equations, which correspond to the case where all dislocations inside the subcell are locked together.

Under the above-mentioned principles, an effective linkage between the materials macroscopic properties such as the yield stress and the underlying SLDSs can be established, where the mean-field stress field acts as the media.

7. Summary

To summarise, a continuum model is derived to describe the collective behaviour of arbitrary combinations of straight edge dislocations on two parallel slip planes. In order to facilitate the discrete-to-continuum transition, two continuum velocity fields are introduced:
the average dislocation migration velocity $v_m$ and the decoupling velocity of dislocation pairs $v_{dc}$. By analysing the underlying discrete dynamics, $v_m$ is found independent of the short-range elastic interactions of dislocations, while $v_{dc}$ bifurcates controlled by a critical stress $\tau_f$ which is termed as the effective flow stress here. Compared to the widely used Taylor-type flow stress formulae, the expression of $\tau_f$ derived in this article takes into account the anisotropic behaviour of dislocations, and automatically admits a minimum average inter-dislocation distance within the slip planes. Two well formulated cases are found special cases of the derived model. With the continuum model, a regime under which the density heterogeneities of dislocations grow is identified, and the result is validated through a comparison with DDD simulations. The derived continuum model is also shown capable of effectively capturing the long-time behaviour of the underlying discrete systems.

The presented work represents a first and also reasonably successful attempt of implementing the general strategy outlined in §6 to the continuum formulation of the dynamical processes involving the formation, migration and dissociation of SLDSs. For systematically building plasticity theory of dislocation continua, more complicated situations where dislocations are curved and there are multiple slip planes must be properly formulated, which will be explored in the future work.
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\[ \tau_{\text{crit}} \cdot (1-\nu)/(\mu b \rho_s) \]

- For \( \rho_s = 0.15 \approx \rho_s = 0.15 
- For \( \rho_s = 0.25 \approx \rho_s = 0.25 
- For \( \rho_s = 0.35 \approx \rho_s = 0.35 

Diagram showing the relationship between \( \rho_g/\rho_t \) and \( \tau_{\text{crit}} \cdot (1-\nu)/(\mu b \rho_s) \) with different values of \( \rho_s \).
\[ (1-v) \frac{\tau_{\text{tric}}}{\mu} = f(\rho^\alpha x, \rho^\alpha b) \]

- \( \rho^\alpha b = 5 \times 10^{-4} \)
- \( \rho^\alpha b = 10^{-3} \)
- \( \rho^\alpha b = 2 \times 10^{-3} \)