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ABSTRACT

AI-generated synthetic data allows to distill the general patterns of existing data, that can then be shared safely as granular-level representative, yet novel data samples within the original semantics. In this work we explore approaches of incorporating domain expertise into the data synthesis, to have the statistical properties as well as pre-existing domain knowledge of rules be represented. The resulting synthetic data generator, that can be probed for any number of new samples, can then serve as a common source of intelligence, as a lingua franca of learning, consumable by humans and machines alike. We demonstrate the concept for a publicly available data set, and evaluate its benefits via descriptive analysis as well as a downstream ML model.
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1 MOTIVATION

AI has progressed over the past decades from symbolic AI towards a far more capable subsymbolic AI. Whereas the former feeds upon existing domain knowledge on rules and associations, the latter is taught to learn these “on its own” from existing data. The increase in data, in compute and in model capacity have led to significant breakthroughs, and already allow to exceed human performance on a wide variety of tasks. Analogously, synthetic data has drastically advanced over the past couple of years. While rule-based fake data generators can create an arbitrary number of records, these will only represent the limited knowledge of an expert, that encodes the underlying rules. On the other hand, generative deep neural networks allow to simulate statistically representative, highly realistic, yet truly novel records in a fully automated fashion[1, 5, 7]. This new breed of AI-powered synthetic data generators is built to distill the insights of existing data, to detect rules and associations that generalize beyond the individual record, to then encode the retained information in the form of new data samples. And with the synthetic data being represented with the same semantics as the original data, this intelligence can be consumed, processed and learned from by people of all backgrounds (policy makers, business managers, data scientists, end users, advocacy groups, etc.). E.g., a fictional record that represents the case of a 38-year old single mother with 3 children, who earns a minimum salary while she pays back an outstanding housing loan of $120k, can easily be reasoned upon with and without an education in statistics. Thus, synthetic data can serve as a lingua franca, as a common language, of learning, for humans as well as for machines alike, as it allows to share the patterns and the diversity of a population via an unlimited number of representative samples, all without infringing anyone’s privacy.

A key emerging trend in AI is the marriage of symbolic and subsymbolic AI into a hybrid neurosymbolic AI, that makes best use of both approaches, by learning from existing data as well as from existing domain expertise. It is motivated by the need to become more data efficient, and to generalize well into sparse areas of the data space. In particular, for rare yet high impact cases, like fraud, defects or accidents, practitioners seek to gain more confidence in spotting and understanding these. In a similar vein, we demonstrate with this paper the concept of rule-adhering synthetic data. AI-generated synthetic data that can both learn from data as well as from rules, and can thus provide insights and confidence with respect to otherwise sparsely populated data regions.

2 CONCEPT

Domain expertise can take various forms, ranging from exact relations (a + b = c), to constraints (deathYear >= birthYear), to priors (x \sim \mathcal{N}(0,1)), and so forth. In this work we focus on hard constraints for categorical attributes, where a domain expert knows that certain combinations of attribute values are impossible to occur. Given sufficient amount of training data, a machine learning model is expected to pick up the non-occurrence of such combinations, and thus assign already a low probability to it. However, without any additional information, neither a human nor the learning algorithm can conclude whether a given combination is indeed impossible, or just so rare, that it hasn’t yet been observed in the training data.

In order to incorporate the knowledge on impossible combinations into synthetic data, we pursue two approaches:

1. Rules for training: add a rule-specific training loss component to penalize assigning any non-zero probability to invalid areas of the data space\(^1\).

2. Rules for sampling: set the probability of invalid areas of the data space to zero during the sampling phase\(^2\).

While the former impacts the learning of the generative model, the latter only applies to the sampling from an already trained model. On the other hand, while the former reduces the likelihood

---

\(^1\)See [8] or [9] for models, where additional loss components are being added to the training objective.

\(^2\)See [4] for an example, where probabilities of a generative model are being manipulated during sampling.
We explore both approaches, as well as a combination of these. We do so by extending the underlying model of a commercial solution provider for structured synthetic data. All generated data sets, as well as the corresponding analysis, are made available at https://github.com/mostly-ai/paper-rule-adherence.

3 DEMONSTRATION

To demonstrate the aforementioned approaches we will generate rule-adhering synthetic versions of the Census Income, also known as adult, data set, that is obtained from the UCI Machine Learning repository [2]. This is a widely studied, tabular data set, consisting of 48,842 records across a range of mixed-type variables. Figure 1 shows a selection of attributes for a random sample of records.

Exploring the data set reveals a handful of rules / constraints, that seem to be in place:

(1) If the education level is either Doctorate or Prof-school, then the person is at least 25 years old.
(2) If the relationship status is either Husband or Wife, then the marital status is always Married-civ-spouse. On the other hand, if the marital status is Married-civ-spouse, then the relationship status cannot be Unmarried.
(3) The attributes education and education-num exhibit a strict 1:1 relationship and thus represent identical information.
(4) If relationship is Wife, then the person is female, if it is Husband then the sex is male.

Let’s consider that rules (1), (2), (3) and (4) are all valid, and shall be respected within the generated synthetic data. Let’s further assume that we only have access to a small subset of 2,000 records. In order to share the knowledge of this data as well as the existing rules, we proceed with training a generative model on top of these samples, to then create 100,000 novel, rule-adhering synthetic records. For comparison, we do this once by incorporating rules into the learning phase, once into the sampling phase, and once by combining both of the approaches at the same time. In addition, we compare this to a synthetic data set, that is being generated without any explicit knowledge of these four rules.

Figures 2, 3, 4 and 5 display the resulting contingency tables across these experiments for each of the corresponding four rules. As one can see, the synthetic data, that doesn’t explicitly know about the rules already successfully picks up and retains the signal that these combinations (highlighted in red) are rare. The average share, measured across 10 independent repeats of the experiments, of invalid records for each of the four rules is (1) 0.1%, (2) 1.6%, (3) 0.07% and (4) 0.06%. Adding the additional loss components during training, then indeed further reduces the likelihood of such invalid records to occur to (1) 0.01%, (2) 0.8%, (3) 0.02% and (4) 0.003%. Alternatively, if we enforce the rules during sampling, by setting

---
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4 Actually, this “rule” is violated in 4 cases within the original data set. Hence, male wives and female husbands are seemingly possible, yet very very rare. Whether they then occur or not, then highly depends on the size of the actual sample that is being made available.
We can effectively yield perfectly rule-adhering synthetic data. Given the much larger amount of 100k synthetic records that is being generated, these rule-adhering data sets allow any downstream consumers to infer with much greater confidence that these rules are indeed valid, when compared to an analysis that is purely informed by the original data sample of 2,000 records.

Let’s also assess the impact of replacing original data with synthetic data on a downstream machine learning task. For that, we pursue a train-synthetic-test-real (TSTR) evaluation scheme [3], and measure model performance on the remaining 46,842 holdout records, that were not part of the 2,000 sampled records, and thus not used for the data synthesis. We then train a gradient boosting classifier\(^5\) to predict whether a person has a high income or not. The corresponding AUCs across 10 separate runs are reported in figure 6. As we can see, the 100,000 synthetic samples, that do not explicitly consider the rules, already yield a higher predictive performance than the original data set of 2,000 sample. Thus, for the given scenario, the generative model is a stronger learner, and can teach the downstream model by providing a large amount of diverse, yet representative synthetic samples. The incorporation of rules then does neither harm nor improve the results with respect to the learning task. We assume that this is due to the small share of invalid records in the first place, and secondly, that the predictive task at hand likely does not depend on the rule-related signals.

4 CONCLUSIONS

We have demonstrated the concept of rule-adhering synthetic data, and shown that it is possible to incorporate pre-existing knowledge on invalid combinations into the synthesis process. For the selected data set and the four presented rules, the rule adherence is significantly improved by adding rule-specific loss components to the training phase. Further, the rules can be perfectly satisfied by considering these during the sampling phase. The theoretically unlimited amount of rule-adhering synthetic data can then be used for any downstream data consumers, humans as well as algorithms alike, to learn the statistical information of the original data, as well as the rules by domain experts. We hope that these findings motivate further research and explorations of use cases for rule-adhering synthetic data, as it shows promise to serve as a lingua franca of learning.
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