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Abstract

The shuffle model is a powerful tool to amplify the privacy guarantees of the local model of differential privacy. In contrast to the fully decentralized manner of guaranteeing privacy in the local model, the shuffle model requires a central, trusted shuffler. To avoid this central shuffler, recent work of Liew et al. (2022) proposes shuffling locally randomized data in a decentralized manner, via random walks on the communication network constituted by the clients. The privacy amplification bound it thus provides depends on the topology of the underlying communication network, even for infinitely long random walks. It does not match the state-of-the-art privacy amplification bound for the shuffle model (Feldman et al., 2021).

In this work, we prove that the output of \(n\) clients’ data, each perturbed by a \(\varepsilon_0\)-local randomizer, and shuffled by random walks with a logarithmic number of steps, is \(O((1 - e^{-\varepsilon_0}) \sqrt{(e^{\varepsilon_0}/n) \ln (1/\delta)})\), \(O(\delta)\)-differentially private. Importantly, this bound is independent of the topology of the communication network, and asymptotically closes the gap between the privacy amplification bounds for the network shuffle model (Liew et al., 2022) and the shuffle model (Feldman et al., 2021). Our proof is based on a reduction to the shuffle model, and an analysis of the distribution of random walks of finite length. Building on this, we further show that if each client is sampled independently with probability \(p\), the privacy guarantee of the network shuffle model can be further improved to \(O((1 - e^{-\varepsilon_0}) \sqrt{p(e^{\varepsilon_0}/n) \ln (1/\delta)}), O(\delta)\). Importantly, the subsampling is also performed in a fully decentralized manner that does not require a trusted central entity; compared with related bounds in prior work, our bound is stronger.

1 Introduction

With the collection of data, expanding in scale and variety, tech companies develop new products and improve existing services. This, however, poses unprecedented privacy risk for sensitive personal information. With increasing public scrutiny and consciousness of privacy protection, governments enforcing stringent regulations [3], considerable and consistent research effort has designed private data collection and analysis protocols.

Differential privacy [4, 5] is emerging as the de-facto standard. A protocol is said to be differentially private if its output varies only a little with individual data changes, and therefore little can be inferred about specific personal information. On the other hand, the protocol can still work with aggregated population information, admitting analysis of overall statistics.

Such protocols inherently add noise components to the released data. Early studies focus on two models for releasing the noisy outputs, central [4] and local [6]. The central model assumes a trusted curator that collects the users’ raw data, performs the aggregation, and publishes the (noisy) result. In contrast, the local model is fully decentralized, and requires only a minimal trust assumption. Each
user manages their own data, and reports only a randomized version to the un-trusted curator. Since the users inject a reasonable amount of noise into their reports, the local model provides a stronger privacy guarantee, but much weaker data accuracy.

**Shuffle models** To mitigate the limitation of the local model, there has been a line of research on the shuffle model \cite{7, 10, 2}. As in the local model, the users report only a randomized version of their data. These data are sent to a secure intermediary, a *shuffler*, before being reported to the curator. The shuffler performs a random permutation over the data to de-link them from users. The additional anonymity of the shuffler amplifies the privacy guarantee of the protocol, allowing the users to inject less noise into their reports. There is ongoing research into obtaining a tight amplification bound for the shuffle model \cite{7, 10}, culminating in the work of Feldman et al. \cite{2}. They state that if the local algorithm \cite{1} (called a local randomizer) with which users randomize their data is \( \varepsilon_0 \)-differentially private (defined formally in Section \ref{sec:bound}), the protocol that outputs the shuffled reports is \( (1 - e^{-\varepsilon_0}) \sqrt{(e^{\varepsilon_0}/n) \cdot (1 - \varepsilon_0) \cdot \ln (1/\delta)} \)-differentially private.

Crucially, the shuffle model relies on a trusted central shuffler, impeding the benefit of achieving the privacy guarantee in a fully decentralized manner, as in the local model. Alternative approaches \cite{11, 1} avoid reintroduction of such central shuffler, and try to achieve the privacy amplification in a fully decentralized manner. These approaches \cite{11, 1} rely on peer-to-peer exchanges of messages between users, modelling the communication network as a graph where the users and the communication channels between them are viewed as the vertices and the edges, respectively. Computations are performed by walks on such network. Cyffers and Bellet \cite{11} pioneered this approach, introducing a relaxed definition of local differential privacy. They showed the corresponding privacy guarantees of some data queries can be improved when the computation can be modelled by a deterministic walk on a ring or a random walk on a complete graph. Recent work by Liew et al. \cite{1} showed that the privacy guarantee can be amplified if the perturbed data generated by the users are exchanged in a random-walk-driven manner on the graph. Their result does not depend on the relaxed definition of local differential privacy, imposes no restriction on the query type, and little restriction on the graph type. If the local randomizer is \( \varepsilon_0 \)-differentially private, then their model achieves a privacy guarantee of

\[
O((1 - e^{-\varepsilon_0}) \sqrt{(e^{\varepsilon_0}/n) \cdot (1 - \varepsilon_0) \cdot \ln (1/\delta)}, \delta + \delta'),
\]

where \( \varepsilon_1 = O(\sqrt{\sum_{i \in [n]} (\bar{\pi}[i])^2 + (1 - \alpha)^2 T}) \), \( \varepsilon_2 = O((1/n) \cdot \ln (1/\delta)) \), and where \( \bar{\pi} \in \mathbb{R}^n \) is the stable distribution of the random walks, which depends on the topology of the graph, and where \( \alpha \in (0, 1) \) is the spectral gap, and \( T \in \mathbb{N}^+ \) is the number of steps of the random walks. The work \cite{1} also explores subsampling to further enhance the privacy guarantee to \( (1 - e^{-\varepsilon_0}) \sqrt{(e^{\varepsilon_0}/n) \cdot (1 - \varepsilon_0) \cdot \ln (1/\delta)}, \delta \). Crucially, such bounds depend on \( \bar{\pi} \). It can be proven that there exists a graph such that \( \sum_{i \in [n]} (\bar{\pi}[i])^2 \in \Theta(1) \), in which case the bounds provide no amplification at all. Even in the best case, it holds that \( \sum_{i \in [n]} (\bar{\pi}[i])^2 \geq 1/n \), such bounds are still inferior to the best bound, \( (1 - e^{-\varepsilon_0}) \sqrt{(e^{\varepsilon_0}/n) \cdot (1 - \varepsilon_0) \cdot \ln (1/\delta)}, \delta \), obtained under shuffle model of Feldman et al. \cite{2}.

**Research Question:** Can we obtain amplification bounds for the network shuffle model that do not depend on \( \bar{\pi} \), and close the gap of the amplifications bounds between the network shuffle model and the shuffle model?

**Our Contributions.** In this work, we answer the research question in the affirmative. We prove that the network shuffle model, for a suitable choice of \( T \), achieves a privacy guarantee of \( (1 - e^{-\varepsilon_0}) \sqrt{(e^{\varepsilon_0}/n) \cdot (1 - \varepsilon_0) \cdot \ln (1/\delta)}, \delta \), which is independent of \( \bar{\pi} \), and asymptotically the same as the state-of-the-art bound in the shuffle model. Our proof provides a new perspective of network shuffle, by viewing it as a decentralized implementation of the shuffler. We start by showing that if the number of steps of the random walk, \( T \), approaches infinity, the output distribution of the network shuffle model converges to the distribution of a function which is a post-processing of the central shuffler. Therefore, perfect shuffling is achieved and the privacy amplification bound by Feldman et al. \cite{2} applies directly for this ideal scenario. We then show that for a finite, but suitable, choice of \( T \), the output distribution of the network shuffle model does not deviate significantly from the one when \( T \to \infty \), and the privacy amplification bound remains the same.

\footnote{One needs to assume that users apply the same local algorithm if shuffling is applied to the randomized data.}
We further present a new protocol, which combines Poisson sampling and the network shuffling model. We prove that when each client reports their perturbed datum independently with probability \( p \), the network shuffle achieves privacy guarantee of \( O((1 - e^{-\varepsilon_0}) \sqrt{p \cdot e^{\varepsilon_0} / n}) \). Since the network shuffle model is a decentralized implementation of the central shuffler, such bound also applies to the shuffle model when combined with subsampling.

**Organization.** Our paper is organized as follows. Section 2 introduces the model, formally. Section 3 discusses the preliminaries for our proof. Section 4 develops the privacy guarantee for the network shuffle model. Section 5 shows how subsampling can further improve the privacy guarantee. Section 6 summarizes the related works.

## 2 Model Description

In this model, there is a untrusted curator and a set of \( n \) users. Each user \( u \in [n] \) holds a datum, \( x_u \), from some domain \( X \). A dataset \( x_{1:n} \equiv (x_1, \ldots, x_n) \in X^n \) is an ordered collection of the \( n \) elements.

### Differential Privacy

Let \( x'_{1:n} \equiv (x'_1, \ldots, x'_n) \in X^n \) be another possible dataset.

**Definition 2.1** (Neighboring Datasets). Two datasets \( x_{1:n}, x'_{1:n} \in X^n \) are called neighboring, denoted by \( x_{1:n} \sim x'_{1:n} \), if \( ||x_{1:n} - x'_{1:n}||_0 \leq 1 \), i.e., they differ for at most one user.

In order for a randomized algorithm to hide sensitive information of an individual datum, its output distributions should be similar on neighboring inputs. Formally, we require it to be \((\varepsilon, \delta)\)-differentially private, which is famously defined as follows.

**Definition 2.2** \((\varepsilon, \delta)\)-Private Algorithm [12]. Given \( \varepsilon, \delta > 0 \), a randomized algorithm \( A : X^n \rightarrow Z \) is called \((\varepsilon, \delta)\)-differentially private, if for all neighboring datasets \( x_{1:n}, x'_{1:n} \in X^n \) and all (measurable) \( Z \subseteq Z \),

\[
Pr[A(x_{1:n}) \in Z] \leq e^\varepsilon \cdot Pr[A(x'_{1:n}) \in Z] + \delta.
\]

We call \( \varepsilon \) and \( \delta \) the privacy parameters. Typically, it is required that \( \delta \ll 1/n \) [12].

The model also involves local algorithms, which we call local randomizers, with which each user perturbs their own datum. In a similar vein, we can define \((\varepsilon, \delta)\)-differential privacy for local randomizers, viz.

**Definition 2.3** \((\varepsilon, \delta)\)-Local Randomizer [12]. Given \( \varepsilon, \delta > 0 \), a local randomizer \( R : X \rightarrow Y \) is \((\varepsilon, \delta)\)-differentially private, if for all \( x, x' \in X \), and all (measurable) \( Y \subseteq Y \),

\[
Pr[R(x) \in Y] \leq e^\varepsilon \cdot Pr[R(x') \in Y] + \delta.
\]

### Network Shuffling Model

The model proposed by Liew et al. [1] is motivated by the fact that in many applications, the clients can communicate not only with the curator, but also with some other clients using a secure channel (e.g., using end-to-end encryption). The network created from such client-to-client communication channels can be modelled by a graph \( G = (V, E) \), where the clients are viewed as the vertices, and the communication channels between them as the edges.

**Model Assumptions:** the model makes the following assumptions: 1) no collusion between the clients and the server 2) clients are honest but curious, i.e., the clients execute the protocol faithfully; 3) the adversary may know the graph topology, but it cannot track the traffic of the clients’ communication.

The network shuffling protocol, denoted as \( A_{\text{rd-wlk}} \), works as follows:

1. Initially, each client \( u \in [n] \) perturbs its datum \( x_u \) with an \((\varepsilon_0, \delta_0)\)-local randomizer \( R : X \rightarrow Y \), whose output is denoted by \( y_u \equiv R(x_u) \). Note that different clients invoke the same local algorithm, but with independent randomness.
2. The perturbed datum \( y_u \) starts a \( T \)-step random walk from client \( u \).
3. When the random walks of all perturbed data stop, each client \( u \in [n] \) reports to the curator the multiset \( S_u \in \mathbb{N}^Y \) of data they received, where \( \mathbb{N}^Y \) comprises all possible multisets from \( Y \).

An example of \( A_{\text{rd-wlk}} \) is shown in Figure 1, and the client-side protocol for \( A_{\text{rd-wlk}} \) is described in Algorithm 1. Note that the output of \( A_{\text{rd-wlk}} \) (which is revealed to the curator) is a collection of
Figure 1: A running example of network shuffling model. Initially, at round 0, the five clients generate their perturbed data $y_u, u \in [5]$. In round 1, the $y_u$ start their random walks, each arrow indicates the direction of the first step. The random walks continue for $T$ rounds. At the end of round $T$, for each $u \in [n]$, $S_u$ is the multi-set of perturbed data received by client $u$.

multisets $\{S_u, u \in [n]\}$, which constitutes a partition of the perturbed data $\{y_u : u \in [n]\}$. There are multiple feasible representations for each multiset $S_u$: if the range $\mathcal{Y}$ of local randomizer $R$ is finite, $S_u$ can be represented by a histogram over $\mathcal{Y}$; or $S_u$ can be represented by just a random permutation of elements it contains. Importantly $S_u$ should be a pure multiset, containing no information about the order in which $u$ received information in the last round.

Our aim is to analyze the privacy guarantees of the outputs $\{S_u, u \in [n]\}$ of $A_{\text{rand-wlk}}$. In broad terms, the sources of privacy protection by $A_{\text{rand-wlk}}$ are threefold: the noise components injected by the local randomizers; the data anonymization provided by random walks; and the further anonymization of each client returning the data they received as a pure multiset.

Algorithm 1 Client-Side Protocol for $A_{\text{rand-wlk}}$

\begin{algorithm}
\textbf{Input:} User Datum $x_u \in D$; Round Bound $T \in \mathbb{N}^+$. \\
1: $y_u \leftarrow R(x_u)$. \\
2: $S_u \leftarrow \{y_u\}$. \\
3: for $i \in [T]$ do \\
4: \hspace{1em} while $S_u \neq \emptyset$ do \\
5: \hspace{2em} Let $y$ be an arbitrary element in $S_u$ \\
6: \hspace{2em} Send $y$ to one of $u$’s neighbors uniformly at random. \\
7: \hspace{2em} Remove $y$ from $S_u$ $\triangleright$ Remove just one instance of $y$ \\
8: \hspace{1em} Receive reports from neighbors, and add them to $S_u$. \\
9: return $S_u$ to the curator as a pure multiset.
\end{algorithm}

3 Preliminaries

In this section, we present additional preliminaries required for our privacy analysis.

3.1 Post-Processing

Post-processing the output of a differentially private algorithm preserves its privacy guarantee, viz.

\begin{fact} ([12]). Let $A : \mathcal{X}^n \to \mathcal{Z}$ be a randomized algorithm that is $(\varepsilon, \delta)$-differentially private. Let $f : \mathcal{Z} \to \mathcal{Z}'$ be an arbitrary randomized mapping. Then $f \circ A : \mathcal{X}^n \to \mathcal{Z}'$ is $(\varepsilon, \delta)$-differentially private.
\end{fact}

3.2 Random Walk

We consider a random walk on an undirected and connected graph $G = (V, E)$, with $n = |V|$ vertices and $m = |E|$ edges. For convenience, number the vertices arbitrarily from 1 to $n$. The random walk starts from a vertex, which is chosen deterministically, or according to some probability distribution over $V$. At each step, it picks uniformly at random one of the edges incident on the
According to Fact 3.1, whatever privacy guarantee is achieved by the shuffle model is achieved by $T$. In particular, $\vec{p}_0$ is the initial distribution. In the case the walk starts deterministically at a vertex $u \in [n]$, we have $\vec{p}_0 = \vec{e}_u$, where $\vec{e}_u$ is the $u$th standard basis vector.

**Adjacency Matrix.** Define the adjacency matrix of $G$ to be $A \in \{0,1\}^{n \times n}$, such that, for each $u, v \in [n]$, $A_{u,v}$ equals 1 if $(u,v) \in E$ and 0 otherwise. Since $G$ is undirected, the matrix $A$ is symmetric. The degree matrix $D \in \mathbb{R}^{n \times n}$ is a diagonal matrix, such that for each $u \in [n]$, $D_{u,u} = d_u$, where the degree $d_u$ is the number of edges incident on vertex $u$. Finally, define the transition matrix $P \in [0,1]^{n \times n}$ by $P = AD^{-1}$. Since $P$ is also symmetric, it has real eigenvalues $\alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_n$, counted with multiplicities and sorted in non-increasing order.

**Definition 3.2 (Spectral Gap [13]).** $\alpha = \min \{1 - \alpha_2, 1 - |\alpha_n|\}$ is known as the spectral gap of the graph $G$. When $G$ is connected and non-bipartite, it is guaranteed that $\alpha < 1$.

Now, for each $t \in \mathbb{N}$, $\vec{p}_t$ can be expressed concisely as $\vec{p}_t = P^t \vec{p}_0$. We are interested in the long-term behaviour of $\vec{p}_t$.

**Definition 3.3 (Stationary Distribution).** A probability distribution $\vec{\pi}$ is a stationary distribution for the graph $G$ if $\vec{p} = P \vec{\pi}$.

The distribution $\vec{\pi} = (\frac{d_1}{2m}, \frac{d_2}{2m}, \ldots, \frac{d_n}{2m})$ is clearly stationary. Under some conditions, for each initial distribution $\vec{p}_0$, the distribution $\vec{p}_t$ converges pointwise to a unique stationary distribution. In such case, $(\frac{d_1}{2m}, \frac{d_2}{2m}, \ldots, \frac{d_n}{2m})$ is the unique stationary distribution (for undirected graph).

**Definition 3.4 (Ergodic Random Walk [13]).** A random walk is ergodic if there exists a stationary distribution $\vec{\pi}$ such that for each initial distribution $\vec{p}_0$, we have $\lim_{t \to \infty} \vec{p}_t = \vec{\pi}$.

The condition for which a random walk is ergodic, and the convergence rate of $\vec{p}_t$ is stated as follows.

**Fact 3.5 (Convergence [13]).** A random walk on an undirected graph $G$ is ergodic if and only if $G$ is connected and non-bipartite. Further,

$$||\vec{p}_t - \vec{\pi}||_1 \leq \sqrt{m}(1 - \alpha)^t.$$ (4)

## 4 Privacy Amplification of Network Shuffle

In this section, we present our improved analysis for the privacy amplification bound of $A_{md-wlk}$. The main result of our paper is summarized as follows:

**Theorem 4.1 (Privacy Amplification by $A_{md-wlk}$).** Let $\mathcal{R} : \mathcal{X} \rightarrow \mathcal{Y}$ be an arbitrary $(\varepsilon_0, \delta_0)$-differentially private local randomizer. Suppose $A_{md-wlk}$ runs the random walks for $T = (1/\alpha) \ln (n \cdot 4.5/\varepsilon_0)$ rounds, where $\alpha$ is the spectral gap of $G$ (Definition 3.2). Then for every $\delta \in [0,1]$ such that $\varepsilon_0 \leq \log \left(\frac{n}{16 \log (2/\delta)}\right)$, $A_{md-wlk}$ is $(\varepsilon, e^{\varepsilon_0/(2n)} \delta')$-differentially private, where

$$\delta' = \delta + (e^{\varepsilon_0} + 1)(1 + e^{-\varepsilon_0}/2)n\delta_0$$ (5)

and

$$\varepsilon \leq \frac{\varepsilon_0}{n} + \log \left(1 + e^{\varepsilon_0} - 1 \left(8\sqrt{e^{\varepsilon_0} \log (4/\delta)} + \frac{8e^{\varepsilon_0}}{n}\right)\right).$$ (6)

In particular, when $\mathcal{R}$ is $\cdot \delta_0$-differentially private, then $A_{md-wlk}$ is $(\varepsilon, e^{\varepsilon_0/(2n)} \delta)$-differentially private.

Our proof of Theorem 4.1 comprises two steps. First, in Section 4.1, we prove that if the random walk length $T$ approaches infinity, the output distribution of the network shuffle model converges to the output distribution of a function, which can be viewed as a post-processing of the shuffle model. According to Fact 3.1, whatever privacy guarantee is achieved by the shuffle model is achieved by this function. It follows that the state-of-the-art privacy amplification bound for the shuffle model by Feldman et al. [2] applies directly for this function, and therefore for the network shuffle model.

Next, in Section 4.2, we show that for finite but suitable choice of $T$, the output distribution of the network shuffle model does not deviate significantly from the one where $T = \infty$, and that the privacy guarantee remains the same.
### 4.1 Infinite-Step Random Walk

**Basic Building Block.** Our proof relies on a fundamental privacy amplification result by Feldman et al. [2]. In their model, a random permutation is performed over the raw data before the local randomizers are applied to them. This contrasts with the commonly studied shuffle model [8, 9], where the random permutation is performed after the local randomizers are applied to the raw data. This enables Feldman et al. [2] to analyze the case where the local randomizers are chosen adaptively: the output of a local randomizer depends not only on its current input, but possibly the previous outputs of the local randomizers.

**Fact 4.2 (Privacy Amplification by Shuffling [2]).** For every domain $\mathcal{X}$, let $R^{(u)} : \mathcal{Y}^{(1)} \times \cdots \times \mathcal{Y}^{(u-1)} \times \mathcal{X} \to \mathcal{Y}^{(u)}$ for $u \in [n]$, where $\mathcal{Y}^{(u)}$ is the range of $R^{(u)}$, be a sequence of algorithms such that $R^{(u)}(y_{1:n-1}, \cdot)$ is an $(\varepsilon_0, \delta_0)$-local randomizer for all values of auxiliary inputs $y_{1:n-1} \in \mathcal{Y}^{(1)} \times \cdots \times \mathcal{Y}^{(u-1)}$. Let $A^{'} : \mathcal{X}^{n} \to \mathcal{Y}^{(1)} \times \cdots \times \mathcal{Y}^{(n)}$ be the algorithm that, given a dataset $(x_1, \ldots, x_n) \in \mathcal{X}^{n}$, samples a uniform random permutation $\sigma$ over $[n]$, then sequentially computes $y_u \overset{\text{iid}}{=} R^{(u)}(y_{1:n-1}, x_{\sigma(u)})$ for $u \in [n]$ and outputs $y_{1:n}$. For every $\delta \in [0, 1]$ such that $\varepsilon_0 \leq \log \left( \frac{n}{16 \log (2/\delta)} \right)$, $A^{'}$ is $(\varepsilon, \delta')$-DP, where $\delta'$ is as in Equation (5) and

$$\varepsilon \leq \log \left( 1 + \frac{e^{\varepsilon_0} - 1}{e^{\varepsilon_0} + 1} \left( \frac{8 \sqrt{e} \varepsilon_0 \log (4/\delta)}{\sqrt{n}} + \frac{8e^{\varepsilon_0}}{n} \right) \right). \quad (7)$$

Observe that, if we replace each local randomizer $R^{(u)}, u \in [n]$ by a common randomizer $R : \mathcal{X} \to \mathcal{Y}$ (with independent randomness for different $u \in [n]$), shuffling of $(R(x_1), \ldots, R(x_n))$ is distributed the same as $(R(x_{\sigma(1)}), \ldots, R(x_{\sigma(n)}))$, where $\sigma$ is a uniform random permutation of $[n]$. Therefore the amplification bound stated in Fact 4.2 still applies.

**Random Walk as Partitioning.** We continue to show, with infinitely many rounds of random walk, we can reduce the analysis for the network shuffling model to the analysis for the standard shuffle model. Consider the perturbed datum, $y_u$, generated by client $u \in [n]$. The probability distribution of its position after a $t$-step random walk can be computed by $P^t \vec{e}_u$, where $\vec{e}_u$ is the $u$th standard basis vector. Suppose that the undirected graph $G$ is connected and non-bipartite. According to Fact 3.5, $\lim_{t \to \infty} P^t \vec{e}_u = \vec{\pi}$. Therefore, the net effect of an infinite-step random walk is that the datum $y_u$ appears in a node $v$ with probability $\vec{\pi}[v]$, for each $v \in [n]$. Further, for different $u$, the positions of the $y_u$ are independent. This motivates our analyzing the following idealized model, the pseudo-code for which is given in Algorithm 2:

1. Initially, each client $u \in [n]$ perturbs its dataset, $x_u$, with a local randomizer $R$, whose output is denoted by $y_u = R(x_u)$.
2. Each client $u$ then sends its perturbed datum $y_u$ to $v \in [n]$ with probability $\vec{\pi}[v]$.
3. Each client $u$ reports to the curator the multiset of data, $S_u$, they receive.

We claim that this idealized model achieves exactly the same privacy amplification as the shuffle model, but without relying on a central shuffler.

**Algorithm 2 Simulation for Infinite-Step Random Walk $A_{\infty}$**

- **Input:** User Datum $x_u$.
- 1: $y_u \leftarrow R(x_u).
- 2: Sample $v \in [n]$ according to probability distribution $\vec{\pi}$.
- 3: Send $y_u$ to $v$.
- 4: Receive reports from other clients; denote the multi-set of received reports as $S_u$.
- 5: return $S_u$ to the curator.

**Theorem 4.3 (Privacy Amplification by $A_{\infty}$).** For a domain $\mathcal{X}$, let $R : \mathcal{X} \to \mathcal{Y}$ be an $(\varepsilon_0, \delta_0)$-local randomizer. Let $A_{\infty} : \mathcal{X}^{n} \to \mathcal{Y}^{n}$ be the algorithm that, given a dataset $x_{1:n} \overset{\text{iid}}{=} (x_1, \ldots, x_n) \in \mathcal{X}^{n}$, computes $y_{1:n} \overset{\text{iid}}{=} R(x_1), \ldots, y_{1:n} \overset{\text{iid}}{=} R(x_n)$, then randomly and independently partitions them into $n$ multi-sets $S_1, \ldots, S_n$, such that for each $u \in [n]$ and each $v \in [n]$, $\Pr \left[ y_u \in S_v \right] = \vec{\pi}[v]$. Then for every $\delta \in [0, 1]$ such that $\varepsilon_0 \leq \log \left( \frac{n}{16 \log (2/\delta)} \right)$, $A_{\infty}$ is $(\varepsilon, \delta')$-differentially private, where $\varepsilon$ is as in Inequality (7) and $\delta'$ is as in Equation (5).
which proves that $A \in A$. To save space, the proof of Lemma 4.4 is in Appendix B; we complete the proof for Theorem 4.1.

In this section, we finish the proof of Theorem 4.1. We compare the algorithms $A_{\infty}$ and $A_{\text{rnd-wlk}}$. Both algorithms compute the perturbed data $y_1 = R(x_1), \ldots, y_n = R(x_n)$, and then output a partition $S_1, \ldots, S_n$ of these data. The only difference is that the partitioning for $A_{\infty}$ is performed according to the stable distribution $\bar{\pi}$, while the partitioning for $A_{\text{rnd-wlk}}$ is performed according to the distributions of finite-step random walks. However, according to Fact 4.2, if the number of steps is large, then the distributions of the random walks can be sufficiently close to the stable distribution. In such a case, $A_{\text{rnd-wlk}}$ should have a similar output distribution to $A_{\infty}$.

**Lemma 4.4.** Suppose we set $T = (1/\alpha) \ln(n^{3,5}/\epsilon_0)$ for Algorithm 7. Then for each input dataset $x_{1:n} \in X^n$, and each measurable $Z$ in the common output space $(N^Y)^n$, it holds that

$$e^{-\epsilon_0/(2n)} \leq \frac{\Pr[A_{\text{rnd-wlk}}(x_{1:n}) \in Z]}{\Pr[A_{\infty}(x_{1:n}) \in Z]} \leq e^{\epsilon_0/(2n)}.$$  

To save space, the proof of Lemma 4.4 is in Appendix B; we complete the proof for Theorem 4.1.

**Proof of Theorem 4.1.** Based on Theorem 4.3 and Lemma 4.4, for each pair of neighboring datasets $x_{1:n}, x_{1:n}' \in X^n$ and each measurable $Z$ in common output space $(N^Y)^n$, we have

$$\Pr[A_{\text{rnd-wlk}}(x_{1:n}) \in Z] \leq e^{\epsilon_0/(2n)} \Pr[A_{\infty}(x_{1:n}) \in Z] \leq e^{\epsilon_0/(2n)} (e^\epsilon \Pr[A_{\infty}(x_{1:n}') \in Z] + \delta') \leq e^{\epsilon_0/(2n)} (e^\epsilon e^{\epsilon_0/(2n)} \Pr[A_{\text{rnd-wlk}}(x_{1:n}') \in Z] + \delta') = e^{\epsilon + \epsilon_0/n} \Pr[A_{\text{rnd-wlk}}(x_{1:n}') \in Z] + e^{\epsilon_0/(2n)} \delta',$$

where $\epsilon$ is as in Inequality (7) and $\delta'$ is as in Equation (5). This finishes the proof.
5 Subsampling and Shuffling

In this section, we show how subsampling further enhances the privacy guarantee of shuffling. We observe that our bound still applies, if we replace the network shuffling model with the shuffle model, i.e., if we combine Poisson subsampling with the shuffle model.

Since there is no trusted sampler, the subsampling is performed in a fully decentralized manner via Poisson subsampling, where each client is sampled independently with some specified probability \( p \).

We refer to the network shuffling protocol that incorporates subsampling as \( A_{\text{smpl-wlk}} \). Algorithm 3 describes the client-side algorithm of \( A_{\text{smpl-wlk}} \), which is almost the same as Algorithm 1, except that each client now only reports its randomized datum with probability \( p \).

We now analyze the privacy amplification bound for \( A_{\text{smpl-wlk}} \) formally. For simplicity, we assume that \( p = k/n \) for some \( k \in [n] \), although our result also holds if we consider real values of \( p \).

**Theorem 5.1** (Privacy Amplification by \( A_{\text{smpl-wlk}} \)). Let \( \mathcal{R} : \mathcal{X} \rightarrow \mathcal{Y} \) be an arbitrary \((\varepsilon_0, \delta_0)\)-differentially private local randomizer. Let \( A_{\text{smpl-wlk}} \) be the algorithm as described by Algorithm 3 for \( T = (1/\alpha) \ln (n^{1.5}/(\varepsilon_0)) \) rounds of random walks, where \( \alpha \) is the spectral gap of \( G \) (Definition 3.2). Then for every \( \delta \in [0,1] \) such that \( \varepsilon_0 \leq \log (k/n \lambda(p)) \), \( A_{\text{smpl-wlk}} \) is \((\varepsilon', \delta')\)-differentially private, where \( \varepsilon' = \frac{\varepsilon_0}{n} + \ln \left(1 + \frac{e^\varepsilon_0 - 1}{e^\varepsilon_0 + 1} \left(\frac{k}{n} + \lambda(p)\sqrt{\frac{4e^\varepsilon_0 \log (4/\delta)}{\sqrt{n}} + \frac{8e^\varepsilon_0}{n}}\right)\right) \) (9)

where \( \lambda(p) = \sqrt{(2p(1-p)/n) \ln (2/\delta) + (2/(3n))} \ln (2/\delta) \in o(1) \). In particular, when \( \mathcal{R} \) is \( \varepsilon_0 \)-differentially private, then \( A_{\text{smpl-wlk}} \) is \((\varepsilon', \delta + (k/n + \lambda(p))e^\varepsilon_0/(2n)\delta)\)-differentially private.

**Building Blocks.** Our proof relies on the following result of privacy amplification of subsampling without replacement proved by Balle et al. [14].

**Fact 5.2** (Privacy Amplification by Subsampling (Theorem 9 [14])). Let \( \mathcal{A} : \mathcal{X}^\ell \rightarrow \mathcal{Z} \) be an \((\varepsilon, \delta)\)-differentially private algorithm, and \( \mathcal{A}' : \mathcal{X}^\ell \rightarrow \mathcal{Z} \) be the algorithm that given a dataset \( x_{1:n} \in \mathcal{X}^n \) samples a subset of \( \ell \) elements from \( x_{1:n} \) uniformly at random and without replacement, then applies \( \mathcal{A} \) on the sampled subsets. It holds that \( \mathcal{A}' \) is \((\varepsilon', (\ell/n)\delta)\)-differentially private, where

\[
\varepsilon' = \ln (1 + (\ell/n)(e^\varepsilon - 1))
\]

There is another technical lemma we require for establishing the proof of Theorem 5.1. Let \( C \subseteq [n] \) be a subset of \( \ell \) clients. Suppose we modify the client protocol for \( A_{\text{sub-wlk}} \) (Algorithm 1) by replacing Line 2 with \( \{y_u\} \) \( \forall u \in C \), \( 0 \) otherwise, such that only clients in \( C \) report their perturbed elements.

Let the resulting algorithm be \( A_{\text{smpl-wlk}}^C \). Its privacy guarantee is stated as follows.

**Lemma 5.3.** For every \( \delta \in [0,1] \) such that \( \varepsilon_0 \leq \log (\ell/16 \log (2/\delta_0)) \), \( A_{\text{smpl-wlk}}^C \) is \((\varepsilon, \delta)\)-DP, where \( \varepsilon \leq \frac{\varepsilon_0}{n} + \ln \left(1 + \frac{e^{\varepsilon_0 - 1}}{e^{\varepsilon_0 + 1}} \left(\frac{8e^{\varepsilon_0 \log (4/\delta)}{\sqrt{\ell}} + \frac{8e^{\varepsilon_0}}{\ell}\right)\right) \) and \( \delta'' = e^{\varepsilon_0/(2n)}(\delta + (e^\varepsilon + 1)(1 + e^{-\varepsilon_0}/2)\ell \delta_0) \).

The proof for the lemma is almost identical to that for Theorem 4.1 with a slight modification. For completeness, the proof is in Appendix C. Next, we sketch a proof of Theorem 5.1.

**Sketch Proof of Theorem 5.1** Let \( U \) be the set of clients sampled by \( A_{\text{smpl-wlk}} \). For each \( \ell \in [0..n] \), let \( \binom{n}{\ell} \) be the collection of subsets of \( [n] \) with size \( \ell \). Since each client is sampled independently with equal probability, conditioned on \( |U| = \ell \), \( U \) can be viewed as a random element sampled uniformly
from $[n]$. Therefore, we can view $A_{mpl-wlk}$ as $A_{rnd-wlk}$ by Fact 5.2 and Lemma 5.3, we can show that $A_{rnd-wlk}$ is $(\varepsilon, \delta)$-DP, where $\varepsilon = \frac{\varepsilon}{n} + \ln \left( 1 + \frac{e^{\varepsilon} - 1}{e^{\varepsilon} + 1} \left( \frac{8}{1} \sqrt{n} \log \frac{1}{\delta} \sqrt{\frac{1}{\varepsilon}} \right) \right)$ and $\delta = (\ell n) e^{\varepsilon}/(2n) + (1 + e^{-\varepsilon} / 2) \delta_0$. Note that both $\varepsilon$ and $\delta$ are increasing functions of $\ell$. Next, via a Chernoff-style concentration inequality, we can prove that, the size of $U$ will concentrate around $|n|$. Therefore, the privacy guarantee is roughly $(\varepsilon, \delta)$.

**Comparison with Previous Approach.** Subsampling was also studied by Liew et al. [1] for the network shuffle model. However, their subsampling strategy [1] is different: after the random walks for the perturbed data stop, each client $u$ only samples and reports one datum from the multi-set $S_u$ of data they receives. This strategy has no control over the number of reports returned to the curator. Indeed, it can be proven that, there exists an undirected graph, in which there can be some client $u$ who receives $\Omega(n)$ perturbed data in expectation (after sufficient number of random walks). In such a case, client $u$ will drop $\Omega(n)$ reports. Further, their privacy guarantee is $O(e^{\gamma - 1} \sqrt{(1 - \alpha)2^{T}} + \sum_{i \in [n]} \frac{2i}{n} ) \ln (1/\delta)$, which is not as good as ours.

6 Related Works

**Shuffle Model.** Shuffling is a well known technique for enhancing the privacy guarantees of the locally randomized reports generated by the clients. The early work includes the PROCHLO system proposed and implemented by Bittau et al. [15] which applies shuffling to provide anonymity of local reports. Since [15] did not have a formal privacy analysis, a series of works endeavoured to obtain tight privacy guarantee for the model. Later, Erlingsson et al. [7] studied the mechanism where the clients’ data are shuffled before applying the local randomizers. This work allows the local randomizers to be chosen adaptively: the output of a local randomizer depends not only on the current input, but also possibly on previous outputs of the local randomizers. Erlingsson et al. [7] prove that if the local randomizers are $\varepsilon_0$-DP, then the output of the mechanism is $O(e^{\varepsilon_0} - 1) \sqrt{(1/\delta)}$, $\delta$-DP. Observe that, if the same local randomizer (with independent randomness) is applied to all data, then applying the local randomizer to the shuffled data is distributed identically to shuffling the data perturbed by the local randomizer. In this case, the privacy analysis still holds. The bound was tightened to $O(e^{3\varepsilon_0/2} - 1) \sqrt{(1/\delta)}$, $\delta$-DP by Balle et al. [10]. They also studied the privacy amplification for approximate differentially private local randomizer: if the local randomizers are $(\varepsilon_0, \delta_0)$-DP, then they showed that the output of the mechanism is $(\varepsilon', \delta')$-DP, where $\varepsilon = O(e^{3\varepsilon_0/2} - 1) \sqrt{(1/\delta)}$ and $\delta' = O(\delta + n(e^{\varepsilon} - 1) \delta_0)$. On the other hand, if the clients share the same local algorithm (independent randomness) and if the shuffling is applied to locally randomized data, Balle et al. [9] show that the mechanism is $(O(\min \{\varepsilon_0, 1\} \cdot e^{\varepsilon} \sqrt{(1/\delta)}), \delta)$-DP. When the local algorithm outputs a binary randomized response, Cheu et al. [8] proves the privacy guarantee can be further improved to $O(\sqrt{(\varepsilon/n \ln (1/\delta)}$, $\delta$. This line of research culminated with the work by Feldman et al. [2] who followed the mechanism studied by Erlingsson et al. [7], and proved that the local randomizers are $(\varepsilon_0, \delta_0)$-DP, then the output of the model is $(\varepsilon', \delta')$-DP, where $\varepsilon = O((1 - e^{-\varepsilon_0}) \sqrt{e^{\varepsilon}/n} \ln (1/\delta))$ and $\delta' = O(\delta + n(e^{\varepsilon'} - 1)(1 + e^{-\varepsilon_0}/2) \delta_0)$. This is the state-of-the-art privacy amplification bound for shuffle model.

**Subsampling.** Another key technique for enhancing privacy guarantee is subsampling, which runs a differentially private algorithm on a randomly sampled subset of clients instead of on the whole population. Balle et al. [14] studied several subsampling techniques, namely Poisson sampling, sampling with/without replacement, based on different definitions of neighboring datasets. It is worth noting that, a trusted central curator is assumed in [14], and that privacy amplification bound for Poisson subsampling w.r.t. neighboring datasets defined in terms of substitution relationship (the definition of neighboring datasets applied in our paper) is cumbersome. Since it is not known how this bound can be applied directly to the model studied in our paper, our analysis is based on a reduction to subsampling without replacement [14]. Balle et al. [10] also studied subsampling for differentially private stochastic gradient descent (DP-SGD) optimization in the setting of Federated Learning. In their work [10], the client decides to participate in the training locally and independently, and a privacy amplification bound similar to, but not as tight as, our bound in Theorem 5.1, is presented. Further, the work by Balle et al. [10] requires a trusted central server, which will learn the client identities, as compared to the fully decentralized algorithm studied in our work; 2) is dedicated for (DP-SGD) optimization which allows dummy updates.
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A Concentration Inequality

Fact A.1 (Bernstein’s Inequality [16]). Let $X_1, \ldots, X_n$ be independent real-valued random variables such that $|X_i| \leq c$ with probability one. Let $S_n = \sum_{i \in [n]} X_i$, and $\text{Var} [S_n] = \sum_{i \in [n]} \text{Var} [X_i^2]$. Then for all $\beta \in (0, 1)$, with probability at least $1 - \beta$,

$$|S_n - \mathbb{E}[S_n]| \leq \sqrt{2 \text{Var} [S_n] \ln \frac{2}{\beta} + \frac{2c \ln (2/\beta)}{3}},$$

B Proofs for Section 4

Proof of Lemma 4.4. Define the function $g : \mathcal{Y}^n \times [n]^n \rightarrow (\mathbb{N}^\ell)^n$, which when given input $w_{1:n} = (w_1, \ldots, w_n) \in \mathcal{Y}^n$ and $\ell_{1:n} = (\ell_1, \ldots, \ell_n) \in [n]^n$, outputs a partition $S_1, \ldots, S_n$ of the entries of $w_{1:n}$, such that $S_i = \{w_u : \ell_u = i\}$ for each $i \in [n]$.

Let $\tilde{\pi}^{(u)}$ be the probability distribution of a $T$-step random walk starting at vertex $u$. According to Fact 3.5 when $T = (1/\alpha) \ln (n^{4.5}/(\varepsilon_0))$,

$$\left\| \tilde{\pi}^{(u)} - \pi \right\|_1 \leq \frac{\varepsilon_0}{n^2}, \quad \forall u \in [n].$$

(11)

Given input $x_1, \ldots, x_n$, define $\tilde{Y} = (\mathcal{R}(1)(x_1), \ldots, \mathcal{R}(n)(x_n))$. For each $u \in [n]$, define the random variable $I_u$ over $[n]$, such that $\Pr [I_u = i] = \tilde{\pi}^{(u)}[i]$ for each $i \in [n]$. Let $\tilde{I}$ be shorthand for $(I_1, \ldots, I_n)$. It is easy to see that $g(\tilde{Y}, \tilde{I})$ has exactly the same distribution as $A_{\text{rand-wlk}}$.

Similarly, for each $u \in [n]$, define the random variable $J_u$ over $[n]$, such that $\Pr [J_u = i] = \pi[i]$ for each $i \in [n]$. Let $\tilde{J}$ be shorthand for $(J_1, \ldots, J_n)$. Then $g(\tilde{Y}, \tilde{J})$ has exactly the same distribution as $A_{\text{infinite}}$.

In order to prove Inequality (8), it suffices to prove that for each measurable subset $Z \subseteq (\mathbb{N}^{\ell})^n$, it holds that

$$e^{-\frac{\varepsilon_0}{n^2}} \leq \frac{\Pr [g(\tilde{Y}, \tilde{I}) \in Z]}{\Pr [g(\tilde{Y}, \tilde{I}) \in Z]} \leq e^{\frac{\varepsilon_0}{n^2}}, \quad \text{or} \quad e^{-\frac{\varepsilon_0}{n^2}} \leq \frac{\Pr [g(\tilde{Y}, \tilde{I}) \in g^{-1}(Z)]}{\Pr [g(\tilde{Y}, \tilde{I}) \in g^{-1}(Z)]} \leq e^{\frac{\varepsilon_0}{n^2}},$$

where $g^{-1}(Z) = \{(w_{1:n}, \ell_{1:n}) \in \mathcal{Y}^n \times [n]^n : g(w_{1:n}, \ell_{1:n}) \in Z\}$ is the preimage of $Z$ under $g$. To prove the inequalities on the RHS, we claim that for each $w_{1:n} \in \mathcal{Y}^n$, and each $\ell_{1:n} \in [n]^n$,

$$e^{-\frac{\varepsilon_0}{n^2}} \leq \frac{\Pr [\tilde{Y} = (w_{1:n}, \ell_{1:n})]}{\Pr [\tilde{Y} = (w_{1:n}, \ell_{1:n})]} \leq e^{\frac{\varepsilon_0}{n^2}}, \quad \text{or} \quad e^{-\frac{\varepsilon_0}{n^2}} \leq \frac{\Pr [\tilde{I} = \ell_{1:n} | \tilde{Y} = w_{1:n}]}{\Pr [\tilde{I} = \ell_{1:n} | \tilde{Y} = w_{1:n}]} \leq e^{\frac{\varepsilon_0}{n^2}}.$$

The inequalities on the LHS and RHS are equivalent, since both $(\tilde{Y}, \tilde{I})$ and $(\tilde{Y}, \tilde{I})$ have the same distribution for $\tilde{Y}$, and $\Pr [\tilde{Y} = (w_{1:n}, \ell_{1:n})] = \Pr [\tilde{I} = \ell_{1:n} | \tilde{Y} = w_{1:n}] \Pr [\tilde{Y} = w_{1:n}]$ and $\Pr [\tilde{Y} = (w_{1:n}, \ell_{1:n})] = \Pr [\tilde{I} = \ell_{1:n} | \tilde{Y} = w_{1:n}] \Pr [\tilde{Y} = w_{1:n}]$. It remains to verify the inequalities on the RHS. By definition, we have

$$\Pr [\tilde{I} = \ell_{1:n} | \tilde{Y} = w_{1:n}] = \prod_{u \in [n]} \tilde{\pi}^{(u)}[\ell_u], \quad \Pr [\tilde{I} = \ell_{1:n} | \tilde{Y} = w_{1:n}] = \prod_{u \in [n]} \tilde{\pi}^{(u)}[\ell_u].$$

Therefore,

$$\frac{\Pr [\tilde{I} = \ell_{1:n} | \tilde{Y} = w_{1:n}]}{\Pr [\tilde{I} = \ell_{1:n} | \tilde{Y} = w_{1:n}]} = \frac{\prod_{u \in [n]} \tilde{\pi}^{(u)}[\ell_u]}{\prod_{u \in [n]} \tilde{\pi}^{(u)}[\ell_u]} \leq \prod_{u \in [n]} \exp \left( \frac{\varepsilon_0 / n^4}{\tilde{\pi}^{(u)}[\ell_u]} \right) \leq \prod_{u \in [n]} \exp \left( \frac{\varepsilon_0}{n^2} \right) = \exp \left( \frac{\varepsilon_0}{2n^2} \right),$$
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where the first inequality holds since \( |\hat{p}(u) - \bar{p} \hat{f}_u| \leq ||\hat{p}(u) - \bar{p}||_1 \leq \epsilon_0 / \sqrt{n} \), the second inequality follows from that \( 1 + x \leq e^x \) for all \( x \in \mathbb{R} \), the third inequality follows from that \( \bar{p} \hat{f}_u = d_v / (2|E|) \geq 2 / (n(n - 2)) \). Similarly,

\[
\begin{align*}
\Pr \left[ \hat{f} = \ell_{1:n} \mid \hat{Y} = w_{1:n} \right] = & \prod_{u \in [n]} \hat{p}(u) \hat{f}_u \\
\geq & \prod_{u \in [n]} \frac{\bar{p} \hat{f}_u - \epsilon_0 / \sqrt{n}}{\bar{p} \hat{f}_u} \\
\geq & \prod_{u \in [n]} \exp \left( -2 \cdot \frac{\epsilon_0 / \sqrt{n}}{\bar{p} \hat{f}_u} \right) \\
\geq & \prod_{u \in [n]} \exp \left( -2 \cdot \frac{\epsilon_0}{n^{\frac{3}{2}}} \right) = \exp \left( -2 \cdot \frac{\epsilon_0}{2n} \right),
\end{align*}
\]

where the second inequality follows from that \( 1 - x \geq e^{-2x} \) for each \( x \in [0, 3/4] \).

\[ \square \]

C Proofs for Section [5]

Proof of Theorem 5.1 Let \( U \) be the set of clients sampled by \( A_{smpl-wlk} \). For each \( \ell \in [0...n] \), let \( \binom{n}{\ell} \) be the collection of subsets of \([n]\) with size \( \ell \). Since each client is sampled independently with equal probability, conditioned on \( |U| = \ell \), \( U \) can be viewed as a random element sampled uniformly from \( \binom{n}{\ell} \). Therefore, we can view \( A_{smpl-wlk} \) as \( A_{rand-wlk}^{U} \). By Fact 5.2 and Lemma 5.3, for every \( \delta \in [0, 1] \) such that \( \epsilon_0 \leq \log \left( \frac{\ell}{16 \log (2/\delta_0)} \right) \), \( A_{rand-wlk}^{U} \) is \((\ell, \delta_\ell)\)-DP, where

\[
\epsilon_\ell = \ln \left( 1 + \frac{\ell}{n} \left( e^{\epsilon_0} \left( 1 + e^{\epsilon_0} - 1 \right) \left( 8 \sqrt{e^{\epsilon_0} \log \left( 4/\delta \right) / \ell} + 8e^{\epsilon_0} \right) \right) \right)
\]

\[
\begin{align*}
\epsilon_\ell & = \ln \left( 1 + \frac{\ell}{n} \left( e^{\epsilon_0} - 1 \right) \left( \sqrt{n} \left( 8 \sqrt{e^{\epsilon_0} \log \left( 4/\delta \right) / \ell} + 8e^{\epsilon_0} \right) \right) \right) \\
& = \ln \left( \left( e^{\epsilon_0} - 1 \right) \left( \sqrt{n} \left( 8 \sqrt{e^{\epsilon_0} \log \left( 4/\delta \right) / \ell} + 8e^{\epsilon_0} \right) \right) \right)
\end{align*}
\]

Next, we pick \( UB \) \( = \min \left\{ n, np + \sqrt{2np(1-p) \ln (2/\delta)} + (2/3) \ln (2/\delta) \right\} \) and \( LB \) \( = \max \left\{ \epsilon_0, np - \sqrt{2np(1-p) \ln (2/\delta)} - (2/3) \ln (2/\delta) \right\} \). Via Bernstein’s Inequality (Fact A.1), we have \( \Pr [ |U| \notin [LB, UB] ] \leq \delta \). Therefore, for each measurable subset \( Z \in (\mathbb{N}^\ell) \) in the output space of \( A_{smpl-wlk}, \) and each pair of neighboring datasets \( x_{1:n} \) and \( x'_{1:n} \), and for every \( \delta \in [0, 1] \) such that \( \epsilon_0 \leq \log \left( \frac{\ell}{16 \log (2/\delta_0)} \right) \) it holds that

\[
\Pr \left[ A_{smpl-wlk}(x_{1:n}) \in Z \right] = \sum_{\ell \in [0...n]} \Pr \left[ A_{rand-wlk}^{U}(x_{1:n}) \in Z \mid |U| = \ell \right] \cdot \Pr \left[ |U| = \ell \right]
\]

\[
\leq \sum_{\ell \in [LB, UB]} \left( e^{\epsilon_\ell} \Pr \left[ A_{rand-wlk}^{U}(x'_{1:n}) \in Z \mid |U| = \ell \right] + \delta_\ell \right) \Pr \left[ |U| = \ell \right] + \delta
\]

\[
\leq e^{\epsilon_{UB}} \Pr \left[ A_{smpl-wlk}(x_{1:n}) \in Z \right] + \delta_{UB} + \delta.
\]
By the definition of $\lambda(p)$ and replacing $p$ with $k/n$, we get
\[
\delta_{UB} \leq \left(\frac{k}{n} + \lambda(p)\right)e^{\varepsilon_0/(2n)}(\delta + (e^{\varepsilon_0} + 1)(1 + e^{-\varepsilon_0}/2)(k + n\lambda(p))\delta_0),
\]
and
\[
\varepsilon_{UB} \leq \ln \left(1 + \frac{e^{\varepsilon_0} - 1}{e^{\varepsilon_0} + 1} \left(\frac{k}{n} + \lambda(p)\right)\frac{8\sqrt{e^{\varepsilon_0} \log (4/\delta)}}{n} + \frac{8e^{\varepsilon_0}}{n}\right),
\]
which finishes the proof.

**Proof of Lemma 5.3.** First consider the modification of Algorithm 2 such that only clients in $C \subseteq \{n\}$ send their perturbed elements to randomly chosen $v$ according to probability distribution $\pi$. Denote the resulting algorithm as $A_{infinite}^C$.

Based on similar proof as Theorem 4.3, the output of $A_{infinite}^C$ can be viewed as a post-processing of the shuffling of the perturbed elements $\{R(x_u) : u \in C\}$, where $R$ is $(\varepsilon_0, \delta_0)$-differentially private. Since that $|C| = \ell$, according to Fact 4.2, for every $\delta \in [0, 1]$ such $\varepsilon_0 \leq \log \left(\frac{\ell}{16 \log (4/\delta_0)}\right)$, $A_{infinite}^C$ is $(\varepsilon, \delta')$-differentially private, where
\[
\varepsilon \leq \log \left(1 + \frac{e^{\varepsilon_0} - 1}{e^{\varepsilon_0} + 1} \left(\frac{8\sqrt{e^{\varepsilon_0} \log (4/\delta)}}{\ell} + \frac{8e^{\varepsilon_0}}{\ell}\right)\right),
\]
and
\[
\delta' = \delta + (e^{\varepsilon_0} + 1)(1 + e^{-\varepsilon_0}/2)\ell\delta_0.
\]

Next, consider the algorithm $A_{rdw-lk}^C$, which is obtained by modifying the client protocol for $A_{rdw-lk}$ (Algorithm 1) by replacing Line 2 with $S_u \leftarrow \{y_u\}, \forall u \in C,$ \(\emptyset\), otherwise., such that only clients in $C$ report their perturbed elements. Following similar proof as Lemma 4.4, suppose we set $T = (1/\alpha) \ln (n^{1.5}/(\varepsilon_0))$, then for each input dataset $x_{1:n} \in X^n$, we have
\[
e^{-\varepsilon_0/(2n)} \leq \frac{\Pr [A_{rdw-lk}^C(x_{1:n}) \in Z]}{\Pr [A_{infinite}^C(x_{1:n}) \in Z]} \leq e^{\varepsilon_0/(2n)}.\tag{15}
\]

Finally, for each pair of neighboring datasets $x_{1:n}, x'_{1:n} \in X^n$ and each measurable $Z$ in common output space $([\mathbb{N}^3])^n$, we have
\[
\Pr [A_{rdw-lk}^C(x_{1:n}) \in Z] \leq e^{\varepsilon_0/(2n)} \Pr [A_{infinite}^C(x_{1:n}) \in Z] \\
\leq e^{\varepsilon_0/(2n)} \left( e^\varepsilon \Pr [A_{infinite}^C(x_{1:n}) \in Z] + \delta'\right) \\
\leq e^{\varepsilon_0/(2n)} \left( e^{e^{\varepsilon_0}/(2n)} \Pr [A_{rdw-lk}^C(x_{1:n}) \in Z] + \delta'\right) \\
= e^{\varepsilon + \varepsilon_0/n} \Pr [A_{rdw-lk}^C(x'_{1:n}) \in Z] + e^{\varepsilon_0/(2n)}\delta'.
\]