Using a Two-Stage Method to Reject False Loop Closures and Improve the Accuracy of Collaborative SLAM Systems
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Abstract: Loop-closure detection is an essential means to reduce accumulated errors of simultaneous localization and mapping (SLAM) systems. However, even false positive loop closures could seriously interfere and even corrupt the back-end optimization process. For a collaborative SLAM system that generally uses both intra-robot and inter-robot loop closures to optimize the pose graph, it is a tough job to reject those false positive loop closures without a reliable a priori knowledge of the relative pose transformation between robots. Aiming at this solving problem, this paper proposes a two-stage false positive loop-closure rejection method based on three types of consistency checks. Firstly, a multi-robot pose-graph optimization model is given which transforms the multi-robot pose optimization problem into a maximum likelihood estimation model. Then, the principle of the false positive loop-closure rejection method based on \( \chi^2 \) test is proposed, in which clustering is used to reject those intra-robot false loop-closures in the first step, and a largest mutually consistent loop-based \( \chi^2 \) test is constructed to reject inter-robot false loop closures in the second step. Finally, an open dataset and synthetic data are used to evaluate the performance of the algorithms. The experimental results demonstrate that our method improves the accuracy and robustness of the back-end pose-graph optimization with a strong ability to reject false positive loop closures, and it is not sensitive to the initial pose at the same time. In the Computer Science and Artificial Intelligence Lab (CSAIL) dataset, the absolute position error is reduced by 55.37% compared to the dynamic scaling covariance method, and the absolute rotation error is reduced by 77.27%; in the city10,000 synthetic dataset, the absolute position error is reduced by 89.37% compared to the pairwise consistency maximization (PCM) and the absolute rotation error is reduced by 97.9%.
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1. Introduction

Compared to single-robot SLAM systems, a collaborative SLAM system can more efficiently explore unknown environments with more robust and higher accurate mapping and positioning performance [1], in which the individual robot not only estimates its trajectory and surrounding maps, but also can use the shared information to implement collaborative localization, mapping, and collision avoidance. Therefore, the collaborative SLAM system has gotten more and more applications in fields such as indoor mapping, pollution detection, and disaster rescue [2,3].

Loop-closure detection, through recognizing the previously visited place is widely used to mitigate the cumulative error in the SLAM system. Many studies have been conducted on loop-closure detection, and Bag of Words [4]—as the representative method of appearance-based loop-closure detection—has been verified in many popular SLAM systems [5,6]. Nevertheless, due to the existence of perceptual aliasing and perceptual variability, the occurrence of false loop-closure cases is inevitable, which could highly affect the precision and robustness of the SLAM system.
Figure 1 shows a typical experiment to demonstrate the impact of false positive loop closures to the pose graph optimization results, the dataset is courtesy of Michael Kaess and was published along with iSAM2 [7], which includes 2500 vertices connected by 4949 edges. In the following experiment, 50 false positive loop-closure edges were randomly added which only occupy 1% of the total edges in the pose graph, where Figure 1a,c are the original pose graph without any optimization and the pose graph with 50 false positive loop-closure edges randomly added, respectively. Figure 1b,d are the optimization results using Gauss-Newton optimization method iterated 10 times of Figure 1a,b, respectively, and Figure 1b provides almost perfect results while Figure 1d presents totally corrupted results. From the figures, we can see the high importance of false positive loop-closure detection.

More than that, in the collaborative SLAM system, loop closures to be detected include both intra-robot and inter-robot loop closures. A single-robot SLAM system usually evaluates a candidate loop closure based on the local reliable nature of the odometer measurement value and rejects those loop measurement edges with large residual error [8]. In a collaborative SLAM system, generally, the pairwise internal consistency information between the loop measurement value and the local odometer measurement could be used to reject false inter-robot loop closure; however, since there is usually a lack of mutual pose transformation a priori knowledge, it is a big challenge to concurrently run both intra-robot and inter-robot loop-closure rejection.

Aiming at this problem, this paper proposes a two-stage false loop-closure rejection method based on three types of consistency checks, which can be embedded into the collaborative SLAM system to improve the accuracy of the whole system. Firstly, this paper...
establishes a multi-robot pose graph model which transfers the collaborative SLAM bundle adjustment problem into a maximum likelihood estimation one. Then, the principle of false positive loop-closure rejection method based on the \( \chi^2 \) test is proposed, in which the clustering method is used to reject intra-robot false loop-closures in the first step, and a largest-mutually-consistence-loop based \( \chi^2 \) test is constructed to reject those inter-robot false loop closures in the second step. Finally, the open dataset and the synthetic data are used to evaluate the performance of the given algorithm. The experimental results show that our method improves the robustness of the pose-graph optimization process during removing of perceptual aliasing, and it can improve the positioning accuracy and is not sensitive to the initial pose at the same time. In addition, the proposed approach is easy to port to existing popular collaborative SLAM systems.

2. Related Works

In pose graph SLAM, problems are often formulated as a maximum likelihood estimate of the time discretized robot trajectory given odometric and loop closure measurements [9,10] through recognizing the previously visited place. Loop closure technique can mitigate the cumulative error and appearance-based loop-closure detection [4] has been widely used. At the same time, the use of semantic information on place recognition has attracted a lot of interest recently [11], while considering that a false positive loop closure could highly downstage and even corrupt the back-end optimization process of SLAM systems [12–14], it is of great value to effectively identify and reject false loop closures to obtain more accurate positioning results and more robust positioning performance both for single‑robot and multi-robot collaborative SLAM systems. The aforementioned objective could be realized through improving the accuracy of place recognition, for example by using deep learning or other novel technologies, but it should be pointed out that mismatches are almost inevitable, especially in large scenarios involving collaborative SLAM systems. Therefore, it is essential to explore the approach to effectively reject false positive loop closure both for single-robot and multi-robot SLAM systems.

2.1. False Loop-Closure Rejection for Single-Robot SLAM Systems

In computer vision, random sample consensus (RANSAC) is a frequently used method to estimate the parameters of a mathematical model from a set of data containing outliers and then identify them. However, the actual verification in the literature shows that it is difficult to model the pose graph with a certain model for either a single-robot or a collaborative SLAM system [8], which means it is difficult to determine whether a detected loop closure within a robot or between different robots is an inlier or outlier. A practical way is to check whether it has consistency with the rest of the measurements, and then determine whether the loop closure is true or false according to the consistency check.

To reduce the impact of false loop closures in a single-robot SLAM system, the two-norm error measurement is usually replaced by a robust kernel function to mitigate the impact of those measurement edges with big errors on the optimization process [15]. Considering that the back-ends of most existing SLAM systems are based on the least square optimization and are not robust against outliers, Sünderhauf [16] proposed a robust back-end formulation using switchable constraints, which made the topology of the underlying factor graph representation subject to optimization instead of keeping fixed by introducing additional variables named switchable constraints to allow the false loop closures that produce large errors to be switched off during optimization. Such a solution increases the robustness of the SLAM system. However, the computation complexity is thereby increased for introducing new constraints. To overcome the preceding problem, Agarwal et al. [17] introduced the dynamic covariance scaling (DCS) method for the effective optimization of constraint networks under the presence of outliers through analyzing the behavior of the error function and deriving an analytical solution for computing the weighting factors, which generalized the switchable constraint method of Sünderhauf [16] only with a substantially lower computational overhead. However, both the aforesaid methods need
to manually set the threshold value of the prior covariance matrix of the switching variable to represent the uncertainty, and the setting of this parameter lacks a strict mathematical explanation. As mentioned in Sünderhauf’s article [16], this parameter is either provided by the front end or obtained as an empirical value through a large number of experiments.

Recently, convex relaxation has become a frequently used approach to make the solution not fall into the local optimal value during the optimization process. Carlone [18] used $\ell_1$-relaxation to turn the solution of the objective function into a convex optimization problem and used $\ell_0$-norm to find out true positive loop closures. In addition, semi-positive definite relaxation [19] has also been applied to model the heavy-tailed measurement. However, such methods are also sensitive to system parameters [20]. It should be pointed out that neither the switchable constraints nor the convex relaxation method is suitable for the incremental rejection of false loop closures. As known, when the above method attempts to determine whether a loop closure is a false positive or not, complete pose graph information is required, so they are difficult to be directly applied to those online SLAM systems [21].

Aiming at accelerating the speed of false positive closures rejection, Latif et al. [22] gave a consensus-based approach for robust place recognition in real-time. In that approach, loop-closures were clustered by their time intervals, and the concept of consistency between loop-closures as well as consistency checking method based on the $\chi^2$ distribution was introduced, and which were adopted to remove false positive loop-closure from the online pose graph. However, this method could directly reject the whole cluster since only inter-consistency checks were performed, and potential correct loop-closures inside the rejected cluster were not used to eliminate accumulated errors.

2.2. False Positive Closure Rejection in a Collaborative SLAM System

Compared with the problem of false positive closure rejection of a single robot, it is a relatively more complex problem to reject false positive loop-closures in a collaborative SLAM system, since there is a lack of reliable a priori knowledge of relative pose transformation between different robots [16,18] and there also lack credible speedometer measurements [8]. Neira and his colleagues [23] proposed the joint compatibility branch and bound (JCBB) algorithm which selected loop-closures by seeking to determine the maximum jointly compatible set. However, performing JCBB in a multi-robot system is difficult because it needs to solve the graph for a combinatorial number of measurement combinations to evaluate the likelihood of each measurement given each combination of the other measurements, and with the increase of the number of loop-closures, the consumed time of problem solving increases sharply. Considering the high correlation between those abnormal loop-closures, Lajoie [24] established a discrete-continuous graphical model (DC-GM) explicitly representing the impact of perceptual aliasing, and turned the non-convex combinatorial optimization problem of the DC-GM into a semi-positive definite optimization (SDP) by using convex relaxation technology. Similar to single-robot false positive closure rejection, this method is equally sensitive to the system parameters.

The effectiveness of the pairwise consistent measurement (PCM) method [8], based on the maximum clique, has been widely verified in both real-time collaborative SLAM systems [20,25] and single-robot SLAM systems [26]. It is known that, in order to use PCM in a SLAM system, it is essential to ensure the reliability of local odometer measurements; otherwise, inliers could be rejected when the odometer measurement value is with a large number of continuous perceptual aliasing. Studies [25,27] improved the PCM approach in terms of weighting and calculating the speed of the maximum clipper, but they are still not able to efficiently handle the situation of a single odometer with large measurement errors.

Speaking overall, most of those existing works on false positive loop-closure rejection for single-robot SLAM systems are not suitable for online incremental outlier loop-closure rejection, and few studies on false positive loop-closure rejection among cooperative robots are conducted.
3. A Two-Stage Outlier Loop-Closure Rejection Algorithm

To detail our two-stage outlier loop-closure rejection algorithm, a multi-robot pose graph model is given here initially. The meanings of the specified symbols are as follows:

\[ N = \{a, \beta, \cdots \} \] represents the robot set, \( X^a_i \in SE(d) \) represents the pose node to be estimated at the time \( i \) and \( d = 2, 3 \) represents two-dimensional and three-dimensional situations respectively. Pose nodes can be described using the rotation matrix \( R^a_{ij} \in SO(d) \) and position vector \( t^a_i \in R^d \) \( X^a = [X^a_1, X^a_2, \cdots, X^a_n] \) is called robot trajectory, that is, the set of \( N \) pose nodes of robot in pose graph.

3.1. Pose Graph Model of Cooperative Robots

The relative pose measurements in the multi-robot pose graph model are divided into three types, as shown in Figure 2:

1. The odometer measurements for different robots \( a \) and \( \beta \) are represented using the solid yellow lines and solid blue ones respectively in Figure 2, denoted as symbols \( Z^a_{ij} \) and \( Z^\beta_{ij} \) where \( j = i + 1 \), and the set of odometer measurements are recorded as \( Z^a_{od} \) and \( Z^\beta_{od} \).
2. The loop closure in a single robot is represented by a dotted line in Figure 2, the corresponding symbols are \( Z^a_{ic} \) and \( Z^\beta_{ic} \) and \( j \neq i + 1 \), and the set of loop-closure in a single robot is recorded as \( Z^a_{lc} \) and \( Z^\beta_{lc} \). Loop closures can be detected using appearance-based loop closing approaches that work following the bag of words approach [4];
3. The relative pose measurements between different robots are marked with solid green lines with the symbol \( Z^a_{ij} \) in Figure 2, and the set of loop-closure between different robots is recorded as \( Z^a_{ij} \). Calculating relative position between robots is similar in nature to finding loop closures in the single robot problem: both of them involve comparing a query scan to a set of cached scans. The distinction is that the query scan in the former problem is received from a different robot [28].

![Figure 2. Multi-robot pose diagram optimization model.](image-url)

To run global optimization, the transformation from each local coordinate system of different robots to the global coordinate system could be treated as an optimization variable [29]. Based on the above definition, the pose graph optimization problem of the multi-robot collaborative SLAM system can be described using a maximum likelihood estimation problem

\[
\hat{X}, \hat{\Delta}^g = \arg \max_{X, \Delta^g} P(Z^a, Z^\beta, Z^{a\beta} \mid X, \Delta^g)
\]  

where \( X \) represents the trajectories of all robots, \( Z \) means the set of measuring edges of all robots, and \( \Delta^g \) is the set of anchor nodes. In this way, the optimal pose node to be estimated can be solved according to the measured values. Generally, to solve the above likelihood estimation problem, it can be further transformed into a weighted least
squares problem and solved by the mainstream solver. However, as shown in Figure 1 in the introduction, false positive loop closure with low proportion could cause completely wrong results. To improve the accuracy of the optimization results, the key point is the way to eliminate or minimize the impact of perceptual aliasing on the optimization results. Developing the perfect SLAM front-end that produces graphs that are free of outliers is generally impractical because of perceptual aliasing and perceptual variability. Therefore, optimization back-ends need to be able to deal with outliers resulting from an imperfect front-end. In this paper, our research is focused on using the consistency checking method based on the $\chi^2$ test to reject false positive loop closures in order to improve the accuracy and robustness of collaborative SLAM systems.

### 3.2. Consistency Checking of Loop-Closures Based on $\chi^2$ Test

As shown in Figure 2, the transformation which is represented as dotted line between the measured value and the estimated value of the relative pose transformation of two nodes $i$ and $j$ of the robot $\alpha$ is denoted as $e_{ij}(z^\alpha)$, and the information matrix of the measured value is described using $\Omega_{ij}$, then the Mahalanobis distance can be described as

$$
d_{ij}(z^\alpha) = e_{ij}(z^\alpha)^T \Omega_{ij} e_{ij}(z^\alpha)
$$

(2)

According to the maximum likelihood estimation theory, the solution of the pose graph optimization is the one that minimizes the sum of Mahalanobis distances of all errors; therefore, the SLAM optimization problem is turned to the task of finding out those pose nodes satisfying the following condition.

$$
x^\alpha = \arg\min D^2(z^\alpha) = \arg\min \sum e_{ij}(z^\alpha)^T \Omega_{ij} e_{ij}(z^\alpha)
$$

(3)

As known, the $\chi^2$ test is a statistical hypothesis test being valid to perform when the test statistic is $\chi^2$ distributed under the null hypothesis, in which the $\chi^2$ value is computed according to the actual difference between the determined data. Specific to our method, if the calculated $\chi^2$ value is greater than the theoretical value under a certain probability standard, then the corresponding measured value needs to be rejected.

In this paper, the false positive loop-closure detection and pose optimization algorithm in a multi-robot SLAM system is divided into two stages by using the above $\chi^2$ test results based on consistency checking: (1) reject the false positive loop closure for each individual robot in the first stage; (2) reject the false positive loop closure between cooperative robots using the results of the first step. Figure 3 shows a flow chart of this algorithm.

Considering the loop-closure measurement distribution in the real scene has temporal continuity [16], the loop closure in a single robot is clustered incrementally. We determine whether a loop closure is false positive according to the results of the following three consistency checks: (1) the consistency of a single loop measurement subset; (2) the consistency between multiple loop-closure measurement subsets; and (3) the pairwise mutual consistency of loop measurement between robots using the local reliability information of the odometer measurement.

In our approach, the first step is to remove those false positive loop closures which fail to pass the first two types of consistency check, and the second step is to eliminate those false positive loop closures which fail to pass the last type of consistency check using the PCM algorithm based on the maximum clique. These two-stage error elimination methods are introduced in detail below.
Figure 3. Flow chart of two-stage error elimination method.

3.3. First Step of Error Rejection: Rejection of Intra-Robot False Positive Loop-Closures

To distinguish between the odometer measurement and the loop-closure detection in Equation (3), the objective function can be written as

\[
D^2 = \sum_{z^a \in Z^a_{od}} d^2_{ij}(z^a) + \sum_{z^a \in Z^a_{lc}} d^2_{ij}(z^a) \\
= \sum_{z^a \in Z^a_{od}} d^2_{ij}(z^a) + \sum_{k=1}^{n} \sum_{z^a \in Z^a_{lk}} d^2_{ij}(z^a)
\]  

(4)

Equation (5) divides the loop-closures into several subsets using the nature of time-series continuity of the loop-closures distribution in the real scene described in the literature [16] to perform clustering operations incrementally (that is, the process of dividing subsets), and the detailed steps are as follows:

1. Generate a set U to be inserted;
2. For each newly detected loop-closure detection \(Z^a_{ij}\), verify whether it belongs to U according to Formula (5), and insert it if it does; otherwise, use all the measurement values in U to generate a new cluster, then clear U and insert \(Z^a_{ij}\) into U;
3. If there is no loop-closure detected, use the detection value in U to generate a new subset to complete the clustering.
After the clustering process, the $k$-th class in the loop-closure set satisfies the following conditions:

$$z^n_{ij} \in Z^n_{lc_k} \iff \exists z^n_{pq} \in Z^n_{lc_k} \text{ s.t. } \|t_i - t_p\| \leq t_g \land \|t_j - t_q\| \leq t_g$$

(5)

where $t_i$ and $t_j$ represent the timestamp of the pose node connected by the newly detected loop-closure detection value respectively, $t_p$ and $t_q$ represent the two timestamps corresponding to the loop-closure detection value in the set $U$, $t_g$ represents the maximum time interval of the loop-closure detection value in a single subset. After clustering, the loop-closure detection set can be expressed as $Z^n_{lc} = \cup_{k=1}^{n} Z^n_{lc_k}$ and satisfying $\forall (k \neq l) Z^n_{lc_k} \cap Z^n_{lc_l} = \emptyset$. Since the Mahalanobis distances of $k$ independent standard normal distribution variables obey the $\chi^2$ distribution; according to Equation (4), assuming that the error caused by the odometer is zero or infinitely close to zero, then when the iterative method is used to minimize the objective function, the pose node will be continuously updated as an optimization variable.

Due to the constraints introduced by those false positive loop closures, the value of the pose node will drift from the correct value, while the constraint added by the correct loop closure with a smaller error makes this deviation smaller. In a word, the determination of the consistency depends on the following precondition: although the odometer will have accumulated errors over time, with the nature of local reliability, it is still far smaller than the error caused by the perception deviation, so it can be used for judging whether the loop-closure detection is the perceptual aliasing. The concept of consistency can be further divided into the following two categories:

1. Consistency of a single loop-closure detection subset, which means that the sum of the Mahalanobis distance measured by a single loop-closure subset and the odometer passes the $\chi^2$ test;
2. Consistency among multiple loop-closure subsets. Since the optimization direction of the loop-closure subset with larger errors is inconsistent with the correct loop closure due to the wrong place recognition result. Therefore, it can be judged whether the set of multiple loop-closure detection subsets and the sum of the Mahalanobis distance measured by the odometer can pass the $\chi^2$ test. If not, we need to find the subset that does not satisfy the consistency judgment standard in this loop-closure detection subset and reject it as a whole. The detailed steps will be explained in the consistency check algorithm between subsets.

To satisfy consistency condition (1), the loop-closure of a single subset $Z^n_{lc_k}$ needs to satisfy the following conditions:

$$D^2_G = \sum_{z^n \in Z^n_{od}} d^2_G(z^n) + \sum_{z^n \in Z^n_{lc_k}} d^2_G(z^n)^2 < \chi^2_{\nu_G}$$

$$D^2_l = e_{ij}(z^n)^T \Omega_{ij} e_{ij}(z^n) < \chi^2_{\nu_l}, z^n \in Z^n_{lc_k}$$

(6)

(7)

where, $D_G$ and $D_l$ represent the error terms corresponding to the degree of freedom of the measured value contained in the said equations, which means they should be less than the set threshold based on the $\chi^2$ test theoretically. If Equation (7) is not satisfied in the $\chi^2$ test, the entire subset will be removed. In addition, the $\chi^2$ test results of Equation (6) can be used to reject single inconsistent loop closure in the subset. According to the above consistency test conditions, the consistency check algorithm in a single loop-closure subset is given by Algorithm 1.
Algorithm 1. Check Algorithm inside Loop-closure Subsets

**Input:** - pose nodes, odometer measurements, loop-closure subset clusteri

**Output:** - single loop-closure measurement subset

(1) Using pose nodes odometer measurements to construct PoseGraphOd
(2) PoseGraphLc ← PoseGraphOd;
(3) Add clusteri to PoseGraphLc;
(4) Optimize pose graph PoseGraphLc:
(5) if $D^2_C < c_D^2$ then:
(6) for every loop-closure measurement edge loopclosure in clusteri do:
(7) if $D^2_l < c_l^2$ then:
(8) cluster ← {cluster, loopclosure};
(9) else:
(10) // formula (7) not satisfied, loop-closure need to be rejected
(11) continue;
(12) end if
(13) end for
(14) return cluster
(15) else:
(16) // formula (6) not satisfied, reject the entire loop-closure measurement subset
(17) return cluster ← {};
(18) end if

To satisfy the consistency condition (2), the collection of multiple loop-closure subsets must satisfy the following conditions:

$$D^2_C = \sum_{k=1}^{\mid C \mid} \sum_{z^a \in Z^a_{lC}} d^2_{ij}(z^a)^2 < \chi^2_d C$$

(8)

$$D^2_G = D^2_C + \sum_{z^a \in Z^a_{od}} e^T_{ij}(z^a) \Omega_{ij} e_{ij}(z^a) < \chi^2_d G$$

(9)

Only when Equations (8) and (9) are satisfied at the same time, can the loop-closure subsets have consistency among them; otherwise, the loop-closure subset with the largest Mahalanobis distance is rejected, and then the consistency algorithm among loop-closure detection subsets is recursively called. The detailed process is described by Algorithm 2.

Algorithm 2. Checking consistency among loop-closure detection subsets

**Input:** - goodSet, candidateSet, PoseGraphOd which only contains pose nodes and odometer measurement

**Output:** - goodSet, rejectSet

(1) PoseGraphLc ← {PoseGraphOd, goodSet, candidateSet};
(2) // Initialize rejection set to an empty set
(3) rejectSet ← {};
(4) Optimize PoseGraphLc; ;
(5) if $D^2_C < c^2_C$ and $D^2_G < c^2_G$ then:
(6) // All loop-closure can pass the consistency check
(7) goodSet ← {goodSet, candidateSet};
(8) return goodSet, rejectSet;
(9) else:
(10) find subset with largest Mahalanobis distance clusteri in candidateSet;
(11) reject clusteri in candidateSet
(12) rejectSet ← rejectSet, clusteri);
(13) if candidateSet is not empty then:
(14) {goodSet, rSet}←
(15) Recursively call consistency checking algorithm among loop-closure detection subsets;
(16) rejectSet ← {rejectSet, rSet};
(17) end if
(18) end if
(19) return goodSet, rejectSet;
The process of the first step of the error rejection algorithm is expressed by Algorithm 3.

| Algorithm 3. The first step of the error rejection algorithm |
|-------------------------------------------------------------|
| **Input:** pose nodes, Odometer measurements, Loop-closure subset C that includes Loop-closure |
| **Output:** goodSet |
| (1) Using pose nodes, Odometer measurements to construct PoseGraphOd; |
| (2) Initialize consensus set to an empty set goodSet ← {}; |
| (3) Initialize rejection set to an empty set rejectSet ← {}; |
| (4) while true do: |
| (5) PoseGraphLc ← PoseGraphOd; |
| (6) currentSet ← C \ (goodSet ∪ candidateSet); |
| (7) Initialize candidate set to an empty set: candidateSet ← {}; |
| (8) PoseGraphLc ← [PoseGraphLc, currentSet]; |
| (9) for every subset clusteri in candidateSet do: |
| (10) Using Algorithm 1 to check the consistency of clusteri |
| (11) if subset is NOT empty then: |
| (12) candidateSet ← [candidateSet, clusteri] |
| (13) end if |
| (14) end for |
| (15) if not candidateSet is empty then: |
| (16) s = goodSet.size(); |
| (17) [goodSet, rSet]← |
| (18) Recursively call consistency checking algorithm among loop-closure detection subsets; |
| (19) if goodSet.size() > s then: |
| (20) rejectSet ← {}; |
| (21) else: |
| (22) rejectSet ← [rejectSet, rSet]; |
| (23) end if |
| (24) else: |
| (25) break; |
| (26) end if |
| (27) end while: |

Although it is a conservative approach to reject false positive loop-closures of a single robot based on the reliability of the local odometer measurement, since the entire subset of loops not satisfying the consistency condition will be fully rejected. However, as shown in Figure 1, we are more concerned about the negative impact of false positive loop-closures, it is a feasible approach to not retain all true positive loop-closures. Therefore, this algorithm is adopted as the first step of the error rejection method to complete the first two types of consistency checks.

3.4. The Second Step of Error Rejection: Reject False Positive Loop-Closure Detection among Cooperative Robots

Theoretically, in our approach, the false positive loop-closure detection between robots is based on the pairwise mutual consistency check algorithm of the largest group (PCM), and the $\chi^2$ distribution is used to check the paired loop-closure mutual consistency between robots and then find the loop-closure subset with the largest mutual consistency and reject all others.

As it is known, PCM algorithm generally cannot keep 100% of all correct loop closures, but it can ensure the consistency of the loop-closure subset not being rejected, thereby ensuring that false positive loop-closure will not participate in the back-end optimization process. The principle of false positive loop-closure detection of PCM is as follows:

The principle of the PCM algorithm can be represented in Figure 4: the odometer measurements of single robot are indicated as a solid yellow line and a solid blue line respectively and the correct detected loop closures are indicated as solid green lines, the false loop closure is represented as a solid green line with a red arrow line above in Figure 4b. As shown in Figure 4a, when the measured value does not contain noise or a very small amount of noise, starting from the bottom left point of the initial pose can
return’ after calculating the result of the addition of two odometers and two loop-closures between robots on non-Euclidean space; when a false positive loop-closure happens, as shown in Figure 4b, generally there is a large error between the computed pose and the initial pose (without mutual consistency). To measure the distance between the computed pose and the initial pose, which means to determine whether the paired loop-closures \( z_{ij}^{\alpha \beta} \) and \( z_{ij}^{\alpha \beta} \) satisfy the mutual consistency, the following conditions should be satisfied:

\[
D_7^2 = \left\| \left( z_{ij}^{\alpha \beta} \boxplus z_{jk}^{\alpha \beta} \boxplus z_{kl}^{\alpha \beta} \right) \boxplus z_{ij}^{\alpha \beta} \right\| _\Sigma < \chi^2_{d_z}
\]

where \( D_7^2 \) represents the Mahalanobis distance of the computed pose error, \( \Sigma \) represents the covariance matrix of the computed poses, \( \chi^2_{d_z} \) represents the \( \chi^2 \) distribution corresponding to the degree of freedom \( d_z \) of the pose measurement edge, symbols \( \boxplus \) and \( \Box \) mean operations on the manifold, and the operational rules on 2-d and 3-d manifolds could refer to the literature [30].

![Figure 4. Schematic diagram of PCM algorithm. (a) In the correct loop-closure, a robot returns to the starting point after pose transformation; (b) A false positive loop-closure, which is unable to return to the starting point after pose transformation.](image)

For the loop-closure detection value between each robot, it is necessary to combine all loop-closures with other robots and complete the mutual consistency check, and then find the loop-closure subset that has the largest internal loop-closure with mutual consistency. The aforesaid process is with exponential time complexity, and it can be solved by transforming it into a maximum clique problem [31] in graph theory. As known, solving the maximum clique problem is an NP-hard problem, and the time cost of deterministic algorithms, such as backtracking and branch and bound method, increases exponentially with the problem size (the number of vertexes increases and the edge density increases) [32].

Heuristic algorithms—such as sequential greedy, DLS-MC, and intelligent search algorithm—could also be used to resolve the problem, and the ratio of computing time of heuristic algorithms to deterministic algorithms will get smaller and smaller with the increase of the vertex and edge density of the graph; however, heuristic algorithms sometimes can only obtain approximate optimal results.

Pattabiraman’s parallel method is applied [33] to actively cut the branches of the search tree, and PCM algorithm is used to execute the last type of consistency check to run the second-stage error rejection. The detailed description of the algorithm is as follows:

Through the above two-stage false positive loop-closure rejection method for single-robot and multi-robot systems, the pose of the collaborative SLAM system could be optimized based on the aforegiven pose graph optimization model. The second step of error rejection algorithm is presented by Algorithm 4.
Algorithm 4. Second step of error rejection algorithm

Input: Pose nodes, odometer measurements, intra-robot loop closure set C that
Output: Maximum mutual consistency set max_clique:
(1) Using pose nodes, odometer measurements to construct PoseGraphOd;
(2) Creating a new set cliques and allocate space of size C.size;
(3) cliques.size = C.size;
(4) for loop in C:
(5) creating empty set clique;
(6) inserting loop into the collection clique;
(7) for left loop in C \ loop: // for each other loops
(8) if loop and left loop can be connected as shown in Figure 4:
(9) Calculating whether the two loops satisfy mutual consistency through formula
(10) if loop left loop satisfies mutual consistency:
(11) inserting left loop into clique;
(12) else:
(13) // If the mutual consistency not satisfied, not added it
(14) continue;
(15) end if
(16) end if
(17) insert clique into cliques;
(18) end for
(19) end for
(20) Using maximum clique to calculate the set with the largest number of loop-closure in
cliques and assign it to max_clique;
(21) return max_clique;

4. Experiments and Analysis

To evaluate the performance of the proposed algorithm, comparison experiments
with the existing mainstream PCM method and its popular variants are designed and
conducted using the open dataset and the synthetic data. The quantitative evaluation
indexes include the rejection rate of false positive closure and the trajectory accuracy
calculated after optimizing the rejected pose map. The two indexes to evaluate the accuracy
of trajectory estimation are absolute translation error (ATE) and absolute rotation error
(ARE), which are described using Equations (11) and (12).

\[
ATE = \left( \frac{1}{\sum_{a \in N} n_a} \sum_{a \in R} \sum_{i=1}^{n_a} \left\| \hat{t}_a^i - t_a^i \right\|^2 \right)^{\frac{1}{2}}
\]  

\[
ARE = \left( \frac{1}{\sum_{a \in N} n_a} \sum_{a \in R} \sum_{i=1}^{n_a} \left\| \log \left( \left( \hat{R}_a^i \right)^T R_a^i \right) \right\|_2 \right)^{\frac{1}{2}}
\]

where, \(\hat{t}_a^i\) and \(t_a^i\) represent the real and estimated displacement vectors of robot \(a\) at time \(i\)
respectively; \(\hat{R}_a^i\) and \(R_a^i\) represent the real and the estimated rotation matrixes, which are
mapped to the rotation Lie algebra by \(\log(\cdot)\) mapping. Our method is tested on the open
dataset and the synthetic data respectively, and the results are compared with existing
mainstream methods such as dynamic covariance scaling and PCM based on maximum
clique to analyze the robustness of the algorithm to outliers and the accuracy of pose fusion.
The test environment used is shown in the table below, and in our test only CPU is used.

4.1. Test Using CSAIL Dataset

Open dataset CSAIL (MIT Computer Science and Artificial Intelligence Laboratory) is
widely used in the computer vision community. The dataset is collected by laser scanning in
the indoor scene of MIT Computer Science and Artificial Intelligence Laboratory building,
and Carlone [34] generated a 2D graph file representing pose nodes and measurement edges in the dataset, which contains 1045 pose nodes and 1172 measurement edges (including 128 loop-closure detections). To represent the pose map of those cooperative robots, this dataset is cut into two robot pose datasets by us, in which the number of pose nodes of robot $\alpha$ is 522 and its loop measurement edges are 646. The number of pose nodes of robot $\beta$ is 523, its loop measurement edge is 636, and there are 110 loop measurement edges between the two robots.

Outliers were generated according to the literature [16], and the outlier measurement edges between robots were added to the data set. Among them, multiple groups of mutually consistent abnormal edges are used to simulate the error loop-closure caused by perceptual aliasing, and the randomly added abnormal edges are used to simulate the influence of random noise.

Figure 5 and Table 1 show the comparison results of various algorithms when the proportion of abnormal measured values is 50%. The added edges include false positive loop-closures both from intra-individual and inter-individual robots. The optimal parameters of the DCS algorithm are obtained by analyzing the true value and initial value in advance $\Phi = 0.5$. It can be seen from Figure 6 that when the parameter values of DCS and PCM algorithms are selected appropriately (in the upper and lower columns of Figure 6), the absolute position error and attitude error are small, mainly because the initial position and attitude error of CSAIL data set is small, and the odometer measurement is reliable, which satisfies the operation conditions of DCS and PCM algorithms better. The same parameters as PCM algorithm ($p = 90\%$) are selected for our method. As shown in the red block diagram in Figure 6e, compared with PCM, the pose map fusion result of our algorithm in this paper.

![Figure 5](image.png)

**Figure 5.** Trajectories of the original CSAIL dataset after cutting, and the solid green line and solid blue line in the figure represent the odometer measurement of the two robots respectively.

| Name          | Configuration                  |
|---------------|--------------------------------|
| CPU           | Intel i5-8250U@3.400 GHz       |
| Memory        | 32 GB                          |
| OS            | Ubuntu 18.04                   |
| Software environment | VSCode, GTSAM4.0.3             |

**Table 1.** Hardware and software configuration of the experiment.

A quantitative comparison results of ATE and ARE errors are given in Table 2. It could be found, when the abnormal measured percentage is 50%, that the absolute position error and attitude error value of our method are much less than those of DCS and PCM algorithms, and the position and attitude fusion accuracy of ours is the best.
Figure 6. Comparison of pose fusion results on CSAIL dataset. (a) Ground truth of CSAIL data set; (b) Optimization result using DCS algorithm with \( \Phi = 0.5 \); (c) Optimization result using DCS algorithm with \( \Phi = 5 \); (d) Optimization result using PCM algorithm with \( p = 90\% \); (e) Optimization result using PCM algorithm with \( p = 90\% \), the red box indicates the difference from ground truth; and (f) Optimization result using our algorithm.

Table 2. ATE and ARE errors of algorithms on the CSAIL dataset.

|               | ATE/m | ARE/rad |
|---------------|-------|---------|
| Initial value | 1.792 | 0.082   |
| DCS (\( \Phi = 0.5 \)) | 0.186 | 0.022   |
| DCS (\( \Phi = 5 \)) | 14.787 | 0.673 |
| PCM (\( p = 90\% \)) | 1.348 | 0.198   |
| Our algorithm (\( p = 90\% \)) | 0.095 | 0.008   |

4.2. Validation Using Synthetic Data Sets

Another dataset used in our experiment is city10,000 which is a synthetic dataset published by Kaess and his collaborators [35]. In our test, the first 3000 pose nodes are used for experiments, and the data set is cut into two parts chronologically to simulate two different robot trajectories. Each part contains the robot’s pose nodes and measurement edges, and each robot trajectory data contains 1500 pose nodes. Robot \( \alpha \) has 2571 its measurement edges and robot \( \beta \) has 2382 its measurement edges. There are 626 loop-closures between the two robots. The original pose diagram is shown in Figure 7.

Figure 8 shows the test results of each algorithm with 50% anomalies, including 20 sets of consecutive anomalous edges (10 edges as a set) and 100 random anomalous edges, where the thin blue and green lines indicate the odometer trajectories of the two robots, the thick blue and green lines indicate the loop-closure measurements on the robot’s own trajectory, the thick dark blue line indicates the normal loop-closure measurements between robots, and the gray dashed line represents the added anomalous loop-closure edges. The parameters of the DCS and PCM algorithms were set through a prior com-
parative analysis of the true values, and they are $\Phi \in \{1, 10\}, p = 90\%$. The optimal parameter corresponding to the DCS algorithm on this synthetic dataset is set as $\emptyset = 1$ according to [17].

![Comparison of pose fusion results of various algorithms in City10,000 dataset.](image)

**Figure 7.** City10,000 synthetic dataset. The solid green line and solid blue line in the figure represent the odometer measurement of the two robots $\alpha$ and $\beta$ respectively.

![Comparison of pose fusion results of various algorithms in City10,000 dataset.](image)

**Figure 8.** Comparison of pose fusion results of various algorithms in City10,000 dataset. (a) Ground truth of City10,000 data set; (b) Optimization result using DCS algorithm with $\Phi = 1$; (c) Optimization result using DCS algorithm with $\Phi = 10$; (d) Optimization result using PCM algorithm with $p = 90\%$; (e) Optimization result using PCM algorithm with $p = 90\%$, the red box indicates the difference from ground truth; (f) Optimization result using our algorithm.

As shown in Figure 8b, even with the optimal parameter setting, the positional fusion results of DCS ($\Phi = 1$) are still with large error, and in the red box of Figure 8e, the PCM algorithm still has a large gap in the accuracy of the fused poses since no false-positive loop closure is rejected for an individual robot.

From the results of position and pose error of each algorithm on the City10,000 data set in Table 2 and Figure 8a–f, one can see that: (1) the DCS algorithm is less effective,
however the position error still reaches 5.6 m even when the parameters are adjusted to the optimal value; (2) the PCM algorithm still has a large gap with the true value under the condition of 90% confidence level; (3) with the confidence level being the same as that of PCM, the accuracy of position and pose estimation of our algorithm are much better than that of DCS and PCM.

In Table 3, it could be found that the performance of DCS algorithm highly relies on the initial parameter setting, and it is very difficult to select initial parameters without sufficient a priori information. The PCM algorithm relies on reliable odometer measurements to filter normal values, and the fused positional accuracy is poor without prior false-positive loop-closure rejection for individual robots. Overall, our proposed approach shows better robustness to outlier data, and can provide more precise results.

|          | ATE/m | ARE/° |
|----------|-------|-------|
| Initial  | 15.266| 0.276 |
| DCS (Ω = 1) | 5.688 | 0.149 |
| DCS (Ω = 10) | 34.715| 1.067 |
| PCM (p = 90%) | 1.094 | 0.145 |
| Our algorithm (p = 90%) | 0.126 | 0.004 |

5. Conclusions and Prospects

It is generally an impossible mission to develop a perfect SLAM-end free of false positive loop-closure due to perceptual aliasing and perceptual variability, while the outliers can highly affect the accuracy and robustness. However, for a collaborative SLAM system that generally uses both intra and inter loop closures to optimize pose graph, it is difficult to reject those false positive loop closures without reliable a priori knowledge of the relative pose transformation among robots. Aiming at solving this problem, this paper proposes a two-stage false positive loop-closure rejection method based on three types of consistency checks that can be embedded in the collaborative SLAM system. Three kinds of consistency check methods were proposed: the first step of our algorithm is to eliminate the outlier loop-closures that fail the first two kinds of consistency check; the second step is to reject the false positive loop-closure between robots failing the last kind of consistency check, with the pairwise mutual consistency check algorithm based on the maximum clique. The experiments indicate that this method does not rely on a priori relative pose measurement: when the proportion of outliers is 50%, it has very good performance in restoring the original multi-robot trajectories, and the fusion accuracy is better than that of existing mainstream DCS and PCM methods. Our method can be directly embedded into the back-end of real-time collaborative SLAM systems—such as CCM-SLAM [36] and CVI-SLAM [37]—to improve their system robustness and accuracy. Future studies will be focused on points such as accelerating false positive loop-closure rejection process and integration with other sensors. Moreover, our method is currently offline and tested in public datasets and the focus of the algorithm is to eliminate false positive loops and improve accuracy. Due to the two-stage strategy, there is no advantage in time compared with PCM and DCS, so developing methods for using the proposed algorithm in an incremental fashion would also be one of our plans for future work.
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