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ABSTRACT: The London dispersion interactions between systems undergoing bond breaking, twisting, or compression are not well studied due to the scarcity and the high computational cost of methods being able to describe both the dynamic correlation and the multireference character of the system. Recently developed methods based on the Generalized Valence Bond wave function, such as EERPA-GVB and SAPT(GVB) (SAPT = symmetry-adapted perturbation theory), allow one to accurately compute and analyze noncovalent interactions between multireference systems. Here, we augment this analysis by introducing a local indicator for dispersion interactions inspired by Mata and Wuttke's Dispersion Interaction Density [J. Comput. Chem. 2017, 38, 15–23] applied on top of an EERPA-GVB computation. Using a few model systems, we show what insights into the nature and evolution of the dispersion interaction during bond breaking and twisting such an approach is able to offer. The new indicator can be used at a minimal cost additional to an EERPA-GVB computation and can be complemented by an energy decomposition employing the SAPT(GVB) method. We explain the physics behind the initial increase, followed by a decrease in the interaction of linear molecules upon bond stretching. Namely, the elongation of covalent bonds leads to the enhancement of attractive dispersion interactions. For even larger bond lengths, this effect is canceled by the increase of the repulsive exchange forces resulting in a suppression of the interaction and finally leading to repulsion between monomers.

INTRODUCTION

The London dispersion, the most elusive of the noncovalent interactions, is known to play a key role in the formation of molecules, reaction barrier heights, and catalytic processes as well as in the design of one- and two-dimensional van der Waals heterostructures. While modern computational methods are able to capture the London dispersion interaction accurately, separating dispersion from other effects is still challenging: the symmetry-adapted perturbation theory (SAPT) methods are able to rigorously isolate the dispersion contribution to the total energy of the interaction between systems, but only recently their capabilities are being extended to intramolecular and multireference cases.

Another group of tools for analyzing the noncovalent interactions are the visualization indicators, such as Non-Covalent Interactions Index (NCI), QTAIM-based tools, or DORI, where usually the relative strengths of interactions are associated with molecular fragments. Such indicators are useful thanks to their intuitive nature and a relatively broad range of applicability: they can be employed both in the inter- and intramolecular cases, in large systems.

There are a couple of ways to isolate and map specifically the dispersion interaction in physical space, namely, the London dispersion potential (LDP) maps of Pollice and Chen and the Dispersion Interaction Density (DID), based on the second-order spin-component scaled local Möller–Plesset method (LMP2), proposed by Mata and Wuttke. The latter method utilizes the localized nature of correlation contributions in the LMP2 method and identifies the parts of the correlation energy responsible for the dispersion interaction. This approach is consistent with the SAPT definition of dispersion and is computationally efficient, so it has been very helpful in understanding the interaction inside large molecules. However, as single-reference approaches, neither LDP nor DID allow for studying systems, where covalent bonds are significantly stretched or compressed. Such systems include interacting materials under pressure, stretched nanowires and nanoribbons, and molecules approaching chemical reactions; therefore, a tool able to get insight into those phenomena could prove very useful.

To be able to adapt the DID approach for those challenging cases, one needs a computationally efficient multireference approach in which the dispersion contribution can be isolated from the correlation energy, and it can be assigned to physical...
domains consisting of molecules or molecular fragments. One approach fulfilling those requirements is a variant of the generalized valence bond method (namely, the strongly orthogonal perfect-pairing Generalized Valence Bond, in the rest of the paper denoted as GVB) amended by a correlation correction based on the Extended Random Phase Approximation (ERPA).

The purpose of this work is to introduce a quantity analogous to Mata and Wuttke’s DID based on the ERPA-GVB method and show the robustness of the new indicator on a few model systems including dimers whose components are out-of-equilibrium molecules. In the following section, we will show how to extract the dispersion component from the correlation energy in ERPA (and Embedding ERPA) approach. In the Results and Discussion section we will present the new indicator being applied to examples of interactions in water, ethylene, acetylene, and diacetylene dimer in different geometries. This picture will be complemented by a symmetry-adapted perturbation theory computation decomposing the interactions into physically meaningful terms. Finally, we will discuss how the obtained results fit in with the current state of knowledge on noncovalent interactions and with our previous observations.

### THE DISPERSION ENERGY INDICATOR

The GVB ansatz reads

\[
\Psi^{GVB} = \hat{A} \prod_{i=1}^{N/2} \Psi^i
\]

where \( \hat{A} \) denotes the antisymmetrization operator, \( N \) is the (even) number of electrons, and \( \Psi^i \) are GVB geminals, that is, antisymmetric singlet-coupled two-electron wave functions

\[
\Psi^i(x_i, x_j) = \frac{1}{\sqrt{2}}(\psi_{p_i}^{\dagger}(x_i)\psi_{p_j}(x_j) + c_p \psi_{p_j}^{\dagger}(x_i)\psi_{p_i}(x_j))(\alpha(\sigma_i)\beta(\sigma_j) - \alpha(\sigma_j)\beta(\sigma_i))
\]

strongly orthogonal to each other. A natural orbital representation is employed throughout this work; thus, a coefficient \( c_p \) is directly related to a corresponding spin-orbital occupation number \( n_p \) as follows.

\[
n_p = c_p^2
\]

The index \( p \) enumerates the orbitals, and, for orbitals comprising the \( i \)th geminal, it corresponds to \( p_1 \) and \( p_2 \) indices in eq 2.

The GVB electronic energy reads

\[
E^{GVB} = 2 \sum_p n_p \epsilon_{pp} + \sum_{pq} \delta_{pq} c_p c_q \langle pqlq \rangle + \sum_{pq} (1 - \delta_{pq}) n_p n_q \langle 2pq|pq \rangle - \langle pq|qp \rangle
\]

with \( \epsilon_{pp} = \langle \psi_{pp} | H | \psi_{pp} \rangle + \hat{v}_{soc} \psi_{pp} \rangle \) being one-electron integrals in natural-orbitals representation, and symbols \( I_p \) in eq 4 indicate a geminal to which an orbital \( \psi_{p} \) belongs. The GVB energy lacks the intergeminal correlation energy. This shortcoming can be overcome, for example, by adding a correlation correction \( 19,20,21,25 \) derived by employing the ERPA equations.

\[
\begin{pmatrix} A & B \end{pmatrix} \begin{pmatrix} X^+ \end{pmatrix} = \omega \begin{pmatrix} -N & 0 \end{pmatrix} \begin{pmatrix} X^- \end{pmatrix}
\]

The eigenvectors \([X^+, Y^+]\) approximate the reduced transition density matrices, which allows one to write the spin-summed ERPA correlation energy expression as

\[
E_{corr}^{ERPA} = \sum_{p > q, r > s} (1 - \delta_{pq}) \delta_{rs} \delta_{pq} W_{pqrs}
\]

\[
W_{pqrs} = \sum_v (n_r - n_p)(n_q - n_s)(X^+_{pq} + X^+_{ps}) - \frac{1}{2} \langle (1 - n_r)n_p + (1 - n_s)n_p | \delta_{rs} \delta_{pq} \rangle \langle pqlrs \rangle.
\]

The term \((1 - \delta_{pq}) \delta_{rs} \delta_{pq} \) in eq 6 vanishes when all orbitals \( p, q, r, s \) belong to the same geminal. Thus, by construction there is no double counting of correlation if the correlation energy \( E_{corr}^{ERPA} \) is added to the GVB energy \( E^{GVB} \).

Since electrons belonging to different geminals are uncorrelated, then if the ERPA-GVB approach is employed for weakly interacting systems, the total contribution from the dispersion interaction is comprised solely within the ERPA correction. When it comes to a computation of interaction energies of dimers, the ERPA description of the correlation energy for a dimer is poorer than that of a monomer, since some of the orbitals unoccupied in the monomer computation become fractionally occupied in a dimer computation. This leads to eliminating many components in the sum in eq 6 and, consequently, to a less accurate description of the dimer’s correlation energy. This deficiency of ERPA can be alleviated by treating each of the monomers comprising the dimer as a subsystem embedded in the field of the other monomer. This “Embedding ERPA” (EERPA) approach allows for a richer and more balanced description of the electron correlation.25,29 As shown in ref 30, the EERPA approach can be extended to the treatment of electrons belonging (in the sense of the localized GVB orbitals) to distinct fragments of molecules as subsystems embedded in the field of the remaining fragments. The fragments can be chosen arbitrarily; for example, a single geminal can be treated as a subsystem.30 It is worth reiterating that partitioning of GVB orbitals into unequivocal fragments of molecular systems is feasible due to the localized nature of both strongly and weakly occupied GVB orbitals. In this work, the variant of EERPA assuming a partitioning of the GVB orbitals into two fragments \( A \) and \( B \) associated with distinct monomers is used.

The EERPA correlation energy of a dimer \( AB \) can be partitioned into one-body terms pertaining to intramonomer correlation and the remaining two-body term:25,29

\[
E_{corr}^{EERPA}(AB) = E_{corr}^{EERPA}(A) + E_{corr}^{EERPA}(B) + E_{corr}^{EERPA,2-body}(AB)
\]

In the context of dispersion interaction we are interested in terms \( W_{pqrs} \) (see eq 6) in a two-body \( E_{corr}^{EERPA,2-body}(AB) \) term, which are least-vanishing in the limit of intermonomer distance \( R_{AB} \) approaching infinity. By repeating the analysis from ref 27, it is straightforward to show that the energy...
\[ F_{\text{disp}}^{\text{EERP}} = 2 \sum_{i \in A} \sum_{p \in \Omega_i^A} \sum_{q \in \Omega_j^B} W_{pqrs} \]

where \( I \) and \( J \) indicate geminals, the set \( \Omega_i^A \) comprises occupied orbitals from a geminal \( I \), localized on the monomer \( A \), virtual orbitals and weakly occupied \( \left(n_p < \frac{1}{2}\right) \) orbitals localized on \( B \)

\[ \Omega_i^A = \{ p \in r : r \in I \land r \in A \land p \in A \cup V \cup B^{\text{break}} \} \]

\[ V = \{ p : n_p = 0 \} \]

\[ B^{\text{break}} = \left\{ p : p \in B \land n_p < \frac{1}{2} \right\} \]

(analogously for \( \Omega_i^B \)), tends asymptotically to the dispersion energy expression reading

\[ \lim_{\epsilon_{\text{Ga}} \to \infty} F_{\text{disp}}^{\text{EERP}} = -16 \sum_{\mu \in A} \sum_{\nu \in B} \alpha_{\mu \nu}^A + \alpha_{\mu \nu}^B \]

The latter is given in terms of monomer properties: transition energies \( \alpha_{\mu \nu}^{A/B} \) and transition density matrices \( T_{\mu \nu}^{A/B} \) corresponding to solutions of the ERPA equations, cf. eq 5, for isolated monomers, in particular

\[ [T_{\mu \nu}] = (n_p - n_r)(Y_{\mu \nu} - \chi_{\mu \nu}) \]

Notice that dispersion energy as given in eq 9 is determined by the response of a dimer; that is, the summation with respect to \( \nu \) in eq 7 accounts for all excited states of a dimer predicted by the ERPA equations. In the dissociation limit, each state \( \nu \) becomes a composition of states of monomers, cf. eq 13.

Let us introduce the intergeminal correlation terms as

\[ \forall I \in A \sum_{J \in B} e_{ij} = 2 \sum_{p \in \Omega_i^A} \sum_{q \in \Omega_j^B} W_{pqrs} \]

where geminals \( I \) and \( J \) are assumed to be localized on distinct fragments. A sum of such terms yields EERP dispersion-like correlation energy, cf. eq 9

\[ F_{\text{disp}}^{\text{EERP}} = \sum_{I \in A} \sum_{J \in B} e_{ij} \]

and each \( e_{ij} \) term has the interpretation of the dispersion interaction between geminals \( I \) and \( J \).

Having identified intergeminal components of the correlation energy \( e_{ij} \) giving rise to dispersion energy, we follow Wuttke and Mata \(^{17}\) and define a local descriptor of dispersion on a fragment \( A \) interacting with a fragment \( B \) as

\[ D^A(r) = \sum_{I \in A} \rho_i(r) \sum_{J \in B} e_{ij} \]

and for \( B \) interacting with \( A \)

\[ D^B(r) = \sum_{J \in B} \rho_j(r) \sum_{I \in A} e_{ij} \]

or

\[ D^{AB}(r) = \frac{1}{2}(D^A(r) + D^B(r)) \]

where a geminal density \( \rho_i \) reads

\[ \rho_i(r) = \sum_{p \in I} n_p \varphi_i^2 \]

Since each geminal is normalized to one, that is

\[ \int \rho_i(r) dr = 1 \]

it follows trivially that integration of \( D^A(r) \) or, equivalently, \( D^B(r) \) leads to obtaining the dispersion energy in the limit when monomers do not overlap, namely

\[ \int D^A(r) dr = \int D^B(r) dr = \int D^{AB}(r) dr = E_{\text{disp}}^{\text{EERP}} \]

and the limiting expression is given by eq 13. This property shows that quantities \( D^{AB}/D^{B}(r) \) can be viewed as the dispersion interaction energy densities.

Finally, it is worthwhile noticing that, by exploiting the localized nature of geminals, partitioning the set of geminals into interacting fragments can be applied for a single molecule. In this case, \( A \) and \( B \) would be parts of the same molecule; the descriptors \( D^A(r) \) and the energy \( E_{\text{disp}}^{\text{EERP}} \) would correspond to the intramolecule dispersion energy.

**RESULTS AND DISCUSSION**

In principle, either of the EERP-GVB-based dispersion descriptors \( D^A \), \( D^B \), or \( D^{AB} \) could be employed to identify the sources of the dispersion interaction. However, only the latter treats both monomers on equal footing, and therefore it will be used throughout the paper. To demonstrate the usefulness of the indicator \( D^{AB} \) we will present its performance for a number of weakly interacting dimers in and out of their equilibrium geometries.

In order to provide more quantitative insight into the character of molecular interactions in systems with stretched covalent bonds, we will use the recently proposed multi-configurational symmetry adapted perturbation theory SAPT-MC.\(^{9-11}\) This method predicts molecular interaction energy up to the second-order terms in the interaction operator

\[ E_{\text{SAPT-MC}} = E_{\text{el}}^{(1)} + E_{\text{exch}}^{(1)} + E_{\text{ind}}^{(2)} + E_{\text{exch-ind}}^{(2)} + E_{\text{disp}}^{(2)} + E_{\text{exch-disp}}^{(2)} \]

In SAPT(MC) the exchange components employ the \( S^i \) approximation, and the density–density response function entering the second-order terms is described at the ERPA level. Only one- and two-electron reduced density matrices of monomers, obtained from multiconfigurational wave functions describing monomers, are needed in SAPT(MC). While other SAPT methods are likely to fail when bonds are strongly elongated in monomers, SAPT(MC) stays reliable.\(^9\) This unique feature of the method makes it a proper tool to study systems discussed in this work. A consequence of employing GVB reduced density matrices in SAPT(MC), denoted as SAPT(GVB), is the consistency of the dispersion energy from EERP, see eqs 9 and (13), integrated dispersion descriptors, see eq 22, and \( E_{\text{disp}}^{(2)} \), that is...
The equilibrium geometries of studied complexes were taken from the Nonbonded Interactions database published by Truhlar et al., and the calculations were performed in the aug-cc-pVDZ basis set, except for the diacetylene dimer, for which the equilibrium geometry was taken from ref. and the basis set used was 6-311++g(d,p) employed in the same work. For acetylene and ethylene the intermonomer distances were kept fixed, while for diacetylene the intermonomer distances were changed, but the molecular structures were kept frozen. The computations of the dispersion indicator, EERPA-GVB, and SAPT(GVB) energies were performed using the in-house developed GammCor code interfaced with the DALTON software package. The reference CC3 computations were also performed using the DALTON package. The visualizations were realized using a code developed by us in Python, with the help of a Mayavi libraries package. The developed code is available at ref.

As the first example of visualization of the dispersion, we chose a water dimer (see Figure 1). This system is considered a textbook example for hydrogen bonds, and therefore the interpretation is con- 
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tions of dispersion-bound systems containing molecules with a CH₂ group twisted by 90°. The six contours encompass 90% of the geminal density.

tiny system out of their equilibrium geometry.

tion, however, lies in the description of dispersion-bound systems containing molecules out of their equilibrium geometry.

To that end, let us look at the ethylene dimer in a staggered geometry (see Figure 2). It is well-established that this system is bound by the dispersion interaction with main contributions from the \( \pi-\sigma \) bond pairs and dihydrogen contacts. This interpretation is confirmed by the dispersion indicator (see Figure 2a). Clearly, the interaction originates from the electrons involved in the \( \pi \) bonds and C–H bonds that create the dihydrogen contacts, as illustrated by the absence of \( D_{\text{AB}} \) isosurfaces contours on the more distant C–H bonds in Figure 2a.

When one twists the central \( \pi \) bond, one of the dihydrogen contacts disappears (see Figure 2b), and the \( \pi \) bond in the twisted molecule is destroyed (cf. Figure 3a,b). In the twisted components of the interaction energy change significantly upon twisting: \( E_{\text{disp}}^{(1)} \) that is, the electrostatic attraction diminishes; similarly, \( E_{\text{disp}}^{(2)} \) —the exchange repulsion and the attraction from the dispersion interaction \( E_{\text{disp}} \) also lowers. However, the changes in the electrostatic and exchange terms cancel each other out so that the dispersion interaction decides about the change in the magnitude of the interaction.

Apart from twisting, a covalent bond can be also destroyed by stretching. As it is known, the GVB wave function is not

\[
\lim_{R_{\text{AB}} \to \infty} E_{\text{disp}}^{(j)} = \lim_{R_{\text{AB}} \to \infty} \sum_{I\in A} \sum_{J\in B} \epsilon_{ij} = E_{\text{disp}}^{(j)}
\]

Figure 1. Visualization of the dispersion interaction density \( D_{\text{AB}} \) for water dimer. The six contours of isosurfaces of \( D_{\text{AB}}(r) \) densities were generated to encompass 50%, 40%, 30%, 20%, 10%, and 1% of the integrated \( D_{\text{AB}}(r) \), respectively.

Figure 2. Visualization of the dispersion interaction density \( D_{\text{AB}} \) for ethylene dimer in the equilibrium geometry (a) and with one of the molecules with a CH₂ group twisted by 90° (b). The six contours of isosurfaces of \( D_{\text{AB}}(r) \) densities were generated to encompass 50%, 40%, 30%, 20%, 10%, and 1% of the integrated \( D_{\text{AB}}(r) \), respectively. (c) and (d) The six contours of isosurfaces of \( D_{\text{AB}}(r) \) densities were generated to encompass 90% of the geminal density.

Figure 3. Visualization of (a) the geminal localized on the \( \pi \) bond in the ethylene molecule in its equilibrium geometry and (b) the corresponding geminal in the ethylene molecule with one CH₂ group twisted by 90°. The contours encompass 90% of the geminal density.

Table 1. Interaction Energies of Ethylene (for Two Values of the Twisting Angle) and Diacetylene Dimers (for Two Intermonomer Distances) and Their Components (in kcal/mol)

|          | ethylene | diacetylene |
|----------|----------|-------------|
|          | 0°       | 90°         | 4.26 Å | 7.75 Å |
| GVB      | 0.54     | 0.72        | 0.75   | −0.01  |
| EERPA-GVB| −1.12    | −0.64       | −0.51  | −0.04  |
| SAPT(GVB)| −1.00    | −0.81       | −0.48  | −0.04  |
| \( E_{\text{elst}}^{(1)} \) | −0.64    | −0.36       | −0.33  | −0.01  |
| \( E_{\text{disp}}^{(2)} \) | 1.28     | 1.00        | 1.19   | 0.00   |
| \( E_{\text{ind}}^{(2)} \) | −0.16    | −0.16       | −0.44  | 0.00   |
| \( E_{\text{disp-dip}} \) | 0.12     | 0.13        | 0.36   | 0.00   |
| \( E_{\text{disp}} \) | −1.74    | −1.55       | −1.40  | −0.03  |
| \( E_{\text{disp}}^{(2)} \) | 0.14     | 0.12        | 0.14   | 0.00   |
| \( E_{\text{disp}}^{(2)} + E_{\text{disp-dip}} \) | −1.60    | −1.43       | −1.26  | −0.03  |
| \( \sum_{I\in A} \sum_{J\in B} \epsilon_{ij} \) | −1.80    | −1.67       | −1.36  | −0.03  |
capable of dissociating multiple bonds as a result of restricting orbitals in geminals to be singlet-coupled.\textsuperscript{44} It has been recently shown that GVB dissociation energy curves, corresponding to stretching multiple bonds, are improved upon adding an ERPA correlation energy correction.\textsuperscript{45} The EERPA-GVB method is therefore a viable tool to study a molecular interaction in such systems. An interesting example here is an acetylene dimer in a parallel-slipped geometry. The electrostatic and induction components are, to a large degree, compensated by the exchange and exchange-induction terms, and it is dispersion that plays a decisive role in binding at equilibrium geometry; see Figure 5. With the C–C bonds stretched simultaneously in both monomers, the distribution of electrons comprising them becomes more diffuse, partly moving from the centers of molecules toward the C–H bonds (cf. Figure 4a,b). Since the π–π interaction is interrupted, one would expect that the stretching of C–C bonds leads immediately to a diminishing of the attraction, but actually, the opposite happens upon a small C–C bond elongation (see Table 2 and Figure 5). The interaction predicted by the GVB method, which roughly corresponds to the sum of the electrostatic, exchange, and induction components,\textsuperscript{29} is mildly attractive at the equilibrium geometry of ca. 1.2 Å and upon stretching becomes increasingly repulsive. This behavior of interaction energy is erroneous due to lack of the dispersion interaction in GVB. Looking at the SAPT(GVB) results, cf. Table 2, it can be seen that both the attractive and the repulsive components of the interaction grow (in absolute value), while the growth of the exchange repulsion is much sharper than the one of the electrostatic attraction, the growth of dispersion is also very fast, which results in the overall increase of interaction when the C–C bonds are elongated. Only for very large bond lengths does the exchange again dominate, and, consequently, the intramonomer attraction decreases. In agreement with those results, in the EERPA-GVB analysis, the sum of the dispersion-like, cf. eq 16, negative in value terms grows monotonically. As a result of this interplay, the interaction energy has a minimum at ca. 1.5 Å.

To understand this growth in the attraction, let us look at the dispersion interaction density in the dimer. In Figure 6, we see that, in the equilibrium geometry, mostly, \textasciitilde63\% (see Table 2), of the dispersion interaction originates in the C–C bond areas, which is expected. The triple bonds are electron-rich, and in π bonds the electrons are relatively mobile, which results in high polarizabilities and a larger dispersion interaction.\textsuperscript{47} A significant fraction, ca. 35\%, of the interaction comes also from the CH fragments closest to each other (see the entry “C–H (close)” in Table 2; the entry “C–H (far)” shows a contribution to dispersion energy from the outer CH fragments). In the stretched geometries, the π bonds become more strained and eventually are destroyed, and the electrons

### Table 2. Interaction Energies and Their Components of Acetylene Dimer for Different C–C Bond Lengths (in kcal/mol) and Contributions to the Dispersion Energy from Fragments of the Monomers (in \%)

| C–C bond length (Å) | 1.20 | 1.56 | 1.80 | 1.92 |
|---------------------|------|------|------|------|
| GVB                 | 0.02 | 0.35 | 0.70 | 0.73 |
| EERPA-GVB           | 0.02 | 0.35 | 0.70 | 0.73 |
| SAPT(GVB)           | 0.02 | 0.35 | 0.70 | 0.73 |
| $E_{\text{elst}}$   | 0.01 | 0.16 | 0.32 | 0.35 |
| $E_{\text{exch}}$   | 0.01 | 0.16 | 0.32 | 0.35 |
| $E_{\text{ind}}$    | 0.01 | 0.16 | 0.32 | 0.35 |
| $E_{\text{disp}}$   | 0.01 | 0.16 | 0.32 | 0.35 |
| $E_{\text{disp}} + E_{\text{exch}}$ | 0.01 | 0.16 | 0.32 | 0.35 |
| C–H (close)         | 0.15 | 0.40 | 1.00 | 1.30 |
| C–H (far)           | 0.15 | 0.40 | 1.00 | 1.30 |
| C–C                 | 0.15 | 0.40 | 1.00 | 1.30 |

Figure 5. Interaction energy of the acetylene dimer for different C–C bond lengths.

Figure 6. Visualization of the dispersion interaction density $D_{\text{disp}}$ for the acetylene dimer in (a) its equilibrium geometry, (b) at 1.56 Å C–C bond length, (c) at 2.04 Å C–C bond length. The six contours of isosurfaces of $D_{\text{disp}}(r)$ densities were generated to encompass 50\%, 40\%, 30\%, 20\%, 10\%, and 1\% of the integrated $D_{\text{disp}}(r)$, respectively.
move closer to the carbon atoms. Consequently, most of the interaction comes from the electrons around the carbon atoms that are closest to each other. As the bond stretches further, for example, at 2.04 Å, the bond no longer exists, and each of the acetylene molecules becomes a pair of methylidyne radicals. The valence electrons, however, previously forming the CC bond, become more mobile and migrate outside of the bond region. Simultaneously, their polarizability grows even more, and therefore the dispersion interaction grows as well. As Table 2 shows, the electrons previously forming the bond continue to be the primary source of dispersion interaction, even when the bond no longer exists.

The growth of dispersion interaction upon the stretching of bonds in van der Waals (vdW) complexes and the appearance of a vdW minimum at stretched-bond geometries is consistent with our previous observations for similar systems and can impact the reactivity of those systems. For example, in an experiment using infrared radiation to excite a single vibrational mode, a growth or a decrease in the noncovalent interaction during such vibration can facilitate or block a reaction.

Finally, let us look at a diacetylene dimer. Diacetylene is the smallest representant of polyynes, that is, alkynes with alternating single and triple bonds. Polyynes are models of carbyne—the infinite carbon chain. In the interactions between polyynes, the key component of the interaction is believed to be the electrostatic attraction between the single and the triple bonds in the monomers. While this may be true for dimers comprising larger polyynes for diacetylene, where only a few such pairs are present, this is not the case. As is clear from Figure 7, the GVB approach, which already includes the electrostatic interaction, does not produce a binding curve. Only when the dispersion component is added, the interaction energy becomes negative; that is, an attraction appears. In agreement with this observation, the SAPT analysis in Table 2 shows that dispersion is the dominant attractive interaction here. In fact, the electrostatic component is very small, only −0.33 kcal/mol, and the much larger exchange repulsion is mainly counteracted by dispersion.

The main source of the interaction between diacetylene molecules is the triple bonds in the molecules, as evidenced by a visualization of the $D^{AB}$ descriptor, cf. Figure 8. This finding is not surprising, since the triple bonds are the most electron-rich regions of the monomers. As the bonds stretch, the interaction remains concentrated on the triple bonds closest to each other in the interacting monomers, and the $D^{AB}$ local maxima move away from the single bond centers.

Thanks to the SAPT(GVB) analysis we can check if the dispersion $\sum_{i\in A} \sum_{j\in B} e_{ij}$ correlation term (i.e., the sum of the visualized contributions over the real space) matches the dispersion component as defined in SAPT. From Tables 1 and 2, we can see that this term is actually very close to the sum of the second-order dispersion and dispersion-exchange terms in SAPT(GVB). In agreement with eq 24, for large distances, when the overlap of electronic densities of the monomers is close to zero, the term $\sum_{i\in A} \sum_{j\in B} e_{ij}$ becomes equal to the true dispersion energy, while the exchange-dispersion term goes to zero (see the case of diacetylene dimer, for intermonomer distance 7.75 Å in Table 1).

## CONCLUSIONS

We introduced a new quantity designed to identify the regions of molecular systems that contribute the most to a dispersion-driven interaction. It is inspired by the Dispersion Interaction Density introduced by Wuttke and Mata, but instead of extracting the dispersion-like component from the local Møller–Plesset method, we use the analogous part of the correlation in the Embedded Extended Random Phase Approximation and exploit the localized nature of orbitals in the Perfect-Pairing Generalized Valence Bond method.

This change allows us to treat not only systems in their equilibrium geometries but also ones where bonds have been twisted, compressed, or stretched—even to the point of breaking. This opens the way to following the interactions between molecules undergoing chemical reactions as well as those in systems under pressure or strain.

As we showed in this work, the dispersion interaction visualization can be paired with the analysis of bonding patterns emerging from the geminal picture. The combination of those two methods can be therefore used to analyze both covalent and noncovalent interactions in a wide range of systems. The additional cost of this analysis is negligible, so it can be performed routinely along with EERPA-GVB computations. The analysis can be also paired with an SAPT(GVB) computation, which allows one to extract other...
components of the interaction, such as electrostatics, exchange, and induction.

To treat systems with significant multireference (other than one originating in the bond breaking) character, as well as excited states and open-shell systems, an extension of the description to AC-CASSCF, ERPA-CASSCF, or AC0-CASSCF methods is possible.

The analysis performed here for model systems confirms our observations that often during bond stretching the dispersion interaction in the complex can grow significantly, creating a van der Waals minimum with monomers out of their equilibrium geometries. We hope this conclusion can be used in designing experiments where the reaction is blocked or observations that during bond stretching the dispersion interaction in the complex can grow significantly, creating a van der Waals minimum with monomers out of their equilibrium geometries. We hope this conclusion can be used in designing experiments where the reaction is blocked or

## ASSOCIATED CONTENT

### Supporting Information

The Supporting Information is available free of charge at https://pubs.acs.org/10.1021/acs.jpca.2c00004.

Dalton.mol input files used in the computations for the article containing the Cartesian coordinates of molecules in Figures 2–4, 6, and 8, and the basis sets used (ZIP)

## AUTHOR INFORMATION

### Corresponding Author

Katarzyna Pernal – Institute of Physics, Lodz University of Technology, 93-005 Lodz, Poland; orcid.org/0000-0003-1261-9065; Email: pernalk@gmail.com

### Authors

Piotr H. Kowalski – Institute of Physics, Lodz University of Technology, 93-005 Lodz, Poland

Agnieszka Krzemińska – Institute of Physics, Lodz University of Technology, 93-005 Lodz, Poland; orcid.org/0000-0003-3250-4193

Ewa Pastorczak – Institute of Physics, Lodz University of Technology, 93-005 Lodz, Poland; orcid.org/0000-0002-5046-1476

Complete contact information is available at: https://pubs.acs.org/10.1021/acs.jpca.2c00004

### Notes

The authors declare no competing financial interest.

## ACKNOWLEDGMENTS

This work was supported by the National Science Center of Poland under Grant No. 2017/26/D/ST4/00780 and by the European Centre of Excellence in Exascale Computing TREX-Targeting Real Chemical Accuracy at the Exascale. This project has received funding from the European Union’s Horizon 2020-Research and Innovation program-under Grant No. 952165.

## REFERENCES

1. Heindl, A. H.; Wende, R. C.; Wegner, H. A. London dispersion as important factor for the stabilization of (Z)-azo-benzenes in the presence of hydrogen bonding. Beilstein J. Org. Chem. 2018, 14, 1238–1243.

2. Grimme, S.; Huenenbein, R.; Ehrlich, S. On the importance of the dispersion energy for the thermodynamic stability of molecules. ChemPhysChem 2011, 12, 1258–1261.

3. Lipert, D. J.; Power, P. P. London dispersion forces in sterically crowded inorganic and organometallic molecules. Nature Rev. Chem. 2017, 1, 0004.

4. Xiang, R.; Inoue, T.; Zheng, Y.; Kumamoto, A.; Qian, Y.; Sato, Y.; Liu, M.; Tang, D.; Gokhale, D.; Guo, J.; et al. One-dimensional van der Waals heterostructures. Science 2020, 367, 537–542.

5. Zjeiszio, B.; Moszyński, R.; Szelwicz, K. Perturbation Theory Approach to Intermolecular Potential Energy Surfaces of van der Waals Complexes. Chem. Rev. 1994, 94, 1887–1930.

6. Patkowski, K. Recent developments in symmetry-adapted perturbation theory. Wiley Interdiscip. Rev.: Comput. Mol. Sci. 2020, 10, No. e1452.

7. Pastorczak, E.; Pdrj, A.; Gonthier, J. F.; Corminboeuf, C. Intramolecular symmetry-adapted perturbation theory with a single-determinant wave function. J. Chem. Phys. 2015, 143, 224107.

8. Farrish, R. M.; Gonthier, J. F.; Corminboeuf, C.; Sherrill, C. D. Communication: Practical intramolecular symmetry adapted perturbation theory via Hartree-Fock embedding. J. Chem. Phys. 2015, 143, 051103.

9. Hapka, M.; Przybytek, M.; Pernal, K. Second-Order Dispersion Energy Based on Multireference Description of Monomers. J. Chem. Theory Comput. 2019, 15, 1016–1027.

10. Hapka, M.; Przybytek, M.; Pernal, K. Second-Order Exchange-Dispersion Energy Based on a Multireference Description of Monomers. J. Chem. Theory Comput. 2019, 15, 6712–6723.

11. Hapka, M.; Przybytek, M.; Pernal, K. Symmetry-Adapted Perturbation Theory Based on Multiconfigurational Wave Function Description of Monomers. J. Chem. Theory Comput. 2021, 17, 5538–5555.

12. Johnson, E. R.; Keinan, S.; Mori-Sánchez, P.; Contreras-García, J.; Cohen, A. J.; Yang, W. Revealing noncovalent interactions. J. Am. Chem. Soc. 2010, 132, 6498–6506.

13. Bader, R. F. W. A quantum theory of molecular structure and its applications. Chem. Rev. 1991, 91, 893–928.

14. De Silva, P.; Corminboeuf, C. Simultaneous visualization of covalent and noncovalent interactions using regions of density overlap. J. Chem. Theory Comput. 2014, 10, 3745–3756.

15. Pollice, R.; Chen, P. A Universal Quantitative Descriptor of the Dispersion Interaction Potential. Angew. Chem., Int. Ed. 2019, 58, 9758–9769.

16. Grimme, S. Improved second-order Møller-Plesset perturbation theory by separate scaling of parallel- and antiparallel-spin pair correlation energies. J. Chem. Phys. 2003, 118, 9095–9102.

17. Wuttke, A.; Mata, R. A. Visualizing dispersion interactions through the use of local orbital spaces. J. Comput. Chem. 2017, 38, 15–23.

18. Löffler, S.; Lübben, J.; Wuttke, A.; Mata, R. A.; John, M.; Dittrich, B.; Clever, G. H. Internal dynamics and guest binding of a sterically overcrowded host. Chem. Sci. 2016, 7, 4676–4684.

19. Chatterjee, K.; Pernal, K. Excitation Energies from Extended Random Phase Approximation Employed with Approximate One- and Two-Electron Reduced Density Matrices. J. Chem. Phys. 2012, 137, 204109.

20. Pastorczak, E.; Pernal, K. ERPA-APSG: a Computationally Efficient Geminal-Based Method for Accurate Description of Chemical Systems. Phys. Chem. Chem. Phys. 2015, 17, 8622–8626.

21. Chatterjee, K.; Pastorczak, E.; Jawulska, K.; Pernal, K. A Minimalistic Approach to Static and Dynamic Electron Correlations: Amending Generalized Valence Bond Method with Extended Random Phase Approximation Correlation Correction. J. Chem. Phys. 2016, 144, 244111.

22. Bobrowicz, F. W.; Goddard, W. A. In Modern Theoretical Chemistry: Methods of Electronic Structure Theory; Schaefer, H. F., III, Ed.; Plenum: New York, 1977; pp 79–127.

23. Hurley, A. C.; Lennard-Jones, J. E.; Pople, J. A. The Molecular Orbital Theory of Chemical Valency. XVI. A Theory of Paired-Electrons in Polyatomic Molecules. Proc. R. Soc. A 1953, 220, 446–455.
(24) Kutzelnigg, W. Direct Determination of Natural Orbitals and Natural Expansion Coefficients of Many-Electron Wavefunctions. I. Natural Orbitals in the Geminal Product Approximation. J. Chem. Phys. 1964, 40, 3640–3647.

(25) Pastorczak, E.; Shen, J.; Hapka, M.; Piecuch, P.; Pernal, K. Intricacies of van der Waals Interactions in Systems with Elongated Bonds Revealed by Electron-Groups Embedding and High-Level Coupled-Cluster Approaches. J. Chem. Theory Comput. 2017, 13, 5404–5419.

(26) Chatterjee, K.; Pernal, K. Excitation energies from time-dependent generalized valence bond method. Theor. Chem. Acc. 2015, 134, 118.

(27) Pernal, K. Intergeminal Correction to the Antisymmetrized Product of Strongly Orthogonal Geminals Derived from the Extended Random Phase Approximation. J. Chem. Theory Comput. 2014, 10, 4332–4341.

(28) Pernal, K. Correlation energy from random phase approximations: A reduced density matrices perspective. Phys. Rev. Lett. 2018, 120, 013001.

(29) Pastorczak, E.; Pernal, K. Molecular interactions in electron-groups embedding generalized valence bond picture. Theor. Chem. Acc. 2018, 137, 172.

(30) Pastorczak, E.; Jensen, H. J. A.; Kowalski, P. H.; Pernal, K. Generalized Valence Bond Perfect-Pairing Made Versatile Through Electron-Pairs Embedding. J. Chem. Theory Comput. 2019, 15, 4430–4439.

(31) Zhao, Y.; Truhlar, D. G. Design of Density Functionals That Are Broadly Accurate for Thermochemistry, Thermochemical Kinetics, and Nonbonded Interactions. J. Phys. Chem. A 2005, 109, 5656–5667.

(32) Dunning, T. H., Jr. Gaussian basis sets for use in correlated molecular calculations. I. The atoms boron through neon and hydrogen. J. Chem. Phys. 1989, 90, 1007.

(33) Remya, K.; Suresh, C. H. Non-covalent intermolecular carbon-carbon interactions in polyynes. Phys. Chem. Chem. Phys. 2015, 17, 27035–27044.

(34) Pernal, K.; Hapka, M. GamCor code. https://github.com/ pernal/GAMMCOR, last accessed on 2022-01-26.

(35) Dalton, a molecular electronic structure program, Release v2018.0; see http://daltonprogram.org/.

(36) Van Rossum, G.; Drake, F. L. Python 3, Reference Manual; CreateSpace: Scotts Valley, CA, 2009.

(37) Ramachandran, P.; Varoquaux, G. Mayavi: 3D Visualization of Scientific Data. Computing in Science & Engineering 2011, 13, 40–51.

(38) Kowalski, P. H. General Visualization Tool. https://github.com/ hemiku/Visualization, last accessed on 2022-01-26.

(39) Gordon, M. S.; Jensen, J. H. Understanding the Hydrogen Bond Using Quantum Chemistry. Acc. Chem. Res. 1996, 29, 536–543.

(40) Režič, J.; Riley, K. E.; Hobza, P. S66: A Well-balanced Database of Benchmark Interaction Energies Relevant to Biomolecular Structures. J. Chem. Theory Comput. 2011, 7, 2427–2438.

(41) Narth, C.; Maroun, Z.; Boto, R. A.; Chaudret, R.; Bonnet, M.-L.; Bourdel, J.-P.; Contreras-Garcia, J.; In Applications of Topological Methods in Molecular Chemistry; Chauvin, R., Lepetit, C., Silvi, B., Alkhani, E., Eds.; Springer International Publishing: Cham, Switzerland, 2016; pp 491–527.

(42) Proud, A. J.; Sheppard, B. J. H.; Pearson, J. K. Revealing Electron-Electron Interactions within Lewis Pairs in Biological Systems. J. Am. Chem. Soc. 2018, 140, 219–228.

(43) Cao, Y.; Wong, M. W. Roles of electrostatic interaction and dispersion in CH···CH, CH···π, and π···π ethylene dimers. J. Mol. Model. 2014, 20, 2185.

(44) Surján, P. R.; Jeszenszki, P.; Szabados, Á. Role of triplet states in geminal-based perturbation theory. Mol. Phys. 2015, 113, 2960–2963.

(45) Margócsy, Á.; Kowalski, P.; Pernal, K.; Szabados, Á. Multiple bond breaking with APSG-based correlation methods: comparison of two approaches. Theor. Chem. Acc. 2018, 137, 1–13.

(46) Kim, K. S.; Karthikeyan, S.; Singh, N. J. How Different Are Aromatic π Interactions from Aliphatic π Interactions and Non-π Stacking Interactions? J. Chem. Theory Comput. 2011, 7, 3471–3477.

(47) Hermann, J.; Alfe, D.; Tkatchenko, A. Nanoscale π-π stacked molecules are bound by collective charge fluctuations. Nature Commun. 2017, 8, 14052.

(48) Stensitzki, T.; Yang, Y.; Kozich, V.; Ahmed, A. A.; Kössl, F.; Kühn, O.; Heyne, K. Acceleration of a ground-state reaction by selective femtosecond-infrared-laser-pulse excitation. Nat. Chem. 2018, 10, 126.

(49) M. Nunes, C.; Pereira, N. A. M.; Viegas, L. P.; Pinho e Melo, T. M. V. D.; Fausto, R. Inducing molecular reactions by selective vibrational excitation of a remote antenna with near-infrared light. Chem. Commun. 2021, 57, 9570–9573.

(50) Casari, C.; Milani, A. Carbyne: from the elusive allotrope to stable carbon atom wires. MRS Commun. 2018, 8, 207–219.

(51) Chalifoux, W. A.; Tykwinski, R. R. Synthesis of extended polyynes: Toward carbyne. Comptes Rendus Chimie 2009, 12, 341–358.

(52) Pastorczak, E.; Pernal, K. Correlation Energy from the Adiabatic Connection Formalism for Complete Active Space Wave Functions. J. Chem. Theory Comput. 2018, 14, 3493–3503.

(53) Pastorczak, E.; Pernal, K. Electronic Excited States from the Adiabatic-Connection Formalism with Complete Active Space Wave Functions. J. Chem. Phys. Lett. 2018, 9, 5534–5538.