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ABSTRACT

We measure the Galactic rotation curve and its first two vertical derivatives in the first and fourth quadrants of the Milky Way using the 21 cm VGPS and SGPS. We find tangent velocities of the atomic gas as a function of Galactic longitude and latitude by fitting an analytic line profile to the edges of the velocity profiles. The shape of the analytic profile depends only on the tangent velocity and the velocity dispersion of the gas. We use two complementary methods to analyze the tangent velocities: a global model to fit typical parameter values and a local fitting routine to examine spatial variations. We confirm the validity of our fitting routines by testing simple models. Both the global and local fits are consistent with a vertical falloff in the rotation curve of $-22 \pm 6$ km s$^{-1}$ kpc$^{-1}$ within 100 pc of the Galactic midplane. The magnitude of the falloff is several times larger than what would be expected from the change in the potential alone, indicating some other physical process is important. The falloff we measure is consistent in magnitude with that measured in the halo gas of other galaxies.

Subject headings: Galaxy: disk — Galaxy: fundamental parameters — Galaxy: kinematics and dynamics — Galaxy: structure — ISM: general — radio lines: general

Online material: color figures

1. INTRODUCTION

The shape of the Milky Way rotation curve is indicative not only of the integrated mass within a radius but also of the local mass distribution and physical environment. The change in the rotation curve with distance from the plane can tell us about the gravitational potential of the disk as well as which physical processes affect the gas kinematics. Previous studies of H i near the plane assumed that the rotation velocity was constant up to $\sim 1$ kpc (Celnik et al. 1979; Lockman 1984); in this paper we test that assumption.

In other galaxies, the falloff of the halo gas rotation curve with distance from the plane is well established, having been observed in H i (NGC 891: Swaters et al. 1997; Oosterloo et al. 2007; NGC 2403: Fraternali et al. 2002; NGC 5775: Lee et al. 2001), H$\alpha$ (NGC 891: Kamphuis et al. 2007; NGC 5775: Rand 2000; Tüllmann et al. 2000), and X-rays (Strickland et al. 2004). A recent study of the galactic halos of NGC 891, 4302, and 5775 using H$\alpha$ found that the decrease in the rotation curve with scale height was a nearly constant $-15$ to $-25$ km s$^{-1}$ per scale height across the three galaxies (Heald et al. 2007). In the Milky Way, observations of an Ophiuchus superbubble in H i and H$\alpha$ at Galactic longitude $\sim 30^\circ$ and 3.4 kpc above the plane showed gas that lags 27 km s$^{-1}$ behind the rotation at $b = 0$ (Pidopryhora et al. 2007). Halo gas motions are likely to be dominated by complex physics, such as a Galactic fountain (Shapiro & Field 1976; Bregman 1980), where gas is pushed off of the disk, moves through the halo, and then returns to the disk. Benjamin (2002) summarized several different mechanisms of establishing a vertical falloff in the rotation speed, including radial pressure gradients and magnetic tension.

Nearer the plane in the Milky Way H i disk, fluctuations in the velocity structure associated with spiral arms were first observed by Oort (1962). These were termed “rolling motions” because on one side of the plane there is a positive shift in the tangent velocity, and on the other side the shift is toward more negative velocities. Yuan & Wallace (1973) tried to explain the rolling motions as purely a geometric effect, but later work showed that this could not be true in all cases (Strauss & Poeppel 1976; Feitzinger & Spicker 1985). Rolling motions have also been observed in other spiral arm tracers, such as CO (Wouterloot 1981) and stars (Brosche & Schwan 1984). Note that it is difficult to detect similar phenomena in the disks of external galaxies because spatial resolution and $\sim 1$ km s$^{-1}$ velocity resolution are necessary.

In principle, it is simple to extract the rotation structure of the inner Galaxy from the tangent velocities of gas at different longitudes (Kwee et al. 1954); for each longitude, just find the velocity where emission has fallen off. However, this task is complicated by several factors that obfuscate the determination of the tangent velocity, including velocity dispersion due to random motion of the gas, bulk flows often associated with spiral density waves (Kerr 1962; Shane & Bieger-Smith 1966; Burton 1972), and noncircular motions, whether due to the Galactic bar (Peters 1975) or some other cause. Nevertheless, H i spectra have been used to measure the inner Galaxy rotation curve for more than half a century. Early studies also uncovered a large-scale asymmetry between inner Galaxy rotation curves on either side of the Galactic center (Kerr 1962), which may be a sign of a triaxial density distribution (Blitz & Spergel 1991). Much attention has been paid to bumps in the rotation curve as a function of radius (Shane & Bieger-Smith 1966; Burton 1971; Alvarez et al. 1990; McClure-Griffiths & Dickey 2007), but comparatively little analysis has been done on the fluctuations above and below the plane.

In this paper, we measure the inner Galaxy rotation structure close to the plane using 21 cm emission from H i gas. For the first time, we allow the rotation curve to vary with height off the plane as well as with galactocentric radius.

2. FORMALISM

We generalize the existing rotation curve formalism to include variation in the rotation speed as a function of height off the plane. To accomplish this, we need two coordinate systems. The first is centered at the LSR, with coordinates Galactic longitude $l$, ...
Galactic latitude $b$, and line-of-sight velocity $v_l$. The second is a cylindrical coordinate system with the origin at the Galactic center, radial coordinate $R$, and height off the plane $z$.

Analysis of the gas at the tangent points is straightforward because, unlike in the rest of the inner Galaxy, distance determinations in these areas do not suffer from the distance ambiguity. Furthermore, simple geometric relations can be used to calculate the galactocentric radius of a tangent point, $R = R_0 |\sin l|$, and the height of gas at a tangent point, $z = R_0 \cos \tan b$. Since this mapping is one-to-one at a tangent point, we use these two coordinate systems interchangeably. We assume $R_0$, the distance from the Sun to the Galactic center, is 8.5 kpc.

Assuming circular rotation, the relation for line-of-sight velocity is given by

$$v_r = \sin(l) \cos(b) \left[ \frac{R_0}{R} \Theta(R, z) - \Theta_0 \right], \quad (1)$$

where $\Theta_0$ is the rotation speed of the LSR (which we assume to be 220 km s$^{-1}$), and we have generalized to a rotation curve that varies with height off the Galactic plane, $\Theta(R, z)$. We assume cylindrical non-intersecting gas orbits, with no velocity in the $z$-direction. At the tangent points, we then reduce equation (1) to an equation for the tangent velocity,

$$v_t(l, b) = \cos(b) [\pm \Theta(R, z) - \Theta_0 \sin(l)], \quad (2)$$

where the plus sign is for quadrant I ($QI, 0^\circ \leq l < 90^\circ$) and the minus sign for quadrant IV ($QIV, 270^\circ \leq l < 360^\circ$). We use measurements of $v_t$ to constrain models of $\Theta(R, z)$.

3. DATA

For the longitudes $18^\circ \leq l \leq 67^\circ$, we used the 21 cm H I VLA Galactic Plane Survey (VGPS) data (Stil et al. 2006) to find the tangent velocities as a function of $l$ and $b$. The VGPS is a combination of interferometric VLA observations with single-dish observations from the Green Bank telescope. The data have a velocity resolution of 1.56 km s$^{-1}$, an angular resolution of 1', and an rms noise level of 2 K. The $b$ coverage varies with longitude; near $l \sim 20^\circ$ the data are restricted to $|b| \leq 1.3^\circ$, while around $l \sim 60^\circ$ the range is $|b| \leq 2.3^\circ$. These data have a higher angular resolution than that of the Leiden/Argentina/Bonn survey, 0.5° (Kalberla et al. 2005); the better angular resolution provides the necessary resolution in $z$.

For the southern longitudes $270^\circ \leq l \leq 358^\circ$, we used the 21 cm H I Southern Galactic Plane Survey (SGPS) data (McClure-Griffiths et al. 2005). The SGPS is a combination of interferometric observations with the Australia Telescope Compact Array with single-dish observations from the Parkes radio telescope. These data have a velocity resolution of 0.8 km s$^{-1}$, an angular resolution of ~2', and an rms noise level of ~1.6 K. The SGPS is limited to $|b| \leq 1.5^\circ$, but to avoid edge effects associated with the interferometer coverage we further restricted to $|b| \leq 1.4^\circ$.

To reduce these surveys to a more manageable size and minimize the impact of instrumental noise and small Galactic perturbations, we broke the data into 0.5° segments in $l$ and, for each segment, we constructed a composite spectrum by taking the median value of the brightness temperature at each velocity and for each $b$. This procedure reduced the number of data points in $l$ while preserving the sampling in $v_r$ and $b$. We use this smaller data set for the remainder of this paper.

Finally, we restrict to lines of sight with $|z| \leq 100$ pc, to ensure that each longitude has nearly uniform coverage in $z$. We discuss this in more detail in § 7.2. These cuts leave us with 37,396 spectra in the north and 22,897 spectra in the south within the range 3 kpc $\leq R \leq 8$ kpc.

4. TANGENT VELOCITY DETERMINATION

4.1. Curve Fitting

Various methods have been used to determine $v_t$ for an H I spectrum. For example, Malhotra (1995) chose the velocity where the profile crosses the 10 K threshold, Kerr (1962) chose the velocity of the first maximum in the spectrum, Kerr (1964) used the velocity where the brightness temperature crosses half the maximum, and Shane & Bieger-Smith (1966) calculated $v_t$ using the integral of the spectrum past the first maximum. Even the best of these methods requires correction, as modeling shows that the equivalent width velocity or the half-maximum velocity differs from the actual tangent velocity by ~5 km s$^{-1}$ (Burton & Gordon 1978). In addition, functions such as Gaussians (Kulkarni & Fich 1985) and error functions (McClure-Griffiths &Dickey 2007) have been fitted to the emission falloff. In general, methods that rely on curve-fitting or the integral of the profile are more reliable than methods that depend solely on a temperature threshold or peak location because they will be less sensitive to instrumental noise and perturbations in the H I gas density and velocity.

Assuming that the disk has a uniform number density $n$ and a spin temperature $T_s$, Celnik et al. (1979) derived the following form for the optical depth line profile close to the tangent velocity:

$$\tau(v) = f(l, n, T_s, A) \int_0^\infty \exp \left[ -\frac{1}{2} \left( w^2 - l^2 \right) \right] dw, \quad (3)$$

where $l = (v - v_t)/\sigma$, $\sigma$ is the velocity dispersion, $f$ is a function that parameterizes the amplitude of the line, and $A$ is the Oort constant evaluated at the tangent point. The shape of the profile depends only on the velocity dispersion and the tangent velocity of the gas; other parameters such as the density and shape of the rotation curve affect the amplitude. We convert from $\tau$ to brightness temperature $T_b$ by assuming the spin temperature is 155 K everywhere, larger than the highest $T_s$ in our data set. Rohlfs & Kreitschmann (1987) further refined equation (3) by allowing the kinematics of the gas to deviate from circular symmetry and adding in radial motions; for the purposes of this paper, such a high level of detail is not necessary.

The irregular shape of many profiles sometimes makes it difficult to choose which peak should be fitted with equation (3); Rohlfs & Kreitschmann (1987) were forced to fit spectra interactively, determining the limits for each fit by eye. We use a more objective technique: first, we smooth each spectra with a 4 km s$^{-1}$ boxcar window. Next, we find the location of the first local maximum in the smoothed spectra with a brightness temperature larger than 10 K; we call this velocity $v_{\text{max}}$. We then fitted the original spectrum with equation (3) using a Levenberg-Marquardt nonlinear least-squares fitting routine with three free parameters: $v_t$, amplitude, and $\sigma$. We include in this fit data from velocities in the range $v_{\text{max}} - 8$ km s$^{-1} \leq v \leq v_{\text{max}} + 65$ km s$^{-1}$ for QI and $v_{\text{max}} - 65$ km s$^{-1} \leq v \leq v_{\text{max}} + 8$ km s$^{-1}$ for QIV. These limits were optimized by minimizing the errors in parameters determined from our models, described below in § 7.2.

The fits are generally a good match to the emission spectra. However, there are some exceptions. Some spectra are too irregular for the fitting routine to converge on a physically reasonable solution; an intermediate-velocity cloud can fall in the range of fitted velocities, or there can be a particularly large bulk flow that distorts the shape of the spectrum. In cases like these, $v_t$ found by
the smoothness filter; these regions should be ignored. The marked with solid black lines. 

eral, they are at lower

second. The data beyond $R = 7.8$ kpc are missing due to the limitations of the VGPS. Dotted lines encircle regions that have been flagged, either by the $v_t$ fitting routine or by the smoothness filter; these regions should be ignored. The $-40$ and $-90$ km s$^{-1}$ contours are marked with solid black lines. [See the electronic edition of the Journal for a color version of this figure.]

\[ \frac{dz}{dt} = \frac{1}{2} \left( \frac{R}{v_t} \right)^2 \]

\[ j = \frac{1}{2} R \frac{dz}{dt} \]

\[ j = \frac{1}{2} R \frac{dz}{dt} \]

4.2. Removing $v_t$ Surface Discontinuities

The tangent velocity surface should be a smooth function of \( l \) and \( b \), but the surfaces derived in § 4.1 have discontinuous bumps. For example, local maxima in the spectra can result in large discontinuities in $v_t(z)$, as in the $l = 335^\circ$ panel of Figure 5 near $z \sim 70$ pc. We flagged discontinuities like this one using a median-type filter and did not include them in our analysis. The filter worked as follows.

1. Calculate the function

\[ M_{(l, b)} = \text{median} \left[ v_t(l_{i+k}, b_{j+m}) \right] \]

where $-1 \leq k \leq 1$ and $-60 \leq m \leq 60$ for QI and $-30 \leq m \leq 30$ for QIV. In other words, $M$ is the median of all the points inside a rectangular box in $(l, b)$-space with a width of $3 \times 121$ elements for QI and $3 \times 61$ elements for QIV; the allowed ranges of \( k \) and \( m \) set the size of the median filter in the \( l \) and \( b \) dimensions, respectively. The box encompassed more elements in \( b \) than in \( l \) because we already reduced the number of elements in \( l \) as discussed in § 3. Twice as many points were included in \( b \) in QI because of the higher resolution of the VGPS compared to the SGPS. The step size in \( l \) for both quadrants was 0.5$^\circ$, while in \( b \) it was 0.005$^\circ$ for QI and 0.011$^\circ$ for QIV. Points that were flagged due to poor fits in § 4.1 were not included in the median calculation.

Fig. 2.—Same as Fig. 1, but for QIV. The missing data with $R \geq 7.5$ kpc and $|b| > 1.4^\circ$ are due to the restriction on \( b \) for the SGPS. The 40 and 90 km s$^{-1}$ contours are marked with solid black lines. [See the electronic edition of the Journal for a color version of this figure.]
2. If \(|v_t(l, b) - M(l, b)| > 5\) km s\(^{-1}\) then flag \(v_t(l, b)\) and do not include it in our analysis. This threshold eliminated most of the bumps that were inconsistent in adjacent longitudes.

Flagged data points for a few \(l\) are shown with white crosses in QI (Fig. 4) and QIV (Fig. 5); 4.2\% of the tangent velocities in QI were flagged by this filter, as were 6.9\% of the velocities in QIV. This filter generally flagged the \(v_t\) points where the tangent velocity varies erratically.

Discontinuities that persist over a large angular scale were not removed by this filter. In particular, a large discontinuity is located between \(l = 57^\circ\) and \(60.5^\circ\) with \(-50\) pc \(\leq z \leq -100\) pc (see Fig. 4, \(l = 60^\circ\)). We flagged this region by hand and removed it from the analysis.

5. GLOBAL ROTATION CURVE FIT

To model the global rotation curve, we extended a linear rotation curve explored in Fich et al. (1989) by adding two vertical derivative terms:

\[
\Theta(R, z) = a_1 \Theta_0 + a_2 \frac{\Theta_0}{R_0} R + \frac{d \Theta}{dz} |z| + \frac{d \Theta}{dz} z.
\]

The global rolling motion is given by \(d \Theta / dz\), and the global falloff from the plane by \(d \Theta / dz\). Throughout this paper, we call these the rolling parameter and the falloff parameter, respectively. Using equation (2), we then have an equation for the observed tangent velocities:

\[
v_t(l, b) = \cos(b) \left[ \pm a_1 \Theta_0 \pm a_2 \frac{\Theta_0}{R_0} R \pm \frac{d \Theta}{dz} |z| \pm \frac{d \Theta}{dz} z - \Theta_0 \sin(l) \right],
\]

where the plus sign is for QI and the minus sign for QIV. Alternatively, we could have replaced the third term with \(z^2 d^2 \Theta / dz^2\), but this choice did not affect our results.

Since points are unequally spaced in \((R, z)\)-space, performing a simple linear least-squares fit would unevenly weight some \(R\) more than others. In addition, the step size in \(b\) in QI is smaller than in QIV, so QI would have a larger influence on a combined fit. Furthermore, although there are more than a hundred spectra at each longitude, many of the derived tangent velocities are not independent. Bulk flows and other peculiar motions are responsible for most of the deviations from circular motion; these motions have a typical velocity scale of 8 km s\(^{-1}\). Small regions can vary from the local rotational speed by 20–30 km s\(^{-1}\) (Brand & Blitz 1993). The physical scale of these bulk flows is difficult to determine, but we estimate there are approximately 10 independent data points with \(|z| \leq 100\) pc for each \(l\).

We construct an interpolated data set with a \(z\) grid given by \(-90, -70, -50, \ldots, 90\) pc but leaving unchanged the spacing in \(l\). We flagged points in the interpolated grid if either of the two points adjacent in \(b\) in the original grid were flagged. We performed a linear least-squares fit to the interpolated data within the range 3 kpc \(\leq R \leq 8\) kpc and \(|z| \leq 100\) pc. The results for the QI, QIV, and combined data set are shown in Table 1, along with the formal errors in the fit. We emphasize that these rotation curve parameters are valid only inside \(|z| \leq 100\) pc; we have not constrained the falloff outside this region.

What is the effect of the bulk flows on the values of the fitted parameters? In short, quantifying the impact of bulk flows requires a self-consistent simulation of gas dynamics in the Milky Way disk, which is beyond the scope of this investigation. We have assumed that these random motions do not have a strong effect on the values of the fitted parameters, other than to correlate nearby data points.

Are there places in the inner Galaxy where this analysis is inappropriate? Noncircular orbits can result from the presence of a stellar bar; this would invalidate an assumption that led to equation (2). A recent survey of mid-infrared sources toward the inner Galaxy detected a QI-QIV asymmetry in star counts for \(l \leq 30^\circ\); this corresponds to a bar radius of \(-4.4\) kpc (Benjamin et al. 2005). We also performed a global fit restricted to spectra with \(4.4\) kpc \(\leq R \leq 8\) kpc, but this did not strongly affect the derived parameters. We defer an in-depth discussion of the physical interpretation of the parameter values until §6.

6. LOCAL ROTATION CURVE PARAMETER DETERMINATIONS

Do the vertical derivatives of the rotation curve vary as a function of \(R\)? We investigated by fitting the vertical derivatives at each \(l\) independently. We approximated the rotation curve by the first three terms of its Taylor expansion:

\[
\Theta(R, z) \approx \Theta(R, 0) + \left| z \frac{d \Theta}{dz} \right|_{z=0} + z \frac{d \Theta}{dz} \left|_{z=0} \right.
\]

We then wrote the equation for the tangent velocity in terms of the \(b = 0\) solution to equation (2), \(v_t, 0\):

\[
v_t(b) = \cos(b) \left( v_{t, 0} \pm \left| z \frac{d \Theta}{dz} \right|_{z=0} \pm z \frac{d \Theta}{dz} \right|_{z=0} \right).
\]
Fig. 4.—Measured brightness temperature as a function of $z$ and $v_r$ for several QII. Contours are drawn every 10 K, and lighter contours denote higher $T_b$. The crosses mark $v_t$ for each $l$, and the fit to the tangent velocities is shown with a solid line. Flagged tangent velocities are marked with white crosses. The fitted parameters for these $l$ from $6$ are given on top of each plot in the following order: $l$ (degrees), $v_t$ (kilometers per second), $d\theta/dz$ (kilometers per second per kiloparsec), and $d\theta/dz$ (kilometers per second per kiloparsec).
Fig. 5.—Same as Fig. 4, but for QIV. Note that the velocity axis has been flipped to ease comparison with Fig. 4.

| TABLE 1 | GLOBAL LEAST-SQUARES FIT PARAMETERS |
|---------|--------------------------------------|
| Data   | $a_1$               | $a_2$       | $d\theta/d|z|$ | $d\theta/d|z|_{\text{corr}}$ | $d\theta/dz$ |
| QI     | $0.855 \pm 0.004$   | $0.209 \pm 0.006$ | $-19 \pm 7$ | $-26 \pm 8$ | $-8 \pm 4$ |
| QIV    | $0.829 \pm 0.004$   | $0.221 \pm 0.005$ | $-12 \pm 7$ | $-16 \pm 8$ | $9 \pm 3$ |
| Combined| $0.844 \pm 0.003$   | $0.212 \pm 0.004$ | $-16 \pm 5$ | $-22 \pm 6$ | $1 \pm 2$ |

Notes.—The global rotation curve assumes $R_0 = 8.5$ kpc and $\Theta_0 = 220$ km s$^{-1}$. The parameters $a_1$ and $a_2$ are unitless, and $d\theta/d|z|_{\text{corr}}$ is the falloff parameter corrected for the systematic error discussed in § 7.2.1.
where again the plus sign is for QI and the minus sign for QIV. Note that this equation has the observables \( v_t(x) \) and three unknowns: \( v_t(x_0), d\Theta/|dz| \), and \( d\Theta/dz \). For each \( l \) in our sample, we determined the three rotation curve parameters in equation (8) using a linear least-squares fit. Several fit samples in QI (Fig. 4) and QIV (Fig. 5) are shown as solid lines on top of the contours and \( v_t(x) \) fits.

Again we have the problem of bulk flows correlating the tangent velocities at nearby points. Ideally, we would proceed by calculating the correlation matrix to use in the fit, but the physical scale of the flows is not well determined. Instead, we adopt an ad hoc solution: calculate the formal error in the fit assuming the data points are independent, and then scale up the errors by assuming there are only 10 independent data points between \(-100 \text{ pc} \leq z \leq 100 \text{ pc}\); i.e., we multiplied the formal errors by (number of points/10)\(^{1/2}\).

We now discuss each of the three fitted parameters.

6.1. Rotation Curve at \( z = 0 \)

In Figures 6 and 7 we plot the parameter \( \Theta(R, 0) \) in QI and QIV, respectively. Note that for the purposes of this plot we have assumed \( \Theta_0 = 220 \text{ km s}^{-1} \) with no error, but the determination of \( v_t(x_0) \) does not depend on the value of \( \Theta_0 \). The SGPS for \( R \gtrsim 7.5 \text{ kpc} \) does not cover the full range of \( |z| < 100 \text{ pc} \) because of the limited survey extent in \( b \). For these longitudes, we remove the fits of the two derivatives from our analysis, but keep the easier to determine \( \Theta(R, 0) \). In both QI and QIV the rotation curve rises as \( R \) increases, consistent with previous measurements of the inner Galaxy rotation curve (Kwee et al. 1954). On top of the \( \Theta(R, 0) \) fit points, we plot the global fit to the rotation curve from \( z = 0 \) in all quadrants, other than to say they are about 10 km s\(^{-1}\) in amplitude, as expected from density wave theory (see Burton 1971).

6.2. Falloff Parameter

The falloff parameter \( d\Theta/|dz| \) is shown for QI in Figure 9 and QIV in Figure 10. In QI, the falloff appears centered near \(-30 \text{ km s}^{-1} \text{ kpc}^{-1}\). We include a correction for a \(-5 \text{ km s}^{-1} \text{ kpc}^{-1}\) systematic error due to the falloff of gas density with \( z \) discussed in § 7.2.2. The falloff parameter is roughly constant with radius, although small oscillations are apparent throughout, and a large

The QI and QIV rotation curves are shown on the same plot in Figure 8. The asymmetry in the northern and southern rotation curves is quite similar in shape to that measured by Kerr (1964), who observed that the QI curve is larger than the QIV curve between 4.2 kpc \( \leq R \leq 6.8 \text{ kpc} \). Compared to this previous work, the magnitude of our curves is different due to the change in the preferred values for Galactic constants. More recent work shows the same asymmetry (Blitz & Spergel 1991).

Bumps in the inner Galaxy rotation curve have long been interpreted as the locations where spiral arms cross the tangent circle (Yuan 1969; Burton 1971). We will not speculate on the meaning of the bumps, other than to say they are about 10 km s\(^{-1}\) in amplitude, as expected from density wave theory (see Burton 1971).
jump is seen near $R \sim 4.5$ kpc. In comparison, the falloff in QIV is much less regular. The points are also centered at $-30$ km s$^{-1}$ kpc$^{-1}$, but the scatter is much larger and their values are less correlated from one point to the next. There also is a large group of points near $R \sim 7$ kpc where $d\Theta/d|z| > 0$ km s$^{-1}$ kpc$^{-1}$; it is unclear what the significance of this group of points is, and also why the QI and QIV plots have such a different appearance in detail.

Overall, the local analysis again confirms the global fit because they both point toward a falloff parameter with magnitude of approximately $-20$ km s$^{-1}$ kpc$^{-1}$. The roughly constant value of $d\Theta/d|z|$ in QI consistent with the global fit from § 5 leads us to conclude that the falloff is a global feature of the inner Galaxy rotation curve (at least within 100 pc of the plane) and is not limited to any one region.

6.3. Rolling Parameter

The rolling parameter $d\Theta/d|z|$ is shown for QI in Figure 11 and QIV in Figure 12. In both these figures, nearby points are highly correlated and the curves have several peaks and valleys. Both plots appear to be centered near zero velocity.

There is an asymmetry between the QI and QIV values of the rolling parameter in that the QIV data have higher amplitude oscillations than those in QI. The high level of rolling motion in the QIV tangent circle may be the reason the QIV falloff parameter has high scatter compared to that of QI. Although the two derivatives are nearly orthogonal, the falloff may be easier to detect in a region with quiescent H$_{\text{i}}$, and the QIV tangent circle clearly has a good deal of kinetic energy due to rolling motions. The correlation length of the data in QIV also appears to be larger than that of QI.

It is difficult to compare the rolling motions in these figures to those observed previously by Feitzinger & Spicker (1985). The authors claim typical values of $\pm 20$ km s$^{-1}$ kpc$^{-1}$ and values reaching $-75$ km s$^{-1}$ kpc$^{-1}$ in localized regions. They determined these numbers by tracing the tilt in $T_{\text{s}}$ contours specifically in spiral arms, which are not directly comparable to our calculations. Nevertheless, the two methods of measuring rolling motions satisfyingly produce slopes of the same order of magnitude.

Because of the oscillatory nature of the rolling motions in both quadrants, as well as the global fit consistent with zero slope, we conclude that the rolling motions average to zero over the inner Galaxy (again, within 100 pc of the plane). However, local fits
demonstrate that slopes as large as \( \pm 100 \text{ km s}^{-1} \text{ kpc}^{-1} \) appear in localized regions.

### 7. FIT VARIATIONS AND SYSTEMATIC ERRORS

#### 7.1. Fit Variations

How dependent are the parameter values on the method of fitting \( v_r \)? We refitted all the data using the integral method of Shane & Bieger-Smith (1966) and find that the \( v_r \) are generally \( \sim 5 \)–\( 10 \text{ km s}^{-1} \) larger in magnitude than those determined with the curve fitting method, as predicted by Burton & Gordon (1978). This results in a rotation curve with higher velocities. If we run this data set through our global fitting routine, the falloff parameter for the QI and QIV combined data is \( -12 \pm 4 \text{ km s}^{-1} \text{ kpc}^{-1} \), within 1 \( \sigma \) of the result from \( \S 5 \) using the Celnik et al. (1979) \( v_r \) fitting method. The rolling parameter has a global value of \( 1 \pm 2 \text{ km s}^{-1} \text{ kpc}^{-1} \), essentially a match. We conclude that our use of the analytic model fitting method does not bias the appearance of the vertical derivatives.

We have also tried replacing \( z \) in equation (8) with \( (z - z_{\text{m}}) \), where \( z_{\text{m}} \) is the center of a Gaussian fit to the brightness temperature as a function of \( z \) for a given \( R \) (in other words, the midplane of the gas distribution). The midplane can be displaced by up to 50 pc from \( z = 0 \) in the inner Galaxy, although smaller values are more typical (Malhotra 1995). We ran the local fit to the QI data with this modification, and saw little change in the values of the two derivatives.

The Sun is located about 15 pc above the Galactic plane (Freudenreich et al. 1994 and references therein; Cohen 1995; Ng et al. 1997; Binney et al. 1997; Magnani et al. 1985). We checked whether this influenced our results by recalculating the vertical derivatives with an adjusted \( z \)-coordinate, \( z_{\text{adj}} = z + (15 \text{ pc}) - R_0 \cos(l) \tan(0.1^\circ) \). The change in \( a_1 \), \( a_2 \), and \( d\theta/dz \) were all within the \( 1 \sigma \) errors, but the combined value for \( d\theta/dz \) became \( 6 \pm 2 \text{ km s}^{-1} \text{ kpc}^{-1} \).

#### 7.2. Systematic Errors

##### 7.2.1. Testing Global Fit Accuracy with Models

For the purpose of testing our global rotation curve parameter determinations (\S 5), we created simple models of Galactic H I emission with the same \( l \) and \( b \) spacing and \( v_r \) resolution as the SGPS. We assumed a constant H I surface density of 4 \( M_\odot \text{ pc}^{-2} \) (Burton & Gordon 1978) and a two-component gas, 80% with a velocity dispersion of 8 \text{ km s}^{-1} \) and the remainder with a dispersion of 35 \text{ km s}^{-1} (Kulkarni & Fich 1985). The gas in the model is assumed to follow a sech\(^2 \) distribution in \( z \) (Spitzer 1942) with a scale height of 120 pc (Lockman 1984), and for simplicity we did not change the proportions of the different velocity dispersion components as a function of height. We included optical depth effects using a spin temperature of 155 K. We constructed several different models for the change in the rotation curve as a function of \( R \) and \( z \) (Table 2). We did not add random noise to the models because we are interested in estimating the systematic uncertainty solely due to the falloff in gas density with \( |z| \).

After reducing the size of the model data using the median method described in \( \S 3 \) and fitting the \( v_r \) as in \( \S 4.1 \), we performed the linear least-squares fit described in \( \S 5 \) to recover the parameters of \( \theta(R, z) \) in each case. Table 2 shows that the input parameters were essentially recovered, suggesting a small systematic error in all parameters except \( d\theta/dz \), where the error is generally \( 4 \pm 1 \text{ km s}^{-1} \text{ kpc}^{-1} \). This error occurs because we fitted \( v_r \) at latitudes where \( b \neq 0 \), and the assumption in equation (3) that \( n \) is constant along the line of sight is not justified. On average, points farther along the line of sight will have smaller \( n \) than more nearby points, since the far points are at a higher \( z \) and the gas is generally densest at \( b = 0 \). This varying gas density causes small inaccuracies in the fitted \( v_r \) which translate to a systematic error in the falloff parameter. The surface density of H I plays a role in setting the magnitude of this effect. We correct for this systematic error in the column labeled \( d\theta/dz \) corr in Table 1. The systematic errors in \( a_1 \) and \( a_2 \) are sometimes significant, but we do not correct for them here. We also modeled QI with \( a_1 = 0.82, a_2 = 0.22, d\theta/dz = -30 \text{ km s}^{-1} \text{ kpc}^{-1} \), and \( d\theta/dz = 0 \), similar to the measurements in \( \S 5 \), and we found the error in the falloff parameter was \( 7 \text{ km s}^{-1} \text{ kpc}^{-1} \). When the QI and QIV data sets were combined, the error in the falloff parameter was \( 6 \text{ km s}^{-1} \text{ kpc}^{-1} \). From our experience with the QIV models, we assigned an error in these systematic corrections of \( \pm 1 \text{ km s}^{-1} \text{ kpc}^{-1} \).

##### 7.2.2. Testing Local Fit Accuracy with Models

To test our local parameter determinations (\S 6), we created simple models of Galactic H I emission at \( l = 317.5^\circ \) \( (R = 6.2 \text{ kpc}) \) with the same \( l \) and \( b \) spacing and \( v_r \) resolution as the SGPS. We used the same gas characteristics as our previous models in \( \S 7.2.1 \), except we tried several different velocity dispersion combinations. The basic model has a two-component gas, 80% with a velocity dispersion of 8 \text{ km s}^{-1} \) and the remainder with a dispersion of 35 \text{ km s}^{-1} (Kulkarni & Fich 1985). A recent analysis has suggested a three-component model with 56% of the gas with a velocity dispersion of 6 \text{ km s}^{-1} \), 38% with 12 \text{ km s}^{-1} \), and 6% with 26 \text{ km s}^{-1} \) (McClure-Griffiths & Dickey 2007); we construct a model with these parameters as well. For completeness, we also construct a model made solely of 8 \text{ km s}^{-1} \) gas (Burton 1976).
We made models with various values of velocity dispersions and vertical derivatives.

We performed the fit described in § 4.1 in order to determine \( v_j(l = 317.5^\circ, b) \) for these models and tried to recover the parameters of \( \Theta(R = 6.2 \text{ kpc}, z) \) in each case (Table 3). The input parameters are essentially recovered, suggesting systematic errors of \(-1 \text{ km s}^{-1} \) in \( v_j \) and \( \sim 5 \text{ km s}^{-1} \text{ kpc}^{-1} \) in the falloff again due to the change in gas density with \( z \). For models with more than one velocity dispersion, it is possible to perform a more complicated fit by summing multiple versions of equation (3), one for each velocity, we found that this does not improve the accuracy of the fitted values of \( \Theta \) and its derivatives.

Although the systematic errors in the falloff parameter local analysis do not vary as a function of the gas velocity dispersion, they do vary as a function of \( R \). To correct for this effect, we used the global model with parameters \( a_1 = 0.82, a_2 = 0.22, \frac{d \Theta}{dz} = -30 \text{ km s}^{-1} \text{ kpc}^{-1} \), and \( \frac{d \Theta}{dz} = 0 \text{ km s}^{-1} \text{ kpc}^{-1} \) and ran it through our local analysis. The routine returned errors in \( \frac{d \Theta}{dz} \) ranging from \(-1 \text{ km s}^{-1} \text{ kpc}^{-1} \) at \( R = 3 \text{ kpc} \) to \(-12 \text{ km s}^{-1} \text{ kpc}^{-1} \) at \( R = 8 \text{ kpc} \). These magnitude of these errors is expected from the errors in the global analysis. We corrected the local measurements of the falloff parameter in Figures 9 and 10.

8. DISCUSSION

Averaging spectra over \( b \), as other authors have done (Malhotra 1995; McClure-Griffiths & Dickey 2007), can result in errors of \(-1 \text{--} 2 \text{ km s}^{-1} \) in the determination of \( \Theta(R, 0) \) because the rotation speed changes with height. This effect is more harmful in surveys that are limited in \( b \) (compared to a survey limited in \( z \)), because their range of \( z \) varies as a function of \( l \). A systematic error can therefore be introduced. A similar problem occurs if the data do not extend to the same distance in \( b \) on either side of \( z = 0 \). If \( z = 0 \) it is necessary that spectra be averaged to improve signal-to-noise ratio, we recommend averaging over a set limited in \( z \) rather than one limited in \( b \).

Is the magnitude of the falloff parameter surprising? What change in the rotation speed is expected due to the shape of the gravitational potential? We assumed the potential is dominated by the stellar disk contribution. At some locations in the disk this assumption will not hold, but spherical components such as the bulge and the halo result in negligibly small \( \frac{d \Theta}{dz} \) at \( |z| = 100 \text{ pc} \). Next, we assumed that the gas travels in non-intersecting cylindrical orbits, with the rotation speed exactly balancing the radially inward gravitational force, \( g_R \), resulting in the relation \( \Theta(R, z) = (-Rq)_{1/2} \). For an exponential vertical distribution of stellar mass, Peng et al. (2002) found that

\[
g_R(R, z) = -2\pi G \int_0^\infty \beta S_0(\beta) J_1(\beta)\left(\frac{\beta}{\alpha}\right) e^{-\alpha|z|} - e^{-\beta|z|} \left(\frac{\beta}{\alpha}\right)^2 - 1 \quad d\beta, \tag{9}
\]

where

\[
S_0(\beta) = \int_0^\infty r J_0(\beta r) \Sigma(r) \, dr. \tag{10}
\]

Here \( J_0 \) and \( J_1 \) are the zeroth- and first-order Bessel functions, \( \Sigma(R) \) is the stellar surface density, and \( \alpha \) is the inverse of the stellar scale height \( h \). We solved these equations using \( h = 335 \text{ pc} \), \( \Sigma(R) = \Sigma_0 \exp(-R/R_d), R_d = 2.5 \text{ kpc} \), and \( \Sigma(R_0) = 54 M_\odot \text{ pc}^{-2} \). Within the range \( 3 \text{ kpc} \leq R \leq 8 \text{ kpc} \), this model then predicts \( \frac{d \Theta}{dz} \leq 5 \text{ km s}^{-1} \text{ kpc}^{-1} \), too small to explain the magnitude of the observed effect by about a factor of 4. Some other process besides simple gravitational physics must be at work.

In Table 4 we summarize measurements of the falloff in other galaxies. Although these measurements rely on emission from halo gas kiloparsecs from the plane, the falloff parameter we measure is still remarkably consistent in magnitude. In addition, in the Milky Way Pipolyhora et al. (2007) measured a falloff of \( 27 \text{ km s}^{-1} \) for a single structure 3.4 kpc above the plane; the falloff derived from this object is not directly comparable to our measurement. Since we measure the rolling motions and falloff parameter with \( |z| \leq 100 \text{ pc} \) where the derivatives have magnitudes of \( \leq 10 \text{ km s}^{-1} \), our result will also be difficult to confirm

## Table 3

**Local Model and Fit Parameters**

| Model | \( v_j \) (km s\(^{-1}\)) | \( \frac{d \Theta}{dz} \) (km s\(^{-1}\) kpc\(^{-1}\)) | \( \frac{d \Theta}{dz} \) (km s\(^{-1}\)) | \( \sigma_1 \) (km s\(^{-1}\)) | \( \sigma_2 \) (km s\(^{-1}\)) | \( \sigma_3 \) (km s\(^{-1}\)) | Fit \( \Delta v_{j0} \) | Fit \( \Delta \frac{d \Theta}{dz} \) | Fit \( \Delta \frac{d \Theta}{dz} \) |
|-------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| -71   | 30              | 0               | 0               | 8               | 35              | ...             | 1               | 5               | 0               |
| -71   | 0               | 0               | 0               | 8               | 35              | ...             | 1               | 5               | 0               |
| -71   | -30             | 0               | 0               | 8               | 35              | ...             | 1               | 5               | 0               |
| -71   | -60             | 0               | 0               | 8               | 35              | ...             | 1               | 5               | 0               |
| -71   | -90             | 0               | 0               | 8               | 35              | ...             | 1               | 5               | 0               |
| -71   | -30             | 0               | 0               | 6               | 12              | 26              | 1               | 2               | 0               |
| -71   | -30             | -30             | 8               | 35              | ...             | 1               | 5               | 0               |
| -71   | -30             | 8               | 35              | ...             | 1               | 5               | 0               |

Note: The systematic errors given in the fit column are defined as \( \Delta x = x_{\text{fit}} - x_{\text{model}} \).

## Table 4

**Falloff Parameter Measurements in Galactic Halos**

| Galaxy      | Tracer | \( \frac{d \Theta}{dz} \) (km s\(^{-1}\) kpc\(^{-1}\)) | Reference |
|-------------|--------|-------------------------------------------------|-----------|
| NGC 891     | H i    | -25 to -100                                     | Swaters et al. (1997) |
| NGC 2403    | H i    | -15 to -18                                      | Heald et al. (2006a) |
| NGC 4302    | H ii, N ii, S ii | -30 | Heald et al. (2007) |
| NGC 5775    | H i    | -8                                             | Heald et al. (2006b) |
in other galaxies. At higher $|z|$, Fraternali & Binney (2006) examine the halo gas kinematics in NGC 891 and NGC 2403 and conclude that the loss of angular momentum is due to the interaction between accreted low angular momentum extragalactic gas and halo gas. It is conceivable that this effect is tied to the falloff we observe in the atomic disk gas, possibly with the vertical magnetic field playing a role. In addition, it may be important to consider rolling motions and the falloff parameter when examining gas kinematic phenomena such as supernova remnants and H{	extsc{ii}} regions; the rotation curve derivatives can shear shells of gas if they are large enough.

9. SUMMARY AND CONCLUSIONS

We fitted an analytic form to the VGPS and SGPS H{	extsc{i}} spectra and found the tangent velocity as a function of Galactic longitude and latitude. Using these tangent velocities, we fitted a global model for the rotation curve and its first two vertical derivatives for lines of sight 100 pc or less from the plane.

We then determined the rotation speed, rolling motion, and falloff in rotation speed from the plane as a function of Galactic radius. We tested the accuracy of our fitting routines using a variety of simple H{	extsc{i}} model spectra. Our local parameter values are in agreement with our global fits. We demonstrated that the rolling motions are local effects, while the falloff from the plane has a consistent value of $-22 \pm 6 \text{ km s}^{-1} \text{kpc}^{-1}$, too large to be explained by gravitational physics alone, but consistent with the fall-off measured in the halos of other galaxies.

Thanks to Naomi McClure-Griffiths for providing a copy of the SGPS, and to Bob Benjamin, Eliot Quataert, Eugene Chiang, Josh Peek, Kathryn Peek, Julia Comerford, Natalie Kittner, and Chris Hans for helpful conversations. E. S. L. and L. B. are supported by NSF grant AST 05-40567. C. H. is supported by NSF grant AST 04-06987.

REFERENCES

Alvarez, R. A. 2002, in ASP Conf. Ser. 276, Seeing Through the Dust: The Detection of H{	extsc{i}} and the Exploration of the ISM in Galaxies, ed. A. R. Taylor, T. L. Landecker, & A. G. Willis (San Francisco: ASP), 201
Benjamin, R. A., et al. 2005, ApJ, 630, L149
Binney, J., Gerhard, O., & Spergel, D. 1997, MNRAS, 288, 365
Blitz, L., & Spergel, D. N. 1991, ApJ, 370, 205
Brand, J., & Blitz, L. 1993, A&A, 275, 67
Bregman, J. N. 1986, ApJ, 301, 77
Brosche, P., & Schwan, H. 1984, A&A, 140, L25
Burton, W. B. 1971, A&A, 10, 76
———. 1972, A&A, 19, 51
———. 1976, ARA&A, 14, 275
Burton, W. B., & Gordon, M. A. 1978, A&A, 63, 7
Celnik, W., Rohlfs, K., & Braunsfurth, E. 1979, A&A, 76, 24
Cohen, M. 1995, ApJ, 444, 874
Feitzinger, J. V., & Spicker, J. 1985, MNRAS, 214, 539
Fich, M., Blitz, L., & Stark, A. A. 1989, ApJ, 342, 272
Fraternali, F., & Binney, J. J. 2006, MNRAS, 366, 449
Fraternali, F., van Moorsel, G., Sancisi, R., & Oosterloo, T. 2002, AJ, 123, 3124
Freudenreich, H. T., et al. 1994, ApJ, 429, L69
Heald, G. H., Rand, R. J., Benjamin, R. A., & Bershady, M. A. 2006a, ApJ, 647, 1018
———. 2007, ApJ, 663, 933
Heald, G. H., Rand, R. J., Benjamin, R. A., Collins, J. A., & Bland-Hawthorn, J. 2006b, ApJ, 636, 181
Kalberla, P. M. W., Burton, W. B., Hartmann, D., Arnal, E. M., Bajaja, E., Morras, R., & Pöppel, W. G. L. 2005, A&A, 440, 775
Kamphuis, P., Peletier, R. F., Dettmar, R.-J., van der Hulst, J. M., van der Kruit, P. C., & Allen, R. J. 2007, A&A, 468, 951
Kerr, F. J. 1962, MNRAS, 123, 327
———. 1964, in IAU Symp. 20, The Galaxy and the Magellanic Clouds, ed. F. J. Kerr (Canberra: Australian Acad. Sci.), 81
Kulkarni, S. R., & Fich, M. 1985, ApJ, 289, 792
Kwee, K. K., Muller, C. A., & Westerhout, G. 1954, Bull. Astron. Inst. Netherlands, 12, 211
Lee, S.-W., Irwin, J. A., Dettmar, R.-J., Cunningham, C. T., Golla, G., & Wang, Q. D. 2001, A&A, 377, 759
Lockman, F. J. 1984, ApJ, 283, 90
Magnani, L., Blitz, L., & Mundy, L. 1985, ApJ, 295, 402
Malhotra, S. 1995, ApJ, 448, 138
McClure-Griffiths, N. M., & Dickey, J. M. 2007, ApJ, 671, 427
McClure-Griffiths, N. M., Dickey, J. M., Gaensler, B. M., Green, A. J., Havercorn, M., & Strasser, S. 2005, ApJS, 158, 178
Ng, Y. K., Bertelli, G., Chiosi, C., & Bressan, A. 1997, A&A, 324, 65
Oort, J. H. 1962, in The Distribution and Motion of Interstellar Matter in Galaxies, ed. L. Wolter (New York: Benjamin), 3
Oosterloo, T., Fraternali, F., & Sancisi, R. 2007, AJ, 134, 1019
Peng, Q.-H., Peng, F., Chou, C.-K., & Lin, Y.-H. 2002, Ap&SS, 282, 499
Peters, W. L., III. 1975, ApJ, 195, 617
Pidopryhora, Y., Lockman, F. J., & Shields, J. C. 2007, ApJ, 656, 928
Rand, R. J. 2000, ApJ, 537, L13
Rohlfs, K., & Kreitschmann, J. 1987, A&A, 178, 95
Shane, W. W., & Bieger-Smith, G. P. 1966, Bull. Astron. Inst. Netherlands, 18, 263
Shapiro, P. R., & Field, G. B. 1976, ApJ, 205, 762
Spitzer, L. J. 1942, ApJ, 95, 329
Stil, J. M., et al. 2006, AJ, 132, 1158
Strass, F. M., & Poeppel, W. 1976, ApJ, 204, 94
Strickland, D. K., Heckman, T. M., Colbert, E. J. M., Hoopes, C. G., & Weaver, K. A. 2002, ApJS, 151, 193
Swaters, R. A., Sancisi, R., & van der Hulst, J. M. 1997, ApJ, 491, 140
Tüllmann, R., Dettmar, R.-J., Soida, M., Urbanik, M., & Rossa, J. 2000, A&A, 364, L36
Wouterloot, J. G. A. 1981, Ph.D. thesis, Univ. Leiden
Yuan, C. 1969, ApJ, 158, 871
Yuan, L., & Wallace, C. 1973, ApJ, 185, 453