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Abstract

**Objectives:** In this paper, we discuss on the importance of multilevel queues in scheduling Hadoop mapreduce jobs.

**Methods/Statistical analysis:** Modifications are done on HDFS and yarn configuration files to suit the multilevel queues. This work constitutes the performance analysis of various existing job schedulers such as FIFO, Fair and Capacity schedulers.

**Findings:** Significant achievements are achieved which includes performance evaluation metrics for comparative understanding of the proposed and existing techniques. The final outcome of the work demonstrates the need for multilevel queue scheduling with allocation policies and the optimal placement of jobs in queues.

**Application/Improvements:** With the adoption of multilevel queue scheduling, there is a significant improvement in placing jobs in multilevel queues for the jobs submitted by the users.
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1. Introduction

Big data has become the recent buzzword due to its capabilities of handling huge volumes of data. Over the past decade, the amount of data created every year is exponentially growing and at a faster rate. The Apache Hadoop framework provides the best mashup of data and processing capabilities. The highest rated demand of enterprise applications like robustness and scalabilities can be achieved through Hadoop, highly reliable and low cost storage structures. Hadoop is the product of advances in development of parallel, grid and distributed technologies. The MapReduce framework was first introduced by Google in the early 2000. MapReduce is a framework for processing parallelizable problems across volumes of data using clusters of nodes. The jobs submitted by the users in MapReduce framework are divided into map and reduce jobs. The map jobs are handled by process sharing queues and the reduce jobs are handled by the server sharing queues. After submitting the jobs into the MapReduce framework the map and the reduce jobs have been allocated to the node level slots for the execution based on the availability. The Hadoop framework encounters three major challenges as, locality defined the distance between the job and the data for the job to processes, synchronization defined synchronization of the data from the map and reduce jobs and finally the fairness defined comparative fairness between the locality and the synchronization. However, the most critical challenge is the fairness of the framework. Many algorithms have been defined in order to solve this problem. Few of them have been understood and analyzed in later part of this work.

Hence this work demonstrates the use of multilevel queues for YARN based scheduling techniques to enhance the job performance.

The rest of this paper is organized as follows. Section 2 highlights the related work in the literature for job schedulers in Hadoop. The parameters to be considered for evaluating performance metrics of job schedulers are illustrated in Section 3. The experimental setup is provided
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in Section 4. Results and Discussion are illustrated in Section 5. The conclusion and future enhancements are discussed in Section 6.

This study will help in identifying the significance of the proposed framework and will generate the parameters for performance comparison. The scheduling of the work is the most problem-resolving component in MapReduce. However, the ill management of the scheduling techniques may lead to high time complexity, low data locality or synchronization problems. In this work, we analyze the existing algorithms and techniques available in Hadoop framework with understanding of the significance in time and data complexity paradigm.

1.1 FIFO Scheduler

FIFO is the default job scheduler in Hadoop framework and schedules the jobs based on the arrival into the queue. The job considered being the oldest and residing in to the queue would be scheduled first. The FIFO scheduler performance needs to be analyzed on the following criterions as described in Table 1. The disadvantages of FIFO are to serve one job at one time so that small jobs have to suffer from starvation.

1.2 Fair Scheduler

The basic principle of Fair scheduler is to identify the available map - reduce slots and then allocate the slots to the queued jobs with a fair sharing mechanism such that all the jobs get same amount of CPU times. The objective of the Fair scheduler algorithm is to do an equal distribution of computing resources among users/jobs in the system. The Fair scheduler deploys resource pools for each user and sometimes for each cluster. The fair scheduler can limit the number of concurrently running jobs from each user and from each pool. If there is a single job running, the job uses the entire cluster.

The performance of the Fair Scheduler needs to be identified based on the following parameters as shown in Table 2:

1.3 Capacity Scheduler

The fundamental technique used for capacity scheduler is very similar to the Fair scheduler with a difference; jobs are allocated to the queues instead of pools. The configuration of the queues is such that when a job is received to YARN, the YARN searches for the queue with the highest available capacity and assigns the job. Also the YARN for capacity scheduler re-assigns the job based on the availability of the memory in the queues. Workload energy aware All-in-Strategy proposes a balanced workload of jobs submitted by the user in energy aware perspective.

The performance of the Capacity Scheduler is identified based on the following parameters as shown in Table 3:

---

**Table 1. Criterions for the performance of FIFO scheduler**

| Parameter Name | Performance Measure | FIFO Scheduler Measure / Contra |
|----------------|----------------------|---------------------------------|
| Response Time  | Expected to be High for better performance in Hadoop framework. | The response time is significantly low for jobs with small Reduce components. |
| Job Heterogeneity | Expected to be heterogeneous in job nature. | The performance is better in homogeneity compared to heterogeneity. |

**Table 2. Criterions for the performance of fair scheduler**

| Parameter Name | Performance Measure | Fair Scheduler Measure / Contra |
|----------------|----------------------|---------------------------------|
| Number of Pool | Expected to be equal to the number of users or number of clusters. | Job heterogeneity and the locality of the data decide the performance measure of the framework. |
| Number of Concurrent Jobs per Pool | Expected to be higher for maximum resource utilization. | Higher number of concurrent jobs increases the amount of data transfer for shared resource jobs. |

**Table 3. Criterions for the performance of capacity scheduler**

| Parameter Name | Performance Measure | Capacity Scheduler Measure / Contra |
|----------------|----------------------|-----------------------------------|
| Number of Queues | Expected to be equal to the number of users or number of clusters. | Job heterogeneity and the locality of the data decide the performance measure of the framework. |
| Number of Concurrent Jobs per Queues | Expected to be higher for maximum resource utilization. | Higher number of concurrent jobs increases the amount of data transfer for shared resource jobs. |
1.4 Dynamic Priority based Hybrid Scheduler

Dynamic priority based hybrid scheduler is another scheduling technique based on the job priority to reduce the waiting time of the job with higher priority. High priority jobs are the limitations in this algorithm due to locality of jobs in case of over allocations of the internal queues. This algorithm is designed for data intensive workloads and tries to maintain locality of data in the process of job execution.

The performance of the Dynamic Priority Based Hybrid Scheduler needs to be identified based on the following parameters as shown in Table 4:

1.5 LATE Scheduler

Longest Approximate Time to End (LATE) for the heterogeneous Hadoop jobs is a technique based on the shortest job first algorithm. In this framework submitted and slow running jobs are analyzed based on the remaining time to complete and the jobs are scheduled to higher ranked nodes for faster competition. Nevertheless, the localities of the jobs are certainly being overlooked to prioritize the job competition time.

The performance of the LATE Scheduler needs to be identified based on the following parameters as shown in Table 5:

2. Performance Evaluation Metrics

The following parameters are to be considered for the job schedulers. Table 6 proposes the performance evaluation and the optimality expectations.

3. Experimental Setup

The experimental setup demonstrated in this experiment is classified into two major categories: Capacity scheduler setup and Fair scheduler setup. Modifications are done on the following configuration files to suit to the Multilevel Queues namely: hdfs-site.xml, yarn-site.xml, capacity-scheduler.xml file configuration for three test users as root1, TestUser1 and TestUser2 as shown in Figure 3.

The allocation rule can be identified here, where the jobs submitted by the respective users will be allocated to the specified queue by default. Figure 2 depicts capacity scheduler multilevel queue setup.

| Parameter Name | Performance Measure | Dynamic Priority Based Hybrid Scheduler Measure / Contra |
|----------------|---------------------|--------------------------------------------------------|
| Waiting Time   | Expected to be minimum based on the job priority | Job heterogeneity and the locality of the data decide the performance measure of the framework. |
| Job Priority   | Expected to be heterogeneous for the set of priorities extracted from the jobs | Higher priority of the jobs are considered to be a limitation for the job locality in case of over allocation of the local queues. |
| Job Locality   | Expected to be higher to achieve the fundamental principle of data locality | In case with high number of jobs in queues, higher priority jobs are not given priority in this framework. |

| Parameter Name | Performance Measure | LATE Scheduler Measure / Contra |
|----------------|---------------------|--------------------------------|
| Remaining Time to Complete | Expected to be minimum based on the job priority | Job heterogeneity and locality of the data decide the performance measure of the framework. |
| Job Priority | Expected to be heterogeneous | Higher priority jobs are not given priority due to job locality. |
| Job Locality | Expected to be higher to achieve the fundamental principle of data locality | High priority jobs are to be given priority based on the needs with jobs of higher priority can be run immediately. |

During the Fair scheduler the following modifications are done on the configuration files to suit to the Multilevel Queues namely: hdfs-site.xml, yarn-site.xml, capacity-scheduler.xml file configuration for three test users as root1, TestUser1 and TestUser2 as shown in Figure 3.

4. Results and Discussion

The multilevel queue configuration follows the below acronyms for Hadoop YARN scheduler scheduling techniques shown in Table 7.
Table 6. Performance evaluation metrics and parameters

| Parameter Name | Performance Measure | LATE Scheduler Measure / Contra |
|----------------|---------------------|---------------------------------|
| Local Storage cost | The local cost of the storage systems in case of locality of the job is given preference. The value is extracted from the File System Counters by the parameter FILE_BYTES_READ and FILE_BYTES_WRITTEN | Expected to be Low to achieve higher job locality |
| HDFS Storage cost | The local cost of the storage systems in case of locality of the job is not given preference. The value is extracted from the File System Counters by the parameter HDFS_BYTES_READ and HDFS_BYTES_WRITTEN | Expected to be Low to achieve lower network usage |
| Job Locality | Expected to be higher to achieve the fundamental principle of data locality | High priority jobs are to be given priority based on the needs so that jobs with higher priority can be run immediately. |
| Map Job Waiting Time | The Jobs waiting to get appropriate slots. The value is extracted from the Job Counters by the parameter FALLOW_SLOTS_MILLIS_MAPS & SLOTS_MISSIS_MAPS | Expected to be Minimum |
| Reduce Job Waiting Time | The Jobs waiting to get appropriate slots. The value is extracted from the Job Counters by the parameter FALLOW_SLOTS_MILLIS_REDUCES & SLOTS_MISSIS_REDUCES | Expected to be Minimum |
| Total Job Time | Total Job execution time is calculated. The value is extracted from the Job Counters by the parameter SLOTS_MISSIS_MAP & SLOTS_MISSIS_REDUCES | Expected to be Minimum |
| Total Job waiting Time | Total Job waiting time is calculated. The value is extracted from the Job Counters by the parameter FALLOW_SLOTS_MISSIS_MAP & FALLOW_SLOTS_MISSIS_REDUCES | Expected to be Minimum |

Figure 1. Allocation rule for multilevel queue.

Figure 2. Capacity scheduler multilevel queue setup.

Table 7. List of scheduling techniques used for performance comparisons

| Used Name in this Work | Scheduler Technique | Scheduling Policies | Number of Concurrent Users | Number of Concurrent Jobs per User |
|------------------------|---------------------|---------------------|---------------------------|----------------------------------|
| CS1U1J | Capacity Scheduler | First In First Out | 1 | 1 |
| CS2U2J | Capacity Scheduler | First In First Out | 2 | 2 |
| CS3U3J | Capacity Scheduler | First In First Out | 3 | 3 |
| FS1U1J - FIFO | Fair Scheduler | First In First Out | 1 | 1 |
| FS2U2J - FIFO | Fair Scheduler | First In First Out | 2 | 2 |
| FS3U3J - FIFO | Fair Scheduler | First In First Out | 3 | 3 |
| FS1U1J - FAIR | Fair Scheduler | Fair | 1 | 1 |
| FS2U2J - FAIR | Fair Scheduler | Fair | 2 | 2 |
| FS3U3J - FAIR | Fair Scheduler | Fair | 3 | 3 |
Firstly, this work demonstrates the results of configuration with CS - 1U - 1J, FS - 1U - 1J – FIFO and FS - 1U - 1J – FAIR where the performance evaluation parameters such as Local Storage cost, HDFS Storage cost, Map Job Waiting Time, Reduce Job Waiting Time, Total Job Time and Total Job waiting Time are being compared as depicted in Table 8.

Hence this clearly demonstrates with a proper configuration of the queue, the waiting times for the jobs are nearly zero. The results are also demonstrated visually depicted in Figure 4.

Next, this work demonstrates the results of configuration with CS - 2U - 2J, FS - 2U - 2J – FIFO and FS - 2U - 2J – FAIR where the performance evaluation parameters such as Local Storage cost, HDFS Storage cost, Map Job Waiting Time, Reduce Job Waiting Time, Total Job Time and Total Job waiting Time are compared for User - 1 as shown in Table 9 and User – 2 in Table 10.

The results clearly demonstrate the reduction of the local and HDFS storage cost for the configuration, where multiple users submit multiple jobs with weighted queue configurations. The waiting time remains zero. The results are also demonstrated visually for User - 1 in Figure 5 and User - 2 in Figure 6.

Next, this work demonstrates the results of configuration with CS - 3U - 3J, FS - 3U - 3J – FIFO and FS - 3U - 3J – FAIR where the performance evaluation parameters such as Local Storage cost, HDFS Storage cost, Map Job Waiting Time, Reduce Job Waiting Time, Total Job Time and Total Job waiting Time are compared for User - 1 shown in Table 11, User - 2 shown in Table 12 and User – 3 shown in Table 13:

The results clearly demonstrate the reduction of the local for the configuration, where multiple users submit multiple jobs with weighted queue configurations. The waiting time increases significantly for Fair Scheduler with FIFO configuration and remains zero for other configurations. The results are also demonstrated visually for User - 1 shown in Figure 7, User - 2 in Figure 8 and User – 3 in Figure 9.

**Table 8. Performance comparison for configuration set – 1**

| Experiment Name | Local Storage Cost (KB) | HDFS Storage Cost (KB) | Map Job Waiting Time (MSec) | Reduce Job Waiting Time (MSec) | Total Job Time (MSec) | Total Job Waiting Time (MSec) |
|-----------------|------------------------|------------------------|-----------------------------|-------------------------------|----------------------|-----------------------------|
| CS1U1J          | 8494                   | 208                    | 0                           | 0                             | 1011018              | 0                           |
| FS1U1J - FIFO   | 8493                   | 208                    | 0                           | 0                             | 2194453              | 0                           |
| FS1U1J – FIFO   | 8493                   | 208                    | 0                           | 0                             | 2510011              | 0                           |

**Table 9. Performance comparison for configuration set – 2**

| Experiment Name | Local Storage Cost (KB) | HDFS Storage Cost (KB) | Map Job Waiting Time (MSec) | Reduce Job Waiting Time (MSec) | Total Job Time (MSec) | Total Job Waiting Time (MSec) |
|-----------------|------------------------|------------------------|-----------------------------|-------------------------------|----------------------|-----------------------------|
| CS2U2J          | 8494                   | 208                    | 0                           | 0                             | 1562530              | 0                           |
| FS2U2J – FIFO   | 8493                   | 208                    | 0                           | 0                             | 2217508              | 0                           |
| FS2U2J – FIFO   | 4595                   | 123                    | 0                           | 0                             | 1160195              | 0                           |
Table 10. Performance comparison for configuration set – 2 (User-2)

| Experiment Name | Local Storage Cost (KB) | HDFS Storage Cost (KB) | Map Job Waiting Time (MSec) | Reduce Job Waiting Time (MSec) | Total Job Time (MSec) | Total Job waiting Time (MSec) |
|------------------|-------------------------|------------------------|---------------------------|-----------------------------|----------------------|-----------------------------|
| CS2U2J           | 4595                    | 123                    | 0                         | 0                           | 556563               | 0                           |
| FS2U2J – FIFO    | 4595                    | 123                    | 0                         | 0                           | 1207336              | 0                           |
| FS2U2J – FIFO    | 8493                    | 208                    | 0                         | 0                           | 1738994              | 0                           |

Table 11. Performance comparison for configuration set – 3 (User-1)

| Experiment Name | Local Storage Cost (KB) | HDFS Storage Cost (KB) | Map Job Waiting Time (MSec) | Reduce Job Waiting Time (MSec) | Total Job Time (MSec) | Total Job waiting Time (MSec) |
|------------------|-------------------------|------------------------|---------------------------|-----------------------------|----------------------|-----------------------------|
| CS3U3J           | 8494                    | 208                    | 0                         | 0                           | 764193               | 0                           |
| FS3U3J – FIFO    | 8493                    | 208                    | 77878                     | 0                           | 814368               | 77878                       |
| FS3U3J – FIFO    | 8493                    | 208                    | 0                         | 0                           | 2173455              | 0                           |

Table 12. Performance comparison for configuration set – 3 (User-2)

| Experiment Name | Local Storage Cost (KB) | HDFS Storage Cost (KB) | Map Job Waiting Time (MSec) | Reduce Job Waiting Time (MSec) | Total Job Time (MSec) | Total Job waiting Time (MSec) |
|------------------|-------------------------|------------------------|---------------------------|-----------------------------|----------------------|-----------------------------|
| CS3U3J           | 4595                    | 123                    | 0                         | 0                           | 389306               | 0                           |
| FS3U3J – FIFO    | 4595                    | 123                    | 0                         | 0                           | 370165               | 0                           |
| FS3U3J – FIFO    | 4595                    | 123                    | 0                         | 0                           | 1253263              | 0                           |

Table 13. Performance comparison for configuration set – 3 (User-3)

| Experiment Name | Local Storage Cost (KB) | HDFS Storage Cost (KB) | Map Job Waiting Time (MSec) | Reduce Job Waiting Time (MSec) | Total Job Time (MSec) | Total Job waiting Time (MSec) |
|------------------|-------------------------|------------------------|---------------------------|-----------------------------|----------------------|-----------------------------|
| CS3U3J           | 4596                    | 124                    | 0                         | 0                           | 635978               | 0                           |
| FS3U3J – FIFO    | 4595                    | 124                    | 0                         | 0                           | 1143084              | 0                           |
| FS3U3J – FIFO    | 4595                    | 124                    | 0                         | 0                           | 1225295              | 0                           |

Figure 4. CS1U1J, FS1U1J-Fair, FS1U1J-FIFO setup job completion time.

Figure 5. CS2U2J, FS2U2J-Fair, FS2U2J-FIFO setup local storage cost, HDFS storage cost and job completion time – User-1.
5. Conclusion and Future Work

The work analyzed the Hadoop and MapReduce framework for better understanding of the scheduling techniques. The outcome also includes the existing techniques with understanding of the significance in time and data complexity paradigm like FIFO scheduler, Fair Scheduler, Capacity Scheduler, Dynamic Priority Based Hybrid Scheduler and LATE Scheduler. The work proposes a novel multi-level queue allocation technique with custom policies.

Significant achievement also includes performance evaluation metrics for comparative understanding of the proposed and existing technique. The final outcome of the work demonstrates the significance of queue scheduling with allocation policies for the optimal placement of jobs in queues.

The future scope of this work clearly lay down the base for deriving novel techniques for optimal placement of jobs based on priority and to also consider the need to reduce energy.
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