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Abstract

This paper provides well-posedness results and stochastic representations for the solutions to equations involving both the right- and the left-sided generalized operators of Caputo type. As a special case, these results show the interplay between two-sided fractional differential equations and two-sided exit problems for certain Lévy processes.
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1. Introduction

The successful use of classical fractional derivatives to describe, for example, relaxation phenomena, processes of oscillation, viscoelastic systems and diffusions in disordered media (anomalous diffusions) among others, have promoted an increasing research on the field of fractional differential equations. For an account of historical notes, applications and different methods to solve fractional equations we refer, e.g., to [7]-[10], [12], [14], [21]-[22], [25], [29]-[32], [31], [39], and references cited therein.

Apart from the different notions of fractional derivatives found in the literature (e.g., the Caputo, the Riemann-Liouville, the Grunwald-Letnikov, the Riesz, the Weyl, the Marchaud, and the Miller and Ross fractional derivatives), numerous generalizations (mostly from an analytical point of view) have been proposed by many authors, we refer, e.g., to [2], [18]-[19], [23]-[24], [33] for details. As for the generalized fractional operators of Caputo type considered in this work, they were introduced in [27] by one of the authors as generalizations (from a probabilistic point of view) of the classical Caputo derivatives of order $\beta \in (0, 1)$ when applied to regular enough functions. These Caputo type operators can be thought of as the generators of Feller processes interrupted on the first attempt to cross certain boundary point (see precise definition later).
As a continuation of our previous works, which show a new link between stochastic analysis and fractional equations (see [16]-[17], [27]), this paper appeals to a probabilistic approach to study equations involving both left-sided and right-sided generalized operators of Caputo type. We address the boundary value problem for the two-sided generalized linear equation with Caputo type derivatives $-D^{(\nu_+)}_{a+*} u(x) - D^{(\nu_-)}_{b-*} u(x) - Au(x) = \lambda u(x) - g(x), \quad x \in (a, b),$

$$u(a) = u_a, \quad u(b) = u_b,$$ (1.1)

where $\lambda \geq 0$, $u_a, u_b \in \mathbb{R}$ and $g$ is a prescribed function on $[a, b]$. Notation $-A \equiv -A^{(\gamma, \alpha)}$ refers to the second order differential operator

$$- A^{(\gamma, \alpha)} := \gamma(\cdot) \frac{d}{dx} + \alpha(\cdot) \frac{d^2}{dx^2}. \quad (1.2)$$

Equation (1.1) includes, as special cases, the fractional equations

$$D^{\beta_1}_{a+*} u(x) + D^{\beta_2}_{b-*} u(x) = g(x), \quad x \in (a, b), \quad \beta_1, \beta_2 \in (0, 1),$$ (1.3)

$$u(a) = u_a, \quad u(b) = u_b,$$

where $D^{\beta_1}_{a+*}$ and $D^{\beta_2}_{b-*}$ are the left- and the right-sided Caputo derivatives of order $\beta_1$ and $\beta_2$, respectively. There are relatively scarce results dealing with two-sided fractional ordinary equations. For example, to the best of our knowledge, the Riemann-Liouville version of (1.3) was analyzed (in the space of distributions) in [35]-[36], whereas the explicit solution to the two-sided fractional equation in (1.3) was just recently provided in [27].

Another special case of equation (1.1) is the two-sided equation:

$$c_1 D^{\beta_1}_{a+*} u(x) + c_2 D^{\beta_2}_{b-*} u(x) + \gamma(x) u'(x) + \lambda u(x) = g(x), \quad x \in (a, b),$$ (1.4)

$$u(a) = u_a, \quad u(b) = u_b.$$

If $c_1 > 0$, $c_2 = 0$, $\beta_1 = \frac{1}{2}$ and $\lambda = 1$, then the (one-sided) equation is known as the Basset equation, well-studied in the literature (see, e.g., [29] and references therein). The one-sided case with $\beta_1 \in (0, 1)$ (known as the composite fractional relaxation equation) was treated via the Laplace transform method in [15] Section 4, whereas the left-sided case with Caputo type and RL type operators was studied by the authors in [17].

Some other examples showing the relevance of left- and right-sided derivatives in mathematical modeling appear in the study of FPDE’s on bounded domains, as well as in fractional calculus of variations, see, e.g., [1], [3], [21], [31], [37].

In this paper we study the well-posedness of (1.1) by considering two types of solutions: solutions in the domain of the generator and generalized solutions. The first type is understood as a solution $u$ that belongs to the domain of the two-sided operator seen as the generator of a Feller process. Since the existence of such a solution is quite restrictive once one imposes boundary conditions, the notion of generalized solution is introduced via the limit of approximating solutions taken from the domain of the generator.
Further, appealing to the relationship between two-sided equations and exit problems for Feller processes (already mentioned in [27]), we provide some explicit solutions to two-sided equations in the context of classical fractional derivatives. Even though exit problems for Lévy processes have been widely studied (see, e.g., [5]-[6], [28], [38]), to our knowledge fractional equations of the type in (1.3) and their connection with exit problems seem to be novel in the literature. We believe that the probabilistic solutions presented in this work can be used, for example, to obtain numerical solutions to classical fractional equations for which explicit solutions are unknown.

The paper is organized as follows. The next Section 2 sets standard notation and definitions. Section 3 gives a quick review about generalized Caputo type operators. Section 4 provides preliminary results concerning two-sided generalized operators and their connections with the generators of Feller processes. Then, Section 5 addresses the well-posedness for the RL type version of (1.1). The study of the Caputo type equation (1.1) is given in Section 6. Some examples are presented in Section 7. Finally, Section 8 contains the proofs of some key results established in Section 4.

2. Preliminaries

2.1. Notation. Let $\mathbb{N}$ and $\mathbb{R}$ be the set of positive integers and the real line, respectively. For any open set $A \subset \mathbb{R}$, notation $B(A)$, $C(A)$ and $C_\infty(A)$ denote the set of bounded Borel measurable functions, bounded continuous functions and continuous functions vanishing at infinity defined on $A$, respectively, equipped with the sup-norm $||h|| = \sup_{x \in A} |h(x)|$. The space of continuous functions on $A$ with continuous derivatives up to and including order $k$ is denoted by $C^k(A)$. This space is equipped with the norm $||h||_{C^k} := ||h|| + \sum_{k=1}^{\infty} ||h^{(k)}||$. For functions defined on the closure $\overline{A}$ of $A$, notation $C^k(\overline{A})$ means the space of $k$ times continuously differentiable functions up to the boundary. Further, spaces $C_0[a,b]$ and $C_0^k[a,b]$ stand for the space of continuous functions on $[a,b]$ vanishing at the boundary and the space of functions $C_0[a,b] \cap C^k[a,b]$, respectively.

Letters $\mathbb{P}$ and $\mathbb{E}$ are reserved for the probability and the mathematical expectation, respectively. For a stochastic process $X_x = (X_x(t))_{t \geq 0}$ with state space $A$, the subscript $x$ in $X_x(t)$ means that the process starts at $x \in A$, so that notation $\mathbb{E}[f(X_x(t))]$ is understood as $\mathbb{E}[f(X(t)) | X(0) = x]$. All the processes considered in this paper are assumed to be defined on a fixed complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$.

2.2. Feller processes: basic definitions. Let $\{T_t\}_{t \geq 0}$ be a strongly continuous semigroup of linear bounded operators on a Banach space $(B, || \cdot ||_B)$, i.e. $\lim_{t \to 0} ||T_tf - f||_B = 0$ for all $f \in B$. Its (infinitesimal) generator $L$ with domain $\mathcal{D}_L$, shortly $(L, \mathcal{D}_L)$, is defined as the (possibly unbounded) operator $L : \mathcal{D}_L \subset B \to B$ given by the strong limit

$$Lf := \lim_{t \to 0} \frac{T_t f - f}{t}, \quad f \in \mathcal{D}_L,$$

(2.1)

where the domain of the generator $\mathcal{D}_L$ consists of those $f \in B$ for which the limit in (2.1) exists in the norm sense. We also recall that, if $L$ is a closed operator, then a linear subspace $\mathcal{C}_L \subset \mathcal{D}_L$ is called a core for the generator $L$ if the operator $L$ is the
closure of the restriction $L|_{\mathcal{C}_L}$ [13, Chapter 1, Section 3]. If additionally $T_t\mathcal{C}_L \subset \mathcal{C}_L$ for all $t \geq 0$, then $\mathcal{C}_L$ is said to be an invariant core. The resolvent operator $R_\lambda$ of the semigroup $\{T_t\}_{t \geq 0}$ is defined (for any $\lambda > 0$) as the Bochner integral (see, e.g., [11, Chapter 1], [13, Chapter 1])

$$R_\lambda g := \int_0^\infty e^{-\lambda t} T_t g \, dt, \quad g \in B.$$  \hfill (2.2)

By taking $\lambda = 0$ in (2.2), one obtains the potential operator denoted by $R_0 g$ (whenever it exists).

We say that a (time-homogeneous) Markov process $X = (X(t))_{t \geq 0}$ taking values on $A \subset \mathbb{R}^d$ is a Feller process (see, e.g., [25, Section 3.6]) if its semigroup $\{T_t\}_{t \geq 0}$, defined by

$$T_t f(x) := \mathbb{E}[f(X(t)) | X(0) = x], \quad t \geq 0, \quad x \in A, \quad f \in B(A),$$

gives rise to a Feller semigroup when reduced to $C_\infty(A)$, i.e. it is a strongly continuous semigroup on $C_\infty(A)$ and it is formed by positive linear contractions ($0 \leq T_t f \leq 1$ whenever $0 \leq f \leq 1$).

3. Generalized fractional operators of Caputo type and RL type

The generalized Caputo type operators introduced in [27] are defined in terms of a function $\nu : \mathbb{R} \times (\mathbb{R} \setminus \{0\}) \rightarrow \mathbb{R}^+$ satisfying the condition:

(H0) The function $\nu(x, y)$ is continuous as a function of two variables and continuously differentiable in the first variable. Furthermore,

$$\sup_x \int \min\{1, |y|\} \nu(x, y) \, dy < \infty, \quad \sup_x \int \min\{1, |y|\} |\frac{\partial}{\partial x} \nu(x, y)| \, dy < \infty,$$

and

$$\lim_{\delta \to 0} \sup_x \int_{|y| \leq \delta} |y| \nu(x, y) \, dy = 0.$$  \hfill (H0)

DEFINITION 3.1. Let $a, b \in \mathbb{R}$ with $a < b$. For any function $\nu$ satisfying the condition (H0), the operators $-D_{a+}^{(\nu)}$ and $-D_{b-}^{(\nu)}$ defined by

$$(-D_{a+}^{(\nu)} h)(x) = \int_0^{x-a} (h(x - y) - h(x)) \nu(x, y) \, dy +$$

$$\quad + (h(a) - h(x)) \int_{x-a}^\infty \nu(x, y) \, dy,$$  \hfill (3.1)

for functions $h : [a, \infty) \rightarrow \mathbb{R}$, and by

$$(-D_{b-}^{(\nu)} h)(x) = \int_0^{b-x} (h(x + y) - h(x)) \nu(x, y) \, dy +$$

$$\quad + (h(b) - h(x)) \int_{b-x}^\infty \nu(x, y) \, dy,$$  \hfill (3.2)
for functions $h : (−∞, b] → ℝ$, are called the generalized left-sided Caputo type operator and the generalized right-sided Caputo type operator, respectively. The values $a$ and $b$ will be referred to as the terminals of the corresponding operators.

**Remark 3.1.** The sign $−$ appearing in the previous notation is introduced to comply with the standard notation of fractional derivatives.

Due to assumption (H0), the operators (3.1)-(3.2) are well defined at least on the space of continuously differentiable functions (with bounded derivative).

**Remark 3.2.** The left-sided (resp. right-sided) generalized Riemann-Liouville type operator $−D_{a+}^{(ν)}$ (resp. $−D_{b−}^{(ν)}$) is defined by setting $h(a) = 0$ (resp. $h(b) = 0$) in (3.1) (resp. 3.2). Hence,

$−D_{a+}^{(ν)} h(x) = −D_{a+}^{(ν)} [h − h(a)](x)$ and $−D_{b−}^{(ν)} h(x) = −D_{b−}^{(ν)} [h − h(b)](x)$.

**3.0.1. Particular cases.** For smooth enough functions $h$, the standard analytical definitions of the left-sided Caputo derivative $D_{a+}^{β}$ and the right-sided Caputo derivatives $D_{b−}^{β}$, of order $β ∈ (0, 1)$ (see, e.g., [10, Definition 2.2, Definition 3.1]) can be rewritten as (see, e.g., [27, Appendix])

$$
(D_{a+}^{β} h)^{(x)} = \frac{β}{Γ(1−β)} \int_{0}^{x−a} \frac{h(x−y)−h(x)}{y^{1+β}} dy − \frac{h(x)−h(a)}{Γ(1−β)(x−a)^(β)},
$$

and

$$
(D_{b−}^{β} h)^{(x)} = \frac{β}{Γ(1−β)} \int_{0}^{b−x} \frac{h(x+y)−h(x)}{y^{1+β}} dy − \frac{h(x)−h(b)}{Γ(1−β)(b−x)^(β)}.
$$

Hence, for $h$ regular enough, $D_{a+}^{β} h$ (resp. $−D_{b−}^{β} h$) is a particular case of $−D_{a+}^{(ν)} h$ (resp. $−D_{b−}^{(ν)} h$) obtained by taking the function

$$
ν(x, y) ≡ ν(y) = −\frac{β}{Γ(1−β)y^{1+β}}, \text{ } β ∈ (0, 1).
$$

**Remark 3.3.** Other examples of generalized operators $−D_{a+}^{(ν)}$ include the fractional derivatives of variable order, as well as the generalized distributed order fractional derivatives (see [16], [27] for precise definitions).

**4. Two-sided operators of RL type and Caputo type**

Given two functions $ν_+$ and $ν_−$ satisfying condition (H0), define the function $ν : ℝ × ℝ \setminus \{0\} → ℝ^+$ associated with $ν_+$ and $ν_−$ by setting

$$
ν(x, y) := ν_+(x, y), \text{ } y > 0, \quad ν(x, y) := ν_−(x, −y), \text{ } y < 0.
$$
Define the two-sided operator of RL type \(-L_{[a,b]}\) and the two-sided operator of Caputo type \(-L_{[a,b]}\) by
\[
(-L_{[a,b]} f)(x) := \left(-D_{a+}^{(\nu_+)} f \right)(x) + \left(-D_{b-}^{(\nu_-)} f \right)(x) + \left(-A^{(\gamma,\alpha)} f \right)(x),
\]
and
\[
(-L_{[a,b]} f)(x) := \left(-D_{a+}^{(\nu_+)} f \right)(x) + \left(-D_{b-}^{(\nu_-)} f \right)(x) + \left(-A^{(\gamma,\alpha)} f \right)(x).
\]

Notation \(-A^{(\gamma,\alpha)}\) stands for the differential operator given in [1,2]. We will see that the operator \(-L_{[a,b]}\) can be thought of as the generator of a Feller process on \([a,b]\), whereas \(-L_{[a,b]}\) is related to the generator of a killed process. For that purpose, let us introduce an additional definition for the regularity of the boundary (see, e.g., [26], Chapter 6).

**Definition 4.1.** For a domain \(D \subset \mathbb{R}\) with boundary \(\partial D\), a point \(x_0 \in \partial D\) is said to be regular in expectation for a Markov process \(X\) (or for its generator) if \(E[\tau_D(x)] \to 0\), as \(x \to x_0\), \(x \in D\), where \(\tau_D(x) := \inf \{t \geq 0 : X_t(t) \notin D\}\), with the usual convention that \(\inf \emptyset = \infty\).

**Theorem 4.1.** Let \(\nu\) be a function satisfying assumption (H0). Suppose that \(\gamma \in C_0^0[a,b], \alpha \in C_0[a,b]\) with derivative \(\alpha' \in C_0[a,b]\) and \(\alpha\) being a positive function. Then,

(i) the operator \((-L_{[a,b]} X, \hat{D}_*)\) generates a Feller process \(X\) on \([a,b]\) with a domain \(\hat{D}_*\) such that
\[
\{ f \in C^2[a,b] : f' \in C_0[a,b] \} \subset \hat{D}_*.
\]

(ii) The points \(\{a,b\}\) are regular in expectation for \((-L_{[a,b]} X, \hat{D}_*)\). Further, the first exit time \(\hat{\tau}_{(a,b)}(x)\) from the interval \((a,b)\) of \(\hat{X}_x\), \(x \in (a,b)\), has a finite expectation.

**Proof.** See proof in Section 8.

**Stopped and killed processes.** To introduce the notion of solutions to the equation \((1.1)\) we are interested in, we need the stopped version of \(\hat{X}\).

**Theorem 4.2.** Suppose that the assumptions of Theorem 4.1 hold. Let \(\hat{X}_x\) be the process started at \(x \in (a,b)\) generated by \((-L_{[a,b]} X, \hat{D}_*)\).

(i) The process \(X_x^{[a,b]}\) defined by \(X_x^{[a,b]}(s) := \hat{X}_x(s \wedge \hat{\tau}_{(a,b)}(x))\), \(s \geq 0\), is a Feller process on \([a,b]\). If the operator \((-L_{stop}, \hat{D}_{[a,b]}^{stop})\) denotes the generator of \(X^{[a,b]}\), then for any \(f \in \hat{D}_*\) satisfying \((-L_{[a,b]} X, \hat{D}_*) f)(x) = 0\) for \(x \in \{a,b\}\), it holds that \(f \in \hat{D}_{[a,b]}^{stop}\) and \(-L_{stop} f = -L_{[a,b]} X f\).

(ii) The process \(X_x^{[a,b]}\) defined by \(X_x^{[a,b]}(s) := X_x^{[a,b]}(s)\) for \(s < \hat{\tau}_{(a,b)}(x)\) is a Feller (sub-Markov) process on \((a,b)\). If \((-L_{kill}, \hat{D}_{[a,b]}^{kill})\) denotes the generator of \(X^{[a,b]}\),
then for any $f \in \mathcal{D}_{[a,b]}^\text{stop}$ satisfying $f(x) = 0$ for $x \in \{a, b\}$, it holds that $f \in \mathcal{D}_{[a,b]}^\text{kill}$ and $-L_{[a,b]} f = -L_{[a,b]}^\text{kill} f$.

**Proof.** See proof in Section 8. \hfill \Box

**Remark 4.1.** The operator $-L_{[a,b]}$ can be obtained from the generator $(L, \mathcal{D}_L)$ of a Feller process, say $X_x$, given by

$$(Lf)(x) = \int_{-\infty}^\infty (f(x+y) - f(x)) \nu(x,y) dy + \gamma(x)f'(x) + \alpha(x)f''(x), \quad (4.5)$$

by modifying it in such a way that it forces the jumps aimed to be out of the interval $(a, b)$ to land at the nearest (boundary) point (see also [27]). If, instead, the process is killed upon leaving $(a, b)$, then the corresponding process has a generator related to the operator $-L_{[a,b]}$. Thus, when starting at the same state $x \in (a, b)$, it holds that the paths of the processes $X_x, \hat{X}_x, X_{[a,b]}^x$ and $X_{[a,b]}^\text{x}$ coincide before their first exit time from the interval $(a, b)$. Hence, the first exit time in all cases will always be denoted by $\tau_{(a,b)}(x)$. We refer to the processes $X_x, \hat{X}_x, X_{[a,b]}^x$ and $X_{[a,b]}^\text{x}$ as the underlying process, the interrupted process, the stopped process and the killed process, respectively.

5. Two-sided equations involving RL type operators

Let us now study the equation (1.1) for which we will also use the short notation $(-L_{[a,b]}^\text{stop}, \lambda, g, u_a, u_b)$. We shall start with the boundary value problem with zero boundary conditions: $u_a = 0 = u_b$. Thus, due to the relationship between Caputo and RL type operators (see Remark 3.2), the two-sided Caputo type operator $-L_{[a,b]}^\text{stop}$ can be replaced with the RL type operator $-L_{[a,b]}$, so that the equation $(-L_{[a,b]}, \lambda, g, 0, 0)$ will be called the two-sided RL type equation.

**Definition 5.1.** (Solutions to RL type equations) Let $g \in B[a, b]$ and $\lambda \geq 0$. A function $u \in C_0[a, b]$ is said to solve the linear equation of RL type $(-L_{[a,b]}, \lambda, g, 0, 0)$ as (i) a solution in the domain of the generator if $u$ is a solution belonging to $\mathcal{D}_{[a,b]}^\text{kill}$; (ii) a generalized solution if for all sequence of functions $g_n \in C_0[a, b]$ such that $\sup_n \|g_n\| < \infty$ and $\lim_{n \to \infty} g_n \to g$ a.e., it holds that $u(x) = \lim_{n \to \infty} w_n(x)$ for all $x \in [a, b]$, where $w_n$ is the unique solution (in the domain of the generator) to the RL type problem $(-L_{[a,b]}, \lambda, g_n, 0, 0)$.

**Definition 5.2.** For $g \in B[a, b]$ and $\lambda \geq 0$, we say that the equation $(-L_{[a,b]}, \lambda, g, 0, 0)$ is well-posed in the generalized sense if it has a unique generalized solution according to Definition 5.1.
Theorem 5.1. (Well-posedness) Let $\nu$ be a function defined in terms of two functions $\nu_+$ and $\nu_-$ via the equalities in (4.7). Let $\lambda \geq 0$ and assume that the assumptions of Theorem 4.1 hold. Let $\hat{R}_\lambda$ denote the resolvent operator (or the potential operator if $\lambda = 0$) of the process $\hat{X}_x$.

(i) If $g \in C_0[a,b]$ and $\left(\hat{R}_\lambda g\right)(x) = 0$ for $x \in \{a,b\}$, then there exists a unique solution in the domain of the generator, $u \in C_0[a,b]$, to the two-sided RL type equation $(-L_{[a,b]} + \lambda g, 0, 0)$ given by $u(x) = R_{[a,b]}^\lambda g(x)$, where $R_{[a,b]}^\lambda$ denotes the resolvent operator (or potential operator if $\lambda = 0$) of the process $X_{X}^{[a,b]}$.

(ii) For any $g \in B[a,b]$, the equation $(-L_{[a,b]} + \lambda g, 0, 0)$ has a unique generalized solution $u \in C_0[a,b]$ given by

$$u(x) = \mathbb{E} \left[ \int_0^{\tau_{(a,b)}(x)} e^{-\lambda t} g \left( X_x(t) \right) dt \right], \quad (5.1)$$

where $\tau_{(a,b)}(x)$ denotes the first exit time from the interval $(a,b)$ of the underlying process $X_x$ generated by the operator (5.3).

(iii) The solution in (5.1) depends continuously on the function $g$.

Proof. (i) Theorem 4.1 implies that $(-L_{[a,b]}^*, \hat{\mathcal{D}}_*)$ generates a Feller process $\hat{X}$ and a strongly continuous semigroup on $C[a,b]$. Then, the resolvent equation $-L_{[a,b]}^* u = \lambda u - g$ has a unique solution $u \in \hat{\mathcal{D}}_*$ given by the resolvent operator $\hat{R}_\lambda g$ for $\lambda > 0$ and for any $g \in C[a,b]$, Theorem 1.1]. In particular, the latter statement holds for $g \in C_0[a,b]$ such that $\left(\hat{R}_\lambda g\right)(x) = 0$ for $x \in \{a,b\}$. Further, Theorem 4.2 implies that $\hat{R}_\lambda g = R_{[a,b]}^\lambda g$, so that $-L_{[a,b]}^* u = -L_{[a,b]}^* u$. Hence, $u$ is a solution to $(-L_{[a,b]}^* g, \lambda, 0, 0)$ belonging to $\mathcal{D}_{[a,b]}^{\text{kill}}$, as required.

Since $\tau_{(a,b)}(x) := \inf \{ t \geq 0 : X_{X}^{[a,b]}(t) \notin (a,b) \}$ is the lifetime of the process $X_{X}^{[a,b]}$, the definition of $R_{[a,b]}^\lambda$ and Fubini’s theorem imply

$$R_{[a,b]}^\lambda g(x) = \mathbb{E} \left[ \int_0^{\tau_{(a,b)}(x)} e^{-\lambda t} g \left( X_x^{[a,b]}(t) \right) dt \right], \quad (5.2)$$

yielding (5.1) as the paths of $X_{X}^{[a,b]}$ and $X_x$ coincide before the time $\tau_{(a,b)}(x)$. If $\lambda = 0$, then setting $\lambda = 0$ in (5.2) implies (as $\tau_{(a,b)}(x)$ has a finite expectation) that

$$\| R_{[a,b]}^0 g \| \leq \sup_{x \in [a,b]} \mathbb{E} \left[ \tau_{(a,b)}(x) \right] < +\infty.$$ 

Therefore, the potential operator $R_{[a,b]}^0 g$ provides the unique solution for $\lambda = 0$ belonging to the domain $\mathcal{D}_{[a,b]}^{\text{kill}}$, Theorem 1.1].

(ii) Take $g \in B[a,b]$ and any sequence $\{g_n\}$ satisfying Definition 5.1. Fubini’s theorem and the dominated convergence theorem applied to (5.2) imply the convergence
of \( \lim_{n \to \infty} R^{[a,b]}_{\lambda} g_n(x) =: u(x) \), which in turn implies that \( u \) is the unique generalized solution to \((-L_{[a,b]}, \lambda, g, 0, 0)\).

\((iii)\) Follows from the fact that, for any \( \lambda \geq 0 \), the equality (5.1) implies

\[ ||u - u_n|| \leq ||g - g_n|| \sup_{x \in [a,b]} E \left[ \tau(a,b)(x) \right], \]

for the solutions \( u \) and \( u_n \) to equations \((-L_{[a,b]}, \lambda, g, 0, 0)\) and \((-L_{[a,b]}, \lambda, g_n, 0, 0)\), respectively.

6. Two-sided equations involving Caputo type operators

We now turn our attention to the well-posedness for the Caputo type equation with general boundary conditions. We will use that both operators \(-L_{[a,b]} \) and \(-L_{[a,b]} \) coincide on functions \( h \) vanishing on \( \{a, b\} \).

Suppose that \( u \) solves (1.1). Take any function \( \phi \in \mathfrak{D}^{stop}_{[a,b]} \) satisfying \( \phi(a) = u_a \) and \( \phi(b) = u_b \). By Theorem 4.2 we can take, for example, \( \phi \in C^2[a,b] \) such that \( \phi' \in C_0[a,b] \) with \((-L_{[a,b]} \phi)(x) = 0 \) for \( x \in \{a,b\} \) and \( \phi(a) = u_a \) and \( \phi(b) = u_b \). Define \( w(x) := u(x) - \phi(x), x \in [a,b], \) then

\[ -L_{[a,b]} w(x) = -L_{[a,b]} \phi \]

as \( w \) vanishes at the boundary. Hence,

\[ -L_{[a,b]} w(x) = \lambda u(x) - g(x) + L_{[a,b]} \phi(x), \]

\[ = \lambda w(x) + \lambda \phi(x) - g(x) + L_{[a,b]} \phi(x), \]

yielding the RL type equation \((-L_{[a,b]}, \lambda, g - L_{[a,b]} \phi - \lambda \phi, 0, 0)\) for the function \( w \). Therefore, if \( w \) is the (possibly generalized) solution to (6.1), then \( u = w + \phi \) can be considered as a generalized solution to the Caputo type equation (1.1). This motivates the definition below.

**Definition 6.1. (Solutions to Caputo type equations)** Let \( g \in B[a,b] \) and \( \lambda \geq 0 \). A function \( u \in C[a,b] \) is said to solve the linear equation (1.1) as \((i)\) a solution in the domain of the generator if \( u \) is a solution belonging to \( \mathfrak{D}^{stop}_{[a,b]} \); \((ii)\) a generalized solution if \( u \) can be written as \( u = \phi + w \), where \( w \) is the (possibly generalized) solution to the RL type problem

\[ (-L_{[a,b]}, \lambda, g - L_{[a,b]} \phi - \lambda \phi, 0, 0) \]

with \( \phi \in C^2[a,b] \) satisfying that \( \phi' \in C_0[a,b], (-L_{[a,b]} \phi)(x) = 0 \) in \( \{a,b\} \), \( \phi(a) = u_a \) and \( \phi(b) = u_b \).

**Definition 6.2.** For \( g \in B[a,b] \) and \( \lambda \geq 0 \). We say that the two-sided linear equation (1.1) is well-posed in the generalized sense if it has a unique generalized solution according to Definition 6.1.
Theorem 6.1. If a generalized solution \( u = w + \phi \) exists for the Caputo type linear equation (1.1) with \( w \) and \( \phi \) as in Definition 6.1, then the solution \( u \) is unique and independent of \( \phi \).

Proof. Suppose that there are two different solutions \( u_j \) for \( j \in \{1, 2\} \) to equation (1.1). Then, \( u_j = w_j + \phi_j \), where \( w_j \) is the unique solution (possibly generalized) to the RL type equation \(-L_{[a,b]_*} \lambda, g - L_{[a,b]_*} \phi_j - \lambda \phi_j, 0, 0\) for some \( \phi_j \) satisfying the conditions stated in Definition 6.1. Define \( u(x) := u_1(x) - u_2(x) \) for \( x \in [a, b] \), then

\[-L_{[a,b]_*}u(x) = -L_{[a,b]_*}w(x) = -L_{[a,b]_*}u_1(x) + L_{[a,b]_*}u_2(x) = \lambda u(x) \]

Hence, \( u \) solves the RL type equation \(-L_{[a,b]_*} \lambda, g = 0, 0, 0\) whose unique solution (by Theorem 5.1) is \( u \equiv 0 \), which implies the uniqueness and so the independence of \( \phi \).

Theorem 6.2. (Well-posedness) Let \( \lambda \geq 0 \). Suppose that the assumptions of Theorem 5.1 hold.

(i) For any \( g \in B[a, b] \), the two-sided equation (1.1) is well-posed in the generalized sense. The solution admits the stochastic representation

\[ u(x) = u_a E\left[ e^{-\lambda \tau(a,b)(x)} 1_{\{X_x(\tau(a,b)(x)) \leq a\}} \right] \]

\[ + u_b E\left[ e^{-\lambda \tau(a,b)(x)} 1_{\{X_x(\tau(a,b)(x)) \geq b\}} \right] + E\left[ \int_0^{\tau(a,b)(x)} e^{-\lambda t} g(X_x(t)) \, dt \right] , \quad (6.2) \]

where \( \tau(a,b)(x) \) and \( X_x \) are as in Theorem 5.1.

(ii) If \( g \in C[a, b] \) satisfying that \( g(a) = \lambda u_a, g(b) = \lambda u_b \) and \( \lambda \hat{R}_\lambda g(x) = g(x) \) for \( x \in [a, b] \), then the solution (6.2) belongs to \( \mathfrak{D}_{a,b}^{\text{stop}} \).

(iii) The solution to (1.1) depends continuously on the function \( g \) and on the boundary conditions \( \{u_a, u_b\} \).

Proof. (i) Theorem 4.1 implies that the operator \(-L_{[a,b]_*}, \hat{D}_*\) generates a Feller process \( \hat{X} \) on \([a, b]\) and also ensures that \( \tau(a,b)(x) \) has a finite expectation. Let us take any function \( \phi \in C[a, b] \) satisfying the conditions from Definition 6.1. Then (by Theorem 5.1) the generalized solution \( w \) to the RL type equation \(-L_{[a,b]_*} \phi - L_{[a,b]_*} \lambda, 0, 0\) is given by \( w = I - II \), where

\[ I := E\left[ \int_0^{\tau(a,b)(x)} e^{-\lambda t} g(X_x^{[a,b]}(t)) \, dt \right] \]

\[ II := E\left[ \int_0^{\tau(a,b)(x)} e^{-\lambda t} (\lambda + L_{[a,b]_*}) \phi(X_x^{[a,b]}(t)) \, dt \right] . \]

Thus, \( u = w + \phi \) is (by definition) the generalized solution to (1.1). Using the martingale

\[ Y(r) := e^{-\lambda r} \phi(X_x^{[a,b]_*}(r)) + \int_0^r e^{-\lambda s}(\lambda + L_{[a,b]_*}) \phi(X_x^{[a,b]_*}(s)) \, ds \]
and the stopping time $\tau(a,b)(x)$, Doob’s stopping theorem yields
\[
II = \phi(x) - E\left[ e^{-\lambda \tau(a,b)(x)} \phi \left( X^*[a,b]_{\tau(a,b)(x)} \right) \right]
\]
which in turn implies
\[
u(x) = E\left[ e^{-\lambda \tau(a,b)(x)} u \left( X^*[a,b]_{\tau(a,b)(x)} \right) \right] + E\left[ \int_0^{\tau(a,b)(x)} e^{-\lambda t} g \left( X^*[a,b]_{\tau(a,b)(x)} \right) \right] dt,
\]
(6.3) as $\phi \left( X^*[a,b]_{\tau(a,b)(x)} \right) = u \left( X^*[a,b]_{\tau(a,b)(x)} \right)$ by assumption. Finally, since at the random time $\tau(a,b)(x)$ the process $X^*[a,b]$ takes either the value $a$ or the value $b$, the first term in the r.h.s of (6.3) can be written as
\[
E\left[ e^{-\lambda \tau(a,b)(x)} u \left( X^*[a,b]_{\tau(a,b)(x)} \right) \right] = u_a E\left[ e^{-\lambda \tau(a,b)(x)} \mathbf{1}_{\{X^*[a,b]_{\tau(a,b)(x)} \leq a\}} \right] + u_b E\left[ e^{-\lambda \tau(a,b)(x)} \mathbf{1}_{\{X^*[a,b]_{\tau(a,b)(x)} > a\}} \right],
\]
where $X_a$ is the underlying process (see (4.5)), which yields the result (6.2). (i) Take $g \in C[a,b]$ such that $\lambda \hat{R} \phi \in C[a,b]$ for $x \in \{a,b\}$. Item (i) above ensures that the solution is given by $u = w + \phi$, where $w$ is a RL type solution and $\phi$ is a function satisfying the conditions given in Definition 6.1. By Theorem 5.1 $w$ belongs to $\mathfrak{D}^{\text{kill}}_{[a,b]}$ whenever $g(a) = \lambda u_a + (-L_{[a,b]}\phi)(a)$ and $g(b) = \lambda u_b + (-L_{[a,b]}\phi)(b)$. But, by Theorem 4.2 $(-L_{[a,b]}\phi)(a) = (-L_{[a,b]}\phi)(b) = 0$ because $\phi \in \mathfrak{D}^{\text{stop}}_{[a,b]}$. Further, assumption $\lambda \hat{R} \phi \in C[a,b]$ implies $-L_{[a,b]}u = 0$ for $x \in \{a,b\}$, which in turn implies $-L_{[a,b]}u = -L_{\text{stop}} u$. Hence, Theorem 4.2 guarantees that $u \in \mathfrak{D}^{\text{stop}}_{[a,b]}$ whenever $g(a) = \lambda u_a$ and $g(b) = \lambda u_b$, as required.

(iii) Follows from the representation (6.2) and from (5.3).

\[\square\]
To finish this section, let us consider the following result related to the exit time of Feller processes from bounded intervals and generalized fractional equations of Caputo type. Let $X_x$ be the process generated by (4.5). Define $\Pi_a(x)$ and $\Pi_b(x)$ as the event that the process $X_x$ leaves the interval $(a, b)$ through the lower boundary $a$, and through the upper boundary $b$, respectively, i.e.

$$\Pi_a(x) := \{X_x(\tau_{(a,b)}(x)) \leq a\} \quad \text{and} \quad \Pi_b(x) := \{X_x(\tau_{(a,b)}(x)) \geq b\}.$$  

Let $H^D(x, \cdot)$ be the potential measure for the process $X_x$ (see, e.g. [6]) defined by

$$H^D(x, dy) := E\left[\int_0^\infty 1_{\{X_x(t) \in dy\}} 1_{\{\forall s \leq t, X_x(s) \in D\}} dt\right].$$

COROLLARY 6.1. Under the assumptions of Theorem 6.2, the generalized solution to the two-sided equation (1.1) with $\lambda = 0$ is given by

$$u(x) = u_a P[\Pi_a(x)] + u_b P[\Pi_b(x)] + \int_a^b g(y) H^{(a,b)}(x, dy). \quad (6.4)$$

In particular, $u(x) = E[\tau_{(a,b)}(x)]$ is the generalized solution to the two-sided equation with $g = -1$ and $u_a = u_b = 0$. Further, $u(x) = P[\Pi_a(x)]$ is the generalized solution to the equation with $g = 0$, $u_a = 1$ and $u_b = 0$, whereas $u(x) = P[\Pi_b(x)]$ solves the equation with $g = 0$, $u_a = 0$ and $u_b = 1$.

7. Examples

EXAMPLE 7.1. Consider the two-sided Caputo fractional equation

$$D_{-1+}^{\beta} w(x) + D_{+1-}^{\beta} w(x) = -\lambda w(x) + g(x), \quad x \in (-1, 1)$$

$$w(-1) = 0 = w(1). \quad (7.1)$$

By Theorem 6.3, the boundary value problem (7.1) is well-posed in the generalized sense for any $g \in B[-1, 1]$ with solution

$$w(x) = E \left[ \int_0^{\tau_{(-1,1)}(x)} e^{-\lambda t} g \left( X_{\beta}^\beta(t) \right) dt \right], \quad \lambda \geq 0,$$

where $X_{\beta}^\beta$ is a symmetric stable process with exponent $\beta \in (0, 1)$ and

$$\tau_{(-1,1)}(x) := \inf \left\{ t \geq 0 : X_{\beta}^\beta(t) \notin (-1, 1) \right\}.$$  

Further, if $g = 1$ and $\lambda = 0$, then the mean exit time $E[\tau_{(-1,1)}(x)]$ is the unique generalized solution to (7.1). Moreover, by Theorem 2.1 in [38], we obtain the explicit solution

$$w(x) = \frac{(1 - x^2)^{\beta/2}}{\Gamma(\beta + 1)}.$$
Example 7.2. Consider now the two-sided Caputo fractional equation:
\[ D_{-1+}^{\beta} h(x) + D_{+1-}^{\beta} h(x) = 0, \quad x \in (-1, 1), \quad \beta \in (0, 1), \]
\[ h(-1) = 0, \quad h(1) = 1. \]  
(7.2)

Corollary 6.1 gives the unique generalized solution
\[ h(x) = P \left[ X_\beta^\mu(\tau_{-1,1}(x)) \in [1, \infty) \right], \]
which is given explicitly by [38 Formula 3.2]
\[ h(x) = 2^{1-\beta} \frac{\Gamma(\beta)}{\Gamma(\beta/2)^2} \int_{-1}^{x} (1 - y^2)^{\frac{\beta}{2}-1} dy. \]  
(7.3)

Furthermore, again by Corollary 6.1, the equation
\[ D_{-1+}^{\beta} v(x) + D_{+1-}^{\beta} v(x) = 0, \quad x \in (-1, 1), \quad \beta \in (0, 1), \]
\[ v(-1) = 1, \quad v(1) = 0. \]  
(7.4)
has solution
\[ v(x) = 1 - h(x). \]

Example 7.3. The two-sided Caputo fractional equation
\[ D_{-1+}^{\beta} u(x) + D_{+1-}^{\beta} u(x) = g(x), \quad x \in (-1, 1), \quad \beta \in (0, 1), \]
\[ u(-1) = u_{-1}, \quad u(1) = u_1, \quad u_{-1}, u_1 \in \mathbb{R}, \]  
(7.5)
has a unique generalized solution (Corollary 6.1) which rewrites
\[ u(x) = (u_1 - u_{-1}) h(x) + u_{-1} + \int_{-1}^{1} g(y) H_\beta^{(-1,1)}(x, y) dy, \]
where \( h(x) \) is the function given in (7.3), and \( H_\beta^{(-1,1)}(x, y) \) (the density of the potential measure of the process \( X_\beta^\mu \)) is given by [38]
\[ H_\beta^{(-1,1)}(x, y) = 2^{-\beta} \pi^{-1/2} \frac{\Gamma(1/2)}{\Gamma(\beta/2)^2} \int_{0}^{z} (r + 1)^{-\frac{1}{2}} r^{\frac{\beta}{2}-1} |x - y|^\beta dr, \]
with \( z = (1 - x^2)(1 - y^2)/(x - y)^2 \).

Remark 7.1. Observe that all the explicit solutions \( w, v, h \) and \( u \) above are smooth solutions since they belong to \( C[-1, 1] \cap C^1(-1, 1) \).

8. Proofs

Firstly, let us observe that for \( f \in C^1[a, b] \), by setting \( g(x) = f'(x) \) we can rewrite
\[ -I_{[a,b]}^{(v)} f(x) = M_a^{(v)} g(x) := \int_{a-x}^{b-x} g(z) dz \nu(x, y) dy + \]
\[ \int_{b-x}^{b} g(z) dz \int_{b-x}^{\infty} \nu(x, y) dy + \int_{a-x}^{a} g(z) dz \int_{-\infty}^{a-x} \nu(x, y) dy. \]  
(8.1)
8.1. Proof of Theorem 4.1

Proof. (i) Let us approximate $-L_{[a,b]}$ by a family of operators $(-L_{h^*})_{h \in (0,1]}$ defined by

$$-L_{h^*} := -L_{[a,b]}^{(\nu_h)} - A^{(\gamma,\alpha)},$$

where $\nu_h(x,y) := \Phi_h(x,y)\nu(x,y)$ with $\Phi_h(x,y)$ being a smooth function on $[a,b] \times \mathbb{R}$, which equals 1 on the set $\{|y| > h, x \in [a + h, b - h]\}$ and vanishes near the boundary; and the operator $(-A^{(\gamma,\alpha)}, \mathcal{D}_A)$ is the generator of a diffusion on $[a,b]$ with reflecting boundaries $\{a,b\}$ (see, e.g. [26 Chapter V, Section 6]) with a domain

$$\mathcal{D}_A := \{f \in C[a,b] : -A^{(\gamma,\alpha)}f \in C[a,b], f'(a) = 0, f'(b) = 0\}.$$

Then, for each $h \in (0,1)$ the operator $-L_{h^*}$ decomposes as a diffusion on $[a,b]$ perturbed by the bounded operator $-L_{[a,b]}^{(\nu_h)}$ on $C[a,b]$, so that by perturbation theory (see, e.g., [26 Theorem 1.9.2]) the operator $(-L_{h^*}, \mathcal{D}_A)$ generates a Feller semigroup $T_t^h$ on $C[a,b]$. This semigroup is the unique (bounded) solution to the evolution equation

$$\frac{d}{dt} f_t(x) = -L_{h^*} f_t(x), \quad f_0 = f \in \mathcal{D}_A. \quad (8.3)$$

Moreover, due to the smoothness assumptions on $\gamma, \alpha$ and $\nu$, the spaces $\{f \in C^j[a,b] : f' \in C_0[a,b]\}$ for $j \in \{2,3\}$ are invariant cores of $-L_{h^*}$ [26 Theorem 1.9.2,(iii)]. Hence, if $f \in C^3[a,b]$ with $f' \in C_0[a,b]$, then $T_t^h f \in C^3[a,b]$ and $-L_{h^*} T_t^h f \in C^1[a,b]$.

Differentiating (8.3) with respect to $x$, rearranging terms and using (8.1), yield the evolution equation for $g_t(x) = f'_t(x)$ given by

$$\frac{d}{dt} g_t(x) = -L_{h^*}^{(1)} g_t(x), \quad (8.4)$$

where

$$-L_{h^*}^{(1)} g(x) := -A^{(\gamma + \alpha',\alpha)} g(x) + \left[ -L_{[a,b]}^{(\nu_h)} - M^{(\partial_x \nu_h)} + \gamma'(x) \right] g(x). \quad (8.5)$$

Since (by assumption) $\alpha'$ vanishes on $\{a,b\}$, the operator $-L_{h^*}^{(1)}$ decomposes as a diffusion $-A^{(\gamma + \alpha',\alpha)}$ on $[a,b]$ (with reflecting boundaries) perturbed by the bounded operator $K_h$ on $C[a,b]$ given by

$$K_h := -L_{[a,b]}^{(\nu_h)} - M^{(\partial_x \nu_h)} + \gamma'(.).$$

Hence, $-L_{h^*}^{(1)}$ generates a strongly continuous semigroup of contractions on $C[a,b]$, denoted by $T_t^{h,(1)}$. Due to the invariance of the space $\{f \in C^3[a,b] : f' \in C_0[a,b]\}$, it follows that $\frac{d}{dt} (T_t^h f)(x) = (T_t^{h,(1)} f')(x)$ for $f$ in the latter space. Now, the perturbation series representation for the semigroup $T_t^{h,(1)}$ [26 Equality 1.78, p. 52)] implies

$$\|T_t^{h,(1)} f'\| \leq \|f'\| + \sum_{m=1}^{\infty} \frac{(t \|K_h\|)^m}{m!} \|f'\|. \quad (8.6)$$
Thus, as $K_h$ is uniformly bounded in $h$ due to the bounds from assumption (H0), the derivative $\frac{d}{dx} (T^h_t f)(x)$ is uniformly bounded in $h$ and $t \leq t_0$ whenever $f \in C^3[a, b]$ with $f' \in C_0[a, b]$.

Let us now write (see [20] Lemma 19.26, p. 385)

$$\left( T_t^{h_1} - T_t^{h_2} \right) f = \int_0^t T_{t-s}^{h_2} (-L_{h_1^*} + L_{h_2^*}) T_{s}^{h_1} f \, ds,$$

for $0 < h_2 \leq h_1 < 1$ and $f \in C^3[a, b]$ with $f' \in C_0[a, b]$. Since $T_t^{h_1} f$ is differentiable (with derivative uniformly bounded in $h$ given by $T_t^{h_1,(1)} f'$), we can estimate (by mean value theorem)

$$\left| (-L_{h_1^*} + L_{h_2^*}) T_{s}^{h_1} f(x) \right| \leq \int_{h_2 \leq |y| \leq h_1} \left| T_{s}^{h_1} f(x + y) - T_{s}^{h_1} f(x) \right| \nu(x, y) \, dy \leq \int_{h_2 \leq |y| \leq h_1} ||T_{s}^{h_1,(1)} f'|| |y| \nu(x, y) \, dy$$

$$= o(1)||T_{s}^{h_1,(1)} f'|| = o(1)||f||_{C^1}, \quad h_1 \to 0.$$

The last equality holds due to the assumption (H0) (i.e., the uniform bound of the first moment of $\nu$ and its tightness property). Therefore,

$$|| \left( T_t^{h_1} - T_t^{h_2} \right) f || = o(1)t||f||_{C^1}. \quad (8.7)$$

Thus, for each $f \in C^3[a, b]$ with $f' \in C_0[a, b]$, the family $\{T_t^{h} f \}$ converges to a limiting family $\{T_t f \}$ as $h \to 0$. It follows then that the limiting family forms a strongly continuous semigroup of contractions on $C[a, b]$ (by standard approximation arguments).

Now write

$$\frac{T_t f - f}{t} = \frac{T_t f - T_t^{h} f}{t} + \frac{T_t^{h} f - f}{t}.$$

Using the estimate (8.7), we conclude that $\{f \in C^3[a, b] : f' \in C_0[a, b] \}$ belongs to the domain of the generator, and that the generator is given by $-L_{[a,b]}$ as

$$\lim_{t \to 0} T_t f - f = \lim_{h \to 0} \lim_{t \to 0} \frac{T_t f - T_t^{h} f}{t} + \frac{T_t^{h} f - f}{t} = -L_{[a,b]} f.$$

Now, take $f \in C^2[a, b]$ and $\{f_n\} \subset \{f \in C^3[a, b] : f' \in C_0[a, b] \}$ such that $f_n \to f$ uniformly as $n \to \infty$. Since the operator $-L_{[a,b]}$ is closed [13] Corollary 1.6] and $-L_{[a,b]} f_n \to g$ as $n \to \infty$ for some $g$, it follows that $g = -L_{[a,b]} f$ and $f \in \hat{D}_v$. Therefore, the space $\{f \in C^2[a, b] : f' \in C_0[a, b] \}$ also belongs to the domain of the generator, as required.

(ii) Take the function $f_w(x) = (x - a)^w$ for some sufficiently small $w \in (0, 1)$. We will prove that $(-L_{[a,b]} f_w)(x) < 0$ for $x \in (a, c)$ and $c \in (a, b)$ (see method of Lyapunov functions, e.g., [26] Proposition 6.3.2]). Since

$$(-L_{[a,b]} f_w)(x) = -L_{[a,b]}^{(v)} f_w(x) + w\gamma(x)(x - a)^{w-1} + w(w - 1)\alpha(x)(x - a)^{w-2},$$
when \( \gamma(a) = 0 \) and \( \alpha(a) > 0 \), then \((-L_{[a,b]} f_w)(x) < 0\) as the first two terms in the r.h.s of the previous equality are dominated by the last term which tends to \(-\infty\) as \( x \to a \). The regularity for \( x = b \) is proved analogously but with \( f_w(x) = (b - x)^w \).

Finally, Proposition 6.3.2 in [26] implies the finite expectation of \( \hat{\tau}_{(a,b)}(x) \). \( \square \)

### 8.2. Proof of Theorem 4.2

**Proof.** (i) Theorem 4.1 implies that \((-L_{[a,b]} f, \mathcal{D}_*)\) generates a Feller process \( \hat{X}_x \) on \([a, b]\) and ensures the regularity in expectation of the boundary points \( \{a, b\}\). Hence, the stopped process \( X_{x}^{[a,b]} := \{\hat{X}_x(s \wedge \tau(a,b)(x))\}_{s \geq 0} \) is also a Feller process on \([a, b]\) [26, Theorem 6.2.1, Chapter 6]. Let us denote by \((-L_{\text{stop}} \mathcal{D}_{[a,b]}^{\text{stop}})\) the generator of the stopped process with a domain denoted by \( \mathcal{D}_{[a,b]}^{\text{stop}} \). By definition of \( X_{x}^{[a,b]} \) the states \( \{a, b\} \) are absorbing, which implies that \((-L_{\text{stop}} f)(x) = 0 \) for \( x \in \{a, b\} \) and \( f \in \mathcal{D}_{[a,b]}^{\text{stop}} \).

Take now \( f \in \mathcal{D}_* \) such that \(-L_{[a,b]} f(x) = 0 \) in \( \{a, b\} \). Since the domain of the generator is given by the image of its resolvent operator (say \( \hat{R}_\lambda \)), given \( f \in \mathcal{D}_* \) there exists \( g \in C[a, b] \) such that \( f = \hat{R}_\lambda g \).

Using that \( f \) solves the resolvent equation

\[
\lambda \hat{R}_\lambda g + L_{[a,b]} f = g,
\]

and that (by assumption) \(-L_{[a,b]} f(x) = 0 \) for \( x \in \{a, b\} \), we get

\[
f(a) = \hat{R}_\lambda g(a) = g(a) / \lambda \quad \text{and} \quad f(b) = \hat{R}_\lambda g(b) = g(b) / \lambda.
\]

Moreover, Dynkin’s formula implies

\[
\hat{R}_\lambda g(x) = \mathbb{E} \left[ \int_0^{\tau_{(a,b)}(x)} e^{-\lambda s} g(X_x(s)) \, ds \right] + \mathbb{E} \left[ e^{-\lambda \tau_{(a,b)}(x)} f\left(\hat{X}_x(x) \wedge \tau(a,b)(x)\right) \right]
\]

for each \( x \in (a, b) \). Using that the paths of the process \( \hat{X}_x \) and \( X_{x}^{[a,b]} \) coincide before the first exit time \( \tau_{(a,b)}(x) \), the previous expression becomes

\[
\hat{R}_\lambda g(x) = \mathbb{E} \left[ \int_0^{\tau_{(a,b)}(x)} e^{-\lambda s} g\left(X_x^{[a,b]}(s)\right) \, ds \right] + \mathbb{E} \left[ e^{-\lambda \tau_{(a,b)}(x)} \left(f(a) \mathbf{1}_{\{\tau_a < \tau_b\}} + f(b) \mathbf{1}_{\{\tau_b < \tau_a\}}\right) \right],
\]

where \( \tau_a \) and \( \tau_b \) denote the first exit time through the boundary point \( a \) and \( b \), respectively. Finally, plugging (8.8) into the second term of the r.h.s of the last formula we get that \( f = \hat{R}_\lambda g = R_{[a,b]}^{[a,b]} g \), where \( R_{[a,b]}^{[a,b]} \) denotes the resolvent operator of \( X_{[a,b]}^{[a,b]} \).

Therefore, \( f \in \mathcal{D}_{[a,b]}^{\text{stop}} \) as there exits \( g \in C[a, b] \) such that \( f = R_{[a,b]}^{[a,b]} g \), which in turn implies that \(-L_{\text{stop}} f = -L_{[a,b]} f \).

(ii) Follows the same arguments as before, so that we omit the details. \( \square \)
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