Engineering flexible machine learning systems by traversing functionally-invariant paths
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Abstract

Transformers have emerged as the state of the art neural network architecture for natural language processing and computer vision. In the foundation model paradigm, large transformer models (BERT, GPT3/4, Bloom, ViT) are pre-trained on self-supervised tasks such as word or image masking, and then, adapted through fine-tuning for downstream user applications including instruction following and Question Answering. While many approaches have been developed for model fine-tuning including low-rank weight update strategies (eg. LoRA), underlying mathematical principles that enable network adaptation without knowledge loss remain poorly understood. Here, we introduce a differential geometry framework, functionally invariant paths (FIP), that provides flexible and continuous adaptation of neural networks for a range of machine learning goals and network sparsification objectives. We conceptualize the weight space of a neural network as a curved Riemannian manifold equipped with a metric tensor whose spectrum defines low rank subspaces in weight space that accommodate network adaptation without loss of prior knowledge. We formalize adaptation as movement along a geodesic path in weight space while searching for networks that accommodate secondary objectives. With modest computational resources, the FIP algorithm achieves comparable to state of the art performance on continual learning and sparsification tasks for language models (BERT), vision transformers (ViT, DeIT), and the CNNs. Broadly, we conceptualize a neural network as a mathematical object that can be iteratively transformed into distinct configurations by the path-sampling algorithm to define a sub-manifold of weight space that can be harnessed to achieve user goals.

Introduction

Transformers are now the state of the art machine learning paradigm for natural language understanding, computer vision, biological sequence analysis, and context sensitive reasoning tasks [19, 54, 5, 7]. As models have scaled in parameter number, models trained on generic masking tasks have exhibited emergent behaviors including zero-shot task performance, generalized reasoning, and instruction following [7, 11, 43]. In the ‘foundation model’ paradigm [5], transformers with $10^8$ to $10^{12}$ parameters are trained over large data sets on self-supervised tasks such as masked language modeling, causal language modeling, or image masking [22, 43, 12, 11]. Following self supervised training, models can be adapted to increase performance on specific applications including ques-
tion/answer, instruction following, distillation of financial or medical documents, and sparsified or
quantized to reduce memory requirements and inference speeds in deployment environments.

Due to the central role of model adaptation for transformer optimization and deployment, many
algorithms have emerged for updating model weights to increase performance without experienc-
ing a catastrophic loss of the knowledge gained during self-supervised pre-training. For example,
LoRA (Low Rank Adaptation) exhibits impressive performance on fine-tuning of billion parameter
models through low rank weight updates enforced by matrix factorization [24]. Empirical experi-
ments with LoRA find that low-rank updates enable fine tuning of models with 100B parameters in
benchmark tasks. However, the performance of fine-tuning and sparsification frameworks remains
predominantly grounded in empirical results. The machine learning community would benefit from
mathematical tools that provide general insights and unification of model adaptation strategies
within a common framework. Besides LoRA, many different weight update strategies have been
defined. Methods like orthogonal gradient descent (OGD) and elastic weight consolidation propose
different criteria for updating weights in directions that do not impact performance on previously
learned tasks. Yet, most current methods are based on local heuristics, for example, selecting gra-
dient steps that are orthogonal to gradient steps taken for previously learned tasks. Sparsification
frameworks execute prune/fine-train cycles to discover a core-sub network capable of executing the
desired behavior. Mathematical tools that provide deeper insight into how the global, geometric
structure of weight space enables or complicates adaptation might provide both conceptual princi-
ples and new algorithms.

In artificial neural networks, network function is encoded in the mathematical weights that
determine the strength of connections between neural units (Fig. 1A,B). Machine learning proce-
durues train multi-layered neural networks to solve problems by adjusting the weights of a network
based on an objective function that encodes the performance of a network on a specific task. Stan-
dard learning methods, like back-propagation and gradient descent [49], adjust network weights to
define a single, optimal weight configuration to maximize performance on a task specific objective
function using training data. Training the network on new tasks through the traditional paradigm
of stepping along the gradient of the task-specific objective function adjusts the networks’ weights,
inevitably resulting in the loss of information from previous tasks.

Unlike contemporary artificial neural nets, neural networks in the human brain perform multiple
functions and can flexibly switch between different functional configurations based on context, goals
or memory [39]. Neural networks in the brain are hypothesized to overcome the limitations of a
single, optimal weight configuration and perform flexible tasks by continuously ‘drifting’ their neural
firing states and neural weight configurations, effectively generating large ensembles of degenerate
networks [37, 53, 36, 17, 13]. Fluctuations might enable flexibility in biological systems by allowing
neural networks to explore a series of network configurations while responding to sensory input.

Here, we develop a geometric framework and algorithm to construct path connected sets of
neural networks that solve a given machine learning task. Conceptually, we consider path-connected
sets of neural networks, rather than single-networks (isolated points in weight space) to be the central
objects of study and application. By building sets of networks rather than single networks, we search
within a sub-manifold of weight space for networks that solve a given machine learning problem
while accommodating a broad range of secondary goals. Historically, results in theoretical machine
learning and information geometry have pointed to the geometry of a model’s loss landscape as
a potential resource for model adaptation. An emergent property of over-parameterized models
is the existence of parameter degeneracy where multiple settings of the model parameters can
achieve identical performance on a given task. Geometrically, parameter degeneracy leads [34] to
‘flat’ objective functions [21, 20, 56] along which network weights can be modified without loss
of performance. To discover invariant subspaces, we introduce a Riemmanian metric into weight
space, a tensor, that measures, at every point in parameter space, the change in model output
Figure 1: **Differential Geometric Framework for constructing functionally invariant paths (FIPs) in weight space.** (A) (Left) Conventional training on a task finds a single trained network ($w_t$) solution. (Right) The FIP strategy discovers a submanifold of iso-performance networks ($w_1, w_2, ..., w_N$) for a task of interest, enabling the efficient search for networks endowed with adversarial robustness ($w_2$), sparse networks with high task performance ($w_3$) and for learning multiple tasks without forgetting ($w_4$). (B) (Top) A trained convolutional neural network with weight configuration ($w_t$), represented by lines connecting different layers of the network, accepts an input image, $x$, and produces a 10-element output vector, $f(x, w_t)$. (Below) Perturbation of network weights by $dw$ results in a new network with weight configuration $w_t + dw$ with an altered output vector, $f(x, w_t + dw)$, for the same input, $x$. (C) The FIP algorithm identifies weight perturbations, $\theta^*$ that minimize distance moved in output space while maximizing alignment with gradient of a secondary objective function ($\nabla_w L$). The light-blue arrow indicates an $\epsilon$-norm weight perturbation that minimizes distance moved in output space, dark-blue arrow is an $\epsilon$-norm weight perturbation that maximizes alignment with gradient of objective function, $L(x, w)$. The secondary objective function $L(x, w)$ is varied to solve distinct machine learning challenges. (D) The path sampling algorithm defines functionally invariant paths, $\gamma(t)$, through iterative identification of $\epsilon$-norm perturbations ($\theta^*(t)$) in the weight space.
given an infinitesimal movement in model parameters. The metric provides a mathematical tool for identifying low-dimensional subspaces in weight space where parameter changes have little impact on how a neural network transforms input data. Riemannian metrics are widely used in physical theories to study the dynamics of particles on curved manifolds and space-times. Geometrically, the metric discovers flat directions in weight space along which we can translate a neural network without changing functional performance.

Using the Riemannian weight space metric, we develop an algorithm that constructs functionally invariant paths in weight space that maintain network performance while ‘searching-out’ for other networks that satisfy additional objectives. The algorithm identifies long range paths in weight space that can integrate new functionality without information loss. We apply the functionally invariant paths, FIP, framework to natural language (BERT) and vision transformers (ViT, DeIT) as well as CNN architectures. Our framework generates results that are in line with state of the art performance for adaptation and sparsification tasks on academic grade hardware. Our approach provides mathematical machinery that yields insight into how low-dimensional geometric structure can be harnessed for model adaptation without information loss. More broadly, we consider language models as objects acted upon by transformations in series and we show that the transformations of models are intrinsically non-abelian. The unified framework provides a general attack on a range of model adaptation problems and reveals connections between the mathematical theory of differential geometry and the emergent properties of large language and vision models.

**Riemannian metric enables construction of functionally invariant paths in weight space**

We develop a mathematical framework that allows us to define and explore path-connected sets of neural networks that have divergent weight values but similar output on training data. We view the weight-space of a neural network as a Riemannian manifold equipped with a local distance metric \[2, 3\]. Using differential geometry, we construct paths through weight space that maintain the functional performance of a neural network while adjusting network weights to flow along a secondary goal (Fig 1A). The secondary goal can be general, so that the framework can be applied to train networks on new classification tasks, sparsify networks, and mitigate adversarial fragility.

The defining feature of a Riemannian manifold is the existence of a local distance metric. We construct a distance metric in weight space that defines the distance between two nearby networks to be their difference in output. We consider a neural network to be a smooth function, \( f(x; w) \), that maps an input vector, \( x \in \mathbb{R}^k \), to an output vector, \( f(x; w) = y \in \mathbb{R}^m \), where the map is parameterized by a vector of weights, \( w \in \mathbb{R}^n \), that are typically set in training to solve a specific task. We refer to \( W = \mathbb{R}^n \) as the *weight space* of the network, and we refer to \( \mathcal{Y} = \mathbb{R}^m \) as the *output space* as shown in Fig 1B,C \[33\]. For pedagogical purposes, we will consider the action of \( f \) on a single input, \( x \). In the supplement we show that our results extend naturally to an arbitrary number of inputs \( x_i \) (Supporting Information).

We initially ask how the output, \( f(x; w) \), of a given neural network changes for small changes in network weights. Given a neural network with weights \( w_t \), a fixed input \( x \), we can compute the output of the perturbed network, \( w_t + dw \) for an infinitesimal weight perturbation, \( dw \) as

\[
f(x, w_t + dw) \approx f(x, w_t) + J_{w_t} dw,
\]

where \( J_{w_t} \) is the Jacobian of \( f(x, w_t) \) for a fixed \( x \), \( J_{ij} = \frac{\partial f_i}{\partial w_j} \), evaluated at \( w_t \).
Thus, the total change in network output for a given weight perturbation $\mathbf{d}w$ is

$$|f(x, w_t + \mathbf{d}w) - f(x, w_t)|^2 = \mathbf{d}w^T (\mathbf{J}_{w_t}(x)^T J_{w_t}(x)) \mathbf{d}w$$

(2)

where $\mathbf{J}_{w_t}(x) = \mathbf{J}_{w_t}(x)^T$ is the metric tensor evaluated at the point $w_t \in W$ for a single data point, $x$. The metric tensor is an $n \times n$ symmetric matrix that allows us to compute the change in network output given movement of the network along any direction in weight space as $\mathbf{d}w$. As we move through the weight space, $W$, the metric tensor continuously changes allowing us to compute the infinitesimal change in network output while moving along a path $\gamma(t)$ as the tangent vector $\psi(t) = \frac{d\gamma(t)}{dt}$.

At every point in weight space, the metric allows us to discover directions $\mathbf{d}w$ of movement that have large or small impact on the output of a network. As we move along a path, $\gamma(t) \subset W$, in weight space, we sample a series of neural networks over time, $t$. Using the metric we can define a notion of ‘output velocity’, $\mathbf{v} = \frac{df(x, \gamma(t))}{dt}$, that quantifies the distance a network moves in output space for each local movement along the weight space path $\gamma(t)$. We seek to identify ‘Functionally invariant paths (FIPs)’ in weight space along which the output velocity is minimized for a fixed magnitude change in weight. To do so, we solve the following optimization problem

$$\psi^*(t) = \underset{\psi(t)}{\arg\min} \langle \frac{d\gamma}{dt}, \frac{d\gamma}{dt} \rangle_{\mathbf{g}_{\gamma(t)}}$$

s. t. $\langle \frac{d\gamma}{dt}, \frac{d\gamma}{dt} \rangle I = \epsilon$

(3)

where we attempt to find a direction $\psi^*(t)$ along which to perturb the network, such that it is $\epsilon$ units away from the base network in the weight space (in the euclidean sense, $\langle \frac{d\gamma}{dt}, \frac{d\gamma}{dt} \rangle I = \epsilon$) while minimizing the distance moved in the networks’ output space, given by $\langle \frac{d\gamma}{dt}, \frac{d\gamma}{dt} \rangle_{\mathbf{g}_{\gamma(t)}}$. Here, $I$ is an identity matrix, with the inner product $\langle \frac{d\gamma}{dt}, \frac{d\gamma}{dt} \rangle I$ capturing the euclidean distance in the weight space \cite{59}. The optimization problem is a quadratic program at each point in weight space. The metric $\mathbf{g}$ is a matrix that takes on a specific value at each point in weight space, and we aim to identify vectors $\psi^*(t) = \frac{d\gamma(t)}{dt}$, that minimize the change in functional output of the network.

We will often amend the optimization problem with a second objective function $L(x, w)$. We can enumerate paths that minimize the functional velocity in the output space while moving along the gradient of the second objective ($\nabla_w L$). We define a path-finding algorithm that identifies a direction $\psi^*(t)$ in weight space by minimizing the functional velocity in the output space while moving along the gradient of the second objective ($\nabla_w L$).

$$\psi^*(t) = \underset{\psi(t)}{\arg\min} \langle \frac{d\gamma}{dt}, \frac{d\gamma}{dt} \rangle_{\mathbf{g}_{\gamma(t)}} + \beta \langle \frac{d\gamma}{dt}, \nabla_w L \rangle I$$

s. t. $\langle \frac{d\gamma}{dt}, \frac{d\gamma}{dt} \rangle I = \epsilon$

(4)

where the first term, $\langle \frac{d\gamma}{dt}, \frac{d\gamma}{dt} \rangle_{\mathbf{g}_{\gamma(t)}}$, identifies functionally invariant directions while the second term, $\langle \frac{d\gamma}{dt}, \nabla_w L \rangle I$, biases the direction of motion along the gradient of a second objective and $\beta$ weighs the relative contribution of the two terms. When $L = 0$, the algorithm merely constructs paths in weight space that are approximately isofunctional ($\theta^*(t) = \psi^*(t)$), i.e. the path is generated by steps in the weight space comprising of networks with different weight configurations while
preserving the input-output map. \( L(x, w) \) can also represent the loss function of a second task, for example a second input classification problem. In this case, we identify vectors that simultaneously maintain performance on an existing task (via term 1) while also improving performance on a second task by moving along the negative gradient of the second task loss function, \( \nabla_w L \). We think of constructing FIPs with different objective functions \( (L(x, w)) \) similar to applying different “operations” to neural networks that identify sub-manifolds in the weight space of the network that accomplish distinct tasks of interest.

To approximate the solution to Eq-4 in large neural networks, we developed a numerical strategy that samples points in an \( \epsilon \) ball around a given weight configuration, and then performs gradient descent to identify vectors \( \theta^*(t) \). In the appendix, we extend the metric formulation to cases where we consider a set of \( N \) training data points, \( X \), and view \( g \) as the average of metrics derived from individual training examples. \( g_w = g_w(X) = \sum_{i=1}^{N} g_w(x_i) / N \). The metric, \( g \), provides a local measure of output distance on the Riemannian manifold \( (W, g_w) \). At each point in weight space, the metric defines the length, \( \langle dw, dw \rangle_{g_w} \), of a local perturbation by its impact on the functional output of the network (Fig. 1B,C).

We note that the mathematical framework provides avenues for immediate generalization. On any Riemannian manifold, we can define geodesic paths emanating from a point \( x_p \) as paths of constant velocity \( \langle \frac{d\gamma}{dt}, \frac{d\gamma}{dt} \rangle_{g_\gamma(t)} = v_0 \) (Supporting Materials) such geodesic paths have a constant, potentially non-zero, rate of performance decay on task 1 during adaptation.

**Application of the functionally invariant path (FIP) framework to continual learning, sparsification, and adversarial robustness tasks**

**FIP enables continual learning with ViT vision transformers**

The FIP framework allows us to address a series of model adaptation goals within a common geometric framework. To demonstrate continual learning, we applied the FIP to adapt the ViT vision image transformer and BERT language model in continual learning without catastrophic forgetting. We train a neural network on a base task and modulate the weights in the network to accommodate additional tasks by solving the optimization problem in Eq-4, setting \( L(x, w) \) as the classification loss function specified by the additional task while \( \langle \frac{d\gamma}{dt}, \frac{d\gamma}{dt} \rangle_{g_{\gamma(t)}} \) measures distance moved in the networks’ output using the metric from the initial task (in Eq.1A). To accommodate the additional tasks, we append output nodes to the base network and solve the optimization problem for a fixed value of \( \beta \) by simultaneously minimizing the distance moved in the networks’ output space (light-blue arrow) corresponding to the first task while maximizing alignment with the gradient of \( L(x, w) \) encoding the classification loss from the second task. In this manner, we construct a Functionally invariant path (FIP) (purple dotted line) in weight space generating a network that performs both Task 1 and Task 2.

We used a standard continual learning task \cite{26} (Fig 2A). We split the CIFAR-100 data set into a series of sub-tasks where each sub-task requires the network to identify 10 object categories (Fig 2A). Previously, the state of the art performance for this task was achieved by the ResNet CNN \cite{26}. ViT networks can potentially realize vast performance gains over ResNet architectures as the baseline performance for ResNet is \( \approx 80\% \) accuracy, and we observed that ViT exhibits 94.5\% accuracy when fine-tuned on CIFAR100 \cite{12,57} generative replay achieving CIFAR-100 continual learning accuracy of \( \approx 80\% \).

We applied the FIP algorithm to achieve continual learning on SplitCIFAR using both the ViT-B (86M parameter) and ViT-H (632M parameter) architectures. In each case, a single task requires the network to learn to recognize 10 CIFAR classes where we used 5000 images (of 6000 total) per class with batch size 512. We used a single NVIDIA RTX2060 6GB for VitB and RTX3090
Figure 2: Vision Transformers learn sequential tasks without catastrophic forgetting by traversing FIPs. (A) Five task continual learning paradigm where each task is a 10 way object classification, where the classes are taken from CIFAR100. (ii) Schematic of FIP construction in weight space to train networks on 5 tasks sequentially using the ViT (Vision Transformer) Base and Huge. (B,C) Test accuracy for ViT-B and ViT-H using FIP or naive fine-tuning. Following continual training, FIP achieves 91.2% and 89.3% test accuracy using ViT-B and ViT-H respectively for all five tasks. Baseline performance for ViT-B trained on all five tasks simultaneously is 94.5%. Training for ViT-B using an NVIDIA RTX2060 6GB machine took \( \approx 3.5 \) hours for each sub-task with the FIP and \( \approx 2.5 \) hours with fine-tuning. Training for ViT-H using an NVIDIA RTX3090 24GB machine took \( \approx 4.8 \) hours for each sub-task with the FIP and \( \approx 3.9 \) hours with fine-tuning. (D) PCA plots of the FIP (orange) and gradient descent fine tuning (blue) weight space path showing that the FIP allows long range exploration of weight space.
24GB for ViT-H (Fig 2B). After continual training 5 SplitCIFAR sub-tasks, ViT-B achieved a mean performance of 91.2% and ViT-H 89.3% compared with 94.5% performance for ViT-B trained on all 50 CIFAR classes simultaneously without continual learning (Fig 2B,C). Training for ViT-B using an NVIDIA RTX2060 6GB machine took ≈ 3.5 hours for each sub-task with the FIP and ≈ 2.5 hours with fine-tuning. Training for ViT-H using an NVIDIA RTX3090 24GB machine took ≈ 4.8 hours for each sub-task with the FIP and ≈ 3.9 hours with standard fine-tuning.

Thus, the FIP procedure enables ViT-B and ViT-H to learn new tasks without information loss while achieving a significantly higher than continual learning methods that have been conventionally applied to the ResNet network [57]. We note that Model Zoo, a highly innovative framework that grows neural networks, has high performance ≈ 95% in the SplitCIFAR task [47]. The strength of our method is that it can be applied to any existing transformer or CNN architecture. We have now applied out method to adapt large vision transformers and can achieve performance below but in line with model zoo.

FIP enables continual learning with BERT NLP transformer

Next, we demonstrated the flexibility of the FIP approach by using the method to fine-tine the BERT network on the IMDB sentiment analysis task following initial training on Yelp full-five star review prediction task (Fig 3). The BERT network has a total of twelve layers, or transformer blocks, with 12 self-attention heads in each layer and a total of 110 million parameters [11]. Training BERT to detect customer opinions of a product based on text reviews left on websites like Yelp or IMDB, results in catastrophic forgetting, especially while sequentially training on multiple user-review datasets (say, yelp-reviews followed by IMDB) (Fig 3A). The FIP maintains BERT performance on Yelp-reviews (at 70%, blue) while increasing its accuracy on IMDB review classification (from 0% to 92%, orange) (Fig 3B). The FIP in BERT weight space (Fig. 3 ) is much longer than the route taken by conventional training, enabling global exploration of the BERT weight-landscape to identify networks that simultaneously maintain performance on Yelp-reviews while learning the IMDB sentiment classification. Conventional fine-tuning of BERT on IMDB reviews increases its performance on sentiment classification on IMDB (from 0% to 92%, orange) while abruptly forgetting sentiment analysis on Yelp-reviews (dropping from an accuracy of 69.9% to 17%, blue) within 30 training steps (Fig 3B).

Neural network sparsification with FIP algorithm

The critical aspects of the FIP framework is that the framework generalizes and addresses a broad range of machine learning meta-problems by considering a more general set of secondary objective functions. In particular, we next apply the FIP framework to perform sparsification, reducing the number of non-zero weights, which is important for reducing the memory and computational footprint of a network [4]. To sparsify neural networks, we solve Eq-4, the core FIP optimization problem, with a secondary loss function \( L(w_t, w, p) \) that measures the euclidean distance between a network and it’s p-sparse projection obtained by setting \( p \)% of the networks’ weights to zero (Fig 4A).

Using the framework, we sparsified the vision transformer DeiT which has been used for benchmarking sparsification methods [9] on vision transformers. The paradigm uses the ImageNet1K data set, and attempts to sparsify DeiT. DeiT-base is an 86 M parameter transformer model that was derived from ViT [55]. We use the FIP algorithm to set weight parameters to zero without loss of performance on the Imagenet 1000 object image classification task. The simplicity of the FIP algorithm allowed us to achieve an entire range of target sparsities ranging from 0% to 80% sparsity. We found that FIP had performance very near that of the SViT network at the benchmark of 40%
Figure 3: The BERT transformer learns sequential sentiment analysis tasks without catastrophic forgetting by traversing a FIP. (A) Schematic of FIP construction in weight space to train networks on 2 tasks sequentially. We initially train the BERT transformer on the Yelp Five star review prediction task and then add the IMDB sentiment analysis task. (B) Test accuracy for BERT trained through continual learning via the FIP or with conventional fine-tuning. (C) Weight space paths for conventional fine tuning and FIP based training.
Figure 4: **Sparsification of vision and language transformers with FIP** (A) We applied the FIP algorithm to generate sparse versions (network weights set to 0) of the DeIT-B vision transformer performing the ImageNet1K image classification task. Using the FIP we generated networks with sparsity (fraction of weights set to 0) ranging from 0 to 80%. We compared network performance to sparsification reported for DeIT-B using a state of the art method reported at NeurIPS in 2021. FIP was able to achieve very minimal reductions in performance until ≈ 80% sparsity, but further attempts at parameter reduction failed.

(B) Compute time in hours for DeIT sparsification. (C) Sparsification of BERT on the nine GLUE natural language processing tasks. Sparsification performance is task dependent. and compute time (D) in seconds for the MRPC task on an Nvidia A100 machine donated by PaperSpace.
sparsity with FIP performing at 80.22% and SViT performing at 81.56% accuracy (Fig 4B) (i) with compute times given (Fig 4B(ii)) on an Nvidia RTX3090 24GB.

We, then, applied FIP to sparsify BERT base from 0% to 80% sparsity for all the GLUE natural language processing tasks. For this task, we obtained an Nvidia A100 machine from PaperSpace. The GLUE benchmark consists of three categories of natural language understanding tasks: (a) single-sentence tasks (CoLA and SST-2); (b) similarity and paraphrase tasks (MRPC, QQP and STS-B); (c) inference tasks (MNLI, QNLI and RTE). Again, because of its ease of use and efficiency, we were able to span the entire range of sparsities identifying differential performance across GLUE tasks (Fig 4C). FIP was able to generate sparse versions of BERT that had 81.65% accuracy at 50% sparsity on the SST-2 task. We provide compute times in seconds for sparsification of BERT on MRPC which runs efficiently on an Nvidia A100 machine (Fig 4D).

Path-connected sets of networks confer robustness against adversarial attack

The path connected sets of networks generated by the FIP can also be applied to perform inference and increase the robustness of inference tasks to data perturbation. Although deep CNN networks have achieved remarkable performance on image-recognition tasks, human- imperceptible additive perturbations, known as adversarial attacks, can be applied to an input image and induce catastrophic errors in deep neural networks (Fig. 5B). The FIP algorithm provides an efficient strategy to increase network robustness and mitigate adversarial failure by generating path-connected sets of networks with diverse weights. We then apply the path connected network sets to perform robust image classification by averaging their output.

To demonstrate that the FIP algorithm can mitigate adversarial attacks, we trained a 16 layered CNN, VGG16 with 130 million parameters to classify CIFAR10 images with 92% test accuracy. We, then, generated adversarial test images using the projected gradient descent attack strategy. On adversarial test images, the performance of VGG16 dropped to 37% (Fig. 5B, Supplementary). To mitigate the adversarial performance loss, we applied the FIP algorithm to generate an ensemble of functionally invariant networks by setting $L = 0$ in the optimization problem in Eq-4 and setting $\langle d\gamma, d\gamma \rangle_{\text{CIFAR10}}$ to be the distance moved in the networks’ output space for CIFAR-10 images. We use the FIP ensemble to classify images by summing the ‘softmaxed’ outputs of the ensemble.

Using an ensemble of ten networks sampled along an FIP, we achieve accuracy of 55.61 ± 1.1 % surpassing the performance of the DeepNet ensemble performance (composed of 10 independently trained deep networks) by 20.62% (Fig. 5C). The FIP ensemble’s adversarial performance also surpasses other state of the art ensemble approaches including Adaptive Diversity Promoting (ADP, 43.84 ± 7.8%) ensemble and the Fast Geometric Ensembling (FGE, 41.7 ± 0.34) method. The two factors contributing to the FIP ensemble’s robustness are (i) high intra-ensemble weight diversity, calculated by the representation diversity score (Supplementary) and (ii) low coherence (Supplementary) with a trained surrogate network (used to generate adversarial images) (Fig. 5E,F).

FIP Networks have a higher representation diversity score in their early processing layers, from Layer 1 to layer 6, when compared to the DeepNet ensemble, indicating that individual networks in the FIP ensemble extract different sets of local features from the adversarial image, preventing networks from relying on similar spurious correlations for image classification. We speculate that weight/parameter diversity in the FIP ensemble leads to differential susceptibility to adversarial examples but consistent performance on training and test examples.
Figure 5: FIPs in weight space generate ensembles of networks that confer adversarial robustness

(A) Schematic to generate FIP ensemble (P₁,...,P₄) by sampling networks along FIP (purple dotted line) beginning at network-N₁. FIP is constructed by identifying a series of weight perturbations that minimize the distance moved in networks’ output space. (B) Original CIFAR10 images (left) and Adversarial CIFAR-10 images (right) are shown. The text-labels (left, right) above the images are predictions made by a network trained on CIFAR-10. Trained networks’ accuracy on the original and adversarial images are shown below. (C) (Top) Line-plot (solid) shows the individual network performance on adversarial inputs, (dashed) shows the joint ensemble accuracy on adversarial inputs, for FIP ensemble (purple) and DeepNet ensemble (orange). (i,ii-Left) FIP ensemble in purple (P₁,P₂,...,P₁₀) and DeepNet ensemble in orange (N₁,N₂,...,N₁₀) are visualized on weight space PCA. (i,ii-Right) Heatmaps depict classification score of networks in FIP ensemble and DeepNet ensemble on 6528 adversarial CIFAR-10 examples. (D) Boxplot compares adversarial accuracy (over 10k adversarial examples) across different ensembling techniques (n=3 trials). (E) Histogram of coherence values for FIP (purple) and DeepNet ensemble (orange). (F) Boxplot shows the ensemble diversity score across VGG16 layers over n=1000 CIFAR10 image inputs. The cartoon below depicts the VGG16 network architecture.
Figure 6: Non-abelian, iterative transformation of BERT by FIP composition (A, left) FIP initially identify high performance sparse BERTs (for sparsities ranging from 10% to 80%) followed by re-training on IMDB. (A, right) BERT accuracy on Yelp (solid) and IMDB (dashed) dataset along the FIP. (B, left) FIP initially retrains BERT on new task (IMDB) and then discovers a range of sparse BERTs. (B, right) BERT accuracy on Yelp (solid) and IMDB (dashed) dataset along the FIP. (C) Graph connected set of 300 BERT models trained on sentence completion on wikipedia and yelp datasets, colored by perplexity scores evaluated using two new query datasets, wikitext and imdb. Nodes correspond to individual BERT models and edges correspond to euclidean distance between BERT models in weight space. (C, rightmost) Scatter plot of inverse perplexity scores for two queries - IMDB and WikiText datasets.
Generating path-connected sets of language models through iterative traversal of weight space paths

Conceptually, the most important aspect of the FIP framework is that it unifies a series of machine learning meta-tasks (continual learning, sparsification) into a single mathematical framework. Mathematically, when we solve Equation 4 with a given secondary loss function, we move an existing network \( w(0) \) along a path in weight space generating a new network \( w(t) \) where the parameter \( t \) increments the length of a path. Each additional loss function generates a new transformation of a base network, for example, generating a network adjusted to accommodate an additional data analysis problem or a secondary objective like sparsification. Network transformation maps can be iterated and applied to generate a family of neural networks optimized for distinct sub-tasks. The resulting path connected set of neural networks can then be queried for networks that achieve specific user goals or solve additional machine learning problems.

The problem of customization is particularly important for transformer networks \[58, 7, 31, 60\]. Transformers like BERT and Roberta are typically trained on generic text corpus like the Common Crawl, and specialization of networks on specific domains is a major goal \[5, 24\]. We applied the iterative FIP framework to generate a large number of natural language processing networks customized for different sub-tasks and sparsification goals. Transformer networks incorporate layers of attention heads that provide contextual weight for positions in a sentence. Transformer networks are often trained on a generic language processing task like sentence completion where the network must infer missing or masked words in a sentence. Models are, then, fine-tuned for specific problems including sentiment analysis, question answering, text generation, and general language understanding \[58\]. Transformer networks are large containing hundreds of millions of weights, and so model customization can be computationally intensive.

We applied the FIP framework to perform a series of model customization tasks through iterative application of FIP transformations on distinct goals. The BERT network has a total of twelve layers, or transformer blocks, with 12 self-attention heads in each layer and a total of 110 million parameters \[11\]. Using the FIP framework, we applied the two operations (Continual Learning (CL) (Fig ??), Compression (Co) (Fig 4) sequentially to BERT models trained on a range of language tasks, by constructing FIPs in the BERT weight space using different objective functions \( L(x, w) \) while solving the optimization problem in Eq-4.

We demonstrated that we could apply the operations CL and Co in sequence. Beginning with the BERT base model, we applied the FIP model to generate networks that could perform YELP and IMDB sentiment analysis, and then compressed the resulting networks to generate 6 distinct networks with sparsity ranging from 10 – 60% where all sparsified networks maintained performance on the sentiment analysis tasks (Fig. 6A). We, then, performed the same operations but changed the order of operations (Fig. 6B). The models generated through application of CL Co(w) and Co CL(w) achieved similar functional performance in terms of sparsification and task performance but had distinct weight configurations.

In total, we used the FIP framework to generate networks using a set of different natural language tasks and compression tasks yielding a path-connected set of 300 BERT models (Fig 6C). The 300 networks define a sub-manifold of weight space that contains models customized for distinct sub-tasks. The sub-manifold, then, provides a computational resource for solving new problems. We can query the resulting FIP sub-manifold with unseen data by using perplexity (Supplementary) as a measure of a networks intrinsic ability to separate an unseen data set. Using perplexity, we queried the FIP sub-manifold of BERT networks with IMDB data and Wikitext data. We found that the distinct language data sets achieve minimal perplexity on different classes of networks. Wikitext obtains optimal performance on CoCL networks while IMDB achieves optimal performance on CLCo networks. These results demonstrate that the FIP framework can generate diverse sets of neural
networks by transforming networks using distinct meta-tasks. The sub-manifolds of weight space can, then, be queried inexpensively to identify networks pre-optimized for new machine learning problems.

Related work

The major contribution of our framework is that it provides a unified theoretical and mathematical framework through which a set of problems can be addressed across a variety of neural network architectures. To our knowledge, no single mathematical framework has been applied to address the set of machine learning meta problems and diversity of neural network architecture that we address with the functionally invariant path framework. Further, with the rise of transformer models, we have seen the emergence of architecture specific strategies for sparsification and continual learning. We provide a unified framework that can achieve similar quality of results across different classes of architectures (CNN, transformers) and across different transformer variants. While representation learning frameworks have been pursued in fields including Reinforcement Learning [32, 25], our work develops a geometric framework that identifies invariant sub-spaces within parameter space for distinct auxiliary tasks. We demonstrate that the framework scales to transformer models with hundreds of millions of parameters. Therefore, our framework provides a unified theoretical and mathematical for connecting the geometry of parameter space with different model sub-tasks while also practically scaling to provide results in line with state of the art, more specific approaches. Here, we review some of the specific approaches that have been studied for continual learning, sparsification, and adversarial robustness.

Continual learning and catastrophic forgetting:

Continual learning and catastrophic forgetting have been extensively studied in the machine learning literature. Continual learning (CL) has been studied extensively in the machine learning literature [10, 45, 1] for classical CNN as well as vision and language transformers [46, 40]. A wide variety of approaches have been developed to train neural networks on a sequence of tasks without loss of prior task performance including regularization based methods, weight parameter isolation methods, and replay based methods. Many classic CL/CF approaches were developed for CNN architectures with $< 100\text{M}$ parameters. With the emergence of transformer models for natural language processing and computer vision, approaches have become more model specific with approaches such as Regularization based methods and parameter isolation methods: Regularization-based methods assigning constraints to prevent parameter changes to important parameters from prior tasks. The functionally invariant paths framework can be viewed as a generalized regularization framework that applies at any point in parameter space. Methods like Elastic Weight Consolidation [27], orthogonal gradient descent (OGD) [15] and Synaptic Intelligence [64] penalize the movement of parameters that are important for solving previous tasks in order to mitigate catastrophic forgetting. As a specific example OGD constrains movement in parameter space to move in a subspace that is orthogonal to gradients from prior tasks. OGD was applied to continual learning tasks on the MNIST data in [15] on a small, three layer multi-layer perceptron. The OGD method requires knowledge of prior task gradients and is a local method, like EWC. While locally in parameter space, it makes sense to constrain changes in network parameters along the orthogonal subspace, there is no mathematical reason that long range updates should satisfy this constrain. Past gradient directions become less meaningful as we move away from an initial trained network and begin traversing long range paths in parameter space in search of good networks. By using a metric tensor construction that is defined at every point in parameter space, the FIP framework can traverse long range paths in parameter space sometimes making weight updates that are, in fact, not orthogonal to gradients.
Replay-based methods store and replay past data or apply generative models to replay data during training to mitigate catastrophic forgetting \cite{48, 51}. Regularization-based methods including elastic weight consolidation (EWC) constrain the learning of important parameters from previous tasks by assigning constraints to prevent parameter changes. Architecture expansion or dynamic architecture methods like PNN \cite{50} and Dynamically Expandable Networks DEN \cite{63} and super masks in position \cite{61} adapt, grow, or mask the model’s architecture allowing specialization without interfering with previous knowledge. Parameter isolation methods: These methods isolate specific parameters or subsets of parameters to be task-specific, preventing interference with previous knowledge. Examples include the Context-Dependent Gating (CDG) approach or the Learning without Forgetting (LwF) method. Task-specific model components Instead of modifying the learning objective or replaying data, various methods \cite{42, 53, 31, 30, 32, 52, 4, 11, 51} use different model components for different tasks. In Progressive Neural Networks (PNN), Dynamically Expandable Networks (DEN), and Reinforced Continual Learning (RCL) \cite{42, 53, 52}, the model is expanded for each new task. Adapter-BERT \cite{23} and Vision transformer (ViT) meta-attention \cite{62}.

**Fine-tuning and LORA:**

LORA LoRA (low-rank) While several works (including now famously LoRA) have pointed to the potential use of invariant subspaces for model adaptation, we are not aware of mathematical definitions analogous to our metric tensor construction that enable these directions to be defined mathematically or discovered algorithmically. LoRA, for example, to the best of our knowledge introduces a low-rank structure heuristic into the weight update through matrix factorization forcing delta $W = A B$ where $A$ and $B$ have an inner dimension $r$, and thus controlling the rank of $W$. FIP is compatible with LoRA adjusted strategies, and in future work we seek to incorporate low-rank updates into the FIP search algorithm.

**Sparsification methods:**

Sparsity methods for neural networks aim to reduce the number of parameters or activations in a network, thereby improving efficiency and reducing memory requirements. Unstructured pruning techniques apply strategies based on network weights or weight gradients to remove weights that do not contribute to network performance. Unstructured sparsity methods seek to remove weights at any position in the network. The lottery ticket hypothesis (LTH) demonstrated that dense networks often contain sparse sub-networks, named winning tickets, that can achieve high accuracy when isolated from the dense network \cite{16}. LTH methods discover these sparse networks through empirical pruning procedure. Unstructured pruning methods remove insignificant weight elements using criteria including weight magnitude, gradient and hessian \cite{18, 1, 28}. Recent strategies \cite{14, 30} dynamically extract and train sparse subnetworks instead of training the full models. Evolutionary strategies (SET) \cite{41, 29} begin with sparse topologies (eg Erdős–Rényi generated graphs) in training and optimize topology and network weights during training. Historically, sparsity methods have been applied to convolutional and multi-layer perceptron architectures. Recent frameworks have been introduced for sparsification of transformer architectures. For example, \cite{9} developed a vision transformer sparsification strategy SViTE that uses integrates model training with prune/grow strategies achieving sparsification of the ViT family transformers. \cite{6} explores sparsification of BERT by identify specific internal network topologies that can achieve high performance on natural language processing tasks with sparse weight distribution through empirical investigation and ablation experiments.
Robustness to Adversarial Attack

Finally, we demonstrate that the FIP can generate ensembles of networks with good performance in adversarial attack paradigms. Like continual learning and sparsification, Adversarial attack mitigation has been addressed by a wide range of methods including augmented training with adversarial examples [35], through the use of diversified network ensembles [44], as well as through re-coding of the input [8]. We demonstrate that the FIP framework can generate network ensembles that have intrinsic resistance to adversarial attack when compared with base networks.

Discussion

We have introduced a mathematical theory and algorithm for training path connected sets of neural networks to solve machine learning problems. We demonstrate that path connected sets of networks can be applied to diversify the functional behavior of a network, enabling the network to accommodate additional tasks, to prune weights, or generate diverse ensembles of networks for preventing failure to adversarial attack. More broadly, our mathematical framework provides a useful conceptual view of neural network training. We view a network as a mathematical object that can be transformed through iterative application of distinct meta operations. Meta-operations move the network along paths within the weight space of a neural network. Thus, we identify path connected sub-manifolds of weight space that are specialized for different goals. These sub-manifolds can be enumerated using the FIP algorithm and then queried as a computational resource and applied to solve new problems (Fig. 6E).

Fundamentally, our work exploits a parameter degeneracy that is intrinsic to large mathematical models. Previous work has demonstrated that large statistical models often contain significant parameter degeneracy [34] leading to ‘flat’ objective functions [21, 20, 56]. Recent work in physics has demonstrated that physical models with large numbers of parameters often contain parameter degeneracy such that model parameters can be set to any value within a sub-manifold of parameter space without loss of accuracy in predicting experimental data [34]. Mathematically, in the supporting materials we show that the neural networks that we analyze have mathematical signatures of parameter degeneracy after training, through spectral analysis of the metric tensor. Modern deep neural networks contain large numbers of parameters that are fit based on training data, and so are related mathematical objects to physical models with large numbers of parameters set by experimental data, and in fact, exact mappings between statistical mechanics models and neural networks exist [38]. Spectral analysis demonstrates that the weight space contains significant sub-spaces where movement of parameters causes insignificant change in network behavior. Our FIP algorithm explores these degenerate sub-spaces or sub-manifolds of parameter space. Implicitly we show that exploration of the degenerate sub-space can find regions of flexibility where parameters can accommodate a second task (a second image classification task) or goal like sparsification. We apply basic methods from differential geometry to identify and traverse these degenerate sub-spaces. In the Supporting Materials we show that additional concepts from differential geometry including the covariant derivative along a weight space path can be applied to refine paths by minimizing not only the velocity along a weight space path but also acceleration.

Broadly, our results shift attention from the study of single networks to the path-connected sets of neural networks. Biological systems have been hypothesized to explore a range of effective network configurations due to both fluctuation induced drift and modulation of a given network by other sub-systems within the brain [37, 53, 36, 17, 13]. By shifting attention from networks as single configurations or points in weight space to exploring sub-manifolds of the weight space, the FIP framework may help illuminate a potential principle of flexible intelligence and motivate the development of mathematical methods for studying the local and global geometry of functionally invariant solution sets to machine learning problems [52, 42].
Data Availability

All data sets used in the manuscript were obtained from public data sources and repositories. A complete list of public data sources with links can be found at [https://github.com/Guruprasad93/FlexibleMachineLearning/blob/main/README.md](https://github.com/Guruprasad93/FlexibleMachineLearning/blob/main/README.md).

Code Availability

Executable Python code and documentation applying the FIP path finding algorithms to example problems can be found at [https://github.com/Guruprasad93/FlexibleMachineLearning](https://github.com/Guruprasad93/FlexibleMachineLearning). The code is provided without restriction under the MIT license.
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