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Abstract
In recent years, data received from social media has increased exponentially. They have become valuable sources of information for many analysts and businesses to expand their business. Automatic document classification is an essential step in extracting knowledge from these sources of information. In automatic text classification, words are assessed as a set of features. Selecting useful features from each text reduces the size of the feature vector and improves classification performance. Many algorithms have been applied for the automatic classification of text. Although all the methods proposed for other languages are applicable and comparable, studies on classification and feature selection in the Persian text have not been sufficiently carried out. The present research is conducted in Persian, and the introduction of a Persian dataset is a part of its innovation. In the present article, an innovative approach is presented to improve the performance of Persian text classification. The authors extracted 85,000 Persian messages from the Idekav-system, which is a Telegram search engine. The new idea presented in this paper to process and classify this textual data is on the basis of the feature vector expansion by adding some selective features using the most extensively used feature selection methods based on Local and Global filters. The new feature vector is then filtered by applying the secondary feature selection. The secondary feature selection phase selects more appropriate features among those added from the first step to enhance the effect of applying wrapper methods on classification performance. In the third step, the combined filter-based methods and the combination of the results of different learning algorithms have been used to achieve higher accuracy. At the end of the three selection stages, a method was proposed that increased accuracy up to 0.945 and reduced training time and calculations in the Persian dataset.
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1- Introduction
Nowadays, the rapid progress and easy access to Internet technologies, multimedia, and social networks have drastically changed and affected human life. In addition to facilitating individual communication, social networks also serve as channels of communication between companies and customers [1], [2]. Social networks have a considerable impact on the potential value of businesses [3]. They are widespread and highly regarded among users. Thus, virtual societies have become valuable sources of political, social, and commercial information. Social networks are utilized in many businesses to provide services and interact effectively with customers. Therefore, the knowledge extracted from social networks such as Facebook, Twitter, Telegram, and other social networks is valuable for marketing and data mining companies [4]-[6]. Telegram is a messaging service with many users from different countries [7]. The number of monthly active users of Telegram in October 2019 is 300 million worldwide [8]. Moreover, 60% of Iranians use Telegram [9], and it has become a popular and extensively used social network in various fields such as the development of certain Internet businesses and contains valuable information. Telegram data possesses hidden knowledge, the extraction of which is extremely useful. The request-type messages that are exchanged among Telegram users are among these data with hidden knowledge. In Telegram, a message can be sent containing a request for help to buy a house or a product, etc. If this request is identified and sent to the owners of related jobs, it will promote business development.

In this research, the authors are dealing with Telegram text data, and it is necessary to process and classify the text to
identify the hidden requests in these text documents. The task of classifying text is to classify a document into a predefined category [2]. In the present study, each Telegram message is considered as a document. Each category or class is a Boolean value that indicates whether the message is a request or not. A major problem with text classification is the increase in the size of the data being processed or the feature space's high dimensions [10], [11]. One solution is to reduce features using feature selection methods [10]-[15].

Feature selection involves selecting a set of relevant and informative features to build a predictive model with maximum efficiency [2]. Future selection (FS) has played an important role in machine learning and data science [16]-[19]. Although there are many and comprehensive methods for FS, it is an open and NP-Complete problem due to its complexity. There is no definitive and single solution. Nowadays, there are many articles on new FS methods, each with its advantages and disadvantages. Some of them combined three main categories of FS methods, filter, wrapper, and embedded [10], [12], [16], [20], to increase performance and accuracy. Some FS methods are designed to be applied in various fields, and some are designed for a specific issue [18].

However, the feature selection for the Persian text has not been sufficiently investigated. In addition to traditional methods, addressing this type of data requires more advanced techniques. Because this data has certain words and features, previous methods did not consider which. Due to this dataset's nature, a feature selection method is required to select the appropriate features for the Persian dataset of Telegram. Due to the use of learning algorithms, the wrapper and embedded selection methods show better performance than filters. However, filters are faster because they are independent of learning algorithms [12], [18], [20], [21]. In this study, the most extensively used methods were applied based on local and global filters, and wrapper methods described in Section 2 were used to take advantage of filter speed and wrapper accuracy at the same time. Local and global filtering methods are applied as pre-processing in the wrapper method and reduce the feature. The combination of these methods with the proposed approach in the present study led to high accuracy. No such combination has been developed in Telegram's Persian data so far. When the number of main features is very significant, filter and wrapper methods are a powerful combination for selecting the optimal subsets of features. The combination of the two methods can overcome the disadvantages caused by each. Combining these methods reduces the calculation time and calculates the relationships between the features [22].

The authors have proposed a combination method for selecting the most relevant features and optimizing the classifier parameters to achieve higher classification accuracy in the Persian text on Telegram with high dimensions. Although the accuracy obtained by applying the most used employed filter and wrapper methods was acceptable, these proposed combination approaches were used with ensemble methods to increase the accuracy, and another method was suggested to provide higher accuracy. Ensemble data mining methods are frequently used to improve classification performance and are also known as classifier combination. This method is not suitable for high-dimensional datasets [23]. In the present investigation, an ensemble method was proposed for classifying high-dimensional data. In the proposed method, the authors use the combined output of the most broadly used methods based on local and global filters as input and pre-processing features and reduce the main features' space. Each generated feature subset is then trained by a learning algorithm, and the results of each classifier are combined with a majority vote.

The performance of our proposed approaches has been evaluated with a Persian dataset. This dataset has been extracted from the Idekav-system 1of Yazd University, which is a Telegram search engine. Millions of messages are monitored daily on Idekav-system. Many of these messages exchanged among Telegram users are request-type messages. Request-type messages create many opportunities for monetization and are attractive to many businesses. The authors identify these requests and send them to business owners who can respond to them. Responding to these requests solves many users' problems and helps them quickly access their requests that lead to business development, and marketing is done by saving time and money. Therefore, request identification is an important issue that should be addressed further concerning the expansion of social networks.

In this regard, the authors suggest a combined machine learning method for the feature selection process in Persian texts of Telegram messengers using three feature selection techniques. As previously mentioned, FS has not been sufficiently investigated for the Persian text and no such combinations have been made for the Persian data. Furthermore, the data in this study is different from other messengers, both in terms of language and gender. Therefore, the second innovation of this research is identifying the requests of the Persian messages of Telegram. The authors performed many experiments to prove the method's validity with a different number of samples and features and analyzed the results. Therefore, the main part of this article is summarized as follows:

- In feature selection, a combined approach was offered based on local and global filters, which is useful for evaluating selected features and improving the efficiency of the training and testing phases.
- Empowering the selection of features for request identification in Persian messages on Telegram by
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introducing an approach of selecting the combined feature of filter and wrapper. This method uses the advantage of filters' speed and wrapper accuracy to increase accuracy.

- The authors offered a new method that combines the benefits of selecting features and ensemble classifiers to improve performance and accuracy of the classification in Persian text.
- In order to increase the performance of the classification in the Persian text dataset, an ensemble approach was introduced by combining the results of multiple classifications (SVM, NB, DT, MLP) using a majority voting based on average probabilities.
- This proposal has been compared with 85,000 samples using the methods available in a test platform consisting of a Persian dataset. Experimental results show that the proposed solution maintains Micro−F1, Macro−F1, and RMSE criteria at acceptable levels.

2- A Review of Combined Research in the Field of Feature Selection

Some recent studies have shown that combining feature selection methods can improve classification performance. In these combined methods, it was concluded that one method's performance might be inadequate as an individual, but its combination with other methods provides high efficiency. In general, feature selection methods are divided into three main categories: wrapper, embedded, and filter [10], [12], [16], [20], and their combination can be used to increase performance.

Combined Filter and Wrapper-based Feature Selection

In some studies, some techniques have been proposed that combine a filter and a wrapper method. Feature selection and model learning are made simultaneously by embedded methods. Wrapper methods use a learning algorithm to evaluate the subset of features, which increases performance [12], [18], [20], [21]. However, these algorithms require a great deal of time to be fully processed, and their main problem is to create an additional calculation cost [21]. For this reason, they are not directly preferred for text classification [21]. Some studies, e.g., Wah et al. [24], have compared filter and wrapper feature selection methods to maximize the accuracy of the classifier; and in some other studies, the FS methods, which are a combination of filter-based local methods and wrapper-based methods, have been investigated by Uysal [25]. In one category, wrappers can be applied in two areas: forward and backward methods. Xie et al. [26] presented a combined FS method that utilizes the benefits of filter and wrapper methods to select the optimal feature subset from the set of main features. They combined improved F-score, a filter evaluation criterion, with a wrapper evaluation system named Sequential Forward Search (SFS) to find a subset of the optimal feature in the FS process. The results revealed that the features decreased, and the classification accuracy increased. In this study, the authors applied SFS and a combination of filtering methods as pre-processing was used to increase training speed.

Combined Filter-based Feature Selection

Filter methods select features based on a pre-processing step and independent of the learning algorithm [18], [20]; and for this reason, they are straightforward and fast in terms of computation [12], [21]; hence they work well for high-dimensional data; although wrapper methods are highly time-consuming for high-dimensional data and provide acceptable accuracy in practice [21]. Furthermore, despite filtering methods, wrapper and embedded methods require frequent classifier interaction, which increases execution time [12]; therefore, filtering methods are more efficient.

Filtering methods have two categories, local and global [12], [21]. In some studies, global methods have been named as corpus-based, and local methods have been called class-based [21]. In the study of Ogura et al. [27], filter-based feature selection methods are divided into two categories of one-sided and two-sided based on their characteristics. Popular feature selection methods [12], [14] include: document frequency [21], information gain [21], [27], [28]. Gini index [27], and distinguishing feature selector [12]. Odds ratio [12], [28], [29] and Correlation coefficient [12], [27], [29] are commonly used local selection methods. In the present study, a comprehensive study was performed on the most widely used filter-based FS methods, and then a brief description of the mathematical contexts of these methods was presented in Section 3.

Filter-based methods have been applied in many studies. Sometimes these methods are used individually and sometimes in combination with non-filter methods. In [12], [14], [25], filter-based methods have been combined with wrapper methods; they have also been employed with Principal Component Analysis (PCA) and genetic algorithms. Uysal and Gunal [30] suggested a filter-based probabilistic feature selection method called Distinguishing Feature Selector for text classification. BIRICKI et al. [15] showed that chi-squared feature selection methods and correlation coefficient produce a subset of better features. Recently, Uysal [12] combined the power of a filter-based global feature selection method and a one-sided local selection method called IGFSS1 to improve FS by applying filtering methods. The results indicated that this combined method's performance was better than the individual performance of the methods. This proposed method was not
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1. Improved Global Feature Selection Scheme (IGFSS)
suitable for unbalanced data with a large number of classes. In order to solve this problem, Agnihotri et al. [14] proposed the VGFSS1 method, which is a combination of a global and odds ratio method. The idea is to build a set of final features that show each class based on the distribution of terms in the classes. By comparing and experimentally evaluating both local and global methods, Melo et al. [31] showed that local feature selection performed better than global [31]; additionally, in some investigations, local methods produced better results for lower feature value and global methods for higher feature value [21]; therefore in this study, a combination of global and local filter-based methods are also used to get better results; in other words, the global and local scores are employed directly in the feature ranking [14]. The references [25], [32], [33] are among the studies that have independently used filtering methods in combination.

Combined Feature Selection and Ensemble Classifier
The ensemble method is a machine learning technique that combines the results of several basic classifiers and increases accuracy [34]. For example, Bolon-Canedo et al. [35] provided a combination of classifiers and filters. The results revealed that the proposed method performed better in most cases and reduced the number of features by more than 80%. In the present study, using ensemble methods and combined filtering methods instead of individual filtering methods, an approach was proposed that provided the most accuracy for the dataset applied in this study. In other studies, filter compounds (combined filter methods) were not utilized as input and pre-processing of learning algorithms. Ensemble methods are popular in machine learning research and pattern recognition. The purpose of ensemble methods is to combine the decisions of a set of weak learning algorithms or base learners to increase the accuracy and strength of the developed classified model. The generalizability of ensemble methods is better than that of single base learners. Ensemble methods can be divided into two categories: dependent and independent [36]. Voting is the simplest and most extensively used form of combining basic learning algorithms. There are several methods to combine the output of basic classification algorithms. These combined methods include majority voting, weight majority voting, combination Law of Naïve Bayes, behavioral knowledge space method, and probabilistic approximation [36]. In the present study, the authors used majority voting in the third proposed method by applying the combined method of local and global filters. In this article, the combined or two-step methods were used to achieve reduced dimensions. Also, the most widely used methods of local and global filters were combined; the combined methods reduced the feature and increased accuracy. The combination of combined filter and wrapper methods was applied, and better accuracy was obtained. Moreover, in order to increase accuracy, the first proposed combination methods were applied using ensemble methods, which significantly increased the accuracy. The following is a description of these proposed methods.

3- Proposed Method
Filter-based feature selection methods provide us important features by scoring each feature in a dataset. These methods are independent of classification algorithms. Filter-based methods inherently use statistical tests on a dataset, and the ranking of features is the main criterion in selecting the features. The authors determine a threshold experimentally. All features are scored and removed if they are less than the threshold value. Due to the simplicity of these methods, they can be extensively used for practical applications involving large amounts of data [12], [21]. Combining the output of these filter-based methods can increase accuracy. This combined method is referred to as the first proposed method.

The wrapper selection methods have less simplicity and speed compared to filters. However, these methods have higher accuracy than filters due to the application of learning algorithms. These methods can be combined to take advantage of both speed and accuracy. In the combined method, the features obtained using filter-based methods as the pre-processing step for wrapper methods can be applied. Wrapper methods are not suitable for large amounts of data due to their low speed. However, the use of filters as pre-processing can be appropriate. This combined method is called the second proposed method.

In combined methods, different classifications or learning algorithms are used to evaluate the accuracy. In the present study, ensemble methods are applied as the third proposed method, which is a combination of these algorithms. However, in order to increase the accuracy, the output of the methods in the first proposed method is used as input for this method. SVM, NB, MLP, and DT are of the algorithms used in this method, which are broadly used in text classification studies and feature selection.

In this section, some of the most extensively applied methods for selecting features are described based on local and global filters. The authors use the outputs related to these filtering methods for FS. In some sections, the output of these methods is combined, which include IG, GI, DF, CC, OR, DFS. By combining these methods, appropriate results are obtained, which include an increase in accuracy. Some of these output features are common features with high scores and, therefore, can be considered as selected features.

**Information Gain (IG):** IG is one of the FS methods used in text classification, which utilizes a global filter-based approach [37]. IG is a method for evaluating entropy-based features [38] and is widely used in statistics and machine learning [21]. The higher the entropy is, the more information about the feature is obtained [37].
The authors used real-ormed for each sentence. The following algorithm is if it meets the threshold criterion, it is zeros and ones.

\[ IG(t) = - \sum_{i=1}^{M} P(C_i) \log P(C_i) + P(t) \sum_{i=1}^{M} P(C_i[t]) \log P(C_i[t]) \]
\[ + P(t) \sum_{i=1}^{M} P(C_i[t]) \log P(C_i[t]) \]  
(1)

**Gini Index (GI):** GI is a method to select global features for text classification. It was first used in DT algorithms, and then an improved form of this algorithm was proposed for FS in the text. It is a supervised method with a simpler calculation compared to IG [12], [39], [40].

\[ GI(t) = \sum_{i=1}^{M} P(t|C_i)^2 P(C_i)^2 \]  
(2)

**Distinguishing Feature Selector (DFS):** DFS is one of the most recent and appropriate FS methods for text classification, which has been proposed by Uysal and Gunal [41].

\[ DFS(t) = \sum_{i=1}^{M} \frac{P(t|C_i)}{P(t|C_i) + P(t|\bar{C}_i) + 1} \]  
(3)

**Document Frequency (DF):** This method scores the features according to the number of views in the document [40]. DF defines the document label based on the highest frequency term, and it is the simplest global feature selection [40], [42].

\[ DF(a_i) = N_p(a_i) \]  
(4)

**Correlation Coefficient (CC):** This method is a type of chi-square and can be seen as a one-side chi-square. This FS method selects terms with the highest value of \( cc \) as a feature. CC is an FS method based on the local filter [15], [29].

\[ cc(t, c_i) = \frac{\sqrt{N_p(t,c_i)p(t,c_i)p(t,c_i)p(t,c_i)}}{\sqrt{N_p(t,c_i)p(t,c_i)p(t,c_i)}} \approx \frac{\sqrt{(A+B)(C+D)(A+C)(B+D)}}{\sqrt{(A+C)(B+D)(A+D)(C+D)}} \]  
(5)

**Odds Ratio (OR):** The OR criterion is a filter-based local method, which obtains the membership of a special class with nominator and obtains the non-membership with a denominator. Membership and non-membership scores are normalized by dividing them over each other; in order to obtain the highest score from the formula, the nominator and denominator values must be maximized and minimized, respectively [12], [39], [40].

\[ OR(t|C_i) = \log \frac{P(t|C_i)1-P(t|\bar{C}_i)}{1-P(t|C_i)P(t|\bar{C}_i)} \]  
(6)

### 3-1- Process of Implementing the Proposed Method

In this section, the details, parameters, and steps of the proposed method are described in a step-by-step manner. In Fig. 1, the general steps of the proposed method are presented. The proposed method in the present article uses the output of the methods described earlier. The authors use the output of these methods in three ways, the result of which is to provide three proposed methods. In all three methods, individual filter methods are applied for the initial FS process. Each of the above methods selects different features. These features are considered to be the most important features according to their computational formula. The output of each proposed method is used by applying learning algorithms and evaluation criteria to determine the final features. A threshold is determined experimentally to determine the number of final features and is specified at each step. After determining the output features of each proposed method, if it meets the threshold criterion, it is determined as the output feature and sent for the purpose of classifying the text. The rest of the features are removed from the features matrix. The following figures demonstrate the three proposed methods. The following algorithm is used in these proposed methods for FS.

**Data production and labeling:** The authors used real-time textual data extracted from the Idekav-system for test and evaluation. These data are Persian Telegram messages and a label is considered for each message. Then the first 80% and 20% of the dataset are considered as training and test, respectively.

**Pre-processing:** The output of the previous step is a set of text documents that need to be pre-processed. Pre-processing converts textual contents into numbers and includes the tokenization, stop words, stemming, and weighting phases. The text in this study is a number of messages and each message is a sentence. In pre-processing, each sentence is broken down into a number of words and each word is a feature. The number of obtained features is significant. In order to remove insignificant and redundant features, pre-processing steps, such as deleting stop words, must be applied. In this step, a bag of word (BOW) was created and a feature vector was formed for each sentence. If there is a feature in a sentence, the corresponding entry in the feature vector gets a value equal to one. In the absence of that feature, the corresponding entry is equal to zero. The final feature vector of a matrix consists of zeros and ones. After the pre-processing steps, the total number of features extracted from the original text is equal to 6754. The authors also perform the steps of constructing a feature vector or matrix for feature selection methods.

In this research, each of the filter-based feature selection methods is applied to select the optimal set from 6754 features extracted from the original text. The selected feature sets of each local and global method are created separately; hence, the results in this section are shown separately for each method per feature matrix. The feature vector is used for learning methods as input, and each feature indicates the presence or absence of a word. The feature vector is considered as a matrix. First, the term class matrixes are extracted from the main dataset. The term class is a matrix, the columns and rows of which represent terms and classes, respectively. Each cell of this matrix contains the number of documents that contain a term such as \( t \) in a class such as \( c \). The calculation of this matrix is necessary for all other feature selection methods.
After selecting the optimal feature subset as shown in Fig. 1, from the original matrix, the columns should be selected for which the corresponding feature is selected and a new matrix should be created. This new matrix will actually be the input to the combined feature selection methods.

The following are the algorithms used for these proposed combined FS methods.

Algorithm 1. Scoring features with filter methods

**Step 1** - Set of main features: The set of features obtained from the preprocessing stage is shown with $F = \{F_1, F_2, ..., F_N\}$ and defined as a set of all the main features that in this set, $N = 6754$. The set $C_i$ also denotes the positive and negative classes, which are equal to $C_i = \{C_1, C_2\}$.

| Parameter | Description | Collection |
|-----------|-------------|------------|
| $F$       | Set of main features without feature reduction | $F = \{F_1, F_2, ..., F_N\}$ |
| $F_{Local}$ | Selected features by local feature selection method | $F_{Local} = \{F_{Local1}, F_{Local2}, ..., F_{LocalL}\}$ |
| $F_{Global}$ | Selected features by global feature selection method | $F_{Global} = \{F_{Global1}, F_{Global2}, ..., F_{GlobalM}\}$ |
| $F_{Final}$ | Final selected features by combining local and global features | $F_{Final} = \{F_{Final1}, F_{Final2}, ..., F_{FinalL}\}$ |
| $C_i$ | Selected feature class | $C_i = \{C_1, C_2\}$ |
| $T$ | Threshold value for selected features | $F_{value} < T \rightarrow$ Dropped Features $F_{value} > T \rightarrow$ Feature Selection |
| $F_{value}$ | The value of the selected feature | |

**Step 2** - Feature selection: The number of features in set $F$ are considerably large, that makes the implementation of learning methods time consuming. For this reason, the dimensions of the features must be reduced through some ways. The filter-based algorithms are examples of the most extensively used methods for reducing dimensions. For these feature vectors, both local and global feature selection methods are performed. In the feature selection steps, a series of parameters are applied, which are explained in Table 1. Also, in Fig. 2, the step of selecting a combined feature (combined FS) is shown in more detail. The steps of the feature selection method used in this article are as follows:

**Step 3** - Feature selection with local methods: In this step, using the local feature selection methods OR and CC, the features of each $C_i$ class in set $F$ are given a score. These methods are described in Section 3. These scores indicate the difference between features or features in a dataset. In the next step, all the terms are arranged in descending order according to the score they gained in the feature selection stage. Then, $L$ features with the highest score in the feature set are selected as the final features. The value of $L$ is a definite number that is usually obtained experimentally. $F_{Local} \subseteq F$ is selected as a set of locally selected features. $F_{Local} = \{F_1, F_2, ..., F_{Local}\}$ contains $L$ number of features.

**Step 4** - Feature selection with global methods: In this step, using the global feature selection methods GI, IG, DF and DFS, the features of each $C_i$ class in the set $F$ are given a score. These methods are described in Section 3. Then, as in the previous step, the features are arranged in descending order of scores. $F_{Global} \subseteq F$ is defined as a set of selected global features. $F_{Global} = \{F_1, F_2, ..., F_{Global}\}$ contains a number of $G$ features.

Algorithm 2. Combining local and global output features

**Step 1** - Combining feature sets: From steps 3 and 4 in Algorithm 1, two feature sets were obtained, each of which has a specified value. In this step, the combination of the set of output features arranged from each of the local methods with the set of output features arranged from each of the global methods are performed. From these two sets, the features with higher scores are selected.

**Step 2** - If the $F_{value}$ feature is greater than the threshold $T$, that feature is selected, otherwise it is removed from the feature set. The value of $T$ is determined experimentally.

Algorithm 3. Selecting the final set of the first proposed method

**Step 1** - Selected Features: From Algorithm 2, a set of final features $F_{Final} = \{F_1, F_2, ..., F_{Final}\}$ is obtained, that $F_{Final} \subseteq (F_{Global} \cup F_{Local})$. The $F_{Final}$ feature set possesses a set value in which the best features with higher values are selected. The combined algorithm in this research is shown in Fig. 2. The details of selecting the feature of the previous steps are shown in this figure with different colors. Local methods are shown in yellow and the output is the $F_{Local}$ features. Global methods are illustrated in blue and the output is the $F_{Global}$ features. After combining these two feature sets, the $F_{Final}$ set is obtained in green color, which selects the features with the $F_{value} > T$ feature. The value of $T$ in this figure represents a threshold for the selected features that have been determined experimentally. This step is shown in more detail in Fig. 1.
Step 2- Evaluation: Finally, the classification algorithms take the F Final set. After passing the training model, if the evaluation is acceptable, the documents will be classified.

The performance of classifications can be measured using learning methods. As shown in Fig. 2, four learning methods SVM, NB, MLP and DT were used in the present investigation. Micro-F1, Macro-F1 and RSME evaluation criteria were also applied. According to Fig. 1, if the evaluation results were not good enough, the feature selection step can be retrieved and the selection criteria be changed to reach the new set and the desired result.

Algorithm 4. Selecting the final set of the second proposed method

Step 1: The W_input dataset is equal to the output features of algorithm 3 or the F Final set of the step 4 of this algorithm.

Step 2: With T-threshold, determine the number of input features.

Step 3: Send the specified features as the input to the wrapper method.

Step 4: If the number of selected features is less than half of the T-threshold, continue to select the feature with the wrapper method.

Step 5: Repeat step 1 for all the features of the combined set, which are obtained from local and global methods.

Algorithm 5. Selecting the final set of the third proposed method

Step 1: The E_input dataset is equal to the output features of algorithm 3 or the F Final set of the step 4 of this algorithm.

Step 2: With T-threshold, determine the number of input features.

Step 3: Send the specified features to the classifiers as input.

Step 4: Train each classifier for each model.

Step 5: Get the output of step 4 with majority voting or average regression.

In this article, these algorithms were used to provide a model for classification and selecting features in the Persian text, using local and global filter feature selection methods, wrapper, and combining different classifiers. As shown in the figures, the pre-processing steps were performed before any action. Instead of using individual filter methods, a combination of local and global methods was applied as pre-processing for wrappers and combining of the classifiers. By following the suggested methods,
high accuracy was achieved. In the next section, the dataset used and the evaluation results will be presented.

4- Evaluation Results

In this section, the proposed FS models will be practically evaluated using two sets of real data (the Persian dataset of the Idekav-system and the famous Reuters dataset). The use of two datasets attempts to evaluate the performance of extensively used machine learning algorithms in FS fields. In the following, the dataset and the various widely used criteria will be presented, which are used in the text classification and FS studies.

4-1- Data and Evaluation Criteria

**Persian Dataset of Telegram:** In order to detect requests, it is required to check user messages. Therefore, the relevant documents with the highest and lowest scales are extracted; however, since numerical rankings cannot be applied equally to all phrases and sentences that are a part of the review, filter methods are used based on the characteristics of the studied language. The authors carry out the preprocessing steps, such as deleting the stop words of the Persian language, stemming, etc., on the phrases, and then use the matrix of the obtained features to calculate the score of that phrase. The Idekav dataset is applied.

The extracted dataset from the Idekav-system, which is a Telegram search engine, was applied to validate the proposed algorithm. This system includes many messages from the Telegram social network in Persian, which are regularly updated. The Telegram messenger is quite popular and beneficial among its users. These text messages have several different topics that can be used in different areas, such as data mining, opinion mining, and request identification. In the present investigation, the data used was extracted and processed by ourselves. The process of collecting and preparing this data was performed by seven senior and doctoral students of Yazd University. Training the work steps began with an explanatory session on labeling methods and rules. Each person received a username and password. People entered the Idekav-system and used interrogative keywords such as "how," "who," "I'm a buyer," and "I need" in the search field to find users' questions. They labeled sentences and messages according to the defined rules. For labeling, at first, it should be determined whether the message is a request type message or not. The authors label a message that contains a request with a positive label, and if there is no request, with it is labeled with a negative label. These explanations relate to the discussion of request identification or question identification. After the labeling process, the obtained file included 85748 records, each of which expressed a text message. The specifications of each message were shown in 14 columns. The columns indicate the characteristics of the text of the message, the message length, the positive and negative or neutral labels by the first and second person, the group ID, the group name, the number of group members, the user ID that sent the message, the message type and the sending time of the message, respectively. The dataset collection process started on February 7, 2017, and ended on March 29, 2017. Each message is labeled by two people to ensure that the labeling is correct. Labeling was performed in several different time stages. Before the last step, the statistics are reported as follows:

- U1: 448, U2: 439, U3: 15185, U4: 14289, U5: 20462, U6: 9942, U7: 14569.

The obtained final statistic, which was recorded in an excel file, includes 85748 records. In the present investigation, because the data is inherently random, 80% of the primary data was used as a training data set, and the remaining 20% was applied as a test data set. Cross-validation was used for training and testing purposes.

**Evaluation Criteria:** Selecting the right criterion for evaluation is considerably important. Common evaluation criteria applied in text classification for evaluating the performance of learning algorithms are divided into two categories: internal and external. Internal criteria include similarity measurements. Accuracy [21], precision, recall, and F-measure [12], [14] have been identified as external criteria. The authors used Micro–F1, Macro–F1, and RMSE to evaluate the performance of the proposed methods. These criteria are regularly applied to measure the performance of classification methods. Depending on a classification model and a test dataset, the performance of the model in the test dataset can be measured based on these criteria. Micro-averaged calculations give each document equal weight. However, macro-averaged provides equal weight to each category [43]. In the Micro–F1 calculation equation, p is the value of precision and r is the value of recall for all classification decisions in the whole dataset [12], [14], [25], [30], [39].

\[
\text{Micro} - F_1 = \frac{2\times p \times r}{p + r}
\]

The Macro–F1 calculation equation is the average calculation of each specific class. Where, \( p \) is the precision value and \( r \) is the recall value of class \( k \) [12],[14],[25],[30],[39]. The F1 score is the harmonic mean of precision and recall. Balancing precision and recall performance in optimizing the classifier is performed by its assistance [44].

\[
\text{Macro} - F_1 = \frac{\sum_{k=1}^{c} p_k \times F_k}{c} \quad F_k = \frac{2 \times p_k \times r_k}{p_k + r_k}
\]

The RMSE (Root Mean Square Error) is the standard deviation of the remainder in the data. RMSE demonstrates the proximity of the predicted values to the
actual values; therefore, a lower value of RMSE indicates that the model performance is appropriate [45], [46].

$$\sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}$$  \hspace{1cm} (9)

All experiments were performed with the Python language using the machine configuration as follows: OS: 64-bit Windows 10, CPU Speed: 2.60 GHz, Processor: Intel Core i7-3720QM, RAM: 24GB. The authors also used the Scikit-Learn library for machine learning to train the text classification model.

4-2- First Proposed Method (Combined Local and Global Filters)

The performance of the first proposed method is presented in the following figures. SVM was the first type of machine learning algorithm used. Fig. 5 indicates the Micro−F1 criteria for individual filter methods using this algorithm. Among individual methods, CC had a higher accuracy value.

Fig.6 presents the Micro−F1 criterion for combined filter methods using this algorithm. The highest accuracy obtained for this algorithm was equal to 0.844, which was related to the CC&DF combined method. The accuracy of this algorithm without selecting the feature was equal to 0.696. The accuracy values obtained with these algorithms in the first proposed method had a higher percentage of increase compared to the accuracy values without FS. According to the obtained results, SVM and NB learning methods performed better than other methods in the Persian dataset.

In combined methods, an optimal feature subset was obtained, which included 300 features. The results of this algorithm have been compared with the average results of other machine learning algorithms in Fig. 7.

In the first proposed method, the SVM classifier showed a more considerable increase in accuracy; hence, different kernels were obtained from this Kernel-based learner. The kernel types are linear, polynomial, sigmoid, and Radial Base Functions (RBF). Different kernels select different features, which also changes the amount of accuracy. The different kernels’ results are presented in Fig. 8. In the Linear SVM, the CC&DF combination method had an accuracy of 0.846 for 300 features, which was higher than other kernels.
that using the proposed feature selection methods has reduced the training time. In particular, in SVM, it was shown that in most cases, the use of feature selection methods increased accuracy and reduced the training time. In some cases, an increase in time has been experienced. However, due to the percentage of increase in accuracy and the percentage of reduction of feature (as seen in Table 2), the increase in time is insignificant and negligible. In Fig. 10, SVM results with 10,000 samples of datasets and NB results with different numbers of samples (10,000 samples, 20,000 samples, and all samples) of datasets are shown. As demonstrated in the figure, as the amount of processed data increases, the time has increased accordingly in most methods. A column called NO_FS has been added to the diagram to indicate time for algorithms without feature reduction. As can be seen, there was a significant reduction in time in SVM by applying feature selection methods.

4-3- Comparison with Previous Studies

Because the database has been created by the authors, it is not possible to compare this database with the methods of other articles. In this section, the authors used another dataset, Reuters-21578, which has been applied in many studies related to text classification and FS, to evaluate and compare with previous works. This dataset has also been used in a study conducted by Uysal [12].

The proposed methods in the present article were implemented on this dataset, and the results are shown in Fig. 11; similar to Uysal's study, Micro-F1 and Macro-F1 criteria were used in the present research for evaluation. For individual methods using SVM, the highest accuracy is related to CC, which indicates the correlation coefficient and has a value of 0.954. Among the combined methods using SVM, the CC&DF method shows a better result compared to the other methods and has a value of 0.955. In Uysal's study, the highest result with SVM was equal to 0.862, which is lower than the highest accuracy (0.955) used in the first proposed method of this study. In Fig. 11, a comparison has been made between the combined
method, the first proposed method, and the proposed method of Usyal's study. In this diagram, it can be seen that in both studies, the use of SVM led to better results than NB. In Fig. 11, the first three pairs of bar graphs are related to the results of Usyal's method, and the next five bar graphs are related to the proposed method of the present research.

4-4- Second Proposed Method (Combined Filter and Wrapper Methods)

In this method, before assigning the main features to the wrapper methods, they must pass through the filter of the first proposed method, and then these more optimal features to be assigned to the wrapper methods as input features. The highest result is related to the combination of SFS and filter methods that include CC. Moreover, its combination with CC, which is a local method, shows a better result among individual methods. Among the combined methods, the combination of the SFS and FCC+DFS method provides a better result.

![Fig. 12. Comparison of the average of combining the wrapper method and combined filter methods in 10,000 samples using NB classifier and Micro-F1 criteria](image)

In the first proposed combined method, FCC+DFS gives an excellent result of 0.848. The combination of this method and the wrapper method has an accuracy equal to 0.937, which indicates the efficiency of the second proposed method and a higher degree of accuracy for the FS process. These results are obtained for 10,000 samples with 50 features. In Fig. 12, the comparison of the average number of different features in the combined wrapper and filter methods is presented.

4-5- Third Proposed Method (Use of Ensemble Learning Methods)

In this method, the output of the first proposed method was applied as input. In the third method, a combination of classifiers or learning algorithms was employed. In Fig. 13, the results of combining the output of the first proposed method and ensemble methods are shown. The results revealed that the combined filtering methods produced a higher result compared to the individual methods of filtering in this proposed method. Among the first proposed methods, the $E_{CC&DF}$ combination method has a better result than the other combinations. The output of $F_{CC&DF}$ is the input of ensemble methods, and the combined method of $E_{CC&DF}$ was obtained. In this proposed method, other classifiers, such as random forest or KNN, can be used, and the results can be compared with the current results. The authors applied the same classifiers in the first proposed method.

In Fig. 14 the comparison of this proposed method is presented using different features and an average of features. On average, the combined method of $E_{CC&IG}$, which is a combination of ensemble methods and CC&IG, provides better results than other methods. Moreover, the use of combined methods with CC as an input in ensemble methods leads to better results.

![Fig. 13. Comparison of the combination of ensemble methods (combining the results of SVM, NB, MLP, and DT classifiers) and individual and combined filter methods in 50 features and 10,000 samples in SVM and NB classifiers with Micro-F1 criteria](image)

In the present study, three proposed methods were presented, which were described in the previous sections. In this section, all three proposed methods were compared. The results of performance evaluation and comparison are presented in Fig. 15. In this diagram, three methods are displayed all-in-one view, and it is observed that on average, the third proposed method, which is a combination of filter and ensemble.

![Fig. 14. Comparison of the average of combining the ensemble methods (combining the results of SVM, NB, MLP, and DT classifiers) and eight combined filter methods in 10,000 samples with Micro-F1 criteria](image)
methods, outperforms the first and second proposed methods. Then the second proposed method, which is a combination of the wrapper and filter methods (the first proposed method), shows better results compared to the first proposed method. Moreover, combining the individual CC method with all the proposed methods possesses a higher value. Therefore, the combinations of this method, which has a high value, frequently show a favorable result. Now, by combining each of these combined methods with wrapper and ensemble methods, these combinations produced better results. The high degree of accuracy in CC-containing methods is because the correlation coefficient exactly selects the words that indicate membership in a classification. Therefore, the use of CC in FS leads to a significant improvement in classification performance. There is a relationship between the size of feature set, performance, and finding the size of the optimal feature set where there is the performance peak. Moreover, with the increase in the number of samples, this increase in performance has risen. The accuracy has been increased with an increase in the number of features until reaching the optimal subset. However, after the optimal set, the performance has decreased with an increasing number of features. Regularly, combining several FS methods may be better than a single method if each FS method shows unique scoring behavior and relatively high performance.

Fig. 15. Comparison of the combined ensemble methods (combining the results of SVM, NB, MLP, and DT classifiers), individual and combined filter methods (with SVM and NB classifiers), wrapper combinations in 10,000 samples, and 50 features with Micro-F1 criteria

In this figure, the results for 10,000 samples are presented. With this number of samples, the subset of the optimal feature possesses 50 features. With more samples, it is also true that the third proposed method shows a higher result than the second and first proposed methods but leads to an increase in the number of features in the optimal feature subset. The results of the present research revealed that the combination of methods based on local and global filters showed a better classification performance than individual methods. These combinations reduced the dimensions of the feature space by producing the optimal subset of all the important and efficient features, leading to an increase in accuracy. On the other hand, the algorithms that select the best subset of the features are extremely optimal in terms of time and reduced the computational time. In other words, the learning model is obtained with higher generalizability, which shows the importance of FS in the classification. With these combined methods, the most optimal subset of the feature can be obtained. At each step, the FS operation is performed, and its related learning model is trained. The authors will continue these steps until reaching the best feature reduction rate and classification accuracy.

| Table 2. The percentage of increase in accuracy and percentage of feature reduction of the proposed methods with Micro-F1 criterion and number of different training samples |
|-------------------------------------------------|-------------------------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Accuracy Increase | Feature Reduction | Accuracy Increase | Feature Reduction | Percentage of Increase in Accuracy | Clasifiers | Better Method | Optimal Features | Percentage of Feature Reduction | Number of Samples |
|--------------------|-------------------|-------------------|-------------------|---------------------------------|-------------|--------------|-----------------|-------------------------------|-----------------|
| First Proposed Method | 0.69 | 0.86 | 21.78% | SVM | CC | 200 | 96.67% | all samples |
| 0.74 | 0.83 | 12.16% | NB | IG | 50 | 99.17% | all samples |
| 0.74 | 0.82 | 10.81% | NB | CC&DF | 500 | 95.06% | all samples |
| 0.55 | 0.87 | 1.57% | MLP | CC & DF | 500 | 95.66% | all samples |
| 0.55 | 0.85 | -1.1% | DT | IG | 400 | 99.33% | all samples |
| 0.55 | 0.83 | -6.77% | RF | CC & DF | 400 | 99.33% | all samples |
| 0.67 | 0.84 | 49.90% | NB | CC | 50 | 99.17% | 10000 |
| 0.67 | 0.84 | 41.43% | NB | CC & CC | 50 | 99.17% | 10000 |
| 0.63 | 0.77 | 125.32% | SVM | CC & CC | 50 | 98.83% | 20000 |
| 0.64 | 0.76 | 124.93% | SVM | CC & DF | 100 | 98.83% | 20000 |
| Second Proposed Method | 0.65 | 0.91 | 54.63% | NB | CC & DF | 50 | 99.17% | 10000 |
| 0.74 | 0.84 | 26.81% | SVM | CC & DF | 50 | 99.17% | 10000 |
| 0.82 | 0.56 | 56.15% | NB | CC & DF | 50 | 99.17% | 10000 |
| 0.74 | 0.83 | 1.57% | SVM | CC & DF | 200 | 96.67% | all samples |
| 0.62 | 0.87 | 44.65% | NB | CC & DF | 200 | 96.67% | all samples |

The highest increase in accuracy was related to 50 features in 10,000 samples. In 20,000 samples, the maximum increase in accuracy was related to 100 features. In all samples, the maximum increase in accuracy was in 300 features, and this set was considered to be the optimal subset. Therefore, it can be concluded that as the volume of processed data increases, the optimal feature subset also rises. The percentage of increase in some cases is considerably small and also in some cases, is significant, and there is no incremental percentage in other cases; however, it is noteworthy that the reduction of training time has been significant due to the feature reduction. Table 2 also indicates the percentage of increase in accuracy and the percentage of feature reduction of the proposed methods with the Micro-F1 criterion and the number of different training samples (increase in the amount of data processed). In this table, the results of the proposed algorithms are shown when changing the database.

5- Conclusions and Future Work

In the present article, three proposed methods were suggested to increase the accuracy of request identification in Persian messages on Telegram. In the first method, which was a combination of local and global filter-based methods, the CC&DF combination method increased the accuracy up to 0.844. This value
is related to the SVM classifier, which showed a better result than other classifiers. It is the reason that the authors have calculated the different kernels, among which the linear kernel showed a better result. The optimal feature subset in this method included 300 features. Based on the results obtained, the proposed combined methods considerably increased the accuracy, and the computation time was reduced. Accuracy and calculation time are effective criteria in machine learning methods. Wrapper algorithms have more accuracy than filter methods; however, their implementation of high-dimensional data takes much time to calculate. Therefore, the first proposed method of this research was applied as pre-processing for these methods, and the data dimensions were significantly reduced. Furthermore, this combined method was better than the first proposed method by providing an accuracy of 0.937. In the third proposed method, the output of the first proposed method was used as the input of ensemble methods. Then, the classifiers used in the first method were combined, and the result was better compared to the first and second proposed methods. The accuracy of the third proposed method was equal to 0.945. The authors applied Micro−F1, Macro−F1, and RMSE criteria to evaluate the performance of the proposed methods.

In the future, other ensemble classifiers, such as Random Forest, AdaBoost classifier, etc., will be evaluated. A combination of other filter and wrapper-based, as well as embedded methods will be used and the results will be compared with the results of the present study. Data on other social media can also be applied. It is also possible to use the proposed methods to select important features of bourse signals and improve business development by increasing the prediction accuracy.
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