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Abstract. The work concerns deviation estimates for multivalued McKean-Vlasov stochastic differential equations. First of all, we prove the large deviation principle for them by the weak convergence approach. Then the central limit theorem for them is shown with the help of a formula for $L$-derivatives. Finally, we establish the moderate deviation principle for them.

1. Introduction

Given a filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$ and a $m$-dimensional standard Brownian motion $W = (W^1, W^2, \cdots, W^m)$ defined on it. Consider the following multivalued McKean-Vlasov stochastic differential equation (SDE for short) on $\mathbb{R}^d$:

$$
\begin{cases}
  dX_t \in -A(X_t)dt + b(X_t, \mathcal{L}_{X_t})dt + \sigma(X_t, \mathcal{L}_{X_t})dW_t, \\
  X_0 = \xi \in D(A), \mathcal{L}_{X_t} = \mathbb{P}_{X_t} = \text{the probability distribution of } X_t,
\end{cases}
$$

where $\xi$ is nonrandom, $A : \mathbb{R}^d \mapsto 2^{\mathbb{R}^d}$ is a maximal monotone operator, $\text{Int}(D(A)) \neq \emptyset$ and the coefficients $b : \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \mapsto \mathbb{R}^d$, $\sigma : \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \mapsto \mathbb{R}^d \times \mathbb{R}^m$ are Borel measurable.

If the coefficients $b, \sigma$ don’t depend on distributions of solution processes, Eq. (1) is called a multivalued SDE. The type of equations was firstly introduced by Cépa in $[1]$ and $[2]$, and then has received increasing attentions from researchers in recent years (c.f. $[18, 19, 20, 21, 24, 25]$). Let us mention some works related with ours. In $[21]$, Ren, Wu and Zhang proved the large deviation principle for multivalued SDEs. Later, Ren, Wu and Zhang $[19]$ presented a general large deviation principle for them. Recently, Zhang $[24]$ established the moderate deviation principle of them.

If the coefficients $b, \sigma$ depend on distributions of solution processes, Eq. (1) is called a multivalued McKean-Vlasov SDE. The type of equations is the generalization of McKean-Vlasov SDEs and contains McKean-Vlasov stochastic variational inequalities where the maximal monotone operator $A$ is the subdifferential operator of some convex function. Although there are many results about McKean-Vlasov SDEs (c.f. $[5, 6, 7, 10, 12, 13, 17, 22]$), only a few results on multivalued McKean-Vlasov SDEs appear. Let us review some results. In $[3]$, Chi proved the existence and uniqueness for the solutions of a type of multivalued McKean-Vlasov SDEs where the coefficients $b, \sigma$ depend on distributions through integrations. And Ren and Wang $[16]$ showed the well-posedness and the uniform large
deviation principle for mean-field stochastic variational inequalities where the coefficients \( b, \sigma \) contain mathematical expectations. Very recently, Gong and Qiao [9] established the well-posedness and stability for Eq. (1) under non-Lipschitz conditions.

In the paper, we follow up the line in [9] and study the asymptotic behavior of the strong solution for Eq. (1) in different deviation scales. Concretely speaking, for any \( \varepsilon > 0 \), consider the following multivalued McKean-Vlasov SDE:

\[
\begin{align*}
\text{d}X^\varepsilon_t &\in -A(X^\varepsilon_t)\text{d}t + b(X^\varepsilon_t, \mathcal{L}X^\varepsilon_t)\text{d}t + \sqrt{\varepsilon}\sigma(X^\varepsilon_t, \mathcal{L}X^\varepsilon_t)\text{d}W_t, \\
X^\varepsilon_0 &= \xi \in \mathcal{D}(A).
\end{align*}
\] (2)

Assume that \((X^\varepsilon, K^\varepsilon)\) is a strong solution of Eq. (2). Then we investigate the deviations of \( X^\varepsilon \) from \( X^0 \) by studying the asymptotic behavior of the trajectory

\[
\frac{X^\varepsilon - X^0}{a(\varepsilon)},
\]

where \( a : \mathbb{R}^+ \mapsto (0, 1) \) and \((X^0, K^0)\) satisfies the following multivalued differential equation

\[
\begin{align*}
\text{d}X^0_t &\in -A(X^0_t)\text{d}t + b(X^0_t, \delta X^0_t)\text{d}t, \\
X^0_0 &= \xi.
\end{align*}
\] (3)

Our contribution is as follows:

- we provide the large deviation estimate for Eq. (1) in the case of \( a(\varepsilon) \equiv 1 \).
- we show the central limit theorem for Eq. (1) in the case of \( a(\varepsilon) = \sqrt{\varepsilon} \). That is, \( \frac{X^\varepsilon - X^0}{a(\varepsilon)} \) converges to a stochastic process in a certain sense as \( \varepsilon \to 0 \).
- we prove the moderate deviation principle for Eq. (1) in the case of \( a(\varepsilon) \) satisfying

\[
a(\varepsilon) \to 0, \quad \frac{\varepsilon}{a^2(\varepsilon)} \to 0 \quad \text{as} \quad \varepsilon \to 0.
\]

It is worthwhile to mentioning our results and methods. Firstly, since our equation is more general than one in [16], our result can cover [16, Theorem 4.3]. Secondly, if the maximal monotone operator \( A \) is zero, our equation becomes a McKean-Vlasov SDE. In [22], Suo and Yuan established the central limit theorem and the moderate deviation principle for McKean-Vlasov SDEs. Therefore, our result is more general. Thirdly, the traditional method of large and moderate deviation principles requires exponential tightness estimate and other exponential probability estimations (c.f. [7]). However, this method is particularly cumbersome for multivalued McKean-Vlasov SDEs. Hence, we use the weak convergence method to prove large and moderate deviation principles (c.f. [8, 11, 14, 15]). Fourthly, in order to obtain the moderate deviation principle for Eq. (1), because the coefficients \( b, \sigma \) contain the distribution of the solution process, it is difficult directly to prove that \( \frac{X^\varepsilon - X^0}{a(\varepsilon)} \) satisfies the large deviation principle (c.f. [24]). To overcome the difficulty, we show the moderate deviation principle for Eq. (1) through the exponential equivalence.

The rest of this paper is organized as follows. In Section 2 we recall some notions and some lemmas. Then a general criterion of large deviation principles is given and the uniform large deviation principle for Eq. (1) is proved. In Section 4 we establish the central limit theorem for Eq. (1). Finally, in Section 5 the moderate deviation principle for Eq. (1) is presented.

The following convention will be used throughout the paper: \( C \) with or without indices will denote different positive constants whose values may change from one place to another.
2. Preliminary

In the section, we introduce notations and concepts and recall some results used in the sequel.

2.1. Notations. In the subsection, we introduce some notations.

Let $| \cdot |$ and $\| \cdot \|$ be norms of vectors and matrices, respectively. Furthermore, let $\langle \cdot , \cdot \rangle$ denote the scalar product in $\mathbb{R}^d$. Let $B^*$ denote the transpose of the matrix $B$.

Let $C(\mathbb{R}^d)$ be the collection of continuous functions on $\mathbb{R}^d$ and $C^2(\mathbb{R}^d)$ be the space of continuous functions on $\mathbb{R}^d$ which have continuous partial derivatives of order up to 2.

Let $\mathcal{B}(\mathbb{R}^d)$ be the Borel $\sigma$-algebra on $\mathbb{R}^d$ and $\mathcal{P}(\mathbb{R}^d)$ be the space of all probability measures defined on $\mathcal{B}(\mathbb{R}^d)$ carrying the usual topology of the weak convergence. Let $\mathcal{P}_2(\mathbb{R}^d)$ be the set of probability measures on $\mathcal{B}(\mathbb{R}^d)$ with finite second order moments. That is,

$$\mathcal{P}_2(\mathbb{R}^d) := \left\{ \mu \in \mathcal{P}(\mathbb{R}^d) : \| \mu \|^2 := \int_{\mathbb{R}^d} |x|^2 \mu(dx) < \infty \right\}.$$

As we can see, $\mathcal{P}_2(\mathbb{R}^d)$ is a Polish space under the Wasserstein distance

$$W_2(\mu, \nu) := \inf_{\pi \in \Psi(\mu, \nu)} \left( \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^2 \pi(dx, dy) \right)^{\frac{1}{2}}, \quad \mu, \nu \in \mathcal{P}_2(\mathbb{R}^d),$$

where $\Psi(\mu, \nu)$ is the set of couplings for $\mu$ and $\nu$.

2.2. Maximal monotone operators. In the subsection, we introduce maximal monotone operators.

Fix a multivalued operator $A : \mathbb{R}^d \mapsto 2^{\mathbb{R}^d}$, where $2^{\mathbb{R}^d}$ stands for all the subsets of $\mathbb{R}^d$, and set

$$\mathcal{D}(A) := \left\{ x \in \mathbb{R}^d : A(x) \neq \emptyset \right\}$$

and

$$Gr(A) := \left\{ (x, y) \in \mathbb{R}^{2d} : x \in \mathcal{D}(A), \, y \in A(x) \right\}.$$

Then we say that $A$ is monotone if $\langle x_1 - x_2, y_1 - y_2 \rangle \geq 0$ for any $(x_1, y_1), (x_2, y_2) \in Gr(A)$, and $A$ is maximal monotone if

$$(x_1, y_1) \in Gr(A) \iff \langle x_1 - x_2, y_1 - y_2 \rangle \geq 0, \, \forall (x_2, y_2) \in Gr(A).$$

Given $T > 0$. Let $\mathcal{V}_0$ be the set of all continuous functions $K : [0, T] \mapsto \mathbb{R}^d$ with finite variations and $K_0 = 0$. For $K \in \mathcal{V}_0$ and $s \in [0, T]$, we shall use $|K|_s$ to denote the variation of $K$ on $[0, s]$. Set

$$\mathcal{A} := \left\{ (X, K) : X \in C([0, T], \overline{\mathcal{D}(A)}), \, K \in \mathcal{V}_0, \right.$$ 

and $\langle X_t - x, dK_t - y dt \rangle \geq 0$ for any $(x, y) \in Gr(A)$.

Then about $\mathcal{A}$ we recall the following results (cf. [2, 25]).

**Lemma 2.1.** For $X \in C([0, T], \overline{\mathcal{D}(A)})$ and $K \in \mathcal{V}_0$, the following statements are equivalent:

(i) $(X, K) \in \mathcal{A}$.

(ii) For any $(x, y) \in C([0, T], \mathbb{R}^d)$ with $(x_t, y_t) \in Gr(A)$, it holds that

$$\langle X_t - x_t, dK_t - y_t dt \rangle \geq 0.$$
(iii) For any \((X', K') \in \mathcal{A}\), it holds that
\[ \left\langle X_t - X'_t, dK_t - dK'_t \right\rangle \geq 0. \]

**Lemma 2.2.** Assume that \( \text{Int}(\mathcal{D}(A)) \neq \emptyset \), where \( \text{Int}(\mathcal{D}(A)) \) denotes the interior of the set \( \mathcal{D}(A) \). For any \( a \in \text{Int}(\mathcal{D}(A)) \), there exists constants \( \gamma_1 > 0 \), and \( \gamma_2, \gamma_3 \geq 0 \) such that for any \((X, K) \in \mathcal{A}\) and \( 0 \leq s < t \leq T \),
\[ \int_s^t \left\langle X_r - a, dK_r \right\rangle \geq \gamma_1 |K'_s|_s - \gamma_2 \int_s^t |X_r - a| dr - \gamma_3 (t - s). \]

### 2.3. Multivalued McKean-Vlasov SDEs.

In the subsection, we introduce multivalued McKean-Vlasov SDEs.

Consider Eq.\([\boxed{1}]\), i.e.
\[
\begin{cases}
    dX_t = -A(X_t)dt + b(X_t, \mathcal{L}_{X_t})dt + \sigma(X_t, \mathcal{L}_{X_t})dW_t, \\
    X_0 = \xi \in \mathcal{D}(A), \mathcal{L}_{X_t} = \mathbb{P}_{X_t} = \text{the probability distribution of } X_t.
\end{cases}
\]

A strong solution of Eq.\([\boxed{1}]\) means that there exists a pair of adapted processes \((X, K)\) on \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [0, T]}, \mathbb{P})\) such that

(i) \( \mathbb{P}(X_0 = \xi) = 1 \),
(ii) \( X_t \in \mathcal{P}_2^W \), where \( \{\mathcal{F}_t^W\}_{t \in [0, T]} \) stands for the \( \sigma \)-field filtration generated by \( W \),
(iii) \( (X(\omega), K(\omega)) \in \mathcal{A} \) a.s. \( \mathbb{P} \),
(iv) it holds that
\[ \mathbb{P} \left\{ \int_0^T \left( |b(X_s, \mathcal{L}_{X_s})| + \|\sigma(X_s, \mathcal{L}_{X_s})\|^2\right) ds < +\infty \right\} = 1, \]
and
\[ X_t = \xi - K_t + \int_0^t b(X_s, \mathcal{L}_{X_s}) ds + \int_0^t \sigma(X_s, \mathcal{L}_{X_s}) dW_s, \quad 0 \leq t \leq T. \]

### 2.4. \( L \)-derivatives for the functions on \( \mathcal{P}_2(\mathbb{R}^d) \).

In the subsection, we introduce \( L \)-derivatives for the functions on \( \mathcal{P}_2(\mathbb{R}^d) \).

For any \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \), set
\[ T_{\mu, 2} := L^2(\mathbb{R}^d \mapsto \mathbb{R}^d; \mu) \]
\[ := \left\{ \phi : \mathbb{R}^d \mapsto \mathbb{R}^d; \phi \text{ is measurable with } \mu(|\phi|^2) := \int_{\mathbb{R}^d} |\phi(x)|^2 \mu(dx) < \infty \right\}, \]
\[ \|\phi\|^2_{T_{\mu, 2}} := \int_{\mathbb{R}^d} |\phi|^2 \mu(dx), \quad \text{for } \phi \in T_{\mu, 2}. \]

**Definition 2.3.** Let \( f : \mathcal{P}_2(\mathbb{R}^d) \mapsto \mathbb{R} \) be a continuous function, and \( I \) be the identity map on \( \mathbb{R}^d \).

(i) If for any \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \)
\[ T_{\mu, 2} \ni \phi \mapsto D^L_\phi f(\mu) := \lim_{\varepsilon \to 0} \frac{f(\mu \circ (I + \varepsilon \phi)^{-1}) - f(\mu)}{\varepsilon} \in \mathbb{R} \]
is a well-defined bounded linear functional, we call \( f \) intrinsically differentiable at \( \mu \), and the intrinsic derivative of \( f \) at \( \mu \) is \( D^L_\phi f(\mu) \).
(ii) If for any $\mu \in \mathcal{P}_2(\mathbb{R}^d)$

$$\lim_{||\phi||_{T_{\mu,2}} \to 0} \frac{f(\mu \circ (I + \varepsilon \phi)^{-1}) - f(\mu) - D^L_{\phi} f(\mu)}{\varepsilon} = 0,$$

we call $f$ $L$-differentiable at $\mu$ and the $L$-derivative (i.e. Lions derivative) of $f$ at $\mu$ is denoted as $D^L_{\phi} f(\mu)$.

By the Riesz representation theorem, we know that

$$\langle D^L_{\phi} f(\mu), \phi \rangle_{T_{\mu,2}} := \int_{\mathbb{R}^d} \langle D^L_{\phi} f(\mu)(x), \phi(x) \rangle \mu(dx) = D^L_{\phi} f(\mu), \quad \phi \in T_{\mu,2}.$$

**Definition 2.4.** $f \in C^1(\mathcal{P}_2(\mathbb{R}^d))$ means that $f$ is $L$-differentiable at any point $\mu \in \mathcal{P}_2(\mathbb{R}^d)$, and the $L$-derivative $D^L_{\phi} f(\mu)(x)$ has a version jointly continuous in $(\mu, x) \in \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d$. If moreover, $D^L_{\phi} f(\mu)(x)$ is bounded, we denote $f \in C^1_b(\mathcal{P}_2(\mathbb{R}^d))$.

For a vector-valued function $f = (f_i)$, or a matrix-valued function $f = (f_{ij})$ with $L$-differentiable components, we write

$$D^L_{\phi} f(\mu) = (D^L_{\phi} f_i(\mu)), \quad D^L_{\phi} f(\mu) = (D^L_{\phi} f_{ij}(\mu)), \quad \mu \in \mathcal{P}_2(\mathbb{R}^d).$$

3. **The large deviation principle for multivalued McKean-Vlasov SDEs**

In this section, we study the large deviation principle for multivalued McKean-Vlasov SDEs.

3.1. **A general criterion of large deviation principles.** In the subsection, we introduce a general criterion of large deviation principles.

The theory of small-noise large deviations concerns with the asymptotic behavior of solutions of multivalued McKean-Vlasov SDEs like Eq. (1), say $\{X^\varepsilon\}$, $\varepsilon > 0$ defined on $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [0, T]}, \mathbb{P})$, which converge exponentially fast as $\varepsilon \to 0$. The decay rate is expressed via a rate function. An equivalent argument of the large deviation principle is the Laplace principle.

Next, we introduce the Laplace principle. Let us begin with some notations. Let $\mathbb{S}$ be a Polish space. For each $\varepsilon > 0$, let $X^\varepsilon$ be a $\mathbb{S}$-valued random variable given on $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [0, T]}, \mathbb{P})$.

**Definition 3.1.** The function $I$ on $\mathbb{S}$ is called a rate function if for each $M < \infty$, $\{x \in \mathbb{S} : I(x) \leq M\}$ is a compact subset of $\mathbb{S}$.

**Definition 3.2.** We say that $\{X^\varepsilon\}$ satisfies the Laplace principle with the rate function $I$, if for and any real bounded continuous function $g$ on $\mathbb{S}$,

$$\lim_{\varepsilon \to 0} \varepsilon \log \mathbb{E} \left\{ \exp \left[ - \frac{g(X^\varepsilon)}{\varepsilon} \right] \right\} = - \inf_{x \in \mathbb{S}} \left( g(x) + I(x) \right).$$

In particular, the family of $\{X^\varepsilon, \varepsilon \in (0, 1)\}$ satisfies the large deviation principle in $(\mathbb{S}, \mathcal{B}(\mathbb{S}))$ with the rate function $I$. More precisely, for any closed subset $B_1 \in \mathcal{B}(\mathbb{S})$,

$$\limsup_{\varepsilon \to 0} \varepsilon \log \mathbb{P}(X^\varepsilon \in B_1) \leq - \inf_{x \in B_1} I(x),$$

and for any open subset $B_2 \in \mathcal{B}(\mathbb{S})$,

$$\liminf_{\varepsilon \to 0} \varepsilon \log \mathbb{P}(X^\varepsilon \in B_2) \geq - \inf_{x \in B_2} I(x).$$
To state some conditions under which the Laplace principle holds, we define some spaces. Set $\mathbb{H} := L^2([0,T];\mathbb{R}^m)$ and $\|h\|_{\mathbb{H}} := (\int_0^T |h(t)|^2 dt)^{1/2}$ for $h \in \mathbb{H}$. Let $\mathcal{A}$ be the collection of predictable processes $u(\omega,\cdot)$ belonging to $\mathbb{H}$ a.s. $\omega$. For each $N \in \mathbb{N}$ we define two following spaces:

$$D^N_2 := \{ h \in \mathbb{H} : \|h\|_{\mathbb{H}}^2 \leq N \}, \quad A^N_2 := \{ u \in \mathcal{A} : u(\omega,\cdot) \in D^N_2, \text{a.s.} \omega \}.$$

**Condition 3.3.** Let $\psi^\varepsilon : C([0,T];\mathbb{R}^m) \mapsto \mathbb{S}$ be a family of measurable mappings. There exists a measurable mapping $\psi^0 : C([0,T];\mathbb{R}^m) \mapsto \mathbb{S}$ such that

(i) for $N \in \mathbb{N}$ and $\{h_\varepsilon, \varepsilon > 0\} \subset D^N_2$, $h \in D^N_2$, if $h_\varepsilon \to h$ as $\varepsilon \to 0$, then

$$\psi^0\left(\int_0^T h_\varepsilon(s)ds\right) \to \psi^0\left(\int_0^T h(s)ds\right).$$

(ii) for $N \in \mathbb{N}$ and $\{u_\varepsilon, \varepsilon > 0\} \subset A^N_2$, $u \in A^N_2$, if $u_\varepsilon$ converges in distribution to $u$ as $\varepsilon \to 0$, then

$$\psi^\varepsilon(\sqrt{\varepsilon}W(\cdot) + \int_0^T u_\varepsilon(s)ds) \overset{d}{\to} \psi^0(\int_0^T u(s)ds).$$

For $x \in \mathbb{S}$ define $D_x = \{ h \in \mathbb{H} : x = \psi^0(\int_0^T h(s)ds) \}$. Let $I : \mathbb{S} \mapsto [0,\infty]$ be defined by

$$I(x) = \frac{1}{2} \inf_{h \in D_x} \|h\|_{\mathbb{H}}^2.$$

From [14, Theorem 4.4], we have the following result.

**Theorem 3.4.** Set $X_\varepsilon := \psi^\varepsilon(\sqrt{\varepsilon}W)$. Assume that Condition 3.3 holds. Then $\{X_\varepsilon\}$ satisfies the Laplace principle with the rate function $I$ given above.

### 3.2. The Laplace principle

In the subsection, we study the Laplace principle for multivalued McKean-Vlasov SDEs.

Consider Eq. (2), i.e.

\[
\begin{cases}
  dX^\varepsilon_t = -A(X^\varepsilon_t)dt + b(X^\varepsilon_t, \mathcal{L}X^\varepsilon_t)dt + \sqrt{\varepsilon}\sigma(X^\varepsilon_t, \mathcal{L}X^\varepsilon_t)dW_t, \\
  X^\varepsilon_0 = \xi \in \overline{D}(A).
\end{cases}
\]

Assume:

1. **(H_1)** The function $b$ is continuous in $(x, \mu)$, and $b, \sigma$ satisfy for $(x, \mu) \in \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d)$

   $$|b(x, \mu)| \leq L_1(1 + |x| + \|\mu\|_2), \quad |\sigma(x, \mu)| \leq L_1,$$

   where $L_1 > 0$ is a constant.

2. **(H_2)** The function $b, \sigma$ satisfy for $(x_1, \mu_1), (x_2, \mu_2) \in \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d)$

   $$2\langle x_1 - x_2, b(x_1, \mu_1) - b(x_2, \mu_2) \rangle \leq L_2(|x_1 - x_2|^2 + \mathbb{W}_2^2(\mu_1, \mu_2)),$$

   $$|\sigma(x_1, \mu_1) - \sigma(x_2, \mu_2)|^2 \leq L_2(|x_1 - x_2|^2 + \mathbb{W}_2^2(\mu_1, \mu_2)),$$

   where $L_2 > 0$ is a constant.

Under **(H_1)**-(**H_2**), by [9, Theorem 3.5], we know that Eq. (2) has a unique strong solution denoted as $(X^\varepsilon, \hat{K}^\varepsilon)$. In order to prove the Laplace principle for Eq. (1), we will verify Condition 3.3 with

$$\mathbb{S} := C([0,T], \overline{D}(A)), \quad \psi^\varepsilon(\sqrt{\varepsilon}W) := X^\varepsilon.$$
First of all, we consider a controlled analogue of Eq. (2) with the same initial value

\[ X_t^{\varepsilon,\mu} = \xi + \int_0^t b(X_s^{\varepsilon,\mu}, \mathcal{L}_s) \, ds + \int_0^t \sigma(X_s^{\varepsilon,\mu}, \mathcal{L}_s) \, u(s) \, ds + \sqrt{\varepsilon} \int_0^t \sigma(X_s^{\varepsilon,\mu}, \mathcal{L}_s) \, dW_s - K_t^{\varepsilon,\mu}, \quad u \in \mathbb{A}_2^N. \]  

(4)

Thus, by the Girsanov theorem, it holds that Eq. (4) has a unique solution denoted as \((X^{\varepsilon,\mu}, K^{\varepsilon,\mu})\). Moreover, \(X^{\varepsilon,\mu} = \psi^{\varepsilon}(\sqrt{\varepsilon}W + \int_0^\cdot u(s) \, ds)\). Then let \((X_0^{0,\mu}, K_0^{0,\mu})\) solve the following equation

\[ X_t^{0,\mu} = \xi + \int_0^t b(X_s^{0,\mu}, \delta X_s) \, ds + \int_0^t \sigma(X_s^{0,\mu}, \delta X_s) \, u(s) \, ds - K_t^{0,\mu}, \]  

(5)

where \(\delta\) is the Dirac measure, i.e. for any \(B \in \mathcal{B}(\mathbb{R}^d)\)

\[ \delta_x(B) = \begin{cases} 1, & x \in B, \\ 0, & x \notin B, \end{cases} \]

and \((X_0^0, K_0)\) is the unique solution of Eq. (3), i.e.

\[ X_t^0 = \xi + \int_0^t b(X_s^0, \delta X_s) \, ds - K_t^0. \]

We define the measurable map \(\psi^0 : C([0, T]; \mathbb{R}^m) \to \mathbb{S}\) by \(\psi^0(\int_0^\cdot u(s) \, ds) = X_0^{0,\mu}\). So, for \(\psi^0\) we verify Condition 3.3.

**Lemma 3.5.** Let \(h_\varepsilon \to h\) in \(D_2^N\) as \(\varepsilon \to 0\). Then \(\psi^0(\int_0^\cdot h_\varepsilon(s) \, ds)\) converges to \(\psi^0(\int_0^\cdot h(s) \, ds)\).

**Proof.** First of all, by the definition of \(\psi^0\), it holds that \(\psi^0(\int_0^\cdot h_\varepsilon(s) \, ds), \psi^0(\int_0^\cdot h(s) \, ds)\) satisfy the following equations:

\[ X_t^{0,h_\varepsilon} = \xi + \int_0^t b(X_s^{0,h_\varepsilon}, \delta X_s) \, ds + \int_0^t \sigma(X_s^{0,h_\varepsilon}, \delta X_s) h_\varepsilon(s) \, ds - K_t^{0,h_\varepsilon}, \]

\[ X_t^{0,h} = \xi + \int_0^t b(X_s^{0,h}, \delta X_s) \, ds + \int_0^t \sigma(X_s^{0,h}, \delta X_s) h(s) \, ds - K_t^{0,h}. \]

Set \(Z_0(t) = X_t^{0,h_\varepsilon} - X_t^{0,h}\), and by Lemma 2.1 and (H2) we have

\[ |Z_0(t)|^2 = -2 \int_0^t \langle Z_0(s), dK_s^{0,h_\varepsilon} - dK_s^{0,h} \rangle + 2 \int_0^t \langle Z_0(s), b(X_s^{0,h_\varepsilon}, \delta X_s) - b(X_s^{0,h}, \delta X_s) \rangle \, ds \]

\[ + 2 \int_0^t \langle Z_0(s), \sigma(X_s^{0,h_\varepsilon}, \delta X_s) h_\varepsilon(s) - \sigma(X_s^{0,h}, \delta X_s) h(s) \rangle \, ds \]

\[ \leq 2 \int_0^t \langle Z_0(s), b(X_s^{0,h_\varepsilon}, \delta X_s) - b(X_s^{0,h}, \delta X_s) \rangle \, ds \]

\[ + 2 \int_0^t \langle Z_0(s), \sigma(X_s^{0,h_\varepsilon}, \delta X_s) h_\varepsilon(s) - \sigma(X_s^{0,h}, \delta X_s) h(s) \rangle \, ds \]

\[ \leq L_2 \int_0^t |Z_0(s)|^2 \, ds + 2 \int_0^t \langle Z_0(s), \sigma(X_s^{0,h}, \delta X_s) (h_\varepsilon(s) - h(s)) \rangle \, ds \]

\[ + 2 \int_0^t \langle Z_0(s), (\sigma(X_s^{0,h_\varepsilon}, \delta X_s) - \sigma(X_s^{0,h}, \delta X_s)) h_\varepsilon(s) \rangle \, ds \]
\[ =: L_2 \int_0^t |Z^0(s)|^2 ds + I_1 + I_2. \] (6)

Next, for \( I_1 \), by Hölder’s inequality and (H_1), we have

\[
I_1 \leq 2 \left| \int_0^t \langle Z^0(s), \sigma(X_s^{0,h}, \delta_X^\varepsilon)(h_\varepsilon(s) - h(s)) \rangle ds \right|
\leq 2 \sup_{s \in [0,t]} |Z^0(s)| \int_0^t |\sigma(X_s^{0,h}, \delta_X^\varepsilon)(h_\varepsilon(s) - h(s))| ds
\leq 2 \sup_{s \in [0,t]} |Z^0(s)| \left( \int_0^t ||\sigma(X_s^{0,h}, \delta_X^\varepsilon)||^2 ds \right)^{\frac{1}{2}} \left( \int_0^t |h_\varepsilon(s) - h(s)|^2 ds \right)^{\frac{1}{2}}
\leq \frac{1}{4} \sup_{s \in [0,t]} |Z^0(s)|^2 + C \int_0^T |h_\varepsilon(s) - h(s)|^2 ds. \] (7)

Besides, for \( I_2 \), from (H_2), it follows that

\[
I_2 \leq 2 \left| \int_0^t \langle Z^0(s), (\sigma(X_s^{0,h}, \delta_X^\varepsilon) - \sigma(X_s^{0,h}, \delta_X^\varepsilon))(h_\varepsilon(s)) \rangle ds \right|
\leq 2 \sqrt{L_2} \int_0^t |Z^0(s)|^2 |h_\varepsilon(s)| ds
\leq 2 \sqrt{L_2} \left( \int_0^t |Z^0(s)|^4 ds \right)^{\frac{1}{2}} \left( \int_0^t |h_\varepsilon(s)|^2 ds \right)^{\frac{1}{2}}
\leq 2 \sqrt{L_2} \left( \sup_{s \in [0,t]} |Z^0(s)| \right) \left( \int_0^t |Z^0(s)|^2 ds \right)^{\frac{1}{2}}
\leq \frac{1}{4} \sup_{s \in [0,t]} |Z^0(s)|^2 + C \int_0^T |Z^0(s)|^2 ds. \] (8)

Inserting (7) and (8) in (6), we obtain that

\[ |Z^0(t)|^2 \leq \frac{1}{2} \sup_{s \in [0,t]} |Z^0(s)|^2 + C \int_0^t |Z^0(s)|^2 ds + C \int_0^T |h_\varepsilon(s) - h(s)|^2 ds, \] (9)

which implies that

\[ \sup_{t \in [0,T]} |Z^0(t)|^2 \leq C \int_0^T \left( \sup_{s \in [0,u]} |Z^0(s)|^2 \right) du + C \int_0^T |h_\varepsilon(s) - h(s)|^2 ds. \]

Thus, by Gronwall’s inequality, it holds that

\[ \sup_{t \in [0,T]} |X_t^{0,h_\varepsilon} - X_t^{0,h}|^2 \leq \left[ C \int_0^T |h_\varepsilon(s) - h(s)|^2 ds \right] e^{CT}. \]

Therefore, we know that \( \sup_{t \in [0,T]} |X_t^{0,h_\varepsilon} - X_t^{0,h}|^2 \to 0 \) as \( \varepsilon \to \infty. \) \( \square \)
Lemma 3.6. Under $(H_1)$-$(H_2)$, it holds that
\[
\mathbb{E} \left( \sup_{t \in [0,T]} |X_t^\varepsilon - X_t^0|^2 \right) \leq C\varepsilon e^{CT}.
\]

Proof. Note that
\[
X_t^\varepsilon - X_t^0 = -(K_t - K_t^0) + \int_0^t (b(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}) - b(X_s^0, \delta X_s^0))ds + \sqrt{\varepsilon} \int_0^t \sigma(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon})dW_s.
\]
Thus, set $Z_t^\varepsilon := X_t^\varepsilon - X_t^0$, and then it follows from the Itô formula and Lemma 2.1 that
\[
|Z_t^\varepsilon|^2 = -2 \int_0^t \langle Z_s^\varepsilon, dK_s^\varepsilon - dK_s^{0,u} \rangle + 2 \int_0^t \langle Z_s^\varepsilon, b(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}) - b(X_s^0, \delta X_s^0) \rangle ds + 2\sqrt{\varepsilon} \int_0^t \langle Z_s^\varepsilon, \sigma(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon})dW_s \rangle + \varepsilon \int_0^t \|\sigma(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon})\|^2 ds
\]
\[
\leq 2 \int_0^t \langle Z_s^\varepsilon, \sigma(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon})dW_s \rangle + \varepsilon \int_0^t \|\sigma(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon})\|^2 ds
\]
\[
= Q_1(t) + Q_2(t) + Q_3(t).
\]
For $Q_1(t)$, by $(H_2)$ we obtain that
\[
Q_1(t) \leq L_2 \int_0^t (|Z_s^\varepsilon|^2 + \mathbb{W}_2^2(\mathcal{L}_{X_s^\varepsilon}, \delta X_s^0)) ds.
\]
Note that
\[
\mathbb{W}_2^2(\mathcal{L}_{X_s^\varepsilon}, \delta X_s^0) \leq \mathbb{E} |X_s^\varepsilon - X_s^0|^2.
\]
So, one can get that
\[
\mathbb{E} \left( \sup_{t \in [0,T]} |Q_1(t)| \right) \leq 2L_2 \mathbb{E} \int_0^T |Z_s^\varepsilon|^2 ds.
\]
For $Q_2(t)$, by the Burkholder-Davis-Gundy inequality and $(H_1)$, it holds that
\[
\mathbb{E} \left( \sup_{t \in [0,T]} |Q_2(t)| \right) \leq 2\sqrt{\varepsilon}C \mathbb{E} \left( \int_0^T |Z_s^\varepsilon|^2 \|\sigma(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon})\|^2 ds \right)^{1/2}
\]
\[
\leq 2\sqrt{\varepsilon}L_1 C \left( \int_0^T \mathbb{E} |Z_s^\varepsilon|^2 ds \right)^{1/2}
\]
\[
= C\varepsilon + C \int_0^T \mathbb{E} |Z_s^\varepsilon|^2 ds.
\]
For $Q_3(t)$, from $(H_1)$, we have that
\[
\mathbb{E} \left( \sup_{t \in [0,T]} |Q_3(t)| \right) \leq L_1^2 T \varepsilon.
\]
Finally, by (11)-(13), it holds that
\[
\mathbb{E}\left( \sup_{t \in [0,T]} |Z^\varepsilon(t)| \right) \leq C \varepsilon + C \int_0^T \mathbb{E}\left( \sup_{u \in [0,s]} |Z^\varepsilon(u)|^2 \right) \, ds,
\]
which together with the Gronwall inequality yields the required estimate. \qed

**Lemma 3.7.** Assume that for \( \varepsilon \in (0,1) \) and \( \{u_\varepsilon\} \subset \mathbb{A}_N^\varepsilon, \ u \in \mathbb{A}_2^N, \ u_\varepsilon \) converges to \( u \) almost surely as \( \varepsilon \to 0 \). Then \( \psi^\varepsilon(\sqrt{\varepsilon}W + \int_0^\cdot u_\varepsilon(s)\,ds) \to \psi^0(\int_0^\cdot u(s)\,ds) \) in probability.

**Proof.** First of all, note that
\[
X^{\varepsilon,u_\varepsilon} = \psi^\varepsilon(\sqrt{\varepsilon}W + \int_0^\cdot u_\varepsilon(s)\,ds), \quad X^{0,u} = \psi^0(\int_0^\cdot u(s)\,ds).
\]
To obtain \( \psi^\varepsilon(\sqrt{\varepsilon}W + \int_0^\cdot u_\varepsilon(s)\,ds) \to \psi^0(\int_0^\cdot u(s)\,ds) \) in probability, we only need to prove \( X^{\varepsilon,u_\varepsilon} - X^{0,u} \to 0 \) in probability. Since the mean square convergence implies the convergence in probability, we estimate \( \mathbb{E}\left( \sup_{t \in [0,\tau]} |X^{\varepsilon,u_\varepsilon}_t - X^{0,u}_t|^2 \right) \).

Set \( Z^{\varepsilon,u_\varepsilon}(t) = X^{\varepsilon,u_\varepsilon}_t - X^{0,u}_t \), and we have
\[
Z^{\varepsilon,u_\varepsilon}(t) = \int_0^t \left[ b(X^{\varepsilon,u_\varepsilon}_s, \mathcal{L}_{X^{\varepsilon,u_\varepsilon}_s}) - b(X^{0,u}_s, \delta_{X^{0,u}_s}) \right] \, ds \\
+ \int_0^t \left[ \sigma(X^{\varepsilon,u_\varepsilon}_s, \mathcal{L}_{X^{\varepsilon,u_\varepsilon}_s})u_\varepsilon(s) - \sigma(X^{0,u}_s, \delta_{X^{0,u}_s})u(s) \right] \, ds \\
+ \sqrt{\varepsilon} \int_0^t \sigma(X^{\varepsilon,u_\varepsilon}_s, \mathcal{L}_{X^{\varepsilon,u_\varepsilon}_s})dW_s - (K^{\varepsilon,u_\varepsilon}_t - K^{0,u}_t).
\]

By the Itô formula and Lemma 2.1 it holds that
\[
|Z^{\varepsilon,u_\varepsilon}(t)|^2 = -2 \int_0^t \langle Z^{\varepsilon,u_\varepsilon}(s), dK^{\varepsilon,u_\varepsilon}_s - dK^{0,u}_s \rangle \\
+ 2 \int_0^t \langle Z^{\varepsilon,u_\varepsilon}(s), b(X^{\varepsilon,u_\varepsilon}_s, \mathcal{L}_{X^{\varepsilon,u_\varepsilon}_s}) - b(X^{0,u}_s, \delta_{X^{0,u}_s}) \rangle \, ds \\
+ 2 \int_0^t \langle Z^{\varepsilon,u_\varepsilon}(s), \sigma(X^{\varepsilon,u_\varepsilon}_s, \mathcal{L}_{X^{\varepsilon,u_\varepsilon}_s})u_\varepsilon(s) - \sigma(X^{0,u}_s, \delta_{X^{0,u}_s})u(s) \rangle \, ds \\
+ 2\sqrt{\varepsilon} \int_0^t \langle Z^{\varepsilon,u_\varepsilon}(s), \sigma(X^{\varepsilon,u_\varepsilon}_s, \mathcal{L}_{X^{\varepsilon,u_\varepsilon}_s})dW_s \rangle \\
+ \varepsilon \int_0^t \| \sigma(X^{\varepsilon,u_\varepsilon}_s, \mathcal{L}_{X^{\varepsilon,u_\varepsilon}_s}) \|^2 \, ds \\
\leq 2 \int_0^t \langle Z^{\varepsilon,u_\varepsilon}(s), b(X^{\varepsilon,u_\varepsilon}_s, \mathcal{L}_{X^{\varepsilon,u_\varepsilon}_s}) - b(X^{0,u}_s, \delta_{X^{0,u}_s}) \rangle \, ds \\
+ 2 \int_0^t \langle Z^{\varepsilon,u_\varepsilon}(s), \sigma(X^{\varepsilon,u_\varepsilon}_s, \mathcal{L}_{X^{\varepsilon,u_\varepsilon}_s})u_\varepsilon(s) - \sigma(X^{0,u}_s, \delta_{X^{0,u}_s})u(s) \rangle \, ds \\
+ 2\sqrt{\varepsilon} \int_0^t \langle Z^{\varepsilon,u_\varepsilon}(s), \sigma(X^{\varepsilon,u_\varepsilon}_s, \mathcal{L}_{X^{\varepsilon,u_\varepsilon}_s})dW_s \rangle.
\]
\[ + \varepsilon \int_0^t \| \sigma(X_s^{\varepsilon, u \varepsilon}, \mathcal{L}X_s^\varepsilon) \|^2 ds \]
\[ =: J_1(t) + J_2(t) + J_3(t) + J_4(t). \tag{14} \]

For \( J_1(t) \), by \((\text{H}_2)\) one obtains that
\[ J_1(t) \leq L_2 \int_0^t (|Z^{\varepsilon, u \varepsilon}(s)|^2 + \mathbb{W}_2^2(\mathcal{L}X_s^\varepsilon, \delta X^\varepsilon)) \, ds. \]

So, by \((10)\) we furthermore have
\[ \mathbb{E} \left( \sup_{t \in [0,T]} |J_1(t)| \right) \leq L_2 \mathbb{E} \int_0^T |Z^{\varepsilon, u \varepsilon}(s)|^2 ds + L_2 \mathbb{E} \int_0^T |X_s^\varepsilon - X_s^0|^2 ds. \tag{15} \]

For \( J_2(t) \), we rewrite it as
\[ J_2(t) = 2 \int_0^t \langle Z^{\varepsilon, u \varepsilon}(s), \sigma(X_s^{\varepsilon, u \varepsilon}, \mathcal{L}X_s^\varepsilon) - \sigma(X_s^{0, u}, \delta X^0) \rangle u_s(s) \, ds \]
\[ + 2 \int_0^t \langle Z^{\varepsilon, u \varepsilon}(s), \sigma(X_s^{0, u}, \delta X^0)(u_s(s) - u(s)) \rangle ds. \]
\[ =: J_{21}(t) + J_{22}(t). \]

For \( J_{21}(t) \), by \((\text{H}_2), \, (10)\) and the Hölder inequality, it holds that
\[ \mathbb{E} \left( \sup_{t \in [0,T]} |J_{21}(t)| \right) \]
\[ \leq 2 \sqrt{L_2 \mathbb{E} \int_0^T |Z^{\varepsilon, u \varepsilon}(s)| \left( |Z^{\varepsilon, u \varepsilon}(s)|^2 + \mathbb{E}|X_s^\varepsilon - X_s^0|^2 \right)^{1/2} |u_s(s)| \, ds \]
\[ \leq \frac{1}{4} \mathbb{E} \left[ \sup_{t \in [0,T]} |Z^{\varepsilon, u \varepsilon}(s)|^2 \right] + C \mathbb{E} \left( \int_0^T \left( |Z^{\varepsilon, u \varepsilon}(s)|^2 + \mathbb{E}|X_s^\varepsilon - X_s^0|^2 \right)^{1/2} |u_s(s)| \, ds \right)^2 \]
\[ \leq \frac{1}{4} \mathbb{E} \left[ \sup_{t \in [0,T]} |Z^{\varepsilon, u \varepsilon}(s)|^2 \right] + C \mathbb{E} \left( \int_0^T \left( |Z^{\varepsilon, u \varepsilon}(s)|^2 + \mathbb{E}|X_s^\varepsilon - X_s^0|^2 \right) ds \right) \left( \int_0^T |u_s(s)|^2 ds \right) \]
\[ \leq \frac{1}{4} \mathbb{E} \left[ \sup_{t \in [0,T]} |Z^{\varepsilon, u \varepsilon}(s)|^2 \right] + C \mathbb{E} \left[ \int_0^T |Z^{\varepsilon, u \varepsilon}(s)|^2 ds \right] + C \mathbb{E} \int_0^T |X_s^\varepsilon - X_s^0|^2 ds. \]

And for \( J_{22}(t) \), by \((\text{H}_1)\) and the Young inequality, we get
\[ \mathbb{E} \left( \sup_{t \in [0,T]} |J_{22}(t)| \right) \]
\[ \leq 2 \mathbb{E} \left[ \sup_{t \in [0,T]} |Z^{\varepsilon, u \varepsilon}(s)| \left( \int_0^T \| \sigma(X_s^{0, u}, \delta X^0) \|^2 ds \right)^{\frac{1}{2}} \right] \left( \int_0^T |u_s(s) - u(s)|^2 ds \right)^{\frac{1}{2}} \]
\[ \leq \frac{1}{4} \mathbb{E} \left[ \sup_{t \in [0,T]} |Z^{\varepsilon, u \varepsilon}(s)|^2 \right] + C \mathbb{E} \left[ \left( \int_0^T \| \sigma(X_s^{0, u}, \delta X^0) \|^2 ds \right) \left( \int_0^T |u_s(s) - u(s)|^2 ds \right) \right]. \]
\begin{align*}
\leq \frac{1}{4} \mathbb{E} \left[ \sup_{t \in [0,T]} |Z^{\varepsilon,u_{\varepsilon}}(s)|^2 \right] + C \int_0^T \mathbb{E}|u_{\varepsilon}(s) - u(s)|^2 ds.
\end{align*}
Thus, one can obtain that
\begin{align*}
\mathbb{E} \left( \sup_{t \in [0,T]} |J_2(t)| \right) \leq \frac{1}{2} \mathbb{E} \left[ \sup_{t \in [0,T]} |Z^{\varepsilon,u_{\varepsilon}}(s)|^2 \right] + C \mathbb{E} \left[ \int_0^T |Z^{\varepsilon,u_{\varepsilon}}(s)|^2 ds \right] \\
+ C\mathbb{E} \int_0^T |X_s^\varepsilon - X_s^0|^2 ds + C \int_0^T \mathbb{E}|u_{\varepsilon}(s) - u(s)|^2 ds. \quad (16)
\end{align*}
For $J_3(t)$, from the Burkholder-Davis-Gundy inequality and (H$_1$), it follows that
\begin{align*}
\mathbb{E} \left( \sup_{t \in [0,T]} |J_3(t)| \right) \leq 2\sqrt{\varepsilon} C \mathbb{E} \left( \int_0^T |Z^{\varepsilon,u_{\varepsilon}}(s)|^2 \|\sigma(X_s^\varepsilon,u_{\varepsilon},\mathcal{L}_s)\|^2 ds \right)^{1/2} \\
\leq 2\sqrt{\varepsilon} L_1 C \left( \int_0^T \mathbb{E}|Z^{\varepsilon,u_{\varepsilon}}(s)|^2 ds \right)^{1/2} \\
\leq C\varepsilon + C \int_0^T \mathbb{E}|Z^{\varepsilon,u_{\varepsilon}}(s)|^2 ds. \quad (17)
\end{align*}
For $J_4(t)$, by (H$_1$), we know
\begin{align*}
\mathbb{E} \left( \sup_{t \in [0,T]} |J_4(t)| \right) \leq L_1 T\varepsilon. \quad (18)
\end{align*}
Combining (15)-(18) with (14), we can get
\begin{align*}
\mathbb{E} \left( \sup_{t \in [0,T]} |Z^{\varepsilon,u_{\varepsilon}}(t)|^2 \right) \leq C \mathbb{E} \left[ \int_0^T |Z^{\varepsilon,u_{\varepsilon}}(s)|^2 ds \right] + C \int_0^T |X_s^\varepsilon - X_s^0|^2 ds \\
+ C \int_0^T \mathbb{E}|u_{\varepsilon}(s) - u(s)|^2 ds + (C + 2L_1T)\varepsilon,
\end{align*}
and furthermore
\begin{align*}
\mathbb{E} \left( \sup_{t \in [0,T]} |Z^{\varepsilon,u_{\varepsilon}}(t)|^2 \right) \leq C \left[ \mathbb{E} \left[ \int_0^T |X_s^\varepsilon - X_s^0|^2 ds \right] + \int_0^T \mathbb{E}|u_{\varepsilon}(t) - u(t)|^2 dt + (C + 2L_1T)\varepsilon \right].
\end{align*}
As $\varepsilon \to 0$, the above inequality together with Lemma 3.6 and the dominated convergence theorem implies that $X^{\varepsilon,u_{\varepsilon}} - X^{0,u_{\varepsilon}} \to 0$ in the mean square. The proof is complete. \hfill \square

\textbf{Theorem 3.8.} Assume that (H$_1$) and (H$_2$) hold. Then the family $\{X^{\varepsilon}, \varepsilon \in [0,1]\}$ satisfies the large deviation principle in $\mathcal{S} := C([0,T], \mathcal{D}(A))$ with the rate function given by
\begin{align*}
I(x) = \frac{1}{2} \inf_{h \in \mathcal{D}_2:x=X_{0,h}^0} \|h\|_{\mathcal{H}}^2.
\end{align*}

\textbf{Proof.} By Lemma 3.6, we know that Condition 3.3 (i) holds.
Next, we verify Condition 3.3 (ii). Then for $\varepsilon \in (0,1)$ and $\{u_{\varepsilon}, \varepsilon > 0\} \subset A_2^N$, $u \in A_2^N$, let $u_{\varepsilon}$ converge to $u$ in distribution. By the Skorohod theorem, there exists a probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$, and $D_2^N$-valued random variables $\{\tilde{u}_{\varepsilon}\}$, $\tilde{u}$ and a $m$-dimensional Brownian motion $\tilde{W}$ defined on it such that
(i) $\mathcal{L}(\tilde{u}_e, \tilde{W}) = \mathcal{L}(u, W)$ and $\mathcal{L}_u = \mathcal{L}_u$; 
(ii) $\tilde{u}_e$ converges to $\tilde{u}$ almost surely.

In the following, we construct two multivalued McKean-Vlasov differential equations:

$$X_{t}^{\varepsilon, \tilde{u}_e} = \xi + \int_{0}^{t} b(X_{s}^{\varepsilon, \tilde{u}_e}, \mathcal{L}_{X_s^\varepsilon}) ds + \int_{0}^{t} \sigma(X_{s}^{\varepsilon, \tilde{u}_e}, \mathcal{L}_{X_s^\varepsilon})\tilde{u}_e(s) ds + \sqrt{\varepsilon} \int_{0}^{t} \sigma(X_{s}^{\varepsilon, \tilde{u}_e}, \mathcal{L}_{X_s^\varepsilon}) d\tilde{W}_s - K_{t}^{\varepsilon, \tilde{u}_e},$$

$$X_{t}^{0, \tilde{u}} = \xi + \int_{0}^{t} b(X_{s}^{0, \tilde{u}}, \delta_{X_s^0}) ds + \int_{0}^{t} \sigma(X_{s}^{0, \tilde{u}}, \delta_{X_s^0})\tilde{u}(s) ds - K_{t}^{0, \tilde{u}}.$$  

Thus, Eq. (19) has a unique strong solution $X_{t}^{\varepsilon, \tilde{u}_e}$, and Eq. (20) has a unique solution $X_{t}^{0, \tilde{u}}$. Moreover, it holds that

$$X_{t}^{\varepsilon, \tilde{u}_e} = \psi\left(\sqrt{\varepsilon} \tilde{W} + \int_{0}^{t} \tilde{u}_e(s) ds\right), \quad X_{t}^{0, \tilde{u}} = \psi^0\left(\int_{0}^{t} \tilde{u}(s) ds\right).$$

By Lemma 3.7, we have that $\psi\left(\sqrt{\varepsilon} \tilde{W} + \int_{0}^{t} \tilde{u}_e(s) ds\right) \to \psi^0\left(\int_{0}^{t} \tilde{u}(s) ds\right)$ in probability, which yields that $\psi\left(\sqrt{\varepsilon} \tilde{W} + \int_{0}^{t} \tilde{u}_e(s) ds\right) \to \psi^0\left(\int_{0}^{t} \tilde{u}(s) ds\right)$ in distribution. Note that

$$\psi\left(\sqrt{\varepsilon} \tilde{W} + \int_{0}^{t} \tilde{u}_e(s) ds\right) \overset{d}{=} \psi\left(\sqrt{\varepsilon} \tilde{W} + \int_{0}^{t} u(s) ds\right),$$

$$\psi^0\left(\int_{0}^{t} \tilde{u}(s) ds\right) \overset{d}{=} \psi^0\left(\int_{0}^{t} u(s) ds\right).$$

So, $\psi\left(\sqrt{\varepsilon} \tilde{W} + \int_{0}^{t} u(s) ds\right) \to \psi^0\left(\int_{0}^{t} u(s) ds\right)$ in distribution.

Finally, by Theorem 3.4, we draw the conclusion. \hfill \square

4. THE CENTRAL LIMIT THEOREM FOR MULTIVALUED McKean-Vlasov SDEs

In this section, we study the central limit theorem for multivalued McKean-Vlasov SDEs.

For $\varepsilon > 0$, consider the following multivalued McKean-Vlasov SDE:

$$\begin{cases}
\frac{d\hat{X}_t^{\varepsilon} - X_0^0}{\sqrt{\varepsilon}} \in -A(\hat{X}_t^{\varepsilon} - X_0^0)dt + \frac{b(\hat{X}_t^{\varepsilon}, \mathcal{L}_{\hat{X}_t^{\varepsilon}}(\hat{X}_t^{\varepsilon} - X_0^0))}{\sqrt{\varepsilon}} dt + \sigma(\hat{X}_t^{\varepsilon}, \mathcal{L}_{\hat{X}_t^{\varepsilon}})d\tilde{W}_t, & t \in [0, T], \\
\frac{\hat{X}_0^{\varepsilon} - X_0^0}{\sqrt{\varepsilon}} = 0,
\end{cases}$$

where $X_0^0$ satisfies Eq. (3), i.e.

$$\begin{cases}
dX_0^0 \in -A(X_0^0)dt + b(X_0^0, \delta_{X_0^0}) dt, \\
X_0^0 = \xi.
\end{cases}$$

Assume:

(H3) $b$ and $\sigma$ are continuous and satisfy for $(x, \mu), (x_1, \mu_1), (x_2, \mu_2) \in \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d)$:

$$\|\nabla b(x, \mu)\| \leq L_3, \quad \|D^lb(x, \mu)\|_{T_{\mu, l}} \leq L_3, \quad |b(0, \delta_0)| \leq L_3,$$

$$\|\sigma(x_1, \mu_1) - \sigma(x_2, \mu_2)\| \leq L_3(|x_1 - x_2| + \mathbb{W}_2(\mu_1, \mu_2)),$$

$$\|\sigma(x, \mu)\| \leq L_3(1 + |x| + \|\mu\|),$$

where $L_3 > 0$ is a constant.
Theorem 4.1. Under assumptions where the constant $a$ is independent of $\varepsilon$.

Lemma 4.2. From [17].

Thus, under (H3), we know that Eq.(3) has a unique solution $(X^0, K^0)$, and Eq.(21) has a unique solution $(\frac{X_t^\varepsilon - X^0_t}{\sqrt{\varepsilon}}, \hat{K}^\varepsilon)$ (c.f. [9, Theorem 3.5]). Then we construct a multivalued McKean-Vlasov SDE:

$$\begin{cases}
\mathrm{d}Z_t = -A(Z_t)\mathrm{d}t + \nabla_2 b(X^0_t, \delta_{X^0_t})\mathrm{d}t + \mathbb{E}\left\langle D^L b(X^0_t, \delta_{X^0_t})(X^0_t), Z_t \right\rangle \mathrm{d}t + \sigma(X^0_t, \delta_{X^0_t})\mathrm{d}W_t, \\
Z_0 = 0,
\end{cases}$$

where $\nabla_y b(x, \mu)$ denotes the directional derivative of the function $b$ at $x$ in the direction $y$. And the assumption (H3) assures that Eq.(24) has a unique solution $(Z_t, \hat{K}^\varepsilon)$. So, the central limit theorem for Eq.(1) means that

$$\frac{\hat{X}_t^\varepsilon - X^0_t}{\sqrt{\varepsilon}} \xrightarrow{d} Z_t.$$ 

Now we state the main result in the section.

**Theorem 4.1.** Under assumptions (H3) and (H4), it holds that for $p \geq 1$

$$\mathbb{E}\left( \sup_{t \in [0, T]} \left| \frac{\hat{X}_t^\varepsilon - X^0_t}{\sqrt{\varepsilon}} - Z_t \right|^{2p} \right) \leq C\varepsilon^p,$$

where the constant $C > 0$ is independent of $\varepsilon$.

In order to prove the above theorem, we prepare some lemmas. The following result is from [17].

**Lemma 4.2.** Let $(\Omega, \mathcal{F}, \mathbb{P})$ be an atomless probability space, and let $X$, $Y \in L^2(\Omega \mapsto \mathbb{R}^d, \mathbb{P})$ with $\mathcal{L}_X = \mu$. If either $X$ and $Y$ are bounded and $f$ is $L$-differentiable at $\mu$, or $f \in C^1_b(\mathcal{P}(\mathbb{R}^d))$, then

$$\lim_{\varepsilon \to 0} \frac{f(\mathcal{L}_{X+\varepsilon Y}) - f(\mu)}{\varepsilon} = \mathbb{E}\left\langle D^L f(\mu)(X), Y \right\rangle.$$ 

Consequently,

$$\left| \lim_{\varepsilon \to 0} \frac{f(\mathcal{L}_{X+\varepsilon Y}) - f(\mu)}{\varepsilon} \right| = \left| \mathbb{E}\left\langle D^L f(\mu)(X), Y \right\rangle \right| \leq \|D^L f(\mu)\|_{T^\mu, 2} \sqrt{\mathbb{E}|Y|^2}.$$ 

In the following we give some estimates.

**Lemma 4.3.** Under the assumption (H3), it follows that for $p \geq 1$

$$\sup_{t \in [0, T]} |X^0_t|^{4p} \leq C.$$
Proof. Note that $X^0$ satisfies the following equation

$$X^0_t = \xi - K^0_t + \int_0^t b(X^0_s, \delta X^0_s) \, ds.$$ 

Thus, for $\alpha \in \text{Int}(\mathcal{D}(A))$, by the Taylor formula and Lemma 2.2, it holds that

$$|X^0_t - \alpha|^2 = |\xi - \alpha|^2 + 2 \int_0^t \langle X^0_s - \alpha, b(X^0_s, \delta X^0_s) \rangle \, ds - 2 \int_0^t \langle X^0_0 - \alpha, dK^0_s \rangle$$

$$\leq |\xi - \alpha|^2 + 2 \int_0^t \langle X^0_s - \alpha, b(X^0_s, \delta X^0_s) \rangle \, ds + \gamma_2 \int_0^t |X^0_s - \alpha| \, ds + \gamma_3 t - \gamma_1 |R^0|_0$$

$$\leq |\xi - \alpha|^2 + (\gamma_2 + \gamma_3) T + 2 \int_0^t \langle X^0_s - \alpha, b(X^0_s, \delta X^0_s) \rangle \, ds + \gamma_2 \int_0^t |X^0_s - \alpha|^2 \, ds.$$ 

By the Hölder inequality, the Young inequality and (23), we obtain that

$$\sup_{s \in [0,t]} |X^0_s - \alpha|^{4p} \leq 3^{2p-1} \left( |\xi - \alpha|^2 + (\gamma_2 + \gamma_3) T \right)^{2p} + 3^{2p-1} \gamma_2^{2p} \left( \int_0^t |X^0_u - \alpha|^2 \, du \right)^{2p}$$

$$+ 3^{2p-1} \gamma_2^{2p} \left( \int_0^t \langle X^0_u - \alpha, b(X^0_u, \delta X^0_u) \rangle \, du \right)^{2p}$$

$$\leq 3^{2p-1} \left( |\xi - \alpha|^2 + (\gamma_2 + \gamma_3) T \right)^{2p} + 3^{2p-1} \gamma_2^{2p} T^{2p-1} \int_0^t |X^0_u - \alpha|^{4p} \, du$$

$$+ 3^{2p-1} \gamma_2^{2p} T^{2p-1} \int_0^t |X^0_u - \alpha|^{2p} |b(X^0_u, \delta X^0_u)| \, du$$

$$\leq 3^{2p-1} \left( |\xi - \alpha|^2 + (\gamma_2 + \gamma_3) T \right)^{2p} + 3^{2p-1} \gamma_2^{2p} T^{2p-1} \int_0^t |X^0_u - \alpha|^{4p} \, du$$

$$+ 3^{2p-1} \gamma_2^{2p} T^{2p-1} \int_0^t |b(X^0_u, \delta X^0_u)|^{4p} \, du$$

$$\leq 3^{2p-1} \left( |\xi - \alpha|^2 + (\gamma_2 + \gamma_3) T \right)^{2p} + 3^{2p-1} \gamma_2^{2p} T^{2p-1} \int_0^t |X^0_u - \alpha|^{4p} \, du$$

$$+ 3^{2p-1} \gamma_2^{2p} T^{2p-1} \int_0^t L_3^{4p} (1 + 2 |X^0_u|)^{4p} \, du$$

$$\leq C + C \int_0^t \sup_{s \in [0,t]} |X^0_s - \alpha|^{4p} \, du,$$

which together with the Gronwall inequality yields the required result. The proof is complete. \hfill \Box

**Lemma 4.4.** Under the assumption (H3), it holds that for $p > 1$

$$\mathbb{E} \left( \sup_{t \in [0,T]} |Z^\varepsilon_t|^4 \right) \leq C,$$

$$\mathbb{E} \left( \sup_{t \in [0,T]} |Z_t|^4 \right) \leq C,$$

where $Z^\varepsilon_t := \frac{X^\varepsilon_t - X^0_t}{\sqrt{\varepsilon^2}}$, and the constant $C > 0$ is independent of $\varepsilon$. 
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Proof. Based on Eq. (21), $Z_t^\varepsilon$ satisfies the following equation

$$Z_t^\varepsilon = \int_0^t b^\varepsilon(\dot{X}_s^\varepsilon, \mathcal{L}_{\dot{X}_s^\varepsilon}) - b(X_s^0, \delta X_s^0) \sqrt{\varepsilon} \, ds + \int_0^t \sigma(\dot{X}_s^\varepsilon, \mathcal{L}_{\dot{X}_s^\varepsilon}) dW_s - \dot{K}_t^\varepsilon.$$ 

For $\alpha \in \text{Int}(\mathcal{D}(A))$, by the Itô formula and Lemma 2.2 we have that

$$|Z_t^\varepsilon - \alpha|^2 = |\alpha|^2 + 2 \int_0^t \left\langle Z_s^\varepsilon - \alpha, \frac{b(\dot{X}_s^\varepsilon, \mathcal{L}_{\dot{X}_s^\varepsilon}) - b(X_s^0, \delta X_s^0)}{\sqrt{\varepsilon}} \right\rangle ds$$

$$+ 2 \int_0^t \left\langle Z_s^\varepsilon - \alpha, \sigma(\dot{X}_s^\varepsilon, \mathcal{L}_{\dot{X}_s^\varepsilon}) dW_s \right\rangle$$

$$+ \int_0^t \|\sigma(\dot{X}_s^\varepsilon, \mathcal{L}_{\dot{X}_s^\varepsilon})\|^2 ds - 2 \int_0^t \left\langle Z_s^\varepsilon - \alpha, d\dot{K}_s^\varepsilon \right\rangle$$

$$\leq |\alpha|^2 + 2 \int_0^t \left\langle Z_s^\varepsilon - \alpha, \frac{b(\dot{X}_s^\varepsilon, \mathcal{L}_{\dot{X}_s^\varepsilon}) - b(X_s^0, \delta X_s^0)}{\sqrt{\varepsilon}} \right\rangle ds$$

$$+ 2 \int_0^t \left\langle Z_s^\varepsilon - \alpha, \sigma(\dot{X}_s^\varepsilon, \mathcal{L}_{\dot{X}_s^\varepsilon}) dW_s \right\rangle$$

$$+ \int_0^t \|\sigma(\dot{X}_s^\varepsilon, \mathcal{L}_{\dot{X}_s^\varepsilon})\|^2 ds + \gamma_2 \int_0^t |Z_s^\varepsilon - \alpha| ds + \gamma_3 t - \gamma_1 |\dot{K}_t^\varepsilon|_0$$

$$\leq |\alpha|^2 + 2 \int_0^t \left\langle Z_s^\varepsilon - \alpha, \frac{b(\dot{X}_s^\varepsilon, \mathcal{L}_{\dot{X}_s^\varepsilon}) - b(X_s^0, \delta X_s^0)}{\sqrt{\varepsilon}} \right\rangle ds$$

$$+ 2 \int_0^t \left\langle Z_s^\varepsilon - \alpha, \sigma(\dot{X}_s^\varepsilon, \mathcal{L}_{\dot{X}_s^\varepsilon}) dW_s \right\rangle$$

$$+ \int_0^t \|\sigma(\dot{X}_s^\varepsilon, \mathcal{L}_{\dot{X}_s^\varepsilon})\|^2 ds + \gamma_2 \int_0^t |Z_s^\varepsilon - \alpha|^2 ds + (\gamma_2 + \gamma_3)t.$$

Moreover, it holds that

$$\mathbb{E} \left( \sup_{s \in [0, t]} |Z_s^\varepsilon - \alpha|^{4p} \right) \leq 5^{2p-1} \left( |\alpha|^2 + (\gamma_2 + \gamma_3)T \right)^{2p}$$

$$+ 5^{2p-1} \mathbb{E} \left[ \sup_{s \in [0, t]} \left| \int_0^s \left\langle Z_u^\varepsilon - \alpha, \frac{b(\dot{X}_u^\varepsilon, \mathcal{L}_{\dot{X}_u^\varepsilon}) - b(X_u^0, \delta X_u^0)}{\sqrt{\varepsilon}} \right\rangle du \right|^{2p} \right]$$

$$+ 5^{2p-1} \mathbb{E} \left[ \sup_{s \in [0, t]} \left| \int_0^s \left\langle Z_u^\varepsilon - \alpha, \sigma(\dot{X}_u^\varepsilon, \mathcal{L}_{\dot{X}_u^\varepsilon}) dW_u \right\rangle \right|^{2p} \right]$$

$$+ 5^{2p-1} \mathbb{E} \left[ \sup_{s \in [0, t]} \left( \int_0^s \|\sigma(\dot{X}_u^\varepsilon, \mathcal{L}_{\dot{X}_u^\varepsilon})\|^2 du \right)^{2p} \right]$$

$$+ 5^{2p-1} \gamma_2 \mathbb{E} \left[ \sup_{s \in [0, t]} \left( \int_0^s |Z_u^\varepsilon - \alpha|^2 du \right)^{2p} \right]$$

$$= 5^{2p-1} \left( |\alpha|^2 + (\gamma_2 + \gamma_3)T \right)^{2p} + I_1 + I_2 + I_3 + I_4.$$  \hspace{1cm} \hspace{1cm} \hspace{1cm} (25)
For $I_1$, from (22), the Hölder inequality and the Young inequality, it follows that

$$I_1 \leq 5^{p-1} 2^p E \left[ \int_0^t |Z_u^\varepsilon - \alpha| \left| \frac{b(\hat{X}_u^\varepsilon, \mathcal{L}_{\hat{X}_u^\varepsilon}) - b(X_u^0, \delta X_u^0)}{\sqrt{\varepsilon}} \right| \right]^{2p} \leq 5^{p-1} 2^p L_3^{2p} E \left[ \int_0^t |Z_u^\varepsilon - \alpha| \left| \frac{\hat{X}_u^\varepsilon - X_u^0 + \mathcal{W}_2(\mathcal{L}_{\hat{X}_u^\varepsilon}, \delta X_u^0)}{\sqrt{\varepsilon}} \right| \right]^{2p} \leq 5^{p-1} 2^p L_3^{2p} E \left[ \int_0^t |Z_u^\varepsilon - \alpha| \left| \frac{|\hat{X}_u^\varepsilon - X_u^0| + (E|Z_u^\varepsilon|^2)^{1/2}}{\sqrt{\varepsilon}} \right| \right]^{2p} \leq 5^{p-1} 2^p L_3^{2p} E \left[ \int_0^t |Z_u^\varepsilon - \alpha|^2 du \right]^{2p} + C E \left[ \int_0^t (|Z_u^\varepsilon|^2 + E|Z_u^\varepsilon|^2)^{1/2} du \right]^{2p} \leq C E \int_0^t |Z_u^\varepsilon - \alpha|^4 du + C E \int_0^t (|Z_u^\varepsilon|^{4p} + E|Z_u^\varepsilon|^{4p}) du \leq C \int_0^t E \left( \sup_{s \in [0,u]} |Z_s^\varepsilon - \alpha|^4 \right) du + C |\alpha|^{4p}, \quad (26)$$

where we use the fact that $\mathcal{W}_2(\mathcal{L}_{\hat{X}_u^\varepsilon}, \delta X_u^0) \leq (E|\hat{X}_u^\varepsilon - X_u^0|^2)^{1/2}$.

For $I_2$, by the BDG inequality, the Hölder inequality, the Young inequality, Lemma 4.3 and (H3), we have

$$I_2 \leq 5^{p-1} 2^p C E \left[ \int_0^t |Z_u^\varepsilon - \alpha|^2 ||\sigma(\hat{X}_u^\varepsilon, \mathcal{L}_{\hat{X}_u^\varepsilon})||^2 du \right]^{p} \leq 5^{p-1} 2^p T^{p-1} C E \int_0^t |Z_u^\varepsilon - \alpha|^2 ||\sigma(\hat{X}_u^\varepsilon, \mathcal{L}_{\hat{X}_u^\varepsilon})||^2 du \leq C E \int_0^t |Z_u^\varepsilon - \alpha|^{4p} du + C E \int_0^t ||\sigma(\hat{X}_u^\varepsilon, \mathcal{L}_{\hat{X}_u^\varepsilon})||^{4p} du \leq C E \int_0^t |Z_u^\varepsilon - \alpha|^{4p} du + C E \int_0^t (1 + |\hat{X}_u^\varepsilon| + ||\mathcal{L}_{\hat{X}_u^\varepsilon}||^2)^{4p} du \leq C E \int_0^t |Z_u^\varepsilon - \alpha|^{4p} du + C E \int_0^t |\hat{X}_u^\varepsilon|^{4p} du \leq C E \int_0^t |Z_u^\varepsilon - \alpha|^{4p} du + C E \int_0^t (|\sqrt{\varepsilon} Z_u^\varepsilon|^{4p} + |X_u^0|^{4p}) du \leq C \int_0^t E \left( \sup_{s \in [0,u]} |Z_s^\varepsilon - \alpha|^4 \right) du + C. \quad (27)$$

By the Hölder inequality, Lemma 4.3 and (H3), one can obtain that

$$I_3 + I_4 \leq C + C \int_0^t E \left( \sup_{s \in [0,u]} |Z_s^\varepsilon - \alpha|^{4p} \right) du. \quad (28)$$
Therefore, by (25)-(28), we see that
\[
\mathbb{E} \left( \sup_{s \in [0,t]} |Z_s^\varepsilon - \alpha|^4 \right) \leq C + C \int_0^t \mathbb{E} \left( \sup_{u \in [0,u]} |Z_u^\varepsilon - \alpha|^4 \right) du,
\]
which together with the Gronwall inequality yields the first estimate.

Next, we compute the second estimate. Note that
\[
Z_t = -\hat{K}_t^0 + \int_0^t \nabla_{Z_s} b(X_s^0, \delta_{X_s^0}) ds + \int_0^t \mathbb{E} \langle D^L b(X_s^0, \delta_{X_s^0}) (X_s^0), Z_s \rangle ds + \int_0^t \sigma(X_s^0, \delta_{X_s^0}) dW_s.
\]

Thus, for \( \alpha \in \text{Int}(D(A)) \), by the Itô formula, Lemma 2.2 and (H_3), it holds that
\[
|Z_t - \alpha|^2 = |\alpha|^2 - 2 \int_0^t \left\langle Z_s - \alpha, d\hat{K}_s^0 \right\rangle + 2 \int_0^t \left\langle Z_s - \alpha, \nabla_{Z_s} b(X_s^0, \delta_{X_s^0}) \right\rangle ds
+ 2 \int_0^t \left\langle Z_s - \alpha, \mathbb{E} \langle D^L b(X_s^0, \delta_{X_s^0}) (X_s^0), Z_s \rangle \right\rangle ds
+ 2 \int_0^t \left\langle Z_s - \alpha, \sigma(X_s^0, \delta_{X_s^0}) dW_s \right\rangle + \int_0^t \|\sigma(X_s^0, \delta_{X_s^0})\|^2 ds
\leq |\alpha|^2 + \gamma_2 \int_0^t |Z_s - \alpha| ds + \gamma_3 t - \gamma_1 \hat{K}_0^0 + 2 \int_0^t \left\langle Z_s - \alpha, \nabla_{Z_s} b(X_s^0, \delta_{X_s^0}) \right\rangle ds
+ 2 \int_0^t \left\langle Z_s - \alpha, \mathbb{E} \langle D^L b(X_s^0, \delta_{X_s^0}) (X_s^0), Z_s \rangle \right\rangle ds
+ 2 \int_0^t \left\langle Z_s - \alpha, \sigma(X_s^0, \delta_{X_s^0}) dW_s \right\rangle + \int_0^t \|\sigma(X_s^0, \delta_{X_s^0})\|^2 ds
\leq |\alpha|^2 + (\gamma_2 + \gamma_3 + L_3^2) t + \gamma_2 \int_0^t |Z_s - \alpha|^2 ds + 2 \int_0^t \left\langle Z_s - \alpha, \nabla_{Z_s} b(X_s^0, \delta_{X_s^0}) \right\rangle ds
+ 2 \int_0^t \left\langle Z_s - \alpha, \mathbb{E} \langle D^L b(X_s^0, \delta_{X_s^0}) (X_s^0), Z_s \rangle \right\rangle ds
+ 2 \int_0^t \left\langle Z_s - \alpha, \sigma(X_s^0, \delta_{X_s^0}) dW_s \right\rangle.
\]

Moreover, we know that
\[
\mathbb{E} \left( \sup_{s \in [0,t]} |Z_s - \alpha|^{4p} \right)
\leq 5^{2p-1} \left( |\alpha|^2 + (\gamma_2 + \gamma_3 + L_3^2) T \right)^{2p} + 5^{2p-1} \gamma_2^{2p} T^{2p-1} \int_0^t \mathbb{E} \left( \sup_{u \in [0,u]} |Z_u - \alpha|^{4p} \right) du
+ 5^{2p-1} 2^{2p} \mathbb{E} \left[ \sup_{s \in [0,t]} \left| \int_0^s \left\langle Z_u - \alpha, \nabla_{Z_u} b(X_u^0, \delta_{X_u^0}) \right\rangle du \right|^{2p} \right]
+ 5^{2p-1} 2^{2p} \mathbb{E} \left[ \sup_{s \in [0,t]} \left| \int_0^s \left\langle Z_u - \alpha, \mathbb{E} \langle D^L b(X_u^0, \delta_{X_u^0}) (X_u^0), Z_u \rangle \right\rangle du \right|^{2p} \right].
\]
\[ +5^{2p-1}2^{2p}E \left[ \sup_{s \in [0,t]} \left| \int_0^s \left\langle Z_u - \alpha, \sigma(X^0_u, \delta X^0_u) dW_u \right\rangle \right|^{2p} \right] \]

\[ =: 5^{2p-1} \left( |\alpha|^2 + (\gamma_2 + \gamma_3 + L_2^2)T \right)^{2p} + 5^{2p-1}\gamma_2^{2p-1}T^{2p-1} \int_0^t E \left( \sup_{s \in [0,u]} |Z_s - \alpha|^{4p} \right) du \]

\[ + J_1 + J_2 + J_3. \] (29)

By the Young inequality, the Hölder inequality and (H3), we deduce

\[ J_1 \leq 5^{2p-1}2^{2p}T^{2p-1}E \int_0^t |Z_u - \alpha|^{2p} |\nabla Z_u b(X^0_u, \delta X^0_u)|^{2p} du \]

\[ \leq 5^{2p-1}2^{2p}T^{2p-1}E \int_0^t |Z_u - \alpha|^{2p} \left\| \nabla b(X^0_u, \delta X^0_u) \right\|^{2p} |Z_u|^{2p} du \]

\[ \leq C E \int_0^t |Z_u - \alpha|^{2p} (|Z_u - \alpha|^{2p} + |\alpha|^{2p}) du \]

\[ = C E \int_0^t |Z_u - \alpha|^{4p} du + C |\alpha|^{2p} E \int_0^t |Z_u - \alpha|^{2p} du \]

\[ \leq C \int_0^t E \left( \sup_{s \in [0,u]} |Z_s - \alpha|^{4p} \right) du + C, \] (30)

and

\[ J_2 \leq 5^{2p-1}2^{2p}T^{2p-1}E \int_0^t |Z_u - \alpha|^{2p} \left\langle D^L b(X^0_u, \delta X^0_u) (X^0_u), Z_u \right\rangle |^{2p} du \]

\[ \leq 5^{2p-1}2^{2p}T^{2p-1}E \int_0^t |Z_u - \alpha|^{2p} \left( E \| D^L b(X^0_u, \delta X^0_u) \| T^{2p} |Z_u| \right)^{2p} du \]

\[ \leq C E \int_0^t |Z_u - \alpha|^{2p} |Z_u - \alpha|^{2p} \| \alpha \|^{2p} du \]

\[ \leq C \int_0^t E \left( \sup_{s \in [0,u]} |Z_s - \alpha|^{4p} \right) du + C. \] (31)

From the BDG inequality, the Young inequality, the Hölder inequality and (H3), it follows that

\[ J_3 \leq C E \left[ \int_0^t |Z_u - \alpha|^{2p} \left\| \sigma(X^0_u, \delta X^0_u) \right\|^2 du \right]^{\frac{1}{p}} \]

\[ \leq C E \int_0^t |Z_u - \alpha|^{2p} du \leq C E \int_0^t |Z_u - \alpha|^{4p} du + C \]

\[ \leq C \int_0^t E \left( \sup_{s \in [0,u]} |Z_s - \alpha|^{4p} \right) du + C. \] (32)

Finally, combining (30)-(32) with (29), we obtain that

\[ E \left( \sup_{s \in [0,t]} |Z_t - \alpha|^{4p} \right) \leq C \int_0^t E \left( \sup_{s \in [0,u]} |Z_s - \alpha|^{4p} \right) du + C, \]
which together with the Gronwall inequality implies the second estimate. The proof is complete. □

The proof of Theorem 4.1

By the definitions of $\tilde{Z}_t^\varepsilon$ and $Z_t$, we know that

$$Z_t^\varepsilon - Z_t = \int_0^t \left[ b(\hat{X}_s^\varepsilon, X_s^0, \delta X_s^0) - b(X_s^0, \delta X_s^0) \right] ds$$

which together with the Gronwall inequality yields that

$$|Z_t^\varepsilon - Z_t|^{2p} \leq 2p \int_0^t \left| Z_s^\varepsilon - Z_s \right|^{2p-2} \left( Z_s^\varepsilon - Z_s, \frac{b(\hat{X}_s^\varepsilon, X_s^0, \delta X_s^0) - b(X_s^0, \delta X_s^0)}{\sqrt{\varepsilon}} \right) ds$$

$$-2p \int_0^t \left| Z_s^\varepsilon - Z_s \right|^{2p-2} \left( Z_s^\varepsilon - Z_s, \nabla_{\hat{X}_s^\varepsilon} b(X_s^0, \delta X_s^0) + \mathbb{E} \langle D^L b(X_s^0, \delta X_s^0)(X_s^0), Z_s \rangle \right) ds$$

$$+2p \int_0^t \left| Z_s^\varepsilon - Z_s \right|^{2p-2} \left( Z_s^\varepsilon - Z_s, \left( \sigma(\hat{X}_s^\varepsilon, X_s^0, \delta X_s^0) - \sigma(X_s^0, \delta X_s^0) \right) dW_s \right)$$

$$+p(2p-1) \int_0^t \left| Z_s^\varepsilon - Z_s \right|^{2p-4} \left( Z_s^\varepsilon - Z_s, \left( \sigma(\hat{X}_s^\varepsilon, X_s^0, \delta X_s^0) - \sigma(X_s^0, \delta X_s^0) \right)^\circ \left( Z_s^\varepsilon - Z_s \right) \right) ds$$

By Lemma 2.1 one can obtain that

$$|Z_t^\varepsilon - Z_t|^{2p} \leq 2p \int_0^t \left| Z_s^\varepsilon - Z_s \right|^{2p-2} \left( Z_s^\varepsilon - Z_s, \frac{b(\hat{X}_s^\varepsilon, X_s^0, \delta X_s^0) - b(X_s^0, \delta X_s^0)}{\sqrt{\varepsilon}} \right) ds$$

$$-2p \int_0^t \left| Z_s^\varepsilon - Z_s \right|^{2p-2} \left( Z_s^\varepsilon - Z_s, \nabla_{\hat{X}_s^\varepsilon} b(X_s^0, \delta X_s^0) + \mathbb{E} \langle D^L b(X_s^0, \delta X_s^0)(X_s^0), Z_s \rangle \right) ds$$

$$+2p \int_0^t \left| Z_s^\varepsilon - Z_s \right|^{2p-2} \left( Z_s^\varepsilon - Z_s, \left( \sigma(\hat{X}_s^\varepsilon, X_s^0, \delta X_s^0) - \sigma(X_s^0, \delta X_s^0) \right) dW_s \right)$$

$$+p(2p-1) \int_0^t \left| Z_s^\varepsilon - Z_s \right|^{2p-4} \left( Z_s^\varepsilon - Z_s, \left( \sigma(\hat{X}_s^\varepsilon, X_s^0, \delta X_s^0) - \sigma(X_s^0, \delta X_s^0) \right)^\circ \left( Z_s^\varepsilon - Z_s \right) \right) ds$$

$$= 2p \int_0^t \left| Z_s^\varepsilon - Z_s \right|^{2p-2} \left( Z_s^\varepsilon - Z_s, \frac{b(\hat{X}_s^\varepsilon, X_s^0, \delta X_s^0) - b(X_s^0, \delta X_s^0)}{\sqrt{\varepsilon}} - \nabla_{\hat{X}_s^\varepsilon} b(X_s^0, \delta X_s^0) \right) ds$$
\[ +2p \int_0^t |Z_s^\varepsilon - Z_s|^{2p-2} \left< Z_s^\varepsilon - Z_s, \frac{b(X_s^0, \mathcal{L}_{\tilde{X}^\varepsilon}) - b(X_s^0, \delta X^0)}{\sqrt{\varepsilon}} - \mathbb{E} \left< D^L b(X_s^0, \delta X^0)(X_s^0), Z_s^\varepsilon \right> \right> ds \]
\[ +2p \int_0^t |Z_s^\varepsilon - Z_s|^{2p-2} \left< Z_s^\varepsilon - Z_s, \nabla Z_s^\varepsilon b(X_s^0, \mathcal{L}_{\tilde{X}^\varepsilon}) - \nabla Z_s b(X_s^0, \mathcal{L}_{X_s^0}) \right> ds \]
\[ +2p \int_0^t |Z_s^\varepsilon - Z_s|^{2p-2} \left< Z_s^\varepsilon - Z_s, \sigma(\hat{X}_s^\varepsilon, \mathcal{L}_{\hat{X}_s^\varepsilon}) - \sigma(X_s^0, \delta X^0) \right> dW_s \]
\[ +p(2p - 1) \int_0^t |Z_s^\varepsilon - Z_s|^{2p-2} \|\sigma(\hat{X}_s^\varepsilon, \mathcal{L}_{\hat{X}_s^\varepsilon}) - \sigma(X_s^0, \delta X^0)\|^2 ds. \]

From the above inequality, it follows that
\[ \mathbb{E} \left( \sup_{s \in [0,t]} |Z_s^\varepsilon - Z_s|^{2p} \right) \leq U_1 + U_2 + U_3 + U_4 + U_5 + U_6 + U_7, \quad (33) \]

where
\[ U_1 := 2p \mathbb{E} \left( \sup_{s \in [0,t]} \int_0^s |Z_u^\varepsilon - Z_u|^{2p-1} \left< b(\hat{X}_u^\varepsilon, \mathcal{L}_{\hat{X}_u^\varepsilon}) - b(X_u^0, \mathcal{L}_{X_u^0}), \frac{b(X_u^0, \mathcal{L}_{X_u^0})}{\sqrt{\varepsilon}} - \nabla Z_u b(X_u^0, \mathcal{L}_{X_u^0}) \right> du \right), \]
\[ U_2 := 2p \mathbb{E} \left( \sup_{s \in [0,t]} \int_0^s |Z_u^\varepsilon - Z_u|^{2p-1} \left< b(X_u^0, \mathcal{L}_{X_u^0}), b(X_u^0, \delta X_u^0) \right> \mathbb{E} \left< D^L b(X_u^0, \delta X_u^0)(X_u^0), Z_u^\varepsilon \right> du \right), \]
\[ U_3 := 2p \mathbb{E} \left( \sup_{s \in [0,t]} \int_0^s |Z_u^\varepsilon - Z_u|^{2p-1} \left< \nabla Z_u b(X_u^0, \mathcal{L}_{X_u^0}) - \nabla Z_u b(X_u^0, \mathcal{L}_{X_u^0}), \frac{b(X_u^0, \mathcal{L}_{X_u^0})}{\sqrt{\varepsilon}} - \nabla Z_u b(X_u^0, \mathcal{L}_{X_u^0}) \right> du \right), \]
\[ U_4 := 2p \mathbb{E} \left( \sup_{s \in [0,t]} \int_0^s |Z_u^\varepsilon - Z_u|^{2p-1} \left< \nabla Z_u b(X_u^0, \mathcal{L}_{X_u^0}) - \nabla Z_u b(X_u^0, \mathcal{L}_{X_u^0}), \mathbb{E} \left< D^L b(X_u^0, \delta X_u^0)(X_u^0), Z_u^\varepsilon \right> du \right> \right), \]
\[ U_5 := 2p \mathbb{E} \left( \sup_{s \in [0,t]} \int_0^s |Z_u^\varepsilon - Z_u|^{2p-1} \left< \mathbb{E} \left< D^L b(X_u^0, \delta X_u^0)(X_u^0), Z_u^\varepsilon \right> - \mathbb{E} \left< D^L b(X_u^0, \delta X_u^0)(X_u^0), Z_u \right> \right| du \right), \]
\[ U_6 := 2p \mathbb{E} \left( \sup_{s \in [0,t]} \int_0^s |Z_u^\varepsilon - Z_u|^{2p-2} \left< Z_u^\varepsilon - Z_u, \sigma(\hat{X}_u^\varepsilon, \mathcal{L}_{\hat{X}_u^\varepsilon}) - \sigma(X_u^0, \delta X_u^0) \right> dW_u \right), \]
\[ U_7 := p(2p - 1) \mathbb{E} \left( \sup_{s \in [0,t]} \int_0^s |Z_u^\varepsilon - Z_u|^{2p-2} \|\sigma(\hat{X}_u^\varepsilon, \mathcal{L}_{\hat{X}_u^\varepsilon}) - \sigma(X_u^0, \delta X_u^0)\|^2 du \right). \]

Next, we estimate \( U_1, U_2, U_3, U_4, U_5, U_6, U_7 \), respectively. For \( U_1, U_3, U_4, U_5 \), by (H3) and (H4), it holds that
\[ U_1 + U_3 + U_4 + U_5 \leq 2p L_4 \sqrt{\varepsilon} \mathbb{E} \left( \int_0^t |Z_u^\varepsilon - Z_u|^{2p-1} |Z_u^\varepsilon|^2 du \right) \]
\[ + 2p \mathbb{E} \left( \int_0^t |Z_u^\varepsilon - Z_u|^{2p} \left\| \nabla b(X_u^0, \mathcal{L}_{X_u^0}) \right\| du \right) \]
where the fact $\mathbb{W}_2(\mathcal{L}_{\hat{X}_u}, \delta_{X_0}) \leq \sqrt{\mathbb{E}(\mathbb{E}|Z_u|^2)^{1/2}}$ is used. For $U_2$, \((H_4)\) implies that

\[
U_2 \leq C\mathbb{E} \int_0^t \left| b(X_u^0, \mathcal{L}_{\hat{X}_u}) - b(X_u^0, \mathcal{L}_{\hat{X}_u}) \right|^2 \sqrt{\mathbb{E}} - \mathbb{E} \left( D^2 b(X_u^0, \delta_{X_0})(X_u^0, Z_u^\varepsilon) \right) \mathrm{d}u \\
+ C\mathbb{E} \int_0^t |Z_u^\varepsilon - Z_u|^2 \mathrm{d}u
\]

\[
= C\mathbb{E} \int_0^t \int_0^1 \mathbb{E} \left( D^2 b(X_u^0, \mathcal{L}_{R_u(r)})(R_u(r), Z_u^\varepsilon) \right) \mathrm{d}r - \mathbb{E} \left( D^2 b(X_u^0, \delta_{X_0})(X_u^0, Z_u^\varepsilon) \right) \mathrm{d}u \\
+ C\mathbb{E} \int_0^t |Z_u^\varepsilon - Z_u|^2 \mathrm{d}u
\]

\[
\leq C\mathbb{E} \int_0^t \left( \mathbb{E} |Z_u^\varepsilon|^2 \right)^p \left( \int_0^1 \left( \mathbb{E}|R_u(r) - X_u^0|^2 \right)^{1/2} + \mathbb{W}_2(\mathcal{L}_{R_u(r)}, \delta_{X_0}) \right) \mathrm{d}r \right)^{2p} \\
+ C\mathbb{E} \int_0^t |Z_u^\varepsilon - Z_u|^2 \mathrm{d}u
\]

\[
\leq C\varepsilon p \int_0^t \mathbb{E}|Z_u^\varepsilon|^{4p} \mathrm{d}u + C\mathbb{E} \int_0^t |Z_u^\varepsilon - Z_u|^2 \mathrm{d}u,
\] (35)

where $R_u(r) := X_u^0 + r(\hat{X}_u - X_u^0)$, $r \in [0, 1]$. For $U_6$, using the BDG inequality, the Young inequality, the Hölder inequality and \((H_3)\), we have that

\[
U_6 \leq C\mathbb{E} \left[ \int_0^t |Z_u^\varepsilon - Z_u|^{4p-2} \| \sigma(\hat{X}_u^\varepsilon, \mathcal{L}_{\hat{X}_u}) - \sigma(X_u^0, \delta_{X_0}) \|^2 \mathrm{d}u \right]^{1/2}
\]

\[
\leq C\mathbb{E} \left[ \sup_{u \in [0, T]} |Z_u^\varepsilon - Z_u|^p \left( \int_0^t |Z_u^\varepsilon - Z_u|^{2p-2} \| \sigma(\hat{X}_u^\varepsilon, \mathcal{L}_{\hat{X}_u}) - \sigma(X_u^0, \delta_{X_0}) \|^2 \mathrm{d}u \right)^{1/2} \right]
\]

\[
\leq \frac{1}{2} C\mathbb{E} \left( \sup_{u \in [0, T]} |Z_u^\varepsilon - Z_u|^{2p} \right) + C\mathbb{E} \int_0^t |Z_u^\varepsilon - Z_u|^{2p-2} \| \sigma(\hat{X}_u^\varepsilon, \mathcal{L}_{\hat{X}_u}) - \sigma(X_u^0, \delta_{X_0}) \|^2 \mathrm{d}u
\]

\[
\leq \frac{1}{2} C\mathbb{E} \left( \sup_{u \in [0, T]} |Z_u^\varepsilon - Z_u|^{2p} \right) + C\mathbb{E} \int_0^t |Z_u^\varepsilon - Z_u|^{2p} \mathrm{d}u
\]

\[
+ C\mathbb{E} \int_0^t \left( |\hat{X}_u^\varepsilon - X_u^0| + \mathbb{W}_2(\mathcal{L}_{\hat{X}_u}, \delta_{X_0}) \right)^{2p} \mathrm{d}u
\]
\[ \leq \frac{1}{2} \mathbb{E} \left( \sup_{u \in [0,t]} |Z_u^\varepsilon - Z_u|^2p \right) + CE \int_0^t |Z_u^\varepsilon - Z_u|^{2p}du + C\varepsilon^p \int_0^t \mathbb{E}|Z_u^\varepsilon|^2pdu. \] (36)

By the similar deduction as that of (36), it holds that

\[ U_7 \leq CE \int_0^t |Z_u^\varepsilon - Z_u|^{2p}|||\sigma(\hat{X}_u^\varepsilon, \mathcal{L}\hat{X}_u^\varepsilon) - \sigma(X_0^u, \delta X_0^u)|||^2du \]

\[ \leq CE \int_0^t |Z_u^\varepsilon - Z_u|^{2p}du + C\varepsilon^p \int_0^t \mathbb{E}|Z_u^\varepsilon|^2pdu. \] (37)

Combining (34)-(37) with (33), we get that

\[ \mathbb{E} \left( \sup_{s \in [0,t]} |Z_s^\varepsilon - Z_s|^{2p} \right) \leq C\varepsilon^p + C\varepsilon^p \int_0^t (|Z_u^\varepsilon|^{4p} + |Z_u|^{4p})du \]

\[ + C \int_0^t \mathbb{E} \left( \sup_{s \in [0,u]} |Z_s^\varepsilon - Z_s|^{2p} \right) du. \]

Thus, from the Gronwall inequality and Lemma 4.4, it follows that

\[ \mathbb{E} \left( \sup_{t \in [0,T]} |Z_t^\varepsilon - Z_t|^{2p} \right) \leq C\varepsilon^p. \]

The proof is complete.

5. THE MODERATE DEVIATION PRINCIPLE FOR MULTIVALUED McKean-Vlasov SDEs

In this section, we study the moderate deviation principle for multivalued McKean-Vlasov SDEs.

For \( \varepsilon > 0 \), consider the following equation:

\[ \begin{cases} 
\frac{d(X_t^\varepsilon - X_0^\varepsilon)}{a(\varepsilon)} & \in -A(\frac{X_t^\varepsilon - X_0^\varepsilon}{a(\varepsilon)})dt + \frac{b(X_t^\varepsilon, \mathcal{L}X_t^\varepsilon) - b(X_0^0, \delta X_0^0)}{a(\varepsilon)}dt + \varepsilon \sigma(\hat{X}_t^\varepsilon, \mathcal{L}\hat{X}_t^\varepsilon)dt + \sqrt{\varepsilon}\sigma(\hat{X}_t^\varepsilon, \mathcal{L}\hat{X}_t^\varepsilon) \frac{\partial^2\mathcal{L}}{\partial x^2} dW_t, \\
\frac{\dot{Z}_0^0 - X_0^0}{a(\varepsilon)} & = 0,
\end{cases} \] (38)

where \( X_0^0 \) solves Eq. (3), i.e.

\[ \begin{cases} 
\frac{dX_t^0}{a(\varepsilon)} & \in -A(X_t^0)dt + b(X_t^0, \delta X_t^0)dt, \\
X_0^0 & = \xi,
\end{cases} \]

and \( a(\varepsilon) \) satisfies

\[ a(\varepsilon) \to 0, \quad \frac{\varepsilon}{a^2(\varepsilon)} \to 0 \quad \text{as} \quad \varepsilon \to 0. \] (39)

So, under (H3), we know that Eq. (38) has a unique solution \( (\frac{X_t^\varepsilon - X_0^0}{a(\varepsilon)}, K^\varepsilon) \) (c.f. [9, Theorem 3.5]). Set \( \bar{Y}_t^\varepsilon : = \frac{X_t^\varepsilon - X_0^0}{a(\varepsilon)} \), and then the moderate deviation principle for Eq. (1) means that \( \bar{Y}_t^\varepsilon \) satisfies the large deviation principle. To assure this, we make the following assumption:
(H'₃) b and σ are continuous and satisfy for \((x, \mu), (x₁, \mu₁), (x₂, \mu₂) \in \mathbb{R}^d \times \mathcal{P}(\mathbb{R}^d)\):
\[
\|\nabla b(x, \mu)\| \leq L₁', \quad \|DLb(x, \mu)\|_{T_{\mu, 2}} \leq L₂', \quad |b(0, \delta_0)| \leq L₃',
\]
\[
\|\sigma(x₁, \mu₁) - \sigma(x₂, \mu₂)\| \leq L₃'(|x₁ - x₂| + \mathbb{W}_2(\mu₁, \mu₂)),
\]
\[
\|\sigma(x, \mu)\| \leq L₄',
\]
where \(L₃' > 0\) is a constant.

**Remark 5.1.** We mention that \((H'₃)\) is stronger than \((H₃)\).

Note that \(\mathcal{L}_{\tilde{X}^ε_t}\) will converge to \(\delta_{X^0_t}\) as \(ε \to 0\). Thus, we replace \(\mathcal{L}_{\tilde{X}^ε_t}\) by \(\delta_{X^0_t}\) and construct an approximation equation of Eq. (38) as follows:
\[
\begin{cases}
\frac{d\tilde{X}^ε_t - X^0_t}{a(ε)} \in -A\left(\frac{\tilde{X}^ε_t - X^0_t}{a(ε)}\right)dt + \frac{b(\tilde{X}^ε_t, X^0_t, \sigma(\tilde{X}^ε_t, X^0_t))}{a(ε)}dt + \frac{\sqrt{\sigma(\tilde{X}^ε_t, X^0_t)}}{a(ε)}dW_t, & t \in [0, T], \\
\tilde{X}^ε_0 - X^0_0 = 0.
\end{cases}
\]

\((\tilde{X}^ε - X^0_t, \tilde{Y}^ε)\) denotes the unique solution of the above equation (c.f. [9, Theorem 3.5]).

Set \(\tilde{Y}^ε_t := \frac{\tilde{X}^ε_t - X^0_t}{a(ε)}\) and then we prove that \(\tilde{Y}^ε\) satisfies the large deviation principle.

Next, since the large deviation principle does not distinguish between exponentially equivalent families, we show the exponential equivalence of \(\tilde{Y}^ε\) and \(\bar{Y}^ε\), and obtain \(\tilde{Y}^ε\) satisfies the large deviation principle.

### 5.1. The large deviation principle for \(\bar{Y}^ε\)

In the subsection, we establish the large deviation principle for \(\bar{Y}^ε\). Since an equivalent argument of the large deviation principle is the Laplace principle, we prove that \(\bar{Y}^ε\) satisfies the Laplace principle. Here we restate the conditions for the Laplace principle.

**Condition 5.2.** Let \(G^ε : C([0, T]; \mathbb{R}^m) \mapsto \mathcal{S}\) be a family of measurable mappings. There exists a measurable mapping \(G^0 : C([0, T]; \mathbb{R}^m) \mapsto \mathcal{S}\) such that

(i) for \(N \in \mathbb{N}\) and \(\{h_ε, ε > 0\} \subset D^N_2, h ∈ D^N_2, \) if \(h_ε \to h\) as \(ε \to 0\), then
\[
G^0\left(\int_0^T h_ε(s)ds\right) \to G^0\left(\int_0^T h(s)ds\right).
\]

(ii) for \(N \in \mathbb{N}\), \(\{u_ε, ε > 0\} \subset A^N_2, u_ε := \frac{u}{a(ε)} \in A^N_2, \) if \(u_ε\) converges in distribution to \(u \in A^N_2\) as \(ε \to 0\), then
\[
G^ε\left(W(\cdot) + \frac{1}{\sqrt{ε}} \int_0^T u_ε(s)ds\right) \Rightarrow G^0\left(\int_0^T u(s)ds\right),
\]
where \(D^N_2 := \{h ∈ \mathbb{H} : \|h\|^2_H ≤ Na^2(ε)\}\) and \(A^N_2 := \{u ∈ A : u(\omega, \cdot) ∈ D^N_2, \text{a.s.}\}\).

In order to prove the Laplace principle for Eq. (40), we will verify Condition 5.2 with
\[
\mathcal{S} := C([0, T], \overline{D(A)}), \quad G^ε(W) := \bar{Y}^ε.
\]

Consider the following controlled multivalued McKean-Vlasov SDE:
\[
\begin{cases}
\frac{d\tilde{X}^ε,u_t - X^0_t}{a(ε)} \in -A\left(\frac{\tilde{X}^ε,u_t - X^0_t}{a(ε)}\right)dt + \frac{b(\tilde{X}^ε,u_t, X^0_t, \sigma(\tilde{X}^ε,u_t, X^0_t))}{a(ε)}dt \\
\quad + \frac{\sqrt{σ(\tilde{X}^ε,u_t, X^0_t)}}{a(ε)}dW_t, & u ∈ A^N_2, \quad t \in [0, T],
\end{cases}
\]
By the Girsanov theorem, it holds that Eq. (11) has a unique solution \( \tilde{X}^{\varepsilon,u} - X^0 \). Moreover, \( \tilde{Y}^{\varepsilon,u} := \tilde{X}^{\varepsilon,u} - X^0 = \mathcal{G}^\varepsilon(W(\cdot) + \frac{1}{\sqrt{\varepsilon}} \int_0^\cdot u(s)ds) \). Let \( (\tilde{Y}^{0,u}, \tilde{K}^{0,u}) \) solve the following multivalued McKean-Vlasov differential equation:

\[
\begin{cases}
\begin{align*}
\text{d}\tilde{Y}^{0,u}_t &\in -A(\tilde{Y}^{0,u}_t)dt + \nabla_{\tilde{Y}^{0,u}_t} b(X^0_t, \delta X^0_t)dt + \sigma(X^0_t, \delta X^0_t)u(t)dt, \\
\tilde{Y}^{0,u}_0 &= 0, \quad u \in A^N_+. 
\end{align*}
\end{cases}
\]

Thus, we define \( \mathcal{G}^0 : C([0, T]; \mathbb{R}^m) \mapsto \mathbb{S} \) by

\[
\mathcal{G}^0 \left( \int_0^\cdot u(s)ds \right) = \tilde{Y}^{0,u}.
\]

Next, we prove that Condition 5.2 (i) holds under \( (H_3) \).

**Lemma 5.3.** Assume that \( (H_3) \) holds. If \( h_\varepsilon \to h \) in \( D^N_+ \) as \( \varepsilon \to 0 \), then \( \mathcal{G}^0(\int_0^\cdot h_\varepsilon(s)ds) \) converges to \( \mathcal{G}^0(\int_0^\cdot h(s)ds) \).

**Proof.** Note that \( \mathcal{G}^0(\int_0^\cdot h_\varepsilon(s)ds) = \tilde{Y}^{0,h_\varepsilon} \), \( \mathcal{G}^0(\int_0^\cdot h(s)ds) = \tilde{Y}^{0,h} \) and

\[
\begin{align*}
\tilde{Y}^{0,h_\varepsilon}_t &= -\tilde{K}^{0,h_\varepsilon}_t + \int_0^t \nabla_{\tilde{Y}^{0,h_\varepsilon}_s} b(X^0_s, \delta X^0_s)ds + \int_0^t \sigma(X^0_s, \delta X^0_s)h_\varepsilon(s)ds, \\
\tilde{Y}^{0,h}_t &= -\tilde{K}^{0,h}_t + \int_0^t \nabla_{\tilde{Y}^{0,h}_s} b(X^0_s, \delta X^0_s)ds + \int_0^t \sigma(X^0_s, \delta X^0_s)h(s)ds.
\end{align*}
\]

Thus, by the Taylor formula, we obtain that

\[
\begin{align*}
|\tilde{Y}^{0,h_\varepsilon}_t - \tilde{Y}^{0,h}_t|^2 &= 2 \int_0^t \left( \tilde{Y}^{0,h_\varepsilon}_s - \tilde{Y}^{0,h}_s, \nabla_{\tilde{Y}^{0,h_\varepsilon}_s} b(X^0_s, \delta X^0_s) - \nabla_{\tilde{Y}^{0,h}_s} b(X^0_s, \delta X^0_s) \right) ds \\
&\quad + 2 \int_0^t \left( \tilde{Y}^{0,h_\varepsilon}_s - \tilde{Y}^{0,h}_s, \sigma(X^0_s, \delta X^0_s) \right) (h_\varepsilon(s) - h(s)) ds \\
&\quad - 2 \int_0^t \left( \tilde{Y}^{0,h_\varepsilon}_s - \tilde{Y}^{0,h}_s, d\tilde{K}^{0,h_\varepsilon}_s - d\tilde{K}^{0,h}_s \right) \\
&\leq 2 \int_0^t \left( \tilde{Y}^{0,h_\varepsilon}_s - \tilde{Y}^{0,h}_s, \nabla_{\tilde{Y}^{0,h_\varepsilon}_s} b(X^0_s, \delta X^0_s) - \nabla_{\tilde{Y}^{0,h}_s} b(X^0_s, \delta X^0_s) \right) ds \\
&\quad + 2 \int_0^t \left( \tilde{Y}^{0,h_\varepsilon}_s - \tilde{Y}^{0,h}_s, \sigma(X^0_s, \delta X^0_s) \right) (h_\varepsilon(s) - h(s)) ds,
\end{align*}
\]

and

\[
\begin{align*}
\sup_{s \in [0, t]} |\tilde{Y}^{0,h_\varepsilon}_s - \tilde{Y}^{0,h}_s|^2 &\leq 2 \sup_{s \in [0, t]} \int_0^s \left( \tilde{Y}^{0,h_\varepsilon}_u - \tilde{Y}^{0,h}_u, \nabla_{\tilde{Y}^{0,h_\varepsilon}_u} b(X^0_u, \delta X^0_u) - \nabla_{\tilde{Y}^{0,h}_u} b(X^0_u, \delta X^0_u) \right) |du \\
&\quad + 2 \sup_{s \in [0, t]} \int_0^s \left( \tilde{Y}^{0,h_\varepsilon}_u - \tilde{Y}^{0,h}_u, \sigma(X^0_u, \delta X^0_u) \right) (h_\varepsilon(u) - h(u)) |du \\
&=: I_1 + I_2.
\end{align*}
\]

For \( I_1 \), from \( (H_3) \), it follows that

\[
I_1 \leq 2 \int_0^t \left| \tilde{Y}^{0,h_\varepsilon}_u - \tilde{Y}^{0,h}_u \right|^2 \left\| \nabla b(X^0_u, \delta X^0_u) \right\| |du|
\]
For $I_2$, by $(H_3)$ and the Young inequality, one can get that

$$I_2 \leq 2 \int_0^t \left| \tilde{Y}_{0,h}^0 - \tilde{Y}_{0,h}^0 \right|^2 |\sigma(X_0, \delta X_0)| |h_\varepsilon(u) - h(u)| du$$

which together with the Gronwall inequality yields that

$$\sup_{s \in [0,T]} |\tilde{Y}_{0,h}^0| \leq L_3 \int_0^T |h_\varepsilon(u) - h(u)|^2 du + 3L_3 \int_0^t \left( \sup_{s \in [0,u]} |\tilde{Y}_{0,h}^0 - \tilde{Y}_{0,h}^0| \right) du.$$

Finally, we obtain that

$$\sup_{s \in [0,T]} |\tilde{Y}_{0,h}^0| \leq L_3e^{3L_3T} \int_0^T |h_\varepsilon(u) - h(u)|^2 du.$$

The proof is complete.

Now, we make preparations for justifying Condition 5.2 (ii).

**Lemma 5.4.** Under the assumption $(H_3)$, it holds that for $u_\varepsilon \in A_2^N$ and $u \in A_2^N$,

$$\mathbb{E} \left( \sup_{t \in [0,T]} |\tilde{Y}_t^{\varepsilon,u_\varepsilon}|^4 \right) \leq C, \quad \mathbb{E} \left( \sup_{t \in [0,T]} |\tilde{Y}_t^{0,u}|^4 \right) \leq C,$$

where $C > 0$ is independent of $\varepsilon$.

**Proof.** By Eq. (11), we know that

$$\tilde{Y}_t^{\varepsilon,u_\varepsilon} = \int_0^t b(X_s^{\varepsilon,u_\varepsilon}, \delta X_0) - b(X_0^0, \delta X_0^0) a(\varepsilon) ds + \int_0^t \sigma(X_s^{\varepsilon,u_\varepsilon}, \delta X_0^0) u_\varepsilon(s) a(\varepsilon) ds$$

$$+ \int_0^t \sqrt{\varepsilon} \sigma(X_s^{\varepsilon,u_\varepsilon}, \delta X_0^0) dW_s - \tilde{K}_t^{\varepsilon,u_\varepsilon}.$$

For $\alpha \in Int(D(A))$, by the Itô formula and Lemma 2.2, it holds that

$$|\tilde{Y}_t^{\varepsilon,u_\varepsilon} - \alpha|^2$$

$$= |\alpha|^2 + 2 \int_0^t \left\langle \tilde{Y}_s^{\varepsilon,u_\varepsilon} - \alpha, \frac{b(X_s^{\varepsilon,u_\varepsilon}, \delta X_0^0) - b(X_0^0, \delta X_0^0)}{a(\varepsilon)} \right\rangle ds$$

$$+ 2 \int_0^t \left\langle \tilde{Y}_s^{\varepsilon,u_\varepsilon} - \alpha, \frac{\sigma(X_s^{\varepsilon,u_\varepsilon}, \delta X_0^0) u_\varepsilon(s)}{a(\varepsilon)} \right\rangle ds$$

$$+ 2 \int_0^t \left\langle \tilde{Y}_s^{\varepsilon,u_\varepsilon} - \alpha, \sqrt{\varepsilon} \sigma(X_s^{\varepsilon,u_\varepsilon}, \delta X_0^0) dW_s \right\rangle$$

$$+ \int_0^t \left\langle \sqrt{\varepsilon} \sigma(X_s^{\varepsilon,u_\varepsilon}, \delta X_0^0), \frac{a(\varepsilon)}{a(\varepsilon)} \right\rangle ds - 2 \int_0^t \left\langle \tilde{Y}_s^{\varepsilon,u_\varepsilon} - \alpha, d\tilde{K}_s^{\varepsilon,u_\varepsilon} \right\rangle$$

$$- 2 \left\langle \tilde{Y}_0^{\varepsilon,u_\varepsilon} - \alpha, \tilde{K}_0^{\varepsilon,u_\varepsilon} \right\rangle.$$
\[
\begin{align*}
&\leq |\alpha|^2 + 2 \int_0^t \left\langle \tilde{Y}^{\varepsilon, u_c} - \alpha, \frac{b(X_{s,r}^{\varepsilon, u_c}, \delta_{X_r}) - b(X_0^0, \delta_{X_r})}{a(\varepsilon)} \right\rangle ds \\
&+ 2 \int_0^t \left\langle \tilde{Y}^{\varepsilon, u_c} - \alpha, \frac{\sigma(X_{s,r}^{\varepsilon, u_c}, \delta_{X_r}) u_c(s)}{a(\varepsilon)} \right\rangle ds \\
&+ 2 \int_0^t \left\langle \tilde{Y}^{\varepsilon, u_c} - \alpha, \frac{\sqrt{\varepsilon}\sigma(X_{s,r}^{\varepsilon, u_c}, \delta_{X_r})}{a(\varepsilon)} dW_s \right\rangle \\
&+ \int_0^t \left\| \frac{\sqrt{\varepsilon}\sigma(X_{s,r}^{\varepsilon, u_c}, \delta_{X_r})}{a(\varepsilon)} \right\|^2 ds + \gamma_2 \int_0^t |\tilde{Y}^{\varepsilon, u_c} - \alpha| ds + \gamma_3 t - \gamma_1 |\tilde{K}^{\varepsilon, u_c}|_{0}^t
\end{align*}
\]

Therefore, we get that

\[
\mathbb{E} \left( \sup_{s \in [0,t]} |\tilde{Y}^{\varepsilon, u_c} - \alpha|^4 \right) \leq 6 \left( |\alpha|^2 + (\gamma_2 + \gamma_3) T \right)^2 + 6\gamma_2^2 T \mathbb{E} \int_0^t |\tilde{Y}^{\varepsilon, u_c} - \alpha|^4 dr
\]

\[
= 6 \left( |\alpha|^2 + (\gamma_2 + \gamma_3) T \right)^2 + 6\gamma_2^2 T \mathbb{E} \int_0^t |\tilde{Y}^{\varepsilon, u_c} - \alpha|^4 dr + I_1 + I_2 + I_3 + I_4.
\]
For $I_1$, by $(H'_3)$ and $\frac{\bar{Y}^{\varepsilon,u_e} - X^0}{a(\varepsilon)} = \bar{Y}^{\varepsilon,u_e}$, it holds that

\[ I_1 \leq 12 T E \int_0^T |\bar{Y}^{\varepsilon,u_e} - \alpha|^4 dr + 12 T E \int_0^T \left| \frac{b(\bar{X}^{\varepsilon,u_e}, \delta X^0) - b(X^0, \delta X^0)}{a(\varepsilon)} \right|^4 dr \]

\[ \leq 12 T E \int_0^T |\bar{Y}^{\varepsilon,u_e} - \alpha|^4 dr + 12 T L'_3 \int_0^T |\bar{X}^{\varepsilon,u_e} - X^0| \left| \frac{\sigma(\bar{X}^{\varepsilon,u_e}, \delta X^0)}{a(\varepsilon)} \right|^2 dr \]

\[ \leq (12 T + 96 T L'_3) E \int_0^T |\bar{Y}^{\varepsilon,u_e} - \alpha|^4 dr + 96 T^2 L'_3 |\alpha|^4. \]

Noting that $u_e \in A_{2,0}^N$, by the Young inequality and $(H'_3)$, we get

\[ I_2 \leq 24 T E \int_0^T |\bar{Y}^{\varepsilon,u_e} - \alpha|^2 \left| \frac{\sigma(\bar{X}^{\varepsilon,u_e}, \delta X^0) u_e(r)}{a(\varepsilon)} \right|^2 dr \]

\[ \leq 24 T L^2 L'_3 E \left( \sup_{r \in [0,t]} |\bar{Y}^{\varepsilon,u_e} - \alpha|^2 \int_0^t \left| \frac{u_e(r)}{a(\varepsilon)} \right|^2 dr \right) \]

\[ \leq \frac{1}{4} E \left( \sup_{r \in [0,t]} |\bar{Y}^{\varepsilon,u_e} - \alpha|^4 \right) + C. \]

For $I_3$, by the BDG inequality, the Young inequality and $(H'_3)$, it holds that

\[ I_3 \leq C E \left( \int_0^T |\bar{Y}^{\varepsilon,u_e} - \alpha|^2 \left| \frac{\sqrt{\varepsilon} \sigma(\bar{X}^{\varepsilon,u_e}, \delta X^0)}{a(\varepsilon)} \right|^2 dr \right) \]

\[ \leq C E \left( \sup_{r \in [0,t]} |\bar{Y}^{\varepsilon,u_e} - \alpha|^2 \int_0^t \left| \frac{\sqrt{\varepsilon} \sigma(\bar{X}^{\varepsilon,u_e}, \delta X^0)}{a(\varepsilon)} \right|^2 dr \right) \]

\[ \leq \frac{1}{4} E \left( \sup_{r \in [0,t]} |\bar{Y}^{\varepsilon,u_e} - \alpha|^4 \right) + C \left( \frac{\varepsilon}{a^2(\varepsilon)} \right)^2. \]

By the same deduction as that for $I_3$, one can obtain that

\[ I_4 \leq 6 L^4 T^2 \left( \frac{\varepsilon}{a^2(\varepsilon)} \right)^2. \]

Finally, taking the above estimates into consideration and assuming $\frac{\varepsilon}{a^2(\varepsilon)} \leq 1$, which is suitable in terms of (39), we get that

\[ E \left( \sup_{s \in [0,t]} |\bar{Y}^{\varepsilon,u_e} - \alpha|^4 \right) \leq C + C \int_0^t E \left( \sup_{s \in [0,r]} |\bar{Y}^{\varepsilon,u_e} - \alpha|^4 \right) dr, \]

which together with the Gronwall inequality implies the required estimate.

As for $\bar{Y}^{0,u}_t$, it follows from Eq. (42) that

\[ \bar{Y}^{0,u}_t = \int_0^t \nabla \bar{Y}^{0,u}_s b(X^0_s, \delta X^0_s) ds + \int_0^t \sigma(X^0_s, \delta X^0_s) u(s) ds - K^{0,u}_t. \]
For $\alpha \in \text{Int}(D(A))$, by the Taylor formula and Lemma 2.2, it holds that

\[
|\tilde{Y}_{t,0,u} - \alpha|^2 \\
= |\alpha|^2 - 2 \int_0^t \left< \tilde{\alpha}_{s,u} - \alpha, d\tilde{K}_{s,u} \right> + 2 \int_0^t \left< \tilde{\alpha}_{s,u} - \alpha, \nabla_{\tilde{Y}_{s,u}} b(Y^0_s, \delta_{X^0_s}) \right> ds \\
+ 2 \int_0^t \left< \tilde{\alpha}_{s,u} - \alpha, \sigma(Y^0_s, \delta_{X^0_s}) u(s) \right> ds \\
\leq |\alpha|^2 + \gamma_2 \int_0^t |\tilde{Y}_{s,u} - \alpha|^2 ds + \gamma_3 t - \gamma_1 |K_{0,u}|_0^t + 2 \int_0^t \left< \tilde{\alpha}_{s,u} - \alpha, \nabla_{\tilde{Y}_{s,u}} b(Y^0_s, \delta_{X^0_s}) \right> ds \\
+ 2 \int_0^t \left< \tilde{\alpha}_{s,u} - \alpha, \sigma(Y^0_s, \delta_{X^0_s}) u(s) \right> ds \\
\leq \left( |\alpha|^2 + (\gamma_2 + \gamma_3) T \right) + \gamma_2 \int_0^t |\tilde{Y}_{s,u} - \alpha|^2 ds + 2 \int_0^t \left< \tilde{\alpha}_{s,u} - \alpha, \nabla_{\tilde{Y}_{s,u}} b(Y^0_s, \delta_{X^0_s}) \right> ds \\
+ 2 \int_0^t \left< \tilde{\alpha}_{s,u} - \alpha, \sigma(Y^0_s, \delta_{X^0_s}) u(s) \right> ds.
\]

Noting that $u \in A_2^N$, by the Hölder inequality and (H'$_3$), we get that

\[
\mathbb{E} \left( \sup_{s \in [0,t]} |\tilde{Y}_{t,0,u} - \alpha|^4 \right) \\
\leq 4 \left( |\alpha|^2 + (\gamma_2 + \gamma_3) T \right)^2 + 4\gamma_2^2 \mathbb{E} \left[ \sup_{s \in [0,t]} \left( \int_0^s |\tilde{Y}_{r,u} - \alpha|^2 dr \right)^2 \right] \\
+ 16 \mathbb{E} \left[ \sup_{s \in [0,t]} \left( \int_0^s \left< \tilde{\alpha}_{r,u} - \alpha, \nabla_{\tilde{Y}_{r,u}} b(Y^0_r, \delta_{X^0_r}) \right> dr \right)^2 \right] \\
+ 16 \mathbb{E} \left[ \sup_{s \in [0,t]} \left( \int_0^s \left< \tilde{\alpha}_{r,u} - \alpha, \sigma(Y^0_r, \delta_{X^0_r}) u(r) \right> dr \right)^2 \right] \\
\leq 4 \left( |\alpha|^2 + (\gamma_2 + \gamma_3) T \right)^2 + 4\gamma_2^2 T \mathbb{E} \left[ \int_0^t |\tilde{Y}_{r,u} - \alpha|^4 dr \right] \\
+ 16 T \mathbb{E} \left[ \int_0^t |\tilde{Y}_{r,u} - \alpha|^2 \|\nabla_{\tilde{Y}_{r,u}} b(Y^0_r, \delta_{X^0_r})\|^2 dr \right] \\
+ 16 \left( \int_0^t |\tilde{Y}_{r,u} - \alpha| \|\sigma(Y^0_r, \delta_{X^0_r}) u(r)\| dr \right)^2 \\
\leq 4 \left( |\alpha|^2 + (\gamma_2 + \gamma_3) T \right)^2 + 4\gamma_2^2 T \mathbb{E} \left[ \int_0^t |\tilde{Y}_{r,u} - \alpha|^4 dr \right] \\
+ 32 T L^2 (1 + |\alpha|^2) \mathbb{E} \left[ \int_0^t |\tilde{Y}_{r,u} - \alpha|^4 dr \right] + 32 T^2 L^2 |\alpha|^2 \\
+ 16 \left( \int_0^t |\tilde{Y}_{r,u} - \alpha|^2 \|\sigma(Y^0_r, \delta_{X^0_r})\|^2 dr \right) \left( \int_0^t u^2(r) dr \right)
\]
By the Gronwall inequality, one can obtain that
\[ \mathbb{E} \left( \sup_{t \in [0,T]} |\tilde{Y}^{0,u}_t - \alpha|^4 \right) \leq C. \]

Thus, by the Itô formula, it holds that
\[ \tilde{Y}^{0,u} = -\tilde{K}^{0,u} + \int_0^t \frac{b(\tilde{X}^{\varepsilon,u}_s, \delta_{X^0_s}) - b(X^0_s, \delta_{X^0_s})}{a(\varepsilon)} \, ds + \int_0^t \frac{\sqrt{\varepsilon} \sigma(\tilde{X}^{\varepsilon,u}_s, \delta_{X^0_s})}{a(\varepsilon)} \, dW_s, \]

\[ \tilde{Y}^{0,u}_t = -\tilde{K}^{0,u}_t + \int_0^t \nabla_{Y,0,u} b(X^0_s, \delta_{X^0_s}) \, ds + \int_0^t \sigma(X^0_s, \delta_{X^0_s}) u(s) \, ds. \]

Thus, by the Itô formula, it holds that
\[ |\tilde{Y}^{\varepsilon,u}_s - \tilde{Y}^{0,u}_s|^2 \]
\[ = 2 \int_0^t \left\langle \tilde{Y}^{\varepsilon,u}_s - \tilde{Y}^{0,u}_s, \frac{b(\tilde{X}^{\varepsilon,u}_s, \delta_{X^0_s}) - b(X^0_s, \delta_{X^0_s})}{a(\varepsilon)} - \nabla_{Y,0,u} b(X^0_s, \delta_{X^0_s}) \right\rangle \, ds \]
\[ + 2 \int_0^t \left\langle \tilde{Y}^{\varepsilon,u}_s - \tilde{Y}^{0,u}_s, \frac{\sqrt{\varepsilon} \sigma(\tilde{X}^{\varepsilon,u}_s, \delta_{X^0_s})}{a(\varepsilon)} \right\rangle \, dW_s \]
\[ + \int_0^t \left\| \frac{\sqrt{\varepsilon} \sigma(\tilde{X}^{\varepsilon,u}_s, \delta_{X^0_s})}{a(\varepsilon)} \right\|^2 \, ds \]
\[ - 2 \int_0^t \left\langle \tilde{Y}^{\varepsilon,u}_s - \tilde{Y}^{0,u}_s, d\tilde{K}^{\varepsilon,u}_s - d\tilde{K}^{0,u}_s \right\rangle \]
\[ \leq 2 \int_0^t \left\langle \tilde{Y}^{\varepsilon,u}_s - \tilde{Y}^{0,u}_s, \frac{b(\tilde{X}^{\varepsilon,u}_s, \delta_{X^0_s}) - b(X^0_s, \delta_{X^0_s})}{a(\varepsilon)} - \nabla_{Y,0,u} b(X^0_s, \delta_{X^0_s}) \right\rangle \, ds \]
\[ + 2 \int_0^t \left\langle \tilde{Y}^{\varepsilon,u}_s - \tilde{Y}^{0,u}_s, \frac{\sqrt{\varepsilon} \sigma(\tilde{X}^{\varepsilon,u}_s, \delta_{X^0_s})}{a(\varepsilon)} \right\rangle \, dW_s \]
\[ + 2 \int_0^t \left\langle \tilde{Y}^{\varepsilon,u}_s - \tilde{Y}^{0,u}_s, \frac{\sqrt{\varepsilon} \sigma(\tilde{X}^{\varepsilon,u}_s, \delta_{X^0_s})}{a(\varepsilon)} \right\rangle \, dW_s. \]
\[
+ \int_0^t \left\| \frac{\sqrt{\varepsilon} \sigma(\tilde{X}_s^{e,uc}, \delta_{X^0})}{a(\varepsilon)} \right\|^2 \, ds.
\]

Therefore, we get that

\[
E \left( \sup_{s \in [0,t]} |\tilde{Y}_r^{e,uc} - \tilde{Y}_r^{0,u}|^2 \right) \\
\leq 2E \left[ \sup_{s \in [0,t]} \left| \int_0^s \frac{b(\tilde{X}_r^{e,uc}, \delta_{X^0}) - b(X_r^0, \delta_{X^0})}{a(\varepsilon)} - \nabla \tilde{Y}_r^{0,u} b(X_r^0, \delta_{X^0}) \right| \, dr \right] \\
\quad + 2E \left[ \sup_{s \in [0,t]} \left| \int_0^s \frac{\sigma(\tilde{X}_r^{e,uc}, \delta_{X^0}) u(c) - \sigma(X_r^0, \delta_{X^0}) u(c)}{a(\varepsilon)} \right| \, dr \right] \\
\quad + 2E \left[ \sup_{s \in [0,t]} \left| \int_0^s \frac{\sqrt{\varepsilon} \sigma(\tilde{X}_r^{e,uc}, \delta_{X^0})}{a(\varepsilon)} \, dW_r \right| \right] \\
\quad + E \left[ \sup_{s \in [0,t]} \left| \frac{\sqrt{\varepsilon} \sigma(\tilde{X}_r^{e,uc}, \delta_{X^0})}{a(\varepsilon)} \right|^2 \, dr \right] \\
=: I_1 + I_2 + I_3 + I_4.
\]

For $I_1$, by the Young inequality, $(H_3')$ and $(H_4)$, it holds that

\[
I_1 \leq E \int_0^t |\tilde{Y}_r^{e,uc} - \tilde{Y}_r^{0,u}|^2 \, dr \\
\quad + E \int_0^t \left| \frac{b(\tilde{X}_r^{e,uc}, \delta_{X^0}) - b(X_r^0, \delta_{X^0})}{a(\varepsilon)} - \nabla \tilde{Y}_r^{0,u} b(X_r^0, \delta_{X^0}) \right|^2 \, dr \\
\leq E \int_0^t |\tilde{Y}_r^{e,uc} - \tilde{Y}_r^{0,u}|^2 \, dr \\
\quad + E \int_0^t \left| \int_0^1 \nabla \tilde{Y}_r^{e,uc} b(X_r^0 + \eta(\tilde{X}_r^{e,uc} - X_r^0), \delta_{X^0})d\eta - \nabla \tilde{Y}_r^{0,u} b(X_r^0, \delta_{X^0}) \right|^2 \, dr \\
\leq E \int_0^t |\tilde{Y}_r^{e,uc} - \tilde{Y}_r^{0,u}|^2 \, dr + 2E \int_0^t \left| \int_0^1 \nabla \tilde{Y}_r^{e,uc} - \tilde{Y}_r^{0,u} b(X_r^0 + \eta(\tilde{X}_r^{e,uc} - X_r^0), \delta_{X^0})d\eta \right|^2 \, dr \\
\quad + 2E \int_0^t \left| \int_0^1 \nabla \tilde{Y}_r^{0,u} b(X_r^0 + \eta(\tilde{X}_r^{e,uc} - X_r^0), \delta_{X^0})d\eta - \nabla \tilde{Y}_r^{0,u} b(X_r^0, \delta_{X^0}) \right|^2 \, dr \\
\leq (1 + 2L_3^2)E \int_0^t |\tilde{Y}_r^{e,uc} - \tilde{Y}_r^{0,u}|^2 \, dr + 2L_4^2 \varepsilon \left( E \int_0^T |\tilde{Y}_r^{e,uc}|^4 \, dr \right)^{1/2} \left( E \int_0^T |\tilde{Y}_r^{0,u}|^4 \, dr \right)^{1/2}.
\]

For $I_2$, by the Young inequality, one can obtain that

\[
I_2 \leq 2E \left[ \int_0^t \left| \frac{\sigma(\tilde{X}_r^{e,uc}, \delta_{X^0}) u(c)}{a(\varepsilon)} - \sigma(X_r^0, \delta_{X^0}) u(c) \right|^2 \, dr \right]
\]

(43)
Thus, we know that
\[
\begin{align*}
\text{By the BDG inequality and the Young inequality, it holds that}
\end{align*}
\]
Noting that \( u \in A_{2,\varepsilon}^N \), we get
\[
I_{21} \leq 2L_3^2 \mathbb{E} \int_0^t |\tilde{X}^{\varepsilon,u}_{1e} - X^0_{1e}|^2 \frac{|u_e(r)|}{a(\varepsilon)} dr
\]
\[
\leq 2L_3^2 a^2(\varepsilon)N \mathbb{E} \left( \sup_{r \in [0,T]} |\tilde{X}^{\varepsilon,u}_{1e}|^2 \right).
\]
For \( I_{22} \), by (H_3'), it holds that
\[
I_{22} \leq 2L_3^2 \mathbb{E} \int_0^T \left| \frac{u_e(r)}{a(\varepsilon)} - u(r) \right|^2 dr.
\]
Thus, we know that
\[
\begin{align*}
I_2 & \leq \mathbb{E} \int_0^t |\tilde{X}^{\varepsilon,u}_{1e} - \tilde{Y}^{0,u}_{1e}|^2 dr + 2L_3^2 a^2(\varepsilon)N \mathbb{E} \left( \sup_{r \in [0,T]} |\tilde{X}^{\varepsilon,u}_{1e}|^2 \right) \\
& \quad + 2L_3^2 \mathbb{E} \int_0^T \left| \frac{u_e(r)}{a(\varepsilon)} - u(r) \right|^2 dr.
\end{align*}
\]
By the BDG inequality and the Young inequality, it holds that
\[
\begin{align*}
I_3 & \leq C \mathbb{E} \left( \int_0^t \left| \tilde{X}^{\varepsilon,u}_{1e} - \tilde{Y}^{0,u}_{1e} \right|^2 \left| \frac{\sqrt{\varepsilon} \sigma(\tilde{X}^{\varepsilon,u}_{1e}, \delta_X^0)}{a(\varepsilon)} \right|^2 dr \right)^{1/2} \\
& \leq CL_3^2 \mathbb{E} \left[ \frac{\varepsilon}{a(\varepsilon)} \left( \int_0^t |\tilde{X}^{\varepsilon,u}_{1e} - \tilde{Y}^{0,u}_{1e}|^2 dr \right)^{1/2} \right] \\
& \leq C \frac{\varepsilon}{a^2(\varepsilon)} + C \mathbb{E} \int_0^t |\tilde{X}^{\varepsilon,u}_{1e} - \tilde{Y}^{0,u}_{1e}|^2 dr.
\end{align*}
\]
For \( I_4 \), by (H_3), we get
\[
I_4 \leq L_3^2 T \frac{\varepsilon}{a^2(\varepsilon)}.
\]
Finally, combining (43)–(46), one can have that
\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |\tilde{Y}^{\varepsilon,u}_{s} - \tilde{Y}^{0,u}_{s}|^2 \right) \leq C \int_0^t \mathbb{E} \left( \sup_{0 \leq s \leq t} |\tilde{Y}^{\varepsilon,u}_{s} - \tilde{Y}^{0,u}_{s}|^2 \right) dr
\]
\[
+ 2L_2^2 a^2(\varepsilon) \left( \mathbb{E} \int_0^T |\tilde{Y}^{\varepsilon,u}_{r}|^4 dr \right)^{1/2} \left( \mathbb{E} \int_0^T |\tilde{Y}^{0,u}_{r}|^4 dr \right)^{1/2}
\]
The proof is complete. □

By Lemma 5.3, we know that Condition 5.2 (Proof.)

Thus, it holds that

By the dominated convergence theorem, we know that

which yields that

Therefore, Condition 5.2 (ii) is right.

Lastly, by Theorem 3.4, we know that the family \( \{ \tilde{Y}^\varepsilon \} \) satisfies the Laplace principle. The proof is complete. □
5.2. The large deviation principle for \( \bar{Y}_t^\varepsilon \). In the subsection, we prove that \( \bar{Y}_t^\varepsilon \) and \( \bar{Y}_t^\varepsilon \) are exponentially equivalent and then obtain the large deviation estimate for \( \bar{Y}_t^\varepsilon \).

**Lemma 5.7.** Assume that \((H_3')\) and \((H_4)\) hold. Then it holds that for any \( \delta > 0 \),

\[
\limsup_{\varepsilon \to 0} \varepsilon \log \left( \mathbb{P} \left\{ \sup_{t \in [0,T]} |\bar{Y}_t^\varepsilon - \bar{Y}_t^\varepsilon | \geq \delta \right\} \right) = -\infty. \tag{47}
\]

**Proof.** Note that \( \bar{Y}_t^\varepsilon = \frac{\tilde{X}_t^\varepsilon - X_0^\varepsilon}{a(\varepsilon)} \), \( \tilde{Y}_t^\varepsilon = \frac{\tilde{X}_t^\varepsilon - X_0^\varepsilon}{a(\varepsilon)} \) satisfy the following equations, respectively,

\[
\bar{Y}_t^\varepsilon = \int_0^t \frac{b(X_s^\varepsilon, \mathcal{L}_s^\varepsilon) - b(X_0^\varepsilon, \delta X_0^\varepsilon)}{a(\varepsilon)} ds + \int_0^t \sqrt{\varepsilon} \sigma(X_s^\varepsilon, \mathcal{L}_s^\varepsilon) dW_s - K_t^\varepsilon.
\]

\[
\tilde{Y}_t^\varepsilon = \int_0^t \frac{b(X_s^\varepsilon, \delta X_0^\varepsilon)}{a(\varepsilon)} ds + \int_0^t \sqrt{\varepsilon} \sigma(X_s^\varepsilon, \delta X_0^\varepsilon) dW_s - \tilde{K}_t^\varepsilon.
\]

Thus, set \( G_t := \bar{Y}_t^\varepsilon - \tilde{Y}_t^\varepsilon \), and then \( G_t \) satisfies the following equation

\[
G_t = \int_0^t b_s ds + \sqrt{\varepsilon} \int_0^t \sigma_s dW_s - \tilde{K}_t + \tilde{K}_t^\varepsilon,
\]

where

\[
b_s := \frac{b(X_s^\varepsilon, \mathcal{L}_s^\varepsilon) - b(X_0^\varepsilon, \delta X_0^\varepsilon)}{a(\varepsilon)}, \quad \sigma_s := \frac{\sigma(X_s^\varepsilon, \mathcal{L}_s^\varepsilon) - \sigma(X_s^\varepsilon, \delta X_0^\varepsilon)}{a(\varepsilon)}.
\]

Moreover, by \((H_3')\), it holds that

\[
|b_s| \leq L_3 \left( \frac{|\bar{X}_s^\varepsilon - \tilde{X}_s^\varepsilon|}{a(\varepsilon)} + \frac{W_2(\mathcal{L}_s^\varepsilon, \delta X_0^\varepsilon)}{a(\varepsilon)} \right) \leq \sqrt{2} L_3 \left( |G_s|^2 + \rho^2(\varepsilon) \right)^{\frac{1}{2}},
\]

\[
|\sigma_s| \leq L_3 \left( \frac{|\bar{X}_s^\varepsilon - \tilde{X}_s^\varepsilon|}{a(\varepsilon)} + \frac{W_2(\mathcal{L}_s^\varepsilon, \delta X_0^\varepsilon)}{a(\varepsilon)} \right) \leq \sqrt{2} L_3 \left( |G_s|^2 + \rho^2(\varepsilon) \right)^{\frac{1}{2}},
\]

where \( \rho^2(\varepsilon) = \sup_{t \in [0,T]} \mathbb{E}|\bar{Y}_t^\varepsilon|^2 \).

Next, we choose a \( R > 0 \) such that \( |X_t^\varepsilon| < R + 1 \) for \( t \in [0,T] \). Then define a stopping time as follows:

\[
\tau_R = \inf \{ t > 0 : |\bar{Y}_t^\varepsilon| \vee |\tilde{Y}_t^\varepsilon| \geq R + 1 \} \land T.
\]

Thus, by the similar deduction to that of [4, Lemma 5.6.18], it holds that for any \( \delta > 0 \) and \( 0 < \varepsilon \leq 1 \),

\[
\varepsilon \log \left( \mathbb{P} \left\{ \sup_{t \in [0,\tau_R]} |G_t| \geq \delta \right\} \right) \leq C + \log \left( \frac{\rho^2(\varepsilon)}{\rho^2(\varepsilon) + \delta^2} \right).
\]

By the same deduction to that of Lemma 3.6, one can prove that \( \lim_{\varepsilon \to 0} \rho^2(\varepsilon) = 0 \), which implies that

\[
\lim_{\varepsilon \to 0} \varepsilon \log \left( \mathbb{P} \left\{ \sup_{t \in [0,\tau_R]} |G_t| \geq \delta \right\} \right) = -\infty. \tag{48}
\]
Besides, we investigate \( \{ \tau_R \leq T \} \). Set \( \eta_R := \{ t \geq 0 : |\tilde{Y}^\varepsilon_t| \geq R \} \), and then it holds that
\[
\mathbb{P}\{ \tau_R \leq T \} \leq \mathbb{P}\{ |\tilde{Y}^\varepsilon_{\tau_R}| = R + 1 \} + \mathbb{P}\{ |\tilde{Y}^\varepsilon_{\tau_R}| < \frac{1}{2}, |\tilde{Y}^\varepsilon_{\tau_R}| = R + 1 \}
\]
\[
+ \mathbb{P}\{ \eta_R \leq T \}
\]
\[
\leq \mathbb{P}\left\{ \sup_{t \in [0, \tau_R]} |G_t| \geq \frac{1}{2} \right\} + 2 \mathbb{P}\{ \eta_R \leq T \}.
\]

On the one hand, from (48), it follows that
\[
\lim_{\varepsilon \to 0} \varepsilon \log \left( \mathbb{P}\left\{ \sup_{t \in [0, \tau_R]} |G_t| \geq \frac{1}{2} \right\} \right) = -\infty.
\]

On the other hand, note that
\[
\limsup_{\varepsilon \to 0} \varepsilon \log \mathbb{P}\{ \eta_R \leq T \} \leq \limsup_{\varepsilon \to 0} \varepsilon \log \left( \mathbb{P}\left\{ \sup_{t \in [0, T]} |\tilde{Y}^\varepsilon_t| \geq R \right\} \right)
\]
\[
\leq - \inf_{h \in \mathbb{H}, x = \tilde{Y}^0, h, \sup_{t \in [0, T]} |x_t| \geq R} \frac{1}{2} \|h\|^2_H,
\]
where the last inequality is based on Theorem 5.6. Now we observe the last term. By Eq. (42), it holds that
\[
\tilde{Y}^0_{t, h} = -\tilde{K}^0_{t, h} + \int_0^t \nabla \tilde{Y}^0_s, b(X^0_s, \delta X^0_s)ds + \int_0^t \sigma(X^0_s, \delta X^0_s)h(s)ds.
\]

Using the similar method to one in the proof of Lemma 5.4, we obtain that
\[
\sup_{t \in [0, T]} |\tilde{Y}^0_{t, h}|^2 \leq 2|\alpha|^2 + 2 \left( C + L'_3 \int_0^T |h(t)|^2dt \right) e^{CT} < \infty,
\]
where \( \alpha \in \text{Int}(\mathcal{D}(A)) \). From this, it follows that
\[
\left\{ h \in \mathbb{H}, x = \tilde{Y}^0_{t, h}, \sup_{t \in [0, T]} |x_t| \geq R \right\} \longrightarrow \emptyset, \text{ as } R \to \infty,
\]
which implies that
\[
- \lim_{R \to \infty} \inf_{h \in \mathbb{H}, x = \tilde{Y}^0_{t, h}, \sup_{t \in [0, T]} |x_t| \geq R} \frac{1}{2} \|h\|^2_H = -\infty,
\]
and furthermore
\[
\lim_{R \to \infty} \limsup_{\varepsilon \to 0} \varepsilon \log \left( \mathbb{P}\{ \eta_R \leq T \} \right) = -\infty.
\]

Taking the above estimates into consideration, we know that
\[
\lim_{R \to \infty} \limsup_{\varepsilon \to 0} \varepsilon \log \left( \mathbb{P}\{ \tau_R \leq T \} \right) = -\infty. \tag{49}
\]
Finally, note that

$$\left\{ \sup_{t \in [0,T]} |G_t| \geq \delta \right\} \subset \{ \tau_R \leq T \} \cup \left\{ \sup_{t \in [0,\tau_R]} |G_t| \geq \delta \right\}.$$ 

Combining (48) and (49), we get

$$\limsup_{\varepsilon \to 0} \varepsilon \log \mathbb{P} \left( \sup_{t \in [0,T]} |Y^\varepsilon_t - \tilde{Y}^\varepsilon_t| \geq \delta \right) = -\infty.$$ 

The proof is over. \(\square\)

Now, by Theorem 5.6 and Lemma 5.7, we draw the following conclusion which is the main result in the section.

**Theorem 5.8.** Assume that \((H'_3)\) and \((H_4)\) hold. Then the family \(\{Y^\varepsilon\}\) satisfies the Laplace principle in \(S := C([0,T],D(A))\) with the rate function given by

$$I(x) = \frac{1}{2} \inf_{h \in H, x = \tilde{Y}^{o,h}} \|h\|_H^2.$$ 
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