Hodgkinson, Lee (2013) Particle detectors in curved spacetime quantum field theory. PhD thesis, University of Nottingham.

Access from the University of Nottingham repository:
http://eprints.nottingham.ac.uk/13636/1/thesis.pdf

Copyright and reuse:
The Nottingham ePrints service makes this work by researchers of the University of Nottingham available open access under the following conditions.

This article is made available under the University of Nottingham End User licence and may be reused according to the conditions of the licence. For more details see:
http://eprints.nottingham.ac.uk/end_user_agreement.pdf

For more information, please contact eprints@nottingham.ac.uk
Particle detectors in curved spacetime
quantum field theory

Lee Hodgkinson, MPhys.

Thesis submitted to the University of Nottingham
for the Degree of Doctor of Philosophy
October 2013
Abstract

Unruh-DeWitt particle detector models are studied in a variety of time-dependent and time-independent settings. We work within the framework of first-order perturbation theory and couple the detector to a massless scalar field. The necessity of switching on (off) the detector smoothly is emphasised throughout, and the transition rate is found by taking the sharp-switching limit of the regulator-free and finite response function.

The detector is analysed on a variety of spacetimes: $d$-dimensional Minkowski, the Bañados-Teitelboim-Zanelli (BTZ) black hole, the two-dimensional Minkowski half-plane, two-dimensional Minkowski with a receding mirror, and the two- and four-dimensional Schwarzschild black holes.

In $d$-dimensional Minkowski spacetime, the transition rate is found to be finite up to dimension five. In dimension six, the transition rate diverges unless the detector is on a trajectory of constant proper acceleration, and the implications of this divergence to the global embedding spacetime (GEMS) methods are studied.

In three-dimensional curved spacetime, the transition rate for the scalar field in an arbitrary Hadamard state is found to be finite and regulator-free. Then on the Bañados-Teitelboim-Zanelli (BTZ) black hole spacetime, we analyse the detector coupled to the field in the Hartle-Hawking vacua, under both transparent and reflective boundary conditions at infinity. Results are presented for the co-rotating detector, which responds thermally, and for the radially-infalling detector.

Finally, detectors on the Schwarzschild black hole are considered. We begin in two dimensions, in an attempt to gain insight by exploiting the conformal triviality, and where we apply a temporal cut-off to regulate the infrared divergence. In four-dimensional Schwarzschild spacetime, we proceed numerically, and the Hartle-Hawking, Boulware and Unruh vacua rates are compared. Results are presented for the case of the static detectors, which respond thermally, and also for the case of co-rotating detectors.
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LORD BYRON
In this thesis we probe the particle content of a quantum field in a variety of time-independent and time-dependent situations. The coupling of quantum field theory and general relativity, the two pillars of modern physics, is a notoriously difficult challenge that is yet to yield a fully satisfactory solution. It is this impasse that has led many researchers to turn to the field of quantum field theory on curved spacetime. In this approach one treats the spacetime geometry classically; a quantum field theory is imposed onto this geometry presuming the back-reaction of the field to be negligible.

Despite the conceptual simplicity of this approach, the theory has enjoyed many successes, the most celebrated of which being Hawking’s result [1] that black holes formed by stellar collapse emit thermal radiation with a temperature

\[ T = \frac{\kappa}{2\pi}, \]

(1.1)

with \( \kappa \) being the surface gravity of the black hole. For any Killing horizon, the surface
gravity can be defined as the gradient of the norm of the associated Killing vector, $\chi^\mu$, evaluated at the horizon. That is to say,

$$\kappa^2 = -\frac{1}{2} (\nabla_\mu \chi_\nu)(\nabla^\mu \chi^\nu). \quad (1.2)$$

The surface gravity in a static, asymptotically flat spacetime is the proper acceleration of a static observer near the horizon adjusted by the redshift factor between the static observer near the horizon and another static observer at infinity [2].

Further to Hawking’s result, in 1976, Unruh [3] showed that even in flat spacetime the particle content of the field is contextual, and an observer moving with uniform proper acceleration through Minkowski spacetime would see the Minkowski vacuum state as a thermal bath of particles, characterised by a temperature

$$T = a/2\pi, \quad (1.3)$$

with $a$ being the proper acceleration of the observer.

Even after decades of research into these topics, the questions led to by Hawking’s early work, such as the information loss paradox [4, 5], are still directly leading to questions at the forefront of modern research. One such topic is the recent suggestion that an observer falling through the event horizon of a black hole is met with a “firewall” [6] — an intense thermal gas of particles near the black hole event horizon that would cause an observer to burn up. This is contrary to the long-established “no-drama” principle, which states that an observer falling through the event horizon of a black hole experiences nothing unusual.

Furthermore, much research is still ongoing investigating the tantalising possibility of experimentally verifying the Unruh effect in the laboratory. This is a great challenge as reading an Unruh temperature (1.3) of the order 1 Kelvin requires accelerations with magnitudes $10^{21}$ m/s$^2$, and one also needs to take into account the background noise from the conventional Larmor radiation. Perhaps the most promising methods to date involve using high-intensity lasers to accelerate electrons to vast accelerations [7] or, more recently, by
making use of the Berry phase [8], which may permit measurement of the effect at vastly smaller-magnitude accelerations, which need be maintained over shorter time frames.

Additionally, much research has taken place into investigating analogue systems, where simulated Hawking radiation could possibly be observed. These investigations began with the so-called “dumb holes”, which are black hole analogues using sound waves in a fluid flow [9], but investigations have been carried out also in shallow water waves [10] and finally in fiber-optic systems [11], for which some researchers now claim to have experimental evidence that simulated Hawking radiation has been observed [12], although this is currently highly disputed [13, 14].

Going beyond the Hawking effect and Unruh effect to more general settings, we find many situations that give rise to particle production. If one has a spacetime with isometries, it is possible to define the particle content of the field using solutions to the field equations that are positive frequency with respect to the associated timelike Killing vector that generates the isometry. For example, in Minkowski spacetime one has Poincare symmetry, and it is precisely because of this symmetry that all inertial observers can agree on the particle content of a given state of the field, and in particular all inertial observers can agree that the Minkowski vacuum state is a state devoid of particles. Such observers may disagree on the magnitude of the energy of a particle, but Lorentz-invariance will ensure that it is positive frequency and thus still indeed a particle. The issue of particles becomes thornier when considering a curved spacetime. Owing to the general absence of any symmetries and timelike Killing vectors, we have nothing to define the solutions of the field equations as being positive-frequency with respect to.

One way to cut through this ambiguity is to define particles operationally; that is to say, we couple our quantum field to some simple quantum-mechanical system, which could be anything from a hydrogen atom to a simple harmonic oscillator, and we think of it as our ‘detector’. In other words, we take the conceptual view that the particle content of the field is not well defined when the field is isolated but only by the field’s interactions with such a detector. Hence, a particle is simply something that a particle detector detects [16].
In this model, an upward transition in the quantum-mechanical system by the absorption of a quantum of energy from the field is interpreted as the detection of a particle, whilst the downward transition is interpreted as the emission of a particle. The simplest of these detector models is the Unruh-DeWitt detector [3, 15], in which the quantum-mechanical system is coupled to the field by a monopole-moment operator.

The transition rate associated with such a detector is of primary interest, but it can be difficult to compute in a precise manner. In all cases but for the stationary detector, one must take extreme care with the way the detector is switched on (off) if the conventional regularisation is to be maintained [17]. Alternatively, the point-like coupling of the detector to the field can be replaced by one that is smeared [18]. Throughout this thesis, we shall adopt the smooth-switching approach of Satz [17]. Using this smooth-switching approach will enable us to investigate the response of a detector in a host of situations, some of which will be time-dependent.

We shall now give a detailed outline of this thesis. In Chapter 2, we shall begin with an overview of the Unruh-DeWitt detector model, giving the mathematical definition of such a detector in terms of first-order perturbation theory and introducing the key concepts of the detector response function and the transition rate. We shall stress the need to remove the regulator of the Wightman function before trying to take the sharp-switching limit.

In Chapter 3, we analyse the response of an Unruh-DeWitt detector coupled to a massless scalar field that is arbitrarily accelerated in Minkowski spacetime of dimension up to and including six. The first step is to obtain the detector response function in a regulator-free form before we take the sharp-switching limit to obtain the transition rate. We shall find that the transition probability will diverge for dimensions greater than three, but the transition rate will remain finite up to and including dimension five. In dimension six, the transition rate develops a logarithmic divergence on all trajectories except those with constant scalar proper acceleration. The chapter ends with a discussion of the implications of this divergence for the global embedding spacetime (GEMS) method's suitability for investigating the detector response in curved spacetime.
Chapter 1: Introduction

One may wonder if it makes sense to use first-order perturbation theory when the response rate it leads to diverges in dimensions greater than three. We shall see in Chapter 2 that the total transition probability consists of a factor depending only on the internal details of the detector as well as $c^2$, where $c$ is the small detector to field coupling-constant.

In four dimensions, in the limit of the detector switch-on (off) time, $\delta$, going to zero, the response diverges as $\log \delta$. Thus, provided that for a theory parametrised by $\delta$, $c$ is also chosen to ensure that it is bounded in absolute value by $k/\sqrt{\log \delta}$ then we can choose the positive constant $k$ to be small enough that the perturbative treatment remains valid.

Similarly, in five and six dimensions the response in the sharply-switched limit diverges as $\delta^{-1}$ and $\delta^{-2}$ respectively, and we are required to choose $c$ such that it is bounded in absolute value by $k\sqrt{\delta}$ and $k\delta$ respectively.

In Chapter 4, we examine the Unruh-DeWitt detector coupled to the scalar field in three-dimensional curved spacetime, following a similar analysis to [19]. We first obtain a regulator-free expression for the transition probability in an arbitrary Hadamard state, working within first-order perturbation theory and assuming smooth switching, and we show that both the transition probability and the instantaneous transition rate remain well defined in the sharp-switching limit. We then specialise the spacetime to the Bañados-Teitelboim-Zanelli black hole and to a massless, conformally-coupled scalar field in the Hartle-Hawking vacua, using both transparent and reflective boundary conditions at the spatial infinity. We then analyse the co-rotating trajectory, finding a thermal response, and also the case of a detector freely-falling into the hole on a geodesic. A host of numerical results are presented, and these are complemented by good agreement from analytic results in a variety of asymptotic regimes.

Chapters 5 and 6 constitute our investigations into detectors on the Schwarzschild black hole. We start in Chapter 5 by considering the $(1 + 1)$-dimensional Schwarzschild black hole; that is to say, we drop the angular components of the four-dimensional Schwarzschild spacetime. The first issue we face with this approach is that for a massless scalar field the Wightman function has an infrared divergence, in addition to the ultraviolet divergence.
that is found in all dimensions. We would prefer to work with a detector coupled to a massive scalar field in \((1+1)\)-Schwarzschild, which does not suffer such infrared divergences, obtain the transition rate and then only at the very end of the calculation take the \(m \to 0\) limit, but the calculations involved prove prohibitive. Nevertheless, this infrared divergence can be regularised by employing a temporal-window function in our detector response and considering a detector switched on in the asymptotic past [20]. Langlois showed that the use of these temporal-window functions gave the expected results for the inertial- and uniformly-accelerated detectors in \((1 + 1)\)-Minkowski spacetime.

First, with hope to gain confidence in employing the Langlois cut-off to the real \((1 + 1)\)-Schwarzschild spacetime of interest, we investigate the static detector in the \((1 + 1)\)-Minkowski half-plane. We analyse both the case of our detector coupled to massive scalar field, with \(m \to 0\) taken at the end, and the case of our detector coupled to a massless scalar field from the outset, where a Langlois temporal-window function is employed to deal with the infrared divergence. We find that the transition rates computed from the two approaches agree exactly.

Next, using the Langlois cut-off procedure, we consider a static detector sat external to the \((1 + 1)\)-Schwarzschild black hole and coupled to a massless scalar field in the Hartle-Hawking vacuum. Encouragingly, the transition rate found has the expected thermal character in the local Hawking temperature.

Bolstered by these successes, we next consider the transition rate for a static detector coupled to a massless scalar field in the Unruh vacuum on the \((1 + 1)\)-Schwarzschild spacetime. The transition rate we find in this case has a part that is expected — half the Boulware rate plus half the Hartle-Hawking rate — but also contains a rather odd term of the form \(T/2\omega^2\), with \(T\) being the local Hawking temperature and \(\omega\) being the detector’s energy gap. To investigate this unexpected term, we turn to the mirrors analogy in \((1 + 1)\)-Minkowski spacetime [21]: the Unruh vacuum mocks up the outgoing radiation from a collapsing star, and the receding mirror in \((1 + 1)\)-Minkowski spacetime makes a good comparison. Once again the expected transition rate plus a strange term are found, as in the Unruh case, and
we deduce that such a term is an artefact caused by treating the infrared divergence with the temporal-window cut-off.

In Chapter 6, we investigate the four-dimensional Schwarzschild black hole. Results for the static and circular-geodesic detectors in the exterior of the hole are presented for a massless scalar field in the Hartle-Hawking, Boulware and Unruh vacuum states. The response of a static detector coupled to a field in the Hartle-Hawking vacuum is seen to be thermal in the KMS sense, with the expected local Hawking temperature. The radial part of the mode solution to the Klein-Gordon equation is not known analytically on this spacetime, and we use Mathematica code to compute these modes numerically and perform the mode sums and integrals. The result for the static detector’s transition rate in the Hartle-Hawking vacuum is compared with the transition rate of a Rindler detector in the Minkowski vacuum state in Rindler spacetime, where the Rindler detector is given the appropriate proper scalar acceleration. The result for a circular-geodesic detector’s transition rate is compared with a Rindler detector given a constant drift-velocity in the direction transverse to the Rindler plane, in order to simulate the circular motion. Both comparisons give good agreement as the radius of the detector increases. Finally, we attempt to improve the comparison of the circular-geodesic detector in the Hartle-Hawking vacuum, with the Rindler detector given a transverse drift-velocity, by making the transverse drift dimension periodic. This additional periodicity is seen not to improve the comparison and in fact makes it much worse, leading to a transition rate with an oscillatory de-excitation response, somewhat reminiscent of the BTZ black hole results of Chapter 4. Additionally, we present the necessary analytic work, which complements our Mathematica code, to enable the computation of the transition rate for a detector radially infalling on a geodesic to the hole. At the time of writing the data for the radial-infall case was still in the process of being gathered at the University of Nottingham High Performance Cluster (HPC).

In Chapter 7, we summarise the work completed in this thesis and discuss potential future research directions.

For each dimension considered, our metric signature is of the form \((-++\ldots+)\), and
we use units in which $c = \hbar = G = 1$. Spacetime points are denoted by sans-serif letters. Lorentz $d$-vectors are denoted with sans-serif letters ($\mathbf{x}$) and Euclidean three-vectors with bold letters (\textbf{x}). For the Minkowski or Euclidean product of two vectors of the respective kind we use a dot notation, $\mathbf{x} \cdot \mathbf{x}$ or $\mathbf{x} \cdot \mathbf{x}$. $O(x)$ denotes a quantity for which $O(x)/x$ is bounded as $x \to 0$, $o(x)$ denotes a quantity for which $o(x)/x \to 0$ as $x \to 0$, $O(1)$ denotes a quantity that is bounded in the limit under consideration, and $o(1)$ denotes a quantity that vanishes in the limit under consideration.
2.1 Unruh-DeWitt model

We wish to consider a simple model particle detector, which we take to be point-like and consist of an idealised two-state quantum-mechanical system. This two-state system consists of an initial state $|0_d\rangle$ having energy 0, and the state $|E_d\rangle$ having energy $E$, where $E$ may be positive or negative. Occasionally, we shall also use $\omega$ to denote the detector’s energy gap, although in Chapter 6 the symbol $\omega$ is reserved to denote the radial mode’s frequency. This simple quantum-mechanical system that we think of as our detector is coupled to the quantum field $\phi$ in a way we shall soon make precise. Generally, as the detector moves through spacetime it will absorb (emit) quanta of energy from (to) the field, (de-)exciting it from its initial state to alternative state. The first question we must address is “what is the probability of such a transition occurring?”; in the case of excitation, “what is the probability of detecting a particle?”. We answer this question within the framework of first-order perturbation theory.
If the path of the detector through spacetime is specified by $x(\tau)$, where $\tau$ is the detector’s proper time, and the path is assumed to be smooth, then the interaction Hamiltonian for the detector-field system takes the form

$$H_{\text{int}} = c\chi(\tau)\mu(\tau)\phi(x(\tau)),$$

where here $c$ is a small coupling-constant, $\chi$ is known as the switching-function and $\mu$ is the monopole-moment operator of our ‘atom’. In order for transitions to occur, we must assume that the matrix form of the monopole-moment operator, when expressed in the basis of our energy eigenstates $|0_d\rangle$ and $|E_d\rangle$, is not diagonal. We can think of the switching function $\chi$ as turning on (off) our detector; in other words, as $\chi$ goes to zero the detector and field are decoupled, so no particles in the field are detected. Many of the results in the following chapters will make use of the compact support of $\chi$, namely that only over a finite range of proper time is $\chi$ non-zero and our detector switched on. Finally, it is extremely important that we switch on (off) the interaction smoothly, as we shall soon see, and thus we insist that $\chi$ is a smooth function.

In the framework of first-order perturbation theory, we seek to answer the question: “What is the probability of observing the detector in the state $|E_d\rangle$, at some time long after the interaction has ceased?”. The S-matrix to first order is given by

$$S^{(1)} = -i \int_{-\infty}^{\infty} d\tau H_{\text{int}}(\tau).$$

We shall assume the field is initially in some arbitrary Hadamard state [25]. Hadamard states have many desirable properties. In a Hadamard state, the stress-energy tensor is guaranteed to be renormalisable, and the singularity structure of the Wightman function in the coincidence limit is well defined [25]. The exact characterisation of this singularity will depend on the dimension [23], as we shall make explicit in the chapters that follow. All the quantum states that we consider in this thesis, from the $d$-dimensional Minkowski vacuum to say the Hartle-Hawking vacuum on some black hole spacetime, are Hadamard.
Chapter 2: Unruh-DeWitt model

2.1 Unruh-DeWitt model

states. We shall denote this initial Hadamard state of the field as \( |\Psi \rangle \), then, by using (2.1), the amplitude of a transition from our initial state \( |0_d\rangle \otimes |\Psi \rangle \) to final state \( |E_d\rangle \otimes |\Psi' \rangle \) is

\[
-ic\langle E_d, \Psi' | \int_{-\infty}^{\infty} d\tau \chi(\tau)\mu(\tau)\phi(x(\tau))|\Psi, 0_d \rangle.
\] (2.3)

In the interaction picture, in which we work, the monopole-moment operator evolves according to the free-field Hamiltonian:

\[
\mu(\tau) = e^{iH_0\tau} \mu(0) e^{-iH_0\tau},
\] (2.4)

where \( H_0|E_d\rangle = E|E_d\rangle \) and \( H_0|0_d\rangle = 0 \). Using these and substituting (2.4) into (2.3), we are led to the amplitude:

\[
-ic\langle E_d|\mu(0)|0_d \rangle \int_{-\infty}^{\infty} d\tau e^{iE\tau} \chi(\tau)\langle \Psi'|\phi(x(\tau))|\Psi \rangle.
\] (2.5)

Now we take the modulus squared of (2.5) and, owing to the fact that we are uninterested in the final state of the field \( |\Psi' \rangle \), we sum over the complete set of states to get the total probability for the field ending in any arbitrary state. The result is

\[
P(E) = c^2 |\langle 0_d|\mu(0)|E_d \rangle|^2 \times \int_{-\infty}^{\infty} d\tau' \int_{-\infty}^{\infty} d\tau'' e^{-iE(\tau' - \tau'')} \chi(\tau') \chi(\tau'') \langle \Psi|\phi(x(\tau')) \phi(x(\tau''))|\Psi \rangle.
\] (2.6)

The first factor on the right-hand side of (2.6) only depends on the internal details of the detector, such as if we had taken a simple harmonic oscillator as our detector versus say a hydrogen atom; we drop this internal factor because we consider this portion of the probability to be uninteresting. The interesting part of the probability, which encodes the trajectory of the detector through spacetime along with the quantum state that the field is in, is what remains. This factor is called the detector response function, and it is defined by

\[
\mathcal{F}(E) = \int_{-\infty}^{\infty} d\tau' \int_{-\infty}^{\infty} d\tau'' e^{-iE(\tau' - \tau'')} \chi(\tau') \chi(\tau'') \langle \Psi|\phi(x(\tau')) \phi(x(\tau''))|\Psi \rangle.
\] (2.7)
The two-point correlation function that occurs in (2.7) is known as the Wightman function, and it is defined by

$$ W(x(\tau'), x(\tau'')) := \langle \Psi|\phi(x(\tau'))\phi(x(\tau''))|\Psi \rangle. $$

(2.8)

Technically, $W$ is really a distribution, and although it is suppressed in (2.8), we regularise the Wightman function by the usual $i\epsilon$ prescription; this regularisation consists of replacing the spacetime interval $\sigma$ by $\sigma_\epsilon$, where $\sigma_\epsilon := \sigma + 2i\epsilon [T(x) - T(x')] + \epsilon^2$ and $T$ is any globally-defined, future-increasing function. The resulting Wightman function, $W_\epsilon$, is then integrated against smooth, compactly-supported functions of $x$ and $x'$, and afterwards the limit $\epsilon \to 0$ is finally taken. We shall frequently use the notation $W(\tau', \tau'')$ for $W(x(\tau'), x(\tau''))$.

It is helpful at this point to make a change of variables in the detector response function (2.7). Using $W(\tau', \tau'') = W(\tau'', \tau')$ and changing the integration variables from $(\tau', \tau'')$ to $(u, s)$ — where $u := \tau'$ and $s := \tau' - \tau''$ when $\tau'' < \tau'$, and $u := \tau''$ and $s := \tau'' - \tau'$ when $\tau' < \tau''$ — a useful alternative expression for the response function is [18]

$$ F(E) = \lim_{\epsilon \to 0^+} 2 \text{Re} \int_{-\infty}^{\infty} du \chi(u) \int_{0}^{\infty} ds \chi(u - s) e^{-iEs} W_\epsilon(u, u - s), $$

(2.9)

where $W_\epsilon$ denotes the $i\epsilon$-regularised Wightman function. It is out of the distributional character of the Wightman function that arises the need to integrate it against smooth-switching functions, $\chi$, in order to obtain a mathematically well-defined result for the response function.

### 2.2 The transition rate

Another quantity of interest, which we shall frequently make use of in this thesis, is the detector’s transition rate. Heuristically, the transition rate represents the “number of particles detected per unit proper time”. We are led to this quantity by asking the question “what is the probability of detecting a particle at some time during the detector field interaction?”.
2.2 The transition rate

Some early investigations into the transition rate [21] analysed only stationary situations, and some investigations [26,27] took the response function and effectively inserted theta-type sharp-switching functions. In all but the stationary situations, this procedure leads to issues such as Lorentz-noncovariant terms or divergent terms [18, 30, 31]. Only if the trajectory is stationary can this smooth switching be neglected; on a stationary trajectory, the Wightman function only depends on the proper-time difference, \( W(\tau', \tau'') = W(\tau' - \tau'') \), and with a change of variables the response function may be written as

\[
\mathcal{F}(E) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} ds \, e^{-iEs} \, W_\epsilon(s) .
\]  

One can then define the transition rate by simply dropping the external integral:

\[
\dot{\mathcal{F}}(E) = \int_{-\infty}^{\infty} ds \, e^{-iEs} \, W_\epsilon(s) .
\]

We show in Appendix H that (2.11) is equivalent to the transition rate found in [19] for the case of a detector on a stationary trajectory, switched on in the asymptotic past. The form of the transition rate (2.11) can occasionally be useful for certain stationary situations, as
we shall see in Chapter 6, but more often than not in this thesis, we shall employ a more general procedure to obtain the \textit{instantaneous transition rate}. This procedure is that of smooth-switching, first investigated by Satz [17]. One first considers the detector response function \((2.9)\), maintaining \(\chi\) to be a switching function whose only properties we invoke are that it must be smooth and of compact support. In dimensions \(d > 2\), the limit \(\epsilon \to 0^+\) cannot be taken point-wise under the integral, and we remove the \(i\epsilon\)-regulator by methods to be outlined in the chapters that follow. With this regulator-free response function, one then takes the \textit{sharp-switching limit}, which is the limit of our switching functions tending to theta-like switching functions in some controlled manner, see Figure 2.1. Finally, we differentiate with respect to the proper time.

The operational meaning of the instantaneous transition rate is somewhat subtle. It should be clear that \(\mathcal{F}_\tau (E)\) represents the fraction of detectors from some ensemble (e.g. of atoms or ions in some experiment) that have undergone a transition at time \(\tau\). The intricacy in interpretation comes in the fact that post-measurement the quantum-mechanical system has been altered, and \(\mathcal{F}_\tau (E)\) no longer represents this fraction for that particular ensemble at later times. Thus, in order to measure the number of transitions per unit proper time, \(\dot{\mathcal{F}}_\tau (E)\), one would need to use an additional, identical ensemble, at which a measurement could be made at some infinitesimal moment later. In other words, each ensemble is used to measure \(\mathcal{F}_\tau (E)\) at a single value of \(\tau\) only.

\section*{2.3 The Schlicht approach}

An alternative method to the Satz smooth-switching approach is that of Schlicht [30], who was the first to notice the problems that occur when analysing the transition rate of the conventionally-regularised, point-like-coupled detector. Schlicht took the view that the response function \((2.7)\) — only with sharp-switching functions inserted, which had until then been the primary means of analysing the response of an Unruh-DeWitt detector — had some unfavourable features. The response function does not express time-dependence nor causality; for a non-stationary detector we expect a time-dependent response and, more-
over, that the reaction at a given instant should only depend on the past-trajectory of the
detector. Schlicht’s criticism was that in (2.7) there could be no room for these features
because $\tau', \tau''$ are integrated out. This dissatisfaction led Schlicht to investigate what we call
the instantaneous transition rate. However, when initially obtaining this quantity using the
conventionally-regularised, point-like detector that is switched on (off) sharply he encon-
tered issues. Even for the case of a uniformly linearly accelerated detector, Schlicht found a
transition rate that was time-dependent and had negative values, despite the stationarity of
the trajectory. Building on the work of Takagi [24], Schlicht used, instead of the point-like
detector, a detector that was “smeared” spatially. Using this “smeared detector” leads to
the expected results for the transition rate of detectors on a variety of trajectories, such as
time-independent transition rates for the six stationary classes of trajectory in Minkowski
spacetime, and gives the usual thermal response for the Rindler detector.

As mentioned, in this thesis we shall use the smooth-switching method of Satz whilst
retaining the point-like coupled detector with conventional regularisation. The primary
reason for adopting the smooth-switching method is that it is easier to extend this approach
to curved spacetimes; the approach of Schlicht requires a globally-defined Fermi-Walker
co-ordinate system, which is difficult to construct on a general curved spacetime. Satz
pin-pointed that the failure that Schlicht observed when considering the point-like detector
was due to the fact that the distributional nature of the Wightman function was not being
fully appreciated, and it was shown in [41–44] that one needs to integrate the Wightman
distribution against smooth compactly-supported functions in order to get an unambiguous
number as a result.
In this chapter we investigate the response of an Unruh-DeWitt particle detector traversing a general timelike trajectory in Minkowski spacetime of dimension other than four. Our first task, regardless of the dimension, will be to take the $\epsilon \to 0$ limit of the response function, (2.9). The method we use is an adaptation of that introduced in [17] for $d = 4$. We shall then make precise the notion of the sharp-switching limit, mentioned in Chapter 2. Having successfully taken this limit, we shall then be free to differentiate with respect to the proper time in order to obtain the instantaneous transition rate.

The case $d = 2$ is exceptional. The Wightman function of a massless scalar field in two dimensions is infrared divergent, and it should be understood in some appropriate limiting sense, such as the $m \to 0$ limit of a scalar field of mass $m > 0$. Given this understanding, the singularity in the correlation function $W(\tau', \tau'')$ is logarithmic in $\tau' - \tau''$, and therefore it is integrable. In this case, it follows by dominated convergence that the sharp-switching limit in (2.9) can be taken immediately by setting $\chi(u) = \Theta(u - \tau_0)\Theta(\tau - u)$, where $\Theta$ is the Heaviside function, $\tau_0$ is the moment of switch-on and $\tau$ is the moment of switch-off. The
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result is

$$
\mathcal{F}_\tau(E) = 2 \text{Re} \int_{\tau_0}^{\tau} du \int_{u-\tau_0}^{u} ds \ e^{-iEs} W(u, u-s) .
$$

(3.1)

The instantaneous transition rate can then be defined as the derivative of $\mathcal{F}_\tau(E)$ (3.1) with respect to $\tau$, with the result [20, 28]

$$
\dot{\mathcal{F}}_\tau(E) = 2 \text{Re} \int_0^{\Delta \tau} ds \ e^{-iEs} W(\tau, \tau-s) ,
$$

(3.2)

where $\Delta \tau := \tau - \tau_0$.

For $d > 2$, the singularity in $W(\tau', \tau'')$ is proportional to $(\tau' - \tau'')^{2-d}$, and the regulator must be removed more carefully. The case $d = 4$ was addressed in [17], and in the following sections we shall address the cases $d = 6$, $d = 3$ and $d = 5$ in turn.

The chapter ends with a discussion of the application of the results we obtain in six-dimensional Minkowski spacetime to the global embedding spacetime (GEMS) methods for investigating the detector response in curved spacetime.

The results of this chapter were published in [29].

3.1 Response function for $d = 6$

In this section, we remove the regulator from the response function formula (2.9) in six-dimensional Minkowski spacetime.

The regularised $d = 6$ Wightman function reads [20, 23, 25]

$$
W_\epsilon(u, u-s) = \frac{1}{4\pi^4} \frac{1}{(\Delta x)^2 + 2i\epsilon \Delta t + \epsilon^2} ,
$$

(3.3)

where $\epsilon > 0$ is the regulator, $\Delta x := x(u) - x(u-s)$ and $\Delta t := t(u) - t(u-s)$. By
substituting (3.3) into (2.9), we obtain the response function

\[
\mathcal{F}(E) = \lim_{\varepsilon \to 0} \frac{1}{2\pi^3} \int_{-\infty}^{\infty} du \chi(u) \int_0^\infty ds \frac{\chi(u - s)}{R^4} \times 
\]

\[
\times \left[ \cos (Es) \left[ ((\Delta x)^2 + \varepsilon^2)^2 - 4\varepsilon^2(\Delta t)^2 \right] - 4\varepsilon \sin (Es) \Delta t ((\Delta x)^2 + \varepsilon^2) \right],
\]

with

\[
R := \sqrt{[(\Delta x)^2 + \varepsilon^2]^2 + 4\varepsilon^2(\Delta t)^2},
\]

where in (3.5) the quantity under the square root is positive, and the positive branch of the square root is taken.

Before continuing any further, we record here inequalities that will be used repeatedly throughout this chapter. First, because geodesics maximise the proper time on timelike curves in Minkowski spacetime, it follows that \(|(\Delta x)^2| \geq s^2\). Second, because \(\chi\) has compact support, the contributing interval of \(s\) in (3.4) is bounded above, uniformly under the integral over \(u\). From the small-\(s\) expansions \((\Delta x)^2 = -s^2 + O(s^4)\) and \(\Delta t = O(s)\), it hence follows that \(|(\Delta x)^2| \leq K s^2\) and \(|\Delta t| \leq s M\), where \(K\) and \(M\) are positive constants, independent of \(u\).

First, we need to address the integral over \(s\) in (3.4). Working under the expression \((2\pi^3)^{-1} \int_{-\infty}^{\infty} du \chi(u)\), we write this integral over \(s\) as the sum \(I_{<}^{\text{even}} + I_{>}^{\text{odd}} + I_{<}^{\text{even}} + I_{>}^{\text{odd}}\), where the superscript even (odd) refers to the factor \(\cos(ES)\) (respectively \(\sin(ES)\)), and the subscript < (> ) indicates that the range of integration is \((0, \eta)\) (respectively \((\eta, \infty)\)), where \(\eta := \varepsilon^{1/4}\). We remark that this choice for \(\eta\) differs from the choice \(\eta = \varepsilon^{1/2}\) that was made for \(d = 4\) in [17, 31] and will be made for \(d = 3\) in Section 3.2 below, for reasons that stem from the increasing singularity of the Wightman function with increasing \(d\).

We consider the two intervals of \(s\) in the next two subsections.
3.1.1 Subinterval $\eta < s < \infty$

We shall first consider $I_{>\eta}^{\text{even}}$. When the regulator is set to zero, the integrand in $I_{>\eta}^{\text{even}}$ reduces to $\chi(u-s) \cos(Es)/[(\Delta x)^2]^2$. This replacement creates an error in $I_{>\eta}^{\text{even}}$ that can be arranged in the form

\[
\int_{\eta}^{\infty} ds \frac{\chi(u-s) \cos(Es)}{[(\Delta x)^2]^2} \times \left[ \left( \frac{\epsilon^2}{(\Delta x)^2} \right)^2 - 4\epsilon^2 \frac{(\Delta t)^2}{[(\Delta x)^2]^2} \right] - \left( \left( 1 + \frac{\epsilon^2}{(\Delta x)^2} \right)^2 + 4\epsilon^2 \frac{(\Delta t)^2}{[(\Delta x)^2]^2} \right) \right]^2. \tag{3.6}
\]

Using $|\Delta x| \geq s^2$ and $s \geq \eta = \epsilon^{1/4}$, we have $|\epsilon^2/(\Delta x)^2| \leq \epsilon^2/s^2 \leq \epsilon^2/\sqrt{\epsilon} = O(\epsilon^{3/2})$. Using $|\Delta t| \leq sM$, we similarly have $\epsilon^2(\Delta t)^2/[(\Delta x)^2]^2 = O(\epsilon^{3/2})$. Hence, the integrand in (3.6) is bounded in absolute value by a constant times $\epsilon^{3/2}/[(\Delta x)^2]^2 \leq \epsilon^{3/2}/s^4$. It follows that the integral is of order $O(\epsilon^{3/2}/\eta^3) = O(\eta^3)$.

Now concentrating on $I_{>\eta}^{\text{odd}}$, we have

\[
I_{>\eta}^{\text{odd}} := -4\epsilon \int_{\eta}^{\infty} ds \frac{\chi(u-s) \sin(Es)(\Delta t ((\Delta x)^2 + \epsilon^2))}{\left[ (\Delta x)^2 + \epsilon^2 \right]^2 + 4\epsilon^2(\Delta t)^2} = 4 \int_{\eta}^{\infty} ds \frac{\chi(u-s) \sin(Es)}{\sqrt{-(\Delta x)^2}} \left( \frac{\epsilon \Delta t}{\left[ -[(\Delta x)^2]^{5/2} \right]} \right) \left( \left( 1 + \frac{\epsilon^2}{(\Delta x)^2} \right)^2 + 4\epsilon^2 \frac{(\Delta t)^2}{[(\Delta x)^2]^2} \right)^2. \tag{3.7}
\]

Using the bounds computed previously along with $\epsilon(\Delta t)/[-(\Delta x)^2]^{5/2} \leq \epsilon M/s^4$, the fact that the switching function $\chi(u-s) \leq 1$ and that it bounds the upper limit of the $s$-integral...
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from above, by virtue of its compact support, we can write

\[
|I^{\text{odd}}_>| \leq 4M\epsilon \int_{\eta}^{\infty} ds \left| \sin \left( \frac{Es}{s^b} \right) \right| \left[ 1 + O \left( \epsilon^{3/2} \right) \right]
\]
\[
\leq 4M\epsilon|E| \int_{\eta}^{\infty} ds \frac{1}{s^4} \left[ 1 + O \left( \epsilon^{3/2} \right) \right]
\]
\[
= O(\eta), \quad (3.8)
\]

where \( s_c > 0 \) and is a real constant large enough such that \( \chi(u - s_c) = 0 \).

Collecting, we have

\[
I^{\text{even}}_> + I^{\text{odd}}_> = \int_{\eta}^{\infty} ds \frac{\chi(u - s) \cos (Es)}{[(\Delta x)^2]^2} + O(\eta). \quad (3.9)
\]

3.1.2 Subinterval \( 0 < s < \eta \)

Consider \( I^{\text{odd}}_< \), which is defined by

\[
I^{\text{odd}}_< := -4\epsilon \int_{0}^{\eta} ds \chi(u - s) \frac{\sin (Es)\Delta t((\Delta x)^2 + \epsilon^2)}{R^4}. \quad (3.10)
\]

The delicate task is to estimate the denominator in (3.10).

By Taylor’s theorem, \((\Delta t)^2, (\Delta x)^2\) and \([(\Delta x)^2]^2\) have the asymptotic small-\(s\) expansions

\[
(\Delta t)^2 = \sum_{n=0}^{n_1-1} T_n s^n + O(s^{n_1}), \quad (3.11a)
\]
\[
(\Delta x)^2 = \sum_{n=0}^{n_2-1} X_n s^n + O(s^{n_2}), \quad (3.11b)
\]
\[
[(\Delta x)^2]^2 = \sum_{n=0}^{n_3-1} F_n s^n + O(s^{n_3}). \quad (3.11c)
\]

The expansion coefficients \( T_n, X_n \) and \( F_n \) are functions of \( u \), and they satisfy \( T_0 = T_1 = X_0 = X_1 = X_3 = 0 \), \( X_2 = -1 \), \( T_2 = t^2 \) and \( T_3 = -\ddot{t} \), where the dots indicate derivatives with respect to \( u \). The consequences for \( F_n \) are easily computed, in particular \( F_0 = F_1 = \)
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\( F_2 = F_3 = F_5 = 0 \) and \( F_4 = 1 \). The positive integers \( n_1, n_2 \) and \( n_3 \) may be chosen arbitrarily. (Note, because the trajectory is assumed smooth but not necessarily analytic, the error terms in (3.11) are not guaranteed to vanish for fixed \( s \) as \( n_i \to \infty \).) With this notation established, we rearrange the denominator:

\[
R^2 := \left[ (\Delta x)^2 + \epsilon^2 \right]^2 + 4\epsilon^2 (\Delta t)^2
\]

\[
= \epsilon^4 + 2\epsilon^2 (\Delta x)^2 + [(\Delta x)^2]^2 + 4\epsilon^2 (\Delta t)^2
\]

\[
= \epsilon^4 + 2\epsilon^2 \left[ -s^2 + \sum_{n=4}^{n_1-1} X_n s^n + 2 \sum_{n=4}^{n_1-1} T_n s^n \right] + s^4 + \sum_{n=6}^{n_3-1} F_n s^n
\]

\[
+ O \left( \epsilon^2 s^{n_1} \right) + O \left( s^{n_3} \right)
\]

\[
= \epsilon^4 + 2\epsilon^2 \left[ -s^2 + \sum_{n=4}^{n_1-1} X_n s^n + 2t^2 s^2 - 2t^3 s^3 + 2 \sum_{n=4}^{n_1-1} T_n s^n \right] + s^4 + \sum_{n=6}^{n_3-1} F_n s^n
\]

\[
+ O \left( \epsilon^2 s^{n_1} \right) + O \left( s^{n_3} \right)
\]

\[
= \epsilon^4 + 2\epsilon^2 \left[ (2t^2 - 1)s^2 - 2t^3 s^3 + \sum_{n=4}^{n_1-1} (X_n + 2T_n) s^n \right] + s^4 + \sum_{n=6}^{n_3-1} F_n s^n
\]

\[
+ O \left( \epsilon^2 s^{n_1} \right) + O \left( s^{n_3} \right).
\]

Now we make the change of variables \( s = \epsilon r \) in integral (3.10) (meaning the range of integration over \( r \) becomes \( 0 < r < \epsilon^{-3/4} \)), and we see that \( R^2 \) can be expressed as

\[
R^2 = \epsilon^4 + 2\epsilon^2 \left[ (2t^2 - 1)\epsilon^2 r^2 - 2t^3 \epsilon^3 r^3 + \sum_{n=4}^{n_1-1} (X_n + 2T_n) \epsilon^n r^n \right] + \epsilon^4 r^4 + \sum_{n=6}^{n_3-1} F_n \epsilon^n r^n
\]

\[
+ O \left( \epsilon^{n_1+2} r^{n_1} \right) + O \left( \epsilon^{n_3} r^{n_3} \right)
\]

\[
= \epsilon^4 \left[ 1 + 2(2t^2 - 1)r^2 + r^4 - 4t^3 \epsilon^3 r^3 + \sum_{n=4}^{n_1-1} (2X_n + 4T_n) \epsilon^{n-2} r^n + \sum_{n=6}^{n_3-1} F_n \epsilon^{n-4} r^n \right]
\]

\[
+ O \left( \epsilon^{n_1+2} r^{n_1} \right) + O \left( \epsilon^{n_3} r^{n_3} \right).
\]
Next we define

\[ P := 1 + 2(2t^2 - 1)r^2 + r^4. \] (3.12)

Owing to the fact that \( t \geq 1 \), \( P \) is positive for \( r \geq 0 \). Finally, we make the rearrangement

\[
R^2 = \epsilon^4 P \left[ 1 - \frac{4\epsilon t \epsilon r^3}{P} + \sum_{n=0}^{n_4-1} \left( 2X_{(n+4)} + 4T_{(n+4)} \right) \frac{\epsilon^{n+2}r^{n+4}}{P} + \sum_{n=0}^{n_5-1} F_{(n+6)} \frac{\epsilon^{n+2}r^{n+6}}{P} \right. \\
+ \left. O\left( \epsilon^{n_4+2}, \epsilon^{n_4+4} \right) + O\left( \epsilon^{n_5+2}, \epsilon^{n_5+6} \right) \right] \frac{1}{P},
\] (3.13)

where the positive integers \( n_4 \) and \( n_5 \) may be chosen arbitrarily.

We wish to regard the external factor \( \epsilon^4 P \) in (3.13) as the dominant part and the terms in the square brackets as a leading 1 plus sub-leading corrections. To this end, we rewrite (3.13) as

\[
R^2 = \epsilon^4 P \left[ 1 - \frac{4\epsilon t \epsilon r^3}{P} + \sum_{n=0}^{n_4-1} \left( 2X_{(n+4)} + 4T_{(n+4)} \right) \frac{\epsilon^{n+2}r^{n+4}}{P} z^{2+(n/4)} \right. \\
+ \left. \sum_{n=0}^{n_5-1} F_{(n+6)} \frac{\epsilon^{n+2}r^{n+6}}{P} z^{(n+2)/4} + O\left( \epsilon^{n_4+2}, \epsilon^{n_4+4} \right) z^{2+(n/4)} + O\left( \epsilon^{n_5+2}, \epsilon^{n_5+6} \right) z^{(n_5+2)/4} \right] \frac{1}{P},
\] (3.14)

where the book-keeping parameter \( z \), with numerical value 1, indicates what order in \( \epsilon \) the term in question is uniformly over the full range of \( r \), \( 0 \leq r \leq \epsilon^{-3/4} \). Remembering that \( P \to r^4 \) as \( r \to \infty \), the term \(-4\epsilon t \epsilon r^3/P\) is assigned the factor \( z \) because \( r^3/P \) is bounded by a constant. The \( z \)-factors in the other terms follow because \( r^{n+4}/P \) and \( r^{n+6}/P \) are respectively bounded by a constant times \( \epsilon^{-3n/4} \) and a constant times \( \epsilon^{-3(n+2)/4} \).

We can now insert (3.14) in the denominator of (3.10); similarly, in the numerator we
use the following expansions:

\[ \Delta t := t(u) - t(u - \epsilon r) \]
\[ = \epsilon r \left[ i - \frac{1}{2} \iota r z^{1/4} + \cdots + \frac{1}{9!} \iota^{(9)} \epsilon^8 r^8 z^2 + O \left( z^{9/4} \right) \right], \quad (3.15) \]

\[ \chi(u - \epsilon r) = \chi(u) - \epsilon r \dot{\chi}(u) z^{1/4} + \cdots + \frac{1}{8!} \chi^{(8)}(u) \epsilon^8 r^8 z^2 + O \left( z^{9/4} \right), \quad (3.16) \]

and

\[ \sin (\epsilon Er) = \epsilon Er - \frac{1}{3!} \epsilon^3 E^3 r^3 + \cdots + \frac{1}{9!} \epsilon^9 E^9 r^9 + O \left( \epsilon^{11} r^{11} \right) \]
\[ = \epsilon Er \left[ 1 - \frac{1}{3!} \epsilon^2 E^2 r^2 \sqrt{z} + \cdots + \frac{1}{9!} \epsilon^8 E^8 r^8 z^2 + O \left( z^{5/2} \right) \right]. \quad (3.17) \]

It also proves convenient to bring in a factor of \( P^{-1} \) from the denominator expansion (3.14) and couple it with the \( ((\Delta x)^2 + \epsilon^2) \) factor in (3.10):

\[ \frac{((\Delta x)^2 + \epsilon^2)}{P} = \epsilon^2 \left[ \frac{1 - r^2}{P} + X_4 \frac{\epsilon^4 r^4}{P} z^2 + O \left( z^{9/4} \right) \right]. \quad (3.18) \]

In each of the expansions made so far, we have expanded up to and inclusive of order \( z^2 \) for reasons that will become apparent momentarily. Remembering to change the integration variable to \( r \), we substitute (3.14), (3.15), (3.16), (3.17) and (3.18) into (3.10) (remembering we have already used one of the \( P^{-1} \) factors from the denominator) to obtain

\[ P_{\text{odd}}^{(r)} = -\frac{1}{\epsilon^2} \int_0^{r^{-3}} \frac{d\left( 4E r^2 \right)}{P} \left[ \chi(u) - cr \dot{\chi}(u) z^{1/4} + \cdots + \frac{1}{8!} \chi^{(8)}(u) \epsilon^8 r^8 z^2 + O \left( z^{9/4} \right) \right] \times \]
\[ \times \left[ 1 - \frac{1}{3!} \epsilon^2 E^2 r^2 \sqrt{z} + \cdots + \frac{1}{9!} \epsilon^8 E^8 r^8 z^2 + O \left( z^{5/2} \right) \right] \times \]
\[ \times \left[ i - \frac{1}{2} \iota r z^{1/4} + \cdots + \frac{1}{9!} \iota^{(9)} \epsilon^8 r^8 z^2 + O \left( z^{9/4} \right) \right] \left[ \frac{1 - r^2}{P} + X_4 \frac{\epsilon^4 r^4}{P} z^2 + O \left( z^{9/4} \right) \right] \times \]
\[ \times \left[ 1 - \frac{4 \iota^3 r^3}{P} z + (2X_4 + 4T_4) \frac{\epsilon^2 r^4}{P} z^2 + \sum_{n=0}^{6} F_{(n+6)} \frac{\epsilon^{n+2} r^{n+6}}{P} z^{(n+2)/4} + O \left( z^{9/4} \right) \right]^{-2}. \quad (3.19) \]
In each square bracket factor of the integrand we have kept terms to order $z^2$ because of the factor $e^{-2}$ outside the integral and because $\int_0^{\eta^2}(r^2/P)\,dr$ remains bounded as $\eta \to 0$. We can now Taylor expand the integrand in (3.19) in $z^{1/4}$. Keeping terms to order $z^2$, the dropped terms are of order $z^9/4$ and their contribution to $I_{<}^{\text{odd}}$ is $O(\eta)$. In practice this is done with the computer algebra package Maple (TM). After this expansion, $z$ can be replaced by its numerical value 1, and we obtain for $I_{<}^{\text{odd}}$ a lengthy expression that consists of elementary integrals of rational functions, plus the error term $O(\eta)$.

Consider next $I_{<}^{\text{even}}$, which can be rearranged as

$$I_{<}^{\text{even}} = \int_0^\eta \, ds \, \frac{\chi(u-s) \cos(Es)}{R^2} \cos((Es)(\Delta t)^2 - 8c^2 \int_0^\eta \, ds \, \frac{\chi(u-s) \cos(\Delta t)^2}{R^2}.$$  \hspace{1cm} (3.20)

Proceeding as above, we find

$$I_{<}^{\text{even}} = \frac{1}{e^3} \int_0^{\eta^2} \frac{dr}{P} \left[ \chi(u) - 12r^{12} \chi^{(12)}(u) + \cdots + \frac{1}{12!} \chi^{(12)}(u) e^{12r^{12}z^3 + O(z^{13/4})} \right] \times$$

$$\left[ 1 - \frac{1}{2!} c^2 E^2 r^2 \sqrt{z} + \cdots + \frac{1}{12!} c^{12} E^{12} r^{12} z^3 + O(z^{7/2}) \right] \times$$

$$\left[ 1 - \frac{4i\ell c r^3}{z} + \sum_{n=0}^{4} \frac{2X_{(n+4)} + 4T_{(n+4)}}{P} \epsilon^{(n+2)_{(n+4)/2}} z^{(n+2)/4} + O(z^{13/4}) \right]^{-1}$$

$$- \frac{8}{e^3} \epsilon^3 \int_0^{\eta^2} \frac{dr}{P} \left[ \chi(u) - 12r^{12} \chi^{(12)}(u) + \cdots - \frac{1}{15!} \chi^{(15)}(u) e^{15r^{15}z^{15/4} + O(z^4)} \right] \times$$

$$\left[ 1 - \frac{1}{2!} c^2 E^2 r^2 \sqrt{z} + \cdots - \frac{1}{14!} c^{14} E^{14} r^{14} z^{7/2} + O(z^4) \right] \times$$

$$\left[ \frac{T_2 r^2}{P^2} + \frac{T_3 c r^3}{P^2} z + \frac{T_4 c^2 r^4}{P^2} z^2 \right] \times$$

$$\left[ 1 - \frac{4i\ell c r^3}{P} z + \sum_{n=0}^{7} \frac{2X_{(n+4)} + 4T_{(n+4)}}{P} \epsilon^{(n+2)_{(n+4)/2}} z^{(n+2)/4} + O(z^4) \right]^{-1}.$$  \hspace{1cm} (3.21)
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We Taylor expand the integrands in (3.21) in $z^{1/4}$, keeping in the first (respectively second) integrand terms to order $z^3$ ($z^{15/4}$), at the expense of an error of order $O(\eta)$ in $I^\text{even}_\xi$. Replacing $z$ by its numerical value 1, we then obtain for $I^\text{even}_\xi$ a lengthy expression that consists of elementary integrals of rational functions plus the error term $O(\eta)$.

3.1.3 Combining the subintervals

Evaluating the numerous elementary integrals obtained from (3.19) and (3.21) and combining the results with (3.9), we find from (3.4) that the response function takes the form

$$F(E) = \lim_{\eta \to 0} \frac{1}{2\pi^3} \int_{-\infty}^{\infty} du \chi(u) \left[ -\frac{\chi(u)}{3\eta^3} - \frac{E\pi}{12} \left( \chi(u)(E^2 + \tilde{x}^2) - 3\tilde{\chi}(u) \right) + \frac{1}{6\eta} \left( \chi(u)(3E^2 + \tilde{x}^2) - 3\tilde{\chi}(u) \right) + \int_{\eta}^{\infty} ds \frac{\chi(u - s) \cos(Es)}{[(\Delta x)^2]^2} \right],$$

(3.22)

where $\tilde{x}^2$ is evaluated at $u$. The uniformity of the $O(\eta)$ error terms in $u$ has been used to control the errors, and all terms involving the Lorentz-noncovariant quantities $T_n$ have cancelled on integration over $u$ (cf. Section 3 of [17] for a similar cancellation in four dimensions).

Taking the inverse powers of $\eta$ under the $s$-integral, we have

$$F(E) = -\frac{E}{24\pi^2} \int_{-\infty}^{\infty} du \left[ \chi^2(u)(E^2 + \tilde{x}^2) + 3\tilde{\chi}^2(u) \right]$$

$$+ \lim_{\eta \to 0} \frac{1}{2\pi^3} \int_{-\infty}^{\infty} du \chi(u) \int_{\eta}^{\infty} ds \left( \frac{\chi(u - s) \cos(Es)}{[(\Delta x)^2]^2} - \frac{\chi(u)}{s^4} + \frac{\chi(u)(3E^2 + \tilde{x}^2)}{6s^2} - \frac{\tilde{\chi}(u)}{2s^4} \right),$$

(3.23)

To take the limit $\eta \to 0$ in (3.23), we add and subtract under the $s$-integral terms that disentangle the small-$s$ divergences of $\cos(Es)/[(\Delta x)^2]^2$ from the small-$s$ behaviour of $\chi(u - s)$ following [17]. First note that

$$\frac{\cos(Es)}{[(\Delta x)^2]^2} = \frac{1}{s^2} - \frac{3E^2 + \tilde{x}^2}{6s^2} + \frac{\tilde{x} \cdot \chi(3)}{6s} + O(s^0),$$

(3.24)

which characterises the small-$s$ divergence $\cos(Es)/[(\Delta x)^2]^2$, as can be obtained using (3.11c). After subtracting these terms from the $\cos(Es)/ [(\Delta x)^2]^2$ part of the integrand.
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3.2 Response function for $d = 3$

In this section we remove the regulator from the response function formula (2.9) for $d = 3$. The qualitatively new feature is that the techniques of Section 3.1 need to be adapted to

in (3.23), we obtain

\[
F(E) = -\frac{E}{24\pi^2} \int_{-\infty}^{\infty} du \left[ \chi^2(u) (E^2 + \dddot{x}) + 3\dot{\chi}^2(u) \right]
\]

\[+ \lim_{\eta \to 0} \frac{1}{2\pi^3} \int_{-\infty}^{\infty} du \chi(u) \int_{\eta}^{\infty} ds \left[ \chi(u - s) \left( \frac{\cos(Es)}{[\Delta x]^2} - \frac{1}{s^4} + \frac{3E^2 + \dddot{x}}{6s^2} - \frac{\dddot{x} \cdot \chi^{(3)}}{6s} \right) \right]
\]

\[+ \frac{\chi(u - s)}{s^4} - \frac{\chi(u - s)(3E^2 + \dddot{x})}{6s^2} + \frac{\chi(u - s)\dddot{x} \cdot \chi^{(3)}}{6s} - \frac{\chi(u)}{s^4} + \frac{\chi(u)(3E^2 + \dddot{x})}{6s^2} - \frac{\dddot{x}(u)}{2s^2} \] \tag{3.25}

After a regrouping, this can be written as

\[
F(E) = -\frac{E}{24\pi^2} \int_{-\infty}^{\infty} du \left[ \chi^2(u) (E^2 + \dddot{x}) + 3\dot{\chi}^2(u) \right]
\]

\[+ \frac{E^2}{4\pi^2} \int_{0}^{\infty} \frac{ds}{s^2} \int_{-\infty}^{\infty} du \chi(u) \left[ \chi(u - s) - \chi(u) \right]
\]

\[+ \frac{1}{2\pi^3} \int_{0}^{\infty} \frac{ds}{s^4} \int_{-\infty}^{\infty} du \chi(u) \left[ \chi(u - s) - \chi(u) - \frac{1}{s^2} \dddot{x}(u) \right]
\]

\[- \frac{1}{12\pi^3} \int_{0}^{\infty} \frac{ds}{s^4} \int_{-\infty}^{\infty} du \chi(u) \left\{ \left[ \chi(u - s) - \chi(u) \right] \dddot{x}^2 - s\dot{\chi}(u - s) \dddot{x} \cdot \chi^{(3)} \right\} \]

\[+ \frac{1}{2\pi^3} \int_{-\infty}^{\infty} du \chi(u) \int_{0}^{\infty} ds \chi(u - s) \left( \frac{\cos(Es)}{[\Delta x]^2} - \frac{1}{s^4} + \frac{3E^2 + \dddot{x}}{6s^2} - \frac{\dddot{x} \cdot \chi^{(3)}}{6s} \right) \] \tag{3.26}

where $\dddot{x}$ and $\dddot{x} \cdot \chi^{(3)}$ are evaluated at $u$. The interchanges of the integrals before taking the limit $\eta \to 0$ are justified by absolute convergence of the double integrals, and taking the limit $\eta \to 0$ under the outer integral is justified by dominated convergence: in each integral over $s$ in (3.26), the integrand is regular as $s \to 0$, and we show an example of how this is determined in Appendix B.

Equation (3.26) is our final, regulator-free, expression for the response function. In Section 3.4 we shall consider its behaviour when the switching approaches the step-function.

3.2 Response function for $d = 3$
the fractional power in the Wightman function.

### 3.2.1 Regularisation

The regularised $d = 3$ Wightman function reads \cite{20, 23, 25}

\[ W_\epsilon(u, u-s) = \frac{1}{4\pi} \frac{1}{\sqrt{(\Delta x)^2 + 2i\epsilon \Delta t + \epsilon^2}}, \quad (3.27) \]

where the branch of the square root is chosen such that the $\epsilon \to 0$ limit of the square root is positive when $(\Delta x)^2 > 0$. Separating the real and imaginary parts gives

\[ W_\epsilon(u, u-s) = \sqrt{R + (\Delta x)^2 + \epsilon^2 - i\sqrt{R - (\Delta x)^2 - \epsilon^2}} \times \frac{1}{4\sqrt{2\pi} R}, \quad (3.28) \]

where $R$ is given by (3.5). The quantities under the square roots in (3.28) are positive, and the square roots are taken positive. From (2.9), we now obtain

\[ \mathcal{F}(E) = \lim_{\epsilon \to 0} \frac{1}{2\sqrt{2\pi}} \int_{-\infty}^{\infty} du \chi(u) \int_{0}^{\infty} ds \frac{\chi(u-s)}{R} \times \left[ \cos(ES)\sqrt{R + (\Delta x)^2 + \epsilon^2} - \sin(ES)\sqrt{R - (\Delta x)^2 - \epsilon^2} \right]. \quad (3.29) \]

We proceed as in Section 3.1. Working under the expression $\left(2\sqrt{2\pi}\right)^{-1}\int_{-\infty}^{\infty} du \chi(u)$, we write the integral over $s$ as the sum $I_{\text{even}}^{\text{even}} + I_{\text{odd}}^{\text{even}} + I_{\text{even}}^{\text{odd}} + I_{\text{odd}}^{\text{odd}}$, where the notation follows Section 3.1 with the exception that we now choose $\eta := \epsilon^{1/2}$. We consider the two intervals of $s$ in the next two subsections.

### 3.2.2 Subinterval $\eta < s < \infty$

Consider $I_{\text{odd}}^{\text{odd}}$. When $\epsilon$ is set to zero, the integrand in $I_{\text{odd}}^{\text{odd}}$ reduces to $-\chi(u-s)\sin(ES)\sqrt{2/(\Delta x)^2}$, where the quantity under the square root is positive and the square root is taken positive. This replacement creates an error in $I_{\text{odd}}^{\text{odd}}$ that can be arranged in the
form

\[
\int_{\eta}^{\infty} ds \frac{\chi(u-s)\epsilon^2}{(\Delta x)^2 \sqrt{-(\Delta x)^2}} \times \left[ \frac{2 + \epsilon^2 / (\Delta x)^2 + 4(\Delta x)^2 - \sqrt{S} \epsilon^2 - \epsilon^2 / (\Delta x)^2}{\sqrt{1 + \epsilon^2 / (\Delta x)^2}} \right],
\]  

(3.30)

where \( S := 3(\Delta x)^2 + 2\epsilon^2 + 8(\Delta t)^2 \).

Using bounding arguments similar to those in Section 3.1, we find that \( R / (\Delta x)^2 = -1 + O(\eta^2) \), \( \epsilon^2 / (\Delta x)^2 = O(\eta^2) \) and \( (\Delta t)^2 / (\Delta x)^2 = O(1) \), and as a consequence \( S / (\Delta x)^2 = O(1) \).

The integrand in (3.30) is hence bounded in absolute value by a constant times

\[
\epsilon^2 / \left[ -(\Delta x)^2 \right]^{3/2} \leq \epsilon^2 / s^3,
\]

(3.31)

from which it follows that the integral is of order \( O(\epsilon^2 / \eta^2) = O(\eta^2) \).

Similarly, we can write \( I_{\text{even}}^\epsilon \) in the form

\[
-2\epsilon \int_{\eta}^{\infty} ds \frac{\chi(u-s)\cos(Es)\Delta t}{(\Delta x)^2 \sqrt{-(\Delta x)^2}} \frac{1}{\sqrt{1 + \epsilon^2 / (\Delta x)^2 + 4\epsilon^2(\Delta t)^2 / [\Delta x]^2}} \times \left[ \frac{1}{\sqrt{1 + \epsilon^2 / (\Delta x)^2 + 4\epsilon^2(\Delta t)^2 / [\Delta x]^2}} \right].
\]

(3.32)

Once again, using the bounding arguments, we find

\[
\epsilon^2 / (\Delta x)^2 = O(\eta^2),
\]

\[
\epsilon^2(\Delta t)^2 / [\Delta x]^2 \leq \epsilon^2 M^2 / s^2 = O(\eta^2).
\]

(3.33)

Hence, the integrand of (3.32) is bounded by a constant times

\[
\epsilon\Delta t / \left[ -(\Delta x)^2 \right]^{3/2} \leq \epsilon / s^2,
\]

(3.34)
from which it follows the integral is of order $O(\eta)$.

Collecting, we have

$$I_{\text{even}} + I_{\text{odd}} = -\int_0^\infty ds \chi(u - s) \sin(Es) \sqrt{\frac{2}{(\Delta x)^2}} + O(\eta). \quad (3.35)$$

### 3.2.3 Subinterval $0 < s < \eta$

Consider $I_{\text{odd}}^<$, which is given by

$$I_{\text{odd}}^< = -\int_0^\eta ds \chi(u - s) \frac{\sin(Es)}{R} \sqrt{R - (\Delta x)^2 - \epsilon^2}. \quad (3.36)$$

Writing $s = \epsilon r$ and introducing the book-keeping parameter $z$, as in Section 3.1, the counterpart of (3.14) reads

$$R^2 = \epsilon^4 P \left[ 1 - \frac{4\epsilon^3}{P} z + \sum_{n=0}^{n_4} \left( 2X_{(n+4)} + 4T_{(n+4)} \right) \frac{\epsilon^{n+2} r^{n+4}}{P} z^{2+\left(n/2\right)} \right. + \left. \sum_{n=0}^{n_5} F_{(n+6)} \frac{\epsilon^{n+2} r^{n+6}}{P} z^{1+\left(n/2\right)} + O\left(\epsilon^{n+2} r^{n+4}\right) z^{2+\left(n/2\right)} + O\left(\epsilon^{n+2} r^{n+6}\right) z^{1+\left(n/2\right)} \right], \quad (3.37)$$

where the powers of $z$ differ from those in (3.14) because the range of $r$ is now $0 \leq r \leq \epsilon^{-1/2}$.

It follows that in the denominator of (3.36) we have $R = \epsilon^2 \sqrt{P} [1 + O(z)]$, and in the numerator we have the factor $\chi(u - s) \sin(Es) = \epsilon Er [\chi(u) + O(\sqrt{z})]$.

To estimate the square root in the numerator in (3.36), we note first that all the terms with a positive power of $z$ in (3.37) are at small $r$ asymptotic to a power of $r$ that is greater than 2. It follows that the same powers of $z$ are retained if these terms are multiplied by any positive function of $r$ that is bounded at small $r$ by a constant times $r^{-3}$ and at large $r$ by a constant.
Now, we rearrange the quantity under the square root in (3.36) as

\[ R - (\Delta x)^2 - \epsilon^2 = \epsilon^2 Q \left[ 1 - \sum_{n=0}^{n_6-1} X_{(n+4)} \frac{\epsilon^{n+2} r^{n+4}}{Q} + \frac{\sqrt{P}}{Q} \left( \frac{R}{\epsilon^2 \sqrt{P}} - 1 \right) \right. \]

\[ + \left. \frac{O(\epsilon^{n_6+2} r^{n_6+4})}{Q} \right], \quad (3.38) \]

where

\[ Q := \sqrt{P} + r^2 - 1 \quad (3.39) \]

and the positive integer \( n_6 \) may be chosen arbitrarily. Note that \( Q \) is positive for \( r > 0 \), its small-\( r \) behaviour is \( Q = 2t^2 r^2 + O(r^4) \), where the coefficient of \( r^2 \) is positive, and its behaviour at large \( r \) is \( Q/r^2 = 2 + O(r^{-2}) \). We wish to regard the external factor \( \epsilon^2 Q \) in (3.38) as the dominant part and the terms in the square brackets as a leading 1 plus sub-leading corrections. In the terms proportional to \( X_{(n+4)} \), this is accomplished by inserting the book-keeping factors \( z^{1+(n/2)} \). From the asymptotic behaviour of \( \sqrt{P}/Q \) at small and large \( r \), we see that in the term involving \( \sqrt{P}/Q \) this is accomplished by taking \( R^2 \) to be given by (3.37), with the \( z \)-factors therein. A Taylor expansion in \( z^{1/2} \) then shows that

\[ R - (\Delta x)^2 - \epsilon^2 = \epsilon^2 Q \left[ 1 + O(z) \right]. \quad (3.40) \]

Collecting, we find

\[ f_{\text{odd}} = -\epsilon E \int_0^{1/\eta} dr \frac{r \sqrt{Q}}{\sqrt{P}} \left[ \chi(u) + O(\sqrt{z}) \right] \]

\[ = O(\eta), \quad (3.41) \]

where the final form follows because the integrand asymptotes to a constant at large \( r \).
Consider then $\mathcal{I}_{\text{even}}$, given by

$$
\mathcal{I}_{\text{even}} = \int_0^{\eta_0} ds \, \chi(u - s) \frac{\cos(ES)}{R} \sqrt{R + (\Delta x)^2 + \epsilon^2}.
$$

We now rearrange the quantity under the square root in (3.42) as

$$
R + (\Delta x)^2 + \epsilon^2 = \epsilon^2 N \left[ 1 + \sum_{n=0}^{n_7} X_{(n+4)} \frac{e^{n+2} \epsilon^{n+4}}{N} + \sqrt{\mathcal{P}} \left( \frac{R}{\epsilon^2 \sqrt{\mathcal{P}}} - 1 \right) + \frac{O(\epsilon^{n+2} \epsilon^{n+4})}{N} \right],
$$

where

$$
N := \sqrt{\mathcal{P}} + 1 - r^2
$$

and the positive integer $n_7$ may be chosen arbitrarily. Note that $N$ is positive, its small-$r$ behaviour is $N = 2 + O(r^2)$ and its large-$r$ behaviour is $N = 2l^2 + O(r^{-2})$. We wish to regard the external factor $\epsilon^2 N$ in (3.43) as the dominant part. In the square brackets, the terms proportional to $X_{(n+4)}$ can be given the book-keeping factors $z^n$, while in the term involving $\sqrt{\mathcal{P}}/N$, the large-$r$ behaviour of $\sqrt{\mathcal{P}}/N$ implies that the powers of $z$ inherited from (3.37) must be appropriately decreased. Using $F_b = -2X_4$, we find

$$
R + (\Delta x)^2 + \epsilon^2 = \epsilon^2 N \left[ 1 + X_4 \frac{e^{r^4}}{N} \left( 1 - \frac{r^2}{\sqrt{\mathcal{P}}} \right) + O(\sqrt{z}) \right].
$$

Although the term proportional to $X_4$ in the square brackets in (3.45) has arisen as a combination of two individual terms that came with $z$-factors $z^0$, a cancellation between these individual terms at large $r$ implies that the term as a whole can now be reassigned the factor $z$. We hence have $\sqrt{R + (\Delta x)^2 + \epsilon^2} = \epsilon \sqrt{N} [1 + O(\sqrt{z})]$. Using this and (3.37)
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in (3.42), we obtain

\[
I^{\text{even}}_{\leq} = \int_0^{1/\eta} dr \frac{\sqrt{N}}{\sqrt{P}} \left[ \chi(u) + O(\sqrt{r}) \right]
\]

\[
= \frac{\pi \chi(u)}{\sqrt{2}} + O(\eta), \tag{3.46}
\]

where the final form comes by extending the upper limit to \( \infty \), at the expense of an error of order \( O(\eta) \), and evaluating the elementary integral using (C.4) from Appendix C.

3.2.4 Combining the subintervals

Combining (3.35), (3.41) and (3.46), we obtain the response function in the final form

\[
\mathcal{F}(E) = \frac{1}{4} \int_{-\infty}^{\infty} du \chi^2(u) - \frac{1}{2\pi} \int_{-\infty}^{\infty} du \chi(u) \int_0^\infty ds \frac{\chi(u-s) \sin(ES)}{\sqrt{-(\Delta s)^2}}. \tag{3.47}
\]

The limit \( \eta \to 0 \) has been taken by just setting the lower limit of the \( s \)-integral to zero, as the small-\( s \) behaviour of the numerator cancels the singularity in the denominator.

3.3 Response function for \( d = 5 \)

In this section, we remove the regulator from the response function formula (2.7) for \( d = 5 \), extending the technique of Section 3.2.

3.3.1 Regularisation

The regularised \( d = 5 \) Wightman function reads [20, 23, 25]

\[
W_\epsilon(u, u-s) = \frac{1}{8\pi^2} \frac{1}{\left[ (\Delta x)^2 + 2i\epsilon \Delta t + \epsilon^2 \right]^{3/2}}. \tag{3.48}
\]
Separating the real and imaginary parts and substituting (3.48) into (2.9), the result is

\[ F(E) = \lim_{\epsilon \to 0} \frac{1}{4\sqrt{2}\pi^2} \int_{-\infty}^{\infty} du \chi(u) \int_0^\infty ds \frac{\chi(u-s)}{R^3} \times \]

\[ \begin{align*}
&\cos(Es) \left( ((\Delta x)^2 + \epsilon^2) \sqrt{R + (\Delta x)^2 + \epsilon^2} - 2\epsilon(\Delta t) \sqrt{R - (\Delta x)^2 - \epsilon^2} \right) \\
&- \sin(Es) \left( ((\Delta x)^2 + \epsilon^2) \sqrt{R - (\Delta x)^2 - \epsilon^2} + 2\epsilon(\Delta t) \sqrt{R + (\Delta x)^2 + \epsilon^2} \right) \end{align*} \]  

(3.49)

Working under the expression \(4\sqrt{2}\pi^2)^{-1} \int_{-\infty}^{\infty} du \chi(u)\), we write the integral over \(s\) as the sum \(I_{<}\) + \(I_{odd}\) + \(I_{>}\) + \(I_{odd}\), choosing \(\eta := \epsilon^{1/4}\) as in Section 3.1.

### 3.3.2 Subinterval \(\eta < s < \infty\)

Moreover, we split the \(I_{<}\) part into two parts, which are defined as

\[ I_{>1}^{even} := \int_\eta^\infty ds \frac{\chi(u-s)}{R^3} \cos(Es) \left( ((\Delta x)^2 + \epsilon^2) \sqrt{R + (\Delta x)^2 + \epsilon^2} \right), \]

\[ I_{>2}^{even} := -\int_\eta^\infty ds \frac{\chi(u-s)}{R^3} \cos(Es) \left( 2\epsilon(\Delta t) \sqrt{R - (\Delta x)^2 - \epsilon^2} \right), \]  

(3.50)

\(I_{>1}^{even}\) can then be expressed as

\[ I_{>1}^{even} = -2 \int_\eta^\infty ds \chi(u-s) \cos \left( Es \right) \frac{\epsilon\Delta t}{[(\Delta x)^2]^2 \sqrt{-(\Delta x)^2}} \left( 1 + \frac{\epsilon^2}{(\Delta x)^2} \right) \times \]

\[ \begin{pmatrix} 1 \\ \left( 1 + \frac{\epsilon^2}{(\Delta x)^2} \right)^2 + 4\epsilon^2 \frac{\Delta t^2}{[(\Delta x)^2]^2} \end{pmatrix}^{-3/2} \begin{pmatrix} 1 \\ 1 + \frac{\epsilon^2}{(\Delta x)^2} + \sqrt{1 + \frac{\epsilon^2}{(\Delta x)^2}} + \frac{4\epsilon^2\Delta t^2}{[(\Delta x)^2]^2} \end{pmatrix} \]  

(3.51)
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and $I_{\geq 2}^{\text{even}}$ can be expressed as

$$I_{\geq 2}^{\text{even}} = -2\epsilon \int_{\eta}^{\infty} ds \, \chi(u - s) \cos(Es) \frac{\Delta t \sqrt{- (\Delta x)^2}}{[- (\Delta x)^2]^3} \times$$

$$\left[ \sqrt{1 + \epsilon^2 / (\Delta x)^2} + \sqrt{1 + \epsilon^2 / (\Delta x)^2} + 4\epsilon^2 \Delta t^2 / [(\Delta x)^2]^2} \right]^{3/2} \right] \right].$$

(3.52)

Using the bounding arguments from Section 3.1, we see that $I_{\geq 2}^{\text{even}} = O(\eta)$.

When we set the regulator to zero in $I_{\geq 2}^{\text{odd}}$, the integrand reduces to the form $\chi(u - s) \sin(Es) \sqrt{-2/[(\Delta x)^2]^3}$, and this replacement creates an error which can be arranged in the form

$$- \int_{\eta}^{s_c} ds \, \frac{\chi(u - s) \sin(Es)}{R^3 [ (\Delta x)^2]^2} \left[ \frac{[\Delta x^2]^2}{2} \left( (\Delta x)^2 + \epsilon^2 \right) \sqrt{R - (\Delta x)^2 - \epsilon^2} \right] \Delta t \sqrt{R + (\Delta x)^2 + \epsilon^2 - R^3 \sqrt{-2 (\Delta x)^2}}$$

$$+ 2\epsilon \left[ (\Delta x)^2 \right]^2 \Delta t \sqrt{R + (\Delta x)^2 + \epsilon^2 - R^3 \sqrt{-2 (\Delta x)^2}},$$

(3.53)

where $s_c > 0$ and is a real constant that is large enough such that $\chi(u - s_c) = 0$. With some
algebra, this can be shown to be equal to

\[
4 \varepsilon^2 \int_{\eta}^{\infty} ds \frac{\chi(u-s) \sin(Es) \Delta t^2}{[(\Delta x)^2]^3 \sqrt{-(\Delta x)^2}} \times
\]

\[
\left[ \frac{1}{\sqrt{1 + \varepsilon^2 \frac{\Delta t^2}{(\Delta x)^2} + \sqrt{1 + \varepsilon^2 \frac{\Delta t^2}{(\Delta x)^2}}} \left( 1 + \frac{\varepsilon^2 \Delta t^2}{(\Delta x)^2} \right)^{3/2}} \right] \]

\[
+ \varepsilon^2 \int_{\eta}^{\infty} ds \frac{\chi(u-s) \sin(Es) \sqrt{-(\Delta x)^2}}{[(\Delta x)^2]^3} \times
\]

\[
\left[ \frac{1}{\sqrt{1 + \varepsilon^2 \frac{\Delta t^2}{(\Delta x)^2} + \sqrt{1 + \varepsilon^2 \frac{\Delta t^2}{(\Delta x)^2}}} \left( 1 + \frac{\varepsilon^2 \Delta t^2}{(\Delta x)^2} \right)^{3/2}} \right] \]

\[
- \varepsilon^2 \int_{\eta}^{\infty} ds \frac{\chi(u-s) \sin(Es) \frac{2V}{[(\Delta x)^2]^5} - \frac{\varepsilon^2 V^2}{[(\Delta x)^2]^{11}}}{\left( \frac{R}{(\Delta x)^2} \right)^3 \left( 1 + \frac{\varepsilon^2}{(\Delta x)^2} + \sqrt{1 + \frac{\varepsilon^2}{(\Delta x)^2}} \left( \frac{4\Delta t^2}{(\Delta x)^2} \right)^2 + 4 \varepsilon^2 \Delta t^2 \right)}
\]

\[
\times \left( \frac{R}{(\Delta x)^2} - 1 - \frac{\varepsilon^2 V}{[(\Delta x)^2]^5} \right),
\]

(3.54)

with

\[
V := (11[(\Delta x)^2]^5 + 24[(\Delta x)^2]^4 \Delta t^2)
+ (30[(\Delta x)^2]^4 + 96 [(\Delta x)^2] \Delta t^4 + 96[(\Delta x)^2]^3 \Delta t^2) \varepsilon^2
+ (144 [(\Delta x)^2] \Delta t^2 + 40[(\Delta x)^2]^3 + 128 \Delta t^6 + 192 (\Delta x)^2 \Delta t^4) \varepsilon^4
+ (96 (\Delta x)^2 \Delta t^2 + 96 \Delta t^4 + 30 [(\Delta x)^2]^2) \varepsilon^6 + (12 (\Delta x)^2 + 24 \Delta t^2) \varepsilon^8 + 2 \varepsilon^{10},
\]

(3.55)

and estimates similar to those used above show that (3.54) is bounded by a term of order
\[ I^{\text{odd}}_\eta + I^{\text{even}}_\eta = \int_\eta^\infty ds \chi(u - s) \sin(ES) \left\{ -\frac{2}{[(\Delta x)^2 - \epsilon^2]} \right\} + O(\eta) \, . \quad (3.56) \]

### 3.3.3 Subinterval \(0 < s < \eta\)

Consider \(I^{\text{even}}_\eta\) and \(I^{\text{odd}}_\eta\), given by

\[
I^{\text{even}}_\eta = \int_0^\eta ds \chi(u - s) \cos(ES) \times \left[ ((\Delta x)^2 + \epsilon^2) \sqrt{R + (\Delta x)^2 + \epsilon^2} - 2\epsilon(\Delta t) \sqrt{R - (\Delta x)^2 - \epsilon^2} \right] \, , \quad (3.57a)
\]

\[
I^{\text{odd}}_\eta = -\int_0^\eta ds \chi(u - s) \sin(ES) \times \left[ ((\Delta x)^2 + \epsilon^2) \sqrt{R - (\Delta x)^2 - \epsilon^2} + 2\epsilon(\Delta t) \sqrt{R + (\Delta x)^2 + \epsilon^2} \right] \, . \quad (3.57b)
\]

In the \(R^3\) in the denominators, we use (3.14). In the square root \(\sqrt{R - (\Delta x)^2 - \epsilon^2}\) in the numerators, we use (3.38), inserting the factors \(z^{(n+2)/4}\) in the terms proportional to \(X_{(n+4)}\) and using (3.14) in the last term of (3.38) for \(R\). By the asymptotic behaviour of \(\sqrt{P/Q}\) and the observations made in Section 3.2, this makes \(z\) into an appropriate parameter for organising the square brackets in (3.38) into a Taylor expansion in \(z^{1/4}\) with the leading term 1.
The full expansion of $R - (\Delta x)^2 - \epsilon^2$ up to and including terms of order $z^2$ is

$$R - (\Delta x)^2 - \epsilon^2 = \epsilon^2 Q \left[ 1 + \frac{\dddot{x}^2 e^4}{12Q} \left( 1 + \frac{r^2}{\sqrt{P}} \right) \sqrt{z} + \frac{\dddot{x} \cdot x^{(4)} e^5}{36Q} \left( 1 + \frac{r^2}{\sqrt{P}} \right) z^{3/4} \right.$$  

$$+ \left[ \left( \frac{x^{(4)}}{40} + \frac{x^{(3)} x^{(5)}}{45} \right) \left( 1 + \frac{r^2}{\sqrt{P}} \right) \frac{e^4}{Q} + \frac{2 \epsilon^3 T_3}{\sqrt{P} Q} \right] z$$  

$$- \left( \frac{x^{(4)}}{180} + \frac{x^{(3)} x^{(5)}}{72} \right) \left( 1 + \frac{r^2}{\sqrt{P}} \right) \frac{e^5 r^7}{Q} z^{5/4}$$  

$$+ \left( \frac{x^{(4)}}{448} + \frac{x^{(6)}}{1008} + \frac{x^{(3)} x^{(5)}}{315} \right) \left( 1 + \frac{r^2}{\sqrt{P}} \right) \frac{e^6 r^8}{Q} z^{3/2}$$  

$$- \left( \frac{x^{(3)} x^{(7)}}{1728} + \frac{x^{(5)} x^{(4)}}{6720} + \frac{x^{(6)} x^{(4)}}{960} \right) \left( 1 + \frac{r^2}{\sqrt{P}} \right) \frac{e^7 r^9}{Q} z$$  

$$+ \left[ \frac{2 T_4}{12} + \frac{e^2 r^4}{Q \sqrt{P} - 2 \epsilon^2 e^6 T_5^2}{Q P^{3/2}} \right] + \left( \frac{x^{(3)} x^{(7)}}{11340} + \frac{x^{(8)}}{51840} + \frac{x^{(5)} x^{(5)}}{8100} + \frac{x^{(4)} x^{(6)}}{5184} \right) \left( 1 + \frac{r^2}{\sqrt{P}} \right) \frac{e^{8} r^{10}}{Q} z^2 + O \left( z^{9/4} \right).$$

In the square root $\sqrt{R + (\Delta x)^2 + \epsilon^2}$ in the numerator of (3.57), we wish to use (3.43). Attempting to regard the 1 in the square brackets as the dominant term can at first sight seem problematic because the terms proportional to $X_{(n+4)}$ acquire the $z$-factors $z^{-1+(n/4)}$, where the exponent is non-positive for $n \leq 4$, and when the last term is Taylor expanded in $z^{1/4}$ using (3.14), the asymptotic behaviour of the factor $\sqrt{P}/N$ implies that the exponents of $z$ must be appropriately decreased and some of these decreased exponents are non-positive. However, the non-positive powers of $z$ coming from the last term and from the terms proportional to $X_{(n+4)}$ can be grouped into combinations that can be reassigned positive powers of $z$, similarly to what happened for $d = 3$ in (3.45). After these reassignments, we obtain for $\sqrt{R + (\Delta x)^2 + \epsilon^2}$ a Taylor expansion in $z^{1/4}$ that starts as $\epsilon \sqrt{N} \left[ 1 + O \left( z^{1/4} \right) \right]$; owing to the size of this result, we do not reproduce the full expression up to order $z^2$ here. We use Maple (TM) to Taylor expand the square roots of (3.58) and the large, $z$-ordered expression obtained for $\sqrt{R + (\Delta x)^2 + \epsilon^2}$, using $z$ as the expansion parameter and keeping powers of $z$ up to and including $z^2$.  
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We next split \( I_{\text{even}}^{<} \) in two, as follows

\[
I_{\text{even}}^{<1} := \int_0^\eta ds \frac{\chi(u-s)\cos(Es)}{R^3} \left((\Delta x)^2 + \epsilon^2\right) \sqrt{R + (\Delta x)^2 + \epsilon^2},
\]
\[
I_{\text{even}}^{<2} := -2\epsilon \int_0^\eta ds \frac{\chi(u-s)\cos(Es)}{R^3} \Delta t \sqrt{R - (\Delta x)^2 - \epsilon^2}.
\]  

(3.59)

After a change of variables \( s = \epsilon r \) and using the expansions previously discussed for the terms in the denominator and numerator, we obtain

\[
I_{\text{even}}^{<1} = \frac{1}{\epsilon^2} \int_0^{\epsilon^{-3/4}} dr \sqrt{\frac{N}{P}} \times \left[ 1 - \frac{4\epsilon \epsilon r^3}{P} z + \left( 2X_4 + 4T_4 \right) \frac{\epsilon^2 r^4}{P} z^2 + \sum_{n=0}^6 F(n+6) \frac{\epsilon^{n+2} r^{n+6}}{P} \left( z^{n+2}/4 \right) + O\left( z^{9/4} \right) \right]^{-3/2} \times \left[ \chi(u) - \epsilon r \chi(u) z^{3/4} + \cdots + \frac{1}{8!} \chi^{(8)}(u) \epsilon^8 r^8 z^2 + O\left( z^{9/4} \right) \right] \times \left[ 1 - \frac{1}{2!} \epsilon^2 E^2 z^2 + \cdots + \frac{1}{8!} \epsilon^8 E^8 z^2 + O\left( z^{5/2} \right) \right] \times \left[ 1 - \frac{r^2}{P} + \frac{X_4 \epsilon^2 r^4}{P} z^2 + O\left( z^{9/4} \right) \right] \times \left[ 1 + \frac{\epsilon r^3 T_3}{N \sqrt{P}} \right]^{-1/4} + \cdots + \left( \cdots \right) z^2 + O\left( z^{9/4} \right) \right].
\]  

(3.60)

If we analyse the integral

\[
\int_0^{\epsilon^{-3/4}} dr \sqrt{\frac{N}{P}},
\]  

(3.61)

we find that this is of the form

\[
\int_0^{\epsilon^{-3/4}} dr \sqrt{\frac{N}{P}} = B_+ + O\left( \epsilon^{3/4} \right),
\]  

(3.62)

with \( B_+ > 0 \) and constant, which is the justification for expanding the remaining integrand.
of (3.60) up to and including order \( z^2 \). Similarly, we analyse \( I_{<12}^{\text{even}} \) finding

\[
I_{<12}^{\text{even}} = -\frac{2}{\epsilon^2} \int_0^{\epsilon^{-3/4}} \frac{dr}{\sqrt{P}} \times \\
\left[ 1 - \frac{4i \epsilon r^3}{P} z + (2X_4 + 4T_4) \frac{\epsilon^2 r^4}{P} z^2 + \sum_{n=0}^{6} F_{(n+6)} \frac{\epsilon^{n+2} r^{n+6}}{P} z^{(n+2)/4} + O \left( z^{9/4} \right) \right]^{-3/2} \times \\
\left[ \chi(u) - cr \chi(u) z^{1/4} + \cdots + \frac{1}{8!} \chi^{(8)}(u) \epsilon^8 r^8 z^2 + O \left( z^{9/4} \right) \right] \times \\
\left[ 1 - \frac{1}{2!} \epsilon^2 E^{2r^2} \sqrt{z} + \cdots + \frac{1}{8!} \epsilon^8 E^{8r^8} z^2 + O \left( z^{5/2} \right) \right] \times \\
\left[ \frac{dr}{P} - \frac{i \epsilon r^2}{2P} z + \frac{t(3) \epsilon^2 r^3}{6P} z^2 + O \left( z^{3/2} \right) \right] \times \\
\left[ 1 + \frac{\epsilon^2 r^4}{24Q} \left( 1 + \frac{r^2}{\sqrt{P}} \right) \sqrt{z} + \cdots + \left( \cdots \right) \epsilon^2 r^2 z^2 + O \left( z^{9/4} \right) \right].
\] (3.63)

If we consider the integral

\[
\int_0^{\epsilon^{-3/4}} \frac{dr}{\sqrt{P}},
\] (3.64)

we find that is of the form

\[
\int_0^{\epsilon^{-3/4}} \frac{dr}{\sqrt{P}} = C_+ + O (\log (\epsilon)),
\] (3.65)

with \( C_+ > 0 \) and constant, which justifies expanding the remaining integrand of (3.63) up to and including terms of order \( z^2 \).

We use Maple (TM) to perform the algebraic manipulations necessary to multiply the factors in the integrands of (3.60) and (3.63), dropping powers of \( z \) that are too high to contribute in the \( \epsilon \to 0 \) limit, and then finally setting \( z = 1 \). The evaluation of \( I_{<12}^{\text{odd}} \) proceeds almost identically and we obtain for \( I_{<12}^{\text{even}} \) and \( I_{<12}^{\text{odd}} \) formulas that consist of sums of finitely many elementary integrals plus an error term that vanishes in the \( \epsilon \to 0 \) limit.

The elementary integrals are of the form \( \int_0^{\epsilon^{-3}} dr \, r^m N^{1/2} P^{-m} \), \( \int_0^{\epsilon^{-3}} dr \, r^m N^{-3/2} P^{-m} \), \( \int_0^{\epsilon^{-3}} dr \, r^m Q^{1/2} P^{-m} \), and \( \int_0^{\epsilon^{-3}} dr \, r^m Q^{-3/2} P^{-m} \), where \( n \) is a positive integer and \( m \) is a positive integer or half-integer.
3.3.4 Combining the subintervals

Evaluating the numerous elementary integrals that came from (3.57), combining the results with (3.56) and proceeding as in Section 3.1, we find from (3.49) that the response function is given by

\[
F(E) = \frac{1}{64\pi} \int_{-\infty}^{\infty} du \left[ \chi^2 (4E^2 + \ddot{x}^2) + 4\dot{\chi}^2 \right] \\
+ \lim_{\eta \to 0} \frac{1}{4\pi^2} \int_{-\infty}^{\infty} du \chi(u) \int_{\eta}^{\infty} ds \left( \frac{\chi(u - s) \sin (Es)}{\sqrt[3]{-[\Delta x]^2}} - \frac{E \chi(u)}{s^2} \right). \tag{3.66}
\]

To take the limit \( \eta \to 0 \), we add and subtract under the \( s \)-integral terms that disentangle the small-\( s \) divergence of \( \sin (Es) [-\Delta x]^2 \)\(^{-3/2} \) from the small-\( s \) behaviour of \( \chi(u - s) \). Proceeding as in Section 3.1, we find

\[
F(E) = \frac{1}{64\pi} \int_{-\infty}^{\infty} du \left[ \chi^2(u) (4E^2 + \ddot{x}^2) + 4\dot{\chi}^2(u) \right] \\
+ \frac{E}{4\pi^2} \int_{0}^{\infty} \frac{ds}{s^2} \int_{-\infty}^{\infty} du \chi(u) [\chi(u - s) - \chi(u)] \\
+ \frac{1}{4\pi^2} \int_{-\infty}^{\infty} du \chi(u) \int_{0}^{\infty} ds \chi(u - s) \left( \frac{\sin (Es)}{\sqrt[3]{-[\Delta x]^2}} - \frac{E}{s^2} \right). \tag{3.67}
\]

3.4 Sharp-switching limit

In this section we consider the limit in which the switching function approaches a step-function of unit height and fixed duration. Concretely, we take \([17, 19]\)

\[
\chi(u) = h_1 \left( \frac{u - \tau_0 + \delta}{\delta} \right) \times h_2 \left( \frac{-u + \tau + \delta}{\delta} \right), \tag{3.68}
\]

where the parameters \( \tau, \tau_0 \) and \( \delta \) satisfy \( \tau > \tau_0 \) and \( \delta > 0 \), and \( h_1 \) and \( h_2 \) are smooth non-negative functions satisfying \( h_i(x) = 0 \) for \( x \leq 0 \) and \( h_i(x) = 1 \) for \( x \geq 1 \). In words, the detector is switched on over an interval of duration \( \delta \) just before proper time \( \tau_0 \), it stays on
until proper time $\tau$, and it is switched off over an interval of duration $\delta$ just after proper time $\tau$. The manner of the switch-on and switch-off is specified respectively by the functions $h_1$ and $h_2$. The limit of sharp switching is then $\delta \to 0$, with $\tau_0$ and $\tau$ fixed.

We denote the response function by $F\tau$, where the subscript serves as an explicit reminder of the dependence on the switch-off moment $\tau$. We are interested both in $F\tau$ and in its derivative with respect to $\tau$, which we denote by $\dot{F}\tau$. As mentioned in Chapter 2, $\dot{F}\tau$ can be regarded as the detector’s instantaneous transition rate per unit proper time, observationally meaningful in terms of a series of measurements in identical ensembles of detectors [19].

The case of two-dimensional Minkowski spacetime, $d = 2$, was discussed previously. We shall address the cases from $d = 3$ to $d = 6$ in the following subsections.

3.4.1 $d = 3$

For $d = 3$, $F\tau$ is given by (3.47). The limit $\delta \to 0$ is well defined and can be taken directly in (3.47). To take the limit of the first term of (3.47), we substitute in the switching function (3.68) and momentarily drop the $1/4$ pre-factor to obtain

$$\int_{-\infty}^{\infty} du \frac{h_2^2}{\tau_0 + \delta} \frac{h_2^2}{\tau + \delta} ,$$

before changing variables as $v \to b + 1 - v$, where $b := 1 + \Delta \tau/\delta$, to obtain

$$\delta \int_{-\infty}^{\infty} dv \frac{h_2^2(v) h_2^2(b + 1 - v)}{\tau_0 + \delta} .$$

Only the range $(0, b + 1)$ can make a contribution, and to evaluate this integral we split the $v$-integral into three sub-intervals $(0, 1), (1, b), (b, b + 1)$, which we call $I_{1,2,3}$. For $I_1$, we have

$$I_1 = \delta \int_0^1 dv \frac{h_2^2(v)}{\tau_0 + \delta} .$$

For $I_2$, we get

$$I_2 = \delta \int_1^b dv = \Delta \tau ,$$
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and, finally, for $I_3$:

$$I_3 = \delta \int_{b}^{b+1} dv \, h_2^2(b + 1 - v)$$

$$= \delta \int_{0}^{1} dv \, h_2^2(v),$$

where to obtain the second equality for $I_3$ we have changed variables as $v \to b + 1 - v$.

Combining $I_{1,2,3}$ and restoring the $1/4$ pre-factor, we find that in the sharp-switching limit the first term of (3.47) is

$$\frac{\Delta \tau}{4} + \frac{\delta}{4} \int_{0}^{1} dv \left( h_1^2(v) + h_2^2(v) \right).$$

Combining this with the second term of (3.47) in the sharp-switching limit, the result is

$$\mathcal{F}_\tau(E) = \frac{\Delta \tau}{4} - \frac{1}{2\pi} \int_{\tau_0}^{\tau} du \int_{0}^{\tau - \tau_0} ds \, \frac{\sin(\Delta s)}{\sqrt{-(\Delta s)^2}},$$

Differentiation with respect to $\tau$ gives

$$\dot{\mathcal{F}}_\tau(E) = \frac{1}{4} - \frac{1}{2\pi} \int_{0}^{\Delta \tau} ds \, \frac{\sin(\Delta s)}{\sqrt{-(\Delta s)^2}}.$$

### 3.4.2 $d = 4$

The case $d = 4$ was addressed in [17]. The expression for the response function with a general switching function reads

$$\mathcal{F}(E) = -\frac{E}{4\pi} \int_{-\infty}^{\infty} du \, \chi^2(u) + \frac{1}{2\pi^2} \int_{0}^{\infty} ds \int_{-\infty}^{\infty} du \, \chi(u) [\chi(u) - \chi(u - s)]$$

$$+ \frac{1}{2\pi^2} \int_{-\infty}^{\infty} du \, \chi(u) \int_{0}^{\infty} ds \, \chi(u - s) \left( \frac{\cos(\Delta s)}{(\Delta s)^2} + \frac{1}{s^2} \right).$$

The first and third terms in (3.77) have well-defined limits as $\delta \to 0$. The second term in (3.77) takes at small $\delta$ the form $(2\pi^2)^{-1} \ln(\Delta \tau/\delta) + C + O(\delta/\Delta \tau)$, where $C$ is a constant determined by the functions $h_1$ and $h_2$, and this term hence diverges logarithmically as
\[ \delta \to 0. \text{ However, the } \tau\text{-derivative of this term remains finite as } \delta \to 0, \text{ and the transition rate has the well-defined limit} \]

\[ \dot{F}_\tau (E) = -\frac{E}{4\pi} + \frac{1}{2\pi^2} \int_0^{\Delta \tau} ds \left( \frac{\cos(Es)}{(\Delta s)^2} + \frac{1}{s^2} \right) + \frac{1}{2\pi^2 \Delta \tau}. \]  

(3.78)

### 3.4.3 \( d = 5 \)

For \( d = 5 \), \( F_\tau \) is given by (3.67). The last term in (3.67) has a well-defined limit as \( \delta \to 0 \).

The first term can be analysed by substituting in the switching function (3.68), for now ignoring the \( 1/64\pi \) pre-factor, to obtain

\[ \int_{-\infty}^{\infty} du \left[ h_1^2 \left( \frac{u - \tau_0 + \delta}{\delta} \right) h_2^2 \left( \frac{-u + \tau + \delta}{\delta} \right) \left( \bar{x}^2(u) + 4E^2 \right) \right. \]

\[ + \frac{4}{\delta^2} \left( h_1' \left( \frac{u - \tau_0 + \delta}{\delta} \right) h_2 \left( \frac{-u + \tau + \delta}{\delta} \right) + h_1 \left( \frac{u - \tau_0 + \delta}{\delta} \right) h_2' \left( \frac{-u + \tau + \delta}{\delta} \right) \right) \]

\[ \left. - 2h_1 \left( \frac{u - \tau_0 + \delta}{\delta} \right) h_1' \left( \frac{u - \tau_0 + \delta}{\delta} \right) h_2 \left( \frac{-u + \tau + \delta}{\delta} \right) h_2' \left( \frac{-u + \tau + \delta}{\delta} \right) \right], \]

(3.79)

which can be expressed as

\[ \int_{-\infty}^{\infty} dv \left[ \delta h_1^2(v) h_2^2(v + 1 - v) \left( 4E^2 + \bar{x}^2 [(v - 1)\delta + \tau_0] \right) \right. \]

\[ + \frac{4}{\delta} \left( h_1' \left( v \right) h_2 \left( v + 1 - v \right) + h_1 \left( v \right) h_2' \left( v + 1 - v \right) \right) \]

\[ - 2h_1 \left( v \right) h_1' \left( v \right) h_2 \left( v + 1 - v \right) h_2' \left( v + 1 - v \right) \right] \]

(3.80)

through the change of variables \( v = (u - \tau_0 + \delta)/\delta \) and the definition \( b := 1 + \Delta \tau/\delta \).

Recalling the definition of \( h_n(x) \), only the range \((0, b + 1)\) can contribute to the \( v \)-integral, and to evaluate this expression we split the \( v \)-integral into the intervals \((0, 1), (1, b), (b, b + 1)\), which we label as \( I_{1,2,3} \) respectively. For \( I_1 \), we have

\[ I_1 = \int_0^1 dv \left[ \delta h_1^2(v) \left( 4E^2 + \bar{x}^2 [(v - 1)\delta + \tau_0] \right) + \frac{4}{\delta} h_1^2(v) \right], \]

(3.81)
which we note is a constant independent of the switch-off time, $\tau$. For $I_2$, we obtain

$$I_2 = \delta \int_{v}^{b} dv \left( 4E^2 + \ddot{x}^2 \left[ (v-1)\delta + \tau_0 \right] \right)$$  \hspace{1cm} (3.82)$$

and thus

$$\frac{dI_2}{d\tau} = 4E^2 + \ddot{x}^2(\tau).$$  \hspace{1cm} (3.83)$$

Finally, for $I_3$ we find

$$I_3 = \int_{0}^{b+1} dv \left[ \delta h_2^2(b+1-v) \left( 4E^2 + \ddot{x}^2 \left[ (v-1)\delta + \tau_0 \right] \right) + \frac{4}{\delta} h_2^2(b+1-v) \right]$$

$$= \int_{0}^{1} dv \left[ \delta h_2^2(v) \left( 4E^2 + \ddot{x}^2 \left[ (1-v)\delta + \tau \right] \right) + \frac{4}{\delta} h_2^2(v) \right],$$  \hspace{1cm} (3.84)$$

where to obtain the second equality we have changed variables as $v \to b+1-v$. This implies that

$$\frac{dI_3}{d\tau} = O(\delta).$$  \hspace{1cm} (3.85)$$

Restoring the pre-factor $1/64\pi$ and combining the derivatives, (3.83) and (3.85), we see that in the sharp-switching limit, $\delta \to 0$, the first term of (3.67) takes the form

$$\frac{1}{64\pi} \left[ 4E^2 + \ddot{x}^2(\tau) \right].$$  \hspace{1cm} (3.86)$$

In summary, the part of the first term that contains $\chi^2$ has a well-defined limit as $\delta \to 0$. The part of the first term that contains $\chi^2$ equals $C'/\delta$, where $C'$ is a positive constant defined by

$$C' := \frac{1}{16\pi} \int_{0}^{1} dv \left( |h_1'(v)|^2 + |h_2'(v)|^2 \right).$$  \hspace{1cm} (3.87)$$

This part diverges as $\delta \to 0$ but is independent of $\tau$ and does, therefore, not contribute to $\tilde{F}_\tau$. Finally, the second term in (3.67) is similar to the second term in the $d = 4$ formula (3.77), being logarithmically divergent as $\delta \to 0$ but having a $\tau$-derivative that has a well-defined limit as $\delta \to 0$. 
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Collecting, we find that the transition rate has a well-defined $\delta \to 0$ limit, given by

$$\dot{\mathcal{F}}_{\tau}(E) = \frac{4E^2 + \ddot{x}^2(\tau)}{64\pi} + \frac{1}{4\pi^2} \int_0^{\Delta \tau} ds \left( \frac{\sin(Es)}{\sqrt{-(\Delta x)^2}} - \frac{E}{s^2} \right) - \frac{E}{4\pi^2 \Delta \tau}. \quad (3.88)$$

### 3.4.4 $d = 6$

For $d = 6$, $\mathcal{F}_{\tau}$ is given by (3.26). The last term in (3.26) remains finite as $\delta \to 0$. The first and second terms are similar to those encountered in $d = 5$, with contributions that diverge in the $\delta \to 0$ limit proportionally to $1/\delta$ and $\ln \delta$, but with $\tau$-derivatives that remain finite in this limit.

We shall analyse the sharp-switching limit of the third and fourth terms of (3.26) in Appendix A. The third and fourth terms can be handled by breaking the integrations into subintervals as in [17]. The third term diverges proportionally to $\delta^{-2}$ as $\delta \to 0$, but its $\tau$-derivative has a well-defined limit as $\delta \to 0$, which is $-1/6\pi^3 \Delta \tau^3$. The fourth term resembles the second term in that the divergence at $\delta \to 0$ is logarithmic in $\delta$, but the presence of $\ddot{x}$ and $\dddot{x}$ in the integrand has the consequence that the coefficient of the divergent logarithm depends on the trajectory and does not vanish on differentiation with respect to $\tau$. We find that the transition rate is given by

$$\dot{\mathcal{F}}_{\tau}(E) = \frac{\dddot{x}(\tau) \cdot \dddot{x}(\tau)}{12\pi^3} \left( \ln \left( \frac{\Delta \tau}{\delta} \right) + C'_+ \right) - \frac{E(E^2 + \dddot{x}^2(\tau))}{24\pi^2} + \frac{1}{2\pi^3} \int_0^{\Delta \tau} ds \left( \frac{\cos(Es)}{((\Delta x)^2)^2} - \frac{1}{s^4} + \frac{3E^2 + \dddot{x}^2(\tau)}{6s^2} - \dddot{x}(\tau) \cdot \dddot{x}(\tau) \right)$$

$$+ \frac{3E^2 + \dddot{x}^2(\tau)}{12\pi^3 \Delta \tau} - \frac{1}{6\pi^3 \Delta \tau^3} + O \left( \delta \ln \left( \frac{\Delta \tau}{\delta} \right) \right), \quad (3.89)$$
where the constant $C'_+$ is determined by the switch-off function $h_2$ by

$$C'_+ = -2 \int_0^1 dr \frac{1}{r^2} \left( \int_0^1 dv h_2(1-v) [h_2(1-v+r) - h_2(1-v)] - \frac{1}{2} r \right)$$

$$- 2 \int_0^1 dv h_2(v) [1 - h_2(v)] . \quad (3.90)$$

The qualitatively new feature is that the transition rate (3.89) does not have a well-defined limit for generic trajectories as $\delta \to 0$, because the coefficient of $\dddot{x}(\tau) \cdot x^{(3)}(\tau)$ diverges in this limit; further, even if $\delta$ is kept finite, the coefficient of this term depends on the details of the switch-off profile through the constant $C'_+$ (3.90). The limit exists only for trajectories whose scalar proper acceleration, $\sqrt{\dddot{x}^2}$, is constant over the trajectory, in which case the coefficient of the divergent term in (3.89) vanishes. Note that this special class includes all trajectories that are uniformly accelerated, in the sense of following an orbit of a timelike Killing vector.

### 3.5 Spacetime dimension versus sharp switching

We have found that the sharp-switching limit of the detector response function becomes increasingly singular as the spacetime dimension $d$ increases from 2 to 6. In this section we discuss further aspects of this singularity.

First, we have seen that the sharp-switching limit of the response function diverges for $d \geq 4$. For $d = 4$ and $d = 5$ the divergent term is independent of the total detection time, and the limit of the instantaneous transition rate is still finite. For $d = 6$, however, the instantaneous transition rate diverges for generic trajectories. We summarise this behaviour in Table 3.1.

Second, we re-emphasise that when the Wightman distribution $W$ in (2.7) or (2.9) is represented as the $\epsilon \to 0$ limit of the regularised Wightman function $W_\epsilon$, the $\epsilon \to 0$ limit needs to be taken before considering the sharp-switching limit: this is the only way one is guaranteed to be implementing the technical definition of the Wightman function correctly.

With the regulator that we have used in this paper [equations (3.3), (3.27) and (3.48)], it is
known that attempting to reverse the limits na"ıvely for $d = 4$ would yield an incorrect, and even Lorentz-noncovariant, result for the transition rate for all non-inertial trajectories \cite{18, 30, 31}. We have verified that attempting to reverse the limits na"ıvely would be incorrect also for $d = 3$, $d = 5$ and $d = 6$. For $d = 3$, substituting the regularised Wightman function (3.27) in (3.2) and evaluating the limit by the method of Section 3.2 does give the correct result (3.76), but attempting to take the limit $\epsilon \to 0$ in (3.2) na"ıvely under the integral would miss the first of the two terms in (3.76). For $d = 5$, substituting the regularised Wightman function (3.48) in the na"ıve transition rate formula (3.2) and evaluating the limit $\epsilon \to 0$ by the methods of Section 3.3 yields for the transition rate an expression that consists of (3.88) plus the Lorentz-noncovariant terms

$$\frac{i(2 + i)E}{8\pi^2(1 + i)^2} - \frac{i}{8\pi^2(1 + i)^2\epsilon},$$

(3.91)

of which the second diverges as $\epsilon \to 0$. For $d = 6$, starting with the regularised Wightman function (3.3) yields for the transition rate a formula that is similar to (3.89), with the logarithmically divergent term replaced by a term that is logarithmically divergent in $\epsilon$, plus a number of Lorentz-noncovariant terms.

Third, because the sharp-switching divergence of $\mathcal{F}_\tau$ for $d = 6$ is perhaps surprising, we have verified that a similar divergence occurs also in the point-like detector model where the switching is sharp at the outset but the detector is initially spatially smeared, having the Lorentz-function spatial profile with an overall size parameter $\epsilon$, and the point-like detector is recovered in the limit $\epsilon \to 0$ \cite{18, 54}. (The model can be alternatively regarded as that of a

| $d$ | $\mathcal{F}_\tau$ | $\mathcal{F}_\tau$ |
|-----|-----------------|-----------------|
| 2   | finite          | finite          |
| 3   | finite          | finite          |
| 4   | $\ln \delta$   | finite          |
| 5   | $1/\delta$     | finite          |
| 6   | $1/\delta^2$   | $\mathbf{x} \cdot \mathbf{x}^{(3)} \ln \delta$ |
sharply-switched point-like detector whose Wightman function is regularised in terms of the frequency measured in the detector’s instantaneous rest frame, rather than in terms of the frequency measured in an externally-specified Lorentz frame [54].) Adapting the methods of Section 3.1 and proceeding as in [31], we find that the expression for $\dot{F}_\tau$ is obtained from (3.89) by the replacement $\ln(\tau/\delta) + C'_+ \rightarrow \ln(\tau/\epsilon) - \frac{4}{3} - \ln 2$, so that the point-like detector limit $\epsilon \rightarrow 0$ is again divergent unless the trajectory has constant scalar acceleration.

Fourth, for a trajectory of uniform linear acceleration $a$, switched on in the infinite past, the transition rate formulas (3.76), (3.78), (3.88) and (3.89) yield

$$\dot{F}_{d=3} (E) = \frac{1}{2\pi} \frac{1}{e^{2\pi E/a} + 1}, \quad \dot{F}_{d=5} (E) = \frac{1}{32\pi} \frac{(4E^2 + a^2)}{e^{2\pi E/a} + 1},$$

$$\dot{F}_{d=4} (E) = \frac{1}{2\pi} \frac{E}{e^{2\pi E/a} - 1}, \quad \dot{F}_{d=6} (E) = \frac{1}{12\pi} \frac{E (E^2 + a^2)}{e^{2\pi E/a} - 1}.$$ (3.92)

This was verified for $d = 4$ in [31], and we have used the same contour deformation method for the other values of $d$. The results (3.92) agree with those found in [24], equation (4.1.27), where they were obtained from a definition of transition rate that relies at the outset on the stationarity of the trajectory.

Finally, we would like to speculate on how the response function and transition rate patterns that we have found for $d \leq 6$ might continue to $d > 6$, and specifically to $d = 7$.

Recall that the formula (2.9) gives the response function in terms of the distributional Wightman function $W$. If $W$ is to be replaced by the un-regularised Wightman function under the integrals, then the negative powers of $s$ in $\text{Re} \left[ e^{-iEs} W(u, u - s) \right]$ must be subtracted. The last term in our formulas (3.26), (3.47), (3.67), and (3.77) is precisely of this form. The corresponding term can be constructed for any $d$, and for $d = 7$ it reads

$$\frac{3}{8\pi^3} \int_{-\infty}^{\infty} du \chi(u) \int_{0}^{\infty} ds \chi(u - s) \left( \frac{\sin (Es)}{s^4} + \frac{E (4E^2 + 5\vec{x}^2)}{24s^2} - \frac{5E \vec{x} \cdot \vec{x}^{(3)}}{24s} \right).$$ (3.93)

Next, observe that our formulas (3.26), (3.67), and (3.77) contain terms in which the sub-
tracted negative powers of $s$ are combined with similar powers of $s$ multiplied by quadratic combinations of $\chi$ and its derivatives evaluated at $u$ rather than at $u - s$. All the negative powers of $s$ that appear in (3.93) have already appeared in this fashion in (3.26), and comparison of the coefficients shows that the corresponding terms for $d = 7$ read

\[
- \frac{E^3}{16\pi^3} \int_0^\infty \frac{ds}{s^2} \int_{-\infty}^\infty du \chi(u) [\chi(u - s) - \chi(u)] \\
+ \frac{3E}{8\pi^3} \int_0^\infty \frac{ds}{s^3} \int_{-\infty}^\infty du \chi(u) [\chi(u - s) - \chi(u) - \frac{1}{2} s^2 \chi(u)] \\
- \frac{5}{64\pi^4} \int_0^\infty \frac{ds}{s^4} \int_{-\infty}^\infty du \chi(u) \left\{ [\chi(u - s) - \chi(u)] \ddot{s}^2 - s \chi(u - s) \dddot{s} \cdot x^{(3)} \right\} .
\]

(3.94)

The remaining term in (3.26), (3.47), (3.67), and (3.77) is a single integral involving derivatives of $x$. We are not aware of pattern arguments that might fix this term fully for general $d$, but we note that if this term for $d = 7$ contains the piece

\[
\frac{1}{2048\pi^7} \int_{-\infty}^\infty du \chi^2(u) \left(4E^2 + \ddot{x}^2\right) \left(4E^2 + 9\dddot{x}^2\right),
\]

(3.95)

then the transition rate computed from (3.93), (3.94) and (3.95) for a uniformly linearly accelerated trajectory agrees with that found in [24]. We further note that the power of $E$ in the single integral term in (3.26), (3.47), (3.67), and (3.77) fits the empirical formula

\[
\frac{\Gamma(d/2 - 1)}{(d - 3)!} \frac{(-E)^{(d-3)}}{4\pi^{(d/2-1)}},
\]

(3.96)

and so does the highest power of $E$ in (3.95).

We anticipate that the $d = 7$ response function contains terms in addition to (3.93), (3.94) and (3.95); in particular, the pattern from $d \leq 6$ suggests that there should be a term proportional to $\delta^{-3}$ as $\delta \to 0$, perhaps involving $\int_{-\infty}^\infty du \chi^3(u)$. However, if the only terms contributing to the transition rate are (3.93), (3.94) and (3.95), then a comparison with the
3.6 Application: Schwarzschild embedded in $d = 6$

Minkowski spacetime

The GEMS method [32–35] aims to model detector response in four-dimensional spacetime by an embedding into a higher-dimensional flat spacetime with an appropriately-chosen quantum state, typically the Minkowski vacuum. The method has yielded reasonable results for stationary trajectories in spacetimes of high symmetry. A review with references is given in [20, 54].

We wish to discuss the prospects of GEMS modelling in non-stationary situations in view of our results.

Recall that the $d = 4$ Minkowski vacuum response function formula (3.77) and instantaneous transition rate formula (3.78) generalise to an arbitrary Hadamard state on an
arbitrary four-dimensional spacetime as \[19\]

\[
\mathcal{F}(E) = -\frac{E}{4\pi} \int_{-\infty}^{\infty} du \left[ \chi(u) \right]^2 + \frac{1}{2\pi^2} \int_0^\infty ds \int_{-\infty}^{\infty} du \chi(u) \left[ \chi(u) - \chi(u-s) \right] \\
+ 2 \int_{-\infty}^{\infty} du \chi(u) \int_0^\infty ds \chi(u-s) \text{Re} \left( e^{-iEs} W_0(u, u-s) + \frac{1}{4\pi^2 s^2} \right),
\]

(3.98)

\[
\dot{\mathcal{F}}_\tau(E) = -\frac{E}{4\pi} + 2 \int_0^{\Delta\tau} ds \text{Re} \left( e^{-iE\tau} W_0(\tau, \tau-s) + \frac{1}{4\pi^2 s^2} \right) + \frac{1}{2\pi^2 \Delta\tau},
\]

(3.99)

where \(W_0\) is the point-wise \(i\epsilon \to 0\) limit of the Wightman function. The divergence structure at \(\delta \to 0\) is exactly as in Minkowski vacuum: the response function (3.98) diverges logarithmically but the transition rate has the finite limit given by (3.99).

As a concrete example, consider a detector in the extended Schwarzschild spacetime, globally embedded in \(d = 6\) Minkowski space as in \([36]\) (for further discussion see \([37]\)). For static trajectories in exterior Schwarzschild, GEMS modelling with \(d = 6\) Minkowski vacuum predicts a thermal response in the local Hawking temperature \([34]\). One might hence anticipate this modelling to extend to more general detector trajectories in the Hartle-Hawking-Israel vacuum \([38, 39]\).

Now, while the genuine \(d = 4\) sharp-switching transition rate (3.99) is finite for arbitrary trajectories in the Hartle-Hawking-Israel vacuum, the \(d = 6\) Minkowski vacuum transition rate (3.89) diverges in the sharp-switching limit unless the \(d = 6\) scalar proper acceleration is constant. There are trajectories of constant \(d = 6\) scalar proper acceleration through every point in the extended Schwarzschild spacetime, and these trajectories include all the stationary trajectories, that is, the exterior-region circular trajectories that have constant (in general non-inertial) angular velocity. However, we have verified by a direct calculation that the only timelike Schwarzschild geodesics of constant \(d = 6\) scalar acceleration are the exterior circular geodesics. This suggests that the GEMS method may not provide a viable model for detectors on generic geodesics in Schwarzschild.
In this chapter, we examine the Unruh-DeWitt detector coupled to a scalar field in three-dimensional curved spacetime, following a similar analysis to [19].

The chapter begins with the derivation of a regulator-free expression for the transition probability when the scalar field is in an arbitrary three-dimensional Hadamard state. We then take the sharp-switching limit and obtain the instantaneous transition rate.

We continue by specialising the spacetime to the Bañados-Teitelboim-Zanelli (BTZ) black hole and coupling our detector conformally to a massless scalar field in the Hartle-Hawking vacua, using both transparent and reflective boundary conditions at the infinity, without yet having specified the detector’s trajectory.

Next, we analyse the co-rotating trajectory finding a thermal response, and we also investigate the case of a detector freely-falling into the hole on a geodesic. For both cases analysed, a host of numerical results are presented, and these are complemented by good agreement from analytic results in a variety of asymptotic regimes.

The work this chapter represents was published in [40].
4.1 Transition probability and transition rate in three spacetime dimensions

Our first task is to obtain the detector response function for a detector coupled to a field in an arbitrary three-dimensional Hadamard state. We first rewrite the response function (2.9) in a form in which the regulator $\epsilon$ does not appear. We then take the sharp-switching limit and show that both the transition probability and the transition rate remain well defined in this limit. We follow closely the procedure developed in [17, 19, 29, 31] and presented in Chapter 3.

4.1.1 Hadamard form of $W$.

In a three-dimensional spacetime, the Wightman distribution $W(x, x')$ of a real scalar field in a Hadamard state can be represented by a family of functions with the short distance form [23]

$$W_\epsilon(x, x') = \frac{1}{4\pi} \left[ \frac{U(x, x')}{\sqrt{\sigma_\epsilon(x, x')}} + \frac{H(x, x')}{\sqrt{2}} \right], \quad (4.1)$$

where $\epsilon$ is a positive parameter, $\tilde{\sigma}(x, x')$ is the squared geodesic distance between $x$ and $x'$, $\sigma_\epsilon(x, x') := \tilde{\sigma}(x, x') + 2i \epsilon [T(x) - T(x')] + \epsilon^2$ and $T$ is any globally-defined future-increasing $C^\infty$ function. The branch of the square root is such that the $\epsilon \to 0_+$ limit of the square root is positive when $\tilde{\sigma}(x, x') > 0$ [23, 25] and the branch cut is taken along the negative real axis. Here $U(x, x')$ and $H(x, x')$ are symmetric biscalars that possess expansions of the form

$$U(x, x') = \sum_{n=0}^{\infty} U_n(x, x') \sigma^n(x, x'), \quad (4.2a)$$

$$H(x, x') = \sum_{n=0}^{\infty} H_n(x, x') \sigma^n(x, x'), \quad (4.2b)$$
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where the coefficients $U_n(x, x')$ satisfy the recursion relations

$$
(n + 1)(2n + 1)U_{n+1} + (2n + 1)U_{n+1, \mu} \sigma^\mu - (2n + 1)U_{n+1} \Delta^{-1/2} \Delta^{1/2} \sigma^\mu \\
+ \left( \Box_x - m^2 - \xi R \right) U_n = 0, \quad n = 0, 1, 2, \ldots, (4.3)
$$

with the boundary condition

$$
U_0 = \Delta^{1/2}, \quad (4.4)
$$

and the coefficients $H_n(x, x')$ satisfy the recursion relations

$$
(n + 1)(2n + 3)H_{n+1} + 2(n + 1)H_{n+1, \mu} \sigma^\mu - 2(n + 1)H_{n+1} \Delta^{-1/2} \Delta^{1/2} \sigma^\mu \\
+ \left( \Box_x - m^2 - \xi R \right) H_n = 0, \quad n = 0, 1, 2, \ldots, (4.5)
$$

where $\sigma = \frac{1}{2} \tilde{\sigma}$, $\Delta(x, x')$ is the Van Vleck determinant, $m$ is the mass and $\xi$ is the curvature coupling parameter [23]. We note that the series in (4.2) are defined in a convex normal neighbourhood but they need not be defined globally, and even in a convex normal neighbourhood, the series are asymptotic series that do not necessarily converge, not even in the coincidence limit [25].

The $i\epsilon$ prescription in (4.1) defines the singular part of $W(x, x')$: the action of the Wightman distribution is obtained by integrating $W_\epsilon(x, x')$ against test functions and taking the limit $\epsilon \to 0_+$ as in (2.9). This limit can be shown to be independent of the choice of global time function $T$ [41–44].

4.1.2 Transition probability without $i\epsilon$-regulator

To evaluate the $\epsilon \to 0_+$ limit in (2.9), the main issue is at $s = 0$, where the Hadamard expansion (4.1) shows that the integrand develops a non-integrable singularity as $\epsilon \to 0_+$. We shall work under the assumption that any other singularities that the integrand develops as $\epsilon \to 0_+$ are integrable. This will be the case in our applications in Sections 4.3 and 4.4. We note in passing that similar integrable singularities can occur in any spacetime dimension,
and the four-dimensional results in [19] should hence be understood to involve a similar assumption.

We write the detector response function (2.7) as

$$F(E) = \frac{1}{4} \int_{-\infty}^{\infty} d\tau \chi^2(\tau) + \int_{-\infty}^{\infty} d\tau \int_{-\infty}^{\infty} d\tau' \overline{W}(\tau, \tau') \chi(\tau) e^{-iE(\tau - \tau')} \chi(\tau'),$$  \hspace{1cm} (4.6)

with

$$\overline{W}(\tau, \tau') := W(\tau, \tau') - \frac{1}{4} \delta(\tau - \tau').$$ \hspace{1cm} (4.7)

Note that $\overline{W}(\tau, \tau')$ satisfies $\overline{W}(\tau, \tau') = \overline{W}(\tau', \tau)$ because $W(\tau, \tau')$ has this property.

Now the Hadamard form of the Wightman function implies that

$$W(\tau, \tau') = \frac{1}{4} \delta(\tau - \tau') - \frac{i}{4\pi} \mathcal{P} \left( \frac{1}{\tau - \tau'} \right) + \text{integrable},$$ \hspace{1cm} (4.8)

where $\mathcal{P}$ represents the Cauchy principal value. Thus,

$$\overline{W}(\tau, \tau') = - \frac{i}{4\pi} \mathcal{P} \left( \frac{1}{\tau - \tau'} \right) + \text{integrable}.$$ \hspace{1cm} (4.9)

We are now in a position to write (4.6) as

$$F(E) = \frac{1}{4} \int_{-\infty}^{\infty} d\tau \chi^2(\tau) + \lim_{\epsilon \to 0} \int_{|\tau - \tau'| \geq \epsilon} \quad d\tau \, d\tau' \, W_0(\tau, \tau') \chi(\tau) e^{-iE(\tau - \tau')} \chi(\tau'),$$ \hspace{1cm} (4.10)

where $W_0$ is the point-wise $\epsilon \to 0$ limit of $W_\epsilon$.

Using the property $W_0(\tau, \tau') = \overline{W}_0(\tau', \tau)$, we can write (4.10) as

$$F(E) = \frac{1}{4} \int_{-\infty}^{\infty} du \chi^2(u) + \lim_{\epsilon \to 0} \int_{-\infty}^{\infty} du \chi(u) \int_{\epsilon}^{\infty} ds \chi(u-s) \Re \left[ e^{-iEs} W_0(u, u-s) \right]$$

$$= \frac{1}{4} \int_{-\infty}^{\infty} du \chi^2(u) + 2 \int_{-\infty}^{\infty} du \chi(u) \int_{0}^{\infty} ds \chi(u-s) \Re \left[ e^{-iEs} W_0(u, u-s) \right].$$ \hspace{1cm} (4.11)

Note that the integrals in (4.11) are regular, at $s = 0$ by the Hadamard short-distance behaviour of $W_0$, and at $s > 0$ by our assumptions about the singularity structure of $W_0$ at
timelike-separated points.

### 4.1.3 Sharp-switching limit and the transition rate

Up to now we have assumed the switching function $\chi$ to be smooth. When $\chi$ approaches the characteristic function of the interval $[\tau_0, \tau_0 + \tau]$, as in Section 3.2 the integrands in (4.11) remain regular, and taking the sharp-switching limit under the integral can be justified by dominated convergence. The transition probability takes the form

$$F_\tau(E) = \frac{\Delta \tau}{4} + 2 \int_{\tau_0}^{\tau} du \int_0^{u - \tau_0} ds \Re \left[ e^{-iE_s} W_0(u, u - s) \right], \quad (4.12)$$

where $\Delta \tau := \tau - \tau_0$ and the subscript $\tau$ is included as a reminder of the dependence on the switch-off moment. Differentiation with respect to $\tau$ shows that the transition rate is given by

$$\dot{F}_\tau(E) = \frac{1}{4} + 2 \int_0^{\Delta \tau} ds \Re \left[ e^{-iE_s} W_0(\tau, \tau - s) \right]. \quad (4.13)$$

Note that both (4.12) and (4.13) are well defined under our assumptions, and in the special case of a massless scalar field in the Minkowski vacuum they reduce to what was found in Chapter 3. Spacetime curvature has hence not introduced new singularities in the sharp-switching limit.

Note also that the pre-integral term $\frac{1}{4}$ in (4.13) would have been missed if the limit $\epsilon \to 0_+$ had been taken naively under the integral in (2.9). Yet this term is essential: it was observed in Chapter 3 that without this term one would not recover the standard thermal response for a uniformly linearly accelerated detector in Minkowski vacuum [24, 51], and we shall see in Section 4.3 that without this term we would not recover thermality for a co-rotating detector in the BTZ spacetime.
4.2 Detector in the BTZ spacetime

We now turn to a detector in the BTZ black hole spacetime [45, 46], specialising to a massless conformally-coupled scalar field in the Hartle-Hawking vacuum with transparent or reflective boundary conditions. In this section we briefly recall relevant properties of the spacetime and the Wightman function. More detail can be found in the review in [47].

Recall first that three-dimensional anti-de Sitter spacetime \( \text{AdS}_3 \) may be defined as the submanifold
\[
-\ell^2 = -T_1^2 - T_2^2 + X_1^2 + X_2^2
\]
in \( \mathbb{R}^{2,2} \) with co-ordinates \((T_1, T_2, X_1, X_2)\) and metric
\[
dS^2 = -dT_1^2 - dT_2^2 + dX_1^2 + dX_2^2,
\]
where \( \ell \) is a positive parameter of dimension length. The BTZ black hole is obtained as a quotient of an open region in \( \text{AdS}_3 \) under a discrete isometry group \( \simeq \mathbb{Z} \). Specialising to a nonextremal black hole, a set of co-ordinates that are adapted to the relevant isometries and cover the exterior region of the black hole are the BTZ co-ordinates \((t, r, \phi)\), defined in \( \text{AdS}_3 \) by
\[
X_1 = \ell \sqrt{\alpha} \sinh \left( \frac{T_1 + T_2}{\ell} \phi - \frac{r}{\ell^2} \ell \right), \quad X_2 = \ell \sqrt{\alpha} \cosh \left( \frac{T_1 - T_2}{\ell} \phi - \frac{r}{\ell^2} \ell \right),
\]
\[
T_1 = \ell \sqrt{\alpha} \sinh \left( \frac{T_1 + T_2}{\ell} \phi - \frac{r}{\ell^2} \ell \right), \quad T_2 = \ell \sqrt{\alpha} \cosh \left( \frac{T_1 - T_2}{\ell} \phi - \frac{r}{\ell^2} \ell \right),
\]
where
\[
\alpha(r) = \left( \frac{r^2 - r_+^2}{r_+^2 - r_-^2} \right)
\]
and the parameters \( r_\pm \) satisfy \( |r_-| < r_+ \). The co-ordinate ranges covering the black hole exterior are \( r_+ < r < \infty, -\infty < t < \infty \) and \( -\infty < \phi < \infty \), and the \( \mathbb{Z} \) quotient is realised as the identification \((t, r, \phi) \sim (t, r, \phi + 2\pi)\). The outer horizon is at \( r \to r_+ \), and the
asymptotically AdS$_3$ infinity is at $r \to \infty$. The metric takes the form

$$ds^2 = -(N^+)^2 dt^2 + f^{-2} dr^2 + r^2 \left( d\phi + N^\phi dt \right)^2$$

(4.18)

with

$$N^+ = f = \left( -M + \frac{r^2}{\ell^2} + \frac{J^2}{4r^2} \right)^{1/2}, \quad N^\phi = -\frac{J}{2r^2},$$

(4.19)

where the mass $M$ and the angular momentum $J$ are given by

$$M = \frac{(r^2_+ + r^2_-)}{\ell^2}, \quad J = 2r_+ r_- / \ell,$$

(4.20)

and they satisfy $|J| < M\ell$.

We are interested in quantum states in which the Wightman function on the black hole spacetime can be expressed as an image sum of the corresponding AdS$_3$ Wightman function. If $G_A(x,x')$ denotes the AdS$_3$ Wightman function, the BTZ Wightman function reads [47]

$$G_{\text{BTZ}}(x,x') = \sum_n G_A(x,\Lambda^n x'),$$

(4.21)

where $\Lambda x'$ denotes the action on $x'$ of the group element $(t,r,\phi) \mapsto (t,r,\phi + 2\pi)$, and the notation suppresses the distinction between points on AdS$_3$ and points on the quotient spacetime. The scalar field is assumed untwisted so that no additional phase factors appear in (4.21).

We consider a massless, conformally-coupled field, and the family of AdS$_3$ Wightman functions [47]

$$G_A^{(\zeta)}(x,x') = \frac{1}{4\pi} \left( \frac{1}{\sqrt{\Delta X^2(x,x')} - \zeta} - \frac{1}{\sqrt{\Delta X^2(x,x') + 4\ell^2}} \right),$$

(4.22)

where the parameter $\zeta \in \{0,1,-1\}$ specifies whether the boundary condition at infinity is respectively transparent, Dirichlet or Neumann. The transparent boundary condition corresponds to a particular recirculation of momentum and angular momentum at spatial
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infinity [48]. Here $\Delta X^2(x, x')$ is the squared geodesic distance between $x$ and $x'$ in the flat embedding spacetime $\mathbb{R}^{2,2}$, given by

$$\Delta X^2(x, x') := -(T_1 - T_1')^2 - (T_2 - T_2')^2 + (X_1 - X_1')^2 + (X_2 - X_2')^2,$$  \hspace{1cm} (4.23)

and we have momentarily suppressed the $i\epsilon$ prescription in (4.22).

With (4.21) and (4.22), the transition rate (4.13) takes the form

$$\dot{\mathcal{F}}_\tau(E) = \frac{1}{4} \sqrt{\frac{2}{\pi}} \sum_{n = -\infty}^{\infty} \int_0^{\Delta \tau/\ell} \tilde{s} \text{Re} \left[ e^{-iE\tilde{s}} \left( \frac{1}{\sqrt{\Delta X^2_n}} - \frac{\zeta}{\sqrt{\Delta X^2_n + 2}} \right) \right],$$  \hspace{1cm} (4.24)

where we have introduced the dimensionless integration variable $\tilde{s} := s/\ell$ and written

$$\Delta X^2_n := \Delta X^2(x(\tau), \Lambda^n x(\tau - \ell \tilde{s}))/\ell^2$$

$$= -1 + \sqrt{\alpha(r)\alpha'(r')} \cosh[(r_+ / \ell)(\phi - \phi' - 2\pi n) - (r_- / \ell^2)(t - t')]$$

$$- \sqrt{(\alpha(r) - 1)(\alpha(r') - 1)} \cosh[(r_+ / \ell^2)(t - t') - (r_- / \ell)(\phi - \phi' - 2\pi n)],$$  \hspace{1cm} (4.25)

where the unprimed co-ordinates are evaluated at $x(\tau)$ and the primed co-ordinates at $x(\tau - \ell \tilde{s})$.

What remains is to specify the branches of the square roots in (4.24). As $s$ extends to a global time function in the relevant part of AdS3, the prescription (4.1) implies that the square roots in (4.24) are positive when the arguments are positive, and the square roots are analytically continued to negative values of the arguments by giving $s$ a small, negative imaginary part.

4.3 Co-rotating detector in BTZ

In this section we investigate the transition rate of a detector that is in the exterior region of the BTZ black hole and co-rotating with the horizon. Because the detector is stationary, we take the switch-on to be in the asymptotic past. When the black hole is spinless, the
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4.3.1 Transition rate and the KMS property

The angular velocity of the horizon is given by [45–47]

\[ \Omega_H = \frac{r_-}{(r_+ \ell)}, \quad (4.26) \]

and it has an operational meaning as the value that \( d\phi/dt \) takes on any timelike worldline that crosses the horizon. The worldline of a detector that is in the exterior region and rigidly co-rotating with the horizon reads

\[ r = \text{constant}, \quad t = \frac{\ell r_+ \tau}{\sqrt{r^2 - r_+^2 \sqrt{r_+^2 - r_-^2}}}, \quad \phi = \frac{r_- \tau}{\sqrt{r^2 - r_+^2 \sqrt{r_+^2 - r_-^2}}}, \quad (4.27) \]

where the value of \( r \) specifies the radial location and \( \tau \) is the proper time. We have set the additive constants in \( t \) and \( \phi \) to zero without loss of generality.

Substituting (4.27) into (4.25) and taking the switch-on to be in the asymptotic past, the transition rate (4.24) takes the form

\[
\begin{align*}
\hat{\mathcal{F}}(E) &= \frac{1}{4} + \frac{1}{4\pi \sqrt{\alpha(r) - 1}} \sum_{n=-\infty}^{\infty} \int_{0}^{\infty} d\tilde{s} \text{Re} \left[ e^{-iE\tilde{s}} \left( \frac{1}{\sqrt{K_n - \sinh^2(\Xi\tilde{s} + n\pi r_-/\ell)}} \right. \\
&\quad \quad \left. - \frac{\zeta}{\sqrt{Q_n - \sinh^2(\Xi\tilde{s} + n\pi r_-/\ell)}} \right) \right],
\end{align*}
\]

where

\[
\begin{align*}
K_n &:= (1 - \alpha^{-1})^{-1} \sinh^2(n\pi r_+/\ell), \\
Q_n &:= K_n + (\alpha - 1)^{-1}, \\
\Xi &:= (2\sqrt{\alpha - 1})^{-1},
\end{align*}
\]

\[
(4.29a, 4.29b, 4.29c)
\]
\( \alpha \) is given by (4.17), and we have dropped the subscript \( \tau \) from \( \dot{F} \) because the situation is stationary and the transition rate is independent of \( \tau \). The square roots in (4.28) are positive for positive values of the argument, and they are analytically continued to negative values of the argument by giving \( \tilde{s} \) a small, negative imaginary part. Note that the integrand in (4.28) has singularities at \( \tilde{s} > 0 \), at places where the quantity under a square root changes sign, but all of these singularities are integrable.

We show in Appendix D.1 that (4.28) can be written as

\[
\dot{F}(E) = e^{-\beta E\ell/2} \sum_{n=-\infty}^{\infty} \cos(n\beta Er_-) \times
\int_{0}^{\infty} dy \cos(y\beta E\ell/\pi) \left( \frac{1}{\sqrt{K_n + \cosh^2 y}} - \frac{\zeta}{\sqrt{Q_n + \cosh^2 y}} \right),
\]

(4.30)
or alternatively as

\[
\dot{F}(E) = \frac{1}{2(e^{\beta E\ell} + 1)} - \zeta e^{-\beta E\ell/2} \int_{0}^{\infty} dy \cos(y\beta E\ell/\pi) \left( \frac{1}{\sqrt{Q_0 + \cosh^2 y}} \right) + \frac{e^{-\beta E\ell/2}}{\pi} \sum_{n=1}^{\infty} \cos(n\beta Er_-) \int_{0}^{\infty} dy \cos(y\beta E\ell/\pi) \left( \frac{1}{\sqrt{K_n + \cosh^2 y}} - \frac{\zeta}{\sqrt{Q_n + \cosh^2 y}} \right),
\]

(4.31)

where

\[
\beta := 2\pi\sqrt{\alpha - 1}.
\]

(4.32)

It is evident from (4.30) or (4.31) that \( \dot{F} \) depends on \( E \) only via the dimensionless combination \( \ell\beta E \). It is further evident that \( \dot{F} \) has the KMS property [49, 50]

\[
\dot{F}(E) = e^{-\ell\beta E} \dot{F}(-E).
\]

(4.33)

The transition rate is hence thermal in the temperature \( (\ell\beta)^{-1} \).

It can be verified that \( (\ell\beta)^{-1} = (\gamma_{\ell 0})^{-1/2} T_0 \), where \( T_0 = k_0/(2\pi) \), \( k_0 \) is the surface
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gravity of the black hole with respect to the horizon-generating Killing vector $\partial_t + \Omega_H \partial_\phi$, and $g_{00}$ is the time-time component of the metric in co-ordinates adapted to the co-rotating observers. This means that the temperature $\ell \beta^{-1}$ of the detector response is the local Hawking temperature, obtained by renormalising the conventional Hawking temperature $T_0$ by the Tolman redshift factor at the detector’s location. This is the temperature one would have expected by general properties of the Hartle-Hawking state [38, 39, 72], including the periodicity of an appropriately-defined imaginary time co-ordinate [73], and also by global embedding Minkowski spacetimes (GEMS) considerations [32–34, 74].

Note that the expressions (4.30) and (4.31) contain both terms of (4.13), as shown in Appendix D.1. The pre-integral term $\frac{1}{4}$ in (4.13) is hence essential for recovering thermality: in (4.31) it can be regarded as having been grouped in the term $\frac{1}{2}(e^{\beta E} + 1)^{-1}$, which gives the transition rate in pure AdS$_3$ with the transparent boundary condition. The superficial Fermi-Dirac appearance of this pure AdS$_3$ term is a general feature of linearly-coupled scalar fields in odd spacetime dimensions [24, 51, 72, 75].

4.3.2 Asymptotic regimes

We consider the behaviour of the transition rate (4.31) in three asymptotic regimes.

First, suppose $r_+ \to \infty$ so that $r_-/r_+$ and $r/r_+$ are fixed. Physically, this is the limit of a large black hole with fixed $J/M$, and the detector is assumed not to be close to the black hole horizon. Note that $\alpha$ and $\beta$ remain fixed in this limit. It follows from (4.17) and (4.29) that in (4.31) this is the limit in which $K_n$ and $Q_n$ with $n \geq 1$ are large. Assuming that $E$
is fixed and non-zero, and using formula (D.13a) in Appendix D, we find

\[
\dot{F}(E) = \frac{1}{2(e^{\beta E\ell} + 1)} - \frac{\zeta e^{-\beta E\ell/2}}{2\pi} \int_0^\infty dy \frac{\cos(y\beta E\ell/\pi)}{\sqrt{Q_0 + \cosh^2 y}} \\
+ \frac{e^{-\beta E\ell/2} \cos(\beta Er_+)}{\sqrt{\pi\beta E\ell}} \times \\
\times \left\{ \text{Im} \left[ \left( \frac{(4K_1)^{\beta E\ell/(2\pi)}}{\sqrt{K_1}} - \frac{\zeta(4Q_1)^{i\beta E\ell/(2\pi)}}{\sqrt{Q_1}} \right) \Gamma \left( 1 + \frac{i\beta E\ell}{2\pi} \right) \Gamma \left( \frac{1}{2} - \frac{i\beta E\ell}{2\pi} \right) \right] \right\} + O \left( e^{-2\pi r_+/\ell} \right)
\]

(4.34)

where the displayed next-to-leading term comes from the \( n = 1 \) term in (4.31) and is of order \( e^{-\pi r_+/\ell} \). The corresponding formula for \( E = 0 \) can be obtained from formula (D.13b) in Appendix D and has a next-to-leading term of order \( r_+ e^{-\pi r_+/\ell} \).

Next, suppose that \( r_+ \to 0 \) so that \( r_-/r_+ \) and \( r/r_+ \) are again fixed. This is the limit of a small black hole. Note that \( \alpha \) and \( \beta \) are again fixed. The dominant behaviour comes now from the sum over \( n \) and can be estimated by the Riemann sum technique of Appendix D.3.

We find

\[
\dot{F}(E) = \frac{\ell_0 e^{-\beta E\ell/2}}{\pi^2 r_+} \int_0^\infty dv \int_0^\infty dy \cos\left( \frac{v\beta E\ell r_-}{\pi r_+} \right) \cos\left( \frac{y\beta E\ell}{\pi} \right) \times \\
\times \left[ \left( \frac{\alpha \sinh^2 v}{(\alpha - 1)} + \cosh^2 y \right)^{-1/2} - \zeta \left( \frac{1 + \alpha \sinh^2 v}{(\alpha - 1)} + \cosh^2 y \right)^{-1/2} \right] + \frac{o(1)}{r_+}.
\]

(4.35)

The leading term is proportional to \( 1/r_+ \) and it hence diverges in the limit of a small black hole.

Finally, suppose that \( E \to \pm \infty \) with the other quantities fixed. The analysis of Appendix D.4 shows that each integral term in (4.31) is oscillatory in \( E \), with an envelope that falls off as \( 1/\sqrt{-E} \) at \( E \to -\infty \) but exponentially at \( E \to +\infty \). Applying this estimate to the lowest few values of \( n \) in (4.31) should be a good estimate to the whole sum when \( r_+/\ell \) is large. We have not attempted to estimate the whole sum at \( E \to \pm \infty \) when \( r_+/\ell \) is small.
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4.3.3 Numerical results

We now turn to numerical evaluation of the transition rate (4.31). We are particularly interested in the interpolation between the asymptotic regimes identified in Subsection 4.3.2.

\( \dot{\mathcal{F}} \) (4.31) depends on five independent variables. Two of these are the mass and the angular momentum of the black hole, encoded in the dimensionless parameters \( r_+ / \ell \) and \( r_- / \ell \). The third is the location of the detector, entering \( \dot{\mathcal{F}} \) only in the dimensionless combination \( \alpha \) (4.17). The fourth is the detector’s energy gap \( E \), entering \( \dot{\mathcal{F}} \) only in the dimensionless combination \( \beta E \ell \) where \( \beta \) was given in (4.32). The last one is the discrete parameter \( \zeta \in \{0, 1, -1\} \) which specifies the boundary condition at infinity.

We plot \( \dot{\mathcal{F}} \) as a function of \( \ell \beta E \), grouping the plots in triplets where \( \zeta \) runs over its three values and the other three parameters are fixed. We proceed from large \( r_+ / \ell \) towards small \( r_+ / \ell \).

In the regime \( r_+ / \ell \gtrsim 3 \), numerics confirms that the \( n \geq 1 \) terms in (4.31) are small. \( \dot{\mathcal{F}} \) therefore depends on \( r_+ / \ell \) and \( r_- / \ell \) significantly only through \( \beta \), that is, through the local temperature. The detector’s location enters \( \dot{\mathcal{F}} \) in part via \( \beta \) (4.32), but also via \( Q_0 \) in (4.31), and the latter affects only the boundary conditions \( \zeta = 1 \) and \( \zeta = -1 \), in opposite directions. Plots for \( r_+ / \ell = 10 \) are shown in Figure 4.1.

As \( r_+ / \ell \) decreases, the \( n = 1 \) term in (4.31) starts to become appreciable near \( r_+ / \ell \approx 1 \). The dependence on \( r_- / \ell \) is then no longer exclusively through \( \beta \), and the effect is largest for \( \zeta = 0 \) and \( \zeta = -1 \) but smaller for \( \zeta = 1 \), owing to a partial cancellation between the two terms under the integral in (4.31) for \( \zeta = 1 \). Plots for \( r_+ / \ell = 1 \) are shown in Figures 4.2 and 4.3.

As \( r_+ / \ell \) decreases below 1, the next-to-leading asymptotic formula (4.34) starts to become inaccurate near \( r_+ / \ell = 0.3 \), as shown in Figure 4.4, although the partial cancellation between the two terms under the integral in (4.31) and the similar partial cancellation in (4.34) moderates the effect for \( \zeta = 1 \). At \( r_+ / \ell = 0.1 \), shown in Figure 4.5, \( \dot{\mathcal{F}} \) is sensitive to changes in both \( r_- / \ell \) and \( \alpha \). When \( \alpha \gg 1 \), the \( \zeta = -1 \) curves in Figure 4.5 have approximately the same profile as the \( \zeta = 0 \) curves but at twice the magnitude: from (4.29a)
and (4.29b) we see that this indicates the regime where the $n \geq 1$ terms in (4.31) give the dominant contribution to $\dot{F}$.

As $r_+ / \ell$ decreases further, we enter the validity regime of the asymptotic formula (4.35), as shown in Figure 4.6 for $r_+ / \ell = 0.01$. Note that again the $\zeta = -1$ curve has approximately the same profile as the $\zeta = 0$ curve but at twice the magnitude, indicating that the dominant contribution comes from the $n \geq 1$ terms in (4.31).
Figure 4.1: $\dot{\mathcal{F}}$ as a function of $\beta E \ell$ for $r_+/\ell = 10$ and $r_-/\ell = 0$, with $\alpha = 4$ (solid) and $\alpha = 100$ (dotted). Numerical evaluation from (4.31) with $n \leq 3$. 
Figure 4.2: $\mathcal{F}$ as a function of $\beta E \ell$ for $r_+/\ell = 1$ and $\alpha = 2$, with $\kappa = 0$ (solid) and $\kappa = 0.99$ (dotted) where $\kappa := r_-/r_+$. Numerical evaluation from (4.31) with $n \leq 3$. 
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Figure 4.3: As in Figure 4.2 but for $\alpha = 100$. 
Figure 4.4: $\dot{F}$ as a function of $\beta E \ell$ for $r_+ / \ell = 0.3$ and $r_- / \ell = 0.299$, with $\alpha = 2$. Solid curve shows numerical evaluation from (4.31) with $n \leq 3$. Dotted curve shows the asymptotic, large-$r_+ / \ell$ approximation (4.34).
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\[ \dot{F}(\zeta) = 0 \quad \dot{F}(\zeta) = 1 \quad \dot{F}(\zeta) = -1 \]

Figure 4.5: \( \dot{F} \) as a function of \( \beta E\ell \) for \( r_+ / \ell = 0.1 \), with selected values of the pair \((\alpha, r_- / \ell)\) as shown in the legend. Numerical evaluation from (4.31) with \( n \leq 35 \).
Figure 4.6: $\dot{F}$ as a function of $\beta E\ell$ for $r_+/\ell = 0.01$ and $r_- = 0$, with $\alpha = 4$. Solid curve shows numerical evaluation from (4.31) with $n \leq 300$. Dotted curve shows the asymptotic small-$r_+/\ell$ approximation (4.35). Qualitatively similar graphs ensue for $r_-/r_+ = 0.99$. 
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4.4 Radially-infalling detector in spinless BTZ

In this section we consider a detector on a radially-infalling geodesic in a spinless BTZ spacetime.

4.4.1 Transition rate

Recall from Section 4.2 that for a spinless hole \( r_- = 0 \) and \( r_+ = M\ell > 0 \), and the horizon is at \( r = r_+ \). To begin with, we assume that at least part of the trajectory is in the exterior region, \( r > r_+ \). Working in the exterior BTZ co-ordinates (4.16), the radial timelike geodesics take the form

\[
\begin{align*}
    r &= \ell \sqrt{Mq} \cos \tilde{\tau}, \\
    t &= \left( \frac{\ell}{\sqrt{M}} \right) \text{arctanh} \left( \frac{\tan \tilde{\tau}}{\sqrt{q^2 - 1}} \right), \\
    \phi &= \phi_0, \\
\end{align*}
\]

(4.36)

where \( q > 1 \), \( \phi_0 \) denotes the constant value of \( \phi \), and \( \tilde{\tau} \) is an affine parameter such that the proper time equals \( \tilde{\tau}\ell \). The additive constants in \( \tilde{\tau} \) and \( t \) have been chosen so that \( r \) reaches its maximum value \( \ell \sqrt{Mq} \) at \( \tilde{\tau} = 0 \) with \( t = 0 \).

Substituting (4.36) in (4.24) and (4.25), we find that the transition rate is given by

\[
\dot{F}_\tau(E) = \frac{1}{4} + \frac{1}{2\pi\sqrt{2}} \sum_{n=-\infty}^{\infty} \int_{0}^{\Delta\tilde{\tau}} \text{d}\tilde{s} \text{Re} \left[ \frac{e^{-iE\tilde{s}}}{\sqrt{1 + K_n \cos \tilde{\tau} \cos(\tilde{\tau} - \tilde{s}) + \sin \tilde{\tau} \sin(\tilde{\tau} - \tilde{s})}} - \zeta \frac{e^{-iE\tilde{s}}}{\sqrt{1 + K_n \cos \tilde{\tau} \cos(\tilde{\tau} - \tilde{s}) + \sin \tilde{\tau} \sin(\tilde{\tau} - \tilde{s})}} \right],
\]

(4.37)

where

\[
K_n := 1 + 2q^2 \sinh^2 \left( \frac{n\pi \sqrt{M}}{\ell} \right).
\]

(4.38)

The detector is switched off at proper time \( \tau \) and switched on at proper time \( \tau_0 = \tau - \Delta\tau \),
and we have written $\tilde{\tau} := \tau / \ell$, $\Delta \tilde{\tau} := \Delta \tau / \ell$ and $\tilde{E} := E \ell$. The square roots in (4.37) are positive when the arguments are positive, and they are analytically continued to negative values of the arguments by giving $\tilde{s}$ a small negative imaginary part.

Although the above derivation of (4.37) proceeded using the exterior BTZ co-ordinates, the result (4.37) holds by analytic continuation even if the geodesic enters the black or white hole regions. The ranges of the parameters are $-\pi/2 < \tilde{\tau} - \Delta \tilde{\tau} < \tilde{\tau} < \pi/2$, so that the detector is switched on after emerging from the white hole singularity and switched off before hitting the black hole singularity.

### 4.4.2 The $n = 0$ term and KMS

We write (4.37) as

$$\dot{F}_\tau = \dot{F}_{\tau}^{n=0} + \dot{F}_{\tau}^{n \neq 0},$$  

(4.39)

where $\dot{F}_{\tau}^{n=0}$ consists of the $n = 0$ term and $\dot{F}_{\tau}^{n \neq 0}$ consists of the sum $\sum_{n \neq 0}$. We consider first $\dot{F}_{\tau}^{n=0}$.

$\dot{F}_{\tau}^{n=0}$ gives the transition rate of a detector on a geodesic in pure AdS$_3$. $\dot{F}_{\tau}^{n=0}$ does not depend on $M$ or $q$, and it depends on the switch-on and switch-off moments only through $\Delta \tilde{\tau}$, the total detection time. Using (4.37) and (4.38), we find

$$\dot{F}_{\tau}^{n=0}(E) = \frac{1}{4} - \frac{1}{4\pi} \int_{0}^{\Delta \tilde{\tau}} \frac{d\tilde{s}}{\sin(\tilde{E} \tilde{s})} + \frac{\cos(\tilde{E} \tilde{s})}{\sin(\tilde{s}/2) \cos(\tilde{s}/2)},$$  

(4.40)

where $\tilde{E} := E \ell$. As $0 < \Delta \tilde{\tau} < \pi$, (4.40) is well defined.

Numerical examination shows that $\dot{F}_{\tau}^{n=0}$ does not satisfy the KMS condition. This is compatible with the embedding space discussion of [32–34, 74], according to which a stationary detector in AdS$_3$ should respond thermally only when its scalar proper acceleration exceeds $1/\ell$.

The asymptotic behaviour of $\dot{F}_{\tau}^{n=0}$ at large positive and negative energies for fixed $\Delta \tilde{\tau}$
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where \( \Theta \) is the Heaviside step-function.

4.4.3 The \( n \neq 0 \) terms and large-\( M \) asymptotics

We now turn to \( \dot{F}_{\tau}^{n \neq 0} \), which contains the dependence of \( \dot{F}_{\tau} \) on \( M \) and \( q \).

We consider \( \dot{F}_{\tau}^{n \neq 0} \) in the limit of large \( M \). We introduce a positive constant \( c \in (0, \pi/2) \), and we assume that the switch-on and switch-off moments are separated from the initial and final singularities at least by proper time \( c \ell \). In terms of \( \tilde{\tau} \) and \( \Delta \tilde{\tau} \), this means that we assume

\[-\pi/2 + c < \tilde{\tau} < \pi/2 - c, \quad 0 < \Delta \tilde{\tau} < \pi/2 - c.\]  

(4.42)

Owing to \( K_n = K_{-n} \), we can replace the sum \( \sum_{n \neq 0} \) in (4.37) by \( 2 \sum_{n=1}^{\infty} \). Given (4.42), the expression \( \cos \tilde{\tau} \cos(\tilde{\tau} - \tilde{s}) \) is bounded below by a positive constant. Using (4.38), this implies that the quantities under the \( n \neq 0 \) square roots in (4.37) are dominated at large \( M \) by the term that involves \( K_n \), and we may write

\[
\dot{F}_{\tau}^{n \neq 0}(E) = \frac{1}{\pi \sqrt{2} \cos \tilde{\tau}} \sum_{n=1}^{\infty} \frac{1}{\sqrt{K_n}} \int_{0}^{\Delta \tilde{\tau}} \frac{\cos(\tilde{E} \tilde{s})}{\cos(\tilde{\tau} - \tilde{s})} \left( \frac{1}{\sqrt{1 + f_{-} / K_n}} - \frac{\zeta}{\sqrt{1 + f_{+} / K_n}} \right),
\]

(4.43)

where

\[
f_{\pm} := \frac{\sin \tilde{\tau} \sin(\tilde{\tau} - \tilde{s}) \pm 1}{\cos \tilde{\tau} \cos(\tilde{\tau} - \tilde{s})}.
\]

(4.44)

The large-\( M \) expansion of \( \dot{F}_{\tau}^{n \neq 0} \) is then obtained by a binomial expansion of the square roots in (4.43) at \( K_n \to \infty \) and using (4.38). The expansion is uniform in \( \tilde{\tau} \) and \( \Delta \tilde{\tau} \) within
the range (4.42), and by (4.38) it is also uniform in $q$. The first few terms are

$$
\dot{F}_n^{\neq 0}(E) = \frac{1}{\pi \sqrt{2 \cos \tau}} \int_0^{\Delta \tilde{\tau}} \cos(\tilde{E} \tilde{s}) \, d\tilde{s} \left[ (1 - \zeta) \left( \frac{1}{\sqrt{K_1}} + \frac{1}{\sqrt{K_2}} \right) + \frac{\zeta f_+ - f_-}{2 K_1^{3/2}} \right] \\
+ O(e^{-5\pi \sqrt{M}}).
$$

(4.45)

For $\zeta \neq 1$, the dominant contribution comes from the term proportional to $(1 - \zeta)$ and is of order $e^{-\pi \sqrt{M}}$.

### 4.4.4 Numerical results

At large $M$, the dominant contribution to $\dot{F}_\tau$ comes from $\dot{F}_n^{0 \neq 0}$ (4.40), which depends only on $\ell E$ and $\Delta \tau/\ell$. Plots are shown in Figures 4.7 and 4.8. When $|\ell E|$ is large, the oscillatory dependence on $\Delta \tau/\ell$ shown in the plots is in agreement with the asymptotic formula (4.41).

When $M$ decreases, the contribution to $\dot{F}_\tau$ from $\dot{F}_n^{0 \neq 0}$ becomes significant. For $M = 0.1$, the terms shown in (4.45) are still a good fit to the numerics provided both the switch-on and the switch-off are in the exterior region. For smaller $M$, the number of terms that need

![Figure 4.7: $\dot{F}_n^{0 \neq 0}$ (4.40) as a function of $\ell E$ and $\Delta \tau/\ell$ for $\zeta = 0$.](image-url)
to be included in $\dot{F}_{\tau}^n \neq 0$ increases rapidly. A set of plots is shown in Figures 4.9 and 4.10 for $M = 10^{-4}$ with $q = 100$, taking the detector to be switched on at the moment where $r$ reaches its maximum and following the detector over a significant fraction of its fall towards the horizon. $\dot{F}_{\tau}^n \neq 0$ turns out to be still insignificant at large, negative $E\ell$, but it starts to become significant at $E\ell \gtrsim -5$, and its effect then depends strongly on the boundary condition parameter $\zeta$, being the smallest for $\zeta = 1$.

For fixed $M$, following the detector close to the future singularity numerically would pose two complications. First, an increasingly large number of terms would need to be included in $\dot{F}_{\tau}^n \neq 0$. Second, the evaluation of the individual terms to sufficient accuracy would need to handle numerically integration over an integrable singularity in $\tilde{s}$. This singularity arises because the quantity under the first square root in (4.37) can change sign within the integration interval. We have not pursued this numerical problem.
Figure 4.8: $\dot{F}_{n=0}^{\tau}$ (4.40) as a function $\Delta \tau/\ell$ for selected values of $E\ell$, with $\zeta = 0$ (dashed line), $\zeta = 1$ (thick line) and $\zeta = -1$ (dotted line).
Figure 4.9: $\dot{F}_\tau$ (4.37) with $M = 10^{-4}$, $q = 100$, $\tau_0 = 0$ and $E\ell = -5$. Solid curve shows numerical evaluation from (4.37) with 200 terms and dashed curve shows the individual $n = 0$ term $\dot{F}_{\tau}^{n=0}$ (4.40). The horizon-crossing occurs outside the plotted range, at $\Delta \tau/\ell = \arccos(0.01) \approx 1.56$. 
Figure 4.10: As in Figure 4.9 but with $E\ell = 20$. 
This chapter marks the beginning of our investigation into detectors in Schwarzschild spacetime. We start in this chapter by considering two-dimensional Schwarzschild spacetime, i.e. by dropping the angular co-ordinates, and we couple the detector to a massless, conformally-coupled scalar field. The reason for doing so is that studying detectors on the full four-dimensional Schwarzschild spacetime is only possible numerically; before we undertake this task in Chapter 6, we hope to gain analytical insight from the two-dimensional case, where the conformal triviality can be exploited to obtain an explicit solution for the scalar field modes and, hence, the Wightman function.

Despite the solvable form of the mode equation, other issues present themselves in two dimensions: the Wightman function is ill-defined for a massless scalar field owing to infrared divergences. This means that the limit of infinite total detection time is problematic for a detector coupled to a massless scalar field. Ideally, when investigating a detector on a two-dimensional spacetime, we would like to work initially with a massive scalar field and only at the very end take the massless limit. In the two-dimensional Schwarzschild black
hole spacetime, however, working with the massive scalar field is prohibitively complicated. Hence, we shall attempt to regulate the massless field with an exponential cut-off procedure introduced by Langlois [20].

In order to install confidence in the massless theory with Langlois regularisation, we first compare its results to the $m \to 0$ limit of the massive theory for a simpler situation. For a static detector in the Minkowski half-space, we demonstrate that the transition rate obtained by working with a massless scalar field and using the Langlois method agrees with the transition rate obtained by working with a massive scalar field — from the outset — and taking the massless limit at the end.

Using the Langlois method, we then address a static detector coupled to a massless scalar field in two-dimensional Schwarzschild spacetime, first in the Hartle-Hawking vacuum and then in the Unruh vacuum. In the Hartle-Hawking case, the expected Planckian transition rate and local Hawking temperature are recovered. In the Unruh case an additional term to those expected is obtained.

To investigate the unexpected term found in the Unruh vacuum further, we next look to an inertial detector coupled to a massless scalar field in the Minkowski spacetime with receding mirror, and we take the quantum field to be in the ‘in’ vacuum state [21]. The ‘in’ vacuum in the receding-mirror spacetime is a close analogue of the Unruh vacuum, which is designed to mimic the geometric effects of stellar collapse [21]; indeed, we find that in the late-time limit the receding-mirror transition rate, also, has an unexpected term of the same form as that found in the Unruh vacuum. In addition to this term and the other expected terms, we also obtain a cosine term in the late-time limit, which was unanticipated. In the early-time limit, we find the rate to agree exactly with that of the static detector in the Minkowski half-space, as one would expect.

5.1 Static detector in the Minkowski half-space

In this section, we investigate detectors in two-dimensional Minkowski spacetime with an infinite, static boundary at the space origin, known as the Minkowski half-space. We initially
compute the transition rate of a static detector coupled to a massive scalar field, and we take the massless limit of the resulting transition rate at the end of the calculation. Finally, we use the Langlois cut-off method to compute the transition rate of a static detector coupled to a massless scalar field from the outset.

5.1.1 Wightman function for a massive scalar field

The first quantity we need to compute before calculating the transition rate of a detector in the Minkowski half-space is the Wightman function.

We can use the method of images to calculate the Wightman function of a massive scalar field. Assuming Dirichlet boundary conditions, this leads to

\[
(\langle 0|\bar{\phi}(\tau)\bar{\phi}(\tau')|0\rangle = \langle 0|\phi(\tau)\phi(\tau')|0\rangle - \langle 0|\phi(\tau)\phi(\Lambda\tau')|0\rangle , \tag{5.1}
\]

where \( \Lambda : (t,x) \mapsto (t,-x) \), and \( \phi \) satisfies the massive Klein-Gordon equation in Minkowski spacetime:

\[
(-\Box + m^2)\phi = 0 , \tag{5.2}
\]

where \( m > 0 \), and \( \bar{\phi} \) satisfies the massive Klein-Gordon equation on the Minkowski half-space. Thus, if we compute the Wightman function for a massive scalar field on the whole of the two-dimensional Minkowski spacetime, we get the Wightman function for a massive scalar field on the half-space, \( x > 0 \), instantly from (5.1).

The Wightman function for the field in the full Minkowski spacetime is given by

\[
W(x(\tau), x(\tau')) := \frac{1}{4\pi} \int_{-\infty}^{\infty} \frac{dk}{\sqrt{k^2 + m^2}} \exp \left[-i\sqrt{k^2 + m^2}(\Delta t - i\epsilon) + ik\Delta x \right] . \tag{5.3}
\]

One can evaluate this integral analytically by first changing variables as \( k = m\sinh r \), to obtain

\[
W(x, x') = \frac{1}{4\pi} \int_{-\infty}^{\infty} dr \exp \left[-im[(\cosh r)(\Delta t - i\epsilon) - (\sinh r)\Delta x] \right] , \tag{5.4}
\]
and this can be written as

\[
W(x, x') = \frac{1}{4\pi} \int_{-\infty}^{\infty} dr \begin{cases} 
\exp \left[ -im \text{sgn}(\Delta t) \sqrt{(\Delta t - i\epsilon)^2 - (\Delta x)^2} \cosh (r) \right], & |\Delta t| > |\Delta x| \\
\exp \left[ +im \text{sgn}(\Delta x) \sqrt{(\Delta x)^2 - (\Delta t - i\epsilon)^2} \sinh (r) \right], & |\Delta x| > |\Delta t|.
\end{cases}
\]  

Next, we use (10.32.7) of [52] to evaluate the spacelike case of (5.5), from which we obtain

\[
W(x, x') = \frac{1}{2\pi} K_0 \left[ m \sqrt{(\Delta x)^2 - (\Delta t - i\epsilon)^2} \right], & |\Delta x| > |\Delta t|. 
\]  

Analytically continuing (5.6) to the timelike case, we find

\[
W(x, x') = \frac{1}{2\pi} K_0 \left[ i m \text{sgn}(\Delta t) \sqrt{\Delta t^2 - \Delta x^2} \right], & |\Delta x| < |\Delta t|. 
\]  

where the branch taken is defined by

\[
W(x, x') = \begin{cases} 
-\frac{i}{\pi} H_0^{(2)} \left[ m \sqrt{\Delta t^2 - \Delta x^2} \right], & |\Delta x| < |\Delta t|, \ \Delta t > 0, \\
\frac{i}{\pi} H_0^{(1)} \left[ m \sqrt{\Delta t^2 - \Delta x^2} \right], & |\Delta x| < |\Delta t|, \ \Delta t < 0.
\end{cases}
\]  

In summary, the Wightman function for a massive scalar field on the full Minkowski spacetime can be written as

\[
W(x, x') = \begin{cases} 
\frac{1}{2\pi} K_0 \left[ m \sqrt{\Delta x^2 - \Delta t^2} \right], & |\Delta x| > |\Delta t|, \\
\frac{i}{\pi} H_0^{(2)} \left[ m \sqrt{\Delta t^2 - \Delta x^2} \right], & |\Delta x| < |\Delta t|, \ \Delta t > 0, \\
\frac{i}{\pi} H_0^{(1)} \left[ m \sqrt{\Delta t^2 - \Delta x^2} \right], & |\Delta x| < |\Delta t|, \ \Delta t < 0.
\end{cases}
\]  

We can now employ the method of images, substituting (5.9) into (5.1), and the result for the Wightman function on the Minkowski half-space reads

\[
\tilde{W}(x, x') = \frac{1}{2\pi} K_0 \left( m \sqrt{(\Delta x - \Delta t - i\epsilon)^2} \right) + \frac{1}{2\pi} K_0 \left( m \sqrt{P^2 - (\Delta t - i\epsilon)^2} \right), 
\]  

where

\[
\Delta x = \Delta x', \quad \Delta t = -\Delta t'. 
\]
where $P := x + x'$, and where the branches are as in (5.6), (5.7) and (5.8): each square root is positive when the quantity under the square root is positive, and the analytic continuation is specified by the $i \epsilon$-regulator.

### 5.1.2 Transition rate for a static detector coupled to a massive scalar field

Now that we have the Wightman function for a massive scalar field in the Minkowski half-space, equation (5.10), we are in a position to compute the transition rate for a detector on a trajectory of our choosing. We look at the static detector, sat eternally at a fixed distance, $x = x_0 > 0$, from the boundary at $x = 0$.

We shall first deal with the contribution to the transition rate from the Minkowski piece in (5.10), and then the contribution from the boundary, or image term, in (5.10) will be considered. We denote the contributions respectively by $\dot{\mathcal{F}}^{\text{Mink}}$ and $\Delta \dot{\mathcal{F}}$.

Taking the switch-on time to the asymptotic past (the situation is time-independent), the non-image part of the transition rate is

$$
\dot{\mathcal{F}}^{\text{Mink}}(\omega) = \frac{1}{2} \text{Im} \int_0^\infty ds \, e^{-i\omega s} H_0^{(2)}(ms) \\
= \frac{1}{2m} \text{Im} \int_0^\infty dy \, e^{-i\omega y/m} H_0^{(2)}(y).
$$

To evaluate (5.11), we use the standard integral (6.611.7) of [53]:

$$
\int_0^\infty dx \, e^{-\alpha x} H_0^{(2)}(x) = \frac{1}{\sqrt{\alpha^2 + 1}} \left[ 1 + \frac{2i}{\pi} \log \left( \alpha + \sqrt{1 + \alpha^2} \right) \right], \quad \text{Re} \alpha > 0.
$$

We need to continue (5.12) to $\alpha$ on the imaginary axis, and the result depends on whether $|\alpha| > 1$ or $|\alpha| < 1$.

If $|\alpha| < 1$, then the external $1/\sqrt{\alpha^2 + 1}$ in (5.12) continues to something real, whilst the logarithm becomes pure imaginary. Thus, the right-hand side of (5.12) is entirely real in the $|\alpha| < 1$ case, and upon taking the imaginary part, as required by (5.11), it vanishes. If, on the other hand, $|\alpha| > 1$, then when $\alpha \to i\beta$, with $\beta \in \mathbb{R}$ and $|\beta| > 1$, the right-hand side...
of (5.12) is analytically continued to
\[
\frac{1}{i \text{ sgn}(\beta) \sqrt{\beta^2 - 1}} [1 - \text{ sgn}(\beta) + \text{imaginary}] = \frac{i}{\sqrt{\beta^2 - 1}} (1 - \text{ sgn}(\beta)) + \text{real}. \tag{5.13}
\]

If we apply these insights to (5.11), we find
\[
\dot{F}_{\text{Mink}}(\omega) = \Theta(-m - \omega) \sqrt{\omega^2 - m^2}. \tag{5.14}
\]

Next, we calculate the contribution of the image term of (5.10) to the transition rate:
\[
\Delta \dot{F}(\omega) = -\frac{1}{m\pi} \text{Re} \int_0^\infty ds \, e^{-i\omega s} K_0 \left( m \sqrt{-s^2 + 2i\epsilon s + \epsilon^2 + P^2} \right)
\]
\[
= -\frac{1}{m\pi} \text{Re} \int_0^\infty dy \, e^{-i\omega y/m} K_0 \left( \sqrt{-(y - i\epsilon)^2 + (mP)^2} \right) \tag{5.15}
\]
\[
= -\frac{1}{m\pi} \text{Re} \int_{C_0} dz \, e^{-i\omega z/m} K_0 \left( \sqrt{-z^2 + (mP)^2} \right),
\]

where the contour $C_0$ is shown in Figure 5.1a.

A contour argument, using (10.40.2) in [52], shows that $\Delta \dot{F}$ vanishes for $\omega > -m$. For $\omega < -m$, we first note that
\[
0 = \text{Re} \int_{C_1} dz \, e^{-i\omega z/m} K_0 \left( \sqrt{-z^2 + (mP)^2} \right), \tag{5.16}
\]
where the contour $C_1$ is shown in Figure 5.1b. It can be shown, again using (10.40.2) in [52], that the contribution from the arc and imaginary axis on the contour $C_1$ are vanishing after the taking of the real part, and so we can also write
\[
0 = \text{Re} \int_{C_2} dz \, e^{-i\omega z/m} K_0 \left( \sqrt{-z^2 + (mP)^2} \right), \tag{5.17}
\]
where the contour $C_2$ is shown in Figure 5.1c. The original contour that we actually wish to evaluate is $C_0$, but because the integral is vanishing over $C_2$ we are free to subtract the contribution over this path from $\Delta \dot{F}$. 
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Figure 5.1: Contour deformations aiding in the evaluation of (5.15).
Doing so gives

\[
\Delta \dot{F}(\omega) = -\frac{1}{m\pi} \Re \left[ \int_{C_0} dz e^{-i\omega z/m} K_0 \left( \sqrt{-z^2 + (mP)^2} \right) - \int_{C_2} dz e^{-i\omega z/m} K_0 \left( \sqrt{-z^2 + (mP)^2} \right) \right] \tag{5.18}
\]

where the path \(C_3\) is shown in Figure 5.1d. In order to obtain the final equality in equation (5.18), we use the fact that for \(z < mP\) the square roots in the argument of the Bessel functions in the integrand have positive argument; thus, the square roots are themselves positive, and the contributions from the \(z < mP\) parts of \(C_0\) and \(C_2\) just cancel.

For \(z > mP\), on the lower lip of \(C_3\), the Bessel function in the integrand is analytically continued to

\[
K_0 \left( \sqrt{-z^2 + (mP)^2} \right) \to K_0 \left( i\sqrt{z^2 - (mP)^2} \right) = -i \frac{\pi}{2} H_0^{(2)} \left( \sqrt{z^2 - m^2P^2} \right), \tag{5.19}
\]

whereas on the upper lip, it is continued as

\[
K_0 \left( \sqrt{-z^2 + (mP)^2} \right) \to K_0 \left( -i\sqrt{z^2 - (mP)^2} \right) = i \frac{\pi}{2} H_0^{(1)} \left( \sqrt{z^2 - m^2P^2} \right). \tag{5.20}
\]

Using (5.19) and (5.20) in (5.18), we are led to

\[
\Delta \dot{F}(\omega) = -\frac{1}{2m} \Im \int_{mP}^{\infty} dy e^{-iy/m} \left( H_0^{(1)} \left( \sqrt{y^2 - (mP)^2} \right) + H_0^{(2)} \left( \sqrt{y^2 - (mP)^2} \right) \right), \tag{5.21}
\]

which after a change of variables, \(y = mPx\), yields

\[
\Delta \dot{F}(\omega) = -P \Im \int_{1}^{\infty} dx e^{-iP\omega x} J_0 \left( mP \sqrt{x^2 - 1} \right). \tag{5.22}
\]
Now, we use the standard integral (6.645.2) from [53] along with (10.25.3) of [52]:

\[
\int_1^\infty \frac{e^{-\alpha x} J_0(\beta \sqrt{x^2 - 1})}{\sqrt{\alpha^2 + \beta^2}} \, dx = \frac{1}{\sqrt{\alpha^2 + \beta^2}} e^{-\sqrt{\alpha^2 + \beta^2}}, \quad \alpha > 0, \beta > 0.
\]

(5.23)

We are in the regime \( \omega < -m \), so in order to use (5.23) to evaluate (5.22), we continue \( \alpha \to -i \gamma \), where \( \gamma = P|\omega| > 0 \). In this regime \( |\gamma| > mP \), and the result we obtain is

\[
\Delta \hat{\mathcal{F}}(\omega) = \frac{P \text{Im} \frac{1}{i \sqrt{\gamma^2 - m^2}} e^{i \sqrt{\gamma^2 - m^2} P^2}}{\sqrt{\omega^2 - m^2}},
\]

(5.24)

which can be rewritten as

\[
\Delta \hat{\mathcal{F}}(\omega) = \frac{\Theta(-m - \omega)}{\sqrt{\omega^2 - m^2}} \cos \left( P \sqrt{\omega^2 - m^2} \right).
\]

(5.25)

Combining (5.14) and (5.25), we finally arrive at the transition rate for a static detector coupled to a massive scalar field in the two-dimensional Minkowski half-space:

\[
\hat{\mathcal{F}}(\omega) = \frac{\Theta(-m - \omega)}{\sqrt{\omega^2 - m^2}} \left[ 1 - \cos \left( P \sqrt{\omega^2 - m^2} \right) \right].
\]

(5.26)

In the \( m \to 0 \) limit, (5.26) reduces to the well-defined expression

\[
\hat{\mathcal{F}}(\omega) \to \frac{\Theta(-\omega)}{\omega} \left[ 1 - \cos \left( P \omega \right) \right].
\]

(5.27)

5.1.3 Transition rate for a static detector coupled to a massless scalar field

In this section, using the Langlois cut-off method to control the infrared divergences, we shall compute the transition rate of a static detector coupled to a massless scalar field in the two-dimensional Minkowski half-plane.

As mentioned in Section 5.1.2, in two dimensions the Wightman function is ill-defined for a massless scalar field in Minkowski spacetime. In Section 5.1.2, we took \( \Delta t \to \infty \) before,
finally, taking \( m \to 0 \); attempting to take these limits in the opposite order would lead to problems [20]. Nevertheless, Langlois [20] showed that if the sharp switching of the detector in the infinite past is replaced by an exponential cut-off, namely the regulator

\[
e^{-s/\Delta \tau}
\]  

is employed, then the procedure of taking the \( m \to 0 \) limit point-wise, before taking \( \Delta \tau \to \infty \) and then, finally, removing the cut-off at the end of the calculation, leads to the expected results for the transition rate of an inertial detector and a uniformly accelerated detector in two-dimensional Minkowski spacetime.

What we shall establish is that this procedure also works for the transition rate of a static detector in the two-dimensional Minkowski half-plane.

The non-image term in the Wightman function massless limit

First, we take the \( m \to 0 \) limit of the timelike and \( \Delta t > 0 \) piece of (5.9). We have

\[
W(x(\tau), x(\tau - s)) = -\frac{i}{4} H^{(2)}_0(\gamma s) \\
\to -\frac{i}{4} - R - \frac{1}{2\pi} \log(s) + O\left(m^2 s^2 \log(ms)\right), \quad m \to 0,
\]  

(5.29)

where \( \gamma \) is the Euler Gamma function, and where \( R := (\gamma + \log(m/2))/2\pi \) is a formally-infinite, real constant.

We shall implement the Langlois cut-off procedure, which replaces the sharp switching of the detector in the infinite past by an exponential cut-off.

Consider some finite, real constant \( \rho \) in the Wightman function. Next, using the Langlois
cut-off procedure, we shall show that $\rho$ gives a vanishing contribution to the transition rate:

$$\text{Re} \int_0^\infty ds \ e^{-i\omega s/\Delta\tau} \rho$$

$$= \rho \text{Re} \left[ \frac{1}{i\omega + 1/\Delta\tau} e^{-i\omega s/\Delta\tau} \right]_0^\infty$$

$$= \rho \text{Re} \left[ \frac{1}{i\omega + 1/\Delta\tau} \right]$$

$$\rightarrow \rho \text{Re} \left[ -i/\omega \right] = 0, \quad \Delta\tau \rightarrow \infty. \quad (5.30)$$

Thus, the prescription is just to drop $R$ in (5.29).

Therefore, the transition rate we need to evaluate is

$$\dot{\mathcal{F}}^{\text{Mink}}(\omega) = 2 \text{Re} \int_0^\infty ds \ e^{-i\omega s/\Delta\tau} (-i/4 - \log(s)/2\pi)$$

$$= \frac{\text{Im}}{2} \left[ \frac{1}{i\omega + 1/\Delta\tau} \right] - \frac{\text{Re}}{\pi} \int_0^\infty ds \ e^{-i\omega s/\Delta\tau} \log(s). \quad (5.31)$$

To evaluate the second term of the second line in (5.31), we use (4.331.1) of [53]. Finally, we take the cut-off to infinity, $\Delta\tau \rightarrow \infty$. The result is

$$\dot{\mathcal{F}}^{\text{Mink}}(\omega) = \frac{1}{2|\omega|} \frac{1}{2\omega} \Theta(-\omega). \quad (5.32)$$

This is essentially the calculation done in [20].

The image term in the Wightman function massless limit

First, we need to take the $m \rightarrow 0$ limit of the image term of the massive scalar Wightman function (5.10), and doing so yields

$$\Delta W(x(\tau), x(\tau - s)) = -\frac{1}{2\pi} K_0(m\sqrt{P^2 - (s - i\epsilon)^2})$$

$$\rightarrow R + \frac{1}{4\pi} \log(P^2 - (s - i\epsilon)^2), \quad m \rightarrow 0, \quad (5.33)$$

where $R$ is the formally-infinite constant defined in (5.29).
Substituting (5.33) into the transition rate and dropping the contribution from $R$, we obtain

$$
\Delta \dot{F}(\omega) = \Re \frac{2}{\pi} \int_0^\infty ds \ e^{-\omega s - s/\Delta \tau} \log \left[ P^2 - (s - i\epsilon)^2 \right].
$$

The integral (5.34) can be evaluated by first integrating by parts to obtain

$$
\Delta \dot{F}(\omega) = \Re \frac{1}{\omega + 1/\Delta \tau} \log \left( P^2 + \epsilon^2 \right)
- \frac{2}{\omega + 1/\Delta \tau} \int_0^\infty ds \ e^{-s(\omega + 1/\Delta \tau)} \frac{(s - i\epsilon)}{(P + i\epsilon - s)(P + s - i\epsilon)}. \tag{5.35}
$$

After taking the $\Delta \tau \to \infty$ limit, the first term in (5.35) is pure imaginary and vanishes upon taking the real part. The second term can be evaluated by performing a contour deformation around the pole on the positive real axis.

When $\omega > 0$ the contour is deformed as shown in Figure 5.2a; the contribution from the arc is vanishing, and the contribution from the part of the path along the imaginary axis also vanishes in the $\Delta \tau \to \infty$ limit after taking the real part. Because no poles are enclosed, we can conclude that the second term in (5.35) is zero when $\omega > 0$. 

Figure 5.2: Contour deformations aiding in the evaluation of the second term of (5.35).
When \( \omega < 0 \), we must close the contour in the upper half-space, as shown in Figure 5.2b, in order for the contribution from the arc to vanish. The contribution from the part of the path along the imaginary axis is once again vanishing, but this time we pick up a residue from the simple pole enclosed. The result is

\[
\Delta \dot{F}(\omega) = \frac{\cos(P\omega)}{\omega} \Theta(-\omega),
\]

(5.36)

and combining this with (5.32), we find finally

\[
\dot{F}(\omega) = -\frac{\Theta(-\omega)}{\omega} [1 - \cos(P\omega)].
\]

(5.37)

Comparing (5.37) with (5.27), we see that we have agreement. Thus, our hypothesis that one can work with the strictly ill-defined massless Wightman function in two dimensions provided one uses a suitable cut-off procedure is seen to hold, at least in this simple spacetime.

### 5.2 Two-dimensional Schwarzschild spacetime

Bolstered by the success of the Langlois cut-off procedure in the two-dimensional Minkowski half-space, in this section, we shall use the cut-off procedure to look at a static detector coupled to a massless scalar field in two-dimensional Schwarzschild spacetime.

The metric for two-dimensional Schwarzschild is given by

\[
ds^2 = - \left(1 - \frac{2M}{r}\right) dt^2 + \left(1 - \frac{2M}{r}\right)^{-1} dr^2, \quad M > 0.
\]

(5.38)

If we introduce the Kruskal co-ordinates as

\[
\bar{u} = -4M e^{-u/4M},
\]

\[
\bar{v} = 4M e^{v/4M},
\]

(5.39)
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with \( u = t - r^* \), \( v = t + r^* \) and \( r^* = r + 2M \log |r/2M - 1| \), then the metric takes the form

\[
\text{d}s^2 = -(2M/r) e^{-r/2M} \text{d}\bar{u} \text{d}\bar{v}.
\] (5.40)

In two dimensions, the singularity in the Wightman function is integrable, and the transition rate for a detector coupled to scalar field in an arbitrary Hadamard state can easily be obtained by taking the regulator to zero point-wise under the integral, the result is

\[
\dot{F}_\tau(\omega) = 2 \text{Re} \int_0^{\Delta \tau} \text{d}s e^{-i\omega s} D(\tau, \tau - s),
\] (5.41)

where here \( D \) denotes the Wightman function in the massless limit.

5.2.1 The Hartle-Hawking vacuum

The Wightman function for a massless scalar field in the two-dimensional Schwarzschild spacetime and in the Hartle-Hawking vacuum state is \([21]\)

\[
D_K(x(\tau), x(\tau')) = -\frac{1}{4\pi} \log \left[ (\Delta \bar{u} - i\epsilon)(\Delta \bar{v} - i\epsilon) \right],
\] (5.42)

where \( \Delta \bar{u} := \bar{u}(\tau) - \bar{u}(\tau') \) and \( \Delta \bar{v} := \bar{v}(\tau) - \bar{v}(\tau') \).

To simulate what we would obtain if we took the \( m \to 0 \) limit of the massive scalar field Wightman function in two-dimensional Schwarzschild spacetime, we add a finite imaginary constant to the Wightman function (5.42). We make the assumption that this finite imaginary constant can be chosen to be the same as one obtains when taking the \( m \to 0 \) limit of the Wightman function of a massive scalar field in two-dimensional Minkowski spacetime, (5.9). Including this constant, the Wightman function reads

\[
D_K(x(\tau), x(\tau')) = -\frac{1}{4\pi} \log \left[ (\Delta \bar{u} - i\epsilon)(\Delta \bar{v} - i\epsilon) \right] - i/4.
\] (5.43)

Implementing the Langlois type of cut-off to regulate the infrared divergence and us-
ing (5.43), the transition rate is

\[ \dot{\mathcal{F}}(\omega) = -\frac{\text{Re}}{2\pi} \int_0^\infty ds \ e^{-i\omega s/s/\Delta\tau} \left( \log \left[ (\Delta u - i\epsilon)(\Delta v - i\epsilon) + i\pi \right] \right), \tag{5.44} \]

where we have used (5.41) but taken the total detection time to infinity, which is valid for static situations.

For a static detector, the radial co-ordinate is fixed, at say \( r = R > 2M \), and we observe from the metric (5.38) that

\[ d\tau = \sqrt{1-2M/R} \, dt. \tag{5.45} \]

If we substitute (5.39) and (5.45) into (5.44), we arrive at

\[ \dot{\mathcal{F}}(\omega) = -\frac{\text{Re}}{2\pi} \int_0^\infty ds \ e^{-i\omega s/s/\Delta\tau} \left( \log \left[ 64M^2 e^{R/2M} \sinh^2 \left( \frac{s}{8M} \sqrt{1 - \frac{2M}{R}} \right) \right] + i\pi \right), \tag{5.46} \]

where \( R^* := R + 2M \log (2M/R - 1) \).

The contribution from the \( i\pi \) term in (5.46) is easily evaluated, and again using the fact that real constants in the integrand vanish against the cut-off, this allows us to rewrite (5.46) as

\[ \dot{\mathcal{F}}(\omega) = -\frac{1}{2\omega} - \frac{\text{Re}}{\pi} \int_0^\infty ds \ e^{-i\omega s/s/\Delta\tau} \log \left[ \sinh \left( \frac{s}{C} \right) \right], \tag{5.47} \]

where \( C := 8M \sqrt{1-2M/R} \).

Next, we change variables to \( y = s/C \) in (5.47), which leads to

\[ \dot{\mathcal{F}}(\omega) = -\frac{1}{2\omega} - \frac{C}{\pi} \text{Re} \int_0^\infty dy \ e^{-Cy(\omega + \Delta\tau)} \log [\sinh (y)] \]
\[ = -\frac{1}{2\omega} - \frac{b}{\omega\pi} \text{Re} \int_0^\infty dy \ e^{-y(a + ib)} \log [\sinh (y)], \tag{5.48} \]

where \( a := C/\Delta\tau \) and \( b := \omega C \).

This integral is now in a form where the results of Appendix E are applicable, and
using (E.2) we find
\[
\dot{\mathcal{F}}(\omega) = \frac{1}{2\omega} + \frac{1}{2\omega} \left( \frac{1 + e^{-b\pi}}{1 - e^{-b\pi}} \right)
\]
\[
= \frac{1}{\omega} \frac{1}{\omega/T - 1},
\]
where \( T := \frac{1}{8\pi M \sqrt{\frac{1}{2} - 2M/R}} \).

The transition rate (5.49) matches that given in [21], and it has the expected thermal character: the Hawking temperature at infinity \( T_0 = \kappa/2\pi \), with \( \kappa := 1/4M \) being the surface gravity, has been shifted by the Tolman factor, \( T = (g_{00})^{-1/2}T_0 \).

### 5.2.2 The Unruh Vacuum

The Wightman function for a massless scalar field in two-dimensional Schwarzschild spacetime in the Unruh vacuum is given by [21]
\[
D_U(x(\tau),x(\tau')) = -\frac{1}{4\pi} \log \left((\Delta \bar{u} - i\epsilon)(\Delta v - i\epsilon)\right) - \frac{i}{4},
\]
(5.50)
where we are assuming \( \Delta \bar{u} > 0 \) and \( \Delta v > 0 \), and the reason for the constant imaginary contribution, \(-i/4\), is as in Section 5.2.1.

Substituting (5.50) into (5.41) and implementing the Langlois type of cut-off gives
\[
\dot{\mathcal{F}}(\omega) = -\frac{\text{Re}}{2\pi} \int_0^\infty ds \ e^{-i\omega s/\Delta \tau} \log \left((\Delta \bar{u} - i\epsilon)(\Delta v - i\epsilon)\right) + i\pi).
\]
(5.51)

Specialising to the static detector at radius \( r = R > 2M \) and substituting (5.39) and (5.45) into (5.51), we arrive at
\[
\dot{\mathcal{F}}(\omega) = -\frac{1}{2\omega} \cdot \frac{\text{Re}}{2\pi} \int_0^\infty ds \ e^{-i\omega s/\Delta \tau} \log \left[\frac{64M^2}{C^2} e^{R'/4M} e^{-2\tau/C} s e^{s/C} \sinh \left(\frac{s}{C}\right)\right],
\]
(5.52)
where \( C := 8M \sqrt{\frac{1}{2} - 2M/R} \).

Notice that the Wightman function in the integrand of (5.52) does not exhibit the time-independence that one would expect for the static detector; we believe this is a result of the
infrared pathology in two dimensions.

Recall that any real parts of the Wightman function will vanish against the Langlois cut-off, and this allows us to write (5.52) as

\[
\dot{F}(\omega) = -\frac{1}{2\omega} \Re \frac{1}{2\pi} \int_0^\infty \, ds \, e^{-i\omega s - s/\Delta \tau} \left[ \log(s) + \frac{s}{C} + \log\left(\sinh\left(\frac{s}{C}\right)\right) \right].
\]

The final logarithmic term under the integral in (5.53) is the same form that we evaluated in the previous section for the Hartle-Hawking vacuum. Thus, using (E.2), we can immediately write

\[
\dot{F}(\omega) = -\frac{1}{2\omega} + \frac{1}{4\omega} \left( 1 + e^{-\pi\omega} \right) - \Re \frac{1}{2\pi} \int_0^\infty \, ds \, e^{-i\omega s - s/\Delta \tau} \left[ \log(s) + \frac{s}{C} \right].
\]  

To evaluate the remaining \(\log(s)\) term in the integrand of (5.54), we use the standard integral from [53]:

\[
\int_0^\infty \, dz \, e^{-\mu z} \log(z) = -\frac{1}{\mu} (\gamma + \log(\mu)), \quad \Re \mu > 0,
\]

where \(\gamma\) is the Euler Gamma function. In the case of (5.54), we have \(\mu = 1/\Delta \tau + i\omega\), and after taking \(\Delta \tau \to \infty\), we get a contribution from this term of

\[
-\frac{1}{2\pi} \Re \left[ \frac{i}{\omega} (\gamma + \log(i \text{sgn}(\omega)|\omega|)) \right] = -\frac{1}{2\pi} \Re \left[ \frac{i}{\omega} (\gamma + \log|\omega| + \text{sgn}(\omega)\pi i/2) \right] = \frac{1}{4|\omega|}.
\]

The final term from the \(s/C\) in the integrand of (5.54) is elementary; it leads to the contribution

\[
\frac{1}{2\pi C \omega^2}.
\]
Combining these contributions, we find that the transition rate is

\[
\dot{F}(\omega) = \frac{1}{2\pi C\omega^2} + \frac{1}{4|\omega|} - \frac{1}{2\omega} + \frac{1}{4\omega} \left(1 + e^{-C\pi\omega}\right)
\]

\[
= \frac{T}{2\omega^2} + \frac{1}{2\omega} - \frac{1}{e\omega} - \frac{1}{2\omega} \Theta(-\omega),
\]

where \(T := 1/\left(8\pi M \sqrt{1 - 2M/R}\right)\). The second and third terms in (5.58) are exactly what we would expect for the Unruh vacuum; namely, the right-movers contribute half the Hartle-Hawking result, and the left-movers contribute half the Boulware result. The first term is, however, unexpected. We shall discuss this term in Section 5.4.

### 5.3 The receding mirror in two-dimensional Minkowski spacetime

The Unruh vacuum mocks up the state of a star after collapse, and similarly, the receding mirror in the ‘in-vacuum’ at late times is analogous to a collapsing star [21], so it is natural to draw comparison between these two cases.

Motivated by the rather unexpected additive constant in the transition rate (5.58), \(T/2\omega^2\), we shall carry out the calculation of the transition rate of an inertial detector in two-dimensional Minkowski spacetime with a receding mirror, to see if a similar term occurs there in the late-time limit.

We denote the mirror’s timelike trajectory through two-dimensional Minkowski spacetime by

\[
x = z(t),
\]

(5.59)

where \((t, x)\) are the Minkowski co-ordinates. The massless scalar field satisfies the Klein-Gordon equation

\[
\Box \phi = \frac{\partial^2 \phi}{\partial u \partial v} = 0,
\]

(5.60)
Figure 5.3: Moving mirror. The boundary conditions ensure that the scalar field vanishes on the boundary $x = z(t)$.

with the boundary condition at the mirror

$$\phi(t, z(t)) = 0.$$  \hfill (5.61)

Equations (5.60) and (5.61) have the set of mode solutions

$$u_k^{in}(u, v) = \frac{i}{\sqrt{4\pi \omega}} \left( e^{-i\omega v} - e^{-i\omega(2\tau_u - u)} \right),$$  \hfill (5.62)

where $\omega = |k|$, and where $\tau_u$ is determined implicitly by the trajectory through

$$\tau_u - z(\tau_u) = u.$$  \hfill (5.63)

The modes (5.62) apply to the right of the mirror. We label them as in-modes because the incoming waves correspond to simple exponential waves from $\mathcal{I}^-$, but the right moving waves are complicated owing to the Doppler shift suffered during the reflection from the
5.3 The receding mirror in 2d Minkowski spacetime

Figure 5.4: Trajectory we choose for the mirror. The black solid curve is equation (5.65) for \( \kappa = 0.9 \), and the dashed line represents the \( u \)-axis, \( t = -x \).

The vacuum corresponding to these modes is a close analogue to that of the Unruh vacuum, described in the previous section. The Wightman function corresponding to this vacuum is [21]

\[
D(u,v;u',v') = -\frac{1}{4\pi} \log \left[ \frac{(p(u) - p(u') - i\epsilon)(\Delta v - i\epsilon)}{(v - p(u') - i\epsilon)(p(u) - v' - i\epsilon)} \right],
\]

(5.64)

where \( p(u) := 2\tau_u - u \), and we have, for the moment, suppressed the additive imaginary constant.

We consider the mirror trajectory

\[
v = -\frac{1}{\kappa} \log \left( 1 + e^{-\kappa u} \right),
\]

(5.65)
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where $\kappa > 0$. This trajectory asymptotes to the $u-$axis as $u \to \infty$ and to $u = v$ for $u \to -\infty$. This leads to $p(u) = -1/\kappa \log [1 + e^{-\kappa u}]$, and we substitute this into (5.64).

We want to consider a detector on a general inertial trajectory that neither collides with the mirror nor asymptotes to the mirror in the distant past. Such a trajectory has the form

$$x = x_0 - \nu t,$$  \hspace{1cm} (5.66)

where the constant (leftward) velocity $\nu$ satisfies $0 \leq \nu < 1$, and where the constant $x_0$ is positive for $\nu = 0$ and satisfies

$$x_0 > \frac{1}{\kappa} [(1 - \nu) \log \sqrt{1 - \nu} - (1 + \nu) \log \sqrt{1 + \nu} + \nu \log (2\nu)],$$  \hspace{1cm} (5.67)

for $0 < \nu < 1$. We show the derivation of the no-collision bound (5.67) in Appendix F.

5.3.1 The inertial detector

We shall adopt the Langlois cut-off procedure to analyse the response rate of a detector with trajectory (5.66) subject to (5.67) in the Minkowski spacetime with moving mirror on the trajectory (5.65) and with the quantum state in the in-vacuum.

We start by substituting the equations of motion of the mirror into the Wightman function (5.64). We factorise the logarithm in this Wightman function, working on each of the four pieces obtained in turn in the two-dimensional transition rate (5.41). Because the situation is stationary, we take the total detection time to infinity first.

Part-I

Consider the contribution to the transition rate from the factor

$$\mathcal{F}^1(\omega) = -\frac{\text{Re}}{2\pi} \int_0^\infty ds \ e^{-i\omega s - s/\Delta\tau} \log [p(u(\tau)) - p(u(\tau - s))].$$  \hspace{1cm} (5.68)
Using (5.65) and (5.66), this can be written as

\[ \dot{F}_1(\omega) = \frac{-\text{Re}}{2\pi} \int_0^\infty ds \ e^{-i\omega s/s/\Delta \tau} \log \left( \frac{1}{\kappa} \log \left( \frac{1 + P e^{\kappa s}}{1 + P} \right) \right) \]

\[ = \frac{-\text{Re}}{2\pi} \int_0^\infty ds \ e^{-i\omega s/s/\Delta \tau} \left( \log \left( \frac{1}{\kappa} \right) + \log \left( \frac{1 + P e^{\kappa s}}{1 + P} \right) \right) \]

\[ \left( \log \left( 1 + e^{-\kappa s} \right) \left( 1 - e^{-\kappa s} \right) \right) \]

\[ = \frac{-\text{Re}}{2\pi} \int_0^\infty ds \ e^{-i\omega s/s/\Delta \tau} \log \left( \frac{1 + P e^{\kappa s}}{1 + P} \right) \]

(5.69)

where

\[ P := e^{-\kappa (\Gamma - x_0)} \]

\[ \Gamma := \sqrt{\frac{1 + \nu}{1 - \nu}} \]

and where \( P \) is manifestly non-negative. The final equality in (5.69) is obtained by recalling that \( \kappa > 0 \) and that real constants in the integrand of the transition rate are vanishing when the cut-off is taken to infinity at the end of the calculation. One can also note that the argument of the inner logarithm on the final line of (5.69) is unity or greater.

We are most interested in the asymptotic form of the transition rate at early and late times, \( \tau \to \pm \infty \). First, consider \( \tau \to -\infty \). In this limit \( P \to \infty \), and we can use the large-\( x \) expansion \( \log (1 + x) = \log (x) + x^{-1} + O(x^{-2}) \) to write

\[ \dot{F}_1(\omega) = \frac{-\text{Re}}{2\pi} \int_0^\infty ds \ e^{-i\omega s/s/\Delta \tau} \log \left[ \kappa \Gamma s - e^{\kappa (\Gamma - x_0)} \left( 1 - e^{-\kappa s} \right) + O \left( e^{2\kappa (\Gamma - x_0)} \right) \right] . \]

(5.71)

Changing variables to \( y = \kappa \Gamma s \), we have

\[ \dot{F}_1(\omega) = \frac{-\text{Re}}{2\pi \kappa \Gamma} \int_0^\infty dy \ e^{-y(\rho + i\sigma)} \log (y) + O \left( e^{2\kappa (\Gamma - x_0)} \right) , \]

(5.72)

where \( \rho := 1/(\kappa \Gamma \Delta \tau) \) and \( \sigma := \omega/\kappa \Gamma \). The dominant contribution can be evaluated using a standard integral in the same manner as (5.54). After taking the cut-off to infinity, the result is

\[ \dot{F}_1(\omega) \to \frac{1}{4|\omega|}, \quad \tau \to -\infty . \]

(5.73)

Next, we shall consider the \( \tau \to +\infty \) limit of the part-I factor, (5.69). Consider, first,
evaluating the integrand at fixed $s$, we have

$$\dot{F}_1(\omega) = -\frac{\text{Re}}{2\pi} \int_0^{\infty} ds \ e^{-i\omega s/s/\Delta \tau} \log \left[ \log (1 + Q (e^{\alpha s} - 1)) \right], \quad (5.74)$$

where

$$Q := \frac{P}{1 + P},$$

$$\alpha := \kappa \Gamma. \quad (5.75)$$

In this limit, $Q \to 0$ and we can make use of the small-$x$ expansion $\log (1 + x) = x - x^2/2 + O(x^3)$. Doing so, we obtain

$$\dot{F}_1(\omega) = -\frac{\text{Re}}{2\pi} \int_0^{\infty} ds \ e^{-i\omega s/s/\Delta \tau} \left( \log (Q) + \log (e^{\alpha s} - 1) + \log \left[ 1 - \frac{1}{2} Q (e^{\alpha s} - 1) + O \left( Q^2 \right) \right] \right). \quad (5.76)$$

Using the fact that the real constant will vanish when integrated against the Langlois cut-off, we rewrite (5.76) as

$$\dot{F}_1(\omega) = -\frac{\text{Re}}{2\pi} \int_0^{\infty} ds \ e^{-i\omega s/s/\Delta \tau} \log \left( 2 e^{\alpha s/2} \sinh \left( \frac{\alpha s}{2} \right) \right) + O \left( Q \right) \quad (5.77)$$

Changing variables to $y = \alpha s$, we have

$$\dot{F}_1(\omega) = -\frac{\text{Re}}{2\pi \kappa \Gamma} \int_0^{\infty} dy \ e^{-y (\rho + i \sigma)} \log \left( \frac{y}{2} \right) + O \left( Q \right) \quad (5.78)$$

We have already evaluated both pieces of the integral (5.78) in Sections 5.2.1 and 5.2.2, and we can immediately write the result

$$\dot{F}_1(\omega) \to \frac{\kappa \Gamma}{4\pi \omega^2} + \frac{1}{4\omega} \coth \left( \frac{\pi \omega}{\kappa \Gamma} \right), \quad \tau \to \infty. \quad (5.79)$$
The preceding approach is not strictly valid owing to the fact it only holds for fixed $s$, and if we allow $s \rightarrow \infty$, the series approximations we used break down. To show that the result is nevertheless true, we refine this line of reasoning further by using the monotone convergence theorem.

We can write

$$F_1^1(\omega) = \frac{\kappa \Gamma}{4\pi \omega^2} + \frac{1}{4\omega} \coth \left( \frac{\pi \omega}{\kappa \Gamma} \right) - \text{Re} \left[ \frac{1}{2\pi} \int_0^\infty ds \, e^{-i\omega s-s/\Delta \tau} \left( \log \left[ \log \left( 1 + Q \left( e^{\alpha s} - 1 \right) \right) \right] - \log \left( 2Q - \frac{\alpha s}{2} - \log \left( \sinh \left( \frac{\alpha s}{2} \right) \right) \right) \right),$$

where under the integral we have subtracted from the original logarithmic piece of the transition rate integrand, (5.74), its limit to order $O(Q)$ as $\tau \rightarrow \infty$ for fixed $s$, as computed in (5.76). Our aim is to show that this integral does not contribute, and to this end we define

$$f(Q) := \log \left[ \log \left( 1 + Q \left( e^{\alpha s} - 1 \right) \right) \right] - \log \left( 2Q - \frac{\alpha s}{2} - \log \left( \sinh \left( \frac{\alpha s}{2} \right) \right) \right),$$

$$f'(Q) = \frac{1}{Q \log \left( 1 + Q \left( e^{\alpha s} - 1 \right) \right)} \left[ - \log \left( 1 + Q \left( e^{\alpha s} - 1 \right) \right) + \frac{Q \left( e^{\alpha s} - 1 \right)}{1 + Q \left( e^{\alpha s} - 1 \right)} \right].$$

Owing to the fact that $s > 0$ and $Q > 0$, the factor external to the square brackets in $f'(Q)$ is uniformly positive, and we show next that the term inside the square brackets is uniformly negative for all values of $s$.

To this end, we define $h := Q \left( e^{\alpha s} - 1 \right)$ and

$$g(h) := - \log \left( 1 + h \right) + \frac{h}{1 + h},$$

$$g'(h) = - \frac{h}{(1 + h)^2} \leq 0.$$

The final inequality following because $h \geq 0$. Thus, the fact that $g(0) = 0$ implies that $g(h) \leq 0$.

Thus, $f'(Q) \leq 0$ uniformly across $s$, and the monotone convergence theorem can be
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employed; it tells us that the integral in (5.80) really is vanishing and allows us to state that

$$\dot{F}^1(\omega) = \frac{\kappa \Gamma}{4\pi \omega^2} + \frac{1}{4\omega} \coth \left( \frac{\pi \omega}{\kappa \Gamma} \right), \quad \tau \to \infty.$$  (5.83)

Part-II

Next, we consider the $\Delta v$ factor in the Wightman function (5.64), which gives a contribution to the transition rate of

$$\dot{F}^2(\omega) = \frac{\text{Re}}{2\pi} \int_0^\infty ds \, e^{-i\omega s - s/\Delta \tau} \log \left( \frac{s}{\Gamma} \right)$$

$$= \frac{\text{Re}}{2\pi} \int_0^\infty ds \, e^{-i\omega s - s/\Delta \tau} \log (s).$$  (5.84)

We use the standard integral (5.55) and obtain the result

$$\dot{F}^2(\omega) = \frac{1}{4|\omega|}.$$  (5.85)

Part-III

Now, consider the $v - p(u')$ factor in the Wightman function (5.64), which gives a contribution to the transition rate of

$$\dot{F}^3(\omega) = \frac{\text{Re}}{2\pi} \int_0^\infty ds \, e^{-i\omega s - s/\Delta \tau} \log \left[ V + \frac{1}{\kappa} \log (1 + Pe^{\alpha s}) \right],$$  (5.86)

where

$$V := x_0 + \frac{\tau}{\Gamma},$$

$$P := e^{-\kappa(\Gamma - x_0)},$$

$$\alpha := \kappa \Gamma.$$  (5.87)

We seek the $\tau \to -\infty$ limit of (5.86), and in this limit $P \to \infty$. This means we can use the large-$x$ expansion $\log (1 + x) = \log (x) + x^{-1} + O(x^{-2})$ to write

$$\dot{F}^3(\omega) = \frac{\text{Re}}{2\pi} \int_0^\infty ds \, e^{-i\omega s - s/\Delta \tau} \log \left[ 2X + \Gamma s + \frac{1}{\kappa P} e^{-\alpha s} + O(P^{-2} e^{-2\alpha s}) \right],$$  (5.88)
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with \( X := x_0 - \nu \tau / \sqrt{1 - \nu^2} \). Noting that \( X \to \infty \) as \( \tau \to -\infty \), then (5.88) can be written as

\[
\dot{F}^3(\omega) = \text{Re} \frac{2 \pi}{\sqrt{1 - \nu^2}} \int_0^\infty ds \, e^{-i \omega s / \Delta \tau} \left( \log [2X + s] + O \left( \frac{e^{-\alpha s}}{P(2X + s)} \right) \right)
\]

(5.89)

The final equality is obtained because \( X \) is a positive (although infinite) constant in the limit of \( \tau \to -\infty \) and, thus, \( \log (2X) \) is a real constant, which vanishes against the Langlois cut-off. After changing variables to \( y = \Gamma s / 2X \), the dominant term from this contribution to the transition rate is

\[
\dot{F}^3(\omega) \approx \frac{X}{\sqrt{1 - \nu^2}} \left( \frac{\Gamma s}{2} \right) + O \left( \frac{e^{-\alpha s} P(2X + s)}{P(2X + s)} \right)
\]

(5.90)

Integrating (5.90) by parts and then changing variables, first to \( z = 1 + y \) and, finally, to \( t = (a + ib)z \), we have

\[
\dot{F}^3(\omega) \approx \frac{X}{\sqrt{1 - \nu^2}} \left( \frac{\Gamma s}{2} \right) + O \left( \frac{e^{-\alpha s} P(2X + s)}{P(2X + s)} \right)
\]

(5.91)

where \( \Gamma(0, a + ib) \) is the incomplete Gamma function.

Taking the cut-off \( \Delta \tau \to \infty \) (or \( a \to 0 \)), we arrive at

\[
\dot{F}^3(\omega) \approx \frac{X}{\sqrt{1 - \nu^2}} \text{Re} \left( \frac{e^{ib}}{ib} \Gamma(0, ib) \right)
\]

(5.92)

For \( b \in \mathbb{R} \) and \( b \neq 0 \), let

\[
f(b) := \frac{e^{ib}}{ib} \Gamma(0, ib)
\]

(5.93)
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Equation (8.21.1) and the branch discussion in §8.21(ii) of [52] give

\[ f(b) = \frac{e^{ib}}{ib} [\text{ci}(0, |b|) - i \text{sgn}(b) \text{si}(0, |b|)] . \]  
\[ (5.94) \]

Equation (8.21.10) of [52] gives

\[ f(b) = \frac{e^{ib}}{b} [\text{sgn}(b) \text{si}(|b|) + i \text{Ci}(|b|)] \\
= \frac{\cos b}{|b|} \text{si}(|b|) - \frac{\sin b}{b} \text{Ci}(|b|) + \text{imaginary} , \]  
\[ (5.95) \]

so that

\[ \text{Re} \left[ f(b) \right] = \frac{\cos b}{|b|} \text{si}(|b|) - \frac{\sin |b|}{|b|} \text{Ci}(|b|) . \]  
\[ (5.96) \]

Therefore, the transition rate contribution is

\[ \dot{F}^3(\omega) \approx \frac{1}{2\pi|\omega|} \left[ \cos \left( \frac{2X|\omega|}{\Gamma} \right) \text{si} \left( \frac{2X|\omega|}{\Gamma} \right) - \sin \left( \frac{2X|\omega|}{\Gamma} \right) \text{Ci} \left( \frac{2X|\omega|}{\Gamma} \right) \right] . \]  
\[ (5.97) \]

Using the asymptotic expansions for the sine and cosine integrals for large argument, noting that as \( \tau \to -\infty \) then \( X \to \infty \), we see that

\[ \dot{F}^3(\omega) \to 0 , \quad \tau \to -\infty . \]  
\[ (5.98) \]

We would next like to consider the \( \tau \to +\infty \) limit of (5.86), but we have a dilemma. One could take the \( \tau \to \infty \) limit — prior to the \( \Delta \tau \to \infty \) limit — and initially make expansions of the logarithms in the integrand for fixed \( s \), and this results in an integral of the form

\[ \dot{F}^3(\omega) = \text{Re} \int_0^\infty ds \ e^{-i\omega s - s/\Delta \tau} \log \left( 1 + O \left( \frac{P e^{\alpha s}}{\kappa V} \right) \right) , \]  
\[ (5.99) \]

which does have a vanishing integrand for fixed \( s \) when \( \tau \to \infty \), but whose integral we have
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not been able to show to vanish, using the monotone convergence theorem or otherwise. Alternatively, one could consider taking the limit of the cut-off, $\Delta \tau \to \infty$, in advance of taking the limit $\tau \to \infty$, but this leaves the problem of directly evaluating (5.86) without the aid of any expansions, a task we have been unsuccessful at completing.

We are forced to leave the part-III contribution to the $\tau \to \infty$ limit of the transition rate as an unknown, despite suspecting that it is vanishing.

Part-IV

Finally, we consider the $p(u) - v'$ factor in the Wightman function (5.64), which gives a contribution to the transition rate of

$$\hat{\mathcal{F}}^4(\omega) = \frac{\text{Re}}{2\pi} \int_0^\infty ds \, e^{-i\omega s - s/\Delta \tau} \log \left[ R + \frac{s}{\Gamma} \right], \quad (5.100)$$

where

$$R := -\frac{1}{\kappa} \log \left[ e^{\kappa(\tau/\Gamma + x_0)} + e^{\kappa(2x_0 - 2\nu \tau/\sqrt{1 - \nu^2})} \right]. \quad (5.101)$$

Defining $A := e^{\kappa x_0}$ and $g := e^{-\kappa \tau}$, we can write the constant $R$ as

$$R = \frac{1}{\kappa} \log \left[ A g^{-1/\Gamma} + A^2 g^{\Gamma^{-1}/\Gamma} \right] \leq 0. \quad (5.102)$$

To show that the final inequality holds, consider the argument of the logarithm

$$f(g) := A g^{-1/\Gamma} + A^2 g^{\Gamma^{-1}/\Gamma}, \quad (5.103)$$

and use the lower bound established for $x_0$, equation (5.67), to obtain

$$A \geq \sqrt{\frac{1 - \nu}{1 + \nu} \left( \frac{2\nu}{\sqrt{1 - \nu^2}} \right)^\nu}, \quad (5.104)$$
and, hence,

\[ f(g) \geq \sqrt{\frac{1 - \nu}{1 + \nu}} \left( \frac{2\nu}{\sqrt{1 - \nu^2}} \right)^{\nu} \exp \left[ \kappa \tau \sqrt{\frac{1 - \nu}{1 + \nu}} + \left( \frac{2\nu}{\sqrt{1 - \nu^2}} \right)^{2\nu} \exp \left[ -\frac{2\kappa \tau \nu}{\sqrt{1 - \nu^2}} \right] \right] \geq 1, \]

where the final inequality can be verified by analysing the turning points of the right-hand side of the first line of (5.105). With (5.105), the validity of (5.102) is established.

Now that we have established that \( R \leq 0 \), we can rewrite the contribution from part-IV to the transition rate as

\[ \dot{\mathcal{F}}^4(\omega) = \text{Re} \frac{1}{2\pi} \int_0^\infty ds \ e^{-i\omega s - s/\Delta \tau} \left( \log |R| - i\pi + \log \left[ 1 - \frac{s}{\Gamma|R|} \right] \right) \]

\[ = -\frac{1}{2\omega} + \text{Re} \frac{\Gamma|R|}{2\pi} \int_0^\infty ds \ e^{-i\omega s - s/\Delta \tau} \log \left[ 1 - \frac{s}{\Gamma|R|} \right], \]

where the branch choice \( \log (-|R|) = \log |R| - i\pi \) has been made in order to have consistency with the finite imaginary constant one obtains in the \( m \to 0 \) limit of the Minkowski half-space massive field Wightman function, which correspondingly, is also the finite imaginary constant chosen in Section 5.2.2.

Next, we change variables to \( y = s/(|R|\Gamma) \) to obtain

\[ \dot{\mathcal{F}}^4(\omega) = -\frac{1}{2\omega} + \frac{\Gamma|R|}{2\pi} \text{Re} \int_0^\infty dy \ e^{-y(c+id)} \log (1 - (y - i\epsilon)), \]

where \( c := \Gamma|R|/\Delta \tau, \ d := \omega \Gamma|R| \) and we have restored the \( i\epsilon \)-regulator.

Our task now is the evaluation of

\[ I := \text{Re} \int_0^\infty dz \ e^{-z(c+id)} \log (1 - z + i\epsilon), \]

and we do so by contour methods. First, we integrate by parts to obtain

\[ I = \text{Re} \left[ \frac{id - c}{c^2 + d^2} \int_0^\infty dz \ e^{-z(c+id)} \right]. \]
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For $\omega > 0$ ($d > 0$), we deform the contour by closing in the lower-half of the complex-plane to obtain

$$I = \text{Re} \left[ \frac{ic + d}{c^2 + d^2} \int_0^\infty dt \frac{1 - it}{1 + t^2} e^{-t(d - ic)} \right].$$  \hspace{1cm} (5.110)

Taking the cut-off to infinity (which corresponds to $c \to 0$), we find

$$I = \frac{d}{\omega \Gamma|R|} \left[ \text{Ci}(\omega |R|) \sin(\omega |R|) - \text{si}(\omega |R|) \cos(\omega |R|) \right].$$

where the final equality results from the standard integral (5.2.12) of [67].

Next, we consider the integral in the case when $\omega < 0$ (or rather $d < 0$); in this case, we deform the contour to close in the upper half-space and pick up a contribution from the residue of the pole at $z = 1$. We find

$$I = \text{Re} \left[ \frac{id - c}{c^2 + d^2} \left(-2\pi ie^{-(c+id)} + i \int_0^\infty dt \frac{1 + it}{1 + t^2} e^{-t(d - c)} \right) \right].$$ \hspace{1cm} (5.112)

After taking the cut-off to infinity (or equivalently $c \to 0$), we obtain

$$I = \frac{2\pi}{\omega \Gamma|R|} \cos(\omega |R|) - \frac{1}{\omega \Gamma|R|} \left[ \text{Ci}(\omega |R|) \sin(\omega |R|) - \text{si}(\omega |R|) \cos(\omega |R|) \right].$$  \hspace{1cm} (5.113)

Combining our results for $\omega > 0$ and $\omega < 0$, equations (5.111) and (5.113), we obtain
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the final result for the transition rate contribution from part-IV:

\[ \dot{F}^4(\omega) = \frac{1}{2\omega} + \Theta(-\omega) \frac{\cos(\omega |\Gamma| R)}{\omega} + \frac{1}{2\pi|\omega|} \left[ \text{Ci}(\omega |\Gamma| R) \sin(|\omega| |\Gamma| R) - \text{si}(\omega |\Gamma| R) \cos(|\omega| |\Gamma| R) \right]. \number{5.114} \]

We are interested in the limits \( \tau \to \pm \infty \), and we first note that \(|R| \to \infty\) in both of these limits. Thus, using the large-argument asymptotics of the sine and cosine integrals, we see that the term in the square brackets of (5.114) goes to zero, and we have

\[ \dot{F}^4(\omega) = -\frac{1}{2\omega} + \Theta(-\omega) \frac{\cos(\omega |\Gamma| R)}{\omega}, \quad \tau \to \pm \infty. \number{5.115} \]

5.3.2 Final result for the transition rate of the detector in two-dimensional Minkowski spacetime with receding mirror

We now combine the results from parts-I, -II and -IV, first, for the \( \tau \to \infty \) limit.

Recall that in the \( \tau \to \infty \) limit, we were unable to prove that the part-III contribution vanishes. Nevertheless, we suspect this to be the case, and with this assumption our tentative result for the transition rate, combining equations (5.83), (5.85) and (5.115) is

\[ \dot{F}(\omega) \to \Theta(-\omega) \frac{\cos(\omega |\Gamma| R)}{\omega} + \frac{\dot{T}}{2\omega^2} - \frac{\Theta(-\omega)}{2\omega} + \frac{1}{2\pi} \frac{1}{e^{-\omega/\dot{T}} - 1}, \quad \tau \to \infty, \number{5.116} \]

where \( \dot{T} := \kappa \Gamma / 2\pi \).

In the \( \tau \to -\infty \) limit, by combining the contributions from parts I-IV: equations (5.73), (5.85), (5.98) and (5.115), the result we arrive at is

\[ \dot{F}(\omega) \to -\frac{\Theta(-\omega)}{\omega} [1 - \cos(\omega |\Gamma| R)], \quad \tau \to -\infty. \number{5.117} \]

The result (5.117) is for the transition rate in the \( \tau \to -\infty \) limit, and recalling the
definition of $R$, (5.101), we see that as $\tau \to -\infty$

$$|R| \to 2 \left| x_0 - \nu \tau / \sqrt{1 - \nu^2} \right|. \quad (5.118)$$

In particular, if we consider the static detector with $\nu = 0$, then $|R| \to 2x_0$ (noting that if $\nu = 0$ then necessarily $x_0 > 0$), and we obtain

$$\dot{F}(\omega) \to -\Theta(-\omega) \left[ 1 - \cos(P\omega) \right], \quad \tau \to -\infty, \quad (5.119)$$

where now $P := 2x_0$. In this case, (5.117) can be compared to the transition rate for a static detector in the Minkowski half-space (at $\tau \to -\infty$ the mirror is effectively a static boundary sat at the origin); indeed, the result is identical to (5.37).

Consider the result (5.116) for the transition rate of an inertial detector in two-dimensional Minkowski spacetime with a receding mirror as $\tau \to \infty$. In this late-time limit, we expect the field modes (5.62) to have a close resemblance to field modes in a collapsing star spacetime, which the Unruh vacuum in two-dimensional Schwarzschild spacetime is designed to mimic. Indeed, comparing (5.116) with the transition rate we obtained for the Unruh vacuum, (5.58), we see that they are closely related; the major difference is that in the flat-spacetime case we have an extra cosine term if $\omega < 0$.

### 5.4 Summary

An interesting feature is that both (5.58) and (5.116) have the unexpected term of the form $T/2\omega^2$, and we deduce that this is likely to be an artefact of the Langlois cut-off being insufficient to control the divergences that occur in the two-dimensional massless Wightman function.

The unanticipated terms suggest a more robust approach may be needed in two dimensions; one such approach may be to study a detector that is coupled to the proper-time
derivative of the massless scalar field, for which one would no longer have the troublesome infrared divergences to deal with.
In four-dimensional Schwarzschild spacetime the Wightman function is not known analyti-
cally, and in this chapter we use numerical methods to study a detector coupled to a massless
scalar field in the Hartle-Hawking, Boulware and Unruh vacuum states.

After presenting the necessary analytic ground work and describing the numerical meth-
ods used, the static detector and detector on a circular geodesic exterior to the hole are
studied in turn, and numerical results are presented. Our static results can be compared to
the asymptotic results found in [22].

We investigate the analogy between the right-hand Rindler wedge and the exterior of
the Schwarzschild spacetime by comparing the transition rate of a static detector with
the transition rate of a Rindler detector with an appropriately chosen proper acceleration.
Similarly, the transition rate of a circular-geodesic detector is compared to the transition
rate of a Rindler detector but with additional transverse drift.

Finally, we present the necessary analytic setup to allow investigation of the transition
rate of a detector that falls radially on a geodesic into the black hole. This chapter presents
work completed in collaboration with Jorma Louko and Adrian Ottewill.

## 6.1 Four-dimensional Schwarzschild spacetime

The metric of the Schwarzschild spacetime is given by

\[
ds^2 = - \left(1 - \frac{2M}{r}\right) dt^2 + \left(1 - \frac{2M}{r}\right)^{-1} dr^2 + r^2 \left(d\theta^2 + \sin^2 \theta d\phi^2\right),
\]

where we assume the mass parameter \( M \) to be positive, the black hole exterior is covered by \( 2M < r < \infty \), and the horizon is at \( r \to 2M \).

Mode solutions of the Klein-Gordon equation in the Schwarzschild spacetime have the form [21]

\[
\frac{1}{\sqrt{4\pi \omega}} r^{-1} \rho_{\omega\ell}(r) Y_{\ell m}(\theta, \phi) e^{-i \omega t},
\]

where \( \omega > 0 \), \( Y_{\ell m} \) is a spherical harmonic and the radial function \( \rho_{\omega\ell} \) satisfies

\[
\frac{d^2 \rho_{\omega\ell}}{dr^2} + \left\{ \omega^2 - \left(1 - \frac{2M}{r}\right) \frac{\ell(\ell + 1)}{r^2} + \frac{2M}{r^3} \right\} \rho_{\omega\ell} = 0,
\]

with \( r^* \) being the tortoise co-ordinate defined as

\[
r^* = r + 2M \log \left(\frac{r}{2M} - 1\right).
\]

Alternatively, one can work with the Schwarzschild radial co-ordinate \( r \) and define the function \( \phi_{\omega\ell}(r) := \rho_{\omega\ell}(r)/r \), which satisfies

\[
\phi''_{\omega\ell}(r) + \frac{2(r - M)}{r(r - 2M)} \phi'_{\omega\ell}(r) + \left(\frac{\omega^2 r^2}{(r - 2M)^2} - \frac{\lambda}{r(r - 2M)}\right) \phi_{\omega\ell}(r) = 0,
\]

with \( \lambda := \ell(\ell + 1) \). Solutions to neither (6.3) nor (6.5) can be found analytically, and as such we seek the solutions \( \phi_{\omega\ell}(r) \) numerically using code written in Mathematica (TM) [56].

In the asymptotic limit of \( r \to \infty \), equation (6.5) has solutions \( \phi(r) \approx e^{\pm i \omega r^*}/r \). The mode solutions with the simple form \( e^{\pm i \omega r^*}/r \) as the leading order term at infinity are known
as ‘up-modes’, and despite being of this simple outgoing form at infinity they are a linear superposition of ingoing and outgoing modes at the horizon. Conversely, we have mode solutions known as ‘in-modes’ that take on a simple ingoing form at the horizon, $e^{-i\omega r^*}/r$, but because of scattering from the potential term in (6.3) they are a linear superposition of ingoing and outgoing modes at infinity. Our first task is to find boundary conditions for both the in-modes and up-modes. With these boundary conditions for $\phi_{\omega \ell}^{in}$, $\phi_{\omega \ell}^{up}$, $\phi_{\omega \ell}^{in'}$, $\phi_{\omega \ell}^{up'}$, we can numerically solve the ODE (6.5) to high precision using the Mathematica (TM) function ‘NDSolve’.

### 6.1.1 Numerical methods for obtaining the boundary conditions

### 6.1.2 Boundary conditions for the up-modes

The up-modes take on the simple form $\phi_{\omega \ell}^{up} \sim e^{i\omega r^*}/r$ as $r \to \infty$. To numerically obtain their value at a given suitably large radius, which we denote by $r_{inf}$, we substitute the ansatz

$$\phi_{\omega \ell}^{up} \sim \frac{e^{i\omega r^*}}{r} e^v(r), \quad (6.6)$$

with

$$v(r) := \sum_{n=1}^{\infty} \frac{c_n}{r^n}, \quad (6.7)$$

into (6.5). This leads to an equation for $v(r)$:

$$r^2(r - 2M)v''(r) + r^2(r - 2M)(v'(r))^2 + 2r (M + i\omega r^2) v'(r) - (\ell(\ell + 1)r + 2M) = 0. \quad (6.8)$$

We substitute (6.7) into (6.8) and collect inverse powers of $r$. The coefficient of each power of $r$ must be set equal to zero. The lowest power leads to an equation only involving $c_1$, the next power only involves $c_1$ and $c_2$, the next only $c_1$, $c_2$, $c_3$, and so on. We iteratively solve for the $c_i$ by substituting the previous result into the next equation to be solved. In practice, the upper limit in the sum (6.7) is replaced by some suitable cut-off, denoted as $n_{inf}$. This means that the highest power we can trust in the $r^{-1}$ expansion of (6.8) is $r^{-(n_{inf} - 2)}$, and
the highest coefficient obtained is $c_{n_{\text{inf}}}$. The values of $n_{\text{inf}}$ and $r_{\text{inf}}$ are determined by the desired numerical accuracy.

The initial conditions for $\phi_{\omega \ell}^{\text{up}}$ and $\phi_{\omega \ell}^{\text{up}'}$ are computed using these $c_i$ and by evaluating at $r_{\text{inf}}$:

$$
\phi_{\omega \ell}^{\text{up}}(r_{\text{inf}}) = \frac{e^{i \omega r^*}(r_{\text{inf}})}{r_{\text{inf}}} c_v(v(r_{\text{inf}})),
$$

$$
\phi_{\omega \ell}^{\text{up}'}(r_{\text{inf}}) = \frac{d}{dr} \left[ \frac{e^{i \omega r^*}(r)}{r} c_v(v(r)) \right]_{r=r_{\text{inf}}}. \tag{6.9}
$$

These initial conditions become more accurate as $r_{\text{inf}}$ and $n_{\text{inf}}$ increase.

We computed the initial conditions (6.9) in Mathematica (TM) for $n_{\text{inf}} = 100$ and $r_{\text{inf}} = 15000M$, where we set $M = 1$ in the code and re-inserted the appropriate factors of $M$ in the computed physical answers by dimensional analysis. Having computed the boundary conditions, we then used Mathematica’s ‘NDSolve’ function to generate our up-modes $\phi_{\omega \ell}^{\text{up}}$ for a given $(\omega, \ell)$. We sought a result for the transition rate that was accurate to around 3 or 4 decimal places. As we shall see later, the Wightman function is constructed using tens of thousands of points in $(\omega, \ell)$ parameter space, and a high precision in the individual $\phi_{\omega \ell}^{\text{up}}, \phi_{\omega \ell}^{\text{in}}$ modes is essential. This is particularly true if the detector is on a radially-infalling trajectory. In order to get the desired accuracy results for the transition rate, we used very high precision settings in ‘NDSolve’; we set ‘WorkingPrecision’ to around 40, ‘AccuracyGoal’ to around 32 and ‘PrecisionGoal’ to around 20. With these settings, the results for $\phi_{\omega \ell}^{\text{up}}, \phi_{\omega \ell}^{\text{in}}$ did not change to around 10 decimal places upon further increases to the ‘NDSolve’ precision settings.

### 6.1.3 Boundary conditions for the in-modes

The in-modes are the modes that take on a simple ingoing form at the horizon, $e^{-i \omega r^*}/r$, but a complicated superposition of ingoing and outgoing plane waves at radial infinity because of the scattering from the gravitational potential. Thus, our strategy is to compute the initial conditions of the in-modes at the horizon, taking

$$
\phi_{\omega \ell}^{\text{in}} \sim \frac{e^{-i \omega r^*}}{r} w(r) \tag{6.10}
$$
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as our ansatz, with

\[ w(r) := \sum_{n=0}^{\infty} b_n (r - 2M)^n , \]  

(6.11)

and \( b_0 = 1 \).

We substitute (6.10) into (6.5) to obtain an equation in \( w(r) \) that reads

\[ r^2(r - 2M)w''(r) + 2r (M - ir^2 \omega) w'(r) - (\ell(\ell + 1)r + 2M)w(r) = 0 . \]  

(6.12)

Using (6.11) in (6.12), a recursion relation can be obtained [55]:

\[ \begin{align*}
  b_0 &= 1, b_{-1} = b_{-2} = 0 , \\
  b_n &= - \left[ \frac{-12i\omega M(n - 1) + (2n - 3)(n - 1) - (\ell(\ell + 1) + 1)}{2M(n^2 - i4Mn\omega)} \right] b_{n-1} \\
  &\quad - \left[ \frac{(n - 2)(n - 3) - i12M\omega(n - 2) - \ell(\ell + 1)}{4M^2(n^2 - i4Mn\omega)} \right] b_{n-2} \\
  &\quad + \frac{i\omega(n - 3)}{2M^2(n^2 - i4Mn\omega)} b_{n-3} .
\end{align*} \]  

(6.13)

We are now in a position to compute the initial conditions for \( \phi_{\omega \ell}^{in} \) and \( \phi_{\omega \ell}'^{in} \). We use these \( b_i \) with the upper limit of the sum (6.11) replaced by some finite integer \( n_H \), determined by the accuracy requirements, and we evaluate at the near horizon radius \( r_H \), obtaining

\[ \phi_{\omega \ell}^{in}(r_H) = \frac{e^{-i\omega r^*(r_H)}}{\int_{r_H}^\infty w(r) \, dr} , \]  

(6.14)

\[ \phi_{\omega \ell}'^{in}(r_H) = \frac{d}{dr} \left[ \frac{e^{-i\omega r^*(r)}}{r} w(r) \right]_{r=r_H} . \]

In practice, the initial conditions (6.14) were computed in Mathematica (TM) for \( n_H = 200 \) and \( r_H = 20,000,001/10,000,000M \), where \( M = 1 \). Given these boundary conditions, we used Mathematica’s ‘NDSolve’ function to generate our in-modes \( \phi_{\omega \ell}^{in} \) for a given \( (\omega, \ell) \), with the same precision settings as for the up-modes.
6.2 Normalisation

We choose a basis whose asymptotic behaviour as $r^* \to \pm \infty$ is

$$
\Phi_{\omega \ell}^{\text{in}}(r) \sim \begin{cases} 
B_{\omega \ell}^{\text{in}} e^{-i \omega r^*}, & r \to 2M, \\
\rho^{-1} e^{-i \omega r^*} + A_{\omega \ell}^{\text{in}} \rho^{-1} e^{i \omega r^*}, & r \to \infty,
\end{cases}
$$

(6.15)

and

$$
\Phi_{\omega \ell}^{\text{up}}(r) \sim \begin{cases} 
A_{\omega \ell}^{\text{up}} e^{-i \omega r^*} + e^{i \omega r^*}, & r \to 2M, \\
B_{\omega \ell}^{\text{up}} \rho^{-1} e^{i \omega r^*}, & r \to \infty,
\end{cases}
$$

(6.16)

Figure 6.1: Illustrating the ‘up’ and ‘in’ modes on the right-hand wedge of the Penrose diagram representing the region exterior to the four-dimensional Schwarzschild black hole. The ‘up’ modes are shown on the left-hand side and ‘in’ modes on the right-hand side.
The reflection and transmission coefficients satisfy the following Wronskian relations:

\[ B_{\omega,\ell}^{up} = (2M)^2 B_{\omega,\ell}^{in}, \]
\[ |A_{\omega,\ell}^{in}|^2 = 1 - 4M^2|B_{\omega,\ell}^{in}|^2, \]  
\[ |A_{\omega,\ell}^{in}|^2 = |A_{\omega,\ell}^{up}|^2, \]  
\[ |A_{\omega,\ell}^{up}|^2 = 1 - \frac{|B_{\omega,\ell}^{up}|^2}{4M^2}, \]

(6.17)

which we verify in equations (G.7), (G.8) and (G.9) of Appendix G. In the Mathematica code, we compute the reflection and transmission coefficients using (G.14).

If we represent the normalised modes with a tilde, we have

\[ \tilde{\Phi}_{\omega,\ell}^{in} = \frac{\Phi_{\omega,\ell}^{in}}{N_{\omega,\ell}^{in}}, \]
\[ \tilde{\Phi}_{\omega,\ell}^{up} = \frac{\Phi_{\omega,\ell}^{up}}{N_{\omega,\ell}^{up}}, \]

(6.18)

with the normalisation constants, \(N_{\omega,\ell}^{up}\) and \(N_{\omega,\ell}^{in}\), given by

\[ N_{\omega,\ell}^{in} := \sqrt{\frac{1}{2} + \frac{1}{2} |A_{\omega,\ell}^{in}|^2 + 2M^2|B_{\omega,\ell}^{in}|^2} \]
\[ = 1 \]

(6.19)

and

\[ N_{\omega,\ell}^{up} := \sqrt{2M^2 + \frac{1}{2} |B_{\omega,\ell}^{up}|^2 + 2M^2|A_{\omega,\ell}^{up}|^2} \]
\[ = 2M, \]

(6.20)

where we have used the Wronskian relations (6.17) to perform the simplifications. This normalisation is such that \(\tilde{R}_{\omega,\ell} := r\tilde{\Phi}_{\omega,\ell}\) is normalised in the Schrödinger way:

\[ \int_{-\infty}^{\infty} dr^* \tilde{R}_{\omega_1}(r) \tilde{R}_{\omega_2}^*(r) = 2\pi \delta(\omega_1 - \omega_2). \]

(6.21)

Now and throughout the remainder of this thesis, the tilde will be suppressed. The normalised modes in this basis can be expressed in terms of the modes that we explicitly solve
for in Mathematica (TM), \( \phi_{\omega \ell}^{\text{up}} \) and \( \phi_{\omega \ell}^{\text{in}} \), which were discussed in Section 6.1.1. The result is

\[
\begin{align*}
\phi_{\omega \ell}^{\text{in}} &= \frac{B_{\omega \ell}^{\text{up}}}{2M} \phi_{\omega \ell}^{\text{in}}(r), \\
\phi_{\omega \ell}^{\text{up}} &= \frac{B_{\omega \ell}^{\text{up}}}{2M} \phi_{\omega \ell}^{\text{up}}(r).
\end{align*}
\] (6.22)

With this solution, we introduce the basis functions \( u_{\omega \ell m}^{\text{in}} \) and \( u_{\omega \ell m}^{\text{up}} \) by

\[
\begin{align*}
u_{\omega \ell m}^{\text{in}}(x) &= \frac{1}{\sqrt{4\pi\omega}} \Phi_{\omega \ell}^{\text{in}}(r) Y_{\ell m}(\theta, \phi) e^{-i\omega t}, \\
u_{\omega \ell m}^{\text{up}}(x) &= \frac{1}{\sqrt{4\pi\omega}} \Phi_{\omega \ell}^{\text{up}}(r) Y_{\ell m}(\theta, \phi) e^{-i\omega t},
\end{align*}
\] (6.23)

where \( \omega > 0 \). These modes are positive frequency with respect to the Schwarzschild time translation Killing vector \( \partial_t \).

Using the Wronskian relations (6.17), it can be verified that these modes satisfy the orthonormality relations

\[
\begin{align*}
(u_{\omega \ell m}^{\text{up}}, u_{\omega' \ell' m'}^{\text{up}}) &= \delta_{\ell \ell'} \delta_{m m'} \delta(\omega - \omega'), \\
(u_{\omega \ell m}^{\text{in}}, u_{\omega' \ell' m'}^{\text{in}}) &= \delta_{\ell \ell'} \delta_{m m'} \delta(\omega - \omega'), \\
(u_{\omega \ell m}^{\text{in}}, u_{\omega' \ell' m'}^{\text{up}}) &= 0,
\end{align*}
\] (6.24)

where the Klein-Gordon (indefinite) inner product on a spacelike hyperplane of simultaneity at instant \( t \) is defined by

\[
(\phi, \chi) = -i \int_{2M}^{\infty} dr \frac{r^2}{(1 - 2M/r)^2} \int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \left[ \phi \partial_t \chi^* - (\partial_t \phi) \chi^* \right].
\] (6.25)

The complex conjugate modes satisfy similar orthonormality relations with a minus sign, and the inner product relation between the modes (6.23) and the complex conjugates vanish.
6.3 Unruh modes and the Hartle-Hawking vacuum

We shall wish to look at the transition rate of a detector when the field is in the Hartle-Hawking vacuum state, which is the vacuum state that is regular across the horizon. The modes that have the analytic properties of positive-frequency plane waves with respect to the horizon generators take the form

\[
\begin{align*}
\omega_{\ell m}^{in} & = \frac{1}{\sqrt{2 \sinh (4\pi M\omega)}} \left( e^{2\pi M\omega} u_{\omega \ell m}^{in} + e^{-2\pi M\omega} \bar{u}_{\omega \ell m}^{in*} \right), \\
\omega_{\ell m}^{in} & = \frac{1}{\sqrt{2 \sinh (4\pi M\omega)}} \left( e^{2\pi M\omega} u_{\omega \ell m}^{in} + e^{-2\pi M\omega} \bar{u}_{\omega \ell m}^{in*} \right), \\
\omega_{\ell m}^{up} & = \frac{1}{\sqrt{2 \sinh (4\pi M\omega)}} \left( e^{2\pi M\omega} u_{\omega \ell m}^{up} + e^{-2\pi M\omega} \bar{u}_{\omega \ell m}^{up*} \right), \\
\omega_{\ell m}^{up} & = \frac{1}{\sqrt{2 \sinh (4\pi M\omega)}} \left( e^{2\pi M\omega} u_{\omega \ell m}^{up} + e^{-2\pi M\omega} \bar{u}_{\omega \ell m}^{up*} \right),
\end{align*}
\]

where the \(v\) are functions analogous to \(u\) but on the second exterior region of the Kruskal manifold.

We can expand the quantum field \(\psi(x)\) in terms of these modes:

\[
\psi = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \int_0^{\infty} d\omega \left[ d_{\omega \ell m}^{up} u_{\omega \ell m}^{up} + \bar{d}_{\omega \ell m}^{up} \bar{u}_{\omega \ell m}^{up} + d_{\omega \ell m}^{in} u_{\omega \ell m}^{in} + \bar{d}_{\omega \ell m}^{in} \bar{u}_{\omega \ell m}^{in} \right] + \text{h.c.} \quad (6.27)
\]

The \(d^a\) and \(\bar{d}^a\) (\(d^a\) and \(\bar{d}^a\)) operators, with \(a := \{\text{in, up}\}\), are the annihilation (creation) operators with respect to the \(w\) and \(\bar{w}\) modes, and satisfy

\[
\begin{align*}
\left[ d_{\omega \ell m}^{a}, d_{\omega \ell' m'}^{a\dagger} \right] & = \delta (\omega - \omega') \delta_{\ell \ell'} \delta_{mm'}, \\
\left[ \bar{d}_{\omega \ell m}^{a}, \bar{d}_{\omega \ell' m'}^{a\dagger} \right] & = \delta (\omega - \omega') \delta_{\ell \ell'} \delta_{mm'},
\end{align*}
\]

and

\[
d_{\omega \ell m}^{a} |0_K\rangle = \bar{d}_{\omega \ell m}^{a} |0_K\rangle = 0. \quad (6.29)
\]
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The state $|0_K\rangle$ is the Hartle-Hawking vacuum state, and it is normalised such that

$$\langle 0_K|0_K\rangle = 1. \quad (6.30)$$

In the exterior region of the hole, the modes (6.26) reduce to a simple form because the $v_\ell$ functions vanish, and if we compute the Wightman function for the Hartle-Hawking vacuum in the exterior region, we find

$$W(x, x') := \langle 0_K|\psi(x)\psi(x')|0_K\rangle$$

$$= \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \int_0^\infty \frac{d\omega}{8\pi\omega \sinh(4\pi M\omega)} \times$$

$$e^{4\pi M\omega - i\omega \Delta t} Y_{\ell m}(\theta, \phi) Y_{\ell m}^*(\theta', \phi') \left( \Phi_{\omega,\ell}^{up}(r) \Phi_{\omega,\ell}^{up}(r') + \Phi_{\omega,\ell}^{in}(r) \Phi_{\omega,\ell}^{in}(r') \right)$$

$$+ e^{-4\pi M\omega + i\omega \Delta t} Y_{\ell m}(\theta, \phi) Y_{\ell m}^*(\theta', \phi') \left( \Phi_{\omega,\ell}^{up}(r) \Phi_{\omega,\ell}^{up}(r') + \Phi_{\omega,\ell}^{in}(r) \Phi_{\omega,\ell}^{in}(r') \right),$$

with $\Delta t := t - t'$.

6.4 Static detector

6.4.1 Transition rate of the static detector in the Hartle-Hawking vacuum

Consider a detector sat at fixed radius $r > 2M$. Without loss of generality, we also choose the detector to be sat at the co-ordinates $\theta = \phi = 0$. When the detector is static, the Wightman function of the Hartle-Hawking vacuum in the exterior region (6.31) reduces to
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the form

\[ W(x, x') = \sum_{\ell, m} \int_0^\infty d\omega \frac{|Y_{\ell m}(0, 0)|^2}{4\pi \omega \sinh (4\pi M \omega)} \left( |\Phi_{\ell m}^{\text{up}}(R)|^2 + |\Phi_{\ell m}^{\text{in}}(R)|^2 \right) \cosh \left( \frac{i\omega \Delta \tau}{\sqrt{1 - 2\frac{\omega}{R}} - \frac{\omega}{R}} \right) \]

where the second equality follows from (14.30.4) in [52].

We now substitute (6.32) into the expression for the transition rate (2.11), which is valid for static situations. After interchanging the order of the \(s\)- and \(\omega\)-integrals and taking the regulator to zero, we arrive at

\[
\dot{\mathcal{F}}(E) = \int_0^\infty d\omega \sum_{\ell=0}^\infty \frac{|Y_{\ell 0}(0, 0)|^2}{4\pi \omega \sinh (4\pi M \omega)} \left( |\Phi_{\ell 0}^{\text{up}}(R)|^2 + |\Phi_{\ell 0}^{\text{in}}(R)|^2 \right) \times
\int_{-\infty}^\infty ds \ e^{-sE} \cosh \left( 4\pi M \omega - \frac{i\omega \Delta \tau}{\sqrt{1 - 2\frac{\omega}{R}}} \right) .
\]

(6.33)

The \(s\)-integral can be done analytically resulting in

\[
\dot{\mathcal{F}}(E) = \int_0^\infty d\omega \sum_{\ell=0}^\infty \frac{|Y_{\ell 0}(0, 0)|^2}{4\omega \sinh (4\pi M \omega)} \left( |\Phi_{\ell 0}^{\text{up}}(R)|^2 + |\Phi_{\ell 0}^{\text{in}}(R)|^2 \right) \times
\left[ e^{4\pi M \omega \delta \left( E + \frac{\omega}{\sqrt{1 - 2\frac{\omega}{R}}} \right)} + e^{-4\pi M \omega \delta \left( E - \frac{\omega}{\sqrt{1 - 2\frac{\omega}{R}}} \right)} \right] .
\]

(6.34)

The factors \(|\Phi_{\ell m}^{\text{up}}(R)|\) and \(|\Phi_{\ell m}^{\text{in}}(R)|\) can be extended to negative values of \(\omega\) by symmetry.
This allows one to write the transition rate as

\[
\dot{\mathcal{F}} (E) = \sum_{l=0}^{\infty} |Y_{l0}(0,0)|^2 \sqrt{1 - \frac{2M}{R}} \left( |\Phi_{\omega l}^{\text{up}}(R)|^2 + |\Phi_{\omega l}^{\text{in}}(R)|^2 \right) \times \\
\left[ e^{-4\pi ME\sqrt{1-2M/R} \Theta(-E)} - 4E\sqrt{1-2M/R} \sinh (4\pi ME\sqrt{1-2M/R}) \right] - 4E\sqrt{1-2M/R} \sinh (4\pi ME\sqrt{1-2M/R})
\]

(6.35)

where \(\tilde{\omega} := E\sqrt{1-2M/R}\). This can further be simplified to

\[
\dot{\mathcal{F}} (E) = \frac{1}{2E}e^{E/T_{\text{loc}} - 1} \sum_{l=0}^{\infty} |Y_{l0}(0,0)|^2 \left( |\Phi_{\omega l}^{\text{up}}(R)|^2 + |\Phi_{\omega l}^{\text{in}}(R)|^2 \right),
\]

(6.36)

with \(T_{\text{loc}} := T_0/\sqrt{1-2M/R}\), \(T_0 := \kappa/2\pi\) and the surface gravity \(\kappa = 1/4M\).

The result (6.36) manifestly obeys the KMS condition by virtue of the fact that the modes \(\Phi_{\omega l}^{\text{up}}\) and \(\Phi_{\omega l}^{\text{in}}\) only depend on the absolute value of \(\tilde{\omega} := E\sqrt{1-2M/R}\); hence, the modes only depend on the absolute value of excitation energy. Thus, the condition

\[
\dot{\mathcal{F}} (E) = e^{-E/T_{\text{loc}}} \dot{\mathcal{F}} (-E)
\]

(6.37)

is obeyed, and the transition rate is thermal in the temperature \(T_{\text{loc}}\).

### 6.4.2 Transition rate of the static detector in the Boulware vacuum

The Boulware vacuum is analogous to the Rindler vacuum in Rindler spacetime, and it is not regular across the black hole horizon. To construct the Wightman function for the Boulware vacuum, the quantum scalar field is expanded in terms of the modes (6.23), i.e.

\[
\psi = \sum_{l=0}^{\infty} \sum_{m=-l}^{+l} \int_0^\infty d\omega \left[ b_{\omega l m}^{\text{up}} a_{\omega l m}^{\text{up}} + b_{\omega l m}^{\text{in}} a_{\omega l m}^{\text{in}} \right] + \text{h.c.},
\]

(6.38)
where the $b$ and $b^\dagger$ operators are respectively the annihilation and creation operators for the $u$ modes that satisfy the commutation relations

\[
[b_{\omega \ell m}, b_{\omega' \ell' m'}^\dagger] = \delta(\omega - \omega') \delta_{\ell \ell'} \delta_{m m'},
\]

(6.39)

and

\[
b_{\omega \ell m}|0_B \rangle = 0,
\]

(6.40)

with $a := \{\text{in}, \text{up}\}$. The state $|0_B \rangle$ is the Boulware vacuum, and it is normalised such that

\[
\langle 0_B | 0_B \rangle = 1.
\]

(6.41)

Hence, in the exterior region, the Wightman function of a scalar field in the Boulware vacuum state can be expressed as

\[
W(x, x') := \langle 0_B | \psi(x) \bar{\psi}(x') | 0_B \rangle = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \int_0^\infty d\omega \frac{Y_{\ell m}(0,0) Y_{\ell m}^*(0,0)}{4\pi \omega} e^{-i\omega \Delta t} \left( \Phi_{\omega \ell}^{\text{up}}(r) \Phi_{\omega \ell}^{\text{up}}(r') + \Phi_{\omega \ell}^{\text{in}}(r) \Phi_{\omega \ell}^{\text{in}}(r') \right).
\]

(6.42)

We specialise to a static detector: $r = r' = R$, $\Delta t = \Delta \tau / \sqrt{1 - 2M/R}$, and we can take $\theta = \theta' = \phi = \phi' = 0$ without loss of generality. For this trajectory the Wightman function reduces to

\[
W(x, x') = \sum_{\ell=0}^{\infty} \int_0^\infty d\omega \frac{|Y_{\ell 0}(0,0)|^2}{4\pi \omega} e^{-i\omega \Delta \tau / \sqrt{1 - 2M/R}} \left( | \Phi_{\omega \ell}^{\text{up}}(R) |^2 + | \Phi_{\omega \ell}^{\text{in}}(R) |^2 \right),
\]

(6.43)

where again (14.30.4) in [52] has been used.
for static situations. This allows us to switch the order the $s$- and $\omega$-integrals to obtain

$$
\dot{F}(E) = \int_0^\infty d\omega \sum_{l=0}^\infty \frac{|Y_0(0,0)|^2}{4\pi\omega} \left( |\Phi_{\omega\ell}^{up}(R)|^2 + |\Phi_{\omega\ell}^{in}(R)|^2 \right) \times
$$

$$
\int_{-\infty}^{\infty} ds \ e^{-iEs} e^{-\omega s/\sqrt{1-2M/R}},
$$

(6.44)

and performing the $s$-integral gives

$$
\dot{F}(E) = \int_0^\infty d\omega \sum_{l=0}^\infty \frac{|Y_0(0,0)|^2}{2\omega} \left( |\Phi_{\omega\ell}^{up}(R)|^2 + |\Phi_{\omega\ell}^{in}(R)|^2 \right) \times
$$

$$
\delta \left( \frac{E}{\sqrt{1-2M/R}} \right),
$$

(6.45)

which can be simplified to

$$
\dot{F}(E) = \sum_{l=0}^{\infty} \frac{|Y_0(0,0)|^2}{2|E|} \left( |\Phi_{\omega\ell}^{up}(R)|^2 + |\Phi_{\omega\ell}^{in}(R)|^2 \right) \Theta(-E),
$$

(6.46)

where $\tilde{\omega} := E\sqrt{1-2M/R}$. We note that when the field is in the Boulware vacuum, the transition rate for the static detector is only non-zero for negative energies of the detector, i.e. de-excitations. The result (6.46) is very similar to the transition rate for the inertial detector in flat spacetime, $-E\Theta(-E)/2\pi$, only with modifications due to the curvature of spacetime. This is what one would expect for the Boulware vacuum.

### 6.4.3 Transition rate of the static detector in the Unruh vacuum

The Unruh vacuum mimics the geometric effects of a collapsing star, and it represents a time-asymmetric flux of radiation from the black hole. The Unruh mode construction, (6.26), is applied only to the up-modes that originate on $\mathcal{H}^-$ and not to the in-modes originating on $\mathcal{I}^-$. Hence, the Wightman function in the Unruh vacuum is defined by first expanding the
quantum scalar field as
\[
\psi = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \int_0^\infty d\omega \left[ d_{\omega \ell m}^\text{up} u_{\omega \ell m}^\text{up} + d_{\omega \ell m}^\text{down} \bar{u}_{\omega \ell m}^\text{down} + b_{\omega \ell m}^\text{in} u_{\omega \ell m}^\text{in} \right] + \text{h.c.},
\]
(6.47)
where now
\[
b_{\omega \ell m}^\text{in} |0_U\rangle = d_{\omega \ell m}^\text{up} |0_U\rangle = \bar{d}_{\omega \ell m}^\text{up} |0_U\rangle = 0,
\]
(6.48)
with $|0_U\rangle$ the Unruh vacuum state. The annihilation and creation operators $b$, $d$ and $b^\dagger$, $d^\dagger$ satisfy the commutation relations given in (6.28) and (6.39). Hence, the Wightman function of a scalar field in this vacuum state can be expressed as
\[
W(x, x') := \langle 0_U | \psi(x) \psi(x') | 0_U \rangle = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \int_0^\infty d\omega \left[ u_{\omega \ell m}^\text{up}(x) u_{\omega \ell m}^\text{up}(x') + \bar{u}_{\omega \ell m}^\text{up}(x) \bar{u}_{\omega \ell m}^\text{up}(x') + u_{\omega \ell m}(x) u_{\omega \ell m}(x') \right].
\]
(6.49)
In the exterior region, this reduces to
\[
W(x, x') = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \int_0^\infty d\omega \left[ e^{4\pi M \omega - i\omega \Delta t} Y_{\ell m}(\theta, \phi) Y_{\ell m}^*(\theta', \phi') \Phi_{\omega \ell m}^\text{up}(r) \Phi_{\omega \ell m}^\text{up}(r') \right. \\
\left. + e^{-4\pi M \omega + i\omega \Delta t} Y_{\ell m}(\theta, \phi) Y_{\ell m}^*(\theta', \phi') \Phi_{\omega \ell m}^\text{up}(r) \Phi_{\omega \ell m}^\text{up}(r') \right] \\
+ \left[ \frac{e^{-i\omega \Delta t}}{4\pi \omega} \frac{Y_{\ell m}(\theta, \phi) Y_{\ell m}^*(\theta', \phi') \Phi_{\omega \ell m}^\text{in}(r) \Phi_{\omega \ell m}^\text{in}(r')}{8\pi \omega \sinh(4\pi M \omega)} \right],
\]
(6.50)
with $\Delta t := t - t'$.

We specialise to a static detector: $r = r' = R$, $\Delta t = \Delta \tau / \sqrt{1 - 2M/R}$, and we can take $\theta = \theta' = \phi = \phi' = 0$ without loss of generality. On this trajectory, the Wightman function
reduces to
\[
W(x, x') = \sum_{\ell=0}^{\infty} \int_{0}^{\infty} d\omega \ |Y_{\ell 0}(0,0)|^2 \times \\
\left[ \left| \Phi^{up}_{\omega \ell}(R) \right|^2 \frac{e^{4\pi \omega - i\omega \Delta \tau / \sqrt{1-2M/R} \omega} + e^{-4\pi \omega + i\omega \Delta \tau / \sqrt{1-2M/R} \omega}}{8\pi \omega \sinh (4\pi M \omega)} \right] \right. \\
\left. \left. + \left| \Phi^{in}_{\omega \ell}(R) \right|^2 \frac{e^{-i\omega \Delta \tau / \sqrt{1-2M/R} \omega}}{4\pi \omega} \right] \right) \quad (6.51)
\]
where again (14.30.4) in [52] has been used. We substitute the Wightman function (6.51) into transition rate (2.11), and after commuting the $\omega$- and $s$-integrals, we obtain
\[
\dot{F}(E) = \int_{0}^{\infty} d\omega \sum_{\ell=0}^{\infty} |Y_{\ell 0}(0,0)|^2 \times \\
\left[ \frac{|\Phi^{up}_{\omega \ell}(R)|^2}{8\pi \omega \sinh (4\pi M \omega)} \left( e^{4\pi \omega - i\omega \Delta \tau / \sqrt{1-2M/R} \omega} + e^{-4\pi \omega + i\omega \Delta \tau / \sqrt{1-2M/R} \omega} \right) \right] \\
\left. + \frac{|\Phi^{in}_{\omega \ell}(R)|^2}{4\pi \omega} \int_{-\infty}^{\infty} ds e^{-i\omega \Delta \tau / \sqrt{1-2M/R} \omega} \right). \\
(6.52)
\]
The $s$-integrals can be done analytically, as in the Hartle-Hawking and Boulware vacuum static calculations, and the result for the transition rate is
\[
\dot{F}(E) = \sum_{\ell=0}^{\infty} |Y_{\ell 0}(0,0)|^2 \left[ \frac{|\Phi^{up}_{\omega \ell}(R)|^2}{2E \left( e^{E/T_{\text{loc}}} - 1 \right)} - \frac{|\Phi^{in}_{\omega \ell}(R)|^2}{2E} \Theta(-E) \right], \quad (6.53)
\]
where $\tilde{\omega} := E \sqrt{1 - 2M/R}$ and $T_{\text{loc}} := T_0 / \sqrt{1 - 2M/R}$, with $T_0 := \kappa / 2\pi$.

### 6.5 Transition rate for detector on a circular geodesic

In this section, we investigate the transition rate of a detector orbiting the Schwarzschild black hole on a circular geodesic. Explicitly, the detector trajectory to be considered is
\[
r = R, \quad \theta = \frac{\pi}{2}, \quad t = a\tau, \quad \phi = b\tau, \quad (6.54)
\]
where \( R > 3M \) and
\[
a := \sqrt{\frac{R}{R - 3M}},
\]
\[
b := \sqrt{\frac{M}{R^2(R - 3M)}}.
\]

### 6.5.1 Transition rate of a detector in the Hartle-Hawking vacuum on a circular geodesic

We first obtain the Wightman function for a detector on a circular geodesic in the Hartle-Hawking vacuum by substituting (6.54) into (6.31) and expanding the spherical harmonics. We obtain
\[
W(x, x') = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \int_0^\infty d\omega \frac{(\ell - m)!|P_\ell^m(0)|^2}{32\pi^2\omega(l + m)!\sinh (4\pi M\omega)\times}
\]
\[
|\Phi_{\omega\ell}^{up}(R)|^2 + |\Phi_{\omega\ell}^{in}(R)|^2 \left[ e^{4\pi M\omega - i\omega s + imb} + e^{-4\pi M\omega + i\omega s - imb} \right],
\]
where \( s = \Delta \tau \). Additionally, one can use (14.7.17) of [52] to see that the contribution to the Wightman function will vanish unless \( \ell + m \) is even. This means that for a given \( \ell \) we can set \( m \equiv \ell \) (mod2). We use (6.56) in (2.11), and as in the static section, we can evaluate the \( s \)-integral analytically. The resulting expression reads
\[
\dot{\mathcal{F}}(E) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \int_0^\infty d\omega \frac{(\ell - m)!|P_\ell^m(0)|^2}{16\pi\omega(l + m)!\sinh (4\pi M\omega)\times}
\]
\[
|\Phi_{\omega\ell}^{up}(R)|^2 + |\Phi_{\omega\ell}^{in}(R)|^2 \left[ e^{4\pi M\omega - i\omega s + mb} + e^{-4\pi M\omega + i\omega s - mb} \right],
\]
Evaluating the integral over \( \omega \), we finally obtain
\[
\dot{\mathcal{F}}(E) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \frac{(\ell - m)!|P_\ell^m(0)|^2}{16\pi(l + m)!} \times
\]
\[
\left[ \frac{|\Phi_{\omega\ell}^{up}(R)|^2 + |\Phi_{\omega\ell}^{in}(R)|^2}{a\omega_- \sinh (4\pi M\omega_-)} e^{4\pi M\omega_- \Theta(mb - E)} \right.
\]
\[
+ \left. \frac{|\Phi_{\omega\ell}^{up}(R)|^2 + |\Phi_{\omega\ell}^{in}(R)|^2}{a\omega_+ \sinh (4\pi M\omega_+)} e^{-4\pi M\omega_+ \Theta(mb + E)} \right].
\]
6.5 Circular geodesic

\[ \omega_{\pm} := \frac{mb \pm E}{a}. \]  

(6.59)

6.5.2 Transition rate for detector on a circular geodesic in the Boulware vacuum

We start by substituting (6.54) into (6.42), and we expand the spherical harmonics. The Wightman function then reads

\[
W(x, x') = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \int_{0}^{\infty} d\omega \frac{(\ell - m)! (2\ell + 1) |P^m(0)|^2}{16\pi^2 \omega (\ell + m)!} e^{imb \Delta \tau - im\omega \Delta \tau} \times |P_{m \ell}(0)|^2 \frac{1}{8\pi \omega (\ell + m)!} \left( |\Phi^{\text{up}}_{\omega \ell}(R)|^2 + |\Phi^{\text{in}}_{\omega \ell}(R)|^2 \right). 
\]

(6.60)

We substitute this Wightman function into (2.11), and we evaluate the \(s\)-integral analytically. The resulting expression for the transition rate is

\[
\dot{F}(E) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \int_{0}^{\infty} d\omega \frac{(\ell - m)! (2\ell + 1) |P^m(0)|^2}{8\pi \omega (\ell + m)!} \left( |\Phi^{\text{up}}_{\omega \ell}(R)|^2 + |\Phi^{\text{in}}_{\omega \ell}(R)|^2 \right) \times \delta \left( a\omega - (mb - E) \right). 
\]

(6.61)

Evaluating the \(\omega\)-integral yields

\[
\dot{F}(E) = \frac{1}{a} \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \frac{(\ell - m)! (2\ell + 1) |P^m(0)|^2}{8\pi \omega_{-} (\ell + m)!} \left( |\Phi^{\text{up}}_{\omega - \ell}(R)|^2 + |\Phi^{\text{in}}_{\omega - \ell}(R)|^2 \right) \times \Theta(mb - E),
\]

(6.62)

with

\[
\omega_{-} := \frac{mb - E}{a}. \]  

(6.63)
6.5.3 Transition rate for detector on a circular geodesic in the Unruh vacuum

This time we substitute (6.54) into (6.50), and we expand the spherical harmonics. The Wightman function then reads

\[
W(x, x') = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \int_0^\infty d\omega \frac{(\ell - m)![(2\ell + 1)|P_\ell^m(0)|^2}{16\pi^2(\ell + m)!} \times \left[ \frac{\Phi_{\omega \ell}^{up}(R)\big|^2}{2\omega \sinh(4\pi M\omega)} \left(e^{4\pi M\omega-i\omega\Delta \tau + imb\Delta \tau} + e^{-4\pi M\omega+i\omega\Delta \tau - imb\Delta \tau}\right) + \frac{\Phi_{\omega \ell}^{in}(R)\big|^2}{\omega} e^{-i\omega\Delta \tau + imb\Delta \tau}\right].
\]

Substituting this Wightman function into (2.11) and evaluating the \( s \)-integral analytically, the transition rate is

\[
\dot{F}(E) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \int_0^\infty d\omega \frac{(\ell - m)![(2\ell + 1)|P_\ell^m(0)|^2}{8\pi(\ell + m)!} \times \left[ \frac{\Phi_{\omega \ell}^{up}(R)\big|^2}{2\omega \sinh(4\pi M\omega)} \left(e^{4\pi M\omega \delta(E + a\omega - mb)} + e^{-4\pi M\omega \delta(E - a\omega + mb)}\right) \Theta(mb - E) + \frac{\Phi_{\omega \ell}^{in}(R)\big|^2}{\omega} \delta(E + a\omega - mb)\right].
\]

Evaluating the \( \omega \)-integral yields

\[
\dot{F}(E) = \frac{1}{a} \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \frac{(\ell - m)![(2\ell + 1)|P_\ell^m(0)|^2}{8\pi(\ell + m)!} \times \left[ \frac{\Phi_{\omega \ell}^{up}(R)\big|^2}{2\omega_- \sinh(4\pi M\omega_-)} e^{4\pi M\omega_-} + \frac{\Phi_{\omega \ell}^{in}(R)\big|^2}{\omega_-} \Theta(mb - E) \right]
\]

\[
+ \frac{\Phi_{\omega \ell}^{up}(R)\big|^2}{2\omega_+ \sinh(4\pi M\omega_+)} e^{-4\pi M\omega_+} \Theta(mb + E),
\]

with

\[
\omega_{\pm} := \frac{mb \pm E}{a}.
\]
6.6 Comparison with a Rindler observer

The analogy between the right-hand Rindler wedge and the exterior Schwarzschild spacetime is well known [21]. It seems a natural question to ask if the experience of the static detector, which we have described in the previous sections, is related to the experience of a detector in Rindler spacetime on a Rindler trajectory. Similarly, we ask if the experience of a detector on a circular geodesic in Schwarzschild spacetime is related to that of a detector on a Rindler trajectory but given some boost in the transverse direction.

The Rindler observer’s trajectory in (3+1)-dimensional Minkowski spacetime is specified by

\[
x(\tau) = \frac{1}{a} (\sinh (a\tau), \cosh (a\tau), L, 0),
\]

where \(a\) is the proper acceleration and \(L\) is a real constant. The transition rate for a detector on such a trajectory is given by [21]

\[
\tilde{\mathcal{F}}(E) = \frac{E}{2\pi} \frac{1}{e^{E/T} - 1},
\]

where \(T := a/2\pi\) is the temperature. Recalling that the local temperature we found for the static detector in Schwarzschild is \(T_{\text{loc}} := \kappa/(2\pi \sqrt{1 - 2M/R})\), this suggests that the transition rate for the static detector at radius \(R\) should be compared with the transition rate of a Rindler detector with proper acceleration

\[
a = \sqrt{\frac{1}{1 - \frac{2M}{R}}},
\]

\(\kappa = \frac{\kappa}{2\pi \sqrt{1 - 2M/R}}\) (6.70)

The results of the comparison with the static detector at radius \(R\) in Schwarzschild and the Rindler detector with proper acceleration (6.70) will be examined in Section 6.8.1.

Next, consider the Rindler observer with proper acceleration \(a\) but with constant drift-velocity in the transverse \(y\)-direction:

\[
x(\tau')_{\text{drift}} = \frac{1}{a} (\sinh (q\tau'), \cosh (q\tau'), p\tau', 0),
\]

\(\kappa = \frac{\kappa}{2\pi \sqrt{1 - 2M/R}}\) (6.71)
where \( q \) and \( p \) are real constants. Note that in order for the four-velocity to be correctly normalised, we require that
\[
a^2 = q^2 - p^2.
\]
(6.72)

In Schwarzschild spacetime, the static detector has four-velocity given by
\[
U_{\text{static}} = \left( \sqrt{\frac{R}{R - 2M}}, 0, 0, 0 \right),
\]
(6.73)
and the circular-geodesic trajectory, specified by (6.54) and (6.55), has four-velocity
\[
U_{\text{circ}} = \left( \sqrt{\frac{R}{R - 3M}}, 0, 0, \sqrt{\frac{M}{R^2(R - 3M)}} \right).
\]
(6.74)
It follows that
\[
U_{\text{circ}} \cdot U_{\text{static}} = -\sqrt{\frac{R - 2M}{R - 3M}}.
\]
(6.75)

We want to compare the Rindler detector with transverse drift to the circular-geodesic detector in Schwarzschild. In order to make this comparison, we demand that the four-velocity inner product \( U_{\text{drift}} \cdot U_{\text{Rindler}} \) matches that of (6.75), where \( U_{\text{Rindler}} \) and \( U_{\text{drift}} \) are the four-velocity of the Rindler detector and Rindler detector with drift in the transverse direction respectively. Taking this four velocity dot product must be done when the Rindler and Rindler plus drift observers are at the same spacetime point. Comparison of (6.68) and (6.71) shows that in order to be at the same point we must demand \( a\tau = qt' \) and \( \tau' = L/p \). This means that at this spacetime point
\[
U_{\text{Rindler}} = \left( \cosh \left( \frac{qL}{p} \right), \sinh \left( \frac{qL}{p} \right), 0, 0 \right),
\]
(6.76)
\[
U_{\text{drift}} = \left( \frac{q}{a} \cosh \left( \frac{qL}{p} \right), \frac{q}{a} \sinh \left( \frac{qL}{p} \right), p, 0 \right),
\]
so that
\[
U_{\text{Rind}} \cdot U_{\text{drift}} = -\frac{q}{a}.
\]
(6.77)
This means that we want
\[ q = \frac{1}{4M} \sqrt{\frac{R}{R - 3M}} , \]  
and by virtue of (6.70) and (6.72), we have
\[ p = \frac{1}{4M} \sqrt{\frac{MR}{(R - 3M)(R - 2M)}} . \]

The transition rate for the Rindler plus drift detector can now easily be computed. By (6.71) we first note that the Minkowski interval is
\[ \Delta x^2 = \frac{p^2}{a^2} \Delta \tau^2 - \frac{4}{a^2} \sinh^2 \left( \frac{q \Delta \tau}{2} \right) . \]

This can be substituted into the transition rate found in [31], and the results of the comparison with the detector on a circular geodesic in Schwarzschild will be examined in Section 6.8.2.

We also would like to see if the comparison between the detector on a circular geodesic in Schwarzschild and the detector on a Rindler trajectory plus drift becomes better if we make the transverse direction, in which the Rindler detector is drifting, periodic. The proper-time period for the circular-geodesic detector in Schwarzschild to complete a loop is
\[ P := 2\pi \sqrt{\frac{R^2(R - 3M)}{M}} . \]

We wish to identify the transverse direction of Minkowski spacetime that our Rindler plus drift detector exists on by the same period in proper time. This means identifying the points
\[ y(\tau) \sim y(\tau + nP) = y(\tau) + npP/a , \]
where \( n \) is an integer. In order to get the transition rate of the Rindler plus drift detector on flat spacetime with periodic boundary conditions in the transverse drift direction, we
employ the method of images. This results in the square interval
\[
\Delta x_n^2 = -\frac{4}{a^2} \sinh^2 \left( \frac{q \Delta \tau}{2} \right) + \left[ \frac{n \Delta \tau}{a} + \frac{npP}{a} \right]^2, \quad n \in \mathbb{Z}.
\] (6.83)

We substitute this interval into the transition rate (2.11) and perform the image sum over \( n \). Because the periodicity could lead to singularities at \( \Delta \tau \neq 0 \), not dealt with by the Hadamard short distance form, we need the form of the transition rate with regulator intact. The exception, of course, is the \( n = 0 \) term for which we can use the form of the transition rate found in [31] with the regulator already taken to zero, see also Chapter 4, where such singularities were also encountered and dealt with. For the \( n \neq 0 \) terms, the transition rate can be written as

\[
\dot{F}(E) = -\frac{a^2}{2q} \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dr \ e^{-2iEr/q} \frac{1}{\left[ \sinh^2 (r) - \left( \frac{rp}{q} + \frac{npP}{2} \right)^2 \right]} \\
= -\frac{a^2}{4q} \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dr \ e^{-2iEr/q} \left( \frac{1}{\sinh (r) - \left( \frac{rp}{q} + \frac{npP}{2} \right)} - \frac{1}{\sinh (r) + \left( \frac{rp}{q} + \frac{npP}{2} \right)} \right),
\] (6.84)

where the \( i \epsilon \) prescription amounts to giving \( r \) a small, negative, imaginary part near the singularities on the real axis.

We evaluate (6.84) numerically. We first use Mathematica’s ‘FindRoot’ function to solve the transcendental equations that specify the singularities in the integrand. With the singularities known, we compute the integral in (6.84) by using Mathematica’s ‘CauchyPrincipalValue’ method of ‘NIntegrate’ and adding the contribution from the small semi-circle contours that pass around the singularities in the lower half-plane. The sum is cut off at some suitable value of \( |n| \) when convergence has occurred to the desired precision.

### 6.7 Radially-infalling detector in Schwarzschild

In this section, we shall examine a detector that falls radially on a geodesic into the Schwarzschild black hole. We are interested in the case where the detector starts at rest at \( r \to \infty \).
and then falls radially inward toward the hole.

The equations that specify the motion are

\begin{align}
\frac{dt}{d\tau} &= \frac{1}{1 - 2M/r}, \\
\frac{dr}{d\tau} &= -\sqrt{2M/r}, \\
\theta &= 0, \\
\phi &= 0.
\end{align}

Solving these, we find the trajectory is given by

\begin{align}
\left(\frac{r}{r_H}\right) &= \left(\frac{\tau}{\tau_H}\right)^{2/3}, \\
t &= 3\tau_H \left(\frac{\tau}{\tau_H}\right)^{1/3} + \tau - 3\tau_H \arctanh \left[\left(\frac{\tau}{\tau_H}\right)^{-1/3}\right], \\
\theta &= 0, \\
\phi &= 0.
\end{align}
with

\[ r_H := 2M, \]

\[ \tau_H := -\frac{4M}{3}. \]

The additive constant in \( \tau \) has been chosen so that \(-\infty < \tau < 0\), with \( \tau \to 0 \) as \( r \to 0 \). In terms of the Kruskal co-ordinates (5.39), the trajectory reads

\[
\bar{u} = -4M \left( \frac{\tau}{\tau_H} \right)^{1/3} \exp \left[ \frac{1}{2} \left( \frac{\tau}{\tau_H} \right)^{2/3} + \frac{1}{3} \left( \frac{\tau}{\tau_H} \right) \right],
\]

\[
\bar{v} = 4M \left( \frac{\tau}{\tau_H} \right)^{1/3} \exp \left[ -\frac{1}{2} \left( \frac{\tau}{\tau_H} \right)^{2/3} - \frac{1}{3} \left( \frac{\tau}{\tau_H} \right) \right].
\]

If we start by restricting our attention to the exterior (\( \bar{v} > 0, \bar{u} < 0 \)) of the black hole, we find that the modes (6.26) may be written in terms of the Kruskal co-ordinates as

\[
\tilde{u}_{\omega \ell m}^{\text{in}} = e^{2\pi M \omega} \left[ e^{i \omega r^*} \Phi_{\omega \ell m}^{\text{in}}(r) \right] \frac{Y_{\ell m}(\theta, \phi)}{\sqrt{8\pi \omega} \sinh (4\pi M \omega)} (\bar{u})^{-i4M\omega},
\]

\[
\tilde{v}_{\omega \ell m}^{\text{in}} = e^{-2\pi M \omega} \left[ e^{i \omega r^*} \Phi_{\omega \ell m}^{\text{in}}(r) \right]^* \frac{Y_{\ell m}^*(\theta, \phi)}{\sqrt{8\pi \omega} \sinh (4\pi M \omega)} (\bar{v})^{i4M\omega},
\]

\[
\tilde{u}_{\omega \ell m}^{\text{up}} = e^{2\pi M \omega} \left[ e^{-i \omega r^*} \Phi_{\omega \ell m}^{\text{up}}(r) \right] \frac{Y_{\ell m}(\theta, \phi)}{\sqrt{8\pi \omega} \sinh (4\pi M \omega)} (-\bar{u})^{i4M\omega},
\]

\[
\tilde{v}_{\omega \ell m}^{\text{up}} = e^{-2\pi M \omega} \left[ e^{-i \omega r^*} \Phi_{\omega \ell m}^{\text{up}}(r) \right]^* \frac{Y_{\ell m}^*(\theta, \phi)}{\sqrt{8\pi \omega} \sinh (4\pi M \omega)} (-\bar{v})^{-i4M\omega}.
\]

Also note that by virtue of (6.15), the combination \( e^{i \omega r^*} \Phi_{\omega \ell m}^{\text{in}}(r) \) remains regular as we cross the future horizon; we shall use this fact when we come to examine trajectories that cross this horizon.

We work in the Hartle-Hawking vacuum state (which is regular across all the horizons) and use the modes (6.89) in (6.27), along with the radial-infall trajectory equations, to form the Wightman function for the Hartle-Hawking vacuum state that is valid in the exterior.
region. This Wightman function reads

\[ W(x, x') := \langle 0_K | \psi(x) \phi(x') | 0_K \rangle = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \int_0^\infty \frac{d\omega}{32\pi^2 \omega \sinh(4\pi M \omega)} \times \]

\[
\left[ e^{i4\pi \omega} \left( \tilde{\Phi}_{\omega \ell}^{\uparrow} (r) \tilde{\Phi}_{\omega \ell}^{\uparrow*} (r') \right) \left( \frac{u}{v'} \right)^{i4\lambda \omega} + \tilde{\Phi}_{\omega \ell}^{\downarrow} (r) \tilde{\Phi}_{\omega \ell}^{\downarrow*} (r') \left( \frac{v}{u'} \right)^{i4\lambda \omega} \right] + e^{-i4\pi \omega} \left( \tilde{\Phi}_{\omega \ell}^{\uparrow*} (r) \tilde{\Phi}_{\omega \ell}^{\downarrow} (r') \left( \frac{u}{v'} \right)^{-i4\lambda \omega} + \tilde{\Phi}_{\omega \ell}^{\downarrow*} (r) \tilde{\Phi}_{\omega \ell}^{\uparrow} (r') \left( \frac{v}{u'} \right)^{-i4\lambda \omega} \right) \]

where \( \tilde{\Phi}_{\omega \ell}^{\uparrow} (r) := e^{-i\omega r} \Phi_{\omega \ell}^{\uparrow} (r) \) and \( \tilde{\Phi}_{\omega \ell}^{\downarrow} (r) := e^{i\omega r} \Phi_{\omega \ell}^{\downarrow} (r) \).

### 6.7.1 Continuing the modes across the horizon

The in-modes take a simple form near the horizon, and we can easily continue them across the horizon. The up-modes, on the other hand, are a linear combination of ingoing and outgoing modes near the horizon. We can use (6.15) and (6.16) in order to write the up-modes in terms of the in-modes, which we know how to continue across the horizon; therefore, we can also continue the up-modes through to the interior of the black hole. Recalling the normalisation factors (6.19) and (6.20), the relation between the normalised up-modes and in-modes is

\[ \Phi_{\omega \ell}^{\uparrow} (r) = \frac{1}{2M} \left[ A_{\omega \ell}^{\uparrow} \Phi_{\omega \ell}^{\text{in}} (r) + \frac{1}{B_{\omega \ell}^{\text{in}}} \Phi_{\omega \ell}^{\text{in}*} (r) \right]. \]
As mentioned earlier, the combination \( \tilde{\Phi}_{\omega \ell}^{in} \) is regular through the horizon; hence, for example, the up-mode in the exterior region can be written as

\[
w_{\omega \ell m}^{up} = \frac{e^{2\pi M \omega}}{2M \sqrt{8\pi \omega \sinh (4\pi M \omega)}} \left[ \frac{A_{\omega \ell}^{up}}{B_{\omega \ell}^{in}} \tilde{\Phi}_{\omega \ell}^{in} \left( \frac{\bar{v}}{4M} \right)^{-4M \omega} \right.
\]

\[
+ \left. \frac{\tilde{\Phi}_{\omega \ell}^{in}}{B_{\omega \ell}^{in}} \left( \frac{-\bar{u}}{4M} \right)^{4M \omega} \right], \quad \bar{u} < 0,
\]

and we analytically continue this into the interior via the lower half of the complex \( \bar{u} \) plane. We obtain

\[
w_{\omega \ell m}^{up} = \frac{Y_{\ell m}(\theta, \phi)}{2M \sqrt{8\pi \omega \sinh (4\pi M \omega)}} \left[ e^{2\pi M \omega} \frac{A_{\omega \ell}^{up}}{B_{\omega \ell}^{in}} \tilde{\Phi}_{\omega \ell}^{in} \left( \frac{\bar{v}}{4M} \right)^{-4M \omega} \right.
\]

\[
+ \left. e^{-2\pi M \omega} \frac{\tilde{\Phi}_{\omega \ell}^{in}}{B_{\omega \ell}^{in}} \left( \frac{-\bar{u}}{4M} \right)^{4M \omega} \right], \quad \bar{u} > 0.
\]

Similarly, we analytically continue the \( \tilde{w}^{up} \) mode:

\[
w_{\omega \ell m}^{up} = \frac{e^{-2\pi M \omega} Y_{\ell m}^{*}(\theta, \phi)}{2M \sqrt{8\pi \omega \sinh (4\pi M \omega)}} \left[ e^{-2\pi M \omega} \frac{A_{\omega \ell}^{up}}{B_{\omega \ell}^{in}} \tilde{\Phi}_{\omega \ell}^{in} \left( \frac{\bar{v}}{4M} \right)^{4M \omega} \right.
\]

\[
+ \left. e^{2\pi M \omega} \frac{\tilde{\Phi}_{\omega \ell}^{in}}{B_{\omega \ell}^{in}} \left( \frac{-\bar{u}}{4M} \right)^{-4M \omega} \right], \quad \bar{u} < 0,
\]

into

\[
\tilde{w}_{\omega \ell m}^{up} = \frac{Y_{\ell m}^{*}(\theta, \phi)}{2M \sqrt{8\pi \omega \sinh (4\pi M \omega)}} \left[ e^{-2\pi M \omega} \frac{A_{\omega \ell}^{up}}{B_{\omega \ell}^{in}} \tilde{\Phi}_{\omega \ell}^{in} \left( \frac{\bar{v}}{4M} \right)^{4M \omega} \right.
\]

\[
+ \left. e^{2\pi M \omega} \frac{\tilde{\Phi}_{\omega \ell}^{in}}{B_{\omega \ell}^{in}} \left( \frac{-\bar{u}}{4M} \right)^{-4M \omega} \right], \quad \bar{u} > 0.
\]

The in-modes are simply

\[
w_{\omega \ell m}^{in} = \frac{e^{2\pi M \omega} \tilde{\Phi}_{\omega \ell}^{in}(r) Y_{\ell m}(\theta, \phi)}{\sqrt{8\pi \omega \sinh (4\pi M \omega)}} \left( \frac{-\bar{u}}{4M} \right)^{-4M \omega},
\]

\[
\tilde{w}_{\omega \ell m}^{in} = \frac{e^{-2\pi M \omega} \tilde{\Phi}_{\omega \ell}^{in}(r) Y_{\ell m}^{*}(\theta, \phi)}{\sqrt{8\pi \omega \sinh (4\pi M \omega)}} \left( \frac{-\bar{u}}{4M} \right)^{4M \omega},
\]
valid for \( \bar{u} \in \mathbb{R} \). Numerically, these modes and their continuations can be used to form the Wightman function by using Mathematica’s pattern constraints to test whether \( x \) and \( x' \) are in the interior or exterior of the hole and then to choose the appropriate form of the modes to substitute into the first equality of (6.90), which is valid in both the interior and exterior regions of the hole.

### 6.7.2 Evaluation of the transition rate

In four-dimensional curved spacetime, the transition rate takes the form [19]

\[
\dot{\mathcal{J}}_{\tau_f}(E) = -\frac{E}{4\pi} + 2 \int_{0}^{\Delta \tau} \text{Re} \left[ e^{-iE_s W_0(\tau_f, \tau_f - s)} + \frac{1}{4\pi^2 s^2} \right] + \frac{1}{2\pi^2 \Delta \tau}, \tag{6.97}
\]

where \( \tau_f \) and \( \tau_i \) are respectively the switch-off and switch-on times of the detector, \( \Delta \tau := \tau_f - \tau_i \) and \( W_0 \) is the Wightman function where the regulator has been taken point-wise to zero.

Computationally, it will be most efficient if we can commute the \( s \)-integral appearing in the transition rate (6.97) with the \( \omega \)-integral and \( \ell \)-sum appearing in the Wightman function. This way we can use Mathematica’s ‘NDSolve’ function to solve the ordinary differential equation (6.5) for a given \((\omega, \ell)\) only once, and then compute the \( s \)-integral over the entire range of flight for this \((\omega, \ell)\). However, if we substitute (6.90) into (6.97) and attempt, naively, to commute the integral order, we face potential issues at small \( s \); the \( 1/4\pi^2 s^2 \) term currently cancels the singularity arising at small \( s \), but if we switch the \( s \)-integral and \( \omega \)-integral in the \( W_0 \) term, this cancellation will no longer occur.

We shall explain how to deal with these small-\( s \) issues in Sections 6.7.3 and 6.7.4. Once we have dealt with these issues, we fix the detector’s excitation energy \( E \), and we fix the initial radius of the detector — effectively by fixing the switch-on proper time, \( \tau_i \). We then evaluate the transition rate by using ‘NDSolve’ to solve the ordinary differential equation (6.5) for each given \((\omega, \ell)\) over the desired range of radial flight. We take \( \omega \) and the proper time at which the detector is switched off, \( \tau_f \), to be on a grid, for example, \( \omega = 1/10, 2/10, \ldots, \omega_{\text{cutoff}} \) and \( \tau_f = -80, -79, \ldots, -40 \). As \( \ell \) becomes larger, the contributions these modes make
becomes increasingly negligible, and we only gather data values in $\ell$ up to an $\omega$-dependent upper-limit (as $\omega$ increases this cut-off must be at larger and larger values of $\ell$). For each $\omega$, $\ell$, $\tau_f$ point, we then numerically perform the $s$-integral using 'NIntegrate'. With this data gathered, we next numerically sum over $\ell$ for each $\omega$, $\tau_f$ point on the grid. With the $\ell$-sum complete, we use Mathematica to interpolate the resulting integrand to produce a function of $\omega$ for each $\tau_f$ point. Finally, we use 'NIntegrate' to numerically evaluate the $\omega$-integral. The result is the transition rate as a function of the switch-off time, $\tau_f$.

### 6.7.3 Method to deal with small-$s$ divergence in exterior

To deal with these small-$s$ issues, we note that it is possible to write the $1/s^2$ factor as the Wightman function of a massless scalar field in 3+1 Minkowski spacetime, which can be expressed as a mode sum in spherical co-ordinates, with an integral over $\omega$ and a sum over $\ell$, $m$. The flat spacetime $s = 0$ divergence and curved spacetime $s = 0$ divergence match mode by mode. Written in terms of spherical co-ordinates, the Wightman function of the massless scalar field in 3+1 Minkowski spacetime reads

$$ W_M(x, x') = \int_0^\infty \sum_{\ell=0}^\infty d\omega \frac{(2\ell + 1)\omega}{4\pi^2} j_\ell(R\omega)j_\ell(R'\omega) e^{-\omega \Delta T}, $$

(6.98)

where the $j_\ell$ are spherical Bessel functions, $T$ and $R$ are the Minkowski co-ordinates and we have used the fact that we are on a radial-infall trajectory to eliminate the $m$ dependence. The Wightman function (6.98) can be shown to be equal to (see Chapter 3) the alternative form:

$$ W_M(x, x') = \frac{1}{4\pi^2} \frac{1}{-\Delta T^2 + \Delta R^2}. $$

(6.99)
6.7 Radially-infalling detector

We shall use this fact to replace the $1/s^2$ term. First, we note that $s > 0$ and we are on a timelike trajectory; we would like to choose $T$, $T'$, $R$, $R'$ as functions of $s$ such that

$$
\frac{1}{4\pi^2 s^2} = \frac{1}{4\pi^2 [\Delta T^2 - \Delta R^2]}
= \frac{1}{4\pi^2 [-\Delta T^2 + \Delta R^2]}
= -W_M(T, R; T', R'),
$$

(6.100)

where here the Minkowski co-ordinates, $T$ and $R$, are some yet to be determined functions of $s$. Thus, we demand that

$$
\Delta T = \sqrt{s^2 + \Delta R^2},
$$

(6.101)

The relation (6.101) does not uniquely specify $T$, $T'$, $R$, $R'$ as functions of $s$; that is, we have some choice in their form. We find the appropriate functions of $s$ by comparing the large-$\omega$ asymptotics of the curved spacetime Wightman function with those of the Minkowski spacetime Wightman function. Consider first the large-$\omega$ asymptotics of the Minkowski spacetime Wightman function (6.98). Using the relation (10.47.3) and the large-argument asymptotic expansion (10.17.3) of [52], we find that at large $\omega$, to leading order and for a given $\ell$, the summand in the mode sum of the Wightman function (6.98) has the asymptotic form

$$
\int_0^\infty d\omega \left( \frac{2\ell + 1}{8\pi^2 \omega RR'} \right) e^{-i\omega \Delta T} \begin{cases}
2 \cos(R\omega) \cos(R'\omega), & \ell \text{ odd} \\
2 \sin(R\omega) \sin(R'\omega), & \ell \text{ even}
\end{cases}
$$

(6.102)

To get the large-$\omega$ asymptotics of the curved spacetime Wightman function in the exterior (6.90), we first note that the radial equation written in terms of the tortoise coordinate (6.3), along with (6.22), shows us that as $\omega \to \infty$ then

$$
\Phi_{up}^{\omega}(r) \to \frac{B_\ell^{up}}{2M} \frac{e^{i\omega r^*}}{r},
\Phi_{down}^{\omega}(r) \to \frac{B_\ell^{up}}{2M} \frac{e^{-i\omega r^*}}{r}.
$$

(6.103)

As $\omega \to \infty$, these high energy waves can penetrate the gravitational potential, and we
see from (6.15) and (6.16) that this means $B_{\ell}^{\text{in}} \to 1/2M$. Thus, by the Wronskian relations (6.17), $B_{\ell}^{\text{up}}/2M \to 1$ as $\omega \to \infty$. Hence, we can write the asymptotic form of the summand, for fixed $\ell$, in the Wightman function in the exterior region as

$$\int_0^\infty d\omega \frac{(2\ell + 1)}{16rr'\pi^2\omega} \left[ \left( \frac{\bar{u}}{\bar{u}'} \right)^{i4M\omega} + \left( \frac{\bar{v}}{\bar{v}'} \right)^{-i4M\omega} \right]$$

$$= \int_0^\infty d\omega \frac{(2\ell + 1) e^{-i\omega\Delta T}}{8\pi^2\omega rr'} \cos (\omega \Delta r^*) . \quad (6.104)$$

Subject to the constraint (6.101), we want to choose $T, T', R, R'$ as functions of $s$ such that the asymptotic forms of the Minkowski spacetime Wightman function (6.102) and curved spacetime Wightman function (6.104) agree. Considering (6.102), we see that we can write the trigonometric factor as

$$\begin{cases} 
\cos (\omega(R + R')) + \cos (\omega(R - R')) , & \ell \text{ odd} \\
\cos (\omega(R - R')) - \cos (\omega(R + R')) , & \ell \text{ even}.
\end{cases} \quad (6.105)$$

We can neglect the $\cos (\omega(R + R'))$ terms because these lead to the piece of the integrand having the form $\cos (\omega(R+R'))/\omega$, whose integral gets suppressed as $\omega \to \infty$. On the other hand, we are interested in the small-$s$ behaviour because it is in the coincidence limit that we expect problems of divergence to arise; thus, we cannot neglect the $\cos (\omega(R - R'))$ terms. These go to unity in the coincidence limit, which leads to the relevant part of the integrand having the form $1/\omega$ and thus a logarithmically divergent integral as $\omega \to \infty$. Hence, for the purposes of comparison with the curved spacetime Wightman function, we can write (6.102) as

$$\int_0^\infty d\omega \frac{(2\ell + 1) e^{-i\omega\Delta T}}{8\pi^2\omega rr'} \cos (\omega(R - R'))$$

$$= \int_0^\infty d\omega \frac{(2\ell + 1) e^{-i\omega\Delta T}}{8\pi^2\omega rr'} \cos (q\omega(R - R')) , \quad (6.106)$$

where to obtain the second equality, we changed variables as $\omega = q\Omega$, where $q$ is a real constant, before changing the dummy variable $\Omega$ back to $\omega$. The reason for doing this is to avoid problems with over-constraint as we shall shortly see. Comparing the integrand
of (6.106) and (6.104), we see that we must demand
\[ \frac{1}{RR'} \left[ e^{-iq(\Delta T - \Delta R)} + e^{-iq(\Delta T + \Delta R)} \right] = \frac{1}{rr'} \left[ e^{-i\omega(\Delta t - \Delta r^*)} + e^{-i\omega(\Delta t + \Delta r^*)} \right]. \] (6.107)

We perform this matching at small \( s \). Recalling that \( \Delta t \) and \( \Delta r^* \) are known functions of \( s \) given by the trajectory equations (6.86), we can obtain the small-\( s \) expansions
\[ \Delta t - \Delta r^* = \alpha s + O \left( s^2 \right), \]
\[ \Delta t + \Delta r^* = \beta s + O \left( s^2 \right), \] (6.108)
where \( \alpha \) and \( \beta \) are defined by
\[ \alpha := \frac{\left( \frac{\tau_f}{\tau_H} \right)^{1/3}}{\left( \left( \frac{\tau_f}{\tau_H} \right)^{1/3} - 1 \right)}, \]
\[ \beta := \frac{\left( \frac{\tau_f}{\tau_H} \right)^{1/3}}{\left( \left( \frac{\tau_f}{\tau_H} \right)^{1/3} + 1 \right)}, \] (6.109)
with \( \tau_H := -4M/3 \) and \( \tau_f \) being the switch-off time of the detector.

Thus, using the constraint (6.101), we see that we must demand that to leading order
\[ \alpha s = q \sqrt{\Delta R^2 + s^2} - q \Delta R, \]
\[ \beta s = q \sqrt{\Delta R^2 + s^2} + q \Delta R, \] (6.110)
and if we make the choice that \( \Delta R = ks + O(s^2) \), where \( k \) is a real constant, we then have
\[ \alpha = q \left[ \sqrt{1+k^2} - k \right], \]
\[ \beta = q \left[ \sqrt{1+k^2} + k \right]. \] (6.111)

Thus, we see that
\[ \alpha \beta = q^2. \] (6.112)
For radial-infall, the Schwarzschild metric can be written as

$$\Delta \tau^2 = F(\tau_f) (\Delta t + \Delta r^*) (\Delta t - \Delta r^*) ,$$

(6.113)

where $\Delta \tau := \tau_f - \tau =: s$ and $F := 1 - 2M/r$. By the definition of $\alpha$ and $\beta$, this leads us to conclude that

$$\alpha \beta = \frac{1}{F(\tau_f)} ,$$

(6.114)

and by comparison with (6.112), we find that

$$q = \frac{1}{\sqrt{F(\tau_f)}} = \frac{1}{\sqrt{1 - 2M/r(\tau_f)}} .$$

(6.115)

Next, we define $k := \sinh (\lambda)$ and substitute this, along with (6.115), into (6.111). We find that

$$\lambda = -\log \left( \alpha \sqrt{F(\tau_f)} \right) = \log \left( \beta \sqrt{F(\tau_f)} \right) .$$

(6.116)

Thus, we have the relation

$$k = \sinh \left[ \log \left( \beta \sqrt{F(\tau_f)} \right) \right] = -\frac{1}{\sqrt{(\tau_f/\tau_H)^{2/3} - 1}}$$

(6.117)

and, correspondingly,

$$\Delta R = -\frac{s}{\sqrt{(\tau_f/\tau_H)^{2/3} - 1}} + O(s^2) .$$

(6.118)

One choice of $R, R'$ that would satisfy (6.118) is

$$R := r(\tau_f) ,$$

$$R' := r(\tau_f) + \frac{s}{\sqrt{(\tau_f/\tau_H)^{2/3} - 1}} .$$

(6.119)
Using (6.119) in the constraint equation (6.101), we find also that we need
\[ \Delta T = s \frac{(\tau_f/\tau_H)^{1/3}}{\sqrt{(\tau_f/\tau_H)^{2/3} - 1}}. \] (6.120)

The form of the Minkowski spacetime Wightman function that we must take is therefore
\[
W_M(\tau_f, \tau_f - s) = \int_0^\infty d\omega \sum_{\ell=0}^\infty \frac{(2\ell + 1)\omega}{4\pi^2} j_\ell(\omega r(\tau_f)) j_\ell \left( \omega \left( r(\tau_f) + \frac{s}{\sqrt{(\tau_f/\tau_H)^{2/3} - 1}} \right) \right) \times \\
\exp \left[ -i\omega s \frac{\tau_f^{1/3}}{\sqrt{(\tau_f/\tau_H)^{2/3} - 1}} \right].
\] (6.121)

We are finally in a position to replace the \(1/4\pi^2s^2\) term of (6.97) with the Minkowski Wightman function in spherical co-ordinates. Using (6.100), we find
\[
\dot{F}_{\tau_f}(E) = -\frac{E}{4\pi} + 2\int_0^{\Delta r} ds \text{ Re} \left[ e^{-iEs} W_0(\tau_f, \tau_f - s) - W_M(\tau_f, \tau_f - s) \right] + \frac{1}{2\pi^2\Delta r},
\] (6.122)
and we replace \(W_M\) with (6.121).

### 6.7.4 Method to deal with small-\(s\) divergence in interior

The relation (6.121) is valid in the exterior region of the black hole. In the interior region of the hole and for fixed \(\ell\), the Wightman function has large-\(\omega\) asymptotic form, which to leading order is given by
\[
W(x, x') \to \int_0^\infty d\omega \frac{(2\ell + 1)}{16\pi r^2} \frac{\omega}{\omega + \omega^*} \left[ \left( \frac{\bar{u}}{\bar{v}} \right)^{-i4M\omega} + \left( \frac{\bar{v}}{\bar{u}} \right)^{-i4M\omega} \right]
= \int_0^\infty d\omega \frac{(2\ell + 1)}{16\pi r^2} \left[ e^{i\omega(\Delta t - \Delta r^*)} + e^{-i\omega(\Delta t + \Delta r^*)} \right].
\] (6.123)
We mimic the procedure carried out in the exterior of the hole to determine the required functions of \( s \) for \( T, T', R, R' \); the major difference now is that we find

\[
\alpha \beta = -q^2
\]

and

\[
q = \frac{1}{\sqrt{2M/r(\tau_f) - 1}}.
\]

Ultimately, this results in the choices

\[
R := r(\tau_f),
\]

\[
R' := r(\tau_f) + \frac{s}{\sqrt{(\tau_H/\tau_f)^{2/3} - 1}},
\]

\[
\Delta T := s\frac{(\tau_H/\tau_f)^{1/3}}{\sqrt{(\tau_H/\tau_f)^{2/3} - 1}},
\]

and similarly, we use these to obtain the Minkowski spacetime Wightman function that can be used to replace the \( 1/(4\pi^2 s^2) \) term in (6.97).

### 6.8 Results

#### 6.8.1 Static detector

First, we look at the numerical results for the transition rate of a static detector at fixed radius \( R \). We use the results (6.36), (6.46) and (6.53) to numerically obtain the transition rates in the Hartle-Hawking, Boulware and Unruh vacua respectively.

In practice, it is the factors

\[
|\Phi_{\omega \ell}^{\uparrow\downarrow}|^2 = \frac{|B_{\omega \ell}^{\uparrow\downarrow}|^2}{4M^2} |\phi_{\omega \ell}^{\uparrow\downarrow}|^2,
\]

\[
|\Phi_{\omega \ell}^{\downarrow\uparrow}|^2 = \frac{|B_{\omega \ell}^{\downarrow\uparrow}|^2}{4M^2} |\phi_{\omega \ell}^{\downarrow\uparrow}|^2
\]

that pose a challenge to evaluate. As previously discussed, the transmission coefficient is
evaluated using Wronskian methods (see Appendix G for more details), and the modes $\phi^{\text{in}}_{\omega \ell}, \phi^{\text{up}}_{\omega \ell}$ are obtained using Mathematica’s ‘NDSolve’.

We imposed a suitable cut-off in the $\ell$-sum that increased with excitation energy (through $\tilde{\omega}$) and also increased with increasing radius, $R$. Considering $R = 3M$, for example, we evaluated the transition rate at the points $E = -20/100, -19/100, \ldots, 19/100, 20/100$, excluding the $E = 0$ point. The point $E = 0$ is problematic because it would involve solving for the modes at $\omega = 0$, which proves difficult numerically. For $R = 3M$ and $|E| = 1/100$, we cut off the $\ell$-sum at $\ell = 12$, whereas at $|E| = 20/100$ we cut off the sum at $\ell = 20$ (one could have used much lower cut-off values quite adequately here, but in the static case computation is fast and we could afford to use a larger value for the cut-off than strictly necessary). For $R = 100M$, we found that at $|E| = 20/100$ a cut-off of $\ell = 40$ was more than adequate as these contributions had become vanishingly small.

A final point to note is that because the equation for the modes (6.5) only depends on $\omega^2$ and in the static case we seek to evaluate modes at $\tilde{\omega} = E\sqrt{1 - 2M/R}$, the values of the modes $|\phi^{\text{in}}_{\omega \ell}|^2, |\phi^{\text{up}}_{\omega \ell}|^2$ only depends on the modulus of the detector’s excitation energy, $|E|$; hence, we can just evaluate over the positive range: $E = 1/100, 2/100, \ldots, 20/100$, and then we immediately have the values of $|\phi^{\text{in}}_{\omega \ell}|^2, |\phi^{\text{up}}_{\omega \ell}|^2$ over the corresponding negative energies too.

Figures 6.3, 6.4 and 6.5 show the transition rate against the excitation energy of the detector divided by the local temperature $T_{\text{loc}} := T_0/\sqrt{1 - 2M/R}$, with $T_0 := \kappa/2\pi$ and the surface gravity $\kappa = 1/4M$. The horizon is at $R = 2M$, and we see that as we move away from the horizon, far from the hole at $R = 100M$, the transition rates for the Boulware and Unruh vacua align for negative energy gap.

Figures 6.6, 6.7 and 6.8 show the transition rate of the static detector coupled to a scalar field in the Hartle-Hawking vacuum compared with the transition rate of the inertial detector in 3+1 Minkowski spacetime and a Rindler detector with proper acceleration given by (6.70). First, we see that at large, negative energies the transition rate of the detector coupled to the scalar field in the Hartle-Hawking vacuum, in the black hole spacetime, asymptotes to
that of the inertial detector, in 3+1 Minkowski spacetime. Second, we observe that as $R$ increases, the Hartle-Hawking rate agrees to an increasing extent with the Rindler detector in flat spacetime. This is to be expected because as one moves further from the black hole the spacetime is asymptotically flat.

Finally, Figure 6.9 shows the ratio of the transition rate of the static detector coupled to a field in the Hartle-Hawking vacuum to the transition rate of the same detector coupled to a field in the Unruh vacuum. We see that this ratio becomes larger at positive excitation energies and when the radius increases. The Unruh vacuum represents a radiating black hole and this radiation will die off by an $r^{-2}$ power law, whereas the Hartle-Hawking vacuum state represents a constant heat bath at spatial infinity; therefore, it is to be expected that the ratio between the Hartle-Hawking and Unruh vacua becomes large as $R \to \infty$.

The discontinuity that appears in the curves of Figure 6.9 is a numerical artefact caused by the fact that solving the ODE (6.5) becomes difficult for small $\omega$. By the relation $\tilde{\omega} = E \sqrt{1 - 2M/R}$ that we found in Section 6.4, this means computing the transition rate near $E = 0$ is difficult and we did not attempt this.
Figure 6.3: $M\dot{F}$ as a function of $E/T_{loc}$ for the static detector at $R = 3M$. Figure showing the results for the Hartle-Hawking vacuum (orange) computed from (6.36), Boulware vacuum (blue) computed from (6.46) and the Unruh vacuum (red) computed from (6.53).

Figure 6.4: As in Figure 6.3 but with $R = 11M$. 
Figure 6.5: As in Figure 6.3 but with $R = 100M$.

Figure 6.6: $M\dot{F}$ as a function of $E/T_{\text{loc}}$ for the static detector at $R = 3M$. Figure showing the results for the Hartle-Hawking vacuum (orange), computed from (6.36), alongside the response rate for an inertial detector in $3 + 1$ Minkowski spacetime (blue), $-\Theta(-E)E/2\pi$, and the response rate of a Rindler detector (black-dashed), computed from (6.69) with a proper acceleration chosen to be (6.70) with $R = 3M$. 
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Figure 6.7: As in Figure 6.6 but with $R = 11M$.

Figure 6.8: As in Figure 6.6 but with $R = 100M$. 
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Figure 6.9: Ratio of $M\tilde{\mathcal{F}}$, as a function of $E/T_{\text{loc}}$, for the static detector in the Hartle-Hawking vacuum to that of the static detector in the Unruh vacuum. The discontinuity near the origin is caused by the numerical difficulty in computing the modes at small $\omega$. 
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6.8.2 Circular detector results

In this section, we present the results obtained for the detector on a circular-geodesic in Schwarzschild spacetime. These results are computed from the numerical evaluation of the transition rates (6.58), (6.62) and (6.66).

For the circular-geodesic detector’s transition rate, we had the double $\ell, m$-sum to compute, but as we noted in Section 6.5, we can demand that $m \equiv \ell \pmod{2}$ to reduce the workload by half.

Additionally, it proves only necessary to compute $\Phi^{\text{up}}_{\omega_{\pm}, \ell, \ell}$, $\Phi^{\text{in}}_{\omega_{\pm}, \ell}$, where $\omega_{\pm} := (mb \pm E)/a$, over the positive range $E > 0$, $m \geq 0$ in order to have all the data we need to reconstruct the full transition rate over both negative and positive $E$ and $m$. The reason for this is the fact that the absolute square of the modes only depends on the absolute value of $\omega$, and $\omega_{\pm}(m, E)$ can always be related to $\pm \omega_{\pm}(|m|, |E|)$. For example, assuming we wished to compute the $|\Phi^{\text{up}}_{\omega_{\pm}, \ell, \ell}|^2, |\Phi^{\text{in}}_{\omega_{\pm}, \ell}|^2$ for a term in the sum where both $E, m < 0$, we can observe that

$$\omega_{+}(-|m|, -|E|) = \frac{-|m|b - |E|}{a} = \frac{-|m|b + |E|}{a} = -\omega_{+}(|m|, |E|).$$

Thus, if we have already computed the modes at $\omega_{+}(|m|, |E|)$, then by the fact that $|\omega_{+}(-|m|, -|E|)| = |\omega_{+}(|m|, |E|)|$ and the independence of $|\Phi^{\text{up}}_{\omega_{\pm}, \ell, \ell}|^2, |\Phi^{\text{in}}_{\omega_{\pm}, \ell}|^2$ on the overall sign of $\omega$, we see that we also have the value of the absolute value squared of the modes over the range where both $E, m < 0$. Further relations are

$$\omega_{+}(-|m|, |E|) = -\omega_{-}(|m|, |E|),$$
$$\omega_{+}(|m|, -|E|) = -\omega_{-}(|m|, |E|),$$
$$\omega_{-}(-|m|, -|E|) = -\omega_{-}(|m|, |E|),$$
$$\omega_{-}(-|m|, |E|) = -\omega_{+}(|m|, |E|),$$
$$\omega_{-}(|m|, -|E|) = \omega_{+}(|m|, |E|).$$

(6.129)
We cut off the $\ell$-sum in the transition rate when the contributions at large $\ell$ become negligible. As with the static case, this cut-off is increased as $\omega$ or $R$ increases.

Figures 6.10, 6.11 and 6.12 show the transition rate against the excitation energy of the detector, made dimensionless by the multiplication by the mass of the black hole, $M$. The horizon is at $R = 2M$, and we see that as we move away from the horizon, far from the hole at $R = 20M$, the transition rates for the Boulware and Unruh vacua align for negative excitation energies. Below $R = 6M$, the circular orbits are unstable but this seems to have no qualitative effect on the transition rate of the detector.

Figures 6.13, 6.14 and 6.15 show the transition rate of the detector on the Schwarzschild black hole coupled to a scalar field in the Hartle-Hawking vacuum compared with a detector in Rindler spacetime, moving on a Rindler trajectory but drifting with constant velocity in the transverse $Y$-dimension; that is to say, the trajectory is given by (6.71), with (6.72), (6.78) and (6.79). We see that as the radius $R$ increases the agreement becomes better. As $R \to \infty$, the circular detector is becoming asymptotically a static detector, so the agreement should not be surprising considering our results in Section 6.8.1.

Figure 6.16 shows the results that we obtained by making the transverse direction that the drifting Rindler detector’s drift occurs in periodic, such that the period matches the period in proper time needed for the circular-geodesic detector, in Schwarzschild spacetime, to complete an orbit. The method of images sum (6.84) was cut off at $|n| = 500$, by which point the sum had converged. We see by comparing Figures 6.13, 6.14 and 6.15 with Figure 6.16 that the agreement with the Schwarzschild detector is actually made worse by enforcing periodicity. We note that the oscillation at large, negative energies seen in Figure 6.16 is reminiscent of that seen for the co-rotating detector in Chapter 4.

Finally, Figure 6.17 shows the ratio of the transition rate of the detector on a circular geodesic coupled to a field in the Hartle-Hawking vacuum, to the transition rate of the circular-geodesic detector coupled to a field in the Unruh vacuum. We see that just like in the static case, this ratio becomes larger at positive excitation energies and when the radius increases.
Figure 6.10: $\dot{M}\hat{F}$ as a function of $EM$ for the circular detector at $R = 4M$. Figure showing the results for the Hartle-Hawking vacuum (orange) computed from (6.58), Boulware vacuum (blue) computed from (6.62) and Unruh vacuum (red) computed from (6.66).

Figure 6.11: As in Figure 6.10 but with $R = 8M$. 
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Figure 6.12: As in Figure 6.10 but with $R = 20M$.

Figure 6.13: $M \dot{\mathcal{F}}$ as a function of $EM$ for the circular detector at $R = 4M$. Figure showing the results for the Hartle-Hawking vacuum (orange), computed from (6.58), alongside the response rate for a Rindler detector with transverse drift (black-dashed); the Rindler rate is computed by substituting the interval (6.80) into the regulator-free transition rate found in [31] and then numerically evaluating.
6.8 Results

Figure 6.14: As in Figure 6.13 but with $R = 8M$.

Figure 6.15: As in Figure 6.13 but with $R = 20M$. 
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Figure 6.16: Transition rate of a Rindler detector with drift in the transverse direction where the transverse direction has been periodically identified. Computed from (6.84) with $|n|$ cut off at 500.
Figure 6.17: Ratio of $\dot{M}$, as a function of $EM$, for the circular-geodesic detector in the Hartle-Hawking vacuum, to the transition rate of the circular-geodesic detector in the Unruh vacuum. The discontinuity that appears near the origin is a numerical artefact owing to the fact that solving the ODE (6.5) becomes difficult at small $\omega$. 
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6.9 Summary

In this chapter, we have analysed the response of an Unruh-DeWitt detector coupled to a massless scalar field on the four-dimensional Schwarzschild black hole using numerical methods.

For the static detector sat external to the hole’s event horizon, we analysed the response when the field was in the Hartle-Hawking, Boulware and Unruh vacuum states. At a variety of radii, the results were presented in the form of plots of the detector’s transition rate, plotted against the detector’s energy gap scaled by the local Hawking temperature. For the field in the Hartle-Hawking vacuum state, we found that the response of the detector was thermal, in the KMS sense, with local temperature given by

\[ T = 1 / \left( \frac{8 \pi M \sqrt{1 - 2M/R}}{\sqrt{R}} \right), \]

as expected. For a static detector and with the field in the Boulware vacuum state, the plots showed that the response of the detector consists only of de-excitation and that the excitation rate is vanishing; this is consistent with the fact that the static detector is on an orbit of the \( \partial_t \) Killing vector, where \( t \) is the Schwarzschild time co-ordinate. We also observed from the plots that as the radius increased, the Boulware and Unruh rates tended to become equal. This is consistent with the fact that the Unruh rate represents an outgoing flux of radiation from the hole that diminishes by \( r^{-2} \) as the radius, \( r \), tends to infinity, combined with the fact that the Boulware vacuum tends to the Minkowski vacuum as the radius tends to infinity. The Hartle-Hawking vacuum represents a thermal heat bath as the radius tends to infinity, and we plotted the ratio of the transition rate in the Hartle-Hawking vacuum to the transition rate in the Unruh vacuum, for the static detector, finding that the ratio of the excitation rates increases rapidly with radius.

We also presented results for a detector on a variety of circular geodesics, some stable and some unstable, outside the event horizon of the hole. The results were once again in the form of plots of the transition rate against the detector’s energy gap, this time scaled to be dimensionless by multiplying by the mass of the black hole, \( M \). Results were presented for the massless scalar field in the Hartle-Hawking, Boulware and Unruh vacuum states. The stability of the orbit seemed to have no qualitative effect on the transition rate of the
detector. The Boulware vacuum in this case has a non-vanishing excitation component, and this component increases as the radius decreases. This is consistent with the fact that at large radius the circular-geodesic detector asymptotes to a static detector, so the detector becomes approximately on a $\partial_t$ orbit, but at small radius the detector is no longer on such an orbit, and there is room for positive energy excitations to occur. Similarly to the static case, the circular-geodesic plots also show that as the radius increases, the Boulware and Unruh vacuum states tend to become equal and that the ratio of the Hartle-Hawking rate to Unruh rate becomes large.

For the static detector coupled to a field in the Hartle-Hawking state, a comparison was made to the plot of the transition rate of the Rindler detector in the Minkowski vacuum state, with the proper acceleration chosen appropriately. Similarly, for the circular-geodesic detector a comparison was made to a Rindler detector with appropriately chosen proper acceleration, but this time also given a constant velocity drift in the transverse direction; the idea was that this would serve as an analogue to the angular motion of the circular geodesic. The results in both cases showed that as the radius increased, the Hartle-Hawking and Rindler rates aligned.

Finally in this chapter, we presented the necessary analytic setup and numerical methods needed to compute the transition rate of a detector on a radially-infalling geodesic to the Schwarzschild black hole. At the time of writing, data was still in the process of being gathered, so no numerical results were presented.
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Conclusions

This thesis has been concerned with the response of an Unruh-DeWitt particle detector in a variety of time-independent and time-dependent situations. Throughout, we have been careful with the regularisation procedure: ensuring that we switched on (off) our detector smoothly to obtain a regulator-free detector response function, before taking the sharp-switching limit and only then, finally, differentiating with respect to the proper time to obtain the instantaneous transition rate.

We first motivated and provided the necessary background for the Unruh-DeWitt particle detector model using first-order perturbation theory. We then introduced the key concepts of the detector response function and the instantaneous transition rate, with emphasis on the problems that arise if one maintains the point-like detector regularisation and is simultaneously cavalier about the switching on (off) of the detector. We gave a brief overview of the work of Schlicht, wherein the point-like coupling is replaced by a “spatially-smeared” coupling, effectively an alternative regularisation scheme, which in a sense, models a more realistic detector with finite extent. We discussed the work of Satz
that showed that the issues Schlicht observed could be traced to the distributional nature of the Wightman function; specifically, unless one integrates the Wightman function against smooth, compactly-supported test functions there is no guarantee of obtaining a unique result. Next, we discussed the Satz procedure that we adopted throughout the thesis; the reason for using this approach is that we consider it easier to adapt to general curved spacetime than the approach of Schlicht, which relies on finding a Lorentzian profile-function defined in the detector’s hyperplane of simultaneity.

Satz had previously shown that in four-dimensional Minkowski spacetime for a detector on an arbitrary trajectory coupled to a scalar field in the Minkowski vacuum, the detector response function, as well as the total transition probability, diverges as $\log \delta$, where $\delta$ is the switching duration, but the transition rate, as derived via the smooth-switching method, remains finite. In Chapter 3, we set out to extend this result to Minkowski spacetimes of dimension other than four. The two-dimensional case is trivial because the Wightman function has only a logarithmic singularity, and the $\epsilon \to 0$ limit can be taken point-wise under the integral in the response function. This leads to the response function and the transition rate being finite. For other dimensions up to and including six, we followed closely the procedure set out in [17] for taking the $\epsilon \to 0$ limit, finding first the regulator-free forms of the response functions, which were well defined, non-singular and contained no Lorentz-noncovariant terms. For each dimension, we then took the sharp-switching limit and differentiated with respect to the proper time to obtain the instantaneous transition rate. In three dimensions, we found that both the response function and transition rate remained finite in the sharp-switching limit. In five dimensions, the response function had a $1/\delta$ divergence in the sharp-switching limit; nevertheless, the transition rate remained finite. In six dimensions, both the response function and transition rate diverged. The response function diverged as $1/\delta^2$, and the transition rate contained a term proportional to $\dddot{x} \cdot \mathbf{x}^{(3)} \log \delta$. Moreover, the coefficient of $\dddot{x} \cdot \mathbf{x}^{(3)}$ in the divergent term depended on the switch-on (off) profile, which goes against one of the original aspirations of the smooth-switching program. The presence of the $\dddot{x} \cdot \mathbf{x}^{(3)} \log \delta$ in six dimensions means that the transition rate
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diverges for generic trajectories, but it remains finite for trajectories on which the scalar proper acceleration is constant, including all stationary trajectories.

We believe the divergence can be explained by the fact that as the dimension increases the singularity of the Wightman function is becoming stronger, and hence, it is very likely that if we pushed the computations to higher-dimensional Minkowski spacetimes the transition rate would continue to diverge on all but perhaps a special class of trajectories.

Chapter 3 closed with an application of our six-dimensional results to the GEMS approach. We considered a particle detector in four-dimensional Schwarzschild spacetime by embedding this spacetime into six-dimensional Minkowski spacetime and specifying the six-dimensional quantum field to be initially in the Minkowski vacuum. We expected, from [19], a well-defined transition rate for all stationary trajectories in Schwarzschild; however, we found that the only Schwarzschild geodesics that lifted to trajectories of constant scalar proper acceleration in the six-dimensional Minkowski embedding were the circular geodesics. Thus, given the fact that our six-dimensional Minkowski transition rate diverged on all but constant scalar proper acceleration trajectories we saw a contradiction that may suggest GEMS methods have limited validity for non-stationary trajectories whenever the embedding spacetime has dimension higher than five.

In Chapter 4, we generalised the three-dimensional results of Chapter 3 from the Minkowski vacuum to an arbitrary Hadamard state in an arbitrary three-dimensional spacetime, using similar techniques to [19]. The transition probability and the transition rate were shown to remain well defined when the switching limit became sharp. In the special case of the detector in three-dimensional Minkowski spacetime coupled to a field in the Minkowski vacuum, this result reduced to that found in Chapter 3.

We next specialised the three-dimensional spacetime to that of the BTZ black hole, and we analysed the case of the detector coupled to a massless conformally-coupled scalar field in the Hartle-Hawking like vacuum state. This spacetime is asymptotically AdS with a timelike infinity, as such it was necessary to impose boundary conditions in order to build a sensible quantum field theory. We considered the cases of transparent, Dirichlet or Neumann
boundary conditions at the infinity. With the spacetime and quantum state specified, we next specified the trajectory of the detector. A stationary detector external to the outer event horizon, co-rotating with the angular-velocity of the horizon and switched on in the asymptotic past was considered first. As a special case, the static detector external to a non-rotating hole was also considered. For the co-rotating detector, thermality, in the sense of the KMS property in the local Hawking temperature, was verified. We note that we did not consider a stationary non-corotating detector in detail; the primarily reason for this was that, as we showed in Appendix D.6, the parameter space has at least some regimes for which the response of such a detector does not have the KMS property. Analytic results for the transition rate in a number of asymptotic regimes of the parameter space were obtained, including those of large and small black hole mass, and we complemented these with numerical results in the interpolating regimes.

We also considered a detector that falls into a non-rotating BTZ hole along a radial geodesic. The trajectory is now non-stationary and the switch-on of the detector cannot be pushed to the asymptotic past without colliding with the white hole singularity. Unlike the co-rotating detector, for the radially-infalling detector, thermality, in the KMS sense, was not found, not even near the moment of maximum radius on a trajectory, and we traced the reasons for this to the properties of AdS$_3$ geodesics that have been previously analysed from GEMS considerations [32–34, 74]. Namely, that detectors with sub-critical accelerations, $a < 1/\ell$, have no well-defined temperature. We obtained analytic results for the transition rate when the black hole mass is large, and we evaluated the transition rate numerically for small values of the black hole mass provided the switch-on and switch-off take place in the exterior.

In Chapters 5 and 6, we investigated a detector on the Schwarzschild spacetime. For four-dimensional Schwarzschild the Wightman function, even for a detector coupled to a massless scalar field, is not known analytically. In an attempt to gain insight into a detector in the full four-dimensional spacetime, we first dropped the angular co-ordinates in Chapter 5 and investigated detectors in (1 + 1)-dimensional Schwarzschild spacetime, where the conformal
triviality was exploited to make analytic progress. We attempted to regularise the infrared
divergence that arises when considering the Wightman function of a massless scalar field
in a (1 + 1)-dimensional spacetime by invoking a temporal cut-off, of the kind used by
Langlois [54], and pushing the detector switch-on to the infinite past.

First, in an attempt to gain confidence in this infrared regularisation scheme we con-
sidered a static detector on the (1 + 1)-dimensional Minkowski half-space. We explicitly
compared the $m \to 0$ limit of the transition rate of a static detector coupled to the massive
scalar field, to the transition rate obtained for the detector coupled to the massless scalar
field —from the outset— with the infrared sickness treated by a temporal-window cut-off.
The results, (5.37) and (5.27), agree exactly, which gave us confidence in this cut-off pro-
cedure.

Reassuringly, using the Langlois cut-off and analysing the static detector external to the
(1 + 1)-Schwarzschild black hole coupled to a massless scalar field in the Hartle-Hawking
vacuum, we found a transition rate that was Planckian and thermal in the local Hawking
temperature. However, when we looked at the static detector coupled to a massless scalar
field in the Unruh vacuum, in addition to the expected terms (the average of the Hartle-
Hawking and Boulware rates) we found an unexpected term of the form $T/2\omega^2$, with $T$
being the local Hawking temperature.

This unexpected term was also found when we next looked at the transition rate of a
detector in (1 + 1)-Minkowski spacetime with a receding mirror, whose in-vacuum in the
late-time limit is a close analogue of the Unruh vacuum. It would have been interesting
calculate the transition rate of the detector coupled to a massive scalar field in the receding-
mirror spacetime to see if the unexpected term arises also in that case when the $m \to 0$
limit is taken, but owing to the fact that the left- and right-movers no longer decouple in
this case, the calculation proves prohibitive. As such, we must speculate that the Langlois
infrared regularisation scheme is not sufficient in these examples.

In Chapter 6, we investigated detectors on the full four-dimensional Schwarzschild black
hole numerically. We coupled the detector to a massless scalar field and considered the
Hartle-Hawking, Boulware and Unruh vacuum states. For a static detector external to the
black hole, thermality in the sense of the KMS property was recovered when the field was
in the Hartle-Hawking vacuum. Numerical results were also presented for a detector on a
circular geodesic at a variety of radii, both stable and unstable. We compared the static
and circular-geodesic detectors to a Rindler detector and Rindler detector with transverse
drift respectively, where the proper scalar acceleration was chosen appropriately. We found
good agreement as the radius of the detector around the Schwarzschild black hole increased.
Finally, we presented the necessary analytic setup to compute the transition rate of the
detector radially-infalling on a geodesic. All numerical work was carried out using the
software package Mathematica (TM).

We regard the main achievements of this thesis to be a contribution to the growing evi-
dence that Unruh-DeWitt detectors are a conceptually well-motivated and computationally
efficient tool for probing the physical content of states in quantum field theory, in flat and
curved spacetimes, in both stationary and non-stationary settings. The sharp-switching
results establish new bounds on situations where an instantaneous transition rate can still
be meaningfully defined even though the detector’s response is not stationary. The appli-
cations to black hole spacetimes provide new information on how black hole radiation is
experienced by observers in various states of motion in the spacetime, particularly on the
interplay between the observer’s motion and the thermal character of the radiation.

There are several future directions that are worth mentioning here. It may be inter-
esting to extend our Chapter 3 results in Minkowski spacetime to dimension $d > 6$. Does
the transition rate continue to diverge as we expect? What is the exact nature of this
divergence? Are there any trajectories for which this divergence vanishes? Second, using
similar techniques to Chapter 3 combined with those that led to (4.13) in Chapter 4 and to
the four-dimensional equivalent in [19], it should be possible to compute the instantaneous
transition rate for a detector coupled to a field in an arbitrary Hadamard state in dimension
$d \geq 5$.

Regarding $(1+1)$-dimensional Schwarzschild spacetime: it seems to us that the Langlois
temporal-window style cut-off is not robust enough to deal with the infrared sickness in more complicated examples than the inertial or uniformly accelerated detectors in flat spacetime. An alternative way to deal with this infrared divergence would be to look at a detector with derivative coupling; that is to say, one could couple the detector to the proper-time derivative of the scalar field, rather than the field itself. This would lead to an analogue of the Wightman function, \( \langle 0|\dot{\phi}(x)\dot{\phi}(x')|0 \rangle \), in the transition rate, which has a \( 1/\sigma^2 \) singularity structure (with \( \sigma \) being the spacetime interval), similar to the four-dimensional Wightman function. This would eliminate the infrared divergence in the transition rate and the need to use Langlois style cut-offs altogether.

Another obvious future direction is to complete the numerical analysis of the detector radially-infalling on a geodesic to the four-dimensional Schwarzschild hole. At the time of writing, all analytic and coding work is complete but data gathering at the University of Nottingham High Performance Cluster (HPC) is still ongoing. Upon successfully obtaining results for this radially-infalling detector, which we assumed to start at radial infinity with zero initial velocity, we may also be interested in considering alternative infall trajectories, such as those with some initial velocity.

Further in the future, it would be an interesting application of the Satz transition rate formula to investigate the recent proposals of Hartle-Hawking and Boulware like vacua on the Kerr Black Hole [77]. We foresee investigation with detectors to be useful in probing if these vacua really do possess the expected properties, such as regularity as one crosses the horizon and thermality in the Hartle-Hawking case. We believe the main challenges in pursuing such investigations would be extending the code to the more complicated Kerr geometry and the fact that the field of interest is now Fermionic. Nevertheless, the four-dimensional Schwarzschild work presented here should provide an excellent starting point.

Finally, a more ambitious project would be the use of Unruh-DeWitt detector models to investigate the recent proposal of firewalls [6]. One would need first to construct the appropriate Wightman function for a black hole that had been decaying for a significant time and had shrunk in size, perhaps in \( (1 + 1) \) dimensions to simplify matters, but with
this obstacle overcome, detector models could be hoped to provide an insight into the nature of these firewalls, if indeed they prove to be a true feature of black holes in nature.
In this appendix, we analyse the third and fourth terms of the six-dimensional response function (3.26) in the sharp-switching limit. We shall find that the third term diverges as $\delta^{-2}$ in the $\delta \to 0$ limit, and its derivative with respect to proper time in this limit goes, after including the $1/2\pi^3$ pre-factor, as

$$-\frac{1}{6\pi^3 \Delta \tau} + O(\delta). \quad (A.1)$$

We shall find that the proper-time derivative of the fourth term of (3.26) diverges logarithmically in the $\delta \to 0$ limit, and in this limit, after restoring the $-1/12\pi^3$ pre-factor, reads

$$\frac{\ddot{x}(\tau) \cdot x^{(3)}(\tau)}{12\pi^3} \left( \ln \left( \frac{\Delta \tau}{\delta} \right) + C'_+ \right) + \frac{\dddot{x}^2(\tau)}{12\pi^3 \Delta \tau} + O \left( \delta \ln \left( \frac{\Delta \tau}{\delta} \right) \right), \quad (A.2)$$
where the constant $C_+^\prime$ is defined by

$$C_+^\prime = -2 \int_0^1 dr \frac{1}{r^2} \left( \int_0^1 dv \, h_2(1-v) [h_2(1-v+r) - h_2(1-v)] - \frac{1}{2} r \right)$$

$$- 2 \int_0^1 dv \, h_2(v) [1-h_2(v)] . \quad (A.3)$$

We note here, it is also possible to show using alternative methods that the fourth term of (3.26) itself diverges logarithmically in the sharp-switching limit.

**A.1 Third term of (3.26)**

We first consider the third term of (3.26), ignoring the $\frac{1}{s^2}$ pre-factor:

$$I = \int_0^\infty \frac{ds}{s^2} \int_{-\infty}^\infty du \, \chi(u) \left[ \chi(u-s) - \chi(u) - \frac{1}{2}s^2 \tilde{\chi}(u) \right] . \quad (A.4)$$

If we substitute in the switching function (3.68), we obtain

$$I = \int_0^\infty \frac{ds}{s^2} \int_{-\infty}^\infty du \, h_1 \left( \frac{u-\tau_0+\delta}{\delta} \right) h_2 \left( \frac{-u+\tau+\delta}{\delta} \right) \times$$

$$\frac{1}{\delta^2} h_1 \left( \frac{u-s-\tau_0+\delta}{\delta} \right) h_2 \left( \frac{-u+s+\tau+\delta}{\delta} \right) - h_1 \left( \frac{u-\tau_0+\delta}{\delta} \right) h_2 \left( \frac{-u+\tau+\delta}{\delta} \right)$$

$$- \frac{1}{2\delta^2} h_1 \left( \frac{u-\tau_0+\delta}{\delta} \right) h_2 \left( \frac{-u+\tau+\delta}{\delta} \right) + \frac{1}{\delta^2} h_1' \left( \frac{u-\tau_0+\delta}{\delta} \right) h_2' \left( \frac{-u+\tau+\delta}{\delta} \right)$$

$$- \frac{1}{2\delta^2} h_1' \left( \frac{u-\tau_0+\delta}{\delta} \right) h_2'' \left( \frac{-u+\tau+\delta}{\delta} \right) \right] , \quad (A.5)$$

which can be expressed as

$$I = \int_0^\infty \frac{dr}{r^2} \int_{-\infty}^\infty dv \, h_1(v) h_2(b+1-v) \times$$

$$\left[ h_1(v-r) h_2(b+1-v-r) - h_1(v) h_2(b+1-v) \frac{r}{\delta^2 r^2} - h_1'(v) h_2(b+1-v) \frac{1}{2\delta^2} \right]$$

$$+ \frac{h_1'(v) h_2'(b+1-v)}{\delta^2} - \frac{h_1(v) h_2''(b+1-v)}{2\delta^2} \right] \quad (A.6)$$
after the change of variables

\[ v = \frac{u - \tau_0 + \delta}{\delta}, \]

and the definition \( b := 1 + \Delta \tau/\delta \). In the response function (A.6), only the range \((0, b + 1)\) of the \( v \)-integral can make a contribution. To evaluate this expression, we mimic the techniques used for three- and five-dimensional spacetime in Chapter 3, and in four dimensions in [17, 19]; we split the \( r \)-integral into five sub-integrals over the intervals \((0, 1), (1, b - 1), (b - 1, b), (b, b + 1), (b + 1, \infty)\), which we shall label as \( I_{1,2,3,4,5} \) respectively. Moreover, in each of these sub-integrals we shall further split the \( v \)-integral range.

Recalling that \( h_1 \) and \( h_2 \) are smooth, non-negative functions satisfying \( h_i(x) = 0 \) for \( x \leq 0 \) and \( h_i(x) = 1 \) for \( x \geq 1 \), and using the fact that \( b = 1 + \Delta \tau/\delta \gg 1 \) in the \( \delta \to 0 \) limit, we find that the \( I_1 \)-integral collapses to

\[
I_1 = \frac{1}{\delta^2} \int_0^1 \frac{dv}{r^2} \left[ \int_0^1 dv h_1(v) \left( \frac{h_1(v - r) - h_1(v)}{r^2} \frac{h_1''(v)}{2} \right) \right.
\]
\[
+ \int_1^{1+r} dv \left. \frac{h_1(v - r) - 1}{r^2} \right]
\]
\[
+ \int_{b}^{b+1} dv h_2(b + 1 - v) \left( \frac{h_2(b + 1 - v - r) - h_2(b + 1 - v)}{r^2} \frac{h_2''(b + 1 - v)}{2} \right). \]

(A.8)

By changing variables as \( v \to b + 1 - v \) in the last \( v \)-integral, we see that \( I_1 \) is a constant, independent of \( b \); thus, \( I_1 \) is independent of the switch-off time and vanishes upon taking the derivative with respect to \( \tau \). As a consequence, \( I_1 \), although itself \( \delta^{-2} \) divergent in the \( \delta \to 0 \) limit, makes no contribution to the transition rate.
Similarly, for the $I_2$-integral we have

\[
I_2 = \frac{1}{\delta^2} \left( \frac{1}{2(b-1)^2} - \frac{1}{3(b-1)^3} - \frac{1}{6} \right) \\
+ \frac{1}{\delta^2} \int_1^{b-1} \frac{dr}{r^2} \left[ -\int_0^1 dv \left( \frac{h_1''(v)}{r^2} + \frac{h_1(v) h_1''(v)}{2} \right) \right. \\
+ \int_r^{r+1} dv \left( \frac{h_1(v-r)}{r^2} - 1 \right) \\
+ \left. \int_b^{b+1} dv h_2(b+1-v) \left( \frac{1-h_2(b+1-v)}{r^2} - \frac{h_2''(b+1-v)}{2} \right) \right].
\]

(A.9)

Making the change of variables to $v \to v-r$ in the second $v$-integral in the square brackets, and to $v \to b+1-v$ in the last $v$-integral, we can write

\[
I_2 = \frac{1}{\delta^2} \left( \frac{1}{2(b-1)^2} - \frac{1}{3(b-1)^3} - \frac{1}{6} \right) \\
- \frac{1}{2\delta^2} \int_1^{b-1} \frac{dr}{r^2} \int_0^1 dv \left( h_1(v) h_1''(v) + h_2(v) h_2''(v) \right) \\
+ \frac{1}{\delta^2} \int_1^{b-1} \frac{dr}{r^2} \int_0^1 dv \left( h_1(v) + h_2(v) - h_1''(v) - h_2''(v) - 1 \right).
\]

(A.10)

Performing the $r$-integrals in the final two terms of (A.10), we find

\[
I_2 = \frac{1}{\delta^2} \left( \frac{1}{2(b-1)^2} - \frac{1}{3(b-1)^3} - \frac{1}{6} \right) \\
- \frac{1}{2\delta^2} \left( 1 - \frac{1}{(b-1)} \right) \int_0^1 dv \left( h_1(v) h_1''(v) + h_2(v) h_2''(v) \right) \\
+ \frac{1}{3\delta^2} \left( 1 - \frac{1}{(b-1)^3} \right) \left[ -1 + \int_0^1 dv \left( h_1(v) + h_2(v) - h_1''(v) - h_2''(v) \right) \right],
\]

(A.11)

and this means that we can write $I_2$ as

\[
I_2 = \frac{1}{\delta^2} \left( -\frac{1}{2} - A + B - \frac{C}{3} \right) \\
+ \frac{1}{2\delta^2} \left( -\frac{1}{2} - A + B - \frac{C}{3} \right) + \frac{A}{\delta^2(b-1)^3} - \frac{B}{3\delta^2(b-1)^3} + \frac{C}{3\delta^2(b-1)^3}.
\]

(A.12)
where $A$, $B$ and $C$ are constants, independent of $b$, and defined by

$$
A := \frac{1}{2} \int_0^1 dv \left( h_1(v) h''_1(v) + h_2(v) h''_2(v) \right),
$$

$$
B := \frac{1}{3} \int_0^1 dv \left( h_1(v) + h_2(v) \right),
$$

$$
C := \int_0^1 dv \left( h^2_1(v) + h^2_2(v) \right).
$$

Alternatively, using $b = 1 + \Delta \tau / \delta$, we can express $I_2$ in the form

$$
I_2 = \frac{1}{\delta^2} \left( -\frac{1}{2} - A + B - \frac{C}{3} \right) + \frac{1}{2} \frac{\Delta \tau}{\delta^3} + \frac{A}{\delta \Delta \tau} - \frac{\delta B}{\Delta \tau^3} + \frac{\delta C}{3 \Delta \tau^3}. \quad (A.14)
$$

Next we analyse $I_3$:

$$
I_3 = \frac{1}{2 \delta^2 b^2} - \frac{1}{3 \delta^2 b^3} - \frac{1}{2 \delta^2 (b-1)^2} + \frac{1}{3 \delta^2 (b-1)^3}
+ \frac{1}{\delta^2} \int_{b-1}^b \frac{dr}{r^2} \left[ - \int_0^1 dv \left( \frac{h^2_1(v)}{r^2} + \frac{h_1(v) h''_1(v)}{2} \right) 
+ \int_r^b \frac{dv}{r^2} \frac{h_1(v-r) - 1}{r^2}
+ \int_b^{b+1} dv \frac{h_2(b+1-v)}{r^2} \left( \frac{h_1(v-r) - h_2(b+1-v)}{r^2} - h''_2(b+1-v) \right) \right], \quad (A.15)
$$

where the terms on the first line come from explicitly evaluating the integral that results from the portion of the $v$-integral range $1 < v < r$. After making the change of variables $v \to v - r$ in the second $v$-integral in the square brackets, and $v \to b + 1 - v$ in the third
v-integral, we get

\[ I_3 = \frac{1}{2\delta^2 b^2} - \frac{1}{3\delta^2 b^3} - \frac{1}{3\delta^2(b-1)^2} + \frac{1}{3\delta^2(b-1)^3} + \frac{1}{2\delta^2} \int_{b-1}^{b} \frac{dr}{r^2} \int_{0}^{1} dv \left( h_1(v) h''_1(v) + h_2(v) h''_2(v) \right) \]

\[ + \frac{1}{\delta^2} \int_{b-1}^{b} \frac{dr}{r^4} \left[ - \int_{0}^{1} dv h_1^2(v) + \int_{0}^{b-r} dv \left( h_1(v) - 1 \right) + \int_{0}^{1} dv h_2(v) \left( h_1(b+1-v-r) - h_2(v) \right) \right], \]  

(A.16)

which can be written as

\[ I_3 = \frac{(b-1)}{3\delta^2 b^3} - \frac{1}{3\delta^2(b-1)^2} - \frac{A}{\delta^2 b(b-1)} + \frac{C}{\delta^2} \left( \frac{1}{3b^3} - \frac{1}{3(b-1)^3} \right) \]

\[ + \frac{1}{\delta^2} \int_{b-1}^{b} \frac{dr}{r^4} \int_{0}^{b-r} dv h_1(v) + \frac{1}{\delta^2} \int_{b-1}^{b} \frac{dr}{r^4} \int_{0}^{1} dv h_2(v) h_1(b+1-v-r), \]  

(A.17)

where \( A \) and \( C \) are the constants defined in (A.13).

Now we turn to the integral \( I_4 \). Proceeding in a similar manner, we have

\[ I_4 = \frac{(b-1)}{3\delta^2(b+1)^3} - \frac{(b-1)}{3\delta^2 b^3} + \frac{1}{\delta^2} \int_{b}^{b+1} \frac{dr}{r^2} \left[ - \int_{0}^{1} dv \left( \frac{h_1^2(v)}{r^2} + \frac{h_1(v) h''_1(v)}{2} \right) \right] \]

\[ + \int_{b}^{b+1} dv h_2(b+1-v) \left( h_1(v-r) - h_2(b+1-v) - \frac{h''_2(b+1-v)}{2} \right) \]  

(A.18)

where the terms on the first line come from explicitly evaluating the integral that results from the portion of the v-integral range \( 1 < v < b \). After changing variables as \( v \to b+1-v \)
in the last $v$-integral, we can write

\[
I_4 = \frac{(b - 1)}{3\delta^2(b + 1)^3} - \frac{(b - 1)}{3\delta^2b^3}
\]

\[+ \frac{1}{\delta^2} \int_{b+1}^{b+1} \frac{dr}{r^2} \left[\int_0^1 dv \left(\frac{h_1^2(v)}{r^2} + \frac{h_1(v) h_1''(v)}{2}\right) - \int_0^1 dv h_2(v) \left(\frac{h_1(b + 1 - v - r) - h_2(v) h_1(b + 1 - v - r)}{r^2}\right)\right],
\]

(A.19)

which can be written as

\[
I_4 = \frac{(b - 1)}{3\delta^2(b + 1)^3} - \frac{(b - 1)}{3\delta^2b^3}
\]

\[+ \frac{1}{2\delta^2} \int_{b+1}^{b+1} \frac{dr}{r^2} \int_0^1 dv \left(h_1(v) h_1''(v) + h_2(v) h_2''(v)\right)
\]

\[+ \frac{1}{\delta^2} \int_{b+1}^{b+1} \frac{dr}{r^4} \int_0^1 dv \left(-h_1^2(v) - h_2^2(v) + h_2(v) h_1(b + 1 - v - r)\right).
\]

(A.20)

Evaluating the $r$-integral on the second line, we obtain the result, in terms of the constants $A$ and $C$,

\[
I_4 = \frac{(b - 1)}{3\delta^2(b + 1)^3} - \frac{(b - 1)}{3\delta^2b^3} - \frac{A}{\delta^2 (b+1)^3} - \frac{1}{\delta^2 b(b+1)}
\]

\[+ \frac{C}{\delta^2 \left(\frac{1}{3b^2} - \frac{1}{3(b+1)^3}\right)}
\]

\[+ \frac{1}{\delta^2} \int_{b+1}^{b+1} \frac{dr}{r^4} \int_0^1 dv h_2(v) h_1(b + 1 - v - r).
\]

(A.21)

Finally, we look at the integral $I_5$:

\[
I_5 = -\frac{(b - 1)}{3\delta^2(b + 1)^3}
\]

\[+ \frac{1}{\delta^2} \int_{b+1}^{\infty} \frac{dr}{r^2} \int_0^1 dv \left(\frac{h_1^2(v)}{r^2} + \frac{h_1(v) h_1''(v)}{2}\right)
\]

\[+ \frac{1}{\delta^2} \int_{b+1}^{\infty} \frac{dr}{r^2} \int_0^{b+1} dv \left(h_2^2(b + 1 - v) + \frac{h_2(b + 1 - v) h_2''(b + 1 - v)}{2}\right),
\]

(A.22)

where the first line comes from explicitly evaluating the integrals that arise from the $1 < v < b$ portion of the $v$-integral. After changing variables to $v \rightarrow b + 1 - v$ in the second
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e-integral, we can write

\[ I_5 = -\frac{(b - 1)}{3\delta^2(b + 1)^3} - \frac{A}{\delta^2} \int_{b+1}^{\infty} \frac{dr}{r^2} - \frac{C}{\delta^2} \int_{b+1}^{\infty} \frac{dr}{r^4}, \quad (A.23) \]

where \( A \) and \( C \) are the constants defined in (A.13). Evaluation of the \( r \)-integrals yields

\[ I_5 = -\frac{(b - 1)}{3\delta^2(b + 1)^3} - \frac{A}{\delta^2(b + 1)} - \frac{C}{3\delta^2(b + 1)^3}, \quad (A.24) \]

Combining the integrals \( I_{1,2,3,4,5} \) in (A.8), (A.14), (A.17), (A.21) and (A.24), and then performing the cancellations that occur, we find that aside from the terms leading to the \( b \)-independent constant \( \Lambda \), defined below, terms with coefficient \( A \) or \( C \) completely vanish and we are left with

\[ I = \frac{\Lambda}{\delta^2} + \frac{1}{6\delta^2(b - 1)^2} - \frac{1}{3\delta^2(b - 1)^3} \int_0^1 dv \left( h_1(v) + h_2(v) \right) + \frac{1}{\delta^2} \int_{b-1}^{b-r} \frac{dr}{r^2} \int_0^{b-r} dv h_1(v) + \frac{1}{\delta^2} \int_{b-1}^{b+1} \frac{dr}{r^4} \int_0^1 dv h_2(v) h_1(b + 1 - v - r) \right), \quad (A.25) \]

where \( \Lambda \) is a constant, independent of \( b \), defined by

\[ \Lambda = -\frac{1}{2} - A + B - C/3 + \int_0^1 \frac{dr}{r^2} \left[ \int_0^1 dv h_1(v) \left( \frac{h_1(v) - h_1(v)}{r^2} - \frac{h_1''(v)}{2} \right) \right] + \int_1^{1+r} dv \frac{h_1(v - r) - 1}{r^2} + \int_0^1 dv h_2(v) \left( \frac{h_2(v - r) - h_2(v)}{r^2} - \frac{h_2''(v)}{2} \right). \quad (A.26) \]
Changing variables to $r \rightarrow r - b + 1$ in the remaining $r$-integrals gives

\[ I = \frac{\Lambda}{\delta^2} + \frac{1}{6\delta^2(b-1)^2} - \frac{1}{3\delta^2(b-1)^3} \int_0^1 dv \left( h_1(v) + h_2(v) \right) \]
\[ + \frac{1}{\delta^2} \int_0^1 \frac{dr}{(r + (b-1))^4} \int_0^{1-r} dv h_1(v) \]
\[ + \frac{1}{\delta^2} \int_0^2 \frac{dr}{(r + (b-1))^4} \int_0^1 dv h_2(v) h_1(2 - v - r). \]  

(A.27)

Finally, using $1/(b-1) = \delta/\Delta\tau$ we can express $I$ as

\[ I = \frac{\Lambda}{\delta^2} + \frac{1}{6\Delta\tau^2} - \frac{\delta}{3\Delta\tau^3} \int_0^1 dv \left( h_1(v) + h_2(v) \right) \]
\[ + \frac{\delta^2}{\Delta\tau^4} \int_0^1 \frac{dr}{(1 + \frac{\delta}{\Delta\tau})^4} \int_0^{1-r} dv h_1(v) \]
\[ + \frac{\delta^2}{\Delta\tau^4} \int_0^2 \frac{dr}{(1 + \frac{\delta}{\Delta\tau})^4} \int_0^1 dv h_2(v) h_1(2 - v - r) \]
\[ = \frac{\Lambda}{\delta^2} + \frac{1}{6\Delta\tau^2} + O(\delta). \]  

(A.28)

Hence, in the sharp-switching limit, the derivative with respect to the proper time $\tau$ is

\[ \frac{dI}{d\tau} = -\frac{1}{3\Delta\tau^3} + O(\delta). \]  

(A.29)

Restoring the pre-factor that we dropped, $1/2\pi^3$, completes our derivation of the result, (A.1).
A.2 Fourth term of (3.26)

Consider the fourth term of (3.26), ignoring the $-1/12\pi^3$ and using the same change of variables that we used for the third term, (A.7), this term becomes

$$J := \int_0^\infty \frac{dr}{r} \int_{-\infty}^\infty dv \left( h_1(v) h_2(b+1-v) \times \left[ \frac{h_1(v-r) h_2(b+1-v-r) - h_1(v) h_2(b+1-v)}{r} \right] \right) \tilde{x}^2 [(v-1)\delta + \tau_0]$$

$$- \delta h_1(v-r) h_2(b+1-v-r) \tilde{x} [(v-1)\delta + \tau_0] x^{(3)} [(v-1)\delta + \tau_0].$$

(A.30)

With this form, we split the $r$-integral as $(0,1), (1,b-1), (b-1,b), (b,b+1), (b+1,\infty)$, labelling these integrals as $J_{1,2,3,4,5}$ respectively, and we note that the $v$-integral only contributes in the range $(0,b+1)$. Looking first at $J_1$, we have

$$J_1 = \int_0^1 \frac{dr}{r} \left[ \int_0^{r+1} dv \left( h_1(v-r) - h_1(v) \right) \frac{h_2(b+1-v-r) - h_2(b+1-v)}{r} \tilde{x}^2 [(v-1)\delta + \tau_0] \right]$$

$$- \delta \int_{r+1}^b dv \tilde{x} [(v-1)\delta + \tau_0] x^{(3)} [(v-1)\delta + \tau_0]$$

$$- \delta \int_{r+1}^{b+1} dv \tilde{x} [(v-1)\delta + \tau_0] x^{(3)} [(v-1)\delta + \tau_0]$$

(A.31)

$$+ \int_b^{b+1} dv \left[ h_2(b+1-v-r) - h_2(b+1-v) \right] \tilde{x}^2 [(v-1)\delta + \tau_0]$$

$$- \delta h_2(b+1-v-r) \tilde{x} [(v-1)\delta + \tau_0] x^{(3)} [(v-1)\delta + \tau_0].$$
After a change of variables \( v \to b + 1 - v \) in the last two \( v \)-integrals and using \( b = 1 + \Delta \tau / \delta \), we can express \( J_1 \) as

\[
J_1 = \int_0^1 \frac{dr}{r} \left[ \int_0^{r+1} dv \ h_1(v) \left( \frac{h_1(v-r) - h_1(v)}{r} \tilde{x}^2 [(v-1)\delta + \tau_0] 
- \delta h_1(v-r) \tilde{x} [(v-1)\delta + \tau_0] x^{(3)} [(v-1)\delta + \tau_0] \right) 
- \delta \int_1^{b-r} dv \tilde{x} [(1-v)\delta + \tau] x^{(3)} [(1-v)\delta + \tau] \right] 
+ \int_0^1 dv h_2(v) \left( \frac{h_2(v+r) - h_2(v)}{r} \tilde{x}^2 [(1-v)\delta + \tau] 
- \delta h_2(v+r) \tilde{x} [(1-v)\delta + \tau] x^{(3)} [(1-v)\delta + \tau] \right) \right].
\]

The first \( v \)-integral will lead to a constant, with respect to \( \tau \), so we can safely neglect it because it will not contribute to the transition rate. If we explicitly evaluate the second \( v \)-integral, we obtain

\[
J_1 = C_1 + \int_0^1 \frac{dr}{r} \left[ \left( -\frac{\tilde{x}^2(\tau)}{2} \right) 
+ \int_0^1 dv h_2(v) \left( \frac{h_2(v+r) - h_2(v)}{r} \tilde{x}^2 [(1-v)\delta + \tau] 
- \delta h_2(v+r) \tilde{x} [(1-v)\delta + \tau] x^{(3)} [(1-v)\delta + \tau] \right) \right],
\]

where \( C_1 \) is a constant, independent of switch-off time \( \tau \). Note that any divergences that appear in \( J \) as \( r \to 0 \) are a result of the range splitting and will cancel when we come to recombine these pieces.
We now take the derivative of $J_1$ with respect to the switch-off time $\tau$:

$$
\frac{dJ_1}{d\tau} = -\ddot{x}(\tau)x^{(3)}(\tau) \int_0^1 \frac{dr}{r}
+ \int_0^1 \frac{dr}{r} \int_0^1 dv \; h_2(v) \left[ 2 \frac{h_2(v+r) - h_2(v)}{r} \ddot{x}[(1-v)\delta + \tau] x^{(3)}[(1-v)\delta + \tau] 
- \delta h_2(v+r) \left( (x^{(3)}[1-v] + \tau) \right)^2 + \ddot{x}[(1-v)\delta + \tau] x^{(4)}[(1-v)\delta + \tau] \right],
$$

before making a small-$\delta$ Taylor expansion, obtaining

$$
\frac{dJ_1}{d\tau} = -\ddot{x}(\tau)x^{(3)}(\tau) \int_0^1 \frac{dr}{r}
+ 2 \ddot{x}(\tau)x^{(3)}(\tau) \int_0^1 \frac{dr}{r} \int_0^1 dv \; h_2(v) \left( \frac{h_2(v+r) - h_2(v)}{r} \right) + O(\delta)
= 2 \ddot{x}(\tau)x^{(3)}(\tau) \int_0^1 \frac{dr}{r^2} \left[ \int_0^1 dv \; h_2(v) \left( h_2(v+r) - h_2(v) \right) - \frac{r}{2} \right] + O(\delta).
$$

The final $r$-integrand of $dJ_1/d\tau$ is finite as $r \to 0$.

Proceeding similarly, we now look at the integral $J_2$, which is given by

$$
J_2 = \int_1^{b-1} \frac{dr}{r} \left[ - \int_0^1 dv \; h_1^2(v) \ddot{x}^2 [(v-1)\delta + \tau_0] - \int_1^r dv \; \ddot{x}^2 [(v-1)\delta + \tau_0] 
- \delta h_1 (v-r) \ddot{x} [(v-1)\delta + \tau_0] x^{(3)} [(v-1)\delta + \tau_0] \right] (A.34)
$$

$$
- \delta \int_{r+1}^b dv \; \ddot{x} [(v-1)\delta + \tau_0] x^{(3)} [(v-1)\delta + \tau_0] 
+ \int_b^{b+1} dv \; h_2 (b+1-v) \left( \frac{1 - h_2 (b+1-v)}{r} \ddot{x}^2 [(v-1)\delta + \tau_0] 
- \delta \ddot{x} [(v-1)\delta + \tau_0] x^{(3)} [(v-1)\delta + \tau_0] \right].
$$

First, we perform the $r$-integral that is the coefficient of the first $v$-integral. Next, we change variables as $v \to v-r$ in the third $v$-integral. Then we explicitly perform the fourth
We now perform a small-$\delta$ Taylor expansion of the derivative, $dJ_2/dr$, to obtain

\[
\frac{dJ_2}{dr} = -\ddot{x}(\tau)x^{(3)}(\tau) \log \left( \frac{\Delta \tau}{\delta} \right) - \frac{1}{\Delta \tau^2} \int_{\tau_0}^\tau du \ddot{x}^2(u) \\
+ 2\ddot{x}(\tau)x^{(3)}(\tau) \int_0^1 dv h_2 (v) \left( 1 - h_2 (v) \right) \ddot{x}(1-v) \ddot{x}^{(3)}[(1-v)\delta + \tau] + O \left( \delta \log \left( \frac{1}{\delta} \right) \right). 
\]
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Next, we turn to the integral $J_3$:

$$J_3 = \int_{b-1}^{b} \frac{dr}{r} \left[ - \int_{0}^{1} dv \frac{h_1^2(v) \hat{x}^2 [(v-1)\delta + \tau_0]}{r} - \int_{1}^{r} dv \frac{\hat{x}^2 [(v-1)\delta + \tau_0]}{r} \right]$$

$$+ \int_{r}^{b} dv \left( \frac{h_1 (v-r) - 1}{r} \hat{x}^2 [(v-1)\delta + \tau_0] \right)$$

$$- \delta h_1 (v-r) \hat{x} [(v-1)\delta + \tau_0] x^{(3)} [(v-1)\delta + \tau_0] \right)$$

$$+ \int_{b-1}^{r+1} dv h_2 (b + 1 - v) \left( \frac{h_1 (v-r) - h_2 (b + 1 - v)}{r} \hat{x}^2 [(v-1)\delta + \tau_0] \right)$$

$$- \delta h_1 (v-r) \hat{x} [(v-1)\delta + \tau_0] x^{(3)} [(v-1)\delta + \tau_0] \right)$$

$$+ \int_{r+1}^{b+1} dv h_2 (b + 1 - v) \left( \frac{1 - h_2 (b + 1 - v)}{r} \hat{x}^2 [(v-1)\delta + \tau_0] \right)$$

$$- \delta \hat{x} [(v-1)\delta + \tau_0] x^{(3)} [(v-1)\delta + \tau_0] \right).$$

We change variables in the $r$-integral to $r \rightarrow r - b + 1$, and in the last three $v$-integrals we
change variables to \( v \to b + 1 - v \). This leads to

\[
J_3 = \int_0^1 \frac{dr}{r + b - 1} \left[ - \int_0^1 \frac{dv}{r + b - 1} \frac{h_1^2(v) \bar{x}^2 [(v-1)\delta + \tau_0]}{r + b - 1} - \int_1^{(r+b-1)} \frac{dv}{(r + b - 1)} \bar{x}^2 [(v-1)\delta + \tau_0] \right.
\]

\[
+ \int_1^{2-r} \frac{dv}{r + b - 1} \left( \frac{h_1(2-v-r) - 1}{r + b - 1} \bar{x}^2 [(1-v)\delta + \tau] \right.
\]

\[
- \delta h_1(2-v-r) \bar{x} [(1-v)\delta + \tau] x^{(3)} [(1-v)\delta + \tau])
\]

\[
+ \int_1^{b+1} \frac{dv h_2(v)}{r + b - 1} \left( \frac{h_1(2-r-v) - h_2(v)}{r + b - 1} \bar{x}^2 [(1-v)\delta + \tau] \right.
\]

\[
- \delta h_1(2-r-v) \bar{x} [(1-v)\delta + \tau] x^{(3)} [(1-v)\delta + \tau])
\]

\[
+ \int_0^{b+1} \frac{dv h_2(b+1-v)}{r + b - 1} \left( \frac{1-h_2(v)}{r + b - 1} \bar{x}^2 [(1-v)\delta + \tau] \right.
\]

\[
- \delta \bar{x} [(1-v)\delta + \tau] x^{(3)} [(1-v)\delta + \tau]) \right]
\]

(A.41)

If we differentiate \( J_3 \) with respect to the switch-off time \( \tau \) and then perform a small-\( \delta \) Taylor expansion, this leads to

\[
\frac{dJ_3}{d\tau} = O(\delta) 
\]

(A.42)

Next, we consider the integral labelled \( J_4 \), which reads

\[
J_4 = \int_b^{b+1} \frac{dr}{r} \left[ - \int_0^b \frac{dv}{r} \frac{h_1^2(v) \bar{x}^2 [(v-1)\delta + \tau_0]}{r} \right.
\]

\[
+ \int_b^{b+1} \frac{dv}{r} h_2(b+1-v) \left( \frac{h_1(v-r) - h_2(b+1-v)}{r} \bar{x}^2 [(v-1)\delta + \tau_0] \right.
\]

\[
- \delta h_1(v-r) \bar{x} [(v-1)\delta + \tau_0] x^{(3)} [(v-1)\delta + \tau_0]) \right)
\]

(A.43)

First, we evaluate the \( r \)-integral associated with the first \( v \)-integral and change variables to \( v \to b + 1 - v \) in the final \( v \)-integral, along with \( r \to r - b + 1 \) in its associated \( r \)-integral, to
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obtain

\[
J_4 = -\frac{1}{b(b + 1)} \int_0^b dv \int_0^1 dh_1^2(v) \bar{x}^2 [(v - 1)\delta + \tau_0] \\
+ \int_1^2 dr \int_0^1 dv \int_0^1 dh_2(v) \left( \frac{h_1(2 - v - r) - h_2(v)(r + b - 1)}{(r + b - 1)} \bar{x}^2 [(1 - v)\delta + \tau] - \delta h_1(2 - v - r)\bar{x} [(1 - v)\delta + \tau] \chi^{(3)} [(1 - v)\delta + \tau] \right).
\]

(A.44)

Differentiation with respect to the switch-off time, followed by a small-$\delta$ Taylor expansion, leads to

\[
\frac{dJ_4}{d\tau} = O(\delta).
\]

(A.45)

Finally, we analyse the integral $J_5$:

\[
J_5 = \int_{b+1}^\infty dr \frac{1}{r} \left[ -\int_0^1 h_1^2(v) \bar{x}^2 [(v - 1)\delta + \tau_0] + \int_1^b dv \frac{\bar{x}^2 [(v - 1)\delta + \tau_0]}{r} - \int_1^{b+1} dv \frac{h_2(b + 1 - v) \bar{x}^2 [(v - 1)\delta + \tau_0]}{r} \right],
\]

(A.46)

for which we evaluate the $r$-integral and change variables to $v \rightarrow b + 1 - v$ in the final $v$-integral. This results in

\[
J_5 = -\frac{1}{(b + 1)} \left[ \int_0^1 dv h_1^2(v) \bar{x}^2 [(v - 1)\delta + \tau_0] + \int_1^b dv \bar{x}^2 [(v - 1)\delta + \tau_0] + \int_0^1 dv h_2^2(v) \bar{x}^2 [(1 - v)\delta + \tau] \right].
\]

(A.47)
Differentiating $J_5$ and making use of the change of variables $v \to v\delta - \delta + \tau_0$, we find

$$
\frac{dJ_5}{d\tau} = \frac{\delta}{\Delta\tau^2} \frac{1}{(1 + \frac{2\delta}{\Delta\tau})^2} \int_0^1 dv \ h_1^2(v) \ \ddot{x}^2 \ [(v - 1)\delta + \tau_0]
- \frac{\ddot{x}^2(\tau)}{\Delta\tau} + \frac{1}{\Delta\tau^2} \frac{1}{(1 + \frac{2\delta}{\Delta\tau})^2} \int_{\tau_0}^{\tau-\delta} dv \ \ddot{x}^2 \ [(v - 1)\delta + \tau_0]
+ \frac{\delta}{\Delta\tau^2} \frac{1}{(1 + \frac{2\delta}{\Delta\tau})^2} \int_0^1 dv \ h_2^2(v) \ \ddot{x}^2 \ [(1 - v)\delta + \tau]
- \frac{2\delta}{\Delta\tau} \frac{1}{(1 + \frac{2\delta}{\Delta\tau})} \int_0^1 dv \ h_2^2(v) \ \ddot{x} \ [(1 - v)\delta + \tau] \ x^{(3)} \ [(1 - v)\delta + \tau] \ ,
$$

(A.48)

and Taylor expanding (A.48) in the parameter $\delta$, which we take to zero in the sharp-switching limit, gives

$$
\frac{dJ_5}{d\tau} = \frac{\ddot{x}^2(\tau)}{\Delta\tau} + \frac{1}{\Delta\tau^2} \int_{\tau_0}^{\tau} dv \ \ddot{x}^2(u) + O(\delta) .
$$

(A.49)

We are now in a position to combine equations (A.35), (A.39), (A.42), (A.45) and (A.49). The result is

$$
\frac{dJ}{d\tau} = 2\ddot{x}(\tau)x^{(3)}(\tau) \int_0^1 \frac{dr}{r^2} \left[ \int_0^1 dv \ h_2(v) \ (h_2(v) + r) - h_2(v) \right]
- \ddot{x}(\tau)x^{(3)}(\tau) \log \left( \frac{\Delta\tau}{\delta} \right) - \frac{\ddot{x}^2(\tau)}{\Delta\tau}
+ 2\ddot{x}(\tau)x^{(3)}(\tau) \int_0^1 dv \ h_2(v) \ (1 - h_2(v)) + O \left( \delta \log \left( \frac{\Delta\tau}{\delta} \right) \right) .
$$

(A.50)

Restoring the pre-factor $-1/12\pi^3$ that we dropped, we obtain the desired result, (A.2).
In this appendix, we show an example of how the groupings in (3.26) lead to well defined expressions in the small-$s$ limit. The regularity of the other terms in this limit follows similarly.

Consider the integral with the $-E^2/4\pi^3$ coefficient in (3.26):

$$
\int_0^\infty ds \frac{1}{s^2} \int_{-\infty}^\infty du \chi(u) [\chi(u - s) - \chi(u)] \\
= \int_0^\infty ds \frac{F(s)}{s^2},
$$

(B.1)

where this coefficient has been suppressed, and where we have defined

$$
F(s) := \int_{-\infty}^\infty du \chi(u) [\chi(u - s) - \chi(u)].
$$

(B.2)
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The first and second derivatives of \( F(s) \) with respect to \( s \) are

\[
F'(s) = -\int_{-\infty}^{\infty} du \, \chi(u) \frac{d\chi(u-s)}{du},
\]

\[
F''(s) = \int_{-\infty}^{\infty} du \, \chi(u) \frac{d^2\chi(u-s)}{du^2}.
\]

Hence,

\[
F(0) = 0,
\]

\[
F'(0) = -\int_{-\infty}^{\infty} du \, \chi(u) \frac{d\chi(u)}{du} = -\left[ \frac{\chi^2(u)}{2} \right]_{-\infty}^{\infty} = 0,
\]

\[
F''(0) = \int_{-\infty}^{\infty} du \, \chi(u) \frac{d^2\chi(u)}{du^2} = -\int_{-\infty}^{\infty} du \, \chi^2(u),
\]

where the final equalities are obtained after integrating by parts and using the compact support of \( \chi \). Therefore, the small-s Taylor expansion of \( F(s) \) has the form

\[
F(s) = -\frac{s^2}{2} \int_{-\infty}^{\infty} du \, \chi^2 + O(s^4),
\]

which shows that the integral over \( s \) in (B.1) converges at small \( s \). Convergence at large \( s \) follows because \( F(s) \) vanishes for sufficiently large \( s \), by the compact support of \( \chi \).

The other groupings in (3.26) can be shown to be non-divergent in a similar manner.
In this appendix, we use a series of variable changes to evaluate the integral (3.46), encountered in Chapter 3. Ignoring the $\chi(u)$ coefficient, this integral reads

\[ I := \int_0^\infty dr \sqrt{\frac{N}{P}}, \]  

where

\[ P := 1 + 2Ar^2 + r^4, \]  

with $A \geq 1$, and

\[ N := \sqrt{P} + 1 - r^2. \]

The result we shall establish is

\[ I = \frac{\pi}{\sqrt{2}}. \]
Chapter C: Evaluation of the integral (3.46)

We begin by writing integral (C.1) as

\[ I = \sqrt{2(A+1)} \int_{0}^{\infty} \frac{r}{\sqrt{r^2 - (1-r^2)\sqrt{P}}} \, dr, \]  

and we then change variables to \( s = r^2 \) to give

\[ I = \sqrt{\frac{(A+1)}{2}} \int_{0}^{\infty} \frac{1}{\sqrt{P + s - 1} \sqrt{P}} \, ds, \]  

where now \( P = 1 + 2As + s^2 \). Using the fact that \( A \) is a positive, real constant, we can express it in terms of a parameter \( \alpha > 0 \) as \( A = \cosh(\alpha) \), leading to

\[ P = (s + e^\alpha)(s + e^{-\alpha}). \]  

Next we write

\[ s = u \sinh(\alpha) - \cosh(\alpha) \]  

in order to express \( P \) as

\[ P = \left( u \sinh(\alpha) + \sinh(\alpha) \right) \left( u \sinh(\alpha) - \sinh(\alpha) \right) = \sinh^2(\alpha) (u^2 - 1). \]  

Another change of variables to \( u = \cosh(v) \) allows us express the integral as

\[ I = \sqrt{\frac{(A+1)}{2}} \int_{v_0}^{\infty} \frac{dv}{\sqrt{\sinh(\alpha) e^v - (1 + \cosh(\alpha))}}. \]  

where \( v_0 = \text{arccosh}(\coth(\alpha)) \).

If we now use the change of variables \( v = v_0 + w \) and the fact that

\[ e^{v_0} = \frac{\cosh(\alpha) + 1}{\sinh(\alpha)} \]  

191
then the integral collapses to the simple form

$$I = \frac{1}{\sqrt{2}} \int_{0}^{\infty} \frac{dw}{\sqrt{e^w - 1}}.$$  \hfill (C.12)

This form is easily evaluated by making a final change of variables \( t = \sqrt{e^w - 1} \), which leads to the standard integral

$$I = \sqrt{2} \int_{0}^{\infty} \frac{dt}{t^2 + 1},$$  \hfill (C.13)

the evaluation of which establishes (C.4).
In this appendix, we calculate some of the expressions appearing in Chapter 4.

**D.1 Derivation of (4.30) and (4.31)**

In this appendix, we verify the passage from (4.28) to (4.30) and (4.31).

**D.1.1 $n = 0$ term**

Let

\[
I(a, P) := \text{Re} \int_{0}^{\infty} \frac{e^{-iax} \, dx}{\sqrt{P - \sinh^2 x}},
\]  

(D.1)
D.1 Derivation of (4.30) and (4.31)  
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where \( a \in \mathbb{R} \), \( P \geq 0 \), and the square root is positive for positive argument and positive imaginary for negative argument. We shall show that

\[
I(a, 0) = -\frac{\pi \tanh(\pi a/2)}{2},
\]

\[
I(a, P) = e^{-\pi a/2} \int_{0}^{\infty} \frac{\cos(ay) \, dy}{\sqrt{P + \cosh^2 y}} \quad \text{for} \quad P > 0.
\]

Applying (D.2) and (D.3) to the \( n = 0 \) term in (4.28) yields the corresponding terms in (4.30) and (4.31).

Suppose first \( P = 0 \). For \( P = 0 \), (D.1) reduces to

\[
I(a, 0) = -\int_{0}^{\infty} \frac{\sin(ax)}{\sinh x} \, dx,
\]

which evaluates to (D.2a) (3.981.1) [53].

We note in passing the relation

\[
I(a, 0) = \frac{\pi}{2} + e^{-\pi a/2} \int_{0}^{\infty} \frac{\cos(ay) \, dy}{\cosh y},
\]

which follows by evaluating the integral in (D.3) (3.981.2) [53] and using (D.2a). Comparison of (D.2b) and (D.3) shows that \( I(a, P) \) is not continuous at \( P = 0 \).
Suppose then $P > 0$. We rewrite (D.1) as the contour integral

$$I(a, P) := \text{Re} \int_{C_1} \frac{e^{-iaz} \, dz}{\sqrt{P - \sinh^2 z}}, \quad (D.4)$$

where the contour $C_1$ goes from $z = 0$ to $z = \infty$ along the positive real axis, with a dip in the lower half-plane near the branch point $z = \text{arcsinh} \sqrt{P}$. The square root denotes the branch that is positive for small, positive $z$.

We deform $C_1$ into the union of $C_2$ and $C_3$, where $C_2$ goes from $z = 0$ to $z = -i\pi/2$ along the negative imaginary axis and $C_3$ consists of the half-line $z = y - i\pi/2$ with $0 \leq y < \infty$, as shown in Figure D.1. Owing to the integrand having no singularities within the strip $-\pi/2 \leq \text{Im} z < 0$ and to the fact that it falls off exponentially within this strip as $\text{Re} z \to +\infty$, the deformation does not change the value of the integral. The contribution from $C_2$ is purely imaginary and vanishes on taking the real part. The contribution from $C_3$ yields (D.2b).

### D.1.2 $n \neq 0$ terms

Let

$$I_b(a, P) := \text{Re} \int_{0}^{\infty} \frac{e^{-i\alpha x} \, dx}{\sqrt{P - \sinh^2(x + b)}}, \quad (D.5)$$

where $a \in \mathbb{R}$, $P > 0$, $b \in \mathbb{R}$ and the square root is positive for positive argument and analytically continued to negative values of the argument by giving $x$ a small, negative imaginary part.

We shall show that

$$I_b(a, P) + I_{-b}(a, P) = 2 \cos(ab) I(a, P), \quad (D.6)$$

where $I(a, P)$ is given in (D.2b). Applying (D.6) with (D.2b) to the $n \neq 0$ terms in (4.28) yields the corresponding terms in (4.30) and (4.31).
For \( b = 0 \), (D.6) follows from (D.2b). Both sides of (D.6) are even in \( b \), and it hence suffices to consider (D.6) for \( b > 0 \).

Let \( b > 0 \). Changing the integration variable in (D.5) to \( y = x + b \) yields

\[
I_b(a, P) + I_{-b}(a, P) = 2 \cos(ab) \text{Re} \left( \int_0^\infty \frac{e^{-iay} \, dy}{\sqrt{P - \sinh^2 y}} \right) - \text{Re} \left( e^{iab} \int_0^b \frac{e^{-iay} \, dy}{\sqrt{P - \sinh^2 y}} + e^{-iab} \int_0^{-b} \frac{e^{-iay} \, dy}{\sqrt{P - \sinh^2 y}} \right),
\]

(D.7)

where the branches of the square roots are as inherited from (D.5): positive when the argument is positive and continued to negative argument by giving \( y \) a small, negative imaginary part. As we shall now show, examination of the branches shows that the last two terms in (D.7) cancel on taking the real part. Defining

\[
S_b(a, P) = \text{Re} \left( e^{iab} \int_0^b \frac{e^{-iay} \, dy}{\sqrt{P - \sinh^2(y - i\epsilon)}} + e^{-iab} \int_0^{-b} \frac{e^{-iay} \, dy}{\sqrt{P - \sinh^2(y + i\epsilon)}} \right),
\]

(D.8)

where we have been explicit about the placement of the regulator, and then changing variables to \( y = -x \) in the second integral gives

\[
S_b(a, P) = \text{Re} \left( e^{iab} \int_0^b \frac{e^{-iay} \, dy}{\sqrt{P - \sinh^2(y - i\epsilon)}} - e^{-iab} \int_0^b \frac{e^{-iay} \, dy}{\sqrt{P - \sinh^2(y + i\epsilon)}} \right).
\]

(D.9)

If we now denote the singularity in the denominator by \( y_0 := \text{arcsinh} \left( \sqrt{P} \right) \), then for the case that \( b < y_0 \) the argument of the square root is uniformly positive across the range of integration and (D.9) vanishes upon taking the real part. If \( b > y_0 \) then the portion of the integral for which \( y < y_0 \) once more vanishes on taking the real part and the remaining part
of $S_b(a, P)$ is

$$S_b(a, P) = \text{Re} \left( e^{iab} \int_{y_0}^{b} \frac{e^{-iay} \, dy}{i \sqrt{\sinh^2 y - P}} - e^{-iab} \int_{y_0}^{b} \frac{e^{iay} \, dy}{i \sqrt{\sinh^2 y - P}} \right)$$

$$= \text{Re} \left( -2i \int_{y_0}^{b} \frac{dy}{\sqrt{\sinh^2 y - P}} \cos[a(b-y)] \right) \quad \text{(D.10)}$$

$$= 0. \quad \text{(D.11)}$$

Using (D.1) in the first term of (D.7) leads to (D.6).

### D.2 Derivation of (4.34)

In this appendix, we verify the asymptotic formula (4.34).

Let

$$J(a, P) := \int_{0}^{\infty} \frac{\cos(ay) \, dy}{\sqrt{P + \cosh^2 y}}, \quad \text{(D.12)}$$

where $P > 0$ and $a \in \mathbb{R}$. Note from (D.2b) that $I(a, P) = e^{-\pi a/2} J(a, P)$ for $P > 0$. We shall show that as $P \to \infty$ with fixed $a$, $J(a, P)$ has the asymptotic form

$$J(a, P) = \frac{1}{a \sqrt{\pi P}} \text{Im} \left[ (4P)^{ia/2} \Gamma(1+ia/2) \Gamma(\frac{1}{2} - ia/2) \right] + O(P^{-3/2}) \quad \text{for } a \neq 0, \quad \text{(D.13a)}$$

$$J(0, P) = \frac{1}{2 \sqrt{P}} \left[ \ln(4P) + \psi(1) - \psi\left(\frac{1}{4}\right) \right] + O(P^{-3/2} \ln P), \quad \text{(D.13b)}$$

where $\psi$ is the digamma function [52].

Starting from (D.12), writing $\cos(ay) = \text{Re}(e^{iay})$ and making the substitution $y = \ln t$,
we find

\[ J(a, P) = 2 \Re \int_1^\infty \frac{t^\alpha \, dt}{\sqrt{t^4 + B^2 t^2}} \sqrt{\frac{1}{t^4 + B^2 t^2}} \]
\[ = 2 \sum_{p=0}^\infty b_p \Re \int_1^\infty \frac{t^\alpha \, dt}{t^{2p+1} (t^2 + B^2)^{p+1/2}} , \]

(D.14)

where \( B = \sqrt{4P + 2} \) and \( b_p \) are the coefficients in the binomial expansion \((1 + x)^{-1/2} = \sum_{p=0}^\infty b_p x^p\). Because the \( p > 0 \) terms in (D.14) are \( O(B^{-2p-1}) = O(P^{-p-1/2}) \) by dominated convergence, we have \( J(a, P) = J_0(a, P) + O(P^{-3/2}) \), where the substitution \( t = Bv \) in the \( p = 0 \) terms gives

\[ J_0(a) = \frac{2}{B} \Re \left( B^\alpha \int_{1/B}^{\infty} \frac{v^{\alpha-1} \, dv}{\sqrt{1 + v^2}} \right) . \]

(D.15)

When \( a \neq 0 \), integrating (D.15) by parts and extending the lower limit of the integral to zero gives

\[ J_0(a, P) = \frac{2}{Ba} \Im \left[ B^\alpha \int_0^{\infty} \frac{v^{1+\alpha} \, dv}{(1 + v^2)^{3/2}} + O(B^{-2}) \right] . \]

(D.16)

The integral in (D.16) may be evaluated by writing

\[ (1 + v^2)^{-3/2} = (\Gamma(3/2))^{-1} \int_0^\infty dy y^{1/2} e^{-(1+v^2)y} \]

(D.17)

and interchanging the order of the integrals, with the result (D.13a). When \( a = 0 \), similar manipulations lead to (D.13b).
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D.3 Derivation of \((4.35)\)

Let \(p > 0, q > 0, a \in \mathbb{R}\) and \(\gamma \in \mathbb{R}\). For \(n \in \mathbb{Z}\), let \(K_n := p^2 \sinh^2(nq)\), and define

\[
F_n := \int_0^\infty \frac{\cos(n\gamma q) \cos(ay)}{\sqrt{K_n + \cosh^2 y}} \, dy ,
\]

where we suppress the dependence of \(F_n\) on \(p, q, a\) and \(\gamma\). We shall show that the sum \(S := \sum_{n=-\infty}^{\infty} F_n\) has the asymptotic form

\[
S = \frac{2}{q} \int_0^\infty \int_0^\infty \frac{\cos(r\gamma) \cos(ay)}{\sqrt{p^2 \sinh^2 r + \cosh^2 y}} \, dr \, dy + o(1)
\]

as \(q \to 0\) with the other parameters fixed. Note that the leading term in \((D.19)\) diverges as \(q \to 0\).

Let

\[
G(r) := \cos(\gamma r) \int_0^\infty \frac{\cos(ay)}{\sqrt{p^2 \sinh^2 r + \cosh^2 y}} \, dy,
\]

where we suppress the dependence of \(G\) on \(a\) and \(\gamma\). \(S\) then equals \(q^{-1}\) times the Riemann sum of \(G\) with the sampling points \(r = nq, n \in \mathbb{Z}\). \(G\) is continuous, and from Appendix D.2 we see that \(|G(r)|\) is exponentially small as \(r \to \pm \infty\). The Riemann sum of \(G\) therefore converges to the integral of \(G\) as \(q \to 0\). Noting finally that \(G\) is even, we recover \((D.19)\).

D.4 Co-rotating response at \(E\ell \to \pm \infty\)

In this appendix, we analyse the individual terms in the co-rotating detector response \((4.31)\) in the limit \(E\ell \to \pm \infty\). These terms are of the form

\[
\tilde{I}(\chi, a, P) := \cos(\chi a) e^{-\pi a/2} J(a, P) ,
\]

\(199\)
where $\chi \in \mathbb{R}$, $a \in \mathbb{R}$, $P > 0$ and $J(a, P)$ is given by (D.12). We shall show that when $a \to \pm \infty$ with fixed $\chi$ and $P$, $\tilde{I}(\chi, a, P)$ has the asymptotic form

$$\tilde{I}(\chi, a, P) = \begin{cases} 
2\sqrt{\pi} e^{-\alpha a} \cos(\chi a) \cos(\alpha a - \pi/4) \sqrt{a \sinh(2\alpha)} + o(a^{-1/2} e^{-a\pi}) , & a \to +\infty, \\
2\sqrt{\pi} \cos(\chi a) \cos(-\alpha a - \pi/4) \sqrt{-a \sinh(2\alpha)} + o((-a)^{-1/2}) , & a \to -\infty,
\end{cases}$$

(D.22)

where $\alpha = \text{arcsinh}\sqrt{P}$.

Assuming $a \neq 0$ and writing $\cos(ay) = \text{Re}(e^{i|a|y})$, we start by rewriting $J(a, P)$ from
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D.4 Co-rotating response at \( E\ell \rightarrow \pm \infty \)

\[ J(a, P) = \text{Re} \int_{C_1} \frac{e^{i|a|y}}{\sqrt{P + \cosh^2 y}} \, dy, \quad (D.23) \]

where the contour \( C_1 \) consists of the positive imaginary axis travelled downwards and the positive real axis travelled rightwards. The contribution from the imaginary axis vanishes on taking the real part.

Writing \( P = \sinh^2 \alpha \) where \( \alpha > 0 \) and factorising the quantity under the square root in (D.23), we obtain

\[ J(a, P) = \text{Re} \int_{C_1} \frac{e^{i|a|y}}{\sqrt{\sinh(\alpha + y - i\pi/2) \sinh(\alpha - y + i\pi/2)}} \, dy. \quad (D.24) \]

The branch points of the integrand in (D.24) are at \( y = \pm \alpha + i\pi (n + \frac{1}{2}), \ n \in \mathbb{Z} \). We may deform \( C_1 \) into the contour \( C_2 \) that comes down from \( \alpha + i\infty \) at \( \text{Re} \ y = \alpha \), passing the branch points from the left, encircles the branch point at \( y = \alpha + i\pi/2 \) counterclockwise, and finally goes back up to \( \alpha + i\infty \) at \( \text{Re} \ y = \alpha \) but now passing the branch points from the right.
Changing the integration variable by $y = \alpha + i\pi/2 + iu$, we then have

$$J(a, P) = e^{-|a|\pi/2} \Re \left( e^{i|a|} \int_{C_3} \frac{e^{-|a|u} \, du}{\sqrt{-i\sin(u) \sinh(2\alpha + iu)}} \right),$$

where contour $C_3$ comes from $u = +\infty$ to $u = 0$ on the upper lip of the positive $u$ axis, encircles $u = 0$ counterclockwise and goes back to $u = +\infty$ on the lower lip of the positive $u$ axis. The square root is positive at $u = \pi/2$ on the upper lip and it is analytically continued to the rest of $C_3$. The contours are shown in Figures D.2 and D.3.

We now note that $\sinh(2\alpha + iu) = \sinh(2\alpha) \cos(u) + i \cosh(2\alpha) \sin(u)$, and that the modulus of this expression is bounded below by $\sinh(2\alpha)$. In (D.25), the contribution from the two intervals in which $\pi/2 \leq u \leq \pi$ is therefore bounded above by $e^{-|a|\pi/\sqrt{\sinh(2\alpha)}}$ times a numerical constant, and the contribution from the two intervals in which $n\pi \leq u \leq (n + 1)\pi$, $n = 1, 2, \ldots$, is bounded above by $e^{-|a|\pi[n+(1/2)]}/\sqrt{\sinh(2\alpha)}$ times a numerical constant. The sum of all of these contributions is hence $O(e^{-|a|\pi})$. In the remaining contribution, coming from the two intervals in which $0 \leq u \leq \pi/2$, we combine the upper and lower lips and change the integration variable to $w = |a|u$. This gives

$$J(a, P) = \frac{2e^{-|a|\pi/2}}{\sqrt{|a|}} \times \left( e^{i(\alpha|a|)\pi/2} \int_{0}^{\pi/|a|} \frac{e^{-w} \, dw}{\sqrt{|a| \sin(w/|a|) \sinh(2\alpha) \cos(w/|a|) + i \cosh(2\alpha) \sin(w/|a|)}} \right) + O(e^{-|a|\pi}),$$

where the square root denotes the branch that is positive in the limit $w \to 0_+$.

By Jordan’s lemma, the modulus of the integrand in (D.26) is bounded from above in the range of integration by the function $g(w) := \sqrt{2\sinh(2\alpha)} w^{-1/2} e^{-w}$. As $g(w)$ is integrable over $0 < w < \infty$ and independent of $a$, dominated convergence guarantees that when $|a| \to \infty$, the limit in the integrand in (D.26) can be taken under the integral. The integral
that ensues in the limit is elementary, and we obtain

\[ J(a, P) = \frac{2\sqrt{\pi} e^{-|a|\pi/2} \cos(\alpha |a| - \pi/4)}{\sqrt{|a| \sinh(2\alpha)}} + o\left(|a|^{-1/2} e^{-|a|\pi/2}\right). \quad (D.27) \]

(D.22) then follows by substituting (D.27) in (D.21).

### D.5 Derivation of (4.41)

In this appendix, we verify the asymptotic expansions

\[ \int_0^m dx \frac{\cos(\beta x)}{\cos x} = \frac{\sin(m \beta)}{\beta \cos m} + O(\beta^{-2}) \], \quad (D.28a)

\[ \int_0^m dx \frac{\sin(\beta x)}{\sin x} = \frac{\pi \text{sgn} \beta}{2} - \frac{\cos(m \beta)}{\beta \sin m} + O(\beta^{-2}) \], \quad (D.28b)

valid as \( \beta \to \pm \infty \) with fixed \( m \in (0, \pi) \).

(D.28a) follows by repeated integrations by parts that bring down inverse powers of \( \beta \) [76].

In (D.28b), we split the integral as

\[ \int_0^m dx \left( \frac{1}{\sin x} - \frac{1}{x} \right) \sin(\beta x) - \int_m^\infty dx \frac{\sin(\beta x)}{x} + \int_0^\infty dx \frac{\sin(\beta x)}{x}. \quad (D.29) \]

Repeated integrations by parts now apply to the first two terms in (D.29), and the third term equals \( \frac{\pi}{2} \text{sgn} \beta \) [53]. Combining, we obtain (D.28b).

### D.6 Stationary but non-co-rotating detector

In this appendix, we discuss briefly a detector that is stationary in the exterior region of the BTZ black hole but not co-rotating with the horizon. For the transparent boundary condition at the infinity, we show that the \( n = 0 \) term in the transition rate (4.24) breaks the KMS property already in second order in the difference between the horizon and detector
angular velocities. As the $n = 0$ term is expected to give the dominant contribution when the black hole mass is large, we take this as evidence that the transition rate does not satisfy the KMS property, in agreement with the GEMS prediction [32–34, 74].

Consider a detector that is stationary in the exterior region of the BTZ spacetime at exterior BTZ co-ordinate $r$, but not necessarily co-rotating with the horizon. The tangent vector of the trajectory is a linear combination of $\partial_t$ and $\partial_\phi$. By (4.16) and (4.17), the lift of the trajectory to $\text{AdS}_3$ reads

$$
X_1 = \ell \cosh \chi \sinh(2ky),
$$

$$
T_1 = \ell \cosh \chi \cosh(2ky),
$$

$$
X_2 = \ell \sinh \chi \cosh(2y),
$$

$$
T_2 = \ell \sinh \chi \sinh(2y),
$$

where we have written $\sqrt{\alpha} = \cosh \chi$ with $\chi > 0$, the constant $k$ is proportional to the difference of the detector and horizon angular velocities, and $y$ is a parameter along the trajectory. We assume $|k| < \tanh \chi$, which is the condition for the trajectory to be timelike.

The proper time $\tau$ is related by $y$ by $\tau = 2\ell \sinh \chi \sqrt{1 - k^2 \coth^2 \chi y}$.

Let $\mathcal{J}^{n=0}$ denote the $n = 0$ term in the transition rate (4.24). Substituting (D.30) in (4.25), and specialising to the transparent boundary condition, $\zeta = 0$, we find

$$
\mathcal{J}^{n=0}(E) = \frac{1}{4} \frac{1}{2\pi} \sqrt{1 - k^2 \coth^2 \chi} \int_0^\infty dy \frac{\sin(2\ell \sinh \chi \sqrt{1 - k^2 \coth^2 \chi y})}{\sqrt{\sinh^2 y - \coth^2 \chi \sinh^2(ky)}}.
$$

(D.31)

It can be verified that the quantity under the square root in the denominator is positive for $0 < y < \infty$.

Expanding (D.31) as a power series in $E$ and then expanding the coefficients as power
From (D.32) it is seen that the power series expansion of $\dot{F}^n=0(E)/\dot{F}^n=0(E)$ in $E$ is incompatible with a pure exponential in $E$, and the discrepancy arises in the coefficient of the $(E\ell)^3$ term in order $k^2$. $\dot{F}^n=0$ (D.31) hence does not satisfy the KMS property at small but non-zero $k$.  

$\dot{F}^n=0(E) = \frac{1}{4} + \left[ -\frac{\pi}{4} \sinh \chi + \frac{\pi}{8} \left( \frac{\pi^2}{4} - 1 \right) \frac{\cosh^2 \chi k^2}{\sinh \chi} + O(k^4) \right] E\ell$

$+ \left[ \frac{\pi^3}{12} \sinh^3 \chi + \frac{\pi^3}{4} \left( 1 - \frac{\pi^2}{6} \right) \sinh \chi \cosh^2 \chi k^2 + O(k^4) \right] (E\ell)^3 + O((E\ell)^5) .$

(D.32)
Two-dimensional Schwarzschild integral

In this appendix, we shall show how to obtain the transition rate (5.49) for the static detector in the Hartle-Hawking vacuum external to the two-dimensional Schwarzschild black hole, encountered in Chapter 5.

Our task is to evaluate the real part of the integral

\[ I := \int_{0}^{\infty} dz \ e^{-z(a+ib)} \log[\sinh(z)], \]  

(E.1)

where \( a, b \in \mathbb{R} \) and \( a > 0 \) and where we shall take \( a \to 0 \) at the end of the calculation.

Note, the logarithmic divergence at \( z = 0 \) in (5.48) is integrable, and we have dropped the \( i\epsilon \)-regulator because we never cross \( s = 0 \). We shall perform this computation by deforming the contour as shown in Figure E.1. The result we shall ultimately obtain in the \( a \to 0 \) limit is

\[ \text{Re}[I] = -\frac{\pi}{2b} \left[ \frac{1 + e^{-b\pi}}{1 - e^{-b\pi}} \right]. \]  

(E.2)

It is straightforward to verify that the contribution from the part of the contour along
'BC' is vanishing in the limit that $R \to \infty$, and we shall not need to analyse that piece of the contour explicitly in this appendix. We shall now examine the contributions to (E.1) from the pieces of the contour path shown in Figure E.1 labelled 'CD' and 'DE' in turn.

### E.1 Integral along CD part of contour

Along this portion of the path $z = t + i\pi/2$, where $0 \leq t < \infty$. We then have

$$ I_{CD} := - \int_{0}^{\infty} dt \ e^{-(t+i\pi/2)(a+ib)} \log (\sinh (t + i\pi/2)) . $$

(E.3)
We use the identity \( \sinh(t + i\pi/2) = i \cosh(t) \), followed by \( \log(i \cosh(t)) = \log(\cosh(t)) + i\pi/2 \), where the branch is chosen to give agreement with the small imaginary constant one obtains in \((1+1)\)-dimensional Minkowski spacetime. After this, (E.3) reads

\[
I_{CD} = -\int_0^\infty dt \ e^{(b\pi/2 - at) - i(bt+a\pi/2)} [\log(\cosh(t)) + i\pi/2]. \tag{E.4}
\]

To make progress evaluating (E.4), let us first focus on the simpler term, arising from the finite imaginary part of (E.4). We denote this term by \( I_{CD2} \):

\[
I_{CD2} := -i\frac{\pi}{2} \int_0^\infty dt \ e^{(b\pi/2 - at) - i(bt+a\pi/2)}
\]
\[
= -i\frac{\pi}{2} e^{\frac{b}{2}(b-ia)} \int_0^\infty dt \ e^{-t(a+ib)}
\]
\[
= -i\frac{\pi}{2} e^{\frac{b}{2}(b-ia)} \frac{1}{(a + ib)}
\]
\[
= -i\frac{\pi}{2} e^{\frac{b}{2}(b-ia)} \frac{a - ib}{(a^2 + b^2)}. \tag{E.5}
\]

Thus,

\[
\Re [I_{CD2}] = -\frac{\pi}{2(a^2 + b^2)} e^{\frac{b}{2}} [b \cos(a\pi/2) + a \sin(a\pi/2)], \tag{E.6}
\]

and if we take the limit \( a \to 0 \), we obtain

\[
\Re [I_{CD2}] = -\frac{\pi}{2b} e^{\frac{b}{2}}. \tag{E.7}
\]

Next, we focus on the logarithmic term in the integrand of (E.4), whose integral we denote as \( I_{CD1} \):

\[
I_{CD1} = -\int_0^\infty dt \ e^{(b\pi/2 - at) - i(bt+a\pi/2)} \log(\cosh(t))
\]
\[
= -e^{\frac{b}{2}(b-ia)} \int_0^\infty dt \ e^{-t(a+ib)} \log(\cosh(t)). \tag{E.8}
\]
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If we now integrate by parts, the boundary term vanishes and we are left with

\[ I_{CD1} = -e^{\frac{\pi}{2}(b-ia)} \frac{1}{a + ib} \int_0^\infty dt \ e^{-t(a+ib)} \tanh(t) . \]  

(E.9)

Given that \( a > 0 \), this integral can be evaluated by using the standard integral (3.541.7) in [53], and after using (8.370) of [53], we obtain

\[ I_{CD1} = -e^{\frac{\pi}{2}(b-ia)} \frac{1}{a + ib} \left[ \frac{1}{2} \psi \left( \frac{1}{2} + \frac{(a + ib)}{4} \right) - \frac{1}{2} \psi \left( \frac{a + ib}{4} \right) \right] \]  

\[ = - \frac{1}{(a + ib)} \]  

(E.10)

Taking the \( a \to 0 \) limit, equation (E.10) reduces to

\[ I_{CD1} = i \frac{b}{e^{\frac{\pi b}{2}}} \left[ \frac{1}{2} \psi \left( \frac{1}{2} + \frac{ib}{4} \right) - \frac{1}{2} \psi \left( \frac{ib}{4} \right) + i \right] . \]  

(E.11)

We take the real part of (E.11) using (6.3.11) and (6.3.12) of [67]:

\[ \text{Re} \left[ I_{CD1} \right] = -e^{\frac{\pi b}{2}} \left[ \frac{1}{2b^2} + \frac{1}{2b} \text{Im} \left( \psi \left( \frac{1}{2} + \frac{ib}{4} \right) - \psi \left( \frac{ib}{4} \right) \right) \right] \]

\[ = -e^{\frac{\pi b}{2}} \left[ \frac{1}{2b^2} + \frac{1}{2b} \left( \frac{\pi}{4} \tanh \left( \frac{\pi b}{4} \right) - \frac{2}{b} - \frac{\pi}{2} \coth \left( \frac{\pi b}{4} \right) \right) \right] \]

\[ = -e^{\frac{\pi b}{2}} \left[ \frac{\pi}{4b} \frac{1}{\tanh \left( \frac{\pi b}{4} \right) - \coth \left( \frac{\pi b}{4} \right)} \right] \]  

\[ = -e^{\frac{\pi b}{2}} \left[ -\frac{\pi}{2b} \frac{1}{\sinh \left( \frac{b\pi}{2} \right)} \right] \]

\[ = \frac{\pi}{b} \frac{1}{1 - e^{-b\pi}} . \]  

(E.12)

Combining (E.7) with (E.12), we obtain the complete contribution along the ‘CD’ section of the contour to be

\[ \text{Re} \left[ I_{CD} \right] = -\frac{\pi}{2b} e^{\frac{\pi b}{2}} + \frac{\pi}{b} \frac{1}{1 - e^{-b\pi}} . \]  

(E.13)
E.2 Integral along DE part of contour

Along this part of the path $z = it$, with $\epsilon \leq t \leq \pi/2$, where $\epsilon$ is a small, positive constant that we employ to avoid the logarithmic singularity at the origin. We shall take $\epsilon$ to zero at the end of the calculation. We have

$$I_{DE} := -i \int_{\epsilon}^{\pi/2} dt \ e^{-it(a+ib)} \log (\sinh (it))$$

$$= -i \int_{\epsilon}^{\pi/2} dt \ e^{bt} e^{-iat} \log (i \sin (t))$$

$$= -i \int_{\epsilon}^{\pi/2} dt \ e^{bt} e^{-iat} [\log (\sin (t)) + i\pi/2]. \quad (E.14)$$

We start by evaluating the non-logarithmic term of (E.14), which we label $I_{DE2}$:

$$I_{DE2} := \frac{\pi}{2} \int_{0}^{\pi/2} dt \ e^{bt} e^{-iat} . \quad (E.15)$$

After taking the cut-off to infinity (or $a \to 0$) and taking the real part, we find

$$\text{Re} [I_{DE2}] = \frac{\pi}{2b} \left( e^{b\pi/2} - 1 \right) . \quad (E.16)$$

Next, consider the logarithmic part of (E.14), which we denote by $I_{DE1}$:

$$I_{DE1} = -i \int_{\epsilon}^{\pi/2} dt \ e^{bt} e^{-iat} \log (\sin (t)). \quad (E.17)$$

In the limit $a \to 0$, (E.17) is purely imaginary and so upon taking the real part it vanishes.

The total result for this section of the contour is thus

$$\text{Re} [I_{DE}] = \frac{\pi}{2b} \left( e^{b\pi/2} - 1 \right) . \quad (E.18)$$
E.3 Result

We have

\[ I := I_{AB} = -I_{BC} - I_{CD} - I_{DE}, \quad (E.19) \]

and therefore by combining (E.13) and (E.18), we find (E.2).
In this appendix, we verify the no-collision bound (5.67). We may assume $0 < \nu < 1$. The mirror trajectory (5.65) can be expressed in Cartesian co-ordinates as

$$t = \frac{1}{\kappa} \log \left( 2 \sinh ( -\kappa x ) \right). \quad (F.1)$$

Consider the function

$$f(x) := \frac{1}{\kappa} \log \left( 2 \sinh ( -\kappa x ) \right) - \left( \frac{x_0 - x}{\nu} \right), \quad (F.2)$$

where $-\infty < x < 0$. Geometrically, $f(x)$ is the time co-ordinate of the mirror’s trajectory subtracted from the time co-ordinate of the inertial detector’s trajectory, as functions of $x$. This function will tend to $-\infty$ when $x \to 0$ because the detector will intersect the time axis at some finite value, whilst the mirror asymptotes to the time axis as $t \to -\infty$. Similarly, independent of the value of $x_0$, $f(x)$ will tend to $-\infty$ as $x \to -\infty$ because the mirror
asymptotes to $t = -x$, whilst for the detector $0 < \nu < 1$.

A direct calculation shows that $f$ has exactly one stationary point, at

$$x_t = \frac{1}{2\kappa} \log \left( \frac{1 - \nu}{1 + \nu} \right), \quad (F.3)$$

and

$$f(x_t) = \frac{1}{2\kappa \nu} \log \left( \frac{1 - \nu}{1 + \nu} \right) + \frac{1}{\kappa} \log \left( \frac{2\nu}{\sqrt{1 - \nu^2}} \right) - \frac{x_0}{\nu}. \quad (F.4)$$

The asymptotic considerations above imply that $x_t$ is the global maximum of $f$. The no-collision condition is where $f(x_t) < 0$, which can be rewritten as $(5.67)$. 


APPENDIX G

Four-dimensional Schwarzschild transmission and reflection coefficients

In this appendix, we use the constancy of the Wronskian to compute the transmission and reflection coefficients and derive interrelations between them.

The Wronskian is defined as

\[ W[f, g] := f \frac{dg}{dr^*} - g \frac{df}{dr^*}. \]  

(G.1)

Considering the unnormalised modes, which in this appendix we denote by \( \Phi^\text{up} \omega \ell \) and \( \Phi^\text{in} \omega \ell \), specified by the asymptotic behaviour (6.15) and (6.16). If we define \( R^\text{in} \omega \ell := \Phi^\text{in} \omega \ell / r \) and \( R^\text{up} \omega \ell := \Phi^\text{up} \omega \ell / r \), these have asymptotics of the form

\[ R^\text{in} \omega \ell(r) \sim \begin{cases} (2M) B^\text{in} \omega \ell e^{-i\omega r^*}, & r^* \to -\infty, \\ e^{-i\omega r^*} + A^\text{in} \omega \ell e^{+i\omega r^*}, & r^* \to \infty, \end{cases} \]  

(G.2)
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and

\[ R_{\omega \ell}^{\text{up}}(r) \sim \begin{cases} (2M)A_{\omega \ell}^{\text{up}} e^{-i\omega r^*} + (2M) e^{+i\omega r^*}, & r^* \to -\infty, \\ B_{\omega \ell}^{\text{up}} e^{+i\omega r^*}, & r^* \to \infty. \end{cases} \tag{G.3} \]

If we evaluate the Wronskian first at \( r^* \to -\infty \) and then at \( r^* \to \infty \), then by the constancy of the Wronskian the results must be equal. It is easy to verify that

\[ W[R_{\omega \ell}^{\text{in}}, R_{\omega \ell}^{\text{up}}] \rightarrow \begin{cases} -2i\omega A_{\omega \ell}^{\text{in}} B_{\omega \ell}^{\text{up}*}, & r^* \to \infty, \\ 2i\omega A_{\omega \ell}^{\text{up}} B_{\omega \ell}^{\text{in}}, & r^* \to -\infty, \end{cases} \tag{G.4} \]

\[ W[R_{\omega \ell}^{\text{in}}, R_{\omega \ell}^{\text{up}}] \rightarrow \begin{cases} 2i\omega B_{\omega \ell}^{\text{up}}, & r^* \to \infty, \\ (2M)^2 2i\omega B_{\omega \ell}^{\text{in}}, & r^* \to -\infty, \end{cases} \tag{G.5} \]

and

\[ W[R_{\omega \ell}^{\text{in}}, R_{\omega \ell}^{\text{up}}] \rightarrow \begin{cases} -2i\omega |B_{\omega \ell}^{\text{up}}|^2, & r^* \to \infty, \\ 2i\omega(2M)^2 (|A_{\omega \ell}^{\text{up}}|^2 - 1), & r^* \to -\infty. \end{cases} \tag{G.6} \]

From the \( r^* \to \infty \) and \( r^* \to -\infty \) behaviour of (G.4) and the constancy of the Wronskian, we see that it must hold that

\[ |A_{\omega \ell}^{\text{in}}|^2 = |A_{\omega \ell}^{\text{up}}|^2. \tag{G.7} \]

Similarly, from (G.5) we find the relation

\[ B_{\omega \ell}^{\text{up}} = (2M)^2 B_{\omega \ell}^{\text{in}}. \tag{G.8} \]

and from (G.6) we have

\[ |A_{\omega \ell}^{\text{up}}|^2 = 1 - \frac{|B_{\omega \ell}^{\text{up}}|^2}{(2M)^2} \]

\[ = 1 - (2M)^2 |B_{\omega \ell}^{\text{in}}|^2, \tag{G.9} \]

where the second equality follows from (G.8).
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From (G.5) we can also write

\[ B_{\omega \ell}^{\text{up}} = \frac{W[R_{\omega \ell}^{\text{in}}, R_{\omega \ell}^{\text{up}}]}{2i\omega}, \]  

(G.10)

and thus combining this with (G.4), we obtain

\[ A_{\omega \ell}^{\text{up}} = \frac{W[R_{\omega \ell}^{\text{in}}, R_{\omega \ell}^{\text{up}}]}{W[R_{\omega \ell}^{\text{in}}, R_{\omega \ell}^{\text{up}}]^*}. \]  

(G.11)

and

\[ A_{\omega \ell}^{\text{in}} = \frac{W[R_{\omega \ell}^{\text{in}}, R_{\omega \ell}^{\text{up}}]}{W[R_{\omega \ell}^{\text{in}}, R_{\omega \ell}^{\text{up}}]^*}. \]  

(G.12)

Alternatively, we can express the transmission and reflection coefficients in terms of the modes associated with the solutions of (6.5) \( \phi_{\omega \ell}^{\text{in}}, \phi_{\omega \ell}^{\text{up}} \), which we denote by \( \rho_{\omega \ell}^{\text{in}}, \rho_{\omega \ell}^{\text{up}} \) and are related to \( R_{\omega \ell}^{\text{up}}, R_{\omega \ell}^{\text{in}} \) by

\[ R_{\omega \ell}^{\text{up}} = B_{\omega \ell}^{\text{up}} \rho_{\omega \ell}^{\text{up}}, \]

\[ R_{\omega \ell}^{\text{in}} = B_{\omega \ell}^{\text{in}} \rho_{\omega \ell}^{\text{in}}. \]  

(G.13)

To verify this relation, recall that \( R_{\omega \ell}^{\text{up}} \) and \( R_{\omega \ell}^{\text{in}} \) are associated with \( \Phi_{\omega \ell}^{\text{in}} \) and \( \Phi_{\omega \ell}^{\text{up}} \), which in this appendix denote the unnormalised modes. In terms of these modes (which in practice are the modes we work with in the Mathematica code) the transmission and reflection coefficients take the form

\[ B_{\omega \ell}^{\text{up}} = \frac{(2M)^2i\omega}{W[\rho_{\omega \ell}^{\text{in}}, \rho_{\omega \ell}^{\text{up}}]}, \]

\[ A_{\omega \ell}^{\text{up}} = \frac{W[\rho_{\omega \ell}^{\text{in}}, \rho_{\omega \ell}^{\text{up}}]^*}{W[\rho_{\omega \ell}^{\text{in}}, \rho_{\omega \ell}^{\text{up}}]}, \]  

(G.14)

\[ A_{\omega \ell}^{\text{in}} = \frac{W[\rho_{\omega \ell}^{\text{in}}, \rho_{\omega \ell}^{\text{up}}]}{W[\rho_{\omega \ell}^{\text{in}}, \rho_{\omega \ell}^{\text{up}}]^*}. \]

Note that by virtue of (G.8), once we know \( B_{\omega \ell}^{\text{up}} \) we can get \( B_{\omega \ell}^{\text{in}} \). These Wronskians could be computed at any radius on the trajectory, but in practice we compute them at the most inward point, closest to the black hole, on the trajectory. The reason for this is that ‘NDSolve’ computes the mode at this end point explicitly rather than interpolating it, giving us increased accuracy.
Four-dimensional smoothly-switched transition rate for stationary detectors

In this appendix we show that in four dimensions, the transition rate valid for stationary situations (2.11), obtained by simply dropping the infinite, external $\tau'$-integral in the detector response function, is equivalent to the instantaneous transition rate found in [19], which was obtained by smoothly switching the detector on (off) and only at the very end of the calculation taking the sharp-switching limit.

The transition rate (2.11) reads

\[
\dot{\mathcal{F}}(E) = \int_{-\infty}^{\infty} ds \ e^{-iEs} W_t(s) \\
= \int_{-\infty}^{\infty} ds \ e^{-iEs} \left( W_t(s) + \frac{1}{4\pi^2(s-i\epsilon)^2} \right) - \frac{1}{4\pi^2} \int_{-\infty}^{\infty} ds \ e^{-iEs} \frac{1}{(s-i\epsilon)^2}, \tag{H.1}
\]
where the limit $\epsilon \to 0^+$ outside the integrals is understood. The first term in (H.1) equals

$$\int_{-\infty}^{\infty} ds \, e^{-iE s} \left( W_0(s) + \frac{1}{4\pi^2 s^2} \right)$$

$$= 2 \Re \int_0^\infty ds \left[ e^{-iE s} W_0(s) + \frac{\cos(E s)}{4\pi^2 s^2} \right]$$

$$= 2 \Re \int_0^\infty ds \left[ e^{-iE s} W_0(s) + \frac{1}{4\pi^2 s^2} \right] + \frac{1}{2\pi^2} \int_0^\infty ds \left( \frac{\cos(E s) - 1}{s^2} \right),$$

where we have first taken $\epsilon \to 0$ by the Hadamard property of $W_\epsilon$ and then used $W_0(s) = W_0(-s)$. The last term on the last line of (H.1) and the last term on the last line of (H.2) can be evaluated by contour integration, with the result that their sum equals $-E/4\pi$.

Combining we have

$$\dot{F}(E) = -\frac{E}{4\pi} + 2 \Re \int_0^\infty ds \left[ e^{-iE s} W_0(s) + \frac{1}{4\pi^2 s^2} \right],$$

which, for the special case of a detector on a stationary trajectory and switched on in the asymptotic past, $\Delta\tau \to -\infty$, is exactly the smoothly-switched instantaneous transition rate after the sharp-switching limit has been taken found in [19].
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