A shape theorem and a variational formula for the quenched Lyapunov exponent of random walk in a random potential
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Abstract. We prove a shape theorem and derive a variational formula for the limiting quenched Lyapunov exponent and the Green’s function of random walk in a random potential on a square lattice of arbitrary dimension and with an arbitrary finite set of steps. The potential is a function of a stationary environment and the step of the walk. This potential is subject to a moment assumption which has strictness tied to the mixing rate of the environment. Our setting includes directed and undirected polymers, random walk in static and dynamic random environment, and, in the zero-temperature case, our results also give a shape theorem and a variational formula for the time constant of both site and edge directed last-passage percolation and standard first-passage percolation.

Résumé. Nous prouvons un théorème de forme et déduisons une formule variationnelle pour l’exposant de Lyapunov et la fonction de Green de la marche aléatoire dans un potentiel aléatoire sur un réseau carré de dimension arbitraire et avec un ensemble fini arbitraire des pas possibles. Le potentiel est une fonction d’un environnement stationnaire et du pas de la marche. Ce potentiel est soumis à une hypothèse sur les moments qui est liée à la vitesse de mélange du milieu. Notre cadre comprend les modèles de polymères dirigés et non dirigés, la marche aléatoire dans un environnement aléatoire statique et dynamique, et, dans le cas de température nulle, nos résultats donnent également un théorème de forme et une formule variationnelle pour la constante de temps de la percolation du dernier passage dirigée par site et par arête et de la percolation du premier passage standard.
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1. Introduction

The model of a random walk in a random potential (RWRP) on the lattice contains as special cases a large number of other models frequently studied in the probability literature, including directed polymers in random environments, random walks in both static and dynamic random environments, and directed and undirected first-passage percolation. In each of these models, substantial attention has been paid to a quantity which serves as the leading-order asymptotic of the model. This quantity goes by various names in different models, including the time constant, the limit shape, the asymptotic free energy density, the Green’s function, and the quenched Lyapunov exponent.

In the present paper, we consider the quenched Lyapunov exponent and the exponential rate of decay of the Green’s function of a general lattice random walk, with finitely many possible steps, in a stationary random potential. The potential is allowed to depend both on the position and on the step of the walk, subject to certain moment conditions.

Throughout this paper, the Lyapunov exponent gives the leading-order exponential decay rate of the partition function for the model where the walk is killed on first reaching a set (see (2.1) and (2.2)), while the Green’s function (see (2.10)) corresponds to an unrestricted path length model without killing. We consider these models both in positive temperature and at zero temperature and so our results hold for all of the models listed in the previous paragraph. These connections are discussed near the beginning of Section 2.

The main contributions of this paper are twofold. First, we show a locally-uniform version of the limits defining the Lyapunov exponent and Green’s function exponential decay rate. Such results are sometimes known as shape theorems in
the literature and play a key role in relating the structure of the Lyapunov exponents or Green’s function decay rate to the pre-limit behavior of the model. The uniformity is needed because one frequently needs to apply the limit along random sequences of lattice paths (for example, along a geodesic).

Our second main contribution is to obtain a variational representation for the Lyapunov exponent and Green’s function decay rate in terms of random cocycles, which generalizes the variational formulas that were previously obtained for some specializations of the model we consider. In addition to offering a tool that allows us to study the structure of the Lyapunov exponent or Green’s function decay rate generally, the random fields which appear in these variational problems are intimately connected to the prelimit structure of the model. We will mention some of these connections when we review the previous work on the problems we consider.

There are two main technical novelties in this paper. First, the admissible steps of our reference walk are allowed to be any finite subset of $\mathbb{Z}^d$. Most of the previous work focused on nearest-neighbor steps or on restricted-length paths and the previous arguments often rely on these assumptions in essential ways. Second, in most of our results, our reference measure is only required to be shift-stationary rather than shift-ergodic or, as is typical in much of the literature, even i.i.d. This introduces a few technical difficulties which can mostly be addressed with standard tricks, but some care is required. Measure-theoretic issues make it non-trivial to rely on the ergodic decomposition to obtain the stationary case from the ergodic case in many of our results and, in fact, we avoid arguments of this type for this reason. This extension is an important generalization because, as in [6] and [20] for example, one frequently works on extensions of the original probability space which are a priori only shift stationary. The fact that previous variational formulas have assumed ergodicity needed to be worked around for example in the proof of the key Theorem 4.8 of [20]. Our long-term goal is to generalize and give a unified treatment of a number of recent advances made in the study of random polymers and percolation models to as wide a class as possible. The present work is a necessary first step toward extending these connections to the general RWRP setting.

Previous work

First-passage percolation (FPP) was introduced in 1965 by Hammersley and Welsh [15] to model the flow of water through a porous medium. It was the first in a long line of growth models which have been central to the development of modern probability. One of the main questions considered in the early work on such processes was whether the rescaled cluster has a limit shape and, if so, how strong of a limit can be expected to hold. Richardson proved the first major result of this type in 1973 in [37], essentially corresponding to the case of i.i.d. geometric edge weights and showed that the cluster converges as a set or, equivalently, in the local-uniform sense which is of interest to us in the present paper.

Such results are known as shape theorems. Around the same time, Kingman [23] first proved the subadditive ergodic theorem, in part motivated by the problem of showing the existence of the limiting time constant (or limit shape) in percolation. In 1981, Cox and Durrett [46] gave necessary and sufficient conditions for the existence of the limit shape in several modes of convergence when the weights are i.i.d., including pointwise in probability, pointwise almost surely, and locally-uniformly. Durrett and Liggett [8] subsequently proved regularity properties and the existence of a flat edge in the limit shape of Richardson’s model when the probability that an edge is open is sufficiently close to 1.

The directed polymer model, a precursor of the random walk in a random potential (RWRP), was introduced in the physics literature in 1985 by Huse and Henley [17] to model the domain wall in the ferromagnetic Ising model with random energy impurities. The polymer model was subsequently taken up in the mathematics literature in [18]. This model is a measure on random paths interacting with a random environment and it can be viewed as a noisy version of percolation. Through the Feynman–Kac representation, the partition function in these models can frequently be viewed as the solution to a random Schrödinger equation. In this setting, the limiting free energy density, or quenched Lyapunov exponent, is the leading-order quantity analogous to the limit shape. This quenched Lyapunov exponent, viewed as a function of the direction, also serves as the convex dual of the large deviation rate function for the endpoint of the path under the quenched path measure.

In 1988, Schroeder [42] obtained the leading-order exponential decay rate of the Green’s function for the Schrödinger operator $-\Delta + V$ with $V(x)$ a periodic continuous function on $\mathbb{R}^d$ using large deviation techniques for diffusions originally developed by Donsker and Varadhan. Subsequently, in 1994, Sznitman [44] considered the model of a $d$-dimensional Brownian motion in a smoothed Poissonian potential, a continuum random walk in a random potential. He proved a quenched large deviation principle as well as a locally-uniform shape theorem for the Green’s function corresponding to the operator $(1/2)\Delta - (\lambda + V)$, where $V(x)$ is the random potential and $\lambda$ is a non-negative constant.

In [52] and [53] Zerner, motivated by ideas in [44], showed the existence of the quenched Lyapunov exponent and a corresponding locally-uniform shape theorem for two models of a random walk in a random potential on $\mathbb{Z}^d$: a random walk in a random environment (RWRE) with nearest-neighbor steps on $\mathbb{Z}^d$, where the logarithm of the i.i.d. transitions have at least $d$ finite absolute moments and the simple symmetric random walk in a non-negative i.i.d. site potential with
the same moment condition. In the latter model, which describes a simple symmetric random walk on \( \mathbb{Z}^d \) in an i.i.d. potential \( V(x) \), the quantity of interest is again the Green’s function for the operator \( \Delta - V \) on \( \mathbb{Z}^d \). In [53], Zerner also proved a quenched large deviation principle for the RWRE model, but under the additional assumption of the nestling condition. This is the condition that zero lies in the convex hull of the support of the law of the drift of the walk.

The duality between velocity and shifts of the potential, familiar from large deviation theory, plays an important role in the present work. This duality was first observed in the context of random polymer measures by Zerner in his works [52–54].

The problem of proving the quenched large deviation principle in the non-nestling case remained open until Varadhan [48] proved the result in the case where the walk has finitely many possible steps and the transition probabilities of all nearest-neighbor steps are uniformly bounded away from zero. A few years later, Flury [10] proved the quenched large deviation principle for nearest-neighbor random walk in an i.i.d. random potential with \( d \) finite absolute moments.

In [31], Mourrat studied the same model as was previously considered by [10,52] and, using a modification of the arguments in [46] along with a renormalization scheme, proved necessary and sufficient conditions for the existence of the Lyapunov exponent in several modes of convergence when the weights are i.i.d., including in \( L^1 \), in probability, and almost surely. This work and [46] are notable for allowing \( V(x) = \infty \) and so include walks on percolation clusters. See also [5].

The first papers to study RWRP at the level of generality considered in the present paper were [33] and [35], which showed the existence of the Lyapunov exponent in the point-to-point and point-to-hyperplane geometries for fairly general restricted path length RWRP models on the lattice. In these works, the reference walk is allowed to take a given number of steps from a finite subset of the lattice and the potential is allowed to depend on the location of the walk and the increment of the walk. In order to work at this level of generality, the potential is required to satisfy certain mixing and moment conditions, the strictness of which varies. For example, if the weights are bounded, then the mixing condition reduces to ergodicity, while if the potential is only known to have \( d + \varepsilon \) moments, the mixing condition essentially reduces to independence. In the current work, we consider a similar general setting but with different path geometries. Here we either run the walk until the first time it reaches a site or level, otherwise known as running a random walk with killing, or else consider all paths which reach a given site or level. The connection between restricted and unrestricted path length models was recently exploited in [28] to derive information about the asymptotic length of the geodesic path in FPP.

A common issue encountered in the study of models of this type is that while we can show the limit shape exists and satisfies certain soft properties like homogeneity and convexity, it is difficult to go further than that. For this reason, among others, it is valuable to have a variational characterization of the limit shape in terms of (typically infinite-dimensional) observables of the model. The main ideas which led to the development of such variational formulas for RWRP first arose in the context of homogenization of Hamilton–Jacobi equations in [25] and [26]. These ideas were adapted in [38] to give two variational formulas for the level-1 quenched large deviation rate function for undirected RWRE. One of the formulas is through the familiar convex duality with relative entropy and the other formula is in terms of objects called cocycles. These formulas were extended to the (two-step) level-2 large deviation rate function in [50], to the level-3 rate function in [32], and then to the case of directed and undirected restricted path length RWRP and percolation models in [11,33,35]. In the case of the standard FPP model, a related variational formula in terms of cocycles was derived in [27] and the (level 1) entropy formula was recently proved in [3], where the formula was utilized to answer some questions about asymptotic properties of geodesics. The entropy variational formula was also proved for the Green’s function decay rate for the Schrödinger operator with a periodic potential in the aforementioned work [42] and this was extended to the case of a more general random ergodic potential in [40]. In [41], this variational expression was used to prove regularity properties of the Lyapunov exponent, as a function of the potential and of the law of the environment. Another variational formula for the limiting free energy in directed polymer models appeared in [2,4] and was used to study localization properties.

In the current paper, we prove a cocycle variational formula for the Lyapunov exponent and the decay rate of the Green’s function. When specialized to the case of the nearest-neighbor FPP model, the variational formula that we prove will appear in [29].

The extremizing objects in the cocycle variational formula are known as correctors, by way of analogy to the Hamilton–Jacobi setting in which they originally arose. Correctors were initially defined as first-order terms in the small-\( \varepsilon \) expansion in the homogenization of a Hamilton–Jacobi equation. More generally, they are cocycles satisfying certain conditions of compatibility with the random environment. See the survey article [24]. These extremizing correctors encode much of the large-scale information in the model. For example, it was observed in [36] that they can be used to characterize the weak, strong, and very strong disorder regimes of directed polymer models. In the same vein, cocycles satisfying the compatibility condition arise naturally in the context of RWRE, RWRP, and percolation as the (analogues of) Doob \( h \)-transforms that one obtains by conditioning the random path on having an atypical asymptotic velocity. This connection first appears in [49] and [51]. Through this connection one can use these correctors to construct infinite path length limits.
(Gibbs measures and infinite geodesics) and study their properties. See the recent papers [1,6,7,9,12–14,16,20–22]. As mentioned above, in Theorem 4.8 of [20] it was noticed that variational problems of the type we produce here can be used to resolve a key technical obstruction in the construction of the cocycles which are needed in order to build these infinite volume objects. In some special (solvable) cases of two-dimensional directed RWRE and RWRP models it was shown in [1,14] that these \( h \)-transforms manifest Kardar–Parisi–Zhang (KPZ) fluctuation behavior.

2. Setting, notation, and main results

Throughout the paper, \((\Omega, \mathcal{G})\) will denote a Polish space endowed with its Borel \( \sigma \)-algebra. A sample point \( \omega \) in \( \Omega \) is called an environment. We assume this measurable space is equipped with a group of measurable commuting bijections \( T = \{ T_z : \Omega \to \Omega : z \in \mathbb{Z}^d \} \), i.e., \( T_0 \) is the identity map and \( T_x \circ T_y = T_y \circ T_x = T_{x+y} \). We are given a probability measure \( \mathbb{P} \) on \((\Omega, \mathcal{G})\) that is invariant under \( T_z \) for all \( z \in \mathbb{Z}^d \). Expectation with respect to \( \mathbb{P} \) is denoted by \( \mathbb{E} \). For a subset \( \mathcal{R}' \subset \mathbb{Z}^d \), we say \( \mathbb{P} \) is ergodic under the shifts \( \{ T_z : z \in \mathcal{R}' \} \) if \( \mathbb{P}(A) \in \{ 0, 1 \} \) for every event \( A \) such that \( T_z^{-1} A = A \) for all \( z \in \mathcal{R}' \). We will denote the set of real numbers by \( \mathbb{R} \), the rational numbers by \( \mathbb{Q} \), and the set of whole numbers by \( \mathbb{Z} \). A + subscript indicates nonnegative numbers.

Let \( \mathcal{R} \) be a finite subset of \( \mathbb{Z}^d \) with at least two points in it. We are given a measurable function \( V : \Omega \times \mathcal{R} \to \mathbb{R} \), which we call a potential. Let \( p : \mathcal{R} \to (0, 1) \) be a probability kernel, i.e., \( \sum_{z \in \mathcal{R}} p(z) = 1 \). For \( x \in \mathbb{R}^d \), let \( P_x \) denote the distribution of the time-homogeneous random walk with transition kernel \( p \) and starting point \( x \). \( E_x \) denotes the corresponding expectation.

The random walk itself is denoted by \( \{ X_n : n \in \mathbb{Z}^+ \} \). A sequence \( (a_i)_{i=m}^n \) is denoted by \( a_{m:n} \). Expressions like \( a_{m: \infty} \), \( a_{- \infty : m} \), and \( a_{- \infty : \infty} \) are defined similarly. A sequence \( x_{m:n} \) or \( x_{m: \infty} \) with \( x_m = x \) and \( x_{i+1} - x_i \in \mathcal{R} \) for all \( i \) is called an admissible path. For such a path, we use \( z_i = x_i - x_{i-1} \) to denote the increments. When the sequence is the random walk itself, we use the notation \( X_{m:n} \), with the increments denoted by \( Z_{m+1:n} \).

For \( \omega \in \mathbb{Z}^d \), let \( \tau_y \) be the time of first return of the walk to site \( y \):

\[
\tau_y = \inf \{ n \geq 1 : X_n = y \},
\]

with the convention that \( \inf \emptyset = \infty \).

Throughout, for \( x \in \mathbb{R}^d \), \( |x|_1 \) denotes the \( \ell^1 \)-norm on \( \mathbb{R}^d \) and, for \( A, B \subset \mathbb{R}^d \),

\[
\text{dist}(x, A) = \inf \{ |y - x|_1 : y \in A \} \quad \text{and} \quad \text{dist}(A, B) = \inf \{ |y - z|_1 : y \in A, z \in B \}.
\]

For \( \mathcal{R}' \subset \mathbb{Z}^d \), let

\[
\mathcal{G}(\mathcal{R}') = \left\{ \sum_{z \in \mathcal{R}'} b_z z : b_z \in \mathbb{Z} \right\}, \quad \mathcal{G}_+(\mathcal{R}') = \left\{ \sum_{z \in \mathcal{R}'} b_z z : b_z \in \mathbb{Z}_+ \right\},
\]

\[
\mathcal{C}_+(\mathcal{R}') = \left\{ \sum_{z \in \mathcal{R}'} b_z z : b_z \in \mathbb{Z}_+ \right\}, \quad \mathcal{C}_+(\mathcal{R}') = \left\{ \sum_{z \in \mathcal{R}'} b_z z : b_z \in \mathbb{Q}_+ \right\}
\]

be respectively the additive group, additive semigroup, cone, and rational cone, generated by \( \mathcal{R}' \). We write \( \mathcal{G}, \mathcal{G}_+, \mathcal{C}_+ \) and \( \mathcal{C}_+ \) when \( \mathcal{R}' = \mathcal{R} \).

For \( x, y \in \mathbb{Z}^d \) with \( y - x \in \mathcal{G}_+ \setminus \{0\} \), let

\[
a(\omega, x, y) = -\log E_x \left[ \exp \left( - \sum_{k=0}^{\tau_y-1} V(T_{x_k} \omega, Z_{k+1}) \right) 1_{[\tau_y < \infty]} \right]
\]

and set \( a(\omega, x, x) = 0 \). As is customary, we typically omit the \( \omega \) and write \( a(x, y) \). Describing the asymptotic growth of \( a(0, x) \) as \( |x|_1 \to \infty \) is the main goal of this paper.

The following is a list of examples covered by our general setting.

**Example 2.1 (Product environment).** A natural choice of \( \widehat{\Omega} \) is a product space \( \Omega = \Gamma^\mathbb{Z}^d \), where \( \Gamma \) is a Polish space, equipped with the product topology, Borel \( \sigma \)-algebra \( \mathcal{G} \), generic points \( \omega = (\omega_x)_{x \in \mathbb{Z}^d} \), and translations \( (T_x \omega)_y = \omega_{x+y} \). Here, \( \mathbb{P} \) is an \( \text{i.i.d.} \) or product measure if the coordinates \( \{ \omega_x : x \in \mathbb{Z}^d \} \) are independent and identically distributed (i.i.d.) random variables under \( \mathbb{P} \). We say that \( \mathbb{P} \) has a finite range of dependence if there exists an \( M \geq 0 \) such that for any subsets \( A, B \subset \mathbb{Z}^d \) with \( |x - y|_1 > M \), for all \( x \in A \) and \( y \in B \), \( \{ \omega_x : x \in A \} \) and \( \{ \omega_x : x \in B \} \) are independent under \( \mathbb{P} \).
The potential \( V \) is said to be \textit{local} if it depends on only finitely many coordinates \( \omega_x \), i.e., if there exists an \( L \geq 0 \) such that for all \( z \in \mathcal{R} \), \( V(\omega, z) \) is measurable with respect to \( \sigma(\{\omega_x : |x| \leq L\}) \).

\textbf{Example 2.2 (Edge and vertex weights).} Random weights assigned to the vertices of \( \mathbb{Z}^d \) can be modeled by \( \Omega = \mathbb{R}^{\mathbb{Z}^d} \) and \( V(\omega) = \omega_0 \). In fact, it is sufficient to take \( \Omega = \mathbb{R}^G \) since the coordinates outside \( G \) are not needed as long as paths begin at points in \( G \).

To represent directed edge weights, we can take \( \Omega = \Gamma^G \) with \( \Gamma = \mathbb{R}^\mathcal{R} \), where an element \( s \in \Gamma \) represents the weights of the admissible edges out of the origin: \( s = (\omega_{(0,0)} : z \in \mathcal{R}) \). In this setting, \( \omega_x = (\omega_{(x,x+z)} : z \in \mathcal{R}) \) is the vector of edge weights out of vertex \( x \). Shifts act by \( (T_u \omega)(x,y) = \omega(\nu x + u, y + v) \) for \( u \in \mathcal{G} \). The potential is \( V(\omega, z) = \omega_{(0,z)} \) = the weight of the edge \((0, z)\).

To have weights on undirected nearest-neighbor edges, take \( \Omega = \mathbb{R}^E \) where \( E = \{(x, y) \in \mathbb{Z}^d : |y - x| = 1\} \) is the set of undirected nearest-neighbor edges on \( \mathbb{Z}^d \). Now \( \mathcal{R} = \{\pm e_i : i = 1, \ldots, d\} \), \( V(\omega, z) = \omega(0, z) \) and \( (T_u \omega)(x,y) = \omega(\nu x + u, y + v) \) for \( u \in \mathbb{Z}^d \).

\textbf{Example 2.3 (Strictly directed walk).} This is the case where \( 0 \) lies outside the convex hull \( \mathcal{U} \) of \( \mathcal{R} \). It is equivalent to the existence of \( \bar{u} \in \mathbb{Z}^d \) such that for all \( z \in \mathcal{R} \), \( \bar{u} \cdot z > 0 \). A familiar special case is the one where \( \mathcal{R} = \{e_1, \ldots, e_d\} \). Another familiar directed polymer is the one with \( \mathcal{R} = \{e_1 \pm e_2, \ldots, e_1 \pm e_d\} \).

\textbf{Example 2.4 (Stretched polymer).} A stretched polymer has an external field \( h \in \mathbb{R}^d \) that biases the walk, so the potential is of the form \( V(\omega, z) = \Psi(\omega) + h \cdot z \). The two cases most studied in the literature are the ones with \( \mathcal{R} = \{e_1, \ldots, e_d\} \) and \( \mathcal{R} = \{\pm e_1, \ldots, \pm e_d\} \).

\textbf{Example 2.5 (Random walk in random environment).} To cover RWRE, take \( V(\omega, z) = -\log \pi_z(\omega) + \log p(z) \), where \( (\pi_z)_{z \in \mathcal{R}} \) is a measurable mapping from \( \Omega \) into \( \mathcal{P} = \{\mu \in [0,1]\mathbb{R}^\mathcal{R} : \sum \mu = 1\} \), the space of probability distributions on \( \mathcal{R} \). The quenched path measure \( Q^\omega_x \) of RWRE started at \( x \) is the probability measure on the path space \( (\mathbb{Z}^d)^{\mathbb{N}} \) defined by the initial condition \( Q^\omega_x (X_0 = x) = 1 \) and the transition probability \( Q^\omega_x (X_n+1 = y + z|X_n = y) = \pi_z(T_y \omega) \), \( z \in \mathcal{R} \). With these definitions, \( e^{-a(\omega, x, y)} \) is the quenched probability the random walk started at \( x \) will ever reach \( y \), \( Q^\omega_x (T_y \omega < \infty) \). Important cases of RWRE are the \textit{space-time case}, where \( \mathcal{R} = \{e_1, \ldots, e_d\} \), and the \textit{nearest-neighbor case}, where \( \mathcal{R} = \{\pm e_1, \ldots, \pm e_d\} \).

\textbf{Example 2.6 (Random growth).} In (2.1), replace \( V \) by \( \beta V \) and \( a \) by \( a/\beta \), then send \( \beta \) to \( \infty \) or \( -\infty \). These limits result in, respectively, the models known as \textit{first-} and \textit{last-passage percolation}. In the first case, \( a(\omega, x, y) \) degenerates to

\begin{equation}
\alpha_\infty(\omega, x, y) = \min_{n \in \mathbb{N}} \min_{\omega_{0,0}} \left\{ \sum_{k=0}^{n-1} V(T_x \omega, z_{k+1}) \right\},
\end{equation}

where the minimum is taken over all admissible paths \( x_0 \omega \) from \( x_0 = x \) to \( x_n = y \) that reach \( y \) for the first time at step \( n \). In last-passage percolation, the minimum is replaced by a maximum. In the polymer literature, the parameter \( \beta \in \mathbb{R} \) is called the \textit{inverse temperature}. Hence, these percolation models are said to be \textit{zero-temperature} models.

Standard first-passage percolation with edge weights is the case where \( \mathcal{R} = \{\pm e_1, \ldots, \pm e_d\} \), \( \Omega = \mathbb{R}^E \), \( \mathcal{E} = \{(x, y) \in \mathbb{Z}^d : |y - x| = 1\} \), and \( V(\omega, z) = \omega_{(0,z)} \).

Standard directed last-passage percolation with vertex weights is the case where \( \mathcal{R} = \{e_1, \ldots, e_d\} \), \( \Omega = \mathbb{R}^{\mathbb{Z}^d} \), and \( V(\omega, z) = \omega_{(0,z)} \).

For \( p \geq 1 \) and \( f : \Omega \times \mathcal{R} \rightarrow \mathbb{R} \) measurable, we write \( f \in L^p \) as shorthand for the statement that for all \( z \in \mathcal{R} \), \( \mathbb{E}[|f(\omega, z)|^p] < \infty \). This includes the case where \( f \) is only a function of \( \omega \).

\textbf{Definition 2.7.} For \( \mathcal{R}' \subset \mathcal{R} \) and \( z \in \mathcal{R}' \setminus \{0\} \), a nonnegative measurable function \( g : \Omega \rightarrow \mathbb{R} \) is said to be in class \( \mathcal{L}_{\mathcal{R},\mathcal{R}'} \) if

\begin{equation}
\lim_{\varepsilon \downarrow 0} \lim_{n \rightarrow \infty} \max_{x \in \mathcal{G}_\varepsilon(\mathcal{R})} \frac{1}{n} \sum_{0 \leq k \leq n} g(T_{x+k_\varepsilon} \omega) = 0 \quad \text{for } \mathbb{P}\text{-a.e. } \omega.
\end{equation}

Membership in \( \mathcal{L}_{\mathcal{R},\mathcal{R}'} \) can come from a balance between moments of \( g \) and the amount of mixing of \( \mathbb{P} \). See Lemma A.4 of [35]. For example, bounded \( g \) guarantees \( g \in \mathcal{L}_{\mathcal{R},\mathcal{R}} \) for any \( \mathbb{P} \) and \( z \in \mathcal{R} \setminus \{0\} \). On the other hand, in the setting
of Example 2.1, if $g$ is local, $\mathbb{P}$ has a finite range of dependence, and $g \in L^p$ for some $p > d$, then for any $z \in \mathcal{R} \setminus \{0\}$, $g \in L_z \mathcal{R}$.

We now recall a few definitions and facts from convex analysis. A convex subset $A$ of a convex set $K \subset \mathbb{R}^d$ is called a face if for all $\xi \in A$ and $\zeta$, $\eta \in K$, $\zeta = t \xi + (1 - t) \eta$ with $t \in (0, 1)$ implies $\zeta, \eta \in A$. The intersection of faces is clearly a face. $K$ itself is a face. By [47, Corollary 18.1.3], any other face of $K$ is entirely contained in the relative boundary of $K$. Extreme points of $K$ are the zero-dimensional faces. By [47, Theorem 18.2], each point $\xi \in K$ has a unique face $K_\xi$ such that $R_\xi \cap C_\xi$, where for a set $A \subset \mathbb{R}^d$, $ri A$ denotes its relative interior. By [47, Theorem 18.1], if $\xi \in K$ belongs to a face $A$, then any representation of $\xi$ as a convex combination of elements of $K$ involves only elements of $A$. [47, Theorem 18.3] says that if $K$ is the convex set, respectively the convex cone, generated by a set $R$, then a face $A$ of $K$ is the convex hull, respectively the convex cone, generated by $R \cap A$. (The convex cone generated by the empty set is the singleton $\{0\}$.)

Let $R_\xi = R \cap \mathcal{C}_\xi$ and let $\mathcal{U}$ be the convex hull of $R$. Then $\mathcal{U}_\xi = U \cap C_\xi$ and $\mathcal{R}_\xi = R \cap U_\xi$. For $\xi \notin U$, let $U_\xi = \emptyset$. Note that in this case, $U \cap \mathcal{C}_\xi$ and $\mathcal{R}_\xi$ may not be empty. However, for $\xi = 0$, if $0 \notin U$, then $C_0 = \{0\}$ and $U_0 = \mathcal{R}_0 = \emptyset$. By [35, Corollary A.2], $0 \in U$ is equivalent to the existence of loops, i.e., the existence of $z_i \in \mathcal{R}$, $1 \leq i \leq k$, such that $\sum_{i=1}^k z_i = 0$. By [35, Corollary A.3], $0 \in ri \mathcal{U}$ is equivalent to the existence of an admissible path between any two points $x, y \in \mathcal{G}$.

Given a face $A$ of $\mathcal{C}_+$ and $\delta > 0$, let

$$A_\delta = \left\{ \xi \in A \setminus \{0\} : \text{dist} \left( \frac{\xi}{|\xi|_1}, A \setminus ri A \right) \geq \delta \right\}. \quad (2.4)$$

Note that $\xi \in A_\delta \setminus \{0\}$ implies $\xi/|\xi|_1 \in A_\delta$. Recall that $\mathcal{R}_0 = \mathcal{R} \cap U_0$, where $U_0$ is the unique face of $U$ that contains 0 in its relative interior. If $0 \notin U$, then $U_0 = \mathcal{R}_0 = \emptyset$. Let $V^+ = \max(V, 0)$.

The following is our first main result. Recall the definitions (2.1) and (2.2).

**Theorem 2.8.** Assume $V^+ \in L^1$. Assume also that one of the following two holds:

(i) We have

$$\mathbb{P} \{ V(\omega, z) \geq 0 \} = 1 \quad \text{for all } z \in \mathcal{R}_0(\text{with possibly } \mathcal{R}_0 = \emptyset)$$

and there exists $c \in \mathbb{R}$ such that $\mathbb{P} \{ V(\omega, z) \geq c \} = 1$ for all $z \in \mathcal{R} \setminus \mathcal{R}_0$.

(ii) The setting of Example 2.1 is in force and $0 \notin \mathcal{U}$, $V$ is local, $\mathbb{P}$ has a finite range of dependence, and $V^+ \in L^p$ for some $p > d$.

Fix a face $A \neq \{0\}$ of $\mathcal{C}_+$ (possibly $\mathcal{C}_+$ itself). Let $\mathcal{R}' = \mathcal{R} \cap A$. Assume that $V^+(\omega, z) \in L_{\mathcal{R}', \mathcal{R}'}$ for each $z \in \mathcal{R}' \setminus \{0\}$ and that $V^+(\omega, 0) \in L_{\mathcal{R}' \mathcal{R}}$ for some $\tilde{\zeta} \in \mathcal{R}' \setminus \{0\}$. There exist two stochastic processes $\{\alpha(\xi) : \xi \in ri A\}$ and $\{\alpha_\infty(\xi) : \xi \in ri A\}$ such that the following hold almost surely.

(a) There is a positive random variable $C$ with $\mathbb{E}[C] < \infty$ which satisfies $|\alpha(\xi)| \leq C|\xi|_1$ for all $\xi \in ri A$.

(b) For all $s \in \mathbb{R}_+$ and $\xi, \zeta \in ri A$,

$$\alpha(s \xi) = s \alpha(\xi) \quad \alpha(\xi) + \alpha(\zeta) \geq \alpha(\xi + \zeta).$$

Consequently, $\alpha$ is convex and thus continuous on $ri A$.

(c) For all $\delta > 0$,

$$\lim_{|x|_1 \to \infty; x \in \mathcal{R}_+ \cap A_\delta} \frac{|\alpha(0, x) - \alpha(x)|}{|x|_1} = 0. \quad (2.6)$$

(d) Claims (a)–(c) also hold for $\alpha_\infty$ and $\alpha_\infty$ in place of, respectively, $\alpha$ and $\alpha$.

If, furthermore, $\mathbb{P}$ is ergodic under $\{T_z : z \in \mathcal{R} \cap A\}$, then $\alpha$ and $\alpha_\infty$ are deterministic on $ri A$, and so is the random variable $C$ in part (a).

**Remark 2.9.** If $\mathbb{P}$ is not ergodic under the shifts $\{T_z : z \in \mathcal{R} \cap A\}$ for some face $A'$ of $A$, then $\alpha$ and $\alpha_\infty$ can be genuinely random on $A'$.

**Remark 2.10.** If $0 \in ri \mathcal{U}$, then $\mathcal{C}_+$ is the same as the linear span of $\mathcal{R}$ and the only face of $\mathcal{C}_+$ is $\mathcal{C}_+$. In this case, the above shape theorem holds on all of $\mathcal{C}_+$. 
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Remark 2.11. In fact, we prove a slightly stronger version of the above theorem. See Theorem 3.10 below. Inspection of the proof of that theorem shows that the only reason we have $A_d$ instead of $A$ in (2.6) is because $\alpha$ and $\alpha_\infty$ are guaranteed to be continuous there. Given the continuity of $\alpha$ on all of $A \setminus \{0\}$, (2.6) would hold with $A_d$ replaced by $A$. The same is true of $\alpha_\infty$. Following the ideas in the proof of Theorem 3.2 in [33] one should be able to prove the continuity of $\alpha$ and $\alpha_\infty$ on $A$ in the setting of Example 2.1, when $\{(V(T_z \omega, z)): z \in R: x \in G\}$ are i.i.d. under $P$, $V \in L_p$ for some $p > d$, and 0 is an extreme point of $A$.

As a corollary of the above theorem, we have the following point-to-point limit.

Corollary 2.12. Assume the setting of Theorem 2.8. The following holds $P$-almost surely: for any $\xi \in \text{ri}A$ and any sequence $x_n \in G_+ \cap A$ such that $x_n/n \to \xi$ as $n \to \infty$

$$\lim_{n \to \infty} \frac{a(0, x_n)}{n} = a(\xi) \quad \text{and} \quad \lim_{n \to \infty} \frac{a_\infty(0, x_n)}{n} = a_\infty(\xi).$$

(2.7)

Let $A \neq \{0\}$ be a face of $C_+$. Let $\mathcal{R}' = A \cap \mathcal{R}$. Recall that $G(\mathcal{R}')$ is the additive subgroup of $\mathbb{Z}^d$ generated by $\mathcal{R}'$.

Definition 2.13. A measurable function $B : \Omega \times G(\mathcal{R}')^2 \to \mathbb{R}$ is said to be a cocycle if

$$B(\omega, x, y) + B(\omega, y, z) = B(\omega, x, z) \quad \text{for} \quad P\text{-a.e.} \omega \text{ and all } x, y, z \in G(\mathcal{R}').$$

$B$ is said to be covariant if

$$B(\omega, x + z, y + z) = B(T_z \omega, x, y) \quad \text{for} \quad P\text{-a.e.} \omega \text{ and all } x, y, z \in G(\mathcal{R}').$$

$B$ is said to be $L^1$ if $E|B(\omega, x, y)| < \infty$ for all $x, y \in G(\mathcal{R}')$.

Let $\mathcal{K}_A$ denote the space of $L^1$ covariant cocycles as defined above. Let $\mathcal{I}_A$ denote the $\sigma$-algebra of events $A \in \mathcal{G}$ such that $T^{-1}_x A = A$ for all $x \in G(\mathcal{R}')$. For $B \in \mathcal{K}_A$, $E[B(0, x)|\mathcal{I}_A]$ is an additive function of $x \in G(\mathcal{R}')$. Furthermore, by [43, Proposition P1 on page 65] the additive group $G(\mathcal{R}')$ is linearly isomorphic to a $\mathbb{Z}^k$ for some $k \leq d$. It follows that there exists a random vector $m(B) \in \mathbb{R}^d$ such that $P$-almost surely,

$$E[B(0, x)|\mathcal{I}_A] = m(B) \cdot x \quad \text{for all } x \in G(\mathcal{R}').$$

Note that $m(B)$ is not necessarily unique unless $\mathcal{R}'$ linearly spans $\mathbb{R}^d$, but the inner products $m(B) \cdot x$ for $x \in G(\mathcal{R}')$ are uniquely defined. Set $h(B) = -m(B)$. Define

$$\mathcal{K}_A^+(V) = \left\{ B \in \mathcal{K}_A : \sum_{z \in \mathcal{R}'} p(z)e^{-V(\omega, z) - B(\omega, 0, z)} \leq 1 \text{ for } P\text{-almost every } \omega \right\}$$

and

$$\mathcal{K}_A^+_{\infty}(V) = \left\{ B \in \mathcal{K}_A : \min_{z \in \mathcal{R}'} \left\{ V(\omega, z) + B(\omega, 0, z) \right\} \geq 0 \text{ for } P\text{-almost every } \omega \right\}.$$

Our second main result gives the cocycle variational formula mentioned in the Introduction.

Theorem 2.14. Assume the setting of Theorem 2.8. For any face $A \neq \{0\}$ of $C_+$ and any $B \in \mathcal{K}_A^+(V)$, we have $P$-almost surely, for any $\xi \in A$,

$$\alpha(\xi) \geq h(B) \cdot \xi.$$  

(2.8)

Assume further that $P$ is ergodic under $\{T_z : z \in \mathcal{R} \cap A\}$. Then for any $\xi \in \text{ri}A$,

$$\alpha(\xi) = \sup_{B \in \mathcal{K}_A^+(V)} h(B) \cdot \xi$$  

(2.9)

and there exists a $B \in \mathcal{K}_A^+(V)$ such that $\alpha(\xi) = h(B) \cdot \xi$.

The same results hold if $\alpha$ and $\mathcal{K}_A^+$ are replaced, respectively, by $\alpha_\infty$ and $\mathcal{K}_{A, \infty}^+$. 
Remark 2.15. When \( \mathcal{R} = \{\pm e_1, \ldots, \pm e_d\} \), a variational formula in terms of cocycles was proved in [27]. That formula is different from (2.9). Our variational formula (2.9), when specialized to the FPP model with \( \mathcal{R} = \{\pm e_1, \ldots, \pm e_d\} \), will also appear in the forthcoming work [29], where the connection to the formula in [27] is also worked out.

Remark 2.16. The proofs of Theorem 2.8, Corollary 2.12, and Theorem 2.14 for the case of \( a \), defined in (2.1), are almost identical to those of the case of \( a_\infty \), defined in (2.2). We therefore only present the proofs in the former case, while highlighting where significant changes need to be made if there are any.

Another quantity of interest is the Green’s function: for \( x, y \) with \( y - x \in \mathcal{G}_+ \), define
\[
g(x, y) = 1 \{ y = x \} + \sum_{m=1}^{\infty} E_x \left[ \exp \left\{ - \sum_{k=0}^{m-1} V(T^k x, z_{k+1}) \right\} 1\{ x_m = y \} \right].
\] (2.10)

For \( \varepsilon > 0 \), let
\[
R_\varepsilon = \min \left\{ \| x \|_1 : x \in \mathcal{G}_+ (\mathcal{R}_0), V(T^k x, z) \geq \varepsilon \text{ for some } z \in \mathcal{R}_0 \right\}.
\] (2.11)

The following shape theorem for \( g \) follows from Theorem 2.8.

Theorem 2.17. Assume the setting of Theorem 2.8. Assume also that either \( P_0 \) is transient or there exists an \( \varepsilon > 0 \) such that \( \mathbb{E}[R_\varepsilon] < \infty \). Then for all \( \delta > 0 \),
\[
\lim_{|x|_1 \to \infty, x \in \mathcal{B}_\delta \cap \mathcal{A}_\delta} \frac{| \log g(0, x) + \alpha(x) |}{|x|_1} = 0.
\] (2.12)

Remark 2.18. Under the hypotheses of Theorem 2.8, the zero-temperature analogue of \( -\log g \) is \( a_\infty \), for which we previously derived a shape theorem in that result.

Remark 2.19. If there exists an \( \varepsilon > 0 \) such that \( \mathbb{P}[V(\omega, z) \geq \varepsilon] = 1 \) for all \( z \in \mathcal{R}_0 \), then \( R_\varepsilon = 0 \), \( \mathbb{P} \)-almost surely. If \( \mathbb{P} \) has a finite range of dependence and \( V \) is local and satisfies (2.5) and \( \mathbb{P}[V(\omega, z) = 0 \ \forall z \in \mathcal{R}_0] = 0 \), then there exists an \( \varepsilon > 0 \) and \( z_0 \in \mathcal{R}_0 \) such that \( \mathbb{P}[V(\omega, z_0) < \varepsilon] < 1 \). In this case,
\[
\mathbb{P}(R_\varepsilon \geq r) \leq \mathbb{P}\left\{ V(T^k \omega, z_0) < \varepsilon \forall x \in \mathcal{G}_+(\mathcal{R}_0) : |x|_1 < r \right\} \leq \mathbb{P}\left\{ V(\omega, z_0) < \varepsilon \right\}^C r^d.
\]

Hence, \( R_\varepsilon \) has moments of all positive orders.

Next, we give the proofs of the above claims. In what follows, \( C \) will denote a chameleon constant that may change value from term to term. Some technical results are deferred to the Appendix.

3. The quenched Lyapunov exponent and the proofs of Theorem 2.8 and Corollary 2.12

The shape theorem for the Lyapunov exponent is proved following a by-now standard route: an application of the subadditive ergodic theorem gives a law of large numbers in rational directions, then the moment assumption on the potential is used along with subadditivity to control the error arising from passing to irrational directions. There are two main technical difficulties. First, we do not assume ergodicity and hence we need to handle the measurability and regularity issues that come with having to define the Lyapunov exponent as a stochastic process. Second, having an arbitrary set of steps makes it nontrivial to construct paths between the various points of the lattice, which is needed when controlling the error coming from passing from rational directions to irrational ones.

Recall that we will work with the case of \( a \), defined in (2.1). The reader can check along the way that, with the appropriate definitions, the analogous results for the case of \( a_\infty \), defined (2.2), go through without much change.

Throughout this section, we will assume that condition (2.5) holds. However, note that this condition is vacuous when \( 0 \notin \mathcal{U} \).

We start with the subadditivity and finiteness of \( a \). For this, we need the following preliminary lemma.

Lemma 3.1. Suppose \( \sum_{i=1}^{k} z_i = 0 \) for some \( z_i \in \mathcal{R} \). Then \( z_i \in \mathcal{R}_0 \) for all \( i \). Furthermore, if \( x = \sum_{j=1}^{j} \tilde{z}_j \) for some \( j \in \{1, \ldots, k-1\} \) and \( x = \sum_{\ell=1}^{m} \tilde{z}_\ell \) or \( -x = \sum_{\ell=1}^{m} \tilde{z}_\ell \) for some \( \tilde{z}_\ell \in \mathcal{R} \), then \( \tilde{z}_\ell \in \mathcal{R}_0 \) for all \( \ell \).
Proof. \( \sum_{i=1}^{k} \frac{1}{k} z_i = 0 \in \mathcal{U}_0 \) implies \( z_i \in \mathcal{U}_0 \) for all \( i \). See Theorem 18.1 in [47]. Next, we write \( -x = \sum_{i=j+1}^{k} z_i \) and hence \( \sum_{\ell=1}^{m} \tilde{z}_\ell + \sum_{i=j+1}^{k} z_i = 0 \). By the part we proved already, \( \tilde{z}_\ell \in \mathcal{R}_0 \) for all \( \ell \). The other case is similar. \( \square \)

Lemma 3.2. For \( \mathbb{P} \)-almost every \( \omega \) and any \( x, y, z \in \mathbb{Z}^d \) such that \( y - x, z - y \in \mathcal{G}_+ \),
\[
a(\omega, x, z) \leq a(\omega, x, y) + a(\omega, y, z).
\] (3.1)

Proof. If \( y \in \{x, z\} \), then (3.1) is trivial. Assume \( y \notin \{x, z\} \). Let \( \tau_{y,z} = \inf\{n \geq \tau_y : X_n = z\} \). Then
\[
e^{-a(\omega, x, y)} \cdot e^{-a(\omega, y, z)} = E_x \left[ \exp \left\{ -\sum_{k=0}^{\tau_y-1} V(T_{X_k}\omega, Z_{k+1}) \right\} \mathbb{1}_{[\tau_y<\infty]} \right] \times E_y \left[ \exp \left\{ -\sum_{k=0}^{\tau_z-1} V(T_{X_k}\omega, Z_{k+1}) \right\} \mathbb{1}_{[\tau_z<\infty]} \right]
= E_x \left[ \exp \left\{ -\sum_{k=0}^{\tau_{y,z}-1} V(T_{X_k}\omega, Z_{k+1}) \right\} \mathbb{1}_{[\tau_z<\tau_{y,z}<\infty]} \right]
+ E_x \left[ \exp \left\{ -\sum_{k=0}^{\tau_{y,z}-1} V(T_{X_k}\omega, Z_{k+1}) \right\} \mathbb{1}_{[\tau_z<\tau_{y,z}<\infty]} \right].
\]
If there are no admissible loops from 0 to 0 that go through \( y - z \), then \( \mathbb{1}_{[\tau_z<\tau_{y,z}<\infty]} = 0 \), and the term in the last line will be 0. If such loops exist, then Lemma 3.1 implies that any such loop can only take steps in \( \mathcal{R}_0 \). Thus, (2.5) and \( \tau_z < \tau_{y,z} \) imply that
\[
\exp \left\{ -\sum_{k=0}^{\tau_{y,z}-1} V(T_{X_k}\omega, Z_{k+1}) \right\} \leq \exp \left\{ -\sum_{k=0}^{\tau_z-1} V(T_{X_k}\omega, Z_{k+1}) \right\}.
\]
In either case, we have
\[
e^{-a(\omega, x, y)} \cdot e^{-a(\omega, y, z)} \leq E_x \left[ \exp \left\{ -\sum_{k=0}^{\tau_z-1} V(T_{X_k}\omega, Z_{k+1}) \right\} \mathbb{1}_{[\tau_z<\infty]} \right] = e^{-a(\omega, x, z)}.
\]
(3.1) follows. \( \square \)

The next lemma provides an upper bound on \( a \).

Lemma 3.3. \( V^+ \in L^1 \) implies \( a^+(x, y) \) is in \( L^1 \) for all \( x, y \in \mathbb{Z}^d \) with \( y - x \in \mathcal{G}_+ \).

Proof. Fix an admissible path \( x_{0:n} \) from \( x \) to \( y \) reaching \( y \) for the first time at time \( n \). Such a path exists because \( y - x \in \mathcal{G}_+ \). Then
\[
a(x, y) = -\log E_x \left[ \exp \left\{ -\sum_{k=0}^{\tau_y-1} V(T_{X_k}\omega, Z_{k+1}) \right\} \mathbb{1}_{[\tau_y<\infty]} \right] \leq \sum_{k=0}^{n-1} V(T_{X_k}\omega, Z_{k+1}) - \log P_x(X_{0:n} = x_{0:n}).
\] \( \square \)

To proceed, we need the following lemma which is proved in Appendix A. Recall that \( \mathcal{C}_+ \) is the cone generated by \( \mathcal{R} \) and that for \( \xi \in \mathcal{C}_+ \), \( \mathcal{C}_\xi \) is the unique face of \( \mathcal{C}_+ \) such that \( \xi \in \text{ri} \mathcal{C}_\xi \). Also, \( \mathcal{R}_\xi = \mathcal{R} \cap \mathcal{C}_\xi \).
Lemma 3.4. There exist functions $\gamma_z : \mathcal{C}_+ \to \mathbb{R}_+$, $z \in \mathcal{R}$, and a finite positive constant $C$ such that

$$\sum_{z \in \mathcal{R}} \gamma_z(\xi)z = \xi \quad \text{and} \quad \gamma_z(\xi) \leq C|\xi|_1 \quad \text{for all } \xi \in \mathcal{C}_+.$$ 

If, furthermore, $\xi \in \mathcal{G}_+$, then $\gamma_z(\xi) \in \mathbb{Z}_+$ for all $z \in \mathcal{R}$.

Fix $\xi \in \mathcal{C}_+$ and take $\gamma_z = \gamma_z(\xi)$, $z \in \mathcal{R}$, as in Lemma 3.4. Then $\gamma_z = 0$ for $z \notin \mathcal{R}_\xi$. Let $\mathcal{R}_\xi' = \{ z \in \mathcal{R}_\xi : \gamma_z > 0 \}$. Define $\mathcal{G}_\xi$ to be the $\sigma$-algebra of measurable sets $A \in \mathcal{G}$ such that $T_{\xi}^{-1} A = A$ for all $z \in \mathcal{R}_\xi$. Define

$$\hat{\xi}_t(\xi) = \sum_{z \in \mathcal{R}_\xi} |t\gamma_z|z = \sum_{z \in \mathcal{R}_\xi'} |t\gamma_z|z$$

(3.2)

and

$$\tilde{a}(\xi) = \inf_{t > 0, r \in Q} \frac{1}{t} \mathbb{E}[\hat{a}(0, \hat{\xi}_t(\xi)) \mid \mathcal{G}_\xi].$$

(3.3)

If $V^+ \in L^1$ then $\mathbb{E}[\tilde{a}(\xi)] < \infty$, but a priori $\mathbb{E}[\tilde{a}(\xi)]$ could be $-\infty$. Set $\tilde{a}(0) = 0$.

Theorem 3.5. Assume $V^+ \in L^1$. Fix $\xi \in \mathcal{C}_+$. Then $\mathbb{P}$-almost surely, for all $k \in \mathbb{N},$

$$\tilde{a}(\xi) = \lim_{Q \ni t \to \infty} \frac{\mathbb{E}[a(0, \hat{\xi}_t(\xi)) \mid \mathcal{G}_\xi]}{t} = \inf_{n \in \mathbb{N}} \frac{\mathbb{E}[a(0, \hat{\xi}_{nk}(\xi)) \mid \mathcal{G}_\xi]}{nk}.$$  

(3.4)

Proof. For a rational $t > 0$, let $\bar{a}(t) = \mathbb{E}[a(0, \hat{\xi}_t(\xi)) \mid \mathcal{G}_\xi]$. Then for rational $t, s > 0$, $\hat{\xi}_{t+s}(\xi) - \hat{\xi}_t(\xi) - \hat{\xi}_s(\xi) \in \mathcal{G}_\xi$ because $|(t + s)\gamma_z| \geq |t\gamma_z| + |s\gamma_z|$ for each $z \in \mathcal{R}$. By the subadditivity of $a$, we have, $\mathbb{P}$-almost surely,

$$\bar{a}(t) + \bar{a}(s) + \mathbb{E}[a^+(\hat{\xi}_t(\xi) + \hat{\xi}_s(\xi), \hat{\xi}_{t+s}(\xi)) \mid \mathcal{G}_\xi] \geq \bar{a}(t) + \bar{a}(s) + \mathbb{E}[a(\hat{\xi}_t(\xi) + \hat{\xi}_s(\xi), \hat{\xi}_{t+s}(\xi)) \mid \mathcal{G}_\xi]$$

$$= \mathbb{E}[a(0, \hat{\xi}_t(\xi)) \mid \mathcal{G}_\xi] + \mathbb{E}[a(0, \hat{\xi}_s(\xi)) \mid \mathcal{G}_\xi] + \mathbb{E}[a(\hat{\xi}_t(\xi) + \hat{\xi}_s(\xi), \hat{\xi}_{t+s}(\xi)) \mid \mathcal{G}_\xi]$$

$$= \mathbb{E}[a(0, \hat{\xi}_t(\xi)) \mid \mathcal{G}_\xi] + \mathbb{E}[a(\hat{\xi}_t(\xi), \hat{\xi}_s(\xi) + \hat{\xi}_{t+s}(\xi)) \mid \mathcal{G}_\xi]$$

$$+ \mathbb{E}[a(\hat{\xi}_{t+s}(\xi)) \mid \mathcal{G}_\xi] = \mathbb{E}[a(0, \hat{\xi}_{t+s}(\xi)) \mid \mathcal{G}_\xi] = \bar{a}(t+s).$$

The second equality comes because for any $A \in \mathcal{G}_\xi$, we have $T_{\hat{\xi}_s(\xi)}^{-1} A = A$. Next, note that $|(t + s)\gamma_z| - |t\gamma_z| - |s\gamma_z| \leq 1$. Hence, $|\hat{\xi}_{t+s}(\xi) - \hat{\xi}_t(\xi) - \hat{\xi}_s(\xi)|_1 \leq \sum_{z \in \mathcal{R}_\xi'} |\gamma_z|_1 = c_1$. Also,

$$c_2(\omega) = \max_{x \in \mathcal{G}_\xi, |x|_1 \leq c_1} \mathbb{E}[a^+(0, x) \mid \mathcal{G}_\xi] \in [0, \infty),$$

because $V^+ \in L^1$. It follows that $c_2 + \bar{a}(t) + \bar{a}(s) \geq \bar{a}(t+s)$. Note that for each $t > 0$, $\bar{a}$ is bounded on $[0, t] \cap \mathbb{Q}$ because $\mathbb{E}[a^+(0, x) \mid \mathcal{G}_\xi] < \infty$ and there are finitely many $x \in \{ \hat{\xi}_s(\xi) : s \leq t \}$. Fekete’s lemma now gives

$$\frac{\bar{a}(t)}{t} \inf_{n \in \mathbb{N}} \frac{\bar{a}(nk)}{nk} = \inf_{s \in \mathbb{Q} \ni s > 0} \frac{\bar{a}(s)}{s} = \tilde{a}(\xi),$$

which proves (3.4).

For now, $\tilde{a}(\xi)$ is a random variable, defined up to a null set that may depend on $\xi$ and on the particular choice of $(\gamma_z)_{z \in \mathcal{R}}$. We next show that the limit in (3.4) holds more generally and does not depend on the specific choice of the
coefficients \((\gamma_z)_{z \in R}\). First we handle the case of \(\xi \in G_+\). For \(x \in G_+ \setminus \{0\}\), let \(I_x\) be the \(\sigma\)-algebra generated by \(A \in \mathcal{G}\) such that \(T_x^{-1}A = A\). Set \(\alpha(0) = 0\) and for \(x \in G_+ \setminus \{0\}\), let

\[
\alpha(x) = \inf_{n \geq 1} \frac{\mathbb{E}[a(0, nx) | I_x]}{n}.
\]

**Theorem 3.6.** Assume \(V^+ \in L^1\). Fix \(x \in G_+\). Then

\[
\lim_{n \to \infty} \frac{a(0, nx)}{n} = \alpha(x), \quad \mathbb{P}\text{-almost surely.}
\]  

The limit also holds in \(L^1\) if \(\mathbb{E}[\alpha(x)] > -\infty\) and in this case \(\alpha(x) = \alpha(x), \mathbb{P}\text{-almost surely.}

**Proof.** Fix \(x \in G_+\) and, for nonnegative integers \(m \leq n\), let \(X_{m,n} = a(mx, nx)\). The subadditivity of \(a\), the invariance of \(\mathbb{P}\) under the action of the shift \(T_x\), and the fact that \(a^+(0, x) \in L^1\) ensure that the assumptions of Liggett’s subadditive ergodic theorem in [30] are satisfied.

It follows that, \(\mathbb{P}\)-almost surely,

\[
\lim_{n \to \infty} \frac{a(0, nx)}{n} = \inf_{n \in \mathbb{N}} \frac{\mathbb{E}[a(0, nx) | I_x]}{n} = \alpha(x).
\]

The same theorem says that the limit also holds in \(L^1\) if \(\mathbb{E}[\alpha(x)] > -\infty\). Since \(\hat{x}_n(x) = nx\) if \(x \in G_+\), this and (3.4) imply that \(\alpha(x) = \alpha(x), \mathbb{P}\)-almost surely.

Next, we handle the case of \(\xi \in C'_+\), where \(C'_+\) is the rational cone generated by \(R\).

**Lemma 3.7.** Assume \(V^+ \in L^1\). Fix a face \(A\) of \(C_+\) and assume that \(\mathbb{E}[\alpha(x)] > -\infty\) for all \(x \in G_+ \cap A\). The following holds \(\mathbb{P}\)-almost surely: for any \((\gamma_z)_{z \in R \cap A} \in \mathbb{Q}_{+ \cap A}\),

\[
\lim_{t \to \infty} \frac{a(0, \sum_{z \in R \cap A} t \gamma_z z)}{t} = \alpha\left(\sum_{z \in R \cap A} \gamma_z z\right).
\]

**Proof.** Define \(\tilde{\alpha}(\xi)\) for all \(\xi \in C'_+ \cap A\) via (3.3), using the representation \((\gamma_z(\xi))_{z \in R}\) from Lemma 3.4. Applying Theorem 3.6, let \(\Omega_0\) be the full \(\mathbb{P}\)-measure event on which the limit in (3.5) holds and \(\alpha(x) = \tilde{\alpha}(x), \mathbb{P}\)-almost surely for all \(x \in G_+ \cap A\). Fix an integer \(L \geq 1\) and take a representation \((\gamma_z')_{z \in R \cap A}\) as in the claim, but with \(\max_{z \in R \cap A} \gamma_z' \leq L\). Let \(\xi = \sum_{z \in R \cap A} \gamma_z' z\). By the limit in (3.5) with \(x = k\xi \in G_+ \cap A\),

\[
\lim_{n \to \infty} \frac{a(0, \hat{x}_n k(\xi))}{nk} = \lim_{n \to \infty} \frac{a(0, nk\xi)}{nk} = \tilde{\alpha}(\xi).
\]

For \(k + 1 \leq k \leq (n + 1)k\), then for \(z \in R \cap A\) with \(\gamma_z' > 0\), we have

\[
(k - 1)k \gamma_z' \leq nk \gamma_z' - 1 \leq t \gamma_z' - 1 \leq t \gamma_z' \leq (n + 1) k \gamma_z'.
\]

When \(\gamma_z' = 0\), we still have

\[
(k - 1)k \gamma_z' \leq |t \gamma_z'| \leq (n + 1) k \gamma_z'.
\]

Thus \(\hat{x}_n(\xi)\) is accessible from \((n - 1)k\xi\) by an admissible path and \((n + 1)k\xi\) is accessible from \(\hat{x}_n(\xi)\) by an admissible path. The endpoints in both cases are at most \(2k \sum_{z \in R \cap A} \gamma_z'|z|_1 \leq 2kL|R| \max_{z \in R} |z|_1 = C\) away from each other.

By subadditivity, if we set

\[
A = \max\{a^+(0, y) \vee a^+(-y, 0) : y \in G_+, |y| \leq C\} \in L^1,
\]

then

\[
a(0, (n + 1)k\xi) - A \circ T_{(n+1)k\xi} \leq a(0, (n + 1)k\xi) - a(\hat{x}_n(\xi), (n + 1)k\xi)
\]
By stationarity, \( A \circ T_{n\ell\xi} / n \to 0 \) almost surely.

Let \( \Omega_L \) be the full measure event on which \( A \circ T_{n\ell\xi} / n \to 0 \) for any \( \ell \in \mathbb{N} \) such that \( \ell \xi \in G_+ \). Divide the above by \( t \) and take \( t \to \infty \) to get (3.6) for any rational representation \((\gamma_\xi')_{\xi \in \mathcal{R} \cap A}\) with \( \gamma_\xi' \leq L \) for all \( \xi \in \mathcal{R} \cap A \). The claim of the lemma holds on \( \bigcap_{L \in \mathbb{Z}^+} \Omega_L \).

Now that we know that the limit in (3.6) is independent of the choice of the rational representation, we can prove some basic properties of \( \tilde{\alpha} \) when restricted to rational arguments.

**Theorem 3.8.** Assume \( V^+ \in L^1 \). Fix a face \( A \) of \( C_+ \) and assume that \( \mathbb{E}[\tilde{\alpha}(x)] > -\infty \) for all \( x \in G_+ \cap A \). There exists a constant \( C < \infty \) (only depending on \( \mathcal{R} \)) such that for \( \mathbb{P} \)-almost every \( \omega \), for all \( s \in Q_+ \), and for all \( \xi, \zeta \in C_+ \cap A \),

\[
\tilde{\alpha}(s\xi) = s \tilde{\alpha}(\xi), \quad \tilde{\alpha}(\xi) + \tilde{\alpha}(\zeta) \geq \tilde{\alpha}(\xi + \zeta), \quad \text{and} \quad \tilde{\alpha}(\xi) \leq C \max_{\xi \in \mathcal{R}_+} \left( \mathbb{E}\left[ V^+(\omega, \zeta) \mid \mathcal{G}_\xi \right] - \log p(\zeta) \right) |\xi|_1.
\]

**Proof.** If \( \tilde{\alpha}(s\xi) = s \tilde{\alpha}(\xi) \), then \( s\xi = s(\xi) = s(\xi) \), with rational coefficients \( s \xi \), \( s \xi \), \( s \xi \), \( s \xi \), \( s \xi \), \( s \xi \), \( s \xi \), \( s \xi \). Applying Lemma 3.7 twice gives

\[
\tilde{\alpha}(s\xi) = \lim_{t \to \infty} \frac{a(0, \sum_{z \in \mathcal{R}} [t \gamma_\xi z \mid \xi]}{t} = s \tilde{\alpha}(\xi).
\]

This proves the homogeneity. Next, take \( \xi, \zeta \in C_+ \cap A \) and let \( m \in \mathbb{N} \) be such that \( m\xi \) and \( m\zeta \) are in \( G_+ \cap A \). Then

\[
\mathbb{E}\left[ a(0, nm\xi) \mid \mathcal{G}_\xi \right] + \mathbb{E}\left[ a(0, nm\zeta) \mid \mathcal{G}_\xi \right] = \mathbb{E}\left[ a(0, nm\xi) + a(nm\xi, nm\xi + \xi) \mid \mathcal{G}_\xi \right] \geq \mathbb{E}\left[ a(0, nm(\xi + \zeta)) \mid \mathcal{G}_\xi \right].
\]

The equality comes because for \( A \in \mathcal{G}_\xi \), \( T_{nm\xi}^{-1} A = A \). Divide by \( nm \), take \( n \to \infty \), and use either Theorem 3.5 or Theorem 3.6 to get

\[
\tilde{\alpha}(\xi) + \tilde{\alpha}(\zeta) \geq \tilde{\alpha}(\xi + \zeta).
\]

For (3.8) write \( \xi \) using the coefficients \( \gamma_\xi = \gamma_\xi(\xi) \) given by Lemma 3.4 and recall that then \( \gamma_\xi \leq C|\xi|_1 \) for all \( \zeta \in \mathcal{R} \). Let \( n = \sum_{z \in \mathcal{R}} [t \gamma_\xi z \mid \xi] \) and pick any admissible path \( x_0, x_1, \ldots, x_{n-1} \) from 0 to \( \hat{t}_\xi(\xi) \) that takes \( [t \gamma_\xi z \mid \xi] \) steps for each \( \zeta \in \mathcal{R} \). Then

\[
\mathbb{E}\left[ a(0, \hat{t}_\xi(\xi)) \mid \mathcal{G}_\xi \right] \leq \mathbb{E}\left[ \sum_{i=0}^{n-1} V^+(T_{x_i}(\omega, z_{i+1}) \mid \mathcal{G}_\xi \right] - \log P(0, X_{0,\omega} = x_0, \omega) \geq \sum_{i=0}^{n-1} \left( \mathbb{E}\left[ V^+(\omega, z_{i+1}) \mid \mathcal{G}_\xi \right] - \log p(z_{i+1}) \right) \leq \max_{\zeta \in \mathcal{R}} \left( \mathbb{E}\left[ V^+(\omega, z) \mid \mathcal{G}_\xi \right] - \log p(z) \right) \sum_{\zeta \in \mathcal{R}} [t \gamma_\xi z \mid \xi].
\]

But

\[
\frac{1}{t} \sum_{\zeta \in \mathcal{R}} [t \gamma_\xi z \mid \xi] \to _{t \to \infty} \sum_{\zeta \in \mathcal{R}} [t \gamma_\xi z \mid \xi] \leq C|\mathcal{R}| \cdot |\xi|_1.
\]

Then (3.8) follows and the theorem is proved.

We can now define the limiting quenched Lyapunov exponent \( \alpha \) using the function \( \tilde{\alpha} \).
Theorem 3.9. Fix a face $\mathcal{A} \subset \mathcal{C}_+$. Assume $V^+ \in L^1$ and $E[\alpha(x)] > -\infty$ for all $x \in \mathcal{G}_+ \cap \mathcal{A}$. Then $\mathbb{P}$-almost surely, there exists a unique finite locally Lipschitz convex homogeneous function $\tilde{\alpha}$ on $\text{ri}\mathcal{A}$ such that $\tilde{\alpha} = \alpha$ on $\mathcal{C}_+ \cap \text{ri}\mathcal{A}$.

Proof. The homogeneity and subadditivity imply that $\tilde{\alpha}$ is convex on $\mathcal{C}_+ \cap \mathcal{A}$. Since $E[\alpha(x)] > -\infty$ for $x \in \mathcal{G}_+ \cap \mathcal{A}$, Theorem 3.6 implies that $\mathbb{P}$-almost surely $\tilde{\alpha}(x) = \alpha(x)$ for all $x \in \mathcal{G}_+ \cap \mathcal{A}$ and hence $\tilde{\alpha}(x) > -\infty$ for all $x \in \mathcal{G}_+ \cap \mathcal{A}$. Homogeneity implies then that $\tilde{\alpha}(\xi) > -\infty$ for all $\xi \in \mathcal{C}_+ \cap \mathcal{A}$. By putting this together with the properties established in Theorem 3.8, we will now prove that $\tilde{\alpha}$ is locally bounded below on $\mathcal{C}_+ \cap \text{ri}\mathcal{A}$. To this end, take $\varepsilon > 0$ and $\xi \in \mathcal{C}_+ \cap \text{ri}\mathcal{A}$. We will give a lower bound on $\tilde{\alpha}(\xi)$, uniformly in $\xi \in \mathcal{C}_+ \cap \text{ri}\mathcal{A}$ with $|\xi - \zeta|_1 < \varepsilon$.

Take an integer $k > \varepsilon^{-1}|R| \cdot \max_{z \in R} |z|_1$ and let $\eta = \zeta + k^{-1}\sum_{z \in R \cap \mathcal{A}} z \in \mathcal{C}_+ \cap \text{ri}\mathcal{A}$. We can write $\eta = \sum_{z \in R \cap \mathcal{A}} \gamma_z z$ with rational $\gamma_z \geq k^{-1}$ for all $z \in R \cap \mathcal{A}$. Take a rational $0 < t < 1$ such that

$$t \leq \frac{1}{C(|\eta|_1 + 2\varepsilon)k},$$

where $C$ is the constant in Lemma 3.4. Now consider $\xi \in \mathcal{C}_+ \cap \text{ri}\mathcal{A}$ with $|\xi - \zeta|_1 < \varepsilon$. Then $|\xi - \eta|_1 < 2\varepsilon$. Take any integer $m \in \mathbb{N}$ such that $m\varepsilon \in \mathcal{G}_+$ and let $\gamma_z(m\varepsilon) \in \mathbb{Z}_+$, $z \in R \cap \mathcal{A}$, be the coefficients given by Lemma 3.4. The choice of $t$ implies that for all $z \in R \cap \mathcal{A}$,

$$m\gamma_z \geq m/k \geq Ctm|\xi|_1 \geq t\gamma_z(m\xi).$$

Hence, $m\eta - tm\xi \in \mathcal{C}_+ \cap \text{ri}\mathcal{A}$. By the inequalities in (3.7) and (3.8), we have

$$\tilde{\alpha}(m\eta) \leq \tilde{\alpha}(tm\xi) + \tilde{\alpha}(m\eta - tm\xi) \leq \tilde{\alpha}(tm\xi) + C(\omega)m|\eta - t\xi|_1 \leq \tilde{\alpha}(tm\xi) + C(\omega)m(1 + t)|\eta|_1 + 2t\varepsilon).$$

Note that in the first inequality above, in the application of (3.8), there is a dependence on $m\eta - tm\xi$ through the conditional expectation given $\mathcal{G}_{m\eta - tm\xi}$ and so it may appear that the constant $C(\omega)$ may not be uniform. This presents no issue, however, as there are only finitely many $\sigma$-algebras which can appear in the conditional expectation. Using the homogeneity in (3.7) and rearranging, we see that

$$\tilde{\alpha}(\xi) \geq t^{-1}\tilde{\alpha}(\eta) - C(\omega)(t^{-1} + 1)|\eta|_1 + 2t\varepsilon).$$

This proves that $\tilde{\alpha}$ is locally bounded below on $\mathcal{C}_+ \cap \text{ri}\mathcal{A}$. The bound in (3.8) implies that $\tilde{\alpha}$ is also locally bounded above.

Now that we have shown the local boundedness of $\tilde{\alpha}$, we will show that it is Lipschitz on any small enough ball in $\mathcal{C}_+ \cap \text{ri}\mathcal{A}$.

Take $\xi_0 \in \mathcal{C}_+ \cap \text{ri}\mathcal{A}$. Take $\varepsilon > 0$ such that if $\xi$ is in the linear span of $\mathcal{A}$ and $|\xi - \xi_0|_1 < 3\varepsilon$, then $\xi \in \text{ri}\mathcal{A}$. Take $\xi, \xi \in \mathcal{C}_+ \cap \text{ri}\mathcal{A}$ with $|\xi - \xi_0|_1 < \varepsilon$, and $|\xi - \xi_0|_1 < \varepsilon$. Note that $|\xi + t^{-1}(\xi - \xi_0)|_1$ is continuous in $t$, converges to $|\xi - \xi_0|_1 < \varepsilon$ as $t$ increases to 1, and converges to $\infty$ as $t$ decreases to 0. Hence, one can pick a rational $t \in (0, 1)$ such that

$$2\varepsilon < |\xi + t^{-1}(\xi - \xi_0) - \xi_0|_1 < 3\varepsilon.$$

In particular, $\xi + t^{-1}(\xi - \xi_0) \in \text{ri}\mathcal{A}$. Lemma A.2 says then this is also in $\mathcal{C}_+$. Furthermore, the fact that

$$|\xi + t^{-1}(\xi - \xi_0) - \xi_0|_1 < \varepsilon + t^{-1}|\xi - \xi_0|_1$$

and the first inequality in the above display imply that $t < \varepsilon^{-1}|\xi - \xi_0|_1$. Now, write

$$\tilde{\alpha}(\xi) = \tilde{\alpha}(t(\xi + t^{-1}(\xi - \xi)) + (1 - t)\xi) \leq t\tilde{\alpha}(\xi + t^{-1}(\xi - \xi)) + (1 - t)\tilde{\alpha}(\xi),$$

from which it follows that

$$\tilde{\alpha}(\xi) - \tilde{\alpha}(\xi) \leq e^{-1}C(\xi_0, \omega)|\xi - \xi_0|_1,$$

with $C(\xi_0, \omega) = 2\sup(|\tilde{\alpha}(\eta)| : |\eta - \xi_0|_1 < 3\varepsilon)$. The other bound comes by switching the roles of $\xi$ and $\xi$.

By a standard finite subcover argument, the above Lipschitz continuity shows that if $K \subset \text{ri}\mathcal{A}$ is compact, then $\tilde{\alpha}$ is uniformly continuous on $K \cap \mathcal{C}_+$. This allows us to extend $\tilde{\alpha}$ uniquely to a continuous function on $\text{ri}\mathcal{A}$ and then (3.7) and (3.8) and consequently convexity also hold for $\alpha$. \qed
Now that the process $\alpha$ has been defined, we prove a stronger version of Theorem 2.8. Recall Definition 2.7 and the definition of $A_\delta$ in (2.4).

**Theorem 3.10.** Assume that $V^+ \in L^1$. Fix a face $A \neq \emptyset$ of $C_+$ (possibly $C_+$ itself). Let $\mathcal{R}' = \mathcal{R} \cap A$. Assume that $V^+(\omega, z) \in L_{1,\mathcal{R}'}$ for each $z \in \mathcal{R}' \setminus \{0\}$ and that $V^+(\omega, 0) \in L_{1,\mathcal{R}'}$ for some $\hat{z} \in \mathcal{R}' \setminus \{0\}$. Assume also that $\mathbb{E}[\rho(x)] > -\infty$ for all $x \in \mathcal{G}_+$. Then $\mathbb{P}$-almost surely, for all $\delta > 0$,

$$\lim_{|x| \to \infty} \frac{|a(0,x) - a(x)|}{|x|} = 0.$$  \hfill (3.9)

If, furthermore, $\mathbb{P}$ is ergodic under $\{T_z : z \in \mathcal{R} \cap A\}$, then $\alpha$ is deterministic on $\text{ri}A$.

**Proof.** The proof comes by way of contradiction. Assume that with positive probability there exists an $\varepsilon > 0$ and a sequence $x_\ell \in \mathcal{G}_+ \cap A_\delta$ such that $|x_\ell| \to \infty$ and

$$\frac{|a(0,x_\ell) - a(x_\ell)|}{|x_\ell|} \geq \varepsilon. \hfill (3.10)$$

Let $\Omega'_0$ be the intersection of the event in the previous paragraph with the full-measure event on which Lemma 3.2 holds and the full-measure event on which the limit (2.3) is satisfied with $g(T_{x+k_0} \omega) = V(T_{x+k_0} \omega, z)$ for each $z \in \mathcal{R}' \setminus \{0\}$, and with $g(T_{x+k_0} \omega) = V(T_{x+k_0} \omega, 0)$.

Apply Lemma 3.4 to write $x_n = \sum_{z \in \mathcal{R}'} b_{\ell,z} z$ with $b_{\ell,z} \in \mathbb{Z}_+$ such that $b_{\ell,z} \leq C |x_\ell|$ for all $z \in \mathcal{R}'$. By compactness, we can find a subsequence $\ell_n$ and $\gamma_\ell \in [0, C]$ such that $b_{\ell_n,z}/|x_{\ell_n}| \to \gamma_\ell$ for all $z \in \mathcal{R}'$. Then $x_{\ell_n}/|x_{\ell_n}| \to \xi = \sum_{z \in \mathcal{R}'} \gamma_\ell z$.Abbreviate $\ell_n$ by writing just $n$. Since $x_n/|x_n| \in A_\delta$, we have $a(x_n)/|x_n| = \alpha(x_n/|x_n|) \to \alpha(\xi)$. Therefore, for $n$ large enough,

$$\left| \frac{a(0,x_n)}{|x_n|} - \alpha(\xi) \right| \geq \varepsilon/2. \hfill (3.11)$$

Take $m \geq m_0$. Let

$$\bar{x}_n = \sum_{z \in \mathcal{R}'} \gamma_\ell z, \quad \bar{k}_n = \left[ \frac{(\rho + \varepsilon_1 |\mathcal{R}'|)|x_n|}{\bar{r}_m} \right], \quad \text{and} \quad \bar{s}^{(n)}_z = \bar{r}_m \bar{k}_n \bar{x}_n - b_{n,z}.$$ 

Then, for any $z \in \mathcal{R}'$,

$$\bar{s}_z^{(n)} \geq 0 \text{ for large enough } n \text{ and so } \bar{r}_m \bar{k}_n \bar{x}_n - x_n = \sum_{z \in \mathcal{R}'} (\bar{r}_m \bar{k}_n \bar{x}_n - b_{n,z}) z \in \mathcal{G}_+. \text{ By the subadditivity of } a,$$

$$a(0, \bar{r}_m \bar{k}_n \bar{x}_n) - a(x_n, \bar{r}_m \bar{k}_n \bar{x}_n) \leq a(0, x_n). \hfill (3.13)$$

Similarly, let $r_{m_0} = \sum_{z \in \mathcal{R}'} |m_{\gamma_\ell}|$ and $\delta_{m,z} = |m_{\gamma_\ell}|/r_{m} \leq 1$ for all $z \in \mathcal{R}'$. We have $r_m/m \to \rho$ and $\delta_{m,z} \to 0$ as $m \to \infty$. Let $\mathcal{R}'' = \{z \in \mathcal{R}' : \gamma_\ell > 0\}$ and $\delta' = \min_{\gamma_\ell \in \mathcal{R}''} \gamma_\ell / \rho > 0$. There exists an $m_1 \geq m_0$ such that for any integer $m \geq m_1$ and any $z \in \mathcal{R}''$ we have $\delta_{m,z} \in [\delta'/2, 1]$ and $|\rho \delta_{m,z} - \gamma_\ell| < \varepsilon_1$. Fix $m \geq m_1$. 


Now, suppose $\varepsilon < \delta' \rho / 4$ and let

$$
\xi_m = \sum_{z \in \mathcal{R}'} \kappa_m z, \quad \mathbf{k}_n = \left( \frac{(\rho - 4\varepsilon_1 / \delta') |x_n|_1}{r_m} \right), \quad \text{and} \quad \mathbf{s}^{(n)}_z = b_{n,z} - \sum_{z \in \mathcal{R}'} \kappa_m z.
$$

Then for $z \in \mathcal{R}'$ we have as $n \to \infty$,

$$
\frac{\mathbf{s}^{(n)}_z}{|x_n|_1} \to \gamma_z - (\rho - 4\varepsilon_1 / \delta') \kappa_m z \geq \gamma_z - \rho \kappa_m z + 2\varepsilon_1 \geq \varepsilon_1 > 0.
$$

When $z \in \mathcal{R}' \setminus \mathcal{R}''$, $\gamma_z = \kappa_m z = 0$. Thus, for $n$ large, $x_n - \sum_{z \in \mathcal{R}'} (b_{n,z} - \mathbf{k}_n z) z \in \mathcal{G}_+$. By subadditivity,

$$
a(0,x_n) \leq a(0, \sum_{z \in \mathcal{R}'} b_{n,z} z) + a(\sum_{z \in \mathcal{R}'} \mathbf{k}_n z, x_n).
$$

(3.14)

Note also that

$$
\frac{\mathbf{r}_m \mathbf{k}_n}{|x_n|_1} \to \rho + |\mathcal{R}'| \varepsilon_1 \quad \text{and} \quad \frac{\mathbf{r}_m \mathbf{k}_n}{|x_n|_1} \to \rho - 4\varepsilon_1 / \delta' \quad \text{as} \quad n \to \infty.
$$

(3.15)

In particular, we have for $n$ large,

$$
\mathbf{r}_m \mathbf{k}_n \geq |x_n|_1 (\rho - 4\varepsilon_1 / \delta' - \varepsilon_1).
$$

Next, observe that if $z \in \mathcal{R}'$ and $\varepsilon_1 < (0, 1)$ is small enough to have $4\varepsilon_1 / \delta' + \varepsilon_1 < \rho$, then both $\mathbf{r}_m \mathbf{k}_n z - b_{n,z}$ and $b_{n,z} - \mathbf{r}_m \mathbf{k}_n z$ are bounded above by

$$
\mathbf{r}_m \mathbf{k}_n z - \mathbf{r}_m \mathbf{k}_n z \leq |x_n|_1 (\rho + |\mathcal{R}'| \varepsilon_1) \kappa_m z - |x_n|_1 (\rho - 4\varepsilon_1 / \delta' - \varepsilon_1) \kappa_m z
$$

$$
\leq |x_n|_1 (\gamma_z + 2\varepsilon_1) - |x_n|_1 (\rho - 4\varepsilon_1 / \delta' - \varepsilon_1) (\gamma_z - \varepsilon_1) / \rho
$$

$$
= |x_n|_1 \varepsilon_1 \left( 3 + \frac{4(\gamma_z - \varepsilon_1)}{\delta' \rho} + \frac{\gamma_z - \varepsilon_1}{\rho} \right)
$$

$$
\leq 4 \left( 1 + 1 / \delta' \right) |x_n|_1 \varepsilon_1 = c_1 |x_n|_1 \varepsilon_1.
$$

This tells us the ratio of zero steps to $\tilde{z}$ steps is at most 12. Rearrange the path as follows. Start the path with blocks of $\tilde{z}$ steps followed by at most 12 zero steps, until the $\tilde{z}$-steps and zero steps have been exhausted. Next, fix an ordering of $\mathcal{R} \setminus \{0, \tilde{z}\} = \{z_1, z_2, \ldots \}$ and arrange the rest of the path to take first all its $z_1$ steps then all the $z_2$ steps and so on. Also note that any point $y$ on the path satisfies $y \in \mathcal{G}_+(\mathcal{R}')$ and

$$
|y|_1 \leq |x_n|_1 + \left( \mathcal{G}_t - \sum_{z \in \mathcal{R}'} b_{n,z} \right) \max_{z \in \mathcal{R}'} |z|_1 \leq |x_n|_1 \left( 1 + |\mathcal{R}'| (C + \varepsilon_1) \max_{z \in \mathcal{R}'} |z|_1 \right) = c_2 |x_n|_1.
$$

Thus,

$$
a(x_n, \mathbf{r}_m \mathbf{k}_n z) \leq |\mathcal{R}'| \max_{y \in \mathcal{G}_+(\mathcal{R}')} \max_{|y|_1 \leq c_2 |x_n|_1} \sum_{0 \leq i \leq c_1 \varepsilon_1 |x_n|_1} V^+(T_{y+i\tilde{z}} \omega, z)
$$

$$
+ 12 \max_{y \in \mathcal{G}_+(\mathcal{R}')} \sum_{0 \leq i \leq c_1 \varepsilon_1 |x_n|_1} V^+(T_{y+i\tilde{z}} \omega, 0) - c_1 \varepsilon_1 |x_n|_1 \min_{z \in \mathcal{R}'} \log p(z).
$$
Divide through by \( |x_n| \) and take \( n \to \infty \) to obtain

\[
\lim_{n \to \infty} \frac{a(x_n, \bar{r}_m, \bar{\varphi}_n, \xi_m)}{|x_n|} \leq \left| R' \right| \lim_{n \to \infty} \max_{y \in \mathcal{G}_+} \max_{z \in R'} \max_{0 \leq i < \max \{0\}} \frac{1}{|x_n|} \sum_{0 \leq i < \max \{0\}} V^+(T_{y+i}z, \omega, z) + 12 \lim_{n \to \infty} \max_{y \in \mathcal{G}_+} \max_{z \in R'} \max_{0 \leq i < \max \{0\}} \frac{1}{|x_n|} \sum_{0 \leq i < \max \{0\}} V^+(T_{y+i}z, 0) - c_1 \varepsilon_1 \min \log p(z).
\]

Fix any \( \varepsilon_2 > 0 \). Since \( \omega \in \Omega_0^c \), we can find \( \varepsilon_1 \) small enough so that the right-hand side in the above display is smaller than \( \varepsilon_2 \).

Similarly,

\[
\lim_{n \to \infty} \frac{a(r_m, \bar{r}_m, \xi_m, x_n)}{|x_n|} \leq \varepsilon_2.
\]

With equations (3.13), (3.14), and (3.15), we conclude that

\[
-\varepsilon_2 + (\rho + |R'| \varepsilon_1) \alpha(\xi_m) \leq \lim_{n \to \infty} \frac{a(0, x_n)}{|x_n|} \leq \lim_{n \to \infty} \frac{a(0, x_n)}{|x_n|} \leq (\rho - 4 \varepsilon_1 / \delta) \alpha(\xi_m) + \varepsilon_2.
\]

Since \( \alpha \) is continuous on \( \mathcal{R}_A \), \( \xi \in \mathcal{R}_A \), and \( \xi_m \) and \( \bar{\xi}_m \) are both in \( \mathcal{R}_A \), we have for \( \varepsilon_1 > 0 \) small enough

\[
\alpha(\xi_m) \to \alpha(\xi) \quad \text{and} \quad \alpha(\bar{\xi}_m) \to \alpha\left(\frac{\xi + \varepsilon_1 \sum_{z \in R'} z}{\rho + \varepsilon_1 |R'|}\right)
\]

as \( m \to \infty \).

Take \( m \to \infty \) then \( \varepsilon_1 \to 0 \), use the continuity of \( \alpha \) on \( \mathcal{R}_A \) again, and finally take \( \varepsilon_2 \to 0 \) to get that

\[
\lim_{n \to \infty} \frac{a(0, x_n)}{|x_n|} = \alpha(\xi),
\]

which contradicts (3.10). This finishes the proof of (3.9).

If \( \mathbb{P} \) is ergodic under \( \{ T_z : z \in R' \} \), then for any \( \xi \in \mathcal{R}_A \), \( \mathcal{G}_\xi \) is trivial. Hence \( \alpha \) is deterministic on \( C'_+ \cap \mathcal{R}_A \). Its continuous extension \( \alpha \) is then deterministic on \( \mathcal{R}_A \). All the claims of the theorem have been proved. \( \square \)

Next, we show that the conditions (i) and (ii) in the statement of Theorem 2.8 each imply the condition \( \mathbb{E}[\Omega(x)] > -\infty \) appearing in Theorem 3.10.

Lemma 3.11. Assume (2.5) and that \( \mathbb{P}\{V(\omega, z) \geq c\} = 1 \) for some \( c \in \mathbb{R} \) and all \( z \in \mathcal{R} \setminus \mathcal{R}_0 \). Then there exists a finite positive constant \( C \) such that

\[
a(x, y) \geq -C|y - x|_1 \quad \mathbb{P}\text{-almost surely and for all } x, y \in \mathbb{Z}^d \text{ with } y - x \in \mathcal{G}_d.
\]

Proof. Fix \( x, y \in \mathbb{Z}^d \) with \( y - x \in \mathcal{G}_d \). Let \( N(n) \) be the number of steps \( z \in \mathcal{R} \setminus \mathcal{R}_0 \) the random walk starting at \( x \) took in its first \( n \) steps, i.e., \( N(n) = \sum_{k=1}^{n-1} 1 \{ Z_{k+1} \in \mathcal{R} \setminus \mathcal{R}_0 \} \). Then

\[
a(x, y) \geq -\log e^{-C N(\tau_y)} 1 \{ \tau_y < \infty \}.
\]

By Lemma A.1 we can find \( \delta > 0 \) and \( \hat{u} \in \mathbb{R}^d \) such that \( z \cdot \hat{u} \geq \delta \) for all \( z \in \mathcal{R} \setminus \mathcal{R}_0 \) and \( z \cdot \hat{u} = 0 \) for \( z \in \mathcal{R}_0 \). If \( y - x = \sum z \in \mathcal{R} \gamma \) for some \( \gamma \in \mathbb{Z}_+^d \), then \( (y - x) \cdot \hat{u} \geq \delta \sum z \in \mathcal{R} \setminus \mathcal{R}_0 \gamma \). This implies \( N(\tau_y) \leq (y - x) \cdot \hat{u} / \delta \). Then (3.16) implies \( a(x, y) \geq -\delta^{-1} |c| (y - x) \cdot \hat{u} \), which implies the claim. \( \square \)

Lemma 3.12. Assume the setting of Example 2.1. Assume also that \( 0 \notin \mathcal{U} \), \( V \) is local, \( \mathbb{P} \) has a finite range of dependence, and \( V^{-} \in L^p \) for some \( p > d \). Then there exists a deterministic finite positive constant \( C \) such that \( \mathbb{P}\text{-almost surely and for all } x \in \mathcal{G}_d \),

\[
\lim_{n \to \infty} n^{-1} a(0, nx) \geq -C|x|_1.
\]
Proof. Let $\delta > 0$ and $\hat{u}$ be such that $z \cdot \hat{u} \geq \delta$ for all $z \in \mathcal{R}$. Such a $\hat{u}$ exists by the separating hyperplane theorem. As was argued in the proof of Lemma 3.11, if $x \in \mathcal{G}_+$ and $x_{0:m}$ is an admissible path from 0 to $nx$, then $m \leq nx \cdot \hat{u}/\delta \leq C_2|x|_1n$.

Let $h(\omega) = \max_{z \in \mathcal{R}} V^-(\omega, z)$ and write

$$a(0, nx) \geq -\max \left\{ \sum_{i=0}^{m-1} h(T_{x_i} \omega) : x_0 = 0, x_m = nx, x_{i+1} - x_i \in \mathcal{R}, m \leq C_2|x|_1n \right\}$$

$$\geq -\max \left\{ \sum_{i=0}^{n-1} h(T_{x_i} \omega) : x_0 = 0, x_{i+1} - x_i \in \mathcal{R} \right\}.$$

By [33, Lemma 3.1], we see that $\mathbb{P}$-almost surely,

$$\lim_{n \to \infty} n^{-1} a(0, nx) \geq -\lim_{n \to \infty} n^{-1} \max \left\{ \sum_{i=0}^{C_2|x|n-1} h(T_{x_i} \omega) : x_0 = 0, x_{i+1} - x_i \in \mathcal{R} \right\}$$

$$\geq -C_3|x|_1 \int_0^\infty P(h \geq s)^{1/d} ds \geq -C_3|x|_1 \left( \mathbb{E}[|h|^p]^{1/d} \int_1^\infty \frac{ds}{s^{p/d}} + \int_0^1 ds \right),$$

as desired. \(\square\)

Now we can prove our first main theorem.

Proof of Theorem 2.8. Lemmas 3.11 and 3.12 show that conditions (i) and (ii) in the statement of the theorem each imply that $\mathbb{P}$-almost surely and for all $x \in \mathcal{G}_+$, $\alpha(x) > -C|x|_1$. The theorem then follows directly from Theorem 3.10.

The only claim that needs a comment is the bound in part (a). Note that there are only finitely many possible $\sigma$-algebras that appear in the conditional expectation in (3.8) as we vary $\xi$ over $\mathcal{C}_+$. First, we appeal to (3.8) and sum over the finitely many possible $\sigma$-algebras $\mathcal{G}_\xi$ and sets $\mathcal{R}_\xi$ in that expression to obtain an upper bound that is uniform over $\xi \in C_+ \cap \mathcal{A}$. Note that the random constant in this upper bound is integrable. The reverse inequality for $\xi \in \mathcal{G}_+ \cap \mathcal{A}$ comes from the lower bounds in Lemmas 3.11 and 3.12. We then extend to $\xi \in \mathcal{C}_+ \cap \mathcal{A}$ using the limit in (3.6), homogeneity, and the fact that $\alpha$ is a continuous extension of $\hat{a}$.

The proofs of the claims for $a_\infty$ are essentially identical once one substitutes in the appropriate definitions and thus are omitted. \(\square\)

We close the section with the proof of the point-to-point limit.

Proof of Corollary 2.12. We work with the case of $a$, the case of $a_\infty$ being identical.

If $\xi \neq 0$, then $x_n/|x_n|_1 \to \xi/|\xi|_1$ as $n \to \infty$ and since $\xi \in \mathcal{A}$, so is $\xi/|\xi|_1$. Therefore, there exists a $\delta > 0$ such that $x_n/|x_n|_1 \in A_\delta$ for $n$ large enough.

If, on the other hand, $\xi = 0$ and is in $\mathcal{R}_\delta$, then there exists an $\epsilon > 0$ such that $\{ \zeta \in \mathcal{A} : |\zeta|_1 \leq \epsilon \} \subset \mathcal{A}_\delta$. But then for any $\eta \in \mathcal{A}$ with $|\eta|_1 = 1$, $\epsilon \eta \in \mathcal{A}$ as well. By compactness of the unit $\ell_1$-ball in $\mathbb{R}^d$, we have that $\{ \eta \in \mathcal{A} : |\eta|_1 \leq 1 \} \subset \mathcal{A}_\delta$ for some $\delta > 0$. Thus, $x_n/|x_n|_1 \in A_\delta$ for all $n$.

Now, whether $\xi = 0$ or not, if $|x_n|_1 \to \infty$, the shape theorem (Theorem 2.8) implies that $|x_n|_1^{-1}(a(0, x_n) - \alpha(x_n)) \to 0$ as $n \to \infty$. Since $|x_n|_1/|n \to \|\xi\|_1$, we see that

$$\lim_{n \to \infty} \frac{a(0, x_n) - \alpha(x_n)}{n} = 0. \quad (3.17)$$

In the case where $|x_n|_1$ is bounded, we have that for any subsequence along which $x_n \neq 0$, $|x_n|_1^{-1}(a(0, x_n) - \alpha(x_n))$ is bounded and $|x_n|_1/n \to 0$, as $n \to \infty$. This and the fact that $a(0, 0) = \alpha(0) = 0$ imply that (3.17) still holds. (2.7) follows from (3.17) by writing $\alpha(x_n)/n = \alpha(x_n/n)$ and using the continuity of $\alpha$. \(\square\)

4. The restricted-length polymer

Before we can prove Theorem 2.14, we need a detour into restricted-length random polymers. For $n \in \mathbb{N}$, let

$$D_n = \left\{ x \in \mathcal{G}_+ : \exists b \in \mathcal{Z}_+, z \in \mathcal{R}, \text{ with } \sum_{z \in \mathcal{R}} b_z = n \text{ and } x = \sum_{z \in \mathcal{R}} b_z z \right\}. \quad (4.1)$$
Fix $\mathbb{P}$ ergodic under the group of shifts $\{T_x : x \in \mathcal{G}\}$. Then the following hold.

(i) For $\mathbb{P}$-almost every $\omega$, simultaneously for all $x \in \mathcal{U}$, the limits

$$
\Lambda_{pp}(\omega, \xi) = \lim_{n \to \infty} \frac{G^{0,(n),\bar{x}_n(\xi)}}{n} \quad \text{and} \quad \Lambda^\infty_{pp}(\omega, \xi) = \lim_{n \to \infty} \frac{G^{\infty}_{0,(n),\bar{x}_n(\xi)}}{n}
$$

exist in $(-\infty, \infty]$. Here, $\bar{x}_n(\xi) \in D_n$ is defined in [33, Equation (2.1)]. It satisfies $\bar{x}_n(\xi)/n \to \xi$ as $n \to \infty$.

(ii) Fix $h \in \mathbb{R}^d$. For $\mathbb{P}$-almost every $\omega$, the limits

$$
\Lambda_{pl}(\omega, h) = \lim_{n \to \infty} \frac{1}{n} \log \sum_{x \in D_n} e^{G^{0,(n),\bar{x}_n(\xi)+h} \cdot x} \quad \text{and} \quad \Lambda^\infty_{pl}(\omega, h) = \lim_{n \to \infty} \frac{1}{n} \max_{x \in D_n} \{G^{\infty}_{0,(n),x} + h \cdot x\}
$$

exist in $(-\infty, \infty]$ and satisfy

$$
\Lambda_{pl}(h) = \sup_{\xi \in \mathcal{U}} \{\Lambda_{pp}(\xi) + h \cdot \xi\} \quad \text{and} \quad \Lambda^\infty_{pl}(h) = \sup_{\xi \in \mathcal{U}} \{\Lambda^\infty_{pp}(\xi) + h \cdot \xi\}.
$$

Remark 4.2. [33, Theorem 2.2] requires that $\max_{z \in \mathcal{R}} |V(\omega, z)| \in L^{\infty}_{\mathcal{R}}$ for each $\bar{\xi} \in \mathcal{R} \setminus \{0\}$, but examining the proof shows that it is in fact enough to assume that $V^+(\omega, z) \in L^{\infty}_{\mathcal{R}}$ for all $z \in \mathcal{R} \setminus \{0\}$ and that $V^+(\omega, 0) \in L^{\infty}_{\mathcal{R}}$ for some $\bar{\xi} \in \mathcal{R} \setminus \{0\}$.

Remark 4.3. Under the conditions of Theorem 2.8, $\Lambda_{pp}$ and $\Lambda^\infty_{pp}$ are finite. See [33, Remark 2.3] and [11, Remarks 2.5 and 2.6].

In fact, a shape theorem similar to the one in Theorem 2.8 holds for $G_{0,(n),x}$ and $G^\infty_{0,(n),x}$. Given $\delta > 0$ and a face $\mathcal{U}'$ of $\mathcal{U}$, let

$$
\mathcal{U}'_\delta = \{\xi \in \mathcal{U}' : \text{dist}(\xi, \mathcal{U}' \setminus \text{ri} \mathcal{U}) \geq \delta\} \quad \text{and} \quad \mathcal{R}' = \mathcal{U}' \cap \mathcal{R}.
$$

Theorem 4.4. Fix a face $\mathcal{U}'$ of $\mathcal{U}$ that is not a singleton. Assume that $V^+(\omega, z) \in L^{\infty}_{\mathcal{R}}$ for each $\bar{\xi} \in \mathcal{R}' \setminus \{0\}$ and that $V^+(\omega, 0) \in L^{\infty}_{\mathcal{R}}$ for some $\bar{\xi} \in \mathcal{R}' \setminus \{0\}$. Assume that $\mathbb{P}$ is ergodic under $\{T_x : x \in \mathcal{G}(\mathcal{R}')\}$. Then, for any $\delta > 0$, we have $\mathbb{P}$-almost surely,

$$
\lim_{n \to \infty} \max_{x \in n \mathcal{U}'_\delta \cap D_n} \left|G_{0,(n),x} - n \Lambda_{pp}(\bar{x}_n(\xi))\right|/n = 0 \quad \text{and} \quad \lim_{n \to \infty} \max_{x \in n \mathcal{U}'_\delta \cap D_n} \left|G^\infty_{0,(n),x} - n \Lambda_{pp}(\bar{x}_n(\xi))\right|/n = 0.
$$

Consequently, Theorem 4.1(i) holds with $\bar{x}_n(\xi)$ replaced by any sequence $x_n \in D_n$ satisfying $x_n/n \to \xi$, on a single event of full probability.

Remark 4.5. The point of using the sets $\mathcal{U}'_\delta$ is to stay uniformly away from the places where $\Lambda_{pp}$ may not be continuous. Theorem 3.2 in [33] gives conditions under which $\Lambda_{pp}$ is continuous up to the boundary. The same result should hold for $\Lambda^\infty_{pp}$. In these cases, one can strengthen the above shape theorem and include some or all of the boundary. For example, if $\mathbb{P}$ is i.i.d., $V$ is local, $V \in L^p$ with $p > d$, and $0 \notin \mathcal{U}$ then the shape theorem holds on all of $\mathcal{U}$. The same holds if $V$ is bounded above and $0 \in \text{ri} \mathcal{U}$. When $0$ is on the relative boundary of $\mathcal{U}$ the shape theorem holds if one stays uniformly away from $\mathcal{U}_0$, the unique face of $\mathcal{U}$ that contains $0$ in its relative interior.

We do not need Theorem 4.4 for our proofs of Theorems 2.8 and 2.14. However, this shape theorem is of independent interest to the field. Hence, we give a proof of it in Appendix B.

The next lemma connects restricted-length and unrestricted-length quantities.
**Lemma 4.6.** Assume the setting of Theorem 2.8. Assume also that \( \mathbb{P} \) is ergodic under \( \{T_x : x \in G\} \). Then \( \mathbb{P} \)-almost surely, for each \( \xi \in C_+ \) and each \( s > 0 \) such that \( \xi / s \in U \), \( s \Lambda_{pp}(\xi / s) \leq -\alpha(\xi) \) and \( s \Lambda_{\infty}(\xi / s) \leq -\alpha_{\infty}(\xi) \).

**Proof.** We work with the case of \( \Lambda_{pp} \) and \( \alpha \), the case of \( \Lambda_{\infty} \) and \( \alpha_{\infty} \) being identical.

Consider \( \xi \) and \( s \) as in the claim. Then on the event \( \{X_{[ns]} = \tilde{x}_{[ns]}(\xi / s)\} \), we have \( \tau_{\tilde{x}_{[ns]}(\xi / s)} \leq |ns| < \infty \) and Lemma 3.1 tells us that \( Z_k \in \mathcal{R}_0 \) for \( \tau_{\tilde{x}_{[ns]}(\xi / s)} \leq k < |ns| \) if this set is non-empty. If \( 0 \notin U \), then there is no such \( k \). If \( 0 \in U \), then condition (2.5) implies that \( V(T_{X_k} \omega, Z_{k+1}) \geq 0 \) for all such \( k \). Consequently,

\[
E_0 \left[ \exp \left( - \sum_{k=0}^{[ns]-1} V(T_{X_k} \omega, Z_{k+1}) \right) \mathbb{1}\{X_{[ns]} = \tilde{x}_{[ns]}(\xi / s)\} \right] \\
\leq E_0 \left[ \exp \left( - \sum_{k=0}^{\tau_{\tilde{x}_{[ns]}(\xi / s)}-1} V(T_{X_k} \omega, Z_{k+1}) \right) \mathbb{1}\{\tau_{\tilde{x}_{[ns]}(\xi / s)} < \infty \} \right].
\]

Take a log, divide by \( n \), send \( n \to \infty \), and apply Theorems 4.1 and 2.8 to conclude \( s \Lambda_{pp}(\xi / s) \leq -\alpha(\xi) \).

**Remark 4.7.** The above shows that \( \alpha(\xi) \leq -\sup_{s>0} s \Lambda_{pp}(\xi / s) \). We believe that in fact

\( \alpha(\xi) = -\sup_{s>0} s \Lambda_{pp}(\xi / s) \)

and that the supremum is attained. A similar statement should hold for \( \alpha_{\infty} \) and \( \Lambda_{\infty} \). We leave this to future work, as we do not need this for our results in this paper.

We will need the following consequence of (4.3).

**Theorem 4.8.** Let \( V^+(\omega, z) \in L_{\gamma;R} \) for each \( z \in R \setminus \{0\} \) and \( V^+(\omega, 0) \in L_{\gamma;R} \) for some \( \tilde{z} \in R \setminus \{0\} \). Assume that \( \mathbb{P} \) is ergodic under the group of shifts \( \{T_x : x \in G\} \). Fix \( h \in \mathbb{R}^d \). Then for \( \mathbb{P} \)-almost every \( \omega \),

\[
\lim_{n \to \infty} \frac{1}{n} \log \sum_{k=0}^{n-1} E_0 \left[ \exp \left( - \sum_{i=0}^{k-1} V(T_{X_i} \omega, Z_{i+1}) + h \cdot X_k \right) \right] = \sup_{0 < s \leq 1} \left\{ s \Lambda_{pp} \left( \frac{\xi}{s} \right) + h \cdot \xi \right\} \quad \text{and}
\]

\[
\lim_{n \to \infty} \frac{1}{n} \max_{0 \leq k \leq n-1} \max_{x_0, z_0 = 0} \left\{ - \sum_{i=0}^{k-1} V(T_{X_i} \omega, z_{i+1}) + h \cdot x_k \right\} = \sup_{0 < s \leq 1} \left\{ s \Lambda_{\infty} \left( \frac{\xi}{s} \right) + h \cdot \xi \right\}.
\]

**Proof.** We prove the first limit, the second being similar. Observe that

\[
\sup_{0 < s \leq 1} \left\{ s \Lambda_{pp} \left( \frac{\xi}{s} \right) + h \cdot \xi \right\} = \sup_{0 < s \leq 1} s \sup_{\xi \in \mathcal{U}} \left\{ \Lambda_{pp}(\xi) + h \cdot \xi \right\} = \max(0, \Lambda_{pl}(h)). \tag{4.5}
\]

Next, write

\[
\frac{1}{n} \log \sum_{k=0}^{n-1} E_0 \left[ \exp \left( - \sum_{i=0}^{k-1} V(T_{X_i} \omega, Z_{i+1}) + h \cdot X_k \right) \right] = \frac{1}{n} \log \sum_{k=0}^{n-1} \sum_{x \in D_k} e^{G_{0,(k),x} + h \cdot x}
\]

\[
\leq \frac{1}{n} \log n + \frac{1}{n} \max_{0 \leq k \leq n-1} \log \sum_{x \in D_k} e^{G_{0,(k),x} + h \cdot x}.
\]

Together with (4.3), this gives

\[
\lim_{n \to \infty} \frac{1}{n} \log \sum_{k=0}^{n-1} E_0 \left[ \exp \left( - \sum_{i=0}^{k-1} V(T_{X_i} \omega, Z_{i+1}) + h \cdot X_k \right) \right] \leq \Lambda_{pl}(h).
\]
This and (4.5) imply the upper bound
\[
\lim_{n \to \infty} \frac{1}{n} \log \sum_{k=0}^{n-1} E_0 \left[ \exp \left\{ -\sum_{i=0}^{k-1} V(T_{X_i} \omega, Z_{i+1}) + h \cdot X_k \right\} \right] \leq \sup_{0 \leq s \leq 1} \left\{ s \Lambda_{pp} \left( \frac{\xi}{s} \right) + h \cdot \xi \right\}.
\]

For the other bound, observe that replacing the sum by the \( k = n - 1 \) term gives
\[
\lim_{n \to \infty} \frac{1}{n} \log \sum_{k=0}^{n-1} E_0 \left[ \exp \left\{ -\sum_{i=0}^{k-1} V(T_{X_i} \omega, Z_{i+1}) + h \cdot X_k \right\} \right] 
\]
\[
\geq \lim_{n \to \infty} \frac{1}{n-1} \log E_0 \left[ \exp \left\{ -\sum_{i=0}^{n-2} V(T_{X_i} \omega, Z_{i+1}) + h \cdot X_k \right\} \right] = \Lambda_{pl}(h)
\]
and similarly, replacing the sum by the \( k = 0 \) term gives
\[
\lim_{n \to \infty} \frac{1}{n} \log \sum_{k=0}^{n-1} E_0 \left[ \exp \left\{ -\sum_{i=0}^{k-1} V(T_{X_i} \omega, Z_{i+1}) + h \cdot X_k \right\} \right] \geq 0.
\]
Together with (4.5), these two lower bounds give the desired lower bound that completes the proof of the theorem. \( \square \)

5. Proof of Theorem 2.14

The lower bound comes by an application of the limits (2.7) and a perturbation of the potential by the cocycle. The upper bound comes by constructing an approximately optimal cocycle and then extracting an optimal cocycle from a converging subsequence.

We again work with the case of \( \alpha \) and leave it to the reader to check that the case of \( \alpha' \) works similarly.

Fix a face \( A \neq \emptyset \) of \( \mathcal{C}_+ \), \( B \in \mathcal{K}_A \), and rationals \( \gamma_z \in \mathbb{Q}_+ \), where \( z \in \mathcal{R}' = \mathcal{R} \cap A \). Take \( \ell \in \mathbb{N} \) such that \( \ell \gamma_z \in \mathbb{Z}_+ \) for all \( z \in \mathcal{R}' \). Write \( \xi = \sum z \in \mathcal{R}' \gamma_z z \) and \( x_{n \ell} = \sum z \in \mathcal{R} \ n \ell \gamma_z = n \ell \xi \), for \( n \in \mathbb{N} \). Then
\[
B(\omega, 0, x_{n \ell}) = \sum_{i=0}^{n-1} B(T_{ix_i} \omega, 0, x_\ell)
\]
and the ergodic theorem implies that with \( \mathbb{P} \)-probability one,
\[
\lim_{n \to \infty} (n \ell)^{-1} B(0, x_{n \ell}) = \ell^{-1} \mathbb{E} \left[ B(0, x_\ell) \mid \mathcal{I}_x \right],
\]
where we recall that for \( x \in \mathcal{G} \), \( \mathcal{I}_x \) is the \( \sigma \)-algebra of \( T_{ix} \)-invariant events. By [19, Lemma B.4], we have \( \mathbb{P} \)-almost surely \( \mathbb{E}[B(0, x_\ell) \mid \mathcal{I}_x] = -h(B) \cdot x_\ell \) and hence the above limit equals \( -h(B) \cdot \xi \). By (2.7), \( \mathbb{P} \)-almost surely,
\[
\alpha(\xi) = \lim_{n \to \infty} \frac{1}{n \ell} \log \mathbb{E}_0 \left[ \exp \left\{ -\sum_{k=0}^{\tau_{n \ell} - 1} V(T_{X_k} \omega, Z_{k+1}) \right\} \mathbb{1}_{[\tau_{n \ell} < \infty]} \right] = \lim_{n \to \infty} \frac{1}{n \ell} \log \mathbb{E}_0 \left[ \exp \left\{ -\sum_{k=0}^{\tau_{n \ell} - 1} V(T_{X_k} \omega, Z_{k+1}) - B(\omega, 0, x_{n \ell}) \right\} \mathbb{1}_{[\tau_{n \ell} < \infty]} \right] + h(B) \cdot \xi
\]
\[
= \lim_{n \to \infty} \frac{1}{n \ell} \log \mathbb{E}_0 \left[ \exp \left\{ -\sum_{k=0}^{\tau_{n \ell} - 1} V(T_{X_k} \omega, Z_{k+1}) + B(T_{X_j} \omega, 0, Z_{k+1}) \right\} \mathbb{1}_{[\tau_{n \ell} < \infty]} \right] + h(B) \cdot \xi.
\]
If \( B \in \mathcal{K}_A^+(V) \), then the expected value on the last line of the above display is bounded above by 1. To see this consider the Markov chain that moves from \( x \in \mathcal{G}(\mathcal{R}') \) to \( x + z \), \( z \in \mathcal{R}' \), with probability \( e^{-V(T_{x+\omega}, z) - B(T_{x+\omega}, 0, z)} p(z) \) and moves from \( x \) to a cemetery state \( \Delta \) with the remaining probability \( 1 - \sum_{z \in \mathcal{R}'} e^{-V(T_{x+\omega}, z) - B(T_{x+\omega}, 0, z)} p(z) \). Once at \( \Delta \) the chain remains there forever. Then the expectation in question is the same as the probability this Markov chain ever reaches \( x_{n \ell} \).
We have thus shown that for each fixed $B \in K_{A}^{+}(V)$ and $\xi \in \mathcal{A}$, (2.8) holds with probability one. This inequality also holds with probability one, simultaneously for a countable dense set of $\xi \in \mathcal{A}$. Since $h(B) \cdot \xi$ is continuous in $\xi$ and $\alpha$ is continuous in $\xi$ on the interior of each face of $C_{+}$, we conclude that for each fixed $B \in K_{A}^{+}(V)$, we have that $\mathbb{P}$-almost surely (2.8) holds for all $\xi \in \mathcal{A}$.

Next, we prove (2.9). It is enough to work with $\mathcal{A} = C_{+}$. The proof for the case of a different face is the same, after replacing $C_{+}$ by $\mathcal{A}$ everywhere. We therefore now assume $\mathbb{P}$ is ergodic under $\{T_{z} : z \in \mathcal{R}\}$.

First, observe that since $\mathbb{P}$ is ergodic under the shifts $\{T_{x} : x \in \mathcal{G}\}$, $\alpha$ is deterministic on $\text{ri} C_{+}$. Extend $\alpha$ to all of $\mathbb{R}^{d}$ by setting $\alpha(\xi) = \infty$ for $\xi \notin C_{+}$. For $h \in \mathbb{R}^{d}$, let

$$\alpha^{*}(h) = \sup \{h \cdot \xi - \alpha(\xi) : \xi \in \mathbb{R}^{d}\}$$

be the convex conjugate of $\alpha$. Note that $\alpha(0) = 0$ implies $\alpha^{*}(h) \geq 0$. Furthermore, for any $s > 0$,

$$\alpha^{*}(h) = s \sup \{h \cdot \xi / s - \alpha(\xi / s) : \xi \in \mathbb{R}^{d}\} = s \alpha^{*}(h).$$

Consequently,

$$\alpha^{*}(h) = \begin{cases} 0 & \text{if } \forall \xi \in C_{+}, h \cdot \xi \leq \alpha(\xi), \\ \infty & \text{otherwise}. \end{cases}$$

Since $\alpha$ is convex, [34, Theorem 4.17] says that the bi-conjugate

$$\alpha^{**}(\xi) = \sup \{h \cdot \xi - \alpha^{*}(h) : h \in \mathbb{R}^{d}\}$$

is the same as the lower semicontinuous regularization of $\alpha$, which matches $\alpha$ on $\text{ri} C_{+}$. Therefore, for each $\xi \in \text{ri} C_{+}$ and each $j \in \mathbb{N}$, there exists an $h_{j} \in \mathbb{R}^{d}$ such that $\alpha^{*}(h_{j}) = 0$ and

$$h_{j} \cdot \xi \geq \alpha(\xi) - 1/j. \quad (5.1)$$

By Theorem 4.8 and Lemma 4.6, $\mathbb{P}$-almost surely,

$$\lim_{n \to \infty} n^{-1} \log \sum_{k=0}^{n-1} E_{0} \left[ \exp \left\{ - \sum_{i=0}^{k-1} V(T_{X_{i}} \omega, Z_{i+1}) + h_{j} \cdot X_{k} \right\} \right] \leq \sup_{0<s<1} \left\{ h_{j} \cdot \xi + s \Lambda_{pp}(\xi / s) \right\}$$

$$\leq \sup_{\xi \in C_{+}} \left\{ h_{j} \cdot \xi - \alpha(\xi) \right\}$$

$$= \alpha^{*}(h_{j}) = 0.$$

Define

$$g_{j}(\omega) = \log \left( 1 + \sum_{n \geq 1} e^{-n/j} \sum_{k=0}^{n-1} E_{0}^{\omega} \left[ \exp \left\{ - \sum_{i=0}^{k-1} V(T_{X_{i}} \omega, Z_{i+1}) + h_{j} \cdot X_{k} \right\} \right] \right). \quad (5.2)$$

We just showed that the inner sum in (5.2) grows subexponentially in $n$ and hence $g_{j} \geq 0$ is finite $\mathbb{P}$-almost surely. Furthermore,

$$e^{g_{j}(\omega)} = 1 + \sum_{n \geq 1} e^{-n/j} \left( 1 + \sum_{k=1}^{n-1} \sum_{z \in \mathcal{R}} p(z) e^{-V(\omega, z + h_{j} \cdot z)} E_{0}^{T_{z} \omega} \left[ e^{-\sum_{i=0}^{k-2} V(T_{X_{i}} \omega, Z_{i+1}) + h_{j} \cdot X_{k-1}} \right] \right)$$

$$= \frac{1}{1 - e^{-1/j}} + e^{-1/j} \sum_{z \in \mathcal{R}} p(z) e^{-V(\omega, z) + h_{j} \cdot z + g_{j}(T_{z} \omega)}.$$

**Remark 5.1.** In zero temperature, i.e., for the case of $\alpha_{\infty}$, the analogous definition would be

$$g_{j,\infty}(\omega) = \max_{n \geq 1} \max_{0 \leq k \leq n-1} \max_{x_{0}, \ldots, x_{k}=0} \left\{ - \sum_{i=0}^{k-1} V(T_{X_{i}} \omega, Z_{i+1}) + h_{j} \cdot x_{k} - n/j \right\}$$

$$= \max_{z \in \mathcal{R}} \left\{ -V(\omega, z) + h_{j} \cdot z + g_{j,\infty}(T_{z} \omega) \right\} - 1/j.$$
Setting \( B_j(\omega, x, y) = g_j(T_x \omega) - g_j(T_y \omega) - h_j \cdot (y - x) \), we have \( \mathbb{P} \)-almost surely
\[
\sum_{z \in \mathcal{R}} p(z) e^{-V(\omega, z) - B_j(\omega, 0, z)} \leq e^{1/j}. \tag{5.3}
\]

This implies that for each \( z \in \mathcal{R} \),
\[
B_j(\omega, 0, z) \geq \log p(z) - V(\omega, z) - 1/j.
\]

Because \( V^+ \in L^1 \), we see that \( B_j^- (0, z) \) is uniformly integrable. Since \( \mathbb{E}[B_j(0, z)] = -h_j \cdot z \), we have \( \mathbb{E}[B_j^+(0, z)] = \mathbb{E}[B_j^-(0, z)] \). Since \( \xi \in \text{ri} \mathcal{C}_+ \), we can find \( \gamma_z > 0 \), \( z \in \mathcal{R} \), such that \( \xi = \sum_{\xi \in \mathcal{R}} \gamma_z \). Then for any \( z \in \mathcal{R} \),
\[
\gamma_z \mathbb{E}[B_j^+(0, z)] \leq \sum_{\xi \in \mathcal{R}} \gamma_z \mathbb{E}\left[ B_j^+(0, \xi) \right] = \gamma_z \mathbb{E}\left[ B_j^-(0, \xi) \right] - h_j \cdot \xi \leq \gamma_z \mathbb{E}\left[ B_j^-(0, \xi) \right] - \alpha(\xi) + 1/j.
\]

Therefore, \( \mathbb{E}[B_j^+(0, z)] \) is uniformly bounded for each \( z \in \mathcal{R} \). By [26, Lemma 4.3], we can write
\[
B_j^+(0, z) = B_j^+(0, z) + R_j(z),
\]

where, along a subsequence, \( B_j^+(0, z) \) is uniformly integrable and \( R_j(z) \geq 0 \) converges to 0 in \( \mathbb{P} \)-probability. Extract a further subsequence \( \hat{B}_j^+(0, z) \) of \( B_j^+(0, z) \) such that \( \hat{B}_j(0, z) = \hat{B}_j^+(0, z) - B_j^-(0, z) \) is weakly convergent in \( L^1(\mathbb{P}) \) to some \( B(0, z) \), and \( R_j(z) \) converges \( \mathbb{P} \)-almost surely to 0, for all \( z \in \mathcal{R} \). Abbreviate \( j \alpha \) as \( j \). By [39, Theorem 3.12], \( B(0, z) \) is in the strong \( L^1(\mathbb{P}) \)-closure of the convex hull of \( \{ B_j(0, z) : j \geq k \} \) for any \( k \geq 1 \). This means that there exists a sequence of finite convex combinations \( \hat{G}_j(0, z) = \sum_{k=1}^{\infty} \delta_j k \hat{B}_k(0, z) \) that converges to \( B(0, z) \) strongly in \( L^1(\mathbb{P}) \). Up to a further subsequence, \( \hat{G}_j(0, z) \) converges \( \mathbb{P} \)-almost surely to \( B(0, z) \), for all \( z \in \mathcal{R} \). Consequently,
\[
G_j(0, z) = \lim_{k \to \infty} \sum_{j=k}^{\infty} \delta_j k B_k(0, z) = \hat{G}_j(0, z) + \sum_{k=j}^{\infty} \delta_j k R_k(z)
\]
also converges \( \mathbb{P} \)-almost surely to \( B(0, z) \).

Since \( B_j \) is a covariant cocycle, we have \( \mathbb{P} \)-almost surely and for any \( z_1, z_2 \in \mathcal{R} \),
\[
B_j(\omega, 0, z_1) + B_j(T_{z_1} \omega, 0, z_2) = B_j(\omega, 0, z_2) + B_j(T_{z_2} \omega, 0, z_1).
\]

This one cell cocycle property transfers to \( G_j \) and thus to the limit \( B \). Define
\[
B(\omega, x, x + z) = B(\omega, x + z, x) = B(T_x \omega, 0, z)
\]
for \( x \in \mathcal{G} \) and \( z \in \mathcal{R} \). Enumerate \( \mathcal{R} = \{ z_1, \ldots, z_M \} \). For \( x, y \in \mathcal{G} \), write \( y - x = \sum_{i=1}^{M} b_i z_i \) with \( b_i \in \mathbb{Z} \) and define
\[
B(\omega, x, y) = \sum_{i=1}^{M} \sum_{j=1}^{b_i} B(\omega, x + \sum_{r=1}^{j-1} b_r z_r + (j - 1) z_i, x + \sum_{r=1}^{j-1} b_r z_r + j z_i).
\]

Due to the one cell cocycle property, this definition does not depend on the choice of the coefficients \( b_i \). It is also immediate that now \( B \) is an \( L^1 \) covariant cocycle. Furthermore, by (5.3) and Jensen’s inequality,
\[
\sum_{z \in \mathcal{R}} p(z) e^{-V(\omega, z) - B_j(\omega, 0, z)} \leq \sum_{k=j}^{\infty} \delta_j k \sum_{z \in \mathcal{R}} p(z) e^{-V(\omega, z) - B_k(\omega, 0, z)} \leq \sum_{k=j}^{\infty} \delta_j k e^{1/k} \leq e^{1/j}.
\]

Taking \( j \to \infty \) shows that \( B \in \mathcal{K}_{\mathcal{C}_+}^+(V) \). Also,
\[
h_j \cdot z = -\mathbb{E}[B_j(0, z)] = -\mathbb{E}[\hat{B}_j(0, z) + R_j(z)] \leq -\mathbb{E}[\hat{B}_j(0, z)].
\]
This and (5.1) imply that if we write \( \xi = \sum_{z \in \mathcal{R}} \gamma_z z \) with \( \gamma_z \geq 0 \), then

\[
- \sum_{z \in \mathcal{R}} \gamma_z \mathbb{E}[\tilde{G}_j(0, z)] \geq \sum_{k=j}^{\infty} \delta_j k \cdot \xi \geq \alpha(\xi) - \sum_{k=j}^{\infty} \frac{\delta_j k}{k} \geq \alpha(\xi) - 1/j.
\]

Taking \( j \to \infty \), we find that

\[
h(B) \cdot \xi = \sum_{z \in \mathcal{R}} \gamma_z h(B) \cdot z = - \sum_{z \in \mathcal{R}} \gamma_z \mathbb{E}[B(0, z)] \geq \alpha(\xi).
\]

This implies (2.9). Together with (2.8), it also shows that in fact \( \alpha(\xi) = h(B) \cdot \xi \). Theorem 2.14 is proved for the case of \( \alpha \). The case of \( \alpha_\infty \) is almost identical after the appropriate definitions are substituted.

6. Proof of Theorem 2.17

First, we relate the Green’s function \( g \) to \( a \).

**Lemma 6.1.** For \( x, y \) with \( y - x \in \mathcal{G}_+ \),

\[ a(x, y) + \log g(x, y) = \log g(y, y). \]  

**Proof.** Since \( a(x, x) = 0 \), the identity is clear if \( y = x \). Assume \( y \neq x \). Applying the Markov property in the first equality, we have

\[
g(x, y) = \sum_{m=1}^{\infty} \sum_{\ell=1}^{m} E_x \left[ e^{\sum_{k=0}^{\ell-1} V(T_{\delta k}^{\omega}, Z_{k+1})} \mathbb{1}_{\{\tau_y = \ell\}} \right] \times E_y \left[ e^{\sum_{k=0}^{m-\ell-1} V(T_{\delta k}^{\omega}, Z_{k+1})} \mathbb{1}_{\{X_{m-\ell} = y\}} \right]
\]

\[
= \sum_{\ell=1}^{\infty} E_x \left[ \exp \left( - \sum_{k=0}^{\ell-1} V(T_{\delta k}^{\omega}, Z_{k+1}) \right) \mathbb{1}_{\{\tau_y = \ell\}} \right] \times \sum_{m=\ell}^{\infty} E_y \left[ \exp \left( - \sum_{k=0}^{m-\ell-1} V(T_{\delta k}^{\omega}, Z_{k+1}) \right) \mathbb{1}_{\{X_{m-\ell} = y\}} \right]
\]

\[
= \sum_{\ell=1}^{\infty} E_x \left[ \exp \left( - \sum_{k=0}^{\ell-1} V(T_{\delta k}^{\omega}, Z_{k+1}) \right) \mathbb{1}_{\{\tau_y = \ell\}} \right] \times \sum_{m=0}^{\infty} E_y \left[ \exp \left( - \sum_{k=0}^{m-\ell-1} V(T_{\delta k}^{\omega}, Z_{k+1}) \right) \mathbb{1}_{\{X_{m} = y\}} \right]
\]

\[
= e^{-a(x, y)} \times g(y, y).
\]

The claim follows. \( \square \)

Let \( \sigma_k \) be the time of \( k \)-th return of the reference random walk to its starting point.

**Lemma 6.2.** Assume (2.5). Then \( \mathbb{P} \)-almost surely, for all \( y \in \mathbb{Z}^d \),

\[
1 \leq g(y, y) = \frac{1}{1 - E_y[\exp(-\sum_{k=0}^{\sigma_1-1} V(T_{\delta k}^{\omega}, Z_{k+1}) \mathbb{1}_{\{\delta_k < \infty\}})]} \leq 1/P_y(\sigma_1 = \infty). \]  

**Proof.** The bound \( g(y, y) \geq 1 \) is clear. For the other bound, without loss of generality, we consider \( y = 0 \). By decomposing into the number of returns by time \( m \), we can write

\[
g(0, 0) = 1 + \sum_{m=1}^{\infty} E_0 \left[ \exp \left( - \sum_{k=0}^{\sigma_1-1} V(T_{\delta k}^{\omega}, Z_{k+1}) \right) \mathbb{1}_{\{X_m = 0\}} \right]
\]

\[
= 1 + E_0 \left[ \sum_{m=1}^{\infty} \sum_{i=1}^{m} \exp \left( - \sum_{k=0}^{\sigma_{i-1}-1} V(T_{\delta k}^{\omega}, Z_{k+1}) \right) \prod_{i=1}^{m} \mathbb{1}_{\{\sigma_i = m\}} \right]
\]

\[
= 1 + E_0 \left[ \sum_{i=1}^{\infty} \exp \left( - \sum_{k=0}^{\sigma_{i-1}-1} V(T_{\delta k}^{\omega}, Z_{k+1}) \right) \prod_{i=1}^{\infty} \mathbb{1}_{\{\sigma_i = m\}} \right].
\]
Since $\sum_{m=i}^{\infty} 1_{\{\sigma_i = m\}} = 1_{\{\sigma_i < \infty\}} = 1_{\{\sigma_1 < \infty\}} 1_{\{\sigma_2 - \sigma_1 < \infty\}} \cdots 1_{\{\sigma_n - \sigma_{n-1} < \infty\}}$, the Markov property implies that

$$g(0, 0) = 1 + E_0 \left[ \sum_{i=1}^{\infty} \exp \left\{ - \sum_{k=0}^{\sigma_i-1} V(T_{X_k} \omega, Z_{k+1}) \right\} 1_{\{\sigma_i < \infty\}} \right]$$

$$\cdots \exp \left\{ - \sum_{k=\sigma_i-1}^{\sigma_i-1} V(T_{X_k} \omega, Z_{k+1}) \right\} 1_{\{\sigma_i - \sigma_{i-1} < \infty\}} \right]$$

$$= 1 + \sum_{i=1}^{\infty} E_0 \left[ \exp \left\{ - \sum_{k=0}^{\sigma_i-1} V(T_{X_k} \omega, Z_{k+1}) \right\} 1_{\{\sigma_i < \infty\}} \right]^k.$$

If $P_0(\sigma_1 = 1) = 1$, which includes the case $0 \notin \mathcal{U}$, then $g(0, 0) = 1$ and the claim of the lemma holds. If, on the other hand, $P_0(\sigma_1 = \infty) < 1$, then it must be the case that $0 \in \mathcal{U}$. On the event $\{\sigma_1 < \infty\}$, we have $X_{\sigma_1} = 0$ and Lemma 3.1 tells us that $Z_k \in \mathcal{R}_0$ for $k < \sigma_1$. Condition (2.5) then implies that $V(T_{X_k} \omega, Z_{k+1}) \geq 0$ for all such $k$. Consequently, $E_0[e^{-\sum_{i=0}^{\infty} V(T_{X_k} \omega, Z_{k+1})} 1_{\{\sigma_i < \infty\}}] \leq P_0(\sigma_1 < \infty) < 1$ and (6.2) follows.

The next lemma follows the idea in [52, Lemma 5].

**Lemma 6.3.** Assume (2.5) and that $\mathbb{P}\{V(\omega, z) > 0\} > 0$ for some $z \in \mathcal{R}_0$. Then $\mathbb{P}$-almost surely,

$$\lim_{|x| \to \infty} \frac{|\log g(x, x)|}{|x|} = 0. \quad (6.3)$$

**Proof.** The previous lemma shows that if $P_0$ is transient, then $\log g(y, y)$ is bounded. (6.3) holds in this case. Assume therefore that $P_0$ is recurrent. In particular, $0 \in \mathcal{U}$.

Let $z_0 \in \mathcal{R}_0$ and $\varepsilon > 0$ be such that $\mathbb{P}\{V(\omega, z_0) \geq \varepsilon\} > 0$. Note that if $x \in \mathcal{G}_+ (\mathcal{R}_0) \setminus \{0\}$, then Lemma 3.4 says that we can write $x = \sum_{z \in \mathcal{R}_0} y_z z$ with $y_z \in \mathcal{Z}_+$ and $|y_z| \leq C|x|/|z|$ for all $z \in \mathcal{R}_0$. This produces an admissible path $x_{0, m}$ from $0$ to $x$ of length $n = \sum_{z \in \mathcal{R}_0} y_z z \leq C|\mathcal{R}_0| \cdot |x|/|z|$. Let $x_{n+1} = x + z_0$. Similarly, we can get an admissible path $x_{n+1, m}$ from $x + z_0$ to $0$ of length $m - n - 1 \leq C'|\mathcal{R}_0| \cdot |x|$. Let $C_1 = (C + C')|\mathcal{R}_0| + 1$. Then the path $x_{0, m}$ is an admissible loop that starts at $0$, goes to $x$, then takes a step to $x + z_0$, and then goes back to $0$. The path does all this in $m \leq C_1 |x|$ steps. The probability $P_0(X_{0, m} = x_{0, m})$ is bounded below by $\kappa C_1 |x|$, where $\kappa = \min_{z \in \mathcal{R}_0} p(z)$.

Suppose $x \in \mathcal{G}_+$ is such that $V(T_x \omega, z_0) \geq \varepsilon$. Since $V(T_x \omega, z) \geq 0$ for all $y \in \mathcal{G}_+ (\mathcal{R}_0)$ and all $z \in \mathcal{R}_0$, we see that for any admissible loop $x_{0, m}$ from $0$ to $0$, $\exp(-\sum_{i=0}^{n-1} V(T_{x_i} \omega, z_{i+1})) \leq 1$. However, for the particular path $x_{0, m}$ constructed in the previous paragraph, we have $\exp(-\sum_{i=0}^{n-1} V(T_{x_i} \omega, z_{i+1})) \leq e^{-\varepsilon}$ since $V(T_x \omega, z_0) \geq \varepsilon$. Hence,

$$E_0 \left[ \exp \left\{ - \sum_{k=0}^{\sigma_i-1} V(T_{X_k} \omega, Z_{k+1}) \right\} 1_{\{\sigma_i < \infty\}} \right] \leq P_0(X_{0, m} \neq x_{0, m}) + e^{-\varepsilon} P_0(X_{0, m} = x_{0, m})$$

$$= 1 - (1 - e^{-\varepsilon}) P_0(X_{0, m} = x_{0, m}).$$

With the equality in (6.2), we see that

$$g(0, 0) \leq \kappa^{-C_1 |x|} (1 - e^{-\varepsilon})^{-1}. \quad (6.4)$$

Recall the definition of $R_\varepsilon$ in (2.11). We can take $x$ in (6.4) with $|x| = R_\varepsilon$ and hence we have for $r > 0$,

$$\mathbb{P}\{\log g(0, 0) \geq r\} \leq \mathbb{P}\left\{ R_\varepsilon \geq \frac{r + \log(1 - e^{-1})}{C_1 |\log \kappa|} \right\}.$$
The claim of the lemma follows from an application of Borel–Cantelli’s lemma. \(\square\)

(2.12) now follows from (6.3), (2.6), and (6.1). Theorem 2.17 is proved.

Appendix A: Convex analysis lemmas

**Lemma A.1.** Let \(\mathcal{R}\) be a finite subset of \(\mathbb{R}^d\) and let \(\mathcal{U}\) be its convex hull. If \(0 \in \mathcal{U}\), then let \(\mathcal{U}_0\) be the unique face of \(\mathcal{U}\) such that \(0 \in \mathcal{R} \cup \mathcal{U}_0\). Let \(\mathcal{R}_0 = \mathcal{R} \cap \mathcal{U}_0\). Then there exist \(\delta > 0\) and \(\hat{\alpha} \in \mathbb{R}^d\) such that \(\hat{\alpha} \cdot z > 0\) for all \(z \in \mathcal{R}_0\) and \(\hat{\alpha} \cdot z \geq \delta\) for all \(z \in \mathcal{R} \setminus \mathcal{R}_0\).

**Proof.** When \(0 \in \mathcal{R} \setminus \mathcal{U}\), \(\mathcal{U}_0 = \mathcal{U}\), \(\mathcal{R}_0 = \mathcal{R}\), and we can take \(\hat{\alpha} = 0\) and any \(\delta > 0\). The claim also holds when \(0 \notin \mathcal{U}\) by applying the separating hyperplane theorem.

Assume now that \(0 \in \mathcal{U} \setminus \mathcal{R}\). Let \(\mathcal{A}\) be the convex hull of \(\mathcal{R} \setminus \mathcal{R}_0\). Let \(\mathcal{A}_0\) be a face of \(\mathcal{A}\). It is in particular a convex subset of \(\mathcal{U}\). Since \(\mathcal{U}_0\) is a face of \(\mathcal{U}\), if \(\mathcal{U}_0\) intersects the relative interior of \(\mathcal{A}_0\), then \(\mathcal{A}_0 \subset \mathcal{U}_0\) and consequently \(\mathcal{A}_0 \cap \mathcal{R} \subset \mathcal{R}_0\). Since \(\mathcal{A}_0 \cap \mathcal{R} \subset \mathcal{R} \setminus \mathcal{R}_0\), we have a contradiction and hence the relative interior of \(\mathcal{A}_0\) cannot intersect \(\mathcal{U}_0\).

Since \(\mathcal{A}\) is the union of the relative interiors of all its finitely many faces, we see that \(\mathcal{A}\) cannot intersect \(\mathcal{U}_0\). This implies that \(\text{span}(\mathcal{R}_0) \cap \mathcal{A} = \text{span}(\mathcal{R}_0) \cap \mathcal{A} = \mathcal{U}_0 \cap \mathcal{A} = \emptyset\), where \(\text{span}(\mathcal{R}_0)\) is the vector space generated by \(\mathcal{R}_0\).

The separating hyperplane theorem says that there exist \(\delta, \delta' \in \mathbb{R}\) and \(\hat{\alpha} \in \mathbb{R}^d\) such that \(\hat{\alpha} \cdot z \leq \delta' < \delta \leq \hat{\alpha} \cdot z'\) for all \(z \in \mathcal{R} \setminus \mathcal{R}_0\) and \(z' \in \mathcal{A}\). Since \(\hat{\alpha} \cdot z \leq \delta'\) holds for all \(z \in \mathcal{R} \setminus \mathcal{R}_0\), we have \(\lambda \hat{\alpha} \cdot z \leq \delta'\) for any \(\lambda \in \mathbb{R}\). Dividing both sides by \(\lambda\) and sending it to \(\infty\) and \(-\infty\), we get \(\hat{\alpha} \cdot z = 0\). In particular, \(\delta > 0\). We have shown that \(\hat{\alpha} \cdot z = 0\) for all \(z \in \mathcal{R}_0\) and \(\hat{\alpha} \cdot z \geq \delta\) for all \(z \in \mathcal{R} \setminus \mathcal{R}_0\). The lemma is proved. \(\square\)

**Lemma A.2.** Let \(\mathcal{R}\) be a finite subset of \(\mathbb{Q}^d\). Let \(\xi \in \mathbb{Q}^d \cap \mathcal{C}_+(\mathcal{R})\). Then there exist rational coefficients \(\gamma_i \geq 0\), \(z \in \mathcal{R}\), such that \(\xi = \sum_{z \in \mathcal{R}} \gamma_i z\).

**Proof.** There exist \(\hat{\gamma}_i \geq 0\) such that \(\xi = \sum_{z \in \mathcal{R}} \hat{\gamma}_i z\). Let \(\tau = \{z_1, \ldots, z_n\}\). If \(z_1, \ldots, z_n\) are not linearly independent, then we can write \(\sum_{i=1}^n a_i z_i = 0\) such that not all \(a_i\) are zero. Then for any \(t \in \mathbb{R}\),

\[
\xi = \sum_{i=1}^n (\hat{\gamma}_i - ta_i) z_i.
\]

Let

\[
t = \max \left( \min \left\{ \frac{\hat{\gamma}_i}{a_i} : a_i > 0 \right\}, \max \left\{ \frac{\hat{\gamma}_i}{a_i} : a_i < 0 \right\} \right).
\]

If \(t < 0\), then it must equal \(\max \{\hat{\gamma}_i / a_i : a_i < 0\}\) and hence for all \(i \in \{1, \ldots, n\}\), either \(a_i = 0\) or \(a_i < 0\) and \(t \geq \hat{\gamma}_i / a_i\). In either case, \(\hat{\gamma}_i - ta_i \geq 0\). Furthermore, equality is achieved for at least one \(i\).

If, on the other hand, \(t \geq 0\), then \(t = \min \{\hat{\gamma}_i / a_i : a_i > 0\}\). In this case, for each \(i \in \{1, \ldots, n\}\), either \(a_i \leq 0\) or \(a_i > 0\) and \(t = \hat{\gamma}_i / a_i\). In both cases, \(\hat{\gamma}_i - ta_i \geq 0\). Again, equality is achieved for some \(i\).

In either case, with our choice of \(t\), we have \(\hat{\gamma}_i - ta_i \geq 0\) for all \(i \in \{1, \ldots, n\}\) and there exists an \(i\) such that \(\hat{\gamma}_i - ta_i = 0\). After discarding all \(z_i\) for which equality holds and reindexing, we find that

\[
\xi = \sum_{i=1}^k (\hat{\gamma}_i - ta_i) z_i,
\]

with \(k \leq n - 1\). We can assume that \(\{z_1, \ldots, z_k\}\) are linearly independent because otherwise we can again write \(\sum_{i=1}^k b_i z_i = 0\) and repeat the above procedure, every time reducing the number of \(z\)'s by at least one. Define \(\gamma_i = \hat{\gamma}_i - ta_i\). Let \(\mathbf{x}\) be the column vector with entries \(\gamma_i\), \(i \in \{1, \ldots, k\}\), and let \(\mathbf{A} = [z_1 \cdots z_k]\) be the \(d \times k\) matrix with column vectors \(z_i\). Then \(\mathbf{A}\) has full rank and rational entries and \(\mathbf{A} \mathbf{x} = \xi\) implies that \(\mathbf{x} = (\mathbf{A}^T \mathbf{A})^{-1} \mathbf{A}^T \xi\). This tells us that \(\mathbf{x} \in \mathbb{Q}^d\). \(\square\)

**Proof of Lemma 3.4.** Recall that \(\mathcal{U}_0\) is the unique face of \(\mathcal{U}\) such that \(0 \in \mathcal{R} \cap \mathcal{U}_0\) and \(\mathcal{R}_0 = \mathcal{R} \cap \mathcal{U}_0\), with the convention that \(\mathcal{U}_0 = \mathcal{R}_0 = \emptyset\) if \(0 \notin \mathcal{U}\). By Lemma A.1, there exist \(\hat{\alpha} \in \mathbb{R}^d\) and \(\delta > 0\) such that \(z \cdot \hat{\alpha} \geq \delta\) for \(z \in \mathcal{R} \setminus \mathcal{R}_0\) and \(z \cdot \hat{\alpha} = 0\) for \(z \in \mathcal{R}_0\).
Denote the dimension of the linear span of $\mathcal{R}_0$ by $m$. By the fundamental theorem of lattices [45, Lemma 3.4], there exist linearly independent vectors $\{z_1, \ldots, z_m\} \subset \mathcal{R}_0$ that at the same time form a basis of span($\mathcal{R}_0$) and also generate the group $\mathcal{G}(\mathcal{R}_0)$.

For $\xi \in \mathcal{C}_+ (\mathcal{R})$, we can write $\xi = \sum_{z \in \mathcal{R}} \mathcal{V}_z (\xi) z$ with $\mathcal{V}_z (\xi) \geq 0$. If $\xi \in \mathcal{G}_+ (\mathcal{R})$, we can assume that $\mathcal{V}_z (\xi) \in \mathbb{Z}_+$ for all $z \in \mathcal{R}$. Let $\gamma_z (\xi) = \mathcal{V}_z (\xi)$ for $z \in \mathcal{R} \setminus \mathcal{R}_0$. Then

$$0 \leq \gamma_z (\xi) \leq \delta^{-1} \sum_{z \in \mathcal{R} \setminus \mathcal{R}_0} \gamma_z (\xi) \xi \cdot \hat{u} = \delta^{-1} \sum_{z \in \mathcal{R}} \mathcal{V}_z (\xi) \xi \cdot \hat{u} = \delta^{-1} \xi \cdot \hat{u} \leq \delta^{-1} |\hat{u}|_\infty |\xi|_1$$

(A.1)

for all $z \in \mathcal{R} \setminus \mathcal{R}_0$ and

$$\begin{align*}
0 < (A.1) & \leq \delta^{-1} \sum_{z \in \mathcal{R} \setminus \mathcal{R}_0} \gamma_z (\xi) \xi \cdot \hat{u} = \delta^{-1} \sum_{z \in \mathcal{R}} \mathcal{V}_z (\xi) \xi \cdot \hat{u} = \delta^{-1} \xi \cdot \hat{u} \leq \delta^{-1} |\hat{u}|_\infty |\xi|_1 \\
(A.2) & \leq \delta^{-1} \sum_{z \in \mathcal{R} \setminus \mathcal{R}_0} \gamma_z (\xi) \xi \cdot \hat{u} = \delta^{-1} \sum_{z \in \mathcal{R}} \mathcal{V}_z (\xi) \xi \cdot \hat{u} = \delta^{-1} \xi \cdot \hat{u} \leq \delta^{-1} |\hat{u}|_\infty |\xi|_1.
\end{align*}$$

By Corollary A.3 of [35], for each $i \in \{1, \ldots, m\}$, there exist $b_i (z) \in \mathbb{Z}_+, z \in \mathcal{R}_0$, such that $-z_i = \sum_{z \in \mathcal{R}_0} b_i (z) z$. For $z \in \mathcal{R}_0$, set

$$\gamma_z (\xi) = \sum_{i=1}^m \left[ (\tilde{\gamma}_{z_i} (\xi'))^+ \mathbb{1} \{z = z_i\} + (\tilde{\gamma}_{z_i} (\xi'))^- b_i (z) \right].$$

(A.3)

Then

$$0 \leq \gamma_z (\xi) \leq \left[ 1 + \sum_{i=1}^m b_i (z) \right] \max_{1 \leq i \leq m} \left| \tilde{\gamma}_{z_i} (\xi') \right| \leq C' |\xi|_1 \quad \text{for all} \quad z \in \mathcal{R}_0.$$  

(A.4)

Also (A.3) shows that

$$\text{if} \quad \xi \in \mathcal{G}_+ (\mathcal{R}), \text{then} \quad \gamma_z (\xi) \in \mathbb{Z}_+ \quad \text{for all} \quad z \in \mathcal{R}_0.$$  

(A.5)

Lastly,

$$\begin{align*}
\xi' & = \sum_{i=1}^m \tilde{\gamma}_{z_i} (\xi') z_i \\
& = \sum_{i=1}^m (\tilde{\gamma}_{z_i} (\xi'))^+ z_i + \sum_{i=1}^m (\tilde{\gamma}_{z_i} (\xi'))^- (-z_i) \\
& = \sum_{i=1}^m \sum_{z \in \mathcal{R}_0} (\tilde{\gamma}_{z_i} (\xi'))^+ \mathbb{1} \{z = z_i\} z + \sum_{i=1}^m \sum_{z \in \mathcal{R}_0} (\tilde{\gamma}_{z_i} (\xi'))^- b_i (z) z \\
& = \sum_{z \in \mathcal{R}_0} \gamma_z (\xi) z
\end{align*}$$

and thus

$$\begin{align*}
\xi = \sum_{z \in \mathcal{R}} \mathcal{V}_z (\xi) z = \xi' + \sum_{z \in \mathcal{R} \setminus \mathcal{R}_0} \gamma_z (\xi) z = \sum_{z \in \mathcal{R}} \gamma_z (\xi) z.
\end{align*}$$

Together with (A.1), (A.2), (A.4), and (A.5), this shows that the coefficients $\gamma_z (\xi)$ satisfy all the claims of the lemma. □
Appendix B: The proof of Theorem 4.4

We prove the shape theorem for $G_{0,(n),x}$. This can be repeated almost word-for-word to produce the proof of the shape theorem for $G_{0,(n),x}^\infty$.

For $m, n \in \mathbb{N}$ and $x, y, z \in \mathbb{Z}^d$ such that $y - x \in D_m$ and $z - y \in D_n$, decomposing into the values of $X_m$, we can write

$$G_{x,m+n,z} = \log \sum_{v:v-x \in D_m} e^{G_{x,v,z}}.$$  

This implies the superadditivity

$$G_{x,m+n,z} \geq G_{x,m,y} + G_{y,n,z}. \tag{B.1}$$

The proof of Theorem 4.4 proceeds by contradiction. Fix $\delta > 0$. Assume the shape theorem does not hold. Thus, with positive probability there exists an $\varepsilon > 0$ and a sequence $x_\ell \in \ell U'_b \cap D_\ell$ such that $\ell \to \infty$ and

$$\left|\frac{G_{0,(\ell),x_\ell} - \ell \Lambda_{pp}(\gamma_z)}{\ell}\right| \geq \varepsilon. \tag{B.2}$$

Let $\Omega'_1$ be the intersection of the above event with the full-measure events on which (4.2) is satisfied and (2.3) holds with $g(T_{x+k}z) = V(T_{x+k}z, 0)$, for each $z \in \mathcal{R}' \setminus \{0\}$, and with $g(T_{x+k}z) = V(T_{x+k}z, \omega)$ for $\omega$ as in the statement. We now work with a fixed $\omega$ from $\Omega'_1$.

We have $x_\ell = \sum_{z \in \mathcal{R}'} b_{\ell,z} z$ with $b_{\ell,z} \in \mathbb{Z}_+$ and $\sum_{z \in \mathcal{R}'} b_{\ell,z} = \ell$. By compactness, we can find a subsequence $\ell_n$ and $\gamma_\ell \in [0,1]$ such that $b_{\ell_n,z} / \ell_n \to \gamma_z$ for all $z \in \mathcal{R}'$. Then $x_{\ell_n} / \ell_n \to \xi \in U'_0$, where $\xi = \sum_{z \in \mathcal{R}'} \gamma_z z$ and $\sum_{z \in \mathcal{R}'} \gamma_z = 1$. Abbreviate $\ell_n$ by writing just $n$. Choose some large $N$ such that $|x_n / n - \xi| < \varepsilon$ and

$$\left|\Lambda_{pp}\left(\frac{x_n}{n}\right) - \Lambda_{pp}(\xi)\right| < \varepsilon/2$$

for $n > N$. Here we used the continuity of $\Lambda_{pp}$ on $U'_b$. Then, for $n > N$, we have

$$\left|\frac{G_{0,(n),x_n}}{n} - \Lambda_{pp}(\xi)\right| \geq \varepsilon/2. \tag{B.3}$$

Let $\varepsilon_1 > 0$. Let $\kappa_{m,z} = [m(\gamma_z + \varepsilon_1)] / \tau_m$, where $\tau_m = \sum_{z \in \mathcal{R}'} [m(\gamma_z + \varepsilon_1)]$ with $m$ large, to be chosen further down. Note that $\tau_m / m \to 1 + \varepsilon_1 |\mathcal{R}'|$ as $m \to \infty$. Note also that

$$\kappa_{m,z} \to \frac{\gamma_z + \varepsilon_1}{1 + |\mathcal{R}'| \varepsilon_1} \text{ as } m \to \infty.$$  

Fix $m$ large enough so that for all $z \in \mathcal{R}'$,

$$\gamma_z + \varepsilon_1 / 1 + |\mathcal{R}'| \varepsilon_1 \leq \kappa_{m,z} \leq (\gamma_z + 2\varepsilon_1) / 1 + |\mathcal{R}'| \varepsilon_1. \tag{B.4}$$

Let

$$\kappa_m = \sum_{z \in \mathcal{R}'} \kappa_{m,z}, \quad \kappa_n = \left[\frac{(1 + |\mathcal{R}'| \varepsilon_1) n}{\tau_m}\right], \quad \text{ and } \kappa_{m,z}^{(n)} = \tau_m \kappa_n \kappa_{m,z} - b_{n,z}.$$  

Then for any $z \in \mathcal{R}'$,

$$\frac{\kappa_{m,z}^{(n)}}{n} \to (1 + |\mathcal{R}'| \varepsilon_1) \kappa_{m,z} - \gamma_z > \varepsilon_1 / 2 > 0 \text{ as } n \to \infty. \tag{B.5}$$

Thus, $\kappa_{m,z}^{(n)} > 0$ for large enough $n$ and then $\tau_m \kappa_n \kappa_m - x_n = \sum_{z \in \mathcal{R}'} (\tau_m \kappa_n \kappa_{m,z} - b_{n,z}) z \in D_{\tau_m \kappa_n - n}$. By using (B.1), we get

$$G_{0,(n),x_n} \leq G_{0,(\tau_m \kappa_n),\tau_m \kappa_{m,z}^{(n)}} - G_{x_n,(\tau_m \kappa_n - n),\tau_m \kappa_{m,z}^{(n)}}. \tag{B.6}$$
Similarly, let $\kappa_{m,z} = \lfloor m \gamma_z \rfloor / \ell_m$ where $\ell_m = \sum_{z \in \mathcal{R}} \lfloor m \gamma_z \rfloor$. Note that if $\gamma_z = 0$, then $\kappa_{m,z} = 0$. Also, $\ell_m / m \to 1$ and $\kappa_{m,z} \to \gamma_z$ as $m \to \infty$. Let $\delta' = \min_{z \in \partial \mathcal{R}} \gamma_z > 0$. Fix $m$ large enough such that $\kappa_{m,z} \in [\delta' / 2, 1]$ and $|\kappa_{m,z} - \gamma_z| < \varepsilon_1$ for all $z \in \mathcal{R}$. Now, suppose $\varepsilon_1 < \delta' / (2|\mathcal{R}|)$ and let

$$
\ell_{\kappa} = \sum_{z \in \mathcal{R}} \kappa_{m,z}, \quad \kappa = \left\lfloor \frac{(1 - 2|\mathcal{R}| \varepsilon_1 / \delta')n}{\underline{\ell}_m} \right\rfloor \quad \text{and} \quad \ell_{\kappa}^{(n)} = b_{n,z} - \ell_m \kappa_m \kappa_{m,z}.
$$

Thus

$$
\frac{\ell_{\kappa}^{(n)}}{n} \to \gamma_z - (1 - 2|\mathcal{R}| \varepsilon_1 / \delta') \kappa_{m,z} \geq \gamma_z - \kappa_{m,z} + |\mathcal{R}| \varepsilon_1 \geq -\varepsilon_1 + |\mathcal{R}| \varepsilon_1 \geq \varepsilon_1 > 0.
$$

Then for $n$ large, $x_n - \ell_m \kappa_{m,z} \geq \sum_{z \in \mathcal{R}} (\kappa_{m,z} - \ell_m \kappa_{m,z}) = D_{n - \ell_m \kappa_{m,z}}$. By using (B.1), we get

$$
G_{0, (\ell_m \kappa_{m,z})} + G_{\ell_m \kappa_{m,z}, (\ell_m \kappa_{m,z})} \leq G_{0, (\ell_m \kappa_{m,z})}.
$$

(B.7)

Since

$$
\frac{\ell_m \kappa_{m,z}}{n} \to 1 + |\mathcal{R}| \varepsilon_1 \quad \text{and} \quad \frac{\ell_m \kappa_{m,z}}{n} \to 1 - 2|\mathcal{R}| \varepsilon_1 / \delta' \quad \text{as} \quad n \to \infty,
$$

we have that for large $n$, if $z \in \mathcal{R}$, then both $\ell_m \kappa_{m,z} - b_{n,z}$ and $b_{n,z} - \ell_m \kappa_{m,z}$ are bounded above by

$$
\ell_m \kappa_{m,z} - \ell_m \kappa_{m,z} \leq n((1 + |\mathcal{R}| \varepsilon_1) + \varepsilon_1) \kappa_{m,z} - n((1 - 2|\mathcal{R}| \varepsilon_1 / \delta') - \varepsilon_1) \kappa_{m,z} \\
\leq n((1 + |\mathcal{R}| \varepsilon_1) + \varepsilon_1) \frac{\gamma_z + 2 \varepsilon_1}{1 + |\mathcal{R}| \varepsilon_1} - n((1 - 2|\mathcal{R}| \varepsilon_1 / \delta') - \varepsilon_1) (\gamma_z - \varepsilon_1) \\
= n \varepsilon_1 \left(3 + \frac{\gamma_z + 2 \varepsilon_1}{1 + |\mathcal{R}| \varepsilon_1} + 2|\mathcal{R}| (\gamma_z - \varepsilon_1) / \delta' + (\gamma_z - \varepsilon_1) \right) \\
\leq (6 + 2|\mathcal{R}| / \delta') n \varepsilon_1 = c_1 n \varepsilon_1.
$$

For $z \in \mathcal{R} \setminus \mathcal{R}$, $\gamma_z = 0$, $\kappa_{m,z} = 0$, and we have

$$
0 \leq \ell_m \kappa_{m,z} - \ell_m \kappa_{m,z} \leq n((1 + |\mathcal{R}| \varepsilon_1) + \varepsilon_1) \frac{2 \varepsilon_1}{1 + |\mathcal{R}| \varepsilon_1} \leq 3 n \varepsilon_1 \leq c_1 n \varepsilon_1.
$$

We next develop a lower bound for $G_{x_n, (\ell_m \kappa_{m,z} - n), \ell_m \kappa_{m,z}}$. Fix a path from $x_n$ to $\ell_m \kappa_{m,z}$ that takes $\ell_{\kappa}^{(n)}$ $z$-steps for each $z \in \mathcal{R}$. Since $\mathcal{U}$ is not a singleton, there exists a nonzero $\hat{z} \in \mathcal{R}$. If $0 \in \mathcal{R}$, then we have by (B.4), (B.5), and (B.8), that for a large enough $n$,

$$
\frac{\ell_{\kappa}^{(n)}}{\ell_{\kappa}^{(n)}} \leq n \left(1 + |\mathcal{R}| \varepsilon_1 \kappa_{m,0} - \varepsilon_0 + \varepsilon_1 \right) \leq \frac{\gamma_0 + 2 \varepsilon_1 - \gamma_0 + \varepsilon_1}{\varepsilon_1 / 2} = 6.
$$

This tells us the ratio of zero steps to $z$ steps is at most 6. Rearrange the path as follows. Start the path with blocks of $z$-steps followed by at most 6 zero steps, until $z$-steps and zero-steps exhausted. After that, fix an ordering of $\mathcal{R} \setminus \{0, \hat{z}\} = \{z_1, z_2, \ldots\}$ and arrange the rest of the path to take first all its $z_1$-steps, then all $z_2$-steps, and so on. Also note that any point $y$ on the path is such that $y \in G_+ (\mathcal{R})$ and

$$
|y|_1 \leq |x_n| + (\ell_m \kappa_{m} - n) \max_{z \in \mathcal{R}} |z|_1 \leq n (1 + |\mathcal{R}| \varepsilon_1) \max_{z \in \mathcal{R}} |z|_1 = c_2 n.
$$

Thus

$$
G_{x_n, (\ell_m \kappa_{m,z} - n), \ell_m \kappa_{m,z}} \geq -|\mathcal{R}| \max_{y \in G_+ (\mathcal{R})} \max_{z \in \mathcal{R} \setminus \{0\}} \sum_{0 \leq i \leq c_1 \varepsilon_1 n} |V(T_{y+i \hat{z}_{\omega}}, \hat{z})| \\
- 6 \max_{|y|_1 \leq c_2 n} \sum_{0 \leq i \leq c_1 \varepsilon_1 n} |V(T_{y+i \hat{z}_{\omega}}, 0)| + c_1 \varepsilon_1 n \min_{z \in \mathcal{R}} \log p(z).
$$

Thus
Now, by dividing both sides by \( n \) and taking \( n \to \infty \) we get that
\[
\lim_{n \to \infty} \frac{G_{\lambda_n} (\xi, (n-\lambda_n) \lambda_n \xi_n, \lambda_n \xi_n)}{n} \geq \frac{\left| \mathcal{R} \right|}{n} \lim_{n \to \infty} \frac{1}{\max_{|y| \leq \epsilon_2 n}} \max_{|z| \leq \epsilon_1 n} \sum_{0 \leq i \leq \epsilon_1 n} |V(T_{y+iz}, \omega, z)|
- 6 \frac{\left| \mathcal{R} \right|}{n} \lim_{n \to \infty} \frac{1}{\max_{|y| \leq \epsilon_2 n}} \max_{|z| \leq \epsilon_1 n} \sum_{0 \leq i \leq \epsilon_1 n} |V(T_{y+iz}, 0)| + c_1 \epsilon_1 \min_{\omega} \log p(z).
\]
Fix any \( \epsilon_2 > 0 \). Since \( \omega \in \Omega' \), we can find \( \epsilon_1 \) small enough so that the right-hand side in the above display is bounded below by \( -\epsilon_2 \). Similarly, we see that
\[
\lim_{n \to \infty} \frac{G_{\lambda_n} (\xi, (n-\lambda_n) \lambda_n \xi_n, \lambda_n \xi_n)}{n} \geq -\epsilon_2.
\]
These two bounds, together with (B.6), (B.7), (B.8), and (4.2) give
\[
-\epsilon_2 + (1 - 2|\mathcal{R}|/\delta) \Lambda_{pp}(\xi_m) \leq \lim_{n \to \infty} \frac{G_{\lambda_n} (\xi, \lambda_n \xi_n)}{n} \leq \lim_{n \to \infty} \frac{G_{\lambda_n} (\xi, \lambda_n \xi_n)}{n} \leq (1 + |\mathcal{R}|/\delta) \Lambda_{pp}(\xi_m) + \epsilon_2.
\]
Since \( \xi \) is on the face \( \mathcal{U}' \), \( z \in \mathcal{U}' \) for all \( z \in \mathcal{R}' \) and both \( \xi_m \) and \( \xi_m \) are in \( \mathcal{U}' \). Since \( \Lambda_{pp} \) is continuous on \( \partial \mathcal{U}' \) and \( \xi \in \partial \mathcal{U}' \), we have for \( \epsilon_1 > 0 \) small enough,
\[
\Lambda_{pp}(\xi_m) \to \Lambda_{pp}(\xi) \quad \text{and} \quad \Lambda_{pp}(\xi_m) \to \Lambda_{pp}\left((1 + |\mathcal{R}|/\delta)^{-1} \left( \xi + \epsilon_1 \sum_{z \in \mathcal{R}' \cap \mathcal{U}} z \right) \right) \quad \text{as} \quad m \to \infty.
\]
Take \( m \to \infty \) then \( \epsilon_1 \to 0 \), use again the continuity of \( \Lambda_{pp} \) on \( \partial \mathcal{U}_0 \), and finally take \( \epsilon_2 \to 0 \) to get that
\[
\lim_{n \to \infty} \frac{G_{\lambda_n} (\xi, \lambda_n \xi_n)}{n} = \Lambda_{pp}(\xi),
\]
which contradicts (B.3). Theorem 4.4 is proved.

Acknowledgements

The authors thank Erik Bates, Timo Seppäläinen, and an anonymous referee for helpful comments.

Funding

The first author was supported by National Science Foundation grant DMS-2125961. The second and third authors were supported by National Science Foundation grants DMS-1407574 and DMS-1811090.

References

[1] M. Balázs, F. Rassoul-Agha and T. Seppäläinen. Large deviations and wandering exponent for random walk in a dynamic beta environment. *Ann. Probab.* **47** (4) (2019) 2186–2229. MR3980919 https://doi.org/10.1214/18-AOP1306

[2] E. Bates. Localization of directed polymers with general reference walk. *Electron. J. Probab.* **23** (2018) 30. MR3785400 https://doi.org/10.1214/18-EJP158

[3] E. Bates. Empirical distributions, geodesic lengths, and a variational formula in first-passage percolation, 2020. Preprint. Available at 2006.12580.

[4] E. Bates and S. Chatterjee. The endpoint distribution of directed polymers. *Ann. Probab.* **48** (2) (2020) 817–871. MR4089496 https://doi.org/10.1214/19-AOP1376

[5] N. Berger, C. Mukherjee and K. Okamura. Quenched large deviations for simple random walks on percolation clusters including long-range correlations. *Comm. Math. Phys.* **358** (2) (2018) 633–673. MR3774433 https://doi.org/10.1007/s00220-017-3054-z

[6] M. Damron and J. Hanson. Busenmann functions and infinite geodesics in two-dimensional first-passage percolation. *Comm. Math. Phys.* **325** (3) (2014) 917–963. MR3125744 https://doi.org/10.1007/s00220-013-1875-y

[7] M. Damron and J. Hanson. Bigeodesics in first-passage percolation. *Comm. Math. Phys.* **349** (2) (2017) 753–776. MR3595369 https://doi.org/10.1007/s00220-016-2743-3

[8] R. Durrett and T. M. Liggett. The shape of the limit set in Richardson’s growth model. *Ann. Probab.* **9** (2) (1981) 186–193. MR0606981
W. Rudin. *Functional Analysis*. McGraw-Hill, New York, 1973.

M. Flury. Large deviations and phase transition for random walks in random nonnegative potentials. *Stochastic Process. Appl.* 117 (5) (2007) 596–612. MR2320951 https://doi.org/10.1016/j.spa.2006.09.006

N. Georgiou, F. Rassoul-Agha and T. Seppäläinen. Variational formulas and cocycle solutions for directed polymer and percolation models. *Comm. Math. Phys.* 346 (2) (2016) 741–779. MR3535900 https://doi.org/10.1007/s00220-016-2613-z

R. Flury. Continuity results and estimates for the Lyapunov exponent of Brownian motion in stationary potential. *Braz. J. Probab. Stat.* 30 (3) (2016) 435–463. MR3531693 https://doi.org/10.1214/15-BJPS288

C. Hoffman. Geodesics in first passage percolation. *Ann. Appl. Probab.* 18 (5) (2008) 1944–1969. MR2462555 https://doi.org/10.1214/07-AAP510

D. A. Huse and C. L. Henley. Pinning and roughening of domain walls in Ising systems due to random impurities. *Phys. Rev. Lett.* 54 (25) (1985) 2708–2711.

J. Z. Imbrie and T. Spencer. Diffusion of directed polymers in a random environment. *J. Stat. Phys.* 52 (3–4) (1988) 609–626. MR0968950 https://doi.org/10.1007/BF01019720

C. Janjigian and F. Rassoul-Agha. Busemann functions and Gibbs measures in directed polymer models on $\mathbb{Z}^2$. 2018. Extended version available at arXiv:1810.03580v2. MR4089495 https://doi.org/10.1214/19-AOP1375

C. Hoffman. Geodesics and the competition interface for the corner growth model. *Ann. Probab.* 43 (5) (2015) 2282–2331. MR3395462 https://doi.org/10.1214/14-AOP933

J. Z. Imbrie and T. Spencer. First-passage percolation, subadditive processes, stochastic networks, and generalized renewal theory. In *Proc. Internat. Res. Semin., Statist. Lab., Univ. California, Berkeley, Calif.*, 61–110. Springer-Verlag, New York, 1965. MR0198576

F. Spitzer. *Principles of Random Walks*. 2nd edition. *Graduate Texts in Mathematics* 34. Springer-Verlag, New York, 1976. MR0388547

The above text contains a list of references to various mathematical papers and books, indicating a focus on topics such as large deviations, random walks, percolation models, and other related areas in probability theory and statistical mechanics.
[44] A.-S. Sznitman. Shape theorem, Lyapounov exponents, and large deviations for Brownian motion in a Poissonian potential. *Comm. Pure Appl. Math.* 47 (12) (1994) 1655–1688. MR1303223 https://doi.org/10.1002/cpa.3160471205

[45] T. Tao and H. Van Vu. *Additive Combinatorics.* Cambridge Studies in Advanced Mathematics 105. Cambridge University Press, Cambridge, 2010. Paperback edition [of MR2289012]. MR2573797

[46] J. Theodore Cox and R. Durrett. Some limit theorems for percolation processes with necessary and sufficient conditions. *Ann. Probab.* 9 (4) (1981) 583–603. MR0624685

[47] R. Tyrrell Rockafellar. *Convex Analysis.* Princeton Mathematical Series 28. Princeton University Press, Princeton, NJ. 1970. MR0274683

[48] S. R. S. Varadhan. Large deviations for random walks in a random environment. *Comm. Pure Appl. Math.* 56 (8) (2003) 1222–1245. Dedicated to the memory of Jürgen K. Moser. MR1989232 https://doi.org/10.1002/cpa.10093

[49] A. Yilmaz. Large deviations for random walk in a space-time product environment. *Ann. Probab.* 37 (1) (2009) 189–205. MR2489163 https://doi.org/10.1214/08-AOP400

[50] A. Yilmaz. Quenched large deviations for random walk in a random environment. *Comm. Pure Appl. Math.* 62 (8) (2009) 1033–1075. MR2531552 https://doi.org/10.1002/cpa.20283

[51] A. Yilmaz. Harmonic functions, $h$-transform and large deviations for random walks in random environments in dimensions four and higher. *Ann. Probab.* 39 (2) (2011) 471–506. MR2789504 https://doi.org/10.1214/10-AOP556

[52] M. P. W. Zerner. Directional decay of the Green’s function for a random nonnegative potential on $\mathbb{Z}^d$. *Ann. Appl. Probab.* 8 (1) (1998) 246–280. MR1620370 https://doi.org/10.1214/aoap/1027961043

[53] M. P. W. Zerner. Lyapounov exponents and quenched large deviations for multidimensional random walk in random environment. *Ann. Probab.* 26 (4) (1998) 1446–1476. MR1675027 https://doi.org/10.1214/aop/1022855870

[54] M. P. W. Zerner. Velocity and Lyapounov exponents of some random walks in random environment. *Ann. Inst. Henri Poincaré Probab. Stat.* 36 (6) (2000) 737–748. MR1797391 https://doi.org/10.1016/S0246-0203(00)00144-8