First constraints on small-scale non-Gaussianity from UV galaxy luminosity functions
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Abstract. UV luminosity functions provide a wealth of information on the physics of galaxy formation in the early Universe. Given that this probe indirectly tracks the evolution of the mass function of dark matter halos, it has the potential to constrain alternative theories of structure formation. One of such scenarios is the existence of primordial non-Gaussianity at scales beyond those probed by observations of the Cosmic Microwave Background. Through its impact on the halo mass function, such small-scale non-Gaussianity would alter the abundance of galaxies at high redshifts. In this work we present an application of UV luminosity functions as measured by the Hubble Space Telescope to constrain the non-Gaussianity parameter $f_{\text{NL}}$ for wavenumbers above a cut-off scale $k_{\text{cut}}$. After marginalizing over the unknown astrophysical parameters and accounting for potential systematic errors, we arrive at a 2σ bound of $f_{\text{NL}} = 71^{+426}_{-237}$ for a cut-off scale $k_{\text{cut}} = 0.1 \text{ Mpc}^{-1}$ in the bispectrum of the primordial gravitational potential. Moreover, we perform forecasts for the James Webb Space Telescope and the Nancy Grace Roman Space Telescope, finding an expected improvement of a factor 3–4 upon the current bound.
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1 Introduction

Cosmological surveys over the last few decades have provided us with an unprecedented understanding of the Universe. These include measurements of the Cosmic Microwave Background (CMB) [1], as well as of the large-scale structure (LSS) of the Universe [2, 3]. Nevertheless, a large swath of our cosmos, corresponding to the cosmic dawn and reionization eras, remains largely unprobed. These two eras are the next frontier of precision cosmology.

Progress has been made by obtaining indirect information on the epoch of reionization (EoR) through its effect on the CMB anisotropies [4, 5], the spectra of distant quasars [6, 7], as well as the redshifted 21-cm line [8]. These observables track the transition from a mostly neutral intergalactic medium to an ionized one. A more direct approach, however, involves observing the redshifted emission of the galaxies at that time. For this, our main handle
is the (rest-frame) UV luminosity function (LF) observed by the *Hubble Space Telescope* (HST) [9–17]. Data collected by the HST over the last decades have provided us with an increasingly detailed galactic census at high redshifts, which has dramatically enhanced our understanding of early stellar formation [18]. Besides providing key insights on the astrophysics of reionization, these LFs open a window towards probing different aspects of our cosmological models. In particular, the UV LFs probe cosmological small scales, which are otherwise difficult to access by current data sets. New features of the fundamental model of our Universe may lie at these scales, e.g. [19–27]. The main purpose of this work is to illustrate these exciting possibilities. We do this by exploiting LF observations to learn about the physics of inflation in the form of primordial non-Gaussianity [28, 29].

The most accepted paradigm to explain the currently observed features of the Universe is that it went through an inflationary period at early times [30–32]. This framework is, however, quite broad in terms of determining which fundamental mechanism was actually operating. A promising strategy to unearth the physics of the inflationary era consists of exploring observables that can differentiate between families of inflationary models, grouped for instance according to effective-field-theory criteria [33, 34]. A key feature of many non-minimal models is a deviation in the primordial fluctuations from the simplest Gaussian prediction, a feature known as primordial non-Gaussianity (PNG, see e.g. [35] for a recent review). This PNG can be scale dependent, for instance in models in which there is a relevant scale during the inflationary period. *Scale-dependent non-Gaussianity* is thus a powerful probe into the physics of the primordial Universe [36–38].

A departure from Gaussianity in the primordial fluctuations alters the abundance of halos, and thus the UV LF measured by the HST. In particular, local-type PNG has been shown to affect the rarest objects (such as the heaviest halos), as they lie the furthest from the peak of the distribution of overdensities (see e.g. [39] and references therein). It is in this region where deviations from Gaussianity would be more apparent. This makes galaxy clusters a good probe of local-type PNG in the local ($z \sim 0$) Universe [40–44]. Interestingly, however, the galaxies that the HST observes are hosted in halos which were very rare at their own redshift. This is because, despite their lower overall mass (thousands of times smaller than those of clusters today), they corresponded to large overdensities due to the smaller size of matter fluctuations at that time. Here we show that this makes the HST UV LFs a powerful probe of local-type PNG, enabling us to search for it at scales corresponding to wavenumbers $k \gtrsim 0.1 \text{ Mpc}^{-1}$, which are difficult to access by CMB [45] and LSS observations [46, 47]. PNG at even smaller scales can be accessed through other probes, for instance, through spectral distortions of the CMB anisotropies [48–51] (although current bounds are at the level of $f_{\text{NL}} \lesssim 10^5$ for scale-independent PNG).

In our main analysis we use the LFs from the Hubble Legacy Fields (HLF) catalog [9]. In particular, we cover the redshift range $z = 4–8$ and rest-frame UV magnitudes $M_{\text{UV}}$ between $-22.7$ and $-16.4$ to find constraints on the amplitude $f_{\text{NL}}$ of primordial non-Gaussianities at small scales $k > k_{\text{cut}} = 0.1 \text{ Mpc}^{-1}$. We fit a semi-analytical model to the shape of the UV LFs based on that of [52] and use corrections to the halo mass function induced by primordial non-Gaussianity. By accounting for possible systematic errors in the UV LF data and marginalizing over the astrophysical parameters in our model, we find a bound of $f_{\text{NL}} = 71^{+126}_{-237}$ at $2\sigma$ for $k_{\text{cut}} = 0.1 \text{ Mpc}^{-1}$. This is the first constraint on primordial non-Gaussianities from LF data and covers smaller scales than currently probed, as illustrated in figure 1. Our approach is complementary to forecasts using future CMB spectral distortion data [49, 53], as well as those proposed for observations of fast radio bursts [54].
cross-check, we have derived constraints using different UV LFs, including those from the lensing-based Hubble Frontier Fields (HFF) [11–13, 15–17], where we find comparable results. Moreover, we perform forecasts for the upcoming James Webb Space Telescope (JWST) and Nancy Grace Roman Space Telescope (NGRST), showing that they will improve upon our HST constraints by a factor of 3–4.

In what follows, we will assume a cosmological model with base parameters as measured by Planck [55]: \( h = 0.6727 \), \( \Omega_b h^2 = 0.02236 \), \( \Omega_c h^2 = 0.1202 \), \( n_s = 0.9649 \), \( \tau = 0.0544 \), \( A_s = 2.101 \times 10^{-9} \) and \( k_{\text{pivot}} = 0.05 \text{Mpc}^{-1} \). This paper is structured as follows: section 2 lays out our semi-analytical model for the UV LF and the HST data used in the analysis. In section 3 we summarize the formalism of small-scale non-Gaussianity and its impact on the UV LF. In section 4 the results of this work are presented. In section 5 we make forecasts for JWST and NGRST. Finally, we present our conclusions in section 6. Complementary details are included in the appendices A–G.

2 The UV luminosity function

2.1 UV LF model

The abundance of galaxies in the early Universe can be tracked through their luminosity function, which describes the relation between the observed number density of galaxies and their flux (or magnitude) in a particular band. In the early Universe, galaxies contain young stars that emit in the UV part of the spectrum. This radiation gets redshifted due to the expansion of the Universe and can be observed today with optical or IR-band telescopes, such as the HST. An interesting application of the UV emission is to track the star-formation rate (SFR) across the cosmos [57, 58].
We are interested in the UV LF of galaxies around the epoch of reionization. In order to employ HST data, we ought to model the abundance of such galaxies, as well as their properties. This process can be separated into two parts. The first is the halo mass function, which describes how many halos of each mass there are, and is chiefly influenced by cosmology. The second is the halo-galaxy connection, driven by astrophysical processes, which allows us to relate the halo mass to the observed emission. While different parts of this calculation can be directly simulated (see e.g. [59–61]), throughout this work we will use a semi-analytical numerical method based on simulation results.

2.1.1 Halo mass function

Massive, high-luminous galaxies tend to be hosted by heavy halos. While massive halos are more likely able to form such galaxies, they are more rarely found than lower mass halos. The abundance of halos has been extensively studied in the literature, e.g. [62, 63]. Here we follow the excursion-set approach based on ellipsoidal gravitational collapse of dark matter halos (which results in a better agreement with numerical simulations than spherical-collapse models). In such models the barrier height, i.e., the threshold above which a density perturbation will collapse, depends on the mass of the object. We adapt the collapse formalism developed by Sheth & Tormen [64], where the halo mass function is of the following form:

\[ \frac{dn}{dM_h} = \frac{\rho_m \ln^{-1} \frac{M_h}{M}}{M_h} f_{ST}, \]

with

\[ f_{ST} = A_{ST} \sqrt{\frac{2 \sigma_{ST}}{\pi}} \left[ 1 + \left( \frac{\sigma_{ST}^2}{\sigma_{pST}^2} \right)^{p_{ST}} \right] \delta_{ST} \exp \left( -\frac{a_{ST} \delta_{ST}^2}{2 \sigma_{ST}^2} \right), \]

and where \( A_{ST} = 0.3222, a_{ST} = 0.707, p_{ST} = 0.3, \delta_{ST} = 1.686 \) and \( \sigma_M \) is the root mean square of the density field smoothed over a mass scale \( M \) (see eq. (3.9)).

2.1.2 Halo-galaxy connection

We follow a simple phenomenological approach to link host halos to the properties of galaxies that reside in them. We assume that each dark-matter halo hosts one galaxy on average (see, e.g., [65] for a detailed review on the halo occupation distribution). The efficiency at which this galaxy will form stars depends on the mass of the host halo and is expected to exhibit a peak at halo masses \( 10^{11} - 10^{12} M_\odot \) (at \( z = 4 \)) [60], similar to that of our own Milky Way. A simple analytic model that captures this behaviour relates the mass of the host halo \( M_h \) to the typical stellar mass \( M_\star \) inside the halo via a double power-law:

\[ M_h = \left( \frac{\epsilon_\star M_c^{\alpha_\star}}{M_\star} \right)^{\frac{1}{\alpha_\star - 1}} + \left( \frac{\epsilon_\star M_c^{\beta_\star}}{M_\star} \right)^{\frac{1}{\beta_\star - 1}}, \]

where \( \epsilon_\star, \alpha_\star \) and \( \beta_\star \) are free parameters that we will fit for with data and \( M_c = 1.6 \times 10^{11} M_\odot \). We take the fitting parameters to be redshift-independent, as suggested by the results of [60] (see also [61, 66–68]). We have explicitly tested that varying these parameters independently at each redshift does not change our constraints significantly. The UV emission is dominated

\[ \text{Note that the usual power-law is expressed in terms of } M_h, \text{ and our expression can be seen as an approximation to the inverse of that function.} \]
by massive, young stars and thus tracks the SFR ($\dot{M}_*$), rather than $M_*$. These two quantities can be related via [52]:

$$\dot{M}_* = \frac{M_*}{t_* H^{-1}(z)},$$

(2.4)

where $t_*$ is a (dimensionless) parameter that corrects the stellar-formation time-scale with respect to the cosmic Hubble rate $H(z)$. While this parameter ought to be fit from data, in practice $t_*$ and $\epsilon_*$ have identical effects on the UV LF, and thus we will fix $t_*$ to unity hereafter without any loss of generality. The star formation rate in the rest-frame can be expressed in terms of the UV luminosity $L_{\text{UV}}$ as [69]:

$$\dot{M}_* = \kappa_{\text{UV}} L_{\text{UV}},$$

(2.5)

where $\kappa_{\text{UV}} = 1.15 \times 10^{-28} \, M_\odot \text{s erg}^{-1} \text{yr}^{-1}$ is a conversion factor, and

$$\log_{10}\left(\frac{L_{\text{UV}}}{\text{erg s}^{-1}}\right) = 0.4(51.63 + \langle A_{\text{UV}} \rangle - M_{\text{UV}}),$$

(2.6)

with $M_{\text{UV}}$ the absolute UV magnitude and $\langle A_{\text{UV}} \rangle$ a dust correction term. The observed UV luminosity can experience significant attenuation by dust extinction, especially at high luminosities and low redshifts [61]. We model this extinction following [60] (similar to the case of Lyman-break galaxies). For galaxies with a spectrum given by $f \sim \lambda^\beta$, the attenuation is assumed to follow $A_{\text{UV}} = 4.43 + 1.99 \beta$ [70, 71]. We use the observations of the $\beta$ parameter at $z \leq 8$ reported in [72] and fit it following the prescription in [73]:

$$\langle \beta(z, M_{\text{UV}}) \rangle = \begin{cases} a(z) e^{-\frac{M_{\text{UV}} - M_0}{c}} + c & M_{\text{UV}} \geq M_0 \\ a(z) + b(z) + c & M_{\text{UV}} < M_0 \end{cases},$$

(2.7)

where $a(z) = \beta M_0(z) - c$, $b(z) = \frac{d \beta}{d M_0}(z)(M_{\text{UV}} - M_0)$, $c = -2.33$, $M_0 = -19.5$ and the values for $\beta M_0$ and $d \beta / d M_0$ are taken from [72]. The exponential fit at $M_{\text{UV}} \geq M_0$ prevents the dust extinction from becoming negative. At any given $M_{\text{UV}}$ a Gaussian distribution with standard deviation $\sigma_{\beta} = 0.34$ [74] is assigned to $\beta$, which then gives the desired average extinction [71]:

$$\langle A_{\text{UV}} \rangle = 4.43 + 0.79 \ln(10)\sigma_{\beta}^2 + 1.99 \langle \beta \rangle .$$

(2.8)

At $z > 8$ the dust extinction quickly vanishes [61] and thus we neglect it. In appendix D, we explore the impact of alternative fitting parameters for the dust extinction on our results.

Finally, with all the ingredients combined, the luminosity function can be computed as:

$$\phi_{\text{UV}} = \frac{dn}{dM_{\text{UV}}} = \frac{dn}{dM_h} \frac{dM_h}{dM_{\text{UV}}} .$$

(2.9)

Note that in this approach the stellar properties of galaxies only depend on the halo mass, rather than the unique formation history of the host halo. As such, this model is not applicable at the level of each individual galaxy, but should be thought of as describing the average evolution of stellar properties in galaxies. We illustrate the dependence of the LF on the different parameters in figure 2. It is clear that the effect of $\epsilon_*$ and $f_{\text{NL}}$ (section 3.3) on the UV LF are strongly degenerate. However, as we will show later on, using a combination of UV LF data at different redshifts will break this degeneracy to a reasonable degree, allowing for the UV LF to be a strong probe of primordial non-Gaussianity.
Figure 2. An illustration of the dependence of the UV luminosity function on the fitting parameters in eq. (2.3) and the amplitude $f_{NL}$ of the small-scale PNG (for $k_{cut} = 0.1 \text{ Mpc}^{-1}$). The changes in the UV LF are exaggerated for descriptive purposes only. The dark (light) shades indicate an increase (decrease) of the corresponding parameter. The plots cover the magnitude range $-24 \leq M_{UV} \leq -16$ and parameter ranges $-5 \leq \alpha_* \leq 0$, $0 \leq \beta_* \leq 0.35$, $0.08 \leq \epsilon_* \leq 0.31$ and $-3000 \leq f_{NL} \leq 2000$.

2.2 UV LF data

The high-redshift UV LF has been observed by the Hubble Space Telescope over a decades-long endeavour. This has resulted in two main data catalogs dubbed the Hubble Legacy Fields (HLF) and the Hubble Frontier Fields (HFF). The first consists of several deep-field surveys and has robustly probed the UV LF at the bright end, while the latter consists of observations of six cluster lenses, where faint background galaxies are magnified enough to become observable. Both methods have their own advantages and systematics [75]. For instance, the HFF can reach fainter objects, as those are strongly magnified by the cluster lenses, whereas lensing can introduce important uncertainties [13]. On the other hand, the deep blank fields from the HLF catalog have the advantage of being easier to model and, in addition, can better probe the bright end of the LF given the relatively large observed areas [75]. As will be discussed in section 3, and can be readily seen in the lower right panel of figure 2, the impact of primordial non-Gaussianities will be mainly visible at the bright end of the LF. Therefore, we perform our main analysis with the data obtained from the HLF (data set 1 below) and summarize the results obtained from other data sets in appendix E. In particular, we make use of the measured LFs reported by the following references:

- **Data set 1**: Bouwens et al. 2015 ($z = 4 + 5 + 6 + 7 + 8$) [9].
- **Data set 2**: Atek et al. 2018 ($z = 6$) [17], Atek et al. 2015 ($z = 7$) [11], Ishigaki et al. 2018 ($z = 8$) [15] and Oesch et al. 2018 ($z = 10$) [16].
- **Data set 3**: Livermore et al. 2017 ($z = 6+7+8$) [12] and Oesch et al. 2018 ($z = 10$) [16].
Figure 3. Global fits of our UV luminosity function model to the data from [9] in the absence of non-Gaussianity (i.e., fixing $f_{NL} = 0$). A minimum relative error of 30% is imposed on the data (see section 4 for details). The best-fit parameters are $\{\alpha_*, \beta_*, \epsilon_*\} = \{-1.14, 0.20, 0.23\}$.

The first data set derives the UV LF from the HLF catalog, while the latter two use HFF data. Note that in some references the UV LF is reported using either a 1500 or 1600 Å UV band filter. This induces a shift of $|M_{1500} - M_{1600}| \lesssim 0.05$ [76], which we have explicitly checked to not change our results. Hence, from this point onward, we will simply use $M_{UV}$ to denote the UV magnitude. Next, we note that while the UV LF at $z = 10$ is also reported in [9], we do not include it in our analyses, as nearly all search fields contain zero galaxy candidates at that redshift. A final important point to bear in mind is that the faint end of the quasar LF and the bright end of the galaxy LF overlap, see e.g. [77]. The subtracted result, i.e. the galaxy LF, may then present a power-law feature at the bright end [78]. This remains an experimental challenge, as it is difficult to cleanly separate the two contributions. We show data set 1 in figure 3, along with our best-fit model (in the absence of primordial non-Gaussianity).

3 Primordial non-Gaussianity

Here we explore the phenomenology of the primordial non-Gaussianity models considered in this work and how they affect the distribution of matter and thus the halo mass function.

3.1 Formalism and models

We begin by laying down our formalism. Assuming statistical homogeneity and isotropy, we can generically write the 2- and 3-point correlation functions of the gravitational potential $\Phi$ as:

$$\langle \Phi(k_1) \Phi(k_2) \rangle = P_\Phi(k_1) (2\pi)^3 \delta_D^3(k_1 + k_2)$$

$$\langle \Phi(k_1) \Phi(k_2) \Phi(k_3) \rangle = B_\Phi(k_1, k_2, k_3) (2\pi)^3 \delta_D^3(k_1 + k_2 + k_3),$$

where $P_\Phi(k)$ is the power spectrum of the gravitational potential and $B_\Phi(k_1, k_2, k_3)$ is the bispectrum.
where

\[ P_\Phi(k) = \frac{2\pi^2 \Delta^2_\Phi(k)}{k^3} = \frac{2\pi^2}{k^3} \frac{9}{25} A_s \left( \frac{k}{k_{\text{pivot}}} \right)^{n_s-1} \]  

(3.3)

is the power spectrum of \( \Phi \) and \( B_\Phi \) its bispectrum. The factor 9/25 comes from the relation \( \Phi = 3\zeta/5 \) between the gravitational potential and the comoving curvature perturbation \( \zeta \). Both the power spectrum and bispectrum have been measured to great precision by CMB observations, as well as galaxy surveys, confirming that the large-scale fluctuations of the Universe are Gaussian (and \( B_\Phi \) is consistent with zero within current errors), e.g. [45, 56].

The situation is different at smaller scales, however, where much less is known. We will, therefore, consider deviations from Gaussianity at small scales only, which affect the formation of the galaxies that we will probe, as they have relatively low masses (\( M_h \lesssim 10^{11} M_\odot \)).

In order to probe non-Gaussianity at those smaller scales, while not altering the CMB predictions, we introduce a cut-off scale \( k_{\text{cut}} = 0.1 \text{Mpc}^{-1} \) in the bispectrum, below which it vanishes.

More concretely, throughout this work we will focus on local-type primordial non-Gaussianity for simplicity, although our analysis could be extended to other models. The most minimal model of this family simply alters the initial gravitational perturbation \( \Phi \) by a series expansion around a Gaussian field \( \Phi_G \), which to linear order reads:

\[ \Phi(x) = \Phi_G(x) + f_{NL} (\Phi_G^2(x) - \langle \Phi_G^2 \rangle) \]  

(3.4)

In this case, the bispectrum is given by:

\[ B_\Phi = f_{NL} P_\Phi(k_1) P_\Phi(k_2) \prod_{i=1}^3 K(k_i) + (5 \text{ perms.}) \]  

(3.5)

where \( K(k_i) = \Theta(k_i - k_{\text{cut}}) \) ensures that only modes above the cut-off contribute to the bispectrum. This is the main shape we will use throughout this work. Examples of theoretical models that may generate small-scale non-Gaussianity could involve inflationary scenarios with a changing speed of sound (see e.g. [41] and references therein). Moreover, it has been shown that small-scale PNG may impact the formation and abundance of primordial black holes [79–82], opening up a door to exciting new possibilities.

We note that we are not considering changes to the power spectrum \( P_\Phi \) due to primordial non-Gaussianity, as those vanish to first order in \( f_{NL} \), although some inflationary models might directly affect \( P_\Phi \) and produce a richer phenomenology.

### 3.2 Cumulants

We are mostly interested in quantities that are coarse-grained over a region which will collapse into a halo of mass \( M \). We define the density perturbation \( \delta_M \) smoothed over mass scale \( M \equiv M_h \) as:

\[ \delta_M(z) = \int \frac{d^3k}{(2\pi)^3} W_M(k) T_\Phi(k, z) \Phi(k), \]  

(3.6)

where \( T_\Phi(k, z) \) is the linear transfer function and

\[ W_M(k) = \frac{3 \sin (kR)}{(kR)^3} - \frac{3 \cos (kR)}{(kR)^2} \]  

(3.7)

These models may not generate a sharp cut-off at large scales. As such, our approach should be considered as a phenomenological first step to approximate small-scale PNG.
is a top-hat window function with comoving radius $R(M) = (3M/(4\pi \rho_m))^{1/3}$. Note that $k$ and $\rho_m$ are also comoving quantities. The transfer function $T_\Phi(k, z)$ is computed as $T_\Phi(k, z) = 5D(z)T_z(k, 0)/3$, where $D(z)$ is the linear growth factor and $T_z(k, 0)$ is the transfer function for the curvature perturbation at redshift $z = 0$, which we obtain from the CLASS code [83].

The deviation from Gaussianity is usually parametrized in terms of higher-order cumulants of the field $\Phi$. We will work to first order in $f_{\text{NL}}$, where only the skewness is relevant, and we define:

$$\kappa_3(M) = \frac{\langle \delta^3_M \rangle}{\sigma^3_M},$$

with $\sigma^2_M$ the mass variance smoothed over mass scale $M$:

$$\sigma^2_M = \int \frac{d^3k}{(2\pi)^3} W^2_M(k) T^2_\Phi(k, z) P_\Phi(k).$$

It is obvious from eq. (3.2) that $\kappa_3$ itself is proportional to $f_{\text{NL}}$. In practice, we make use of a fitting function for $\kappa_3$ to ease the computational load, which we calibrate explicitly for $k_{\text{cut}} = 0.1 \text{ Mpc}^{-1}$ in appendix B.

We show $\kappa_3$ as a function of halo mass in figure 4 for different choices of the cutoff scale $k_{\text{cut}}$. Increasing $k_{\text{cut}}$ produces an overall suppression of $\kappa_3$. The most striking effect is, however, the vanishing of $\kappa_3$ for halos much heavier than $M_{\text{cut}} = 4\pi \rho_m k_{\text{cut}}^{-3}/3$. For $k_{\text{cut}} = 0.1 \text{ Mpc}^{-1}$ this corresponds to $M_{\text{cut}} \approx 2 \times 10^{14} M_\odot$, roughly the mass of galaxy clusters. Furthermore, a more stringent cut of $k_{\text{cut}} = 1 \text{ Mpc}^{-1}$ does not alter the abundance of halos above $\sim 2 \times 10^{11} M_\odot$, which encompasses halos smaller than those hosting our own Milky Way. This shows that the PNG models that we consider would leave no signature in usual searches, such as cluster abundance or CMB analyses, whereas they will affect the UV LF, as well as the 21-cm signal during cosmic dawn.

### 3.3 Effect on the HMF

The deviation from Gaussianity in the PDF for $\delta_M$ will become imprinted onto the abundance and distribution of galaxies [41, 43]. For the derivation of the correction to the HMF induced by non-Gaussianities, we will use the Press-Schechter (PS) formalism\(^3\) [41]. In this framework, the volume fraction that has collapsed into halos of mass $M$ is given by the integral of the 1-point PDF of the scaled density perturbation $\nu \equiv \delta_M/\sigma_M$:

$$F(M) = \int_{\nu_c(M)}^\infty d\nu \rho(\nu, M),$$

where $\nu_c(M) = \sqrt{a_{\text{ST}}} \delta_{\text{crit}}/\sigma_M = 1.42/\sigma_M$. The (differential) halo mass function can then be directly obtained from:

$$\frac{dn(M)}{dM} = -2\rho_m \frac{dF(M)}{dM} = -2\rho_m F'(M),$$

where the prime denotes differentiation with respect to halo mass $M$. In a Gaussian cosmology, the PDF is given by $\rho(\nu, M) = (2\pi)^{-1/2} \exp(-\nu^2/2)$. Now, in a non-Gaussian cosmology

\(^3\)While the HMF we use is not the PS HMF, the moving barrier in the ST formalism adds an extra term to the constant barrier in the PS formalism [64], which in turn would make our bounds stronger. Since we do not include this extra term in the computation of the HMF correction, this will make our constraints conservative.
any deviations from this distribution can be described by making use of the Edgeworth series expansion \cite{84,85}. In this case, the PDF is written as a series in the higher-order cumulants of the distribution. Given that non-Gaussianities manifest themselves in deviations of these cumulants, this makes the Edgeworth expansion a useful tool. Note that even though this is an asymptotic series and its convergence is not guaranteed, we have checked the required truncation order for parameter ranges relevant to our purpose: modelling UV luminosity functions. As we will show in appendix C, we find that a reasonable accuracy (up to $|f_{NL}| \sim O(10^3)$) can be obtained by cutting off the series already at first order, and our constraints do not change when including higher-order corrections. In explicit form, the 1-point PDF then reads:

$$
\rho(\nu, M) = \frac{\exp(-\nu^2/2)}{(2\pi)^{1/2}} \left( 1 + \frac{\kappa_3(M)H_3(\nu)}{6} \right) ,
$$

with

$$
H_n(x) = (-1)^n \frac{\exp(\nu^2/2)}{\text{d}^n\text{d}\nu^n} \exp(-\nu^2/2)
$$

the (probabilists’) Hermite polynomials. This expression can then be inserted into eq. (3.10) to obtain the collapse fraction to first order in $f_{NL}$, which can be written as $F_{NG}(M) = F_0(M) + F_1(M)$ and with:

$$
F_0 = \frac{1}{2} \text{erfc} \left( \frac{\nu_c}{\sqrt{2}} \right) ,
$$

$$
F_1 = \frac{\exp(-\nu_c^2/2) \kappa_3H_2(\nu_c)}{(2\pi)^{1/2}} \frac{\kappa_3H_3(\nu_c)}{6} .
$$

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{The normalized skewness as a function of halo mass in the presence of local-type non-Gaussianity for different cut-off scales $k_{\text{cut}}$. The scatter points are obtained directly from eq. (3.8), whereas the solid lines are based on the fit in eq. (B.1). The dashed vertical lines roughly represent — from left to right — the mass of atomic cooling halos (relevant to the 21-cm signal from cosmic dawn), the heaviest halos probed in the Hubble Legacy/Frontier Fields and halos in which clusters reside.}
\end{figure}
The derivatives of these quantities with respect to halo mass $M_h$ read:

$$F_0' = -\frac{\exp(-\nu_c^2/2)}{(2\pi)^{1/2}} \nu_c'$$  \hspace{1cm} (3.16)

$$\frac{F_1'}{F_0} = \frac{\kappa_3 H_3(\nu_c)}{6} - \frac{H_2(\nu_c) \nu_c^3}{6 \nu_c'}.$$  \hspace{1cm} (3.17)

The non-Gaussian mass function up to first order in $f_{\text{NL}}$ is then:

$$\frac{n'_{\text{NG}}}{n'_{\text{G}}} = \frac{F'_{\text{NG}}}{F'_{\text{G}}} \approx 1 + \frac{F_1'}{F_0'},$$  \hspace{1cm} (3.18)

where $n_{\text{G}}$ indicates the Gaussian HMF. The Sheth-Tormen HMF in eq. (2.1) is then multiplied by this correction to obtain the luminosity function dependence on $f_{\text{NL}}$. For negative values of $f_{\text{NL}}$, one must proceed with caution, as the correction can lead to an unphysical (negative) value of the HMF. Instead, we set the correction equal to 0 for all masses where it is negative. As discussed in [43], this issue can be circumvented by using the log-Edgeworth expansion. However, while for negative $f_{\text{NL}}$ this can prove to be a useful trick, we find that its convergence for positive $f_{\text{NL}}$ is far worse. We also compared with the Edgeworth mass function in this same reference at low redshifts and found good agreement with both the semi-analytical results and the results from N-body simulations. We are not aware of any simulations of the HMF at high redshifts including PNG. Nevertheless, as the halos we probe at high redshift are comparable in rarity to the clusters studied in [43], and our HMF has been tested (assuming Gaussianity) against simulations in [60], we expect our approximations to be valid in the entire redshift range we consider.

4 Results

With the UV LF and non-Gaussianity formalisms established in the previous sections, we present here constraints on the amplitude $f_{\text{NL}}$ of non-Gaussianity at small scales. We focus mainly on the results obtained by using data set 1 and include results obtained from using the two other data sets with additional remarks in appendix E.

We start by constructing a $\chi^2$ to assess deviations from the data due to the presence of small-scale non-Gaussianity:

$$\chi^2(z, \theta) = \sum_{M_{\text{UV}}} \left( \frac{\phi_{\text{model}}(z, M_{\text{UV}}; \theta) - \phi_{\text{data}}(z, M_{\text{UV}})}{\sigma_{\phi}^{\text{data}}(z, M_{\text{UV}})} \right)^2,$$  \hspace{1cm} (4.1)

where $\theta = \{\alpha, \beta, \epsilon, f_{\text{NL}}\}$ represents a vector of the free parameters in our model and the sum goes over all data points. In order to account for cosmic variance, as well as any potential systematic errors in estimations of the UV LF, we impose a minimum relative error of 30% in the data for all data sets (i.e., $\sigma_{\phi}^{\text{data}}$ is at least $0.3 \times \phi_{\text{data}}$ at each $z$ and $M_{\text{UV}}$). This is a more conservative approach than used in [13, 52], where the minimum error was set at 20%. We determined this noise floor by solving for $\chi^2_{\text{best-fit}}/g_{\text{dof}} \approx 1$, where $\chi^2_{\text{best-fit}}$ is the best-fit value of the $\chi^2$ distribution and $g_{\text{dof}}$ is its number of degrees of freedom.

We begin by reproducing the analysis of [52] in the absence of primordial non-Gaussianity. That work only used a subset of our data, and under the same assumptions we find good agreement. Details of the comparison can be found in appendix A, which acts as a consistency check of our model assumptions.
Table 1. Constraints on $f_{\text{NL}}$ at 68% and 95% C.L. using the HLF and HFF data sets described in section 2.2. A minimum relative error of 30% is used in the data and the cut-off scale in the bispectrum is set equal to $k_{\text{cut}} = 0.1\,\text{Mpc}^{-1}$. These bounds are obtained by directly marginalizing the $\chi^2$ in eq. (4.1) over the parameters $\alpha_*, \beta_*$ and $\epsilon_*$, although a very similar result is obtained with a direct MCMC search.

| Data set | $1\sigma$          | $2\sigma$          |
|----------|-------------------|-------------------|
| 1 (HLF)  | $73^{+277}_{-192}$ | $73^{+430}_{-256}$ |
| 2 (HFF)  | $-155^{+185}_{-126}$ | $-155^{+297}_{-169}$ |
| 3 (HFF)  | $-302^{+262}_{-351}$ | $-302^{+412}_{-662}$ |

Next, we obtain constraints on $f_{\text{NL}}$ in two different ways. The first is by directly marginalizing eq. (4.1) over the parameters $\{\alpha_*, \beta_*, \epsilon_*\}$ for each $f_{\text{NL}}$, and thus finding the marginalized $\chi^2_{\text{marg}}(f_{\text{NL}})$. The second is by performing a joint MCMC analysis of all parameters. While both methods result in similar $f_{\text{NL}}$ constraints, they have different benefits. The first method will allow us to quickly find constraints on $f_{\text{NL}}$ under different assumptions. The advantage of the second method is that any correlations between the different parameters will be clear.

We impose broad flat priors of $\alpha_* = [-2, 0]$, $\beta_* = [0, 0.9]$, and $f_{\text{NL}} = [-2000, 1000]$. The negative prior on $\alpha_*$ (and positive one on $\beta_*$) reflects our understanding of feedback, where both the low- and high-mass limits of galaxies are less efficient at forming stars than in between [60, 61]. Moreover, since the parameter $\epsilon_*$ determines the fraction of baryons in a dark matter halo, we include an upper limit on its prior of $\epsilon_*^{\text{max}} = 2M_*/M_h \sim 2\Omega_b/\Omega_m \approx 0.31$ [55, 60], whereas its lower bound we set equal to 0.001 for convenience. Additionally we fix our cosmological parameters to the Planck 2018 best fits.

Our constraints, obtained through the marginalized-\(\chi^2\) method, are summarized in table 1. The $1\sigma$ and $2\sigma$ limits are obtained by determining for which $f_{\text{NL}}$ the quantity $\Delta\chi^2(f_{\text{NL}}) \equiv \chi^2_{\text{marg}} - \chi^2_{\text{best-fit}}$ is equal to 1 and 4 respectively. The full $\Delta\chi^2(f_{\text{NL}})$ curves are included in appendix E. Using data set 1 we find that $f_{\text{NL}}$ is consistent with zero, and has a one-sided error of $\sigma(f_{\text{NL}})$ = 235 at $1\sigma$ (and 343 at $2\sigma$). This error is not symmetric around the mean, as negative values of $f_{\text{NL}}$ have a more marked effect on the HMF (section 2). While this error is significantly larger than the one obtained with Planck data (where $\sigma(f_{\text{NL}}) = 5.1$ for local-type PNG [45]), it places a constraint on smaller scales, beyond where CMB data can naturally access, and is thus complementary to such bounds.

If instead of a 30% minimum relative error in the data we set this error equal to 20% (as in [13, 52]), the bounds would become stronger by approximately 25%. In the case such error is not included at all, the improvement would be roughly 50%.

Table 1 also shows the results for the other two data sets we consider, which use the HFF instead of the HLF. These are also consistent with no small-scale PNG within $2\sigma$ and have roughly comparable error-bars, showing that the specific data used, including the range of redshifts and magnitudes accessible, does not dramatically alter our conclusions.

In order to study degeneracies between the parameters, we now perform an MCMC analysis using data set 1 and show the posteriors in figure 5. Note that while at a single redshift the impact of $f_{\text{NL}}$ and $\epsilon_*$ on the UV LF is highly degenerate (see figure 2), this degeneracy is lifted when combining data at different redshifts, as is clear in figure 5. This is because different redshift slices have slightly different $f_{\text{NL}} - \epsilon_*$ degeneracy directions, mak-
Figure 5. Posteriors for $\alpha_\ast$, $\beta_\ast$, $\epsilon_\ast$ and $f_{\text{NL}}$ using data set 1 (section 2.2) and a cut-off scale in the bispectrum of $k_{\text{cut}} = 0.1 \text{Mpc}^{-1}$. A minimal error of 30% is imposed in the UV LF data points to account for cosmic variance and other systematic errors. The 2D contours depict the 1$\sigma$ and 2$\sigma$ confidence levels. The titles and vertical lines in the 1D posteriors represent the maximum-likelihood best fit (central line) and the $\pm 1\sigma$ quantiles (outer lines).

Their combination break the degeneracy and yielding a nearly Gaussian posterior. The MCMC best fit at 2$\sigma$ reads:

$$f_{\text{NL}} = 71^{+426}_{-237},$$

in excellent agreement with our result reported in table 1. At 1$\sigma$ (see top panels in figure 5), the agreement is reasonable and the deviations could be due to the implicit assumption in the marginalized-$\chi^2$ method that the data is Gaussian distributed. Since the MCMC method is free of any such assumptions, we consider eq. (4.2) our main result.

Results for other cut-off scales. The main analysis in this work uses a cut-off scale of $k_{\text{cut}} = 0.1 \text{Mpc}^{-1}$, which roughly denotes the smallest scale that can be probed by the CMB and below which we set the bispectrum equal to zero. While in principle $k_{\text{cut}}$ ought to be included as a free parameter in the analysis, it is computationally expensive to do so. Therefore, we devote this section to illustrate the sensitivity of our bounds to the cut-off scale $k_{\text{cut}}$ for a few cases.

In a similar fashion as before, we calculate the marginalized $\chi^2$ using different values for $k_{\text{cut}}$ and display these in figure 6. This figure shows that the bounds on small-scale non-Gaussianity mainly come from scales between $0.1 - 1 \text{Mpc}^{-1}$. The choice of $k_{\text{cut}} = 0.1 \text{Mpc}^{-1}$
Figure 6. Marginalized $\Delta \chi^2$ as a function of $f_{\text{NL}}$ and its dependence on the cut-off scale $k_{\text{cut}}$ of the PNG. These constraints are obtained using data set 1 in section 2.2 at redshifts $z = 4 + 5 + 6 + 7 + 8$ with a minimum relative error of 30% in the data.

exemplifies a scenario in which small-scale non-Gaussianity nearly exploits the UV LF to the fullest extent. This is because such scales correspond to masses around $10^{11} - 10^{13} M_\odot$, which coincide with mass scales at the bright end of the UV LF as probed by the HST. Therefore, when increasing the cut-off to smaller scales, the UV LF quickly loses its constraining power.

Interestingly, however, for $k_{\text{cut}} = 1 \text{ Mpc}^{-1}$ the best-fit value of $f_{\text{NL}}$ moves away from 0 (and we note that for larger $k_{\text{cut}}$ the constraints widen significantly). This hints to the existence of a bump-like feature in the data (possibly due to non-Gaussian HMF corrections only present at $M_h \lesssim 10^{11} M_\odot$), which would favour a negative $f_{\text{NL}}$ over $f_{\text{NL}} = 0$ by $\sim 1.7 \sigma$. This behaviour is also present when performing an MCMC analysis, even with redshift-dependent astrophysical parameters. Moreover, we find this deviation in HFF data as well, at the level of $\sim 1.9 \sigma$ for data set 2 and $\sim 2.5 \sigma$ for data set 3. It should be noted, however, that this deviation from Gaussianity can disappear if a different dust correction is employed (see appendix D). In the next section we will study the potential of the upcoming JWST and NGRST in resolving whether this excess has a physical origin.

5 Future data

Here we study how well future data from the epochs of cosmic dawn and reionization will be able to constrain small-scale PNG. We will focus on two experiments: the James Webb Space Telescope and the Nancy Grace Roman Space Telescope, which both will significantly improve upon the UV LFs of HST. We also briefly explore how small-scale non-Gaussianity would affect complementary 21-cm experiments in appendix G.

The JWST is expected to improve upon Hubble mainly at the faint end [61, 86], leaving the reach at the bright end (at fixed coverage) mostly unchanged. We will consider the Wide Field survey mode from [68] (see also [76] for a discussion), which covers an area of $\sim 4000 \text{arcmin}^2$ and has a total exposure time of 800 hours. This is a much smaller timescale than those of the surveys available in the HLF catalog [87]. As such, with this configuration less faint galaxies can be observed, although galaxies at higher redshifts will be found more
efficiently due to a different wavelength coverage \cite{88}. With a higher exposure time, we expect JWST to probe fainter galaxies and thus smaller scales. Moreover, it will allow to refine our phenomenological model, since it will help to accurately determine the star formation efficiency of high redshift galaxies \cite{89}. Here we assume that JWST observes galaxies with magnitudes above $M_{\text{UV}}^{\text{min}} = -22.75$, which roughly corresponds to the brightest galaxies in the HLF catalog \cite{9}. The lowest-brightness galaxies the JWST can detect correspond to an apparent magnitude of approximately $m_{\text{lim}} = 29.3$ \cite{68}. This quantity is translated into an absolute magnitude $M_{\text{UV}}^{\text{max}}$ via $M_{\text{UV}}^{\text{max}} = m_{\text{lim}} + 5 - 5 \log_{10} (D_L/\text{pc})$, where $D_L$ is the luminosity distance.

The NGRST, on the other hand, is expected to cover a significantly larger area than both the HST and JWST. In particular, the High-Latitude Survey \cite{90} that we consider here will image an area of $\sim 2000 \text{deg}^2$ over a 2-year period, which will allow us to further probe the bright end of the UV LF. We determine $M_{\text{UV}}^{\text{min}}$ for NGRST by requiring that at least one galaxy is contained in the brightest magnitude bin. This gives a value of $-25 \lesssim M_{\text{UV}}^{\text{min}} \lesssim -24$. The galaxies of lowest brightness observable correspond to an apparent magnitude of $m_{\text{lim}} = 26.5$ \cite{68} and is translated to an absolute magnitude using the formula above.

We make simple forecasts for both JWST and NGRST by generating a set of mock data at redshifts $z = \{4, 5, 6, 7, 8, 9, 10\}$ through the following procedure:

1. We define a fiducial luminosity function based on the global fit to data set 1 at $z = 4 + 5 + 6 + 7 + 8$ (fixing $f_{\text{NL}} = 0$ here, see also figure 3). The fiducial parameters of this model are $\{\alpha_*, \beta_*, \epsilon_*, f_{\text{NL}}\} = \{-1.14, 0.20, 0.23, 0\}$.

2. Next, we bin the luminosity function from $M_{\text{UV}}^{\text{min}}$ to $M_{\text{UV}}^{\text{max}}$. We use a bin size of $\Delta M_{\text{UV}} \approx 0.5$ and calculate the average (comoving) number of galaxies inside each bin at each redshift. For the NGRST mock data, the value of $M_{\text{UV}}^{\text{min}}$ is determined by requiring that at least one galaxy is contained in the brightest magnitude bin at each redshift.

3. Then we draw from a Poisson distribution with average the number of galaxies inside each bin. The central values of the mock data are then these random sampled numbers, placed at the center of each bin. If the Poisson sampling gives 0, we set as average value 0.5 galaxies (so as to obtain a rough upper bound of 1 galaxy).

4. The errors are obtained in two steps: firstly, we draw from a Poisson distribution with mean the average number of galaxies inside each bin. If in the previous step 0 was obtained, then the error is also set to 0.5 galaxies. Secondly, like in our main analysis, we impose a minimal relative error of 10\%, to account for cosmic variance \cite{91}. Since 10\% could be regarded as a conservative value, depending on the sky coverage, we also report forecasts using 0\% and 5\% for comparison. The errors are placed symmetrically around each mock data point.

5. Lastly, we translate back to the luminosity function by dividing by volume and the bin size $\Delta M_{\text{UV}}$.

Given the JWST and NGRST mock data, we construct a $\chi^2$ in a similar fashion as for the HST data and follow the same two approaches as in section 4 to forecast constraints on

\footnote{The dust attenuation at such bright magnitudes can suppress the UV LF significantly. Given that the dust extinction parameters have not been measured at $z > 8$ yet, the absence of this effect at these redshifts and magnitudes is an important caveat in our method of generating mock data.}
Table 2. Forecasted sensitivities to $f_{\text{NL}}$ by JWST and NGRST, using $k_{\text{cut}} = 0.1 \text{ Mpc}^{-1}$ and different minimal errors in the mock data. These bounds are obtained by marginalizing the $\chi^2$ in eq. (4.1) over the parameters $\alpha_*, \beta_*$ and $\epsilon_*$. The † indicates that only Poisson error is included (although unrealistic due to cosmic variance).

| Min. error | JWST $1\sigma$ | JWST $2\sigma$ | NGRST $1\sigma$ | NGRST $2\sigma$ | Combined $1\sigma$ | Combined $2\sigma$ |
|------------|----------------|----------------|-----------------|-----------------|-------------------|-------------------|
| None†      | ±20            | ±28            | ±9              | ±13             | ±14               | ±20               |
| 5%         | ±37            | ±53            | ±49             | ±70             | ±24               | ±34               |
| 10%        | ±56            | ±79            | ±99             | ±156            | ±39               | ±56               |

$f_{\text{NL}}$. Here, we again use a cut-off scale in the bispectrum of $k_{\text{cut}} = 0.1 \text{ Mpc}^{-1}$. We summarise our forecasts in table 2, where we directly marginalized the $\chi^2$ to obtain the bounds on $f_{\text{NL}}$. The values in this table are calculated with respect to the median marginalized $\Delta \chi^2$. NGRST is found to give slightly weaker constraints than JWST, which is mainly due to the lower value of $m_{\text{lim}}$, i.e., only the brightest galaxies can be observed at high redshifts. When combining the two mock data sets, without overlapping the covered magnitude ranges, the bounds can be further improved. We also ran an MCMC simulation with the JWST mock data (since it is expected to give the strongest constraints) and show the posteriors in appendix F. All in all, JWST and NGRST would be able to improve upon our current bounds based on HST observations roughly by a factor 3–4 under conservative assumptions (10% minimum error) and up to an order of magnitude for more optimistic assumptions. Moreover, given this factor of 3–4 improvement, JWST and NGRST will be able to either alleviate or further strengthen (to $\sim 3\sigma$) the deviation from zero in our bounds on $f_{\text{NL}}$ for $k_{\text{cut}} \sim 1 \text{ Mpc}^{-1}$ (see figure 6 and section 4 for details).

6 Conclusions

In this work we have demonstrated the ability of UV luminosity functions to probe small-scale non-Gaussianity. This opens a window into the physics of the highest energies known, cosmic inflation, as well as other primordial phenomena happening at small scales, such as the production of PBHs. We focused on non-Gaussianity manifested at scales smaller than those probed by the CMB and LSS, for which there are no other current bounds, cf. figure 1. We have shown that constraints can already be obtained from HST observations roughly by a factor 3–4 under conservative assumptions (10% minimum error) and up to an order of magnitude for more optimistic assumptions. Moreover, given this factor of 3–4 improvement, JWST and NGRST will be able to either alleviate or further strengthen (to $\sim 3\sigma$) the deviation from zero in our bounds on $f_{\text{NL}}$ for $k_{\text{cut}} \sim 1 \text{ Mpc}^{-1}$ (see figure 6 and section 4 for details).

We conclude that:

- Small-scale non-Gaussianity affects the UV luminosity function mostly at the bright end. While there are degeneracies between $f_{\text{NL}}$ and some astrophysical parameters, these can be broken by combining data at different redshifts.

- Current observations of the UV luminosity function can provide robust bounds on small-scale non-Gaussianity. Our main analysis is performed by using UV LF data from the HLF catalog and assuming a cut-off scale in the bispectrum of 0.1 Mpc$^{-1}$. 
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We obtain constraints on $f_{\text{NL}}$ of $71^{+221}_{-119}$ at 1$\sigma$ and $71^{+426}_{-237}$ at 2$\sigma$. These are comparable to the results obtained with HFF data or under different assumptions regarding the astrophysical parameters.

- JWST and NGRST can further improve upon these bounds by a factor 3–4. A set of forecasts shows that such experiments would be able to reduce the error on $f_{\text{NL}}$ down to $\Delta f_{\text{NL}} \sim 100$ at 2$\sigma$.

Having established the formalism of the UV luminosity function as a probe of small-scale non-Gaussianity, it is important to consider the origin of the non-zero best-fit amplitude that we find for a cut-off scale of $k_{\text{cut}} = 1 \text{ Mpc}^{-1}$ in the bispectrum (section 4). This anomaly persists for all UV LF data sets considered. We have shown that JWST and NGRST are able to address this issue. Another promising way forward would be to study the impact of such small-scale PNG on the 21-cm cosmic-dawn signal measured by upcoming global-signal and interferometric 21-cm experiments (see appendix G). In addition, a more sophisticated forecast for JWST would give a better picture of the smallest scales that can be affected by PNG. This is particularly the case when a combination of different observational configurations and longer exposure times is considered.

In conclusion, our work establishes the UV LF as a powerful probe of the fundamental processes that were at play in the early Universe. Upcoming surveys will offer an exciting possibility to unveil the origin of structures in our cosmos and in which process the UV LF will play a prominent role.
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A Comparison with literature

Here we perform a comparison of our results with [52]. We use the ‘B+’ data set from [52], and compare against their result in figure E2, where the UV LF data used is from [13], restricted to the magnitude range $-20 \leq M_{\text{UV}} \leq -15$. In this reference a single power-law is employed to describe the halo mass–stellar mass relation, instead of the double power-law in our approach (eq. (2.3)). In addition, while in eq. (2.4) we fixed $t_*=1$, we allow it to vary here. It means that for the purpose of comparison there are three free parameters: $\alpha_*$, $\epsilon_*$ (corresponding to $f_*$ in [52]) and $t_*$. Note that we do not include the parameter $M_1$, as it is only relevant for the smallest halos. Additionally, there is a minus sign difference between our definition of $\alpha_*$ and that of [52], and we translate their $f_*$ into $\epsilon_*$ in our framework using the following relation:

$$\epsilon_* = f_* \times \frac{\Omega_b}{\Omega_m} \left( \frac{M_*}{10^{10} M_\odot} \right)^{-\alpha_*},$$ (A.1)
where $M_c = 1.6 \times 10^{11} M_\odot$. While this reference does not explicitly mention the best-fit values, a rough estimate can be obtained at the point where their 1D posterior is maximal. This gives $\alpha_s \approx 0.4$, $f_s \approx 0.1$ (which translates into $\epsilon_s = 0.1 \times 0.157 \times 10^{0.4} \approx 0.048$) and $t_s \approx 1$ (since this parameter is highly degenerate with $f_s$). We performed an MCMC simulation and show the results in figure 7. We find overall good agreement in both the best-fits and degeneracies between the parameters. In particular, our contours for the power-law index $\alpha_s$, which is the least degenerate parameter, agree well with [52]. Note that here we considered a broader prior on $t_s = [0, 2.5]$ than [52] and did not assume a log-flat prior on $\epsilon_s$ (to keep consistency with the analysis in the main text).

B Fit for the skewness

The calculation of the skewness in eq. (3.8) is computationally expensive. Hence, we provide a fitting function that describes $\kappa_3$ for a wide range of halo masses, $M = 10^5 - 10^{15} M_\odot$, and which we used in our main analysis with $k_{\text{cut}} = 0.1 \text{ Mpc}^{-1}$. It is given by:

$$\frac{\kappa_3(M)}{f_{\text{NL}}} = (A - B \ln(M))^C \exp \left( - \frac{D M}{\rho_M \left( \frac{2 \pi}{k_{\text{cut}}} \right)^3} \right) \frac{1}{E + F \tanh \left( \frac{H M}{\rho_{\ln} \left( \frac{2 \pi}{k_{\text{cut}}} \right)^3} \right)}, \quad (B.1)$$

where $\{A, B, C, D, E, F, H\} = \{-1.86 \times 10^{-9}, -1.66 \times 10^{-13}, 2.59, -6.22, -3.95 \times 10^{-6}, -132.59, 1.56 \times 10^{-6}\}$. We emphasize that this fitting function is obtained using $k_{\text{cut}} = 0.1 \text{ Mpc}^{-1}$ and that some of these fitting parameters change with $k_{\text{cut}}$. The fits for a number of different cut-off scales are shown in figure 4. We also compared with the fitting function for $\kappa_3$ in [43] (in the case of $k_{\text{cut}} = 0$) and found good agreement.
C Higher-order non-Gaussianity

In this appendix we explore the impact of higher-order non-Gaussian terms on our bounds. The formalism employed in the main analysis expands both the gravitational potential (eq. (3.4)) and the 1-point PDF (eq. (3.12)) to first order in $f_{NL}$. In principle, one should include higher-order terms proportional to $f_{NL}^2$, $f_{NL}^3$, $g_{NL}$ and $\tau_{NL}$ in both expansions. For the sake of simplicity, however, we only consider terms proportional to $f_{NL}^2$ and $f_{NL}^3$ in the PDF. Keeping in mind that $\kappa_3$ is proportional to $f_{NL}$, the PDF is then given by:

$$
\rho(\nu, M) = \exp\left(\frac{-\nu^2}{2}\right) \left(1 + \frac{\kappa_3(M)H_3(\nu)}{6} + \frac{\kappa_3^2(M)H_6(\nu)}{72} + \frac{\kappa_3^3(M)H_9(\nu)}{1296}\right), \quad (C.1)
$$

Just like before, this expression can be plugged in eq. (3.10) to obtain the collapse fraction up to third order in $f_{NL}$, which can be written as $F_{NG}(M) = F_0(M) + F_1(M) + F_2(M) + F_3(M)$. The $F_i$’s read:

$$
F_0 = \frac{1}{2} \text{erfc} \left(\frac{\nu_c}{\sqrt{2}}\right), \quad (C.2)
$$

$$
F_1 = \exp\left(\frac{-\nu_c^2}{2}\right) \frac{\kappa_3H_2(\nu_c)}{6} \quad (C.3)
$$

$$
F_2 = \exp\left(\frac{-\nu_c^2}{2}\right) \frac{\kappa_3^2H_5(\nu_c)}{72} \quad (C.4)
$$

$$
F_3 = \exp\left(\frac{-\nu_c^2}{2}\right) \frac{\kappa_3^3H_8(\nu_c)}{1296}, \quad (C.5)
$$

and their derivatives are given by:

$$
F_0' = -\exp\left(\frac{-\nu_c^2}{2}\right) \frac{\nu_c'}{\sqrt{2}} \quad (C.6)
$$

$$
F_1' = \frac{\kappa_3H_3(\nu_c)}{6} - \frac{H_2(\nu_c)}{6} \frac{\kappa_3'}{\nu_c'} \quad (C.7)
$$

$$
F_2' = \frac{\kappa_3^2H_6(\nu_c)}{72} - \frac{\kappa_3H_5(\nu_c)}{36} \frac{\kappa_3'}{\nu_c'} \quad (C.8)
$$

$$
F_3' = \frac{\kappa_3^3H_9(\nu_c)}{1296} - \frac{\kappa_3^2H_8(\nu_c)}{432} \frac{\kappa_3'}{\nu_c'}. \quad (C.9)
$$

Finally, the correction to the Gaussian mass function up to third order in $f_{NL}$ is then given by:

$$
\frac{n_{NG}'}{n_G} \approx 1 + \frac{F_1' + F_2' + F_3'}{F_0}. \quad (C.10)
$$

The individual contributions to this correction are shown in figure 8 for a benchmark case with $f_{NL} = \pm 500$. These values encompass the 2$\sigma$ bounds in our main analysis. It is clear that the higher-order terms only slightly alter the first-order correction to the halo mass function (and thus the UV luminosity function). Smaller values of $f_{NL}$ lead to even smaller differences between the different curves. Moreover, we have performed a number of simulations using corrections with increasing order and found no shift in the bounds. This validates the expansion of both the bispectrum of the gravitational potential (eq. (3.5)) and the PDF (eq. (3.12)) only to first order in $f_{NL}$ in our main analysis.
Figure 8. Corrections to the Gaussian halo mass function induced by small-scale primordial non-Gaussianity. A cut-off scale of $k_{\text{cut}} = 0.1 \text{ Mpc}^{-1}$ is assumed in the bispectrum. The values $f_{\text{NL}} = \pm 500$ roughly encompass the 2$\sigma$ bounds in the main analysis of this work (section 4). The three different lines correspond to different order corrections in $f_{\text{NL}}$ to the PDF (eq. (C.1)) and show that using an expansion to first order is already enough for obtaining bounds using Hubble galaxy luminosity function data.

D Altered dust correction

The attenuation of the UV luminosity function due to dust extinction is mainly present at the bright end [61, 94]. Therefore, it is conceivable that this effect and that of non-Gaussianity (lower right panel in figure 2) are degenerate to some extent. In this appendix we explore the impact of such possible degeneracy on our bounds. The main analysis in this work uses an empirical dust model that is calibrated using local galaxies and with an attenuation of the form [71, 94]:

$$\langle A_{\text{UV}} \rangle = C_0 + 0.2 \ln(10) \sigma^2 \beta^2 C_1 + C_1 \langle \beta \rangle,$$

(D.1)

where $C_0$ and $C_1$ are fitting parameters. We use the calibration from [70] (see eq. (2.8)), which is based on local star-forming galaxies and gives $C_0 = 4.43$ and $C_1 = 1.99$. Other references, e.g. [95–99], also use low-redshift probes and find slightly different fits. We have checked that our constraints do not change significantly when using different fits for $C_0$ and $C_1$. As such, instead of fixing the parameters $C_0$ and $C_1$ to different values, here we will perform a more general MCMC analysis and vary these along with $\alpha_*$, $\beta_*$, $\epsilon_*$ and $f_{\text{NL}}$. We allow negative values of $C_0$ and $C_1$, but avoid unrealistic physical situations by setting negative dust corrections equal to 0.

The results of our MCMC search are shown in figure 9, where only the posteriors for $f_{\text{NL}}$, $C_0$ and $C_1$ are displayed for clarity (although all parameters are varied). Altering the dust extinction in the analysis has a notable impact on our constraints and results in $f_{\text{NL}} = 881^{+114}_{-79}$ at 2$\sigma$ (to be compared with $f_{\text{NL}} = 71^{+426}_{-237}$ and figure 5 where $C_0$ and $C_1$ are fixed). However, the most striking feature of this analysis is that the preferred values for the extinction parameters are very different than those from local star-forming galaxies. The best-fit $C_0$ and $C_1$ are negative, which indicates that smaller galaxies suffer from more dust extinction. This is in conflict with both local data-sets and physical intuition. We found that
\[ f_{NL} = 881^{+427}_{-548} \]
\[ C_0 = -1.96^{+1.61}_{-1.13} \]
\[ C_1 = -1.12^{+1.64}_{-0.05} \]

Figure 9. Posteriors on \( f_{NL} \) and the dust extinction parameters \( C_0 \) and \( C_1 \) (see eq. (D.1)). Data set 1 (section 2.2) is used here. The titles and vertical lines in the 1D posteriors depict the maximum likelihood best-fit (middle line) and the \( \pm 1\sigma \) quantiles (outer lines).

this is due to the fact that we are varying \( f_{NL} \) along with the astrophysical parameters. By performing an MCMC without including \( f_{NL} \), the best-fit values of \( C_0 \) and \( C_1 \) are more in line with those from low-redshift probes. If we do vary \( f_{NL} \) and restrict \( C_0 \) and \( C_1 \) to positive values, we obtain best-fits \( C_0 = 2.9 \) and \( C_1 = 1.9 \), in much better agreement with low-redshift observations. As a consequence, given that there already exist several observations of the extinction parameters, figure 9 ought to be thought of as a worst-case scenario, in which no information on the dust extinction is known. As such, our results in the main text represent a more grounded picture. Nevertheless, it is clear that an accurate observational determination of the attenuation is of importance when setting constraints on small-scale non-Gaussianity.

E Results using HFF data

Given that the main results of this work are based on data from the Hubble Legacy Fields catalog, we devote this appendix to constraints obtained with UV luminosity function observations from the Hubble Frontier Fields (data sets 2 and 3 described in section 2.2). In figure 10 the accompanying marginalized \( \chi^2 \) to the constraints in table 1 are shown. In general, all three data sets give results that agree with each other to reasonable degree. The sudden jumps in the curve of data set 3 are a direct consequence of the mass cuts in the halo mass function correction (to prevent it from becoming negative). The reason why only this curve shows such behaviour is twofold: \( i \) at higher redshift, the mass-cut scale is lower (i.e., the cut happens for smaller negative \( f_{NL} \)) and \( ii \) the lower-redshift data from [12] has large errors, causing the \( z = 10 \) data from [16] to have a more sizeable contribution to the overall \( \chi^2 \) (and thus making the jumps more prominent). The latter point can be proven by comparing \( \chi^2_{\text{best-fit}}/g_{\text{dof}} \) for data sets 2 and 3 (both share data from [16]), which gives a value of 1.3 and 0.4 respectively. The latter value is independent of the imposed 30\% minimum relative error on the data.
Figure 10. Marginalized $\Delta \chi^2$ as a function of $f_{NL}$ for all three data sets described in section 2.2. In all cases we have set $k_{cut} = 0.1 \text{Mpc}^{-1}$.

F Posterior for JWST forecast

In a completely analogous way as described in section 4, we perform an MCMC simulation for the JWST forecast, using one realization of mock data according to the procedure detailed in section 5. The posteriors are shown in figure 11. We find that the bounds agree reasonably well with those in table 2 using the marginalized-$\chi^2$ method.

G Impact on cosmic-dawn 21-cm

We briefly study how the 21-cm signal during cosmic dawn would be altered in the presence of non-Gaussianities. This will provide a complementary approach to the UV luminosity functions, with different systematics and uncertainties. We will not perform a full Fisher analysis of upcoming 21-cm data, but instead highlight the main effects of small-scale PNG on the 21-cm global signal and its fluctuations. This exploratory analysis, while less complete than our approach in section 5, will suffice to show an alternative way of probing small-scale PNG.

The same changes to the HMF that affect the UV LF at $z \sim 4 - 10$ will leave a stronger imprint at the higher redshifts of cosmic dawn ($z \sim 10 - 30$). Moreover, as the star formation at such early times is dominated by lighter halos, we will have access to even smaller scales to probe PNG. In that way our analysis here complements that of [100], as we study the impact of the small-scale bispectrum of fluctuations, as opposed to the power spectrum.

The physical picture is that the first stars formed in small halos and were able to cool gas through atomic- and molecular-line transitions [101–104]. These stars emitted UV photons and changed the state of the intergalactic medium through the Wouthuysen-Field effect [105–107], allowing neutral hydrogen to absorb 21-cm photons. Subsequently, the first galaxies heated up the hydrogen through X-rays, which lead to the emission of 21-cm radiation. Eventually, UV photons were able to reionize all of the hydrogen. For a detailed review of these processes see, e.g., [108, 109].
Figure 11. Posteriors for $\alpha_\ast$, $\beta_\ast$, $\epsilon_\ast$ and $f_{\text{NL}}$ using JWST mock data at $z = 4+5+6+7+8+9+10$. A minimal error of 10% is assumed in the mock data points to account for cosmic variance. The cut-off scale in the bispectrum is set equal to $k_{\text{cut}} = 0.1 \, \text{Mpc}^{-1}$. The 2D contours depict the 1$\sigma$ and 2$\sigma$ confidence levels. The titles and vertical lines in the 1D posteriors represent the maximum-likelihood best fit (middle line) and the $\pm$1$\sigma$ quantiles (outer lines).

Given the range of halo masses that are relevant for cosmic dawn, $M_h \sim 10^5 - 10^8 \, M_\odot$, and the accessibility of 21-cm cosmic-dawn observations to wavenumbers as large as $k \approx 50 \, \text{Mpc}^{-1}$ [100], we will impose a more restrictive cut on our bispectrum of $k_{\text{cut}} = 1 \, \text{Mpc}^{-1}$ throughout this section. Smaller values of $k_{\text{cut}}$ will be at least similarly constrained. We choose $k_{\text{cut}} = 1 \, \text{Mpc}^{-1}$ also to showcase how the ‘anomaly’ observed for this value in the HST UV LFs (see section 4) would leave an observable signature on the 21-cm signal.

Altering the abundance of the first galaxies — by changing the HMF due to PNG — will shift the timing of all the events mentioned before and leave an imprint on the 21-cm signal. We will use the HMF correction computed in section 3.3 and apply it to 21cmFAST simulations [110, 111]. These are semi-numerical simulations based on the excursion-set approach of 21cmFAST [112–115], modified however to include molecular cooling halos and the effect of the dark matter-baryon relative velocities (see [110] for details on the implementation). Here we just multiply the HMF in that code by eq. (3.18) to include the effect of small-scale PNG and keep the same astrophysical parameters as in [110], with a simulation box of $L_{\text{box}} = 600 \, \text{Mpc}$ and a cell size $R_{\text{cell}} = 3 \, \text{Mpc}$. We emphasize that the large-scale initial conditions (both densities and relative velocities) of our simulations are kept Gaussian, as PNG only affects modes with $k > 1 \, \text{Mpc}^{-1}$. Therefore, the only effect of small-scale PNGs will be to alter the abundance of the first galaxies.
Figure 12. 21-cm global signal as a function of redshift. The black line shows our fiducial case (with star fraction $f_\star = 0.1$), whereas the yellow dash-dotted and red dotted lines have 30% lower or higher $f_\star$. The green (blue) dashed line shows the global signal in the presence of negative (positive) small-scale PNG with $k_{\text{cut}} = 1$ Mpc$^{-1}$, which delays (accelerates) the 21-cm landmarks.

We show the 21-cm global signal in figure 12, which corresponds to the total absorption or emission of 21-cm photons across the entire sky. This signal shows the expected behavior: absorption ($T_{21} < 0$) when the first stars form at $z \sim 25$, a trough at $z \sim 20$ when the X-ray heating starts and emission ($T_{21} > 0$) by $z \sim 15$ when the gas is fully heated. As is clear from figure 12, these landmarks are delayed for negative $f_{\text{NL}}$, as fewer halos form, and vice-versa for positive $f_{\text{NL}}$. This delay of the 21-cm landmarks can, in principle, be mimicked to some degree by a change in the unknown astrophysical parameters of cosmic dawn. As an example, we vary the fraction of gas that turns into stars $f_\star$ (with a fiducial value of 0.1) and show the resulting 21-cm signal in figure 12. As expected, the effect of PNG is more marked at high $z$, showing that the effects of $f_{\text{NL}}$ and $f_\star$ can be disentangled to some extent. This is promising for global-signal experiments like EDGES [116], SARAS [117], LEDA [118], SCHI-HI [119] or PRIzM [120].

We now explore the effect of PNG on the 21-cm fluctuations. We show in figure 13 the amplitude of 21-cm fluctuations $\Delta T_{21}^2(k)$ at two wavenumbers, $k = 0.1$ and 0.5 Mpc$^{-1}$. These are chosen to be at the lowest edge of what can be observed due to foregrounds, and roughly in the middle where thermal noise dominates the HERA noise budget [121]. In both cases we see the same behaviour as in the global signal, with the 21-cm landmarks being either delayed or accelerated. Here the difference between $f_{\text{NL}}$ and $f_\star$ can be more readily seen, as even the heights of the curves differ. This is potentially observable by upcoming interferometers, such as HERA [122] and LOFAR [123], or in the future with SKA [124].

While detailed forecasts for each 21-cm experiment are beyond the scope of this work, our study shows that both the 21-cm global signal and its fluctuations appear to be sensitive to small-scale PNG at the level of $f_{\text{NL}} \sim 10^2$ (for $k_{\text{cut}} = 1$ Mpc$^{-1}$).
Figure 13. Evolution of the 21-cm power spectrum for wavenumbers $k = 0.1 \text{ Mpc}^{-1}$ (top) and $k = 0.5 \text{ Mpc}^{-1}$ (bottom). The different curves have the same meaning as in figure 12. The PNG cut-off scale is $k_{\text{cut}} = 1 \text{ Mpc}^{-1}$.
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