Zeta function regularization technique in the electrostatics context for discrete charge distributions
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Abstract

Spectral functions, such as the zeta functions, are widely used in quantum field theory to calculate physical quantities. In this work, we compute the electrostatic potential and field due to an infinite discrete distribution of point charges, using the zeta function regularization technique. This method allows us to remove the infinities that appear in the resulting expression. We found that the asymptotic behavior dependence of the potential and field is similar to the cases of continuous charge distribution. Finally, this exercise can be useful for graduate students to explore spectral and special functions.
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1. Introduction

The mathematician Leonard Euler introduced a version of the zeta function in 1737. However, it was extensively studied by the German mathematician Bernard Riemann, who, in his article ‘On the Number of Primes Less Than a Given Magnitude’, published in 1859, took as a starting point the Euler’s theorem (1737), where he proved that the sum of the reciprocals of the prime numbers is a divergent series [1]. Riemann defined a function in the complex plane $\zeta(s) = \sum_{n=1}^{\infty} n^{-s}$, where $s \in \mathbb{C}$, and he proved that this sum converges when $\text{Re}(s) > 1$ and diverges when $\text{Re}(s) = 1$, which means that the $\zeta$-function has a simple pole.

*Author to whom any correspondence should be addressed.
The zeta functions properties, like Hurwitz, Barnes, and Epstein zeta functions, have been well-studied [2], and it is of our particular interest the Epstein zeta function [3, 4], associated with sums of squares of integers. Besides, the zeta function has proved to be a very powerful tool in quantum field theory (QFT), e.g. the Casimir effect or theory of strong interactions [5–7].

One of the fundamental aspects of QFT is the task to extract results physically significant from quantities that, in principle, are ill-defined. Usually, these quantities are related to sequences of numbers \( \lambda_k \) where \( k \in \mathbb{N} \), which, for most applications, are eigenvalues of certain operators Laplace like that grow without bound when \( k \to \infty \). In principle, the divergences that appear may be related to measurable physical quantities. Therefore, one must make sense of the calculations of those quantities. This can be achieved by a method called ‘regularization’, where it extracts the relevant information the calculations made. This procedure generally leads to the appearance of a scale parameter, say \( \Lambda \), which we can roughly say, allows giving a finite value to originally divergent expressions. This parameter is usually called ‘cutoff’ or ‘regulator’.

The original procedure in QFT consists of taking the limit \( \Lambda \to \infty \) when the problematic (divergent) terms are isolated and suppressed from the desired expression. So the regulator has no relevant meaning and is just part of a mathematical artifact to make sense of certain formal expressions. It is important to note that there are various regularization methods, such as Pauli–Villars, dimensional regularization, cut-off regularization, among others [8].

However, these regularization schemes are not QFT exclusively. In the context of electrostatics, we can find situations where we have to deal with diverging quantities. Some authors have studied the calculation of the electrostatic potential and field in continuous charge distributions, such as the infinite charged wire and the infinite charged plate, using cut-off and dimensional regularizations and renormalization schemes [9–11].

This work aims to calculate the electrostatic potential and electric field of infinite one and two-dimensional lattices as an example of the application of the zeta function regularization technique, in the context of electrostatics.

2. Point charges distribution

The electrostatic potential due to a set of point charges is given by [12]

\[
V = \frac{1}{4\pi\varepsilon_0} \sum \frac{q_i}{r_i},
\]

where \( r_i \) is the distance form the \( i \)th charge, \( q_i \), to the point at which \( V \) is evaluated.

We consider a lattice of infinite identical point charges, located on the \( xy \) plane, separated by a distance \( a \) from each other in the \( x \) and \( y \) coordinates, as shown in figure 1.

The origin of the coordinate system, \( O \), is at the center of the lattice, where a point charge is located. The electrostatic potential on the \( +z \) axis can be written as

\[
V(z) = \frac{q}{4\pi\varepsilon_0} \sum_{n,m=-\infty}^{\infty} \frac{1}{\sqrt{x_n^2 + y_m^2 + z^2}}.
\]
where $x_n = an$ and $y_m = am$, $n$ and $m$ being integers, represent, respectively, the $x$ and $y$ coordinates of point charges from the lattice. So we can rewrite the electrostatic potential as

\[
V(\xi) = \frac{1}{4\pi \epsilon_0 a} \sum_{n,m=-\infty}^{\infty} \frac{1}{\sqrt{n^2 + m^2 + \xi^2}},
\]  

with $\xi = z/a$ as a dimensionless parameter, related to the $z$ coordinate. To obtain a dimensionless expression, we normalize equation (3) to the potential of a point charge at a distance $a$ from the origin along the $+z$ axis, $V_0 = q/(4\pi \epsilon_0 a)$. Thus, we get the expression

\[
\tilde{V}(\xi) = \sum_{n,m=-\infty}^{\infty} \frac{1}{\sqrt{n^2 + m^2 + \xi^2}}.
\]  

The sum in equation (4) diverges due to the infinite summation range, and thus this divergence is analogous to the ultraviolet divergence in QFT. On the other hand, if $\xi \to 0$, the sum also diverges at the origin (when $n = m = 0$), and such kind of divergence is analogous to the infrared divergence in QFT [13]. However, in this work we are interested in the large $\xi$ regime. Therefore, in order to calculate the infinite sum, we must use an appropriate regularization method. For this purpose, we will use the zeta function method.

### 3. Zeta function regularization method

The multidimensional Epstein zeta function [14] is defined by

\[
\zeta_{E}(s,d;\xi^2) = \sum_{n,d \in \mathbb{Z}} (n_1^2 + n_2^2 + \cdots + n_d^2 + \xi^2)^{-s}.
\]
where \( d \) is the dimension of the function and \( s \in \mathbb{C} \). By means of the Mellin transform, the multidimensional Epstein zeta function is given by

\[
\zeta_E(s, d; \xi^2) = \frac{1}{\Gamma(s)} \int_0^\infty dr \; r^{s-1} \sum_{\mathbf{n} \in \mathbb{Z}^d} e^{-\xi(n_1^2 + n_2^2 + \cdots + n_d^2)}.
\]

valid for \( \text{Re}(s) > d/2 \). However, we are interested in the values where \( \text{Re}(s) < d/2 \), so we need to make an analytical continuation in the complex plane of \( s \) to include the value \( s = 1/2 \). Using the transformation formula of the Jacobi theta function of a lattice [15]

\[
\Theta(\omega) = \left( \frac{i}{\omega} \right)^{d/2} \Theta\left( -\frac{1}{\omega} \right),
\]

where \( \Theta(\omega) = \sum_{\mathbf{n} \in \mathbb{Z}^d} e^{-i\pi \omega \langle n, n \rangle} \), and with \( \omega = it/\pi \), we have

\[
\sum_{\mathbf{n} \in \mathbb{Z}^d} e^{-i\pi \omega \langle n, n \rangle} = \left( \frac{\pi}{t} \right)^{d/2} \sum_{\mathbf{n} \in \mathbb{Z}^d} e^{-\frac{\pi^2}{t} \langle n, n \rangle}.
\]

With the equation (8), the equation (6) can be written as it follows

\[
\zeta_E(s, d; \xi^2) = \frac{1}{\Gamma(s)} \int_0^\infty dr \; r^{s-1} e^{-\xi^2} \left( \frac{\pi}{t} \right)^d \sum_{\mathbf{n} \in \mathbb{Z}^d \setminus \{0\}} e^{-\frac{\pi^2}{t} \langle n, n \rangle}.
\]

The term \( n = 0 \) can be treated separately from the sum, so we obtain

\[
\zeta_E(s, d; \xi^2) = \frac{1}{\Gamma(s)} \left\{ \int_0^\infty dr \; r^{s-1} e^{-\xi^2} \left( \frac{\pi}{t} \right)^d \sum_{\mathbf{n} \in \mathbb{Z}^d \setminus \{0\}} + \int_0^\infty dr \; r^{s-1} e^{-\xi^2} \times \left( \frac{\pi}{t} \right)^d e^{-\frac{\pi^2}{t} \langle n, n \rangle} \right\}.
\]

From the first integral we can recognize the Gamma function

\[
\int_0^\infty dr \; r^{\alpha-1} e^{-Ar} = \Gamma(\alpha) A^{-\alpha},
\]

in the second term, we use the integral representation for the modified Bessel function of second kind

\[
\int_0^\infty dr \; r^{\alpha-1} e^{-\beta r - \gamma r} = 2 \left( \frac{\beta}{\gamma} \right)^{\alpha/2} K_\alpha(2\sqrt{\beta\gamma}).
\]
Finally, we obtain a regularized expression for the multidimensional Epstein zeta function valid in whole the complex plane [2]

$$\zeta_E(s, d; \xi^2) = \frac{\pi^{d/2}}{\Gamma(s)} \frac{\Gamma(s - d/2)}{\xi^{2s-d/2}} + 2 \frac{\pi^d}{\Gamma(s)} \frac{1}{\xi^{d/2}} \sum_{n \in \mathbb{Z}^d - \{0\}} \left(n_1^2 + n_2^2 + \cdots + n_d^2\right)^{(s-d/2)/2}$$

(12)

The expression (12) is analytic in the whole complex plane except for certain values for $d$. In general, when $d$ is even, the poles are located at $s = \{\frac{d}{2}, \frac{d}{2} - 1, \ldots, 1\}$, whereas when $d$ is odd, the poles are located at $s = \{\frac{d}{2}, \frac{d}{2} - 1, \ldots, \frac{d}{2}, -\frac{2l + 1}{d}\}$ where $l \in \mathbb{N}_0$. In other words, the poles are determined by the poles of the Gamma function of the first term of the expression (12), where the zeta function is infinite and coincides with the original sum (3).

4. Electrostatic potential and the field of a one-dimensional lattice

Let us consider an infinite system of positive point charges along the $x$ axis, separated a distance $a$ from each other. The point charges are evenly distributed on both sides of the coordinate origin $O$, where a point charge is located, as shown in figure 2.

The electrostatic potential at a distance $z$ from the origin, on the $+z$ axis, due to a one dimensional lattice ($d = 1$ and $y_n = 0$) is given by the equation (4)

$$\tilde{V}_1(\xi) = \sum_{n=-\infty}^{\infty} (n^2 + \xi^2)^{-1/2},$$

(13)

where the sub-index 1 refers to the electrostatic potential in the one dimensional case.

In the above sum we can recognize the Epstein zeta function (5) (with $d = 1$), if we rewrite the sum in terms of a parameter $s$:

$$\zeta_E(s, 1; \xi^2) = \sum_{n=-\infty}^{\infty} (n^2 + \xi^2)^{-s}.$$  

(14)
This infinite sum can be regularized through an analytic continuation of the Epstein zeta function. According to the equation (12), we obtain:

\[ \zeta_E(s, 1; \xi^2) = \frac{\sqrt{\pi}}{\Gamma(s)} \frac{\Gamma(s - 1/2)}{\xi^{2(s-1/2)}} + 4 \sum_{n=1}^{\infty} n^{s-1/2} K_{s-1/2}(2\pi n \xi). \]  

(15)

Since the term \( n = 0 \) is excluded from the above sum, we can use the fact that \( \sum_{n=0}^{\infty} f(n) = 2\sum_{n=1}^{\infty} f(n) \). However, we must note that if \( s = 1/2 \), the Gamma function in the first term of the equation (15) has a simple pole. Through change of variable \( s = \epsilon + 1/2 \), we can compute a series expansion as \( \epsilon \to 0 \), obtaining:

\[ \frac{\Gamma(\epsilon)}{\Gamma(1/2 + \epsilon)} \frac{1}{\xi^{2\epsilon}} \sim \frac{1}{\sqrt{\pi}} \left( \frac{1}{\epsilon} + 2 \ln \left( \frac{2}{\xi} \right) \right) + O(\epsilon), \]  

(16)

neglecting the \( O(\epsilon) \) terms, the Epstein zeta function (15) can be expressed as

\[ \zeta_E(\epsilon, 1; \xi^2) = \frac{1}{\epsilon} + 2 \ln \left( \frac{2}{\xi} \right) + 4 \sum_{n=1}^{\infty} K_0(2\pi n \xi). \]  

(17)

The expression (17) contains a diverging term, \( 1/\epsilon \), that can be isolated by means of the principal part prescription [7], which means taking the finite part, in order to obtain well defined and finite result for the electrostatic potential in the one-dimensional case

\[ \tilde{V}_1(\xi) = 2 \ln \left( \frac{2}{\xi} \right) + 4 \sum_{n=1}^{\infty} K_0(2\pi n \xi). \]  

(18)

Since the Bessel function \( K_0(x) \) tends to zero in the limit of large \( x \) (see the appendix), the asymptotic behavior of the electrostatic potential is given by the dominant first term of equation (18)

\[ \tilde{V}_{1,\infty}(\xi) \sim 2 \ln \left( \frac{2}{\xi} \right). \]  

(19)

As is known, we can obtain the dimensionless electric field form the potential gradient, so, the electrostatic field in the \(+z\) axis, in terms of the \( \xi \) coordinate, is given by

\[ \tilde{E}(\xi) = -\frac{\partial \tilde{V}(\xi)}{\partial \xi}. \]  

(20)

Using the general expression for the electrostatic potential (18) and noting that

\[ \frac{d}{dx} K_0(nx) = -nK_1(nx), \]  

(21)

we can obtain an analytic expression for the electric field in the one dimensional case:

\[ \tilde{E}_1(\xi) = \frac{2}{\xi} - 8\pi \sum_{n=1}^{\infty} n K_1(2\pi n \xi). \]  

(22)

Therefore, the asymptotic behavior of the electric field in the large \( \xi \) regime is given by

\[ \tilde{E}_{1,\infty}(\xi) = \frac{2}{\xi}. \]  

(23)
5. Electrostatic potential and the field of a two-dimensional lattice

Now, we consider a point charge lattice in the $xy$ plane, as it shows in figure 1. The electrostatic potential at a distance $z$ of the plane $xy$, on the $+z$ axis, is given by the equation (4). In terms of the Epstein zeta function (12), with $d = 2$, we have

$$\zeta_E(s, 2; \xi^2) = \frac{\pi}{\Gamma(s)} \frac{\Gamma(s - 1)}{\xi^{2s - 2}} + 4 \frac{\pi^s}{\Gamma(s)} \frac{1}{\xi^{s-1}} \sum_{n,m=1}^{\infty} \left( n^2 + m^2 \right)^{(s-1)/2} \times K_{s-1} \left( 2\pi \xi \sqrt{n^2 + m^2} \right).$$

Since the above expression contains a double sum, we have used that

$$\sum_{n,m=1}^{\infty} f(n, m) = 4 \sum_{n,m=1}^{\infty} f(n, m).$$

The equation (24) has no poles when $s = 1/2$, so we can evaluate directly to obtain an expression for the electrostatic potential due to this configuration, obtaining the following expression:

$$\tilde{V}_2(\xi) = -2\pi \xi + 8 \sqrt{\xi} \sum_{n,m=1}^{\infty} \frac{1}{(n^2 + m^2)^{1/4}} K_{1/2} \left( 2\pi \xi \sqrt{n^2 + m^2} \right),$$

where the sub-index 2 refers to the two-dimensional lattice. Note that $K_{1/2}(x) = K_{1/2}(x)$.

The asymptotic behavior, $\xi \to \infty$, of the electrostatic potential is given by the first term, since the second term in the equation (25) tends to zero (see the appendix), so

$$\tilde{V}_{2,as}(\xi) \sim -2\pi \xi.$$  

In order to obtain an analytic expression for the electric field of a two-dimensional lattice, we calculate the potential gradient of equation (25). By means of equation (30), we can express the electric field for large $\xi$ by

$$\tilde{E}_2(\xi) \approx 2\pi + 8\pi \sum_{n,m=1}^{\infty} e^{-2\pi \sqrt{n^2 + m^2} \xi},$$

where clearly $e^{-2\pi \sqrt{n^2 + m^2} \xi} \to 0$ in the $\xi \to \infty$ regime. So, the asymptotic behavior of the electric field is given by

$$\tilde{E}_{2,as}(\xi) = 2\pi.$$ 

6. Conclusions

We have calculated the electrostatic potential and the field of one and two-dimensional infinite lattice of point charges, using the zeta function regularization method. Through the analytic extension of the Epstein zeta function, we obtained expressions that only in the one-dimensional case was necessary to remove $1/\epsilon$ singularity using the principal prescription part. In the two-dimensional case, no such singularity appeared, and the resulting expressions become very useful for numerical evaluations. We explored the asymptotic behavior
of the electrostatic potential and field in one and two-dimensional distributions. In the one-dimensional case, we found that the dominant terms of the potential and field behave like an infinite charged line, where \( V(r) \sim \ln(1/r) \) and \( E(r) \sim 1/r \), respectively. On the other hand, for the two-dimensional case, the asymptotic behavior of the electrostatic potential and field, are similar to the infinite charge plate, where \( V(r) \sim -r \) and \( E(r) = \text{constant} \).

Finally, this example shows some features of the zeta function regularization applied to an electrostatic problem, which can be useful as a pedagogical exercise for graduate students studying spectral functions.

6.1. List of symbols

| Symbol | Description |
|--------|-------------|
| \( \mathbb{R} \) | Set of all real numbers |
| \( \mathbb{Z} \) | Set of all integers (whether positive, negative or zero) |
| \( \mathbb{C} \) | Set of all complex numbers |
| \( \mathbb{N} \) | Set of all natural numbers |
| \( \mathbb{N}_0 \) | Set of all natural numbers including zero |
| \( \in \) | Is member of |
| \{ \} | Set |
| \( \varepsilon_0 \) | Permittivity of free space |
| \( K_\nu(x) \) | Modified Bessel function of second kind |
| \( \Gamma(x) \) | Gamma function |
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Appendix

The asymptotic expansion of the Bessel function of second kind is given by [16]

\[
K_\nu(x) \sim \sqrt{\frac{\pi}{2x}} e^{-x}. \tag{29}
\]

For \( x \to \infty \) with \( \nu \) fixed. In the special case \( \nu = 1/2 \) we have

\[
K_{1/2}(x) = \sqrt{\frac{\pi}{2x}} e^{-x}. \tag{30}
\]

The Bessel function of second kind obtained in equations (18), (22), (25) and (27), has the form

\[
f(x) = \sum_{|n|\in\mathbb{Z}^d-\{0\}} K_\nu(|n|x) \sim \sum_{|n|\in\mathbb{Z}^d-\{0\}} \sqrt{\frac{\pi}{2|n|x}} e^{-|n|x}, \tag{31}
\]
where \(|n| = \sqrt{n_1^2 + n_2^2 + \cdots + n_d^2}\) represents a sequence of real numbers. Since we are interested in the asymptotic behavior of \(f(x)\), this expression is very useful for numerical evaluations. However, in the \(x \to \infty\) regime and considering that \(|n|\) is an increasing sequence of numbers, we can see that the numerical value of \(f(x)\) goes to zero. So we can consider that \(f(x)\) in \(x \to \infty\) regime cannot be considered as a dominant term.
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