Higher angular momentum pairing states in Sr$_2$RuO$_4$ in the presence of longer-range interactions
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The superconducting symmetry of Sr$_2$RuO$_4$ remains a puzzle. Time-reversal symmetry breaking $d_{x^2-y^2}$ pairing has been proposed for reconciling multiple key experiments. However, its stability remains unclear. In this work, we theoretically study the superconducting instabilities in Sr$_2$RuO$_4$, including the effects of spin-orbit coupling (SOC), in the presence of both local and longer-range interactions within a random phase approximation. We show that the inclusion of second nearest neighbor repulsions, together with non-local SOC in the B$_{2g}$ channel or orbital-anisotropy of the non-local interactions, can have a significant impact on the stability of both $d_{x^2-y^2}$- and $g$-wave pairing channels. We analyze the properties, such as Knight shift and spontaneous edge current, of the realized $d_{x^2-y^2} + ig$ and mixed helical pairings in different parameter spaces and find that the $d_{x^2-y^2} + ig$ solution is in better agreement with the experimental data.

I. INTRODUCTION

The nature of the unconventional superconductivity in Sr$_2$RuO$_4$ (SRO) remains an outstanding open question after more than 27 years of study, despite this material being simpler than the high-temperature cuprates in many respects. The samples are clean and superconductivity condenses from a well-defined Fermi liquid normal state so that it is natural to take an itinerant-electron perspective, where superconductivity is an instability of the Fermi surface (FS). However, despite intense efforts, an order parameter (OP) that is consistent with all the key experimental observations is lacking.

A multi-component OP is inferred from a variety of experiments, including muon spin rotation (µSR) and polar Kerr effect, Josephson relation, and ultrasound measurements. The multi-components can be degenerate by symmetry, belonging to the two-dimensional irreducible representations (irrep.) of the crystal point symmetry group, or be degenerate accidentally, belonging to two distinct one-dimensional irreps.

Possible symmetry-related OPs for a crystal with $D_{4h}$ symmetry are spin-triplet $p_x \pm i p_y$ with $E_u$ symmetry and spin-singlet $d_{xz} \pm i d_{yz}$ ($E_g$). Both are difficult to reconcile with experiments. The $p_x \pm i p_y$ pairing is inconsistent with the significant drop of the in-plane Knight shift below $T_c$ observed in recent NMR experiments. The $d_{xz} \pm i d_{yz}$ has symmetry-protected horizontal line nodes at $k_z = 0$ that conflict with thermal conductivity and scanning tunneling microscopy (STM) studies, where vertical line nodes are indicated. In addition, it would produce a jump in the elastic modulus associated with shear $B_{1g}$ strain which is not observed in experiments. Indeed, no $d_{xz} \pm i d_{yz}$ pairing has been found in microscopic calculations for SRO except in studies of orbital pairings that include sizable interband pairings. We briefly discuss interband pairing in the conclusions.

The above difficulties associated with the symmetry-related OPs focused attention on the accidental degeneracy scenario, even though it usually requires fine-tuning. The need for fine-tuning can be somewhat relaxed by considering inhomogeneous states, where, for example, the second OP is induced by inhomogeneous strains near dislocations. This scenario is consistent with recent µSR and ultrasound attenuation measurements.

Recently, a time-reversal symmetry breaking (TRSB) $d_{x^2-y^2} \pm i g_{xy} (x^2-y^2)$ pairing with symmetry-protected vertical line nodes has been proposed to explain multiple key experiments. Although $d_{x^2-y^2}$-wave is stable in SRO models in the presence of on-site interactions, $g$-wave is not favored. It has been suggested that the $g$-wave state may be stabilized by longer-range interactions based on studies of single-band Hubbard models. A recent study found that neither $d_{x^2-y^2}$- nor $g$-wave pairing is favored in SRO in the presence of orbital-isotropic longer-range Coulomb repulsions. Instead, an $s' + id_{xy}$ solution was suggested with gap minima near $(1,1,0)$, which, like $d_{x^2-y^2} + ig$ order, is also consistent with NMR and ultrasound measurements. The $s'$ labels nodal $s$-wave states. The calculations in Ref. 27 are performed in an intermediate Hubbard-$U$ regime, $U \approx 1.1t$, where $t$ is the primary hopping amplitude.

It was recently reported in Ref. that the $g$-wave pairing could be stabilized in SRO by strong non-local SOC in the $B_{2g}$ channel ($\eta_{B_{2g}}$) within the so-called Hund’s coupling mean-field approach. In this framework, superconducting pairings are generated by attractive on-site interactions due to strong Hund’s coupling. However, Refs. and suggested that, in general, Hund’s pairing is less favored than spin-fluctuation pairing in SRO due to its nesting features. Therefore, it is of interest to study the effects of $\eta_{B_{2g}}$ in SRO more generally.

In this work, we study the superconducting instabilities in the presence of both local and longer-range Coulomb repulsions in SRO in a realistic multi-orbital model, with local and non-local SOC, over a range of $U$ and other interaction parameters, including the effects of orbital-anisotropies. One focus is identifying the effects
that stabilize \( g \)-wave. In this paper, the effective interactions are treated within the random phase approximation (RPA). Our studies include both the weak coupling limit and finite-\( U \) RPA. While RPA includes some higher-order scatterings associated with finite interactions and has been shown to agree with other methods for a one-band model, it is unclear whether RPA provides a more accurate description for SRO beyond weak coupling.

We find that nearest neighbor (NN) Coulomb repulsion, \( V_{\text{NN}} \), combined with next-nearest neighbor (NNN) repulsion, \( V_{\text{NNN}} \), promotes \( g \)-wave pairing. Depending on the strength of \( U \), \( g \)-wave pairing becomes the leading or the first sub-leading pairing for a substantial range of \( V_{\text{NN}} \) and \( V_{\text{NNN}} \). \( \eta_{B_{2g}} \) and orbital-anisotropies of \( V_{\text{NN}} \) and \( V_{\text{NNN}} \) can further stabilize the \( g \)-wave phase. Although \( d_{x^2−y^2} \) pairing is not favored in the presence of orbital-independent \( V_{\text{NN}} \) and \( V_{\text{NNN}} \), it can be stabilized by the effects of \( \eta_{B_{2g}} \) and longer-range interaction anisotropies. As a result, accidentally / near degenerate \( d_{x^2−y^2} \) and \( g \) pairing can be obtained at the phase boundaries in certain parameter spaces. We also study the physical properties of the realized \( d_{x^2−y^2} ± ig \) pairing and compare it with another two recently proposed pairing candidates: the \( s' = \pm id_{xy} \) and a mixed helical pairing. We find that the \( d_{x^2−y^2} + ig \) is somewhat in better agreement with the experiments.

The paper is organized as follows. The microscopic model Hamiltonian for \( \{1,2,3\} \) conduction bands of SRO is derived in Sec. IV. The microscopic model and method employed are presented in Sec. III. The results of our RPA calculations are presented in Sec. IV. The physical properties of the possible two-component OPs are discussed in Sec. IV. Section V contains our conclusions and further discussion, including a brief discussion of interband pairing that is found in some studies of SRO. Finally, some details are left to Appendixes, including the derivation of the effective interactions in Appendix A, the effects of \( V_{\text{NN}} \) in Appendix B, the more detailed analysis of the stability of \( d_{x^2−y^2} \) and \( g \)-wave pairing in Appendix C and the general effects of longer-range interaction anisotropies in Appendix D.

II. MODEL AND METHOD

We consider the microscopic model Hamiltonian for the three conduction bands of SRO,

\[
H = H_K + H_{\text{int}},
\]

where \( H_K \) is the kinetic energy part that gives rise to the normal state FSs, and \( H_{\text{int}} \) is the interaction.

\( H_K \) can be written in the basis \( \Psi(\mathbf{k}) = [c_{\mathbf{k},1,\uparrow}; c_{\mathbf{k},2,\uparrow}; c_{\mathbf{k},3,\uparrow}; c_{\mathbf{k},1,\downarrow}; c_{\mathbf{k},2,\downarrow}; c_{\mathbf{k},3,\downarrow}]^T \), so that it is block-diagonal.

\[
\hat{H}_K(\mathbf{k}) = \begin{pmatrix}
\epsilon_{y_z,\mathbf{k}} & g_{\mathbf{k}} + is\eta & -s\eta - i\eta B_{2g}
\epsilon_{x_z,\mathbf{k}} & \epsilon_{x_y,\mathbf{k}} & i\eta + s\eta B_{2g}
-s\eta + i\eta B_{2g} & -i\eta + s\eta B_{2g} & \epsilon_{x_y,\mathbf{k}}
\end{pmatrix},
\]

with \( s = 1 (-1) \) for spin \( \uparrow (\downarrow) \). \( \epsilon_{y_z,\mathbf{k}} = -2t \cos k_y(x) - 2t' \cos k_x(y) - \mu \) and \( \epsilon_{x_z,\mathbf{k}} = -2t' \cos k_x + \cos k_y - 4t'' \cos k_x \cos k_y - \mu \). We describe intra-orbital hoppings: \( g_{\mathbf{k}} = -4t'' \sin k_x \sin k_y \). \( \eta \) is the hopping between \( d_{xz} \) and \( d_{yz} \). \( \eta \) is the atomic SOC, and \( \epsilon_{x_y,\mathbf{k}} \) is the non-local SOC in the \( B_{2g} \) channel. Diagonalizing \( \hat{H}_K \) gives three doubly degenerate energy bands labeled by band index, \( \{\alpha, \beta, \gamma\} \), and pseudo-spin, \( \sigma = \uparrow (\downarrow) \). The band parameters are:

\[
\begin{aligned}
& (t, t', t''', t', \mu, \mu, \epsilon) = (1, 0.11, 0.05, 0.8, 0.32, 1.05, 1.1) t \\
& \epsilon_{\alpha, \sigma, \mathbf{k}} \text{ captures the overall band structure and FS sheets of SRO.}
\end{aligned}
\]

The interaction Hamiltonian (with on-site and longer-range interactions) is,

\[
H_{\text{int}} = \frac{U}{2} \sum_{i,a} n_{ia\uparrow} n_{ia\downarrow} + \frac{U'}{2} \sum_{i,a \neq b, s, s'} n_{ias} n_{ibs'}
+ \frac{J}{2} \sum_{i,a \neq b, s, s'} c_{ia\uparrow}^\dagger c_{ibs\uparrow} c_{ias\downarrow}^\dagger c_{ibs\downarrow}
+ \frac{J'}{2} \sum_{i,a \neq b, s, s'} c_{ia\uparrow}^\dagger c_{ibs\uparrow} c_{ias\downarrow}^\dagger c_{ibs\downarrow}
+ \sum_{i, \sigma, \delta, \mathbf{b}, s, s'} \frac{V_{\text{NN}}}{2} n_{ia, \mathbf{b}, s} n_{i+\delta, \mathbf{b}, s'}
+ \sum_{i, \sigma, \delta, \mathbf{b}, s, s'} \frac{V_{\text{NNN}}}{2} n_{ia, \mathbf{b}, s} n_{i+\delta, \mathbf{b}, s'},
\]

where, \( n_{ia, s} \equiv c_{ia, \sigma, s}^\dagger c_{ia, \sigma, s} \) is the spin and orbital resolved electron density operator at site \( i \). Eq. (4a) describes the on-site interaction, where \( U (U') \) is the intra (inter) -orbital repulsive Hubbard interaction. \( J \) is the Hund’s coupling, and \( J' \) is the pair hopping. Eq. (4b) describes the longer-range interactions, where \( V_{\text{NN}} \) (\( V_{\text{NNN}} \)) is the NN (NNN) Coulomb repulsion.

For simplicity, we take \( J' = J \) and \( U' = U - 2J \) (SO(3) symmetry) and ignore the \( d_{y^z} \) anisotropy due to hybridization with oxygen orbitals, but we will briefly comment on the effect of this anisotropy in Sec. V. \( V_{ab, \delta} \) and \( V_{ab, \delta}^\text{NNN} \) are \( t_{2g} \) orbital-dependent, and their orbital-
anisotropies are defined as,

\[
\alpha_{ab,\delta} = \frac{V_{\text{NN}}^{\text{NN}}}{V_{\text{NN}}^{\text{NN}}} - 1 \equiv \frac{V_{\text{NN}}^{\text{NN}}}{V_{\text{NN}}^{\text{NN}}} - 1,
\]

and

\[
\beta_{ab,\delta} = \frac{V_{\text{NNN}}^{\text{NNN}}}{V_{\text{NN}}^{\text{NN}}} - 1 \equiv \frac{V_{\text{NNN}}^{\text{NNN}}}{V_{\text{NN}}^{\text{NN}}} - 1,
\]

where \(V_{\text{NN}}^{\text{NN}}\) (\(V_{\text{NNN}}^{\text{NNN}}\)) is the intra-orbital interaction between two NN (NNN) \(d_{yz}\) orbitals with \(\delta = \hat{x} (\delta = \hat{x} + \hat{y})\). The \(\{\alpha_{ab,\delta}\} = 0 (\{\beta_{ab,\delta}\} = 0)\) describes the orbital-isotropic \(V_{\text{NN}}^{\text{NN}}\) (\(V_{\text{NNN}}^{\text{NNN}}\)) case. From rotation symmetry in the \(t_{2g}\) orbital space, there are 6 free orbital-anisotropy parameters: \(\alpha_{33}, \alpha_{23,\pm \hat{x}}, \alpha_{12}, \beta_{33}, \beta_{13}\) and \(\beta_{12}\). Here, and in the following, we drop the subscript \(\delta\) in \(\alpha_{33,\delta}, \alpha_{12,\delta}\) and \(\beta_{ab,\delta}\) as these parameters are \(\delta\) independent. Following from symmetry:

\[
\beta_{22,\pm \hat{y}} = \alpha_{11,\pm \hat{x}} = 0,
\]

\[
\alpha_{33} = \alpha_{22,\pm \hat{x}} = \alpha_{11,\pm \hat{y}},
\]

\[
\alpha_{12} = \alpha_{23,\pm \hat{x}} = \alpha_{13,\pm \hat{x}},
\]

\[
\alpha_{23,\pm \hat{x}} = \alpha_{13,\pm \hat{y}},
\]

\[
\alpha_{33} = \alpha_{22,\pm \hat{x}} = \alpha_{11,\pm \hat{y}},
\]

\[
\alpha_{12} = \alpha_{23,\pm \hat{x}} = \alpha_{13,\pm \hat{x}},
\]

\[
\alpha_{23,\pm \hat{x}} = \alpha_{13,\pm \hat{y}},
\]

\[
\alpha_{33} = \alpha_{22,\pm \hat{x}} = \alpha_{11,\pm \hat{y}},
\]

\[
\alpha_{12} = \alpha_{23,\pm \hat{x}} = \alpha_{13,\pm \hat{x}},
\]

\[
\alpha_{23,\pm \hat{x}} = \alpha_{13,\pm \hat{y}},
\]

To study the superconducting instabilities, we obtain effective pairing vertices within the RPA. Taking the static limit, the effective interaction in the orbital basis reads,

\[
V_{\text{eff}} = \frac{1}{\delta} \sum_{\mathbf{k}, \mathbf{k'}} \Gamma(\mathbf{k}, \mathbf{k'}) \xi_{\mathbf{k}} \xi_{\mathbf{k}}^{\dagger} \chi_{\mathbf{k}, \mathbf{k'}} \xi_{\mathbf{k'}} \xi_{\mathbf{k'}}^{\dagger},
\]

where \(\mathbf{a}_1 = \{a_1, s_1\}\) is a composite index that labels both orbital and spin, and

\[
\Gamma(\mathbf{k}, \mathbf{k'}) \xi_{\mathbf{k}} \xi_{\mathbf{k}}^{\dagger} = \sum_{\delta, \delta'} \sum_{i, j = 1, 2} \left[ \begin{array}{c} e^{i \mathbf{k} \cdot \delta} \
0 \end{array} \right] \left[ \begin{array}{c} W(\delta) \xi_{\mathbf{k}} \xi_{\mathbf{k}}^{\dagger} \
0 \end{array} \right] \left[ \begin{array}{c} e^{-i \mathbf{k'} \cdot \delta'} \
0 \end{array} \right] \left[ \begin{array}{c} e^{i \mathbf{k'} \cdot \delta'} \
0 \end{array} \right] = \frac{1}{1 + \chi(\mathbf{k}, \mathbf{k'}; \delta, \delta')} \chi(\mathbf{k}, \mathbf{k'}; \delta, \delta').
\]

Here,

\[
\chi(\mathbf{k}, \mathbf{k'}; \delta, \delta') = \frac{1}{1 + \chi(\mathbf{k}, \mathbf{k'}; \delta, \delta')} \chi(\mathbf{k}, \mathbf{k'}; \delta, \delta')
\]

is a generalized \(\delta\)-dependent RPA particle-hole susceptibility matrix, with \(\chi(\mathbf{k}, \mathbf{k'}; \delta, \delta')\) the corresponding bare susceptibility, whose matrix element is

\[
\chi_{\mathbf{b}_1 \mathbf{b}_2}(\mathbf{k}, \mathbf{k'}; \delta, \delta') = \sum_{\mathbf{p}} \sum_{\alpha, \beta} \frac{n_F(\xi_{\alpha, \mathbf{p}}) - n_F(\xi_{\beta, \mathbf{p} - (\mathbf{k} - \mathbf{k'})})}{\xi_{\alpha, \mathbf{p} - (\mathbf{k} - \mathbf{k'})} - \xi_{\beta, \mathbf{p}}} \mathcal{F}_{\mathbf{b}_1 \mathbf{b}_2}(\alpha, \beta; \mathbf{p}, \mathbf{k} - \mathbf{k'}) \left( e^{-i \mathbf{k'} \cdot \delta + i \mathbf{k} \cdot \delta'} e^{-i \mathbf{k'} \cdot \delta + i \mathbf{p} \cdot \delta'} \right).
\]

\[
\mathcal{F}_{\mathbf{b}_1 \mathbf{b}_2}(\alpha, \beta; \mathbf{p}, \mathbf{q}) = \psi_{\mathbf{b}_2}^{\alpha}(\mathbf{p}) \psi_{\mathbf{b}_2}^{\dagger}(\mathbf{p}) \psi_{\mathbf{b}_4}^{\beta}(\mathbf{p} - \mathbf{q}) \psi_{\mathbf{b}_4}^{\dagger}(\mathbf{p} - \mathbf{q}).
\]

In these equations, \(\alpha\) and \(\beta\) are energy band labels (including the pseudospin). \(\xi_{\mathbf{k}}\) is the \(\alpha\)-th band dispersion, \(\psi_{\mathbf{b}_2}^{\alpha}(\mathbf{k})\) is the corresponding matrix element of the orbital-to-band transformation, and \(n_F\) is the Fermi-Dirac distribution function. \(\tilde{W}(\delta)\) is the bare interaction, \(H_{\text{int}}\), written in \(\mathbf{k}\)-space but with its \(\mathbf{k}\)-dependence peeled off and absorbed into the definition of the susceptibility \(\chi\), which reduces the computational complex-
ity. (Similar methods have been introduced in Ref. [27] for non-local SOC.) This is achieved by introducing a redundant 2 × 2 subspace, indexed by \{i, j\} in Eq. (10). More details can be found in Appendix A. \(W, \chi, \text{ and } \chi^{\text{RPA}}\) are \(N \times N\) matrices for given momenta with \(N = 6 \times 6 \times 9 \times 2\), where \(6 \times 6\) comes from the two sets of composite indices \(\{\tilde{a}_1, \tilde{a}_2\}\), each of which consists of three orbitals \(\otimes\) two spin species, nine from the label of neighboring sites \(\delta = \{0, \tilde{x}, \tilde{y}, -\tilde{x}, -\tilde{y}, \tilde{x} + \tilde{y}, -\tilde{x} + \tilde{y}, -\tilde{x} - \tilde{y}, \tilde{x} - \tilde{y}\}\), and two from the additional subspace label \(i = (1, 2)\).

Eq. (12) will be evaluated at low temperatures where \(\chi\) is temperature independent and using a sufficiently large \(k\)-mesh in the first Brillouin zone. Throughout this work, we choose \(k_B T = 0.001t\) and a 512 × 512 grid mesh for the integration.

Transforming \(V_{\text{eff}}\) in Eq. (9) to the band basis leads to

\[
V_{\text{eff}} = \sum_{\mathbf{k}, \mathbf{k}'} \sum_{\alpha, \beta} \Gamma^{\alpha\beta}(\mathbf{k}, \mathbf{k}') c_{\alpha}(\mathbf{k}) c_{\beta}^\dagger(-\mathbf{k}) c_{\beta}(-\mathbf{k}') c_{\beta}(\mathbf{k}'),
\]

where

\[
\Gamma^{\alpha\beta}(\mathbf{k}, \mathbf{k}') = \frac{1}{N^{\text{eff}}} \sum_{\tilde{a}} \Gamma^{\alpha\beta}_{\tilde{a}_{\alpha} \tilde{a}_{\beta}}(\mathbf{k}, \mathbf{k}') \times [\psi_{\tilde{a}_{\alpha}}^\ast(\mathbf{k})]^\ast [\psi_{\tilde{a}_{\beta}}(\mathbf{k}) - \mathbf{k})] \psi_{\tilde{a}_{\beta}}(\mathbf{k}')^\ast \psi_{\tilde{a}_{\beta}}(\mathbf{k})'.
\]

Note that we have used \(\Gamma\) for both the orbital- and band-basis effective interaction, which are distinguished by their indices. Projecting \(\Gamma^{\alpha\beta}\) onto the FS, one can determine the superconducting instabilities by solving the following BCS linearized gap equation:

\[
\sum_{\beta} \int_{S_\beta} \frac{dk_\beta}{|S_\beta|} g(\mathbf{k}_\alpha, \mathbf{k}_\beta) \psi(\mathbf{k}_\beta) = \lambda \psi(\mathbf{k}_\alpha),
\]

where

\[
g(\mathbf{k}_\alpha, \mathbf{k}_\beta) = \sqrt{\rho_{\alpha} v_{F,\alpha} / v_F(\mathbf{k}_\alpha)} \Gamma^{\alpha\beta}(\mathbf{k}_\alpha, \mathbf{k}_\beta) \sqrt{\rho_{\beta} v_{F,\beta} / v_F(\mathbf{k}_\beta)},
\]

and \(\lambda = \rho V_{\text{eff}}\), where \(\rho\) is the density of states at the Fermi level. In Eq. (10), all momenta are defined on the FS, \(S_\beta\) is the FS of the \(\beta\)-th band, which is a one-dimensional contour for our two-dimensional calculations; \(|S_\beta|\) is its corresponding area (or contour length), \(\rho_{\alpha}\) is the density of states of the \(\alpha\)-th band, and the average of the norm of the Fermi velocity is given by, \(v_{F,\alpha} = \int_{S_\alpha} \frac{dk_\alpha}{|S_\alpha|} v_F(\mathbf{k}_\alpha)\). After discretizing Eq. (10), it becomes a matrix equation to be solved numerically. To get good convergence, we discretize the FS contours with \(\sim 1000\) equally spaced points. Alternatively, one can take an easier method by discretizing the whole first Brillouin zone, but only keeping states that lie within a thin energy window from the Fermi level. However, as pointed out in Ref. [38], a much larger number of points is then required for the same level of accuracy.

The critical temperature, \(T_c\), is determined by the most negative eigenvalue, \(\lambda\), through \(T_c \sim \mathcal{W} e^{-1/\lambda}\), where \(\mathcal{W}\) is of the order of the bandwidth. The superconducting gap is

\[
\Delta(\mathbf{k}_\alpha) \propto \frac{v_F(\mathbf{k}_\alpha)}{\rho_{\alpha} v_{F,\alpha}} \psi(\mathbf{k}_\alpha),
\]

where \(\Delta(\mathbf{k}_\alpha)\) can be written in the pseudospin basis as

\[
\Delta(\mathbf{k}_\alpha) = \begin{pmatrix} \Delta_{\uparrow\uparrow} \\ \Delta_{\uparrow\downarrow} \\ \Delta_{\downarrow\uparrow} \\ \Delta_{\downarrow\downarrow} \end{pmatrix}
\]

for a given \(\mathbf{k}_\alpha\) point on one of the three FS sheets.

### III. PAIRING RESULTS IN THE PRESENCE OF LONGER-RANGE INTERACTIONS

We first ignore the effects of non-local SOC, \(\eta_{B_{xy}} = 0\), but we include a sizable atomic SOC of \(\eta / t = 0.2\). Similar calculations have been conducted in several theoretical works with only local interactions, where \(s^-\), \(d_{z^2-\rho^2}\), helical, or chiral pairing is obtained depending on microscopic details.22,23,26,43 As in Ref. [27], we investigate the effects of orbital-independent NN Coulomb repulsions, \(V_{NN}\), in Appendix B. We include a wide range of Hubbard-\(U\) from weak to intermediate coupling, i.e., \(U / t \in (10^{-4}, 1.1)\), as \(U\) can strongly influence the leading pairing within the RPA.22,26,31 The Hund’s coupling is set as \(J / U = 0.2\) as obtained via constrained local-density approximation39 and the constrained RPA.26. The size of \(V_{NN}\) for SRO is not clear. For cuprates with identical crystal structures, \(V_{NN}/U\) is about 0.2, and this value was used in Ref. [27]. As Ru 4d orbitals are more extended than Cu 3d orbitals, \(V_{NN}/U\) for SRO may be larger. One finds \(V_{NN}/U \approx 0.38\) from integrals over Slater-type Ru d orbitals where screening effects and hybridizations between the Ru d and oxygen p orbitals are neglected.44 By comparison, the same calculation for Cu \(d_{z^2-\rho^2}\) orbitals gives \(V_{NN}/U \approx 0.22\), suggesting the effects of hybridization and screening in the cuprates essentially cancel each other. Guided by this analysis, we perform calculations for SRO in the range of \(V_{NN}/U \in (0, 0.4)\). We find that \(V_{NN}\) has little effect in stabilizing \(g\)-wave pairing and tends to destabilize the \(d_{z^2-\rho^2}\)-wave phase. However, it favors helical pairing in the weak-\(U\) regime, and \(d_{xy}\)-wave at intermediate values of \(U\). As a result, \(s^- + id_{xy}, d_{z^2-\rho^2} + id_{xy}\), or a mixed helical state can be obtained (at phase boundaries) in different regimes of the interaction parameter space. (See Fig. 4 in Appendix B)

Our results for intermediate-\(U\) are in rough agreement with Ref. [27] except for the absence of the \(d_{xy}\) phase there. We find the \(d_{xy}\) state may be overtaken by \(s^-\) if we increase \(T\) or decrease \(N_{FS}\), the number of patching points used to solve the linearized gap equation. The sensitivity to temperature, even at relatively low temperatures, has been noted previously in the context of similar RPA calculations.45 In all our calculations, we
choose a sufficiently low temperature for the susceptibility calculations so that the results no longer change with decreasing temperature.

In this section, we focus on the superconducting instabilities in the presence of both $V_{NN}$ and $V_{NNN}$. We first ignore the effects of orbital anisotropies of $V_{NN}$ and $V_{NNN}$. The ratio of $V_{NNN}/V_{NN}$ can be roughly estimated through integrals over Ru 4d orbitals, as discussed above for $V_{NN}/U$, which gives $V_{NNN}/V_{NN} \sim 0.7$. This neglects hybridization and screening, the combined effect of which likely reduces $V_{NNN}/V_{NN}$. Our calculations will focus on the range of $V_{NNN}/V_{NN} \in (0, 0.7)$.

Non-zero $V_{NN}$ and $V_{NNN}$ produce a correction, $\delta \Gamma(k, k')$, to the effective pairing interaction. For weak $V_{NN}$ and $V_{NNN}$, $\delta \Gamma(k, k')$ is dominated by the bare $V_{NN}$ and $V_{NNN}$ contributions, which can be schematically written as,

$$
\delta \Gamma^{(1)}(k, k') \sim V_{NN} \left[ \cos (k_x - k'_x) + \cos (k_y - k'_y) \right] F_{oo-\delta}(k, k') + 2V_{NNN} \cos (k_x - k'_x) \cos (k_y - k'_y) F_{oo-\delta}(k, k')
$$

where $\phi^{A,i}$ denotes the $i$-th lattice harmonic of irrep. $\Lambda$ in the $D_{4h}$ group and $\phi^{A,i}_{NN,i}$ is the corresponding pairing interaction strength. In the presence of SOC, $F_{oo-\delta}$, the form factor associated with orbital-to-band transformation, carries nontrivial pseudospin structures [see Eq. (15)], which are omitted here for a qualitative discussion.

In the single-band case, $F_{oo-\delta}(k, k') = 1$ and $\delta \Gamma^{(1)}(k, k')$ can be greatly simplified. $\phi^{A,i}_{NN,i}$ is non-zero and repulsive only for NNN harmonics in the $\Lambda = \{A_{1g}, B_{2g}, E_u\}$ irrep. with eigenfunctions: $\phi^{s',2} = \cos k_x \cos k_y$, $\phi^{d_{xy},2} = \sin k_x \sin k_y$, and $\phi^{p_{x(y)},2} = \cos k_y \sin k_x \sin k_y$. Similarly, as discussed in Appendix B and in Ref. 28, $\phi^{s,1}_{NN,i}$ is repulsive for $\phi^{s',1} = \cos k_x + \cos k_y$, $\phi^{d_{x^2-y^2},1} = \cos k_x - \cos k_y$, and $\phi^{p_{x(y)},1} = \sin k_x / \sin k_y$. In summary, $\delta \Gamma^{(1)}$ has repulsive components in all the pairing channels except for $g$-wave. In the multi-band model with SOC, our numerical results show that $\delta \Gamma^{(1)}$ remains repulsive as long as $J/U \leq 1/3$ and also has small components in the $g$-wave channel.

For sizable $V_{NN}$ and $V_{NNN}$, the second-order correction, $\delta \Gamma^{(2)}$, becomes important. $\delta \Gamma^{(2)}$ usually involves higher angular harmonics and can be attractive due to fluctuations. For example, $V_{NNN}(k, k')\bar{\chi}(k - k')V_{NNN}(k, k')$ is one of the second order correction terms from the bubble diagram in Fig. 3(b) where $\bar{\chi}$ represents the bubble; the expansion of this term into angular harmonics contains the $g$-wave component with basis functions such as $\phi^{d_{x^2-y^2}}(k)\phi^{d_{x^2-y^2}}(k) = \sin k_x \sin k_y \cos k_x - \cos k_y$ for the single band case. This argument applies even in the presence of multi-orbitals and SOC. Thus, $g$-wave can be promoted by the combined effects of $V_{NN}$ and $V_{NNN}$.

Figure 4 shows the effects of $V_{NNN}$ on the leading superconducting instability in each irrep. In the case of $V_{NNN}/U = 0.25$ for (a), $U/t = 10^{-4}$ and (b), $U/t = 0.8$, where helical and $s'$-wave is favored without $V_{NNN}/V_{NN}$, respectively. One sees that $g$-wave pairing is enhanced by $V_{NNN}$. In the weak-$U$ case, $g$-wave state becomes the leading order at $V_{NNN}/V_{NN} > 0.2$, as other pairing channels are largely suppressed by the bare and repulsive $V_{NN}$ and $V_{NNN}$. An $s' + ig$ pairing can be obtained close to the multi-critical point (i.e., $V_{NNN}/V_{NN} \approx 0.2$), where the $s'$- and $g$-wave channels are near degenerate. For intermedi-
ate $U$, $g$-wave order becomes the first sub-leading pairing for a substantial range of $V_{NN}/V_{NN}$, $V_{NNN}/V_{NN} > 0.3$, whereas $d_{xy}$-wave pairing is dominant. We also find that $s'$-wave pairing is significantly suppressed by $V_{NNN}$-induced corrections at the RPA level, in contrast to the case studied in Ref. 15, where the suppression effect is moderate. In summary, $g$-wave is the leading or the first sub-leading pairing for a broad range of $U$, $V_{NN}$ and $V_{NNN}$ (not shown); while $d_{x^2-y^2}$-wave is not favored.

$\eta_{B_{2g}}$ can strongly impact the higher angular momentum pairings as it involves NNN Ru sites. Figure 2 (a) shows the superconducting instabilities as a function of $\eta_{B_{2g}}/\eta$ in the intermediate $U$ case ($V_{NN}/U = 0.25$ and $V_{NNN}/V_{NN} = 0.65$), where $g$-wave is the first sub-leading order at $\eta_{B_{2g}} = 0$. $\eta_{B_{2g}}/\eta$ is increased by decreasing $\eta$ linearly while increasing $\eta_{B_{2g}}$, so that the sum of $\eta$ and $\eta_{B_{2g}}$ is constant. The chemical potential for the $d_{xy}$ orbitals is adjusted, $\mu_e = \mu_c + 9\mu_t$ to fit the ARPES data. In Fig. 2 (a), we find that both $d_{x^2-y^2}$- and $g$-wave pairings are dominant and near/accidentally degenerate at $\eta_{B_{2g}}/\eta \approx 0.3$. The very close overlap of these two states for $\eta_{B_{2g}}/\eta \approx 0.3$ is accidental. In general, we find $d_{x^2-y^2}$ and $g$-wave states are the first two leading pairings in the range of $V_{NN}/U \in (0.2, 0.3)$ and $V_{NNN}/V_{NN} > 0.5$ (in Fig. 11 of Appendix C). Other anisotropy parameters are chosen as: $(\alpha_{33}, \alpha_{33} = (1, 0.4, 0.33, 0.17, 0)\alpha_{33}$. We note that the required $\eta_{B_{2g}}/\eta$ for the presence of both $d_{x^2-y^2}$ and $g$-wave phase is much larger than the density functional theory (DFT) estimate $\sim 0.02$. However, it has been pointed out that SOC is underestimated in the DFT calculations and can be further enhanced by correlation effects. In addition, in the following, we will show that this value can be reduced by including longer-range interaction anisotropies.

We further consider the effects of the longer-range interaction anisotropies. The magnitudes of the orbital-anisotropies, defined in Eqs. (5) and (6), largely depend on the spread of the $d$-orbitals. We can roughly estimate the anisotropy parameters through integrals over Ru 4d Slater-type orbitals, where we find that the largest orbital anisotropy parameter, $\alpha_{33}$, is about 0.12. As discussed above, such estimations do not include the hybridization and screening effects. These effects substantially enhance the interaction anisotropies in HgBa$_2$CuO$_4$. For example, the NN interaction for Cu $d_{x^2-y^2}$-orbitals is about 25% larger than that for $d_{3d_{3d}}$-orbitals according to Ref. 17, while a direct Slater integral gives only 3%. Similarly, the hybridization and screening effects may also enhance the estimates in SRO. In comparison to HgBa$_2$CuO$_4$, the orbitals are larger (which should increase the hybridization) but the Ru-O bonds are substantially less anisotropic in different crystal directions (which decreases the enhancement). Consequently, in the absence of a detailed calculation, we treat the anisotropy as a variable parameter. Figure 2 (b) shows the superconducting instabilities as a function of $\alpha_{33}$ in the case of $\eta_{B_{2g}}/\eta = 0.2$. The relative magnitudes of other parameters are chosen as: $(\alpha_{33}, \beta_{33} = (1, 0.4, 0.33, 0.17, 0)\alpha_{33}$, based on rough estimates through Ru $t_{2g}$ Slater-type orbitals integrals. (Details can be found in Appendix D) The $t_{2g}$ orbital-anisotropy increases the stability of the $g$-wave so that it becomes the leading order for $\alpha_{33} > 0.36$. We note that the required $\alpha_{33}$ to stabilize the $g$-wave is much larger than its Slater orbital estimate, 0.12. However, this does not need to be an obstruction since we also found that the required $\alpha_{33}$ can be much smaller in some parts of the parameter space, for example, with larger $V_{NN}$ and $V_{NNN}$ and/or in the weak-$U$ regime (not shown). Furthermore, as discussed above, the actual $\alpha_{33}$ is expected to be larger than our simple estimate. Although $d_{x^2-y^2}$-wave pairing is not favored, it is preferred.
moted relative to the $d_{x^2-y^2}$-channel, suggesting that the $d_{x^2-y^2}$ phase can be enlarged by orbital anisotropies. More discussion on the anisotropy effects are shown in Appendix D, where, in particular, we find that $\alpha_{33}$ helps to stabilize $g$-wave pairing, and $\beta_{33}$ favors $d_{x^2-y^2}$-wave for finite-$U$. 

IV. PROPERTIES OF THE STABLE PAIRING STATES

In Sec. III we show that $d_{x^2-y^2}$- and $g$-wave pairing can be favored in SRO by the effects of longer-range interactions and $\eta_{B2s}$. Consequently, at certain parameters, $d_{x^2-y^2}$ + ig pairing can be realized. In this section, we explore the gap structure, spin susceptibility, and spontaneous edge current of $d_{x^2-y^2}$ + ig pairing using the stable OP configurations found at the phase boundary: $(\eta_{B2s}/\eta, U/t, V_{NN}/U, V_{VNN}/V_{NN}) = (0.3, 0.8, 0.25, 0.65)$, to see if it can be compatible with experiments on SRO. In addition, we also compare these properties of $d_{x^2-y^2}$ + ig pairing to those of two other recently proposed pairings, $s'$ + id$_{xy}$ and mixed helical pairing, which are obtained at $(\eta_{B2s}/\eta, U/t, V_{NN}/U, V_{VNN}/V_{NN}) = (0, 0.8, 0.05, 0)$ and $(0, 0.0001, 0.15, 0)$, respectively. The stability of the latter two TRSB pairing candidates is discussed in Appendix B with nonzero $V_{VNN}$. The $s'$ + id$_{xy}$ can be obtained for a finite-$U$, as in Ref. 27, while the mixed helical pairings are realized in the weak-$U$ limit. We also find that the splitting between helical pairings in $B_{1u}$ and $B_{2u}$ (or $A_{1u}$ and $A_{2u}$) is rather small throughout $V_{NN} \in (0, 0.3)$ in the weak-$U$ limit as shown in Fig. 8 (in Appendix B). The result at $V_{NN} = 0$, i.e. with only on-site interactions, is consistent with previous studies both in 2D and in 3D.

A. Gap structure

The gaps are of similar size on all bands and exhibit strong gap anisotropy with multiple nodes or near-nodes on the FS for all three pairings (shown in Fig. 3). We find $|\Delta|_{\text{min}}/|\Delta|_{\text{max}} \sim 10\%$ in the realized $s'$ + id$_{xy}$ and mixed helical states. Since the experiment estimate of $|\Delta|_{\text{min}}/|\Delta|_{\text{max}} \lesssim 3\%$ is further fine-tuning of the interaction parameters is needed to make the $s'$ + id$_{xy}$ and the mixed helical states compatible with the experiments. In agreement with the previous studies, the locations of the minima are slightly off the $k_x = \pm k_y$ diagonal lines and are robust against the change of interaction parameters. Thus, future experiments on the precise location of the nodes or near-nodes can help in identifying the pairing symmetry.

B. Spin susceptibility and Knight shift

Recent NMR measurements reveal a substantial in-plane Knight shift drop below $T_c$, which is most straightforwardly explained by spin-singlet pairings. It has been argued that spin-triplet helical pairings could also be consistent with the susceptibility drop. Figure 4 shows the calculated spin susceptibility as a function of temperature for the three pairings. The residual $\chi(T = 0)$ is roughly similar for all three pairings due to SOC, which mixes spin-singlet and triplet states. $\chi(T = 0)/\chi_0$ is about 28%, 23%, 50% for the $d_{x^2-y^2}$ + ig, $s'$ + id$_{xy}$, and mixed helical pairing, respectively. Taking into account experimental precision along with vortex and disorder effects, the $s'$ + id$_{xy}$ and $d_{x^2-y^2}$ + ig pairings are in better agreement with the experiments. It might be difficult to clearly distinguish these two pairings in Knight shift measurements, especially if the $s'$ + id$_{xy}$ had extremely deep gap minima, i.e. $|\Delta|_{\text{min}}/|\Delta|_{\text{max}} < 3\%$, which is expected to increase the residual spin susceptibility. Nevertheless, the calculated $\chi(T = 0)/\chi_0$ is much higher than the upper bound of 10% suggested by the experiments. We note that the experimental interpretations are complicated by the difficulties in disentangling the orbital and spin contributions. Our results for the $s'$ + id$_{xy}$ pairing are consistent with Ref. 27.

C. Spontaneous edge current

A TRSB superconducting state may support finite spontaneous edge currents which are expected to be detected by high sensitivity magnetic scanning microscopy. Experiments on SRO show no evidence for such edge currents, suggesting that the current is either absent or too tiny to be resolved. It’s been pointed out that the spontaneous edge current can be dramatically reduced by gap anisotropies, indicating that the three pairings may be reconciled with the null results in experiments, although often fine-tuning is required.

The spontaneous edge current for the $d_{x^2-y^2}$ + ig and $s'$ + id$_{xy}$ pairings is sensitive to the edge orientation: the current is generally finite at $(1, 0, 0)$ surfaces and vanishes at $(1, 1, 0)$ surfaces. For the mixed helical pairing, the current is independent of the edge orientation. As shown in Fig. 6, the predicted edge currents at the $(1, 0, 0)$ surfaces, $I_y(x)$, for the three pairings are much smaller than the simple chiral $p$-wave case. In addition, there is a sign change in $I_y(x)$ for the $d_{x^2-y^2}$ + ig pairing, which significantly reduces the total integrated edge current, $I_y = \int dx J_y(x)$. In particular, this current is compatible with the experiments since $I_y \sim 20\%$. $I_y$ is the simple chiral $p$-wave result. This current ratio is 19% and 36% for the $s'$ + id$_{xy}$ and mixed helical pairings, respectively. The larger current reduction in the $d_{x^2-y^2}$ + ig state is a result of the higher angular harmonics in the
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FIG. 3. Gap function profiles of three TRSB solutions (a) $d_{x^2-y^2} + ig$, (b) $s' + id_{xy}$ and (c) mixed-helical, along the three FS contours in one quadrant of the first BZ. The FS contour of each band is parameterized by the angle of the vector $k_F = k_F(\theta)(\cos \theta, \sin \theta)$. Angle $\theta$ is measured from $(\pi, \pi)$ for the $\alpha$ band, and from $(0, 0)$ for $\beta$ and $\gamma$ bands. The three states are obtained at phase boundaries where their two respective components are degenerate. The band/interaction parameters for the phase boundaries are: $(\eta B_{2g}/\eta, U/t, V_{NN}/U, V_{NNN}/V_{NN}) = (a) (0.3, 0.8, 0.25, 0.65)$, (b) $(0.8, 0.05, 0)$, and (c) $(0, 0.0001, 0.15, 0)$. Note, for the non-unitary mixed-helical pairing, because $|\Delta_{\downarrow\downarrow}| \ll |\Delta_{\uparrow\uparrow}|$, only the latter is shown.

FIG. 4. The temperature dependence of the spin susceptibility ($\chi_{xx}$, normalized by the normal state value $\chi_{xx}$) for the three OP pairings, calculated in the presence of a small Zeeman field in the $x$-direction and with Fermi-liquid corrections included. We set $k_B T_c = 0.005t$, and the maximum magnitude of the gap is $|\Delta_{\max}| = 0.015t$. These calculations follow those in Ref. 12.

V. CONCLUSIONS

Within the RPA, we find that both $d_{x^2-y^2}$ and g-wave can be stabilized by the effects of longer-range interactions and $\eta B_{2g}$, and that accidentally / near degenerate $d_{x^2-y^2} + ig$ can be stable for a specific range of parameters. We also calculate the physical properties of the realized $d_{x^2-y^2} + ig$ state and compare it with the realized $s' + id_{xy}$ and mixed helical pairings. We find that, although the $s' + id_{xy}$ pairing is as competitive as the $d_{x^2-y^2} + ig$, and is better than the mixed helical pairing, in explaining the spin susceptibility data and the existence of nodes/near-nodes and the absence of spontaneous edge current than the other two proposals.

Since $T_c \sim e^{-1/|\lambda|}$, the TRSB phase would occur only when the interaction parameters are tuned essentially right at the phase boundaries, where $T_c \approx T_c^0$. As pointed out in Refs. 16 and 17, the relative stability of the $d_{x^2-y^2}$ and g-wave states can be sensitive to local
strains, so that in the presence of such strains, one may have coexisting domains of $g$-wave and $d_{x^2−y^2}$-wave order. In this case, time-reversal symmetry can be broken at domain walls between different strain regions. Ref. [17] shows that strain-inhomogeneities can couple a single-component primary OP, e.g. $d_{x^2−y^2}$ ($g$)-wave, to a subleading pairing state, e.g. $g$ ($d_{x^2−y^2}$)-wave, and break time-reversal symmetry. As perfect degeneracy of $g$ state is expected to be stabilized in a broader parameter regime compared to a homogeneous $d_{x^2−y^2} + ig$ state. Recent studies show that the inhomogeneous TRSB domain walls may provide a route to explaining the observation of half-quantum vortices [16], heat capacity [28] and ultrasound attenuation measurements [2] on SRO. Our calculations suggest that even modest strains may be sufficient for such a scenario since we find $d_{x^2−y^2}$ and $g$-wave to be the first two leading orders over a range of parameters.

The RPA formalism we employed here is limited to small values of the Coulomb interaction, $U \lesssim \mathcal{O}(t)$, it neglects correlation effects away from the FS, and it neglects many diagrams in calculating the effective interaction. Thus, the RPA approach may not adequately capture the physics of SRO with typical estimates of $U \sim \mathcal{O}(eV) \sim 10$ [25,36,59,60]. A recent study [33] compares the weak coupling RG, RPA, and dynamical cluster approximation (DCA) approaches within the single band Hubbard model, and it finds good agreement among these approaches, in the region where they can be compared, suggesting a smooth crossover in pairing states within the Hubbard model from weak to strong coupling. While such an analysis has not been done for the multiband case, it suggests that the RPA approach can provide valuable insight into superconducting pairings in SRO. We believe that some of the observations about the effects of interaction-anisotropy and $\eta_{Bz}$ in our RPA calculations will survive at strong coupling since they are independent of the strength of $U$. Also, beyond the weak-$U$ limit, correlation effects away from the FS can be important to the superconducting instabilities. For example, the RPA approach may underestimate the stability of $d_{x^2−y^2}$ pairing by not adequately accounting for the effect of the van Hove singularity away from, but near, the FS of the $\gamma$ band. Thus, the functional RG approach [20,61] with longer-range interactions would be of interest since it can be employed in the sizable $U$-regime and it treats states away from the FS more accurately.

The superconducting pairings discussed above are classified according to the irrep. of the point group of the lattice in the band basis. Recently, it was argued that the above analysis of the pairing function is insufficient [22,24]. Instead, some recent studies of SRO focus on the orbital basis approach and propose specific interorbital pairings. Ref. [33] finds an odd frequency inter-orbital singlet pairing is favored by solving the linearized Eliashberg equation. Using a mean-field approach, Ref. [15] finds stable inter-orbital $d_{x^2−y^2} + ig$ pairing at $J/U > 1/3$. Transferring these inter-orbital pairings into the band basis, one finds that they both support substantial interband pairing away from the FS. By contrast, the approach we take ignores interband pairing.

The relative size of intraband and interband pairing in SRO is an open question. However, since the minimum energy difference between electron states on different bands and with opposite momentum is much larger than the superconducting pairing energy in SRO, one might expect interband pairing to be small. For example, interband pairing might be reduced by finite frequency effects that are usually ignored in weak-coupling formalisms. In any case, one does not expect interband pairing to significantly impact the relative stability of different pairing states close to $T_c$, since interband pairing does not open up a gap anywhere on the FS. In particular, interband pairing only contributes in order $\Delta^2/E_F$ to the pairing gap at the FSs. Nevertheless, interband pairing can be important for some properties, including the polar Kerr effect [1], which has been measured at high frequencies where all superconducting contributions are of order $(\Delta/E_F)^2$ or smaller. While the approach of Ref. [33] could, in principle, address the size of interband pairing, the calculations are restricted to temperatures $\gtrsim 300K$, not only well above $T_c$, but also above the temperature where a well-defined FS emerges. One would likely need to go to much lower temperatures to reliably capture the relative size of intraband and interband pairing. Since the presence of substantial interband pairing could impact the interpretation of some experiments, this is an interesting avenue for future studies.

Lastly, we comment on the effects of $d_{xy/z}$ anisotropy we have neglected throughout this paper. In the crystal field with $D_{4h}$ symmetry, the Ru $t_{2g}$ states split into an $e_g$ doublet ($d_{xz}$, $d_{yz}$) and a $2g$ singlet ($d_{xy}$). As the RuO bond in the $c$-direction is elongated, $d_{xy}$ orbitals are more spread out than ($d_{xz}$, $d_{yz}$) orbitals, suggesting stronger interactions for $d_{xy}$ orbitals. This anisotropy would slightly suppress $g$-wave pairing. However, it won’t significantly affect our key results, as it is very small in SRO, i.e. the spread of the $d_{xy}$ orbital is larger than ($d_{xz}$, $d_{yz}$) by about $7\%$.
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Appendix A: Susceptibility and effective interaction

In this section, we show the derivation of the effective interaction in the Cooper pair channel that takes into account on-site, NN, and NNN interactions. The bare interaction Hamiltonian is defined in Eq. (A1), and it can be rewritten in a more compact form as,

\[ H_{\text{int}} = \frac{1}{4} \sum_{i, \delta, \bar{s}} \left( [W_1(\delta)]_{\bar{s} a_3 a_4}^{\bar{s} a_1 a_2} \bar{c}^\dagger_{i, \delta, \bar{s}} c_{i, \delta, \bar{s}} + [W_2(\delta)]_{\bar{s} a_3 a_4}^{\bar{s} a_1 a_2} \bar{c}^\dagger_{i, \delta, \bar{s}} c_{i, \delta, \bar{s}} \right). \]  

(A1)

\( \bar{s}_j = \{ a_j, s_j \} \) is a composite index that labels both orbital \( (a_j) \) and spin \( (s_j) \). \([W_1(\delta)]_{\bar{s} a_3 a_4}^{\bar{s} a_1 a_2} \) has the following non-zero elements,

\[
[W_1(0)]_{as,as}^{as,as} = U, \quad [W_1(0)]_{bs,bs}^{as,as} = U', \quad [W_1(0)]_{bs,bs}^{as,bs} = J', \quad [W_1(0)]_{bs,bs}^{as,as} = J, \quad [W_1(0)]_{bs,bs}^{as,bs} = U' - J,
\]

(A2a)

\[
[W_1(\delta \neq 0)]_{as,as}^{as,as} = [W_1(\delta \neq 0)]_{as,as}^{as,bs} = V_{as,\delta}, \quad \delta \neq 0, \quad [W_1(\delta \neq 0)]_{bs,bs}^{as,bs} = [W_1(\delta \neq 0)]_{bs,bs}^{as,as} = U_{ab,\delta},
\]

(A2b)

where \( a \neq b \) and \( s = -s \). \( W_2(\delta) \) is related to \( W_1(\delta) \) such that the whole interaction matrix coefficient is antisymmetric with respect to exchanges of indices of two creation or annihilation operators in \( H_{\text{int}} \):

\[
[W_2(\delta)]_{\bar{s} a_3 a_4}^{\bar{s} a_1 a_2} = -[W_1(\delta)]_{\bar{s} a_3 a_4}^{\bar{s} a_1 a_2} = -[W_1(\delta)]_{\bar{s} a_1 a_4}^{\bar{s} a_3 a_2}.
\]

(A3)

\([W_1(\delta)]_{\bar{s} a_3 a_4}^{\bar{s} a_1 a_2} \) (and, similarly, \([W_2(\delta)]_{\bar{s} a_3 a_4}^{\bar{s} a_1 a_2} \)) is a 36 \times 36 matrix, for each value of \( \delta \), with \( \{ \bar{s}_1, \bar{s}_2 \} \) its row index and \( \{ \bar{s}_3, \bar{s}_4 \} \) the column index.

By Fourier transformation of the interaction we get,

\[
H_{\text{int}}(k) = \frac{1}{4} \sum_{k_1, \bar{s}} \sum_{\delta} [W(k_1, k_2; k_3, k_4, \delta)]_{\bar{s} a_3 a_4}^{\bar{s} a_1 a_2} c_{k_1, \bar{s}}^\dagger c_{k_2, \bar{s}} c_{k_3, \bar{s}} c_{k_4, \bar{s}},
\]

(A4)

where

\[
[W(k_1, k_2; k_3, k_4, \delta)]_{\bar{s} a_3 a_4}^{\bar{s} a_1 a_2} = \sum_{i,j=\{1,2\}} \begin{pmatrix} e^{i k_1 \delta} & 0 \\ 0 & e^{i k_2 \delta} \end{pmatrix} \begin{pmatrix} [W_1(\delta)]_{\bar{s} a_3 a_4}^{\bar{s} a_1 a_2} & 0 \\ 0 & [W_2(\delta)]_{\bar{s} a_3 a_4}^{\bar{s} a_1 a_2} \end{pmatrix} \begin{pmatrix} e^{-i k_1 \delta} & 0 \\ 0 & e^{-i k_2 \delta} \end{pmatrix}.
\]

(A5)

Here, we introduce an additional but redundant 2 \times 2 subspace, and the sum is taken over all the matrix elements in this subspace. In the form of Eq. (A5), the momenta dependence of the bare interaction is factored out, which can facilitate our derivation of the RPA effective interactions, as will become clear in the following.

In the presence of longer-range interactions, the bare interaction depends on the momentum transfer, \( k_1 - k_2 \) and \( k_1 - k_4 \). As a result, in deriving the effective interaction, the interaction vertex in the higher-order diagrams involves the internal loop momentum \( p \), unlike the on-site interaction case where the bare interaction is momentum independent.\(^{21,22,24}\) The additional \( p \)-dependence poses a challenge for writing diagrammatic contributions to the RPA effective interaction as a simple geometric and algebraic sum. This computational complexity can be reduced by factoring out the \( p \)-dependence in the interaction vertex and absorbing it into the definition of particle-hole susceptibility as in Ref.\(^{21}\) We follow a similar approach to that in Ref.\(^{27}\) except that we start with the antisymmetrized bare interaction. This parametrization of the interaction will prove convenient in the following derivation of the RPA effective interaction.

The exchange of the spin and orbital fluctuations can induce attractions responsible for superconductivity, even if the bare interaction is repulsive. To take into account this effect, one calculates the effective electron-electron interaction, \([\Gamma(k, k')]_{\bar{s} a_3 a_4}^{\bar{s} a_1 a_2} \) in Eq. (A3), by summing up one-particle irreducible diagrams of different orders in the bare interaction, Eq. (A1). The first-order contribution [shown in Fig. (a)] is

\[
[\Gamma(k, k')^{(1)}]_{\bar{s} a_3 a_4}^{\bar{s} a_1 a_2} = \sum_{\delta} \sum_{i,j=\{1,2\}} \begin{pmatrix} e^{i k_1 \delta} & 0 \\ 0 & e^{i k_2 \delta} \end{pmatrix} \begin{pmatrix} [W_1(\delta)]_{\bar{s} a_3 a_4}^{\bar{s} a_1 a_2} & 0 \\ 0 & [W_2(\delta)]_{\bar{s} a_3 a_4}^{\bar{s} a_1 a_2} \end{pmatrix} \begin{pmatrix} e^{-i k_1 \delta} & 0 \\ 0 & e^{-i k_2 \delta} \end{pmatrix}.
\]

(A6)
The two second-order diagrams are shown in Fig. 6 (b-c). The contribution of the bubble diagram is expressed as,

\[ \Gamma(k, k')^{(2, \text{bubble})}_{\bar{a}_1 \bar{a}_2 \bar{a}_3 \bar{a}_4} = -\sum_{\delta, \delta'} \sum_{b_i} \sum_{p} \left[ \chi(k, k'; p - (k - k'), p, \delta) \right]_{\bar{a}_1 \bar{a}_2} \sum_{\alpha, \beta} \frac{n_F(\xi^\alpha_{k'}) - n_F(\xi^\beta_{p - (k - k')})}{\epsilon^\beta_{p - (k - k')} - \epsilon^\alpha_p} \times F_{b_1 b_2}^{\bar{a}_1} (\alpha; \beta; p, k - k') \left[ W(p, p - (k - k') - k, - k', \delta') \right]_{b_3 b_4}^{b_{\bar{a}_3 \bar{a}_4}} \left( \begin{array}{cc} e^{-i k \cdot \delta'} & 0 \\ 0 & e^{-i k' \cdot \delta'} \end{array} \right) \right]_{ij} \quad (A7) \]

\[ \left( \chi(k, k'; \delta, \delta') \right)_{\bar{a}_1 \bar{a}_2 \bar{a}_3 \bar{a}_4}^{b_1 b_2} \text{ is the bare susceptibility defined in Eq. (12).} \]

\[ \epsilon^\alpha_k \text{ is the } \alpha \text{-band dispersion, } n_F \text{ is the Fermi-Dirac distribution function, and } F_{b_1 b_2}^{\bar{a}_1} (\alpha; \beta; p, q) \text{ is the form factor associated with the band-to-orbital transformations given in Eq. (13).} \]

From Eq. (A7) to (A8), the \( p \) dependence in the interaction vertices, \( W(k, k'; p - (k - k'), p, \delta) \) and \( W(p, p - (k - k') - k, - k', \delta') \), is factorized and absorbed into the integrand of [\( \chi(k, k'; \delta, \delta') \)].

Similarly, the ladder diagram contribution is,

\[ \Gamma(k, k')^{(2, \text{ladder})}_{\bar{a}_1 \bar{a}_2 \bar{a}_3 \bar{a}_4} = \sum_{\delta, \delta'} \sum_{i, j = (1, 2)} \left[ \left( \begin{array}{cc} e^{i k \cdot \delta} & 0 \\ 0 & e^{i k' \cdot \delta'} \end{array} \right) \tilde{W}(\delta) \chi(k, - k'; \delta, \delta') \tilde{W}(\delta') \right]_{\bar{a}_1 \bar{a}_2 \bar{a}_3 \bar{a}_4}^{i j} \quad (A9) \]

Notice that \[ \Gamma(k, k')^{(2, \text{ladder})}_{\bar{a}_1 \bar{a}_2 \bar{a}_3 \bar{a}_4} = -\Gamma(k, - k')^{(2, \text{bubble})}_{\bar{a}_1 \bar{a}_2 \bar{a}_3 \bar{a}_4} \]. As a result, the effective interaction at the order of \( (U/t)^2 \) satisfies the same anti-symmetric property as the bare interaction in Eq. (A2). The effective interaction vertex at the RPA level [in Eq. (10)] is obtained by summing up the bare interaction in Eq. (A6) and a geometric series of the bubble and ladder diagrams. This contribution takes a form similar to Eqs. (A8) and (A9), except that the susceptibility \( \chi \) is replaced by \( \chi^{\text{RPA}} \), given in Eq. (11). Note that, not only the usual particle-hole bubble and ladder contributions but the vertex corrections consisting of admixtures of the bubble and ladder vertices, all of which are summed to infinite order, are included, since the bare interaction is anti-symmetrized.

Appendix B: Superconducting instabilities in the presence of NN Coulomb repulsion

In this section, we explore the superconducting instabilities in the presence of the on-site Kanamori-Hubbard interaction, \( U \), and NN Coulomb repulsion, \( V^{\text{NN}} \). To deduce the general behavior, we perform calculations from weak to intermediate strength of \( U \). The effects of \( \eta_{B_{2g}} \) and longer-range anisotropies are neglected here.

For comparison, we first briefly summarize the results with \( U \) only. It has been pointed out that the interplay of the bare-\( U \) interaction and fluctuations mediated interactions is nontrivial in determining the leading superconducting pairing within the RPA. In a multi-orbital model with SOC, the bare-\( U \) interaction is repulsive in the even-parity \( s' \)-, \( d_{xz-y^2} \)-, and \( d_{xy} \)-wave channels, but it does not affect \( g \)-wave or odd-parity pairings. On the other hand, fluctuation-induced interactions favor \( s' \)- and \( d_{x^2-y^2} \)-wave pairings. Thus, as \( U \) crosses from the weak- to the intermediate-coupling regime and the bare \( U \) becomes relatively less important, the dominant pairing changes from a helical to an \( s' \)- or \( d_{x^2-y^2} \)-wave.

When \( V^{\text{NN}} \) is taken into account, it produces a correc-
tion, $\delta \Gamma(k, k')$, to the effective pairing interaction. At the bare-$V_{NN}$ level, $\delta \Gamma^{(1)}(k, k')$ has the following schematic form,

$$
\delta \Gamma^{(1)} \sim V_{NN} \left[ \cos(k_x - k'_x) + \cos(k_y - k'_y) \right] F_{o \to b}(k, k')
$$

where $\phi_{\Lambda,i}$ is the $i$-th lattice harmonic of irreps $\Lambda$ in the $D_{4h}$ group, with $g_{\Lambda,i}^{NN}$ the corresponding pairing interaction strength. Note that, in the presence of SOC, $F_{o \to b}(k, k')$, the form factor associated with the orbital-to-band transformation, is in general a complex matrix in the pseudospin subspace (whose dependence is omitted here for a qualitative discussion). In the single band Hubbard model, as discussed in Refs. 28 and 29, $F_{o \to b}(k, k') = 1$; $g_{\Lambda,i}^{NN}$ is repulsive in the $s$-, $d_{x^2-y^2}$- and $p$-wave channels, while it is zero for both the $d_{xy}$- and $g$-wave channels. In the multi-orbital case with a finite SOC, our numerical results show that $\delta \Gamma^{(1)}$ also contains small repulsive components in the $d_{xy}$- and $g$-wave channels, induced by the nontrivial form factor $F_{o \to b}(k, k')$.

Higher-order contributions to $\delta \Gamma(k, k')$ due to $V_{NN}$ are again induced by particle-hole fluctuations in spin, charge and orbitals, and they can be either attractive or repulsive. They can make significant contributions to certain otherwise suppressed channels. For example, expanding the second-order correction term in the form of $V_{NN}(k, k') \chi(k, k') V_{NN}(k, k')$, where $\chi$ represents the bubble in Fig. 6(b), into different harmonic channels shows that this term has a substantial weight in the $d_{xy}$-wave channel.

![Figure 7](image)

**Figure 7.** Leading superconducting instability phase diagram as a function of $\log_{10}(U/t)$ and orbital-isotropic $V_{NN}$. ‘NA’ corresponds to the regime where the RPA susceptibility diverges and where RPA breaks down. $\eta/t = 0.2, \eta_{B_{2u}}/\eta = 0$, and $J/U = 0.2$.

Figure 7 shows the phase diagram for the leading superconducting instability as a function of the dimensionless interaction parameters $U/t$ and $V_{NN}/U$. $V_{NN}$ stabilizes their helical state in the weak-$U$ regime and $d_{xy}$-wave pairing at intermediate $U$. As a result, TRSB $s'/id_{x^2-y^2}$, $s' + id_{xy}$, $d_{x^2-y^2} + id_{xy}$, mixed helical, or mixed parity $s' + ip$ pairing, can be obtained at the phase boundaries. However, $g$-wave pairing is not favored. The phase diagram is roughly robust against the change of $\eta$ and $J/U$. In the following, we discuss two limiting $U$ cases in detail.

**FIG. 8.** Evolution of the largest eigenvalue (in magnitude) of the linearized gap equation, Eq. (10), in selected leading irreps. as a function of $V_{NN}/U$ for (a) $U/t = 10^{-4}$ and (b) $U/t = 0.8$. (Some sub-leading irreps. are not shown.)

We first consider the weak-$U$ limit and take $U/t = 10^{-4}$, where $s'$-wave is leading for $V_{NN} = 0$. The evolutions of the superconducting instabilities as a function of $V_{NN}$ are shown in Fig. 8. The leading eigenvalue in all the pairing channels shown is slightly suppressed at small $V_{NN}$; helical pairings are promoted when $V_{NN}/U \gtrsim 0.05$. In the latter case, the corresponding helical gap functions we obtained are similar to those obtained in the absence of $V_{NN}$ in the previous studies.21,22,61.

A noticeable feature in Fig. 8(a) is that, independent of $V_{NN}/U$, the splitting between helical pairings in the $B_{1u}$ and $B_{2u}$ (or $A_{1u}$ and $A_{2u}$) is rather small, making it reasonable to consider accidentally degenerate helical pairings $B_{1u} + i B_{2u}$ (or $A_{1u} + i A_{2u}$). These pairings are proposed in Ref. 32 to explain some observations in SRO, including the intrinsic Hall and Kerr effects, the absence of observable spontaneous edge current, and the substantial Knight shift drop using simple gap functions without any microscopic details. We revisit the $B_{1u} + i B_{2u}$ state obtained at $V_{NN}/U = 0.15$ in Sec. IV to see if it can reconcile with the experiments.

Figure 8(b) shows an intermediate $U$ case, $U/t = 0.8$, where $d_{x^2-y^2}$ is slightly leading without $V_{NN}$. The leading superconducting instabilities in most of the pairing channels, including $g$-wave, are enhanced, due to the enhancement of $\chi^{RPA}$. Either the $s'$- or $d_{x^2+y^2}$-solution dominates over other channels depending on the value of $V_{NN}$. Similar results were recently reported in Ref. 27, where $s' + id_{xy}$ pairing is proposed. We discuss the properties of the $s' + id_{xy}$ pairing at $V_{NN}/U = 0.05$ in Sec. IV.

**Appendix C: Stability of $d_{x^2-y^2}$ and $g$-wave pairing in the presence of longer-range interactions and $\eta_{B_{2u}}$**

In Sec. III we show that both $d_{x^2-y^2}$- and $g$-wave pairing can be stabilized at $\eta_{B_{2u}}/\eta \gtrsim 0.3$ in the intermediate $U$ case ($U = 0.8, V_{NN}/U = 0.25, V_{NN}/V_{NN} = 0.65$).
In this appendix, we show that this is a robust result relevant for a large region of parameter space. The resulting FSs for two distinct SOC parameter values are shown in Fig. 9. The resulting orbital anisotropies, which can further promote the $d_{x^2-y^2}$ and $g$-wave phase, are neglected here.

Before we focus on a detailed case, we first give a general picture of the evolutions of the $g$-wave superconducting instability for a wide range of $U$ in the presence of sizable $V_{NNN}$ (in Fig. 10). We find that $g$-wave pairing becomes dominant in the weak-$U$ limit when longer-range interactions are included and is less favored for finite $U$, as observed in Fig. 1. However, the dependence of the leading pairing and of the $g$-wave state on $U$ is non-monotonic. Another important piece of information we can get from Fig. 10 is that, for a given $U$, the $g$-wave can always become the leading or the first sub-leading pairing in the parameter space of $V_{NN}$ and $V_{NNN}$. For the latter case, it can be further promoted by the effects of $\eta_{B2g}$ and interaction-anisotropies, as discussed in the main text.

We then consider the case at $\eta_{B2g}/\eta = 0.3$ where the $d_{x^2-y^2}$ state is slightly dominant and the $g$-wave is the first subleading channel. As shown in Fig. 11 and 12, $d_{x^2-y^2}$ and $g$-wave are the first two leading pairings in the range of $V_{NN}/U \in (0.2, 0.3)$, $V_{NNN}/V_{NN} > 0.5$ and $J/U \in (0.16, 0.24)$. The $d_{x^2-y^2}$ and $g$-wave phase can be larger by increasing $\eta_{B2g}$ or including longer-range interaction anisotropies.

Figure 13 shows the effects of $\eta_{B2g}/\eta$ in the weak-$U$ case ($U/t = 10^{-4}$, $V_{NN}/U = 0.25$, $V_{NNN}/V_{NN} = 0.2$), where the $g$-wave is slightly dominant at $\eta_{B2g}/\eta = 0$. We find that $d_{x^2-y^2}$ and $g$-wave become the first two leading pairings at $\eta_{B2g}/\eta \gtrsim 0.15$. 

FIG. 9. Fermi surfaces for the tight-binding model given in Eq. 3 with SOC parameters: (a) $\eta_{B2g}/\eta = 0.0$ and (b) $\eta_{B2g}/\eta = 0.3$. 

FIG. 10. Leading superconducting instabilities as a function of log($U/t$) for (a) $V_{NN}/U = 0.1$, $V_{NNN}/V_{NN} = 0.65$ and (b) $V_{NN}/U = 0.25$, $V_{NNN}/V_{NN} = 0.65$. 

FIG. 11. Leading superconducting instabilities as (a) $V_{NN}/U$ and (b) $V_{NNN}/V_{NN}$ is varied. $\eta_{B2g}/\eta = 0.3$. The case at $V_{NN}/U = 0.25$, $V_{NNN}/V_{NN} = 0.65$ is shown in Fig. 2(a). 

FIG. 12. Superconducting instabilities v.s. $J/U$ in the $\eta_{B2g}/\eta = 0.3$ case ($U/t = 0.8$, $V_{NN}/U = 0.25$, $V_{NNN}/V_{NN} = 0.65$). 

FIG. 13. Effects of $\eta_{B2g}/\eta$ on the superconducting instabilities in different channels for $U/t = 0.0001$. $V_{NN}/U = 0.25$, $V_{NNN}/V_{NN} = 0.2$. 
Appendix D: Effects of orbital-anisotropies of the longer-range interactions

| Parameter | Estimate | $s'$ | $d_{x^2-y^2}$ | $d_{xy}$ | $g$ | helical | chiral |
|-----------|----------|------|--------------|----------|-----|---------|--------|
| $\alpha_{33}$ | 0.12 | $\uparrow\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ |
| $\alpha_{23,x}$ | 0.11 | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ |
| $\alpha_{12}$ | 0.05 | $-$ | $\downarrow$ | $\downarrow$ | $\uparrow$ | $\uparrow$ |
| $\beta_{33}$ | 0.04 | $\uparrow\uparrow$ | $\uparrow$ | $-$ | $\uparrow$ | $\uparrow$ |
| $\beta_{13}$ | 0.02 | $-$ | $\uparrow$ | $\uparrow$ | $\uparrow\uparrow$ | $\uparrow\uparrow$ |
| $\beta_{12}$ | 0.002 | $-$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ |

TABLE I. Effects of orbital-anisotropy parameters on different pairing channels (last six columns) for finite-$U$. $\uparrow$ ($\downarrow$ or $-$) means that the eigenvalue (magnitude) of that pairing channel is enhanced (suppressed or barely changed). $\uparrow\uparrow$ indicates that the eigenvalue of that channel is more enhanced than those with $\uparrow$. The second column gives the estimates of the parameters through integrals over Ru 4d-$t_{2g}$ Slater-type orbitals.

Rough estimates of the orbital-anisotropy parameters through integrals over Ru 4d-$t_{2g}$ Slater-type orbitals are shown in Table. The largest anisotropy parameter, $\alpha_{33}$, which quantifies the NN interactions for $d_{xy}$-orbitals (or $d_{xz}$-orbitals along the $x$-direction) relative to that for $d_{xz}$-orbitals along the $y$-direction, is about 0.12. As discussed in Sec. III this value is underestimated because the hybridization effects are neglected. However, Table. I can still indicate how those parameters compare with each other. For example, $(\alpha_{23,x}, \alpha_{12}, \beta_{33}, \beta_{13}, \beta_{12}) \approx (1, 0.4, 0.33, 0.17, 0)\alpha_{33}$ and this is the ratio used in the main text.

Table. I shows the effects of the anisotropy parameters on different pairing channels for finite-$U$. See caption for explanations of notation (arrows and dash). For example, $\alpha_{33}$ tends to significantly enhance all the pairing channels except $d_{xy}$. As a consequence, $d_{xy}$ is surpassed by $g$-wave or helical at large $\alpha_{33}$ [shown in Fig. (a)]. In addition, $\beta_{33}$ is critical to stabilizing $d_{x^2-y^2}$-pairing. As shown in Fig. (b), $d_{x^2-y^2}$-wave pairing is favored at $\beta_{33} > 0.7$. In the weak-$U$ limit, the anisotropies tend to favor the $g$-wave state (not shown), because the enhancement effects on other pairing channels, as discussed above, are generally canceled out by the bare interactions.
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