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Abstract

Vision-and-language (V&L) models take image and text as input and learn to capture the associations between them. Prior studies show that pre-trained V&L models can significantly improve the model performance for downstream tasks such as Visual Question Answering (VQA). However, V&L models are less effective when applied in the medical domain (e.g., on X-ray images and clinical notes) due to the domain gap. In this paper, we investigate the challenges of applying pre-trained V&L models in medical applications. In particular, we identify that the visual representation in general V&L models is not suitable for processing medical data. To overcome this limitation, we propose BERTHop, a transformer-based model based on PixelHop++ and VisualBERT, for better capturing the associations between the two modalities. Experiments on the OpenI dataset, a commonly used thoracic disease diagnosis benchmark, show that BERTHop achieves an average Area Under the Curve (AUC) of 98.12\% which is 1.62\% higher than state-of-the-art (SOTA) while it is trained on a 9x smaller dataset.

1. Introduction

Computer-Aided Diagnosis (CADx) \cite{14} systems could provide valuable benefits for disease diagnosis including but not limited to improving the quality and consistency of the predictions and reducing medical mistakes as they are not subject to human error. Although most existing studies focus on diagnosis based on medical images such as chest X-ray (CXR) images \cite{3, 2, 11}, the radiology reports often contain substantial information (e.g., patient history and previous studies) that are difficult to be detected from the image alone. Besides, diagnosis from both image and text is more closely aligned with disease diagnosis by human experts. Therefore, V&L models that take both images and text as input can be potentially more accurate for CADx and several attempts have been made in this direction \cite{40, 42, 27}.

However, the shortage of annotated data in the medical domain makes utilizing V&L models challenging. Annotating medical data is an expensive process as it requires human experts. Although a couple of recent large-scale auto-labeled datasets have been provided for some medical tasks, e.g., chest X-ray \cite{39, 6, 19}, they are often noisy (low-quality) and degrade the performance of models. Besides, such datasets are not available for most medical tasks. Therefore, training V&L models with limited annotated...
Recently, pre-trained V&L models have been proposed for reducing the amount of labeled data required to train an accurate downstream model \cite{22,8,26,25} in the general domain. These models are first trained on large-scale image caption data with self-supervision signals (e.g., using masked language model loss) to learn the association between objects and text tokens. Then, the pre-trained V&L models are used to initialize the downstream models and fine-tuned on the target tasks. In most V&L tasks, it has been reported that V&L pre-training is a major source of performance improvement. However, we identify a key problem in applying common pre-trained V&L models for the medical domain: the large domain gap between the medical (target) and the general domain (source) makes such pre-train and fine-tune paradigm considerably less effective in the medical domain. Therefore, domain-specific designs have to be applied.

Notably, V&L models mainly leverage object-centric feature extraction methods such as Faster R-CNN \cite{31} which is pre-trained on general domain to detect everyday objects, e.g., cats, and dogs. However, the abnormalities in the X-ray images do not resemble everyday objects and will likely be ignored by a general-domain object detector.

To overcome this challenge, we propose BERTHop, a transformer-based V&L model designed for medical applications. BERTHop resolves the domain gap issue by leveraging pre-training language encoder, BlueBERT \cite{28}, a BERT \cite{12} variant that has been trained on biomedical and clinical datasets. Furthermore, in BERTHop, the visual encoder of the V&L architecture is redesigned leveraging PixelHop++ \cite{8} and is fully unsupervised which significantly reduces the need for labeled data \cite{32}. PixelHop++ can extract image representations at different frequency levels that is beneficial for abnormality detection.

We evaluate BERTHop by conducting extensive experiments and analysis for CADx in chest disease diagnosis on the OpenI dataset \cite{11}. The OpenI dataset contains thoracic diseases, including 14 common chest diseases. Compared to SOTA (TieNET \cite{40}), BERTHop outperforms in 11 out of 14 thoracic diseases diagnoses and achieves an average AUC of 98.23% that is 1.73% higher, using significantly less training data (TieNet is trained on the ChestX-ray14 \cite{59} dataset that is 9 times larger than OpenI). Compared to the similar transformer-based V&L model pre-trained on general domain and fine-tuned on OpenI \cite{22,23}, BERTHop requires no expensive V&L pre-training yet outperforms it by 14.37%.

We summarize our contributions as follows: (1) We propose BERTHop, a novel data-efficient V&L model for CXR disease diagnosis surpassing existing approaches. (2) Our proposed model incorporates PixelHop++ into a transformer-based model. To the best of our knowledge, this is the first study which integrates PixelHop++ and Deep Neural Network (DNN) models. (3) We conduct extensive experiments to demonstrate the effectiveness of each sub-model we used in BERTHop. (4) We study how transformer initialization with a model, pre-trained on in-domain data (even on a single modality) is highly beneficial in the medical domain.

2. Related Work

Transformer-based V&L models

Inspired by the success of BERT for NLP tasks, various transformer-based V&L models have been proposed \cite{22,9,37}. They generally use an object detector pre-trained on Visual Genome \cite{20} to extract visual features from an input image and then use a transformer to model the visual features and input sentence. They are pre-trained on a massive amount of paired image-text data with a mask-and-predict objective similar to BERT. During pre-training, part of the input is masked and the objective is to predict the masked words or image regions based on the remaining contexts. Such models have been applied to many V&L applications \cite{43,26,10} including the medical domain \cite{23}. However, the performance of these models is not satisfactory due to the domain shift between the general domain and medical domain.

V&L models in the medical domain

Various CNN-RNN-based V&L models have been proposed for disease diagnosis on CXR. Zhang et al. \cite{42} proposed TNNT (Text-guided Neural Network Training) which helps a CNN model get guidance from text report embedding for a more efficient training process on V&L data and evaluated the model on four V&L datasets including the OpenI dataset. They showed that the text report has important information that can improve the diagnosis compared with prior vision-only models, e.g., ResNet.

TieNet is a CNN-RNN-based model for V&L embedding integrating multi-level attention layers into an end-to-end CNN-RNN framework for disease diagnosis and radiology report generation tasks. TieNet uses a ResNet-50 pre-trained for general-domain visual feature extraction and an RNN for V&L fusion. As a result, it requires a large amount of in-domain training data (ChestX-ray14) for adapting to the medical domain, limiting its practical usage. In contrast, our method achieves higher performance with very limited in-domain data.

Recently, Li et al. \cite{23} evaluated the transferability of well-known pre-trained V&L models by fine-tuning them on MIMIC-CXR \cite{19} and OpenI. However, the pre-trained models are designed and pre-trained for general-domain, and directly fine-tuning it with limited in-domain data leads to suboptimal performance. We refer to this method as VB w/ BUTD (section 4.2).
The cardiac and mediastinal contours are within normal limits. The lungs are well-inflated and clear. There is an 8mm nodule in the left lower lobe, XXXX calcified granuloma ...

Figure 2. The proposed BERTHop framework for CXR disease diagnosis. A PixelHop++ model followed by a “PCA and concatenation” block is used to generate Q feature vectors. These features along with language embedding are fed to the transformer that is initialized with BlueBERT.

PixelHop++ for visual feature learning  
PixelHop++ is originally proposed as an alternative to deep convolutional neural networks for feature extraction from images and video frames in resource-constrained environments. It is a multi-level model which generates output channels representing an image at different frequencies.

PixelHop++ is used in various applications and shown to be highly effective on small datasets. These applications include face gender classification [33], face recognition [34], and deep fake detection [7]. It has also been recently applied to a medical task. VoxelHop [24] leveraged this model on 3D Magnetic resonance imaging (MRI) imaging data and could achieve superior results for Amyotrophic Lateral Sclerosis (ALS) disease classification task.

To the best of our knowledge, this is the first study which integrates PixelHop++ and DNN models. Our proposed model takes advantage of the attention mechanism to integrate visual features extracted from PixelHop++ and the language embedding.

3. Approach

Inspired by the architecture of VisualBERT, our framework uses a single transformer to integrates visual features and language embeddings. The overall framework of our proposed approach is shown in Figure 2. We first utilize PixelHop++ to extract visual features from the X-ray image; then the text (a radiology report) is encoded into subword embeddings; a joint transformer is applied on top to model the relationship between two modalities and capture implicit alignments.

There are two main differences between BERTHop and previous approaches:

• **Visual feature encoder** Considering the lack of data in the medical domain, instead of using an object detector pre-trained on a general-domain dataset, we leverage PixelHop++, an unsupervised data-efficient method, to extract visual features. As the size of the PixelHop++ output channels is relatively large to be directly fed into the transformer, we apply Principle Component Analysis (PCA) to the output channels for dimension reduction. PCA is an orthogonal linear transformation that maps the data to a new coordinate system of lower dimension so that the variation of data is better preserved. By applying PCA to the PixelHop++ output channels, we capture the most prominent features and prevent over-fitting. Then, we concatenate the results to generate the final visual feature vectors. (Section 3.1)

• **In-domain text pre-training** Instead of resorting to computation-extensive V&L pre-training on a general domain image-text dataset, we find in-domain text-only pre-training considerably more beneficial in our application. Thus, we use BlueBERT as the backbone for our model, a transformer pre-trained on biomedical and clinical datasets. (Section 3.2)

3.1. Visual encoder

We argue that extracting visual features from a general-domain object detector, i.e. the BUTD approach that is dominant in most V&L tasks, is not suitable for the medical domain. BUTD takes an image and employs a

1In the following, we use the term “BUTD” to refer to extracting visual features from a pre-trained object detector rather than the full model from BUTD.
Suppose that we have \( N \) training images of size \( s_1 \times s_2 \times d \), where \( d = 1 \) for gray-scale and \( 3 \) for color images. They are all fed into a single PixelHop++ unit in the first level of the model. The goal of training a PixelHop++ unit is to compute linearly independent projection vectors (kernels) which can extract strong features from its input data. There are one or more PixelHop++ units in each level of a PixelHop++ model.

In the first step of processing data in a PixelHop++ unit, using a sliding window of size \( w \times w \times d \) and a stride of \( s \), patches from each training image are extracted and flattened, i.e., \( x_{i1}, x_{i2}, ..., x_{iM} \) where \( x_{ij} \) is the \( j \)th flattened patch for image \( i \), and \( M \) is the number of extracted patches per image.

In the second step, the set of all patches extracted from training images are used to compute the kernels of the PixelHop++ unit. Kernels are computed as follows:

- The first kernel, called DC kernel, is the mean filter, i.e., \( \frac{1}{n} \times (1, 1, ..., 1) \) where \( n \) is the size of the input vector, and extracts the mean of each input vector.

- After computing the mean (DC component) of each vector, PCA kernels of the residuals are computed and stored as AC kernels. First, \( k \) PCA kernels are the top \( k \) orthogonal projection vectors which can capture the variation of residuals best.

Each image patch is projected on computed kernels and a scalar bias is added to the projection result to avoid the sign-confusion problem \[21\]. This transformation on the input vector \((x_0, x_1, ..., x_{d-1})^T\) can be shown as follows:

\[
y_k = \sum_{d=0}^{D-1} a_{kd} \times x_d + b_k
\]

where \( a_{kd} \) represents kernel parameters associated with the \( k \)th kernel of a PixelHop++ unit and \( b_k \) is the kernel’s corresponding bias term.

By transforming \( x_{i1}, x_{i2}, ..., x_{iM} \) by a kernel in a PixelHop++ unit, one output channel is generated. For example, in the first level of the model, the PixelHop++ unit generates 1 DC channel and \( w \times w \times d - 1 \) AC channels. Each channel is shown by a node in Figure 3.

In the last step, model pruning is executed to remove the channels which include deficient data. The ratio of the variance explained by each kernel to the variance of training data is called the “energy ratio” of the kernel or its corresponding channel and is used as a criterion for pruning the model. An energy ratio threshold value, \( E \), is selected and model pruning is performed using the following rule:

- If the energy ratio of a channel is less than \( E \), it will be discarded (discarded nodes/channels in Figure 5) as the variation of data along the corresponding kernel is very small.

- If the energy ratio of a channel is more than \( E \), it is forwarded to the next level for further energy compaction (intermediate nodes/channels in Figure 5).

Each output intermediate channel generated by a PixelHop++ unit will be fed into one separate PixelHop++ unit in the next level. So, except for the first level of the model, other levels contain more than one PixelHop++ unit.
Inference phase of PixelHop++: Data flow is similar to the training phase but all parameters including kernel weights and biases are computed during the training phase. Therefore, according to Equation 1, feature extraction from test images is conducted in each PixelHop++ unit using the computed kernels and biases.

3.2. In-domain text pre-training

As shown in an example in Figure 4, the report is written by an expert radiologist, who lists the normal and abnormal observations in the “finding” section and other important patient information e.g. patient history in the “impression” section of the report. The text style of the report is drastically different from that of the pretraining corpora of BERT (Wikipedia and BookCorpus) or V&L models (MSCOCO and Conceptual Captions).

However, previous methods [23] do not take such a significant domain gap into consideration. Rather, they initialize the transformer with a model trained on general-domain image-text corpora, as in most V&L tasks. Meanwhile, pre-training with text-only corpora has been reported to how only marginal or no benefit [27]. In the medical domain, however, we find that using a transformer pre-trained on in-domain text corpora as our initialized backbone serves as a simpler yet stronger approach.

Peng et al. [28] proposed a Biomedical Language Understanding Evaluation (BLUE) benchmark which evaluated the performance of BERT and Elmo [29] on 5 common biomedical text-mining tasks with ten corpora and showed the superiority of BERT when is pre-trained on biomedical and clinical datasets (BlueBERT) [2]. Recently, BlueBERT has been widely used in the bioNLP community for various NLP tasks [15, 13, 38] and a few V&L tasks, e.g., data labeling [13]. Thus, we leverage this pre-trained version of BERT as the backbone in BERTHop and initialized its single-stream transformer [22] with BlueBERT to better capture the clinical report information.

4. Experiments

In this section, we evaluate BERTHop on the OpenI dataset and compare it with other existing models. To understand the effectiveness of the model designs, we also conduct detailed studies to verify the value of the visual encoder and the transformer initialization. Finally, we demonstrate a case study to show that BERTHop can effectively identify abnormal regions in CXR images.

4.1. Experiment setup

Dataset: For CADx in CXR disease diagnosis, commonly used datasets include ChestX-ray14, MIMIC-CXR, and OpenI. In this paper, we focus on the OpenI dataset for which professional annotators labeled the data. OpenI comprises 3,996 reports and 8,121 associated images from 3,996 unique patients collected by Indiana University from multiple institutes. Its labels include 14 commonly occurring thoracic chest diseases, i.e., Atelectasis, Cardiomegaly, Effusion, Infiltration, Mass, Nodule, Pneumonia, Pneumothorax, Consolidation, Edema, Emphysema, Fibrosis, Pleural Thickening (PT), and Hernia. OpenI is a reliable choice for both training and evaluating V&L models as it is annotated by experts (labels are not learned from text reports or images). The disadvantage of using OpenI for training is that it contains a small amount of training data which is a challenge for DNN models. We apply the same pre-processing as TieNet and obtain 3,684 image-text pairs.

We do not consider ChestX-ray14 and MIMIC-CXR for benchmarking because their labels are generated automatically from the images and/or associated reports. Specifically, ChestX-ray14 labels are mined using text process technique from the radiology reports, and MIMIC-CXR labels are generated using ChexPer [17] and NegBio [27] auto labelers. As their labels are machine-generated, evaluating the V&L model on these datasets is not reliable. Therefore, we considered evaluation on OpenI to accurately compare the performance of BERTHop with human expert performance.

Figure 4. A sample image-text pair in the OpenI dataset. The text report from a radiologist is important for disease diagnosis but has a significantly different style compared to general-domain text.

Figure 5. OpenI label statistics: (A) Percentage of normal and abnormal cases (B) Percentage of different diseases.

https://github.com/ncbi-nlp/bluebert
Model and training parameters  We first resize all images of OpenI to 206 × 206 and apply the unsupervised feature learner, PixelHop++. We use a three-level PixelHop++ with the following hyper-parameters: \( w = 3, d = 1, s = 1, \) and \( E = 0.00005 \). Then, we apply PCA to its output channels and concatenate the generated vectors to form a set of \( Q \) visual features of dimension \( D \), i.e., \( V = [v_1, v_2, ..., v_Q], v_i \in \mathbb{R}^D \). In BERTHop, \( D \) is set to be 2048. In our experiments setup, \( Q \) is equal to 15 but may vary depending on the size of the output channels of the PixelHop++ model and also the number of PCA components.

As for the transformer backbone, we use BlueBERT-Base (Uncased, PubMed+MIMIC-III) from Huggingface [41], a transformer library. Having the visual features from the visual encoder and text embedding, we train the transformer on the training set of OpenI with 2,912 image-text pairs. We use batch size = 18, learning rate = 1e − 5, max-seq-length = 128, and Stochastic Gradient Descent (SGD) as the optimizer with momentum = 0.9 and train it for 240 epochs.

Evaluation metric All mentioned datasets are highly imbalanced and mostly contain normal cases. Figure 5 shows the percentages of different diseases compared with normal cases in OpenI. Therefore, evaluating models using metrics such as accuracy does not reflect model performance. Instead, we follow prior studies to evaluate models based on Receiver Operating Characteristic (ROC) and Area Under the ROC Curve (AUC) score.

4.2. Main results

We train BERTHop on the OpenI training dataset containing 2,912 image-text pairs and evaluate it on the corresponding test set comprising 772 image-text pairs. The ROC curve for each disease is plotted in Figure 6.

We compare BERTHop with the following approaches:

- TNNT [42]: a Text-guided Neural Network Training method. See the details in Section 2.
- TieNET [40]: a CNN-RNN-based model. See the details in Section 2.
- VB w/ BUTD [22, 23]: Fine-tuning the original Vi- sualBERT.

we evaluate all the models using the same AUC implementation in scikit-learn [5]. Table 1 summarizes the performance of BERTHop compared with existing methods.

The results demonstrate that BERTHop outperforms SOTA (TieNet) in 11 out of 14 thoracic disease diagnoses and achieves an average AUC of 98.23% which is 14.37%, 12.83%, and 1.73% higher than VB w/ BUTD, TNNT, and TieNet, respectively. Note that TieNet has been trained on a much larger annotated dataset, i.e., the ChestX-ray14 dataset containing 108,948 training data while BERTHop is trained on only 2,912 case examples.

Regarding the VB w/ BUTD results, we re-evaluate the results based on the released code from the original authors. However, we cannot reproduce the results reported in the paper even after contacting the authors.

4.3. In-domain text pre-training

We further investigate the influence of different transformer backbone initializations on model performance by pairing it with different visual encoders. The results are listed in Table 2.

First, we find that the proposed initialization with a model pre-trained on in-domain text corpora (BlueBERT) brings significant performance boosts when paired with PixelHop++. Initializing with BlueBERT gives a 6.46% performance increase compared to initializing with BERT.

Second, when using BUTD, the model is less sensitive to the transformer initialization and the performance is generally low (from 83.09% to 85.64%). In contrast to other V&L tasks [22], general-domain V&L pre-training is not instrumental.

The above findings suggest that for medical V&L applications, in-domain single modality pre-training can bring larger performance improvement than using pre-trained V&L models from the general domain, even though the latter is trained on a larger corpus. The relation and trade-off between single-modality pre-training and cross-modality pre-training are overlooked by previous works [22] and we advocate for future research on this.

4.4. Visual encoder

To better understanding what visual encoder is suitable for medical applications, we compare three visual feature extraction methods (BUTD, ChexNet [30], and Pi-
| Disease            | TNNT [42] | TieNet* [40] | VB w/ BUTD [23] | BERTHop |
|-------------------|-----------|--------------|-----------------|---------|
| Atelectasis       | -         | 0.976        | 0.9247          | 0.9838  |
| Cardiomegaly      | -         | 0.962        | 0.9665          | 0.9896  |
| Effusion          | -         | 0.977        | 0.9049          | 0.9432  |
| Infiltration      | -         | 0.984        | 0.8867          | 0.9926  |
| Mass              | -         | 0.903        | 0.6428          | 0.9900  |
| Nodule            | -         | 0.960        | 0.8480          | 0.9810  |
| Pneumonia         | -         | 0.994        | 0.8537          | 0.9967  |
| Pneumothorax      | -         | 0.960        | 0.8931          | 1.0000  |
| Consolidation     | -         | 0.989        | 0.7870          | 0.9671  |
| Edema             | -         | 0.995        | 0.9500          | 0.9987  |
| Emphysema         | -         | 0.868        | 0.8565          | 0.9971  |
| Fibrosis          | -         | 0.960        | 0.6274          | 0.9966  |
| PT                | -         | 0.953        | 0.7612          | 0.9330  |
| Hernia            | -         | -           | -               | -       |
| **AVG**           | 0.854     | 0.965        | 0.8386          | **0.9823** |

Table 1. The AUC thoracic diseases diagnosis comparison of our model with other three methods on OpenI. BERTHop significantly outperforms models trained with a similar amount of data (e.g., VB w/ BUTD). *TieNet is trained on a much larger dataset than BERTHop.

| Visual Encoder | Transformer Backbone | VB | BUTD | BlueBERT | PixelHop++ | BERT | BlueBERT |
|---------------|----------------------|----|------|----------|------------|------|----------|
| Atelectasis   | BUTD                 | 0.9247 | 0.8677 | 0.8866 | 0.9890 | 0.9838 |
| Cardiomegaly  | BlueBERT             | 0.9665 | 0.8877 | 0.8875 | 0.9772 | 0.9896 |
| Effusion      | BlueBERT             | 0.9049 | 0.8940 | 0.9120 | 0.9013 | 0.9432 |
| Mass          |                      | 0.6428 | 0.7365 | 0.7373 | 0.8886 | 0.9900 |
| Consolidation |                      | 0.7870 | 0.8766 | 0.8906 | 0.8949 | 0.9671 |
| Emphysema     |                      | 0.8565 | 0.7313 | 0.8261 | 0.9641 | 0.9971 |
| **AVG**       |                      | 0.8386 | 0.8309 | 0.8564 | 0.9177 | **0.9823** |

Table 2. Effect of the transformer backbones when paired with different visual encoders. We find that when using BUTD features, the model becomes insensitive to the transformer initialization and the expensive V&L pre-training brings little benefit compared to BERT initialization. When using PixelHop++, the model benefits significantly from initialization with BlueBERT, which is pre-trained on in-domain text corpora.

In particular, we replace the visual encoder of BERTHop with different visual encoders and report their performance. BUTD extracts visual features from a Faster R-CNN pre-trained on Visual Genome, which is prevailing in recent V&L models. ChexNet is a CNN-based method that is proposed for pneumonia disease detection. It is a 121-layer DenseNet [16] trained on the ChestX-ray14 dataset for pneumonia detection having all pneumonia cases labeled as positive examples and all other cases as negative examples. By modifying the loss function, it is also trained to classify all 14 thoracic diseases and achieved state-of-the-art among existing vision-only models, e.g., [39]. To augment the data, it extracts 10 crops from the image (4 corners and one center and horizontally flipped version of them) and feeds it into the network to generate a feature vector of dimension 1024 for each of them. In order to make it compatible with our transformer framework, we apply a linear transformation that maps feature vectors of size 1024, generated by ChexNet, to 2048. We fine-tune ChexNet and train the parameters of the linear transformation on the OpenI dataset.

The results in Table 3 show that the visual encoder of BERTHop, PixelHop++, can extract richer features from the CXR images as it uses a data-efficient method capable of extracting image representations at different frequencies. Then, the transformer can highlight the most informative features from image-text data in an attention mechanism to make the final decision. In section 5, we explore the visual encoder of BERTHop and its effectiveness to capture abnormality regions.
|                | BUTD          | ChexNet       | PixelHop++    |
|----------------|--------------|---------------|---------------|
| Atelectasis    | 0.8866       | 0.9787        | **0.9838**    |
| Cardiomegaly   | 0.8875       | 0.9797        | **0.9896**    |
| Effusion       | 0.9120       | 0.8894        | **0.9432**    |
| Mass           | 0.7373       | 0.7529        | **0.9900**    |
| Consolidation  | 0.8906       | 0.9000        | **0.9671**    |
| Emphysema      | 0.8261       | 0.9067        | **0.9971**    |
| **AVG**        | 0.8564       | 0.8798        | **0.9823**    |

Table 3. Comparison between different visual encoders (BUTD, ChexNet, and PixelHop++) under the same transformer backbone of BlueBERT. PixelHop++ outperforms BUTD and even ChexNet, which is pre-trained on a large in-domain disease diagnosis dataset.

Figure 7. Avg AUC of three settings with different percentages of training data. BERTHop remains effective with different dataset scales.

5. Analysis

Effectiveness of BERTHop with different dataset scales

To demonstrate the effectiveness of BERTHop on datasets of different scales and justify our designs, we conduct an experiment to compare BERTHop with its two variants: (1) In PH_BERT, we replace BlueBERT with BERT. We compare BERTHop with PH_BERT to show how a domain-specific BERT model helps to improve the performance in medical applications. (2) In BUTD_BlueBERT, we replace the visual encoder PixelHop++ with the general visual encoder of BUTD.

We randomly select fractions of the training set of OpenI to train these three models and compare their performance on the entire test set of OpenI. Figure 7 illustrates that the performance of BERTHop is consistently better than the other two settings.

Visualize abnormal regions identified by BERTHop

We visualize PixelHop++ output channels of BERTHop to probe whether it can effectively capture abnormal regions in CXR images. In this study, we asked two radiologists to annotate pathology regions of a few examples related to different diseases. As shown in Figure 8, some output channels can successfully highlight the abnormalities in CXR images. This is due to the fact that PixelHop++ extracts image representations at different frequencies which is beneficial for abnormality detection.

6. Conclusion and future work

In this paper, we proposed a high-performance data-efficient V&L model, BERTHop, for CXR disease diagnosis. We showed that BERTHop outperforms state-of-the-art while it is trained on a much smaller training set. Our studies verify the effectiveness of the visual feature extractor PixelHop++ and the transformer backbone initialization BlueBERT.

For future research direction, we plan to study how anomaly detection techniques can be incorporated to further improve the performance of the model. As no large-scale annotated CXR dataset for anomaly detection is available, we may use weakly supervised techniques or knowledge transfer from similar tasks. We are also interested in how our proposed BERTHop model can help other biomedical tasks, e.g., COVID-19 disease diagnosis and radiology report generation.
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