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Abstract

Minimizing divergence measures under a constraint is an important problem. We derive a sufficient condition that binary divergence measures provide lower bounds for symmetric divergence measures under a given triangular discrimination or given means and variances. Assuming this sufficient condition, the former bounds are always tight, and the latter bounds are tight when two probability measures have the same variance. An application of these results for nonequilibrium physics is provided.
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I. INTRODUCTION

Divergence measures such as the Kullback–Leibler divergence [10], Hellinger distance [8] and triangular discrimination [11] are widely used in information theory, statistics, machine learning, physics, and other theoretical and applied branches of mathematics. They all belong to an important class of divergence measures, defined by means of convex functions $f$, and named $f$-divergences [2], [3], [4], [17]. Minimizing $f$-divergences under a constraint is an important problem. For arbitrary symmetric $f$-divergences, the binary $f$-divergences, which are $f$-divergences between two-element probability measures, provide tight lower bounds under a given total variation distance [6], [16]. When means and variances of two probability measure are fixed, the binary $f$-divergences also provide tight lower bounds for the Kullback-Leibler divergence, Hellinger distance, and $\chi^2$-divergence [15], [12], [13]. In particular the tight bound for the $\chi^2$-divergence is known as the Hammersley-Chapman-Robbins bound [1].

The main purpose of this work is to derive a sufficient condition that the binary $f$-divergences provide lower bounds for symmetric $f$-divergences under a given triangular discrimination or given means and variances. Assuming this sufficient condition, the former bounds are tight for arbitrary symmetric $f$-divergences although the latter bounds are not necessarily tight. We show the latter bounds reduce to tight bounds for arbitrary symmetric $f$-divergences when two probability measure have the same variance. These results allow us to derive novel inequalities for the triangular discrimination. Finally, we introduce an example of applying our results to derive an important relation in nonequilibrium physics, which was recently derived in [20].

II. PRELIMINARIES

This section provides definitions of divergence measures which are used in this note.

Definition 1. Let $f : (0, \infty) \to \mathbb{R}$ be a convex function with $f(1) = 0$. Let $P$ and $Q$ be probability measures defined on a measurable space $(X, \mathcal{F})$, let $\mu$ be a dominating measure of $P$ and $Q$ (i.e., $P, Q \ll \mu$), and let $p := \frac{dP}{d\mu}$ and $q := \frac{dQ}{d\mu}$ be the densities of $P$ and $Q$ with respect to $\mu$. The $f$-divergence from $P$ to $Q$ is given by

$$D_f(P \parallel Q) := \int q f\left(\frac{p}{q}\right) d\mu,$$

where

$$f(0) := \lim_{t \to 0^+} f(t), \quad 0f\left(\frac{0}{0}\right) := 0,$$

$$0f\left(\frac{a}{0}\right) := \lim_{t \to 0^+} tf\left(\frac{a}{t}\right) = a \lim_{u \to \infty} \frac{f(u)}{u}, \quad a > 0.$$
It should be noted that the right side of (1) does not depend on the dominating measure $\mu$.

We define notable $f$-divergences:

- **Triangular discrimination** (a.k.a. Vincze-Le Cam distance): $f(t) = \frac{(1-t)^2}{2(1+t)}$.

  \[
  \Delta(P, Q) := \frac{1}{2} \int \frac{(p-q)^2}{(p+q)} \, d\mu. \tag{2}
  \]

- **Kullback-Leibler divergence** (a.k.a. relative entropy): $f(t) = t \log t$.

  \[
  D(P\|Q) := \int p \log \frac{p}{q} \, d\mu. \tag{3}
  \]

- **Squared Hellinger distance**: $f(t) = \frac{1}{2}((\sqrt{t} - 1)^2$,

  \[
  H^2(P, Q) := \frac{1}{2} \int (\sqrt{p} - \sqrt{q})^2 \, d\mu. \tag{4}
  \]

- **Jensen-Shannon divergence** (a.k.a. capacitory discrimination): $f(t) := \frac{1}{2} t \log t - \frac{(1+t)}{2} \log \frac{1+t}{2}$,

  \[
  JS(P, Q) := \frac{1}{2} \left( D(P\|\frac{P+Q}{2}) + D(Q\|\frac{P+Q}{2}) \right). \tag{5}
  \]

In this note, logarithms have an arbitrary common base except Subsection IV-B.

**Definition 2.** Let $P$ and $Q$ be probability measures defined on the measurable space $(\mathbb{R}, \mathcal{B})$, where $\mathbb{R}$ is the real line and $\mathcal{B}$ is the Borel $\sigma$–algebra of subsets of $\mathbb{R}$. Let $\mathcal{P}[m_P, \sigma_P; m_Q, \sigma_Q]$ be a set of pairs of probability measures $(P, Q)$ under given means and variances, i.e.,

\[
\mathbb{E}[X] := m_P, \quad \mathbb{E}[Y] := m_Q, \quad \text{Var}[X] := \sigma_P^2, \quad \text{Var}[Y] := \sigma_Q^2, \tag{6}
\]

where $X \sim P$ and $Y \sim Q$.

**Definition 3.** For $t \in [0, 1]$, let $R_t := \left( \frac{1-t}{2}, \frac{1+t}{2} \right)$ and $R_t^\uparrow := \left( \frac{1+t}{2}, \frac{1+t}{2} \right)$ be two-element probability measures defined on the same set. Letting $g : [0, 1] \to [0, \infty)$, we define the binary $f$-divergence between $R_t$ and $R_t^\uparrow$ by

\[
g(t) := D_f(R_t\|R_t^\uparrow) = \frac{(1-t)}{2} f\left( \frac{1+t}{1-t} \right) + \frac{(1+t)}{2} f\left( \frac{1-t}{1+t} \right). \tag{7}
\]

### III. MAIN RESULTS

Throughout this note, we suppose that $f$ is twice differentiable and strictly convex.

**Theorem 1.** Let $P$ and $Q$ be probability measures defined on a measurable space $(\mathcal{X}, \mathcal{F})$. If $\frac{1}{t} g'(t)$ is non-decreasing, for every $d \in [0, 1]$,

\[
\min_{(P, Q) : \Delta(P, Q) = d} \frac{1}{2} \left( D_f(P\|Q) + D_f(Q\|P) \right) = g(\sqrt{d}). \tag{8}
\]

The lower bound is attained by $(P, Q) = (R_\sqrt{d}, R_\sqrt{d}^\uparrow)$.

Here, $'$ denotes the derivative with respect to $t$.

**Theorem 2.** If $\frac{1}{t} g'(t)$ is non-decreasing,

\[
\inf_{(P, Q) \in \mathcal{P}[m_P, \sigma_P; m_Q, \sigma_Q]} \frac{1}{2} \left( D_f(P\|Q) + D_f(Q\|P) \right) \geq g(s), \tag{9}
\]

where

\[
s := \frac{|a|}{\sqrt{2(\sigma_P^2 + \sigma_Q^2) + a^2}}, \tag{10}
\]

\[
a := m_P - m_Q. \tag{11}
\]
If \( \sigma_P = \sigma_Q =: \sigma \), the inequality (9) reduces to
\[
\min_{(P,Q) \in \mathcal{P} [m_P, \sigma m, \sigma]} \frac{1}{2} \left( D_f(P\|Q) + D_f(Q\|P) \right) = g(r),
\]
where
\[
r := \frac{|a|}{\sqrt{4\sigma^2 + a^2}}.
\]

The lower bound is attained by \((P,Q) = (R_r, R^1_r)\).

A. Proofs

We prove the following lemmas before proving theorems.

**Lemma 1.** The binary \( f \)-divergence \( g \) is strictly increasing. Let \( G : [0, \infty) \to [0,1] \) be an inverse function of \( g \). If \( \frac{1}{T} g'(t) \) is non-decreasing, the square of \( G \) is concave.

**Proof.** From (7), we have
\[
g'(t) = \frac{1}{2} \left( f(v(t)) - f(v(-t)) \right) + \frac{1}{1 - t} f'(v(-t)) - \frac{1}{1 + t} f'(v(t)),
\]
where \( v(t) := \frac{1 - t}{1 + t} = \frac{2}{1 + t} - 1 \). From the strictly convexity of \( f \), we have \( f(v(t)) - f(v(-t)) > f'(v(-t))(v(t) - v(-t)) \) and \( f'(v(-t)) - f'(v(t)) > 0 \). By combining these relations with (14), we have
\[
g'(t) > \frac{1}{1 + t} \left( f'(v(-t)) - f'(v(t)) \right) > 0.
\]
Hence, the function \( g \) is strictly increasing and the inverse function \( G \) exists. Differentiating \( G(T)^2 \) with respect to \( T := g(t) \), we have
\[
\frac{d^2(G(T)^2)}{dT^2} = 2 \left( \frac{dG(T)}{dT} \right)^2 + 2G(T) \frac{d^2G(T)}{dT^2}.
\]
Furthermore,
\[
\frac{dG(T)}{dT} = \frac{dt}{dT} = \frac{1}{g'(t)},
\]
\[
\frac{d^2G(T)}{dT^2} = -\frac{g''(t)}{g'(t)^3}.
\]
Substituting (17) and (18) into (16), we have
\[
\frac{d^2(G(T)^2)}{dT^2} = \frac{2}{g'(t)^3} \left( g'(t) - tg''(t) \right),
\]
where we use \( t = G(T) \). From the assumption, we have \( tg''(t) - g'(t) \geq 0 \) for all \( t \in (0,1) \). By combining this inequality with (15) and (19), we have \( \frac{d^2(G(T)^2)}{dT^2} \leq 0 \). Hence, \( G(T)^2 \) is concave.

**Lemma 2.** (Sedrakyan’s inequality) Let \( u, v : \mathcal{X} \to \mathbb{R} \) and \( v(x) > 0 \) for all \( x \in \mathcal{X} \). Then,
\[
\int \frac{u^2}{v} \, d\mu \geq \left( \int u \, d\mu \right)^2 \int \frac{1}{v} \, d\mu.
\]
The equality holds if and only if there exists a constant \( c \in \mathbb{R} \) such that \( u = cv \) for all \( x \in \mathcal{X} \).

**Proof.** Applying the Cauchy-Schwarz inequality for \( \frac{u}{\sqrt{v}} \) and \( \sqrt{v} \), it follows that
\[
\int \frac{u^2}{v} \, d\mu \int v \, d\mu \geq \left( \int u \, d\mu \right)^2.
\]
Hence, we obtain (20) and the equality condition. □

**Lemma 3.** For \( x \in \mathbb{R} \) and \( r \) defined by (13), let \((R_r, R^\uparrow_r)\) be a pair of two-element probability measures defined on \( \{-x\frac{\alpha}{|\alpha|}, x\frac{\alpha}{|\alpha|} : -x\frac{\alpha}{|\alpha|} + x\frac{\alpha}{|\alpha|} = 0\} \), where \( x := \frac{\sqrt{4\sigma^2 + 4\sigma^2}}{2} \) and \( \frac{\alpha}{|\alpha|} := 1 \) when \( \alpha = 0 \). Then, \((R_r, R^\uparrow_r) \in \mathcal{P}[m_P, \sigma; m_Q, \sigma] \).

**Proof.** It can be easily verified that \((R_r, R^\uparrow_r)\) defined on \( \{-x\frac{\alpha}{|\alpha|}, x\frac{\alpha}{|\alpha|} \} \) belongs to \( \mathcal{P}[^0_\mathbb{F}, \sigma; ^2_\mathbb{F}, \sigma] \). Since \( \mathbb{E}[X + c] = \mathbb{E}[X] + c \) and \( \text{Var}[X + c] = \text{Var}[X] \) for \( c = \frac{m_P + m_Q}{2} \), the result follows. □

1) **Proof of Theorem 1**

**Proof.** For \( p, q \in [0, \infty) \), substituting \( t = \frac{|p-q|}{p+q} \leq 1 \) into \( G(g(t))^2 = t^2 \) and using (7), we have

\[
G\left(g\left(\frac{p-q}{p+q}\right)\right)^2 = G\left(\frac{q}{p+q}f\left(\frac{p}{q}\right) + \frac{p}{p+q}f\left(\frac{q}{p}\right)\right)^2 = \frac{(p-q)^2}{(p+q)^2}.
\]

Multiplying (22) by \( \frac{p+q}{2} \) and integrating it, we have

\[
\int \frac{(p+q)}{2}G\left(\frac{q}{p+q}f\left(\frac{p}{q}\right) + \frac{p}{p+q}f\left(\frac{q}{p}\right)\right)^2 \text{d}\mu = \int \frac{(p-q)^2}{2(p+q)} \text{d}\mu = \Delta(P, Q) = d.
\]

From Lemma 1 by applying the Jensen’s inequality for \( G(\cdot)^2 \), we have

\[
d = \int \frac{(p+q)}{2}G\left(\frac{q}{p+q}f\left(\frac{p}{q}\right) + \frac{p}{p+q}f\left(\frac{q}{p}\right)\right)^2 \text{d}\mu \leq G\left(\frac{1}{2}\left(D_f(P\Vert Q) + D_f(Q\Vert P)\right)\right)^2,
\]

where we use the definition of \( f \)-divergence and \( \frac{1}{2} \int (p+q) \text{d}\mu = 1 \). Since \( g \) is monotonically increasing from Lemma 1 taking the square root of both sides and applying the function \( g \), we have

\[
\frac{1}{2}\left(D_f(P\Vert Q) + D_f(Q\Vert P)\right) \geq g(\sqrt{d}).
\]

Considering \((P, Q) = (R_{\sqrt{d}}, R^\uparrow_{\sqrt{d}})\), we have \( \Delta(R_{\sqrt{d}}, R^\uparrow_{\sqrt{d}}) = d \) and \( D_f(R_{\sqrt{d}}\Vert R^\uparrow_{\sqrt{d}}) = D_f(R^\uparrow_{\sqrt{d}}\Vert R_{\sqrt{d}}) = g(\sqrt{d}) \) from Definition 3. Hence, the equality holds in (25).

**Remark 1.** Considering \( G(\cdot)^2 \) instead of \( G(\cdot) \) in this proof, we obtain the tight lower bounds for arbitrary symmetric \( f \)-divergences under a given total variation distance, which was shown in (16).

2) **Proof of Theorem 2**

**Proof.** Under transformation \( x \rightarrow x - \frac{m_P + m_Q}{2} \), \( f \)-divergences are invariant. Without any loss of generality, one can assume \((P, Q) \in \mathcal{P}[^0_\mathbb{F}, \sigma_P; ^2_\mathbb{F}, \sigma_Q] \). By applying Lemma 2 for (23) and combining the result with (24), we have

\[
G\left(\frac{1}{2}\left(D_f(P\Vert Q) + D_f(Q\Vert P)\right)\right)^2 \geq \int \frac{(p-q)^2}{2(p+q)} \text{d}\mu \geq \int \frac{(xp-xq)^2}{2(x^2p + x^2q)} \text{d}\mu = \frac{a^2}{2} \frac{\sigma_P^2 + \sigma_Q^2}{\sigma_P^2 + \sigma_Q^2 + a^2} = s^2.
\]

In the similar way to the proof of Theorem 1 we obtain (9). When \( \sigma_P = \sigma_Q \), considering \((P, Q) = (R_r, R^\uparrow_r)\), we have \( D_f(R_r\Vert R^\uparrow_r) = D_f(R^\uparrow_r\Vert R_r) = g(r) \) from Definition 3 and \((R_r, R^\uparrow_r) \in \mathcal{P}[m_P, \sigma; m_Q, \sigma] \) from Lemma 3. Hence, we obtain (12). □
IV. APPLICATIONS OF MAIN RESULTS

A. Inequalities for the triangular discrimination

We show inequalities between the triangular discrimination and other symmetric $f$-divergences from Theorem[1]

- Squared Hellinger distance:
  Since the binary squared Hellinger distance is defined by $g(t) = 1 - \sqrt{1-t^2}$ and $\frac{1}{t}g'(t) = \frac{1}{\sqrt{1-t^2}}$ is non-decreasing, we obtain
  \[
  h^2(P,Q) \geq 1 - \sqrt{1 - \text{H}(P,Q)} = \frac{\text{H}(P,Q)}{1 + \sqrt{1 - \text{H}(P,Q)}},
  \]
  where $\text{H}(P,Q) := \int \sqrt{pq} \, d\mu$ denotes the Bhattacharyya coefficient [9].

- Jensen-Shannon divergence:
  Since the binary Jensen-Shannon divergence is defined by $g(t) = (1+t)\log(1+t) + (1-t)\log(1-t)$ and $\frac{1}{t}g'(t) = \frac{1}{2t}\log\frac{1+t}{1-t}$ is non-decreasing, we obtain
  \[
  \text{JS}(P,Q) \geq g(\sqrt{\text{H}(P,Q)}) = \log 2 - H_b(R_{\sqrt{\text{H}(P,Q)}}),
  \]
  where $H_b(R_t) := -\frac{(1-t)}{2} \log\frac{1-t}{2} - \frac{(1+t)}{2} \log\frac{1+t}{2}$ denotes the binary entropy. The right-hand side of (29) was calculated numerically by solving an optimization problem [7]. From $g'(\sqrt{t}) = \frac{1}{4t} \log\frac{1+\sqrt{t}}{1-\sqrt{t}}$ and $\log\frac{1+t}{1-t} \geq 2(\log e)t$, we have $g'(\sqrt{t}) \geq \frac{\log e}{2}$. By combining this relation with $g(0) = 0$, we have $g(\sqrt{t}) \geq \frac{\log e}{2}t$. Therefore, the inequality (29) is tighter than $\text{JS}(P,Q) \geq \frac{\log e}{2} \Delta(P,Q)$ in [19].

Next, we show a tight bound for the triangular discrimination under given means and variances. Since the binary triangular discrimination is given by $g(t) = t^2$, from Theorem[2] it follows that

\[
\Delta(P,Q) \geq s^2,
\]
where $s$ is defined by (10). This inequality was shown in [5]. Let $P = (p, 1-p)$ and $Q = (q, 1-q)$ be two-element probability measures defined on $\{x_1 + \frac{m_p + m_q}{2}, x_2 + \frac{m_p + m_q}{2}\}$, and $(P,Q) \in \mathcal{P}[m_p, \sigma_P; m_q, \sigma_Q]$. The existence of $(P,Q)$ was shown in [15]. We show that the binary triangular discrimination $\Delta(P,Q)$ attains the lower bound. From the assumption, we have

\[
p(x_1 - x_2) + x_2 = \frac{a}{2}, \quad q(x_1 - x_2) + x_2 = -\frac{a}{2}.
\]

Taking the sum of these relations, we have

\[
(p + q)(x_1 - x_2) + 2x_2 = 0, \quad (1 - p - 1 + q)(x_2 - x_1) + 2x_1 = 0.
\]

Therefore, there exists $c = (p-q)\frac{(x_2-x_1)}{2x_1x_2}$ such that

\[
p - q = c(p + q)x_1, \quad 1 - p - (1 - q) = c(1 - p + 1 - q)x_2.
\]

Since this relation is the equality condition in Lemma[2] we have

\[
\Delta(P,Q) = \frac{(p - q)x_1^2}{2(p + q)x_1^2} + \frac{(1 - p - (1 - q)x_2^2}{2(1 - p + 1 - q)x_2} = \frac{a^2}{2(\sigma_P^2 + \sigma_Q^2)} + a^2 = s^2.
\]
B. Application for nonequilibrium physics

As a further application of Theorem 1, we show the relation among the total entropy production, pseudo-entropy production \[18\] and dynamical activity in nonequilibrium physics. This is the key relation to derive the unified thermodynamic-kinetic uncertainty relation \[20\]. We consider a discrete-state system described by a continuous-time Markov jump process. The time evolution of the system is given by

\[
\frac{dp_n(t)}{dt} = \sum_m p_m(t)R_{nm},
\]

(35)

where \(p_n(t)\) denotes the probability in state \(n\) at time \(t\), and \(R_{nm}\) denotes the transition rate from state \(m\) to state \(n\). We suppose that the transition rate is time-independent. The transition rate satisfies \(\sum_n R_{nm} = 0\) and \(R_{nm} \geq 0\) for \(n \neq m\). Assuming the local detailed balance condition, the total entropy production \(\Sigma_\tau\) and the pseudo-entropy production \(\Sigma^{ps}_\tau\) are defined by

\[
\Sigma_\tau := \int_0^\tau dt \sum_{n<m} (K_{nm}(t) - K_{mn}(t)) \ln \frac{K_{nm}(t)}{K_{mn}(t)},
\]

(36)

\[
\Sigma^{ps}_\tau := 2 \int_0^\tau dt \sum_{n<m} \frac{(K_{nm}(t) - K_{mn}(t))^2}{a_{nm}(t)},
\]

(37)

where \(K_{nm}(t) := p_m(t)R_{nm}\) and \(a_{nm}(v, t) := K_{nm}(t) + K_{mn}(t)\) denotes the jump frequency associated with the transition between \(m\) and \(n\). Let \(\mathcal{S}\) be a set of states, and let \(P\) and \(P^{\dagger}\) be probability measures defined on the set \(\{(n, m, t) | n, m \in \mathcal{S}, n \neq m, t \in [0, \tau]\}\) as follows.

\[
P(n, m, t) := \frac{1}{A_\tau}K_{nm}(t),
\]

(38)

\[
P^{\dagger}(n, m, t) := P(m, n, t),
\]

(39)

\[
\int_0^\tau dt \sum_{n \neq m} P(n, m, t) = 1,
\]

(40)

where

\[
A_\tau := \int_0^\tau dt \sum_{n<m} a_{nm}(t),
\]

(41)

denotes the dynamical activity. This definition connects the total entropy production and the pseudo-entropy production with the Kullback-Leibler divergence and the triangular discrimination, respectively.

\[
\Sigma_\tau = A_\tau D(P \| P^{\dagger}),
\]

(42)

\[
\Sigma^{ps}_\tau = 2A_\tau \Delta(P, P^{\dagger}).
\]

(43)

The binary Kullback-Leibler divergence is given by \(g(t) = t \ln \frac{1+t}{1-t}\) and \(g'(t) = \frac{1}{t} \ln \frac{1+t}{1-t} + \frac{2}{1-t^2}\) is non-decreasing. From Theorem \[11\] and \(D(P \| P^{\dagger}) = D(P^{\dagger} \| P)\), we obtain

\[
\Sigma_\tau \geq A_\tau g\left(\sqrt{\frac{\Sigma^{ps}_\tau}{2A_\tau}}\right).
\]

(44)

This relation is equivalent to the inequality in \[20\] (see \[14\]).
V. Conclusion

We have derived the sufficient condition that the binary $f$-divergences provide lower bounds for symmetric $f$-divergences under a given triangular discrimination or given means and variances. Assuming this sufficient condition, the former bounds are tight, and the latter bounds are tight when two probability measures have the same variance. From these results, we have derived novel inequalities for the triangular discrimination and we have given an another derivation of the relation among the total entropy production, pseudo-entropy production and dynamical activity in nonequilibrium physics.

Future work is to extend our results to asymmetric $f$-divergences and to study conditions that the binary $f$-divergences attain lower bounds when two probability measures have different variances.
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