Predicting Aquaculture Water Quality Using Machine Learning Approaches
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Abstract: Good water quality is important for normal production processes in industrial aquaculture. However, in situ or real-time monitoring is generally not available for many aquacultural systems due to relatively high monitoring costs. Therefore, it is necessary to predict water quality parameters in industrial aquaculture systems to obtain useful information for managing production activities. This study used back propagation neural network (BPNN), radial basis function neural network (RBFNN), support vector machine (SVM), and least squares support vector machine (LSSVM) to simulate and predict water quality parameters including dissolved oxygen (DO), pH, ammonium-nitrogen (NH$_3$-N), nitrate nitrogen (NO$_3$-N), and nitrite-nitrogen (NO$_2$-N). Published data were used to compare the prediction accuracy of different methods. The correlation coefficients of BPNN, RBFNN, SVM, and LSSVM for predicting DO were 0.60, 0.99, 0.99, and 0.99, respectively. The correlation coefficients of BPNN, RBFNN, SVM, and LSSVM for predicting pH were 0.56, 0.84, 0.99, and 0.57. The correlation coefficients of BPNN, RBFNN, SVM, and LSSVM for predicting NH$_3$-N were 0.28, 0.88, 0.99, and 0.25, respectively. The correlation coefficients of BPNN, RBFNN, SVM, and LSSVM for predicting NO$_3$-N were 0.96, 0.87, 0.99, and 0.87, respectively. The correlation coefficients of BPNN, RBFNN, SVM, and LSSVM predicted NO$_2$-N with correlation coefficients of 0.87, 0.08, 0.99, and 0.75, respectively. SVM obtained the most accurate and stable prediction results, and SVM was used for predicting the water quality parameters of industrial aquaculture systems with groundwater as the source water. The results showed that the SVM achieved the best prediction effect with accuracy of 99% for both published data and measured data from a typical industrial aquaculture system. The SVM model is recommended for simulating and predicting the water quality in industrial aquaculture systems.

Keywords: industrial aquaculture; machine learning; support vector machine; water quality prediction

1. Introduction

Aquaculture has played an important role in solving the food crisis, ensuring food safety, improving people’s livelihood, and expanding exports. China contributes to major global aquaculture productivity. However, the development of fisheries in China is constrained by both resources and the environment. The resources are increasingly depleted, and the aquatic environment has been affected by multiple pollutants [1–3]. Industrial aquaculture is a currently advanced mode with higher breeding density and more yields, but industrial farming is prone to the problems of unscientific feeding and the deterioration of water quality. A temperature of 25–32 degrees Celsius and a pH of 6.5–8.5 are the most suitable for the growth of aquatic animals. The dissolved oxygen (DO) concentration in an aquaculture system should be higher than 5 mg/L. The concentration of NH$_3$-N should be lower than 0.2 mg/L, while that of NO$_2$-N should be generally lower than 0.1 mg/L. In industrial aquaculture systems, especially recirculating systems, the aquatic animals can sustain relatively high concentrations of NH$_3$-N, NO$_2$-N, and NO$_3$-N to some extent.
The long-term breeding results have showed that the cultured animals grew well when the ammonia-nitrogen in the recirculating water was lower than 0.4 mg/L. The maintenance of good water quality in aquaculture systems is closely affected by real-time water quality monitoring and accurate water quality prediction. Real-time water quality monitoring or measurement of water quality parameters such as nitrate, nitrite, and ammonia are generally expensive for aquaculture farms. Thus, accurate water quality simulation and prediction are good choices for most industrial aquaculture farms. It is of great economic value to discuss the feasibility of mathematical methods of water quality prediction [4,5]. Good water quality prediction will well maintain the stability of aquaculture systems and reduce the occurrence of fish diseases caused by water quality deterioration.

Water quality prediction methods can be classified under two main categories including traditional prediction methods and machine-learning (ML) models. Traditional water quality prediction methods have the advantage of being easy to implement [6]. However, traditional methods cannot capture nonlinear [7] and nonstationary [8] data on water quality. ML, which is an advanced method of prediction, has globally become a popular research topic and been successfully developed for water quality prediction. ML methods include artificial neural network (ANN) models, support vector machine (SVM), decision tree (DT), random forest (RF), extreme gradient boosting (XGBoost), and other novel models. ANN models are developed on the basis of neural networks in organisms. ANN learning algorithms include back propagation (BP), perceptron algorithm, extreme learning machine (ELM), and radial basis function network (RBF). ANNs have been widely used in the field of water quality prediction. Marcus et al. predicted the weekly nitrate-nitrogen concentration in the Sangamon River near Decatur, Illinois, USA, using an ANN model and compared it with a linear regression model [9]. Suen and Eheart compared two different ANN models (BPNN and RBFNN) for the prediction of nitrate concentrations in the Upper Sangamon River Basin in Illinois, USA [10]. $R^2$ of BPNN ranged from 78% to 83% with RMSE of 2.05–2.317, while that of RBFNN ranged from 75% to 83% with RMSE of 2.567–2.946 [10]. Xu et al. compared three prediction models including time series, multiple linear regression, and BPNN to find that BPNN obtained the best prediction result [11]. SVM, which is a representative statistical-learning algorithm, can establish a linearly separated hyperplane for data classification. SVM is very robust for overfitting. SVM algorithms include support vector regression (SVR) and least square support vector machine (LSSVM). The SVR model can fit the input–output relationship of a simulation model to a high degree with less computation with MAE in the range of 0.57–3.3 [12]. LSSVM using RBF as a kernel function was found to be the best model with the highest $R^2$ of 77% [13]. A LSSVM model was utilized for modeling the discharge-suspended sediment relationship to achieve good performance with $R^2$ in the range of 90.9–96% [14]. ANN and SVM were previously used for predictions of algal growth [15]. The results revealed that ANN achieved satisfactory results with quick response, while the SVM was suitable for accurately identifying the optimal model but taking longer training time [15]. Mirarabi et al. reported that the SVR model performed better than the ANN model for 1-, 2-, and 3-month ahead groundwater-level forecasting, while the SVR model could be successfully used in predicting monthly groundwater in confined and unconfined systems [16]. SVR and ANN were also used to predict flood, and the results showed that the predictions of the SVR model for different magnitudes of floods were similar and relatively constant, whereas the ANN model tended to overpredict the smaller floods and underpredicted the extreme floods [17]. RF usually uses a bootstrap with a random subset to be suitable for more variables, while XGBoost is a boosting algorithm. Both RF and XGBoost belong to decision-tree-based machine learning methods with big datasets and high efficiency [18]. In general, the predictions of these methods achieved different accuracies, with $R^2$ ranging from 40 to 96% [10–15]. Good prediction performance is related to multiple factors and requires careful method screening.
Although scientists have conducted a great deal of research on water quality prediction, predicting the water quality in factory farming using small amounts of data is not enough. The amount of water quality data in industrial farming systems is generally small due to the relatively high monitoring cost. Real-time monitoring on industrial farms is also often missing. Therefore, it is important to predict water quality for small-scale industrial farms using small sample data. Artificial neural network was first selected by considering the general applicability of the model. Four representative models were selected to simulate and predict water quality, and the prediction accuracy of each method was compared. Finally, the model with the best prediction accuracy was selected to predict the water quality of a real aquaculture system with groundwater as the source water. The goal of this study was to select the machine learning model with the best performance for water quality prediction in industrial aquaculture systems.

2. Material and Methods

2.1. Selection of Water Quality Prediction Model

ANN is a well-developed machine learning model with high nonlinear fitting ability and self-learning ability. BPNN is one of the most commonly used models in machine learning with unique characteristics. BPNN does not have local minimum problems. SVM can overcome the shortcomings of BPNN, such as poor repeatability and overfitting. SVR has strong generalization ability for small datasets, and it does not require a priori definitions of architecture. The structural risk minimization principle gives SVR the unique advantage of not reducing the prediction accuracy and operating efficiency in dealing with the data of unknown changes so that it is more suitable for the prediction of water quality parameters. LSSVM is an improved method based on SVR. This study also used XGBoost and RF for method prescreening. The pretest results showed that the accuracy of XGBoost/RF was below 40% and much lower than that of ANN and SVM. Therefore, XGBoost and RF were not used for further investigation. This study finally selected BPNN, RBFNN, SVM, and LSSVM models as water quality prediction models.

2.1.1. Back Propagation Neuron Network (BPNN)

BPNN is a widely used neural network method that is an intelligent information processing system [19]. BPNN input data are trained according to the error back-propagation algorithm. BPNN belongs to a multilayer feed-forward network that uses gradient descent to achieve the best value for prediction. The BPNN generally has a structure of three layers including the input layer, the hidden layer, and the output layer. BPNN uses a sigmoid nonlinear function as the transfer function [20] with the following equation:

\[
f(x) = \frac{1}{1 + e^{-x}}
\]

(1)

BPNN can implement predictions directly through the MATLAB toolbox. The BP neural network predicts through the Fitting app in MATLAB, in which the Levenberg–Marquardt algorithm is used [21].

2.1.2. Radial Basis Function Neuron Network (RBFNN)

RBFNN, with neural network structures that mimic human brain sensations, is a three-layer feed-forward network with a single hidden layer. It has a simple network structure, simple training, and fast learning convergence. RBFNN is a local approximation network that uses RBFNN to speed up learning and avoid local mini-problems so that it is suitable for real-time control needs [22,23].

An RBFNN consists of three parts including an input layer consisting of a set of perception units, an implicit layer of compute nodes, and an output layer of a compute
node. The hidden layer of the RBF network adopts the radial basis function as the nonlinear transformation function, namely:

\[ R(x_p - c_i) = \exp \left( -\frac{\|x_p - c_i\|^2}{2\sigma^2} \right), \quad i = 1, 2, \ldots, h \]  

where \( x_p \) is the p-th input sample, \( c_i \) is the i-th center point, and \( h \) is the number of nodes in the hidden layer. For the radial basis function, its main parameters are the function center \( c_i \), width \( \sigma_i \), and hidden layer weights \( \omega_i \). At the output layer, the RBF network obtains the output through a linear transformation:

\[ y_i = \sum_{i=1}^{h} \omega_i \exp \left( -\frac{\|x_p - c_i\|^2}{2\sigma^2} \right), \quad j = 1, 2, \ldots, n \]  

where \( n \) is the number of samples to output and \( \omega \) is hidden layer weights.

First, the center of the radial basis function needs to be determined. The self-organized center selection method is a common algorithm for determining the center, which belongs to unsupervised learning and is also known as tutorless learning. This study determined the center \( c_i \) of each implied node by k-means clustering:

\[ c_i = \frac{1}{n_i} \sum_{X_m \in c_i} X_m \]  

where \( n_i \) is the total number of samples participating in the training or test and \( X_m \) represents the k-th cluster center. Clustering stops when the change in the center of the class is less than the preset constant.

The basic function selects the Gaussian function, and the width \( \sigma_i \) can be solved by the following equation:

\[ \sigma_i = \frac{c_{\text{max}}}{\sqrt{2h}}, \quad i = 1, 2, \ldots, h \]  

where \( c_{\text{max}} \) is the maximum distance between the selected center.

After the center and width of the hidden layer nodes are determined, the output weight vector can be calculated using pseudo-inverse, least squares, and gradient descent.

2.1.3. Support Vector Regression Machine (SVM)

Vapnik et al. [24] introduced \( \varepsilon \) insensitive loss function on the basis of SVM classification to obtain a support vector regression machine (SVR) and achieved good performance. The basic idea of SVR is to find an optimal classification surface so that all training samples have the least error from the optimal classification surface [25].

Let the sample set be \((x_i, y_i), i = 1, 2, \ldots, n\), where \( x_i (x_i \in \mathbb{R}^n) \) is the input value of the i sample, and \( y_i \in \mathbb{R}^n \) are the corresponding output values.

The linear regression functions set and established high-dimensional feature spaces are:

\[ f(x) = \omega^T \varphi(x) + b \]  

where \( \varphi(x) \) is a nonlinear mapping function; \( \omega \) is the weight vector; \( b \) is the threshold; and \( \omega \) and \( b \) are pending parameters.

Define \( \varepsilon \) linear insensitivity loss function:

\[ L(f(x), y, \varepsilon) = \begin{cases} 0, & \|y - f(x)\| \leq \varepsilon \\ \|y - f(x)\| - \varepsilon, & \|y - f(x)\| > \varepsilon \end{cases} \]  

where \( f(x) \) is the predicted value returned by the regression function, \( \varepsilon \) is the allowable deviation interval, and \( y \) is the corresponding predicted value. The loss is equal to 0 if the difference between \( f(x) \) and \( y \) is less than \( \varepsilon \).
The training process of an SVR model is essentially to find the optimal \( \omega \) and \( b \) to make \( f(x) \) as close as possible to \( y \). Thus, it is transformed into a convex quadratic programming problem by introducing the relaxation variables \( \xi_1^i, \xi_2^i \):

\[
\begin{align*}
\min & \quad \frac{1}{2} \| \omega \|^2 + C \sum_{i=1}^l (\xi_1^i + \xi_2^i) \\
\text{subject to} & \quad y_i - \omega^T(x_i) - b \leq \epsilon + \xi_1^i \\
& \quad -y_i + \omega^T(x_i) + b \leq \epsilon + \xi_2^i \\
& \quad \xi_1^i \geq 0, \xi_2^i \geq 0, i = 1, 2, \ldots, l
\end{align*}
\]

(8)

where \( C \) is the penalty factor; a larger \( C \) indicates a larger penalty for the sample with a training error greater than \( \epsilon \). \( \epsilon \) specifies the error requirements of the regression coefficient, and the smaller \( \epsilon \) indicates that the error of the regression function is smaller.

By introducing the Lagrange function, the appropriate kernel function \( k(x_i, x) \) is used to replace the inner product vector in high-dimensional space \( \varphi(x_i) \cdot \varphi(x) \) to obtain the final SVR regression function:

\[
f(x) = \sum_{i=1}^l (\alpha_i - \alpha_i^*) K(x_i, x) + b
\]

(9)

where \( \alpha_i \) and \( \alpha_i^* \) are Lagrange multipliers.

### 2.1.4. Least Squares Support Vector Machine (LSSVM)

The least squares support vector regression machine (LSSVR) is an improved method based on the SVR that replaces the inequality constraint in SVR with an equation constraint and replaces the quadratic programming problem of SVR with a system of linear equations [26–28].

This study selected the RBFNN function as the kernel function. The function expression is:

\[
k(x_i, x_j) = \exp\left(-\frac{\| x_i - x_j \|^2}{2\sigma^2}\right)
\]

(10)

where \( \sigma \) is the width of the kernel function.

The final prediction function of LSSVR is:

\[
y = \sum_{i=1}^l a_i k(x, x_i) + b = \sum_{i=1}^l a_i \exp\left[-\frac{\| x - x_i \|^2}{2\sigma^2}\right] + b
\]

(11)

### 2.2. Simulation and Prediction by Using the Empirical Data

#### 2.2.1. Data Sources

The data were obtained from two sources including monitoring data in the aquaculture pond reported in a published article [29] and the measured data from a typical industrial aquaculture system using groundwater as the source water. The data from the published article included DO, pH, NH\(_3\)-N, NO\(_3\)-N, NO\(_2\)-N, and temperature.

The pH of the groundwater was 7.8. The groundwater was diluted by tap water in the ratio of 1:1, and the diluted water was recycled for this system. The water sample was collected daily from the industrial aquaculture system, and the water quality parameters were measured using a monitoring system developed in the lab of the authors. The detailed measurement methods are listed in Table 1. The measured data included DO, pH, NH\(_3\)-N, NO\(_3\)-N, and NO\(_2\)-N.

The industrial aquaculture system was used for feeding tilapia using recirculating mode. Tilapia density was kept at 600 g/m\(^3\) with feed quantity of 5% of fish weight. The inlet water was recycled during the cultivation process.

The model screening strategy for this study followed the following steps. First, the published data were used to simulate and predict water quality using the four models. Then, the optimal model was selected based on the prediction results. Finally, the optimal
model was used to simulate and predict the water quality using the measured data from the real industrial aquaculture system using groundwater as the source water to verify the model’s applicability.

Table 1. Measurement methods for each water quality parameter.

| Data     | Measurement Methods                      |
|----------|------------------------------------------|
| DO       | DO sensor                                |
| pH       | pH meter                                 |
| NH₃-N    | Nessler’s reagent spectrophotometry       |
| NO₃-N    | Ultraviolet spectrophotometric method     |
| NO₂-N    | 1,2-diaminoethane dihydrochloride         |
|          | spectrophotometry                         |

2.2.2. Algorithm Implementation

The water quality prediction models in this study were all run in the development environment of MATLAB 9.4.0.813654 (R2018a) with the operating system of Microsoft Windows 10 Professional Version 10.0 (Build 19044).

The data were normalized in order to improve the convergence speed and calculation accuracy of the water quality prediction model and eliminate the impacts caused by differences in the data. The data were normalized to range between [-1,1] using the mapminmax function in MATLAB.

Five water quality parameters including DO, pH, NH₃-N, NO₃-N, and NO₂-N were simulated and predicted. The BPNN algorithm constructed a 5-10-1 3-layer BP network for prediction through MATLAB’s neural network toolbox, where 5 referred to the number of neurons in the input layer, 10 referred to the number of nodes in the hidden layer, and 1 referred to the number of neurons in the output layer. For example, 5 parameters including pH, NH₃-N, NO₃-N, NO₂-N, and temperature were used as input vectors to predict DO so that neurons in the output layer was 1. The number of neurons in the hidden layer was determined by empirical formula (12). The training epoch number was determined as 1000. The RBFNN algorithm was created by the newrb function with error series and spread determined as $1 \times 10^{-5}$ and 2 respectively. The SVM algorithm was implemented using libsvm toolbox and cross-validation selection to obtain the best parameter combination penalty coefficient C and kernel function g. The relevant parameters were set as $v = 3$, $c_{step} = 0.5$, $g_{step} = 0.5$, and $m_{step} = 0.05$ when looking for the best regression parameters g and c. The LSSVM algorithm was optimized by the ten-fold cross-validation method [30]. The regularization parameter $\gamma$ and kernel parameter could obtain $\sigma^2$.

$$M = \sqrt{m + n + a}$$ (12)

where $m$, $M$, and $n$ represent the number of neurons in the input layer, the hidden layer, and the output layer, respectively; the value of $a$ is between 1 and 10.

2.2.3. Metric Evaluation Models

In order to quantitatively describe the modeling performance, three evaluation indicators including mean squared error (MSE), average absolute error (MAE), and correlation coefficient ($R^2$) were used to evaluate the prediction results:

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (x_i - y_i)^2$$ (13)

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |x_i - y_i|$$ (14)

where $n$ is the time series, $x_i$ is the measured value, and $y_i$ is the predicted value.
2.2.4. Sensitivity Analysis

Sensitivity analysis is a method for estimating the effect of various independent variables (or Inputs) on dependent variables (or Output). Therefore, the relative importance of different input variables (water quality parameters) was calculated by using the standardized coefficient (Beta) [31]. Beta (oscillating between $-1$ and $+1$) represents the “net” effect. Variation in the knowledge-independent variable results in positive variation in the dependent variable when the other variables remain fixed.

3. Results and Discussion

3.1. Model Screening for Predicting Water Quality

ANN is the preferred machine-learning model for predicting water quality because of its wide application area and good performance. However, ANN requires a large amount of data and is easy to fall into local minima. BPNN is a representative neural network of ANN with the disadvantage of falling into local minima. RBFNN has relatively stronger generalization ability than BPNN, so that this paper chose BPNN and RBFNN for the water quality prediction. SVM with strong approximation and generalization ability can overcome the problems that neural networks have difficulty avoiding. SVM has the disadvantage that SVM parameters determine the model performance. LSSVM can reduce the complexity of the algorithm on the basis of SVM. Therefore, SVM and LSSVM were chosen as complementary models for the water quality prediction. The published data were simulated and predicted using BPNN, RBFNN, SVM, and LSSVM (Figure 1).

![Figure 1. The observed and simulated values of DO (a), pH (b), NH$_3$-N (c), NO$_3$-N (d), and NO$_2$-N (e).](image-url)
DO is an important factor in the growth and development of fish [32]. Figure 1a shows that the BPNN model was not as effective as the other three methods for predicting DO because its prediction results were less stable and the individual predicted values increased or decreased abnormally. The correlation coefficients of RBFNN, LSSVR, and SVR were as high as 0.999, while that for BPNN was only 0.6 according to the evaluation indexes in Figure 2a. The MAE and MSE of the BPNN were higher than those of the other three predictive models. Neural networks generally use the principle of empirical minimization when making predictions, which can easily fall into local optimization. SVM uses the principle of structural risk minimization so that the algorithm has global optimality, and the generalization ability of SVM is stronger than the neural network. Among the prediction results of the two neural networks, those for RBFNN were better than those for BPNN, which might be ascribed to the fact that RBFNN had stronger generalization ability than BPNN and RBFNN had the ability of global approximation to solve the problem of the local optimum of BPNN.

Figure 2. Performance indicators including MAE and MSE of different algorithms. (a): DO; (b): pH; (c): NH₃-N; (d): NO₃-N; (e): NO₂-N.

The pH is one of the key indicators in farmed water bodies to guide farmers in adjusting the production activities based on the indicators [33]. The prediction accuracy of BPNN and LSSVM was low, with correlation coefficients of 0.5 (Figure 1b). The MAE and MSE were 0.01 and 0.05, demonstrating that the prediction effects of both were not very good (Figure 2b). The prediction results for the SVM had a high degree of coincidence with the actual measured values with correlation coefficients as high as 0.999, while the MAE
and MSE of SVM were 0.0004 and 0.002, respectively. The RBF neural network prediction was also good with a correlation coefficient of 0.80 and MAE/MSE of 0.007/0.002. The SVM predictions were more accurate than the other models.

The problem of high NH$_3$-N concentration often occurs in breeding ponds, and excessive NH$_3$-N will lead to decreased immunity, slow growth, poisoning, and the death of aquatic products. Therefore, it is important to predict NH$_3$-N concentration to maintain the normal production of aquaculture. Figure 1c showed that SVM obtained the best prediction effect to match the measured value with the correlation coefficient of 0.996 and the MAE/MSE less than 0.001. The RBFNN prediction obtained the second best effect with a correlation coefficient of 0.88 and MAE/MSE of 0.005/0.001 (Figure 2c). The correlation coefficient of BPNN and LSSVM was less than 0.3, and the prediction effect was the worst.

NO$_3$-N is another key indicator of water quality. Figure 1d showed that SVM obtained the best prediction effect among four models for NO$_3$-N, followed by BPNN. The correlation coefficients of SVM/BPNN were 0.99/0.96, while MSE was 0.006/0.02 and MAE was 0.001/0.002 (Figure 2d). The correlation coefficients of both RBFNN and LSSVM prediction result was about 0.87 while the MSE and MAE were about 0.02 and 0.007, respectively.

Nitrite is converted into nitrate by nitrifying bacteria in an aerobic environment. Nitrate can be absorbed by aquatic plants and phytoplankton and converted into organic matter. It can also be converted into ammonia-nitrogen by denitrifying bacteria under anaerobic conditions. When the mass concentration of NO$_2$-N in the water body is higher than 0.1 mg/L, it will endanger the normal growth of aquatic animals [34]. The best model and the worst model had a large gap in the predictions of nitrite-nitrogen (Figure 1e). SVM obtained the best prediction result with a correlation coefficient of 0.999, while RBFNN obtained the worst prediction effect with a correlation coefficient of only 0.08 (Figure 2e). The prediction effect of BPNN was second to LSSVM with a correlation coefficient of 0.88, while the prediction effect of LSSVM was second to that of BPNN with a correlation coefficient of 0.75.

The SVM model had the highest prediction accuracy and the best stability among the four models. Moreover, the data requirements of SVM were not strict to be suitable for aquaculture system with limited monitoring data. The accuracy of RBFNN in the prediction of individual indicators was also relatively high while its stability was not good with too large accuracy gap. Therefore, RBFNN was not suitable for the prediction of all indicators. The prediction results of BPNN and LSSVM were not good so that these two models were not considered for the following investigation.

### 3.2. Simulation and Prediction by Using Support Vector Machine

SVM illustrated excellent prediction ability for the published data. Thus, SVM was selected to predict the water quality data of the aquaculture body in an industrial aquaculture system. The prediction results are shown in Figure 3, and the performance indicators were also calculated (Figure 4).

The predicted values of five water quality parameters coincided well with the measured values to further prove the good prediction performance of the SVM model (Figure 3). The correlation coefficients were all as high as 0.999 (Figure 4 and Table 2). The MSE and MAE values of pH were the lowest, reaching 0.0002 and 0.001, respectively. The MSE and MAE of DO and ammonia-nitrogen were higher than those of pH and both lower than 0.01. The MSE and MAE of nitrate-nitrogen and nitrite-nitrogen were slightly higher, but both were lower than 0.05. The result showed that the prediction accuracy of SVM for measured data on industrial aquaculture water was still high, indicating that the prediction performance of SVM was excellent for application to actual prediction. SVM prediction will be beneficial to the monitoring and prognosis of industrial aquaculture systems. Moreover, short-term prediction is recommended for obtaining better prediction results.
Figure 3. Simulation and prediction of support vector machine on water body data of industrial aquaculture farm. (a): DO; (b): pH; (c): NH$_3$-N; (d): NO$_3$-N; (e): NO$_2$-N.

Figure 4. Performance indicators of SVM algorithms.

The predicted values of five water quality parameters coincided well with the measured values to further prove the good prediction performance of the SVM model (Figure 3). The correlation coefficients were all as high as 0.999 (Figure 4 and Table 2). The MSE...
Table 2. Machine models predict the performance of water quality parameters.

| Water Quality Parameter | Model  | Result | Water Quality Parameter | Model  | Result |
|-------------------------|--------|--------|-------------------------|--------|--------|
|                         |        | MSE    | R²                      |        | MSE    | R²    |
| DO                      | BPNN   | 0.092  | 0.60                    | DO     | SVM    | 0.001 | 0.99 |
|                         | RBFNN  | 0.002  | 0.99                    |        |        |       |
|                         | SVM    | 0.003  | 0.99                    |        |        |       |
|                         | LSSVM  | 0.004  | 0.99                    |        |        |       |
| pH                      | BPNN   | 0.053  | 0.56                    | pH     | SVM    | 0.0002| 0.99 |
|                         | RBFNN  | 0.002  | 0.84                    |        |        |       |
|                         | SVM    | 0.002  | 0.99                    |        |        |       |
|                         | LSSVM  | 0.052  | 0.57                    |        |        |       |
| NH₃-N                   | BPNN   | 0.055  | 0.28                    | NH₃-N  | SVM    | 0.001 | 0.99 |
|                         | RBFNN  | 0.001  | 0.88                    |        |        |       |
|                         | SVM    | 0.004  | 0.99                    |        |        |       |
|                         | LSSVM  | 0.056  | 0.25                    |        |        |       |
| NO₃-N                   | BPNN   | 0.017  | 0.96                    | NO₃-N  | SVM    | 0.003 | 0.99 |
|                         | RBFNN  | 0.002  | 0.87                    |        |        |       |
|                         | SVM    | 0.006  | 0.99                    |        |        |       |
|                         | LSSVM  | 0.031  | 0.87                    |        |        |       |
| NO₂-N                   | BPNN   | 0.002  | 0.87                    | NO₂-N  | SVM    | 0.006 | 0.99 |
|                         | RBFNN  | 0.351  | 0.08                    |        |        |       |
|                         | SVM    | 0.001  | 0.99                    |        |        |       |
|                         | LSSVM  | 0.064  | 0.75                    |        |        |       |

Sensitivity analysis results showed that the model was more sensitive to pH when predicting DO parameters while the model was more sensitive to DO when predicting pH. Moreover, the model was more sensitive to NO₃-N when predicting NH₃-N while the model was more sensitive to NH₃-N when predicting NO₃-N. The model was more sensitive to NO₂-N when predicting the NO₂-N input.

SVM was the best prediction model for industrial aquaculture data among the four models. The SVM in this study also showed better prediction accuracy than methods reported previously. For example, the correlation coefficient of SVM prediction was 0.98 when predicting coastal ocean water quality [15] and 0.98 for groundwater level prediction [16]. SVM with 99% accuracy can be strongly recommended for water quality monitoring and prediction in industrial aquaculture. Parameter optimization can be carried out in order to obtain more accurate and stable prediction results.

The measured data for each parameter were interpolated to expand the data amount to reach 300. The expanded data were simulated and predicted using the SVM model (Figure 5). The results showed that the prediction accuracy of each parameter was higher than 95%. SVM was further confirmed to be a good model for predicting water quality in an industrial aquaculture system.
95%. SVM was further confirmed to be a good model for predicting water quality in an industrial aquaculture system.

Figure 5. Simulation and prediction effect of support vector machine by using expanded data. (a): DO; (b): pH; (c): NH$_3$-N; (d): NO$_3$-N; (e): NO$_2$-N.

A water quality prediction system capable of predicting dissolved oxygen, ammonia-nitrogen, nitrate-nitrogen, pH, and nitrite-nitrogen is expected to be established. The specific flow chart is shown in Figure 6. The real-time water quality parameters are used as input, and then the prediction algorithm is used to predict the water quality data in the following days. Technical support for water quality prediction and early warning in actual production process are also needed. The cost of this system might be RMB 170,000 plus RMB 50,000 in annual maintenance fees.
Figure 6. Prediction flow chart of water quality prediction system.

4. Conclusions

This study used four machine learning models, BPNN, RBFNN, SVM and LSSVM, to simulate and predict five water quality parameters: DO, pH, NH₄-N, NO₃-N, and NO₂-N. The major findings showed that SVM had better performance than the other three models with higher stability and lower data requirements. The accuracy of RBFNN in the prediction of individual indicators was also relatively high, but its stability was not high, and the accuracy gap was too large. The BPNN and LSSVM models were not suitable for predicting water quality parameters. It is feasible to use machine learning models to predict water quality in aquaculture systems. SVM showed excellent prediction performance for a real aquaculture farm. Shortcomings of the parameter selection of SVM occurred in this study. Parameter optimization methods can be used to obtain better prediction results. Water quality early warning can be added on the basis of water quality prediction for factory farming.
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