TOWARD A DIRECT MEASUREMENT OF THE COSMIC ACCELERATION
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ABSTRACT

We present precise H I 21 cm absorption line redshifts observed in multiple epochs to directly constrain the secular redshift drift \( \dot{z} \) or the cosmic acceleration, \( \Delta u/\Delta t_\circ \). A comparison of literature analog spectra to contemporary digital spectra shows significant acceleration likely attributable to systematic instrumental errors. However, we obtain robust constraints using primarily Green Bank Telescope digital data. Ten objects spanning \( z = 0.09-0.69 \) observed over 13.5 years show \( \dot{z} = (−2.3 \pm 0.8) \times 10^{−8} \) yr\(^{−1} \) or \( \Delta u/\Delta t_\circ = −5.5 \pm 2.2 \) m s\(^{−1} \) yr\(^{−1} \). The best constraint from a single object, 3C 286 at \( z = 0.692153275(85) \), is \( \dot{z} = (1.6 \pm 4.7) \times 10^{−8} \) yr\(^{−1} \) or \( \Delta u/\Delta t_\circ = 2.8 \pm 8.4 \) m s\(^{−1} \) yr\(^{−1} \). These measurements are three orders of magnitude larger than the theoretically expected acceleration at \( z = 0.5, \dot{z} = 2 \times 10^{−11} \) yr\(^{−1} \) or \( \Delta u/\Delta t_\circ = 0.3 \) m s\(^{−1} \) yr\(^{−1} \), but they demonstrate the lack of peculiar acceleration in absorption line systems and the long-term frequency stability of modern radio telescopes. A comparison of UV metal absorption lines to the 21 cm line improves constraints on the cosmic variation of physical constants: \( \Delta(α^2g_\mu)/α^2g_\mu = (−1.2 \pm 1.4) \times 10^{−6} \) in the redshift range \( z = 0.24−2.04 \). The linear evolution over the last 10.4 Gyr is \( (−0.2 \pm 2.7) \times 10^{−16} \) yr\(^{−1} \), consistent with no variation. The cosmic acceleration could be directly measured in \( \sim 125 \) years using current telescopes or in \( \sim 5 \) years using a Square Kilometer Array, but systematic effects will arise at the 1 cm s\(^{−1} \) yr\(^{−1} \) level.
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1. INTRODUCTION

The measurement of secular redshift drift can directly determine the cosmic acceleration\(^1 \) and the history of expansion in a model-independent manner (Sandage 1962; Loeb 1998) and has recently been explored in the context of dark energy and large aperture optical telescopes (e.g., Corasaniti et al. 2007; Liske et al. 2008). The magnitude of the redshift drift is micrometric, of the order of 5 cm s\(^{−1} \) decade\(^{−1} \) for a galaxy at redshift \( z = 1 \), similar to gravitational accelerations in galaxies and clusters (e.g., Amendola et al. 2008). Measuring this effect requires extreme redshift precision over time baselines of decades, and the signal may thus be overwhelmed by other systematic effects, both physical and observational. For example, secular redshift drift may be induced by proper acceleration of the observer. Such proper acceleration (but not the associated redshift drift) has been very precisely measured using pulsar timing in a Galactic reference frame (Zakamska & Tremaine 2005) and in a cosmological context using the proper motion of extragalactic radio sources (Titov et al. 2011; Xu et al. 2012). Proper acceleration of the solar system barycenter about the Galactic center creates an extragalactic dipole proper motion secular aberration drift signature on the sky that distinguishes it from a cosmological signal: objects appear to be moving toward the Galactic center. Astrometry and pulsar timing cannot, however, detect a change in the expansion rate of the universe, which is purely radial.

The observed rate of change of redshift, \( \Delta z/\Delta t_\circ \) (hereafter \( \dot{z} \)), is the difference between a constant expansion rate at redshift \( z \), \( H_\circ(1 + z) \), and its actual value \( H(z) \):

\[
\frac{\Delta z}{\Delta t_\circ} = H_\circ(1 + z) - H(z), \tag{1}
\]

where

\[
H(z) = H_\circ \sqrt{\Omega_{M,\circ}(1 + z)^3 + \Omega_\Lambda + (1 - \Omega_{M,\circ} - \Omega_\Lambda)(1 + z)^2} \quad \tag{2}
\]

for a matter- and cosmological-constant-dominated universe, and \( \Delta t_\circ \) is the observer’s time increment (Loeb 1998). For a time-varying dark energy parameterized with scale factor-dependent equation of state \( w(a) = w_0 + w_a(1 - a) \) (Linder 2003), where \( a = 1/(1 + z) \) is the scale factor, the Hubble expansion becomes

\[
H(z) = H_\circ \sqrt{\Omega_{M,\circ}(1 + z)^3 + \Omega_\Lambda(1 + z)^{3w_0} + (1 - \Omega_{M,\circ} - \Omega_\Lambda)(1 + z)^{3w_a}}, \quad \tag{3}
\]

The observed acceleration is

\[
\frac{\Delta u}{\Delta t_\circ} = c \frac{\Delta z/\Delta t_\circ}{(1 + z)}. \quad \tag{4}
\]

The secular redshift drift and corresponding acceleration are plotted for several cosmologies in Figure 1; Balbi & Quercellini (2007) explore less conventional cosmological models and theories of gravity. A direct measurement of \( \dot{z} \) is completely model-independent and directly indicates the history of expansion, whatever that may be.

Here we examine the feasibility of measuring or constraining secular redshift drift using HI 21 cm absorption line systems. We demonstrate that with modern telescopes, observations spanning roughly a decade can measure redshifts to parts per 100 million and constrain the redshift drift to a few m s\(^{−1} \) yr\(^{−1} \). Analog spectra show a systematic redshift offset from modern digital spectra, which limits the time baselines available for \( \dot{z} \) measurements and impacts previous constraints on the cosmic evolution of physical constants that employed analogous 21 cm spectra. We revise the measurement of the evolution of \( a^2g_\mu m_e/m_p \) over the redshift span \( z = 0.24-2.04 \).

In the following treatment of \( \dot{z} \), we make no assumptions about cosmology; the only numbers needed are the speed of
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\(^1\) We use “acceleration” in the physical sense, which includes deceleration.
light, \( c = 299792.458 \text{ km s}^{-1} \), and the rest frequency of the H\(_1\) 21 cm spin-flip transition, \( \nu_r(\text{H}1) = 1420.405751768 \text{ MHz} \), although neither is truly needed to measure a redshift change since it is ultimately simply a shift in the observed frequency.

2. OBSERVATIONS, DATA, AND DATA REDUCTION

Analog data provide long time baselines, in some cases more than 30 years (e.g., Wolfe et al. 1978), but we find a systematic offset toward lower redshifts compared to single-telescope digital epochs (Figure 2). These systematic offsets appear in most pre-digital spectra but are not consistent between absorption line systems, suggesting that they are instrumental and uncorrectable. We thus excluded the high quality and uncorrectable. We thus excluded the high quality and uncorrectable. We thus excluded the high quality and uncorrectable absorption line systems that were observable through the analog absorption line systems, extracted by DEXTER; Demleitner et al. (2001)). We observed five additional absorption line systems in single epochs (Table 1).

The two main observational epochs described here span the transition from analog to digital television. Consequently, absorption line systems that were observable through the analog radio frequency interference (RFI) comb in 2003, particularly those at \( z > 1 \), were no longer observable amid the digital RFI in 2012, and lines that were lost to RFI in 2003 at the upper end of the old analog television allocation, PKS 1629+120 and 3C 216, were detectable in 2012. These single-epoch observations are listed in Table 1 and are considered in our treatment of fundamental physical constants but are not used in the analysis of \( \dot{z} \).

GBT observations were made in 5 minute position-switched (nodding) scans using two linear polarizations, 9-level sampling, 2–3 s records, a 1–1.5 s winking calibration diode injection signal, and a 12.5 MHz bandwidth centered on the H\(_1\) line. Typical on-source integration times were 1–2 hr. We subtracted the corresponding off-source record from each individual on-source spectrum and normalized the difference spectrum by the corresponding off-source record. The two main observational epochs described here span the transition from analog to digital television. Consequently, absorption line systems that were observable through the analog radio frequency interference (RFI) comb in 2003, particularly those at \( z > 1 \), were no longer observable amid the digital RFI in 2012, and lines that were lost to RFI in 2003 at the upper end of the old analog television allocation, PKS 1629+120 and 3C 216, were detectable in 2012. These single-epoch observations are listed in Table 1 and are considered in our treatment of fundamental physical constants but are not used in the analysis of \( \dot{z} \).

GBT observations were made in 5 minute position-switched (nodding) scans using two linear polarizations, 9-level sampling, 2–3 s records, a 1–1.5 s winking calibration diode injection signal, and a 12.5 MHz bandwidth centered on the H\(_1\) line. Typical on-source integration times were 1–2 hr. We subtracted the corresponding off-source record from each individual on-source spectrum and normalized the difference spectrum by the sky spectrum. Each spectral record was manually examined and flagged for RFI then averaged in time and polarization. After polynomial baseline subtraction and Hanning smoothing, we typically achieved 3–24 mJy rms noise in 1.1–1.6 km s\(^{-1}\) channels at 1300–750 MHz (\( z = 0.09–0.89 \)) in 2003–2004, and 6–30 mJy rms noise in 0.35–0.61 km s\(^{-1}\) channels in 2012 over PKS 1127–145, and the Lane & Briggs (2001) Westerbork Synthesis Radio Telescope spectrum of PKS 1243–072 (all digital observations, extracted by DEXTER; Demleitner et al. (2001)). We observed five additional absorption line systems in single epochs (Table 1).
the same redshift range. We used GBTIDL\(^3\) for all GBT data reduction.

Absorption lines were fit using Gaussian profiles in each epoch and were not constrained by other epochs. Residual spectra were usually indistinguishable from line-free noise. Typically, only high signal-to-noise narrow well-separated lines were used for the \(\dot{z}\) measurement, and Table 1 lists the number of components used in each case. We measured the error-weighted mean redshift of the strongest Gaussian component in each system to provide a reference redshift for posterity and to indicate the degree of precision attained (Table 1).

Figure 2 shows the spectra and time series of 0235+164, including a pre-digital epoch, as an example of the statistical uncertainties and systematic variation of the absorption lines. Weak components in the wings are only needed for good fits when the signal-to-noise is high, so these components are not included in the \(\dot{z}\) measurement. We subtract the error-weighted mean redshift from each component and then make an error-weighted linear fit to all reliable components simultaneously in order to average out stochastic variation among the components and obtain a bulk redshift drift of the absorber line ensemble. The slope of the linear fit is \(\dot{z}\). We estimate the uncertainty in \(\dot{z}\) from a Monte Carlo process except for large \(N_{\text{lines}} \times N_{\text{obs}}\) systems 0738+313 A, PKS 1127−145, 0248+430, and 0235+164, which use a formal error-weighted least-squares fitting error. The acceleration, \(\Delta v/\Delta t\), is calculated via Equation (4) and included in Table 1.

3. RESULTS AND ANALYSIS

Figure 3 shows the secular redshift drift and acceleration of 10 absorption line systems. While the theoretical \(\dot{z}\) curves shown in Figure 1 could be fit to these data and would suggest a roughly linear trend for this redshift range, the typical measured \(\dot{z}\) value is about three orders of magnitude larger than the theoretical expectation and is consistent with zero, so we simply calculate the mean \(\dot{z}\) across redshift to assess the precision of this method and the presence (or absence) of systematic offsets from the expected value of zero.

We measure an error-weighted mean secular redshift drift of \(\langle \dot{z} \rangle = (-2.3 \pm 0.8) \times 10^{-8} \text{ yr}^{-1}\) and an acceleration of \(\langle \ddot{z} \rangle = -5.5 \pm 2.2 \text{ m s}^{-1} \text{ yr}^{-1}\), both consistent with zero. An error-weighted linear fit fixed to \(\dot{z} = 0\) at \(z = 0\) has slope \(-3.2 \pm 13.3 \text{ m s}^{-1} \text{ yr}^{-1}\) per unit redshift. These measurements agree with expectations and show no evidence of secular redshift drift or other systematic effects that might impair efforts to obtain higher precision, either via longer time baselines, higher signal-to-noise, or a larger sample (Section 4.1).

| Absorber | \(z_{\text{H}i}\) | \(N_{\text{lines}}\) | \(N_{\text{obs}}\) | \(t_0\) (MJD) | \(\Delta t\) (days) | \(\dot{z}\) \((\text{yr}^{-1})\) | \(\Delta v/\Delta t\) \((\text{m s}^{-1} \text{ yr}^{-1})\) |
|----------|-----------------|-----------------|-----------------|------------|----------------|----------------|----------------|
| 0738+313 A | 0.09123459(30) | 2 | 2 | 56041 | 3053 | −3.0(0.9) \times 10^{-8} | −8.3(2.5) |
| 0738+313 B | 0.22124990(13) | 1 | 2 | 56040 | 3050 | 2.6(3.1) \times 10^{-8} | 6.3(7.7) |
| PKS 0952+179 | 0.2378155(16) | 1 | 1 | 52990 | 1700 | 5.8(10.6) \times 10^{-8} | 12.6(22.8) |
| PKS 1413+135 | 0.24670374(30) | 2 | 2 | 55960 | 2969 | −2.3(6.9) \times 10^{-8} | −5.5(16.7) |
| PKS 1127−145 | 0.312658286(20) | 4 | 3 | 55953 | 4573 | 1.4(1.0) \times 10^{-7} | 30.9(23.4) |
| 0248+430 | 0.39408591(14) | 5 | 2 | 56137 | 2882 | −8.4(20.8) \times 10^{-8} | −18.1(44.7) |
| PKS 1229−021 | 0.39498824(59) | 2 | 2 | 56136 | 2882 | −8.0(2.5) \times 10^{-7} | −168(52) |
| 3C196 | 0.4367498(93) | 3 | 3 | 56136 | 2882 | 5.8(5.1) \times 10^{-7} | 122(107) |
| PKS 1243−072 | 0.4367410(14) | 1 | 3 | 55953 | 4434 | −1.3(1.5) \times 10^{-7} | −25.9(28.7) |
| 0235+164 | 0.523741603(72) | 4 | 3 | 55953 | 2699 | −1.3(1.5) \times 10^{-7} | −25.9(28.7) |
| PKS 1629+120 | 0.5317935(11) | 2 | 1 | 51613 | K | ... | ... |
| PKS 0952+179 | 0.2378155(16) | 1 | 1 | 52990 | 1700 | 5.8(10.6) \times 10^{-8} | 12.6(22.8) |
| PKS 1229−021 | 0.39408591(14) | 5 | 2 | 56137 | 2882 | −8.4(20.8) \times 10^{-8} | −18.1(44.7) |
| 3C196 | 0.4367498(93) | 3 | 3 | 56136 | 2882 | −8.0(2.5) \times 10^{-7} | −168(52) |
| PKS 1243−072 | 0.4367410(14) | 1 | 3 | 55953 | 4434 | 5.8(5.1) \times 10^{-7} | 122(107) |
| 0235+164 | 0.523741603(72) | 4 | 3 | 55953 | 2699 | −1.3(1.5) \times 10^{-7} | −25.9(28.7) |

Notes. For each absorption line system, \(z_{\text{H}i}\) is the error-weighted mean redshift of the strongest component in the barycentric reference frame, \(N_{\text{lines}}\) is the number of components used to determine \(\dot{z}\), \(N_{\text{obs}}\) is the number of observations, \(t_0\) is the Modified Julian Date (MJD) of the most recent observation, \(\Delta t\) is the full time span of the observations, \(\dot{z}\) is the secular redshift drift, and \(\Delta v/\Delta t\) is the acceleration (Equation (4)). Parenthetical values are 1\(\sigma\) uncertainties. Objects in bold are those used in the \(\dot{z}\) analysis and Figure 3; those in italics are poorly constrained due to broad blended lines (3C196 and PKS 1830−211) or low signal-to-noise (PKS 1243−072). We include objects with a single digital observation for posterity, and some are compared to UV absorption lines in Figure 4.
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3 GBTIDL (http://gbtidl.nrao.edu/) is the data reduction package produced by NRAO and written in the IDL language for the reduction of GBT data.
Given the systematic analog–digital offsets in H I 21 cm lines described in Section 2, it stands to reason that comparisons of literature analog H I lines to other absorption lines in order to measure physical constants at various redshifts are systematically affected. The redshift difference between rest-frame UV metal and H I 21 cm absorption lines measures the cosmic evolution of $\alpha^2 g_\mu$, where $\alpha = e^2/n_c c \simeq 1/137$ is the fine structure constant, $g_\mu$ is the proton gyromagnetic factor, and $n_c$ and $m_p$ are the electron and proton mass, respectively (Wolfe et al. 1976). Since the ratio of the H I 21 cm line to the UV metal lines scales as $\alpha^2 g_\mu$, the redshift difference between the lines can be related to fundamental constants as

$$\frac{\Delta(\alpha^2 g_\mu)}{(\alpha^2 g_\mu)_0} = \frac{z_{\text{UV}} - z_{\text{21}}}{1 + z_{\text{21}}}$$

provided the gas is velocity-coincident.

Tzanavaris et al. (2007) employed a number of analog measurements of the 21 cm lines presented in Table 1 to examine the cosmic evolution of $\alpha^2 g_\mu$, so we revisit their analysis using digital data. Figure 4 shows the normalized redshift difference between H I 21 cm lines and UV metal lines for the nine absorption line systems measured by Tzanavaris et al. (2007) and for the seven systems measured by us using the GBT. The UV line ensemble redshifts are presented in Tzanavaris et al. (2007). In two cases we use a 21 cm component that is not the dominant one for comparison to the UV lines: in 0235+164 we use the H I line at $z = 0.52384114(41)$, the strongest of the line triplet (Figure 2), to match the component used by Tzanavaris et al. (2007), and in 0458–020 we use the redder component at $z = 2.0395474(64)$ that matches the many UV lines presented in Tzanavaris et al. (2007).

Despite the smaller sample, we obtain a substantially reduced error-weighted mean: the fractional change in $\alpha^2 g_\mu$ is $(-1.2 \pm 1.4) \times 10^{-6}$ in the redshift range $z = 0.24$–2.04. An identical treatment of the Tzanavaris et al. (2007) data yields a fractional change of $(+19.9 \pm 3.0) \times 10^{-6}$ (using their statistical error bars for consistency). The unweighted means are similar, $(+2.9 \pm 5.5) \times 10^{-6}$ (this work) versus $(+5.3 \pm 9.9) \times 10^{-6}$ (Tzanavaris et al. 2007), and our uncertainty is roughly half despite the slightly smaller sample.

The linear evolution over the last 10.2 Gyr, assuming the laboratory value at $z = 0$, is $(-0.2 \pm 2.7) \times 10^{-16}$ yr$^{-1}$, consistent with no variation. A negative value indicates a positive slope in Figure 4 (the value decreases as time advances from the early universe to the present). Tzanavaris et al. (2007) obtained a limit one order of magnitude larger, $(-0.6 \pm 1.2) \times 10^{-15}$ yr$^{-1}$, using their favored analysis.

4. DISCUSSION

4.1. $z$

The intrinsic stability of the H I 21 cm lines does not seem to be an issue at the level of a few m s$^{-1}$ yr$^{-1}$. Most systems show negligible epoch-to-epoch redshift variation, but a few systems such as PKS 1127–245 do show significant apparently stochastic variation, and the measured $\dot{z}$ may be affected by the time of measurement and the number of epochs. Stochastic line shifts of the order of 500 m s$^{-1}$ over timescales of about 1 year with no net change in the mean line velocity have been observed (Wolfe et al. 1982; Briggs 1983) as well as variation in line depth (e.g., Kanekar & Chengalur 2001), and the common interpretation is that a variable illuminating radio source structure picks out varying portions of the foreground absorbing clouds. This effect may become significant as one approaches the precision needed to detect the expected cosmological acceleration.

Gravitational accelerations of the order of 1 cm s$^{-2}$ yr$^{-1}$ are likely in galactic and extragalactic settings, such as the acceleration of galaxies in clusters and the orbital accelerations within galaxies (Amendola et al. 2008). For example, the solar system barycenter accelerates toward the Galactic center at $\sim 0.7$ cm s$^{-1}$ yr$^{-1}$, assuming a circular orbit. Extragalactic gravitational accelerations are distinguishable from the cosmic $\dot{z}$ because they will be randomly distributed, showing both positive and negative values, and will not be coherent across the sky or depend on redshift. The barycenter acceleration will appear in $\dot{z}$ measurements as a redshift-independent acceleration dipole on the sky.

Our $\dot{z}$ measurement depends primarily on the four best-measured absorption line systems; omitting points with error bars greater than 20 m s$^{-1}$ yr$^{-1}$ has a negligible impact on the result, which suggests that only $\sim 10$ additional systems with uncertainties of the order of a few m s$^{-1}$ yr$^{-1}$ would improve this measurement substantially, perhaps below 1 m s$^{-1}$ yr$^{-1}$.

To estimate the time required to measure the canonical cosmological $\dot{z}$ at $z = 1$ ($\dot{z} = 2 \times 10^{-11}$ yr$^{-1}$), we assume a scenario whereby an ensemble of 30 lines is observed once per year with uncertainty $\sigma_z = 5 \times 10^{-8}$ per line per observation. We claim a detection when the uncertainty of a linear fit of redshift versus time recovers the slope with at least 3$\sigma$. For the GBT, a direct detection of $\dot{z}$ will require about 300 years. For a Square Kilometer Array (SKA) with $\sim 130$ times the collecting area, $\sigma_z \simeq 4 \times 10^{-10}$ and this measurement can be made in about 12 years, which is competitive with a 42 m optical telescope observing Ly$\alpha$ forest lines over $\sim 20$ yr (Liske et al. 2008). If the number of lines increases to 300, an expected dividend of upcoming SKA prototype surveys such as those planned for ASKAP (Johnston et al. 2008; Darling et al. 2011), then the

4 From present to $z = 2.04$, assuming $H_0 = 72$ km s$^{-1}$ Mpc$^{-1}$, $\Omega_\Lambda = 0.73$, and $\Omega_M = 0.27$. 
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Figure 4. Fractional redshift difference between UV metal and 21 cm H I absorption lines vs. redshift. This is equivalent to the fractional change in $\alpha^2 g_\mu$. Top: reproduction of the Tzanavaris et al. (2007) plot using literature 21 cm absorption lines and their statistical error bars. Bottom: the same plot using GBT-measured H I 21 cm lines. Horizontal lines indicate the null line (dotted), the mean (red, short dashed), and the error-weighted mean (blue, long-dashed). Error bars in the lower left of each panel indicate the uncertainties in mean value. Despite the smaller sample, our offset means are significantly smaller and their uncertainties are smaller by a factor of two. Individual error bars are likewise substantially smaller due to higher signal-to-noise in most 21 cm observations.
GBT measurement would require ~125 years, and the SKA measurement ~5 years.

4.2. Physical Constants

H\textsubscript{i} 21 cm lines are no longer the limiting factor in constraining the cosmic evolution of $\alpha^2 g_p \mu$: UV metal line redshift uncertainties are 1–2 dex larger than the 21 cm line uncertainties at $z < 1$ and are comparable at $z > 1$. Systematic effects, such as the coincidence of the 21 cm- and UV line-producing regions do not yet appear to be significant. Systematic offsets between analog and digital 21 cm redshifts suggest that other astronomical tests of the cosmic variation of physical constants employing analog 21 cm data should be re-examined.

Recent studies using modern radio line observations are consistent with no evolution in $\alpha^2 g_p \mu$, albeit with larger uncertainties than our result: Wolfe et al. (2011) obtain a 2$\sigma$ limit $\Delta(\alpha^2 g_p \mu)/\alpha^2 g_p \mu < 6 \times 10^{-6}$ using 3C 286 alone, based on the identification of the observed optical absorption with a specific H\textsubscript{i}-absorbing cloud, and Kanekar et al. (2010) compared 21 cm to UV C\textalpha\ absorption in two systems at $z \sim 1.5$ to find $(6.8 \pm 1.0_{\text{stat}} \pm 6.7_{\text{sys}}) \times 10^{-6}$. Recent UV–H\textsubscript{i} comparisons obtaining similar-uncertainty measurements to ours include Rahmani et al. (2012) with $(-0.1 \pm 1.3) \times 10^{-6}$ at $(z) = 1.36$ and Srianand et al. (2010) who find $(-1.7 \pm 1.7) \times 10^{-6}$ in a single absorber at $z = 3.17$.

5. CONCLUSIONS

We have obtained a precise constraint on the cosmic acceleration by directly measuring the real-time secular redshift drift of H\textsubscript{i} 21 cm absorption line systems. We measure a redshift drift of $(\zeta) = (-2.3 \pm 0.8) \times 10^{-8}$ yr$^{-1}$ and an acceleration $(\dot{v}) = -5.5 \pm 2.2$ m s$^{-1}$ yr$^{-1}$, both consistent with no acceleration. These measurements have not yet reached the theoretically expected acceleration, $\dot{\zeta} = 2 \times 10^{-11}$ yr$^{-1}$ or $\Delta \nu/\Delta t_\nu = 0.3$ cm s$^{-1}$ yr$^{-1}$ at $z = 0.5$, but they demonstrate an encouraging lack of peculiar acceleration in absorption line systems and the frequency stability of modern radio telescopes required for repeatable measurements. We thus find no significant systematic effects that would impede even more precise measurements, which may be done by expanding the sample, using longer time baselines, larger redshifts, and higher signal-to-noise observations, particularly from larger apertures.

Systematic effects will be significant below 1 cm s$^{-1}$ yr$^{-1}$, but direct measurements of the cosmic acceleration using multiple methods, wavelengths, and telescopes will likely be possible in a few decades.

We thank the GBT and NRAO staff for supporting this project and for building and operating an exquisitely sensitive and stable telescope. We also thank the referee for helpful comments. This research made use of the NASA/IPAC Extragalactic Database (NED) which is operated by the Jet Propulsion Laboratory, California Institute of Technology, under contract with NASA.
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