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Abstract: Results from a metasynthesis of the relationships between 14 different types of preservice teacher preparation practices and teaching quality, preschool to university student performance, and university student and beginning teacher belief appraisals are reported. Each type of preservice practice (e.g., course-based student learning) included different kinds of instructional methods (e.g., problem-based learning, inquiry-based learning, and project-based learning). The metasynthesis included 118 meta-analyses and 12 surveys of more than three million study participants. Findings clearly indicated that active university student and beginning teacher involvement in mastering the use of instructional practices and both knowledge and skill acquisition by far stood out as the most important preservice teacher preparation practices. These included extended student teaching experiences, simulated instructional practices and microteaching, faculty coaching and mentoring, clinical supervision, different types of cooperative learning practices, and course-based active student learning methods. The pattern of results helped identify high leverage and high impact teacher preparation practices. Implications for future research and improving teacher preparation are described.
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1. Introduction

1.1. Background

Debate about the core practices of effective teacher preparation and education programs has been the focus of considerable discussion and analysis for years (e.g., [1–3]). Throughout the history of teacher preparation, different practices have been advanced as the most important for effective preservice teacher preparation and education [4,5]. Darling-Hammond [6–8] and Cochran-Smith [9,10] among others (e.g., [11–13]) have extensively reviewed the teacher preparation literature with a focus on identifying the common features of effective university teacher training programs. Darling-Hammond [14], for example, concluded, based on her review of available evidence, that teacher preparation programs that graduate well-prepared teachers include a clear vision of good teaching, well-defined standards of professional practice, a strong core curriculum, extensive clinical experience, problem- and inquiry-based preservice student learning, strategies for dealing with student assumptions and beliefs about learning, and strong university and school relationships.

Different teacher preparation specialists and researchers have called for use of a wide range of preservice teacher education practices to ensure that students “are extraordinarily well prepared” [7]. These practices include, but are not limited to, teacher certification [15], types of coursework [16],
student learning methods [17], field experiences [18], high quality clinical practice [19], clinical supervision [20], and induction and mentoring [21].

As part of the research synthesis described in this paper, 14 different sets of teacher preparation practices and variables were identified that have been the focus of meta-analysis and systematic reviews. These are shown in Table 1. The table includes representative citations for the types of practices and variables for each of the sets of different teacher preparation practices. Nearly all of the sets of teacher preparation practices include multiple kinds of practices that teacher educator experts claim are either necessary for preparing well-qualified teachers or are practices that have been the focus of research reviews.

**Table 1.** Types of teacher and preservice professional preparation practices.

| Teacher Preparation Practices/Variables                          | Representative Sources |
|------------------------------------------------------------------|------------------------|
| **Type of Teacher Degree** (High school, associate’s degree, child development associate’s degree, bachelor’s degree, or master’s degree) | [22,23]                |
| **Type of Teacher Preparation Program** (Extended degree programs, four year degree programs, bachelor’s degree program, master’s degree program, integrated degree programs, blended degree programs, etc.) | [12,24–26]            |
| **Type of Teacher Certification** (Traditional teacher certification, National Board Certification, Teach for America Certification, alternative teacher certification, etc.) | [15,27]                |
| **In-Field Degree/Certification** (In-field certification or degree; out-of-field certification or degree) | [28,29]                |
| **Type of Coursework** (General education, subject matter courses, methods courses, etc.) | [16,30,31]            |
| **Methods of Course Delivery** (Distance education courses, blended courses, personalized system of instruction courses, etc.) | [30,32]                |
| **Web-Based and E-Learning Instruction** (Technology-assisted instruction, computer-assisted instruction, web-based instruction, virtual reality instruction, etc.) | [33,34]                |
| **Course-Based Student Learning Methods** (Problem-based learning, case-based learning, project-based learning, self-directed learning, guided design, etc.) | [35,36]                |
| **Cooperative Learning Practices** (Small group learning, peer tutoring, peer instruction, etc.) | [37–39]               |
| **Faculty Instructional Practices** (Faculty coaching, just-in-time training, faculty mentoring, etc.) | [40,41]                |
| **Teaching Method Instruction** (Microteaching, simulation-based instruction, minicourses, peer-facilitated instruction, etc.) | [42–45]                |
| **Types of Field Experiences** (Student teaching, practicum experience, (course-based field experiences, service learning, etc.) | [14,30,46,47]         |
| **Field Experience Supervision** (Clinical supervision, field-based performance feedback, etc.) | [20,48]                |
| **Induction and Mentoring** (School-based induction, school-based mentoring, beginning teacher coaching, etc.) | [49–51]                |

1.2. Methodological Approach

The quantitative metasynthesis that is the focus of this paper was essentially a meta-analysis of meta-analyses of teacher and preservice preparation research. The metasynthesis approach was similar to one conducted by Hattie [52,53], but with a number of exceptions. First, we focused entirely on preservice teacher preparation practices or practices during the transition from student to practitioner status (e.g., induction and mentoring). Our primary interest was identifying preservice practices where results from different meta-analyses of studies of the practices were combined where the aggregated sizes of the effects for different practice–outcome relationships could be used to identify the most important teacher preparation practices. Second, for each type of teacher preparation practice (e.g., course-based student learning) we content analyzed the different approaches to teacher preparation to identify subsets of practices (problem-based learning, case-based learning, inquiry-based learning, etc.). Our primary interest was determining whether different kinds of practices proved more effective than others in explaining practice–outcome relationships. Third, our aim was to include only meta-analyses that compared a preservice practice (e.g., problem-based learning) with a contrasting condition
(e.g., traditional classroom lecture) to determine if there were any value-added benefits of a practice hypothesized to be related to better student outcomes.

The metasynthesis also differed from other reviews of meta-analyses of teacher preparation and higher education studies (e.g., [52–56]) by examining only preservice teacher preparation practices that could be used by course instructors, clinical supervisors, faculty coaches and mentors, supervising teachers, and other teacher preparation specialists to affect university student learning. Both Hattie [53] and Schneider and Preckel [55], for example, included meta-analyses in their integrative reviews of variables that would not be the primary focus of teacher preparation programs and practices (e.g., student gender, student personalities, divorce, and health status) and were not part of the metasynthesis.

Explicit attention was paid to meta-analyses that included studies that employed either quasi-experimental or experimental research designs [57], or the authors were able to compare a preservice practice with a contrasting condition based on available information in a research report. Meta-analyses that employed only or primarily one-group pretest–posttest or correlational studies were excluded from the metasynthesis to lessen criticisms levied against the Hattie [52] metasynthesis of factors associated with preschool, elementary, middle, and high school student achievement [58,59].

1.3. Expected Outcome

The expected outcome of the metasynthesis was identification of the core or high leverage teacher preparation practices that ought to be the focus of preservice teacher education programs [60–62]. As noted by Goldhaber [63] in his review of teacher preparation programs, “there are only a few studies that focus on the association [relationship] between the features of teacher preparation and teacher . . . outcomes” (p. 1). The extent to which accumulated research evidence is consistent with this contention was one focus of the metasynthesis. The main focus was identification of high leverage and high impact core teacher preparation practices that ought to be the focus of preparing highly qualified teachers [53,60].

2. Method

2.1. Search Sources

The primary sources of teacher education and preservice professional preparation studies were research syntheses and reports of the types of variables and practices in Table 1. Controlled vocabulary, keyword, and natural language searches of eight electronic databases were performed to identify candidate studies. These sources were supplemented by searches of more than 100 journals publishing preservice preparation and teacher education research; hand searches of the reference sections of all retrieved research syntheses and reports; and searches of the publications of noted experts on teacher preparation (e.g., [6,10,52,64]).

The electronic databases searched for candidate studies were ERIC, ProQuest Central, PsycInfo, PubMed, Directory of Open Access Journals, Open Access Journal Search Engine, the Bielefeld Academic Search Engine, and Google Scholar. The ERIC, ProQuest Central, PubMed, and PsycInfo thesauri were the sources of controlled vocabulary terms. These included, but were not limited to, teacher education, preservice teacher education, teacher educator education, teacher preparation, higher education, and preservice teachers (depending on a database thesaurus).

A four-tiered search strategy was used to locate candidate meta-analyses. The first tier searches included the terms meta-analysis, research synthesis, or systematic review and each controlled vocabulary term in separate searches (e.g., “meta-analysis” AND “preservice teachers”, “systematic review”, and “teacher education”). The second tier searches included the terms meta-analysis, research synthesis, or systematic review and the keyword or the natural language terms for the specific kinds of preservice practices in Table 1 (e.g., distance education, field experiences, induction, and mentoring). All possible combinations of keyword and natural language terms were searched until
no new meta-analyses or research reports were located. Both the Tier 1 and Tier 2 search results were
sorted by relevance to ensure optimal matches with the search terms.

The third tier searches include both hand and electronic searches of all located research reviews,
other research reports, and teacher preparation articles for “meta-analysis” or “systematic review”
to identify additional research syntheses not located in the first two tier searches. The fourth tier
searches included hand and electronic searches of bibliographies of the types of preservice practices
shown in Table 1 to identify meta-analyses of preservice practices not identified in other tier searches
(e.g., [65–67]). The bibliographies were located by searches of Google and Google Scholar (e.g.,
bibliography AND microteaching).

As part of the searches for research syntheses, both national and large sample size surveys
were located that included data for teacher preparation–outcome relationships. Additional searches
were therefore conducted to identify other surveys that included preservice practice–outcome data
relevant for the metasynthesis. These studies were included in the metasynthesis if any of the teacher
preparation practices in Table 1 and outcomes of interest were the focus of investigation where none or
only a few meta-analyses were located for specific preservice practices–outcome relationships.

2.2. Inclusion Criteria

Research syntheses and reports that met the inclusion criteria included journal articles,
dissertations and theses, conference presentations, web-based reports, and unpublished reports. No
time limit was placed on the searches for meta-analyses or research syntheses that included teacher
education or preservice preparation–outcome data. Studies were limited to those published in English.

Meta-analyses and research reports were considered candidate studies if they included effect
sizes for teacher education or preservice preparation–outcome relationships or they included data
where effect sizes could be computed and meta-analyzed. Four types of research reports were included
in the metasynthesis. The first were research syntheses that met generally agreed upon criteria
for a meta-analysis (average effect sizes, confidence intervals or standard errors, sample sizes, etc.)
(e.g., [68,69]). The second were research reports that included effect sizes from individual studies,
which needed to be meta-analyzed (e.g., [70–72]) or which included data for computing the effect sizes
for between group comparisons which were then meta-analyzed (e.g., [73]). The third were either
large sample size or nationally representative studies that included teacher education or preservice
preparation–outcome measures for different groups of participants that were used as best estimates of
the effects of the preservice practice (e.g., [74,75]). The fourth were meta-analyses of related practices in
other fields where neither research syntheses or surveys of teacher preparation–outcome relationships
could be located (e.g., [76,77]), or where meta-analyses of similar or identical practices in other fields
included relevant preservice–outcome data (e.g., [71,78]).

Meta-analyses and surveys were included only if a preservice preparation practice was compared
to a control or contrasting condition (e.g., traditional teacher certification vs. no certification and
distance education coursework vs. traditional classroom instruction). The one exception was types of
coursework where the number of courses completed or another course-related variable was correlated
with outcomes of interest (e.g., [79,80]).

Exclusion Criteria

Meta-analyses that included only one-group pretest–posttest effect sizes or the preponderance
of studies in a meta-analysis included results from pretest–posttest designs were excluded from the
metasynthesis. Research syntheses of single case design studies of teacher preparation practices were
also excluded since the effect sizes in these reports are not comparable to those in between group
studies (e.g., [81]). Survey data that correlated ordinal or continuously scored preservice preparation
measures and outcomes of interest were also excluded (with exceptions noted above).
2.3. Data Preparation

The data in the research reports was prepared for metasynthesis in a series of steps resulting in the findings in this report. Each study was examined to identify the particular preservice practice or practices that were the focus of investigation, the types of outcomes that were the dependent measures, and the effect sizes for the relationships between the practices and outcomes either reported in the primary reports or which were computed for the metasynthesis. The majority of reports included mean difference effect sizes (Cohen’s $d$ or Hedges’ $g$). An attempt was initially made to convert Cohen’s $d$ to Hedges’ $g$ in all meta-analyses but this proved futile because of so much missing information in many research reports. In those cases where we were able to convert $d$s to $g$s, the differences were so small or the two effect sizes did not differ, that we included the particular mean difference effect sizes reported by the meta-analysts.

In those cases where effect sizes or results were reported using other indices or metrics, they were converted to mean difference effect sizes using generally recommended conversion procedures (e.g., [82]). In some instances, effect sizes needed to be estimated from available information in the research reviews. In a number of research reports, effect sizes for between group comparisons were reported for some but not all outcomes. In cases where results were reported as not significant, the effect sizes for those preservice-practice comparisons were assumed to be zero before within study aggregated results were computed.

The majority of meta-analyses included only university students or beginning teachers. A number of research syntheses included university students and preschool, elementary, middle, and/or high school students. In those cases where effect sizes were reported separately for subgroups of participants, we reported only the results for university student. In those cases where effect sizes were not reported separately for subgroups of participants, we included the aggregated results for all participants but reported the percentage of participants who were university students or the percentage of studies that included only university students. These meta-analyses were included only if investigators indicated that the majority of participants were university students or we could independently establish this to be the case.

The above information was used to construct data tables for subsequent analysis. Each data table for each type of preservice practice in Table 1 included the citation for the study, type of research report (meta-analysis or survey), comparative conditions, the outcome measures, the grade level for the outcome measure, number of studies, sample sizes, number of effect sizes, average effect size for each type of preservice practice-outcome relationship, the 95% confidence interval for the average effect size, the $Z$ test for the effect size, and the $p$-value for the average size of effect. An attempt was made to include or compute all of this information and statistics, but because of missing data, it was not possible to construct tables with complete sets of information for all practices for all studies. All of the tables, however, included the number of effect sizes and average effect sizes for every preservice practice-outcome relationship that were the focus of the metasynthesis.

Twenty-four data tables were prepared for the 14 different sets of practices in Table 1. Two data tables were prepared for as many preservice practices as possible: teaching quality and child, K–12 student, and different university student or beginning teacher outcomes (other than teaching quality). Two data tables included the effect sizes for the relationships between faculty instruction and student outcomes. Two other data tables included the effect sizes for different preservice practices and teacher retention, attrition, and related outcomes. The data tables were the sources of evidence for computing the aggregated sizes of effects for teacher preparation practices-outcome relationships in the metasynthesis (see the Metasynthesis Supplemental Report at www.puckett.org/PreserviceMetasynthesisReport.pdf).

Teaching quality was measured in terms of classroom quality or instructional practices. Classroom quality was assessed in terms of classroom social and nonsocial organization and classroom management. Instructional practices were assessed in terms of teaching practices, teacher performance,
teacher–student interactions, and beliefs about teaching confidence or competence (e.g., commitment to teaching). In a number of cases, proxy measures were used as instructional practices outcomes.

Two types of student outcomes were measured in the studies: student performance and student belief appraisals. Student performance was assessed in terms of academic achievement, course grades, subject matter knowledge, course or degree completion, and other related performance measures. Student beliefs were assessed in terms of attitudes (toward course delivery, small group learning, computer-based instruction, etc.), satisfaction (with faculty instructional methods, learning methods, teaching position, etc.), and related belief appraisals (e.g., judgments of course quality and judgments of course enjoyment).

The two faculty outcome tables included measures of (1) instructor practices (performance, effectiveness) and faculty–student interactions and (2) undergraduate and graduate student outcomes. The two tables including beginning teacher outcomes included measures of retention, attrition, and related outcomes (e.g., teacher movement from one school or district to another school or district).

2.4. Methods of Analysis

Guidelines for conducting a meta-analysis of meta-analyses, or secondary meta-analysis, have been proposed by a number of meta-analysts [83–85]. The largest number of meta-analyses located for the metasynthesis were not amendable to the kinds of analyses recommended by these experts for any number of reasons. This led us to consider alternative procedures for combining average effect sizes in individual meta-analyses.

The most straightforward approach would be to simply calculate the mean of the mean effect sizes for particular practice–outcome relationships. Such a method, however, fails to take into consideration the fact that the number of studies and number of effect sizes in different meta-analyses are not the same. A better approach would be to adjust the effect sizes in different meta-analyses by taking into consideration the differences in number of studies, sample sizes, variability around the average effect sizes, etc. This, however, was not possible because so many meta-analyses did not include the indices and metrics necessary to aggregate meta-analysis results taking into consideration this kind of information.

The two measures that were able to be discerned in all research syntheses (and surveys) were the number of effect sizes for different preservice practice–outcome relationships and the average effect sizes for those relationships. We therefore decided to perform a metasynthesis using the number of effect sizes and average effect sizes in individual meta-analysis to obtain the best estimates of the overall sizes of effects for preservice practice–outcome relationships. This was accomplished using SPSS [86] to compute a weighted mean of means using the number of effect sizes for a particular preservice practice in each meta-analysis as the weight for computing an overall mean for each of the preservice practice–outcome effect sizes. It is important to note that this was done for individual preservice practice–outcome effect sizes and not by using the total number of effect sizes in a meta-analysis or survey.

Although we recognize the methodological and statistical shortcomings of our decision to use the number of effect sizes and the average effect sizes as our input variables, we concluded that this was the best approach to yield means of means that had similar interpretive meaning for different preservice practice–outcome relationships. Our goal was not to make definitive conclusions about particular practices, but rather to produce findings where we were able to discern patterns of relationships between different teacher preparation practices and different study outcomes in order to identify high leverage practices [60] as evidenced by the sizes of effects for different preservice practices–outcome relationships.

2.5. Search Results

The metasynthesis included 118 meta-analyses and 12 surveys of teacher and preservice preparation practice–outcome relationships. The complete list of the 130 studies is included in the
Appendix A. Sixty-seven of the meta-analyses (57%) included the number of participants in the studies in the research syntheses. Those meta-analyses included 1,758,700 participants. The eight surveys included 42,300 participants. The 130 studies in the metasynthesis included an estimated 3 million+ study participants.

The research reports were available in journal articles (81%), dissertations or theses (12%), conference presentations (6%), and unpublished reports (1%). The research reports were completed between 1979 and 2018, with the majority (73%) completed between 2000 and 2018.

The supplemental report contains information not included in the metasynthesis. The report includes (1) the list of journals searched for meta-analyses of teacher preparation studies, (2) information about each of the meta-analyses and surveys included in the metasynthesis (type of research report, preservice practice, number of studies, sample size, and number of effect sizes), (3) the research designs and types of between group or between condition comparisons in each report, (4) the definitions or descriptions of the teacher preparation practices or variables in the research studies, and (5) the 24 data tables that were the sources of evidence for the metasynthesis.

3. Metasynthesis Results

The results from the metasynthesis are first presented for each of the 14 types of teacher and preservice preparation practices (Table 1) and second for the rank ordering of the sizes of effects for the different types of teacher preparation practice–outcome relationships. Each of the tables summarizing the results from the metasynthesis for each set of teacher preparation practices includes the different comparisons or contrasts; the outcome measures that were the focus of practice–outcome relationships; the grade level of the outcome measures; the number of studies, sample sizes, and effect sizes for the practice–outcome relationships; the mean difference effect sizes for the aggregated results; and the 95% confidence intervals or the average effect sizes. In those cases where the number of studies and sample sizes were not reported in individual research reports, the numbers that are reported include a plus sign indicating that the number of studies or sample sizes or both is actually larger than we were able to determine. The rank ordering of sizes of effects for identifying high leverage core practices are reported separately for teaching quality, child, K–12 student, university student, beginning teacher performance, and university and beginning teacher belief appraisal outcomes.

3.1. Teacher Preparation Practices

3.1.1. Teaching Degree

Five meta-analyses and one survey included comparisons of educators with different teaching degrees for evaluating the effects of teacher qualifications on different measures of teaching quality and child and student outcomes. The degrees that were the focus of analysis included high school (HS), associate’s degree (AA), child development associate’s degree (CDA), bachelor’s degree (BA), and master’s degree (MA). All but one report were investigations of teachers in preschool programs.

The results for the between teaching degree comparisons are shown in Table 2. Type of degree was related to all but one of teaching quality measures but none of the child or student achievement outcomes (with only one exception), as evidenced by the sizes of effects between teachers with different degrees and the study outcomes.
Table 2. Relationships between teacher degree and the study outcomes.

| Preservice Practice/Variable a | Outcome Measure    | Grade b | No. of Studies | Sample Size | No. of Effects | Mean Effect Size | 95% CI      |
|-------------------------------|--------------------|---------|----------------|-------------|----------------|-----------------|-------------|
| Teaching Quality              |                    |         |                |             |                |                 |             |
| AA/CDA vs. HS Classroom quality | P                  | 8       | 1385           | 8           | 0.04           | −0.04, 0.11     |             |
| BA vs. HS Classroom quality   | P                  | 14      | 3440           | 21          | 0.33           | 0.27, 0.40      |             |
| BA vs. AA/CDA Classroom quality | P            | 12      | 2889           | 12          | 0.16           | 0.08, 0.24      |             |
| MA vs. HS Classroom quality   | P                  | 6       | 1066           | 6           | 0.23           | 0.10, 0.36      |             |
| MA vs. AA/CDA Classroom quality | P                | 8       | 1324           | 8           | 0.21           | 0.12, 0.29      |             |
| MA vs. BA Classroom quality   | P                  | 7       | 1759           | 7           | 0.16           | 0.05, 0.26      |             |
| BA vs. HS Teaching practices  | P                  | 11      | 2732           | 66          | 0.52           | 0.50, 0.53      |             |
| BA vs. AA Teaching practices  | P                  | 3       | 4300           | 5           | 0.28           | 0.21, 0.34      |             |
| BA vs. HS Teacher beliefs     | P                  | 4       | 550            | 11          | 0.77           | 0.57, 0.97      |             |

| Child/Student Performance     |                    |         |                |             |                |                 |             |
| AA vs. HS Achievement        | P                  | 6       | 1734           | 18          | −0.01          | −0.03, 0.01     |             |
| BA vs. HS Achievement        | P                  | 9       | 3336           | 31          | 0.14           | 0.08, 0.19      |             |
| MA vs. HS Achievement        | P                  | 6       | 1729           | 18          | 0.06           | 0.04, 0.07      |             |
| BA vs. AA Achievement        | P                  | 11      | 14,750         | 29          | 0.07           | 0.05, 0.09      |             |
| MA vs. AA Achievement        | P                  | 7       | 1983           | 20          | 0.05           | 0.03, 0.07      |             |
| MA vs. BA Achievement        | P-12                | 15      | 4000+          | 35          | 0.06           | 0.05, 0.07      |             |

a HS = High school, AA = Associate’s degree, CDA = Child development associate’s degree, BA = Bachelor’s degree and MA = Master’s degree.
b P = Preschool and P-12 = Preschool to 12th grade.

Teachers with bachelor’s degrees had stronger belief appraisals compared to teachers with only a high school degree. The same was the case for use of effective teaching practices. Teachers with bachelor’s degrees also used more effective teaching practices compared to teachers with high school or associate’s degrees.

The relationships between teacher degrees and classroom quality also indicated that teacher qualifications matter in terms of classroom practices. Teachers with a bachelor’s or master’s degree were judged as having higher quality classrooms compared to teachers with high school or associate’s degrees. There was little difference in classroom quality between teachers with either associate’s or high school degrees.

Close inspection of the sizes of effects for the relationship between teacher qualifications and teaching quality shows that the more disparate the between degree comparisons, the larger the sizes of effect. For example, the sizes of effect for BA vs. AA and MA vs. BA were both 0.16 for classroom quality. In contrast, the sizes of effects for BA vs. HS and MA vs. HS were much larger for the same outcome measure.

3.1.2. Teacher Preparation Programs

No meta-analyses of teacher preparation programs were located, and only two surveys of four-year compared to extended teacher preparation programs were found for the primary outcomes of interest [75,87]. Both surveys included teaching quality and teacher performance outcome measures. One survey included evidence for the effects of professional development schools on first and second year teacher retention [88].

The results for the relationships between type of teacher preparation program and the study outcomes are shown in Table 3. The findings indicate no discernible differences for extended teacher preparation programs compared to traditional bachelor’s degree programs for teaching practices or teacher beliefs (i.e., commitment to teaching). There was also no advantage for extended degree programs on teacher performance (e.g., knowledge) and there was a negative effect for teacher attitudes (career satisfaction). Teachers in extended degree programs had more negative attitudes toward teaching.
Table 3. Relationships between type of teacher preparation program and the study outcomes.

| Preservice Practice/Variable | Outcome Measure | Grade | No. of Studies | Sample Size | No. of Effects | Mean Effect Size | 95% CI |
|-----------------------------|-----------------|-------|----------------|-------------|----------------|-----------------|-------|
| **Teaching Quality**        |                 |       |                |             |                |                 |       |
| Extended vs. BA Program     | Teaching practices | CE | 1             | 1394        | 9              | −0.07           | −0.18, 0.03 |
| Extended vs. BA Program     | Teacher beliefs | CE | 2             | 5269        | 6              | 0.02            | −0.06, 0.10 |
| **Teacher Outcomes**        |                 |       |                |             |                |                 |       |
| Extended vs. BA Program     | Teacher performance | CE | 2             | 5264        | 3              | 0.06            | −0.03, 0.14 |
| Extended vs. BA Program     | Teacher attitudes | CE | 1             | 1394        | 3              | −0.16           | −0.19, −0.13 |

*CE = Career educators.*

Latham et al. (2015) compared teachers who graduated from professional development schools (PDS) with those who graduated from traditional teacher preparation (TTP) programs on teacher retention. The participants were beginning teachers in preschool, elementary, and middle school programs. Results showed the PDS graduates persisted in their professions for longer periods of time compared to graduates from TTP programs (Cohen’s $d = 0.50$, 95% CI = 0.43, 0.56, $Z = 15.27$, $p = 0.0000$).

3.1.3. Teacher Certification

Four meta-analyses were located that included comparisons of teachers with different types of certification and the effects on preschool to 12th grade student performance. No meta-analyses or surveys were found that examined the relationships between teacher certification and teaching quality. The four meta-analyses permitted comparisons of educators with Teach for America, National Board, or alternative certifications with teachers having traditional teacher certification. Teachers with traditional certification were also compared to teachers with emergency, provisional, or no teacher certification.

Table 4 shows the results for the relationships between the different types of certification and student achievement at different grade levels. The results indicate no appreciably discernible advantage of any of the different types of teacher certification. There was, however, a small positive effect for the Teach for America certification compared to the traditional teacher certification for 6th to 8th grade student outcomes, and a small positive effect for National Board Certification compared to traditional teacher certification for Kindergarten to 12th grade student outcomes. There was also a small positive effect for teachers with alternative certification compared to teachers with traditional certification for Kindergarten to 12th grade student outcomes, and small positive effects for teachers with traditional certification compared to teachers with provisional, emergency, or no certification for preschool to 12th grade student outcomes. The sizes of effects for all between teacher certification comparisons, however, are very small.

Table 4. Relationships between teacher certification and student achievement.

| Preservice Practice/Variable | Outcome Measure | Grade | No. of Studies | Sample Size | No. of Effects | Mean Effect Size | 95% CI |
|-----------------------------|-----------------|-------|----------------|-------------|----------------|-----------------|-------|
| Teach for America Certification | Achievement | K-5   | 7             | 40          | 0.03           | 0.02, 0.04      |       |
| Teach for America Certification | Achievement | 6-8   | 4             | 44          | 0.11           | 0.11, 0.12      |       |
| Teach for America Certification | Achievement | 9-12  | 7             | 31          | 0.00           | −0.01, 0.01     |       |
| National Board Certification | Achievement | K-12  | 1             | 1,047,391   | 0.08           | 0.08, 0.09      |       |
| Alternative Certification  | Achievement | K-12  | 7             | 67          | 0.13           | 0.08, 0.18      |       |
| Traditional Certification  | Achievement | P-12  | 19            | 34          | 0.09           | 0.03, 0.15      |       |
| Traditional Certification  | Achievement | K-12  | 6             | 53          | 0.09           | 0.05, 0.12      |       |

* a Compared to traditional teacher certification. b Compared to provisional, emergency, or no teacher certification.*

3.1.4. In-Field vs. Out-of-Field Certification

Two meta-analyses and one survey included data for the relationships between in-field vs. out-of-field teacher certification or degree and both teaching quality and student achievement.
The results are shown in Table 5. The findings indicate that an in-field certification or degree was not related to differences in classroom quality, teaching practices, or preschool to 12th grade student achievement compared to teachers with an out-of-field certification or degree. The effect size for the relationship between in-field certification and 6th to 12th grade student achievement must be interpreted with caution since it is based on just one study and two effect sizes.

Table 5. Relationships between in-field or out-of-field teacher certification and the study outcomes.

| Preservice Practice/Variable | Outcome Measure          | Grade | No. of Studies | Sample Size | No. of Effects | Mean Effect Size | 95% CI       |
|------------------------------|---------------------------|-------|---------------|-------------|---------------|-----------------|-------------|
| Teaching Quality             | Classroom quality         | P     | 11            | 1214        | 11            | −0.03           | −0.19, 0.14 |
|                             | Teaching practices        | K–12  | 15            | -           | 39            | 0.05            | −0.03, 0.13  |
| Child/Student Performance    | Achievement               | P     | 19            | 4653        | 19            | 0.02            | −0.11, 0.14  |
|                             | Achievement               | P–12  | 19            | 34          | 19            | 0.09            | 0.03, 0.15   |
|                             | Achievement               | 6–12  | 1             | 613         | 2             | 0.27            | −0.12, 0.87  |

3.1.5. University Coursework

Four meta-analyses and two surveys included results for the relationships between different measures of university coursework and both teaching quality and student performance. All but one research report included findings for the correlations between continuously scored measures of coursework (number of courses and class attendance) and the study outcomes where the correlations were converted to Cohen’s $d$ effect sizes for comparative purposes. One meta-analysis included comparisons of university students who participated in first year seminars compared to students who did not participate in seminars [89]. Only two preservice teacher preparation practices were related to the study outcomes.

Table 6 shows the results from the metasynthesis. Only two preservice coursework measures were related to the study outcomes. The number of general education courses was related to teaching practices used with K to 12th grade students and class attendance was related to university student performance. Class attendance is most likely a proxy measure for university student commitment to and motivation toward academic success.

Table 6. Relationships between university coursework and the study outcomes.

| Preservice Practice/Variable | Outcome Measure          | Grade $^b$ | No. of Studies | Sample Size | No. of Effects | Mean Effect Size | 95% CI       |
|------------------------------|---------------------------|------------|---------------|-------------|---------------|-----------------|-------------|
| Teaching Quality             | Teacher preparedness      | K–12       | 1             | 2777        | 3             | 0.03            | −0.05, 0.10 |
|                             | Teaching practices        | K–12       | -             | -           | 8             | 0.25            | −0.13, 0.63  |
| Student Outcomes             | Achievement               | 10         | 1             | 1492        | 3             | 0.03            | 0.00, 0.05   |
|                             | Achievement               | 11         | 1             | 983         | 3             | 0.03            | −0.08, 0.15  |
|                             | First year GPA            | U          | 89            | 52,406      | 89            | 0.02            | −0.25, 0.29  |
|                             | Achievement               | U          | 68            | 21,164      | 68            | 0.94            | 0.92, 0.96   |

$^a$ Coded yes vs. no. All other effect sizes are for the correlations between the preservice practice measures and study outcomes converted to Cohen’s $d$. $^b$ U = Undergraduate students.

3.1.6. Method of Course Delivery

Fourteen meta-analyses included comparisons of four different methods of course delivery with traditional classroom instruction. The study outcomes included university student achievement and attitudes toward or satisfaction with type of course method. None of the meta-analyses included effect sizes for the relationships between types of course delivery and teaching quality.

The results for the comparisons between the different types of course delivery and traditional courses are shown in Table 7. All four types of course delivery were associated with differences in
university student achievement. In contrast, method of course delivery was differentially related to student belief appraisals. Personal systems of instruction (PSI) courses were positively related to student attitudes toward course delivery, whereas blended courses were negatively related to student satisfaction with course delivery.

Table 7. Relationships between method of course delivery and university student outcomes.

| Preservice Practice/Variable | Outcome Measure | Grade | No. of Studies | Sample Size | No. of Effects | Mean Effect Size | 95% CI |
|-----------------------------|-----------------|-------|----------------|-------------|----------------|-----------------|-------|
| PSI Courses                 | Achievement     | U     | 76+            | -           | 130            | 0.36            | 0.34, 0.38 |
| Blended Courses             | Achievement     | U     | 157+           | 25,139+     | 228            | 0.34            | 0.33, 0.35 |
| Distance Education Courses  | Achievement     | U     | 257+           | 99,820+     | 596            | 0.21            | 0.19, 0.23 |
| Audio Tutorial Courses      | Achievement     | U     | 42+            | -           | 68             | 0.22            | 0.21, 0.23 |
| Distance Education Courses  | Satisfaction    | U     | 10+            | 1592        | 19             | −0.08           | −0.12, −0.04 |
| Blended Courses             | Satisfaction    | U     | -              | 1769        | 11             | −0.15           | −0.26, −0.05 |
| PSI Courses                 | Attitudes       | U     | 11             | -           | 35             | 0.64            | 0.55, 0.66 |
| Audio Tutorial Courses      | Attitudes       | U     | 28             | -           | 28             | 0.10            | 0.10, 0.11 |

Please note that all of the course delivery methods were compared to traditional classroom or course instruction. PSI = Personal system of instruction. a U = Undergraduate students. + indicates that there were more unspecified number of studies in the research reports.

3.1.7. Technology and E-Learning Instruction

Twenty-eight meta-analyses were located that included results for the effects of five different types of technology-assisted, e-learning, and related practices on university student outcomes. The majority of the syntheses compared technology or e-learning instruction with traditional classroom instruction. Five meta-analyses included findings from research syntheses comparing the same type of technology or e-learning under contrasting conditions [72,90–93].

Table 8 shows the results for effects of technology and e-learning instruction on the university student outcomes. All six types of instruction were associated with discernible benefits in terms of student achievement. The sizes of effects, however, differed as a function of the type of instruction.

Table 8. Relationships between technology-assisted and e-learning instruction and university student outcomes.

| Preservice Practice/Variable | Outcome Measure | Grade | No. of Studies | Sample Size | No. of Effects | Mean Effect Size | 95% CI |
|-----------------------------|-----------------|-------|----------------|-------------|----------------|-----------------|-------|
| **Group Comparisons a**     | Achievement     | U     | 67             | 8432        | 67             | 0.43            | 0.42, 0.44 |
| Virtual-Reality Instruction | Achievement     | U     | 389            | 41,105      | 504            | 0.38            | 0.36, 0.41 |
| Computer-Assisted Instruction | Achievement   | U     | 60             | 16,008+     | 82             | 0.38            | 0.30, 0.45 |
| ICT Learning                | Achievement     | U     | 37             | -           | 37             | 0.35            | 0.24, 0.46 |
| Intelligent Tutoring Instruction | Achievement   | U     | 433+           | 37,923+     | 1,075          | 0.29            | 0.28, 0.30 |
| Technology-Assisted Instruction | Achievement   | U     | 24+            | 10,910+     | 134            | 0.25            | 0.22, 0.29 |
| Internet-Based Instruction  | Achievement     | U     | -              | -           | -              | 0.27            | 0.17, 0.38 |
| Technology-Assisted Instruction | Attitudes     | U     | 24+            | 2580+       | 45             | 0.24            | 0.17, 0.31 |
| Internet-Based Instruction  | Satisfaction    | U     | 36             | 2585+       | 109            | 0.17            | 0.16, 0.17 |
| Computer-Assisted Instruction | Satisfaction  | U     | 3              | 397         | 4              | −0.51           | −0.68, −0.34 |
| **Contrasting Conditions**  |Achievement     | U     | 64             | 341+        | 70             | 0.34            | 0.32, 0.36 |
| CAI with Feedback vs. No Feedback | Achievement | U     | 46             | -           | 115            | 0.23            | 0.22, 0.25 |
| CAI Small Group vs. Individual | Achievement | U     | 33             | 2420+       | 64             | −0.01           | −0.02, 0.00 |
| CAI Learner Control vs. No Control | Achievement | U     | 24             | -           | 49             | 0.04            | 0.01, 0.07 |

Note. ICT = Information and communication technology instruction and CAI = Computer-assisted instruction. a All technology-assisted and e-learning instruction were compared to traditional classroom or course instruction. b U = Undergraduate students.

Virtual reality instruction, information and communication technology learning (ICT), computer-assisted instruction, and intelligent tutoring instruction were associated with larger effect sizes compared to those for technology-assisted instruction and internet-based instruction. The sizes
of effects for all five types of instruction, however, indicated a favorable advantage compared to traditional classroom or course instruction.

In those cases where student belief appraisals (attitudes or satisfaction) were the focus of analysis, technology-assisted, internet-based, and computer-assisted instruction or learning were related to positive belief appraisals, whereas ICT learning was associated with dissatisfaction with this type of learning method. Ungerleider and Burns (2003) reported a positive relationship between ICT and student achievement but a negative relationship with student belief appraisals. The latter may be the case because ICT requires considerably more student investment in using this method of learning compared to traditional classroom instruction.

The five meta-analyses of between condition comparisons for computer-assisted instruction yielded differential findings. Computer-assisted instruction that included performance feedback was associated with more positive student achievement compared to no performance feedback. Small group computer-assisted instruction, compared to individual student computer-assisted instruction, was associated with a discernible positive effect on student achievement but not student belief appraisals. Computer-assisted instruction that was under student control proved no more effective than computer-assisted instruction not under student control.

### 3.1.8. Course-Based Learning Methods

Twenty-one meta-analyses included investigations of seven different types of course-based learning methods. The study outcomes included different measures of university student performance (achievement, knowledge acquisition, course grades, etc.) and different belief appraisals (self-efficacy beliefs and attitudes toward learning method). Only one meta-analysis included the relationship between a course-based learning method and teaching quality [94].

The findings for the relationships between the different course-based learning methods and the study outcomes are shown in Table 9. Inquiry-based learning (including discovery learning and project-based learning) was associated with differences in both teaching practices and student achievement compared to traditional classroom or instructional practices. The sizes of effects for this learning method are discernibly larger than those for the other course-based learning methods. Notwithstanding these differences, problem-based learning (including guided design), student self-directed learning, critical thinking instruction, and different kinds of note-taking practices [95–97] were all positively related to student performance. In contrast, visually-based learning and explanation-based learning were associated with smaller sizes of effect for the influence of these learning methods on student performance. These two course-related methods require less student engagement and investment in learning compared to the other course-based learning methods, which might account for the difference in the sizes of effects on student performance.

### Table 9. Relationships between course-based learning methods and university student outcomes.

| Preservice Practice/Variable | Outcome Measure | Grade | No. of Studies | Sample Size | No. of Effects | Mean Effect Size | 95% CI |
|-----------------------------|-----------------|-------|----------------|-------------|----------------|-----------------|-------|
| Teaching Quality            | Teaching practices | U    | -              | -           | 10             | 0.72            | -     |
| Inquiry-Based Learning      | Achievement     | U    | 26+            | 1190+       | 151            | 0.72            | 0.69, 0.74 |
| Problem-Based Learning      | Achievement     | U    | 5              | 518         | 5              | 0.57            | −0.14, 1.28 |
| Problem-Based Learning      | Skill acquisition | U/G  | 19             | 6442        | 33             | 0.43            | 0.34, 0.53 |
| Problem-Based Learning      | Knowledge acquisition | U/G  | 145           | 52,769+     | 485            | 0.34            | 0.32, 0.36 |
| Self-Directed Learning      | Achievement     | U/G  | 199            | 2744+       | 223            | 0.33            | 0.30, 0.36 |
| Note-Taking Practices       | Course grades/knowledge | U/G  | 29+            | 1348+       | 169            | 0.25            | 0.22, 0.27 |
| Visually-Based Learning     | Achievement     | U    | 65             | -           | 71             | 0.15            | 0.15, 0.16 |
| Critical Thinking Instruction | Critical thinking skills | U    | -              | -           | 126            | 0.26            | 0.19, 0.33 |
| Explanation-Based Learning  | Knowledge acquisition | U    | 21             | 57          | 57             | 0.17            | 0.14, 0.21 |
| Problem-Based Learning      | Attitudes       | U/G  | 14             | 2287        | 19             | 0.57            | 0.54, 0.60 |
| Visually-Based Learning     | Attitudes       | U    | 16             | -           | 22             | −0.09           | −0.12, −0.07 |

Please note that all comparisons are for the course-based learning method vs. traditional classroom, course, or instructional practices except the one comparison in the footnote. *a* Problem-based learning online vs. classroom-based problem-based learning. *b* U = Undergraduate students and G = Graduate students.
Only two types of course-based learning methods were evaluated in terms of student belief appraisals (e.g., attitudes toward the course-based learning methods). Problem-based learning was positively related to student belief appraisals, whereas visually-based learning was not related to these same outcomes. The latter again may be related to the differences in students’ investment in problem-based learning compared to visually-based learning.

3.1.9. Cooperative Learning Practices

Fourteen meta-analyses included effect sizes for the relationships between three different types of student cooperative learning practices (small group learning, peer tutoring, and peer instruction) and university student outcomes. Small group learning was compared to either traditional classroom instruction or individual student instruction. Peer tutoring was compared to no peer tutoring [98,99] and peer instruction was compared to faculty instruction [100]. One meta-analysis included the effect sizes for the comparison between peer instruction as part of traditional classroom instruction and traditional classroom instruction without peer instruction [101]. The outcome measures in the studies included student performance (achievement, knowledge, task completion, etc.) and attitudes toward different types of cooperative learning.

Table 10 shows the findings for the sizes of effect between the cooperative learning practices and university student outcomes. Peer instruction that was incorporated into traditional classroom instruction was by far associated with the largest size of effect with student achievement. Small group learning was positively related to both student performance and attitudes toward the cooperative learning method. Small group instruction that was computer assisted was positively related to student achievement but not related to student attitudes toward computer-assisted instruction. Peer tutoring was also positively related to student achievement. In contrast, peer instruction compared to faculty instruction was not differentially related to student knowledge and skill acquisition (Rees et al., 2016).

### Table 10. Relationships between cooperative learning practices and university student outcomes.

| Preservice Practice/Variable | Outcome Measure | Grade | No. of Studies | Sample Size | No. of Effects | Mean Effect Size | 95% CI       |
|------------------------------|-----------------|-------|---------------|-------------|---------------|-----------------|-------------|
| Peer Instruction + TCI       | Achievement     | U     | 16            | 2050        | 16            | 0.96            | 0.59, 1.33 |
| Small Group Learning         | Achievement     | U     | 81+           | 6702+       | 219           | 0.63            | 0.60, 0.66 |
| Small Group Learning         | Performance     | U     | 28            | 3371        | 44            | 0.31            | 0.29, 0.33 |
| Small Group Learning         | Attitudes       | U     | 7             | 393         | 7             | 0.56            | -           |
| Small Group Instruction (CAI) | Achievement     | U     | 41            | -           | 115           | 0.23            | 0.22, 0.25 |
| Small Group Instruction (CAI) | Attitudes       | U     | 24            | -           | 49            | 0.04            | 0.01, 0.07 |
| Peer Tutoring                | Achievement     | U     | 13            | 1397+       | 13            | 0.28            | 0.19, 0.37 |
| Peer Instruction             | Knowledge/skills| U     | 10            | 1300        | 20            | 0.09            | 0.08, 0.10 |

Note. TCI = Traditional classroom instruction and CAI = Computer-assisted instruction. All between group comparisons are for the cooperative learning methods vs. traditional classroom instruction or no peer tutoring or instruction except for CAI facilitated small group instruction. a Small group CAI facilitated instruction vs. small group instruction without CAI.

The findings for peer vs. faculty instruction deserve comment because the small size of effect for the between type of instructor comparisons is somewhat different from that for the other cooperative learning practices. The purpose of this particular meta-analysis was to determine if peer teaching could be used as a substitute for faculty teaching in undergraduate courses for influencing student knowledge and skill acquisition in the same manner as faculty instruction [100]. The fact that the outcome for the two agents of instruction did not differ much indicates that both types of teaching were about equally effective.

3.1.10. Faculty Instructional Practices

Twelve meta-analyses included findings for the relationships between different types of faculty-related practices and either course instructor teaching-related practices or different university student outcomes (performance, beliefs and attitudes, course completion). The outcome measures
for instructor practices and faculty–student interactions are all based on students' assessments of faculty performance.

The results for the relationships between the faculty-related practices and study outcomes are shown in Table 11. Faculty coaching of students as part of course or classroom practices was associated with the largest size of effect in terms of students' positive judgments of faculty instructional practices. The other three types of feedback were also related to student judgments of both faculty member instructional practices and faculty–student interactions. More specifically, consultative feedback on student ratings of faculty member instruction were related to positive student judgments of faculty performance, student feedback on faculty member instruction was related to positive student judgments of the quality of faculty instructional practices, and faculty feedback on student performance was related as well to students' positive judgments of faculty–student interactions.

Table 11. Relationships between faculty instructional practices and the study outcomes.

| Preservice Practice/Variable | Outcome Measure | Grade | No. of Studies | Sample Size | No. of Effects | Mean Effect Size | 95% CI |
|-----------------------------|-----------------|-------|----------------|-------------|----------------|-----------------|-------|
| Teaching Quality            |                 |       |                |             |                |                 |       |
| Faculty Coaching            | Instructor practices | F    | 14             | 2.30        |                |                 |       |
| Consultative Feedback       | Instructor practices | F    | 11             | 331         | 0.69           | 0.43, 0.95      |       |
| Student Feedback on         | Instructor practices | F    | 44             | 53          | 0.42           | 0.41, 0.42      |       |
| Instructor Practices        | Interational skills | F    | 33             | 1058        | 0.40           | 0.26, 0.54      |       |
| Faculty Feedback            |                 |       |                |             |                |                 |       |
| Faculty Coaching            | Achievement | U   | 8+             | 628+        | 0.77           | 0.67, 0.86      |       |
| Faculty Mentoring           | Academic | U/G | 9              | 1444        | 0.33           | 0.30, 0.36      |       |
| Faculty Feedback            | Achievement | U   | 5              | 2460+       | 0.30           | 0.29, 0.31      |       |
| Student Feedback            | Achievement | U   | 5              | 1147        | 0.30           | 0.19, 0.25      |       |
| Faculty Mentoring           | Attitudes | U/G | 5              | 1147        | 0.61           | 0.35, 0.88      |       |
| Student Feedback            | Attitudes | U   | 7              | 13          | 0.37           | 0.34, 0.41      |       |
| Faculty Mentoring           | Retention | U/G | 14             | 22,079      | 0.17           | 0.14, 0.19      |       |

Note. All comparisons are for the type of instructional practice vs. traditional classroom or course instruction or the absence of any instructional practice or instruction. * F = Faculty member or instructor, U = Undergraduate students, and G = Graduate students.

Faculty member-related instructional practices were associated with all of the university student outcomes. Faculty coaching (including just-in-time instruction and individualized student instruction), faculty member mentoring, faculty member feedback on student performance, and student feedback on faculty member instruction were all positively related to different measures of student performance. Both faculty member mentoring and student feedback on faculty member instruction were also related to student positive attitudes toward faculty member instructional practices.

The findings from the different sets of analyses in Table 11, taken together, point to the importance of feedback, support, and guidance as factors bolstering the effects of faculty instructional practices on students' judgments of course instructors and student achievement. This seems to especially be the case in situations where faculty–student interactions and exchanges include explicit efforts to engage and promote student learning and achievement.

3.1.11. Teaching Method Instruction

Eight meta-analyses included evaluations of the influences of methods and procedures used by faculty, course instructors, or other supervising teachers to facilitate or improve students' teaching practices and other student outcomes. The meta-analyses included a number of proxy measures for teaching method instruction since so few syntheses were located for preservice teaching method practices. These included meta-analyses of microcounseling (Baker & Daniels, 1989) and simulation-based instruction (Cook et al., 2013; Kim et al. 2016).

Table 12 includes the results from the eight meta-analyses. All seven instructional methods were related to the student teaching quality outcomes. Simulation-based instruction that explicitly included deliberate practice to improve students' clinical practice skills was the most effective practice by far as
evidenced by a very large size of effect. In contrast, simulation-based instruction without deliberate practice was associated with a positive but much smaller size of effect. Adding deliberate practice to simulation-based instruction had nearly five times more effect than the same type of instruction without deliberate practice.

Table 12. Relationships between types of teaching method instruction and teaching quality and student outcomes.

| Preservice Practice/Variable | Outcome Measure          | Grade | No. of Studies | Sample Size | No. of Effects | Mean Effect Size | 95% CI |
|------------------------------|--------------------------|-------|----------------|-------------|----------------|------------------|-------|
| Teaching Quality             |                          |       |                |             |                |                  |       |
| Simulation-Based Instruction (DP) | Clinical practices   | G     | 10             | -           | 10             | 1.67             | 0.90, 2.58 |
| Critical Thinking Instruction | Questioning skills     | U/G   | 28             | 745+        | 28             | 0.89             | 0.87, 0.91 |
| Teaching Practices Instruction | Questioning skills     | U/G   | 9              | -           | 9              | 0.79             | 0.58, 1.01 |
| Peer-Facilitated Teaching   | Teaching practices      | U     | 2              | 108         | 4              | 0.78             | 0.12, 1.44 |
| Microteaching               | Teaching practices      | U/G   | 114            | 1043        | 117            | 0.76             | 0.71, 0.81 |
| Mini-Courses                | Teaching practices      | U     | 3              | 79          | 4              | 0.70             | -     |
| Modeling of Teaching Methods | Teaching practices      | U     | 4              | 111         | 6              | 0.59             | -     |
| Simulation-Based Instruction | Teaching or clinical practices | U/G | 141 | 7122+ | 142 | 0.34 | 0.31, 0.38 |
| Student Outcomes            |                          |       |                |             |                |                  |       |
| Simulation-Based Instruction | Knowledge acquisition  | U     | 35             | 2759        | 36             | 0.18             | 0.13, 0.23 |
| Critical Thinking Instruction | Critical thinking skills | U     | 32             | -           | 40             | 0.19             | 0.09, 0.30 |
| Simulation-Based Instruction | Satisfaction          | U     | 56             | 3042        | 56             | 0.51             | -0.33, 1.35 |

Please note that all of the comparisons are for the type of teaching method or instruction vs. the absence of the use of any instruction and DP = Deliberate practice. U = Undergraduate students and G = Graduate students.

All of the other six teaching method instructional practices were related to differences in university students’ use of teaching practices compared to the absence of use of any type of the teaching method instructional practices. The sizes of effects for these teaching method instructional practices ranged between 0.59 (modeling teaching practices) and 0.89 (critical thinking instruction). The common denominator of all of the teaching method instructional practices is explicit activities to promote students’ use of different kinds of teaching and instructional practices.

The sizes of effects for simulation-based instruction and critical thinking instruction and university student knowledge and skill acquisition were both positive but small. Simulation-based instruction was also related to student satisfaction with this instructional method.

3.1.12. Student Field Experiences

Four meta-analyses and one survey were located that included evaluations of different kinds of field experiences on teaching quality and university student or beginning teacher outcomes. No meta-analyses were located for the effects of student or practice teaching.

The survey of student teaching included information about practice teaching that involved a comparison of 10 or more weeks of (extended) student teaching with little or no student teaching, and a comparison of five to nine weeks of (limited) student teaching with little or no student teaching. The outcomes for student teaching included classroom quality (instructional planning and classroom management) and teaching practices (instructional methods and subject matter teaching). The meta-analyses of course-based field experiences and course-based service learning included comparisons with students having no field experience. The outcome measures for student field experiences included teaching practices and university student and beginning teacher performance and beliefs.

The results of the relationships between the different kinds of field experiences and teaching quality are shown in Table 13. The findings are clear-cut. The more time students participated in student or practice teaching, the more proficient the students were in terms of the use of teaching practices. The same was the case for classroom quality. The more student teaching time the participants had in practice teaching, the better the measures of classroom quality were. Course-based field experiences (that presumably were less intense than either type of student teaching) had a small but positive size of effect on teaching practices compared to students without any course-based field experiences.
Table 13. Relationships between types of field experiences and teaching quality and student outcomes.

| Preservice Practice/Variable | Outcome Measure | Grade | No. of Studies | Sample Size | No. of Effects | Mean Effect Size | 95% CI       |
|-----------------------------|-----------------|-------|----------------|-------------|----------------|-----------------|--------------|
| Teaching Quality            |                 |       |                |             |                |                 |              |
| Extended Student Teaching   | Teaching practices | U   | 1              | 9929        | 4              | 1.52            | 0.72, 2.31   |
| Limited Student Teaching    | Teaching practices | U   | 1              | 1663        | 4              | 0.77            | 0.49, 1.06   |
| Field Experiences           | Teaching practices | U   | -              | -           | 11             | 0.25            | 0.06, 0.44   |
| Extended Student Teaching   | Classroom quality | U   | 1              | 9929        | 4              | 1.59            |              |
| Limited Student Teaching    | Classroom quality | U   | 1              | 1663        | 4              | 0.73            | 0.25, 1.20   |
| Student Outcomes            |                 |       |                |             |                |                 |              |
| Service Learning            | Achievement     | U    | 26             | 1610+       | 26             | 0.43            | 0.42, 0.44   |
| Service Learning            | Social skills   | U    | 28             | -           | 56             | 0.29            | 0.28, 0.30   |
| Service Learning            | Attitudes       | U    | 36             | -           | 48             | 0.28            | 0.15, 0.40   |
| Field Experience            | Composite       | ST/FT| -              | -           | 21             | 0.14            | 0.09, 0.19   |
| Field Experience            | Attitudes       | U    | -              | -           | 35             | 0.13            | 0.09, 0.17   |
| Field Experience            | Achievement     | U    | -              | -           | 17             | 0.12            | 0.01, 0.22   |

Please note that extended student teaching equals 10 or more weeks and limited student teaching equals 5 to 9 weeks. All comparisons are for either type of student teaching vs. no student teaching. All other comparisons for the two types of field experiences vs. no field experience. * U = Undergraduate student, ST = Student teacher, and FT = First year teacher.

The results for service learning and field experiences are also clear-cut. Service learning, which is a more intense type of field experience compared to course-based field experiences, was associated with sizes of effects 2 to 3 times larger in terms of the different student outcomes. Taken together, results showed that both service learning and course-based field experiences were associated with university student achievement, skill acquisition, and attitudes toward teaching compared to study participants who had no field experiences.

The results from the analyses of the effects of field experiences on the study outcomes deserve special comment since the findings are highly suggestive in terms of the proverb that “practice makes perfect”. The more time students engage in field experiences, the better are the benefits in terms of teaching quality and student performance. The results are consistent with findings from studies where it was found that deliberate practice is an important determinant of the development of expert performance [102–104].

3.1.13. Clinical Supervision

No meta-analyses or surveys of the clinical supervision of field-based student experiences for teacher preparation were located. We did locate three meta-analyses of related practices where findings indicated that there are positive benefits of clinical supervision of graduate students in counseling [105] and performance feedback in studies of undergraduate and graduate students and career professionals [106,107]. The outcome measures in these meta-analyses included study participant performance (clinical practices and skill acquisition), self-efficacy beliefs, and anxiety associated with clinical supervision.

The results for the relationships between the preservice practices and study outcomes are shown in Table 14. Clinical supervision and performance feedback were both related to differences in university student and career professional performance and self-efficacy beliefs compared to study participants not receiving any supervision or feedback. Both types of practices were associated with better skill acquisition and clinical practice skill acquisition and were also related to stronger self-efficacy beliefs in terms of self-assessment of clinical abilities. Clinical supervision, however, was associated with heightened anxiety among counseling students. The latter would not be unexpected since no matter how supportive a clinical supervisor is likely to be, students are inclined to view such supervision as an evaluative activity.
Table 14. Relationships between clinical supervision and the study outcomes.

| Preservice Practice        | Outcome Measure          | Grade | No. of Studies | Sample Size | No. of Effects | Mean Effect Size | 95% CI  |
|----------------------------|--------------------------|-------|----------------|-------------|----------------|------------------|--------|
| Clinical Supervision       | Self-efficacy beliefs    | G     | 4              | 95          | 4              | 0.66             | 0.23, 1.08 |
| Clinical Supervision       | Student anxiety          | G     | 8              | 293         | 8              | 0.45             | 0.19, 0.72 |
| Performance Feedback       | Skill acquisition        | U/G   | 17             | 653         | 17             | 0.74             | 0.38, 1.09 |
| Performance Feedback       | Clinical practice        | U/CE  | 131            | 12,652      | 607            | 0.41             | −0.18, 1.00 |

a U = Undergraduate students, G = Graduate students, and CE = Career employees.

3.1.14. Induction and Mentoring

Six meta-analyses and four surveys were located for the effects of teacher induction, school-based or workplace mentoring, and workplace coaching practices on beginning teacher and other early career professional outcomes. The outcomes included different measures of teaching quality, career professional performance, and other types of teacher and career professional performance outcomes.

Table 15 shows the results for the relationships between beginning teacher or career professional practices (school-based induction, school-based and workplace mentoring, and workplace coaching) and the study outcomes. Neither school-based induction nor specific types of induction practices (seminars, collaborative planning, or teacher support networks) were related to teachers’ sense of preparedness. Different types of induction practices (group seminars, collaborative planning, and teacher support networks) had a small positive effect on first year teacher retention.

Table 15. Relationships between induction/mentoring and the study outcomes.

| Preservice Practice/Variable | Outcome Measure | Grade | No. of Studies | Sample Size | No. of Effects | Mean Effect Size | 95% CI  |
|------------------------------|-----------------|-------|----------------|-------------|----------------|------------------|--------|
| Teaching Quality             |                 |       |                |             |                |                  |        |
| School-Based Induction Program | Teacher preparedness | FT    | 2              | 6099        | 3              | −0.06           | −0.42, 0.30 |
| School-Based Mentoring       | Teaching practices | ST+   | 43             | 186         | 0.49           | 0.38, 0.60       |
| School-Based Mentoring       | Teacher preparedness | FT    | 2              | 6099        | 3              | 0.12             | −0.05, 0.29 |
| Workplace Mentoring          | Career commitment | CE    | -              | 2207+       | 10             | 0.32             | 0.19, 0.44 |
| Workplace Coaching           | Career commitment | CE    | 11             | 789         | 11             | 0.74             | 0.42, 1.06 |
| Participant Outcomes         |                 |       |                |             |                |                  |        |
| School-Based Mentoring       | K–12 student achievement | ST+   | 31             | -           | 113            | 0.18             | 0.10, 0.25 |
| School-Based Mentoring       | Moved to another school district | FT/ST | 1            | 1375        | 8              | −0.01           | −0.07, 0.05 |
| Workplace Mentoring          | Performance      | CE    | 14             | 5449        | 88             | 0.24             | 0.17, 0.31 |
| Workplace Mentoring          | Satisfaction     | CE    | -              | 3029+       | 17             | 0.39             | 0.38, 0.41 |
| Workplace Coaching           | Performance      | CE    | 20             | 4116        | 20             | 0.40             | 0.33, 0.46 |
| Workplace Coaching           | Attitudes        | CE    | 7              | 507         | 7              | 0.54             | 0.34, 0.73 |
| Induction Practices          | Retention        | FT    | 2              | 4610        | 10             | 0.13             | 0.07, 0.20 |

Note that all comparisons are for type of induction, mentoring, or coaching practice vs. the absence of use of the practice. a Group seminars, collaborative planning, or teacher support network. b FT = First year teachers, ST = Second year teachers, and CE = Career employees.

School-based mentoring was associated with higher quality teaching practices and improved K–12 student achievement, and to a lesser degree, beginning teacher judgments of their preparedness to teach compared to no school-based mentoring. Workplace mentoring had similar effects on career commitment, job satisfaction, and job performance compared to professionals not being mentored. Workplace coaching as well was associated with positive career professional outcomes (career commitment, performance, and attitudes toward one’s profession).

The results from the analyses of the effects of induction and mentoring on beginning teachers, career teachers, and other career professionals indicate that teacher specific mentoring and coaching are more likely to be associated with between outcomes differences compared to more formal induction programs and practices. This is most likely the case because mentoring and coaching are highly individualized practices, whereas induction practices are more group oriented.
3.2. Relative Effectiveness of the Teacher Preparation Practices

Results from the 14 sets of analyses in Tables 2–15 indicated considerable variability in terms of the particular preservice and teacher preparation practices that were related to the study outcomes. The results for the different practices in these tables were therefore rank-ordered by the sizes of effects for the relationships between the different preservice preparation practices and the study outcomes (teaching quality, performance measures, and belief appraisals) to identify the relative importance of the practices in terms of explaining the study outcomes. The results were expected to shed light on which preservice practices for which outcomes emerged as high leverage [60] and high impact [53] teacher preparation practices.

3.2.1. Teaching Quality

There were 38 different effect sizes for preservice practice-teaching quality outcome relationships in the metasynthesis. The outcomes were categorized as teacher or practitioner teaching/clinical practices, classroom organization practices, or teacher belief appraisals (e.g., teacher self-efficacy beliefs). The rankings for the influences of the preservice practices on the teaching quality outcome measures are shown in Table 16. The different practices can be grouped into five overlapping categories, with each category having discernibly different sizes of effects for the preservice practice-outcome relationships: Intensive student clinical experiences, student active learning opportunities, guidance and feedback, teacher qualifications, and practices that were not effective in terms of teaching quality.

Three of the four largest sizes of effects are for practices that involve intensive clinical experiences in different kinds of teaching and classroom practices (simulation-based instruction with deliberate practice and extensive student teaching). The sizes of effects for these high impact practices vary between 1.52 and 2.30.

The active student learning practices all involve student participation in experiences designed to promote and enhance their ability to use teaching and classroom organization practices. These preservice practices included teaching instruction, peer instruction, limited student teaching, microteaching, inquiry-based learning, and minicourses. The sizes of effects for these practices ranged between 0.70 and 0.86.

A cluster of seven practices includes the use of different types of guidance and feedback and their influence on teaching practices. These include faculty consultative feedback, clinical supervision, modeling teaching practices, school-based mentoring, student feedback on faculty instruction, faculty feedback or student performance, and workplace mentoring. The effect sizes for this cluster of practices vary from 0.32 to 0.69.

The fourth group of practices has to do primarily with the influence of teacher qualifications on teaching quality. Six of the eight practices in this group include the effect sizes for comparisons between different teacher degrees and both teaching practices and classroom organization. Teachers with more advanced degrees were observed or reported to use higher quality teaching practices and classroom organization practices. The sizes of effect ranged between 0.16 and 0.33.

The five preservice practices that were associated with trivial sizes of effects included four different preservice practices (in-field certification or degree, number of university courses, school-based induction practices, and extended teacher preparation programs). The influences of these practices on students’ sense of preparedness, teaching practices, and classroom quality were close to zero as evidenced by effect sizes between −0.07 and 0.05.

The average sizes of effects for the six clusters of preservice teacher preparation practices were 1.77 (intensive clinical experiences), 0.76 (active student learning), 0.51 (guidance and feedback), 0.21 (teacher qualifications), and −0.05 (ineffective practices). The pattern of results highlights the particular preservice practices that ought to be emphasized where the focus of teacher preparation is teaching quality.
Table 16. Rankings of the effect sizes (ES) for the relationships between the preservice teacher preparation practices and teaching quality.

| Rank | Practice                          | Outcomes                          | ES  | Rank | Practice                          | Outcomes                          | ES  |
|------|-----------------------------------|-----------------------------------|-----|------|-----------------------------------|-----------------------------------|-----|
| 1    | Faculty Coaching                  | Instructor Practices              | 2.30| 20   | Faculty Feedback                 | F–S Interactions                  | 0.40|
| 2    | Simulated Instruction (DP)        | Clinical Practices                | 1.67| 21   | Simulated Instruction            | Teaching Practices                | 0.34|
| 3    | Extended Student Teaching         | Classroom Quality                 | 1.59| 22   | BA vs. HS                        | Classroom Quality                 | 0.33|
| 4    | Extended Student Teaching         | Teaching Practices                | 1.52| 23   | Workplace Mentoring              | Career Commitment                 | 0.32|
| 5    | Teaching Instruction              | Teaching Practices                | 0.86| 24   | BA vs. AS                        | Teaching Practices                | 0.28|
| 6    | Peer Instruction                  | Teaching Practices                | 0.78| 25   | Number of Courses                | Teaching Practices                | 0.25|
| 7    | Limited Student Teaching          | Teaching Practices                | 0.77| 26   | Field Experiences                | Teaching Practices                | 0.25|
| 8    | BA vs. HS                         | Teacher Beliefs                   | 0.77| 27   | MA vs. HS                        | Classroom Quality                 | 0.23|
| 9    | Microteaching                     | Teaching Practices                | 0.76| 28   | MA vs. AA/CDA                    | Classroom Quality                 | 0.21|
| 10   | Workplace Coaching                | Career Commitment                 | 0.74| 29   | BA vs. AA/CDA                    | Classroom Quality                 | 0.16|
| 11   | Limited Student Teaching          | Classroom Quality                 | 0.73| 30   | MA vs. BA                        | Teaching Quality                  | 0.16|
| 12   | Inquiry-Based Learning            | Teaching Practices                | 0.72| 31   | School-Based Mentoring           | Teacher Preparedness              | 0.12|
| 13   | Minicourses                       | Teaching Practices                | 0.70| 32   | In-Field Certification           | Teaching Practices                | 0.05|
| 14   | Consultative Feedback             | Instructor Practices              | 0.69| 33   | AA/CDA vs. HS                    | Classroom Quality                 | 0.04|
| 15   | Clinical Supervision              | Teacher Beliefs                   | 0.66| 34   | Number of Courses                | Teacher Preparedness              | 0.03|
| 16   | Modeling Teaching Practices       | Teaching Practices                | 0.59| 35   | Extended Preparation Programs    | Teacher Preparedness              | 0.03|
| 17   | BA vs. HS                         | Teaching Practices                | 0.52| 36   | In-Field Certification           | Classroom Quality                 | −0.03|
| 18   | School-Based Mentoring            | Teaching Practices                | 0.49| 37   | School-Based Induction           | Teacher Preparedness              | −0.06|
| 19   | Student Feedback                  | Instructor Practices              | 0.42| 38   | Extended Preparation Programs    | Teaching Practices                | −0.07|

Note. DP = Deliberate practice and F–S = Faculty–student interactions.

3.2.2. Performance and Belief Outcomes

The preservice practices that were associated with study participant outcomes other than teaching quality were grouped into two categories for the ranking results: Performance-related outcomes (achievement, grades, knowledge and skill acquisition, etc.) and belief appraisal outcomes (satisfaction or attitudes). There were 57 preservice practices-performance outcome relationships and 22 preservice practices-belief appraisal outcome relationships. Table 17 shows the rank ordering for the relationships between the preservice practices and the performance outcomes, and Table 18 shows the ranks for the relationships between the preservice practices and belief appraisal outcomes. The rankings of the effect sizes for the performance outcomes include the study participants whose performance was the focus of investigation, and the rankings of the effect sizes for the belief outcomes includes whether it was a satisfaction or attitude measure.
Table 17. Rankings of the effect sizes (ES) for the relationships between the preservice teacher preparation practices and study participants’ performance.

| Rank | Practice                        | Outcome * | ES  | Rank | Practice                        | Outcome * | ES  |
|------|---------------------------------|-----------|-----|------|---------------------------------|-----------|-----|
| 1    | Peer Instruction + TCI          | U         | 0.96| 30   | Student Feedback of Faculty Instruction | U         | 0.22|
| 2    | Class Attendance                | U         | 0.94| 31   | Distance Education Courses      | U         | 0.21|
| 3    | Faculty Coaching                | U         | 0.77| 32   | Critical Thinking Instruction   | U         | 0.19|
| 4    | Inquiry-Based Learning          | U         | 0.72| 33   | Simulation-Based Instruction    | U         | 0.18|
| 5    | Small Group Learning            | U         | 0.63| 34   | School-Based Mentoring          | K–12      | 0.18|
| 6    | Virtual-Reality Instruction     | U         | 0.43| 35   | Faculty Mentoring of Students   | U         | 0.17|
| 7    | Service Learning                | U         | 0.43| 36   | Explanation-Based Learning      | U         | 0.17|
| 8    | Performance Feedback            | U/CE      | 0.42| 37   | Visually-Based Learning         | U         | 0.15|
| 9    | Workplace Coaching              | CE        | 0.40| 38   | Field Experience                | ST/FT     | 0.14|
| 10   | Information & Communication     | Learning  |     | 39   | BA vs. HS                       | P         | 0.14|
| 11   | Computer-Assisted Instruction   | U         | 0.38| 40   | Alternative Teacher Certification | K–12      | 0.13|
| 12   | PSi Courses                     | U         | 0.36| 41   | Induction Practices             | FT        | 0.13|
| 13   | Intelligent Tutoring Instruction| U         | 0.35| 42   | Field Experiences               | U         | 0.12|
| 14   | Problem-Based Learning          | U         | 0.35| 43   | Peer Instruction                | U         | 0.09|
| 15   | Blended Courses                 | U         | 0.34| 44   | Traditional Teacher Certification | P–12       | 0.09|
| 16   | CAI with Feedback               | U         | 0.34| 45   | National Board Teacher Certification | K–12       | 0.08|
| 17   | Faculty Mentoring               | U         | 0.33| 46   | BA vs. AA                       | P         | 0.07|
| 18   | Self-Directed Learning          | U         | 0.33| 47   | In-Field Certification or Degree | P–12       | 0.07|
| 19   | Small Group Learning            | U         | 0.31| 48   | MA vs. HS                       | P         | 0.06|
| 20   | Faculty Feedback                | U         | 0.30| 49   | MA vs. BA                       | P–12       | 0.06|
| 21   | Service Learning                | U         | 0.29| 50   | Extended Preparation Program    | CE        | 0.06|
| 22   | Technology-Assisted Instruction | U         | 0.29| 51   | MA vs. AA                       | P         | 0.05|
| 23   | Peer Tutoring                   | U         | 0.28| 52   | Teach for America Teacher       | K–12       | 0.05|
| 24   | Critical Thinking Instruction   | U         | 0.26| 53   | Number of Courses               | 10–12      | 0.03|
| 25   | Note-Taking Practices           | U         | 0.25| 54   | First Year Seminar              | U         | 0.02|
| 26   | Internet-Based Instruction      | U         | 0.25| 55   | AA vs. HS                       | P         | 0.01|
| 27   | Workplace Mentoring             | CE        | 0.24| 56   | CAI with Learner Control        | U         | 0.03|
| 28   | Small Group Instruction (CAI)   | U         | 0.23| 57   | School-Based Mentoring          | FT/ST     | 0.01|
| 29   | Audio Tutorial Courses          | U         | 0.22|      |                                  |           |     |

Table 18. Rankings of the effect sizes (ES) for the relationships between the preservice teacher preparation practices.

| Rank | Practice                        | Measure | ES  | Rank | Practice                        | Measure | ES  |
|------|---------------------------------|---------|-----|------|---------------------------------|---------|-----|
| 1    | Workplace Coaching              | Beliefs | 0.66| 12   | Technology-Assisted Instruction | Attitudes | 0.27|
| 2    | PSi Courses                     | Attitudes | 0.64| 13   | Internet-Based Instruction (CAI) | Satisfaction | 0.24|
| 3    | Faculty Mentoring               | Attitudes | 0.61| 14   | Computer-Assisted instruction   | Satisfaction | 0.17|
| 4    | Problem-Based Learning          | Attitudes | 0.57| 15   | Field Experiences               | Attitudes | 0.09|
| 5    | Small Group Learning            | Attitudes | 0.56| 16   | Audio Tutorial Courses          | Attitudes | 0.10|
| 6    | Workplace Coaching              | Attitudes | 0.54| 17   | Small Group Instruction (CAI)   | Attitudes | 0.04|
| 7    | Simulation-Based Instruction    | Satisfaction | 0.51| 18   | Distance Education Courses      | Satisfaction | -0.08|
| 8    | Clinical Supervision            | Anxiety  | 0.45| 19   | Visually-Based Learning         | Attitudes | -0.09|
| 9    | Workplace Mentoring             | Satisfaction | 0.39| 20   | Blended Courses                 | Satisfaction | -0.15|
| 10   | Student Feedback                | Attitudes | 0.37| 21   | Extended Preparation Program    | Attitudes | -0.16|
| 11   | Service Learning                | Attitudes | 0.28| 22   | Information & Communication Learning | Satisfaction | -0.51|

Performance Outcomes

A number of patterns can be discerned from the relationships between the preservice practices and performance outcomes. The positive effects of the preservice practices on the study outcomes are almost entirely limited to university student performance outcomes, as evidenced by the fact that 33 of the 57 preservice practice–outcome measures ranked the highest are for university student performance. The effects of the preservice practices on child and K to 12th grade student performance outcomes are trivial to small as evidenced by sizes of effects between 0.03 (number of courses) and 0.18 (school-based mentoring).

The numbers of effect sizes that are medium to large are for five preservice practices (peer instruction as part of traditional course instruction, class attendance, faculty coaching, inquiry-based learning, and small group learning). The sizes of effects for these five practices range between 0.63
and 0.96. The five preservice practices include a mix of active student learning (peer instruction, inquiry-based learning, and small group learning), guidance and support (faculty coaching), and student commitment to academic success (class attendance) practices.

A comparison of the preservice practices with the sizes of effects ranked highest with the sizes of effects ranked lowest finds that the practices can be roughly divided into active student learning practices and passive or inactive practices or variables. All of the preservice practices associated with the effect sizes between 0.25 and 0.96 include those that necessitate active student participation in different kinds of learning experiences. In contrast, the preservice practices associated with effect sizes between −0.01 and 0.15 include a preponderance of static measures (teacher education, teacher certification, number of courses, and first year university seminars).

Closer examination of the high impact preservice practices shows that they include different kinds of active student learning practices (e.g., peer instruction, inquiry-based learning, small group learning) and different types of student guidance and feedback (faculty coaching, performance feedback, and faculty mentoring). Among the top 20 ranked practices, 14 include different kinds of student learning practices, and five include different kinds of guidance and support practices. The pattern of results is very similar to that for the relationships between the preservice practices and teaching quality (Table 16).

Belief Outcomes

The preservice practices that were associated with student or beginning teacher satisfaction or attitude outcome measures are shown in Table 18. Approximately half of the preservice practice-belief sizes of effects are small to medium (0.27 to 0.66) and about half are trivial to small (−0.16 to 0.24).

The preservice practices that were associated with student satisfaction with the preservice practices or attitudes toward the practices include primarily a mix of coaching and mentoring practices (workplace coaching, faculty mentoring, clinical supervision, and workplace mentoring) and active student learning methods (personalized system of instruction courses, problem-based learning, small group learning, technology-assisted learning, and simulation-based instruction). In addition, student feedback on faculty instruction and student engagement in service learning was also associated with positive belief appraisals.

Three of the preservice practices were associated with negative sizes of effects for student satisfaction with or attitudes toward the practices. Enrolment in blended courses was associated with poor satisfaction with this method of course delivery, and students in extended teacher preparation programs had more negative attitudes toward this type of program. Students who used information and communication learning practices indicated considerable dissatisfaction with this practice.

4. Discussion

The results from the analyses of the relationships between the 14 different types of preservice teacher preparation practices (Tables 2–15) as well as the rank ordering of the practices by sizes of effects for the three types of study outcomes (Tables 16–18) helped identify which practices do and do not matter in terms of the outcomes that were the focus of investigation. The metasynthesis of preservice teacher preparation practices was done in terms of “practice-based teacher education” [60], where a major goal was identifying high leverage [60] and high impact [53] teacher preparation practices considered essential for ensuring that students in teacher preparation programs “are extraordinarily well prepared” [7]. The findings add to the knowledge base in terms of the particular teacher preparation practices that are evidence-based as determined by the sizes of effects for the preservice teacher preparation practice–outcome relationships [63].

The findings that emerged from the metasynthesis paint a rather clear picture about which teacher preparation practices ought to constitute core practices as part of teacher education programs. The high leverage practices include

- Extensive student teaching and clinical experiences (e.g., [19,48,108]);
• Explicit instruction and practices for students to learn how to teach (e.g., [42,109,110]);
• Faculty and clinical supervision, coaching and mentoring, and student performance feedback (e.g., [20,48,50]);
• Active student participation and engagement in knowledge and skill acquisition (e.g., [36,111,112]).

The pattern of results for all 14 types of teacher preparation practices is shown in Table 19 in terms of a continuum of impact on student outcomes where degree of impact is defined in terms of the sizes of effects for high leverage practices. Among the four core sets of practices listed above, seven different teacher preparation practices emerged as having either high or very high impact. These practices, in order of their effects on student outcomes, are student field experiences teaching method instruction; clinical supervision; faculty coaching, mentoring, and student performance feedback; course-based student learning methods and practices; cooperative learning practices; and web-based and e-learning instruction.

| Teacher Preparation Practices | Degree of Impact |
|------------------------------|------------------|
| Clinically-Rich Field Experiences | X |
| Teaching Methods Instruction | X |
| Clinical Supervision | X |
| Faculty Coaching and Instructional Practices | X |
| Course-Based Learning Practices | X |
| Web-Based and E-Learning Practices | X |
| Cooperative Learning Practices | X |
| Methods of Course Delivery | X |
| School-Based Mentoring and Coaching | X |
| Teacher Degree | X |
| Teacher Certification | X |
| Teacher Preparation Programs | X |
| Course Work | X |
| In-Field Certification | X |

The particular teacher preparation practices that had high or very high impact are ones that teacher education experts have “called for” in terms of well-prepared teachers (e.g., [19,20,36,61,113,114]). Other practices that often are said to be important for preservice teacher education, however, proved not to be highly associated with teaching quality or student performance and beliefs or not related at all with those outcomes. These practices included teacher degrees [22,23], type of teacher preparation programs [24,26], teacher certification [15,28], and the number of university courses [16,30]. Findings from meta-analyses and surveys of these kinds of practices were found to be associated with small sizes of effects, and compared to the high impact practices, were found not to be as important as the practices associated with large sizes of effects.

Hattie [53], Schneider and Preckel [55], and others (e.g., [54,56,115]) who have conducted reviews of reviews were also interested in identifying high impact practices in higher education and teacher preparation programs. The metasynthesis adds to this knowledge base by sorting out, among more than 100 individual types of preservice practices and variables, those practices that were associated with the largest sizes of effects in terms of the three different outcomes that were the focus of investigation. Comparisons of the rankings of the effect sizes in the metasynthesis (Tables 16–18) with those by Hattie [53] and Schneider and Preckel [55] finds some overlap as well as metasynthesis specific differences. The latter was not unexpected given the fact that the purposes of the reviews of reviews were somewhat different where each emphasized the investigation of different preservice practices. Notwithstanding the differences, the three sets of effect size rankings can inform more detailed identification of the conditions under which teacher preparation practices are likely to have optimal...
benefits. For example, whereas number of teacher preparation courses was not found to be highly related to the study outcomes in the metasynthesis, Schneider and Preckel [55] found that course preparation, organization, and delivery, and especially the use of practices that included meaningful student learning experiences, were associated with the largest sizes of effects in their metasynthesis (see e.g., [16]).

4.1. Caveats and Limitations

It is important to note a number of caveats to prevent any misunderstanding of the results from the metasynthesis. One caveat has to do with the fact that the findings and interpretation of the results are limited to the preservice teacher preparation practices for which we were able to locate meta-analyses and surveys of the practices. There are many practices for which we were not able to locate research syntheses. These included, but are not limited to, blended or integrated teacher preparation programs (e.g., [25,116]), foundation and methods courses (e.g., [16,117]), case-based learning (e.g., [35,118]), and different types of teacher preparation field experiences (e.g., [47,119,120]). Findings from meta-analyses of these practices might have influenced the patterns of results in the metasynthesis.

A second caveat is the need to understand the “make up” of the preservice practices that were the focus of investigation and the fact that some practices are proxies for other teacher preparation practices. For example, knowing that a teacher has a bachelor’s degree tells us very little about the quality of the teacher’s preservice preparation program. In contrast, knowing that inquiry-based learning was used to actively engage students in mastering course content tells us quite a bit about the characteristics of the learning method.

There are several limitations as well that need to be pointed out. The first is the fact that the findings in the metasynthesis are those for the main effects of the preservice practices on the study outcomes. This was the case because so few meta-analyses included information for (a) discerning the conditions under which the preservice practices were most effective and (b) identification of the variables that moderated the relationships between the practices and the study outcomes. Knowledge about these factors would improve our understanding of “what works best” [53] (p. 79) for which practices under which conditions.

A second limitation has to do with the fact that the meta-analyses in the metasynthesis were “quite uneven” in the approaches to synthesizing study results, and especially in terms of operationally defining the practices that were the focus of investigation. A concerted effort was made to be sure that practices in different meta-analyses were in fact the same or very similar practices before aggregating results. In some cases, however, we needed to rely on limited information about the practices, and had to make our best judgments about the practices that were the focus of investigation.

4.2. Implications for Future Research

Two types of research are needed to make further advances in our understanding of core teacher preparation practices. The first is the need for meta-analyses of practices that have yet to be synthesized, and especially practices that experts claim are effective, to empirically determine if the practices are in fact evidence-based teacher preparation practices. These include, but are not limited to, the practices listed earlier in the Discussion section. The second is the need to identify which preservice practices under which conditions are most effective in terms of which outcomes. Meta-analyses that focus on these kinds of relationships would help identify “practices of choice” in terms of which student learning methods and experiences are most likely to result in well prepared teachers.

5. Conclusions

At the outset it was noted that the primary purpose of the metasynthesis was to identify evidence-based core teacher preparation practices based on the sizes of effects between different types of preservice practices and the study outcomes. A point was made that the pattern of results and not the findings for any one particular preservice practice ought to be the foundation for interpreting
the metasynthesis results. Our findings clearly indicate that different clusters of practices stood out as being high leverage and high impact practices. These particular practices, when used in concert, ought to be emphasized in teacher preparation programs if highly qualified teachers are to be ready to enter the workforce prepared to teach in a manner that benefits preschool, elementary, middle school, and high school students.
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