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Abstract: The desire to achieve an adaptive prognostics regression learning processes of physical and empirical phenomenon is a complex task and open problem in radio frequency telecommunication engineering. One key method to solving such complex task or problems is by means of numerical based optimisation algorithms. The Levenberg-Marquardt algorithm (LMA) is an efficient nonlinear parametric machine learning based modelling algorithm with optimal, fast, and accurate convergence speed. This paper proposes and demonstrates the real-time application of the LMA in developing a log-distance like propagation loss model based on received radio strength measurements conducted over deployed long term evolution (LTE) eNodeBs antennas in three different propagation areas. The LTE eNodeB signal propagation areas were selected to reflect typical urban, suburban and rural terrains which represent urban, suburban and rural terrains. The heights of the three eNodeBs are 30, 28 and 32m respectively and each operate at 2.6GHz carrier frequency with 10MHz channel bandwidths. The resultant outcome of the proposed propagation loss modelling using LMA indicates a high approximation efficacy over the popular Gauss-Newton algorithm (GNA) modelling method, which has been used to benchmark the process. Precisely, the developed propagation loss model using LMA method attained lower maximum absolute error (MABE) of 7.73, 14.57 and 10.53 for urban, suburban and rural terrains compared to the ones developed by GNA which yielded 15.19, 16.59 and 13.05 MABE values. The improved approximation performance of the LMA over the GNA can be ascribed to its capacity handle multiple free parameters and attain optimum solution irrespective of the selected values of initial guess parameters.

Index Terms: Propagation terrains, signal strength, Parametric modelling, Propagation loss, Gauss-Newton algorithm, ITU-R P.525 model, initial guess parameters, Levenberg-Marquardt algorithm.

1. Introduction

Over past two to three decades, the rate of different telecommunications system networks development and deployments has been at an incredible speed. This has be complemented by higher demands and proliferation of diverse portable multimedia communication devices by large number subscribers, globally.

The need to constantly provide good service quality at the user equipment devices and support telecommunications system networks deployments in different environments, proper modeling of the propagated signal coverage has become very imperative. Generally, a number of factors may impacts the level and quality of propagated signals from a transmitting point source to the receiver. The factors include transmission frequency, transmission distance, transmitter antenna heights, receiver antenna heights, engineering parameters of the antenna, terrain type (e.g. urban, suburban, and rural), earth’s spherical shape, the transmission medium and the different man-made/structures obstructions that appear in the transmission path [1, 2]. The maximum distances the radio signals can attain as they travels through a multifarious environment comprising of numerous streets paths, street widths, buildings walls, building roofs, tree leaves, rain drops, etc., could varies significantly [1,3,4]. The resultant outcome of these factors is huge signal propagation loss at the mobile subscriber receiver devises.

The ability to reliably model or estimate the signal propagation loss at the mobile subscriber communication
devices remained a major task radio frequency engineers during telecom system network planning [5, 6]. Many of such task often comes up in mathematical and computational sciences when trying to study the regression trend pattern in nonlinear empirical dataset. One key method to solving such signal regression modelling and estimation task or problems is by applying numerical based optimisation method. The Levenberg–Marquardt algorithm (LMA) is an efficient numerical based parametric machine learning and modelling algorithm with optimal, fast, and accurate convergence speed.

2. Literature Review

There exist ample propagation loss models in literature (e.g. Ikegami model [7], Hata model [8], Okumura model [9], Waldfisch and Bertoni model[10], COST 231 Hata model [11], etc), which have been developed for point-to-point and point-to-area predictive analysis and simulation of signal attenuation losses in wireless communication systems. However, these models’ efficacies are typically valid only for a target propagation environment with similar antenna arrangement and specific frequency range [12-19]. One key way to improve on signal propagation loss predictive modelling process is by means of numerical optimisation algorithms based modeling. Besides the least squares and maximum likelihood estimation approaches, one popular numerical based optimisation that is often engaged in literature for robust predictive modelling and parametric estimation technique of measurement observation is the Gauss-Newton (GNA) [20-22]. The Gauss-Newton algorithm implementation procedures involves the calculation of the Jacobian matrix parameter, J and the resolution of typical linear and nonlinear systems at each iteration. However, a key problem with this algorithm is that its convergence properties is very slow en-route to close to solution [24, 25]. A potential solution is the engagement of Levenberg–Marquardt algorithm which is a hybrid numerical optimisation based algorithm with fast and cute convergence properties during implentation.

This work seeks to employ computationally-efficient and robust Levenberg–Marquardt algorithm (LMA) [23, 24] for adaptive parametric modelling and approximation of large-scale propagation loss data sets acquired over long term evolution (LTE) radio signal propagation techniques environment. For the purpose of comparative study and performance benchmarking, the popular Gauss-Newton algorithm is also explored to model and approximated the acquired large-scale propagation loss data sets.

3. Methodology

This section provides the methodology adopted in this research paper. In the methodology we start by conducting signal power measurements in the targeted environments where LTE cellular broadband radio networks are deployed. This followed by computing the propagation loss values based on the measured signal power data. Specifically, as defined in equation (3), the propagation loss expresses the differences between the transmit power and received signal power. The next step involves modelling propagation loss in the log-distance form as displayed in equation (4).

Following step 3 is the application of the Levenberg-Marquardt algorithm to obtain the propagation loss model parameters. The Gauss-Newton algorithm (GNA) is also engaged as a commonly used standard approach to benchmark the proposed propagation loss modeling process. By means of relevant key performance indicators in terms of root mean square error (RMSE), mean square error (MSE), mean absolute error (MAE) and maximum absolute error (MABE), the approximation modelling capability of both LMA and GNA on the empirical propagation loss data is also considered.

3.1. Signal Power and Propagation Loss Data

Propagation loss data employed in this paper has been obtained from measured Reference Signal Received Power (RSRP) data performed over three LTE eNodeB cell sites. The eNodeBs with heights 30, 28 and 32m respectively, operate at 2.6GHz carrier frequency with 10MHz channel bandwidths. The LTE eNodeB cell sites location were selected to highly built-up residential areas, sparsely built-up residential and developing residential areas. With the aid of integrated TEMS (Teleohone mobile systems) software investigation devices which includes one Sony Ericson TEMS pocket, one Samsung TEMS pocket, GPS, TEMS equipped Dongle and a field test Hilux bus, HP-labtop RF-scanner, the RSRP measurements were made at different accessible drive test routes round all three LTE eNodeBs cells. From measured RSRP (RSRP_m), we have:

\[ RSRP_m = P_{EIRT} - P_{Loss} \]  \hspace{1cm} (1)

and

\[ P_{Loss} = \frac{\alpha_1}{x^{\alpha_2}} \]  \hspace{1cm} (2)
From equations (1) and (2), we obtain

\[ P_{\text{Loss}} = P_{EIRP} - RSRP = \frac{\alpha_1}{x^{\alpha_2}} \]  

(3)

In dB, equation (3) leads to:

\[ P_{\text{Loss}}(\text{dB}) = \alpha_1 + 10\alpha_2 \log 10(x) \]  

(4)

where \( P_{\text{Loss}}(\text{dB}) \) is the propagation loss in decibel, Node B transmission power; \( \alpha_1 \) is a constant whose value is dependent on NodeB propagation properties. \( \alpha_2 \) indicate the propagation exponent and its value is also dependent on a several factors, which includes, transmission distance \( x \), antenna height, cell size, carrier frequency, polarization and mostly local terrain propagation characteristics features.

### 3.2. Gauss-Newton Algorithm

Given an empirical data set of \( n \) pairs \((x_i, y_i)\), find the parameters \( \alpha \) of a model \( f(x_i, \alpha) \) that fits the empirical data set such that the total squares of the deviations \( S(\alpha) \) between the model and the dataset is minimized:

\[ \alpha \in \text{arg min } \alpha S(\alpha) = \text{arg min } \alpha \sum_{i=1}^{n} [y_i - f(x_i, \alpha)]^2 \]  

(5)

The Gauss-Newton algorithm, is a distinctive numeric minimization algorithm with an iterative application procedure [19]. To apply it, we commence by to providing some initial guess values for the parameter vector of interest \( \alpha \). The Gauss-Newton algorithm only converges iteratively to the desired global minimum if the chosen initial guess values are to some degree near the final solution. In each iteration phase, the parameter vector \( \alpha \) is constantly swapped by an alternate estimate parameter such that:

\[ f(x_i, \alpha + \delta) \approx f(x_i, \alpha) + J_i \delta_i \]  

(6)

where \( J_i \) designate the gradient of \( f \) w.r.t ; it is given by:

\[ J_i = \frac{\partial f(x_i, \alpha)}{\partial \alpha} \]  

(7)

In terms of square deviation, \( S(\alpha) \), first-order approximation of \( f(x_i, \alpha + \delta) \) is given by

\[ S(\alpha + \delta) \approx \sum_{i=1}^{n} [y_i - f(x_i, \alpha) - J_i \delta_i]^2 \]  

(8)

Equation (4) can be written vector notation form as:

\[ S(\alpha + \delta) \approx \|y - f(\alpha) - J(\delta)\|^2 \]  

(9)

\[ = [y - f(\alpha) - J(\delta)]^T [y - f(\alpha) - J(\delta)] \]  

(10)

\[ = [y - f(\alpha) - J(\delta)]^T [y - f(\alpha)]^T J(\delta) - J(\delta)^T [y - f(\alpha)] + J^T \delta^T J(\delta) \]  

(11)

\[ = [y - f(\alpha)]^T [y - f(\alpha)] - 2[y - f(\alpha)]^T J(\delta) + J^T \delta^T J(\delta) \]  

(12)

Taking the derivative of \( S(\alpha + \delta) \) in equation (12) w.r.t \( \delta \) and after some simplification gives

\[ (J^T J) \delta = J^T [y - f(\alpha)] \]  

(13)
where $J$ defines the Jacobian matrix.

3.3. Levenberg-Marquardt Algorithm

One key advantage of the Gauss-Newton algorithm update in equation (9) above is that it can handle modeling situations with multiple free parameters to yield optimal solution. However, the algorithm performs poorly if the initial modelling free parameters selections are far from the mark.

In [23, 24], Levenberg-Marquardt algorithm (LMA) introduced a damped parameter to cater for the weakness of the Gauss-Newton. The Levenberg-Marquardt accomplished this by replacing $J^T J$ term in Gauss-Newton expression of equation (13) with $J^T J + \mu I$, thus resulting to

$$\left( J^T J + \mu I \right) \delta = J^T \left[ y - f(\alpha) \right]$$

(14)

The method of modifying the diagonal elements of $(J^T J)$ in equation (13) is known as damping, with $\mu$ being the damping term and $I$, the identity matrix. For non-linear least square problems, equation (10) was modified in [23, 25] further to give:

$$\left( J^T J + \mu \text{diag}(J^T J) \right) \delta = J^T \left[ y - f(\alpha) \right]$$

(15)

Similar to the Gauss-Newton algorithm in (13), the LM algorithm in (14) employs a specific system modelling function, $y = f(x, \alpha)$, to solve a regression problem recursively until convergence is attained by finding or estimating the parameters, $\alpha$ that connect the independent variables, $x$, to dependent variables, $y$, in the least square error minimization sense.

The LM algorithm relies mainly on the identity matrix $I$, Hessian matrix $H$ with the Jacobian $J$, and a scalar $\mu$ that adjusts the trust region in correspondence with the error gradient. The LMA pseudocode employed in this paper is given as follows:

**LMA pseudocode**

1. Initialise the LMA parameter $\mu$, including the $\mu_{up}$ and $\mu_{down}$ for damping term adjustment and as well as the initial values of parameters, $\alpha$.
2. Appraise the jacobian $J$ and the residual $r$ at the initial guess values
3. Compute the metric, $v = J^T J + \mu I$ and the cost gradient, $C_g = \frac{1}{2} r^2$, $\nabla C_g = J_x r$
4. Appraise the new residual (error) $r$, at new point $\alpha_{new} = \alpha - v^{-1} \nabla C_g$ and new cost, $C_g$ at $C_{g(new)} = \frac{1}{2} r_{new}^2$
5. If $C_{g(new)} < C$, retract the step and raise up the damping parameter by a factor $\mu_{up}$, that is $\mu = \mu \times \mu_{up}$.
   Otherwise, accept the step if $\alpha = \alpha_{new}$, $r = r_{new}$ and $\mu = \frac{\mu}{\mu_{up}}$
6. Check the convergence. If the process is yet to converge, go to step 2. Otherwise, return the attained $\alpha$ as the best LMA modelling parameters.

4. Results and Solution

This section provides and discuss the results attained using Levenberg-Marquardt algorithms rout propagation loss modelling for radio signal propagation environments. For the purpose of comparative performance assessment of the proposed approach, the Gauss-Newton algorithms was also employed for propagation loss modelling. To code and implement the Levenberg-Marquardt and Gauss-Newton algorithms for the propagation loss approximation modelling, we explore the MATLAB 2018a software platform. Similar to the works by [2, 14, 19, 26], engaged different performance evaluation indicators such as RMSE, MSE, MAE and MABE to ascertain the level of the proposed algorithm. Shown in tables 1 are the Log-distance propagation path loss models and their parameters gotten using Levenberg-Marquardt algorithms and the bench-marking Gauss-Newton algorithms. The graphs in figures 1 to 7 are displayed to reveal the propagation loss approximation results using Levenberg-Marquardt and Gauss-Newton Approximation model plus their RMSE, MSE, MAE and MABE approximation accuracy values attained for urban, suburban and rural terrains. For example, in terms of MABE as shown in chart of figure 6, the developed propagation loss model using LMA method attained improved 7.73, 14.57 and 10.53 values for urban, suburban and rural terrains compared to the ones developed by GNA which yielded 15.19, 16.59 and 13.05 MABE values. The improved
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approximation performance of the LMA over the GNA can be ascribed to its capacity handle multiple free parameters and attain optimum solution irrespective of the selected values of initial guess parameters.

Table 1. Log-distance propagation path loss models and their parameters acquired using Levenberg-Marquardt algorithms and the bench-marking Gauss-Newton algorithms

| Propagation Loss Modeling Algorithm | Propagation Terrain | Developed Log-distance propagation loss model | Propagation Loss Attenuation exponent |
|------------------------------------|---------------------|-----------------------------------------------|--------------------------------------|
| Levenberg-Marquardt                | Rural               | $P_{\text{loss}}(\text{dB}) = 86.90 + 26.03 \log_{10}(x)$ | 2.6                                  |
|                                    | Suburban            | $P_{\text{loss}}(\text{dB}) = 69.36 + 34.28 \log_{10}(x)$ | 3.4                                  |
|                                    | Urban               | $P_{\text{loss}}(\text{dB}) = 21.16 + 49.32 \log_{10}(x)$ | 4.9                                  |
| Gauss-Newton                       | Rural               | $P_{\text{loss}}(\text{dB}) = 75.59 + 29.15 \log_{10}(x)$ | 2.9                                  |
|                                    | Suburban            | $P_{\text{loss}}(\text{dB}) = 85.36 + 30.73 \log_{10}(x)$ | 3.1                                  |
|                                    | Urban               | $P_{\text{loss}}(\text{dB}) = 76.28 + 27.66 \log_{10}(x)$ | 2.8                                  |

Fig. 1. Propagation Loss Approximation Levenberg-Marquardt and Gauss-Newton Approximation model plus their MAE Approximation accuracy for Urban Terrain

Fig. 2. Propagation Loss Approximation Levenberg-Marquardt and Gauss-Newton Approximation model plus their MAE Approximation accuracy for Suburban Terrain
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Fig. 3. Propagation Loss Approximation Levenberg-Marquardt and Gauss-Newton Approximation model plus their MAE Approximation accuracy for Rural Terrain

Fig. 4. RMSE Propagation Loss Approximation accuracy with Levenberg-Marquardt and Gauss-Newton Approximation model in the three Signal Propagation Terrain

Fig. 5. MSE Propagation Loss Approximation accuracy with Levenberg-Marquardt and Gauss-Newton Approximation model in the three Signal Propagation Terrain
Modelling in Typical Urban, Suburban and Rural Terrains

5. Conclusion

The capacity to reliably model or estimate the strength of propagated signal at the mobile subscriber communication devices remained a major task radio frequency engineers during telecom system network planning. This paper proposed and demonstrated the real-time application of the LMA to develop a log-distance propagation model based on field strength measurements.

To accomplished the above, we started by conducting signal power measurements in the targeted environments where LTE cellular broadband radio networks are deployed. The targeted LTE eNodeB propagation environments were selected to reflect typical urban, suburban and rural terrains. The next step involves modelling propagation loss in the log-distance form as displayed in equation (4). The next step was the application of the proposed Levenberg-Marquardt algorithm to a log-distance propagation model based on field strength measurements. The resultant outcome of proposed propagation loss modelling using LMA indicates more approximation modeling effectiveness compared to Gauss-Newton algorithm modelling method. Specifically, the developed propagation loss model using LMA method attained lower maximum absolute error (MABE) of 7.73, 14.57 and 10.53 for urban, suburban and rural terrains compared to the ones developed by GNA which yielded 15.19, 16.59 and 13.05 MABE values. Thus, the efficacy of employing the proposed the Levenberg–Marquardt algorithm has been established.
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