Energy transfer and information transmission are two fundamental aspects of nature. They are seemingly unrelated, while recent findings suggest that a deep connection between them is to be discovered. This amounts to asking: Can we phrase the processes of transmitting classical bits equivalently as specific energy-transmitting tasks, thereby uncovering foundational links between them? We answer this question positively by showing that, for a broad class of classical communication tasks, a quantum dynamics’ ability to transmit $n$ bits of classical information is equivalent to its ability to transmit $n$ units of energy in a thermodynamic task. This finding not only provides an analytical correspondence between information transmission and energy extraction tasks, but also quantifies classical communication by thermodynamics. Furthermore, our findings uncover the dynamical version of Landauer’s principle, showing the strong link between transmitting information and energy. In the asymptotic regime, our results further provide thermodynamic meanings for the well-known Holevo-Schumacher-Westmoreland Theorem in quantum communication theory.

INTRODUCTION

Energy transfer and information transmission are two central and dynamic aspects of our everyday lives. They underpin nature’s functionalities and act as the keys to the development of sciences and technologies. Their importance motivated scientists to build theoretical frameworks to describe them quantitatively. From here, thermodynamics, one of our most successful theories of physics, enables us to understand energy in the forms of heat and work; communication theory, on the other hand, provides us with an analytical method to measure the abilities to transmit classical bits in different contexts.

Despite transmitting information and energy sound unrelated, there are hints that they should be closely related. For instance, various practical communication methods use light signals to send classical bits. By identifying light signals as certain forms of energy, a connection between energy transmission and classical communication (i.e., transmission of classical bits) is thus expected. Clues of such a link also appeared in the theoretical ground. Back in 1961, Landauer’s seminal paper [1] told us the thermodynamic cost of erasing one bit of information is at least $k_B T$ ln 2 amount of work, revealing the link between energy and information contents, known as Landauer’s principle. Since then, scientists have investigated the implications of Landauer’s principle and other thermodynamic effects on communication theory [2–5]. Nevertheless, whether one can phrase classical communication tasks equivalently as thermodynamic ones and hence bridge these two fields is still an open problem [2–7].

Armed with the recently developed tools, we eventually have the chance to solve this problem. Since 2019, the trend of studying quantum resources possessed by dynamics provides novel tools to build the link between communication and thermodynamics. Several recent findings from different perspectives, such as the thermodynamic effect in classical communication [6, 7] and quantum memory [8] (see also Refs. [2–5]), classical information encoding under thermodynamic constraints [9, 10], and energy cost of information processing [11–13] jointly suggest that a fundamental and strong connection between classical information transmission and thermodynamics is to be discovered.

In this work, we provide a thermodynamic quantification, in terms of energies, of classical communication tasks (Fig. 1). Foundationally, such a link can not only provide new insights to identify the roles of thermodynamics in information transmission and vice versa, but also address the dynamical counterpart of Landauer’s finding. From the practical aspects, our results can potentially shed new light on developing quantum science and technologies (see, e.g., Ref. [14]).

Notably, our results differ from characterising the thermodynamic cost of executing quantum dynamics. We use two conceptual observations to illustrate the difference. First, according to Landauer’s principle for information erasure [1, 15–24], we need a high energy cost to realise the dynamics preparing a fixed pure state (i.e., a so-called state-preparation channel of some pure state) with a maximally mixed input. However, this dynamics totally destroys the information possessed by the input state and consequently has zero ability to transmit information. Hence, despite having a high energy cost, this energy is not consumed for information transmission. This observation suggests that the physics behind the thermodynamic quantification of transmitting information is different from the effects of Landauer’s principle. The second observation is to examine the role of the identity map. As reported in Ref. [11] (see also Refs. [12, 13]), the work cost to execute a dynamics is related to the amount of logically dis-
carded information. Hence, the identity map is free and zero-cost to apply in this context. On the other hand, however, the identity map gives the best communication performance and is the most valuable resource in any nontrivial communication task. Hence, the physics behind the thermodynamic quantification of information transmission conceptually differs from the energy cost of a quantum process [11–13, 25].

Since we aim to bridge the transmissions of information and work-like energy (Fig. 1), we start with formalising them.

RESULTS

Classical communication tasks of quantum channels

Classical information can be described by a set of integers \(\{m\}_{m=0}^{M-1}\). Intuitively, if one can use physical processes to send this data set to a remote agent reliably, it is then possible for them to communicate with each other. Hence, the goal is to formally describe how to transmit the classical data through a quantum dynamics, denoted by \(\mathcal{N}\). Mathematically, \(\mathcal{N}\) is called a channel, the so-called completely-positive trace-preserving linear maps [26]. To this end, we need to first encode the classical information into a set of quantum states \(\{\rho_m\}_{m=0}^{M-1}\). The channel can then act on them and proceed with the transformation. After that, the receiver needs to decode the classical information from the output quantum system. This can be achieved by applying a measurement, described by a positive operator-valued measure (POVM) [26] \((E_m)_{m=0}^{M-1}\) with \(\sum_{m=0}^{M-1} E_m = \mathbb{I}\) and \(E_m \geq 0\) in the output space. If the receiver’s measurement outcome coincides with the originally encoded classical index, the transmission is successful. In general, apart from the encoding and decoding, we can further consider an additional assistance structure. This can be formally written as a set of superchannels [27, 28], denoted by \(\Theta\), where a superchannel is a linear map bringing a channel to another channel. We allow the sender and receiver to use some superchannel \(\Pi\) from \(\Theta\) to assist the communication. This amounts to replacing the transmission channel \(\mathcal{N}\) with \(\Pi(\mathcal{N})\). For every \(m\), the transformation looks like \(m \mapsto \text{tr}[E_m \Pi(\mathcal{N})(\rho_m)]\). We call this a \(\Theta\)-assisted scenario. In the literature, a standard measure of \(\mathcal{N}\)’s performance in such a scenario is the highest amount of classical data that can be correctly transmitted up to some acceptable error. This is called one-shot \(\Theta\)-assisted classical capacity with error \(\epsilon\), which is given by [see Figure 2 (a) for a schematic illustration]

\[
C_{\Theta, (1)}^\epsilon(\mathcal{N}) := \max_{\Pi \in \Theta, \{\rho_m\}, \{E_m\}} \log_2 M,
\]

where the maximisation is taken over every \(\Theta\)-assisted scenario with the average success probability higher than \(1 - \epsilon\), i.e., \(\sum_{m=0}^{M-1} \frac{1}{M} \text{tr}[E_m \Pi(\mathcal{N})(\rho_m)] \geq 1 - \epsilon\) (see Appendix I for details; in the companion paper [29], we provide a complete mathematical treatment for pedagogical purposes). \(C_{\Theta, (1)}^\epsilon(\mathcal{N})\) tells us the largest size of communicable classical data via \(\mathcal{N}\) with assistance from \(\Theta\), up to probability at most \(\epsilon\) to wrongly decode the classical information. It is called one-shot because the channel \(\mathcal{N}\) only serves once, contrary to the asymptotic limit involving infinitely many copies of \(\mathcal{N}\).

Several existing scenarios are included as special cases. First, when \(\Theta = \Theta_C := \{\Pi(\mathcal{N}) = \mathcal{N} \forall N\}\) containing only identity superchannels, it gives the (standard) one-shot classical capacity \(C_{\Theta_C, (1)}^\epsilon\) [30, 31]. It characterises the channel’s “primal” ability to transmit classical information. When \(\Theta = \Theta_{\text{LOSE}}\) is the set of local operation plus pre-shared entanglement (LOSE) superchannels [32], it gives the one-shot entanglement-assisted classical communication [33–35]. Finally, when \(\Theta = \Theta_{\text{NS}}\) containing all no-signaling superchannels, it is the one-shot non-signalling assisted classical communication [32, 36–39].

Energy transmission tasks of quantum channels

To quantify information transmission thermodynamically, we now use an operational task to analyse the (work-like) energy that is definitely transmitted by a channel \(\mathcal{N}\). Consider a setting with referee, sender, and receiver [Figure 2 (b)]. At the beginning, the referee prepares a bipartite state \(\eta_{AB}\) diagonal in a given computational basis \(\{|m\}_A \otimes |n\}_B\) with some initial local Hamiltonians (both \(A, B\) are \(M\)-dimensional). Apart from being of finite-energy, there is no other restriction on these Hamiltonians. The referee distributes \(\eta_{AB}\) to the sender (with “part \(A\)”) and receiver (with “part \(B\)”). Then, the sender uses a classical channel in \(A\) (i.e., its outputs are always diagonal in \(\{|m\}_A\) with \(\mathcal{N}\) and \(\Theta\) to locally transmit \(\eta_{AB}\)’s part \(A\) to the receiver [see also Eq. (8) in Appendix I]. After that, the receiver possesses a bipartite state.
Now, we aim to identify the amount of energy that is transmitted, rather than created, by the channel. For instance, when $N$ is an erasure channel $(\cdot) \mapsto |0\rangle|0\rangle$, it can easily create extractable energy that is clearly not transmitted at all. Hence, generally, the extractable work from part $A$ does not solely result from transmission. The extractable work from part $B$ is also ruled out—it was with the receiver before even applying the channel. To isolate the genuinely transmitted energy, the receiver thus needs to check the extractable work from the output’s bipartite correlation—as this energetic contribution is not obtainable by the receiver before the channel, and it cannot be generated by channels locally acting on $A$ (see companion paper [29] for a detailed proof). To measure this, we adopt Åberg’s approach [40] to write the (one-shot $\epsilon$-deterministic) extractable work from a state $\eta_{AB}$’s correlation as $W_{\epsilon \text{corr},(1)}^\ast(\eta_{AB})$, which isolates the genuinely global contribution to work-like energy, as local ones have been deduced [see Appendix II and Eq. (11) for details]. Then, we measure the work-like energy that can only result from transmission by the one-shot $\Theta$-assisted $\epsilon$-deterministic genuinely transmitted energy of $N$, which is defined by

$$W_{\epsilon \text{corr},(1)}^\ast(N) := \sup_{M \in \mathfrak{M}, \eta_{AB}} W_{\epsilon \text{corr},(1)}^\ast \left( (\Pi_M(N)_A \otimes I_B)(\eta_{AB}) \right),$$

where $\Theta_M := \{ \mathcal{E}_{\text{de,M}} \circ \Pi(\cdot) \circ \mathcal{E}_{\text{en,M}} | \Pi \in \Theta, \mathcal{E}_{\text{de,M}}, \mathcal{E}_{\text{en,M}} \}$. Here, $\mathcal{E}_{\text{en,M}} : A \rightarrow S_{\text{in}}(\mathcal{E}_{\text{de,M}} : S_{\text{out}} \rightarrow A)$ is a classical-to-quantum (quantum-to-classical) channel. $S_{\text{in}}(S_{\text{out}})$ is $\Pi(N)$’s input (output) space. $\Pi_M(N)$’s are classical channels in $A$ induced by $N$ and $\Theta$. We also call them classical versions of $N$ (assisted by $\Theta$). See Appendix I for details.

Quantifying communication by energy transmission

As our first main result, we report the following bounds, whose complete version is given in Appendix III (Theorem 1):

For a channel $N$, a background temperature $0 < T < \infty$, and errors $0 < \delta \leq \omega < \epsilon \leq 1 - \sqrt{2}$, we have that

$$W_{\epsilon \text{corr},(1)}^\ast(N) \leq (k_B T \ln 2)C_{\Theta,(1)}^\ast(N) \leq W_{\epsilon \text{corr},(1)}^\ast(N).$$

The inequality $\approx$ is up to one-shot error terms $\sim O(\log_2(1/\epsilon))$—contributions from such terms vanish when we consider sufficiently many (but finite) copies of the channel and average the figure-of-merits over the number of copies. In this sense, two one-shot figure-of-merits can carry the same physical meaning if their difference is a one-shot error term. Hence, we conclude that (see also Fig. 3)

$$W_{\epsilon \text{corr},(1)} \approx (k_B T \ln 2)C_{\Theta,(1)} \quad \text{up to one-shot error terms.}$$

This means a broad class of classical communication scenarios, as characterised by $C_{\Theta,(1)}$, are physically equivalent to energy transmission tasks described by $W_{\epsilon \text{corr},(1)}$. This gives the first quantitative correspondence between one-shot communication and small-scale thermodynamics.

FIG. 3. Main result. The abilities to transmit information and energy are equivalent for quantum dynamics.

Dynamical Landauer’s principle

Importantly, Eq. (3) uncovers a dynamical version of Landauer’s principle [1]. Loosely speaking, Landauer’s principle states that preparing a qubit pure state from the maximally mixed one must be accompanied by at least $k_B T \ln 2$ energy cost. Together with Szilard engine [41], they equate informational and energetic properties of states—a state carries one bit of deterministic information (e.g., a qubit pure state) if and only if it possesses one unit of extractable work (i.e., $k_B T \ln 2$). Here, we equate informational and energetic properties of dynamics, which are the abilities to transmit information and energy. To see this, consider again the $\Theta$-assisted scenario (Fig. 2). For a given dynamics (described by a channel $N$), when we view it information-theoretically as a communication channel, it can transmit $n$ bits of information if and only if $n \leq C_{\Theta,(1)}^\ast(N)$. In the same physical setting, we can also view it thermodynamically as an energy-transmitting process [as in Eq. (2)]. Then, Eq. (3) implies that, necessarily and sufficiently, the same dynamics must be able to transmit $n \times (k_B T \ln 2)$ energy (up to one-shot error terms). Hence, we conclude that:

The ability to transmit $n$ bits of information is equivalent to the ability to transmit $n \times (k_B T \ln 2)$ energy.

Crucially, the equivalence between the abilities to do two things may not imply the equivalence between these two things. We now argue that transmitting information and energy can happen simultaneously and can be two facets of the same physical process. Here, we provide a back-of-the-envelope argument, and the complete mathematical proof is allocated in the companion paper [29]. Consider a channel $N$ in the energy transmission task [Fig. 2 (b)] where the referee prepares $\eta_{AB} = \Phi_{AB} := \frac{1}{M} \sum_{m=0}^{M-1} |m\rangle_A \otimes |m\rangle_B$. Physically, this state is prepared as a statistical mixture of $|m\rangle_A \otimes |m\rangle_B$ in a multi-trials experiment—during each trial, with (uniform) probability $1/M$, the referee prepares and sends $|m\rangle_A \otimes |m\rangle_B$ to the sender (receiver). We now argue that, in this setting, transmitting $n = \log_2 M$ bits of information must be accompanied by $n \times (k_B T \ln 2)$ transmitted energy. First, transmitting $n$ bits of information means there is some $\Pi_M$ such that $\Pi_M(N) \approx \epsilon |m\rangle \langle m|$. For every $m$ $\approx \epsilon$ means it is up to terms $\sim O(\epsilon)$). Hence, for most trials, the receiver’s bipartite outputs $\approx \epsilon |m\rangle \langle m|$. After sufficiently many trials, the receiver’s bipartite output can be described by a statistical mixture $\approx \epsilon \Phi_{AB}$. This is a necessary condition if
transmits \( n \) bits of information in the current setting. To see if energy is transmitted, one can implement work extraction protocols after the information transmission. The extractable work from \( \Phi_{AB} \)’s correlation is \( n \times (k_B T \ln 2) \) [see Eq. (11)]. This is, up to terms \( \sim O(\epsilon) \), the energy definitely transmitted by \( \mathcal{N} \), as we argue above Eq. (2). Hence, \( \mathcal{N} \) is transmitting information and energy at the same time, and the amount of transmitted energy is lower bounded by the amount of transmitted information. From here, we obtain a truly work-like, genuinely dynamical version of Landauer’s principle:

In the above setting, transmitting \( n \) bits of information must be accompanied by transmitting \( n \times (k_B T \ln 2) \) energy.

Notably, the transmitted energy is extracted by additional processes after information transmission. Hence, interestingly:

We can convert information transmission into energy transmission.

This can be viewed as a dynamical counterpart of the famous information-to-work conversion via Szilard engine [41]. In other words, the energy transmission is mediated by information. We thus fully answer this work’s central question.

Implications of thermodynamics for communication, and implications of communication for thermodynamics

We discuss some implications of Eq. (3). When \( \Theta = \Theta_C \), both upper and lower bounds in Eq. (3) are potentially tighter than the ones reported in Ref. [30] (see also Theorem 2 in companion paper [29]). When \( \Theta = \Theta_{LOSE} \), the corresponding one-shot classical capacity is called entanglement-assisted, denoted by \( C_{\Theta_{LOSE}}^e \) [33–35]. Equation (3) implies that, up to one-shot error terms, \( C_{\Theta_{LOSE}}^e (N) \approx W_{\Theta_{LOSE}}^e \) \( (N) \), which is the transmitted energy assisted by \( \Theta_{LOSE} \) super-channels. Using this, Eq. (3) thus gives \( C_{\Theta_{LOSE}}^e \)’s entropic bounds reported in Refs. [33–35] thermodynamic meanings in energy transmission. The same argument also works when \( \Theta = \Theta_{NS} \), and the one-shot non-signalling-assisted classical capacity \( C_{\Theta_{NS}}^e (N) \) is related to \( W_{\Theta_{NS}}^e \) \( (N) \), offering a link between thermodynamics and the entropic bounds found in Refs. [32, 36–39]. Finally, once we know how to estimate \( C_{\Theta_{NS}}^e \) \( (N) \), Eq. (3) provides a way to estimate \( W_{\Theta_{NS}}^e \) \( (N) \); namely, communication-theoretic results can apply to thermodynamic questions.

Asymptotic regime and thermodynamic meaning of Holevo-Schumacher-Westmoreland theorem

After fully addressing the one-shot cases, let us now go to the asymptotic regime. Considering multi-copy and taking the average, we can recover the asymptotic classical capacity assisted by different structures \( \Theta \). Thus, Eq. (3) can also provide thermodynamic bounds in the asymptotic limit. First, we define \( \Theta \)-assisted classical capacity as \( C_{\Theta} (N) \approx \lim_{\epsilon \to 0} \lim_{k \to \infty} \frac{1}{k} C_{\Theta} (N^{\otimes k}) \). This notion recovers various scenarios such as the standard, entanglement-assisted, and non-signalling assisted scenarios by selecting different \( \Theta \). Now, one can apply the independent identically distributed (iid) limit and obtain the asymptotic version of Eq. (3): For a channel \( \mathcal{N} \) and a background temperature \( 0 < T < \infty \), we have that

\[
(k_B T \ln 2) C_{\Theta} (N) = W_{\Theta_{LOSE}}^e (N),
\]

where \( W_{\Theta_{LOSE}}^e \) is the somewhat classical capacity as

\[
W_{\Theta_{LOSE}}^e (N) := \lim_{\epsilon \to 0} \lim_{k \to \infty} \frac{1}{k} W_{\Theta_{LOSE}}^e \left( N^{\otimes k} \right) \]

can be understood as the average transmitted energy in the asymptotic limit. Hence, the physical messages we obtained in the one-shot regime can directly apply to the asymptotic limit as an equality without any error term. To illustrate Eq. (4), we use the standard classical capacity as an example, and the same argument works for other choices of \( \Theta \). Setting \( C_{\Theta_{C}} = C \), the classical capacity is then given by \( C (N) := \lim_{\epsilon \to 0} \lim_{k \to \infty} \frac{1}{k} C (N^{\otimes k}) \) [30]. Then Eq. (4) implies that

\[
(k_B T \ln 2) C (N) = W_{\Theta_{C}} (N).
\]

Equation (5) can be interpreted as a thermodynamic version of the famous Holevo-Schumacher-Westmoreland (HSW) Theorem [42–45], which equates classical capacity and the regularised version of Holevo information. Here, as a consequence of Eq. (4), the asymptotic transmitted energy \( W_{\Theta_{C}} \) equals the classical capacity in the unit of \( k_B T \ln 2 \).

No-go results for classical communication with non-equilibrium constraints

To illustrate another physical implication of Eq. (3), let us consider an alternative figure-of-merit \( C_{\Theta_{NS}}^e (N) \) with a parameter \( 0 < \theta \leq 1/2 \), which is \( C_{\Theta_{NS}}^e (N) \) subject to an additional thermodynamic constraint

\[
\left\| \mathcal{E}_{\text{dec}} \circ \mathcal{N} \circ \mathcal{E}_{\text{enc}} \left( \frac{\mathcal{I}_M}{M} \right) - \frac{\mathcal{I}_M}{M} \right\|_1 \leq 2 \theta.
\]

Namely, the encoding and decoding cannot drive the system out of thermal equilibrium more than \( \theta \) under trace norm. Here, \( \mathcal{I}_M / M \) describes thermal equilibrium when the system Hamiltonian is fully degenerate, and any other state possesses the so-called informational non-equilibrium [46–48]. Hence, the parameter \( \theta \) controls the informational non-equilibrium \( N \) can generate via encoding and decoding. Defining the asymptotic form as \( C_{\Theta_{NS}}^e (N) := \lim_{\epsilon \to 0} \lim_{k \to \infty} \frac{1}{k} C_{\Theta_{NS}}^e \left( N^{\otimes k} \right) \). We further consider two different asymptotic figure-of-merits, which are \( C_{\Theta_{NS}}^e \) and \( C_{\Theta_{NS}}^e (N) \) subject to an additional thermodynamic constraint

\[
\left\| \mathcal{E}_{\text{dec}} \circ \mathcal{N} \circ \mathcal{E}_{\text{enc}} \left( \frac{\mathcal{I}_M}{M} \right) - \frac{\mathcal{I}_M}{M} \right\|_1 \leq 2 \theta.
\]

Then we have that the asymptotic physical meanings. \( C_{\Theta_{NS}}^e \) is the highest amount of transmissible classical information among all possible encoding/decoding’s abilities to generate informational non-equilibrium. On the other hand, \( C_{\Theta_{NS}}^e \) is the somewhat limited classical capacity requesting encoding/decoding to asymptotically have no ability to generate informational non-equilibrium. Hence, by construction, we have
When the opposite inequality also holds, we say the strong converse property [39] occurs in this setting. Interestingly, for $2\epsilon\leq1-1/\sqrt{2}$, we can prove that $C^e_{(1)}(N)\leq C^e_{(1)|\theta_{\text{equ}}}(N)\leq W^e_{\text{corr}}(\Theta_{(1)})/(k_BT\ln2)$ for every $\epsilon\leq\theta<1/2$ (see Proposition 2 in the companion paper [29]). Using Eq. (3), we obtain $C_{\theta_{\text{equ}}}(N)=C(N)$ for every $0<\theta<1/2$. Consequently, for every channel $N$, \[
abla C_{\min}(N)=C_{\max}(N)=C(N). \tag{6}\]

Hence, Eq. (3) provides a general no-go result—out-of-equilibrium effect from encoding/decoding cannot enhance the ability to transmit classical information asymptotically in the present setting. This also means that optimal information transmission does not require the ability to generate informational non-equilibrium—the preservability of informational non-equilibrium [6, 7, 47] is the key resource for information transmission. Finally, as another implication, one can use Eq. (3) to prove HSW Theorem with Holevo information subject to an additional thermodynamic constraint, and similar strong converse property as well as no-go interpretation can be obtained. See the companion paper [29] for details.

DISCUSSIONS

We remark that an early work by Plenio [2] has mentioned the connection between Holevo bound and Landauer erasure process (see also the early observations of the connection between communication and thermodynamics in Refs. [3–5]). Here, we aim to bridge transmitting information and energy, the connection between Holevo bound and Landauer erasure [6, 47, 48] is the key resource for information transmission. Finally, as another implication, one can use Eq. (3) to prove HSW Theorem with Holevo information subject to an additional thermodynamic constraint, and similar strong converse property as well as no-go interpretation can be obtained. See the companion paper [29] for details.
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APPENDIX

Appendix I: Classical communication via channels

First, for every $m$, the mapping $m\mapsto\text{tr} [E_m(\Pi(N))\rho_m]$ can be equivalently described as (see the companion paper [29] Section II.A for details) \[
\begin{equation}
    m\mapsto \langle m| [E_{\text{de}}|M\circ\Pi(N_S)\circ\epsilon_{\text{en}}|M]\langle m|m\rangle|m\rangle, \tag{7}
\end{equation}
\] where $\{|m\rangle\}_{m=0}^{M-1}$ is an orthogonal basis of an $M$-dimensional space (denoted by $A$), $E_{\text{en}}|M: A\rightarrow S_{\text{in}}$ is a classical-to-quantum channel of the form $\sum_{m=0}^{M-1}\rho_m(\cdot)|m\rangle\langle m|$, and $E_{\text{de}}|M: S_{\text{out}}\rightarrow A$ is a quantum-to-classical channel of the form $\sum_{m=0}^{M-1}|m\rangle\langle m|\text{tr} [E_m(\cdot)S_{\text{out}}]$. Here, $S_{\text{in}}$ and $S_{\text{out}}$ represent the input and output spaces of $\Pi(N)$, respectively. Also, the term “classical” means that only diagonal contribution (in the system $A$) matters. Hence, to understand $N$’s ability to send classical data with size $M$, it suffices to consider a “classical version” of the channel $\Pi(N)$ in a $M$-dimensional system with a fixed basis $\{|m\rangle\}_{m=0}^{M-1}$. More precisely, we define \[
\begin{equation}
    \Theta_M:=\left\{ E_{\text{de}}|M\circ\Pi(\cdot)\circ\epsilon_{\text{en}}|M: \Pi_{\Theta}\in\Theta, E_{\text{de}}|M, E_{\text{en}}|M \right\}. \tag{8}
\end{equation}
\] This set contains all realisations of $\Theta$’s members in $A$ such that we only care about diagonal terms in both input and output spaces. For the given $N$, the set $\{\Pi_M(N)|\Pi_{\Theta}\in\Theta_M\}$ includes all realisations of $N$ assisted by $\Theta$ in such a setting. Hence, we call them classical versions of $N$ assisted by $\Theta$, which are the relevant notions in information transmission.

The general input-output relation given by Eq. (7) characterises a classical communication scenario assisted by the allowed structure $\Theta$, which is the $\Theta$-assisted scenario mentioned in the main text. Hence, the one-shot $\Theta$-assisted classical capacity with error $\epsilon$ defined in Eq. (1), namely,
\[ C^\epsilon_{\Theta,(1)}(N), \text{can be rewritten as the following maximisation:} \]
\[
\max \{ \log_2 M \mid \Pi_M \in \Theta_M, P_s[\Pi_M(N)] \geq 1 - \epsilon \},
\]
where \( P_s[\Pi_M(N)] := \sum_{m=0}^{M-1} \mu_m (m | \Pi_M(N) | m) | m \) is the averaged success probability. See companion paper \cite{29} Section II.A for a complete mathematical framework.

Note that certain choices of \( \Theta \) can lead to trivial cases. For instance, if the superchannels can send an additional signal from the sender to the receiver, it trivialises the communication setup since one can always transfer the classical data through the member of \( \Theta \) without touching the main channel. This also explains why physically \( \Theta \) is usually assumed to be a subset of all non-signalling superchannels.

**Appendix II: Extractable work from correlation**

Now, we will briefly recall the work extraction scenario from Åberg’s approach \cite{40} (see also the companion paper \cite{29} Section IV.A). First, for a system with Hamiltonian \( H \) in contact with a large heat bath in temperature \( T \), the thermal equilibrium is described by the **thermal state** \( \gamma_H := e^{-\frac{H}{k_B T}} / Tr \left( e^{-\frac{H}{k_B T}} \right) \), where \( k_B \) is the Boltzmann constant. To address work extraction, suppose the system is in an energy-incoherent state \( \rho \); namely, it satisfies \( \{ \rho, \gamma_H \} = 0 \).

Then one can stay in the energy eigenbasis and treat both \( \rho \) and \( \gamma_H \) classically. In particular, they can be viewed as random variables which output eigenenergies according to their probability distributions in the energy eigenbasis. The goal is to apply certain physical processes to transform \( \rho \) into some final state, usually thermal, and extract reusable energy, also known as work. Intuitively, not every transformation is allowed. In Åberg’s scenario \cite{40}, allowed processes are combinations of the following two kinds of operations. The first is tuning the energy levels of the system’s Hamiltonian without changing the state (isentropic process; also known as quench). The second is thermalisation, which will bring the input state to the thermal state with the corresponding Hamiltonian and a given background temperature \( 0 < T < \infty \) (i.e., putting the system in contact with a large enough heat bath in this temperature so that the system reaches thermal equilibrium). The energy gain during operations of the first kind defines extractable work, which is again treated as a random variable. Note that thermalisation is assumed to contribute no work gain. Now, following Ref. \cite{40}, a random variable \( X \) is said to have a \((\epsilon,\delta)-\text{deterministic value} \) \( x \) if the probability to find \( |X - x| \leq \delta \) is strictly larger than \( 1 - \epsilon \). In other words, \( \delta \) represents the precision that the random variable can take the value \( x \), and \( 1 - \epsilon \) is the probability of doing so. Let \( W^{(\epsilon,\delta)}_{\text{ext},(1)}(\rho, H) \) denote the highest possible \((\epsilon,\delta)-\text{deterministic extractable work} \) among all allowed processes acting on initial state \( \rho \) with the same initial and final Hamiltonian \( H \). Then the quantity \( W^{(\epsilon)}_{\text{ext},(1)}(\rho, H) := \lim_{\delta \to 0} W^{(\epsilon,\delta)}_{\text{ext},(1)}(\rho, H) \), which is called the **one-shot \( \epsilon \)-deterministic extractable work** of \( \rho \) subject to \( H \), characterises the highest extractable work with arbitrarily well precision, up to a failure probability no greater than \( \epsilon \). It has been shown that, for \( 0 < \epsilon \leq 1 - 1/\sqrt{2} \) \cite{40},
\[
0 \leq \frac{W^{(\epsilon)}_{\text{ext},(1)}(\rho, H)}{k_B T \ln 2} - D^\epsilon_0(\rho \mid \mid \gamma_H) \leq \log_2 \frac{1}{1 - \epsilon},
\]
where \( D^\epsilon_0 \) is the \( \epsilon \)-smoothed relative Rényi 0-entropy \cite{40} that is defined for two commuting states \( \rho = \sum_j q_j | j \rangle \langle j |, \eta = \sum_j r_j | j \rangle \langle j | \) as \( D^\epsilon_0(\rho \mid \mid \eta) := \max_{\sum_j q_j > 1 - \epsilon} \log_2 \frac{1}{\sqrt{j}} \).

Now we adopt Åberg’s scenario to discuss work extraction from **classical correlation**. With a given bipartite state \( \rho_{AB} \) correlating \( A \) and \( B \), we want to know the extractable work from its correlation only. Following the argument of Ref. \cite{66}, this can be done if we design the local Hamiltonians so that this state becomes locally thermal; i.e., its reduced states in \( A \) and \( B \) are both thermal states. In this way, since no work can be extracted from thermal equilibrium \cite{Eq. (10)}, if there is any extractable work, it must come from the correlation. Namely, we identify the extractable work from the correlation of a bipartite state \( \rho_{AB} \) to be its extractable work when local Hamiltonians make it locally thermal. When \( \rho_{AB} \) is separable in the \( AB \) bipartition and \( [\rho_{AB}, \rho_A \otimes \rho_B] = 0 \), one can use Åberg’s result Eq. (10) to show that the one-shot \( \epsilon \)-deterministic extractable work from its correlation, denoted by \( W^{(\epsilon)}_{\text{corr},(1)} \), can be bounded as (again, \( 0 < \epsilon \leq 1 - 1/\sqrt{2} \))
\[
0 \leq \frac{W^{(\epsilon)}_{\text{corr},(1)}(\rho_{AB})}{k_B T \ln 2} - D^\epsilon_0(\rho_{AB} \mid \mid \rho_A \otimes \rho_B) \leq \log_2 \frac{1}{1 - \epsilon}. \tag{11}
\]

Note that the quantity \( W^{(\epsilon)}_{\text{corr},(1)} \) has temperature dependency, while we keep this implicit.

**Appendix III: Formal statement of the main result**

First, we introduce another thermodynamic task by imposing the following three additional constraints on the task defining \( W^{(\epsilon)}_{\text{corr},(1)}(N) \) in Eq. (2): (i) Initial Hamiltonians are all fully degenerate. (ii) Bipartite input \( \eta_{AB} \) is always the maximally correlated classical state \( \Phi_{AB} = \frac{1}{M} \sum_{m=0}^{M-1} | m \rangle \langle m \rangle \otimes | m \rangle \langle m | \). (iii) \( \| \Pi_M(N) (I_A/M) - I_A/M \|_1 < 2\epsilon \); i.e., we only allow classical versions to generate informational non-equilibrium up to the order \( \mathcal{O}(\epsilon) \). This task’s genuinely transmitted energy is given by:
\[
W^{(\epsilon)}_{\Phi,(\Theta,(1))}(N) := \sup_{M \in \Theta, \Pi_M \in \Theta_M} W^{(\epsilon)}_{\text{corr},(1)} \left[ (\Pi_M(N) \otimes I_B)(\Phi_{AB}) \right] \mid \| \Pi_M(N) (I_A/M) - I_A/M \|_1 < 2\epsilon \tag{12}
\]

Formally, Eq. (3) can be stated as follows by using the two different tasks with figure-of-merits \( W^{(\epsilon)}_{\text{corr},(1)}(N) \) and \( W^{(\epsilon)}_{\Phi,(\Theta,(1))} \):

\[
\sup_{M \in \Theta, \Pi_M \in \Theta_M} W^{(\epsilon)}_{\text{corr},(1)} \left[ (\Pi_M(N) \otimes I_B)(\Phi_{AB}) \right] \mid \| \Pi_M(N) (I_A/M) - I_A/M \|_1 < 2\epsilon.
\]
Theorem 1. Consider a set of superchannels Θ and a background temperature $0 < T < \infty$. For a channel $N$ and errors $0 < \delta \leq \omega < \epsilon = 1 - 1/\sqrt{2}$, we have that

$$W_{\text{corr}}^{(\epsilon)}(N) - k_B T \ln \left( \frac{4\epsilon}{\epsilon - \omega} \right) (1 - \omega) \leq (k_B T \ln 2) C_{\Theta}^{\epsilon}(N) \leq W_{\Phi}^{\epsilon}(N).$$

We briefly sketch its proof here. First, we obtain upper and lower bounds on $C_{\Theta}^{\epsilon}(N)$ in terms of entropic quantities, which are summarised in companion paper Theorem 1 [29]. After that, we relate these entropic bounds to $W_{\text{corr}}^{(\epsilon)}(N)$ and $W_{\Phi}^{\epsilon}(N)$ and complete the proof. The full mathematical proof is given in companion paper Theorem 4 [29], and here we focus on the implications of Theorem 1 to thermodynamics.

We comment that the upper bound is tight since all state-preparation channels achieve it. In general, its attainability depends on the underlying set Θ. Also, since by definition $W_{\Phi}^{(\epsilon)}(N) \leq W_{\text{corr}}^{(\epsilon)}(N)$, we immediately conclude that $W_{\Phi}^{(\epsilon)}(N) \approx W_{\text{corr}}^{(\epsilon)}(N) \approx (k_B T \ln 2) C_{\Theta}^{\epsilon}(N)$ up to one-shot error terms. One can again apply the iid limit and obtain the asymptotic version: For a channel $N$ and a background temperature $0 < T < \infty$, we have that

$$(k_B T \ln 2) C_{\Theta}(N) = W_{\text{corr}}(N) = W_{\Phi}(N),$$

where $W_{\Phi}(N) := \lim_{\epsilon \to 0} \lim_{N \to \infty} \frac{1}{k} W_{\Phi}^{(\epsilon)}(N^\otimes k)$ can again be understood as the average transmitted energy in the asymptotic limit. Finally, Theorem 1 provides a no-go result: $W_{\text{corr}}^{(\epsilon)}(N)$ and $W_{\Phi}^{(\epsilon)}(N)$ are equivalent, up to one-shot error terms. Hence, the optimal transmitted energy $W_{\text{corr}}^{(\epsilon)}(N)$ defined in Eq. (2) is actually achievable by using maximally correlated state $\Phi_{AB}$ as the bipartite input and classical versions $\Pi_{M}(N)$ that can hardly drive local systems out of thermal equilibrium—no-equilibrium effects cannot enhance the energy transmission, and no other classically correlated state can outperform $\Phi_{AB}$. This also means that, in the present setting, arbitrary finite-energy initial Hamiltonians [as allowed in defining $W_{\text{corr}}^{(\epsilon)}(N)$ in Eq. (2)] cannot outperform the fully degenerate ones [as required in defining $W_{\Phi}^{(\epsilon)}(N)$ in Eq. (12)].
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