Excitations of atomic vibrations in amorphous solids
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Abstract

We study excitations of atomic vibrations in the reciprocal space for amorphous solids. There are two kinds of excitations we obtained, collective excitation and local excitation. The collective excitation is the collective vibration of atoms in the amorphous solids while the local excitation is stimulated locally by a single atom vibrating in the solids. We introduce a continuous wave vector for the study and transform the equations of atomic vibrations from the real space to the reciprocal space. We take the amorphous silicon as an example and calculate the structures of the excitations in the reciprocal space. Results show that an excitation is a wave packet composed of a collection of plane waves. We also find a periodical structure in the reciprocal space for the collective excitation with longitudinal vibrations, which is originated from the local order of the structure in the real space of the amorphous solid. For the local excitation, the wave vector is complex. The imaginary part of the wave vector is inversed to evaluate the decaying length of the local excitation. It is found that the decaying length is larger for the local excitation with a higher vibration frequency.
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1. Introduction

Atomic vibrations have been well understood in crystalline solids both theoretically and experimentally [1–3]. In the crystalline solids, atoms vibrate around their equilibrium positions and excitations of the lattice vibrations are known as phonons. Each phonon has a well defined crystal wave vector and a vibration frequency. To get phonons, the equation of lattice dynamics (LD) need to be transformed from the real space to the reciprocal space. In the transformation, lattice plane waves are introduced, and play their roles as lattice Fourier transformations. By using the lattice periodicity in the crystalline solids, the lattice Fourier transformations diagonalize the dynamics matrix to get the phonons. One lattice plane wave in the transformation gets one kind of phonons. However, in the amorphous solids, the periodicity of the lattices is broken, which makes phonons have no definition in the solids [4–8]. From the quantum mechanical view of point, the lack of the periodical lattices in the amorphous solids makes the crystal wave vector not a good quantum number any longer and the lattice Fourier transformations based on the crystal wave vector fail to diagonalize the Hamiltonian of the system. Such invalidity of the Fourier transformations breaks the bridge between the real space and the reciprocal space for the amorphous solids. Therefore, how to get excitations in the reciprocal space for the amorphous solids still remains as a problem.

To study atomic vibrations of the amorphous solids, various techniques have been applied. In the techniques, molecular dynamics (MD) simulation as a powerful tool has been widely used [9]. The MD simulation is to solve a set of equations of motion by the Newton’s law for the positions and velocities of atoms in the amorphous solids. After a long time evolving, the atoms reach their equilibrium positions. Besides generating the amorphous solids, the MD technique has been widely used to study the thermal transport in the solids [10–12]. The calculations of the thermal conductivity by MD are based on the Green–Kubo formula. The informations of LD obtained from MD simulations are in the real space and can not provide...
the structures of the excitations in the reciprocal space for the amorphous solids.

Besides the MD technique, LD method is a different way to get the informations of the atomic vibrations [3]. LD method has been generalized to the amorphous solids and is used to diagonalize the dynamics matrix to get frequency spectrum. The diagonalizing is conducted in the real space for the solids and the density of state then can be obtained. To make the results close to the real amorphous solids, the LD method normally is applied on a supercell. Philip Allen, Joseph Feldman and others conducted the LD calculations on a supercell of amorphous silicon [13–15]. Basing on the calculations, they classified the vibrational states into three categories: propagons, diffusons and locons. Propagons occupy the bottom of the frequency spectrum and are considered to be delocalized. Propagons can propagate through out the whole disorder system and behave like phonons in crystalline solids. Locons are high frequency modes and considered to be spatially localized. The modes termed with diffusons have the frequencies in the range between the propagons and the locons. Diffusons are not spatially localized and they contribute to the thermal transport through diffusive processes rather than the propagation of the propagons. Such taxonomy introduced by Allen, Feldman and their colleagues opened up a new perspective on vibrational modes in amorphous solids and provides insights into the thermal transport in the solids [16].

Similar to the MD simulation, LD method identifies the vibration modes not in the reciprocal space. The wave vector is not involved in the LD method, which still can not provide the excitations in the reciprocal space. The propagons, diffusons and locons are not the elementary excitations in the amorphous solids. The classifying of the propagons, diffusons and locons with clear range boundaries is still under debates. To figure out the informations of atomic vibrations from the reciprocal space, a dynamic structure factor has been defined for the amorphous silicon to compare the neutron scattering intensity [17]. Moon et al defined the dynamic structure factor to study the crossover frequency from the propagating excitations to diffusive vibrations [18, 19]. In their work, a supercell is considered to be periodical and vibration frequencies used for the dynamic structure factor are all at Γ. The relation between the wave vector and the frequency discovered by Moon et al is not the dispersion relation of elementary excitations. Similar work is performed by Seyf and Henry by defining various versions of the structure factor [16].

In this study, we transform the equations of the atomic vibrations from the real space to the reciprocal space and provide the excitations in the reciprocal space for amorphous solids. The transformations are rigorous. The wave vector involved in the transformations can cover the whole reciprocal space. And the dispersion relation of the excitations can be clearly shown in the reciprocal space, which paves a way for the study of thermal transport in amorphous solids.

2. Theory

We consider an amorphous solid of three dimensional structure. The total number of atoms in the solid is \( N \). Each atom in the solid is vibrating around its own equilibrium position. For the \( l \)th atom with the mass of \( M_l \), the equilibrium position is denoted by \( \vec{R}_l \) and the displacement away from \( \vec{R}_l \) for the vibration is by \( \vec{r}_l \). We fix a rectangle coordinate system in the solid with the three axes denoted by \( x \), \( y \) and \( z \) respectively. Due to the random arrangement of atoms in the amorphous solid, it is meaningless to specify concrete directions for the axes like what can be done in crystalline solids. We use the coordinate system only to denote the components of vectors conveniently. The component of \( \vec{R}_l \) along a coordinate axis, say \( x \) axis, is denoted by \( R_{l,x} \). Similar notation is applied on \( \vec{r}_l \).

In the vibration, each atom follows the dynamics equation of

\[
M_l \ddot{r}_{l,\alpha} = -\sum_{p,\beta} \frac{\partial^2 \Psi}{\partial R_{l,\alpha} \partial R_{p,\beta}} r_{p,\beta},
\]

(1)

In the above equation, the double dots on the top of \( r \) means the second order derivative of \( r \) with respect to time \( t \). The total potential energy of the amorphous solid is denoted by \( \Psi \), which is functional of equilibrium positions \( \vec{R} \) of atoms. In the subscripts, \( l \) and \( p \) are the indexes to label atoms. \( \alpha \) and \( \beta \) both are the coordinates \( x \), \( y \) or \( z \). The second order partial derivative of \( \Psi \) with respect to \( R_{l,\alpha} \) and \( R_{p,\beta} \) actually is the force constant between the \( l \)th atom and the \( p \)th atom when the \( l \)th atom moves along \( \alpha \) direction and the \( p \)th atom along \( \beta \) direction. For convenience, we introduce \( \Phi_{l,\alpha,\beta} = \left( \frac{\partial^2 \Psi}{\partial R_{l,\alpha} \partial R_{p,\beta}} \right) \frac{1}{\sqrt{M_l M_p}} \) for the force constant. We also introduce a quantity \( \vec{u}_l = \sqrt{M_l} \ddot{r}_l \) to simplify the dynamics equation (1) as

\[
\vec{u}_{l,\alpha} = -\sum_{p,\beta} \Phi_{l,\alpha,\beta} u_{p,\beta},
\]

(2)

which is general for solids consisting of multi-species with various masses.

Our goal is to transform equation (2) from the real space to the reciprocal space to get excitations. It is known that the lattice Fourier transformation that has been widely used in the crystalline solids to get phonons now is invalid in the amorphous solid due to the lack of the lattice periodicity. Thus, we need a transformation different to the lattice Fourier transformation for our goal. Before we introduce the transformation to achieve our goal, we note that there exist two kinds of excitations in the amorphous solid, collective excitation (CE) and local excitation (LE). The CE is for the collective vibrations of the atoms, while the LE is stimulated by a single atom. The LE is spatially localized around the simulating atom and decays its intensity in propagating away from the atom. The decaying of the LE is due to the random scattering by the other atoms around the simulating atom. We will introduce two transformations on equation (2) for the CE and the LE respectively in the following.

2.1. Collective excitation

We start from equation (2), and introduce a wave vector \( \vec{k} \) for a transformation. The wave vector \( \vec{k} \) is continuous and is different from the crystal wave vector that is discrete for the crystalline solids. We denote the imaginary
unit by $i$ and define a transformation for an normal coordinate $Q'_p = (1/\sqrt{N})\sum e^{-i\vec{\kappa} \cdot \vec{R}_l} u_{l\alpha}$ in the spirit of Fourier transformation. The wave vector $\vec{\kappa}$ is continuous because of the absence of the lattice periodicity in the amorphous solid, and ranges from $-\infty$ to $+\infty$ along any direction. The CE is the collective vibration of all the atoms and propagate without decaying its intensity. Thus, the wave vector $\vec{\kappa}$ introduced for the CE must be real. Or, the imaginary part of the wave vector will decay the intensity of the CE. The complex wave vector will be applied for the LE, but not for the CE.

Physically, the normal coordinate $Q_p$ defines a plane wave with the wave vector of $\vec{\kappa}$. The term of $u_{l\alpha} e^{-i\vec{\kappa} \cdot \vec{R}_l}$ in $Q_p$ shows the magnitude and phase of the plane wave at the equilibrium position of the $l$th atom. In the crystalline solids, such plane wave defines a phonon. The frequency of the phonon corresponds to the wave vector through the dispersion relation. All possible solutions to the dispersion relation are curves for the crystalline solids. However, it is not the case in the amorphous solid, where the curves in the dispersion relation are reorganized, broadening and even dispersive. For a given wave vector $\vec{\kappa}$, we multiple the both sides of equation (2) by $(1/\sqrt{N}) e^{-i\vec{\kappa} \cdot \vec{R}_l}$ and sum the both sides over the total atoms. Then we get a new equation, reading

$$\bar{Q}'_p = -\sum_{\beta} \frac{1}{\sqrt{\Omega}} \int F^{\alpha,\beta}_{R_l \vec{\kappa}} Q^{\beta}_{R_l} \, d\vec{\kappa}, \tag{3}$$

with $F^{\alpha,\beta}_{R_l \vec{\kappa}} = \sum_{l,p} e^{-i\vec{\kappa} \cdot \vec{R}_l} \phi^{\alpha,\beta}_{l,p} e^{i\vec{\kappa} \cdot \vec{R}_p}$. On the left-hand side of equation (3), we have used the definition of the normal coordinate $Q$ and kept the second order derivative with respect to time. On the right-hand side of equation (3), $V_{\bar{Q}}$ is the volume for the integration $\int d\vec{\kappa}$ in the reciprocal space. The details for the derivation of equation (3) has been shown in appendix A. Now we have transformed the dynamics equation from the real space to the reciprocal space by equation (3).

To go further, we express equation (3) in matrix form. We arrange $Q'_p$ in one column as a vector $\vec{Q}$. Each entry in $\vec{Q}$ is indexed by both of $\vec{\kappa}$ and $\alpha$. We arrange the force constant $\phi_{\alpha,\beta}$ in the dynamics matrix $\Phi$. The row of $\Phi$ is indexed by both of $l$ and $\alpha$ while the column of $\Phi$ is by $p$ and $\beta$. Since $\alpha$ or $\beta$ represents three perpendicular directions ($x$, $y$ and $z$), $\phi_{\alpha,\beta}$ is a $3 \times 3$ sub-matrix by varying $\alpha$ and $\beta$ for a given pair of $l$ and $p$. Then, we define a matrix $\xi$ for $e^{-i\vec{\kappa} \cdot \vec{R}_l}$. The row of $\xi$ is indexed by both of $\vec{\kappa}$ and $\beta$ while the column is indexed by both of $l$ and $\alpha$, even though the indexes $\alpha$ and $\beta$ do not appear in the element $e^{-i\vec{\kappa} \cdot \vec{R}_l}$ of $\xi$. By varying the indexes of $\alpha$ and $\beta$ for each given pair of row index $\vec{\kappa}$ and column index $l$ in $\xi$, we have a $3 \times 3$ sub-matrix. The sub-matrix in $\xi$ is a $3 \times 3$ identity matrix times $e^{-i\vec{\kappa} \cdot \vec{R}_l}$. In this way, the sizes of the matrices are consistent for the matrix product and equation (3) is still hold in the matrix form. According to equation (3), $\xi$ is in between $\Phi$ and $\vec{Q}$. Then, we discrete the integral of equation (3). We set the infinitesimal volume $\Delta \vec{\kappa}$ for the reciprocal space and divide the total volume $V_{\vec{\kappa}}$ by $\Delta \vec{\kappa}$ to get the total discrete number $\mathcal{N}$ for the wave vector. Finally, we introduce a matrix $F = \frac{1}{\mathcal{N}} \xi \cdot \Phi \cdot \xi^\dagger$ for the component $(1/V_{\vec{\kappa}}) F^{\alpha,\beta}_{R_l \vec{\kappa}}$. Equation (3) then is expressed in the matrix form, reading

$$\bar{Q} = -\frac{1}{\mathcal{N}} \xi \cdot \Phi \cdot \xi^\dagger \cdot \vec{Q} = -F \cdot \vec{Q}, \tag{4}$$

which is equivalent to equation (3) in the limit of $\Delta \vec{\kappa}$ approaching zero. The dot between two matrices represents the matrix product.

It could be found that matrix $F$ is not diagonal, meaning that the plane waves $u_{l\alpha} e^{-i\vec{\kappa} \cdot \vec{R}_l}$ with different wave vectors $\vec{\kappa}$ interact with each other. It is the nature of the disorder system, comparing to the case of crystalline solids in which $F$ is diagonal simultaneously after the Fourier transformation and one plane wave leads to one phonon. In order to get the CE for the amorphous solid, we need to diagonalize the matrix $F$ to get decoupled excitations. We find an unitary matrix $U$ for the diagonalizing. After that, we obtain a diagonal matrix $\Omega = U \cdot F \cdot U^\dagger$ and then define a new vector $\vec{P} = U \cdot \vec{Q}$. We multiply the both sides of equation (4) to the left by the matrix $U$. And we insert the identity matrix $U^\dagger \cdot U$ in between the matrices $F$ and $\vec{Q}$ of equation (4). In this way, we get an equation

$$\bar{P} = -\Omega \cdot \vec{P}, \tag{5}$$

with $\Omega$ diagonal. Now we are at the position to solve the equation (5). We take the $p$th mode of the vector $\vec{P}$ as an example. The $p$th mode is at the $r$th row of $P$ and is denoted by $P_p$. We also denote the entry at the $p$th row and the $l$th column of the diagonal matrix $\Omega$ by $\Omega_{lp}$. Then, the equation (5) is reduced to be $P_p = -\Omega_{lp} P_l$ for the mode. We set $P_p$ have a time phase of $e^{2\pi i \omega \cdot l}$ with $\omega$ as the vibration frequency for the $p$th mode. We substitute the time phase into the reduced equation of $P_p$. We solve out that the frequency $2\pi \omega_p$ is the square root of $\Omega_{lp}$ with a positive and real value.

The physical meaning of $P$ is the key element to get the CE. In the vector $\vec{Q}$, each entry represents an organization of all the atoms in the real space to form a plane wave. The plane waves have various wave vectors and interfere with each other in the amorphous solid. They are not decoupled. The interference of the plane waves is reflected by the non-diagonal matrix $F$ in equation (4). Then, we use the matrix $U$ to reorganize the plane waves to form wave packets in the reciprocal space. Each entry in the vector $\vec{P}$ represents a wave packet reorganized by $U$.

The wave packets are decoupled to each other and they are exactly the CEs we want. Each wave packet is composed of a collection of plane waves with various wave vectors but only one same vibration frequency, like $\omega_p$ in our example for the wave packet $P_p$. Physically, one CE is the collective vibration of the atoms in the real space and the atomic vibrations have various wave vectors but one vibration frequency.

It is clear now that a CE, say $P_p$, is a wave packet. Explicitly, we have the expression of $P_p = \sum U_{pq} Q_q$ for the CE basing on the definition of $P$. The contribution of each plane wave $Q_q$ to the wave packet $P_p$ is exactly revealed by the entry $U_{pq}$ which is at the $p$th row and the $q$th column in $U$. Generally, $U_{pq}$ is a complex number including the informations of intensity and phase of the plane wave $Q_q$. 

2.2. Local excitation

Compared to the CE that is for the collective vibration of global atoms, the LE is localized around a single atom that stimulates the LE. The intensity of the LE decays when the LE propagates away from the center. In the amorphous solid, the disorder arrangement of atoms makes every atom be the center to stimulate LEs. Without lose of generality, we take the 0th atom as an example to stimulate an LE and think about the \( l \)th atom which the LE can reach with \( l \neq 0 \). We set the equilibrium position of the 0th atom by \( \vec{R}_0 \) and that of the \( l \)th atom by \( \vec{R}_l \). The displacement \( \vec{u}_l \) of the \( l \)th atom for the LE vibration must decay when the distance \( |\vec{R}_l - \vec{R}_0| \) between the 0th and the \( l \)th atoms increases. For simplicity, we neglect the anisotropic decaying along different directions for LEs. To show the decaying, we introduce a complex wave vector \( \kappa = \kappa_r + i\kappa_i \) with \( \kappa_r \) and \( \kappa_i \) both real scalars. The displacement for the vibration follows \( \vec{u}_l = \vec{A}_l e^{i\kappa_l (\vec{R}_l - \vec{R}_0)} \) with \( \kappa_i \) to be positive to guarantee the decaying of the LE. The coefficient \( \vec{A}_l \) can be written inversely as \( \vec{A}_l = \vec{u}_l e^{-i\kappa_l (\vec{R}_l - \vec{R}_0)} \). Basing on such statement, we can define a transformation.

Similar to the case of CE, we define the transformation to get a quantity \( Q^n = \sum_{\alpha}^{l} \int e^{i\kappa_\alpha (\vec{R}_\alpha - \vec{R}_0)} \mu_{\alpha\nu} \). We multiply both sides of equation (2) by \( \frac{1}{\kappa_i} e^{-i\kappa_l (\vec{R}_l - \vec{R}_0)} \) and sum over all the atoms on the both sides. After some algebra, we get a new equation from equation (2) by using the definition of \( Q^n \). The equation reads

\[
\hat{Q}^n = -\sum_{\alpha} \frac{1}{\kappa_i} \int F^{\kappa_\alpha j}_{\kappa_i} Q^n_{\kappa_\alpha} \, d\kappa_i,
\]

with \( F^{\kappa_\alpha j}_{\kappa_i} = \sum_{\beta} \mu_{\alpha\beta} e^{-i\kappa_\beta (\vec{R}_\beta - \vec{R}_0)} \phi_{\kappa_i}^{\alpha \beta} e^{i\kappa_l (\vec{R}_\beta - \vec{R}_0)} \). Note that \( d\kappa_i = d\kappa_i^\prime \, d\kappa_i^\prime \) in equation (6) for convenience. And, \( L_{\kappa_i^\prime} \) is the total length for \( \kappa_i^\prime \) in the reciprocal space since we have ignored the direction of the wave vectors. \( L_{\kappa_i} \) then is the total length for \( \kappa_i^\prime \). The detail derivation could be found in appendix B.

In the following, we express equation (6) in matrix form as we have done for the CE. We arrange the components \( Q_i^n \) in a column as a vector \( \hat{Q} \) indexed by \( \kappa_r \), \( \kappa_i \) and \( \alpha \). To discrete the integral, we replace \( d\kappa_i \) and \( d\kappa_i^\prime \) by the infinitesimal length \( \Delta \kappa_i^\prime \) and \( \Delta \kappa_i^\prime \) respectively. And then define \( L_{\kappa_i^\prime} / \Delta \kappa_i^\prime = N_i^\prime \) for the discrete number of the real part \( \kappa_i^\prime \) in the reciprocal space. Similarly, we set \( L_{\kappa_i^\prime} / \Delta \kappa_i^\prime = N_i^\prime \) for the imaginary part \( \kappa_i^\prime \). Note that \( \kappa_i^\prime \) must be positive while \( \kappa_i \) can be both of positive and negative. Finally, we define a matrix \( F \) for \( F^{\kappa_\alpha j}_{\kappa_i} \) by absorbing the factor \( 1/(N_i^\prime N_i^\prime) \). Then, we have an equation transformed from equation (6), reading

\[
\hat{Q} = -F \cdot \hat{Q}.
\]

Similar to the matrix \( F \) for CE, local vibrations with various wave vectors in \( F \) are interfered with each other. We need diagonalize \( F \) to get decoupled LEs. We find an unitary matrix \( U \) for the diagonalizing and then get a diagonal matrix \( \Lambda = U \cdot F \cdot U^\dagger \). We define a vector by \( \vec{P} = U \cdot \hat{Q} \) for the LE. Finally, we have an equation for the LE, reading

\[
\vec{P} = -\Lambda \cdot \vec{P}.
\]

To solve this equation, we still take the time phase \( e^{2\pi i \omega_p t} \) for the entry \( \vec{P}_p \) at the \( p \)th row in \( \vec{P} \) with \( \omega_p \) the vibration frequency. Then from equation (8), \( 2\pi \omega_p \) is the square root of \( \Lambda_{pp} \) that is at the \( p \)th row and \( p \)th column in \( \Lambda \).

Each entry in \( \vec{P} \) represents an LE. Each LE comprises a collection of decaying plane waves. Those decaying plane waves for the LE are with various complex wave vectors but only one vibration frequency. The imaginary part of the complex wave vectors decays the LE away from the stimulating center. The contributions of the decaying plane waves to an LE are calculated from the matrix \( U \), as we have specified for the CE by using the matrix \( U \).

3. Computational details

We study CEs and LEs in an amorphous silicon as an application of our theory. The amorphous silicon is generated by MD. The Eigen library is implemented in our code to diagonalize matrices. In the following, we specify the computational details.

3.1. Amorphous silicon

We use MD to generate an amorphous silicon. The MD simulations were performed using the large-scale atomic/molecular massively parallel simulator (LAMMPS) with a time step of 0.5 fs \([20, 21]\). In the simulations, the Stillinger–Web interatomic potential was implemented and the periodical boundary condition was applied \([22]\). We follow the simulation steps in reference \([19]\) for LAMMPS. We started from a crystalline silicon with 8 cells along [001], [010] and [100] directions, containing 4096 silicon atoms in total, and melt the structure at 3500 K for 500 ps in an NVT ensemble. Next, we quenched the liquid silicon to 1000 K with the quench rate of 100 K ps\(^{-1}\), followed by annealing the structure at 1000 K for 25 ns. Finally, we quenched the structure at a rate of 100 K ps\(^{-1}\) to 300 K and then equilibrated the structure at 300 K for 10 ns in an NVT ensemble. After an additional equilibration at 300 K in an NVE ensemble for 500 ps, we obtain the amorphous silicon we need.

3.2. Dynamics matrix

We consider the force constant \( \Phi_{\alpha\beta}^{\kappa_\alpha j}_{\kappa_i} = (\frac{\partial^2 \Psi}{\partial \kappa_i \partial \kappa_j}) \) for the \( \alpha \)th atom vibrating along \( \alpha \) direction and the \( \beta \)th atom along \( \beta \) direction with \( \alpha \neq \beta \). We fix the \( l \)th atom at some position that is shift away from its equilibrium position along \( \alpha \) direction. And then shift the \( p \)th atom away from its equilibrium position along \( \beta \) direction. In shifting the \( p \)th atom, we calculate the difference of the total interatomic potential \( \Psi \) at various positions of the \( p \)th atom to get the derivative \( \partial \Psi / \partial \kappa_p \). Then, we fix the \( l \)th atom at a new position along \( \alpha \) direction and repeat shifting the \( p \)th atom to get a new derivative of \( \partial \Psi / \partial \kappa_p \). Basing on the difference of the derivative \( \partial \Psi / \partial \kappa_p \) for the \( l \)th atom at various positions, we get the second order of the derivative \( (\frac{\partial^2 \Psi}{\partial \kappa_i \partial \kappa_j}) \) for the force constant. In the calculation, the Stillinger–Web interatomic potential is applied \([22]\). For the case of \( l = p \), the force constant \( \Phi_{\alpha\beta}^{\kappa_\alpha j}_{\kappa_i} = -\sum_{p \neq l} \Phi_{\alpha\beta}^{\kappa_\alpha j}_{\kappa_i} \) has been
well defined to guarantee that no force is applied on the $f$th atom along $\alpha$ direction when all the atoms move by an identical distance along $\beta$ direction. Based on the above statement, the dynamics matrix is obtained.

In diagonalizing matrices $F$ and $F'$, the unitary matrices $U$ and $\Lambda$ obtained are complex, including the informations of intensity and phase of waves for the excitations. The frequencies of the excitations must be real and positive as well. Thus, after the diagonalizing, we only take the real and positive entries from the matrices $\Omega$ and $\Lambda$ for the frequencies of the excitations. In the numerical calculation, we set a small value $\epsilon$ and select the entries with their imaginary parts in the range of $(-\epsilon, \epsilon)$ from the matrices $\Omega$ and $\Lambda$.

3.3. Structure of excitations

We focus on the physical structure of the excitations. We take the $p$th CE as an example, which is the $p$th entry of the vector $P$ and has the expression of $P_p = \sum_q U_{pq} Q_q$. As we have discussed, $U_{pq}$ is the contribution of the plane wave $Q_q$ to the CE of $P_p$. $U_{pq}$ is a complex number, have the informations of intensity and phase of the wave $Q_q$. In this study, we take the absolute value of $U_{pq}$ to show the intensity of the wave $Q_q$, and neglect the phase information. By solving equation (5), we get the frequency $\omega_p$ for the CE of $P_p$. We note the wave vector of $Q_q$ by $\kappa_q$. By manipulating the relation of $\omega_p$, $\kappa_q$ and the intensity $|U_{pq}|$ of $Q_q$, we can investigate the structure of the CE $P_p$ in the reciprocal space. Such statement can be applied on LE with the same treatment.

For a given wave vector, say along $x$ direction, there exists two types of CEs. One type of the CE is transverse, in which atoms have the vibrational perpendicular to the wave vector. The transverse CE has two degenerate states since there exist two orthogonal directions $y$ and $z$ both normal to $x$. The other type CE is longitudinal, in which atoms have the vibrational direction parallel to the wave vector. To illustrate our theory, we vary the wave vector along only one direction such as only along $x$ direction. In this case, the CEs composed of $Q^e_{\alpha}$ (or $Q^o_{\alpha}$) is the transverse CEs and the CEs composed of $Q^o_{\alpha}$ for the longitudinal CEs.

In this calculation, we normalize the mass of one silicon atom by $10^{-20}$ kg, and the length by 1 Å. The energy is normalized by 10 kJ mol$^{-1}$, which is $1.66 \times 10^{-20}$ J per atom. Thus, the wave vector is normalized by Å$^{-1}$ and the frequency for the normalization is 2.1 THz.

4. Results

We use LAMMPS to generate the amorphous silicon. Figure 1(a) is the radial distribution function (RDF) of the liquid silicon melted at 3500 K as the first step in the LAMMPS simulation. The RDF of the amorphous silicon at 300 K is plotted in figure 1(b), in which the first peak is located at 2.3 Å and shows the local order of the structure. The second peak of the RDF in figure 1(b) is split, which is the main feature of the amorphous solid different from the liquid RDF in figure 1(a) [23]. The split of the second peak has been indicated by an arrow in figure 1(b) for clarity, meaning that the silicon we study is really an amorphous solid. The RDF in figure 1(b) has also been confirmed by the experimental data [24]. For amorphous solids, it is known that there exist various amorphous structures matching one RDF result. In this study, we skip over details of the amorphous structures and focus on the excitations of the atomic vibrations in the amorphous silicon.

4.1. Collective excitation

As we have mentioned in section 3.3, the solutions to equation (5) give us the following informations for the $p$th mode CE, the frequency $\omega_p$, the wave vector $\kappa_q$ for the wave $Q_q$ contributing to the CE, and the intensity $|U_{pq}|$ of $Q_q$. In the following plots, we drop off the subscripts $p$ and $q$ for clear notation. And we use the phrase of intensity $|U|$ referred to the intensity $|U_{pq}|$ of $Q_q$ in short. We manipulate the relation of $\omega$, $\kappa$ and intensity $|U|$ to show the structures of CEs. In figure 2(a), we fix the frequency $\omega = 20 \times 2.1$ THz for a transverse CE and plot intensity $|U|$ as functional of the wave vector $\kappa$. Here 2.1 THz is the frequency normalization as we have mentioned in section 3.3. In the figure, we get two wave packets and the peaks of the two wave packets are located at $-0.95$ Å$^{-1}$ and 0.95 Å$^{-1}$ respectively. These two wave packets are symmetric about $\kappa = 0$ and they are the forward and the backward waves.
Figure 2. Intensity $|U|$ of transverse CEs. (a) For an transverse CE with the frequency fixed at $20 \times 2.1$ THz, the intensity of the CE shows two wave packets in the reciprocal space. (b) For transverse CEs with the wave vector $\kappa$ fixed at $0.95$ Å$^{-1}$, the intensity of the CEs shows a wave packet by scanning the frequency.

respectively. Due to the symmetry, we focus on only one wave packet at the peak of $0.95$ Å$^{-1}$. The width of the half intensity of the peak is about $0.2$ Å$^{-1}$, which is corresponding to a wave packet with a scale of $2\pi/0.2 \approx 31$ Å in the real space. Then, we fix $\kappa = 0.95$ Å$^{-1}$ in the reciprocal space and plot the intensity $|U|$ in figure 2(b) by scanning the frequency $\omega$. We still get a peak, meaning that for a well defined wave vector $\kappa$ there exist many waves $Q$ that have various vibration frequencies. Comparably, in crystalline solids, an excitation of lattice vibration or a phonon has only one well defined wave vector corresponding to one frequency. Such difference of the excitation structure of the atomic vibrations in an amorphous solid and a crystalline solid is due to the disorder arrangement of atoms in the former.

We use a color bar to show the intensity $|U|$ of the CEs and plot the relation of the frequency $\omega$ and the wave vector $\kappa$ in figure 3. Figure 3(a) is for the transverse CE and figure 3(b) is for the longitudinal CE. Results show that the frequency $\omega$ of CEs is no more than $42 \times 2.1$ THz. In figure 3(a), we observe two branches start from $\omega = 0$ THz to $\omega = 25 \times 2.1$ THz, behaving like the acoustic branches in the crystalline silicon. The branches in figure 3(a) are linear-like due to the disorder arrangement of atoms erasing the anisotropic scattering of waves in the amorphous silicon. Each branch has a broadening line width, which shows that the CEs are wave packets as we have given the example in figure 2. Once the frequency is larger than $\omega = 25 \times 2.1$ THz, the two branches end into a band in figure 3(a). The upper frequency of the band is $\omega = 37 \times 2.1$ THz. In the band, the structure of the transverse CEs is random rather than a wave packet. This is because the transverse CEs in the band have large wave vectors and short wave lengths. Those transverse CEs with short wave lengths can see the discreteness of the atoms in the solid and can be scattered by the atoms easily. What is more, those transverse CEs vibrate with the directions perpendicular to the wave vector. The random arrangement of atoms along the vibration directions of the transverse CEs multi-scatters the CEs for the propagation along the wave vector, which brings the random structure of the transverse CEs in the reciprocal space. On the
other side, the occurrence of the branches in figure 3(a) is due to the long wavelength of the transverse CEs by which the CEs can not distinguish the discreteness of the atoms. It also could be found in the figure that there exists a gap between the two branches. That means no transverse CEs can be stimulated in the gap.

It is very interesting to find a periodical structure in figure 3(b) for longitudinal CEs. In the figure, we still can find two branches go up from \( \omega = 0 \) THz, but end at \( \omega = 42 \times 2.1 \) THz. And then the two branches go down with a zigzag structure. The zigzag structure is periodical with the period roughly about 2.8 \( \text{Å}^{-1} \) since we can not accurately locate the peaks for such disorder system. We think the phase for one period is \( 2\pi \), and calculate the averaged lattice period in the real space corresponding to the periodicity in the reciprocal space. We find that the averaged lattice period is about 2.3 \( \text{Å} \), which is the location of the first peak in figure 1(b).

Such observation reveals that the local order of the structure in the amorphous solid plays its role as the lattice parameter and makes the amorphous solid behave like a crystalline solid for the longitudinal CEs. Thus, it is possible for us to define a quasi-Brillouin zone for the longitudinal CEs. The boundary of the first quasi-Brillouin zone is at \( \pm \pi/\AA \) with \( \AA \) the location of the first peak in RDF. Then, we can go further to define the reciprocal lattice vector by \( G = 2\pi/\AA \) for the longitudinal CEs, and map the longitudinal CEs to the phonons of crystalline solids for the study of physical properties. Such work is out of the scope of this paper. The amorphous silicon loses its periodicity and behaves different to the crystalline silicon. The difference of the phonon dispersion of the amorphous silicon and the crystalline silicon can be found in reference [25].

4.2. Local excitation

To reveal the structures of LEs, we need to show the relation of the frequency \( \omega \), the wave vector \( \kappa \), and the intensity \( |U| \). Note that \( \kappa \) of LEs is a complex number with the real part \( \kappa_r \) and the imaginary part \( \kappa_i \). That means we have four parameters at hand for the study. To clearly show the structure of the LEs, we use the color bar to show the intensity \( |U| \) and fix \( \kappa_i \) for each map. We show the results in figure 4. In figure 4(a), we show the structure of LE with \( \kappa_i = 0 \text{ Å}^{-1} \). Zero \( \kappa_i \) means the LE stimulated by a given atom can propagate without decaying. In the figure, the frequency for the LEs can reach as high as 170 \( \times \) 2.1 THz, which is much higher than the maximum frequency of CEs. Those LEs stimulated locally by the atoms are distributed randomly in the reciprocal space as shown in figure 4(a). The LEs interfere with each other in the amorphous solid to form CEs eventually as we have shown in figure 3. We also find a gap close to \( \kappa_i = 0 \) in figure 4(a), which originates the gap of the CEs in figure 3.

In the case of \( \kappa_i \neq 0 \), LEs will decay their intensities in propagating. The decaying length is approximated to be \( 1/\kappa_i \). Such as in figure 4(b), we have \( \kappa_i = 0.05 \text{ Å}^{-1} \) and the decaying length is about 20 Å. It could be found that the maximum frequency in figure 4(b) is 69 \( \times \) 2.1 THz that is much lower than the maximum frequency in figure 4(a). The LEs with frequencies higher than 69 \( \times \) 2.1 THz do not satisfy equation (8) when \( \kappa_i = 0.05 \text{ Å}^{-1} \). This is because the LEs with a higher frequency have a larger energy and can propagate further out of the decaying length of 20 Å under the condition of \( \kappa_i = 0.05 \text{ Å}^{-1} \). The LEs are still randomly distributed in the reciprocal space and the gap still can be found in figure 4(b).

When \( \kappa_i \) is increased to a larger value, the maximum frequency
for LEs decreases to a smaller value, as shown in figures 4(c) and (d).

5. Conclusions

We have studied the excitations of atomic vibrations in the reciprocal space for amorphous solids. The excitations can be classified into two categories, CE and LE. The CE is due to the collective vibrations of all the atoms in the amorphous solids while the LE is stimulated by a single atom locally. The wave vector for the CEs must be real while the wave vector for the LEs is complex. The imaginary part of the wave vector for the LEs decays the excitations.

The excitations are wave packets in amorphous solids, comprising a collection of plane waves with various wave vectors but one vibration frequency. The CE has two types, the transverse excitation and the longitudinal excitation. It is interesting to find that the longitudinal excitation has a periodical structure in the reciprocal space. The periodicity is originated from the local order of the structure in the real space. The LE can also be found by our theory in the reciprocal space. The wave vector of the LE is complex. The imaginary part of the wave vector is inverted to evaluate the decaying length of the LE. The results show that the LEs with higher frequencies have larger decaying lengths. For the excitations, a gap can be found in the reciprocal space where no excitation can occur.

In this study, we did not touch two problems. The first problem is how to use the excitations in our theory to classify the propagons, diffusions and locons. To define the density of state of the excitations is the key to the problem. The second problem is how to calculate the thermal conductivity of the amorphous solids by using the excitations. To solve this problem, we need to apply the Bose–Einstein statistics correctly for the excitations. To solve the two problems are our future works.
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Appendix A

We multiple the both sides of equation (2) by $\frac{1}{\sqrt{N}} e^{-i\vec{R}_0}$ and sum the both sides over the total atoms. Then we get a new equation reading

$$
\vec{Q}^\alpha_n = -\sum_l \frac{1}{\sqrt{N}} e^{-i\vec{R}_l} \sum_{\beta} \Phi^{\alpha\beta}_{l,p} \sum_m \delta_{m,p} u_{m,\beta}.
$$

(A1)

The left-hand side of equation (A1) is $Q^\alpha_n$ as we have defined in the text of this paper. On the right-hand side of equation (A1), we have introduced the Kronecker delta function $\delta_{m,p}$ to replace $u_{m,\beta}$ by $\sum_m \delta_{m,p} u_{m,\beta}$. The function $\delta_{m,p}$ can be expressed as

$$
\delta_{m,p} = \frac{1}{V^\alpha} \int e^{i\vec{Q}^\alpha (\vec{R}_m - \vec{R}_p)} d\vec{K}.
$$

(A2)

The integration is over the volume $V^\alpha$ in the reciprocal space.

We substitute equation (A2) into equation (A1) and rewrite equation (A1) as

$$
\vec{Q}^\alpha_n = -\sum_l \frac{1}{\sqrt{N}} e^{-i\vec{R}_l} \Phi^{\alpha\beta}_{l,p} \sum_{\beta} \Phi^{\alpha\beta}_{l,p} \sum_m \delta_{m,p} u_{m,\beta}.
$$

(A3)

We define $F^{\alpha\beta}_{l,p} = \sum_{\beta} \Phi^{\alpha\beta}_{l,p} \sum_m \Phi^{\alpha\beta}_{l,p} \delta_{m,p} u_{m,\beta}$ for the first bracket and replace the term in the second bracket by $Q^\alpha_n = \frac{1}{V^\alpha} \sum \sum e^{-i\vec{R}_m} u_{m,\beta}$ as we have defined. Then, we recover equation (3).

Appendix B

We multiple both sides of equation (2) by $\frac{1}{\sqrt{N}} e^{-i\vec{R}_0} \sum \sum$ and sum the both sides over all the atoms. Then, we have an equation, reading

$$
\vec{Q}^\alpha_n = -\sum_l \frac{1}{\sqrt{N}} e^{-i\vec{R}_l} \sum_{\beta} \Phi^{\alpha\beta}_{l,p} \sum_m \delta_{m,p} u_{m,\beta}.
$$

(B1)

Here, we have introduced the Kronecker delta function

$$
\delta_{m,p} = \frac{1}{L_{\alpha} L_{\beta}} \int e^{-i\vec{Q} (\vec{R}_m - \vec{R}_p)} d\vec{K}.
$$

(B2)

Here, $\kappa'$ is the real part of $\kappa'$ while $\kappa'$ is the imaginary part of $\kappa'$. We use $d\kappa'$ to replace $d\kappa'$ for short notation. $L_{\alpha}$ is the length for $\kappa'$ in the reciprocal space while $L_{\beta}$ is for $\kappa'$. In equation (B2), $\frac{1}{L_{\alpha} L_{\beta}} \int e^{-i\vec{Q} (\vec{R}_m - \vec{R}_p)} d\kappa_0$ leads to the Kronecker function $\delta_{m,p}$. In the disorder solid, there is almost zero probability for more than 1 atoms have the same distance to $\vec{R}_0$. Therefore, $\delta_{m,p}$ is a good result for the integration of $\kappa'$. Based on $\delta_{m,p}$, the integration of $\frac{1}{L_{\alpha} L_{\beta}} \int e^{-i\vec{Q} (\vec{R}_m - \vec{R}_p)} d\kappa_0$ gets unit.

We substitute equation (B2) into equation (B1) and we have

$$
\vec{Q}^\alpha_n = -\sum_l \frac{1}{\sqrt{N}} e^{-i\vec{R}_l} \sum_{\beta} \Phi^{\alpha\beta}_{l,p} \sum_{m} \delta_{m,p} u_{m,\beta}.
$$

(B3)
We define $F_{\alpha',\beta}'$ for the first bracket and use the notation of $Q$ for the second bracket on the second line of equation (B3). Then we recover equation (6).
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