HIGHER LIE THEORY
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ABSTRACT. We present a novel approach to the problem of integrating homotopy Lie algebras by representing the Maurer–Cartan space functor with a universal cosimplicial object. This recovers Getzler’s original functor but allows us to prove the existence of additional, previously unknown, structures and properties. Namely, we introduce a well-behaved left adjoint functor, we establish functoriality with respect to infinity-morphisms, and we construct a coherent hierarchy of higher Baker–Campbell–Hausdorff formulas. Thanks to these tools, we are able to establish the most important results of higher Lie theory. We use the recent developments of the operadic calculus, which leads us to explicit tree-wise formulas at all stage. We conclude by applying this theory to rational homotopy theory: the left adjoint functor is shown to provide us with homotopy Lie algebra models for topological spaces which faithfully capture their rational homotopy type.
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Higher Lie theory. At the center of classical Lie theory lies Lie’s third theorem, which tells us how to integrate a finite dimensional real Lie algebra in order to obtain a simply connected real Lie group, providing an equivalence between the respective categories. The Baker–Campbell–Hausdorff (BCH) formula plays a fundamental role, inducing the group structure. In this paper, we study higher Lie theory, i.e. the extension of this theory to the derived world of differential graded Lie algebras and — further still — to homotopy Lie algebras.

Replacing classical Lie algebras by their derived versions is mandatory in deformation theory, whose fundamental theorem, due to Pridham [Pri10] and Lurie [Lur11], shows that every deformation problem is controlled by a differential graded Lie algebra in characteristic zero, formalizing a heuristic principle that dates back to Deligne, see [Toe17]. In this domain, given an underlying “space” together with a type of structure, one would like to classify all the possible structures present on that space up to some equivalence relations. For example, one can study the classification of associative algebras structures on a chain complex up to isomorphisms [Ger64], the classification of complex structures on Riemannian manifolds up to diffeomorphisms [KS58], or the classification of Poisson structures on manifolds up to diffeomorphisms [Kon03]. In each of these cases, there is a differential graded Lie algebra whose Maurer–Cartan elements are in one-to-one correspondence with structures and whose action of the gauge group, obtained via the BCH formula, models the equivalence relation of interest.

This deformation theoretical information is contained in the Deligne groupoid, whose points are the Maurer–Cartan elements of the differential graded Lie algebra and whose morphisms are the gauge equivalences. However, in the world of homotopy we are interested in comparing these equivalences, and then the equivalences between equivalences, and so on. This raises the question of finding a Deligne “∞-groupoid” which would faithfully encode this higher data. The picture that comes to mind is that of a topological space with points related by paths subject to homotopies and then homotopies of homotopies, etc. Indeed, according to Grothendieck’s homotopy hypothesis, this is exactly the type of object that one should be looking for in order to get a suitable notion of an ∞-groupoid.

The study of the rational homotopy theory of spaces is yet another domain where differential graded Lie algebras play a key role: as shown by Quillen [Qui69] with homotopical methods, they faithfully model the rational homotopy type. Using geometrical methods, Sullivan [Sul77] settled a Koszul dual version of rational homotopy theory with quasi-free differential graded
commutative algebras as models. Although the notion was not yet defined at the time, such a Sullivan model is equivalent to the structure of a homotopy Lie algebra on the dual of its generators. This latter notion, which generalizes that of a differential graded Lie algebra by relaxing relations up to homotopy, has come to play a ubiquitous role in recent years.

In the world of homotopy theory, where one considers objects up to quasi-isomorphisms, the notions of a differential graded Lie algebra and of a homotopy Lie algebra are equivalent. For instance, the Lurie–Pridham theorem can equally be stated using homotopy Lie algebras as it is formulated in terms of an equivalence of $\infty$-categories. But in the algebraic world, where one works up to isomorphisms, this does not hold true and the notion of a homotopy Lie algebra is mandatory to encode some deformation problems in the way explained above. For instance, this is the case for the deformation theory of algebra structures over non-Koszul operads or of morphisms between algebras [MV09a, MV09b]. Homotopy Lie algebras also give rise to a natural notion of “morphisms up to homotopy”— commonly called $\infty$-morphisms— that also play a very important role in deformation theory, see the deformation quantization of Poisson manifolds by Kontsevich [Kon03]. If one wants to do deformation theory using homotopy Lie algebras, the main issue is to coin the right generalization of the gauge group: what is the nature of the object that integrates homotopy Lie algebras?

Present results. This article lies at the cornerstone of Lie theory, deformation theory, and rational homotopy theory. The entry door is the aforementioned quest for a deformation $\infty$-groupoid naturally associated to homotopy Lie algebras. A first answer to this question was given by Hinich [Hin97a] with the construction

$$MC_\bullet(g) := MC\left(g \otimes \Omega_\bullet\right),$$

where $\Omega_\bullet$ stands for the simplicial commutative algebra of polynomial differential forms on the geometrical simplices of [Sul77]. This object is a very good candidate: it forms a Kan complex, i.e. the simplicial incarnation of an $\infty$-groupoid, and its set of 0-simplices corresponds to the set of Maurer–Cartan element of $g$. However, the set of 1-simplices is too big to correspond to the gauge equivalences in the differential graded Lie case, although it encodes an equivalent equivalence relation.

In his pioneering work, Getzler [Get09] completely solved this problem by introducing a homotopically equivalent Kan sub-complex $\gamma_\bullet(g) \subset MC_\bullet(g)$ constructed as follows. He considered the simplicial contraction

$$h_\bullet \subset \Omega_\bullet \xrightarrow{\nu_\bullet} C_\bullet,$$

introduced by Dupont in his simplicial version of the de Rham theorem [Dup76], where $C_n$ is the normalized chain complex of the geometric $n$-simplex, and defined

$$\gamma_\bullet(g) := MC_\bullet(g) \cap \ker h_\bullet.$$

Restricting to the kernel of $h_\bullet$ can be interpreted as the physicist’s notion of a “gauge condition”. Applied to a differential graded Lie algebra $g$, the Kan complex $\gamma_\bullet(g)$ is nothing but the nerve of its gauge group, that is the one associated to the BCH formula, see [Ban14].

Since its introduction, Getzler’s $\infty$-groupoid was rarely studied or used directly, contrarily to Hinich’s version, see e.g. [Hen08, Ber15, DR15, Ban17]. The reason for this lies in the complicated form of its intrinsic definition and the hard combinatorics generated by Dupont’s contraction. This is unfortunate since, in the authors’ opinion, this object should be central in both deformation theory and rational homotopy theory. Driven by this, the starting goal of this article is to present an alternative definition of Getzler’s $\infty$-groupoid with which it is easier to work and for which we can give explicit formulas.
In order to do that, we start by using the operadic calculus [LV12] in the form of the homotopy transfer theorem for a new type of homotopy commutative algebras applied to the Dupont contraction. This produces a cosimplicial (complete shifted) homotopy Lie algebra

$$mc^\bullet := \delta \mathbb{L}_\infty (C^\bullet)$$

which is freely generated by the normalized chain complex of the geometric simplices. Then an idea going back to Kan [Kan58] tells us how to use it to obtain a couple of adjoint functors

$$\mathcal{L} : s\text{Set} \xrightarrow{\perp} \delta \mathbb{L}_\infty \text{-alg} : R.$$ 

Our first result says that the right adjoint functor, called the integration functor, corepresented by $mc^\bullet$,

$$R(g) := \text{Hom}_{\mathbb{L}_\infty \text{-alg}}(mc^\bullet, g)$$

recovers Getzler’s construction.

**Theorem 2.17.** Getzler’s functor is naturally isomorphic to the integration functor:

$$R(g) \cong \gamma^\bullet (g).$$

This new description has many advantages. For example, Hinich’s space $MC_\bullet (g)$ is functorial with respect to $\infty$-morphisms, while Getzler’s space was known to be functorial with respect to strict morphisms only. With the present new construction, we are able to prove functoriality of $R$ with respect of a refined version of $\infty$-morphisms, which we dub $\infty_\pi$-morphisms. Moreover, this approach automatically gives us a left adjoint functor $\mathcal{L}$ which provides us with explicit homotopy Lie algebra models for spaces. We dedicate the second part of the article to the study of this functor.

Recall that the Kan property for a simplicial set is defined by the existence of horn fillers. In the case of Getzler’s functor, the set of horn fillers admits the following elegant description.

**Theorem 5.2 ([Get09]).** Given a horn $\Lambda^n_k \to R(g)$, the set of horn fillers is canonically and naturally in bijection with the set of elements of degree $n$ of the (complete shifted) $\mathbb{L}_\infty$-algebra $g$:

$$\begin{cases}
\Lambda^n_k \to R(g) \\
\Delta^n \to g_n
\end{cases} \cong g_n.$$

The Kan property is immediate, since $0 \in g_n$, so that a filler always exists. But this statement tells us more: $0$ provides us with a canonical way of filling horns, so that we actually get a canonical algebraic $\infty$-groupoid. This latter notion [Nik11] is defined by a structure (the canonical horn fillers) and not by a property (existence); as such, it behaves much better than generic Kan complexes with respect to algebraic properties. This represents a change of paradigm which makes Getzler’s construction leave homotopy theory and enter the world of algebra.

Although the aforementioned result is not new, we give it a new and constructive proof using the left adjoint functor $\mathcal{L}$, leading to explicit formulas for the horn fillers. Using this, we give another proof, after [Ban14], that the classical BCH formula is obtained by filling a 2-simplex.
This requires us to give a new universal characterization of the BCH formula which is of independent interest (Proposition 5.14) and provides us with a new expression for it as a sum of labeled trees. The real new interest lies in the fillers for the higher dimensional horns: they allow us to introduce a whole hierarchy of higher Baker–Campbell–Hausdorff products for homotopy Lie algebras. Such a notion was just sketched at the very end of [Get09]; we give it here the central position it deserves and describe these products with closed formulas.

These higher BCH products provide us with a powerful new tool to study the homotopy theory of Maurer–Cartan spaces. We study their properties and apply them to get a short new proof of Berglund’s Hurewicz type theorem, which we show to be functorial with respect to \( \infty \pi \)-morphisms.

**Theorem 6.1** ([Ber15]). For each \( n \geq 1 \), there is a group isomorphism

\[
B_n : H_n(g) \xrightarrow{\cong} \pi_n(R(g), \alpha)
\]

which is natural with respect to \( \infty \pi \)-morphisms. The group structure on the right-hand side is given by the Baker–Campbell–Hausdorff formula, for \( n = 1 \), and by the sum, for \( n \geq 2 \).

This result shows how amenable is the deformation \( \infty \pi \)-groupoid: its weak homotopy type can be computed via the homology groups of the original homotopy Lie algebra.

We establish another structural result in this domain: the homotopy invariance property of Maurer–Cartan spaces. This is the end point of a long series of generalizations starting from Goldman–Millson [GM88], although the result therein is attributed to Schlessinger–Stasheff [SS12] by the authors, and reaching a modern formulation with Dolgushev–Rogers [DR15] on the level of Hinich’s functor.

**Theorem 6.5.** Any filtered \( \infty \pi \)-quasi-isomorphism \( f : g \rightarrow h \) of (complete shifted) \( L_\infty \)-algebras induces a weak equivalence of simplicial sets \( R(f) : R(g) \rightarrow R(h) \).

Finally, the higher Lie theory developed in this article admits a salient application in rational homotopy theory: the adjoint functors \( \mathcal{L} \) and \( R \) directly relate homotopy Lie algebras and simplicial sets, i.e. spaces, faithfully preserving their rational homotopy type. Since the homotopy Lie algebra functor \( \mathcal{L} \) creates an “artificial” new point, corresponding to the canonical Maurer–Cartan element \( 0 \), we get rid of it by working with pointed spaces and “reduced” versions

\[
\tilde{\mathcal{L}} : \text{sSet}_* \xrightarrow{\perp} \text{sL}_\infty\text{-alg} \xrightarrow{\tilde{R}} \tilde{\text{R}}
\]

of the original pair of functors.

**Theorem 7.19.** For \( X_* \) a pointed connected finite simplicial set, the unit

\[
X_* \rightarrow \tilde{\text{R}}\tilde{\mathcal{L}}(X_*)
\]

of the \( \mathcal{L} \dashv \tilde{\text{R}} \)-adjunction is homotopically equivalent to the \( \mathbb{Q} \)-completion of Bousfield–Kan. In particular, it a rationalization when \( X_* \) is nilpotent.

This simplifies the Lie side of rational homotopy theory: recall that Quillen’s original construction, associating a Lie algebra to a space, is done via the composite of many consecutive adjunctions. A similar approach — which was a source of inspiration for the present work — was developed by Buijs–Félix–Tanré–Murillo [BFMT18], but with a construction working only for differential graded Lie algebras. The present proof of the aforementioned result relies on Sullivan’s side of rational homotopy theory, after Bousfield–Gugenheim [BG76] and linear dualization, so it still carries with it a finiteness assumption. However, the way the present theory is established makes us believe that it should hold in a wider context.
“Discourse on the method”. A few words are in order about the methods and the range of applications. First, one might think that working with homotopy Lie algebras is much more difficult than working with differential graded Lie algebras due to their more complex definition. This is not the case: working with homotopy Lie algebras is easier and produces much cleaner formulas. Conceptually, this comes from the fact that this higher notion is encoded by a (quasi)-free operad whereas its classical counterpart is governed by an intricate operadic quotient. In other words, the free Lie algebra over a chain complex is a rather involved object, due to the Jacobi relation, whereas the free homotopy Lie algebra is a simple construction, with a canonical basis given by rooted trees. This is the key property to obtain explicit formulas for our constructions.

Second, for the first time in higher Lie theory, we systematically apply the operadic calculus, including its most recent developments such as [RN18a, Wie19, RNW19b]. In order to achieve some of the present results, we need to improve the operadic calculus even further, see e.g. Proposition 1.38 which establishes the compatibility of the homotopy transfer theorem with tensor products, providing results of independent interest. The main surprise for the authors was to realize that the suitable homotopy commutative structure one should consider on the normalized cochain level (Dupont forms) is the one governed by the “unusual” bar-cobar construction $\Omega B\Com$ of the operad encoding commutative algebras instead of the more “economical” Koszul model $\Omega\Com^1$.

Last but not least, we provide closed explicit formulas for all the notions and results present in this paper. Since these are coming from a joint application of the operadic calculus, fixed-point equations or formal differential equations, cf. Appendix A, these formulas are all given in terms of trees (rooted, planar, partitioned, etc.). This brings us close to the original work of Cayley [Cay57], numerical analysis (B-series) [But16, HLW10], and to the more recent work in renormalization theory of Bruned–Hairer–Zambotti [BHZ19], associated to pre-Lie algebra structures. This is not a surprise since the totalization of an operad produces a pre-Lie algebra. For example, we fully describe in Proposition 4.6 the universal (complete shifted) homotopy Lie algebra $mc^1$, which represents gauges between Maurer–Cartan elements, and which is shown to recover the Lawrence–Sullivan differential graded Lie algebra model of the interval. We also completely characterize the notion of gauge equivalences for $\infty$-morphisms of homotopy Lie algebras in Proposition 4.9.

Structure of the paper. Our goal was to make this paper accessible to all researchers with basic knowledge of operad theory and homotopy theory. In this optic, Section 1 is dedicated to the recollection of the main concepts and structures underlying all of the other constructions in this work. Namely, we remind the reader what a complete shifted homotopy Lie algebra is, the basic notions of simplicial sets and algebraic $\infty$-groupoids, and a non-trivial amount of operadic calculus. The core of the article begins with Section 2, where we construct the universal homotopy Lie algebra representing Maurer–Cartan elements and we discuss the integration of homotopy Lie algebras to Maurer–Cartan spaces, including relations with the notions already existing in the literature. In Section 3, we introduce a refined notion of homotopy morphisms, called $\infty$-$\pi$-morphisms, with respect to which the Maurer–Cartan spaces are functorial. Section 4 deals with the notion of gauges between Maurer–Cartan elements: we describe the universal complete shifted homotopy algebra $mc^1$ as well as the notion of gauge equivalence between $\infty$-morphisms. Horn fillers as well as classical and higher Baker–Hausdorff products are the subject of Section 5. Section 6 treats the homotopical properties of Maurer–Cartan spaces: Berglund’s Hurewicz type theorem, homotopy invariance of the integration functor, and model category structures. In Section 7, we apply the theory developed in the previous sections to rational homotopy theory in order to recover the Bousfield–Kan $Q$-completion as the unit of our adjunction. Finally, Appendix A provides us with formulas for the solutions of formal fixed-point equations and formal differential equations.
**Conventions.** Throughout the article, we work over a field $\mathbb{K}$ of characteristic 0, except for Section 7, where we specialize to the field of rational numbers $\mathbb{K} = \mathbb{Q}$. We work with chain complexes under the homological degree convention, where the differentials have degree $-1$; cochain complexes are viewed as chain complexes with opposite degree convention. We denote the (degree wise, arity wise) linear duals by $V^\vee$. The symbol $s$ denotes a formal element of degree 1 and is used to suspend chain complexes under the convention $sV := V \otimes \mathbb{K}s$, that is $(sV)_n \cong V_{n-1}$. The symbol $s^{-1}$ denotes the (formal) dual of $s$ and receives degree $-1$. The symbol $s_n$ stands for the symmetric group on $m$ elements. We denote by $[n]$ the set of natural numbers up to $n$, i.e. $[n] := \{0, 1, \ldots, n\}$. When $n$ is clear from the context, we simply denote $\hat{n} := [n]\setminus\{k\}$.
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1. Recollections

Classical Lie theory consists of an equivalence between the categories of real Lie algebras and of simply connected real Lie groups. Its “up to homotopy” version, higher Lie theory, revolves around a pair of Quillen adjoint functors between the categories of complete shifted homotopy Lie algebras and algebraic $\infty$-groupoids. We start this section by recalling the definitions and main properties of these notions, after which we provide the reader with some recollections on the operadic calculus, which is the main toolbox in the present work. Additionally, this section contains two news statements in the theory of operads which are of general interest and might be fruitfully used elsewhere. Namely, these are an extension of the properties of the bar and cobar constructions for algebras and coalgebras in the complete setting and the compatibility of the homotopy transfer theorem with tensor products.

1.1. Complete shifted homotopy Lie algebras.

**Definition 1.1** (Complete chain complexes). A complete chain complex $(V, d, F)$ is a chain complex, i.e. a $\mathbb{Z}$-graded vector space equipped with a degree $-1$ differential $d$ that squares to zero, endowed with a degree-wise filtration

$$V_n = F_0 V_n \supseteq F_1 V_n \supseteq F_2 V_n \supseteq \cdots \supseteq F_k V_n \supseteq F_{k+1} V_n \supseteq \cdots$$

of sub-vector spaces that are preserved by the differential, i.e. $d(F_k V_n) \subseteq F_k V_{n+1}$, and such that the associated topology is complete, i.e. $V_n \cong \lim_{k \to \infty} V_n/F_k V_n$ through the canonical map.

A morphism of complete chain complexes is a chain map preserving the respective filtrations. The resulting category is denoted by $\text{Ch}$. Any chain complex $V$ can be viewed as a complete chain complex endowed with the discrete filtration $V = F_0 V \supseteq F_1 V = F_2 V = F_3 V = \cdots = 0$.

Equipped with the complete tensor product defined by $V \hat{\otimes} W := \widehat{V \otimes W}$, where $\hat{\cdot}$ denotes the completion functor, the category $\text{Ch}$ becomes a bicomplete closed symmetric monoidal category; see [DSV18, Section 1.2] for instance. The internal hom’s are denoted by $\text{hom}(V, W) := F_0 \text{Hom}(V, W)$ and is made up of maps which respect the filtrations, its is equipped with the complete filtration given by

$$F_k \text{hom}(V, W) := \{f : V \to W \mid f(F_n V) \subset F_{n+k} W, \forall n \in \mathbb{N}\}.$$

**Definition 1.2** (Complete $\mathcal{L}_\infty$-algebra). A complete shifted $\mathcal{L}_\infty$-algebra structure (or a complete $\mathcal{L}_{\infty}$-algebra structure) on a complete chain complex $\mathfrak{g}$ is a collection $\ell_m \in \text{hom}(\mathfrak{g}^{\otimes m}, \mathfrak{g})$ of
symmetric maps of degree $-1$ for $m \geq 2$ which respect the filtration and which satisfy
\[
\partial (\ell_m) + \sum_{p+q=m} \sum_{\sigma \in \text{Sh}_{p,q}^{-1}} (\ell_{p+1} \circ_1 \ell_q)^\sigma = 0,
\]
for any $m \geq 2$, where $\text{Sh}_{p,q}^{-1}$ denotes the set of the inverses of $(p, q)$-shuffles and where $\partial (\ell_m) = d_0 \ell_m + \ell_m d_0 \circ_m$. Here, the notation $g^\otimes m$ stands for the space of coinvariants $(g^\otimes m)_{S_m}$.

In the rest of the article, we will sometimes use the convention $\ell_1 := d_0$ to simplify some formulas. By a slight abuse of notation, we will usually use the same letter $g$ for the underlying chain complex and the full data of complete $s\mathcal{L}_\infty$-algebras.

In the present paper, unless otherwise specified, we restrict ourselves to the case $F_0 g = F_1 g$ for complete $s\mathcal{L}_\infty$-algebras. This induces no loss of generality: if one is confronted with a complete $s\mathcal{L}_\infty$-algebra with $F_0 g \supset F_1 g$ then it is always possible to restrict to $F_1 g$, which forms a complete $s\mathcal{L}_\infty$-algebra by itself.

These algebras are actually algebras over an operad, denoted by $s\mathcal{L}_\infty$, in the symmetric monoidal category of complete chain complexes, see Section 1.3. As such, they are equipped with strict morphisms, which are maps of degree 0 commuting strictly with the structure operations. The resulting category is denoted by $s\mathcal{L}_\infty\text{-alg}$. This operadic interpretation allows us to apply to complete $s\mathcal{L}_\infty$-algebras all the classical operadic constructions and results of [LV12], such as the following.

**Proposition 1.3.** The category of complete $s\mathcal{L}_\infty$-algebras is locally small, complete, and cocomplete.

**Proof.** All the arguments of [DSV18, Lemma 4] hold true for complete chain complexes whose filtration satisfies $F_0 = F_1$. Therefore, the category of complete chain complexes is locally small, complete, and cocomplete, and so is the category of complete $s\mathcal{L}_\infty$-algebras as a category of algebras over an operad, by [DSV18, Theorem 1].

**Remark 1.4.** Under the desuspension isomorphism of the underlying chain complexes: $g \mapsto s^{-1} g$, the category of complete $s\mathcal{L}_\infty$-algebras is isomorphic to the “classical” category of complete $\mathcal{L}_\infty$-algebras. In many instances, $s\mathcal{L}_\infty$-algebras appear more naturally than their unsifted analogues and they have the great advantage of having a much simpler sign convention.

For $m \geq 2$, we denote by $\text{RT}_m$ the set of rooted trees with $m$ indexed leaves. These are graph theoretical trees with $m + 1$ leaves, of which one is marked (the root of the tree) and the others are numbered by unique labels from 1 to $m$. Each vertex of the tree is required to have at least two incoming edges and a unique outgoing edge. Homeomorphic trees that give the identity on the labels are identified. We do not require that these trees can be embedded into 2-dimensional space in such a way that the leaves are in the order defined by their labels; as such, we can view these trees as objects living in 3-dimensional space. The rooted tree with a single vertex and $m$ leaves is called the $m$-corolla. In general, the number of leaves of the tree is called the arity of the tree. The set $\text{RT}_1 := \{\{\}\}$ consists only of the trivial rooted tree. We denote the number of vertices of a rooted tree $\tau \in \text{RT}$ by $|\tau|$. We denote by $\text{RT}$ the set of reduced rooted trees, that is all rooted trees with the exception of the trivial one.

**Proposition 1.5.** Let $V$ be a chain complex with basis $\{v_i\}_{i \in I}$. The free complete $s\mathcal{L}_\infty$-algebra generated by $V$ is isomorphic to
\[
s\mathcal{L}_\infty(V) \simeq \prod_{m \geq 1} \mathbb{K}\text{RT}_m \otimes_{S_m} V^\otimes m,
\]
which is made up of series, indexed by \( m \geq 1 \), of linear combinations of rooted trees \( \tau \), of degree \(-|\tau|\), with \( n \) leaves labeled by elements \( v_i \), such as

\[
\tau(v_{i1}, v_{i2}, v_{i3}, v_{i4}, v_{i5}, v_{i6}) = \quad \text{for } \tau =
\]

and where the complete filtration is given by

\[
F_k \hat{sL}_\infty(V) := \prod_{m \geq k} \text{KRT}_m \otimes S_m V^\otimes m.
\]

The differential is the sum of the internal differential on \( V \) and the operation on trees that sums over every vertex of a tree and splits its corollas into two in all possible ways. The structure operations \( \ell_m \) amount to grafting the \( m \) rooted trees given as arguments by their root to the \( m \) leaves of a single \( m \)-corolla.

**Proof.** This result can be proved by hand, but we will not do so; a proof using operadic calculus is given in Example 1.26. \( \square \)

**Definition 1.6** (Maurer–Cartan elements). A Maurer–Cartan element of an \( \hat{sL}_\infty \)-algebra \( g \) is a degree 0 element \( \alpha \in g_0 \) satisfying the Maurer–Cartan equation:

\[
d(\alpha) + \sum_{m \geq 2} \frac{1}{m!} \ell_m(\alpha, \ldots, \alpha) = 0.
\]

We denote the set of all Maurer–Cartan elements of \( g \) by \( \text{MC}(g) \).

**Proposition 1.7** (Twisting procedure). Given a Maurer–Cartan element \( \alpha \) of a complete \( \hat{sL}_\infty \)-algebra \( g \), the differential and operations

\[
d^\alpha := \sum_{k \geq 0} \frac{1}{k!} \ell_{k+1}(\alpha^k, -) \quad \text{and} \quad \ell_m^\alpha := \sum_{k \geq 0} \frac{1}{k!} \ell_{k+m}(\alpha^k, \ldots, -, -)
\]

for \( m \geq 2 \) define a complete \( \hat{sL}_\infty \)-algebra structure with the same filtration. This new structure is called the complete \( \hat{sL}_\infty \)-algebra \( g \) twisted by the Maurer–Cartan element \( \alpha \) and it is denoted by \( g^\alpha \).

**Proof.** This well-known result can be shown by a straightforward computation. We refer the interested reader to [DSV18, Chapter 3, Proposition 5.1] for a more conceptual proof by means of a gauge group action. \( \square \)

These considerations show that the tangent space of the Maurer–Cartan “set” at a point \( \alpha \) is given by the kernel of the twisted differential:

\[
T_\alpha \text{MC}(g) = \ker d^\alpha.
\]

This legitimates the following definition.

**Definition 1.8** (Gauge equivalence). Given a Maurer–Cartan element \( \alpha, \beta \in \text{MC}(g) \) and a degree 1 element \( \lambda \in g_1 \) in a complete \( \hat{sL}_\infty \)-algebra, we define the differential equation

\[
\frac{d}{dt} \gamma(t) = d^\alpha(\lambda(t))
\]

with initial condition \( \gamma(0) = \alpha \). We define the gauge action of \( \lambda \) on \( \alpha \) by

\[
\lambda \cdot \alpha := \gamma(1).
\]

We say that two Maurer–Cartan elements \( \alpha, \beta \in \text{MC}(g) \) are gauge equivalent if there exists \( \lambda \in g_1 \) such that \( \lambda \cdot \alpha = \beta \). The element \( \lambda \) is called a gauge from \( \alpha \) to \( \beta \) in this case.
Since we are in the complete setting, the differential equation underlying the notion of gauges always admits a solution. Since the twisted differential squares to zero, we have
\[ d^x(\lambda) \in T_xMC(g) \]
for any \( x \in \text{MC}(g) \) and \( t \in \mathbb{K} \), and it follows that \( \gamma(t) \in \text{MC}(g) \) if the path starts in the Maurer–Cartan set. It is well known that the gauge equivalence relation is an equivalence relation; this is a consequence of Proposition 4.1 and Theorem 5.2. We denote it by \( \sim \) and we write
\[ \mathcal{MC}(g) := \text{MC}(g) / \sim \]
for the moduli space of Maurer–Cartan elements up to gauge equivalence.

The differential equation of Definition 1.8 can be solved explicitly using the methods of Appendix A.2 as follows. The set PT of planar rooted trees consists of graph theoretical trees with one marked leaf (the root of the tree) together with a specified embedding into 2-dimensional space. This embedding induces a unique labeling of the leaves by going around the tree in clockwise direction starting from the root. The trivial tree \( | \) is included in PT. The number of vertices of a planar rooted tree is denoted by \(|\tau|\). All vertices of a planar rooted tree have exactly one outgoing edge, but we allow for vertices with zero or one incoming edges.

The decomposition of a planar rooted tree \( \tau = c_m \circ (\tau_1, \ldots, \tau_m) \) as the grafting of \( m \) planar rooted trees \( \tau_1, \ldots, \tau_m \) along the leaves of the root corolla \( c_m \) allows us to recursively define the coefficients \( C(\tau) \in \mathbb{N} \) by
\[ C(\{\}) := 1, \quad C(c_m) := m!, \quad C(\tau) := m! |\tau| \prod_{i=1}^{m} C(\tau_i), \]
and the elements \( \tau^\lambda(\alpha) \in g_0 \) by
\[ \ell^\lambda(\alpha) := \alpha, \quad c_m^\lambda(\alpha) := \ell_{m+1}(\alpha, \ldots, \alpha, \lambda), \quad \tau^\lambda(\alpha) := \ell_{m+1}(\tau_1^\lambda(\alpha), \ldots, \tau_m^\lambda(\alpha), \lambda). \]

**Example 1.9.** For the planar rooted tree
\[ \tau := \]
the coefficient \( C(\tau) \) is equal to 96 and the element \( \tau^\lambda(\alpha) \) is equal to
\[ \tau^\lambda(\alpha) = \ell_3(\ell_4(\alpha, d(\lambda), \alpha, \lambda), \ell_2(\alpha, \lambda), \lambda), \]
which corresponds graphically to
\[ \tau^\lambda(\alpha) = \]
The resulting formula is similar (and gives the same output) to the one of [Get09, Proposition 5.9].

**Proposition 1.10.** Let \( g \) be a complete \( {\mathcal{E}}_\infty \)-algebra, let \( \alpha \in MC(g) \), and let \( \lambda \in g_1 \). Then

\[
\lambda \cdot \alpha = \sum_{\tau \in PT} t^{\lambda}(\alpha).
\]

**Proof.** This is an application of Proposition A.11 to the family of functions

\[
f^0_m(x_1, \ldots, x_m) := \frac{1}{m!} \ell_{m+1}(x_1, \ldots, x_m, \lambda), \quad \text{for} \quad m \geq 0,
\]

and \( f^k_m = 0 \), for \( k \geq 1 \). Notice that even if the finiteness assumption of Proposition A.11 is not satisfied here, the completeness property of the underlying chain complex ensures that the resulting formula makes sense. \( \square \)

1.2. **Algebraic \( \infty \)-groupoids.**

**Definition 1.11** (Simplex category). The *simplex category*, denoted by \( \Delta \), is the category whose objects are the totally ordered sets \( [n] := \{0 < \cdots < n\} \), for \( n \in \mathbb{N} \), and whose morphisms are the (non-strictly) order-preserving maps.

**Definition 1.12** (Simplicial sets). The category of *simplicial sets*, denoted by \( sSet \), is the category of presheaves \( sSet := \text{Fun}(\Delta^{op}, \text{Set}) \) on the simplex category.

Presheaves on the opposite category are called *cosimplicial sets*. To avoid confusion, we denote simplicial sets by \( X_\bullet \) and cosimplicial sets by \( X^\bullet \), respectively. We use the classical convention \( X_n := X([n]) \) for the *set of n-simplices*. A simplicial set is equivalent to a collection of sets \( \{X_n\}_n \geq 0 \) together with *face* and *degeneracy maps* \( d_{n,i} : X_n \to X_{n-1} \) and \( s_{n,i} : X_n \to X_{n+1} \) for \( 0 \leq i \leq n \) satisfying certain relations called the *simplicial identities*, see e.g. [GJ09, Section I.1].

**Example 1.13.** For \( n \in \mathbb{N} \), the *standard n-simplex* is the simplicial set \( \Delta^n := \text{Hom}_\Delta(-, [n]) \) represented by \([n]\). This combinatorial object encodes the cellular decomposition of the *geometric n-simplex*, which is the convex hull of the unit vectors in \( \mathbb{R}^{n+1} \):

\[
[\Delta^n] := \{(t_0, \ldots, t_n) \in [0, 1]^{n+1} | t_0 + \cdots + t_n = 1\}.
\]

Taken all together, the geometric simplices form a cosimplicial topological space \( |\Delta^\bullet| \).

**Definition 1.14.** The *kth horn* \( \Lambda^n_k \) of dimension \( n \), for \( n \geq 2 \) and \( 0 \leq k \leq n \), is the union of all of the faces of \( \Delta^n \) except for the \( k \)th one.

In other words, the horn \( \Lambda^n_k \) is obtained from the standard \( n \)-simplex by removing the top dimensional face and the facet opposite to the \( k \)th vertex. We call an *n-horn* in a simplicial set \( X_\bullet \) a morphism of simplicial sets \( \Lambda^n_k \to X_\bullet \) and a *horn filler* a morphism of simplicial sets \( \Delta^n \to X_\bullet \) which lifts the given horn:

\[
\Lambda^n_k \longrightarrow X_\bullet
\]

\[
\downarrow\quad \downarrow\quad \downarrow
\]

\[
\Delta^n \quad \Lambda^n_k
\]

**Definition 1.15** (Kan complex). A *Kan complex* is simplicial set \( X_\bullet \) in which any horn \( \Lambda^n_k \to X_\bullet \), for \( n \geq 2 \) and \( 0 \leq k \leq n \), admits a filler.

A classical and very important example of Kan complexes is the following.

**Proposition 1.16.** The simplicial set \( \text{Hom}_{\text{Top}}(|\Delta^\bullet|, X) \) of singular chains associated to any topological space \( X \) is a Kan complex.

**Proof.** We refer to [GJ09, Lemma 3.3] for a proof of this classical result. \( \square \)
Moreover, the singular chains functor is faithful (but not full) and Kan complexes are known to share the same homotopy theory than compactly generated Hausdorff spaces, notably after the works of D. Quillen [Qui67]. For this reason, one often refers to Kan complexes simply as spaces.

In the context of $\infty$-categories, see e.g. [Lur09], Kan complexes play the role of the higher analogue of categories where every morphism is invertible, i.e. groupoids. Thus, one also refers to Kan complexes as $\infty$-groupoids.

The notion of a Kan complex is defined by a property: one make it into a structure, which is actually an algebra over a monad, by the following definition due to T. Nickolaus [Nik11], called algebraic Kan complex in loc. cit.

**Definition 1.17** (Algebraic $\infty$-groupoid). An algebraic $\infty$-groupoid is a simplicial set $X_\bullet$ with a given filler for each $\Lambda^k_n \to X_\bullet$, for $n \geq 2$ and $0 \leq k \leq n$.

**Proposition 1.18.** The nerve

$$NG_n := \left\{ c_0 \xrightarrow{f_1} c_1 \xrightarrow{f_2} \cdots \xrightarrow{f_n} c_n \right\}$$

of a groupoid $G$, where the face and degeneracy maps are given respectively by

$$d_i(f_1, \ldots, f_n) := \begin{cases} (f_2, \ldots, f_n) & \text{for } i = 0, \\ (f_1, \ldots, f_{i+1}f_{i+1}, \ldots, f_n) & \text{for } 1 \leq i \leq n-1, \\ (f_1, \ldots, f_{n-1}) & \text{for } i = n, \end{cases}$$

$$s_i(f_1, \ldots, f_n) := (f_1, \ldots, f_i, id, f_{i+1}, \ldots, f_n)$$

is an algebraic $\infty$-groupoid.

**Proof.** In this case, there is no choice: every horn admits exactly one filler. \qed

We refer the reader to [GJ09] for more details on simplicial sets and their homotopy theory.

1.3. Operadic calculus.

**Definition 1.19** (S-modules). An $S$-module $P$ is a collection $\{ P(m) \}_{m \geq 0}$ of right $S_m$-modules. If $p \in P(m)$, we say that $p$ has arity $m$.

The following assignment defines a functor, called the Schur functor, from the category of $S$-modules to the category of endofunctors of vector spaces:

$$P(V) := \bigoplus_{m \geq 0} P(m) \otimes_{S_m} V^\otimes m.$$ 

The category of $S$-modules admits a monoidal product $\circ$ which reflects the composition of Schur functors, that is $(P \circ G)(V) \cong P(G(V))$, see [LV12, Corollary 5.1.4] for a detailed formula. The unit for this monoidal product is the $S$-module $I$ concentrated in arity 1, where $I(1) = \mathbb{K}id$. The category of vector spaces can be viewed as the sub-category of $S$-modules concentrated in arity 0; under this interpretation, we get $P \circ V = P(V)$.

**Definition 1.20** (Operads and cooperads). In the monoidal category of $S$-modules with $\circ$, a monoid is called an operad and a comonoid is called a cooperad.

**Example 1.21.** Given any chain complex $V$, the $S$-module $\text{End}_V := \{ \text{Hom}(V^\otimes m, V) \}_{m \geq 0}$ given by all of the multilinear operations on $V$ carries an operad structure given by the usual composite of functions. This operad is called the endomorphism operad of $V$. In the filtered case, the endomorphism operad made up of the internal hom’s is denoted by $\text{End}_V := \{ \text{hom}(V^\otimes m, V) \}_{m \geq 0}$.

The data of an operad is thus equivalent to a monad structure on the associated Schur functor, and dually for a cooperad.
Definition 1.22 (Algebras over an operad and coalgebras over a cooperad). An algebra over an operad is an algebra over the associated Schur monad. A coalgebra over a cooperad is a coalgebra over the associated Schur comonad.

An immediate consequence of this definition is the fact that the free algebra on a chain complex is obtained simply by applying the Schur functor to it. Dually, the cofree coalgebra is also obtained by an application of the Schur functor.

An equivalent definition of a $\mathcal{P}$-algebra structure on a chain complex $A$ is a morphism of operads $\mathcal{P} \to \text{End}_A$.

**Example 1.23.** We consider the $\mathbb{S}$-module $\text{Com}$ given in arity $m \geq 1$ by the trivial representation of the symmetric group $\mathbb{S}_m$, that is $\text{Com}(m) := \mathbb{K}_{\mu_m}$ where the generating element $\mu_m$ is viewed as a corolla with $m$ symmetric leaves. We endow it with the operad structure defined by $(\mu_k; \mu_{i_1}, \ldots, \mu_{i_k}) \mapsto \mu_{i_1 + \ldots + i_k}$. The associated Schur monad is the monad of polynomials without constant term $\text{Com}(V) = \bigoplus_{m \geq 1} (V \otimes \mathbb{K}_{\mu_m} V \otimes m)_{S_m}$.

Thus, the category of $\text{Com}$-algebras is the category of commutative algebras (without unit). The arity-wise linear dual $\text{Com}^\vee$ forms a cooperad whose category of coalgebras is the category of cocommutative coalgebras (without counit).

The above definitions extend mutatis mutandis to the underlying category of complete chain complexes, see [DSV18, Chapter 1, Section 2]. For instance, given a differential graded operad $\mathcal{P}$, the free complete $\mathcal{P}$-algebra on a chain complex $V$ is given by

$$\hat{\mathcal{P}}(V) := \mathcal{P} \otimes V = \prod_{m \geq 0} \mathcal{P}(m) \otimes_{\mathbb{S}_m} V \otimes m.$$ 

In the present article, we will only consider differential graded (co)operads but viewed as discrete complete and whose underlying $\mathbb{S}$-module satisfies $\mathcal{M}(0) = 0$ and $\mathcal{M}(1) = \mathbb{K}_{\text{Id}}$. For instance, they will all be canonically (co)augmented.

Given a cooperad $\mathcal{C}$ and an operad $\mathcal{P}$, the mapping $\mathbb{S}$-module $\{\text{Hom}(\mathcal{C}(m), \mathcal{P}(m))\}_{m \geq 0}$ is naturally endowed with a canonical operad structure denoted by $\text{Hom}(\mathcal{C}, \mathcal{P})$ and called the convolution operad. It further induces a Lie algebra structure on the totalization

$$\text{Hom}_{\mathbb{S}}(\mathcal{C}, \mathcal{P}) := \prod_{m \geq 1} \text{Hom}_{\mathbb{S}_m}(\mathcal{C}(m), \mathcal{P}(m)).$$

We refer the reader to [LV12, Section 6.4] for more details.

**Definition 1.24 (Operadic twisting morphism).** A Maurer–Cartan element in the Lie algebra

$$(\text{Hom}_{\mathbb{S}}(\mathcal{C}, \mathcal{P}), \partial, [\cdot, \cdot]),$$

which vanishes respectively on the augmentation of $\mathcal{P}$ and on the coaugmentation of $\mathcal{C}$, is called an operadic twisting morphism. The set of all such operadic twisting morphisms is denoted by $\text{Tw}(\mathcal{C}, \mathcal{P})$.

The bifunctor of twisting morphisms is (co)represented by the bar the cobar construction respectively. Recall that the bar construction of an augmented operad $\mathcal{P}$ is defined by the cofree cooperad on the suspension of the augmentation ideal of $\mathcal{P}$:

$$B\mathcal{P} := (\mathcal{F}^c(\mathcal{P}, s\mathcal{P}), d_1 + d_2)$$

where $d_1$ is the unique coderivation which extends the internal differential of $\mathcal{P}$ and where $d_2$ is the unique coderivation which extends the infinitesimal composition maps of $\mathcal{P}$. The cobar
construction of a coaugmented cooperad \( \mathcal{C} \) is defined by the free operad on the desuspension of the coaugmentation coideal of \( \mathcal{C} \):

\[
\Omega \mathcal{C} := \left( \mathcal{T} \left( s^{-1}\mathcal{C} \right)^{-1}, d_1 + d_2 \right)
\]

where \( d_1 \) is the unique derivation which extends the internal differential of \( \mathcal{C} \) and where \( d_2 \) is the unique derivation which extends the infinitesimal decomposition maps of \( \mathcal{C} \). We refer the reader to [LV12, Section 6.5] for more details.

**Proposition 1.25** ([LV12, Theorem 6.5.7]). There exist natural bijections

\[
\text{Hom}_{\text{Op}}(\Omega \mathcal{C}, \mathcal{P}) \cong \text{Tw}(\mathcal{C}, \mathcal{P}) \cong \text{Hom}_{\text{coOp}}(\mathcal{C}, B\mathcal{P})
\]

The bar-cobar adjunction gives rise to the universal operadic twisting morphisms

\[
u : \mathcal{C} \to \Omega \mathcal{C} \quad \text{and} \quad \pi : B\mathcal{P} \to \mathcal{P},
\]

associated respectively to the unit and the counit of adjunction

\[
u : \mathcal{C} \to B\Omega \mathcal{C} \quad \text{and} \quad \varepsilon : \Omega B\mathcal{P} \to \mathcal{P}.
\]

Recall from [LV12, Theorem 6.6.3] that these latter two maps are quasi-isomorphisms.

**Proposition 1.25** shows that the data of an \( \Omega \mathcal{C} \)-algebra structure on \( A \) is equivalent to an operadic twisting morphism \( \mathcal{C} \to \text{End}_A \).

**Example 1.26.** The cobracket of the cooperad \( \text{Com}^\vee \) produces the operad encoding shifted homotopy Lie algebras:

\[
\mathcal{sL}_\infty := \Omega \text{Com}^\vee = \left( \mathcal{T} \left( s^{-1}\text{Com}^\vee \right)^{-1}, d_2 \right).
\]

Since the free operad is made up of rooted trees, the set \( RT \) provides us with a basis of the operad \( \mathcal{sL}_\infty \), where vertices carry degree \(-1\). The form of the operad structure on \( \text{Com} \) given above shows that the differential \( d_2 \) amounts to the operation summing summing over each vertex of a tree and all possible splittings of the respective corolla into two. These facts together with the form of the free complete algebra over an operad prove Proposition 1.5.

The operad encoding shifted homotopy Lie algebras actually plays the following universal role with respect to operadic twisting morphisms.

**Lemma 1.27** ([Wie19, Section 7] and [RN18a, Theorem 3.1]). There are natural bijections

\[
\text{Tw}(\mathcal{C}, \mathcal{P}) \cong \text{Hom}_{\text{Op}}(\mathcal{sL}_\infty, \text{Hom}(\mathcal{C}, \mathcal{P})) \cong \text{Hom}_{\text{Op}}(\mathcal{sL}_\infty, \mathcal{P} \otimes \mathcal{C}^\vee),
\]

where \( \mathcal{C} \) is required to be arity-wise finite dimensional for the second bijection to hold, and where \( \otimes \) stands for the arity-wise tensor product of operads.

Given any \( \mathcal{C} \)-coalgebra \( C \) and any complete \( \mathcal{P} \)-algebra \( A \), one can endow the complete mapping space \( \text{hom}(C, A) \) with a canonical complete \( \text{Hom}(\mathcal{C}, \mathcal{P}) \)-algebra structure. Then Lemma 1.27 above implies the following.

**Definition 1.28** (Convolution algebra). Given any operadic twisting morphism \( \alpha : \mathcal{C} \to \mathcal{P} \), Lemma 1.27 endows \( \text{hom}(C, A) \) with a complete \( \mathcal{sL}_\infty \)-algebra structure called the convolution algebra of \( C \) and \( A \), and denoted by \( \text{hom}^\alpha(C, A) \).

An analogous result holds for the tensor product: the \( \mathcal{sL}_\infty \)-algebra structure produced by Lemma 1.27 on the complete tensor product of a complete \( \mathcal{P} \)-algebra \( A \) and a complete \( \mathcal{C}^\vee \)-algebra \( B \) is denoted by \( A \rightleftharpoons \alpha B \). Under finite dimensionality hypotheses on the cooperad \( \mathcal{C} \) and a \( \mathcal{C} \)-coalgebra \( C \), the linear duality isomorphism induces an isomorphism of \( \mathcal{sL}_\infty \)-algebras:

\[
\text{hom}^\alpha(C, A) \cong A \rightleftharpoons \alpha C^\vee.
\]

Notice that since \( C \) is discrete and since \( F_0 A = F_1 A \), the induced filtration on the mapping space satisfies \( F_0 \text{hom}(C, A) = F_1 \text{hom}(C, A) \).
**Definition 1.29** (Twisting morphism with respect to $\alpha$). A Maurer–Cartan element in the convolution $\mathcal{L}_\infty$-algebra is called a *twisting morphism with respect to $\alpha$*; their set is denoted by

$$\text{Tw}_\alpha(C, A) := \text{MC}(\text{hom}^\alpha(C, A)) .$$

One can again this bifunctor gives rise to bar and cobar constructions. The *bar construction with respect to $\alpha$* of a complete $\mathcal{P}$-algebra $A$ is defined by the conilpotent cofree $\mathcal{C}$-coalgebra on $A$ after forgetting its filtration,

$$B_\alpha A := \left( \mathcal{C}(A), d_1 + d_2 \right) ,$$

where $d_1$ is the unique coderivation which extends the internal differential $d$ of $A$ and where $d_2$ is the unique coderivation which extends the following composite

$$\mathcal{C}(A) \xrightarrow{\alpha(id_A)} \mathcal{P}(A) \subseteq \hat{\mathcal{P}}(A) \xrightarrow{\gamma} A .$$

The *complete cobar construction with respect to $\alpha$* of a $\mathcal{C}$-coalgebra $C$ is defined by the free complete $\mathcal{P}$-algebra on $C$

$$\hat{\Omega}_\alpha C := \left( \hat{\mathcal{C}}(C), d_1 + d_2 \right) ,$$

equipped with the trivial and complete filtration $C = F_0 \supseteq F_1 C = F_2 C = \cdots = 0$, where $d_1$ is the unique derivation which extends the internal differential $d$ of $C$ and where $-d_2$ is the unique derivation which extends the following composite

$$C \xrightarrow{\delta} \hat{\mathcal{C}}(C) \xrightarrow{\alpha(id_C)} \hat{\mathcal{P}}(C) .$$

This is a direct generalization of [LV12, Section 11.2.5] to the complete case. We denote simply by $\mathcal{C}$-$\text{coalg}$ the category of $\mathcal{C}$-coalgebras and by $\mathcal{P}$-$\text{alg}$ the category of complete $\mathcal{P}$-algebras, and we have the two functors

$$\hat{\Omega}_\alpha : \mathcal{C}$-$\text{coalg} \xrightarrow{\alpha} \mathcal{P}$-$\text{alg} : B_\alpha .$$

Unlike the non-complete case, these functors are not adjoint.

**Proposition 1.30.** Let $\alpha : \mathcal{C} \to \mathcal{P}$ be an operadic twisting morphism. There exist a natural bijection

$$\text{hom}_{\mathcal{P}$-$\text{alg}}(\hat{\Omega}_\alpha C, A) \cong \text{Tw}_\alpha(C, A) .$$

**Proof.** The discrete case, when the $\mathcal{C}$-coalgebra $C$ is nilpotent, was settled in [RNW19b, Theorem 2.7], where it is proved that the Maurer–Cartan equation associated to the convolution algebra $\text{hom}^\alpha(C, A)$ is equal to Maurer–Cartan equation given in [LV12, Section 11.1.1]. All the computations performed in loc. cit. hold in the complete case as well. □

**Remark 1.31.** In order to get a right adjoint to the complete cobar construction, one would need to refine the definition of the bar construction. This is more subtle since it requires to consider a non-trivial pullback of the completion of $\mathcal{C}(A)$ in order to get the cofree coalgebra, see [Smi03, Ane14]. We will not go into such a refinement here since we do not need such a construction.

In the context of algebras over cooperads and coalgebras over operads, a similar generalization of the classical bar-cobar adjunction to the complete case was developed systematically in [LL18, Section 8].

**Proposition 1.32.** The complete cobar construction $\hat{\Omega}_\alpha$ preserves colimits.

**Proof.** For this proof, let $D : S \to \mathcal{C}$-$\text{coalg}$ be a diagram of $\mathcal{C}$-coalgebras and let $A$ be a complete $\mathcal{P}$-algebra.

First we show that

$$\text{hom}^\alpha\left( \text{colim} D, A \right) \cong \lim_S \text{hom}^\alpha(D, A) .$$
The statement is obviously true at the level of chain complexes, since the chain complex of a colimit of coalgebras corresponds with the one of the colimit of the underlying chain complexes, and the same is true for limits of algebras. The canonical inclusions $i_s : D(s) \to \operatorname{colim}_S D$ induce algebra morphisms

$$i^*_s : \hom^\alpha_S \left( \operatorname{colim} D, A \right) \to \hom^\alpha_S \left( D(s), A \right)$$

for each $s \in S$. By universal property, there exists a unique morphism of algebras

$$\hom^\alpha_S \left( \operatorname{colim}_S D, A \right) \to \lim_S \hom^\alpha_S \left( D, A \right),$$

but since it must agree with the isomorphism of chain complexes, it is an isomorphism, proving the claim.

Any morphism of complete $\mathcal{P}$-algebras $\widehat{\Omega}_\alpha D(s) \to A$ is equivalent to a Maurer–Cartan element in $\operatorname{MC} \left( \hom^\alpha_S \left( D(s), A \right) \right)$ by Proposition 1.30. So it corresponds to a morphism of $\mathcal{L}_\infty$-algebras

$$\mathcal{m}^0 \to \hom^\alpha_S \left( D(s), A \right),$$

where $\mathcal{m}^0$ is the quasi-free $\mathcal{L}_\infty$-algebra on a Maurer–Cartan element, see Proposition 2.9. By the universal property of limits and what we said above, there exists a unique morphism of $\mathcal{L}_\infty$-algebras

$$\mathcal{m}^0 \to \lim_S \hom^\alpha_S \left( D, A \right) \cong \hom^\alpha_S \left( \operatorname{colim} D, A \right),$$

which uniquely corresponds to a morphism $\widehat{\Omega}_\alpha \left( \operatorname{colim}_S D \right) \to A$. Thus, $\widehat{\Omega}_\alpha \left( \operatorname{colim}_S D \right)$ satisfies the universal property of colimits, implying that

$$\operatorname{colim}_S \widehat{\Omega}_\alpha D \cong \widehat{\Omega}_\alpha \left( \operatorname{colim}_S D \right).$$

□

Let us establish the following homological property, which generalizes the discrete case, since we will need it later on.

**Proposition 1.33.** Let $\alpha : \mathcal{C} \to \mathcal{P}$ be an operadic Koszul morphism. The map

$$\epsilon_A : \widehat{\Omega}_\alpha B_{\alpha} A \sim \to A$$

defined on the underlying space by

$$\mathcal{P}(\mathcal{C}(A)) \to \mathcal{P}(A) \xrightarrow{\gamma_A} A$$

is a quasi-isomorphism which is natural in the category of complete $\mathcal{P}$-algebras such that $F_1 A = A$.

**Proof.** Notice first that the map $\epsilon_A$ is a morphism of complete $\mathcal{P}$-algebras. It is defined by the same formula as the counit of the classical bar-cobar adjunction associated to $\alpha$, see [LV12, Section 11.3.2]; so it is a morphism of $\mathcal{P}$-algebras. The complete filtration on the left-hand side is given by the arity, that is

$$F_k \mathcal{P}(\mathcal{C}(A)) = \prod_{m \geq k} \mathcal{P}(m) \otimes S_m \left( \mathcal{C}(A) \right)^{\otimes m}.$$

The condition $F_1 A = A$ ensures that the image of any element in $\mathcal{P}(m) \otimes S_m A^{\otimes m}$ under the $\mathcal{P}$-algebra structure map $\gamma_A$ lives in $F_m A$. This shows that

$$\epsilon_A \left( F_k \mathcal{P}(\mathcal{C}(A)) \right) \subset F_k A.$$

Since $\mathcal{C}(0) = 0$ by assumption, the underlying space of the left-hand side is isomorphic to

$$\mathcal{P}(\mathcal{C}(A)) \cong \prod_{m \geq 1} \mathcal{P}(m) \otimes S_m \left( \mathcal{C}(A) \right)^{\otimes m} \cong \prod_{p \geq 1} \left( \mathcal{P} \circ \mathcal{C} \right)(p) \otimes S_p A^{\otimes p}.$$
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On it, we consider the descending filtration $\mathcal{F}$ defined by

$$
\mathcal{F}_k := \prod_{p \geq 1} (\mathcal{P} \circ \mathcal{C})(p) \otimes_{S_p} F_{k+p} (A^{\otimes p}).
$$

The condition $F_1 A = A$ ensures that the map $\epsilon_A$ sends $\mathcal{F}_k$ onto $F_k A$. The arguments mentioned above show that one gets an isomorphism on the level of the first page $E_1$. Since both filtrations are exhaustive and complete, the Eilenberg–Moore Comparison [Wei94, Theorem 5.5.11] implies that $\epsilon_A$ is a quasi-isomorphism.

**Remark 1.34.** Applying the composite functor $\hat{\Omega}_B \alpha$, when $\alpha$ is a Koszul morphism, one recovers a version of the *homotopy completion* of Harper–Hess [HH13]. In the present context, Proposition 1.33 implies that any complete $\mathcal{P}$-algebra $A$ satisfying $F_1 A = A$ is homotopy complete according to [CPRNW19, Definition 5.13].

The bar constructions allow us to define higher notions of morphisms. In the case of homotopy Lie algebras, they happen to play a crucial role in deformation theory, see [Kon03] for a seminal example.

**Definition 1.35 ($\infty_\alpha$-morphism).** Let $\alpha : \mathcal{C} \to \mathcal{P}$ be an operadic twisting morphism. An $\infty_\alpha$-morphism $f : A \leadsto B$ between two complete $\mathcal{P}$-algebras $A$ and $B$ is a morphism of $\mathcal{C}$-coalgebras $f : B_\alpha A \to B_\alpha B$ between the bar constructions such that

$$
f (\mathcal{C}(p) \otimes_{S_p} F_k (A^{\otimes p})) \subset \bigoplus_{m \geq 1} \mathcal{C}(m) \otimes_{S_m} F_k (B^{\otimes m})
$$

for any $k, p \geq 1$. Composition is given by the usual composition of morphisms of coalgebras.

Such an $\infty_\alpha$-morphism amounts to a degree 0 map $f : \mathcal{C}(A) \to B$ satisfying the relations coming from imposing commutation with respective differentials. The class of strict morphisms $f : A \to B$ of $\mathcal{P}$-algebras is equal to the class $\infty_\alpha$-morphisms of the form

$$
\mathcal{C}(A) \xrightarrow{\varepsilon \mathcal{C}(A)} A \xrightarrow{f} B,
$$

where $\varepsilon \mathcal{C}$ stands for the counit of the cooperad $\mathcal{C}$.

The category of complete $\mathcal{P}$-algebras with the $\infty_\alpha$-morphisms as morphisms is denoted by $\infty_\alpha \mathcal{P}$-alg.

An $\infty_\alpha$-morphism is called an $\infty_\alpha$-isomorphism (respectively an $\infty_\alpha$-quasi-isomorphism) when its first component

$$
A \xrightarrow{\eta(A)} \mathcal{C}(A) \xrightarrow{f} B,
$$
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where \( \eta \) stands for the coaugmentation of the cooperad \( \mathcal{C} \), is an isomorphism (respectively a quasi-isomorphism). The refined notions of infinite-morphisms carry properties that strict morphisms lack. The class of infinite-isomorphism is the class of invertible infinite-morphisms: the computations of [LV12, Theorem 10.4.1] extend \textit{mutatis mutandis}. The infinite-quasi-isomorphisms are homotopy invertible, see [LV12, Theorem 10.4.4].

For \( \Omega\mathcal{C} \)-algebras, we often consider the universal twisting morphism \( i : \mathcal{C} \to \Omega\mathcal{C} \) and the associated notion of an infinite-morphism, which are simply called infinite-morphisms.

**Example 1.36.** In the case of the cooperad \( \text{Com}^\vee \), an infinite-morphism between two complete \( sL_\infty \)-algebras \( g \) and \( h \) amounts to a collection of symmetric maps \( f_m : g \circlearrowleft m \to h \) of degree 0, for any \( m \geq 1 \), preserving the respective filtrations, and satisfying the relations

\[
\partial(f_m) = \sum_{p+q=m} \sum_{q \geq 2} (f_{p+1} \circ q) - \sum_{i_1 + \cdots + i_k = m} \sum_{k \geq 2} \hat{k}_k \circ (f_{i_1}, \ldots, f_{i_k}) \sigma,
\]

where \( \{ \ell_m \}_{m \geq 2} \) are the structural operations of \( g \) and \( \{ \hat{k}_m \}_{m \geq 2} \) the ones of \( h \), see [LV12, Section 10.2.6] for more details. This notion plays a key role in the proof of the deformation quantization of Poisson manifolds by M. Kontsevich [Kon03]. In the literature, often one refers to this notion as "filtered \( sL_\infty \)-morphism," making explicit the operad and the fact that they need to respect the filtrations. A strict morphism of complete \( sL_\infty \)-algebras is equivalent to an infinite-morphism with trivial components \( f_m = 0 \), for \( m \geq 2 \). The category of complete \( sL_\infty \)-algebras with their infinite-morphisms is denoted by \( \infty sL_\infty \text{-alg} \). A fundamental property of infinite-morphisms of complete \( sL_\infty \)-algebras is that the "image"

\[
f(\alpha) := \sum_{m \geq 1} \frac{1}{m!} f_m(\alpha, \ldots, \alpha) \in \text{MC}(h)
\]

doctrine of any Maurer–Cartan element \( \alpha \in \text{MC}(g) \) is again a Maurer–Cartan element of \( h \). This defined the action of \( \text{MC} : \infty sL_\infty \text{-alg} \to \text{Set} \) on morphisms, making it into a functor.

The two dual constructions \( \text{hom}^\infty(C, A) \) and \( A \circlearrowleft \text{Com}^\vee \) are functorial with respect to infinite-morphisms on the left-hand side and on the right-hand side separately, see [RNW19b]; we will recall such structures in the body of the text when needed.

We now briefly recall the homotopy transfer theorem — a centerpiece of the homotopy theory of operadic algebras — before studying its compatibility with the twisted tensor product.

**Theorem 1.37** (Homotopy transfer theorem, see [LV12, Section 10.3]). \textit{Given a contraction of complete chain complexes}

\[
h \subseteq X \xrightarrow{p} Y
\]

\textit{and a complete} \( \Omega\mathcal{C} \)-\textit{algebra structure on} \( X \), \textit{there is a complete} \( \Omega\mathcal{C} \)-\textit{algebra structure on} \( Y \) \textit{such that the maps} \( i \) and \( p \) \textit{extends to infinite-quasi-isomorphisms} \( i_\infty : Y \Rightarrow X \) \textit{and} \( p_\infty : X \Rightarrow Y \).

\textit{If we denote by}

\[
\varphi_X : \mathcal{C} \to \text{End}_X
\]

\textit{the algebra structure of} \( X \) \textit{as an operadic twisting morphism, then an explicit formula for such a transferred structure on} \( Y \) \textit{is given by}

\[
\varphi_Y := \left( \mathcal{C} \xrightarrow{\Delta_{\text{mon}}} \mathcal{T}(\mathcal{C}) \xrightarrow{\text{TC}(\varphi_X)} \mathcal{T}(\text{End}_X) \xrightarrow{\text{VdL}_h} \text{End}_Y \right),
\]

where \( \Delta_{\text{mon}} \) denotes the comonadic definition of the cooperad \( \mathcal{C} \) and where \( \text{VdL}_h \) is the \textit{Van der Laan} map associated to the contraction \( h \). This latter map amounts to composing the rooted trees with the leaves labeled by \( i \), the internal edges by \( h \) and the root by \( p \). For an more
conceptual approach to the homotopy transfer theorem, we refer the reader to [HLV20], where
e.g. the functorial property with respect to morphisms of cooperads is established.

Let us finish this section with the following compatibility between the tensor product and the
homotopy transfer theorem. We consider an arity-wise finite dimensional operad \( P \) and the
universal operadic twisting morphism \( \pi : B_P \to P \). We write \( \mathcal{C} := P^\vee \) for the dual cooperad.
Given a contraction as above with \( X \) equipped with a complete \( \Omega \mathcal{C} \)-algebra structure and a
complete \( \mathcal{P} \)-algebra \( A \). There are two natural ways to construct a \( sL_\infty \)-algebra structure on
\( A \hat{\otimes} Y \):

1. one can first apply the homotopy transfer theorem 1.37 to endow \( Y \) with a complete
   \( \Omega \mathcal{C} \)-algebra structure and then consider the complete \( sL_\infty \)-algebra \( A \hat{\otimes} \pi Y \), or
2. one can consider the induced contraction
   \[
   \begin{array}{ccc}
   \text{id} \hat{\otimes} h & \mathcal{A} \hat{\otimes} X & \mathcal{A} \hat{\otimes} Y \\
   \chi & \text{id} \hat{\otimes} p & \text{id} \hat{\otimes} i \\
   \text{id} \hat{\otimes} h & \mathcal{A} \hat{\otimes} X & \mathcal{A} \hat{\otimes} Y
   \end{array}
   \]
   and transfer the complete \( sL_\infty \)-algebra structure of \( A \hat{\otimes} \pi X \) to obtain a complete \( sL_\infty \)-
algebra structure on \( A \hat{\otimes} Y \).

Proposition 1.38. The two complete \( sL_\infty \)-algebra structures on \( A \hat{\otimes} Y \) described above are equal.

Proof. We compare the two structures explicitly. Let us recall that the morphism of operads of
Lemma 1.27
\[
M_\pi : sL_\infty \longrightarrow \mathcal{P} \otimes \Omega \mathcal{C}
\]
associated to the operadic twisting morphism \( \pi \) is given by
\[
M_\pi(s^{-1} \mu_m^\vee) = \sum_{i \in I(m)} (-1)^{c_i} p_i \otimes s^{-1} c_i,
\]
where \( \mu_m \in \text{Com}(m) \) is the canonical generator, \( \{ p_i \}_{i \in I(m)} \) is a basis of \( \mathcal{P}(m) \), and \( c_i := p_i^\vee \)
the dual basis of \( \mathcal{C}(m) = \mathcal{P}(m)^\vee \). Notice that \( (-1)^{c_i} s^{-1} c_i = (sp_i)^\vee \). We encode the complete
\( \mathcal{P} \)-algebra structure of \( A \) by the morphism of operads
\[
\rho_A : \mathcal{P} \longrightarrow \text{end}_A.
\]
We encode the \( \Omega \mathcal{C} \)-algebra structures on \( X \) in terms of the operadic twisting morphism
\[
\phi_X : \mathcal{C} \longrightarrow \text{end}_X,
\]
and similarly for the other algebras, like the one on \( Y \) obtained by the homotopy transfer
theorem and the complete \( sL_\infty \)-algebra structure on \( A \hat{\otimes} X \). Given two \( S \)-modules \( M \) and \( N \),
the map
\[
\Phi : \mathcal{T}(M \otimes N) \longrightarrow \mathcal{T}(M) \otimes \mathcal{T}(N)
\]
is given by sending a tree with vertices indexed by pure tensors in \( M \otimes N \) to the tensor product
of two copies of the underlying tree with the vertices of the first one indexed by the respective
elements of \( M \) and the vertices of the second one indexed by the respective elements of \( N \), all
multiplied by the appropriate Koszul sign, see [Val08, Section 3.1].

The first complete \( sL_\infty \)-algebra structure is given by
\[
\ell_m = (\rho_A \otimes \phi_Y) sM_\pi s^{-1}(\mu_m^\vee)
\]
\[
= (\rho_A \otimes \text{VdL}_A \mathcal{T}(s\phi_X) \Delta_\mathcal{C}^\text{mon}) sM_\pi s^{-1}(\mu_m^\vee)
\]
\[
= (\rho_A \otimes \text{VdL}_A \mathcal{T}(s\phi_X)) (\text{id}_A \otimes \Delta_\mathcal{C}^\text{mon}) sM_\pi s^{-1}(\mu_m^\vee),
\]
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where in the third line we see $s\mu_\pi^{-1}$ as a map $\text{Com}^\vee \to \mathcal{P} \otimes \mathcal{C}$, given by

$$s\mu_\pi^{-1}(\mu'_m) = \sum_{i \in I(m)} p_i \otimes c_i .$$

The second complete $\mathcal{L}_\infty$-algebra structure on $A \otimes Y$ is given by

$$\ell_m = \text{VdL}_1 \otimes_h T(s\varphi_A \otimes T_A) \Delta_{\text{Com}}^\text{mon}(\mu'_m)$$

$$= (\gamma_{\text{end},A} \otimes \text{VdL}_h) \Phi T(s\varphi_A \otimes T_A) \Delta_{\text{Com}}^\text{mon}(\mu'_m)$$

$$= (\gamma_{\text{end},A} \otimes \text{VdL}_h) \Phi T((\rho_A \otimes s\varphi_A) s\mu_\pi^{-1} \Delta_{\text{Com}}^\text{mon}(\mu'_m)$$

$$= (\rho_A \otimes \text{VdL}_h) T(s\varphi_A) (\gamma_{\mathcal{P}} \otimes \text{id}_{\mathcal{P}(\mathcal{E})}) \Phi T(s\mu_\pi^{-1} \Delta_{\text{Com}}^\text{mon}(\mu'_m) .$$

where, in the last line, we used the fact that

$$\gamma_{\text{end},A} T(\rho_A) = \rho_A \gamma_{\mathcal{P}} .$$

Therefore, to conclude we need to show that

$$(\gamma_{\mathcal{P}} \otimes \text{id}_{\mathcal{P}(\mathcal{E})}) \Phi T(s\mu_\pi^{-1}) \Delta_{\text{Com}}^\text{mon}(\mu'_m) = (\text{id}_{\mathcal{P}} \otimes \Delta_{\mathcal{E}}^\text{mon}) s\mu_\pi^{-1}(\mu'_m) .$$

We introduce the following notation

$$\Delta_{\text{Com}}^\text{mon}(\mu'_m) = \sum_{\tau \in \text{RT}_m} \tau \left( v \mapsto \mu'_m \right) ,$$

where the right-hand side represents the sum of rooted trees with vertices labeled by the elements $\mu'_m$ of according arity. With a similar notation, the left-hand side of Equation (1) is equal to

$$\sum_{\tau \in \text{RT}_m} (-1)^\epsilon \sum_{v \in \text{RT}_m} \gamma_{\mathcal{P}}(\tau(v \mapsto p_{iv})) \otimes \tau(v \mapsto c_{iv}) ,$$

where $\epsilon$ is the Koszul sign coming from $\Phi$. At the same time, the right-hand side of Equation (1) is given by

$$\sum_{i \in I(m)} p_i \otimes \Delta_{\mathcal{E}}^\text{mon}(c_i) .$$

Both are expression for the map

$$\gamma_{\mathcal{P}} : T(\mathcal{P}) \to \mathcal{P}$$

seen as an element of $\mathcal{P} \otimes T(\mathcal{P})^\vee$, and thus they are equal. \hfill \Box

**Remark 1.39.** Similarly, there are two natural ways to extend the chain maps $\text{id} \otimes i$ and $\text{id} \otimes p$ into $\infty$-quasi-isomorphisms. With the same method as above, one can prove that these two extensions are equal. We refer the reader to [RN18b, Chapter 9] for more details.

### 2. Integration theory of complete shifted homotopy Lie algebras

In this section, we introduce the *universal Maurer–Cartan algebra*, which is a cosimplicial complete $\mathcal{L}_\infty$-algebra that encodes all of the properties of Maurer–Cartan elements: the Maurer–Cartan equation, but also the gauge equivalence relation and its higher homotopy properties. We then use it to define a functor $R$ that integrates complete $\mathcal{L}_\infty$-algebras into simplicial sets, and to introduce a left adjoint functor $\mathcal{E}$ which provides us with complete $\mathcal{L}_\infty$-algebra models for simplicial sets. We show that our newly defined functor generalizes the Dold–Kan adjunction and study its relation with the Maurer–Cartan spaces of Deligne–Hinich and of Getzler, proving that they are all equivalent.
2.1. **Adjunctions with simplicial sets.** We start with the following key observation, which goes back to D. M. Kan.

**Lemma 2.1** ([Kan58, Section 3]). *Let $C$ be a locally small cocomplete category. The data of a pair of adjoint functors whose left adjoint has domain in simplicial sets

$$\mathcal{C} : \text{sSet} \dashv \quad R : C$$

is equivalent to the data of a cosimplicial object $C^\bullet : \Delta \to C$ in $C$ under the restriction

$$C^\bullet = LY : \Delta \to \text{sSet} \xrightarrow{L} C$$

of the left adjoint functor to the Yoneda embedding $Y$.*

**Proof.** Any cosimplicial object $C^\bullet : \Delta \to C$ induces a functor

$$R : C \to \text{sSet} \quad c \mapsto \text{Hom}_C(C^\bullet, c)$$

which admits a left adjoint given by the following left Kan extension

$$\begin{array}{ccc}
\Delta & \xrightarrow{C^\bullet} & C \\
\downarrow & & \downarrow \\
\text{sSet} & \xrightarrow{\text{Lan}_Y C^\bullet} & C
\end{array}$$

Conversely, notice that left adjoint functors preserve colimits and that there is a unique colimit preserving functor $L : \text{sSet} \to C$ with prescribed restriction to $\Delta$, by the density theorem: any simplicial set $X_\bullet$ is isomorphic to the colimit

$$X_\bullet \cong \text{colim}_{E(X_\bullet)} Y \circ \Pi$$

over its category of elements, where $\Pi : E(X_\bullet) \to \Delta$ is the canonical projection which sends $x \in X_n$ onto $[n]$.

This fact shows that if one wants to introduce a functor from a category $C$ to simplicial sets, an efficient way to do so is to consider a cosimplicial object in $C$.

**Example 2.2.** Let $C = \text{Ch}$ be the category of (complete) chain complexes. We consider the cosimplicial chain complex

$$C^\bullet := C(\Delta^\bullet)$$

given by the cellular chain complexes $C(\Delta^n)$ of the geometric $n$-simplices $|\Delta^n|$, or equivalently the normalized chain complex of the standard $n$-simplices $\Delta^n$ (with the discrete filtration). The associated adjunction

$$L_{DK} : \text{sSet} \dashv \quad R_{DK} : \text{Ch}$$

is nothing but the one involved in the Dold–Kan correspondence, giving an equivalence of categories between simplicial abelian groups and non-negatively graded chain complexes of abelian groups (without filtrations).

**Example 2.3.** In the category $C = \text{Top}$ of topological spaces, we consider the cosimplicial object $|\Delta^\bullet|$ built from the geometric $n$-simplices $|\Delta^n|$. The associated adjunction

$$| | : \text{sSet} \dashv \quad \text{Sing} : \text{Top}$$

is the classical adjunction given by geometric realization and the singular chain functor.
**Example 2.4.** In the case of the category $C = \text{Cat}$ of small categories, the cosimplicial object

$$C^\bullet : \Delta \rightarrow \text{Cat}$$

$$[n] \mapsto \text{Cat}[n] := \{0 \rightarrow 1 \rightarrow \cdots \rightarrow n\},$$

where $\text{Cat}[n]$ is the category associated to the totally ordered set $[n]$, induces the nerve functor $ND := \text{Hom}_{\text{Cat}}(C^\bullet, D)$, mentioned in Proposition 1.18.

2.2. **The universal Maurer–Cartan algebra.** In the present paper, we focus on the category $C = \mathcal{L}_\infty$-alg of complete $\mathcal{L}_\infty$-algebras. To define a suitable cosimplicial object in this category, we consider the following ingredients involved in Dupont’s simplicial version of the de Rham Theorem.

**Proposition 2.5 ([Dup76]).** There exists a simplicial contraction

$$h_\bullet \hookrightarrow \Omega_\bullet \xrightarrow{\rho_\bullet} C_\bullet$$

between the simplicial commutative algebras of piece-wise polynomial differential forms on the geometric $n$-simplices

$$\Omega_n := \frac{\mathbb{K}[t_0, \ldots, t_n, dt_0, \ldots, dt_n]}{(t_0 + \cdots + t_n - 1, dt_0 + \cdots + dt_n)}$$

and the simplicial chain complex made up of the linear dual of the cellular chain complexes of the geometric $n$-simplices

$$C_\bullet := \mathcal{C}(\Delta^\bullet)^\vee,$$

with dual basis denoted by $\omega_I$, for non-empty sub-sets $I = \{i_0, \ldots, i_k\} \subset [n]$, of degree $|\omega_I| = -|I| + 1 = -k$.

Let us recall that a contraction amounts to the data of two chain maps $i_n : C_n \rightarrow \Omega_n$, $p_n : \Omega_n \rightarrow C_n$, and a degree 1 linear map $h_n : \Omega_n \rightarrow \Omega_n$, satisfying the relations

$$p_ni_n = \text{id}_{C_n}, \quad i_np_n - \text{id}_{\Omega_n} = d_nh_n + h_nd_n, \quad h_n^2 = 0, \quad p_nh_n = 0, \quad \text{and} \quad h_ni_n = 0,$$

where $d_n$ stands for the differential map of $\Omega_n$. In a simplicial contraction, the above three collections of maps are required to commute with the respective simplicial maps.

For a full definition of the maps involved in the Dupont contraction we refer the reader to the paper [Lun18]. A Python package for computations using these objects has been developed and made freely available by the first author, see [RN20].

**Remark 2.6.** Since we work with the homological degree convention, the elements $dt_i$ have all degree $-1$ and the chain complex $\mathcal{C}(\Delta^n)^\vee$ is concentrated in degree range $-n$ to $0$ with differential of degree $-1$.

For each $n \in \mathbb{N}$, the chain complex $\Omega_n$ carries a commutative algebra structure, i.e. an algebra structure over the operad $\text{Com}$. This latter operad admits a canonical cofibrant replacement by means of the bar-cobar construction $\Omega\text{BCom} \xrightarrow{\sim} \text{Com}$. By pulling back, each $\Omega_n$ is endowed with a $\Omega\text{BCom}$-algebra structure that we can transfer onto $\mathcal{C}(\Delta^n)^\vee$ using the homotopy transfer theorem — Theorem 1.37. Since all the $\mathcal{C}(\Delta^n)^\vee$ are degree-wise finite dimensional and since $\Omega\text{BCom}$ is degree-wise and arity-wise finite dimensional, every cellular chain complex $C^n = \mathcal{C}(\Delta^n)$ admits a $B\text{BCom}^\vee \cong (\Omega\text{BCom})^\vee$-coalgebra structure. The images $\hat{\Omega}_n C^n$ of these coalgebras under the complete cobar construction associated to the the operadic twisting morphism

$$\pi : B\text{BCom}^\vee \rightarrow \text{Com}^\vee \cong \mathcal{L}_\infty$$

produces the wanted object.

**Proposition 2.7.** The collection $\hat{\Omega}_n C^\bullet$ forms a cosimplicial complete $\mathcal{L}_\infty$-algebra.
Proof. It remains to study the behavior of the original simplicial maps. It is immediate that $\Omega_\bullet$ becomes a simplicial $\Omega B\text{Com}$-algebra. Since Dupont’s contraction is simplicial, it is straightforward to check from the explicit formula of the transferred structure in the homotopy transfer theorem that the simplicial chain maps of the simplicial chain complex $C_\bullet$ respect strictly the transferred $\Omega B\text{Com}$-algebra structure operations. Linear dualization produces a cosimplicial conilpotent $B\Omega\text{Com}^\vee$-coalgebra structure on $C^\bullet$, and finally the cobar functor gives a cosimplicial complete $sL_\infty$-algebra structure on $\hat{\Omega}_\pi C^\bullet$. □

**Definition 2.8** (The Maurer–Cartan cosimplicial $sL_\infty$-algebra). The cosimplicial complete $sL_\infty$-algebra

$$\text{mc}^\bullet := \hat{\Omega}_\pi C^\bullet.$$ is called the **universal Maurer–Cartan algebra**.

We will now make this new object a bit more explicit by studying the first cosimplicial degree $\text{mc}^0$. First, recall that the underlying construction of the cobar functor $\hat{\Omega}_\pi$ is the free complete $sL_\infty$-algebra. We denote by $a_I := \omega_I$ the cellular basis on $C(\Delta^n)$. Forgetting the differential, the Maurer–Cartan $sL_\infty$-algebra $\text{mc}^n$ is isomorphic to

$$\hat{sL}_\infty \left( \{a_I\}_{I \subseteq [n]} \right),$$

whose elements can be represented as sums of rooted trees with leaves labeled by the $\{a_I\}_{I \subseteq [n]}$, as we have proved in Proposition 1.5. The proof of the next proposition will provide the reader with more details about the differential.

**Proposition 2.9.** The complete $sL_\infty$-algebra $\text{mc}^0$ is quasi-free on one Maurer–Cartan element

$$\text{mc}^0 \cong \hat{sL}_\infty (a_0)$$

with differential given by

$$d(a_0) = - \sum_{m \geq 2} \frac{1}{m!} e_m(a_0, \ldots, a_0).$$

**Proof.** We start by studying the transferred $\Omega B\text{Com}$-algebra structure on $C_0$ and the dual structure on $C^0$.

The chain complex $C(\Delta^n)^\vee$ can be seen as a sub-chain complex of $\Omega_n$ under the following identifications

$$\omega_I = \omega_{i_0 \ldots i_k} := k! \sum_{j=0}^k (-1)^j t_{i_0} \cdots t_{i_{j-1}} \cdots dt_{i_{j+1}} \cdots dt_{i_k},$$

for $\emptyset \neq I = \{i_0, \ldots, i_k\} \subseteq [n]$. For $n = 0$, the commutative algebra $\Omega_0 \cong \mathbb{K}$ is just the field with its multiplicative structure and the chain complex $C(\Delta^0)^\vee = \mathbb{K}\omega_0$ is one-dimensional.

Since the operad $\Omega B\text{Com}$ is quasi-free on $s^{-1}B\text{Com} = s^{-1}\Sigma(s\text{Com})$, the transferred $\Omega B\text{Com}$-algebra structure on $C(\Delta^n)^\vee$ amounts to a collection of operations $\{\mu_\tau\}_{\tau \in RT}$ indexed by rooted trees. The operation $\mu_\emptyset = \text{id}$ is the identity. Given a rooted tree $\tau \in RT_m$, the associated operation

$$\mu_\tau : \left( C(\Delta^n)^\vee \right)^{\otimes m} \rightarrow C(\Delta^n)^\vee$$
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has degree \(|\tau| - 1\) and is (graphically) given by the formula

\[
\mu_{\tau}(\omega_{I_1}, \ldots, \omega_{I_6}) = \omega_{i_1} \omega_{i_3} \omega_{i_4} \omega_{i_5} \omega_{i_2} \omega_{i_6}
\]

where the corollas mean the (iterated) commutative product in \(\Omega_n\), and where the underlying composition scheme is given by the rooted tree \(\tau\). For \(n = 0\), the two chain maps \(i_0\) and \(p_0\) are the identity on \(\Omega_0 \cong \mathbb{K} \cong C_0\) and the contraction \(h_0 = 0\) is trivial. So only the operations indexed by corollas \(c_m\) do not collapse and they are equal to \(\mu_{c_m}(\omega_0, \ldots, \omega_0) = \omega_0\).

The linear dual of the operadic algebra structure corresponding to

\[
s^{-1}BCom\left(\left(C(\Delta^n)^\vee\right)\right) \to C(\Delta^n)^\vee
\]

produces the cooperadic coalgebra structure corresponding to

\[
C(\Delta^n) \to s\OmegaCom^\vee\left(C(\Delta^n)^\vee\right).
\]

Notice that, since this linear dual includes the isomorphism between invariants and coinvariants under the actions of the symmetric groups \(S_m\), it carries a coefficient \(\frac{1}{m!}\). In general, we will use the notation

\[
\mu_{\tau}(\omega_{I_1}, \ldots, \omega_{I_m}) = \sum_{\emptyset \neq J \subset [n]} \lambda^\tau(I_1, \ldots, I_m) \omega_J
\]

for the coefficients of the transferred \(\Omega BCom\)-algebra structure on \(C(\Delta^n)\). If \(\lambda := \lambda^\tau(I_1, \ldots, I_m)\) is not 0, this means that the term \(\omega_J\) appears in the product \(\mu_{\tau}(\omega_{I_1}, \ldots, \omega_{I_m})\), then the image under the coproduct map of the element \(a_J\) includes the term \(\frac{1}{m!} s\tau(a_{I_1}, \ldots, a_{I_m})\).

Notice that, due to degree reasons, the coefficient \(\lambda\) can only be non-trivial when \(|J| - 2 = |I_1| + \cdots + |I_m| - |\tau| - m\). For \(n = 0\), the image under the coproduct map of \(a_0\) is equal to

\[
a_0 \mapsto \sum_{m \geq 1} \frac{1}{m!} s\OmegaCom_m(a_0, \ldots, a_0).
\]

Finally, the differential of the cobar construction \(\hat{\Omega}_{\tau}C(\Delta^n)\) is produced by the difference between the internal differential of the chain complex \(C(\Delta^n)\) and the desuspension of the above coalgebra structure, without the primitive term, that is:

\[
d(a_J) = \sum_{l=0}^k (-1)^l a_{j_0 \ldots j_l \ldots j_k} - \sum_{m \geq 2} \sum_{\tau \in RT_m \atop \tau \notin \Omega_n, \tau \neq 0} \frac{1}{\lambda^\tau(I_1, \ldots, I_m)} m! \tau(a_{I_1}, \ldots, a_{I_m}),
\]

for \(J = \{j_0, \ldots, j_k\}\). In the case \(n = 0\), this gives

\[
d(a_0) = - \sum_{m \geq 2} \frac{1}{m!} s\OmegaCom_{m}(a_0, \ldots, a_0),
\]

which concludes the proof.
2.3. **Integration and $\mathcal{L}_\infty$-algebra functors.** Following Lemma 2.1, the Maurer–Cartan algebra $\mathcal{m}\mathcal{c}_\bullet$ canonically induces the following pair of adjoint functors.

**Definition 2.10** (Integration functor). The *integration functor* of complete $\mathcal{L}_\infty$-algebras is defined by

$$R : \mathcal{L}_\infty\text{-alg} \rightarrow sSet \quad g \mapsto \text{Hom}_{\mathcal{L}_\infty\text{-alg}}(\mathcal{m}\mathcal{c}_\bullet, g).$$

As a direct corollary of Proposition 2.9, we have

$$R(g)_0 = \text{hom}_{\mathcal{L}_\infty\text{-alg}}(\mathcal{m}\mathcal{c}_0, g) \cong \text{MC}(g).$$

**Definition 2.11** ($\mathcal{L}_\infty$-algebra of a simplicial set). The functor of $\mathcal{L}_\infty$-algebra of a simplicial set is defined by

$$L := \text{Lan}_Y \mathcal{m}\mathcal{c}_\bullet : sSet \rightarrow \mathcal{L}_\infty\text{-alg}.$$ One can compute it as the colimit of the functor $\mathcal{m}\mathcal{c}_\bullet \circ \Pi$ from the category $E(X_\bullet)$ of elements of $X_\bullet$, where $\Pi : E(X_\bullet) \rightarrow \Delta$ stands for the canonical projection sending $x \in X_n$ to $[n]$. We denote this colimit simply by

$$L(X_\bullet) \cong \text{colim}_{E(X_\bullet)} \mathcal{m}\mathcal{c}_\bullet.$$

**Theorem 2.12.** The integration functor is right adjoint to the $\mathcal{L}_\infty$-algebra functor:

$$L : sSet \rightarrow \mathcal{L}_\infty\text{-alg} : R \perp.$$ 

**Proof.** This is a direct corollary of Lemma 2.1 and Proposition 2.7. □

2.4. **Non-abelian Dold–Kan adjunction.** The sub-category of complete abelian $\mathcal{L}_\infty$-algebras, where all the operations $\ell_m$, i.e. the $\mathcal{L}_\infty$-algebras where all operations $\ell_m$ are trivial, for $m \geq 2$, is the same as the category of complete chain complexes. Assuming Theorem 2.17, the following proposition coincides with [Get09, Proposition 5.1].

**Proposition 2.13.** The two simplicial sets which are obtained from a complete chain complex under the Dold–Kan functor $R_{DK}$ and the integration functor $R$ are naturally isomorphic.

**Proof.** Let $g$ be a complete chain complex, viewed as a complete abelian $\mathcal{L}_\infty$-algebra. Its image under the integration functor is equal to

$$R(g) = \text{Hom}_{\mathcal{L}_\infty\text{-alg}}(\mathcal{m}\mathcal{c}_\bullet, g) \cong \text{Hom}_{\mathcal{L}_\infty\text{-alg}}(\mathcal{L}_\infty(C^\bullet), g) \cong \text{Hom}_{\text{Ch}}(C^\bullet, g) = R_{DK}(g).$$

The second isomorphism comes from the fact that the non-linear part of the differential of the cobar construction involves brackets, so that commuting with it is a void condition since $g$ is abelian. □

One level above, one can consider the full subcategory of complete $\mathcal{L}_\infty$-algebras so that $\ell_m$ is trivial for all $m \geq 3$ but $\ell_2$ can be non-trivial. This is isomorphic to the category of complete shifted i.e. algebras, which is controlled by the operad

$$\mathcal{L} := \text{End}_{\mathcal{L}_\infty} \otimes \text{Lie}.$$ 

This fact can be conceptually expressed via the canonical quasi-isomorphism of operads

$$\rho : \mathcal{L}_\infty \simto \mathcal{L}.$$ 

If $g$ is an $\mathcal{L}$-algebra, we denote by $\rho^*g$ the canonical $\mathcal{L}_\infty$-algebra structure obtained by pulling back by the operad morphism $\rho$ and which amounts to considering trivial higher operations $\ell_m$, for $m \geq 3$.

In the same way as above, one can consider the cofibrant Koszul resolution $\Omega \text{Com}^1 \simto \text{Com}$, and then endow $C(\Delta^\bullet)^\vee$ with a simplicial $\Omega \text{Com}^1$-algebra structures through the homotopy transfer
Theorem. Its linear dual $C(\Delta^*)$ obtains a cosimplicial $B\text{sLie} \cong (\Omega\text{Com}^i)^{\vee}$-coalgebra structure. Finally, its image under the complete cobar construction associated to the canonical operadic twisting morphism $\pi: B\text{sLie} \to \text{sLie}$ produces the following cosimplicial complete $\text{sLie}$-algebra:

$$\text{mc}^\bullet := \check{\Omega} C^\bullet.$$ 

The associated pair of adjoint functors

$$\text{sSet} \xrightarrow{\perp} \text{\text{sLie- alg}} : \text{R}.$$

coincides with the one introduced in [BFMT18] since $\text{mc}^\bullet$ is a “sequence of compatible models of $\Delta$” by [BFMT15, Theorem 7.3 (i)].

**Proposition 2.14.** The two simplicial sets obtained from a complete shifted Lie algebra respectively under the above functor $\text{R}$ and the integration functor $R$ are isomorphic:

$$\text{R}(g) \cong R(\rho^* g),$$

for $g$ a $\text{sLie}$-algebra.

**Proof.** Let $g$ be a complete $\text{sLie}$-algebra. Recall that

$$\text{R}(g) \cong MC(\hat{g} \otimes C^\bullet)$$

by [RN19, Theorem 5.2], where the cosimplicial $\text{sL}_\infty$-algebra structure on $\hat{g} \otimes C^\bullet$ is obtained by applying the homotopy transfer theorem 1.37 to the contraction

$$\text{id} \otimes \Lambda^\bullet \quad \hat{g} \otimes \Omega^\bullet \quad \text{id} \otimes p^\bullet \quad \hat{g} \otimes C^\bullet.$$

We now consider the complete $\text{sL}_\infty$-algebra structure $\rho^* g$. Proposition 1.38 gives the isomorphism

$$\text{R}(\rho^* g) \cong MC(\rho^* \hat{g} \otimes C^\bullet),$$

see the proof of Theorem 2.17 for more details. We conclude by noticing that the homotopy transfer theorem starting from a complete $\text{sLie}$-algebra structure or from its induced complete $\text{sL}_\infty$-algebra structure produces the exact same complete $\text{sL}_\infty$-algebra structure. 

Summarizing, the integration functor $R$ extends both the Dold–Kan functor and the integration functor for complete $\text{sLie}$-algebras functor of Buijs–Felix-Murillo–Tanré.

For simplicity, we only represented the right adjoint functors in the above displayed diagram but the respective left adjoint functors commute as well.

One can also directly compare the two universal Maurer–Cartan cosimplicial algebras.

**Proposition 2.15.** The morphism

$$\text{mc}^\bullet \to \rho^* \text{mc}^\bullet$$

given by $\rho \circ \text{id}_{C^\bullet}$

$$\hat{\text{sL}}_\infty(C^\bullet) \to \hat{\text{sLie}}(C^\bullet)$$

is a quasi-isomorphism of cosimplicial complete $\text{sL}_\infty$-algebras.
Proof. By its operadic definition, it is straightforward to see that such a map preserves the brackets. Since the cosimplicial maps are given by that of $C^\bullet$ in both cases, it is immediate to see that the map $\rho$ preserves the cosimplicial structures.

We consider the canonical morphism of cooperads $\rho^\vee : \text{Com}^i \to B\text{Com}$. There are two ways to get a $\Omega\text{Com}^i$-algebra structure on $C^\bullet$:

1. as explained above, one can see $\Omega_*$ as a $\Omega\text{Com}^i$-algebra and transfer this type of structure onto $C^\bullet$ under the Dupont’s contraction,

2. alternatively, as described in Section 2.2, one can see $\Omega_*$ as a $\Omega B\text{Com}$-algebra, transfer this type of structure onto $C^\bullet$ under the Dupont’s contraction, and then pull it back by $\Omega^\rho^\vee$.

Using the explicit formula for the homotopy transfer theorem given in Theorem 1.37, it is straightforward to show that these two structures are equal. More generally, the homotopy transfer theorem is functorial with respect to morphisms of cooperads, see [HLV20, Theorem 4.14].

This shows that the map $\rho(id_{C^\bullet})$ preserves the differentials: it can be seen on the following commutative diagram

$$
\begin{array}{cccc}
C^\bullet & \xrightarrow{\Delta_{B(\mathcal{L}_\infty)}} & B(\mathcal{L}_\infty)(C^\bullet) & \xrightarrow{\pi(id_C^\bullet)} & \mathcal{L}_\infty(C^\bullet) \\
C^\bullet & \xrightarrow{\Delta_{B(\mathcal{L}ie)}} & B(\mathcal{L}ie)(C^\bullet) & \xrightarrow{\pi(id_C^\bullet)} & \mathcal{L}ie(C^\bullet)
\end{array}
$$

where the map $\Delta_{B(\mathcal{L}_\infty)}$ stands for the $B(\mathcal{L}_\infty)$-coalgebra structure on $C^\bullet$ and where the map $\Delta_{B(\mathcal{L}ie)}$ stands for its $B(\mathcal{L}ie)$-coalgebra structure. Indeed, the linear part of the differentials of $\mathcal{L}ie^\bullet$ and $\mathcal{L}ie^\bullet$ on the generators is the same. The rest of the differential of $\mathcal{L}ie^\bullet$ is given by the top part of the diagram, while the rest of the differential of $\mathcal{L}ie^\bullet$ is given by the bottom part of the diagram. The left square commutes by the facts that $B\rho \cong (\Omega\rho^\vee)^\vee$ and that the two $\Omega\text{Com}^i$-algebra structures on $C^\bullet$ described at the beginning of the proof are equal and thus so are the two dual $B\text{Com}$-coalgebra structures on $C^\bullet$. The right square commutes by the functorial properties of the twisting morphisms, see Proposition 1.25.

In order to prove that these maps of chain complexes are quasi-isomorphisms, we consider on both side the arity filtration which makes each algebra complete:

$$
F_k \mathcal{P}(C^\bullet) := \prod_{m \geq k} \mathcal{P}(m) \otimes \mathbb{S}_{m}(C^\bullet)^{\otimes m},
$$

where $\mathcal{P}$ is either $\mathcal{L}_\infty$ or $\mathcal{L}ie$. On the zeroth page $E^0$ of the associated spectral sequences, the differential amounts only to the internal differential of the operad $\mathcal{L}_\infty$ and to the internal differential of $C^\bullet$. Since the morphism of operads $\rho$ is a quasi-isomorphism, we get the isomorphism $E^1(\rho) : \mathcal{L}ie(\mathbb{K}) \cong \mathcal{L}ie(\mathbb{K})$ on the first page. These filtrations are exhaustive and complete, so we can apply the Eilenberg–Moore Comparison Theorem [Wei94, Theorem 5.5.11] and conclude that $\rho \circ id_{C^\bullet}$ is quasi-isomorphism. \qed

We can be more precise about the homotopy type of the Maurer–Cartan cosimplicial $\mathcal{L}_\infty$-algebra and the Maurer–Cartan cosimplicial $\mathcal{L}ie$-algebra.

**Proposition 2.16.** For all $n \geq 0$, we have

$$
H(mc^n) = 0 \quad \text{and} \quad H(\overline{mc}^n) = 0.
$$
Proof. Thanks to Proposition 2.15, it is enough to treat the case of \( \mathfrak{mc}^n \). For \( n \geq 0 \), the map of chain complexes

\[
\mathbb{K} \cong C_0 \longrightarrow C_n
\]
given by sending \( \omega_0 \in C_0 \) to \( \omega_0 \in C_n \) is a quasi-isomorphism of \( \Omega \text{Com}^i \)-algebras. We consider the twisting morphism

\[
\tau : \mathfrak{sl} \text{Lie}^\vee \longrightarrow \Omega(\mathfrak{sl} \text{Lie})
\]
dual to \( \pi \). Then, [LV12, Proposition 11.2.3] shows that the associated bar construction preserve quasi-isomorphisms, and thus the maps

\[
\mathbb{B}_\tau C_0 \xrightarrow{\sim} \mathbb{B}_\tau C_n
\]
are quasi-isomorphisms. Since we are working over a field, their duals

\[
\mathfrak{mc}^n = (\mathbb{B}_\tau C_n)^\vee \xrightarrow{\sim} \mathfrak{mc}^0 = (\mathbb{B}_\tau C_0)^\vee
\]
also are. We are only left to prove that

\[
H(\mathfrak{mc}^0) = 0,
\]
which is straightforward since

\[
\mathfrak{mc}^0 = \mathbb{K}\alpha \oplus \mathbb{K}[\alpha, \alpha]
\]
with \( |\alpha| = 0 \) and \( d\alpha = -\frac{1}{2}[\alpha, \alpha] \). □

2.5. Relation with Maurer–Cartan spaces. There are several other ways to define Maurer–Cartan spaces associated to a complete \( \mathfrak{sl} \text{Lie}_\infty \)-algebra \( \mathfrak{g} \). All of these have been shown to be Kan complexes. We will prove the same — actually in a strengthened version — for \( \mathbb{R} \) from first principles in Section 5.1.

One can first consider the Deligne–Hinich space [Hin97a] made up of the solutions to the Maurer–Cartan equation of the complete \( \mathfrak{sl} \text{Lie}_\infty \)-algebra structure on the tensor product with the simplicial commutative algebra \( \Omega \cdot \):

\[
MC_\bullet(\mathfrak{g}) := MC(\mathfrak{g} \hat{\otimes} \Omega_\bullet).
\]

This structure coincides with \( \mathfrak{g} \hat{\otimes}^\vee \Omega_\bullet \) under definitions of Section 1.3.

One can also consider the Getzler space [Get09] given by the kernels of Dupont’s homotopy:

\[
\gamma_\bullet(\mathfrak{g}) := \{ \alpha \in MC_\bullet(\mathfrak{g}) \mid (\text{id}_\mathfrak{g} \hat{\otimes} h_\bullet)(\alpha) = 0 \}.
\]

Finally, one can also use Dupont’s simplicial contraction to transfer the complete \( \mathfrak{sl} \text{Lie}_\infty \)-algebra structure of \( \mathfrak{g} \hat{\otimes} \Omega_\bullet \) onto \( \mathfrak{g} \hat{\otimes} C_\bullet \), and then consider \( MC(\mathfrak{g} \hat{\otimes} C_\bullet) \).

All of these constructions were shown to provide us with equivalent models for Maurer–Cartan spaces: they are weakly equivalent as Kan complexes to the Deligne–Hinich space. In [Get09], E. Getzler proved that there is a weak equivalence of simplicial sets

\[
MC_\bullet(\mathfrak{g}) \simeq \gamma_\bullet(\mathfrak{g}),
\]

which is natural with respect to strict morphisms. In [Ban14, Ban17], R. Bandiera proved that there is a natural isomorphism between the last two constructions

\[
\gamma_\bullet(\mathfrak{g}) \cong MC_\bullet(\mathfrak{g} \hat{\otimes} C_\bullet).
\]

The first named author also exhibited in [RN19] a direct natural weak equivalence

\[
MC_\bullet(\mathfrak{g}) \simeq MC(\mathfrak{g} \hat{\otimes} C_\bullet).
\]

In this last article, the cosimplicial complete \( \mathfrak{sl} \text{Lie} \)-algebra \( \mathfrak{mc}^\bullet \) was also considered, and it was proven that

\[
MC(\mathfrak{mc}^\bullet) \cong \text{Hom}_{\mathfrak{sl} \text{Lie}_\infty \text{-alg}}(\mathfrak{mc}^\bullet, \mathfrak{g}) = \mathbb{R}(\mathfrak{g})
\]
for any complete \( \mathfrak{sl} \text{Lie} \)-algebra \( \mathfrak{g} \). This statement also holds true in our context for complete \( \mathfrak{sl} \text{Lie}_\infty \)-algebras.
Theorem 2.17. For any \( s\mathcal{L}_\infty \)-algebra \( \mathfrak{g} \) there is a canonical isomorphism of simplicial sets

\[
R(\mathfrak{g}) \cong \text{MC} \left( \mathfrak{g} \hat{\otimes} \mathbb{C}_* \right),
\]

given by the restriction of the linear duality isomorphism \( \mathfrak{g} \hat{\otimes} \mathbb{C}_* \cong \text{hom}(\mathbb{C}_*, \mathfrak{g}) \) to the Maurer–Cartan set, which is natural with respect to strict morphisms. As a consequence, we get the following natural weak equivalence and isomorphisms:

\[
R(\mathfrak{g}) \cong \text{MC} \left( \mathfrak{g} \hat{\otimes} \mathbb{C}_* \right) \cong \gamma_* (\mathfrak{g}) \cong \text{MC}_* (\mathfrak{g}) .
\]

Proof of Theorem 2.17. We apply Proposition 1.38 to \( \mathcal{P} = s\mathcal{L}_\infty = \Omega \text{Com}^\vee \), \( X = \mathbb{C}_* \), \( Y = \mathbb{C}_* \), \( A = \mathfrak{g} \), and the operadic twisting morphism \( \tau : B(\mathcal{L}_\infty) = B\Omega \text{Com}^\vee \rightarrow s\mathcal{L}_\infty \). Recall that in \( \text{MC}(\mathfrak{g} \hat{\otimes} \mathbb{C}_*) \), the chain complex \( \mathfrak{g} \hat{\otimes} \mathbb{C}_* \) was endowed with the complete \( s\mathcal{L}_\infty \)-algebra structure obtained by applying the homotopy transfer theorem to the contraction

\[
\text{id} \otimes h \quad \quad \text{id} \otimes \Omega \quad \quad \text{id} \otimes \mathfrak{g} \hat{\otimes} \mathbb{C}_*
\]

induced by Dupont’s contraction.

Since \( \Omega_* \) is a simplicial commutative algebra, it is in particular a simplicial \( \Omega \text{BCom} \)-algebra. The homotopy transfer theorem applied to the Dupont’s contraction gives a \( \Omega \text{BCom} \)-algebra structure to \( \mathbb{C}_* \), then the convolution tensor product provides us with the \( s\mathcal{L}_\infty \)-algebras \( \mathfrak{g} \hat{\otimes} \mathbb{C}_* \).

By Proposition 1.38, the \( s\mathcal{L}_\infty \)-algebras \( \mathfrak{g} \hat{\otimes} \mathbb{C}_* \) and \( \mathfrak{g} \hat{\otimes} \mathbb{C}_* \) are equal. Therefore, we have the isomorphisms

\[
\text{MC} \left( \mathfrak{g} \hat{\otimes} \mathbb{C}_* \right) \cong \text{MC} \left( \mathfrak{g} \hat{\otimes} \mathbb{C}_* \right) \cong \text{MC} \left( \text{hom}^\tau (\mathbb{C}_*, \mathfrak{g}) \right) \cong \text{hom}_{s\mathcal{L}_\infty \text{-alg}} \left( \Omega \mathbb{C}_*, \mathfrak{g} \right) = R(\mathfrak{g}) ,
\]

where in the second bijection we used the fact that \( \mathbb{C}_* \) is finite dimensional and in the third we used Proposition 1.30.

Remark 2.18. As mentioned in Example 1.36, the “image”

\[
f(\alpha) := \sum_{m \geq 1} \frac{1}{m!} f_m(\alpha, \ldots, \alpha) \in \text{MC}(\mathfrak{h})
\]

of any Maurer–Cartan element \( \alpha \in \text{MC}(\mathfrak{g}) \) under an \( \infty \)-morphism is again a Maurer–Cartan element of \( \mathfrak{h} \). This assignment makes \( \text{MC} \) into a functor with respect to \( \infty \)-morphisms, and by compatibility with the simplicial structure it also extends the Deligne–Hinich space \( \text{MC}_* \) to a functor

\[
\text{MC}_* : \infty s\mathcal{L}_\infty \text{-alg} \longrightarrow s\text{Set} .
\]

This additional functoriality is not preserved by the Getzler sub-space since the kernels of the Dupont’s homotopy do not form commutative sub-algebras of \( \Omega_* \). We will study and fix this issue in Section 3 considering a refinement of the notion of \( \infty \)-morphisms.

2.6. Geometric interpretation of the integration functor. Let \( \mathfrak{g} \) be a complete \( s\mathcal{L}_\infty \)-algebra. By the Yoneda lemma and Theorem 2.17, an \( n \)-simplex \( x : \Delta^n \rightarrow R(\mathfrak{g}) \) is nothing else than an element of

\[
R(\mathfrak{g})_n \cong \text{MC} \left( \mathfrak{g} \hat{\otimes} \mathbb{C}_n \right),
\]

that is a Maurer–Cartan element of the form

\[
x = \sum_{\emptyset \neq I \subseteq [n]} x_I \otimes \omega_I ,
\]

where \( |x_I| = |I| - 1 \) by the fact that \( x \) must have degree 0.

Graphically, we draw such an element of \( R(\mathfrak{g}) \) as a geometrical \( n \)-simplex with the sub-simplex corresponding to \( \emptyset \neq I \subseteq [n] \) labeled by the element \( x_I \in \mathfrak{g} \). The fact that \( R(\mathfrak{g}) \) is a simplicial set implies that whenever two simplices share a face, their respective faces have the same element.
of $g$ labeling them. Thus, this graphical representation can be used for any combination of simplices in $R(g)$. We find this way of visualizing the simplicial set $R(g)$ extremely useful and we adopt it throughout the rest of the article, see the proof of Theorem 6.1 for instance.

**Example 2.19.** For $n = 2$, we draw a 2-simplex $x$ of $R(g)$ as follows.

![Diagram of a 2-simplex]

3. **Functionality of the integration**

Our conceptual approach based on the operadic calculus allows us to go further, establishing functionality of $R$ with respect to a class of higher morphisms, called $\infty_\pi$-morphisms, that refines the classical notion of $\infty$-morphisms. We are able to settle functionality with respect to $\infty$-morphisms as well, but only on the level of the homotopy category. Since the notion of $\infty_\pi$-morphism is new, we study it in detail, describing it explicitly and giving a precise comparison with the classical notion.

3.1. **Functionality with respect to $\infty_\pi$-morphisms.** Definition 1.35 applied to the operadic twisting morphism $\pi: B\Omega \text{Com}^\vee \to \Omega \text{Com}^\vee \cong L_\infty$ produces the notion of an $\infty_\pi$-morphism of complete $L_\infty$-algebras $f: g \rightsquigarrow h$, which amounts to a morphism of $B\Omega \text{Com}^\vee$-coalgebras between the bar constructions $f: B_\pi g \to B_\pi h$ that preserves the respective filtrations.

**Proposition 3.1.** The integration functor $R$ extends canonically to $\infty_\pi$-morphisms:

$$R: \infty_\pi \cdot L_\infty \text{-alg} \longrightarrow s\text{Set}.$$

**Proof.** We use the convolution algebra description obtained by Definition 1.29 and Proposition 1.30:

$$R(g) \cong MC(\pi^\ast(C^\bullet, g)),$$

which shows that $R$ is the composite of two functors:

$$R = \left(\infty_\pi \cdot L_\infty \text{-alg} \xrightarrow{\pi^\ast(C^\bullet, -)} \infty \cdot L_\infty \text{-alg} \xrightarrow{MC} s\text{Set}\right),$$

where the fact that the first functor is functorial with respect to $\infty_\pi$-morphisms, sending them to $\infty$-morphisms, was proven in [RNW19b, Corollary 5.4], and where $MC$ acts on $\infty$-morphisms by Example 1.36. This concludes the proof. $\square$

Let us spend a moment to make this functionality more explicit. Any $\infty_\pi$-morphism $f: g \rightsquigarrow h$ induces an $\infty$-morphism between the convolution algebras

$$\pi^\ast(id, f): \pi^\ast(C^\bullet, g) \rightsquigarrow \pi^\ast(C^\bullet, h)$$

by the formula

$$\pi^\ast(id, f)_m(x_1, \ldots, x_m) = f(id \otimes_{S_m} (x_1 \otimes \cdots \otimes x_m)) \Delta_m,$$

on $x_1, \ldots, x_n \in \pi^\ast(C^\bullet, g)$, where the right-hand side is the composite

$$C^\bullet \xrightarrow{\Delta_m} B\Omega \text{Com}^\vee(m) \otimes_{S_m} (C^\bullet)^{\otimes m} \xrightarrow{id \otimes_{S_m} (x_1 \otimes \cdots \otimes x_m)} B\Omega \text{Com}^\vee(m) \otimes_{S_m} g^{\otimes m} \xrightarrow{f} h.$$
This formula is the same as the one described in [RNW19b, Section 5.1]; the proof of Theorem 5.1(b) in op. cit. goes through unchanged despite $C^*$ not being conilpotent. The morphism of simplicial sets $R(f)$ is then defined to be the induced map on Maurer–Cartan elements

$$R(f) := \text{MC}(_R\text{hom}^\pi(id, f)),$$

which is explicitly given by

$$R(f)(x) = \sum_{m \geq 1} \frac{1}{m!} f(id \otimes_{S_m} x^\otimes m) \Delta_m.$$  

Notice that everything is indeed compatible with the simplicial maps, so that this is a well defined morphism of simplicial sets.

This functorial property is a motivation to unfold the compact definition of an $\infty_\pi$-morphism.

3.2. **Explicit description of $\infty_\pi$-morphisms.** We consider the set of partitioned rooted trees $\text{PaRT}$ made up of rooted trees, with vertices of arity greater or equal to 2, endowed with a complete partition into sub-trees called blocks. The subset of partitioned rooted trees with $m$ leaves is denoted by $\text{PaRT}_m$, and, by convention, $\text{PaRT}_1$ is made up of the trivial tree $|$. Each vertex has degree $-1$ and each partition has degree $+1$, so the degree of a partitioned rooted tree is equal to the number of partitions minus the number of vertices. Therefore, the degree is non-positive and partitioned rooted trees of degree 0 are the ones where each block of the partition contains exactly one vertex.

**Example 3.2.** Here is an example of a partitioned rooted tree

![Partitioned Rooted Tree](image)

of degree $|\tau| = 3 - 4 = -1$.

The graded space spanned by partitioned rooted trees is endowed with a differential $d_e$, which is the sum of two terms. The first one sums over all edges linking two blocks of the partition and acts by merging the two blocks into a single one. The second term sums over all vertices of the tree and acts by splitting the vertex into two in all possible ways.

**Example 3.3.** The image under the differential $d_e$ of the above displayed example of a partitioned rooted tree is equal to

![Differential Image](image)
Lemma 3.4. The underlying space of the bar construction $B_\pi g$ of a complete $s\mathcal{L}_\infty$-algebra $g$ is the cofree conilpotent $B\Omega\text{Com}^\vee$-coalgebra on $g$, explicitly given by

$$B\Omega\text{Com}^\vee(g) \cong \bigoplus_{\tau \in \text{PaRT}} \tau(g),$$

where $\tau(g)$ stands for the partitioned rooted tree $\tau$ with leaves labeled by elements of $g$. It is endowed with a square-zero coderivation $d = d_g + d_e + d_\ell$, where $d_g$ is induced by the underlying differential $d$ of $g$, where $d_e(\tau(g)) := d_e(\tau)(g)$, and where $d_\ell(\tau(g))$ is equal to the sum over all the blocks lying at the top of the partitioned tree $\tau$, cutting such block one-by-one out of the tree and making the operations $\ell_m$ corresponding to the vertices contained in the block act on the associated elements of $g$.

Proof. Recall that the universal operadic twisting morphism has the following explicit form

$$\pi : B\Omega\text{Com}^\vee = \mathcal{T}^e\left(s\overline{\mathcal{T}}\left(s^{-1}\text{Com}^\vee\right)\right) \rightarrow s\overline{\mathcal{T}}\left(s^{-1}\text{Com}^\vee\right)$$

with $s\overline{\mathcal{T}}\left(s^{-1}\text{Com}^\vee\right) = \Omega\text{Com}^\vee \cong s\mathcal{L}_\infty$.

We establish PaRT as a basis for $B\Omega\text{Com}^\vee$ by identifying the “inner” elements of $s\overline{\mathcal{T}}(s^{-1}\text{Com}^\vee)$ with the blocks and the “outer” tree structure with the whole tree. The statement then follows by a direct application of the definition of the bar construction with respect to $\pi$ given in Section 1.3.

Example 3.5. The image under the differential of the bar construction of the above given tree $\tau$ labeled by element $a_1, \ldots, a_6$ is equal to

$$d(\tau(a_1, \ldots, a_6)) = -\sum_{i=1}^{6} (-1)^{|a_1| + \cdots + |a_{i-1}|} \tau(a_1, \ldots, d(a_i), \ldots, a_6) + d_e(\tau)(a_1, \ldots, a_6)$$

$$- \tau(\ell_3(a_1, a_2, a_3), a_4, a_5, a_6) + (-1)^{|a_4|} \tau(\ell_1, a_1, a_2, a_3, \ell_2(a_4, \ell_2(a_5, a_6))),$$

where

$$\tau(\tau) = 1 \quad \text{and} \quad \tau(\tau) = 1.$$ 

Given an $s\mathcal{L}_\infty$-algebra $(g, \{\ell_m\}_{m \geq 1})$ and a rooted tree $\tau \in \text{RT}_k$ with $k$ leaves, we denote by

$$\ell_\tau : g^\otimes k \rightarrow g$$

the operation obtained by interpreting the tree $\tau$ as a composite of the structure operations of $g$, with each vertex replaced by the operation of the same arity.

Proposition 3.6. The data of an $\infty_\pi$-morphism $f : g \rightarrow h$ between two complete $s\mathcal{L}_\infty$-algebras $(g, \{\ell_m\}_{m \geq 1})$ and $(h, \{\kappa_m\}_{m \geq 1})$ amounts to a collection of degree 0 maps

$$f_\tau : \tau(g) \rightarrow h,$$

or equivalently to a collection of degree $|\tau|$ maps

$$f_\tau : g^\otimes m \rightarrow h,$$

labeled by the set PaRT of partitioned rooted trees, which have the same symmetries as the underlying tree and which respect the filtrations. These maps are subject to the following conditions, one for each $\tau \in \text{PaRT}$:

$$\partial(f_\tau) = f_{d_e(\tau)} + \left( \sum \pm f_{\tau} \circ \ell_m \right) - \kappa(\tau \circ_1 f_{\tau_1}, \ldots, f_{\tau_k}),$$
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where

- $f_{d,(\tau)}$ comes from the extension of $f_-$ by linearity in the indexing tree,
- the sum runs over all the top blocks $\tau_i$ of $\tau$, that is all the blocks whose incoming edges are all leaves, and where in the notation $f_{\tau_i} \circ_i \ell_{\tau_i}$, the term $\tau^i$ means the tree $\tau$ with the block $\tau_i$ cut away and the operation $\ell_{\tau_i}$ is inserted on the leaf created by removing the block, and
- $\bar{\tau}$ indicates the block of $\tau$ linked to the root and $\bar{\tau}_1, \ldots, \bar{\tau}_k$ denote all the sub-trees above it (one for each leaf of the root block).

**Proof.** This is a direct corollary of Lemma 3.4 applied to Definition 1.35. \qed

**Example 3.7.** On the example of the partitioned rooted tree $\tau$ that we are following and under the same convention, this gives

$$\partial(f_{\tau}) = f_{d,(\tau)} - f_{\tau_1} \circ_1 \ell_{\tau_1} + f_{\tau_4} \circ_4 \ell_{\tau_4} - k_{\bar{\tau}}(f_{\bar{\tau}_1}, f_{\bar{\tau}_2}),$$

where

$$\tau_1 = \bar{\tau}_1 = \begin{array}{ccc}
1 & 2 & 3 \\
\end{array}, \quad \tau_4 = \bar{\tau}_2 = \begin{array}{ccc}
1 & 2 & 3 \\
\end{array} \quad \text{and} \quad \bar{\tau} = \begin{array}{ccc}
1 & 2 & 3 \\
\end{array}.$$

So $f_{\tau_1} \circ_1 \ell_{\tau_1} = f_{\tau_1} \circ_1 \ell_3$, $f_{\tau_4} \circ_4 \ell_{\tau_4} = f_{\tau_4} \circ_4 (\ell_2 \circ_2 \ell_2)$, and $k_{\bar{\tau}}(f_{\bar{\tau}_1}, f_{\bar{\tau}_2}) = k_2(f_{\bar{\tau}_1}, f_{\bar{\tau}_2})$.

### 3.3. Relationship between $\infty_\pi$-morphisms and $\infty$-morphisms

This notion of an $\infty_\pi$-morphism, which is very natural with respect to the integration functor, is however not the most simple and most used higher notion of morphisms of complete $\mathcal{A}_\infty$-algebras. In the literature, it is the notion of an $\infty$-morphism, that is the notion associated to the operadic twisting morphism $\iota$, which is omnipresent. The following simple construction relates these two notions in one direction.

**Proposition 3.8.** Any $\infty_\pi$-morphism

$$\{ f_\tau : g \overset{\otimes m}{\longrightarrow} h \}_{\tau \in \text{PaRT}}$$

of complete $\mathcal{A}_\infty$-algebras functorially induces an $\infty$-morphism $\nu^* f$ under the formula:

$$(\nu^* f)_m := \sum_{\tau \in \text{PaRT}_m \atop |\tau|=0} f_\tau.$$

**Proof.** The two operadic twisting morphisms $\pi$ and $\iota$ are related by the unit of the operadic bar-cobar adjunction:

$$\begin{array}{ccc}
\text{Com}^\vee & \overset{\nu}{\longrightarrow} & \delta \mathcal{L}_\infty \\
\downarrow & \searrow & \\
\text{B}\Omega\text{Com}^\vee & \overset{\pi}{\longrightarrow} & \\
\end{array}$$

So pulling back along $\nu$, one sends an $\infty_\pi$-morphism to an $\infty$-morphism:

$$\nu^* f : \text{Com}^\vee(g) \overset{\nu([id])}{\longrightarrow} \text{B}\Omega\text{Com}^\vee(g) \overset{\iota}{\longrightarrow} h.$$
Proposition 3.9. Let $f : g \xrightarrow{\sim} h$ be an $\infty_\pi$-morphism. Under the identification $R(g)_0 \cong MC(g)$, we have

$$R(f)_0 \cong MC(v^* f) .$$

Proof. Recall that

$$R(g)_0 \cong MC(\text{hom}^\pi(C^0_\pi, g))$$

and that $R(f)_0$ acts by $MC(\text{hom}^\pi(id, f))$ on it, see the proof of Proposition 3.1. Also, it follows directly from the proof of Proposition 2.9, that the $B\Omega \text{Com}^\vee$-coalgebra structure on $C^0_\pi \cong \mathbb{K}a_0$ is given by

$$\Delta(a_0) = \sum_{m \geq 1} \sum_{\tau \in \text{PaRT}_m \atop |\tau| = 0} \tau \otimes_{S_m} a_0^{\otimes m} .$$

Thus, for any $x_1, \ldots, x_m \in \text{hom}^\pi(C^0_\pi, g)$, we have

$$\text{hom}^\pi(id, f)_m(x_1, \ldots, x_m)(a_0) = f(id \otimes_{S_m} (x_1 \otimes \cdots \otimes x_m))\Delta_m(a_0)$$

$$= f(id \otimes_{S_m} (x_1 \otimes \cdots \otimes x_m)) \left( \sum_{\tau \in \text{PaRT}_m \atop |\tau| = 0} \tau \otimes_{S_m} a_0^{\otimes m} \right)$$

$$= (v^* f)_m(x_1(a_0), \ldots, x_m(a_0))$$

as desired. \qed

Recall that the set of degree 0 partitioned rooted trees is made up of all rooted trees with vertices of arity greater of equal to 2 and equipped with the finest partition, that is the one where every vertex forms a block. Unfortunately, this process cannot be reversed: the counit of arity greater or equal to 2 and equipped with the finest partition, that is the one where every vertex forms a block. No such reverse process can be strictly compatible with the respective composition of higher morphisms.

Theorem 3.10.

(1) There exist universal formulas which associate $\infty$-morphisms to $\infty_\pi$-morphisms and which are the identity on strict morphisms.

(2) No such universal formulas which associate $\infty$-morphisms to $\infty_\pi$-morphisms and which do not change the complete $\mathcal{L}_\infty$-algebra structures can respect the compositions.

Proof. Along with the proof of point (1), we will also make more explicit what we mean by such a statement. Recall from [Mar04] and [MV09a, Section 6.2] that there exists a 2-colored operad

$$\mathcal{T}(s^{-1}\text{Com}^\vee \oplus \text{Com}^\vee \oplus s^{-1}\overline{\text{Com}^\vee}), d)$$

which encodes the data of two complete $\mathcal{L}_\infty$-algebras on $g$ and $h$ together with an $\infty$-morphism from $g$ to $h$. The first generating summand lies in color 1, the second one lies in input color 0 and output color 1, and the third one lies in color 0. The image of the differential on the first and the third summands is the one of the cobar construction, so it is constructed from the partial decomposition products of the cooperad $\text{Com}^\vee$ and the image of the differential on second summand is given by both the partial and the monoidal decomposition product of the cooperad $\text{Com}^\vee$, see [HLV] for more details. In the same way, there is a 2-colored operad

$$\mathcal{T}(s^{-1}\overline{\text{Com}^\vee} \oplus B\Omega \overline{\text{Com}^\vee} \oplus s^{-1}\overline{\text{Com}^\vee}), d')$$

which encodes the data of two complete $\mathcal{L}_\infty$-algebras on $g$ and $h$ together with an $\infty_\pi$-morphism from $g$ to $h$. The only difference with the previous 2-colored operad lies in the image of the differential on the second summand which is constructed from the partial and the monoidal decomposition products of the cooperad $B\Omega \overline{\text{Com}^\vee}$ and the canonical twisting morphism $\pi$. 34
Applying the morphism of cooperads $\nu: \text{Com}^\vee \xrightarrow{\sim} \Omega\text{Com}^\vee$ to the second generating summand and the identity to the other ones, we get a morphism of 2-colored operads
\[
\left(\mathcal{J} \left( s^{-1}\text{Com}^\vee \oplus \text{Com}^\vee \oplus s^{-1}\text{Com}^\vee \right), d\right) \longrightarrow \left(\mathcal{J} \left( s^{-1}\text{Com}^\vee \oplus \Omega\text{Com}^\vee \oplus s^{-1}\text{Com}^\vee \right), d'\right).
\]
Pulling back along this map produces the functorial and universal formula of Proposition 3.8.

Since $\nu$ is a quasi-isomorphism one can see, by a spectral sequence argument, that this morphism of 2-colored operads is a quasi-isomorphism. In the model category of [Cav14], every 2-colored operad is fibrant. Considering the weight filtration, one can see that the above two -colored operads are cofibrant. Therefore, the above mentioned quasi-isomorphism admits a homotopy inverse. Pulling back along it, produces universal formulas which associate operads are cofibrant. Therefore, the above mentioned quasi-isomorphism admits a homotopy inverse. Pulling back along it, produces universal formulas which associate $\infty$-morphisms to $\infty$-morphisms. Since this homotopy inverse induces an inverse isomorphism on the level of homology group in arity 1 and color 01 part, it must be equal to the identity in this arity and color, so that it preserves strict morphisms.

For point (2), suppose that
\[
\left(\mathcal{J} \left( s^{-1}\text{Com}^\vee \oplus \Omega\text{Com}^\vee \oplus s^{-1}\text{Com}^\vee \right), d\right) \xrightarrow{\Phi} \left(\mathcal{J} \left( s^{-1}\text{Com}^\vee \oplus \text{Com}^\vee \oplus s^{-1}\text{Com}^\vee \right), d'\right)
\]
is a morphism of 2-colored operads which is the identity on the first and the third summands, corresponding to the fact that it leaves the algebraic structures untouched, and which sends $id \in \Omega\text{Com}^\vee$ to $id \in \text{Com}^\vee$, with $a \in K$. We claim that the induced universal formulas associating $\infty$-morphisms to $\infty$-morphisms, obtained by pulling back along $\Phi$, do not respect their compositions. The fact that the morphism $\Phi$ preserves the respective differentials forces
\[
\Phi(\tau_1) = a \mu_2^{01}, \quad \Phi(\tau_2) = a \left(\mu_2^{01} \circ_1 \left( s^{-1}\mu_2^0 \right) - \left( s^{-1}\mu_2^0 \right) \circ_1 \mu_2^{01} \right), \quad \text{and} \quad \Phi(\tau_3) = 0,
\]
where $s^{-1}\mu_2^0$ and $s^{-1}\mu_m^0$ stand respectively for the generators of the first and the third summand, where $\mu_m^{01}$ stand for the generators of the second summand, and where

\[
\tau_1 = \begin{array}{c}
1 \\
2 \\
\end{array}, \quad \tau_2 = \begin{array}{c}
1 \\
2 \\
3 \\
\end{array}, \quad \text{and} \quad \tau_3 = \begin{array}{c}
1 \\
2 \\
3 \\
\end{array}.
\]

Notice that the condition on $\tau_2$ implies that $a \in \{0,1,-1\}$. When $f: g \rightsquigarrow h$ is an $\infty$-morphism, we denote by $\tilde{f}$ the induced $\infty_\pi$-morphism obtained by pulling back along $\Phi$. The above computations show that, for any pair $f: g \rightsquigarrow h$ and $g: h \rightsquigarrow k$ of $\infty$-morphisms, we have
\[
\left(\tilde{g} \circ \tilde{f}\right)_{\tau_3} = a^2 (g_2 \circ_1 f_2) \neq (g \circ f)_{\tau_3} = 0.
\]

\[
\square
\]

3.4. Homotopy functoriality with respect to $\infty$-morphisms. As a consequence of Theorem 3.10, in order to define a functorial structure on the integration functor $R$ with respect to $\infty$-morphisms we need to refine our arguments as follows. Recall that the universal twisting morphism $\iota$ is Koszul by [LV12, Lemma 6.5.9] and so we have a natural quasi-isomorphism
\[
eq \labell{eq:epsilon}
\]
in the category $\mathcal{L}_{\infty}\text{-alg}$ by Proposition 1.33. For any $\infty$-morphism $f: B_{\iota} g \rightarrow B_{\iota} \mathfrak{h}$ of complete $\mathcal{L}_{\infty}$-algebras we consider the zig-zag
\[
g \xrightarrow{\epsilon_g} \Omega_{\iota} \mathcal{L}_{\infty} B_{\iota} g \xrightarrow{\Omega_{\iota} f} \Omega_{\iota} \mathcal{L}_{\infty} B_{\iota} \mathfrak{h} \xrightarrow{\epsilon_{\mathfrak{h}}} \mathfrak{h}
\]
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of strict morphisms of complete $\mathcal{SL}_\infty$-algebras and its image under the integration functor

$$
\begin{array}{c}
R(g) \xleftarrow{R(\epsilon_g)} R(\hat{\Omega}_iB_i\mathfrak{g}) \xrightarrow{R(\hat{\Omega}_i f)} R(\hat{\Omega}_iB_i\mathfrak{h}) \xrightarrow{R(\epsilon_h)} R(\mathfrak{h})
\end{array}
$$

Notice that the integration functor sends strict quasi-iso morphisms to weak equivalences by Theorem 6.5; the proof of that result is independent of the following result.

**Proposition 3.11.** The above assignment induces a functor

$$
R^h : \infty \mathcal{SL}_\infty \text{-alg} \rightarrow \text{Ho}(\text{sSet})
$$

which extends the composite of the integration functor with the projection onto the homotopy category of simplicial sets.

**Proof.** Since the map $R(\epsilon_g)$ is always a weak equivalence of simplicial sets, the map $R^h(f)$ is always well-defined in the homotopy category of simplicial sets. Applying this to the identity map, we get

$$
\begin{array}{c}
R(g) \xleftarrow{R(\epsilon_g)} R(\hat{\Omega}_i B_i g) \xrightarrow{R(\epsilon_h)} R(\hat{\Omega}_i B_i h) \xrightarrow{R(\epsilon_h)} R(\hat{\Omega}_i B_i h)
\end{array}
$$

which is equal to the identity of $R(g)$ in $\text{Ho}(\text{sSet})$.

Given two $\infty$-morphisms $f : B_i g \rightarrow B_i h$ and $g : B_i h \rightarrow B_i k$, the composite of their images under $R^h$ is equal to

$$
\begin{array}{c}
R(g) \xleftarrow{R(\epsilon_g)} R(\hat{\Omega}_i B_i g) \xrightarrow{R(\hat{\Omega}_i f)} R(\hat{\Omega}_i B_i h) \xrightarrow{R(\epsilon_h)} R(h)
\end{array}
$$

which is the image of their composite in the homotopy category of simplicial sets. This proves that we have a well-defined functor.

For any strict morphism $f : g \rightarrow h$ of complete $\mathcal{SL}_\infty$-algebras, the following diagram is commutative

$$
\begin{array}{c}
\hat{\Omega}_i B_i g \xrightarrow{\hat{\Omega}_i B_i f} \hat{\Omega}_i B_i h \\
\epsilon_g \downarrow \quad \downarrow \epsilon_h
\end{array}
$$

This shows that $R^h(B_i f) = \text{proj} \circ R(f)$, which proves the last claim. \qed
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3.5. **Twisting procedure and the integration functor.** One of the main applications of the twisting procedure of Proposition 1.7 is to change the base point from 0 to $\alpha$, as the following well-known result shows.

**Lemma 3.12.** Let $g$ be a complete $sL_\infty$-algebra and let $\alpha \in MC(g)$. An element $x \in g_0$ is a Maurer–Cartan element in $g^\alpha$ if and only if $x + \alpha$ is a Maurer–Cartan element in $g$.

**Proof.** This follows from a straightforward computation. For a more conceptual explanation, we refer the reader to [DSV18, Chapter 3, Corollary 3.1].

This is particularly useful when one wants to study the homotopy groups of the simplicial set $R(g)$ as it allows us to always reduce to the case where the base point is $0 \in g$. We will systematically use this fact in Sections 6 and 7. However, in order to prove that some statements hold functorially with respect to $\infty$-$\pi$-morphisms, we need a functorial version of the twisting procedure. Such a result holds on the level of $\infty$-morphisms.

**Proposition 3.13.** Let $f : g \Rightarrow h$ be an $\infty$-morphism between complete $sL_\infty$-algebras and let $\alpha \in MC(g)$ be a Maurer–Cartan element. The formula

$$f_m^\alpha := \sum_{k\geq 0} \frac{1}{k!} f_{k+m}(\alpha^k, -, \ldots, -)$$

defines an $\infty$-morphism

$$f^\alpha : g^\alpha \Rightarrow h(f(\alpha))$$

between the associated twisted $sL_\infty$-algebras. This assignment is functorial: we have

$$id^\alpha = id : g^\alpha \rightarrow g^\alpha$$

and

$$(g \circ f)^\alpha = g^{f(\alpha)} \circ f^\alpha : g^\alpha \rightarrow \mathbb{I}^\alpha(f(\alpha)),$$

for any $\infty$-morphism $g : h \Rightarrow \mathbb{I}$.

**Proof.** Again, this follows from a straightforward computation. A more conceptual proof can be found in [DSV18, Chapter 3, Section 5].

We failed to establish a similar functorial twisting procedure with respect to $\infty$-$\pi$-morphisms on the level of $sL_\infty$-algebras. Instead, we will settle it “only” on the level of the integration functor using the following arguments.

Recall that for any simplicial set we can see the set of 0-simplices as a simplicial sub-set. In the present case, for any Maurer–Cartan element $\alpha \in MC(g)$, this amounts to considering, for any $n \geq 0$, the element $\alpha_n \in hom(C^n, g)$ that sends $a_i$ to $\alpha$, for each $0 \leq i \leq n$, and everything else to zero. In other words, under the geometric representation of Section 2.6, the element $\alpha_n$ is obtained by labeling the vertices of the geometric $n$-simplex by $\alpha$ and the other faces by 0.

We denote this “simplicial” collections by $\alpha_\bullet \in R(g)$.

**Lemma 3.14.** Let $g$ be a complete $sL_\infty$-algebra and let $\alpha \in MC(g)$ be a Maurer–Cartan element. The two cosimplicial complete $sL_\infty$-algebras

$$hom^\pi(C_\bullet, g^\alpha) = hom^\pi(C_\bullet, g)^{\alpha_\bullet}$$

are identical.

**Proof.** As we already noticed in the proof of Proposition 2.7, the cosimplicial structure of $C_\bullet$ is compatible with Dupont’s contraction, so that the homotopy transfer theorem endows it with a simplicial $\Omega BCom$-algebra structure, and its dual $C^\bullet$ obtains a cosimplicial $B\Omega Com^{\vee}$-coalgebra structure. It is straightforward to see that the convolution algebra is again compatible with the structure maps, so that $hom^\pi(C_\bullet, g)$ is a simplicial complete $sL_\infty$-algebra. Since each element
\( \alpha_n \in \text{hom}^\pi(C^n, g) \) is the image of the Maurer–Cartan element \( \alpha^0 \in \text{hom}^\pi(C^0, g) \) under degeneracy maps, it is again a Maurer–Cartan element in \( \text{hom}^\pi(C^n, g) \). Therefore, we can twist the complete \( s\mathcal{L}_\infty \)-algebra with it to obtain \( \text{hom}^\pi(C^n, g)^{\alpha_n} \) using Proposition 3.13 and we obtain a simplicial complete \( s\mathcal{L}_\infty \)-algebra \( \text{hom}^\pi(C^n, g)^{\alpha_n} \) when applying this procedure at every simplicial level.

We now fix a simplicial degree \( n \geq 0 \) and we show that the twisted \( s\mathcal{L}_\infty \)-algebra structure \( \text{hom}^\pi(C^n, g)^{\alpha_n} \) is equal to \( \text{hom}^\pi(C^n, g^{\wedge}) \). We will work in the dual picture

\[
R(g)_n \cong \text{MC}(g \otimes \pi C_n).
\]

In the right-hand side, our Maurer–Cartan element is given by \( \alpha \otimes 1 \), with \( 1 = \omega_1 + \cdots + \omega_n \in C_n \). Recall from [RN18a] that the \( s\mathcal{L}_\infty \)-algebra structure on \( g \otimes \pi C_n \) is given as follows. The set of partitioned rooted trees \( \tau \in \text{PaRT} \) forms a basis of the operad \( \Omega B\text{Com} \cong (B\mathcal{L}_\infty)^\vee \). We denote by \( \tau^\vee \) the dual basis of the cooperad \( B\Omega \text{Com}^\vee \cong (\Omega B\text{Com})^\vee \). Given \( x_1 \otimes \theta_1, \ldots, x_m \otimes \theta_m \in g \otimes \pi C_n \), we have

\[
\ell_m(x_1 \otimes \theta_1, \ldots, x_m \otimes \theta_m) = \sum_{\tau \in \text{PaRT}_m} (-1)^\epsilon \gamma_{\tau} \big( \pi(\tau^\vee) \otimes x_1 \otimes \cdots \otimes x_m \big) \otimes \gamma_{C_n}(\tau \otimes \theta_1 \otimes \cdots \otimes \theta_m),
\]

where \( \epsilon \) is the Koszul sign. Since the twisting morphism \( \pi \) projects to the trees containing only a single partition, this expression simplifies to

\[
\ell_m(x_1 \otimes \theta_1, \ldots, x_m \otimes \theta_m) = \sum_{\tau \in \text{RT}_m} (-1)^\epsilon \gamma_{\tau} \big( \tau^\vee \otimes x_1 \otimes \cdots \otimes x_m \big) \otimes \gamma_{C_n}(\tau \otimes \theta_1 \otimes \cdots \otimes \theta_m),
\]

where \( \tau \in \text{RT}(m) \) is viewed as a basis element of \( B\text{Com}(m) \) and \( \tau^\vee \) as a basis element of \( \Omega \text{Com}^\vee(m) \). So the twisted structure is equal to

\[
\ell_m^{\wedge}(x_1 \otimes \theta_1, \ldots, x_m \otimes \theta_m) = \sum_{k \geq 0} \frac{1}{k!} \ell_{k+m}(\alpha \otimes 1, \ldots, \alpha \otimes 1, x_1 \otimes \theta_1, \ldots, x_m \otimes \theta_m)
\]

\[
= \sum_{k \geq 0} \frac{1}{k!} \sum_{\tau \in \text{RT}_{k+m}} (-1)^\epsilon \gamma_{\tau} \big( \tau^\vee \otimes \alpha \otimes x_1 \otimes \cdots \otimes x_m \big) \otimes \gamma_{C_n}(\tau \otimes 1^{\otimes k} \otimes \theta_1 \otimes \cdots \otimes \theta_m).
\]

Let us consider the term \( \gamma_{C_n}(\tau \otimes 1^{\otimes k} \otimes \theta_1 \otimes \cdots \otimes \theta_m) \). As explained in the proof of Proposition 2.9, it is given by taking the rooted tree \( \tau \), decorating each leaf with the corresponding element (either a copy of 1 or one of the \( \theta_i \)), applying \( i_n \) to these elements, multiplying them at the vertices, applying the homotopy \( h_n \) at the inner edges, and applying the projection chain map \( p_n \) at the root. Due to the application of \( h_n \), it is immediately clear that if there is a vertex of \( \tau \) that is linked only to leaves and such that 1 is at each of these leaves, then

\[
\gamma_{C_n}(\tau \otimes 1^{\otimes k} \otimes \theta_1 \otimes \cdots \otimes \theta_m) = 0.
\]

Other trees as well give a trivial contribution because of the side conditions of the Dupont contraction: if a tree has a vertex linked only to leaves and all of the leaves are labeled by 1 except for a single one labeled by an element \( \theta_i \), or if it has a vertex that is linked only to leaves labeled by 1 and an incoming edge linked to a sub-tree, then the conditions \( h_n i_n = 0 \) and \( h_n h_n = 0 \) make it so that the result of the tree is zero, respectively.

Excluding these trees from \( \text{RT}_{m+k} \), we are left with the set of trees that can be obtained by taking a tree in \( \text{RT}_m \), shifting the enumeration of the leaves by \( k \), adding \( k \) leaves at existing vertices and choosing an enumeration for 1 to \( k \) for these new leaves, and then placing \( k \) copies of 1 and the elements \( \theta_1, \ldots, \theta_m \) at the leaves, in order. If \( V_\tau \) denotes the set of vertices of the
original tree \( τ \) in \( \text{RT}_m \), writing \( k_v \) for the number of leaves added to the vertex \( v \in V_τ \), we can forget the precise ordering of the added leaves obtaining a global multinomial coefficient

\[
\left( \frac{k}{\{k_v\}_{v \in V_τ}} \right) = \frac{k!}{\prod_{v \in V_τ} k_v!}
\]

for the tree. We write \( τ + \{k_v\} \) for the rooted tree \( τ \) with \( k_v \) leaves added to the vertex \( v \in V_τ \). Since 1 is the unit of the Sullivan algebra, we have that

\[
γ_{C_n} \left( (τ + \{k_v\}) \otimes 1^{k} \otimes \theta_1 \otimes \cdots \otimes \theta_m \right) = γ_{C_n} (τ \otimes \theta_1 \otimes \cdots \otimes \theta_m).
\]

Putting all we have said until now together, we obtain that

\[
ℓ_m^{a}(x_1 \otimes θ_1, \ldots, x_m \otimes θ_m) = \sum_{τ \in \text{RT}_m} (-1)^{e} \sum_{v \in V_τ} \left( \prod_{k_v \geq 0} \frac{1}{k_v!} \right)^{v} γ_0 \left( (τ + \{k_v\}) \otimes \alpha^{\otimes x_1} \otimes \cdots \otimes x_m \right) \otimes γ_{C_n} \left( (τ + \{k_v\}) \otimes 1^{k} \otimes \theta_1 \otimes \cdots \otimes \theta_m \right)
\]

\[
= \sum_{τ \in \text{RT}_m} (-1)^{e} \sum_{v \in V_τ} \left( \prod_{k_v \geq 0} \frac{1}{k_v!} \right)^{v} γ_0 \left( (τ + \{k_v\}) \otimes \alpha^{\otimes x_1} \otimes \cdots \otimes x_m \right) \otimes γ_{C_n} (τ \otimes θ_1 \otimes \cdots \otimes θ_m)
\]

\[
= \ell_m (θ_1 \otimes x_1, \ldots, θ_m \otimes x_m),
\]

where the last operation \( ℓ_m \) is the one of the \( \mathcal{S}\mathcal{L}_∞ \)-algebra \( \text{hom}^\bullet(C^n, g^α) \). This is exactly what we needed to show and concludes the proof. □

Thanks to Lemma 3.14, we can write the following definition.

**Definition 3.15.** Let \( g, h \) be two complete \( \mathcal{S}\mathcal{L}_∞ \)-algebras and let \( f : g \rightsquigarrow h \) be an \( \infty_π \)-morphism between them. For any Maurer–Cartan element \( α \in \text{MC}(g) \) we define a morphism of simplicial sets

\[
R(f)^α : R(g^α) \longrightarrow R(h^{\bullet} f(α))
\]

by

\[
R(f)^α := \text{MC} (\text{hom}^\bullet(\text{id}, f)^α)*.
\]

**Proposition 3.16.** The twisting procedure for the integration functor with respect to \( \inftyπ \)-morphisms of Definition 3.15 is functorial. Namely, for any \( α \in \text{MC}(g) \) we have

\[
R(id_g)^α = id_{R(g^α)} : R(g^α) \rightarrow R(g^α)
\]

and for any pair \( f : g \rightsquigarrow h \) and \( g : h \rightsquigarrow k \) of \( \inftyπ \)-morphisms of complete \( \mathcal{S}\mathcal{L}_∞ \)-algebras

\[
R(g \circ f)^α = R(g)^{\bullet} f(α) R(f)^α.
\]

**Proof.** This is straightforward consequence of Definition 3.15 and Proposition 3.13. □

From Lemma 3.12 and Lemma 3.14, we see that a simplex \( x : Δ^n \rightarrow \text{hom}^\bullet(C^*, g) \) is in \( R(g^α) \) if and only if the simplex \( x + α_n \), where the vertices \( \{x_i\}_{0 \leq i \leq n} \) are replaced by \( \{x_i + α\}_{0 \leq i \leq n} \) and where all the rest remains unchanged, is in \( R(g) \). This is exactly what we need in order to change base points when considering the homotopy groups of \( R(g) \).
Theorem 3.17. Let $g$ be a complete $\mathcal{SL}_\infty$-algebra and let $\alpha \in \text{MC}(g)$ be a Maurer–Cartan element. The translation maps
\[
\text{hom}(C^n, g^{\alpha_n}) \longrightarrow \text{hom}(C^n, g)
\]
\[
x \mapsto \begin{cases} 
  x + \alpha_n, & \text{when } |x| = 0, \\
  x, & \text{when } |x| \neq 0,
\end{cases}
\]
induce an isomorphism of simplicial sets
\[
R(g^\alpha) \cong R(g),
\]
which is natural in $\infty$-morphisms.

Proof. The translation map is actually a curved $\infty$-isotopy after [DSV18, Chapter 3, Section 5]; as such it induces a bijection on the level Maurer–Cartan simplicial sets. The functoriality follows from Lemma 3.14, Proposition 3.16, and the interpretation of (curved) $\infty$-morphisms as gauge group elements given in loc. cit. \qed

Corollary 3.18. Let $g$ be a complete $\mathcal{SL}_\infty$-algebra, let $\alpha \in \text{MC}(g)$ be a Maurer–Cartan element. There is an isomorphism of sets
\[
\pi_0(R(g^\alpha)) \cong \pi_0(R(g))
\]
and isomorphisms of groups
\[
\pi_n(R(g^\alpha), 0) \cong \pi_n(R(g), \alpha)
\]
for each $n \geq 1$. They are all natural in $\infty$-morphisms.

Proof. This is immediate from Theorem 3.17. \qed

4. Gauges

After studying some general properties of the universal Maurer–Cartan algebra and completely determining the $0$th cosimplicial level $mc^0$, we now turn to $mc^1$ and show that it is the complete $\mathcal{SL}_\infty$-algebra representing two Maurer–Cartan elements and a gauge between them. This generalizes the Lawrence–Sullivan Lie algebra model of the interval [LS14]. As we did for $mc^0$, we will give completely explicit formulas for $mc^1$. We then give an application by completely characterizing the notion of a gauge homotopy between $\infty$-morphisms of $\mathcal{SL}_\infty$-algebras.

4.1. The higher Lawrence–Sullivan algebra. In Proposition 2.9, we computed $mc^0$, which is the free complete $\mathcal{SL}_\infty$-algebra generated by a single Maurer–Cartan element. This result can easily be recovered now using Theorem 2.17 and the fact that $C_0 \cong \mathbb{K}$ since they give
\[
R(g)_0 \cong \text{MC}(g \otimes C_0) \cong \text{MC}(g).
\]
We would like to understand the next simplicial level, that is $mc^1$.

Proposition 4.1. The complete $\mathcal{SL}_\infty$-algebra $mc^1$ is the free complete $\mathcal{SL}_\infty$-algebra on three generators $a_0$, $a_1$, and $a_{01}$ of respective degree $|a_0| = |a_1| = 0$ and $|a_{01}| = 1$, with the unique differential such that $a_0$ and $a_1$ are Maurer–Cartan elements, and $a_{01}$ is a gauge between them.

Proof. From Definition 2.8, we know that the underlying complete $\mathcal{SL}_\infty$-algebra of $mc^1$ is free on three generators $a_0$, $a_1$, and $a_{01}$ with degrees as above. The cosimplicial structure of $mc^*$ and Proposition 2.9 show that $a_0$ and $a_1$ are Maurer–Cartan elements in $mc$. Theorem 2.17 shows that $R(g)_1 \cong \text{MC}(g \otimes C_1)$. This latter set, once viewed in $MC_1(g)$, was shown by [RN19, Proposition 4.3] to be made up of pairs Maurer–Cartan elements and a gauge between them. This proves that $R(g)_1$ is made up of the same elements and forces the image of $a_{01}$ under the differential to be such that $a_{01}$ is a gauge from $a_0$ to $a_1$. \qed
Corollary 4.2. There is a canonical bijection

$$\pi_0(\mathcal{R}(g)) \cong \mathcal{MC}(g),$$

which is natural in complete s\textsubscript{\infty}-algebras with respect to \textsubscript{\infty}-morphisms.

Proof. The existence of a canonical bijection is a direct consequence of Proposition 2.9 and Proposition 4.1; one could also prove it directly with Theorem 2.17. Proposition 3.9 shows that the bijection \(\mathcal{R}(g)_0 \cong \mathcal{MC}(g)\) is functorial with respect to \textsubscript{\infty}-morphisms: for any \textsubscript{\infty}-morphism \(f : g \hookrightarrow h\), the following diagram is commutative

$$\begin{array}{ccc}
\mathcal{R}(g)_0 & \cong & \mathcal{MC}(g) \\
\mathcal{R}(f)_0 & \mathcal{MC}(\nu^*f) & \mathcal{MC}(h)_0
\end{array}$$

Since \(\mathcal{R}(f)\) is a morphism of simplicial sets, the left-hand side passes to \(\pi_0\). We claim that the right-hand side also passes to the moduli space of Maurer–Cartan elements up gauge equivalence. Indeed, Deligne–Hinich’s space \(\mathcal{MC}_*\) is functorial with respect to \textsubscript{\infty}-morphisms, so any \textsubscript{\infty}-morphism from \(g\) to \(h\) sends two Maurer–Cartan elements which live in the same connected component of \(\mathcal{MC}_*(g)\) to the same connected component of \(\mathcal{MC}_*(h)\). Theorem 2.17 asserts that \(\mathcal{MC}_*(g) \simeq \mathcal{MC}(\hat{g} \otimes C_1) \cong \mathcal{R}(g)\) and we know by [RN19, Proposition 4.3] that \(\mathcal{MC}(\hat{g} \otimes C_1)\) is given by pairs of Maurer–Cartan element and a gauge between them. Thus, if two Maurer–Cartan element are gauge equivalent then they live in the same connected component of \(\mathcal{MC}_*(g)\), so their image live in the same connected component of \(\mathcal{MC}_*(h)\), which means that their images are gauge equivalent.

We are left to make explicit the differential \(d(a_{\alpha\beta})\), which requires to introduce the following combinatorial objects. We consider the set of partitioned planar rooted trees \(\text{PaPT}\) made up of planar rooted trees, with vertices of arity greater or equal to 1, endowed with a complete partition into sub-trees called blocks, and where the leaves are labeled by two colors: black or white. Each partition is required to contain at least one block and each block is required to contain at least one vertex. We will also consider the trees \(\mathcal{P}\) and \(\mathcal{P}\) given by a single white or respectively black leaf, which strictly speaking do not belong to \(\text{PaPT}\).

Example 4.3.

\[
\tau := \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\text{\square}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\in \text{PaPT}.
\]

In the same way as in Section 1.1, for any \(\tau \in \text{PaPT}\), \(\alpha, \beta, \lambda \in g\), we define \(\tau^\lambda(\alpha, \beta) \in g\) by induction:

\[
\mathcal{P}^\lambda(\alpha, \beta) := \alpha, \quad \mathcal{P}^\lambda(\alpha, \beta) := \beta, \quad \text{and} \quad \tau^\lambda(\alpha, \beta) := \ell_m+1 \left(\tau_1^\lambda(\alpha, \beta), \ldots, \tau_m^\lambda(\alpha, \beta), \lambda\right)
\]

when the underlying planar rooted tree of \(\tau\), that is after forgetting the partition, is equal to \(\tau = c_m \circ (\tau_1, \ldots, \tau_m)\).
Example 4.4. In the example of the above partitioned planar rooted tree $\tau$, we have

\[
\tau^\lambda(\alpha, \beta) = \ell_4(\ell_3(\beta, \lambda), \beta, \lambda), \alpha, \ell_2(\alpha, \lambda), \lambda) .
\]

Given a partitioned planar rooted tree $\tau \in \text{PaPT}$, we denote by $\tau_1, \ldots, \tau_k$ the planar rooted sub-trees corresponding to its $k$ blocks. To each sub-tree $\tau^i$ we associate the planar rooted tree $\tilde{\tau}^i$ where all the leaves connected to another block or to a black leaf are substituted by a vertex of arity 0.

Example 4.5. Under the convention

\[
\tau = \tau^2 \oplus \tau^3 ,
\]

we get

\[
\tilde{\tau}^1 = \tau^2 = \tau^3 = .
\]

We associate a coefficient $D(\tau)$ to $\tau$ by

\[
D(\tau) := (-1)^k \prod_{i=1}^k C(\tilde{\tau}^i) ,
\]

where the $C(\tilde{\tau}^i)$ is the one defined in Section 1.1.

Proposition 4.6. The differential in the complete $\mathcal{SL}_\infty$-algebra $\mathfrak{m}^1$ is given by

\[
d(a_{01}) = a_1 - a_0 + \sum_{\tau \in \text{PaPT}} \frac{1}{D(\tau)} \tau^{a_{01}}(a_0, a_1 - a_0) .
\]

Proof. Recall from Proposition 1.10 that

\[
a_1 = \sum_{\tau \in \text{PT}} \frac{1}{C(\tau)} \tau^{a_{01}}(a_0)
\]

in $\mathfrak{m}^1$. Here one should be careful, as we are using the notation $\tau^{a_{01}}$ both for a function defined by trees in $\text{PaPT}$ (2 arguments) and for trees in $\text{PT}$ (1 argument). Rearranging the terms, we obtain

\[
d(a_{01}) = a_1 - a_0 - \sum_{\tau \in \text{PT}} \frac{1}{C(\tau)} \tau^{a_{01}}(a_0) - \sum_{\tau \in \text{PT}} \frac{1}{C(\tau)} \tau^{a_{01}}(a_0) ,
\]

where $\text{PT}$ stands for the sub-set of planar rooted trees with at least one vertex and such that each vertex has positive arity and where $\overline{\text{PT}}$ stands for the sub-set of planar rooted trees with at least two vertices and such that at least one of them has arity 0. Under the convention

\[
p_0 := a_1 - a_0 - \sum_{\tau \in \overline{\text{PT}}} \frac{1}{C(\tau)} \tau^{a_{01}}(a_0) \quad \text{and}
\]
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\[ \mathcal{P}_m \left( \mathcal{D}(a_{01})^{\otimes m} \right) := - \sum_{\tau \in \tilde{\mathcal{PT}}^{(m)}} \frac{1}{C(\tau)} \tau^{a_{01}}(a_0), \text{ for } m \geq 1, \]

where \( \tilde{\mathcal{PT}}^{(m)} \) is the sub-set of \( \tilde{\mathcal{PT}} \) made up of planar rooted trees with exactly \( m \) vertices of arity 0, Equation (\ast) is a fixed-point equation satisfied by \( \mathcal{D}(a_{01}) \), which appears in the right-hand side at the vertices of arity 0. Proposition A.5, which guarantees the existence and uniqueness of a solution to (\ast) and provides us with an explicit formula, which becomes the one of the statement after a straightforward computation. □

From this result, one recovers the Lawrence–Sullivan algebra \( \mathcal{MC}^1 \) as follows. Under the convention \( \mathcal{D} \) for the differential of \( \mathcal{MC}^1 \), the two differentials are related by the formula

\[ \mathcal{D}(a_{01}) = (\mathcal{D}(a_{01})) \]
On the other hand, the final form given above for the integration functor $R(g)$ hints to the fact that $\hat{g} \otimes \pi C_1$ is a much more economical path object, see Proposition 6.16 for more details. The formula given in Proposition 4.6 makes the $sL_\infty$-algebra structure on $\hat{g} \otimes \pi C_1$ explicit.

Recall from [RNW19b, Theorem 4.6] that the Maurer–Cartan elements of the convolution algebra $\text{hom}^\alpha(B_\alpha A, B)$ are in one-to-one correspondence with the $\infty^\alpha$-morphisms from $A$ to $B$.

The gauge equivalence, under any of its forms mentioned above, gives rise to the following notion.

**Definition 4.7** (Gauge homotopy equivalence of $\infty^\alpha$-morphisms). Let $\alpha : C \to P$ be an operadic twisting morphism. Two $\infty^\alpha$-morphisms between two complete $P$-algebras $A$ and $B$ are called gauge homotopy equivalent if their corresponding Maurer–Cartan elements in the complete $sL_\infty$-algebra $\text{hom}^\alpha(B_\alpha A, B)$ are gauge equivalent.

For the universal twisting morphism $\iota$, this equivalence relation is equivalent to all the homotopy notions introduced so far among $\infty^\alpha$-morphisms, see [Dol07, DP16, RNW19a, Val20], but it carries the advantage of being the most economical in term of the required data. The size and form for this gauge homotopy equivalence allows us to formulate the following conjecture.

**Conjecture 4.8.** The element $h_\infty = h_\Psi$ defined in the last remark before the appendix of [DSV16] is a gauge homotopy equivalence of $\infty^\alpha$-morphisms between the composite $\iota_\infty \circ p_\infty$ and the identity $\text{id}$.

The size of a gauge homotopy equivalence is optimal, “so” the various formulas are more involved than when working with the bigger model $\hat{g} \otimes \Omega_1$.

For its intrinsic interest, but also in order to develop tools to study the conjecture mentioned above, we provide an explicit formula for gauge homotopies. One can apply the explicit formula given in Proposition 1.10, which is equivalent to the formula for $mc_1$ given in Proposition 4.6. Let us just treat in detail the case of $\infty^\alpha$-morphisms of complete $sL_\infty$-algebras, the general case being similar and thus left to the interested reader.

For any $m \geq 1$, we consider the set $\text{LRT}_m$ of line rooted trees which are rooted trees with $m$ leaves bijectively indexed by $\{1, \ldots, m\}$ together with an horizontal line supporting only vertices, i.e. not crossing any edge. Vertices on this line have arity greater or equal to $1$ and can each have at most one other vertex directly above them, while all other vertices must have arity at least $2$. The vertices on the line are labeled I, II, or III according to the following rules:

- For each vertex below the line that has at least one children on the line, exactly one of these children is labeled III; this vertex can not have children of its own;
- Vertices on the line with one vertex above them are labeled II; and
- All other vertices are labeled I or II.

These trees are not required to have a planar structure. For any line rooted tree, we denote by $\#\tau$ the number of vertices above the line. As an example, we consider the following tree with $\#\tau = 1$.

```
\begin{verbatim}
τ :=
   4  3  2  1
  /\  /\  /\n /  /  /  /
I  II III

1  2  4  3  6  5  8  11  9  10
```
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To a line rooted tree $\tau \in \text{LRT}$ we associate a planar tree $\tau \in \text{PT}$ as follows. First, we embed the line rooted tree into the plane according to its shuffle tree structure, see [Hof10] and [LV12, Section 8.2.2]. The tree given as an example above is already drawn in this way. Then we remove everything above the line, the vertices of type I become leaves, the vertices of type II become vertices of arity 0, and the vertices of type III are removed completely. For the example above we obtain:

For any planar rooted tree $\tau \in \text{PT}$ obtained this way, we consider the coefficient $A(\tau)$ given by the product of the factorial of the arities of all the vertices of the tree. This counts the number of distinct planar embeddings of the underlying topological tree and represents the intrinsic symmetries of the tree. In the example above, $A(\tau) = 4$.

**Proposition 4.9.** Let $(g, \{\ell_m\}_{m \geq 2})$ and $(h, \{\kappa_m\}_{m \geq 2})$ be two complete $\mathcal{L}_\infty$-algebras and let $\{f_m : g^{\odot m} \to h\}_{m \geq 1}$ and $\{g_m : g^{\odot m} \to h\}_{m \geq 1}$ be two $\infty$-morphisms between them. The data of a gauge homotopy between $f$ and $g$ amounts to a collection $\{\lambda_m : g^{\odot m} \to h\}_{m \geq 1}$ of degree 1 maps satisfying, for any $m \geq 1$:

$$g_m = \sum_{\tau \in \text{LRT}_m} (-1)^{\# \tau} A(\tau) C(\tau) \tau(k, f, \lambda, \ell) ,$$

where the vertices of $\tau$ below the line are labeled according to their arity by $\kappa_m$, the vertices of type I by $f_m$, the vertices of type II with a vertex above by $\lambda_m$ and the ones without a vertex above by $\partial(\lambda_m)$, the vertices of type III by $\lambda_m$, and the vertices above the line by $\ell_m$.

**Proof.** This is a direct application of Proposition 1.10 to the convolution algebra $\text{hom}^1(B, g, h)$. In this case, the cooperad $\mathcal{C} = \text{Com}^\vee$ is the linear dual of the operad $\text{Com}$, so the convolution algebra is isomorphic to

$$\text{hom}_S(\text{Com}^\vee, \text{end}^g_h) \cong \prod_{m \geq 1} \text{hom}(g^{\odot m}, h)$$

with structure operations

$$d(f)_m = \partial(f)_m - \sum_{p+q=m} \sum_{\sigma \in \text{Sh}_{p,q}^{-1}} (f_{p+1} \circ_1 \ell_q)^\sigma$$

and

$$\mu_k(f^1, \ldots, f^k)_m = \frac{1}{k!} \sum_{\tau \in \text{S}_k} \sum_{i_1 + \cdots + i_k = m} \sum_{\sigma \in \text{Sh}_{i_1, \ldots, i_k}^{-1}} \kappa_k \circ \left( f^{(1)}_{i_1}, \ldots, f^{(k)}_{i_k} \right)^\sigma .$$
The formula
\[ g = \sum_{\tau \in \mathcal{T}} \frac{1}{C(\tau)} \zeta(\tau) (f) \]
of Proposition 1.10 produces the composition of maps along line rooted trees given in the statement together with the coefficient \( \frac{1}{C(\tau)} \). The sign comes from the minus sign on the right-hand term of the differential given above for the convolution algebra. Finally, any contribution along a line rooted tree \( \tau \) actually comes from \( A(\tau) \) planar rooted trees. \( \square \)

5. Higher Baker–Campbell–Hausdorff Formulas

It is known that the Deligne–Hinich and the Getzler Maurer–Cartan spaces are actually Kan complex. In this section, we show this fact for our model \( R(g) \) from first principles. We recover much more, fully characterizing all fillings of horns in \( R(g) \) with explicit formulas. We apply this newfound knowledge to first recover the classical Baker–Campbell–Hausdorff formula and then to introduce natural higher generalizations.

It should be noted that the existence of such products was already noticed by Getzler \cite{Get09}, Definition 5.5 and that Bandiera proved in \cite{Ban14}, Proposition 5.2.36] that the first one coincides with the classical Baker–Campbell–Hausdorff formula. The higher ones have not yet been studied in any additional depth. In this section, we first prove the existence of the higher BCH products using the new methods introduced in the present paper (left adjoint functor \( \mathcal{L} \) of the integration functor \( R \) and fixed-point equations Appendix A.1). This allows us to give explicit formulas to calculate them. We establish a new characterization of the classical BCH formula which leads to another proof that the first of these products is equal to the classical BCH formula for Lie algebras. Finally, we study some of their properties. We will apply these higher BCH products in Section 6 to study the homotopical behavior of the integration functor \( R \).

5.1. Filling horns in Maurer–Cartan spaces. The purpose of this section is to show that, given a horn \( \Lambda^n_k \to R(g) \), the set of horn fillers is in canonical bijection with the set of elements of degree \( n \) of the complete \( sL_{\infty} \)-algebra:

\[ \begin{cases} \Lambda^n_k \to R(g) \\ \Delta^n \to \mathfrak{g}_n \end{cases} \]

The following result is the key ingredient of this section.

**Lemma 5.1.** For \( n \geq 2 \), there is an isomorphism of complete \( sL_{\infty} \)-algebras
\[ mc^n = \mathcal{L}(\Delta^n) \cong \mathcal{L}(\Lambda^n_k) \hat{\sqcup} sL_{\infty}(u, du) , \]
where \( u \) is a generator of degree \( n \) and where the differential on the right-hand side is given by \( d(u) = du \).

**Proof.** We consider the following morphism of complete \( sL_{\infty} \)-algebras:
\[ \mathcal{L}(\Lambda^n_k) \hat{\sqcup} sL_{\infty}(u, du) \xrightarrow{\psi} \mathcal{L}(\Delta^n) \]
\[ a_I \mapsto a_I \\
 u \mapsto a_{[n]} \\
 du \mapsto d(a_{[n]}) . \]

In the other way around, we want to define a morphism of \( sL_{\infty} \)-algebras as follows
\[ \mathcal{L}(\Delta^n) \xrightarrow{\psi} \mathcal{L}(\Lambda^n_k) \hat{\sqcup} sL_{\infty}(u, du) \]
\[ a_I \mapsto a_I \\
 a_{[n]} \mapsto u \]
where \( \hat{k} := \{0, \ldots, \hat{k}, \ldots, n\} \) and where \( x \) needs to be determined.

Recall from Equation \((4)\) that

\[
d(a_{[n]}) = \sum_{l=0}^{n} (-1)^l a_l \sum_{m \geq 2} \sum_{j \geq 0} \frac{1}{\lambda^\tau(l_1, \ldots, \hat{k}, \ldots, l_m)} \left( \sum_{I_1, \ldots, I_m \subseteq [n], I_l \neq \emptyset, \hat{k}} \lambda^\tau(l_1, \ldots, \hat{k}, \ldots, l_m) \right) \tau(a_{I_1}, \ldots, a_{\hat{k}}, \ldots, a_{I_m}),
\]

where we slightly abuse notation and write \( a_{[n]} \) for \( u \).

For the composite \( \psi \varphi \) to be equal to the identity, by evaluating on \( du \) we need the element \( x \) to satisfy the equation

\[
du = (-1)^k x + \sum_{l \neq k} (-1)^l a_l \sum_{m \geq 2} \sum_{j \geq 0} \frac{1}{\lambda^\tau(l_1, \ldots, \hat{k}, \ldots, l_m)} \left( \sum_{I_1, \ldots, I_m \subseteq [n], I_l \neq \emptyset, \hat{k}} \lambda^\tau(l_1, \ldots, \hat{k}, \ldots, l_m) \right) \tau(a_{I_1}, \ldots, x, \ldots, x, \ldots, a_{I_m}),
\]

where \( j \) stands for the number of appearances of \( x \). This equation is equivalent to the following fixed-point equation:

\[
x = (-1)^k du - \sum_{l \neq k} (-1)^l a_l \sum_{m \geq 2} \sum_{j \geq 0} \frac{1}{\lambda^\tau(l_1, \ldots, \hat{k}, \ldots, l_m)} \left( \sum_{I_1, \ldots, I_m \subseteq [n], I_l \neq \emptyset, \hat{k}} \lambda^\tau(l_1, \ldots, \hat{k}, \ldots, l_m) \right) \tau(a_{I_1}, \ldots, x, \ldots, x, \ldots, a_{I_m})
\]

in the complete \( \mathcal{EL}_\infty \)-algebra \( \mathcal{E}(\Lambda_n^\infty) \setminus \mathcal{EL}_\infty(u, du) \). This latter equation is a particular case of the fixed-point equation \((17)\): we consider the maps

\[
p_0 := (-1)^k du - \sum_{l \neq k} (-1)^l a_l + (-1)^k \sum_{m \geq 2} \sum_{I_1, \ldots, I_m \subseteq [n], I_l \neq \emptyset, \hat{k}} \frac{1}{\lambda^\tau(l_1, \ldots, l_m)} \tau(a_{I_1}, \ldots, a_{I_m}),
\]

\[
\Pi_j(-, \ldots, -) := (-1)^k \sum_{m \geq 2} \sum_{I_1, \ldots, I_m \subseteq [n], I_l \neq \emptyset, \hat{k}} \frac{1}{\lambda^\tau(l_1, \ldots, \hat{k}, \ldots, l_m)} \tau(a_{I_1}, \ldots, a_{\hat{k}}, \ldots, a_{I_m})
\]

which is well-defined since, for any \( x_1, \ldots, x_j \), the element \( \tau(a_{I_1}, \ldots, x_1, \ldots, x_j, \ldots, a_{I_m}) \) lives in \( F_m \) and since, for any \( m \geq 2 \), the number of rooted trees in \( RT_{m+j} \) is finite. It remains
to prove that each $P_j$ raises the degree filtration by 1, which amounts to show that every non-trivial term appearing in the sum involves at least one $a_I$, with $I \neq \emptyset$. This is equivalent to proving that for any reduced rooted tree $\tau \in \RT$, we have $\mu_+(\omega_{\hat{k}}, \ldots, \omega_{\hat{k}}) \neq \lambda \omega_{[n]} + \cdots$, with $\lambda \in \mathbb{K}\setminus \{0\}$. For $n \geq 2$, we have $\omega_{\hat{k}} \omega_{\hat{k}} = 0$; therefore, we get $\mu_+(\omega_{\hat{k}}, \ldots, \omega_{\hat{k}}) = 0$.

Now one can apply Proposition A.5 to get the existence of a solution $x$ to the fixed-point equation (7). Forgetting the differentials, the map $\psi$ is now a well-defined morphism of complete $\mathcal{S}\mathcal{L}_\infty$-algebras, which satisfies $\psi \varphi = \text{id}$.

The image under the morphism $\varphi$ of Equation (7) produces the same kind of equation

$$\varphi(x) = d(a_{[n]}) - (-1)^k \sum_{I \neq \emptyset} \sum_{m \geq 2} \sum_{\tau \in \RT_{m+j}, \tau \neq 0, \hat{k}} \tau(a_{I_1}, \ldots, \varphi(x), \lambda \omega_{[n]} + \cdots, a_{I_m})$$

but in the complete $\mathcal{S}\mathcal{L}_\infty$-algebra $mc^n$ this time. A solution is known, it is $a_{\hat{k}}$, and by the uniqueness of the solution to the fixed-point equation in Proposition A.5, we conclude that $\varphi(x) = a_{\hat{k}}$. This shows that $\varphi \circ \psi = \text{id}$ and thus that $\psi$ is a chain map.

\begin{proof}
This established the bijection (6) mentioned at the beginning of this section.

\begin{proof}
The isomorphism $mc^n \cong \mathcal{S}(\Lambda^n_k) \hookrightarrow \mathcal{S}\mathcal{L}_\infty(u, du)$ of Lemma 5.1 and the adjunction of Theorem 2.12 induce the following bijections

$$\text{Hom}_{\text{sSet}}(\Delta^n, R(g)) \cong \text{Hom}_{\mathcal{S}\mathcal{L}_\infty\text{-alg}}(\mathcal{S}(\Lambda^n_k), g)$$

which is natural in the complete $\mathcal{S}\mathcal{L}_\infty$-algebra $g$. The final bijection from left to right is given by the restriction along the horn inclusion $\Lambda^n_k \hookrightarrow \Delta^n$ together with taking the image of $[n]$. This concludes the proof.

\end{proof}

\begin{corollary}
The simplicial set $R(g)$ integrating any complete $\mathcal{S}\mathcal{L}_\infty$-algebra $g$ is a Kan complex with a canonical algebraic $\infty$-groupoid structure.

\end{corollary}

\begin{proof}
This is a direct corollary of Theorem 5.2: since each $g_n$ is not empty, every map $\Lambda^n_k \to R(g)$ can be lifted to a map $\Delta^n \to R(g)$. So $R(g)$ is a Kan complex. One can however be more precise here by always considering the canonical choice provided by the element $0 \in g_n$. Therefore, the Kan complex $R(g)$ comes equipped with a canonical choice of filler for every horn, which is the definition of an algebraic $\infty$-groupoid structure.

\end{proof}

\begin{proposition}
Under the isomorphism of Theorem 2.17, the canonical horn fillers given by the element $0 \in g_n$ in the $\infty$-groupoid $R(g)$ correspond to the unique thin fillers of $[\text{Get}09, \text{Theorem 5.4}]$ in $\gamma_{\bullet}(g)$.

\end{proposition}
Proof. Recall from [Get09, Definition 5.2] that an \(n\)-simplex \(\alpha \in \gamma_n(\mathfrak{g})\) is called thin if
\[
\int_{|\Delta^n|} \alpha = 0 .
\]
The isomorphism
\[
R(\mathfrak{g}) \xrightarrow{\sim} \gamma_\bullet(\mathfrak{g})
\]
obeys \(x \in \text{Hom}_{s\mathcal{D}_{\infty}-\text{alg}}(\mathcal{M}_n, \mathfrak{g})\) to the element
\[
\alpha = x(a_{[n]})dt_1 \cdots dt_n + \text{lower order terms} \in \gamma_n(\mathfrak{g}) ,
\]
where \(x(a_{[n]}) \in \mathfrak{g}_{-n}\). Thus, we have
\[
\int_{|\Delta^n|} \alpha = \int_{|\Delta^n|} x(a_{[n]})dt_1 \cdots dt_n = \frac{1}{n!}x(a_{[n]}),
\]
which is zero if and only if \(x(a_{[n]}) = 0\). We refer the reader to [RN19, Lemma 4.8] for more details.

\[\square\]

5.2. **Higher Baker–Campbell–Hausdorff products.** The inverse of the bijection of Theorem 5.2 gives rise to a collection of maps which generalize the classical Baker–Campbell–Hausdorff binary product.

**Definition 5.5** (Higher Baker–Campbell–Hausdorff products). We call higher Baker–Campbell–Hausdorff products the maps
\[
\text{Hom}_{s\mathcal{S}}(\Lambda^n_k, R(\mathfrak{g})) \times \mathfrak{g}_n \longrightarrow \mathfrak{g}_{n-1}
\]
\[
(x; y) \longmapsto \Gamma^n_k(x; y) := z(\hat{k})
\]
defined by the evaluation at the cell \(\hat{k}\) of \(\Delta^n\) of the \(n\)-simplex \(z\) inverse to \((x; y)\) under the bijection of Theorem 5.2.

When we want to emphasize the full input provided by the \(k\)-horn \(\Lambda^n_k\) of dimension \(n\) we will use the notation \(\Gamma^n_k(\{x_j\}_{j \neq k}; y)\), cf. Section 2.6. In this case, we will sometimes also omit some of the cells, in which case the missing cells are assumed to have value \(0\). When \(y = 0 \in \mathfrak{g}_n\) we will drop it from the notation and write \(\Gamma^n_k(x)\).

In words, given a horn \(x \in \text{Hom}_{s\mathcal{S}}(\Lambda^n_k, R(\mathfrak{g}))\) and a filler \(y \in \mathfrak{g}_n\), the inverse of the bijection of Theorem 5.2 yields a simplex \(z \in \text{Hom}_{s\mathcal{S}}(\Delta^n, R(\mathfrak{g}))\) that we evaluate at \(\hat{k}\). This way, we obtain an element of \(\mathfrak{g}_{n-1}\) representing the only face of \(z\) that was missing at the beginning. For example, the element \(\Gamma^n_1(x_{01}, x_{12}; y) \in \mathfrak{g}_1\) is the output of the BCH product applied to the following horn.

\[
\begin{array}{c}
0 \\
\hline
x_{01} \\
\hline
0 \\
\end{array}
\quad
\begin{array}{c}
0 \\
\hline
\Gamma^n_1(x_{01}, x_{12}; y) \\
\hline
x_{12} \\
\end{array}
\]

**Remark 5.6.** Strictly speaking, the definition given in [Get09, Definition 5.5] is not the same since the author does not start from the same labeled cells of the \(n\)-simplex and since the output does not label the same cells. However, it is straightforward to check that both definitions are equivalent.
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The fixed-point Equation (7) in the proof of Lemma 5.1 can be solved using Proposition A.5 to provide us with an explicit formulas for the higher BCH as follows.

We consider the set PaPRT of planarly partitioned rooted trees. These are rooted trees with the additional data of a partition into sub-trees called blocks satisfying

- each block contains at least one vertex,
- each block is either a tree with vertices of arity at least 2 or the single 0-corolla, and
- the tree obtained by stripping the partitioned tree of all of its leaves and contracting the blocks to vertices is planar.

Notice that the rooted sub-trees inside each block have no planar structure.

**Example 5.7.** Here is an example of a planarly partitioned rooted tree \( \tau \in \text{PaPRT} \).

\[
\tau := 1 \quad 2 \quad 3 \quad 4 \quad 5 \quad 6
\]

Given any planarly partitioned rooted tree \( \tau \in \text{PaPRT} \), we consider the set \( \text{Lab}_{[n], k}(\tau) \) of maps \( \chi : \text{L}(\tau) \rightarrow \{ I \subseteq [n] \mid I \neq \emptyset, \hat{k} \} \), which amount to label its leaves \( \text{L}(\tau) \) with some subsets of \([n]\). For any pair \((\tau, \chi)\) with \( \tau \in \text{PaPRT} \) and \( \chi \in \text{Lab}_{[n], k}(\tau) \), and for any block \( \beta \) of \( \tau \), we denote by \( \lambda_{[n]}^{\beta(\chi)} \) the coefficient

\[
\lambda_{[n]}^{\beta(\chi)} := \lambda_{[n]}^{\beta(I_1, \ldots, \hat{k}, \ldots, I_m)}
\]

associated to the tree inside the block \( \beta \) with leaves labeled by \( I_1, \ldots, I_m \) according to \( \chi \) and with the leaves corresponding to the internal edges of \( \tau \) labeled by \( \hat{k} \). By convention, if \( \beta \) is the block given by a single vertex of arity 0 then the coefficient \( \lambda_{[n]}^{\beta(\chi)} \) is equal to 1.

**Example 5.8.** In the case of the block

\[
\beta := 1 \quad 2
\]

the coefficient \( \lambda_{[n]}^{\beta(\chi)} \) is equal to \( \lambda_{[n]}^{\beta(I_1, \hat{k}, I_2)} \).

Let \( x : \Lambda_{\hat{k}}^n \rightarrow \mathbb{R}(g) \) be a horn and let us write, as usual, \( x_I \in g_{|I|-1} \) for the element of \( g \) associated to the non-degenerate simplex of the horn indexed by \( I \). Let \( y \in g_n \), that we denote by \( x_{[n]} := y \). For any element \( z \in g \), we denote by \( \ell_z(x_{\chi(1)}, \ldots, x_{\chi(p)}; z) \) the element of \( g \) obtained by forgetting the partition, replacing the leaves \( l \) by the corresponding elements \( x_{\chi(l)} \in g \) and the vertices of arity 0 by \( z \), and then applying the structure operations of the algebra at the vertices of the tree with the corresponding arity.

**Example 5.9.** In the example mentioned above of the planarly partitioned rooted tree \( \tau \), we get

\[
\ell_z(x_{\chi(1)}, \ldots, x_{\chi(6)}; z) = \ell_3 \left( \ell_3 (x_{I_1}, z, x_{I_2}) x_{I_3}, \ell_2 (x_{I_4}, \ell_2 (x_{I_5}, x_{I_6})) \right)
\].
Proposition 5.10. The higher BCH product is given by

\[ \Gamma_k^n(x; y) = \sum_{\tau \in \text{PaPT}_k} \prod_{\chi \in \text{Lab}^{(m,k)}(\tau)} (-1)^k \lambda^{[\beta(\chi)]}[\beta]! \ell_{\beta}(x_{\chi(1)}, \ldots, x_{\chi(p)}; (-1)^k dy - \sum_{l \neq k} (-1)^{k+l} x_l^l), \]

where \([\beta]\) is the arity of the tree inside the block \(\beta\) and where we write \(x[n]\) for \(y\).

Proof. This is a straightforward application of the formula

\[ \Gamma_k^n(x; y) = \sum_{k=1}^{\infty} \sum_{\tau \in \text{PT}_0} \ell_{\tau} \]

of Proposition A.5 which gives the solution to the fixed-point equation applied to the analytic function

\[ p_0 := (-1)^k dy - \sum_{l \neq k} (-1)^{k+l} x_l^l + (-1)^k \sum_{m \geq 2} \sum_{\tau \in \text{RT}_m} \frac{1}{\lambda^{[\tau(n)]}[n]!} \ell_{\tau}(x_{I_1}, \ldots, x_{I_m}), \]

\[ P_j(-, \ldots, -) := (-1)^k \sum_{m \geq 2} \sum_{\tau \in \text{RT}_{m+j}} \frac{1}{\lambda^{[\tau(n)]}[n]!} \ell_{\tau}(x_{I_1}, \ldots, x_{I_m}). \]

\[ \square \]

Remark 5.11. The above formula shows that the only remaining obstruction to an easily computable formula for the higher BCH products is in the absence of simple formulas for the transferred algebraic structure of \(C_{\ast}\), which induces the structure constants \(\lambda\). This structure deserves further study. The first named author has made available a software package for numerical experimentation, see [RN20].

Although this expression entails non-trivial combinatorics coming the structure constants and the complex family of trees, in practice we will often only need here the first few terms of this formula plus the fact that the higher terms are obtained by iterated bracketings of elements. For example, it is straightforward to see that

\[ \Gamma_k^n(x; y) = (-1)^k dy - \sum_{l \neq k} (-1)^{k+l} x_l^l + \left(\text{brackets of } y, dy, \text{ and } x_l \text{ for } \emptyset, \hat{k} \neq I \subset [n]\right). \]

5.3. New approach to the Baker–Campbell–Hausdorff formula. In this section, we consider the first horn filler for complete Lie algebras and show that it allows us to recover the classical Baker–Campbell–Hausdorff formula. This makes explicit the first layer of the canonical \(\infty\)-groupoid structure on \(R(g)\) integrating complete Lie algebras. This result was first proved by R. Bandiera in his PhD thesis [Ban14] but our method is different: we will establish a new characterization of the Baker–Campbell–Hausdorff formula and we will produce an explicit formula.

We start by considering “classical” complete Lie algebras, by which we mean complete \(\mathcal{S}\)-Lie-algebras \(g\) concentrated in degree 1. Any horn \(\Lambda^2_1 \rightarrow R(g)\) is equivalent to the data of two
elements \( x, y \in \mathfrak{g} \). We consider the element \( \Gamma_1^2(x, y) \in \mathfrak{g} \) obtained by canonically filling this horn with \( 0 \in \mathfrak{g}_1 \).

**Lemma 5.12.** The binary product \( \Gamma_2(−, −) \) is associative, is unital with unit \( 0 \in \mathfrak{g} \), and it satisfies \( \Gamma_1^2(x, 0) = \Gamma_1^2(0, x) = x \) for all \( x \in \mathfrak{g}_1 \). Therefore, it defines a group structure on \( \mathfrak{g}_1 \) which is natural with respect to strict morphisms of complete Lie algebras.

**Proof.** We consider the in \( R(\mathfrak{g}) \) obtained by joining the two 2-simplices drawn in solid black on their common edge:

where all the vertices and the 2-faces are labeled by \( 0 \). We can complete the square to a 3-horn \( \alpha : \Lambda_3^1 \to R(\mathfrak{g}) \) by filling the face of the missing 2-simplex (i.e. the one opposed to the vertex 2) by \( 0 \), thus obtaining \( \Gamma_1^3(x, \Gamma_2^1(y, z)) \) on the missing edge. We can further fill this horn by \( 0 \) and we notice that since \( \mathfrak{g}_2 = 0 \) we will have \( 0 \) on the missing face — the one opposed to the vertex 1. In other words, we have \( \Gamma_1^3(\alpha) = 0 \) But this together with the uniqueness of the fillers implies that if instead we started from the original square and filled the face opposed to the vertex 1 by \( 0 \) we would obtain the same element on the missing edge, and thus, we obtain

\[
\Gamma_1^2(x, \Gamma_2^1(y, z)) = \Gamma_1^2(\Gamma_1^2(x, y), z)
\]

as desired.

The statement about the unit follows immediately from Equation (9). The statement about inverses similarly follows from Equation (9) plus uniqueness of fillings. \( \square \)

**Remark 5.13.** The statements of Lemma 5.12 also hold for \( \mathfrak{g} \) an \( s \)-Lie-algebra not concentrated in degree 1, even if we allow the vertices to be given by non-trivial Maurer–Cartan elements (in which case we obtain a groupoid, rather than a group). The arguments are the same, with the exception of the fact that \( \Gamma_1^3(\alpha) = 0 \) that follows from degree reasons using the formula for higher BCH products together with the fact that we only allow binary brackets.

In order to show that \( \Gamma_1^2 \) is actually equal to the Baker–Campbell–Hausdorff product \( \text{BCH} \), we will use a new characterization that we detail below. The Baker–Campbell–Hausdorff formula in a complete Lie algebra \( \mathfrak{g} \) is a universal formula that associates an element \( \text{BCH}(x, y) \in \mathfrak{g} \) to two elements \( x, y \in \mathfrak{g} \) such that

\[
e^{\text{ad}_{\text{BCH}(x, y)}} = e^{\text{ad}_x}e^{\text{ad}_y}.
\]
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This means that we are looking for the same kind of formula for all couples of elements in any Lie algebra. This problem is solved by looking for a particular element in the free complete (shifted) Lie algebra \( \hat{\text{Lie}}(x, y) \) on the two generators \( x \) and \( y \) of degree 1. The original problem solved by Baker, Campbell and Hausdorff at the beginning of the 20th century was to show that the series

\[
\text{BCH}(x, y) := \ln (e^x e^y)
\]

in the free complete associative algebra actually lives in \( \text{Lie}(x, y) \). Some 40 years later, Dynkin gave the first explicit formula for it. We refer the reader to [BF11] for an exhaustive historical and mathematical treatment of this problem. It is straightforward to see that \( \text{BCH}(x, y) \) satisfies Equation (10). In this section, we show that Equation (10) characterizes the \( \text{BCH} \) formula (11).

**Proposition 5.14.** There exists a unique element \( \text{BCH}(x, y) \in \hat{\text{Lie}}(x, y) \) satisfying (10).

The proof relies on the following lemma.

**Lemma 5.15.**

1. The center of the free Lie algebra \( \hat{\text{Lie}}(x, y) \) and the center of the free complete Lie algebra \( \text{Lie}(x, y) \) are trivial.

2. In both algebras, if \( z \) is such that \([z, x] = [z, y] = 0 \), then \( z = 0 \).

**Proof.** In the case of the free Lie algebra \( \hat{\text{Lie}}(x, y) \), we can apply the Shirshov–Witt theorem [Shi53] which states that every Lie subalgebra of a free Lie algebra is again free. Let \( a, b \) be two commuting elements in \( \text{Lie}(x, y) \). The Lie subalgebra generated by \( a \) and \( b \) is free and thus, \( a \) and \( b \) cannot be linearly independent. Therefore, no element except 0 can be in the center of \( \text{Lie}(x, y) \).

Let \( z \in \hat{\text{Lie}}(x, y) \) and suppose that \([z, x] = 0 \) and \([z, y] = 0 \). We will show that \( z \) is in the center of \( \hat{\text{Lie}}(x, y) \), which implies that \( z = 0 \) by the previous point. Let \( u \in \hat{\text{Lie}}(x, y) \) be any element and remember that we can write it as a finite sum

\[
u = \sum_{n=1}^{K} u_k \]

where \( u_k \) is of weight \( k \), i.e. it is given by a linear combination of bracketings of exactly \( k \) copies of \( x \) and \( y \). We will show by induction on \( k \geq 1 \) that \([z, u_k] = 0 \). For \( k = 1 \), we have \( u_1 = ax + by \), for some \( a, b \in \mathbb{K} \), and thus, we have

\[
[z, u_1] = a[z, x] + b[z, y] = 0.
\]

Now suppose that \( z \) commutes with any \( u_l \) of weight \( l \), for \( l < k \), and let \( u_k \in \hat{\text{Lie}}(x, y) \) be of weight \( k \). We have

\[
u_k = \sum_{l=1}^{k-1} a_l [v_l, w_l]
\]

for some \( a_l \in \mathbb{K} \), \( v_l \) of weight \( l \), and \( w_l \) of weight \( k-l \) (or linear combinations of such elements, for which the same proof holds). By the Jacobi rule, we have

\[
[z, u_k] = \sum_{l=1}^{k-1} a_l [z, [v_l, w_l]] = \sum_{l=1}^{k-1} a_k ([z, [v_l, w_l]] + [v_l, [z, w_l]]) = 0,
\]

giving the induction step and concluding the proof.

In the case of the free complete Lie algebra \( \hat{\text{Lie}}(x, y) \), let \( z = \sum_{k \geq 1} z_k \) be an element satisfying \([z, x] = [z, y] = 0 \). This time infinite sums are allowed. We have \([z_k, x] = [z_k, y] = 0 \) holds in \( \hat{\text{Lie}}(x, y) \) for all \( k \geq 1 \), so that the same argument as above implies that \( z_k = 0 \) for all \( k \geq 0 \), and thus that \( z = 0 \). In particular, the center of \( \hat{\text{Lie}}(x, y) \) is trivial.

\[\square\]
Proof of Proposition 5.14. We suppose that there exists a second element
\[ \overline{\text{BCH}}(x, y) \in \delta \text{Lie}(x, y) \]
satisfying (10) and we consider
\[ z := \overline{\text{BCH}}(x, y) - \text{BCH}(x, y) . \]
To show that \( z = 0 \), it is enough to prove, by induction on \( k \geq 1 \), that \( z_k \) commutes with \( x \) and \( y \) by Lemma 5.15. We write \( u \) for a placeholder for either \( x \) or \( y \). By (10), we have
\[ e^{ad_{\text{BCH}(x, y)}}(u) = e^{ad_{\text{BCH}(x, y)}} + ad_z(u) . \]
We trivially have
\[ \left( e^{ad_{\text{BCH}(x, y)}}(u) \right)_1 = u = \left( e^{ad_{\text{BCH}(x, y)}} + ad_z(u) \right)_1 . \]
At the next level, we have
\[ [\text{BCH}(x, y)_1, u] = \left( e^{ad_{\text{BCH}(x, y)}}(u) \right)_2 \]
\[ = \left( e^{ad_x} e^{ad_y}(u) \right)_2 \]
\[ = \left( e^{ad_{\text{BCH}(x, y)}}(u) \right)_2 \]
\[ = \left( e^{ad_{\text{BCH}(x, y) + z}}(u) \right)_2 \]
\[ = [\text{BCH}(x, y)_1, u] + [z_1, u] , \]
which implies \( z_1 = 0 \) by Lemma 5.15. We suppose now that we have proven that \( z_l = 0 \) for all \( l < k \). Then the \((k + 1)\)th level of (12) gives the equation
\[ \left( e^{ad_{\text{BCH}(x, y)}}(u) \right)_{k+1} = \left( e^{ad_{\text{BCH}(x, y)}}(u) \right)_{k+1} + [z_k, u] , \]
which implies that \( z_k = 0 \). It follows that \( z = 0 \), concluding the proof. \( \square \)

We now drop the assumption that \( g \) is concentrated in degree 1. This corresponds to differential graded Lie algebras after shifting. As at the end of Section 4.1, since the higher operations \( \ell_m = 0 \) vanish for \( m \geq 3 \) in this case, the only planar rooted trees contributing to the gauge action \( \lambda \cdot \alpha \) on a Maurer–Cartan element \( \alpha \) given in Proposition 1.10 are the ladders
\[
\begin{array}{c}
\vdots \\
\end{array}
\quad \text{and} \quad
\begin{array}{c}
\vdots \\
\end{array}
\]
Thus, we get the formula
\[ \lambda \cdot \alpha = \frac{e^{ad_\lambda} - \text{id}}{ad_\lambda} (d\lambda) + e^{ad_\lambda}(\alpha) . \]
for the gauge action. This formula can be simplified using the following differential trick, see [DSV16]. To any \( \delta \text{Lie}-\text{algebra} \ g \), we associate the central extension
\[ g^+ := g \oplus \mathbb{K} \delta , \]
where \( \delta \) has degree 0, such that \( d\delta = 0 \), and where the brackets stay the same on elements of \( g \) and are extended to \( \delta \) by
\[ [\delta, \delta] := 0 \quad \text{and} \quad [\delta, x] := dx \]
for \( x \in g \). To any Maurer–Cartan element \( \alpha \in \text{MC}(g) \), we associate
\[ \alpha^+ := \delta + \alpha . \]
Under this convention, the gauge action in \( g^+ \) becomes

\[
\lambda \cdot \alpha^+ := e^{\text{ad}_\lambda}(\alpha^+).
\]

For any another degree 0 element \( \mu \in g_0 \), we have

\[
\lambda \cdot (\mu \cdot \alpha^+) = e^{\text{ad}_\lambda}e^{\text{ad}_\mu}(\alpha^+) = e^{\text{ad}_{\text{BCH}(\lambda, \mu)}}(\alpha^+) = \text{BCH}(\lambda, \mu) \cdot \alpha^+.
\]

Similarly to Proposition 5.14, the following result states that there is a unique universal formula satisfying the above property.

**Proposition 5.16.** In the free algebra

\[
g := \hat{\text{Lie}}(\alpha, \lambda, \mu, d\lambda, d\mu)
\]

with \( |\alpha| = 0 \), \( |\lambda| = |\mu| = 1 \), and

\[
d\alpha := -\frac{1}{2}[\alpha, \alpha], \quad d(\lambda) = d\lambda \quad \text{and} \quad d(\mu) = d\mu,
\]

the Baker–Campbell–Hausdorff element \( \text{BCH}(\lambda, \mu) \) is the unique element of the complete Lie sub-algebra \( \hat{\text{Lie}}(\lambda, \mu) \) satisfying

\[
e^{\text{ad}_\lambda}e^{\text{ad}_\mu}(\alpha^+) = e^{\text{ad}_{\text{BCH}(\lambda, \mu)}}(\alpha^+)
\]

in \( g^+ \).

**Proof.** It is obvious that the BCH formula satisfies Equation (13). To show that is unique, we proceed in the same way as in the proof of Proposition 5.14: let \( \hat{\text{Lie}}(\lambda, \mu) \) be an element of \( \hat{\text{Lie}}(\lambda, \mu) \) satisfying Equation (13). We consider the element \( z := \hat{\text{BCH}}(\lambda, \mu) - \text{BCH}(\lambda, \mu) \). By the same induction procedure as above, we get that every weight component \( z_k \) of \( z \) commutes with \( \alpha \) in \( g \), that is \( [z_k, \alpha] = 0 \), for \( k \geq 1 \).

To conclude the proof, we now show that any element \( u \in \hat{\text{Lie}}(\lambda, \mu) \) such that \( [u, \alpha] = 0 \) in \( \hat{\text{Lie}}(\lambda, \mu) \) is trivial. Let \( [u, \alpha] = 0 \) and suppose that \( u \neq 0 \). In this case, the graded Lie subalgebra \( \mathfrak{h} \subset \text{Lie}(\alpha, \lambda, \mu) \) generated by \( u \) and \( \alpha \) has global dimension 3, with basis \( u, \alpha \), and \( [\alpha, \alpha] \). The Shirshov–Witt theorem for graded Lie algebras of [Mik85, Sht86] shows that \( \mathfrak{h} \) is also free. Since \( |u| = 1 \) and \( |\alpha| = 0 \), this free graded Lie algebra admits at least two generators, one of degree 1 and one of degree 0. This implies that its global dimension is at least 4, and thus a contradiction. \( \square \)

**Theorem 5.17 ([Ban14, Proposition 5.2.36]).** Let \( g \) be a complete \( \hat{\text{Lie}} \)-algebra. The canonical horn filler

\[
\text{Hom}_{\text{Set}}(\Lambda^3_1, R(g)) \rightarrow g_1 \\
(x_0, x_1, x_2, x_{01}, x_{12}) \mapsto \Gamma^2(x_{01}, x_{12}) = \text{BCH}(x_{01}, x_{12})
\]

is equal to the Baker–Campbell–Hausdorff formula.

**Proof.** It is enough to consider the case of the complete Lie algebra

\[
g := \hat{\text{Lie}}(\alpha, \lambda, \mu, d\lambda, d\mu)
\]
introduced above in Proposition 5.16. The data \( x_0 := \alpha^+ \), \( x_{01} := \mu \), \( x_1 := \mu \cdot \alpha^+ = e^{\text{ad}_\mu} (\alpha^+) \), \( x_{12} := \lambda \), and \( x_2 := \lambda \cdot (\mu \cdot \alpha^+) = e^{\text{ad}_\lambda} e^{\text{ad}_\mu} (\alpha^+) \) define a \( \Lambda^2 \) horn in \( R(\mathfrak{g}^+) \). The canonical horn filler \( \Gamma^2_1(\lambda, \mu) \) is a gauge sending \( \alpha^+ \) to \( e^{\text{ad}_\lambda} e^{\text{ad}_\mu} (\alpha^+) \), that is
\[
e^{\text{ad}_{\Gamma^2_1}(\lambda, \mu)} (\alpha^+) = e^{\text{ad}_\lambda} e^{\text{ad}_\mu} (\alpha^+).
\]
Since the degree of \( \Gamma^2_1(\lambda, \mu) \) is equal to 0, it must live in \( \mathcal{L}ie(\lambda, \mu) \). It is thus equal to the BCH formula by Proposition 5.16.

Let us denote by \( \text{PaPBinRT} \) the subset of planarly partitioned binary rooted trees, given by the trees in \( \text{PaPRT} \) that only have vertices of arity 0 or 2.

**Proposition 5.18.** The BCH formula is equal to
\[
\text{BCH}(x, y) = \Gamma^2_1(x, y) = \sum_{\tau \in \text{PaPBinRT}} \prod_{\chi : L(\tau) \rightarrow \{x, y\}} \frac{1}{\beta!} \ell_{\beta}(x, \ldots, y, \ldots, y; x + y),
\]
where \( 01 \) is identified with \( x \) and 12 with \( y \).

**Proof.** This is a straightforward application of Proposition 5.10 and Theorem 5.17.

**Remark 5.19.** Many terms in the above displayed formula cancel, for instance when two \( x \) or two \( y \) index the two leaves of a vertex. In the end, one should compare this formula with the tree-wise formulae for the BCH product given in [Kat00, IM13].

**Corollary 5.20 (Ban14, Theorem 5.2.37)].** In the case of complete Lie algebras concentrated in non-positive degree, the integration functor is isomorphic to the nerve of the Hausdorff group \( G := (g_0, \text{BCH}, 0) \):
\[
R(\mathfrak{g}) \cong N(G).
\]

**Proof.** This is a direct corollary of Theorem 5.17. Since the associated \( \mathfrak{s} \)-Lie-algebras is concentrated in homological degree less or equal to 1, the \( n \)-simplices of its \( \infty \)-groupoid \( R(\mathfrak{g}) \) are made up of geometrical \( n \)-simplices with all the faces labeled by 0 except for the edges. The principal edges \( 0 \rightarrow 1 \rightarrow 2 \rightarrow \cdots \rightarrow n - 1 \rightarrow n \) are labeled by \( n \) elements \( x_1, x_2, \ldots, x_n \) of \( \mathfrak{g} \) and other edges are labeled by the corresponding iterations of the BCH-formula, according to Section 2.6. Under this interpretation, the face maps are given by applying the BCH-formula to the two elements labeling two consecutive principal edges and the degeneracy maps are given by the duplication of the labeling element of a principal edge. This description coincides with the definition of the nerve of the Hausdorff group.

5.4. **Properties of the higher Baker–Campbell–Hausdorff formulas.** We explore some basic properties of the higher BCH formulas that will be useful later when we will study the homotopical behavior of our functors.

Recall first that the symmetric group \( S_{n+1} \cong \text{Aut}(\mathbb{N}) \) acts on the left on \( \Omega_n \) by \( \sigma \cdot t_i := t_{\sigma(i)} \), which heuristically corresponds to permuting the vertices of the \( n \)-simplex. This action restricts to an action on \( C_n \subseteq \Omega_n \) which is given on the basis elements
\[
\omega_I = k! \sum_{j=0}^k (-1)^j t_{i_0} \cdots \hat{t}_{i_j} \cdots t_{i_k},
\]
for \( \emptyset \neq I = \{ i_0, \ldots, i_k \} \subset \mathbb{N} \), by \( \sigma \cdot \omega_I = (-1)^{|\sigma|} \omega_{\sigma(I)} \), where the sign is given by the parity of the number of crossings of \( \sigma \) restricted to \( I \).

In the dual picture, writing \( a_I := \omega_I^2 \) as usual, there is a right action \( a_I \cdot \sigma = (-1)^{|\sigma|} a_{\sigma^{-1}(I)} \). It induces a right action of \( S_{n+1} \) on \( m \mathbb{N} \) and thus, a left action of \( S_{n+1} \) on the \( n \)-simplices \( R(\mathfrak{g})_n \) of the integration functor.
Proposition 5.21. Let \( \mathfrak{g} \) be a complete \( \mathcal{S} \mathcal{L}_\infty \)-algebra. Any \( x \in \text{Hom}_{\mathcal{S}}(\Lambda^n_k; R(\mathfrak{g})) \), \( y \in \mathfrak{g}_n \), and \( \sigma \in S_{n+1} \) satisfy
\[
\sigma \cdot x \in \text{Hom}_{\mathcal{S}}(\Lambda^n_{\sigma(k)}; R(\mathfrak{g}))
\]
and
\[
\Gamma^n_{\sigma(k)}(\sigma \cdot x; (-1)^\sigma y) = (-1)^{\sigma \cdot \hat{k}} \Gamma^n_k(x; y),
\]
where the second sign is given by the parity of the number of crossings of \( \sigma \) restricted to \( \hat{k} \).

Proof. The first part of the statement immediately follows from the fact that the action of \( \sigma \) maps bijectively \( \Lambda^n_k \) to \( \Lambda^n_{\sigma(k)} \). Regarding the second part, the uniqueness of the horn fillers of Theorem 5.24 amounts to
\[
\Gamma^n_k((h^n_k)^* z; z_{[n]}) = z_{\hat{k}},
\]
where \( h^n_k : \Lambda^n_k \to \Delta^n \) is the inclusion of the \( k \)-horn into the full \( n \)-simplex and where \( z \in R(\mathfrak{g})_n \). Gluing the filler \( y \) and the result of the BCH product to \( x \), we obtain a full simplex \( z \in R(\mathfrak{g})_n \). The simplex \( \sigma \cdot z \) has on each face \( I \) the element on the face \( \sigma^{-1}(I) \) of \( x \) multiplied by the sign of \( \sigma \) “restricted to \( I \)”. Thus, we conclude the proof by
\[
\Gamma^n_{\sigma(k)}(\sigma \cdot x; (-1)^\sigma y) = (\sigma \cdot z)_{\hat{k}} = (-1)^{\sigma \cdot \hat{k}} \sigma \cdot z_{\hat{k}} = (-1)^{\sigma \cdot \hat{k}} \Gamma^n_k(x; y).
\]
\[\square\]

Example 5.22. Consider the 2-horn \( \Lambda^2_9 \) in \( R(\mathfrak{g}) \) with 0 at the vertices, \( \lambda \in \mathfrak{g}_1 \) on the interval \( 01 \), and \( \mu \in \mathfrak{g}_1 \) on \( 12 \), and let \( \rho \in \mathfrak{g}_2 \). Applying the permutation \( \sigma = (02) \), we obtain
\[
\Gamma^2_1(-\mu, -\lambda; -\rho) = -\Gamma^2_1(\lambda, \mu; \rho).
\]
Notice that if \( \mathfrak{g} \) is a Lie algebra then \( \rho = 0 \) and this recovers the symmetry of the classical BCH formula.

Lemma 5.23. Let \( \mathfrak{g} \) be a complete \( \mathcal{S} \mathcal{L}_\infty \)-algebra and let \( x_0 \in \text{MC}(\mathfrak{g}) \), \( x_0 \in (F_p \mathfrak{g})_1 \), \( x_{12} \in (F_q \mathfrak{g})_1 \), and \( y \in (F_r \mathfrak{g})_2 \). Consider the following horn:

\[
x = \begin{array}{c}
x_0 \\
x_0 \\
x_0 \\
x_0 \\
x_0 \\
\end{array} \begin{array}{c}
x_0 \cdot x_0 \\
x_{12} \\
x_0 \\
x_{12} \\
x_{01} \\
x_{12} \cdot (x_0 \cdot x_0)
\end{array}
\]

The BCH product satisfies
\[
\Gamma^2_1(x; y) \equiv x_{12} + x_{12} - dy \mod F_{\min(p,q,r)+1} \mathfrak{g}.
\]

Proof. This follows immediately from the fact that all of terms which appear between the parentheses on the right-hand side of Equation (9) contain at least one bracket of two elements among \( x_{01}, x_{02}, y \), and \( dy \). Thus, we have
\[
\Gamma^2_1(x; y) - x_{12} - x_{12} + dy \in F_{2 \min(p,q,r)} \mathfrak{g} \subseteq F_{\min(p,q,r)+1} \mathfrak{g}
\]
since \( p, q, r \geq 1 \).
\[\square\]

The following examples of computation will be needed in Section 6.1.

Lemma 5.24. Let \( \mathfrak{g} \) be a complete \( \mathcal{S} \mathcal{L}_\infty \)-algebra, let \( x : \Lambda^n_k \to R(\mathfrak{g}) \) be a horn whose vertices are trivial, that is \( x_i = 0 \) for \( 0 \leq i \leq n \), and let \( y \in \mathfrak{g}_n \), be any degree \( n \) element.

1. The formula for \( \Gamma^n_k(x; y) \) given in Equation (8) can only contain trees with vertices of arity up to \( n \).
(2) In the case \( n = 2 \), the term \( \Gamma^2_k(x; y) - \Gamma^2_k(x) \) is equal to a series of composites of binary operations \( \ell_2 \) with inputs in \( dy \) and in elements labeling the edges of \( x \). Moreover, in each of these composite of operations the element \( dy \) appears at least once.

(3) In the case \( n > 2 \), the term \( \Gamma^n_k(x; y) - \Gamma^n_k(x) \) is equal to a series of composites of binary operations \( \ell_2 \) with exactly one input \( dy \) and the rest among the elements labeling the edges of \( x \).

For all \( n \geq 2 \), if the elements of \( x \) are all closed, then \( \Gamma^n_k(x; y) - \Gamma^n_k(x) \) is exact.

**Proof.** All of the statements hold by degree reasons by Proposition 5.10 as follows. We know that \( \Gamma^n_k(x; y) \) must yield an element of degree \( n - 1 \), that every operations \( \ell_m \) labeling the vertices have degree \( -1 \) and arity greater or equal to 2, and that the inputs at the leaves have degree greater or equal to 1 since \( x_i = 0 \), for \( 0 \leq i \leq n \).

(1) The degree of an element obtained from a tree is at least equal to the sum of the arities of all of its vertices minus the number of its vertices. Thus, any tree involving a vertex of arity at least \( n + 1 \) will yield an element of degree at least \( n \), so such trees can not appear in the final result.

(2) For \( n = 2 \), all trees must be binary by the previous point. Furthermore, all of the inputs of the trees must have degree 1 since otherwise the degree of the resulting element would be at least 2, and thus, the element \( y \) can not appear. Finally, it is clear from Equation (8) that every term of \( \Gamma^2_k(x; y) \) containing only elements labeling the edges of the horn will also appear in \( \Gamma^2_k(x; y) \) and thus not appear in \( \Gamma^n_k(x; y) - \Gamma^n_k(x) \).

(3) For \( n > 2 \), once again any appearance of \( y \in \mathcal{g}_n \) would yield an element of degree at least \( n \), so that \( y \) can not be present in the result. As before, any term not involving \( dy \) will cancel, so that it must appear at least once in every term. But since \( |dy| = n - 1 \geq 2 \), if \( dy \) appears more than once then the result would have degree higher than \( n - 1 \), which is not possible. It follows that \( dy \) needs to appear exactly once in each term. Thus, all of the other terms labeling the leaves and coming from \( x \) must have degree 1. The degree of the composite of operations applied to \( dy \) and these terms will be equal to

\[
n - 1 + \# \text{leaves} - 1 - \# \text{vertices} = n - 1,
\]

so that the tree must have one more leaf than vertices, which forces it to be binary.

To see that \( \Gamma^n_k(x; y) - \Gamma^n_k(x) \) is closed, it is enough to notice that since all trees involved are binary the differential \( d \) distributes over them, and the appearances of \( dy \) in each term makes them exact. \( \square \)

**Lemma 5.25.** Let \( \mathcal{g} \) be a complete \( sL_\infty \)-algebra and let \( x \in Z_1(\mathcal{g}) \) be closed. For any \( y \in \mathcal{g}_2 \), the Baker–Campbell–Hausdorff formula \( \Gamma^2_1(0, x; y) \) obtained by filling the horn
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satisfies \( \Gamma^2_1(0, x; y) - x \in B_1(\mathcal{g}) \), that is there exists \( z \in \mathcal{g}_2 \) such that \( \Gamma^2_1(0, x; y) - x = dz \). Conversely, if we are given \( z \in \mathcal{g}_2 \), there exists an element \( y \in \mathcal{g}_2 \) such that \( \Gamma^2_1(0, x; y) - x = dz \).

**Proof.** The first point follows from Point (2) of Lemma 5.24 and the fact that \( \Gamma^2_1(0, x) = x \).
Regarding the second point, we have to solve the equation \( \Gamma^2_1(0, x; y) - x = dz \) where \( y \) is unknown. The left-hand side of this equation is given by

\[
\Gamma^2_1(0, x; y) - x = -dy + \sum_{m \geq 1} P_m \left( dy \otimes y \right),
\]

where \( P_m \) is the operator obtained by considering the sum of all terms of \( \Gamma^2_1(0, x; y) - x \), except \( -dy \) for \( m = 1 \), with \( dy \) appearing exactly \( m \) times, and taking the corresponding leaves as inputs. Notice that these are all binary trees and all of the other leaves are decorated by \( x \).

Since \( x \) is closed and since \( d \) distributes over binary trees, we have

\[
\Gamma^2_1(0, x; y) - x = d \left( -y + \sum_{m \geq 1} P_m \left( y \otimes dy \otimes (m-1) \right) \right).
\]

Therefore, it is enough to solve the formal fixed-point equation

\[
y = -z + \sum_{m \geq 1} P_m \left( y \otimes dy \otimes (m-1) \right).
\]

In order to apply Proposition A.5, we need to show that each of the operation \( P_m \) on the right-hand side raises the filtration degree by 1. But any binary tree that does not have any \( x \) decorating their leaves will have a vertex giving \( \ell_2(dy, dy) = 0 \) (by symmetry since \( dy \) has degree 1) in \( \Gamma^2_1(0, x; y) - x \), and thus, it can be dropped from the formulas, so that the statement follows. Thus, an application of Proposition A.5 yields a solution \( y \) to Equation (15) and completes the proof. \( \square \)

6. Homotopy theory

The purpose of this section is to establish the main homotopical properties for the adjoint pair of functors \( \mathcal{L} \) and \( R \) governing higher Lie theory. First, using the properties of the higher BCH formulas, we are able to give a short proof of a functorial version of Berglund’s Hurewicz type theorem, which computes the homotopy groups of the algebraic \( \infty \)-groupoid \( R(\mathfrak{g}) \). Then, we prove the homotopy invariance property of the integration functor \( R \) with respect to filtered \( \infty \)-morphisms and, on a similar vein, we study when deformations problems embed into one another. Finally, we settle a new model category structure on complete \( s\mathcal{L}_\infty \)-algebras for which \( \mathcal{L} \) and \( R \) form a Quillen adjunction.

6.1. Berglund’s Hurewicz type theorem. The algebraic \( \infty \)-groupoid \( R(\mathfrak{g}) \) of a complete \( s\mathcal{L}_\infty \)-algebras share a particularly rare feature: their homotopy groups are computable as homology groups associated to \( \mathfrak{g} \). In this section, we give another, simpler proof of this result, originally due to Berglund [Ber15] on the level of Getzler spaces, by using the particular properties of the integration functor \( R \) established in this article. In fact, we establish a version of this result that is functorial with respect to \( \infty \)-morphisms.

On the level of \( R(\mathfrak{g}) \), the relation between the homotopy groups and the homology groups is given by the Berglund map

\[
\mathcal{B}_n : H_n(\mathfrak{g}^\alpha) \xrightarrow{\cong} \pi_n (R(\mathfrak{g}), \alpha)
\]

\[
[u] \mapsto \left[ u \otimes \omega_{[n]} + \sum_{i=0}^{n} \alpha \otimes \omega_i \right],
\]

where \( \mathfrak{g}^\alpha \) denotes the complete \( s\mathcal{L}_\infty \)-algebra twisted by the Maurer–Cartan element \( \alpha \), see Proposition 1.7, and where we implicitly use the canonical isomorphism of Theorem 2.17 to identify \( R(\mathfrak{g}) \) with \( \text{MC}(\hat{\mathfrak{g}} \otimes \mathbb{C}_*) \).
Theorem 6.1 ([Ber15, Theorem 1.1]). For any complete $\mathcal{S}_\infty$-algebra $g$ and any Maurer–Cartan element $\alpha \in \text{MC}(g)$, the Berglund map is well-defined and gives a group isomorphism
\[
\pi_n(R(g), \alpha) \cong H_n(g^{\alpha}) \quad \text{for } n \geq 1,
\]
where the group structure on the right-hand side is given by the Baker–Campbell–Hausdorff formula for $n = 1$ and by the sum for $n \geq 2$. Moreover, it is natural with respect to $\infty_\pi$-morphisms: for any $\infty_\pi$-morphism $f : g \to h$, the following diagram commutes
\[
\begin{array}{ccc}
H_n(g^{\alpha}) & \xrightarrow{\partial_n(g)} & \pi_n(R(g), \alpha) \\
H_n((v^* f)^\gamma) & \downarrow & \pi_n(R(f)^{\alpha}) \\
H_n(h^{\nu^* f(\alpha)}) & \xrightarrow{\partial_n(h)} & \pi_n(R(h), v^* f(\alpha))
\end{array}
\]
where $v^* f$ is the $\infty$-morphism associated to $f$.

Proof. Let us first treat the case $\alpha = 0$. We notice that simplicial maps $\sigma : \Delta^n \to R(g)$ satisfying the following commutative diagram
\[
\partial \Delta^n \xrightarrow{\partial} \Delta^n \xrightarrow{\sigma} R(g)
\]
are in natural bijection with the $n$-cycles $Z_n(g)$ of $g$. Theorem 2.17 shows that such maps $\sigma$ are in one-to-one correspondence with Maurer–Cartan elements $u \otimes \omega[n] \in \text{MC}(g \otimes C_n)$, where $u \in g_n$. Since the top form $\omega[n]$ squares to 0 in the commutative algebra $\Omega_n$, for any $n \geq 1$, the Maurer–Cartan equation for $u \otimes \omega[n]$ is just $du \otimes \omega[n] = d(u \otimes \omega[n]) = 0$, see the end of the proof of Lemma 5.1 for more details.

In order to conclude that the Berglund map $\partial_n$ is well-defined and bijective, it is enough to show that to two $n$-simplices $\sigma, \tau : \Delta^n \to R(g)$ as above are homotopic relative to the boundary $\partial \Delta^n$ if and only if their associated cycles $u, v \in Z_n(g)$ are homologous, i.e. $v - u = dw$, for a $w \in g_{n+1}$.

The cases $n = 1$ and $n \geq 2$ are based on the same idea, but must be proven in a slightly different way. We begin with the case $n = 1$, where we will rely on the results of Lemma 5.25. Suppose that $\sigma$ and $\tau$ are homotopic relative to $\partial \Delta^1$. Graphically, this means
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The first part of Lemma 5.25 and the symmetry property of Proposition 5.21 show that we have $\Gamma_1^2(u, 0; w_1) - u = dw_1$, and thus
\[
[u] = [\Gamma_1^2(u, 0; w_1)] = [z] = [\Gamma_1^2(0, v; w_2)] = [v].
\]
Conversely, suppose that \( v = u + dz \). By the second part of Lemma 5.25, there exists a \( w \in \mathfrak{g}_2 \) such that
\[
\Gamma_1^2(0, u; w) = v.
\]
Thus, we get a homotopy by
\[
H : \Delta \to \mathfrak{g} \otimes C_{n+1},
\]
for the case \( n \geq 2 \), notice first that an element
\[
z \otimes \omega_{[n+1]} + u \otimes \omega_k + v \otimes \omega_l \in \mathfrak{g} \otimes C_{n+1},
\]
for \( k \neq l \), is a Maurer–Cartan element if and only if
\[
du = dv = 0 \quad \text{and} \quad (-1)^n dz + (-1)^k u + (-1)^l v = 0.
\]
This comes from the fact that any product in \( \Omega_{n+1} \) of two forms among \( \{ \omega_{[n+1]}, \omega_k, \omega_l \} \) vanishes; so the Maurer–Cartan equation reduces to
\[
d (z \otimes \omega_{[n+1]} + u \otimes \omega_k + v \otimes \omega_l) = 0.
\]
From right to left, suppose that there exists \( z \in \mathfrak{g}_{n+1} \) such that \( v - u = (-1)^n dz \). We construct a homotopy \( H : \Delta^n \times \Delta^1 \to R(\mathfrak{g}) \) from \( \sigma \) to \( \tau \) as follows. The prism decomposition of \( \Delta^n \times \Delta^1 \) is a union of \( n+1 \) copies of \( \Delta^{n+1} \) given respectively by
\[
\langle 0 \rangle := \langle 00, 01, 11, 21, \ldots, n1 \rangle
\]
\[
\vdots
\]
\[
\langle i \rangle := \langle 00, 10, \ldots, (i-1)0, i0, (i+1)1, \ldots, n1 \rangle
\]
\[
\vdots
\]
\[
\langle n \rangle := \langle 00, 01, \ldots, n0, n1 \rangle.
\]
The image of \( \langle 0 \rangle \) under \( H \) is equal to \( z \otimes \omega_{[n+1]} + u \otimes \omega_l + v \otimes \omega_l \) and the image of \( \langle i \rangle \) under \( H \) is equal to \( v \otimes \omega_i + v \otimes \omega_{i+1} \), for any \( 1 \leq i \leq n \). The above remark shows that that this assignment defines a simplicial map, which is a homotopy from \( \sigma \) to \( \tau \) relative to the boundary \( \partial \Delta^n \).

In the other way round, let \( H : \Delta^n \times \Delta^1 \to R(\mathfrak{g}) \) be a homotopy relative to the boundary \( \partial \Delta^n \) from \( \sigma \) to \( \tau \). Let us denote by \( \theta_i \in \mathfrak{g} \otimes C_{n+1} \) the image of \( \langle i \rangle \) under \( H \). Since the boundary is sent to \( 0 \), we are left with
\[
\theta_0 = z_0 \otimes \omega_{[n+1]} + v \otimes \omega_0 + (u + (-1)^n dz_0) \otimes \omega_1
\]
\[
\theta_1 = z_1 \otimes \omega_{[n+1]} + (u + (-1)^n dz_0) \otimes \omega_1 + (u + (-1)^n(dz_0 - dz_1)) \otimes \omega_2
\]
\[
\vdots
\]
\[
\theta_{n-1} = z_{n-1} \otimes \omega_{[n+1]} + (u + (-1)^n(dz_0 - dz_1 + \cdots \pm dz_{n-2})) \otimes \omega_{n-1} +
\]
\[
(u + (-1)^n(dz_0 - dz_1 + \cdots \pm dz_{n-2})) \otimes \omega_n
\]
\[
\theta_n = w_n \otimes \omega_{[n+1]} + (u + (-1)^n(dz_0 - dz_1 + \cdots \pm dz_{n-2})) \otimes \omega_n +
\]
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we conclude by the uniqueness of horn fillers, see Theorem 3.17 to conclude that the Berglund map is always well-defined and bijective.

Regarding the compatibility with the group structures, we treat in detail only the case \( \alpha = 0 \).

The general case is obtained by the same arguments as above since the bijection \( \pi_n(R(g^\alpha), 0) \cong \pi_n(R(g), \alpha) \) comes from an isomorphism of simplicial sets \( R(g^\alpha) \cong R(g) \), see Theorem 3.17, and is thus a group morphism. Let \( u, v \in g_0 \) be two representatives of two homology classes of \( H_n(g) \) and let \( \sigma, \tau : \Delta^n \rightarrow R(g) \) be two representatives of the corresponding images under the Berglund map, i.e. \( u \otimes \omega[\cdot] \) and \( v \otimes \omega[\cdot] \). A representative for the product of \( [\sigma] \) and \( [\tau] \) is given by the unique horn filler \( \Delta_{n+1} \rightarrow R(g) \) given by

\[
\omega \cdot n_1 + v \otimes \omega_{n+1} \, ,
\]

where the top cell is filled by \( 0 \). We claim that this horn filler is equal to

\[
u \otimes \omega_{n-1} + (u + v) \otimes \omega_{\hat{n}} + v \otimes \omega_{n+1} \, ,
\]

for \( n \geq 2 \). Since the product of any pair coming from \( \{\omega_{n-1}, \omega_{\hat{n}}, \omega_{n+1}\} \) vanishes in \( \Omega_{n+1} \), this latter satisfies the Maurer–Cartan equation in \( \hat{g} \otimes C_{n+1} \), which is given by

\[ d \left( u \otimes \omega_{n-1} + (u + v) \otimes \omega_{\hat{n}} + v \otimes \omega_{n+1} \right) = 0 \, .
\]

We conclude by the uniqueness of horn fillers, see Theorem 5.2. For \( n = 1 \), we get

\[
u \otimes \omega_0 + \text{BCH}(u, v) \otimes \omega_1 + v \otimes \omega_2 \, ,
\]

by Theorem 5.17. This proves that the Berglund map is morphism of groups: abelian for \( n \geq 2 \) and with the BCH formula as product for \( n = 1 \).

Finally, regarding the naturality with respect to \( \infty \)-morphisms, we have to prove that the following diagram is commutative:

\[
\begin{array}{ccc}
H_n(g^\alpha) & \xrightarrow{\mathcal{B}_n(g)} & \pi_n(R(g), \alpha) & \cong & \pi_n(R(g^\alpha), 0) \\
H_n((v^* f)\gamma) & \downarrow \mathcal{B}_n(h) & \pi_n(R(h), v^* f(\alpha)) & \cong & \pi_n(R(h^\star f(\alpha)), 0) \\
H_n(h^\star f(\alpha)) & \xrightarrow{\mathcal{B}_n(h)} & \pi_n(R(h^\star f(\alpha)), 0) & \text{On elements, this means} & [u] \mapsto [u \otimes \omega[n] + \sum_{i=0}^{n} \alpha \otimes \omega_i] \mapsto [u \otimes \omega[n]] \\
[v] \mapsto [v \otimes \omega[n] + \sum_{i=0}^{n} v^* f(\alpha) \otimes \omega_i] \mapsto [v \otimes \omega[n]]
\end{array}
\]
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where
\[ v = \sum_{m \geq 0} \sum_{\tau \in \text{PaRT}_{m+1}} \frac{1}{m!} f_\tau(\alpha, \ldots, \alpha, u). \]

On the right-hand side of the diagram, let us denote the image of \( u \otimes \omega_{[n]} \) under \( R(f)^n \) by \( w \otimes \omega_{[n]} \). By unwinding the definitions of Sections 3.1 and 3.5, it is straightforward to see that
\[ w = \sum_{\tau} \frac{1}{l!m!\lambda_{\tau,m,l}} f_\tau(\alpha, \ldots, \alpha, u, \ldots, u), \]
where the sum runs over all combinations of \( \tau \in \text{PaRT}_{m+1} \) and integers \( m, l \), such that
\[ \gamma_{C_n}(\tau \otimes \alpha \otimes \cdots \otimes \alpha \otimes u \otimes \cdots \otimes u) = \lambda_{\tau,m,l} \omega_{[n]} \]
in the transferred \( \Omega \text{BCom}-\text{algebra} \) structure on \( C_n \), with \( \lambda_{\tau,m,l} \neq 0 \), where \( 1 = \omega_0 + \cdots + \omega_n \). Since
\[ i_n(\omega_{[n]}), i_n(\omega_{[n]}) = 0 \quad \text{and} \quad h_n i_n(\omega_{[n]}) = 0, \]
it follows that only the partitioned rooted trees for which exactly one vertex is contained in each block can appear, they can appear only with \( l = 1 \), and their result will be \( \omega_{[n]} \), with coefficient 1. This proves that \( w = v \) and concludes the proof. \( \Box \)

Remark 6.2. We actually expect the Berglund isomorphism to respect a richer structure than just the group structure. Both sides of the isomorphism have an \( s\mathcal{L}_\infty \)-algebra structure, or at least something very close to it: the homology of \( g \) carries a proper \( s\mathcal{L}_\infty \)-algebra structure obtained through the homotopy transfer theorem from the structure of \( g \) [LV12, Section 10.3], while the homotopy groups of \( R(g) \) can be endowed with the higher Whitehead–Samelson products, see [Por65]. Both structures depend on some choices and we expect that they can be made in a coherent fashion so that the Berglund isomorphism lifts at least to an \( \infty \)-isomorphism between them.

6.2. Homotopy invariance of the integration functor. We now show that the functor \( R \) is homotopy invariant, in the sense that it sends \( \infty \)-quasi-isomorphisms, or equivalently zig-zags of quasi-isomorphisms of \( \text{complete} \ s\mathcal{L}_\infty \)-algebras, to weak equivalences of simplicial sets. This result is analogous to the main result of [DR15], which shows a similar homotopy invariance for the functor \( MC_* \) with respect to \( \infty \)-morphisms. The strategy of the proof is the same as in [DR15, Section 3]. However, the tools developed previously in this paper, like the higher BCH products, allow us to significantly simplify the proof.

Recall that the first component \( f_1 : g \to h \) is an \( \infty \)-morphism, where \( | \) stands for the trivial tree, is a chain map; the same holds true for the first component \( f_1 : g \to h \) of an \( \infty \)-morphism.

Definition 6.3 (Filtered \( \infty \)-quasi-isomorphism). A filtered \( \infty \)-quasi-isomorphism \( f : g \hookrightarrow h \) is an \( \infty \)-quasi-isomorphism such that its first component \( f_1 \) induces quasi-isomorphisms
\[ f_1^{(n)} : g/F_n g \to h/F_n h \]
for each \( n \geq 1 \). The analogous definition for \( \infty \)-quasi-isomorphisms obtained by replacing \( f_1 \) by \( f_1 \) yields the notion of a filtered \( \infty \)-quasi-isomorphism.

Remark 6.4. Here, as in the rest of the present paper, all \( \infty \)-morphisms are assumed to be compatible with the filtrations. Being a filtered \( \infty \)-quasi-isomorphism is an additional compatibility between the fact of being an \( \infty \)-quasi-isomorphism and the filtrations.

Since \( (v^* f)_1 = f_1 \), an \( \infty \)-morphism \( f \) is a filtered \( \infty \)-quasi-isomorphism if and only if \( v^* f \) is a filtered \( \infty \)-quasi-isomorphism.
Theorem 6.5 (Homotopy invariance). Any filtered $\infty$-quasi-isomorphism $f : g \sim h$ of complete $\mathcal{S}\mathcal{L}_\infty$-algebras induces a weak equivalence of simplicial sets $R(f) : R(g) \to R(h)$.

Proof. The proof is divided into two parts. Let us first deal with $\pi_n(R(f))$, for $n \geq 1$. In order to be able to apply Theorem 6.1, we need to prove that for any Maurer–Cartan element $\alpha \in MC(g)$, the twisted morphism $(v^* f)^\alpha : g^\alpha \to h^{v^* f(\alpha)}$ is an $\infty$-quasi-isomorphism. To prove this, we apply Eilenberg–Moore Comparison Theorem [Weih94, Theorem 5.5.11] to the chain map $(v^* f)^\alpha : g^\alpha \to h^{v^* f(\alpha)}$ with respect to the underlying complete and exhaustive filtrations. At the 0th page, we get

$$E_{p,q}^0((v^* f)^\alpha_1) = gr(v^* f)_1 : F_p g_{p+q} / F_{p+1} g_{p+q} \to F_p h_{p+q} / F_{p+1} h_{p+q}.$$ 

A direct application of the 5-lemma shows that this is a quasi-isomorphism. So the spectral sequence converges and implies that $(v^* f)^\alpha_1$ is a quasi-isomorphism. Given this, Theorem 6.1 shows that

$$\pi_n(R(f)) : \pi_n(R(g), \alpha) \xrightarrow{\cong} \pi_n(R(h), v^* f(\alpha))$$

is an isomorphism for any $\alpha \in MC(g)$ and any $n \geq 1$.

The second part of the proof deals with the 0th homotopy group. For better readability we split this further into two parts: injectivity in Lemma 6.7 and surjectivity in Lemma 6.8, see below.

In order to prove these two lemmas, we will need the following result.

Proposition 6.6. Let $g$ be a complete $\mathcal{S}\mathcal{L}_\infty$-algebra and suppose we have two sequences $\{\alpha_k\}_{k \geq 1}$ in $MC(g)$ and $\{\lambda_k\}_{k \geq 2}$ in $g_1$ such that:

1. $\alpha_k \in F_k g$,
2. $\lambda_{k+1} \in F_k g$, and
3. $\alpha_{k+1} = \lambda_{k+1} \cdot \alpha_k$.

We consider the sequence $\{\zeta_k\}_{k \geq 2}$ in $g_1$ defined by $\zeta_2 := \lambda_2$ and inductively by

\[
\begin{array}{c}
\alpha_{k+1} \\
\zeta_{k+1} \\
\lambda_{k+2} \\
\alpha_1 \\
\zeta_{k+2} \\
\alpha_{k+2}
\end{array}
\]

Then the sequence $\{\zeta_k\}_{k \geq 2}$ converges to an element $\zeta \in g_1$ such that $\zeta \cdot \alpha_1 = 0$.

Proof. Since for all $k \geq 1$ we have $\alpha_k \in F_k g$, it follows that $\lim_{k \to \infty} \alpha_k = 0$. By Proposition 5.10, we know that $\zeta_{k+2}$ is given by $\zeta_{k+1} + \lambda_{k+2}$ plus a sum of trees involving $\alpha_1, \alpha_{k+1}, \alpha_{k+2}, \zeta_{k+1}$, and $\lambda_{k+2}$, see Equation (9). We will show that every one of these trees gives rise to an element in $F_{k+1} g_1$.

Let us consider such a tree $\tau$. Since the output needs to be of degree 1 and since the vertices are labeled by the operations $\ell_m$ of degree $-1$, it must have $|\tau| + 1$ elements of degree 1 labeling its leaves, that is either $\zeta_{k+1}$ or $\lambda_{k+2}$. Suppose that no $\lambda_{k+2}$ appear, then there exists one vertex with at least two leaves labeled by $\zeta_{k+1}$. But this is impossible since $i_2(\omega_0)^2 = 0$ in $\Omega_2$. So at least one leaf is labeled by $\lambda_{k+2}$, which implies that the output of this composite lives in $F_{k+1} g_1$.

Thus, we have $\zeta_{k+2} - \zeta_{k+1} \in F_{k+1} g_1$, which shows that the sequence $\{\zeta_k\}_{k \geq 2}$ converges. Since $\zeta_k \cdot \alpha_1 = \alpha_k$, by construction, and since $\alpha_k$ converges to 0 as $k \to \infty$, it follows that $\zeta := \lim_{k \to \infty} \zeta_k$ is a gauge from $x_1$ to 0, by continuity of the gauge action. \[\Box\]
Lemma 6.7. The induced map
\[ \pi_0 R(f) : \pi_0 R(g) \to \pi_0 R(h) \]
is injective.

**Proof.** After Corollary 4.2, we implicitly identify \( \pi_0 R(g) \) with the gauge equivalence classes of Maurer–Cartan elements of \( g \). Let \( \alpha, \beta \in MC(g) \) be two Maurer–Cartan elements, and let us denote by \( \tilde{\alpha} := v^* f(\alpha), \tilde{\beta} := v^* f(\beta) \) their image in \( h \) under \( v^* f \). Suppose there exists a gauge \( \tilde{\mu} \in h_1 \) from \( \tilde{\alpha} \) to \( \beta \). We want to show that there exists a gauge in \( g_1 \) from \( \alpha \) to \( \beta \).

We will prove this by inductively constructing several sequences, depicted in orange in the picture below:

\[
\{\alpha_k\}_{k \geq 1} \text{ in } g_0 , \quad \{\lambda_k\}_{k \geq 2} \text{ in } g_1 , \quad \text{and } \{\tilde{\mu}_k\}_{k \geq 1} \text{ in } h_1 ,
\]
such that
\[
\alpha_1 := \alpha , \quad \alpha_{k+1} = \lambda_k \cdot \alpha_k , \quad \tilde{\mu}_1 := \tilde{\mu} , \quad \tilde{\beta} = \tilde{\mu}_k \cdot \tilde{\alpha}_k
\]
with \( \beta - \alpha_k \in F_k g \), \( \lambda_{k+1} \in F_k g \), and \( \tilde{\mu}_k \in F_k h \).

\[
\alpha_1 := \alpha \quad \lambda_2 \quad \alpha_2 \quad \lambda_3 \quad \alpha_3 \quad \lambda_4 \quad \ldots
\]

\[
\tilde{\alpha}_1 := \tilde{\alpha} \quad \tilde{\lambda}_2 \quad \tilde{\alpha}_2 \quad \tilde{\lambda}_3 \quad \tilde{\alpha}_3 \quad \tilde{\lambda}_4 \quad \ldots
\]

Then the sequence of intermediate gauges \( \lambda_k \) will produce to a single gauge linking \( \alpha \) to \( \beta \). The gauges \( \tilde{\mu}_k \) are only auxiliary, but will play a fundamental role in the induction. The core of the proof is essentially a step-by-step application of obstruction theory.

For the actual proof, the step \( k = 1 \) is obvious. Suppose now that we have constructed the sequences up to \( k \). Then we have

\[
d(\beta - \alpha_k) = -\sum_{m \geq 2} \frac{1}{m!} (\ell_m(\beta, \ldots, \beta) - \ell_m(\alpha_k, \ldots, \alpha_k))
\]

\[
= -\sum_{m \geq 2} \frac{1}{m!} (\ell_m(\beta - \alpha_k, \beta, \ldots, \beta) + \cdots + \ell_m(\alpha_k, \ldots, \alpha_k, \beta - \alpha_k)) \in F_{k+1} g ,
\]

and the same is also true for its image \( \tilde{\beta} - \tilde{\alpha}_k \) under \( v^* f \):

\[
d(v^* f(\beta - \alpha_k)) = \sum_{m \geq 1} \frac{1}{m!} d((v^* f)_m(\beta - \alpha_k, \ldots, \beta - \alpha_k))
\]

\[
= f_!(d(\beta - \alpha_k)) + \sum_{m \geq 2} \frac{1}{m!} d((v^* f)_m(\beta - \alpha_k, \ldots, \beta - \alpha_k)) \in F_{k+1} h .
\]

Therefore, they induce closed elements
\[
\beta - \alpha_k \in Z(F_k g/F_{k+1} g) \quad \text{and} \quad \tilde{\beta} - \tilde{\alpha}_k \in Z(F_k h/F_{k+1} h)
\]
and we can consider their homology classes. We can see that these classes are obstructions to the possibility of gauging \( \alpha_k \) to an element \( \alpha_{k+1} \) that agrees with \( \beta \) up to the \( k \)th filtration degree of \( \mathfrak{g} \), and similarly for the elements in \( \mathfrak{h} \). Indeed, we have the gauge \( \tilde{\mu}_k \) from \( \tilde{\alpha}_k \) to \( \tilde{\beta} \) in \( \mathfrak{h} \). This implies that

\[
\tilde{\beta} = \tilde{\alpha}_k + d\tilde{\mu}_k \mod F_{k+1}\mathfrak{h},
\]

and thus that

\[
\tilde{\beta} - \tilde{\alpha}_k \in B(F_k\mathfrak{h}/F_{k+1}\mathfrak{h}).
\]

Notice that here it is fundamental that \( \tilde{\mu}_k \in F_k\mathfrak{h} \) as the existence of a random gauge from \( \tilde{\alpha}_k \) to \( \tilde{\beta} \) would not have been enough. The spectral sequence argument given in the proof of Theorem 6.5 shows that \( f_1 \) induces a quasi-isomorphism \( F_k\mathfrak{g}/F_{k+1}\mathfrak{g} \rightleftharpoons F_k\mathfrak{h}/F_{k+1}\mathfrak{h} \). This implies that there exists some \( \lambda' \in F_k\mathfrak{g} \) such that \( \beta - \alpha_k = d\lambda' \) in \( F_k\mathfrak{g}/F_{k+1}\mathfrak{g} \). Moreover, since \( d(\tilde{\mu}_k - f_1(\lambda')) = 0 \) in \( F_k\mathfrak{h}/F_{k+1}\mathfrak{h} \) and \( f_1 \) is a filtered quasi-isomorphism, there is \( \theta \in F_k\mathfrak{g} \) which is closed in \( F_k\mathfrak{g}/F_{k+1}\mathfrak{g} \) and \( \sigma \in F_k\mathfrak{h} \) that are such that

\[
\tilde{\mu}_k - f_1(\lambda') = f_1(\theta) + d\sigma
\]

in \( F_k\mathfrak{h}/F_{k+1}\mathfrak{h} \). We define \( \lambda_{k+1} := \lambda' + \theta \in F_k\mathfrak{g} \) and \( \alpha_{k+1} := \lambda_{k+1} \cdot \alpha_k \).

Finally, we define \( \tilde{\mu}_{k+1} \) by filling the horn

\[
\begin{array}{c}
\alpha_k \\
\tilde{\mu}_k \\
\beta \\
\alpha_{k+1} \\
\end{array}
\]

\[
\begin{array}{c}
\tilde{\lambda}_{k+1} \\
\sigma \\
\tilde{\mu}_{k+1} \\
\end{array}
\]

This way, we have

\[
\tilde{\mu}_{k+1} = \tilde{\mu}_k - \tilde{\lambda}_k - d\sigma \mod F_{k+1}\mathfrak{h},
\]

and since \( \tilde{\mu}_k = f_1(\lambda_{k+1}) + d\sigma \), we have \( \tilde{\mu}_{k+1} \in F_{k+1}\mathfrak{h} \) as desired.

To conclude the proof, we notice that

\[
\lim_{k \to \infty} \alpha_k = \beta
\]

and we apply Proposition 6.6 to the twisted \( \delta \mathcal{L}_\infty \)-algebra \( \mathfrak{g}^\beta \): this implies that there exists a gauge from \( \alpha \) to \( \beta \).

**Lemma 6.8.** The induced map

\[
\pi_0R(f) : \pi_0R(\mathfrak{g}) \to \pi_0R(\mathfrak{h})
\]

is surjective.

**Proof.** Again using Corollary 4.2, we implicitly identify \( \pi_0R(\mathfrak{g}) \) with the gauge equivalence classes of Maurer–Cartan elements of \( \mathfrak{g} \). We need to prove that for every \( \tilde{\alpha} \in MC(\mathfrak{h}) \) there exists some \( \tilde{\beta} \in MC(\mathfrak{g}) \) such that \( \tilde{\beta} := v^*f(\beta) \) and \( \tilde{\alpha} \) are gauge equivalent in \( \mathfrak{h} \).

The structure of the proof is as follows. Given a Maurer–Cartan element \( \tilde{\alpha} \in MC(\mathfrak{h}) \), we will construct a sequence of elements \( \{\beta_k\}_{k \geq 1} \) in \( \mathfrak{g}_0 \) such that

\[
\beta_k \in MC(\mathfrak{g}/F_{k+2}\mathfrak{g}) \quad \text{and} \quad \beta_{k+1} - \beta_k \in F_{k+1}\mathfrak{g},
\]

together with two sequences of elements \( \{\lambda_k\}_{k \geq 1} \) in \( \mathfrak{h}_1 \) and \( \{\tilde{\alpha}_k\}_{k \geq 1} \) in \( MC(\mathfrak{h}) \) satisfying

\[
\tilde{\alpha}_k = \lambda_k \cdot \tilde{\alpha}, \quad \tilde{\alpha}_k - \beta_k \in F_{k+1}\mathfrak{h}, \quad \text{and} \quad \lambda_{k+1} - \lambda_k \in F_{k+1}\mathfrak{h}.
\]
Let us already conclude the proof from that. Taking the limit, we obtain a Maurer–Cartan element
\[ \beta := \lim_{k \to \infty} \beta_k \in \mathcal{MC}(g) . \]
By continuity of \( v^* f \), the sequence \( \beta_k = v^* f(\beta_k) \) tends to \( \beta := v^* f(\beta) \) in \( \mathfrak{h} \). So does the sequence \( \tilde{\alpha}_k \) since \( \alpha_k - \beta_k \in F_{k+1} \mathfrak{h} \). Since \( \lambda_{k+1} - \lambda_k \in F_{k+1} \mathfrak{h} \), the sequence \( \tilde{\lambda}_k \) converges to an element denoted by \( \lambda \). And since the gauge action is continuous, the passage to the limit of \( \tilde{\alpha}_k = \lambda_k \cdot \tilde{\alpha} \) gives \( \beta = \lambda \cdot \tilde{\alpha} \).

To start the induction, we notice that
\[
d\tilde{\alpha} = - \sum_{m \geq 2} \frac{1}{m!} \ell_m(\tilde{\alpha}, \ldots, \tilde{\alpha}) \in F_2 \mathfrak{h} ,
\]
so that \( \tilde{\alpha} \in Z(\mathfrak{h}/F_2 \mathfrak{h}) \). Since \( f_1 \) induces a quasi-isomorphism \( g/F_2 g \to \mathfrak{h}/F_2 \mathfrak{h} \), there exist \( \beta_0 \in g_0 \), such that \( d\beta_0 \in F_2 g \), and \( \tilde{\nu} \in \mathfrak{h}_1 \) such that
\[
\tilde{\alpha} \equiv f_1(\beta_0) + d\tilde{\nu} \mod F_2 \mathfrak{h} .
\]
The cycle condition on \( \beta_1 \) is equivalent to \( \beta_1 \in \mathcal{MC}(g/F_2 g) \). Setting \( \lambda_0 := 0 \), we get \( \lambda_0 = \tilde{\alpha} \).

Now suppose that we have done our construction up to step \( k \). Denoting \( \tilde{\alpha}_k - \tilde{\beta}_k = \chi \) with \( \chi \in F_{k+1} \mathfrak{h} \), we have
\[
d(\tilde{\alpha}_k - \tilde{\beta}_k) \equiv - \sum_{m \geq 2} \frac{1}{m!} \left( \ell_m(\tilde{\alpha}_k, \ldots, \tilde{\alpha}_k) - \ell_m(\tilde{\beta}_k, \ldots, \tilde{\beta}_k) \right) \mod F_{k+2} \mathfrak{h} \\
\equiv - \sum_{m \geq 2} \frac{1}{m!} \left( \ell_m(\tilde{\alpha}_k, \ldots, \tilde{\alpha}_k) - \ell_m(\tilde{\alpha}_k - \chi, \ldots, \tilde{\alpha}_k - \chi) \right) \mod F_{k+2} \mathfrak{h} \\
\equiv 0 \mod F_{k+2} \mathfrak{h} ,
\]
that is \( d(\tilde{\alpha}_k - \tilde{\beta}_k) \in F_{k+2} \mathfrak{h} \), where in the first line we used the fact that \( \beta_k \in \mathcal{MC}(g/F_{k+2} g) \) and thus \( \tilde{\beta}_k \in \mathcal{MC}(\mathfrak{h}/F_{k+2} \mathfrak{h}) \). Therefore, we have
\[
\tilde{\alpha}_k - \tilde{\beta}_k \in Z(F_{k+1} \mathfrak{h}/F_{k+2} \mathfrak{h}) .
\]
The spectral sequence argument given in the proof of Theorem 6.5 shows that \( f_1 \) induces a quasi-isomorphism \( F_{k+1} g/F_{k+2} g \to F_{k+1} \mathfrak{h}/F_{k+2} \mathfrak{h} \). This implies that there exist \( x \in F_{k+1} g \), \( \tilde{y} \in F_{k+1} \mathfrak{h}_1 \), and \( z \in F_{k+2} g_{0} \) such that
\[
dx \in F_{k+2} g \quad \text{and} \quad \tilde{\alpha}_k - \tilde{\beta}_k = f_1(x) + d\tilde{y} + z .
\]
We define
\[
\beta' := \beta_k + x , \quad \alpha' := (-\tilde{y}) \cdot \tilde{\alpha}_k , \quad \text{and} \quad \lambda' := \Gamma_1^2(y, \lambda_k) .
\]
Recall that that curvature of an element if the left-hand side of the Maurer–Cartan equation, that we denote by
\[
\Xi(\xi) := d(\xi) + \sum_{m \geq 2} \frac{1}{m!} \ell_m(\xi, \ldots, \xi) .
\]
Since the curvature $\Xi(\beta_k)$ of $\beta_k$ and $dx$ are in $F_{k+2}\mathfrak{g}$ and since $x \in F_{k+1}\mathfrak{g}$, it follows that the curvature $\Xi(\beta')$ of $\beta'$ is in $F_{k+2}\mathfrak{g}$. This gives

$$
d(\Xi(\beta')) = d\left(d\beta' + \sum_{m \geq 2} \frac{1}{m!}\ell_m(\beta', \ldots, \beta')\right) = -\sum_{p \geq 1} \frac{1}{p!}\ell_{p+1}\left(d\beta' + \sum_{q \geq 2} \frac{1}{q!}\ell_q(\beta', \ldots, \beta'), \beta', \ldots, \beta'\right) \in F_{k+3}\mathfrak{g}.
$$

Therefore,

$$
\Xi(\beta') = d\beta' + \sum_{m \geq 2} \frac{1}{m!}\ell_m(\beta', \ldots, \beta') \in Z(F_{k+2}\mathfrak{g}/F_{k+3}\mathfrak{g}).
$$

We will now show that this element is in fact a boundary. On one hand, we have

$$
d\beta' + \sum_{m \geq 2} \frac{1}{m!}\ell_m(\bar{\beta}', \ldots, \bar{\beta}') \equiv d\left(\sum_{m \geq 1} \frac{1}{m!}(v^* f)_m(\beta', \ldots, \beta')\right) + \sum_{m \geq 2} \frac{1}{m!}\ell_m(\tau) (v^* f)_{m1\ldots m}((v^* f)_{m1}, \ldots, (v^* f)_{mn})(\beta', \ldots, \beta')
$$

$$
\equiv \sum_{p \geq 1} \frac{1}{(p-1)!}\ell_p(\bar{\beta}') \left(d\beta' + \sum_{q \geq 2} \frac{1}{q!}\ell_q(\beta', \ldots, \beta'), \beta', \ldots, \beta'\right)
$$

$$
\equiv f_z \left(d\beta' + \sum_{q \geq 2} \frac{1}{q!}\ell_q(\beta', \ldots, \beta')\right) \mod F_{k+3}\mathfrak{h},
$$

where, in the last line, we used the fact that the curvature of $\beta'$ is in $F_{k+2}\mathfrak{g}$. On the other hand, we have

$$
\bar{\beta}' \equiv \bar{\beta}_k + f_z(x) + f_r(x, \beta_k) \mod F_{k+3}\mathfrak{h}
$$

$$
\equiv \bar{\alpha}_k - d\bar{y} - z + f_r(x, \beta_k) \mod F_{k+3}\mathfrak{h},
$$

where $\tau$ stands for the partitioned rooted tree $\mathcal{Y}$. This implies

$$
d\beta' + \sum_{m \geq 2} \frac{1}{m!}\ell_m(\bar{\beta}', \ldots, \bar{\beta}') \equiv
$$

$$
\equiv d(\bar{\alpha}_k - z + f_r(x, \beta_k)) + \sum_{m \geq 2} \frac{1}{m!}\ell_m(\bar{\alpha}_k - d\bar{y}, \ldots, \bar{\alpha}_k - d\bar{y}) \mod F_{k+3}\mathfrak{h}
$$

$$
\equiv d\bar{\alpha}_k + \sum_{m \geq 2} \frac{1}{m!}\ell_m(\bar{\alpha}_k, \ldots, \bar{\alpha}_k) + d(-z + f_r(x, \beta_k)) - \ell_2(d\bar{y}, \bar{\alpha}_k) \mod F_{k+3}\mathfrak{h}
$$

$$
\equiv d(-z + f_2(x, \beta_k) + \ell_2(\bar{y}, \bar{\alpha}_k)) \mod F_{k+3}\mathfrak{h}.
$$

In the second line, we used the fact that $z \in F_{k+2}\mathfrak{h}$, in the third line, we used the facts that $\bar{\alpha}_k$ is a Maurer–Cartan element, and that $d\bar{y} \in F_{k+1}\mathfrak{h}$, and, in the last line, we used the fact that $d\bar{\alpha}_k \in F_{2}\mathfrak{h}$. Therefore, the cycle

$$
f_z \left(d\beta' + \sum_{m \geq 2} \frac{1}{m!}\ell_m(\beta', \ldots, \beta')\right)
$$
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of $F_{k+2}\mathfrak{h}/F_{k+3}\mathfrak{h}$ is a boundary, and since $f_1$ is a filtered quasi-isomorphism, it follows that there exists $w \in F_{k+2}\mathfrak{g}$ such that

$$d\beta' + \sum_{m \geq 2} \frac{1}{m!} \ell_m(\beta', \ldots, \beta') = dw$$

in $F_{k+2}\mathfrak{g}/F_{k+3}\mathfrak{g}$ . To conclude, we set

$$\beta_{k+1} := \beta' - w = \beta_k + x - w , \quad \tilde{\lambda}_{k+1} := \tilde{\lambda}' , \quad \text{and} \quad \tilde{\alpha}_{k+1} := \tilde{\alpha}' = \tilde{\lambda}_{k+1} \cdot \tilde{\alpha}.$$  

From what we have seen above, we get

$$\Xi(\beta_{k+1}) \equiv \Xi(\beta' - w) \equiv \Xi(\beta') - dw \equiv 0 \mod F_{k+3}\mathfrak{g} ,$$  

so $\beta_{k+1} \in \text{MC}(\mathfrak{g}/F_{k+3}\mathfrak{g})$ . We also have $\beta_{k+1} - \beta_k = x - w \in F_{k+1}\mathfrak{g}$ . Since $x \in F_{k+1}\mathfrak{g}$ , $y \in F_{k+1}\mathfrak{h} , w \in F_{k+2}\mathfrak{g}$ , and $z \in F_{k+2}\mathfrak{h}$ , we obtain

$$\tilde{\alpha}_{k+1} - \tilde{\beta}_{k+1} \equiv dy + \tilde{\alpha}_k - \tilde{\beta}_k - f_1(x) \equiv z \equiv 0 \mod F_{k+2}\mathfrak{h} ,$$  

that is $\tilde{\alpha}_{k+1} - \tilde{\beta}_{k+1} \in F_{k+2}\mathfrak{h}$ . By the BCH formula (9), we get that $\tilde{\lambda}_{k+1} - \tilde{\lambda}_k = \tilde{\lambda}' - \tilde{\lambda}_k$ is equal to $y$ plus a sum of composite of operations of $\mathfrak{h}$ applied at least one $y$ each time, by the same argument as in the proof of Proposition 6.6. This proves that $\tilde{\lambda}_{k+1} - \tilde{\lambda}_k F_{k+1}\mathfrak{h}$ , which concludes the proof. □

6.3. Inclusions of deformation problems. An interesting problem to consider is to ask when does a deformation problem “injects” into another one. Such a line of thought was used for instance in [CPRNW19] to prove that two commutative algebras are related by a zig-zag of quasi-isomorphisms if and only if it is the case of their underlying associative algebras. The following result is a generalization of loc. cit. to the level of $\mathfrak{dL}_\infty$-algebras.

**Definition 6.9 ($\infty_\pi$-retract).** An $\infty_\pi$-morphism $f : \mathfrak{g} \hookrightarrow \mathfrak{h}$ of complete $\mathfrak{dL}_\infty$-algebras is an $\infty_\pi$-retract if for each $\alpha \in \text{MC}(\mathfrak{g})$ there exists a linear map $\delta : \mathfrak{h} \rightarrow \mathfrak{g}$ such that

1. $\delta$ respects the filtrations,
2. $\delta(v^* f)^*_\mathfrak{g} = \text{id}_{\mathfrak{g}}$ , and
3. if $\tilde{x} \in \mathfrak{h}$ is such that $d^\alpha \tilde{x} \in F_k\mathfrak{h}$ then

$$\delta \left( d^\alpha \tilde{x} \right) \equiv d^\alpha \delta(\tilde{x}) \mod F_{k+1}\mathfrak{g} ,$$

where $\tilde{\alpha} := v^* f(\alpha)$ .

**Proposition 6.10.** If $f : \mathfrak{g} \hookrightarrow \mathfrak{h}$ is an $\infty_\pi$-retraction, then the map

$$\pi_0(R(f)) : \pi_0(R(\mathfrak{g})) \hookrightarrow \pi_0(R(\mathfrak{h}))$$

is injective.

**Proof.** The pattern of the proof is similar to the one of Lemma 6.7. Recall that Corollary 4.2 gives $\pi_0 R(\mathfrak{g}) \cong \mathcal{MC}(\mathfrak{g})$ , so we have to prove that if $\alpha, \beta \in \text{MC}(\mathfrak{g})$ are such that $\tilde{\alpha} := v^* f(\alpha)$ and $\tilde{\beta} := v^* f(\beta)$ are gauge equivalent in $\mathfrak{h}$ , then they are also gauge equivalent in $\mathfrak{g}$ . By noticing that the property of being an $\infty_\pi$-retract is preserved by the twisting procedure, we can always reduce to the case where $\beta = 0$ by considering the twisted $\mathfrak{dL}_\infty$-algebra $\mathfrak{g}^\beta$ .

The geometric idea behind the proof of injectivity on the 0th homotopy groups

$$\pi_0 R(f) : \pi_0 R(\mathfrak{g}) \cong \mathcal{MC}(\mathfrak{g}) \hookrightarrow \pi_0 R(\mathfrak{h}) \cong \mathcal{MC}(\mathfrak{h})$$
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is given by the following drawing.

\[ g \quad \alpha_k \quad \lambda_{k+1} := \delta (\tilde{\mu}_k) \quad \alpha_{k+1} \quad 0 \]

\[ \begin{array}{c}
R(f) \\
\delta
\end{array} \]

\[ h \]

The upper half of the drawing represents \( g \), and the bottom half represents \( h \) with the image of \( g \) under \( R(f) \) drawn in blue. Whenever an element denoted by a letter is present in the upper half of the drawing, it is mapped under \( R(f) \) to the element denoted by the same letter and a tilde in the bottom half; the only element not following this convention are the \( \tilde{\mu} \)'s which are only present in the bottom half.

Let us start with a Maurer–Cartan element \( \alpha_1 \in \text{MC}(g) \) such that \( \tilde{\alpha}_1 := \upsilon^* f(\alpha_1) \) is gauge equivalent to 0 via a gauge \( \tilde{\mu}_1 \in h_1 \). By induction, we construct the following sequences

\[ \lambda_{k+1} := \delta (\tilde{\mu}_k), \quad \alpha_{k+1} := \lambda_k \cdot \alpha_k, \quad \tilde{\alpha}_{k+1} := \upsilon^* f(\alpha_{k+1}), \quad \tilde{\lambda}_{k+1} \in h_1 \]

as the element satisfying \( R(f)_1(\alpha_k \otimes \omega_0 + \lambda_{k+1} \otimes \omega_{01} + \alpha_{k+1} \otimes \omega_1) = \tilde{\alpha}_k \otimes \omega_0 + \tilde{\lambda}_{k+1} \otimes \omega_{01} + \tilde{\alpha}_{k+1} \otimes \omega_1 \), and \( \tilde{\mu}_{k+1} \in h_1 \) by the BCH product given by filling the horn

\[ \begin{array}{c}
\tilde{\lambda}_{k+1} \\
\tilde{\alpha}_{k+1} \\
\tilde{\mu}_{k+1}
\end{array} \]

by zero, or in other words \( \tilde{\mu}_{k+1} := \Gamma_0^2(\tilde{\lambda}_{k+1}, \tilde{\mu}_k) \).

We will show by induction on \( k \geq 1 \), that \( \alpha_k, \lambda_{k+1} \in F_k g \). As an auxiliary step, we will also prove that \( d\tilde{\mu}_k \in F_k h \), for \( k \geq 1 \). The base case \( k = 1 \) is trivial. We assume that the result hold up to \( k \) and we prove it for \( k + 1 \).

By construction, we have \( \tilde{\mu}_k \cdot \tilde{\alpha}_k = 0 \) and, by assumption, we get \( \tilde{\alpha}_k \in F_k h \); this implies

\[ 0 = \tilde{\mu}_k \cdot \tilde{\alpha}_k \equiv d\tilde{\mu}_k \mod F_k h, \]

so that \( d\tilde{\mu}_k \in F_k h \).

It is straightforward to check from Proposition 4.6 that \( \tilde{\lambda}_{k+1} \equiv f(\lambda_{k+1}) \mod F_{k+1} h \); furthermore, by the BCH product Equation (9) and the definition of \( \tilde{\mu}_{k+1} \), we have

\[ \tilde{\mu}_{k+1} \equiv \tilde{\mu}_k - \tilde{\lambda}_{k+1} \equiv \tilde{\mu}_k - f_1(\tilde{\mu}_k) \mod F_{k+1} h. \]
Applying \( \partial \) on both sides, we obtain
\[
\lambda_{k+2} = \partial(\tilde{\mu}_{k+1}) = \partial(\tilde{\mu}_k) - \partial f_{\partial}(\tilde{\mu}_k) = 0 \mod \mathcal{F}_{k+1}\mathcal{G},
\]
showing that \( \lambda_{k+2} \in \mathcal{F}_{k+1}\mathcal{G} \).

Finally, by construction, we have \( \tilde{\mu}_k \cdot \tilde{\alpha}_k = 0 \), which implies
\[
0 = \tilde{\alpha}_k + d\tilde{\mu}_k = f(\alpha_k) + d\tilde{\mu}_k \mod \mathcal{F}_{k+1}\mathcal{B}.
\]
Applying \( \partial \) on both sides, we obtain
\[
0 \equiv \alpha_k + \partial(d\tilde{\mu}_k) \equiv \alpha_k + d\partial(\tilde{\mu}_k) = \alpha_k + d\lambda_{k+1} \equiv \lambda_{k+1} \cdot \alpha_k \equiv \alpha_{k+1} \mod \mathcal{F}_{k+1}\mathcal{G},
\]
where in the second equivalence we used the fact that \( d\tilde{\mu}_k \in \mathcal{F}_{k}\mathcal{B} \) together with point (3) of the definition of an \( \infty \)-retraction. This shows that \( \alpha_{k+1} \in \mathcal{F}_{k+1}\mathcal{G} \).

We find ourselves in the situation of Proposition 6.6. Therefore, \( \alpha_1 \) is gauge equivalent to 0. □

The condition such that an \( \infty \)-morphism \( f : \mathcal{G} \rightsquigarrow \mathcal{B} \) induces injections on the higher homotopy groups
\[
\pi_n(\mathcal{R}(f)) : \pi_n(\mathcal{R}(\mathcal{G}), \alpha) \rightarrow \pi_n(\mathcal{R}(\mathcal{B}), \nu^* f(\alpha))
\]
at a base point \( \alpha \in \text{MC}(\mathcal{G}) \) and for some \( n \geq 1 \) are obvious from Theorem 6.1: one just needs to require that
\[
H_n((\nu^* f)_\alpha) : H_n(\mathcal{G}_\alpha) \rightarrow H_n(\mathcal{B}^\nu f(\alpha))
\]
is injective.

**Remark 6.11.** The above result includes the case of differential graded Lie algebras and strict morphisms covered by of [CPRNW19, Theorem 1.7].

### 6.4. Model category structure

Let us first recall the classical model category structure on the category \( \mathcal{sSet} \) of simplicial sets due to Kan and Quillen. We refer the reader to the monographs [Hov99, GJ09] for more details.

**Theorem 6.12.** [Qui67] The following three classes of maps form a model category structure on the category \( \mathcal{sSet} \) of simplicial sets:

- a morphism \( f : X_\bullet \rightarrow Y_\bullet \) of simplicial sets is a weak equivalence if it induces a weak homotopy equivalence of topological spaces \( |f| : |X_\bullet| \xrightarrow{\sim} |Y_\bullet| \) between the associated geometric realization,
- a morphism \( f : X_\bullet \rightarrow Y_\bullet \) of simplicial sets is a cofibration if it is made up of injective maps \( f_n : X_n \rightarrow Y_n \) in each simplicial degree, and
- a morphism \( f : X_\bullet \rightarrow Y_\bullet \) of simplicial sets is a fibration if it satisfies the right lifting property with respect to (acyclic) horn inclusions:

\[
\begin{array}{ccc}
\Delta^n & \xrightarrow{\partial} & \Lambda^n_k \\
\uparrow \downarrow & \Downarrow & \Downarrow \\
\downarrow \uparrow f & \downarrow & \uparrow \\
\Delta^n & \rightarrow & Y_\bullet
\end{array}
\]

This model category structure is cofibrantly generated by the following classes of maps:

- the boundary inclusions \( \partial \Delta^n \hookrightarrow \Delta^n \) are the generating cofibrations and
- the horn inclusions \( \Lambda^n_k \not\hookrightarrow \Delta^n \) are the generating acyclic cofibrations.

We now transfer this cofibrantly generated model category structure to complete \( \mathcal{sL}_\infty \)-algebras under the \( \mathcal{sL}_\infty \)-algebra functor \( \mathcal{L} \).

**Theorem 6.13.** The following three classes of maps form a model category structure on the category of complete \( \mathcal{sL}_\infty \)-algebras:
a morphism \( f : g \to h \) of complete \( \mathcal{S}L_\infty \)-algebras is a weak equivalence if it induces a bijection
\[
\mathcal{M}C(f) : \mathcal{M}C(g) \xrightarrow{\cong} \mathcal{M}C(h)
\]
between the associated moduli spaces of Maurer–Cartan elements and isomorphisms
\[
H_n(f^\alpha) : H_n(g^\alpha) \xrightarrow{\cong} H_n(h^{f(\alpha)}),
\]
for any Maurer–Cartan element \( \alpha \in \text{MC}(g) \) and any \( n \geq 1 \),
a morphism \( f : g \to h \) of complete \( \mathcal{S}L_\infty \)-algebras is a fibration if it is surjective in all degrees \( n \geq 2 \), and
a morphism \( f : g \to h \) of complete \( \mathcal{S}L_\infty \)-algebras is a cofibration if it satisfies the right lifting property with respect to acyclic fibrations.

This model category structure is cofibrantly generated by the following classes of maps:

- the boundary inclusions \( \mathcal{L}(\partial \Delta^n) \hookrightarrow \mathcal{L}(\Delta^n) \) are the generating cofibrations,
- the horn inclusions \( \mathcal{L}(\Lambda_k^n) \hookrightarrow \mathcal{L}(\Delta^n) \) are the generating acyclic cofibrations.

**Proof.** Let us first make the class of fibrations explicit. In a candidate for a transferred cofibrantly generated model category structure under a left adjoint functor, the class of fibrations is the class of maps \( f : g \to h \) whose image \( R(f) \) under the right adjoint functor is a fibration of simplicial sets, that is the ones which satisfy the right lifting property with respect to the acyclic horn inclusions. We use the same arguments as in the proof of Theorem 5.2. First, we consider the equivalent problem on the level of complete \( \mathcal{S}L_\infty \)-algebras under the adjunction of Theorem 2.12:

\[
\begin{array}{ccc}
\mathcal{L}(\Lambda_k^n) & \xrightarrow{\exists} & g \\
\downarrow & & \downarrow f \\
\mathcal{L}(\Delta^n) & \xrightarrow{} & h
\end{array}
\]

Then, using Lemma 5.1, we conclude that the maps for which such lifts exist are the morphisms \( f : g \to h \) of complete \( \mathcal{S}L_\infty \)-algebras which are surjective in degrees \( n \geq 2 \).

Let us now make weak equivalences explicit. Again, in a candidate for a transferred cofibrantly generated model category structure under a left adjoint functor, the class of weak equivalences is the class of maps \( f : g \to h \) whose image \( R(f) \) under the right adjoint functor is a weak equivalence of simplicial sets. Corollary 4.2 asserts that there is a natural bijection \( \pi_0(R(g)) \cong \mathcal{M}C(g) \) and Theorem 6.1 asserts that there are natural isomorphisms \( \pi_0(R(g), \alpha) \cong H_n(g^\alpha) \), for any \( \alpha \in \text{MC}(g) \) and any \( n \geq 1 \), which concludes the proof of this point.

We are now ready to prove that this is actually a model category structure. To do so, we use Quillen’s transfer theorem under a left adjoint functor [Qui67, Section II.4]. The version used here follows from [BM03, Section 2.6]. We need to prove the following four facts.

1. The category of complete \( \mathcal{S}L_\infty \)-algebras is complete and cocomplete: this result was proved in Proposition 1.3.
2. The sets of generating (acyclic) cofibrations satisfies the small object argument: since the sets of complete \( \mathcal{S}L_\infty \)-algebras

\[
\{ \mathcal{L}(\partial \Delta^n) \}_{n \geq 0} \quad \text{and} \quad \{ \mathcal{L}(\Lambda_k^n) \}_{n \geq 2, k=0,\ldots,n}
\]

are countable, they satisfy the small object argument with respect to the generating (acyclic) cofibrations

\[
\{ \mathcal{L}(\partial \Delta^n) \hookrightarrow \mathcal{L}(\Delta^n) \}_{n \geq 0} \quad \text{and} \quad \{ \mathcal{L}(\Lambda_k^n) \hookrightarrow \mathcal{L}(\Delta^n) \}_{n \geq 2, k=0,\ldots,n}.
\]
3. Every complete \( \mathcal{S}L_\infty \)-algebra is fibrant: this is a direct corollary of Lemma 5.1, see also Theorem 5.2.
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(4) The category of complete $\mathcal{L}_\infty$-algebra has functorial good path objects: we consider the following composite of morphisms for any complete $\mathcal{L}_\infty$-algebra $g$:

\[
\begin{align*}
\mathcal{C} & \xrightarrow{\sim} g \hat{\otimes} \Omega_1 \xrightarrow{} g \times g \\
x & \mapsto x \otimes 1 \\
x \otimes P(t) & \mapsto (P(0)x, P(1)x) \\
x \otimes Q(t)dt & \mapsto 0,
\end{align*}
\]

where we denote $t := t_1$ in $\Omega_1 \cong \mathbb{K}[t, dt]$. The first map is a filtered quasi-isomorphism of complete $\mathcal{L}_\infty$-algebras, so it is a weak equivalence by Theorem 6.5. The second map is an epimorphism and thus a fibration. So all together this construction forms a functorial path object.

\[\square\]

**Remark 6.14.** The model category structure of [Ban14, Theorem 5.2.28], see also [BFMT18, Theorem 3.1] on complete $\mathcal{L}$-Lie-algebras is a model sub-category of the present one.

**Proposition 6.15.** The adjoint pair of functors $\mathcal{L} \dashv R$ forms a Quillen adjunction. The $\mathcal{L}_\infty$-algebra functor $\mathcal{L}$ and the integration $R$ preserve the respective weak equivalences.

**Proof.** The first point is a direct corollary of Theorem 6.13 since the right adjoint functor $R$ preserves weak equivalences and fibrations by construction. The $\mathcal{L}_\infty$-algebra functor $\mathcal{L}$ preserves weak equivalences by Ken Brown’s lemma [Hov99, Lemma 1.1.12]. \[\square\]

**Proposition 6.16.** The complete $\mathcal{L}_\infty$-algebra $g \hat{\otimes} \pi^\circ C_1$ is a functorial good path object for complete $\mathcal{L}_\infty$-algebras $g$.

**Proof.** The arguments are the same as above for the good path object $g \hat{\otimes} \Omega_1$ applied this time to the maps

\[
g \xrightarrow{\sim} g \hat{\otimes} \pi^\circ C_1 \xrightarrow{} g \times g
\]

defined respectively by $x \mapsto x \otimes (\omega_0 + \omega_1)$ and by $x \otimes \omega_0 \mapsto (x, 0)$, $x \otimes \omega_1 \mapsto (0, x)$, $x \otimes \omega_{01} \mapsto 0$. The formula for the $\Omega B\text{Com}$-algebra structure given in Section 4.1 shows that the latter map is indeed a morphism of $\mathcal{L}_\infty$-algebras. \[\square\]

Using this cylinder, a (right) homotopy between two morphisms $f, f' : g \to h$ of complete $\mathcal{L}_\infty$-algebras amount to the data of map $g \to h$ of degree 1 satisfying some relations, that can be made explicit using Proposition 4.6.

**Proposition 6.17.** The complete $\mathcal{L}_\infty$-algebra $mc^1$ is a very good cylinder of $mc^0$.

**Proof.** The cosimplicial maps of $mc^*$ provide us with

\[
mc^0 \vee mc^0 \cong \mathcal{L}_\infty(a_0, a_1) \xrightarrow{} mc^1 \cong \mathcal{L}_\infty(a_0, a_1, a_{01}) \xrightarrow{} mc^0 \cong \mathcal{L}_\infty(a_0),
\]

which are respectively given by $a_0 \mapsto a_0$, $a_1 \mapsto a_1$ and by $a_0 \mapsto a_0$, $a_1 \mapsto a_0$, $a_{01} \mapsto 0$. The map $mc^1 \to mc^0$ is equal to $\mathcal{L}(\Delta^1 \to \Delta^0)$; so it is a weak equivalence by Proposition 6.15. The map $mc^1 \to mc^0$ is equal to $\mathcal{L}(\Delta^1 \to \Delta^0)$; so it is a weak equivalence by Proposition 6.15. It is obviously an epimorphism, so a fibration. The first map is a generating cofibration, so a cofibration. \[\square\]
In this final section, we explore how the adjoint pair of functors \( L \dashv R \) interacts with rational homotopy theory. After a brief recollection on the subject, we prove, under mild, standard assumptions, that the composite \( RL \) gives, after removing an extra point, the Bousfield–Kan \( \mathbb{Q} \)-completion and thus a rationalization in the nilpotent case.

Although some results should hold over more general fields of characteristic 0, in this section we fix \( K = \mathbb{Q} \).

7.1. **Recollections on rational homotopy theory.** We give a brief reminder of rational models, \( \mathbb{Q} \)-completion, and rationalizations of simplicial sets in the context of commutative algebras, mostly following [Sul77, BK72, BG76].

Let \( \text{uCom}_{\leq 0} \text{-alg} \) denote the category of unital commutative algebras concentrated in non-positive degrees and let \( \text{uCom}_{\leq 0} \text{-alg}^* \), the category of such algebras which are *augmented*. Recall that we always work in the homological degree convention.

**Proposition 7.1** ([BG76, Theorem 4.3]). The categories \( \text{uCom}_{\leq 0} \text{-alg} \) and \( \text{uCom}_{\leq 0} \text{-alg}^* \) carry a closed model category structure where the weak equivalences are the quasi-isomorphisms and where the fibrations are the degree-wise surjections.

**Proof.** We refer to [BG76, Section 4] for a detailed proof. Let us just mention that the model category structure on \( \text{uCom}_{\leq 0} \text{-alg}^* \) is obtained as the slice category of \( \text{uCom}_{\leq 0} \text{-alg} \) over the algebra \( K \).

In the model category \( \text{uCom}_{\leq 0} \text{-alg} \), all commutative algebras are fibrant and the cofibrant ones are the retracts of the Sullivan algebras, which are quasi-free unital commutative algebras with a suitable filtration on the space of generators, see [FHT01, Chapter 12].

Similarly, the category \( \text{sSet} \), of pointed simplicial sets is endowed with a model category structure from Theorem 6.12 as the coslice category of \( \text{sSet} \) under the point. In the model category \( \text{sSet} \) (resp. \( \text{sSet}^* \)), all (pointed) simplicial sets are cofibrant and the fibrant ones are the (pointed) Kan complexes.

Considering the opposite category \( \text{uCom}_{\leq 0} \text{-alg}^{\text{op}} \), one can apply Lemma 2.1 to the simplicial commutative algebra \( \Omega_* \) to produce the following pair of adjoint functors whose left adjoint has domain in simplicial sets, see [Sul77].

**Definition 7.2** (Spatial realization and algebra of polynomial differential forms). The *spatial realization* is defined as the functor

\[
\langle - \rangle : \text{uCom}_{\leq 0} \text{-alg}^{\text{op}} \to \text{sSet} \\
A \mapsto \text{Hom}_{\text{uCom}_{\leq 0} \text{-alg}}(A, \Omega_*)
\]

and the functor of the *algebra of polynomial differential forms* is defined by

\[
A_{\text{PL}} : \text{sSet} \to \text{uCom}_{\leq 0} \text{-alg}^{\text{op}} \\
X_* \mapsto \text{Ran}_{X_0} \Omega_*(X_*) \cong \text{Hom}_{\text{sSet}}(X_*, \Omega_*) \cong \lim_{E(X_*)} \Omega_*.
\]

Any base point \(* \to X_*\) gives an augmentation

\[
A_{\text{PL}}(X_*) \to A_{\text{PL}}(*) \cong K
\]

and, dually, any augmentation \(A \to K\) gives a base point

\[
* \cong \langle K \rangle \to \langle A \rangle.
\]
So the above two functors restrict to a pair of contravariant adjoint functors that we denote with the same notations:

\[ A_{PL} : sSet_* \xrightarrow{\perp} uCom_{\leq 0}^{op} : \langle - \rangle. \]

**Lemma 7.3.** [BG76, Section 8] The two adjunctions \( A_{PL} \dashv \langle - \rangle \) described above are Quillen adjunctions.

**Proof.** Let us remind that working in the opposite categories, the roles of fibrations and cofibrations in the model structure are inverted. The left adjoint functor \( A_{PL} \) sends cofibrations (degree-wise injections) to fibrations (degree-wise surjections) by construction, and the right adjoint functor \( \langle - \rangle \) sends cofibrations to fibrations by [BG76, Lemma 8.2]. □

As a consequence, they induce adjunctions between the respective homotopy categories, that we understand here to have the same objects but with homotopy classes of morphisms from a cofibrant replacement of the domain to a fibrant replacement of the source. The right derived functor of \( R \langle - \rangle \) is defined by applying \( \langle - \rangle \) to a cofibrant replacement of a unital commutative algebra. For the left derived functor of \( A_{PL} \), there is no need to consider a cofibrant replacement since all (pointed) simplicial sets are already cofibrant. So we still denote this derived functor by the same notation.

\[ A_{PL} : \text{ho}(sSet_*) \xrightarrow{\perp} \text{ho}(uCom_{\leq 0}^{op}) : \mathbb{R}\langle - \rangle. \]

In order the get a Quillen equivalence, that is an equivalence on the level of the homotopy categories, we need to restrict ourselves to the following setting, for which for refer to [BG76, Section 9.2]. Recall that a group \( G \) is nilpotent if its lower central series

\[ G = \Gamma_1 G \supseteq \Gamma_2 G \supseteq \cdots, \]

with \( \Gamma_{q+1} G \) the subgroup of \( G \) generated by the commutators \([G, \Gamma_q G]\), terminates after a finite number of steps. A \( G \)-module \( M \) is nilpotent if its lower central series

\[ M = \Gamma_1 M \supseteq \Gamma_2 M \supseteq \cdots, \]

with \( \Gamma_{q+1} M \) the sub-\( G \)-module generated by the elements of the form \( gm - m \), for \( g \in G \) and \( m \in \Gamma_q M \), terminates after a finite number of steps.

**Definition 7.4** (Nilpotent simplicial set). A connected simplicial set \( X_* \in sSet_* \) is nilpotent if its fundamental group \( \pi_1 X_* \) is nilpotent and if the \( \pi_1 X_* \)-modules \( \pi_n X_* \) are nilpotent for all \( n \geq 2 \).

A group \( G \) is uniquely divisible if the equation \( x^r = g \) has a unique solution \( x \in G \) for any \( g \in G \) and any integer \( r \geq 1 \). Notice that a uniquely divisible abelian group is essentially the same as a vector space over \( \mathbb{Q} \) since one can define scalar multiplication in a natural way.

**Definition 7.5** (Rational simplicial set). A nilpotent simplicial set \( X_* \in sSet_* \) is rational if the following equivalent conditions are satisfied.

1. The homotopy groups \( \pi_n X_* \) are uniquely divisible, for any \( n \geq 1 \).
2. The homology groups \( H_n(X_*; \mathbb{Z}) \) are uniquely divisible, for any \( n \geq 1 \).

For more details about this equivalence in the nilpotent case, we refer the reader to [BK72, Chapter V, Proposition 3.3]. It can be shown that these two conditions are not equivalent if one drops the nilpotence assumption.

**Definition 7.6** (Finite type simplicial set). A rational simplicial set \( X_* \in sSet_* \) is of finite type if its rational homology groups \( H_n(X_*; \mathbb{Q}) \) are finite dimensional \( \mathbb{Q} \)-vector spaces, for \( n \geq 1 \).
If $X_\bullet$ is a connected simplicial set in $\mathbf{sSet}$, then we say that $X_\bullet$ is nilpotent or rational, if it is so for any possible choice of base point. We denote by $\text{ft}_\mathbb{Q}\text{-ho}(\mathbf{sSet})$ (resp. $\text{ft}_\mathbb{Q}\text{-ho}(\mathbf{SSet})$) the full subcategory of the homotopy category $\text{ho}(\mathbf{sSet})$ (resp. $\text{ho}(\mathbf{SSet})$) with objects the rational (resp. pointed) simplicial sets of finite type.

**Definition 7.7** (Finite type commutative algebra). A finite type unital commutative algebra $A$ in $\mathbf{uCom}_{\geq 0}$-alg (resp. $\mathbf{uCom}_{< 0}$-alg) is a homologically connected algebra, i.e. its unit induces an isomorphism $H_0(\eta) : \mathbb{K} \to H_0(A)$, whose homology groups $H_n(X_\bullet; \mathbb{Q})$ are finite dimensional $\mathbb{Q}$-vector spaces, for $n \leq 1$.

We denote by $\text{ft}_\mathbb{Q}(\mathbf{uCom}_{< 0})$-alg (resp. $\text{ft}_\mathbb{Q}(\mathbf{uCom}_{< 0})$-alg) the full subcategory of of the homotopy category $\text{ho}(\mathbf{uCom}_{< 0})$ generated by the finite type (resp. augmented) unital commutative algebras.

**Theorem 7.8** (Sullivan–de Rham equivalence theorem, [BG76, Theorem 9.4]). The adjunction $\mathcal{A}_\text{PL} \dashv \mathbb{R}(\cdot)$ restricts to an equivalence of categories between $\text{ft}_\mathbb{Q}\text{-ho}(\mathbf{sSet})$ and $\text{ft}_\mathbb{Q}(\mathbf{uCom}_{< 0})$-alg, and similarly between $\text{ft}_\mathbb{Q}\text{-ho}(\mathbf{SSet})$, and $\text{ft}_\mathbb{Q}(\mathbf{uCom}_{< 0})$-alg.

Bousfield–Kan introduced in [BK72, Chapter I] a $\mathbb{Q}$-completion functor

$$Q_\infty : \mathbf{sSet} \longrightarrow \mathbf{SSet}_*$$

which lands in Kan complexes and which satisfies the key property that any morphism $f : X_\bullet \to Y_\bullet$ induces an isomorphism $\tilde{H}_n(f, \mathbb{Q})$ on the level of the rational reduced homology groups, for any $n \geq 0$, if and only if $Q_\infty(f)$ is a homotopy equivalence. This functor comes equipped with a natural transformation from the identity functor, that is

$$X_\bullet \longrightarrow Q_\infty(X_\bullet).$$

**Theorem 7.9** ([BG76, Theorem 12.2]). For pointed connected finite type simplicial sets, the unit

$$X_\bullet \longrightarrow \mathbb{R}(\mathcal{A}_\text{PL}(X_\bullet))$$

of the $\mathcal{A}_\text{PL} \dashv \mathbb{R}(\cdot)$ adjunction is equivalent to the $\mathbb{Q}$-completion.

**Definition 7.10** (Rationalization). A rationalization (or $\mathbb{Q}$-localization) of a nilpotent simplicial set $X_\bullet$ is a rational simplicial set $X_\bullet^\mathbb{Q}$ equipped with a morphism $r : X_\bullet \to X_\bullet^\mathbb{Q}$ satisfying either of the following two equivalent conditions.

1. It induces isomorphisms $\pi_n r : \pi_nX_\bullet \otimes \mathbb{Q} \overset{\cong}{\longrightarrow} \pi_nX_\bullet^\mathbb{Q}$, for any $n \geq 1$, where the left-hand side stands for the Malcev completion [Mal49] in the case $n = 1$.
2. It induces isomorphisms $H_n(r) : H_n(X_\bullet; \mathbb{Q}) \overset{\cong}{\longrightarrow} H_n(X_\bullet^\mathbb{Q})$, for any $n \geq 1$.

For more details about this equivalence in the nilpotent case, we refer the reader to [BK72, Proposition 3.2, Chapter V].

**Theorem 7.11** (Sullivan–de Rham rationalization [Sul77], [BG76, Theorem 11.2]). For pointed connected nilpotent finite type simplicial sets $X_\bullet$, the unit

$$X_\bullet \longrightarrow \mathbb{R}(\mathcal{A}_\text{PL}(X_\bullet))$$

of the $\mathcal{A}_\text{PL} \dashv \mathbb{R}(\cdot)$ adjunction is a functorial rationalization.

**Proof.** This follows from Theorem 7.9 and [BK72, Proposition 3.1] which asserts that the $\mathbb{Q}$-completion provides us with a rationalization for nilpotent simplicial sets. □
2.1 applied to the simplicial $\Omega BCom$-algebra $C_\bullet$ of Section 2.2 produces the following adjoint pair of functors:

$$C_{PL} : \text{sSet} \rightleftarrows \Omega BCom\text{-alg} : \leftarrow_{(-)_\infty},$$

where

$$(A)_\infty := \text{Hom}_{\Omega BCom\text{-alg}}(A, C_\bullet) \text{ and } C_{PL}(X_\bullet) := \lim_{E(X_\bullet)} C_\bullet.$$

For clarity in this section, let us denote by $\Omega^{ch}_{\bullet}$ and $C^{ch}_{\bullet}$ the respective underlying simplicial chain complexes. Limits of algebras are given by the limits of the underlying chain complexes, for example the underlying chain complex of $A_{PL}(X_\bullet)$ is given by $\lim_{E(X_\bullet)} \Omega^{ch}_{\bullet}$ and the underlying chain complex of $C_{PL}(X_\bullet)$ is given by $\lim_{E(X_\bullet)} C^{ch}_{\bullet}$. Since Dupont’s contraction is compatible with the simplicial structures of $\Omega^{ch}_{\bullet}$ and $C^{ch}_{\bullet}$ by Proposition 2.5, it induces a contraction on the level of the limits over $E(X_\bullet)$:

$$\lim_{E(X_\bullet)} \Omega^{ch}_{\bullet} \xrightarrow{\pi(X_\bullet)} \lim_{E(X_\bullet)} C^{ch}_{\bullet}.$$

Proposition 7.12.

1. Two $\Omega BCom$-algebra structures on $\lim_{E(X_\bullet)} C^{ch}_{\bullet}$ obtained by the limit $C_{PL}(X_\bullet) = \lim_{E(X_\bullet)} C_\bullet$ in the category of $\Omega BCom$-algebras and by the homotopy transfer theorem Theorem 1.37 applied to the contracting homotopy (16) and to the $\Omega BCom$-algebra structure on $A_{PL}(X_\bullet) = \lim_{E(X_\bullet)} \Omega_\bullet$ are equal.

2. For any morphism $f : X_\bullet \to Y_\bullet$ of simplicial sets, the following diagram commutes in the category of $\Omega BCom$-algebras.

$$\begin{pmatrix}
A_{PL}(Y_\bullet) & \xrightarrow{A_{PL}(f)} & A_{PL}(X_\bullet) \\
\downarrow i(Y_\bullet) & & \downarrow i(X_\bullet) \\
C_{PL}(Y_\bullet) & \xrightarrow{C_{PL}(f)} & C_{PL}(X_\bullet)
\end{pmatrix}$$

Proof. Regarding the first point, let $x : \Delta^n \to X_\bullet$ be any $n$-simplex of $X_\bullet$. We denote by

$$\pi^C_{\circ} : \lim_{E(X_\bullet)} C^{ch}_{\bullet} \longrightarrow C^{ch}_{\circ}$$

the canonical projection map coming from the limit over the category of elements of $X_\bullet$. It will be enough to show that $\pi^C_{\circ}$ is a morphism of $\Omega BCom$-algebras if we endow the left-hand side with the structure transferred from $A_{PL}(X)$ and the right-hand side with the structure transferred from $\Omega_\circ$. If this is the case, by the universal property of limits, there exists a unique map of $\Omega BCom$-algebras from $\lim_{E(X_\bullet)} C^{ch}_{\bullet}$ with the transferred structure to $C_{PL}(X)$. Since the underlying chain complex of the latter is also $\lim_{E(X_\bullet)} C^{ch}_{\bullet}$, the universal property of limits on the chain level shows that this map is the identity. Therefore, the two structures are equal.

In order to prove that $\pi^C_{\circ}$ is a morphism of $\Omega BCom$-algebras, we use the explicit form of the homotopy transfer theorem given below Theorem 1.37 in terms of twisting morphisms. If we denote by

$$\varphi \in \text{Tw} \left( BCom, \text{End}_{A_{PL}(X_\bullet)} \right),$$

the twisting morphism corresponding to the $\Omega BCom$-algebra structure on $A_{PL}(X_\bullet)$, then the twisting morphism $\varphi^{tr}$ corresponding to the $\Omega BCom$-algebra structure transferred on the limit $\lim_{E(X_\bullet)} C^{ch}_{\bullet}$ is equal to

$$\varphi^{tr} = VdL \circ \mathcal{T}^\circ(\varphi) \circ \tilde{\Delta}_{BCom},$$
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where
\[ \Delta_{BCom} : BCom \rightarrow \mathcal{F}(BCom) \]
is the monadic decomposition map of the cooperad $BCom$ and $VdL$ is the Van der Laan map. Even more explicitly, let $\tau \in RT_m$ be a rooted tree, viewed as a basis element $BCom$, and let $x_1, \ldots, x_m$ be $m$ elements of $\lim_{E(X_\bullet)} C^n_{\mathcal{U}}$. The element $\varphi^C(\tau)(x_1, \ldots, x_m)$ is obtained by labeling the vertices of $\tau$ with the iterated commutative product of $A_{PL}(X_\bullet)$, the internal edges by the contracting homotopy $h(X_\bullet)$, the root by $p(X_\bullet)$, and by applying this composite of operations to $i(X_\bullet)(x_1), \ldots, i(X_\bullet)(x_m)$. The canonical projection
\[ \pi_x^X : A_{PL}(X_\bullet) \cong \lim_{E(X_\bullet)} \Omega \longrightarrow \Omega \]
is a morphism of commutative algebras which commutes with $\pi_x^C$ and the various maps of the contracting homotopies. This implies
\[ \pi_x^X \varphi^{\mathcal{U}}(\tau)(x_1, \ldots, x_m) = \varphi^{\mathcal{U}}(\tau)(\pi_x^C(x_1), \ldots, \pi_x^C(x_m)) , \]
where $\varphi^{\mathcal{U}}$ denotes the transferred $\Omega BCom$-algebra structure on $C^n_\bullet$. So $\pi_x^C$ is a morphism of $\Omega BCom$-algebras, and thus, that the two structures are equal.

Regarding the second point, it is a direct consequence of the universal property of the limit since Dupont’s contraction is simplicial. □

**Remark 7.13.** Notice that Point (1) and [LV12, Theorem 11.4.9] imply that there exist a zig-zag of quasi-isomorphisms of $\Omega BCom$-algebras
\[ A_{PL}(X_\bullet) \leftarrow \cdot \rightarrow \cdot \rightarrow \cdot \rightarrow C_{PL}(X_\bullet) , \]
that is $C_{PL}(X_\bullet)$ is a “homotopy commutative model” for $X_\bullet$.

**Remark 7.14.** Point (2) of Proposition 7.12 can be significantly strengthened as follows, but we will not use it in the sequel. The maps $i(X_\bullet)$ and $p(X_\bullet)$ can be extended to $\infty_{\mathcal{U}Com}$-quasi-isomorphisms $i_\infty(X_\bullet)$ and $p_\infty(X_\bullet)$ via canonical formulas [LV12, Section 10.3] and similarly for $Y_\bullet$. If $f : X_\bullet \rightarrow Y_\bullet$ is a morphism of simplicial sets, then the squares
\[ \begin{array}{ccc}
A_{PL}(Y_\bullet) & \xrightarrow{A_{PL}(f)} & A_{PL}(X_\bullet) \\
\downarrow_{i_\infty(Y_\bullet)} & & \downarrow_{i_\infty(X_\bullet)} \\
C_{PL}(Y_\bullet) & \xrightarrow{C_{PL}(f)} & C_{PL}(X_\bullet)
\end{array} \quad \text{and} \quad \begin{array}{ccc}
A_{PL}(Y_\bullet) & \xrightarrow{A_{PL}(f)} & A_{PL}(X_\bullet) \\
\downarrow_{p_\infty(Y_\bullet)} & & \downarrow_{p_\infty(X_\bullet)} \\
C_{PL}(Y_\bullet) & \xrightarrow{C_{PL}(f)} & C_{PL}(X_\bullet)
\end{array} \]
commute in the category of $\Omega BCom$-algebras, i.e. the $\infty_{\mathcal{U}}$-quasi-isomorphisms $i_\infty(-)$ and $p_\infty(-)$ are natural. In particular, this is true for $x : \Delta^n \rightarrow Y_\bullet$ the inclusion of any $n$-simplex, for which $A_{PL}(x) = \pi_x^\Omega$ and $C_{PL}(x) = \pi_x^C$. The proof is left to the reader since it follows easily by unwinding the definitions and using the facts:
\[ A_{PL}(f)i(Y_\bullet) = i(X_\bullet)C_{PL}(f) , \quad C_{PL}(f)p(Y_\bullet) = p(X_\bullet)A_{PL}(f) , \quad A_{PL}(f)h(X_\bullet) = h(X_\bullet)A_{PL}(f) . \]

We equip the category of $\Omega BCom$-algebras with its projective model category structure where the weak equivalences are the quasi-isomorphisms and where the fibrations are the degree-wise surjections, see [Hin97b].

**Corollary 7.15.** The pair of adjoint functors $C_{PL} : (-)_\infty$ is a Quillen adjunction.

**Proof.** The left adjoint functor $C_{PL}$ sends cofibrations (degree-wise injections) to fibrations (degree-wise surjections) by construction. It also sends and acyclic cofibrations to acyclic fibrations by Point (2) of Proposition 7.12 since $A_{PL}$ sends acyclic cofibrations to acyclic fibrations and since the chain maps $i(X_\bullet)$ and $i(Y_\bullet)$ are both quasi-isomorphisms. □
7.3. **Getting rid of artificial base points.** A quick look at the $\mathcal{L}_\infty$-algebra functor $\mathcal{L}$ reveals that it creates an “artificial” canonical “base point” in the sense that $\mathcal{L}(X_\bullet)$ contains the Maurer–Cartan element 0, for any simplicial set $X_\bullet$. For example,

$$\mathcal{L}(\ast) \cong mc_0$$

should intuitively represent a single point, but it has two Maurer–Cartan elements: its generator and the canonical Maurer–Cartan element 0.

In order to work in the correct context for rational homotopy theory, we consider pointed spaces rather than just spaces. One can get rid of the added point by working as follows.

**Definition 7.16 (Reduced $\mathcal{L}_\infty$-algebra functor).** The reduced $\mathcal{L}_\infty$-algebra functor $	ilde{\mathcal{L}} : sSet_\ast \to \mathcal{L}_\infty$-alg is defined by the coequalizer

$$\begin{array}{ccc}
\mathcal{L}(\ast) \cong mc_0 & \xrightarrow{\mathcal{L}(x)} & \mathcal{L}(X_\bullet) \\
0 & \xrightarrow{} & \tilde{\mathcal{L}}(X_\bullet)
\end{array}$$

where $x$ stands for the base point $\ast \to X_\bullet$.

Recall that colimits of BCom-coalgebras are given by colimits of the underlying chain complexes. So, if we denote the cokernel on the chain level by

$$K \cong C(\ast) \xrightarrow{C(x)} C(X_\bullet) \to \tilde{C}(X_\bullet),$$

then the reduced $\mathcal{L}_\infty$-algebra functor is isomorphic to

$$\tilde{\mathcal{L}}(X_\bullet) \cong \mathcal{L}_\infty(\tilde{C}(X_\bullet)),$$

with the differential coming from the BCom-coalgebra structure on $C(X_\bullet) \cong \lim_{E_\bullet} C^\bullet$. 

**Definition 7.17 (Pointed integration functor).** The pointed integration functor $\tilde{R} : \mathcal{L}_\infty$-alg $\to sSet_\ast$ is defined by $\tilde{R}(g) := R(g)$ with the canonical base point

$$\ast \cong R(0) \xrightarrow{R(0)} R(g).$$

**Lemma 7.18.** The pair of functors $\tilde{\mathcal{L}}$ and $\tilde{R}$ are adjoint

$$\tilde{\mathcal{L}} : sSet_\ast \Downarrow \mathcal{L}_\infty$-$\text{alg} \Downarrow \tilde{\mathcal{L}} : \tilde{R}.$$

**Proof.** Let

$$\ast \xrightarrow{x} X \in sSet_\ast$$

be a pointed space. By definition, the data of a morphism of complete $\mathcal{L}_\infty$-algebras $\tilde{f} : \tilde{\mathcal{L}}(X_\bullet) \to g$ is equivalent to the data of a morphism $f : \mathcal{L}(X_\bullet) \to g$ such that

$$\begin{array}{ccc}
\mathcal{L}(\ast) & \xrightarrow{\mathcal{L}(x)} & \mathcal{L}(X_\bullet) \\
0 & \xrightarrow{} & \tilde{g}
\end{array}$$

With $\tilde{f} : \tilde{\mathcal{L}}(X_\bullet) \to g$.
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Through the original adjunction $\mathcal{L} \dashv R$, this is in unique natural correspondence with the commutative square

$$
\begin{array}{ccc}
* & \xrightarrow{x} & X_ullet \\
\downarrow & & \downarrow g \\
R(0) \cong * & \longrightarrow & R(g)
\end{array}
$$

proving that the two functors are adjoint.

7.4. **Homotopy Lie rational models.** We are now ready to prove that the functors of higher Lie theory faithfully recover the rational homotopy type of spaces.

**Theorem 7.19.** For $X_\bullet$ a pointed connected finite simplicial set, the unit

$$X_\bullet \longrightarrow \widetilde{\mathbb{R}}\widetilde{\mathcal{L}}(X_\bullet)$$

of the adjunction $\tilde{\mathcal{L}} \dashv \widetilde{\mathbb{R}}$ is homotopy equivalent to the $\mathbb{Q}$-completion $\mathbb{Q}_\infty(X_\bullet)$ of Bousfield–Kan. In particular, it is a rationalization for these simplicial sets that are nilpotent.

**Proof.** Let $X_\bullet$ be a pointed connected nilpotent simplicial set. If we denote the base point by $x: * \rightarrow X_\bullet$, the unital commutative algebra $A_{PL}(X_\bullet)$ is augmented by $A_{PL}(x): A_{PL}(X_\bullet) \rightarrow A_{PL}(*) \cong \mathbb{Q}$. We denote by $\overline{A}_{PL}(X_\bullet)$ its kernel and we equip it with the induced commutative algebra structure. Since $X_\bullet$ is connected, the algebra $A_{PL}(X_\bullet)$ is homologically connected and so it admits a cofibrant resolution that is a Sullivan algebra $(\overline{S}(V), d)$, where $V$ is concentrated in negative degree, by [FHT01, Proposition 12.1]. We can compute the right derived functor as

$$R\langle A_{PL}(X_\bullet) \rangle \cong \text{Hom}_{\mathbb{C}om_{E_0}\text{-alg}}(\overline{S}(V), \Omega_\bullet) \cong \text{Hom}_{\mathbb{C}om_{\mathbb{Q}\text{-alg}}}(\overline{S}(V), \Omega_\bullet).$$

Let us recall the commutative triangle of made up of two canonical twisting morphisms and one morphism of operads

$$
\begin{array}{ccc}
\iota_{\mathbb{C}om} & \Omega_{\mathbb{C}om} & \Omega_{\mathbb{C}om} \\
\downarrow & \downarrow \pi_{\mathbb{C}om} & \downarrow \pi_{\mathbb{C}om} \\
\mathbb{C}om & \Omega_{\mathbb{C}om} & \Omega_{\mathbb{C}om}
\end{array}
$$

which induces the following bar-cobar adjunctions by [LV12, Section 11.3]:

$$
\begin{align*}
\Omega_{\pi_{\mathbb{C}om}} : \text{conil } B\text{-com-coalg} & \xrightarrow{\perp} \text{Com-alg} : B_{\pi_{\mathbb{C}om}} , \\
\Omega_{\pi_{\mathbb{C}om}} : \text{conil } B\text{-com-coalg} & \xrightarrow{\perp} \Omega_{\mathbb{C}om}\text{-alg} : B_{\pi_{\mathbb{C}om}} .
\end{align*}
$$

The two bar constructions agree on commutative algebras.

The category $\text{Com-alg}$ of differential $\mathbb{Z}$-graded commutative algebras admits a projective model category structure where the weak equivalences are the quasi-isomorphisms and where the fibrations are the degree-wise surjections, by [Hin97b]. The arguments of Theorem 2.6-(1) and Theorem 2.9-(1) of [Val20] show that the counit

$$\Omega_{\pi_{\mathbb{C}om}} B_{\pi_{\mathbb{C}om}} A_{PL}(X_\bullet) \xrightarrow{\sim} A_{PL}(X_\bullet)$$

of the $\Omega_{\pi_{\mathbb{C}om}} \dashv B_{\pi_{\mathbb{C}om}}$-adjunction is a cofibrant resolution. The formula [LV12, Section 11.3.2] for this counit shows that is degree-wise surjective, that is a fibration, so there exists a quasi-isomorphism of cofibrant commutative algebras

$$\overline{S}(V) \xrightarrow{\sim} \Omega_{\pi_{\mathbb{C}om}} B_{\pi_{\mathbb{C}om}} A_{PL}(X_\bullet).$$
With the same formulas, one can consider an adjunction similar to $A_{PL} \dashv \langle - \rangle$ with the category $uCom_{c, 0}$-alg being replaced by the category $Com_{alg}$ . Such an adjunction is again a Quillen adjunction: the left adjoint functor sends cofibrations to fibrations, by construction, and acyclic cofibrations to acyclic fibrations, by Lemma 7.3. Therefore, its right adjoint functor sends quasi-isomorphisms between cofibrant commutative algebras to weak equivalences of simplicial sets, by Ken Brown’s lemma [Hov99, Lemma 1.1.12]. Here, this implies

$$\mathcal{R}(A_{PL}(X_\bullet)) \simeq \text{Hom}_{Com_{alg}}\left(\bar{S}(V), \Omega_\bullet\right) \simeq \text{Hom}_{Com_{alg}}\left(\Omega_{\pi_{Com}}B_{\pi_{Com}}A_{PL}(X_\bullet), \Omega_\bullet\right).$$

Using the two adjoint pairs of functors and the property that the above two bar constructions coincide on commutative algebras, we get

$$\mathcal{R}(A_{PL}(X_\bullet)) \simeq \text{Hom}_{Com_{alg}}\left(\Omega_{\pi_{Com}}B_{\pi_{Com}}A_{PL}(X_\bullet), \Omega_\bullet\right)$$

$$\simeq \text{Hom}_{BCom_{coalg}}\left(B_{\pi_{Com}}A_{PL}(X_\bullet), B_{\pi_{Com}}\Omega_\bullet\right)$$

$$\simeq \text{Hom}_{BCom_{coalg}}\left(B_{\omega_{Com}}A_{PL}(X_\bullet), B_{\omega_{Com}}\Omega_\bullet\right)$$

$$\simeq \text{Hom}_{\overline{BCom}_{alg}}\left(\Omega_{\omega_{Com}}B_{\omega_{Com}}A_{PL}(X_\bullet), \Omega_\bullet\right).$$

Theorem 2.7 of [RNW19b], which is the analogue of Proposition 1.30 in the non-necessarily complete case, gives

$$\mathcal{R}(A_{PL}(X_\bullet)) \simeq \text{Hom}_{\overline{BCom}_{alg}}\left(\Omega_{\omega_{Com}}B_{\omega_{Com}}A_{PL}(X_\bullet), \Omega_\bullet\right) \simeq \text{MC}\left(\text{Hom}_{Com}^{\omega_{Com}}(B_{\omega_{Com}}A_{PL}(X_\bullet), \Omega_\bullet)\right).$$

Using it again and the first step of the proof of [RNW19a, Theorem 4.1], see Point (1) of page 9 of loc. cit., we have

$$\mathcal{R}(A_{PL}(X_\bullet)) \simeq \text{MC}\left(\text{Hom}_{Com}^{\omega_{Com}}(B_{\omega_{Com}}A_{PL}(X_\bullet), \Omega_\bullet)\right) \simeq \text{MC}\left(\text{Hom}_{Com}^{\omega_{Com}}(B_{\omega_{Com}}A_{PL}(X_\bullet), C_\bullet)\right)$$

$$\simeq \text{Hom}_{\overline{BCom}_{alg}}\left(\Omega_{\omega_{Com}}B_{\omega_{Com}}A_{PL}(X_\bullet), C_\bullet\right).$$

Point (1) of Proposition 7.12 provides us with an $\infty_{Com}$-quasi-isomorphism

$$C_{PL}(X_\bullet) \sim A_{PL}(X_\bullet),$$

obtained as an extension of $i(X_\bullet)$, for instance under the tree-wise formula of [LV12, Section 10.3.5]. The definition of $C_{PL}(X_\bullet)$ in terms of a limit shows that there exists a unique morphism $\bar{i}(X_\bullet)$ which makes the following diagram commutative

$$\begin{array}{ccc}
\overline{A}_{PL}(X_\bullet) & \xleftarrow{i(X_\bullet)} & \overline{C}_{PL}(X_\bullet) \\
\downarrow & & \downarrow \\
A_{PL}(X_\bullet) & \xrightarrow{i(X_\bullet)} & C_{PL}(X_\bullet)
\end{array}$$

Replacing $i(X_\bullet)$ by $\bar{i}(X_\bullet)$ in the tree-wise formula for the $\infty_{Com}$-morphism extending $i(X_\bullet)$, one gets an $\infty_{Com}$-quasi-isomorphism extending $\bar{i}(X_\bullet)$

$$\overline{C}_{PL}(X_\bullet) \sim \overline{A}_{PL}(X_\bullet),$$

that induces a quasi-isomorphism

$$\Omega_{\omega_{Com}}B_{\omega_{Com}}A_{PL}(X_\bullet) \sim \Omega_{\omega_{Com}}B_{\omega_{Com}}C_{PL}(X_\bullet),$$

of cofibrant $\overline{BCom}_{alg}$-algebras by [Val20, Proposition 4.4] and the arguments used above (cobar is cofibrant). By Ken Brown’s lemma applied to the Quillen adjunction of Corollary 7.15, we get

$$\mathcal{R}(A_{PL}(X_\bullet)) \simeq \text{Hom}_{\overline{BCom}_{alg}}\left(\Omega_{\omega_{Com}}B_{\omega_{Com}}A_{PL}(X_\bullet), C_\bullet\right)$$

$$\simeq \text{Hom}_{\overline{BCom}_{alg}}\left(\Omega_{\omega_{Com}}B_{\omega_{Com}}C_{PL}(X_\bullet), C_\bullet\right).$$
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Using Theorem 2.7 of [RNW19b] one more time, we reach
\[ \mathbb{R}(\text{APL}(X_\bullet)) \simeq \text{MC} \left( \text{Hom}^{\text{CL}} \left( \Omega \text{BCom} \left( \text{C}_{\text{PL}}(X_\bullet), C_\bullet \right) \right) \right). \]
For any \( n \geq 0 \), since \( C_n \) is finite dimensional, we have an isomorphism
\[ \text{Hom} \left( B_{t\text{Com}} \left( \text{C}_{\text{PL}}(X_\bullet), C_n \right), \text{Hom} \left( C^n, \left( B_{t\text{Com}} \left( \text{C}_{\text{PL}}(X_\bullet) \right) \right)^{\vee} \right) \right), \]
which preserves the respective \( sL_\infty \)-algebra structures: the one induced by the twisting morphism \( \pi \): \( \text{BCom} \to \Omega \text{BCom} \), on the left-hand side, and the one induced by linear dual twisting morphism \( \hat{\pi} \): \( \Omega \text{Com}^\vee \to \Omega \text{Com}^\vee \simeq sL_\infty \), on the right-hand side. This implies the following weakly equivalent form
\[ \mathbb{R}(\text{APL}(X_\bullet)) \simeq \text{MC} \left( \text{Hom}^{\pi} \left( C^\bullet, \left( B_{t\text{Com}} \left( \text{C}_{\text{PL}}(X_\bullet) \right) \right)^{\vee} \right) \right) \]
\[ \simeq \text{hom}_{sL_\infty} \left( \text{C}_{\text{PL}}(X_\bullet), \left( B_{t\text{Com}} \left( \text{C}_{\text{PL}}(X_\bullet) \right) \right)^{\vee} \right) = \mathbb{R} \left( \left( B_{t\text{Com}} \left( \text{C}_{\text{PL}}(X_\bullet) \right) \right)^{\vee} \right). \]
Recall now that \( \text{C}_{\text{PL}}(X_\bullet) \) is given by the right Kan extension
\[ \text{C}_{\text{PL}}(X_\bullet) := \lim_{E(X_\bullet)} C_\bullet, \]
in the category of \( \Omega \text{BCom} \)-algebras. Since \( X_\bullet \) is a finite simplicial set, and since the chain complexes \( C_n \) are finite dimensional, for any \( n \geq 1 \), then \( \text{C}_{\text{PL}}(X_\bullet) \) is also finite dimensional. From this property, we get
\[ \left( B_{t\text{Com}} \text{C}_{\text{PL}}(X_\bullet) \right)^{\vee} \cong \hat{\pi} \left( \text{C}_{\text{PL}}(X_\bullet)^{\vee} \right) \cong \hat{\pi} \left( \colim_{E(X_\bullet)} C^\bullet \right). \]
Using the fact that the complete cobar construction preserves colimits by Proposition 1.32, we obtain
\[ \left( B_{t\text{Com}} \text{C}_{\text{PL}}(X_\bullet) \right)^{\vee} \cong \colim_{E(X_\bullet)} \hat{\pi} C^\bullet \cong \colim_{E(X_\bullet)} \text{mc}^\bullet \cong \text{L}(X_\bullet). \]
Since limits of \( \Omega \text{BCom} \)-algebras are given by limits of the underlying chain complexes, the underlying chain complex of \( \text{C}_{\text{PL}}(X_\bullet) \) is isomorphic to \( \text{C}(X_\bullet)^{\vee} \). Under the notation
\[ K \cong C(\ast) \xrightarrow{C(\ast)} C(X_\bullet) \to \tilde{C}(X_\bullet), \]
for the chain level cokernel, the underlying chain complex of \( \text{C}_{\text{PL}}(X_\bullet) \) is isomorphic to \( \tilde{C}(X_\bullet)^{\vee} \). The isomorphism mentioned above is given on the chain level by
\[ \left( \text{BCom} \left( C(X_\bullet)^{\vee} \right) \right)^{\vee} \simeq sL_\infty(C(X_\bullet)), \]
which restricts to
\[ \left( \text{BCom} \left( \tilde{C}(X_\bullet)^{\vee} \right) \right)^{\vee} \simeq sL_\infty \left( \tilde{C}(X_\bullet) \right), \]
that is
\[ \left( B_{t\text{Com}} \text{C}_{\text{PL}}(X_\bullet) \right)^{\vee} \cong \tilde{\text{L}}(X_\bullet), \]
when one considers the respective algebraic structures and differentials. Putting it all together, we finally obtain
\[ \mathbb{R}(\text{APL}(X_\bullet)) \simeq \tilde{\mathbb{R}} \tilde{\text{L}}(X_\bullet). \]
The last point about rationalization follows from [BK72, Proposition 3.1].

**Remark 7.20.** Theorem 7.19 is a generalization of [BFMT18, Theorem 2.11] from Lie algebras to \( sL_\infty \)-algebras. Notice that the present proof uses different methods.

**Corollary 7.21.** Let \( X_\bullet \) be a pointed connected nilpotent finite simplicial set \( X_\bullet \).
(1) The Malcev completion of its fundamental group is isomorphic to
\[ \hat{\pi}_1(X_\bullet) \cong H_1(\hat{\Sigma}(X_\bullet)) \],
equipped with the Baker–Campbell–Hausdorff product.
(2) Its rational homotopy groups are isomorphic to
\[ \pi_nX_\bullet \otimes \mathbb{Q} \cong H_n(\hat{\Sigma}(X_\bullet)) \],
for any \( n \geq 2 \).

**Proof.** Recall by [BK72, Chapter V, Proposition 3.1-(ii)] that the fundamental group of the Bousfield–Kan \( \mathbb{Q} \)-completion computes the Malcev completion of the fundamental group of \( X_\bullet \) and that the higher homotopy groups of \( \mathbb{Q}_\infty(X_\bullet) \) are isomorphic to the rational higher homotopy groups of \( X_\bullet \). We conclude by Theorem 7.19 and Berglund’s Hurewicz theorem Theorem 6.1. \( \square \)

**APPENDIX A. FORMAL EQUATIONS**

In this appendix, we provide explicit tree-wise formulas for fixed-point equations and formal differential equations.

A.1. **Formal fixed-point equations.** Let \((V,F)\) be a complete chain complex, that is
\[ V = F_0V = F_1V \supset F_2V \supset \cdots \]
satisfying \( V \cong \lim_{k \in \mathbb{N}} V/F_kV \).

**Definition A.1** (Analytic function). A (formal) analytic function \( P : V \rightarrow V \) is an application of the form
\[ P(x) = \sum_{m=0}^{\infty} P_m \left( x^{\otimes m} \right) , \]
with \( P_m \in F_1 \text{Hom}(V^{\otimes m},V) \), that is a linear map satisfying
\[ P_m(F_{i_1}V, \ldots , F_{i_m}V) \subset F_{i_1+\cdots+i_m+1}V . \]

We use the notation \( p_0 := P_0(1) \in F_1V \), with 1 the unit of \( \mathbb{K} \cong V^{\otimes 0} \).

We consider the set \( PT \) of planar rooted trees with vertices of arity greater or equal to 0. The subset made up of trees with \( m \) leaves is denoted by \( PT_m \). The number of vertices of a planar rooted tree \( \tau \) is denoted by \( |\tau| \) and the subset of trees with \( k \) vertices is denoted by \( PT^{(k)} \).

By convention, the set of planar rooted trees of weight 0 is made up of the trivial arity 1 tree: \( PT^{(0)} := \{ | \} \).

**Example A.2.** Here is an example of a planar rooted tree with 3 leaves and 4 vertices.

```
•
/ \  /  \
•  •  •
```

In this section, we only consider the set \( PT_0 \) of planar rooted trees without leaves.

**Example A.3.** The sets \( PT_0^{(4)} \) of planar rooted trees without leaves and with 4 vertices is
\[ PT_0^{(4)} = \left\{ , , , , , \right\} . \]
To any planar rooted tree \( \tau \in P^r_{0}^{(k)} \), we associate the element \( \tau^P \in F_kV \) obtained by labeling the vertices of arity \( m \) with \( P_m \) and by considering the global evaluation.

**Example A.4.** The planar tree

\[
\tau := \begin{array}{c}
\circ \\
/ \\
\circ \\
/ \\
\circ \\
\end{array}
\]

produces the element \( \tau^P = P_2(p_0, P_1(p_0)) \in F_4V \).

**Proposition A.5.** The fixed-point equation

(17) \[
x = P(x) = p_0 + \sum_{m=1}^{\infty} P_m(x^\otimes m) .
\]

associated to any analytic function \( P \) admits the following unique solution:

\[
x = \sum_{k=1}^{\infty} \sum_{\tau \in P^r_{0}^{(k)}} \tau^P .
\]

**Proof.** Suppose that there exists a solution and let us write it as a series \( x = \sum_{k=1}^{\infty} x_k \) with \( x_k \in F_kV \). The projection of Equation (17) onto \( V/F_{k+1}V \), for \( k \geq 1 \), gives

(*) \[
x_1 + \cdots + x_k = p_0 + P_1(x_1 + \cdots + x_{k-1}) + \cdots + P_{k-1}(x_1, \ldots, x_1) .
\]

By induction on \( k \geq 1 \), this shows that the projection of \( x \) onto \( V/F_{k+1}V \) is unique, which proves that \( x \) is unique since \((V, F)\) is complete. In the other way round, let us consider

\[
x_k := \sum_{\tau \in P^r_{0}^{(k)}} \tau^P \quad \text{and} \quad x := \sum_{k=1}^{\infty} x_k .
\]

We now prove, by induction on \( k \geq 1 \), that \( x \) satisfies the projection (\( * \)) of Equation (17) onto \( V/F_{k+1}V \). For \( k = 1 \), the set \( P^r_{0}^{(1)} \) only contains the arity 0 corolla \( \uparrow \), so \( x_1 = p_0 \). Suppose now that the result holds true for \( k \), and let us prove it for \( k + 1 \):

\[
p_0 + P_1(x_1 + \cdots + x_k) + \cdots + P_k(x_1, \ldots, x_1) = \\
= p_0 + P_1(x_1 + \cdots + x_{k-1}) + \cdots + P_{k-1}(x_1, \ldots, x_1) \\
+ P_1(x_k) + P_2(x_1, x_{k-1}) + \cdots + P_2(x_{k-1}, x_1) + \cdots \\
+ P_{k+1}(x_1, \ldots, x_1) \\
= x_1 + \cdots + x_k + \sum_{\tau \in P^r_{0}^{(k+1)}} \tau^P \\
= x_1 + \cdots + x_{k+1} .
\]

\[ \square \]

**A.2. Formal differential equations.** Let \( \mathbb{K}[[t]] \) be the ring of formal power series in the variable \( t \). If \( V \) is a (potentially graded) vector space, we denote

\[
V[[t]] := V \otimes \mathbb{K}[[t]] ,
\]

the complete graded vector space of the formal power series in \( t \) with coefficients in \( V \), where the \( t \)-adic filtration is defined by \( F_kV[[t]] := t^kV[[t]] \). We consider the differentiation in \( t \) operator

\[
\frac{d}{dt} : V[[t]] \rightarrow V[[t]]
\]
acting by
\[
\frac{d}{dt} \left( \sum_{k \geq 0} v_k t^k \right) := \sum_{k \geq 1} k v_k t^{k-1}.
\]
Given a linear map
\[ f : V \otimes m \longrightarrow V, \]
its canonical \( \mathbb{K}[[t]] \)-linear extension
\[ f : \mathbb{K}[[t]] \otimes m \longrightarrow \mathbb{K}[[t]]. \]

**Definition A.6 (Formal differential equation).** Let \( V \) be a vector space. For each \( m, k \geq 0 \) let
\[ f^k_m : V \otimes m \longrightarrow V \]
be linear maps, and suppose that for any \( k \), there are finitely many non-zero \( f^k_m \). A *formal differential equation* in \( V \) is an equation of the form
\[
\frac{d}{dt} v(t) = \sum_{m, k \geq 0} f^k_m \left( v(t), \ldots, v(t) \right) t^k
\]
in \( \mathbb{K}[[t]] \).

**Remark A.7.** The condition that, for any \( k \), there are finitely many non-zero \( f^k_m \) is necessary in order for Equation (18) to make sense. However, it can sometimes be relaxed. For example, if \( V \) itself is a complete chain complex and the \( f^k_m \) are suitably filtered maps, then we do not have to make any finiteness assumption.

Notice that for any \( v(t) \in \mathbb{K}[[t]] \), the value \( v(0) \in V \) is well-defined. This is not true for evaluation at any other \( t \in \mathbb{K} \) if one does not make any further assumptions.

**Lemma A.8.** Any equation of type (18) admits a unique solution for any fixed initial value at \( t = 0 \).

**Proof.** This is a straightforward induction: one proves that the \( k \)th coefficient is completely determined by the coefficients up to the \((k - 1)\)th, together with the fact that the initial value fixes the 0th coefficient. \( \square \)

**Remark A.9.** One can also prove this lemma by imitating formally the proof of the classical Cauchy–Lipschitz theorem to obtain a formal fixed-point equation
\[
v(t) = v_0 + \int_0^t \sum_{m, k \geq 0} f^k_m \left( v(s), \ldots, v(s) \right) s^k ds
\]
in the complete vector space \( \mathbb{K}[[t]] \) and then conclude by Proposition A.5.

We now give directly an explicit formula for the solution of a formal differential equation.

Denote by wPT the set of **weighted planar rooted trees**, that is planar rooted trees where each vertex can have arity greater of equal to 0 and is labeled an integer greater or equal to 1. We denote by \( K(\tau) \) the total weight of a weighted planar rooted tree, which is defined as the sum of all the weights labeling its vertices. The subset of trees of weight \( k \) is denoted by \( \text{wPT}^k \). By convention, the only tree of weight 0 is the trivial tree: \( \text{wPT}^0 := \{\} \). We denote by \( c_m^k \) the corolla of weight \( k \) with \( m \) leaves.

**Example A.10.** Here is an example of a weighted planar rooted tree of total weight equal to 7.

\[
\tau := \begin{tikzpicture}[scale=0.5]
  \node (1) at (0,0) [circle, fill=black] {};
  \node (2) at (-1,-1) [circle, fill=black] {};
  \node (3) at (1,-1) [circle, fill=black] {};
  \node (4) at (0,1) [circle, fill=black] {};
  \draw (1) -- (2);
  \draw (1) -- (3);
  \draw (1) -- (4);
\end{tikzpicture}
\]
Since any non-trivial rooted tree \( \tau = c_m^{[l]} \circ (\tau_1, \ldots, \tau_m) \in \text{wPT} \) can be decomposed as the grafting of \( m \) trees \( \tau_1, \ldots, \tau_m \in \text{wPT} \) onto the corolla \( c_m^{[l]} \), we can construct some integer valued functions on \( \text{wPT} \) recursively. For instance, the exponential weight function is defined by

\[
W(1) := 1, \quad W(c_m^{[k]}) := k, \quad W(\tau) := K(\tau) \prod_{i=1}^{m} W(\tau_i).
\]

The exponential weight of the above displayed tree \( \tau \) is equal to \( W(\tau) = 6 \)

For any family \( f = \{ f^k_m : V^{\otimes m} \rightarrow V \}_{m,k \geq 0} \) as in Definition A.6, a weighted planar rooted tree \( \tau \in \text{wPT}^{(k)} \) induces a function

\[
\tau^f : V^{\otimes m} \rightarrow V \otimes k^k \subset V[[t]]
\]

defined by

\[
f(v) := v, \quad \left( c_m^{[k]} \right)^f := t^k f_m^{k-1}, \quad \tau^f := t^k f_m^{k-1} \circ \left( \tau_1^f, \ldots, \tau_m^f \right).
\]

We denote by

\[
\tau^f(v_0) := \tau^f(v_0, \ldots, v_0)
\]

the evaluation on an element \( v_0 \in V \).

**Proposition A.11.** The element of \( V[[t]] \) given by

\[
v(t) := \sum_{\tau \in \text{wPT}} \frac{1}{W(\tau)} \tau^f(v_0)
\]

is the unique solution for the formal differential equation (18) with initial value \( v(0) = v_0 \).

**Proof.** As explained above, the summand of exponent \( k \) of the formal variable \( t \) in \( v(t) \) is given the sum of weighted rooted planar trees of total weight \( k \):

\[
v(t) = \sum_{k=0}^{\infty} \sum_{\tau \in \text{wPT}^{(k)}} \frac{1}{W(\tau)} \tau^f(v_0).
\]

Since there are finitely many non-zero \( f_m^{k} \) for any fixed \( k \), the coefficient of \( t^k \) is a finite sum and thus the element \( v(t) \) is well-defined. Finally, decomposing all non-trivial rooted trees as \( \tau = c_m^{[l]} \circ (\tau_1, \ldots, \tau_m) \) we get:

\[
\frac{d}{dt} v(t) = \frac{d}{dt} \left( \sum_{\tau \in \text{wPT}} \frac{1}{W(\tau)} \tau^f(v_0) \right) = \frac{d}{dt} \left( v_0 + \sum_{k=1}^{\infty} \sum_{\tau \in \text{wPT}^{k}} \frac{1}{W(\tau)} \tau^f(v_0) \right)
\]

\[
= \sum_{k=1}^{\infty} \sum_{\tau \in \text{wPT}^{k}} \frac{k}{W(\tau)} f_m^{k-1} \left( \tau_1^f(v_0), \ldots, \tau_m^f(v_0) \right) t^{k-1}
\]

\[
= \sum_{k=1}^{\infty} \sum_{\tau \in \text{wPT}^{k}} \prod_{i=1}^{k} \frac{1}{F(\tau)} f_m^{k-1} \left( \tau_1^f(v_0), \ldots, \tau_m^f(v_0) \right) t^{k-1}
\]

\[
= \sum_{k=1}^{\infty} \sum_{\tau \in \text{wPT}^{k}} f_m^{k-1} \left( \frac{1}{F(\tau)} \tau_1^f(v_0), \ldots, \frac{1}{F(\tau_m)} \tau_m^f(v_0) \right) t^{k-1}
\]

\[
= \sum_{m,k \geq 0} f_m^{k} \left( \sum_{\tau_1 \in \text{wPT}} \frac{1}{W(\tau_1)} \tau_1^f(v_0), \ldots, \sum_{\tau_m \in \text{wPT}} \frac{1}{W(\tau_m)} \tau_m^f(v_0) \right) t^{k}
\]

\[
= \sum_{m,k \geq 0} f_m^{k} (v(t), \ldots, v(t)) t^{k}.
\]
The fact that we have the correct initial value is obvious from the fact that the only term which does not involve the formal variable $t$ is $\hat{f}(v_0) = v_0$.

\textbf{Remark A.12.} The material presented here has close relations with the B-series studied in numerical analysis, cf. e.g. [But16, Section 38] and [HLW10, Chapter III].
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