Bayes Estimation under Conjugate Prior for the Case of Power Function Distribution
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Abstract The Bayesian estimation approach is a non-classical device in the estimation part of statistical inference which is very useful in real world situation. The main objective of this paper is to study the Bayes estimators of the parameter of Power function distribution. In Bayesian estimation loss function, prior distribution and posterior distribution are the most important ingredients. In real life we try to minimize the loss and want to know some prior information about the problem to solve it accurately. The well known conjugate priors are considered for finding the Bayes estimator. In our study we have used different symmetric and asymmetric loss functions such as squared error loss function, quadratic loss function, modified linear exponential (MLINEX) loss function and non-linear exponential (NLINEX) loss function. The performance of the obtained estimators for different types of loss functions are then compared among themselves as well as with the classical maximum likelihood estimator (MLE). Mean Square Error (MSE) of the estimators are also computed and presented in graphs.
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1. Introduction

The Power function distribution is often used to study the electrical component reliability [3]. A continuous random variable X is said to have Power function distribution if its probability density function is given by [2]

\[ f(x) = \theta \left(\frac{x - \mu}{\sigma}\right)^{\theta - 1}; \quad \mu \leq x \leq \mu + \sigma, \sigma > 0, \mu \geq 0, \theta > 0. \]

(1)

Where \( \theta \) is the shape parameter, \( \mu \) is the location parameter and \( \sigma \) is the scale parameter. We are interested to find Bayes estimator of shape parameter \( \theta \) under different loss functions. Let \( \mu = 0 \) and \( \sigma = 1 \) then the form of the density function becomes

\[ f(X|\theta) = \theta x^{\theta - 1}; \quad 0 \leq x \leq 1, \quad 0 \leq \theta \leq \infty \]

(2)

1.1. Prior and Posterior Density Function of \( \theta \)

For Bayesian estimation we need to specify a prior distribution for the parameter. Consider a Gamma prior for \( \theta \) having pdf [6]

\[ g(\theta) = \frac{\theta^{a-1}e^{-\theta \beta}}{\Gamma(a)} \quad \beta, a, \beta > 0 \]

(3)

Now the posterior density function of \( \theta \) for the given random sample \( X \) is given by [4]

\[ f(\theta|x) = \frac{\prod_{i=1}^{n} f(x_i|\theta) g(\theta)}{\int \prod_{i=1}^{n} f(x_i|\theta) g(\theta) d\theta} \]

\[ = \frac{\theta^n \prod_{i=1}^{n} x_i^{\theta - 1} e^{-\theta \beta} \theta^{a-1}}{\int_0^\infty \theta^n \prod_{i=1}^{n} x_i^{\theta - 1} e^{-\theta \beta} \theta^{a-1} d\theta} \]

\[ = \frac{\theta^n \prod_{i=1}^{n} x_i^{\theta - 1} e^{-\theta \beta} \theta^{a-1} \Gamma(a)}{\int_0^\infty \theta^{a+n-1} e^{-\beta \theta} d\theta} \]

\[ = \frac{\theta^n \prod_{i=1}^{n} x_i^{\theta - 1} e^{-\theta \beta} \theta^{a-1} \Gamma(a)}{\int_0^\infty \theta^{a+n-1} e^{-\beta \theta} d\theta} \]

\[ \Rightarrow f(\theta|x) = \frac{\theta^n \prod_{i=1}^{n} x_i^{\theta - 1} e^{-\theta \beta} \theta^{a-1} \Gamma(a)}{\Gamma(a+n)} \]

which implies that \( f(\theta|x) \sim G[a + n, (\beta - \sum \log x_i)] \), since prior and posterior distribution belongs to the same family hence the prior is conjugate prior.

2. Different Estimators of Parameter \( \theta \)

In this section Bayes estimators of parameter \( \theta \) for different loss functions along with maximum likelihood estimator has been determined.

2.1. MLE of \( \theta \)

Let \( X = (X_1, X_2, \ldots, X_n) \) be a random sample of size \( n \) drawn from the Power function distribution defined in (2). Then the likelihood function of \( \theta \) for the given random sample X is given by [4]

\[ L(X|\theta) = \prod_{i=1}^{n} f(x_i|\theta) \]
\[ L(X|\theta) = \theta^n \prod x_i^{\theta - 1} \]  
(5)

Taking log on both sides of (5) we get

\[ \log L(X|\theta) = n \log \theta + (\theta - 1) \sum \log x_i \]

\[ \Rightarrow \log L(X|\theta) = n \log \theta + \theta \sum \log x_i - \sum \log x_i \]

The MLE of \( \theta \) will be the solution of the equation[4]

\[ \frac{\partial \log L(X|\theta)}{\partial \theta} = 0 \]

\[ \Rightarrow \frac{n}{\theta} + \sum \log x_i = 0 \]

\[ \Rightarrow n \theta = - \sum \log x_i \]

\[ \Rightarrow \theta_{MLE} = \frac{-n}{\sum \log x_i} \] is the MLE of parameter \( \theta \).

2.2. Bayes Estimator of \( \theta \) for Squared Error Loss Function

Here we have determined Bayes estimator of \( \theta \) for squared error loss function defined as[6]

\[ L(t; \theta) = (t - \theta)^2 \]  
(6)

For squared error loss function Bayes estimator is the mean of posterior density function. From (4) posterior density function is a Gamma distribution with parameter \((\alpha + n)\) and \((\beta - \sum \log x_i)\). Hence the mean of posterior density function is \(\frac{n}{\beta - \sum \log x_i}\). Therefore \(\theta_{BSE} = \frac{n}{\beta - \sum \log x_i}\), is the Bayes estimator of \( \theta \) under SE loss function.

2.3. Bayes Estimator of \( \theta \) for Quadratic Loss Function

Now suppose the loss function is quadratic, which is defined as[5]

\[ L(t; \theta) = \left( \frac{t - \theta}{\theta} \right)^2 \]  
(7)

Under quadratic loss function Bayes estimator of \( \theta \) is obtained by solving the following equation

\[ \frac{d}{dt} \int \left( \frac{t - \theta}{\theta} \right)^2 f(\theta|x) d\theta = 0 \]

\[ \Rightarrow \frac{\beta - \sum \log x_i}{\Gamma(a + n)} \int e^{-\theta} (\beta - \sum \log x_i) \theta^{a + n - 2} d\theta = \]

\[ \frac{\beta - \sum \log x_i}{\Gamma(a + n)} \int e^{-\theta} (\beta - \sum \log x_i) \theta^{a + n - 1} d\theta = t \]

\[ \Rightarrow \frac{\Gamma(a + n - 1)}{\Gamma(a + n - 2)} = \frac{\Gamma(a + n - 1)}{\Gamma(a + n - 2)} \]

\[ \Rightarrow \frac{\Gamma(a + n - 1)}{\Gamma(a + n - 2)} = \frac{\Gamma(a + n - 1)}{\Gamma(a + n - 2)} \]

\[ \Rightarrow \theta_{BQL} = \frac{\Gamma(a + n)}{\beta - \sum \log x_i} \] is the Bayes estimator of \( \theta \) under quadratic loss function

2.4. Bayes Estimator of \( \theta \) for MLINEX Loss Function

Now let us consider the MLINEX loss function defined as[5]

\[ L(\theta; \theta) = e^{\frac{c}{\beta - \sum \log x_i}} - c \log \left( \frac{\theta}{\beta - \sum \log x_i} \right) - 1, \omega > 0, c \neq 0 \]  
(8)

For MLINEX loss function Bayes estimator of \( \theta \) is obtained from [5]

\[ \theta_{BML} = \frac{(\beta - \sum \log x_i)^{\alpha + n}}{\Gamma(a + n)} e^{-\theta} (\beta - \sum \log x_i) \theta^{a + n + c - 1} \]  
(9)

Here \( E(\theta^{-c}|x) = \int_0^\infty \theta^{-c} f(\theta|x) d\theta \)

\[ = (\beta - \sum \log x_i)^{\alpha + n}/\Gamma(a + n) \]

\[ = (\beta - \sum \log x_i)^{\alpha + n}/\Gamma(a + n) \]

\[ = \left( \frac{\beta - \sum \log x_i}{\Gamma(a + n)} \right)^{\alpha + n} \]  
(10)

\[ = \left( \frac{\beta - \sum \log x_i}{\Gamma(a + n)} \right)^{\alpha + n} \]

\[ \Rightarrow \theta_{BML} = \left( \frac{\beta - \sum \log x_i}{\Gamma(a + n)} \right)^{\alpha + n} \]  
(11)

\[ \Rightarrow \theta_{BML} = \left( \frac{\beta - \sum \log x_i}{\Gamma(a + n)} \right)^{\alpha + n} \]

Hence from (9) we get

\[ \theta_{BML} = \left[ \frac{\Gamma(a + n - c)}{\Gamma(a + n)} \right]^{\frac{\alpha + n}{c}} (\beta - \sum \log x_i)^{-1} \]  

is the Bayes estimator of \( \theta \) under MLINEX loss function.

2.5. Bayes Estimator of \( \theta \) for NLINEX Loss Function

Let us consider the following NLINEX loss function of the form[1]

\[ L(D) = k(\exp(cD) + cD^2 - cD - 1), k > 0, c > 0 \]  
(10)

where \( D \) represents the estimation error \( i.e. \ D = \theta - \hat{\theta} \); For NLINEX loss function Bayes estimator of \( \theta \) is [1]

\[ \theta_{BNL} = - \left[ \frac{\ln \theta_{BNL}(\exp(-c\theta)) - 2\theta_{BNL}(\theta)}{(c + 2)} \right] \]  
(11)

where \( \theta_{BNL} \) stands for posterior expectation. Now, \( \theta_{BNL}(\theta) \) for \( \exp(-c\theta) \) and \( \exp(\theta) \) is

\[ \theta_{BNL} = - \left( \int \exp(-c\theta) f(\theta|x) d\theta \right) \]

\[ = \int_0^\infty \exp(-c\theta) (\beta - \sum \log x_i) \theta^{a + n + 1 - 1} d\theta \]

\[ = \left( \frac{\beta - \sum \log x_i}{\Gamma(a + n)} \right)^{\alpha + n + 1} \]

\[ \Rightarrow \theta_{BNL} = \left( \frac{\beta - \sum \log x_i}{\Gamma(a + n)} \right)^{\alpha + n + 1} \]

Therefore

\[ \ln \theta_{BNL}(\exp(-c\theta)) = - (a + n) \ln \left( 1 + \frac{c}{\beta - \sum \log x_i} \right) \]

(12)

Again \( \theta_{BNL}(\theta) \) for \( \exp(\theta) \) is

\[ \theta_{BNL} = - \left( \int \exp(\theta) (\beta - \sum \log x_i) \theta^{a + n + 1 - 1} d\theta \right) \]

\[ = \left( \frac{\beta - \sum \log x_i}{\Gamma(a + n)} \right)^{\alpha + n} \]

(13)

Using (12) and (13) in (11) we get

\[ \theta_{BNL} = (a + n) \ln \left( \frac{1 + \frac{c}{\beta - \sum \log x_i}}{\frac{c}{\beta - \sum \log x_i}} \right) \]

(14)

is the Bayes estimator of \( \theta \) under NLINEX loss function.

3. Empirical Study

To compare the estimators \( \theta_{MLE}, \theta_{BSE}, \theta_{BQL}, \theta_{BML} \) and \( \theta_{BNL} \), we have considered MSE of the estimators. The MSE of an estimator \( \theta \) is defined as

\[ \text{MSE}(\theta) = E[(\theta - \hat{\theta})^2] \]

\[ = \text{Var}(\theta) + \text{Bias}(\theta)^2 \]

To obtain the variance of \( \theta ^\prime \), we have used the true value of the parameter \( \theta \) under consideration. We have obtained the estimated value, MSE and Bias of the estimator by using the Monte Carlo simulation method from the Power function distribution. Five thousand samples have been taken for each case. The results and their graphs are presented below.

From table 1 we observed that MSE of \( \theta_{MLE} \) is very high for small sample but declining sharply and becoming closer to other estimators with increasing sample size. Among Bayes estimators \( \theta_{BML} \) gives smaller value of MSE when

\[ \text{MSE}(\theta) = E[(\theta - \hat{\theta})^2] \]

\[ = \text{Var}(\theta) + \text{Bias}(\theta)^2 \]
sample size is small but for large sample they are almost identical (figure 1).

Table 1. Estimated value and MSE of different estimators of the parameter \( \theta \) of Power function distribution when \( \alpha =0.5, \beta=1, \theta=1 \) and \( c=1 \)

| \( n \) | Estimated value | MSE |
|---|---|---|
| 5 | 1.244 | 0.575 |
| 10 | 1.108 | 0.158 |
| 15 | 1.067 | 0.091 |
| 20 | 1.053 | 0.064 |
| 25 | 1.037 | 0.049 |
| 30 | 1.033 | 0.039 |

Table 2 represents largest value of MSE for \( \hat{\theta}_{MLE} \) in all cases. It is also clear from table 2 that MSE of \( \hat{\theta}_{BML} \) is smallest than others estimators for different sample size (figure 2).

Figure 1. Graph of MSEs of different estimates of parameter \( \theta \) of Power function distribution when \( \alpha =0.5, \beta=1, \theta=1 \) and \( c=1 \)

Table 2. Estimated value and MSE of different estimators of the parameter \( \theta \) of Power function distribution when \( \alpha =1, \beta=2, \theta=1.5 \) and \( c=1 \)

| \( n \) | Criteria | MSE |
|---|---|---|
| 5 | Estimated value | 2.672 |
| 10 | Estimated value | 1.109 |
| 15 | Estimated value | 1.070 |
| 20 | Estimated value | 1.052 |
| 25 | Estimated value | 1.041 |
| 30 | Estimated value | 1.039 |

Table 3. Estimated value and MSE of different estimators of the parameter \( \theta \) of Power function distribution when \( \alpha =2, \beta=2, \theta=1.5 \) and \( c=2 \)

| \( n \) | Criteria | MSE |
|---|---|---|
| 5 | Estimated value | 1.897 |
| 10 | Estimated value | 1.676 |
| 15 | Estimated value | 1.604 |
| 20 | Estimated value | 1.580 |
| 25 | Estimated value | 1.566 |
| 30 | Estimated value | 1.542 |

Table 3 shows the variation in the performance of the estimator for different sample size. More or less similar pattern are observed here as previous tables that is MSE of \( \hat{\theta}_{MLE} \) is higher than all other estimators. MSE of \( \hat{\theta}_{BML} \) is least in the class of Bayes estimators. Also MSE of \( \hat{\theta}_{BSE} \) & \( \hat{\theta}_{BML} \) are very close to each other for large sample (figure 3).

Figure 2. Graph of MSEs of different estimates of parameter \( \theta \) of Power function distribution when \( \alpha =1, \beta=2, \theta=1 \) and \( c=1 \)

Figure 3. Graph of MSEs of different estimates of parameter \( \theta \) of Power function distribution when \( \alpha =2, \beta=2, \theta=1.5 \) and \( c=2 \)
Table 4. Estimated value and MSE of different estimators of the parameter \( \theta \) of Power function distribution when \( \alpha =1.5, \beta=2, \theta=1.5 \) and \( c=2 \)

| n  | Criteria | \( \hat{\theta}_{MLE} \) | \( \hat{\theta}_{BSE} \) | \( \hat{\theta}_{BQM} \) | \( \hat{\theta}_{BML} \) | \( \hat{\theta}_{BML} \) |
|----|----------|----------------|----------------|----------------|----------------|----------------|
| 5  | Estimated value | 1.876 | 1.317 | 0.908 | 1.005 | 1.195 |
|    | MSE      | 1.518 | 0.100 | 0.410 | 0.318 | 0.182 |
| 10 | Estimated value | 1.669 | 1.407 | 1.167 | 1.226 | 1.328 |
|    | MSE      | 0.383 | 0.126 | 0.195 | 0.164 | 0.126 |
| 15 | Estimated value | 1.611 | 1.438 | 1.271 | 1.298 | 1.386 |
|    | MSE      | 0.214 | 0.107 | 0.131 | 0.122 | 0.100 |
| 20 | Estimated value | 1.576 | 1.458 | 1.324 | 1.357 | 1.407 |
|    | MSE      | 0.142 | 0.086 | 0.099 | 0.093 | 0.080 |
| 25 | Estimated value | 1.558 | 1.463 | 1.351 | 1.383 | 1.430 |
|    | MSE      | 0.107 | 0.071 | 0.082 | 0.077 | 0.072 |
| 30 | Estimated value | 1.552 | 1.473 | 1.382 | 1.401 | 1.438 |
|    | MSE      | 0.089 | 0.064 | 0.069 | 0.065 | 0.059 |

For different sample size table 4 also shows minimum values of MSE for \( \hat{\theta}_{BSE} \). On the other hand \( \hat{\theta}_{MLE} \) keep its tradition as previous cases.

Figure 4. Graph of MSEs of different estimates of parameter \( \theta \) of Power function distribution when \( \alpha =1.5, \beta=2, \theta=1.5 \) and \( c=2 \)

| n  | Criteria | \( \hat{\theta}_{MLE} \) | \( \hat{\theta}_{BSE} \) | \( \hat{\theta}_{BQM} \) | \( \hat{\theta}_{BML} \) | \( \hat{\theta}_{BML} \) |
|----|----------|----------------|----------------|----------------|----------------|----------------|
| 5  | Estimated value | 2.464 | 1.325 | 0.941 | 0.932 | 1.152 |
|    | MSE      | 2.188 | 0.518 | 1.154 | 1.171 | 0.758 |
| 10 | Estimated value | 2.202 | 1.558 | 1.303 | 1.296 | 1.408 |
|    | MSE      | 0.635 | 0.280 | 0.549 | 0.560 | 0.413 |
| 15 | Estimated value | 2.145 | 1.673 | 1.473 | 1.472 | 1.543 |
|    | MSE      | 0.358 | 0.201 | 0.352 | 0.353 | 0.278 |
| 20 | Estimated value | 2.114 | 1.747 | 1.585 | 1.584 | 1.630 |
|    | MSE      | 0.255 | 0.150 | 0.247 | 0.248 | 0.211 |
| 25 | Estimated value | 2.074 | 1.778 | 1.653 | 1.650 | 1.693 |
|    | MSE      | 0.192 | 0.130 | 0.190 | 0.195 | 0.162 |
| 30 | Estimated value | 2.057 | 1.819 | 1.705 | 1.704 | 1.729 |
|    | MSE      | 0.156 | 0.111 | 0.156 | 0.158 | 0.136 |

Table 5 gives smaller values of MSE for \( \hat{\theta}_{BSE} \) than all other estimators in the study. From the above table according to MSE the relation among the estimators is

\[
MSE(\hat{\theta}_{BSE}) \leq MSE(\hat{\theta}_{BML}) \leq MSE(\hat{\theta}_{BQM}) \leq MSE(\hat{\theta}_{MLE})
\]

The performance of the estimators for different values of parameter \( \theta \) are also shown in the table 6 along with their graphical presentation.

Table 5. Estimated value and MSE of different estimators of the parameter \( \theta \) of Power function distribution when \( \alpha =2, \beta=3, \theta=2 \) and \( c=3 \)

| n  | Criteria | \( \hat{\theta}_{MLE} \) | \( \hat{\theta}_{BSE} \) | \( \hat{\theta}_{BQM} \) | \( \hat{\theta}_{BML} \) | \( \hat{\theta}_{BML} \) |
|----|----------|----------------|----------------|----------------|----------------|----------------|
| 1  | Estimated Value | 1.051 | 0.997 | 0.879 | 0.930 | 0.971 |
|    | MSE      | 0.066 | 0.040 | 0.051 | 0.039 | 0.037 |
| 1.5| Estimated Value | 1.572 | 1.391 | 1.199 | 1.300 | 1.348 |
|    | MSE      | 0.144 | 0.078 | 0.147 | 0.097 | 0.080 |
| 2  | Estimated Value | 2.100 | 1.749 | 1.478 | 1.625 | 1.683 |
|    | MSE      | 0.255 | 0.154 | 0.348 | 0.218 | 0.178 |
| 3  | Estimated Value | 3.152 | 2.332 | 1.918 | 2.164 | 2.225 |
|    | MSE      | 0.580 | 0.576 | 1.264 | 0.807 | 0.709 |

Figure 5. Graph of MSEs of different estimates of parameter \( \theta \) of Power function distribution when \( \alpha =2, \beta=3, \theta=2 \) and \( c=3 \)

Figure 6. Graph of MSEs of different estimates of parameter \( \theta \) of Power function distribution when \( n=20, \alpha =2, \beta=3 \) and \( c=2 \)
4. Conclusions

From the above analysis and graphical study we can conclude that except for few cases Bayes estimator under NLINEX loss function and Squared Error loss function are better than other estimators in the study.
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