Sensitive detection of stage I lung adenocarcinoma using plasma cell-free DNA breakpoint motif profiling
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Summary

Background Early diagnosis benefits lung cancer patients with higher survival, but most patients are diagnosed after metastasis. Although cell-free DNA (cfDNA) analysis holds promise, its sensitivity for detecting early-stage lung cancer is unsatisfying. We leveraged cfDNA fragmentomics to develop a predictive model for invasive stage I lung adenocarcinoma (LUAD).

Methods 292 stage I LUAD patients from three medical centers were included together with 230 healthy controls whose plasma cfDNA samples were profiled by whole-genome sequencing (WGS). Multiple cfDNA fragmentomic motif features and machine learning models were compared in the training cohort to select the best model. Model performance was assessed in the internal and external validation cohorts and an additional dataset.

Findings A logistic regression model using the 6bp-breakpoint-motif feature was selected. It yielded 98.0% sensitivity and 94.7% specificity in the internal validation cohort [Area Under the Curve (AUC): 0.985], while 92.5% sensitivity and 90.0% specificity were achieved in the external validation cohort (AUC: 0.954). It is sensitive for early-stage (100% sensitivity for minimally invasive adenocarcinoma, MIA) and <1 cm (92.9%–97.7% sensitivity) tumors. The predictive power remained high when reducing sequencing depth to 0.5x (AUC: 0.977 and 0.931 for internal and external cohorts).

Interpretation Here we have established a cfDNA breakpoint motif-based model for detecting early-stage LUAD, including MIA and very small-size tumors, shedding light on early cancer diagnosis in clinical practice.
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Introduction

Lung cancer is a leading cause of cancer-related mortality in the world, making up 25% of all cancer deaths. As an important public health issue, the chance that people will develop lung cancer in their lifetime is quite high, about 1 in 15 for a man and 1 in 17 for a woman.1,2
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Articles

Check for update.
The emerging cfDNA analysis is promising for cancer early detection, which can benefit patients with higher survival. However, the cfDNA methodology for lung cancer early screen is often hampered by its unsatisfactory sensitivity. A literature search in PubMed was conducted from the database inception date to October 27, 2021, with the keywords “lung cancer,” “stage I,” “early detection,” and “cfDNA.” There was no publication about cfDNA-based early detection primarily targeting stage I lung cancer, which can offer the most benefit to corresponding patients. When previous models built on cfDNA methylation or fragmentation pattern were applied to stage I lung cancer patients, their performance could not suffice the early diagnosis use with sensitivities of merely 40% or even lower. Recently, cfDNA motif sequence profiles have been utilized to identify hepatocellular carcinoma patients with >80% sensitivity, holding potential for other cancer types.

In this study, we evaluated the combinations of different cfDNA motif features from whole-genome sequencing data and machine learning algorithms for detecting stage I lung adenocarcinoma. A logistic regression model using the 6bp-breakpoint-motif feature demonstrated the detection sensitivity of 96.5% at 93.0% specificity, outperforming other cfDNA-based methods for stage I lung adenocarcinoma detection. In particular, our model is robust for detecting early-stage, small-size tumors, and at sequencing coverage depth down to 0.5×, promoting affordable early-stage cancer screening. We also confirmed its high performance in external validation cohorts.

Our study has established a machine learning model using cfDNA breakpoint motifs for sensitive detection of stage I lung adenocarcinoma. In general, noninvasive detection of early-stage lung cancer using plasma cfDNA has attracted increasing attention and is still in progress for leveraging its performance. Epigenetic, fragmentomic, and topological analyses would shed light on its underlying biological mechanisms. Optimal cfDNA features and machine learning algorithms, together with other clinical factors, could improve the prediction power. Furthermore, including high-risk controls would leverage the model’s clinical utility for the early screening in the targeted population.

Implications of all the available evidence

Our study has established a machine learning model using cfDNA breakpoint motifs for sensitive detection of stage I lung adenocarcinoma. In general, noninvasive detection of early-stage lung cancer using plasma cfDNA has attracted increasing attention and is still in progress for leveraging its performance. Epigenetic, fragmentomic, and topological analyses would shed light on its underlying biological mechanisms. Optimal cfDNA features and machine learning algorithms, together with other clinical factors, could improve the prediction power. Furthermore, including high-risk controls would leverage the model’s clinical utility for the early screening in the targeted population.

Research in context

Evidence before this study

The emerging cfDNA analysis is promising for cancer early detection, which can benefit patients with higher survival. However, the cfDNA methodology for lung cancer early screen is often hampered by its unsatisfactory sensitivity. A literature search in PubMed was conducted from the database inception date to October 27, 2021, with the keywords “lung cancer,” “stage I,” “early detection,” and “cfDNA.” There was no publication about cfDNA-based early detection primarily targeting stage I lung cancer, which can offer the most benefit to corresponding patients. When previous models built on cfDNA methylation or fragmentation pattern were applied to stage I lung cancer patients, their performance could not suffice the early diagnosis use with sensitivities of merely 40% or even lower. Recently, cfDNA motif sequence profiles have been utilized to identify hepatocellular carcinoma patients with >80% sensitivity, holding potential for other cancer types.

Added value of this study

In this study, we evaluated the combinations of different cfDNA motif features from whole-genome sequencing data and machine learning algorithms for detecting stage I lung adenocarcinoma. A logistic regression model using the 6bp-breakpoint-motif feature demonstrated the detection sensitivity of 96.5% at 93.0% specificity, outperforming other cfDNA-based methods for stage I lung adenocarcinoma detection. In particular, our model is robust for detecting early-stage, small-size tumors, and at sequencing coverage depth down to 0.5×, promoting affordable early-stage cancer screening. We also confirmed its high performance in external validation cohorts.

Implications of all the available evidence

Our study has established a machine learning model using cfDNA breakpoint motifs for sensitive detection of stage I lung adenocarcinoma. In general, noninvasive detection of early-stage lung cancer using plasma cfDNA has attracted increasing attention and is still in progress for leveraging its performance. Epigenetic, fragmentomic, and topological analyses would shed light on its underlying biological mechanisms. Optimal cfDNA features and machine learning algorithms, together with other clinical factors, could improve the prediction power. Furthermore, including high-risk controls would leverage the model’s clinical utility for the early screening in the targeted population.

Appropriate therapy, such as surgical resection for lung cancer detected at an early stage, offers the opportunity for a favorable prognosis.5,4 Indeed, the survival rate of patients diagnosed at the early localized stage is about nine times greater than that at the late distant stage.5 However, approximately 60% of lung cancer patients are not diagnosed until metastasis has already occurred.6 Delayed diagnosis can be attributed to reasons including lack of early-stage symptoms, misdiagnosis due to misrepresented early symptoms, unaffordable cost, and limited access to state-of-the-art detection methods.9 Although radiological approaches such as the Low-dose computed tomography (LDCT) scan have been recommended for early screening purposes, which can contribute to a 20% reduction in cancer-related deaths, their usage has been limited due to radiation exposure, high financial cost, and mediocre detection ability, etc.10,11 The current situation imposes a growing need for developing accurate, easy-to-access, and cost-effective early detection methods.

The emerging liquid biopsy-based cell-free DNA (cfDNA) analysis has offered a noninvasive approach to the clinical practice of disease detection. cfDNA in the circulation is composed of extracellular DNA fragments released from cell apoptosis and necrosis,9 therefore bearing the molecular signatures from the cell and tissue of origin.10 In particular, circulating tumor DNA (ctDNA), as a fraction of the total cfDNA in cancer patients, represents DNA shed from tumor cells.11 Detection of tumor somatic mutations can serve as biomarkers to distinguish ctDNA and nontumorous cfDNA.12 However, with sensitivities as low as 40% for early-stage lung cancer, the performance of ctDNA mutation calling-based detection method cannot suffice the requirement of clinical application.13 Recently, epigenetic modifications and fragmentomic signatures on ctDNA are known to manifest cancer pathobiology, and have opened new avenues for early diagnosis of lung cancer.14 To date, ctDNA signatures, including methylation and fragment size patterns, have been deployed in lung cancer predictive models.15,16 However, the current methylation signature-based approach was not ideal for stage I lung cancer diagnosis with a sensitivity of only 25%.16 On the other hand, the development of the fragment size approach has mainly relied on the later-stage lung cancer patients.15,17 Therefore, their detection powers exhibited bias against early-stage cases that can receive the greatest clinical benefits.

The profile of cfDNA end motifs represents another class of biomarkers for liquid biopsy in oncology and holds promise in lung cancer detection. Recently, researchers have revealed the tumor-associated cfDNA preferred end coordinates by the comparison between hepatocellular carcinoma (HCC) patients and non-cancer patients.18 A follow-up study demonstrated that patients with HCC showed a preferential pattern of cfDNA 4mer end motifs compared to non-HCC subjects with a differentiating sensitivity of over 80% at >90% specificity.19 The preferred end motifs were also observed in other cancers, including lung cancer. These preliminary findings suggested that the motif-based approach could outperform other fragmentomic metrics such as cfDNA fragment size in identifying various cancers.19 Mechanistically, changes in chromatin
accessibility and nuclease activity could have global impacts on the cfDNA end motifs. Chromatin accessibility is important for the fragmentation of cfDNA and contributes to their preferred ends. The ATAC-seq experiment in different human primary cancers has identified cancer type-specific chromatin accessibility landscape. On the other hand, multiple DNA nucleases have exerted combinatorial effects on the cfDNA end motifs in the mouse model, generating preferential sequences both intracellularly and in circulation. Meanwhile, the downregulation of the DNA nuclease DNASE1L3 in HCC may contribute to the alterations in cfDNA end motifs. Therefore, the preferred end motifs in cancer can be attributed to tumor-specific nucleosome positioning and nuclease activity, which may implicate cancer classification and origin identification. However, their application for the early detection of lung cancer needs to be systematically verified.

In this study, we established a robust cfDNA fragmentomic machine learning model for early lung adenocarcinoma (LUAD) detection using whole-genome sequencing (WGS) data. The cfDNA genomic breakpoint motifs that profile sequences upstream and downstream of the cleavage sites were extracted from WGS of stage I LUAD patients and healthy controls. We incorporated the breakpoint motifs into the predictive model with the logistic regression algorithm. Our model could sensitively detect stage I LUAD, including small-size (<1cm) tumors. When the sequencing depth was down to 0.5x, the model performance remained consistent. Furthermore, we verified its performance in an external validation cohort and an additional dataset of benign nodule cases. Hence, this model offers a promising strategy for developing early lung cancer diagnosis and management in clinical practice.

Methods

Patient cohorts and sample collection

This study primarily enrolled 292 stage I LUAD patients from three medical centers in China (Center I: Cancer Hospital, Chinese Academy of Medical Sciences; Center II: Peking Union Medical College Hospital; Center III: Japan-China Friendship Hospital) and 230 healthy volunteers from routine physical checks at Center I (Supplementary Tables 1 and 2). The LUAD patients included invasive adenocarcinoma (ADC) and minimally invasive adenocarcinoma (MIA). In addition, to assess our model performance on benign lung disease, we retrieved plasma samples used in other studies from our plasma biobank for analysis. This additional dataset included 52 noncancer participants with known lung nodule status by computerized tomography (CT) scan (Supplementary Table 3). We performed plasma sample collection, shipping and storage, cfDNA extraction, library preparation, and WGS analysis uniformly as described in Supplementary Materials and Methods.

In brief, the blood draw of the participants was performed from 2019 to 2021. The steps of cfDNA extraction, library preparation, and WGS were performed immediately after each other in batches by the Clinical Laboratory Improvement Amendments (CLIA)-certified and College of American Pathologists (CAP)-accredited clinical testing laboratory (Nanjing Geneseeq Technology Inc., China). The study was approved by the ethics committee of the National Cancer Center/National Clinical Research Center for Cancer/Cancer Hospital, Chinese Academy of Medical Sciences and Peking Union Medical College (Approval No. NCC3328) and followed the ICH-GCP Guidelines. Written informed consent was obtained from all participants.

cfDNA extraction and whole-genome sequencing

We performed plasma sample collection, cfDNA extraction followed by WGS as described in Supplementary Materials and Methods. Briefly, the venous blood samples were collected during routine physical checks (healthy volunteers) or preoperatively (cancer patients). All samples were collected, shipped, and processed uniformly. 5–10 ng of plasma cfDNA per sample was subject to PCR-free WGS library construction with the KAPA HyperPrep Kit (Roche). The libraries underwent paired-end sequencing on NovaSeq6000 platform (Illumina) to a mean sequencing depth of 10–92 × (range 5–35×-24.91×). To minimize bias, the sample operating team was blinded to the case/control status of the samples in the whole process.

Due to the varied WGS depths among samples (range 5–35×-24.91×), we down-sampled all of them to 5× for model optimization. This strategy allowed us to eliminate the potential impact of coverage difference on the model while maintaining the maximal sample inclusion. The optimized model was then validated using the WGS data of raw sequencing depth or down-sampling to 4×, 3×, 2×, 1×, and 0.5×.

Bioinformatic analysis and modeling

Raw sequencing data processing was carried out as described in Supplementary Materials and Methods. For sample classification, we built in-house scripts that extracted the features of cfDNA 4bp end motif, 6bp end motif, and 6bp breakpoint motif from the WGS data. In brief, the cfDNA 4bp end motif referred to the 4bp sequences reported by Jiang et al. cfDNA 6bp end motif was the extension of the 4bp end motif to 6bp sequences. cfDNA 6bp breakpoint motif was defined as the 3bp extensions to both directions of the aligned cfDNA 5’ breakpoints in the human reference genome hg19 (Supplementary Figure 1). The frequency of every particular motif over the total motifs was computed for each sample (Supplementary Materials and Methods). Three representative machine learning approaches—logistic regression (with elastic net
regularization), deep learning, and XGBoost, with different advantages (Supplementary Materials and Methods), were individually tested for model construction. Using samples solely derived from the healthy and LUAD participants of the training cohort, we trained the classifiers in the machine learning algorithms with the motif feature frequencies and generated the models for predicting cancer scores of each sample. Notable, all the validation datasets remained untouched during model training. The scale of cancer score ranges from 0 to 1, and a higher score value indicates a higher cancer probability. After we finalized the parameters in the training cohort, the models were subsequently applied to the validation datasets to generate the cancer prediction score for each validation sample and evaluate model performance. For the assessments, we compared the AUC values in the validation cohorts of different models and their sensitivity/specificity with fixed specificity in the internal validation cohort (Supplementary Materials and Methods). After the assessment, we selected the best performance model for downstream analyses.

The in silico dilution of tumor cfDNA was conducted by mixing the 5× WGS data of cancer and noncancer samples in the designated ratio while maintaining the average coverage of the resultant sample the same as the original undiluted cancer cfDNA sample. The details are described in Supplementary Materials and Methods.

**Statistical analysis**

For statistical analysis, the receiver operating characteristic (ROC) curves were generated using the pROC package (v. 1.17.0.1). Based on true positive (TP), true negative (TN), false positive (FP), and false negative (FN) of cancer prediction, we calculated the sensitivity \( \frac{TP}{TP+FN} \), specificity \( \frac{TN}{TN+FP} \), positive (PPV) \( \frac{TP}{TP+FP} \) and negative predictive values (NPV) \( \frac{TN}{TN+FN} \), accuracy \( \frac{(TP+TN)}{(TP+FP+TN+FN)} \), as well as the corresponding 95% confidence intervals, using the epiR package (v 2.0.19) in R (v 4.0.3). Propensity score matching of validation cohorts was performed using the MatchIt package (4.2.0) in R (v 4.0.3). The preProcess (caret version 6.0-88) function was used to calculate Z-scores from motif frequencies. The cfDNA tumor fraction was calculated using ichorCNA.14 The hierarchical clustering analysis was generated using the ComplexHeatmap package (3.13) in R. The Fisher's exact test was performed using GraphPad, and the Wilcoxon test and t-test were performed using R.

**Role of funding source**

The funding agencies had no role in study design, in the collection, analysis and interpretation of data, in the writing of the report and in the decision to submit the paper for publication.

**Results**

**Cohort characteristics**

We included 522 participants with previously untreated stage I LUAD (n = 292) or without cancer (n = 230) (Figure 1a) for model construction and validation. The participants from Center I were randomly assigned to the training [150 cancer patients (115 ADC and 35 MIA; 144 Stage IA and 6 Stage IB; tumor size < 1 cm: 57); 115 healthy controls], and internal validation [102 cancer (78 ADC and 24 MIA; 99 Stage IA and 3 Stage IB; tumor size < 1 cm: 44); 75 healthy] cohorts. The 40 cancer patients (35 ADC and 5 MIA; 36 Stage IA and 4 Stage IB; tumor size < 1 cm: 14) from Centers II and III were assigned to the external validation cohort together with 40 healthy controls. The details of sample characteristics in each cohort are summarized in Supplementary Table 4.

**cfDNA fragmentomics feature and machine learning model selection for predictive model construction**

We carried out the predictive model construction and selection by testing three cfDNA motif features in combination with three machine learning approaches. The cfDNA fragmentomics features include the 4bp end motif, 6bp end motif, and 6bp breakpoint motif (Supplementary Figure 1). To achieve clinically useful detection power, we started by adapting the recently published cfDNA 5′ end 4bp motif feature and performed further feature adjustment. We speculated the extended cfDNA 5′ end 6bp motif feature (44) could confer more information than the 4bp one (44). Furthermore, as different nucleases manifested varied preferences for the last one or two nucleotides at the end of cfDNA molecules,35 we inferred that a broader context around the genomic cleavage sites as a whole would contribute to the nuclease cutting site selection. Therefore, the profile of the 6bp breakpoint motif was also included in the test. The three machine learning algorithms we tested are logistic regression, deep learning, and XGBoost. After being tested in the internal validation cohort, the logistic regression + 6bp end motif model reached an AUC of 0.985 and a sensitivity of 98.5% at the 94.7% specificity outperformed other combinations (Supplementary Table 5). In the external validation cohort, the logistic regression + 6bp breakpoint motif model also excelled in AUC and sensitivity/specificity (Supplementary Table 5). Based on the assessments, we determined that the logistic regression model of 6bp breakpoint motifs constantly yielded higher detection ability than other models, and thus pursued this one for detailed performance evaluation (Figure 1b). When the two study cohorts were combined, the predictive model has achieved an AUC of 0.977 and a sensitivity of 96.5% at 93.0% specificity for detecting stage I LUAD, exceeding any other
combination (Figures 2a and 2b). In addition, our test indicated that different combinations of machine learning algorithms and motif features could render varied detection performance between study cohorts (Figures 2a and 2b, Supplementary Table 5), highlighting the importance of optimizing model parameters.

Furthermore, hierarchical clustering analysis was used to identify the different characteristics of plasma cfDNA 6bp breakpoint motifs between the cancer patients and healthy controls (Figure 2c). In the training model, we identified 65 6bp breakpoint motifs with non-zero coefficients (Supplementary Materials and Methods), and applied these motifs for the hierarchical clustering analysis in the combined internal and external validation datasets. The Z-scores of selected breakpoint motifs were calculated from the motifs’
frequencies in the plasma cfDNA of each participant. Consistently, we found that the motifs identified from the training cohort also tend to form different clusters between lung cancer patients and healthy controls in the combined validation cohorts. Four representative breakpoint motifs that contributed most significantly to the machine learning model in the training cohort were further analyzed. Significant differences in motif frequencies were found for all four motifs between the LUAD and healthy subjects in the validation cohorts (Figure 2d). In detail, the motif AATTGC frequency showed a significant decrease in the patients, while the frequencies of the other three motifs, GCAGTA, GCACTT, and CTCAAA, are significantly higher in the cancer subjects (Wilcoxon rank-sum test).

**Figure 2. Identification and evaluation of the 6bp breakpoint motif logistic regression model for cancer prediction.** (a) ROC curve evaluating the performance of predictive models built on different cfDNA motif features and machine learning algorithms in distinguishing early lung cancer from healthy subjects for the combined validation cohorts (DL: deep learning; XG: XGBoost; RL: logistic regression); (b) the sensitivities and specificities of different predictive models from (a) in the combined validation cohorts; (c) Heat map analyzing frequencies of the 65 breakpoint motifs in the training model with non-zero coefficients between healthy and cancer subjects in the validation cohorts. The data are row-normalized; (d) Box plot showing frequencies between healthy and cancer subjects in the validation cohorts for the four representative motifs contributing most significantly to the model (*: \(0.01 < p < 0.05\); **: \(0.001 < p < 0.01\); ***: \(p < 0.001\), Wilcoxon rank-sum test).

Built on 5x coverage WGS data, our model exhibited superior detection power, and the model AUC is 0.985 (95% CI: 0.965–1.000) and 0.954 (95% CI: 0.909–1.000) in the internal and external validation cohorts, respectively (Figure 3a). Its prediction sensitivity reached 98.0% (95% CI: 93.1%–99.8%) at the specificity of 94.7% (95% CI: 86.9%–98.5%) in the internal validation cohort (Table 1). When applying the sample cancer score of 0.3273 (Figure 3b) that granted 94.7% specificity in the internal validation cohort to the external validation cohort, the model is consistently sensitive with a 92.5% sensitivity (95% CI: 79.6%–98.4%) at the specificity of 90.0% (95% CI: 76.3%–97.2%) (Table 1). As shown in Figure 3b, the lung cancer subjects were associated with higher cancer scores than the healthy subjects. Specifically, the cancer score values of cancer subjects in the internal (median, 0.8392; 95% CI: 0.3670–0.9760) and external (median, 0.6419; 95% CI: 0.1777–0.9407) validation cohorts were found to be significantly higher than corresponding healthy controls.
In addition, we performed the principal component analysis (PCA) of the motif features and cancer score analysis of all the participants to ensure the healthy and LUAD samples had no apparent batch effects due to different medical centers or sample preparations.

To evaluate the potential model dependence on the confounding factors of age and sex between the disease and healthy groups, we preprocessed the internal and external validation cohorts for propensity score matching with the R package “MatchIt”. The matched internal (45 cancer patients and 42 healthy controls) and external (10 cancer patients and 9 healthy controls) validation datasets were then classified using the same model. The AUC of the matched validation cohorts (0.967, 95% CI: 0.934–1.000) was not statistically different from the unmatched cohorts (t-test), suggesting an age- and sex-independence nature of our predictive model.

Evaluating the robustness and detection sensitivity of the predictive model

With the 6bp breakpoint motif machine learning model, we revisited the raw coverage WGS data. Using raw coverage WGS for model training and disease prediction, the model yielded the AUC of 0.982 (95% CI: 0.961–1.000) and 0.961 (95% CI: 0.920–1.000) in the internal and external validation cohorts, respectively (Supplementary Figure 2a and Supplementary Table 6). We also tested the raw coverage WGS data in the 5x WGS data-trained model, and the resulting models essentially showed consistent detection power no matter whether raw coverage or 5x coverage WGS data were used for modeling and predicting (Supplementary Figure 2b and Supplementary Table 7). A key attribute of affordable NGS-based cancer detection is the ability to differentiate disease from healthy subjects using the low sequencing depth data. Therefore, we pursued the rest of our evaluation with 5x coverage-based WGS data and model unless noted otherwise.
Next, we sought to identify the robustness of the model and evaluated its performance at even lower sequencing depth by further gradually down-sampling the WGS data to \( \sim 0.5x \). Upon down-sampling WGS coverages to \( 4x, 3x, 2x, 1x \) and \( 0.5x \), we found their AUC values remained consistently high in both internal (> 0.97) and external (> 0.91) validation cohorts (Figures 3c and 3d). Under the scrutiny of the model performance, the coverages of \( 1x \) and below appeared to cause a slight decrease in the external validation cohort but still yielded usable detection sensitivities (\( 1x: 75.0\%, 95\% CI: 78.8\%–87.3\%; 0.5x: 77.5\%, 95\% CI: 61.6\%–89.2\%) at specificities of 95.0\% and 92.5\%, respectively (Supplementary Table 8).

Our lung cancer patients in the validation cohorts are solely composed of stage I cases with low cfDNA tumor fraction (mean: 1.1\%) estimated by the ichorCNA algorithm. To further determine the detection sensitivity of our predictive model, we mixed the WGS data of every cancer patient in the validation cohorts (\( n = 142 \)) with 20 random noncancer participants’ data in the 3:1 and 1:1 ratios, resulting in the in silico dilution of the original tumor DNA fraction to 75\% and 50\%. The virtually diluted cancer samples were analyzed by our predictive model to generate the cancer scores and prediction. This experiment was conducted randomly in triplicates. We observed a downward trend of cancer score distribution and resultant model sensitivity accompanying the decrease of tumoral DNA fraction (Supplementary Figure 3). Thus, our model is more robust with a higher tumor fraction, while it maintained high sensitivity at 83.8\% (95\% CI: 82.4\%–85.2\%) with the 1:1 ratio dilution.

Performance of the predictive model in identifying early-stage LUAD
We further examined the model performance in different lung cancer subgroups. As depicted in Table 2, detection sensitivity is consistent between

| Internal validation cohort | Predicted | Actual | Cancer | Healthy | 100 | 2 | 4 | 71 |
|---------------------------|-----------|--------|--------|---------|-----|---|---|---|
| Sensitivity (95% CI)      | 98.0\% (93.1–99.8\%) |
| Specificity (95% CI)      | 94.7\% (86.9–98.5\%) |
| PPV (95% CI)              | 96.2\% (90.4–98.9\%) |
| NPV (95% CI)              | 97.3\% (90.5–99.7\%) |
| Accuracy (95% CI)         | 96.6\% (92.8–98.7\%) |

| External validation cohort | Predicted | Actual | Cancer | Healthy | 37 | 3 | 4 | 36 |
|---------------------------|-----------|--------|--------|---------|----|---|---|---|
| Sensitivity (95% CI)      | 92.5\% (79.6–98.4\%) |
| Specificity (95% CI)      | 90.0\% (76.3–97.2\%) |
| PPV (95% CI)              | 90.2\% (76.9–97.3\%) |
| NPV (95% CI)              | 92.3\% (79.1–98.4\%) |
| Accuracy (95% CI)         | 91.3\% (82.8–96.4\%) |

| Combined validation cohorts | Predicted | Actual | Cancer | Healthy | 137 | 5 | 8 | 107 |
|-----------------------------|-----------|--------|--------|---------|-----|---|---|-----|
| Sensitivity (95% CI)        | 96.5\% (92.0–98.8\%) |
| Specificity (95% CI)        | 93.0\% (86.8–96.9\%) |
| PPV (95% CI)                | 94.5\% (89.4–97.6\%) |
| NPV (95% CI)                | 95.5\% (89.9–98.5\%) |
| Accuracy (95% CI)           | 94.9\% (91.5–97.3\%) |

Table 1: The diagnostic performance of the predictive model in the validation cohorts.

\( ^{1} \) Positive predictive value.

\( ^{2} \) Negative predictive value.
categories within different subgroups of lung cancer patients, and shows no significant difference between different categories (Fisher’s exact test, p values are all > 0.1). Notably, for patients in both internal and external validation cohorts, our model showed high detection sensitivity on early pathological features, including minimally invasive adenocarcinoma (MIA) (100.0%, 95% CI: 88.1%–100.0%), tumors at stage IA (96.3%, 95% CI: 91.6%–98.8%), and of small size (<1 cm) (96.6%, 95% CI: 88.1%–99.6%) at the 95% specificity. With the high performance in identifying stage I LUAD, the output of our predictive model is also consistent with the disease development. By profiling the patients’ cancer scores in the validation cohorts grouped by their tumor stages or sizes, we observed an upward trend of score distribution from stage IA to stage IB or from small to bigger tumors, respectively (Supplementary Figures 4a and 4b). Furthermore, our model held consistent detection abilities on both aggressive and less aggressive tumors based on the differentiation grades (well-differentiated: 100.0%, 95% CI: 83.2%–100.0%; moderately-differentiated: 94.4%, 95% CI: 86.2%–98.0%).
4%; poorly-differentiated: 95.5%, 95% CI: 77.2%–99.9% at the specificity of 95%). Finally, the model showed consistent and high sensitivities in identifying LUAD regardless of gender, age, tumor location, focality, histologic pattern, and potentially risky behaviors such as cigarette smoking and alcohol drinking (Table 2).

The additional dataset of noncancer participants with known benign lung nodule status (Supplementary Table 3) allowed us to extend our assessment to subjects with benign lung disease conditions. When applying the same cutoff score of 0.3275 to it (Supplementary Figure 5), the model is consistently credible with a detection specificity of 94.2% (95% CI: 84.1%–98.8%). It is worth noting that the age distribution (mean: 59.5 years; range: 52–75, Supplementary Table 3) of the additional noncancer subjects resembles that of the cancer subjects in the validation cohorts (Supplementary Table 4), and the specificity of our model is not affected by the difference in age. We scrutinized the noncancer participants for their benign lung nodule status and found our model's specificity is not affected by the presence of the benign nodule (p value=0.2723, Fisher's exact test).

Discussion
Here we focused on the LUAD early detection and demonstrated that a machine learning model of plasma cfDNA represents a promising approach to differentiate early-stage patients from noncancer subjects. Our method utilized the cfDNA fragmentomic breakpoint motifs derived from the WGS data. As demonstrated by us and others, the WGS-based approaches theoretically allow us to evaluate the distribution and frequency of motifs and sizes of any naturally

### Table 2: The diagnostic sensitivities of the predictive model in different lung cancer patient subgroups of the validation cohorts at the 95% specificity.

| Cohort                          | Internal          | External         |
|--------------------------------|-------------------|------------------|
| Histology                      |                   |                  |
| ADC                             | 91.4% (76.9–98.2%)| 97.4% (91.0–99.7%)|
| MIA                             | 100.0% (47.8–100.0%) | 100.0% (85.8–100.0%) |
| Stage                           |                   |                  |
| IA                              | 91.7% (77.5–98.2%) | 98.0% (92.9–99.8%) |
| IB                              | 100.0% (39.8–100.0%) | 100.0% (29.2–100.0%) |
| Differentiation level           |                   |                  |
| Well                            | 100.0% (66.4–100.0%) | 100.0% (71.5–100.0%) |
| Moderate                        | 83.3% (58.6–96.4%) | 98.1% (89.9–100.0%) |
| Poor                            | 100.0% (83.1–100.0%) | 92.9% (66.1–99.8%) |
| Tumor size                      |                   |                  |
| < 1 cm                          | 92.9% (66.1–99.8%) | 97.7% (88.0–99.9%) |
| 1–2 cm                          | 90.0% (55.5–99.7%) | 100.0% (87.2–100.0%) |
| > 2 cm                          | 93.8% (69.8–99.8%) | 96.8% (83.3–99.9%) |
| Focality                        |                   |                  |
| Unifocal                        | 95.5% (77.2–99.9%) | 97.4% (91.0–99.7%) |
| Multifocal                      | 88.9% (65.3–98.6%) | 100.0% (85.8–100.0%) |
| Sex                             |                   |                  |
| Female                          | 94.4% (72.7–99.9%) | 98.5% (92.0–100.0%) |
| Male                            | 91.0% (70.8–98.9%) | 97.1% (85.1–99.9%) |
| Age                             |                   |                  |
| < 50                            | 90.9% (58.7–99.8%) | 95.8% (78.9–99.9%) |
| 50–65                           | 93.8% (69.8–99.8%) | 98.2% (90.4–100.0%) |
| > 65                            | 92.3% (64.0–99.8%) | 100.0% (84.6–100.0%) |
| Predominant histologic pattern  |                   |                  |
| Lepidic                         | 78.6% (49.2–95.3%) | 100.0% (83.9–100.0%) |
| Acinar                          | 100.0% (47.8–100.0%) | 100.0% (83.2–100.0%) |
| Solid                           | 100.0% (29.2–100.0%) | 100.0% (39.8–100.0%) |
| Micropapillary                  | 100.0% (47.8–100.0%) | 90.9% (58.7–99.8%) |
| Papillary                       | 100.0% (63.1–100.0%) | 95.5% (77.2–99.9%) |
| Location                        |                   |                  |
| Upper left                      | 100.0% (59.0–100.0%) | 100.0% (78.2–100.0%) |
| Upper right                     | 100.0% (54.1–100.0%) | 100.0% (76.8–100.0%) |
| Lower left                      | 85.7% (42.1–99.6%) | 95.0% (75.1–99.9%) |
| Lower right                     | 85.7% (42.1–99.6%) | 93.3% (66.1–99.8%) |
| Middle right                    | 87.5% (47.3–99.7%) | 100.0% (76.8–100.0%) |
| Smoking                         |                   |                  |
| Y                               | 90.0% (55.5–99.7%) | 100.0% (86.3–100.0%) |
| N                               | 93.3% (77.9–99.2%) | 97.4% (90.9–99.7%) |
| Drinking                        |                   |                  |
| Y                               | 88.9% (51.8–99.7%) | 100.0% (84.7–100.0%) |
| N                               | 93.5% (78.6–99.2%) | 97.5% (91.3–99.7%) |

1 Invasive lung adenocarcinoma.
2 Minimally invasive adenocarcinoma.
Several existing studies have utilized ctDNA methylation as the classifier for detecting early-stage lung cancer. However, the ctDNA methylation-based approaches often use immunoprecipitation enrichment or targeted enrichment, which only analyze a relatively limited number of loci.\textsuperscript{24–26} Furthermore, those models were either not evaluated for their performance on stage I patients that will receive the most clinical benefits from early detection,\textsuperscript{24} or may experience overfitting as their performance dropped drastically in independent validation.\textsuperscript{25} The study that investigated ctDNA detection in early-stage lung cancer with targeted methylation sequencing reached suboptimal sensitivity below 60% for identifying adenocarcinoma \textit{in situ} (AIS) and MIA at 92.8% specificity, likely due to a lack of detected signals.\textsuperscript{27} Recently, Liu et al. applied ctDNA methylation patterns to stage I lung cancer patients but only reported an approximately 25% sensitivity of distinguishing such patients and noncancer controls.\textsuperscript{16} Liang et al. have deployed deep methylation sequencing aided by machine learning to improve this classifier. As a result, they reached the sensitivity of 52% and 64% for stage IA and IB lung cancer, respectively, at the 96% specificity,\textsuperscript{26} which is still inferior to the performance of our model. Similarly, the signatures of ctDNA fragment size can be used to identify later-stage lung cancer,\textsuperscript{15,17} but the performance of this approach on early-stage lung cancer is also suboptimal for the development of early detection.

As cleavage and fragmentation of ctDNA are nonrandom processes, the cleavage site preference can be associated with tissue sources, disease status, chromatin accessibility, and nuclease activities.\textsuperscript{14,18,19,28} Thus, we postulated that the feature of ctDNA end motif is promising to achieve clinically usable detection performance as demonstrated by the studies in HCC.\textsuperscript{19,29} and set out to explore its application in the predictive model for early-stage LUAD. Leveraging the advantages of ctDNA sequence motifs for tumor markers,\textsuperscript{15} our breakpoint motif model outperformed the models mentioned above using other ctDNA features in distinguishing early LUAD and noncancer subjects. Hence, the breakpoint motif feature may confer detection power from the cleavage site preference in the genomic context, which warrants further investigation.

The ctDNA breakpoint motif machine learning model using the logistic regression algorithm has reached the sensitivity of 96.5% at the 93.0% specificity in the validation cohorts, exceeding the detection sensitivities of other reported lung cancer early detection models.\textsuperscript{15,26} More importantly, we tested our model with the emphasis on the understudied MIA and very small-size tumors in stage IA LUAD. Remarkably, our training cohort was solely built on stage I LUAD, including 96.0% stage IA and 23.3% MIA samples, to facilitate the detection of the early-stage subjects. Our model exhibited a consistently high-level capacity for distinguishing these patients from noncancer subjects in both internal and external validation cohorts. It also appears robust for correctly identifying relatively old noncancer samples with benign nodules. Studies by others have proposed the detection of plasma ctDNA from AIS and even earlier-stage lung lesions, suggesting the potential of using ctDNA for very early-stage lung cancer,\textsuperscript{30,31} but the additional application of ctDNA in the early detection is still to be explored. Furthermore, the profile of the 65 breakpoint motifs selected by our model revealed apparent frequency changes between cancer and noncancer cases in different datasets, which would support its broad application for detecting early-stage LUAD.

We took multiple approaches to validate the performance of our predictive model. The mean ages of cancer subjects are higher than healthy volunteers in the training and internal/external validation cohorts, as there are more older cancer patients (Supplementary Table 4). The impact of age on prediction was ruled out by confirming the model performance in the additional dataset containing older noncancer participants (mean age: 59.5 years; range: 52–75, Supplementary Table 4). Meanwhile, the model accurately differentiated cancer and noncancer cases in multiple cohorts with varied sex ratios. Thus, our model is likely independent of the confounding factors of age and sex. In addition, we performed \textit{in silico} dilution of our cancer samples (Supplementary Figure 3) and profiled the cancer score distribution in subgroups by tumor stage or size (Supplementary Figure 4). The detection robustness increases at higher tumor fraction, as well as later disease stage, and larger tumor size, consistent with the findings of other studies.\textsuperscript{16,23,32} Collectively, these validations reassured us of the appropriateness of our model. As early diagnosis is a key to better treatment, while most lung cancer is still diagnosed at the later metastatic stage,\textsuperscript{5,6} our predictive model holds great promise for improving treatment outcomes.

We attempted to develop a convenient and reliable way to promote early detection. Several groups sought to leverage model performance by integrating different genomic features from multiple platforms and sequencing methods,\textsuperscript{33–35} which would drastically increase the cost and impede their wide application in practice. On the contrary, the method we presented could employ low-depth WGS data to yield clinically useful results even at the coverage of 0.5×, therefore offering a more affordable solution to implementing early detection and eliminating the inequity in lung cancer treatment.

The U.S. Preventive Services Task Force (USPSTF) recommended annual screening for lung cancer with LDCT in the high-risk population for a moderate net benefit.\textsuperscript{36} The imaging methods play an irreplaceable role in lung cancer diagnosis by identifying the imaging
features of the lesions and facilitating treatment decisions. However, the relatively high false-positive rates of LDCT screening could lead to the risks such as invasive procedures, overdiagnosis, increases in patient anxiety during follow-up, and radiation exposure. Moreover, a significant portion of lung cancer occurs in lower-risk populations, while the USPSTF does not recommend LDCT for this population due to the potential risk. We expected our noninvasive plasma cfDNA method to complement the imaging method. Further studies are needed to determine how cfDNA-based liquid biopsy tests could facilitate lung cancer screening programs and promote health equity in lung cancer.

There are several limitations of this study. Despite its superior performance for detecting stage I LUAD in this study, the mechanism underlying cfDNA breakpoint motifs has not been fully understood. Chromatin accessibility is important for cfDNA fragmentation and fragment end preference. Studies on different human primary cancers have revealed cell-specific nucleosome positioning landscapes. Thus, the changes in cancer chromatin accessibility could cause a global effect on cfDNA end motifs for cancer detection and classification. Meanwhile, intracellular and extracellular DNA nucleases function synergistically in generating plasma cfDNA end motifs. Among them, the change of DNASE1L3 could affect cfDNA end motifs in HCC. Therefore, the cfDNA end motifs are likely under combinatorial control, and their mechanism warrants further investigation. We are currently pursuing a comprehensive investigation of the most significant breakpoint motifs to optimize the model’s performance. This is a retrospective study. Although model construction only used the training cohort in which all patients and healthy controls were from the same medical center (Center I), we acknowledge that the validation using the external cohort may have confounding results. Due to the sample availability, we made the external validation cohort with cancer patients collected from Center II/III and healthy controls randomly selected from Center I. Samples from the three centers were processed together, but the differences in medical centers may contribute to the patient/control discrimination in the external cohort. Prospective studies from different medical centers with matched cancer patients and healthy controls would further help eliminate the impact of pre-analytic confounding factors and provide independent assessments. In addition, the limited size of our sample population may result in overestimation in certain cancer subgroups. For instance, the 100% sensitivity we observed for MIA detection could be attributed to only 29 MIA patients in the validation cohorts. Expanding the sample size of these subgroups would improve the statistical power for a more accurate estimation of the model’s prediction performance. The test of the additional dataset has shown that our model is suitable for identifying older noncancer subjects (mean age: 59.5 years; range: 52–75) with benign nodules at the lung cancer screening age. While the results are promising, we acknowledge that the participants in this current study may not fully represent the lung cancer early screening population. Also, testing samples of lung lesions like AIS and atypical adenomatous hyperplasia (AAH) would further verify the validity of our assay and leverage its application for early detection. Hence, we plan to perform a large prospective study of the screening population to validate the model before clinical utility.

Taken together, we herein reported a machine learning model using the profile of cfDNA breakpoint motifs for stage I LUAD detection. Our model has exhibited superior detection capacity, especially for the tumors at the very early stage and small size, and performed consistently with low-coverage WGS data down to 0.5x. We further validated the model performance in the external cohorts. Hence, this model provides an accurate and cost-effective approach for developing early detection of lung cancer and benefits more patients.
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