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Abstract: The activity-dependent rules that govern the wiring of GABAergic interneurons are not well understood. Chandelier cells (ChCs), a GABAergic interneuron, control pyramidal cell output through axo-axonic synapses that target the axon initial segment. *In vivo* imaging of ChCs during development uncovered a narrow window (P12-P18) over which axons arborized and formed connections. We found that increases in the activity of either pyramidal cells or individual ChCs during this temporal window results in a reversible decrease in axo-axonic connections, at a time when they are depolarising. Identical manipulations of network activity in older mice (P40-P46), when ChC synapses are inhibitory, resulted in an increase in axo-axonic synapses. We propose that the direction of ChC plasticity follows homeostatic rules that depend on the polarity of axo-axonic synapses.

One Sentence Summary: A xo-axonic synapse plasticity follows the developmental switch in polarity of GABAergic synaptic transmission.
Main Text: Homeostatic forms of plasticity are thought to play a central role in stabilising the overall activity levels of neuronal circuits in the brain (1, 2). Although GABAergic interneurons directly modulate ongoing circuit activity through local connections (3), the rules that drive the plasticity of GABAergic synapses are not well understood (4, 5). This question is all the more important in the context of brain development, where GABA released from interneurons switches polarity with age, transitioning from excitation to inhibition during circuit wiring (6). Understanding the rules that drive interneuron plasticity will not only shed light on how GABAergic synapses modulate local networks, but also on how circuits in the brain remain stable over time.

Chandelier cells (ChCs) comprise a well-defined class of fast-spiking GABAergic interneurons with axonal arbours that are ideally placed to control neuronal and circuit activity in the cortex (7, 8). Abnormalities in axo-axonic connections between ChCs and pyramidal neurons have been associated with developmental brain disorders such as schizophrenia (9) and epilepsy (10, 11), but the normal wiring mechanisms of these contacts remain unknown. We used a transgenic mouse line (Nkx2.1\textsuperscript{CreERT2}) (12) crossed with a reporter line (Ai9) to image the development of ChC axons in layer 2/3 of the somatosensory cortex \textit{in vivo} (Fig. 1A). In line with the late arrival of ChCs to the cortex, \textit{in vivo} imaging of individual ChCs over many days also showed a delayed period of axonal growth that peaked within a narrow window across different cells, from P12 to P18. More surprising was the fact that the axonal arbours of individual ChCs showed a rapid transition in their morphology, generally within two days, from an immature state with few cartridges, to a highly complex arbour with multiple cartridges that span a well-defined cortical domain (Fig. 1, B and C). The dendrites, on the other hand, appear to develop earlier and remain largely unchanged throughout this period. Mirroring the rapid growth of the axonal arbour, the number of
postsynaptic pyramidal cells contacted by an individual ChC also increased during this window (Fig. 1, D and E). Although we saw no change in the length of the AIS of pyramidal neurons throughout this developmental period (Fig. 1I), we did observe an abrupt increase in the number of synapses formed onto an AIS (Fig. 1 F to H) that matched the increase in axon arbour size. In agreement with these morphological findings, we also saw a functional increase in the amplitude (Fig. 1J) of IPSCs recorded from pyramidal cells in response to optogenetic stimulation of ChCs (Fig. S1) during the period of synaptogenesis, as well as a maturation of the intrinsic firing properties of ChCs (Fig. S2). We conclude that there is a narrow developmental window (P12-P18) over which ChCs connect to neighbouring pyramidal cells and establish a local microcircuit.

We next explored the role that network activity plays in the formation of ChC circuits in the somatosensory cortex. Using designer receptors exclusively activated by designer drugs (DREADDs - specifically hM3Dq) (13) expressed in layer 2/3 pyramidal neurons in the somatosensory cortex, we increased network activity during the window of ChC synaptogenesis by delivering the DREADD agonist, clozapine-N-oxide (CNO), from P12 to P18 (Fig. 2, A and B). This manipulation resulted in an increase in activity (verified by cFos expression) in both pyramidal cells that expressed hM3Dq and neighbouring cells that did not (referred to as hM3Dq-network), suggesting a network-wide increase in neuronal activity (Fig. 2B). Indeed, although increases in activity were initially confined exclusively to DREADD-expressing neurons (at P12; Fig. S3), activity spread to neighbouring neurons in the network by the end of the CNO treatment (at P18; Fig. 2B). We found that increased activity during this period resulted in a decrease in the overall number of pyramidal neurons contacted by a single ChC (Fig. 2C), a finding that highlights the role of activity in moulding the connectivity of inhibitory microcircuits. In parallel to this, the number of axo-axonic synapses formed by single ChCs decreased significantly in both pyramidal
neurons expressing DREADDs, as well as in neighbouring DREADD-negative (hM3Dq-network) pyramidal cells (Fig. 2 D to H), in agreement with a network-wide increase in activity (Fig. 2B). The connectivity between ChCs and pyramidal neurons was further studied functionally. IPSCs were recorded in pyramidal cells in response to optical stimulation of ChCs expressing channel-rhodopsin-2 (ChR2). Again, matching the morphological changes, we found that measures of connection strength, such as the amplitude of IPSCs and failure rates (Fig. 2I to L), as well as the connection probability (Fig. 2M) between ChCs and pyramidal neurons decreased in networks that were stimulated chemogenetically. We conclude that axo-axonic synapses are sensitive to network activity during this early period of synapse formation, decreasing their output in a hyperactive environment. Interestingly, basket cells, fast spiking interneurons that predominantly target the soma, showed an increase in the number of boutons onto hyperactive pyramidal cells (Fig. S4), suggesting differences in either the synaptic properties or the plasticity rules between interneuron subtypes during this period. Finally, measures of the structural properties of the AIS showed that DREADD-expressing pyramidal cells (but not neighbouring hM3Dq-network cells) tended to have shorter AISs (Fig. S5A), which were matched by a decrease in intrinsic excitability (Fig. S5B), a finding that is in line with homeostatic forms of plasticity previously observed at the axon initial segment in other systems (14-18). The confinement of AIS plasticity to DREADD-expressing neurons suggests that higher levels of activity are probably needed to drive this form of plasticity, which may only be achieved in those pyramidal cells directly activated by CNO.

The plasticity of both axo-axonic synapses and of the AIS were found to be reversible. Following six days of increased activity, mice were allowed to recover for a further five days without any CNO injections, after which axo-axonic synapse properties were assessed (Fig. 3A). All measures of axo-axonic synapse connectivity were found to recover back to normal levels, indistinguishable
from unstimulated neurons of the same age (Fig. 3 B to E). Surprisingly, although the length of
the AIS also recovered, it grew beyond control levels (Fig. S6A), suggesting some kind of rebound
effect during the recovery period. Together, our findings show that network activity reversibly
controls the output of pyramidal cells during development by modulating both the structure of the
AIS as well as the axo-axonic synapses that form onto it.

Increases in network activity are also likely to drive activity in ChCs through local intracortical
connections (19). To establish if axo-axonic synapse plasticity requires the activity of pyramidal
cells or can be driven by exclusively increasing the activity of ChCs in a cell-autonomous manner,
we expressed DREADDs (hM3Dq) solely in ChCs (Fig. 3 F and G). Activation with CNO resulted
in a similar reduction in synapse number and connection probability when compared to the
plasticity driven by increases in pyramidal cell activity (Fig. 3 H to K). This manipulation did not
result in any significant changes in the size of the AIS of pyramidal neurons (Fig. S6B). Our results
are consistent with the idea that ChCs sample the ongoing levels of activity in local pyramidal cell
circuits through changes in their own activity levels and alter their output accordingly.

The developing brain shows many forms of plasticity that are exclusive to early postnatal periods
of brain wiring, that are not observed in adult circuits (20, 21). We therefore performed similar
experiments to those above, but in older mice (Fig. 4A). Increasing the activity of cortical networks
by delivery of CNO to DREADD (hM3Dq)-expressing pyramidal neurons from P40 to P46 did
not cause a significant change in the number of postsynaptic pyramidal cells contacted by a single
ChC (Fig. 4 B and C), nor did it recapitulate the decrease in axo-axonic synapse number observed
during development. Instead, we observed an increase in synapses along the AIS (Fig. 4 D to F),
without a significant change in the size of the AIS (Fig. S6C). This switch in the direction of axo-
axonic synapse plasticity with age may be explained by a developmental change in the properties
of the synapses themselves. We therefore next probed the functional outcome of GABA released from axo-axonic synapses onto pyramidal cells.

In the context of homeostatic forms of plasticity that are thought to operate over these long timescales (1, 22), the decrease of ChC synapses in hyperactive networks during development (Fig. 2 A to K) is surprising and in clear contrast to both the increase in somatic GABAergic inputs in the same network (Fig. S4) and in older ChCs (Fig. 4 A to F). This discrepancy may be explained by recent work studying the switch in polarity of GABAergic synapses, as they transition from excitatory to inhibitory/shunting during development, along different subcellular compartments (23). Whereas GABAergic synapses on the somato-dendritic compartment switch polarity within the second postnatal week (6), those on the AIS remain depolarising well into the third postnatal week, providing a temporal window over which different interneurons could potentially drive pyramidal cell activity in opposite directions (23). We therefore explored the polarity of axo-axonic synapses at the AIS during this early period of synaptogenesis by performing voltage imaging of pyramidal neurons in acute slices obtained at P16-P18. This approach provided a readout of membrane potential responses to either local GABA iontophoresis or ChC stimulation without perturbation of the intracellular milieu. We first carried out local GABA iontophoresis at the AIS of pyramidal neurons expressing the genetically-encoded voltage indicator (GEVI) Ace-mNeon (24) (Fig. 4G; see Fig. S7 for voltage sensitivity). In agreement with previous findings (18), we found that GABA tended to produce strong depolarisations at the AIS that were sensitive to GABA<sub>A</sub> receptor antagonists (Fig. S8) during this developmental period (Fig. 4 H and I). To explore this further, we performed whole-cell patch clamping of ChCs to directly stimulate a single ChC and image voltage responses in neighbouring pyramidal cells that expressed Ace-mNeon (Fig. 4J). We found that clear responses could only be detected in 5 out of 27 recordings (Fig. 4 K
and L), a relatively low success rate which likely reflects a combination of functional connectivity (53% functional connection probability; see Fig. 1), coupled to a limited ability to measure subthreshold synaptic events. Nevertheless, all 5 measurable responses were depolarising (Fig. 4M). Our results strongly suggest that release of GABA by ChCs causes postsynaptic depolarisations in pyramidal neurons during the early period of synaptogenesis (P12-P18), in agreement with others (23, 25-27). Together with previous studies showing that ChCs decrease the activity of neighbouring pyramidal neurons in adult rodent brains (19), our findings have important implications for interpreting the plasticity of axo-axonic synapses described here. The switch in the plasticity of ChC outputs can be explained as a homeostatic response that depends on the polarity of the synapse at the time. Whereas in mature brains axo-axonic synapses are inhibitory and therefore respond to hyperactivity by increasing their number, early in development, when they are depolarising, they respond by decreasing their drive onto pyramidal cells. The direction of synaptic plasticity is therefore dependent on the polarity of axo-axonic synapses. Similarly, the opposite direction in the plasticity of axo-axonic versus axo-somatic synapses early in development is likely driven by the reversed polarity of each synapse type at the time.

Our results suggest that the wiring of GABAergic interneurons in the cortex is governed by homeostatic rules that control the number and strength of connections onto pyramidal cells. In this context, the plasticity of the AIS, together with its axo-axonic synapses, provide a hub for tightly modulating pyramidal cell activity, where multiple forms of plasticity come together in a concerted manner to stabilise the output of pyramidal neurons in the cortex.
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Fig. 1. Development of chandelier cells and axo-axonic synapses (A) Genetic strategy and timeline for tamoxifen injection for labelling ChCs in Nkx2.1+/−CreERT2:Ai9 mice, implantation of cranial window and repeated *in vivo* imaging. (B) *In vivo* image (P16) and reconstructions (P12-P16) of a ChC. (C) Number of cartridges for individual ChCs (grey), mean cartridge number (black) and percentage change in cartridge number (red) during development (n=4 ChCs, 3 mice). (D) Image of a ChC (green) and AISs (red). Connection probability was measured within a 90 µm radius (white circle). 4-5 ChCs, 2-4 mice, per time-point. (E) Average connection probability of ChCs across development. (F) Images of axo-axonic synapses expressing VGAT on an AIS. (G) Average number and (H) density of axo-axonic boutons as well as (I) AIS length across development. Red lines in E,G,H and I represent a sigmoidal fit of the data. N=26-81 AISs, 2-4 mice per time-point. (J) ChCs expressing ChR2 were stimulated with light and IPSCs recorded in nearby pyramidal cells (left). Example responses (middle) and average IPSC amplitude (right) in immature and mature networks (**p<0.01, Mann-Whitney Test. N = 10-11 neurons, 4 mice, per condition). Bar plots show mean ± s.e.m.

Fig. 2. Activity-dependent plasticity of axo-axonic synapses. (A) Schematic of DREADD receptor hM3Dq (top left), timeline of CNO application (bottom left) and logic of experimental design resulting in hM3Dq+ (green) and hM3Dq- (grey) cells in the same network. (B) Representative images of cFos expression in L2/3 cells (left) following injections of CNO/saline P12-P18. Percentage of cFos positive cells across conditions (right) (Chi-Square test, N = 300 cells, 3 mice, per condition). (C) Connection probability of ChCs at P18 in a 90 and 180 µm radius
Fig. 3. Axo-axonic plasticity is reversible and cell-autonomous. (A) Logic of experimental design and timeline of CNO application. (B) Connection probability within a 90 µm radius at P22 (Chi-square test, N = 180-390 AISs from 2-3 mice, per condition). (C) Example images of axo-axonic synapses and AISs following the recovery period. (D,E) Cumulative distribution of and average axo-axonic synapse density and number (# denotes p<0.05, Kruskal Wallis test with Dunn’s posthoc comparisons; ***p<0.01 for P18 versus P22 hM3Dq-network comparison tested with Mann-Whitney test. N = 41-89 neurons, from 2-3 mice, per condition. (F) Timeline of CNO delivery (top left) and strategy for viral delivery of GFP and hM3Dq to ChCs (bottom left). Experimental conditions of viral strategy (right). (G) Example images of P18 control and hM3Dq+ ChCs. (H) Connection probability within a 90 µm radius in control and hM3Dq+ ChCs, Chi-square test. N=120-150 AISs from 3 mice, per condition. (I) Example images of P18 CNO control and
hM3Dq+ cartridges. (J,K) Cumulative distribution of and average axo-axonic synapse density and number. Mann-Whitney test, N = 60 AISs from 3 mice, per condition.

Fig. 4. Axo-axonic plasticity matches GABAergic polarity. (A) Timeline for CNO delivery in adult mice. (B,C) Connection probability within a 90 µm radius at P46 (Chi-square test, N=150-180 AISs, 3-4 mice, per condition). (D) Example images of axo-axonic synapses in the different conditions. (E,F) Cumulative distribution and average axo-axonic synapse density and number (# denotes p<0.05 for one-way ANOVA without reaching significance in posthoc comparisons; *p<0.05 denotes Kruskal-Wallis and Dunn’s posthoc comparisons test, N=44-72 neurons per condition, 3-5 mice, per condition. (G) Schematic showing iontophoresis experiments. Pipettes containing GABA are placed near the AIS of a pyramidal neuron expressing ACE-mNeon. (H) Epifluorescence images showing neurons expressing ACE-mNeon, the iontophoresis pipette at the AIS (white arrow) and corresponding ΔF/F traces. Fluorescence was measured at the soma (dashed circle). Left example cell shows a depolarising response to GABA application (grey area), right cell a hyperpolarising response. (I) Classification of responses into hyperpolarising (blue) and depolarising (red) for all cells tested. (J) Schematic showing experimental logic: ChCs were patch-clamped to evoke APs and responses were imaged from nearby pyramidal cells expressing ACE-mNeon. (K) Left, example image of ACE-mNeon cells, with somas outlined in different colours. Right, voltage imaging responses from corresponding cells following ChC stimulation (top; 5 APs, 50 Hz) (* denotes time-locked event 3x > baseline standard deviation). (L) Classification of all PSP responses obtained. Bar plots show mean ± s.e.m.
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