SHARP PINCHING ESTIMATES FOR MEAN CURVATURE FLOW IN THE SPHERE

MAT LANGFORD AND HUY THE NGUYEN

Abstract. We prove a suite of asymptotically sharp quadratic curvature pinching estimates for mean curvature flow in the sphere which generalize Simons’ rigidity theorem for minimal hypersurfaces. We then obtain derivative estimates for the second fundamental form which we utilize, via a compactness argument, to obtain a convexity estimate. Together, the convexity and cylindrical estimates yield a partial classification of singularity models. We also obtain new rigidity results for ancient solutions.
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1. Introduction

Given $n \geq 2$ and $m \leq \lceil \frac{n}{2} \rceil$, we study the evolution by mean curvature of hypersurfaces of $S^{n+1}_K$, the round sphere in $\mathbb{R}^{n+2}$ of sectional curvature $K$, satisfying the quadratic pinching condition

$$\begin{align*}
|A|^2 &< \frac{3}{4}H^2 + \frac{4}{3}K & \text{if } n = 2 \text{ and } m = 1, \\
|A|^2 &< \frac{3}{4}H^2 + \frac{8}{3}K & \text{if } n = 3 \text{ and } m = 2, \\
|A|^2 &< \frac{1}{n-m}H^2 + 2mK & \text{if } n \geq 3 \text{ and } m \leq \lceil \frac{n}{2} \rceil, \\
|A|^2 &< \frac{2}{n}H^2 + nK & \text{if } n \geq 4 \text{ and } m = \lceil \frac{n}{2} \rceil,
\end{align*}$$
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where $A$ is the second fundamental form and $H$, its trace, is the mean curvature. The first case and the third case with $m = 1$ were treated in [8] (cf. [1]), while the second case and the third case with $m = 2$ were treated in [16]. In the former, it was shown that the flow preserves the condition and drives solutions either to a “small $S^n$” in finite time or to a “large $S^n$” in infinite time. In the latter, it was shown that the flow preserves the condition and decomposes the solution, via surgery on “necks” (following Huisken and Sinestrari [12]), into a finite number of components, each of which is either a small $S^n$, a large $S^n$, or $S^1$ times a small $S^{n-1}$. Here, we extend some of the methods of [8, 16] to treat the entire class of conditions (1.1). Namely, we show that (1.1) is preserved and improves, becoming sharp when either the curvature or the time of existence becomes large. These estimates are analogues of [13, Theorem 5.2] and [14, Corollary 1.2] (cf. [15, Theorem 1.1]).
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2. Preserved curvature conditions

2.1. Quadratic curvature condition. If the strict quadratic curvature inequality (1.1) holds on a hypersurface of $S^{n+1}_K$, then we can find some $\alpha > 0$ such that

$$|A|^2 \leq \frac{1}{n - m + \alpha} H^2 + 2(m - \alpha) K.$$  

(2.1)

Without loss of generality, $\alpha \in (0, 1)$. When $m \leq \min \left\{ \frac{n}{2}, \frac{2(n-1)}{3} \right\}$, this inequality is preserved under mean curvature flow for any $\alpha \in (0, 1)$. When $m \geq \min \left\{ \frac{n}{2}, \frac{2(n-1)}{3} \right\}$, the inequality is preserved if $\alpha > m - \min\left\{ \frac{n}{2}, \frac{2(n-1)}{3} \right\}$.

**Theorem 2.1** (Cf. [7, 1.4 Lemma]). Let $X : M^n \times [0, T) \to S^{n+1}_K$ be a solution to mean curvature flow such that (2.1) holds on $M^n \times \{0\}$ for some $\alpha \in (0, 1)$. If $m < \alpha + \min\left\{ \frac{n}{2}, \frac{2(n-1)}{3} \right\}$, then (2.1) holds on $M^n \times \{t\}$ for all $t \in [0, T)$.

**Proof.** Suppose that (2.1) holds on the initial hypersurface for some $m \in \{1, \ldots, n\}$ and some $\alpha \in (0, 1)$. If $m < \alpha + \min\left\{ \frac{n}{2}, \frac{2(n-1)}{3} \right\}$, then

$$\frac{1}{n - m + \alpha} < \frac{3}{n + 2} \quad \text{and} \quad \frac{n}{2n - 2(m - \alpha)} < 1.$$
Set
\[ a_m := \frac{1}{n - m + \alpha} \quad \text{and} \quad b_m := 2(m - \alpha). \]

Using the evolution equations for \( H^2 \) and \( |A|^2 \) (see, for example, [16, Equations (2.11) and (2.12)]), we obtain
\[
(\partial_t - \Delta)(|A|^2 - a_m H^2) = -2(|\nabla A|^2 - a_m|\nabla H|^2) + 2b_m K(|A|^2 + nK) + 2(|A|^2 - a_m H^2 - b_m K)(|A|^2 + nK) - 4nK(|A|^2 - \frac{1}{n} H^2).
\]

Since \( \frac{2}{2n-b_m} = a_m \) and \( \frac{n}{2n-b_m} \leq 1 \), we can estimate
\[
2b_m K(|A|^2 + nK) - 4nK\left(|A|^2 - \frac{1}{n} H^2\right)
= 2K\left((b_m - 2n)|A|^2 + 2H^2 + b_m nK\right)
= -2K(2n - b_m)\left(|A|^2 - \frac{2}{2n-b_m} H^2 - \frac{nb_m}{2n-b_m} K\right)
\leq -2K(2n - b_m)\left(|A|^2 - a_m H^2 - b_m K\right).
\]

Estimating \( a_m \leq \frac{3}{n+2} \) and applying the Kato-type inequality \( |\nabla A|^2 \geq \frac{3}{n+2}|\nabla H|^2 \), we arrive at
\[
(\partial_t - \Delta)(|A|^2 - a_m H^2 - b_m K)
\leq 2(|A|^2 + (b_m - 2n)K)\left(|A|^2 - a_m H^2 - b_m K\right).
\]

The claim now follows from the maximum principle. \( \square \)

Note that
\[
\min\left\{ \frac{n}{2}, \frac{2(n-1)}{3} \right\} = \begin{cases} \frac{2(n-1)}{3} = \frac{2}{3}, \frac{4}{3} & \text{when } n = 2, 3 \\ \frac{n}{2} & \text{when } n = 4, \ldots. \end{cases}
\]

The non-vacuous cases are therefore:
- \( n = 2 \): \( m = 1 \) and \( \alpha > \frac{1}{3} \).
- \( n = 3 \): \( m = 1 \) and \( \alpha > 0 \), or \( m = 2 \) and \( \alpha > \frac{2}{3} \).
- \( n = 2k \geq 4 \): \( m = 1, \ldots, \frac{n}{2} \) and \( \alpha > 0 \).
- \( n = 2k + 1 \geq 5 \): \( m = 1, \ldots, k \) and \( \alpha > 0 \), or \( m = k + 1 \) and \( \alpha > \frac{1}{2} \).

2.2. Rigidity. The quadratic curvature condition (1.1) is optimal for \( m \)-cylindrical estimates when \( n \geq 4 \) and \( m \leq \frac{n}{2} \). Indeed, consider the hypersurfaces \( \mathcal{M}^{k,n-m}(r, s) = S^m(r) \times S^{n-m}(s) \) with \( r^2 + s^2 = 1 \), where \( S^m(r) \) is the \( m \) dimensional sphere of radius \( r \). The second fundamental
forms have eigenvalues $\lambda$ with multiplicity $m$ and $\mu$ with multiplicity $n - m$ and $\lambda \mu = -1$. Observe that

$$|A|^2 = \frac{m^4 s^4 + (n - m) r^4}{r^2 s^2},$$

and

$$H = \frac{(n - m) r^2 - m^2 s^2}{r s},$$

so that

$$H^2 = \frac{(n - m)^2 r^4 + m^2 s^4 - 2m(n - m) r^2 s^2}{r^2 s^2},$$

which then yields

$$|A|^2 - \frac{1}{n - m} H^2 - 2m = \frac{m(n - 2m) s^2}{(n - m) r^2}.$$

Thus, for any $\varepsilon > 0$, there is a submanifold of the topological form $S^m \times S^{n-m}$ satisfying

$$|A|^2 - \frac{1}{n - m} H^2 - 2m \leq \varepsilon.$$

2.3. A class of hypersurfaces. Given $n \geq 2$, $m \leq n$, $K > 0$, $\alpha \in (0, 1)$, $V < \infty$ and $\Theta < \infty$ such that $m - \alpha < \min\{\frac{n}{2}, \frac{2(n-1)}{3}\}$, we shall work with the class $\mathcal{C}_n(K, \alpha, V, \Theta)$ of hypersurfaces $X : M \rightarrow S^{n+1}_K$ satisfying

1. $\max_{M \times \{0\}} (|A|^2 - \frac{1}{n - m + \alpha} H^2) \leq 2(m - \alpha) K^2$,
2. $\mu_0(M^n) \leq V K^{-\frac{2}{n}}$, and
3. $\max_{M \times \{0\}} H^2 \leq \Theta K$,

where $\mu_t$ is the measure induced by $X(\cdot, t)$. Every properly immersed hypersurface of $S^{n+1}_K$ which satisfies the strict quadratic pinching condition (1.1) lies in the class $\mathcal{C}_n(m, \alpha, V, \Theta)$ for some choice of parameters $\alpha, V, \Theta$.

3. Cylindrical estimates

**Theorem 3.1** (Cylindrical estimates (Cf. [6, 8, 12, 16, 18])). Let $X : M^n \times [0, T) \rightarrow S^{n+1}_K$ be a solution to mean curvature flow with initial condition in the class $\mathcal{C}_n(K, \alpha, V, \Theta)$. There exist $\delta = \delta(n, m, \alpha) > 0$, $\eta_0 = \eta_0(n, m, \alpha) > 0$ and, for every $\eta \in (0, \eta_0)$, $C_\eta = C_\eta(n, m, \alpha, V, \Theta, \eta) < \infty$ such that

$$|A|^2 - \frac{1}{n - m + 1} H^2 \leq \eta H^2 + C_\eta K e^{-\delta K t} \text{ in } M^n \times [0, T).$$
Before proving Theorem 3.1 let us mention some immediate implications. First observe that, when \( n \geq 4 \) and \( m = \left\lceil \frac{n}{2} \right\rceil \), we recover Simons’ theorem \([19]\): any minimal hypersurface of \( S_{\mathcal{K}}^{n+1} \) satisfying \(|A|^2 < nK\) is totally geodesic.

Next observe that any ancient solution \( X : \mathcal{M} \times (-\infty, 0) \to S_{\mathcal{K}}^{n+1} \) satisfying the uniform quadratic pinching condition (2.1) (for suitable \( m \) and \( \alpha \)) and uniform area and curvature bounds as \( t \to -\infty \) will satisfy

\[
|A|^2 - \frac{1}{n-m+1} H^2 \leq 0 < 2(m - 1)
\]

unless \( m = 1 \). In particular, it satisfies the uniform quadratic pinching condition (2.1) with \( m \mapsto m - 1 \). Iterating the argument, we find that \( X : \mathcal{M} \times (-\infty, 0) \to S_{\mathcal{K}}^{n+1} \) is umbilic, and hence, assuming \( \mathcal{M} \) is connected, either a stationary hyperequator or a shrinking hyperparallel (cf. \([13\), Theorem 6.1]). In fact, the uniform area and curvature bounds are superfluous since we may instead apply Corollary 3.4 below. We thus obtain the following parabolic analogue of Simons’ theorem, which generalizes \([13\) Theorem 6.1 (2)].

**Theorem 3.2.** Let \( X : \mathcal{M} \times (-\infty, \omega) \to S_{\mathcal{K}}^{n+1} \) be an ancient solution to mean curvature flow. If

- \( n = 2 \) and \( \limsup_{t \to -\infty} \max_{\mathcal{M} \times \{t\}} (|A|^2 - \frac{3}{4} H^2 - \frac{4}{3} K) < 0 \), or
- \( n = 3 \) and \( \limsup_{t \to -\infty} \max_{\mathcal{M} \times \{t\}} (|A|^2 - \frac{3}{5} H^2 - \frac{8}{3} K) < 0 \), or
- \( n \geq 4 \) and \( \limsup_{t \to -\infty} \max_{\mathcal{M} \times \{t\}} (|A|^2 - \frac{2}{n} H^2 - nK) < 0 \),

then \( X : \mathcal{M} \times (-\infty, \omega) \to S_{\mathcal{K}}^{n+1} \) is either a stationary hyperequator or a shrinking hyperparallel.

Finally, we note that, by a similar argument, any immortal solution \( X : \mathcal{M} \times [0, \infty) \to S_{\mathcal{K}}^{n+1} \) to mean curvature flow with initial datum satisfying the uniform quadratic pinching condition converges (assuming \( \mathcal{M} \) is connected) to a stationary hyperequator. In particular, \( \mathcal{M} \) is diffeomorphic to \( S^n \).

Returning to the proof of Theorem 3.1, set

\[
a := \frac{1}{n-m+\alpha} - \frac{1}{n-m+1} + \eta_0 - \eta \quad \text{and} \quad b := 2(m - \alpha),
\]

where \( \eta_0 = \eta_0(n, m, \alpha) \) is the largest number satisfying

\[
n\eta_0 \leq \left\{ \begin{array}{ll}
\frac{n}{2} + \alpha - m \\
1 - \frac{n+2}{3} \left( \frac{1}{n-m+\alpha} + \eta_0 \right)
\end{array} \right.
\]

Note that, by hypothesis, \( \eta_0 > 0 \).
We will prove the estimate (5.1), with \( \delta = n\eta_0 \), by obtaining a bound for the function
\[
f_{\sigma, \eta} := \left[ |A|^2 - \left( \frac{1}{n-m+1} + \eta \right) H^2 \right] W^{\sigma - 1}
\]
for some \( \sigma \in (0, 1) \) and any \( \eta \in (0, \eta_0) \), where \( W \) is defined by
\[
W := aH^2 + bK.
\]
Observe that \( W > 0 \) and \( f_{\sigma, \eta} \leq W^{\sigma} \). The choice of the constants \( a \) and \( b \) is determined by the need to obtain the good gradient and reaction terms in the following lemma.

**Lemma 3.3.** There exists \( \delta = \delta(n, \alpha) > 0 \) such that
\[
(\partial_t - \Delta)f_{\sigma, \eta} \leq 2\sigma(|A|^2 + nK)f_{\sigma, \eta} - 4\delta K f_{\sigma, \eta} - 2\delta f_{\sigma, \eta} \frac{\nabla |A|^2}{W} + 2(1 - \sigma) \left< \nabla f_{\sigma, \eta}, \frac{\nabla W}{W} \right> \]
wherever \( f_{\sigma, \eta} > 0 \).

**Proof.** Set \( f_\eta := |A|^2 - \left( \frac{1}{n-m+1} + \eta \right) H^2 \). Basic manipulations (independent of the precise form of \( f_\eta \) and \( W \)) yield
\[
(\partial_t - \Delta)f_{\sigma, \eta} = W^{\sigma - 1}(\partial_t - \Delta)f_\eta - (1 - \sigma)f_{\sigma, \eta} W^{-1}(\partial_t - \Delta)W
\]
\[+ 2(1 - \sigma) \left< \nabla f_{\sigma, \eta}, \frac{\nabla W}{W} \right> - \sigma(1 - \sigma)f_{\sigma, \eta} \frac{\nabla W^2}{W^2}.
\]
The final term will be discarded.

Applying the evolution equations for \( H^2 \) and \( |A|^2 \) [16] Equations (2.11) and (2.12), we compute
\[
(\partial_t - \Delta)W = 2 \left( |A|^2 + nK \right) (W - bK) - 2a|\nabla H|^2
\]
and
\[
(\partial_t - \Delta)f_\eta = 2 \left( |A|^2 + nK \right) f_\eta - 4nK \left( |A|^2 - \frac{1}{n} H^2 \right)
\]
\[+ 2 \left( \frac{\nabla |A|^2}{W} - \frac{1}{n-m+1} + \eta \right) |\nabla H|^2.
\]
Combining these preceding three identities and estimating \( f_{\sigma, \eta} \leq W^\sigma, |\nabla H|^2 \leq \frac{n+2}{3} |\nabla A|^2 \) and \( \sigma < 1 \) yields
\[
(\partial_t - \Delta)f_{\sigma, \eta} \leq 2\sigma(|A|^2 + nK)f_{\sigma, \eta} + 2(1 - \sigma) \left< \nabla f_{\sigma, \eta}, \frac{\nabla W}{W} \right>
\]
\[+ 2W^{\sigma - 1} \left( bK(|A|^2 + nK) \frac{f_\eta}{W} - 2nK(|A|^2 - \frac{1}{n} H^2) \right)
\]
\[- 2f_{\sigma, \eta} \left( 1 - \frac{n+2}{3} \left[ \frac{1}{n-m+\alpha} + \eta_0 \right] \right) \frac{|\nabla A|^2}{W}.
\]
By the definition of $\eta_0$,
\[ 2f_{\sigma,\eta_0} \left( 1 - \frac{n+2}{3} \left[ \frac{1}{n-m+\alpha} + \eta_0 \right] \right) \frac{|\nabla A|^2}{W} \geq 2n\eta_0 f_{\sigma,\eta} \frac{|\nabla A|^2}{W}. \]

So consider the term
\[ Z := (m-\alpha) \left( |A|^2 + nK \right) \frac{f_\eta}{W} + H^2 - n|A|^2 \]
\[ \leq (m-\alpha) \left( \frac{1}{n-m+\alpha}H^2 + (b+n)K \right) \frac{f_\eta}{W} + H^2 - n|A|^2. \]

Noting that
\[ \frac{m-\alpha}{n-m+\alpha} = na + \frac{n}{n-m+1} + n(\eta - \eta_0) - 1 \quad \text{and} \quad m-\alpha = \frac{b}{2}, \]
and estimating $f_\eta \leq W$, we find
\[ Z \leq nf_\eta + H^2 - n|A|^2 \]
\[ + \left( \left[ \frac{n}{n-m+1} + n(\eta - \eta_0) - 1 \right] H^2 + \frac{b}{2}(b+n)K - nbK \right) \frac{f_\eta}{W} \]
\[ = - \left( \frac{n}{n-m+1} + n\eta - 1 \right) H^2 \]
\[ + \left( \left[ \frac{n}{n-m+1} + n(\eta - \eta_0) - 1 \right] H^2 + \left[ m-\alpha - \frac{n}{2} \right] bK \right) \frac{f_\eta}{W} \]
\[ \leq - \left( n\eta_0 H^2 + \left[ \frac{n}{2} + \alpha - m \right] bK \right) \frac{f_\eta}{W} \]
\[ \leq - n\eta_0 f_\eta. \]

The claim follows. \(\Box\)

Setting $\sigma = \eta = 0$, the maximum principle yields the following.

**Corollary 3.4.** Every solution $X: M \times [0, T) \to S^{n+1}_K$ to mean curvature flow with initial datum satisfying the uniform quadratic pinching condition (2.1) with $\alpha > m - \min \left\{ \frac{n}{2}, \frac{2(n-1)}{3} \right\}$ satisfies
\[ \frac{|A|^2 - \frac{1}{n-m+1}H^2}{aH^2 + bK} \leq e^{-\delta Kt}, \]
where $\delta = \delta(n, m, \alpha)$.

We wish to bound $e^{2\delta Kt}f_{\sigma,\eta}$ from above. It will suffice to consider points where $f_{\sigma,\eta} > 0$. To that end, consider the function
\[ f_+ := \max \{ e^{2\delta Kt}f_{\sigma,\eta}, 0 \}. \]

We first derive an $L^p$-estimate for $f_+$ using Lemma 3.3 and the following proposition.
Proposition 3.5. Given \( n \geq 3 \), \( \alpha \in (0, 1) \) and \( \eta \in (0, \frac{1}{n-m+\alpha} - \frac{1}{n-m+1}) \) there exists \( \gamma = \gamma(n, \alpha, \eta) > 0 \) with the following property: Let \( X : M^n \to S^{n+1} \) be a smoothly immersed hypersurface and \( u \in W^{2,2}(M) \) a function satisfying \( \text{spt} u \subset U_{\alpha,\eta} \), where, introducing the functions

\[
 f_{m,\eta}(x) := |A|^2 - \frac{1}{n-m+1} H^2 - \eta H^2
\]

and

\[
 g_{m,\alpha}(x) := |A|^2 - \frac{1}{n-m+\alpha} H^2 - 2(m-\alpha)K,
\]

the set \( U_{\alpha,\eta} \subset M \) is defined by

\[
 U_{\alpha,\eta} := \{ x \in M : f_{m,\eta}(x) \geq 0 \geq g_{m,\alpha}(x) \}.
\]

For any \( r \geq 1 \),

\[
 \gamma \int u^2 W \, d\mu \leq \int u^2 \left( r^{-1} |\nabla u|^2 + r |\nabla A|^2 + |A|^2 + K \right) \, d\mu.
\]

Proof. We proceed as in [16, Proposition 2.2]. By a straightforward scaling argument, it suffices to prove the claim when \( K = 1 \). Recall Simons' identity

\[
 \nabla (i \nabla j) A_{kl} - \nabla (k \nabla i) A_{ij} = C_{ijkl},
\]

where the brackets denote symmetrization and

\[
 C := A \otimes A^2 - A^2 \otimes A + (g \otimes A - A \otimes g).
\]

We claim that

\[
 (3.4) \quad \gamma(n, \alpha, \eta) W^3 \leq |C|^2 + 1 \quad \text{in} \quad U_{\alpha,\eta}
\]

on any immersed hypersurface \( X : M^n \to S^n \). Indeed, if this is not the case then there is a sequence of vectors \( \vec{\lambda}^k \in \mathbb{R}^n \), \( k \in \mathbb{N} \), satisfying

\[
 f_{m-1,\eta}(\vec{\lambda}^k) := |\vec{\lambda}^k|^2 - \frac{1}{n-m+1} \text{tr} (\vec{\lambda}^k)^2 - \eta \text{tr} (\vec{\lambda}^k)^2 \geq 0
\]

and

\[
 g_{m,k}(\vec{\lambda}^k) := |\vec{\lambda}^k|^2 - \frac{1}{n-m+\alpha} \text{tr} (\vec{\lambda}^k)^2 - 2(m-\alpha) \leq 0,
\]

where \( \text{tr}(\vec{\lambda}) := \sum_{i=1}^n \lambda_i \), but

\[
 \frac{|C(\vec{\lambda}^k)|^2 + 1}{W^3(\vec{\lambda}^k)} \to 0
\]

as \( k \to \infty \), where

\[
 |C(\vec{\lambda})|^2 := \sum_{i,j=1}^n (\lambda_j - \lambda_i)^2 (\lambda_i \lambda_j + 1)^2
\]
and
\[ W(\lambda) := \left( \frac{1}{n - m + \alpha} - \frac{1}{n - m + 1} + \eta_0 - \eta \right) \text{tr}(\lambda)^2 + 2(2 - \alpha). \]

Set \( r_k^2 := W(\lambda_k)^{-1} \rightarrow 0 \) and \( \hat{\lambda} := r_k \lambda_k \). Observe that
\[ |\hat{\lambda}| \leq c(n, \alpha) \]
and hence, up to a subsequence, \( \hat{\lambda} \rightarrow \hat{\lambda} \in \mathbb{R}^n \). Computing
\[ \left( |\hat{\lambda}|^2 - \frac{1}{n - m + 1} \text{tr}(\hat{\lambda})^2 \right) - \eta \text{tr}(\hat{\lambda})^2 = r_k^2 f_{m-1,\eta}(\lambda_k) \geq 0 \]
and
\[ \left( |\hat{\lambda}|^2 - \frac{1}{n - m + \alpha} \text{tr}(\hat{\lambda})^2 \right) - 2(m - \alpha)r_k^2 = r_k^2 g_{m,\alpha}(\lambda_k) \leq 0, \]
we find
\begin{align*}
(3.5) & \quad \left( |\hat{\lambda}|^2 - \frac{1}{n - m + 1} \text{tr}(\hat{\lambda})^2 \right) \geq \eta \text{tr}(\hat{\lambda})^2 \\
(3.6) & \quad \left( |\hat{\lambda}|^2 - \frac{1}{n - m + \alpha} \text{tr}(\hat{\lambda})^2 \right) \leq 0.
\end{align*}

On the other hand,
\[ \sum_{i,j=1}^n \left( \hat{\lambda}_i \hat{\lambda}_j (\hat{\lambda}_j - \hat{\lambda}_i) \right)^2 + 2r_k^2 \hat{\lambda}_i \hat{\lambda}_j (\hat{\lambda}_j - \hat{\lambda}_i)^2 + r_k^4 (\hat{\lambda}_j^2 - \hat{\lambda}_i^2) = r_k^6 |C(\lambda_k)|^2 \]
so that
\begin{align*}
(3.7) & \quad \sum_{i,j=1}^n \left( \hat{\lambda}_i \hat{\lambda}_j (\hat{\lambda}_j - \hat{\lambda}_i) \right)^2 = 0.
\end{align*}

Together, (3.5), (3.6) and (3.7) are in contradiction: (3.7) implies that \( \hat{\lambda} \) has a null component of multiplicity \( \ell \) and a non-zero component, \( \kappa \) say, of multiplicity \( n - \ell \). The inequalities (3.5) and (3.6) then yield
\[ \left( n - \ell - \frac{(n - \ell)^2}{n - m + 1} \right) \kappa^2 \geq \eta(n - \ell)^2 \kappa^2 > 0 \]
and
\[ \left( n - \ell - \frac{(n - \ell)^2}{n - m + \alpha} \right) \kappa^2 \leq 0 \]
which together imply that \( \ell \in (m - 1, m - \alpha] \), which is impossible. This proves (3.4).
Using (3.4), we can estimate
\[
\gamma \int u^2 W \, d\mu \leq \int \frac{u^2}{W^2} (|C|^2 + 1) \, d\mu \\
= \int \frac{u^2}{W^2} (C * \nabla^2 A + 1) \, d\mu \\
= \int \frac{u^2}{W^2} \left( \nabla \frac{u}{W} + C \right) + \left( C + \nabla C \right) \cdot \nabla A \, d\mu + \int \frac{u^2}{W^2} \, d\mu \\
\leq C \left[ \int \frac{u^2}{W^2} \left( W^2 \frac{|\nabla u|}{u} + W^2 |\nabla W| + W |\nabla A| \right) |\nabla A| \, d\mu \\
+ \int u^2 \, d\mu \right] \\
\leq C \left[ \int u^2 \left( \frac{|\nabla u|}{u} + \frac{|\nabla A|}{W^{\frac{3}{2}}} \right) \frac{|\nabla A|}{W^{\frac{3}{2}}} \, d\mu + \int u^2 \, d\mu \right],
\]
where \( C \) denotes any constant which depends only on \( n, \alpha \) and \( \eta \). The claim now follows from Young’s inequality. \( \square \)

**Lemma 3.6.** There exist constants \( \ell = \ell(n, \alpha, \eta) < \infty \) and \( C = C(n, K, \alpha, V, \Theta, \sigma, p) \) such that
\[
(3.8) \quad \int f_+^p \, d\mu \leq Ce^{-\delta pKt}
\]
so long as \( \sigma \leq \ell p^{-\frac{1}{2}} \) and \( p > \ell^{-1} \).

**Proof.** This follows from Lemma 3.3 and Proposition 3.5 exactly as in [16, Lemma 4.6]. \( \square \)

This \( L^2 \)-estimate (for \( v := f_+^\frac{p}{2} \)) can be bootstrapped to an \( L^\infty \)-estimate using Stampacchia iteration, exactly as in the proof of [16, Theorem 4.1].

### 4. Derivative estimates

Next, we use the cylindrical estimate to obtain a sharp “gradient estimate” for the second fundamental form. We need the following universal interior estimates for solutions with initial data in the class \( C^n_m(K, \alpha, V, \Theta) \).

**Proposition 4.1.** Let \( X : \mathcal{M}^n \times [0, T) \rightarrow S^{n+1}_K \) be a maximal solution to mean curvature flow with initial condition in the class \( C^n_m(K, \alpha, V, \Theta) \).

Defining \( \Lambda_0 \) and \( \lambda_0 \) by
\[
(4.1) \quad \Lambda_0/2 := \frac{1}{n - m + \alpha} \Theta^2 + 2(m - \alpha) \quad \text{and} \quad e^{2n\lambda_0} := 1 + \frac{n}{n + \Lambda_0},
\]
we have
\[ e^{2nKT} \geq 1 + \frac{2n}{\Lambda_0}, \]
and
\[ \max_{M^n \times [\lambda_0 K^{-1}]} |\nabla^k A|^2 \leq \Lambda_k K^{k+1} \]
for every \( k \in \mathbb{N} \), where \( \Lambda_k \) depends only on \( n, k \) and \( \Lambda_0 \).

**Proof.** The proof is similar to [16, Proposition 4.7]. \( \square \)

**Theorem 4.2** (Gradient estimate (cf. [12, Theorem 6.1])). Let \( X : M^n \times [0, T) \to S^{n+1}_K \) be a solution to mean curvature flow with initial condition in the class \( C^n_m(K, \alpha, V, \Theta) \). There exist constants \( \delta = \delta(n, \alpha) \), \( c = c(n, m, \alpha, \Theta) < \infty \), \( \eta_0 = \eta_0(n, m, \alpha) > 0 \) and, for every \( \eta \in (0, \eta_0) \), \( C_\eta = C_\eta(n, \alpha, V, \Theta, \eta) < \infty \) such that
\[ |\nabla A|^2 \leq c \left[ (\eta + \frac{1}{n-m+1})H^2 - |A|^2 \right] W + C_\eta K^2 e^{-2\delta Kt} \]
in \( M^n \times [\lambda_0 K^{-1}, T) \), where \( \lambda_0 \) is defined by (4.1).

Note that the conclusion is not vacuous since, by Proposition 4.1, the maximal existence time of a solution with initial data in the class \( C^n_m(K, \alpha, V, \Theta) \) is at least \( \frac{1}{2nK} \log \left( 1 + \frac{2n}{\Lambda_0} \right) > \lambda_0 K^{-1} \).

**Proof of Theorem 4.2** We proceed as in [16 Theorem 4.8], which is inspired by [12, Theorem 6.1]. First note that (see, for example, [16, Inequality (2.13)])
\[ (\partial_t - \Delta)|\nabla A|^2 \leq -2|\nabla^2 A|^2 + c_n \left( |A|^2 + nK \right) |\nabla A|^2. \]
We will control the bad term using the good term in the evolution equation for \( |A|^2 \) and the Kato inequality.

By the cylindrical estimate, given any \( \eta < \eta_0 \) we can find a constant \( C_\eta = C_\eta(n, \alpha, V, \Theta, \eta) > 2 \) such that
\[ |A|^2 - \frac{1}{n-m+1}H^2 \leq \eta H^2 + C_\eta K e^{-2\delta Kt}, \]
where \( \delta = m\eta_0 \), and hence
\[ G_\eta := 2C_\eta K e^{-2\delta Kt} + \left( \eta + \frac{1}{n-m+1} \right) H^2 - |A|^2 \geq C_\eta K e^{-2\delta Kt} > 0. \]
Moreover, since \( \frac{1}{n-m+\alpha} < \frac{3}{n+2} \),
\[ G_0 := 2C_0 K + \frac{3}{n+2} H^2 - |A|^2 \geq C_0 K > 0, \]
where $C_0 := 2(m - \alpha)$. By (3.3),

$$(\partial_t - \Delta)G_\eta = 2(|A|^2 + nK)(G_\eta - 2C_\eta Ke^{-2\delta Kt}) + 4nK \left(|A|^2 - \frac{1}{n}H^2\right) \\
+ 2 \left[|\nabla A|^2 - \left(\eta + \frac{1}{n-1}\right)|\nabla H|^2\right] - 2\delta C_\eta K^2 e^{-2\delta Kt}.$$  

Since $G_\eta \geq C_\eta Ke^{-2\delta Kt}$, we can estimate $G_\eta - 2C_\eta Ke^{-2\delta Kt} \geq -G_\eta$. By the Kato inequality, we can estimate

$$|\nabla A|^2 - \left(\frac{1}{n-m+1} + \eta\right)|\nabla H|^2 \geq \frac{n+2}{3} \left[\frac{3}{n+2} - \frac{1}{n-m+1} - \eta\right]|\nabla A|^2 \\\n\geq \frac{\beta}{2} |\nabla A|^2,$$

where

$$\beta := \frac{1}{2} \left(\frac{3}{n+2} - \frac{1}{n-m+1}\right),$$

so long as $\eta \leq \left(2 - \frac{3}{2(n+2)}\right) \beta$. Estimating, finally,

$$2\delta C_\eta K^2 e^{-2\delta Kt} \leq 2\delta KG_\eta,$$

we arrive at

$$(\partial_t - \Delta)G_\eta \geq -2(|A|^2 + nK)G_\eta + \beta|\nabla A|^2 - 2\delta KG_\eta.$$  

Similarly,

$$(\partial_t - \Delta)G_0 \geq -2(|A|^2 + nK)G_0.$$  

We can now proceed exactly as in [16, Theorem 4.8]: We seek a bound for the ratio $\frac{|\nabla A|^2}{G_\eta G_0}$. Note that, at a local spatial maximum of $\frac{|\nabla A|^2}{G_\eta G_0},$

$$0 = \nabla_k \left[\frac{|\nabla A|^2}{G_\eta G_0}\right] = 2 \left\langle \nabla_k \nabla A, \nabla A \right\rangle \left[\frac{\nabla G_\eta}{G_\eta G_0} + \frac{\nabla G_0}{G_\eta G_0}\right].$$  

In particular,

$$4 \left|\frac{|\nabla A|^2}{G_\eta G_0} \left\langle \frac{\nabla G_\eta}{G_\eta}, \frac{\nabla G_0}{G_0}\right\rangle\right| \leq \left|\frac{|\nabla A|^2}{G_\eta G_0} \left\langle \nabla G_\eta, \nabla G_0\right\rangle\right| \leq 4 \left|\nabla^2 A\right|^2.$$
Suppose that $\frac{\vert \nabla A \vert^2}{G_\eta G_0}$ attains a parabolic interior local maximum at $(p_0, t_0)$. Then, at $(p_0, t_0)$,

$$0 \leq (\partial_t - \Delta) \frac{\vert \nabla A \vert^2}{G_\eta G_0}$$

$$= \frac{(\partial_t - \Delta) \vert \nabla A \vert^2}{G_\eta G_0} - \frac{\vert \nabla A \vert^2}{G_\eta G_0} \left( \frac{(\partial_t - \Delta) G_\eta}{G_\eta} + \frac{(\partial_t - \Delta) G_0}{G_0} \right)$$

$$+ \frac{2}{G_\eta G_0} \left\langle \nabla \frac{\vert \nabla A \vert^2}{G_\eta G_0}, \nabla (G_\eta G_0) \right\rangle + 2 \frac{\vert \nabla A \vert^2}{G_\eta G_0} \left\langle \nabla G_\eta \frac{\nabla G_\eta}{G_\eta}, \nabla G_0 \frac{\nabla G_0}{G_0} \right\rangle$$

$$\leq \frac{\vert \nabla A \vert^2}{G_\eta G_0} \left( (c_n + 4) (\vert A \vert^2 + nK) + 2\delta K - \beta \frac{\vert \nabla A \vert^2}{G_\eta} \right)$$

and hence

$$\frac{\vert \nabla A \vert^2}{G_\eta G_0} \leq \frac{(c_n + 4) (\vert A \vert^2 + nK) + 2\delta K}{2C_0 K + \frac{3}{n+2} H^2 - \vert A \vert^2}.$$ 

Since

$$\vert A \vert^2 \leq \frac{1}{n - m + \alpha} H^2 + 2(m - \alpha) K,$$

we obtain, at $(p_0, t_0)$,

$$\frac{\vert \nabla A \vert^2}{G_\eta G_0} \leq C,$$

where $C$ depends only on $n$ and $\alpha$.

On the other hand, since $G_0 > C_0 K$ and $G_\eta > C_\eta K e^{-2\delta K t}$, if no interior local parabolic maxima are attained, then, by Proposition 4.1, we have for any $t \geq \lambda_0 K^{-1}$

$$\max_{M^n \times \{t\}} \frac{\vert \nabla A \vert^2}{G_\eta G_0} \leq \max_{M^n \times \{\lambda_0 K^{-1}\}} \frac{\vert \nabla A \vert^2}{G_\eta G_0}$$

$$\leq \frac{\vert \nabla A \vert^2}{C_0 C_\eta K^2 e^{-2\delta \lambda_0}}$$

$$\leq \frac{\Lambda_1 e^{\lambda_0}}{C_0 C_\eta}$$

$$\leq \Lambda_1 e^{\lambda_0}.$$

The theorem now follows from Young’s inequality. □

**Remark 4.3.** Fixing $\eta$ in (4.4) yields the cruder estimate

$$\vert \nabla A \vert^2 \leq C (H^4 + K^2),$$

where $C = C(n, \alpha, V, \Theta)$. Indeed, an estimate of this form may actually be obtained without the aid of the cylindrical estimate (simply take
\[ \eta = \frac{1}{n-m+\alpha} - \frac{1}{n-m+1}, \quad \delta = 0, \quad \text{and} \quad C_n = 2(m - \alpha) \text{ in the proof}. \] A non-quantitative version of the cylindrical estimate without the exponential decay term may then be obtained via a blow-up argument as in the proof of the convexity estimate (Theorem 5.1) below (cf. [17]).

The gradient estimate can be used to bound the first order terms which arise in the evolution equation for \( \nabla^2 A \). A straightforward maximum principle argument exploiting this observation yields an analogous estimate for \( \nabla^2 A \).

**Theorem 4.4** (Hessian estimate (cf. [6, 12]). Let \( X : \mathcal{M}^n \times [0, T) \rightarrow S^{n+1}_K \) be a solution to mean curvature flow with initial condition in the class \( C^m_n(K, \alpha, V, \Theta) \). There exists \( C = C(n, \alpha, V, \Theta) \) such that

\[ |\nabla^2 A|^2 \leq C(H^6 + K^3) \quad \text{in} \quad \mathcal{M}^n \times [\lambda_0 K^{-1}, T). \]

**Proof.** The proof is the same as that of [16, Theorem 4.11]. \( \square \)

An inductive argument, exploiting estimates for lower order terms in the evolution equations for higher derivatives of \( A \) as in Theorem 4.4, can be applied to obtain estimates for spatial derivatives of \( A \) to all orders. The evolution equation for \( A \) then yields bounds for the mixed space-time derivatives (cf. [12, Theorem 6.3 and Corollary 6.4] and [16, Theorem 4.14]).

### 5. A Convexity Estimate

Following White [20], the gradient estimates allow us to obtain a convexity estimate via a blow-up argument.

**Theorem 5.1.** Let \( X : \mathcal{M}^n \times [0, T) \rightarrow S^{n+1}_K \) be a solution to mean curvature flow with initial condition in the class \( C^m_n(K, \alpha, V, \Theta) \). For every \( \eta > 0 \) there exists \( h_\eta = h_\eta(n, \alpha, V, \Theta, \eta) < \infty \) such that

\[ |H|(p, t) \geq h_\eta \sqrt{K} \quad \implies \quad \lambda_1(p, t) \geq -\eta |H|(p, t) . \]

**Proof.** Let \( \eta_0 \) be the infimum over all \( \eta > 0 \) such that the conclusion holds. By the quadratic pinching hypothesis, \( \eta_0 < \infty \). Suppose, contrary to the claim, that \( \eta_0 > 0 \). Then we can find a sequence of mean curvature flows \( X_j : \mathcal{M}_j \times [0, T_j) \rightarrow S^{n+1}_K \) with initial data \( X_j(\cdot, 0) : \mathcal{M}_j \rightarrow S^{n+1}_K \) in the class \( C^m_n(K, \alpha, V, \Theta) \) and a sequence of points \( p_j \in \mathcal{M}_j \) and times \( t_j \in [0, T_j) \) such that

\[ H_j(p_j, t_j) \rightarrow \infty \quad \text{and} \quad \frac{\lambda_j^j}{H_j}(p_j, t_j) \rightarrow -\eta_0 . \]

After translating in time, translating and rotating in \( \mathbb{R}^{n+2} \), and parabolically rescaling by \( H(p_j, t_j) \), we obtain a sequence of flows \( \tilde{X}_j : \mathcal{M}_j \times \]
\( (-\hat{T}_j, 0) \rightarrow (S^{n+1}_{K_j} - K_j^{-\frac{1}{2}} e_{n+2}) \) such that, at the spacetime origin, \( \hat{H}_j \equiv 1 \) and \( \lambda_j^2/\hat{H}_j \rightarrow -\eta_0 \), where \( K_j := H_j^{-2}(p_j, t_j)K \) and \( \hat{T}_j := H_j^2(p_j, t_j)t_j \).

By Proposition 4.1, \( \hat{T}_j \) is bounded uniformly from below. By the gradient estimates, \( |\hat{A}_j| \) is bounded uniformly in a backward parabolic cylinder of uniform radius about the spacetime origin. By standard bootstrapping arguments, we obtain a limit flow \( X_\infty : M_\infty \times (-T_\infty, 0] \rightarrow \mathbb{R}^{n+1} \times \{0\} \) on which \( \lambda_\infty^2/H_\infty \) attains a negative local parabolic minimum, \( -\eta_0 \), at the spacetime origin. But this violates the strong maximum principle for the second fundamental form [20, Appendix]. \( \square \)

6. Singularity models

To illustrate the utility of our pinching estimates, we will obtain a precise description of singular regions after performing certain types of ‘blow-ups’.

Let \( X : M \times [0, T) \rightarrow S^{n+1}_K \) be a maximal solution to mean curvature flow such that \( T < \infty \). Standard bootstrapping estimates imply that

\[
\limsup_{t \to T} \max_{M \times \{t\}} |A|^2 = \infty.
\]

Following standard nomenclature, we say that the “finite time singularity” is type-I if

\[
\limsup_{t \to T} (T - t) \max_{M \times \{t\}} |A|^2 < \infty
\]

and type-II otherwise.

Well-known ideas due to Hamilton (see, for example, [5,11]) yield a classification of certain blow-up sequences. For type-I singularities, we obtain the following.

**Theorem 6.1** (Finite time type-I singularities). Let \( X : M \times [0, T) \rightarrow S^{n+1}_K \) be a solution to mean curvature flow which undergoes a finite time type-I singularity. Suppose that \( X(\cdot, 0) \) satisfies (1.1) for some \( m \). Given sequences of times \( t_j \in [0, T) \) and points \( p_j \in M \) such that \( \limsup_{j \to \infty} |A(p_j, t_j)| \rightarrow \infty \), the sequence of solutions \( X_j : M \times [-r_j^{-2}t_j, 1) \rightarrow r_j^{-1}(S^K_n - e_{n+2}) \subset \mathbb{R}^{n+2} \) obtained by translating the point \( (X(p_j, t_j), t_j) \) to the spacetime origin in \( \mathbb{R}^{n+2} \times \mathbb{R} \), rotating so that \( T_0(S^K_n - X(p_j, t_j)) \) becomes \( \mathbb{R}^{n+1} \times \{0\} \) and parabolically rescaling by \( r_j^{-1} := (T - t_j)^{-\frac{1}{2}} \), converge locally uniformly in the smooth topology, after passing to a subsequence and performing a fixed rotation, to a maximal, locally convex, type-I ancient solution \( X : (\mathbb{R}^k \times M^{n-k}_\infty) \times \).
\((-\infty, 1) \to \mathbb{R}^{n+1}\) to mean curvature flow in \(\mathbb{R}^{n+1}\), \(k < m\), which satisfies
\[
|\nabla A|^2 \leq c \left( \frac{1}{n-m+1} H^2 - |A|^2 \right) H^2,
\]
where \(c\) depends only on \(X(\cdot, 0)\) and the restriction \(X|_{\{0\} \times \mathcal{M}_{\infty}^{n-k}}\) is locally uniformly convex and solves mean curvature flow in \(\{0\} \times \mathbb{R}^{-k+1}\).

If \(k = m - 1\), then \(X|_{\{0\} \times \mathcal{M}_{\infty}^{n-k}}\) is totally umbilic, else
\[
|A|^2 < \frac{1}{n-m+1} H^2.
\]

**Proof.** Using Theorems 3.1, 4.2 and 5.1, the conclusion is obtained as in [11, Section 4] (strict inequality in the quadratic pinching when \(k < m - 1\) follows from the strong maximum principle).

**Remark 6.2.** In fact, in Theorem 6.1, the blow-up is a shrinking round orthogonal cylinder for every \(k\). Indeed, using Hamilton’s extension of Huisken’s monotonicity formula to general ambient spaces [4] and his matrix Harnack estimate for the heat equation [3], we may proceed as in [9] to show that the the blow-up is a Euclidean self-shrinking solution. By Theorem 5.1, the limit is weakly convex. The conclusion then follows from Huisken’s classification result [10]. We believe that it should be possible to reach this conclusion without using the monotonicity formula, however.

For type-II singularities, we obtain the following.

**Theorem 6.3 (Finite time type-II singularities).** Let \(X : \mathcal{M} \times [0, T) \to \mathbb{S}_K^{n+1}\) be a solution to mean curvature flow which undergoes a finite time type-II singularity. Suppose that \(X(\cdot, 0)\) satisfies (1.4) for some \(m\). There are sequences of times \(t_j \in [0, T)\), points \(p_j \in \mathcal{M}\) and scales \(r_j \to 0\) such that the sequence of solutions \(X_j : \mathcal{M} \times [-r_j^{-2} t_j, r_j^{-2} (T - t_j - j^{-1})] \to r_j^{-1} (\mathbb{S}_K - e_{n+2}) \subset \mathbb{R}^{n+2}\) obtained by translating \((X(p_j, t_j), t_j)\) to the spacetime origin in \(\mathbb{R}^{n+2} \times \mathbb{R}\), rotating so that \(T_0(\mathbb{S}_K^{n+1} - X(p_j, t_j))\) becomes \(\mathbb{R}^{n+1} \times \{0\}\) and parabolically rescaling by \(r_j^{-1}\), converge locally uniformly in the smooth topology, after passing to a subsequence and performing a fixed rotation, to a locally convex eternal solution \(X : (\mathbb{R}^k \times \mathcal{M}_{\infty}^{n-k}) \times (-\infty, 0) \to \mathbb{R}^{n+1}\) to mean curvature flow in \(\mathbb{R}^{n+1}\), \(k < m - 1\), which satisfies
\[
|A|^2 < \frac{1}{n-m+1} H^2 \text{ and } |\nabla A|^2 \leq c \left( \frac{1}{n-m+1} H^2 - |A|^2 \right) H^2,
\]
where \(c\) depends only on \(X(\cdot, 0)\) and the restriction \(X|_{\{0\} \times \mathcal{M}_{\infty}^{n-k}}\) is a locally uniformly convex translating solution to mean curvature flow in \(\{0\} \times \mathbb{R}^{-k+1}\). If \(k = m - 2\), then \(X|_{\{0\} \times \mathcal{M}_{\infty}^{n-k}}\) is the bowl soliton.
Proof. Using Theorems 3.1, 4.2 and 5.1 the conclusion is obtained by proceeding as in Section 4] and applying the classification result from [2] (strict inequality in the quadratic pinching on the limit follows from the strong maximum principle).
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