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ABSTRACT
Detecting opportunities and threats from massive text data is a challenging task for most. Traditionally, companies would rely mainly on structured data to detect and predict risks, losing a huge amount of information that could be extracted from unstructured text data. Fortunately, artificial intelligence came to remedy this issue by innovating in data extraction and processing techniques, allowing us to understand and make use of Natural Language data and turning it into structures that a machine can process and extract insight from. Uncertainty refers to a state of not knowing what will happen in the future. This paper aims to leverage natural language processing and machine learning techniques to model uncertainties and evaluate the risk level in each uncertainty cluster using massive text data.

1 Introduction
For a sector such as agriculture, unmanaged risks can potentially cause serious consequences. That goes as far as creating extensive financial and economic losses nationwide and worldwide. In fact, agricultural risks stand at the heart of the biggest crisis the world faces nowadays: food insecurity. The increasing amount of uncertainties that stakeholders in agriculture have to deal with are immense and overwhelming [1, 2].

Agriculture has been known throughout the years to be the backbone of global economy. And thus, in order to increase economic growth, ensure food security and reduce poverty, it is crucial that we innovate strategies to deal with the ever-changing environment in which agriculture operates. Fortunately, human evolution has paved the way for bigger possibilities due to the industrial technology waves. Many fields, among which agriculture, benefit largely from what technology has to offer in order to improve their end results [3, 4, 5].

The integration of artificial intelligence [6, 7] and data science [8] has revolutionized the practice of agriculture and improved its precision and accuracy. Known as smart agriculture [9, 10], smart farming [11, 12] or agriculture 4.0 [13, 14], this discipline offers many advantages and unprecedented analytical potential, notably in agricultural risk assessment.

Managing risk in agriculture faces two types of problems: anticipated events and unplanned events. Anticipated problems can be assessed and managed systematically according to policies while unplanned events can be challenging as they limit the assessment process and its application.

To identify and monitor uncertainties that matter, the majority of research dealing with risk in the agricultural sector focuses only on quantitative data. The latter is numerical and structured and lack accessibility.
It has been proven that textual and unstructured data embeds non-trivial latent knowledge that can provide significant value for analysis [15, 16, 17]. In fact, projections from International Data Corporation (IDC) predict that, by 2025, almost 80% of worldwide data will be unstructured. And for numerous large companies, that critical mass has been already reached. When structured data fails to provide the analysis needed to identify trends in the agricultural sector, risk managers seek the information in news and text documents. That task requires significant time and effort.

Extracting useful information and combining knowledge from multiple and heterogeneous data sources improves the extracted insight as it enhances completeness and reliability [18, 19]. However, this process is challenging as it involves gathering data from several sources, analysing and understanding unstructured data in natural language in order to identify and classify risk clusters and finally evaluating and assessing the uncertainties.

This paper proposes a solution that leverages unstructured data to identify and model uncertainties in an effective and cost-efficient manner. It focuses on detecting and modeling uncertainties derived from unstructured text data.

The remainder of this paper is organized as follows: section two presents the principles and basics of risk management, section three introduces some relevant natural language processing techniques, section four discusses the related works, section five presents the proposed approach and finally the last section discusses the results.

2 Classification and Assessment of Agricultural Risk Management

According to the Project Management Institute’s PMBOK, risk is “an uncertain event or condition that if it occurs has a positive or negative effect on a project’s objectives” [20]. The APM Body of Knowledge defines it as “an uncertain event or set of circumstances that, should it or they occur, would have an effect on achievement of one or more project objectives”. And the Institution of Civil Engineers RAMP6 describes risk as “a possible occurrence which could affect (positively or negatively) the achievement of the objectives of the investment”. All these definitions encompass two concepts that Dr. David Hillson simplified as: “uncertainty that matters”.

Agricultural activity has always been prone to a wide range of uncertainties. Due to the nature of the environment in which it operates, evaluating and managing uncertainties in agriculture is challenging in practice as it is in theory. Conventionally, we distinguish between four key components in Agricultural Risk Management: Risks, Stakeholders, Strategies, and Interventions.

The identification, assessment, and management of these components is not linear in nature, a holistic and integrated perspective is needed to better illustrate the dynamicity between them [21].

The following focuses on discovering two of the four components: types of risks and stakeholders; the other two components are associated with finding solutions, which won’t be addressed in this study.

In general, the literature in the field of agricultural risks focuses on a limited set of sources in identifying risks, with a slight difference in terms of classification.

OECD Secretariat proposed a presentation of agricultural risks, combining two dimensions [22] (as shown in table 1). This presentation has been adapted from approaches given by various authors [23, 24, 25].

The World Bank, on the other side, classified the types of risk into three categories [21], as shown in table 2.

To ensure relevance and pertinence, it is important that we keep sources in check. Stakeholders in agriculture have an influence that spreads wide and far. Disclosing information regarding risks and constraints begins with identifying the possessors of that information. Hence, it is crucial to uncover the main actors in the sector of agriculture and link their relationship to the risks mentioned formerly.

The World Bank classifies the stakeholders into three major categories [21], as shown in table 3.

Having identified the fundamentals for the risk study, we proceed to the second stage of risk management: risk assessment. The scientific literature mainly differentiates between two types of models: quantitative and qualitative risk assessment. Qualitative models are techniques which focus on subjective assessment of outcomes: causes and consequences, while quantitative models concentrate on numerical values and the calculation of probabilities.

There are several methods used to measure and evaluate risks, each is suitable for a certain type(s) of risk: What if, Fuzzy matrix [26], Scenario analysis [27], Event Tree Analysis (ETA) [28], Fault Tree Analysis (FTA) [28], Delft Technique [29], Monte-Carlo simulation [30], Cost-benefit analysis (CBA) [31], Value-at-Risk (VAR) [32] and Variation-covariation method.
Table 1: Classification of types of risks in agriculture according to OECD

| Type of risk               | Micro (idiosyncratic) risk affecting an individual household | Meso (Covariant) risk affecting groups of households of communities | Macro (Systemic) risks affecting regions or nations |
|----------------------------|-------------------------------------------------------------|---------------------------------------------------------------------|---------------------------------------------------|
| Market/Prices              | -                                                          | Changes in price of land, new requirements from food industry       | Changes in input/output prices due to shocks, trade policy, new markets, endogenous variability... |
| Production                 | Hail, frost, non-contagious diseases, personal hazards (illness, death) assets risks | Rainfall, landslides, pollution                                     | Floods, droughts, pests, contagious diseases, technology |
| Financial                  | Changes in income from other sources (non-farm)             | -                                                                  | Changes in interest rates/value of financial assets/access to credit |
| Institutional/Legal        | Liability risk                                             | Changes in local policy or regulations                              | Changes in regional or national policy and regulations, environmental law, agricultural payments |

Table 2: Classification of types of risks according to World Bank

| Type of risk      | Examples                                                                 | Sections affected                                                                 |
|-------------------|--------------------------------------------------------------------------|------------------------------------------------------------------------------------|
| Production Risks  | Nonextreme weather events, catastrophic weather events, Outbreaks of pests and diseases, damage caused by animals, fire and wind, Human-induced problems (theft, arson, etc), | Yields, supply chain, product quality, disruption in the flow of goods and services. |
| Market risks      | Prices for inputs and outputs, local and global supply and demand, exchange rate, interest rate, counterparty | Price, quality, availability, access to necessary products and services            |
| Enabling environment risks | Changes in government or business regulations, changes in the macroeconomic environment, political risks, conflict, trade restrictions, logistics, corruption. | Decision-making, productivity, market options, changes in yields quantity and quality, disruptions in the flow of goods, services, information, finance. |

These methods usually require a considerable amount of historical statistical data and an extensive in-depth knowledge of the nature of each of the risks. Most of them rely on stakeholders and experts for information acquisition, which, despite all efforts to bring objectivity, prove to have a bias in prioritizing certain types of risks over others.

Having covered the basic concepts surrounding risk and risk assessment in agriculture, the next step is to clarify the notions related to the technical side of this study, which are related to Machine Learning algorithms used for unstructured data.

Table 3: Different stakeholders/actors in agriculture

| Stakeholder                     | Types                                                                 |
|---------------------------------|-----------------------------------------------------------------------|
| Producers                       | Operators of marginal, small, medium-size and large-scale farms       |
| Commercial sector stakeholders  | Commercial stakeholders, traders, wholesalers, retailers, financial institutions, input providers. |
| Public sector                   | Public sector institutions, parastatals, government, donors            |
3 Natural Language Processing

Unstructured data is data that is unorganized and raw, it doesn’t adhere to a conventional data model or schema and thus cannot be stored in a relational database. It can be both textual or non-textual, and human or machine generated.

Over the past few years, many tools in modern analytics have emerged to solve this struggle and help transform unstructured data into actionable intelligence. One of which is text analytics, using Natural Language Processing (NLP) and Machine Learning (ML).

Machines rely on formal languages to represent information, whereas, we, as humans, rely on multiple criteria to represent and interpret information. NLP is a subfield of computer science and artificial intelligence which studies computational techniques to enable machines to understand and communicate in human language. The applications of NLP can either be used directly or serve as subtasks to larger tasks.

In this study we relied on analyzing our text data following three criteria: syntax (Grammar, Word Order, Word Endings, Speech) semantics (Word meanings, How words link together, Sequencing) and pragmatics (Context, Conversation, Social).

The following sections however will focus on enumerating mainly the algorithms and techniques that we used to perceive information on a semantics and pragmatics levels as the syntax level is pretty standard and similar to previous researches.

3.1 Part-Of-Speech Tagging

Part-Of-Speech (POS) tagging \[33, 34, 35, 36\] is the process of tagging a word in a document to its grammatical category that it serves within the sentence.

3.2 Question Answering

“Question Answering is a fundamental problem in Natural Language Processing where we want the computer system to be able to understand a corpus of human knowledge (context) and answer questions provided in Natural Language” \[37\].

The goal behind a QA model is to compute a system that would be able to understand a passage and answer a question about it \[38, 39, 40, 41\].

The most recent advances in neural networks and deep learning have paved the way for QA models to evolve achieving significant results in terms of performance metrics. Most of these models rely on Stanford Question Answering Dataset (SQuAD) for training.

The SQuAD was published by Rajpurkar et al. \[42\]. The data set contains +100K training examples. Each example is a triplet of three elements:

- Context: a document or paragraph in natural language (English)
- Question: a question about the context written in English
- Answer: a ground-truth (label or target) answer about the aforementioned question.

The specificity of SQuAD is that all the answers are supposed to be continuous spans of the input context. It means that no matter the question, the answer will be a group of consecutive words from the input paragraph. This means that in order to apply a model trained on SQuAD, we have to be sure the answer to the question we are asking actually lies within the context paragraph and it is continuous and not fragmented.

To sum up, a model trained on SQuAD takes as input a paragraph and a question and outputs the most likely span of the paragraph that could serve as answer to the given question.

Reading comprehension problem formulation:

- **Input**: a training set \(D\) of \(N\) examples
  \[
  D = \{(p_i, q_i, a_i) | i \in \{1, \ldots, N\} \}
  \]
  where \(p_i, q_i\) and \(a_i\) respectively denote the context paragraph, the question and the target answer of the \(i\)th example.

- **Output**: a function \(f\) that takes as input a context paragraph \(p\) and a question \(q\) and returns an answer \(a = f_\Theta(p, q)\) from paragraph \(p\) that maximizes the expected log-probability \(\mathbb{E}_{(p, q, a) \sim D}[\log(\mathbb{P}(a | p, q, \Theta))]\)
3.3 Latent Dirichlet Allocation

Topic modelling algorithms are used to extract a set of topics from a large collection of documents. Latent Dirichlet Allocation (LDA) is an unsupervised machine learning technique and one of the common probabilistic topic models using posterior inference, to analyze large collections of documents with the aim to discover the latent topics that pervade the texts [43].

The intuition behind LDA model is that each document exhibits multiple topics, through a set of rules. The reality is however different as the only observable features we have are the documents and the words appearing in each of them. The other parameters are hidden. The goal of LDA is to infer the latent variables by computing their distribution conditioned on the documents, based on a set of given rules which are called “hyper-parameters”.

3.4 Sentiment analysis

Text information can be categorized into two main types: facts and opinions. Facts consist of objective reality, while opinions are subjective views and judgements that describe sentiments and feelings formed toward a certain topic. Opinions can either be direct or comparative, and explicitly expressed or implicitly implied in a neutral sentence.

Sentiment analysis or Opinion Mining [44] is the automated process of identifying and extracting opinions about a given subject from text data. It can be applied on complete documents (full paragraphs), single sentences or sub-expressions within a phrase [45, 46, 47].

Sentiment analysis can be modeled as a classification problem with two sub-tasks:

• Subjectivity classification: where the model determines whether a sentence is subjective or objective.
• Polarity classification: where the model determines whether the opinion expressed in the sentence is positive, negative or neutral.

For sentiment analysis for this project, we choose to work with polarity classification, and more specifically: Valence-Aware Dictionary for sentiment Reasoning (VADER). We present the algorithm below.

3.4.1 VADER Sentiment Analysis

Valence-Aware Dictionary for sentiment Reasoning is a rule-based “gold-standard sentiment lexicon that is especially attuned to microblog-like contexts. It combines quantitative and qualitative methods that embody grammatical and syntactical conventions for expressing and emphasizing sentiment intensity” [48].

VADER was originally accommodated to work on micro-blog like contexts, yet it smoothly generalizes to multiple domains and outperforms most of the traditional Sentiment Analysis methods.

Based on a humanly crafted valence-based sentiment lexicon, VADER doesn’t require any training data, and thus allows a speed-up gain in terms of performance especially when applied to online streaming data.

3.4.2 VADER scoring method

Given a certain text, VADER returns the following:

• Compound score (CS): it’s a uni-dimensional measure of a “normalized, weighted composite score”. It is computed by calculating the sum of all the valence-based scores of each word in the lexicon, and then normalized between -1 (most extreme negative) and +1 (most extreme positive).
• Positive, negative and neutral scores: they are multidimensional measures of sentiment that represent the ratios for proportions of the text that fall in each of those categories. The positive, negative and neutral scores add up to be 1.

This scoring method incorporates quantification derived from the impact of grammatical and syntactical rules described in [48] to compute the intensity of sentiment on a sentence-level text.

4 Related Works

Risk Management is majorly reliant on the usage of quantitative data. However, over the past few years, researchers have started to shift their attention toward unstructured data to extract analytical insights for intelligent data-driven decision making.
The inclination toward the use of textual data is mostly present within the financial and economical fields [49, 50, 51]. Researchers have started to depend on text mining techniques and semantic approaches to model additional risks such as determining the predictability of financial markets through the interpretation of sentiment in online social media and news [52], and forecasting risk and return in stock markets by incorporating Natural Language Processing algorithms to classify news articles content [53].

The most recent works attempting to leverage unstructured data have undertaken a different tactic in risk modeling by combining different NLP models at once to improve performance, mainly through constructing features.

Tai [54] introduced a detailed multi-factor sentiment analysis method to evaluate the volatility of the financial market from intangible data, using NLP algorithms such as sentiment analysis (Loughran-McDonald, Harvard GI), similarity (Jaccard, Cosine), readability (Fog, Flesch) and topic modeling (LDA).

On the other hand, Wahyudin [55] based his risk analysis methodology on clustering documents based on term presence using K-Means algorithm. He then, in order to quantify the risk level within each cluster, merged the sentiment score (SentiWordNet 3.0) with the term importance (TF-IDF). Finally, to evaluate the clusters quality, he used Silhouette function and Sum of squared error. As for sentiment analysis evaluation, he performed manual analysis.

Tai [54] relied mainly on sentiment analysis to study volatility and the changes within the texts, while Wahyudin [55] relied on document clustering to group together documents that discuss the same type of risk.

Colladon et al. [51] propose a new textual data index extracted from Italian press capable of predicting the Italian stock market in the COVID-19 crisis and demonstrate the improvement using a forecasting model.

Although the state-of-the-art solutions focus mainly on risk analysis in the financial and economical fields, we can still convey that knowledge and adapt it to suit the agricultural risk management system. In fact, the very nature of the field is of little importance when dealing with solutions that aim to extract insight from unstructured data. Machine learning algorithms operate differently from the human mind as they rely on statistical methods to understand text data, which allows them to maintain uniformity even when the context changes.

What previous works failed to bring is a way to evaluate the validity of the sentiment scores of topics that is somehow automated. This research brings that layer of validation by making use of Question Answering, which allows for the analyst to make sure his risk detection or score is reviewed.

5 Proposed Approach for Uncertainty Extraction, Scoring and Evaluation

The objective of the proposed model is to extract all topics from a database containing news articles and papers regarding African Agriculture, these topics will be called “uncertainties”. Next, in order to assess which of these uncertainties matter and to which degree, Sentiment Analysis will be used to evaluate the sentiment in each of the topics. Finally, to be able to interpret the results and analyze them, the model relies on QA algorithm to check the exact answers to the formulated questions regarding each uncertainty.

As opposed to the financial field, the agriculture field doesn’t have enough open source data to allow deep extraction and analysis of uncertainties.

In this paper, the structure of the proposed solution includes five main phases; Data Extraction, data pre-processing, uncertainty extraction, uncertainty scoring and uncertainty evaluation.

The rest of the article will go into more detail on each of these steps of the whole process.

5.1 Data Extraction and Pre-processing

This study depended mainly on information available online and in English.

The final choices of sources were:

• Scidev.net: An independent news network operated by Centre for Agriculture and Biosciences International (CAB) which is a not-for-profit organization established under a United Nations treaty agreement. It’s a source of reliable and authoritative news, views and analysis on information about science and technology for global development.

• The Conversation Africa: An independent source of news and views from the academic and research community. It consists of a team of professional editors working with university and research experts to unlock their knowledge for use by the public.
This paper relies on extracting the title and content of articles from 2015 to 2019.

For the pre-processing of data, this study started off with cleaning the data through processes during which incomplete, incorrect, inaccurate or irrelevant parts of the data are replaced, modified or deleted. Second, data is combined from both sources into a uniform representation under one csv file. The step that comes after that is the data transformation which is converting the data from one format to another through the application of multiple processes: case normalization, tokenization and segmentation, lemmatization and noise removal (such as punctuation and stop words).

5.2 Uncertainty extraction

This phase is the focal point of the proposed solution. For feature extraction, we use Bag of Words (BoW) model and for topic modeling, we rely on LDA. BoW is a representation of text that describes the occurrence of words within a document. Next, three approaches are run: LDA, LDA with TF-IDF, and Guided LDA, on the pre-processed content using BoW to explore the terms occurring in each extracted topic and their relative weights. To keep only domain specific content, we run TF-IDF to weigh down the frequent terms while scaling up the rare ones.

The study then tries a different approach where it doesn’t just explore the documents, but also guides the exploration towards the distinctions that we find to be more interesting. Namely, we want to provide the model with seed words that are representative of the articles. A way to do so is to use the information in the headlines. As shown in Figure 2, we will extract the main terms from the headlines using TF-IDF. And use the agricultural risk tables from section

Figure 1: Proposed Model
2 to extract a lexicon. These will be the discriminating features that we feed to the LDA model as initial sets of seed words.

The final output of this phase is a topic-term distribution matrix and a document-topic distribution matrix. The probability distribution of the topics in the article is accounted for by the Document-Topic matrix. Similarly, the Topic-Terms matrix accounts for the probability distribution of words derived from that topic.

5.3 Uncertainty scoring

At this stage, having distinguished the uncertainties that dominate each document and their respective distributions, what’s needed is to extract the sentiment of each of the extracted topics. A negative or positive sentiment would mean that the uncertainty matters and it should be considered as a risk, while a neutral sentiment can have us discard the uncertainty extracted.

First, we go back to our unprocessed content file, and tokenize each document by sentence.

Second, we run VADER Sentiment Analyzer on each of the documents. The model shall return a positive, negative, neutral and CS per document. We cluster the documents based on their CS as shown in the Figure 3.

Afterward, we’ll go back to the LDA output: Document-Topic Distribution Matrix, we’ll keep the distribution of the topic that most represents a document and discard the other distributions. Then, we’ll cluster together the documents that share the same topic, and compute the sentiment score (SS) of each topic.

5.4 Uncertainty evaluation

The uncertainty evaluation is the last step of the proposed solution. To ensure that proper sentiment scores were returned, QA model will be used.

This phase requires human intervention at two levels: first in formulating the questions and choosing the documents that we input to the QA model, and second in the interpretation of the answer obtained by the QA model.

The study will rely on topic-terms distribution matrix from the LDA model to formulate the questions. The answer provided by the QA model will allow the interpretation of the sentiment score and the evaluation of the results given in the previous phase.

Finally, the final results will be organized combining expert intervention with the models’ results to produce a proper analysis on the uncertainties extracted from the data.
Figure 3: The process of Uncertainty Scoring

Figure 4: The process of uncertainty assessment phase
6 Results and Discussion

6.1 Topic Modeling

For the topic modeling part, we started with the conventional LDA model. First, we use BoW model. We create a dictionary from “text-list” containing the number of times a word appears in the training set. Then we filter out rare words that appear in less than 15 documents and common words that appear in more than 90 percent of the documents. Finally, we kept the first 3000 most frequent terms. We then run LDA model on the BoW output. We set the number of topics to 6 and the number of words to appear per topic to 10.

Second, we apply TF-IDF transformation to the entire corpus. Afterward, we run LDA model. We run and compare multiple variants of LDA models (LDA, LDA with TF-IDF and GuidedLDA). LDA with TF-IDF showed the best performances the results are shown in Table 4.

Table 4: LDA applied on TF-IDF (Topic-Term Distributions)

| LDA-TF-IDF | Topic 0 | Topic 1 | Topic 2 | Topic 3 | Topic 4 | Topic 5 |
|------------|---------|---------|---------|---------|---------|---------|
| Word 1     | seed    | data    | climate | irrigation | land    | cassava |
| Word 2     | disease | fishery | change  | innovation | reform  | loss    |
| Word 3     | city    | seed    | tree    | land      | water   | fall    |
| Word 4     | variety | soil    | specie  | soil      | climate | disease |
| Word 5     | water   | land    | rainfall | insect    | farm    | study   |
| Word 6     | technology | smallholder | group | youth | household | weather |
| Word 7     | maize   | conservation | plant | woman | energy | research |
| Word 8     | wheat   | water   | policy  | report | system  | scientist |
| Word 9     | pest    | information | growth | initiative | trade | potato |
| Word 10    | woman   | farmer  | seed    | reform  | change | variety |

In this particular case, LDA using TF-IDF returned interpretable results compared to other methods. From a sector specific point of view, we labeled the extracted topics as shown in Table 5. We carried on the next steps using the outcome from the LDA using TF-IDF model.

Table 5: Labeled topics list

| Topic number | Topic name                   |
|--------------|------------------------------|
| Topic 0      | Agricultural technical innovation |
| Topic 1      | Weather conditions           |
| Topic 2      | Economical ecosystem         |
| Topic 3      | Land management              |
| Topic 4      | Geological optimization      |
| Topic 5      | Crop mixes                   |

Thus, we extracted the Document-Topic Distributions of the LDA using TF-IDF model. The results of this computation are shown in Table 6. Each line gives us the distribution of each of the topics in the columns per document. And so for each pair (a, b): “a” refers to the topic’s number on that column, and “b” refers to the distribution of that same topic in the document ID of that same line.

6.2 Uncertainty scoring

For uncertainty scoring, we apply VADER Sentiment analysis on the content file. Then we extract the compound score relative to each document. Next, we compute the Sentiment Score (SS) for each topic.

And applying the formula mentioned in the previous section, we obtain the scores for each topic (Table 7)

As shown in table 7. Topic 0: Agricultural tech innovation, and Topic 2: Economical ecosystem, have considerable high scores in the positive range which means that they represent opportunities for agricultural domain. As opposed to the other remaining topics (Topic 1, Topic 3, Topic 4, Topic 5) whose scores are closer to the neutral range. Consequently the latest need further context analysis to determine whether they relate to opportunities or risks. Sentiment Scores are a reflection of word scores used in the document, and so a neutral score given to a certain topic would mean that the words used around that topic have a neutral tone, a positive score given to a certain topic would mean that the
words used around that topic have a positive tone, and a negative score given to a certain topic would mean that the words used around that topic are more of negative tone. Checking the validity of these scores is about going back to the text itself and reading the document, or paragraph that refers to that certain topic. This study introduces a method to do so and navigate into the paragraphs in an easier way using the Question Answering approach, which is explained in the following section.

6.2.1 Uncertainty evaluation

To further confirm the uncertainty assessment, the study uses a basic Question Answering approach that, given a paragraph and a question, returns the answer that best responds to the query. This step is optional since it adds a functional evaluation to the results. The sentiment score recalled is sufficient to evaluate the uncertainty.

We evaluate the high score of Uncertainty of Topic 0: Agricultural tech innovation and confirm the results:

- We picked one of the documents that had the highest Document-Topic0 distribution, we input it as a paragraph in the deeppavlov.ai model.
- We use the Topic-Word matrix and formulate a question which combines words that most represent Topic 0. And finally, we input our question into the model.
- We compute the answer and observe the results as shown in the figure 5.

What we notice from the figure 5 is that the answer returned implies a positive sentiment regarding the topic discussed by the document, which aligns with the SS (0.39) that we computed in the previous section. Summing up, this
approach has allowed us to extract uncertainties regarding the agricultural sector from scraped unstructured text data and determine what matters from it through a conduction of sentiment analysis on pulled topics, and proving the correctness of the results through Question Answering models. This type of retrieved information would allow for a dynamic focus on risks by constantly following the trends in the sector as it changes and moves.

6.3 Discussion

As opposed to related works, this project focused more on the uniformity of information extraction instead of information clustering. The agricultural field lacks the suitable lexicon to conduct studies using supervised learning models, and so naturally, what we aimed to achieve is a work where we let the corpus lead the results instead of having a human do it. What the other works also fail to bring to the table is a method of score evaluation of topic scoring. This project introduces Question Answering as an added step to allow the validation of the final Sentiment Scores through analyst intervention.

7 Conclusion

This paper proposes a novel approach to extract insight from unstructured data regarding agricultural risks. It relied mainly on state-of-the-art Natural Language Processing techniques to extract insight and evaluate it. The approach chosen for this study has allowed us to prove the harmonious movement between phases in the model suggested, while maintaining uniformity in analysis. This model minimizes the human intervention through its various phases by allowing a first-hand analysis run through the algorithms. However, and to check the validity of the conclusions drawn from scores given by the model, each step allows a certain intervention that check the effectiveness of the results.

For future works, we aim to experiment furthermore with data pre-processing techniques in order to yield better results. Another challenge that could surface is in finding efficient and effective methods of adding new information when new risks emerge.
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