Wang et al.1 examined the effects of three health literacy and exercise interventions on HbA1c (the primary outcome) in a four-arm cluster randomized trial (cRCT), but did not account for clustering and nesting. Eight Healthcare Centers (CHCs) were randomly assigned to four conditions (two per condition). Repeated measurements occurred at four timepoints after enrollment. Nominally significant p-values were reported for intervention effects on HbA1c. We reanalyzed the data accounting for clustering and nesting, and present the results herein.

An assumption underlying the validity of typical inferential statistical methods is independence of observations: the outcome of each respondent is not related to the outcomes of other respondents. In cRCTs, clusters are randomized, but inferences about the intervention effects are often intended to individuals. In the study, individuals from the same CHC (cluster) are expected to be more similar than those from different clusters, resulting in a pattern of correlated data so ‘errors’ (model residuals) are not independent across individual participants.2,3 The inherent correlation among observations from the same cluster typically inflates type I error rates. Not accounting for non-independence within clusters can lead to incorrect estimation of the variance: p-values that are smaller than what a valid analysis will produce for intervention effects; and thus invalid inferences about intervention effects.4 By valid analysis we mean an analysis which under the null hypothesis, with continuously distributed data and a continuously distributed test-statistic, produces a sampling distribution of p-values that is uniform on the interval [0,1]. An invalid analysis refers to a testing procedure that produces any other sampling distribution of p-values.

In the study, generalized estimating equations (GEE) models with random effect for individual subjects were used. This accounts for repeated measurements nested within participants, but not for participants nested within CHCs. The authors of the study collegially shared their data with us. We were able to reproduce published results per the original methods5 with negligible differences: the p-value for change of HDL within the control group at 24-month follow-up (our p-value = 0.042, p-value reported in the study ≥ 0.05), and differences that may reasonably arise due to rounding. We then reanalyzed data for the intervention effects (each intervention compared to control) on HbA1c and the secondary outcomes from baseline to each follow-up point. Herein, we present a model that accounts for clustering and nesting effects of the design within the context of other methodologic choices of the original authors, which involved null hypothesis significance testing based on p-values and a 0.05 alpha level. Thus, debate about the relative value of p-values and frequentist testing is not within the scope of current work.

To reanalyze the data, we used linear mixed models (LMM) instead of GEE (used in the study), as it is suggested that GEE has unreliable type I error rates for cRCTs with few clusters and should be avoided.6 GEE is a population-averaged approach7 using an asymptotic z test which assumes large sample sizes. Specifically, GEE based methods use empirical-sandwich estimation for standard errors. When the degrees of freedom are limited, empirical-sandwich estimation leads to unreliable type I error rates in hypothesis testing. That is, when the number of clusters per condition is small, the increased variability of the sandwich variance estimator substantially inflates the type I error.7−10 Thus, it would not be appropriate to account for the clustering effect of CHCs and the repeated measures using GEE. Our LMM models included district as a covariate to account for stratification of CHCs by two city districts, random effect for subjects nested within CHCs to account for clustering effect of CHCs, and random effect for repeated measures nested within individual participants (SAS software, Version 9.4).

We found no evidence supporting efficacy of the interventions in improving HbA1c levels, whereas it
| Time Point | Comparison vs. Baseline vs. Control | Control | Health Literacy | Exercise | Comprehensive |
|------------|-------------------------------------|---------|----------------|---------|---------------|
| A1C 3 months | Baseline | 0.276 | 0.758 | <0.001 | 0.314 | 0.011 | 0.338 | <0.001 | 0.306 |
| Control | GEE | 0.847 | 0.897 | <0.001 | 0.270 | 0.004 | 0.230 | <0.001 | 0.265 |
| LMM | 0.759 | 0.988 | <0.001 | 0.164 | <0.001 | 0.029 | <0.001 | 0.170 |
| A1C 6 months | Baseline | 0.337 | 0.770 | <0.001 | 0.224 | <0.001 | 0.051 | <0.001 | 0.202 |
| Control | GEE | 0.543 | 0.882 | <0.001 | 0.086 | <0.001 | 0.057 | <0.001 | 0.991 |
| LMM | 0.287 | 0.510 | <0.001 | 0.084 | <0.001 | 0.099 | <0.001 | 0.323 |
| A1C 12 months | Baseline | 0.016 | 0.423 | <0.001 | 0.110 | <0.001 | 0.141 | 0.011 | 0.461 |
| Control | GEE | 0.287 | 0.510 | <0.001 | 0.084 | <0.001 | 0.099 | <0.001 | 0.323 |
| LMM | 0.287 | 0.510 | <0.001 | 0.084 | <0.001 | 0.099 | <0.001 | 0.323 |
| A1C 24 months | Baseline | 0.610 | 0.866 | <0.001 | 0.086 | <0.001 | 0.057 | 0.033 | 0.540 |
| Control | GEE | 0.543 | 0.882 | <0.001 | 0.086 | <0.001 | 0.057 | <0.001 | 0.991 |
| LMM | 0.287 | 0.510 | <0.001 | 0.084 | <0.001 | 0.099 | <0.001 | 0.323 |
| SBP 3 months | Baseline | 0.349 | 0.623 | 0.903 | 0.939 | 0.228 | 0.543 | 0.605 | 0.706 |
| Control | GEE | 0.872 | 0.841 | 0.652 | 0.860 | 0.286 | 0.450 |
| LMM | 0.972 | 0.972 | 0.817 | 0.972 | 0.517 | 0.780 |
| SBP 6 months | Baseline | 0.156 | 0.452 | 0.089 | 0.320 | <0.001 | 0.129 | 0.463 | 0.662 |
| Control | GEE | <0.001 | 0.002 | 0.005 | 0.010 | <0.001 | 0.019 |
| LMM | 0.287 | 0.510 | <0.001 | 0.084 | <0.001 | 0.099 | <0.001 | 0.323 |
| SBP 12 months | Baseline | 0.893 | 0.951 | 0.564 | 0.725 | 0.054 | 0.310 | 0.872 | 0.909 |
| Control | GEE | <0.001 | 0.008 | 0.003 | 0.037 | <0.001 | 0.036 |
| LMM | 0.287 | 0.510 | <0.001 | 0.084 | <0.001 | 0.099 | <0.001 | 0.323 |
| DBP 3 months | Baseline | 0.002 | 0.038 | 0.231 | 0.418 | 0.060 | 0.145 | 0.721 | 0.740 |
| Control | GEE | <0.001 | 0.001 | 0.013 | <0.001 | <0.001 | 0.012 |
| LMM | 0.287 | 0.510 | <0.001 | 0.084 | <0.001 | 0.099 | <0.001 | 0.323 |
| DBP 6 months | Baseline | 0.540 | 0.635 | 0.185 | 0.338 | 0.184 | 0.276 | 0.484 | 0.579 |
| Control | GEE | <0.001 | 0.001 | 0.002 | <0.001 | <0.001 | 0.001 |
| LMM | 0.287 | 0.510 | <0.001 | 0.084 | <0.001 | 0.099 | <0.001 | 0.323 |
| DBP 12 months | Baseline | 0.893 | 0.951 | 0.564 | 0.725 | 0.054 | 0.310 | 0.872 | 0.909 |
| Control | GEE | <0.001 | 0.001 | 0.002 | <0.001 | <0.001 | 0.001 |
| LMM | 0.287 | 0.510 | <0.001 | 0.084 | <0.001 | 0.099 | <0.001 | 0.323 |
| LDL 12 months | Baseline | 0.970 | 0.973 | <0.001 | 0.042 | 0.051 | 0.521 | 0.833 | 0.894 |
| Control | GEE | <0.001 | 0.001 | 0.002 | <0.001 | <0.001 | 0.001 |
| LMM | 0.287 | 0.510 | <0.001 | 0.084 | <0.001 | 0.099 | <0.001 | 0.323 |
| HDL 12 months | Baseline | 0.088 | 0.248 | 0.014 | 0.122 | 0.075 | 0.249 | 0.433 | 0.727 |
| Control | GEE | 0.001 | 0.004 | 0.005 | 0.011 | 0.001 | 0.003 | 0.001 | 0.003 |
| LMM | 0.287 | 0.510 | <0.001 | 0.084 | <0.001 | 0.099 | <0.001 | 0.323 |

Table 1: Time and intervention effect \( p \)-values from generalized estimating equation (GEE) models that do not account for clustering and nesting and linear mixed models (LMM) that do account for clustering and nesting.

\( a \) Generalized Estimating Equations with repeated measure nested in subject ID as random effect and Gaussian family; the statistical model used by Wang et al., which ignores the clustering effect (i.e., is invalid).

\( b \) Our reanalyzed results using Linear Mixed Models with repeated measure nested in subject ID and subject ID nested in CHC as random effects, and district as covariate, accounting for the clustering effect of CHCs.

\( c \) \( p \)-values between each intervention group compared to the control arm in changes from baseline to follow-up time.

\( d \) Wang et al. defined suboptimal clinical measurements as HbA1c \( \geq 7.0 \%), SBP \( > 80 \) mmHg, DBP \( > 90 \) mmHg, LDL \( > 2.6 \) mmol/L, HDL \( <1.04 \) (men) or \(<1.30 \) mmol/L (women).
was concluded in the study that interventions resulted in statistically significant improvements in HbA1c. Among the 12 between-group HbA1c comparisons, 11 were originally reported as nominally significant (p-value < 0.05). None of those were statistically significant when clustering and nesting were accounted for during statistical analyses. In Table 1, we present the p-values derived from GEE models not accounting for clustering and nesting (used in the study), and analyses using LMM (accounting for clustering and nesting). Similarly, none of the between-group p-values originally reported as nominally significant for the secondary outcomes and for the subgroup analyses were statistically significant in our analyses.

One may argue that because in the study interventions were implemented for individual participants (e.g., one-on-one sessions) and not at group level (e.g., participants receiving the intervention simultaneously) clustering has been independent from treatment implementation, and thus, accounting for clustering and nesting is not necessary. We do not consider this to be correct: even if clustering was truly independent from treatment implementation, this does not eliminate the effect of clustering on variance components.

We also need to emphasize that post-hoc calculation of sample’s ICC is not an appropriate gatekeeper test to determine whether one should account for clustering.11 Not accounting for clustering, regardless of the sample ICC’s magnitude, potentially leads to miscalculation of variance components and type I error rates above the nominal significance level12-15 (Table 1).

Statistical analyses of cRCTs that ignore clustering and nesting are invalid, and any drawn conclusions are unsubstantiated. To ensure the integrity of the scientific record, errors in the methods, results, and conclusions of the study should be publicly acknowledged and corrected results should be used instead.
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