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Abstract—We propose a novel robust decentralized graph clustering algorithm that is provably equivalent to the popular spectral clustering approach. Our proposed method uses the existing wave equation clustering algorithm that is based on propagating waves through the graph [1], [2]. However, instead of using a fast Fourier transform (FFT) computation at every node, our proposed approach exploits the Koopman operator framework. Specifically, we show that propagating waves in the graph followed by a local dynamic mode decomposition (DMD) computation at every node is capable of retrieving the eigenvalues and the local eigenvector components of the graph Laplacian, thereby providing local cluster assignments for all nodes. We demonstrate that the DMD computation is more robust than the existing FFT based approach and requires 20 times fewer steps of the wave equation to accurately recover the clustering information and reduces the relative error by orders of magnitude. We demonstrate the decentralized approach on a range of graph clustering problems.

I. INTRODUCTION

Interconnected networks characterized by complex behavior due to interacting agents and subsystems can be represented by weighted graphs, with the weight indicating the strength of the connection between agents or nodes. Graph clustering methods that partition nodes into groups with strong intra-connections but weak inter-connections arises naturally in these networks to assist in decision making and co-ordination [1], [2]. In particular, clustering can be used to accelerate distributed estimation and optimization in mobile sensor networks [2], [3]. The problem of efficiently computing clusters in large graphs also arises in anthropology [4], structural decomposition of complex systems [5], biology [6], [7], distributed computation of differential equations [8], uncertainty quantification [9], and the design of interconnected dynamical systems [10], to name a few.

Among the clustering methods, spectral clustering has emerged as a powerful tool of choice for graph decomposition [11]. The method assigns nodes to clusters based on the signs of the elements of the eigenvectors of the graph Laplacian corresponding to increasing eigenvalues. For large scale dynamic networks, spectral clustering methods are either infeasible or suffer from slow convergence. A fast decentralized algorithm to cluster graphs was developed by propagating waves through the graph and retrieving the clustering information by a local fast Fourier transform (FFT) [1], [2]. However, the FFT assumes that all frequencies are rationally related, which is not true, in general, for the waves propagating through the graph [12]. In the wave equation approach outlined in [1], [2], the frequencies depend on the eigenvalues of the graph Laplacian, which may be irrationally related. This typically leads to spectral leakage and noise that results in the incorrect computation of cluster assignments for some nodes in the graph. Although the incorrect estimation of frequencies at some of the nodes can be mitigated using a voting scheme [13], the approach requires the correct spectral estimation by a majority of neighbors for every node. Given that the accurate estimation of critical frequencies at any specific node depends on the eigenvalues of the Laplacian and number of updates of the wave equation, the approach may run into numerical issues.

In this work, we propose a local Dynamic Mode Decomposition (DMD) approach to retrieve the correct clustering information. DMD is an algorithm for computing Koopman modes for a dictionary containing linear basis functions [14], [15] and is more robust than FFT based schemes. In particular, the approach does not assume that the eigenvalues are rationally related and does not suffer from spectral leakage. We build a DMD based distributed graph clustering algorithm that scales to large graphs and sensor networks, reduces the relative error by orders of magnitude, and significantly reduces the required number of wave equation time steps.

The remainder of this work is organized as follows: In Section II, we present the decentralized algorithm for graph clustering based on the dynamic mode decomposition. In Section III, we present numerical results for a few graphs. In Section IV, we compare our new DMD approach with the existing FFT based method for decentralized clustering. Finally, conclusions are drawn in Section V.

II. DECENTRALIZED APPROACH

A. Spectral clustering

Let \( G = (V, E) \) be a graph with vertex set \( V = \{1, \ldots, N\} \) and edge set \( E \subseteq V \times V \), where a weight \( W_{ij} > 0 \) is associated with each edge \( (i, j) \in E \) and \( W \) is the \( N \times N \) weighted adjacency matrix of \( G \). Here \( W_{ij} = 0 \) if and only if \((i, j) \notin E \). The (normalized) graph Laplacian is defined as

\[
L_{ij} = \begin{cases} 
1, & \text{if } i = j, \\
-W_{ij} / \sum_{d=1}^{N} W_{id}, & \text{if } (i, j) \in E, \\
0, & \text{otherwise}.
\end{cases}
\] (1)

Note that in this work we only consider undirected graphs, for which the Laplacian is symmetric and its eigenvalues are real. Eigenvalues of \( L \) can be ordered as \( 0 = \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_N \) with associated eigenvectors \( v^{(1)}, v^{(2)}, \ldots, v^{(N)} \),
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where \( \mathbf{v}^{(1)} = 1 = [1, 1, ..., 1]^T \), see [11]. We assume \( \lambda_1 < \lambda_2 \), i.e., the graph does not have disconnected clusters. Spectral clustering divides the graph \( G \) into two clusters using the signs of the entries of the second eigenvector \( \mathbf{v}^{(2)} \). More than two clusters can be computed using the signs of the entries of higher eigenvectors or \( k \)-means clustering, see [11] for details. Note that the number of clusters can be computed based on spectral gap heuristics.

**B. Wave equation based clustering method**

As in [1], [2], we consider the wave equation,

\[
\frac{\partial^2 u}{\partial t^2} = c^2 \Delta u. \tag{2}
\]

The discretized wave equation on a graph is given by,

\[
\mathbf{u}_i(t) = 2\mathbf{u}_i(t-1) - \mathbf{u}_i(t-2) - c^2 \sum_{j \in \mathcal{N}(i)} \mathbf{L}_{ij} \mathbf{u}_j(t-1), \tag{3}
\]

where \( \mathcal{N}(i) \) is the set of neighbors of node \( i \) including node \( i \) itself [16]. To update \( \mathbf{u}_i \), one needs only the previous value of \( \mathbf{u}_i \) at the neighboring nodes and the connecting edge weights.

As in Proposition 3.1 in [2], we can write (3) in matrix form as

\[
\begin{bmatrix}
\mathbf{u}(t) \\
\mathbf{u}(t-1)
\end{bmatrix}
= \begin{bmatrix}
2I - c^2\mathbf{L} & -I \\
\mathbf{M} & 0
\end{bmatrix}
\begin{bmatrix}
\mathbf{u}(t-1) \\
\mathbf{u}(t-2)
\end{bmatrix}, \tag{4}
\]

and the eigenvalues of \( \mathbf{M} \) are,

\[
\alpha_{j,1,2} = \frac{2 - c^2 \lambda_j}{2} \pm \frac{c}{2} \sqrt{c^2 \lambda_j^2 - 4\lambda_j}, \tag{5}
\]

where the Laplacian eigenvalues \( 0 \leq \lambda_j \leq 2 \) for all graphs [2]. If \( \mathbf{u}(-1) = \mathbf{u}(0) \) and \( 0 < c < \sqrt{2} \), the eigenvalues \( \alpha_j \) have absolute value equal to one, without repetition at 1 and -1. It is interesting to note that the mapping between \( \lambda_j \) and \( \alpha_{j,1,2} \) is bijective. Also, any spectral gaps in the eigenvalues of the Laplacian map to gaps in the spectra of \( \mathbf{M} \). Without loss of generality, we can assume

\[
\alpha_{j,1,2} = e^{\pm \omega_j}. \tag{6}
\]

**Lemma 1:** Given the initial condition \( \mathbf{u}(-1) = \mathbf{u}(0) \) and \( 0 < c < \sqrt{2} \), the solution of the wave equation (3) can be written as

\[
\mathbf{u}(t) = \sum_{j=1}^{N} \mathbf{u}(0)^T \mathbf{v}^{(j)} (p_j e^{it\omega_j} + q_j e^{-it\omega_j}) \mathbf{v}^{(j)}, \tag{7}
\]

where \( p_j = (1 + i \tan(\omega_j/2))/2, \quad q_j = (1 - i \tan(\omega_j/2))/2. \)

**Proof:** Using Proposition 3.3 in [2], the corresponding eigenvectors to eigenvalues \( \alpha_{j,1,2} \) are

\[
\mathbf{m}^{(j)}_{1,2} = \mathbf{p}^{(j)} \pm i \mathbf{q}^{(j)},
\]

where

\[
\mathbf{p}^{(j)} = \begin{bmatrix} \mathbf{v}^{(j)} \cos \omega_j \\ \mathbf{v}^{(j)} \sin \omega_j \end{bmatrix}, \quad \mathbf{q}^{(j)} = \begin{bmatrix} \mathbf{v}^{(j)} \sin \omega_j \\ 0 \end{bmatrix},
\]

and \( \mathbf{v}^{(j)} \) are orthonormal eigenvectors of \( L \). The solution of (4) is

\[
\mathbf{z}(t) = \sum_{j=1}^{N} C_{j_1} \left[ \mathbf{p}^{(j)} \cos(t \omega_j) - \mathbf{q}^{(j)} \sin(t \omega_j) \right] + C_{j_2} \left[ \mathbf{p}^{(j)} \sin(t \omega_j) + \mathbf{q}^{(j)} \cos(t \omega_j) \right],
\]

as given in Proposition 3.3 in [2]. Thus,

\[
\mathbf{u}(t) = \sum_{j=1}^{N} [C_{j_1} \cos((t + 1) \omega_j) + C_{j_2} \sin((t + 1) \omega_j)] \mathbf{v}^{(j)}.
\]

Using \( \mathbf{u}(-1) = \mathbf{u}(0) \), we obtain

\[
C_{j_1} (1 - \cos(\omega_j)) = C_{j_2} \sin(\omega_j),
\]

\[
C_{j_1} = \mathbf{u}(0)^T \mathbf{v}^{(j)}, C_{j_2} = \mathbf{u}(0)^T \mathbf{v}^{(j)} \tan \left( \frac{\omega_j}{2} \right).
\]

Therefore,

\[
\mathbf{u}(t) = \sum_{j=1}^{N} \mathbf{u}(0)^T \mathbf{v}^{(j)} (\cos(t \omega_j) - \tan \left( \frac{\omega_j}{2} \right) \sin(t \omega_j)) \mathbf{v}^{(j)}
\]

\[
+ \sum_{j=1}^{N} \mathbf{u}(0)^T \mathbf{v}^{(j)} (p_j e^{it\omega_j} + q_j e^{-it\omega_j}) \mathbf{v}^{(j)},
\]

where

\[
p_j = \frac{1}{2} (1 + i \tan \left( \frac{\omega_j}{2} \right)), \quad q_j = \frac{1}{2} (1 - i \tan \left( \frac{\omega_j}{2} \right)).
\]

**Remark 1:** The above derivation corrects a small oversight in corresponding derivations in [1], [2] by including the missing \( \tan \left( \frac{\omega_j}{2} \right) \) terms. The terms, however, do not impact the wave equation clustering algorithm or its performance.

In [1], [2], the above derivation was exploited for clustering by evolving the wave equation (using nearest neighbor information) followed by a local FFT on \( \mathbf{u}(1), ..., \mathbf{u}(T_{max}) \) at the \( i \)-th node. \( T_{max} \) was based on the minimum number of cycles to resolve the lowest frequency. Since the FFT coefficients are proportional to the elements of the eigenvectors of \( \mathbf{L} \) by the same factor across the nodes, the signs of FFT coefficients provide the cluster assignment. The authors demonstrated that the wave equation based algorithm is orders of magnitude faster than random walk based approaches for graphs with large mixing times. However, FFT requires that all frequencies be rationally related, which is, in general, not true for arbitrary graphs. Additionally, the FFT algorithm works best when the length of the time series \( T_{max} \) is a power of 2. For general \( T_{max} \), it patches the time series with zeros to a length of closest power of 2, causing incorrect frequencies to emerge. Practically, a threshold in signal magnitude is tuned to filter out the noisy frequencies and spectral leakage. Fig. 1 shows the FFT result with \( T_{max} = 1000 \) on the Zachary Karate club graph with \( N = 34 \) nodes [17]. The FFT plot (b) compares signal magnitudes at different nodes where, at each node, the maximum frequency magnitude is scaled to 1 and the
threshold is set to be 1%. A greater $T_{\text{max}}$ than the theoretical value is usually necessary to avoid spectral leakage.

DMD [14], on the other hand, is a more robust algorithm that does not require the eigenvalues to be rationally related. It also typically requires fewer time steps to resolve the correct frequencies. We now explore the use of DMD in place of the standard FFT algorithm in the context of decentralized graph clustering.

**C. Dynamic Mode Decomposition for one-dimensional data**

Dynamic Mode Decomposition (DMD) is a powerful tool for analyzing the dynamics of nonlinear systems and can be interpreted as an approximation of Koopman modes [14], [15]. It is typically used as a centralized analysis approach on time series for all observation locations. Here, we apply DMD to one-dimensional time series data at a single observation location by constructing the matrices $X$ and $Y$ for the exact DMD matrix $A = YX^+$ (where $\dagger$ denotes the pseudoinverse) using delay embeddings.

For any one-dimensional signal of the form

$$u(t) = \sum_{j=1}^{J} a_{j} e^{i\omega_{j} t} \quad (8)$$

where $\omega_{j} \in (-\pi, \pi)$, $j = 1, 2, \ldots, J$, are distinct frequencies, the matrices $X, Y \in \mathbb{R}^{K \times M}$ where $K > 1$ and $M > 1$ can be defined by a time-delayed embedding of the signal,

$$X := \begin{bmatrix} u(0) & u(1) & \cdots & u(M-1) \\ u(1) & u(2) & \cdots & u(M) \\ \vdots & \vdots & \ddots & \vdots \\ u(K-1) & u(K) & \cdots & u(K+M-2) \end{bmatrix},$$

$$Y := \begin{bmatrix} x(0) \\ x(1) \\ \vdots \\ x(M-1) \end{bmatrix},$$

where $x(t) := [u(t), u(t+1), \ldots, u(t+K-1)]^{T}$, $y := [x(1), x(2), \ldots, x(M)]$. Let $H > 1$, one can define a matrix

$$\Phi_{H} := \begin{bmatrix} 1 & e^{i\omega_{1}} & e^{i\omega_{2}} & \cdots & e^{i\omega_{J}} \\ e^{i(H-1)\omega_{1}} & e^{i(H-1)\omega_{2}} & \cdots & e^{i(H-1)\omega_{J}} \end{bmatrix},$$

where $\Phi_{j} := [1, e^{i\omega_{j}}, \ldots, e^{i(H-1)\omega_{j}}]^{T}$.

**Lemma 2:** For one-dimensional signal $u(t)$ defined by (8), if $K \geq J$ and $M \geq J$ of the matrices $X$ and $Y$ defined by (9) and (10) respectively, the eigenvalues of $A = YX^+$ are \( \{e^{i\omega_{j}}\}_{j=1}^{J} \) and the columns of $\Phi_{K}$ defined by (11) are the corresponding eigenvectors.

**Proof:** The matrix $X$ can be decomposed as

$$X(u) = \Phi_{K} \text{diag}(a_{j}) \Phi_{M}^T,$$  

where $\text{diag}(a_{j})$ is a diagonal matrix with $a_{j}, j = 1, 2, \ldots, J$, on the diagonal. Similarly, the matrix $Y$ can be decomposed into

$$Y(u) = \Phi_{K} \text{diag}(e^{i\omega_{j}}) \Phi_{M}^T.$$  

The transpose of $\Phi_{H}$ constructed from distinct $\omega_{j}$ is a Vandermonde matrix, and thus $\Phi_{H}$ has the property that $\text{rank}(\Phi_{H}) = \min(J, H)$ [18]. It follows that for $H \geq J$, $\Phi_{H}$ has full column rank and $\Phi_{H}^T$ has full row rank. Thus, if $K \geq J$, the matrix of the exact DMD

$$A = YX^+ = \Phi_{K} \text{diag}(e^{i\omega_{j}}) \Phi_{K}^T,$$  

i.e., $A\Phi_{K} = \Phi_{K} \text{diag}(e^{i\omega_{j}})$. Thus, $\{e^{i\omega_{j}}\}_{j=1}^{J}$ are the eigenvalues of $A$ and the columns of $\Phi_{K}$ are the corresponding eigenvectors.

**Proposition 1:** At node $l$, Dynamic Mode Decomposition on matrices $X(u_l), Y(u_l)$ using local snapshots $u_l(0), u_l(1), \ldots, u_l(4N-1)$ defined by (7) with $K = M = 2N$ yields exact eigenvalues of the Laplacian and the corresponding eigenvectors (scaled).

**Proof:** By Proposition 1, the number of modes $J \leq 2N$ where $N$ is the number of graph nodes. By Proposition 2, the eigenvalues of $A(u_l) = Y(u_l)X(u_l)^+$ are $\{e^{i\omega_{j}}\}_{j=1}^{J}$ and the columns of $\Phi_{K}$ defined by (11) are the corresponding eigenvectors. The eigenvalues of the Laplacian can be derived from (5) and (6) and given by $\lambda_j = (2 - e^{i\omega_{j}} - e^{-i\omega_{j}})$ from (9) and (12)

$$x(t) = \Phi_{K} \text{diag}(e^{i\omega_{j} t}) a, \quad (12)$$

where $a := [a_1, a_2, \ldots, a_J]^{T}$. Thus, $a$ can be computed by solving the system of linear equations $x(0) = \Phi_{K} a$. From (7), the coefficients $\{a_{j}^{(l)}\}_{l=1}^{N}$ corresponding to $e^{i\omega_{j}}$ are proportional to $\psi(\lambda_j)$ by a factor $p_{\lambda_j} u(0)^{T} \psi(\lambda_j)$.

Note that numerically, the eigenvectors are usually normalized, i.e., $\Phi_{K} = [\phi_1, \phi_2, \ldots, \phi_J]$, $\phi_j = \phi_j/\|\phi_j\|_2$. Since $\phi_{j,1} = 1$ implies $\phi_{j,1} = 1/\|\phi_j\|_2$, one can solve for $\hat{a}$ using $x(0) = \Phi_{K} \hat{a}$ and $\hat{a}_j = \phi_j, 1\hat{a}_j$.

The method to compute coefficients $a$ is shown in Algorithm 2.1 and decentralized clustering in Algorithm 2.2.

**III. NUMERICAL RESULTS**

**A. A line graph**

In this example, we consider the simple line graph shown in Figure 2 comprising $N = 50$ nodes. Edge (25, 26) has weight 1 while all other edges have weight 5. Both centralized spectral clustering and the wave equation based decentralized clustering predict two clusters cut at the weakly connected edge (25, 26). The elements of the 2nd Laplacian eigenvector $\psi(\lambda_2)$ are shown in Figure 3(a) and the coefficients
Algorithm 2.1 DMD(X, Y): For computing eigenvalues and eigenvector components at node \(i\).

1: Compute (reduced) SVD of \(X\), i.e., \(X = U\Sigma V^*\).
2: Define the matrix \(\hat{A} \triangleq U^* Y V \Sigma^{-1}\).
3: Compute eigenvalues \(\mu\) and eigenvectors \(w\) of \(\hat{A}\), i.e., \(\hat{A} w = \mu w\). Each nonzero eigenvalue \(\mu\) is a DMD eigenvalue.
4: The DMD mode corresponding to \(\mu\) is then given by \(\hat{x} \triangleq \frac{1}{\mu} Y V \Sigma^{-1} w\).
5: Compute \(\hat{a}\) by solving the linear system \(\hat{\Phi} \hat{a} = x(0)\), where the columns of \(\hat{\Phi}\) are the eigenvectors sorted in decreasing order based on the real part of the eigenvalues.
6: \(a_j(\hat{)} = \hat{\Phi}_{j1} \hat{a}_j, j = 1, 2, ..., k\).

Algorithm 2.2 Wave equation based graph clustering

1: \(u_i(0) \leftarrow \text{Random}([0, 1])\)
2: \(u_i(-1) \leftarrow u_i(0)\)
3: \(t \leftarrow 1\)
4: while \(t < T_{max}\) do
5: \(u_i(t) \leftarrow 2u_i(t-1) - u_i(t-2) - c^2 \sum_{j \in N(i)} L_{ij} u_j(t-1)\)
6: \(t \leftarrow t + 1\)
7: end while
8: Create the matrices \(X_i, Y_i \in \mathbb{R}^{K \times M}\) defined by (9) and (10) at Node \(i\) using \(u_i(0), u_i(1), ..., u_i(T_{max} - 1)\) where \(K + M = T_{max}\).
9: \(v_i \leftarrow a_i\) from DMD(X, Y) by Algorithm 2.1
10: for \(j \in \{1, \ldots, k\}\) do
11: if \(v_i(j) > 0\) then
12: \(A_j \leftarrow 1\)
13: else
14: \(A_j \leftarrow 0\)
15: end if
16: end for
17: \(\text{ClusterNumber} \leftarrow \sum_{j=1}^{k} A_j 2^{j-1}\)

derived from DMD are shown in Figure 3(b). The matrices \(X\) and \(Y\) of size \(100 \times 100\) are constructed at each node by local snapshots \(u_i(0), u_i(1), ..., u_i(199)\). The proposed method predicts the same clustering as the spectral method. DMD coefficients are proportional (here the constant of proportionality can be negative) to the second eigenvector of Laplacian \(\psi^{(2)}\), thus, the clustering is the same. Note that, for the line graph, the eigenvalues of \(M\) are computed perfectly by our proposed approach, when compared to closed form solutions. The eigenvalues and the first 5 eigenvectors are shown in Figure 4.

![Fig. 2. Spectral clustering of a line graph with a weak connection.](image)

B. Zachary Karate club graph

We now demonstrate our algorithm on the Zachary Karate club graph. The entries of the 2nd Laplacian eigenvector \(v^{(2)}\) are shown in Figure 5(a) and the coefficients derived from DMD are shown in Figure 5(b). Instead of \(2N \times 2N\), we construct reduced matrices \(X\) and \(Y\) of size \(25 \times 25\) by using local snapshots \(u_i(0), u_i(1), ..., u_i(49)\). The eigenvalues and the first 5 eigenvectors are shown in Figure 6. With reduced snapshots, we can still compute the dominant eigenvalues and predict the same clustering as the spectral method. Currently, the number of reduced snapshots and matrix size are determined empirically. In Figure 5 (and subsequent figures), the “exact” eigenvalues refer to the direct computation of eigenvalues of \(M\) for comparison.

![Fig. 3. Clustering of the line graph shown in Figure 2. The signs indicate clustering.](image)

![Fig. 4. DMD eigenvalues and modes \(\hat{\phi}_j\) at Node 1 for wave propagation on the line graph, \(j=0\) (blue), \(1\) (orange), \(2\) (green), \(3\) (red) and \(4\) (purple). The exact eigenvalues are the eigenvalues of the matrix \(M\) defined in (4).](image)

![Fig. 5. The second eigenvector of the Karate graph shown in Figure 1. The signs of the eigenvector entries indicate assignment of the corresponding node into one of two clusters.](image)

C. A synthetic network

In this example, we demonstrate our algorithm on a synthetic network, with 400 nodes and 2335 edges (weights varying between 0 and 2) that has 4 clusters as shown in Fig. 7. We construct reduced matrices \(X\) and \(Y\) of size \(70 \times 430\) as the input for DMD. The spectral gap between \(\omega_4\) and \(\omega_5\), shown in Fig. 8, indicates that the number of
clusters is four. Our algorithm gives the same clustering result as the standard spectral clustering method as shown in Fig. 8(b). Note that two nodes with eigenvector entries close to 0 (circled in Fig. 9(a) and Fig. 10(a)) are assigned to incorrect clusters. Instead of following the steps in lines 10–17 in Algorithm 2.2, one can cluster the points \( v_i \in \mathbb{R}^k \), \( i = 1, 2, \ldots, N \) in line 9, into \( k \) clusters using the distributed \( k \)-means algorithm [19]. Note that if we let \( V \) be the matrix containing the eigenvectors \( v^{(j)} \), \( j = 1, 2, \ldots, k \), as columns, then \( v_i \) is the \( i \)-th row of \( V \). The correct clustering result is recovered using \( k \)-means with \( k = 4 \) for this example as shown in Fig. 7.

D. A Facebook network

In this example, we demonstrate our algorithm on ego networks in publicly available Facebook data [20] with 4,039 nodes and 88,234 edges. We construct reduced matrices \( X \) and \( Y \) with size \( 600 \times 5400 \) as the input for DMD. The spectral gap between \( \omega_7 \) and \( \omega_8 \), as shown in Fig. 11(a), indicates that the number of clusters is seven. Using our decentralized DMD based wave equation clustering approach with \( k \)-means gives the same clustering result as the spectral clustering method as shown in Fig. 11(b), thereby demonstrating the utility of our proposed approach on computing clusters in real-world networks.

IV. COMPARISON WITH FFT BASED WAVE EQUATION CLUSTERING

In this section, we compare the performance of wave equation clustering using DMD with the existing FFT version. In particular, we compare the minimum \( T_{\text{max}} \) (number of wave equation updates) for DMD and FFT required to compute the same assignment as centralized spectral clustering as shown in Table I. For FFT, a threshold 1\% in magnitude is used to identify the frequencies and the corresponding coefficients. DMD based clustering converges over 20 times faster when compared to the existing FFT based approach.

Fig. 12 shows the mean relative error in the lowest frequency \( \omega_2 \) with \( T_{\text{max}} \in \{64, 128, 256, 512, 1024\} \) at all the nodes for the Zachary Karate club graph. Note that the resolution of frequencies computed by FFT is \( 2/T_{\text{max}} \). Sufficiently large \( T_{\text{max}} \) guarantees the accuracy of computed FFT frequencies assuming an appropriate threshold. As evident from the plot, our DMD approach provides orders of
magnitude improvement over existing FFT based schemes.

![Graph representation](image_url)

TABLE I

| Algorithm | Karate | Synthetic | Facebook |
|-----------|--------|-----------|----------|
| FFT       | 1024^a | (1000^a)  | > 16,384^a | (16,000^a) | > 131,072^a | 6000 |
| DMD       | 50     | 500       |          |           |           |      |

a Keep \( T_{\text{max}} \) to be a power of 2. b Increase by 100.

V. CONCLUSIONS

In this work, we have developed a novel algorithm for computing balanced clusters in undirected graphs by exploiting dynamics on graphs [21]. In particular, we developed a new decentralized graph clustering method based on the evolution of the wave equation followed by a local dynamic mode decomposition (DMD) step. At each node, one can compute cluster assignments by exchanging information with nearest neighbors. The proposed method addresses computational issues associated with existing fast Fourier transform (FFT) based approaches. The decentralized algorithm is demonstrated on a line graph where all the eigenvalues can be computed exactly. We also presented results on a synthetic example (with known number of clusters) and a real world social network. In all cases, we demonstrated that the clustering predicted by the decentralized approach is the same as standard spectral techniques.

We observed that the dominant eigenvalues can be computed using a reduced number of snapshots if the number of clusters is low, thus requiring the first few eigenvectors and eigenvalues. In practice, one can start with a small number of snapshots and then increase it till the dominant frequencies converged. In particular, we demonstrated that the DMD approach reduces the relative error and required number of wave equation time steps by orders of magnitude. This improvement becomes more pronounced with the size of the graph.

We note that the accurate estimation of the spectral properties of a graph has applications beyond cluster computation. For instance, the spectral properties of a graph are related to its diameter [22], pagerank [23], and isomorphism testing [24] to name a few. In future work, we plan to extend our Koopman framework to a range of distributed graph applications that require the computation of spectral properties of a graph.
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