Finiteness of integrable $n$-dimensional homogeneous polynomial potentials
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Abstract

We consider natural Hamiltonian systems of $n > 1$ degrees of freedom with polynomial homogeneous potentials of degree $k$. We show that under a genericity assumption, for a fixed $k$, at most only a finite number of such systems is integrable. We also explain how to find explicit forms of these integrable potentials for small $k$.
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1 Introduction

At least half of the models which appear in physics, astronomy and other applied sciences have a form of a system of ordinary differential equations depending usually on several parameters. The question if the considered system possesses one or more first integrals is fundamental. First integrals give conservation laws for the model. Moreover, from an operational point of view, they simplify investigations of the system. In fact, we can always lower the dimension of the system by the number of its independent first integrals. If we know a sufficient number of first integrals, we can solve explicitly the considered system. As a rule, except possible obvious first integrals, as Hamiltonians for
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Hamilton’s equations, additional first integrals exist only for specific values of parameters of the considered systems. Thus, the problem is how to find these values of parameters, or, how to show that the system does not admit any additional first integral for specific values of the parameters. The problems mentioned above are generally very hard, and in spite of their basic physical importance there are no universal methods to solve them even for very special classes of differential equations.

In past the search for first integrals was based on the direct method due to Darboux, see e.g. [1]. Applying this method, we postulate a general form of the first integral. Usually, this first integral depends on some unknown functions. The condition that it is constant along solutions of the analysed system gives rise to a set of partial differential equations determining the unknown functions. Complexity of the obtained partial differential equations is the reason why it is usually assumed that the first integral is a polynomial with respect to momenta of low degree. For more information about the direct method see [2].

In the sixties of the previous century, Ablowitz, Ramani and Segur [3; 4] proposed a completely different method of searching for integrable systems. The kernel of this method, originating from the works of Kovalevskaya [5; 6] and Painlevé [7], is a conjecture that solutions of integrable systems after the extension to the complex time plane should be still simple, more precisely, single-valued. If all solutions of a given system are single-valued, then we say that it possesses the Painlevé property. But, to check if a given system possesses the Painlevé property, we must have at our disposal a single-valued particular solution of the system (or its appropriate truncation). Then the necessary condition for the Painlevé property is following: all solutions of the variational equations along this single-valued particular solution are single-valued. If for some specific values of parameters the considered system has the Painlevé property, then, assuming those values of parameters, we can look for first integrals applying the direct method. This means that the Painlevé property has played the role of necessary integrability conditions and, for this reason, it is sometimes called the Painlevé test. The results of Kovalevskaya and Lapunov [5; 6; 8] showed that checking the Painlevé property is in fact reduced to checking if a certain matrix, the so-called Kovalevskaya matrix (see the next section), is semisimple, and its eigenvalues, the so-called Kovalevskaya exponents, are integers. Yoshida [9] showed that Kovalevskaya exponents are related to the degrees of first integrals, and this fact simplifies the second step of the analysis, namely, finding the explicit form of the first integral. The Painlevé test appeared to be very effective and many new integrable systems were found thanks to its application. The main advantage of this method is its simplicity. Its weak point is the fact that there is no rigorous proof that the Painlevé property is directly related to the integrability. In fact, there are known examples of integrable systems that do not pass the Painlevé test, by
this reason the weak Painlevé test was introduced, see [10; 11; 12].

Let us remark that in Hamiltonian mechanics there exist a few other tools for testing the integrability, see [13], however, they usually work for very restricted classes of Hamiltonian systems.

Quite recently two mathematically rigorous approaches to the integrability problem formulated by Ziglin [14; 15] and Morales-Ruiz and Ramis [16; 17] have appeared. They explain relations between the existence of first integrals and branching of solutions as functions of the complex time and give necessary integrability conditions for Hamiltonian systems. It appears that the integrability is related to properties of the monodromy group or the differential Galois group of variational equations along a particular solution.

In this paper we apply the Morales-Ramis approach to the Hamiltonian systems defined in a linear symplectic space, e.g., \( \mathbb{R}^{2n} \) or \( \mathbb{C}^{2n} \) equipped with canonical variables \( \mathbf{q} = (q_1, \ldots, q_n), \mathbf{p} = (p_1, \ldots, p_n) \), and given by a natural Hamiltonian function

\[
H = \frac{1}{2} \sum_{i=1}^{n} p_i^2 + V(\mathbf{q}).
\]  

(1)

We assume that \( V(\mathbf{q}) \) is a homogeneous polynomial of degree \( k > 2 \). The integrability of Hamiltonian systems with Hamiltonian (1) was analysed by the direct method, the Painlevé analysis and some other techniques, see [18; 2; 11; 10]. Nevertheless, a quick overview of the literature shows that except for some “easy” cases only sporadic examples of integrable systems with two or three degrees of freedom governed by the Hamiltonian of the form (1) were found. In all integrable cases first integrals are polynomials and their degrees with respect to the momenta are not greater than four. Hence, it is natural to ask: do we know all integrable systems with Hamiltonian (1)? It is hard to believe that the answer to this question is positive. In fact, as far as we know, in all works only very limited families of such systems were investigated. Thus, what can we expect? Are there infinitely many integrable Hamiltonian systems which wait to be discovered?

The aim of this note is to give a necessarily limited answer to the above question. The main result of this paper shows that assuming that potential \( V \) is generic, the number of meromorphically integrable systems with Hamiltonian (1) is finite.

Let us explain here what does it mean a generic potential. Hamilton’s equations generated by (1) admit particular solutions of the form

\[
\mathbf{q}(t) = \varphi(t) \mathbf{d}, \quad \mathbf{p}(t) = \dot{\varphi}(t) \mathbf{d},
\]  

(2)
provided \( \mathbf{d} \) is a nonzero solution of
\[
V'(\mathbf{d}) = \mathbf{d},
\]
and \( \varphi(t) \) satisfies \( \ddot{\varphi} = -\varphi^{k-1} \). A direction \( \mathbf{d} \in \mathbb{C}^n \) defined by a solution of (3) is called a Darboux point of potential \( V \). We say that potential \( V \) is generic iff it admits exactly \( k \) different Darboux points. For details see Section 2.

To prove our finiteness result we combine the Morales-Ramis theory and a kind of global Kovalevskaya analysis of the auxiliary system
\[
\frac{d}{dt} \mathbf{q} = V'(\mathbf{q}).
\]

It appears that the Kovalevskaya exponents of the above system are closely related to the integrability of Hamiltonian system given by (1). The Morales-Ramis theory gives strong restrictions on their values. On the other hand, we can calculate the Kovalevskaya exponents for different particular solutions of (3). The key point is the fact that the Kovalevskaya exponents calculated for different solutions are not arbitrary, i.e., there exist certain relations among them.

Just to avoid misunderstanding let us fix terminology here. We consider complex Hamiltonian systems with phase space \( \mathbb{C}^{2n} \) equipped with the standard canonical structure. First integrals are always assumed to be meromorphic in appropriate domains. By saying that a potential \( V \) is integrable, we understand that the Hamilton equations generated by Hamiltonian (1) are integrable in the Liouville sense. It is easy to check that if potential \( V(\mathbf{q}) \) is integrable, then also \( V_A(\mathbf{q}) := V(A\mathbf{q}) \) is integrable for an arbitrary \( A \in \text{GL}(n, \mathbb{C}) \) satisfying \( AA^T = \alpha E \), \( \alpha \in \mathbb{C}^* \) and \( E \) is the identity matrix, see e.g. [2]. Potentials \( V \) and \( V_A \) are called equivalent, and the set of all potentials is divided into disjoint classes of equivalent potentials. Later a potential means a class of equivalent potentials in the above sense.

The plan of this paper is following. In the next section we briefly recall basic facts from the Kovalevskaya analysis and the Morales-Ramis theory. In Section 3 we formulate and prove our main results. In the last section we explain how our approach can be used for a systematic analysis of the integrability of homogeneous potentials.

2 Darboux points, Kovalevskaya exponents and Morales-Ramis theory

At the beginning we remind basic notions of the Kovalevskaya-Painlevé analysis, for more details and references see [13].
Let us consider a polynomial system
\[
\frac{d}{dt} x = F(x), \quad x \in \mathbb{C}^n, \tag{5}
\]
with homogeneous right hand sides $F = (F_1, \ldots, F_n)$, $\text{deg } F_i = k$, $k > 1$, for $i = 1, \ldots, n$. A direction $d \in \mathbb{C}^n$ (i.e., a non-zero vector) is called a Darboux point of system (5) if $d$ is parallel to $F(d)$ and $F(d) \neq 0$. Note that a Darboux point can be considered as a point $[d_1 : \cdots : d_n]$ in projective space $\mathbb{C}P^{n-1}$. The set of all Darboux points for system (5) is denoted by $\mathcal{D}_F$. It can be empty, finite or infinite. If all Darboux points are isolated, then $\mathcal{D}_F$ is finite, and in a generic case it has $D(n, k) := (k^n - 1)/(k - 1)$ elements, see Proposition 4 on page 348 in [20]. We always normalise Darboux points of system (5) in such a way that they satisfy the following nonlinear equations
\[
F(d) = d, \tag{6}
\]
but we must remember that different solutions of the above equations can define the same Darboux point.

**Remark 1.** Let us notice that if $d \neq 0$ is a solution of equation (6), then by homogeneity of $F$, also $\tilde{d} := \epsilon d$ is a solution of this equation provided $\epsilon$ is a $(k - 1)$-th root of the unity. Thus if equation (6) has $m$ different solutions, then they define only $m/(k - 1)$ different Darboux points.

The Kovalevskaya matrix $K(d)$ at a Darboux point $d \in \mathcal{D}_F$ is defined as
\[
K(d) := F'(d) - E, \tag{7}
\]
where $F'(d)$ is the Jacobian matrix of $F$ calculated at $d$. Eigenvalues $\Lambda_i = \Lambda_i(d), i = 1, \ldots, n$, of the Kovalevskaya matrix $K(d)$ are called the Kovalevskaya exponents. Using the homogeneity of $F$ it is easy to prove that one of the Kovalevskaya exponents, let us say $\Lambda_n$, is $k - 1$. We call this eigenvalue trivial.

If the general solution of system (5) is single-valued, then the Kovalevskaya exponents should be integer. However, as we have already mentioned the Painlevé test is not a correct integrability condition. The first strict relation between the existence of a first integral and the Kovalevskaya exponents was found by Yoshida [9], who proved that if system (5) possesses a polynomial first integral whose gradient does not vanish at the Darboux point, then the degree of the homogeneity of this first integral belongs to the spectrum of the Kovalevskaya matrix. This result was later generalised in [21; 22; 23] and the final relation is the following. If system (5) possesses a polynomial or rational first integral, then the Kovalevskaya exponents calculated at a certain Darboux point satisfy a resonance relation. However, in this paper we do not use this connection between the Kovalevskaya exponents and the integrability
in the class of polynomial or rational functions but we use a stronger result concerning the integrability in the wider class of meromorphic functions.

As we said, the idea of Kovalevskaya gave a strong impulse for searching a relation between the integrability and branching of solutions as functions of the complex time. This, somewhat mysterious, relation was fully explained for Hamiltonian systems by an elegant and powerful theory of S. L. Ziglin [14, 15]. The basic idea of this theory is following. To have a chance to describe possible branching, we need a particular single-valued solution \( \varphi(t) \) of the considered system. Knowledge about solutions close to \( \varphi(t) \) comes from the variational equations along \( \varphi(t) \). The monodromy group of these equations describes branching of solutions close to \( \varphi(t) \). The existence of integrals of the system puts a restriction on the monodromy group—it cannot be too “big”. At the end of the previous century, the strength of the Ziglin theory was considerably improved thanks to the application of the differential Galois theory [24]. The Morales-Ramis theory, see [17], is a kind of an algebraic version of the Ziglin theory—instead of the monodromy group the differential Galois group of the variational equations is used to find obstructions for the integrability. The main theorem of the Morales-Ramis theory states that if the investigated system is integrable in the Liouville sense, then the identity component of the differential Galois group of the variational equations along a particular solution is Abelian, see [16, 17].

Morales-Ruiz and Ramis used their theory to give the strongest known necessary conditions for the integrability of Hamiltonian systems with the homogeneous potential (1). Let us describe them shortly. To apply the Morales-Ramis theory we need a particular solution. As we explained in Introduction assuming that the considered potential has a Darboux point, such a solution is given by (3). It gives a family of phase curves \( \Gamma_\varepsilon \) of the form

\[
\dot{\varphi}^2 = \frac{2}{k}(\varepsilon - \varphi^k), \quad \varepsilon \neq 0
\]

These curves are elliptic for \( k = 3, 4 \) and hyperelliptic for \( k > 4 \).

It is easy to show that the variational equations along solution (3) have the form \( \ddot{x} = -\varphi(t)^{k-2}V''(d)x \). Thus, assuming that the Hessian matrix \( V''(d) \) is diagonalisable, we can find coordinates \((y_1, \ldots, y_n)\) such that in these variables equations read \( \ddot{y}_i = -\lambda_i \varphi(t)^{k-2}y_i \), for \( i = 1, \ldots, n \), where \( \lambda_1, \ldots, \lambda_n \) are eigenvalues of \( V''(d) \). As was observed by Yoshida [25], the following change of the independent variable \( t \to z := \varphi(t)^k/\varepsilon \) transforms \( i \)-th variational equation into the Gauss hypergeometric equation with parameters dependent on \( k \) and \( \lambda_i \). But, for the hypergeometric equation the monodromy, as well as the differential Galois groups, are well known, see e.g., [26]. Basing on these facts, J. J. Morales-Ruiz and J. P. Ramis formulated in [16] a general theorem concerning the integrability of Hamiltonian systems with a homogeneous
potential. Here, we formulate this theorem for a polynomial homogeneous potential.

**Theorem 1.** If the Hamiltonian system given by (1) with the polynomial homogeneous potential \( V(q) \) of degree \( k > 2 \) is meromorphically integrable in the Liouville sense, then values of \((k, \lambda_i)\) for \( i = 1, \ldots, n \) belong to the following list

1. \( \left( k, \frac{k}{2}p(p - 1) + p \right) \),
2. \( \left( k, \frac{k - 1}{2k} + p(p + 1)\frac{k}{2} \right) \),
3. \( \left( 3, \frac{1}{6} (1 + 3p)^2 - \frac{1}{24} \right) \),
4. \( \left( 3, \frac{3}{32} (1 + 4p)^2 - \frac{1}{24} \right) \),
5. \( \left( 3, \frac{3}{50} (1 + 5p)^2 - \frac{1}{24} \right) \),
6. \( \left( 3, \frac{3}{50} (2 + 5p)^2 - \frac{1}{24} \right) \),
7. \( \left( 4, \frac{2}{9} (1 + 3p)^2 - \frac{1}{8} \right) \),
8. \( \left( 5, \frac{5}{18} (1 + 3p)^2 - \frac{9}{40} \right) \),
9. \( \left( 5, \frac{1}{10} (2 + 5p)^2 - \frac{9}{40} \right) \),

where \( p \) is an integer.

Let us notice that one eigenvalue of \( V''(d) \), let us say \( \lambda_n \), is \( k - 1 \), so it does not give any restriction to the integrability. For a typical situation when the investigated potential depends on some parameters, using the above theorem, we are able to distinguish infinite families (depending on parameters) of potentials which are suspected to be integrable.

**Remark 2.** If \( V'(d) = d \), then \( \tilde{d} = \gamma d \) satisfies \( V' (\tilde{d}) = \gamma^{k-2}d \), and using \( \tilde{d} \) we can find a particular solution as we did with \( d \). Although eigenvalues of \( V''(d) \) and \( V''(\tilde{d}) \) are different, we do not obtain a new restriction for the integrability. The reason of this is the fact that \( d \) and \( \tilde{d} \) define the same phase curves.

The above remark justifies introducing the notion of a Darboux point of a homogeneous polynomial potential \( V \). We say that \( d \in C^n \) is a Darboux point of a \( V \in C[q] \), if it is a Darboux point of the auxiliary system

\[
\frac{d}{dt}q = V'(q).
\]  

We always normalise coordinates of a Darboux point \( d \) in such way that they satisfy [3]. We denote by \( D_V \) the set of Darboux points of system [3]. Notice that for \( d \in D_V \), the Kovalevskaya exponents \( \Lambda_i(d) \) are given by \( \Lambda_i(d) = \lambda_i(d) - 1 \), where \( \lambda_i(d) \) are eigenvalues of \( V''(d) \).
3 Main result

It is obvious that the more Darboux points we have for a given potential, the more obstructions for its integrability follow from Theorem 1. Investigating the integrability of two dimensional potentials, see [27, 28], we noticed the following fact. For a generic case the number of Darboux points is \( k = \deg V \). We have two eigenvalues of \( V''(d_i) \) for every \( d_i \in D_V \). One of them is \( k - 1 \), the remaining one we denote by \( \lambda_i \). It appears that non-trivial eigenvalues \( \lambda_1, \ldots, \lambda_k \) calculated at all Darboux points are not independent, i.e., they satisfy a certain relation. This relation has the simplest form if we express it in terms of \( \Lambda_i = \lambda_i - 1 \), i.e., in terms of the Kovalevskaya exponents of the auxiliary system (8), and it reads

\[
\sum_{i=1}^{k} \frac{1}{\Lambda_i} = -1. \tag{9}
\]

Now, if the system is integrable, then \( \Lambda_i = \lambda_i - 1 \) take values determined by Theorem 1. In [28] we showed that for an arbitrary \( k > 2 \) there exist at most a finite number of \( \Lambda_1, \ldots, \Lambda_k \), satisfying this requirement. Moreover, from our considerations in [28] it follows that the number of potentials of degree \( k \) which have specified values of \( (\Lambda_1, \ldots, \Lambda_k) \), is finite. All the above facts imply that for a fixed \( k > 2 \), the number of integrable homogeneous potentials of degree \( k \) with the maximal number of Darboux points is finite. Thus, it is natural to ask if we can prove a similar fact for a case when \( n > 2 \). Unfortunately, the methods we used in [28] are applicable only when \( n = 2 \). Now our aim is to show how to overcome this difficulty.

A theorem proved in [20] plays the central role in our considerations. Here we formulate it in a form adapted to our needs. Let us return to a general first order homogeneous system (5) and assume that it has the maximal number of Darboux points. As it was mentioned, one of the Kovalevskaya exponents at an arbitrary Darboux point \( d \) is \( k - 1 \); we denote the remaining ones by \( \Lambda(d) = (\Lambda_1(d), \ldots, \Lambda_{n-1}(d)) \). Let \( \tau_i \) for \( 0 \leq i \leq n - 1 \), denote the elementary symmetric polynomial in \( (n - 1) \) variables of degree \( i \) i.e.

\[
\tau_r(x) := \tau_r(x_1, \ldots, x_{n-1}) = \sum_{1 \leq i_1 < \cdots < i_r \leq n-1} \prod_{s=1}^{r} x_{i_s}, \quad 1 \leq r \leq n - 1.
\]

and \( \tau_0(x) := 1 \). The theorem below is in fact a reformulation of Corollary 12 on page 359 in [20].

**Theorem 2.** Assume that system (5) with homogeneous polynomial right hand sides of degree \( k \) has the maximal number of Darboux points and let \( S \) be a symmetric homogeneous polynomial in \( n - 1 \) variables of degree less than
Then, the number

\[ R := \sum_{d \in \mathcal{D}} \frac{S(\Lambda(d))}{\tau_{n-1}(\Lambda(d))}. \tag{10} \]

depends only on the choice of \( S \), dimension \( n \) and homogeneity degree \( k \).

In other words, \( R = R(S, n, k) \) does not depend on a specific choice of \( F \), provided that \( F \) has the maximal number of Darboux points. The above theorem shows that there exist \( n - 1 \) different universal relations among “non-trivial” Kovalevskaya exponents calculated at all Darboux points. In order to use the above theorem effectively, we have to know the values of \( R(S, n, k) \) for arbitrary \( n, k \) and a chosen set of \( n \) independent symmetric homogeneous polynomials \( S_i \) of degree \( i \) for \( i = 0, \ldots, n - 1 \). In [20] one can find these values for \( n = 3 \) and \( k = 2 \). Fortunately, the method used in [20] works also in the general case. To calculate \( R(S, n, k) \) it is enough to choose a system for which one can easily determine the Kovalevskaya exponents, but the system must be defined for arbitrary \( n > 2 \) and \( k > 2 \), and, of course, it must have the maximal number of Darboux points. These requirements are satisfied by the \( n \)-dimensional generalisation of the Jouanolou system

\[ \dot{x}_i = x_{i+1}^k, \quad 1 \leq i \leq n, \quad x_{n+1} \equiv x_i, \tag{11} \]

see [29]. For this system the Kovalevskaya exponents do not depend on a Darboux point and can be written explicitly. We show this in the following lemma.

**Lemma 1.** Let \( \Lambda = (\Lambda_1, \ldots, \Lambda_{n-1}) \) denotes the non-trivial Kovalevskaya exponents calculated at a Darboux point of system (11). Then the elementary symmetric polynomials of \( \Lambda \) take the following values

\[ \tau_r(\Lambda) = (-1)^r \sum_{i=0}^{r} \binom{n-i-1}{r-i} k^i, \tag{12} \]

for \( 0 \leq r \leq n - 1 \).

**Proof.** Solutions \( d = (d_1, \ldots, d_n) \) of equation (6) describing Darboux points can be written as

\[ d_n = s, \quad d_{n-1} = s^k, \quad d_{n-2} = s^{k^2}, \ldots, d_2 = s^{k^{n-2}}, \quad d_1 = s^{k^{n-1}}, \tag{13} \]

where \( s \) is a primitive root of unity of degree \( k^{n-1} \), i.e. \( s \) is a solution of the cyclotomic equation

\[ s^{k^{n-1}} - 1 = 0. \tag{14} \]

Equation (13) has \( k^n - 1 \) complex solutions, hence by Remark II system (11) has \( (k^n - 1)/(k - 1) \) Darboux points. The Kovalevskaya matrix at point \( d \) has
the form

\[
K(d) = \begin{pmatrix}
-1 & kd_2^{k-1} & 0 & \cdots & 0 \\
0 & -1 & kd_3^{k-1} & 0 & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & -1 & \ddots & 0 \\
0 & \cdots & \cdots & 0 & -1 & kd_n^{k-1} \\
kd_1^{k-1} & 0 & \cdots & 0 & -1 & -1
\end{pmatrix}.
\]

Thus its characteristic polynomial is

\[
P(\Lambda) = \det (K(d) - \Lambda E) = (-1)^n(\Lambda + 1)^n + (-1)^{n-1}k^n d_1^{k-1} \cdots d_n^{k-1}
= (-1)^n[(\Lambda + 1)^n - k^n].
\]  \hspace{1cm} (15)

In this way we showed that all Darboux points have the same Kovalevskaya exponents given by

\[
\Lambda_i = k\varepsilon^{n-i} - 1, \quad 1 \leq i \leq n,
\]  \hspace{1cm} (16)

where \(\varepsilon\) is a primitive \(n\)-th root of the unity. In order to find elementary symmetric functions of nontrivial eigenvalues \(\Lambda := (\Lambda_1, \ldots, \Lambda_{n-1})\) we factorise characteristic polynomial (15) in the following way

\[
P(\Lambda) = (-1)^n(\Lambda + 1 - k)Q(\Lambda, n, k),
\]

where

\[
Q(\Lambda, n, k) = \sum_{p=0}^{n-1} \sum_{i=p}^{n-1} \binom{i}{p} k^{n-1-i} \Lambda_p = \sum_{q=0}^{n-1} \sum_{i=n-1-q}^{n-1} \binom{i}{n-1-q} (n-1-q) k^{n-1-i} \Lambda^{n-1-q}.
\]

Thus symmetric functions \(\tau_r(\Lambda)\) are up to the sign coefficients of the above polynomial

\[
\tau_r(\Lambda) = (-1)^r \sum_{i=n-1-r}^{n-1} \binom{i}{n-1-r} k^{n-1-i}, \quad r = 0, \ldots, n-1.
\]

From the above formula we obtain (12) by a simple change of indices. \(\square\)

By the above lemma we have in particular \(\tau_1(\Lambda) = 1 - n - k\), and

\[
\tau_{n-1}(\Lambda) = (-1)^{n-1} \frac{k^n - 1}{k - 1}, \quad \tau_{n-2}(\Lambda) = (-1)^{n} \frac{k^n - n(k - 1) - 1}{(k - 1)^2}.
\]  \hspace{1cm} (17)

Knowing (12) we can calculate \(R(S, n, k)\) for an arbitrary choice of \(S\). In what follows we need explicit formulas for \(S = \tau_1^r\) and \(S = \tau_r\) for \(0 \leq r \leq n - 1\).
**Proposition 1.** For $0 \leq r \leq n - 1$ we have
\[
R(\tau^r, n, k) = (-1)^{n-1}(1-n-k)^r, \tag{18}
\]
and
\[
R(\tau, n, k) = (-1)^{r+1-n} \sum_{i=0}^{r} \binom{n-i-1}{r-i} k^i. \tag{19}
\]

**Proof.** It is enough to insert formulas (12) into (10) and perform elementary simplification. \[\square\]

Let us notice that in particular we have
\[
R(\tau_{n-2}, n, k) = -\frac{k^n - n(k-1) - 1}{(k-1)^2}. \tag{20}
\]

Now, the question is if we can use the above facts for our problem. As it was mentioned, the integrability conditions of a homogeneous potential are given in terms of the Kovalevskaya exponents of the auxiliary gradient system (8). The $\mathbb{C}$-linear space of polynomial homogeneous systems of a given degree has the dimension greater than the space of polynomial homogeneous gradient systems of the same degree. Thus it seems to be possible that the number of isolated Darboux points of system (8) with the potential of degree $k$ is always smaller than $D(n, k-1)$. But it is not like that—there exist potentials of degree $k$ which have $D(n, k-1)$ Darboux points. The simplest example is following
\[
V_0 = \sum_{i=1}^{n} q_i^k. \tag{21}
\]

We prove that potentials of degree $k$ with $D(n, k-1)$ Darboux points are generic. Let us precise the meaning of a generic potential. The $\mathbb{C}$-linear space $\mathcal{H}_k$ of all homogeneous polynomials of degree $k$ has dimension
\[
d = \binom{n+k-1}{k}.
\]

Let us fix an monomial ordering $\prec$ of variables $q_1, \ldots, q_n$. Then every homogeneous polynomial $V$ of degree $k$ can be uniquely written in the form
\[
V = \sum_{i=1}^{d} v_i q^{\alpha_i},
\]
where $q^{\alpha_1} \prec \cdots \prec q^{\alpha_d}$ are all monomials of degree $k$. Hence we identify $\mathcal{H}_k$ with $\mathbb{C}^d$ identifying $V$ with $(v_1, \ldots, v_d) \in \mathbb{C}^d$. We convert $\mathcal{H}_k$ into a complete normed space fixing in $\mathbb{C}^d$ an arbitrary norm. Now we show the following.
Lemma 2. Let $G_k \subset H_k$ be a set of all homogeneous potentials of degree $k > 2$ such that

1. if $V \in G_k$, then $V$ has maximal number of Darboux points $d_1, \ldots, d_s$, where
   $$s = D(n, k - 1) := \frac{(k - 1)^n - 1}{k - 2},$$
   and
2. for each Darboux point all the Kovalevskaya exponents are different from zero.

Then set $G_k$ is open and non-empty.

Proof. First we show that $H_k$ is not empty. It is an easy exercise to check that $V_0$ satisfies condition (1) and (2) so it is an element of $G_k$.

To prove that that $G_k$ is open we have to show that for every $V \in G_k$ all potentials close enough to $V$ also belongs to $G_k$. To this end we notice that a Darboux point $d$ of $V \in H_k$ is a zero of

$$G(q) := V'(q) - q.$$  \hspace{1cm} (22)

We claim that if $V \in G_k$, then a Darboux point $d$ of $V$ is an isolated zero of $G$. In fact, the Jacobian of $G$ calculated at $d$ is not singular as $G'(d) = K(d)$ and by assumption $\det K(d) \neq 0$. Let $V \in G_k$ and

$$W = \sum_{i=1}^{d} \varepsilon_i q^{\alpha_i}.$$ Darboux points of $V + W$ are solutions $d(\varepsilon)$ of

$$G(d, \varepsilon) := V'(d) + W'(d) - d = 0, \quad \varepsilon = (\varepsilon_1, \ldots, \varepsilon_d).$$

By assumption that $V \in G_k$ we have that for $\varepsilon = 0$ the above equation has $s$ isolated solutions $d(0)$. Hence for $\|\varepsilon\|$ small enough there exist $s$ solutions $d(\varepsilon)$. This exactly means that for an arbitrary $V \in G_k$ there exists an open subset of $G_k$ containing $V$, i.e., $G_k$ is open. \hfill $\square$

Thanks to the above lemma we can apply directly Theorem 2 to the auxiliary system and this gives the following.

Theorem 3. Let us assume that a homogeneous polynomial potential $V \in \mathbb{C}[q]$ of degree $k$ has $D(n, k - 1)$ Darboux points $d \in D_V$. Then non-trivial Kovalevskaya exponents $\Lambda(d)$ satisfy the following relations:

$$\sum_{d \in D_V} \frac{\tau_1(\Lambda(d))^r}{\tau_{n-1}(\Lambda(d))} = (-1)^{n-1}(2 - n - k)^r,$$ \hspace{1cm} (23)
or, alternatively
\[
\sum_{d \in D_V} \frac{\tau_r(\Lambda(d))}{\tau_{n-1}(\Lambda(d))} = (-1)^p \sum_{i=0}^{r} \binom{n-i-1}{r-i}(k-1)^i, \tag{24}
\]
for \(0 \leq r \leq n - 1\).

Now, if a Hamiltonian system (1) with potential \(V\) satisfying assumptions of the above theorem is integrable, then \(\Lambda_i(d)\) for \(1 \leq i \leq n - 1\) and \(d \in D_V\) take rational values given in Theorem 1 and satisfy relations (23) and (24). These are really strong restrictions. This fact is shown by the following theorem.

**Theorem 4.** Among Hamiltonian systems given by (1) with homogeneous potentials of fixed degree \(k > 2\) admitting the maximal number of Darboux points only a finite number is integrable.

In order to prove this theorem we recall Lemma B.1 from [28].

**Lemma 3.** Let us consider the following equation
\[
X_1 + \cdots + X_m = c, \quad c > 0, \tag{25}
\]
and look for its solutions \(X = (X_1, \ldots, X_m) \in \mathcal{X}^m\) where \(\mathcal{X}\) is a set of all sequences \(\{x_i\}_{i \in \mathbb{N}}\) of non-negative real numbers such that \(\lim_{n \to \infty} x_n = 0\). Then for an arbitrary \(c > 0\) equation (25) has at most a finite number of solutions in \(\mathcal{X}^m\).

To prove Theorem 4 we only need one relation given in Theorem 3. Namely, relation (24) for \(r = n - 2\) reads
\[
\sum_{d \in D_V} \frac{n-1}{\Lambda_i(d)} = -\frac{(k-1)^n - n(k-2) - 1}{(k-2)^2}. \tag{26}
\]

Let us define \((n-1)D(n, k-1)\) quantities \(X_i = 1/\Lambda_i(d)\) where \(i = 1, \ldots, n - 1\) and \(d \in D_V\). Then from Theorem 1 it follows that for a fixed \(k\), \(X_i\) belong to an appropriate set \(\mathcal{X}_k\) possessing the properties

1. \(\mathcal{X}_k = \{x^{(k)}_n \in \mathbb{Q} \setminus \{0\} \mid x^{(k)}_n \in (-\infty, -1) \cup (0, \infty), \ n \in \mathbb{N}\}\),
2. For each \(k\) the sequence \(\{x^{(k)}_n\}\) has only one accumulation point at 0. In particular, for each \(k\) only a finite number of \(x^{(k)}_n\) take negative values not greater than -1.

From relation (26) it follows that at least one of \(X_i\) is negative. However, if \(X_i\) is negative, then it cannot be greater than -1. Hence, not all of \(X_i\) are negative. So assume that \(X_i\) for \(i = m + 1, \ldots, l\), where \(l = (n-1)D(n, k-1)\), are negative for some \(0 < m < l\). There is only finitely many choices for \(X_{m+1}, \ldots, X_l\). For each of them we can rewrite relation (26) in the form (25).
But, by the above lemma, this means that (26) has only a finite number of solutions.

Let us note that for \( n = 2 \) relation (26) transforms into (9).

4 Discussion and Comments

Fact that there exist some relations between the Kovalevskaya exponents was observed earlier in a study of Painlevé property of multi-parameter systems, see e.g. relation (3.12) in [30]. For two degrees of freedom and a homogeneous potential of degree 3, one can find all Darboux points and the respective Kovalevskaya exponents explicitly and then check directly that relation (9) holds. Exactly in this way relation (9) was found for \( k = 3 \) in [27]. However this method fails for \( k > 4 \) as there is no way to find explicit solutions of non-linear equations (3). For an arbitrary \( k \) relation (9) was found in [28] but the method used there cannot be directly generalised to higher dimensional systems. Nevertheless it allows to find certain relations between the Kovalevskaya exponents for non-generic potentials.

Let us underline that Theorem 4 is only one, and not the most important, consequence of relations (23) and (24). These relations give also a possibility to investigate completely the integrability problem of potentials with a given degree \( k \) in an algorithmic way. At first, for a given \( k \) we have to find all solutions \( \Lambda_{i,j} = \Lambda_i(d_j) \), \( i = 1,\ldots,n-1, \ j = 1,\ldots,D(n,k-1) \) of relations (23) or (24) such that the corresponding quantities \( \lambda_{i,j} = \Lambda_{i,j} + 1 \) belong to an item in the table given in Theorem 1. Such solutions are called admissible. For this a computer algebra program is needed. For \( n = 2 \) and relatively small values of \( k \) such solutions can be find quickly. Tables 1 and 2, taken from [27,28] give all such solutions for \( k = 3 \) and \( k = 4 \), respectively.

\[
\begin{align*}
\{\Lambda_1,\Lambda_2,\Lambda_3\} \\
\{-1,-1,1\} \\
\{-2/3,4,4\} \\
\{-7/8,14,14\} \\
\{-2/3,7/3,14\}
\end{align*}
\]

Table 1
Admissible solutions of (9) for \( k = 3 \).
\{A_1, A_2, A_3, A_4\}
\{-1, -1, 2, 2\}
\{-5/8, 5, 5, 5\}
\{-5/8, 2, 20, 20\}
\{-5/8, 27/8, 27/8, 135\}
\{-5/8, 2, 14, 35\}

Table 2
Admissible for solutions of (9) \(k = 4\).

It must be said however that for bigger values of \(k\) finding all admissible solutions starts to be a computer time demanding problem. For \(k > 5\) it is known that relation (9) has always at least two solutions.

\[ A_k^{(1)} = \{-1, -1, (k - 2), \ldots, k - 2\}, \quad A_k^{(2)} = \left\{-\frac{k + 1}{2k}, k + 1, \ldots, k + 1\right\}. \]

However for \(k = 14, 17, 19, 26, \ldots\) additional solutions appear, see [31]. For \(n > 2\) finding all admissible solutions of (23) or (24) is a very difficult problem even for \(k = 3\).

In the next step we have to find the potentials which give admissible Ko- valevskaya exponents. As we have already mentioned, for a given admissible solution \(\{\Lambda_{ij}\}\) the number of the corresponding non-equivalent potentials is finite. A procedure of potentials reconstruction reduces to finding all solutions of a system on polynomial equations. For \(n = 2\) and small \(k\) this problem can be solved explicitly. For bigger values of \(k\) we do not know if it is possible to find explicit solutions. For \(n > 2\) finding all admissible solutions of (23) or (24) is a very difficult problem even for \(k = 3\). The algorithm applied for \(n = 2\) is useless and new more efficient one is needed. For \(A_k^{(1)}\) and \(A_k^{(2)}\) one can find the corresponding potentials solving certain linear differential equations, for details see [31].

Among selected potentials we can find integrable, as well as not integrable ones. At this point we need a tool stronger than Theorem 1 to prove that those non-integrable are really non-integrable. Fortunately, there exists such a tool. It is yet another theorem due to Morales and Ramis which says that if the system is integrable, then the identity component of the differential Galois group of the \(i\)-th order variational equations is Abelian for any \(i \in \mathbb{N}\). For more details see [17, 32]. However this theorem can be used effectively only when \(k = 3\) or \(k = 4\). For example of applications and details see [27].

We have already mentioned that the integrability is a highly non-generic phe-
nomenon. Our Theorem 4 concerns only potentials with the maximal number of Darboux points. But of course there exist potentials with not isolated Darboux points, potentials which have no the maximal number of isolated Darboux points, and potentials without Darboux points. Among them one can find integrable ones. An example of an integrable potential without Darboux points is given in [33]. In this example the additional first integral is of the fourth degree with respect to the momenta. Nevertheless, we conjecture that Theorem 4 is true without any assumptions.

In the end we mention that relations (23) and (24), and their generalisations for nongeneric cases, can be derived in a way different from that used in [20]. It is exposed, together with an integrability analysis of three dimensional potentials, in our forthcoming paper [34].
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