CORRIGENDUM TO: PHASE TRANSITION IN EQUILIBRIUM FLUCTUATIONS OF SYMMETRIC SLOWED EXCLUSION
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Abstract. We present the correct space of test functions for the Ornstein-Uhlenbeck processes defined in [2]. Under these new spaces, an invariance with respect to a second order operator is shown, granting the existence and uniqueness of those processes. Moreover, we detail how to prove some properties of the semigroups, which are required in the proof of uniqueness.

1. Outline

In our paper [2] it was used that, if \( H \in \mathcal{S}_\beta(\mathbb{R}) \), then

\[
\Delta_\beta T_\beta t H \in \mathcal{S}_\beta(\mathbb{R}),
\]

which is not true. Above, \( \Delta_\beta \) is essentially the Laplacian operator, but defined in the space of test functions \( \mathcal{S}_\beta(\mathbb{R}) \) and the operator \( T_\beta t \) is the semigroup of the related PDE. The reader can find the complete definitions in [2].

To clarify ideas, for \( \beta \in [0,1) \), \( \mathcal{S}_\beta(\mathbb{R}) \) is the classical Schwartz space, and \( T_\beta t \) is the semigroup of the heat equation. It is well known (via Fourier transform, see [4] for instance) that the heat equation preserves the Schwartz space. Moreover, any derivative of a function in the Schwartz space is again in the Schwartz space. Therefore, condition (1.1) is true for \( \beta \in [0,1) \). However, for \( \beta \geq 1 \) it is not. In this note we properly redefine \( \mathcal{S}_\beta(\mathbb{R}) \) for \( \beta \geq 1 \), so that (1.1) becomes true for any \( \beta \geq 0 \).

A remark: on top of page 4 of the present article we give the precise locations where (1.1) is used in [2]. One of this locations is the proof of uniqueness of the corresponding generalized Ornstein-Uhlenbeck processes (O.U.). There are some recent works on generalized O.U. processes whose associated operators do not satisfy (1.1), see for example [1]. However, such topic is quite technical and hard to deal with. Thus, we have chosen to modify the definition of test functions in order to have (1.1), so that the proof of uniqueness, presented in [2], is valid.

Finally, some details missing in the original paper are also included here.

2. Introduction

The purpose of these notes is to present a correction in the definition of the space of test functions of the Ornstein-Uhlenbeck processes which govern the equilibrium density fluctuations of symmetric simple exclusion processes with a slow bond as defined in [2], that we denote by \( \{ \eta_{\nu,t} : t \geq 0 \} \). We consider the processes starting from the invariant state, namely the Bernoulli product
Definition 2. Let derivatives, all the results there remain true for the space $S$ the results in [2] only use the boundary conditions for zero and first order here we also impose boundary conditions on higher order derivatives. Since: \[ \Delta \{ \] when showing tightness of the processes \[ R \rightarrow \sqrt{2\chi(\rho)}\nabla_d\mathcal{W}_t, \] as explained in [2], where $\chi(\rho) = \rho(1 - \rho)$, the stochastic process $\mathcal{W}_t$ is an $\mathcal{Y}_\beta(\mathbb{R})$-valued Brownian motion, and $\Delta_\beta$ and $\nabla_\beta$ are properly defined below.

3. The Space of Test Functions

We start by redefining the space of test functions $\mathcal{S}_\beta(\mathbb{R})$ where the operators $\Delta_\beta$ and $\nabla_\beta$ are defined.

3.1. Definition of $\mathcal{S}_\beta(\mathbb{R})$ and the operators $\Delta_\beta$ and $\nabla_\beta$.

**Definition 1.** For $\beta \in [0, +\infty]$ and $\alpha > 0$, let $L^2_\beta(\mathbb{R})$ be the space of functions $H: \mathbb{R} \rightarrow \mathbb{R}$ with $\|H\|_{L_\beta^2} := \|H\|_2^2 + \frac{1}{\alpha^2} \int_{\mathbb{R}} (H(0))^2 < +\infty$, where $\|H\|_2^2 = \int_{\mathbb{R}} H(u)^2 du$.

**Definition 2.** Let $\mathcal{S}(\mathbb{R}\setminus\{0\})$ be the space of functions $H: \mathbb{R} \rightarrow \mathbb{R}$ such that:

(i) $H$ is smooth on $\mathbb{R}\setminus\{0\}$, i.e. $H \in C^\infty(\mathbb{R}\setminus\{0\})$,

(ii) $H$ is continuous from the right at 0,

(iii) for all non-negative integers $k, \ell$, the function $H$ satisfies

\[ \|H\|_{k, \ell} := \sup_{u \neq 0} \left| (1 + |u|^{\ell}) \frac{d^k H}{du^k}(u) \right| < \infty. \]  

(3.1)

**Remark 3.1.** It is a consequence of (3.1) that the side limits $\frac{d^k H}{du^k}(0^+)$ and $\frac{d^k H}{du^k}(0^-)$ exist for any integer $k \geq 0$.

**Definition 3.**

(1) For $\beta < 1$, $\mathcal{S}_\beta(\mathbb{R})$ is the usual Schwartz space $\mathcal{S}(\mathbb{R})$.

(2) Fix $\alpha > 0$. For $\beta = 1$, $\mathcal{S}_\beta(\mathbb{R})$ is the subset of $\mathcal{S}(\mathbb{R}\setminus\{0\})$ composed of functions $H$ such that for any integer $k \geq 0$

\[ \frac{d^{2k+1} H}{du^{2k+1}}(0^+) = \frac{d^{2k+1} H}{du^{2k+1}}(0^-) = (\frac{d^{2k} H}{du^{2k}}(0^+) - \frac{d^{2k} H}{du^{2k}}(0^-)) \]  

(3.2)

(3) For $\beta > 1$, $\mathcal{S}_\beta(\mathbb{R})$ is the subset of $\mathcal{S}(\mathbb{R}\setminus\{0\})$ composed of functions $H$ such that for any integer $k \geq 0$

\[ \frac{d^{2k+1} H}{du^{2k+1}}(0^+) = \frac{d^{2k+1} H}{du^{2k+1}}(0^-) = 0. \]  

(3.3)

Finally, let $\mathcal{S}_\beta'(\mathbb{R})$ be the topological dual of $\mathcal{S}_\beta(\mathbb{R})$.

We notice that the spaces defined above are very close to those of [2], but here we also impose boundary conditions on higher order derivatives. Since the results in [2] only use the boundary conditions for zero and first order derivatives, all the results there remain true for the spaces $S_\beta(\mathbb{R})$ introduced above. As in [2] the spaces $S_\beta(\mathbb{R})$ are Fréchet space and this fact is only used when showing tightness of the processes $\{\mathcal{Y}_t^n : t \in [0, T]\}_{n \in \mathbb{N}}$, see [3].
Definition 4. Fix $\beta \in [0, +\infty)$. Let $\nabla_\beta$ and $\Delta_\beta$ be the operators acting on functions $H \in \mathcal{F}_\beta(\mathbb{R})$ as

$$\nabla_\beta H(u) = \frac{dH}{du}(u)\mathbf{I}_{u \neq 0} + \frac{dH}{du}(0^+)\mathbf{I}_{u = 0} \quad \text{and} \quad \Delta_\beta H(u) = \frac{d^2H}{du^2}(u)\mathbf{I}_{u \neq 0} + \frac{d^2H}{du^2}(0^+)\mathbf{I}_{u = 0}.$$  

We recall now the hydrodynamic equations (and their semigroups) associated to the different regimes of $\beta$.

The regime $\beta \in [0, 1)$. The hydrodynamic equation is the heat equation on the line given by

$$\partial_t u(t, x) = \partial^2_{xx} u(t, x), \quad t \geq 0, x \in \mathbb{R}\setminus\{0\}, \quad \partial_x u(t, 0^+) = \partial_x u(t, 0^-) = 0, \quad t \geq 0. \tag{3.6}$$

Its semigroup is given by

$$T^\beta_t g(x) := \int_0^{+\infty} \left[ \phi_t(x-y) + \phi_t(x+y) \right] g(y \text{sign}(x)) \, dy. \tag{3.7}$$

In this case we denote $T^\beta_t$ as $T^\text{Neu}_t$.

The regime $\beta = 1$. Let $\alpha > 0$. In this case, the hydrodynamic equation is the heat equation with Robin’s boundary condition at $x = 0$ given by

$$\left\{ \begin{array}{l}
\partial_t u(t, x) = \partial^2_{xx} u(t, x), \\
\partial_x u(t, 0^+) = \partial_x u(t, 0^-) = \alpha \{ u(t, 0^+) - u(t, 0^-) \},
\end{array} \right. \quad t \geq 0, x \in \mathbb{R}\setminus\{0\}. \tag{3.8}$$

Denote by $g_{\text{even}}$ (resp. $g_{\text{odd}}$) the even (resp. odd) parts of a function $g : \mathbb{R} \to \mathbb{R}$: $g_{\text{even}}(x) = \frac{g(x)+g(-x)}{2}$ and $g_{\text{odd}}(x) = \frac{g(x)-g(-x)}{2}$. The semigroup associated to (3.8) has been obtained in [2] by symmetry arguments and its expression is given by

$$T^\beta_t g(x) = \int_\mathbb{R} \left[ \phi_t(x-y) g_{\text{even}}(y) \, dy + \text{sign}(x) e^{2\alpha|x|} \right] \times \int_{|z|}^{+\infty} e^{-2\alpha z} \left[ \left( \frac{x+y+4\alpha t}{2} \right) \phi_t(z) + \left( \frac{z+y-4\alpha t}{2} \right) \phi_t(z) \right] g_{\text{odd}}(y) \, dy \, dz. \tag{3.9}$$

We denote $T^\beta_t$ here by $T^\alpha_t$.

Now we state the central result of this paper.

Proposition 3.2. For any $\beta \in [0, +\infty)$, for all $t > 0$ and for all $H \in \mathcal{F}_\beta(\mathbb{R})$:

$$\Delta_\beta H \in \mathcal{F}_\beta(\mathbb{R}), \quad T^\beta_t H \in \mathcal{F}_\beta(\mathbb{R}).$$ \tag{3.10}
Before proving this proposition, we make a break to explain where each one of the two conditions above are used in [2].

In the middle of page 4170 of [2], we have that, for $H \in \mathcal{S}_\beta(\mathbb{R})$,

$$
\mathcal{M}_t(H) := \mathcal{H}(H) - \mathcal{H}_0(H) - \int_0^t \mathcal{H}(_t^\beta H) \, ds,
$$

(3.11)

is a martingale. Since $\mathcal{H}$ is a linear functional defined on $\mathcal{S}_\beta(\mathbb{R})$, in order to have $\mathcal{M}_t(H)$ well defined, we need (3.9) to be true.

On the other hand, at the bottom of page 4175 of [2], for $H \in \mathcal{S}(\mathbb{R})$,

$$
Z_t(H) := \exp\left\{ \frac{1}{2} \int_0^t \|\nabla_\beta T_{S-r}^\beta H\|^2_{2,\beta} \, dr + i\mathcal{H}(T_{S-r}^\beta H) \right\}
$$

(3.12)

is a martingale. Therefore, we need to be (3.10) in order to have $Z_t(H)$ well defined.

We note that we make use of the martingale (3.11) to prove the existence of the generalized Ornstein-Uhlenbeck process solution of (2.1) described in [2], while (3.12) is needed in the proof of uniqueness of its solutions.

**Proof of Proposition 3.2.** Let $H \in \mathcal{S}_\beta(\mathbb{R})$. For any $\beta$, one can check (3.9) by easily applying the definition of $\mathcal{S}_\beta(\mathbb{R})$. Hence, it remains only to show (3.10), whose proof we split according to each regime of $\beta$.

We observe that we prove (3.10) under the assumption $H \in \mathcal{S}_\beta(\mathbb{R})$. Nevertheless, it remains true under the weaker assumption $H \in L^1(\mathbb{R})$.

- $\beta \in [0, 1)$. This case is straightforward since it corresponds to the classical situation where $\Delta_\beta$ is the usual Laplacian, $\mathcal{S}_\beta(\mathbb{R})$ is the Schwartz space and $T_t^\beta$ is the heat semigroup.

For the next two cases, keep in mind that the derivative of a smooth even real function on the line is an odd function and that the derivative of a smooth odd real function on the line is an even function.

- $\beta \in (1, +\infty]$. We first claim that $\Delta_\beta T_t^{\text{Neu}H}$ is again a solution of (3.6) with initial condition $\Delta_\beta H$. Provided by this claim and doing an induction procedure (on the derivatives of even order of $T_t^{\text{Neu}H}$) we are lead to (3.3) for $T_t^{\text{Neu}H}$, from which (3.10) will follow.

One way to prove the claim is to check it directly by differentiating (3.7) twice with respect to space. Alternatively, a more elegant proof can be done by recalling how (3.7) is usually deduced in the literature and that is what we do now. Keep in mind that the derivatives ahead are in the classical sense. First of all, since $\partial_t T_t^{\text{Neu}H} = \partial_{xx}^2 T_t^{\text{Neu}H}$, for any $x > 0$ and $t > 0$, differentiating twice in space we get $\partial_t \partial_{xx}^2 T_t^{\text{Neu}H} = \partial_{xx}^2 (\partial_t T_t^{\text{Neu}H})$. Hence it only remains to show that $\partial_{xx}^2 T_t^{\text{Neu}H}$ satisfies the correct boundary condition at zero.

We make a break to explain how the expression for $T_t^{\text{Neu}H}$ is usually deduced. In the positive half-line, one has to restrict the initial profile $H$ to the positive half-line and extend it to an even function in the whole line by taking $H(x) = H(-x)$ for $x < 0$. Next, we evolve this even function according to (3.5), the semigroup of the heat equation in $\mathbb{R}$. Since the semigroup (3.5) preserves even functions, and a smooth even function has zero derivative at zero, we conclude that (3.7) is the solution of (3.6) in the positive half-line. The same argument applies to the negative half-line. In other others words, this says that $T_t^{\text{Neu}H}$ given in (3.7) is the solution of (3.6) with initial condition $H$. 


Observe now that an even smooth function has its third order derivative at zero vanishing. Since $T_\text{Neu}^iH$ was constructed above as a restriction of an even function in each half-line, this implies that $(\partial_x \partial_x^2 T_\text{Neu}^iH)(0^+) = 0$, proving the claim.

- $\beta = 1$. The scheme of proof in this case is similar to the previous one. Here, the important property of $T_\alpha^i$ is its symmetry which is also used for its deduction. First, decompose the initial condition $g$ in its odd and even parts. By a symmetry argument, one can figure out that

$$T_\alpha^i g(x) = T_i g_\text{even}(x) + \text{sign}(x) T_\alpha^i g_\text{odd}(|x|)$$  \hspace{1cm} (3.13)

where $T_\alpha^i$ is the semigroup of the following partial differential equation in the half-line:

$$\begin{cases}
\partial_t u(t,x) = \partial_x^2 u(t,x), & t \geq 0, x > 0, \\
\partial_x u(t,0^+) = 2\alpha u(t,0^+), & t \geq 0.
\end{cases} \hspace{1cm} (3.14)$$

Let $H \in \mathcal{S}(\mathbb{R})$ and recall that $T_\alpha^i H$ is the solution of (3.8) with initial condition $H$. We claim that $\Delta T_\alpha^i H$ is a solution of (3.8) with initial condition $\Delta H$. Provided by this claim, analogously to what we did before, we conclude that $T_\alpha^i H$ satisfies the boundary conditions of (3.2), which implies (3.10). By (3.13) and due to the fact that an even smooth function has zero derivative at zero, in order to prove the claim it is enough to show that $\partial_x^2 T_\alpha^i H_{\text{odd}}$ is again a solution of (3.14) with initial condition $\partial_x^2 H_{\text{odd}}$. In other words, we have to assure that differentiating twice (in space) a solution of (3.14) we obtain again a solution of (3.14) with the same boundary condition (but with different initial condition).

Denote by $u$ the solution of (3.14) with initial condition $H \in \mathcal{S}(\mathbb{R})$ and let

$$v = 2\alpha u - \partial_x u,$$  \hspace{1cm} (3.15)

which is the solution of the following equation

$$\begin{cases}
\partial_t v(t,x) = \partial_x^2 v(t,x), & t \geq 0, x > 0, \\
v(t,0^+) = 0, & t \geq 0,
\end{cases} \hspace{1cm} (3.16)$$

with initial condition $v_0 = 2\alpha H - \partial_x H$. Last equation is the heat equation with Dirichlet boundary conditions at $x = 0^+$. The semigroup associated to last equation, that we denote by $T_\text{Dir}^i$, is given by

$$T_\text{Dir}^i v_0(x) := \int_0^{+\infty} \left[ \phi(x-y) - \phi(x+y) \right] v_0(y) dy,$$  \hspace{1cm} (3.17)

where $\phi$ is the heat kernel. If we show that $\partial_x^2 T_\text{Dir}^i v_0$ is again a solution of (3.16), then by (3.15) we conclude that $\partial_x^2 T_\text{Dir}^i H_{\text{odd}}$ is again a solution of (3.8).

To see that (3.17) is the solution of (3.16), we perform a symmetry argument similar to the one used for the heat equation with Neumann boundary conditions. More precisely, given an initial condition $v_0$, we first restrict it to the positive half-line, then we extend it to an odd function in the entire real line. After that, we evolve this function accordingly to (3.5). Since (3.5) preserves odd functions and any smooth odd function vanishes at the origin, we conclude that (3.17) is the solution of (3.16).

We point out that the second derivative at zero of a smooth odd function vanishes. Therefore $\partial_x^2 T_\text{Dir}^i v_0$ is a solution of (3.16) with initial condition $\partial_x^2 v_0$, proving the claim and concluding the proof.
4. Uniqueness of the Ornstein-Uhlenbeck Processes

In this section we give more details on four intermediate results that we need in the proof presented in page 4176 of [2] for the uniqueness of solutions of the Ornstein-Uhlenbeck process given by (2.1). These four results are related to the continuity of $T_t^\beta$.

**Proposition 4.1.** Fix $\beta \in [0, +\infty]$ and let $T_t^\beta : \mathcal{S}_\beta(\mathbb{R}) \rightarrow \mathcal{S}_\beta(\mathbb{R})$ be as before. Then, for each $H \in \mathcal{S}_\beta(\mathbb{R})$, the function $f : \mathbb{R}_+ \rightarrow \mathcal{S}_\beta(\mathbb{R})$ defined by $f(t) = T_t^\beta H$ is uniformly continuous with respect to the topology of $\mathcal{S}_\beta(\mathbb{R})$.

Above we mean that the convergence is with respect to all norms $\| \cdot \|_{k, \ell}$ defined in (3.1). Such topology can be induced by the metric given on $H, G \in \mathcal{S}_\beta(\mathbb{R})$ by

$$d(H, G) := \sum_{k, \ell=1}^{\infty} \frac{1}{2^{k+\ell}} \| H - G \|_{k, \ell}.$$  \hspace{1cm} (4.1)

**Proof of Proposition 4.1.** First of all, by (4.1) we note that it is sufficient to show that $f$ is uniformly continuous for each one of the norms $\| \cdot \|_{k, \ell}$.

We start with the regime $\beta \in [0, 1)$. In this case, since $T_t H = \phi_t H$, by the properties of the space Fourier transform $\mathcal{F}$ described in, for example, Chapter IX of [4], we get

$$T_t H = \mathcal{F}^{-1} \mathcal{F} [\phi_t * H] = \sqrt{2\pi} \mathcal{F}^{-1} \left[ (\mathcal{F} \phi_t) \cdot (\mathcal{F} H) \right] = \sqrt{2\pi} \mathcal{F}^{-1} \left[ e^{-\lambda t^2} \cdot (\mathcal{F} H) \right],$$

which implies that $f$ is uniformly continuous in each one of the norms $\| \cdot \|_{k, \ell}$.

Last argument can also be used for the other cases $\beta = 1$ and $\beta \in (1, +\infty]$, since for those cases the semigroups are written in terms of the semigroup (3.5), as one can see in (3.7), (3.13) and (3.17). \hfill \square

**Proposition 4.2.** Fix $\tau > 0$ and $\beta \in [0, +\infty]$. For any $H \in \mathcal{S}_\beta(\mathbb{R})$ and $\varepsilon > 0$, we have that: $T_{t+\varepsilon} H - T_t^\beta H = \varepsilon \Delta T_t^\beta H + o(\varepsilon, t)$. For each $\varepsilon > 0$, $o(\varepsilon, t)$ denotes a function in $S_\beta(\mathbb{R})$ such that $\lim_{\varepsilon \rightarrow 0} o(\varepsilon, t) / \varepsilon = 0$ holds in the topology of $S_\beta(\mathbb{R})$, being the limit uniform in $t \in [0, \tau]$.

**Proof:** We start with the regime $\beta \in [0, 1)$. Let $H \in \mathcal{S}_\beta(\mathbb{R})$ and consider $t > 0$. Recall that $T_t$ is given by (3.5). Differentiating under the sign of the integral (Leibniz Theorem) we have, for $x \in \mathbb{R}$, that

$$\frac{\partial^n T_t H}{\partial x^n} (x) = \int_{\mathbb{R}} H(y) \frac{\partial^n \phi}{\partial x^n} (x-y) dy.$$  

An induction in $n \in \mathbb{N}$ easily shows that

$$\frac{\partial^n T_t H}{\partial x^n} (x) = \int_{\mathbb{R}} H(y) \phi(x-y) p_n \left( \frac{1}{2\tau} \right) dy, \quad \text{for } x \in \mathbb{R},$$  \hspace{1cm} (4.2)

where $p_n$ is a polynomial of degree $n$. On the other hand, it can be checked directly that, as $\varepsilon \rightarrow 0$, $\frac{1}{2\tau} \left( \phi_{t+\varepsilon}(x-y) - \phi_t(x-y) \right)$ converges uniformly in $t$ to $\frac{\partial^2}{\partial x^2} \phi(x-y)$. More than that, because of the fast decay at $x = \pm \infty$ of $\phi(x-y)$
together with (4.2), we have that, for any \( n \in \mathbb{N} \) and any polynomial \( p_k(x) \) of degree \( k \),

\[
p_k(x) \frac{\partial^n}{\partial x^n} \left( \phi(\epsilon x - y) - \phi(x - y) \right)
\]

converges, uniformly in \( t \), to \( p_k(x) \frac{\partial^{k+2}}{\partial x^{k+2}} \phi(\epsilon x - y) \), as \( \epsilon \to 0 \). The uniform convergence in time stated above can be simply rephrased as

\[
\phi(\epsilon x - y) - \phi(x - y) = \epsilon \Delta \phi(x - y) + o(\epsilon, t), \tag{4.3}
\]

Finally, multiplying the equation above by a function \( H \in \mathcal{S}_\beta(\mathbb{R}) \) and integrating in \( y \in \mathbb{R} \) we get that

\[
\frac{T^\beta}{t} \cdot \nabla \phi H - T^\beta \cdot \nabla \phi H = \epsilon \Delta \phi \cdot T^\beta H + o(\epsilon, t), \tag{4.4}
\]

as desired. We point out that for \( t = 0 \), (4.3) does not make sense. Nevertheless, it is classical that as \( t \downarrow 0 \), \( \phi(x - y) \) converges, in the sense of distributions, to the Dirac measure at the point \( y \), \[4\]. Moreover, the operator \( \Delta \phi \) is continuous and its semigroup \( T^\beta \) is uniformly continuous on \( t \), with respect to the topology of \( \mathcal{S}_\beta(\mathbb{R}) \). Therefore, (4.4) still makes sense for \( t = 0 \) and one concludes that the convergence \( \lim_{t \downarrow 0} \frac{o(\epsilon, t)}{t} = 0 \) is uniform for \( t \in [0, \tau] \). By the same reason as above this also proves the result for the other cases \( \beta = 1 \) and \( \beta \in (1, +\infty) \).  

**Proposition 4.3.** Fix \( \beta \in [0, +\infty) \) and recall that \( \mathcal{Y} \) is a solution of (2.1). Then, for any \( H \in \mathcal{S}_\beta(\mathbb{R}) \) the function \( f : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R} \) defined by \( f(s, t) = \mathcal{Y}(T^\beta_s H) \) is continuous.

**Proof:** This follows from Proposition 4.1 and the fact that \( \mathcal{Y} \in \mathcal{C}([0, T], \mathcal{S}_\beta(\mathbb{R})) \).

**Proposition 4.4.** Fix \( \beta \in [0, +\infty) \). For any \( H \in \mathcal{S}_\beta(\mathbb{R}) \), the function \( f : \mathbb{R}_+ \to \mathbb{R} \) defined by \( f(t) = \| \nabla \phi T^\beta_t H \|_{2, \beta}^2 \) is continuous.

**Proof:** Let \( g(x) = 1 + x^2 \) and \( s, t \geq 0 \). Recall the inequality \( \| a \| - \| b \| \leq \| a - b \| \), which is true for any norm \( \| \cdot \| \). Applying this result to the norm \( \| \cdot \|_{2, \beta}^2 \), we get

\[
| f(t) - f(s) | = \left| \| \nabla \phi T^\beta_t H \|_{2, \beta}^2 - \| \nabla \phi T^\beta_s H \|_{2, \beta}^2 \right|
\]

\[
\leq \| \nabla \phi T^\beta_t H - \nabla \phi T^\beta_s H \|_{2, \beta}^2
\]

\[
= \left\| \frac{1}{g} \cdot g \left( \nabla \phi T^\beta_t H - \nabla \phi T^\beta_s H \right) \right\|_{2, \beta}^2
\]

\[
\leq \left\| \frac{1}{g} \right\|_{2, \beta}^2 \cdot \sup_{x \in \mathbb{R}} \left| (1 + x^2) \left( \nabla \phi T^\beta_t H(x) - \nabla \phi T^\beta_s H(x) \right) \right|
\]

\[
\leq \left\| \frac{1}{g} \right\|_{2, \beta}^2 \cdot \left\{ \| T^\beta_t H - T^\beta_s H \|_{1.0} + \| T^\beta_s H - T^\beta_t H \|_{1.2} \right\},
\]

according to (3.1). Since \( \| 1/g \|_{2, \beta}^2 < +\infty \) and recalling Proposition 4.1 we conclude that \( f \) is a continuous function.
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