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Abstract—This paper presents a novel recovery technique for a fixed–wing UAV (Unmanned Aerial Vehicle) based on constrained optimization: i) we propose a trajectory generation for landing the UAV where it first reduces its altitude by deep stalling, then perches on a recovery net, ii) we design an NMPC (Nonlinear Model Predictive Control) tracking controller with terminal constraints for the optimal generated trajectory under disturbances. Compared to nominal net recovery procedures, this technique greatly reduces the landing time and the final airspeed of the UAV. Simulation results for various wind conditions demonstrate the feasibility of the idea.
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I. INTRODUCTION

Landing fixed-wing (FW) UAVs is a challenging task. Unlike multicopters with propellers intentionally positioned for a safe vertical landing, there are FW UAVs without a built-in mechanism (e.g., a landing gear) to dampen the impact when touching the ground. Hence, the deceleration at the moment of impact negatively affects the mechanical structure of the UAVs. For this kind of UAV, parachutes, nets, and wires are often used as recovery techniques [1]. However, these auxiliary devices entail operational constraints such as the need for a priori deployment of infrastructures, and restrictions on the landing area [2]. It is worth noting that, in the latter reference, two multicopters are used to hang the net and move along with the UAV to reduce the impact force.

In typical operations, FW UAVs must stay outside the stall region, where the Angle of Attack (AoA) provides the largest lift. Above this value, defined as the “critical AoA,” the aircraft falls into the “post-stall” mode of operation, in which the lift is lost, the controllability is reduced, and the drag is increased. However, by adopting appropriate control strategies, significant operational advantages can be extracted by using this large AoA region. Thus, the existence of several research works addressing these challenges is not surprising.

A deep stall happens when the aircraft surpasses its critical AoA, and the airflow surrounding the wings separates. When the airflow returns to stable, the aircraft dives in the post-stall region [3]. Perching, on the other hand, is a technique inspired by nature that also exploits the separation airflow, and the high drag force but at a higher AoA (\(>90^\circ\)) to land an aircraft at a sufficiently small airspeed [4], [5].

Previous works on deep stall include [6], where the UAV is vision guided with the help of the computer mouse and two PI controllers are used to land the UAV. Cunis et al. [7] use bifurcation analysis to analyze the dynamic stability of a UAV in the deep stall and post-stall region. Mathisen et al. [8] propose a deep stall landing procedure using an NMPC controller to land an FW UAV on a predefined point in three-dimensional space. Extensive simulations are executed to demonstrate the relation between wind velocity and flight path angle. The algorithm is augmented in [9] with software-in-the-loop simulations.

Regarding works on perch, [10] proposes an optimization problem to minimize the distance traveled while constraining the final airspeed to be less than 5% of the initial one but only with the longitudinal dynamics. Feroskhan et al. [11] follow this cost formulation and final airspeed constraint to perch a UAV in three dimensions. Reinforcement learning is used in [12] to generate perching trajectories for a variable-sweep wing UAV. Moore et al. [13] use the LQR-Trees algorithm to robustly perch an FW glider. The authors in [14], from experiments, find out that the flat-plate model is well-suited for the operation in the post-stall regime.

To the best of our knowledge, no work on UAV deep stall landing has carefully considered the final airspeed of the UAV at the moment before touching the ground, and its effect on landing performance. Thus, in this article, we address this issue, and design a landing strategy on a recovery net, whose performance compares with the current alternatives as shown in Table I (more + signs means a larger value). An extended version of this paper can be found online [15].

TABLE I: Comparison of landing techniques for FW UAVs

| Technique       | Altitude change | Final airspeed | Landing time |
|-----------------|-----------------|----------------|--------------|
| Deep stall      | + +             | + +            | +            |
| Perch           | +               | + +            | +            |
| Net recovery    | + +             | + +            | +            |
| Our approach    | + +             | + +            | +            |

The contributions in this paper are summarized as follows:

- It combines deep stall with perch landing to achieve...
both short landing time in a narrow space while preserving a small final landing airspeed.

- A deep stall with perch landing reference trajectory is generated by solving a constrained Optimal Control Problem (OCP).
- An NMPC tracking controller is developed, allowing for deep stall landing and perching of the UAV under windy conditions.
- The feasibility of the overall scheme is shown by simulations under several wind conditions.

Notation: For an arbitrary vector $x$, $\|x\|_F^2 = x^T P x$. Let $I_n$ represent the identity matrix of size $n$, $S_n^+ (S_n^{++})$ denote the vector space of $n \times n$ real symmetric positive semidefinite (positive definite) matrices. The subscript □ denotes the reference values, while $\bar{x}$ and $\bar{w}$ are the upper-bound and lower-bound defined for the variable $x$, respectively.

This article is organized as follows: in Section II, the longitudinal dynamics of an FW UAV are presented. The problem formulation in Section III includes the OCP to generate the reference trajectory, and the NMPC scheme to track it. Simulation results based on the specific data of the Aerosonde UAV are reported in Section IV. Finally, some brief conclusions and future work are outlined in Section V.

II. LONGITUDINAL FIXED-WING UAV DYNAMICS

We consider two reference frames: the inertial frame $I\{O^I, x^I, z^I\}$ fixed, pointing north and down, with origin $O^I$ on the ground, below the net; the body frame $B\{O^B, x^B, z^B\}$ attached to the center of mass of the UAV which moves along with the UAV, as in Fig. 1.

![Fig. 1: Coordinate systems, aerodynamic forces and moment acting on a longitudinal model fixed-wing UAV.](image)

The two-dimensional longitudinal dynamics of an FW UAV [16] are as follows

$$
\begin{bmatrix}
\dot{x} \\
\dot{z}
\end{bmatrix} = R_B^I(\theta) \begin{bmatrix}
u \\
w
\end{bmatrix}, \quad \begin{bmatrix}
v \\
w
\end{bmatrix} = \begin{bmatrix}
-\omega_y w + f_x / m \\
\omega_y u + f_z / m 
\end{bmatrix}, \quad \dot{\theta} = \omega_y
$$

where $x$ and $z$ are the horizontal and vertical position of the UAV in $I$; $R_B^I(\theta)$ is the rotation matrix from $B$ to $I$, satisfying $R_B^I(\theta) = [R_B^I(\theta)]^{-1}$; $u$ and $w$ are longitudinal and vertical velocity of $B$ w.r.t $I$, expressed in $B$; $\theta$ is the pitch angle; $\omega_y$ is the pitch rate in $B$; $m$ is the mass of the UAV; $J_y$ is the moment of inertia about $y^B$; $f_x$ and $f_z$ are the externally applied forces in $B$; $M$ is the pitching moment around $y^B$.

The aerodynamic forces and moment acting on the UAV, also shown in Fig. 1, are given by

$$
F_i = \frac{1}{2} \rho V_a^2 S \left[ C_i(\alpha) + C_{\delta_i(\alpha)} \right], \quad (2a)
$$

$$
M = \frac{1}{2} \rho V_a^2 S c \left[ C_m(\alpha) + C_{m_{\delta}(\alpha)} \right], \quad (2b)
$$

where $i \in \{L, D\}$ represents the lift and drag, $\rho$ is the air density, $S$ is the planform area, $c$ is the mean chord of the wing, $C_i$, $C_{\delta_i}$, $C_m$, $C_{m_{\delta}}$ are aerodynamic constants, $\delta_i$ is the elevator deflection angle, while $V_a$ and $\alpha$ are the airspeed and the angle of attack (AoA) calculated as follows

$$
V_a = \sqrt{u_a^2 + w_a^2}, \quad \alpha = \tan^{-1}(w_a / u_a), \quad (3a)
$$

with

$$
\begin{bmatrix}
u_a \\
w_a
\end{bmatrix} = \begin{bmatrix}
 u - u_w \\
w - w_w
\end{bmatrix}, \quad (3b)
$$

Here, $u_w$ and $w_w$ are the wind components in $B$, whose positive values mean the vector components of the wind have the same direction with the $x$ and $z$ axes in $B$. Furthermore, $C_i(\alpha) (i \in \{L, D\})$, $C_m(\alpha)$ in (2) are lift, drag, and pitching moment coefficients, respectively

$$
C_i(\alpha) = [1 - \sigma(\alpha)]C_{i_{pre}(\alpha)} + \sigma(\alpha)C_{i_{post}(\alpha)}, \quad (4a)
$$

$$
C_m(\alpha) = C_{mo} + C_{ma}\alpha. \quad (4b)
$$

When the UAV is in the pre-stall regime, the typical linear and quadratic functions for lift and drag are used [16], while the post-stall aerodynamics are inherited from the flat-plate model in [14]

$$
C_{L_{pre}}(\alpha) = C_{L_{0}} + C_{L_{\alpha}}\alpha, \quad C_{L_{post}}(\alpha) = \sin(2\alpha), \quad (5a)
$$

$$
C_{D_{pre}}(\alpha) = C_{D_{0}} + \left[\frac{C_{D_{0}}^2(\alpha)}{\pi e AR}\right]^2, \quad C_{D_{post}}(\alpha) = 2\sin^2(\alpha). \quad (5b)
$$

Here, $C_{D_{0}}$ is the parasitic drag, $e$ is the Oswald efficiency factor, $AR$ is the wing aspect ratio, the AoA $\alpha$ has the unit [rad], and the $\sigma(\alpha)$ in (4a) is a sigmoid function used as a blending function between the two regimes

$$
\sigma(\alpha) = \frac{1}{1 + e^{-M(\alpha - \alpha_0)}}, \quad (6)
$$

where $M$ is the transition rate and $\alpha_0$ is the cut off AoA. From Fig. 1, the pitch angle $\theta$, the flight path angle $\gamma$, and the AoA $\alpha$ satisfying the relation

$$
\theta = \alpha + \gamma. \quad (7)
$$

Moreover, the external forces $f_x$ and $f_z$ in (1) consist of

$$
\begin{bmatrix}
f_x \\
f_z
\end{bmatrix}^T = f_g + f_a + f_p, \quad (8a)
$$

$$
\begin{bmatrix}
f_g \\
f_a \\
f_p
\end{bmatrix} = \begin{bmatrix}
-\sin \theta & \cos \theta & m g, \\
-\cos \theta & -\sin \theta & F_L, \\
-\cos \theta & \sin \theta & F_D
\end{bmatrix}, \quad (8c)
$$

$$
f_p = \frac{1}{2} \rho S_{prop} C_{prop} \left[(k_{motor} \delta_i)^2 - V_a^2, 0\right]^T, \quad (8d)
$$

where $f_g$ is the gravitational force, $f_a$ is the aerodynamic force in (2a), $f_p$ is the propulsive force, $S_{prop}^2$ and $C_{prop}$ are propeller’s parameters, $k_{motor}$ is the motor constant, and $\delta_i \in [0, 1]$ is the pulse-width modulation of the propeller.
Therefore, the UAV dynamics (1) can be written in the canonical nonlinear form as follows
\[ \dot{x} = f(x, u), \] (9)
where \( x \triangleq [x, z, u, w, \theta, \omega_y]^{\top} \) and \( u \triangleq [\delta_e, \delta_{th}]^{\top} \) gather the states and the inputs of the system, respectively.

III. PROBLEM FORMULATION

The problem is stated as follows. The procedure to autonomously deep stall with perch land an FW UAV consists of two tasks. While a reference trajectory and the associated inputs are generated in the first task, the controller for the UAV to track the generated trajectory is designed in the second task. For the sake of simplicity, the deep stall and the perch maneuvers are combined in one landing phase. Let \( t_0 \) and \( t_f \) be the initial time and the final time when the UAV touches a recovery net in the landing phase. The recovery net is fixed at the horizontal position \( x_{n,0} = 0 \), with its height bounded in \([z_{\text{net}}, \bar{z}_{\text{net}}]\), where \( z_{\text{net}} \) and \( \bar{z}_{\text{net}} \) are negative, and the magnitude of \( \bar{z}_{\text{net}} \) equals to the length of the UAV (see Fig. 2). The position where the UAV initiates its landing maneuver has the coordinates \( (x_0, z_0) \).

Assumption 1: Before entering the landing phase, the UAV cruises in steady level flight, that is, for the existing steady wind condition, it satisfies
\[ \dot{u} = 0, \dot{w} = 0, \theta = \alpha, \dot{\alpha} = 0, \omega_y = 0, V_a = V_{a_0}. \] (10)
Together with the initial position coordinate, we have the initial trim state and input, denoted with the subscript \( \square_0 \), used hereinafter for the trajectory generation phase
\[ x_0 \triangleq [x_0, z_0, u_0, w_0, \theta_0, \omega_{y0}]^{\top}, \quad u_0 \triangleq [\delta_{e,0}, \delta_{th0}]^{\top}. \] (11)

A. Control requirement for the net recovery

We define that a successful landing on the net at time \( t_f \) near horizontal position \( x = 0 \), with sufficiently small airspeed, is the one satisfying the following requirements
\[ V_a(t_f) \leq c_1 V_{a_r}, \] (12a)
\[ \bar{z}_{\text{net}} \leq z_{r}(t_f) \leq \bar{z}_{\text{net}}, \] (12b)
\[ -\dot{x}(t_f)\delta t \leq x(t_f) \leq \dot{x}(t_f)\delta t. \] (12c)
The condition (12a) is to classify the landing as perching, where \( c_1 \) is a positive constant. The condition (12b) is to verify the UAV falls into the recovery net. Furthermore, the condition (12c) is the horizontal tolerance, \( \delta t \) in (12c) is the sampling time that will be explained in Section III-C. These constraints need to be satisfied in real-life situations, where various uncertainties such as wind gusts may manifest. Therefore, we define a target reference trajectory that complies with stricter requirements
\[ V_{a_0}(t_f) \leq c_2 V_{a_0}, \] (13a)
\[ \bar{z}_{\text{net}} + \Delta z \leq z_{r}(t_f) \leq \bar{z}_{\text{net}} - \Delta z, \] (13b)
\[ 0 \leq x_r(t_f) \leq \delta x, \] (13c)
where \( 0 < c_2 < c_1, \Delta z > 0 \), and \( \delta x < \dot{x}(t_f)\delta t \) is a small positive number. These requirements will be imposed as path-wise and terminal state constraints in the optimal control problems by inclusion in the sets \( X_{g_1}, X_{g_2}, \) and \( X_f \) as in (14b)–(14d) introduced below
\[ U = \{u \in \mathbb{R}^2 | [\delta_e, \delta_{th}]^\top \leq [\delta_e, \delta_{th}]^\top \leq [\bar{\delta}_e, \bar{\delta}_{th}]^\top \}, \] (14a)
\[ X_{g_1} = \{x \in \mathbb{R}^6 | x \leq 0, z \leq \bar{z}_{\text{net}} - \Delta z, \tan (\frac{u - w}{w + u_a}) \in [0, \bar{\alpha}], \] \( |u| \leq \bar{u}, |w| \leq \bar{w}, \theta \in [0, \bar{\theta}], |\omega_y| \leq \bar{\omega}_y \}, \] (14b)
\[ X_{g_2} = \{x \in \mathbb{R}^6 | x \geq 0, z \in [\bar{z}_{\text{net}} + \Delta z, \bar{z}_{\text{net}} - \Delta z], \] \( \sqrt{(u - u_a)^2 + (w - w_a)^2} \leq c_2 V_{a_r}, \theta \leq 90^\circ, \] \( 90^\circ \leq \tan (\frac{u - w}{w + u_a}) \leq \bar{\alpha}, |\omega_y| \leq \bar{\omega}_y \}, \] (14c)
\[ X_f = X_{g_2} \cap \{x \in \mathbb{R}^6 | x \in [0, \bar{\delta}_x] \}, \] (14d)
\[ X_{\text{MPC}} = \{x \in \mathbb{R}^6 | (x, z) \in C_{\text{pos}}, \tan (\frac{u - w}{w + u_a}) \in [0, \bar{\alpha}], \] \( \theta \in [\theta_{\text{MPC}}, \bar{\theta}_{\text{MPC}}], |\omega_y| \leq \bar{\omega}_{\text{MPC}} \}, \] \( (x, \sqrt{(u - u_a)^2 + (w - w_a)^2}) \in C_{\text{V_a}} \}. \] (14e)

here, \( \delta_e \) and \( \delta_{th} \) in (14a) are the control inputs in (2) and (8d); \( \Delta z \) in (14b) is a positive constant denoting the safe altitude when disturbances arise at the tracking task (see Fig. 2 for \( x \leq 0 \); in (14c), \( \Delta z \) is from (13b), \( c_2 \) is from (13a); \( \delta x \) in (14d) is from (13c); \( u_a \) and \( w_a \) as in (14b)–(14e) are from (3b); \( C_{\text{pos}}, C_{\text{V_a}} \) in (14e) are the Line-of-Sight (LoS) corridors on \( z \) and \( V_a \) that we adopt the idea from [17]
\[ C_{\text{pos}} = \left\{ \begin{array}{l} \begin{array}{l} x, \ z \end{array} \end{array} < \begin{array}{l} \begin{array}{l} -z + \bar{z}_{\text{net}} - a_1 x \leq 0 \quad \text{if} \quad x < 0 \\ z - \bar{z}_{\text{net}} \leq 0 \end{array} \end{array} \right\}, \] (15a)
\[ C_{\text{V_a}} = \left\{ \begin{array}{l} \begin{array}{l} V_a - c_1 V_{a_r} - a_2 x \leq 0 \quad \text{if} \quad x < 0 \\ V_a \geq 0 \end{array} \end{array} \right\}, \] (15b)
where the slopes \( a_1 \) and \( a_2 \) are defined after obtaining the reference trajectory. The sets \( X_{g_1}, X_{g_2} \) are the gray regions, and the LoS corridors \( C_{\text{pos}}, C_{\text{V_a}} \), are the regions inside the red lines in Figures 2 and 3.

![Fig. 2: X_{g_1}, X_{g_2}, and C_{pos} projected onto the x-z-plane.](image_url)

B. Landing trajectory generation

The reference landing phase is obtained by solving the OCP
\[ \min_{u} J_1 (x, u) = \int_{t_0}^{t_f + T_r} \ell_1 ((x(t), u(t)))dt, \] (16)
subject to: \( \dot{x}(t) = f(x(t), u(t)), \ t \in [t_0, t_f + T_p] \) \label{eq:17a}
\( u(t) \in U, \ t \in [t_0, t_f + T_p] \) \label{eq:17b}
\( x(t) \in X_{g1}, \ t \in [t_f, t_f + T_p] \) \label{eq:17c}
\( x(t) \in X_{g2}, \ t \in [t_f, t_f + T_p] \) \label{eq:17d}
\( x(t_0) = x_0, \ u(t_0) = u_0 \) \label{eq:17e}
\( x(t_f) = x_f \in X_g \times X_{g2} \) \label{eq:17f}

Here, \( \ell_1((x(t), u(t)) \) is the cost function defined as
\[ \ell_1((x(t), u(t)) = \|\delta_x\|^2_{P_{\delta x}} + \|\Delta u\|^2_{P_{\Delta u}}. \] \label{eq:18}

In \((16)\)–\((17)\), \( T_p \) is the prediction horizon of the MPC in the tracking task which will be explained in the next Subsection III-C. The reference trajectory in \([t_f, t_f + T_p]\) is called the augmented reference trajectory, which is used to guide the terminal states of the optimal trajectories in the tracking task to stay inside the LoS corridors (see Figs. 2 and 3 and for \( x \geq 0 \)).

Note that, \( x_0 \) and \( u_0 \) are the initial state and input of the landing phase as in \((11)\), which contains the solution of \((10)\) for a predefined initial airspeed, \( x_f \) is the final landing state when the UAV perches on the recovery net. \( P_{\delta_x}, P_{\Delta u} \in \mathbb{R}^+ \) and \( P_{\Delta u} \in \mathbb{S}^{2+} \) are weighting scalars and matrix, \( U, X_{g1}, X_{g2}, X_f \) and \( A_f \) are as in \((14a)\)–\((14d)\).

Both deep stall and perch can be initiated without thrust [3], [7], [12], hence, we choose to minimize the thrust used in the landing phase. The landing procedure also needs to avoid an abrupt change in control inputs, so the cost function also encompasses an input deviation term \( \Delta u \). The pitch constraint in the landing phase, \( \theta_r(t), \ t \in [t_0, t \leq t_f + T_p] \), is restricted to be larger than \( 0^\circ \) to make sure that the UAV will not do a nose-down landing like a normal landing. Especially, the pitch \( \theta_r(t), \ t \in [t_f, t \leq t_f + T_p] \), is constrained to be \( \leq 90^\circ \) to make the perch more natural [18]. Thus, by solving the problem \((16)\)–\((17)\), we arrive at an optimal trajectory, denoted by the pair of state and input \((x_r, u_r)\). This is the reference trajectory used for the tracking mechanism.

C. Landing trajectory tracking

Now, we proceed to land the UAV by using NMPC to track the trajectory. The reference optimal trajectory is created without disturbances, notably gusts, from the surrounding environment. The NMPC controller is chosen for the tracking task due to its well-known capability to overcome disturbances, satisfy constraints [19], and stabilize nonholonomic systems [20].

Let \( x_e(t) = x(t) - x_r(t) \) and \( u_e(t) = u(t) - u_r(t) \). We define the error dynamics \( \dot{x}_e(t) = f(x_e(t) + x_r(t), u_e(t) + u_r(t)) - f(x_r(t), u_r(t)) \equiv g(x_e(t), u_e(t)) \), or, in the shortened form
\[ \dot{x}_e(t) = g(x_e(t), u_e(t)). \]

The NMPC scheme is stated as follows: at time \( t \in [t_0 \leq t \leq t_f] \), with the error \( x_e(t) \) (assumed fully measurable), we solve an OCP over the prediction horizon \( T_p \)
\[ \min J_2(\tilde{x}_e, \tilde{u}_e) = \int_{t_f}^{t_f+T_p} \ell_2(\tilde{x}_e(t), \tilde{u}_e(t))dt + F(\tilde{x}_e(t_f + T_p)), \]
\[ \tilde{u}_e(t) \in U, \ t \in [t, t_f + T_p] \]
\[ \tilde{x}_e(t) = \tilde{x}_e, \tilde{u}_e(t) = \tilde{u}_e(t_f + T_p) \]
\[ \tilde{x}_e(t_f + T_p) \in X_{\text{MPC}}. \]

Here, the stage cost \( \ell_2(\tilde{x}_e(t), \tilde{u}_e(t)) \) and the terminal cost \( F(\tilde{x}_e(t_f + T_p)) \) are defined, respectively, by
\[ \|\tilde{x}_e(t)\|_Q^2 + \|\tilde{u}_e(t)\|_R^2, \] \[ \|\tilde{x}_e(t_f + T_p)\|_Q_{xf}^2, \]

the vectors \( x_e, u_e \) are the predicted state and input errors, \( x_r, u_r \) are the optimal solutions of \((16)\)–\((17)\), \( \{Q_x, Q_{xf}\} \subset \mathbb{S}^6_+ \) are weighting matrices, \( U \) is the same input constraint \((17b) \) as in the generation task, and \( X_{\text{MPC}} \) is the state constraint set as in \((14e)\), which serves as the stage constraint set and as the terminal constraint set. After obtaining the optimal solution \( u_e(t) \), its values in the period \([t, t_f + \delta t]\), with \( \delta t < T_p \), are applied to the system. At \( t \in [t_f + \delta t, T_f] \), the state is sampled, time shifts \( t \leftarrow t + \delta t \), and the procedure runs recurrently from \( t_0 \) to \( t_f \). In the tracking task, the pitch \( \theta \) and the pitch rate \( \dot{\theta} \) are relaxed to \( \theta \in [\theta_{\text{MPC}}, \theta_{\text{MPC}}^\text{max}], |\dot{\theta}| \leq \dot{\theta}_{\text{MPC}} \) to give flexibility for the FW UAV in windy conditions.

IV. SIMULATION

A. Aerosonde UAV

The FW UAV model implemented in this paper is the Aerosonde FW UAV, whose physical and aerodynamic parameters are provided in [16, Appendix E.2]. The aerodynamic coefficients in \((4)\) are plotted in Fig. 4 for \( \alpha \in [-10^\circ, 110^\circ] \), whose critical AoA value is \( \alpha_c = 24.07^\circ \).
B. Dryden wind turbulence model

To make the simulation as realistic as possible, the wind components $u_w, w_w$ in (3b) contain not only the known steady winds, denoted with the subscript $a$, but also random gusts, denoted by $\Delta$.

$$\begin{bmatrix} u_w \\ w_w \end{bmatrix} = R_x^B(\theta) \begin{bmatrix} u^T_x \\ w^T_x \end{bmatrix} + R_z^B \begin{bmatrix} u^T_z \\ w^T_z \end{bmatrix}$$ (23)

The gusts follow the Dryden wind turbulence model [16], which are generated by passing the white noise signals, denoted by $\Omega^B_a$ and $\Omega^B_w$, through the transfer functions

$$H_u(s) = \sigma_u \sqrt{\frac{2 V_{\Delta u}}{\pi L_u} \frac{1}{(s+V_u)/L_u}},$$ (24a)

$$H_w(s) = \sigma_w \sqrt{\frac{3 V_{\Delta w}}{\pi L_w} \frac{1}{(s+V_w)/L_w}},$$ (24b)

in which $\sigma_u, \sigma_w \ [m/s]$ are the turbulence intensities along the body frame $x$ and $z$ axes, $L_u, L_w \ [m]$ are spatial wavelengths, $V_{\Delta u}, V_{\Delta w} \ [m/s]$ is the airsress of the aircraft assumed to be constant. For the simulation, we choose the “low altitude, light turbulence” scenario with $\sigma_u = 1.06$, $\sigma_w = 0.7$, $L_u = 200$, $L_w = 50$, $V_{\Delta u} = 25$. We choose the noise $\Omega^B_a \sim N(0, 0.5)$, $\Omega^B_w \sim N(0, 0.5)$, and bound the gusts $u^B_w, w^B_w \in [0.2, 0.2] \ [m/s]$. The NMPC is solved by taking into account the steady wind components, but without information about the gusts.

C. Simulation parameters

The specific input constraint set $\mathcal{U}$ and the state constraint sets $\mathcal{X}_u, \mathcal{X}_w, \mathcal{X}_f$, and $\mathcal{X}_{\text{MPC}}$ in (14) are gathered in Table II. $c_1$ in (12a) is chosen to be 0.3 [21], we choose $c_2$ in (13a) to be 0.25, $\delta x$ in (13c) to be 10$^{-4}$ m. The size of the recovery net is chosen to be 5 m width $\times$ 3 m height. Since the Aerosonde UAV has the length of 1.7 m [22], $z_{\text{net}} = -1.7 m$ and $z_{\text{net}} = -4.7 m$. The recovery is deemed successful when the center of mass of the UAV lands inside the surface of the net, hence, in the generation task, we choose $s_\Delta = 0.5 m$ in (13b), which makes the reference $z_r(t)$ for $t_f \leq t \leq t_f + T_p$ to be limited to $[-4.2 m, -2.2 m]$. Before arriving at the net, to make sure that the UAV does not slam into the ground, in the generation task, for $t_0 \leq t < t_f$, the altitude is constrained to be $\geq 2 m \ (z_r(t) \leq -2 m, \delta_z$ in (14b) is 0.3 m). The pitch rate is restricted in $-1.46 \leq \dot{\omega}_y(t) \leq 1.46$. In the NMPC tracking task, the constraints on pitch and yaw rate are relaxed to $-50^\circ \leq \theta(t) \leq 180^\circ$ and $-\pi/2 \leq \dot{\omega}_y(t) \leq \pi/2$.

From (3) and (23), when there is no gust, $u$ and $w$ are calculated as functions of the airspeed $V_a$, the AoA $\alpha$, and the steady winds $u^T_s, w^T_s$ as follows

$$\begin{bmatrix} u \\ w \end{bmatrix} = V_a \begin{bmatrix} \cos \alpha \\ \sin \alpha \end{bmatrix} + R_z^B(\theta) \begin{bmatrix} u^T_x \\ w^T_x \end{bmatrix}.$$ (25)

By using the relations (25), we can choose the values of $u$ and $w$ in (1) through choosing the values of the AoA $\alpha$, the airspeed $V_a$, and the steady wind component in $\mathcal{F}$. Thus, the state vector $x$ can be expressed as a function of another vector $\xi$, $x = \kappa(\xi)$, where $\xi \triangleq [x, z, V_a, \alpha, \theta, \omega_y, u^T_x, w^T_x]^\top$, to facilitate the choice of the boundary constraints.

For the boundary constraints, in the generation and tracking tasks, at $t_0$ we impose the following specific constraint which obtained by solving (10) for $V_{a} = 25 m/s, x_r(t_0) = \kappa(\xi_0), x_c(t_0) = 0$, with

$$\xi_{0_v} = [-280, -200, 25, \alpha_0, \theta_0, 0, 0, 0]^\top.$$ (26)

We choose $t_f$ as in (16)-(17) to be 24s, the prediction horizon $T_p$ as in (16)-(17), (20)-(21) to be 0.5s and the sampling time $\delta t$ in (12c) and in Section III-C is chosen as 0.1s. The OCPs (16)-(17) and (20)-(21) are transcribed into Nonlinear Programming Problems (NLPs) by using the “Direct Multiple Shooting” method [23]. For the OCP (16)-(17), in $[t_0, t_f + T_p]$, states and control inputs are discretized into $N = 245$ arcs, equivalent to $t_0, t_1, \ldots, t_N = t_f + T_p$. In each arc, $t \in [t_i, t_{i+1}] \ (i \in \{0, 1, \ldots, N - 1\})$, the inputs and states are parametrized as decision variables, where the input is kept constant and the system dynamics (1) is solved with an arbitrary initial value. The solution of the ODE (1) at time $t_{i+1}$ is obtained with the Runge–Kutta $4^{th}$-order algorithm, with discretization step $\delta t = 0.1$, being each state constrained to be equal to the initial value of the next arc. The same procedure is applied for the OCP (20)-(21). In each NMPC iteration $[t, t + T_p]$, states and control inputs are discretized into $N^t = 5$ arcs, equivalent to $t, t + \delta, \ldots, t_N = t + 5\delta = t + T_p$. However, only the input in the first arc $[t, t + \delta]$ is applied to the system. The NLPs are then solved by using the interior point method in the IPOPT solver [24] within the CasADi toolbox [25]. For the OCP (16)-(17), the initial guesses for the states are linearly interpolated between 2 points $\xi(t_0) = [-280, -200, 25, \alpha_0, \theta_0, u^T_x, w^T_x, 0]^\top$ and $\xi(t_f + T_p) = [0, -3.2, 7, 110^\circ, 90^\circ, 0, 0, 0]^\top$, while the initial guesses for the inputs are $[0, 0]^\top$. For the OCP (20)-(21), the initial guesses are $[x_0, u_0]$.

In (18), the weighting terms are chosen as follows $P_{\text{A}} = 1000$, $P_{\Delta U} = 4000I_2$. In (22), the weighting terms are $Q_x = \text{diag}[200, 200, 10, 10, 1, 1]$, $Q_{x_t} = 10Q_x$, $Q_u = 20I_2$. Simulations are run on a lab computer with an AMD Ryzen 5 2600 6-core processor, 3.4GHz, 12 CPUs, 16GB RAM, Python 3.8.8.

D. Results and Analysis

We solve the OCP (16)-(17) for constant wind $u^T_s$ from $2m/s$ (tailwind) to $-6m/s$ (headwind), with $1m/s$ step, and vary the time in (16) to be $t \in [t_0, t_f + T_p + (-10)u^T_s]$, i.e., the stronger the headwind, the longer the simulation time for the generation task. Only the headwind from $-6m/s$ to $-1m/s$ and the nominal scenario $u^T_s = 0m/s$ give feasible solutions, and their trajectories are plotted in Fig. 5, while their AoAs and airspeeds are presented in [15, Appendix I]. Then, we choose to track the trajectory with $u^T_s = 0m/s$ for 100 times with the bounded Dryden gust in Subsection IV-B, only 92 successful tracking results, and 90 scenarios satisfy the control requirements (12), while 2 scenarios violated the airspeed constraint $V_a(t_f) \leq 7.5m/s$. The reason is that the unknown gusts to the NMPC tracking controller “push” the
airspeed at \( t_f \) out of the LoS corridor \( C_{Va} \). In these 90 cases, the final \( x, z, \) and \( V_a \) are \( 0.0399 \pm 0.0476 \) (m), \(-4.2292 \pm 0.0250\) (m), and \( 7.0957 \pm 0.0967\) (m/s), respectively.

We plot one successful NMPC tracking result in Figs. 5–8, where the reference values obtained from (16)–(17) are plotted in dashed lines, and the trajectory tracking results of (20)–(21) are plotted in solid lines. Fig. 5 shows the landing trajectory tracking results. The green images of the UAV are plotted every 0.3s to show the position in the \( xz \)-plane, orientation (\( \theta \)), and elevator deflection angle (\( \delta_e \)). The length of the UAV is enlarged to 10m solely for visualization. The LoS corridors \( C_{pos} \) and \( C_{Va} \) as in Table II are plotted in magenta. The landing trajectory is composed of six phases: i) transition from cruise to stall, ii) stall, iii) deep stall, iv) stable deep stall, v) deep stall recovery, vi) and perch to land on the net. These phases are presented in light yellow, light red, medium red, dark red, green, and blue background colors in Figs. 5–8.

The UAV prepares its attitude for stall by pitching up (Fig. 7), increases its AoA, which makes it gain some altitude, and then eventually falls into the stall state (light red background). This maneuver matches the transitions in [3], [7], [9]. As soon as the UAV enters stall at 0.8s (the AoA surpasses its critical value \( \alpha_c \)), there is a sudden drop in lift, an increase in drag (Fig. 8), and the airspeed is decreased (Fig. 7), while the thrust is retained as 0 (Fig. 6). After the period of 1.5s, the UAV reaches deep stall (medium red background), the airspeed and lift start to regain. From 6.5s to 18.8s, the airflow over the wings of the aircraft becomes stable, and the aircraft falls into the stable deep stall state, which is emphasized by the dark red background in Figs. 5–8. The airspeed and AoA are steady in this phase, even in the windy condition. Also note that in stable deep stall, although the elevator is deflected (\( \delta_e = -40^\circ \)), the pitching moment \( M \approx 0 \) since the two terms \( C_{m}(\alpha) \) and \( C_{m\delta_e} \delta_e \) in (2b) offset each other, while the pitch rate \( \omega_y \approx 0 \). At the end of deep stall (18.8s), the UAV goes through the recovery phase, where it decreases its AoA to return to the normal operating region. The recovery phase could either be commenced by pitching down or by increasing the thrust [26], [7]. Since we impose \( \theta(t) \geq 0 \) in the landing phase of the generation task, the UAV must increase its thrust at 18.8s. Even though the airspeed is already high at this moment (\( > 15 m/s \)), this recovery technique feeds more speed for the UAV and it is counter-intuitive that the large kinetic energy at the end of deep stall could be mitigated by transforming into the potential energy when perch. To compensate for the increase in thrust, at around 20s, the pitch is increased to generate more drag, which slows down the UAV. The combination of increasing the airspeed and lessening the AoA leads to a surge in the lift (Fig. 8) that also prevents the aircraft from slamming into the ground. When the UAV escapes stall (at 21.7s), the lift is increased and the drag is decreased, as opposed to the beginning of stall at 0.8s. Finally, in the perching phase, the UAV pitches up, increasing its AoA and drag. However, the thrust is employed and the UAV is almost perpendicular to the ground to hold its altitude.

**TABLE II: State and input constraints**

| Parameters | State constraint set | Generation task | NMPC trajectory tracking |
|------------|---------------------|-----------------|--------------------------|
| \( t_0 \)  | \( t_0 < t < t_f \) | \( t_f \) | (10) | \( t_0 \)  | \( t_0 < t < t_f \) |
| \( X_{g1} \) | \( x(t) \leq 0 \) | \( X_f \subset X_{g2} \) | \( X_{g2} \) | \( \lambda_{NMPC} \) |
| \( z[m] \) | \( z(t) \leq z_0 \) | \( 0 \leq x(t) \leq 10^{-4} \) | \( x(t) \geq 0 \) | \( -\pi/2 \leq \omega_y(t) \leq \pi/2 \) | \( \omega_y(t) \leq \omega_y(t) \leq 1.46 \) |
| \( w[m/s] \) | \( u_0 \) | \( -40 \leq u(t) \leq 40 \) | \( -4.2 \leq z(t) \leq -2.2 \) | \( \theta(t) \leq \theta(t) \leq 150^\circ \) | \( -1.46 \leq \omega_y(t) \leq 1.46 \) |
| \( V_a[m/s] \) | \( V_{a0} \) | \( -40 \leq \alpha(t) \leq 110^\circ \) | \( 90^\circ \leq \alpha(t) \leq 110^\circ \) | \( 0 \) | \( -\pi/2 \leq \omega_y(t) \leq \pi/2 \) |
| \( \alpha_0 \) | \( \theta_0 \) | \( 0^\circ \leq \theta(t) \leq 150^\circ \) | \( 0^\circ \leq \theta(t) \leq 90^\circ \) | 0 | \( -\pi/2 \leq \omega_y(t) \leq \pi/2 \) |
| \( \omega_y[rad/s] \) | \( u_0 \) | \( |\theta(t) - \theta(t) | \leq 40^\circ \) | \( |\delta_e, \delta_t | \leq |40^\circ, 1| \) | 0 | \( -40^\circ, 0| \leq |\delta_e, \delta_t | \leq |40^\circ, 1| \) |

Fig. 5: Trajectory tracking results. The bottom two graphs detail magnified portions of the upper two graphs.
Fig. 6: Control inputs from NMPC tracking.

Fig. 7: Velocities and angles from NMPC tracking.

Fig. 8: Aerodynamics and pitch rate from NMPC tracking.

V. CONCLUSIONS

This paper successfully demonstrates a new recovery technique for FW UAVs by combining deep stall with perch. The reference trajectory of the aforementioned landing maneuver is generated by a constrained optimal control problem, and the tracking task is executed with an NMPC controller in windy conditions. Simulation results show the effectiveness of the proposed methodology. Future work will focus on the following key challenges: (i) investigate novel robust NMPC schemes adapted to this particular problem; and (ii) design more efficient computational implementations for online tracking controls.
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