Shape of spreading and leveling gravity currents in a Hele-Shaw cell with flow-wise width variation
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Abstract

We study the spreading and leveling of a gravity current in a Hele-Shaw cell with flow-wise width variations as an analog for flow in fractures and horizontally heterogeneous aquifers. Using phase-plane analysis, we obtain second-kind self-similar solutions to describe the evolution of the gravity current's shape during both the spreading (pre-closure) and leveling (post-closure) regimes. The self-similar theory is compared to numerical simulations of the partial differential equation governing the evolution of the current's shape (under the lubrication approximation) and to table-top experiments. Specifically, simulations of the governing partial differential equation from lubrication theory allow us to compute a pre-factor, which is a priori arbitrary in the second-kind self-similar transformation, by estimating the time required for the current to enter the self-similar regime. With this pre-factor calculated, we show that theory, simulations and experiments agree well near the propagating front. In the leveling regime, the current’s memory resets, and another self-similar behavior emerges after an adjustment time, which we estimate from simulations. Once again, with the pre-factor calculated, both simulations and experiments are shown to obey the predicted self-similar scalings. For both the pre- and post-closure regimes, we provide detailed asymptotic (analytical) characterization of the universal current profiles that arise as self-similarity of the second kind.
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The gravity-driven spreading of viscous fluids has been of significant interest in the literature starting from the second half of the 20th century (see e.g., [1–3]). Typically, one considers the horizontal spreading of a heavier fluid beneath a lighter one (i.e., there is a density difference $\Delta \rho > 0$ between the fluids). The motion of the denser fluid is dictated by a balance of buoyancy (gravity) and viscous forces at a low “effective” Reynolds number and a large Bond number. For example, this kind of gravity current flow scenario, as illustrated in Fig. 1, could model confined brine–CO$_2$ displacement in a heterogeneous aquifer [3, 4]. Another application is flow in hydraulic fractures, for which the width $b(x) \sim (x - x_{\text{tip}})^{1/2}$ as $x \to x_{\text{tip}}$ [5], where $x_{\text{tip}} = 0$ in Fig. 1. In these situations, the viscous gravity currents are characterized by slender geometric profiles (i.e., they have small aspect ratios such that $h/L \ll 1$, where $h$ and $L$ are typical vertical and horizontal length scales, respectively). Therefore, these flows can be modeled within the context of lubrication theory (see, e.g., [6, 7]). Generically, one obtains a nonlinear, parabolic partial differential equation (PDE) for the gravity current’s shape $h$ (i.e., the vertical extent of the denser fluid, as illustrated in Fig. 1) as a function of the flow-wise coordinate $x$ and time $t$.

Being governed by a parabolic (irreversible) PDE viscous gravity currents ‘forget’ the initial conditions from which they evolve, for some intermediate range of $t$. This observation is the concept of intermediate asymptotics [8, 9]. It follows that a self-similar (‘universal’, since it is independent of initial conditions) current profile exists during this intermediate asymptotic time period. This profile is usually found by reducing the governing PDE to an ordinary differential equation (ODE) by a self-similarity transformation. If the similarity variable can be obtained by a scaling (dimensional) analysis, this kind of solution is known as a self-similar solution of the first kind [9, Ch. 3].

Self-similarity of the first kind has been used to analyze the propagation of viscous gravity currents in a variety of physical scenarios. For example, a wealth of exact and approximate self-similar solutions for Newtonian gravity currents in porous media are available in Refs. [10–24], amongst many others. If the similarity variable cannot be obtained by a scaling analysis, then the problem represents self-similarity of the second kind [9, Ch. 4]. Gratton and Minotti [25] classified a variety of second-kind self-similar solutions for viscous gravity currents by transforming the governing nonlinear parabolic PDE in such a way as to
yield an autonomous nonlinear ODE in the plane. More recently, Zheng et al. [20] extended Gratton’s approach to gravity-driven spreading in porous media that exhibit permeability and porosity variations in the flow-wise direction, via the analogy between Darcy and Hele-Shaw flow in two-dimensions [26, 27]. These types of flows require the identification of a length scale, related to the distance the gravity current must travel to reach the dead-end of the flow geometry (e.g., $L - x_0$ in Fig. 1). Hence, a complete self-similar solution of the first kind cannot be obtained by scaling arguments, and some ‘memory’ of the initial conditions is retained (via the dependence upon, e.g., $L - x_0$). Yet, it was shown (via theory, simulations and experiments) in Ref. [20] that these gravity currents nevertheless do enter a self-similar propagation regime. Permeability of the substrate can also be taken into account, yielding further second-kind self-similar solutions [28]. Most recently, the phase-plane formalism has
been applied to converging gravity currents of non-Newtonian (power-law) fluids, showing agreement between second-kind self-similarity theory and experiments [29].

In this work, we study self-similarity of the second kind for gravity-driven viscous flows in Hele-Shaw cells with flow-wise shape (width) variation, as illustrated in Fig. 1. We provide a detailed discussion on the self-similar dynamics of the post-closure (leveling) process, which occurs after the current reaches the dead-end of the Hele-Shaw cell (or, using the axisymmetric case’s terminology, the ‘hole’ is completely closed). Although self-similar profiles for a converging gravity current were numerically calculated by Zheng et al. [20], Gratton and Minotti [25], Longo et al. [29] by integrating the phase plane ODE, the mathematical structure of these solutions and a fundamental understanding of which experimentally-measured quantities one should correlate in post-closure (and why) is lacking. When successful, previous studies relied on analogy and intuition to understand the post-closure self-similar behavior. To fill this knowledge gap, this work provides a complete mathematical analysis of the problem, including analytical results obtained using dynamical systems theory, to justify both the anomalous exponents and the undetermined pre-factors of the similarity variables.

The model system is reviewed in Section II. Then, in Section III, asymptotic analytical expressions are derived for the profile shapes, both in the pre- and post-closure regimes. These solutions are compared with table-top experimental measurements and numerical solutions of the governing lubrication PDE in Section IV. We find that, after an initial transition period, the shape of the current indeed approaches a regime in which the predicted scalings of the second-kind self-similarity are demonstrated, for both the spreading and leveling processes. Importantly, although the second-kind self-similar transformation contains an a priori arbitrary pre-factor, simulations of the governing lubrication PDE allow us to compute this pre-factor (in Section IV B) in terms of a time scale characterizing the transition process towards the intermediate asymptotics (and the various problem parameters).
II. MATHEMATICAL MODEL FOR SECOND-KIND SELF-SIMILARITY OF CONVERGING GRAVITY CURRENTS

A. Preliminaries: Notation and terminology

Consider the spreading of a viscous fluid in a Hele-Shaw (HS) cell of a varying width in the \(x\)-direction as in [20], illustrated in Fig. 1. The width \(b\) of the HS cell varies as a power-law in \(x\), i.e., \(b(x) = b_1 x^n\) with \(b_1 > 0\) and \(n \in (0, 1)\) being constant. The HS cell is vertically unconfined and possesses an impermeable bottom surface. The fluid spreading in the HS cell is assumed to be Newtonian (constant viscosity \(\mu\)). Our model below relies on the lubrication approximation, which requires that the reduced Reynolds numbers \((h/L)^2 Re, (w/L)^2 Re \ll 1\), where the current’s (slender) flow-wise and transverse aspect ratios are \(h/L, w/L \ll 1\), and \(w\) is a transverse characteristic dimension. Surface tension effects have been neglected under the assumption of a large Bond number \(Bo \gg 1\), which indicates the dominance of gravity-driven spreading. By satisfying these conditions, we may use a gap-averaged formulation as is standard for Hele-Shaw problems. Furthermore, we neglect the drag from the bottom plate by considering \(h\) to be sufficiently large compared to \(b\), so that the sidewall drag is dominant, and the hydraulic conductivity is set by \(\Delta \rho g b^2/(12\mu)\) [20, 26].

The fluid is assumed to be initially contained behind a release (or, lock gate) located at \(x = x_0\), as depicted in Fig. 1. Upon opening the gate, the current slumps and spreads ‘leftwards’, towards the origin at \(x = 0\), where the width vanishes \((b(0) = 0)\). The total fluid volume \(V\) remains constant within the domain \(x \in [0, L]\). The moving front of the current is initially at \(x_f(0) = x_0\). The current spreads until it reaches the origin at a time of closure, \(t = t_c\) (also termed ‘touch-down’ time in [20]); this period \(t \in [0, t_c]\) is hereafter refereed to as pre-closure. Thereafter, the current levels at \(x = 0\) until \(h(x, t \to \infty) = \text{const.}\); this period \(t \in [t_c, \infty)\) is hereafter referred to as post-closure.

The closure time \(t_c\) can be determined numerically from simulations, or it can be obtained from experiments [20, 30]. This additional time scale can be infinite, if the current never reaches the origin. For the present purposes, it is assumed that \(t_c < \infty\) in the absence of capillary effects or substrate drainage. Regardless, \(t_c\) (or, equivalently, \(L - x_0\)) emerges as an extra time (or, equivalently, length) scale, hence the scaling analysis (which might be used to seek a self-similar solution) becomes ambiguous. For example, \(x_0\) now appears in the global
mass conservation constraint \[ \int_0^L h(x,t) b(x) \, dx = \int_{x_0}^L h(x,0) b(x) \, dx = V = \text{const}. \] Indeed, complete self-similarity with respect to a single similarity variable cannot exist in such a problem \[9\]. Nevertheless, self-similar behavior can be expected and has been observed \[20\]. The phase-plane formalism can be used to explain the observed self-similarity; see, e.g., Gratton and Minotti’s \[25\] application of this method, which is lucidly explained in the book by Sedov \[31\]. Moreover, as we shall now show, the self-similar analysis of the governing equations in an appropriate phase-plane can predict the existence of two self-similar regimes, one in pre- and one in post-closure. It is expected that any self-similarity variable of the second kind explicitly features \( t_c \).

B. Similarity transformation and phase-plane analysis

Under the lubrication approximation, a width-averaged model can be obtained (see, e.g., \[7, \text{Ch. 6}\]). To apply the phase-plane formalism \[25\], it is convenient to follow \[20\] (see also \[30\]) and start with the formulation of the model as a system of two first-order equations. The pressure distribution is hydrostatic, so the fluid flux and the continuity equation, respectively, take the form:

\[
\begin{align*}
 u &= -\frac{\Delta \rho g b^2}{12 \mu} x^{2n} \frac{\partial h}{\partial x}, \\
\frac{\partial h}{\partial t} + \frac{1}{x^n} \frac{\partial}{\partial x} (x^n hu) &= 0.
\end{align*}
\]

Here, \( u = u(x,t) \) is the width-averaged (also termed ‘superficial’) velocity. This model is essentially ‘one-phase’, as the dynamics of the upper fluid (air in the HS cell in Fig. 1) is neglected. At this stage, we do not state any boundary conditions for Eqs. \((1a)\) and \((1b)\), as the upcoming self-similarity analysis is local, applying near the front of the current.

To study both spreading and leveling of the current, we assume that \( t_c < \infty \), and introduce a shifted time \( \tau = t_c - t \). This shifted time \( \tau \) represents the time remaining until the current reaches the origin, and its definition necessitates the use of numerical simulations (or experiments) to determine the closure time \( t_c \) a posteriori. The next step in the phase-plane formalism is to render Eqs. \((1a)\) and \((1b)\) dimensionless by using the independent variables as dimensional scales. Specifically, we introduce the transformations

\[
 u(x,t) = \frac{x}{\tau} U(x, \tau), \quad \tau = t_c - t.
\]

\[
(2a)
\]
\[ h(x, t) = \left( \frac{12\mu}{\Delta \rho g b_t^2} \right) \frac{x^{2(1-n)}}{\tau} H(x, \tau), \quad (2b) \]

where \( U(x, \tau) \) and \( H(x, \tau) \) are the dimensionless analogs to the width-averaged velocity and the current height, respectively. Note that since, \( u \leq 0 \) for the current spreading towards the origin, \( U \leq 0 \) as well, while \( H \geq 0 \) for the equal and opposite reason.

Substituting Eqs. (2a) and (2b) into Eqs. (1a) and (1b), the governing equations are re-written in terms of \( H \) and \( U \) (see Ref. [20]):

\[ x \frac{\partial H}{\partial x} + 2(1-n)H + U = 0, \quad (3a) \]
\[ \tau \frac{\partial H}{\partial \tau} - H - x \frac{\partial}{\partial x}(HU) - (3-n)HU = 0. \quad (3b) \]

Anticipating a self-similar solution, a second-kind self-similarity variable of the form \( \xi = x/\tau^\delta \), such that \( \xi > 0 \), is introduced; at the moving front \( \xi = \xi_f \equiv x_f(t)/\tau^\delta \). Critically, \( \delta \) is unknown here, and \( \xi \) explicitly features the scale \( t_c \) through \( \tau \). The assumption of self-similarity now necessitates that \( H = H(\xi) \) and \( U = U(\xi) \). This assumption allows the governing Eqs. (3) to be reduced to a system of one-way coupled ODEs:

\[ \frac{dU}{dH} = \frac{H[(n+1)U - 2(1-n)\delta + 1] - U(U + \delta)}{H[2(1-n)H + U]}, \quad (4a) \]
\[ \frac{d\ln \xi}{dH} = -\frac{1}{U + 2(1-n)H}. \quad (4b) \]

Equation (4a) represents an autonomous ODE for \( U(H) \) depending on a parameter \( \delta \). Once \( U(H) \) is known, Eq. (4b) is used to find \( \xi(H) \), from which the self-similar profiles \( H(\xi) \) and \( U(\xi) \) can be reconstituted from \( U(H) \) (i.e., ‘re-parameterized’ in terms of \( \xi \)). However, before any of these ODEs can be solved, a suitable set of boundary conditions (BCs) must be specified. Note that the success of the self-similar transformation, which we used to arrive at the system (4), already suggests that a self-similar solution might exist. However, since \( \delta \) is unknown, the problem becomes an eigenvalue problem. With a suitable set of BCs, it is expected that both \( U(H) \) and \( \delta \) emerge as an ‘eigenpair’ solution to Eq. (4a) through a global bifurcation [32].

C. Critical points in the phase-plane and their physical interpretation

Since Eq. (4a) is a planar ODE, it follows that BCs arise as beginning and end points of integral curves in the \((H,U)\) plane. In order to identify the integral curves of physical
significance in this \((H, U)\) plane, i.e., those solutions \(U(H)\) that correspond to an observable self-similar behavior, the ODE’s critical points in the phase plane must be found. Following [20, 25], critical points are found by requiring that the numerator and denominator in Eq. (4a) vanish simultaneously. Thus, the points denoted below as O, A and B are obtained. The final critical point D is obtained by letting the denominator in Eq. (4a) go to \(\infty\). In summary:

\[ O : (H, U) = (0, 0), \]
\[ A : (H, U) = (0, -\delta), \]
\[ B : (H, U) = \left( \frac{1}{2(1-n)(3-n)}, -\frac{1}{3-n} \right), \]
\[ D : (H, U) = \left( -\infty, \frac{2(1-n)\delta - 1}{n + 1} \right). \]

Points A and D depend upon the eigenvalue \(\delta\), showing how the BCs will ‘conspire’ with the ODE to determine the appropriate eigenpair solution.

As described in [20], Point O corresponds to the instant of time at which the current reaches the point of ‘closure’ at the channel’s origin (corresponding to \(x = 0\) or \(\xi = 0\)). Meanwhile, Point A corresponds to the moving front of a spreading current (at \(x = x_f(t)\) or \(\xi = \xi_f\)). Point B does not have a physical interpretation in the present context. Point D corresponds to the leveling (post-closure) behavior. The integral curves connecting O and A, and D and O in the phase plane thus represent the sought self-similar solutions to the problem during pre-closure \((t < t_c)\) and post-closure \((t > t_c)\), respectively.

Having identified the integral curves of interest, the task of finding a self-similar solution has been reduced to a nonlinear eigenvalue problem. Specifically, the question now is, given \(n\), what value(s) of \(\delta\) allow for the existence of phase-plane curves that connect Point O to A and Point D to O? The nonlinear eigenvalue problem can be solved using a ‘shooting’ procedure (for details see, [20, Section 2.1.2] or [25, 32]). For instance, for the case of \(n = 0.5\), we find that \(\delta \simeq 1.542269\), to single precision. The corresponding phase-plane is depicted in Fig. 2, highlighting the sought-after phase-plane solutions, which were computed numerically as described in, e.g., [20]. Thus, the existence of two distinct self-similar regimes has been predicted, and the value of the similarity exponent \(\delta\) has been determined.
FIG. 2. Phase-plane portrait of the ODE (4a) describing the self-similar propagation of a Newtonian current in a shaped HS cell with width exponent \( n = 0.5 \). The eigenvalue \( \delta \) appearing in the definition of the similarity variable \( \xi \) was calculated to be \( \approx 1.542269 \). The integral curves O to A (solid red) and D to O (dashed red) represent self-similar pre- and post-closure solutions, respectively. The dash-dotted curve labeled ‘center manifold’ is the higher-order approximation near Point O derived in Appendix A. Solid black lines, correspond to the various linear approximations to the integral curves near Points A, O, and D as described in the text.

III. CALCULATION OF THE PRE- AND POST-CLOSURE SELF-SIMILAR SOLUTIONS

In this section, we calculate the shape of the second-kind self-similar gravity current, during both pre- and post-closure, starting from the asymptotics near critical points of the phase-plane ODE. These shapes have not been discussed in the literature [20] for the variable-width HS cell.

To study the asymptotic behavior near the ODE’s critical points in Eq. (5), and thus obtain approximate analytical expressions for the integral curves \( U(H) \) from which the self-similar gravity current shape follows, it is convenient to rewrite Eq. (4a) as an autonomous
system:
\[
\frac{d}{ds} \begin{pmatrix} H \\ U \end{pmatrix} = \begin{pmatrix} H[2(1-n)H + U] \\ H[(n+1)U - 2(1-n)\delta + 1] - U(U + \delta) \end{pmatrix},
\]
where \( s \) is a ‘dummy’ parametric variable that can be understood as being a monotonic function of time (or distance) along an integral curve in the phase plane. Linearizing the system in Eq. (6), we find the Jacobian \( \mathcal{J} \), evaluated about some generic point \((H^*, U^*)\), to be
\[
\mathcal{J}(H^*, U^*) = \begin{pmatrix}
4H^*(1-n) + U^* & H^* \\
(n+1)U^* - 2(1-n)\delta + 1 & H^*(n+1) - 2U^* - \delta
\end{pmatrix}.
\]

Next, in Section III A, we turn to the asymptotic behavior near Point A, which provides the shape of a spreading gravity current near the moving front (pre-closure). Then, in Section III B, we study the asymptotic behavior near Point D, which provides the shape of a leveling gravity current after the front reaches the origin (post-closure). For completeness, in Appendix A, we provide the asymptotics (including a center manifold reduction) at Point O.

A. Point A: Spreading behavior

In this subsection, we study the asymptotic behavior near Point A, as defined in Eq. (5b), of the integral curve connecting Point O to Point A, which corresponds to the self-similar shape of the spreading gravity current, before the front has reached the origin \([20, 25]\). The shape of the current near the moving front is determined by the asymptotic behavior of the heteroclinic trajectory in the \((H, U)\) plane near Point A.

To determine the asymptotics, we linearize the system in Eq. (6) near Point A, which is given in Eq. (5b) as \((H^*, U^*) = (0, -\delta)\). The Jacobian from Eq. (7) becomes
\[
\mathcal{J}(0, -\delta) = \begin{pmatrix}
-\delta & 0 \\
1 - (3-n)\delta & \delta
\end{pmatrix}.
\]
The eigenvalues of \( \mathcal{J}(0, -\delta) \) are
\[
\lambda_{1,2} = \pm \delta,
\]
while the corresponding eigenvectors are
\[ \mathbf{v}_1 = \pm \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \mathbf{v}_2 = \pm \begin{pmatrix} 2\delta \\ (3-n)\delta - 1 \end{pmatrix}. \] (10)

Clearly, if any eigenvector at Point A is to correspond to the direction of the incoming heteroclinic trajectory, it would be \( \mathbf{v}_2 \) with the “+” sign because \( \lambda_2 = -\delta < 0 \) indicates this is a \textit{stable} direction into Point A.

Now, from \( \mathbf{v}_2 \) in Eq. (10), the stable manifold at Point A has the slope
\[ \frac{dU}{dH} \sim -\frac{1-(3-n)\delta}{2\delta} \Rightarrow U \sim -\left[ \frac{1-(3-n)\delta}{2\delta} \right] H - \delta \quad \text{as} \quad (H,U) \to (0,-\delta), \] (11)
where the constant of integration was set by requiring that the trajectory go through Point A. In passing, we note that Eq. (11) is consistent with [20, Eq. (2.17)] (i.e., \( U \sim H - \delta \)), because the latter is the limit of the former as \( n \to 1^- \) with \( \delta \sim 1/[2(1-n)] \).

Then, using Eqs. (2) and (1a), we rewrite Eq. (11) as
\[ \frac{\partial h}{\partial x} - \frac{1}{x} \left[ \frac{1-(3-n)\delta}{2\delta} \right] h = \frac{1}{x} \left( \frac{12\mu}{\Delta\rho gb^2} \right) \frac{x^2(1-n)}{\tau} \delta, \] such that \( h(x_f,t) = 0 \). (13)

Restricting to the behavior as \( x \to x_f^+ \), we obtain, form Eq. (12), a first-order ODE in \( x \) for \( h(x,t) \):
\[ \frac{\partial h}{\partial x} - \frac{1}{x} \left[ \frac{1-(3-n)\delta}{2\delta} \right] h = \frac{1}{x} \left( \frac{12\mu}{\Delta\rho gb^2} \right) \frac{x^2(1-n)}{\tau} \delta, \] (13)

Then, using an integrating factor, we find the solution to the ODE (13), which provides the asymptotic shape of the spreading current near the moving front:
\[ h(x,t) \sim \left[ \frac{\left( \frac{12\mu}{\Delta\rho gb^2} \right) x^2(1-n)}{\tau} \right] \frac{2\delta^2}{(7-5n)\delta - 1} \left[ 1 - \frac{(x/x_f)^{(5n-7)\delta+1}/(2\delta)}}{H_{\text{front}}(\xi/\xi_f)} \right] \quad \text{as} \quad x \to x_f^+, \] (14)
which is valid for \( x \geq x_f > 0 \), and the current propagates right to left (as shown in Fig. 1).

Additionally, from Eqs. (1a) and (14), we find the width-averaged velocity near the moving front:
\[ u(x,t) \sim \frac{x}{\tau} \frac{2\delta^2}{(7-5n)\delta - 1} \left\{ 2(n-1) + \left[ \frac{1-(3-n)\delta}{2\delta} \right] (x/x_f)^{(5n-7)\delta+1}/(2\delta)} \right\} \] as \( x \to x_f^+ \). (15)

In Eqs. (14) and (15), we have denoted by \( H_{\text{front}}(\xi/\xi_f) \) and \( U_{\text{front}}(\xi/\xi_f) \) the approximate analytical expressions, near the current front (\( \xi \to \xi_f \)), for the self-similar solutions of the second kind.
B. Point D: Leveling behavior

In this subsection, we study the asymptotic behavior near Point D, as defined in Eq. (5d), of the integral curve from Point D to Point O in the \((H,U)\) plane, which corresponds to the self-similar shape of the leveling gravity current, after the front has reached the origin \([30, 33]\). We first note that, to analyze the leveling (post-closure) self-similar behavior, we must define a new self-similarity variable \(\zeta = x/(-\tau)^\delta\) since \(\tau < 0\) for \(t > t_c\). Note that our definition of \(\zeta\) (like \(\xi\)) is non-negative, i.e., \(\zeta \geq 0\), unlike prior literature \([30, 34]\).

To determine the post-closure asymptotic behavior, we expand the right-hand side of Eq. (4a) near Point D:

\[
\frac{dU}{dH} \sim -\frac{U_D(U_D + \delta)}{2(1-n)H^2} \Rightarrow U(H) \sim U_D \left[ 1 + \frac{(U_D + \delta)}{2(1-n)H} \right] \quad \text{as} \quad (H,U) \to (-\infty, U_D),
\]

(16)

where, for convenience, we have made the definition \(U_D \equiv [2(1-n)\delta - 1]/(n + 1)\). This asymptotic approximation is not shown in Fig. 2 because it is only valid for \(H \to -\infty\), values far outside the plotting range.

Now, substituting \(U(H)\) from Eq. (16) into Eq. (4b) and using a Taylor-series expansion, we obtain

\[
\frac{d \ln \zeta}{dH} = -\frac{1}{U + 2(1-n)H} \sim -\frac{1}{2(1-n)H} \left[ 1 - \frac{U_D}{2(1-n)H} + \cdots \right], \quad H \to -\infty.
\]

(17)

We can integrate the latter ODE and write the shape explicitly using the principal branch (to set the + and − signs) of the Lambert-W function \([35]\) as

\[
H \sim -\frac{U_D}{2(1-n)} \left\{ W_0 \left( \frac{U_D}{2(1-n)} (\zeta/\zeta_f)^{2(1-n)} \right) \right\}^{-1}, \quad \zeta/\zeta_f \to 0^+.
\]

(18)

Note that \(1/W_0(\zeta) = 1/\zeta + O(\zeta)\) as \(\zeta \to 0\). Thus, we can also write \(H \sim -(\zeta/\zeta_f)^{-2(1-n)}\) asymptotically as \(\zeta/\zeta_f \to 0^+\), if we keep just one term in the Taylor series of \(1/W_0\).

Next, following the earlier procedure (from Section III A), substituting Eqs. (16) and (18) into Eqs. (2) and keeping only the leading-order terms, we obtain

\[
u(x,t) \sim \frac{x}{\tau} U_D \left[ 1 - \frac{(U_D + \delta)}{U_D} W_0 \left( \frac{U_D}{2(1-n)} (x/x_f)^{2(1-n)} \right) \right]^{-1},
\]

\[
h(x,t) \sim \left( \frac{12\mu}{\Delta \rho gb_f^2} \right)^{x(1-n)} \frac{\tau}{\tau} \left[ -\frac{U_D}{2(1-n)} \right] \left\{ W_0 \left( \frac{U_D}{2(1-n)} (x/x_f)^{2(1-n)} \right) \right\}^{-1},
\]

(19a, 19b)
where we recall that \( \tau < 0 \) in the post-closure regime, so \( h > 0 \) even though \( H_{\text{front}} < 0 \). Observe that Eq. (19b) predicts a slope \( \partial h/\partial x \sim x^{1-2n} \) as \( x \to 0 \), which is obtained using the two-term expansion \( 1/W_0(\xi) \sim 1/\xi + 1 \). Therefore, \( \partial h/\partial x \) is a finite constant as \( x \to 0 \) for the special case \( n = 1/2 \), while \( \partial h/\partial x \to 0 \) as \( x \to 0 \) for \( n < 1/2 \) and \( \partial h/\partial x \to \infty \) as \( x \to 0 \) for \( n > 1/2 \). In all three cases, of course, the width-averaged velocity still vanishes as \( x \to 0 \) (as required by the physical fact that this is the dead-end of the HS cell) due to the \( x^{2n} \) term pre-multiplying \( \partial h/\partial x \) in Eq. (1a).

C. Computing the self-similar solutions

In this subsection, to complement the asymptotics obtained in Sections III A and III B, we solve Eqs. (4a) and (4b) numerically to obtain the self-similar gravity current profile \( H \), either pre- or post-closure, depending on the BCs applied (recall Fig. 2). It is inconvenient to go back and solve Eq. (4b) for \( \xi(U) \), after solving Eq. (4a), to re-parametrize \( U(\xi) \) and \( H(\xi) \). A mathematical ‘trick’ can be used to avoid this inconvenience. First, the similarity variable \( \xi \) is scaled by its value at the front, i.e., \( \xi_f \). Now, the channel origin is defined as the point at which \( \xi/\xi_f = 0 \), while the moving front of the current is at \( \xi/\xi_f = 1 \) [36]. Second, following e.g. [37], we rewrite Eqs. (4) as

\[
\frac{d}{d \ln(\xi/\xi_f)} \begin{pmatrix} H \\ U \end{pmatrix} = \begin{pmatrix} -[2(1-n)H + U] \\ \{-H[(n+1)U - 2(1-n)\delta + 1] + U(U + \delta)\}/H \end{pmatrix},
\]

where \( \delta \) is already known from having solved the nonlinear eigenvalue problem, as described in Section II C.

For pre-closure, Eq. (20) is integrated ‘forward’ from \( \xi/\xi_f = 1 + \varepsilon \), where \( \varepsilon \) is taken to be machine precision \( \approx 10^{-16} \). For post-closure, the integration starts at \( \zeta/\zeta_f = \varepsilon \). In both cases, the ‘initial’ conditions for the integration are taken from the phase-plane asymptotics in Sections III A and III B; specifically, Eq. (11) with \( H(1 + \varepsilon) = \varepsilon \) for pre-closure, while \( U(\varepsilon) = U_D \) and \( H(\varepsilon) = -1/\varepsilon^{2(1-n)} \) for post-closure from Eqs. (19). MATLAB’s stiff ODE integration algorithm \texttt{ode23s} \ is employed. MATLAB’s ODE solvers implement adaptive step control with relative and absolute tolerances [38], which we both set to \( 10^{-12} \), to ensure an accurate solution. Example (a) pre- and (b) post-closure numerical solutions for the self-similar profile \( H \) are shown in Fig. 3 for several representative values of the HS cell.
FIG. 3. Impact of the HS cell geometry exponent \( n \) on the self-similar profile \( H \) (solid curves) obtained by numerically integrating Eq. (20), for the (a) pre-closure and (b) post-closure regimes. Symbols correspond to the front asymptotics \( H_{\text{front}} \) from Eq. (14) for (a) and from Eq. (19b) for (b). The self-similarity exponent \( \delta \) was obtained, for each \( n \), by an independent phase-plane analysis, as described in Section II C. Note that the vertical scale in (b) is logarithmic to better highlight the variation of the shapes.

shape exponent \( n \). The range of validity of the analytical expressions based on the front asymptotics is also highlighted.

IV. COMPARISON BETWEEN NUMERICAL AND EXPERIMENTAL RESULTS

At this point in the analysis, we have found the two second-kind self-similar solutions that manifest in our problem. However, any additional analysis and interpretation of these solutions requires rescaling back to the physical variables, which requires the explicit knowledge of, at least, \( t_c \) and \( \xi_f \) (or \( \zeta_f \)). Therefore, the goal of this section is to determine these quantities.

First, in Section IV A, we describe the experiments to which the simulations in Section IV B are matched. The numerical simulations are based on the scalar lubrication PDE for \( h(x,t) \) that results from eliminating \( u \) between Eqs. (1a) and (1b). Comparisons of theory to experiments and simulations allow us to ascertain the physical validity of the second-kind self-similar solutions obtained from the phase-plane analysis in Section III. In addition, the
TABLE I. Summary of the experimental parameters. The Hele-Shaw cell’s dimensions and variation are specified through these values. The working fluid used was 100% glycerol at 20°C.

| Quantity                  | Value | Units     |
|---------------------------|-------|-----------|
| Channel length $L$        | 0.75  | m         |
| Lock gate location $x_0$  | 0.4897| m         |
| Width coefficient $b_1$   | 0.01732| m$^{1-n}$ |
| Width exponent $n$        | 0.5   | –         |
| Total released mass       | 0.3155| kg        |
| Density difference $\Delta \rho$ | 1261 | kg/m$^3$ |
| Dynamic viscosity $\mu$  | 1.412 | Pa·s      |
| Surface tension $\gamma$ | $6.34 \times 10^{-6}$ | N/m |

influence of the initial condition on the transition process towards self-similaririty will be illustrated by the PDE simulations.

A. Experimental study

An experiment was performed in the variable-width $(b(x) = b_1 x^n)$ horizontal HS cell depicted in Fig. 1. A summary of the geometrical parameters and fluid properties necessary to analyze the experiment are given in Table I. Specifically, a constant fluid volume of $V \approx 250$ cm$^3$ was released from behind a lock gate and allowed to spread towards the origin (dead-end of the HS cell). The lock gate’s location $x_0$ was taken to be comparable to the length of the cell $L$ to provide a longer distance over which the current’s spreading behavior could be observed. The fluid was colored using a food dye for digital post-processing. The shape of the current was photographed using a USB camera, yielding the profiles shown in Fig. 4. The experiment was conducted with 100% glycerol at 20°C, and the corresponding fluid properties were determined using standard fits [39–41].

As discussed above, it is expected that, over the period of time that the current spreads, it evolved from its initial condition (attained as it sat behind the lock gate for $t \leq 0$) and enters the pre-closure self-similar regime as $t \rightarrow t_c$ ($\tau \rightarrow 0^+$). This notion and how it relates to
FIG. 4. Experimental time-lapse (instant of time indicated on top left of each row) of a gravity current profile $h(x, t)$ spreading and leveling in a variable-gap Hele-Shaw cell with width variation exponent $n = 0.5$. Glycerol was released into the cell and photographed during the pre- and post-closure. The flow is from right to left. From this experiment, a closure time of $t_c \approx 44.03$ s was determined. Therefore, the first three profiles show the spreading process (pre-closure, $t < t_c$), while the remaining ones represent the leveling process (post-closure, $t > t_c$).

Before we can apply the theory based on Eqs. (1) and (4), it is critical to ensure that the experimental conditions fall within the assumptions of the lubrication approximation.
As mentioned in Section II A, this requires that the aspect ratios and the reduced Reynolds numbers are small in both the vertical and transverse directions. To this end, consider the streamwise length scale to be $L \sim x_0$, the transverse length scale to be $w \sim b_1 x_0^a$, and the vertical length scale to be the steady-state height of the fully leveled current $h \sim h_\infty$ (see Eq. (27) below and the attendant discussion). The velocity scale is then simply taken to be $x_0/t_c$, so that $Re = \Delta \rho x_0^2/(\mu t_c)$ [20]. For the experiments conducted in accordance with the parameters in Table I, $w/x_0 = 0.0247$ and $h_\infty/x_0 = 0.0675$, both of which are $\ll 1$ as required. The reduced Reynolds numbers are $(w/x_0)^2 Re \approx 3 \times 10^{-3}$ and $(h_\infty/x_0)^2 Re \approx 2.2 \times 10^{-2}$, both of which are $\ll 1$ as required. The corresponding Bond numbers are $Bo = \Delta \rho g w^2/\gamma \approx 3 \times 10^5$ and $(x_0/w)^2 Bo = \Delta \rho g x_0^2/\gamma \approx 5 \times 10^8$, both of which are $\gg 1$ as required.

Figure 4 shows a series of snapshots of the gravity current profile. The height of the current $h(x,t)$ was sampled intermittently at fixed instants of time and at discrete spatial locations $\{x_i\}_{i=1,2,...}$. Then, this discretized shape was used to obtain the profile $H(x,\tau)$ via the transformation introduced in Eq. (2b). Based on self-similarity analysis, it is expected that the rescaled experimental shape $H$, plotted against $\xi/\xi_f$, should agree with the second-kind self-similar profile computed from the ODE (20). This agreement is, of course, contingent upon the gravity current having entered this intermediate asymptotic state. As discussed in the literature [30], the memory of the initial condition plays a significant role in the pre-closure regime. We now examine this issue in Section IV B below using numerical simulations of the governing lubrication PDE.

B. Numerical study

1. Pre-closure self-similarity

From the discussion in Section II (see also [10, 20, 25]), it is expected that in second-kind self-similarity, $x_f(t)/x_f(0) \propto (\tau/t_c)^\delta$. From this expectation it follows that (recalling that $x_f(0) = x_0$):

$$\frac{x_f(t)}{x_0} = \beta \left( \frac{\tau}{t_c} \right)^\delta \implies \frac{x_f(t)}{\tau^\delta} = \frac{x_0}{t_c^\delta}. \tag{21}$$

Here, $\beta$ is a ‘pre-factor’ (proportionality constant) that must be obtained from numerical simulations and/or experiments. Importantly, the simulations and/or experiments must be
FIG. 5. Study of the pre-closure (spreading) self-similar regime. The similarity exponent is $\delta \approx 1.5423$. (a) Comparison of the self-similar current shape profiles $H(\xi/\xi_f)$ between the predictions of self-similar theory, numerical simulation and experiment. (b) Determination of the pre-factor $\beta$, which sets $\xi_f$ via Eq. (22), and the time $t_{\text{sim}} \approx 27.99$ s (denoted by vertical dotted line) after which the linear relationship holds. In (a), thin curves correspond to the rescaled profiles from numerical simulations of the governing lubrication PDE, color-coded by $t \in [t_{\text{sim}}, t_c]$ (increasing in the direction of the arrow) from dark to light (early times to late times). Error bars in (b) correspond to $t_c \pm 1$ s, based on the experimental technique employed.

Accurate enough to determine whether the current has entered in the self-similar regime. Since $\xi_f = x_f/\tau^\delta$, by definition, it follows that

$$\xi_f = \frac{\beta x_0}{t_c^\delta},$$

(22)

where all terms on the right hand side are constant. Equation (22) simply restates the assumption made in the self-similarity analysis that the similarity variable $\xi$ maintains the constant value $\xi_f$ at the current’s front, $x = x_f$. It then follows that, during the initial adjustment from the initial condition, Eq. (22) would not hold true. However, by $t = t_{\text{sim}}$ (to be determined numerically), the adjustment would be complete, allowing for the pre-factor $\beta$ to be determined as the slope of curve generated by plotting $x_f(t)/x_0$ versus $(\tau/t_c)^\delta$.

A numerical simulation matched to the experimental conditions described in Section IV A was performed and is shown in Fig. 5. The governing lubrication PDE for $h(x,t)$, which results from eliminating $u$ between Eqs. (1a) and (1b), was solved numerically on the do-
main $x \in [0, L]$. We employed a fully-implicit, second-order accurate (in space and time) finite-difference scheme specifically constructed for these types of variable-coefficient degenerate diffusion equations [20]. This finite-difference scheme uses a flux-conservative central discretization of the $x$-derivatives, and Crank–Nicolson-type time advancement, which circumvents the time-step stability restriction of explicit schemes. Fixed point (also known as Picard) iteration is used to resolve the nonlinear algebraic system at each time step. Importantly, this scheme captures the moving front (a weak discontinuity) without the requirement of unphysical ‘pre-wetting films’ and so on, which were used in previous literature. Extensive benchmarking of the numerical method was reported in [42].

The domain was discretized into 4501 grid points. The simulation was run from $t_0 = 0$ s up to $t_f = 50$ s, over the course of 4501 time steps. Grid and time step independence was verified. The initial condition $h(x, t = 0)$ should ideally correspond to the shape of the profile just after the lock gate is opened. However, exact knowledge of this initial shape is difficult to obtain as the fluid shape adjusts quickly in the experiment (see also the discussion in [30]). Instead, as a reasonable approximation, we selected a polynomial (satisfying the no-flux condition at $x = L$, see Eq. (24) below) as the initial condition for the simulations:

$$h(x, 0) = \begin{cases} \frac{a[(L - x_0)^c - (L - x)^c]}{c}, & x_0 \leq x \leq L, \\ 0, & \text{otherwise.} \end{cases} \quad (23)$$

The dimensional constant $a$ is chosen to satisfy the volume constraint $\int_{x_0}^{L} h(x, 0)b(x) \, dx = V$. For $c \geq 3$, the effect of $c$ on the propagation results was found to be negligible, hence we employ $c = 3$, which yields a ‘boxy’ shape for the initial gravity current. The reader is referred to Refs. [42, 43] for further discussion and validation of this choice of initial condition. To enforce the volume constraint, no-flux BCs are applied at the ends of the computational domain:

$$[b(x)hu]_{x \to 0} = [b(x)hu]_{x = L} = 0 \Rightarrow \left( x^{3n} \frac{\partial h}{\partial x} \right)_{x \to 0} = \left( x^{3n} \frac{\partial h}{\partial x} \right)_{x = L} = 0. \quad (24)$$

See Refs. [20, 42] for discussion of the numerical implementation of these BCs.

The simulations yielded a closure time of $t_c = 49.38$ s, showing reasonable agreement with the experimental measurement, and justifying the choice of initial condition for the simulations. Moreover, although the choice of initial condition is also expected to have an effect on the value of $t_{\text{sim}}$, which roughly represents the time required for the solution to
enter the intermediate asymptotic self-similar regime, our numerical experiments suggest only a weak dependence. As discussed in Appendix B, the BCs (no-flux versus influx) have much a stronger effect.

Figure 5(a) compares the self-similar gravity current shape $H(\xi/\xi_f)$ as obtained from theory (i.e., the solution of Eq. (4) described in Section III C) to numerical simulation of the governing lubrication PDE and experimental measurements. The numerical profiles from the PDE were rescaled using the transformation in Eq. (2b) in the time period $t \in [t_{\text{sim}}, t_c]$. The theoretical, rescaled numerical, and rescaled experimental profiles show collapse near the front, $\xi/\xi_f = 1$. Note that, since the self-similarity here is a local concept, good agreement appears in a region near the front ($\xi/\xi_f = 1$), and before the $H(\xi/\xi_f)$ profile shape reaches its maximum. Disagreement starts to appear beyond the maximum point of the rescaled profile.

As shown in Fig. 5(b), the linear proportionality between $x_f(t)/x_0$ and $(\tau/t_c)^{\delta}$ holds well for $t > t_{\text{sim}} \approx 27.99$ s. This observation is made by first performing a linear fit on $x_f(t)/x_0$ values from the last 600 time steps of the simulation before closure to yield the pre-factor value of $\beta \approx 0.38$. Then, we work ‘backwards,’ comparing the local value of $x_f(t)/x_0$ at each scaled time $(\tau/t_c)^{\delta}$ to the linear fit $\beta(\tau/t_c)^{\delta}$ up to that instant of time. Finally, $t_{\text{sim}}$ is taken to be the threshold at which the local value of the curve disagrees with the linear fit by more than $\approx 1\%$. This analysis suggest that the time interval over which the intermediate self-similar asymptotics hold should be approximately $[t_{\text{sim}}, t_c]$. Appendix B provides further discussion on the possible reasons for any disagreement observed in the rescaled profiles shown in Fig. 5(a).

2. Post-closure self-similarity

The theory of the post-closure (or, leveling) self-similar regime was established in Section II. However, unlike during pre-closure, the position of the current’s front $x_f(t)$ during post-closure is fixed; specifically, it remains at the origin, i.e., $x_f(t > t_c) = 0$. This fact necessitates the replacement of $x_f(t)$ as a dynamic length scale. To this end, the height of the current at the origin of the channel, $h(0,t) > 0$, is now justified as the dynamic length scale.

The post-closure self-similar solution corresponds to the integral curve connecting Point
D to Point O in the phase plane (recall Fig. 2), and this curve’s asymptotics near Point D were calculated in Section III B. To obtain an expression for \( h(0,t) \), we observe that Eq. (19b) has a well defined limit as \( x \to 0^+ \), yielding:

\[
h(0,t) \sim \left( \frac{12\mu}{\Delta \rho gb_i^2} \right) \frac{\zeta_f^{2(1-n)}}{(-\tau)^{1-2\delta(1-n)}} \zeta(1-n) f(\tau/t_c)^{2(1-n)-1} \quad \text{for} \quad h \to 0,
\]

keeping in mind that \( \tau < 0 \) \((t > t_c)\) in the post-closure regime. Introducing \( h_\infty = \lim_{t \to \infty} h(0,t) \), from Eq. (25), we deduce that self-similarity requires

\[
\frac{h(0,t)}{h_\infty} \sim \left( \frac{12\mu}{\Delta \rho gb_i^2} \right) \frac{\zeta_f^{2(1-n)}t_c^{2\delta(1-n)-1}}{h_\infty} (-\tau/t_c)^{2\delta(1-n)-1}.
\]

The pre-factor \( \beta \) in Eq. (26) can thus be used to determine \( \zeta_f \) in post-closure from a linear fit of \( h(0,t)/h_\infty \) vs. \((-\tau/t_c)^{2(1-n)-1}\). Observe that \( 2\delta(1-n) - 1 \equiv (n+1)U_D \).

In Eq. (26), \( h_\infty \) represented the steady-state height of the current. Based on conservation of mass, it is easy to show that

\[
h_\infty = \frac{\int_0^L b_1 x^n h(x,0^+) \, dx}{\int_0^L b_1 x^n \, dx}.
\]

In Eq. (27), the numerator is equal to the total volume \( \mathcal{V} \) of fluid released, and the denominator represents the horizontal cross-sectional area of the variable-width HS cell. From the parameters in Table I, we obtain \( h_\infty \approx 0.0333 \) m.

As can be seen in Fig. 6(a), during the leveling period, excellent agreement is observed between the self-similar gravity current profiles, \( H(\zeta/\zeta_f) \), obtained from theory, numerical simulation and the experiment. The universal profile from the theory established in Section II was obtained, once again, by solving the ODE system (20). The numerical profiles computed for \( h(x,t) \) from the simulation of the governing lubrication PDE were scaled via the self-similarity transformation in Eq. (2b) and shown for the same values of \( \tau \) (which is independent of the 5.36 s difference between simulated and measured \( t_c \) values). The experimental data comes from digitally sampling images (Fig. 4) of the profile \( h(x,t) \) at six distinct times in the post-closure (i.e., \( t > t_c \) and \( \tau < 0 \)) regime. It should be noted that, unlike the axisymmetric converging current [30], the converging current in the variable-width HS cell is not difficult to image post-closure, and the overall profile shapes are captured well, as seen in Fig. 6(a). The good agreement confirms that second-kind self-similarity exists in the post-closure regime.
FIG. 6. Study of the post-closure (leveling) self-similar regime. The similarity exponent is now $2\delta (1 - n) - 1 \approx 0.5423$. (a) Comparison of the self-similar current shape profiles $H(\zeta/\zeta_f)$ between the predictions of self-similar theory, numerical simulation and experiment. (b) Determination of the pre-factor $\beta$, which sets $\zeta_f$ via Eq. (26) (needed to rescale the simulation data in (a)), and the times $t_{\text{sim}}^{(1)} \approx 53.5$ s and $t_{\text{sim}}^{(2)} \approx 61$ s (denoted by vertical dotted lines) between which the linear relationship holds. The arrow in (a) indicates the direction of increasing $t$; note that the vertical scale is logarithmic to better highlight the shapes. Dashed curves in (a) are from numerical simulations of the governing lubrication PDE, matched to the $\tau$ values of the experiments (symbols). Error bars in (b) correspond to $t_c \pm 1$ s, based on the experimental technique employed.

In post-closure, the memory of the current’s initial (or boundary) condition used in the simulation no longer have an effect, as the self-similar process ‘resets’ after the current reaches the origin. However, the governing lubrication PDE, having neglected capillary effects, which are important near the origin, undergoes another adjustment period (reminiscent of the so-called ‘waiting-time’ solution of nonlinear parabolic PDE [44], which is a type of phase-plane integral curve not discussed here) before entering the post-closure self-similar regime. The trend of $h(0, t)/h_\infty$ versus $(-\tau/t_c)^{2\delta(1-n)-1}$ in Fig. 6(b) indicates self-similarity as the current levels during post-closure. However, the stretched horizontal (time) coordinate overemphasizes the earliest $\tau$ at which the values of $h(0, t)$ are barely distinguishable from zero. Therefore, it is most logical to interpret the ‘middle’ portion of the simulation curve in Fig. 6(b) as representing the linear relationship predicted by self-similarity. Indeed, a good
fit is obtained by fitting the ‘middle third’ range of values such that \( \frac{1}{3} \leq h(0,t)/h_\infty \leq \frac{2}{3} \), yielding the pre-factor \( \beta \approx 1.44 \). Testing a number of possible ranges for the fit revealed that the value of \( \beta \) is not particularly sensitive to the chosen bounds of \( 1/3 \) and \( 2/3 \). Indeed, it is expected that the post-closure second-kind self-similarity takes a finite amount of time to establish itself [30], providing further support for our intermediate fit. Finally, we observe that the experimental measurements of \( h(0,t)/h_\infty \) shown in Fig. 6(b) are not as accurate as the experimental measurements of \( x_f(t)/x_0 \) in Fig. 5(b).

Thus, we have motivated that the predicted post-closure self-similarity is indeed an intermediate asymptotic state that is self-consistently manifested in this system. However, this state may not be the only self-similar post-closure regime. In addition to the apparent ‘waiting-time’ behavior near \( \tau = 0 \), after some time (> 0.5 dimensionless units in Fig. 6(b)), a transition begins from leveling towards an asymptotic adjustment as \( h(0,t) \to h_\infty \). This latter regime is, however, a relatively straightforward observation, and it is not of further interest here.

V. CONCLUSION

Self-similar transformations have been shown to be a powerful tool for analyzing fluid mechanical phenomena [9, 31, 45]. Although not all viscous gravity currents are self-similar [46], first-kind self-similar solutions can be obtained through a scaling analysis of a suitable mathematical model. By seeking a first-kind self-similar solution, it is possible to reduce the current’s governing PDE to an (often) exactly solvable ODE (in closed form, again see e.g., Refs. [10–24] as well the review-style discussions [47, 48]). Meanwhile, in flow regimes involving additional spatial (or temporal) scales, a scaling analysis is insufficient to reduce the governing PDE to a closed-form self-similar solution. Instead the problem requires, for example, using phase-plane analysis and solving a nonlinear eigenvalue problem to determine the so-called ‘anomalous exponents’ [49], which allow second-kind self-similar transformations to be specified. However, conducting additional numerical simulations (and/or experiments) is also necessary to determine certain numerical constants (pre-factors) that are arbitrary in the second-kind self-similar transformation.

In this study, second-kind self-similarity was explored in the context of the release of a fixed mass of Newtonian fluid spreading towards the origin of a horizontal, shaped Hele-
Shaw cell of variable width. A self-similar transformation was introduced, depending upon an extra time scale (arising from the time it takes the current to reach the closed end of the cell) and also upon an anomalous exponent $\delta$ (found numerically as an eigenvalue). Importantly, a detailed phase-plane analysis was conducted to extend the results from [20] and to provide novel asymptotics for the integral curves (and, consequently, closed-form approximations for the gravity current’s shape) for both the pre- and post-closure self-similar regimes. In parallel, numerical simulations of the governing lubrication theory PDE allowed us to determine whether (and how) such flow regimes, predicted by mathematical theory, are actually manifested during the spreading and leveling of gravity currents in variable-width channels.

However, in determining whether a given gravity current profile $h(x, t)$, found from either simulation or experiment, will collapse onto the predicted universal profile $H$, obtained by second-kind self-similarity analysis, knowledge of the precise time period during which the current is expected to be in this self-similar regime was needed. Previous work had not addressed the question of when self-similarity ‘begins,’ and it is indeed a difficult mathematical question in general. We proposed an approximation to this time, $t_{\text{sim}}$, from numerical simulation of the governing lubrication PDE by tracking a suitable dimensionless spatial scale against a predicted power of the dimensionless time-to-closure.

In summary, this combined theoretical–numerical–experimental study demonstrates the presence of two distinct self-similar regimes of the second-kind occurring, respectively, during (i) spreading (pre-closure) and then (ii) leveling (post-closure) of a gravity current in a variable-width channel, which is a canonical flow configuration. The second-kind self-similar asymptotics derived generally hold only near the current’s moving front (‘nose’). Consequently, we only observed qualitative agreement between the experimental gravity current shape profiles away from the front, during pre-closure, and the theoretical and numerical simulations for this case of constant volume. During post-closure, however, the experimental gravity current profiles, scaled via the second-kind self-similar transformation, showed good agreement with the theoretical predictions and numerical simulations. Further, in comparison to the contemporaneous study by Longo et al. [29], the following differences should be noted.

1. We provided numerical solutions of the governing lubrication theory PDE, unlike Ref. [29]. The simulations turn out to be critical in bridging the experimental mea-
urements with the mathematical theory of the second-kind self-similarity.

2. We demonstrated that the self-similarity of the current profile is only manifested during an *intermediate* time period. That is, self-similarity takes a finite amount of time to establish itself. This issue, although mentioned very briefly on page 23 in Ref. [29] was not addressed, perhaps due to limitations of the experiments and/or lack of requisite numerical solutions of the governing lubrication theory PDE. This issue is particularly important in the post-closure regime (recall Fig. 5(b) above and its discussion).

3. We related the undetermined scaling pre-factors (pre- and post-closure) to physical quantities in Eqs. (21) and (26), rather than taking them as fitting constants (as in Ref. [29]). We showed that the pre-factor $\beta$ depends on geometric and physical quantities, and that it can be inferred for a given initial condition from numerical solutions of the governing lubrication theory PDE. The key point is that there remains a dimensional constant $\zeta_f$, which depends on the initial (and boundary) conditions, that must be determined from simulations. Under second-kind self-similarity, despite there being *universal* behaviors, the current is not truly ‘memoryless,’ contrary to the statements in Ref. [29], as the self-similarity is ‘incomplete’ [8, 9].

In future work, it would be of interest to address, via new experiments and detailed simulations, the collapse of gravity current profiles in the pre-closure regime. One possibility is to consider a time-dependent injection rate (see the discussion in Appendix B). The reasoning is that, the self-similar theory presented is local, being valid when the front is close to the dead-end, which means that the global volume conservation (upon transforming $H(\xi/\xi_f)$ back to $h(x,t)$) includes a time dependence. Furthermore, a time-dependent injection rate is likely to better satisfy the quasi-steady-state assumption on the self-similar solution’s far-field behavior, which is implicit in the self-similar transformation [50, 51]. Therefore, in future work, it would be appropriate to compare the theory to an experiment with a suitable influx at $x = L$, instead of the condition of constant volume used in our current experiments.
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Appendix A: Center manifold reduction near Point O

Finding the asymptotic behavior for integral curves near Point O requires some care due to the degeneracy (zero eigenvalue) [52]. Observe from Fig. 2 that the slope of integral curves near Point O is the same, whether arriving along the heteroclinic from Point D or leaving on the heteroclinic to Point A. We know that the unstable manifold at Point O has slope [20, Eq. (2.16b)]:

\[
\frac{dU}{dH} \sim -\frac{2(1-n)\delta - 1}{\delta} \quad \Rightarrow \quad U \sim -\left[\frac{2(1-n)\delta - 1}{\delta}\right] H,
\]

where the constant of integration is set by requiring that the line goes through Point O.

Then, we decompose the autonomous system (6) into linear and nonlinear parts:

\[
\frac{d}{ds} \begin{pmatrix} H \\ U \end{pmatrix} = \begin{pmatrix} 0 \\ \frac{1}{1-2(1-n)\delta}[H - U\delta] + \frac{H[2(1-n)H + U]}{(n+1)\delta U - U^2} \end{pmatrix},
\]

Clearly, along the line defined in Eq. (A1), the dynamical system in Eq. (A2) is genuinely nonlinear, making it a candidate for a center manifold reduction [53, §3.2]. To find the center manifold, suppose \( U \) can be expressed as a polynomial \( P \) in \( H \), i.e.,

\[
U = P(H) = a_1 H + a_2 H^2 + a_3 H^3 + \cdots, \quad \text{near } O,
\]

where \( a_1 \) is known from Eq. (A1) above. Then,

\[
\frac{dU}{ds} = H[(n+1)P - 2(1-n)\delta + 1] - P(P + \delta), \tag{A4a}
\]

\[
\frac{dP}{ds} = \frac{dP}{dH} \frac{dH}{ds} = \frac{dP}{dH} H[2(1-n)H + P]. \tag{A4b}
\]

Eqs. (A4a) and (A4b) together define a first-order ODE for \( P(H) \):

\[
\frac{dP}{dH} H[2(1-n)H + P] = H[(n+1)P - 2(1-n)\delta + 1] - P(P + \delta). \tag{A5}
\]

Substituting the expansion from Eq. (A3) into Eq. (A5) and keeping only terms up to \( H^3 \), we obtain

\[
a_1[a_1 + 2(1-n)]H^2 + \{2a_2[a_1 + 2(1-n)] + a_1a_2\} H^3 + \cdots
\]

\[
= \left[1 - 2(1-n)\delta - \delta a_1\right]H + [(n+1)a_1 - \delta a_2 - a_1^2]H^2 + [(n+1)a_2 - \delta a_3 - 2a_1a_2]H^3 + \cdots.
\]

\[
= 0 \text{ by definition of } a_1
\]

(A6)
Equating the coefficients of $H^2$ and $H^3$ on each side of Eq. (A6):

$$a_2 = -\frac{(1 + 2a_1 - 3n)a_1}{\delta} = \frac{[(n - 3)\delta + 2][2(1 - n)\delta - 1]}{\delta^3},$$

(A7a)

$$a_3 = -\frac{(5a_1 - 5n + 3)a_2}{\delta} = -\frac{[(n - 3)\delta + 2][2(1 - n)\delta - 1][(5n - 7)\delta + 5]}{\delta^5}.$$  

(A7b)

In principle, using a computer algebra system, one can go to even higher orders, obtaining successive corrections. As we can see from the black curve near marked ‘center manifold’ in Fig. 2, the polynomial center manifold reduction improves the accuracy of the linear approximation, i.e., Eq. (A1).

Finally, following the earlier procedure (from Sections III A and III B), the center manifold from Eq. (A3) (keeping only two terms) can be rewritten as

$$\frac{\partial h}{\partial x} \sim -a_1 \frac{1}{x} h - a_2 \left( \frac{\Delta \rho g b_1^2}{12 \mu} \right) \frac{\tau^2}{x^{3-2n}} h^2 + \cdots,$$

(A8)

which integrates to

$$h(x, t) \sim \left\{ K x^{a_1} - \left( \frac{\Delta \rho g b_1^2}{12 \mu} \right) \left( \frac{a_2 \tau^2 x^{2(1-n)}}{2a_1 - 2n} \right) \right\}^{-1}.$$  

(A9)

The constant of integration $K$ cannot be determined from this analysis, and a full numerical simulation (or experiment) must be performed to determine $K$ for some chosen initial conditions.
Appendix B: Discussion of disagreement observed in rescaled pre-closure profiles

Our phase-plane analysis from Sections II and III focused on the local dynamics of the pre-closure self-similarity, based on connecting Point A (moving front) with Point O (origin/closed end of the HS cell). The so-called ‘far-field behavior’ (as $\xi \to \infty$) [50, 51] of the second-kind self-similar solution was not analyzed. Indeed, it is not hard to check numerically that, when mapped from $H(\xi/\xi_f)$ back to $h(x,t)$, the self-similar solution (found by numerically integrating the phase plane ODE (20)) does not maintain a constant volume on $x \in [0, L]$. However, our experimental study was performed under the condition of constant volume release. To highlight the potential effect of this discrepancy, we performed numerical simulations replacing the no-flux BC at $x = L$ in Eq. (24) with a BC that corresponds to an injection rate:

$$[b(x)hu]_{x \to 0} = 0, \quad [b(x)hu]_{x=L} = \dot{V}_\text{in}; \quad (B1)$$

where $\dot{V}_\text{in}$ is the volumetric inflow rate at $x = L$ such that $\dot{V}_\text{in} = dV/dt$. For these simulations, the initial condition was taken to be the self-similar solution found by numerically integrating the phase plane ODE (20), and mapped back to $t = 0$ with $t_c = 44.03$ s (per the experiments) and $\beta = 0.38$ (per Fig. 5(b)), instead of Eq. (23). Note that this initial condition sets a $V_0$ different from the experimental value based on Table I. Then, we tuned a constant injection rate $Q_\text{in}$, such that $V = V(t) = V_0 + Q_\text{in} t$, until $t_c$ from the simulation matched the experimental value 44.03 s used to set the initial condition. However, $Q_\text{in}$ is not the instantaneous volume change of the second-kind self-similar solution, which although slowly varying, is not constant.

The results are shown in Fig. 7 for the ‘tuned’ value of $Q_\text{in} \approx 5.025 \times 10^{-6}$ m$^3$/s. Clearly, the rescaled $h(x, t)$ profiles from numerical simulation in Fig. 7(a) collapse onto the universal theoretical shape $H(\xi/\xi_f)$ far better than in Fig. 5(a), suggesting that the ‘far-field’ condition required by second-kind self-similarity has nontrivial consequences. Unsurprisingly, the fitted value of $\beta \approx 1$ in Fig. 7(b) is different from Fig. 5(b) because this pre-factor depends, as discussed above, on the initial condition, which in this simulation was taken to be the self-similar solution itself. A consequence of the chosen initial condition, together with the influx BC used for these simulations, is that the interval $[t_\text{sim}, t_c]$, over which self-similarity is expected to hold, increases to the full time interval of the simulation $[0, t_c]$. Since the influx condition here is only approximate, the late-time (light-color) profiles in Fig. 7(a) eventually
FIG. 7. Study of the pre-closure (spreading) self-similar regime with inflow at $x = L$ to maintain $V(t) = V_0 + Q_{in}t$ with $Q_{in} \approx 5.025 \times 10^{-6}$ m$^3$/s. (a) Comparison of the self-similar current shape profiles $H(\xi/\xi_f)$ between the predictions of self-similar theory and numerical simulation with influx at $x = L$. (b) Having used the self-similar solution as an initial condition, and imposed a suitable influx at $x = L$, the pre-factor $\beta \approx 1$ and $t_{sim} \approx 0$ s. In (a), thin curves correspond to the rescaled profiles from numerical simulations of the governing lubrication PDE, color-coded by $t \in [t_{sim}, t_c]$ (increasing in the direction of the arrow) from dark to light (early times to late times).

‘drift’ away from the theory curve.

The key conclusion from this numerical exploration is that the second-kind self-similar pre-closure solution implies an influx condition, which is different from the particular experiments discussed in the main text above. It is also worth noting, consistent with the discussion in this appendix, that a recent experimental study concluded that “achievement of the self-similar condition is faster for constant inflow rate than for lock release” (constant volume) [29, p. 25].