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ABSTRACT. It is proved that the category $\mathbf{EM}$ of extended multisets is dually equivalent to the category $\mathbf{CHMV}$ of compact Hausdorff MV-algebras with continuous homomorphisms, which is in turn equivalent to the category of complete and completely distributive MV-algebras with homomorphisms that reflect principal maximal ideals. Urysohn-Strauss’s Lemma, Gleason’s Theorem, and projective objects are also investigated for topological MV-algebras.
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1. INTRODUCTION

One notable duality from the theory of Boolean algebras is the one between sets with functions and atomic complete Boolean algebras with complete homomorphisms. Given that MV-algebras which constitute the algebraic counterpart of Lukasiewicz infinite-valued logic [5] are extensions of Boolean algebras, there have been several extension of the above dually to notable subvarieties of MV-algebras. For instance, it has been established that the category of locally finite MV-algebras is dually equivalent to the category of generalized multisets [7], a duality that was very recently extended further to weakly locally finite MV-algebras [8], and that the category of profinite MV-algebras and homomorphisms that reflect principal maximal ideals is dually equivalent to the category of multisets [17]. Multisets are defined in combinatorics as pairs $(X, \sigma)$, where $X$ is a set and $\sigma : X \to \mathbb{N}$ assigning to each $x$ its multiplicity $\sigma(x)$. There have been several variants and generalizations of the concept of multisets (see for e.g., [4, 7, 13, 15]).

A topological MV-algebra is an MV-algebra $(A, \oplus, \neg, 0)$ together with a topology $\tau$ with respect to which the operations $\oplus$ and $\neg$ are continuous. In
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addition if the topology $\tau$ has the property $P$ (such as compactness, Hausdorff, connectedness, etc...), one refers to $A$ as a $P$ MV-algebras. For basic properties of topological MV-algebras, we refer the reader to [12, 19].

The main results of the paper consist on one hand to establish a duality between the category of compact Hausdorff MV-algebras and continuous homomorphisms and the category of extended multisets and their morphisms, and describe projective objects of the first category on the other.

One of the main ingredients used in obtaining the duality is the characterization of principal maximal ideals of compact Hausdorff MV-algebras as being exactly the compact maximal ideals. The category of compact Hausdorff MV-algebras overlaps significantly with that of locally finite MV-algebras, and also that of weakly locally finite MV-algebras, and contains the category of Stone MV-algebras as a full subcategory. The duality obtained here extends (at least partially) those established in [7, 8, 17].

Some of the most prominent characteristics of normal spaces are about the existence of continuous maps subject to some type of separation, the best known being the Urysohn’s Lemma. Since compact Hausdorff are normal, many versions of this lemma have been considered in the context of topological algebras, where continuous functions would also be required to preserve the algebras structures. For instance, the Urysohn-Strauss Lemma for compact Hausdorff distributive lattices (see for e.g., [14, Lem. VII.1.14, Thm. VII.1.14]. Since the main objects of study in this article are compact Hausdorff MV-algebras, one would like to know if the of the continuous lattice homomorphisms that exist, there is some that preserve the MV-algebra structures. We obtain that the answer is positive if and only if the compact Hausdorff MV-algebra is a compact Hausdorff Boolean algebra, i.e., a powerset algebra [3].

Extremally disconnected topological spaces are spaces in which the closures of open subsets are open [11]. They are also known as Stonean spaces since they are exactly the Stone spaces for which the Boolean algebra of clopen subsets is complete [14]. Above all, these spaces are best known for being the projective objects in the category of compact Hausdorff spaces with continuous maps as proved by Gleason [11 Thm. 2.5]. In the present context, we show that the extremally disconnected topological MV-algebras are finite MV-algebras, and do not coincide with the projective objects in the category of compact Hausdorff MV-algebras with continuous homomorphisms. Indeed, we describe all projective compact Hausdorff MV-algebras and obtain that they are exactly the CHMV-algebras having the 2-element Boolean algebra as a continuous homomorphic image. Projective objects have been investigated...
in many varieties of distributive lattices\cite{1,2}, including some varieties of MV-algebras \cite{9,10}.

We set up the notations and terminologies used in the paper. The prototype of MV-algebra is the unit real interval $[0,1]$ equipped with the operation of truncated addition $x \oplus y = \min\{x+y,1\}$, negation $\neg x = 1-x$, and the identity element 0. For each integer $n \geq 2$, $L_n = [0,1] \cap \mathbb{Z}_{\leq n-1}$ is a sub-MV-algebra of $[0,1]$ (the Łukasiewicz’s chain with $n$ elements), and up to isomorphism every finite MV-chain is of this form. For convenience and uniformity we will also denote $[0,1]$ by $L_\infty$.

We assume familiarity with MV-algebras, in particular their definition, homomorphisms, prime ideals and maximal ideals\cite{6}.

The set of natural numbers extended by $\infty$ will be denoted by $\overline{\mathbb{N}}$, that is $\overline{\mathbb{N}} = \mathbb{N} \cup \{\infty\}$.

The main object of study in this work are compact Hausdorff MV-algebras (CHMV-algebras, for short), which are MV-algebras equipped with a compact and Hausdorff topology with respect to which all MV-operations are continuous. These are known up to algebraic and topological isomorphism (see for e.g.,\cite{18} Theorem 2.2 or \cite{19} Theorem 2.5) to be of the form $A := \prod_{x \in X} L_{n_x}$ with $n_x \in \overline{\mathbb{N}}$ for all $x \in X$. We set $X^A_{\text{fin}} = \{x \in X : n_x \in \mathbb{N}\}$ and $X^A_{\infty} := \{x \in X : n_x = \infty\}$. We will simply write $X^A_{\text{fin}}$ and $X^A_{\infty}$ when there is no risk of confusion. It follows that $A \cong A^A_{\text{fin}} \times A^A_{\infty}$, where $A^A_{\text{fin}} = \prod_{x \in X^A_{\text{fin}}} L_{n_x}$ and $A^A_{\infty} = [0,1]^{X^A_{\infty}}$.

For each $x \in X$, $p_x : A \to L_{n_x}$ denotes the natural projection. In addition $ker p_x$ will be denoted by $M_x$. In particular, it follows that each $M_x$ is a maximal ideal of $A$. It is easy to see that

$$\bigoplus_{x \in X} L_{n_x} := \{f \in A : f(x) = 0 \text{ for all, but finitely many } x \in X\}$$

is an ideal of $A$.

2. Maximal ideals of CHMV-algebras

For every MV-algebra $A$, let $\mathcal{H}(A)$ denotes the set of MV-algebra homomorphisms from $A$ into $[0,1]$ and $Max(A)$ denotes the set of maximal ideals of $A$. It is well known \cite{7} that $\chi \mapsto ker \chi$ defines a one-to-one correspondence between $\mathcal{H}(A)$ and $Max(A)$, where $ker \chi = \{a \in A : \chi(a) = 0\}$. 
Recall that a principal ideal of an MV-algebra $A$ is any ideal $I$ that is generated by a single element, that is there exists $a \in A$, such that $I = \langle a \rangle$. It is well known that $x \in \langle a \rangle$ if and only if $x \leq na$ for some integer $n \geq 1$.

While our main class of MV-algebras of interest is the class of compact Hausdorff MV-algebras, we consider a slightly larger class since some of our results in this section hold in the larger class. The class in question is that of MV-algebras that isomorphic to direct products of simple MV-chains or sub-MV-algebras of $[0,1]$. We shall called such MV-algebras strictly semisimple. By the definition, each strictly semisimple MV-algebra has the form $A := \prod_{x \in X} A_x$ with $A_x$ sub-MV-algebra of $[0,1]$ for each $x \in X$. Then $A$ has a natural Hausdorff topology, namely the product topology $p$ of the natural topologies on the $A_x$’s and $(A,p)$ is a topological MV-algebra. Moreover, this topology is compact if and only if each $A_x$ is either a finite MV-chain or $[0,1]$. In this case $p$ is the only compact Hausdorff topology making $A$ a topological MV-algebra [18, Lemma 2.1], and for this reason, unless otherwise specified, whenever a topology is used on a CHMV-algebra, it would be referring to this topology.

The following result generalizes the corresponding one obtained in [17, Lemma 3.1] for Stone MV-algebras i.e., topological MV-algebras whose topology is Stone (compact Hausdorff and zero-dimensional).

**Proposition 2.1.** Let $A := \prod_{x \in X} A_x$ be a strictly semisimple MV-algebra. For every maximal ideal $M$ of $A$, the following conditions are equivalent.

1. $M$ is principal;
2. There exists a unique $x_0 \in X$, such that $M = \ker p_{x_0}$;
3. $M$ does not contain $\oplus_{x \in X} A_x$;
4. $\bigvee M \in M \cap B(A)$;

**Proof.** (1) $\Rightarrow$ (2): Suppose that $M$ is principal, then $M = \langle a \rangle$ for some $a \in A$. We claim that there exists $x_0 \in X$ with $a(x_0) = 0$. By contradiction suppose that $a(x) \neq 0$ for all $x \in X$, and let $\alpha = \inf \{a(x) : x \in X\}$.

If $\alpha > 0$, then there exits an integer $m \geq 1$ such that $1 \leq ma$, which implies $1 \leq ma(x)$ for all $x \in X$. It follows that $ma = 1$, and so $M = A$, which would be a contradiction. Therefore $\alpha = 0 \notin \{a(x) : x \in X\}$. One can write $X$ as the disjoint union of of two sets $X'$ and $X''$ such that $\inf\{a(x) : x \in X'\} = \inf\{a(x) : x \in X''\} = 0$. Consider $f, g \in A$ defined by:

$$f(x) = \begin{cases} 1 & \text{if } x \in X' \\ a(x) & \text{if } x \in X'' \end{cases}$$

and

$$g(x) = \begin{cases} a(x) & \text{if } x \in X' \\ 1 & \text{if } x \in X'' \end{cases}$$
Then \( f \land g = a \), in particular \( f \land g \in M \). Since \( M \) is prime, as every maximal ideal is, then \( f \in M \) or \( g \in M \). Assume \( f \in M = \langle a \rangle \), then there exists an integer \( r \geq 1 \) such that \( f \leq ra \). Therefore, \( 1 \leq ra(x) \) for all \( x \in X' \), and so \( 1/r \leq a(x) \) for all \( x \in X' \). This contradicts the fact that \( \text{Inf}\{a(x) : \ x \in X'\} = 0 \). In a similar argument, \( g \in M \) would contradict the fact that \( \text{Inf}\{a(x) : \ x \in X''\} = 0 \).

Thus \( a(x_0) = 0 \) for some \( x_0 \in X \). For every \( f \in M = \langle a \rangle \), there exists \( k \geq 1 \) such that \( f \leq ka \), and it follows that \( f(x_0) = 0 \) for all \( f \in M \). Hence, \( M \subseteq M_{x_0} \). Since \( M \) and \( M_{x_0} \) are maximal, then \( M = M_{x_0} = \ker p_{x_0} \). The uniqueness is clear.

(2) \( \Rightarrow \) (1): This is clear as each \( M_{x_0} \) is principal and generated by \( f \), where

\[
 f(x) = \begin{cases} 
 0, & \text{if } x = x_0 \\
 1, & \text{if } x \neq x_0 
\end{cases}
\]

(2) \( \Rightarrow \) (3): Suppose that there exists a unique \( x_0 \in X \) such that \( M = \ker p_{x_0} \).

Consider \( f \in A \) defined by

\[
 f(x) = \begin{cases} 
 1, & \text{if } x = x_0 \\
 0, & \text{if } x \neq x_0 
\end{cases}
\]

Then \( f \in \oplus_{x \in X} L_{n_x} \) and \( f \notin M \).

(3) \( \Rightarrow \) (2): Suppose that for all \( x \in X \), \( M \neq M_x \). For each \( x \in X \), let \( b_x \in A \) be defined by

\[
 b_x(t) = \begin{cases} 
 0, & \text{if } t = x \\
 1, & \text{if } t \neq x 
\end{cases}
\]

Then for every \( x \in X \), since \( M_x = \langle b_x \rangle \), then \( b_x \notin M \) and since \( M \) is maximal, by [6, Proposition 1.2.2] there exists an integer \( k_x \geq 1 \) such that \( -k_x b_x \in M \). Now, let \( a \in \oplus_{x \in X} L_{n_x} \), then there exists \( k \geq 1 \) and \( x_1, x_2, \ldots, x_k \in X \) such that \( a \leq -b_{x_1} \oplus -b_{x_2} \oplus \cdots \oplus -b_{x_k} \). Hence, as \( M \) is a lower set, \( a \in M \) and \( \oplus_{x \in X} L_{n_x} \subseteq M \) as needed.

(2) \( \Rightarrow \) (4): For each \( x \in X \), \( \bigvee M_x = b_x \) where \( b_x(x) = 0 \) and \( b_x(t) = 1 \) if \( t \neq x \).

So \( \bigvee M_x \in M_x \cap B(A) \).

(4) \( \Rightarrow \) (3): By contradiction suppose that \( \bigvee M \in M \cap B(A) \) and \( \oplus_{x \in X} L_{n_x} \subseteq M \). Then \( 1 = \bigvee \oplus_{x \in X} L_{n_x} \subseteq \bigvee M \). So \( 1 = \bigvee M \in M \), which contradicts the fact that \( M \) is a proper ideal of \( A \). \( \square \)

**Remark 2.2.** The equivalence (1) \( \iff \) (2) of the preceding Proposition can also be derived from the fact that the maximal spectral space of \( A \) is the Stone Čech compactification \( \beta X \) of \( X \) endowed with the discrete topology. Indeed \( \mathfrak{m} \mapsto u_\mathfrak{m} := \{ S \subseteq X : f^{-1}([0, \epsilon]) \subseteq S \text{ for some } f \in \mathfrak{m} \text{ and } \epsilon > 0 \} \) defines a
homeomorphism from $\text{Max}(A)$ onto $\beta X$ and $m$ is principal if and only if $u_m$ is a principal.

We deduce characterizations of non-principal maximal ideals.

**Corollary 2.3.** Let $A := \prod_{x \in X} A_x$ be a strictly semisimple MV-algebra and $M$ a maximal ideal of $A$. The following assertions are equivalent.

1. $M$ is non-principal;
2. $\oplus_{x \in X} A_x \subseteq M$
3. $M$ is dense in $A$, i.e., $\overline{M} = A$.

It also follows that the representation of a strictly semisimple MV-algebra is unique up to permutation of factors.

**Corollary 2.4.** Let $A := \prod_{x \in X} A_x$ and $B := \prod_{y \in Y} B_y$ be two strictly semisimple MV-algebras. If $A$ is isomorphic to $B$, then there exists a bijection $\tau : X \rightarrow Y$ such that for all $x \in X$, $A_x = B_{\tau(x)}$.

**Proof.** Let $A := \prod_{x \in X} A_x$ and $B = \prod_{y \in Y} B_y$, and $\varphi : A \rightarrow B$ be an isomorphism. For each $x \in X$, $y \in Y$, denote by $p_x$ (resp. $q_y$) the natural projection $A \rightarrow A_x$ (resp. $B \rightarrow B_y$). Let $P\text{Max}(A)$ and $P\text{Max}(B)$ denote the set of principal maximal ideals of $A$ and $B$ respectively. Let $x \in X$, then $M_x \in P\text{Max}(A)$, so $\varphi(M_x) \in P\text{Max}(B)$, and by Proposition 2.1 there exists a unique $y \in Y$ such that $\varphi(M_x) = \text{ker}q_y$. If one defines $\tau : X \rightarrow Y$ by $\tau(x) = y$, it is readily seen that $\tau$ is a bijection. For each $x \in X$, consider the map $a \mapsto \varphi(a)/\varphi(M_x)$, which is clearly a surjective homomorphism from $A \rightarrow B/\varphi(M_x)$, whose kernel is $M_x$. By the homomorphism theorem, we obtain that $A_x \cong A/M_x \cong B/\text{ker}q_y \cong B_y$. Thus, by Corrolary [6, Corollary 7.2.6], $A_x = B_{\tau(x)}$ for all $x \in X$ as required. \qed

It follows from the preceding facts that each strictly semisimple is completely determined by its principal simple quotients, i.e., its quotients by principal maximal ideals.

**Corollary 2.5.** An MV-algebra is strictly semisimple if and only if it is isomorphic to its principal simple quotients.

For CHMV-algebras, the characterizations of principal maximal ideals obtained in Proposition 2.1 can be expanded by a topological property.

**Proposition 2.6.** A maximal ideal of a CHMV-algebra is principal if and only if it is compact.
Proof. Let $A := \prod_{x \in X} L_{n_x}$ ($2 \leq n_x \leq \infty$) be a CHMV-algebra. If $M$ is a principal maximal ideal of $A$, then by Proposition 2.1, $M = \ker p_x = p_x^{-1}(\{0\})$, and $p_x$ is continuous and $L_{n_x}$ is Hausdorff, then $M$ is closed in $A$. But since $A$ is compact, then $M$ is compact.

Conversely, suppose that $M$ is a compact maximal ideal of $A$. It is enough by Proposition 2.1 to prove that $\bigoplus_{x \in X} L_{n_x} \not\subseteq M$. Assume by contradiction that $\bigoplus_{x \in X} L_{n_x} \subseteq M$. Since $M$ is compact and $A$ is Hausdorff, then $M$ is closed and by [14, Theorem VII.1.6], $M$ is closed under directed joins. Note that $\bigoplus_{x \in X} L_{n_x}$ is a directed subset of $M$, so $1 = \bigvee (\bigoplus_{x \in X} L_{n_x}) \in M$. That is $1 \in M$, which contradicts the fact that $M$ is a proper ideal. \[\Box\]

For CHMV-algebras, Corollary 2.4 can be strengthened as follows.

**Corollary 2.7.** The representation of a CHMV-algebras as product of complete MV-chains is unique up to a permutation of factors. In other words, if $\prod_{x \in X} L_{n_x} \cong \prod_{y \in Y} L_{m_y}$, then there exists a bijection $\tau : X \to Y$ such that $m_{\tau(x)} = n_x$ for all $x \in X$.

**Proposition 2.8.** Let $A$, $B$ be two isomorphic CHMV-algebras. Then $A_{\text{fin}} \cong B_{\text{fin}}$ and $A_{\infty} \cong B_{\infty}$. In particular, if $A$ is a Stone MV-algebra if and only if $B$ is a Stone MV-algebra.

**Proof.** Suppose that $A := \prod_{x \in X} L_{n_x}$ and $B = \prod_{y \in Y} L_{m_y}$, and $\varphi : A \to B$ an isomorphism. By Corollary 2.7, there exists a bijection $\tau : X \to Y$ such that $m_{\tau(x)} = n_x$ for all $x \in X$. It follows that $\tau : X_{\text{fin}} \to Y_{\text{fin}}$ is a bijection and $m_{\tau(x)} = n_x$ for all $x \in X$. Therefore, $A_{\text{fin}} \cong B_{\text{fin}}$. It is also true that $A_{\infty} \cong B_{\infty}$ since $\tau : X_{\infty} \to Y_{\infty}$ is also a bijection.

If $A$ is a Stone MV-algebra, then by [18, Theorem 2.3] $A := \prod_{x \in X} L_{n_x}$ with $2 \leq n_x < \infty$ for all $x \in X$. Therefore, $X_{\infty} = \emptyset$ and it follows that $Y_{\infty} = \emptyset$. Hence, $B$ is a Stone MV-algebra. \[\Box\]

**Proposition 2.9.** Let $A = \prod_{x \in X} L_{n_x}$, $B = \prod_{y \in Y} L_{m_y}$ be two CHMV-algebras and $\varphi : A \to B$ be a homomorphism. Then the following conditions are equivalent:

1. For every $y \in Y$, there exists a unique $x \in X$ such that $q_y \circ \varphi = p_x$, where $p_x : A \to L_{n_x}$, $q_y : B \to L_{m_y}$ be the natural projections;
(2) \( \varphi \) reflects principal maximal ideals (i.e., if \( M \) is a principal maximal ideal of \( B \), then \( \varphi^{-1}(M) \) is a principal maximal ideal of \( A \));

(3) \( \varphi \) is complete (i.e., \( \varphi \) preserves arbitrary suprema and infima);

(4) \( \varphi \) is continuous.

Proof. We prove that (1) \( \iff \) (2). Suppose that (1) holds, and let \( M \) be a principal maximal ideal of \( B \). Then by Lemma 2.6, there exists \( y \in Y \) such that \( M = \ker q_y \). It follows from (1) that there exists a unique \( x \in X \) such that \( q_y \circ \varphi = p_x \). Hence, \( \ker p_x \subseteq \varphi^{-1}(M) \) and by maximality, we obtain \( \varphi^{-1}(M) = \ker p_x \). Therefore, by Lemma 2.6 \( \varphi^{-1}(M) \) is a principal maximal ideal. Conversely, suppose that \( \varphi \) reflects principal maximals ideals, and let \( y \in Y \). Then, since \( \ker q_y \) is a principal maximal ideal of \( B \), it follows that \( \varphi^{-1}(\ker q_y) = \ker(q_y \circ \varphi) \) is a principal maximal ideal of \( A \) and by Lemma 2.6 \( \ker(q_y \circ \varphi) = \ker p_x \) for a unique \( x \in X \). Therefore, \( q_y \circ \varphi = p_x \).

Next, we prove that (1) \( \Rightarrow \) (4). Suppose that for every \( y \in Y \), there exists a unique \( x \in X \) such that \( q_y \circ \varphi = p_x \). Then, since \( q_y \circ \varphi \) is continuous for every \( y \in Y \) (as it is equal to the projection \( p_x \), for some \( x \)), then \( \varphi \) is continuous. As for (4) \( \Rightarrow \) (2), suppose that \( \varphi \) is continuous and let \( M \) be a principal maximal ideal of \( B \). Then, \( M \) is closed and so \( \varphi^{-1}(M) \) is closed. Since \( A \) is compact, then \( \varphi^{-1}(M) \) is compact and by Proposition 2.6 \( \varphi^{-1}(M) \) is a principal maximal ideal of \( A \).

The remaining equivalence (3) \( \iff \) (4) follows from [14, Corollary VII.1.7]. □

Remark 2.10. Note that it follows from the conditions (2) or (3) that every algebraic isomorphism between two CHMV-algebras is automatically a topological isomorphism, i.e., a homeomorphism.

Recall that an MV-algebra is called locally finite if all its finitely generated sub-MV-algebras are finite[7] and called locally weakly finite if its finitely generated sub-MV-algebras are finite direct products of simple MV-algebras[8]. Also an MV-algebra \( A \) is called hyperarchimedean if for every \( a \in A \), there exists \( n \geq 1 \) such that \( na = (n + 1)a \). It is well known that the class of locally finite MV-algebras is contained in that of locally weakly finite, which in turns is contained in the class of hyperarchimedean MV-algebras.

The next result offers a simple description of all CHMV-algebras that are locally weakly finite.

Proposition 2.11. Given a CHMV-algebra \( A := \prod_{x \in X} L_{n_x} \) and \( \eta(A) := \{ n_x : x \in X_{\text{fin}} \} \), the following assertions are equivalent.

(1) \( A \) is locally weakly finite;

(2) \( A \) is hyperarchimedean;
(3) $X_\infty$ and $\eta(A)$ are finite.

Proof. (1) \Rightarrow (2): Holds for every MV-algebra as observed before the proposition.

(2) \Rightarrow (3): Assume that $A$ is hyperarchimedean. Consider $f \in A$ defined by $f(x) = \frac{1}{n_x-1}$ for $x \in X\text{fin}$ and $f(x) = 0$ otherwise. Since $A$ is hyperarchimedean, there exists $n \geq 1$ such that $nf = (n+1)f$. It follows that $n \geq n_x - 1$ for all $x \in X\text{fin}$, that is $n_x \leq n + 1$ for all $x \in X\text{fin}$. Thus $\eta(A)$ is finite. In addition, if $X_\infty$ is infinite, then it contains a copy of $\mathbb{N}$ which we identify with $\mathbb{N}$ and write $\mathbb{N} \subseteq X_\infty$. Define $g \in A$ by $g(x) = \frac{1}{x}$ if $x \in \mathbb{N}$ and $g(x) = 0$ otherwise. Then for every $n \geq 1$, $ng(n+1) = \frac{n}{n+1}$ and $(n+1)g(n+1) = 1$. So, $ng \neq (n+1)g$ for all $n \geq 1$, which violates the fact that $A$ is hyperarchimedean. Thus, $X_\infty$ is finite.

(3) \Rightarrow (1): Suppose that $X_\infty$ and $\eta(A)$ are finite. Then for every $f \in A$, $f(X) \subseteq (\bigcup_{n \in \eta A} L_n) \cup f(X_\infty)$, which is finite. Therefore, every $f \in A$ has finite range and $A$ is locally weakly finite by [8, Theorem 3.1(iv)].

\[ \square \]

3. CHMV-algebras versus E-multisets

$\text{CHMV}$ will denote the category of CHMV-algebras and continuous homomorphisms. We recall that a multiset is a pair $\langle X, \sigma : X \to \mathbb{N} \rangle$, where $X$ is a set and $\sigma$ is a map, and for each $x \in X$, $\sigma(x)$ is called the multiplicity of $x$. We extend this definition to extended multiset, where infinite multiplicities are allowed. More precisely, an extended multiset (e-multiset) is a pair $\langle X, \sigma : X \to \overline{\mathbb{N}} \rangle$, where $X$ is a set and $\sigma$ is a map, and for each $x \in X$, $\sigma(x)$ is called the multiplicity of $x$. Given two G-multisets $\langle X, \sigma \rangle$ and $\langle Y, \mu \rangle$, a morphism from $\langle X, \sigma \rangle$ to $\langle Y, \mu \rangle$ is a map $\varphi : X \to Y$ such that for every $x \in X$, if $\sigma(x)$ is finite, then $\mu(\varphi(x))$ is finite and $\mu(\varphi(x))$ divides $\sigma(x)$.

The main objective of this section is to establish a categorical equivalence between the category $\text{EM}$ of G-multisets and their morphisms and the category $\text{CHMV}^{\text{op}}$ of CHMV-algebras and continuous homomorphisms. This equivalence will extend the equivalence between the categories of multisets and that of Stone MV-algebras obtained in [17, Theorem 3.6]. It should also be observed that the short proof of the equivalence in [17, Theorem 3.6] uses heavily the theory of Pro/Ind-completions (see [14, Sec. VI]) and of the connection between profinite MV-algebras and Stone MV-algebras. However, it is not clear in the present context how to deduce the equivalence using a similar technique. For this reason, we shall offer a direct and self-contained proof of the equivalence.
We start by defining two functors $\mathcal{H} : \text{CHMV}^{\text{op}} \to \text{EM}$ and $\mathcal{F} : \text{EM} \to \text{CHMV}^{\text{op}}$.

(1) $\mathcal{H} : \text{CHMV}^{\text{op}} \to \text{EM}$. For any CHMV-algebra $A$, set

$$\mathcal{H}_c(A) := \{\chi : A \to [0,1] : \chi \text{ is a homomorphism and } \ker \chi \text{ is compact (maximal) ideal}\}$$

and $\sigma_A : \mathcal{H}_c(A) \to \mathbb{N}$ defined by $\sigma_A(\chi) = \#(\chi(A)) - 1$.

Note that $\sigma_A(\chi) = \infty$ when $\chi(A) = [0,1]$.

- On objects: Given a CHMV-algebra $A$, define $\mathcal{H}_c(A) = \langle \mathcal{H}_c(A), \sigma_A \rangle$.
- On morphisms: let $\varphi : B \to A$ be a homomorphism in $\text{CHMV}^{\text{op}}$ from $A \to B$, that is $\varphi : B \to A$ is a continuous MV-algebras homomorphism. Define $\mathcal{H}(\varphi) : \mathcal{H}_c(A) \to \mathcal{H}_c(B)$ by $\mathcal{H}(\varphi)(\chi) = \chi \circ \varphi$. Note that since $\ker \chi$ is a compact maximal ideal of $A$, $\ker(\chi \circ \varphi) = \varphi^{-1}(\ker \chi)$, and $\varphi$ is continuous, then $\ker(\chi \circ \varphi)$ is a compact maximal ideal of $B$. So, $\chi \circ \varphi \in \mathcal{H}_c(B)$ and $\mathcal{H}(\varphi)$ is well-defined. On the other hand, since isomorphic sub-MV-algebras of $[0,1]$ are equal (see for e.g., [6, Cor. 3.5.4, Cor. 7.2.6]), it follows that for each $\chi \in \mathcal{H}_c(A)$, $\chi(A) = L_{\#(\chi(A))}$. Consequently, $L_{\#(\chi \circ \varphi)(B)} \subseteq L_{\#(\chi(A))}$. In particular, if $\#(\chi(A)) - 1$ is finite, so is $\#(\chi \circ \varphi)(B) - 1$ and $\#(\chi \circ \varphi)(B) - 1$ divides $\#(\chi(A)) - 1$. That is, for all $\chi \in \mathcal{H}_c(A)$, $\sigma_B(\mathcal{H}(\varphi)(\chi))$ is finite whenever $\sigma_A(\chi)$ is finite and $\sigma_B(\mathcal{H}(\varphi)(\chi))$ divides $\sigma_A(\chi)$. Therefore, $\mathcal{H}(\varphi)$ is a morphism in $\text{EM}$ from $\mathcal{H}_c(A) \to \mathcal{H}_c(B)$.

(2) $\mathcal{F} : \text{EM} \to \text{CHMV}^{\text{op}}$. For any $G$-multiset $\langle X, \sigma \rangle$, $\prod_{x \in X} L_{\sigma(x) + 1}$ is clearly a CHMV-algebra, that shall be denoted by $A_{X,\sigma}$.

- On objects: Given a multiset $\langle X, \sigma \rangle$, define $\mathcal{F}(\langle X, \sigma \rangle) := A_{X,\sigma}$.
- On morphisms: Let $\varphi : \langle X, \sigma \rangle \to \langle Y, \mu \rangle$ be a morphism in $\text{EM}$. Define $\mathcal{F}(\varphi) : A_{Y,\mu} \to A_{X,\sigma}$ by $\mathcal{F}(\varphi)(f)(x) = f(\varphi(x))$ for all $f \in A_{Y,\mu}$ and all $x \in X$. To see that $\mathcal{F}(\varphi)$ is well-defined, first note that for all $f \in A_{Y,\mu}$ and all $x \in X$, $f(\varphi(x)) \in L_{\mu(\varphi(x)) + 1}$. On the other hand, for every $x \in X$, if $\sigma(x)$ is finite, so is $\mu(\varphi(x))$ and $\mu(\varphi(x))$ divides $\sigma(x)$. So for all $x \in X$ such that $\sigma(x)$ is finite, $L_{\mu(\varphi(x)) + 1} \subseteq L_{\sigma(x) + 1}$. The latter inclusion is obviously true when $\sigma(x) = \infty$, so $L_{\mu(\varphi(x)) + 1} \subseteq L_{\sigma(x) + 1}$ for all $x \in X$. Thus, $f(\varphi(x)) \in L_{\sigma(x) + 1}$. First, it is clear that $\mathcal{H}(\varphi)$ is an MV-algebra homomorphism. In addition, let $M$ be a principal maximal ideal of $A_{X,\sigma}$, then by Lemma 2.6 there exists $x_0 \in X$ such that $M = M_{x_0}$. 


Injectivity: Let \( \eta \) be a morphism, and let \( f \) be a homomorphism from any MV-algebra into \( [0, \infty] \). Then \( \eta \) is a morphism, let \( \sigma \) such that \( \eta(x) = 0 \), while \( \eta(x) = f(x) = 1 \). Therefore, \( \sigma(x) = \infty \), and \( \sigma(x) = 1 \) divides \( \sigma(x) \).

It remains to prove that \( \eta \) is an isomorphism in \( \mathbb{EM} \).

Proposition 3.1. \( \mathcal{H} : \text{CHMV}^{op} \to \text{EM} \) and \( \mathcal{F} : \text{EM} \to \text{CHMV}^{op} \) are functors.

Proof. This follows from the various definitions formulated above and the actual verification of the details is left to the reader. \( \square \)

Proposition 3.2. Let \( \langle X, \sigma \rangle \) be a multiset, define \( \eta_X : \langle X, \sigma \rangle \to \langle \mathcal{H}_c(A_{X, \sigma}), \sigma_{A_{X, \sigma}} \rangle \) by \( \eta_X(x)(f) = f(x) \), for all \( x \in X \) and all \( f \in A_{X, \sigma} \).

Then \( \eta_X \) is an isomorphism in \( \mathbb{EM} \).

Proof. Note that for each \( x \in X \), \( \eta_X(x) \) is a homomorphism from \( A_{X, \sigma} \to \mathcal{H}_\sigma(x+1) \), in particular \( \eta_X(x) \in \mathcal{H}_c(A_{X, \sigma}) \) and \( \eta_X \) is well-defined. To see that \( \eta_X \) is a morphism, let \( x \in X \), then \( \eta_X(x)(A_{X, \sigma}) \subseteq \mathcal{H}_\sigma(x+1) \). Thus, \( \mathcal{H}_\#(A_{X, \sigma}) \subseteq \mathcal{H}_\sigma(x+1) \). Hence, for every \( x \in X \), if \( \sigma(x) < \infty \), then \( \# \eta_X(x)(A_{X, \sigma}) - 1 < \infty \) and \( \# \eta_X(x)(A_{X, \sigma}) - 1 \) divides \( \sigma(x) \). Whence, for every \( x \in X \), if \( \sigma(x) < \infty \), then \( \sigma_{A_{X, \sigma}}(\eta_X(x)) < \infty \) and \( \sigma_{A_{X, \sigma}}(\eta_X(x)) \) divides \( \sigma(x) \).

It remains to prove that \( \eta_X \) is bijective.

Injectivity: Let \( x_1, x_2 \in X \) such that \( x_1 \neq x_2 \). Define \( f \in A_{X, \sigma} \) by \( f(x_1) = 0 \) and \( f(x) = 1 \) for all \( x \neq x_1 \). Then \( \eta_X(x_1)(f) = 0 \), while \( \eta_X(x_2)(f) = 1 \). Therefore \( \eta_X(x_1) \neq \eta_X(x_2) \) and \( \eta_X \) is injective.

Surjectivity: Let \( \chi \in \mathcal{H}_c(A_{X, \sigma}) \), then \( \text{ker}\chi \) is a compact maximal ideal of \( A_{X, \sigma} \). By Lemma 2.6, there exists \( x \in X \) such that \( \text{ker}\chi = M_x = \text{kerp}_x \). Hence, since \( \eta_X(x) \) is well-defined, \( \eta_X(x) = \chi \).

Thus, \( \eta_X \) is an isomorphism in \( \mathbb{EM} \). \( \square \)

Proposition 3.3. Let \( A \) be a CHMV-algebra. Define \( \varepsilon_A : A \to \prod_{\chi \in \mathcal{H}_c(A)} \mathcal{H}_\sigma(\chi)(A) \) by \( \varepsilon_A(f)(\chi) = \chi(f) \) for all \( f \in A \) and all \( \chi \in \mathcal{H}_c(A) \).

Then \( \varepsilon_A \) is an isomorphism in \( \text{CHMV}^{op} \).

Proof. Since \( \chi(A) = \mathcal{H}_\sigma(\chi)(A) \) for all \( \chi \in \mathcal{H}_c(A) \), it follows that \( \varepsilon_A \) is well-defined. In addition, let \( M \) be a principal maximal ideal of \( \prod_{\chi \in \mathcal{H}_c(A)} \mathcal{H}_\sigma(\chi)(A) \), then by
Lemma 2.6, there exists $\chi_0 \in H_c(A)$ such that $M = M_{\chi_0}$. But, it is clear that $\varepsilon_A^{-1}(M_{\chi_0}) = \ker \chi_0$, which is principal maximal ideal of $A$. It is straightforward to verify that $\varepsilon_A$ is a homomorphism of MV-algebras. Thus, $\varepsilon_A$ is a continuous MV-algebras homomorphism. It remains to prove that $\varepsilon_A$ is bijective.

Injectivity: Let $f, g \in A$ such that $\varepsilon_A(f) = \varepsilon_A(g)$, then for all $\chi \in H_c(A)$, $\chi(f) = \chi(g)$. Since $A$ is CHMV-algebra, there exists a set $X$ and $\{n_x\}_{x \in X} \subseteq \mathbb{N}$ such that $A = \prod_{x \in X} L_{n_x}$. We have $p_x(f) = p_x(g)$ for all $x \in X$, hence $f(x) = g(x)$ for all $x \in X$ and $f = g$.

Surjectivity: Let $g \in \prod_{\chi \in H_c(A)} L_{\# \chi(A)}$. Since $A$ is CHMV-algebra, there exists a set $X$ and $\{n_x\}_{x \in X} \subseteq \mathbb{N}$ such that $A = \prod_{x \in X} L_{n_x}$. Then, by Lemma 2.6, $x \leftrightarrow p_x$ is a one-to-one correspondence between $X$ and $H_c(A)$. Now define $f \in A$ by $f(x) = g(p_x)$. Then, it follows clearly that $\varepsilon_A(f) = g$.

Thus, $\varepsilon_A$ is an isomorphism in $\text{CHMV}^{\text{op}}$. □

Theorem 3.4. The composite $H \circ F$ is naturally equivalent to the identity functor of $\text{EM}$. In other words, for all G-multisets $\langle X, \sigma \rangle$, $\langle Y, \mu \rangle$ and $\varphi : \langle X, \sigma \rangle \to \langle Y, \mu \rangle$ a morphism in $\text{EM}$, we have a commutative diagram

\[
\begin{array}{ccc}
\langle X, \sigma \rangle & \xrightarrow{\varphi} & \langle Y, \mu \rangle \\
\eta_X & \downarrow & \downarrow \eta_Y \\
\mathcal{H}(F(\langle X, \sigma \rangle)) & \xrightarrow{H(F(\varphi))} & \mathcal{H}(F(\langle Y, \mu \rangle))
\end{array}
\]

in the sense that, for each $x \in X$, $\mathcal{H}(F(\varphi))(\eta_X(x)) = \eta_Y(\varphi(x))$

Proof. Let $x \in X$, then $\mathcal{H}(F(\varphi))(\eta_X(x)) = \eta_X(x) \circ F(\varphi)$. For every $g \in A_{Y, \mu}$,

\[
(\eta_X(x) \circ F(\varphi))(g) = \eta_X(x)(F(\varphi)(g)) = F(\varphi)(g)(x) = g(\varphi(x)) = \eta_Y(\varphi(x))(g)
\]

Hence $\mathcal{H}(F(\varphi))(\eta_X(x)) = \eta_Y(\varphi(x))$ for all $x \in X$ as claimed. □

Theorem 3.5. The composite $F \circ H$ is naturally equivalent to the identity functor of $\text{CHMV}^{\text{op}}$. In other words, for all all CHMV-algebras $A, B$ and
\[ \varphi : A \to B \text{ a homomorphism in } \text{CHMV}^{\text{op}}, \text{ we have a commutative diagram} \]

\[
\begin{array}{ccc}
B & \xrightarrow{\varphi} & A \\
\downarrow{\varepsilon_B} & & \downarrow{\varepsilon_A} \\
\mathcal{F}(\mathcal{H}_c(B)) & \xrightarrow{\mathcal{F}(\mathcal{H}(\varphi))} & \mathcal{F}(\mathcal{H}_c(A))
\end{array}
\]

in the sense that, for each \( f \in B \), \( \mathcal{F}(\mathcal{H}(\varphi))(\varepsilon_B(f)) = \varepsilon_A(\varphi(f)) \)

**Proof.** Let \( f \in B \) and \( \chi \in \mathcal{H}_c(A) \), then

\[
\begin{align*}
\mathcal{F}(\mathcal{H}(\varphi))(\varepsilon_B(f))(\chi) &= \varepsilon_B(f)(\mathcal{H}(\varphi)(\chi)) \\
&= \varepsilon_B(f)(\chi \circ \varphi) \\
&= (\chi \circ \varphi)(f) \\
&= \chi(\varphi(f)) \\
&= \varepsilon_A(\varphi(f))(\chi)
\end{align*}
\]

Hence, \( \mathcal{F}(\mathcal{H}(\varphi))(\varepsilon_B(f)) = \varepsilon_A(\varphi(f)) \) for all \( f \in B \), as desired. \( \square \)

Combining Theorem 3.4 and Theorem 3.5, we obtain the anticipated duality.

**Corollary 3.6.** The category \( \mathbb{E} \mathbb{M} \) of \( G \)-multisets and their morphisms is dually equivalent to the category \( \text{CHMV} \) of CHMV-algebras and continuous homomorphisms.

**Remark 3.7.** The category \( \text{StoneMV} \) of Stone MV-algebras and continuous homomorphisms is a full subcategory of \( \text{CHMV} \) and the category \( \mathbb{M} \) of multisets is a full subcategory of \( \mathbb{E} \mathbb{M} \). The restriction of the equivalence of Corollary 3.6 to \( \text{StoneMV} \) yields a dual equivalence between \( \text{StoneMV} \) and \( \mathbb{M} \), which is [17, Theorem 3.4].

**Remark 3.8.** Note that for every MV-algebra \( A \), one can associate the pair \( \langle \text{Max}(A), \sigma_A \rangle \), where \( \sigma_A : \text{Max}(A) \to \text{Sub}([0,1]) \) is defined by \( \sigma_A(M) = A/M \).

On the category of locally weakly finite MV-algebras, this construction leads to a categorical equivalence between the category of locally weakly finite MV-algebras and the dual category of real multisets [8]. When \( A \) is a CHMV-algebra, then it is known (see for e.g., [16, Lemma 3.2]) that for every maximal ideal \( M \) of \( A \), either \( A/M \cong \mathbb{L}_n \) for some \( n \geq 2 \) or \( A/M \cong [0,1] \). On can identify \( \sigma_A \) to a map \( \sigma_A : \text{Max}A \to \mathbb{N} \). Therefore, the subcategory of CHMV-algebras described in Proposition 2.11 and every principal maximal ideal \( M \), the multiplicity (at \( M \)) of the real multiset treated in [8] coincide with the multiplicity of the extended multiset treated here.
4. SOME PROPERTIES OF CHMV: URYSOHN-STRAUSS’S LEMMA AND PROJECTIVITY

Among the numerous results that are characteristics of compact Hausdorff topological spaces, the Urysohn-Strauss lemma and Gleason’s Theorem are some of the most popular and well-known. In this section, we explore these results in the context of topological MV-algebras.

Recall that the Urysohn-Strauss’s lemma for distributive compact (complete) Hausdorff topological lattices asserts that if \( a \nleq b \) in such a lattice \( D \), then there exists a continuous homomorphism \( \varphi : D \to [0,1] \) such that \( \varphi(a) = 1 \) and \( \varphi(b) = 0 \) [14, Lemma VII.1.14]. We show that the only CHMV-algebras for which the Urysohn-Strauss’s lemma holds are compact Hausdorff Boolean algebras or powersets [3].

**Proposition 4.1.** The Urysohn-Strauss’s lemma holds in a CHMV-algebra \( A \) if and only if \( A \cong \mathcal{P}(X) \) for some set \( X \).

Proof. Let \( A =: \prod_{x \in X} L_{n_x} \) be a CHMV-algebra and \( \varphi : A \to [0,1] \) a continuous homomorphism. Then by Proposition 2.9 \( \ker \varphi = \varphi^{-1}(\{0\}) \) is a principal maximal ideal of \( A \). It follows as in the surjectivity argument of the proof of Proposition 3.2 that \( \varphi = p_x \) for some unique \( x \in X \). In other words, the only continuous homomorphisms from \( A \to [0,1] \) are the natural projections. Suppose that \( A \) is not a Boolean algebra, then there exists \( x_0 \in X \) and \( 0 < t_0 < 1 \) in \( L_{n_{x_0}} \). Now, if one considers \( f \in A \) defined by \( f(x) = 0 \) if \( x \neq x_0 \) and \( f(x_0) = t_0 \), then \( f \nleq 0 \). But by the observation above, for every continuous homomorphism \( \varphi \) from \( A \to [0,1] \), \( \varphi(f) = 0 \) or \( t_0 \). Therefore there does not exists a continuous homomorphism from \( A \to [0,1] \) sending \( f \) to 1.

Conversely suppose that \( f \nleq g \) in \( 2^X \). Then there exists \( x_0 \in X \) such that \( f(x_0) = 1 \) and \( g(x_0) = 0 \). Consider \( p_{x_0} : 2^X \to 2 \) the projection onto the \( x_0^{th} \) factor. Then \( p_{x_0} \) is a continuous homomorphism satisfying \( p_{x_0}(f) = 1 \) and \( p_{x_0}(g) = 0 \). □

Now we turn our attention to projective objects in the category of compact Hausdorff topological spaces and also to extremally disconnected topological MV-algebras. The consideration of these classes is motivated by the fact that for compact Hausdorff topological spaces, the two classes coincide as proved by Gleason [11].

In the case of topological MV-algebras, the extremally disconnected topological MV-algebras are finite MV-algebras with discrete topology as we prove next.
Proposition 4.2. The extremally disconnected topological MV-algebras are finite MV-algebras with discrete topology.

Proof. It is clear that any finite MV-algebra with discrete topology is a compact Hausdorff topological MV-algebra that is extremally disconnected.

Suppose that $A$ is a Stone MV-algebra since an extremally disconnected space is totally disconnected and by [18, Theorem 2.3], $A \cong \prod_{x \in X} L_{n_x}$ with $2 \leq n_x < \infty$ for all $x \in X$. By contradiction, assume that $X$ is infinite. Then $X$ contains a copy of $\mathbb{N}$ which we identify with $\mathbb{N}$. Note that $A \cong \prod_{x \in \mathbb{N}} A_x \times \prod_{x \in X \setminus \mathbb{N}} A_x$, where each $A_x$ is a finite MV-chain. For each integer $n \geq 1$, define $f_n \in A$ by:

$$f_n(x) = \begin{cases} 1 & \text{if } x \in \mathbb{N} \text{ and } x \leq n \text{ or } x \notin \mathbb{N} \\ 0 & \text{otherwise} \end{cases}$$

We claim that the sequence $(f_n)_n$ converges to $f \in A$, where $f(x) = 1$ for all $x \in X$. Let $U$ be a basis open set of $A$ with $f \in U$. Write $U = \prod_{x \in X} U_x$ and assume that there exists a finite subset $F$ of $X$ such that $U_x = A_x$ for all $x \notin F$. Since $f \in U$, then $1 \in U_x$ for all $x \in F$. Note that if $F \subseteq X \setminus \mathbb{N}$, then $f_n \in U$ for all $n \geq 1$. If $F \cap \mathbb{N} \neq \emptyset$, let $N = \max\{x \in \mathbb{N} : U_x \neq A_x\}$. Then, $f_n \in U$ for all $n \geq N$. Therefore, $(f_n)_n$ is a non-stationary sequence in $A$ that converges to $f$. Whence, $A$ is not extremally disconnected by [18, Theorem 1.3].

Lemma 4.3. Let $C := \prod_{x \in X} L_{n_x}$ and $B := \prod_{y \in Y} L_{m_y}$ and $\psi : C \to B$ be a continuous epimorphism. Then,

1. For every $y \in Y$, there exists a unique $x_y \in X$ such that $L_{n_{x_y}} = L_{m_y}$;
2. The map $\tau : Y \to X$ defined by $\tau(y) = x_y$ is one-to-one and;
3. For every $f \in C$ and $y \in Y$, $\psi(f)(y) = f(x_y)$.

Proof. For $x \in X$ and $y \in Y$, $p_x : C \to L_{n_x}$ and $q_y : B \to L_{m_y}$ denote the natural projections.

1. Let $y \in Y$, then by Proposition 2.9, there exists a unique $x_y \in X$ such that $q_y \circ \psi = p_{x_y}$. So, $(q_y \circ \psi)(C) = p_{x_y}(C)$ and since $\psi(C) = B$, then $L_{n_{x_y}} = L_{m_y}$.
2. Observe from the proof of Proposition 2.9 for every $y \in Y$, $\psi^{-1}(M_y) = M_{\tau(y)}$. It follows that if $\tau(y) = y'$, then $\psi^{-1}(M_y) = \psi^{-1}(M_{y'})$. Hence as $\psi$ is onto, $M_y = \psi(\psi^{-1}(M_y)) = \psi(\psi^{-1}(M_{y'})) = M_{y'}$. Therefore $M_y = y'$ and $y = y'$ as needed.
3. In addition, since $q_y \circ \psi = p_{x_y}$, then $(q_y \circ \psi)(f) = p_{x_y}(f)$ for all $f \in C$. Hence, $\psi(f)(y) = f(x_y)$ for all $f \in C$ as stated.

The next result completely describe the projective compact Hausdorff topological MV-algebras.
Theorem 4.4. Let \( A \) be a compact Hausdorff MV-algebra. The following assertions are equivalent.

1. \( A \) is projective in CHMV;
2. \( A \cong L_2 \times A' \) for some CHMV-algebra \( A' \);
3. \( \text{Hom}_{\text{CHMV}}(A, B) \neq \emptyset \) for all \( B \) in CHMV.

Proof. (1) \( \Rightarrow \) (2): Suppose that \( A := \prod_{x \in X} L_{m_x} \) is projective in CHMV. Consider \( \psi : A \times L_2 \to A \), which is a continuous epimorphism and \( 1_A : A \to A \), which is the identity homomorphism. Then by the projectivity of \( A \), there exists \( \varphi : A \to A \times L_2 \) such that \( \psi \circ \varphi = 1_A \). In particular, \( \pi_2 \circ \varphi : A \to L_2 \) is a continuous homomorphism, which must be onto. By Proposition 2.9 there exists \( x_0 \in X \) such that \( \pi_2 \circ \varphi = p_{x_0} \). Hence \( L_2 = (\pi_2 \circ \varphi)(A) = p_{x_0}(A) = L_{m_{x_0}} \).

Thus, \( A \cong L_2 \times A' \) where \( A' := \prod_{x \in X \setminus \{x_0\}} L_{m_x} \).

(2) \( \Rightarrow \) (1): We shall prove that for every CHMV-algebra \( A' \), \( A := L_2 \times A' \) is projective in CHMV. To see this, consider the diagram

\[
\begin{array}{ccc}
A & \xrightarrow{\psi} & B \\
\downarrow{\varphi} & & \\
C & \xrightarrow{\psi} & B
\end{array}
\]

in CHMV, where \( \varphi : A \to B := \prod_{y \in Y} L_{m_y} \) is a continuous homomorphism and \( \psi : C := \prod_{x \in X} L_{m_x} \to B \) a continuous epimorphism. Write \( A := L_2 \times A' = \prod_{s \in S} L_{d_s} \), where for some fixed \( s_0 \in S \), \( d_{s_0} = 2 \).

Define \( \overline{\varphi} : A \to C \) using the notations of Lemma 4.3 as follows. For every \( f \in A \), \( \overline{\varphi}(f)(x_y) = \varphi(f)(y) \) and \( \overline{\varphi}(f)(x) = f(s_0) \) if \( x \neq x_y \) for all \( y \in Y \). We need show that \( \overline{\varphi} \) is a continuous homomorphism and \( \psi \circ \overline{\varphi} = \varphi \).

(i) That \( \overline{\varphi} \) is a homomorphism, follows from the definition of \( \overline{\varphi} \) and the fact that \( \varphi \) is a homomorphism.

(ii) To see that \( \overline{\varphi} \) is continuous, we use Proposition 2.9 and show that \( \overline{\varphi} \) reflects principal maximal ideals. Let \( x \in X \), we check that \( \overline{\varphi}^{-1}(M_x) \) is principal. Using the various definitions, it is easy to show that if \( x = x_y \) for some \( y \in Y \), then \( \overline{\varphi}^{-1}(M_x) = \varphi^{-1}(M_y) \), which is a principal maximal ideal of \( A \) as \( \varphi \) is continuous. On the other hand, if \( x \neq x_y \) for all \( y \in Y \), then \( \overline{\varphi}^{-1}(M_x) = \{0\} \times A' \), which is a principal maximal ideal of \( A \).

(iii) To see that \( \psi \circ \overline{\varphi} = \varphi \), let \( f \in A \) and \( y \in Y \), then by Lemma 4.3

\[
(\psi \circ \overline{\varphi})(f)(y) = \psi(\overline{\psi}(f))(y) = \overline{\psi}(f)(x_y) = \varphi(f)(y). \quad \text{Hence } \psi \circ \overline{\varphi} = \varphi \text{ as needed.}
\]

(2) \( \Rightarrow \) (3): Let \( B := \prod_{y \in Y} L_{m_y} \) be in CHMV, and consider \( \varphi : L_2 \times A' \to B \) defined by \( \varphi(t, f)(y) = t \) for all \( y \in Y \). Then \( \varphi \) is a continuous homomorphism.

(3) \( \Rightarrow \) (2) By (3), there exists a continuous homomorphism from \( A := \prod_{x \in X} L_{m_x} \to \)
L2. By Lemma 4.3(1), there exists \( x_0 \in X \) such that \( L_{x_0} = L_2 \). Therefore, \( A \cong L_2 \times A' \) for some CHMV-algebra \( A' \). □

**Corollary 4.5.** Projective Stone MV-algebras, that is projective objects in \( \text{StoneMV} \) are exactly the Stone MV-algebras having the 2-element Boolean algebra as quotient.

Note that when this is pushed further down, one obtains that in the category of complete atomic Boolean algebras with complete homomorphism, every algebra is projective. This is not surprising given the duality stated in the first sentence of the introduction. Since the categories \( \text{CHMV} \) and \( \text{EM} \) are dually equivalent, and finite MV-algebras correspond on the other side of this duality to finite multisets, the next result follows.

**Corollary 4.6.** Injective objects in \( \text{EM} \) are exactly the E-multisets with at least one element of multiplicity 1.

5. Conclusion and Final Remarks

Using the description of principal maximal ideals of CHMV-algebras (Proposition 2.1 and 2.6), various characterizations continuous were obtained (Proposition 2.9). This set up the ground to establish a duality between the category of CHMV-algebras and continuous homomorphisms and that of extended multisets (Corollary 3.6), which is a generalization of multisets allowing infinite multiplicities that was introduced. We also obtained that the only CHMV-algebras for which the Uryson-Strauss Lemma holds are powerset Boolean algebras (Proposition 4.1). Finally, we determined all the extremally disconnected CHMV-algebras, which are finite MV-algebras (Proposition 4.2) and also the projective CHMV-algebras, which are those with the 2-element Boolean algebra as factor (Theorem 4.4). We anticipate exploring the extension of this study to a larger subclass of semisimple MV-algebras such as strictly semisimple MV-algebras (as defined in section 2) or even complete MV-algebras.
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