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Abstract

In this paper, a dense Internet of Things (IoT) monitoring system is studied in which a large number of devices contend for transmitting timely status packets to their corresponding receivers over wireless noisy channels, using a carrier sense multiple access (CSMA) scheme. When each device completes one transmission, due to possible transmission failure, two cases with and without transmission feedback to each device must be considered. Particularly, for the case with no feedback, the device uses policy (I): It will go to an idle state and release the channel regardless of the outcome of the transmission. For the case with perfect feedback, if the transmission succeeds, the device will go to an idle state, otherwise it uses either policy (W), i.e., it will go to a waiting state and re-contend for channel access; or it uses policy (S), i.e., it will stay at a service state and occupy this channel to attempt another transmission. For those three policies, the closed-form expressions of the average age of information (AoI) of each device are characterized under schemes with and without preemption in service. It is shown that, for each policy, the scheme with preemption in service always achieves a smaller average AoI, compared with the scheme without preemption. Then, a mean-field approximation approach with guaranteed accuracy is developed to analyze the asymptotic performance for the considered system with an infinite number of devices and the effects of the system parameters on the average AoI are characterized. Simulation results show that the proposed mean-field approximation is accurate even for a small number of devices. The results also show that policy (S) achieves the smallest average AoI compared with policies (I) and (W), and the average AoI does not always decrease with the arrival rate for all three policies.
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I. INTRODUCTION

Owing to the rapid developments of wireless communication technologies, the next-generation Internet of Things (IoT) will encompass a large number of IoT devices that must send fresh information updates of various real-world physical processes to a myriad of time-critical IoT applications [2], [3]. To quantify the information freshness in these real-time IoT applications, the concept of age of information (AoI) has emerged as a fundamental performance metric that is germane to various communication systems [4]–[16]. For practical ultra-dense IoT systems, due to the difficulty of performing coordinated channel access with a centralized unit and the requirements of time synchronization among all the devices [17], it is of great importance to investigate the AoI performance under uncoordinated channel access. The key challenges in such analysis include the characterization of the complex temporal evolution of the AoI and the strong coupling among a large number of devices while accessing the channels.

There have been several recent works on the analysis of the AoI under uncoordinated channel access, that can be classified into two broad groups based on the type their adopted. The first group in [18]–[22] considers ALOHA-like random access schemes, under which each device transmits its status packet to the receiver in each slot with a certain probability. Particularly, the authors in [18] study the optimal attempt probability to minimize the average AoI in a multiaccess channel. The works in [19]–[21] analyze the average AoI for distributed randomized transmission policies. The work in [22] considers an irregular repetition slotted ALOHA protocol and derives expressions of the average AoI and the peak age violation probability. Note that, in a real-world dense IoT, ALOHA-like random access schemes may lead to significant collisions, effectively rendering communication highly unreliable [17]. To reduce the transmission collisions, the second group of works in [23]–[26] considers carrier sense multiple access (CSMA) schemes that enable the devices with carrier sensing capabilities so that they could sense the channel before updating the status packets. Particularly, the work in [23] considers the use of sleep-wake scheduling to minimize the total average peak AoI while the work in [24] considers the problem of minimizing the total average AoI by controlling the backoff times of the devices. In [25], the authors analyze the worst-case AoI performance from the view of one device for a system in which all the other devices always have packets to send. In [26], we studied the average AoI and the average peak AoI for a ultra-dense IoT and proposed a mean-field game in which each device optimizes its waiting rate so as to minimize the AoI performance.
In the existing literature on the analysis of AoI of ultra-dense IoT systems with random packet arrivals under CSMA, e.g., [24]–[26], the transmission of each status packet is assumed to be always successful. In the presence of noisy channels, the fundamental problem is to investigate how the possible failure of each transmission affects the AoI performance of each device. This problem has not been considered in the prior art [24]–[26]. To address this problem, one must consider the effects of the existence of an ACK/NACK feedback channel, through which each device will be immediately informed on whether or not its transmission is successful. Particularly, when a device completes one transmission, if there is no feedback, then that device will release the channel regardless of the outcome of the transmission. In contrast, if there exists perfect feedback and the transmission fails, then the device may release the channel or still occupy it until its packet is delivered. To date, the achievable AoI performance remains unknown for ultra-dense IoT systems of noisy channels with and without feedback under CSMA.

The main contribution of this paper is, thus, a rigorous analytical characterization of the average AoI for an ultra-dense IoT system with random status packets arrivals under a CSMA-type access scheme, in presence of noisy channels. We consider two cases: With and without feedback. In particular, for each device, instead of transmitting a newly arriving status packet immediately, the device senses one channel to check whether it is busy and waits for a random period of time. Thus, for each device, there are three possible states: Idle (I), waiting (W), and service (S). When a device in state S completes one transmission, for the case with no feedback, we consider policy (I) under which each device always moves to state I. Meanwhile, for the case with perfect feedback, we consider two policies: policy (W) and policy (S), under which, the device moves to state W or stays at state S, respectively, in case of transmission failure.

Using tools from stochastic hybrid systems (SHS) [8], we derive the closed-form expressions of the average AoI of each device for policies (I), (W), and (S) under schemes with and without preemption in service. We show that, for each policy, the scheme with preemption in service always achieves better average AoI performance compared to the scheme without preemption. Then, we analyze the asymptotic performance of the three policies for the considered IoT system in the mean-field regime when the number of devices grows large by using a mean-field approximation [27]–[29]. We also characterize the influence of the system parameters on the average AoI in the mean-field regime and show that, under policies (I) and (S), the systems with higher service rates, higher waiting rates, more communication resources, and better channel conditions can achieve a smaller average AoI. Simulations validate our analytical results and
Fig. 1: Illustration of a real-time IoT monitoring system with $N$ pairs of IoT devices and their corresponding receivers, and $M$ orthogonal wireless noisy channels.

show that the proposed mean-field approximation is very accurate even for a small number of devices. Moreover, we show that policy (S) always achieves the smallest average AoI compared with policies (I) and (S). Meanwhile, our results also show that policy (W) only outperforms policy (I) when the channel utilization is small. We also observe that the average AoI of each policy does not necessarily decrease with the arrival rate. This contradicts the intuition that the average AoI should always decreases with the arrival rate for systems in which preemption in waiting/service can be allowed, for example, as seen in [8] and [24].

The rest of this paper is organized as follows. Section II presents the system model and the CSMA-type random access scheme. In Section III, we analyze the average AoI under the three policies with two packet management schemes. In Section IV, we propose a mean-field framework and analyze the properties of the average AoI. Section V presents and analyzes numerical results. Finally, conclusions are drawn in Section VI.

II. System Model

As illustrated in Fig. 1, we consider a real-time ultra-dense IoT monitoring system composed of $N$ identical pairs of IoT devices (transmitters) and the corresponding receivers, and $M = N/\gamma$ identical orthogonal wireless noisy channels. Each IoT device monitors the associated underlying physical process and sends a real-time information status packet to its corresponding receiver. We consider that the status packets of each each device’s associated physical process randomly arrive according to a Poisson process with rate $\lambda$ and that the transmission time for each packet over each channel is exponentially distributed with the same mean $1/\mu$. We assume that each device can occupy at most one channel in the transmission of one packet, as commonly done in
prior art [20]–[26]. To avoid transmission collisions, we further assume that multiple devices with
carrier sensing capabilities cannot concurrently transmit their packets over any given channel.

We consider that each channel between a given device and its corresponding receiver is noisy. In particular, upon transmission completion, each packet in service arrives successfully at the corresponding receiver with probability \( p \in [0, 1] \). As done in [13], we consider two possible cases depending on whether or not there exists any transmission feedback to each device from the associated receiver. For the case with no feedback, each IoT device would not know whether the packet is successfully delivered. Meanwhile, in the case with perfect feedback, each device will be immediately informed on whether or not its transmission is successful.

A. CSMA-Type Random Channel Access

We consider a CSMA-type random channel access scheme in which each device senses the channel before transmitting a status packet. Hence, for each device, there are three possible states: Idle (\( I \)), waiting (\( W \)), and service (\( S \)). In particular, if there is a new status packet arriving at a device in state \( I \), then prior to sending it immediately (i.e., going to state \( S \)), the device will sense one of the channels to determine whether it is occupied and go to state \( W \). If the channel is sensed to be busy, then the device remains silent; otherwise, the device backs off for a random period of time, that is exponentially distributed with rate \( w \). During the waiting period, the device keeps sensing the channel to identify any conflicting transmissions. If any such transmission is found, the device will suspend its backoff timer and resume it when the channel is sensed idle. As is commonly done in the literature (e.g., [24], [29] and [30]), we adopt idealized CSMA assumptions, i.e., the channel sensing is instantaneous and there are no hidden nodes. Under these two assumptions and given the continuous distributions of the backoff times, the probability of two devices starting their transmissions simultaneously is zero [30].

For each device, during the waiting period, any arriving packet will replace the older one that is waiting at the device, because the receiver will not benefit from an outdated packet. During the service period, we consider two packet management schemes depending on whether or not the packet currently in service can be preempted. In particular, under a scheme with preemption in service (\( WP \)), the packet currently in service will be preempted by a newly arrived one and then be discarded. Meanwhile, under a scheme without preemption (\( WOP \)), the arriving status packets will be discarded.
When a device in state $S$ completes the transmission of one status packet in service, we need to determine which state this device should move to, depending on whether this device receives feedback or not. For the case with no feedback, the device moves to state $I$ regardless of whether the transmission is successful or not. This policy is referred to as policy (I). For the case with perfect feedback, we consider two policies: Policies (W) and (S). Specifically, if the transmission is successful, under both policies, the device moves to state $I$. In contrast, if the transmission fails, under policy (W), it moves back to state $W$ and waits for another channel access opportunity, or under policy (S), it stays at state $S$ and continuously occupies this channel until the transmission is successful.

B. State Transitions of Each IoT Device

Let $D_n(t) \in \mathcal{D} \triangleq \{I, W, S\}$ be the state of device $n$ at time $t$. Then, let $X(t) \triangleq (X_d(t))_{d \in \mathcal{D}}$ be the empirical measure at time $t$, where $X_d(t) \triangleq \frac{1}{N} \sum_{n=1}^{N} 1(D_n(t) = d)$ represents the fraction of devices in state $d \in \mathcal{D}$ at $t$, with $1(\cdot)$ being the indicator function. Since all devices are exchangeable, we have $E[X_d(t)] = \frac{1}{N} \sum_{n=1}^{N} \Pr[D_n(t) = d] = \Pr[D_n(t) = d]$ [27].

Under policies (I), (W), and (S) with schemes WP and WOP, the process $\{D_n(t)\}$ of each device will be a continuous-time Markov chain (CTMC), with the following transitions:

- Under the three policies, when the device is in state $I$, if there is a new status packet arrival, then the device will move to state $W$, with rate $\lambda$.
- Under the three policies, when the device is in state $W$, the probability of finding an idle channel is $1 - \frac{1}{N} X_S(t) = 1 - \gamma X_S(t)$. Thus, the device transitions from state $W$ to state $S$ with rate $w(1 - \gamma X_S(t))$.
- When the device is in state $S$, for scheme WOP, it is obvious that the service rate is $\mu$. For scheme WP, although a random number of packets in service may be preempted, the service rate is also $\mu$. This is because the service period is memoryless in nature, and it is independent of the number of packets in service that get preempted [8]. Thus, for each one of the three policies, the CTMC under scheme WP is the same to the one under scheme WOP. Particularly, under policy (I), the device transitions from state $S$ to state $I$ with rate $\mu$. Under policy (W), the device moves from state $S$ to state $I$ with rate $\mu p$ and from state $S$ to state $W$ with rate $\mu(1 - p)$. Under policy (S), the device transitions from state $S$ to state $I$ with rate $\mu p$. 

In Figs. 2(a) - 2(c), we illustrate the state transition diagram of the CTMC of each IoT device under policies (I), (W), and (S), respectively. Let $\pi \equiv (\pi_d)_{d \in D}$ be the stationary distribution of the CTMC of each device. From Fig. 2, we observe that the CTMCs are non-homogeneous with time-varying transition rates, and, thus, it is generally impossible to derive each corresponding stationary distribution. Later, we will derive explicit and accurate approximate expressions of these stationary distributions by using a mean-field approximation.

C. Average AoI Metric

We use the AoI as the performance metric to measure the freshness of the status information at the receiver for each IoT device. For each device, the instantaneous AoI at the associated receiver at time $t$ is defined as [8]: $\Delta(t) = t - U(t)$, where $U(t)$ is the timestamp of the most recently received status packet at time $t$. Then, the average AoI of each device is defined as:

$$\bar{\Delta} \triangleq \lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau \Delta(t).$$

In the following sections, we first analyze the average AoI of each device for the policies (I), (W), and (S) with schemes WP and WOP, under a given stationary distribution $\pi$. Then, we develop a mean-field approach to characterize the stationary distributions $\pi$ under the three policies for the considered IoT system with a large number of devices. These analytical results will allow us to better understand the effects of the system parameters on the AoI performance in the mean-field regime and gain design insights for practical ultra-dense IoT systems.

III. AVERAGE AOI ANALYSIS

In this section, we derive the closed-form expression of the average AoI of each device for the policies defined in Section II. Note that the standard graphical approach for calculating the average AoI may only be applicable for relatively simple systems, and, thus, could be very
challenging for the considered complex system in which status packets can be dropped and the effects of transmission feedback need to be considered. To overcome the challenge, we adopt the SHS approach [8] to evaluate the average AoI of each device in our system. First, we briefly introduce the main idea of the SHS approach for the average AoI analysis.

A. Preliminaries on SHS

For AoI analysis, the SHS approach models a system with hybrid state \((q(t), z(t))\), where \(q(t) \in Q = \{0, \cdots, Q\}\) is a finite-state CTMC that describes the discrete state of the system and the age vector \(z(t) = [z_0(t) \cdots z_n(t)] \in \mathcal{R}^{1 \times (n+1)}\) is a continuous process that describes the continuous-time evolution of age-related processes.

The CTMC \(q(t)\) can be represented graphically as \((Q, L)\), where each state \(q \in Q\) is a node and each directed edge \(l \triangleq (q_l, q'_l) \in L\) indicates a transition from state \(q_l\) to state \(q'_l\) with a transition rate \(\lambda^{(l)}\delta_{q_l,q(t)}\). Here, the Kronecker delta function \(\delta_{q_l,q(t)}\) ensures that the transition \(l\) occurs only when \(q(t)\) equals to \(q_l\). Associated with each transition \(l\), there is a transition reset mapping that leads to a discontinuous jump in the continuous process \(z(t)\). Specifically, if a transition \(l\) occurs, then the discrete state \(q_l\) jumps to state \(q'_l\) and the continuous state \(z\) is reset to \(z' = zA_l\), where \(A_l \in \{0,1\}^{(n+1) \times (n+1)}\) is a binary transition reset map matrix. Moreover, at each discrete state \(q\), the continuous state \(z(t)\) evolves as a piecewise linear function through the differential equation \(\dot{z}(t) = b_q\), where \(b_q \triangleq [b_{q,0} \cdots b_{q,n}] \in \{0,1\}^{1 \times (n+1)}\) is a binary vector. Here, \(b_{q,j} = 1\) means that \(z_j(t)\) increases at a unit rate in state \(q\) and \(b_{q,j} = 0\) indicates that \(z_j(t)\) is irrelevant in state \(q\) and does not need to be tracked.

Note that, unlike an ordinary CTMC, the SHS Markov chain \((Q, L)\) may include self-transitions, during which, the discrete state \(q(t)\) remains unchanged while a reset in the continuous state \(z(t)\) occurs. Moreover, for a given pair of discrete states \((q, q')\), there might be multiple transitions \(l\) and \(l'\) for which the transition reset map matrices \(A_l\) and \(A_{l'}\) are different. These two differences will be shown next while deriving the average AoI for our considered system.

For each state \(q \in Q\), let \(L'_q\) and \(L_q\) be, respectively, the set of incoming and outgoing transitions, i.e., \(L'_q \triangleq \{l \in L : q'_l = q\}\) and \(L_q \triangleq \{l \in L : q_l = q\}\). According to [8, Theorem 4], if the CTMC \(q(t)\) is ergodic with the stationary distribution \(\pi \triangleq [\pi_0 \cdots \pi_Q]\), and there exists a non-negative vector \(v \triangleq [v_0 \cdots v_Q]\) with \(v_q \triangleq [v_{q,0} \cdots v_{q,n}]\) such that

\[
v_q \sum_{l \in L_q} \lambda^{(l)} = b_q \pi_q + \sum_{l' \in L'_q} \lambda^{(l')} v_{q'} A_l, \forall q \in Q, \tag{2}
\]
then the average AoI is

\[
\bar{\Delta} = \sum_{q \in Q} v_{q0}.
\]  

(3)

B. Characterization of Average AoI

We now use the SHS approach to derive the closed-form expressions of the average AoI for our considered system under the stationary distribution \( \pi \) with policies (I), (W), and (S) for both the WP and WOP schemes. Such expressions have not been previously characterized in existing works [23]–[26] and they are useful for a better understanding of the AoI performance in ultra-dense IoT systems.

We begin with policy (I) under scheme WP. For a given stationary distribution \( \pi \), the transition rate from state \( W \) to state \( I \) is \( w(1 - \gamma \pi_S) \). Let \( k \triangleq w(1 - \gamma \pi_S) \) be the effective waiting rate. To model the state of each device in our system under policy (I) with scheme WP by using the SHS approach, the discrete state is \( q(t) \in Q = \{0, 1, 2\} \) where 0, 1, and 2 indicate states \( I, W, \) and \( S \), respectively, and the continuous state is \( z(t) = [z_0(t) \ z_1(t)] \), where \( z_0(t) \) is the current AoI \( \Delta(t) \) at the receiver and \( z_1(t) \) is the age of the packet at the device, either in waiting or in service. The SHS Markov chain of \( q(t) \) is illustrated in Fig. 3(a) and the corresponding transitions are summarized in Table I and explained next:

- \( l = 1 \): A status packet arrives at the device in state \( I \). With this arrival, \( z'_0 = z_0 \) is unchanged because it does not yield an AoI reduction at the receiver. However, \( z'_1 = 0 \) as the newly arriving status packet is fresh and its age is zero.
- \( l = 2 \): The device finds an idle channel and finishes the waiting period. This does not change the AoI at the receiver nor the age of the device’s current packet. Thus, \( z'_0 = z_0 \) and \( z'_1 = z_1 \).
- \( l = 3 \): A status packet arrives at the device in state \( W \). This does not change the AoI at the receiver, and, thus \( z'_0 = z_0 \). However, this new status packet with age zero will replace the packet currently at the device. Thus, \( z'_1 = 0 \).
- \( l = 4 \): The device completes its service and successfully delivers a packet to the receiver. With this transition, the AoI at the receiver is reset to the age of the packet at the device that is delivered, i.e., \( z'_0 = z_1 \). Since there is no packet at the device, \( z'_1 \) is set to zero.
Fig. 3: Illustration of the SHS Markov chain under policy (I).

TABLE I: Transitions for the SHS Markov chain under policy (I) with scheme WP in Fig. 3(a).

| $l$ | $q_i \rightarrow q'_i$ | $\lambda'$ | $z A_i$ | $A_i$ | $v_{q_i} A_i$ |
|-----|----------------------|--------|--------|------|--------------|
| 1   | 0 → 1                | $\lambda$ | $z_0 \ 0$ | 1 0 | $\bar{v}_{00} \ 0$ |
| 2   | 1 → 2                | $k$     | $z_0 \ z_1$ | 1 0 | $\bar{v}_{10} \ \bar{v}_{11}$ |
| 3   | 1 → 1                | $\lambda$ | $z_0 \ 0$ | 1 0 | $\bar{v}_{10} \ 0$ |
| 4   | 2 → 0                | $\mu p$ | $z_1 \ 0$ | 0 0 | $\bar{v}_{21} \ 0$ |
| 5   | 2 → 0                | $\mu (1 - p)$ | $z_0 \ z_1$ | 1 0 | $\bar{v}_{20} \ \bar{v}_{21}$ |
| 6   | 2 → 2                | $\lambda$ | $z_0 \ 0$ | 1 0 | $\bar{v}_{20} \ 0$ |

- $l = 5$: The device completes its service and fails to deliver a status packet to the receiver. Thus, the AoI at the receiver and the age of the packet at the device remain unchanged, i.e., $z'_0 = z_0$ and $z'_1 = z_1$.

- $l = 6$: The packet in service at the device is preempted by a newly arriving status packet under scheme WP. The AoI at the receiver remains unchanged while the age of the packet at the device is reset to zero, since the new packet is fresh, i.e., $z'_0 = z_0$ and $z'_1 = 0$.

Clearly, the SHS Markov chain in Fig. 3(a) is different from an ordinary CTMC in Fig. 2(a). In particular, the SHS Markov chain in Fig. 3(a) includes self-transitions (at states 1 and 2) during which the discrete state $q(t)$ remains unchanged while a reset in the continuous state $z(t)$ occurs. Moreover, for a given pair of discrete states 0 and 2, there are two transitions $l = 4$ and $l' = 5$ for which the transition reset map matrices $A_4$ and $A_5$ are different.
The evolution of $z(t)$ depends on the discrete state $q(t)$. In particular, when $q(t) = q$, we have

$$
\dot{z}(t) = b_q = \begin{cases} 
[1 \ 0], & \text{if } q = 0, \\
[1 \ 1], & \text{if } q = 1, 2.
\end{cases}
$$

(4) holds because the AoI at the receiver $\Delta(t) = z_0(t)$ always increases at a unit rate with time $t$ in all discrete states, and the age of the packet at the device $z_1(t)$ increases at a unit rate in state $q = 1, 2$ in which there is a packet at the device.

From Fig. 3(a) and Table I, the stationary distribution $\pi = [\pi_0 \ \pi_1 \ \pi_2]$ of $q(t)$ satisfies:

$$
\lambda \pi_0 = k \pi_1 = \mu \pi_2, 
$$

(5a)

$$
\pi_0 + \pi_1 + \pi_2 = 1. 
$$

(5b)

Then, we have:

$$
\pi = [\pi_0 \ \pi_1 \ \pi_2] = \frac{1}{k\mu + \lambda \mu + k\lambda} [k\mu \ \lambda \mu \ k\lambda]. 
$$

(6)

Next, we calculate $v = [v_0 \ v_1 \ v_2] = [v_{00} \ v_{01} \ v_{10} \ v_{11} \ v_{20} \ v_{21}]$ in (2). By Table I and (4), we have

$$
\lambda[v_{00} \ v_{01}] = \pi_0[1 \ 0] + \mu p [v_{21} \ 0] + \mu (1 - p)[v_{20} \ v_{21}],
$$

(7a)

$$
(k + \lambda)[v_{10} \ v_{11}] = \pi_1[1 \ 1] + \lambda[v_{00} \ 0] + \lambda[v_{10} \ 0],
$$

(7b)

$$
(\mu + \lambda)[v_{20} \ v_{21}] = \pi_2[1 \ 1] + k[v_{10} \ v_{11}] + \lambda[v_{20} \ 0].
$$

(7c)

According to (3), after complex calculations of (7) (given in Appendix A), we can obtain the closed-form expression of the average AoI under policy (I) with scheme WP, given by

$$
\bar{\Delta}_{I-WP} = v_{00} + v_{01} + v_{11}. 
$$

(8)

For policy (I) with scheme WOP, the analysis is similar. In particular, the corresponding SHS Markov chain is illustrated in Fig. 3(b). We can see that, compared with the SHS Markov chain for policy (I) with scheme WP in Fig. 3(a), there is no transition $l = 6$ for the SHS Markov chain in Fig. 3(b), since preemption in service is not allowed. Here, the transitions $l = 1, 2, \cdots, 5$ are the same as those in Table I. We can further see that the stationary distribution $\pi = [\pi_0 \ \pi_1 \ \pi_2]$ is the same to the one in (6). Then, according to (2) and (3), we can obtain $\bar{\Delta}_{I-WOP} = v_{00} + v_{01} + v_{11}$, where $v_{00}$, $v_{01}$, and $v_{11}$ satisfy the following system of linear equations:

$$
\lambda[v_{00} \ v_{01}] = \pi_0[1 \ 0] + \mu p [v_{21} \ 0] + \mu (1 - p)[v_{20} \ v_{21}],
$$

(9a)

$$
(k + \lambda)[v_{10} \ v_{11}] = \pi_1[1 \ 1] + \lambda[v_{00} \ 0] + \lambda[v_{10} \ 0],
$$

(9b)
\[(\mu + \lambda)[v_{20} v_{21}] = \pi_2[1 1] + k[v_{10} v_{11}].\]  

(9c)

For policies (W) and (S), based on the SHS approach, proceeding in a similar way to that used for policy (I), we can also derive the closed-form expressions of the average AoI. In the following theorem, we summarize the closed-form expressions of the average AoI of each device for the three policies.

**Theorem 1:** Under the stationary distribution \(\pi\), for each device, the average AoI under policies (I), (W), and (S) with schemes WP and WOP are given as follows.

- **Under policy (I),**
  \[
  \bar{\Delta}_{I-WP} = \left(\frac{1}{\lambda} + \frac{1}{k} + \frac{1}{\mu}\right) \frac{1}{p} + \frac{\lambda + k + \mu}{(\lambda + \mu)(\lambda + k)} - \frac{\lambda + k + \mu}{\lambda k + k\mu + \lambda\mu},
  \]
  \[
  \bar{\Delta}_{I-WOP} = \left(\frac{1}{\lambda} + \frac{1}{k} + \frac{1}{\mu}\right) \frac{1}{p} + \frac{1}{\lambda + k} - \frac{\lambda + k + \mu}{\lambda k + k\mu + \lambda\mu}.
  \]

- **Under policy (W),**
  \[
  \bar{\Delta}_{W-WP} = \left(\frac{1}{\lambda} + \frac{1}{k} + \frac{1}{\mu}\right) \frac{1}{p} + \frac{\lambda + k + \mu}{(\lambda + \mu)(k + \lambda) - k\mu(1 - p)} - \frac{\lambda + k + \mu}{\lambda k + \lambda\mu + k\mu p},
  \]
  \[
  \bar{\Delta}_{W-WOP} = \left(\frac{1}{\lambda} + \frac{1}{k} + \frac{1}{\mu}\right) \frac{1}{p} + \frac{\lambda + k + \mu}{\mu(kp + \lambda)} - \frac{\lambda + k + \mu}{\lambda k + \lambda\mu + k\mu p}.
  \]

- **Under policy (S),**
  \[
  \bar{\Delta}_{S-WP} = \frac{1}{\lambda} + \frac{1}{k} + \frac{1}{\mu p} + \frac{\mu p + k + \lambda}{(\lambda + \mu p)(\lambda + k)} - \frac{\lambda + k + \mu p}{\lambda k + (k + \lambda)\mu p},
  \]
  \[
  \bar{\Delta}_{S-WOP} = \frac{1}{\lambda} + \frac{1}{k} + \frac{2}{\mu p} + \frac{1}{\lambda + k} - \frac{\lambda + k + \mu p}{\lambda k + (k + \lambda)\mu p}.
  \]

**Proof:** See Appendix A.

From Theorem 1, we observe that, for the case with error-free channels, i.e., \(p = 1\), we have: \(\bar{\Delta}_{I-WP} = \bar{\Delta}_{W-WP} = \bar{\Delta}_{S-WP}\) and \(\bar{\Delta}_{I-WOP} = \bar{\Delta}_{W-WOP} = \bar{\Delta}_{S-WOP}\), which are consistent with the expressions of the average AoI in [26, Theorem 1]. Moreover, for each of the three policies, we show that scheme WP always achieves a smaller average AoI compared with scheme WOP, as summarized in the following lemma.

**Lemma 1:** Under a given stationary distribution \(\pi\), we have \(\bar{\Delta}_{I-WP} < \bar{\Delta}_{I-WOP}, \bar{\Delta}_{W-WP} < \bar{\Delta}_{W-WOP}, \) and \(\bar{\Delta}_{S-WP} < \bar{\Delta}_{S-WOP}\).

**Proof:** Based on Theorem 1, under a given \(\pi\), we have:
\[
\bar{\Delta}_{I-WOP} - \bar{\Delta}_{I-WP} = \frac{1}{\mu} + \frac{1}{\lambda + k} - \frac{\lambda + k + \mu}{(\lambda + \mu)(\lambda + k)} = \frac{\lambda^2 + 2\lambda\mu}{\mu(\lambda + \mu)(\lambda + k)} > 0,
\]
\[ \Delta_{W\text{-WOP}} - \Delta_{W\text{-WP}} = \frac{\lambda + k + \mu}{\mu(kp + \lambda)} - \frac{\lambda + k + \mu}{(\lambda + \mu)(k + \lambda) - k\mu(1 - p)} = \frac{\lambda(\lambda + k + \mu)(k + \lambda)}{\mu(kp + \lambda)(k \lambda + \mu) + \mu(\lambda + \mu)) > 0, \]

\[ \Delta_{S\text{-WOP}} - \Delta_{S\text{-WP}} = \frac{1}{\mu p} + \frac{1}{\lambda + k} - \frac{\mu p + k + \lambda}{(\lambda + \mu p)(\lambda + k)} = \frac{\lambda^2 + 2\lambda\mu p}{\mu p(\lambda + \mu p)(\lambda + k)} > 0, \]

which completes the proof.

Note that, we cannot directly compare the average AoI among the three policies, by using the closed-form expressions under a given stationary distribution in Theorem 1. The reason is that under the same system parameters, the stationary distributions of the three policies would be different, as can be seen from the CTMCs in Fig. 2. Later, in the simulations, we will compare the average AoI for these three policies. Theorem 1 provides rigorous analytical characterizations of the average AoI under a given stationary distribution \( \pi \). Next, we analyze \( \pi \) under the three policies for the considered IoT monitoring system under an ultra-dense regime with a large number of devices by a mean-field approximation [27]–[29].

IV. MEAN-FIELD ANALYSIS FOR DENSE IoT

Next, we develop a mean-field framework to characterize the stationary distributions \( \pi \) under policies (I), (W) and (S), for the considered system in the mean-field regime, where the number of devices \( N \) goes to infinity and \( \gamma \) is a constant. Then, we can replace the complex non-homogeneous CTMC \( D_n(t) \) by a much simpler deterministic dynamic system, and then obtain an explicit approximate expression of the stationary distribution \( \pi \).

Note that, by comparing the CTMC in Fig. 2(a) with the CTMC studied in [26, Fig. 1(b)], we can see that the corresponding mean-field analysis is analogous to [26, Section IV-A]. Thus, we omit the analysis of policy (I) due to space limitations.

For policy (W), for a finite \( N \), based on Fig. 2(b), we obtain the following transitions of \( X(t) \):

\[
\begin{aligned}
X &\mapsto X + \frac{1}{N}(-1, 1, 0) \text{ at rate } N\lambda X_I, \\
X &\mapsto X + \frac{1}{N}(0, -1, 1) \text{ at rate } Nw(1 - \gamma X_S)X_W - N\mu(1 - p)X_S, \\
X &\mapsto X + \frac{1}{N}(1, 0, -1) \text{ at rate } N\mu p X_S.
\end{aligned}
\]

(16)

From the form of the transitions in (16), we know that \( X(t) \) belongs to the class of density-dependent population processes [27] and, hence, we can characterize the corresponding mean-field model \( (N \to \infty) \) by an ordinary differential equation (ODE) \( \dot{x} = f(x) \). Here, \( x \triangleq \ldots \)
\((x_I, x_W, x_S)\) and \(f(x) \triangleq \lim_{dt \to 0} (\mathbb{E}[X(t + dt) - X(t) \mid X(t) = x]) / dt\) is the drift. By (16), we have
\[
\begin{align*}
\dot{x}_I &= -\lambda x_I + \mu p x_S, \\
\dot{x}_W &= \lambda x_I - w(1 - \gamma x_S)x_W + \mu(1 - p)x_S, \\
\dot{x}_S &= w(1 - \gamma x_S)x_W - \mu x_S.
\end{align*}
\tag{17}
\]

Let \(x^*\) be an equilibrium point of the ODE in (17). We now show the mean-field approximation in (17) is accurate for the considered system under policy (W) in the following theorem.

**Theorem 2:** Under policy (W), the equilibrium point \(x^*\) of the mean-field model in (17) is unique, and satisfies:
\[
\begin{align*}
x^*_I &= \frac{\mu p}{\lambda} x^*_S, \\
x^*_W &= \frac{\mu x^*_S}{w(1 - \gamma x^*_S)}, \\
x^*_S &= \frac{w(\lambda + \mu p + \lambda \gamma) + \lambda \mu - \sqrt{(w(\lambda + \mu p + \lambda \gamma) + \lambda \mu)^2 - 4\lambda(\lambda + \mu p)\gamma w^2}}{2\gamma(\lambda + \mu p)}.
\end{align*}
\tag{18}
\]

As \(N\) goes to infinity, the stationary distribution \(\pi\) and the average AoI under schemes WP and WOP, \(\bar{\Delta}_{W-WP}(\pi)\) and \(\bar{\Delta}_{W-WOP}(\pi)\), converge, respectively, to \(x^*\), \(\bar{\Delta}_{W-WP}(x^*)\), and \(\bar{\Delta}_{W-WOP}(x^*)\), with the rates of convergence:
\[
\begin{align*}
|\mathbb{E}[\pi] - x^*| &= O\left(\frac{1}{N}\right), \\
|\mathbb{E}[\bar{\Delta}_{W-WP}(\pi)] - \bar{\Delta}_{W-WP}(x^*)| &= O\left(\frac{1}{N}\right), \\
|\mathbb{E}[\bar{\Delta}_{W-WOP}(\pi)] - \bar{\Delta}_{W-WOP}(x^*)| &= O\left(\frac{1}{N}\right),
\end{align*}
\tag{19}
\]

where the expectation is taken over the stationary distribution \(\pi\).

**Proof:** See Appendix B.

For policy (S), by comparing the associated CTMC in 2(c) with the CTMC in Fig. 2(a) under policy (I), we can see that the mean-field analysis can be done using [26, Section IV-A], yielding the following theorem.

**Theorem 3:** Under policy (S), as the number of the devices \(N\) goes to infinity and \(\gamma = N/M\) remains a constant, the stationary distribution the stationary distribution \(\pi\) and the average AoI under schemes WP and WOP, \(\bar{\Delta}_{S-WP}(\pi)\) and \(\bar{\Delta}_{S-WOP}(\pi)\), converge, respectively, to \(x^*\), \(\bar{\Delta}_{S-WP}(x^*)\), and \(\bar{\Delta}_{S-WOP}(x^*)\), with the rates of convergence:
\[
\begin{align*}
|\mathbb{E}[\pi] - x^*| &= O\left(\frac{1}{N}\right), \\
|\mathbb{E}[\bar{\Delta}_{S-WP}(\pi)] - \bar{\Delta}_{S-WP}(x^*)| &= O\left(\frac{1}{N}\right), \\
|\mathbb{E}[\bar{\Delta}_{S-WOP}(\pi)] - \bar{\Delta}_{S-WOP}(x^*)| &= O\left(\frac{1}{N}\right),
\end{align*}
\tag{20}
\]
\[ |E[\hat{\Delta}_{S-WOP}(\pi)] - \Delta_{S-WOP}(x^*)| = O\left(\frac{1}{N}\right), \quad (20c) \]

where the expectation is taken over the stationary distribution \( \pi \) and \( x^* = (x^*_I, x^*_W, x^*_S) \) satisfies:

\[
x^*_I = \frac{\mu p}{\lambda} x^*_S, \quad x^*_W = \frac{\mu p x^*_S}{w(1 - \gamma x^*_S)}, \quad (21a)
\]

\[
x^*_S = \frac{w(\lambda + \mu p + \lambda \gamma) + \lambda \mu p - \sqrt{(w(\lambda + \mu p + \lambda \gamma) + \lambda \mu p)^2 - 4\lambda(\lambda + \mu p)\gamma w^2}}{2w\gamma(\lambda + \mu p)}. \quad (21b)
\]

Next, we analyze the influence of the system parameters, i.e., \( \lambda, \mu, w, p, \) and \( \gamma \), on the equilibrium point \( x^* \) under each of the three policies in the mean-field limit.

**Lemma 2:** Under policies (I), (W), and (S), the mean-field equilibrium point \( x^* \) has the following properties with respect to the system parameters:

- As the arrival rate \( \lambda \) increases, under the three policies, \( x^*_I \) decreases, and both \( x^*_W \) and \( x^*_S \) increase;
- As the service rate \( \mu \) increases, under the three policies, \( x^*_I \) increases and \( x^*_S \) decreases;
- As the waiting rate \( w \) increases, under the three policies, \( x^*_I \) increases, and both \( x^*_W \) and \( x^*_S \) decrease;
- As the successful transmission probability \( p \) increases, under policy (I), \( x^* \) remains unchanged; under policy (W), \( x^*_I \) increases, and both \( x^*_W \) and \( x^*_S \) decrease; and under policy (S), \( x^*_I \) increases and \( x^*_S \) decreases;
- As the ratio \( \gamma \) increases, under the three policies, \( x^*_I \) decreases, and both \( x^*_W \) and \( x^*_S \) increase.

**Proof:** See Appendix C.

From Lemma 2, we can see that, when the channel conditions are better (i.e., a larger \( \mu \) or a larger \( p \)) or there are more communication resources (i.e., a smaller \( \gamma \)), then there will fewer devices in the service state. Meanwhile, when the packet traffic is heavier (i.e., a larger \( \lambda \)) or the devices are more aggressive in accessing the channels (i.e., a large \( w \)), then there will more devices in the service state. Here, as seen in Lemma 2, \( x^*_W \) may not possess similar monotonicity properties with respect to \( \mu \) under the three policies and with respect to \( p \) under policy (S). The properties obtained in Lemma 2 will be exploited to investigate the impacts of the system parameters on the average AoI in Theorem 1 in the mean-field limit.\(^1\)

\(^1\)These properties in Lemma 2 can be used for further analytical investigations on other network performance metrics, for example, the average throughput and the average energy cost.
Fig. 4: Average AoI versus the successful transmission probability $p$ under a given stationary distribution. $\lambda = 0.9$, $\mu = 1$ and $k = 2$.

**Theorem 4:** Under both policies (I) and (S) with schemes WP and WOP, the average AoI in the mean-field limit, i.e., $\bar{\Delta}_{I-WP}(x^*)$, $\bar{\Delta}_{I-WOP}(x^*)$, $\bar{\Delta}_{S-WP}(x^*)$, and $\bar{\Delta}_{S-WOP}(x^*)$, decrease, with the increase of $\mu$, $w$, and $p$, and the decrease of $\gamma$.

*Proof:* See Appendix D.

Theorem 4 indicates that, under policies (I) and (S) with schemes WP and WOP, the considered IoT system with higher service rates, higher waiting rates, more communication resources, and better channel conditions, can achieve a smaller average AoI. Moreover, the associated average AoI does not necessarily decrease with the arrival rate, as will be shown in the simulations. Here, for policy (W), due to its more complex expressions of the average AoI in (12) and (13), similar properties as in Theorem 4 cannot be shown theoretically and will be illustrated via simulations.

V. SIMULATION RESULTS AND ANALYSIS

We now present numerical results to investigate the average AoI of the three policies under a given $\pi$ in Theorem 1, the accuracy of the mean-field approximation for policy (W) in Theorem 2, and the average AoI of the three policies in the mean-field limit $x^*$.

In Fig. 4, we evaluate the analytical results in Theorem 1 and the simulations results of the average AoI under the three policies with schemes WP and WOP. The simulations results are obtained by averaging over 50,000 status packet arrivals. We can see that the simulation results agree very well with the analytical results thus corroborating the theoretical results characterized in Theorem 1. We also observe that, for a fixed $k$, the average AoI of the three policies with and
Fig. 5: The evolutions of the fraction of IoT devices in state $I$ for the CTMC $X(t)$ in (16) under various numbers of devices $N$. $\lambda = 0.8$, $\mu = 1$, $w = 2$, $\gamma = 5$, and $p = 0.7$.

Fig. 6: Average AoI versus the arrival rate in the mean-field limit. $\mu = 0.5$, $w = 2$, $\gamma = 5$, and $p = 0.7$.

without preemption decrease with $p$. This corroborates the intuition that better channel conditions will achieve a smaller average AoI.

In Fig. 5, we illustrate the evolutions of the fraction $X_I(t)$ of IoT devices in state $I$, with different population sizes of $N = 10$, $N = 100$, and $N = 1000$ of IoT devices, under policy (W). These results show one simulation trajectory $X_I(t)$, the average of 10,000 runs of simulation trajectories $E[X_I(t)]$ and the mean-field limit $x_I(t)$ obtained via the ODE in (17). Fig. 5 clearly shows that the simulation results of one trajectory $X_I(t)$ are concentrated on the mean-field limit $x_I(t)$ as $N$ increases. Moreover, we see that the mean-field limit $x_I(t)$ is very close to the value $E[X_I(t)]$, even when $N = 10$. These properties for policy (W) also hold for policies (I) and (S), which can be seen in [26, Fig. 4].

In Fig. 6, we compare the average AoI for the three policies under different values for the arrival rate $\lambda$ in the mean-field limit. We observe that the average AoI does not necessarily
**decrease with the arrival rate.** This is because that when $\lambda$ increases, the effective waiting rate $k = w(1 - \gamma x_S)$ will decrease as there would be more devices in state $S$, according to Lemma 2. Moreover, we can see that policy (S) always achieves the smallest average AoI compared with policies (I) and (S), and policy (W) can achieve a smaller average AoI compared with policy (I) only when the channel utilization $\lambda/\mu$ is small.

In Fig. 7, we further compare the average AoI for the three policies under different values for the service rate $\mu$, the waiting rate $w$, the ratio $\gamma$, and the probability of successful transmission $p$ in the mean-field limit. We can see that, under these three policies with schemes WP and WOP, the average AoI in the mean-field limit decreases with $\mu$, $w$, and $p$, and increases with $\gamma$. This validates the results in Theorem 4. Moreover, it can be see that policy (S) with scheme WP always achieves the smallest average AoI.
VI. CONCLUSION

In this paper, we have studied a CSMA-type random access scheme for a ultra-dense IoT monitoring system, under which multiple devices contends for transmitting their status packets to the associated receivers over noisy channels. We have considered two cases with and without transmission feedback and proposed three policies, i.e., policies (I), (W), and (S). For each policy with schemes WP and WOP, we have characterized the closed-form expressions of the average AoI of each device for a given stationary distribution of the system, and shown that scheme WP always achieves a smaller average AoI than scheme WOP. Then, we have developed a mean-field approximation framework to analyze the asymptotic performance of the considered system in the large population regime. We have also studied the effects of the system parameters on the average AoI in the mean-field limit and shown that systems with larger service rates, large waiting rates, more communication resources, and better channel conditions, can achieve better AoI performance under policies (I) and (S). Simulation results validate the correctness of the derived closed-form expressions of the average AoI and shown that the mean-filed approximation is very accurate even for a small number of devices. Moreover, the results show that policy (S) achieves the smallest average AoI than policies (I) and (W), and policy (W) outperforms policy (I) only for systems with low channel utilization. Future works will address key extensions such as investigating the optimization of the system parameters so as to minimize the average AoI under the constraints on the energy cost or the throughput.

APPENDIX

A. Proof of Theorem 1

1) Policy (I): We begin with policy (I) under scheme WP by solving for $v_{00}$, $v_{01}$, and $v_{11}$ in (7). Breaking down (7) into its component equations, we obtain:

\[ v_{11} = \frac{1}{k + \lambda} \pi_1, \]

\[ v_{21} = \frac{1}{\mu + \lambda} \left( \pi_2 + k \pi_1 \right) = \frac{1}{\mu + \lambda} \left( \pi_2 + \frac{k}{k + \lambda} \pi_1 \right), \]

\[ \lambda v_{00} = \pi_0 + \mu p v_{21} + \mu (1 - p) v_{20}, \]

\[ k v_{10} = \pi_1 + \lambda v_{00}, \]

\[ \mu v_{20} = \pi_2 + k v_{10}. \]
By substituting (22c) and (22d) into (22e), we can find

\[ \mu v_{20} = \pi_0 + \pi_1 + \pi_2 + \mu p v_{21} + \mu (1 - p) v_{20}, \]

from which and by (22b), it follows that

\[ v_{20} = \frac{1}{\mu} \left( \frac{1}{p} + \frac{\mu}{\mu + \lambda} \left( \pi_2 + \frac{k}{k + \lambda} \pi_1 \right) \right). \]

(24)

Then, by (22c) and (22d), we have

\[ v_{00} = \frac{1}{\lambda} \left( \pi_0 + \frac{\mu p}{\mu + \lambda} \left( \pi_2 + \frac{k}{k + \lambda} \pi_1 \right) \right) + \frac{1}{p} - p \left( \frac{1}{\mu} + \frac{\mu}{\mu + \lambda} \left( \pi_2 + \frac{k}{k + \lambda} \pi_1 \right) \right) \]

\[ = \frac{1}{\lambda} \left( \frac{1}{p} + \frac{\mu}{\mu + \lambda} \left( \pi_2 + \frac{k}{k + \lambda} \pi_1 \right) - \frac{k}{k + \lambda} \pi_2 \right), \]

(25)

\[ v_{10} = \frac{1}{k} \left( \frac{1}{p} + \frac{\mu}{\mu + \lambda} \left( \pi_2 + \frac{k}{k + \lambda} \pi_1 \right) - \pi_2 \right). \]

Thus, according to (3) and (6), the average AoI under policy (I) with scheme WP is given by

\[ \bar{\Delta}_{I-WP} = v_{00} + v_{01} + v_{11} \]

\[ = \left( \frac{1}{\lambda} + \frac{1}{k} + \frac{1}{\mu} \right) \frac{1}{p} + \left( \frac{1}{\lambda} + \frac{1}{k} + \frac{1}{\mu} \right) \frac{\mu}{\mu + \lambda} \left( \pi_2 + \frac{k}{k + \lambda} \pi_1 \right) - \frac{1}{\lambda} (\pi_1 + \pi_2) - \frac{1}{k} \pi_2 \]

(27)

For policy (I) under scheme WOP, by solving (9) for \( v_{00}, v_{01}, \) and \( v_{11}, \) we have

\[ v_{00} = \frac{1}{\lambda} \left( \frac{1}{p} + \pi_2 + \frac{k}{k + \lambda} \pi_1 - \pi_1 - \pi_2 \right), \]

(28)

\[ v_{10} = \frac{1}{k} \left( \frac{1}{p} + \pi_2 + \frac{k}{k + \lambda} \pi_1 - \pi_2 \right), \]

(29)

\[ v_{20} = \frac{1}{\mu} \left( \frac{1}{p} + \pi_2 + \frac{k}{k + \lambda} \pi_1 \right). \]

(30)

Then, by (3) and (6), the average AoI under policy (I) with scheme WOP is given by:

\[ \bar{\Delta}_{I-WOP} = v_{00} + v_{01} + v_{11} \]

\[ = \left( \frac{1}{\lambda} + \frac{1}{k} + \frac{1}{\mu} \right) \frac{1}{p} + \left( \frac{1}{\lambda} + \frac{1}{k} + \frac{1}{\mu} \right) \frac{\mu}{\lambda + \mu} \left( \pi_2 + \frac{k}{k + \lambda} \pi_1 \right) - \frac{1}{\lambda} (\pi_1 + \pi_2) - \frac{1}{k} \pi_2 \]

\[ = \left( \frac{1}{\lambda} + \frac{1}{k} + \frac{1}{\mu} \right) \frac{1}{p} + \frac{\mu}{\lambda + \mu} \left( \pi_2 + \frac{k}{k + \lambda} \pi_1 \right) - \frac{1}{\lambda} (\pi_1 + \pi_2) - \frac{1}{k} \pi_2 \]

(31)

We complete the proof for policy (I).

2) Policy (W): Based on the SHS approach in a similar manner for policy (I), we now derive the average AoI under policy (W) with schemes WP and WOP. For policy (W) with scheme WP,
the SHS Markov chain is illustrated in Fig. 8(a) and the corresponding transitions are summarized in Table II. It can be seen that, the transitions \( l = 1, 2, 3, 4, 6 \) in Table II are the same to those in Table I. For transition \( l = 5 \), the device completes its service and fails to deliver a status packet to the receiver. Thus, the device will transition from state 2 to state 1 with the undelivered packet under policy \((W)\), and the AoI at the receiver and the age of the packet at the device remain unchanged, i.e., \( z_0' = z_0 \) and \( z_1' = z_1 \). Moreover, the evolution of the age-related continuous state \( z(t) \) depends on the discrete state \( q(t) \) with the same rates \( b_q \) in (4).

From Fig. 8(a) and Table II, the stationary distribution \( \pi = [\pi_0 \ \pi_1 \ \pi_2] \) of \( q(t) \) satisfies:

\[
\lambda \pi_0 + \mu p \pi_2, \quad k \pi_1 = \lambda \pi_0 + \mu (1-p) \pi_2, \\
\mu \pi_2 = k \pi_1, \quad \pi_0 + \pi_1 + \pi_2 = 1.
\]

Then, we have:

\[
\pi = [\pi_0 \ \pi_1 \ \pi_2] = \frac{1}{\lambda k + \lambda \mu + k \mu p} [k \mu p \ \lambda \mu \ k \lambda]. \tag{32}
\]

By (2) and Table II, we have

\[
(\lambda + \mu)[v_{00} \ v_{01}] = \pi_0[1 \ 0] + \mu p[v_{21} \ 0], \tag{33a}
\]

\[
(k + \lambda)[v_{10} \ v_{11}] = \pi_1[1 \ 1] + \lambda [v_{00} \ 0] + \lambda [v_{10} \ 0] + \mu (1-p)[v_{20} \ v_{21}], \tag{33b}
\]

\[
(\mu + \lambda)[v_{20} \ v_{21}] = \pi_2[1 \ 1] + k[v_{10} \ v_{11}] + \lambda [v_{20} \ 0]. \tag{33c}
\]

Solving (33) for \( v_{00}, v_{01}, \) and \( v_{11} \), we obtain

\[
v_{00} = \frac{p}{\lambda} \left( \frac{1}{p} \pi_0 + \frac{\mu (k+\lambda)}{(\lambda + \mu)(k+\lambda) - k \mu (1-p)} \left( \pi_2 + \frac{k}{k + \lambda} \pi_1 \right) \right), \tag{34}
\]

\[
v_{10} = \frac{1}{k} \left( \frac{1}{p} (\pi_0 + \pi_1) + \frac{\mu (k+\lambda)}{(\lambda + \mu)(k+\lambda) - k \mu (1-p)} \left( \pi_2 + \frac{k}{k + \lambda} \pi_1 \right) \right), \tag{35}
\]

\[
v_{20} = \frac{1}{\mu} \left( \frac{1}{p} \frac{\mu (k+\lambda)}{(\lambda + \mu)(k+\lambda) - k \mu (1-p)} \left( \pi_2 + \frac{k}{k + \lambda} \pi_1 \right) \right). \tag{36}
\]

Then, by (3) and (32), the average AoI for policy \((W)\) with scheme WP is given by

\[
\tilde{\Delta}_{W-WP} = v_{00} + v_{01} + v_{11}
\]

\[
= \left( \frac{p}{\lambda} + \frac{1}{k} + \frac{1}{\mu} \right) \left( \frac{1}{p} \pi_0 + \frac{\mu (k+\lambda)}{(\lambda + \mu)(k+\lambda) - k \mu (1-p)} \left( \pi_2 + \frac{k}{k + \lambda} \pi_1 \right) \right) - \frac{1}{\lambda} (\pi_1 + \pi_2) - \frac{1}{k} \pi_2
\]

\[
= \left( \frac{p}{\lambda} + \frac{1}{k} + \frac{1}{\mu} \right) \left( \frac{1}{p} \pi_0 + \frac{\mu (k+\lambda)}{(\lambda + \mu)(k+\lambda) - k \mu (1-p)} \left( \pi_2 + \frac{k}{k + \lambda} \pi_1 \right) \right) - \left( \frac{k + \lambda + \mu}{k \lambda} \right) \pi_2
\]

\[
= \frac{1}{p} \left( \frac{p}{\lambda} + \frac{1}{k} + \frac{1}{\mu} \right) + \frac{\lambda + k + \mu}{(\lambda + \mu)(k+\lambda) - k \mu (1-p)} - \frac{\lambda + k + \mu}{\lambda k + \lambda \mu + k \mu p}. \tag{37}
\]
Fig. 8: Illustration of the SHS Markov chain under policy (W).

For policy (W) with scheme WOP, the analysis is similar. However, in that case, there is no transition \( l = 6 \) for the corresponding SHS Markov chain (as shown in Fig. 8(b)), because preemption in service is not allowed. The transitions \( l = 1, 2 \cdots, 5 \) are the same to those in Table II and the stationary distribution is the same to that in (32). By (2) and Table II, we have

\[
\begin{align*}
\lambda[v_{00}, v_{01}] &= \pi_0[1 0] + \mu p[v_{21} 0], \\
(k + \lambda)[v_{10}, v_{11}] &= \pi_1[1 1] + \lambda[v_{00} 0] + \lambda[v_{10} 0] + \mu(1 - p)[v_{20}, v_{21}], \\
(\mu + \lambda)[v_{20}, v_{21}] &= \pi_2[1 1] + k[v_{10}, v_{11}].
\end{align*}
\]

Solving (38) for \( v_{00}, v_{01}, \) and \( v_{11}, \) we have

\[
\begin{align*}
v_{00} &= \frac{k}{\lambda} \left( \frac{1}{p} \pi_0 + \pi_2 + \frac{k}{kp + \lambda}(\pi_1 + (1 - p)\pi_2) \right), \\
v_{10} &= \frac{k}{\lambda} \left( \frac{1}{p} + \frac{k}{kp + \lambda}(\pi_1 + (1 - p)\pi_2) \right) = \frac{1}{\lambda} \left( \frac{1}{p} + \pi_2 + \frac{k}{kp + \lambda}(\pi_1 + (1 - p)\pi_2) \right).
\end{align*}
\]

Then, the average AoI for policy (W) with scheme WOP is given by

\[
\bar{\Delta}_{W-WOP} = v_{00} + v_{01} + v_{11} = \frac{k}{p} \left( \frac{1}{\lambda} + \frac{1}{k} + \frac{1}{\mu} \right) + \frac{1}{\lambda} \left( \frac{k\pi_1 + (k + \lambda)\pi_2}{kp + \lambda} \right)
\]

\[
= \frac{1}{p} \left( \frac{1}{\lambda} + \frac{1}{k} + \frac{1}{\mu} \right) + \frac{\lambda + k + \mu}{\mu(kp + \lambda)} - \frac{\lambda + k + \mu}{\lambda k + \lambda \mu + k \mu p}.
\]

We complete the proof for policy (I).

3) Policy (S): Similarly, we apply the SHS method to derive the average AoI for policy (S) with schemes WP and WOP. We illustrate the SHS Markov chain for policy (S) with scheme WP in Fig. 9(a) and the corresponding transitions in Table III. We can see that, the transitions \( l = 1, 2, 3, 4, 6 \) in Table III are the same to those in Table I. For transition \( l = 5 \), the device completes its service and fails to deliver a status packet to the receiver. Thus, the device will stay...
TABLE II: Transitions for the SHS Markov chain under policy (W) with scheme WP in Fig. 8(a).

| l | $q_l \rightarrow q'_l$ | $\lambda'$ | $z_{A_l}$ | $A_l$ | $v_{q_l}A_l$ |
|---|---|---|---|---|---|
| 1 | $0 \rightarrow 1$ | $\lambda$ | $[z_0 \ 0]$ | $[1 \ 0]$ | $[\bar{v}_{00} \ 0]$ |
| 2 | $1 \rightarrow 2$ | $k$ | $[z_0 \ z_1]$ | $[1 \ 0]$ | $[\bar{v}_{10} \ \bar{v}_{11}]$ |
| 3 | $1 \rightarrow 1$ | $\lambda$ | $[z_0 \ 0]$ | $[1 \ 0]$ | $[\bar{v}_{10} \ 0]$ |
| 4 | $2 \rightarrow 0$ | $\mu_p$ | $[z_1 \ 0]$ | $[0 \ 0]$ | $[\bar{v}_{21} \ 0]$ |
| 5 | $2 \rightarrow 1$ | $\mu(1-p)$ | $[z_0 \ z_1]$ | $[1 \ 0]$ | $[\bar{v}_{20} \ \bar{v}_{21}]$ |
| 6 | $2 \rightarrow 2$ | $\lambda$ | $[z_0 \ 0]$ | $[1 \ 0]$ | $[\bar{v}_{20} \ 0]$ |

at state 2 to attempt another transmission with the undelivered packet under policy (S), and the AoI at the receiver and the age of the packet at the device remain unchanged, i.e., $z'_0 = z_0$ and $z'_1 = z_1$. The evolution of the continuous state $z(t)$ also depends on the discrete state $q(t)$ with the same rates $b_q$ in (4). From Fig. 9(a) and Table III, the stationary distribution $\pi = [\pi_0 \ \pi_1 \ \pi_2]$ of $q(t)$ satisfies the following system of linear equations:

$$
\lambda \pi_0 = k \pi_1 = \mu p \pi_2, \quad \pi_0 + \pi_1 + \pi_2 = 1.
$$

Then, we have:

$$
\pi = [\pi_0 \ \pi_1 \ \pi_2] = \frac{1}{\lambda k + (k + \lambda) \mu p} [k \mu p \ \lambda \mu p \ k \lambda].
$$

By (2) and Table II, we have

$$
\lambda [v_{00} \ v_{01}] = \pi_0 [1 \ 0] + \mu p [v_{21} \ 0], \quad \text{(44a)}
$$

$$
(k + \lambda) [v_{10} \ v_{11}] = \pi_1 [1 \ 1] + \lambda [v_{00} \ 0] + \lambda [v_{10} \ 0], \quad \text{(44b)}
$$

$$
(\mu + \lambda) [v_{20} \ v_{21}] = \pi_2 [1 \ 1] + k [v_{10} \ v_{11}] + \lambda [v_{20} \ 0] + \mu (1-p) [v_{20} \ v_{21}]. \quad \text{(44c)}
$$

Solving (44) for $v_{00}$, $v_{01}$, and $v_{11}$, we have

$$
v_{00} = \frac{1}{\lambda} \left( \pi_0 + \frac{\mu p}{\mu p + \lambda} \left( \pi_2 + \frac{k}{k + \lambda} \pi_1 \right) \right),
$$

$$
v_{10} = \frac{1}{k} \left( \pi_0 + \pi_1 + \frac{\mu p}{\mu p + \lambda} \left( \pi_2 + \frac{k}{k + \lambda} \pi_1 \right) \right),
$$

(45)
(a) Scheme WP.
(b) Scheme WOP.

Fig. 9: Illustration of the SHS Markov chain under policy (S).

TABLE III: Transitions for the SHS Markov chain under policy (S) with scheme WP in Fig. 9(a).

| l   | q_i → q'_i | A_i | A'_i | v_{q'_i}A_i |
|-----|------------|-----|------|-------------|
| 1   | 0 → 1      | λ   | [z_0 0] | [v_{00} 0] |
| 2   | 1 → 2      | k   | [z_0 z_1] | [v_{10} v_{11}] |
| 3   | 1 → 1      | λ   | [z_0 0] | [v_{10} 0] |
| 4   | 2 → 0      | µp  | [z_1 0] | [v_{21} 0] |
| 5   | 2 → 2      | µ(1 − p) | [z_0 z_1] | [v_{20} v_{21}] |
| 6   | 2 → 2      | λ   | [z_0 0] | [v_{20} 0] |

\[ v_{20} = \frac{1}{\mu p} \left( 1 + \frac{\mu p}{\mu p + \lambda} \left( \pi_2 + \frac{k}{k + \lambda} \pi_1 \right) \right). \quad (47) \]

Then, by (3) and (43), the average AoI for policy (S) with scheme WP is given by

\[ \bar{\Delta}_{S-WP} = v_{00} + v_{01} + v_{11} \]

\[ = \left( \frac{1}{\lambda} + \frac{1}{k + \mu p} \right) \left( 1 + \frac{\mu p}{\mu p + \lambda} \left( \pi_2 + \frac{k}{k + \lambda} \pi_1 \right) \right) - \frac{1}{\lambda} (\pi_1 + \pi_2) - \frac{1}{k} \pi_2 \]

\[ = \frac{1}{\lambda} + \frac{1}{k + \mu p} \left( 1 + \frac{\mu p}{\mu p + \lambda} \left( \pi_2 + \frac{k}{k + \lambda} \pi_1 \right) \right) - \frac{\lambda + k + \mu p}{\lambda k + (k + \lambda) \mu p}. \quad (48) \]

For policy (S) with scheme WOP, as illustrated in Fig. 9(b), there is no transition \( l = 6 \) at state 2 in the SHS Markov chain. The transitions \( l = 1, 2, \ldots, 5 \) are the same to those in Table III and the stationary distribution is the same to that in (43). Similarly, we have

\[ \lambda [v_{00} v_{01}] = \pi_0 [1 0] + \mu p [v_{21} 0], \quad (49a) \]

\[ (k + \lambda) [v_{10} v_{11}] = \pi_1 [1 1] + \lambda [v_{00} 0] + \lambda [v_{10} 0], \quad (49b) \]
\[(\mu + \lambda)[v_{20} v_{21}] = \pi_2[1 1] + k[v_{10} v_{11}] + \mu(1 - p)[v_{20} v_{21}], \quad (49c)\]

from which, it follows that
\[
v_{00} = \frac{1}{\lambda} \left( \pi_0 + \pi_2 + \frac{k}{k + \lambda} \pi_1 \right), \quad (50)\]
\[
v_{10} = \frac{1}{k} \left( 1 + \frac{k}{k + \lambda} \pi_1 \right), \quad (51)\]
\[
v_{20} = \frac{1}{\mu p} \left( 1 + \pi_2 + \frac{k}{k + \lambda} \pi_1 \right). \quad (52)\]

Thus, the average AoI under policy (S) with scheme WOP is given by
\[
\bar{\Delta}_{S-WOP} = v_{00} + v_{01} + v_{11} = \frac{1}{\lambda} + \frac{1}{k} + 2 \mu p + \frac{1}{k + \lambda} \pi_2
\frac{1}{k + \lambda} + \frac{1}{\mu p} \pi_2
\]
\[
= \frac{1}{\lambda} + \frac{1}{k} + 2 \mu p + \frac{1}{k + \lambda} - \frac{\lambda + k + \mu p}{\lambda k + (k + \lambda)\mu p}. \quad (53)\]

We complete the proof of Theorem 1.

**B. Proof of Theorem 2**

First, we show that the equilibrium point \(x^*\) of the mean-field model in (17) is unique and is given in (18). By (17), and by the definition that \(x_I^* + x_W^* + x_S^* = 1\), we can see that \(x^*\) satisfies the following fixed point equations:
\[
x_I^* = \frac{\mu p}{\lambda} x_S^*, \quad x_W^* = \frac{\mu x_S^*}{\mu(1 - \gamma x_S^*)}, \quad (54a)\]
\[
x_S^* = \frac{1/\mu}{p/\lambda + 1/(w(1 - \gamma x_S^*)) + 1/\mu} = \frac{\lambda w(1 - \gamma x_S^*)}{(\lambda + \mu p)w(1 - \gamma x_S^*) + \lambda \mu}. \quad (54b)\]

Then, to show the uniqueness of \(x^*\), it is sufficient to show that the solution \(x_S^*\) to (54b) is unique. To see this, we transform (54b) into the following quadratic equation:
\[
w(\lambda + \mu p)\gamma(x_S^*)^2 - (w(\lambda + \mu p + \lambda \gamma) + \lambda \mu)x_S^* + \lambda w = 0. \quad (55)\]

Note that, under policy (W), the probability that any channel is sensed busy is \(\gamma x_S^*\), and thus we have \(0 \leq x_S^* < \frac{1}{\gamma}\). By following the similar approach for [26, Theorem 2], we can show that there is only one feasible solution of (54b), which satisfies (18b). We complete the proof of the existence and the uniqueness of the equilibrium point of the mean-field model in (17).

Next, we show the convergence to the equilibrium point \(x^*\) in (18). According to [27, Theorem 3.2], we need to show that \(x^*\) is locally exponentially stable and globally asymptotically stable (i.e., a fixed point to which all trajectories converge). Particularly, by [31, Theorem 4.15], we
know \( x^* \) is (locally) exponentially stable for the dynamical system (17), if the corresponding linearized system at \( x^* \) is exponentially stable. Here, the Jacobian matrix of (17) is given by

\[
\frac{\partial f}{\partial x} = \begin{pmatrix}
-\lambda & 0 & \mu p \\
\lambda & -w(1 - \gamma x^*_s) & \mu(1 - p)w\gamma x^*_w \\
0 & w(1 - \gamma x^*_s) & -w\gamma x^*_w - \mu
\end{pmatrix},
\]

(56)

Let \( q \triangleq (q_I, q_W, q_S) = x - x^* \). Then, the linearized system at \( x^* \) can be derived as

\[
\dot{q}_I = -\lambda q_I + \mu p q_S, 
\]

(57a)

\[
\dot{q}_W = \lambda q_I - w(1 - \gamma x^*_S)q_W + (\mu(1 - p) + w\gamma x^*_W)q_S, 
\]

(57b)

\[
\dot{q}_S = w(1 - \gamma x^*_S)q_W - (w\gamma x^*_W + \mu)q_S. 
\]

(57c)

Now, by applying the Lyapunov method in a similar way to that for [26, Theorem 2], we can prove that the linearized system in (57) is exponentially stable at \( x^* \). In particular, we introduce the Lyapunov function as

\[
V(t) = |q_I| + |q_W| + |q_S| 
\]

and can show that

\[
\dot{V}(t) \leq -\delta V(t),
\]

(58)

where \( \delta = \min\{\lambda, w(1 - \gamma x^*_S), w\gamma x^*_W\} > 0 \). This implies that \( |q_I| + |q_W| + |q_S| = V(t) \leq V(0)e^{-\delta t} \).

Thus, the linearized system in (57) is exponentially stable, implying that the dynamical system (17) is locally exponentially stable at the equilibrium point \( x^* \). Moreover, from (58), we can see that the mean-field model in (17) is globally asymptotically stable according to the Lyapunov theorem in [31, Theorem 4.1]. Finally, by [27, Theorem 3.2], we can obtain the convergence properties of the mean-field model in (19), which completes the proof of Theorem 2.

C. Proof of Lemma 2

We begin with policy (I). By [26, Theorem 2], we know that the equilibrium point \( x^* \) under policy (I) satisfies:

\[
x^*_I = \frac{\mu}{\lambda} x^*_S, 
\]

(59a)

\[
x^*_W = \frac{\mu x^*_S}{w(1 - \gamma x^*_S)}, 
\]

(59b)

\[
x^*_S = \frac{1/\mu}{1/\lambda + 1/(w(1 - \gamma x^*_S)) + 1/\mu} = \frac{\lambda w(1 - \gamma x^*_S)}{\lambda + \mu}w(1 - \gamma x^*_S) + \lambda \mu. 
\]

(59c)

1) Arrival rate \( \lambda \): By (59c), we can obtain the derivative of \( x^*_S \) with respect to \( \lambda \):

\[
\frac{\partial x^*_S}{\partial \lambda} = \frac{1/\mu}{(1/\lambda + 1/(w(1 - \gamma x^*_S)) + 1/\mu)^2} \left( \frac{1}{\lambda^2} - \frac{\gamma}{w(1 - \gamma x^*_S)^2} \frac{\partial x^*_S}{\partial \lambda} \right)
\]

(60)
Thus, we have \( \frac{\partial x^*_S}{\partial x} > 0 \). By (59b), we have
\[
\frac{\partial x^*_W}{\partial \lambda} = \frac{\mu}{w(1 - \gamma x^*_S)^2} \left( \frac{\partial x^*_S}{\partial \lambda} (1 - \gamma x^*_S) + \gamma x^*_S \frac{\partial x^*_S}{\partial \lambda} \right) > 0, 
\]
(61)
\[
\frac{\partial x^*_W}{\partial \lambda} = -\frac{\partial x^*_W}{\partial \lambda} - \frac{\partial x^*_S}{\partial \lambda} < 0.
\]
(62)

2) Service rate \( \mu \): By (59c), we can obtain the derivative of \( x^*_S \) with respect to \( \mu \):
\[
\frac{\partial x^*_S}{\partial \mu} = \frac{1}{((\mu + \lambda)w(1 - \gamma x^*_S) + \lambda \mu)^2} \left( -w \gamma \lambda^2 \mu \frac{\partial x^*_S}{\partial \mu} - w(1 - \gamma x^*_S) \lambda (w(1 - \gamma x^*_S) + \lambda) \right)
\]
(63)
Thus, we have \( \frac{\partial x^*_S}{\partial \mu} < 0 \). By (59a) and (59b), we obtain:
\[
\frac{\partial x^*_I}{\partial \mu} = \frac{1}{\lambda} \left( x^*_S + \mu \frac{\partial x^*_S}{\partial \mu} \right),
\]
(64)
\[
\frac{\partial x^*_W}{\partial \mu} = \frac{1}{w(1 - \gamma x^*_S)^2} \left( x^*_S (1 - \gamma x^*_S) + \mu \frac{\partial x^*_S}{\partial \mu} \right).
\]
(65)
As \( x^*_S (1 - \gamma x^*_S) \leq x^*_S \), we can see that if \( \frac{\partial x^*_I}{\partial \mu} \leq 0 \), then \( \frac{\partial x^*_W}{\partial \mu} \leq 0 \), which contradicts to the observation that \( \frac{\partial x^*_I}{\partial \mu} + \frac{\partial x^*_W}{\partial \mu} = -\frac{\partial x^*_S}{\partial \mu} > 0 \). Thus, we must have \( \frac{\partial x^*_S}{\partial \mu} > 0 \). Here, it is unknown whether \( \frac{\partial x^*_W}{\partial \mu} \) is positive or not.

3) Waiting rate \( w \): We calculate the derivative of \( x^*_S \) with respect to \( w \) as follows:
\[
\frac{\partial x^*_S}{\partial w} = \frac{1/\mu}{1/\lambda + 1/(w^2(1 - \gamma x^*_S)) + 1/\mu^2} \left( 1 - \gamma x^*_S - \gamma w \frac{\partial x^*_S}{\partial w} \right),
\]
(66)
which implies \( \frac{\partial x^*_S}{\partial w} > 0 \). By (59a) and (59b), we have:
\[
\frac{\partial x^*_I}{\partial w} = \frac{\mu}{\lambda} \frac{\partial x^*_S}{\partial w} > 0, \quad \frac{\partial x^*_W}{\partial w} = -\frac{\partial x^*_S}{\partial \lambda} - \frac{\partial x^*_S}{\partial \lambda} < 0.
\]
(67)

4) Successful transmission rate \( p \): From (59), it can be seen that \( x^* \) is independent to \( p \).

5) Ratio \( \gamma \): We calculate the derivative of \( x^*_S \) with respect to \( \gamma \) as follows:
\[
\frac{\partial x^*_S}{\partial \gamma} = -\frac{1/\mu}{1/\lambda + 1/(w(1 - \gamma x^*_S)) + 1/\mu^2} \left( x^*_S + \gamma \frac{\partial x^*_S}{\partial \gamma} \right),
\]
(68)
which implies \( \frac{\partial x^*_S}{\partial \gamma} < 0 \). By (59a) and (59b), we have:
\[
\frac{\partial x^*_I}{\partial w} = \frac{\mu}{\lambda} \frac{\partial x^*_S}{\partial w} < 0, \quad \frac{\partial x^*_W}{\partial w} = -\frac{\partial x^*_S}{\partial \lambda} - \frac{\partial x^*_S}{\partial \lambda} > 0.
\]
(69)

Similarly, we know that, under policy (W), \( x^* \) satisfies (54) and under policy (S), \( x^* \) satisfies:
\[
x^*_I = \frac{\mu p}{\lambda} x^*_S, \quad x^*_W = \frac{\mu p x^*_S}{w(1 - \gamma x^*_S)}.
\]
(70a)
\[
x^*_S = \frac{1/\mu p}{1/\lambda + 1/(w(1 - \gamma x^*_S)) + 1/\mu} = \frac{\lambda w(1 - \gamma x^*_S)}{(\lambda + \mu p)w(1 - \gamma x^*_S) + \lambda \mu p}.
\]
(70b)
By following the same approach for policy (I), we can show the properties of $x^\ast$ in terms of $\lambda$, $\mu$, $w$, and $\gamma$, and thus we omit the detailed calculations. For $p$, under policy (W), we can obtain the corresponding derivative of $x^\ast_S$ in (54b):

$$\frac{\partial x^\ast_S}{\partial p} = \frac{1}{\mu p} \left( \frac{w/(1 - \gamma x^\ast_S) + 1/\mu}{(p/\lambda + 1/(w(1 - \gamma x^\ast_S))) + 1/\mu} \right)^2 \left( -\frac{1}{\lambda} - \frac{\gamma}{w(1 - \gamma x^\ast_S)^2} \frac{\partial x^\ast_S}{\partial p} \right),$$

(71a)

which implies $\frac{\partial x^\ast_S}{\partial p} < 0$. Then, by (54a), we have

$$\frac{\partial x^\ast_W}{\partial p} = \frac{\mu}{w(1 - \gamma x^\ast_S)^2} \frac{\partial x^\ast_S}{\partial p} < 0, \quad \frac{\partial x^\ast_S}{\partial p} = -\frac{\partial x^\ast_W}{\partial p} - \frac{\partial x^\ast_S}{\partial p} > 0.$$  

(72)

Under policy (S), the derivative of $x^\ast_S$ in (70b) with respect to $p$ is obtained as follows:

$$\frac{\partial x^\ast_S}{\partial p} = -\frac{\lambda w}{((\lambda + \mu)p(1 - \gamma x^\ast_S) + \lambda \mu p)^2} \left( \lambda \mu p \frac{\partial x^\ast_S}{\partial p} + (1 - \gamma x^\ast_S)(w(1 - \gamma x^\ast_S) + \lambda \mu) \right).$$

(73)

Thus, we have $\frac{\partial x^\ast_S}{\partial p} < 0$. By (70a), we have

$$\frac{\partial x^\ast_S}{\partial p} = \frac{\mu}{\lambda} \left( x^\ast_S + p \frac{\partial x^\ast_S}{\partial p} \right),$$

(74)

$$\frac{\partial x^\ast_W}{\partial p} = \frac{\mu}{w(1 - \gamma x^\ast_S)^2} \left( x^\ast_S(1 - \gamma x^\ast_S) + p \frac{\partial x^\ast_S}{\partial p} \right).$$

(75)

As $x^\ast_S(1 - \gamma x^\ast_S) \leq x^\ast_S$, we can see that if $\frac{\partial x^\ast_S}{\partial p} \leq 0$, then $\frac{\partial x^\ast_W}{\partial p} \leq 0$, which contradicts to the observation that $\frac{\partial x^\ast_W}{\partial p} + \frac{\partial x^\ast_S}{\partial p} = -\frac{\partial x^\ast_S}{\partial p} > 0$. Thus, we must have $\frac{\partial x^\ast_S}{\partial p} > 0$. Here, it is unknown whether $\frac{\partial x^\ast_W}{\partial p}$ is positive or not. We complete the proof of Lemma 2.

D. Proof of Theorem 4

We first show that, the average AoI under policies (I) and (S) as derived in Theorem 1 decreases with $k$. This can be obtained by taking the corresponding derivatives:

$$\frac{\partial \bar{\Delta}_{I-WP}}{\partial k} = -\frac{\mu}{(\lambda + \mu)(\lambda + k)^2} - \frac{\lambda^2 \mu^2 + (1 - p)k^2(\lambda^2 + \mu^2) + \lambda \mu k^2(2 - p) + 2\lambda k \mu(\lambda + \mu)}{k^2(\lambda k + k \mu + \lambda \mu)^2} < 0,$$

$$\frac{\partial \bar{\Delta}_{I-WOP}}{\partial k} = -\frac{1}{(\lambda + k)^2} - \frac{\lambda^2 \mu^2 + (1 - p)k^2(\lambda^2 + \mu^2) + \lambda \mu k^2(2 - p) + 2\lambda k \mu(\lambda + \mu)}{k^2(\lambda k + k \mu + \lambda \mu)^2} < 0,$$

$$\frac{\partial \bar{\Delta}_{S-WP}}{\partial k} = -\frac{\mu p}{(\lambda + \mu)(\lambda + k)^2} - \frac{\lambda \mu p(k^2 + 2k \mu p + 2\lambda k + \lambda \mu p)}{k^2(\lambda k + \mu p + \lambda k + k \mu)^2} < 0,$$

$$\frac{\partial \bar{\Delta}_{S-WOP}}{\partial k} = -\frac{1}{(\lambda + k)^2} - \frac{\lambda \mu p(k^2 + 2k \mu p + 2\lambda k + \lambda \mu p)}{k^2(\lambda k + \mu p + \lambda k)^2} < 0.$$  

Similarly, we can show that the average AoI in Theorem 1 decreases with $p$ and $\mu$.

Next, based on Lemma 2, we show that, under policies (I) and (S), $k = w(1 - \gamma x^\ast_S)$ increases with $\mu$, $w$, and $p$, and decreases with $\gamma$. In particular, the monotonicity of $k$ with respect to $\mu$ and
\( p \) can be seen by noting that \( \frac{\partial k}{\partial \mu} = -w\gamma \frac{\partial x^*_S}{\partial \mu} > 0 \) and \( \frac{\partial k}{\partial \nu} = -w\gamma \frac{\partial x^*_S}{\partial \nu} > 0 \). Moreover, according to (66) and (68), we have \( \frac{\partial k}{\partial w} = 1 - \gamma x^*_S - w\gamma \frac{\partial x^*_S}{\partial w} > 0 \) and \( \frac{\partial k}{\partial \gamma} = -w(x^*_S + \gamma \frac{\partial x^*_S}{\partial \gamma}) < 0 \).

Now, we can show that the monotonicity properties of the average AoI under policies (I) and (S) with schemes WP and WOP in the mean-field limit, in terms of \( \mu, w, p, \) and \( \gamma \). From Theorem 1, we can see that these expressions depend on \( k = w(1 - \gamma x^*_S) \). As \( \frac{\partial k}{\partial w} > 0, \frac{\partial k}{\partial \gamma} < 0, \) and the expressions for policies (I) and (S) in Theorem 1 decrease with \( k \), we immediately obtain that \( \bar{\Delta}_{I-WP}(x^*), \bar{\Delta}_{I-WOP}(x^*), \bar{\Delta}_{S-WP}(x^*), \) and \( \bar{\Delta}_{S-WOP}(x^*) \) decrease with \( w \) and increase with \( \gamma \). To show the monotonicity in terms of \( p \), we begin with policy (I) with scheme WP. With abuse of notation, let \( k(p) = w(1 - \gamma x^*_S(p)) \). If \( p_1 < p_2 \), then we have

\[
\bar{\Delta}_{I-WP}(k(p_1), p_1) - \bar{\Delta}_{I-WP}(k(p_2), p_2) = \bar{\Delta}_{I-WP}(k(p_1), p_1) - \bar{\Delta}_{I-WP}(k(p_2), p_1) + \bar{\Delta}_{I-WP}(k(p_2), p_1) - \bar{\Delta}_{I-WP}(k(p_2), p_2) > 0. \tag{76}
\]

This is because \( k(p_1) < k(p_2) \) and the expression of \( \bar{\Delta}_{I-WP} \) in (10) decreases with \( k \) and \( p \). Thus, \( \bar{\Delta}_{I-WP}(x^*) \) decreases with \( p \). Similarly, we can show that, \( \bar{\Delta}_{I-WOP}(x^*), \bar{\Delta}_{S-WP}(x^*), \) and \( \bar{\Delta}_{S-WOP}(x^*) \) decrease with \( \mu \). The monotonicity with respect to \( \mu \) can also be shown in the same way. We complete the proof of Theorem 4.
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