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ABSTRACT. We consider the homogenization at second-order in \( \varepsilon \) of \( L \)-periodic Schrödinger operators with rapidly oscillating potentials of the form
\[
H^\varepsilon = -\Delta + \varepsilon^{-1} v(x, \varepsilon^{-1} x) + W(x) \quad \text{on } L^2(\mathbb{R}^d),
\]
where \( L \) is a Bravais lattice of \( \mathbb{R}^d \), \( v \) is \( (\mathbb{L} \times \mathbb{L}) \)-periodic, \( W \) is \( L \)-periodic, and \( \varepsilon \in \mathbb{N}^{-1} \).

We treat both the linear equation with fixed right-hand side and the eigenvalue problem, as well as the case of physical observables such as the integrated density of states. We illustrate numerically that these corrections to the homogenized solution can significantly improve the first-order ones, even when \( \varepsilon \) is not small.

1. Introduction

The homogenization of Schrödinger operators of the form
\[
H^\varepsilon = -\Delta + \varepsilon^{-1} v(x, \varepsilon^{-1} x) + W(x) \quad \text{on } L^2(\mathcal{D}),
\]
where \( \mathcal{D} \) is a domain of \( \mathbb{R}^d \), \( W \in L^\infty(\mathcal{D}; \mathbb{R}) \), \( \varepsilon > 0 \), and the potential \( v \in C^0(\mathcal{D} \times \mathbb{R}^d; \mathbb{R}) \) is periodic with zero mean in its second variable, has an already long history. To our knowledge, such operators have been first studied in the reference textbook [PBL78, Section 12] in the case when \( \mathcal{D} \) is a bounded domain and \( H^\varepsilon \) has form domain \( H^0_{10}(\Omega) \) (Dirichlet boundary conditions). The authors identified a homogenized Schrödinger operator of the form
\[
H^0 := -\Delta + V_0 + W \quad \text{on } L^2(\mathcal{D}),
\]
and a corrector \( \chi \) : \( \mathbb{R}^d \to \mathbb{R} \), and showed that, for \( \mu < \min(\sigma(H^0)) \),
\[
\lim_{\varepsilon \to 0} \| u_{\mu,f}^\varepsilon - (1 + \varepsilon \chi (\varepsilon^{-1})) u_0^\varepsilon \|_{H^1(\mathcal{D})} = 0,
\]
where the functions \( u_{\mu,f}^\varepsilon \) and \( u_0^\varepsilon \) are respectively the solutions to the equations \((H^\varepsilon - \mu)u_{\mu,f}^\varepsilon = f \) and \((H^0 - \mu)u_0^\varepsilon \) = \( f \) with Dirichlet boundary conditions. They also proved error bounds on the ground-state eigenvalue:
\[
|E_1^\varepsilon - E_1^0| \leq c\varepsilon,
\]
where \( E_1^\varepsilon \) and \( E_1^0 \) denote the lowest \( \ell \)th eigenvalue of \( H^\varepsilon \) and \( H^0 \), respectively, counting multiplicities. Then in [Zha21], using techniques of [KLS13], Zhang proved that there is a constant \( c \in \mathbb{R}_+ \) independent of \( \varepsilon \) such that
\[
\| u_{\mu,f}^\varepsilon - (1 + \varepsilon \chi (\varepsilon^{-1})) u_0^\varepsilon \|_{H^1(\mathcal{D})} \leq c\varepsilon,
\]
\[
|E_1^\varepsilon - E_1^0| \leq c (E_1^0 - \mu)^{\frac{3}{2}} \varepsilon.
\]

The present article is a contribution to the study of Schrödinger operators of the form (1), whose originality is threefold. First, we consider a fully
periodic setting, that is $D = \mathbb{R}^d$, $v$ is $\mathbb{L} \times \mathbb{L}$-periodic, $W$ is $\mathbb{L}$-periodic, and $\varepsilon \in \mathbb{N}^{-1}$, where $\mathbb{L}$ is a given Bravais lattice of $\mathbb{R}^d$. Our results can be extended to some point to rational values of $\varepsilon$ (see Remark 2.2 and Section 3); on the other hand, the irrational case corresponding to incommensurate potentials remains out of the scope of this study. As will be clarified in a future work, Schrödinger operators similar to these ones are encountered in the study of the electronic structure of emerging moiré materials [AEJ+21]. Possible applications to cold-atom lattices or optical lattices could also be considered. Second, we provide $H^1$-approximations of eigenmodes of order $\varepsilon^2$, and approximations of eigenvalues up to order $\varepsilon^4$. Third, we use a slightly different strategy of proof based on resolvent estimates.

Let us briefly explain our strategy in the simple case of first-order approximations. When $\varepsilon \in \mathbb{N}^{-1}$, both operators $H^\varepsilon$ and $H^0_\varepsilon$ commute with $\mathbb{L}$-translations, and one can consider their Bloch transforms [RS78, Chapter XIII]. For $k$ in the first Brillouin zone $\Omega^*$, we denote their respective Bloch fibers by $H^\varepsilon_k$ and $H^0_k$. First, we identify a first order corrector $\mathcal{M}^{\varepsilon,(1)}$ so that, for all $\varepsilon \in \mathbb{N}^{-1}$, and all $z \in \mathbb{C}$,

$$
\left\| (H^\varepsilon_k - z)\mathcal{M}^{\varepsilon,(1)} - (H^0_k - z) \right\|_{H^2_{\text{per}} \rightarrow H^{-1}_{\text{per}}} \leq C(1 + |z|)\varepsilon,
$$

for a constant $C \geq 0$ independent of $z \in \mathbb{C}$, $k \in \Omega^*$ and $\varepsilon \in \mathbb{N}^{-1}$ (see Lemma 5.3). Note that the operators are seen as bounded operators from the $H^2_{\text{per}}$ to the $H^{-1}_{\text{per}}$ Sobolev spaces, instead of the usual $H^2_{\text{per}}$ and $L^2_{\text{per}}$ ones (in some sense, we loose one derivative because of the highly-oscillatory potential). Next, we transform the previous inequality into a resolvent estimate, of the form

$$
\left\| (H^\varepsilon_k - z)^{-1} - \mathcal{M}^{\varepsilon,(1)} (H^0_k - z)^{-1} \right\|_{L^2_{\text{per}} \rightarrow H^1_{\text{per}}} \leq C(k, z)\varepsilon,
$$

see Theorem 2.3. From this estimate and usual functional calculus, we derive a priori estimates on the Bloch functions of $H^\varepsilon$ (Section 2.4) as well as on several quantities of interest (QoI) such as the kinetic and potential energies of the fermionic ground states, and the integrated density of states (IDOS) of the operator $H^\varepsilon$ (Section 2.5).

We believe that our technique could be used to address other cases. Let us mention for instance the analysis of the scattering and interface properties of Schrödinger operators with highly-oscillatory potentials [DW11], or the homogenization of operators in divergence form $-\text{div} A(x, \varepsilon) \nabla$, which have been thoroughly studied in [MV97, Zhu20, Kes79, SV93] for first order corrections, and in [AA99, COV08, BFFO17] for second order ones (see also [AH13, HA21] for other models).

The article is organized as follows. The main theoretical results are presented in Section 2, and are illustrated numerically in Section 3. We show in particular that our second-order corrector greatly improve the first-order one, even in a regime where $\varepsilon$ is not so small. Interestingly, the Ansatz for second-order homogenization given by the formal two-scale expansion (Section 4) turns out to be unsuitable for some applications. We propose a variant of it, better suited to e.g. compute spectral projectors and related...
physical properties, or deal with degenerate eigenvalues. All the proofs are postponed until Section 5.
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2. Main results

We introduce some notation in Section 2.1, and define first- and second-order corrector operators in Section 2.2. We then state in Section 2.3 estimates on the error between the resolvent \((H_\varepsilon^k - z)^{-1}\) of the Bloch fiber \(H_\varepsilon^k\) of \(H_\varepsilon\) and computable first and second-order approximations of it given by homogenization theory. These estimates provide error bounds on the solution to the linear equation \(((H_\varepsilon^k - z)) u^\varepsilon = f\). They also pave the way to the derivation of error estimates on eigenvalues and eigenfunctions (Section 2.4) via Cauchy’s residue formula. Error bounds on physical quantities of interest are given in Section 2.5.

2.1. Notation and mathematical framework. We consider a Bravais lattice \(L = Z e_1 + \cdots + Z e_d\) of \(\mathbb{R}^d\) with unit cell \(\Omega = (0, 1) e_1 + \cdots + (0, 1) e_d\), and denote by \(L^*\) the dual lattice of \(L\) and \(\Omega^*\) the first Brillouin zone. We also denote by \(L^p_{\text{per}}(\Omega) := \{ f \in L^p_{\text{loc}}(\mathbb{R}^d) | f \text{ } L^p\text{-periodic} \}\), \(W^{s,p}_{\text{per}}(\Omega) := \{ f \in W^{s,p}_{\text{loc}}(\mathbb{R}^d) | f \text{ } L^p\text{-periodic} \}\), \(H^s_{\text{per}}(\Omega) := W^{s,2}_{\text{per}}(\Omega)\), the \(L^p\)-periodic Lebesgue and Sobolev spaces for all \(1 \leq p \leq \infty\) and \(s \in \mathbb{R}\). We endow \(H^s_{\text{per}}(\Omega)\) with its natural inner product

\[
\langle f, g \rangle_{H^s_{\text{per}}} := \sum_{n \in \mathbb{L}^*} (1 + |n|^2)^s c_n(f) \overline{c_n(g)},
\]

where, for \(n \in \mathbb{L}^*\), \(c_n(f) := |\Omega|^{-1/2} \int_\Omega f(x)e^{-in \cdot x} \, dx\) is the \(n\)-th Fourier coefficient of the \(L\)-periodic distribution \(f\).

We also introduce the following Banach spaces of \(L \times \mathbb{L}\)-periodic functions: for all \(m, n \in \mathbb{N}\),

\[
C^0_{\text{per}}(\Omega; C^0_{\text{per}}(\Omega)) := \{ f \in C^0(\mathbb{R}^d \times \mathbb{R}^d) | f \text{ } L\times L\text{-periodic} \},
\]

\[
C^m_{\text{per}}(\Omega; C^n_{\text{per}}(\Omega)) := \left\{ f \in C^m_{\text{per}}(\Omega; C^n_{\text{per}}(\Omega)) | \forall \alpha, \beta \in \mathbb{N}^d \text{ s.t. } |\alpha| \leq m, |\beta| \leq n, \frac{\partial^{|\alpha|+|\beta|}}{\partial x^\alpha \partial y^\beta} f \in C^0(\mathbb{R}^d \times \mathbb{R}^d) \right\},
\]

\[
C^m_{\text{per}}(\Omega; C^n_{\text{per},0}(\Omega)) := \left\{ f \in C^m_{\text{per}}(\Omega; C^n_{\text{per}}(\Omega)) | \int_\Omega f(\cdot, y) \, dy = 0 \right\},
\]

where \(\int_\Omega := \frac{1}{|\Omega|} \int_\Omega \). We denote the two variables of \(f \in C^0_{\text{per}}(\Omega; C^0_{\text{per}}(\Omega))\) by \(x\) and \(y\) respectively, and call \(x\) the macroscopic variable and \(y\) the microscopic
one. We endow $C_{\text{per}}^{m}(\Omega; C_{\text{per}}^{n}(\Omega))$ with the norm
\[
\|g\|_{C_{\text{per}}^{m}(C_{\text{per}}^{n})} := \max_{\alpha \in \mathbb{N}^{d}} \max_{|\alpha| \leq m} \max_{(x,y) \in \mathbb{R}^{d} \times \mathbb{R}^{d}} \left| \frac{\partial^{\alpha} g}{\partial x^{\alpha} \partial y^{\beta}}(x, y) \right|.
\]

We are interested in studying the Schrödinger operator
\[
H_{\varepsilon} = -\Delta + \varepsilon^{-1} v(x, \varepsilon^{-1} x) + W(x) \quad \text{on} \ L^{2}(\mathbb{R}^{d}),
\]
where $\varepsilon > 0$ and $v \in C_{\text{per}}^{2}(\Omega; C_{\text{per},0}^{0}(\Omega))$, $W \in W_{\text{per}}^{1,\infty}(\Omega)$.

These smoothness conditions may probably be weakened, but we do not explore this question. Note that some smoothness properties are required for the function $v$ so that $x \mapsto \varepsilon^{-1} v(x, \varepsilon^{-1} x)$ is a well-defined function (this may not hold for instance if $v$ is only defined almost everywhere).

We will repeatedly use the next Lemma, which is a straightforward consequence of the continuous embeddings $C_{\text{per}}^{0}(\Omega) \hookrightarrow L_{\text{per}}^{p}(\Omega)$ and $W^{2,p}(\Omega) \hookrightarrow C_{\text{per}}^{1}(\Omega)$ for all $1 \leq p < \infty$, together with elliptic regularity.

**Lemma 2.1.** Let $g \in C_{\text{per}}^{m}(\Omega; C_{\text{per},0}^{0}(\Omega))$, and set $M_{g}(x) := \int_{\Omega} g(x, y) \, dy$. The function $g - M_{g}$ is in $C_{\text{per}}^{m}(\Omega; C_{\text{per},0}^{0}(\Omega))$, and there is a unique solution $h_{g}$ in $C_{\text{per}}^{m}(\Omega; C_{\text{per}}^{1}(\Omega))$ to the family of elliptic problems
\[
(-\Delta_{y} h_{g})(x, y) = (g - M_{g})(x, y).
\]
In addition, there is $C \in \mathbb{R}_{+}$ independent of $g$ so that
\[
\|h_{g}\|_{C_{\text{per}}^{m}(C_{\text{per}}^{1})} \leq C \|g\|_{C_{\text{per}}^{m}(C_{\text{per}}^{0})}.
\]

### 2.2. Definition of the correctors.

From now on, we use the notation
\[
f_{\varepsilon}(x) := f \left( x, \varepsilon^{-1} x \right).
\]

The study of the operator $H_{\varepsilon}$ in (1) is numerically difficult, due to the large and fast oscillating potential $\varepsilon^{-1} v_{\varepsilon}$. In order to define the homogenized operator, we introduce the function $\chi_{1} \in C_{\text{per}}^{2}(\Omega; C_{\text{per},0}^{1}(\Omega))$ solution to
\[
\Delta_{y} \chi_{1}(x, y) = v(x, y).
\]
The function $\chi_{1}$ is involved in the definition of the first-order corrector of the homogenized problem and will play a key role in the sequel. We also define the homogenized (macroscopic) potential $V \in C_{\text{per}}^{2}(\Omega)$ by
\[
V(x) := \int_{\Omega} v(x, y) \chi_{1}(x, y) \, dy = -\int_{\Omega} |\nabla_{y} \chi_{1}(x, y)|^{2} \, dy.
\]

The above formulae for $V_{0}$ and $\chi_{1}$ result from a formal two-scale expansion presented in Section 4.1. As will be shown later, and as expected from the results in [PBL78, Zha21], the (first-order) homogenized Schrödinger operator is given by
\[
H_{0} := -\Delta + V_{0}(x) \quad \text{on} \ L^{2}(\mathbb{R}^{d}), \quad \text{with} \quad V_{0}(x) := V(x) + W(x)
\]
Since $V_0$ and $W$ are $L$-periodic, $H^0$ is decomposed by the Bloch transform (see e.g. [RS78, Chapter XIII]): we denote by $\nabla_k := \nabla + ik$, and
\[
H^0_k := (-i\nabla_k)^2 + V_0 = -\nabla_k^2 + V_0 = -\Delta - 2ik \cdot \nabla + |k|^2 + V_0,  \tag{8}
\]
the Bloch fiber of $H^0$ at quasi-momentum $k \in \mathbb{R}^d$. The operator $H^0_k$ is self-adjoint on $L^2_{\text{per}}(\Omega)$ with domain $H^2_{\text{per}}(\Omega)$. It is bounded from below and has compact resolvent.

In general, the operator $H^\varepsilon$ is not $\mathbb{L}$-periodic. However, it is $\mathbb{L}$-periodic if $\varepsilon \in \mathbb{N}^{-1}$, in which case we can also define its Bloch decomposition:
\[
H^\varepsilon_k := -\nabla_k^2 + \varepsilon^{-1}v_\varepsilon + W; \quad \text{for } \varepsilon \in \mathbb{N}^{-1}. \tag{9}
\]

Remark 2.2 (Supercells). When $\varepsilon = p/q \in \mathbb{Q}$ is rational, the operators $H^0$ and $H^\varepsilon$ are both $\mathbb{PL}$-periodic. The results below allow one to study the limit $\varepsilon \to 0$ for a family of rational numbers with uniformly bounded numerators. The constants appearing in our estimates depend a priori on $p$, the numerical simulations in Section 3 suggest that they do not however.

The operator $H^\varepsilon_k$ is difficult to handle numerically for small values of $\varepsilon$ by brute force approaches because of the highly-oscillatory, large magnitude, potential $\varepsilon^{-1}v_\varepsilon$. Our goal is to approach the eigenmodes of $H^\varepsilon_k$ by post-treatment of the ones of the homogenized $H^0_k$ (or of a perturbation of $H^0_k$ at the macroscopic scale, see below). The corresponding expressions are first inferred formally by a two-scale expansion, and then justified by rigorous error bounds.

We already defined the function $\chi_1$ in (5). We now introduce the first-order corrector as the multiplication operator $\mathcal{M}^{\varepsilon,(1)}$ on $L^2_{\text{per}}(\Omega)$ defined by
\[
\mathcal{M}^{\varepsilon,(1)} := 1 + \varepsilon(\chi_1)_e. \tag{10}
\]
In order to define our second order correctors, we first define the macroscopic potential $V_1 \in C^1_{\text{per}}(\Omega)$ by
\[
V_1(x) := 2 \int_{\Omega} (\nabla_x \chi_1(x,y) \cdot \nabla_y \chi_1(x,y) - \chi_1(x,y)|\nabla_y \chi_1(x,y)|^2) \ dy. \tag{11}
\]
We also define the two-scale vector field $A_2 \in \left( C^2_{\text{per}}(\Omega; C^1_{\text{per},0}(\Omega)) \right)^d$ solution to
\[
\Delta_y A_2(x,y) := -2(\nabla_y \chi_1)(x,y), \quad \text{for a.e. } x \in \mathbb{R}^d, \tag{12}
\]
and the second-order corrector $\chi_2 \in C^1_{\text{per}}(\Omega; C^0_{\text{per},0}(\Omega))$ as the solution to
\[
\Delta_y \chi_2(x,y) := [\chi_1(x,y)v(x,y) - V(x)] - 2[(\nabla_x \cdot \nabla_y)\chi_1](x,y). \tag{13}
\]
Whereas there is only one natural way to define a homogenized operator and an associated corrector for first-order homogenization, there are (at least) two natural ways to do that at second order. The first way is to use the pair $(H^0_k, \mathcal{M}^{\varepsilon,(2)}_k)$ suggested by the formal two-scale expansion (see Section 4.1); the second one is to use the pair $(H^0_k + \varepsilon V_1, \mathcal{M}^{\varepsilon,(2)}_k)$ where $\mathcal{M}^{\varepsilon,(2)}_k$ is defined as follows:
\[
\mathcal{M}^{\varepsilon,(2)}_k := 1 + \varepsilon(\chi_1)_e + \varepsilon^2 [(\chi_2)_e + (A_2)_e \cdot \nabla_k]. \tag{14}
\]
The operators $\mathcal{M}^{ε,(2)}_{z,k}$ and $\mathcal{M}^{ε,(2)}_{z,k}$ are related by the formula
\begin{equation}
\mathcal{M}^{ε,(2)}_{z,k} = \mathcal{M}^{ε,(2)}_{k} - ε (1 + ε(χ_1)_z) (H^{0}_k - z)^{-1} V_{1},
\end{equation}
where $(H^{0}_k - z)^{-1}$ denotes the pseudo-inverse of $(H^{0}_k - z)$ (i.e. $(H^{0}_k - z)^{-1}$ coincides with the inverse of $(H^{0}_k - z)$ on $(\text{Ker}(H^{0}_k - z))^\perp$ and is identically equal to 0 on $\text{Ker}(H^{0}_k - z)$). The respective merits of these two approaches are discussed in Remark 2.5 below.

### 2.3. Approximations of the resolvent and solutions to the linear equation

The following theorem is key for deriving all the results in this article.

**Theorem 2.3 (Approximations of the resolvent).** Let $v$ and $W$ satisfying (3), $\omega^*$ a compact subset of $Ω^*$, and $C$ a compact subset of $\mathbb{C}$ such that
\begin{equation}
\text{dist} \left( C, \bigcup_{k \in \omega^*} \sigma(H^{0}_k) \right) > 0.
\end{equation}

Then, there exist $C \in \mathbb{R}_+$ and $ε_0 > 0$ such that, for all $ε \in (0, ε_0] \cap \mathbb{N}^{-1}$, $k \in \omega^*$ and $z \in C$, we have $z \notin \sigma(H^{0}_k) \cup \sigma(H^{0}_k + εV_{1})$ and
\begin{align}
\left\| (H^{0}_k - z)^{-1} - (H^{0}_k - z)^{-1} \right\|_{L^2_{\text{per}} \to L^2_{\text{per}}} &\leq Cε, 
(16) \\
\left\| (H^{0}_k - z)^{-1} - \mathcal{M}^{ε,(1)} (H^{0}_k - z)^{-1} \right\|_{L^2_{\text{per}} \to H^1_{\text{per}}} &\leq Cε, 
(17) \\
\left\| (H^{0}_k - z)^{-1} - \mathcal{M}^{ε,(2)} (H^{0}_k - z)^{-1} \right\|_{H^1_{\text{per}} \to H^1_{\text{per}}} &\leq Cε^2, 
(18) \\
\left\| (H^{0}_k - z)^{-1} - \mathcal{M}^{ε,(2)}_{z,k} (H^{0}_k - z)^{-1} \right\|_{H^1_{\text{per}} \to H^1_{\text{per}}} &\leq Cε^2. 
(19)
\end{align}

The inequality (16) implies in particular that the spectrum of $H^{ε}_{k}$ converges to the one of $H^{0}_k$. In particular, the operator $H^{ε}_{k}$ is bounded from below with a bound independent of $ε$.

The following corollary is a straightforward reformulation of Theorem 2.3. We state it as an independent result because of its importance for practical applications, and skip its proof for the sake of brevity. For $f$ in $L^2_{\text{per}}(Ω)$, we define by $u^{ε}_{k,z,f}$, $u^{0}_{k,z,f}$ and $u^{0,ε}_{k,z,f}$ the solutions, when they exist, to
\begin{equation}
(H^{0}_k - z)u = f, \quad (H^{0}_k - z)u = f, \quad \text{and} \quad (H^{0}_k + εV_{1} - z)u = f.
\end{equation}

**Corollary 2.4 (First and second-order homogenization of the linear equation).** Let $v$ and $W$ satisfying (3), $\omega^*$ a compact subset of $Ω^*$, and $C$ a compact subset of $\mathbb{C}$ such that
\begin{equation}
\text{dist} \left( C, \bigcup_{k \in \omega^*} \sigma(H^{0}_k) \right) > 0.
\end{equation}

Then, there exists $C \in \mathbb{R}_+$ and $ε_0 > 0$ such that for all $k \in \omega^*$, $z \in C$, and $ε \in (0, ε_0] \cap \mathbb{N}^{-1}$, $z$ is in the resolvent sets of both $H^{ε}_{k}$ and $H^{0}_k + εV_{1}$, and
• for all $f \in L^2_{\text{per}}(\Omega)$,

$$
\|u_{k,z,f}^\varepsilon - u_{k,z,f}^0\|_{L^2_{\text{per}}} + \left\| u_{k,z,f}^\varepsilon - \mathcal{M}^{\varepsilon,(1)} u_{k,z,f}^0 \right\|_{H^1_{\text{per}}} \leq C \varepsilon \|f\|_{L^2_{\text{per}}};
$$

• if in addition $f \in H^1_{\text{per}}(\Omega)$, then

$$
\left\| u_{k,z,f}^\varepsilon - \mathcal{M}^{\varepsilon,(2)} u_{k,z,f}^0 \right\|_{H^1_{\text{per}}} \leq C \varepsilon^2 \|f\|_{H^1_{\text{per}}}, \quad (20)
$$

$$
\left\| u_{k,z,f}^\varepsilon - \mathcal{M}^{\varepsilon,(2)} u_{k,z,f}^{0,\varepsilon} \right\|_{H^1_{\text{per}}} \leq C \varepsilon^2 \|f\|_{H^1_{\text{per}}}. \quad (21)
$$

**Remark 2.5.** There are two ways to construct second-order corrections, given by (20) and (21). In view of the definition of $\mathcal{M}^{\varepsilon,(2)}_{z,k}$ in (15), to compute the approximation $\mathcal{M}^{\varepsilon,(2)}_{z,k} u_{k,z,f}^0$ in (20), one needs to solve two macro-scale equations, independent of $\varepsilon > 0$, namely

$$(H^0_k - z)u_{k,z,f}^0 = f \quad \text{and} \quad (H_k^0 - z)u_{k,z,f}^1 = V_1 u_{k,z,f}^0.$$  

(note that $(H_k^0 - z)^{-1} = (H_k^0 - z)$ since $z \notin \sigma(H_k^0)$). Instead, for the computation of $\mathcal{M}^{\varepsilon,(2)}_{k} u_{k,z,f}^{0,\varepsilon}$, one only needs to solve one macro-scale equation, which depends on $\varepsilon > 0$, namely

$$(H_k^0 + \varepsilon V_1 - z)u_{k,z,f}^{0,\varepsilon} = f.$$  

Using (20) is computationally more efficient if we are interested in computing the solution for many values of $\varepsilon$ since only two macroscopic elliptic PDEs independent of $\varepsilon$ have to be solved. On the other hand, if one is interested in the solution for a single value of $\varepsilon$, it is better to use (21) since only one macroscopic PDE (depending on $\varepsilon$) has to be solved.

### 2.4. Homogenization of the eigenvalue problem

We now consider the approximation of the eigenmodes of $H_k^0$. The eigenmodes of $H_k^0$, $H_k^\varepsilon$ and $H_k^0 + \varepsilon V_1$ are respectively denoted by

$$(E_{\ell,k}^0, \psi_{\ell,k}^0), \quad (E_{\ell,k}^\varepsilon, \psi_{\ell,k}^\varepsilon), \quad \text{and} \quad (E_{\ell,k}^{0,\varepsilon}, \psi_{\ell,k}^{0,\varepsilon}),$$

where $E_{\ell,k}^0 \leq E_{\ell,k}^\varepsilon \leq \cdots$ are the eigenvalues of $H_k^0$ counted with multiplicities and ranked in non-decreasing order, and where $(\psi_{\ell,k}^0)_{\ell \in \mathbb{N}^*}$ is a corresponding $L^2_{\text{per}}(\Omega)$ orthonormal basis of eigenvectors (and similarly for the other eigenmodes, recall that all these operators have a compact resolvent). We assume that the functions $\psi_{\ell,k}^\varepsilon$ and $\psi_{\ell,k}^{0,\varepsilon}$ are oriented in such a way that

$$\langle \psi_{\ell,k}^\varepsilon, \psi_{\ell,k}^{0,\varepsilon} \rangle_{L^2_{\text{per}}} \in \mathbb{R}_+ \quad \text{and} \quad \langle \psi_{\ell,k}^{0,\varepsilon}, \psi_{\ell,k}^{0,\varepsilon} \rangle_{L^2_{\text{per}}} \in \mathbb{R}_+.$$

First, we prove the convergence of the spectrum.

**Theorem 2.6.** Let $v$ and $W$ satisfying (3). We have

$$\min_{k \in \Omega^*} \min_{\varepsilon \in \mathbb{N}^{-1}} E_{\ell,k}^\varepsilon \to +\infty \quad (22)$$

and for each $\ell \in \mathbb{N}^*$, there exists a constant $C_\ell \in \mathbb{R}_+$ such that

$$\forall \varepsilon \in \mathbb{N}^{-1}, \quad \max_{k \in \Omega} \left| E_{\ell,k}^\varepsilon - E_{\ell,k}^0 \right| \leq C_\ell \varepsilon. \quad (23)$$
We then introduce the first- and second-order approximate eigenmodes

\begin{align*}
\psi_{\ell,k}^{(1)} &= \frac{\mathcal{M}^{(1)}_{\ell,k} \psi_{\ell,k}^{0}}{\| \mathcal{M}^{(1)}_{\ell,k} \psi_{\ell,k}^{0} \|_{L^2_{\text{per}}}}, & E_{\ell,k}^{(1)} &= \langle \psi_{\ell,k}^{(1)} | H^\varepsilon_k | \psi_{\ell,k}^{(1)} \rangle, \\
\psi_{\ell,k}^{(2)} &= \frac{\mathcal{M}^{(2)}_{\ell,k} \psi_{\ell,k}^{0,\varepsilon}}{\| \mathcal{M}^{(2)}_{\ell,k} \psi_{\ell,k}^{0,\varepsilon} \|_{L^2_{\text{per}}}}, & E_{\ell,k}^{(2)} &= \langle \psi_{\ell,k}^{(2)} | H^\varepsilon_k | \psi_{\ell,k}^{(2)} \rangle, \\
\hat{\psi}_{\ell,k}^{(2)} &= \frac{\widetilde{\mathcal{M}}^{(2)}_{E_{\ell,k}^{0},\varepsilon} \psi_{\ell,k}^{0}}{\| \widetilde{\mathcal{M}}^{(2)}_{E_{\ell,k}^{0},\varepsilon} \psi_{\ell,k}^{0} \|_{L^2_{\text{per}}}}, & \hat{E}_{\ell,k}^{(2)} &= \langle \hat{\psi}_{\ell,k}^{(2)} | H^\varepsilon_k | \hat{\psi}_{\ell,k}^{(2)} \rangle.
\end{align*}

(24)

(25)

(26)

Let us first consider the case of simple eigenvalues.

**Theorem 2.7** (Homogenization of non-degenerate eigenmodes). Let \( v \) and \( W \) satisfying (3), \( \omega^* \) a compact subset of \( \Omega^* \), and \( \ell \in \mathbb{N}^* \) such that for all \( k \in \omega^* \), \( E^0_{\ell,k} \) is a non-degenerate eigenvalue of \( H^0_k \). Then, there exists \( C \in \mathbb{R}_+ \) and \( \varepsilon_0 > 0 \) such that for all \( k \in \omega^* \) and \( \varepsilon \in (0, \varepsilon_0] \cap \mathbb{N}^{-1} \), \( E_{\ell,k}^{0,\varepsilon} \) is a non-degenerate eigenvalue of \( H^\varepsilon_k \) while \( E_{\ell,k}^{0,\varepsilon} \) is a non-degenerate eigenvalue of \( (H^\varepsilon_k + \varepsilon V_1) \), and

\begin{align*}
\| \psi_{\ell,k}^{\varepsilon} - \psi_{\ell,k}^{(1)} \|_{H^1_{\text{per}}} & \leq C \varepsilon, & | E_{\ell,k}^{\varepsilon} - E_{\ell,k}^{(1)} | + | E_{\ell,k}^{0,\varepsilon} - E_{\ell,k}^{0,\varepsilon} | \leq C \varepsilon^2, \\
\| \psi_{\ell,k}^{\varepsilon} - \psi_{\ell,k}^{(2)} \|_{H^1_{\text{per}}} & \leq C \varepsilon^2, & | E_{\ell,k}^{\varepsilon} - E_{\ell,k}^{(2)} | \leq C \varepsilon^4, \\
\| \hat{\psi}_{\ell,k}^{\varepsilon} - \hat{\psi}_{\ell,k}^{(2)} \|_{H^1_{\text{per}}} & \leq C \varepsilon^2, & | E_{\ell,k}^{\varepsilon} - \hat{E}_{\ell,k}^{(2)} | \leq C \varepsilon^4.
\end{align*}

Moreover, we have the expansion

\[ E_{\ell,k}^{\varepsilon} = E_{\ell,k}^{0,\varepsilon} + \varepsilon \int_{\Omega} V_1 | \psi_{\ell,k}^{0} |^2 + \varepsilon^2 \eta_{\ell,k}^{(2)} + \varepsilon^3 \eta_{\ell,k}^{(3)} + O(\varepsilon^4), \]

(30)

uniformly in \( k \in \omega^* \), where \( \eta_{\ell,k}^{(2)} \) and \( \eta_{\ell,k}^{(3)} \) can be computed explicitly from \( \psi_{\ell,k}^{0,\varepsilon}, v \) and \( W \) by solving non-oscillatory elliptic problems in the unit cell \( \Omega \), and computing non-oscillatory integrals on \( \Omega \).

**Remark 2.8.** We will prove later that, uniformly on \( \omega^* \), the three norms

\[ \| \mathcal{M}^{(1)}_{\ell,k} \psi_{\ell,k}^{0} \|_{L^2_{\text{per}}}, \quad \| \mathcal{M}^{(2)}_{\ell,k} \psi_{\ell,k}^{0,\varepsilon} \|_{L^2_{\text{per}}} \quad \text{and} \quad \| \widetilde{\mathcal{M}}^{(2)}_{E_{\ell,k}^{0},\varepsilon} \psi_{\ell,k}^{0} \|_{L^2_{\text{per}}}, \]

behave like \( 1 + O(\varepsilon^2) \). As a consequence, we also have

\[ \| \psi_{\ell,k}^{\varepsilon} - \mathcal{M}^{(1)}_{\ell,k} \psi_{\ell,k}^{0} \|_{H^1_{\text{per}}} \leq C \varepsilon, \]

\[ \| \psi_{\ell,k}^{\varepsilon} - \mathcal{M}^{(2)}_{\ell,k} \psi_{\ell,k}^{0,\varepsilon} \|_{H^1_{\text{per}}} \leq C \varepsilon. \]

Let us now turn to the case of degenerate eigenvalues of \( H^0_k \).

**Theorem 2.9** (Homogenization of degenerate eigenmodes). Assume that (3) holds true and that, for some \( k \in \Omega^* \), \( E^0_{\ell,m} = \cdots = E^0_{\ell+m-1,k} \) is a degenerate eigenvalue of \( H^0_k \) of multiplicity \( m \geq 1 \). Then, there exists \( C \in \mathbb{R}_+ \), \( \delta > 0 \) and \( \varepsilon_0 > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_0] \cap \mathbb{N}^{-1} \), \( H^\varepsilon_k \) and \( (H^\varepsilon_k + \varepsilon V_1) \) have exactly
m eigenvalues \( E_{\ell,k}^\varepsilon \leq \cdots \leq E_{\ell+m-1,k}^\varepsilon \) and \( E_{\ell,k}^{0,\varepsilon} \leq \cdots \leq E_{\ell+m-1,k}^{0,\varepsilon} \) (counted with their multiplicities) in the interval \( I_\delta := [E_{\ell,k}^0 - \delta, E_{\ell,k}^0 + \delta] \), and, setting

\[
P^0 := 1_{I_\delta}(H_k^0) = 1_{E_{\ell,k}^0}(H_k^0), \quad P^\varepsilon := 1_{I_\delta}(H_k^\varepsilon), \quad P^{0,\varepsilon} := 1_{I_\delta}(H_k^0 + \varepsilon V_1),
\]

we have the convergences

\[
\| P^\varepsilon - P^0 \|_{L^2_{\text{per}} \to L^2_{\text{per}}} \leq C \varepsilon, \quad (31)
\]

\[
\| P^\varepsilon - \mathcal{M}^\varepsilon(1) P^0 \|_{L^2_{\text{per}} \to H^1_{\text{per}}} \leq C \varepsilon, \quad (32)
\]

\[
\| P^\varepsilon - \mathcal{M}^\varepsilon(2) P^{0,\varepsilon} \|_{H^1_{\text{per}} \to H^1_{\text{per}}} \leq C \varepsilon^2, \quad (33)
\]

\[
\left\| \left( P^\varepsilon - \hat{\mathcal{M}}^\varepsilon(2) P^{0,\varepsilon} \right) P^0 \right\|_{L^2_{\text{per}} \to H^1_{\text{per}}} \leq C \varepsilon^2. \quad (34)
\]

and

\[
\sum_{j=0}^{m-1} \left| E_{\ell+j,k}^\varepsilon - E_{\ell+j,k}^{0,\varepsilon} \right| \leq C \varepsilon^2, \quad \sum_{j=0}^{m-1} \left| E_{\ell+j,k}^\varepsilon - E_{\ell+j,k}^{0,\varepsilon} - \varepsilon \eta_j \right| \leq C \varepsilon^2, \quad (35)
\]

where \( \eta_0 \leq \eta_1 \leq \cdots \leq \eta_{m-1} \) are the eigenvalues of the \( m \times m \) hermitian matrix \( \left( \langle \psi_{\ell+j,k}^0, V_1 \psi_{\ell+j,k}^0 \rangle \right)_{0 \leq i,j \leq m-1} \).

An interpretation of (35) is that the degeneracy can be lifted at order \( \varepsilon \) by the macroscopic perturbation potential \( V_1 \). To obtain more accurate approximations of the eigenvalues of \( H_k^\varepsilon \), we can proceed as follows. The families of functions \( (\psi_{\ell+j,k}^0)_{0 \leq j \leq m-1} \) and \( (\psi_{\ell+j,k}^{0,\varepsilon})_{0 \leq j \leq m-1} \) form \( L^2_{\text{per}} \)-orthonormal bases of the ranges of the orthogonal projectors \( P^0 \) and \( P^{0,\varepsilon} \). Applying respectively the operators \( \hat{\mathcal{M}}^\varepsilon(2) \) and \( \mathcal{M}^\varepsilon(2) \) to these functions, we deduce from (33)-(34) that the so-obtained two families of functions form second-order \( H^1_{\text{per}} \)-approximations of \( L^2_{\text{per}} \)-orthogonal bases of \( P^\varepsilon \). Solving the variational approximation of the eigenvalue problem \( H_k^\varepsilon \psi = E \psi \) in one of these two families, we can obtain approximations of the \( m \) eigenvalues of \( H_k^\varepsilon \) close to \( E_{\ell,k}^0 \) with \( O(\varepsilon^4) \) accuracy.

2.5. Homogenization of physical quantities. Let us now explain how to use the above estimates to compute approximations of a few physical quantities of interest (QoI). We first consider the kinetic and potential contributions

\[
T_{\ell,k}^\varepsilon := \int_{\Omega} |\nabla \psi_{\ell,k}^\varepsilon|^2 \quad \text{and} \quad V_{\ell,k}^\varepsilon := \int_{\Omega} (\varepsilon^{-1} v_\varepsilon + W)|\psi_{\ell,k}^\varepsilon|^2 \quad (36)
\]

to the total energy \( E_{\ell,k}^\varepsilon \). We set

\[
T_{\ell,k}^0 := \int_{\Omega} |\nabla \psi_{\ell,k}^0|^2, \quad V_{\ell,k} := \int_{\Omega} V|\psi_{\ell,k}^0|^2, \quad W_{\ell,k} := \int_{\Omega} W|\psi_{\ell,k}^0|^2, \quad V_{\ell,k}^0 = V_{\ell,k} + W_{\ell,k}.
\]
and introduce the macroscopic potentials $F$ and $G$ defined as

$$F(x) := -\frac{1}{2} \int_{\Omega} v(x, y) \nabla_x A_2(x, y) \, dy = -\int_{\Omega} \nabla_x \chi_1(x, y) \cdot \nabla_y \chi_1(x, y) \, dy,$$

(37)

$$G(x) := \int_{\Omega} v(x, y) |\chi_1(x, y)|^2 \, dy = -2 \int_{\Omega} \chi_1(x, y) |\nabla_y \chi_1(x, y)|^2 \, dy,$$

(38)

which are related to $V_1$ through the equality

$$V_1 = G - 2F.$$

(39)

**Theorem 2.10** (Kinetic and potential energies). Assume the $v$ and $w$ satisfy (3). Let $\ell \in \mathbb{N}^*$ and $k \in \Omega^*$ be such that $E_{\ell,k}^0$ is a non-degenerate eigenvalue of $H_k^0$. Then for $\varepsilon > 0$ small enough, $E_{\ell,k}^\varepsilon$ is a non-degenerate eigenvalue of $H_k^\varepsilon$ and the kinetic and potential components of the energy $E_{\ell,k}^\varepsilon$ defined in (36) satisfy

$$T_{\ell,k}^\varepsilon = T_{\ell,k}^0 - V_{\ell,k} + \varepsilon \left( \int_{\Omega} (2F - 2G) \left| \psi_{\ell,k}^0 \right|^2 - 2 \int_{\Omega} (2V + W) \text{Re}(\overline{\psi_{\ell,k}^0} \phi_{\ell,k}^1) \right) + O(\varepsilon^2),$$

$$V_{\ell,k}^\varepsilon = V_{\ell,k}^0 + V_{\ell,k} + \varepsilon \left( \int_{\Omega} (3G - 4F) \left| \psi_{\ell,k}^0 \right|^2 + 2 \int_{\Omega} (2V + W) \text{Re}(\overline{\psi_{\ell,k}^0} \phi_{\ell,k}^1) \right) + O(\varepsilon^2),$$

where $\phi_{\ell,k}^1 := -(H_k^0 - E_{\ell,k}^0)^{-1}(V_1 \psi_{\ell,k}^0)$.

In particular, the homogenization process leads to a non-negative energy transfer from kinetic to potential energy of magnitude $\delta E_{\ell,k} = -V_{\ell,k} \geq 0$ (recall that $V \leq 0$, see (6)):

$$T_{\ell,k}^0 = \left( \lim_{\varepsilon \to 0} T_{\ell,k}^\varepsilon \right) - \delta E_{\ell,k} \quad \text{and} \quad V_{\ell,k}^0 = \left( \lim_{\varepsilon \to 0} V_{\ell,k}^\varepsilon \right) + \delta E_{\ell,k}.$$

(40)

This is due to the fact that $\psi_{\ell,k}^\varepsilon$ oscillates at scale $\varepsilon$ and therefore has a higher kinetic energy than $\psi_{\ell,k}^0$. Note also that in view of (39),

$$E_{\ell,k}^\varepsilon = T_{\ell,k}^\varepsilon + V_{\ell,k}^\varepsilon = T_{\ell,k}^0 + V_{\ell,k} + \varepsilon \int_{\Omega} (G - 2F) \left| \psi_{\ell,k}^0 \right|^2 + O(\varepsilon^2)$$

$$= E_{\ell,k}^0 + \varepsilon \int_{\Omega} V_1 |\psi_{\ell,k}^0|^2 + O(\varepsilon^2),$$

(41)

in agreement with (30). We also have (see Section 5.5.1)

$$\varepsilon^2 \int_{\Omega} \left| \Delta \psi_{\ell,k}^\varepsilon \right|^2 = \int_{\Omega} \left| \psi_{\ell,k}^\varepsilon(x) \right|^2 \int_{\Omega} v(x, y)^2 \, dy + O(\varepsilon),$$

(42)

so that $\varepsilon \|\psi_{\ell,k}^\varepsilon\|_{H^2_{per}}$ is bounded uniformly in $\varepsilon$.

The second QoI is the integrated density of states $\mathcal{I}^\varepsilon : \mathbb{R} \to \mathbb{R}_+$ defined by

$$\mathcal{N}^\varepsilon(E) := \int_{\Omega^*} \text{Tr} \mathbb{1}_{(-\infty, E]}(H_k^\varepsilon) \, dk = \sum_{\ell \in \mathbb{N}^*} \int_{\Omega^*} \mathbb{1}_{(E_{\ell,k}^\varepsilon \leq E)} \, dk,$$
which we want to compare to the homogenized integrated density of states

$$N^0(E) := \int_{\Omega^*} \text{Tr} \mathbb{1}_{(-\infty,E]}(H_0^k) \, dk = \sum_{\ell \in \mathbb{N}^*} \int_{\Omega^*} \mathbb{1}(E_{\ell,k}^0 \leq E) \, dk.$$ 

The arguments we use are similar to the ones in [CEG+20]. Consider an L-periodic Schrödinger operator $H$, with Bloch eigenvalues $E_{\ell,k}$. For each $\ell \in \mathbb{N}^*$ and $\mu \in \mathbb{R}$, we define the level set

$$S^\mu_\ell := \{ k \in \Omega^* \mid E_{\ell,k} = \mu \}.$$ 

We say that $\mu \in \mathbb{R}$ is a non-degenerate point of the spectrum of $H$ if the following conditions are satisfied:

1. \textbf{(C1):} $S^\mu_\ell := \bigcup_{\ell \in \mathbb{N}^*} S^\mu_\ell \neq \emptyset$ $(\mu \in \sigma(H))$.
2. \textbf{(C2):} for all $\ell \in \mathbb{N}$, $S^\mu_\ell \cap S^\mu_{\ell+1} = \emptyset$ (no surface crossing at energy level $\mu$).
3. \textbf{(C3):} $\partial_k E_{\ell,k} \neq 0$ for all $k \in S^\mu_\ell$ (no van Hove singularities at energy level $\mu$).

Here and below $\partial_k E_{\ell,k}$ denotes the gradient of the function $\mathbb{R} \ni k \mapsto E_{\ell,k} \in \mathbb{R}$, which is well-defined by Kato’s perturbation theory on $S^\mu_\ell$ in view of the non-degeneracy condition (C2).

**Theorem 2.11** (Integrated density of states). Assume $v$ and $W$ satisfy (3).

Let $E \in \mathbb{R}$.

1. If $E \not\in \sigma(H^0)$, there exists $\varepsilon_0 > 0$ such that for all $\varepsilon \in (0,\varepsilon_0] \cap \mathbb{N}^{-1}$, $N^\varepsilon(E) = N^0(E)$;
2. If $E$ is a non-degenerate point of the spectrum of $H^0$, then we have, using the notation of Theorem 2.7,

$$N^\varepsilon(E) = N^0(E) + O(\varepsilon) = \sum_{\ell \in \mathbb{N}^*} \int_{\Omega^*} \mathbb{1}(E_{\ell,k}^{0,\varepsilon} \leq E) \, dk + O(\varepsilon^2)$$

$$= \sum_{\ell \in \mathbb{N}^*} \int_{\Omega^*} \mathbb{1}(\tilde{E}_{\ell,k}^{\varepsilon,(2)} \leq E) \, dk + O(\varepsilon^4).$$

3. **Numerical results**

3.1. **Comparison between first-order and second-order approximations.** We first illustrate Theorem 2.7 on the error between the eigenmodes of $H^\varepsilon_\ell$ and their first- and second-order approximations obtained by homogenization theory. In order to be able to compute accurate reference solutions for small values of $\varepsilon$, we limit ourselves to the one-dimension case ($d = 1$). In our simulations, we consider the lattice $L = 2\pi \mathbb{Z}$, the unit cell $\Omega = [0,2\pi)$, and the potentials

$$v(x,y) = \cos(2x) \cos(2y) - \cos(x) \sin(y) \quad \text{and} \quad W(x) = 0.$$
We aim at approximating the ground-state ($\ell = 1$) of $H^\varepsilon_k$ at quasi-momentum $k = 0$. On Figure 1, we plot the quantities

$$
\left| E^\varepsilon_{\ell,k} - E^{0,\varepsilon}_{\ell,k} \right|, \quad \left| E^\varepsilon_{\ell,k} - E^{e,(1)}_{\ell,k} \right|, \quad \left| E^\varepsilon_{\ell,k} - E^{e,(2)}_{\ell,k} \right|, \quad \left| E^\varepsilon_{\ell,k} - \tilde{E}^{e,(2)}_{\ell,k} \right|,
$$

$$
\left\| \psi^{\varepsilon}_{\ell,k} - \psi^{e,(1)}_{\ell,k} \right\|_{H^1_{\text{per}}} , \quad \left\| \psi^{\varepsilon}_{\ell,k} - \psi^{e,(2)}_{\ell,k} \right\|_{H^1_{\text{per}}} , \quad \left\| \psi^{\varepsilon}_{\ell,k} - \tilde{\psi}^{e,(2)}_{\ell,k} \right\|_{H^1_{\text{per}}}. \quad (43)
$$

When $\varepsilon = p/q$ with $p, q \in \mathbb{N}^*$, $p > 1$, the above quantities are computed in a supercell of size $p$, see Remark 2.2. For consistency, the $H^1_{\text{per}}$-norm is defined by

$$
\| \psi \|_{H^1_{\text{per}}} = \left( \frac{1}{p} \int_{p\Omega} (|\psi|^2 + |\nabla \psi|^2) \right)^{1/2},
$$

and the eigenfunctions are normalized in such a way that

$$
\frac{1}{p} \int_{p\Omega} \left| \psi^{\varepsilon}_{\ell,k} \right|^2 = \frac{1}{p} \int_{p\Omega} \left| \psi^{e,(1)}_{\ell,k} \right|^2 = \frac{1}{p} \int_{p\Omega} \left| \psi^{e,(2)}_{\ell,k} \right|^2 = \frac{1}{p} \int_{p\Omega} \tilde{\psi}^{e,(2)}_{\ell,k} = 1.
$$

We observe that in the regime $\varepsilon < 0.4$, our second-order approximations greatly improve the first-order ones. We also observe that the asymptotic regimes described in Theorem 2.6 seem to be attained around $\varepsilon \approx 1/5$.

![Figure 1.](https://example.com) Quantity (43) (for $\ell = 1$ and $k = 0$) against $\varepsilon$, for $\varepsilon \in [10^{-1}, 1] \cap \mathbb{Q}$ (left), and $\varepsilon \in [10^{-3}, 1] \cap \mathbb{Q}$ (right).

Next, we numerically evaluate the optimal constants $C$ in the estimates (27)-(29). In Figure 2, we plot the quantities

$$
\varepsilon^{-1} \left| E^\varepsilon_{\ell,k} - E^{0,\varepsilon}_{\ell,k} \right|, \quad \varepsilon^{-2} \left| E^\varepsilon_{\ell,k} - E^{e,(1)}_{\ell,k} \right|, \quad \varepsilon^{-4} \left| E^\varepsilon_{\ell,k} - E^{e,(2)}_{\ell,k} \right|, \quad \varepsilon^{-4} \left| E^\varepsilon_{\ell,k} - \tilde{E}^{e,(2)}_{\ell,k} \right|,
$$

$$
\varepsilon^{-1} \left\| \psi^{\varepsilon}_{\ell,k} - \psi^{e,(1)}_{\ell,k} \right\|_{H^1_{\text{per}}} , \quad \varepsilon^{-2} \left\| \psi^{\varepsilon}_{\ell,k} - \psi^{e,(2)}_{\ell,k} \right\|_{H^1_{\text{per}}} , \quad \varepsilon^{-2} \left\| \tilde{\psi}^{e,(2)}_{\ell,k} \right\|_{H^1_{\text{per}}}. \quad (44)
$$

still for $\ell = 1$ and $k = 0$. As expected, they are bounded, and their maxima over $\varepsilon \in (0, \varepsilon_0]$ give the optimal prefactors in the bounds (27)-(29) for the example under consideration. We numerically observe that these constants are of orders 1 to 100.
We remark on \( E_{\ell,k}^{(\varepsilon)} \) and \( \tilde{E}_{\ell,k}^{(\varepsilon)} \) (resp. \( \psi_{\ell,k}^{(\varepsilon)} \) and \( \tilde{\psi}_{\ell,k}^{(\varepsilon)} \)) give very similar approximations of \( E_{\ell,k} \) (resp. \( \psi_{\ell,k} \) in \( H^1 \)-norm). Figure 2 also suggests that the prefactors are independent of the numerator of \( \varepsilon \) for \( \varepsilon = \frac{p}{q} \), with \( p \) and \( q \) coprime integers (at least for the quasi-momentum \( k = 0 \)).

We do not plot the errors obtained with the non-normalized approximations introduced in Remark 2.8, and only mention that the normalization procedure only slightly modifies the numerical results.

3.2. Localization of \( \psi_{\ell,k}^{(\varepsilon)} \). Next, we study the effect of the 'level of commensurability' of \( \varepsilon = \frac{p}{q} \in \mathbb{Q} \) on the localization of the eigenfunctions. When \( \varepsilon = \frac{p}{q} \) with \( p \) and \( q \) coprime integers, both operators \( H_0 \) and \( H^\varepsilon \) are \( p\mathbb{L} \)-periodic. We display in Figure 3 the kinetic energy per unit volume of \( \psi_{\ell,k}^{(\varepsilon)} \), that is

\[
\int_{p\Omega} |\nabla \psi_{\ell,k}^{(\varepsilon)}|^2 \\
\int_{p\Omega} |\psi_{\ell,k}^{(\varepsilon)}|^2,
\]

as well as the one of \( \psi_{\ell,k}^{(\varepsilon)} \), as a function of \( \varepsilon \). We see that this gives smooth curves, except for some exceptional values of \( \varepsilon \) (often corresponding to low values of \( p \) and \( q \)). We also note that the kinetic energy per unit volume of \( \psi_{\ell,k}^{(\varepsilon)} \) is larger than the one of its approximation \( \psi_{\ell,k}^{(\varepsilon)} \) for large values of \( \varepsilon \) and that the difference between these two quantities goes to zero with \( \varepsilon \).

In Figure 4, we plot \( |\psi_{\ell,k}^{(\varepsilon)}|^2 \) for \( \varepsilon = 1/2 \) and \( \varepsilon = 57/115 \approx 1/2 \). In the first case, the function is delocalized and has a low kinetic energy per unit volume. In the second case however, the wave function is much more localized, and has a higher kinetic energy per unit volume. This is reminiscent of Anderson...
Figure 3. Kinetic energy per unit volume of $\psi_{\ell,k}^\varepsilon$ (circles) and $\psi_{\ell,k}^{\varepsilon,(2)}$ (stars) as functions of $\varepsilon = p/q$, for many values of $p$ and $q$. The values of $\varepsilon = p/q$ are indicated for some points.

localization [And58]: the local disregistry field seems to play a role similar to disorder and localize the eigenstates. For $\varepsilon$ small enough, more precisely for $\varepsilon \lesssim 1/6$, this localization phenomenon does not happen, i.e. in this case $\psi_{\ell,k}^\varepsilon$ is always delocalized.

Figure 4. Plots of $|\psi_{\ell,k}^\varepsilon|^2$ (with $\ell = 1$ and $k = 0$) for $\varepsilon = 1/2$ and $\varepsilon = 57/115 = 1/2 - 1/330$ on their smallest common periodic cell $[0, 114\pi]$. 
Lastly, we plot in Figure 5 the densities and potentials for $\ell = 1$, $k = 0$ and $\varepsilon = \frac{1}{2}$. We observe that even for such a large value of $\varepsilon$, the second-order approximation $|\psi^{\varepsilon,(2)}_{\ell,k}|^2$ of the density $|\psi^{\varepsilon}_{\ell,k}|^2$ has a qualitatively correct profile, while the zeroth- and first-order approximations $|\psi^{0}_{\ell,k}|^2$ and $|\psi^{\varepsilon,(1)}_{\ell,k}|^2$ have not.

![Figure 5. Plots of the densities and potentials (for $\ell = 1$ and $k = 0$) for $\varepsilon = \frac{1}{2}$ on $[0, 2\pi]$.](image)

4. Formal two-scale expansions

In this section, we perform the formal two-scale expansions for both the eigenvalue problem and the linear equation.

4.1. Two-scale expansion of the eigenvalue problem. We start with the eigenvalue problem

$$H_{\varepsilon}^{\ell,k} \psi^{\varepsilon} = E^{\varepsilon} \psi^{\varepsilon}. \quad \text{(45)}$$

Our goal is to approximate the eigenmode $(E^{\varepsilon}_{\ell,k}, \psi^{\varepsilon}_{\ell,k})$ with simpler quantities, computed from macroscopic objects. Without loss of generality, we may impose the intermediate normalization condition

$$\langle \psi^{0}_{\ell,k}, \psi^{\varepsilon} \rangle_{L^2_{\text{per}}} = 1. \quad \text{(46)}$$

We consider the formal expansions

$$\psi^{\varepsilon}(x) = \sum_{i=0}^{+\infty} \varepsilon^i \psi_i \left( x, \frac{x}{\varepsilon} \right), \quad \text{and} \quad E^{\varepsilon} = \sum_{i=0}^{+\infty} \varepsilon^i E_i. \quad \text{(47)}$$

where $\psi_i(x, y)$ is $L$-periodic with respect to both $x$ and $y$, and insert these expansions in (45)-(46). In what follows, we write $f(x)$ if $f$ depends only on the variable $x$, and $f$ if it depends on the two variable $(x, y)$. Regrouping
the terms in $\varepsilon^i$ and considering $x$ and $y = \frac{z}{\varepsilon}$ as independent variables, we obtain

$$
\varepsilon^{-2} \left( -\Delta_y \psi_0 \right) + \varepsilon^{-1} \left[ -\Delta_y \psi_1 + (v - 2 \nabla_{x,k} \cdot \nabla_y) \psi_0 \right] 
+ \sum_{i \geq 0} \varepsilon^i \left( -\Delta_y \psi_i + 2 (v - 2 \nabla_{x,k} \cdot \nabla_y) \psi_{i+1} 
+ \left( -\nabla^2_{x,k} + W(x) \right) \psi_i - (E \ast \psi)_i \right) = 0,
$$

where we used the relations

$$
\nabla_k (fg) = f \nabla_k g + g \nabla f, \quad \nabla^2_k (fg) = g \nabla^2_k f + 2 \nabla_k f \cdot \nabla g + f \Delta g.
$$

At the formal level, we interpret the normalization condition (46) as

$$
\int_{\Omega} \langle \psi^0_{\ell,k}, \psi_0(\cdot, y) \rangle_{L^2_{\text{per}}} \, dy = 1, \quad \text{and} \quad \forall i \geq 1, \quad \int_{\Omega} \langle \psi^0_{\ell,k}, \psi_i(\cdot, y) \rangle_{L^2_{\text{per}}} \, dy = 0.
$$

**Terms in $\varepsilon^{-2}$.** At leading order in $\varepsilon$, the equation becomes $\Delta_y \psi_0(x, y) = 0$, from which we infer that $\psi_0$ is independent of $y$. We write $\psi_0(x, y) = \psi_0(x)$ to simplify the notation. The normalization condition simply reads

$$
\langle \psi^0_{\ell,k}, \psi_0 \rangle_{L^2_{\text{per}}} = 1.
$$

**Terms in $\varepsilon^{-1}$.** Since $\psi_0$ is independent of $y$, the next order simply reads

$$
\Delta_y \psi_1(x, y) = v(x, y) \psi_0(x).
$$

Integrating in $y$ on $\Omega$, we obtain the compatibility condition

$$
\psi_0(x) \int_{\Omega} v(x, y) \, dy = 0
$$

for all $x$, which justifies the assumption $\int_{\Omega} v(\cdot, y) \, dy = 0$. We will see later that $\psi_0$ is a normalized eigenfunction of a Schrödinger operator, and therefore does not vanish on a set of positive measure by the unique continuation principle. This also motivates the introduction of the corrector $\chi_1$ defined in (5), and satisfies $\Delta_y \chi_1 = v$. We obtain

$$
\psi_1(x, y) = \chi_1(x, y) \psi_0(x) + U_1(x), \quad (48)
$$

where the function $U_1$ only depends on the macroscopic variable $x$. Since $\int_{\Omega} \chi_1(x, y) \, dy = 0$, the normalization condition reads

$$
\langle \psi^0_{\ell,k}, U_1 \rangle_{L^2_{\text{per}}} = 0. \quad (49)
$$

**Terms in $\varepsilon^0$.** We have

$$
-\Delta_y \psi_2 + (v - 2 \nabla_{x,k} \cdot \nabla_y) \psi_1 + \left( -\nabla^2_{x,k} + W(x) - E_0 \right) \psi_0 = 0.
$$

Inserting the formula for $\psi_1$ in (48) and reordering the terms, we get

$$
0 = \left[ \left( -\nabla^2_{x,k} + W - E_0 \right) \psi_0 \right](x) + v \chi_1 \psi_0(x) - 2 \left( \nabla_x \cdot \nabla_y \chi_1 \right) \psi_0(x)
- \Delta_y \psi_2 - 2 \nabla_y \chi_1 \cdot \nabla_k \psi_0(x) + v U_1(x). \quad (50)
$$
Averaging with respect to $y$ on the periodic $\Omega$, the last four terms of the right-hand side vanish and we get

$$\left( -\nabla_k^2 + W(x) - E_0 \right) \psi_0(x) + \left( \int_{\Omega} v(x, y) \chi_1(x, y) \, dy \right) \psi_0(x) = 0,$$

which justifies the definition (6) of the homogenized potential $V$. The pair $(E_0, \psi_0)$ therefore is an eigenmode of the homogenized operator $H_k^0 = -\nabla_k^2 + V + W$ such that $\langle \psi_{0, \ell, k}, \psi_0 \rangle_{L^2_{per}(\Omega)} = 1$. Assuming for simplicity that $E_{\ell, k}^0$ is a non-degenerate eigenvalue of $H_k^0$, we obtain that

$$E_0 = E_{\ell, k}^0 \quad \text{and} \quad \psi_0 = \psi_{\ell, k}^0. \quad (51)$$

Going back to (50) and recalling that $V_0 = V + W$, we obtain

$$\Delta_y \psi_2 = \left[ v\chi_1 - V_0(x) - 2 (\nabla_x \cdot \nabla_y) \chi_1 \right] \psi_{\ell, k}^0 - 2 \nabla_y \chi_1 \cdot \nabla_k \psi_{\ell, k}^0(x) + v U_1(x).$$

All quantities have null average in $y \in \Omega$. Recalling the definition of $\chi_2$ and $A_2$ in (13)-(12), we integrate this expression to obtain

$$\psi_2 = \chi_2 \psi_{\ell, k}^0(x) + A_2 \cdot \nabla_k \psi_{\ell, k}^0(x) + \chi_1 U_1(x) + U_2(x), \quad (52)$$

where the function $U_2$ only depends on the macroscopic variable $x$. In order to have an approximation of $\psi_{\ell, k}^\varepsilon$ up to order 2, we need to identify the functions $U_1$ and $U_2$ appearing in the expression of $\psi_2$. It turns out that only the expression of $U_1$ matters (the term $U_2$ will give a higher order contribution). To find $U_1$, we consider the next order.

**Terms in $\varepsilon^1$.** Using (51), the term in $\varepsilon^1$ reads

$$\Delta_y \psi_3 = (v - 2 \nabla_x \cdot \nabla_y) \psi_2 + \left( -\nabla_k^2 + W(x) - E_0 \right) \psi_1 - E_1 \psi_0(x).$$

Inserting the expressions found for $E_0, \psi_0, \psi_1$ and $\psi_2$, this is also

$$\Delta_y \psi_3 = (v - 2 \nabla_x \cdot \nabla_y) \left[ \chi_2 \psi_{\ell, k}^0(x) + A_2 \cdot \nabla_k \psi_{\ell, k}^0(x) + \chi_1 U_1(x) + U_2(x) \right] + (-\nabla_k^2 + W(x) - E_{\ell, k}^0) \left[ \chi_1 \psi_0(x) + U_1(x) \right] - E_1 \psi_{\ell, k}^0(x). \quad (53)$$

We first average in $y$. Recall that $V_1$ was defined in (11) by $V_1(x) := \int_{\Omega} v(x, y) \chi_2(x, y) \, dy$, and notice that

$$\int_{\Omega} v(x, y) A_2(x, y) \, dy = \int_{\Omega} \chi_1 (\Delta_y A_2) = -2 \int_{\Omega} \chi_1 (\nabla_y \chi_1) = -\int_{\Omega} \nabla_y |\chi_1|^2 = 0. \quad (54)$$

We obtain

$$E_1 \psi_{\ell, k}^0(x) = V_1(x) \psi_{\ell, k}^0(x) + V(x) U_1(x) + \left( -\nabla_k^2 + W(x) - E_{\ell, k}^0 \right) U_1(x)$$

$$= (H_k^0 - E_{\ell, k}^0) U_1(x) + V_1(x) \psi_{\ell, k}^0(x).$$

Taking the inner product with $\psi_{\ell, k}^0$ yields

$$E_1 = \int_{\Omega} V_1 \ |\psi_{\ell, k}^0|^2, \quad (55)$$

and hence

$$(H_k^0 - E_{\ell, k}^0) U_1 = (E_1 - V_1) \psi_{\ell, k}^0 \in (\psi_{\ell, k}^0)^\perp \quad \text{in } L^2_{per}(\Omega). \quad (56)$$
Still assuming that $E_k^0$ is non-degenerate, and recalling that $\langle \psi_{\ell,k}^0, U_1 \rangle_{L^2_{\text{per}}} = 0$, see (49), we finally get

$$U_1 = - (H_k^0 - E_k^0)_{\perp}^{-1} (V_1 \psi_{\ell,k}^0). \quad (57)$$

Note that $U_1$ coincides with the function $\phi_{\ell,k}^1$ introduced in Theorem 2.10. One can continue the computations, and find explicit expressions for $U_2(x)$, $\psi_3(x,y)$, and so on (see Appendix B). For our purpose however, we may stop here.

**Conclusion.** Collecting the results in (48), (51), (52), (57), we obtain

$$\psi^\varepsilon(x) = \psi_{\ell,k}^0(x) + \varepsilon \left[ (\chi_1)e \psi_{\ell,k}^0(x) - (H_k^0 - E_k^0)_{\perp}^{-1} (V_1 \psi_{\ell,k}^0) \right] + \varepsilon^2 \left[ (\chi_2)e \psi_{\ell,k}^0(x) + (A_2)e \cdot \nabla_k \psi_{\ell,k}^0 - (\chi_1)e (H_k^0 - E_k^0)_{\perp}^{-1} (V_1 \psi_{\ell,k}^0) \right] + \varepsilon^2 U_2(x) + O(\varepsilon^3) \quad \text{(formal two-scale expansion)}.$$  

At this point, we may expect that the remainder is actually $O(\varepsilon^3)$ for the $L^2_{\text{per}}$-norm, but certainly not for the $H^1_{\text{per}}$-norm because the following term in the expansion, namely $\varepsilon^3 \psi_3(x, \frac{x}{\varepsilon})$, is highly oscillatory. On the other hand, we may expect that the remainder is $O(\varepsilon^2)$ for the $H^1_{\text{per}}$-norm since the latter only involves first derivatives of quantities oscillating at scale $\varepsilon$.

As our goal is to obtain first-order approximations of eigenfunctions of $H_k^\varepsilon$ for the $H^1_{\text{per}}$-norm, we may get rid of the non-oscillatory term $\varepsilon^2 U_2(x)$. We finally end up with

$$\psi^\varepsilon = \left(1 + \varepsilon(\chi_1)e + \varepsilon^2 \left[ (\chi_2)e + (A_2)e \cdot \nabla_k \right] \right) \psi_{\ell,k}^0 - \varepsilon(1 + \varepsilon(\chi_1)e) (H_k^0 - E_k^0)_{\perp}^{-1} (V_1 \psi_{\ell,k}^0) + O_{H^1_{\text{per}}} (\varepsilon^2) \quad \text{(expected)}.$$  

This motivates the introduction of the operator $\tilde{\mathcal{N}}^{\varepsilon;2}_{z,k}$ defined in (15).

4.2. **Two-scale expansion of the linear equation.** We now perform similar computations to solve the linear equation

$$(H_k^\varepsilon - z) u^\varepsilon = f.$$  

In what follows, we assume that $z \in \mathbb{C} \setminus \sigma(H_k^0)$, and we denote by $u_{k,z,f}^0 := (H_k^0 - z)^{-1} f$ the solution of the homogenized equation. We make the Ansatz

$$u^\varepsilon(x) = \sum_{i=0}^{+\infty} \varepsilon^i u_i \left( x, \frac{x}{\varepsilon} \right).$$  

We obtain the new set of equations

$$\sum_{i \geq -2} \varepsilon^i \left( - \Delta_y u_{i+2} + \delta_{i \geq -1} (v - 2 \nabla_{x,k} \cdot \nabla_y) u_{i+1} + \delta_{i \geq 0} \left( ( - \nabla_{x,k}^2 + W(x)) u_i - f \right) \right) = 0.$$
Repeating the same arguments as in the previous section (this time, \((H_k^0 - z)\) is invertible), we get (recall that we note \(f\) for \(f(x, y)\))

\[
\begin{align*}
u_0 &= u_{k,z,f}(x) \\
u_1 &= \chi_1 u_{k,z,f}(x) - [(H_k^0 - z)^{-1}(V_1 u_{k,z,f})](x) \\
u_2 &= (\chi_2 + A_2 \cdot \nabla_k) u_{k,z,f}(x) - \chi_1 [(H_k^0 - z)^{-1}(V_1 u_{k,z,f})](x) + U_2(x),
\end{align*}
\]

which suggests that

\[
u^0 = \tilde{M}^{\varepsilon,(2)}_{z,k} u_{k,z,f} + O_{H^1_{\text{per}}}(\varepsilon^2) \quad \text{(expected).}
\]

5. Proofs

We now provide the proofs of the previous results. This section is organized as follows:

1. First, we establish in Section 5.1 bounds on the multiplication operator \(\varepsilon^{-1}v\), from which we deduce that the operator \(H^\varepsilon\) is uniformly bounded from below, hence its Bloch fibers \(H_k^\varepsilon\) as well (uniformly in \(k\)); we then derive bounds on \((H_k^\varepsilon - z)^{-1}\) seen as an operator from \(H^{-1}_{\text{per}}(\Omega)\) to \(H^1_{\text{per}}(\Omega)\).

2. In Section 5.2 we compute expansions of the operators \(H_k^\varepsilon M^{\varepsilon,(1)}\), \(H_k^\varepsilon M^{\varepsilon,(2)}\) and \(H_k^\varepsilon \tilde{M}^{\varepsilon,(2)}_{z,k}\) leading to equalities such as

\[
(H_k^\varepsilon - z)M^{\varepsilon,(1)} = (H_k^0 - z) = \text{highly-oscillatory terms. (58)}
\]

3. We show in Section 5.3 that these equalities, together with the bounds on \((H_k^\varepsilon - z)^{-1}\) established in Section 5.1 and a technical lemma allowing us to control the highly-oscillatory terms, yields the proofs of Theorem 2.3 (approximations of the resolvent) and Corollary 2.4 (homogenization of the linear equation).

4. In Section 5.4 we prove Theorems 2.7 and 2.9 on the homogenization of the eigenvalue problem in the non-degenerate and degenerate cases respectively.

5. We finally prove Theorems 2.10 and 2.11 on the approximations of physical quantities of interest (kinetic/potential energies and integrated density of states) in Section 5.5.

5.1. Preliminary bounds on the operators \(\varepsilon^{-1}v\), \(H^\varepsilon\), and \(H_k^\varepsilon\). The following lemma collects some useful uniform bounds on \(\varepsilon^{-1}v\), \(H^\varepsilon\), and \(H_k^\varepsilon\). It shows in particular that \(H^\varepsilon\) is uniformly bounded from below.

Lemma 5.1. Let \(v\) and \(W\) satisfying (3).

1. There exists a constant \(c \in \mathbb{R}_+\) such that for all \(a > 0\), \(\varepsilon \in (0, 1]\), and \(u \in H^1(\mathbb{R}^d)\),

\[
\left| \int_{\mathbb{R}^d} \varepsilon^{-1}v \cdot u \right|^2 \leq a \int_{\mathbb{R}^d} |\nabla u|^2 + c(1 + a^{-1}) \int_{\mathbb{R}^d} |u|^2.
\]

2. For any \(a \in [0, 1\) and \(b > 0\), there exist \(c_a, C_b \in \mathbb{R}_+\) such that for any \(\varepsilon \in (0, 1]\), we have

\[
a(-\Delta) - c_a \leq H^\varepsilon \leq (1 + b)(-\Delta) + C_b,
\]

in the sense of quadratic forms.
Proof. Since \( \nabla \) we obtain by integration by parts that for all 
\( \varepsilon \in (0, 1] \), we have \( H^\varepsilon + \mu \geq 1 \) and 
\[
\left\| (H^\varepsilon + \mu)^{-1/2} \right\|_{L^2_{\text{per}} \rightarrow H^1_{\text{per}}} = \left\| (H^\varepsilon + \mu)^{-1/2} \right\|_{H^{-1/2} \rightarrow L^2_{\text{per}}} \leq M_\mu. \tag{61}
\]

(4) There exists a constant \( c \in \mathbb{R}_+ \) (depending only on \( V_0 = V + W \)) such that for all \( k \in \mathbb{R}^d \) and \( z \in \mathbb{C} \), we have 
\[
\left\| (1 - \nabla_0^2) (H_k^0 - z)^{-1} \right\|_{L^2_{\text{per}} \rightarrow L^2_{\text{per}}} \leq d_k(z), \tag{62}
\]
where 
\[
d_k(z) := 1 + (c + |z|) \left( \text{dist} \left( z, \sigma (H_k^0) \setminus \{ \sigma \} \right) \right)^{-\frac{1}{2}}. \tag{63}
\]

Proof. Since \( v \) and \( \Delta_x v \) are in \( C^0_{\text{per}}(\Omega; C^0_{\text{per,0}}(\Omega)) \), we have \( \chi_1, \nabla_x \chi_1, (\nabla_x \cdot \nabla_y) \chi_1 \) and \( \Delta_x \chi_1 \) in \( C^0_{\text{per}}(\Omega; C^0_{\text{per,0}}(\Omega)) \). Using the relation 
\[
\varepsilon^{-1} v_x = \varepsilon \Delta(\chi_1) \varepsilon - \varepsilon (\Delta_x \chi_1) \varepsilon - 2 (\nabla_x \cdot \nabla_y \chi_1) \varepsilon,
\]
we obtain by integration by parts that for all \( u \in C^\infty_c(\mathbb{R}^d) \), 
\[
\int_{\mathbb{R}^d} \varepsilon^{-1} v_x |u|^2 
= -\varepsilon \int_{\mathbb{R}^d} \nabla(\chi_1) \varepsilon \cdot 2 \pi \nabla u - \varepsilon \int_{\mathbb{R}^d} (\Delta_x \chi_1) \varepsilon |u|^2 - 2 \int_{\mathbb{R}^d} ((\nabla_x \cdot \nabla_y) \chi_1) \varepsilon |u|^2
= -\int_{\mathbb{R}^d} ((\nabla_y \chi_1) \varepsilon + \varepsilon (\nabla_x \chi_1) \varepsilon) \cdot 2 \pi \nabla u 
- \varepsilon \int_{\mathbb{R}^d} (\Delta_x \chi_1) \varepsilon |u|^2 - 2 \int_{\mathbb{R}^d} ((\nabla_x \cdot \nabla_y) \chi_1) \varepsilon |u|^2.
\]
Using the inequality 
\[
\forall \alpha > 0, \quad |2\pi \nabla u| \leq \alpha |\nabla u|^2 + \alpha^{-1} |u|^2,
\]
we obtain that for all \( \varepsilon \in (0, 1] \), 
\[
\left| \int_{\mathbb{R}^d} ((\nabla_y \chi_1) \varepsilon + \varepsilon (\nabla_x \chi_1) \varepsilon) \cdot 2 \pi \nabla u \right|
\leq a \int_{\mathbb{R}^d} |\nabla u|^2 + \frac{1}{a} \left( \| \nabla_y \chi_1\|_{C^0_{\text{per}}(C^0_{\text{per}})} + \| \nabla_x \chi_1\|_{C^0_{\text{per}}(C^0_{\text{per}})} \right) \int_{\mathbb{R}^d} |u|^2,
\]
hence (59) with 
\[
c = \max \left( \| \nabla_y \chi_1\|_{C^0_{\text{per}}(C^0_{\text{per}})} + \| \nabla_x \chi_1\|_{C^0_{\text{per}}(C^0_{\text{per}})}, \| \Delta_x \chi_1\|_{C^0_{\text{per}}(C^0_{\text{per}})} + \| (\nabla_x \cdot \nabla_y) \chi_1\|_{C^0_{\text{per}}(C^0_{\text{per}})} \right).
\]
We conclude by density that this inequality holds true for all \( u \in H^1(\mathbb{R}^d) \).

To derive (60), we use (59) and the fact that \( W \) is bounded.

The operator norms of a bounded operator and its adjoint are equal, and the inequality (61) is equivalent to (1 – \( \Delta \)) \( \leq M_\mu^2 (H^\varepsilon + \mu) \) in the sense of quadratic forms, which holds by (60).
For all $z \in \mathbb{C}$, we have
\[
(1 - \nabla^2_k) \left( H^0_k - z \right)^{-1} = (H^0_k - z + z + 1 - V_0) \left( H^0_k - z \right)^{-1} = P^0_k + (z + 1 - V_0) \left( H^0_k - z \right)^{-1},
\] where $P^0_k = 1 - P_k$ is the orthogonal projector on $\text{Ker} (H^0_k - z)^{-1}$ (in particular, $P^0_k$ is the orthogonal projector on $\text{Ker} (H^0_k - z)^{-1}$ in particular, $P^0_k = 1$ if $z \notin \sigma(H^0_k)$). Since $V_0$ is a bounded potential, we have
\[
\left\| (1 - \nabla^2_k) \left( H^0_k - z \right)^{-1} \right\|_{L^2_{\text{per}} \to L^2_{\text{per}}} \leq 1 + (1 + |V_0|_{L^\infty}) \left( \text{dist} \left( z, \sigma(H^0_k) \setminus \{z\} \right) \right)^{-1}.
\] Hence the result.

5.2. **Operator expansions.** We will make repeated use of the following relations. First, for $f : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{C}$, we have
\[
\begin{cases}
\nabla(f_\varepsilon) = (\nabla_x f_\varepsilon) + \varepsilon^{-1}(\partial_y f_\varepsilon), \\
\Delta(f_\varepsilon) = (\nabla_x f_\varepsilon) + 2\varepsilon^{-1}(\nabla_x \cdot \nabla_y f_\varepsilon) + \varepsilon^{-2}(\Delta_y f_\varepsilon).
\end{cases}
\] (65)

Second, if $f : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{C}$ and $A : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{C}^d$ have suitable regularities, we have in the sense of linear operators on $L^2_{\text{per}}(\Omega)$,
\[
\begin{align*}
\nabla_k^2 (f_\varepsilon \bullet) &= (\Delta_x f_\varepsilon) + 2\varepsilon^{-1}(\nabla_x \cdot \nabla_y f_\varepsilon) + \varepsilon^{-2}(\Delta_y f_\varepsilon) \\
&\quad + 2 \left( (\nabla_x f_\varepsilon) + \varepsilon^{-1}(\nabla_y f_\varepsilon) \right) \cdot \nabla_k + f_\varepsilon \nabla^2_k, \\
\nabla_k^2 (A_\varepsilon \cdot \nabla_k \bullet) &= ([\Delta_x A_\varepsilon] + 2\varepsilon^{-1}(\nabla_x \cdot \nabla_y A_\varepsilon) + \varepsilon^{-2}(\Delta_y A_\varepsilon)) \cdot \nabla_k \\
&\quad + 2 \left( (d_x A_\varepsilon) + \varepsilon^{-1}(d_y A_\varepsilon) \right) : \nabla^2_k + (A_\varepsilon \cdot \nabla_k) \nabla^2_k,
\end{align*}
\] (66) (67)

where we used the following notation:

- if $\psi \in H^2_{\text{per}}(\Omega)$, $\nabla^2_k \psi$ is the matrix-valued function of $L^2_{\text{per}}(\Omega; \mathbb{C}^{d \times d})$ with entries $[\nabla^2_k \psi]_{ij} = (\partial_{x_i} + ik_d)(\partial_{x_j} + ik_d)\psi$. Note that $[\nabla^2_k \psi](x)$ is the trace of the matrix $[\nabla^2_k \psi](x) \in \mathbb{C}^{d \times d}$;
- the derivatives $d_x A$ and $d_y A$ of the two-scale vector field $A$ are the two-scale matrix fields
\[
d_x A(x, y) = \left[ \frac{\partial A_i(x, y)}{\partial x_j} \right]_{1 \leq i,j \leq d} \quad \text{and} \quad d_y A(x, y) = \left[ \frac{\partial A_i(x, y)}{\partial y_j} \right]_{1 \leq i,j \leq d};
\]
- the doubly contracted product $P : Q$ is defined as $P : Q = \text{Tr}(P^T Q)$.

5.2.1. **Expansion of $H^\varepsilon_k \mathcal{M}^\varepsilon$.** Recall that
\[
H^\varepsilon_k = -\nabla^2_k + \varepsilon^{-1}v_\varepsilon + W(x) \quad \text{and} \quad \mathcal{M}^\varepsilon = 1 + \varepsilon(\chi_1)_\varepsilon.
\]
Using (66), we have the operator equality
\[
H^\varepsilon_k \mathcal{M}^\varepsilon = (-\nabla^2_k + \varepsilon^{-1}v_\varepsilon + W(x)) (1 + \varepsilon(\chi_1)_\varepsilon) = -\nabla^2_k + \varepsilon^{-1}v_\varepsilon + W - \varepsilon\nabla^2_k((\chi_1)_\varepsilon \bullet) + v_\varepsilon(\chi_1)_\varepsilon + \varepsilon(\chi_1)_\varepsilon W
\]
Together with the identities

\[(\Delta_y \chi_1)_\varepsilon = v_\varepsilon, \quad v_\varepsilon(\chi_1)_\varepsilon - 2((\nabla_x \cdot \nabla_y)\chi_1)_\varepsilon = V + (\Delta_y \chi_2)_\varepsilon, \]

\[-2(\nabla_y \chi_1)_\varepsilon = (\Delta_y A_2)_\varepsilon,\]

this gives

\[H^\varepsilon_k M^\varepsilon_{(1)} = H^0_k + (\Delta_y \chi_2)_\varepsilon + (\Delta_y A_2)_\varepsilon \cdot \nabla_k \]

\[+ \varepsilon \left[ (\chi_1)_\varepsilon W - (\Delta_x \chi_1)_\varepsilon - 2(\nabla_x \chi_1)_\varepsilon \cdot \nabla_k - (\chi_1)_\varepsilon \nabla^2_k \right]. \quad (68)\]

Replacing \( W \) by \( W - z \), we obtain

\[(H^\varepsilon_k - z) M^\varepsilon_{(1)} - (H^0_k - z) = \mathcal{I}^\varepsilon_{(0)} + \varepsilon \mathcal{I}^\varepsilon_{(1)}, \quad (69)\]

with

\[
\begin{cases}
\mathcal{I}^\varepsilon_{(0)} := (\Delta_y \chi_2)_\varepsilon + (\Delta_y A_2)_\varepsilon \cdot \nabla_k, \\
\mathcal{I}^\varepsilon_{(1)} := (\chi_1)_\varepsilon (W - z) - (\Delta_x \chi_1)_\varepsilon - 2(\nabla_x \chi_1)_\varepsilon \cdot \nabla_k - (\chi_1)_\varepsilon \nabla^2_k. \quad (70)
\end{cases}
\]

5.2.2. Expansion of \( H^\varepsilon_k M^\varepsilon_{(2)} \). We now perform a similar expansion for the operator \( H^\varepsilon_k M^\varepsilon_{(2)} \). The computations are similar, but more tedious. Recall that (see (14))

\[\mathcal{M}^\varepsilon_{(2)} := \mathcal{M}^\varepsilon_{(1)} + \varepsilon^2 [(\chi_2)_\varepsilon + (A_2)_\varepsilon \cdot \nabla_k].\]

Using (66), we have

\[
\varepsilon^2 (H^\varepsilon_k - z) (\chi_2)_\varepsilon
= -\varepsilon^2 \nabla^2_k ((\chi_2)_\varepsilon \bullet) + \varepsilon v_\varepsilon(\chi_2)_\varepsilon + \varepsilon^2 (W - z)(\chi_2)_\varepsilon
= -\varepsilon^2 (\Delta_x \chi_2)_\varepsilon - 2\varepsilon ((\nabla_x \cdot \nabla_y)\chi_2)_\varepsilon - (\Delta_y \chi_2)_\varepsilon
- 2 [\varepsilon^2 (\nabla_x \chi_2)_\varepsilon + \varepsilon (\nabla_y \chi_2)_\varepsilon] \cdot \nabla_k
- \varepsilon^2 (\chi_2)_\varepsilon \nabla^2_k + \varepsilon v_\varepsilon(\chi_2)_\varepsilon + \varepsilon^2 (W - z)(\chi_2)_\varepsilon
= -(\Delta_y \chi_2)_\varepsilon + \varepsilon [(v_\varepsilon(\chi_2)_\varepsilon - 2(\nabla_x \cdot \nabla_y)\chi_2)_\varepsilon - 2(\nabla_y \chi_2)_\varepsilon \cdot \nabla_k]
+ \varepsilon^2 [(W - z)(\chi_2)_\varepsilon - (\Delta_x \chi_2)_\varepsilon - 2(\nabla_x \chi_2)_\varepsilon \cdot \nabla_k - (\chi_2)_\varepsilon \nabla^2_k]. \quad (71)\]

Note that the leading order term \(-(\Delta_y \chi_2)_\varepsilon\) is the first term of the operator \( \mathcal{I}^\varepsilon_{(0)} \) defined in (70). Note also that the term \((v_\varepsilon(\chi_2)_\varepsilon\) is not in \( C^0_{\text{per}}(\Omega; C^0_{\text{per,0}}(\Omega)) \), since its integral w.r.t. \( y \) does not vanish for all \( x \in \Omega \). Actually, its average w.r.t. the \( y \) variable is the function \( V_1 \) defined in (11). All the other two-scale functions in the RHS of (71) are in \( C^0_{\text{per}}(\Omega; C^0_{\text{per,0}}(\Omega)) \).
Similarly, using (67), we have
\[
\epsilon^2 (H_k^0 - z)((A_2)_{\epsilon} \cdot \nabla_k) \\
= -\epsilon^2 \nabla_k^2 ((A_2)_{\epsilon} \cdot \nabla_k) + \epsilon v_\epsilon((A_2)_{\epsilon} \cdot \nabla_k) + \epsilon^2 (W - z)(A_2)_{\epsilon} \cdot \nabla_k \\
= -\epsilon^2 (\Delta x A_2)_{\epsilon} \cdot \nabla_k - 2\epsilon (\nabla x \cdot \nabla y A_2)_{\epsilon} \cdot \nabla_k - (\Delta y A_2)_{\epsilon} \cdot \nabla_k \\
- 2 \left[ \epsilon^2 (d_x A_2)_{\epsilon} + \epsilon (d_y A_2)_{\epsilon} \right] : \nabla_k^2 - \epsilon^2 ((A_2)_{\epsilon} \cdot \nabla_k) \nabla_k^2 \\
- \epsilon^2 ((\nabla x A_2)_{\epsilon} \cdot \nabla_k + \epsilon^2 (W - z)(A_2)_{\epsilon} \cdot \nabla_k \\
= - (\Delta y A_2)_{\epsilon} \cdot \nabla_k + \epsilon \left( (v A_2 - 2(\nabla x \cdot \nabla y) A_2)_{\epsilon} \cdot \nabla_k - 2(d_y A_2)_{\epsilon} : \nabla_k^2 \right) \\
+ \epsilon^2 (-(\Delta x A_2)_{\epsilon} + (W - z)A_2)_{\epsilon} \cdot \nabla_k - 2(d_x A_2)_{\epsilon} : \nabla_k^2 - ((A_2)_{\epsilon} \cdot \nabla_k) \nabla_k^2 \\
(72)
\]

Again, the leading order term $-(\Delta y A_2)_{\epsilon} \cdot \nabla_k$ is the second term of the operator $J^{(0)}_{\epsilon}$ defined in (70). All the two-scale functions in the RHS of (72) (and in particular the function $(v A_2)$, see (54)) are in $C^0_{\text{per}}(\Omega; C^0_{\text{per},0}(\Omega))$.

Adding $-\epsilon V_1$ to both sides of (69)-(70), replacing the terms $-(\Delta y A_2)_{\epsilon}$ and $-(\Delta y A_2)_{\epsilon} \cdot \nabla_k$ by the expressions given by (71) and (72), and rearranging the terms, we finally obtain

\[
(H_k^0 - z) M_{\epsilon}^{(2)} - ((H_k^0 - z) - \epsilon V_1) = \epsilon J^{(1)}_{\epsilon} + \epsilon^2 J^{(2)}_{\epsilon},
\]

where

\[
\begin{align*}
J^{(1)}_{\epsilon} &= (\alpha_{\epsilon}^{(1)})_\epsilon + \beta_{\epsilon}^{(1)} \epsilon \cdot \nabla_k - (\chi_{\epsilon}^{(1)})_\epsilon \nabla_k^2 - 2(d_y A_2)_{\epsilon} : \nabla_k^2, \\
J^{(2)}_{\epsilon} &= (\alpha_{\epsilon}^{(2)})_\epsilon + \beta_{\epsilon}^{(2)} \epsilon \cdot \nabla_k - (\chi_{\epsilon}^{(2)})_\epsilon \nabla_k^2 - 2(d_y A_2)_{\epsilon} : \nabla_k^2 - ((A_2)_{\epsilon} \cdot \nabla_k) \nabla_k^2,
\end{align*}
\]

with

\[
\begin{align*}
\alpha_{\epsilon}^{(1)} &= \chi_1(W - z) - \Delta x \chi_1 + (v \chi_2 - V_1) - 2(\nabla x \cdot \nabla y)\chi_2, \\
\alpha_{\epsilon}^{(2)} &= \chi_2(W - z) - \Delta x \chi_2, \\
\beta_{\epsilon}^{(1)} &= -2 \nabla x \chi_1 - 2 \nabla y \chi_2 + v A_2 - 2(\nabla x \cdot \nabla y) A_2, \\
\beta_{\epsilon}^{(2)} &= -2 \nabla x \chi_2 - \Delta x A_2 + A_2(W - z).
\end{align*}
\]

All the two-scale functions involved in (74) are in $C^0_{\text{per}}(\Omega; C^0_{\text{per},0}(\Omega))$.

5.2.3. Expansion of $H_k^0 M_{\epsilon}^{(2)}$. A similar calculation, using in addition the equality $(H_k^0 - z)(H_k^0 - z)^{-1} = 1 - P_{k,z}^0$, where $P_{k,z}^0$ is the orthogonal projection onto $\text{Ker}(H_k^0 - z)$, leads to

\[
(H_k^0 - z) M_{\epsilon}^{(2)} - ((H_k^0 - z) - \epsilon V_1) = \epsilon K^{(1)}_{k,z} + \epsilon^2 K^{(2)}_{k,z},
\]

where

\[
\begin{align*}
K^{(1)}_{k,z} &= J^{(1)}_{k,z} - J^{(0)}_{k,z}(H_k^0 - z)^{-1} V_1, \\
K^{(2)}_{k,z} &= J^{(2)}_{k,z} - J^{(1)}_{k,z}(H_k^0 - z)^{-1} V_1,
\end{align*}
\]

with the operators $J^{(j)}_{k,z}$ and $K^{(j)}_{k,z}$ are defined in (70) and (74).
5.3. Proof of Theorem 2.3 and Corollary 2.4 (resolvent and linear equation). Let us first establish the following lemma about Sobolev norms of multiplication operators by oscillating functions.

**Lemma 5.2.** There exists a constant $C \in \mathbb{R}_+$ such that for all $\varepsilon \in \mathbb{N}^{-1}$,

$$\forall g \in C^0_{\text{per}}(\Omega; C^0_{\text{per}}(\Omega)), \quad \forall \psi \in L^2_{\text{per}}(\Omega), \quad \|g_\varepsilon \psi\|_{L^2_{\text{per}}} \leq \|g\|_{C^0_{\text{per}}(C^0_{\text{per}})} \|\psi\|_{L^2_{\text{per}}},$$

(77)

$$\forall g \in C^1_{\text{per}}(\Omega; C^0_{\text{per}}(\Omega)), \quad \forall \psi \in H^1_{\text{per}}(\Omega), \quad \|g_\varepsilon \psi\|_{H^{-1}_{\text{per}}} \leq C\varepsilon \|g\|_{C^1_{\text{per}}(C^0_{\text{per}})} \|\psi\|_{H^1_{\text{per}}},$$

(78)

In other words, the multiplication operator by $g_\varepsilon$, still denoted by $g_\varepsilon$, satisfies

$$\|g_\varepsilon\|_{L^2_{\text{per}} \to L^2_{\text{per}}} \leq \|g\|_{C^0_{\text{per}}(C^0_{\text{per}})}, \quad \|g_\varepsilon\|_{H^1_{\text{per}} \to H^{-1}_{\text{per}}} \leq C\varepsilon \|g\|_{C^1_{\text{per}}(C^0_{\text{per}})}.$$  

(79)

**Proof of Lemma 5.2.** The inequality (77) is trivial. To establish (78), we consider $g \in C^1_{\text{per}}(\Omega; C^0_{\text{per}}(\Omega))$ and denote by $h_g$ the unique function in $C^1_{\text{per}}(\Omega; C^1_{\text{per}}(\Omega))$ such that $\Delta_y h_g = g$. We have

$$\nabla \cdot (\nabla_y h_g)_\varepsilon = ((\nabla_x \cdot \nabla_y)h_g)_\varepsilon + \varepsilon^{-1}(\Delta_y h_g) = ((\nabla_x \cdot \nabla_y)h_g)_\varepsilon + \varepsilon^{-1}g_\varepsilon.$$

(80)

It follows that

$$\langle g_\varepsilon \psi, \phi \rangle_{H^{-1}_{\text{per}}, H^1_{\text{per}}} = \int_\Omega g_\varepsilon \overline{\psi} \phi$$

$$= \varepsilon \int_\Omega (\nabla \cdot [(\nabla_y h_g)_\varepsilon]) \overline{\psi} \phi - \varepsilon \int_\Omega (\nabla_x \cdot \nabla_y)h_g)_\varepsilon \overline{\psi} \phi$$

$$= -\varepsilon \int_\Omega (\nabla_y h_g)_\varepsilon \cdot \nabla(\overline{\psi} \phi) - \varepsilon \int_\Omega (\nabla_x \cdot \nabla_y)h_g)_\varepsilon \overline{\psi} \phi,$$

so that in view of (4),

$$\left| \langle g_\varepsilon \psi, \phi \rangle_{H^{-1}_{\text{per}}, H^1_{\text{per}}} \right| \leq 2\varepsilon \max \left( \|\nabla_y h_g\|_{C^0_{\text{per}}(C^0_{\text{per}})}, \|((\nabla_x \cdot \nabla_y)h_g)_\varepsilon\|_{C^0_{\text{per}}(C^0_{\text{per}})} \right) \|\psi\|_{H^1_{\text{per}}} \|\phi\|_{H^1_{\text{per}}}$$

$$\leq 2\varepsilon \|h_g\|_{C^1_{\text{per}}(C^0_{\text{per}})} \|\psi\|_{H^1_{\text{per}}} \|\phi\|_{H^1_{\text{per}}}$$

$$\leq C\varepsilon \|g\|_{C^1_{\text{per}}(C^0_{\text{per}})} \|\psi\|_{H^1_{\text{per}}} \|\phi\|_{H^1_{\text{per}}}.$$  

Using

$$\|F\|_{H^{-1}_{\text{per}}} = \sup \left\{ \langle F, \phi \rangle_{H^{-1}_{\text{per}}, H^1_{\text{per}}}, \quad \phi \in H^1_{\text{per}}(\Omega), \quad \|\phi\|_{H^1_{\text{per}}} = 1 \right\}$$

we obtain (78).  

From the expansions established in the previous section and Lemma 5.2 above, we obtain the following.
Lemma 5.3. Let \( v \) and \( W \) satisfying (3). There exists a constant \( C \in \mathbb{R}_+ \) such that for all \( k \in \Omega^\varepsilon \), \( \varepsilon \in (0,1] \cap \mathbb{N}^{-1} \), and \( z \in \mathbb{C} \),

\[
\left\|(H^\varepsilon_k - z) \mathcal{M}^{(1)}(H_0^0 - z) \right\|_{H^2_{\text{per}} \to H^1_{\text{per}}} \leq C(1 + |z|) \varepsilon, \tag{81}
\]

\[
\left\|(H^\varepsilon_k - z) \mathcal{M}^{(2)}_k \circ (H_0^0 + \varepsilon V_1) - z \right\|_{H^2_{\text{per}} \to H^1_{\text{per}}} \leq C(1 + |z|) \varepsilon^2, \tag{82}
\]

\[
\left\|(H^\varepsilon_k - z) \mathcal{M}^{(2)}_k \circ (H_0^0 - z) - \varepsilon P^0_{k,z} V_1 \right\|_{H^3_{\text{per}} \to H^1_{\text{per}}} \leq C_{k,z} (1 + |z|) \varepsilon^2, \tag{83}
\]

with

\[
C_{k,z} = C(1 + \text{dist}(z, \sigma(H_0^0) \setminus \{z\}))^{-1}.
\]

Proof. From (69), (70), and (79), we get

\[
\left\|(H^\varepsilon_k - z) \mathcal{M}^{(1)}(H_0^0 - z) \right\|_{H^2_{\text{per}} \to H^1_{\text{per}}} \leq \|T^{(0)}_k\|_{H^2_{\text{per}} \to H^1_{\text{per}}} + \varepsilon \|T^{(1)}_{z,k}\|_{H^2_{\text{per}} \to H^1_{\text{per}}},
\]

with

\[
\|T^{(0)}_k\|_{H^2_{\text{per}} \to H^1_{\text{per}}} \leq \|\Delta y \chi_2\|_{H^2_{\text{per}} \to H^1_{\text{per}}} + \|\Delta_y A_2\|_{H^1_{\text{per}} \to H^1_{\text{per}}} + C\|\Delta_y A_2\|_{H^1_{\text{per}} \to H^1_{\text{per}}} \varepsilon
\]

\[
\leq C \left( \|\Delta_y \chi_2\|_{C^1_{\text{per}}(C^0_{\text{per}})} + \|\Delta_y A_2\|_{C^1_{\text{per}}(C^0_{\text{per}})} \right) \varepsilon
\]

\[
\|T^{(1)}_{z,k}\|_{H^2_{\text{per}} \to H^1_{\text{per}}} \leq \|\chi_1(W - z) - \Delta_x \chi_1\|_{H^2_{\text{per}} \to H^1_{\text{per}}} + C\|\Delta_x \chi_1\|_{H^1_{\text{per}} \to H^1_{\text{per}}} \varepsilon
\]

\[
+ C \|\Delta_x \chi_1\|_{H^1_{\text{per}} \to H^1_{\text{per}}} \varepsilon \leq C \left( \|\chi_1(W - z) - \Delta_x \chi_1\|_{C^0_{\text{per}}(C^0_{\text{per}})} + 2\|\chi_1\|_{C^1_{\text{per}}(C^0_{\text{per}})} \right).
\]

Hence (81). We obtain (82) by proceeding in the same way with (73)-(74). Note that we need to work with the space \( H^3_{\text{per}}(\Omega) \) in order to lead with the last term in \( \mathcal{J}^{(2)}_{z,k} \), in which the input function is differentiated three times before being multiplied by a highly-oscillating function. Likewise, we deduce (83) from (75)-(76) using in addition the fact that

\[
\|T^{(j)}_k\|_{H^2_{\text{per}} \to H^1_{\text{per}}} \leq \|T^{(j)}_k\|_{H^2_{\text{per}} \to H^1_{\text{per}}} \leq \|T^{(j)}_k\|_{H^2_{\text{per}} \to H^1_{\text{per}}} \varepsilon
\]

\[
\|T^{(j)}_k\|_{H^3_{\text{per}} \to H^1_{\text{per}}} \leq \|T^{(j)}_k\|_{H^3_{\text{per}} \to H^1_{\text{per}}} \varepsilon
\]

\[
\|T^{(j)}_k\|_{H^3_{\text{per}} \to H^1_{\text{per}}}
\]
with
\[ \| (H_k^0 - z)^{-1} V_1 \|_{H^2_{\text{per}} \to H^2_{\text{per}}} \]
\[ = \| (H_k^0 + \mu)^{-1} (H_k^0 + \mu) (H_k^0 - z)^{-1} V_1 \|_{H^2_{\text{per}} \to H^2_{\text{per}}} \]
\[ = \| (H_k^0 + \mu)^{-1} (H_k^0 - z)^{-1} (H_k^0 + \mu) V_1 \|_{H^2_{\text{per}} \to H^2_{\text{per}}} \]
\[ \leq \| (H_k^0 + \mu)^{-1} L^2_{\text{per}} \to H^2_{\text{per}} \| (H_k^0 - z)^{-1} (H_k^0 + \mu) \|_{L^2_{\text{per}} \to L^2_{\text{per}}} \| V_1 \|_{H^2_{\text{per}} \to L^2_{\text{per}}} \]
\[ \leq \| (H_k^0 + \mu)^{-1} L^2_{\text{per}} \to H^2_{\text{per}} \| (H_k^0 - z)^{-1} (H_k^0 + \mu) \|_{L^2_{\text{per}} \to L^2_{\text{per}}} \| V_1 \|_{C^0_{\text{per}}(C^0_{\text{per}})} \]
\[ \leq C(1 + \text{dist}(z, \sigma(H_k^0) \setminus \{0\}^{-1}), \]
for a constant $C \in \mathbb{R}_+$ independent of $k \in \Omega^*$ and $z$ ($\mu$ is here a fixed real number chosen as in Lemma 5.1). \hfill \Box

To transform (81)-(83) into resolvent estimates, we need uniform bounds on $(H_k^0 - z)^{-1}$ provided by the following lemma.

**Lemma 5.4.** Let $v$ and $W$ satisfying (3).

1. Let $\mu \in \mathbb{R}$ be such that $H^0 + \mu \geq 1$ for all $\varepsilon \in (0, 1]$ (see Lemma 5.1, assertion 3). Then, there exists $C \in \mathbb{R}_+$ such that for all $k \in \Omega^*$ and $\varepsilon \in \mathbb{N}^{-1}$,
\[ \| (H_k^0 + \mu)^{-1} - (H_k^0)^{-1} \|_{L^2_{\text{per}} \to L^2_{\text{per}}} \leq C \varepsilon. \] (84)

2. Let $\omega^*$ be a compact subset of $\overline{\Omega}$, and $\mathcal{C}$ a compact subset of $\mathbb{C}$ such that
\[ \text{dist} \left( \mathcal{C}, \bigcup_{k \in \omega^*} \sigma(H_k^0) \right) > 0. \]
Then, it holds
\[ \text{dist} \left( \mathcal{C}, \bigcup_{k \in \omega^*} \sigma(H_k^0) \right) \to \text{dist} \left( \mathcal{C}, \bigcup_{k \in \omega^*} \sigma(H_k^0) \right). \] (85)

In addition, there exists $\varepsilon_0 > 0$ and $C \in \mathbb{R}_+$ such that
\[ \forall k \in \omega^*, \ \forall z \in \mathcal{C}, \ \forall \varepsilon \in (0, \varepsilon_0) \cap \mathbb{N}^{-1}, \ \| (H_k^0 - z)^{-1} \|_{H^2_{\text{per}} \to H^1_{\text{per}}} \leq C. \] (86)

**Proof.** Taking $z = \mu$ in (81), we obtain that there exists $C \in \mathbb{R}_+$ such that
\[ \forall k \in \Omega^*, \ \forall \varepsilon \in \mathbb{N}^{-1}, \ \| (H_k^0 + \mu) \mathcal{M}^{(1)} - (H_k^0)^{-1} \|_{H^2_{\text{per}} \to H^1_{\text{per}}} \leq C \varepsilon. \]

Since
\[ \mathcal{M}^{(1)} (H_k^0 + \mu)^{-1} - (H_k^0)^{-1} = (H_k^0 + \mu)^{-1} \left( (H_k^0 + \mu) \mathcal{M}^{(1)} - (H_k^0 + \mu) \right) (H_k^0 + \mu)^{-1}, \]
we obtain that
\[ \| \mathcal{M}^{(1)} (H_k^0 + \mu)^{-1} - (H_k^0)^{-1} \|_{L^2_{\text{per}} \to L^2_{\text{per}}} \leq \| (H_k^0 + \mu)^{-1} \|_{L^2_{\text{per}} \to H^2_{\text{per}}} \| (H_k^0 + \mu)^{-1} \|_{H^1_{\text{per}} \to L^2_{\text{per}}} C \varepsilon. \]
Let us bound these two norms. From (62)-(63), the first norm is bounded uniformly in $k \in \Omega^*$. The second norm is also bounded uniformly in $k \in \Omega^*$ and $\varepsilon \in \mathbb{N}^{-1}$ in view of (61):

\[
\left\|(H_k^\varepsilon + \mu)^{-1}\right\|_{H_{\text{per}}^{-1} \to L_{\text{per}}^{2}} \\
\leq \left\|(H_k^\varepsilon + \mu)^{-1/2}\right\|_{L_{\text{per}}^{-2} \to L_{\text{per}}^{2}} \left\|(H_k^\varepsilon + \mu)^{-1/2} (1 - \nabla_k^2)^{1/2}\right\|_{L_{\text{per}}^{2} \to L_{\text{per}}^{2}} \\
\times \left\|(1 - \nabla_k^2)^{-1/2}\right\|_{H_{\text{per}}^{-1} \to L_{\text{per}}^{2}} \\
\leq M\mu \left\|(1 - \nabla_k^2)^{-1/2}\right\|_{H_{\text{per}}^{-1} \to L_{\text{per}}^{2}}.
\]

Therefore, we have

\[
\left\|M^{\varepsilon,(1)} (H_k^0 + \mu)^{-1} - (H_k^\varepsilon + \mu)^{-1}\right\|_{L_{\text{per}}^{2} \to L_{\text{per}}^{2}} \leq C\varepsilon,
\]

for a constant $C \in \mathbb{R}_+$ independent of $k \in \Omega^*$ and $\varepsilon \in \mathbb{N}^{-1}$. Using (77) and the fact that $\left\|(H_k^0 + \mu)^{-1}\right\|_{L_{\text{per}}^{2}} \leq 1$, we also get

\[
\left\|(H_k^0 + \mu)^{-1} - (H_k^\varepsilon + \mu)^{-1}\right\|_{L_{\text{per}}^{2} \to L_{\text{per}}^{2}} \\
\leq \left\|M^{\varepsilon,(1)} (H_k^0 + \mu)^{-1} - (H_k^\varepsilon + \mu)^{-1}\right\|_{L_{\text{per}}^{2} \to L_{\text{per}}^{2}} \\
+ \varepsilon \left\|(\chi_1)^{\varepsilon} (H_k^0 + \mu)^{-1}\right\|_{L_{\text{per}}^{2} \to L_{\text{per}}^{2}} \\
\leq C\varepsilon + \varepsilon \|\chi_1\|_{c_0^{\text{per}}(c_0^{\text{per}})}.
\]

This proves (84).

By the Courant-Fisher min-max principle, the bound (84) implies that for all $j \in \mathbb{N}^*$, the distance between the $j$th-th eigenvalues of the positive compact self-adjoint operators $(H_k^\varepsilon + \mu)^{-1}$ and $(H_k^0 + \mu)^{-1}$ (the eigenvalues being ranked here in non-increasing order and counting multiplicities) is not larger than $C\varepsilon$. Since the spectra of $H_k^\varepsilon$ and $H_k^0$ are obtained from the spectra of $(H_k^\varepsilon + \mu)^{-1}$ and $(H_k^0 + \mu)^{-1}$ by the transform $(0, 1] \ni \lambda \mapsto \lambda^{-1} - \mu \in \mathbb{R}$, we obtain (85).

Using the resolvent formula, we have for all $z$ in the resolvent set of $H_k^\varepsilon$,

\[
(H_k^\varepsilon - z)^{-1} = (H_k^\varepsilon + \mu)^{-1} + (z + \mu)(H_k^\varepsilon + \mu)^{-1}(H_k^\varepsilon - z)^{-1} \\
= (H_k^\varepsilon + \mu)^{-1} + (z + \mu)(H_k^\varepsilon + \mu)^{-1/2}(H_k^\varepsilon - z)^{-1}(H_k^\varepsilon + \mu)^{-1/2}.
\]

We therefore deduce from the uniform bounds (61) that

\[
\left\|(H_k^\varepsilon - z)^{-1}\right\|_{H_{\text{per}}^{-1} \to H_{\text{per}}^{2}} \\
\leq \left\|(H_k^\varepsilon + \mu)^{-1}\right\|_{H_{\text{per}}^{-1} \to H_{\text{per}}^{2}} \\
+ (|z| + |\mu|)\left\|(H_k^\varepsilon + \mu)^{-1/2}\right\|_{L_{\text{per}}^{-2} \to L_{\text{per}}^{2}} \left\|(H_k^\varepsilon - z)^{-1}\right\|_{L_{\text{per}}^{2} \to L_{\text{per}}^{2}} \\
\times \left\|(H_k^\varepsilon + \mu)^{-1/2}\right\|_{H_{\text{per}}^{-1} \to L_{\text{per}}^{2}} \\
\leq C(1 + (1 + |z|) \text{dist}(z, \sigma(H_k^\varepsilon))^{-1}),
\]

(87)
which, together with (85), gives (86).

We are now in position to complete the proof of Theorem 2.3.

Proof of Theorem 2.3. The fact that there exists \( \varepsilon_0 > 0 \) such that, for all \( \varepsilon \in (0, \varepsilon_0) \cap \mathbb{N}^{-1}, k \in \omega^*, \) and \( z \in \mathcal{C}, z \notin \sigma(H_k^0) \cup \sigma(H_k^0 + \varepsilon V_1), \) results from (84) and Kato’s perturbation theory (in its simplest form since the function \( V_1 \) is in \( C^2_{\text{per}}(\Omega) \) and therefore gives rise to a bounded multiplication operator). We therefore have for all \( \varepsilon \in (0, \varepsilon_0) \cap \mathbb{N}^{-1} \) and \( z \in \mathcal{C}, \)

\[
\left\| \mathcal{M}^{\varepsilon,(1)}(H_k^0 - z)^{-1} - (H_k^0 - z)^{-1} \right\|_{L^2_{\text{per}} \to H^1_{\text{per}}}
\leq \left\| (H_k^0 - z)^{-1} \right\|_{H^{-1}_{\text{per}} \to H^1_{\text{per}}} \left\| (H_k^0 - z)\mathcal{M}^{\varepsilon,(1)}(H_k^0 - z)^{-1} \right\|_{H^1_{\text{per}} \to H^{-1}_{\text{per}}}
\times \left\| (H_k^0 - z)^{-1} \right\|_{L^2_{\text{per}} \to H^1_{\text{per}}}.
\]

As \( \omega^* \) and \( \mathcal{C} \) are compact, \( \text{dist}(\mathcal{C}, \bigcup_{k \in \omega^*} \sigma(H_k^0)) > 0, \) and the domain of \( H^0 \) is equal to \( H^2(\mathbb{R}^d), \) the term \( \left\| (H_k^0 - z)^{-1} \right\|_{L^2_{\text{per}} \to H^1_{\text{per}}} \) is bounded uniformly in \( k \in \omega^* \) and \( z \in \mathcal{C}. \) The resolvent estimate (17) then immediately follows from (81) and (86).

We deduce (16) from (86) by observing that for all \( k \in \omega^*, z \in \mathcal{C} \) and \( \varepsilon \in (0, \varepsilon_0) \cap \mathbb{N}^{-1}, \)

\[
\left\| (H_k^0 - z)^{-1} - (H_k^0 - z)^{-1} \right\|_{L^2_{\text{per}} \to L^2_{\text{per}}}
\leq \left\| \mathcal{M}^{\varepsilon,(1)}(H_k^0 - z)^{-1} - (H_k^0 - z)^{-1} \right\|_{L^2_{\text{per}} \to L^2_{\text{per}}}
\times \left\| (H_k^0 - z)\mathcal{M}^{\varepsilon,(1)}(H_k^0 - z)^{-1} \right\|_{L^2_{\text{per}} \to L^2_{\text{per}}}
\leq C \varepsilon,
\]

for a constant \( C \in \mathbb{R}_+ \) independent of \( k, z \) and \( \varepsilon. \)

Let us now prove (19). We have

\[
\left\| \widetilde{\mathcal{M}}^{\varepsilon,(2)}(H_k^0 - z)^{-1} - (H_k^0 - z)^{-1} \right\|_{H^1_{\text{per}} \to H^{-1}_{\text{per}}}
\leq \left\| (H_k^0 - z)^{-1} \right\|_{H^{-1}_{\text{per}} \to H^1_{\text{per}}}
\times \left\| (H_k^0 - z)\widetilde{\mathcal{M}}^{\varepsilon,(2)}(H_k^0 - z)^{-1} \right\|_{H^1_{\text{per}} \to H^{-1}_{\text{per}}}
\times \left\| (H_k^0 - z)^{-1} \right\|_{H^1_{\text{per}} \to H^1_{\text{per}}}.
\]

As \( V_0 \in C^2_{\text{per}}(\Omega) \) and \( W \in W^{1,\infty}_{\text{per}}(\Omega), \) the boundedness of

\[
\left\| (H_k^0 - z)^{-1} \right\|_{H^1_{\text{per}} \to H^1_{\text{per}}},
\]

uniformly in \( k \in \omega^* \) and \( z \in \mathcal{C}, \) follows from elementary elliptic regularity results. Together with (83) and (86), the above inequality therefore leads to (19).
Lastly, we have
\[
\left\| \mathcal{M}^{\varepsilon, (2)} ((H^0_k + \varepsilon V_1) - z)^{-1} - (H^0_k - z)^{-1} \right\|_{\mathcal{H}_{\text{per}}^1 \to \mathcal{H}_{\text{per}}^3} \\
\leq \left\| (H^0_k - z) \mathcal{M}^{\varepsilon, (2)} - ((H^0_k + \varepsilon V_1) - z) \right\|_{\mathcal{H}_{\text{per}}^3 \to \mathcal{H}_{\text{per}}^1} \\
\times \left\| (H^0_k - z)^{-1} \right\|_{\mathcal{H}_{\text{per}}^1 \to \mathcal{H}_{\text{per}}^3} \left\| ((H^0_k + \varepsilon V_1) - z)^{-1} \right\|_{\mathcal{H}_{\text{per}}^3 \to \mathcal{H}_{\text{per}}^1},
\]
and
\[
\left\| (H^0_k + \varepsilon V_1) - z \right\|_{\mathcal{H}_{\text{per}}^1 \to \mathcal{H}_{\text{per}}^3} \\
\leq \left\| (H^0_k - z)^{-1} \right\|_{\mathcal{H}_{\text{per}}^3 \to \mathcal{H}_{\text{per}}^1} \left\| (1 + \varepsilon V_1 (H^0_k - z)^{-1}) \right\|_{\mathcal{H}_{\text{per}}^1 \to \mathcal{H}_{\text{per}}^3} \\
\leq \left( 1 - \varepsilon \right) \left\| V_1 (H^0_k - z)^{-1} \right\|_{\mathcal{H}_{\text{per}}^3 \to \mathcal{H}_{\text{per}}^1}. \]

Using (82) and (86), we finally obtain (18). \qed

5.4. **Proofs of Theorems 2.6, 2.7 and 2.9 (eigenmodes).** We first prove Theorem 2.6 as a corollary of the previous results. We then focus on Theorem 2.9 (degenerate eigenvalues).

5.4.1. **Proof of Theorem 2.6.** From (60), there exists two real constants $c_-$ and $C_+$ such that
\[
\forall \ell \in \mathbb{N}^*, \quad \forall k \in \Omega^*, \quad \frac{1}{2} \lambda_\ell (-\nabla_k^2) + c_- \leq E_{\ell, k}^\varepsilon \leq \frac{3}{2} \lambda_\ell (-\nabla_k^2) + C_+,
\]
where $\lambda_\ell (-\nabla_k^2)$ is the $\ell$th lowest eigenvalue of $-\nabla_k^2$. Since
\[
\min_{k \in \Omega^*} \lambda_\ell (-\nabla_k^2) \xrightarrow{\ell \to +\infty} +\infty \quad \text{(as } \ell^{2/d}, \text{)}
\]
we have (22).

From (84) and the Courant-Fischer min-max theorem, there exists a constant $C \in \mathbb{R}_+$ such that for all $\ell \in \mathbb{N}^*, \forall k \in \Omega^*$ and $\varepsilon \in \mathbb{N}^{-1}$,
\[
| (E_{\ell, k}^\varepsilon + \mu) - (E_{\ell, k}^0 + \mu) | \leq C \varepsilon,
\]
and thus
\[
| E_{\ell, k}^\varepsilon - E_{\ell, k}^0 | \leq C | E_{\ell, k}^0 + \mu | | E_{\ell, k}^\varepsilon + \mu | \varepsilon \leq C \ell \varepsilon,
\]
with $C_\ell = C \max_{k \in \Omega^*} \left( | E_{\ell, k}^0 + \mu | \left( \frac{3}{2} \lambda_\ell (-\nabla_k^2) + C_+ \right) \right) < +\infty$.

5.4.2. **Proof of Theorem 2.9.** Let $E_{\ell, k}^0 = \cdots = E_{\ell + m - 1, k}^0$ be an eigenvalue of $H^0_k$ of multiplicity $m$. Let $\gamma := \min( E_{\ell, k}^0 - E_{\ell - 1, k}^0, E_{\ell + m, k}^0 - E_{\ell, k}^0 ) > 0$ be the spectral gap around $E_{\ell, k}^0$ and $\mathcal{C}$ be the circle in the complex plane with center $E_{\ell, k}^0$ and radius $\delta := \gamma / 2$. Thanks to (23), we can find $\varepsilon_0 > 0$ such that for all $\varepsilon \in (0, \varepsilon_0] \cap \mathbb{N}^{-1}$, $H^\varepsilon_k$ has exactly $m$ eigenvalues (counting multiplicities) in the interval $I_\delta := [E_{\ell, k}^0 - \delta, E_{\ell, k}^0 + \delta]$ and neither $(E_{\ell, k}^0 - \delta)$
nor \((E_{\ell,k}^0 + \delta)\) are in \(\sigma(H_k^0)\). The same holds for \((H_k^0 + \varepsilon V_1)\) by virtue of Kato’s perturbation theory. We therefore have
\[
P^0 := \mathbb{1}_{(E_{\ell,k}^0)}(H_k^0) = \mathbb{1}_{I_\varepsilon}(H_k^0) = \frac{1}{2\pi i} \oint \frac{1}{(z - H_k^0)^{-1}} \text{d}z, \tag{88}
\]
\[
P^\varepsilon := \mathbb{1}_{I_\varepsilon}(H_k^0) = \frac{1}{2\pi i} \oint \frac{1}{(z - H_k^0)^{-1}} \text{d}z, \tag{89}
\]
\[
P^{0,\varepsilon} := \mathbb{1}_{I_\varepsilon}(H_k^0 + \varepsilon V_1) = \frac{1}{2\pi i} \oint \frac{1}{(z - (H_k^0 + \varepsilon V_1))^{-1}} \text{d}z. \tag{90}
\]
Using (16)-(18), there exist \(\varepsilon_0 > 0\) and \(C \in \mathbb{R}_+\) such that for all \(\varepsilon \in (0, \varepsilon_0] \cap \mathbb{N}^{-1}\),
\[
\|P^\varepsilon - P^0\|_{L^2_{\text{per}} \to L^2_{\text{per}}} \\
\leq \left\| \frac{1}{2\pi i} \oint (z - H_k^0)^{-1} \text{d}z - \frac{1}{2\pi i} \oint (z - H_k^0)^{-1} \text{d}z \right\|_{L^2_{\text{per}} \to L^2_{\text{per}}} \\
\leq \frac{1}{2\pi} \oint \|(z - H_k^0)^{-1} - (z - H_k^0)^{-1}\|_{L^2_{\text{per}} \to L^2_{\text{per}}} \text{d}z \leq C\varepsilon.
\]
Similarly,
\[
\|P^\varepsilon - \mathcal{M}^{\varepsilon,(1)} P^0\|_{L^2_{\text{per}} \to H^1_{\text{per}}} \\
\leq \frac{1}{2\pi} \oint \|(z - H_k^0)^{-1} - \mathcal{M}^{\varepsilon,(1)}(z - H_k^0)^{-1}\|_{L^2_{\text{per}} \to H^1_{\text{per}}} \text{d}z \leq C\varepsilon,
\]
proving (31), and
\[
\|P^\varepsilon - \mathcal{M}^{\varepsilon,(2)} P^{0,\varepsilon}\|_{H^1_{\text{per}} \to H^1_{\text{per}}} \\
\leq \frac{1}{2\pi} \oint \|(z - H_k^0)^{-1} - \mathcal{M}^{\varepsilon,(2)}(z - (H_k^0 + \varepsilon V_1))^{-1}\|_{H^1_{\text{per}} \to H^1_{\text{per}}} \text{d}z \leq C\varepsilon^2,
\]
proving (33). Let us now prove (34). Using (15), (88), (89), we first have
\[
P^\varepsilon - \tilde{\mathcal{M}}^{\varepsilon,(2)}_{k,F_{\ell,k}} P^0 = \frac{1}{2\pi i} \oint \left((z - H_k^0)^{-1} - \tilde{\mathcal{M}}^{\varepsilon,(2)}_{k,z}(z - H_k^0)^{-1}\right) \text{d}z \\
+ \varepsilon(1 + \varepsilon(\chi_1)\varepsilon_0)(H_k^0 - E_{\ell,k}^0)^{-1}V_1 P^0 - \frac{1}{2\pi i} \oint (H_k^0 - z)^{-1}V_1(z - H_k^0)^{-1} \text{d}z.
\]
Since
\[
\frac{1}{2\pi} \oint (z - H_k^0)^{-1}V_1(z - H_k^0)^{-1} \text{d}z \\
= (H_k^0 - E_{\ell,k}^0)^{-1}V_1 P^0 + P^0 V_1(H_k^0 - E_{\ell,k}^0)^{-1},
\]
we get
\[
P^\varepsilon - \tilde{\mathcal{M}}^{\varepsilon,(2)}_{k,F_{\ell,k}} P^0 = \frac{1}{2\pi i} \oint \left((z - H_k^0)^{-1} - \tilde{\mathcal{M}}^{\varepsilon,(2)}_{k,z}(z - H_k^0)^{-1}\right) \text{d}z \\
- \varepsilon(1 + \varepsilon(\chi_1)\varepsilon)P^0 V_1(H_k^0 - E_{\ell,k}^0)^{-1}.
\]
Multiplying both sides by $P^0$ on the right and using $(H_k^0 - E_{\ell,k})^{-1} P^0 = 0$, we obtain
\[
\left( P^\varepsilon - \overline{M}_{k,E_{\ell,k}}^\varepsilon (2) P^0 \right) P^0 = \left( \frac{1}{2\pi} \oint_{E_{\ell,k}} \left( z - H_k^\varepsilon \right)^{-1} \overline{M}_{k,z}^\varepsilon (2) \left( z - H_k^0 \right)^{-1} \right) P^0,
\]
and from (19) we obtain
\[
\left\| \left( P^\varepsilon - \overline{M}_{k,E_{\ell,k}}^\varepsilon (2) P^0 \right) P^0 \right\|_{H_{\text{per}}^2 \to H_{\text{per}}^1} \leq C \varepsilon^2.
\]
Finally, we use that $\|P^0\|_{L_{\text{per}}^2 \to H_{\text{per}}^1}$ is finite, and write $P^0 = P^0 P^0$, to show (34).

Let us finally prove (35). First, by a direct application of Kato’s perturbation theory for degenerate eigenvalues, we have
\[
E_{\ell+j,k}^0 = E_{\ell,k}^0 + \varepsilon \eta_j + O(\varepsilon^2),
\]
where we recall that $\eta_0 \leq \eta_1 \leq \cdots \leq \eta_{m-1}$ are the eigenvalues of the (diagonal) $m \times m$ matrix with entries $(\psi_{\ell+j+k}^0, V_1 \psi_{\ell+j+k}^0)$. The eigenvalues $E_{\ell,k}^\varepsilon \leq \cdots \leq E_{\ell+m-1,k}^\varepsilon$ are also the eigenvalues of the $m \times m$ matrix $H^\varepsilon$ with coefficients
\[
H_{j,j'}^\varepsilon := (\psi_{\ell+j,k}^\varepsilon, H_k^\varepsilon \psi_{\ell+j',k}^\varepsilon) = (\psi_{\ell+j,k}^\varepsilon, P^\varepsilon H_k^\varepsilon P^\varepsilon \psi_{\ell+j',k}^\varepsilon).
\]
Since $H_k^\varepsilon$ defines a bounded quadratic form on $H_{\text{per}}^1 \times H_{\text{per}}^1$, see (60), together with (33), we obtain
\[
H_{j,j'}^\varepsilon = (\psi_{\ell+j,k}^\varepsilon, P^0 H_k^\varepsilon M_k^\varepsilon (2) P^0 \psi_{\ell+j',k}^\varepsilon) + O(\varepsilon).
\]
Introducing the (positive) $m \times m$ Gram matrix $S$ with coefficients
\[
S_{j,j'} := (\psi_{\ell+j,k}^0, \psi_{\ell+j',k}^0),
\]
the previous equalities also read
\[
H^\varepsilon = S^* H^{0,\varepsilon} S + O(\varepsilon^2),
\]
with $H^{0,\varepsilon}$ the $m \times m$ matrix with coefficients
\[
H_{j,j'}^{0,\varepsilon} := (\psi_{\ell+j,k}^{0,\varepsilon}, M_k^{\varepsilon (2)} H_k^\varepsilon M_k^{\varepsilon (2)} \psi_{\ell+j',k}^{0,\varepsilon}).
\]
We now expand the coefficients of $H^{0,\varepsilon}$ using (14) and (73) and the fact that the $\psi_{\ell+j,k}^{0,\varepsilon}$’s are uniformly bounded in $H_{\text{per}}^3(\Omega)$, we get
\[
H_{j,j'}^{0,\varepsilon} = \left\langle M_k^{\varepsilon (2)} \psi_{\ell+j,k}^{0,\varepsilon}, H_k^\varepsilon M_k^{\varepsilon (2)} \psi_{\ell+j',k}^{0,\varepsilon} \right\rangle
\]
\[
= \left( \left( 1 + \varepsilon (\chi_1) \varepsilon \right) \psi_{\ell+j,k}^{0,\varepsilon}, \left( H_k^\varepsilon + \varepsilon V_1 + \varepsilon J_k^{\varepsilon (1)} \right) \psi_{\ell+j',k}^{0,\varepsilon} \right) + O(\varepsilon^2)
\]
\[
= E_{\ell+j,k} \delta_{j,j'} + \varepsilon \left( \psi_{\ell+j,k}^{0,\varepsilon}, \left( \chi_1 \varepsilon \psi_{\ell+j,k}^{0,\varepsilon}, \psi_{\ell+j',k}^{0,\varepsilon} \right) + \left( \psi_{\ell+j,k}^{0,\varepsilon}, J_k^{\varepsilon (1)} \psi_{\ell+j',k}^{0,\varepsilon} \right) \right) + O(\varepsilon^2).
\]
Using (74), (78), and again the fact that the $\psi_{\ell+j,k}^{0,\varepsilon}$’s are bounded in $H^3_{\text{per}}(\Omega)$, we obtain
\[
\left| \left\langle (\chi_1)_{\varepsilon} \psi_{\ell+j,k}^{0,\varepsilon}, \psi_{\ell+j',k}^{0,\varepsilon} \right\rangle \right| \leq \left\| (\chi_1)_{\varepsilon} \psi_{\ell+j,k}^{0,\varepsilon} \right\|_{H^{-1}_{\text{per}}} \left\| \psi_{\ell+j',k}^{0,\varepsilon} \right\|_{H^1_{\text{per}}} \leq C\varepsilon, \quad (93)
\]
\[
\left| \left\langle \psi_{\ell+j,k}^{0,\varepsilon}, \psi_{\ell+j',k}^{0,\varepsilon} \right\rangle \right| \leq C\varepsilon.
\]
So, introducing the diagonal matrix $H_1 = \text{diag}(\eta_0, \eta_1, \ldots, \eta_{m-1})$, we have
\[
H_{\varepsilon,k} = E_{\ell,k}^0 I_m + \varepsilon H_1 + O(\varepsilon^2).
\]
On the other hand, from (31), we see that $S = I_m + O(\varepsilon)$. In addition, from (33), we obtain
\[
\left\| P^{0,\varepsilon} P^0 \varepsilon - P^{0,\varepsilon} M_k^{(2)} P^{0,\varepsilon} \right\| \leq C\varepsilon^2,
\]
which gives, using again (93),
\[
(S^*)_{j,j'} = \left\langle \psi_{\ell+j,k}^{0,\varepsilon}, M_k^{(2)} \psi_{\ell+j',k}^{0,\varepsilon} \right\rangle + O(\varepsilon^2)
\]
\[
= \left\langle \psi_{\ell+j,k}^{0,\varepsilon}, (1 + \varepsilon(\chi_1)_{\varepsilon}) \psi_{\ell+j',k}^{0,\varepsilon} \right\rangle + O(\varepsilon^2)
\]
\[
= \delta_{jj'} + O(\varepsilon^2),
\]
\[
(94)
\]
So $SS = I_m + O(\varepsilon^2)$ and $S^*S = I_m + O(\varepsilon^2)$ as well. This proves that
\[
H_\varepsilon = S^* (E_{\ell,k}^0 I_m + \varepsilon H_1) S + O(\varepsilon^2)
\]
\[
= E_{\ell,k}^0 S^* S + \varepsilon (I_m + O(\varepsilon)) H_1 (I_m + O(\varepsilon)) + O(\varepsilon^2)
\]
\[
= E_{\ell,k}^0 I_m + \varepsilon H_1 + O(\varepsilon^2),
\]
and the result follows.

5.4.3. Proof of Theorem 2.7. It is easily seen that under the assumptions of Theorem 2.7, the bounds (31)-(34) established in the previous section hold uniformly in $k \in \omega^*$. Applying these results in the special case when $E_{\ell,k}^0$ is non-degenerate ($m = 1$), we obtain that for $\varepsilon \in \mathbb{N}^{-1}$ small enough, $E_{\ell,k}^0$ and $E_{\ell,k}^{0,\varepsilon}$ are non-degenerate for all $k \in \omega^*$, and both converge to $E_{\ell,k}^0$ when $\varepsilon \to 0$, uniformly in $k \in \omega^*$. We deduce from (31)-(34) that for $k \in \omega^*$ and $\varepsilon \in (0, \varepsilon_0] \cap \mathbb{N}^{-1}$,
\[
\left\| \left\langle \psi_{\ell,k}^{0,\varepsilon}, \psi_{\ell,k}^{0,\varepsilon} \right\rangle \mid_{L^2_{\text{per}}} \psi_{\ell,k}^{0,\varepsilon} - \psi_{\ell,k}^{0,\varepsilon} \right\|_{L^2_{\text{per}}} \leq C\varepsilon, \quad (95)
\]
\[
\left\| \left\langle \psi_{\ell,k}^{0,\varepsilon}, \psi_{\ell,k}^{0,\varepsilon} \right\rangle \mid_{L^2_{\text{per}}} \psi_{\ell,k}^{0,\varepsilon} - M_k^{(1)} \psi_{\ell,k}^{0,\varepsilon} \right\|_{H^1_{\text{per}}} \leq C\varepsilon, \quad (96)
\]
\[
\left\| \left\langle \psi_{\ell,k}^{0,\varepsilon}, \psi_{\ell,k}^{0,\varepsilon} \right\rangle \mid_{L^2_{\text{per}}} \psi_{\ell,k}^{0,\varepsilon} - M_k^{(2)} \psi_{\ell,k}^{0,\varepsilon} \right\|_{H^1_{\text{per}}} \leq C\varepsilon^2, \quad (97)
\]
\[
\left\| \left\langle \psi_{\ell,k}^{0,\varepsilon}, \psi_{\ell,k}^{0,\varepsilon} \right\rangle \mid_{L^2_{\text{per}}} \psi_{\ell,k}^{0,\varepsilon} - \tilde{M}_{E_{\ell,k}^{0,\varepsilon}}^{(2)} \psi_{\ell,k}^{0,\varepsilon} \right\|_{H^1_{\text{per}}} \leq C\varepsilon^2. \quad (98)
\]
From (95) and the orientation condition $\langle \psi_{\ell,k}^\varepsilon, \psi_{\ell,k}^0 \rangle_{L^2_{\text{per}}} \in \mathbb{R}^+$, we get
\[
\frac{1}{2} \| \psi_{\ell,k}^\varepsilon - \psi_{\ell,k}^0 \|_{L^2_{\text{per}}}^2 = 1 - \langle \psi_{\ell,k}^\varepsilon, \psi_{\ell,k}^0 \rangle_{L^2_{\text{per}}} - 1 - \langle \psi_{\ell,k}^\varepsilon, \psi_{\ell,k}^0 \rangle_{L^2_{\text{per}}}^2 \
= \left\| \langle \psi_{\ell,k}^\varepsilon, \psi_{\ell,k}^0 \rangle_{L^2_{\text{per}}} \psi_{\ell,k}^\varepsilon - \psi_{\ell,k}^0 \right\|_{L^2_{\text{per}}}^2 \leq C^2 \varepsilon^2.
\]
Combining with (96) and (98), we get
\[
\left\| \psi_{\ell,k}^\varepsilon - \mathcal{M}^{\varepsilon,(1)} \psi_{\ell,k}^0 \right\|_{H^1_{\text{per}}} \leq C \varepsilon \quad \text{and} \quad \left\| \psi_{\ell,k}^\varepsilon - \tilde{\mathcal{M}}^{\varepsilon,(2)}_{E,\ell,k} \psi_{\ell,k}^0 \right\|_{H^1_{\text{per}}} \leq C \varepsilon^2.
\]
In particular, we have
\[
\left\| \mathcal{M}^{\varepsilon,(1)} \psi_{\ell,k}^0 \right\|_{L^2_{\text{per}}} = 1 + O(\varepsilon), \quad \text{and} \quad \left\| \tilde{\mathcal{M}}^{\varepsilon,(2)}_{E,\ell,k} \psi_{\ell,k}^0 \right\|_{L^2_{\text{per}}} = 1 + O(\varepsilon^2),
\]
from which we get
\[
\left\| \psi_{\ell,k}^\varepsilon - \psi_{\ell,k}^{\varepsilon,(1)} \right\|_{H^1_{\text{per}}} \leq C \varepsilon \quad \text{and} \quad \left\| \psi_{\ell,k}^\varepsilon - \tilde{\psi}_{\ell,k}^{\varepsilon,(2)} \right\|_{H^1_{\text{per}}} \leq C \varepsilon^2,
\]
where $\psi_{\ell,k}^{\varepsilon,(1)}$ and $\tilde{\psi}_{\ell,k}^{\varepsilon,(2)}$ are the $L^2_{\text{per}}(\Omega)$-normalizations of $\mathcal{M}^{\varepsilon,(1)} \psi_{\ell,k}^0$ and $\tilde{\mathcal{M}}^{\varepsilon,(2)}_{E,\ell,k} \psi_{\ell,k}^0$, respectively introduced in (24) and (26).

From (94) in the case where the eigenvalue is non-degenerate, we get
\[
\left\| \langle \psi_{\ell,k}^\varepsilon, \psi_{\ell,k}^0 \rangle_{L^2_{\text{per}}} \right\|_{L^2_{\text{per}}} = 1 + O(\varepsilon^2).
\]
Taking square-roots and using the orientation condition $\langle \psi_{\ell,k}^\varepsilon, \psi_{\ell,k}^0 \rangle_{L^2_{\text{per}}} \in \mathbb{R}^+$, we get
\[
\langle \psi_{\ell,k}^\varepsilon, \psi_{\ell,k}^0 \rangle_{L^2_{\text{per}}} = 1 + O(\varepsilon^2).
\]
Together with (97), this yields $\left\| \psi_{\ell,k}^\varepsilon - \psi_{\ell,k}^{\varepsilon,(2)} \right\|_{H^1_{\text{per}}} \leq C \varepsilon^2$, where $\psi_{\ell,k}^{\varepsilon,(2)}$ is defined in (25).

The bounds on the eigenvalues in (27)-(29) are straightforward consequences of the following well-known result.

**Lemma 5.5 (Approximations of eigenvalues).** Let $H$ be an operator on $L^2_{\text{per}}(\Omega)$ with domain $H^2_{\text{per}}(\Omega)$ and form domain $H^1_{\text{per}}(\Omega)$ such that
\[
c_\v - \Delta \leq H \leq C_\v (1 - \Delta)
\]
in the sense of quadratic forms, for some constants $c_\v \in \mathbb{R}$ and $C_\v \in \mathbb{R}^+$. Let $E \in \mathbb{R}$ be an eigenvalue of $H$ and $\psi \in H^2_{\text{per}}$ an associated normalized eigenvector, i.e. $\|\psi\|_{L^2_{\text{per}}} = 1$ and $H\psi = E\psi$. Then, for all $\varphi \in H^1_{\text{per}}$ such that $\|\varphi\|_{L^2_{\text{per}}} = 1$, we have
\[
|E - \langle \varphi | H | \varphi \rangle| \leq \max \left( |E - c_-|, C_+ + \max(-E, 0) \right) \| \psi - \varphi \|_{H^1_{\text{per}}}^2.
\]

This shows that if we have an $H^1_{\text{per}}$-approximation $\varphi$ of $\psi$ of order $\v^\alpha$, then $\langle \varphi | H | \varphi \rangle$ (i.e. the Rayleigh quotient since $\varphi$ is normalized) provides an approximation of $E$ of order $\v^{2\alpha}$. 
Proof. We have

$$2 \operatorname{Re} \langle \psi, \psi - \varphi \rangle_{L^2_{\text{per}}} = 2 - 2 \operatorname{Re} \langle \psi, \varphi \rangle_{L^2_{\text{per}}} = \| \psi - \varphi \|^2_{L^2_{\text{per}}} ,$$

hence

$$\langle \varphi | H | \varphi \rangle - E = \langle \psi - \varphi | H | \psi - \varphi \rangle - 2 \operatorname{Re} \langle \psi | H | \psi - \varphi \rangle = \langle \psi - \varphi | H | \psi - \varphi \rangle - 2 E \operatorname{Re} \langle \psi, (\psi - \varphi) \rangle_{L^2_{\text{per}}}$$

$$= \langle \psi - \varphi | H | \psi - \varphi \rangle - E \| \psi - \varphi \|^2_{L^2_{\text{per}}} = \langle \psi - \varphi | H | \psi - \varphi \rangle - (E - c_-) \| \psi - \varphi \|^2_{L^2_{\text{per}}} .$$

We therefore have

$$(E - c_-) \| \psi - \varphi \|^2_{L^2_{\text{per}}} \leq \langle \varphi | H | \varphi \rangle - E \leq C_+ \| \psi - \varphi \|^2_{H^1_{\text{per}}} - E \| \psi - \varphi \|^2_{L^2_{\text{per}}}$$

hence (101).

Let us finally prove (30). For this purpose, we need the following lemma on oscillatory integrals.

**Lemma 5.6.** For $$f \in L^2_{\text{per}}(\Omega)$$, $$g \in C^0_{\text{per}}(\Omega; C^0_{\text{per}}(\Omega))$$, and $$\varepsilon \in \mathbb{N}^{-1}$$, we set

$$I_\varepsilon(f, g) := \int_{\Omega} g_{\varepsilon} f = \int_{\Omega} g(x, \varepsilon^{-1} x) f(x) \, dx ,$$

$$I_0(f, g) := \int_{\Omega} \left( \int_{\Omega} g(x, y) \, dy \right) f(x) \, dx .$$

Then, for all $$m \in \mathbb{N}$$, there exists $$C_m \in \mathbb{R}_+$$ such that for all $$f \in H^m_{\text{per}}(\Omega)$$ and $$g \in C^m_{\text{per}}(\Omega; C^0_{\text{per}}(\Omega))$$,

$$|I_\varepsilon(f, g) - I_0(f, g)| \leq C_m \varepsilon^m \| f \|_{H^m_{\text{per}}} \| g \|_{C^m_{\text{per}}(C^0_{\text{per}})} .$$  (102)

**Proof.** For $$m = 0$$, the inequality (102) (with $$C_0 = 2 |\Omega|^{1/2}$$) is a straightforward consequence of the Cauchy-Schwarz inequality. Let us first prove (102) for $$m = 1$$. Setting $$G(x) := \int_{\Omega} g(x, y) \, dy$$, and $$h_y$$ the unique solution to $$\Delta_y h_y(x, y) = g(x, y) - G(x)$$ in $$C^1_{\text{per}}(\Omega; C^0_{\text{per}}(\Omega))$$, we have

$$\nabla \cdot ([\nabla_y h_y]_\varepsilon) = ((\nabla_x \cdot \nabla_y) h_y)_\varepsilon + \varepsilon^{-1} (\Delta_y h_y)_\varepsilon = ((\nabla_x \cdot \nabla_y) h_y)_\varepsilon + \varepsilon^{-1} (g_\varepsilon - G)$$

and therefore, as

$$\int_{\Omega} \nabla \cdot ([\nabla_y h_y]_\varepsilon) f = - \int_{\Omega} (\nabla_y h_y)_\varepsilon \cdot \nabla f = - I_\varepsilon(\nabla f, \nabla_y h_y) ,$$

then

$$I_\varepsilon(f, g) = I_0(f, g) - \varepsilon I_\varepsilon(\nabla f, \nabla_y h_y) - \varepsilon I_\varepsilon(f, (\nabla_x \cdot \nabla_y) h_y) .$$  (103)

Thus, using the inequality (102) for $$m = 0$$, we get using (4),

$$|I_\varepsilon(f, g) - I_0(f, g)| \leq \varepsilon \left( |I_\varepsilon(\nabla f, \nabla_y h_y) + I_\varepsilon(f, (\nabla_x \cdot \nabla_y) h_y)| \right)$$

$$\leq C_0 \varepsilon \left( \| \nabla f \|_{L^2_{\text{per}}} \| \nabla_y h_y \|_{C^0_{\text{per}}(C^0_{\text{per}})} + \| f \|_{L^2_{\text{per}}} \| (\nabla_x \cdot \nabla_y) h_y \|_{C^0_{\text{per}}(C^0_{\text{per}})} \right)$$

$$\leq C_1 \varepsilon \| f \|_{H^1_{\text{per}}} \| g \|_{C^1_{\text{per}}(C^0_{\text{per}})} ,$$

This proves the result for $$m = 1$$. We conclude using an elementary recursion argument. \qed
We therefore obtain, using the fact that
\[ \langle \psi_{\ell,k}^{(2)} | H_k | \psi_{\ell,k}^{(2)} \rangle = \frac{\langle \tilde{M}_{E_{\ell,k}^{(2)},k}^{\varepsilon} \psi_{\ell,k}^{0} | H_k^{\varepsilon} | \tilde{M}_{E_{\ell,k}^{(2)},k}^{\varepsilon} \psi_{\ell,k}^{0} \rangle}{\| \tilde{M}_{E_{\ell,k}^{(2)},k}^{\varepsilon} \psi_{\ell,k}^{0} \|_{L_{\text{per}}^2}}, \]
which, according to (29), is equal to \( E_{\ell,k}^{\varepsilon} + O(\varepsilon^4) \). We have
\[
\tilde{M}_{E_{\ell,k}^{(2)},k}^{\varepsilon} \psi_{\ell,k}^{0} = \psi_{\ell,k}^{0} + \varepsilon \phi_{\ell,k}^{1} + \varepsilon (\chi_1)_{\varepsilon} (\psi_{\ell,k}^{0} + \varepsilon \phi_{\ell,k}^{1}) + \varepsilon^2 \left( (\chi_2)_{\varepsilon} \psi_{\ell,k}^{0} + (A_2)_{\varepsilon} \cdot \nabla_k \psi_{\ell,k}^{0} \right),
\]
where
\[
\phi_{\ell,k}^{1} := - (H_k - E_{\ell,k}^{0})_{\perp}^{-1} (V_1 \psi_{\ell,k}^{0}),
\]
and, using (75) with \( z = E_{\ell,k}^{0} \),
\[
H_k \tilde{M}_{E_{\ell,k}^{(2)},k}^{\varepsilon} \psi_{\ell,k}^{0} = E_{\ell,k}^{0} \tilde{M}_{E_{\ell,k}^{(2)},k}^{\varepsilon} \psi_{\ell,k}^{0} + \varepsilon \langle \psi_{\ell,k}^{0} | V_1 \psi_{\ell,k}^{0} \rangle \psi_{\ell,k}^{0} + \varepsilon (\chi_1)_{\varepsilon} \psi_{\ell,k}^{0} + \varepsilon^2 \left( (\chi_2)_{\varepsilon} \psi_{\ell,k}^{0} + (A_2)_{\varepsilon} \cdot \nabla_k \psi_{\ell,k}^{0} \right).
\]
We therefore obtain, using the fact that \( \phi_{\ell,k}^{1} \in (\psi_{\ell,k}^{0})_{\perp} \),
\[
\| \tilde{M}_{E_{\ell,k}^{(2)},k}^{\varepsilon} \psi_{\ell,k}^{0} \|_{L_{\text{per}}^2}^2 = 1 + \varepsilon^2 \| \phi_{\ell,k}^{1} \|_{L_{\per}^2}^2 + \varepsilon^2 \| (\chi_1)_{\varepsilon} \psi_{\ell,k}^{0} \|_{L_{\text{per}}^2}^2 + 2\varepsilon^3 \text{Re} \left( \int_{\Omega} (\chi_1)_{\varepsilon} \overline{\psi_{\ell,k}^{0}} \phi_{\ell,k}^{1} \right) + O(\varepsilon^4),
\]
and
\[
\langle \tilde{M}_{E_{\ell,k}^{(2)},k}^{\varepsilon} \psi_{\ell,k}^{0} | H_k | \tilde{M}_{E_{\ell,k}^{(2)},k}^{\varepsilon} \psi_{\ell,k}^{0} \rangle = E_{\ell,k}^{0} \| \tilde{M}_{E_{\ell,k}^{(2)},k}^{\varepsilon} \psi_{\ell,k}^{0} \|_{L_{\text{per}}^2}^2 + \varepsilon \langle \psi_{\ell,k}^{0} | V_1 \psi_{\ell,k}^{0} \rangle \psi_{\ell,k}^{0} + \varepsilon^2 \left( (\chi_1)_{\varepsilon} \psi_{\ell,k}^{0} + \varepsilon \phi_{\ell,k}^{1} \right) + \varepsilon^3 \left( (\chi_2)_{\varepsilon} \psi_{\ell,k}^{0} + (A_2)_{\varepsilon} \cdot \nabla_k \psi_{\ell,k}^{0} \right) + O(\varepsilon^4).
\]
The terms in the above expansions of
\[
\| \tilde{M}_{E_{\ell,k}^{(2)},k}^{\varepsilon} \psi_{\ell,k}^{0} \|_{L_{\text{per}}^2}^2 \quad \text{and} \quad \langle \tilde{M}_{E_{\ell,k}^{(2)},k}^{\varepsilon} \psi_{\ell,k}^{0} | H_k | \tilde{M}_{E_{\ell,k}^{(2)},k}^{\varepsilon} \psi_{\ell,k}^{0} \rangle
\]
are sums of elementary terms of the form \( I_\varepsilon(f, g) = \int_{\Omega} g \varepsilon f \). Using (102) with \( m = 4 \), we obtain that each of these elementary terms are of the form
We use the notation \( E^{\varepsilon, (2)}_{\ell, k} \) can be expanded in powers of \( \varepsilon \):

\[
E^{\varepsilon, (2)}_{\ell, k} = E^0_{\ell, k} + \varepsilon \langle \psi^0_{\ell, k} | V_1 | \psi^0_{\ell, k} \rangle + \varepsilon^2 \eta^{(2)}_{\ell, k} + \varepsilon^3 \eta^{(2)}_{\ell, k} + O(\varepsilon^4).
\]

Hence (30) since we already know that \( E^\varepsilon_{\ell, k} = \tilde{E}^{\varepsilon, (2)}_{\ell, k} + O(\varepsilon^4) \).

5.5. **Proof of Theorems 2.10 and 2.11 (quantities of interest).**

5.5.1. **Proof of Theorem 2.10 (kinetic and potential energies).** In this section we use the notation \( \psi^\varepsilon := \psi^\varepsilon_{\ell, k}, \psi^0 := \psi^0_{\ell, k}, \) and \( \phi^1 := \phi^1_{\ell, k} \) to alleviate the reading. From (99), and setting

\[
\varphi^\varepsilon := \psi^0 + \varepsilon \phi^1 + \varepsilon (\chi_1) \varepsilon (\psi^0 + \varepsilon \phi^1) + \varepsilon^2 (\langle (\chi_2) \varepsilon (\psi^0 + (A_2) \varepsilon \cdot \nabla k \psi^0)\rangle
\]

we get \( \psi^\varepsilon = \varphi^\varepsilon + O_{H^1_{\text{per}}} (\varepsilon^2) \), so that,

\[
T^\varepsilon_{\ell, k} = \int \Omega |\nabla_k \varphi^\varepsilon|^2 + O(\varepsilon^2) \quad V^\varepsilon_{\ell, k} = \int \Omega (\varepsilon^{-1} v + W) |\varphi^\varepsilon|^2 + O(\varepsilon^2).
\]

Using (102) and the equalities

\[
\nabla_k (\psi^0 + \varepsilon \phi^1 + \varepsilon (\chi_1) \varepsilon (\psi^0 + \varepsilon \phi^1) + \varepsilon^2 (\langle (\chi_2) \varepsilon (\psi^0 + (A_2) \varepsilon \cdot \nabla k \psi^0)\rangle
\]

\[
= \nabla_k \psi^0 + \varepsilon \nabla_k \phi^1 + \varepsilon (\chi_1) \varepsilon \nabla_k \psi^0 + \varepsilon (\nabla x \chi_1) \varepsilon \psi^0 + (\nabla y \chi_1) \varepsilon (\psi^0 + \varepsilon \phi^1) + \varepsilon ((\nabla y \chi_2) \varepsilon (\psi^0 + (d_y A_2) \varepsilon \cdot \nabla k \psi^0) + O_{L^2_{\text{per}}} (\varepsilon^2),
\]

\[
\text{Re} \langle \nabla_k \psi^0 | \nabla_k \phi^1 \rangle = \text{Re} (-\nabla^2_k \psi^0 | \phi^1) = - \int \Omega (V + W - E^0_{\ell, k}) \text{Re} (\overline{\psi^0} \phi^1)
\]

and

\[
\int \Omega |\nabla y \chi_1 (x, y)|^2 \, dy = -\chi_1 (x), \quad \int \Omega \chi_1 (x, y) \nabla y \chi_1 (x, y) \, dy = 0,
\]

\[
\int \Omega \nabla x \chi_1 (x, y) \nabla y \chi_1 (x, y) \, dy = -F(x),
\]

\[
\int \Omega \nabla x \chi_1 (x, y) \nabla y \chi_2 (x, y) \, dy = 2F(x) - G(x),
\]

\[
\int \Omega (\nabla x \chi_1 (x, y))^T d_y A_2 (x, y) \, dy = 0,
\]

\[
\int \Omega v (x, y) \chi_1 (x, y) \, dy = G(x), \quad \int \Omega v (x, y) \chi_2 (x, y) \, dy = G(x) - 2F(x),
\]

\[
\int \Omega v (x, y) A_2 (x, y) \, dy = 0,
\]

where \( C \in \mathbb{C} \) is a constant. We conclude that \( E^{\varepsilon, (2)}_{\ell, k} \) can be expanded in powers of \( \varepsilon \):
we obtain
\[ T_{\ell,k} = \| \nabla_k \psi^0 + \varepsilon \nabla_k \phi^1 \|^2_{L^2_{per}} + \| (\nabla_y \chi_1) \varepsilon (\psi^0 + \varepsilon \phi^1) \|_{L^2_{per}}^2 + 2 \varepsilon \text{Re} \left( (\nabla_y \chi_1) \varepsilon \nabla_k \psi^0 + (\nabla_x \chi_1) \varepsilon \phi^1 + (\nabla_y \chi_2) \varepsilon \psi^0 \right) + O(\varepsilon^2) \]
\[ = T_{\ell,k}^0 + 2 \varepsilon \text{Re} \left( (\nabla_y \chi_1) \varepsilon \nabla_k \phi^1 \right) + \int_{\Omega} \left( \| \nabla_y \chi_1 \varepsilon \|^2 \right) \varepsilon \left( |\psi^0|^2 + 2 \varepsilon \text{Re}(\overline{\psi} \phi^1) \right) + O(\varepsilon^2) \]
\[ + 2 \varepsilon \text{Re} \left( \int_{\Omega} \overline{\psi} \chi_1 \nabla_y \chi_1 \varepsilon \cdot \nabla_k \psi^0 \right) + 2 \varepsilon \int_{\Omega} (\nabla_x \chi_1 \cdot \nabla_y \chi_1) \varepsilon |\psi^0|^2 + O(\varepsilon^2) \]
\[ = \frac{T_{\ell,k}^0}{\varepsilon} - V_{\ell,k} + \varepsilon \left( 2 \int_{\Omega} (F - G) |\psi^0|^2 + 2 \int_{\Omega} (2V + W) \text{Re}(\overline{\psi} \phi^1) + O(\varepsilon^2) \right) \]
and
\[ V_{\ell,k} = \int_{\Omega} W \left| \psi^0 + \varepsilon \phi^1 \right|^2 + \varepsilon \int_{\Omega} (v \psi^1)_\varepsilon |\psi^0|^2 + 2 \int_{\Omega} (v \chi_1)_\varepsilon \left| \psi^0 + \varepsilon \phi^1 \right|^2 + O(\varepsilon^2) \]
\[ = \int_{\Omega} W \left| \psi^0 \right|^2 + 2 \varepsilon \int_{\Omega} W \text{Re}(\overline{\psi} \phi^1) + 2 \int_{\Omega} V \left| \psi^0 \right|^2 + 4 \varepsilon \int_{\Omega} V \text{Re}(\overline{\psi} \phi^1) + 4 \varepsilon \int_{\Omega} G \left| \psi^0 \right|^2 + O(\varepsilon^2) \]
\[ = V_{\ell,k}^0 + V_{\ell,k} + \varepsilon \left( \int_{\Omega} (3G - 4F) |\psi^0|^2 + 2 \int_{\Omega} (2V + W) \text{Re}(\overline{\psi} \phi^1) \right) + O(\varepsilon^2). \]

To show (42), we can write the Schrödinger equation satisfied by $\psi_{\ell,k}^\varepsilon$ and multiply it by $\varepsilon^2$, yielding
\[ \varepsilon \Delta \psi_{\ell,k}^\varepsilon = v_{\ell,k} \psi_{\ell,k}^\varepsilon - \varepsilon 2ik \cdot \nabla \psi_{\ell,k}^\varepsilon + \varepsilon \left( |k|^2 + W - E_{\ell,k}^\varepsilon \right) \psi_{\ell,k}^\varepsilon. \]

Taking the square and integrating, we obtain
\[ \varepsilon^2 \int_{\Omega} |\Delta \psi_{\ell,k}^\varepsilon|^2 = \int_{\Omega} v_{\ell,k}^2 |\psi_{\ell,k}^\varepsilon|^2 + O(\varepsilon), \]
and finally we use the approximation $\psi_{\ell,k}^\varepsilon = (1 + \varepsilon (\chi_1)_\varepsilon) \psi_{\ell,k}^0 + O_{H^1_{per}}(\varepsilon)$. 

5.5.2. Proof of Theorem 2.11 (integrated density of states). If $\psi \not\in \sigma(H^0)$, we deduce from Theorem 2.6 that for $\varepsilon \in \mathbb{N}^{-1}$ small enough, $N^\varepsilon(E) = N^0(E) = \ell_*$, where $\ell_* = 0$ if $E < \min \sigma(H^0)$ and $\ell_*$ is the unique integer such that
\[ \max_{k \in \Omega^*} E_{\ell_*+1,k}^0 < E < \min_{k \in \Omega^*} E_{\ell_*+k}^0. \]
if $E > \min \sigma(H^0)$.

Let us now assume that $E$ is a non-degenerate point of the spectrum of $H^0$. Define
\[
S^0_\ell,E := \{ k \in \Omega^* | E^0_{\ell,k} = E \}, \quad S^0_\ell := \bigcup_{\ell \in \mathbb{N}^*} S^0_\ell,E,
\]
\[
S^e_\ell,E := \{ k \in \Omega^* | E^e_{\ell,k} = E \}, \quad S^e_\ell := \bigcup_{\ell \in \mathbb{N}^*} S^e_\ell,E.
\]
Since $\min_{k \in \Omega^*} E^0_{\ell,k} \to +\infty$ when $\ell \to \infty$, only a finite number of sets $S^0_\ell,E$ are non-empty. Let $1 \leq \ell_- \leq \ell_+ < \infty$ be such that $S^0_{\ell_-},E \neq \emptyset$ if and only if $\ell_- \leq \ell \leq \ell_+$. Relying again on Theorem 2.6, we also have for $\varepsilon > 0$ small enough, $S^e_\ell,E \neq \emptyset$ if and only if $\ell_- \leq \ell \leq \ell_+$.

Recall that for each $\ell \in \mathbb{N}^*$, the function $\mathbb{R}^d \ni k \mapsto E^0_{\ell,k} \in \mathbb{R}$ is $\mathbb{L}^*$-periodic, Lipschitz continuous, and real-analytic at each point $k$ such that $E^0_{\ell-1,k} < E^0_{\ell,k} < E^0_{\ell+1,k}$. Let $\ell_- \leq \ell \leq \ell_+$. In view of the non-degeneracy conditions (C2) and (C3), the set $S^0_\ell,E$, seen as a subset of the torus $\mathbb{R}^d / \mathbb{L}^*$, is a compact $(d-1)$-dimensional submanifold of $\mathbb{R}^d / \mathbb{L}^*$, and there exists $\delta_0 > 0$, such that for all $0 < \delta \leq \delta_0$ and all $k \in \Omega^*$, $\sigma(H^0_k \cap [E-\delta, E+\delta])$ is either empty or consists of one non-degenerate eigenvalue of $H^0_k$. We define
\[
\omega^\delta_0 := \{ k \in \overline{\Omega^*} | \sigma(H^0_k \cap [E-\delta, E+\delta]) \neq \emptyset \}.
\]
Note that in view of (C3), $\omega^\delta_0$ is a compact neighborhood of $S^0,E$ for each $\delta > 0$. Besides, from (C3) and the smoothness of $k \mapsto E_{\ell,k}$ away from eigenvalue crossings, there exists a positive constant $c_\Omega > 0$ such that
\[
\forall 0 < \delta \leq \delta_0, \quad \forall k \in \omega^\delta_0, \quad \forall \ell \text{ s.t. } E^0_{\ell,k} \in [E-\delta, E+\delta], \quad |\partial_k E^0_{\ell,k}| \geq c_\Omega.
\]
This implies that there exists a constant $M \in \mathbb{R}^+$ depending on $c_\Omega$, the Haussdorff measure of $S^0,E$, and its curvature, such that, up to reducing the value of $\delta_0$,
\[
\forall 0 < \delta \leq \delta_0, \quad |\omega^\delta_0| \leq M\delta.
\]
In view of Theorem 2.6, there exists $\varepsilon_0 > 0$ such that for all $0 < \varepsilon \leq \varepsilon_0$,
\[
\max_{\ell_- \leq \ell \leq \ell_+} \max_{k \in \Omega^*} |E^e_{\ell,k} - E^0_{\ell,k}| \leq C_\varepsilon \varepsilon \leq \delta_0,
\]
with $C_\varepsilon := \max_{\ell_- \leq \ell \leq \ell_+} C_\ell$. It follows that for all $0 < \varepsilon \leq \varepsilon_0$,
\[
\mathcal{N}^\varepsilon(E) = \mathcal{N}^0(E) + \sum_{\ell_- \leq \ell \leq \ell_+} \int_{\Omega^*} \left( \mathbbm{1}(E^e_{\ell,k} \leq E) - \mathbbm{1}(E^0_{\ell,k} \leq E) \right) dk
\]
\[
= \mathcal{N}^0(E) + \sum_{\ell_- \leq \ell \leq \ell_+} \int_{\Omega^*} \mathbbm{1}(E^e_{\ell,k} \leq E < E^0_{\ell,k}) dk
\]
\[
- \sum_{\ell_- \leq \ell \leq \ell_+} \int_{\Omega^*} \mathbbm{1}(E^0_{\ell,k} \leq E < E^e_{\ell,k}) dk,
\]
with
\[
\bigcup_{\ell = \ell_-}^{\ell_+} \{ k \in \Omega^* \mid E^0_{\ell,k} \leq E < E^0_{\ell,k} \} \subset \omega^*_{\ell,\varepsilon}
\]
so that
\[
\forall 0 < \varepsilon \leq \varepsilon_0, \quad |N^\varepsilon(E) - N^0(E)| \leq \frac{\omega^*_{\ell,\varepsilon}}{\Omega^*} \leq MC^*\frac{\omega^*}{\Omega^*} \varepsilon.
\]
Hence, \(N^\varepsilon(E) = N^0(E) + O(\varepsilon)\). Likewise, using the results of Theorem 2.7 on degenerate eigenvalues with \(\omega^* = \omega^*_0\), we have that there exists \(\varepsilon_0 > 0\) and \(C \in \mathbb{R}_+\) such that for all \(k \in \omega^*_0\), \(0 < \varepsilon \leq \varepsilon_0\), and \(\ell_- \leq \ell \leq \ell_+\) such that \(E^0_{\ell,k} \in [E - \delta_0, E + \delta_0]\),
\[
\left| E^\varepsilon_k - \left( E^0_{\ell,k} + \varepsilon \int_{\Omega^*} V_1 |\psi^0_{\ell,k}|^2 \right) \right| \leq C\varepsilon^2, \quad \left| E^\varepsilon_k - E^\varepsilon_{\ell,k}^{(2)} \right| \leq C\varepsilon^4, \quad \left| E^\varepsilon_k - E^\varepsilon_{\ell,k}^{(2)} \right| \leq C\varepsilon^4.
\]
Observing that
\[
N^\varepsilon(E) = \sum_{\ell \in \mathbb{N}^*} \int_{\Omega^*} \mathbf{1}(E^\varepsilon_{\ell,k}^{(2)} \leq E) \, dk + \sum_{\ell = \ell_-}^{\ell_+} \int_{\Omega^*} \mathbf{1}(E^\varepsilon_k \leq E < E^\varepsilon_{\ell,k}^{(2)}) \, dk
\]
and reasoning as above, we obtain
\[
N^\varepsilon(E) = \sum_{\ell \in \mathbb{N}^*} \int_{\Omega^*} \mathbf{1}(E^\varepsilon_{\ell,k}^{(2)} \leq E) \, dk + O(\varepsilon^4),
\]
and similarly the remaining two estimates of \(N^\varepsilon(E)\).

**APPENDIX A. OTHER SCALINGS**

In this Appendix, we study operators of the form
\[
H^\varepsilon_{\ell} := -\nabla^2_k + \varepsilon^{-\zeta} v \left( x, \varepsilon^{-1} x \right) + W(x) \quad \text{for } \varepsilon \in \mathbb{N}^{-1},
\]
and prove that only the scaling \(\zeta = 1\) provides interesting features. We denote by \(E^\varepsilon_{\ell,k}\) the \(\ell\)th eigenvalue of \(H^\varepsilon_{\ell,k}\).

**Proposition A.1.** Let \(k \in \Omega^*\) and \(\ell \in \mathbb{N}^*\).
Case $\zeta < 1$: Assume that the $\ell$th eigenmode $(\lambda_{\ell,k}^0, \varphi_{\ell,k}^0)$ of $-\nabla_k^2 + W$, is non-degenerate. Then, for $\varepsilon \in \mathbb{N}^{-1}$ small enough, $E_{\ell,k}^{\varepsilon, \zeta}$ is non-degenerate, and if $\psi_{\ell,k}^{\varepsilon, \zeta}$ is an associated $\ell$th $L^2_{\text{per}}$-normalized eigenfunction of $H_k^{\varepsilon, \zeta}$ such that $\langle \psi_{\ell,k}^{\varepsilon, \zeta}, \varphi_{\ell,k}^0 \rangle_{L^2_{\text{per}}} \geq 0$, then

$$
\| \psi_{\ell,k}^{\varepsilon, \zeta} - \varphi_{\ell,k}^0 \|_{H^1_{\text{per}}} \leq c \varepsilon^{1-\zeta}, \quad | E_{\ell,k}^{\varepsilon, \zeta} - \lambda_{\ell,k}^0 | \leq c \varepsilon^{1-\zeta}. \quad (105)
$$

Case $\zeta > 1$: Assume that $\nabla_v y \neq 0$. Then, for all $\ell \in \mathbb{N}$ and $k \in \Omega^*$, we have $E_{\ell,k}^{\varepsilon, \zeta} \to -\infty$ when $\varepsilon \to 0$.

Proof.

Case $\zeta < 1$. Let $h_k^0 := -\nabla_k^2 + W$. It holds

$$
(H_k^{\varepsilon, \zeta} - z) \left( 1 + \varepsilon^{2-\zeta}(\chi_1)_e \right) = (h_k^0 - z) + \varepsilon^{1-\zeta}S_\varepsilon + \varepsilon^{2(1-\zeta)}V_0
$$

where

$$
S_\varepsilon := -2((\nabla_x \cdot \nabla_y)\chi_1)_e + \varepsilon^{1-\zeta}((\Delta_y \eta)_e - 2(\nabla_y \chi_1)_e \cdot \nabla_k) + \varepsilon ((\Delta_x \chi_1)_e + (\chi_1)\varepsilon h_k^0) + \varepsilon^{2-\zeta}(-((\Delta_x \chi_1)_e - 2(\nabla_x \chi_1)_e \cdot \nabla_k)
$$

is a highly-oscillating operator. We deduce that

$$
(H_k^{\varepsilon, \zeta} - z)^{-1} - \left( 1 + \varepsilon^{2-\zeta}(\chi_1)_e \right) (h_k^0 - z)^{-1} = -\varepsilon^{1-\zeta} \left( H_k^{\varepsilon, \zeta} - z \right)^{-1} (S_\varepsilon + \varepsilon^{1-\zeta}V_0) (h_k^0 - z)^{-1}.
$$

With a similar proof as in the $\zeta = 1$ case,

$$
\left\| \left( H_k^{\varepsilon, \zeta} - z \right)^{-1} - \left( 1 + \varepsilon^{2-\zeta}(\chi_1)_e \right) (h_k^0 - z)^{-1} \right\|_{L^2_{\text{per}} \to H^1_{\text{per}}} \leq c \varepsilon^{1-\zeta},
$$

hence we also have

$$
\left\| \left( H_k^{\varepsilon, \zeta} - z \right)^{-1} - (h_k^0 - z)^{-1} \right\|_{L^2_{\text{per}} \to H^1_{\text{per}}} \leq c \varepsilon^{1-\zeta},
$$

where $c$ does not depend on $\varepsilon$ or $k$. In particular, by using the Cauchy formula, we obtain (105).

Case $\zeta > 1$. We recall that $\psi_{\ell,k}$ denotes a normalized eigenvector of $H_k^\varepsilon$ (that is for $\zeta = 1$) associated with the $\ell$th eigenvalue $E_{\ell,k}^\varepsilon$. We have

$$
\langle \psi_{\ell,k}^{\varepsilon, \zeta}, H_k^{\varepsilon, \zeta} \psi_{\ell,k}^{\varepsilon, \zeta} \rangle = E_{\ell,k}^{\varepsilon, \zeta} + \frac{1 - \varepsilon^{\zeta-1}}{\varepsilon^{\zeta-1}} \int_{\Omega} \frac{v_k}{\varepsilon} | \psi_{\ell,k}^{\varepsilon, \zeta} |^2
$$

$$
= E_{\ell,k}^{\varepsilon, \zeta} + \frac{1 - \varepsilon^{\zeta-1}}{\varepsilon^{\zeta-1}} \left( 2 \int_{\Omega} V_0 | \psi_{\ell,k}^0 |^2 + O(\varepsilon) \right),
$$

where we used (102) to obtain the second equality. We have $V_0 \leq 0$, and $V_0 \neq 0$ since $\nabla_y v \neq 0$, so by unique continuation [JK85], we know that $\{ x \in \Omega \mid \psi_{\ell,k}^{\varepsilon, \zeta}(x) = 0 \} = 0$ hence $\int_{\Omega} V_0 | \psi_{\ell,k}^0 |^2 < 0$ and $\langle \psi_{\ell,k}^{\varepsilon, \zeta}, H_k^{\varepsilon, \zeta} \psi_{\ell,k}^{\varepsilon, \zeta} \rangle \to -\infty$. By the min-max characterization of eigenvalues, the $\ell$th eigenvalue of $H_k^{\varepsilon, \zeta}$ goes to $-\infty$ when $\varepsilon \to 0$. \qed
Appendix B. Higher-order formal two-scale expansion

In this Appendix, we formally derive the next order terms in the expansion. We go back to (53), and continue the computations. After some manipulations, using in particular the identity

\[ (-\nabla_{x,k}^2 + W(x) - E_{\ell,k}^0) [\chi_1 \psi_0(x) + U_1(x)] \]

\[ = (H_k^0 - E_{\ell,k}^0) [\chi_1 \psi_0(x) + U_1(x)] - V(x)\chi_1 \psi_0(x) - V(x)U_1(x) \]

\[ = (\nabla_x^2 \chi_1) \psi_0(x) + 2\nabla_x \chi_1 \cdot \nabla_k \psi_0(x) + (E_1 - V_1) \psi_{\ell,k}^0 - V(x)\chi_1 \psi_0(x) \]

\[ - V(x)U_1(x), \]

we get

\[ \Delta_y \psi_3 = (-\nabla_{x,k}^2 + W(x) - E_{\ell,k}^0) \left( \chi_1 \psi_{\ell,k}^0(x) \right) - V_1(x) \psi_{\ell,k}^0(x) - V(x)U_1(x) \]

\[ + \gamma (\nabla_{x,k} \cdot \nabla_y) (\nabla_{x,k} \cdot \nabla_y) \psi_{\ell,k}^0 \]

\[ = \gamma (\nabla_{x,k} \cdot \nabla_y) (\nabla_{x,k} \cdot \nabla_y) (\psi_{\ell,k}^0), \]

and thus, using the expression (52) of \( \psi_2 \), and introducing the functions \( \beta, \delta, \xi \in L_{\text{per},0}(\Omega \times \Omega) \) and the field \( B_1 \in L_{\text{per},0}(\Omega \times \Omega)^d \), uniquely defined by

\[ \Delta_y \beta = 4\gamma, \quad \Delta_y \delta = \eta, \quad \Delta_y \xi = v\chi_2 - V_1, \quad \Delta_y B_1 = vA_2, \]

we obtain

\[ \Delta_y \psi_3 = (-\nabla_{x,k}^2 + W - E_{\ell,k}^0) \left( \chi_1 \psi_{\ell,k}^0(x) \right) + \psi_{\ell,k}^0 \Delta_y \xi + U_1 \Delta_y \eta \]

\[ \quad + (\nabla_{x,k} \cdot \nabla_y) (\nabla_{x,k} \cdot \nabla_y) \psi_{\ell,k}^0 \]

\[ \quad + \gamma \Delta_x \psi_{\ell,k}^0 \]

Therefore,

\[ \psi_3 = (-\nabla_{x,k}^2 + W - E_{\ell,k}^0) \left( \chi_1 \psi_{\ell,k}^0 \right) + \psi_{\ell,k}^0 \Delta_y \xi + U_1 \Delta_y \eta \quad \text{with} \quad U_3 \]

\[ \quad + \gamma \Delta_x \psi_{\ell,k}^0 \]

where the function \( U_3 \) only depends on the macroscopic variable \( x \). Rearranging the term

\[ (-\nabla_{x,k}^2 + W - E_{\ell,k}^0) \left( \gamma \psi_{\ell,k}^0 \right) \]

\[ = \gamma (-\nabla_{x,k}^2 + W - E_{\ell,k}^0) \psi_{\ell,k}^0 - \nabla_x \gamma \cdot \nabla_k \psi_{\ell,k}^0 - \psi_{\ell,k}^0 \Delta_x \gamma \]

\[ = -(\nabla_{x,k} \cdot \nabla_y) (\nabla_{x,k} \cdot \nabla_y) \psi_{\ell,k}^0, \]

and observing that for all \( f : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{C} \) and \( \phi : \mathbb{R}^d \rightarrow \mathbb{C} \) regular enough,

\[ (\nabla_{x,k} \cdot \nabla_y) (f \phi) = \nabla_y f \cdot \nabla_k \phi + ((\nabla_x \cdot \nabla_y) f) \phi, \]

\[ (\nabla_{x,k} \cdot \nabla_y)^2 (f \phi) = (\nabla_y^2 f) \cdot (\nabla_k \phi) + 2 (\nabla_y (\nabla_x \cdot \nabla_y) f) \cdot \nabla_k \phi \]

\[ + (\nabla_x \cdot \nabla_y)^2 f \phi, \]

we finally get

\[ \psi_3 = \chi_3 \psi_{\ell,k}^0(x) + A_3 \cdot \nabla_k \psi_{\ell,k}^0(x) + M_3 : (\nabla_k^2 \psi_{\ell,k}^0)(x) \]

\[ + \chi_2 U_1(x) + A_2 \cdot \nabla_k U_1(x) + \chi_1 U_2(x) + U_3(x), \]
with
\[\chi_3 := -V\gamma - \Delta_x \gamma + \xi - 2(\nabla_x \cdot \nabla_y)\delta + (\nabla_x \cdot \nabla_y)^2 \beta,\]
\[A_3 := -2\nabla_x \gamma + B_1 - 2\nabla_y \delta + 2\nabla_y (\nabla_x \cdot \nabla_y) \beta,\]
\[M_3 := \nabla_y^2 \beta.\]

Terms in $\varepsilon^2$. Using (51), the equation satisfied at order $\varepsilon^2$ is
\[-\Delta_y \psi_4 + (v - 2\nabla_{x,k} \cdot \nabla_y) \psi_3 + (-\nabla_{x,k}^2 + W - E_{\ell,k}^0) \psi_2 - E_2 \psi_{\ell,k}^0 - E_1 \psi_1 = 0,
\]
and averaging in $y$ over $\Omega$ yields
\[E_2 \psi_{\ell,k}^0(x) = -E_1 U_1(x) + (-\nabla_{x,k}^2 - E_{\ell,k}^0) U_2(x) + \int_\Omega v(x, y) \psi_3(x, y) \, dy
\]
\[= [(V_1 - E_1) U_1 + (H_k^0 - E_{\ell,k}^0) U_2 + K \psi_{\ell,k}^0 + L \cdot \nabla_k \psi_{\ell,k}^0 + \nabla \otimes \psi_{\ell,k}^0 : M](x)
\]
(106)
where the macroscopic scalar field $K$, vector field $L$, and matrix field $M$, are defined by
\[K(x) := \int_\Omega v(x, y) \chi_3(x, y) \, dy,
\]
(107)
\[L(x) := \int_\Omega v(x, y) A_3(x, y) \, dy,
\]
(108)
\[M(x) := \int_\Omega v(x, y) \nabla \otimes \beta(x, y) \, dy
\]
\[= 4 \left( \int_\Omega (\partial_y, \nabla \gamma)(x, y) \cdot (\partial_{ym} \gamma)(x, y) \, dy \right)_{1 \leq j, m \leq d}.
\]
(109)
Note that $M(x)$ is symmetric and semidefinite positive for a.e. $x$. Using (56), we have
\[\langle \psi_{\ell,k}^0, (V_1 - E_1) U_1 \rangle = -\langle U_1, (H_k^0 - E_{\ell,k}^0) U_1 \rangle,
\]
and integrating (106) against $\psi_{\ell,k}^0$ on $\Omega$,
\[E_2 = -\langle U_1, (H_k^0 - E_{\ell,k}^0) U_1 \rangle + \int_\Omega |\psi_{\ell,k}^0|^2 (K - \nabla_k \cdot L) + \int_\Omega \psi_{\ell,k}^0 M : \nabla \otimes \psi_{\ell,k}^0.
\]
(110)
The last term is real because $M$ is a symmetric matrix and hence
\[\int_\Omega \psi_{\ell,k}^0 M : \nabla \otimes \psi_{\ell,k}^0
\]
\[= -\sum_{j,m=1}^d \left( \int_\Omega M_{jm} \left( \partial_{x_j} \psi_{\ell,k}^0 \right) \partial_{xm} \psi_{\ell,k}^0 + \int_\Omega \psi_{\ell,k}^0 \left( \partial_{xm} \psi_{\ell,k}^0 \right) \left( \partial_{x_j} M_{jm} \right) \right)
\]
\[= -\text{Re} \left( \sum_{j,m=1}^d \int_\Omega M_{jm} \left( \partial_{x_j} \psi_{\ell,k}^0 \right) \partial_{xm} \psi_{\ell,k}^0 + \frac{1}{2} \int_\Omega |\psi_{\ell,k}^0|^2 \partial_{x_j,x_m}^2 M_{jm} \right).
\]
We deduce from (106) that
\[(H_0^k - E_0^\ell,k)U_2 = (E_2 - K) \psi_{\ell,k}^0 - L \cdot \nabla_k \psi_{\ell,k}^0 - M : \nabla^{\otimes 2} \psi_{\ell,k}^0 - (V_1 - E_1) U_1 ,\]
which is orthogonal to \(\psi_{\ell,k}^0\) in \(L^2_{\text{per}}(\Omega)\), and using (46), we get
\[\langle \psi_{\ell,k}^0, U_2 \rangle_{L^2_{\text{per}}} = 0.\]
Thus,
\[U_2 = -(H_0^k - E_0^\ell,k)^{-1}_\perp \left( K \psi_{\ell,k}^0 + L \cdot \nabla_k \psi_{\ell,k}^0 + M : \nabla^{\otimes 2} \psi_{\ell,k}^0 + (V_1 - E_1) U_1 \right).

Remark B.1. Using the hypotheses and notation of Theorem 2.6, the previous formal computations lead us to conjecture that
\[\| \psi_{\ell,k}^\varepsilon - \tilde{M}_{z}^{\varepsilon,(2)} \psi_{\ell,k}^0 \|_{L^2_{\text{per}}} \leq c \varepsilon^3 ,\]
with
\[\tilde{M}_{z}^{\varepsilon,(2)} := \tilde{M}_{z}^{\varepsilon,(3)} - \varepsilon^2 (H_0^k - z)^{-1}_\perp \left( K + L \cdot \nabla_k + M : \nabla^{\otimes 2} - (V_1 - E_1) (H_0^k - z)^{-1}_\perp (V_1 - E_1) \right),\]
and \(E_1, E_2, K, L, M\) respectively defined by (55), (110), (107), (108), and (109). Since we are mainly interested in \(H_1^\varepsilon_{\text{per}}\) (energy) estimates, we will not further investigate this conjecture for the sake of brevity.
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