Intuitive Model of Surface Modification Induced by Cluster Ion Beams
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ABSTRACT: Topography development is one of the main factors limiting the quality of depth profiles during depth profiling experiments. One possible source of topography development is the formation of self-organized patterns due to cluster ion beam irradiation. In this work, we propose a simple model that can intuitively explain this phenomenon in terms of impact-induced mass transfer. By coupling our model with molecular dynamics simulations, we can predict the critical incidence angle, which separates the smoothening and roughening regimes. The results are in quantitative agreement with experiments. It is observed that the problems arising from topography development during depth profiling with cluster projectiles can be mitigated by reducing the beam incidence angle with respect to the surface normal or increasing its kinetic energy.

Surface-sensitive techniques such as Secondary Ion Mass Spectrometry (SIMS), X-ray Photoelectron Spectroscopy (XPS), and Auger Electron Spectroscopy (AES) combined with ion-induced material removal can be used to create spatial maps of the chemical composition of materials in a process called depth profiling. This approach has been successfully applied to many systems both inorganic and organic. The main problem of depth profile acquisition is the degradation of resolution with a time of analysis. There are two main factors in play here: topography development and ion-beam-induced material alteration. The latter issue is virtually mitigated by sample rotation. However, this approach limits analysis to depth dimension only because lateral spatial information is averaged out.

One possible source of topography development during ion irradiation is so-called spontaneous pattern formation where self-organized nanoscale ripples appear on the surface of the sample during the bombardment. Over the years, there has been a substantial theoretical effort to develop models capable of qualitative and quantitative prediction of the surface evolution. However, all available models have two main drawbacks concerning depth profiling with cluster projectiles. One is that none of these models have been applied to this type of projectiles or organic samples. All theoretical and almost all experimental research has been done with monatomic projectiles and inorganic samples. Only few experiments with cluster projectiles have been performed so far.

Another problem is that proposed theoretical models have a complicated mathematical formulation, which makes it difficult to develop adequate physical intuition regarding the phenomenon in question. Without proper understanding, counteracting the emergence of undesirable surface roughness during depth profiling is difficult.

In this manuscript, a simple model, based on a concept of mass transfer, is proposed to predict the conditions favorable for the formation of ripples on the solid surfaces bombarded by cluster projectiles. The unique beauty of this model is that, despite its simplicity, it can predict these conditions with good accuracy. Furthermore, it makes it easy to comprehend why surface roughness, which we equate to ripple formation, will increase or decrease under given experimental conditions.

SIMULATION DETAILS

The molecular dynamics computer simulations are used to model the effect of argon cluster bombardment of gold and silicon samples. General information about MD simulations can be found elsewhere. Briefly, the motion of particles is determined by integrating Hamilton’s equations of motion. Forces among particles are described by following potentials:

| Potential |
|-----------|
| Lennard-Jones potential splined with KrC |

Forces among particles are described by the Lennard-Jones potential splined with KrC to accurately model the e...
describe high energy collisions is used to describe Ar–Ar interactions. The Tersoff potential splined at a short distance with ZBL potential is used to describe forces between Si atoms, while EAM force field is used for Au atoms. Finally, the ZBL potential is used to represent collisions between Ar–Au and Ar–Si atoms. The simulations are performed with the LAMMPS code.

The values of the mass transfer function \( M(\theta) \) for different projectile parameters (kinetic energy, incidence angle) are extracted from MD trajectories. The divide and conquer approach developed for modeling depth profiling is used. This approach has been described in detail previously. Briefly, a master sample is prepared as a cuboid with periodic boundary conditions imposed in \( x \) and \( y \) directions. The size of the master sample for silicon and gold equals to \( 40 \times 40 \times 30 \) nm and \( 42 \times 42 \times 32 \) nm, respectively. These samples contain 2.45 and 3.4 million atoms, respectively. Then, an impact point on the surface is selected randomly. A hemispherical region with a radius of 19 nm centered at this impact point is subsequently cut out from the master sample and used to simulate an impact of an Ar\(_{3000}\) cluster with a given kinetic energy and incident angle for 25 ps. The sample is subsequently quenched for 10 ps in order to maintain the kinetic energy and incident angle for 25 ps. The sample is then subjected to an MD simulation, where the actual angle of incidence at a given node, because the real surface is never flat. In real samples, the local incidence angle should be defined relative to the surface normal at the point of projectile impact. It depends on the global angle of incidence.

The effect of projectile parameters (kinetic energy, incidence angle) on mass transfer can be obtained from molecular dynamics simulations. The mass transfer function is defined as

\[
M = \sum_i Vdx_i
\]

where \( V \) is the volume occupied by an individual atom, \( dx \) is the displacement of the \( i \)th atom in the \( x \)-direction caused by the angle of incidence \( \theta \) due to the increase of the ion beam spot size on the irradiated surface. To account for this phenomenon, the results from the MD simulations should be normalized by the following formula:

\[
M(\theta) = M_{\text{MD}}(\theta) \cos(\theta)
\]

where \( M(\theta) \) is the angle-dependent mass transfer function, and \( M_{\text{MD}}(\theta) \) is the mass transfer calculated from the molecular dynamics simulations.

### RESULTS AND DISCUSSION

The process of sputtering is believed to have a minor effect on the ripple formation during cluster projectile bombardment. It is postulated that the mass transfer stimulated by impact of a projectile is of critical importance in this process. In order to understand its influence, we begin by posing a question: what effect will a mass transfer near a surface have on its topography? To answer this question, we introduce a simple two-dimensional model, where the surface is represented by a set of discrete nodes, as shown in Figure 1. The coordinate system in this model is selected in such a way that the azimuthal direction of the ion beam is the \( x \)-axis, as depicted in Figure 1. Incoming projectiles are directed toward the macroscopic surface at the same global angle of incidence. This angle is equivalent to the experimental incidence angle. However, the global incidence angle usually does not represent the actual angle of incidence at a given node, because the real surface is never flat. In real samples, the local incidence angle should be defined relative to the surface normal at the point of projectile impact. It depends on the global angle of incidence.
and the local surface inclination. The magnitude of these effects is proportional to the inclination of the \( M(\theta) \) function for a given global incidence angle, so, for the cases where a plateau is reached, the mass redistribution will not influence surface topography.

After the projectile impact, the matter is transferred from one node to another. Our model is based on global mass transfer along the \( x \)-axis. For a cluster projectile impact at a flat surface along the surface normal, the same amount of material is transferred, on average, to the left and right neighbors of the bombarded node.\(^{25,26}\) Therefore, from the point of view of a global mass transfer along the \( x \)-axis, the resulting mass transfer is zero. For the off-normal angle of incidence, the mass is transferred along an azimuth of the incoming beam.\(^ {25,26} \) The global mass transfer is no longer zero along the \( x \)-axis. The amount of mass transferred from a bombarded node increases initially with an increase of global incidence angle. However, the mass transfer must drop eventually, because no mass is transferred for the 90° incidence angle since the projectile never hits the sample. Based on these considerations, the value of the mass transfer function at a given node \( M(\theta) \) should depend on the local angle of incidence \( \theta \), as shown in Figure 1a. There is a specific angle \( \theta_c \), which will be called a critical angle, where \( M(\theta) \) has a maximum. This angle separates two regions, where \( M(\theta) \) increases and decreases with the incidence angle.

Three possible surface morphologies should be considered to investigate the temporal evolution of the bombarded surface. The surface can be flat, convex (hill), or concave (hole), near a point of projectile impact. An example of a surface exhibiting all these cases is shown in Figure 1b,c. The total amount of material transferred into and outside a given node is depicted as radii of the quarter-circles. Green and red quarters represent the mass inflow and outflow for a given node, respectively. For the off-normal incidence, the mass is transferred in the \( x \)-direction. In our model, this means that for a given node, the mass inflow occurs only from a node on the left, while the material is moved to the node on the right. A flat section of a surface represented by node A in Figure 1b,c is the simplest situation to discuss. In this case, the local angle of incidence at nodes A-1 and A is identical. As a result, the amount of material incoming and coming from node A is the same, as represented by quarters of the equal radii. Consequently, the height of node A is not affected relative to its neighbors, and the morphology does not change at this point. The situation is different for convex and concave surfaces represented by nodes B and C, respectively. In the case of a convex surface, the local incidence angle \( \theta_i \) or \( \theta_o \) at node B is larger than the local incidence angle \( \theta_i \) or \( \theta_o \) at node B-1. The opposite situation occurs for node C.

The final mass balance at nodes B and C depends on the shape of the \( M(\theta) \) function. In the case where, for a given global incidence angle, \( M(\theta) \) increases with \( \theta \), as depicted in Figure 1b, the mass inflow from the node B-1 is smaller than the outflow from node B, because \( \theta_i > \theta_o \), therefore, \( M(\theta_i) > M(\theta_o) \). The mass is removed, and the height of node B decreases, as indicated by downward-pointing vertical arrows. For a concave surface (node C), the situation is the opposite. More mass is transferred into node C than removed from it. As a result, the depth of this depression decreases. Considering both these effects, the global surface roughness will decrease for the impacts presented in Figure 1b.

Similar reasoning can be applied for the impact conditions where the \( M(\theta) \) function decreases with \( \theta \). This case is depicted in Figure 1c. However, now the conclusions will be opposite to the situation shown in Figure 1b. While the relationship between \( \theta_i \) and \( \theta_o \) remains the same, that is, \( \theta_i > \theta_o \), now \( M(\theta_i) < M(\theta_o) \). Therefore, the global transfer to node B in Figure 1c is positive, while the mass is removed from node C. As a result, the elevation of the hill increases while the depression becomes more profound, which leads to an increase of the surface roughness. It is evident that the incidence angle corresponding to the maximum of the \( M(\theta) \) function separates the surface smoothing and roughening regimes.

Experimental results describing the effect of the incidence angle on the ripple formation during the Ar\(_{5000}\) bombardment of silicon and gold surfaces\(^ {23,24} \) are used to verify the predictions of the proposed model. The shapes of the mass transfer functions calculated from molecular dynamics (MD) computer simulations are shown in Figure 2. The AFM images presenting experimentally measured topography of the sample at respective global incidence angles are shown below the graphs of individual \( M(\theta) \) function. The experimental data show that the ripples begin to form above 40° and 30° at silicon and gold surfaces, respectively. The critical angles obtained from the calculated \( M(\theta) \) functions for the same systems are 45° and 40°, respectively. It is evident that the transition from a smooth to a rough surface correlates very well with the value of the critical angle. This agreement proves that our model, regardless of its simplicity, is working correctly and
corroborates the hypothesis that the mass transfer is predominantly responsible for an angle-dependent roughening/smoothing phenomenon during cluster projectile bombardment.

So far, only the effect of the incidence angle on the surface roughness was discussed. However, the kinetic energy of cluster projectiles may also influence the surface roughness. In fact, it has been shown that, at very low energies per atom, ripples appear in organic samples bombarded by gas cluster projectiles.25 This process leads to fast degradation of the depth resolution with depth.6,25 The problem was eliminated by increasing the projectile kinetic energy (energy per projectile atom). Unfortunately, the RMS roughness has not been directly measured in that paper.25 Nevertheless, is has been established that the buildup of the surface roughness is the main factor limiting the achievable depth resolution.6,11 Therefore, a possibility to achieve a better depth resolution indicates that the surface roughness must decrease with the increase of the kinetic energy per atom.

Angle-dependent mass transfer functions calculated for several kinetic energies of Ar3000 projectiles, bombarding the silicon surface, are shown in Figure 3 to probe the effect of the primary kinetic energy. Silicon is very different from the systems investigated in ref 25 where organic multilayers were analyzed. Therefore, no quantitative agreement between theoretical and experimental data can be expected. Nevertheless, similar trends should be observed in both these studies. It is evident that the value of the critical angle, which separates smoothing from roughening conditions, indeed shifts toward larger incidence angles with the increase of the projectile kinetic energy. It is expected, therefore, that at low projectile kinetic energy, the critical angle is below the incidence angle used in the experiment (45°), and the surface will be roughened. However, when kinetic energy is increased, the value of the critical angle θc shifts toward larger values, leading to a decrease of roughness due to the elimination of ripple formation.

CONCLUSION

We have shown that ripple formation during cluster ion beam irradiation, which we equate to surface roughening, can be explained by impact-induced mass transfer with a simple and intuitive model. The main conclusion from our model is that the transition between smoothing and roughening regimes can be explained by the location of a maximum, called the critical angle, of an angle-dependent mass transfer function. If the incidence angle is lower than the critical angle, the mass transfer will have a smoothening effect, and if it is higher, the roughness will increase. Due to the nature of this function, the location of the maximum is expected to be around 45°. This finding has substantial practical importance because the incidence angle of a sputtering beam is 45° in a majority of commercially available apparatuses. We suggest that shifting the incidence angle closer to the surface normal by even a few degrees will have a beneficial impact on the quality of acquired depth profiles. Furthermore, we have shown that the increase of the cluster impact energy shifts the critical angle toward larger values. This observation suggests that the roughening problem, for some cases, can be resolved by increasing the kinetic energy of the beam. Finally, it should be mentioned that the proposed model works both for inorganic and organic samples. In this paper, we have focused on inorganic materials because results discussing the effect of the angle of incidence on the ripple formation are only available in the literature for such samples. We need such results to validate the predictions of our model. However, it should also be emphasized that our model can only be used to predict the onset of ripple formation during surface bombardment by cluster projectiles. Both the experimental results and computer simulations show that for these projectiles process of mass transfer prevails over sputtering.23,24,34,36 As a result, sputtering can be ignored as it was done in our model. A similar approach cannot be applied to atomic missiles for which mass transport is much smaller.
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