Numerical study on the effect of discrete catalytic layer arrangement on methane steam reforming performance
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The arrangement of catalytic layers inside the reactor is an important factor that affects the efficiency of methane steam reforming to produce hydrogen, and the traditional continuous catalytic layer structure is limited by the heat and mass transfer, resulting in unbalanced heat distribution inside the reactor and poor reaction performance. In order to improve the performance of methane reforming and balance the internal temperature of the reactor, different catalytic layers were designed based on 2D numerical simulation, and different numbers of discrete catalytic layers were modeled to compare the heat and mass transfer, methane conversion rate and hydrogen yield between the walls and inside the reactor. The results show that the increase in the number of catalyst gaps improves the temperature gradient inside the reactor, reduces the average cold point temperature difference inside the reactor by up to 7.2%, maintains a better thermal balance inside the reactor, improves the reaction rate inside the reactor, and the methane conversion rate and hydrogen yield after the reaction have been improved by 28.46% and 12.7% respectively.

Introduction

Fuel cells have the advantages of low heat loss and high power generation efficiency and play a key role in reducing environmental pollution.1 As the most important fuel for fuel cells, hydrogen is also one of the most promising clean energy sources today, and its demand will continue to rise. However, the production of hydrogen needs to be produced from other energy sources, so various methods of producing hydrogen have been produced. Natural gas (main component is methane) has the advantages of low carbon content and renewable nature, making it an ideal choice for industrial reforming to produce hydrogen fuel.2,3 Methane steam reforming (MSR), autothermal reforming (ATR) and partial oxidation (POX) are the main methods used to produce hydrogen from natural gas, MSR is the most mature technology.4–6 In order to expand the use of fuel cells and improve energy efficiency, on-site hydrogen production by MSR is also a cost-effective solution.

Since MSR is a strong heat absorption reaction, the heat and mass transfer process of the reactor has an important impact on the overall reaction. Vigneault et al.7 designed a multi-channel membrane reactor model for small-scale production of hydrogen by MSR. Numerical methods were used to study the thermal coupling between combustion and reaction of methane in a reformer, and it was shown that the use of such thermal coupling devices can increase hydrogen production while reducing reactor size and energy consumption. Pattison et al.8 used numerical methods to investigate a method for simulating distributed coatings in a plate reactor, and their study shows that increasing the number of catalytic layer distribution segments allows for more precise temperature regulation. Karthik et al.9 used numerical simulation to study the pressure drop, heat transfer and reaction performance of the particle shapes. The results show that among the particle shapes considered, the tri-lobal particles have good effective heat transfer and efficiency coefficients, which are beneficial for improving the reforming reaction performance. Seung et al.10 used the simulation model to optimize the transient simulation of the hydrogen flow in the counter-current reactor based on the optimized geometry and the response surface method to reduce the hot spot problem in the reactor. In addition, the structure and layered configuration of the catalyst have a positive impact on the performance of the reactor. Recently, Mundhwa et al.11,12 numerically investigated the effect of coating reforming and combustion catalysts with different distribution structures in a plate reactor on the reaction performance, and the results showed that the distributed catalyst coating improved the catalyst utilization and hydrogen production. Settar et al.13 developed a single-channel two-dimensional model to numerically compare the MSR process under six catalytic layer structures. The results showed that the distributed catalytic layer structure could significantly improve the methane conversion and hydrogen production compared to the traditional continuous catalytic layer, but the effect of the number of catalytic layer gaps on the reforming reaction performance was not considered in the work.

In this study, two-dimensional numerical simulations are used to investigate the effect of coating discrete catalytic layer
structures on the MSR reaction performance, focusing on a detailed examination and comparison of different numbers of catalytic layer intervals on the reactor walls. The results show that CH₄ conversion and H₂ yield can be effectively enhanced by improving the number of catalytic layer intervals.

**MSR process and kinetic model**

**Physical model**

The MSR reaction process consists of two mainly reversible reactions: methane steam reforming and water gas shift reaction, each of which is shown in eqn (1) and (2).

Methane steam reforming (MSR):  
\[
\text{CH}_4 + \text{H}_2\text{O} \leftrightarrow \text{CO} + 3\text{H}_2; \Delta H_{298}^r = 206 \text{ kJ mol}^{-1} \quad (1)
\]

Water gas shift reaction (WGSR):  
\[
\text{CO} + \text{H}_2\text{O} \leftrightarrow \text{CO}_2 + \text{H}_2; \Delta H_{298}^r = -41 \text{ kJ mol}^{-1} \quad (2)
\]

In this paper, only reaction (1) is considered, ignoring the reaction (2) (WGSR). In the kinetic model of MSR, the reaction mechanism and the reaction rate expressions have been extensively studied. The reaction rate expression can be reduced to a power-law kinetic expression when the gas generated does not affect the reaction rate, as shown in eqn (3).

\[
R = A\exp\left(-\frac{E}{R_g T}\right)(P_{\text{CH}_4})^a(P_{\text{H}_2\text{O}})^b \quad (3)
\]

where \(P_{\text{CH}_4}\) and \(P_{\text{H}_2\text{O}}\) are the partial pressures of the reactants of \(\text{CH}_4\) and \(\text{H}_2\), \(A\), \(E\), and \(R_g\) are the pre-exponential factors, activation energy (J mol\(^{-1}\)), and universal gas constant, respectively, and \(a\) and \(b\) are the exponential indicators. The respective values of these parameters were obtained by the experimental study of Lin et al.,\(^{18}\) for two-dimensional simulations, there is a reasonable justification for adjusting the experimentally evaluated response rates. Assuming that the effect of profiles appears only in the pre-exponential factor \(A\) in eqn (3), an adjustment to \(A\) is required. In other words, attempting to find the coefficient of the pre-exponential factor \(A\) by adjusting it will produce the same transformation of the rate equation as experimentally, where the coefficient is also referred to as the adjustment factor. After several trials, we were able to obtain the adjustment factor for the rate of the reaction, which allowed the simulation results to achieve the same conversion rate as the experimental results, and the corresponding parameters are shown in Table 1, depending on the different pressure conditions from 0.1 MPa to 0.4 MPa.

**Model development**

The process of producing hydrogen by MSR is used in a wide of applications, and in order to use fuel cells for marine applications, a model of an external reforming system to provide hydrogen fuel to proton exchange membrane fuel cells (PEMFCs) was designed as shown in Fig. 1. Prior to the reaction, steam is produced by heating water and then mixed with desulfurized natural gas. When the gas mixture enters the reactor, a reforming reaction occurs under the action of a catalyst to produce hydrogen-rich gas, where the heat required for the reforming reaction is provided by the exothermic reaction of catalytic combustion of methane with oxygen. Finally, the purified hydrogen is delivered to the PEMFCs to produce electricity.\(^{19}\)

| Pressure [MPa] | \(a\) | \(b\) | \(A\) [-] | \(E\) [J mol\(^{-1}\)] |
|---------------|------|------|-----------|----------------|
| 0.1           | 0.47 | -0.01| 0.392     | 4.32 \times 10^4|
| 0.2           | 0.32 | 0.16 | 0.131     | 4.21 \times 10^4|
| 0.3           | 0.37 | 0.15 | 0.148     | 4.82 \times 10^4|
| 0.4           | 0.40 | 0.18 | 0.062     | 4.87 \times 10^4|

![Fig. 1 Model of external fuel cell reforming system.](image)
To simplify the calculations, the reactor is based on the two-dimensional model proposed by Lin et al., as shown in Fig. 2(a). The model consists of a parallel plate channel with a length of 20 mm and a height of 3.1 mm, assuming a constant wall temperature (520 °C) to provide the heat source. In the model, the Ni catalyst with Al₂O₃ (77 ± 4 vol% Ni) as the carrier was chosen to be coated on the lower wall of the reactor. The particle size of the catalyst is set to 20 nm by default, and the porosity and permeability are 0.4 and 2 × 10⁻⁸, respectively.

Because the surface catalytic reaction is mainly considered in the research. Therefore, the relevant parameters of the catalyst structure remain consistent in each case. The gap between each catalyst layer structure is 1 mm, the catalyst density is constant, and the catalyst is equally distributed on the lower wall by varying the number of discrete catalyst layer intervals (0, 1, 3, 4), and the total amount of catalyst and the total length are kept consistent, as shown in Fig. 2(b), and the basic parameters of case 1–4 structures are given in Table 2.

### Mathematical model

The gas mixture flow field is controlled by Navier–Stokes equation, while energy and mass are controlled by energy equation and matter equation respectively. Considering the assumptions discussed above, the governing equations of the above physical model are as follows:

1. **Continuity equation:**
   \[
   \nabla \cdot \left( \rho_{\text{mix}} \vec{u} \right) = 0
   \]
   (4)

2. **Momentum equation:**
   \[
   \rho_{\text{mix}} \left( \vec{u} \cdot \nabla \right) \vec{u} = \nabla \left[ -P + \mu \left( \nabla \vec{u} + \left( \nabla \vec{u} \right)^T \right) - \frac{2}{3} \mu \left( \nabla \cdot \vec{u} \right) \right] + \vec{F}
   \]
   (5)

where \( \rho_{\text{mix}} \) is the density of the gas mixture, estimated by the ideal gas equation of state; \( \mu \) is the viscosity of the gas mixture; \( \vec{F} \) is the volumetric force.
(3) Energy equation:

\[ d_{\text{h}} \rho C_{\text{p}} \frac{\partial T}{\partial t} + \nabla \cdot (-d_{\text{h}} k_{\text{mix}} \nabla T) = d_{\text{h}} Q_{\text{sr}} \]  

(6)

where \( C_{\text{p}} \) is the heat capacity of the gas mixture, which is evaluated by the weighted average heat capacity of chemical substances; \( d_{\text{h}} \) is catalytic thickness, \( k_{\text{mix}} \) is the thermal conductivity of the gas mixture; \( Q_{\text{sr}} \) is the source term of the energy equation.  

(4) Species equation:

\[ \nabla \left[ \left( \rho_{\text{mix}} D_i \nabla w_i + \rho_{\text{mix}} w_i D_i \frac{\partial w_i}{\partial x} \right) \right] + \rho_{\text{mix}} \left( \mathbf{u} \cdot \nabla \right) w_i = R \]  

(7)

where \( w_i \) is the mass fraction of each substance, \( i = \text{CH}_4, \text{H}_2\text{O}, \text{H}_2, \text{CO}, \text{N}_2 \) is the diffusion coefficient; \( R \) is the reaction rate in the reaction process.

The ideal gas state equation:

\[ P M_{\text{mix}} = \rho_{\text{mix}} R_{\text{g}} T \]  

(8)

where \( M_{\text{mix}} \) is the molecular weight of the gas mixture:

\[ M_{\text{mix}} = \left( \sum_{i=1}^{n} \frac{w_i}{M_i} \right)^{-1} \]  

(9)

The thermal conductivity of the gas mixture is based on the Mason–Saxena formula. According to the kinetic theory, the calculation formula is as follows:\textsuperscript{24}

\[ k_{\text{mix}} = \sum_{j=1}^{n} \frac{y_j k_j}{\sum_{j=1}^{n} A_{ij} y_j} \]  

(14)

In the formula, the function \( A_{ij} \) is obtained by Mason–Saxena expression:

\[ A_{ij} = \frac{1.065 \left[ 1 + \left( \mu_i / \mu_j \right)^{1/2} (M_i / M_j)^{1/4} \right]^2}{\left[ 8 (1 + M_i / M_j) \right]^{1/2}} \]  

(15)

The source term \( Q_{\text{sr}} \) in the energy equation represents the reaction heat generated in the chemical reaction, and the calculation formula is:\textsuperscript{25}

\[ Q_{\text{sr}} = \sum_{i=1}^{n} R_i \Delta H_i \]  

(16)

The heat consumed by the MSR reaction can be calculated by the corresponding enthalpy change \( \Delta H \). Assuming a linear relationship between the heat of reaction (J mol\(^{-1}\)) of the MSR reaction and the working temperature, it can be calculated as:\textsuperscript{26}

\[ H_{\text{MSR}} = -(206205.5 + 19.5175 T) \]  

(17)

### Table 3  Boundary conditions considered in current work

| Boundary conditions |
|----------------------|
| (1) Inlet conditions \((x = 0)\) |
| Velocity | \( \mu = 0.1 \text{ m s}^{-1}, v = 0 \text{ m s}^{-1} \) |
| Mass friction | \( w_{\text{CH}_4} = 0.07, w_{\text{H}_2\text{O}} = 0.29, w_{\text{CO}} = w_{\text{H}_2} = 0 \) |
| Temperature | 520 °C |
| (2) Outlet conditions \((x = L)\) |
| Under conditions of full development | \( \frac{\partial u}{\partial x} = \frac{\partial T}{\partial x} = \frac{\partial w_i}{\partial x} = 0, v = 0 \text{ m s}^{-1} \) |
| (3) Catalyst surface |
| Velocity | \( u = v = 0 \text{ m s}^{-1} \) |
| Mass friction | \( -\rho_{\text{mix}} D_i \frac{\partial w_i}{\partial y} = S_i M_i, S_i = R_i (v_i' - v_i) \) |
| Temperature | \( k_{\text{mix}} \frac{\partial T}{\partial y} = \sum_{i=1}^{n} R_i \Delta H_i \) |
| (4) Up and down the wall |
| Velocity | \( u = v = 0 \text{ m s}^{-1} \) |
| Mass friction | \( \frac{\partial w_i}{\partial y} = 0 \) |
| Temperature | 520 °C |
Boundary conditions

To complete the above mathematical model, boundary conditions must be specified. Using the condition of constant wall temperature, at the channel inlet, it is assumed that the velocity, temperature and reactant distribution are uniform, while sufficient upstream length is taken to ensure that the flow is fully developed before reaching the computational domain. In addition, to simplify the analysis, we make the following assumptions:

1. Two-dimensional models of stable and compressible laminar flows for the reaction flow.
2. The reactor walls are set so that there is no slippage on the walls.
3. The substance in the gas mixture is an ideal gas whose thermophysical properties are assumed to vary with density, concentration of the substance and temperature.
4. Ignoring wall thickness and catalyst thickness, i.e., assuming that the reaction occurs only at the surface of the catalytic layer.
5. The catalyst layer is in local thermal equilibrium with the surrounding gas mixture.

Therefore, the relevant boundary conditions to complement the model are shown in Table 3.

Results and discussion

The accuracy and validity of the above mathematical model was verified by simulating the experimental results of Lin et al.\textsuperscript{18} The temperature distribution along the lower wall surface of the reactor and the CH\textsubscript{4} conversion at different pressures are depicted in Fig. 3. In the comparison, the lower wall surfaces are adiabatic conditions except for the catalytic layer surface. On the wall temperature distribution, the numerical simulation results matched the experimental data well, with a maximum error of less than 4.7%, as shown in Fig. 3(a). The pre-exponential factor \( A \) was adjusted according to different pressure conditions, and the experimental and numerical simulations were performed again with the new values, and the results are shown in Fig. 3(b), and the numerical simulation results are in good agreement with the simulated and experimental results of Lin et al.,\textsuperscript{18} the average error is about 1.8% and the maximum is 3.2%. In this work, the average temperature inside the wall temperature reactor is studied to compare the heat distribution of the reactor under various models, and the mass fraction curves of CH\textsubscript{4} and H\textsubscript{2} are analyzed to evaluate the performance of the reforming reaction by comparing the CH\textsubscript{4} conversion rate, H\textsubscript{2} yield, and reaction rate magnitudes.

\[
T_{\text{avg}} = \frac{1}{h} \int_{0}^{h} T \, dy
\]

\[
w_{\text{avg}} = \frac{1}{h} \int_{0}^{h} w_{i} \, dy
\]

where the \( T_{\text{avg}} \) and \( w_{\text{avg}} \) is the average temperature and average mass fraction in the reactor respectively; while \( h \) is channel height, \( w_{i} \) is the Mass fraction of species \( i \) (CH\textsubscript{4} and H\textsubscript{2}).

Grid independence validation

All the coupled control equations with boundary conditions are solved by COMSOL using three physical modules: laminar flow,
uid heat transfer and dense matter transfer, with residuals set below $10^{-5}$. In order to obtain the best number of grids, the methane conversion rate is studied under different number of grids. To ensure the correctness of the grid division, the model was verified for grid-independence, and the methane conversion rate was calculated under the grid numbers of 5432, 6571, 7472, 8403, and 9531, respectively, as shown in Fig. 4. It can be seen that the CH$_4$ conversion rate tends to be stable when the grid number is greater than 7472, so the current grid number can be considered to meet the grid-independence requirement.

Heat and mass transfer characteristics on the lower wall

In order to investigate the effect of catalytic layer distribution on the reaction process, the lower wall temperatures and the CH$_4$ and H$_2$ mass fraction curves for the four cases were investigated, as shown in Fig. 5. It can be seen that the wall surface temperature of each reactor model is the same and the inlet temperature of the gas mixture entering the reactor remains the same. Therefore, all the heat and mass transfer phenomena occurring in the reactors are due to the change of the catalytic layer structure, and Fig. 5 shows the wall heat and mass transfer curves for cases 1−4, respectively. Since the wall temperature is constant 520 °C, but with the increase of the number of catalytic layer intervals, the minimum temperature value in each catalytic layer increases and the internal heat recovery capacity of the reactor is enhanced, and when the number of catalytic layer intervals is 4 (case 4), the minimum temperature inside the reactor rises to 429.5 °C, which is 27.15 °C and 8.05 °C higher than case 2 and case 3, respectively. The lowest temperature at the wall of the discrete catalytic layer structure (cases 2−4) all appeared on the last catalytic layer, which may be due to the incomplete heat recovery in the second half of the reaction as the catalytic layer intervals was not optimal.

From the mass fractions of CH$_4$ and H$_2$ at the wall, due to the consumption of CH$_4$ and generation of H$_2$ accompanying the reaction, the CH$_4$ mass fraction ($w_{CH_4}$) decreases for the mass fraction until the catalytic layer ends reach a minimum value, then the CH$_4$ mass fraction rises somewhat, and when the number of catalytic layer intervals increases, the CH$_4$ conversion at the catalytic layer surface also increases substantially, even reaching complete conversion (case 4), the CH$_4$ conversion rate increased by 33.57% compared to the conventional catalytic layer structure (case 1), and by 23.69% and 6.26% compared to cases 2 and 3, respectively. The mass fraction of H$_2$ ($w_{H_2}$) is exactly opposite to that of CH$_4$, and the two mass fraction curves are approximately symmetrical, because after the reaction on the catalytic layer surface, the remaining CH$_4$ in the reactor is not used until the reactor wall, while most of the H$_2$ in the reactor is on the surface, and when H$_2$ is generated on the catalytic layer surface, it diffuses to all parts of the reactor, resulting in a decrease in the H$_2$ content on the wall surface. Therefore, it can be concluded that the temperature and mass fraction variation in the lower wall of the reactor is the source of the effect on the mass composition and heat distribution in the gas mixture. Furthermore, the mass fractions of CH$_4$ and H$_2$ are closely related to the wall temperature, and every steep
temperature gradient in the reaction is accompanied by a rapid consumption and production of CH$_4$ and H$_2$.

Temperature distribution

In order to determine the optimal distribution of catalytic layer structures in the reactor, the average temperature variation along the length of the reactor was investigated for case 1–4 structures, and the temperature distribution is shown in Fig. 6. For the reactor case with a continuous catalytic layer (case 1), the temperature is almost equal to the wall temperature when the gas mixture is not in contact with the catalytic layer. However, when the gas mixture enters the catalytic layer region, a tendency to lower the temperature can be observed. The reaction absorbs heat as the reaction flow occurs in contact with the catalyst front end until the end of the continuous catalytic surface, i.e., the end of the catalytic region, where the temperature continues to decrease. And from Fig. 6, case 2–4, it can be seen that as the number of catalytic layers continues to increase, the cold point temperature of each catalytic layer also increases, and the longitudinal thermal gradient gradually decreases. The average temperature profile on the y-axis along the reactor length is plotted in Fig. 7. From the curve trend, it can be seen that it is roughly the same as the temperature distribution graph (Fig. 6), but from the curves of cases 2–4, it can be more intuitively seen that the average temperature in the reaction zone is gradually increasing as the number of catalytic layer intervals increases. This is due to the change of the catalytic layer structure, which increases the gap between the catalytic layers through the discrete distribution of catalytic layers, so that the gas mixture can be well reheated at the catalytic layer gap when the heat absorption reaction occurs in the catalytic layer, thus maintaining the thermal equilibrium inside the reactor. Therefore, increasing the number of catalytic layer intervals, while keeping the total amount of catalysts unchanged, can result in better heat distribution in the reactor, thus improving the reaction conditions and the reforming performance.

Mass fraction distribution

In order to investigate the effect of the number of catalytic layer intervals on the efficiency of CH$_4$ conversion, the mass fraction distribution of CH$_4$ under four cases was discussed as shown in Fig. 8. It is obvious that the consumption of CH$_4$ is closely related to the temperature inside the reactor. At the reactor end, the reaction stream hardly reacts when it is not in contact with the catalytic layer, and the reforming reaction occurs when it is in contact with the catalytic layer, and in the first half of the pre-reactor, the methane consumption already accounts for more than 50% of its total consumption, indicating that the fuel consumption is relatively rapid at the beginning of the reaction. While the four cases do not have the same methane mass fraction at the reactor outlet, the optimization of the catalytic layer in case 2 to 4 not only optimizes the heat supply in the reactor, but also increases the consumption of CH$_4$ in the whole reaction and also increases the H$_2$ production, thus improving the reaction performance.

The average mass fraction curves for CH$_4$ and H$_2$ in each case are depicted in Fig. 9, respectively. Overall, it appears that the average CH$_4$ mass fraction decreases throughout the reaction.
while the H₂ mass fraction increases, and it is clear that temperature has an important influence on the CH₄ and H₂ mass fractions in the four cases. It can be seen from the curves from cases 2–4 that as the catalytic layer becomes more discrete, the CH₄ consumption becomes faster and the CH₄ mass fraction at the exit becomes smaller, which is because the temperature difference inside the reactor decreases due to the change in the number of gaps distances, thus maintaining a better thermal balance inside the reactor, and the increase in the average temperature inside the reactor can provide more sufficient heat for the reforming reaction, which makes the average temperature inside the reactor lower. At the highest level (case 4), the lowest mass fraction of methane at the outlet, i.e., the highest conversion rate, is accompanied by a larger mass fraction of H₂ at the outlet, as shown in Fig. 9. This means that the methane reforming reaction performance is significantly improved when the number of discrete catalytic layer spacings is increased. The consumption and production of CH₄ and H₂ increased in cases 2 and 3 compared to case 1, while the most obvious effect was observed in case 4, where the CH₄ and H₂ mass fractions at the reactor outlet decreased/increased to 0.017 and 0.020, respectively.

**CH₄ conversion rate and H₂ yield**

Evaluation of overall reaction performance by comparing methane conversion and hydrogen yields. Fig. 10 shows the conversion efficiency of the CH₄ conversion and H₂ yield by comparing the various catalytic layer distribution methods in cases 1–4. From the CH₄ conversion rate, it can be concluded that the methane reforming performance in case 1 is the worst, with a CH₄ conversion ratio of only 47.14% and high fuel loss under the same conditions. In contrast, in cases 2–4, the CH₄ conversion was also significantly improved by optimizing the catalytic layer structure, and case 4 achieves the best overall performance. According to the CH₄ and H₂ import mass fractions, the three improved cases increased the CH₄ conversion by 8.27%, 22.63%, and 28.36%, respectively, compared with case 1. The H₂ yield also improved by 4.32%, 9.37%, and 12.7%, respectively.

**Effect of the reaction rate**

Fig. 11 shows the variation of local reaction rate R with reactor length. In terms of the overall trend, the reaction rate of the inert wall is not shown in the figure as the reaction is based on a surface case. Instead, the trend of reaction rate changes as the reaction flow moves to the catalytic layer. Since the reaction rate is affected by the temperature distribution and the partial pressure of H₂O and CH₄, there is a decreasing trend of rate along the reactor direction. This is because when the reaction occurs, the consumption of the reactants is present, and the partial pressure of the reactants decreases causing the reaction rate to decrease. It is particularly strongly influenced by the wall temperature, which is lowest when the reactor is in the center of the catalytic layer, resulting in a reaction rate that is minimal at the center of each catalytic layer and minimum at the center of the last catalytic layer. For case 1, the peak occurs at the front end of the catalytic layer, while the peak at the end is significantly lower. In addition, the reaction rate of the discrete catalytic layers in cases 2–4 is improved due to the heat supply at the catalytic layer intervals. For case 1, the reaction rate at the front end of the catalytic layer decreases sharply, while the reaction
rate at the end of the catalytic layer increases. The minimum reaction rate in the catalytic region, at \( X = 12.57 \text{ mm} \), \( R = 0.01106 \text{ mol m}^{-3}\text{ s}^{-1} \). The minimum reaction rates in cases 2–4 were located at \( X = 13.83 \text{ mm}, 15.40 \text{ mm}, \) and \( 16.10 \text{ mm} \), with reaction rates of \( 0.01275, 0.01661, \) and \( 0.01839 \text{ mol m}^{-3}\text{ s}^{-1} \), respectively. For cases 2–4, the reaction rate curve has approximately the same shape and decreases with the \( X \)-direction, but the increase in the reaction rate prolongs the reaction process and thus increases the \( \text{CH}_4 \) conversion. This is due to the intervals structure between each catalytic layer, which results in heat being able to be supplied discrete in the reactor, thus maintaining the thermal equilibrium within the reactor. In fact, compared to case 1, the temperature in each catalytic layer decreases somewhat as the catalytic layer intervals increases, but the decreasing amplitude reduces gradually with the increase of the catalytic layer spacing, resulting in an increase in the overall temperature within the reactor.

**Conclusion**

A two-dimensional model of a methane reforming reactor was developed and four reactors with different number of discrete catalytic layer intervals were studied to investigate the influence of the number of layer intervals on the reaction performance. The results show that, compared with the conventional structure with continuous layers (case 1), the average cold point temperature difference inside the reactor is 7.2% lower as the number of spacings increases due to the discrete supply of heat energy caused by the spacing between the catalytic layers, which ensures a better thermal balance inside the reactor, thus avoiding the failure to reach the required reaction temperature during the reaction. In this study, a 75.5% \( \text{CH}_4 \) conversion rate and a 12.7% increase in \( \text{H}_2 \) yield were achieved with the maximum number of catalytic layer intervals. Finally, in this work, the size and number of catalytic layer intervals were not optimal due to reactor structure and length limitations, and the effect of the catalytic layer front and end distances from the reactor inlet and outlet on the reaction was not considered. Therefore, the arrangement of discrete catalytic layer structure could be further optimized.
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**Nomenclature**

| Symbol | Description |
| --- | --- |
| \( A \) | Pre-exponential factor, \([-]\) |
| \( A_g \) | Function used in eqn (15) |
| \( a, b \) | Exponential indexes, \([-]\) |
| \( A_p \) | Specific heat of a gas mixture, \([\text{J (kg K)}^{-1}]\) |
| \( D \) | Mass diffusion of a gas mixture, \([\text{m s}^{-1}]\) |
| \( d_h \) | Catalytic thickness, \([\text{mm}]\) |
| \( E \) | Activation energy, \([\text{J mol}^{-1}]\) |
| \( H_{\text{MSR}} \) | Reaction enthalpy of reforming reaction, \([\text{J mol}^{-1}]\) |
| \( h \) | Heat transfer coefficient, \([\text{W (m}^2\text{K)}^{-1}]\); model height, \([\text{mm}]\) |
| \( k \) | Thermal conductivity, \([\text{W (mK)}^{-1}]\) |
| \( L \) | Total length of catalytic layer, \([\text{mm}]\) |
| \( L_{\text{cat}} \) | Length of a single catalytic layer, \([\text{mm}]\) |
| \( L_g \) | Length of catalytic interval, \([\text{mm}]\) |
| \( L_e \) | Lewis number, \([-]\) |
| \( M \) | Molar mass, \([\text{g mol}^{-1}]\) |
| \( n \) | Number of reactants, \([-]\) |
| \( P \) | Pressure, \([\text{Pa}]\) |
| \( P_i \) | Partial pressure of species \( i \), \([\text{Pa}]\) |
| \( Q_{\text{sr}} \) | Source term in energy equation, \([\text{W m}^{-3}]\) |
| \( T \) | Temperature, \([\text{K}, \text{or} \degree\text{C}]\) |
| \( u \) | Axial velocity, \([\text{m s}^{-1}]\) |
| \( v \) | Transverse velocity, \([\text{m s}^{-1}]\) |
| \( w \) | Mass fraction, \([-]\) |
| \( X \) | Reactor length, \([\text{mm}]\) |
| \( x \) | Transverse coordinate, \([\text{mm}]\) |
| \( y \) | Axial coordinate, \([\text{mm}]\); molar fraction, \([-]\) |

**Greek symbols**

| Symbol | Description |
| --- | --- |
| \( \mu \) | Dynamic viscosity, \([\text{μPa s}^{-1}]\) |
| \( \rho \) | Fluid density, \([\text{kg m}^{-3}]\) |
| \( \upsilon' \) | Stoichiometric coefficient of reactant species, \([-]\) |
| \( \upsilon'' \) | Stoichiometric coefficient of product species, \([-]\) |

**Subscripts**

| Symbol | Description |
| --- | --- |
| cat | Catalyst |
| g | Gap |
| \( i, j \) | Reactant and product components |
| mix | Mixture |
| MSR | Reforming reaction |
| avg | Average |
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