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Abstract

Objective: To provide a practical guidance for the analysis of N-of-1 trials by comparing four commonly used models.

Methods: The four models, paired t-test, mixed effects model of difference, mixed effects model and meta-analysis of summary data were compared using a simulation study. The assumed 3-cycles and 4-cycles N-of-1 trials were set with sample sizes of 1, 3, 5, 10, 20 and 30 respectively under normally distributed assumption. The data were generated based on variance-covariance matrix under the assumption of (i) compound symmetry structure or first-order autoregressive structure, and (ii) no carryover effect or 20% carryover effect. Type I error, power, bias (mean error), and mean square error (MSE) of effect differences between two groups were used to evaluate the performance of the four models.

Results: The results from the 3-cycles and 4-cycles N-of-1 trials were comparable with respect to type I error, power, bias and MSE. Paired t-test yielded type I error near to the nominal level, higher power, comparable bias and small MSE, whether there was carryover effect or not. Compared with paired t-test, mixed effects model produced similar size of type I error, smaller bias, but lower power and bigger MSE. Mixed effects model of difference and meta-analysis of summary data yielded type I error far from the nominal level, low power, and large bias and MSE irrespective of the presence or absence of carryover effect.

Conclusion: We recommended paired t-test to be used for normally distributed data of N-of-1 trials because of its optimal statistical performance. In the presence of carryover effects, mixed effects model could be used as an alternative.

Introduction

N-of-1 trials (single case of randomized controlled trials, randomized controlled trial in individual patient) are multicycle, double-blinded controlled cross-over trials based on individuals [1,2,3,4]. N-of-1 trials are designed to test the effect difference of two treatments which are conventionally labeled as Group A (test group) and Group B (control group). The two periods in each cycle are randomly assigned to different treatments for each subject with a washout period. Figure 1 shows a typical 3-cycles N-of-1 trials.

Since N-of-1 trials were first introduced in an experimental paradigm in 1945 [5], they have been increasingly utilized in social, educational sciences, biomedical, clinical areas [6], and notably in medical area including rheumatism [7], pediatric rheumatism [8], arthritis pain [9], chronic neuropathic pain [10], insomnia [11], heart disease [12], chronic obstructive pulmonary disease [13], and pediatric oncology [14]. It was reported that 50 of 57 N-of-1 trials provided a significantly clinical effect, while 26.3% of the trials (15 trials) consequently led the physician to alter the patients’ treatment [15].

Evidence-Based Medicine Working Group suggested that N-of-1 trials provided the strongest evidence for the decisions of the individual patient [16]. However, N-of-1 trials have not been widely used. One reason was that N-of-1 trials required relatively stable symptoms or diseases, medications with short half-lives, and rapid measurable responses [3,17]. Another important reason was related to the difficulties about the statistical analysis of the data [18].

To analyze the normally distributed data of N-of-1 trials, a number of methods have been proposed. Gabler et al reported that 52% of 108 articles used a visual/graphical representations without statistical comparison, 44% t-test, and 24% pooled analysis [19]. Visual analysis which plotted the data on a graph was commonly used [20], though its validity remained unclear. The parametric tests, such as z-test, two samples t-test, paired t-test and analysis of variance were widely applied to analyze such data [21]. Meta-analysis of summary data (short for meta-analysis) was proposed to estimate the pooled treatment effect for more than two subjects [22]. Individual participant data meta-analysis used linear mixed models to estimate treatment effect while accounting for correlations deriving from the individuals [8,22,23,24]. Mixed effects model and generalized estimating equation based on the effect difference of two treatments in each cycle were established [18,25].
However, it remained unclear which method should be adopted to provide more robust inferences for data of N-of-1 trials. To provide a practical guidance for the analysis of N-of-1 trials, we conducted a simulation study of 3-cycles and 4-cycles N-of-1 trials to compare the performance of four methods under various variance-covariance structures.

**Methods**

For simplicity, the four methods are introduced below in 3-cycles design.

**Paired t-test (Model 1)**

In N-of-1 trials, each cycle with two periods which are assigned to Group A or Group B is considered as a pair. For example, in 3-cycles N-of-1 trials with 10 subjects enrolled, 30 pairs of data are delivered because each subject provides 3 pairs of data. Paired t-test (Model 1) is then used to analyze the 30 pairs of data altogether, which does not account for between-subject effects.

**Mixed Effects Model of Difference (Model 2)**

The difference of the two groups in the same cycle is calculated. There are three differences for each subject. Mixed effects model of difference can be formulated as

\[
y_{ij} = \alpha + \beta_{ij} + \epsilon_{ij}
\]

where \(y_{ij}\) denotes the \(i\)-th subject’s difference for the \(j\)-th (\(j = 1, 2, 3\)) cycle. The intercept \(\alpha\) represents the overall mean of effect difference of Group A and Group B. \(\beta_{ij}\) represents cycle effect for the \(j\)-th cycle. \(\epsilon_{ij}\) indicates random effects of the \(i\)-th subject. \(\epsilon_{ij}\) represents random error for the \(h\)-th cycle.

If there is only one subject (\(n = 1\)), Model 2 reduces to:

\[
y_{ij} = \alpha + \beta_{ij} + \epsilon_{ij}
\]

**Mixed Effects Model (Model 3)**

We assume that carryover effect is only caused by treatment effect of the previous period and not by other periods. All the periods except the first period have carryover effect. Therefore, there are three kinds of effects: no carryover effect, carryover effect of Group A (\(\lambda_A\)) and carryover effect of Group B (\(\lambda_B\)). \(\lambda_A\) and \(\lambda_B\) represent carryover effect left over by Group A and Group B in the previous period respectively. Based on mixed effects model established by Zucker et al [25], we add period effect and carryover effect into the model. Considering all response values in six periods, mixed effects model (Model 3) is set as

\[
y_{ij} = \alpha + \mu \text{ group} + \tau_j + \lambda_A Z_A + \lambda_B Z_B + \gamma_i + \epsilon_{ij}
\]

where \(y_{ij}\) denotes the \(i\)-th subject’s response value for the \(j\)-th (\(j = 1, 2, 3, \ldots, 6\)) period. \(\alpha\) is the intercept of the model. \(\tau_j\) represents period effect for the \(j\)-th period. \(\lambda_A\) and \(\lambda_B\) represent carryover effect of Group A and Group B respectively. \(Z_A\) and \(Z_B\) are indicator variables. \(\gamma_i\) is a dummy variable. \(\gamma_i = 1 (\gamma_i = 0)\) represents that there is carryover effect in Group A (Group B). \(\gamma_i = 0\) and \(\gamma_i = 0\) mean no carryover effect in both Group A and Group B. \(\gamma_i\) indicates random effects of the \(i\)-th subject. \(\epsilon_{ij}\) represents \(i\)-th subject’s random error for the \(j\)-th period. The covariance structure for random error of each subject (var(\(\epsilon_{ij}\))) is equal to \(\Delta\). Random subject effect \(\gamma_i \sim iid N(0, \sigma^2_\gamma)\). \(\gamma_i\) is independent on \(\epsilon_{ij}\).

If there is only one subject (\(n = 1\)), Model 3 reduces to:

\[
y_{ij} = \alpha + \mu \text{ group} + \lambda_A Z_A + \lambda_B Z_B + \epsilon_{ij}
\]

Here, \(y_{ij}\) denotes the response value of the \(j\)-th period, and \(\epsilon_{ij}\) represents random error of the \(j\)-th period.

**Meta-analysis (Model 4)**

Each subject of N-of-1 trials is considered as a separate trial (study). A typical method to analyze \(n > 1\) N-of-1 trials is to use meta-analysis [22]. Meta-analysis combines summary data from each subject to form a weighted average using the method of Der-Simison and Laird:

\[
d_i = (\bar{y}_A - \bar{y}_B) \sqrt{\binom{(n_A - 1)S_A^2 + (n_B - 1)S_B^2}{n_A + n_B - 2}}, w_i = n_A + n_B,
\]

\[
\mu = \sum_{i=1}^{n} w_i d_i / \sum_{i=1}^{n} w_i
\]

where \(\bar{y}_A\) and \(\bar{y}_B\) denote the means of Group A and Group B for the \(i\)-th individual respectively. \(S_A\) and \(S_B\) are their corresponding variance-covariance matrices.
We assumed that carryover effect was caused only by the previous treatment effect. That was, no carryover effect (0%) and the presence of it with 20% of the previous treatment effect. We set carryover effect with two levels, previous period, and was equal to a certain percentage of the previous treatment effect. For instance, suppose that carryover rate of Group A was equal to 2, while the true effect of Group A was 0.85, with autoregressive coefficient of 0.8. The true effect of Group B was then added to effect of Group B in the third period, and so on. Carryover rate was defined as carryover effect divided by treatment effect.

Parameter Setting
The 3-cycles (six periods) and 4-cycles (eight periods) designs of N-of-1 trials were included in the study. The sample size was set to 1, 3, 5, 10, 20 and 30 respectively. Three variance-covariance matrices were assumed as compound symmetry (CS) structures, and two variance-covariance matrices were assumed as first-order autoregressive (AR) structures. All variances in CS or AR structures were set to 1. The covariance (correlation coefficient) of CS structures were set to 0 (CS1), 0.5 (CS2) and 0.8 (CS3) respectively. The covariances of AR1 structure were set to 0.5, 0.5², 0.5³, 0.5⁴ and 0.5⁵, with autoregressive coefficient of 0.5. The covariances of AR2 structure were set to 0.8, 0.8², 0.8³, 0.8⁴ and 0.8⁵, with autoregressive coefficient of 0.8. The true effect of Group B was equal to 2, while the true effect of Group A was equal to 2, 2.4, 2.6 and 3 respectively. Carryover rate of Group A and Group B were both set to 0% or 20%. The simulation was repeated 3000 times for each parameter setting.

Analysis and Model Assessment
Data analyses were conducted by the SAS 9.2 software package. To fit the models, covariance structures of Model 2 and Model 3 were set to the structure which was coincident with that of the data generated. Type I error, power, bias (mean error), mean square error (MSE) and percent error (PE) of effect difference were used to assess the performances of the models. Percent error of ME was absolute of ME divided by the true effect difference. Bias, MSE

| Table 1. Type I error of 3-cycles N-of-1 trials (n = 1, 3, 5, 10, 20, 30). |
|---|
| Carryover rate | CS1 | CS2 | CS3 | AR1 | AR2 |
| n = 1 | M1 | M2 | M3 | M4 | M1 | M2 | M3 | M4 | M1 | M2 | M3 | M4 | M1 | M2 | M3 | M4 | M1 | M2 | M3 | M4 |
| 0% | 0.055 | 0.055 | 0.050 | N/A | 0.057 | 0.057 | 0.049 | N/A | 0.059 | 0.059 | 0.050 | N/A | 0.042 | 0.042 | 0.027 | N/A | 0.048 | 0.048 | 0.021 | N/A |
| 20% | 0.056 | 0.056 | 0.050 | N/A | 0.051 | 0.051 | 0.049 | N/A | 0.053 | 0.053 | 0.050 | N/A | 0.036 | 0.036 | 0.027 | N/A | 0.041 | 0.041 | 0.021 | N/A |
| n = 3 | 0% | 0.061 | 0.004 | 0.062 | 0.081 | 0.059 | 0.006 | 0.054 | 0.086 | 0.060 | 0.005 | 0.054 | 0.086 | 0.035 | 0.006 | 0.036 | 0.035 | 0.041 | 0.003 | 0.032 | 0.021 |
| 20% | 0.058 | 0.004 | 0.062 | 0.079 | 0.057 | 0.004 | 0.054 | 0.080 | 0.053 | 0.001 | 0.054 | 0.068 | 0.037 | 0.005 | 0.036 | 0.030 | 0.033 | 0.001 | 0.032 | 0.015 |
| n = 5 | 0% | 0.042 | 0.013 | 0.045 | 0.069 | 0.044 | 0.012 | 0.043 | 0.067 | 0.043 | 0.012 | 0.042 | 0.066 | 0.025 | 0.016 | 0.020 | 0.020 | 0.031 | 0.018 | 0.016 | 0.013 |
| 20% | 0.042 | 0.012 | 0.045 | 0.066 | 0.044 | 0.010 | 0.043 | 0.062 | 0.040 | 0.008 | 0.042 | 0.052 | 0.023 | 0.014 | 0.020 | 0.019 | 0.023 | 0.009 | 0.016 | 0.015 |
| n = 10 | 0% | 0.047 | 0.029 | 0.061 | 0.070 | 0.048 | 0.029 | 0.058 | 0.059 | 0.047 | 0.030 | 0.057 | 0.057 | 0.031 | 0.031 | 0.029 | 0.032 | 0.041 | 0.032 | 0.022 | 0.021 |
| 20% | 0.046 | 0.026 | 0.061 | 0.064 | 0.044 | 0.026 | 0.058 | 0.060 | 0.039 | 0.021 | 0.057 | 0.050 | 0.029 | 0.028 | 0.029 | 0.031 | 0.029 | 0.023 | 0.022 | 0.021 |
| n = 20 | 0% | 0.054 | 0.038 | 0.053 | 0.045 | 0.052 | 0.036 | 0.053 | 0.042 | 0.052 | 0.038 | 0.054 | 0.041 | 0.033 | 0.033 | 0.028 | 0.032 | 0.038 | 0.036 | 0.022 | 0.018 |
| 20% | 0.049 | 0.035 | 0.053 | 0.044 | 0.046 | 0.032 | 0.053 | 0.040 | 0.038 | 0.025 | 0.054 | 0.036 | 0.026 | 0.030 | 0.028 | 0.031 | 0.025 | 0.027 | 0.022 | 0.017 |
| n = 30 | 0% | 0.053 | 0.044 | 0.053 | 0.036 | 0.052 | 0.043 | 0.049 | 0.030 | 0.051 | 0.044 | 0.050 | 0.032 | 0.029 | 0.044 | 0.021 | 0.032 | 0.029 | 0.044 | 0.015 | 0.020 |
| 20% | 0.051 | 0.042 | 0.053 | 0.030 | 0.046 | 0.038 | 0.049 | 0.027 | 0.038 | 0.031 | 0.050 | 0.024 | 0.024 | 0.040 | 0.021 | 0.026 | 0.018 | 0.031 | 0.015 | 0.018 |

Note: M1, M2, M3 and M4 denoted paired t-test (Model 1), mixed effects model of difference (Model 2), mixed effects model (Model 3) and meta-analysis (Model 4) respectively. CS1, CS2 and CS3 represented compound symmetry variance-covariance matrices with covariance of 0, 0.5 and 0.8 respectively. AR1, AR2 denoted first-order autoregressive structure with autoregressive coefficient 0.5 and 0.8 respectively. 0% and 20% meant carryover rate. N/A: Meta-analysis was not available for n = 1 subject.

doi:10.1371/journal.pone.0087752.t001
| Carryover rate | CS1 | CS2 | CS3 | AR1 | AR2 |
|---------------|-----|-----|-----|-----|-----|
|               | M1  | M2  | M3  | M4  | N/A |
| n = 1         |     |     |     |     |     |
| 0%            | 0%  | 0%  | 0%  | 0%  | 0%  |
| 20%           | 0%  | 0%  | 0%  | 0%  | 0%  |
| n = 2         |     |     |     |     |     |
| 0%            | 0%  | 0%  | 0%  | 0%  | 0%  |
| 20%           | 0%  | 0%  | 0%  | 0%  | 0%  |
| n = 3         |     |     |     |     |     |
| 0%            | 0%  | 0%  | 0%  | 0%  | 0%  |
| 20%           | 0%  | 0%  | 0%  | 0%  | 0%  |
| n = 5         |     |     |     |     |     |
| 0%            | 0%  | 0%  | 0%  | 0%  | 0%  |
| 20%           | 0%  | 0%  | 0%  | 0%  | 0%  |
and PE were calculated as follows:

\[
\text{Bias}(\mu) = \frac{\sum_{m=1}^{M} (\hat{\mu}_m - \mu)}{M},
\]

\[
\text{MSE}(\mu) = \frac{\sum_{m=1}^{M} (\hat{\mu}_m - \mu)^2}{M},
\]

\[
\text{PE}(\mu) = \frac{|\text{Bias}(\mu)|}{\mu}
\]

where \( \mu \) represented the true effect difference. \( \hat{\mu}_m \) was the estimated effect difference for the \( m \)-th simulation. \( M \) was the number of simulation (\( M = 3000 \)).

**Results**

**Type I Error**

Table 1 presented type I error of the four models for \( n = 1, 3, 5, 10, 20, 30 \) in 3-cycles N-of-1 trials under five variance-covariance matrices structures with the assumption of what the true effect difference between two groups was 0 (\( \mu_A = \mu_B = 2 \)). When \( n = 1 \), Model 4 was not performed, and the results of Model 1 and Model 2 were the same.

Under three CS structures, Model 1 and Model 3 were consistent with each other and yielded type I error near to 5% (the nominal level). Type I error of Model 2 was less than 5%, while that of Model 4 was far from 5% under three CS structures. Type I error of 4 models was less than 5% under two AR structures.

As carryover rate increased from 0% to 20%, type I error of Model 1, Model 2 and Model 4 slightly reduced, but Model 3 was unaffected.

The results of 4-cycles N-of-1 trials performed as well as that of 3-cycles N-of-1 trials (Table S1).

**Power**

The true effect differences were set to 0.4, 0.6 and 1.0 respectively. Table 2 showed the power of 3-cycles N-of-1 trials. When \( n = 1 \), except for Model 4 (unavailable), three models yielded very low power less than 0.34. The power of Model 1 and Model 2 were the same. In practice, one individual design of N-of-1 trials should not be considered unless the effect size is sufficiently large.

The power of all models was increasing with sample size. When \( n > 1 \), Model 1 yielded the highest power, followed by Model 3 at any setting. The power of Model 4 were greater than that of Model 2 when \( n \leq 5 \). The power of Model 2 were greater than that of Model 4 when \( n \geq 10 \).

Under most situations, CS3 structure yielded higher power than other four structures.

As carryover rate increased from 0% to 20%, the power of Model 3 was unaffected by carryover rate, and the power of Model 1, Model 2 and Model 4 had a slight decline.

4-cycles N-of-1 trials (Table S2) yielded higher power than 3-cycles N-of-1 trials.

**Bias and MSE**

Table 3 and Table 4 displayed bias and MSE of 3-cycles N-of-1 trials respectively.

In the absence of carryover effect, bias of Model 1, Model 2 and Model 3 was minuscule (near 0), while bias of Model 4 was larger.

Carryover rate had an impact on bias of Model 1, Model 2 and Model 4 except Model 3. In the presence of 20% carryover effect,
### Table 3. Bias (PE, %) of 3-cycles N-of-1 trials (n = 1, 3, 5, 10, 20, 30).

| Carryover Rate | Effect | CS1 M1 | M2 | M3 | M4 | M1 | M2 | M3 | M4 | M1 | M2 | M3 | M4 | M1 | M2 | M3 | M4 | M1 | M2 | M3 | M4 |
|----------------|--------|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| n = 1          |        |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 0%             |        |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 0.0            |        |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 0.4            |        |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 0.6            |        |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 1.0            |        |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 20%            |        |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 0.0            |        |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 0.4            |        |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 0.6            |        |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 1.0            |        |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| n = 3          |        |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 0%             |        |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 0.0            |        |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 0.4            |        |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 0.6            |        |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 1.0            |        |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 20%            |        |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 0.0            |        |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 0.4            |        |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 0.6            |        |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 1.0            |        |        |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |

A Comparison of Four Methods for N-of-1 Trials
### Table 3. Cont.

| Carryover | Effect | CS1 | M1 | M2 | M3 | M4 | CS2 | M1 | M2 | M3 | M4 | CS3 | M1 | M2 | M3 | M4 | AR1 | M1 | M2 | M3 | M4 | AR2 | M1 | M2 | M3 | M4 |
|-----------|--------|-----|----|----|----|----|-----|----|----|----|----|-----|----|----|----|----|-----|----|----|----|----|-----|----|----|----|----|
| rate      | difference |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 0.4       |         | -0.043 | -0.053 | -0.001 | 0.042 | -0.042 | -0.050 | 0.001 | 0.216 |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 0.6       |         | -0.064 | -0.073 | -0.001 | 0.063 | -0.063 | -0.070 | 0.001 | 0.319 |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 1.0       |         | -0.104 | -0.114 | -0.001 | 0.100 | -0.103 | -0.111 | 0.001 | 0.511 |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| n = 10    |       0%  | -0.002 | 0.000 | 0.002 | -0.003 | -0.001 | 0.000 | 0.001 | 0.000 | -0.002 | -0.001 | 0.000 | 0.000 | 0.004 | -0.002 | -0.001 | 0.000 | 0.004 | -0.002 | 0.000 | 0.002 | -0.001 | 0.000 | 0.002 | -0.001 |
| 4%        |         | -0.002 | 0.000 | 0.002 | 0.103 | -0.000 | 0.000 | 0.001 | 0.313 |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 6%        |         | -0.002 | 0.000 | 0.002 | 0.156 | -0.000 | 0.000 | 0.001 | 0.470 |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 20%       |         | -0.002 | 0.000 | 0.002 | 0.262 | -0.001 | 0.000 | 0.001 | 0.785 |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| n = 20    |       0%  | -0.003 | -0.006 | 0.002 | -0.002 | -0.002 | -0.004 | 0.000 | -0.001 | -0.003 | 0.000 | 0.000 | 0.004 | -0.002 | -0.002 | -0.002 | 0.002 | -0.002 | 0.004 | -0.002 | 0.000 | -0.003 | 0.000 | -0.001 | 0.004 |
| 4%        |         | -0.003 | 0.000 | 0.006 | 0.099 | -0.009 | 0.000 | 0.004 | 0.218 |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 6%        |         | -0.003 | 0.000 | 0.006 | 0.150 | -0.000 | 0.000 | 0.004 | 0.323 |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 20%       |         | -0.003 | 0.000 | 0.006 | 0.252 | -0.000 | 0.000 | 0.004 | 0.771 |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| n = 30    |       0%  | -0.003 | -0.006 | 0.002 | -0.004 | -0.004 | -0.004 | 0.002 | -0.000 | -0.003 | 0.000 | 0.000 | 0.004 | -0.002 | -0.002 | -0.002 | 0.002 | -0.002 | 0.003 | -0.002 | 0.000 | -0.002 | 0.000 | -0.002 | 0.002 |
| 4%        |         | -0.004 | -0.008 | 0.003 | 0.038 | -0.043 | -0.046 | 0.002 | 0.021 |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 6%        |         | -0.065 | -0.069 | 0.008 | 0.058 | -0.064 | -0.067 | 0.002 | 0.314 |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| 20%       |         | -0.003 | 0.000 | 0.002 | 0.092 | -0.103 | -0.107 | 0.002 | 0.511 |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |

A Comparison of Four Methods for N-of-1 Trials
Table 3. Cont.

| Carryover Effect | CS1 | M1 | M2 | M3 | M4 | AR1 | M1 | M2 | M3 | M4 | M1 | M2 | M3 | M4 | M1 | M2 | M3 | M4 |
|------------------|-----|----|----|----|----|-----|----|----|----|----|----|----|----|----|----|----|----|----|
| rate difference  | 0.04| 0.002| 0.005| 0.002| 0.001| 0.002| 0.001| 0.002| 0.001| 0.002| 0.001| 0.002| 0.001| 0.002| 0.001| 0.002| 0.001|
|                  | 0.05| 0.003| 0.005| 0.002| 0.001| 0.002| 0.001| 0.002| 0.001| 0.002| 0.001| 0.002| 0.001| 0.002| 0.001| 0.002| 0.001|
|                  | 0.06| 0.003| 0.005| 0.002| 0.001| 0.002| 0.001| 0.002| 0.001| 0.002| 0.001| 0.002| 0.001| 0.002| 0.001| 0.002| 0.001|
|                  | 7%  | 0.02 | 0.03 | 0.01 | 0.01 | 0.02 | 0.01 | 0.02 | 0.01 | 0.02 | 0.01 | 0.02 | 0.01 | 0.02 | 0.01 | 0.02 | 0.01 |
|                  | 20% | 0.02 | 0.03 | 0.01 | 0.01 | 0.02 | 0.01 | 0.02 | 0.01 | 0.02 | 0.01 | 0.02 | 0.01 | 0.02 | 0.01 | 0.02 | 0.01 |

M1: Model 1; M2: Model 2; M3: Model 3; M4: Model 4. N/A: Meta-analysis was not available for chronic fatigue. Each physician received three pairs of treatments (or Model 2). Yielded larger was Model 3, followed by Model 2 and Model 4. The results were consistent with the simulation study. In addition; paired t-test was simple to apply, and the result could be explained easily. However, mixed effects model of difference, meta-analysis with the method of Der-Simonian and Laird were not suitable to analyze the data of N-of-1 trials, due to their low power, large bias and MSE.

Examples

The first example was concerned with Ornithine transcarbamylase deficiency (OTCD) of 3-cycles N-of-1 trials [28]. A 48-year-old patient with OTCD was treated by either L-arginine capsules (test group) or placebo capsules (control group) for weekly periods. The patient and physicians were blinded to treatment. Plasma glutamine as an endpoint was measured about 3 pm on 7th day. The mean differences of plasma glutamine between two groups were estimated as $-137.7 (P = 0.078, 95% CI: -38.4, 313.3)$ by Model 1 (or Model 2) and $-118.7 (P = 0.129, 95% CI: -63.0, 300.3)$ by Model 3. The results showed that Model 3 yielded larger $P$ value and wider confidence interval than Model 1 (or Model 2).

The second example was based on idiopathic chronic fatigue of 3-cycles N-of-1 trials [29]. N-of-1 double-blinded, randomized treatments were performed on four physicians who complained of chronic fatigue. Each physician received three pairs of treatments comprising 4 weeks of Spirulina platensis (test group) and 4 weeks of placebo (control group), with 2 weeks washout time. Severity of fatigue was measured on a 10-point scale daily during the second half (weeks 3 and 4) of each period. The outcome was the mean fatigue scores in the same period. The data was re-analyzed using the four models. The effect difference estimators of fatigue between two groups were $-0.11 (P = 0.485, 95% CI: -0.43, 0.22)$ by Model 1, $-0.15 (P = 0.591, 95% CI: -0.92, 0.63)$ by Model 2, $-0.15 (P = 0.604, 95% CI: -0.86, 0.57)$ by Model 3, and $-0.15 (95% CI: -2.31, 2.01)$ by Model 4. 95% CI and $P$ value of Model 1 was the smallest. The second smallest 95% CI was Model 3, followed by Model 2 and Model 4. The results were consistent with that of simulation study.

Discussions

We conducted a simulation study to compare four models of N-of-1 trials. The process of generating data was based on five variance-covariance matrices with parameter setting of cycle number, carryover effect and sample size. The performance of four models were assessed by type I error, power, bias and MSE.

Paired t-test was recommended to use for normally distributed data of N-of-1 trials irrespective with or without carryover effect. Comparing with other three models, paired t-test yielded the highest power almost in all situations, with type I error nearer to the nominal level. Paired t-test had the smallest MSE almost in all situations, and its bias was comparable with mixed effects model and mixed effects model of difference. The real examples from Hackett et al [28] and Baicus et al [29] showed that the results were consistent with the simulation study. In addition; paired t-test was simple to apply, and the result could be explained easily. However, mixed effects model of difference, meta-analysis with the method of Der-Simonian and Laird were not suitable to analyze the data of N-of-1 trials, due to their low power, large bias and MSE.
Table 4. MSE of 3-cycles N-of-1 trials (n = 1, 3, 5, 10, 20).

| Carryover rate | effect | n = 1 | M1 | M2 | M3 | M4 | M1 | M2 | M3 | M4 | M1 | M2 | M3 | M4 | M1 | M2 | M3 | M4 | M1 | M2 | M3 | M4 | M1 | M2 | M3 | M4 | M1 | M2 | M3 | M4 | M1 | M2 | M3 | M4 |
|----------------|--------|------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| 0%             | M1     | 0.0  | 0.674 | 1.191 | N/A | 0.317 | 0.37 | 0.060 | N/A | 0.135 | 0.240 | N/A | 0.225 | 0.275 | N/A | 0.116 | 0.116 | 0.299 | N/A |
|                | M2     | 0.0  | 0.674 | 1.191 | N/A | 0.317 | 0.37 | 0.060 | N/A | 0.275 | 0.275 | N/A | 0.275 | 0.275 | N/A | 0.116 | 0.116 | 0.299 | N/A |
|                | M3     | 0.6  | 0.674 | 1.191 | N/A | 0.317 | 0.37 | 0.060 | N/A | 0.275 | 0.275 | N/A | 0.275 | 0.275 | N/A | 0.116 | 0.116 | 0.299 | N/A |
|                | M4     | 1.0  | 0.674 | 1.191 | N/A | 0.317 | 0.37 | 0.060 | N/A | 0.275 | 0.275 | N/A | 0.275 | 0.275 | N/A | 0.116 | 0.116 | 0.299 | N/A |
| 3%             | M1     | 0.6  | 0.124 | 0.202 | 0.109 | 0.136 | 0.034 | 0.099 | 0.054 | 0.132 | 0.014 | 0.040 | 0.022 | 0.132 | 0.028 | 0.099 | 0.061 | 0.069 | 0.030 | 0.056 |
|                | M2     | 0.6  | 0.124 | 0.202 | 0.109 | 0.136 | 0.034 | 0.099 | 0.054 | 0.132 | 0.014 | 0.040 | 0.022 | 0.132 | 0.028 | 0.099 | 0.061 | 0.069 | 0.030 | 0.056 |
|                | M3     | 0.6  | 0.124 | 0.202 | 0.109 | 0.136 | 0.034 | 0.099 | 0.054 | 0.132 | 0.014 | 0.040 | 0.022 | 0.132 | 0.028 | 0.099 | 0.061 | 0.069 | 0.030 | 0.056 |
|                | M4     | 1.0  | 0.124 | 0.202 | 0.109 | 0.136 | 0.034 | 0.099 | 0.054 | 0.132 | 0.014 | 0.040 | 0.022 | 0.132 | 0.028 | 0.099 | 0.061 | 0.069 | 0.030 | 0.056 |
| 5%             | M1     | 0.6  | 0.124 | 0.202 | 0.109 | 0.136 | 0.034 | 0.099 | 0.054 | 0.132 | 0.014 | 0.040 | 0.022 | 0.132 | 0.028 | 0.099 | 0.061 | 0.069 | 0.030 | 0.056 |
|                | M2     | 0.6  | 0.124 | 0.202 | 0.109 | 0.136 | 0.034 | 0.099 | 0.054 | 0.132 | 0.014 | 0.040 | 0.022 | 0.132 | 0.028 | 0.099 | 0.061 | 0.069 | 0.030 | 0.056 |
|                | M3     | 0.6  | 0.124 | 0.202 | 0.109 | 0.136 | 0.034 | 0.099 | 0.054 | 0.132 | 0.014 | 0.040 | 0.022 | 0.132 | 0.028 | 0.099 | 0.061 | 0.069 | 0.030 | 0.056 |
|                | M4     | 1.0  | 0.124 | 0.202 | 0.109 | 0.136 | 0.034 | 0.099 | 0.054 | 0.132 | 0.014 | 0.040 | 0.022 | 0.132 | 0.028 | 0.099 | 0.061 | 0.069 | 0.030 | 0.056 |

A Comparison of Four Methods for N-of-1 Trials
Table 4. Cont.

| Carryover | Effect | CS1 | M1 | M2 | M3 | M4 | M1 | M2 | M3 | M4 | M1 | M2 | M3 | M4 | M1 | M2 | M3 | M4 | M1 | M2 | M3 | M4 | M1 | M2 | M3 | M4 |
|-----------|--------|-----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| rate      |        |     |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 0.6       |        | 0.073 | 0.203 | 0.109 | 0.151 | 0.038 | 0.104 | 0.054 | 0.256 | 0.018 | 0.044 | 0.022 | 0.765 | 0.032 | 0.104 | 0.061 | 0.118 | 0.017 | 0.046 | 0.030 | 0.309 | 0.024 | 0.053 | 0.030 | 0.681 |
| 0.8       |        | 0.081 | 0.211 | 0.109 | 0.182 | 0.045 | 0.111 | 0.054 | 0.465 | 0.025 | 0.052 | 0.022 | 1.762 | 0.040 | 0.111 | 0.061 | 0.197 | 0.024 | 0.053 | 0.030 | 0.681 |
| n=20      |        |     |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 0%        |        | 0.0 | 0.033 | 0.099 | 0.050 | 0.065 | 0.016 | 0.049 | 0.026 | 0.066 | 0.007 | 0.020 | 0.010 | 0.066 | 0.013 | 0.047 | 0.028 | 0.034 | 0.006 | 0.020 | 0.014 | 0.026 | 0.006 | 0.020 | 0.014 | 0.026 |
| 20%       |        | 0.0 | 0.033 | 0.099 | 0.050 | 0.079 | 0.016 | 0.049 | 0.026 | 0.167 | 0.007 | 0.020 | 0.010 | 0.599 | 0.013 | 0.047 | 0.028 | 0.072 | 0.006 | 0.020 | 0.014 | 0.205 | 0.006 | 0.020 | 0.014 | 0.431 |
| n=30      |        |     |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 0%        |        | 0.0 | 0.035 | 0.101 | 0.050 | 0.067 | 0.018 | 0.051 | 0.026 | 0.112 | 0.008 | 0.022 | 0.010 | 0.347 | 0.015 | 0.050 | 0.028 | 0.050 | 0.007 | 0.022 | 0.014 | 0.134 | 0.010 | 0.024 | 0.014 | 0.252 |
| 20%       |        | 0.0 | 0.037 | 0.104 | 0.050 | 0.073 | 0.021 | 0.054 | 0.026 | 0.173 | 0.011 | 0.024 | 0.010 | 0.681 | 0.017 | 0.052 | 0.028 | 0.068 | 0.010 | 0.024 | 0.014 | 0.134 | 0.010 | 0.024 | 0.014 | 0.594 |

M1: Model 1; M2: Model 2; M3: Model 3; M4: Model 4. N/A: Meta-analysis was not available for n = 1 subject.
Though carryover effect may exist in cross-over studies as like N-of-1 trials theoretically, it is not plausible in practice owing to enough washout period [30,31]. Based on our simulation results, 20% carryover effect has a little influence on the estimation compared with the absence of carryover effect. Therefore, carryover effect is usually ignored in clinical trials.

Mixed effects model was also recommended to use for the data of N-of-1 trials if there was carryover effect. Mixed effects model could deal with carryover effect flexibly, and separated carryover effect from treatment effect in n≠1 N-of-1 trials. The results of 20% carryover effect showed that bias in mixed effects model was approximate equal to 0. However, mixed effects model took into account period effect, carryover effect, and random individual effect, resulting in a larger standard deviation for the estimators of effect difference. So mixed effects model yielded bigger MSE. As carryover rate increased from 0% to 20%, the power of mixed effects model was close to (lower than) that of paired t-test. In addition, mixed effects model had a variety of advantages, such as dealing with the missing data, considering numerous variance-covariance structures, and adding new covariables according to the different conditions. For example, some diseases might improve (such as self-healing disease) or deteriorate (such as cancer) over time. We could add a covariate of time into mixed effects model.

As sample size increased, type I error and bias of four models remain unchanged, MSE of four models gradually reduced, and the power of all the models (except meta-analysis) increased. The 3-cycles and 4-cycles N-of-1 trials had the comparable results in type I error and Bias. The 4-cycles N-of-1 trial yielded higher power and smaller MSE than 3-cycles N-of-1 trial because more periods led to the effect such as increasing sample size. The simulation study essentially assumed that variance of within-subject was equal. We assumed that the variance of within-subject is not equal, for instance, with a sample size of 20, within-subject variance of 10 subjects being 1 and that of the other 10 subjects being 2. The simulation results show that type I error and bias of unequal variance of within-subject are similar to that of equal variance. The power of unequal variance is less than the corresponding power of equal variance. MSE of unequal variance is larger than that of the equal variance due to the bigger variance of raw data. These signify that unequal variance of within-subject could reduce the power but does not affect type I error or bias.

There were several limitations in this study. (1) The simulation study considered only the compound symmetry and first-order autoregressive variance-covariance matrices. It did not take into account other variance-covariance matrices. In practice, the correlation between different times should be more complex rather than completely the same or autoregressive. (2) Unbalanced (different cycles) N-of-1 trials which are also applied in practice were not considered in our study. (3) The simulation study did not consider missing data. (4) The simulation assumed that each subject had one measurement (after treatment) per period, thus not accounting for potential information from repeated measurements within each period.

In conclusion, paired t-test was simple and easy to apply, with better statistical performance. It was recommended to use for normally distributed data of N-of-1 trials. Mixed effects model provided an alternative when there was carryover effect.
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