Thermal melting of discrete time crystals: a dynamical phase transition induced by thermal fluctuations
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The stability of a discrete time crystal against thermal fluctuations has been studied numerically by solving a stochastic Landau-Lifshitz-Gilbert equation of a periodically-driven classical system composed of interacting spins, each of which couples to a thermal bath. It is shown that in the thermodynamic limit, even though the long-range temporal crystalline order is stable at low temperature, it is melting above a critical temperature, at which the system experiences a non-equilibrium phase transition. The critical behaviors of the continuous phase transition have been systematically investigated, and it is shown that despite the genuine non-equilibrium feature of such a periodically driven system, its critical properties fall into the 3D Ising universality class with a dynamical exponent \( z = 2 \) identical to that in the critical dynamics of kinetic Ising model without driving.

Introduction – Spontaneous symmetry breakings (SSB) and universality classes are among the most fundamental concepts in modern physics: the former is used to characterize different phases of matter while the latter is to categorize the transitions between them. Compared to equilibrium systems, the physics in out-of-equilibrium systems is much richer but less known in general. The evolutionary processes give rise to increasing richness of the paradigm of spontaneous symmetry breaking and universality classes, which could take place not only in space but also in time, the latter opens up new opportunities to explore novel states of matter (the time crystal (TC)) for instance) and dynamical universality classes (the critical dynamical phenomena2, 3 or the Kardar-Parisi-Zhang (KPZ) universality class4 for instance) beyond the scope of equilibrium physics.

As a prototypical example of spontaneous symmetry breaking in time domain, the time crystal phase1, in its different forms5–23, has attracted considerable interests in past decades. Despite of being proven absent in thermal equilibrium24, 25, such an intriguing phase has been observed in periodically driven non-equilibrium settings26–32. These systems exhibit oscillations with period doubling with respect to that of the external driving, thus spontaneously break the discrete time translational symmetry (TTS) from symmetry group \( \mathbb{Z} \) to \( \mathbb{Z}_2 \). As a phase of matter, a profound question is its stability against perturbations, especially the thermal fluctuations inevitable in almost all the realistic experimental setups. From a theoretical point of view, this problem can be considered as a non-equilibrium analogue of thermal melting of the crystalline order, and is of fundamental interest due to its relevance to broader questions of the robustness of the temporal order against fluctuations, as well as the dynamical universality classes in non-equilibrium matter.

Recently, Yao et al explored this question by studying a classical Hamiltonian dynamics coupled to a finite-temperature bath, and found an activated discrete time crystal (DTC) whose crystalline order survives to long, but not infinite times at low temperature33. A question naturally raised is whether there exists DTC phases with true long-range crystalline order persisting forever34? Is it possible for the thermal fluctuation to melt such a dynamical crystalline order, just as it does for conventional crystals? If so, how to characterize such a non-equilibrium phase transition and what’s the corresponding universality class?

In this paper, we attempt to answer these questions, focusing for simplicity on a three-dimensional (3D) classical periodically-driven interacting spin model, which could exhibit period doubling with respect to the driving (DTC phase) at zero temperature. The thermal fluctuations are introduced by coupling each spin to a heat bath, which provides both dissipation and noise. The problem is approached by solving a stochastic equation of motion (EOM), where the dynamics of each spin is governed by a Landau-Lifshitz-Gilbert (LLG) equation35 augmented by a random thermal force36. It has been shown that at high temperature, the DTC order parameter decays exponentially with time, indicating a finite life time of the DTC phase as in the 1D case (activated DTC). With decreasing temperature, the non-equilibrium system experiences a dynamical phase transition from an activated DTC to a DTC phase with true long-range crystalline order. It is interesting to show that despite the genuine non-equilibrium feature of such periodically driven systems, its critical properties are characterized by an Ising universality class with a dynamical exponent \( z = 2 \) identical with the value in the critical dynamics of un-driven systems.

Model and method – The time crystal phases in classical many-body systems have attracted considerable interest recently34, 37, 38. We start with a 3D classical spin model (transverse Ising model) with a time-dependent
nearest-neighboring (NN) sites of site \(i\), \(L\) is the length and \(\xi\) approximated as white noise if assuming that the typical magnetic field representing the thermal noise, which can be described by a stochastic LLG equation \([35]\) as:

\[
\dot{s}_i = h_{\text{eff}}^i = [V(t)s_i^\tau, 0, h_z] s_i^\tau = \frac{1}{2} \sum_{j} s_j^\tau \tag{1}
\]

where the dynamical variable \(s_i\) is a classical vector with fixed length \(|s_i| = 1\). The summation \(\langle ij \rangle\) is over the nearest-neighboring (NN) sites of site \(i\) in the cubic lattice with length \(L\). The strength of the interaction \(V(t)\) periodically oscillates as \(V(t) = V_0 \cos \omega_0 t\). \(h_z\) is the strength of a uniform magnetic field along z-direction. Throughout this paper we fix \(h_z = J\). In the absence of thermal bath, the dynamics of each spin can be described by the EOM: \(\dot{s}_i = h_0^i \times s_i\), where the effective magnetic field \(h_0^i = [V(t)s_i^\tau, 0, h_z] s_i^\tau\) (the summation is over the NN sites of site \(i\)).

Even though our driven spin system is a genuine non-equilibrium system whose temperature is ill-defined, usually the degrees freedom of bath are much larger than those of the system thus the back action of the system to the bath can be neglected, which allows us to consider a thermal bath with a well-defined temperature (T) that doesn’t change during the dynamical process. The effect of the thermal bath can be modeled by methods familiar in the theory of the Brownian motion and other stochastic processes, where the EOM of each spin is described by a stochastic LLG equation \([35]\) as:

\[
\dot{s}_i = h_{\text{eff}}^i - \lambda s_i \times (s_i \times h_i) \tag{2}
\]

where \(\lambda\) is the strength of the friction provided by the local thermal bath, which is fixed as \(\lambda = J\) throughout this paper. \(h_{\text{eff}}^i = h_0^i + \xi_i(t)\) is the effective magnetic field, where \(\xi_i(t)\) is a three-dimensional (3D) stochastic magnetic field representing the thermal noise, which can be approximated as white noise if assuming that the typical time scale of the bath is much shorter than that of the system. We further assume the local bath around each spin is independent with each other thus the stochastic variables satisfy:

\[
\langle \xi_i^\alpha(t) \rangle = 0 \tag{3}
\]

\[
\langle \xi_i^\alpha(t) \xi_j^\beta(t') \rangle = D^2 \delta_{ij} \delta(t-t') \tag{4}
\]

where \(\alpha, \beta = x, y, z\), \(D\) is the strength of the noise, and the average \(\langle \rangle\) is over all the noise trajectories. If the bath is in thermal equilibrium with temperature \(T\), the fluctuation-dissipation theorem (FDT) indicates that the strengths of the friction and noise satisfy

\[
D^2 = 2T\lambda. \tag{5}
\]

Numerically, we adopt Stratonovich’s formula of the stochastic differential Eq. \((7)\), and solve it using the standard Heun method \([43]\) with the time step of \(\Delta T = 10^{-3}\), the convergence of which has been checked numerically (see the Supplementary Material(SM) \([44]\)). The system size in our simulation ranges from \(L = 8\) to \(L = 28\), which enable us to systematically analyze the finite-size effect. The ensemble average over the noise trajectories can be performed by directly sampling over \(N\) sets of noise realizations. \((N\) ranges from \(4 \times 10^3\) to \(10^5\) depending on the simulated system size). In our simulation, we calculate the evolution of the average magnetization along x-direction \(M(t) = \langle \frac{1}{N} \sum_i s_i^x(t) \rangle\) to characterize various dynamical behaviors. We choose the initial state as the ground state of Hamiltonian \([11]\) with \(t = 0\), since we start from a spatially uniform initial state, \(M(t)\) is proportional to the auto-correlation function \(C(t) = \langle \frac{1}{N} \sum_i s_i^x(0) s_i^x(t) \rangle\), which characterizes the memory effect of the initial state information. However, we find that the long-time behavior doesn’t change even if we start from a non-uniform random initial state, that different spins will finally synchronize with each other \([44]\).

**Zero temperature phase diagram:** It is shown that even at zero temperature \((D = 0)\), the classical EOM, \([7]\) could exhibit rich long-time dynamical behaviors, which can be found in the \(V_0 - \omega_0\) phase diagram as shown in Fig.1. For sufficiently large \(V_0\) and small \(\omega_0\), one can find a DTC-2 phase, where the ferromagnetic order parameter \(M(t)\) oscillate with a period twice of that of the driving \((\frac{2\pi}{\omega_0}\)). Besides that, one can also find other DTC phases whose periods are other integer multiples of \(\frac{2\pi}{\omega_0}\) (DTC-3 and DTC-4 phases for instance). If both \(V_0\) and \(\omega_0\) are large enough, one can find a synchronization between \(M(t)\) ad \(V(t)\), both of which oscillates in the same period(synchronized phase). Besides these periodic oscillations, one can also find other dynamical phases that \(M(t)\) could decay to zero (paramagnetic phase), or oscillate chaotically (chaos).

**The fate of DTC phase at various temperatures:** In the following, we will focus on the DTC-2 phase by fix-
The critical behavior of the non-equilibrium phase transition—As the temperature is lowered, the exponent of the exponential decay $\Delta$ decreases and finally vanishes when the temperature drops below a critical temperature $T_c = D_{eq}^{-1}$ with $D_{eq} = 0.2782J$, which indicates an absence of the exponential decay in the thermodynamic limit. For a sufficiently large system, it is shown in Fig. 2 (c) that at the critical temperature $(T = T_c)$, the amplitude of $M(t)$ decays algebraically with time ($\sim t^{-\alpha_c}$ with $\alpha_c = 0.33(1)$), qualitatively different from either the exponential decay at the high temperature or the persistent oscillation at low temperature. Such a critical exponent $\alpha_c = 0.33$ is different from the value observed recently ($\alpha_c = 0.5$) in a mean-field analysis of the critical properties of a dissipative DTC phase [14].

For a finite system, the dynamics of $M(t)$ at the critical temperature can be separated into three regimes: a transient regime that depends on the initial state, a persistent regime of the exponential decay or the persistent oscillation at the high temperature or the persistent oscillation at low temperature. However, as the system size increases,
a finite size scaling of \( \Delta_c(L) \) (the inset of Fig. 2(d)) suggests that \( \Delta_c(L) \) vanishes in the thermodynamic limit as \( \Delta_c(L) \sim L^{-z} \) with \( z = 2 \). This result indicates a divergence of the relaxation time with the system size as \( \tau_c \sim L^z \), where \( z \) is the dynamical critical exponent characterizing the dynamical universality class \( \zeta \). It is known that in a relaxation dynamics of a critical kinetic Ising model without periodical driving, \( z \) could be either 2 \cite{47} or 3 \cite{48} depending on the conservation law during the relaxation dynamics. Here, we find the dynamical critical exponent \( z \) of our model agrees well with the value in relaxation dynamics of undriven kinetic 2D Ising model without conservation law (Glauber model \cite{45}). In the thermodynamic limit, \( \Delta_c(L) \) vanishes and the exponential regime gives ways to the algebraic regime, which persists forever.

To study other critical exponents of this dynamical phase transition, we focus on the divergence of the relaxation time \( \tau \) (the inverse of \( \Delta \)) close to the critical point. We first define a renormalized relaxation time \( \tilde{\tau} = \tau / L^z \) with \( z = 2 \), and plot its dependence on \( D \) for systems with various system sizes \( L \) around the critical point. As shown in Fig. 2(e), one can find a scaling invariant point at \( D = D_c \), a signature of a continuous phase transition. Near the critical point, the relaxation time diverges as \( \tau \sim |T - T_c|^{-z \nu} \). To obtain the critical exponent \( \nu \), we perform the data collapses as shown in the insets of Fig. 2(e), from which we can extract that the critical exponents \( \nu = 0.64 \), which agrees with the value \( (\nu = 0.642) \) in the 3D Ising universality class.

Another important quantity to characterize the critical behavior is the correlation length \( \xi \), which can be extracted from the equal-time correlation function \( S(\mathbf{r}, t) = \langle s_{1x}(t) s_{1x}(t) \rangle - \langle s_{1x}(t) \rangle \langle s_{1x}(t) \rangle \) as \( 1 \).

\[
\xi_{z}(t) = \frac{1}{|Q_{z}|} \left[ \frac{S(\mathbf{0}, t)}{S(\mathbf{q_z}, t)} - 1 \right]^{1/z} \tag{6}
\]

where \( S(\mathbf{Q}, t) = \frac{1}{Z} \sum_{\mathbf{r}} e^{i \mathbf{Q} \cdot \mathbf{r}} S(\mathbf{r}, t) \) is the structure factor of the spin-spin correlation. \( \mathbf{q_z} = \frac{2\pi}{L} [0, 0, 1] \) and \( \xi_{z}(t) \) is the correlation length along \( z \)-direction at time \( t \). As shown in Fig. 2(f), at the critical point, the correlation length diverges algebraically in time as \( l(t) \sim t^\beta \) with \( \beta = 0.55(3) \), which agrees with the dynamical critical exponent \( \beta = 1/z \) in the Glauber model.

Discussion – Despite the presence of the periodical driving of our model, we find that its dynamical critical behaviors are similar with the relaxation dynamics of the undriven kinetic Ising model near the critical point (the model A in Hohenberg-Halperin’s alphabetic classification of dynamical critical phenomena \cite{2}). This result can be understood by a time-independent description of stroboscopic dynamics under periodical driving. Such a time-independent Hamiltonian is similar with the Floquet Hamiltonian in the periodically-driven quantum systems, and can be derived using an approximation scheme similar with the Magnus expansion, a series expansion in terms of the driving period \( \omega \). Even though higher order terms (the four-site or multi-site interactions for instance) may appear in the effective time-independent Hamiltonian, they could be irrelevant for the long-time dynamics near the critical point, thus the stroboscopic dynamics of our periodically driven system is similar with the relaxation dynamics of a time-independent kinetic Ising model near the critical point.

This similarity reminds us of the dynamical phase transition observed in a kinetic Ising model in a periodically oscillating magnetic field \cite{51}, which also experiences a non-equilibrium phase transition from a symmetry-restoring oscillations to symmetry-breaking oscillations for the time-dependent magnetization, where the dynamical critical behavior is also found to be the same as those of the undriven cases \cite{52}. In spite of the similarity of this model \cite{51} and our model, there is an important difference that in our model, instead of external field, the periodic driving is imposed on the strength of interaction, which give rise to the consequence of the spontaneous breaking of discrete TTS. While in model with oscillating field \cite{51}, the period of the magnetization and external field is always the same, thus the discrete TTS is not broken, corresponding to “synchronized phase” in our language.

Another important issue has not been discussed so far is the quantum effect: what will happen if thermal noises are replaced by quantum fluctuations? In another word, if the Hamiltonian \( H \) is a quantum transverse Ising model, can we observe DTC behavior in such a periodical-driven quantum system? The effect of quantum fluctuations on systems with continuous TTS breaking has been studied in the single-particle level. For instance, for a Van der Pol oscillator with a classical trajectory of limiting circle, quantum fluctuation induces a phase diffusion in the limiting circle \cite{53}, which recovers the continuous TTS symmetry thus destroys the long-range TC order. On the contrary, our model breaks the discrete TTS, which is expected to be more stable compared to the continuous ones. The competition between the quantum fluctuations and time crystalline order may give rise to rich dynamical phenomena, thus is worthwhile to be explored in the future work, even though a numerical simulation of such a non-equilibrium 3D (open) quantum many-body system is a formidable, if not impossible, task.

Conclusion and outlook – In conclusion, we study the stability of DTC phase in the presence of thermal bath, and find that despite its genuine non-equilibrium feature, this DTC phase shares a lot of common properties with equilibrium ordered phases with spatially \( Z_2 \) symmetry breaking, especially its finite-size effect and critical behavior. Future developments will include an analytic explanation of the critical behavior, which calls for a coarse-grained effective description and a non-equilibrium field theory analysis of our system in the
Keldysh formalism. Recently, Natsheh et al analytically studied the critical behavior of a periodically driven quantum O(N) model with DTC phase, a generalization of this work may shed light on our problem. Another important question involves the generality of our conclusion: whether similar behavior can be observed in other DTC models (e.g. the coupled driven-dissipative nonlinear pendulums)? Last but not the least, whether it is possible to find the melting transitions with the dynamical universality that go beyond the undriven cases? After all, the Magnus expansion could generate long-range interactions in the effective Hamiltonian, especially in the presence of low-frequency driving, and it is possible that such long-range interaction may qualitatively change the critical behavior of the systems and give rise to intriguing dynamical universality classes.
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Supplemental material

In this supplementary material, we first provide some details of the Heun algorithm used in our simulation, then we numerically check the convergence of our results with the finite discrete time step $\Delta t$. Finally, we discuss the dependence of our results on the initial states as well as the finite size effect in our simulations.

SOLVING THE STOCHASTIC LANDAU-LIFSHITZ-GILBERT EQUATION: HEUN ALGORITHM

In this section, we first derive the Stratonovich form of the stochastic LLG equation, then formulate the Heun algorithm for Stratonovich Stochastic Differential equations (SDE). A stochastic LLG equation reads:

$$\dot{s}_i = h_i \times s_i - \lambda s_i \times (s_i \times h_i)$$

where $s_i$ is a unit vector. $h_i(t) = h_i^0(t) + h_i^T(t)$ is the effective magnetic field $h_i^0(t) = [V(t)\hat{s}_m, 0, h_z]$ with $\hat{s}_m = \frac{1}{2}\sum_j \hat{s}_j$ where the summation is over the nearest neighboring sites of site i. $h_i^T(t)$ is a three-dimensional(3D) stochastic magnetic field representing the thermal noise satisfying:

$$\langle h_i^{T\alpha}(t)h_j^{T\beta}(t') \rangle = D^2 \delta_{\alpha\beta}\delta_{ij}\delta(t-t')$$

where $\alpha, \beta = x, y, z$ and $D$ is the strength of the noise satisfying $D^2 = 2T\lambda$, and the average $\langle \rangle$ is over all the trajectories of noises.

To simulate the thermal noise numerically, we discretize the time with the time step $\Delta t$ of the numerical method. Provided that the spin configuration in the $m$-th time step $(t_m = m\Delta t)$ is defined as $\{s_i^m\}$, in the Heun algorithm, the calculation of $\{s_i^{m+1}\}$ can be divided into two steps. We first calculate:

$$s_i^{m+1} = s_i^m + \frac{\Delta t}{2} (h_i^m \times s_i^m - \lambda s_i^m \times (s_i^m \times h_i^m)) \Delta t$$

with $h_i^m = h_i^{0\ i\ m} + \tilde{h}_i^{T\ i\ m}$, where $h_i^{0\ i\ m} = h_i^0(t_m)$ and $\tilde{h}_i^{T\ i\ m}$ is a stochastic magnetic field satisfying:

$$\tilde{h}_i^{T\alpha\ i\ m} = \frac{D}{\sqrt{\Delta t}} \xi^{\alpha\ i\ m}$$

where $\xi^{\alpha\ i\ m}$ is a random number satisfying the Gaussian distribution with $\mathcal{N}(0, 1)$: $\langle \xi^{\alpha\ i\ m} \rangle = 0$, $\langle (\xi^{\alpha\ i\ m})^2 \rangle = 1$.

In the Heun algorithm, $s_i$ at the $m+1$-th time step can be expressed as:

$$s_i^{m+1} = s_i^m + \frac{\Delta t}{2} (h_i^m \times s_i^m - \lambda s_i^m \times (s_i^m \times h_i^m)) + \tilde{h}_i^{m+1} \times \tilde{h}_i^{m+1} - \lambda \tilde{s}_i^{m+1} \times (\tilde{s}_i^{m+1} \times \tilde{h}_i^{m+1})$$

where $\tilde{s}_i^{m+1}$ has been defined in Eq.(9), and $\tilde{h}_i^{m+1} = h_i^{0\ i\ m+1} + \tilde{h}_i^{T\ i\ m}$.
CONVERGENCE OF NUMERICAL RESULTS

In our simulation, we choose the time step $\Delta t = 10^{-3} J^{-1}$. In general, for stochastic differential equations, the dependence of the numerical results on $\Delta t$ is more subtle than the deterministic ones (as shown in Eq. 8), the strength of the stochastic magnetic fields depend on $\Delta t$ thus we need to carefully examine the convergence of our result (especially the power-law decays) with $\Delta t$, and preclude the possibility that it is an artifact because of the finite $\Delta t$ we choose. To this end, we choose different $\Delta t = 2 \times 10^{-3}, 10^{-3}$ and $5 \times 10^{-4}$, and compare their results. As shown in Fig. 4, the results with $\Delta t = 10^{-3}$ and $5 \times 10^{-4}$ agree with each other very well within the statistical error bar from the ensemble average of the trajectories of noise, which indicates that the $\Delta t$ we choose in our simulation is sufficiently small that allows us to ignore the finite-$\Delta t$ induced errors.

The typical time scale of the simulation in the main text is up to $\sim 100 J^{-1}$ (50 DTC periods). One may wonder whether such a time scale is in a prethermal regime, and longer simulation may give rise to qualitatively different dynamics. To verify this point, we extended the simulation time up to $10^{3} J^{-1}$ (500 periods of the DTC), which is the maximum accessible time scale in our numerical simulations considering the accumulated errors in the Heun algorithm. As shown in Fig. 6, the DTC order parameter barely decays for a sufficiently large system ($L = 20$). However, as we will show below, for a small system, there is an exponential decay even at tem-
FIG. 7: Replotting Fig. 2 (d) in the main text using a semi-log plot

...temperature below the critical temperature, which can be considered as a finite-size effect.

**DEPENDENCE ON THE INITIAL STATE**

In our simulation in the main text, we start from an spatially homogeneous initial state (the ground state of the system Hamiltonian at $t = 0$), where the FM order parameter $M(t)$ is proportional to the auto-correlation function in time $C(t)$. It is important to check that our results doesn’t crucially depend on this specific choice of the initial state. To this end, we choose an inhomogeneous random initial state (paramagnetic state with $M(t = 0) = 0$): for each site, we choose the the initial spin as $s_i^0 = [s_i^x, 0, s_i^z]$, where $s_i^x$ is an random number different from site by site and uniformly distributed within $[-1,1]$, the corresponding z-component spin is chosen as $s_i^z = \sqrt{1 - |s_i^x|^2}$. We compare the $M(t)$ from an uniform ferromagnetic (FM) and random initial states. As shown in Fig 5 after a relaxation dynamics, the time evolution of $M(t)$ in these two cases agree with each other very well within the statistical error, indicating a rapid loss of the memory of the initial state information, which can be understood as a consequence of the coupling to the thermal bath.

**FINITE SIZE EFFECT IN THE DTC PHASES AND CRITICAL POINT**

All the numerical simulations in the main text are performed in finite size systems. In equilibrium physics, it is well known that the spontaneous symmetry breaking can only occur in thermodynamic limit, while a symmetry breaking phase in a finite system has a life time, which exponentially diverges with the system size. Since the DTC phases in our model also spontaneously breaks the discrete translational symmetry, it is interesting to ask whether such a non-equilibrium symmetry breaking phase possesses similar properties.

To this end, we study the dynamics of the FM order parameter for small systems with fixed $D = 0.26J$ below the critical temperature. As shown in Fig 6 (a), $M(t)$ in small systems with various system size indeed decay exponentially in time ($|M(t)| \sim e^{-\Delta(L)t}$), which indicates a finite life time $\tau_c \sim \Delta(L)^{-1}$ for the DTC phase. A finite size scaling of $\Delta(L)$ is plotted in Fig 6 (b), which shows an exponential decay of $\Delta(L)$ with system size (an exponential divergence of $\tau_c$). This result indicates that despite the genuine non-equilibrium feature of the DTC phases, it share with some common features with the spontaneous symmetry breaking phases in equilibrium systems.

Now we focus on the finite-size effect at the critical point. As shown in Fig 7 for a finite system at the critical point, the long-time dynamics also exhibit an exponential decay due to the finite-size effect, whose exponent $\Delta$ depends on the system size. However, different from the DTC phase below the critical temperature, at the critical point, $\Delta(L)$ decay algebraically instead of exponentially with $L$ (see the inset of Fig 2 (d) in the main text), from which we can extract a dynamical critical exponent $z$ ($\Delta(L) \sim L^{-z}$).