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Abstract: The following article conducts an analysis of the Intergovernmental Panel on Climate Change (IPCC) Fifth Assessment Report (AR5), specifically in relation to Integrated Assessment Models (IAMs). We focus on the key drivers of economic growth, how these are derived and whether IAMs properly reflect the underlying biophysical systems. Since baseline IAM scenarios project a three- to eight-fold increase in gross domestic product (GDP)-per-capita by 2100, but with consumption losses of only between 3–11%, strong mitigation seems compatible with economic growth. However, since long-term productivity and economic growth are uncertain, they are included as exogenous parameters in IAM scenarios. The biophysical economics perspective is that GDP and productivity growth are in fact emergent parameters from the economic-biophysical system. If future energy systems were to possess worse biophysical performance characteristics, we would expect lower productivity and economic growth, and therefore, the price of reaching emission targets may be significantly costlier than projected. Here, we show that IAMs insufficiently describe the energy-economy nexus and propose that those key parameters are integrated as feedbacks with the use of environmentally-extended input-output analysis (EEIOA). Further work is required to build a framework that can supplement and support IAM analysis to improve biophysical rigour.
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1. Introduction

1.1. Scenario Modelling

Much of the Intergovernmental Panel on Climate Change (IPCC) Work Group 3 (Mitigation) reporting relies on prospective energy modelling based on Integrated Assessment Models (IAMs) [1]. Baseline scenarios assume a three- to eight-fold increase in gross domestic product (GDP)-per-capita by 2100 ([1], p. 426). GDP growth is composed of GDP per-capita and population growth and connected to emissions with the Kaya identity, which underlies the emissions scenario literature ([2], p. 105). The Kaya identity states that total CO₂ emissions are the product of population, GDP per-capita, energy intensity and carbon intensity, shown in Equation (1).

\[
\text{CO}_2 \text{Emissions} = \text{Population} \times \frac{\text{GDP}}{\text{Population}} \times \frac{\text{Energy}}{\text{GDP}} \times \frac{\text{CO}_2}{\text{Energy}}
\]  

Since strong mitigation scenarios result in global consumption (in this context, consumption refers to economic goods and services) losses in 2100 of only between 3–11% relative to the baseline ([1], p. 419), strong mitigation seems consistent with economic growth. In the IPCC Fifth Assessment Report (AR5), consumption losses are based on incremental costs relative to a
baseline ([3], p. 1221) and do not take into account co-benefits or the adverse side-effects of mitigation actions ([4], p. 1292).

However, as Stern [5] notes, with assumed growth of over 1% over a century and with modest damages, the nature of compound growth ensures that ‘future generations are assumed to be much better off’. When the assumption of growth is relaxed, the cost of mitigation, as reflected in the social cost of carbon (SCC), can increase by orders of magnitude [6]. The challenges of the long time frames of interest in climate mitigation are reflected in the wide divergence in SCC estimates that result from different assumptions in parameters such as the discount rate and ‘pure rate of time preference’ (e.g., Smith [7], Pindyck [8]).

Since there are no economic-development scenarios available in the literature that extend to the long-term time horizons required for climate scenarios, GDP growth and total factor productivity are exogenous inputs. However, the biophysical economics (biophysical economics (BPE) is defined as ‘the study of the ways and means by which human societies procure and use energy and other biological and physical resources to produce, distribute, consume and exchange goods and services, while generating various types of waste and environmental impacts’ [9]. ‘Biophysical’ refers to the material world and can be contrasted with an anthropocentric perspective, of which mainstream economics is a subset ([10], p. 1)) perspective is that these are in fact emergent parameters from the economic-biophysical system.

Furthermore, the assumption that future energy systems will possess equivalent or superior biophysical and economic qualities is contested within the biophysical literature [11–13]. If future energy systems were to possess worse biophysical performance characteristics, productivity and economic growth may be overstated in the IAM literature, and therefore, the price of reaching emission targets may be significantly costlier than projected.

Section 1.2 defines and describes biophysical economics. Section 2 briefly describes integrated assessment models. Section 3 explores assumptions in the modelling, with an emphasis on a biophysical perspective. Section 4 identifies two approaches to connecting conventional economic approaches with a biophysical perspective. Section 4.1 introduces a preliminary framework for supporting and supplementing integrated models, and finally, Section 5 provides some overarching conclusions.

1.2. Biophysical Economics

Biophysical economics (BPE) is related to the field of industrial ecology, which uses the tools of life-cycle assessment (LCA) and environmentally-extended input-output analysis (EEIOA) to explore the full environmental assessment of the life cycle of products and services. The focus of BPE is the energy-environment-economic nexus.

Net energy analysis (NEA) refers to a class of methods that are physically based, which are used to determine the efficiency or productivity of energy supply technologies [14]. Results are presented in the form of energy return ratios (ERR), of which EROI is the most commonly used (see Equation (2)). EROI is a unitless ratio, defined as the ratio of the gross flow of energy \( E_g \) over the lifetime of the project, and the sum of the energy for construction \( E_c \), operation \( E_{op} \) and decommissioning \( E_d \) ([15] Equation (1)). The energy inputs include both the direct and indirect energy. Murphy et al. [16] state that ‘EROI is the ratio of how much energy is gained from an energy production process compared to how much of that energy (or its equivalent from some other source) is required to extract, grow, etc., a new unit of the energy in question’.

\[
EROI = \frac{E_g}{E_c + E_{op} + E_d}
\]  

(2)

The ratio provides an energetic valuation of the fuel, which may, or may not, correlate with the conventional economic valuation. An energetic valuation of fuels and electricity, based on EROI, conveys information on the potential benefit of using that energy source that may not be obvious from the price system alone.
There may be overlap between energetic and economic valuations, determined, in part, by the capital and energy intensity of the energy supply system [17]. For example, the cost of oil and gas production has been shown to be inversely related to EROI [18,19], but the market price is overlaid with cycles and subject to many factors [20]. On the other hand, the price of solar photovoltaics may be a poor proxy for its energetic evaluation [21]. Nuclear power is subject to economic, regulatory and social constraints (e.g., von Hippel et al. [22]), rather than underlying biophysical constraints, depending on factors such as reactor type, ore grade and enrichment method [23].

Ideally, EROI should provide a means to supplement conventional economic and environmental analysis and inform and shape energy transition analysis. However, a lack of methodological consistency has led to contestation of NEA’s relevance to the broader and IAM scenario literature [21].

2. Integrated Assessment Models

Stabilizing greenhouse gas emissions will require transformation of energy supply and energy end-use services ([1], p. 420). Net global CO\(_2\) energy supply emissions must eventually be brought to, or below, zero. The main IPCC modelling tool for assessing transformation pathways are IAMs ([1], p. 420). IAMs employ a simplified and stylised approach to physical and social systems, but integrate energy, the carbon cycle and economic systems. They typically incorporate all of the major energy sources (i.e., coal, oil, gas, nuclear, renewables), but may constrain specific sources, such as nuclear, or coal with carbon capture.

A key use of IAMs has been to produce energy scenarios for representative concentration pathways (RCPs) as part of the IPCC climate mitigation process. AR5 defined seven CO2eq concentration categories (see Clarke et al. [1], Table 6.2) and selected four that corresponded with RCP pathways: RCP2.6, 4.5, 6.0 and 8.5. The RCP scenarios are considered to be plausible and illustrative, but do not have probabilities attached to them [24]. In AR5, the RCPs superseded the Special Report on Emission Scenarios (SRES) ‘storylines’. The storylines permit harmonisation across models, and are defined as the A1, A2, B1 and B2 scenario families ([2] Box SPM-1). GDP growth is one of several ‘driving forces’, with the A1 storyline adopting the highest economic growth, followed by B1, then A2 and B2. A total of 1184 scenarios was reviewed for AR5 [25], of which a quarter were baseline and three-quarters were mitigation scenarios ([26], p. 9).

Other economic explorations of mitigation measures include energy supply cost curves, marginal abatement cost (MAC) curves (e.g., McKinsey) and cost-benefit studies (e.g., Tol [27], Nordhaus and Boyer [28]). However, AR5 has adopted integrated modelling as the preferred approach due to its high structural detail ([29], p. 534).

Although modelling approaches and objectives differ, all models use economics as the basis for decision making by minimizing the aggregate economic costs of achieving mitigation outcomes ([1], p. 422; [30]). The BPE perspective is that an economic valuation of fuels and electricity may not convey complete information about the potential benefit, or costs, of that energy source. This study is not intended as a systematic review of the IAM scenario database, but a contribution to supplementing and supporting the economic valuation perspective of IAMs with a biophysical energetic valuation perspective.

3. Detailed Exploration of Assumptions

3.1. Total Factor Productivity and GDP Growth

In economic texts (e.g., (Mankiw [31], pp. 249–250), three sources of economic growth are identified: changes in the amount of capital, changes in the amount of labour and changes in total factor productivity (TFP). Since TFP is not directly observable, it is measured indirectly as a residual, or as the growth that remains after accounting for changes in capital and labour.

The concept of TFP can be traced to Robert Solow’s discovery that output rose faster than capital and labour inputs in U.S. time-series data for the period 1909–1949. He appended \( A_t \), calling it
'technical change', to describe what appeared to be a shift in the production function (see Equation (3)). He explained that the term was meant in the broadest sense, including 'slowdowns, speed-ups, improvements in the education of the labour force' and 'other things' [32]. It was only later that it was to become a stylized fact that 'technical change' (Solow later noted that 'technical change' was simply ‘a measure of our ignorance’, which has since been variously termed 'Solow’s residual' [33], ‘manna from heaven’ [34], the ‘dark matter of growth’ [35] and most commonly ‘total factor productivity’ in mainstream economics texts [31]) was the primary contribution to national economic growth. In contemporary use, the expression describes a broad range of factors, including technology, education and the role of institutions. The importance of \( A_t \) is that productivity is the main driver of per-capita growth and a rise in the standard of living [36].

\[
Y_t = A_t L^\alpha K^{1-\alpha}
\]  

(3)

where \( Y \), \( L \) and \( K \) are output, labour and capital, respectively, and \( \alpha \) is labour’s factor share.

Beginning with Romer [37], many variants of ‘endogenous growth theory’ were developed that sought to explain and disaggregate \( A_t \). Endogenous theory holds that the primary drivers of ‘technological progress’ are human capital, innovation and knowledge, and therefore investment in education, research and development and knowledge production contribute spillovers and positive externalities. The essential feature of endogenous growth theory is the primacy of knowledge capital. For example, Buonanno et al. [38] (Equation (1)) augment the Solow equation with knowledge capital (see Equation (4)).

\[
Y_t = A_t K_R^\beta L^\alpha K^{1-\alpha}
\]  

(4)

where \( K_R \) is knowledge capital and \( \beta \) is output elasticity of knowledge capital.

Although there are many approaches for accounting for endogenous technological change [39], nearly all energy-economic models take productivity growth as exogenous and assume average global TFP growth of \( \sim 2–3\% \) per year ([40], Section 3.1). Since there are no economic development scenarios available in the literature that extend to the long-term time horizons required for climate scenarios, GDP growth and total factor productivity are exogenous in the IAM literature. In AR5, all models assume increasing per capita income ([1], p. 426). Income growth is modelled as an exogenous improvement based on productivity growth during the Twentieth Century. The average baseline per-capita growth rate for OECD countries is mostly clustered between 1.2 and 2.0%, while for non-OECD, 3–4% ([1], Figure 6.2). On average, baseline scenarios assume a three- to eight-fold increase in global GDP-per-capita by 2100 ([1], Figure 6.1b). However, recent data on per-capita growth show a marked decline for wealthier nations ([41], Figure 2.6), with attention turning to what has been termed ‘secular stagnation’ and falling productivity growth (e.g., [42–44]).

‘Technical change’ also contributes to improved energy efficiency and therefore a decline in energy intensity, discussed in Section 3.2; and a reduction in the cost of energy supply technologies [40,45]. In the IAM literature, ‘endogenous technological change’ is sometimes applied to energy supply, resource availability and end-use technologies through the use of learning curves. Examples include MESSAGE-MACRO [46] and DEN21+ [47]. In modelling, induced technological change tends to reduce the costs of environmental policy and accelerates the learning rates of low-emission energy supply technologies [48].

Whereas neoclassical economics adopts capital and labour as the primary factors of production, with ‘technical change’ or ‘knowledge capital’ driving TFP growth, BPE also adopts energy as a primary factor (e.g., Ayres [49], pp. 385–389). Energy-matter is the principle factor that cannot be physically produced from within the economic system. With respect to energy, civilisation is like any other physical process; that is, as an open, non-equilibrium thermodynamic system that sustains itself with the use and dissipation of energy [50]. The simplest energy-augmented production function, given as indexed parameters, from Lindenberger and Kümmel [51] is given as:


\[ Y = y^0 K^\alpha L^\beta E^{1-\alpha-\beta} \]  

where \( Y, y^0, L, K \) and \( E \) are output, output at time zero, labour, capital and energy, respectively, and \( \alpha \) and \( \beta \) are capital and labour’s factor share, respectively.

Whereas neoclassical economics assumes that there is, in principle, no limit to the substitution of energy, the BPE perspective is that there is a lower bound to substitution. Kumhof and Muir [52] term this lower bound the ‘entropy boundary’, alluding to the second law of thermodynamics. Kümmel et al. [53], Kümmel [54], Giraud and Kahraman [55], Keen and Ayres [56] and Ayres and Warr [33] have modelled variations on the neoclassical Cobb–Douglas aggregate production function and found that the inclusion of energy accounts for around half to two-thirds of the observed economic growth that is usually attributed to TFP. This implies that the output elasticity, with respect to energy, is much greater than its factor share.

IAMs generally include energy as a factor of production, but implicitly set the output elasticity as equal to the factor share, which is typically less than 10% in the developed economies (e.g., Edenhofer et al. [45], Equation (1)). If the BPE hypothesis is correct, it would require that the \( A_t \) term (Scientific equations usually include dimensions for dimensional analysis. However, economic modelling of production functions of this type usually apply dimensionless indexes. Barnett [57] argued that the use of dimensions may be either meaningless or economically unreasonable. In this case, the \( A_t \) term is dimensionless.) be endogenous and a key feedback loop in IAMs.

3.2. Declining Energy Intensity

A declining energy intensity permits higher economic growth for a given greenhouse gas (GHG) emission budget. The historical trend is towards declining energy intensity since GDP growth is generally greater than energy use growth. The reduction in energy intensity for AR5 baseline scenarios is \( \sim 61–80\% \) up to 2100 ([1], Figure 6.17), equating to an averaged \( \sim –1.0−1.8\%/year \). However, the historical change in global energy intensity over the period 1970–2010 averaged \( \sim 0.8\%/year \) ([1], Figure 6.1c). EIA [58] shows a return to trend decline since a plateau around 2010 (Different primary energy conventions across energy reporting agencies [59] and differences in GDP measurement result in differences in reported changes in energy intensity. For example, EIA [58] shows greater decline than Clarke et al. [1]. EIA [60] (Table J3) adopt $PPP, while Clarke et al. [1] (Figure 6.1) adopt market exchange rates. This study relied on Clarke et al. [1] to ensure like-for-like comparisons.).

IAMs are, on average, modelling a baseline reduction in energy intensity of 25–125% greater than the average for the period 1970–2010 [13,61]. Some of the bottom-up optimisation models cited in the AR5 project even greater decoupling: Teske [62] assume \( –3.4\%/year \) and Jacobson and Delucchi [63] assume \( –3.6\%/year \). Clarke et al. [1] (Figure 6.2) shows 11 OECD baseline projected projections for 2010–2050 at higher than \( –2.0\%/year \) and 11 non-OECD at higher than \( –3.0\%/year \). The 530–580-ppm and 430–480-ppm CO\(_2\)-eq scenarios project an additional reduction over the baseline of \( \sim 18–45\% \) for the period up to 2100.

In a review of the AR5 430–530 ppm scenarios, the additional annual investment for efficiency far exceeded the additional investment in energy supply ([3], Figure 16.3). However, models do not endogenize the increased embodied energy of the technical efficiency measures of vehicles, buildings and energy-consuming equipment. IAMs account for costs in the construction stage, but are implicitly assuming that the energy intensity of manufacturing, construction and energy consuming equipment is the economy-wide average. Since service sectors are both less energy intensive and comprise a significant share of developed economies, the economy-wide intensity is typically less than for manufacturing and construction (e.g., Hertwich and Peters [64]). In some cases, the improved efficiency during the use stage (The ‘use stage’ is one of several stages in life-cycle assessment. Other stages include raw material extraction, processing, manufacturing or production, use and maintenance and end-of-life [65]) is significantly offset by the additional embodied energy during the production stage. Examples include electric vehicles [66] and housing that conforms to the Passive House Standard [67].
Since energy efficiency protocols almost universally apply only to energy used during the use stage, the problem can arise of ‘overshooting’ the optimal lifetime efficiency.

Projections of energy intensity are partly based on historical energy efficiency improvements. However, it can be difficult to model the human behavioural and income effects resulting from Jevon’s paradox [68]. The direct rebound effect posits that efficiency lowers the cost of an energy service, leading to increased use of that service, termed the income effect [69]. However, the indirect, economy-wide and transformational effects are significant and pervasive in producer economies such as China [70]. On the one hand, the technical efficiency gains of delivering end-use energy services are very large [71], but translating technical gains into sustained reductions has proven allusive absent sustained rises in energy prices [72]. AR5 identified the efficiency rebound effect in Bruckner et al. [29] (Section 7.12.1), Kolstad et al. [73] (Section 3.9.5) and Blanco et al. [74] (Section 5.6.2); however, the adoption of exogenous energy intensity as part of the scenario ‘storylines’ essentially invalidates any macro integration of rebound.

3.3. Life-Cycle Assessment Methodologies

The IPCC Special Report ‘Renewable Energy Sources and Climate Change Mitigation’ contained a chapter [75] on sustainable development, which included a broad discussion of life-cycle analysis (LCA) and net-energy. The report identified the limitations of attributional, process-based life cycle assessments (LCAs) ([75], p. 730) and the need to identify uncertainties, but nonetheless, used an attributional approach to present the main results. Since non-fossil technologies are generally more capital intensive, the importance of indirect energy, and therefore a comprehensive LCA, will likely increase in the future [76].

The two main issues are, firstly, process-based analysis results in a truncated boundary and therefore understates the indirect embodied energy [77]. In LCAs, there is is no requirement to ensure that an analysis meets a prescribed level of ‘completeness’. ISO [78] (Section 6.4.5) and ISO [79] (Section 5.2.3) require that stages, unit processes or inputs are followed until they ‘lack significance’ within the given scope. This can be problematic when LCAs are applied to energy transition exercises since a high level of ‘completeness’ is often assumed by modellers applying LCA data [21]. Environmentally-extended input-output analysis (EEIOA) connects energy flows to monetary flows using national input-output (I/O) tables and ensures systematic completeness. However, the assumption of heterogeneity introduces aggregation error. The respective benefits of process and I/O analysis can be combined with hybrid-LCA [65].

Secondly, an attributional approach considers the embodied energy of the technology in question, but does not consider the broader impacts that might result from the decision to adopt or install a specific technology ([75], p. 730). In contrast, a consequential approach considers the broader impacts. However, it can be methodologically difficult to evaluate consequential changes to energy systems with LCA approaches (e.g., Jones et al. [80]). Consequential analyses are generally more comprehensive, but also carry greater uncertainty and the risk of double counting due to overlap between studies. The paucity of energy technology consequential studies reflects this, and Sathaye et al. [75] (p. 730) note that the limited number of studies precludes the incorporation of consequential analysis into IAMs. Other factors that limit the use of LCAs in integrated modelling include substantial variability in published LCA results and differences in the LCA technique ([75], p. 730). Some IAMs adopt a simplified approach to consequential changes related to variable renewable energy. For example, WITCH and MESSAGE adopt flexibility and capacity constraints that weight the dispatchability of different generator types [81].

The LCA literature emphasises the use of standard guidelines and the primacy of datasets based on ‘complete and verifiable documentation’ [82]. The limitation of standard guidelines is that studies are then restricted to answering the research questions to which that methodology is suited. In the context of electricity system transitions, considerations relating to the engineering-systems perspective of electricity supply are generally treated as lying outside the domain of conventional life-cycle research.
In the case of solar photovoltaics for instance, the choice of goal definition, methodology and boundaries can alter the EROI by an order of magnitude [21]. Since the LCA literature has tended to converge towards a standard suite of guidelines, study results emphasise differences between studies, rather than a high level of completeness. The use of attributional, process-based LCAs may be unsuited to the task of assessing large-scale energy transitions, unless they are combined with some form of consequential approach.

3.4. Steel and Cement

IAMs mostly ignore material cycles and recycling [83], although some material flows are considered. In the AR5 literature, life-cycle analysis is identified (e.g., Sathaye et al. [75], p. 730) but is not broadly adopted in IAMs. Similarly, material scarcity associated with low-emission energy sources is identified ([29], p. 549), but not explicitly modelled in IAMs.

Some IAMs include material flows that have a significant emissions footprint, such as steel and cement; these comprise 28% and 27% of direct industrial CO\textsubscript{2} emissions, respectively ([84], Figure 2.22). However, no IAMs fully integrate material flows into the physical system [83]. For example, IMAGE is one of the most comprehensive models for the steel cycle and its emissions, but steel demand is modelled as a function of per-capita GDP ([85], Figure 1). A more detailed approach would have been to link steel production to the main steel consuming sub-sectors: buildings and transportation ([83] p. 17).

Furthermore, the embodied material and energy of energy supply technologies are not modelled. Fossil fuel-derived electricity is significantly more lifecycle greenhouse intensive than renewable sources due to direct combustion ([29], Figure 7.6); [86]. On the other hand, renewable and nuclear electricity possess a higher embodied material and energy content [86,87]. Wind, ocean and CSP require more steel and cement than fossil fuel plants, per unit of electricity generated ([29], p. 549).

3.5. Biofuels

AR5 devoted a chapter to bioenergy ([88], Chapter 11), which covered life-cycle emissions of biofuels. The life-cycle emissions are a proxy for embodied energy, but land use changes significantly increase life-cycle emissions relative to embodied energy ([88], Figure 11.24). Most of the biofuel-related LCA literature applies carbon accounting rather than energy accounting, but arrives at similar conclusions to Hall et al. [89]; for example, DeCicco et al. [90] found that U.S. corn biofuel only offsets CO\textsubscript{2} emissions by around a third of that required to achieve carbon neutrality. Much of the studied bioenergy is marginal from a net-energy perspective ([91], Figure 2), ([92], Figure 8), but some production systems (e.g., Brazilian ethanol) may be favourable in some contexts [93].

Virtually all bottom-up energy scenario models that include biofuels adopt gross energy flows (e.g., Elliston et al. [94]). In IAMs, projected costs are modelled, but implicitly assume that the energy intensity of energy supply technologies is commensurate with incumbent sources. Where the EROI of a biofuel production system is significantly less than conventional fuels, the net-energy may be much less than assumed, thereby overestimating the extent of fuel substitution.

The use of biomass energy with carbon dioxide capture and storage (BECCS), will reduce the EROI further since CCS is estimated to consume 25–35% of gross output ([95], p. 338). In a review of IAMs, Bruckner et al. [29] (p. 559) found that a carbon price of USD 100 per tonne CO\textsubscript{2}eq would be sufficient to drive large-scale deployment of BECCS. Yet, from a biophysical perspective, energy sources with an EROI in the range of 0.8–3:1 cannot support an advanced society [12], irrespective of carbon price. AR5 identifies several limiting factors for BECCS, including land availability, a sustainable supply of biomass and storage capacity ([1], p. 485), but does not identify EROI or net-energy as a constraint.

3.6. EROI Constraints

The theoretical global potential of RE sources is substantially higher than global energy demand ([96], p. 10). Studies have typically focused on economic costs, land availability and kinetic or
radiative energy constraints. However, AR5 identified the issue of whether some of the ‘bottom up’ estimates are consistent with real physical limits ([29], pp. 525–526).

One of those additional constraints is EROI. When EROI constraints are applied, the practical limits can reduce by an order of magnitude. For example, estimates of global wind power potential generally report that wind power could conceivably supply a large proportion of global energy supply [97,98]. Lu et al.’s (2009) estimate of 840 EJ annual global wind power potential, with a 20% capacity factor constraint, exceeds the 400–800 EJ global final energy use of baseline scenarios for 2050 from Clarke et al. [1] (Figure 6.18). For a reference, global wind power generation in 2016 equalled 3.5 EJ [99]. Conversely, models that also include an EROI constraint generally report an estimate that is an order of magnitude lower (e.g., [100,101]). Dupont et al. [101] calculated a global wind power potential of 709, 536, 322 and 99 EJ/year, with an EROI constraint of 5, 8, 10 and 12, respectively, although Kubiszewski et al.’s (2010) [102] meta-analysis showed an average EROI of 20–25:1. Similarly, in an assessment of solar photovoltaics, wind power and storage, Palmer [103] found that there is marked diminishing return to EROI at higher grid penetration.

3.7. Fossil Fuel Resource Availability

IAMS adopt differing resource availability estimates based on SRES storylines ([2], pp. 207–211). Since there is large uncertainty in resources, a range of values reflecting so-called ‘optimistic versus pessimistic’ forecasts is considered ([2], p. 134; [104], p. 435). Although baseline scenarios cover a broad range of annual GHG emissions, Edenhofer et al. [26] (Figure SPM.4) shows the median baseline lying roughly midway between RCP6.0 and RCP8.5, with the upper range of baseline scenarios extending up to and beyond RCP8.5. The surplus availability of fossil fuels through the Twenty-First Century, including unconventional resources, is reflected in the SRES, which stated ‘It is evident that, in the absence of climate policies, none of the SRES scenarios depicts a premature end to the fossil-fuel age.’ ([2], p. 208). Similarly, in the EMF27 inter-model comparison, McCollum et al. [105] concluded that fossil fuel resource constraints are unlikely to limit GHG emissions this century. The ‘resource optimist’ approach is also reflected in the Global Energy Assessment (GEA) [104], which is often used as a basis for IPCC estimates (e.g., Bruckner et al. [29], Table 7.2).

Estimates of fossil fuel availability have been drawn from several sources, including Rogner [106], which proposed the theory of learning-by-extracting (LBE). The LBE theory was based on the observation that historically, the reserves-to-production (R-P) ratio of coal, oil and gas has been dynamic. A static concept of present technology and cost will not properly reflect the replenishment of reserves by resources: the availability of economically-available reserves at any time relies on the dynamic interplay between geological assurance, technological possibilities and economic feasibility ([74], p. 379).

The basis for the bias towards the upper end of RCPs reflects an assumption of a so-called ‘return to coal’ [107], which has by far the largest resource base ([104], Table 7.1). Historically, the R-P of coal has been expressed in hundreds of years, but more recent reviews suggest a resource-constrained supply peak in the first half of this century (e.g., Mohr et al. [108], Rutledge [109]). The high-coal conclusion can be traced back to scenario modelling through the 1970s, which assumed coal-to-liquids as a backstop liquid energy supply [107]. Other ‘resource pessimists’ argue that there is greater uncertainty and significantly lower economically-recoverable resources than often assumed in IAM scenarios [108–113].

The BPE perspective is less about resource availability per se, but about the increasing work to locate, upgrade and refine lower-quality and difficult to access resources [10]. Difficult to access, or lower quality resources, lower the EROI and lead to a higher energy expenditure cost share. This would result in lower productivity and economic growth than assumed in high-resource availability scenarios.
4. Discussion and Recommendations

Pauliuk et al. [83] proposed several strategies to increase the robustness of IAM scenarios, based on an industrial ecology (IE) perspective. These included: higher levels of detail regarding material stocks, flows and physical linkages; the explicit physical description of products, processes, transport and infrastructure; improving the link between fixed capital and material stocks; vintage tracking; and the development of a ‘standard model’ of society’s biophysical basis.

Although not related to the IAM literature, Daly et al. [76] adopted an environmentally-extended multi-region input-output (EE-MRIO) model, combined with an energy system optimisation model (ESOM) to estimate the indirect CO$_2$ emissions of current and future energy technologies for the U.K.

The broad aim of both of those approaches was to better connect the conventional economic approaches with a biophysical perspective. The approach of this study more closely relates to the modelling approach of Daly et al., except that the metric of interest is ‘energy industry own use’ (EIOU), with a focus on how this relates to economic growth.

4.1. A Proposed Net-Energy Feedback Model

Net-energy analysis requires estimation of both the direct and indirect energy of energy supply to derive a systematically-complete EIOU for the EROI denominator (see Equation (2)). Where the EROI is sufficiently high (>~20:1) or it is assumed that future energy systems will possess an EROI at least as high as incumbent energy systems, a net-energy approach may not contribute additional information to that already available in IAMs.

A provisional national estimate for EIOU can be derived from the IEA energy balance statistics. The IEA documentation states that ‘Energy industry own use contains the primary and secondary energy consumed by transformation industries for heating, pumping, traction, and lighting purposes, (including) for example, own use of energy in coal mines, own consumption in power plants and energy used for oil and gas extraction.’ Some studies have used the EIOU to calculate EROI at a national level (e.g., Brand-Correa et al. [114], King et al. [115]), but the IEA metric only partly reflects the boundaries usually adopted for the EROI denominator [116]. In 2015, the IEA reported EIOU as 8.9% of total final global consumption ([117], p. 47).

A systematically-complete method of deriving EIOU is environmentally-extended input-output analysis (EEIOA). One technique is to combine the national monetary use-table with the national energy account [116]. EEIOA permits disaggregation of primary fuels from EIOU fuels and final demand and identification of indirect energy pathways. The main weakness of EEIOA is homogeneity, or the assumption that each sector of the economy produces a single, homogeneous good or service. Depending on the dependence of imported fuels and electricity supply capital equipment, a multi-regional model may be necessary.

For scenario analysis based on an IAM, it is necessary to convert the IAM aggregate energy and economic system into a detailed energy model and input-output table. From this, an updated EEIOA is evaluated to calculate a system-EROI (see Figure 1).

From Section 3.1, a significant fraction of total factor productivity growth can be attributed to energy. The proposed model requires a transfer function that links EROI (and energy expenditures’ share of GDP) to growth in GDP. The transfer function is underpinned by Bashmakov’s [118] ‘Three Laws of Energy Transitions’, which was the observation that the energy cost to income ratio tends to converge towards a stable long-term ratio. When the energy costs to GDP ratio is below a given threshold, which Bashmakov defines as less than 11% in OECD countries, energy exhibits a moderate price elasticity. However, when the threshold is exceeded, price reactions to small changes in demand are much higher, and economic growth is hampered. Similarly, Fizaine and Court [119] found that the energy cost share in the United States must be less than 11% for the national economy to exhibit a positive economic growth rate. Fizaine and Court [119] explicitly linked the energy cost share to EROI. Whereas neoclassical economics makes the a priori assumption that output elasticities
will mirror cost shares in the economy [120], the BPE perspective is that the output elasticity of energy is much larger than the factor share, and for labour, much smaller [33,121].

A further way to model the transfer function is to adopt an aggregate production function approach. In the macroeconomic module of IAMs, output is determined by an aggregate production function, typically of a Cobb–Douglas, or constant elasticity of substitution (CES) form. For example, MACRO’s production function is a nested CES, comprising capital, labour force, electricity demand and non-electric energy demand ([122], Equation (2)).

However, the IAM choice of production function does not resolve the ‘factor share’ problem. The asymmetry of energy’s output elasticity with respect to factor share is consistent with Bashmakov’s asymmetry of economic growth with respect to energy expenditure cost share. In a recent contribution to addressing the problem, Keen and Ayres [56] developed an energy-augmented production function, including a proof that production (output) and distribution (cost shares) are no longer congruent, arguing that ‘something other than marginal products’ must determine the distribution of income.

Referring to Figure 1, finally, the ‘calculated GDP’ that has been determined by the transfer function is compared with the ‘scenario GDP’, giving an error term, which is used as a basis to revise the energy system. We envisage an iterative process of testing IAMs and revising the energy system accordingly.

4.2. Future Work

The proposed feedback model as depicted here is intended as a preliminary conceptual model. The model as described is technically demanding. IAMs operate at a regional level, but EEIOA is usually modelled at a national level. Multi-regional input output models, such as the Australian Industrial Ecology Virtual Laboratory (IELab) [123], facilitate regional energy-economic modelling and would provide a basis for EEIOA. The transfer function as described requires further work to demonstrate the linkages between energy supply and the economy.

5. Conclusions

Analysis of the costs and benefits of climate mitigation involve extrapolation into the future. However, the long time horizons of interest extend well beyond the range of standard
economic-development scenarios. In order to guide policy makers, ‘transformation pathways’ are derived from integrated Assessment Models (IAMs). These models represent interactions between human and natural systems, including energy, agriculture, the carbon cycle and economic systems.

IAMs adopt simplified, stylised and numerical approaches to complex systems. Since the future evolution of demography, socio-economic development and technology are highly uncertain, scenarios have been developed that describe plausible alternative pathways for the key socio-economic drivers of greenhouse gas (GHG) emissions. The drivers can be described by the Kaya identity. The Kaya identity includes population, per-capita income, energy intensity of the economy and carbon intensity of energy. Since the identity is multiplicative, the component growth rates are additive. Therefore, growth of per-capita income is compatible with a decline of GHG emissions, provided energy and carbon intensity decline sufficiently rapidly.

A hypothesis of biophysical economics (BPE) is that per-capita income growth is in fact an emergent parameter from the biophysical-economic system. Rather than being independent variables, the Kaya parameters are interlinked in complex ways. If future energy systems were to possess worse biophysical performance characteristics, we would expect lower productivity and economic growth, and therefore, the price of reaching emission targets may be significantly costlier than projected. With the long time horizons of IAMs, the nature of compound growth means that relatively small differences in economic growth result in a significant divergence in outcomes.

We propose that per-capita income growth is included as a feedback loop in IAMs. One approach would be to use environmentally-extended input-output analysis (EEIOA) to link the biophysical properties of the modelled energy system with projected economic growth. The EEIOA would be based on a detailed energy system model that is constructed from the aggregate model described by the IAM. A transfer function would link the calculated energy cost share, derived from the EEIOA model, to economic growth. Depending on the difference between the exogenous and calculated GDP, the IAM energy system would be revised. The proposed feedback model is intended as a preliminary conceptual model. Further work is required to build a framework that can supplement and support IAM analysis.
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Abbreviations
The following abbreviations are used in this manuscript:

| Abbreviation | Definition                                      |
|--------------|------------------------------------------------|
| AR5          | IPCC Fifth Assessment Report                   |
| CO₂ eq       | Carbon dioxide equivalent                      |
| CSP          | Concentrated solar thermal power               |
| DNE21+       | Dynamic New Earth 21 model                     |
| EEIOA        | Environmentally-extended input-output analysis |
| EIOU         | Energy industry own use                        |
| EMF27        | Stanford Energy Modeling Forum Study 27       |
| EROI         | Energy return on investment                    |
| EV           | Electric vehicle                               |
| GEA          | Global Energy Assessment                       |
| GDP          | Gross domestic product                         |
| IAM          | Integrated Assessment Model                    |
IE Industrial Ecology
IEA International Energy Agency
IMAGE Integrated Model to Assess the Global Environment
IPCC Intergovernmental Panel on Climate Change
ISO International Organization for Standardization
LCA Life-cycle assessment or analysis
MACRO IIASA macroeconomic model
MESSAGE Model for energy supply strategy alternatives and their general environmental impact
MESSAGE-MACRO Linked energy supply model (MESSAGE) and macroeconomic model (MACRO)
OECD Organisation for Economic Co-operation and Development
OPEC Organization of the Petroleum Exporting Countries
POLES Prospective outlook on long-term energy systems
RCP Representative Concentration Pathways
RE Renewable energy
SRES Special Report on Emissions Scenarios
WEO IEA World Energy Outlook
WITCH World induced technical change hybrid
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