MARTINGALE PRODUCT ESTIMATORS FOR SENSITIVITY ANALYSIS IN COMPUTATIONAL STATISTICAL PHYSICS
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Abstract. We introduce a new class of estimators for the linear response of steady states of stochastic dynamics. We generalize the likelihood ratio approach and formulate the linear response as a product of two martingales, hence the name "martingale product estimators". We present a systematic derivation of the martingale product estimator, and show how to construct such estimator so its bias is consistent with the weak order of the numerical scheme that approximates the underlying stochastic differential equation. Motivated by the estimation of transport properties in molecular systems, we present a rigorous numerical analysis of the bias and variance for these new estimators in the case of Langevin dynamics. We prove that the variance is uniformly bounded in time and derive a specific form of the estimator for second-order splitting schemes for Langevin dynamics. For comparison, we also study the bias and variance of a Green-Kubo estimator, motivated, in part, by its variance growing linearly in time. Presented analysis shows that the new martingale product estimators, having uniformly bounded variance in time, offer a competitive alternative to the traditional Green-Kubo estimator. We compare on illustrative numerical tests the new estimators with results obtained by the Green-Kubo method.

1. Introduction

We consider the linear response at infinite time \((t \to \infty)\) to a perturbation in the drift vector field of an ergodic stochastic dynamics defined by a system of stochastic differential equations

\[
dy \eta_t = (b(y \eta_t) + \eta F(y \eta_t))dt + \sigma(y \eta_t)dW_t,
\]

where \(\eta \in \mathbb{R}\) is a small parameter. Under the assumption that both the unperturbed \((\eta = 0)\) and perturbed system are ergodic with respect to probability measures \(\pi\) and \(\pi \eta\), respectively, the central object of the numerical analysis we present is the estimation of the quantity

\[
\frac{d}{d\eta} \bigg|_{\eta=0} \pi^\eta(f) \equiv \lim_{\eta \rightarrow 0} \frac{1}{\eta} \left[ \int f(y) \pi^\eta(dy) - \int f(y) \pi(dy) \right],
\]

for a suitable class of functions \(f\), termed observables. The well posedness of this limit is guaranteed under certain assumptions on the dynamics, see for instance [15, 27].

Our motivation for developing an efficient numerical estimation of (2) is the computation of transport coefficients in molecular systems at thermal equilibrium in the canonical ensemble. Accurately estimating transport properties such as the mobility, the shear stress or the thermal conductivity, presents computational challenges in spite of algorithmic developments in computational methods for statistical mechanics of fluids and gasses, see, e.g., [9, 37] for physical background, [27, Section 5] for mathematical background and analysis, and [26] for elements of numerical analysis. We present in Section 2 a strategy for deriving a new type of estimators for the problem (2) under the dynamics (1). A systematic but formal derivation is followed by rigorous numerical analysis and results in Sections 4 and 5 focusing specifically on the Langevin dynamics

\[
\begin{align*}
\frac{dq \eta_t}{dt} &= M^{-1}p \eta_t, \\
\frac{dp \eta_t}{dt} &= \left( -\nabla V(q \eta_t) + \eta F(q \eta_t, p \eta_t) \right)dt - \gamma M^{-1}p \eta_t dt + \sqrt{\frac{2\gamma}{\beta}} dW_t,
\end{align*}
\]
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which describes particles with positions \(q\) and momenta \(p\) at a fixed inverse temperature \(\beta\). The particle interaction is defined by the potential \(V(q)\) and \(M\) denotes the mass tensor. The specific form of the magnitude \(\sqrt{2\gamma\beta^{-T}dW_t}\) of the standard Wiener process \(W_t\) ensures that the Boltzmann–Gibbs probability measure \(\pi(dqdp) = Z^{-1}e^{-\beta(p^TM^{-1}p/2+V(q))} dq dp\) is invariant for the unperturbed system at \(\eta = 0\).

The perturbing field \(F\) is not assumed to be the gradient of a potential, hence the corresponding invariant measure \(\pi^\eta\) of the perturbed dynamics is unknown in general, and corresponds to what is called a non-equilibrium steady state. As we shall see in Section 2 the proposed estimators do not require simulations of the perturbed dynamics. Instead the estimator is based on certain ergodic averages on trajectories of the unperturbed dynamics \((\eta = 0)\). Let us however emphasize that, although we consider as a reference dynamics a Langevin dynamics where the force derives from a gradient, our results can be straightforwardly extended to the situation when \(-\nabla V(q)\) is replaced by a generic (non-gradient) force field, in which case the reference probability measure \(\pi\) is not known.

Standard methods to estimate transport coefficients are reviewed in [27, Section 5]. There are essentially two approaches. The first one is to numerically approximate the linear response, which is however computationally quite expensive since averages with respect to \(\pi^\eta\) have to be computed by time averages over very long times in order for the statistical error to scale as \(\eta^{-2}\), so that the limit in (2) is sufficiently well approximated. The second popular option is to rely on Green–Kubo formulas, which rewrite the linear response as some integrated correlation function for the equilibrium dynamics. Properly estimating this time integral is however challenging [4, 8] because the correlation function is very difficult to reliably estimate for long times since it is a small quantity plagued by a large relative statistical error. For these two standard approaches, the numerical analysis of the bias arising from the timestep discretization of the underlying SDE can be read in [20, 27].

An alternative to the GK estimator relies on the so-called likelihood ratio method, which is based on the Girsanov theorem. More precisely, the estimator which is suggested in this approach is constructed by linearizing the Girsanov weight considered on a finite time interval, and passing to the infinite time limit. It can be shown that this indeed provides a consistent estimator of the linear response (2). This approach was employed in [12] for discrete time Markov chains and in [39] for continuous time Markov chains, resulting in likelihood ratio type estimators with a variance uniformly bounded in time. The derived low-variance modification of the likelihood ratio (LR) method was further extended to the linear response of the dynamics described by stochastic differential equations in [33]. However, the approach developed in [33] did not provide a systematic way to derive estimators of order higher than 1 when discretizing the underlying dynamics.

Our aim in this work is to generalize the likelihood ratio approach and derive a new class of estimators that we call martingale product estimators (MP). The MP estimators reformulate the linear response as an expectation of the product of two martingales. The analysis of the proposed approach also provides a systematic way to obtain estimators whose time-step bias is consistent with the weak order of the underlying stochastic dynamics. In particular, we present estimators that lead to biases of order 2 in the time-step for weak second order discretizations of Langevin dynamics [5] based on splitting schemes [25]. Furthermore, we prove that the variance of the MP estimators is uniformly bounded in time, as for CLR estimators, and therefore provide a competitive alternative to Green-Kubo estimators for which the variance grows linearly in time. We more precisely compare the new MP estimators and the Green-Kubo method in Section 5 from a mathematical viewpoint, and in Section 6 from a numerical perspective on toy examples. Let us however immediately emphasize that it is not our aim in this study to obtain strong conclusions on the actual relative numerical performances of these two methods.

The manuscript is organized as follows. We start by presenting in Section 2 the heuristic strategy for constructing MP estimators for general stochastic dynamics. In order to make this strategy precise and rigorous for Langevin dynamics, we review some properties of this dynamics and its discretization by splitting schemes in Section 3. We can then perform the numerical analysis of the bias and variance of MP estimators for Langevin dynamics in Section 4 (with some
2. Formal construction of martingale product estimators

2.1. Linear response of stochastic dynamics.

2.1.1. Reference dynamics. Given a filtered probability space \((\Omega, \mathcal{F}, \mathcal{F}_t, P)\), we denote by \(W_t = (W_{1,t}, \ldots, W_{k,t})^T\) a \(k\)-dimensional \(\{\mathcal{F}_t\}_{t \geq 0}\)-adapted standard Wiener process. We study certain perturbations of a \(d\)-dimensional time homogeneous stochastic differential equation (SDE) on the state space \(\mathcal{Y}\) (for example, \(\mathcal{Y} = \mathbb{R}^d\) or \(\mathbb{T}^d\) with \(\mathbb{T} = \mathbb{R}/\mathbb{Z}\) the one-dimensional torus):

\[
dy_t = b(y_t) dt + \sigma(y_t) dW_t,
\]

where \(b : \mathcal{Y} \to \mathbb{R}^d\) is a smooth vector field and \(\sigma : \mathcal{Y} \to \mathbb{R}^{d \times d}\) is a matrix valued function. It is implicitly assumed that \(b\) and \(\sigma\) satisfy all required conditions so that the above SDE is well posed \([32]\). We consider the case of degenerate noise, i.e., \(k < d\), but under the assumption that the matrix field \(\sigma(y) = (\sigma_{ij}(y))_{1 \leq i \leq d, 1 \leq j \leq k}\) has full rank \(k\) for all \(y \in \mathcal{Y}\). Equation (4) can be written component-wise as

\[
dy_{i,t} = b_i(y_t) dt + \sum_{j=1}^k \sigma_{ij}(y_t) dW_{j,t}, \quad i = 1, \ldots, d.
\]

We assume that the dynamics (4) is ergodic and that its unique invariant measure \(\pi(dy)\) has a smooth positive density \(\rho(y)\) with respect to the Lebesgue measure (see \([21, 34]\) for sufficient conditions). To write the expression of the generator associated with (4), we introduce the \(d \times d\) diffusion matrix \(S = \sigma \sigma^T\), and denote by \(\nabla^2 f\) the Hessian matrix with entries \(\partial_{y_{i,j}}^2 f\) for \(1 \leq i, j \leq d\). The symbol \(\langle \cdot \rangle\) represents the Frobenius inner product of \(d \times d\) matrices, i.e.,

\[
S : \nabla^2 f = \sum_{1 \leq i, j \leq d} S_{ij} \partial_{y_{i,j}}^2 f. \quad \text{We emphasize that the diffusion matrix } S(y) \text{ can be degenerate.}
\]

With this notation the generator of (4) acts on smooth test functions \(f\) as

\[
L f = b^T \nabla f + \frac{1}{2} S : \nabla^2 f.
\]

Here and in the sequel, we adopt the following notational convention: all vectors are understood as column vectors, the gradient of a scalar function \(f\) is represented by a column vector \(\nabla f\) and thus

\[
b^T \nabla f = (\nabla f)^T b = \sum_i b_i \partial_{y_i} f. \quad \text{The notation } \nabla F \text{ for the gradient of a vector field } F \text{ represents a matrix with entries } (\nabla F)_{ij} = \partial_{y_i} F_j, \text{ i.e., the } j\text{th column of } \nabla F \text{ is the gradient of the individual component } F_j \text{ (understood as a column vector).}
\]

2.1.2. Perturbations of the reference dynamics. We next consider perturbations of the reference dynamics (4) obtained by adding to the drift field \(b\) a vector field \(F : \mathcal{Y} \to \mathbb{R}^d\), with a forcing magnitude \(\eta \in \mathbb{R}\). The perturbed dynamics then reads

\[
dy_{i,t} = (b_i(y_t) + \eta F_i(y_t)) dt + \sigma_i(y_t) dW_{i,t},
\]

for comparison, we also study the bias and variance of the GK estimators in Section 3. Finally, several numerical benchmarks are provided to demonstrate the consistent between our theoretical results and the numerical simulations in Section 6.
Its generator can be written as
\[ L^n = L + \eta \bar{L}, \quad \bar{L} = F^T \nabla. \]

As for the reference dynamics \( \pi \), we assume that the perturbed dynamics \( \eta \) is ergodic and that its unique invariant measure \( \pi^0(dy) \) has a positive smooth density \( \rho^0(y) \) with respect to the Lebesgue measure. The linear response of a given observable of interest \( f \) is then defined as (provided the limit exists)
\[
\operatorname{Lin}(f) = \lim_{\eta \to 0} \frac{1}{\eta} \left( \pi^0(f) - \pi(f) \right) = \lim_{\eta \to 0} \frac{1}{\eta} \int_Y f(y)(\rho^0(y) - \rho(y)) dy,
\]
where for the ease of notation \( \pi = \pi^0 \) and \( \rho = \rho^0 \) denote the reference measure and reference density, respectively. We emphasize that the linear response depends both on the forcing \( F \) and the reference dynamics.

We present one possible framework for justifying the well-posedness of the limit (7), relying on linear response theory (see for instance [15]). The reference functional space is the Hilbert space
\[ L^2(\pi) = \{ f : \mathcal{Y} \to \mathbb{R} \text{ measurable} \mid \int_Y |f|^2 d\pi < \infty \}. \]

Introducing the projection operator
\[
\Pi f = f - \pi(f),
\]
we further define the projected subspace
\[ L^2_0(\pi) = \Pi L^2(\pi) = \{ f \in L^2(\pi) \mid \pi(f) = 0 \}, \]
which consists of all \( L^2(\pi) \) functions with zero mean with respect to the reference invariant measure \( \pi \). We denote by \( L^* \) the adjoint of \( L \) on \( L^2(\pi) \), i.e., for any \( C^\infty \) compactly supported test functions \( f, g \),
\[
\int_Y (Lf) g d\pi = \int_Y f(L^* g) d\pi.
\]

We next assume that the operator \(-L\) is invertible on \( L^2_0(\pi) \), and that it stabilizes some dense space of smooth functions which, together with their derivatives, satisfy some growth conditions (see for instance Theorem 3.1 below for Langevin dynamics). When \( \pi \) admits moments of sufficiently high order, it can then be shown (see the discussion in [27, Remark 5.5]) that the linear response (7) is well-defined and can be rewritten, for \( f \in L^2(\pi) \) given, as
\[
\operatorname{Lin}(f) = -\int_Y \bar{L} L^{-1} \Pi f d\pi.
\]

The above expression serves as the starting point for various reformulations of the linear response that lead to different numerical strategies, as made precise below. These reformulations can be seen as alternatives to the straightforward method which consists in approximating (7) by estimating averages with respect to the invariant measure as time averages over one long realization of the dynamics under consideration and computing, for a given small value of \( \eta \), the estimator
\[
\frac{1}{\eta} \left( \frac{1}{t} \int_0^t f(y^n_s) ds - \frac{1}{t} \int_0^t f(y_s) ds \right).
\]
This approach corresponds to the so-called Nonequilibrium Molecular Dynamics approach in computational statistical physics [3, 9]. When a central limit theorem applies to the time averages under consideration, it is easily seen that the latter estimator has a variance which scales as \( 1/(\eta^2 t) \), so that the integration time \( t \) has to be quite large since small values of \( \eta \) are necessary to ensure that the response remains in the linear regime. This indeed motivates turning to alternative expressions of the linear response.
2.1.3. Green-Kubo method. One popular reformulation of \((9)\) is based on the operator identity
\[
-\mathcal{L}^{-1} = \int_0^\infty e^{t\mathcal{L}} \, dt,
\]
which can be given a meaning when \(e^{t\mathcal{L}}\) is a bounded operator over \(L^2_0(\pi)\), with an operator norm which decays sufficiently fast with respect to \(t\). This allows us to rewrite the linear response as an integrated correlation function, the famous Green–Kubo formula (see for instance [26, 27]): for \(f \in L^2_0(\pi)\),
\[
\text{Lin}(f) = \int_Y (-\mathcal{L}^{-1} f) (\tilde{\mathcal{L}} \mathbf{1}) \, d\pi = \int_0^\infty \mathbb{E}^\pi [f(y_t) \varphi(y_0)] \, dt,
\]
where \(\varphi = \tilde{\mathcal{L}} \mathbf{1}\), and the expectation \(\mathbb{E}^\pi\) is taken over the initial conditions distributed as \(y_0 \sim \pi\) and over all realizations of the reference dynamics \((4)\). We discuss more precisely the numerical efficiency of the Green-Kubo (GK) estimator based on \((11)\) in Section 5 (in the context of the Langevin dynamics, but our analysis can easily be extended to other diffusion processes).

2.1.4. Likelihood ratio method. A different approach to estimating \((9)\) is based on the so-called likelihood ratio formula, obtained by re-weighting the realizations of the reference dynamics with a Girsanov weight to account for the external perturbation, and formally passing first to the small forcing limit, and then to the infinite time limit. As shown in [12, 33, 39], this leads for \(f \in L^2_0(\pi)\) to
\[
\text{Lin}(f) = \lim_{t \to \infty} \mathbb{E}^{\mu_0} \left[ \frac{1}{t} \int_0^t f(y_s) \, ds \right] z_t = \int_0^t u(y_s)^T \, dW_s,
\]
where the function \(u : \mathcal{Y} \to \mathbb{R}^k\) satisfies
\[
\sigma u = F,
\]
and the expectation \(\mathbb{E}^{\mu_0}\) is taken over initial conditions from an arbitrary initial distribution \(\mu_0\), i.e., \(y_0 \sim \mu_0\), and over all realizations of the reference dynamics \((4)\). It is clear that \(z_t\) is a zero mean \(\mathcal{F}_t\)-local martingale.

The main aim of this work is to propose appropriate discrete counterparts of \(z_t\), which we call an auxiliary martingale process. Another aim is to compare the estimators \((11)\) and \((12)\).

2.2. Formal strategy for constructing martingale product estimators. Before proceeding with the rigorous analysis of the numerical methods that we propose for Langevin dynamics, we outline in this section the heuristic derivation of estimators motivated by the likelihood ratio method \((12)\). We leave the key question of the construction of the discrete counterparts to the auxiliary martingale process \(z_t\) to Section 2.3. However, we warn the reader that these discrete counterparts are not based on a direct discretization of the process \(z_t\), but on some discrete martingale fluctuation identity – hence the name martingale product estimators for the estimation of the linear response. The formal arguments presented in this section are made rigorous for Langevin dynamics in Section 4.

We consider numerical schemes associated with a fixed timestep \(h > 0\), written as
\[
y^{n+1} = y^n + \Phi_h(y^n; G^n),
\]
for a given increment function \(\Phi_h\) and random increments \(G^n\) (typically standard Gaussian random variables). We assume that this Markov chain admits a unique invariant probability measure \(\pi_h\). Furthermore, the chain is exponentially ergodic provided that the discrete semigroup induced by the Markov chain satisfies both a Lyapunov condition and a minorization condition [16, 30, 6].

The basic idea of our approach is to find a zero mean \(\mathcal{F}^n\)-martingale \(\{z^n\}_{n \geq 0}\) re-weighting the centered ergodic average so that
\[
\text{Lin}(f) = \lim_{h \to 0} \lim_{N \to \infty} \mathbb{E}_h \left\{ \left( \frac{1}{N} \sum_{n=0}^{N-1} f(y^n) - \pi_h(f) \right) z^N \right\},
\]
where the expectation \(\mathbb{E}_h\) is taken over an arbitrary initial distribution \(\mu_0\) for \(y^0\) and over all realizations of the Markov chain \((14)\). The order of the limits on the right hand side of the above
equality is unimportant. We comment on the fact that we present the method for the “perfect” centering $\pi_h(f)$, whereas in practice one should rather center the estimator with the empirical mean of $\{f(y^n)\}_{0 \leq n \leq N-1}$ (see the discussion in [33]). This issue does not impact the construction of the method. In view of (15), the discovery of a MP estimator boils down to identifying the corresponding discrete auxiliary martingale $\{z^n\}_{n \geq 0}$ and analyzing asymptotic expansions in $h$ and $1/N$ of the error

$$
\mathbb{E}_h \left\{ \frac{1}{N} \sum_{n=0}^{N-1} f(y^n) - \pi_h(f) \right\} z^N = \operatorname{Lin}(f).
$$

We recall below how to quantify time-step biases on the computation of averages along one realization, and then proceed to the analysis of the time-step bias in the product of such averages with discrete martingales as in (16). Before we do so, we first rewrite the linear response using the solution to the Poisson equation associated with the continuous time process

$$
- \mathcal{L} \hat{f} = f - \pi(f).
$$

The linear response (9) can then be rewritten as

$$
\operatorname{Lin}(f) = \int_Y F T \nabla \hat{f} \, d\pi.
$$

2.2.1. Quantifying errors on averages along one realization. The discrete evolution operator $P_h$ associated with (14) is

$$
(P_h f)(y) = \mathbb{E}_h \{ f(y^{n+1}) | y^n = y \} = \mathbb{E}_G \{ f(y + \Phi_h(y; G)) \}.
$$

Using Taylor expansions, the action of the operator $P_h$ can usually be written as an expansion in powers of $h$: for any $C^\infty$ test function $f$,

$$
P_h f = f + h \tilde{A}_1 f + \ldots + h^\alpha \tilde{A}_\alpha f + h^{\alpha+1} R_{\alpha,h} f,
$$

where $\tilde{A}_i$ and $R_{\alpha,h}$ are operators which depend on the underlying numerical scheme $\Phi_h$ (the operators $\tilde{A}_i$ being linear differential operators with smooth coefficients). Since the semigroup of the continuous time process (4) has the expansion

$$
e^{h \mathcal{L}} f = f + \mathcal{L} f + \frac{h^2}{2} \mathcal{L}^2 f + \cdots + \frac{h^\alpha}{\alpha!} \mathcal{L}^\alpha f + O(h^{\alpha+1}),
$$

it is easily seen that $\tilde{A}_1 = \mathcal{L}$ corresponds to weak first order schemes ($\alpha = 1$), while the additional condition $\tilde{A}_2 = \mathcal{L}^2/2$ characterizes weak second order schemes ($\alpha = 2$); see, for instance, [22, 51] for an introduction to the numerical analysis of discretization schemes for diffusion processes. Moreover, it can be shown that an ergodic scheme of weak order $\alpha$ has an invariant probability measure which is correct at least at order $\alpha$, in the following sense: for any smooth function $f$ satisfying some growth conditions, there exists $C_f \in \mathbb{R}_+$ such that

$$
| \pi_h(f) - \pi(f) | \leq C_f h^\alpha.
$$

We can now recall the approximation result for pathwise averages of $\pi(f)$ using a numerical scheme of weak order $\alpha$ (see for instance [29]):

$$
\mathbb{E}_h \left\{ \frac{1}{N} \sum_{n=0}^{N-1} f(y^n) \right\} - \pi(f) \leq C \left( h^\alpha + \frac{1}{Nh} \right).
$$

The proof of this result is based on a decomposition of the pathwise average into a sum of discrete martingale increments. To make this decomposition precise, since it will be of paramount importance for the numerical analysis we present, we introduce the operator

$$
\mathcal{L}_h = \frac{1}{h} (P_h - I).
$$

By definition,

$$
f(y^{n+1}) - f(y^n) = h \mathcal{L}_h(f)(y^n) + \Delta \mathcal{M}_n(f), \quad \Delta \mathcal{M}_n(f) = f(y^{n+1}) - (P_h f)(y^n),
$$
with $\Delta \mathcal{M}_n(f)$ the increment (i.e., martingale difference) of a discrete martingale. We next define the discrete Poisson equation

\[ -L\hat{f}_h = \frac{1}{h}(I - P_h)\hat{f}_h = f - \pi_h(f). \tag{25} \]

This equation is well-posed when $P^n_h$ decays sufficiently fast with $n$ in a suitable functional space, typically spaces of measurable functions with a maximal growth at infinity dictated by a Lyapunov function, in which case (see for instance [30])

\[(I - P_h)^{-1} = \sum_{n=0}^{\infty} P^n_h. \]

Using the solution $\hat{f}_h$ of (25), we can rewrite pathwise averages as

\[
\frac{1}{N} \sum_{n=0}^{N-1} f(y^n) - \pi_h(f) = \frac{1}{N} \sum_{n=0}^{N-1} \mathcal{L}_h \hat{f}_h(y^n) = \frac{1}{Nh} \sum_{n=0}^{N-1} \left[ \Delta \mathcal{M}_n(\hat{f}_h) + \hat{f}_h(y^n) - \hat{f}_h(y^{n+1}) \right]
\]

\[= \frac{1}{Nh} \left[ \hat{f}_h(y^n) - \hat{f}_h(y^{n}) \right] + \frac{1}{Nh} \sum_{n=0}^{N-1} \Delta \mathcal{M}_n(\hat{f}_h). \tag{26} \]

The error estimate (22) then follows by taking the expectation of both sides of the previous equality (provided $\mathbb{E}_h(\hat{f}_h(y^n))$ can be bounded uniformly in $n \geq 0$), and recalling (21).

2.2.2. Quantifying errors in (16). Following the derivation leading to (26), we start by rewriting the first term of (16) as

\[
\mathbb{E}_h \left\{ \left( \frac{1}{N} \sum_{n=0}^{N-1} f(y^n) - \pi_h(f) \right) z^N \right\} = \frac{1}{Nh} \mathbb{E}_h \left\{ \sum_{n=0}^{N-1} \Delta \mathcal{M}_n(\hat{f}_h) z^N \right\}
\]

\[+ \frac{1}{Nh} \mathbb{E}_h \left\{ \left( \hat{f}_h(y^n) - \hat{f}_h(y^{n}) \right) z^N \right\}. \tag{27} \]

At this point, it is tempting to expand $\Delta \mathcal{M}_n(\hat{f}_h)$ in powers of $h$ using a Taylor expansion of $\hat{f}_h(y^{n+1}) = \hat{f}_h(y^n + \Phi_h(y^n; G^n))$ at $y^n$. However, such an expansion requires sufficient regularity of the solution $\hat{f}_h$ to the discrete Poisson equation (25). A control of even the first derivatives of the solution to the discrete Poisson equation is not guaranteed in general since the natural functional spaces for the well posedness of the discrete Poisson equation are (weighted) spaces of bounded measurable functions. However, there exists a sufficiently regular function $\tilde{f}$ which approximates the solution $\hat{f}_h$ to the discrete Poisson equation to an arbitrary order in powers of $h$; and also happens to approximate the solution to the continuous time Poisson equation (17). Indeed, it turns out that, by a technical result whose proof is deferred to Section 3.3 for Langevin dynamics (see also [33] for non-degenerate diffusions on a torus), we obtain the following: there exists a function $\tilde{f}_h$, and operators $Q_1$ and $Q_2$ such that

\[
\tilde{f}_h - \tilde{f} = \begin{cases} -hQ_1(f - \pi(f)), & \alpha = 1; \\
\frac{h}{2}(f - \pi(f)) - h^2Q_2(f - \pi(f)), & \alpha = 2; \end{cases}
\] \tag{28}

where $\alpha = 1$ or $2$ refers to the order of the weak approximation order for the numerical discretization (14) at hand.

We next replace $\hat{f}_h$ by $\tilde{f}_h$ in the sum on the right hand side of (27) (with a remainder which can be as small as needed, but we restrict ourselves to $O(h^\alpha)$ since this will be sufficient for our analysis), thus obtaining

\[
\mathbb{E}_h \left\{ \left( \frac{1}{N} \sum_{n=0}^{N-1} f(y^n) - \pi_h(f) \right) z^N \right\} = \frac{1}{Nh} \mathbb{E}_h \left\{ \sum_{n=0}^{N-1} \Delta \mathcal{M}_n(\tilde{f}_h) z^N \right\}
\]

\[+ \frac{1}{Nh} \mathbb{E}_h \left\{ \left( \hat{f}_h(y^n) - \hat{f}_h(y^{n}) \right) z^N \right\} + O(h^\alpha). \tag{29} \]
Ensuring that the remainder term in the previous estimate is indeed of order $h^\alpha$ requires some work; see for instance \cite{60,71}. Under mild conditions, the second term on the right hand side of \eqref{29} can be controlled by $\mathcal{O}((Nh)^{-1/2})$ uniformly with respect to the timestep $h$. This term therefore contributes to the finite integration time error (it is larger than for standard time averages, compare with the term $\mathcal{O}((Nh)^{-1})$ in \eqref{22}), and hence the dominating discretization error is completely determined by the first term on the right hand side of \eqref{29}. In view of \eqref{18}, our goal is therefore to construct the auxiliary discrete martingale $z^N$ by exploring the expansion in $h$ of the error term
\[
\frac{1}{N h} \mathbb{E}_h \left\{ \sum_{n=0}^{N-1} \Delta M_n(\tilde{f}_h) z^N \right\} - \int_Y F^T \nabla \tilde{f} \, d\pi.
\]

2.3. Construction of the discrete auxiliary martingale. As mentioned above, rather than starting with the continuous auxiliary martingale $\{z_t\}_{t \geq 0}$, we construct a discrete time auxiliary martingale $\{z^n\}_{n \geq 0}$ which allows to obtain a consistent approximation of $\text{Lin}(f)$ in the limit $h \to 0$. We consider a specific form for the auxiliary martingale, namely
\[
z^{n+1} - z^n = \Delta M_n(g) \equiv g(y^{n+1}) - (P_h g) (y^n), \quad z^0 = 0,
\]
where $g$ is a sufficiently regular function chosen so that
\[
\text{Lin}_{h,N}(f) \equiv \frac{1}{N h} \mathbb{E}_h \left\{ \sum_{n=0}^{N-1} \Delta M_n(\tilde{f}_h) \sum_{m=0}^{N-1} \Delta M_m(g) \right\}
\]
approximates $\text{Lin}(f)$ to the desired order $\mathcal{O}(h^\alpha)$. Clearly, $\{z^n\}_{n \geq 0}$ defined in \eqref{30} is a zero mean martingale adapted to $\mathcal{F}^n$. In fact, since $\Delta M_n(\tilde{f}_h)$ and $\Delta M_m(g)$ are increments of mean zero which are conditionally independent for $m \neq n$,
\[
\frac{1}{N h} \mathbb{E}_h \left\{ \sum_{n=0}^{N-1} \Delta M_n(\tilde{f}_h) \sum_{m=0}^{N-1} \Delta M_m(g) \right\} = \frac{1}{N h} \sum_{n=0}^{N-1} \mathbb{E}_h \{ \Delta M_n(\tilde{f}_h) \Delta M_n(g) \}.
\]
The expression on the right hand side of the previous equality motivates the name “martingale product” of our estimator.

The next step is to obtain an expansion in powers of $h$ of the right hand side of the previous equality. To simplify the notation and the computation of these expansions, we introduce the “carré du champ operator” associated with the generator $\mathcal{L}$: for two smooth functions $f, g$,
\[
\Gamma(f, g) = \mathcal{L}(fg) - f \mathcal{L}(g) - g \mathcal{L}(f) = \nabla f^T S \nabla g.
\]
We also consider its discrete counterpart (recall the definition \eqref{27} for $\mathcal{L}_h$):
\[
\Gamma_h(f, g) = \mathcal{L}_h(fg) - f \mathcal{L}_h(g) - g \mathcal{L}_h(f) - h \mathcal{L}_h(f) \mathcal{L}_h(g).
\]
In view of the definition \eqref{33}, the following crucial identity holds
\[
\mathbb{E}_{G^n} \left\{ \Delta M_n(\tilde{f}_h) \Delta M_n(g) \right\} = \left[ P_h(\tilde{f}_h g) \right] (y^n) - (P_h \tilde{f}_h)(y^n)(P_h g)(y^n) = h \Gamma_h(\tilde{f}_h, g)(y^n),
\]
where $\mathbb{E}_{G^n}$ denotes the expectation with respect to the random variable $G^n$ in \eqref{14}. Therefore, for a numerical scheme of weak order $\alpha$,
\[
\text{Lin}_{h,N}(f) = \frac{1}{N} \sum_{n=0}^{N-1} \mathbb{E}_h \left\{ \Gamma_h(\tilde{f}_h, g)(y^n) \right\} = \int_Y \Gamma_h(\tilde{f}_h, g) \, d\pi + \mathcal{O}(h^\alpha) + \mathcal{O} \left( \frac{1}{Nh} \right),
\]
where the second equality follows from applying \eqref{22} to the observable $\Gamma_h(\tilde{f}_h, g)$. In order to expand $\text{Lin}_{h,N}(f)$ in powers of $h$, it suffices to expand the integral in the last equality of \eqref{35}. We consider successively schemes of weak order $\alpha = 1$ or 2, using the following expansions:
\[
\alpha = 1: \quad \mathcal{L}_h = \mathcal{L} + \mathcal{O}(h), \quad \Gamma_h(f, g) = \Gamma(f, g) + \mathcal{O}(h),
\]
\[
\alpha = 2: \quad \mathcal{L}_h = \mathcal{L} + \frac{h}{2} \mathcal{L}^2 + \mathcal{O}(h^2), \quad \Gamma_h(f, g) = \Gamma(f, g) + h \Lambda(f, g) + \mathcal{O}(h^2),
\]
where
\[ \Lambda(f, g) = \frac{1}{2} \left( \mathcal{L}^2(fg) - f \mathcal{L}^2 g - g \mathcal{L}^2 f - 2(\mathcal{L}f)(\mathcal{L}g) \right). \]

Note that
\[ \int_\mathcal{Y} \Lambda(f, g) \, d\pi = -\int_\mathcal{Y} \left( \frac{\mathcal{L} + \mathcal{L}^*}{2} \right) f \mathcal{L}g + \mathcal{L}f \left( \frac{\mathcal{L} + \mathcal{L}^*}{2} \right) g \, d\pi \]
\[ = \frac{1}{2} \int_\mathcal{Y} \nabla f^T \nabla (\mathcal{L}g) + \nabla g^T \nabla (\mathcal{L}f) \, d\pi. \]

2.3.1. Weak first order schemes \((\alpha = 1)\). For a weak first order discretization scheme, \([28], [32], [35]\) and \([36]\) lead to
\[ \text{Lin}_{h, N}(f) = \int_\mathcal{Y} \Gamma(f, g) \, d\pi + \mathcal{O}(h) + \mathcal{O} \left( \frac{1}{Nh} \right) = \int_\mathcal{Y} \nabla f^T \nabla g \, d\pi + \mathcal{O}(h) + \mathcal{O} \left( \frac{1}{Nh} \right). \]

This coincides at dominant order with the linear response as given by \([18]\) provided the following condition holds: for all smooth functions \(\varphi\) with compact support,
\[ \int_\mathcal{Y} \nabla \varphi^T \nabla g \, d\pi = \int_\mathcal{Y} \nabla \varphi^T F \, d\pi. \]

The latter condition can be seen as the Euler–Lagrange equation associated with the minimization problem
\[ \min_{\varphi \in H^1(\pi)} \left\{ \int_\mathcal{Y} \left| \sigma^T \nabla \varphi - u \right|^2 \, d\pi \right\}, \]
where \(u\) satisfies \([13]\), i.e., \(\sigma u = F\), and \(H^1(\pi) = \{ \phi \in L^2(\pi) \mid \partial_y \phi \in L^2(\pi), \forall i = 1, \ldots, d \}\). This minimization problem always admits a solution when \(\sigma\) is bounded (since it can be seen as the orthogonal projection of \(u\) onto the closed subspace \(\{ \sigma^T \nabla \phi \mid \phi \in H^1(\pi) \}\) of \(L^2(\pi)\)), but the corresponding minimizer \(g\) may not be unique, even if the function \(g\) is required to have mean zero with respect to \(\pi\) (in order to remove the trivial obstruction to uniqueness provided by adding constants to a minimizer). Alternatively, \([11]\) can be interpreted as a weak formulation of the following Poisson-type equation for \(g\):
\[ \nabla^*(S \nabla g) = \nabla^* F = \sum_{i=1}^d \partial^*_{y_i} F_i, \]
with \(\partial^*_{y_i} = -\partial_{y_{i+1}} - \partial_{y_i} (\ln \rho)\) the adjoint of \(\partial_{y_i}\) with respect to the canonical scalar product on \(L^2(\pi)\).

The well-posedness of the equation defining \(g\) is discussed in Section [3] for Langevin dynamics. When \([11]\) holds, we can then consider (at least formally) the following first order MP estimator
\[ \mathcal{E}_{h, N}^{\text{MP}} = \frac{1}{N} \sum_{n=0}^{N-1} \left( f(y^n) - \pi_k(f) \right) \left( g(y^{n+1}) - (P_h g)(y^n) \right). \]

To obtain an actual expression of \(z^n\) which can be implemented in practice, the final step is to Taylor expand \(g(y^{n+1})\) in (fractional) powers of \(h\) around \(y^n\), and to replace \(P_h\) in \((P_h g)(y^n)\) with \([20]\).

**Example 2.1** (Euler-Maruyama scheme). Consider a non-singular noise \((\sigma(y)\) is invertible for all \(y \in \mathcal{Y}\)), and the Euler-Maruyama discretization
\[ y^{n+1} = y^n + h b(y^n) + h^{1/2} \sigma(y^n) G^n, \]
where \(G^n\) are independent and identically distributed standard random Gaussian variables with identity covariance. A simple computation then shows that the martingale increment appearing in the definition \([30]\) can be expanded as \(\Delta M_h(g) = h^{1/2} \nabla g(y^n)^T \sigma(y^n) G^n + \mathcal{O}(h^{3/2})\), where \(\mathcal{O}(h^n)\) denotes random terms of order \(h^n\) (in the sense that \(\mathbb{E}(\mathcal{O}(h^n)) = \mathcal{O}(h^n)\)). The condition \([11]\) suggests to replace \(\sigma^T \nabla g\) with \(u = \sigma^{-1} F\), which leads to the following definition for the discrete auxiliary martingale:
\[ z^{n+1} = z^n + h^{1/2} (G^n)^T \sigma^{-1}(y^n) F(y^n). \]
The discrete martingale $z^n$ is in this case a consistent approximation of the likelihood process $z_t$, and the associated first order estimator is

$$E_{h,N}^{\text{MP1}} = \frac{1}{N} \sum_{n=0}^{N-1} (f(y^n) - \pi_h(f)) \left( \frac{h}{2} \right)^{1/2} (G^n)^T \sigma^{-1}(y^n) F(y^n).$$

This leads to the following second order MP estimator:

$$E_{h,N}^{\text{MP2}} = \frac{1}{N} \sum_{n=0}^{N-1} \left[ f(y^n) - \pi_h(f) \right] \left[ \left( g - \frac{h}{2} L g \right) (y^{n+1}) - P_h \left( g - \frac{h}{2} L g \right) (y^n) \right],$$

where $g$ satisfies (41). As discussed after (43), one needs to Taylor expand $g(y^{n+1})$ in (fractional) powers of $h$ around $y^n$, and to replace $P_h$ in $(P_h g)(y^n)$ with (20) in order to obtain a computable expression for $z^n$. This answers in any case the question left open in (30) about constructing second order schemes for general non-degenerate diffusion processes in spaces of dimension higher than or equal to two.

We emphasize that the derivation of the MP estimators (43) and (44) presented in this section is heuristic since we have not provided any uniform controls for the error terms. In order to carry out rigorous analysis in the next sections we consider the particular case of Langevin dynamics with numerical schemes based on operator splitting methods (25).

### 3. Splitting schemes for Langevin dynamics

In this section, we present Langevin dynamics and define the class of perturbations we consider (see Section 3.1). We next recall in Section 3.2 splitting schemes to discretize Langevin dynamics, as well as some of their properties. We conclude in Section 3.3 by providing a construction of the smooth approximations to discrete Poisson equations introduced in (28).
3.1. **Langevin dynamics and transport coefficients.** Langevin dynamics is a diffusion process which describes the evolution of $N$ particles in a space of physical dimension $d$, at fixed temperature. We denote by $q = (q_1, \ldots, q_N) \in \mathcal{D}$ the positions of the particles (typically, $\mathcal{D} = \mathbb{T}^D$ with $\mathbb{T} = \mathbb{R}/\mathbb{Z}$ and $D = N d$, or $\mathcal{D} = \mathbb{R}^D$), and by $p = (p_1, \ldots, p_N) \in \mathbb{R}^D$ their momenta. The phase space for the elements $y = (q,p)$ is therefore $\mathcal{Y} = \mathcal{D} \times \mathbb{R}^D$.

3.1.1. **Reference Langevin dynamics.** Langevin dynamics is defined by the system of stochastic differential equations

\[
\begin{cases}
    dq_t = M^{-1} p_t \, dt,
    \\
    dp_t = -\nabla V(q_t) \, dt - \gamma M^{-1} p_t \, dt + \sqrt{\frac{2 \gamma}{\beta}} \, dW_t,
\end{cases}
\]

(45)

where $\beta$ is (proportional to) the inverse temperature, $V : \mathcal{D} \to \mathbb{R}$ is the potential function, the mass matrix $M$ is a symmetric definite positive matrix such as $M = \text{diag}(m_1 \text{Id}_d, \ldots, m_N \text{Id}_d)$ with $m_i > 0$ for $1 \leq i \leq N$, $\beta$ is proportional to the inverse temperature, $\gamma > 0$ is the friction coefficient, and $W_t$ is a standard $D$-dimensional Brownian motion. We consider the following running assumption.

**Assumption 3.1.** The potential $V$ belongs to $C^\infty(\mathcal{D})$ and the position space is compact: $\mathcal{D} = \mathbb{T}^D$.

Periodic boundary conditions for the positions are natural in molecular dynamics simulations of condensed matter systems [11, 37], so that the assumption $\mathcal{D} = \mathbb{T}^D$ is physically relevant. The main benefit of this assumption is that it allows us to simplify various mathematical arguments, although many of them could be extended to unbounded position spaces.

The existence and uniqueness of strong solutions to (45) is standard when the position space is compact [34]. Moreover, the unique invariant measure of (45) is the Boltzmann–Gibbs probability measure

\[
\pi(dq \, dp) = Z^{-1} e^{-\beta H(q,p)} \, dq \, dp,
\]

where $H$ denotes the Hamiltonian of the system.

3.1.2. **Poisson equation associated with the reference Langevin dynamics.** In order to control remainder terms we restrict the analysis to a subclass class of smooth observables. Since the position space $\mathcal{D}$ is compact, it is sufficient to control the growth of functions and their derivatives with respect to the momentum variable. Specifically, as in [34, 23], we consider scale functions of polynomial form

\[
\Psi_s(q,p) = 1 + |p|^{2s},
\]

and define

\[
B^\infty_{\Psi_s}(\mathcal{Y}) = \left\{ \text{f measurable} \mid \|f\|_{B^\infty_{\Psi_s}} = \sup_{y \in \mathcal{Y}} \left| \frac{f(y)}{\Psi_s(y)} \right| < \infty \right\}.
\]

The set of observables we consider is then composed of smooth functions which, together with their derivatives, grow at most polynomially:

\[
\mathcal{S} = \left\{ f \in C^\infty(\mathcal{Y}) \mid \forall k \in \mathbb{N}^{2D}, \exists s \in \mathbb{N} \text{ such that } \partial^k f \in B^\infty_{\Psi_s}(\mathcal{Y}) \right\},
\]

where $\partial^k f = \partial_{y_1}^{k_1} \cdots \partial_{y_D}^{k_D} f$ for $k = (k_1, \ldots, k_D) \in \mathbb{N}^{2D}$. Clearly, the invariant measure $\pi$ integrates all functions $\Psi_s$ for $s \in \mathbb{N}$, and hence $\mathcal{S}$ is a dense subspace of $L^2(\pi)$. Finally, we define

\[
\mathcal{S}_0 = \Pi \mathcal{S} = \mathcal{S} \cap L^2(\pi).
\]

An important result for our analysis is the following regularity result concerning the existence and uniqueness of solutions to the continuous time Poisson equation

\[
- \mathcal{L}_\gamma \hat{f} = f - \pi(f),
\]

(46)

where $\mathcal{L}_\gamma$ is the generator of the Langevin dynamics:

\[
\mathcal{L}_\gamma = A + B + \gamma C,
\]

(47)
with
\begin{equation}
A = p^T M^{-1} \nabla_q, \quad B = -\nabla V(q)^T \nabla_p, \quad C = -p^T M^{-1} \nabla_p + \frac{1}{\beta} \Delta_p.
\end{equation}

The invertibility of \( L_\gamma \) considered as an operator on \( L^2(\pi) \) can be obtained by results of hypocoercivity (relying on the exponential convergence of the semigroup as provided by \[18, 33, 35\] for instance, see the introduction of \[2\] for an extensive review) or by a direct analysis based on Schur complements \[2\]. In fact, the solution to (46) belongs in fact to \( S_0 \) when \( f \in S \), as made precise in the following result proved in \[23, 35\].

**Theorem 3.1.** The space \( S_0 \) is stable under \( L_\gamma^{-1} \): for all \( f \in S \), there is a unique \( \hat{f} \in S_0 \) satisfying the Poisson equation (46) associated with \( L_\gamma \).

The regularity result of Theorem 3.1 is of fundamental importance for justifying the consistency of MP estimators, since it allows us to replace solutions to the Poisson equation associated with discretizations of the stochastic differential equation (45) by smooth functions, up to a small error term (see Section 3.3 below).

### 3.1.3. Perturbations of the Langevin dynamics.

Various dynamical properties of Langevin dynamics can be of interest, in particular transport coefficients such as the mobility, thermal conductivity or shear viscosity; see for instance \[9, 37\] as well as \[17, 24, 20, 1\] for some representative mathematical studies dealing with these transport coefficients. As discussed in Section 2.1, we view transport coefficients as being obtained from the linear response of steady state averages of Langevin dynamics perturbed by an external forcing. More precisely, we consider a smooth external forcing \( F : D \to \mathbb{R}^D \), and the following non-equilibrium Langevin dynamics for \( \eta \in \mathbb{R}^D \):

\begin{equation}
\begin{cases}
dq^\eta_t = M^{-1} p^\eta_t \, dt, \\
 dp^\eta_t = (-\nabla V(q^\eta_t) + \eta F(q^\eta_t)) \, dt - \gamma M^{-1} p^\eta_t \, dt + \sqrt{\frac{2\gamma}{\beta}} dW_t.
\end{cases}
\end{equation}

Note that the forcing \( F(q) \) is a function of the positions only, and is in general not the gradient of a smooth periodic function.

For instance, mobility can be computed with \( F(q) \) constant (as made precise in \[27\] Section 5]), while the shear viscosity can be recovered by considering a force whose magnitude in one direction depends only on the component of the position in another direction (the so-called sinusoidal transverse field method \[13, 20\]). It can be shown that (49) admits a unique strong solution. Moreover, this SDE has a unique invariant probability measure \( \pi^\eta \), using standard arguments (a minorization condition is obtained as in \[28\] and we can then use the results of \[16\] since a Lyapunov condition holds as well). In addition, the invariant measure has a smooth density with respect to the Lebesgue measure by hypoellipticity \[19\].

**Remark 3.1.** It would be possible to consider an external forcing which depends both the positions \( q \) and momenta \( p \). In order to guarantee the existence and uniqueness of strong solutions to (49), at least for \( |\eta| \) small enough, this would require conditions on \( F \) such that \( \Psi_s \) are Lyapunov functions. This is for instance the case when there exist \( a, b \in \mathbb{R} \) such that

\[ p^T F(q, p) \leq a|p|^2 + b. \]

However, we refrain from considering such a more general setting since the applications we have in mind consider a position-dependent forcing only.

The generator of the perturbed Langevin dynamics (49) can be written as

\[ L^\eta_\gamma = L_\gamma + \eta \dot{L}, \]

with \( L_\gamma \) defined in (47), and the perturbation operator

\begin{equation}
\dot{L} = F^T \nabla_p.
\end{equation}
Following the argument in [27, Remark 5.5], it can be shown that the linear response of an observable \( f \in \mathcal{S} \) is well defined and can be written as
\[
\text{Lin}(f) = -\int_y \tilde{L} \mathcal{L}^{-1} f \, d\pi.
\]
In view of the Poisson equation (46) associated with the generator (47), we end up with the reformulation
\[
\text{Lin}(f) = \int_y F^T \nabla_p \widehat{f} \, d\pi,
\]
that serves as the starting point for deriving MP estimators.

3.2. Splitting schemes for Langevin dynamics and their properties. We briefly describe in this section splitting schemes to discretize the Langevin dynamics (45) (see [25, 26] for a full exposition) and then recall some of their properties, in particular concerning their invariant measures and their convergence to stationarity.

3.2.1. Splitting schemes. The splitting schemes we consider for Langevin dynamics are based on the decomposition (47) of the generator \( \mathcal{L} \). First order splitting schemes with a timestep \( h \) are obtained by a Lie-Trotter approximation of the continuous time evolution operator \( e^{hL_\gamma} \) by the discrete time evolution operator
\[
P_{\gamma}^{Z,Y,X} = e^{hZ} e^{hY} e^{hX},
\]
where \((Z,Y,X)\) is one of the six possible permutations of the elementary operators \((A,B,\gamma C)\) introduced in (48). For example, the scheme associated with \( P_{h}^{B,A,\gamma C} \) reads
\[
\begin{align*}
    p^{n+\frac{1}{2}} &= p^n - h \nabla V(q^n), \\
    q^{n+1} &= q^n + h M^{-1} p^{n+\frac{1}{2}}, \\
    p^{n+1} &= \alpha_h p^{n+\frac{1}{2}} + \sqrt{\frac{1 - \alpha_h^2}{\beta}} MG^n,
\end{align*}
\]
where \( \alpha_h = \exp(-\gamma M^{-1} h) \) and \((G^n)_{n \geq 0}\) are independent and identically distributed standard \( D \)-dimensional Gaussian random vectors.

Similarly, second order schemes approximate the continuous time evolution operator \( e^{hL_\gamma} \) through a Strang splitting
\[
P_{\gamma}^{Z,Y,X,Y,Z} = e^{hZ/2} e^{hY/2} e^{hX} e^{hY/2} e^{hZ/2}.
\]
For instance, the second order scheme associated with \( P_{h}^{B,A,\gamma C,A,B} \) reads
\[
\begin{align*}
    p^{n+\frac{1}{2}} &= p^n - \frac{h}{2} \nabla V(q^n), \\
    q^{n+\frac{1}{2}} &= q^n + \frac{h}{2} M^{-1} p^{n+\frac{1}{2}}, \\
    p^{n+\frac{3}{2}} &= \alpha_h p^{n+\frac{1}{2}} + \sqrt{\frac{1 - \alpha_h^2}{\beta}} MG^n, \\
    q^{n+1} &= q^{n+\frac{1}{2}} + \frac{h}{2} M^{-1} p^{n+\frac{3}{2}}, \\
    p^{n+1} &= p^{n+\frac{3}{2}} - \frac{h}{2} \nabla V(q^{n+1}),
\end{align*}
\]
where \((G^n)_{n \geq 0}\) are independent and identically distributed standard \(D\)-dimensional Gaussian random vectors; while the second order scheme associated with \(P_h^{C,B,A,B,\gamma C}\) reads
\[
\begin{align*}
p^{n+\frac{1}{2}} &= \alpha_{h/2} p^n + \sqrt{\frac{1 - \alpha^2_{h/2}}{\beta}} MG_1^n, \\
p^{n+1} &= p^{n+\frac{1}{2}} - \frac{h}{2} \nabla V(q^n), \\
q^{n+1} &= q^n + h M^{-1} p^{n+\frac{1}{2}}, \\
p^{n+\frac{1}{2}} &= p^{n+\frac{1}{2}} - \frac{h}{2} \nabla V(q^{n+1}), \\
p^{n+1} &= \alpha_{h/2} p^{n+\frac{1}{2}} + \sqrt{\frac{1 - \alpha^2_{h/2}}{\beta}} MG_2^n,
\end{align*}
\]
(54)
where \((G_1^n)_{n \geq 0}\) and \((G_2^n)_{n \geq 0}\) are two independent families of independent and identically distributed standard \(D\)-dimensional Gaussian random vectors.

We recall in the next subsections various ergodicity results and error estimates for the schemes under consideration.

### 3.2.2. Ergodicity results

One preliminary result used to prove the ergodicity of the numerical schemes is that the functions \(\Psi_s\) are Lyapunov functions for the numerical schemes under consideration (see \([26\text{ Lemma 2.7]}\)): for any \(s^* \in \mathbb{N}\), there exists constants \(\lambda > 0\) and \(K \in \mathbb{R}_+\) and a timestep \(h^* > 0\) such that, for all \(s = 1, 2, \ldots, s^*\) and \(0 < h \leq h^*\),
\[
\forall n \in \mathbb{N}, \quad (P^n_P \Psi_s)(y) \leq e^{-\lambda nh} \Psi_s(y) + K.
\]
(55)
In particular, there exists \(C \in \mathbb{R}_+\) such that
\[
\forall n \in \mathbb{N}, \quad (P^n_P \Psi_s)(y) \leq C \Psi_s(y).
\]
(56)
With this result at hand, the following theorem regarding the ergodicity of the associated Markov chain \(\{y^n\}_{n \geq 0}\) is obtained from the results in \([26, 7]\).

**Theorem 3.2.** Consider \(s^* \geq 1\). For any \(0 < \gamma < \infty\), there exists \(h^* > 0\) such that, for any \(0 < h \leq h^*\), the Markov chain associated with a first or second order splitting scheme has a unique invariant probability measure \(\pi_{\gamma,h}\), which integrates the scale functions \(\Psi_s\) for all \(s = 1, 2, \ldots, s^*\) uniformly in \(h \in (0, h^*]\):
\[
\forall s \in \{1, 2, \ldots, s^*\}, \quad \sup_{0 < h \leq h^*} \int_Y \Psi_s d\pi_{\gamma,h} < \infty.
\]
(56)
Moreover, there exist constants \(\lambda = \lambda(s^*, \gamma) > 0\) and \(K = K(s^*, \gamma) > 0\) such that, for any observable \(f \in B_{\Psi_s}^\infty(Y)\),
\[
\forall n \in \mathbb{N}, \quad \left\| P^n_h f - \int_Y f d\pi_{\gamma,h} \right\|_{B_{\Psi_s}^\infty} \leq Ke^{-\lambda nh} \|f\|_{B_{\Psi_s}^\infty}.
\]
(57)
An important consequence of the above ergodicity result is the uniform control of the solution to the discrete time Poisson equation
\[
- L_h \hat{\gamma} h = f - \pi_{\gamma,h}(f),
\]
where \(L_h\) is defined in \([23]\). Upon defining the subspace of \(B_{\Psi_s}^\infty(Y)\) of functions with average 0 with respect to the probability measure \(\pi_{\gamma,h}\):
\[
B_{\Psi_s,h}^\infty(Y) = \left\{ f \in B_{\Psi_s}^\infty(Y) \mid \int_Y f d\pi_{\gamma,h} = 0 \right\},
\]
we can recall the following result (see \([7\text{ and } 26\text{ Corollary 2.10}])\).
Corollary 3.1. Consider an integer $s^* \geq 1$ and $\gamma \in (0, \infty)$. There exists $h^* > 0$ such that, for all $s \in \{1, \ldots, s^*\}$,

$$
\sup_{0 < h \leq h^*} \left\| \tilde{f}_h \right\|_{B_{\infty}^{s}} \leq \frac{2K}{\lambda} \| f \|_{B_{\infty}^{s}},
$$

with the same constants $K, \lambda$ as in Theorem 3.2.

3.2.3. Error estimates on average properties. In the remainder of this work, we assume that the initial configuration $y^0 = (q^0, p^0)$ follows a distribution $\mu_0$ which integrates all scale functions $\Psi_s$, namely

$$
\forall s \geq 1, \quad \int_{\mathcal{Y}} \Psi_s \, d\mu_0 < \infty.
$$

To simplify the notation, we denote by $\mathbb{E}_h = \mathbb{E}_{h}^{\mu_0}$ the expectation taken with respect to all initial conditions $y^0 \sim \mu_0$ and for all realizations of the Markov chain $\{y^n\}_{n \geq 0}$ starting from $y^0$.

The following result quantifies two sources of bias in the estimation of averages with respect to the target measure $\pi$ by averages over one realization of the Markov chain: (i) a systematic bias arising from the use of a finite timestep $h$; (ii) a truncation bias from the finite integration time. The former bias has been carefully studied in [20] for Langevin dynamics, following the framework initiated by [36, 35]; while the latter bias is a direct consequence of Theorem 3.2 (see also [29]).

Theorem 3.3 (Bias of splitting schemes). Fix $\gamma \in (0, \infty)$ and an observable $f \in \mathcal{S}$, and consider either any first order ($\alpha = 1$) or second order ($\alpha = 2$) splitting scheme. There exist $h^* > 0$ and $C_f > 0$ (which both depend on $f$) such that, for any $0 < h \leq h^*$ and integer $N \geq 1$,

$$
\left| \frac{1}{N} \sum_{n=0}^{N-1} \mathbb{E}_h \{ f(y^n) \} - \int_{\mathcal{Y}} f \, d\pi \right| \leq C_f \left( \frac{1}{Nh} + h^\alpha \right).
$$

Proof. Denote by $s \in \mathbb{N}$ an integer such that $f \in B_{\infty}^s(\mathcal{Y})$, and consider the timestep $h^*$ as given by Theorem 3.2. It is a direct consequence of Theorem 2.13 ($\alpha = 1$) and Theorem 2.16 ($\alpha = 2$) in [20] that there exists a constant $C_f \in \mathbb{R}_+$ such that, for all $h \in (0, h^*)$,

$$
\left| \int_{\mathcal{Y}} f \, d\pi_{\gamma,h} - \int_{\mathcal{Y}} f \, d\pi \right| \leq C_f h^\alpha.
$$

On the other hand, by Theorem 3.2

$$
\left| \frac{1}{N} \sum_{n=0}^{N-1} \mathbb{E}_h \{ f(y^n) \} - \int_{\mathcal{Y}} f \, d\pi_{\gamma,h} \right| \leq \frac{1}{N} \sum_{n=0}^{N-1} \left| \int_{\mathcal{Y}} f \, d\pi_{\gamma,h} \right| \leq \frac{K}{\lambda} \mu_0(\Psi_s) \| f \|_{B_{\infty}^s} \sum_{n=0}^{N-1} e^{-\lambda nh} = \frac{K (1 - e^{-\lambda Nh})}{\lambda (1 - e^{\lambda h})} \mu_0(\Psi_s) \| f \|_{B_{\infty}^s} \leq \frac{2K}{\lambda Nh} \mu_0(\Psi_s) \| f \|_{B_{\infty}^s},
$$

upon possibly reducing $h^*$. The error estimate (59) then immediately follows from the triangle inequality, with $C = \max\{C_f, 2K\mu_0(\Psi_s) \| f \|_{B_{\infty}^s}/\lambda\}$. \hfill \Box

3.3. Approximate solutions to Poisson equations. The formal derivation of MP estimators in Section 2 crucially relies on the fact that solutions to the discrete Poisson equation (57), which belong to functional spaces such as $B_{\infty}^s(\mathcal{Y})$ when $f \in \mathcal{S}$, can in fact be approximated by smooth functions, as given by (63) below. As in [20] Section 4.3 (see also [27, 33]), we rely on approximate inverse operators to this end. We briefly recall in this section how these operators are constructed, and provide some technical estimates on expectations involving approximate solutions to Poisson equations.

For the splitting schemes considered in Section 3.2, the evolution operator $P_h$ can be expanded in powers of $h$ as follows, for a given function $f \in \mathcal{S}$:

$$
P_h f = f + h A_1 f + \ldots + h^{\alpha+1} A_{\alpha+1} f + h^{\alpha+2} r_{\alpha,h,f},
$$
with $\alpha = 1$ for first order and $\alpha = 2$ for second order schemes. The operators $A_i$ can be systematically identified by the Baker–Campbell–Hausdorff formula \[14\] Section III.4.2, while the functions $r_{\alpha,h,f}$ are in $\mathcal{S}$ and there exists $s \in \mathbb{N}$, $h^* > 0$ and $K \in \mathbb{R}_+$ such that $\|r_{\alpha,h,f}\|_{B^s_{\infty}} \leq K < \infty$ for $h \in (0, h^*)$. We next note that the discrete time Poisson equation \[57\] can be rewritten as
\[62\]
$$ - \hat{L}_h f_h = f - \pi(f), $$
with (recalling the definition \[4\] for $\Pi$)
$$ \hat{L}_h = \Pi L_h \Pi = \Pi \left[ \frac{1}{h} (P_h - I) \right] \Pi. $$
In order to find an approximation to $\hat{f}_h$, we introduce $\bar{B}_h = \bar{A}_2 + h \bar{A}_3 + \ldots + h^{\alpha-1} \bar{A}_{\alpha+1}$, where $A_j = \Pi A_j \Pi$ for $j = 1, 2, \ldots, \alpha+1$ are operators mapping $\mathcal{S}_0$ to itself, so that $L_h f = A_1 f + h B_h f + h^{\alpha+2} r_{\alpha,h,f}$. We next truncate the formal series expansion of the inverse
$$ \left( \bar{A}_1 + h \bar{B}_h \right)^{-1} = \bar{A}_1^{-1} - h \bar{A}_1^{-1} \bar{B}_h \bar{A}_1^{-1} + h^2 \bar{A}_1^{-1} \bar{B}_h \bar{A}_1^{-1} \bar{B}_h \bar{A}_1^{-1} + \ldots. $$
up to terms involving at most $\alpha$ instances of $\bar{B}_h$. This motivates introducing
$$ Q_h = \bar{A}_1^{-1} \sum_{j=0}^{\alpha} (-1)^j h^j \left( \bar{B}_h \bar{A}_1^{-1} \right)^j, $$
which satisfies the following identity on $\mathcal{S}_0$:
$$ \hat{L}_h \hat{Q}_h f = \left( \bar{A}_1 + h \bar{B}_h \right) \hat{Q}_h f + h^{\alpha+2} r_{\alpha,h,q_h} f = \Pi f + (-1)^\alpha h^{\alpha+1} \left( \bar{B}_h \bar{A}_1^{-1} \right)^{\alpha+1} f + h^{\alpha+2} r_{\alpha,h,f}. $$
Note that the functions $r_{\alpha,h,f}$ are in $\mathcal{S}$ and there exists $s \in \mathbb{N}$, $h^* > 0$ and $K \in \mathbb{R}_+$ such that $\|r_{\alpha,h,f}\|_{B^s_{\infty}} \leq K < \infty$ for any $h \in (0, h^*)$. This can be seen from the fact that $\bar{r}_{\alpha,h,f} = r_{\alpha,h,q_h}$ is a finite sum of terms of the form $h^j r_{\alpha,h,q_j}$, with $g_j \in \mathcal{S}$. We finally define the approximate inverse operator $Q_h$ by substituting the formula for $\bar{B}_h$ into $\hat{Q}_h$ and keeping only the terms of order at most $h^\alpha$, i.e.
$$ Q_h \triangleq \hat{Q}_0 + h \hat{Q}_1 + \ldots + h^\alpha \hat{Q}_\alpha - h^\alpha \hat{Q}_{\alpha-1} + h^\alpha \hat{Q}_\alpha, $$
where the operators $Q_j$ for $0 \leq j \leq \alpha$ are operators mapping $\mathcal{S}_0$ to itself. Therefore, $Q_h$ also maps $\mathcal{S}_0$ to itself.

**Remark 3.2.** To derive MP estimators in Section 4 (in particular, the second order MP estimator in Section 4.3), we only need the explicit expressions of $Q_0 = \bar{A}_1^{-1}$ and $Q_1 = -\bar{A}_1^{-1} \bar{A}_2 \bar{A}_1^{-1}$. For schemes of weak order 2, it holds $A_3 = L_7$ and $A_2 = L_5^2/2$, so that $Q_1 = -\Pi/2$.

We are now in a position to define the approximate solution to the discrete time Poisson equation
\[63\]
$$ \tilde{f}_h = -Q_h(f - \pi(f)). $$
We emphasize that the function $\tilde{f}_h$ indeed belongs to $\mathcal{S}_0$ when $f \in \mathcal{S}$, while the solution $\hat{f}_h$ to the Poisson equation \[25\] does not. Applying the operator $-\hat{L}_h$ to both sides of \[63\] leads to
\[64\]
$$ - \hat{L}_h \tilde{f}_h = f - \pi(f) + h^{\alpha+1} \phi_{\alpha,h,f} $$
for some function $\phi_{\alpha,h,f} \in \mathcal{S}_0$, and there exists $s \in \mathbb{N}$, $h^* > 0$ and $K \in \mathbb{R}_+$ such that
\[65\]
$$ \forall h \in (0, h^*], \quad \|\phi_{\alpha,h,f}\|_{B^s_{\infty}} \leq K. $$
Moreover, in view of \[55\], for any $a^* \in \mathbb{N}$, upon possibly increasing $s$ and $K$ and decreasing $h^*$,
\[66\]
$$ \forall a \in \{1, \ldots, a^*\}, \quad \forall h \in (0, h^*], \quad \forall n \geq 0, \quad \mathbb{E}_h \left\{ \left| \tilde{f}_h (y^n) \right|^{2a} \right\} \leq K \|f\|_{B^s_{\infty}}^{2a}. $$
Finally, from the definitions \[46\] and \[63\], we can compare $\tilde{f}_h$ with $\hat{f}$ when $A_1 = L_\gamma$ (i.e. the numerical scheme is at least of weak order 1):
\[67\]
$$ \tilde{f}_h - \hat{f} = - [h Q_1 + h^2 Q_2 + \ldots + h^{\alpha-1} Q_{\alpha-1} + h^\alpha Q_\alpha] (f - \pi(f)). $$
In view of Remark 3.2 this corresponds to the equalities \[28\] in the general argument of Section 2.
4. Martingale product estimators for Langevin dynamics

We are now able to derive the MP estimators for the linear response of Langevin dynamics, by following the general strategy presented in Section 2. We first discuss in Section 4.1 the choice of the function $g$ appearing in the MP estimator, which allows us to study the consistency of both the first and second order MP estimators in Sections 4.2 and 4.3, respectively. The boundedness of the variance of MP estimators is proved in Section 4.4. In all this section, we rewrite the elementary evolutions associated with first or second order splittings as

$$y^{n+1} = y^n + \phi_h(y^n; G^n), \quad \phi_h(y; G) = \left( \frac{\phi^0_h(y; G)}{\phi^0_h(y; G)} \right),$$

where the expression of the increment function $\phi_h$ depends on the specific scheme under consideration, and $(G^n)_{n \geq 0}$ are independent and identically distributed standard Gaussian random vectors. It may be the case that two independent Gaussian vectors $G_n^1, G_n^2$ are needed per timestep for second order splittings such as $e^{hC/2}e^{hA/2}e^{hB}e^{hA/2}e^{hC/2}$, in which case $G^n = (G^n_1, G^n_2)$.

4.1. Choice of the function $g$ in the discrete auxiliary martingale. Given our specific choice for the external forcing $F(q)$, the equation (41) on the function $g$ which appears in the MP estimator is easily solved by choosing

$$g(q, p) = \frac{\beta}{2\gamma} p^T F(q).$$

The solution is not unique since any function of the $q$ variable only can be added to $g$. The important point here is that we have an explicit solution which can be used to construct the numerical scheme.

Remark 4.1. For more general forcings depending both on momenta and positions, i.e., forces $F(q, p)$, a solution to (41) is given by

$$g(q, p) = \frac{\beta}{2\gamma} \left( \nabla_p^* \nabla_p \right)^{-1} \nabla_p^* F(q, p),$$

where $\nabla_p^*$ is defined in (42). This function is well-defined $q$ by $q$, since $\nabla_p^* F$ has zero average with respect to the marginal measure $\kappa dp$ of $p$ in the $p$-variable (i.e., $\kappa$ is the Gaussian measure in $p$ with mean zero and covariance $M\beta$), and $\nabla_p^* \nabla_p$ is coercive on the subspace of functions in $L^2(\kappa)$ with mean zero with respect to $\kappa$ (thanks to the Poincaré inequality satisfied by $\kappa$). On the other hand, the expression for $g$ is not explicit in general. This prevents explicitly constructing the discrete martingale by expansions in powers of $h$ of $\Delta M_n(q)$. When the expression of $g$ is explicit (which is the case when $F(q, p)$ depends polynomially in $p$, for example), the methodology presented in this section can be adapted in a straightforward way, see Appendix A for more details.

4.2. First order martingale product estimator. A simple computation shows that, for all the first order splitting schemes,

$$\Phi^h_1(y^n; G^n) = h^{1/2} \sqrt{\frac{2\gamma}{\beta}} G^n + \Delta_h(y^n; G^n),$$

where the remainder term $\Delta_h(y^n; G^n)$ and $\Phi^h_1$ are of order $h$, in the following sense: for any $a^* \in \mathbb{N}$, there exists $C_* \in \mathbb{R}_+$ and $h^* > 0$ such that

$$\forall a \in \{1, \ldots, a^*\}, \quad \forall h \in (0, h^*], \quad \mathbb{E}_h \{|\Delta_h(y^n; G^n)|^a\} + \mathbb{E}_h \{|\Phi^h_1(y^n; G^n)|^a\} \leq C_* h^a.$$

As heuristically derived in Section 2.3.1 the first order MP estimator based on an arbitrary first order splitting scheme is

$$\mathcal{E}_{h, N}^{MP^1}(f) = \frac{1}{N} \sum_{n=0}^{N-1} (f(y^n) - \pi_{\gamma, h}(f)) z^n,$$

1We do not make use of this flexibility here, but an interesting question is whether one of the possible solutions leads to a final estimator with minimal variance.
where

\begin{equation}
(73) \quad z^N = h^{1/2} \sqrt{\frac{\beta}{2\gamma}} \sum_{n=0}^{N-1} F(q^n)^T G^n
\end{equation}

is the auxiliary discrete martingale, obtained from expanding \(g(y^{n+1}) - (P_h g)(y^n)\) up to order \(\sqrt{h}\) in (55), and replacing \(g\) by its expression (68). Note that the weight process remains the same for all the first order splittings considered in Section 3.2. The first order MP estimator coincides with the CLR estimator (see [33] for the overdamped Langevin setting). The benefit of the proposed martingale product derivation is that it provides a systematic approach for discovering higher order MP schemes, as discussed in Section 4.3. The reason why we carefully study first order estimators is that the proof of their consistency paves the way for the proof of consistency of second order estimators.

The main result concerning the consistency of first order MP estimators is the following.

**Theorem 4.1** (Bias of first order MP estimators). Consider any of the first order splitting schemes introduced in Section 3.2, and fix an observable \(f \in \mathcal{S}\). Then there exist \(h^* > 0\) and \(C \in \mathbb{R}_+\) such that, for any \(0 < h \leq h^*\) and \(N \geq 1\) satisfying \(Nh \geq 1\),

\begin{equation}
(74) \quad \left| \mathbb{E}_h \{e_{h,N}^{\text{MP1}}(f)\} - \text{Lin}(f) \right| \leq C \left( h + \frac{1}{\sqrt{Nh}} \right).
\end{equation}

**Proof.** Throughout the proof, we denote by \(C\) a positive constant that may vary line by line (but does not depend on \(N\) and \(h\)) and by \(s\) a sufficiently large positive integer. We also repeatedly use the following bound, directly obtained from (63): for given functions \(\varphi_1, \varphi_2 \in \mathcal{S}\) (so that \(\varphi_1 \varphi_2 \in \mathcal{S}\)), there exist \(K \in \mathbb{R}_+\) and \(h > 0\) such that

\begin{equation}
(75) \quad \forall h \in (0, h^*], \quad \forall N \geq 1, \quad \frac{1}{N} \sum_{n=0}^{N-1} \mathbb{E}_h \{\varphi_1(y^n)\varphi_2(y^n)\} \leq K.
\end{equation}

We start by rewriting the MP estimator in a form more amenable for our estimates. Since \(\mathbb{E}_h \{z^N\} = 0\), one can easily verify that

\[ \mathbb{E}_h \left\{ (f(y^n) - \pi_{\gamma,h}(f)) z^N \right\} = \mathbb{E}_h \left\{ (f(y^n) - \pi(f)) z^N \right\}. \]

In view of (64) (with \(\alpha = 1\)), it holds

\begin{equation}
(76) \quad \mathbb{E}_h \{e_{h,N}^{\text{MP1}}(f)\} = \frac{1}{Nh} \sum_{n=0}^{N-1} \mathbb{E}_h \left\{ \left( \Pi(I - P_h)\Pi f_h(y^n) \right) z^N \right\} - \frac{h^2}{N} \sum_{n=0}^{N-1} \mathbb{E}_h \{\phi_{1,h,f}(y^n)z^N\}
\end{equation}

\begin{align*}
&= \frac{1}{Nh} \sum_{n=0}^{N-1} \mathbb{E}_h \left\{ \left( f_h(y^{n+1}) - (P_h f_h)(y^n) \right) z^N \right\} + \frac{1}{Nh} \mathbb{E}_h \left\{ \left( f_h(y^0) - f_h(y^n) \right) z^N \right\} \\
&\quad - \frac{h^2}{N} \sum_{n=0}^{N-1} \mathbb{E}_h \{\phi_{1,h,f}(y^n)z^N\}.
\end{align*}

Let us first show that the last two terms in the last right hand side vanish as \(h \to 0\). Since the functions \(\phi_{1,h,f}\) belong to some space \(B_{\varphi_s}(\mathcal{Y})\) for \(h\) sufficiently small by (65), the estimates in Proposition A.1 immediately imply that

\begin{equation}
(77) \quad \frac{h^2}{N} \sum_{n=0}^{N-1} \mathbb{E}_h \{\phi_{1,h,f}(y^n)z^N\} \leq Ch^{3/2}
\end{equation}

for \(h\) sufficiently small. For the second term in the last right hand side of (76), we use (75) and the assumption that each component of \(F\) is a smooth function to write

\begin{equation}
(78) \quad \mathbb{E}_h \left\{ (z^N)^2 \right\} = \beta h \sum_{n=0}^{N-1} \mathbb{E}_h \left\{ |F(q^n)|^2 \right\} \leq CNh.
\end{equation}
A Cauchy–Schwarz inequality together with (66) then leads to

\[ \frac{1}{N_h} \mathbb{E}_h \left\{ \left( \tilde{f}_h(y^n) - \bar{f}_h(y^n) \right) z^N \right\} \leq \frac{C}{\sqrt{Nh}} \| f \|_{B_{\tilde{\ell}}}, \]

which contributes to the finite integration time error \( C/\sqrt{Nh} \) in the bias.

It only remains to estimate the difference between the first term on the right hand side of (76) and \( \text{Lin}(f) \). Since the martingale increments \( z^{m+1} - z^m \) and \( \Delta M_n(\tilde{f}_h) \) are conditionally independent for \( m \neq n \) (recalling the notation in (24)),

\[ \sum_{n=0}^{N-1} \mathbb{E}_h \left\{ \left( \tilde{f}_h(y^{n+1}) - (P_h \tilde{f}_h)(y^n) \right) z^N \right\} = \sum_{n=0}^{N-1} \mathbb{E}_h \left\{ \Delta M_n(\tilde{f}_h)(z^{n+1} - z^n) \right\}. \]

Now, by a Taylor expansion and in view of (71),

\[ \Delta M_n(\tilde{f}_h) = \sqrt{2\gamma h \beta} (G^n)^T \nabla_p \tilde{f}_h(y^n) + h \psi(y^n; G^n) + h^{3/2} \Upsilon_h(y^n; G^n), \]

with \( \mathbb{E}_h(\psi(y^n; G^n)G^n) = 0 \) and terms \( \psi(y^n; G^n), \Upsilon_h(y^n; G^n) \) of order 1 in the following sense: for any \( \alpha > 1 \), there exist \( C \in \mathbb{R}_+ \) and \( h^\alpha > 0 \) such that, for any \( 0 \leq n \leq N \) and \( h \in (0, h^*], \)

\[ \mathbb{E}_h \left\{ |\psi(y^n; G^n)|^\alpha \right\} \leq C, \quad \mathbb{E}_h \left\{ |\Upsilon_h(y^n; G^n)|^\alpha \right\} \leq C. \]

A Cauchy–Schwarz inequality then gives

\[ \left| \sum_{n=0}^{N-1} \mathbb{E}_h \left\{ \Upsilon_h(y^n; G^n)(z^{n+1} - z^n) \right\} \right| \leq \left( \sum_{n=0}^{N-1} \mathbb{E}_h \left\{ \Upsilon_h(y^n; G^n)^2 \right\} \right)^{1/2} \left( \sum_{n=0}^{N-1} \mathbb{E}_h \left\{ (z^{n+1} - z^n)^2 \right\} \right)^{1/2}, \]

so that, since the second sum on the right hand side of the above inequality is bounded by \( CNh, \)

\[ \frac{1}{Nh} \sum_{n=0}^{N-1} \mathbb{E}_h \left\{ \left[ h \psi(y^n; G^n) + h^{3/2} \Upsilon_h(y^n; G^n) \right] (z^{n+1} - z^n) \right\} \leq Ch. \]

Moreover, by (67) with \( \alpha = 1, \)

\[ \frac{1}{Nh} \sqrt{2\gamma h \beta} \sum_{n=0}^{N-1} \mathbb{E}_h \left\{ (G^n)^T \nabla_p \tilde{f}_h(y^n)(z^{n+1} - z^n) \right\} = \frac{1}{N} \sum_{n=0}^{N-1} \mathbb{E}_h \left\{ F(y^n)^T \nabla_p \tilde{f}_h(y^n) \right\} = \frac{1}{N} \sum_{n=0}^{N-1} \mathbb{E}_h \left\{ F(y^n)^T \nabla_p \hat{f}(y^n) \right\} - \frac{h}{N} \sum_{n=0}^{N-1} \mathbb{E}_h \left\{ F(y^n)^T \nabla_p Q_1 Pf(y^n) \right\}. \]

The second sum in the previous equality is uniformly bounded by \( Ch \) in view of (75), while we use Theorem 3.3 for the first one:

\[ \left| \frac{1}{N} \sum_{n=0}^{N-1} \mathbb{E}_h \left\{ F(y^n)^T \nabla_p \hat{f}(y^n) \right\} - \int_\mathcal{Y} F^T \nabla_p \hat{f} d\pi \right| \leq C \left( h + \frac{1}{Nh} \right). \]

The integral on the left-hand side of the previous equality is equal to \( \text{Lin}(f) \) by the reformulation (51) for the linear response. The desired bias estimate finally follows by combining (76) and the estimates provided by (77), (79), (82) and (83). \( \square \)

### 4.3. Second order martingale product estimator

We present in this section second order MP estimators based on second order splittings. For first order MP estimators, the auxiliary discrete martingales \( \{z^n\}_{n \geq 0} \) are identical for different first order splittings. However, this is not the case for second order MP estimators. We choose to first present in Section 4.3.1 a general result on second order MP estimators, following the strategy outlined in Section 2.3. The so-obtained estimators are however not explicit, which is why we make them precise in Section 4.3.2 for the various splitting schemes we consider.
4.3.1. General second order estimators. The second order MP estimator obtained from (44) is

\[ E_{h,N}^{\text{MP2}} = \frac{1}{N} \sum_{n=0}^{N-1} [f(y^n) - \pi_{\gamma,h}(f)] \Delta M_n \left( g - \frac{h}{2} \mathcal{L} g \right), \]

where we recall

\[ \Delta M_n \left( g - \frac{h}{2} \mathcal{L} g \right) = \left( g - \frac{h}{2} \mathcal{L} g \right)(y^{n+1}) - P_h \left( g - \frac{h}{2} \mathcal{L} g \right)(y^n). \]

The second order consistency of this estimator is rigorously established by the following result.

**Theorem 4.2** (Bias of second order MP estimators). Consider any of the second order splitting schemes introduced in Section 3 and fix an observable \( f \in S \). Then there exist \( h^* > 0 \) and \( C \in \mathbb{R}_+ \) such that, for any \( 0 < h \leq h^* \) and \( N \geq 1 \),

\[ |E_h \{ E_{h,N}^{\text{MP2}}(f) \} - \text{Lin}(f)| \leq C \left( h^2 + \frac{1}{\sqrt{Nh}} \right). \]

**Proof.** Throughout the proof, we denote by \( C \) a positive constant and by \( s \) a positive integer that is sufficiently large. These two numbers may vary line by line. We introduce the auxiliary discrete martingale

\[ z^N = \sum_{n=0}^{N-1} \Delta M_n \left( g - \frac{h}{2} \mathcal{L} g \right). \]

First note that (70) and (71) hold true for all second order splitting schemes as well. Furthermore, from (55) and together with the fact that \( g, \mathcal{L} g \in S \),

\[ E_h \left\{ \left( z^{n+1} - z^n \right)^2 \right\} \leq 2E_h \left\{ \Delta M_n(g)^2 \right\} + \frac{h^2}{2} E_h \left\{ \Delta M_n(Lg)^2 \right\} \leq Dh, \]

for some constant \( D > 0 \). Similarly to (76), using (64) with \( \alpha = 2 \) and the conditional independence of the martingale increments \( z^{m+1} - z^m \) and \( \tilde{f}_h(y^{n+1}) - (P_h \tilde{f}_h)(y^n) \) when \( m \neq n \),

\[ E_h \left\{ E_{h,N}^{\text{MP2}}(f) \right\} = \frac{1}{Nh} \sum_{n=0}^{N-1} E_h \left\{ \Delta M_n(\tilde{f}_h)(z^{n+1} - z^n) \right\} + \frac{1}{Nh} E_h \left\{ (\tilde{f}_h(y^0) - \tilde{f}_h(y^n)) z^N \right\} - \frac{h^2}{N} \sum_{n=0}^{N-1} E_h \left\{ \phi_{2,h,f}(y^n) z^N \right\}. \]

The second and third terms on the right hand side of the above equality can be uniformly controlled as in the proof of Theorem 4.1. Now, in view of (34),

\[ E_h \left\{ \Delta M_n(\tilde{f}_h)(z^{n+1} - z^n) \right\} = hE_h \left\{ \Gamma_h \left( \tilde{f}_h, g - \frac{h}{2} \mathcal{L} g \right)(y^n) \right\}, \]

so that, with (59),

\[ \left| \frac{1}{Nh} \sum_{n=0}^{N-1} E_h \left\{ \Delta M_n(\tilde{f}_h)(z^{n+1} - z^n) \right\} - \int_{\mathcal{Y}} \Gamma_h \left( \tilde{f}_h, g - \frac{h}{2} \mathcal{L} g \right) d\pi \right| \leq C \left( h^2 + \frac{1}{Nh} \right), \]

where the constant \( C \) depends on \( F \) through \( g \), and on the observable \( f \) under consideration. At this stage, it only remains to show that the difference between \( \text{Lin}(f) \) and the integral on the left hand side of the previous inequality is of order \( h^2 \). To this end, we first use (61) (which allows us to give a rigorous meaning to (37)) and (67) (with \( Q_1 \varphi = -\Pi \varphi/2 \) for second order splitting schemes) to write

\[ \Gamma_h \left( \tilde{f}_h, g - \frac{h}{2} \mathcal{L} g \right) = \Gamma \left( \tilde{f}, g \right) + h \left[ A \left( \tilde{f}, g \right) - \frac{1}{2} (L\tilde{f}, g) - \frac{1}{2} (\tilde{f}, Lg) \right] + h^2 r_{h,f}, \]

with \( \|r_{h,f}\|_{\mathcal{E}_c} \leq K \) for \( h \) sufficiently small. The result then follows from (56) and the fact that \( \Gamma \left( \tilde{f}, g \right) = E^T \nabla_r \tilde{f} \), while the order \( h \) term in the expansion of \( \Gamma_h \left( \tilde{f}_h, g - h\mathcal{L}g/2 \right) \) in powers of \( h \) has average 0 with respect to \( \pi \) in view of (39). \( \Box \)
Remark 4.2. A closer inspection of the proof of Theorem 4.2 shows that similar results can be obtained for other discretization schemes as long as $A_1 = L_{\gamma}$ and $A_2$ is proportional, but not necessarily equal, to $L_{\gamma}^2$; see [10] for examples of such schemes, based on a Barker acceptance/rejection rule together with a second order discretization of overdamped Langevin dynamics.

4.3.2. Application to second order splitting schemes. We now provide a more explicit expression for the estimator [(84)] depending on the numerical scheme at hand. We illustrate our approach for the second order splitting $P_{h}^{B,A,\gamma C,A,B}$ considered in [53] and then discuss the extension to other second order splittings. The strategy is to expand the martingale increments $\Delta M_n(g - hEg/2)$ up to order $h^{3/2}$ as

$$
\Delta M_n \left( g - \frac{h}{2} E g \right) = h^{1/2} \sqrt{\frac{\beta}{2\gamma}} F(y^n)^T G^n + h\psi_1(y^n, G^n) + h^{3/2}\psi_3/2(y^n, G^n)
$$

$$
+ h^2\psi_2(y^n, G^n) + h^{5/2}\Upsilon_h(y^n, G^n),
$$

where the dominant term on the right hand side of course agrees with the discrete martingale increments in [(73)] for the first order MP estimator. It then suffices to replace the last factor in [(84)] by the first three terms above. The remainder terms involving $\psi_2$ and $\Upsilon_h$, which arise when quantifying the bias of the estimator can be uniformly controlled by noting that $E_h(\psi_2(y^n, G^n)) = 0$ and using uniform estimates on moments of $\psi_2$ and $\Upsilon_h$. We do not explicitly perform these manipulations as they follow very closely the estimates used in the proofs of Theorems 4.1 and 4.2.

The first step towards an equality such as [(86)] is to expand the increment function of the scheme under consideration up to the order of $h^{3/2}$. For [(53)],

$$
\Phi^D_y(y^n; G^n) = hM^{-1}p^n + h^{3/2} \sqrt{\frac{\gamma}{2\beta}} G^n + \Delta_y^n(y^n; G^n),
$$

$$
\Phi^D_y(y^n; G^n) = h^{1/2} \sqrt{\frac{2\gamma}{\beta}} G^n - h(\nabla V(q^n) + \gamma M^{-1}p^n) - h^{3/2} \sqrt{\frac{\gamma}{2\beta}} M^{-1}G^n + \Delta_y^n(y^n; G^n),
$$

with remainders terms of order $h^2$: for any $a^* \in \mathbb{N}$, there exists $C_* \in \mathbb{R}_+$ such that

$$
\forall a \in \{1, \ldots, a^*\}, \quad \forall h \in (0, h^*], \quad E_h(\{\Delta_y^n(y^n; G^n)\}^a) + E_h(|\Delta_y^n(y^n; G^n)|^a) \leq C_* h^{2a}.
$$

This leads to the following second order MP estimator for the scheme [(53)]:

$$
\epsilon^{MP2,BACAB}_{h,N}(f) = \frac{1}{N} \sum_{n=0}^{N-1} \left( f(y^n) - \pi_{\gamma,h}(f) \right) z^n,
$$

with the second order weight process

$$
z^n = \sqrt{\frac{\beta}{2\gamma}} \sum_{n=0}^{N-1} h^{1/2}F(q^n)^T G^n + \frac{1}{h} h^{3/2} (M^{-1}\nabla q F(q^n) G^n),
$$

obtained from $z^n = \sum_{n=0}^{N-1} \Delta M_n(g - hEg/2)$ by truncating the expansion in [(86)]. See Appendix B for more detailed calculations.

We conclude this section by providing the expressions for the auxiliary discrete martingale $z^n$ associated with other splitting schemes:

(i) For the scheme $P_{h}^{A,B,\gamma C,B,A}$, the same expansion as [(87)] holds, so that the second order MP estimator for this scheme coincides with [(88)].

(ii) For the scheme $P_{h}^{C,B,A,\gamma C}$ (recall [53]), the counterpart of the expansion [(87)] reads

$$
\Phi^D_y(y^n; G^n) = hM^{-1}p^n + h^{3/2} \sqrt{\frac{\gamma}{2\beta}} G^n + \Delta_y^n(y^n; G^n),
$$

$$
\Phi^D_y(y^n; G^n) = h^{1/2} \sqrt{\frac{2\gamma}{\beta}} (G_1^n + G_2^n) - h(\nabla V(q^n) + \gamma M^{-1}p^n)
$$

$$
- \frac{h^{3/2}}{4} \sqrt{\frac{\gamma}{\beta}} M^{-1}(3G_1^n + G_2^n) + \Delta_y^n(y^n; G^n).
$$
The expansion is in fact the same for the scheme $P_h^{\gamma C, \alpha A, \beta B, \gamma C}$. A second order MP estimator is then obtained for these two schemes by choosing (see Appendix B for more detailed calculations)

$$
\begin{align*}
\hat{z}^{n+1} - \hat{z}^n &= \frac{1}{2} h^{1/2} \sqrt{\beta \gamma} F(q^n)^T (G_1^n + G_2^n) \\
&\quad + \frac{h^{3/2}}{4} \sqrt{\beta \gamma} \left[ (p^n)^T M^{-1} \nabla_q F(q^n) (G_1^n + G_2^n) + (p^n)^T \nabla_q F(q^n)^T M^{-1} (G_1^n - G_2^n) \right] \\
&\quad - \frac{\gamma}{2} F(q^n)^T M^{-1} (G_1^n - G_2^n) \\
\end{align*}
$$
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We do not consider the second order splitting schemes associated with the semigroups $P_h^{B, \gamma C, \alpha A, \beta B}$ and $P_h^{B, \gamma C, \alpha A}$ since the marginal in the position variable of the invariant measures of these numerical schemes in the overdamped limit are not consistent with the Boltzmann–Gibbs measure with density proportional to $e^{-\beta V(q)}$.

### 4.4. Variance analysis of martingale product estimators.

The key advantage of the martingale product estimator is that its variance does not grow with respect to the integration time, as stated in the following result. As will be seen below, this is in sharp contrast with estimators constructed in [72]–[73] and Section 4.3 (such as [84]), respectively. There exist $h^* > 0$ and $C \in \mathbb{R}_+$ such that, for any $h \in (0, h^*]$ and any integer $N \geq 1$ satisfying $Nh \geq 1$,

$$
\text{Var}_h (\hat{c}_{h,N}^{\text{MP}}) \leq C \left(1 + \frac{1}{Nh}\right).
$$

**Proof.** For the ease of notation, we write the proof for the first order MP estimator [72]–[73], but the estimates are completely similar for second order estimators. The proof closely follows the lines of the proof of [23] Theorems 4.3 and 4.6. Here as well, $C$ denotes a generic constant which may change from line to line. The index $s$ of Lyapunov functions can also change from line to line.

In view of the discrete time Poisson equation (57), we can rewrite $c^{\text{MP}1}_{h,N}$ as

$$
\begin{align*}
\mathcal{E}_{h,N}^{\text{MP}1} &= \frac{1}{Nh} \sum_{n=0}^{N-1} \left( \hat{f}_h (y^{n+1}) - (P_h \hat{f}_h) (y^n) \right) z^n + \frac{1}{Nh} \left( \hat{f}_h (y^0) - \hat{f}_h (y^N) \right) z^N, \\
\text{Var}_h (\mathcal{E}_{h,N}^{\text{MP}1}) &\leq \mathbb{E}_h \left\{ \left( \mathcal{E}_{h,N}^{\text{MP}1} \right)^2 \right\} \text{ and a Cauchy–Schwarz inequality,}
\end{align*}
$$

(92)

We start by estimating the first term on the right hand side of (92). Denoting by $\Delta N_n = \hat{z}^{n+1} - \hat{z}^n$ for notational homogeneity, a simple computation shows that

$$
\begin{align*}
\mathbb{E}_h \left\{ \left( \sum_{n=0}^{N-1} \Delta M_n (\hat{f}_h) z^n \right)^2 \right\} &= \sum_{n_1, n_2, n_3, n_4=0}^{N-1} \mathbb{E}_h \left\{ \Delta M_{n_1} (\hat{f}_h) \Delta M_{n_2} (\hat{f}_h) \Delta N_{n_3} \Delta N_{n_4} \right\} \\
&= \sum_{n_1, n_2=0}^{N-1} \mathbb{E}_h \left\{ \Delta M_{n_1} (\hat{f}_h)^2 \Delta N_{n_2}^2 \right\} + 2 \sum_{0 \leq n_1 < n_2 \leq N-1} \mathbb{E}_h \left\{ \Delta M_{n_1} (\hat{f}_h) \Delta M_{n_2} (\hat{f}_h) \Delta N_{n_1} \Delta N_{n_2} \right\},
\end{align*}
$$

where the second equality holds because the underlying martingale increments are conditionally independent between successive steps. We next replace $\hat{f}_h$ by $\tilde{f}_h$, up to some error term, and
perform expansions in powers of \( h \) of \( \Delta M_n(\tilde{f}_h) \). More precisely, we obtain from (62) and (64) that

\[-\mathcal{L}_h(\tilde{f}_h - \tilde{f}_h) = h^2 \phi_{1,h,f} \text{ and hence by definition of } \tilde{\mathcal{L}}_h,
\]

\[\tilde{f}_h - \tilde{f}_h = -h^2 \mathcal{L}_h^{-1}(\phi_{1,h,f} - \pi_{\gamma,h}(\phi_{1,h,f})).\]

By (65) and Corollary 3.1, there exist therefore \( h^* > 0, C \in \mathbb{R}_+ \) and \( s \in \mathbb{N} \) such that

\[\forall h \in (0, h^*], \quad |\tilde{f}_h - \tilde{f}_h| \leq Ch^2 \Psi_s.\]

This implies that, for any \( h \in (0, h^*], \)

\[|\Delta M_n(\tilde{f}_h)^2 - \Delta M_n(\tilde{f}_h)^2| = |\Delta M_n(\tilde{f}_h - \tilde{f}_h)| |\Delta M_n(\tilde{f}_h + \tilde{f}_h)| \leq Ch^2 [\Psi_s(y^n) + \Psi_s(y^{n+1})].\]

so that

\[
\begin{align*}
\mathbb{E}_h \left\{ \Delta M_{n_1}(\tilde{f}_h)^2 \Delta \mathcal{N}_{n_2}^2 \right\} - \mathbb{E}_h \left\{ \Delta M_{n_1}(\tilde{f}_h)^2 \Delta \mathcal{N}_{n_2}^2 \right\} &\leq Ch^2 \mathbb{E}_h \left[ (F(q^{n_2})^T G_{n_2})^2 (\Psi_s(y^{n_1}) + \Psi_s(y^{n_1+1})) \right] \\
&\leq Ch^2 \mathbb{E}_h \left[ (F(q^{n_2})^T G_{n_2})^4 + \Psi_s(y^{n_1})^2 + \Psi_s(y^{n_1+1})^2 \right] \leq Ch^3.
\end{align*}
\]

We therefore obtain that, for \( h \in (0, h^*], \)

\[
\left| \sum_{n_1,n_2=0}^{N-1} \mathbb{E}_h \left\{ \Delta M_{n_1}(\tilde{f}_h)^2 \Delta \mathcal{N}_{n_2}^2 \right\} - \sum_{n_1,n_2=0}^{N-1} \mathbb{E}_h \left\{ \Delta M_{n_1}(\tilde{f}_h)^2 \Delta \mathcal{N}_{n_2}^2 \right\} \right| \leq CN^2 h^3.
\]

Moreover, in view of the expansion (80) of \( \Delta M_n(\tilde{f}_h) \) in powers of \( h \), and the bounds (81), a computation similar to (93) provides

\[
\frac{1}{N^2 h^2} \sum_{n_1=0}^{N-1} \sum_{n_2=0}^{N-1} \mathbb{E}_h \left\{ \Delta M_{n_1}(\tilde{f}_h)^2 \Delta \mathcal{N}_{n_2}^2 \right\} \leq C.
\]

By summing the last two estimates, we finally obtain that, for \( h \in (0, h^*], \)

\[
\frac{1}{N^2 h^2} \sum_{n_1=0}^{N-1} \sum_{n_2=0}^{N-1} \mathbb{E}_h \left\{ \Delta M_{n_1}(\tilde{f}_h)^2 \Delta \mathcal{N}_{n_2}^2 \right\} \leq C.
\]

A similar estimate can be obtained for the other double sum

\[
\frac{1}{N^2 h^2} \sum_{0 \leq n_1 < n_2 \leq N-1} \mathbb{E}_h \left\{ \Delta M_{n_1}(\tilde{f}_h) \Delta M_{n_2}(\tilde{f}_h) \Delta \mathcal{N}_{n_1} \Delta \mathcal{N}_{n_2} \right\} \leq Ch.
\]

so that the first term on the right hand side of (92) is uniformly bounded by \( C \) for \( h \) sufficiently small.

Now, for the second term on the right hand side of (92), a Cauchy–Schwarz inequality gives

\[
\mathbb{E}_h \left\{ \left[ (\tilde{f}_h(y^n) - \tilde{f}_h(y^0))^2 \right]^2 \right\} \leq \mathbb{E}_h \left\{ (\tilde{f}_h(y^n) - \tilde{f}_h(y^0))^4 \right\}^{1/2} \mathbb{E}_h \left\{ (z^N)^4 \right\}^{1/2}.
\]

Note that by Corollary 3.1, \( \tilde{f}_h \) is uniformly bounded in \( B_{\Psi_s}^\infty (\mathcal{Y}) \) for some integer \( s \) and hence we can write (upon possibly increasing \( s \))

\[
\mathbb{E}_h \left\{ (\tilde{f}_h(y^n) - \tilde{f}_h(y^0))^4 \right\} \leq C \mathbb{E}_h \left\{ \Psi_s(y^0) + \Psi_s(y^n) \right\},
\]

which is uniformly bounded by a constant for \( h \) sufficiently small in view of (55). The estimation of \( \mathbb{E}_h \left\{ (z^N)^4 \right\} \) is similar to that of the first term on the right hand side of (92) by noting that

\[
\mathbb{E}_h \left\{ (z^N)^4 \right\} = \sum_{n=0}^{N-1} \mathbb{E}_h \left\{ \Delta \mathcal{N}_n^4 \right\} + 6 \sum_{0 \leq n_1 < n_2 \leq N-1} \mathbb{E}_h \left\{ \Delta \mathcal{N}_{n_1}^2 \Delta \mathcal{N}_{n_2}^2 \right\},
\]
5. Comparison with the Green-Kubo Method

The Green-Kubo (GK) formula is one of the traditional methods for computing linear responses and transport coefficients (see for instance [37, Chapter 13]). We first recall known results on the bias of GK estimators in Section 5.1 and then characterize their variance in Section 5.2. The main conclusion is that the bias of GK estimators is comparable to the timestep bias of MP estimators, but the finite time bias of GK estimators is much smaller than the one from for MP estimators, while on the other hand the variance of GK estimators scales as $Nh$, in sharp contrast to the variance of MP estimators, which is uniformly bounded in time. This suggests that MP estimators could be more reliable than GK estimators.

5.1. Green-Kubo estimators. Recall the reformulation (11) of the linear response as an integrated correlation function:

$$\text{Lin}(f) = \int_0^\infty \mathbb{E}^\pi \{ f(y_t) \varphi(y_0) \} \,dt = \int_0^\infty \mathbb{E}^\pi \{ (f(y_t) - \pi(f)) \varphi(y_0) \} \,dt,$$

where \( \varphi = \mathcal{L}^* 1 \)

has average 0 with respect to \( \pi \) and \( \mathbb{E}^\pi \) is the expectation taken with respect to all realizations of the Markov process \( \{ y_t \}_{t \geq 0} \) and with respect to all initial conditions \( y_0 \) distributed according to \( \pi \). The timestep bias of GK estimators was made precise in [26, 27]. The result essentially states that the linear response can be approximated by a Riemann sum, or using a trapezoidal rule for second order schemes. To make this result precise, we introduce the following estimators:

$$\mathcal{E}^{\text{GK1}}_{h,N}(f) = h \sum_{n=0}^{N-1} [f(y^n) - \pi_{\gamma,h}(f)]\varphi(y^0), \quad y^0 \sim \pi_{\gamma,h},$$

and

$$\mathcal{E}^{\text{GK2}}_{h,N}(f) = h \left( \frac{1}{2} \left[ f(y^0) - \pi_{\gamma,h}(f) \right] + \sum_{n=1}^{N-1} [f(y^n) - \pi_{\gamma,h}(f)] \right) \varphi(y^0), \quad y^0 \sim \pi_{\gamma,h}.$$

Note that, as discussed after (15), we consider here as well a “perfect” centering based on subtracting \( \pi_{\gamma,h}(f) \); but the same discussion as for MP estimators applies here. Let us also mention that the initial distribution for \( y^0 \) has to be the invariant probability measure \( \pi_{\gamma,h} \) for GK estimators whereas MP estimators do not require this condition.

We can now recall the results from [26, 27], which correspond to the case \( N \to \infty \). We denote by \( \mathbb{E}^{\pi_{\gamma,h}}_h \) the expectation taken with respect to all realizations of the Markov chain \( \{ y^n \}_{n \geq 0} \) and with respect to all initial conditions \( y^0 \) distributed according to \( \pi_{\gamma,h} \).

**Theorem 5.1.** Fix an observable \( f \in \mathcal{S} \), and consider any of the first (\( \alpha = 1 \)) or second (\( \alpha = 2 \)) order splitting schemes introduced in Section 3. Then there exist \( h^* > 0 \) and \( C \in \mathbb{R}_+ \) such that, for any \( h \in (0, h^*) \),

$$|\mathbb{E}^{\pi_{\gamma,h}}_h \{ \mathcal{E}^{\text{GK}\alpha}_{h,\infty}(f) \} - \text{Lin}(f)| \leq C h^\alpha.$$

In practice, the integrated correlation over the infinite time horizon has to be approximated by that over a finite time horizon, which adds another bias, exponentially small in the integration time \( Nh \) — and hence asymptotically much smaller than the finite time integration bias of order \( 1/\sqrt{Nh} \) for MP estimators.

**Corollary 5.1** (Bias of GK estimators). Fix an observable \( f \in \mathcal{S} \), and consider any of the first (\( \alpha = 1 \)) or second (\( \alpha = 2 \)) order splitting schemes introduced in Section 3. Then there exist \( \lambda, h^* > 0 \) and \( C \in \mathbb{R}_+ \) such that, for any \( h \in (0, h^*) \),

$$\forall N \geq 1, \quad |\mathbb{E}^{\pi_{\gamma,h}}_h \{ \mathcal{E}^{\text{GK}\alpha}_{h,N}(f) \} - \text{Lin}(f)| \leq C \left( h^\alpha + e^{-\lambda Nh} \right).$$
Proof. We bound the error as

\[ |\mathbb{E}_{\pi_{\gamma,h}}^{\tau_{\gamma,h}} \{ \xi_{h,N}^{GK}(f) \} - \text{Lin}(f)| \leq |\mathbb{E}_{\pi_{\gamma,h}}^{\tau_{\gamma,h}} \{ \xi_{h,N}^{GK}(f) \} - \mathbb{E}_{\pi_{\gamma,h}}^{\tau_{\gamma,h}} \{ \xi_{h,\infty}^{GK}(f) \}| \\
+ |\mathbb{E}_{\pi_{\gamma,h}}^{\tau_{\gamma,h}} \{ \xi_{h,\infty}^{GK}(f) \} - \text{Lin}(f)|.\]

The second term on the right hand side of the previous inequality is bounded by \(Ch^{\alpha}\) in view of Theorem 5.1. Choosing an integer \(s\) such that \(f, \varphi \in B_{s}\), and using the exponential decay estimates of Theorem 3.2, we obtain, for some constant \(K\),

\[ |\mathbb{E}_{\pi_{\gamma,h}}^{\tau_{\gamma,h}} \{ \xi_{h,N}^{GK}(f) \} - \mathbb{E}_{\pi_{\gamma,h}}^{\tau_{\gamma,h}} \{ \xi_{h,\infty}^{GK}(f) \}| \leq K \|f\|_{B_{s}} \|\varphi\|_{B_{s}} \pi_{\gamma,h}(\Psi_{s}) h \sum_{n=1}^{\infty} e^{-\lambda nh}.\]

The result follows by noting that \(h \sum_{n=1}^{\infty} e^{-\lambda nh} \leq 2e^{-\lambda Nh}\) for \(h\) sufficiently small. \(\square\)

Let us conclude this section by emphasizing that all the results presented here require that initial conditions are distributed according to the invariant probability measure \(\pi_{\gamma,h}\), in contrast to the estimators constructed in Section 2.

5.2. Variance analysis of Green-Kubo estimators. We can now present the main result of this section, which states that the variance of the Green–Kubo estimator is given at dominant order by the variance of the random variable

\[ \xi_{h,N}^{GK}(f) = \varphi(y) \sum_{n=0}^{N-1} \Delta M_{n}(\hat{f}_{n}), \]

which is expected to scale linearly with the integration time \(Nh\). Recall that \(\varphi\) is given by (94). The increase of the variance with time can significantly deteriorate the performance of the estimator especially when correlation functions decay slowly.

Theorem 5.2 (Variance of GK estimators). Fix an observable \(f \in S\), and consider any of the first (\(\alpha = 1\)) or second (\(\alpha = 2\)) order splitting schemes introduced in Section 3. Then there exist \(h^{\ast} > 0\) and \(C \in \mathbb{R}_{+}\) such that, for any \(h \in (0, h^{\ast})\),

\[ \forall N \geq 1, \quad |\text{Var}_{h}^{\tau_{\gamma,h}} (\xi_{h,N}^{GK}(f)) - \text{Var}_{h}^{\tau_{\gamma,h}} (\xi_{h,N}^{GK}(f))| \leq C \left(1 + \sqrt{Nh}\right). \]

As a consequence, there exists a constant \(K \in \mathbb{R}_{+}\) such that, for any \(h \in (0, h^{\ast})\), the following bound holds when \(Nh \geq 1:\)

\[ \text{Var}_{h}^{\tau_{\gamma,h}} (\xi_{h,N}^{GK}(f)) \leq KNh. \]

Proof. The proof is quite similar to the proof of Theorem 4.3, which is not surprising since the GK estimator shares some structural similarities with MP estimators (in fact, replacing \(z^{N}/(Nh)\) by \(\varphi(y)\)). We therefore follow the notation introduced in Theorem 4.3. Note first that

\[ \xi_{h,N}^{GK}(f) = \xi_{h,N}^{GK}(f) + \xi_{h,N}^{GK}(f), \quad \xi_{h,N}^{GK}(f) = \left(\hat{f}_{h}(y) - \hat{f}_{h}(y^{N})\right) \varphi(y). \]

Therefore, in view of the inequality \(|\text{Var}(X + Y) - \text{Var}(X)| \leq \text{Var}(Y) + 2\sqrt{\text{Var}(Y)\text{Var}(X)}\), we obtain

\[ |\text{Var}_{h}^{\tau_{\gamma,h}} (\xi_{h,N}^{GK}(f)) - \text{Var}_{h}^{\tau_{\gamma,h}} (\xi_{h,N}^{GK}(f))| \leq \text{Var}_{h}^{\tau_{\gamma,h}} (\xi_{h,N}^{GK}(f)) + 2\sqrt{\text{Var}_{h}^{\tau_{\gamma,h}} (\xi_{h,N}^{GK}(f))} \text{Var}_{h}^{\tau_{\gamma,h}} (\xi_{h,N}^{GK}(f)). \]

The estimate of the variance of \(\xi_{h,N}^{GK}(f)\) is similar to that of \(\sum_{n=0}^{N-1} \Delta M_{n}(\hat{f}_{n})z^{N}\) in Theorem 4.3 and can be shown to be bounded by \(CNh\). Furthermore, a simple computation shows that

\[ \text{Var}_{h}^{\tau_{\gamma,h}} (\xi_{h,N}^{GK}(f)) \leq \text{Var}_{h}^{\tau_{\gamma,h}} (\xi_{h,N}^{GK}(f)) \leq 2 \int_{\gamma} \left[ \hat{f}_{h}^{2} + \left(\hat{f}_{h}^{N}\right)^{2} \right] \varphi^{2} d\pi_{\gamma,h}. \]
The right hand side of the latter inequality is uniformly bounded in $N$ in view of \((55)\) since $\varphi, \hat{f}_h$ are both in $B^\infty_{\Psi_s}(Y)$ for some integer $s \in \mathbb{N}$ (with uniform bounds for $\hat{f}_h$ by Corollary 3.1).

6. Computational benchmarks

We demonstrate the accuracy and efficiency of the derived MP estimators by applying them to simple two dimensional Langevin systems. Denoting by $q = (q_1, q_2)$ and $p = (p_1, p_2)$, we consider the Langevin dynamics \((45)\) with $\beta = \gamma = 1$ and $M = \text{Id}$. We study the behavior of the proposed MP estimators in the case of unbounded position space and two different types of perturbing forces (Examples 1 and 2). In Example 3, we present comparison between the MP and Green-Kubo estimators in the case of periodic (compact) position domain.

Example 1: position dependent perturbation $F(q)$. In this example we choose a harmonic potential for $q \in \mathbb{R}^2$:

$$V(q, \omega) = \frac{1}{2} \omega |q|^2 = \frac{1}{2} \omega (q_1^2 + q_2^2),$$

with $\omega = 1$ in our simulations. Note that the dynamics is defined on $Y = \mathbb{R}^2 \times \mathbb{R}^2$, thus strictly speaking not satisfying our set of assumptions. Recall however that the restriction to a compact position domain is for the ease of presentation, as hinted at after Assumption 3.1.

\begin{center}
\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Figure1.pdf}
\caption{Example 1. Convergence rates of the bias for the MP estimators, $E^{\alpha}_{h,N}$, illustrating the error estimates \((74)\) and \((85)\). The inset depicts the dependence of the bias on the timestep $h$. The exact value $\text{Lin}(f) = 0.5$ of the sensitivity index is computed from Gaussian integrals.}
\end{figure}
\end{center}

The perturbing force $F$ and the observable $f$ are chosen as

$$F_i(q) \equiv \frac{\partial^2 V}{\partial q_i \partial \omega}(q, \omega) = q_i, \quad f(q) = |q|^2.$$

Thus we estimate the sensitivity of the second moment of the $q$-marginal for the invariant distribution (a Gaussian distribution in $\mathbb{R}^2$) with respect to the parameter $\omega$. Since the perturbing force is only position dependent, one can apply directly the formula \((89)\), i.e., the increment of the re-weighting process is

$$z^{n+1} - z^n = \sqrt{\frac{\beta}{2\gamma}} \left[ h^{1/2} F(q^n)^T + \frac{1}{2} h^{3/2} (p^n)^T M^{-1} \nabla_q F(q^n) \right] G^n.$$
The example allows us to demonstrate, in a simple setting, the importance of the $h^{3/2}$ term in the definition of re-weighting process $z^\alpha$ in (89). Simulations are run with $N_{\text{smpl}} = 10^6$ realizations, for dynamics integrated up to a physical time $T_{\text{fin}} = 10^3$. Figure 1 depicts the convergence of the bias for the sensitivity index $\text{Lin}(f)$ for the 1st order ($\alpha = 1$) and 2nd order ($\alpha = 2$) MP estimators $E_{h,N}^{\text{MP}}$, confirming the error estimates (74) and (85). The 2nd order estimator uses the BACAB splitting (53) for the Langevin dynamics. In contrast, an MP estimator (here called 1st order with the 2nd order dynamics) omitting the $h^{3/2}$ term in (95) achieves only a first order rate of convergence.

**Example 2: momentum dependent perturbation $F(p)$.** The purpose of this benchmark is to demonstrate the full expression for the 2nd-order increment of the re-weighting process in the MP estimator $E_{h,N}^{\text{MP}}$. We consider the same potential as in Example 1, and denote by

$$
\pi_\beta(dqdp) = \frac{\beta^2 \omega}{4\pi^2} e^{-\beta|p|^2/2} e^{-\beta\omega|q|^2/2} dqdp
$$

the invariant probability measure of the Langevin dynamics (45). We modify the perturbing force as $F(p) = p$, which corresponds to a perturbation of the friction coefficient $\gamma$ in the Langevin equation (45). In view of the fluctuation-dissipation relation $\sigma \sigma^T = 2\beta^{-1}\gamma$, which relates the diffusion matrix $S = \sigma \sigma^T$ with the friction matrix $\gamma$ and the inverse temperature $\beta$, the perturbation of $\gamma$ results in a perturbation of the average $\pi_\beta(f)$ with respect to $\beta$. Therefore, for a suitable choice of observables, e.g., $f_1(q) = q_1^2 + q_2^2$ and $f_2(p) = p_1^4 + p_2^4$ used in this example, the sensitivity/linear response $d\pi_\beta(f)/d\beta$ can be computed exactly by evaluating Gaussian integrals.

A simple computation based on (69) shows that $g(q,p) = \frac{\beta^2}{2} |p|^2$, which allows us to obtain an explicit expression for the martingale increment of the 2nd-order MP estimator by substituting the formula for $g$ into (105) in Appendix B. The results presented in Figure 2, obtained with $N_{\text{smpl}} = 10^7$ realizations of the dynamics integrated up to a physical time $T_{\text{fin}} = 10^3$, show that the second order MP estimators allow for passing from a bias of order $h$ to a bias of order $h^2$, and even to $h^4$ for the observable $f_1$. For the latter case, the bias cannot be decreased below the value $10^{-3}$ since the statistical error starts to dominate the overall error.

![Figure 2. Example 2. Convergence rates of the bias for the MP estimators, $E_{h,N}^{\text{MPo}}$. The exact values $\text{Lin}(f_1) = -2$ and $\text{Lin}(f_2) = -12$ of the sensitivity index with respect to $\beta$ are computed from Gaussian integrals.](image-url)
Example 3. In the last example we consider a Langevin dynamics on the phase space $\mathcal{Y} = T^2 \times \mathbb{R}^2$ with a non-conservative constant perturbing force $F \in \mathbb{R}^2$ (which does not derive from the gradient of a smooth periodic potential). More precisely, using the Langevin dynamics (45), we sample the invariant distribution for $q = (q_1, q_2) \in \mathcal{D} = (2\pi T)^2$ and $p = (p_1, p_2) \in \mathbb{R}^2$, with the periodic potential

$$V(q) = 2\cos(2q_1) + \cos(q_2).$$

We are interested in estimating the mobility in a direction given by the constant unit vector $F$. The observable $f$ and the corresponding function $\varphi$ in (11) are

$$f(q, p) = F^T M^{-1} p, \quad \varphi(q, p) = \beta F^T M^{-1} p.$$

The Green-Kubo formula for the mobility therefore reduces to the following time integral of the velocity autocorrelation function:

$$\text{Lin}(f) = \beta \int_0^\infty \mathbb{E}_\pi \left\{ (F^T M^{-1} p_t) (F^T M^{-1} p_0) \right\} \, dt.$$

For the simulation results presented here, the perturbation is chosen to be $F = (1, 0)^T$, which corresponds to estimating the mobility in the $q_1$-direction. Figure 3 shows that the predicted convergence rates for the bias of both martingale product ($\mathcal{E}_{h,N}^{\text{MP}^\infty}$) and Green-Kubo ($\mathcal{E}_{h,N}^{\text{GK}^\infty}$) estimators are indeed of the order predicted by our theoretical analysis. These results were produced with $N_{\text{smpl}} = 10^7$ realizations of the dynamics integrated up to a physical time $T_{\text{fin}} = 900$ for MP estimators, and $T_{\text{fin}} = 25$ for GK estimators.

![Convergence of the bias for MP and Green-Kubo estimators](image)

**Figure 3.** Example 3. Convergence rates of the bias for the different estimators. The 2nd order MP estimator is tested with the splitting schemes BACAB (splitting 1) and CBABC (splitting 2)

An important property of the proposed MP estimators is their bounded variance while the variance of the GK estimators grows in time as demonstrated in the inset of Figure 4. However, a fair comparison of efficiency should take into account the fact that auto-correlation functions can be decaying fast (as in the example studied here) and thus the GK estimator may not require...
long trajectories to be integrated, see Corollary 5.1 for the precise statement. On the other hand, initial conditions for the Green-Kubo estimator need to be sampled from the invariant distribution and thus preparation of an initial state may still require a long time integration of the Langevin dynamics or the use of another equilibration algorithm, thus contributing to the overall computational cost of the method.

Figure 4. Example 3. Comparison variance for the martingale product (MP) and Green-Kubo (GK) estimators.

APPENDIX A. SOME USEFUL ESTIMATES

We present some technical estimates which are crucial for justifying the consistency of MP estimators. Similar estimates were obtained in [33] for overdamped Langevin dynamics with a compact state space setting. Throughout this section, we consider a deterministic initial condition $y_0$ and denote the expectation with respect to all realizations of the Markov chain $\{y_n\}_n \geq 1$ starting from $y_0$ by $E_{y_0}$.

Lemma A.1. Consider any of the splitting schemes introduced in Section 3.2, and fix an integer $s \geq 1$. There exists constants $C \in \mathbb{R}_+$ and $h^* > 0$ such that, for all $0 < h \leq h^*$ and any observable $f \in B_\infty^{\Psi_s}(Y)$, it holds

\begin{equation}
\forall n \in \mathbb{N}, \quad E_{h}^{y_0} \left\{ \left| \hat{f}_h(y^n) \right|^2 \right\} + E_{h}^{y_0} \left\{ \left| P_h \hat{f}_h(y^n) \right|^2 \right\} \leq C \Psi_s^2(y) \| f \|_{B_\infty^{\Psi_s}}^2,
\end{equation}

where $\hat{f}_h$ is the solution to the discrete Poisson equation \ref{57}.

Proof. In this proof and the following ones, we denote by $C$ a generic constant that can vary line by line, and fix $f \in B_\infty^{\Psi_s}(Y)$. By Corollary 3.1 there exists $h^* > 0$ such that, for all $0 < h \leq h^*$,

\begin{equation}
\left\| \hat{f}_h \right\|_{B_\infty^{\Psi_s}}^2 = \left\| \hat{f}_h \right\|_{B_\infty^{\Psi_s}}^2 \leq \left( \frac{2K}{\lambda} \right)^2 \left\| f - \pi_{\gamma,h}(f) \right\|_{B_\infty^{\Psi_s}}^2.
\end{equation}
Therefore,
\[
\mathbb{E}_h^y \left\{ \left[ \hat{f}_h(y^n) \right]^2 \right\} \leq \left( \frac{2K}{\lambda} \right)^2 \| f - \pi_{\gamma,h}(f) \|^2_{B_{\Psi_s}^\infty} \mathbb{E}_h^y \{ \Psi_s^2(y^n) \} \leq C \| f - \pi_{\gamma,h}(f) \|^2_{B_{\Psi_s}^\infty} \Psi_s^2(y),
\]
where the last inequality follows from (55). To bound the first term on the left hand side of (96), it remains to note that \( \| f - \pi_{\gamma,h}(f) \|^2_{B_{\Psi_s}^\infty} \leq C \| f \|_{B_{\Psi_s}^\infty} \) in view of (56) and the inequality \( |\pi_{\gamma,h}(f)| \leq \| f \|_{L_{\Psi_s}^\infty} \pi_{\gamma,h}(\Psi_s) \).

For the second term on the left hand side of (96), the proof follows the same lines since
\[
\left| P_h \hat{f}_h(y^n) \right| \leq \| \hat{f}_h \|_{B_{\Psi_s}^\infty} (P_h \Psi_s)(y^n) \leq C \| \hat{f}_h \|_{B_{\Psi_s}^\infty} \Psi_s(y^n),
\]
where the last inequality is obtained from (55).

\[\square\]

**Proposition A.1.** Consider any of the splitting schemes introduced in Section 3.3 and fix an integer \( s \geq 1 \). Assume that \( \{z^n\}_{n \geq 0} \) (which depends on the realization \( \{y^n\}_{n \geq 0} \) of the numerical scheme) is a zero mean martingale with independent increments \( \{z^{n+1} - z^n\}_{n \geq 0} \), such that \( z^0 = 0 \), and which satisfies the following bound: There exist \( D \in \mathbb{R}_+ \) and \( h^* > 0 \) such that
\[
\forall n \in \mathbb{N}, \quad \mathbb{E}_h^y \left\{ (z^{n+1} - z^n)^2 \right\} \leq Dh.
\]

Upon possibly reducing \( h^* \), there exists \( C \in \mathbb{R}_+ \) such that, for any \( h \in (0, h^*) \) and \( \phi \in B_{\Psi_s}^\infty(Y) \),
\[
\left| \frac{1}{N} \sum_{n=0}^{N-1} \mathbb{E}_h^y \{ \phi(y^n) z^n \} \right| \leq \frac{C}{\sqrt{h}} \Psi_s(y) \| \phi \|_{B_{\Psi_s}^\infty}.
\]

The interest of the bound (99), which is crude in terms of the dependence on \( h \), is that it explicitly depends on the norm of \( \phi \), and can therefore be applied to families of functions indexed by \( h \).

**Proof.** From the continuous time Poisson equation (46), upon rearranging terms as in (76) and recalling (24),
\[
\frac{1}{N} \sum_{n=0}^{N-1} \mathbb{E}_h^y \{ \phi(y^n) z^n \} = \frac{1}{Nh} \sum_{n=0}^{N-1} \mathbb{E}_h^y \left\{ \Delta \mathcal{M}_n(\hat{\phi}_h) z^n \right\} + \frac{1}{Nh} \mathbb{E}_h^y \left\{ (\hat{\phi}_h(y) - \hat{\phi}_h(y^n)) z^n \right\}
\]
\[
= \frac{1}{Nh} \sum_{n=0}^{N-1} \mathbb{E}_h^y \left\{ \Delta \mathcal{M}_n(\hat{\phi}_h) (z^{n+1} - z^n) \right\} + \frac{1}{Nh} \mathbb{E}_h^y \left\{ (\hat{\phi}_h(y) - \hat{\phi}_h(y^n)) z^n \right\},
\]
so that, by the Cauchy–Schwarz inequality,
\[
\frac{1}{N} \left| \sum_{n=0}^{N-1} \mathbb{E}_h^y \{ \phi(y^n) z^n \} \right| \leq \sqrt{\frac{D}{Nh}} \left( \sum_{n=0}^{N-1} \mathbb{E}_h^y \left\{ \left[ \Delta \mathcal{M}_n(\hat{\phi}_h) \right]^2 \right\} \right)^{1/2}
\]
\[
+ \frac{2}{Nh} \left( \mathbb{E}_h^y \left\{ (z^n)^2 \right\} \right)^{1/2} \left( \left| \hat{\phi}_h(y) \right|^2 + \mathbb{E}_h^y \left\{ |\hat{\phi}_h(y^n)|^2 \right\} \right)^{1/2}.
\]
The second term on the right hand side of the previous inequality is bounded using Lemma A.1 and (98), which implies that
\[
\mathbb{E}_h^y \left\{ (z^n)^2 \right\} = \sum_{n=0}^{N-1} \mathbb{E}_h^y \left\{ (z^{n+1} - z^n)^2 \right\} \leq DNh;
\]
while we use a Cauchy–Schwarz inequality and Lemma A.1 again for the first one:
\[
\mathbb{E}_h^y \left\{ \left[ \Delta \mathcal{M}_n(\hat{\phi}_h) \right]^2 \right\} \leq 2 \left( \mathbb{E}_h^y \left\{ \left| \hat{\phi}_h(y^n) \right|^2 \right\} \right) + \mathbb{E}_h^y \left\{ \left| P_h \hat{\phi}_h(y^n) \right|^2 \right\} \leq C \Psi_s^2(y) \| \phi \|_{B_{\Psi_s}^\infty}^2.
\]
The desired estimate finally follows by combining the above two estimates. \[\square\]
Remark A.1. For overdamped Langevin dynamics with compact state space, where $\Psi$ which is consistent with the estimate obtained in [33, Lemma 6.1].

$$\left| \frac{1}{N} \sum_{n=0}^{N-1} E_h \{ \phi(y^n) z^n \} \right| \leq \frac{C}{\sqrt{h}} \| \phi \|_{B^\infty},$$

which is consistent with the estimate obtained in [33 Lemma 6.1].

APPENDIX B. DISCRETE RE-WEIGHTING MARTINGALE FOR SECOND-ORDER SCHEMES.

Following the general methodology of Section 2.3 we first derive in this section the auxiliary discrete martingale $z^n$ associated with the second order BACAB splitting scheme in the case when $F$ depends on both $q$ and $p$. Expressions for the second order CBABC splitting are given at the end of this section but only for the case when $F$ depends on $q$.

The calculation requires to expand $\Delta M_n(g - h \mathcal{L} g/2)$ up to order $h^{3/2}$ in (84). We use to this end the expansion (87) of the one-step increment of the BACAB scheme up to the order $h^{3/2}$. An Ito–Taylor formula allows us to expand $g(y^{n+1}) = g(y^n + \Phi_h(y^n;G^n))$ as

$$g(y^{n+1}) = g(y^n) + \nabla g(y^n)^T \Phi_h(y^n;G^n) + \frac{1}{2} D^2 g(y^n) : \Phi_h(y^n;G^n)^{\otimes 2}$$

$$+ \frac{1}{6} D^3 g(y^n) : \Phi_h(y^n;G^n)^{\otimes 3} + \ldots,$$

where (for $y = (q,p) \in \mathbb{R}^D \times \mathbb{R}^D$)

$$D^k g(y) : v_1 \otimes \ldots \otimes v_k \equiv \sum_{i_1,\ldots,i_k=1}^{2D} \frac{\partial^k g(y)}{\partial y_{i_1} \ldots \partial y_{i_k}} v_1_{i_1} \ldots v_k_{i_k}.$$  

We also recall that, with our convention, $\nabla F$ is a matrix with entries $(\nabla F)_{ij} = \partial_y F_j$, i.e., the columns of $\nabla F$ are the gradients of the components of the vector field $F$. Furthermore, the gradient of a scalar valued function is understood as a column vector. Combining (100) with the expansion (61) of $P_h$, we next expand $g(y^{n+1}) - (P_h g)(y^n)$ up to terms of order $h^{3/2}$, and collect terms of corresponding powers as follows:

$$O(h^{1/2}) : \sqrt{\frac{2 \gamma}{\beta}} \nabla_p g(y^n)^T G^n,$$

$$O(h) : \frac{\gamma}{2 \beta} D_{pp}^2 g(y^n) : (G^n)^{\otimes 2} - \frac{\gamma}{\beta} \Delta_p g(y^n),$$

$$O(h^{3/2}) : \sqrt{\frac{2 \gamma}{\beta}} \nabla_p g(y^n)^T M^{-1} G^n - \sqrt{\frac{2 \gamma}{2 \beta}} \gamma \nabla_p g(y^n)^T M^{-1} \gamma G^n$$

$$+ \sqrt{\frac{2 \gamma}{\beta}} D_{pp}^2 g(y^n) : (M^{-1} p^n) \otimes G^n - \sqrt{\frac{2 \gamma}{\beta}} D_{pp}^2 g(y^n) : (\nabla V(q^n) + \gamma M^{-1} p^n) \otimes G^n$$

$$+ \frac{1}{6} \left( \frac{2 \gamma}{\beta} \right)^{3/2} D_{pp}^3 g(y^n) : (G^n)^{\otimes 3}.$$  

We obtain the expansion of $\Delta M_n(g - h \mathcal{L} g/2)$ by replacing $g$ with $g - h \mathcal{L} g/2$ and truncating the resulting expression at order $h^{3/2}$:

$$z^{n+1} - z^n = g(y^{n+1}) - (P_h g)(y^n) - h^{3/2} \sqrt{\frac{2 \gamma}{2 \beta}} \nabla_p (\mathcal{L} g)(y^n)^T G^n.$$  

In view of the expression (47) of the generator, we can express the last term in (102), up to a multiplicative factor $\sqrt{\gamma/(2 \beta)}$ as

$$\nabla_q g(y^n)^T M^{-1} G^n - \gamma \nabla_p g(y^n)^T M^{-1} G^n + D_{pp}^2 g(y^n) : (M^{-1} p^n) \otimes G^n$$

$$- D_{pp}^2 g(y^n) : (\nabla V(q^n) + \gamma M^{-1} p^n) \otimes G^n + \frac{\gamma}{\beta} \nabla_p \Delta_p g(y^n)^T G^n.$$  

Subtracting the latter term (multiplied by $\sqrt{\gamma/(2\beta)}$) from the order $O(h^{3/2})$ term of (101) leads to
\begin{equation}
\sqrt{\frac{\gamma}{2\beta}} D_{qq}^2 g(y^n) : (M^{-1}p^n) \otimes G^n - \sqrt{\frac{\gamma}{2\beta}} D_{pp}^2 g(y^n) : (\nabla V(q^n) + \gamma M^{-1}p^n) \otimes G^n + \frac{1}{6} \left( \frac{2\gamma}{\beta} \right)^{3/2} D_{ppp}^3 g(y^n) : (G^n)^{\otimes 3} - \frac{1}{\sqrt{2}} \left( \frac{\gamma}{\beta} \right)^{3/2} \nabla_p \Delta_p g(y^n)^T G^n. \tag{104}
\end{equation}
This provides the following expression for the martingale increment:
\begin{eqnarray*}
z^{n+1} - z^n &=& h^{1/2} \sqrt{\frac{2\gamma}{\beta}} (\nabla_p g(y^n)^T)_n G^n + \frac{\gamma h}{\beta} [D_{pp}^2 g(y^n) : (G^n)^{\otimes 2} - \Delta_p g(y^n)] \\
&+& h^{3/2} \left[ \frac{1}{2} \left( \frac{2\gamma}{\beta} \right)^{3/2} D_{ppp}^3 g(y^n) : (G^n)^{\otimes 3} - \frac{2}{\sqrt{2}} \frac{\gamma}{\beta} (\nabla_p \Delta_p g(y^n))^T G^n \right].
\end{eqnarray*}

It remains at this stage to find the function $g$. For a general perturbation $F(q, p)$ a possible solution is provided by Remark 4.1,
\begin{equation}
g(q, p) = \frac{\beta}{2\gamma} (\nabla_p \phi(q, p))^{-1} \nabla_p F(q, p). \tag{105}
\end{equation}
A closed form expression for $g$ is thus available only in special cases, for example if the perturbing field is such that $F(q, p) = \nabla_p \phi(q, p)$ for some function $\phi$. In this case, we can consider $g(y) = \beta \phi(y)/(2\gamma)$ which leads to
\begin{equation}
z^{n+1} - z^n = h^{1/2} \sqrt{\frac{\beta}{2\gamma}} F(y^n)^T G^n + h^{3/2} \left( \frac{\beta}{2\gamma} \right)^{3/2} \left( \frac{2\gamma}{\beta} \right)^{3/2} D_{ppp}^3 g(y^n) : (G^n)^{\otimes 3} - \frac{2}{\sqrt{2}} \frac{\gamma}{\beta} (\nabla_p \Delta_p g(y^n))^T G^n. \tag{105}
\end{equation}

Note that the $O(h)$ term has mean zero since $\mathbb{E}[G_i G_j] = \delta_{ij}$. Note that when $F$ depends on $q$ only, the above formula reduces to the formula (89) since, in this case, $\nabla_q g(q, p) = \beta/(2\gamma) \nabla F(q)^T.p$.

Let us finally provide the expression of the martingale increment $z^{n+1} - z^n$ for the scheme CBABC, for the specific case when $F$ only depends on $q$ and hence the function $g$ is of the form (88). Recall the expansion (90) associated with the scheme CBABC. Note first that the scheme CBABC involves two Gaussians $G_1^n$ and $G_2^n$ and the term of order $h^{1/2}$ in $z^{n+1} - z^n$ becomes
\begin{equation}
\sqrt{\frac{\gamma}{\beta}} \nabla_p g(y^n)^T (G_1^n + G_2^n),
\end{equation}
which can be seen as replacing the single Gaussian $G^n$ in (101) by $(G_1^n + G_2^n)/\sqrt{2}$. Furthermore, the term of order $h$ vanishes when $F = F(q)$. Finally, to obtain the term of order $h^{3/2}$, we start by noting that the last term in (101) should be replaced with
\begin{equation}
\sqrt{\frac{\gamma}{\beta}} \nabla_q g(y^n)^T M^{-1} G_1^n - \frac{1}{4} \sqrt{\frac{\gamma}{\beta}} \nabla_p g(y^n)^T M^{-1} (3G_1^n + G_2^n) + \sqrt{\frac{\gamma}{\beta}} D_{qq}^2 g(y^n) : (M^{-1}p^n) \otimes (G_1^n + G_2^n). \tag{103}
\end{equation}
One should then subtract (103) multiplied by a factor $\sqrt{\gamma \beta^{-1}}/2$ and with $G^n$ replaced by $G_1^n + G_2^n$. Equation (104) is then replaced by
\begin{equation}
\frac{1}{2} \sqrt{\frac{\gamma}{\beta}} D_{qq}^2 g(y^n) : (M^{-1}p^n) \otimes (G_1^n + G_2^n) + \frac{1}{2} \sqrt{\frac{\gamma}{\beta}} \left( \nabla_q g(y^n) - \frac{2}{\gamma} \nabla_p g(y^n) \right)^T M^{-1} (G_1^n - G_2^n). \tag{104}
\end{equation}
Plugging in $g$ of the form \(68\) leads to the formula \(91\).
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