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Abstract. The data processing inequality states that the quantum relative entropy between two states $\rho$ and $\sigma$ can never increase by applying the same quantum channel $\mathcal{N}$ to both states. This inequality can be strengthened with a remainder term in the form of a distance between $\rho$ and the closest recovered state $(R \circ \mathcal{N})(\rho)$, where $R$ is a recovery map with the property that $\sigma = (R \circ \mathcal{N})(\sigma)$. We show the existence of an explicit recovery map that is universal in the sense that it depends only on $\sigma$ and the quantum channel $\mathcal{N}$ to be reversed. This result gives an alternate, information-theoretic characterization of the conditions for approximate quantum error correction.

1. Introduction

For two Hilbert spaces $A$ and $B$, let $S(A)$ denote the set of density operators acting on $A$ and let $\text{TPCP}(A, B)$ be the set of trace-preserving completely positive maps from $A$ to $B$.¹ Let $Q(A)$ denote some subset of $S(A)$. A quantum channel $\mathcal{N} \in \text{TPCP}(A, B)$ is called sufficient (or reversible) with respect to $Q(A)$, if there exists a recovery map $R \in \text{TPCP}(B, A)$ such that

$$(R \circ \mathcal{N})(\rho) = \rho \quad \text{for all} \quad \rho \in Q(A).$$

(1)

Sufficiency of quantum channels has been studied extensively (see [16, 26, 29, 30] and references therein).

¹ A linear mapping $\mathcal{N}_{A \rightarrow B}$ from $A$ to $B$ is said to be completely positive if $(\mathcal{N}_{A \rightarrow B} \otimes I_R)(\rho_{AR}) \geq 0$ for all $\rho_{AR} \geq 0$, where $R$ denotes an arbitrary reference system and $I_R$ denotes the identity map on $R$. The mapping is additionally trace preserving if any positive semi-definite trace-class input operator is mapped to an output operator that has the same trace.
The quantum relative entropy between two states $\rho$ and $\sigma$ is defined as [22]

$$D(\rho\|\sigma) := \sum_i \langle \phi_i | \rho(\log \rho - \log \sigma) | \phi_i \rangle$$

$$= \sum_{i,j} |\langle \phi_i | \psi_j \rangle|^2 [p(i) \log p(i) - p(i) \log q(j)], \quad (2)$$

where $\rho = \sum_i p(i)|\phi_i\rangle\langle \phi_i|$ and $\sigma = \sum_j q(j)|\psi_j\rangle\langle \psi_j|$ are spectral decompositions of $\rho$ and $\sigma$ with $\{|\phi_i\rangle\}_i$ and $\{|\psi_j\rangle\}_j$ orthonormal bases. Note that if the support of $\rho$ is not contained in the support of $\sigma$, then $D(\rho\|\sigma) = +\infty$. The data processing inequality (also known as monotonicity of the relative entropy) states that $D(\rho\|\sigma)$ is non-increasing under trace-preserving completely positive maps [24,41], i.e.,

$$D(\rho\|\sigma) \geq D(\mathcal{N}(\rho)\|\mathcal{N}(\sigma)), \quad (3)$$

where $\mathcal{N}$ is a quantum channel. The data processing inequality is related to the sufficiency of $\mathcal{N}$. As shown in [16,17,29,30], a quantum channel $\mathcal{N} \in \text{TPCP}(A,B)$ is sufficient with respect to $Q(A)$ if and only if $D(\rho\|\sigma) = D(\mathcal{N}(\rho)\|\mathcal{N}(\sigma))$ for all $\rho \in Q(A)$ and $\sigma \in Q(A)$. It is known that this is the case if and only if there exists a recovery map $\mathcal{R} \in \text{TPCP}(B,A)$ that simultaneously reverses the action of the physical evolution $\mathcal{N}$ on both states [29–31], i.e., $\langle \mathcal{R} \circ \mathcal{N} \rangle(\rho) = \rho$ and $\langle \mathcal{R} \circ \mathcal{N} \rangle(\sigma) = \sigma$.

Let $L(B)$ denote the set of bounded operators on $B$, $\text{TC}(A)$ the set of trace-class operators acting on $A$, and $\mathcal{N}^\dagger$ the adjoint map of $\mathcal{N}$. We consider $\langle a_1, a_2 \rangle_\omega := \text{tr}(a_1^\dagger \omega \frac{1}{2} a_2 \omega \frac{1}{2})$, which is an inner product on the space of operators $\{a \in L(A) : \Pi_\omega a = a \Pi_\omega = a\}$, where $\Pi_\omega$ is the projection onto the support of $\omega$. If the Hilbert spaces $A$ and $B$ are assumed to be separable and $\sigma \in \text{TC}(A)$ is positive semi-definite, then the recovery map can be taken as the Petz recovery map $\mathcal{P}_{\sigma,\mathcal{N}}$ (also known as the transpose map), defined as the adjoint of the solution to

$$\langle a, \mathcal{N}^\dagger (b) \rangle_\sigma = \langle \mathcal{P}_{\sigma,\mathcal{N}}(a), b \rangle_{\mathcal{N}(\sigma)} \quad \text{for all } a \in L(A), b \in L(B). \quad (4)$$

The Petz recovery map $\mathcal{P}_{\sigma,\mathcal{N}}$ is completely positive, trace non-increasing, and unique on the support of $\mathcal{N}(\sigma)$ [28–31]. In the case that the Hilbert spaces $A$ and $B$ are finite-dimensional, then, on the support of $\mathcal{N}(\sigma)$, the Petz recovery map takes the form

$$\mathcal{P}_{\sigma,\mathcal{N}} : X_B \mapsto \sigma^\frac{1}{2} \mathcal{N}^\dagger (\mathcal{N}(\sigma)^{-\frac{1}{2}} X_B \mathcal{N}(\sigma)^{-\frac{1}{2}}) \sigma^\frac{1}{2}. \quad (5)$$

(Following the standard convention, $\sigma^{-1}$ is defined to be the inverse of $\sigma$ on its support.)

\footnote{Note that the adjoint $\mathcal{N}^\dagger$ of $\mathcal{N}$ is defined as the unique linear map satisfying $\langle a, \mathcal{N}^\dagger (b) \rangle = \langle \mathcal{N}(a), b \rangle$ for all $a \in \text{TC}(A)$ and $b \in L(B)$, where $\langle a_1, a_2 \rangle := \text{tr}(a_1^\dagger a_2)$ is the Frobenius inner product.}
The concept of sufficient statistics can be made robust. For \( \varepsilon \in [0,1] \), a quantum channel \( \mathcal{N} \in \text{TPCP}(A,B) \) is \( \varepsilon \)-sufficient with respect to \( Q(A) \) if there exists a recovery map \( \mathcal{R}_\varepsilon \in \text{TPCP}(B,A) \) such that \[ \frac{1}{2} \| \rho - (\mathcal{R}_\varepsilon \circ \mathcal{N})(\rho) \|_1 \leq \varepsilon \quad \text{for all} \quad \rho \in Q(A). \] (6)

Together with the case \( \varepsilon = 0 \) discussed above and ideas from [44], this motivates the question if there exists a stronger version of the data processing inequality. More precisely, one asks for the possibility of adding a nonnegative term to the right-hand side of (3) that indicates how well \( \rho \) can be recovered from \( \mathcal{N}(\rho) \). Such a relation would serve as an alternative characterization of approximate sufficient statistics.

An inequality that is closely related to the monotonicity of the relative entropy is the strong subadditivity of quantum entropy [20, 21], which ensures that for any tripartite state \( \rho_{ABC} \in S(A \otimes B \otimes C) \) the conditional mutual information is nonnegative, i.e., \( I(A:C|B)_\rho := H(AB)_\rho + H(BC)_\rho - H(ABC)_\rho - H(B)_\rho \geq 0 \), where \( H(A)_\rho := -\text{tr}(\rho_A \log \rho_A) \) denotes the von Neumann entropy. This inequality has been strengthened recently with a remainder term in the form of a distance to the closest recovered state. It was shown in [8], that for any density operator \( \rho_{ABC} \), there exists \( \mathcal{R}_{B \rightarrow BC} \in \text{TPCP}(B,B \otimes C) \) (the recovery map) such that
\[ I(A:C|B)_\rho \geq -2 \log F(\rho_{ABC}, \mathcal{R}_{B \rightarrow BC}(\rho_{AB})), \] (7)
where the fidelity of \( \rho \) and \( \sigma \) is defined by [40]
\[ F(\rho, \sigma) := \| \sqrt{\rho} \sqrt{\sigma} \|_1. \] (8)

If \( A \), \( B \), and \( C \) are finite-dimensional Hilbert spaces, on the support of \( \rho_B \), \( \mathcal{R}_{B \rightarrow BC} \) can be taken as a rotated Petz recovery map, i.e., a trace-preserving completely positive map of the form
\[ X_B \mapsto V_{BC} \rho_B^{1/2} U_B X_B U_B^\dagger \rho_B^{-1/2} \otimes \text{id}_C \rho_B^{1/2} V_{BC}^\dagger, \] (9)
where \( V_{BC} \) and \( U_B \) are unitaries acting on \( B \otimes C \) and \( B \), respectively.

The result of [8], whose proof is based on de Finetti-type arguments and properties of Rényi entropies, has been extended and generalized in various ways. In [6], based on the quantum state redistribution protocol [7] and de Finetti-type arguments, it was shown that the fidelity term can be replaced by a measured relative entropy \( D_{\mathbb{M}} \), which is never smaller than the fidelity term, i.e.,
\[ I(A:C|B)_\rho \geq D_{\mathbb{M}}(\rho_{ABC} \| \mathcal{R}_{B \rightarrow BC}(\rho_{AB})) \geq -2 \log F(\rho_{ABC}, \mathcal{R}_{B \rightarrow BC}(\rho_{AB})). \] (10)

\[ \text{3 The definition of conditional mutual information we have given is for finite-dimensional spaces and can be extended to the infinite-dimensional case [36].} \]
The measured relative entropy is defined as the supremum of the relative entropy with measured inputs over all positive operator-valued measures (POVMs) $\mathcal{M} = \{M_x\}$, i.e.,

$$D_{\mathcal{M}}(\rho\|\sigma) := \sup \left\{ D(\mathcal{M}(\rho)\|\mathcal{M}(\sigma)) : \mathcal{M}(\rho) = \sum_x \text{tr}(\rho M_x) |x\rangle\langle x| \quad \text{with} \quad \sum_x M_x = \text{id} \right\},$$

(11)

where $\{|x\rangle\}_x$ is a finite set of orthonormal vectors. We note that the tighter bound from [6] came at the cost of losing all information about the structure of the recovery map. In [38], it was shown that there exists a recovery map both satisfying (10) and possessing a universality property, in the sense that it only depends on the marginal $\rho_{BC}$. Furthermore, for a linearized version of (7) it was shown that the recovery map has the form of a rotated Petz recovery map with commuting unitaries, i.e., a recovery map of the form in (9) where $V_{BC}$ and $U_B$ commute with $\rho_{BC}$ and $\rho_B$, respectively.

In view of approximate sufficiency of quantum channels discussed above, it would be helpful to have a generalization of (7) in terms of relative entropies. This has been established in [42] with a proof technique based on the notion of a Rényi generalization of a relative entropy difference [35] and Hadamard’s three-line theorem. It was shown that for any two states $\rho$ and $\sigma$ acting on finite-dimensional Hilbert spaces with $\text{supp}(\rho) \subseteq \text{supp}(\sigma)$ and any channel $\mathcal{N}$ there exists a recovery map $\mathcal{R}$ such that $(\mathcal{R} \circ \mathcal{N})(\sigma) = \sigma$ and

$$D(\rho\|\sigma) - D(\mathcal{N}(\rho)\|\mathcal{N}(\sigma)) \geq -2 \log F(\rho, \mathcal{R} \circ \mathcal{N}(\rho)).$$

(12)

Furthermore, the recovery map was shown to be a convex combination of rotated Petz recovery maps with unitaries $U$ and $V$ in the algebra generated by $\sigma$ and $\mathcal{N}(\sigma)$, respectively. Very recently, another different proof technique was found [39], based on the concavity and monotonicity of the operator logarithm, which shows that there exists a recovery map $\mathcal{R}$ such that

$$D(\rho\|\sigma) - D(\mathcal{N}(\rho)\|\mathcal{N}(\sigma)) \geq D_{\mathcal{M}}(\rho\|\mathcal{M}(\rho))$$

$$\geq -2 \log F(\rho, (\mathcal{R} \circ \mathcal{N})(\rho)).$$

(13)

(14)

The recovery map was shown to be a convex combination of rotated Petz recovery maps with unitaries $U$ and $V$ in the algebra generated by $\sigma$ and $\mathcal{N}(\sigma)$, respectively, and therefore satisfies $(\mathcal{R} \circ \mathcal{N})(\sigma) = \sigma$.

Neither in [42] nor in [39] was the recovery map satisfying (12) and (13), respectively, shown to be universal, in the sense that it could be taken independent of $\rho$. We note that by the Fuchs–van de Graaf inequality [9] the fidelity can be transferred into a trace distance term such that (12) and (14) provide alternative characterizations for approximate sufficient statistics.

**Result.** We show that for any nonnegative operator $\sigma$ and for any channel $\mathcal{N}$ there exists an explicit and universal recovery map $\mathcal{R}_{\sigma,\mathcal{N}}$ such that

$$D(\rho\|\sigma) \geq D(\mathcal{N}(\rho)\|\mathcal{N}(\sigma)) - 2 \log F(\rho, (\mathcal{R}_{\sigma,\mathcal{N}} \circ \mathcal{N})(\rho))$$

(15)
for all density operators $\rho$ such that $\text{supp}(\rho) \subseteq \text{supp}(\sigma)$. A consequence of the universality of the recovery map $R_{\sigma,N}$ is that $(R_{\sigma,N} \circ N)(\sigma) = \sigma$. We note that $\rho$ and $\sigma$ are defined on separable Hilbert spaces. We refer to Theorem 2.1 and Remark 2.2 for a more precise statement, and we note here that the result stated in Theorem 2.1 is strictly stronger than (15).

**History of the Problem.** In 1973, the *strong subadditivity* of quantum entropy [20,21] was proven. It ensures that the conditional mutual information of any tripartite state is nonnegative. Two years later the *data processing inequality*, or monotonicity of the quantum relative entropy under trace-preserving completely positive maps was proven [24,41]. This entropy inequality states that the quantum relative entropy cannot increase after applying a quantum channel to its arguments. Since then it has been realized that this fundamental theorem has numerous applications in quantum physics, and as a consequence, it was natural to ask if it would be possible to strengthen the result. This, however, turned out to be challenging. More recently, several conjectures regarding an improved data processing inequality have been put forward. (See [44] for one of these conjectures). In this paper, we prove (15) with a recovery map that satisfies all the properties that have been conjectured to hold (see, e.g., [44]).

## 2. Main Results

Let $P(A)$ denote the set of nonnegative trace-class operators acting on a Hilbert space $A$. For any $\sigma \in P(A)$, we define

$$S_\sigma(A) := \{\rho \in S(A) : \text{supp}(\rho) \subseteq \text{supp}(\sigma)\}. \quad (16)$$

**Theorem 2.1.** Let $A$ and $B$ be separable Hilbert spaces. For any $\sigma \in P(A)$, any $\rho \in S_\sigma(A)$ and any $N \in \text{TPCP}(A,B)$, we have

$$D(\rho||\sigma) \geq D(N(\rho)||N(\sigma)) - 2 \int_{\mathbb{R}} dt \beta_0(t) \log F(\rho, (R_{\sigma,N}^t \circ N)(\rho)), \quad (17)$$

where the relative entropy and fidelity are defined in (2) and (8), respectively. The recovery map is given by

$$R_{\sigma,N}^t : X_B \mapsto \sigma_{-it}^{-1} P_{\sigma,N}(N(\sigma)^{it} X_B N(\sigma)^{-it}) \sigma_{it} \quad (18)$$

and $\beta_0$ is a probability density function on $\mathbb{R}$ defined by

$$\beta_0(t) := \frac{\pi}{2} (\cosh(\pi t) + 1)^{-1}. \quad (19)$$

The map $P_{\sigma,N}$ is the Petz recovery map, defined as the adjoint of the unique linear map $P_{\sigma,N}^\dagger$ satisfying (4) with domain $L(\text{supp}(N(\sigma)))$ and range $L(\text{supp}(\sigma))$. If $A$ and $B$ are finite-dimensional, this unique linear map $P_{\sigma,N}$ is given by (5).

**Remark 2.2.** Using the concavity of the logarithm and the fidelity [27, Exercise 9.20], Theorem 2.1 can be simplified to

$$D(\rho||\sigma) \geq D(N(\rho)||N(\sigma)) - 2 \log F(\rho, (R_{\sigma,N} \circ N)(\rho)), \quad (20)$$
Figure 1. This plot depicts the probability density $\beta_0$ defined in (19) as a function of $t \in \mathbb{R}$. We see that it is peaked around $t = 0$ which corresponds to the Petz recovery map, i.e., $\mathcal{R}_{\sigma,N}^{t=0} = \mathcal{P}_{\sigma,N}$.

where

$$\mathcal{R}_{\sigma,N}(\cdot) := \int_{\mathbb{R}} dt \beta_0(t) \mathcal{R}^t_{\sigma,N}(\cdot)$$  \hspace{1cm} (21)

on the support of $\mathcal{N}(\sigma)$ with $\mathcal{R}^t_{\sigma,N}$ and $\beta_0$ defined in Theorem 2.1.4

Figure 1 depicts the probability density $\beta_0$ as a function of $t \in \mathbb{R}$. We note that the recovery map $\mathcal{R}_{\sigma,N}$ that satisfies (20) can be chosen such that it projects everything outside of the support of $\mathcal{N}(\sigma)$ to zero.

Remark 2.3. Inequality (17) together with the fact that the mapping $t \mapsto \mathcal{R}^t_{\sigma,N}$ is continuous implies that for any $\sigma \in \mathcal{P}(A)$, $\rho \in \mathcal{S}_{\sigma}(A)$ and $\mathcal{N} \in \text{TPCP}(A, B)$ such that $D(\rho \| \sigma) = D(\mathcal{N}(\rho) \| \mathcal{N}(\sigma))$ we have $(\mathcal{R}_{\sigma,N}^t \circ \mathcal{N})(\rho) = \rho$ and $(\mathcal{R}_{\sigma,N}^t \circ \mathcal{N})(\sigma) = \sigma$ for all $t \in \mathbb{R}$ with $\mathcal{R}_{\sigma,N}^t(\cdot)$ defined in (18). This follows because $F(\omega, \tau) \in [0, 1]$ and $F(\omega, \tau) = 1$ if and only if $\omega = \tau$ for density operators $\omega$ and $\tau$.

Remark 2.4 (Functoriality properties). The recovery map $\mathcal{R}_{\sigma,N}$ stated in Remark 2.2 satisfies apart from (20) several desirable “functoriality” properties. Some of them have been stated in [19,42,44].

1. **Universality.** The recovery map does not depend on $\rho$. This follows directly from Remark 2.2.

2. **Perfect reconstruction of $\sigma$ from $\mathcal{N}(\sigma)$.** The recovery map satisfies $(\mathcal{R}_{\sigma,N} \circ \mathcal{N})(\sigma) = \sigma$. This is clear from the fact that any rotated Petz map of the form in (18) perfectly recovers $\sigma$ [42], and thus so does any convex combination of these maps. Alternatively, as the recovery map predicted by Remark 2.2 that satisfies (20) is universal, the assertion follows by choosing $\rho = \sigma / \text{tr}(\sigma)$.

---

4 The integral in (21) can be understood as a Riemann sum with respect to weak convergence since we have a weakly continuous family of maps.
3. **Normalization.** In case $\mathcal{N} = \mathcal{I}$, where $\mathcal{I}$ denotes the identity map, we have $\mathcal{R}_{\sigma, \mathcal{N}}(\cdot) = \Pi_{\sigma}(\cdot)\Pi_{\sigma}$, where $\Pi_{\sigma}$ denotes a projector onto the support of $\sigma$. Thus, if $\sigma$ is faithful, the recovery map is equal to the identity channel. This follows directly by [42, Section 4.1] and by definition of the recovery map $\mathcal{R}_{\sigma, \mathcal{N}}(\cdot)$.

4. **Stabilization.** For any $\sigma \in \mathcal{P}(A)$, any $\mathcal{N} \in \text{TPCP}(A, B)$, any reference system $\mathcal{R}$, and any faithful $\tau \in \mathcal{P}(\mathcal{R})$, we have $\mathcal{R}_{\sigma \otimes \tau, \mathcal{N} \otimes \mathcal{I}_{\mathcal{R}}}(\cdot) = \mathcal{R}_{\sigma, \mathcal{N}}(\cdot) \otimes \mathcal{I}_{\mathcal{R}}$. This follows by combining [42, Section 4.2] together with the normalization property discussed above.

We note that by following [42, Sections 4.2 and 4.3] it can be shown that the recovery map $\mathcal{R}_{\sigma, \mathcal{N}}$ fulfills some parallel and serial composition rules.

The proof of Theorem 2.1 consists of two parts. We first prove the statement for finite-dimensional Hilbert spaces $A$ and $B$ by employing a strengthened version of Hadamard’s three-line theorem that is due to Hirschman [13]. By an approximation argument we show that the result remains valid for separable Hilbert spaces.

### 3. Proof of Theorem 2.1

**Step 1: Proof for Finite-Dimensional Hilbert Spaces**

In this step, we assume that the Hilbert spaces $A$ and $B$ are finite-dimensional. Our proof of (17) is similar to the approach taken in [42]. There are two main ingredients: a Rényi generalization of a relative entropy difference [35] and Hirschman’s improvement of the Hadamard three-line theorem [13]. We begin by recalling these two ingredients and then proceed to a proof of (17).

For any $L \in \mathcal{L}(A)$ the Schatten $p$-norm is defined as

$$\|L\|_p := \left(\text{tr}(|L|^p)\right)^{\frac{1}{p}} \quad \text{for} \quad p \in [1, \infty),$$

(22)

where $|L| := \sqrt{L^*L}$. A Rényi generalization of a relative entropy difference is defined as [35]

$$\tilde{\Delta}_{\alpha}(\rho, \sigma, \mathcal{N}) := \frac{2\alpha}{\alpha - 1} \log \left\| \left(\mathcal{N}(\rho)\right)^{\frac{1-\alpha}{2\alpha}} \otimes \text{id}_E \right\|_{2\alpha},$$

(23)

where $\alpha \in (0, 1) \cup (1, \infty)$, and $U_{A \rightarrow BE}$ is an isometric extension of the channel $\mathcal{N}$. That is, $U_{A \rightarrow BE}$ is a linear isometry satisfying $\text{tr}_E(U_{A \rightarrow BE}(\cdot)U_{A \rightarrow BE}^*) = \mathcal{N}(\cdot)$ and $U_{A \rightarrow BE}^*U_{A \rightarrow BE} = \text{id}_A$. All isometric extensions of a channel are related by an isometry acting on the environment system $E$, so that the definition in (23) is invariant under any such choice. Recall also that the adjoint $\mathcal{N}^\dagger$ of a channel is given in terms of an isometric extension $U$ as $\mathcal{N}^\dagger(\cdot) = U^\dagger((\cdot) \otimes \text{id}_E)U$. The following lemma was established in [35] for the case in which $\rho, \sigma, \mathcal{N}(\rho)$, and $\mathcal{N}(\sigma)$ are positive definite and was later extended in the appendix of [42] to hold for the case in which $\rho \in \mathcal{S}_\sigma(A)$:

---

5 The explanation in which sense this term is a relative entropy difference is given in (24).
Lemma 3.1. ([35,42]) Let $A$ and $B$ be finite-dimensional Hilbert spaces. The following limit holds for $\sigma \in \mathcal{P}(A)$, $\rho \in \mathcal{S}_\sigma(A)$, and $N \in \text{TPCP}(A,B)$:

$$
\lim_{\alpha \to 1} \tilde{\Delta}_\alpha(\rho, \sigma, N) = D(\rho || \sigma) - D(N(\rho) || N(\sigma)).
$$

For $\alpha = \frac{1}{2}$, observe that

$$
\tilde{\Delta}_{\frac{1}{2}}(\rho, \sigma, N) = -2 \log \|\left([N(\rho)]^{\frac{1}{2}} [N(\sigma)]^{-\frac{1}{2}} \otimes \text{id}_E\right) U_{A \rightarrow BE} \sigma^{\frac{1}{2}} \rho^{\frac{1}{2}}\|_1
$$

$$
= -2 \log F(\rho, \mathcal{P}_{\sigma,N} \circ N(\rho)),
$$

where $\mathcal{P}_{\sigma,N}$ denotes the Petz recovery map defined in (5).

The following lemma is based on Hirschman’s improvement of the Hadamard three-line theorem [13], and for completeness, we provide a proof in “Appendix A.”

Lemma 3.2. Let $S := \{z \in \mathbb{C} : 0 \leq \text{Re}\{z\} \leq 1\}$ and let $G : S \rightarrow L(H)$ be a bounded map that is holomorphic on the interior of $S$ and continuous on the boundary. Let $\theta \in (0,1)$ and define $p_\theta$ by

$$
p_{\theta} = \frac{1}{p_0} + \frac{\theta}{p_1},
$$

where $p_0, p_1 \in [1,\infty]$. Then, the following bound holds

$$
\log(\|G(\theta)\|_{p_{\theta}}) \leq \int_{\mathbb{R}} dt \left( \alpha_\theta(t) \log(\|G(it)\|_1^{1-\theta}) + \beta_\theta(t) \log(\|G(1+it)\|_1^{\theta}) \right),
$$

where $\alpha_\theta(t)$ and $\beta_\theta(t)$ are defined by

$$
\alpha_\theta(t) := \frac{\sin(\pi \theta)}{2(1-\theta)(\cosh(\pi t) - \cos(\pi \theta))} \quad \text{and} \quad \beta_\theta(t) := \frac{\sin(\pi \theta)}{2\theta(\cosh(\pi t) + \cos(\pi \theta))}.
$$

(28)

Remark 3.3. Fix $\theta \in (0,1)$. Observe that $\alpha_\theta(t), \beta_\theta(t) \geq 0$ for all $t \in \mathbb{R}$ and we have

$$
\int_{\mathbb{R}} dt \, \alpha_\theta(t) = \int_{\mathbb{R}} dt \, \beta_\theta(t) = 1,
$$

(29)

(see, e.g., [10, Exercise 1.3.8]) so that $\alpha_\theta(t)$ and $\beta_\theta(t)$ can be interpreted as probability density functions. Furthermore, the following limit holds

$$
\lim_{\theta \downarrow 0} \beta_\theta(t) = \frac{\pi}{2(\cosh(\pi t) + 1)} = \beta_0(t),
$$

(30)

where $\beta_0$ is also a probability density function on $\mathbb{R}$.

We can now readily establish the desired result in (17) for the finite-dimensional case. In what follows, we abbreviate the isometric extension $U_{A \rightarrow BE}$ of the channel $\mathcal{N}$ as $U$. Pick

$$
G(z) := \left([N(\rho)]^{\frac{1}{2}} [N(\sigma)]^{-\frac{1}{2}} \otimes \text{id}_E\right) U \sigma^{\frac{1}{2}} \rho^{\frac{1}{2}},
$$

(31)
Then, we can apply the fact that \( \|G(\theta)\|_{\frac{1}{1+\theta}} = \left\| \left( [\mathcal{N}(\rho)]^\frac{\theta}{2} [\mathcal{N}(\sigma)]^{-\frac{\theta}{2}} \otimes \text{id}_E \right) U \sigma^\frac{\theta}{2} \rho^\frac{1}{2} \right\|_{\frac{1}{1+\theta}}, \) \( \tag{32} \)

and

\[ \|G(it)\|_2 = \left\| \left( [\mathcal{N}(\rho)]^\frac{i}{2} [\mathcal{N}(\sigma)]^{-\frac{i}{2}} \otimes \text{id}_E \right) U \sigma^i t \rho^\frac{1}{2} \right\|_2 \leq \left\| \rho^\frac{1}{2} \right\|_2 = 1, \] \( \tag{33} \)

as well as

\[ \|G(1+it)\|_1 = \left\| \left( [\mathcal{N}(\rho)]^\frac{1+it}{2} [\mathcal{N}(\sigma)]^{-\frac{1+it}{2}} \otimes \text{id}_E \right) U \sigma^\frac{1+it}{2} \rho^\frac{1}{2} \right\|_1 \]

\[ = \left\| \left( [\mathcal{N}(\rho)]^\frac{i}{2} [\mathcal{N}(\rho)]^\frac{1}{2} [\mathcal{N}(\sigma)]^{-\frac{i}{2}} [\mathcal{N}(\sigma)]^{-\frac{1}{2}} \otimes \text{id}_E \right) U \sigma^\frac{1}{2} \sigma^{\frac{i}{2}} \rho^\frac{1}{2} \right\|_1 \]

\[ = \left\| \left( [\mathcal{N}(\rho)]^\frac{i}{2} [\mathcal{N}(\sigma)]^{-\frac{i}{2}} [\mathcal{N}(\sigma)]^{-\frac{1}{2}} \otimes \text{id}_E \right) U \sigma^\frac{1}{2} \sigma^{\frac{i}{2}} \rho^\frac{1}{2} \right\|_1 \]

\[ = F(\rho, (R_{\sigma,\mathcal{N}}^\frac{i}{2} \circ \mathcal{N})(\rho)). \]

Then, we can apply the fact that \( \|G(it)\|_2 \leq 1 \) and (27) to conclude that the following bound holds for all \( \theta \in (0,1) \)

\[ \log \left\| \left( [\mathcal{N}(\rho)]^\frac{\theta}{2} [\mathcal{N}(\sigma)]^{-\frac{\theta}{2}} \otimes \text{id}_E \right) U \sigma^\frac{\theta}{2} \rho^\frac{1}{2} \right\|_{\frac{2}{1+\theta}} \]

\[ \leq \int_{\mathbb{R}} dt \beta_\theta(t) \log \left( F(\rho, (R_{\sigma,\mathcal{N}}^\frac{i}{2} \circ \mathcal{N})(\rho))^\theta \right), \]

(35)

which implies

\[ -\frac{2}{\theta} \log \left\| \left( [\mathcal{N}(\rho)]^\frac{\theta}{2} [\mathcal{N}(\sigma)]^{-\frac{\theta}{2}} \otimes \text{id}_E \right) U \sigma^\frac{\theta}{2} \rho^\frac{1}{2} \right\|_{\frac{2}{1+\theta}} \]

\[ \geq -2 \int_{\mathbb{R}} dt \beta_\theta(t) \log F(\rho, (R_{\sigma,\mathcal{N}}^\frac{i}{2} \circ \mathcal{N})(\rho)). \]

(36)

Letting \( \theta = \frac{1-\alpha}{\alpha} \), we see that this is the same as

\[ \bar{\Delta}_\alpha(\rho, \sigma, \mathcal{N}) \geq -2 \int_{\mathbb{R}} dt \beta_\frac{1-\alpha}{\alpha}(t) \log F(\rho, (R_{\sigma,\mathcal{N}}^\frac{i}{2} \circ \mathcal{N})(\rho)). \]

(37)

Since the inequality in (36) holds for all \( \theta \in (0,1) \) and thus (37) holds for all \( \alpha \in \left(\frac{1}{2}, 1\right) \), we can take the limit as \( \alpha \searrow 1 \) and apply (24), (30), and the dominated convergence theorem to conclude that (17) holds.

**Remark 3.4.** If \( A \) and \( B \) are finite-dimensional Hilbert spaces the statement in Remark 2.2 can be slightly generalized. For any \( \sigma \geq 0 \) and any trace non-increasing completely positive map \( \mathcal{N} \) with Kraus operators \( \{N_i\} \) such that \( 0 \leq \sum_i N_i^\dagger N_i \leq \text{id} \) the recovery map \( R_{\sigma,\mathcal{N}} \) defined in Remark 2.2 satisfies (20) for all subnormalized density operators \( \rho \geq 0 \) with \( 0 < \text{tr}(\rho) \leq 1 \) such that \( \text{supp}(\rho) \subseteq \text{supp}(\sigma) \). This follows by the same argument given in Step 1
by using $U_{A\rightarrow BE} = \sum_i N_i \otimes |i\rangle_E$ as an extension of the trace non-increasing and completely positive map $\mathcal{N}$.

**Step 2: Extension to Infinite Dimensions**

In this step, the Hilbert spaces $A$ and $B$ are assumed to be separable (not necessarily finite-dimensional). We will show how to lift Theorem 2.1 for finite-dimensional Hilbert spaces, such that it can apply to states $\rho$ and $\sigma$ and a channel $\mathcal{N}$ associated with separable Hilbert spaces. This is accomplished via a limiting argument where we consider projected sequences that are finite-dimensional and therefore satisfy the desired inequality. In the limit, we then obtain the statement for separable Hilbert spaces. This is a rather standard approach for generalizing statements proven for finite-dimensional Hilbert spaces to separable Hilbert spaces.

Let $\{\Pi^a_A\}_{a \in \mathbb{N}}$ and $\{\Pi^b_B\}_{b \in \mathbb{N}}$ be sequences of finite-rank projectors on $A$ and $B$, respectively, that converge to $\text{id}_A$ and $\text{id}_B$, respectively, with respect to the weak operator topology, meaning that

$$\lim_{a \to \infty} \langle \psi | \Pi^a_A | \phi \rangle = \langle \psi | \phi \rangle$$

for all vectors $|\psi\rangle, |\phi\rangle \in A$ (similarly for $\Pi^b_B \to \text{id}_B$). For $\sigma \in \mathcal{P}(A)$ and $\rho \in \mathcal{S}_\sigma(A)$, we consider projected versions

$$\sigma^a := \Pi^a_A \sigma \Pi^a_A \quad \text{and} \quad \rho^a := \Pi^a_A \rho \Pi^a_A. \quad (39)$$

We note that the sequences $\{\rho^a\}_{a \in \mathbb{N}}$ and $\{\sigma^a\}_{a \in \mathbb{N}}$ converge to $\rho$ and $\sigma$, respectively, in the trace norm (see, e.g., [11] or Lemma 11.1 of [14]). Let $S^a$ be the set of nonnegative operators that is generated by (39) for all $\rho \in \mathcal{S}(A)$. For any $\mathcal{N} \in \text{TPCP}(A, B)$, we define its analogue with a projection at the input and output as

$$\mathcal{N}^{a,b}(\cdot) := \Pi^b_B \mathcal{N}(\Pi^a_A(\cdot) \Pi^a_A) \Pi^b_B. \quad (40)$$

Note that by combining Grümm’s theorem [37, Theorem 2.19] with the boundedness of $\mathcal{N}$ in the trace norm implies that $\mathcal{N}^{a,b}$ converges to $\mathcal{N}$ in the strong operator topology, i.e.,

$$\lim_{a,b \to \infty} \|\mathcal{N}^{a,b}(\omega) - \mathcal{N}(\omega)\|_1 = 0$$

for all $\omega \in \text{TC}(A)$.

We start by proving two lemmas that show how the difference of relative entropies and the fidelity, respectively, change when considering projected states.

**Lemma 3.5.** For any $\sigma \in \mathcal{P}(A)$, any $\rho \in \mathcal{S}_\sigma(A)$, and any $\mathcal{N} \in \text{TPCP}(A, B)$, we have

$$\lim_{a \to \infty} D(\rho^a || \sigma^a) = D(\rho || \sigma) \quad (42)$$

and

$$\liminf_{a \to \infty} \liminf_{b \to \infty} D(\mathcal{N}^{a,b}(\rho^a) || \mathcal{N}^{a,b}(\sigma^a)) \geq D(\mathcal{N}(\rho) || \mathcal{N}(\sigma)). \quad (43)$$
Proof. Recall that Lindblad defined a relative entropy (which slightly differs from our definition of the relative entropy) for two positive trace-class operators $\tau$ and $\omega$ as

$$D(\tau\|\omega) := \sum_j \langle j | (\tau \log \tau - \tau \log \omega + \omega - \tau) | j \rangle = D(\tau\|\omega) + \text{tr}(\omega) - \text{tr}(\tau),$$

(44)

where $\{|j\rangle\}$ is a complete orthonormal set of eigenvectors of $\tau$ or $\omega$. By Lemma 3 in [23], we have

$$D(\rho^a\|\sigma^a) = \bar{D}(\rho^a\|\sigma^a) + \text{tr}(\rho^a) - \text{tr}(\sigma^a)$$

(45)

$$\leq \bar{D}(\rho\|\sigma) + \text{tr}(\rho^a) - \text{tr}(\sigma^a)$$

(46)

$$= D(\rho\|\sigma) + \text{tr}(\rho^a - \rho) + \text{tr}(\sigma - \sigma^a).$$

(47)

Since the relative entropy is lower semicontinuous [14, Theorem 11.6], we obtain

$$D(\rho\|\sigma) \leq \liminf_{a \to \infty} D(\rho^a\|\sigma^a).$$

(48)

Combining these shows that

$$\lim_{a \to \infty} D(\rho^a\|\sigma^a) = D(\rho\|\sigma).$$

(49)

The lower semicontinuity of the relative entropy implies that

$$\liminf_{a \to \infty} \liminf_{b \to \infty} D(\mathcal{N}^{a,b}(\rho^a)\|\mathcal{N}^{a,b}(\sigma^a)) \geq \liminf_{a \to \infty} D(\mathcal{N}(\rho^a)\|\mathcal{N}(\sigma^a))$$

(50)

$$\geq D(\mathcal{N}(\rho)\|\mathcal{N}(\sigma)).$$

(51)

This proves the assertion. \hfill $\square$

Lemma 3.6. The Petz recovery map $\mathcal{P}_{\sigma^a,\mathcal{N}^a,b}$ defined in (5) satisfies

$$\lim_{a \to \infty} \liminf_{b \to \infty} \mathcal{P}_{\sigma^a,\mathcal{N}^a,b} = \mathcal{P}_{\sigma,\mathcal{N}},$$

where $\mathcal{P}_{\sigma,\mathcal{N}}$ is a recovery map that is defined as the (unique) linear map with domain $\text{supp}(\mathcal{N}(\sigma))$ and range $\text{supp}(\sigma)$ satisfying

$$\langle a_2, \mathcal{N}^\dagger(a_1) \rangle_{\sigma} = \langle \mathcal{P}_{\sigma,\mathcal{N}}(a_2), a_1 \rangle_{\mathcal{N}(\sigma)} \quad \text{for all } a_1 \in \mathcal{L}(B), a_2 \in \mathcal{L}(A),$$

(52)

with the weighted inner product $\langle a, b \rangle_\omega := \text{tr}(a^\dagger \omega b \omega^\frac{1}{2})$ and $\omega$ positive semi-definite and trace class.

Proof. We begin by outlining the proof. As shown by Petz [29–31] (see also [28, Chapter 8]), the map $\mathcal{P}_{\sigma^a,\mathcal{N}^a,b}$ defined in (5) is the unique linear map with domain $\text{supp}(\mathcal{N}^{a,b}(\sigma^a))$ and range $\text{supp}(\sigma^a)$ satisfying

$$\langle a_2, (\mathcal{N}^a)^\dagger(a_1) \rangle_{\sigma^a} = \langle \mathcal{P}_{\sigma^a,\mathcal{N}^a,b}(a_2), a_1 \rangle_{\mathcal{N}^{a,b}(\sigma^a)} \quad \text{for all } a_1 \in \mathcal{L}(B), a_2 \in \mathcal{L}(A),$$

(53)

and the map $\mathcal{P}_{\sigma^a,\mathcal{N}}$ is the unique linear map with domain $\text{supp}(\mathcal{N}(\sigma))$ and range $\text{supp}(\sigma)$ satisfying

$$\langle a_2, (\mathcal{N})^\dagger(a_1) \rangle_{\sigma} = \langle \mathcal{P}_{\sigma,\mathcal{N}}(a_2), a_1 \rangle_{\mathcal{N}(\sigma)} \quad \text{for all } a_1 \in \mathcal{L}(B), a_2 \in \mathcal{L}(A).$$

(54)
We will first show that
\[
\lim_{a \to \infty} \lim_{b \to \infty} \langle a_2, (\mathcal{N}^{a,b})^\dagger(a_1) \rangle_{\sigma^a} = \langle a_2, \mathcal{N}^\dagger(a_1) \rangle_{\sigma^a},
\]
for all \(a_1 \in L(B), a_2 \in L(A)\), which by (53) and (54) implies that
\[
\lim_{a \to \infty} \lim_{b \to \infty} \left\langle \mathcal{P}_{\sigma^a, \mathcal{N}^{a,b}}^\dagger(a_2), a_1 \right\rangle_{\mathcal{N}^{a,b}(\sigma^a)} = \left\langle \mathcal{P}_{\sigma, \mathcal{N}}^\dagger(a_2), a_1 \right\rangle_{\mathcal{N}(\sigma)},
\]
for all \(a_1 \in L(B), a_2 \in L(A)\). After showing that
\[
\lim_{a \to \infty} \lim_{b \to \infty} \left\langle \mathcal{P}_{\sigma^a, \mathcal{N}^{a,b}}^\dagger(a_2), a_1 \right\rangle_{\mathcal{N}^{a,b}(\sigma^a)} = \lim_{a \to \infty} \lim_{b \to \infty} \left\langle \mathcal{P}_{\sigma^a, \mathcal{N}^{a,b}}^\dagger(a_2), a_1 \right\rangle_{\mathcal{N}(\sigma)},
\]
we can conclude from (56) and (57) that
\[
\lim_{a \to \infty} \lim_{b \to \infty} \left\langle \mathcal{P}_{\sigma^a, \mathcal{N}^{a,b}}^\dagger(a_2), a_1 \right\rangle_{\mathcal{N}(\sigma)} = \left\langle \mathcal{P}_{\sigma, \mathcal{N}}^\dagger(a_2), a_1 \right\rangle_{\mathcal{N}(\sigma)}.
\]
From there, we argue that this implies the convergence \(\lim_{a \to \infty} \lim_{b \to \infty} \mathcal{P}_{\sigma^a, \mathcal{N}^{a,b}} = \mathcal{P}_{\sigma, \mathcal{N}}\).

Thus, we need to establish (55) and (57), and we begin by proving (55). Hölder’s inequality implies that
\[
\left| \langle a_2, (\mathcal{N}^{a,b})^\dagger(a_1) \rangle_{\sigma^a} - \langle a_2, \mathcal{N}^\dagger(a_1) \rangle_{\sigma^a} \right|
\]
\[
= \left| \text{tr} (\mathcal{N}^{a,b})^\dagger(a_1)(\sigma^a)^{\frac{1}{2}}a_2^\dagger(\sigma^a)^{\frac{1}{2}} - \text{tr} \mathcal{N}^\dagger(a_1)\sigma^\frac{1}{2}a_2^\dagger\sigma^{\frac{1}{2}} \right|
\]
\[
= \left| \text{tr} a_1(\mathcal{N}^{a,b}((\sigma^a)^{\frac{1}{2}}a_2^\dagger(\sigma^a)^{\frac{1}{2}}) - \mathcal{N}(\sigma^\frac{1}{2}a_2^\dagger\sigma^{\frac{1}{2}})) \right|
\]
\[
\leq \|a_1\|_\infty \left\| \mathcal{N}^{a,b}((\sigma^a)^{\frac{1}{2}}a_2^\dagger(\sigma^a)^{\frac{1}{2}}) - \mathcal{N}(\sigma^\frac{1}{2}a_2^\dagger\sigma^{\frac{1}{2}}) \right\|_1
\]
\[
\leq \|a_1\|_\infty \left\| \Pi_B^\sigma \mathcal{N}((\sigma^a)^{\frac{1}{2}}a_2^\dagger(\sigma^a)^{\frac{1}{2}}) \Pi_B^\sigma - \mathcal{N}(\sigma^\frac{1}{2}a_2^\dagger\sigma^{\frac{1}{2}}) \right\|_1
\]
\[
+ \|a_1\|_\infty \left\| \mathcal{N}(\sigma^\frac{1}{2}a_2^\dagger(\sigma^a)^{\frac{1}{2}}) - \mathcal{N}(\sigma^\frac{1}{2}a_2^\dagger\sigma^{\frac{1}{2}}) \right\|_1,
\]
where the final step uses the triangle inequality and that \(\Pi_A^\sigma(\sigma^a)^{\frac{1}{2}} = (\sigma^a)^{\frac{1}{2}}\). Grün’s theorem [37, Theorem 2.19] implies that for any fixed \(a \in \mathbb{N}\) we have
\[
\lim_{b \to \infty} \left\| \Pi_B^\sigma \mathcal{N}((\sigma^a)^{\frac{1}{2}}a_2^\dagger(\sigma^a)^{\frac{1}{2}}) \Pi_B^\sigma - \mathcal{N}(\sigma^\frac{1}{2}a_2^\dagger(\sigma^a)^{\frac{1}{2}}) \right\|_1 = 0,
\]
and hence it remains to show that
\[
\lim_{a \to \infty} \left\| \mathcal{N}(\sigma^\frac{1}{2}a_2^\dagger(\sigma^a)^{\frac{1}{2}}) - \mathcal{N}(\sigma^\frac{1}{2}a_2^\dagger\sigma^{\frac{1}{2}}) \right\|_1 = 0.
\]
To see this we first note that
\[
\left\| \mathcal{N}(\sigma^\frac{1}{2}a_2^\dagger(\sigma^a)^{\frac{1}{2}}) - \mathcal{N}(\sigma^\frac{1}{2}a_2^\dagger\sigma^{\frac{1}{2}}) \right\|_1 \leq \|\mathcal{N}\|_{1 \rightarrow 1} \left\| (\sigma^a)^{\frac{1}{2}}a_2^\dagger(\sigma^a)^{\frac{1}{2}} - \sigma^\frac{1}{2}a_2^\dagger\sigma^{\frac{1}{2}} \right\|_1
\]
and by the triangle inequality
\[
\left\| (\sigma^a)^{\frac{1}{2}}a_2^\dagger(\sigma^a)^{\frac{1}{2}} - \sigma^\frac{1}{2}a_2^\dagger\sigma^{\frac{1}{2}} \right\|_1
\]
\[
\leq \left\| (\sigma^a)^{\frac{1}{2}}a_2^\dagger(\sigma^a)^{\frac{1}{2}} - \sigma^\frac{1}{2}a_2^\dagger(\sigma^a)^{\frac{1}{2}} \right\|_1 + \left\| \sigma^\frac{1}{2}a_2^\dagger(\sigma^a)^{\frac{1}{2}} - \sigma^\frac{1}{2}a_2^\dagger\sigma^{\frac{1}{2}} \right\|_1
\]

(66)
By the triangle inequality, we find
\[ 2 \|a_2\|_\infty \|\sigma_a^\frac{1}{2} \|_2 \text{tr}(\sigma) \leq 2 \|a_2\|_\infty \|\sigma_a^\frac{1}{2} \|_2 \text{tr}(\sigma), \]
where the final step uses the Powers–Størmer inequality \cite{32}. Inequality (69) implies (64) and thus proves (55).

We now prove (57), by a reasoning that is very similar to the above. Hőlder’s inequality implies that
\[
\left\| \left( P_{\sigma_{a,N_{a,b}}}(a_2), a_1 \right)_{N_{a,b}(\sigma_a)} - \left( P_{\sigma_{a,N_{a,b}}}(a_2), a_1 \right)_{N(\sigma)} \right\| \\
= \text{tr} a_1 \left( N_{a,b}(\sigma_a)^\frac{1}{2} P_{\sigma_{a,N_{a,b}}}(a_2) N_{a,b}(\sigma_a)^\frac{1}{2} - N(\sigma)^\frac{1}{2} P_{\sigma_{a,N_{a,b}}}(a_2) N(\sigma)^\frac{1}{2} \right) \\
\leq \|a_1\|_\infty \left\| N_{a,b}(\sigma_a)^\frac{1}{2} P_{\sigma_{a,N_{a,b}}}(a_2) N_{a,b}(\sigma_a)^\frac{1}{2} - N(\sigma)^\frac{1}{2} P_{\sigma_{a,N_{a,b}}}(a_2) N(\sigma)^\frac{1}{2} \right\|_1. \tag{70}
\]
By the triangle inequality, we find
\[
\left\| N_{a,b}(\sigma_a)^\frac{1}{2} P_{\sigma_{a,N_{a,b}}}(a_2) N_{a,b}(\sigma_a)^\frac{1}{2} - N(\sigma)^\frac{1}{2} P_{\sigma_{a,N_{a,b}}}(a_2) N(\sigma)^\frac{1}{2} \right\|_1 \\
\leq \left\| N_{a,b}(\sigma_a)^\frac{1}{2} P_{\sigma_{a,N_{a,b}}}(a_2) N_{a,b}(\sigma_a)^\frac{1}{2} - N(\sigma)^\frac{1}{2} P_{\sigma_{a,N_{a,b}}}(a_2) N(\sigma)^\frac{1}{2} \right\|_1 \\
+ \left\| N(\sigma)^\frac{1}{2} P_{\sigma_{a,N_{a,b}}}(a_2) N_{a,b}(\sigma_a)^\frac{1}{2} - N(\sigma)^\frac{1}{2} P_{\sigma_{a,N_{a,b}}}(a_2) N(\sigma)^\frac{1}{2} \right\|_1 \\
\leq 2 \left\| P_{\sigma_{a,N_{a,b}}}(a_2) \right\|_\infty \left\| N_{a,b}(\sigma_a)^\frac{1}{2} - N(\sigma)^\frac{1}{2} \right\|_2 \text{tr}(\sigma) \leq 2 \|a_2\|_\infty \|\sigma_a^\frac{1}{2} \|_2 \text{tr}(\sigma), \tag{71}
\]
where the final step uses the Powers–Størmer inequality \cite{32}. The triangle inequality implies that
\[
\lim_{a \to \infty} \lim_{b \to \infty} \left\| N_{a,b}(\sigma_a) - N(\sigma) \right\|_1 \\
\leq \lim_{a \to \infty} \lim_{b \to \infty} \left\| N_{a,b}(\sigma_a) - N(\sigma) \right\|_1 + \left\| N(\sigma) - N(\sigma) \right\|_1 \leq \|\sigma_a^\frac{1}{2} \|_1 = 0, \tag{75}
\]
where the penultimate step uses Grümms’s theorem \cite[Theorem 2.19]{37}.

It remains to argue for the convergence \( \lim_{a \to \infty} \lim_{b \to \infty} P_{\sigma_{a,N_{a,b}}} = P_{\sigma,N} \). Consider that (58) implies that
\[
\lim_{a \to \infty} \lim_{b \to \infty} \langle \phi' | N(\sigma)^{\frac{1}{2}} P_{\sigma_{a,N_{a,b}}} (|\phi\rangle \langle \psi|) N(\sigma)^{\frac{1}{2}} |\psi'\rangle \\
= \langle \phi' | N(\sigma)^{\frac{1}{2}} P_{\sigma,N} (|\phi\rangle \langle \psi|) N(\sigma)^{\frac{1}{2}} |\psi'\rangle, \tag{78}
\]
for all $|\phi\rangle, |\psi\rangle \in A$ and $|\phi'\rangle, |\psi'\rangle \in B$. This establishes convergence of $\mathcal{P}_{\sigma^a_N}^t$ to $\mathcal{P}_{\sigma^b_N}$ for all $|\phi\rangle, |\psi\rangle \in A$ and $|\phi'\rangle, |\psi'\rangle \in \text{supp}(N(\sigma))$, which in turn allows us to conclude convergence of $\mathcal{P}_{\sigma^a_N}^t$ to $\mathcal{P}_{\sigma_N}$.

Before stating the following lemma, we introduce the shorthand

$$U_{\omega,t} : X \mapsto \omega^t X \omega^{-it},$$

(79)

where $\omega$ is a positive semi-definite operator.

**Lemma 3.7.** For any $\sigma \in \mathcal{P}(A)$, any $\rho \in S(\sigma)$, any $N \in \text{TPCP}(A,B)$, and all $t \in \mathbb{R}$, the following limit holds

$$\lim_{a \to \infty} \lim_{b \to \infty} F(\rho^a, (\mathcal{R}_{\sigma^a}^t \circ N^a_b)(\rho^a)) = F(\rho, (\mathcal{R}_{\sigma}^t \circ N)(\rho)).$$

(80)

**Proof.** We start with a reminder of a standard result: Let $\omega$ and $\{\omega_n\}_{n \in \mathbb{N}}$ be positive semi-definite trace-class operators such that $\lim_{n \to \infty} \|\omega_n - \omega\|_1 = 0$. Then, for any $t \in \mathbb{R}$ and any bounded linear operator $X$, the term $\omega_n^t X \omega_n^{-it}$ converges to $\omega^t X \omega^{-it}$ for $n \to \infty$ in the weak operator topology. To see this, we note that by Cauchy–Schwarz we have

$$\begin{align*}
\left| \langle \varphi, (\omega_n^t X \omega_n^{-it} - \omega^t X \omega^{-it}) \phi \rangle \right| &= \left| \langle \varphi, (\omega_n^t X \omega_n^{-it} - \omega_n^t X \omega^{-it}) + (\omega_n^t X \omega^{-it} - \omega^t X \omega^{-it}) \phi \rangle \right| \\
&\leq \left| \langle X \omega_n^{-it} \varphi, (\omega_n^{-it} - \omega^{-it}) \phi \rangle \right| + \left| \langle (\omega_n^t - \omega^t) \varphi, X \omega^{-it} \phi \rangle \right| \\
&\leq \|X\| \|\varphi\| \|X\omega_n^{-it} \varphi\| + \|X\| \|\phi\| \|X\omega^{-it} \varphi\|.
\end{align*}$$

(81)

We first note that for any fixed $k \in \mathbb{N}$

$$\lim_{n \to \infty} \left\| (\Pi_K \omega_n^{-it} \Pi_K - \Pi_k \omega^{-it} \Pi_k) \phi \right\| = 0.$$

(84)

To see this, we recall Duhamel’s formula which shows that

$$(\Pi_K \omega_n^{-it} \Pi_K - \Pi_k \omega^{-it} \Pi_k) = (e^{-it \log \Pi_k \omega_n \Pi_k} - e^{-it \log \Pi_k \omega \Pi_k})$$

(85)

$$= i \int_0^t ds \ e^{-is \log \Pi_k \omega_n \Pi_k} (\log \Pi_k \omega \Pi_k - \log \Pi_k \omega_n \Pi_k) e^{-i(t-s) \log \Pi_k \omega \Pi_k}.$$  

(86)

Theorem X.3.7 from [5] ensures that for any fixed $k \in \mathbb{N}$

$$\begin{align*}
\|\log \Pi_k \omega \Pi_k - \log \Pi_k \omega_n \Pi_k\| &\leq \left\| (\Pi_k \omega_n \Pi_k)^{-1} \right\| \|\Pi_k \omega \Pi_k - \Pi_k \omega_n \Pi_k\| + O(\|\Pi_k \omega \Pi_k - \Pi_k \omega_n \Pi_k\|^2),
\end{align*}$$

(87)

where $\left\| (\Pi_k \omega_n \Pi_k)^{-1} \right\| < \infty$ and $\lim_{n \to \infty} \|\Pi_k \omega \Pi_k - \Pi_k \omega_n \Pi_k\| = 0$. This justifies (84). By the triangle inequality, we have

$$\begin{align*}
\| (\omega_n^{-it} - \omega^{-it}) \phi \| &= \| (\omega_n^{-it} - \omega^{-it})(\phi - \Pi_k \phi + \Pi_k \phi) \| \\
&\leq \| (\Pi_k - \Pi_k + \text{id})(\omega_n^{-it} \Pi_k - \omega^{-it} \Pi_k) \phi \| + \| (\omega_n^{-it} - \omega^{-it})(\phi - \Pi_k \phi) \|.
\end{align*}$$

(88)
\[ \leq \left\| \Pi_k \omega_n^{-it} \Pi_k - \Pi_k \omega_i^{-it} \Pi_k \right\| \Phi + \left\| (\text{id} - \Pi_k) (\omega_i^{-it} \Pi_k - \omega_i^{-it} \Pi_k) \right\|, \]

where for any fixed \( n \in \mathbb{N} \)

\[ \lim_{k \to \infty} \left\| (\text{id} - \Pi_k) (\omega_n^{-it} \Pi_k - \omega_i^{-it} \Pi_k) \right\| = 0 \]  

(91)

and

\[ \lim_{k \to \infty} \left\| (\omega_n^{-it} - \omega_i^{-it}) (\Phi - \Pi_k \Phi) \right\| = 0 \]  

(92)

We thus conclude that

\[ \lim_{n \to \infty} \left\| (\omega_n^{-it} - \omega_i^{-it}) \Phi \right\| \leq \lim_{n \to \infty} \lim_{k \to \infty} \left\| (\Pi_k \omega_n^{-it} \Pi_k - \Pi_k \omega_i^{-it} \Pi_k) \Phi \right\| \]

(93)

\[ = \lim_{k \to \infty} \lim_{n \to \infty} \left\| (\Pi_k \omega_n^{-it} \Pi_k - \Pi_k \omega_i^{-it} \Pi_k) \Phi \right\| \]

(94)

\[ = 0, \]  

(95)

where in the penultimate step we swap the order of the limits [33, Theorem 7.11]. The final step uses (84).

We thus have the following convergences in the weak operator topology:

\[ \lim_{a \to \infty} \lim_{b \to \infty} U_{\mathcal{N}^{a,b}(\sigma^a),t} = U_{\mathcal{N}(\sigma),t} \quad \text{and} \quad \lim_{a \to \infty} U_{\sigma^a,t} = U_{\sigma,t}. \]  

(96)

The serial concatenation of weakly converging channels converges to the serial concatenation of the limit, so that \( \lim_{a \to \infty} \lim_{b \to \infty} \mathcal{R}^t_{\sigma^a, \mathcal{N}^{a,b} \circ \mathcal{N}^{a,b}} = \mathcal{R}^t_{\sigma, \mathcal{N} \circ \mathcal{N}}, \) where we used the above and Lemma 3.6. Then, we can conclude that the fidelity converges because it is continuous in its inputs (see, e.g., [8, Lemma B.9]), and for our case considered here, convergence in the weak sense implies convergence in the trace norm [14, Chapter 11]. This proves the assertion. \( \square \)

By invoking Theorem 2.1 for finite-dimensional Hilbert spaces\(^6\) together with Lemmas 3.5 and 3.7, we find for any \( \rho \in S_\sigma(A) \)

\[ D(\rho\|\sigma) = \lim_{a \to \infty} D(\rho^a\|\sigma^a) \]

(97)

\[ \geq \limsup_{a \to \infty} \limsup_{b \to \infty} D(\mathcal{N}^{a,b}(\rho^a)||\mathcal{N}^{a,b}(\sigma^a)) 
- 2 \int_{\mathbb{R}} dt \beta_0(t) \log F(\rho^a, (\mathcal{R}^t_{\sigma^a, \mathcal{N}^{a,b} \circ \mathcal{N}^{a,b}})(\rho^a)) \]

(98)

\[ \geq D(\mathcal{N}(\rho)||\mathcal{N}(\sigma)) - 2 \int_{\mathbb{R}} dt \beta_0(t) \log F(\rho, (\mathcal{R}^t_{\sigma, \mathcal{N} \circ \mathcal{N}})(\rho)), \]

(99)

where we also used Fatou’s lemma that ensures

\[ \liminf_{a \to \infty} \liminf_{b \to \infty} \int_{\mathbb{R}} dt \beta_0(t) \left( -2 \log F(\rho^a, (\mathcal{R}^t_{\sigma^a, \mathcal{N}^{a,b} \circ \mathcal{N}^{a,b}})(\rho^a)) \right) \]

\[ \geq \int_{\mathbb{R}} dt \beta_0(t) \liminf_{a \to \infty} \liminf_{b \to \infty} \left( -2 \log F(\rho^a, (\mathcal{R}^t_{\sigma^a, \mathcal{N}^{a,b} \circ \mathcal{N}^{a,b}})(\rho^a)) \right). \]

(100)

\(^6\) Recall that by Remark 3.4, Theorem 2.1 remains valid for subnormalized states and a trace non-increasing completely positive map.
This concludes the proof of Theorem 2.1 \[\square.\]

4. Universal and Explicit Refinements of Other Entropy Inequalities

It is well known (see, e.g., [34]) that the monotonicity of the relative entropy under trace-preserving completely positive maps is closely related to (i) strong subadditivity, (ii) concavity of the conditional entropy, and (iii) joint convexity of the relative entropy. Based on this relation, Remark 2.2 can be used to derive universal and explicit remainder terms for the statements (i)–(iii). We note that universal means that the recovery map that occurs in the remainder term does not depend on all possible parameters. Within this section, we assume that \(A\), \(B\), and \(C\) are finite-dimensional Hilbert spaces. For \(n \in \mathbb{N}\), the \(n\)-simplex is denoted by \(\Delta_n := \{x \in \mathbb{R}^n : x \geq 0, \sum_{i=1}^n x_i = 1\}\).

Applying Remark 2.2 for \(\sigma = \text{id}_A \otimes \rho_{BC} \in \mathcal{P}(A \otimes B \otimes C)\), \(\rho = \rho_{ABC} \in \mathcal{S}_{\sigma}(A \otimes B \otimes C)\), and \(\mathcal{N}_{ABC \rightarrow AB} = \mathcal{I}_{AB} \otimes \text{tr}_C\) implies a strengthened version of the result that has been established in [38, Theorem 2.1, Corollary 2.4, and Remark 2.5].

**Corollary 4.1** (Strong subadditivity). For any density operator \(\rho_{ABC} \in \mathcal{S}(A \otimes B \otimes C)\), we have

\[
I(A:C|B)_{\rho} \geq -2 \log F(\rho_{ABC}, \mathcal{R}_{B \rightarrow BC}(\rho_{AB})), \tag{101}
\]

where \(\mathcal{R}_{B \rightarrow BC}(\cdot) = \int_{\mathbb{R}} dt \beta_0(t) \mathcal{R}_{\rho_{BC}, \text{tr}_C}^t(\cdot)\) as defined in Theorem 2.1.

From Corollary 4.1, we can deduce a universal remainder term for the concavity of the conditional entropy. We note that a similar remainder term has been conjectured in [4]. Furthermore, a remainder term that, however, is neither universal nor explicit has been proven in [42, Corollary 12].

**Corollary 4.2** (Concavity of conditional entropy). For any \(\rho_{AB} \in \mathcal{S}(A \otimes B)\) we have

\[
H(A|B)_{\rho} - \sum_{x \in \mathcal{X}} \nu(x) H(A|B)_{\rho_x} \geq -2 \log \sum_{x \in \mathcal{X}} \nu(x) F(\rho_{AB}^x, \mathcal{R}_{B \rightarrow AB}(\rho_B^x)), \tag{102}
\]

for all ensembles \(\{\nu(x), \rho_{AB}^x\}_{x \in \mathcal{X}}\) with \(\nu \in \Delta_{\mathcal{X}}\) and \(\rho_{AB}^x \in \mathcal{S}(A \otimes B)\) such that \(\rho_{AB} = \sum_{x \in \mathcal{X}} \nu(x) \rho_{AB}^x\) where \(\mathcal{R}_{B \rightarrow AB}(\cdot) = \int_{\mathbb{R}} dt \beta_0(t) \mathcal{R}_{\rho_{AB}, \text{tr}_A}^t(\cdot)\) as defined in Theorem 2.1.

**Proof.** Let us consider the following classical-quantum state

\[
\phi_{XAB} = \sum_{x \in \mathcal{X}} \nu(x) |x\rangle\langle x|_X \otimes \rho_{AB}^x. \tag{103}
\]

By Corollary 4.1 and a simple fact ensuring that the fidelity for orthogonal input states decomposes (see Lemma A.1 in [38]), we find
\[ H(A|B)_\rho - \sum_{x \in \mathcal{X}} \nu(x) H(A|B)_{\rho^x} = H(A|B)_\phi - H(A|BX)_\phi \]

\[ = I(X : A|B)_\phi \]

\[ \geq -2 \log F(\phi_{XAB}, \mathcal{R}_{B \rightarrow AB}(\phi_{XB})) \]

\[ = -2 \log \sum_{x \in \mathcal{X}} \nu(x) F(\rho_{AB}^x, \mathcal{R}_{B \rightarrow AB}(\rho_{AB}^x)) \]

\[ = -2 \log \sum_{x \in X} \nu(x) F(\rho_{X|A}^x, \mathcal{R}_{X|A, tr X}(\rho)) \]

We note that by Corollary 4.1 the recovery map \( \mathcal{R}_{B \rightarrow AB} \) is explicit and universal in the sense that it only depends on \( \rho_{AB} \).

Remark 2.2 implies a universal remainder term for the joint convexity of the relative entropy. We note that a similar remainder term has been conjectured in [35]. Corollary 13 in [42] proves such a remainder term that, however, is neither universal nor explicit.

**Corollary 4.3** (Joint convexity of relative entropy). For any \( \nu \in \Delta_X \), \( \{\sigma^x\}_{x \in \mathcal{X}} \) with \( \sigma^x \in P(A) \) for all \( x \in \mathcal{X} \), \( \sigma_{XA} = \sum_{x \in \mathcal{X}} \nu(x)|x\rangle\langle x| \otimes \sigma^x \), any \( \rho_x \in S_{\sigma^x}(A) \) and \( \rho = \sum_{x \in \mathcal{X}} \nu(x) \rho^x \) we have

\[ \sum_{x \in \mathcal{X}} \nu(x) D(\rho^x \| \sigma^x) - D(\rho \| \sigma) \geq -2 \log \sum_{x \in \mathcal{S}} \nu(x) F(\rho^x, \mathcal{R}_{\sigma_{XA, tr X}}(\rho)) \]

where \( \mathcal{R}_{\sigma_{XA, tr X}}(\cdot) = \int_{\mathbb{R}} dt \beta_0(t) \mathcal{R}_{\sigma_{XA, tr X}}^t(\cdot) \) as defined in Theorem 2.1.

**Proof.** Let us consider the states

\[ \rho_{XA} := \sum_{x \in \mathcal{X}} \nu(x)|x\rangle\langle x| \otimes \rho^x \quad \text{and} \quad \rho_A = \sum_{x \in \mathcal{X}} \nu(x) \rho^x. \]

Since the relative entropy decomposes for orthogonal input states (see Lemma B.2 in [38]), Remark 2.2 implies that the recovery map \( \mathcal{R}_{\sigma_{XA, tr X}}(\cdot) = \int_{\mathbb{R}} dt \beta_0(t) \mathcal{R}_{\sigma_{XA, tr X}}^t(\cdot) \) satisfies

\[ \sum_{x \in \mathcal{X}} \nu(x) D(\rho^x \| \sigma^x) - D(\rho \| \sigma) = D(\rho_{XA} \| \sigma_{XA}) - D(\rho_A \| \sigma_A) \]

\[ \geq -2 \log F(\rho_{XA}, \mathcal{R}_{\sigma_{XA, tr X}}(\rho)) \]

\[ = -2 \log \sum_{x \in \mathcal{X}} \nu(x) F(\rho^x, \mathcal{R}_{\sigma_{XA, tr X}}(\rho)), \]

where the final step uses that the fidelity for orthogonal input states decomposes (see Lemma A.1 in [38]).

**5. Approximate Quantum Error Correction**

Theorem 2.1 allows for establishing an alternate, information-theoretic set of conditions for approximate quantum error correction. Recall that in quantum error correction the main goal is to protect a set of states from the action of a noisy quantum channel, by encoding this set into a subspace of a given Hilbert space. The quantum error correction conditions given in the seminal
works [3, 18] are necessary and sufficient for perfect quantum error correction. Although these works were essential for gaining an understanding of quantum error correction, the conditions given represent a strong idealization, since we can never hope in practice to have perfect quantum error correction. So this realization motivated some follow-up works on approximate quantum error correction (see [2, 25] and references therein), in which one seeks to determine conditions under which approximate recovery from the action of a given noisy channel is possible. We mention that some of these works made essential use of the Petz recovery map.

In [12], information-theoretic conditions for perfect error correction were given in terms of the quantum relative entropy. We recall their result: Let $A$ be a Hilbert space, let $C$ be a subspace of $A$ (called the “codespace”), and let $\Pi$ denote the projection onto $C$. Then

$$\{\forall \rho \in S(C) : D(\rho||\Pi) = D(N(\rho)||N(\Pi))\} \iff \{\forall \rho \in S(C) : \rho = (P_{\Pi,N} \circ N)(\rho)\},$$

(113)

where $P_{\Pi,N}(\cdot)$ is the Petz recovery map defined in (5). So perfect error correction is possible if and only if for all $\rho \in S(C)$ the pairwise distinguishability of $\rho$ with $\Pi$ does not decrease under the action of the noisy channel $N$.

Given the statement in (113) and the prior work on approximate quantum error correction, it is natural to wonder whether a robust version of (113) exists. Indeed, Theorem 2.1 (or rather Remark 2.2) implies such a statement, establishing necessary and sufficient information-theoretic conditions for approximate quantum error correction. Loosely speaking, we can now say that approximate error correction is possible if and only if the pairwise distinguishability of $\rho$ with $\Pi$ does not decrease by too much under the action of the noisy channel $N$ for all $\rho \in S(C)$. The corollary below is a consequence of Remark 2.2 and some other known facts.

**Corollary 5.1.** Let $\varepsilon \in [0, 1]$, $A$ and $B$ be finite-dimensional Hilbert spaces, $C$ be a subspace of $A$ (called the “codespace”), $N \in \text{TPCP}(A, B)$ a quantum channel, and let $\Pi$ denote the projection onto $C$. If for all $\rho \in S(C)$ we have

$$D(\rho||\Pi) - D(N(\rho)||N(\Pi)) \leq \varepsilon,$$

(114)

then it is possible to approximately recover every state $\rho \in S(C)$, in the sense that we have for all $\rho \in S(C)$

$$F(\rho, (R_{\Pi,N} \circ N)(\rho)) \geq 1 - \frac{1}{2}\varepsilon.$$

(115)

Conversely, if (115) holds for $\varepsilon \in [0, 1]$, then we have for all $\rho \in S(C)$

$$D(\rho||\Pi) - D(N(\rho)||N(\Pi)) \leq \sqrt{\varepsilon}\log(\dim C) + h_2(\sqrt{\varepsilon}),$$

(116)

where $h_2(p) := -p\log p - (1 - p)\log(1 - p)$ is the binary entropy, with the property that $\lim_{p \downarrow 0} h_2(p) = 0$.

**Proof.** The first statement is a direct consequence of Remark 2.2, found by setting $\rho = \rho, \sigma = \Pi$, and $N = N$ and then applying the inequality $-\log(x) \geq 1 - x$, which holds for $x \in [0, 1]$. 


To prove the second statement, suppose that (115) holds. By the Fuchs–van de Graaf inequality [9], (115) implies that for all \( \rho \in S(C) \) we have
\[
\frac{1}{2} \| \rho - (\mathcal{R}_{\Pi,N} \circ \mathcal{N})(\rho) \|_1 \leq \sqrt{\varepsilon}.
\] (117)
Then, consider the following chain of inequalities, which holds for all \( \rho \in S(C) \):
\[
D(\rho\|\Pi) - D(\mathcal{N}(\rho)\|\mathcal{N}(\Pi)) \leq D(\rho\|\Pi) - D((\mathcal{R}_{\Pi,N} \circ \mathcal{N})(\rho)\|\mathcal{R}_{\Pi,N} \circ \mathcal{N})(\Pi))
\] (118)
\[
= D(\rho\|\Pi) - D((\mathcal{R}_{\Pi,N} \circ \mathcal{N})(\rho)\|\Pi)
\] (119)
\[
= -H(\rho) + H((\mathcal{R}_{\Pi,N} \circ \mathcal{N})(\rho)) + \text{tr}((\mathcal{R}_{\Pi,N} \circ \mathcal{N})(\rho) - \rho \log \Pi)
\] (120)
\[
\leq \sqrt{\varepsilon} \log \dim(C) + h_2(\sqrt{\varepsilon}).
\] (121)
The first inequality is a consequence of monotonicity of quantum relative entropy with respect to the recovery map \( \mathcal{R}_{\Pi,N} \). The first equality follows because \( (\mathcal{R}_{\Pi,N} \circ \mathcal{N})(\Pi)) = \Pi \). The second equality is a rewriting, and the last inequality follows from the Fannes–Audenaert inequality [1] (see also [43, Lemma 1]) and the facts that supp(\( \rho \)) \subseteq supp(\( \sigma \)), supp((\mathcal{R}_{\Pi,N} \circ \mathcal{N})(\rho)) \subseteq supp(\( \Pi \)), and \( \log \Pi = 0 \) on the support of \( \Pi \). \( \square \)

6. Conclusion
In this work, we showed that for any nonnegative operator \( \sigma \) and for any channel \( \mathcal{N} \) there exists an explicit and universal recovery map \( \mathcal{R}_{\sigma,\mathcal{N}} \) such that
\[
D(\rho\|\sigma) - D(\mathcal{N}(\rho)\|\mathcal{N}(\sigma)) \geq -2 \log F(\rho, (\mathcal{R}_{\sigma,\mathcal{N}} \circ \mathcal{N})(\rho))
\] (122)
for all density operators \( \rho \) such that supp(\( \rho \)) \subseteq supp(\( \sigma \)). A consequence of its universality is that the recovery map \( \mathcal{R}_{\sigma,\mathcal{N}} \) satisfies \( (\mathcal{R}_{\sigma,\mathcal{N}} \circ \mathcal{N})(\sigma)) = \sigma \). The present work thus constitutes an improvement over [42] since the recovery map is constructed explicitly and is independent of \( \rho \). Knowing the explicit structure of the recovery map that satisfies (122) can be helpful in various scenarios. For example, if this is to be implemented by experimentalists or in an actual quantum computer it is helpful to have an explicit recovery map. We showed that the inequality (122) implies universal and explicit remainder terms for other entropy inequalities such as strong subadditivity, concavity of the entropy, and the joint convexity of the relative entropy. Furthermore, it can be useful in the context of quantum sufficient statistics and approximate quantum error correction.
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Appendix

Appendix A. Proof of Lemma 3.2

We begin by recalling Hirschman’s strengthening [13] of the Hadamard three-line theorem (see, e.g., [10, Lemma 1.3.8]):

Lemma A.1. Let \( S := \{ z \in \mathbb{C} : 0 \leq \Re \{ z \} \leq 1 \} \) and let \( g(z) \) be holomorphic on the interior of \( S \) and continuous on the boundary, such that

\[
\sup_{z \in S} \exp \{-a |\Im z|\} \log |g(z)| \leq A < \infty, \tag{123}
\]

for some fixed \( A \) and \( a < \pi \). Then, for \( \theta \in (0, 1) \), the following bound holds

\[
\log |g(\theta)| \leq \int_{\mathbb{R}} dt \left( \alpha_\theta(t) \log(|g(it)|^{1-\theta}) + \beta_\theta(t) \log(|g(1+it)|^\theta) \right), \tag{124}
\]

where \( \alpha_\theta(t) \) and \( \beta_\theta(t) \) are defined in (28).

We can now prove Lemma 3.2.

Proof of Lemma 3.2. The proof of this theorem is well known, but we provide it for completeness. For fixed \( \theta \in (0, 1) \), let \( q_\theta \) be the Hölder conjugate of \( p_\theta \), defined by

\[
\frac{1}{p_\theta} + \frac{1}{q_\theta} = 1. \tag{125}
\]

Similarly, let \( q_0 \) and \( q_1 \) be Hölder conjugates of \( p_0 \) and \( p_1 \), respectively. We can find an operator \( X \) such that

\[
\|X\|_{q_\theta} = 1 \quad \text{and} \quad \text{tr}(XG(\theta)) = \|G(\theta)\|_{p_\theta}. \tag{126}
\]
We can write the singular value decomposition for $X$ in the form $X = UD^{1/q_0}V$ (implying $\text{tr}(D) = 1$). For $z \in S$, define

$$X(z) := UD^{1/z_0 + z/\theta}V.$$  \hfill (127)

As a consequence, $X(z)$ is holomorphic on the interior of $S$ and continuous on the boundary. Also, observe that $X(\theta) = X$. Then, the following function satisfies the requirements needed to apply Lemma A.1:

$$g(z) := \text{tr}(X(z)G(z)).$$  \hfill (128)

Indeed, we have that

$$\log \|G(\theta)\|_{p_\theta} = \log |g(\theta)| \leq \int_\mathbb{R} dt \left( \alpha_\theta(t) \log(|g(it)|^{1-\theta}) + \beta_\theta(t) \log(|g(1+it)|^\theta) \right).$$  \hfill (129)

Now, from applying Hölder’s inequality and the facts that $\|X(it)\|_{q_0} = 1 = \|X(1+it)\|_{q_1}$, we find that

$$|g(it)| = |\text{tr}(X(it)G(it))| \leq \|X(it)\|_{q_0} \|G(it)\|_{p_0} = \|G(it)\|_{p_0}$$ \hfill (130)

and

$$|g(1+it)| = |\text{tr}(X(1+it)G(1+it))| \leq \|X(1+it)\|_{q_1} \|G(1+it)\|_{p_1} = \|G(1+it)\|_{p_1}.$$ \hfill (131)

Bounding (129) from above using these inequalities then gives (27).
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