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Abstract—The properties of space-time modulated media operating in the sub-sonic regime are discussed based on rigorous Bloch-Floquet theory. A geometrical description in the frequency-wavenumber plane is developed to provide insight into the possible interactions and their nature. It is shown that the secular equation has a singularity, which results in a weak/passive second harmonic generation process. Additionally, bandgaps arising from the strong/active parametric interaction between an incident wave and its space-time harmonic, result in an inelastic Brillouin like scattering process. Hence when the incident frequency is inside a forward (backward) bandgap, a Stokes’ (Anti-Stokes’) scattered wave bounces back to the source. Although the forward and backward bandgaps do not generally occur at the same frequency bands, the insertion loss and gap width are equal. Requiring that both gaps do not overlap, enforces a lower bound on the modulation speed. It is shown that although an increase in the modulation index is desirable, as it enhances the non-reciprocal behaviour, it also limits the range of possible modulation speeds.

The effective complex refractive index is calculated over a wide frequency range. It is shown that peaks appear in the extinction of propagation, however, the phase matching conditions are achieved by lifting mode azimuthal degeneracy in a ring resonator via the space-time modulation of the dielectric constant. This imparts frequency and momentum are simultaneously conserved. By properly choosing the length of the crystal to be equal to the coherence length of the incident wave and a crystal mode. This is equivalent to saying that both photons energy and momentum are simultaneously conserved. By properly choosing the length of the crystal to be equal to the coherence length, efficient transfer from the incident wave to its space-time harmonic can be made possible. In the opposite direction of propagation, however, the phase matching conditions are not satisfied; hence a photonic transition does not occur and propagation is not disturbed. The non-reciprocity via inter-band transition can be induced using an electrically driven photonic crystal.

Using the metamaterial paradigm, space-time modulation was also exploited to introduce non-reciprocity on the metamaterial level scale by mimicking Faraday’s rotation. This was achieved by lifting mode azimuthal degeneracy in a ring resonator via the space-time modulation of the dielectric constant. The modulation frequency \( \omega_m \) allows the clock...
and anti-clock modes to resonant couple. The coupling process, analyzed by coupled mode theory \[16\], is mediated by the modulated dielectric constant. As a result, the coupled (hybridized) modes are different in character and as a consequence non-reciprocity arises.

In essence, the introduction of space-time modulation biases the system, leading to an asymmetric coupling of the space-time harmonics, which results in the non-reciprocal behaviour. This property was recently utilized to break time-reversal symmetry. Such property was exploited to design a multitude of interesting devices; for example: non-reciprocal leaky wave antenna \[17\], \[18\], circulators \[19\], \[20\], isolators \[21\] and potential devices such as metasurfaces \[22\].

In the context of an elastic media, it was shown that by properly choosing the modulation speed, a strong interaction of the space-time harmonics can be enabled; this results in the creation of a directional band-gap in one direction, while leaving propagation in the reverse direction intact \[23\]. The directional bandgap identifies a strong active parametric interaction \[24\], \[25\].

In the current article, we examine the properties of space-time modulated media in terms of the interaction of space-time harmonics from very low frequencies up to frequencies that correspond to the bandgaps, both in the forward and backward directions. The theoretical framework is based on the rigorous continued fraction approach \[4\]–\[6\]. We present a geometrical description in the \(k - \beta\) plane. The detailed analysis delves into the different space-time interactions. We also show that the bandgaps are equivalent to inelastic Brillouin-like scattering centres. The insertion loss due to scattering from a modulated slab is calculated. It is shown that due to the trade-off between the modulation index and the speed of the modulation, a lower bound is enforced on the latter. Brillouin-like scattering and the active space-time harmonics in the bandgaps allow us to explain the abrupt change in the medium extinction coefficient. Finally, a detailed FDTD analysis is developed to verify and demonstrate the intriguing properties of space-time modulated media.

In section II a generalized dispersion relation is derived for an arbitrary space-time periodic medium. For subsequent discussions, the dispersion relation is simplified by considering the fundamental harmonic of the modulation wave only. The analogy to Brillouin scattering is pointed out and the scattering centres are identified. Section III describes in detail the scattering mechanism in both the forward and backward propagation directions, the width of the bandgap as well as the insertion loss in the center of the gap are also estimated; the effect of the inelastic scattering on the extinction coefficient is also demonstrated. In section IV we provide a detailed FDTD analysis to verify the theoretical analysis.

II. SPACE-TIME DISPERSION RELATION

Here we will consider the case where the dielectric constant is modulated in both space and time as a travelling wave of the form \(\epsilon(z, t) = \epsilon(z - \nu_m t)\), where \(\nu_m\) is the modulation speed taken in the \(+z\) direction. \(\epsilon\) can be expanded in terms of its Fourier harmonics

\[\epsilon = \epsilon_0 \sum_{n=\infty}^{\infty} \epsilon_n \cos(n\omega_m t - n\beta_m z),\]  

where \(\omega_m\) and \(\beta_m\) are the temporal and spatial modulation frequencies, and are related to the modulation speed \(\nu_m\) as:

\[\nu_m = \frac{\omega_m}{\beta_m}.\]  

Seeking an \(x\) polarised TEM solution for the wave propagating along the \(z\) axis (Fig. 1), the wave equation can be written as

\[\frac{\partial^2 E_x(z, t)}{\partial z^2} = \mu_0 \frac{\partial^2 E(z, t)E_x(z, t)}{\partial t^2}.\]  

The disturbance \(E(z, t)\) in (3) is periodic in both time and space, hence we can apply Bloch-Floquet theorem to express the solution as a propagating wave \(E_0 \exp(-j[\omega t - \beta z])\) modulated by a space-time periodic function \(P(\omega_m t - \beta_m z)\); where \(\omega\) and \(\beta\) are the yet to be determined frequency and wave number. The periodic function \(P\) can in turn be written as an infinite Fourier series:

\[P(\omega_m t - \beta_m z) = \sum_{r=-\infty}^{\infty} a_r e^{-jr(\omega_m t - \beta_m z)},\]  

Therefore, the general solution assumes the form:

\[E_x(z, t) = \sum_{r=-\infty}^{\infty} a_r e^{-j[(\omega + r\omega_m) t - (\beta + r\beta_m) z]},\]  

where the arbitrary constant \(E_0\) is absorbed in \(a_r\). Substituting \(5\) and \(1\) in \(3\), and noting that \(\cos \theta = (\exp(j\theta) + \exp(-j\theta))/2\), a recursion relation between the \(a_r\) terms can be found to be

\[\sum_{s=1}^{\infty} \epsilon_s (a_{r-s} + a_{r+s}) + F_r(k, \beta) a_r = 0, \quad r \in \mathbb{Z} \]  

where

\[F_r(k, \beta) = \frac{2}{\left( \frac{\beta a + 2\pi r}{ka + 2\pi n} \right)^2},\]  

\(a = 2\pi/\beta_m\) the wavelength of the modulation, \(k\) is the unmodulated wave number \((k = \omega/c)\), \(c\) is the speed of the unmodulated medium; and \(\nu = \nu_m/c\) is the relative speed of the modulation. \(6\) represents an infinite system of linear
algebraic equations that couple the $r$th space-time (Floquet) mode to all other modes. To find the dispersion relation for a given $k$ ($\beta$), a secular (or characteristic) equation is obtained by setting the determinant of the infinitely countable system (6) to zero; hence the corresponding $\beta$ ($k$) can be calculated. When $\nu_m = 0$, $F_{-r}(k, -\beta) = F_r(k, \beta)$. Therefore the system of equations (6) is invariant under the reflection of $r$ ($r \to -r$), which means that if $(k, \beta)$ is a solution to the characteristic equation so does $(k, -\beta)$ and the modulated medium is reciprocal. However for a general $\nu_m \neq 0$, this is not the case and the medium is intrinsically non-reciprocal.

In practical situations, the expansion (1) can be truncated to the fundamental component ($\omega_m$ and $\beta_m$) only, which simplifies (6) to

$$a_{r+1} + D_r a_r + a_{r-1} = 0,$$

for $r \in \mathbb{Z}$ and

$$D_r = \frac{F_r(k, \beta)}{M} = \frac{2}{M} \left[ 1 - \left( \frac{\beta a + 2\pi r}{ka + 2\pi \nu r} \right)^2 \right],$$

where $M = \epsilon_1'/\epsilon_0'$ is the modulation index [4]. The modulated media then couples the $r$th Floquet mode with its nearest neighbour (+1 and -1 harmonics) only.

Formally, a rigorous continued fractions approach was derived to determine the dispersion relation [4, 5]. Expressing the ratio $a_r/a_{r-1}$ as a continued fraction and noting that $a_r/a_{r-1} = (a_{r-1}/a_r)^{-1}$, the secular equation can be cast into the form of a continued fraction form [4, 5]

$$G_r(ka, \beta a) \equiv \frac{1}{D_r - \frac{1}{D_{r-1} - \frac{1}{D_{r-2} - \cdots}} - \frac{1}{D_{r+1} - \frac{1}{D_{r+2} - \cdots}}} = 0. \quad (10)$$

It is worth noting that $G_r(ka, \beta a) = G_0(ka + 2\pi \nu r, \beta a + 2\pi r)$, which means that the dispersion relation can be fully obtained from any of the infinite $G_r(ka, \beta a)$ and they are all compatible.

For infinitesimally small $M \to 0$, the equations (8) decouple and the dispersion relation reduces to

$$MD_r = 0 \Rightarrow \beta + r\beta_m = \pm (\omega + r\omega_m)/c, \quad (11)$$

displacement of the modulation velocity $v_m$ may not be very close to the speed $c$ of waves in the unmodulated medium [4, 5]. Moreover, for stable operation (all solutions bounded in time), the sub-sonic condition $v_m < c$ or equivalently $\nu < 1$ must be met. This enforces an upper bound on the modulation speed $|\nu|$.

A. Brillouin Scattering Analogy

Equation (5) establishes the formal connection between space-time modulation and Brillouin Scattering. However the analogy between the two needs more discussion. Brillouin Scattering stems from the inevitable fluctuation of thermodynamic variables, which affects the macroscopic properties of the crystal lattice. However such fluctuation is random, reciprocal and wide band [8]. Nevertheless, interaction is usually negligible except for a specific crystal mode: the one that satisfies the phase matching conditions [7, 8]. Additionally, the interaction is weak, with a very small relative speed $\nu \sim 1$ ppm. Space-time modulated media can then be regarded as a Stimulated or Engineered Enhanced Brillouin Scattering. Such an analogue behaviour was recently exploited to describe the interaction of a longitudinal acoustic wave with a spatio-temporal phononic crystal [24].

B. Scattering Centres

For small values of $M$, the dispersion relation approaches (11). Figure 2(a) depicts the dispersion relation for a space only modulation medium ($\nu = 0$) and an infinitesimally small value of $M$. Comparing this to Fig. 2(b), which depicts the dispersion relation but for $M = 0.5$, reveals that the intersection points between the $MD_r = 0$ lines identify the loci of strong interactions. As will be shown, for a general

\[
\text{Fig. 2. Dispersion Characteristics for a space only modulated medium ($\nu = 0$) (a) negligibly small values of } M, \text{ the forward fundamental branch } \omega = \beta c \text{ is highlighted. The dots represent the scattering centres where interactions are possible. Scattering centres in the forward (backward) direction correspond to Stokes (Anti-Stokes) centres. (b) } M = 0.5; \text{ the forward fundamental branch } \omega = \beta c \text{ is highlighted. The rectangles identify the regions of strong harmonic scattering.}
ν ≠ 0 these points allow the incident wave to scatter in an inelastic fashion and therefore will be called the Scattering Centres. The behaviour of such interactions can be studied by considering the interaction with the r = 0 branches only. In the forward direction (β > 0), the intersection point of the r = 0 branch and another arbitrary r ≠ 0 branch can be found to be

\[ k_r^F a = \beta_r^F a = r \pi (1 + \nu) \quad \text{for } r < 0, \]

where the subscript r identifies this is the intersection with the rth branch and the superscript F emphasises that this is for a forward propagating wave (along +z axis). Similarly \( k_r^B \) and \( \beta_r^B \), the intersection with the backward branch is found to be

\[ k_r^B a = -\beta_r^B a = r \pi (1 - \nu) \quad \text{for } r > 0. \]

For reasons that will be revealed in Section III, we call the forward and backward scattering centres Stokes’ and Anti Stokes’ centres, respectively. For a forward propagating modulation, \( \nu \geq 0 \) and hence \( k_r^B < k_r^F \); the equality holds for \( \nu = 0 \): space only modulated medium. The inequality \( k_r^B < k_r^F \) means that the interaction in the backward branch occurs at a lower frequency leading the medium to become non-reciprocal. Fig. 3 presents the dispersion relation for \( \nu = 0.31 \) and two values of \( M \): \( M = 0 \) and \( M = 0.5 \). It is clear that \( k_r^B < k_r^F \).

III. SCATTERING MECHANISM

In this section we describe the conversion (scattering) process from the fundamental wave with frequency \( \omega \) and wave number \( \beta \) to its space-time harmonics with frequency \( \omega + \nu \omega_m \) and wave number \( \beta + r \beta_m \). The scattering behaviour depends on the values of \( D_r \). First, we examine the trend of \( D_r \) as a function of the input frequency \( \omega \) or the corresponding scaled value \( ka \). Toward this end, \( D_r \) is related to metric distances on the \( ka - \beta a \) plane. Referring to Fig. 4 the distances \( d_r^+ \), between an arbitrary point \((\beta a, ka)\) on the \( r = 0 \) line and the branch of \( D_r = 0 \), \( r \neq 0 \) with a positive slope is

\[ d_r^+ = \frac{|(\beta a + 2\pi r) - (ka + 2\pi \nu r)|}{\sqrt{2}} = \frac{2\pi |r|(1 - \nu)}{\sqrt{2}}, \]

which is obtained by substituting the coordinate \((\beta a, ka)\) in the expression \( ka + 2\pi \nu r - \beta a - 2\pi r \) and dividing by \( \sqrt{2} \). Similarly, the distance \( d_r^- \) between \((\beta a, ka)\) and the branch of \( D_r = 0 \) with a negative slope \((ka + 2\pi \nu r) = -(\beta a + 2\pi r)\) is

\[ d_r^- = \frac{|(\beta a + 2\pi r) + (ka + 2\pi \nu r)|}{\sqrt{2}}. \]

Therefore,

\[ M|D_r| = \frac{4d_r^+ d_r^-}{(ka + 2\pi \nu r)^2}. \]

The above Eq., together with Fig. 4 give a pictorial view of how \( |D_r| \) depends on the geometrical metrics \( d_r^+ \) and \( d_r^- \). For very small values of \( \beta a \) and \( ka \), \( |D_r| = 2/M(1 - \nu^2)/\nu^2 \) and is independent of \( r \); this means that for very low frequencies all \( |D_r| \) basically have the same value. Nevertheless as \( ka \) increases, \( D_r \) effect is radically different for waves travelling in the forward or backward directions, as will be detailed in the next two subsections.

A. Forward direction (β > 0)

For a wave travelling in the +z direction and assuming that propagation is mainly due to the \( r = 0 \) branch, \( \beta a = ka \), which is true for small values of \( M \) and away from the bandgaps highlighted in Figs. 2(b) and 3(b). Nevertheless, the general behaviour of \( D_r \) around the bandgaps can still be described using the \( \beta a = ka \) approximation; for accurate results we resort to the general secular equation (10). Fig. 5
One can then solve the truncated equation:

\[ \eta \]

Neglecting orders in \( \eta \) different from its value at \( \eta = 0 \), and \( \eta \) small values, the continued fraction in (10) has to be used to determine via \( \eta \) monotonically decreasing trend of the secular equation can be ignored. This is consistent with \( \eta \) reduces to \( \eta \approx \frac{\pi \nu^3 M^2}{1 + 2 \nu - 3 \nu^2} \), a second order in \( M \). Therefore

\[ \beta a \approx 2 \pi \nu \left( 1 + \frac{M^2 \nu^2}{2 (1 + 2 \nu - 3 \nu^2)} \right). \]  

The ratio of the amplitude of the +1 harmonic and the fundamental can be determined as

\[ \frac{a_1}{a_0} = -D_0 \approx \frac{2 M \nu}{1 + 2 \nu - 3 \nu^2}. \]  

Substituting with the typical values, \( M = 0.5, \nu = 0.3 \), the dispersion relation plotted in Figs. (2b) and (3b), where at \( \eta = 2 \pi \nu \), the dispersion relation is basically that of the unmodulated medium.

On the other hand, the interaction at \( \eta = 2 \pi (1 + \nu) \) between the fundamental and its +1 harmonic is very weak and can be neglected in the cases of interest. This conclusion is consistent with the dispersion relations plotted in Figs. (2b) and (3b), where at \( \eta = 2 \pi \nu \), the dispersion relation is basically that of the unmodulated medium.

Fig. 5. Normalized \( D_r \) as a function of the normalized frequency \( \eta = \frac{2 \pi \nu}{\nu} \) for the forward propagation.

shows the change of \( D_r \) as a function of the normalized frequency \( \eta \). For \( \eta = 0 \) (i.e. \( \eta \) increases along the \( r = 0 \) line, \( d_r \) linearly decreases (increases) and \( d_r^2 \) remains constant (refer to Fig. [5]). Additionally, the denominator of (16) quadratically decreases (increases). Therefore, for \( \eta > 0 \), the net effect of both terms keeps the trend of both terms keeps \( D_r \) monotonically decreasing. The trend of \( |D_r| \) for \( \eta < 0 \) is more dynamic; as \( \eta \) approaches the singularity at \( 2 \pi \nu, \eta \) increases without bound. However, as \( \eta \) increases further, \( |D_r| \) will decrease and eventually vanish at the Stokes’ centre \( \eta = 2 \pi (1 + \nu) \). At this point the +1 branch intersects the main branch (i.e., \( d_r = 0 \) ) and the interaction is the strongest, as was already shown in Figs. (2) and (3). For such cases where \( |D_r| \) attains small values, the continued fraction in (10) has to be used to determine \( \beta a \). Otherwise, the dispersion characteristic is determined via \( D_0 = 0 \) alone, which is equivalent to the approximation used here (\( \eta = \beta a \)).

At the first singular point \( \eta = 2 \pi \nu \), the secular equation (10) reduces to

\[ D_0 - \frac{1}{D_{r+1} - \frac{1}{D_{r+2} - \ddots}} = 0, \]  

i.e., it depends on the interaction between the main branch and the positive \( r \) space time harmonics. To find the properties and strength of this interaction, it is assumed that at \( \eta = 2 \pi \nu \), \( D_r \) for \( r > 1 \) are large enough such that their contribution to the secular equation can be ignored. This is consistent with the monotonically decreasing trend of \( \eta \), \( r > 0 \) (Fig. [5]). One can then solve the truncated equation:

\[ D_0 D_{r+1} - 1 = 0 \]  

to find \( \beta a \), evaluated at \( \eta = 2 \pi \nu \). Since \( \beta a \) is not very different from its value at \( \eta = 0 \), it can be approximated by

\[ \beta a = 2 \pi \nu + \eta, \quad |\eta| \ll 1. \]  

Neglecting orders in \( \eta \) higher than two, the truncated characteristic equation (18) is reduced to

\[ \eta^2 \left[ \frac{\gamma^2 - 1}{(2 \pi \nu)^2} + \frac{2 \gamma}{(2 \pi \nu)^2} \right] + \eta^2 \frac{1}{\pi \nu} - \left( \frac{M}{2} \right)^2 = 0, \]  

where \( \gamma = (\nu + 1)/2\nu \) and is always greater than one (since \( \nu < 1 \)). The type of the solution is determined by the radical, which for the case in hand, is always positive. Hence, \( \eta \) is real, indicating a passive exchange of power between the wave at normalized frequency \( \eta = 2 \pi \nu \) and its space-time harmonic \( \eta = 2 \pi \nu = 2 \pi \nu \nu \). This interaction corresponds to a weak second harmonic generation. To estimate the magnitude of the interaction (i.e., finding \( \eta \)), one notices that for \( \eta^2 \ll |\eta| \)

\[ \eta \approx \frac{\pi \nu^3 M^2}{1 + 2 \nu - 3 \nu^2}, \]  

a second order in \( M \). Therefore

\[ \beta a \approx 2 \pi \nu \left( 1 + \frac{M^2 \nu^2}{2 (1 + 2 \nu - 3 \nu^2)} \right). \]  

The ratio of the amplitude of the +1 harmonic and the fundamental can be determined as

\[ \frac{a_1}{a_0} = -D_0 \approx \frac{2 M \nu}{1 + 2 \nu - 3 \nu^2}. \]  

Substituting with the typical values, \( M = 0.5, \nu = 0.3 \), \( a_1/a_0 \approx 0.07 \), a very small number. Therefore, it can be concluded that the interaction between the fundamental and its +1 harmonic is very weak and can be neglected in the cases of interest. This conclusion is consistent with the dispersion relations plotted in Figs. (2b) and (3b), where at \( \eta = 2 \pi \nu \), the dispersion relation is basically that of the unmodulated medium.

On the other hand, the interaction at \( \eta = 2 \pi \nu \) between the fundamental and its -1 harmonic is much stronger. In general the first interaction (with the -1 harmonic) is the strongest and provides the wider bandwidth. For this reason and because it is straightforward to find closed form expressions, we will restrict our attention to the -1 harmonic interaction. At \( \eta = 2 \pi (1 + \nu) \), \( D_{-1} \) is small (inset of Fig. [5]) to the extent that the dispersion relation (10) can be truncated to

\[ D_0 D_{-1} - 1 = 0 \]  

Letting \( \beta a = \eta = \pi (1 + \nu) + \eta, \) where \( |\eta| \ll \pi (1 + \nu) \), \( \eta \) can be approximated to

\[ \eta = \pm j \pi (1 - \nu^2)^{1/2} M/4. \]  

In terms of the wave number

\[ \beta = k (1 \pm j \alpha_F), \]  

where

\[ \alpha_F = \frac{M}{4} \left[ \frac{1 - \frac{\omega m}{\omega}}{\omega} = \frac{M}{4} \right] \]  

(24)

Unlike (22), \( \eta \) is imaginary and first order in \( M \), indicating a strong active interaction [25]. The amplitude of the -1 harmonic can be found to be

\[ \frac{a_{-1}}{a_0} = -D_0 = \pm j \sqrt{\frac{1 - \nu}{1 + \nu}} \equiv \pm j b, \]  

which, unlike (24), does not depend on \( M \).

The general solution can be written as follows [3]

\[ E_x = a_+ E_{x+} + a_- E_{x-}, \]  

(29)
where
\[ E_{x\pm} = \left( e^{-j(\omega t - k_1 z)} \pm jbe^{-j(\omega - \omega_m) t - \beta_1 z} \right) e^{\pm \alpha_F k_1 z}. \] (30)

Please note that the above general solution assumes that the contributions from other branches are ignored (ignoring the multi-valued character of \( k(\omega) \)). Noting that [3]
\[ \frac{\omega}{k} = \frac{\omega - \omega_m}{k - \beta_m}, \] (31)

the characteristic impedances of the space-time medium at frequencies \( \omega \) and \( \omega - \omega_m \) are
\[ Z_0 = \frac{\bar{Z}}{1 \pm j\alpha F} \] (32)
and
\[ Z_1 = \frac{-\bar{Z}}{1 \pm j\alpha F / (1 - \omega_m / \omega)} \] (33)
respectively, and \( \bar{Z} = \omega \mu_0 / k \) is the impedance of the unmodulated medium.

According to (31), the fundamental and scattered waves have phase velocities which are equal in magnitude but opposite in direction. Moreover, the sign of \( Z_1 \) is negative implying that the scattered wave is travelling in the \(-z\) direction. This is consistent with Coupled Mode Theory predictions where active interaction is possible between waves which have the same magnitude of phase velocity and energy flow is contradiction [26]. Additionally, the phase matching conditions automatically emerge:
\[ \omega_S = \omega - \omega_m \] (34)
\[ \beta_S = \beta - \beta_m. \] (35)

Since the scattered wave is red-shifted (lower in frequency), it corresponds to a Stokes’ wave, which explains why the scattering centre was named Stokes’ centre earlier in Section II.

Considering the situation depicted in Fig. 6 where a wave of frequency \( \omega \) impinges the modulated medium of length \( d \). The tangential fields \( E_x \) and \( H_y \) are continuous at the interfaces \( z = 0 \) and \( z = d \). Approximating the impedance of the fundamental and +1 harmonic to \( \bar{Z} \) and \( -\bar{Z} \), respectively as shown in the Fig., the amplitude \( D \) of the transmitted wave is found to be
\[ D = e^{-\alpha_F k_1 d} \] (36)
and the total attenuation, ATT, of the modulated medium in Nepers is
\[ \text{ATT} = \alpha_F k_1 d = \frac{\pi}{4} M \sqrt{1 - \nu^2} \frac{d}{a}, \] (37)
which reveals interesting conclusions. As expected the attenuation is directly proportional to \( M \), but decreases as the modulation speed \( \nu_m \) increases. It is then desirable to make \( \nu_m \) as small as possible. However, as will be shown in the subsection C, \( \nu_m \) has a lower bound determined by non-reciprocity. Additionally, from (37) the attenuation is proportional to the normalized length of the medium (normalized to the modulation wavelength); hence suggesting that to have an efficient scattering the modulation wavelength \( a \) should be as small as possible. However, this might be constrained by the lower or upper bound of \( \nu_m \).

B. Backward Direction (\( \beta < 0 \))

For the backward propagation \( \beta < 0 \), the \( D_r \) values along the \( \beta a = -ka \) line assume the form
\[ \frac{|MD_r|}{2} = \left| 1 - \left( \frac{1 - ka/2\pi r}{\nu + ka/2\pi r} \right)^2 \right|. \] (38)

Fig. 7 shows how \( D_r \) changes as a function of the input frequency. Although the \( D_r \) trend in Fig. 7 look similar to Fig. 5 there are some fundamental differences which do not allow the backward propagation to be treated as the mere dual of the forward one. First, for the forward propagation, at the singularity \( ka = 2\pi \nu \) the interaction is with the \( r > 0 \) harmonics only. As a result, it was shown in the previous subsection that the +1 harmonic interacts passively with the fundamental. Additionally, it is not possible to position the singularity at the Stokes’ scattering centre \( ka = \pi(1 + \nu) \). However for backward propagation, the singularity is still at \( ka = 2\pi \nu \). Additionally, choosing \( \nu = 1/3 \) positions the singularity at the Anti-Stokes’ centre, hence limiting the scattering to be strictly with the \( r > 0 \) harmonics only. Similar to the analysis of the previous subsection, the truncated secular equation
\[ D_0 D_{-1} - 1 = 0 \] (39)
can be solved to find the propagation constant \( \beta_a = -ka + \eta \) at \( ka = \pi(1 - \nu) \). Neglecting terms of order higher than \( \eta^2 \), \( \eta \) is found to be

\[
\eta = \pm j\pi \left(1 - \nu^2\right)^{1/2} \frac{M}{4},
\]

identical to (25). In terms of the wave numbers

\[
k = k_0 \left(1 \pm j\alpha_B\right),
\]

where

\[
\alpha_B = \frac{M}{4} \sqrt{1 + \frac{\omega_m}{\omega}}.
\]

Similarly,

\[
a_1\alpha_0 = \pm j\sqrt{\frac{1 + \nu}{1 - \nu}} \equiv \pm jb.
\]

For small values of \( M \), Fig. 8 shows the situation where the modulated medium is impinged by a wave at frequency \( \omega \). It is worth to notice that the two situations depicted in Figs. 6 and 8 represent waves which have different frequencies. In the forward direction the wave is at a normalized frequency \( \pi(1 + \nu) \), while in the backward direction its normalized frequency is \( \pi(1 - \nu) \).

The backward attenuation takes a form identical to (37), but at a normalized frequency of \( ka = \pi(1 - \nu) \). This means that by the proper selection of \( M \) and \( \nu \) the medium acts as non-reciprocal bandstop filter, where the forward and backward stop bands can occur at different frequency ranges. The scattered wave is an Anti-Stokes wave and the interaction automatically satisfies the phase matching conditions

\[
\omega_A = \omega + \omega_m, \quad \beta_A = \beta + \beta_m.
\]

\textbf{C. Width of Directional Bandgap}

The width of the directional bandgap determines the bandwidth at which the medium exhibits strong non-reciprocity. It also sets the lower bound on the modulation speed \( \nu \). To demonstrate non-reciprocity in one direction only, the forward and backward bandgaps must not overlap. Hence

\[
\frac{\Delta_F + \Delta_B}{2} < 2\pi\nu,
\]

where \( \Delta_F \) and \( \Delta_B \) are the directional bandgaps in the forward and backward directions, respectively. At the band edges \( \beta_a = \pi(1 \pm \nu) \) (Fig. 9). Substituting these values in the corresponding secular equations (24) and (39), it can be found that to second order:

\[
\Delta_F = \Delta_B = \pi \left(1 - \nu^2\right)^{1/2} \frac{M}{2}.
\]

Therefore, the minimum value of \( \nu \) is determined from the inequality (46) to be

\[
\nu_{\text{min}} = M/4,
\]

which is identical to the value determined in [23] for modulated elastic media. Therefore for optimum non-reciprocal behaviour

\[
\frac{M}{4} < \nu < 1.
\]

\textbf{D. Complex Refractive Index,} \( \tilde{n} = n + j\kappa \)

At an arbitrary incident frequency \( \omega \), the complex wavevector \( \tilde{k} \) can be written as

\[
\tilde{k} = \tilde{n}k,
\]

where \( \tilde{n} = n + j\kappa \) is the complex refractive index. The imaginary part determines the efficiency of the power scattered by the space-time harmonics (forward: \( \omega - \omega_m \), backward \( \omega + \omega_m \)). Using the dispersion relation (10), the refractive index is calculated for the forward and backward directions as shown in Fig. 10. For the calculations, 20 terms were used to compute the continued fractions; usually four of five terms are enough, as the continued fractions rapidly converge.

From Fig. 10, it is clear that the optical property of the medium is non-reciprocal; absorption occurs at different input frequencies. Additionally, the widths of the Stokes and Anti Stokes Centres are basically the same because \( \Delta_F = \Delta_B \) as was already determined in the previous subsection.

\textbf{IV. FDTD ANALYSIS}

The space-time dependence of the permittivity was used to modify the update equations of the FDTD formalism to determine the propagation and scattering behaviour of a space-time modulated medium. For more details on the
Fig. 10. Refractive index and extinction coefficient of waves having normalized frequency \(ka\). (a): Forward direction. (b): Backward direction (the real part of the refraction coefficient is negative to emphasize that the wave is travelling in the \(-z\) direction). The dark and bright bands on top of the extinction coefficient plots depict the situations when the medium is opaque or transparent, respectively.

FDTD implementation please refer to the Appendix. Fig. 11(a) presents the scenario where \(ka = \pi(1 - \nu)\) and the modulation travels in the \(-z\) direction. In this case, the incident wave interacts with its +1 harmonic, which scatters energy back in the \(-z\) direction, as is clear after inspecting the frequency spectrum of the scattered field. At this point, the scattered wave is the Anti-Stokes wave in Brillouin Scattering. However if the modulation speed was inverted as in Fig. 11(b), the modulation and incident waves are co-directional. In this case, as shown in Fig. 11(b), propagation is not disturbed and the medium is transparent. Hence, the medium is non-reciprocal at \(ka = \pi(1 - \nu)\), in agreement with the analytical predictions.

To demonstrate that scattering occurs only inside the bandgap, Fig. 12 depicts three different situations, where the FDTD algorithm was used to determine the wave propagation behaviour for an input wave of \(ka = 0.8\pi(1 - \nu)\), \(ka = \pi(1 - \nu)\) and \(ka = 1.2\pi(1 - \nu)\), when \(M = 0.1\) and \(\nu = 0.1\). The first and last frequencies are outside the bandgap. As expected, strong Brillouin-like scattering occurs when \(ka = \pi(1 - \nu)\) only. For the other two out-of-band frequencies (\(ka = 0.8\pi(1 - \nu)\) and \(ka = 1.2\pi(1 - \nu)\)) the medium is transparent, demonstrated by 0 dB in the transmission spectra in Figs. 12(a) and (c).

According to Eqs. 42 and 41 the field at \(\omega\) is actively converted to the one at \(\omega_A = \omega + \omega_m\). To demonstrate this, Fig. 13 presents the fields calculated at both frequencies. These plots are determined from the FDTD computations, after applying Fourier transform. The plots do indeed verify that the conversion is exponential; the incident fields are scattered into the \(\omega + \omega_m\) frequency (blue-shifted), which bounces back to the source. Additionally, the envelopes of the two waves, determined from 42, 41 and 43 match the FDTD calculations.
As discussed earlier, the modulation results in a bandgap, where scattering is the strongest at the centre of the gap and decreases until it eventually becomes zero at the band edges. In Fig. 14 we plot the FDTD calculated insertion loss for different input frequencies inside the gap, superimposed on the calculated dispersion characteristics determined by (10). As Fig. 14 shows, the insertion loss is maximum at the centre of the bandgap and becomes negligible small at the band edges.

V. CONCLUSION

A systematic analysis of the harmonics interactions present in a space-time modulated medium is carried out over a frequency range which extends from DC up to around the bandgaps in both the forward and backward directions. It is demonstrated that a passive second harmonic generation process does occur due to the singularity in the secular equation. However such behaviour is very weak and can be ignored. On the other hand, bandgaps in the forward and backward directions are created due to the active parametric interaction of an incident wave with its space-time harmonics. In this regime, the interaction can be described using a Brillouin-like scattering process. The strength of scattering from a bandgap as well as its width were determined. To have an optimal full non-reciprocal behaviour, the modulation speed may not be below a certain threshold which is a function of the modulation index. Finally FDTD was used to verify the theoretical results and findings.

APPENDIX

FDTD IMPLEMENTATION

As depicted in Fig. 15 the medium is excited by an incident wave travelling in the +z direction, which is applied at a Total Field/Scattered Field (TF/SF) interface. To the right of the interface is the total field region. The grid is terminated from both sides by absorbing boundaries. The electric and magnetic fields are polarized in the x and y directions, respectively to guarantee that the wave propagates in the +z direction. Taking into account the space time variation of the dielectric constant $\epsilon$, the FDTD discretized form of Ampere’s law can be written in terms of Courant number $S_c \equiv c \Delta t / \Delta x$ (where $\Delta t$ and $\Delta x$ are the discretized spatial and temporal step, respectively) as:

\[
(E_x)^{q+1}_{m} = \frac{\epsilon_0}{\epsilon_m} (E_x)^q_m + \frac{\eta_0 S_c}{\epsilon_m} \left( (H_y)^{q+1/2}_{m+1/2} - (H_y)^{q+1/2}_{m-1/2} \right).
\]

Here the superscript and subscript indicate the time and spatial steps, respectively; $\eta_0$ is the impedance of free space, and $\epsilon_0$ is the relative permittivity at grid point $m$ at time $q \Delta t$. The update equation of the magnetic field is obtained via the discretization of Faraday’s law:

\[
(H_y)^{q+1/2}_{m+1/2} = (H_y)^{q-1/2}_{m+1/2} - \frac{S_c}{\eta_0} ((E_x)^q_{m+1} - (E_x)^q_m).
\]

The TF/SF plane is positioned between an H and E nodes. Hence the update equation for the H node at $b - 1/2$ and E node at $b$ are amended by the following equations:

\[
(H_y)^{q+1/2}_{b-1/2} = (H_y)^{q-1/2}_{b-1/2} + \frac{S_c}{\eta_0} E_{inc}^{oz} \cos(\omega q \Delta t)
\]

\[
(E_x)^{q+1}_b = (E_x)^{q+1}_b + \frac{S_c}{\epsilon_0} E_{inc}^{oz} \cos(\omega (q + 1/2) \Delta t + k \Delta x_2),
\]
where $E_{\text{inc}}$ is the electric field of the incident wave, $\omega$ and $k$ are its frequency and wave number, respectively. In the above eqns., the incident electric field is referenced to the position $b\Delta z$ (i.e., $E = E_{\text{inc}} \cos(\omega t - k(z - b))$).
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