Abstract—We propose a framework to analyze and quantify the bias in adaptive data analysis. It generalizes that proposed by Russo and Zou’15, applying to measurements whose moment generating function exists, measurements with a finite p-norm, and measurements in general Orlicz spaces. We introduce a new class of dependence measures which retain key properties of mutual information while more effectively quantifying the exploration bias for heavy tailed distributions. We provide examples of cases where our bounds are nearly tight in situations where the original framework of Russo and Zou’15 does not apply.

Theorem 1. [1] Prop. 3.1] If $\phi_i - \mu_i$ is $\sigma$-sub-Gaussian for each $i \in \{1, 2, \ldots, n\}$, then
\[ |E[\phi_T - \mu_T]| \leq \sigma \sqrt{2I(T; \phi)}, \tag{1} \]
where $I(T; \phi)$ denotes the mutual information between $T$ and $\phi$.

Moreover, Russo and Zou [1] argued that for certain selection rules $T$ that are variants of selecting the maximum among $\{\phi_1, \phi_2, \ldots, \phi_n\}$, this bound is tight for Gaussian and exponential distributions. Indeed, if $\phi_i \overset{i.i.d.}{\sim} N(0, \sigma^2)$ and $T = \arg\max_i \{\phi_1, \phi_2, \ldots, \phi_n\}$, it is well known that
\[ \frac{\phi_T}{\sigma \sqrt{2 \ln n}} \xrightarrow{a.s.} 1 \quad \text{as} \quad n \to \infty, \tag{2} \]
and $I(T; \phi) = H(T) = \ln n.$

The interested readers are referred to Russo and Zou [1] for variations on this bound and its applications. Our work is motivated by the observations that
1) Theorem [1] assumes sub-Gaussian distributions, whereas in many real world applications, such as natural language processing and e-commerce recommendation systems, the measurements follow long-tail distributions which are neither sub-Gaussian nor sub-exponential;
2) Lower bounds corresponding to Theorem [1] were proved for some specific selection rules and assuming Gaussian distributions in [1].

In this context, our main contributions are the following:
• We generalize Theorem [1] to all distributions with a non-trivial moment generating function. We show that for such distributions, the bound on the right hand side of (1) is replaced by a function $f(I(T; \phi)).$ For Gaussian random variables the function specializes to $f(x) = \sigma \sqrt{2x}$.
• We introduce a new class of dependence measures $I_\alpha(X; Y)$ paralleling mutual information. Concretely, for $1 \leq \alpha < \infty$, we define
\[ I_\alpha(X; Y) = D_{\phi_\alpha}(P_{XY} \| P_X P_Y), \tag{3} \]
where $D_{\phi_\alpha}(P\|Q)$ is the $\phi$-divergence generated by the convex function $\phi_\alpha(x) = |x| \alpha$. Clearly $I_\alpha(X; Y) \geq 0$ and $I_\alpha(X; Y) = 0$ if and only if $X$ and $Y$ are independent. It satisfies the following.

Lemma 1. Suppose $X$ takes values in a finite alphabet $|\mathcal{X}|$, while $Y$ is arbitrary. Then
\[ I_\alpha(X; Y) \leq 1 + \sum_{x \in \mathcal{X}} \left[\frac{P_X(x)}{P_Y(x)} \right]^\alpha \left(\frac{1}{P_X(x)} - 1\right), \tag{4} \]
which is tight iff $X$ is a function of $Y$. In particular,
\[ I_\alpha(X; Y) \leq \frac{|\mathcal{X}| - 1}{|\mathcal{X}|} \left[\left(|\mathcal{X}| - 1\right)^{\alpha - 1} + 1\right] < 1 + |\mathcal{X}|^{\alpha - 1} \tag{5} \]
for $1 \leq \alpha \leq 2$.

We show that these measures arise in bounding the exploration bias for distributions whose moment generating

---

[1] A generalization to sub-exponential distributions, which does not follow the form of the inequality in Theorem [1], was also presented in [1]. It is tightened by Corollary [3] of this paper.
functions do not exist. We present theorems paralleling Theorem 1 for such heavy tailed distributions, and construct examples implying that our bounds are essentially tight for a sequence of non-Gaussian heavy tailed distributions. Our results imply that mutual information is not fundamental to bounding exploration bias, and one should apply different functionals for distributions with different tail behaviors. We conclude with connections to the literature of maximal inequalities and a generalization to random variables in any Orlicz spaces.

II. Preliminaries

The cumulant generating function of a random variable \( X \) is defined as

\[
\psi(\lambda) = \ln E e^{\lambda X}, \lambda \geq 0. \tag{6}
\]

We assume that there exists a \( \lambda > 0 \) such that \( E e^{\lambda X} < \infty \). It follows from Hölder’s inequality that there exists an interval \((0, b), 0 < b \leq \infty \) such that \( \psi(\lambda) < \infty \) for all \( \lambda \in (0, b) \), and \( \psi(\lambda) \) is convex on this interval.

A random variable is called \( \sigma \)-sub-Gaussian if \( E e^{\lambda X} \leq e^{\frac{\lambda^2 \sigma^2}{2(1-\sigma \lambda)}} \) for all \( \lambda \in \mathbb{R} \). A random variable is called sub-exponential with parameter \((\sigma, b)\) if \( E e^{\lambda X} \leq e^{\frac{\lambda^2 \sigma^2}{2(1-\sigma \lambda)}} \) for all \( 0 \leq \lambda < \frac{1}{\beta} \). A random variable is called sub-gamma on the right tail with variance factor \( \sigma^2 \) and scale parameter \( c \), i.e. \( \Gamma_+(\sigma^2, c) \) if

\[
\psi(\lambda) \leq \frac{\lambda^2 \sigma^2}{2(1-\sigma \lambda)} \quad \text{for all } 0 < \lambda < \frac{1}{c}. \tag{7}
\]

We note that the \( \chi^2 \) distribution with \( p \) degrees of freedom belongs to \( \Gamma_+(2p, 2) \).

The \( \beta \)-norm of a random variable \( X \) for \( \beta \geq 1 \) is defined as

\[
\|X\|_\beta = \begin{cases} 
(\mathbb{E}|X|^\beta)^{1/\beta} & 1 \leq \beta < \infty \\
\text{ess sup}|X| & \beta = \infty
\end{cases}, \tag{8}
\]

where the essential supremum is defined as

\[
\text{ess sup } X = \inf \{M : \mathbb{P}(X > M) = 0\}. \tag{9}
\]

The Fenchel–Young inequality states that for any function \( f \) and its convex conjugate \( f^* \), we have

\[
f(x) + f^*(y) \geq \langle x, y \rangle, \quad \text{for all } x \in X, y \in X^*, \tag{10}
\]

which follows from the definition of convex conjugate \( f^*(y) = \sup_{x \in X} \{\langle x, y \rangle - f(x)\} \). It follows from the Fenchel–Moreau theorem that \( f = f^{**} \) if and only if \( f \) is convex and lower semi-continuous.

Csiszár [2], and independently Ali and Silvey [3], introduced \( \phi \)-divergences defined as follows:

**Definition 1** (\( \phi \)-divergence). The general form of \( \phi \)-divergences is

\[
D_\phi(P\|Q) = \int \phi \left( \frac{dP}{dQ} \right) dQ, \tag{11}
\]

where \( \phi : \mathbb{R}_{\geq 0} \mapsto \mathbb{R} \) is a convex and lower semi-continuous function and satisfies \( \phi(1) = 0 \).

It is clear that \( D_\phi(P\|Q) = D_{KL}(P\|Q) \) when \( \phi(x) = x \ln x - x + 1 \).

For two nonnegative sequences \( \{a_n\} \) and \( \{b_n\} \), we say \( a_n \preceq b_n \) if there exists a constant \( C > 0 \) such that \( \limsup_n \frac{a_n}{b_n} \leq C \). We say \( a_n \succeq b_n \) if \( b_n \preceq a_n \).

III. Main Results

**Theorem 2.** Suppose \( \phi_i - \mu_i \) has cumulant generating function upper bounded by \( \psi_i(\lambda) \) over domain \([0, b_i]\) where \( 0 < b_i \leq \infty \). Suppose \( \psi_i(\lambda) \) is convex, \( \psi_i(0) = \psi_i^\prime(0) = 0 \). Define the expected cumulant generating function \( \bar{\psi}(\lambda) \) as

\[
\bar{\psi}(\lambda) = \mathbb{E}_T \psi_T(\lambda), \lambda \in [0, \min b_i). \tag{12}
\]

Then,

\[
\mathbb{E}[\phi_T - \mu_T] \leq (\bar{\psi})^{-1}(I(T; \phi)), \tag{13}
\]

where \( (\bar{\psi})^{-1} \) is the inverse of the convex conjugate of the function \( \bar{\psi} \).

**Theorem 3.** Suppose \( \phi_i - \mu_i \) has its \( \beta \)-norm upper bounded by \( \sigma_i \), where \( 1 < \beta \leq \infty \). Define \( \alpha_i \), the conjugate of \( \beta \) via relation \( \frac{1}{\alpha_i} + \frac{1}{\beta} = 1 \). Then,

\[
|\mathbb{E}[\phi_T - \mu_T]| \leq \|\sigma_T\|_\beta |I_\alpha(T; \phi)|^{1/\alpha}. \tag{14}
\]

Moreover, for \( \beta = 2 \), we have

\[
|\mathbb{E}[\phi_T - \mu_T]| \leq \|\sigma_T\|_2 2\sqrt{n-1}, \tag{15}
\]

and for \( 2 < \beta \leq \infty \) \((1 \leq \alpha < 2)\), we have

\[
|\mathbb{E}[\phi_T - \mu_T]| \leq \|\sigma_T\|_\beta (1 + n^{\alpha-1})^{1/\alpha} \leq 2^{1/\beta} \|\sigma_T\|^{1/\beta}. \tag{17}
\]

**Corollary 1.** [1 Prop. A.1] Suppose \( \phi_i - \mu_i \) is \( \sigma_i \)-sub-Gaussian. Then,

\[
\mathbb{E}[\phi_T - \mu_T] \leq \|\sigma_T\|_2 \sqrt{2I(T; \phi)}. \tag{18}
\]

**Proof.** Applying Theorem 2 with \( \phi_i(\lambda) = \frac{\lambda^2 \sigma^2}{2} \), we have \( \bar{\psi}(\lambda) = \sqrt{2e\mathbb{E}_T \sigma_T^2} \). Computing the convex conjugate of \( \bar{\psi}(\lambda) \) leads us to

\[
(\bar{\psi})^{-1}(\lambda) = \sqrt{2e\mathbb{E}_T \sigma_T^2}, \tag{19}
\]

which proves the corollary.

**Corollary 2.** Suppose \( \phi_i - \mu_i \) are sub-Gamma random variables belonging to \( \Gamma_+(\sigma^2, c) \). Then,

\[
\mathbb{E}[\phi_T - \mu_T] \leq \sigma \sqrt{2I(T; \phi)} + c I(T; \phi). \tag{20}
\]

**Corollary 3.** Suppose \( \phi_i - \mu_i \) is sub-exponential with parameter \((\sigma, b)\). Then,

\[
\mathbb{E}_T[\phi_T - \mu_T] \leq \begin{cases} \sigma \sqrt{2I(T; \phi)} & \text{if } I(T; \phi) \leq \frac{b^2}{2\sigma^2} \\ bI(T; \phi) + \frac{\sigma^2}{2\sigma^2} & \text{otherwise} \end{cases}. \tag{21}
\]
Note that Corollary 2 is a strengthened version of Prop. A.2.]

IV. THE PATH FROM THEOREM 1 TO OUR MAIN RESULTS

Underlying the proof of [1 Prop. 3.1] is the Donsker–Varadhan variational representation of relative entropy stated below, and the data processing property of KL divergence.

**Lemma 2** (Donsker–Varadhan). Let $P, Q$ be probability measures on $\mathcal{X}$ and let $C$ denote the set of functions $f : \mathcal{X} \to \mathbb{R}$ such that $\mathbb{E}_Q[e^{f(X)}] < \infty$. If $D(P||Q) < \infty$ then for every $f \in C$ the expectation $\mathbb{E}_P[f(X)]$ exists and furthermore

$$D_{KL}(P||Q) = \sup_{f \in C} \mathbb{E}_P[f(X)] - \ln \mathbb{E}_Q[e^{f(X)}],$$

where the supremum is attained when $f = \ln \frac{dP}{dQ}$.

It is clear that the application of Lemma 2 relies on existence of the cumulant generating function but not sub-Gaussianity. It leads to the following proof of Theorem 2. Theorem 2 can also be viewed as an application of the transportation lemma [4 Lemma 4.18].

**Proof.** (of Theorem 2) Applying Lemma 2 and setting $P = P_{\phi_i|T=i}, Q = P_{\phi_i}$, $f = \lambda(\phi_i - \mu_i), \lambda > 0$, we have

$$\lambda(\mathbb{E}^i_\phi[T = i] - \mu_i) = \mathbb{E}_P f$$

$$\leq \ln \mathbb{E}_Q e^{f} + D_{KL}(P_{\phi_i|T=i}||P_{\phi_i})$$

$$\leq \psi_i(\lambda) + D_{KL}(P_{\psi_i|T=i}||P_{\phi_i}),$$

where in the last step we have used the fact that the cumulant generating function of $\phi_i - \mu_i$ is upper bounded by $\psi_i(\lambda)$, and the data processing inequality for the relative entropy.

Taking expectation with respect to $T$ on both sides, we have

$$\lambda \mathbb{E}^i_\phi(\phi_T - \mu_T) \leq \bar{\psi}(\lambda) + I(T; \phi),$$

which implies

$$\mathbb{E}(\phi_T - \mu_T) \leq \frac{\inf_{\lambda \in [0, \min_i b_i]} \bar{\psi}(\lambda) + I(T; \phi)}{\lambda}$$

$$= (\bar{\psi})^{-1}(I(T; \phi)),$$

where in the last step we have used Lemma 2.4. [1]

It is interesting to consider how one can generalize Theorem 2 to distributions whose moment generating functions do not exist. Intuitively, a natural generalization of Lemma 2 would lead to generalizations of Theorem 2. In particular, the generalization of Lemma 2 should involve some $\phi$-divergence, since $\phi$-divergences are the only decomposable divergences that satisfy the data processing inequality for alphabet at least three [5], and the data processing property is needed in the proof of Theorem 2.

The literature consists of two generalization paths from the Donsker–Varadhan theorem: one is to go through the Fenchel–Young inequality in convex duality theory, and the other is to go through H"older’s inequality. It is intriguing that both generalizations lead to the same results presented in Theorem 3.

A. Generalization through H"older’s inequality

We first present the generalization path through H"older’s inequality investigated in [6]. Note that $\mathbb{E}_P f = \lim_{\alpha \to 0^+} \frac{1}{\alpha} \ln \int e^{\alpha f} dP$. Applying H"older’s inequality, we have

$$\int e^{\alpha f} dP = \mathbb{E}_Q e^{\alpha f} dP$$

$$\leq (\mathbb{E}_Q e^{\alpha f})^{1/\beta}(\mathbb{E}_Q dP)^{\gamma/\gamma},$$

where $\frac{1}{\beta} + \frac{1}{\gamma} = 1, \beta > 1, \gamma > 1$. Similar arguments were also used in [7].

Defining $c = \alpha \beta > \alpha$, rearranging terms, taking logarithm and dividing both sides by $\alpha$, we have

$$\frac{1}{\alpha} \ln \int e^{\alpha f} dP \leq \frac{1}{c} \ln \mathbb{E}_Q e^{\alpha f} + \frac{c - \alpha}{\alpha} \ln \mathbb{E}_Q \left(\frac{dP}{dQ}\right)^{c/\gamma}.$$

It is clear that (31) is a generalization of Lemma 2. Indeed, taking $\alpha \to 0^+, c = 1$, we have

$$\mathbb{E}_P f \leq \ln \mathbb{E}_Q e^{\alpha f} + D(P||Q).$$

Now we present a proof of Theorem 3 using H"older’s inequality.

**Proof.** (of Theorem 3) Setting $P = P_{\phi_i|T=i}, Q = P_{\phi_i}$, $\Delta_i = \phi_i - \mu_i$ and noting that $\mathbb{E}_Q \Delta_i = 0$, it follows from H"older’s inequality that

$$|\mathbb{E}^i_\phi \Delta_i| = \left|\mathbb{E}^i_\phi \frac{dP}{dQ} \right|$$

$$= \left|\mathbb{E}^i_\phi \left( \frac{dP}{dQ} - 1 \right) \right|$$

$$\leq (\mathbb{E}_Q |\Delta_i|^{\beta})^{1/\beta} \left(\mathbb{E}_Q \left| \frac{dP}{dQ} - 1 \right|^\alpha \right)^{1/\alpha},$$

which implies

$$|\mathbb{E}^i_\phi [T = i] - \mu_i| \leq \sigma_1 D_{\phi_i}^{1/\alpha} (P_{\phi_i|T=i}||P_{\phi_i})$$

$$\leq \sigma_1 D_{\phi_i}^{1/\alpha} (P_{\phi_i|T=i}||P_{\phi}),$$

where in the last step we used the data processing inequality of the $\phi_i$-divergence.

If $\beta = \infty$, we have $\alpha = 1$ and

$$|\mathbb{E}^i_\phi [T = i] - \mu_i| \leq \max_i \sigma_i I_1(T; \phi)$$

$$= \|I_T\|_\infty I_1(T; \phi).$$

Taking expectations with respect to $T$ on both sides, we have

$$|\mathbb{E}[\phi_T - \mu_T]| \leq \max_i \sigma_i I_1(T; \phi) = \|I_T\|_\infty I_1(T; \phi).$$

If $1 \leq \beta < \infty$, applying Young’s inequality to (37), we have

$$\mathbb{E}^i_\phi [T = i] - \mu_i \leq \inf_{\lambda > 0} \frac{1}{\lambda} \left[\frac{\beta}{\beta - 1} \lambda^\beta + \frac{\alpha}{\alpha - 1} \frac{D_{\phi_i}(P_{\phi_i|T=i}||P_{\phi})}{\alpha} \right].$$
Taking expectations on both sides with respect to $T$, and using $E \inf_{\lambda} X_\lambda \leq \inf_{\lambda} E X_\lambda$, we have

$$
|E(\phi_T - \mu_T)| \leq \inf_{\lambda > 0} \left( \frac{\lambda^\|\sigma_T\|^\beta}{\beta} + \frac{I_\alpha(T; \phi)}{\alpha} \right) \tag{42}
$$

$$
= |\sigma_T\| f_0^{1/\alpha}(T; \phi). \tag{43}
$$

The remaining results in Theorem 5 follow from Lemma 1.

B. Generalization through the Fenchel–Young inequality

We have the following natural variational representation of $\phi$-divergences which is well known in the literature [8].

$$
D_\phi(P||Q) = \int \phi \left( \frac{dP}{dQ} \right) dQ \tag{44}
$$

$$
= \int \sup_f \left( \frac{dP}{dQ} \phi(f) \right) dQ \tag{45}
$$

$$
\geq E_P f - E_Q \phi(f), \tag{46}
$$

if $E_Q \phi(f)$ exists. The equality is attained when $f = \phi' \left( \frac{dP}{dQ} \right)$.

Note that specializing the variational representation above to $\phi(x) = x \ln x - x + 1$ cannot directly lead us to the Donsker–Varadhan result. Indeed, after taking $\phi(x) = x \ln x - x + 1$, we have

$$
D_{KL}(P||Q) = \sup_f E_P[f(X)] - \left( E_Q[E_f(X)] - 1 \right), \tag{47}
$$

which is weaker than the Donsker–Varadhan result since $\ln E_Q[e_f(X)] \leq E_Q e_f(X) - 1$. This phenomenon was already observed in the literature [9]. Indeed, it is because in the KL divergence case $E_Q e_f - 1$ is in fact the convex conjugate of the convex function $D(\cdot||Q)$ when $P$ takes value in the space of all measures, but $\ln E_Q e_f$ is the convex conjugate of $D(\cdot||Q)$ when $P$ is constrained to be a probability measure. Indeed, shrinking the primal space would decrease the convex conjugate. Also, it is clear that (47) cannot be used to derive Theorem 2.

However, we can obtain the Donsker–Varadhan result from (46). Indeed, we have

$$
D_{KL}(P||Q) = \sup_f E_P[f(X)] - \left( E_Q[E_f(X)] - 1 \right) \tag{48}
$$

$$
\geq E_P f + \lambda - \left( E_Q\{e_f(X)\} - 1 \right). \tag{49}
$$

Setting $E_Q\{e_f(X)\} = 1$, we have $\lambda = -\ln E_Q\{e_f(X)\}$. It suffices to verify that $f + \lambda = f - \ln E_Q\{e_f(X)\}$ can still attain the value $\ln \frac{dP}{dQ}$. Indeed, it is equal to $\ln \frac{dP}{dQ}$ when $f(X) = \ln \frac{dP}{dQ}$.

Analogously, one obtains the following variational representation of $D_{\phi_\alpha}(P||Q)$ for $\phi_\alpha(x) = |x - 1|^\alpha, \alpha \geq 1$:

$$
\frac{1}{\alpha} D_{\phi_\alpha}(P||Q) = \sup_f E_P[f] - E_Q[f] - E_Q \{ f \}^{\frac{1}{\beta}}, \tag{50}
$$

where $\frac{1}{\alpha} + \frac{1}{\beta} = 1$. Following a path similar to that in the proof of Theorem 2 by setting $P = P_{\phi_i|\alpha} = P_{\phi_i}, f = \lambda(\phi_i - \mu_i), \lambda > 0$, one arrives at the results of Theorem 3.

V. Tightness of the bounds

Theorem 5 essentially shows that if all the $\phi_i - \mu_i$ have $\beta$-norm bounded, then the exploration bias is upper bounded by $n^{1/\beta}$ of the $\beta$-norm if $2 \leq \beta < \infty$. We now show through extreme value theory that it is essentially tight for certain heavy tailed distributions.

Suppose all the $\phi_i, 1 \leq i \leq n$ are i.i.d. with CDF

$$
F(x) = 1 - \frac{x^\beta (\ln x)^c}{x^\beta (\ln x)^c}, \; x \geq x_0 > e^{1/\beta}, \tag{51}
$$

where $c > 1$.

Defining $T = \arg \max_i \phi_i$, we now care about the asymptotic distribution of $\phi_T$ as $n \to \infty$. The Type II (Fréchet type) extreme value distribution with parameter $\beta > 0$ is characterized by

$$
\Phi_\beta(x) = \begin{cases} 
0 & x < 0 \\
1 - e^{-x^{-\beta}} & x \geq 0
\end{cases} \tag{52}
$$

Lemma 3. [10] Thm. 1.2.1. The necessary and sufficient condition for a distribution function $F(x)$ to fall into the domain of attraction of $\Phi_\beta(x), 0 < \beta < \infty$ is

$$
\sup\{x : F(x) < 1\} = \infty, \text{ and } \lim_{t \to \infty} \frac{1 - F(tx)}{1 - F(t)} = x^{-\beta}, x > 0. \tag{53}
$$

Then, it follows from [10] Cor. 1.2.4. that there exists a sequence $a_n \to \infty$ such that

$$
\lim_{n \to \infty} P \left( \frac{\phi_T}{a_n} \leq x \right) = \Phi_\beta(x), \tag{54}
$$

where $a_n = F^{-1}(1 - n^{-1})$ and $F^{-1}(\cdot)$ denotes the inverse function of $F(x)$. For the CDF in (51) it is easy to see that $a_n$ is the solution to the equation

$$
x^\beta (\ln x)^c = n(x_0)^\beta (\ln x_0)^c, \tag{55}
$$

which satisfies $a_n \geq \frac{n^{1/\beta}}{\ln n}$. Now we compute the $\beta$-norm of $\phi_i$. We have

$$
E\phi_i^\beta = \int_0^\infty \beta x^{\beta - 1} F(\phi_i \geq x) dx \tag{56}
$$

$$
= \int_0^{x_0} \beta x^{\beta - 1} dx + \int_{x_0}^\infty \beta x^{\beta - 1} \frac{x_0^\beta (\ln x_0)^c}{x^\beta (\ln x)^c} dx \tag{57}
$$

$$
< \infty. \tag{58}
$$

Hence, for $2 \leq \beta < \infty$, Theorem 5 implies that $E[\phi_T - \mu_T] \leq n^{1/\beta}$. At the same time, it follows from [10] Thm. 5.3.1. that

$$
\lim_{n \to \infty} \frac{\phi_T}{a_n} = \int x d\Phi_\beta(x) = \Gamma \left( 1 - \frac{1}{\beta} \right), \tag{59}
$$

where $\Gamma$ is the Gamma function.
which shows that $E \phi_T$ is of order $a_n$, which is at least $\frac{n^{1/\beta}}{(\ln n)^{\gamma}}$. This shows that the bounds in Theorem 3 are essentially tight.

VI. DISCUSSIONS

A. “Soft” generalizations of the “hard” results

Theorem 2 can be viewed as a soft generalization of the following well-known arguments [4] through replacing $\ln n$ with $I(T; \phi)$. Suppose we have $n$ random variables $Z_i$ such that $E Z_i = 0$, and the moment generating function of $Z_i$ is upper bounded by $\psi(\lambda)$, $\lambda \in [0, b)$. Assume that $\psi$ is convex, $\psi(0) = \psi'(0) = 0$.

$$e^{\lambda \max Z_i} \leq E e^{\lambda Z_i} = \max \{ e^{\lambda Z_i} \}_i \leq \sum_{i=1}^n E e^{\lambda Z_i} \leq ne^{\max, \psi(\lambda)}. \quad (60)$$

Taking logarithm, we have

$$E \max Z_i \leq \inf_{\lambda \in (0,b)} \left( \frac{\ln n + \max_i \psi(\lambda)}{\lambda} \right) \quad (62)$$

$$= (\max \psi)^{-1}(\ln n), \quad (63)$$

where in the last step we have used [4], Lemma 2.4.

Analogously, Theorem 3 can be viewed as the generalization of the following argument. For $\beta \geq 1$,

$$(\max |Z_i|)^\beta \leq E \max |Z_i|_\beta \leq \sum_{i=1}^n E |Z_i| \leq n \max_{i \leq n} E |Z_i|^\beta. \quad (64)$$

It follows that

$$E \max |Z_i| \leq n^{1/\beta} \cdot \max \| Z_i \|_\beta. \quad (65)$$

However, we note that Theorem 3 is not a perfect generalization of this “hard” argument. For example, we are only able to bound the RHS of Theorem 3 uniformly over the distribution of $T$ when $\beta \geq 2$, but the “hard” argument presented above applies equally to all $\beta \geq 1$.

More generally [11], if $\psi$ is a nonnegative, convex, strictly increasing function on $\mathbb{R}_+$ that satisfies $\psi(0) = 0$, then, for each $\sigma > 0$,

$$\psi \left( \frac{E \max_{i \leq n} |Z_i|}{\sigma} \right) \leq \max_{i \leq n} \psi \left( \frac{|Z_i|}{\sigma} \right) \leq \sum_{i \leq n} E \psi \left( \frac{|Z_i|}{\sigma} \right)$$

$$\leq n \max_{i \leq n} E \psi \left( \frac{|Z_i|}{\sigma} \right). \quad (66)$$

$$= n \max_{i \leq n} \psi \left( \frac{|Z_i|}{\sigma} \right). \quad (67)$$

If $\sigma$ is such that $E \psi(|Z_i|)/\sigma \leq 1$ for all $i \leq n$, then we have

$$E \max_{i \leq n} |Z_i| \leq \sigma \psi^{-1}(n). \quad (68)$$

We note that the generalization of Hölder’s inequality in Orlicz spaces could provide a “soft” generalization of the arguments above. For a general Orlicz function $\psi : [0, \infty) \rightarrow [0, \infty]$, i.e., a convex function vanishing at zero and is also not identically 0 or $\infty$ on $(0, \infty)$, defining the Luxemburg norm of a random variable $X$ as

$$\|X\|_\psi = \inf \{ \sigma > 0 : E \psi \left( \frac{|X|}{\sigma} \right) \leq 1 \},$$

and the Ameniya norm of a random variable $X$ as

$$\|X\|_\psi = \inf \left\{ \frac{1 + E \psi(|tX|)}{t} : t > 0 \right\},$$

we have the generalized Hölder’s inequality:

**Lemma 4** (Generalized Hölder’s Inequality). [12] Denote an Orlicz function by $\psi$ and its convex conjugate by $\psi^* = \sup \{ \psi(v) - \psi^*(v) : v \geq 0 \}$. Then,

$$E[XY] \leq \| X \|_\psi \| Y \|_{\psi^*}. \quad (70)$$

The following theorem applies to random variables whose Luxemburg norms are bounded.

**Theorem 4.** Suppose $\phi_i - \mu_i$ has its Luxemburg norm upper bounded by $\sigma$. Then,

$$|E[\phi_T - \mu_T]| \leq \sigma \left\| \frac{dP_{T,\phi}}{dP_{T,\phi}} - 1 \right\|_{\psi^*}, \quad (71)$$

where $\frac{dP_{T,\phi}}{dP_{T,\phi}}$ follows the product distribution $P_T P_\phi$ in the Ameniya norm.

**Proof.** Denoting $P = P_{\phi_T = \iota, Q} = P_{\phi}, \Delta_i = (\phi_i - \mu_i)/\sigma, t > 0$, we have

$$|E[P|\Delta_i]| = \left| E_Q \left[ \Delta_i^* \frac{dP}{dQ} \right] \right| \quad (72)$$

$$\leq \frac{1}{t} \left| E_Q \left[ \Delta_i^* \left( \frac{dP}{dQ} - 1 \right) \right] \right| \quad (73)$$

$$\leq \frac{1}{t} \left( E_Q \psi^*(|\Delta_i|) + E_Q \psi^* \left( \left| \frac{dP_{\phi_T = \iota, Q}}{dP_{\phi}} - 1 \right| \right) \right) \quad (74)$$

$$\leq \frac{1}{t} \left( 1 + E_{P_{\phi}} \psi^* \left( \left| \frac{dP_{\phi_T = \iota, Q}}{dP_{\phi}} - 1 \right| \right) \right), \quad (75)$$

where in the last step we have used the data processing property (i.e., the convexity of $\psi^* (| \cdot |)$).

Taking expectations with respect to $T$ on both sides and taking infimum for $t$, we have

$$|E[\phi_T - \mu_T]| \leq \sigma \inf \left\{ \frac{1 + E_{P_{T,\phi}} \psi^* \left( \left| \frac{dP_{T,\phi}}{dP_{T,\phi}} - 1 \right| \right)}{t} : t > 0 \right\} \quad (76)$$

$$= \sigma \left\| \frac{dP_{T,\phi}}{dP_{T,\phi}} - 1 \right\|_{\psi^*}, \quad (77)$$

where $\frac{dP_{T,\phi}}{dP_{T,\phi}}$ follows the product distribution $P_T P_\phi$.

A natural question is: are there more natural “soft” generalizations of all the “hard” arguments above?
B. Connections with other generalizations of mutual information

There exist various generalizations of mutual information in the literature, and we refer the interested readers to [13–15] for references. The dependence measure \( I_\phi(X;Y) \) introduced in this paper seems to have received only scant attention in the existing literature. Some generalizations such as Sibson’s mutual information [16] involve minimizing over an auxiliary distribution \( Q_Y \), and the dependence measure in [15] involves minimizing jointly over \( Q_XQ_Y \). Even when power functions are used to define \( \phi \)-divergences, functions \( x^\alpha, \alpha \geq 1 \) plus some affine terms were used much more frequently than \( |x-1|^\alpha \) except for the case of \( \alpha = 1 \) (total variation distance) and \( \alpha = 2 \left( \chi^2 \text{-distance} \right) \). For example, the usual definition of Rényi divergence involves the function \( x^\alpha \) but not \( |x-1|^\alpha \). It remains an interesting question whether other generalizations of mutual information could prove useful in bounding the exploration bias.
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APPENDIX

PROOF OF LEMMA 5

We first prove a general result regarding the \( \phi \)-mutual information \( I_\phi(X;Y) \equiv D_\phi(P_{XY}||P_XP_Y) \) for a general convex function \( \phi \).

**Lemma 5.** Let \( X \) take value in a finite set \( \mathcal{X} \), then for convex \( \phi : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R} \),

\[
I_\phi(X;Y) \leq \phi(0) \left( 1 - \sum_{x \in \mathcal{X}} [P_X(x)]^2 \right) + \sum_{x \in \mathcal{X}} [P_X(x)]^2 \phi \left( \frac{1}{P_X(x)} \right). \tag{78}
\]

If \( \phi(t) \) is strictly convex at \( t = 1 \), then the upper bound is tight iff \( X \) is a deterministic function of \( Y \).

**Proof of Lemma 5.** It follows from the generalization of the Gel’fand-Yaglom-Peres theorem for \( \phi \)-divergences [17] that it suffices to consider \( Y \) being a discrete random variable. Note that

\[
0 \leq \frac{P_{XY}(x,y)}{P_X(x)P_Y(y)} \leq \frac{1}{P_X(x)} \tag{79}
\]

then by the convexity of \( \phi \) we know that

\[
\phi \left( \frac{P_{XY}(x,y)}{P_X(x)P_Y(y)} \right) \leq \left( 1 - \frac{P_{XY}(x,y)}{P_X(x)P_Y(y)} \right) \phi(0) + \frac{P_{XY}(x,y)}{P_Y(y)} \phi \left( \frac{1}{P_X(x)} \right). \tag{80}
\]

Now summing over \( x,y \) in the definition of \( I_\phi(X;Y) \) yields the desired result. When \( \phi(t) \) is strictly convex at \( t = 1 \) and the equality holds, we have \( P_{XY}(x,y) \in \{0,P_Y(y)\} \) for any \( x,y \), which means that \( X \) is a function of \( Y \). \( \square \)

Now the first statement in Lemma 5 follows from Lemma 5 applied to \( \phi_n(t) = [t - 1]^\alpha \). For the second statement, for \( \alpha \in [1,2] \) we define \( f(t) = t^2([1/t - 1]^{\alpha - 1} - t^{2-\alpha}(1-t)^{\alpha - t^2}) \) on \([0,1]\). We note that \( f(t) \) is not concave on \([0,1]\):

\[
f''(t) = -(2 - \alpha)(\alpha - 1) \left( \frac{1}{t} - 1 \right)^{\alpha - t^2} + \alpha(\alpha - 1) \left( \frac{1}{t} - 1 \right)^{\alpha - 2} \tag{81}
\]

satisfies \( f''(1) = +\infty \) for \( \alpha \in [1,2] \). However, it is straightforward to see that \( f''(t) \) is increasing on \([0,1]\), and

\[
f''(\|X\|^{-1}) \leq \alpha(\alpha - 1)(\|X\| - 1)^{\alpha - 2} - 2 \tag{82}
\]

\[
\leq \alpha(\alpha - 1) - 2 \leq 0. \tag{83}
\]

Hence, if we define

\[
g(t) \triangleq f(t) - \left[ \frac{2(\|X\| - 1)^{\alpha - 2}}{|X|} - \alpha(\|X\| - 1)^{\alpha - 1} \right](t - \frac{1}{|X|}) \tag{84}
\]

it is straightforward to see that \( g(\|X\|^{-1}) = g'(\|X\|^{-1}) = 0 \) and \( g''(t) = f''(t) \) on \([0,1]\). In particular, \( g''(\|X\|^{-1}) \leq 0 \) and \( g''(t) \) is increasing on \([0,1]\). As a result, the maximum of \( g(t) \) over \( t \in [0,1] \) is attained at \( t = \|X\|^{-1} \) or \( t = 1 \), and

\[
g(1) = -1 - \left[ \frac{2(\|X\| - 1)^{\alpha - 2}}{|X|} - \alpha(\|X\| - 1)^{\alpha - 1} \right](1 - \frac{1}{|X|}) \tag{85}
\]

\[
= \frac{\alpha - 1 - (2 - \alpha)(\|X\| - 1)^{\alpha - 1} - (\|X\| - 1)^2}{|X|^{t^2}}. \tag{86}
\]

\[
= \frac{(\|X\| - 1)^{\alpha - 1} - (\|X\| - 1)^2 - (\|X\| - 1)^{\alpha - 1} - (\|X\| - 1)^2}{|X|^{t^2}} \tag{87}
\]

Obviously \( g(1) = 0 \) if \( \|X\| = 1 \), and if \( \|X\| \geq 2 \), we have

\[
g(1) \leq \frac{(\|X\| - 1)^{\alpha - 1}}{|X|^{t^2}} |\alpha - 1 - (2 - \alpha)1 - 1| \tag{88}
\]

\[
= \frac{2(\alpha - 2)(\|X\| - 1)^{\alpha - 1}}{|X|^{t^2}} \leq 0. \tag{89}
\]

In summary, we have \( g(t) \leq \max \{g(\|X\|^{-1}),g(1)\} = 0 \) for any \( t \in [0,1] \), and thus

\[
f(P_X(x)) \leq \left[ \frac{(\|X\| - 1)^{\alpha - 1}}{|X|^{t^2}} + \frac{2(|X| - 1)^{\alpha - 2} - \alpha(\|X\| - 1)^{\alpha - 1}}{|X|} \right] \frac{1}{P_X(x)}. \tag{90}
\]

Now summing over \( x \in \mathcal{X} \) completes the proof.
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