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Abstract

Classifiers commonly make use of pre-annotated datasets, wherein a model is evaluated by pre-defined metrics on a held-out test set typically made of human-annotated labels. Metrics used in these evaluations are tied to the availability of well-defined ground truth labels, and these metrics typically do not allow for inexact matches. These noisy ground truth labels and strict evaluation metrics may compromise the validity and realism of evaluation results. In the present work, we discuss these concerns and conduct a systematic posthoc verification experiment on the entity linking (EL) task. Unlike traditional methodologies, which asks annotators to provide free-form annotations, we ask annotators to verify the correctness of annotations after the fact (i.e., posthoc). Compared to pre-annotation evaluation, state-of-the-art EL models performed extremely well according to the posthoc evaluation methodology. Posthoc validation also permits the validation of the ground truth dataset. Surprisingly, we find predictions from EL models had a similar or higher verification rate than the ground truth. We conclude with a discussion on these findings and recommendations for future evaluations.

1 Introduction

Recent advances in machine learning are due to the wide availability of large labeled datasets. These datasets are typically curated from artifacts of digital human behavior that arise naturally, as in the case of click-through data or Wikipedia comments. But in many cases, these annotations are derived from crowd-sourced tasks where annotations are provided by amateur workers [24, 5, 37, 5, 34, 47, 9]. Because they rely on subjective human judgement, the processes used to construct these datasets are inherently error-prone [42]. Strategies to decrease the error rate have been developed [17], but errors persist. Recent work has focused on training models using noisy, subjective, human-labeled labels [46], and many have concluded that deep learning systems are robust to noisy labels – so long as the training data is not too small and not too noisy [39].

Understanding and mitigating noise in benchmark datasets remains a major focus of research [26]. For example, in natural language processing (NLP) several approaches have been developed that are robust to noise [3], logically consistent [35], explainable [23], or fair [31]. Oftentimes only a handful of annotators produce most of the dataset annotations; this is known to result in annotator bias that can severely influence model performance and generalizability [21, 43, 15, 10, 30, 48, 1, 29, 9]. And sometimes human annotations are just wrong [41].

These efforts have lead to the development of machine learning systems that are more robust to noisy labels; unfortunately, annotations that appear in the held-out test set are typically considered to be correct even though they likely have the same noise as the training set [33, 25]. Pervasive annotation errors in benchmark datasets could undermine the framework by which we validate performance and measure progress in machine learning [25].

What are label errors? Where do they come from? How do we know? The general machine learning pipeline starts with a dataset (a collection of documents, images, medical records, etc.). When labels are not inherent to the data, they must be annotated – usually by humans. A label error occurs when an
Figure 1: Example Entity Linking task where the pre-annotated ground truth mention, represented by bounding boxes around text, and link, represented by arrows drawn to Wikipedia entries, is different from the predicted label. Standard evaluation regimes count this as a completely incorrect prediction despite being a reasonable label.

Annotator provides a label that is “incorrect.” But this raises an interesting question: who gets to decide that some annotation is incorrect? One solution is to ask *k* annotators and combine their labels somehow (*e.g.*, majority vote, probability distribution).

Subjectivity comes into play here. Given identical instructions and identical items, some annotators may focus on different attributes of the item or have a different interpretation of the labeling criteria. Understanding and modelling label uncertainty remains a compelling challenge in evaluating machine learning systems [45].

**Soft errors and subjectivity.** Tasks that require free-form, soft, or multi-class annotations present another dimension to this challenge. For example, when providing labels for an object detection task the annotator is typically asked to draw a box around some object (*e.g.*, identify the bicycle in this photo). These annotations are then used to train an object detection model, which will produce labels that are unlikely to exactly match the ground truth annotations. Image processing researchers have therefore developed ways to cope with inexact matches involving geometric assessments of overlap and a threshold that defines “close enough” for precision, recall, and other hard metrics [51]. But the concept of “close enough” in a geometric sense may not match what an annotator or end-user might consider to be “close enough” in a semantic sense.

Likewise, natural language processing tasks like named entity recognition (NER) and entity linking (EL) rely heavily on datasets comprised of free-form human annotations. As in object detection, NER and EL tasks are typically evaluated against a held out portion of the already-annotated dataset. Unfortunately, NER and EL tasks produce labels that are not easily verified as “close enough” [36]. Instead, like the example in Fig. 1, most NER and EL evaluation metrics require exact matches against free-form annotations [44, 11]. This strict evaluation methodology may unreasonably count labels that are “close enough” as incorrect.

A similar problem is encountered in machine translation and language summarization where a translated and summarized sentences are not easily matched to pre-annotated labels. Instead, these tasks use Direct Assessment (DA) to rank and compare model predictions [13, 12]. But, as machine learning systems advance, ranking equally-valid predictions becomes difficult. Instead, if we simply ask an annotator *posthoc* to verify whether or not a predicted annotation was correct or useful, then the task becomes easier to annotate while still accomplishing the goal.

**Correct versus Verifiable.** Producing a verifiable answer is not the same as producing the correct answer. This distinction is critical. Asking a machine learning system to independently provide the same label as an annotator is a wildly different task than asking an annotator to verify the output of a predictor (*posthoc verification*).

Unfortunately the prevailing test and evaluation regime requires predictors to exactly match noisy, free-form, and subjective human annotations. This paradigm represents a mismatch that, if left unaddressed, threatens to undermine future progress in machine learning.
Main Contributions. In the present work we show that these distinctions matter and that they present significant consequences for how we determine the state-of-the-art in machine learning systems. Specifically, we ask three research questions:

RQ1 When evaluating machine learning systems, how do the results of posthoc verification compare to standard validation against a pre-annotated ground truth? How does this impact validation of the state of the art?

RQ2 How much agreement is there among posthoc annotators? How does it compare to the annotation agreement on the ground truth datasets?

RQ3 What do verification rates say about the ground truth data? Do some datasets perform better or worse than others?

Using a large case study of eight popular EL datasets and two state-of-the-art EL models we are able to report some surprising findings: First, state-of-the-art EL models generally had a higher verification rate than the ground truth datasets. Second, there was substantial disagreement among annotators as to what constitutes a label that is “close enough”. Third, a large proportion (between 10%-70% depending on the dataset) of verified entities were missing from the ground truth dataset.

In the remainder of this paper we will highlight some related perspectives machine learning evaluation and then describe our posthoc verification methodology. Next, each of the research questions will be addressed. Finally, we conclude the paper with a short discussion including our recommendations for future work.

2 Posthoc Verification

In a time where hyper-tuned models measure improvement in tenths of a percent, many are beginning to recognize the importance of benchmark datasets. This realization has inspired many to wonder, given the limitations of the benchmarks, if state-of-the-art systems have reached their maximum achievable values [7, 32]. These findings have led to the development of iterative benchmarks that collect adversarial data to fool some models [18]. But others argue that this iterative/adversarial model creates a “counterproductive incentive to be different without being better” [6]. Yet, in the search for better evaluation methodologies, the annotation question has remained the same, i.e., the annotator is asked to provide a label (or labels) for an item (or set of items).

On the contrary, posthoc verification supplies prediction to the annotator, who is then asked to verify it accuracy or not. By supplying a prediction to the annotator, this methodology asks for similar information, but in a critically different way.

In the broader literature on survey methodology and human behavior the difference between pre-annotation and posthoc verification is probably best captured by the default effect. The default effect is the tendency for an agent to generally accept the options that are presented to them [28]. In this frame, the choice of rejecting a pre-defined label is a more deliberate action than inputting a free-form annotation from scratch.

There is much to learn from this distinction. To that end, the present work explores the differences between pre-annotation and posthoc verification methodologies by focusing on the entity linking (EL) task. Despite this focus, we expect that our results generalize to any prediction task that makes use of free-form, subjective, or many-labeled benchmark datasets.

Datasets. The goal of EL is to identify words or phrases that represent real-world entities and match that phrase to a listing in some knowledge base. Like most classification systems, EL models are typically trained and tested on large pre-annotated benchmark datasets. In the present work we identified eight popular benchmark datasets that are widely used throughout the EL and broader NLP communities. These datasets are listed in Table 1. They include three datasets from the AIDA benchmark from a 2003 CoNLL competition [16] and five datasets from the (random) Walking Named Entity Disambiguation (WNED) benchmarks curated by Guo and Barbosa [14]. Each dataset contains many individual documents. This ground truth (GT) is derived from human annotators. Specifically, the AIDA benchmark was annotated by two students (with disagreements resolved by the PI) [16], and the WNED benchmark is annotated through
Table 1: Statistics of the entity linking datasets and annotations.

| Datasets | Docs | Annotations | | | | Tasks | | | | | | Verified Annotations | | | |
|----------|------|-------------|---|---|---|---|---|---|---|---|---|---|---|---|---|
|          |      | GT | E2E | REL | GT | E2E | REL | GT | E2E | REL | GT | E2E | REL | GT | E2E | REL |
| AIDA-train | 946 | 18541* | 18301 | 21204 | 2801 | 2802 | 2913 | 18511 | 18274 | 21172 |
| AIDA-A | 216 | 4791 | 4758 | 5443 | 713 | 715 | 725 | 4787 | 4754 | 5439 |
| AIDA-B | 231 | 4485 | 4375 | 5086 | 636 | 646 | 654 | 4480 | 4370 | 5079 |
| ACE2004 | 57* | 257 | 1355 | 1675 | 114 | 318 | 334 | 256 | 1352 | 1672 |
| AQUAINT | 50 | 727 | 810 | 925 | 175 | 170 | 179 | 727 | 810 | 925 |
| CLUEWEB | 320 | 11154 | 12273 | 23114 | 3526 | 3678 | 4944 | 11139 | 12247 | 23056 |
| MSNBC | 20 | 656 | 629 | 756 | 164 | 163 | 171 | 656 | 629 | 756 |
| WIKIPEDIA | 345* | 6793* | 8141 | 11184 | 1348 | 1578 | 1638 | 6786 | 8136 | 11177 |

various means. Entries marked with * indicate statistics that are different from those reported in related work [8] because related works filter out documents that do not have any annotations that appear their pre-defined dictionary. We do not perform this filtering.

Models In order to better understand the effect of pre-annotated benchmarks on machine learning systems, it is necessary to test a handful of state-of-the-art EL systems. Specifically, we chose:

E2E The end-to-end entity linking model, which generates and selects span candidates associated with entity candidates. E2E is a word-level model that utilizes word and entity embeddings to compute span-level context scores. Word and entity embeddings are trained on Wikipedia, and the final model is trained and validated using AIDA-train and AIDA-A respectively [19].

REL The Radboud Entity Linker combines the Flair [2] NER system with the mulrel-nel [20] entity disambiguation system to create a holistic EL pipeline [50]. Mulrel-nel is trained on AIDA-train.

In addition to these popular EL systems, our methodology permits the evaluation of the GT as if it were a competing model. The relative performance of E2E and REL can then compared with the GT to better understand the performance of the annotations.

Pre-Annotation Metrics Like many NLP tasks, EL evaluates model performance using standard macro and micro averaging of precision, recall, and F1 scores. These metrics typically require that predictions, i.e., the detected mentions and associated entity-links, exactly match the ground truth. Another evaluation methodology relaxes the exact-matching requirement and allows overlapping mentions (like the example from Fig. 1) to be counted as correct prediction if they are linked to the same exact entity in the knowledge base (which the example from Fig. 1 does not) [10].

Recently, the GERBIL tool has been created to give researchers an easy to use API to test EL models against many of these pre-annotated datasets [38]. As we might expect, many users have found that the GERBIL benchmarks primarily feature generic and prominent entities [19].

2.1 Data collection

We have previously argued that these evaluation metrics may not faithfully simulate in vivo performance because (1) the ground truth annotations are noisy and subjective, and (2) exact matching is too strict. We test this argument by collecting posthoc verifications of the three models, including the pre-annotated GT, over the eight datasets.

We created a simple verification system and used Amazon Mechanical Turk to solicit workers. For each document and model, we asked a single worker to verify all present entity annotations (i.e., an entity mention and its linked entity). Large documents of more than 300 characters were broken into smaller tasks so as to not overwhelm the worker. An example task with four annotations is illustrated in Fig. 2 where workers are asked to click on each annotation (highlighted in yellow), open up the corresponding Wikipedia page, and select one of three possible actions in the window:
Figure 2: Example posthoc verification task. A worker is asked to click on each highlighted entity mention, which displays an entity-link. The worker may then verify, edit, or remove the link.

Verify The annotator determines that the current annotation (both mention and Wikipedia link) is appropriate.

Modify The annotator determines that the Wikipedia link is incorrect. In this case, they are asked to search and select a more appropriate Wikipedia link, use it to replace the existing link, and then accept the new annotation.

Remove The annotator determines that the current mention (highlighted text) is not a linkable entity. In this case, they remove the link from the mention.

We made a deliberate decision to not permit new annotation of missing entity mentions. That is, if the model did not label an entity, then there is no opportunity for the worker to add a new label. This design decision kept the worker focused on the verification task, but possibly limits the coverage of the verified dataset. We provide further comments on this decision in the Results section.

Each annotator is assigned to 20 tasks including one control task with three control annotations. We only accept and collect annotations from workers that passed the control task. We paid each worker 3 USD for each HIT. We estimate a average hourly rate of about 9 USD; and paid a total of 6,520 USD. From these, we received 167,432 annotations. The breakdown of tasks, annotations shown to workers, and verified annotations are listed in Table 1 for each dataset and model.

Prior to launch, this experiment was reviewed and approved by an impaneled ethics review board at the University of Notre Dame. The full list of instructions and link to an example video is included in the Supplementary Material. The source code, raw results, and evaluation scripts are publicly available via the MIT license at https://github.com/yifding/e2e_EL_evaluate

3 Methodology and Metrics

Using the posthoc verification dataset, we can begin to answer the three research questions. But before we directly address the specific questions, we first investigate the collected dataset and its relationship to the typical evaluation regimes. Then, in order to distinguish between traditional, pre-annotated evaluation metrics like precision and recall, we define (or rather redefine) similar metrics for the post-hoc verification scenario before discussing the posthoc verification results.

3.1 The Pre-Annotation Evaluation Regime

First, we re-tested the E2E and REL models and evaluated their micro precision and recall under the typical pre-annotation evaluation regime. These results are illustrated in Fig 3 (left). These results are nearly identical to those reported by related works [19, 50]. In our opinion, these state-of-the-art models provide meager performance under the standard evaluation regime.
Figure 3: Precision and recall results from pre-annotation evaluation compared with the posthoc verification evaluation. Error bars represent 95% confidence intervals on bootstrapped samples of the data. Posthoc verification (on right) returns substantially higher scores than the pre-annotation evaluation. The ground truth (GT) data was often verified at a lower rate than EL models.

3.2 Posthoc Verification Evaluation

Our next task is to define appropriate evaluation metrics that can be used to compare the results of the posthoc verification experiment with results from the pre-annotation evaluation regime.

Verification Rate. For each combination of dataset and model providing annotations, we compute the verification rate as the percentage of annotations that were verified. Formally, let $d \in \text{datasets}$; $m \in \text{models}$; and $V_{m,d}$ be the set of verified annotations in a pairing of $d$ and $m$ (a value of a cell in the right three columns of Tab 1). Likewise, let $N_{d,m}$ be the pre-annotations of model $m$ on dataset $d$. We therefore define the verification rate of a dataset-model pair as $r_{m,d} = \frac{|V_{m,d}|}{|N_{d,m}|}$. Higher verification rates indicate that the dataset contains annotations and/or the model is capable of providing labels that pass human inspection.

Verification Union. It is important to note that each model and dataset was evaluated by only a single worker. However, we were careful to assign each worker annotations randomly drawn from model/dataset combinations. This randomization largely eliminates biases in favor or against any model or dataset. Furthermore, this methodology provides for repetitions when annotations match exactly across models – which is what models are optimized for in the first place! In this scenario the union of all non-exact, non-overlapping annotations provides a superset of annotations similar to how pooling is used in information retrieval evaluation to create a robust result set [52]. Formally, we define the verification union of a dataset $d$ as $V_d = \bigcup_m V_{m,d}$.

Posthoc Precision and Recall. The precision metric is defined as the ratio of true predictions to all predictions. If we recast the concept of true predictions to be the set of verified annotations $V_{m,d}$, then it is natural to further consider $N_{d,m}$ to be the set of all predictions for some dataset and model pair, especially considering our data collection methodology restricts $V_{m,d} \subseteq N_{d,m}$. Thus the posthoc precision of a model-data pairing is simply the verification rate $r_{m,d}$.

The recall metric is defined as the ratio of true predictions to all true labels. If we keep the recasting of true positives as verified annotations $V_{m,d}$, then all that remains a definition of true labels. Like in most evaluation regimes the set of all true labels is estimated by the available labels in the dataset. Here, we do the same and estimate the set of true labels as the union of a dataset’s verified annotations $V_d$. Thus posthoc recall of a model-data pairing is $|V_{m,d}|/|V_d|$.


Posthoc Verification Results

Using the evaluation tools introduced in the previous section, we begin to answer our original research questions. We begin with RQ1, which asks if the differences between evaluation regimes, i.e., pre-annotation versus posthoc verification, have any affect on our perception of model performance. To answer RQ1, we compared the precision and recall metrics calculated using the pre-annotation evaluation regime against the precision and recall metrics calculated using the posthoc verification regime.

Figure 3 compares model performance under the different evaluation regimes. Error bars represent the empirical 95% confidence internals drawn from 1000 bootstrap samples of the data. We draw two major conclusions from this comparison: (1) Pre-annotation evaluation performance is much lower performance than Posthoc verification, and (2) the EL models usually outperform the ground truth, sometimes substantially.

The differences between the scores of the pre-annotation compared to posthoc verification are striking. Posthoc annotation shows nearly perfect precision scores across all datasets. Although the models may not exactly predict the pre-annotated label, high posthoc precision indicates that their results appear to be “close-enough” to pass a human’s verification.

In other words, the exact matching against pre-annotations is too strict. Despite its intention, the pre-annotation evaluation regime does not appear to faithfully simulate a human use case.

Machine Learning models outperform the Ground Truth. The posthoc verification methodology permits the ground truth annotations to be treated like any other model. So the right column in Fig. 3 includes the verification precision and recall for GT. The results were unexpected. We found that labels produced by the EL models oftentimes had a higher verification rate than the pre-annotated ground truth. The recall metric also showed that the EL models were also able to identify more verified labels than GT.

What does this mean? Higher precision performance of the EL models indicates that human annotators make more unverifiable annotations than the EL models. Even the precision of AIDA_train, which is trained and tested on GT, has a higher verification rate than the GT (although not by much). Higher recall performance of the EL models indicates that the EL models find a greater coverage of possible entities. The recall results are less surprising because human annotators may be unmotivated or inattentive during free-form annotation – qualities that tend to not affect EL models.

Error Analysis of the Ground Truth. For each linked entity, the posthoc verification methodology permitted one of three outcomes: verification, modification, or removal. Figure 4 shows the percentage of each outcome for each model and dataset pair; it is essentially a zoomed-in, more-detailed illustration of the top-right panel in Figure 3 but with colors representing outcomes and patterns representing models.

Edits indicate that the named entity recognition (i.e., mention detection) portion of the EL model was able to identify an entity, but the entity was not linked to an verifiable entity. The available dataset has an enumeration of corrected linkages, but we do not consider them further in the present work. Removal indicates an error with the mention detection. From these results we find that, when a entity mention is
detected it is usually a good detection; the majority of the error comes from the linking/disambiguation subtask.

A similar error analysis of missing entities is not permitted from the data collection methodology because we only ask workers to verify pre-annotated or predicted entities, not add missing entities. Because all detected mentions are provided with some entity link, we can safely assume that missing entities is mostly (perhaps wholly) due to errors in the mention detection portion of EL models.

4.1 Posthoc Verification Agreement

Our second research question asks for an analysis of the agreement among the posthoc annotators. Just as agreement is assessed in pre-annotated ground truth data collection so as to guard against spurious or noisy data, so too is agreement useful in posthoc analysis. To answer RQ2, we first compute the intersection of all models for each dataset $I_d = \bigcap_m N_{d,m}$, that is, we only consider labels that were found in all three models. This severely restricted the analysis set in some datasets; in the most restrictive case, $I_{ace2004} = 246$ but its union contained 848. Nevertheless, from this reduced set we collected the labels $V'_d = V_d \cap I_d$ that were verified by $i$ annotators.

Figure 5 shows that most annotations had complete agreement, i.e., all three annotators verified the same label for each of the three models. When one annotation was unverified, it still remained likely that the other annotators would still verify it. In less than 5% of instances did two or more annotators decline to verify the label. These agreement rates are drastically higher than pre-annotation agreement rates, which had 16% and 26% agreements between three and two annotators respectively [4].

We also find that the ACE2004 and AQUAINT datasets appear to have a higher agreement rate than the other datasets. This begs the question: are the ACE2004 and AQUAINT datasets better benchmarks? Or is this simply a result of these low-recall datasets restricting the intersection to only the highest-quality (or easiest) annotations? This leads us to our final research question.

4.2 Coverage of Verified Annotations in Ground Truth Datasets

We have previously seen that the pre-annotated ground truth datasets are slightly worse than some EL models. But what can these experiments tell us about RQ3? Can we evaluate the performance of the ground truth datasets relative to each other? Do some datasets contain more or fewer verifiable annotations?

We answer this question by again considering, for each dataset, the union of verified annotations across all models $V_d$. Then, for each document in the dataset, we compare the annotations from $V_d$ to GT. For each annotation in $V_d$ this comparison can have five outcomes described in Fig. 6. Recall from Fig. 3 (top right) that many datasets had verification rates around 90%. The ACE2004 dataset performed best with a verification rate of 96.4%. But, we can observe from Fig. 6 that this same dataset is missing nearly 65% of verified annotations. Missing annotations (E) are generally the largest source of error in the ground truth, followed by mismatched—but still verified—entity links.
Figure 6: Outcomes from comparing union of verified annotations to GT annotations: (A) verified mention matches GT, verified link matches GT; (B) mention matches GT, link does not match GT; (C) mention overlaps another mention in GT, link matches GT; (D) mention overlaps GT, link does not match GT; (E) mention does not overlap with any mention in GT

5 Discussion and Recommendations

The primary goal of the present work is to compare pre-annotation labels contributed by human workers against verified annotations of the same data. Using entity linking as an example task, we ultimately found that these two methodologies returned vastly different performance results. From this observation we can draw several important conclusions. First, EL models have a much higher precision than related work reports. This difference is because the standard evaluation methodology used in EL, and throughout ML generally, do not account for soft matches or the semantics of what constitutes a label that is “close enough”. Our second conclusion is that EL models, and perhaps ML models generally, sometimes perform better than ground truth annotators – at least, that is, according to other ground truth annotators.

Limitations. The present work is not without its limitations. Here we only considered the entity linking task, which is only a small piece of ML research. We expect our results to generalize to any methodology that performs validation tests on subjective pre-annotation ground truth datasets, such as image labelling, social media analysis, text classification, and others. We also recognize that we used one set of annotators to argue against the work of, basically, the same set of annotators, i.e., turkers. Yet, our analysis is not meant to compare agreement among different sets of workers, but rather to show that the way in which we ask workers to perform their work is critical to the answer we receive. A final, rather obvious limitation of our methodology is cost. It costs money to ask workers to validate results. But in an era where millions of dollars are spent on training models, it seems reasonable to spend a few thousand on a more-thorough evaluation.

Recommendations. Based on the results of this paper, we recommend that ML researchers and practitioners reconsider the use of holdout test datasets based on pre-annotated data. In a time when improvement in machine learning models are measured by tenths of a percent, it is critical to remind ourselves that benchmark test sets, especially those comprised of pre-annotated labels are fallible – and oftentimes less verifiable than the results of the models themselves. Our second recommendation is to reconsider the strict matching metrics for multiclass classification tasks like entity disambiguation and entity linking. We encourage the community to develop soft evaluation metrics like the BLEU score used in machine translation [27] and the ROUGE score used in text summarization [22].

Broader Impacts and Ethical Considerations. The present work is a call to re-evaluate the way that accuracy is evaluated in certain machine learning tasks. Implications of this work may redefine how researchers validate the state-of-the-art. We do not expect any negative broader impacts from this re-consideration of how machine learning models are evaluated. An impaneled ethical review board approved this experiment before data collection began. Human subjects were employed via Amazon Mechanical Turk to perform verification tasks. Tasks contained only pre-annotated data from existing datasets. Workers were provided an informed consent form, video, audio, and written instructions, as well as an example training task; no personal identifiable information (PII) was collected.
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