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Abstract. In this note we study the convergence of recursively defined infinite series. We explore the role of the derivative of the defining function at the origin (if it exists), and develop a comparison test for such series which can be used even if the defining function of the series is not differentiable.

1. Introduction

In a recent paper in the Monthly (see [1]) the authors study the convergence properties of infinite series

\[ \sum_{k=0}^{\infty} f^n(x_0), \quad (f^n = f \circ f \circ \cdots \circ f, \quad f^0 = \text{Id}), \]

for a certain class of real functions \( f \). Their main result is the following

**Proposition 1.1.** ([1, Proposition 1, p.360]) Consider the differentiable function \( f : (0, \infty) \to (0, \infty) \) with the property that \( f(x) < x \) for all \( x \in (0, \infty) \), and the sequence with the properties:

1. \( \lim_{n \to \infty} x_n = 0 \), with \( x_n > 0 \) for all \( n \in \mathbb{N} \);
2. \( x_{n+1} = f(x_n) \);
3. the limit
   \[ \lim_{x \to 0} \frac{x^a - f^a(x)}{x^a f^a(x)} \]
   exists and equals \( \frac{1}{k^a} \) for some \( a, k \in (0, \infty) \).

Then:

- (i) the limit \( \lim_{n \to \infty} n^{\frac{1}{a}} x_n \) exists and equals \( k \);
- (ii) the series \( \sum_{n=1}^{\infty} x_n \) diverges if \( a \geq 1 \)
- (iii) the series \( \sum_{n=1}^{\infty} x_n \) converges if \( a < 1 \).

The purpose of this note is twofold. We first investigate the class of functions \( \mathcal{F} \) to which Proposition 1.1 applies, then we proceed to study the convergence properties of (1.1) for \( f \not\in \mathcal{F} \). Our main result (Theorem 3.1) extends the scope of Proposition 1.1 to functions majorized by a monotone function. Along the way we also completely classify (partly using Proposition 1.1) those functions which are differentiable at the origin and generate convergent series as in equation (1.1). The second goal is to investigate the ways in which the established results carry over to functions that are not necessarily positive, and whose domain is the real line.
Before we get to the heart of the discussion, we note that the assumption of property (1) in the statement of Proposition 1.1 is superfluous. Indeed, if \( f : (0, \infty) \to (0, \infty) \) satisfies \( f(x) < x \) for all \( x \in (0, \infty) \), and \( x_{n+1} = f(x_n) \), then the sequence \( \{x_n\}_{n=0}^{\infty} \) is monotone decreasing and bounded below by zero. Were the \( x_n \)'s to converge to \( L > 0 \), the continuity of \( f \) would imply \( f(x_n) \to f(L) < L \), but of course \( \lim f(x_n) = \lim x_n = L \). Thus property (1) follows from the assumptions on \( f \) and property (2). In addition, we also see that extending \( f \) to \( [0, \infty) \) by setting \( f(0) = 0 \) yields a continuous function. There is no way to guarantee however, that the extension is differentiable at \( x = 0 \). In the interest of simplifying notation throughout the paper limits are not indicated as one sided even when they clearly are, and we also do not explicitly concern ourselves with the value \( x_0 \), beyond requiring that it seeds a sequence which converges to zero.

2. The limit in property (3)

In this section we show that if \( f \) is in fact differentiable at zero, then \( f'(0) = 1 \) must hold in order for the limit to exist (c.f. closing remarks in [1] discussing Applications 1, 2, 5 and 6). We then provide a proof of the fact that if \( f \) is real analytic on a neighborhood of the origin with \( f'(0) = 1 \), and \( x_0 \) is chosen in the domain of analyticity, the resulting infinite series never converges. This result handles all but two of the Applications in [1] at once in terms of concluding that the series in question diverges.

Recall that \( f \) as in the statement of Proposition 1.1 always has a continuous extension to \([0, \infty)\), but not necessarily a differentiable one.

Example 2.1. Let \( f : (0, \infty) \to (0, \infty) \) defined by \( f(x) = x \left( \frac{1}{2} + \frac{1}{3} \sin \left( \frac{1}{x} \right) \right) \) and extend it to the origin by \( f(0) = 0 \). Then \( f(x) < x \) for all \( x > 0 \), but

\[
\lim_{x \to 0} \frac{x \left( \frac{1}{2} + \frac{1}{3} \sin \left( \frac{1}{x} \right) \right) - 0}{x - 0} = \lim_{x \to 0} \left( \frac{1}{2} + \frac{1}{3} \sin \left( \frac{1}{x} \right) \right) = D.N.E,
\]

and hence the unique continuous extension to zero is non-differentiable there.

Proposition 2.2. Suppose that \( I \) is an interval containing the origin, that \( f : I \to \mathbb{R} \) satisfies \( 0 < f(x) < x \) for \( x > 0 \), and suppose that \( f \) is differentiable at \( x = 0 \). The limit

\[
\lim_{x \to 0} \frac{x^a - f(x)^a}{x^a f(x)^a}
\]

exists for some \( a > 0 \) if and only if \( f'(0) = 1 \).

Proof. We may write \( f \) as

\[
f(x) = f'(0)x + \varepsilon(x, 0),
\]

where \( \lim_{x \to 0} \frac{\varepsilon(x, 0)}{x} = 0 \). It follows that

\[
\lim_{x \to 0} \frac{x^a - f(x)^a}{x^a f(x)^a} = \lim_{x \to 0} \frac{x^a - (f'(0)x + \varepsilon(x, 0))^a}{x^a(f'(0)x + \varepsilon(x, 0))^a} = \lim_{x \to 0} \frac{x^a - x^a(f'(0) + \varepsilon(x, 0)/x)^a}{x^a(f'(0) + \varepsilon(x, 0)/x)^a} = \lim_{x \to 0} \frac{1 - (f'(0) + \varepsilon(x, 0)/x)^a}{x^a(f'(0) + \varepsilon(x, 0)/x)^a}
\]
It is now clear that the limit exists if and only if $f'(0) = 1$. More explicitly, since
\[
\lim_{x \to 0} x^a (f'(0) + \varepsilon(x, 0)/x)^a = 0,
\]
in order for the limit to exist, we must also have
\[
\lim_{x \to 0} 1 - (f'(0) + \varepsilon(x, 0)/x)^a = 0.
\]
This in turn implies that $f'(0) = 1$. □

**Theorem 2.3.** Suppose that $f$ is real analytic on a neighborhood of the origin, and that it also satisfies the remaining assumptions of Proposition 1.1. Then the series generated by $f$ is divergent.

**Proof.** Write
\[
f(x) = \sum_{k=1}^{\infty} a_k x^k, \quad a_1 = 1.
\]
We now compute
\[
\lim_{x \to 0} \frac{x^a - f(x)^a}{x^a f(x)^a} = \lim_{x \to 0} \frac{x^a - \left(\sum_{k=1}^{\infty} a_k x^k\right)^a}{x^a \left(\sum_{k=1}^{\infty} a_k x^k\right)^a} = \lim_{x \to 0} \frac{x^a - x^a(1 + a_2 x + a_3 x^2 + \cdots)^a}{x^a(x + a_2 x^2 + \cdots)^a} = \lim_{x \to 0} \frac{1 - (1 + a_2 x + \cdots)^a}{(x + a_2 x^2 + \cdots)^a} = \lim_{x \to 0} \frac{O(x)}{x^a(1 + a_2 x + \cdots)^a}
\]
which is non-zero and non-infinite only when the lowest power of $x$ in the numerator and that in the denominator are the same. We conclude that $a \geq 1$ and hence the series generated by $f$ must diverge. □

Having already imposed the restriction that $f$ be differentiable at zero, further requiring that $f'(0) = 1$ limits the scope of Proposition 1.1. There are many functions which fail to satisfy this requirement, and yet would generate a convergent series.

**Example 2.4.** Suppose that $f$ is as in Proposition 2.2 with $f'(0) = 1$, and that $\sum f^n(x_0) < +\infty$. Set $h(x) = q f(x)$ for $q \in (0, 1)$. Clearly $h'(0) = q < 1$. Moreover, a simple induction argument shows that (using the notation of 1.1)
\[
h^n(x_0) < q^n f(x_0), \quad n \geq 1.
\]
Consequently, $\sum h^n(x_0) < +\infty$, but the limit in (3) does not exists for $h$.

Although there is no obvious way to modify the proposition so that it would apply to functions $f$ with $f'(0) < 1$, it turns out that all such functions generate convergent series (as in 1.1).

**Theorem 2.5.** Suppose that $I$ is an interval containing the origin, that $f : I \to \mathbb{R}$ satisfies $0 < f(x) < x$ for $x > 0$, and suppose that $f$ is differentiable at $x = 0$ with $f'(0) = c$ for some $0 \leq c < 1$. Then the series in (1.1) is convergent.
Proof. Since \( f'(0) = c \), for all \( \varepsilon > 0 \) there exists a \( \delta > 0 \) such that \( |x| < \delta \) implies that \( \left| \frac{f(x)}{x} - c \right| < \varepsilon \). We now select \( \varepsilon > 0 \) small enough so that \( \varepsilon + c < 1 \). The sequence \( x_n \to 0 \), so there is an \( M \in \mathbb{N} \), such that \( |x_n| < \delta \) for all \( n \geq M \). It follows that for all such \( n \), we have

\[
-\varepsilon < \frac{f(x_n)}{x_n} - c < \varepsilon, \quad \text{or equivalently} \quad x_n(\varepsilon - c) < f(x_n) < x_n(\varepsilon + c).
\]

We now calculate

\[
\sum_{k=0}^{\infty} f^k(x_0) = \sum_{k=0}^{M-1} f^k(x_0) + \sum_{k=M}^{\infty} f^k(x_0) < \sum_{k=0}^{M-1} f^k(x_0) + \sum_{k=0}^{\infty} f^k(x_M) < \sum_{k=0}^{M-1} f^k(x_0) + \sum_{k=0}^{\infty} (\varepsilon + c)^k \cdot x_M < \sum_{k=0}^{M-1} f^k(x_0) + \frac{x_M}{1 - (\varepsilon + c)} < +\infty,
\]

where the inequality \( f^k(x_M) < (\varepsilon + c)^k x_M \), \( k = 0, 1, 2, \ldots \) can be verified quickly by induction. The proof is complete. \( \square \)

We thus dealt with all interesting cases when \( f'(0) \) exists. For if \( f'(0) < 0 \), the definition of the derivative would yield \( f(x) < 0 \) for \( x \ll 1 \). Similarly, if \( f'(0) > 1 \), then \( f(x) > x \) for \( x \ll 1 \). Both of these cases are ruled out by our hypotheses.

3. A COMPARISON TEST

It is natural to wonder whether the following is true: if \( f \) generates a convergent series, and \( g \leq f \) on \((0, \infty)\), then \( g \) generates a convergent series. The difficulty with demonstrating such a fact lies in the dynamics of the problem. Clearly, \( g(x_0) \leq f(x_0) \), but it does not follow that \( g(g(x_0)) \leq f(f(x_0)) \). Thus term-wise comparison of the two generated series is not possible without additional information. However, if one of the two functions in question is (eventually) monotonic, the argument becomes easier.

**Theorem 3.1.** Suppose that \( f : (0, \infty) \to (0, \infty) \) is monotone increasing, and that \( \sum_{n=1}^{\infty} f^n(x_0) \) is convergent. If \( 0 < g(x) \leq f(x) < x \) for \( x > 0 \), then \( \sum_{n=1}^{\infty} g^n(x_0) \) converges as well.

**Proof.** Let \( x_0 \in \mathbb{R} \), let \( f \) be monotone increasing and suppose that \( 0 < g(x) \leq f(x) < x \) for \( x > 0 \). It is then clear that \( g(x_0) \leq f(x_0) \). Suppose now that \( g^k(x_0) < f^k(x_0) \) for some \( k \geq 1 \). Then

\[
f^{k+1}(x_0) = f(f^k(x_0)) \geq f(g^k(x_0)) \geq g(f^k(x_0)) = g^{k+1}(x_0),
\]

where \((*)\) is a consequence of the monotonicity of \( f \), and \((***)\) follows because \( g(x) \leq f(x) \) for all \( x > 0 \). By induction we see that \( f^n(x_0) \geq g^n(x_0) \) for all \( n \in \mathbb{N} \). Whence, by the comparison test \( \sum g^n(x_0) \) converges, since \( \sum f^n(x_0) \) does. \( \square \)
Remark 3.2. The assumptions in the above theorem can be relaxed to requiring only that \( f \) be monotone increasing on the interval \((0, \delta)\) for some \( \delta > 0 \). For if \( f \) is monotone on \((0, \delta)\), then there is an \( n \in \mathbb{N} \) such that \( g^n(x_0) \in (0, \delta) \) for all \( n \geq N \). Setting \( y_0 = g^n(x_0) \) returns us to the setting of the theorem, by which the convergence of \( \sum f^n(y_0) \) implies the convergence of \( \sum g^n(y_0) \), and hence that of \( \sum g^n(x_0) \).

With Theorem 3.1 in hand we now revisit condition (3) in Proposition 1.1. If
\[
\lim_{x \to 0} \frac{x^a - f^a(x)}{x^a f^a(x)} = \frac{1}{k^a}
\]
for some \( a, k \in (0, \infty) \), then for \( x \ll 1 \) the inequality
\[
\frac{x^a - f^a(x)}{x^a f^a(x)} \geq c > 0
\]
holds for some \( c > 0 \). Consequently,
\[
x > \frac{x}{\sqrt{1 + cx^a}} \geq f(x) \quad (x \ll 1).
\]
Note that
\[
\frac{d}{dx} \left( \frac{x}{\sqrt{1 + cx^a}} \right) = \frac{1}{(1 + cx^a)^\frac{1+a}{a}} > 0, \quad (x > 0)
\]
and consequently this function is monotone increasing on \((0, \infty)\). Condition (3) thus implies that \( f \) is majorized by a monotone function on an interval \((0, \delta)\), for some \( \delta > 0 \). Since Proposition 1.1 tells us that in case the limit in (3) exists with \( a \geq 1 \), the series diverges, it is only interesting to investigate the function \( x/\sqrt{1 + cx^a} \) for \( 0 < a < 1 \).

**Proposition 3.3.** Suppose \( 0 < a < 1 \), \( x_0 > 0 \), and let
\[
g(x) = \frac{x}{\sqrt{1 + cx^a}}
\]
for some \( c > 0 \). Then the series \( \sum_{n=1}^{\infty} g^n(x_0) \) converges.

**Remark 3.4.** This result is established in [1, p. 362] for \( c = 1 \), and \( a = \frac{1}{n}, \ n \geq 2 \) in Application 3.

**Proof.** Note that for \( 0 < a < 1 \)
\[
\lim_{x \to 0} \frac{x^a - \left( \frac{x}{\sqrt{1 + cx^a}} \right)^a}{x^a} = c > 0.
\]
An application of Proposition 1.1 completes the proof. \( \square \)

We close this section with a final remark. The assumptions of Theorem 2.5 imply that \( 0 < f(x) < c_1 x \) on some \((0, \delta)\) and \( 0 < c_1 < 1 \), and hence the recursive series generated by \( f \) converges, since the one generated by \( g(x) = c_1 x \) does. Theorem 3.1 achieves the same conclusion under much weaker hypotheses. In particular, while Theorem 2.5 does not apply to the function \( f(x) = x \left( \frac{1}{2} + \frac{1}{3} \sin \left( \frac{1}{x} \right) \right) \) (c.f. Example 2.1), Theorem 3.1 allows us to conclude the series generated by this function...
is in fact convergent, since
\[
x \left( \frac{1}{2} + \frac{1}{3} \sin \left( \frac{1}{x} \right) \right) \leq \frac{5}{6}x, \quad (x > 0)
\]
and the right hand side generates a convergent series.

4. Series whose terms are not all of the same sign

We now widen our scope of investigation to functions \( f : \mathbb{R} \to \mathbb{R} \) which satisfy \(|f(x)| < |x|\) for all \( x \neq 0 \) and \( f(0) = 0 \). If the graph of \( f \) lies in the first quadrant for \( x > 0 \) (regardless of what it looks like for \( x < 0 \)), or if the graph lies in the third quadrant for \( x < 0 \) (regardless of what it looks like for \( x > 0 \)), then the analysis of the generated series reduces to the cases we discussed in the previous sections of this note. The next lemma shows that if the graph of \( f \) is contained in the second and fourth quadrants, then \( f \) will always generate a convergent series.

**Lemma 4.1.** Suppose \( f : \mathbb{R} \to \mathbb{R} \) satisfies \(|f(x)| < |x|\) for \( x \neq 0 \) and \( f(0) = 0 \). Suppose in addition that \( xf(x) < 0 \) for all \( x \in \mathbb{R} \setminus \{0\} \). The series defined in (1.4) converges.

**Proof.** The condition \( xf(x) < 0 \) implies that the terms of the sequence \( \{x_n\} \) alternate in sign. Since \(|x_n| \to 0\), the alternating series test gives the result. \( \square \)

Thus it remains to investigate functions \( f \) whose graph - over any interval containing zero - intersects all four quadrants. We note that if \( f \) is such a function, and \(|f(x)| < c|x|\) for some \( c < 1 \) over any interval \((-\epsilon, \epsilon)\), then the series generated by \( f \) is absolutely convergent.

If the graph of \( f \) over \((-\epsilon, \epsilon)\) intersects all four quadrants for every \( \epsilon > 0 \), then \( f \) has infinitely many zeros. Moreover, the sequence of zeros of \( f \) have 0 as a limit point. Consequently either \( f \) is differentiable at \( x = 0 \) with \( f'(0) = 0 \), or \( f \) is non-differentiable at the origin. In the first case Theorem 2.5 mutatis mutandis implies that the series \( \sum f^n(x_0) \) is absolutely convergent. There is however very little we can say in case \( f \) is non-differentiable at \( x = 0 \) and \(|f|\) is not majorized by \( c|x| \) on any interval \((-\epsilon, \epsilon)\), and any \( 0 \leq c < 1 \). By the conditions imposed on \( f \) we will always have \( \{|x_n|\}_{n=0}^\infty \) a decreasing sequence of positive numbers with \( \lim |x_n| = 0 \). It follows that the series \( \sum f^n(x_0) = \sum \text{sgn}(f^n(x_0))|f^n(x_0)| \) will converge if the partial sums of \( \sum \text{sgn}(f^n(x_0)) \) are bounded (see [3, Theorem 3.42]). Unfortunately we have no easy way to determine when this happens, and even if we did the characterization would not be complete. Thus, the problem remains open, but we propose the following problem for further contemplation by the reader:

**Problem:** Find all functions \( g : \mathbb{N} \to \{0, 1\} \) such that \( \sum (-1)^g(n) \) has bounded partial sums.
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