THE $q$–ONSAGER ALGEBRA AND MULTIVARIABLE $q$–SPECIAL FUNCTIONS
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Abstract. Two sets of mutually commuting $q$–difference operators $x_i$ and $y_j$, $i, j = 1, \ldots, N$ such that $x_i$ and $y_i$ generate a homomorphic image of the $q$–Onsager algebra for each $i$ are introduced. The common polynomial eigenfunctions of each set are found to be entangled product of elementary Pochhammer functions in $N$ variables and $N + 3$ parameters. Under certain conditions on the parameters, they form two ‘dual’ bases of polynomials in $N$ variables. The action of each operator with respect to its dual basis is block tridiagonal. The overlap coefficients between the two dual bases are expressed as entangled products of $q$–Racah polynomials and satisfy an orthogonality relation. The overlap coefficients between either one of these bases and the multivariable monomial basis are also considered. One obtains in this case entangled products of dual $q$–Krawtchouk polynomials. Finally, the ‘split’ basis in which the two families of operators act as block bidiagonal matrices is also provided.
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1. Introduction

In view of the intrinsic mathematical interest from the representation theoretic viewpoint and of the various applications in physical models, much attention has been devoted to the algebraic underpinning of multivariate special functions and orthogonal polynomials. The connection between double affine Hecke algebras or Cherednik algebras and Macdonald–Koornwinder polynomials has proved to be very fruitful [M03]. The search for a similar interpretation of multivariate polynomials of the Tratnik type and their $q$–analogs [T89, GerI07, GR041, HI08, BM15] has been initiated lately.

It has been appreciated in the univariate case that the Askey–Wilson or Zhedanov algebra [Z91] with the Bannai–Ito algebra [TVZ11] and Racah algebra [GVZ14] as special cases [DG15] encodes the bispectrality properties of the corresponding polynomials. Different generalizations of these three algebras have been recently considered in order to tackle multivariate extensions. Regarding the two special cases, extensions of the Bannai–Ito and Racah algebras have been introduced and studied [DG15, DG16]. Constructions rely on the tensorial products of the two Lie (super)algebras i.e. $osp(1|2)$ and $sl_2$, respectively. Bases for the generalized Bannai–Ito and Racah algebras’ modules have been explicitly constructed and the overlap coefficients between these bases have been seen to be expressed in terms of the corresponding multivariate polynomials. While a construction of a higher rank Askey–Wilson algebra along those lines is still awaited, an alternative framework to extend the algebraic picture to the multivariate realm for $q$ not a root of unity is provided by the $q$–Onsager algebra [T99, B04]. In this last context, infinite and finite dimensional modules of the $q$–Onsager algebra have been constructed in terms of the multivariate Gasper–Rahman polynomials, in [BM15] $N$–pairs of operators generating the $q$–Onsager algebra were related to Iliev’s families of
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1The defining relations of the Askey–Wilson algebra are in terms of a scalar parameter $q$. The Bannai–Ito and Racah algebras correspond to the specialization $q^2 = -1$ and $q^2 = 1$, respectively.
q–difference operators \[^{[108]}\]. Another approach to connect q–special functions to the q–Onsager algebra is considered here. It hinges on the fact that the q–Onsager algebra is a coideal subalgebra of \(U_q(sl_2)\) \[^{[B04, B06]}\] (see also \[^{[Ko12]}\]) and that tensor product representations of this algebra can thus be expected to lead to multivariate extensions of the Askey–Wilson polynomials.

There is a rather large class of quantum integrable models in the continuum or on lattices whose local integrals of motion can be written in terms of the elements of an Abelian subalgebra of the q–Onsager algebra \[^{[B04]}\]. This is so for instance in the case of the two-dimensional Ising model \[^{[O4]4}\], of the superintegrable Potts model \[^{[GeR85]}\] at \(q = 1\) or of the open XXZ spin chain for \(q \neq 1\) \[^{[BK07, BB12]}\]. For the integrable models that fall in this class, finding the spectrum and eigenstates of the Hamiltonian relies on the construction of explicit finite or infinite dimensional representations of the q–Onsager algebra. We here show that in this algebraic framework, a formulation of the Hamiltonian’s eigenfunctions in terms of multivariable q–special functions is possible - an observation that is bound to prove quite fruitful in the analysis of those models.

In the following paper, we construct explicitly three different types of bases for the q–Onsager algebra in terms of multivariate q–special functions. Two bases are such that the q–Onsager algebra’s generators act as diagonal or block tridiagonal matrices. In the third basis, the so-called ‘split’ basis, they act as upper or lower bidiagonal matrices.

The paper is structured as follows. In Section 2, the definition of the q–Onsager algebra (see Definition \[^{[2.1]}\]) and the action of the two fundamental generators on tensor products of \(U_q(sl_2)\) evaluation representations are recalled. In Section 3, using the q–difference operator realization of \(U_q(sl_2)\) \[^{[S83]}\], two families of mutually commuting q–difference operators in \(i\)–variables \(\{z_1, z_2, ..., z_i\}, i = 1, ..., N\), that generate the q–Onsager algebra, are given in Proposition \[^{[2.3]}\]. Their respective eigenfunctions are found to be entangled products of elementary Pochhammer functions in the \(N\) variables with \(N + 3\) additional parameters. These functions form two ‘dual’ bases of the polynomial vector space, see Propositions \[^{[3.1, 3.2]}\] and Lemma \[^{[3.1]}\]. Namely, the common eigenfunctions of \(W_0^{(i)}\), \(i = 1, 2, ..., N\), can be written as:

\[
F^{(N)}_{\{n\}}(z_1, z_2, ..., z_N) = \prod_{i=1}^{N} z_i^{2j_i} \left( z_i^2 / z_i^{-2}; q^{-2} \right)_{n_i} \left( z_i^{-2} / z_i^2; q^{-2} \right)_{2j_i-n_i}. 
\]

with \[^{[3.3]}\], \(j_i \in \frac{1}{2} \mathbb{N}\) and \(n_i \in \{0, 1, ..., 2j_i\}\). The ‘dual’ eigenfunctions \(\tilde{F}^{(N)}_{\{\tilde{n}\}}(\{z\})\) associated with \(W_1^{(i)}\) are obtained through the substitutions:

\[
n_i \rightarrow \tilde{n}_i, \quad z_i^{(i)} \rightarrow \tilde{z}_i^{(i)}, \quad q \rightarrow q^{-1},
\]

with \[^{[3.6, 3.11]}\]. Then, as stated in Proposition \[^{[3.3]}\] it is shown that the action of \(W_1^{(i)}\) (resp. \(W_0^{(i)}\)) in the eigenbasis of \(W_0^{(i)}\) (resp. \(W_1^{(i)}\)) is ‘block’ tridiagonal. The cases \(N = 1\) and \(N = 2\) are described in details. In Section 4, the overlap coefficients between the two dual bases or between any of the two bases and the multivariable monomial basis are identified. They are written as entangled products of the q–Racah polynomials and dual q–Kravchouk polynomials, respectively. In Section 5, another basis generalizing the (one-variable) ‘split’ basis \[^{[R03, Remark 2.1]}\] is provided. It has for elements:

\[
G^{(N)}_{\{n\}}(z_1, z_2, ..., z_N) = \prod_{i=1}^{N} z_i^{2j_i} \left( z_i^{-2} / z_i^2; q^2 \right)_{n_i} \left( z_i^2 / z_i^{-2}; q^2 \right)_{2j_i-n_i}
\]
Remark 2.1. \( \rho = 16 \) 

Introduce the Chevalley generators \( E_i, F_i, q^{H_i}, i = 0, 1 \) of \( U_q(\widehat{sl}_2) \), see Appendix A.

1.1. Notations. In this paper, we fix a nonzero complex number \( q \) which is not a root of unity. We will use the standard \( q \)-shifted factorials (also called \( q \)-Pochhammer functions) \( [a]_n \):

\[
(a; q)_n = \prod_{k=0}^{n-1} (1 - aq^k), \quad (a_1, a_2, \ldots, a_k; q)_n = \prod_{j=1}^{k} (a_j; q)_n.
\]

Let \( \mathcal{P}_z(N) = \mathbb{C}[z_1, z_2, \ldots, z_N] \) be the vector space of polynomials of total degree \( 2N \) in the variables \( z_1, z_2, \ldots, z_N \). We denote the \( q \)-shift difference operators in the \( j \)-th variable acting on a function \( f(z) \equiv f(z_1, z_2, \ldots, z_N) \) as:

\[
T^{(j)}_\pm f(z) = f(z_1, z_2, \ldots, q_{\pm 1} z_j, \ldots, z_N).
\]

2. The \( q \)-Onsager algebra and \( q \)-difference operators

In this section, we first introduce the \( q \)-Onsager algebra through generators and relations \([T99]([B04]). We recall how it is embedded into \( U_q(\widehat{sl}_2) \) as a certain coideal subalgebra \([B06]\) and describe the action of the generators on tensor product of evaluation representations. Using the \( q \)-difference realization of \( U_q(\widehat{sl}_2) \) (see Appendix A.3), we shall obtain two families of mutually commuting \( q \)-difference operators in \( i \)-variables.

Definition 2.1 \((T99, B04)\). Let \( \rho \) be a complex scalar. The \( q \)-Onsager algebra \( O_q(\widehat{sl}_2) \) is the associative algebra with unit and standard generators \( W_0, W_1 \) subject to the relations:

\[
[W_0, [W_0, W_1]]_q^{-1} = \rho [W_0, W_1], \quad [W_1, [W_1, W_0]]_q^{-1} = \rho [W_1, W_0].
\]

Remark 2.1. For \( \rho = 0 \) the relations \((2.1)\) reduce to the \( q \)-Serre relations of \( U_q(\widehat{sl}_2) \). For \( q = 1, \rho = 16 \) they coincide with the Dolan-Grady relations \( [DG82] \).

The \( q \)-Onsager algebra is known to be isomorphic\(^3\) to a certain coideal subalgebra of \( U_q(\widehat{sl}_2) \) \([B06]\). Introduce the Chevalley generators \( E_i, F_i, q^{H_i}, i = 0, 1 \) of \( U_q(\widehat{sl}_2) \), see Appendix A.

\(^2\) The \( q \)-commutator \([X, Y]_q = qXY - q^{-1}XY\), where \( q \) is called the deformation parameter, is introduced.

\(^3\) For the proof of isomorphism, see \([Ko12] \).
Proposition 2.1 ([B06]). Let \( k_{\pm}, \epsilon_{\pm} \) be complex scalars. There is an algebra morphism \( O_q(\widehat{sl}_2) \to U_q(\widehat{sl}_2) \) such that

\[
\begin{align*}
W_0 &\mapsto k_+ E_1 q^{H_1/2} + k_- F_1 q^{-H_1/2} + \epsilon_+ q^{H_1}, \\
W_1 &\mapsto k_- E_0 q^{H_0/2} + k_+ F_0 q^{-H_0/2} + \epsilon_- q^{H_0}
\end{align*}
\]

with

\[
\rho = (q + q^{-1})^2 k_+ k_-. \tag{2.3}
\]

The action of the generators of the \( q \)-Onsager algebra on tensor product representations can be considered as follows. To this end, the concept of coaction map \([CP91]\) is needed.

Proposition 2.2 ([B06]). Let \( k_{\pm} \) be complex scalars and take \( \rho \) as in (2.3). The \( q \)-Onsager algebra \( O_q(\widehat{sl}_2) \) is a left \( U_q(\widehat{sl}_2) \)-comodule algebra with coaction map \( \delta : O_q(\widehat{sl}_2) \to U_q(\widehat{sl}_2) \otimes O_q(\widehat{sl}_2) \) such that

\[
\begin{align*}
\delta(W_0) &= (k_+ E_1 q^{H_1/2} + k_- F_1 q^{-H_1/2}) \otimes 1 + q^{H_1} \otimes W_0, \\
\delta(W_1) &= (k_- E_0 q^{H_0/2} + k_+ F_0 q^{-H_0/2}) \otimes 1 + q^{H_0} \otimes W_1.
\end{align*}
\]

Remark 2.2. Considering the embedding of the \( q \)-Onsager algebra into \( U_q(\widehat{sl}_2) \) of Proposition 2.1, the coaction map is identified with the coproduct of \( U_q(\widehat{sl}_2) \) (see Appendix A.1).

Finite dimensional (evaluation) representations of the \( q \)-Onsager algebra are now used to construct two families of mutually commuting operators. Let us denote \( \{S_{\pm}, q^{s_3}\} \) as the generators of the algebra \( U_q(sl_2) \) with defining relations \([A.5]\). From Appendix A.2 and Proposition 2.2 it follows:

Proposition 2.3 (See [B06]). Let \( \{k_{\pm}, k_0, \epsilon_{\pm}\} \) be complex scalars. Let \( \{v_i | i = 1, 2, \ldots, N\} \) denote the nonzero evaluation parameters. Define:

\[
\begin{align*}
W_0^{(i)} &= \left( k_+ v_i q^{1/2} S_+ q^{s_3} + k_- v_i^{-1} q^{-1/2} S_- q^{s_3} \right) \otimes H^{(i-1)} + q^{2s_3} \otimes W_0^{(i-1)}, \\
W_1^{(i)} &= \left( k_+ v_i^{-1} q^{-1/2} S_+ q^{-s_3} + k_- v_i q^{1/2} S_- q^{-s_3} \right) \otimes H^{(i-1)} + q^{-2s_3} \otimes W_1^{(i-1)}
\end{align*}
\]

with \( W_0^{(0)} \equiv \epsilon_+ \), \( W_1^{(0)} \equiv \epsilon_- \). For any \( i = 0, 1, 2, \ldots, N \), one has the homomorphism:

\[
W_0 \mapsto W_0^{(i)}, \quad W_1 \mapsto W_1^{(i)}
\]

with (2.3).

Lemma 2.1. The operators \( W_0^{(i)} \) (resp. \( W_1^{(i)} \)) are mutually commuting:

\[
[W_0^{(i)}, W_0^{(j)}] = 0 \quad \text{and} \quad [W_1^{(i)}, W_1^{(j)}] = 0 \quad \text{for any} \quad i, j = 1, 2, \ldots, N.
\]

Proof. By induction, use (2.5). \( \square \)

Finite dimensional tensor product representations of the \( q \)-Onsager algebra can be realized by \( q \)-difference operators acting in the linear space of multivariable polynomials of total degree \( 2(j_1 + j_2 + \ldots + j_N) \), \( j_i \in \mathbb{N} \), in the variables \( z_1, z_2, \ldots, z_N \). From Appendix A.3 and Proposition 2.2 the following proposition is obtained:
Proposition 2.4. On $\mathcal{P}^N_\mathbb{Z}$, the operators $W^{(i)}_0$ and $W^{(i)}_1$ act as $q$–diifference operators of the form:

$$
W^{(i)}_0 \rightarrow \sum_{k=1}^i q^{-2(j_1+j_2+\ldots+j_{k+1})} T_+^{(i-1)2} T_+^{(k+1)2} \left( b^{(k)}_0 z_k (q^{2j_k} - q^{-2j_k} T_+^{(k)^2}) + c^{(k)}_0 z_k^{-1} (1 - T_+^{(k)^2}) \right)
$$

(2.7)

and similarly for $W^{(i)}_1$ with the substitution $q \rightarrow q^{-1}, b^{(k)}_0 \rightarrow -b^{(k)}_1, c^{(k)}_0 \rightarrow -c^{(k)}_1, \epsilon_+ \rightarrow \epsilon_-$ and $T_+^{(k)} \rightarrow T_-^{(k)},$ where:

$$
b^{(i)}_0 = \frac{k_+ v_i q^{1/2-j_i}}{(q-q^{-1})}, \quad c^{(i)}_0 = -\frac{k_- v_i^{-1} q^{-1/2-j_i}}{(q-q^{-1})},
$$

$$
b^{(i)}_1 = \frac{k_+ v_i^{-1} q^{-1/2+j_i}}{(q-q^{-1})}, \quad c^{(i)}_1 = -\frac{k_- v_i q^{1/2+j_i}}{(q-q^{-1})}.
$$

Note that the multivariable $q$–diifference operator realization of the $q$–Onsager algebra of Proposition 2.4 is not the same as the one recently proposed in [BM15 Proposition 2.3].

3. Two ‘dual’ polynomial eigenbases

In this section, two ‘dual’ multivariable polynomial bases for $\mathcal{P}^N_\mathbb{Z}$ are explicitly constructed. In a first part, it is shown that the first (resp. second) multivariable $q$–diifference operators given in Proposition 2.4 are simultaneously diagonalized by any of the basic multivariable polynomial eigenvectors from the first (resp. second) basis, see Propositions 3.1, 3.2 and Lemma 3.1. In a second part, we study the action of the second set of $q$–difference operators on the eigenbasis of the first set, see Proposition 3.3. The cases $N = 1$ and $N = 2$ are described in details.

Basically, for any positive integer $N$ we first solve the following spectral problem on $\mathcal{P}^N_\mathbb{Z}$:

(3.1) \quad $W^{(i)}_0 F^{(N)}_{\{n\}}(z_1, z_2, \ldots, z_N) = \lambda^{(i)}_{\{n\}} F^{(N)}_{\{n\}}(z_1, z_2, \ldots, z_N)$,

(3.2) \quad $W^{(i)}_1 F^{(N)}_{\{n\}}(z_1, z_2, \ldots, z_N) = \tilde{\lambda}^{(i)}_{\{\tilde{n}\}} F^{(N)}_{\{\tilde{n}\}}(z_1, z_2, \ldots, z_N)$ \quad for \quad $i = 1, 2, \ldots, N$,

where $\{n\} = \{n_1, n_2, \ldots, n_N\}, n_i \in \{0, 1, \ldots, 2j_i\}$, and similarly for $\{\tilde{n}\}$.

Without loss of generality and for further convenience, let us introduce the parametrization:

(3.3) \quad $k_+ = \frac{(q - q^{-1})}{2} q^\eta, \quad k_- = \frac{(q - q^{-1})}{2} q^\eta', \quad \epsilon_+ = q^{\frac{n + n'}{2}} \cosh \alpha, \quad \epsilon_- = q^{\frac{n + n'}{2}} \cosh \alpha^*$,

where $\eta, \eta', \alpha, \alpha^*$ are arbitrary complex scalars. We shall also use the notation $\mathfrak{N}_i = n_1 + n_2 + \ldots + n_i, \mathfrak{N}_0 = 0$.

Proposition 3.1. The solution of the spectral problem (3.1) is given by:

(3.4) \quad $F^{(N)}_{\{n\}}(z_1, z_2, \ldots, z_N) = \prod_{i=1}^N f^{(i)}_{n_i}(z_i) \quad \text{with} \quad f^{(i)}_{n_i}(z_i) = \frac{2j_i-1-n_i}{k=0} \prod_{k=0}^{2j_i-1-n_i} (z_i - z^{(i)}_+ q^{-2k}) \prod_{l=0}^{n_i-1} (z_i - z^{(i)}_- q^{-2l})$.

The analysis presented here can be understood as a multivariable generalization of the analysis in [WZ95 Subsection 3.3.2] and [R03 Remark 2.1]. For the special case $N = 1$, one recovers the results of [WZ95] [R03].
eigenfunctions is analogously derived: consider the spectral problem (3.2) and an analysis similar to the one presented above, the second set of polynomial eigenfunctions of the form (3.8) can be constructed and they are given by (3.4) for $N = 1$.

Proof. Consider (3.1) for the case $N = 1$. The corresponding spectral problem is of the form $W^{(1)}_0 f(z_1) = \lambda f(z_1)$ where $\lambda$ is a scalar. According to Proposition 2.4, it leads to a first-order $q$–difference equation with respect to the shift $z_1 \rightarrow q^2 z_1$:

\[
    W^{(1)}_0 f(z_1) + (u^{(1)}_1(z_1) - \lambda) f(z_1) = 0
\]

where the Laurent polynomials $a^{(1)}_1(z_1), u^{(1)}_1(z_1)$ are respectively given by:

\[
    a^{(1)}_1(z_1) = -b^{(1)}_0 q^{-2j_1} z_1 - c^{(1)}_0 z_1^{-1} + \epsilon_+ q^{-2j_1}, \quad u^{(1)}_1(z_1) = b^{(1)}_0 q^{2j_1} z_1 + c^{(1)}_0 z_1^{-1}.
\]

Assume $f(z_1)$ is a polynomial of maximal degree $2j_1$, factorized as:

\[
    f(z_1) = \prod_{k=1}^{2j_1} (z_1 - \xi_k).
\]

Inserting (3.8) into (3.7), one finds that the roots $\{\xi_k | k = 1, 2, ..., 2j_1\}$ of the polynomial must satisfy:

\[
    a^{(1)}_1(\xi_l) \prod_{k=1, k \neq l}^{2j_1} (q^2 \xi_l - \xi_k) = 0, \quad l = 1, 2, ..., 2j_1.
\]

Let $z_{\pm}$ denote the two roots of the Laurent polynomial $a^{(1)}_1(z_1)$. Then, there are exactly $2j_1 + 1$ polynomial eigenfunctions of the form (3.8) that can be constructed and they are given by (3.4) for $N = 1$. Finally, substituting $f^{(1)}_{n_1}(z_1)$ into (3.7) and equating the constant terms, one finds:

\[
    \lambda^{(1)}_{n_1} = b^{(1)}_0 \left( z^{(1)}_+ q^{-2j_1+2n_1} + z^{(1)}_- q^{2j_1-2n_1} \right).
\]

Using the parametrization (3.3), one arrives at (3.5) for $N = 1$. Note that the arguments presented here can be found in e.g. [WZ95, Subsection 3.3.2].

Consider the case $N = 2$ in (3.1). Take an eigenfunction of the factorized form $F^{(2)}_{n_1,n_2}(z_1, z_2) = f(z_2) F^{(1)}_{n_1}(z_1)$. It follows from (2.7) that $f(z_2)$ has to solve the auxiliary spectral problem:

\[
    W^{(1)}_0 f(z_2) = \lambda^{(2)} f(z_2).
\]

Applying the same analysis as for the case $N = 1$, the claim follows for $N = 2$. The proof of Proposition 3.1 for generic values of $N$ is then completed by an inductive argument.

Either by using symmetry relations between $W^{(i)}_0$ and $W^{(j)}_1$ (see Proposition 2.4) or by applying to the spectral problem (3.2) an analysis similar to the one presented above, the second set of eigenfunctions is analogously derived:

\footnote{In the ‘physics’ literature, this set of equations is often called ‘Bethe equations’.}
Proposition 3.2. The solution of the spectral problem \((3.2)\) is given by:

\[
\tilde{F}^{(N)}_{\{n\}}(z_1, z_2, \ldots, z_N) = F^{(N)}_{\{n\}}(z_1, z_2, \ldots, z_N)|_{n \rightarrow \tilde{n}, q \rightarrow q^{-1}, z^{(i)} \rightarrow z^{(i)}, i = 1, 2, \ldots, N}
\]

and

\[
\lambda^{(i)}_{\tilde{n}_1, \tilde{n}_2, \ldots, \tilde{n}_i} = \frac{1}{2q^{\frac{n+1}{2}}} \left(e^{-\alpha^*} q^{-2\tilde{n}_i + 2\delta_i} + e^{\alpha^*} q^{2\tilde{n}_i - 2\delta_i}\right)
\]

where

\[
z^{(i)}_{\tilde{n}} = v_i q^{1/2-j_i} + \frac{\tilde{n}_i}{2} e^{\pm \alpha^*} q^{2(\tilde{n}_i - 1) - 1}.
\]

Remark 3.1. Note that the scalar parameter \(\eta^j\) can be removed. In total, there remains \(N + 3\) free scalar parameters: \(\alpha, \alpha^*, \eta, v_1, v_2, \ldots, v_N\).

Observe that above eigenfunctions can be written in terms of \(q\)-Pochhammer symbols to obtain \((\ref{3.11})\). The following Lemma (and its proof) can be viewed as multivariate extensions of \([R03, \text{Lemma 3.1}]\).

Lemma 3.1. Assume

\[
z^{(i)}_{\pm} / z^{(i)}_{\pm} \notin \{q^{4(i-2)}, \ldots, q^{4i+2}\}, \quad z^{(i)}_{\pm} \neq 0, \quad z^{(i)}_{\pm} \neq z^{(j)}_{\pm},
\]

\[
z^{(i)}_{\pm} / z^{(i)}_{\pm} \notin \{q^{4(i-2)}, \ldots, q^{4i+2}\}, \quad z^{(i)}_{\pm} \neq 0, \quad z^{(i)}_{\pm} \neq z^{(j)}_{\pm}
\]

for any \(i \neq j\). The vector space \(P^{(N)}_z\) admits two ‘dual’ bases. The first basis is generated by the polynomials \(\{F^{(N)}_{\{n\}}(z_1, z_2, \ldots, z_N)\}\) and the second basis by \(\{\tilde{F}^{(N)}_{\{n\}}(z_1, z_2, \ldots, z_N)\}\). The cardinality is given by \(\prod_{k=1}^N (2jk + 1)\).

Proof. We study the conditions under which the polynomials \(B_z = \{F^{(N)}_{\{n\}}(z_1, z_2, \ldots, z_N)\}\) form a basis of \(P^{(N)}_z\). Let us start with \(N = 1\). Since the set of functions \(B_z\) has a cardinality which coincides with the dimension of the linear space, we just have to show:

\[
\sum_{n_1=0}^{2j_1} \zeta_{n_1} F^{(1)}_{n_1}(z_1) = 0 \quad \text{iff} \quad \zeta_{n_1} = 0 \quad \text{for all} \quad n_1.
\]

Note that \(F^{(1)}_{n_1}(z_1)\) is a polynomial of degree \(2j_1\) in the variable \(z_1\), so it is sufficient to check the equation on \(2j_1 + 1\) distinct values of \(z_1\). First, suppose that \(z^{(1)}_{\pm} \neq 0\). Observe that all polynomials \(F^{(1)}_{n_1}(z_1)\) have the common zero \(z_1 = z^{(1)}_\pm\) if \(z^{(1)}_{\pm} / z^{(1)}_{\pm} = q^{2k}\) or \(z_1 = z^{(1)}_\pm\) if \(z^{(1)}_{\pm} / z^{(1)}_{\pm} = q^{-2k}\) with \(k = 0, 1, \ldots, 2j_1 - 1\). So, we assume that all conditions in \((3.12)\) are satisfied. Choosing \(z_1 = z^{(1)}_\pm\) in \((3.14)\), one finds \(\zeta_0 F^{(1)}_{0}(z_1) = 0\), which vanishes only for \(\zeta_0 = 0\). Next, we divide the first equation in \((3.14)\) by \((z_1 - z^{(1)}_\pm)\) and set \(z_1 = z^{(1)}_\pm - 2\). Similarly, it implies \(\zeta_1 = 0\). By induction, \((3.14)\) follows. So the claim holds for \(N = 1\). We now turn to arbitrary values of \(N\). Suppose as per the statement of the Lemma that \(z^{(i)}_{\pm} \neq z^{(j)}_{\pm}\) for any \(i \neq j\). Apply the same reasoning as before. By induction, it follows that \(\{F^{(N)}_{\{n\}}(z_1, z_2, \ldots, z_N)\}\) form a basis of \(P^{(N)}_z\) provided conditions \((3.12)\) are satisfied. Similarly, one shows that \(\{\tilde{F}^{(N)}_{\{n\}}(z_1, z_2, \ldots, z_N)\}\) form a basis of the vector space under \((3.13)\). \(\square\)

The action of \(W^{(i)}_0\) (resp. \(W^{(i)}_1\)) on the eigenbasis of the \(q\)-difference operator \(W^{(i)}_0\) (resp. \(W^{(i)}_1\)) is now considered. First, we describe the action of the operators for generic values of \(N\).
Proposition 3.3. Let $V_{i;p_i}$ (resp. $V_{i;p_i}^*$) denote the subspace generated by the polynomials $F_{n_1 n_2 \ldots n_i}^{(N)}(z_1, z_2, \ldots, z_N)$ (resp. $\tilde{F}_{\{\tilde{n}\}}^{(N)}(z_1, z_2, \ldots, z_N)$) with fixed $p_i = n_1 + n_2 + \ldots + n_i$ (resp. $\tilde{p}_i = \tilde{n}_1 + \tilde{n}_2 + \ldots + \tilde{n}_i$) for any $i \in \{1, 2, \ldots, N\}$. One has:

\begin{align*}
\mathcal{W}_0^{(i)} V_{i;p_i} & \subseteq V_{i;p_i}, \\
\mathcal{W}_1^{(i)} V_{i;p_i} & \subseteq V_{i;p_i+1} + V_{i;p_i} + V_{i;p_i-1}, \quad 0 \leq p_i \leq 2\lambda_i,
\end{align*}

where $V_{i;-1} = 0$ and $V_{i;2\lambda_i+1} = 0$.

\begin{align*}
\mathcal{W}_1^{(i)} V_{i;p_i}^* & \subseteq V_{i;p_i}^*, \\
\mathcal{W}_0^{(i)} V_{i;p_i}^* & \subseteq V_{i;p_i+1}^* + V_{i;p_i}^* + V_{i;p_i-1}^*, \quad 0 \leq \tilde{p}_i \leq 2\lambda_i,
\end{align*}

where $V_{i;-1}^* = 0$ and $V_{i;2\lambda_i+1}^* = 0$.

Proof. The following arguments are essentially based on [199, Proof of Theorem 3.10]. By Proposition 3.1, (3.15) holds. We now demonstrate (3.16). By Proposition 2.3, recall that $\mathcal{W}_0^{(i)}, \mathcal{W}_1^{(i)}$ satisfy the defining relations of the $q-$Onsager algebra (2.1). Take $E_{i;p_i}$ as the projector onto the eigenspace $V_{i;p_i}$ associated with the eigenvalue $\lambda_{p_i}^{(i)}$ of $\mathcal{W}_0^{(i)}$. Let $\Delta$ denote the difference between the left-hand side and the right-hand side of the first equation in (2.1), so that this equation reads $\Delta = 0$. One has $E_{i;p_i} \Delta E_{i;m_i} = P(\lambda_{p_i}^{(i)}, \lambda_{m_i}^{(i)}) E_{i;p_i} \mathcal{W}_1^{(i)} E_{i;m_i}$ with

$$P(x, y) = (x-y)(x^2 - (q^2 + q^{-2})xy + y^2 - \rho).$$

For each pair of integers $p_i, m_i$ it is straightforward to show from (3.5) that $P(\lambda_{p_i}^{(i)}, \lambda_{m_i}^{(i)}) = 0$ if $|p_i - m_i| \leq 1$. It implies:

$$E_{i;p_i} \mathcal{W}_1^{(i)} E_{i;m_i} = 0 \quad \text{if} \quad |p_i - m_i| > 1$$

which proves the claim (3.16). The statements (3.17), (3.18) are shown similarly.

□

We would like to point out some connection with the theory of tridiagonal pairs. By [199, Definition 2.1], a tridiagonal pair of $q-$Racah type is such that (i) both operators are diagonalizable; (ii) the two operators act as (3.15), (3.16), (3.17), (3.18) on the respective eigenspaces and (iii) the vector space is irreducible. From Propositions 3.1, 3.2 and Lemma 3.1 it follows that (i) holds. By Proposition 3.3 (ii) is then verified. If in addition we assume that the vector space is irreducible, for any $i = 0, 1, \ldots, N$ it follows that the $q-$difference operators $\mathcal{W}_0^{(i)}$ and $\mathcal{W}_1^{(i)}$ form a tridiagonal pair of $q-$Racah type.

To illustrate Proposition 3.3 we shall describe below the cases $N = 1$ and $N = 2$ in some details.

Example 3.1. The $q-$difference operator $\mathcal{W}_1^{(1)}$ acts on the polynomial eigenfunction $F_{n_1}^{(1)}(z_1)$ given by (3.4) as follows:

$$\mathcal{W}_1^{(1)} F_{n_1}^{(1)}(z_1) = B_{n_1}^{[1]} F_{n_1+1}^{(1)}(z_1) + C_{n_1}^{[-1]} F_{n_1-1}^{(1)}(z_1) + A_{n_1}^{[0]} F_{n_1}^{(1)}(z_1),$$

where $B_{n_1}^{[1]}$, $C_{n_1}^{[-1]}$, and $A_{n_1}^{[0]}$ are constants depending on $n_1$. The action of $\mathcal{W}_0^{(1)}$ is then obtained by symmetry and the result is verified for $N = 1$. For $N = 2$, the details are more involved and can be found in [199].
where

\[
P_n^{[1]} = -b_1^{(1)} q^{2 j_1} z_+^{(1)} \left( 1 - q^{2(1+n_1-2j_1)} \frac{z_+^{(1)}}{z_-^{(1)}} \right) B_{n_1} \left( q^{-4j_1} \frac{z_+^{(1)}}{z_-^{(1)}} - q^{-2} \frac{z_+^{(1)}}{z_-^{(1)}} \right),
\]

\[
P_n^{[-1]} = -b_1^{(1)} q^{2 j_1} z_+^{(1)} \left( 1 - q^{2(1-n_1)} \frac{z_-^{(1)}}{z_+^{(1)}} \right) C_{n_1} \left( q^{-4j_1} \frac{z_+^{(1)}}{z_-^{(1)}} - q^{-2} \frac{z_+^{(1)}}{z_-^{(1)}} \right),
\]

\[
P_0^{[0]} = -b_1^{(1)} q^{2 j_1} z_+^{(1)} \left( 1 + q^{-4j_1} \frac{z_-^{(1)}}{z_+^{(1)}} - B_{n_1} - C_{n_1} \right),
\]

with \( b_1^{(1)}, B_{n_1}, C_{n_1} \) respectively given in (2.8), (C.4), (C.5).

**Proof.** Using (3.4) for \( N = 1 \), eq. (3.21) explicitly reads:

\[
(3.22) \quad \left( b_1^{(1)} q^{2 j_1} z_1 + c_1^{(1)} z_1^{-1} + \epsilon q^{2 j_1} \right) f_n^{(1)}(q^{-2} z_1) - \left( b_1^{(1)} q^{-2 j_1} z_1 + c_1^{(1)} z_1^{-1} \right) f_n^{(1)}(z_1) = B_n^{[1]} f_{n+1}^{(1)}(z_1) + C_n^{[-1]} f_{n-1}^{(1)}(z_1) + A_n^{[0]} f_n^{(1)}(z_1).
\]

Observe that:

\[
\begin{align*}
 f_n^{(1)}(q^{-2} z_1) &= q^{-4j_1} (z_1 - z_1^{-1} q^2)(z_1 - z_1^{-1} q^2) Q_n(z_1), \\
 f_n^{(1)}(z_1) &= (z_1 - z_1^{-1} q^{-4j_1+2n_1+2})(z_1 - z_1^{-1} q^{-2n_1+2}) Q_n(z_1), \\
 f_{n+1}^{(1)}(z_1) &= (z_1 - z_1^{-1} q^{-2n_1})(z_1 - z_1^{-1} q^{-2n_1+2}) Q_n(z_1), \\
 f_{n-1}^{(1)}(z_1) &= (z_1 - z_1^{-1} q^{-4j_1+2n_1})(z_1 - z_1^{-1} q^{-4j_1+2n_1+2}) Q_n(z_1),
\end{align*}
\]

where

\[
Q_n(z_1) = \prod_{k=0}^{2j_1-n_1-2} (z_1 - z_1^{-1} q^{-2k}) \prod_{k=0}^{n_1-2} (z_1 - z_1^{-1} q^{-2k}).
\]

Inserting (3.22) into (3.23) and dividing by \( Q_n(z_1) \), one obtains a polynomial equation of degree two in \( z_1 \). Upon requiring that the coefficients vanish, one obtains three equations that determine uniquely \( A_n^{[1]}, B_n^{[-1]}, C_n^{[0]} \).

**Example 3.2.** The mutually commuting \( q \)-difference operators \( W_1^{(1)} \) and \( W_1^{(2)} \) act on the polynomial eigenvector \( F_{n_1 n_2}^{(2)}(z_1, z_2) \) given by (3.4) as follows:

\[
(3.24) \quad W_1^{(1)} F_{n_1 n_2}^{(2)}(z_1, z_2) = B_n^{[1]} F_{n_1+1 n_2}^{(1)}(z_1) f_n^{(2)}(z_2) + C_n^{[-1]} F_{n_1-1 n_2}^{(1)}(z_1) f_n^{(2)}(z_2) + A_n^{[0]} F_{n_1 n_2}^{(2)}(z_1, z_2),
\]

and

\[
W_1^{(2)} F_{n_1 n_2}^{(2)}(z_1, z_2) = B_n^{[10]} F_{n_1+n_2}^{(2)}(z_1, z_2) + B_n^{[01]} F_{n_1 n_2+1}^{(2)}(z_1, z_2) + B_n^{[12]} F_{n_1-1 n_2+2}^{(2)}(z_1, z_2) + C_n^{[-10]} F_{n_1-1 n_2}^{(2)}(z_1, z_2) + C_n^{[01]} F_{n_1 n_2-1}^{(2)}(z_1, z_2) + C_n^{[12]} F_{n_1+1 n_2-2}^{(2)}(z_1, z_2) + A_n^{[11]} F_{n_1+n_2-1}^{(2)}(z_1, z_2) + A_n^{[-11]} F_{n_1-1 n_2+1}^{(2)}(z_1, z_2) + A_n^{[00]} F_{n_1 n_2}^{(2)}(z_1, z_2),
\]

\[\text{The coefficients of } z_1^3 \text{ and } z_1^{-3} \text{ are vanishing.}\]
where

\[
\begin{align*}
B_{n_1n_2}^{[1]} &= q^{2j_2} B_2 B_{n_1}^{[1]}, & B_{n_1n_2}^{[0]} &= B_{aux}, & B_{n_1n_2}^{[-12]} &= q^{2j_2} B_2' B_{n_1}^{[1]}, \\
C_{n_1n_2}^{[-10]} &= q^{2j_2} C_2' C_{n_1}^{[1]}, & C_{n_1n_2}^{[0-1]} &= C_{aux}, & C_{n_1n_2}^{[1-2]} &= q^{2j_2} C_2 B_{n_1}^{[1]}, \\
A_{n_1n_2}^{[-1]} &= q^{2j_2} A_2 B_{n_1}^{[1]}, & A_{n_1n_2}^{[1]} &= q^{2j_2} A_2' C_{n_1}^{[1]}, & A_{n_1n_2}^{[0]} &= A_{aux},
\end{align*}
\]

with \( A_2, B_2, C_2, A'_2, B'_2, C'_2, A_{aux}, B_{aux}, C_{aux} \) given in Appendix B.

**Proof.** The result \((3.21)\) is immediate from Example \(3.1\). We now prove \((3.25)\). According to the tensor product structure \((2.24)\), the \(q\)-difference operator \(W_1^{(2)}\) can be written as:

\[
W_1^{(2)} = b_1^{(2)} z_2 \left( q^{2j_2} T_2^{(2)2} - q^{-2j_2} \right) + c_1^{(2)} z_2^{-1} \left( T_2^{(2)2} - 1 \right) + q^{2j_2} T_2^{(2)2} W_1^{(1)}.
\]

Acting on \(F_{n_1n_2}^{(2)}(z_1, z_2) = f_{n_2}^{(2)}(z_2)f_{n_1}^{(1)}(z_1)\) and using \((3.21)\), it follows:

\[
W_1^{(2)} F_{n_1n_2}^{(2)}(z_1, z_2) = \left( \left( b_1^{(2)} q^{2j_2} z_2 + c_1^{(2)} z_2^{-1} + q^{2j_2} A_{n_1}^{(1)} \right) f_{n_2}^{(2)}(q^{-2}z_2) \right)
- \left( b_1^{(2)} q^{-2j_2} z_2 + c_1^{(2)} z_2^{-1} \right) f_{n_2}^{(2)}(z_2) f_{n_1}^{(1)}(z_1)
+ q^{2j_2} B_{n_1}^{(1)} f_{n_2}^{(2)}(q^{-2}z_2) f_{n_1+1}^{(1)}(z_1)
+ q^{2j_2} C_{n_1}^{(1)} f_{n_2}^{(2)}(q^{-2}z_2) f_{n_1-1}^{(1)}(z_1).
\]

Consider the combination \(f_{n_2}^{(2)}(q^{-2}z_2) f_{n_1}^{(1)}(z_1)\). In analogy with the analysis for the case \(N = 1\), a straightforward computation allows to identify \(A_{aux}, B_{aux}, C_{aux}\) such that:

\[
(3.28) \left( b_1^{(2)} q^{2j_2} z_2 + c_1^{(2)} z_2^{-1} + q^{2j_2} A_{n_1}^{(1)} \right) f_{n_2}^{(2)}(q^{-2}z_2) - \left( b_1^{(2)} q^{-2j_2} z_2 + c_1^{(2)} z_2^{-1} \right) f_{n_2}^{(2)}(z_2) =
B_{aux} f_{n_2+1}^{(2)}(z_2) + C_{aux} f_{n_2-1}^{(2)}(z_2) + A_{aux} f_{n_2}^{(2)}(z_2).
\]

The expressions for \(A_{aux}, B_{aux}, C_{aux}\) are given in Appendix B. Now, consider the combinations \(f_{n_2}^{(2)}(q^{-2}z_2) f_{n_1+1}^{(1)}(z_1)\) and \(f_{n_2}^{(2)}(q^{-2}z_2) f_{n_1-1}^{(1)}(z_1)\). Recall that \(z_2^{(2)}\) depends on \(n_1\). According to \((3.6)\), one has:

\[
\begin{align*}
&z_2^{(2)} |_{n_1 \to n_1+1} = q^{\pm 2} z_2^{(2)} & &\text{and} & &z_2^{(2)} |_{n_1 \to n_1-1} = q^{-\pm 2} z_2^{(2)}.
\end{align*}
\]

As a consequence, the following two relations

\[
(3.29) f_{n_2}^{(2)}(q^{-2}z_2) = B_2 f_{n_2}^{(2)}(z_2)|_{n_1 \to n_1+1} + C_2 f_{n_2-2}^{(2)}(z_2)|_{n_1 \to n_1+1} + A_2 f_{n_2-1}^{(2)}(z_2)|_{n_1 \to n_1+1},
\]

\[
(3.30) f_{n_2}^{(2)}(q^{-2}z_2) = B_2' f_{n_2+2}^{(2)}(z_2)|_{n_1 \to n_1-1} + C_2' f_{n_2}^{(2)}(z_2)|_{n_1 \to n_1-1} + A_2' f_{n_2+1}^{(2)}(z_2)|_{n_1 \to n_1-1},
\]

determine uniquely \(A_2, B_2, C_2\) and \(A'_2, B'_2, C'_2\). Their formulas are also given in Appendix B. Finally, observe that:

\[
(3.31) F_{n_1 \pm 1 n_2+a}^{(2)}(z_1, z_2) = f_{n_2+a}^{(2)}(z_2)|_{n_1 \to n_1 \pm 1} f_{n_1 \pm 1}^{(1)}(z_1) & \quad \text{for} \quad a = 0, \pm 1, \pm 2.
\]

Inserting \((3.28), (3.29), (3.30)\) into \((3.27)\) and combining all coefficients, one ends up with \((3.25)\). \(\square\)

The previous examples above make clear that the analysis for an arbitrary \(N\) can be achieved by induction in a straightforward manner. Note that the special case \(j_1 = j_2 = \ldots = j_N = 1/2\) is treated in details in \([1306]\).
4. OVERLAP COEFFICIENTS AND ORTHOGONALITY

In the previous section, we have constructed two different bases of the polynomial vector space $P^{(N)}_n$. By Proposition 3.3, for any $i = 1, 2, ..., N$, in the first (resp. second) basis, the operator $W^{(i)}_0$ (resp. $W^{(i)}_1$) is a diagonal matrix whereas the operator $W^{(i)}_0$ (resp. $W^{(i)}_1$) is a block tridiagonal matrix. In this section, the overlap coefficients between the two bases are studied. They are derived in terms of an entangled product of $q$–Racah orthogonal polynomials and shown to satisfy certain orthogonality relations.

**Lemma 4.1.** Let $f^{(i)}_{n_i}(z_i), i = 1, 2, ..., N$, be the functions defined in (3.4) and take $\tilde{f}^{(i)}_{n_i}(z_i) = f^{(i)}_{n_i}(z_i)|_{q \to q^{-1}, n_i \to \tilde{n}_i, z_i \to \tilde{z}_i}$. The following expansion formulas hold:

\[
(4.1) \quad f^{(i)}_{n_i}(z_i) = \sum_{n_i=0}^{2j_i} C^{n_i}_{n_i}(z_i, z_i, z_i, z_i; 2j_i; q^2) \tilde{f}^{(i)}_{n_i}(z_i) \quad \text{for } n_i = 0, 1, ..., 2j_i
\]

where

\[
(4.2) \quad C^{n_i}_{n_i}(a, b, c, d; q^2) = q^{2(n_i - M)} \left[ \begin{array}{c} M \\ \tilde{n} \end{array} \right] q^2 \frac{(q^2(1-M)b/d; q^2)^\tilde{n}(q^2(1-M)b/c; q^2)^M - \tilde{n}(q^2(1-n)a/c; q^2)^n)}{(q^2(1-M)c/d; q^2)^\tilde{n}(q^2-2\tilde{n}d/c; q^2)^M - \tilde{n}(q^2(1-M)b/c; q^2)^n} \times R_n(\mu(\tilde{n}); q^{-2M}b/d, q^{-2d}/a, q^{-2M-2}, c/d; q^2).
\]

**Proof.** Write $f^{(i)}_{n_i}(z_i)$ and $\tilde{f}^{(i)}_{n_i}(z_i)$ using (3.4) in terms of $q$–Pochhammer functions. Apply the expansion formula [R03, eq. (2.16)] with $q \to q^2$:

\[
(4.3) \quad (ax; q^2)_n (bx; q^2)_n = \sum_{\tilde{n}=0}^{N} C^{\tilde{n}}_{n}(a, b, c, d; N; q^2)(cx; q^2)^\tilde{n}(dx; q^2)^N_{N-n}.
\]

**Remark 4.1.** The three-term recurrence relations (C.5) satisfied by the $q$–Racah polynomials (C.7) can be recovered as follows. Let us introduce the auxiliary operator

\[
(4.4) \quad w^{(i)}_1 = b^{(i)}_1 z_i \left( q^{2j_i} T^{(i)}_- - q^{-2j_i} \right) + c^{(i)}_1 z_i^{-1} \left( T^{(i)}_- - 1 \right) + \tilde{\lambda}^{(i-1)}_{n_1, n_2, \ldots, n_i; q^{2j_i} T^{(i)}_-^2}.
\]

On the one hand, for any $n_i = 0, 1, ..., 2j_i$, from (4.4) one has:

\[
(4.5) \quad w^{(i)}_1 f^{(i)}_{n_i}(z_i) = \sum_{\tilde{n}_i=0}^{2j_i} \tilde{\lambda}^{(i)}_{n_1, n_2, \ldots, n_i; q^{2j_i} T^{(i)}_- \tilde{n}_i} C^{n_i}_{n_i}(z_i, z_i, z_i, z_i; 2j_i; q^2) \tilde{f}^{(i)}_{n_i}(z_i).
\]

On the other hand, generalizing the arguments used in the proof of Example 3.1, one can see that:

\[
(4.6) \quad w^{(i)}_1 f^{(i)}_{n_i}(z_i) = B^{(i)}_{n_i} f^{(i)}_{n_i+1}(z_i) + C^{(i-1)}_{n_i} f^{(i-1)}_{n_i}(z_i) + A^{(i)}_{n_i} f^{(i)}_{n_i}(z_i).
\]

where the coefficients $B^{(i)}_{n_i}, C^{(i-1)}_{n_i}$ and $A^{(i)}_{n_i}$ are obtained from $B^{(i)}_{n_i}, C^{(i-1)}_{n_i}$ and $A^{(i)}_{n_i}$ in (3.2) through the substitutions:

\[
 n_1 \to n_i, \quad z_1 \to z_i, \quad j_1 \to j_i, \quad b^{(i)}_1 \to b^{(i)}_1, \quad z^{(1)}_i \to z^{(i)}_i, \quad \tilde{z}^{(1)}_i \to \tilde{z}^{(i)}_i.
\]

Inserting (4.4) into the r.h.s of (4.6) and equating the resulting expression with the r.h.s of (4.5), one ends up with a three-term recurrence relation on the coefficients (4.2). After some simplifications, one obtains the relation (C.5).
Recall the definitions of $F_{\{n\}}^{(N)}(z_1, z_2, ..., z_N)$ and $\tilde{F}_{\{\tilde{n}\}}^{(N)}(z_1, z_2, ..., z_N)$ in Proposition 3.1 and Proposition 3.2, respectively. By Lemma 4.1.

**Proposition 4.1.** The following expansion formulas hold:

\[
(4.7) \quad F_{\{n\}}^{(N)}(\{z\}) = \sum_{\{\tilde{n}\} = (0)^N}^{\{2j\}} C_{\{\tilde{n}\}}^{\{n\}}(\{z\}) \tilde{F}_{\{\tilde{n}\}}^{(N)}(\{z\})
\]

where

\[
(4.8) \quad C_{\{\tilde{n}\}}^{\{n\}}(\{z\}) = \prod_{i=1}^{N} C_{n_i}^{(i)}(z_1^{(i)}, z_2^{(i)}, ..., z_N^{(i)}; 2j_i; q^2).
\]

Applying twice the expansion formulas (4.3), one finds that the basic overlap coefficients (4.2) satisfy an orthogonality relation. It is easy to show that this orthogonality relation is a consequence of the well-known orthogonality relation (C.2) of the $q$–Racah polynomials. For generic values of $N$, we extend the argument. It follows that the overlap coefficients (4.8) satisfy a generalized orthogonality relation.

**Proposition 4.2.** The following orthogonality relation holds:

\[
\sum_{\{\tilde{n}\} = (0)^N}^{\{2j\}} C_{\{\tilde{n}\}}^{\{n\}}(\{z\}) \tilde{F}_{\{\tilde{n}\}}^{(N)}(\{z\}) = \prod_{i=1}^{N} C_{n_i}^{(i)}(z_1^{(i)}, z_2^{(i)}, ..., z_N^{(i)}; 2j_i; q^2).
\]

In the case when $N = 2$ it is straightforward to observe that the coefficients (4.8) obey a 3–term and a 9–term recurrence relation that are obtained from (3.21) and (3.23). One then note that these recurrence relations have a structure analogous to that of the bivariate Hahn polynomials and Gasper–Rahman polynomials found in [GV14] and [BM15], respectively. This suggests that the coefficients $C_{\{\tilde{n}\}}^{\{n\}}$ could be related to known multivariate $q$–polynomials. This will be further explored in a separate study.

To conclude this Section, we now consider the overlap coefficients between the eigenfunctions of $\mathcal{W}_0^{(i)}$, $\mathcal{W}_1^{(i)}$ previously constructed and the multivariable monomial basis. In this case, the overlap coefficients are identified as multivariate extensions of the univariate dual $q$–Krawtchouk polynomials [KS96, Section 3.17].

**Proposition 4.3.** Let $\tilde{F}_{\{\tilde{n}\}}^{(N)}(z_1, z_2, ..., z_N)$ be defined in Proposition 3.2. The following expansion formulas hold:

\[
\tilde{F}_{\{\tilde{n}\}}^{(N)}(\{z\}) = \sum_{\{\tilde{n}\} = (0)^N}^{\{2j\}} \tilde{D}_{\{\tilde{n}\}}^{\{n\}}(\{z\}) \tilde{F}_{\{\tilde{n}\}}^{(N)}(\{z\})
\]

where

\[
\tilde{D}_{\{\tilde{n}\}}^{\{n\}}(\{z\}) = \prod_{i=1}^{N} (q^{4j_i}z_i^{(i)})^{2j_i-n_i}(q^{-4j_i}; q^{2})_{2j_i-n_i} K_{2j_i-n_i} \left( \mu(\tilde{n}_i); \tilde{z}_i^{(i)}, 2j_i; q^2 \right)
\]

with (C.6).
Proof. Rewrite $\tilde{F}_{\{\tilde{n}\}}^{(N)}(\{z\})$ in terms of $q$–Pochhammer functions. Use the expansion formula (3.17.11) of [KS96].

\[\square\]

Remark 4.2. By analogy with Remark 4.1, the three-term recurrence relations given in Appendix C.2 (see [KS96, eq. 3.17.3]) satisfied by the dual $q$–Krawtchouk polynomial (C.6) can be obtained using the action of the auxiliary operator (4.4) on (4.9).

The overlap coefficients between $F_{\{n\}}^{(N)}(z_1, z_2, \ldots, z_N)$ and the multivariable monomial basis are similarly found:

**Proposition 4.4.** Let $F_{\{n\}}^{(N)}(z_1, z_2, \ldots, z_N)$ be defined in Proposition 3.1. The following expansion formulas hold:

\[
F_{\{n\}}^{(N)}(\{z\}) = \prod_{i=1}^{N} (-1)^{2j_i} (z_+^{(i)})^{2j_i-n_i} (z_-^{(i)})^{n_i} q^{-2i_2} - 2^{2i_2-n_i} \sum_{\{\tilde{n}\} = \{0\}^N}^{\{2j\}} D_{\{n\}}^{\{\tilde{n}\}}(\{z_-\}, \{z_+\}; \{2j\}; q^2) z_1^{\tilde{n}_1} z_2^{\tilde{n}_2} \ldots z_N^{\tilde{n}_N},
\]

where

\[
D_{\{n\}}^{\{\tilde{n}\}}(\{z_-\}, \{z_+\}; \{2j\}; q^2) = \prod_{i=1}^{N} \left( \frac{q^{4j_i}}{z_+^{(i)}} \right)^{\tilde{n}_i} \frac{(q^{-4j_i}; q^2)^{\tilde{n}}}{(q^2; q^2)^{\tilde{n}}} K_{\tilde{n}_i} (\mu(n_i); z_+^{(i)}/z_-^{(i)}, 2j_i; q^2).
\]

5. The ‘split’ basis

In this section, we introduce another basis for the polynomial vector space $P_z^{(N)}$. This basis interpolates between the two eigenbases constructed in the previous section, and can be understood as a generalization of the ‘split’ (one-variable) basis proposed in [R03, Remark 2.1]. With respect to this basis, it is shown that the $q$–difference operators $W_0^{(i)}, W_1^{(i)}$ of Proposition 2.4 act as upper and lower block bidiagonal matrices, respectively. Define

\[
G_{\{n\}}^{(N)}(\{z\}) = \prod_{i=1}^{N} g_{n_i}^{(i)}(z_i) \quad \text{with} \quad g_{n_i}^{(i)}(z_i) = \prod_{k=0}^{n_i-1} (z_i - z_-^{(i)} q^{-2k}) \prod_{l=0}^{2j_i-1-n_i} (z_i - z_+^{(i)} q^{2l})
\]

where

\[
z_+^{(i)} = z_+^{(i)} |_{\{\tilde{n}\} \rightarrow \{n\}}.
\]

For the proof of the following Lemma, we proceed by analogy with the derivation of Lemma 3.1

**Lemma 5.1.** Assume

\[
\tau_+^{(i)} / \tau_-^{(i)} \notin \{1, q^{-2}, \ldots, q^{-4j_i+2}\}, \quad z_-^{(i)} \neq 0, \quad z_+^{(i)} \neq 0, \quad z_-^{(i)} \neq z_-^{(j)}, \quad z_+^{(i)} \neq z_+^{(j)}
\]

for any $i \neq j$. The $N$–variable polynomial vector space $P_z^{(N)}$ admits a basis generated by the polynomials $\{G_{\{n\}}^{(N)}(z_1, z_2, \ldots, z_N)\}$. The cardinality is given by $\prod_{k=1}^{N} (2j_k + 1)$.

Let us consider the cases $N = 1$ and $N = 2$. The proof of the following results essentially follows that of Proposition 3.1. The details are omitted.
Example 5.1. On the polynomial $G_{n_1}^{(1)}(z_1)$ given by [5.1], the $q$–difference operator $W_0^{(1)}$, $W_1^{(1)}$ act, respectively, as:

\begin{align}
W_0^{(1)}G_{n_1}^{(1)}(z_1) & = D_{n_1}^{[1]}G_{n_1+1}^{(1)}(z_1) + \lambda_{n_1}^{(1)}G_{n_1}^{(1)}(z_1), \\
W_1^{(1)}G_{n_1}^{(1)}(z_1) & = E_{n_1}^{[-1]}G_{n_1-1}^{(1)}(z_1) + \hat{\lambda}_{n_1}^{(1)}G_{n_1}^{(1)}(z_1)
\end{align}

where

\begin{align}
D_{n_1}^{[1]} & = b_0^{(1)}(1 - q^{2j_1-2n_1}) \left( z_+^{(1)} q^{2j_1-2} - z_-^{(1)} q^{2n_1-2j_1} \right), \\
E_{n_1}^{[-1]} & = b_1^{(1)}(q^{2n_1-1} - 1) \left( z_-^{(1)} q^{2j_1} - z_+^{(1)} q^{2-2j_1-2n_1} \right).
\end{align}

Example 5.2. On the polynomial $G_{n_{12}}^{(2)}(z_1, z_2)$ given by [5.1], the $q$–difference operators $W_0^{(i)}$, $W_1^{(i)}$, $i = 1, 2$ act, respectively, as:

\begin{align}
W_0^{(i)}G_{n_{12}}^{(2)}(z_1, z_2) & = D_{n_{12}}^{[0]}G_{n_{12}+1}^{(2)}(z_1, z_2) + D_{n_{12}}^{[1]}G_{n_{12}+1}^{(2)}(z_1, z_2) + \lambda_{n_{12}}^{(2)}G_{n_{12}}^{(2)}(z_1, z_2), \\
W_1^{(i)}G_{n_{12}}^{(2)}(z_1, z_2) & = D_{n_{12}}^{[1]}G_{n_{12}+1}^{(1)}(z_1)g_{n_{12}}^{(2)}(z_2) + \lambda_{n_{12}}^{(2)}G_{n_{12}}^{(2)}(z_1, z_2)
\end{align}

where

\begin{align}
D_{n_{12}}^{[0]} & = q^{2j_2}D_{n_1}^{[1]} \quad \text{and} \quad D_{n_{12}}^{[1]} = D_{n_1}^{[1]}|_{(n_{12,j_1},l_{n_1}^{(i)},z_+^{(1)},z_-^{(1)},\hat{\omega}_+^{(1)},\hat{\omega}_-^{(1)}) \rightarrow (n_{12,j_2},l_{n_1}^{(i)},z_+^{(2)},z_-^{(2)},\hat{\omega}_+^{(2)},\hat{\omega}_-^{(2)})}, \\
W_0^{(i)} & = E_{n_{12}}^{[-1]}G_{n_{12}+1}^{(2)}(z_1, z_2) + \lambda_{n_{12}}^{(2)}G_{n_{12}}^{(2)}(z_1, z_2), \\
W_1^{(i)} & = E_{n_{12}}^{[-1]}G_{n_{12}+1}^{(1)}(z_1)g_{n_{12}}^{(2)}(z_2) + \lambda_{n_{12}}^{(2)}G_{n_{12}}^{(2)}(z_1, z_2)
\end{align}

where

\begin{align}
E_{n_{12}}^{[-1]} & = q^{-2j_2}E_{n_1}^{[-1]} \quad \text{and} \quad E_{n_{12}}^{[-1]} = E_{n_1}^{[-1]}|_{(n_{12,j_1},l_{n_1}^{(i)},z_+^{(1)},z_-^{(1)},\hat{\omega}_+^{(1)},\hat{\omega}_-^{(1)}) \rightarrow (n_{12,j_2},l_{n_1}^{(i)},z_+^{(2)},z_-^{(2)},\hat{\omega}_+^{(2)},\hat{\omega}_-^{(2)})}.
\end{align}

The analysis extends to generic values of $N$ in view of the structure of the $q$–difference operators $W_0^{(i)}, W_1^{(i)}, i = 1, ..., N$. Using induction, the following proposition is straightforwardly derived.

**Proposition 5.1.** Let $U_{i;p_i}$ denotes the subspace generated by the polynomials $G_{n_{12}...n_N}^{(N)}(z_1, z_2, ..., z_N)$ with fixed $p_i = n_1 + n_2 + ... + n_i$ for any $i \in \{1, 2, ..., N\}$. One has:

\begin{align}
(W_0^{(i)} - \lambda_{n_i}^{(i)}) U_{i;p_i} & \subseteq U_{i;p_i+1}, \\
(W_1^{(i)} - \hat{\lambda}_{n_i}^{(i)}) U_{i;p_i} & \subseteq U_{i;p_i-1}, \quad 0 \leq p_i \leq 2J_i,
\end{align}

where $U_i;0 = 0$ and $U_i;2J_i+1 = 0$.

6. **Concluding remarks**

The results presented here open several perspectives. We certainly intend to develop the characterization of the multivariate special functions [4,8] that have arisen in our study with an eye to their potential polynomiality. The following three directions also seem promising.

Firstly, higher rank generalizations of the $q$–Onsager algebra, denoted $O_q(\hat{g})$, have been introduced [BB09, Definition 2.1]. In analogy with the $sl_2$ case, they can be understood as certain coideal subalgebras of $U_q(\hat{g})$ for any affine Lie algebra $\hat{g}$, see [BB09, Proposition 2.1] (see also [Ko12]). In view
of the results presented here, an interesting problem would be to construct multivariable \(q\)--difference operators for the basic generators of \(O_q(\hat{g})\) and their respective polynomial eigenfunctions, expressed as entangled products of \(q\)--Pochhammer functions generalizing \([R03]\). Such expressions should find applications in the context of quantum integrable models associated with higher rank symmetries, and provide a \(q\)--hypergeometric formulation of these models. For the \(sl_2\) case, an example of such description is given in \([BM15]\).

Secondly, as recently indicated, the representation theory of the so-called asymmetric tridiagonal algebra \([BGV16, \text{Subsection 5.4}]\) is, in the simplest case, connected with the representation theory of the complementary Bannai–Ito and dual \(-1\) Hahn algebras \([GVZ13]\), as with the construction of univariate orthogonal polynomials beyond the Askey-scheme. The asymmetric tridiagonal algebra is closely related with the \(q\)--Onsager algebra specialized to \(q\) a root of unity (for details, see \([BGV16]\)). It would thus be of interest to study multivariate generalizations of these polynomials based on the coideal structure of the \(q\)--Onsager algebra for \(q\) taken to be roots of unity, along the approach presented here.

Thirdly, besides the infinite dimensional representations of the \(q\)--Onsager algebra built from the \(q\)--vertex operators formalism of \(U_q(\mathfrak{sl}_2)\) (see \([BB12]\)), it would be interesting to extend the analysis of the present paper to the limit \(N \to \infty\). This should find applications in the context of quantum integrable models in the analysis of the thermodynamic limit of spin chains with open boundaries.

Some of these problems will be addressed elsewhere.
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Appendix A. \(U_q(\hat{sl}_2)\), \(U_q(sl_2)\) and polynomial bases

A.1. The quantum algebra \(U_q(\hat{sl}_2)\). The quantum Kac-Moody algebra \(U_q(\hat{sl}_2)\) is generated by the elements \(\{H_j, E_j, F_j\}, j \in \{0, 1\}\). Denote the entries of the extended Cartan matrix\(^8\) as \(\{a_{ij}\}\). The defining relations are:

\[
[H_i, H_j] = 0 \, , \quad [H_i, E_j] = a_{ij} E_j \, , \quad [H_i, F_j] = -a_{ij} F_j \, , \quad [E_i, F_j] = \delta_{ij} \frac{q^{H_i} - q^{-H_i}}{q - q^{-1}}
\]

together with the \(q\)--Serre relations

\[(A.1) \quad [E_i, [E_i, E_i]_{q^{-1}}] = 0 \, , \quad \text{and} \quad [F_i, [F_i, F_i]_{q^{-1}}] = 0 .
\]

The sum \(K = H_0 + H_1\) is the central element of the algebra.

\(^7\)They satisfy a bispectral problem associated with a three-term recurrence relation and a five-term difference equation \([GVZ13]\).

\(^8\)With \(i, j \in \{0, 1\}\): \(a_{ii} = 2\), \(a_{ij} = -2\) for \(i \neq j\).
We endow $U_q(\widehat{sl}_2)$ with a comultiplication $\Delta : U_q(\widehat{sl}_2) \to U_q(\widehat{sl}_2) \otimes U_q(\widehat{sl}_2)$ with

\begin{alignat}{2}
\Delta(E_i) &= E_i \otimes q^{H_i/2} + q^{-H_i/2} \otimes E_i, \\
\Delta(F_i) &= F_i \otimes q^{H_i/2} + q^{-H_i/2} \otimes F_i, \\
\Delta(H_i) &= H_i \otimes 1 + 1 \otimes H_i.
\end{alignat}

More generally, one defines the $N$–coproduct $\Delta^{(N)} : U_q(\widehat{sl}_2) \to U_q(\widehat{sl}_2) \otimes \cdots \otimes U_q(\widehat{sl}_2)$ as

\begin{equation}
\Delta^{(N)} \equiv (id \times \cdots \times id \times \Delta) \circ \Delta^{(N-1)}
\end{equation}

for $N \geq 3$ with $\Delta^{(2)} \equiv \Delta, \Delta^{(1)} \equiv id$.

### A.2. The evaluation representation of $U_q(\widehat{sl}_2)$ (quantum loop algebra of $sl_2$) \[\text{[J86]} \text{ [CP91]}.\]

Infinite dimensional representations of $U_q(\widehat{sl}_2)$ associated with $K \equiv 0$ are the so-called ‘evaluation representations’. They are constructed as follows. First, one introduces the evaluation homomorphism $\pi_v : U_q(\widehat{sl}_2) \mapsto U_q(sl_2)$ in the so-called principal gradation \[\text{[J86]}:\]

\begin{alignat}{2}
\pi_v[E_1] &= vS_+ , \\
\pi_v[F_1] &= v^{-1}S_- , \\
\pi_v[q^{H_1/2}] &= q^{s_3} , \\
\pi_v[q^{H_0/2}] &= q^{-s_3},
\end{alignat}

where $v$ is called the evaluation parameter and the generators of $U_q(sl_2)$ satisfy

\begin{equation}
[s_3, S_\pm] = \pm S_\pm \quad \text{and} \quad [S_+, S_-] = \frac{q^{2s_3} - q^{-2s_3}}{q - q^{-1}}.
\end{equation}

Note that the central element of $U_q(sl_2)$ is the Casimir operator:

\begin{equation}
\Omega = \frac{q^{-1}q^{2s_3} + qq^{-2s_3}}{(q - q^{-1})^2} + S_+S_-.
\end{equation}

Let $V_j$ denote an irreducible finite dimensional representation of $U_q(sl_2)$. On $V_j$, the eigenvalue of $\Omega$ is given by:

\begin{equation}
\omega_j = \frac{(q^{2j+1} + q^{-2j-1})}{(q - q^{-1})^2}.
\end{equation}

Introduce the set of evaluation parameters $\{v_i | i = 1, \ldots, N\}$. An evaluation representation of $U_q(\widehat{sl}_2)$ is given by $\mathcal{V}_j(v) \equiv \mathbb{C}[v, v^{-1}] \otimes V_j$, with the Chevalley generators of $U_q(\widehat{sl}_2)$ represented according to \[\text{[A.4]} \text{ [J86]}\]. More generally, using the $N$–coproduct homomorphism \[\text{[A.3]}\], $N$–tensor products of evaluation representations denoted $\mathcal{V}^{(N)}$ are built as follows:

\begin{equation}
\mathcal{V}^{(N)} = \mathcal{V}_{j_N}(v_N) \otimes \cdots \otimes \mathcal{V}_{j_2}(v_2) \otimes \mathcal{V}_{j_1}(v_1).
\end{equation}

Under certain conditions on the parameters $v_i, i = 1, \ldots, N$, $\mathcal{V}^{(N)}$ is irreducible \[\text{[CP91] Section 4.8]}\].
A.3. The $q$–difference operators realization of $U_q(sl_2)$. Irreducible finite dimensional representations $V_j$ of dimension $2j + 1$ can be realized by $q$–difference operators acting in the linear space of one-variable polynomials $P_{2j}^{(2)}$ of degree $2j$. There exists an homomorphism \[S83\]:

\[
\begin{align*}
q^{s_1} & \mapsto q^{-2}T_+, & q^{-s_3} & \mapsto q^T_-
\end{align*}
\]
\[
S_+ \mapsto z\frac{(q^2 T_+ - q^{-2j} T_+)}{(q - q^{-1})}, & \quad S_- \mapsto -z^{-1}\frac{(T_+ - T_-)}{(q - q^{-1})}.
\]

**Appendix B. The expansion coefficients of Example 3.2**

Note that all coefficients below depend implicitly on $n_1, j_1$, see (3.6) and (3.5).

\[
A_2 = \frac{z_+^{(2)} q^{-4j_2}(1 + q^2)(1 - q^{-2n_2})}{(z_+^{(2)} q^{2n_2} - z_+^{(2)} q^{2j_2})^2} \left|_{n_1 \to n_1 + 1,} \right.
\]
\[
B_2 = \frac{z_+^{(2)} q^{-4j_2}(1 - q^{-2n_2})}{(z_+^{(2)} q^{2j_2} - z_+^{(2)} q^{2n_2})^2} \left|_{n_1 \to n_1 + 1,} \right.
\]
\[
C_2 = \frac{z_+^{(2)} q^{-4j_2}(1 + q^2)}{(z_+^{(2)} q^{2j_2} - z_+^{(2)} q^{2n_2})^2} \left|_{n_1 \to n_1 + 1,} \right.
\]
\[
A_2' = \frac{z_-^{(2)} q^{-4j_2}(1 + q^2)(1 - q^{-2n_2})}{(z_-^{(2)} q^{2n_2} - z_-^{(2)} q^{2j_2})^2} \left|_{n_1 \to n_1 - 1,} \right.
\]
\[
B_2' = \frac{z_-^{(2)} q^{-4j_2}(1 - q^{-2n_2})}{(z_-^{(2)} q^{2j_2} - z_-^{(2)} q^{2n_2})^2} \left|_{n_1 \to n_1 - 1,} \right.
\]
\[
C_2' = \frac{z_-^{(2)} q^{-4j_2}(1 + q^2)}{(z_-^{(2)} q^{2j_2} - z_-^{(2)} q^{2n_2})^2} \left|_{n_1 \to n_1 - 1,} \right.
\]

and

\[
A_{aux} = \frac{(q^{2j_2} z_+^{(2)} b_1^{(2)} + q^{-2j_2} c_1^{(2)}) u^{(2)}}{(q^{2n_2} z_+^{(2)} - q^{4j_2} z_+^{(2)}) (q^{4n_2} z_+^{(2)} - q^{4j_2 + 2} z_+^{(2)}) (q^{4n_2} z_+^{(2)} - q^{4j_2 - 2} z_+^{(2)})},
\]
\[
B_{aux} = \frac{(q^{2n_2} z_+^{(2)} - q^{4j_2 - 2} z_+^{(2)}) (q^{4n_2} z_+^{(2)} - q^{4j_2 + 2} z_+^{(2)}) (q^{2n_2} z_+^{(2)} - q^{4j_2 - 2} z_+^{(2)})}{(q^{2n_2} z_+^{(2)} - q^{4j_2} z_+^{(2)}) (q^{4n_2} z_+^{(2)} - q^{4j_2 + 2} z_+^{(2)}) (q^{4n_2} z_+^{(2)} - q^{4j_2 - 2} z_+^{(2)})},
\]
\[
C_{aux} = \frac{(q^{2n_2} z_+^{(2)} - q^{4j_2 - 2} z_+^{(2)}) (q^{4n_2} z_+^{(2)} - q^{4j_2 + 2} z_+^{(2)}) (q^{2n_2} z_+^{(2)} - q^{4j_2 - 2} z_+^{(2)})}{(q^{2n_2} z_+^{(2)} - q^{4j_2} z_+^{(2)}) (q^{4n_2} z_+^{(2)} - q^{4j_2 + 2} z_+^{(2)}) (q^{4n_2} z_+^{(2)} - q^{4j_2 - 2} z_+^{(2)})},
\]

$g[n] = \frac{q^n - q^{-n}}{q - q^{-1}}$. 


where

\[ x^{(2)} = q^{4n_2+6j_2} \left( (1 + q^2)(q^{4j_2+2} + 1) - q^{-2n_2+4j_2+2} \right) \frac{z^{(2)}_+}{z^{(2)}_-} \]

\[ - q^{8n_2+2j_2} \left( (1 + q^2)(q^{4j_2+2} + 1) - q^{2n_2+2} \right) \frac{z^{(2)}_+}{z^{(2)}_-} \]

\[ + q^{10n_2+2j_2+2} \frac{z^{(2)}_+}{z^{(2)}_-}, \]

\[ u^{(2)} = q^{6n_2+8j_2} \left( q^{2n_2-4j_2} - q^{-2n_2} \right) \frac{z^{(2)}_+}{z^{(2)}_-} \]

\[ + q^{8n_2+4j_2} \left( 1 + q^2 \right) \frac{z^{(2)}_+}{z^{(2)}_-} \]

\[ - q^{4n_2+8j_2} \left( 1 + q^2 \right) \frac{z^{(2)}_+}{z^{(2)}_-} \]

\[ v^{(2)} = q^{4n_2-4j_2} \frac{z^{(2)}_+}{z^{(2)}_-} q^{-2n_2-2} \frac{z^{(2)}_-}{z^{(2)}_+} \]

\[ + q^{n_2-4j_2+2} \frac{z^{(2)}_+}{z^{(2)}_-} q^{-2n_2} \frac{z^{(2)}_-}{z^{(2)}_+}, \]

\[ w^{(2)} = q^{2n_2-4j_2+2} \frac{z^{(2)}_+}{z^{(2)}_-} q^{-2n_2-2} \frac{z^{(2)}_-}{z^{(2)}_+} q^{4n_2-4j_2+2} \frac{z^{(2)}_-}{z^{(2)}_+}. \]

**APPENDIX C. THE \( q \)-RACAH AND THE DUAL \( q \)-KRAWTCHOUK POLYNOMIALS**

C.1. **The \( q \)-Racah polynomials**: Let \( M \) be a positive integer and \( n = 0, 1, \ldots, M \). We denote the \( q \)-Racah polynomial \( R_n(\mu(\tilde{n})) \) with argument \( \mu(\tilde{n}) = q^{-2\tilde{n}} + \gamma \delta q^{2(\tilde{n}+1)} \) as [KS96, Section 3.2]:

\[ R_n(\mu(\tilde{n}); \alpha, \beta, \gamma, \delta; q^2) = 4 \phi_3 \left[ q^{-2n}, \alpha \beta q^{2n+1}, q^{-2n}, \gamma \delta q^{2(\tilde{n}+1)}; q^2, q^2 \right] \]

with \( \gamma = q^{-2M-2} \).

The \( q \)-Racah polynomials satisfy the orthogonality condition:

\[ \sum_{\tilde{n}=0}^{M} (\gamma \delta q^{2\tilde{n}}; q^2)_\tilde{n} (1 - \gamma \delta q^{4\tilde{n}+2}) R_n(\mu(\tilde{n})) R_n(\mu(\tilde{n})) = h_n \delta_{mn} \]

where

\[ h_n = \frac{(\alpha \beta q^4, 1/\delta; q^2)_N (1 - \alpha \beta q^{2n+2})^n (\beta q^2, \alpha q^2/\delta; q^2)_n}{(\beta q^2, \alpha q^2/\delta; q^2)_n} \]

and the three-term recurrence relations:

\[ \mu(\tilde{n}) R_n(\mu(\tilde{n})) = B_n R_{n+1}(\mu(\tilde{n})) + (1 + \gamma \delta q^2 - B_n - C_n) R_n(\mu(\tilde{n})) + C_n R_{n-1}(\mu(\tilde{n})) \]

where

\[ B_n = B_n(\alpha, \beta, \gamma, \delta) = \frac{(1 - \alpha q^{2n+2})(1 - \gamma q^{2n+2})^n (1 - \beta q^{2n+2})}{(1 - \alpha q^{2n+2})(1 - \beta q^{2n+2})}, \]

\[ C_n = C_n(\alpha, \beta, \gamma, \delta) = \frac{q^2(1 - q^{2n})(1 - \beta q^{2n})(\delta - \alpha q^{2n})}{(1 - \alpha q^{2n})(1 - \alpha q^{2n+2})}. \]
C.2. The dual $q$–Krawtchouk polynomials: Let $M$ be a positive integer and $n = 0, 1, \ldots, M$. We denote the dual $q$–Krawtchouk polynomial $K_n(\mu(\tilde{n}))$ with argument $\mu(\tilde{n}) = q^{-2\tilde{n}} + cq^{2(\tilde{n} - M)}$ as \cite[Section 3.17]{KS96}:

$$K_n(\mu(\tilde{n}); c, M; q^2) = \binom{\tilde{n}}{M}^c \binom{\tilde{n}}{M}^{2M} q^{-2\tilde{n}M} \cdot \binom{\tilde{n} + 2M}{2M}.$$  

The dual $q$–Krawtchouk polynomials satisfy the orthogonality condition for $c < 0$:

$$\sum_{n=0}^{M} \binom{eq^{-2M}}{(q^2, cq^2; q^2)}_n (1 - cq^{-2M}) \cdot \binom{\tilde{n} + 2M}{2M}^{-n} q^{2\tilde{n}(M-n)} K_n(\mu(\tilde{n}))K_n(\mu(\tilde{n})) = \frac{(c^{-1}; q^2)_M(q^2; q^2)_n}{(q^{-2M}; q^2)_n} \cdot q^{2M} \delta_{mn}.$$  

and the three-term recurrence relations:

$$\mu(\tilde{n})K_n(\mu(\tilde{n})) = (1 - q^{2n-2M})K_{n+1}(\mu(\tilde{n})) + (1 + c)q^{2n-2M}K_n(\mu(\tilde{n})) + cq^{-2M}(1 - q^{2n})K_{n-1}(\mu(\tilde{n})).$$

C.3. Inversion and fusion formulas: The generating function of the dual $q$–Krawtchouk polynomials can be found in \cite[eq. (3.17.11)]{KS96}. Explicitly, one has:

$$\sum_{n=0}^{M} (dq^{2M}) \cdot \binom{eq^{-2M}}{(q^2, cq^2; q^2)}_n (1 - cq^{-2M}) \cdot \binom{\tilde{n} + 2M}{2M}^{-n} q^{2\tilde{n}(M-n)} K_n(\mu(\tilde{n}); c/d, M; q^2)y^n.$$  

The relation can be inversed using the orthogonality condition \cite[C.1]{C.1}. It yields to:

$$y^n = \sum_{l=0}^{M} \frac{(d/c)^l c^{-n} q^{2(2M-l)}}{(d/c; q^2)_M} \cdot \binom{eq^{-2M}}{(q^2, cq^2; q^2)}_l (1 - cq^{-2M+l}/d) \cdot \binom{\tilde{n} + 2M}{2M}^{-l} q^{2\tilde{n}(M-l)} K_n(\mu(l); c/d, M; q^2)(cy^2)_l(dy^2)_M.$$  

From this relation, it follows that the coefficients entering in \cite[13]{13} can be written in terms of products of dual $q$–Krawtchouk polynomials. Namely:

$$C_n^{\tilde{n}}(a, b, c, d; N; q^2) = \frac{q^{2\tilde{n}(2N-\tilde{n})}}{(c/d)^{2N}(d/c); q^2)_N} \cdot \binom{eq^{-2N}c/d, q^{-2N}; q^2}_n (1 - cq^{-2N+4\tilde{n}}/d) \cdot K_n(\mu(\tilde{n}); c/d, M; q^2)K_\mu(n)K_{\mu(\tilde{n})}(a/b, \tilde{n}; q^{-2})K_\mu(n)K_{\mu(\tilde{n})}(c/d, N; q^2).$$
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