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Abstract. Given a large real symmetric, positive semidefinite matrix, the goal of this paper is to show how a numerical approximation of the von Neumann entropy of the matrix can be computed in an efficient way, without relying on matrix diagonalization. An application from quantum optics dealing with the entanglement between photons illustrates the new algorithm.
Computing the Entropy of a Large Matrix

1. Introduction

Entropy is a quantity of large relevance in different areas of physics. Being at the foundation of thermodynamics and information theory [1], the concept of entropy is even capable to describe the information content of black holes [2]. Despite its well-known properties [3], a numerical computation of the entropy can be rather difficult. This is especially the case when the classical definition of entropy is applied in the quantum domain where the state of a system is generically described by a density operator. The von Neumann entropy [4] of a quantum state allows to quantify the amount of disorder in a system and has shown to be a valid quantifier of entanglement between two subsystems [5–7]. For pure states, the entropy of entanglement is defined as the von Neumann entropy of the reduced density operator [8], whereas for mixed states several definitions exist, e.g. the relative entropy of entanglement [9]. Here, we are interested in computing the entropy of entanglement of pure states. As a concrete example, we consider in Section 5.2 an entangled two-photon state generated by spontaneous parametric down-conversion. Under certain conditions to be specified, the reduced density operator of such a state assumes the shape of a large matrix with a number of rows and columns of order \( \mathcal{O}(10^8) \).

In this case, the common approach to calculate the entropy of entanglement by means of the reduced density operator’s eigenvalue spectrum fails. The here presented numerical algorithm computes the entropy of a large matrix without the prior knowledge of its eigenvalues.

Entropy formulae

In quantum mechanics the density operator of a given state is a Hermitean, positive semidefinite operator. More specifically, focusing on real symmetric, positive semidefinite matrices \( A \in \mathbb{R}^{m \times m} \), i.e.,

\[
A = A^\top, \quad v^\top A v \geq 0 \quad \forall v \in \mathbb{R}^m,
\]

the entropy of \( A \) may be defined by

\[
\mathcal{E}(A) = - \sum_{\lambda \in \sigma(A)} L(\lambda).
\] (1)

Here, \( \sigma(A) \subset [0, \infty) \) signifies the spectrum of \( A \), and \( L \) is a continuous function on the real interval \([0, \infty)\) which is given by

\[
L : [0, \infty) \to \mathbb{R}, \quad x \mapsto \begin{cases} \ x \log(x) & \text{if } x > 0 \\ \ 0 & \text{if } x = 0 \end{cases}.
\] (2)

By the symmetry of \( A \), the spectral theorem implies that \( A \) can be diagonalized by means of an orthogonal matrix \( Q \in \mathbb{R}^{m \times m} \), \( Q^{-1} = Q^\top \), i.e. \( A = Q D Q^\top \), where \( D = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_m) \), and \( \lambda_1, \lambda_2, \ldots, \lambda_m \geq 0 \) denote the eigenvalues of \( A \). Then, we may define the matrix function \( \mathcal{L} : \mathbb{R}^{m \times m} \to \mathbb{R}^{m \times m} \) induced by (2) (and denoted with the same letter) in a standard way (see, e.g., [10]) by \( \mathcal{L}(A) = Q \mathcal{L}(D) Q^\top \), where \( \mathcal{L}(D) = \text{diag}(\mathcal{L}(\lambda_1), \mathcal{L}(\lambda_2), \ldots, \mathcal{L}(\lambda_m)) \). Furthermore, we see that \( \mathcal{E}(A) = - \text{tr}(\mathcal{L}(D)) = \)
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\[-\text{tr}(Q^\top L(A)Q)\]. Moreover, since the trace of a matrix is invariant with respect to similarity we arrive at

\[E(A) = -\text{tr}(L(A)).\] (3)

At first glance, computing the entropy is possible by either applying (1), i.e., by computing the full spectrum of \(A\), or by using formula (3) which involves the computation of the matrix logarithm. Evidently, for large matrices, both approaches are prone to be computationally unfeasible due to their high degree of complexity.

A new computational algorithm

The goal of this paper is to calculate the entropy of a matrix without the need of finding the eigenvalues of \(A\) or the necessity of computing the matrix logarithm of \(A\) explicitly. To this end, two key ingredients will be taken into account:

- The function \(L\) will be approximated by a polynomial \(p\); in so doing the term \(L(A) \approx p(A)\) can be expressed approximately as a sum of powers of \(A\). This avoids the computation of the matrix logarithm.

- Using the relations \(E(A) = -\text{tr}(L(A)) \approx -\text{tr}(p(A))\), the entropy of \(A\) can be found approximately by computing the trace of \(p(A)\). This quantity, in turn, may be determined numerically by appropriately combining a Monte-Carlo procedure and a Clenshaw type scheme. In this way, the explicit computation of the matrix powers occurring in \(p(A)\) can be circumvented.

Applying these ideas, we will obtain a low-complexity algorithm for the matrix entropy which is still able to generate accurate computational results. As a practical application we will consider a two-photon state entangled in frequency. More precisely, we will consider a large density matrix resulting from suitable discretization of the related continuous operator. We will use the new algorithm developed in this paper to demonstrate entanglement quantification by means of the entropy for a large real-valued density matrix \(A \in \mathbb{R}^{m \times m}\), with a matrix size of the order \(m = O(10^8)\).

The article is organized as follows: In Section 2 we will recall a Monte-Carlo procedure proposed in [11] to compute the trace of a matrix function. Subsequently, a Chebyshev approximation polynomial of the function \(L\) will be derived in Section 3 together with a sharp error estimate with respect to the supremum norm. Furthermore, Section 4 contains the new algorithm and a probabilistic error analysis. Next, we present some numerical examples including a traditional finite element matrix and the above-mentioned quantum optics application in Section 5. Finally, we draw some conclusions in Section 6.

Throughout the paper, \(\| \cdot \|_2\) denotes the Euclidean norm. Furthermore, \(\text{tr}(\cdot)\) signifies the trace of a matrix, i.e., the sum of its diagonal entries. We note the fact that \(\text{tr}(A) = \sum_{\lambda \in \sigma(A)} \lambda\) for any \(A \in \mathbb{R}^{m \times m}\). We also notice that, for any \(\gamma_0 > 0\), there holds that

\[E(A) = -\sum_{\lambda \in \sigma(A)} \left[ \gamma_0 L\left( \frac{\lambda}{\gamma_0} \right) + \log(\gamma_0)\lambda \right] = -\gamma_0 \text{tr} \left( L \left( \gamma_0^{-1}A \right) \right) - \log(\gamma_0) \text{tr}(A).\] (4)
Corollary 2.3. $\Omega$ and for any following lemma. It is based on an elementary analysis of the graph of Lemma 2.2. Let $\Omega = \{0, \gamma_0^{-1} \max_{\lambda \in \sigma(A)} \lambda\}$ to the smaller interval $[0, \gamma_0^{-1} \max_{\lambda \in \sigma(A)} \lambda]$, if $\gamma_0 > 1$.

2. Monte-Carlo Approximation

The following proposition, see, e.g., [12, 13], motivates a Monte-Carlo procedure for the computation of the trace of a symmetric matrix. Throughout the paper, we let $\Omega = \{-1, +1\}$, and $\Omega^m = \{-1, +1\}^m \subset \mathbb{R}^m$.

Proposition 2.1. Consider a symmetric matrix $A \in \mathbb{R}^{m \times m}$ with $\text{tr}(A) \neq 0$. Furthermore, let $X$ be a random variable that takes values $-1$ and $1$ with probability $1/2$ each. Moreover, let $\omega \in \Omega^m$ be a vector of $m$ independent samples generated by $X$. Then, $E(\omega^\top A \omega) = \text{tr}(A)$, where $E$ denotes the expected value.

From a practical point of view, this result allows for the computation of a numerical approximation of the trace of a symmetric matrix $A$ by taking the mean of a finite number $N$ of sample computations,

$$\text{tr}(A) \approx \frac{1}{N} \sum_{i=1}^{N} \omega_i^\top A \omega_i,$$

where $\omega_i \in \Omega^m$ are random vectors like defined above. Thence, recalling (4), we find, for any $\gamma_0 > 0$, that

$$E(A) \approx -\frac{\gamma_0}{N} \sum_{i=1}^{N} \omega_i^\top \mathcal{L}\left(\gamma_0^{-1} A\right) \omega_i - \log(\gamma_0) \text{tr}(A). \quad (5)$$

In order to provide bounds for terms of the form $\omega^\top \mathcal{L}\left(\gamma_0^{-1} A\right) \omega$, for $\omega \in \Omega^m$, we note the following lemma. It is based on an elementary analysis of the graph of $\mathcal{L}$.

Lemma 2.2. Let $x_0 > 0$. Then, there hold the estimates

$$\min(\mathcal{L}(x_0), e^{-1} \text{sign}(e^{-1} - x_0)) \leq \mathcal{L}(x) \leq \max(0, \mathcal{L}(x_0)),$$

for any $x \in [0, x_0]$. Here, sign is the sign function (with sign(0) = 0).

We continue by deriving some upper and lower bounds for $v^\top \mathcal{L}(A)v$.

Corollary 2.3. Let $A \in \mathbb{R}^{m \times m}$ be real symmetric, and positive semidefinite, and $\sigma(A) \subset [0, x_0 \gamma_0]$, for some $x_0$, $\gamma_0 > 0$. Furthermore, consider $v \in \Omega^m$. Then, the estimates

$$m \gamma_0 \min(\mathcal{L}(x_0), e^{-1} \text{sign}(e^{-1} - x_0)) \leq \gamma_0 v^\top \mathcal{L}(\gamma_0^{-1} A) v \leq m \gamma_0 \max(0, \mathcal{L}(x_0))$$

hold true for any $v \in \Omega^m$.

Proof. Let $v \in \Omega^m$. We choose an orthogonal matrix $Q$ that diagonalizes $A$, i.e. $Q^\top A Q = D = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_m)$. Then,

$$v^\top \mathcal{L}(\gamma_0^{-1} A)v = (Q^\top v)^\top \mathcal{L}(\gamma_0^{-1} D) Q^\top v = \sum_{i=1}^{m} (Q^\top v)_i^2 \mathcal{L}(\gamma_0^{-1} \lambda_i).$$
Then, using the upper bound from Lemma 2.2 and the identity $\|Q^\top v\|_2 = \|v\|_2 = \sqrt{m}$, it follows that
\[
v^\top \mathcal{L}(\gamma^{-1}_0 A)v \leq \max(0, \mathcal{L}(x_0)) \sum_{i=1}^{m} (Q^\top v)_i^2 = m \max(0, \mathcal{L}(x_0)).
\]

The proof of the lower bound is completely analogous.

Remark 2.4. Suppose that $\lambda_{\max} > 0$ is the maximal eigenvalue of $A$. Then, we choose $x_0, \gamma_0 > 0$ such that $x_0 \gamma_0 = \lambda_{\max}$. Evidently, $\sigma(A) \subset [0, x_0 \gamma_0]$. Hence, by the previous Corollary 2.3 we see that
\[
\lambda_{\max} m x_0^{-1} \min(\mathcal{L}(x_0), e^{-1} \text{sign}(e^{-1} - x_0)) \leq \gamma_0 v^\top \mathcal{L}(\gamma^{-1}_0 A)v \leq \lambda_{\max} m x_0^{-1} \max(0, \mathcal{L}(x_0)).
\]

We may ask the question of how to choose $x_0$ and $\gamma_0$ such that the upper and lower bound in the above estimates are as close as possible to each other. In other words, we seek $x_0^{\text{opt}} > 0$ such that the function
\[
d(x_0) = x_0^{-1} \left[ \max(0, \mathcal{L}(x_0)) - \min(\mathcal{L}(x_0), e^{-1} \text{sign}(e^{-1} - x_0)) \right]
\]
is minimal. It turns out that this is the case for $x_0^{\text{opt}} = 1$, i.e., $\gamma_0 = \lambda_{\max}$; see Figure 1.

3. Chebyshev Approximation and Clenshaw’s Algorithm

Let us recall the Chebyshev polynomials of the first kind, $\hat{T}_n(\hat{x}) = \cos(n \arccos(\hat{x}))$, $n \geq 0$, on the reference interval $\hat{I} = [-1, 1]$. They satisfy the three term recurrence relation
\[
\hat{T}_{n+1}(\hat{x}) = 2\hat{x}\hat{T}_n(\hat{x}) - \hat{T}_{n-1}(\hat{x}), \quad n \geq 1,
\]
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with \( \hat{T}_0(\hat{x}) = 1, \hat{T}_1(\hat{x}) = \hat{x} \). These polynomials are orthogonal with respect to the inner product

\[
(f, g) = \int_{-1}^{1} \frac{f(\hat{x})g(\hat{x})}{\sqrt{1 - \hat{x}^2}} \, d\hat{x}.
\]

More precisely,

\[
(\hat{T}_m, \hat{T}_n) = \begin{cases} 
\pi & \text{if } m = n = 0, \\
\frac{\delta_{mn}}{2} \pi & \text{if } m + n > 0
\end{cases}
\]

where \( \delta_{mn} \) is Kronecker’s delta; see, e.g., [14]. Then, for \( x_0 > 0 \), the affine transformation

\[
F : [-1, 1] \to [0, x_0], \quad F(\hat{x}) = \frac{x_0}{2} (\hat{x} + 1), \quad F^{-1}(x) = \frac{2}{x_0} x - 1,
\]

allows to define the Chebyshev polynomials \( \{T_n\}_{n \geq 0} \) on an interval \( I = [0, x_0] \):

\[
T_n = \hat{T}_n \circ F^{-1}, \quad x \in I = [0, x_0].
\]

**Proposition 3.1.** Let \( x_0 > 0 \), and \( n \in \mathbb{N}_0 \). Then the function \( \mathcal{L} \) on the interval \( I = [0, x_0] \) is approximated by the polynomial function

\[
p_n(x) = \frac{a_0}{2} + \sum_{k=1}^{n} a_k T_k(x),
\]

where the coefficients \( \{a_k\}_{k=0}^{n} \) are given by

\[
a_0 = x_0 \left( \log \left( \frac{x_0}{4} \right) + 1 \right), \quad a_1 = \frac{x_0}{4} \left( 2 \log \left( \frac{x_0}{4} \right) + 3 \right), \quad a_k = \frac{(-1)^k}{k(k^2 - 1)} x_0, \quad k \geq 2.
\]

Furthermore, for \( n \geq 1 \), there holds the error estimate

\[
\| \mathcal{L} - p_n \|_{\infty,(0,x_0)} \leq \frac{x_0}{2n(n+1)},
\]

with \( \| \cdot \|_{\infty,(0,x_0)} \) denoting the supremum norm on \( I \).

**Proof.** We begin by defining the function

\[
\hat{\mathcal{L}} = \mathcal{L} \circ F : \hat{x} \mapsto \frac{x_0}{2} (\hat{x} + 1) \log \left( \frac{x_0}{2} (\hat{x} + 1) \right)
\]

on \( \hat{I} = [-1, 1] \). Using standard Fourier theory and affine scaling, the function \( \mathcal{L} \) can be represented by the infinite series

\[
\mathcal{L}(x) = \frac{a_0}{2} + \sum_{k=1}^{\infty} a_k T_k(x) = \frac{a_0}{2} + \sum_{k=1}^{\infty} a_k (\hat{T}_k \circ F^{-1})(x) = (\hat{\mathcal{L}} \circ F^{-1})(x),
\]

with

\[
a_k = \frac{2}{\pi} \int_{-1}^{1} \frac{\hat{\mathcal{L}}(\hat{x}) \hat{T}_k(\hat{x})}{\sqrt{1 - \hat{x}^2}} \, d\hat{x}.
\]
Then, we define the polynomial $p_n$ by truncation:

$$p_n(x) = \frac{a_0}{2} + \sum_{k=1}^{n} a_k T_k(x).$$

The coefficients $\{a_k\}_{k=0}^{n}$ can be computed by employing the substitution $\hat{x} = \cos(t)$, cf. [15]. This implies that

$$a_k = \frac{2}{\pi} \int_{0}^{\pi} \tilde{L}(\cos t) \cos(kt) \, dt, \quad k \geq 0.$$  

For $k = 0, 1$ we find the formulas (9) by direct calculation. In addition, noting the identity $\cos t = \frac{1}{2} (e^{it} + e^{-it})$ and switching to complex variables $z = e^{it}$, $dz = iz \, dt$, the formula (10) follows from the residual theorem.

As for the error estimate, we notice that $\|T_k\|_{\infty,(0,x_0)} = \|\tilde{T}_k\|_{\infty,(-1,1)} = 1$. Then, for $n \geq 1$,

$$\|L - p_n\|_{\infty,(0,x_0)} = \left\| \sum_{k=n+1}^{\infty} a_k T_k \right\|_{\infty,(0,x_0)} \leq \sum_{k=n+1}^{\infty} |a_k| = x_0 \sum_{k=n+1}^{\infty} \frac{1}{k(k^2 - 1)}.$$  

Noticing the telescope sum

$$\sum_{k=n+1}^{\infty} \frac{1}{k(k^2 - 1)} = \frac{1}{2} \sum_{k=n+1}^{\infty} \left( \frac{1}{k(k-1)} - \frac{1}{(k+1)k} \right) = \frac{1}{2n(n+1)}$$

completes the proof.

Remark 3.2. The polynomials $p_n$, for $n = 0, 1, 2, 3$, and $x_0 = 3$ are shown, together with the moduli of the approximation errors, in Figure 2.

The above result implies the following estimates:

**Corollary 3.3.** Let $A \in \mathbb{R}^{m \times m}$ be symmetric and positive semidefinite, with $\sigma(A) \subset [0, x_0 \gamma_0]$, for some $x_0, \gamma_0 > 0$. Furthermore, consider $v \in \Omega^m$. Then, for $n \geq 1$, it holds the bound

$$|v^\top (L(\gamma_0^{-1}A) - p_n(\gamma_0^{-1}A))v| \leq \frac{mx_0}{2n(n+1)},$$

where $p_n$ is the Chebyshev approximation polynomial of the function $L$ from [8].
Proof. Let $Q \in \mathbb{R}^{m \times m}$ be orthogonal such that $Q^\top AQ = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_m)$. Then,

$$v^\top (\mathcal{L}(\gamma_0^{-1} A) - p_n(\gamma_0^{-1} A)) v = (Q^\top v)^\top (\mathcal{L}(\gamma_0^{-1} D) - p_n(\gamma_0^{-1} D)) Q^\top v$$

$$= \sum_{i=1}^{m} (Q^\top v)^2_i (\mathcal{L}(\gamma_0^{-1} \lambda_i) - p_n(\gamma_0^{-1} \lambda_i)).$$

Hence, since $\|Q^\top v\|_2 = \|v\|_2 = \sqrt{m}$, we arrive at

$$\left|v^\top (\mathcal{L}(\gamma_0^{-1} A) - p_n(\gamma_0^{-1} A)) v\right| \leq m \max_{1 \leq i \leq m} \left|\mathcal{L}(\gamma_0^{-1} \lambda_i) - p_n(\gamma_0^{-1} \lambda_i)\right|.$$ 

Finally, using the error estimate (11), yields the desired result. \qed

In practical applications, Chebyshev series can be evaluated using the Clenshaw algorithm, see, e.g., [14][16]: Starting from functions $b_{n+2}(x) = b_{n+1}(x) = 0$, and applying affine scaling from $[-1, 1]$ to $[0, x_0]$, see (7), we define

$$b_k(x) = a_k + 2 \left(\frac{2}{x_0} x - 1\right) b_{k+1}(x) - b_{k+2}(x), \quad k = n, n - 1, \ldots, 0,$$

where $\{a_k\}$ are the coefficients from (9)–(10). Then, it can be shown that $p_n$ from (8) can be represented in the form

$$p_n(x) = \frac{1}{2} (a_0 + b_0(x) - b_2(x)).$$

For a symmetric matrix $A \in \mathbb{R}^{m \times m}$ the polynomial $\gamma_0 p_n(\gamma_0^{-1} A)$ can be computed in a similar way (indeed, this is possible since all terms involved consist of commuting sums of powers of $A$): Setting $B_{n+2} = B_{n+1} = 0 \in \mathbb{R}^{m \times m}$ we define a finite sequence $\{B_k\}_{k=0}^{n+2} \subset \mathbb{R}^{m \times m}$ of matrices by the reverse recurrence relation

$$B_k = a_k I + 2 \left(\frac{2}{x_0} A - I\right) B_{k+1} - B_{k+2}, \quad k = n, n - 1, \ldots, 0,$$

where $I$ signifies the identity matrix in $\mathbb{R}^{m \times m}$. Then,

$$p_n(\gamma_0^{-1} A) = \frac{1}{2} (a_0 I + B_0 - B_2).$$

From the above relation we find for a vector $v \in \Omega^m$ that

$$B_k v = a_k v + \frac{4}{x_0} A B_{k+1} v - 2 B_{k+1} v - B_{k+2} v, \quad k = n, n - 1, \ldots, 0.$$

Therefore, introducing the variable $y_k = B_k v$, we see that

$$y_k = a_k v + \frac{4}{x_0} A y_{k+1} - 2 y_{k+1} - y_{k+2},$$

for $k = n, n - 1, \ldots, 0$, starting from $y_{n+2} = y_{n+1} = 0$. Finally, we obtain

$$v^\top p_n(\gamma_0^{-1} A) v = \frac{1}{2} \left(m a_0 + v^\top (y_0 - y_2)\right).$$

Consequently, evaluating the above product essentially amounts to $n$ matrix-vector multiplications.

\[\]

\[\]

\[\]

\[\]
Algorithm 3.4. Let $A \in \mathbb{R}^{m \times m}$ be a symmetric matrix, and $v \in \Omega^m$ a vector. Then, for any $\gamma_0 > 0$, the quantity $\gamma_0 v^T p_n(\gamma_0^{-1} A)v$, where $p_n, n \geq 1$, is the polynomial from (8), can be computed by means of the following procedure:

(i) Set $y_{n+2} = y_{n+1} = 0 \in \mathbb{R}^m$.

(ii) For $k = n, n-1, \ldots, 0$ do

$$y_k = a_k v + \frac{4}{x_0 \gamma_0} Ay_{k+1} - 2y_{k+1} - y_{k+2}.$$ 

(iii) Output $\frac{m a_0 + v^T(y_0 - y_2)}{2}$.

Here, $\{a_k\}_{k=0}^n$ are the coefficients from (9)–(10).

4. Computing the Entropy

We now return to the idea of computing a numerical approximation of the entropy of a matrix by means of (5). In order to avoid the computation of the matrix logarithm, however, we will use the approximation $	ilde{E}(A) \approx E(A)$, where, for some $\gamma_0 > 0$ to be specified later,

$$\tilde{E}(A) = -\frac{\gamma_0}{N} \sum_{i=1}^{N} \omega_i^T p_n(\gamma_0^{-1} A)\omega_i - \log(\gamma_0) \text{tr}(A).$$

Here $p_n$ is the approximation polynomial of degree $n$ for $\mathcal{L}$ from (8), and $\omega_i \in \Omega^m$ are random vectors. Note that the expansion of a function in Chebyshev polynomials together with a stochastic evaluation of the trace according to Proposition 2.1 also play an important role in the context of the kernel polynomial method (KPM); see [17].

In order to numerically evaluate (12), we propose the following basic algorithm:

Algorithm 4.1. Let $A \in \mathbb{R}^{m \times m}$ be a real symmetric, positive semidefinite matrix, and $n, N \in \mathbb{N}$. Furthermore, choose $\gamma_0 > 0$. Then:

(i) Compute $N$ random vectors $\omega_i \in \Omega^m, i = 1, 2, \ldots, N$, with entries $\pm 1$ occurring with the same probability $1/2$.

(ii) Determine the scalars $\xi_i = \gamma_0 \omega_i^T p_n(\gamma_0^{-1} A)\omega_i$ using Algorithm 3.4.

(iii) Output $-\frac{1}{N} \sum_{i=1}^{N} \xi_i - \log(\gamma_0) \text{tr}(A)$.

The approximation provided by the above algorithm has two essential error sources: Firstly, the use of the Monte-Carlo approach (5) brings about a certain randomness, and, secondly, replacing the function $\mathcal{L}$ by $p_n$ in (12) leads to an approximation error. The latter point has been addressed already in Corollary 3.3. In order to deal with the issue of randomness, we provide a confidence interval analysis for the numerical approximation (12) following the approach presented in [11]. To this end, we recall a special case of Hoeffding’s inequality [18]:

Proposition 4.2. Let $X_1, X_2, \ldots, X_N$ be independent random variables with zero means and bounded ranges $\alpha_i^- \leq X_i \leq \alpha_i^+, i = 1, 2, \ldots, N$. Then, for any $\eta > 0$, there holds the probability bound

$$P(|X_1 + X_2 + \ldots + X_N| \geq \eta) \leq 2 \exp \left( \frac{-2\eta^2}{\sum_{i=1}^{N}(\alpha_i^+ - \alpha_i^-)^2} \right).$$
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In order to apply the previous result, we define, for \( i = 1, 2, \ldots, N \), the random variables

\[
X_i = -\gamma_0 \omega_i^\top \mathcal{L}(\gamma_0^{-1} A)\omega_i - \log(\gamma_0) \operatorname{tr}(A) - \mathcal{E}(A),
\]

where \( \omega_i \in \Omega^m \) are random vectors with entries \( \pm 1 \) appearing with equal probability of \( 1/2 \).

Using (4), we conclude that

\[
X_i = \gamma_0 \left[ -\omega_i^\top \mathcal{L}(\gamma_0^{-1} A)\omega_i + \operatorname{tr}(\mathcal{L}(\gamma_0^{-1} A)) \right].
\]

According to Proposition 2.1 we have that \( \mathbb{E}(X_i) = 0 \), \( i = 1, 2, \ldots, N \), provided that \( \operatorname{tr}(\mathcal{L}(A)) \neq 0 \). Furthermore, we have that

\[
X_i = \gamma_0 \left[ -\omega_i^\top p_n(\gamma_0^{-1} A)\omega_i + \operatorname{tr}(\mathcal{L}(\gamma_0^{-1} A)) \right] + \gamma_0 \omega_i^\top \left[ -\mathcal{L}(\gamma_0^{-1} A) + p_n(\gamma_0^{-1} A) \right] \omega_i,
\]

and thus, with the aid of Corollary 3.3 \( \alpha_i^- \leq X_i \leq \alpha_i^+ \), with

\[
\alpha_i^\pm = \gamma_0 \left[ -\omega_i^\top p_n(\gamma_0^{-1} A)\omega_i + \operatorname{tr}(\mathcal{L}(\gamma_0^{-1} A)) \right] \pm \frac{m\max_0\gamma_0}{2n(n+1)},
\]

for \( i = 1, 2, \ldots, N \). Then, setting

\[
\alpha_{\text{min}} = \min_{1 \leq i \leq N} \alpha_i^-, \quad \alpha_{\text{max}} = \max_{1 \leq i \leq N} \alpha_i^+,
\]

and

\[
\delta = \alpha_{\text{max}} - \alpha_{\text{min}} = \max_{1 \leq i \leq N} -\gamma_0 \omega_i^\top p_n(\gamma_0^{-1} A)\omega_i - \min_{1 \leq i \leq N} -\gamma_0 \omega_i^\top p_n(\gamma_0^{-1} A)\omega_i + \frac{m\max_0\gamma_0}{n(n+1)},
\]

we obtain the uniform bounds \( \alpha_{\text{min}} \leq X_i \leq \alpha_{\text{max}}, 1 \leq i \leq N \), and hence, by Hoeffding’s inequality, Proposition 2.1 we find, for any \( \eta > 0 \), the probability estimate

\[
P \left( \left| \frac{1}{N} \sum_{i=1}^N X_i \right| \geq \frac{\eta}{N} \right) = P \left( \left| -\frac{\gamma_0}{N} \left[ \sum_{i=1}^N \omega_i^\top \mathcal{L}(\gamma_0^{-1} A)\omega_i \right] - \log(\gamma_0) \operatorname{tr}(A) - \mathcal{E}(A) \right| \geq \frac{\eta}{N} \right)
\]

\[
\leq 2 \exp \left( -2N\delta^2 \left( \frac{\eta}{N} \right)^2 \right).
\]

(14)

Using the approximation (12), and recalling again Corollary 3.3 results in

\[
\left| \mathcal{E}(A) - \tilde{\mathcal{E}}(A) \right| = \left| \left. -\frac{\gamma_0}{N} \left[ \sum_{i=1}^N \omega_i^\top p_n(\gamma_0^{-1} A)\omega_i \right] - \log(\gamma_0) \operatorname{tr}(A) - \mathcal{E}(A) \right| \right.
\]

\[
\leq \left| -\frac{\gamma_0}{N} \left[ \sum_{i=1}^N \omega_i^\top (p_n(\gamma_0^{-1} A) - \mathcal{L}(\gamma_0^{-1} A))\omega_i \right] \right|
\]

\[
+ \left| -\frac{\gamma_0}{N} \left[ \sum_{i=1}^N \omega_i^\top \mathcal{L}(\gamma_0^{-1} A)\omega_i \right] - \log(\gamma_0) \operatorname{tr}(A) - \mathcal{E}(A) \right| \right.
\]

\[
\leq \frac{m\max_0\gamma_0}{2n(n+1)} + \left| -\frac{\gamma_0}{N} \left[ \sum_{i=1}^N \omega_i^\top \mathcal{L}(\gamma_0^{-1} A)\omega_i \right] - \log(\gamma_0) \operatorname{tr}(A) - \mathcal{E}(A) \right| \right.
\]
Computing the Entropy of a Large Matrix

Thus, with (14), we obtain

\[
P \left( \left| \mathcal{E}(A) - \tilde{\mathcal{E}}(A) \right| \geq \frac{\eta}{N} + \frac{m x_0 \gamma_0}{2n(n+1)} \right)
\leq P \left( \left| -\frac{\gamma_0}{N} \sum_{i=1}^{N} \omega_i^\top L(\gamma_i^{-1} A) \omega_i - \log(\gamma_0) \text{tr}(A) - \mathcal{E}(A) \right| \geq \frac{\eta}{N} \right)
\leq 2 \exp \left( -2N \delta^{-2} \left( \frac{\eta}{\gamma_0} \right)^2 \right),
\]

and therefore,

\[
P \left( \left| \mathcal{E}(A) - \tilde{\mathcal{E}}(A) \right| < \eta \frac{n}{N} + \frac{m x_0 \gamma_0}{2n(n+1)} \right) > 1 - 2 \exp \left( -2N \delta^{-2} \left( \frac{\eta}{\gamma_0} \right)^2 \right). \quad (15)
\]

Now, fixing an error tolerance \( \tau > 0 \), we select \( \frac{\eta}{N} > 0 \) such that

\[
\frac{\eta}{N} = \tau - \frac{m x_0 \gamma_0}{2n(n+1)}.
\]

Hence,

\[
P \left( \left| \mathcal{E}(A) - \tilde{\mathcal{E}}(A) \right| < \tau \right) > 1 - 2 \exp \left( -2N \delta^{-2} \left( \tau - \frac{m x_0 \gamma_0}{2n(n+1)} \right)^2 \right).
\]

We thus have proved the following result:

**Theorem 4.3.** Consider a real symmetric, positive semidefinite matrix \( A \in \mathbb{R}^{m \times m} \), and constants \( \gamma_0, x_0 > 0 \) such that \( \sigma(A) \subset [0, \gamma_0 x_0] \). Moreover, let \( \tau > 0 \) be a prescribed error tolerance, and \( n \in \mathbb{N} \) a polynomial degree such that

\[
\tau > \frac{m x_0 \gamma_0}{2n(n+1)}.
\]

Then, computing \( N \in \mathbb{N} \) sample vectors \( \omega_i \in \Omega^m, i = 1, 2, \ldots, N \), with entries \( \pm 1 \) of equal probability \( \frac{1}{2} \), the output of Algorithm 4.1, denoted by \( \tilde{\mathcal{E}}(A) \), satisfies

\[
\left| \mathcal{E}(A) - \tilde{\mathcal{E}}(A) \right| < \tau,
\]

with probability at least

\[
p = 1 - 2 \exp \left( -2N \delta^{-2} \left( \tau - \frac{m x_0 \gamma_0}{2n(n+1)} \right)^2 \right). \quad (18)
\]

Here, \( \delta = \alpha_{\text{max}} - \alpha_{\text{min}} \) is defined in (13).

**Remark 4.4.** The above theorem shows that, in order to achieve a certain prescribed accuracy \( \tau \) in the computations, the polynomial degree \( n \) of \( p_n \) from (8) needs to be sufficiently large in accordance with (16). In addition, we see that the probability \( p \) of satisfying the error estimate (17) can be increased by adding more samples in the Monte-Carlo approach. In addition, from (18), it follows that

\[
N = \frac{1}{2} \delta^2 \left( \tau - \frac{m x_0 \gamma_0}{2n(n+1)} \right)^{-2} \log \left( \frac{2}{1 - p} \right).
\]
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Therefore, noticing that \( \delta = O(m) \) (cf. Corollary 2.3) may imply that the theorem could require \( N \) to be unfeasibly large. Consequently, again following [11, Section 4.2], it may often be more practical to fix the number \( N \) of samples, or in this paper, a polynomial degree \( n \) beforehand, and to provide an error bound for a given probability \( p \). Indeed, with \( p \) from (18) we solve for \( \tau \) to arrive at

\[
\tau = \frac{mx_0\gamma_0}{2n(n+1)} + \delta \sqrt{\frac{1}{2N} \log \left( \frac{2}{1-p} \right)},
\]

where we have obeyed (16) in choosing the sign in front of the square root. We notice that \( \tau \) is a sum of two independent error contributions. Thus, for given polynomial degree \( n \) it is reasonable to choose the number of samples \( N \) such that

\[
\frac{mx_0\gamma_0}{2n(n+1)} = \delta \sqrt{\frac{1}{2N} \log \left( \frac{2}{1-p} \right)},
\]

i.e.,

\[
N = \frac{2n^2(n+1)^2\delta^2 \log \left( \frac{2}{1-p} \right)}{m^2 x_0^2 \gamma_0^2}.
\]

This observation leads to Algorithm 4.5 below.

**Algorithm 4.5.** Let \( A \in \mathbb{R}^{m \times m} \) be a real symmetric, positive semidefinite matrix, and \( n \in \mathbb{N} \) a prescribed polynomial degree. Furthermore, choose \( x_0, \gamma_0 > 0 \) with \( \sigma(A) \subset [0, x_0\gamma_0] \), and a probability \( p \in (0, 1) \). Then:

(i) Set \( i = 0, N = 1, \xi_{\text{max}} = -\infty, \xi_{\text{min}} = \infty \).

(ii) While \( i < N \) do

- \( i = i + 1 \).
- Find a random vector \( \omega_i \in \Omega^m \) with entries \( \pm 1 \) occurring with the same probability \( 1/2 \).
- Determine the scalar \( \xi_i = \gamma_0 \omega_i^\top p_n(\gamma_0^{-1} A)\omega_i \) using Algorithm 3.4.
- Compute \( \xi_{\text{min}} = \min(\xi_{\text{min}}, \xi_i) \) and \( \xi_{\text{max}} = \max(\xi_{\text{max}}, \xi_i) \).
- Find

\[
\delta = \xi_{\text{max}} - \xi_{\text{min}} + \frac{mx_0\gamma_0}{n(n+1)},
\]

and \( N \) from (20).

End do.

(iii) Output the approximate entropy

\[
\tilde{E}(A) = -\frac{1}{N} \sum_{i=1}^{N} \xi_i - \log(\gamma_0) \text{tr}(A),
\]

and the error tolerance from (19).

**Remark 4.6.** In accordance with Remark 2.4 it is sensible to choose \( x_0 = 1 \) and \( \gamma_0 = \tilde{\lambda}_{\text{max}} \), where \( \tilde{\lambda}_{\text{max}} > 0 \) is an upper bound on the spectrum \( \sigma(A) \). In practice, \( \tilde{\lambda}_{\text{max}} \) needs to be determined by suitable algorithms; for example, for sparse matrices with comparatively small
off-diagonal elements, the Gerschgorin circle theorem [19] could be applied; more generally, there are various numerical methods for finding the maximal eigenvalue of a large (and possibly sparse) matrix including, in particular, iterative schemes such as the Arnoldi algorithm (we refer to [20] for details on different methods).

5. Examples

We shall now illustrate the method developed in this paper by means of two examples.

5.1. A Finite Element Matrix

We consider the classical stiffness matrix

$$
A = \begin{pmatrix}
2 & -1 & 0 & \cdots & 0 \\
-1 & 2 & -1 & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & -1 & 2 & -1 \\
0 & \cdots & 0 & -1 & 2
\end{pmatrix} \in \mathbb{R}^{m \times m},
$$

which appears in the discretization of the one-dimensional boundary value problem

$$
-u''(x) = f(x), \quad x \in (0, 1), \quad u(0) = u(1) = 0,
$$

by uniform linear finite element; see, e.g., [21, Chap. 1]. It can be shown that the eigenvalues of $A$ are given by

$$
\lambda_i = 4 \sin^2 \left( \frac{i\pi}{2m+2} \right), \quad 1 \leq i \leq m,
$$

and therefore,

$$
\mathcal{E}(A) = -4 \sum_{i=1}^{m} \sin^2 \left( \frac{i\pi}{2m+2} \right) \log \left( 4 \sin^2 \left( \frac{i\pi}{2m+2} \right) \right) \\
\approx -4 \frac{(2m+2)}{\pi} \int_{0}^{\pi/2} \sin^2(x) \log \left( 4 \sin^2(x) \right) \, dx.
$$

Now, using the fact that $\int_{0}^{\pi/2} \sin^2(x) \log \left( 4 \sin^2(x) \right) \, dx = \pi/4$, we see that $\mathcal{E}(A) \approx -2m$. In particular, the entropy decreases asymptotically linearly as $m \to \infty$.

In Table 1 we present numerical results for a prescribed probability $p = 0.95$ and several polynomial degrees $n$. The latter quantity has been chosen 'by hand' with moderate growth as the matrix size $m$ is increasing. We clearly see that the algorithm generates quite accurate results already for a low number of samples. Indeed, the relative errors are (except for $m = 10$) below 1%, and the computed errors based on [19] are very reasonable as compared to the magnitude of the exact entropy.
5.2. An Application in Quantum Optics

Entangled photons have become a widely used non-classical light source to investigate fundamental aspects of entanglement [22,23]. Their unique properties have further paved the way to potentially practical applications in quantum communication and quantum computing [24,25]. In recent years spontaneous parametric down-conversion (SPDC) has become the standard procedure to generate entangled photon states. SPDC occurs when a noncentrosymmetric crystal is pumped by a laser beam strong enough to induce nonlinear interactions. In this case, a pump photon with angular frequency \( \omega_p \) may be annihilated and two new photons of lower frequencies \( \omega_i \) and \( \omega_s \), denoted as the idler and the signal, are created. Energy conservation demands \( \omega_i + \omega_s = \omega_p \). If the experimental configuration of the three involved photons is further restricted to the case where they propagate collinearly, the resulting two-photon state, given by,

\[
|\Psi\rangle = |0\rangle + \int d\omega_i \int d\omega_s \, f(\omega_i, \omega_s) \hat{a}^\dagger_i(\omega_i)\hat{a}^\dagger_s(\omega_s) \, |0\rangle,
\]

(21)
describes entanglement in the frequency domain [26]. We consider here identically polarized photon states created by the action of \( \hat{a}^\dagger_j(\omega_j) \), \( j \in \{i, s\} \), on the combined vacuum state \( |0\rangle \equiv |0\rangle_i \otimes |0\rangle_s \). The state in (21) is an entangled state if the joint spectral amplitude

\[
f(\omega_i, \omega_s) \propto \exp\left(-\frac{(\omega_i + \omega_s - \omega_{cp})^2}{8\log(2)}\right) \text{sinc}\left(\frac{\Delta k(\omega_i, \omega_s)L}{2}\right)
\]

(22)
cannot be separated into a product \( f(\omega_i, \omega_s) = g(\omega_i)h(\omega_s) \). The pump pulse with center frequency \( \omega_{cp} \) is represented by the exponential term in (22) and its duration is given by \( \tau_p \). The parameter \( L \) denotes the length of the crystal. The efficiency of the SPDC process is dominated by \( \Delta k(\omega_i, \omega_s) = k_i(\omega_i) + k_s(\omega_s) - k_p(\omega_i + \omega_s) + \frac{2\pi}{G} \), where \( k_j(\omega) \) is the frequency-dependent propagation constant of a periodically poled crystal with poling period \( G \). Using the corresponding Schmidt decomposition, the amount of entanglement in (21) can now be quantified by the entropy (4) of either idler or signal subsystem [27]. The state of each subsystem is described by its corresponding continuous density matrix, given by,

\[
A_i(\omega, \omega') = \int d\omega_s \, f(\omega, \omega_s)f^*(\omega', \omega), \quad A_s(\omega, \omega') = \int d\omega_i \, f(\omega_i, \omega)f^*(\omega_i, \omega').
\]
Due to the symmetry of $f(\omega_i, \omega_s)$ in (22) we define $A_i(\omega, \omega') = A_s(\omega, \omega') = A(\omega, \omega') \in \mathbb{R}$. In order to calculate (4), the continuous function $A(\omega, \omega')$ has to be discretized on a lattice, i.e. $A(\omega, \omega') \rightarrow \mathbf{A} \in \mathbb{R}^{m \times m}$, with $\mathbf{A} = \mathbf{A}^\top$. Since $\mathbf{A}$ is the density operator of a physical state, its eigenvalues are further distributed such that $\lambda \geq 0$ for all $\lambda \in \sigma(\mathbf{A})$. For short pump pulses, where $\tau_p$ is of the order of fs, the exact $\mathcal{E}(\mathbf{A})$ can be calculated by means of $\sigma(\mathbf{A})$ since only small grid sizes ($m \approx 800$) are needed to sufficiently resolve $A(\omega, \omega')$ [28]. Unfortunately, the grid sizes required to discretize $A(\omega, \omega')$ for long pump pulses, e.g., for $\tau_p$ on a timescale of ns, are very large since in this case $f(\omega_i, \omega_s)$ is dominated by a narrow Gaussian function. Diagonalization of $\mathbf{A}$ is then practically unfeasible. However, a numerical approximation of the entropy according to Algorithm 4.5 is still possible. We have calculated the entropy $\tilde{\mathcal{E}}(\mathbf{A} / \text{tr}(\mathbf{A}))$ for a pump pulse duration of $\tau_p = 88.3$ ns and a $L = 11.5$ mm long potassium titanyl phosphate crystal with $G = 9.014$ $\mu$m. In the frequency domain, this specific choice of $\tau_p$ corresponds to a pump pulse with a narrow spectral bandwidth of 5 MHz. Notice, that the normalization $\mathbf{A} / \text{tr}(\mathbf{A})$ results from the fact that a physical state needs to be normalized; indeed, since $\text{tr}(\mathbf{A}) = \sum_{\lambda \in \sigma(\mathbf{A})} \lambda$ we have that $\text{tr}(\mathbf{A} / \text{tr}(\mathbf{A})) = 1$. In order to save memory space we made use of the fact that only a small amount of entries in $\mathbf{A}$ are significantly nonzero which allows to store the matrix in sparse format. This procedure results in a band matrix with $m = 0.72 \cdot 10^8$ and 37 diagonals. Figure 3 shows convergence of $\tilde{\mathcal{E}}(\mathbf{A} / \text{tr}(\mathbf{A}))$ and the error tolerance from (19). For polynomial degree $n = 20$ and error probability $p = 0.95$ we obtain $\tilde{\mathcal{E}}(\mathbf{A} / \text{tr}(\mathbf{A})) = 14.969 \pm 0.128$. Up to a polynomial degree of $n = 20$, the discretization error for $m = 0.72 \cdot 10^8$ is still smaller than the computational error $\tau$. For all $n$ the number $N$ of sample vectors is $N = 8$ and with Gerschgorin’s theorem one obtains $\gamma_0 = \tilde{\lambda}_{\text{max}} = 7.57 \cdot 10^{-7}$. Our computations were performed in MATLAB‡ on a 12 core Intel Xeon X5650 (2.66 GHz) processor with 96 GB RAM. It is remarkable that for a matrix size $m = 0.72 \cdot 10^8$ the computational time for the entropy only took about 25 minutes. This clearly underlines the high efficiency of Algorithm 4.5 for this example. In the case of a maximally entangled, discrete bipartite system of finite dimension $m^2$, the entropy increases according to $\mathcal{E} = \mathcal{O}(\log(m))$. Due to $\tau_p$ being of the order of ns, the state under consideration exhibits a very high degree of entanglement and is therefore almost equivalent to a maximally entangled system with $m \approx \exp(14.969)$.

6. Conclusions

In this article, we have derived a new algorithm for the computation of the entropy of a large real symmetric, positive semidefinite matrix. The proposed procedure does neither require the computation of the spectrum nor of the matrix logarithm. Indeed, it is based on the following two main ideas:

- Approximation of the ‘entropy function’ $\mathcal{L}$ by a reasonably accurate Chebyshev polynomial.
- Computation of the entropy by combining a Monte-Carlo type sampling procedure and a Clenshaw algorithm for matrix polynomials.

The new algorithm is parallelizable and straightforward to implement. It was tested for a classical finite element matrix as well as for a large discretization matrix originating from a quantum optics

‡ MATLAB is a trademark of The MathWorks, inc.
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An interesting extension of this research constitutes the computation of the matrix entropy in the context of complex discrete Hermitian operators. Here, an important ingredient is the appropriate redefinition of the function \( L \) for complex input values and the corresponding approximation by polynomial functions for both the real as well as the imaginary part.

The algorithm in this work can be extended to evaluate the relative entropy \( E(\sigma||\rho) = \text{tr}(\sigma \log(\sigma)) - \text{tr}(\sigma \log(\rho)) \) between two density matrices \( \sigma \) and \( \rho \). This quantity determines the relative entropy of entanglement \( E(\sigma) = \min_{\rho \in D} E(\sigma||\rho) \), where \( D \) is the set of all disentangled states. A numerical algorithm for the computation of the relative entropy of entanglement was proposed for low dimensions \([29]\), however, no algorithm is yet available for large systems.
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