GANS AND CLOSURES: MICRO-MACRO CONSISTENCY IN MULTISCALE MODELING
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Abstract. Sampling the phase space of molecular systems—and, more generally, of complex systems effectively modeled by stochastic differential equations (SDEs)—is a crucial modeling step in many fields, from protein folding to materials discovery. These problems are often multiscale in nature: they can be described in terms of low-dimensional effective free energy surfaces parametrized by a small number of “slow” reaction coordinates; the remaining “fast” degrees of freedom populate an equilibrium measure conditioned on the reaction coordinate values. Sampling procedures for such problems are used to estimate effective free energy differences as well as ensemble averages with respect to the conditional equilibrium distributions; these latter averages lead to closures for effective reduced dynamic models. Over the years, enhanced sampling techniques coupled with molecular simulation have been developed; they often use knowledge of the system order parameters in order to sample the corresponding conditional equilibrium distributions, and estimate ensemble averages of observables. An intriguing analogy arises with the field of machine learning (ML), where generative adversarial networks (GANs) can produce high-dimensional samples from low-dimensional probability distributions. This sample generation is what is called, in equation-free multiscale modeling, a “lifting process”: it returns plausible (or realistic) high-dimensional space realizations of a model state, from information about its low-dimensional representation. In this work, we elaborate on this analogy, and we present an approach that couples physics-based simulations and biasing methods for sampling conditional distributions with ML-based conditional generative adversarial networks (cGANs) for the same task. The “coarse descriptors” on which we condition the fine scale realizations can either be known a priori or learned through nonlinear dimensionality reduction (here, using diffusion maps). We suggest that this may bring out the best features of both approaches: we demonstrate that a framework that couples cGANs with physics-based enhanced sampling techniques can improve multiscale SDE dynamical systems sampling, and even shows promise for systems of increasing complexity (here, simple molecules).
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1. Introduction. An important goal of the study of (multiscale) dynamical systems is the exploration and understanding of the system behavior over time scales of interest—typically, of the long term system dynamics. Fine scale dynamical system models, with many degrees of freedom, often must be (for practical prediction purposes) reduced to significantly lower-dimensional representations that describe the features of the behavior relevant to the macroscopic scale observer/modeler. Identifying and using such a reduced model, starting from models at the microscopic level, is a truly challenging task. Finding the “right observables/variables” for these representations has been a holy grail of multiscale modeling and data analysis for more than 100 years - from principal component analysis to autoencoders (or “nonlinear principal components” when they were first proposed) to isomap, local linear embedding, diffusion maps, and a host of nonlinear data mining/manifold learning techniques.
Beyond such computational, data-driven techniques that intelligently reduce the system to a low-dimensional representation, there is also a clear need for the converse: techniques that “lift,” or in other words, techniques that return the system from coarse representations to consistent, and plausible, fine representations, thus returning the system state conditioned on the reduced observables back to the high-dimensional space. It is immediately obvious that this inverse map is multivalued: there are countless conformations of molecules of gas confined to a box that have the same pressure and temperature—some of them more probable than others. It is also important to note that there is a vast variability in the grades of computational difficulty across such problems: it is easy to lift from pressure and temperature to gas molecule positions and velocities in a box, but it is much more challenging to construct a molecular configuration with a prescribed pair-correlation function.

Mathematical/computational methods that accomplish this conditional “lifting” have existed—and are used daily—in traditional first principles modeling, from initializing on a slow manifold of a kinetic network to umbrella sampling (US) for molecular dynamics [6]. Yet recent developments in the field of machine learning have opened the door to new possibilities. Generative adversarial networks (GANs) [7] and other recent generative models that are fundamentally different from GANs [8, 9, 10, 11, 12] have demonstrated considerable successes in generating high-dimensional data from low-dimensional probability distributions. For instance, a GAN architecture is capable of creating images that appear like real photographs of human faces; a GAN creates photos with unique, detailed, and realistic subtle texture/features that are consistent with the coarse features that make up a realistic human face [13]. Furthermore, an extension of the original GAN architecture—the conditional generative adversarial network (cGAN) [14]—can sample from conditional distributions to produce high-dimensional data conditioned on given training values, which provides further information (in the example of human faces, this would amount to having a GAN that can sample based on prescribed criteria such as eye color, hair color and length, ear size, etc.).

While GANs are certainly an exciting development, they exhibit parallels with well-understood techniques from the fields of statistical mechanics and dynamical systems. In the area of molecular simulation, techniques such as free energy perturbation, umbrella sampling, adaptive biasing force, metadynamics, and newer methods such as intrinsic map dynamics can respectively be used to (a) calculate free energy differences between coarse states of a system and, subsequently, (b) bias further molecular simulations in order to fully sample configurational space along a set of variables that describe the bulk behavior of a system—what are often called collective variables (CVs) [6, 15, 16, 17, 18]. At their core, these biased simulations generate high-dimensional molecular data conditioned on CVs of choice. Figure 1 displays a general schematic showing that both cGANs and enhanced sampling techniques such as US accomplish the same task of producing data that is consistent with some prescribed CV.

The goal of this work is to improve the understanding of the similarities between GANs and other established biased sampling techniques in physics and chemistry and, importantly, to develop a framework for utilizing them in tandem. On the one hand, physics-based simulation and sampling methods often suffer from slow convergence times, whereas GANs can quickly and efficiently sample from a target distribution once trained, sidestepping the problem of slow convergence. On the other hand, some drawbacks of GANs are the (typical) absence of physical constraints or priors within
the generative “lifting” process and the requirement to be trained offline on large data sets. We believe (and suggest, and illustrate how) the second of these problem could be mitigated by coupling GANs with physics-based sampling methods that generate training data adaptively from the original, high-dimensional dynamical system on demand. In a sense, the available fine scale physics help construct on the fly—and adaptively—the large training set that enables GAN efficiency.

These methods, new and old, complement each other and have the potential to formulate a more efficient sampling workflow when used together. In this workflow, GANs learn low-dimensional probability distributions and lift to high-dimensional space, expediting the exploration of the phase space of the multiscale dynamical system. Neural network based generative models have been shown to be successful in identifying CVs [19] and also interpolating simulation frames between molecular conformations [20]. The framework proposed in this work not only identifies the slow directions (or CVs) of the multiscale dynamical system in a data-driven manner, but also produces the conditional equilibrium measure of the system at a desired value of the CV(s). Furthermore, this framework is not limited to solely dynamical systems described by SDEs, as GANs can be applied to any problem that requires, or benefits from, lifting.

The paper is organized as follows: Section 2 proposes the general framework of the coupling method in algorithm format. Section 3 demonstrates physics-based conditional sampling on known variables and physics-based sampling directly on learned variables from dimensionality reduction. Section 4 describes conditional generative adversarial networks (cGANs) as a machine learning based alternative to physics-based sampling. Section 5 illustrates how coupling cGANs with physics-based sampling can expedite sampling of a dynamical system’s phase space. Section 6 compares results of cGANs applied to molecular dynamics simulation data with physics-based methods. Section 7 demonstrates additional uses and capabilities of cGANs when applied to multiscale dynamical systems. It is in this context that the use of cGANs towards effective SDE closures arises. This gave rise to the pun in our paper’s title, reminis-
2. Proposed framework. Consider a stochastic differential equation (SDE) with equilibrium distribution \( P \). In other words, in the long time limit, points drawn from a trajectory \( \{ Z_t \mid t \geq 0 \} \) of the SDE are distributed according to \( P \).

Applying manifold learning to the points of a sufficiently long trajectory \( Z_t \), we can identify a set of slow variables \( Y \) of the SDE so that a point \( Z \) drawn from \( P \) can be written as \( Z = (X, Y) \) in some system of coordinates.

We propose a method for sampling the conditional measure \( P(X \mid Y = y) \) that consists of the following:

1. Training a conditional GAN, \( \hat{P}(X \mid Y = y) \), so that it approximates \( P(X \mid Y = y) \) for arbitrary \( y \). Training is done only once and its computational expense is meant to be amortized.
2. Generating \( N \) initial points along \( \{(X, Y) \mid Y = y\} \) using the cGAN.
3. Propagating the initial points using a modified SDE (umbrella sampling) that enforces that the trajectories lie in \( \{(X, Y) \mid Y = y\} \). This step can be trivially parallelized, as each trajectory is independent of the others.
4. Combining the points of all of the \( N \) conditional trajectories using a histogram reweighting method.

In Section 5, we exhibit numerical evidence that indicates that as long as the conditional distributions generated by the cGAN are not too far away from the true conditionals, then our proposed approach is faster and less computationally expensive than the alternative approach consisting of sampling \( \{X \mid Y = y\} \) by a single long run of a (modified) SDE.

3. Physics-based conditional sampling on known collective variables and on learned ones. In order to “lift” from coarse scale variables (variables that parametrize the slow, lower-dimensional manifold on which the coarse system dynamics evolve) to realistic, consistent, fine scale realizations/variables, one must either know the coarse variables \( a \) priori or learn them from data through dimensionality reduction. As an illustration, consider the dynamical system described by the two-dimensional system of SDEs below:

\[
\begin{align*}
\frac{dx_1}{dt} &= a_1 dt + a_2 dB_1(t), \\
\frac{dx_2}{dt} &= a_3(1 - x_2) dt + a_4 dB_2(t),
\end{align*}
\]

where \( B_1 \) and \( B_2 \) are standard Brownian motions, \( a_1 = a_2 = 10^{-3} \), and \( a_3 = a_4 = \varepsilon a_1 = \varepsilon a_2 = 10^{-1} \), where the ratio of time scales is \( \varepsilon = 10^2 \); these scalings imply that \( x_1 \) is the slow variable and \( x_2 \) is the fast variable (\( x_2 \) is faster than \( x_1 \) by a factor of \( 10^2 \)). Information on how this system of SDEs (as well as the other dynamical systems described by SDEs in this work) was integrated can be found in Appendix D.

To facilitate exploration of the phase space, physics-based methods can be employed to bias the system along the slow variable, \( x_1 \). Umbrella sampling (US) is a popular method in which series of biased simulations are used to overcome free energy barriers in the computation of effective free energy surfaces in molecular dynamics [6]. US involves the superposition of a harmonic potential, \( U(x_1, x_2) = \frac{k}{2}(x_1 - x_{1_0})^2 \) with the original system potential, for the purpose of steering the biased simulations towards certain prescribed values of the reaction coordinates of the system. Here the variable in this harmonic biasing potential is the full system state, \( (x_1, x_2) \), \( k \) is a spring
constant governing the intensity of the bias, $x_1$ is the reaction coordinate around which the bias will be applied, and $x_{1a}$ is the prescribed value of this variable. In this example, if $x_1$ is known to be the slow variable, the bias can be added directly in the form of the force: $F(x_1, x_2) = -\nabla U(x_1, x_2) = (-k(x_1 - x_{1a}), 0)$, resulting in a new system of equations:

\[
\begin{align*}
    dx_1(t) &= (a_1 - k(x_1(t) - x_{1a}))dt + a_2dB_1(t), \\
    dx_2(t) &= a_3(1 - x_2(t))dt + a_4dB_2(t).
\end{align*}
\]

(3.2)

Regarding the force constant $k$, the strength or magnitude of $k$ will determine the range of the slow variable explored in the simulation. A weaker force constant will allow exploration of a larger span of slow variables. This choice is discretionary and is dependent on what is wanted or required of the user. Additionally, the bias added to the system is not required to be quadratic, and other biases (for example, a linear bias) can be added depending on the slow variable behavior desired in the biased simulation. A quadratic bias on the slow variable is generally used to force the slow variable to the desired coordinate in both directions, restricting it to values within the parabola described by the bias. It is also worthwhile to note that this added bias then alters the conditional distribution of the slow variable. If the true distribution of the slow variable is of interest, reweighting techniques such as the weighted histogram analysis method (WHAM) [21] and the multistate Bennett acceptance ratio (MBAR) [22] should be used to recover the true distribution of the slow variable.

If the slow variable is not known, a slow coordinate can be identified through data-driven dimensionality reduction techniques. In our case, the nonlinear dimensionality reduction technique of choice is diffusion maps [5], the use of which leads to data-driven coordinates that parametrize the slow manifold of the system dynamics. Diffusion maps accomplish this by using a diffusion process to explore the underlying geometry of the data and subsequently identify high-variance variables (or variable combinations) that parametrize a low-dimensional manifold of the data. Further elaboration on diffusion maps can be found in Appendix C. In our illustration, a single such diffusion map coordinate is used to construct the biasing potential: $U(X) = \frac{k}{2} (\phi(X) - \phi_0)^2$, where $X = (x_1, x_2) \in \mathbb{R}^2$ is the SDE full state, $\phi = \phi(X)$ is the first diffusion map coordinate parametrizing the slow direction, and $\phi_0 \in \mathbb{R}$ is the constant value towards which the system will be conditionally biased. In general, $\phi = \phi(X)$ is not an explicit function of the system state (like $x_1 = x_1(X)$ here); it is a vector $\phi \in \mathbb{R}^N$, where $N$ is the number of data samples. One needs to use appropriate interpolation techniques, like geometric harmonics [23, 24] or Gaussian process regression [25] to express a fitted function, $\Phi_1(X)$, to interpolate the data $\{(X_i, \phi_i) \in \mathbb{R}^n \times \mathbb{R} \mid i = 1, \ldots, N\}$, where $n$ is the number of variables and $N$ is the number of samples. Once $\Phi_1(X)$ is obtained, it can be used in lieu of $\phi$ in the biasing potential. Additionally, gradients of the function $\Phi_1(X)$ with respect to $X$ (here $x_1$ and $x_2$) can be computed through direct calculation of the derivatives or automatic differentiation, allowing us to implement the bias directly on the diffusion map coordinate. (We observe that other dimensionality reduction schemes are, of course, also viable [26]. Autoencoding neural networks are a particularly attractive alternative due to the intrinsic provision of gradient information and interpolative capacity [27].) Thus,

\[
U(X) = \frac{k}{2} (\Phi_1(X) - \phi_0)^2
\]
and the corresponding force is
\[ F(X) = -\nabla U(X) = -k \nabla \Phi_1(X)(\Phi_1(X) - \phi_0) \]
resulting in a new, final set of biased SDEs for our example:

\[
\begin{align*}
    dx_1(t) &= (a_1 - k(\Phi_1((x_1(t), x_2(t))) - \phi_0) \frac{\partial \Phi_1}{\partial x_1}) dt + a_2 dB_1(t), \\
    dx_2(t) &= (a_3(1 - x_2(t)) - k(\Phi_1((x_1(t), x_2(t))) - \phi_0) \frac{\partial \Phi_1}{\partial x_2}) dt + a_4 dB_2(t).
\end{align*}
\] (3.3)

Results in Figure 2 show that the US approach of adding a harmonic biasing potential to steer dynamical systems described by SDEs can be performed either in physical space (if the slow variable is known) or in learned coordinates. Work using diffusion map coordinates to guide or direct molecular dynamics simulations [18, 28, 29] or linking them with Monte Carlo techniques [30] has been demonstrated, but US work biasing conditioned on a diffusion map coordinate value (including calculations of the requisite gradients) has not, to the best of our knowledge, been published before.

![Figure 2](image)

**Figure 2.** US outputs (orange points) obtained by biasing on the known slow variable, \(x_1\) (left); and based on the learned diffusion map coordinate, \(\phi\) (right), conditioned at \(x_1 = 10\), and the corresponding value in diffusion map space, respectively. The SDE data in the left and right plots are colored by \(x_1\) and \(\phi\), respectively. Notice the few discrete orange points at the very onset of the US computation, starting from the initial condition \((0,1)\) and quickly approaching the conditional equilibrium measure.

**4. Conditional generative adversarial network sampling.** A primary goal of the biased simulations in US is to use sampling of the biased distribution (as an intermediate step) to eventually extract effective sampling of the equilibrium distribution conditioned on the values of some order parameters of the system (e.g., dihedral angles, principal components, etc.). Such sampling can also be accomplished effectively through the use of a GAN. A generative adversarial network [7] consists of two neural networks: the generator and the discriminator. The generator takes in \(n\)-dimensional noise and is trained to produce a target output, while the discriminator is trained to distinguish true data from the generator's output. The training is performed in an iterative fashion to optimize a given loss function (often the minimax loss [7] or Wasserstein loss [31]). Conditional GANs [14] operate with the same procedure as a vanilla GAN, but have an additional input to the generator in the
form of a label. The GAN then generates conditional distributions of reasonable data given the prescribed label provided to it. We can use this cGAN architecture (given training data from the dynamical system) to act as a data-driven tool for “lifting.” A cGAN was trained on a data set directly produced by the system of SDEs given in equation (3.1), with the conditional training labels being the values of the slow variable at each point. Note that cGANs in literature have mainly been applied to classification problems and have thus had labels based on discrete categories. The multiscale dynamical systems of interest in this work all have continuous CVs, so we use a subclass of cGANs, the Continuous conditional GAN (CcGAN) [32], that has an architecture and loss function explicitly constructed to condition on continuous labels. A brief overview of the CcGAN architecture, loss function, and parameters used in this work are detailed in Appendix B. Figure 3 shows the data generated by a cGAN conditioned on the label $x_1 = 10$ compared with the output of US obtained through the process detailed in section 3. Again note (as first mentioned briefly in section 3) that when performing US, it becomes necessary to remove the artificial biasing force in order to produce the true slow variable distributions of the system, or in other words, “reweight” the biased distribution back to the unbiased joint distribution (this is included in the previously mentioned WHAM [21] and MBAR [22] workflows, among others). In this work, we are only focused on generating conditional distributions of the fast variables, so reweighting to find the distribution of the slow variable is not necessary. To further emphasize this point in this first toy example, $x_1$ and $x_2$ are orthogonal, so $x_1$ and $x_2$’s conditional distributions are completely independent. Figure 3 shows that conditional GANs trained based on data for this dynamical system can produce fine scale data consistent with samples of the desired conditional probability distribution. It is worth noting that US requires an initial condition and must take “a few” initial steps as it approaches the appropriate conditional distribution; in contrast to this, the cGAN, once trained, can immediately produce samples from the (approximated) conditional distribution without initial equilibration. After training, the cGAN and US outputs are compared against the true conditional distribution, a Gaussian distribution with mean one and variance $0.05$. We restate that this very simple illustrative example was performed with the a priori knowledge of the slow direction, which, to boot, was orthogonal to the fast direction. Utilizing diffusion maps (instead of the known slow variable $x_1$) with US (or cGANs, as shown in this section) will also produce equivalent data, as discussed/shown in section 3.

5. GAN assisted physics-based sampling. After illustrating (through a simple caricature) the capabilities of the two approaches towards lifting (the physics based US and the data/ML driven GANs) and pointing out some advantages and disadvantages of the two techniques, we now proceed to link US and cGANs together towards creating a more computationally efficient sampling framework.

5.1. A less trivial multiscale system. Consider a new system of coupled SDEs in which the slow variable is not available in advance for biasing. We obtained this by applying a nonlinear transformation to the previous simple system described by Equation (3.1); the simulation dynamics now take the form of “half-moons” evolving radially. The transformation is:

$$y_1 = x_2 \cos (x_1 + x_2 - 1),$$
$$y_2 = x_2 \sin (x_1 + x_2 - 1).$$

The slow variable must now be found through data mining. Here again we use diffusion maps, but with an alternative distance metric to the standard Euclidean distance:
Figure 3. US (orange, top left) and cGAN (red, top right) outputs shown for the value $x_1 = 10$ of the conditioned slow variable, with histograms (bottom) of the $x_2$ values of the outputs compared with the true conditional probability distribution function, shown as a light blue line. The SDE data in the plots are colored by the a priori known slow variable, $x_1$.

the Mahalanobis distance. The Mahalanobis distance measures normalized distances with respect to the variances of each local “principal direction” of the noise, allowing us to retain information describing both the fast and slow directions of the system [33, 34, 35]. The Mahalanobis distance, as originally defined, is for a constant or fixed covariance, so for our use (which has a covariance that changes based on the system’s position in $y_1$ and $y_2$), we will use a modified definition proposed by Singer and Coifman [34].

This modified Mahalanobis distance between two points $x_i$ and $x_j$ can therefore be written as

$$
\|x_j - x_i\|^2_M = \frac{1}{2} (x_j - x_i)^T \left( C_i^T(x_i) + C_i^T(x_j) \right) (x_j - x_i),
$$

where $C(x_i)$ is the covariance of the noise at the point $x_i$ and $\dagger$ signifies the Moore–Penrose pseudoinverse. This metric will prove useful when the noise contains strong correlations, as is the case in our example since $y_1$ and $y_2$ contain information from both the slow $x_1$ and the fast $x_2$ directions. Using the tools and algorithms detailed in sections 3 and 4 above, but on the transformed data now, we train a cGAN to generate samples from the conditional equilibrium measures. US also accomplishes this, but a further step is required before we run biased simulations: the biasing potential cannot be simply added to the original equations and then transformed. It must be added directly to the transformed equations post-transformation. This is due to the fact that
if the bias is added to the pre-transformed equations and subsequently transformed, it will not have the same behavior as the pre-transformed bias and will often explode or bias toward some undesired location in the transformed space. Thus, Itô’s lemma [36] must be applied to transform the original equations to the new system that we will bias. Application of the lemma and the equations that result (and are then subsequently biased) can be found in Appendix E. The effective variable is now the leading diffusion map coordinate, $\phi$ (that is, incidentally, one-to-one with the original slow direction $x_1$; see and compare Figures 3 and 4). Physics-based and GAN-based sampling are performed in terms of this diffusion map coordinate.

**Figure 4.** Training data obtained from the transformed SDEs colored by the learned slow direction, $\phi$ US (left) and cGAN (right) outputs shown at the conditioned variable $\phi = 0$ and shaded by density. White is the highest density, while black is the lowest density.

### 5.2. Linking a cGAN with US and its benefits.

In our transformed setting, both the cGAN and the US (possibly assisted by WHAM) produce acceptable “liftings”/samples from the conditional equilibrium distributions. The computational cost associated with each method, however, is very different. A comparison of computational time/cost appears in Figure 5: the time required for each method to compute varying sample sizes from the targeted conditional distribution. Due to the US requirement for physical dynamics (integration of the SDEs), US takes multiple orders of magnitude longer to produce the relevant data, in addition to requiring initialization (less stringent) and an initial “warmup” phase, as discussed in section 4. The cGAN produces the conditional data significantly faster; however, collection of the training data set and training of the networks are required—offline—before the cGAN can start producing these conditional distributions. The training of the GAN networks is essentially an up-front computational cost, which is paid to enable later rapid production of reasonable conditional data. While this initial cost is significant, the GAN circumvents the cost of propagating the dynamical system forward in time once it is trained. The savings in computational time and cost become more evident with increasing sample sizes and increasing complexity of the dynamical system under investigation. The cGAN of course also requires initial unbiased simulation/observations to put together the training data set. The training data for the dynamical system detailed in this section consisted of 30,000 samples produced in an unbiased run spanning approximately 6 minutes (360 seconds) of wall time; the information about the platform can be found in Appendix D. The average time taken to train the cGAN, as detailed in Appendix B, is approximately 21 minutes (1300 seconds), which is approximately
equivalent to the time it takes on the same platform for US to integrate the forces of the system and propagate in time for 100,000 time-steps (and thus, producing 100,000 samples of conditional data since we sample the data at every time-step). Note that 100,000 time-steps is more than enough for US to equilibrate and fully span the desired equilibrium measure.

Once trained, the cGAN can sample 100,000 times from a prescribed conditional distribution in 0.3 seconds (again, on the same platform used in previous benchmarking).

Furthermore, in order to obtain the true distribution of the variable in which the condition/force is added and subsequently the potential of mean force, the added bias from US must be removed (through WHAM, MBAR, etc.). The cGAN-generated conditional distribution requires no removal of a biasing term (but it implicitly assumes that a normally distributed seed for the cGAN samples the conditional equilibrium distribution accurately). Clearly, the trained cGAN is a much more “real time” cost efficient option, once the up-front cost of data generation and training is expended. Yet, while it quickly and efficiently samples the conditional equilibrium measure, it is ultimately an approximation of the ground truth based on how representative the collected training data set was. It appears reasonable to “accentuate the positive, eliminate the negative” of each of the two approaches (the negatives being long times for US simulations, possibly inaccurate data-based approximation for the cGAN) by combining them: we suggest that it is possible to initialize many parallel runs of US with “warmed up” initial conditions constructed from the output of the trained cGAN. Figure 6 displays an output of multiple parallel US runs initialized by a trained cGAN.

While both approaches of US alone and US coupled with a cGAN initialization are capable of spanning the desired full equilibrium measure, running ten parallel biased sampling simulations of 1,000 time-steps initialized by cGAN outputs results in accurate conditional distribution sampling that is obtained ten times faster (in wall-clock time) than a single, long, biased US simulation of 10,000 time-steps. The data (conformations) produced now arise directly from the dynamical system simulation (and may thus be more plausible than cGAN approximate constructs).

5.3. Analysis of coupling accuracy and convergence. In order to investigate improving efficiency by coupling GANs with US, we consider an example that
Figure 6. Ten initial conditions generated by a cGAN (red points) were used to initialize 10 parallel US runs, each 1000 time steps long, that clearly visually sample the conditional equilibrium measure.

exhibits metastability in the fast direction, which results in a non-Gaussian distribution of samples. Consider the new system:

\[
\begin{align*}
\frac{dz_1(t)}{dt} & = a_1 dt + a_2 dB_1(t), \\
\frac{dz_2(t)}{dt} & = -((1 + z_2(t))^2(2(1 + h - (0.4z_1(t) - 2))z_2(t) - 2h + 3(0.75(0.4z_1(t) - 2))z_2(t)^2 \\
& + 4z_2(t)^3) + 2(1 + z_2(t))(h - 2hz_2(t) + (1 + h - (0.4z_1(t) - 2))z_2(t)^2 \\
& + (0.75(0.4z_1(t) - 2))z_2(t)^3 + z_2(t)^4))dt + a_3 dB_2(t).
\end{align*}
\]

where \( B_1 \) and \( B_2 \) are standard Brownian motions, \( a_1 = a_2 = 10^{-4} \), and \( a_3 = \varepsilon a_1 = \varepsilon a_2 = 10^{-1} \) where the ratio of time scales is \( \varepsilon = 10^3 \); these scalings imply that \( z_1 \) is the slow variable and \( z_2 \) is the fast variable (\( z_2 \) is faster than \( z_1 \) by a factor of \( 10^3 \)). This system differs from the untransformed system of section 4 in that the stationary probability in the fast direction is not a Gaussian distribution, but a multimodal distribution with basins centered at \( z_2 = 1 \) and \( z_2 = -1 \). The height of the energy barrier is defined by the variable \( h \), and the depth \( d \) of the well at \( z_1 = 1 \) is a function of \( z_1 \). Namely, \( d = 0.2z_1 - 2 \). This means that the potential energy (and by extension, the equilibrium distribution) of \( z_2 \) changes as \( z_1 \) increases. Knowing the distribution of \( z_2 \) in a local area of \( z_1 \) values does not define the distribution of \( z_2 \) everywhere; yet we can train a cGAN on local values and couple the cGAN generated initial conditions with physics-based biased sampling. We performed a computational convergence comparison using the number of force evaluations of the system (in other words the number of time steps in which the SDEs are integrated). We ran sets of US simulations and US simulations initialized by cGAN provided initial conditions with increasing sample sizes that directly correspond to the number of times the SDEs are integrated (from \( 10^3 \) to \( 5 \times 10^5 \) samples). We then averaged these simulations and used their data to compare with the \textit{a priori} known free energy surface given by (5.1). Figure 7 shows an example output of the coupling method along with a comparison of its probability density function (PDF) with the true conditional PDF of the system. Figure 8 compares the convergence capabilities of the coupling method with the capabilities of US alone.

In this case where the conditional distributions exhibit metastability, the coupling of a cGAN with US initializes US runs from initial points at multiple metastable states and their estimates are pooled together. If there were biases present in the fast
Figure 7. On the left, we show ten initial conditions generated by a cGAN (red points). Initial conditions drawn from the cGAN such as those shown above were used to initialize ten parallel US runs (orange points) at $z_1 = 5$, where the free energy basins are at equal depth (additionally, $h = 8$). Each US run is $10^4$ time steps long, and when combined they sample the conditional stationary probability. On the right, the probability density function for $z_2$ at $z_1 = 5$ (orange line), estimated from the cGAN+US coupled runs pooled together, is compared with the true probability density function of $z_2$ at $z_1 = 5$ given by the known free energy function (black line).

Figure 8. Experiments run at two different barrier heights ($h = 4$ for the left plot, $h = 8$ for the right plot) showing the $L^1$ norm of the absolute value of the difference between the true PDF and the estimated PDF determined by US (green) and coupled cGAN+US (blue) runs. The $L^1$ norm is a function of the sample size (i.e., number of time steps). Each data point and its corresponding error bar reflect the results of 1,000 independent experiments. Note that the $L^1$ norm error is high with small variance for the US runs when $h = 8$ due to US alone not being able to cross over the high free energy barrier and sampling only a single basin out of the existing two.

direction, the histograms could be reweighted and combined by using WHAM[21]. This results in a further increased performance when compared to US alone, especially at smaller sample sizes, because US alone tends to become trapped in the metastable states. In addition to the already faster convergence, the multiple runs of the coupled method can be trivially parallelized.
6. Application to molecular dynamics simulations of alanine dipeptide.

Conditional GAN-based sampling is not limited to dynamical systems described by SDEs. It has been demonstrated, for example, that machine learning techniques can also be applied to molecular dynamics data for purposes such as interpolation [20] and learning effective dynamics [37]. In this section, we demonstrate the use of a cGAN for sampling conditional equilibrium measures of molecular dynamics (MD) simulation data and compare the results directly to established US methods.

The training data for the cGAN was produced by a 20 nanosecond MD simulation of alanine dipeptide in implicit solvent that sampled two local free energy basins at distinct values of $\Phi$ and $\Psi$ (the a priori established pair of collective variables, dihedral angles that summarize the bulk behavior of the molecule [38]). Further simulation details are discussed in Appendix D. US biasing can be performed using a single CV or even several CVs [6]. Here, the potential wells are distinct in both $\Phi$ and $\Psi$, so either variable (or both variables) could be an appropriate choice on which to bias. For our demonstration, we choose here to bias on $\Psi$.

A cGAN was trained on the collected data to produce molecular configurations conditioned on $\Psi$ values that correspond to each one of the two basins. The data produced are 22-dimensional molecular conformations, but in Figures 9 and 10 they are represented based on their $\Phi$ and $\Psi$ angles. One could also condition on data-driven, diffusion map coordinates, learned (as detailed in section 3) from processing the training data set. Translational and rotational variances were factored out in the training data through the Kabsch algorithm [39]. The cGAN architecture and
training protocol are described in Appendix B. During training, all generator output conformations were aligned to a reference conformation of alanine dipeptide using the Kabsch algorithm before the loss function was computed.

The cGAN produces molecular conformations that are consistent with the prescribed label (the conditioning variable); furthermore, the cGAN learns to produce conditional distributions whose empirical densities appear to qualitatively mimic the training data empirical densities. To explore this point further, cGAN results are compared in the left plot of Figure 10 with US simulations of alanine dipeptide biased on $\Psi = 4$ corresponding to one of the two wells (the spring constant, $\kappa$, of the US bias was set to 50 kJ/mol). As mentioned in section 3, US’s distribution of the conditioned variable is dependent on the strength of the force constant (denoted as $\kappa$ in this example). Thus, it is important for the nonconditioned variable distributions to match (here, $\Phi$) while the conditioned variable distribution (here, $\Psi$) is allowed to change.

![Figure 10](image_url)

**Figure 10.** $\Phi - \Psi$ distribution of cGAN outputs conditioned on $\Psi = 4$ (blue), shaded by empirical density, compared with the empirical density of US biased simulation data (black contour lines) at two different values of $\kappa$ before WHAM reweighting: $\kappa = 50$ kJ/mol (left) and $\kappa = 500$ kJ/mol (right). The empirical marginals of the US and cGAN outputs with respect to $\Phi, \Psi$ are shown on the margins.

The cGAN trained on Alanine Dipeptide, when conditioned on one of the two minima, produces output conformation distributions that bear qualitative resemblance to both (a) the unbiased empirical distribution of the training data set for the basin in question and (b) to the output distribution of US biased on the minimum of said basin. Umbrella sampling does, of course, provide finer control through its “hyperparameters” such as the strength and curvature of the biasing potential. cGAN output distributions are compared in the right plot of Figure 10 to a US output where the kappa was ten times stronger than the previous value (500 kJ/mol). The US bias is again only added to $\Psi$, and the results were compared with a CcGAN output conditioned at the same value of $\Psi$.

The US output of course has a more narrow distribution in $\Psi$; the GAN output has no “adjustment knob” to fine-tune the conditional distribution it produces.
Clearly, however, the coupling approach we proposed allows the cGAN to accelerate US sampling through good—and well-distributed—initial conditions, so that fine-tuned results can ultimately be collected with improved wall-clock computational efficiency.

7. Further capabilities of cGANs trained on dynamical systems.

7.1. The dimensionality of input noise and its effect on cGAN outputs. The input to the generator network of a GAN (and cGAN) is typically an \( n \)-dimensional vector of Gaussian noise. For the dynamical system detailed in section 3, the equilibrium measure we desire to reproduce is one-dimensional, so a single input noise seed suffices. However, in higher-dimensional dynamical systems, the dimensionality of the noise seeds fed to the generator can and will alter the equilibrium measure learned, and subsequently reproduced, by the neural network model.

Consider the dynamical system described by the three-dimensional system of coupled SDEs below:

\[
\begin{align*}
    dx_1(t) &= a_1 \, dt, \\
    dx_2(t) &= a_2 \, dt + a_3 dB_2(t), \\
    dx_3(t) &= a_4 \, dt + a_5 dB_3(t),
\end{align*}
\]

where \( B_2 \) and \( B_3 \) are standard Brownian motions, \( a_1, a_2, a_4 = 1, 10, 100 \), respectively, and \( a_3 = a_5 = \sqrt{0.02} \), meaning \( x_1 \) is a slow variable, \( x_2 \) is a fast variable, and \( x_3 \) is an even faster variable. Now, apply the following transformation to the system:

\[
\begin{align*}
    y_1 &= x_1 + x_2^2 + x_3^2, \\
    y_2 &= x_2^2 + x_3^2, \\
    y_3 &= x_3.
\end{align*}
\]

This nonlinear transformation produces evolving “caps” (rather than “half-moons”) along the slow direction, essentially having a two-dimensional fast equilibrium measure in \( y_2 \) and \( y_3 \) that evolves along the \( y_1 \) axis. Using such a dynamical system to produce three-dimensional training data, with a two-dimensional fast equilibrium measure, we can investigate the results of feeding noise seeds of different dimensionality to the generator network. The conditional GAN labels used in this case are the values of the \textit{a priori} known slow variable \( x_1 \), but diffusion maps could also be used as detailed in section 3. Figure 11 displays the resulting cGAN outputs from 1D and 2D generator noise inputs. Given 1D noise, the cGAN produces an “arc” along the conditional “cap” at the prescribed \( x_1 \) value; given 2D noise, the cGAN learns to produce the entire conditional measure—the entire “cap.” This can be significant because in a system with multidimensional equilibrium measures, the cGAN can produce data that is either consistent with the entire conditional measure or consistent with some lower-dimensional subset of the large-dimensional measure, depending on the input fed to the network. Clearly, the calculation of any statistics based on the cGAN output distribution (e.g., a potential of mean force calculation) will be critically affected.

7.2. Towards multiscale evolution: conditional GAN extrapolation. Consider again the dynamical system detailed in section 7.1. Figure 11 shows the cGAN can produce a reasonable conditional equilibrium measure at \( x_1 = 0 \), and Figure 11 also shows that the training data ranges from \( x_1 = 0 \) to \( x_1 = 10 \). The cGAN clearly performs well when producing conditional data within the entire range of the training data; but what if we wish to condition on a variable that is beyond the local range of the training data?
Figure 11. cGAN outputs (red) for the value of the conditioning variable \( x_1 = 0 \) with 1D input seed noise (left) and 2D input seed noise (right). Here the slow variable \( x_1 \) is known a priori; the training data (a sequence of progressing “spherical caps,” colored by \( x_1 \)), form the backdrop.

Figure 12 shows that the cGAN can indeed construct a (visually) reasonable initial estimate of the conditional equilibrium measure at \( x_1 = 20 \), a conditioning value that is well outside the range of the training data. While the true data at \( x_1 = 20 \) is not at our disposal (yet!), our proposed coupling of the cGAN computational technology with an enhanced sampling technique, like US, demonstrated in section 4.2, could expedite the exploration of the phase space of the dynamical system beyond what is contained in the cGAN’s training data set. In this fashion, the cGAN can lead to useful “lifting” in equation-free simulations of multiscale dynamical systems. Providing good, fine scale initial conditions, consistent with extrapolated slow variable values, is a critical step in the implementation of the brief bursts of fine scale simulation on which bridging fast and slow time scales relies [40, 18, 41].

Figure 12. cGAN outputs (red), both with 2D input noise, shown at the conditioned variable \( x_1 = 10 \) and the extrapolated value of \( x_1 = 20 \) where the slow variable \( x_1 \) is known a priori.

Our approach is predicated on the diffusion maps algorithm identifying the slow
and fast variables and on the application of the averaging principle for stochastic
differential equations [42, 43] to eliminate the fast variables and close the effective
equations on the slow variables.

For instance, consider the following stochastic fast/slow system given in diffusion
map coordinates \((\phi_1, \phi_2)\) by

\[
\begin{align*}
\frac{d\phi_1}{dt} &= \mu_1(\phi_1, \phi_2) \, dt + \sigma_1(\phi_1, \phi_2) dB_1, \\
\frac{d\phi_2}{dt} &= \varepsilon^{-1} \mu_2(\phi_1, \phi_2) \, dt + \varepsilon^{-1/2} \sigma_2(\phi_1, \phi_2) dB_2,
\end{align*}
\]

where \(\varepsilon > 0\) is the time scale separation parameter, \(\mu = (\mu_1, \mu_2)\) is the drift,
\(\sigma = \text{diag}(\sigma_1, \sigma_2)\) is the volatility, and \((B_1, B_2)\) are components of a standard mul-
tidimensional Brownian motion. If the dynamics on \(\phi_2\) conditioned on \(\{\phi_1 = z\}\) have
an equilibrium measure \(\nu(\phi_2, \varepsilon)\) and the expectation

\[
B(z, \varepsilon) = \int \mu_1(z, \phi_2) \nu(\phi_2, \varepsilon) \, d\phi_2
\]

converges in the limit of \(\varepsilon \to 0\) to

\[
B(z) = \lim_{\varepsilon \to 0} B(z, \varepsilon),
\]

then we can close a reduced effective ODE in terms of the slow variable by integrating
over the conditional equilibrium measure. We thus use the cGAN’s ability to sample
the conditional equilibrium measure to close an effective ODE for the slow variable \(\phi_1\)

\[
\frac{d}{dt} \phi_1 = B(\phi_1).
\]

We refer the reader to [44, 45, 46] for the specifics on the conditions under which this
construction is valid.

8. Conclusions. Conditional GANs hold significant parallels with physics-based
sampling methods (such as initialization on slow manifolds [47, 48] and US). Cou-
pling the ML-based and the mathematical model-based approaches holds the promise
to reduce the required computation time for producing reliable conditional equilib-
rium state distributions (and for sampling them). This is valuable beyond the field
of multiscale stochastic dynamical systems: possible applications also arise in mate-
rials science, drug discovery, and other similar computational physics and chemistry
fields where complex, multiscale/multiphysics models are effectively modeled by lower-
dimensional stochastic differential equations. Additionally, the cGAN shows promise
in producing initial approximations of extrapolated conditional equilibrium measures
for complex systems for values of the slow variables/reactions coordinates beyond the
range of the training data. Notably, the cGAN’s output can be altered by changes
to the dimensionality of the generator network’s random seed input. Knowing the
collective variables of an effectively simple multiscale system beforehand is not a re-
quirement for our works: biased sampling/cGAN training can be performed directly
on coordinates produced by manifold learning/dimensionality reduction techniques
such as diffusion maps. In future work, we hope to explore these avenues in molec-
ular modeling-based multiscale applications in addition to dynamical systems with
increasingly complex conditional distributions. On the mathematical side, it would
be important to study the rate of convergence of cGAN-produced conditional distributions to corresponding theoretical or empirical training ones. Comparisons with modern developments in generative models (specifically, diffusion models) in the conditional context will also be pursued.

**Appendix A. Coupling cGANs with umbrella sampling applied to alanine dipeptide simulations and the original untransformed SDE system.**

cGAN and US coupling was also performed on the alanine dipeptide example from section 6. For this demonstration, five cGAN generated initial conditions at the dihedral angle value $\Psi = 4$ were used to initialize five 0.2 nanosecond US simulations for the same prescribed value where the kappa value was set to 100 kJ/mol. In the case of the alanine dipeptide simulations, the cGAN again provides reasonable initial condition configurations, and can expedite the initialization of the simulations. Coupling is not demonstrated with the 3D example from section 7 due to Itô's lemma (demonstrated in Appendix E) not providing accurate equations for the post-transformation system, thus making umbrella sampling impossible. Additionally, the proposed coupling of cGANs with US was performed with the dynamical systems in the other sections. For example, the dynamical systems described in sections 3 and 4 provide additional insight into the capability of this method to reproduce the system’s true empirical conditional distributions. Like the transformed case in section 5, the US data again is
shown to span the fast variable equilibrium measure. This analysis is not performed on the transformed case from Section 5 due to the fact that one would need to find a second eigenvector from diffusion maps that is one-to-one with the fast direction. This makes rigorous analysis of the fast variable distribution objectively difficult, but it follows that a system that is transformed by some deterministic equations would maintain the same distribution, albeit transformed. Figure 3 provides a qualitative comparison of cGAN and US output densities in the transformed space.

Appendix B. CcGAN architecture and training. In the literature, the cGAN model was originally used for classification using discrete labels, so for dynamical systems labeled along a continuous variable, some adjustments are needed. The conditional GAN general architecture, training procedure, and loss function (the hard vicinal discriminator loss, specifically) used in this paper were adapted from the CcGAN, proposed by Ding et al. [32]. The CcGAN’s significant difference from the cGAN is the accommodation of using continuous training data labels through the introduction of novel loss functions. The hard vicinal discriminator loss (HVDL), which was used for the adapted CcGAN in our work, is shown below:

\[
\mathcal{L}^{HVDL}(D) = -\frac{C_1}{N^r} \sum_{j=1}^{N^r} \sum_{i=1}^{N^r} \mathbb{E}_{\varepsilon^r \sim \mathcal{N}(0, \sigma^2)} \left[ \frac{1}{N^r_{y^r_j + \varepsilon^r, \kappa}} \log(D(x^r_i, y^r_j + \varepsilon^r)) \right]
- \frac{C_2}{N^g} \sum_{j=1}^{N^g} \sum_{i=1}^{N^g} \mathbb{E}_{\varepsilon^g \sim \mathcal{N}(0, \sigma^2)} \left[ \frac{1}{N^g_{y^g_j + \varepsilon^g, \kappa}} \log(1 - D(x^g_i, y^g_j + \varepsilon^g)) \right].
\]

The HVDL is a loss function that operates very similarly to the original min-max loss of GANs, except that indicator functions are used to create cutoff distances of acceptable values for the continuous labels. Only the discriminator loss is shown because the generator loss is just the maximization of the generator term in the discriminator loss (the second term where many variables are annotated with a \( g \) for generated). \( D \) represents the discriminator, and functions of \( D \) are the discriminator’s output given the variables inside the parenthesis. \( N^r \) and \( N^g \) are, respectively, the number of real and fake data points, \( x^r_i \) and \( x^g_i \) are, respectively, the \( i \)th real data sample and \( i \)th fake data sample, \( y^r_j \) and \( y^g_j \) are, respectively, the \( j \)th real and \( j \)th fake data label, \( \kappa \) is a hyperparameter describing the vicinity of labels in which the loss function will be calculated, \( \varepsilon^r \triangleq y - y^r_j \), \( \varepsilon^g \triangleq y - y^g_j \), and \( C_1 \) and \( C_2 \) are constants.
This HVDL loss functions by training over a conditional distribution of data given by continuous labels in a vicinity around the prescribed label. The CcGAN was trained for 5000 epochs for the case described in section 4, 15000 epochs for the case described in section 5 and 7, and 40000 epochs for the case described in section 6. The Adam optimizer with $\beta_1 = 0.5$ and $\beta_2 = 0.999$ was used with a learning rate of $1 \times 10^{-4}$ and batch size of 512. Tables 1, 2, and 3 describe the architecture of the networks.

**Table 1**

*Network architecture of the generator and discriminator for the example detailed in section 4. This is shown in the following format: layer type (output shape); nonlinearities where “BN” represents batch normalization.*

| Generator | Discriminator |
|-----------|---------------|
| input: $z \in \mathbb{R} \sim \mathcal{N}(0, 1); y \in \mathbb{R}$ | input: data sample $x \in \mathbb{R}^2$ |
| concat$(z, y)$ $\in \mathbb{R}^2$ | Dense$(100)$;ReLU |
| Dense$(16)$;BN | Dense$(100)$;ReLU |
| Dense$(32)$;BN | Dense$(100)$;ReLU |
| Dense$(64)$;BN | Dense$(100)$;ReLU |
| Dense$(128)$;BN | Dense$(100)$;ReLU |
| Dense$(256)$;BN | Dense$(1);$Sigmoid |
| Dense$(2)$ | |

**Table 2**

*Network architecture of the generator and discriminator for the examples detailed in section 5 and 7. This is shown in the following format: layer type (output shape); nonlinearities where “BN” represents batch normalization.*

| Generator | Discriminator |
|-----------|---------------|
| input: $z \in \mathbb{R}^n \sim \mathcal{N}(0, 1); y \in \mathbb{R}$ | input: data sample $x \in \mathbb{R}^m$ |
| concat$(z, y)$ $\in \mathbb{R}^{n+1}$ | Dense$(100)$;ReLU |
| Dense$(200)$;BN;LeakyReLU | Dense$(100)$;ReLU |
| Dense$(200)$;BN;LeakyReLU | Dense$(100)$;ReLU |
| Dense$(200)$;BN;LeakyReLU | Dense$(100)$;ReLU |
| Dense$(200)$;BN;LeakyReLU | Dense$(100)$;ReLU |
| Dense$(200)$;BN;LeakyReLU | Dense$(1);$Sigmoid |
| Dense$(m)$ | |
Table 3
Network architecture of the generator and discriminator for the example detailed in section 6. This is shown in the following format: layer type (output shape) ; nonlinearities where “BN” represents batch normalization.

| Generator | Discriminator |
|-----------|---------------|
| input: $z \in \mathbb{R}^n \sim \mathcal{N}(0,1);$ $y \in \mathbb{R}$ | input: data sample $x \in \mathbb{R}^m$ |
| concat$(z,y)$ \in \mathbb{R}^{n+1} | Dense(100);ReLU |
| Dense(64);BN;LeakyReLU | Dense(200);ReLU |
| Dense(128);BN;LeakyReLU | Dense(200);ReLU |
| Dense(256);BN;LeakyReLU | Dense(200);ReLU |
| Dense(512);BN;LeakyReLU | Dense(200);ReLU |
| Dense(1024);BN;LeakyReLU | Dense(1);Sigmoid |
| Dense(m) | Dense(m) |

In practice, GANs can suffer mode collapse during training. In the original CcGAN paper, the authors mention that mode collapse occurs when the cutoff distance specified in the loss function is too narrow [32]. We generally followed the guidelines from the CcGAN paper and did not experience overfitting or mode collapse during training. Early stopping of training upon convergence was also occasionally utilized to achieve optimal results.

Appendix C. Diffusion Maps. Introduced by Coifman and Lafon [5] and discussed in sections 3 and 5 of this work, diffusion maps parametrize a data set of points $X = \{x_i\}_i^N$ sampled from a manifold where $x_i \in \mathbb{R}^m$, subsequently uncovering the geometry of the manifold and intrinsic geometry of the data. This is accomplished by first constructing an affinity matrix $A \in \mathbb{R}^{N \times N}$ by using a kernel function, often the Gaussian kernel:

$$A_{ij} = \exp\left\{-\frac{\|x_i - x_j\|^2}{2\varepsilon}\right\},$$

where $\| \cdot \|$ denotes a norm (in our work, we use the Euclidean norm) and $\varepsilon$ is a hyperparameter which regulates the rate of decay of the kernel. $A$ is then normalized in order to compute the intrinsic dimensionality of $X$ regardless of the sampling density by defining the diagonal matrix $P$ as follows:

$$P_{ii} = \sum_{j=1}^{N} A_{ij}$$

and renormalizing $A$ with

$$\tilde{A} = P^{-\alpha/2} A P^{-\alpha/2}$$

where $\alpha \in [0,1]$ is our renormalization parameter (see [5]). $\tilde{A}$ is then further normalized to construct a row-stochastic matrix $W$ with components,

$$W_{ij} = \frac{\tilde{A}_{ij}}{\sum_{j=1}^{N} \tilde{A}_{ij}}.$$

The eigendecomposition of $W$ results in a set of eigenvalues and eigenvectors. The leading nonharmonic eigenvectors provide a (nonlinear) parametrization of $X$ in dif-
fusion map coordinates, once properly selected.

In summary, diffusion maps are a data-driven technique that provide non-linear variables that parametrize a (possibly lower-dimensional) manifold of the inspected system. In our work, the first nontrivial eigenvector was one-to-one with the slow variable of the inspected dynamical systems; however, this is not always the case. If the first nontrivial eigenvector does not produce the desired CV, further inspection of other nonharmonic eigenvectors should be performed. Additionally, data-driven techniques such as Diffusion Maps in practice require analysis of a sufficiently large amount of data in order to identify diffusion map coordinates that parametrize a slow manifold of the system, and for all demonstrations of diffusion maps in this work, we performed diffusion maps on at least 5000 samples of data points from the dynamical system.

Appendix D. Simulation and benchmarking details. All simulations, calculations, and benchmarking were performed using an 8-core Intel Xeon E5-1660 v4 CPU. All systems of SDEs were integrated using the Euler–Maruyama method [49] with time steps of dt = 1 for the example in sections 3 and 4, dt = 5e−2 for section 5 (the equations of which are in Appendix E), and dt = 1e−3 for section 7. All molecular dynamics simulations were performed using the OpenMM molecular dynamics package with the Amber14 force field in implicit solvent [50, 51, 52]. Stochastic (Langevin) dynamics were performed at 300 Kelvin with a time step of 1 fs and an inverse friction constant of 1 ps−1. All US simulations were performed using OpenMM with the open-source PLUMED library [53, 54, 55].

Appendix E. Itō’s lemma application to the transformation of SDEs. Consider the SDE for \( X(t, \omega) = (u(t, \omega), v(t, \omega)) \),

\[
\begin{align*}
    dx_1(t) &= a_1 dt + a_2 dB_1(t), \\
    dx_2(t) &= a_3(1 - x_2)dt + a_4 dB_2(t),
\end{align*}
\]

where \((B_1(t, \omega), B_2(t, \omega))\) is a standard two-dimensional Brownian motion.

Recall Itō’s lemma [36], which says that if \( f = f(X) \) is a deterministic function, then the stochastic process \( Y(t, \omega) = (x(t, \omega), y(t, \omega)) = f(X(t, \omega)) \) is governed by the SDE,

\[
dY = (Df^T \mu + \frac{1}{2} \text{trace}(\sigma^T D^2 f \sigma)) dt + Df^T \sigma dB,
\]

where \( Df \) and \( D^2 f \) are the Jacobian and Hessian matrices of \( f \), respectively. In our case,

\[
f(x_1, x_2) = (x_2 \cos (x_1 + x_2 - 1), x_2 \sin (x_1 + x_2 - 1)),
\]
so we have the following SDEs post-transformation:

\[ dy_1(t) = -\frac{1}{2} \left( (a_1^2 + a_2^2 + 2a_3)y_1 + 2y_2(a_1 + a_3) \right) \sqrt{\frac{y_1^2 + y_2^2}{y_1^2 - 2a_3y_2^2 - 2a_3y_1^2 + 2a_1y_2 - 2a_3y_1}} dt + \frac{\sqrt{y_1^2 + y_2^2} \, dB_1}{y_1 \sqrt{\frac{y_1^2 + y_2^2}{y_1^2 - 2a_3y_2^2 - 2a_3y_1^2 + 2a_1y_2 - 2a_3y_1}}} - \frac{1}{2} \left( 2y_2a_1 \sqrt{y_1^2 + y_2^2} - 2a_4y_1 \right) dB_2, \]

\[ dy_2(t) = \left( (a_1 + a_3)y_1 - \frac{1}{2} y_2 (a_1^2 + a_2^2 + 2a_3) \right) \sqrt{\frac{y_1^2 + y_2^2}{y_1^2 - 2a_3y_2^2 - 2a_3y_1^2 + 2a_1y_2 - 2a_3y_1}} dt + \frac{\sqrt{y_1^2 + y_2^2} \, dB_1}{y_1 \sqrt{\frac{y_1^2 + y_2^2}{y_1^2 - 2a_3y_2^2 - 2a_3y_1^2 + 2a_1y_2 - 2a_3y_1}}} + \frac{a_2 \sqrt{y_1^2 + y_2^2} y_1 + y_2 a_4}{\sqrt{y_1^2 + y_2^2} \, dB_2}. \]

The SDEs with the added US biases are

\[ dy_1(t) = \left( \frac{1}{2} \left( (a_1^2 + a_2^2 + 2a_3)y_1 + 2y_2(a_1 + a_3) \right) \sqrt{\frac{y_1^2 + y_2^2}{y_1^2 - 2a_3y_2^2 - 2a_3y_1^2 + 2a_1y_2 - 2a_3y_1}} - k(\Phi_1((y_1(t), y_2(t)) - \phi_0) \frac{\partial \Phi_1}{\partial y_1}) dt - \frac{\sqrt{y_1^2 + y_2^2} \, dB_1}{y_1 \sqrt{\frac{y_1^2 + y_2^2}{y_1^2 - 2a_3y_2^2 - 2a_3y_1^2 + 2a_1y_2 - 2a_3y_1}}} - \frac{1}{2} \left( 2y_2a_1 \sqrt{y_1^2 + y_2^2} - 2a_4y_1 \right) dB_2, \]

\[ dy_2(t) = \left( \frac{1}{2} \left( (a_1 + a_3)y_1 - \frac{1}{2} y_2 (a_1^2 + a_2^2 + 2a_3) \right) \sqrt{\frac{y_1^2 + y_2^2}{y_1^2 - 2a_3y_2^2 - 2a_3y_1^2 + 2a_1y_2 - 2a_3y_1}} - k(\Phi_1((y_1(t), y_2(t)) - \phi_0) \frac{\partial \Phi_1}{\partial y_2}) dt + \frac{a_2 \sqrt{y_1^2 + y_2^2} y_1 + y_2 a_4}{\sqrt{y_1^2 + y_2^2} \, dB_1} + \frac{a_2 \sqrt{y_1^2 + y_2^2} y_1 + y_2 a_4}{\sqrt{y_1^2 + y_2^2} \, dB_2}. \]
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