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Abstract—Video Coding for Machines (VCM) aims to compress visual signals for machine analysis. However, existing methods only consider a few machines, neglecting the majority. Moreover, the machine’s perceptual characteristics are not leveraged effectively, resulting in suboptimal compression efficiency. To overcome these limitations, this paper introduces Satisfied Machine Ratio (SMR), a metric that statistically evaluates the perceptual quality of compressed images and videos for machines by aggregating satisfaction scores from them. Each score is derived from machine perceptual differences between original and compressed images. Targeting image classification and object detection tasks, we build two representative machine libraries for SMR annotation and create a large-scale SMR dataset to facilitate SMR studies. We then propose an SMR prediction model based on the correlation between deep feature differences and SMR. Furthermore, we introduce an auxiliary task to increase the prediction accuracy by predicting the SMR difference between two images in different quality. Extensive experiments demonstrate that SMR models significantly improve compression performance for machines and exhibit robust generalizability on unseen machines, codecs, datasets, and frame types.

Index Terms—Video coding for machines, perceptual coding, just noticeable difference, satisfied user ratio.

I. INTRODUCTION

The use of intelligent machines has surged in recent years, with many designed for analyzing and understanding visual data like images and videos. Over the past decade, advancements in AI techniques, including convolutional neural networks [1], deep learning [2], residual [3] block, knowledge distillation [4], network architecture searching [5], attention mechanism [6], self-supervised learning [7], etc., have significantly enhanced the capability and efficiency of machine vision systems (MVS). Presently, machines exceed human performance in various visual analysis tasks [8], [9] and are increasingly adopted in diverse applications.

Like humans seeking high-quality images for visual satisfaction, machines rely on high-quality visual data for accurate analysis. This need is typically met during training phases, where machines learn from high-quality image datasets like ImageNet [10] and Microsoft COCO [11]. However, in real-world scenarios, image quality can be compromised by blurriness, noise, poor luminance, etc., challenging machines to extract accurate features for visual analysis [12]. The most common distortion is compression artifacts, as images and videos need to be compressed to reduce transmission and storage costs. Several studies [13], [14] have revealed that compression can significantly decrease the accuracy of different machines and tasks, particularly at low bit-rates. Therefore, a great challenge is posed for image and video coding to ensure the effectiveness and reliability of machines in different applications, where compression quality varies to meet real-world demands.

In the past decades, image and video coding standards such as JPEG [15], AV1 [16], HEVC [17], VVC [18], and AVS3 [19] have greatly improved compression efficiency. The emerging neural codecs [20] also offer novel and encouraging solutions. However, they primarily optimize for human vision systems (HVS) to enhance visual fidelity and quality at comparable bit-rates. Recently, several MVS-oriented compression methods have been explored to fill this gap [45]. Some works propose to modify current codecs, such as refining parameter selection [21], [22], rate-distortion optimization [23], [24], and bit allocation [25], [26] modules. Another trend is to train end-to-end compression networks with task-specific optimization objectives for MVS [27], [28], [29]. In line with these explorations, the standardization progress has also been started by MPEG, namely Video Coding for Machines (VCM) [30], aiming to establish a promising platform for advancing MVS-oriented coding techniques and promoting the deployment of machine vision applications in various domains.
However, existing MVS-oriented compression methods suffer from two notable drawbacks. First, they are designed and evaluated with limited machines considered, thus lacking the generalizability. For instance, the Common Test Conditions (CTC) during MPEG VCM standardization [31] assess compression performance using only a single machine for each task, introducing inherent bias in the evaluation and making the results more subjective (accurate only for that specific machine) than objective (generalized enough for most machines). Such bias becomes more problematic in the real world where machine information is unavailable during compression, or when machines are updated or replaced due to the diverse application requirements. Second, the MVS characteristics are underutilized, particularly the machine perceptual characteristics on distinguishing between good and bad compression quality, limiting compression performance. This compression inefficiency leads to additional costs in transferring, storing, and processing the input visual data for machines, which becomes increasingly problematic in the era of AI due to the gigantic data volume and ubiquitous applications.

Revisiting HVS-oriented compression methods, perceptual coding is a valuable reference addressing these drawbacks. Specifically, HVS has inherent limitations in perceiving image quality differences only beyond a certain threshold [32]. Such characteristics bring in perceptual redundancy that can be removed during compression. To capitalize on this, the Just Noticeable Difference or Just Noticeable Distortion (JND) concept is introduced [33] and modeled [34], [35], [36], [37], [38]. JND identifies the minimum compression quality degradation that HVS can perceive, which can be used to locate an appropriate compression operation point. As visual acuity varies among human individuals, JND is further extended to Satisfied User Ratio (SUR) [39], [40], [41], [42]. SUR is derived from the cumulative distribution of JND locations obtained from a large population of human subjects. Therefore, it measures image quality in a more generalizable manner. Unlike a singular JND point, SUR forms a continuous and deterministic model that provides multiple operation points for compression, improving its versatility and applicability.

JND and SUR successfully model HVS behaviors, enabling HVS-oriented perceptual coding. More recently, a few studies demonstrate the existence of JND for machines [14], [43], [44] and highlight its potential in MVS-oriented perceptual coding. However, unifying the compression performance and generalizability simultaneously for MVS in a practical manner remains an issue of paramount significance. In this work, we make the initial attempt to study SUR for machines to tackle this challenge. Our contributions are presented as follows.

- We demonstrate the necessity of involving diverse machines in VCM through two pilot studies. The first one reveals that different machines have distinct perceptions on images in the same compression quality. The second one indicates that optimizing the encoder for one machine can decrease the performance of another. To our knowledge, we are the first to comprehensively address machine diversity in VCM.
- We propose a novel concept, Satisfied Machine Ratio (SMR), to model the general MVS characteristics for VCM. SMR is defined as the proportion of machines with higher satisfaction scores on a compressed image or video frame above a reasonable threshold. Each satisfaction score is calculated based on the machine perceptions’ differences on original and compressed images. To our knowledge, we are the first to explore SUR for machines.
- We study SMR on two fundamental machine vision tasks: image classification and object detection. We build two representative machine libraries to analyze MVS behaviors, comprising up to 72 and 98 diverse machines for each task, respectively. Utilizing these machines for SMR annotation, we create a large-scale SMR dataset containing over 27 million images in 37 compression quality levels and more than 593 million ground truth labels. This dataset facilitates further SMR studies.
- We analyze the SMR dataset to uncover MVS characteristics individually at the image level and aggregately at the dataset level. We find that MVS exhibits unique JND characteristics on many images when facing compression quality degradations, diverging from the patterns seen in HVS. We also find that SUR and SMR have substantial differences, highlighting the distinct perceptual characteristics of machines compared to humans.
- We propose the SMR modeling task. We discover a nonlinear negative correlation between deep feature differences and SMR. Leveraging this correlation, we design a full-reference SMR prediction model to predict the SMR of any image or video frame. This model serves as a solid baseline for the SMR prediction and SMR-guided coding optimization task. Furthermore, we introduce an auxiliary task of predicting the SMR difference between a pair of images in different compression quality, which fully utilizes all labeled data and increases the SMR prediction accuracy.
- We conduct extensive experiments to validate the effectiveness of our proposed SMR models in predicting SMR and improving the compression performance for machines. We achieve significant coding gains by using the predicted SMR as the optimization target of codecs. Crucially, our SMR models have strong generalizability on unseen machines, codecs, datasets, and frame types. These evaluations establish a reliable benchmark for future works in this area.

Besides these contributions, we believe that the core idea behind SMR of considering many diverse machines rather than one or a few specific machines can benefit other machine vision and image processing areas, including image and video quality assessment and enhancement, adversarial attack, privacy-protected visual analysis, and beyond.

The rest of our paper is organized as follows. Section II presents several related works. Section III reveals machine diversity and its potential negative impact on existing codecs. In Section IV, the concept of SMR is proposed and defined in detail. Subsequently, focusing on two fundamental vision tasks, we construct two machine libraries for SMR annotation and build a large-scale SMR dataset in Section V. In Section VI, two deep learning-based SMR models are proposed for SMR prediction.
Section VII shows the experimental results of evaluating the SMR model’s performance and generalizability. Finally, Section VIII concludes the paper.

II. RELATED WORKS

A. Video Coding for Machines

VCM aims at compressing visual signals efficiently while keeping their utility for machine analysis. Several works are proposed to improve the coding performance for MVS in multiple ways [45]. The first is to optimize conventional image and video codecs for MVS. Liu et al. [21] trained a support vector machine (SVM) to predict whether the image quality is good enough for correct machine analysis by the differences of SIFT features before and after compression. The prediction is then used for choosing adequate coding configurations for MVS. Li et al. [22] adopted deep reinforcement learning technique to select quantization parameters for coding tree units (CTU) in HEVC, where the reward function is related to both bit-rate and machine analysis accuracy. Zhang et al. [24] introduced task-specific quality metric in the rate-distortion optimization (RDO) procedure of HEVC to obtain better analysis results under the same compression rate. In [25], a bit allocation strategy is designed to assign more bits to regions with higher activations from shallow task network layers. Similarly, Huang et al. [26] proposed a multi-scale feature distortion metric for RDO with salient areas detected by a pre-trained region proposal network.

The second way is to train an end-to-end neural codec for MVS. In [27], two types of deep semantic image coding frameworks were proposed, distinguished by analysis being performed on encoder or decoder side. The codec combined bit-rate, signal-level, and task-level errors to form the training loss function. Torfason et al. [28] trained a network for both compression and analysis, where the compact representation generated by the codec is directly used for analysis without reconstructing image textures. Codevilla et al. [46] and Chaimain et al. [47] attached various task networks to produce different losses for optimizing the codec and improving its generalizability. To further increase the coding efficiency, state-of-the-art AI techniques like vision transformers [29] and contrastive learning [48] are introduced. More recently, scalable layered coding becomes a trending compression framework for both humans and machines. Akbari et al. [49] proposed to include a semantic segmentation map as the base layer, which is compressed losslessly for analysis tasks. Their framework also contains a primary enhancement layer where textures are generated by a decoder network, and the residual between the original image and generated one is also compressed as the secondary enhancement layer. The segmentation map was replaced by an edge map in [50], or deep features in [52], [53]. Yan et al. [54] performed layered coding to features, where features from different layers of the network have distinct semantic granularities for multiple analysis tasks and texture reconstruction as well [55]. Similarly, Liu et al. [56] designed a transformation network based on a lifting scheme to convert images into multi-level scalable representations for end-to-end compression. Tu et al. [57] utilized the correlation between neighboring network layers and the different importance between object and background areas to improve compression performance. Choi et al. [58] purposefully split the latent representations into two parts during training, where the first part stores semantics for analysis as the base layer and the second stores textures information for reconstruction as the enhancement layer. The generated scalable bit-stream can be arranged structurally, where different parts of the bit-stream stores information from different layers [59], [60] to support on-demand transmission and storage.

Many efforts are also made from standardization perspective. As early as in the late 1990s, MPEG has explored the content description of images and videos for intelligent identification, categorization, and user-browsing, from which the international MPEG-7 visual standard was born [61]. In 2015, the Compact Descriptor for Visual Search (CDVS) standard [62] was declared, which defines the bit-stream of descriptors (i.e., hand-crafted visual features) and the descriptor extraction process for image matching and retrieval task. Its successor, the Compact Descriptor for Video Analysis (CDVA) [63], was finalized in 2019, which introduces deep features and enables machine analysis on videos. These former standards promote the standardization of Digital Retina [64] in China, which consists of three bit-streams (videos, features, and models) to support applications at scale. Meanwhile, internationally, MPEG began to develop the Video Coding for Machines standard [30], pursuing high-efficiency visual signal compression, better machine analysis performance, computational offloading, and privacy preserving at the same time.

Although there is significant progress for VCM, existing methods have the drawbacks mentioned in Section I. In this work, we will address these issues to improve VCM for satisfying the compression needs of diverse machines efficiently.

B. Perceptual Coding for Humans

HVS cannot perceive tiny distortions caused by compression. JND models take advantage of this behavior to determine an optimal operation point for compression that balances bit-rate and perceptual quality. To study JND, several image and video databases are created such as MCL-JCI [65] and VideoSet [39]. JND can be modeled in different granularities like pixel, sub-band, and picture or video wise [32]. Picture or video wise JND is more reasonable as HVS perceives image/video entirely instead of pixel or sub-band individually, and is also more applicable because it can be used more easily by adjusting coding parameters. Huang et al. [66] predicted JND with a support vector regressor (SVR) using hand-crafted spatio-temporal features. Liu et al. [36] developed a deep learning-based JND estimation framework, converting the task into a binary classification problem to predict whether two images are perceptually identical. Tian et al. [67] trained a CNN to predict the JND of a distorted image without the original image as reference, and also used an SVR to predict the number of JND levels. In [37], the structural visibility was first predicted at the image-patch level, and then the image-level JND can be estimated by collecting results from all patches. Since humans are different, JND is extended to SUR to represent the HVS characteristics of many human subjects.
Wang et al. [68] predicted SUR with quality degradation and temporal masking features. Fan et al. [40] designed a Siamese CNN with shared weights to predict SUR based on transfer learning. The network architecture is optimized in [69] by fusing features from different layers to decrease the SUR estimation error. Zhang et al. [41] combined saliency distribution, masking effect, quality degradation, and bit-rate change features to train an SVR for predicting SUR. In [42], a two-stream CNN was developed to predict video-wise SUR using spatio-temporal features, which are fused at the quality score and feature levels. Due to the differences in principle and target between HVS and MVS, existing perceptual coding methods for humans cannot be directly applied for machines, which will be studied extensively in this work.

### C. Perceptual Coding for Machines

It is still at an early age for perceptual coding for machines. There are a few works exploring JND for MVS. Zhang et al. [14] is the first to propose Just Recognizable Distortion (JRD), which is inspired by JND and presents the maximum compression distortion that will not cause machine recognition failure. They built a large JRD dataset where JRD is measured by the quantization parameter used for coding, and developed an ensemble learning-based JRD prediction framework that can improve the task performance under the same bit-rate. Zhang et al. [44] further improved the JRD prediction performance by introducing an error-tolerance strategy. Jin et al. [43] demonstrated the existence of JND for MVS and proposed a generative model to predict pixel-level JND map. According to their experiments, machines can tolerate the JND image with an average peak signal-to-noise ratio (PSNR) of only 9.56 dB. However, these works did not consider machine diversity thoroughly and had some other problems. In [14], the JRD of four machines for two analysis tasks are studied individually. In [44], just one machine is used. In [43], only four old-fashioned machines for the single image classification task are considered together, and the JND model cannot be directly used in VCM codecs. In this work, we will further improve the generalizability for perceptual coding for machines practically.

### III. MACHINE DIVERSITY

We first study machine diversity through two experiments. We carefully select 12 different machines for these studies, which are VGG-19 [70], ResNet-50, ResNet-101 [3], ResNeXt-101 [71], DenseNet-161 [72], MobileNet-v3-Large [73], EfficientNet-B0, EfficientNet-B4 [74], Vision Transformer-B/16 [6], ConvNeXt-Base [75], Swin-T, and Swin-B [76]. These machines not only vary in their macro architectures, such as CNNs versus transformers, but also in their internal modules (VGG versus DenseNet), size or complexity (MobileNet versus the others), depth (ResNet-50 versus ResNet-101), overall scale (EfficientNet-B0 versus EfficientNet-B4), and degree of “modernization” [75] (ResNet-50 versus ConvNeXt-Base). Given their widespread use in various vision tasks and real-world applications, these machines provide a robust basis for a comprehensive examination of diversity.

In the first experiment, we demonstrate that different machines have distinct MVS characteristics by comparing their perceptions under the same compression quality. We compress images from the val2017 dataset of MS COCO [11] with HM-16.24 [77], the reference software of HEVC. Each image is compressed as an intra video frame. Various quality levels are produced by adjusting the quantization parameter (QP) for compression. Specifically, 20 QPs are selected, which are 32, 33, . . . , and 51, where a higher QP indicates worse quality. We employ relatively high QPs in this experiment as lower QPs typically result in tiny distortions that are often negligible for MVS [13], [14].

We randomly crop 10,000 objects from COCO images with ground truth bounding boxes and obtain the perceptions of the selected machines on them. Initially, all machines have the weights from PyTorch [78], trained on ImageNet, and subsequently fine-tuned on the original COCO train2017 dataset using object images to align with COCO semantics. Since machines are created for image content analysis, their perceptions are equivalent to analysis results. Therefore, for each machine $M_m$ and each object image $I_i$, we record the top-1 predictions (i.e., the category of the highest probability) across 21 quality levels, i.e., compressed by 20 QPs plus the uncompressed one. The perceptions are denoted as $M_m(I_i^{Q_0}), M_m(I_i^{Q_1}), \ldots, M_m(I_i^{Q_{20}})$ and $M_m(I_i^0)$. We then calculate a machine perception consistency label for the perception of $M_m$ to $I_i$ in compression quality $q_k$ using the following formulation:

$$L(M_m; I_i^{q_k}) = \begin{cases} 1, & \text{if } M_m(I_i^{q_k}) = M_m(I_i^0) \\ 0, & \text{otherwise} \end{cases}$$

(1)

When the label is 1, the machine’s perception on the compressed image remains unchanged from the uncompressed version, suggesting no impact from compression. Otherwise, the compression has a substantial impact on the machine. For machine $M_m$, we generate a machine perception consistency sequence of such labels on object image $I_i$ across all compression quality levels, which is denoted as

$$\text{Seq}(M_m; I_i) = [L(M_m; I_i^{Q_2}), L(M_m; I_i^{Q_3}), \ldots, L(M_m; I_i^{Q_{20}})].$$

(2)

Finally, we calculate the diversity score for a pair of machines $M_m, M_n$ on $I_i$ by

$$S_{\text{div}} = HD(\text{Seq}(M_m; I_i), \text{Seq}(M_n; I_i)),$$

(3)

where $HD(\cdot)$ returns the Hamming distance of two sequences. Therefore, a high diversity score between two machines means that their perceptions are significantly different on the same compression quality of an image.

The diversity scores between pairs of the selected machines are depicted in Fig. 1, where the results are averaged from 10,000 object images three times. For each time, the objects are re-selected. The axis numbers correspond to the indices of different machines, which are maintained in the same order as their appearances in the first paragraph of this section. The average overall diversity score across all machine pairs is 3.98, with a standard deviation of 0.33, indicating that machines’
perceptions differ in 19.9% of all 20 compression quality levels. Among specific machine pairs, the three highest diversity scores are observed between DenseNet-161 and EfficientNet-B4 (4.55), VGG-19 and EfficientNet-B4 (4.52), and VGG-19 and Vision Transformer-B/16 (4.51). Conversely, the three lowest scores are found between Swin-T and Swin-B (2.82), ConvNeXt-Base and Swin-B (3.17), and ConvNeXt-Base and Swin-T (3.28). Notably, machine diversity is consistently non-negligible, even among machines with the same macro architecture but only differing in depth or overall scale, such as ResNet-50 and ResNet-101 (3.84) or EfficientNet-B0 and EfficientNet-B4 (4.06). Moreover, machine diversity exists commonly on most images. Specifically, when considering all \( \binom{12}{2} = 66 \) machine pairs, let \( P_t \) represent the proportion of images where \( S_{\text{div}} > 0 \) for at least \( P_M \) machine pairs, then \( P_t = [91.65\%, 82.90\%, 76.98\%, 65.54\%] \) when \( P_M = [1(1.5\%), 33(50\%), 50(75\%), 90(90\%)] \), respectively.

How does this diversity impact VCM? We demonstrate that a VCM codec optimized for one machine may be ineffective or even detrimental for another. In this study, we treat the codec as a black box, randomly modify the coding configuration, and check whether these modifications bring consistent changes to different machines’ perceptions. Specifically, for object image \( I_o \), we first select a random QP in [32, 51], namely \( q_{\text{base}} \), and obtain the machine perception consistency label \( L_{n/m}^{\text{base}} = L(M_n, I_{q_{\text{base}}}) \) for machine \( M_n \). Next, we randomly modify \( q_{\text{base}} \) by adding or subtracting a value in [1, 5], resulting in a modified QP as \( q_{\text{mod}} \) and record the new label \( L_{n/m}^{\text{mod}} \). The modified QP will be adjusted to [32, 51] if it exceeds the QP boundary. It is also ensured that \( q_{\text{mod}} \neq q_{\text{base}} \). Finally, we compare the changes of labels of a pair of machines \( (M_m, M_n) \), which are \( \Delta L_{mn} = L_{n/m}^{\text{mod}} - L_{n/m}^{\text{base}} \) and \( \Delta L_{nm} = L_{m/n}^{\text{mod}} - L_{m/n}^{\text{base}} \). If \( \Delta L_{mn} = \Delta L_{nm} \), the modification is considered as satisfying as machines’ perceptions are affected in the same direction. Otherwise, we consider the following cases (note that \( m/n \) in \( \Delta L_{m/n} \) means \( m \) or \( n \), and \( n/m \) in \( \Delta L_{n/m} \) and \( L_{n/m}^{\text{mod}} \) means \( n \) or \( m \), their orders are corresponding and intentional):

1) \( \Delta L_{mn} \times \Delta L_{nm} = -1 \): unsatisfying as one machine’s perception improves while another deteriorates, i.e., the codec optimization for one machine leads to worse performance for another.

2) \( \Delta L_{m/n} = -1 \land L_{n/m}^{\text{base}} = L_{n/m}^{\text{mod}} = 0: \) irrelevant as one machine’s perception remains inconsistent while another even deteriorates, i.e., the codec modification is not an optimization to either machine, which should be excluded from this discussion.

3) \( \Delta L_{m/n} = -1 \land L_{n/m}^{\text{base}} = L_{n/m}^{\text{mod}} = 1: \) unsatisfying when \( q_{\text{mod}} > q_{\text{base}} \) as one machine’s perception remains consistent after bit-rate decrease while another deteriorates, i.e., the codec optimization for one machine leads to worse performance for another. But it is irrelevant when \( q_{\text{mod}} < q_{\text{base}} \) because the modification is not an optimization for either machine, which should be excluded from this discussion.

4) \( \Delta L_{m/n} = 1 \land L_{n/m}^{\text{base}} = L_{n/m}^{\text{mod}} = 0: \) unsatisfying as one machine’s perception improves while another remains inconsistent, i.e., the codec optimization for one machine is ineffective for another.

5) \( \Delta L_{m/n} = 1 \land L_{n/m}^{\text{base}} = L_{n/m}^{\text{mod}} = 1: \) satisfying as one machine’s perception improves and another remains consistent.

To make the investigation more reliable, we also randomly select 10,000 object images and repeat the experiment three times. For each modification, we record the proportion of unsatisfying cases as \( P_{\text{uns}} \) across all 66 machine pairs. Then, the modification itself is deemed as unsatisfying when \( P_{\text{uns}} \geq T_{\text{uns}} \), where \( T_{\text{uns}} \) is a threshold expressed in percentage. The proportions of unsatisfying modifications (noted as \( Q_{\text{uns}} \)) under different \( T_{\text{uns}} \) values are illustrated in Fig. 2. Due to machine diversity, a codec modification aimed at optimizing for one machine can easily bring unsatisfying results for another. Specifically, up to 46.45% of modifications are unsatisfying when \( T_{\text{uns}} = 1\% \). In a more practical scenario where \( T_{\text{uns}} = 20\%, 23.32\% \) of modifications are unsatisfying. As \( T_{\text{uns}} \) increases, \( Q_{\text{uns}} \) decreases as expected because there are also many satisfying modifications. Among all modifications, unsatisfying cases 1, 3, and 4 occur with frequencies of 22.19\%, 21.51\%, and 32.01\%, respectively, indicating no significant disparity in their occurrences. In conclusion, we should carefully consider machine diversity in VCM.

IV. SATISFIED MACHINE RATIO

To properly address machine diversity in VCM and facilitate MVS-oriented perceptual coding, we propose the concept of SMR. The definition of SMR is given as follows. Let \( I_0 \) be an original image or video frame compressed into several distorted variants \( I_q_1, I_q_2, \ldots, I_q_i \), where \( q_i \) denotes a specific quality that deteriorates as \( q \) increases. Each machine \( M_j \) in the machine

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
library \( \mathbb{M} \) assigns a satisfaction score to \( I_{q_i} \), represented by 
\[ S(M_j; I_{q_i}) \] and will be described in detail soon. Then, the SMR of 
\( I_{q_i} \) is calculated as 
\[ \text{SMR}(I_{q_i}) = \frac{| \{ M_j \mid S(M_j; I_{q_i}) \geq T_S \} |}{| \mathbb{M} |}, \] (4)
where \( T_S \) is a threshold for satisfaction score, and \( | \cdot | \) counts the number of elements in the set. As such, SMR statistically quantifies the proportion of machines satisfied with the image compression quality. During the SMR calculation, \( T_S \) controls the strictness of how machine perception consistency is judged. A high \( T_S \) indicates that the machine is satisfied with the compression quality only when its perception is very similar between the original and compressed image, typically indicating high analysis accuracy. Conversely, a low \( T_S \) allows for a greater machine perception variation.

The calculation of satisfaction scores differs across different machine vision tasks due to their unique objectives and evaluation metrics. In this study, we focus on SMR for two fundamental tasks: image classification and object detection. For image classification, the satisfaction score function is defined in a similar form as (1) in Section III, but is extended for more flexibility:
\[ S_K(M_j; I_{q_i}) = \begin{cases} 1, & \text{if Top-1}(M_j(I_{q_i})) \subseteq \text{Top-K}(M_j(I_0)) \\ 0, & \text{otherwise} \end{cases}, \] (5)
where \( M_j(I_{q_i}) \) is the output probabilities for each class from \( M_j \) given \( I_{q_i} \) as input, and Top-1(\( \cdot \)) and Top-K(\( \cdot \)) return category indices with top-1 and top-K probability value(s), respectively. When calculating SMR for image classification using (4), \( T_S = 1 \). Therefore, SMR for image classification represents the proportion of machines with consistent class predictions on original and compressed images.

The satisfaction score function for object detection is more complicated, considering various performance evaluation factors like the intersection over union (IOU) between the detected bounding boxes and ground truth, class confidence of a detected object, and the number of detections allowed for the evaluation. The mean average precision (mAP) is the de facto metric for this task that incorporates these factors. We thus define the satisfaction score function for object detection using the mAP metric as follows
\[ S_T(M_j; I_{q_i}) = \text{mAP}_{\text{truth}}(M_j(I_{q_i})), \] (6)
where \( T_{\text{IOU}} \) is the threshold value of IOU when calculating mAP, and \( F_{\text{conf}}(\cdot) \) is a filter function that returns the detections with higher class confidences than \( T_{\text{conf}} \). Here, \( \mathbb{T} \) denotes the set of these thresholds, i.e., \( \mathbb{T} = \{ T_{\text{IOU}}, T_{\text{conf}} \} \). Therefore, SMR for object detection represents the proportion of machines with higher mAPs than a reasonable threshold.

We do not use human annotations when calculating satisfaction scores. Instead, the perception on the original image is used as ground truth, given that the perceptual differences between original and compressed images inherently expose MVS characteristics \([14, 43, 79]\). This approach allows for the study of SMR using a potentially unlimited number of images and videos in an unsupervised or self-supervised manner. However, this scheme may introduce some performance gaps when evaluating the machine’s capability and coding efficiency in VCM \([79]\). This issue is pronounced in object detection, where machines tend to generate excessive, often unreliable detections (many with low confidence scores) due to their design principles. Utilizing all detections from the original image without filtration leads to these redundant and unreliable detections becoming rigid benchmarks, which significantly interferes with the complex mAP calculation of detections on the compressed image. To mitigate this, we introduce a customizable \( F_{\text{conf}} \) to selectively exclude inappropriate detections on the original image during satisfaction score calculation.

By aggregating satisfaction scores of many machines, SMR mitigates the perception biases from a few specific machines and measures the compression quality accurately with general MVS characteristics considered. Images and videos with higher SMRs are more conducive to machine vision applications, as they are more likely to yield correct analysis results for most machines. The significance of SMR is further highlighted when the machine is unknown before compression, or in the long term the machine can be upgraded or replaced, which are common in the real world. More importantly, SMR can guide the compression to remove perceptual redundancy for MVS and preserve consistent machine perceptions on original and compressed images for most machines, achieving an ideal equilibrium between compression efficiency, generalizability, and machine analysis performance. Therefore, SMR is a more appropriate optimization target for VCM and fuels the perceptual coding for MVS.

V. SMR DATASET

In this section, we build the first SMR dataset to facilitate SMR studies. There are three steps: image preparation, machine library construction, and SMR annotation.

A. Image Preparation

To construct a good SMR dataset, a large collection of high-quality images with different semantics are essential. Since these images are used to calculate satisfaction scores based on machine perception differences, it is reasonable to leverage existing, well-established machine vision task datasets. For this purpose, we select the MS COCO 2017 dataset. Similar to Section III, we compress all COCO images as intra video frames using HM-16.24. To cover a wide range of quality levels, we select 36 QPs, which are 11, 13, 15, 17, 19, 21, 22, \ldots, and 51.

B. Machine Library Construction

To derive a practically applicable and precise SMR, we need to build a representative machine library \( \mathbb{M} \) for the satisfaction score calculation and aggregation. There are several factors to
consider for building \( M \), such as machine’s capability, architecture, size, complexity, and the number of machines included. The machine’s capability is the most important attribute that directly determines the task accuracy. However, it’s essential not to limit the library to only the most performant machines, as many less capable machines offer unique advantages and suit specific application scenarios. For instance, some machines have simpler structures that are easier to implement and accelerate with hardware. Some machines with much fewer parameters are more appropriate in stringent memory and computation complexity environments. Some other machines can run fast in low latency, satisfying real-time processing requirements. Moreover, many machines have already been widely used due to historical reasons and are costly to replace. Lastly, the number of machines should be sufficient to mitigate the perceptual bias from a few machines. In summary, as demonstrated in Section III, machine diversity should be meticulously factored into the library’s construction to more comprehensively and accurately capture general MVS characteristics.

In this work, we conscientiously review the evolution and current landscape of the machine vision community and select several representative machines to construct machine libraries. For image classification, we initially collect 58 machines to build the v1 machine library. Then, to explore the impact of different numbers of machines on SMR distribution and prediction (which will be discussed later in Sections V-D and VII-D to VII-G), we further append 14 more machines to build the v2 library, containing 72 machines in total. Detailed information about these machines is presented in Table I in the Appendix, available online. The selected machines display a wide range of top-1 prediction accuracies on ImageNet (from 60% to 88%), sizes (from 1.4 to 300 million parameters), and complexities (from 0.1 to 360 GFLOPs). Both cutting-edge transformers and aged CNNs, complex and lightweight machines, and hand-crafted and automatically-searched machines are included. We also consider machines in the same architecture but have different depths or scales. All machines are initialized with weights from PyTorch [78] and fine-tuned on the original COCO train2017 dataset using cropped object images to align with COCO semantics.

For object detection, we build a machine library with 98 machines to embrace rapid developments in this field. Detailed information of these machines is presented in Table II in the Appendix, available online. Their mAPs on COCO val2017 dataset range from 21.3 to 55.1, with sizes ranging from 1.8 to 200 millions of parameters, and inference speeds from less than one frame-per-second (fps) to 1,000 fps. Both CNN-based and transformer-based, one-stage and two-stage, performance-targeted and speed-targeted machines are included. We also include variations where the same detectors are equipped with different backbone networks. All machines are initialized with weights from MMDetection [80] trained on the original COCO train2017 dataset.

Despite the rich diversity, the number of machines in the constructed libraries are notably larger compared to most HVS-oriented JND and SUR datasets, such as VideoSet [39] (around 30 human subjects per video) or KonJND-1k [81] (42 subjects per image). We believe that it is adequate to study SMR with this library from a practical perspective. Note that considering fewer machines could bring several negative impacts, which will be described in Section V-D.

C. SMR Annotation

Due to the absence of annotations on the COCO test dataset, we randomly select 10,000 original images from the COCO train2017 dataset to form our SMR test dataset, while retaining the existing validation set. After compression, each original COCO image or object image yields 36 distorted versions. We apply (4) to (6) to generate ground truth SMR labels for all images, including the originals. For image classification, SMR labels are annotated for object images larger than 32 × 32 pixels. We set \( K = 1, 3, 5 \) in (5) and use two versions of machine libraries for the annotation separately, resulting in six types of SMR, namely SMR-top1/3/5-v1/v2. For object detection, SMR labels are annotated for full images. We set \( T_{IOU} \) to \([0.5 : 0.05 : 0.95]\) (which means values range from 0.5 to 0.95 with a step of 0.05) and \( T_{conf} \) to 0.3 in (6), and set \( T_B \) to \([0.5 : 0.05 : 0.95]\) in (4), resulting in 10 × 10 = 100 types of SMR. Eventually, for image classification, the constructed SMR dataset contains 617,479 × (36 + 1) = 22,846,723 images and more than 137 million SMR labels. There are 20,052,335 images for training, 936,396 images for validation, and 1,857,992 images for testing.

For object detection, the constructed SMR dataset contains 123,287 × (36 + 1) = 4,561,619 images and more than 456 million SMR labels. There are 4,006,619 images for training, 185,000 images for validation, and 370,000 images for testing. Our SMR dataset can establish a solid foundation for both this work and future SMR research.

D. Dataset Study

We plot several QP-SMR curves of randomly selected images in Fig. 3 to give a first impression of how SMR curves look. It is obvious that different images have different QP-SMR curves, thus the image’s SMR is a content-related attribute. The SMR distribution of our dataset, i.e., average SMR values under different QPs, are presented in Fig. 4. Both the individual QP-SMR curves and the overall SMR distributions underscore the prevalence of machine diversity again because if machines had identical MVS characteristics, SMR would consistently be either 0 (no machine is satisfied with the compression quality) or 1 (every machine is satisfied), which is opposite against the truth.

Generally, SMR tends to decrease as QP increases, yet the amplitude changes across different QPs. For lower QPs, there is typically a slight decrease in SMR, while at higher QPs, SMR often drops noticeably and becomes unusable. Interestingly, there can be significant SMR variations even between adjacent QPs, indicating that QP and SMR do not have a monotonic correlation. In other words, a higher QP may sometimes lead to a higher SMR, implying that lower compression quality could result in more consistent machine perceptions. This observation holds substantial importance for two reasons. First, many machines exhibit similar perceptual instability when facing compression
distortions. It is expected that a single specific machine might have its flaw that cannot precisely distinguish good and bad compression quality. However, this uncertainty is anticipated to be erased when many machines are considered together, which is surprisingly not true. Second, it reveals that achieving higher SMR under heavier compression is feasible, which is ideal for VCM as both lower bit-rate and higher analysis performance for many machines can be achieved simultaneously.

The characteristics and distributions of different types of SMR are distinct. For image classification, for a given QP, SMR-top5 ≥ SMR-top3 ≥ SMR-top1. For object detection, SMR is jointly controlled by $T_{IOU}$ and $T_S$, with $T_S$ typically exerting a greater impact. Moreover, the trends in SMR variations also differ across SMR types. For instance, SMR-top5($I_q i$) > SMR-top5($I_q j$) does not necessarily lead to SMR-top1($I_q i$) > SMR-top1($I_q j$).

In comparing v1 and v2 machine libraries for image classification, we find their SMR values to be relatively similar. Numerically, within the SMR dataset (excluding uncompressed images), the mean absolute errors (MAE) for SMR-top1/3/5 between v1 and v2 libraries are 0.011, 0.007, and 0.005, respectively, with standard deviations of 0.024, 0.016, and 0.014. Considering specific images, it can also be observed from Fig. 3 that SMR values are quite close between the two libraries. Despite minor numerical differences, the general trends in SMR variation remain largely consistent. We further conduct a comparative
analysis of SMRs derived from different numbers of machines. In this study, machines are randomly picked from the v1 library to re-calculate SMR-top1 values, denoted as SMR$_{N_m}$, where $N_m$ represents the number of machines. We also investigate a special case using the 12 machines in Section III. The MAEs of SMR$_{N_m}$ values are computed among 10,000 groups of compressed images that are also randomly selected, each in all 36 quality levels. For each $N_m$, the comparison will be performed three times to obtain averaged results, which are presented in Table I. The results indicate that MAE(SMR$_{N_m}$, SMR$_{58/72}$) decreases as $N_m$ increases, although minor differences persist. Smaller $N_m$ values inevitably lead to less accurate general MVS characteristics capturing due to machine diversity. Again, this demonstrates that we cannot just consider one or only very few of them in VCM.

### E. SMR versus JND

During SMR calculations, satisfaction score functions determine whether a machine is satisfied with compression quality based on the perceptual differences between original and compressed images. These functions appear to be capable of locating JND for MVS in terms of QP: for a machine $M_m$ and an original image $I$, JND is expected to locate at the minimum QP $q_{\text{min}}$ where $S(M_m; I, q_{\text{min}}) < T_S$. Meanwhile, for any higher QP $q_x > q_{\text{min}}$, $S(M_m; I, q_x) < T_S$ should consistently hold. However, we find that for many machines on many images, it is not true.

To investigate the JND characteristics of MVS more comprehensively, we utilize the machine perception consistency sequence in Section III. A key indicator of JND presence for a machine is the occurrence of exactly one “10” and no “01” in its Perception Consistency (PC) sequence. We record such sequences of all 58 machines in the v1 machine library on the SMR validation dataset, counting the occurrences of “10” and “01”. We compute PC based on top1/5 prediction like (5), utilizing all 36 QPs. Our analysis reveals that the numbers of “10” and “01” (called PC variations and denoted by $N_{pc}$) averaged among all machines and images are 3.08/1.81 for top1/5-based PC calculation, respectively. We further assess the proportion of images where $N_{pc} \geq k_2$ for at least $k_1$ machines. The results are shown in Table II, where the first column lists $k_1$ values and corresponding machine proportions, and the first row lists $k_2$ values. Each table cell shows two proportion values for top1-based PC calculation. On most images (about 96%/86%), at least one machine has 2 more PC variations, suggesting the absence of JND. On around 70%/41% of images, $N_{pc} \geq 2$ is satisfied for 50% of machines. Therefore, it is common for machines not to have JND on many images when image quality deteriorates due to compression. Meanwhile, on over 51%/20% of images, 30% of machines have 5 or more PC variations, indicating that frequent PC variations across different compression quality levels occur commonly among various machines.

We further focus on two special cases where perceptions on all 36 compressed images of at least one machine are 1) uniformly consistent and 2) entirely divergent from the perception on the original image. From the results, 63.51%/19.18% of images fall into case 1/2 under top1-based PC calculation, and 93.65%/0.44% under top5-based PC calculation, respectively. Furthermore, on 2.79%/10.77% of images, all machines satisfy case 1 under top5-based PC calculation. However, no image can let all machines satisfy case 2. This observation is intriguing, particularly when compared to JND for HVS, as HVS can always overlook minor quality differences at lower QPs and perceive significant ones at higher QPs. Therefore, on specific images, several machines demonstrate either a heightened resilience or vulnerability to compression quality degradations, both leading to JND’s absence.

Note that HVS can have multiple JNds [39, 65, 67], but only the first JND is determined by using the original image as reference, and subsequent JNds are referencing the preceding JND image. In contrast, we reveal that MVS can have multiple PC variations by consistently referencing the original image. Moreover, our conclusions do not contradict pioneering works [14, 43, 44] exploring JND for MVS. The reason is that they primarily consider the minimum noticeable distortion for MVS but ignore the possibility of tolerance to
heavier distortions. As a comparison, we consider the entire QP range to offer a more comprehensive perspective. Importantly, the presence or absence of JND for MVS will not influence SMR, as SMR is defined independently of JND.

F. SMR versus SUR

We make a simple experiment to elucidate the differences between SMR and SUR. Specifically, we annotate SMR for image classification on a large-scale JND/SUR dataset KonJND-1k [81] using the v1 machine library. Due to the absence of object annotations on this dataset, we crop the original images into evenly sized patches of 224 × 224 pixels and annotate SMR for each patch. The resulting QP-SMR/SUR curves are depicted in Fig. 5, clearly indicating distinct distributions between SMR and SUR. Notably, SUR reaches 1.0 at very low QPs while not all types of SMR achieve this level, demonstrating the greater stability of HVS to tiny compression distortions. Conversely, at higher QPs, SUR drops to 0.0, while all types of SMR do not, highlighting a preferable robustness of MVS to heavy compression distortions. Furthermore, the decline in SUR is more rapid than that of SMR, indicating the HVS’s heightened sensitivity to quality degradations, particularly at mid-range QPs. On the other hand, SMR exhibits a more gradual and steady decrease.

VI. SMR MODELING

SMR is a valuable image quality metric for VCM to evaluate the machine perception consistency for the majority of machines under different compression quality levels. This evaluation helps improve the VCM encoder to remove perceptual redundancy for MVS by identifying the most efficient coding parameters, achieving higher SMR values under a similar bit-rate. However, in practical scenarios, collecting satisfaction scores from every machine in the library and accurately aggregating them into SMR is excessively time- and resource-intensive. Therefore, predicting the SMR of an image or video frame using a simpler model is crucial. In this work, we propose the task of SMR prediction or SMR modeling for VCM in the following formulation: with image \( I_{q_i} \) in compression quality level \( q_i \) being the distorted variant of the original image \( I_0 \), the objective is to develop a model \( G_0 \) such that

\[
G_0(\mathcal{I}) = \text{SMR}(I_{q_i}),
\]

where \( \theta \) represents the model’s learnable parameters, and \( \mathcal{I} \) is the set of input images, which can either be \( \mathcal{I} = \{I_{q_i}, I_0\} \) or \( \mathcal{I} = \{I_{q_i}\} \). This formulation leads to two variants of the SMR modeling task: full-reference and no-reference SMR modeling, with the “reference” being the original image \( I_0 \).

In this work, we make an initial attempt on full-reference SMR modeling. Since SMR is a continuous decimal value within the range of \([0, 1]\), SMR modeling can be regarded as a regression task. Acknowledging SMR’s content-specific nature, we propose a data-driven method based on deep learning to predict SMR independently for any image or video frame. Specifically, our SMR model comprises two components: an encoder \( E(\cdot) \) and a regressor \( R(\cdot) \). The encoder \( E(\cdot) \) encodes the input image \( x \in \mathbb{R}^{3 \times H \times W} \) into a latent representation \( h \in \mathbb{R}^d \), where \( H \) and \( W \) are height and width of the image, and \( d \) is the number of dimensions of \( h \). The regressor \( R(\cdot) \) then takes these representations from both original and compressed images as inputs, and outputs an estimated SMR of the compressed image.

The key aspect of our approach lies in learning a distinguishable and robust representation capable of predicting the similarity of machine perceptions across varying compression quality levels. Given that machines perceive and analyze images by extracting high-level semantic features, it is reasonable to hypothesize that deep features can inherently serve as good representations for this task and strongly correlate with SMR values. To test this hypothesis, we first extract deep features from image \( I_0 \) and all compressed variants using every machine in the v1 machine library. Then, for each compression quality level, we calculate the cosine distance between the original and compressed features as the feature difference, which will be averaged among all machines. After that, we examine the correlation between mean feature difference and SMR. As illustrated in several samples in Fig. 6, where the curves are fitted cubically as a reference, a consistent non-linear negative correlation between these two variables is verified. This observation validates our premise that deep features are suitable representations for SMR modeling.

Based on the investigation, we propose a straightforward yet effective baseline model \( G \) for the SMR prediction task, depicted in Fig. 7. The model’s encoder \( E(\cdot) \) is a Siamese neural network trained for machine vision tasks like image classification but with fully-connected (FC) layers removed. This encoder extracts features from \( I_0 \) and \( I_{q_i} \) to generate the corresponding latent representations \( h_0 \) and \( h_{q_i} \). We then concatenate \( h_0 \) and \( h_{q_i} \).
to create an embedding $h_+ \in \mathbb{R}^{2d}$ that implicitly contains the feature difference information. Finally, this combined embedding $h_+$ is fed into the regressor $R(\cdot)$, which is designed as a multi-layer perceptron (MLP) network. The MLP is tasked with learning the non-linear relationship between feature differences and SMR. The training objective is to minimize the L1 distance between the predicted and actual SMR values

$$\min |R(E(I_0) \oplus E(I_{q_i})), \text{SMR}(I_{q_i})|. \quad (8)$$

A significant limitation of the baseline SMR prediction model $G$ is its underutilization of available labeled data. Specifically, it only leverages the information from the SMR difference between the original image and its compressed version. However, we can actually further utilize the SMR difference between the two compression variants to learn better image representations for capturing the SMR characteristics. Hence, we design another model $Q_\phi$ such that

$$Q_\phi(I_{q_i}, I_{q_b}) = |\text{SMR}(I_{q_i}) - \text{SMR}(I_{q_b})|, \quad (9)$$

where $\phi$ is the model’s learnable parameters. The architecture and training objective of $Q_\phi$ remain the same as the baseline model, as this auxiliary task is also a regression task accomplished by extracting good embeddings. After the training is finished, this SMR difference-based model $Q$ can predict the SMR of $I_{q_i}$ by

$$\text{SMR}(I_{q_i}) = 1 - Q(I_0, I_{q_i}). \quad (10)$$

VII. EXPERIMENTS

In this section, we conduct extensive experiments to validate the effectiveness and generalizability of our SMR models. We use $cls$ and $det$ as abbreviations for the image classification and object detection task, and model $G$ and $Q$ for the baseline and SMR difference-based model, respectively.

A. Implementation Details

For both SMR prediction models $G$ and $Q$, we employ an EfficientNet-B4 pre-trained on ImageNet as $E(\cdot)$ to encode the original and compressed image into representations with $d = 1792$. The input and output dimensions of FC layers in $R(\cdot)$ are (1792 $\times$ 2, 4096), (4096, 4096), and (4096, 1), respectively, with a ReLU module placed between neighboring FC layers. The input image resolutions are aligned with machines for different vision tasks, which are 224 $\times$ 224 for $cls$ and 512 $\times$ 512 for $det$. We train the SMR models using the Adam optimizer with a learning rate of $10^{-4}$. To avoid any potential effects on an image’s SMR, no data augmentation is used.

For $det$, we find that some machines cannot have any detection on several original images after being filtered by $F_{Conf}$. Therefore, for subsequent experiments, we only use images with more than 20% of machines having at least one detection after being filtered with $T_{conf} = 0.3$. In our SMR dataset, 99.96% of images meet this criterion. Notably, even if the requirement of proportion of machines increases to 90%, there are still 98.55% of images satisfying it.

B. Evaluation Protocols

The SMR prediction errors are straight given by the L1 loss during testing, i.e., $|\Delta \text{SMR}|$. Additionally, to assess the potential for coding performance improvement using our SMR models, we consider real-world applications where the goal is to compress images and videos such that they achieve SMRs higher than a customizable threshold $T_{\text{SMR}}$. The intuitive method of attaining this target is to select a constant QP based on a known SMR distribution. However, this approach does not yield optimal results for every image, as many can tolerate higher QPs without violating the SMR target. Therefore, we use predicted SMRs to realize perceptual coding for general machines and improve the performance in the following steps:

1) We select several SMR thresholds to form a set $T_{\text{SMR}}$ that covers a wide range of bit-rates and reachable SMR values.

2) For each threshold $T_{\text{SMR}}$ in $T_{\text{SMR}}$, referring to a known SMR distribution $D_{\text{SMR}} = \{\text{SMR}_{01}, \text{SMR}_{02}, \ldots, \text{SMR}_{n}\}$, we search the QP $q_b$ satisfying $\text{SMR}_{q_b} \geq T_{\text{SMR}}$ as the baseline. If no QP is exactly matched, we select the one with the minimum $|\text{SMR}_{q_b} - T_{\text{SMR}}|$.

3) We predict SMRs of images compressed with $QP = q_b, q_{b+1}, q_{b+2}, \ldots, q_u$ using the proposed SMR models. The predicted SMRs are denoted as $\text{SMR}_{\text{pred}}(\cdot)$.

4) We search the predicted SMRs reversely to find the first $\text{SMR}_{\text{pred}}(I_{q_{b+k}}) \geq T_{\text{SMR}}$. The corresponding $q_{b+k}$ is considered the optimal QP for compressing $I_0$.

Then, the average bit-rates in bits per pixel (bpp) and mean actual SMRs under all SMR thresholds are recorded. After that, the coding performance improvement is evaluated by Bjøntegaard Delta rate (BD-rate) [82], which corresponds to the average bit-rate difference in percent for the same SMR, the lower, the better. In cases where the original image has lower SMRs than $T_{\text{SMR}}$ across all QPs in the search range, $q_b$ is used for calculating BD-rate gains brought by ground truth SMRs, i.e., $\Delta \text{QP} = q_b$. Similarly, if the predicted SMRs are all lower than $T_{\text{SMR}}$ in the QP search range, $q_b$ is also applied for calculating BD-rate gains brought by predicted SMRs. Moreover, we compute the average MAE of $QP$ $q_{b+k}$ obtained from using the ground truth and predicted SMR for all $T_{\text{SMR}}$, which is denoted as $|\Delta \text{QP}|$. The corresponding average MAE of PSNR is also recorded as $|\Delta \text{PSNR}|$. These two metrics are used to further assess the SMR prediction performance. Note that we exclude the case when $q_{b+k}$ is not found using the ground truth SMR during their calculations.
It is worth mentioning that SMR prediction is like a fine-grained image quality assessment task [83] for machines, especially when evaluating performance within a broad range of adjacent QPs and closely matched bit-rates. This is far more challenging than a coarse-grained task that only considers a few widely spaced QPs or distant bit-rates [83], where quality differences are more pronounced and easier to distinguish.

### C. Basic Results

As a demonstration, we select several types of SMR to train the proposed SMR models. Specifically, for `cls`, we train two pairs of models $G$ and $Q$ (4 models in total) to predict SMR-top1 and SMR-top5 using the SMR labels annotated by the v1 machine library. For `det`, we train three pairs of models $G$ and $Q$ (6 models in total) to predict SMR with $(T_{IOU}, T_{S})$ set to $(0.5, 0.5)$, $(0.5, 0.75)$, and $(0.6, 0.6)$ each (6 models in total). Predicting for other SMR types should be similar.

#### C.1. Basic Results - Table III

| Dataset-Codec | COCO-HEVC | COCO-VVC | COCO-AVS3 | COCO-H [84] | COCO-H [85] | VOC-HEVC | TVD-VVC |
|---------------|-----------|----------|-----------|-------------|-------------|----------|---------|
| Library       | v1        | v2       | v1        | v2          | v1          | v2       | v1      |
| $\Delta SMR-G$ |           |           |           |             |             |          |         |
| $\Delta SMR-Q$ |           |           |           |             |             |          |         |
| $\Delta QP-G$ | 1.40      | 1.42     | 2.01      | 1.99        | 1.83        | 1.89     | 1.90    |
| $\Delta QP-Q$ | 1.22      | 1.85     | 1.79      | 1.76        | 1.70        | 0.79     | 0.72    |
| $\Delta PSNR-G$ | 0.82      | 0.84     | 1.09      | 1.08        | 0.83        | 0.86     | 0.25    |
| $\Delta PSNR-Q$ | 0.69      | 0.67     | 0.98      | 0.93        | 0.70        | 0.79     | 0.22    |
| BD-rate GT    | -39.2     | -37.8    | -34.0     | -33.6       | -41.2       | -41.5    | -15.5   |
| BD-rate Pred-G | -29.2     | -30.2    | -19.9     | -22.6       | -31.2       | -31.5    | -9.4    |
| $\Delta SMR-G$ |           |           |           |             |             |          |         |
| $\Delta SMR-Q$ |           |           |           |             |             |          |         |
| $\Delta QP-G$ | 0.53      | 0.51     | 0.91      | 0.89        | 0.50        | 0.28     | 0.17    |
| $\Delta QP-Q$ | 0.43      | 0.42     | 0.79      | 0.77        | 0.40        | 0.27     | 0.14    |
| $\Delta PSNR-G$ |           |           |           |             |             |          |         |
| $\Delta PSNR-Q$ |           |           |           |             |             |          |         |
| BD-rate GT    | -50.6     | -48.5    | -54.4     | -54.2       | -50.8       | -49.5    | -18.0   |
| BD-rate Pred-G | -43.4     | -42.0    | -44.2     | -45.3       | -43.1       | -45.0    | -9.0    |
| $\Delta SMR-G$ |           |           |           |             |             |          |         |
| $\Delta SMR-Q$ |           |           |           |             |             |          |         |
| $\Delta QP-G$ | 1.03      | 0.99     | 1.97      | 1.92        | 1.26        | 0.77     | 0.13    |
| $\Delta QP-Q$ | 0.86      | 0.83     | 1.74      | 1.69        | 1.03        | 0.73     | 0.10    |
| $\Delta PSNR-G$ |           |           |           |             |             |          |         |
| $\Delta PSNR-Q$ |           |           |           |             |             |          |         |
| BD-rate GT    | -23.8     | -25.0    | -25.0     | -25.0       | -19.5       | -18.3    | -20.4   |
| BD-rate Pred-G | -12.3     | -4.9     | -11.4     | -3.3        | -3.3        | -11.4    | -3.3    |

### C.2. Basic Results - Table IV

| $T_{IOU}$ | $T_{S}$ | Codes | HEVC | VVC | AVS3 | [84] | [85] |
|-----------|---------|-------|------|-----|------|------|------|
| $\Delta SMR-G$ | 0.0442 | 0.0672 | 0.0566 | 0.0159 | 0.0149 |
| $\Delta SMR-Q$ | 0.0429 | 0.0731 | 0.0573 | 0.0174 | 0.0155 |
| $\Delta QP-G$ | 1.68 | 2.25 | 2.23 | 2.19 | 0.19 |
| $\Delta QP-Q$ | 1.61 | 2.29 | 2.17 | 2.15 | 0.18 |
| $\Delta PSNR-G$ | 0.83 | 1.02 | 0.83 | 0.29 | 0.30 |
| $\Delta PSNR-Q$ | 0.79 | 1.11 | 0.80 | 0.29 | 0.28 |
| BD-rate GT    | -23.8 | -25.0 | -25.0 | -25.0 | -19.5 | -18.3 | -20.4 |
| BD-rate Pred-G | -12.3 | -4.9 | -11.4 | -3.3 | -3.3 | -11.4 | -3.3 |

### C.3. Basic Results - Table V

| Dataset-Codec | COCO-HEVC | COCO-VVC | COCO-AVS3 | COCO-H [84] | COCO-H [85] | VOC-HEVC | TVD-VVC |
|---------------|-----------|----------|-----------|-------------|-------------|----------|---------|
| Library       | v1        | v2       | v1        | v2          | v1          | v2       | v1      |
| $\Delta SMR-G$ |           |           |           |             |             |          |         |
| $\Delta SMR-Q$ |           |           |           |             |             |          |         |
| $\Delta QP-G$ | 1.03      | 0.99     | 1.97      | 1.92        | 1.26        | 0.77     | 0.13    |
| $\Delta QP-Q$ | 0.86      | 0.83     | 1.74      | 1.69        | 1.03        | 0.73     | 0.10    |
| $\Delta PSNR-G$ |           |           |           |             |             |          |         |
| $\Delta PSNR-Q$ |           |           |           |             |             |          |         |
| BD-rate GT    | -23.8     | -25.0    | -25.0     | -25.0       | -19.5       | -18.3    | -20.4   |
| BD-rate Pred-G | -12.3     | -4.9     | -11.4     | -3.3        | -3.3        | -11.4    | -3.3    |

### C.4. Basic Results - Table VI

| Dataset-Codec | COCO-HEVC | COCO-VVC | COCO-AVS3 | COCO-H [84] | COCO-H [85] | VOC-HEVC | TVD-VVC |
|---------------|-----------|----------|-----------|-------------|-------------|----------|---------|
| Library       | v1        | v2       | v1        | v2          | v1          | v2       | v1      |
| $\Delta SMR-G$ |           |           |           |             |             |          |         |
| $\Delta SMR-Q$ |           |           |           |             |             |          |         |
| $\Delta QP-G$ | 1.03      | 0.99     | 1.97      | 1.92        | 1.26        | 0.77     | 0.13    |
| $\Delta QP-Q$ | 0.86      | 0.83     | 1.74      | 1.69        | 1.03        | 0.73     | 0.10    |
| $\Delta PSNR-G$ |           |           |           |             |             |          |         |
| $\Delta PSNR-Q$ |           |           |           |             |             |          |         |
| BD-rate GT    | -23.8     | -25.0    | -25.0     | -25.0       | -19.5       | -18.3    | -20.4   |
| BD-rate Pred-G | -12.3     | -4.9     | -11.4     | -3.3        | -3.3        | -11.4    | -3.3    |

Several conclusions can be drawn from these results: (1) Using ground truth SMRs to determine appropriate QPs significantly improves coding performance for machines. For `cls`, the BD-rate savings are 39.2% and 50.6% for SMR-top1 and SMR-top5, respectively. For `det`, the BD-rate savings are 23.8%, 23.2%, and 23.2% for three $(T_{IOU}, T_{S})$ pairs, respectively. As a reference, the state-of-the-art (SOTA) coding standard VVC...
exceeds the last-generation standard HEVC by around 30% [86]. (2) Using predicted SMRs also increases coding efficiency considerably, though not achieving the best performance due to prediction errors, demonstrating the effectiveness of our SMR models. Particularly for cls, BD-rate savings are approximately 30% for SMR-top1 and even more impressive at 43% for SMR-top5. These gains are cross-generational, underscoring the potential of our perceptual coding approach for machines. (3) The accuracy in predicting adequate QP using SMR models is generally satisfactory as $|\Delta QP|$ and $|\Delta PSNR|$ are low. However, the performance varies for different tasks and SMR types. Simpler task or less strict judgment of machine perception consistency leads to higher prediction accuracy. For instance, cls > det, and SMR-top5 > SMR-top1. (4) Models $Q$ consistently outperform $G$ by achieving lower prediction error and higher coding gains, showing its enhanced capability in SMR prediction. (5) The optimal/practical coding gains achieved with ground truth/predicted SMR vary by task. Greater gains are observed in cls than det as more images can preserve a high SMR for cls after heavy compression. This allows for selecting higher QPs more frequently during optimization, resulting in more bit savings while still satisfying enough machines. (6) Coding gains differ among SMR types due to different SMR prediction performances and distribution characteristics. For cls, more coding gains can be achieved for SMR-top5 than SMR-top1 because of similar reasons in (3)/(5), coupled with a lower $|\Delta SMR|$. For det, the same trend is observed.

**D. Generalize on Unseen Machines**

We design SMR models to learn representative features that implicitly capture the perceptual characteristics of general machines. They have the potential to generalize on more unseen machines. To verify such generalizability, we keep our SMR models trained on the v1 machine library and test them on the v2 library, where the additional 14 machines are unknown to them. Experimental results are presented in Table III (4th column), which indicate comparable SMR prediction errors and coding gains on the v2 library. Importantly, these results are also consistent in the following experiments, which will be described in later sections. Because the differences between two machine libraries in both ground truth (as shown in Section V-D) and predicted SMRs are slight, the proposed SMR models can adapt to many real-world applications where diverse machines are used, even unseen ones.

**E. Generalize on Unseen Codecs**

An ideal SMR model should generalize well on different codecs used in various applications. To assess this aspect, we evaluate the proposed SMR models on a range of unseen codecs, including traditional, neural, and MVS-oriented codecs. For traditional codecs, we select VVC and AVS3 as they are two SOTAs. Their reference softwares, VTM-20.0 [87] and HPM-15.1 [88], are used for the compression. It is worth mentioning that VTM-20.0 is used as the inner codec in the MPEG VCM standard [31], [89]. To produce even more differences, we increase the internal bit depth to 10 for VVC (as a comparison, both HEVC and AVS3 are using the 8-bit compression configuration). Since the QP range is different between HEVC and these two codecs, we re-select QPs as 11, 16, 21, 24, 27, 30, 32, 34, 36, 37, ..., 63 to cover a large bitrate range. For each codec, $q_0$ for the corresponding $T_{SMR}$ in $T_{SMR}$ is re-determined. Furthermore, the evaluation also extends to the test dataset annotated by the v2 machine library for cls, presenting an even greater challenge to the SMR prediction models as they are still trained on the HEVC-compressed v1 train dataset.

Results on VVC- and AVS3-compressed test datasets are detailed in Table III (5-8th column) and IV (5-6th column). It can be observed that: (1) $|\Delta SMR|$, $|\Delta QP|$, and $|\Delta PSNR|$ all increase when applied to unseen codecs for both cls and det, while the errors remain within an acceptable range. (2) Models $Q$ cannot always outperform model $G$, particularly for det. (3) Leveraging ground truth SMRs for optimal QP selection still achieves impressive coding gains for machines like HEVC. (4) Using predicted SMRs also improves coding performance consistently across different tasks, codecs, and machine library versions, demonstrating the good generalizability of proposed SMR models. However, coding gains on unseen codecs are relatively modest compared to HEVC, particularly on VVC, due to its unique SMR distribution. As depicted in Fig. 10, VVC requires much lower bpp to obtain high SMR value, and similar bit-rates can correspond to vastly different SMR values. Hence, inaccurate SMR predictions on VVC result in more substantial penalties than other codecs when used to improve coding efficiency. Nevertheless, as two of the most advanced traditional codecs, VVC and AVS3 significantly outperform HEVC [86], yet our SMR models can help them further save a considerable amount of bits for machines. Therefore, SMR can be a practical solution to optimize currently used codecs for general machines, mitigating the need for costly and risky codec replacements.
Given the growing interest in neural codecs, we select two representative methods [84, 85] to further evaluate the generalizability of SMR models, where [84] is a well-known baseline and [85] is the SOTA. Note that these neural codecs offer much fewer compression operation points than traditional codecs, specifically limited to six “QPs” each. Moreover, their SMR ranges are also different, as illustrated in Fig. 10. Hence, we adapt our Tₜₐₜsm selections to align with their SMR distributions. For SMR-top1, Tₜₐₜsm = [0.78, 0.82, 0.85, 0.88]. For SMR-top5, Tₜₐₜsm = [0.94, 0.96, 0.98, 0.99]. For det, Tₜₐₜsm = [0.96, 0.98, 0.99, 1.0] when (Tᵣᵣₒᵤ, Tₛ) = (0.5, 0.5), Tₜₐₜsm = [0.85, 0.9, 0.95, 0.98] when (Tᵣᵣₒᵤ, Tₛ) = (0.5, 0.75), and Tₜₐₜsm = [0.93, 0.96, 0.98, 0.99] when (Tᵣᵣₒᵤ, Tₛ) = (0.6, 0.6).

Tables III (9-12th column) and IV (7-8th column) present the prediction performances and coding gains of SMR models on neural codecs. The results show that SMR prediction performances are comparable to those on traditional codecs. However, the maximum achievable coding gains using ground truth SMRs are constrained because of the more uniform SMR distributions, reduced number of operation points, and narrower range rates of neural codecs. These factors also lead to diminished coding gains when applying predicted SMRs. Meanwhile, models $G$ and $Q$ exhibit varying degrees of effectiveness across different scenarios. However, they still have good generalizability on unseen neural codecs, which is especially commendable considering the marked differences in compression distortions between traditional and neural codecs.

Finally, we evaluate our SMR models on two SOTA MVS-oriented codecs [29], [90] for cls. Since they only offer 3 and 4 QPs that precludes the possibility of SMR-guided coding optimization, we mainly report $|\Delta$SMR] results. Additionally, we calculate the Pearson Linear Correlation Coefficient (PLCC) and Spearman Rank Order Correlation Coefficient (SROCC) to assess the correlation between predicted and ground truth SMRs. These results are then compared with three full-reference image quality assessment (IQA) metrics, which are LPIPS [91], DISTS [92], and TOPIQ [93]. We include these IQA metrics for comparison due to their development based on deep feature differences, akin to our SMR models, and the fact that SMR itself is quality-related.

The SMR distributions of these MVS-oriented codecs are shown in Fig. 10. Importantly, their SMRs are much lower than other codecs, as they have been optimized just for a specific machine, demonstrating the importance of our work. Nevertheless, the proposed SMR models have commendable generalization capabilities, as evidenced in Table V. Although model $Q$ shows relatively weaker performance, particularly for predicting SMR-top1 on [90], model $G$ achieves robust results across all SMR types for both codecs. Furthermore, our SMR models significantly outperform all IQA models in correlation.

Based on all previous results, the proposed SMR models have broad and practical generalizability across various unseen codecs, including traditional, neural, and both HVS- and MVS-oriented ones. This achievement is particularly notable as the models are trained exclusively on the HEVC-compressed dataset. We anticipate that re-training the models to adapt to different codecs could further improve their performance. Meanwhile, for any codec, the performances of SMR models are similar between v1 and v2 machine libraries, again demonstrating the conclusions in Section VII-D.

### F. Generalize on Unseen Datasets

We evaluate the capability of SMR models on two other datasets, which are the test2007 dataset of PASCAL VOC [94] and the TVD dataset [95], comprising 13,315 and 1,098 object images, respectively. It is worth mentioning that (i) most object categories of VOC are also included in COCO except “sofa”, “bed”, “chair”, and “dining table”, and (ii) the object categories are also included in ImageNet, which is the training set of these two datasets. This is accomplished by applying the maintained colors of these datasets to our models. Note that we only report the results on the COCO-val subsets of these two datasets.

#### 1. PASCAL VOC Test2007

| Model | mAP/giou | mAP/cls | mAP/cls 50 | mAP/cls 75 | mAP/cls 50-75 | mAP/cls 50-75 IOU 50 | mAP/cls 50-75 IOU 75 |
|--------|-----------|---------|-------------|-------------|----------------|----------------------|----------------------|
| $G$    | 41.8      | 0.97    | 0.96        | 0.94        | 0.91          | 0.91                 | 0.91                 |
| $Q$    | 39.0      | 0.95    | 0.94        | 0.92        | 0.89          | 0.89                 | 0.89                 |

#### 2. TVD Dataset

| Model | mAP/giou | mAP/cls | mAP/cls 50 | mAP/cls 75 | mAP/cls 50-75 | mAP/cls 50-75 IOU 50 | mAP/cls 50-75 IOU 75 |
|--------|-----------|---------|-------------|-------------|----------------|----------------------|----------------------|
| $G$    | 37.5      | 0.95    | 0.94        | 0.92        | 0.89          | 0.89                 | 0.89                 |
| $Q$    | 34.8      | 0.93    | 0.92        | 0.90        | 0.87          | 0.87                 | 0.87                 |

Finally, we demonstrate that our SMR models are also generalizable across various tasks, including object detection and image classification, as shown in Fig. 9. Table V presents the performances of SMR models on MVS-oriented codecs.

| Codec | $\Delta$SMR-top1 | $\Delta$SMR-top5 | PLCC | SROCC |
|-------|------------------|------------------|------|-------|
| HEVC  | 0.93             | 0.96             | 0.99 | 0.99  |
| AVS3  | 0.85             | 0.88             | 0.92 | 0.92  |
| MVS-O | 0.78             | 0.82             | 0.85 | 0.85  |

Fig. 9. Rate-SMR curves for all types of SMR of the two targeted tasks using ground truth SMR, predicted SMR from model $G$, and predicted SMR from model $Q$ to optimize QP selection.

Fig. 10. Rate-SMR distributions of different codecs for different tasks. For HEVC and AVS3, the rate range can be extended to 3.0, but the SMR values after bpp=1.5 are so close that we cut the range to 1.5 for better visualization.
thereby the semantics of images on these two datasets differ slightly, and (ii) TVD is a test dataset in CTC of MPEG VCM standard [31]. To introduce more variables, we compress VOC with HEVC and TVD with VVC, and we also test the models on v1- and v2-annotated datasets separately. For VOC, we adjust the last $T_{SMR}$ from 0.99 to 0.97, in line with its SMR distribution. The SMR prediction performances and coding gains for cls are presented in Table III (last 4 columns). According to the results, again, SMR models bring significant coding gains, model $Q$ outperforms $G$, and the performances are close between the v1 and v2 machine library, all remaining consistent with previous results on the COCO dataset compressed with traditional codecs. Therefore, our SMR models show strong generalizability on unseen datasets.

G. Generalize on Inter Frames

Like intra coding, inter coding is essential in video compression that significantly influences final quality. To evaluate the generalizability of SMR models on inter frames, we align with the CTC of MPEG VCM standard [31] to compress SFU-HW dataset [96] using random-access (RA) and low-delay (LD) configurations of VVC. This dataset contains 1165 video frames in multiple resolutions and 13,732 objects. The same 36 QPs of VVC in Section VII-E are used for compression. Since the inter frames are not compressed independently, we cannot directly select the optimal QP for each frame according to their SMRs. Therefore, we adopt the same evaluation methods as the experiment on MVS-oriented codecs in Section VII-E. The results are presented in Table VI, where the first four columns for each coding configuration are the results for cls, and the last three are for det in different ($T_{IOU}, T_{S}$) pairs. The prediction performances of SMR models are close to intra frames. The prediction accuracies are still similar between two machine libraries. Model $Q$ shows weaker generalizability, especially for det, while model $G$ consistently performs well on all tasks and SMR types. Moreover, our SMR models exhibit high correlation scores and surpass all IQA models, indicating the strong correlation between predicted and ground truth SMRs. Therefore, we can conclude that the proposed SMR models generalize well on inter frames. Exploring how to use SMR models to optimize inter coding efficiency for machines is worth studying in future works.

H. Compare With State-of-the-Art Perceptual VCM Methods

We compare our methods with the SOTA perceptual VCM methods [14], [44], i.e., Just Recognizable Distortion (JRD) models. These models actually find the first JND for a machine as described in Section V-E. In this experiment, we manually locate ground truth JRDs of all 58/98 machines for cls/det to compare with our SMR models. We adopt two strategies to locate JRD: JRD Front and JRD back. For JRD Front, we search for the minimum QP that leads to PC variation in ascending order and denote the previous QP as JRD. For JRD Back, we search for the maximum QP where the machine can still keep perception the same as on the original image in descending order and denote it as JRD. Then, we compress the SMR test dataset with these QPs and record the bit-rate and SMR. For SMR models, we set $T_{SMR}$ = [0.3 : 0.05 : 0.95] and [0.2 : 0.05 : 0.95] to cover comparable bit-rate ranges for cls and det, respectively. All QPs serve as the search range for both SMR and JRD, defaulting to QP 11 if no QP meets the search criteria.

The resulting rate-SMR curves are presented in Fig. 11. Notably, JRDs yield much lower SMR values than SMR models, as they optimize coding performance just for the corresponding single machine rather than general machines. Even we introduce JRD Front to force using lower QPs more frequently, which should lead to higher SMR in most cases, the rate-SMR performance is still inferior due to machine diversity. On the other hand, JRD Back can only achieve low SMR at low bit-rates, which is inapplicable in real-world scenarios. Therefore, SMR is preferred over JRD for perceptual VCM for diverse machines.
VIII. CONCLUSION
This paper proposes a novel concept for VCM called Satisfied Machine Ratio (SMR). SMR statistically measures the quality of compressed images and videos for machines by modeling general machine perceptual characteristics. Targeting the image classification and object detection tasks, we build two machine libraries with up to 72 and 98 representative machines to study the general MVS behavior and create a large-scale SMR dataset with over 27 million images to facilitate SMR studies. Furthermore, we propose an SMR model based on the correlation between deep feature differences and SMR, which can predict the SMR of any compressed image. To leverage all labeled data and increase prediction accuracy, we propose another SMR model based on SMR differences between images in different compression quality levels. Extensive experiments prove the effectiveness of our proposed SMR models, revealing significant compression performance improvements for machines. Importantly, our SMR models have strong generalizability on unseen machines, codecs, datasets, and frame types.

The idea and statistical methodology of considering general machines instead of a single specific machine can also benefit other related research areas. In the future, the SMR prediction performance can be further improved by diving deeper into the perceptual characteristics of different machines and leveraging more advanced AI techniques like the attention mechanism. Moreover, a universal model to predict SUR and SMR simultaneously can be explored to optimize the coding efficiency for both humans and machines.
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