Equilibrium and non-equilibrium dynamics of a hole in a bilayer antiferromagnet
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The dynamics of charge carriers in lattices of quantum spins is a long standing and fundamental problem. Recently, a new generation of quantum simulation experiments based on atoms in optical lattices has emerged that gives unprecedented insights into the detailed spatial and temporal dynamics of this problem, which compliments earlier results from condensed matter experiments. Focusing on observables accessible in these new experiments, we explore here the equilibrium as well as non-equilibrium dynamics of a mobile hole in two coupled antiferromagnetic spin lattices. Using a self-consistent Born approximation, we calculate the spectral properties of the hole in the bilayer and extract the energy bands of the quasiparticles, corresponding to magnetic polarons that are either symmetric or anti-symmetric under layer exchange. These two kinds of polarons are degenerate at certain momenta due to the antiferromagnetic symmetry, and we, furthermore, examine how the momentum of the ground state polaron depends on the interlayer coupling strength. The long time dynamics of a hole initially created in one layer is shown to be characterised by oscillations between the two layers with a frequency given by the energy difference between the symmetric and the anti-symmetric polaron. We finally demonstrate that the expansion velocity of a hole initially created at a given lattice site is governed by the ballistic motion of polarons. It moreover depends non-monotonically on the interlayer coupling, eventually increasing as a quantum phase transition to a disordered state is approached.

I. INTRODUCTION

The motion of charge carriers in doped antiferromagnetic (AF) layers is a key problem in quantum many-body physics that has been studied intensely since the discovery of high temperature superconductivity. In the cuprates [1] as well as in other strongly correlated two-dimensional (2D) materials such as the pnictides [2], organic layers [3], and twisted bilayer graphene [4], pairing exists close to the magnetically ordered phase. The competition between hole motion and AF order, therefore, provides important clues for the physics of these unconventional superconductors [5, 6]. For small hole doping, the hole dynamics is described by the ubiquitous $t$-$J$ model, which is able to quantitatively explain photoemission experiments from insulating cuprates when treated within the so-called self-consistent Born approximation (SCBA) [7]. The dressing of the hole by magnetic frustration in its vicinity leads to the formation of quasiparticles coined magnetic polarons [8–12], which play a key role for understanding the properties of doped AF layers. It is well-known that the SCBA yields an accurate description of the equilibrium properties of the magnetic polaron [11–15], and recently this was shown to hold for the non-equilibrium properties as well [16]. Since the unit cell of some cuprates can have two or more CuO$_2$ planes, magnetic polarons have also been studied in multi-layer systems [17–19]. Such systems are also interesting because they exhibit a quantum phase transition between long range AF order and a disordered state of spin singlets across the layers [20–25].

FIG. 1: A hole in an AF bilayer. The blue and red balls represent fermions with spin up and down respectively, and the green circle the hole. Reading from left to right, we see the hole propagating in the AF background, destroying the AF order around it. The delocalization of the hole and the AF order are, therefore, two competing dynamics of the system.

Mobile charge carriers in two-dimensional (2D) quantum AF magnets has recently received renewed interest due to a novel generation of experiments using ultracold atoms in optical lattices [16, 26–30]. These experiments provide an essentially perfect realization of the Fermi-Hubbard model and combined with their single site resolution imaging, they represent a powerful quantum simulator for exploring the interplay between charge carriers and magnetic order in doped AFs [31–35]. Recently, also bilayer [36] and ladder geometries [37] have been realised with optical lattices.

Here, we explore a single mobile hole in a bilayer sys-
tem consisting of two square lattices of spins with AF order. We analyze the spectral properties of the hole as a function of the system parameters using a diagrammatic approach based on the SCBA, and we discuss the properties of the two kinds of magnetic polarons existing in the system, which are either symmetric or antisymmetric under layer exchange. Focusing on observables that are accessible in the new optical lattice experiments, we show that these polarons give rise to intriguing nonequilibrium effects of the hole such as oscillations between the two layers, and a long time expansion velocity that first decreases and then increases with the interlayer coupling as the spins approach a quantum phase transition to a disordered state.

II. MODEL

We consider a single mobile hole in an antiferromagnetic (AF) bilayer formed by two square lattices as illustrated in Fig. 1. The dynamics of the hole is described by the $t$-$J$ model with the Hamiltonian

\[ \hat{H} = \hat{H}_t + \hat{H}_J \]

where

\[ \hat{H}_t = -t \sum_{l,(i,j),\sigma} \hat{c}^\dagger_{l,i,\sigma} \hat{c}_{l,j,\sigma} - t_i \sum_{\sigma} \hat{c}^\dagger_{l,i,\sigma} \hat{c}_{2,j,\sigma} + \text{h.c.} \]

and

\[ \hat{H}_J = J \sum_{l,(i,j)} \left[ \hat{S}_{l,i} \cdot \hat{S}_{l,j} - \frac{1}{4} \tilde{n}_{l,i} \tilde{n}_{l,j} \right] + J_z \sum_{l} \left[ \hat{S}_{l,i} \cdot \hat{S}_{2,i} - \frac{1}{4} \tilde{n}_{l,i} \tilde{n}_{2,i} \right] \]

Here, $\hat{c}^\dagger_{l,i,\sigma}$ is a fermionic creation operator of a spin $\sigma$ in layer $l = 1, 2$ at site $i$.

A. Slave-fermion representation

To describe the motion of a single hole in the bilayer, we perform a Holstein-Primakoff transformation generalized to the case where a hole is present [8, 10–12, 30]. Due to the AF order, we can for each layer define two sublattices A and B where the spins will predominantly point up in sublattice A and down in B. A site in sublattice A in layer 1 is adjacent to a site in sublattice B in layer 2 and vice versa, see Fig. 1. For sublattice A, the spin operators are expressed as $\hat{S}_{l,i}^\dagger = (1 - \hat{h}_{l,i}^\dagger) \hat{b}_{l,i}^\dagger/2 - \hat{s}_{l,i} \hat{h}_{l,i}$ and $\hat{S}_{l,i}^- = \hat{S}_{l,i}^\dagger - i\hat{S}_{l,i}^y = \hat{s}_{l,i} (1 - \hat{s}_{l,i}^z \hat{h}_{l,i}^\dagger)/2$, and the creation operators are $\hat{c}_{l,i} = \hat{h}_{l,i} \hat{b}_{l,i} \hat{c}_{l,i} = \hat{h}_{l,i}^\dagger (1 - \hat{s}_{l,i}^z \hat{h}_{l,i}^\dagger/2$. Here, $\hat{b}_{l,i}$ is a fermionic creation operator of a hole and $\hat{s}_{l,i}$ is a bosonic creation operator of a spin-fluctuation. The square root $1 - \hat{s}_{l,i}^z \hat{h}_{l,i} - \hat{h}_{l,i}^\dagger \hat{b}_{l,i}$ give a combined hardcore constraint for both spin excitations and holes. Operators on sublattice B take similar form [30].

Applying this so-called slave-fermion representation to the spin part of the Hamiltonian given by Eq. (3) and keeping only linear terms yields after diagonalization

\[ \hat{H}_J = E_0 + \sum_{k,\mu=\pm} \omega_{\mu,k} \hat{b}_{\mu,k}^\dagger \hat{b}_{\mu,k}. \]

Here, $E_0 = -J_z(2N - 1)/2 - J_z(2N - 1)/2 + \sum_{k,\mu=\pm} \omega_{\mu,k}/2$ is the ground state energy with $N$ the number of lattice sites in each plane, and

\[ \omega_{\pm,k} = \frac{1}{2} \sqrt{(J_z + J_x)^2 - (J_z \gamma_k \pm J_x)^2} \]

is the spin wave spectrum, with the structure factor $\gamma_k = \sum_\delta e^{i k \delta}/2$. Here, $\gamma_k = \sum_\delta e^{i k \delta}/2$. We take the lattice constant to be unity throughout. The bilayer has two spin wave branches $\mu = \pm$, which are connected to the spin fluctuation operators by a unitary and a Bogoliubov transformation

\[ \hat{\Psi}_{\pm,k} = \frac{1}{\sqrt{2}} \begin{bmatrix} \hat{b}_{\pm,k} \\ \hat{b}_{\mp,k} \end{bmatrix} = \begin{bmatrix} 1 & -1 \\ 1 & 1 \end{bmatrix} \begin{bmatrix} \hat{b}_{+,-k} \\ \hat{b}_{-,-k} \end{bmatrix}, \]

Here, $\Phi_{\pm,k} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$ and $\Psi_{\pm,k} = \begin{bmatrix} u_{\pm,k} & v_{\pm,k} \\ -v_{\pm,k} & u_{\pm,k} \end{bmatrix}$ with the coherence factors

\[ u_{\pm,k} = \sqrt{\frac{1}{2} \left( \frac{zJ + J_z}{2\omega_{\pm,k}} + 1 \right)} \]

\[ v_{\pm,k} = \text{sgn}(zJ \gamma_k \pm J_x) \frac{1}{2} \left( \frac{zJ + J_z}{2\omega_{\pm,k}} - 1 \right). \]
Operators in momentum space are connected to operators in real space via the usual discrete Fourier transform \( \hat{s}_{\ell, k} = \sum_{\ell, i} \hat{s}_{\ell, i} \exp(-i k \cdot i) / \sqrt{N} \). The full details of the diagonalization of \( \hat{H}_I \) can be found in Appendix A. Figure 2 shows the spin wave dispersion for the two branches taking \( J_1/J = 0.25 \). At low momenta, the \( \mu = + \) branch corresponds to spin waves in the two planes being in-phase giving a Goldstone mode for \( \mathbf{k} \to 0 \). This is reversed close to \( \mathbf{p} = (\pi, \pi) \) where the \( \mu = - \) mode corresponds to the spin waves in the two planes being in-phase. More generally, we have \( \omega_{\pi, \mathbf{k} + \mathbf{Q}} = \omega_{\pi, \mathbf{k}} \) where \( \mathbf{Q} = (\pi, \pi) \) is the AF ordering vector, so that the full spin wave spectrum displays the expected symmetry from the AF order.

Likewise, using the slave fermion representation for \( \hat{H}_I \) yields

\[
\hat{H}_I = \sum_{k, p, l} \hat{h}^\dagger_{l, p + k} \hat{h}_{l, p} \left[ g_+(\mathbf{p}, \mathbf{k}) \hat{b}^\dagger_{l, -\mathbf{k}} + (-1)^l g_- (\mathbf{p}, \mathbf{k}) \hat{b}^\dagger_{l, \mathbf{k}} \right] \\
+ \sum_{k, p} \hat{h}^\dagger_{2, p + k} \hat{h}_{1, p} \left[ f_+ (\mathbf{k}) (\hat{b}_{\mathbf{k}, \mathbf{k}} + \hat{b}^\dagger_{\mathbf{k}, -\mathbf{k}}) \\
+ f_- (\mathbf{k}) (\hat{b}_{\mathbf{k}, -\mathbf{k}} - \hat{b}^\dagger_{\mathbf{k}, \mathbf{k}}) \right] + \text{h.c.} \\
\tag{9}
\]

Here

\[
g_{\pm} (\mathbf{p}, \mathbf{k}) = \frac{z \gamma}{2N} \left[ u_{\pm, \mathbf{k}} \gamma_{\mathbf{p} + \mathbf{k}} - v_{\pm, \mathbf{k}} \gamma_{\mathbf{p}} \right] \\
\tag{10}
\]

is the vertex describing the scattering between a hole and a spin wave where the hole remains in a given layer, and

\[
f_{\pm} (\mathbf{k}) = \frac{i \gamma}{2N} \left[ u_{\pm, \mathbf{k}} \mp v_{\pm, \mathbf{k}} \right] \\
\tag{11}
\]

is the scattering vertex when the hole jumps from one layer to the other. Equation (9) quantitatively describes how the motion of the hole distorts the AF order by the emission of spin waves. The inter-layer vertices \( f_{\pm} (\mathbf{k}) \) vanish when \( t_\ell = 0 \) and the Hamiltonian then simplifies to two copies of a single layer as expected. The interaction vertices satisfy the symmetries

\[
g_{\pm} (\mathbf{p} + \mathbf{Q}, \mathbf{k}) = -g_{\pm} (\mathbf{p}, \mathbf{k}) , \quad g_{\pm} (\mathbf{p} + \mathbf{Q}, \mathbf{k}) = -g_{\pm} (\mathbf{p}, \mathbf{k}) \\
f_{\pm} (\mathbf{k} + \mathbf{Q}) = f_{\pm} (\mathbf{k}) \\
\tag{12}
\]

due to the underlying AF order.

III. SYMMETRIC AND ANTI-SYMMETRIC POLARONS

The competition between the hole motion and the magnetic order leads to the formation of quasiparticles where the hole is surrounded by a cloud of reduced AF order \([8–12]\). These quasiparticles, named magnetic polarons, play a central role for the equilibrium as well as non-equilibrium properties of the system. The bilayer symmetry \( \tilde{c}_{1, \mathbf{i}} \leftrightarrow \tilde{c}_{2, \mathbf{i}} \) of Eq. (1), means that the polaron states can be divided into those symmetric and antisymmetric under layer exchange. The wave function for the polarons can be expressed as a series of terms with an increasing number of spin waves on top of the AF ground state, i.e.

\[
|\Psi_p^\pm \rangle = \sqrt{\frac{Z_p^\pm}{2}} \left( \hat{h}^\dagger_{1, p} \pm \hat{h}^\dagger_{2, p} \right) |\text{AF} \rangle + \sum_{\mu, \ell, l} \phi^\dagger_{\mu, \ell} (\mathbf{p}, \mathbf{k}) \hat{b}^\dagger_{\ell, p + k + \mathbf{l}, \mu, -\mathbf{l}} |\text{AF} \rangle \ldots \tag{13}
\]

Here, \( |\text{AF} \rangle \) is the AF ground state defined by \( \hat{b}_{\mu, \mathbf{k}} |\text{AF} \rangle = 0 \), \( Z_p^\pm \) is the quasiparticle residue, and \( \phi^\dagger_{\mu, \ell} (\mathbf{p}, \mathbf{k}) \) is the coefficient for the term involving a hole with momentum \( \mathbf{p} + \mathbf{k} \) in layer \( \ell \) and a spin wave in branch \( \mu \) with momentum \( -\mathbf{k} \). For a single layer, one has developed diagrammatic rules for constructing the wave function corresponding to the SCBA, which was used to calculate terms including up to three spin waves [42–44]. Recently, this has been extended to infinite order in the number of spin waves by deriving a set of Dyson like equations [30].

IV. SELF-CONSISTENT BORN APPROXIMATION

We use the self-consistent Born approximation (SCBA) [8, 10] generalized to the case of a bilayer to analyze the properties of the hole [17–19]. For a single layer, the SCBA is known to yield quantitatively accurate results for the equilibrium properties of the hole [11–15, 45], and recently this has been shown to hold for the nonequilibrium dynamics as well [16].

The layer degree of freedom gives rise to a \( 2 \times 2 \) matrix structure for the equilibrium Green’s function for the hole, which we define as

\[
G_{\ell m}(\mathbf{p}, \tau) = -\langle T_\tau \left[ \hat{h}_{\ell, \mathbf{p}}(\tau) \hat{h}^\dagger_{m, \mathbf{p}}(0) \right] \rangle , \\
\tag{14}
\]

where \( T_\tau \) is time ordering in imaginary time \( \tau \). We have \( G_{11}(\mathbf{p}, \tau) = G_{22}(\mathbf{p}, \tau) = G_{d}(\mathbf{p}, \tau) \) and \( G_{12}(\mathbf{p}, \tau) = G_{21}(\mathbf{p}, \tau) = G_{o}(\mathbf{p}, \tau) \) due to the layer symmetry. The Dyson equation reads in frequency space

\[
G(\mathbf{p}) = \mathbb{1} \mathbb{g}_{\ell 0}(\mathbf{p}) + \mathbb{g}_{\ell 0}(\mathbf{p}) \Sigma(\mathbf{p}) G(\mathbf{p}) , \\
\tag{15}
\]
where \( p = (p, i\omega_p) \) with \( i\omega_p \) a fermionic Matsubara frequency. The non-interacting hole Green’s function is \( G_0(p) = 1/i\omega_p \) independent of the crystal momentum since there is no kinetic energy term for the hole in \( \hat{H}_t \) given Eq. (9). The self-energy matrix is

\[
\Sigma(p) = \begin{bmatrix} \Sigma_d(p) & \Sigma_o(p) \\ \Sigma_o(p) & \Sigma_d(p) \end{bmatrix}.
\]

(16)

From Eq. (15) we find

\[
G_d(p) = \frac{i\omega_p - \Sigma_d(p)}{[i\omega_p - \Sigma_d(p)]^2 - \Sigma_o(p)^2},
\]

\[
G_o(p) = \frac{\Sigma_o(p)}{[i\omega_p - \Sigma_d(p)]^2 - \Sigma_o(p)^2}.
\]

(17)

To proceed with the calculation of these self-energies, we now invoke our essential approximation scheme, i.e. the self-consistent Born approximation (SCBA). Diagrammatically, the SCBA corresponds to the inclusion of all rainbow diagrams, as shown in Fig. 3. By using the symmetries in Eq. (12) and the expressions for the Green’s functions Eq. (17), the self-energies can for zero temperature be written in a compact matrix form as

\[
\Sigma(p, \omega) = 2\sum_{k} V_+^2(p, k) G(p + k, \omega - \omega_s, k),
\]

(18)

where

\[
V_+(p, k) = \begin{bmatrix} g_+(p, k) & f_+(k) \\ f_+(k) & g_+(p, k) \end{bmatrix},
\]

(19)

and the factor of 2 reflects that the two spin wave branches contribute equally to the self-energies. Here, we have performed the usual analytical continuation \( i\omega_p \to \omega + i0 \) to get the retarded Green’s functions. The structure of Eq. (18) for the self-energy is the same as for a single layer [10, 11] with the vertex functions replaced by matrices. Equations (17)-(18) constitute our self-consistent equations, which we solve iteratively starting from \( \Sigma = 0 \).

V. EQUILIBRIUM PROPERTIES

We now analyze the equilibrium properties of mobile holes in the bilayer. While this problem has been explored by several authors, we focus on aspects important for the new generation of optical lattice experiments. The analysis in this section also lays the foundation for the understanding non-equilibrium dynamics described in Sec. VI.

We calculate the hole spectral functions \( A_{d/o}(p, \omega) = -2Im[G_{d/o}(p, \omega)] \) by solving (17)-(18) numerically for a pair of 28 x 28 lattices. The diagonal spectral function \( A_d(p, \omega) \) is associated with the motion of a hole within a given layer whereas the off-diagonal spectral function \( A_o(p, \omega) \) is associated with the hole starting in one layer and ending up in the other. Using the interlayer hopping matrix element \( t \) as an energy unit, we have three free parameters: \( J/t \), \( J_i/t \), and \( t_i/t \). To be specific and to reduce parameter space, we vary \( J/t \) and \( t_i/t \) keeping \( J_i = 4t_i^2/U = (t_i/t)^2 J \) inspired by the connection to the Hubbard model.

Figure 4(a) shows the hole spectral functions for the momentum \( p = Q/2 = (\pi/2, \pi/2) \). \( J/t = 0.3 \), and two different values of \( t_i/t \). Consider first the case of a vanishing interlayer hopping \( t_i/t = 0 \), which corresponds to the two layers being decoupled so that \( A_o = 0 \). The diagonal spectral function \( A_d \) exhibits a clear quasiparticle peak at \( \omega/t \approx -2.3 \) in agreement with previous results for a single layer magnetic polaron [30]. This polaron is one of four degenerate ground states with momenta \( p = (\pm\pi/2,\pm\pi/2) \) for each layer. The broad peaks at higher energies in Fig. 4(a) can be interpreted as damped string excitations of the magnetic polaron [16].

Consider next the case \( t_i/t = 1 \). The diagonal spectral function \( A_d \) in Fig. 4(a) shows that the energy of the magnetic polaron is now lowered to \( \omega/t \approx -2.5 \) due to the coupling between the two layers. Remarkably, the off-diagonal spectral function remains strictly zero even though there is now tunneling between the two layers. To understand this, one can use the symmetries in Eq. (12)
A(p, ω)t = \text{tration}, i.e. aligned spins, when it jumps to layer 2. As can be seen in Fig. 4(b), which shows the spectral functions for p = 0, J/t = 0.3, and t_s/t = 1. The off-diagonal spectral function A_o is now non-zero due to the coupling between the two layers. Equivalently, there is an energy splitting between the symmetric and anti-symmetric polarons, and the spectral functions have two peaks at the polaron energies ω = \epsilon_p with strengths Z_p^\pm for A_d and ±Z_p^\pm for A_o as can be seen in Fig. 4(b). As a consistency and accuracy check, we find that the numerics reproduce the sum rule \int_{-\infty}^{\infty} A_d(p, ω) = 2τ with a deviation less than 1% and \int_{-\infty}^{\infty} A_o(p, ω) = 0 with a deviation |\int_{-\infty}^{\infty} A_o(p, ω)| < 0.01, see Appendix B for details. In Fig. 5, we plot the spectral functions as a function of frequency ω along the diagonal p = (p_x, p_y) in the BZ for J/t = 0.3 and different values of the interlayer hopping t_s. These plots clearly show the two quasiparticle branches corresponding to symmetric and anti-symmetric polarons, which are degenerate at p = Q/2. We also see how the momentum of the ground state becomes different from Q/2 with increasing interlayer hopping. This is illustrated further in Fig. 6(a)-(c), which show the polaron spectrum in the BZ for J/t = 0.3 and different values of t_s. The momentum of the ground state indicated by yellow dots gradually move away from Q/2 with increasing interlayer hopping. The mirror symmetry around the boundary of the magnetic BZ then gives rise to eight minima of the polaron energy. Eventually, the minimum settles at p = 0 (and Q). The momentum of the ground state is plotted in Fig. 6(d) as function of t_s/t showing that it moves away from p = Q/2 for t_s/t = 0.3 for J/t = 0.3 and J/t = 1 for J/t = 0.01. Such a change of the ground state momentum from Q/2 to 0 was also predicted using a variational approach [46].

VI. NON-EQUILIBRIUM DYNAMICS

Having explored the fundamental equilibrium properties of a hole in the AF bilayer, we now turn to the non-equilibrium dynamics, which can be probed with unprecedented resolution in a new generation of optical lattice experiments [31–37].

We imagine a hole created at a given lattice site and analyze its subsequent dynamics. The key object to calculate for this kind of experiment is the Green’s function G^\tau_m(p, τ) = -i\langle \hat{h}_m(p)\hat{h}_m^{\dagger}(p, 0) \rangle, which gives the overlap between an initial state corresponding to a hole with momentum p in layer m at time 0, and a state where the hole is in layer l at time τ, which should not be confused with the imaginary time. This, hereby, gives access to the full dynamics of the lowest order coefficient in the many-body wave function [16]. While one in general needs a formalism such as Keldysh Green’s functions to calculate non-equilibrium many-body physics, it
is that for a single hole, we have $iG_d^{\omega}(p,\omega) = A_d(p,\omega)$ and $iG_{\text{sym}}^{\omega}(p,\omega) = A_0(p,\omega)$ \cite{47,48}. Hence, we can obtain the real time dynamics by Fourier transforming the spectral functions $A_{d/o}(p,\omega)$.

### A. Interlayer oscillations

As we saw above, the spectral function in general consists of two quasiparticle peaks and a many-body continuum. In analogy with what has been observed for a mobile impurity atoms in atomic gases \cite{47,49}, the continuum eventually decoheres so that the long time dynamics is governed by polaron formation. As a result, the real-time Green’s function approaches

$$iG_{d/o}^{\omega}(p,\tau) \rightarrow \frac{1}{2} \left( Z_p^\tau e^{-i\omega_\tau} \pm Z_p e^{-i\omega_\tau} \right)$$

for long times, $\tau \gg 1/t$. Hence,

$$|G_{d}^{\omega}(p,\tau)| = \frac{Z_p^\tau}{2} - \frac{1}{2} \left( \frac{Z_p^2 - 2Z_p e^{-i\omega_\tau}}{Z_p} \right)$$

$$|G_{0}^{\omega}(p,\tau)| = \frac{Z_p^\tau}{2} - \frac{1}{2} \left( \frac{Z_p^2 - 2Z_p e^{-i\omega_\tau}}{Z_p} \right)$$

with $\Delta \varepsilon_p = \varepsilon_p^+ - \varepsilon_p^-$ the energy difference between the symmetric and anti-symmetric polaron.

In Fig. 7, we plot the hole dynamics as described by $|G_{d}^{\omega}(p,\tau)|$ and $|G_{0}^{\omega}(p,\tau)|$ for different momenta $p = (p_x,p_y)$ along the BZ diagonal, taking $J/t = 0.3$, $t_1/t = 0.5(a)$ and $t_1/t = 1.5(b)$. Initially, $|G_{d}^{\omega}(p,\tau)|$ decreases from unity simply reflecting that the hole starts to generate spin waves. On the other hand, $|G_{0}^{\omega}(p,\tau)|$ increases from zero because the hole created in a given layer jumps to the other layer, except for $p = (\pi/2, \pi/2)$ where it remains zero. The short time dynamics is, therefore, faster for $t_1/t = 1.5$ than for $t_1/t = 0.5$ as can be seen by comparing Figs. 7(a) and (b). At later times, the population of the hole is clearly seen to oscillate between the two layers, which is very accurately described by Eq. (23), confirming that the many-body continuum indeed decoheres for long times $\tau \gg t$. Physically, these oscillations arise from the fact that a hole initially localized in one layer corresponds to an equal superposition of the symmetric and anti-symmetric polaron. As time evolves, this results in a beating with a frequency given by their energy difference. The oscillations are faster for $t_1/t = 1.5$ than for $t_1/t = 0.5$, since a stronger coupling between the planes results in a larger energy splitting between the two polarons. There are, however, no oscillations for $p = Q/2$ where the symmetric and anti-symmetric polarons are degenerate and the bare hole somewhat counterintuitively remains in one layer for all times. As discussed above, this is because the symmetric and anti-symmetric polarons are degenerate for $p = Q/2$ so that a polaron eigenstate can be formed with the bare hole exclusively in one layer, while

Even though the real time dynamics is dominated by the polaron, the fourier transformed polaron energy bands are still present. The momentum of the ground state also moves from $p_0$ to $\perp t$, $\omega/t = 0$ to $\omega/t = 3$ and $\omega/t = 1$ for $\perp t = 3$. Note that the mirror symmetry for $\omega/t = 3$ and $\omega/t = 1$, i.e., $\pm \pi/2 \rightarrow \mp \pi/2$, is preserved. Panel (c) shows the momentum $p = (p_x,p_y)$ of the ground state as a function of $t_1/t$ for $J/t = 0.01$ and $J/t = 0.3$. The yellow dots indicate the boundary of the magnetic BZ gives rise to several degenerate minima of the polaron energy.

![Polaron energy bands](image)

**FIG. 5:** Polaron energy bands. The polaron energy bands along the diagonal $p = (p_x,p_y)$ for $J/t = 0.3$ and different values of $t_1$. This shows the splitting of the symmetric and anti-symmetric polaron energies when $t_1 \neq 0$ except for $p = Q/2$ where the two states are degenerate. The momentum of the ground state also moves from $Q$ to $0$ with increasing $t_1$.

![Magnetic polaron dispersion](image)

**FIG. 6:** Magnetic polaron dispersion. Panel (a)-(c) show the energy of the magnetic polaron in the BZ for $J/t = 0.3$ and $t_1/t = 0, 1, 3$. The yellow dots indicate the minima and the black square the edge of the magnetic BZ given by $|p_x| + |p_y| = \pi$. Panel (d) shows the momentum $p = (p_x,p_y)$ of the ground state as a function of $t_1/t$ for $J/t = 0.01$ and $J/t = 0.3$. Note that the mirror symmetry around the boundary of the magnetic BZ gives rise to several degenerate minima of the polaron energy.

It turns out that we can obtain the hole dynamics from our SCBA calculation by analytic continuation. The reason
its presence in the other layer is always accompanied by spin waves. The excellent agreement between Eq. (23) and the numerics also illustrates that the dynamics of the bare hole and the polaron is strongly entangled, since Eq. (23) arises from only considering the polaron states whereas the Green’s functions give the dynamics of the bare hole.

Experimentally, this intriguing interlayer dynamics of the hole is most easily measured for the $p = 0$ case, since it corresponds to the hole initially being created with uniform density and no relative phase over one layer. The excited spin waves will change these oscillations, but using the form of the wave function in Eq. (13) shows that the oscillation frequency persists.

**B. Site resolved dynamics**

In a recent optical lattice experiment, the motion of a hole initially created at a given lattice site was observed with single site resolution in a one AF layer [34]. Inspired by this impressive experiment, we now explore the hole dynamics in real space via the Green’s functions $G_d^\tau(r, \tau)$ and $G_o^\tau(r, \tau)$ obtained by Fourier transforming from momentum space. They give the overlap between an initial state with a hole created at the origin at time 0, and a state where the hole is removed in the same/different layer at position $r$ and time $\tau$.

In Fig. 8 we plot $|G_d^\tau(r, \tau)|$ and $|G_o^\tau(r, \tau)|$ for $J/t = 0.3$, $t_i/t = 0.67$, and $\tau/t = 20$. One clearly sees how the hole has spread out, creating checkerboard patterns. These patterns are caused by the fact that the hole must jump an even number of times before the $S_i^z \hat{S}_i^z$ terms in Eq. (3) can repair the magnetic frustration as discussed in Sec. V, and they are, therefore, inverted with respect to each other in the two layers. Figure 8, furthermore, shows that the expansion of the hole is faster along the diagonal directions. This is because the hole motion for long times is determined by the ballistic expansion of magnetic polarons [16] as we will discuss further in Sec. VILC. Since the polaron dispersion is steepest along the diagonals as can be seen in Fig. 6, this results in a faster expansion along those directions.

We remind the reader that $G_{d/o}^\tau(p, \tau)$ describes the dynamics of a bare hole in the sense that it gives the overlap between hole states separated by the time $\tau$ with no spin waves present. Hence, it does not give information regarding the overlap with final states describing the simultaneous presence of a hole and spin waves such as those connected to the origin by an odd number of jumps. As such, the checkerboard patterns shown in Fig. 8 is an artefact of projecting out these states. Nevertheless, the Green’s functions reflect the hole dynamics, since a bare hole is strongly entangled with the polarons. We discuss this point further in the next section.

**C. Order to disorder quantum phase transition**

It is well-known that in the absence of a hole, the bilayer system undergoes a quantum phase transition with increasing $t_i/t$ from the ordered AF state to a disordered state, where neighbouring spins in the two layers form spin singlets [22, 23, 25]. Quantum Monte-Carlo calculations and series expansions yield the critical value $J_i/J \sim 2.5$ for this transition [20, 21, 24], corresponding...
to $t_j/t = 1.58$ when $J_j/J = t_j^2/t^2$. The presence of a single hole will not affect this phase transition, whereas the phase transition does affect the hole dynamics as we will now explore.

In Fig. 9, we plot the sublattice magnetization as a function of $t_j/t$ calculated within linear spin wave theory as

$$\langle S_z \rangle = \frac{1}{2} - \frac{1}{2N} \sum_k \left( v_{k,\uparrow}^2 + v_{k,\downarrow}^2 \right). \quad (24)$$

The magnetization first increases with $t_j/t$ reaching a maximum at $t_j/t = 0.82$ after which it decreases until magnetic order is lost at $t_j/t = 3.67$ in agreement with Ref. [25]. Linear spin wave theory thus captures the qualitative physics of the phase transition with the AF order going to zero, but as usual for a mean-field theory, it overestimates the transition point due to the omission of longitudinal spin fluctuations [25].

To explore the effects of this phase transition on the hole dynamics, we plot in Fig. 10 the diagonal and off-diagonal real space Green’s functions for $\tau/t = 16$ and $\tau/t = 22$. This shows that the hole delocalizes slower for $t_j/t = 1$ compared to $t_j/t = 0$. Physically, this is because the AF order is larger at $t_j/t = 1$, see Fig. 9, making it energetically more costly for the hole to move. Increasing the interlayer coupling further, we see that the hole delocalizes faster for $t_j/t = 3$. This non-monotonic behaviour of the hole expansion velocity is consistent with the magnetic order, which first increases with increasing interlayer coupling before it vanishes at the phase transition.

To quantify this, we consider the rms distance of the bare hole from origin defined by

$$d_{\text{rms}}(\tau) = \sqrt{\frac{\sum_r r^2 \left( |G^z_r(r,\tau)|^2 + |G^y_r(r,\tau)|^2 \right)}{\sum_r \left( |G^z_r(r,\tau)|^2 + |G^y_r(r,\tau)|^2 \right)}. \quad (25)$$

The normalization takes care of the fact that the likelihood of finding a bare hole is less than unity for $\tau > 0$ where spin waves are present. Indeed, we have $\sum_r (|G^z_r(r,\tau)|^2 + |G^y_r(r,\tau)|^2) = 2N$ for $\tau/t \to \infty$ when the many-body continuum has decoupled.

In Fig. 11, we plot $d_{\text{rms}}(\tau)$ for $J_j/J = 0.3$ and $t_j/t = 0, 1, 2, 3$. After an initial rapid expansion and oscillations, the hole starts moving with a constant velocity. This long time dynamics of the hole is governed by ballistic expansion of magnetic polarons, which have been formed after the initial creation of a bare hole. Indeed, it has recently been shown using a time-dependent wave function within the SCBA that the long time expansion of a hole initially created at a given site in a single layer is determined by the formation and ballistic motion of magnetic polarons [16]. Here, we find $v_{\text{rms}} = d_{\text{rms}} = 0.213t$ for the expansion velocity of the bare hole at long times in the case of the two layers completely decoupled with $t_j/t = 0$. This is very close to value $v_{\text{rms}} = 0.215t$ found for the final expansion velocity of magnetic polarons for a single layer [16]. The agreement explicitly demonstrates that the motion of the bare hole discussed in this paper closely follows the motion of magnetic polarons for long times, which can be understood from the fact that the hole is closely entangled with the polaron for long times.

Figure 11, furthermore, shows that the hole expands slower for $t_j/t = 1$ as compared to $t_j/t = 0$, and that the expansion velocity then increases again with $t_j/t = 3$, consistent with Fig. 10. This is illustrated further in Fig. 9 where the final expansion velocity after the magnetic polaron has formed is plotted as a function of $t_j/t$. The expansion velocity depends non-monotonically on $t_j/t = 0$, $t_j/t = 1$ and $t_j/t = 3$. The agreement explicitly demonstrates that the motion of the bare hole discussed in this paper closely follows the motion of magnetic polarons for long times, which can be understood from the fact that the hole is closely entangled with the polaron for long times.
directly reflecting the behaviour of the magnetic order also shown in Fig. 9. From this we conclude that the approach to the order-to-disorder phase transition of the bilayer system with increasing interlayer coupling can be detected as an increase in the hole expansion velocity as the transition point is approached from the AF phase, reflecting the decrease in the magnetic energy cost of hole hopping.

It should be noted that while our theory does not contain the singlet correlations across the layers giving rise to the disordered phase, we believe our results are qualitatively reliable. In particular, the increase in the expansion velocity as the phase transition is approached inside the AF phase is a robust result, since a decreasing magnetic order means less energy cost for hole hopping, which physically must be expected to lead to a higher velocity. Also, our theory agrees qualitatively with a variational calculation interpolating between the ordered AF state and a disordered singlet product state regarding the influence of the interlayer coupling on the polaron spectrum [46]. In this paper, the momentum of the ground state was also predicted to move from \( \mathbf{Q}/2 \) to \( \mathbf{0} \) with increasing interlayer coupling \( J_\perp \) in agreement with our findings shown in Fig. 6. Band structures similar to what we show in Fig. 5 were also reported. So even though our analysis for the phase transition is quantitatively unreliable, we expect the main finding, i.e. the speed up of the hole, to be qualitatively correct.

FIG. 11: \textbf{rms distance of the hole.} The rms distance given by Eq. 25 for \( J/t = 0.3 \) and \( t_\perp/t = 0, 1, 2, 3 \). The final expansion velocities are in Fig. 9 are found from the slopes of the asymptotic dashed lines.

VII. CONCLUSIONS

We investigated the equilibrium and non-equilibrium properties of a hole in an AF bilayer using a diagrammatic approach based on the SCBA. The spectral properties of the hole were shown to exhibit two quasiparticle peaks corresponding to magnetic polarons that are either symmetric or anti-symmetric under layer exchange. We calculated the energy bands of these two kinds of polarons in the BZ and showed that they are degenerate at certain momenta due to the underlying AF symmetry. The momentum of the ground state polaron was, furthermore, shown to move to the origin of the BZ with increasing interlayer coupling. We then demonstrated that a hole initially created in one layer, oscillates between the two layers with a frequency determined by the energy difference between the symmetric and the anti-symmetric polaron. Finally, we analyzed how the asymptotic expansion velocity of a hole initially created at a given lattice site is governed by the ballistic motion of polarons, and that it first decreases and then increases as a function of the interlayer coupling, reflecting that a quantum phase transition to a disordered state of the spins is approached.

We have largely focused on observables that are accessible in experiments based on cold atoms in optical lattices. In particular, their single site resolution and the ability to perform quench experiments where a hole is abruptly released from a given lattice site [31–35], combined with the recent creation of a bilayer system [36], show that optical lattices provide a promising platform to observe the effects discussed above.

Interesting future research directions include calculating the time-dependent wave function of a hole initially created at a given lattice in the bilayer using the SCBA. This has recently been achieved for a single layer [16] and would give access to the full non-equilibrium dynamics of the hole. Another intriguing question concerns the properties of a hole in the disordered phase for large interlayer coupling, where neighbouring spins in the two layers form singlets. Finally, an important problem concerns the role of temperature, since optical lattice experiments invariably are performed at a non-zero temperature.
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Appendix A: Diagonalization of \( \hat{H}_J \)

In this appendix, we will elaborate on the steps taken in diagonalizing \( \hat{H}_J \), Eq. (3). Using the mappings described in Section II and neglecting the hardcore con-
strain we find
\[ \hat{H}_J = \hat{H}_J^\text{int} + \frac{J}{2} \sum_{(i),l} \left[ \hat{s}^\dagger_{i,1} \hat{s}_{i,1} + \hat{s}^\dagger_{i,3} \hat{s}_{i,3} \right] + \alpha \left( \hat{s}_{i,1} \hat{s}_{i,1} + \hat{s}^\dagger_{i,1} \hat{s}^\dagger_{i,1} \right) \right] - \frac{J}{2} (N - 1) + \alpha \left( \hat{s}_{i,1} \hat{s}_{i,1} + \hat{s}^\dagger_{i,1} \hat{s}^\dagger_{i,1} \right) \right] - \frac{J}{2} (N - 1) , \] (A1)

where \( \hat{H}_J^\text{int} \) contains the non-linear terms which are neglected. \( \alpha \) and \( \alpha_i \) describe possible intra and inter layer anisotropy respectively. They are set equal to unity in the main text for the sake of clarity, but they can easily be considered. Defining the Fourier transform in the standard way
\[ \hat{s}_{i,1} = \frac{1}{\sqrt{N}} \sum_k e^{i k \hat{s}_{i,k}} , \] (A2)

the Hamiltonian in momentum space can be written as
\[ \hat{H}_J^\text{int} = E_0 + \frac{1}{4} \sum_k \left[ \hat{s}^\dagger_{1,k} \hat{s}_{1,-k} + \hat{s}^\dagger_{2,k} \hat{s}_{2,-k} \right] \left[ \mathcal{H}_d \mathcal{H}_o \mathcal{H}_o \mathcal{H}_d \right] \left[ \hat{s}^\dagger_{1,k} \hat{s}_{1,-k} \hat{s}^\dagger_{2,k} \hat{s}_{2,-k} \right] , \] (A3)

with
\[ \mathcal{H}_d = \begin{bmatrix} J_z + J_i & \alpha J z \gamma_{k} \\ \alpha J z \gamma_{k} & J_z + J_i \end{bmatrix} \]
\[ \mathcal{H}_o = \begin{bmatrix} 0 & \alpha_i \gamma_{k} \\ \alpha_i \gamma_{k} & 0 \end{bmatrix} . \] (A4)

To diagonalize a Hamiltonian of this kind, it is practical to get it on a block diagonal form first by performing a unitary transformation. In the block diagonal form, one can then utilize the canonical Bogoliubov transformation for each block individually. To do so, we realize
\[ \frac{1}{2} \begin{bmatrix} \mathcal{I}_2 & \mathcal{I}_2 \\ -\mathcal{I}_2 & \mathcal{I}_2 \end{bmatrix} \left[ \mathcal{H}_d + \mathcal{H}_o \right] \left[ \mathcal{I}_2 & \mathcal{I}_2 \\ -\mathcal{I}_2 & \mathcal{I}_2 \end{bmatrix} \left( \mathcal{H}_d + \mathcal{H}_o \right)^{-1} = \begin{bmatrix} \hat{U}_{+,-} \hat{U}_{-,+} \\ \hat{U}_{-,+} \hat{U}_{+,-} \end{bmatrix} \] (A5)

such that by defining
\[ \begin{bmatrix} \hat{s}^\dagger_{1,k} \\ \hat{s}^\dagger_{1,-k} \\ \hat{s}^\dagger_{2,k} \\ \hat{s}^\dagger_{2,-k} \end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix} \mathcal{I}_2 & \mathcal{I}_2 \\ -\mathcal{I}_2 & \mathcal{I}_2 \end{bmatrix} \begin{bmatrix} \hat{b}_{+,-} \\ \hat{b}_{-,+} \\ \hat{b}_{-,+} \\ \hat{b}_{+,-} \end{bmatrix} \] (A6)

and choosing
\[ \hat{U}_{\pm,k} = \begin{bmatrix} u_{\pm,k} & -v_{\pm,k} \\ -v_{\pm,k} & u_{\pm,k} \end{bmatrix} \] (A7)

with the coherence factors given by
\[ u_{\pm,k} = \sqrt{\frac{1}{2} \left( \frac{z J + J_i}{2 \omega_{\pm,k}} + 1 \right)} , \]
\[ v_{\pm,k} = \text{sgn} \left[ \alpha z J \gamma_k + \alpha_i J_z \right] \sqrt{\frac{1}{2} \left( \frac{z J + J_i}{2 \omega_{\pm,k}} - 1 \right)} \] (A8)

the Hamiltonian becomes diagonal
\[ \hat{H}_J = E_0 + \sum_{k,\mu=\pm} \omega_{\mu,k} \hat{b}_{\mu,k}^\dagger \hat{b}_{\mu,k} , \] (A9)

with the dispersion relations
\[ \omega_{\pm,k} = \frac{1}{2} \sqrt{(J_z + J_i)^2 - (\alpha J z \gamma_{k} \pm \alpha_i J_z)^2} . \] (A10)

\section*{Appendix B: Sum rule for \( A_o \)}

By following the same approach as presented in [48] it is shown that
\[ \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} A_o(p, \omega) = 0 . \] (B1)

From the definition of the off-diagonal spectral function
\[ \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} A_o(p, \omega) = -\int_{-\infty}^{\infty} \frac{d\omega}{2\pi} 2 \text{Im} [G_o^R(p, \omega)] . \] (B2)

As shown in [48] for the diagonal part, one can by using the Lehmann representation state the imaginary part of the retarded Green’s function as
\[ 2 \text{Im} [G_o^R(p, \omega)] = -\frac{2\pi}{Z} \sum_{n,n'} \langle n \hat{h}_{2,p} | n' \rangle \langle n' \hat{h}_{1,p}^\dagger | n \rangle \left( e^{-\beta E_n} + e^{-\beta E_n'} \right) \delta(\omega + E_n - E_n') , \] (B3)

where \( Z \) is a normalization constant defined such that \( \langle ... \rangle = \frac{1}{Z} \sum_n \langle n | e^{-\beta H} | n \rangle / Z \), and the summation runs over all states with no holes present. Inserting this expression into Eq. (B2) we find
\[ \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} A_o(p, \omega) = \frac{1}{Z} \sum_{n,n'} \langle n \hat{h}_{2,p} | n' \rangle \langle n' \hat{h}_{1,p}^\dagger | n \rangle \left( e^{-\beta E_n} + e^{-\beta E_n'} \right) \]
\[ = \frac{1}{Z} \sum_{n,n'} \left( \langle n \hat{h}_{2,p} | n' \rangle \langle n' \hat{h}_{1,p}^\dagger | n \rangle e^{-\beta E_n} + \langle n' \hat{h}_{1,p}^\dagger | n \rangle \langle n \hat{h}_{2,p} | n' \rangle e^{-\beta E_n'} \right) \]
\[ = \frac{1}{Z} \sum_n \langle n \hat{h}_{2,p} | n \rangle \langle n \hat{h}_{1,p}^\dagger | n \rangle e^{-\beta E_n} + \langle n \hat{h}_{1,p}^\dagger | n \rangle \langle n \hat{h}_{2,p} | n \rangle e^{-\beta E_n'} \]
\[ = 0 . \] (B4)
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