A Saliency Based Image Fusion Framework for Skin Lesion Segmentation and Classification
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Abstract: Melanoma, due to its higher mortality rate, is considered as one of the most pernicious types of skin cancers, mostly affecting the white populations. It has been reported a number of times and is now widely accepted, that early detection of melanoma increases the chances of the subject’s survival. Computer-aided diagnostic systems help the experts in diagnosing the skin lesion at earlier stages using machine learning techniques. In this work, we propose a framework that accurately segments, and later classifies, the lesion using improved image segmentation and fusion methods. The proposed technique takes an image and passes it through two methods simultaneously; one is the weighted visual saliency-based method, and the second is improved HDCT based saliency estimation. The resultant image maps are later fused using the proposed image fusion technique to generate a localized lesion region. The resultant binary image is later mapped back to the RGB image and fed into the Inception-ResNet-V2 pre-trained model–trained by applying transfer learning. The simulation results show improved performance compared to several existing methods.
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1 Introduction

Melanoma, due to its higher mortality rate, is considered as one of the most pernicious type of skin cancers, mostly affecting the white population [1]. Only in the year 2020, 104,350 new melanoma cases were reported in the US alone, out of which around 11,650 ended up in deaths [2]. It has been reported a number of times, and is now widely accepted, that early detection of melanoma–usually by means of biopsy–increases the chances of subject’s survival [3–5]. Despite being cost effective, this method, is not the preferred one either by the dermatologists or by the patients themselves [6]. Therefore, researchers are more focused on the machine learning based techniques that help doctors in diagnosing the skin cancer with greater accuracy.
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An orthodox diagnostic procedure of melanoma starts with manual inspection of the lesion region by analyzing the patterns of lesion, mostly recognized by the patients first [7]. Upon consulting a dermatologist, what follows is either the biopsy method, or compression of the skin lesions by means of computerized diagnostic tests (CAD) on camera-based dermoscopic images. The latter, which is also there in practice for around three decades [8], tends to improve decision making by the physicians and nurses on the classification of skin cancer as either malignant or benign. The CAD programs for lesion classification work primarily by considering (some of) the following:

(a) Image preprocessing: removal of hair, artefacts, bubbles, color variation, etc.
(b) Segmentation: object-of-interest detection and/or removal of the background details.
(c) Feature extraction: identification of principal components (by conventional/deep methods).
(d) Classification: assignment of labels to the lesions.

The first two among the above enumerated steps are now mostly incorrectly considered resolved, where techniques such as clustering, thresholding histograms, and active contour have been widely used for lesion segmentation [9]. The latter two, on the other hand, have seen a tremendous number of contributions recently; especially several machine learning techniques have been introduced and exploited towards advanced/more accurate classification. Still, however, accurate classification is far from being resolved, especially because of various reasons including high correlation between the lesion and the surrounding area, fused borders, and to name a few more [10].

There are some features that are used universally in the classification of lesion, such as deep, structural and textural features. Several tools and methods, including decision trees, vector support machines, and neural networks etc., have been developed that are trained on the said features to perform classification [8–10]. Despite the availability of tools and literature in abundance, we believe there still remains a lot to be done, especially in the areas of segmentation, and features selection and extraction. The primary reasons behind the existence of this gap include high false positive ratio due to background, high correlation factor, presence of border regions, shape of the lesion, unavailability of the ground truth, data unbalancing, etc. This work is intended to address such challenges by proposing a new deep learning framework for skin lesion segmentation and classification. The framework relies upon CNN models and an improved saliency estimation approach.

While the details on the proposed work shall follow in the next sections, the organization of the manuscript is as follows: The background of segmentation and classification and some of the related works are presented in Section 2. The problem statement and key contributions of our work are summarized in Section 3. The proposed framework and simulation results are presented in Section 4, and Section 5 respectively. We conclude the paper in Section 6.

2 Related Work

Mostly the researchers have treated this problem as a binary class problem, and categorize the lesion into malignant and benign classes, as shown in Fig. 1. Lesion segmentation is an important step in diagnosing skin cancer with an automatic system. In spite of the availability of various proven techniques, the segmentation of lesion regions continues to receive attention by the researchers motivated by some limitations, especially in border detection process. In [11], a new class of fully convolutional networks, with dense pooling layers for segmentation of lesion regions in skin images, is proposed. This system achieves a dice score of 91.6% on the Dermquest
database and 91.9% on ISIB 2016. Several other segmentation techniques rely on CNNs, but these somehow fail to extract specific boundaries of lesion.
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**Figure 1:** Skin lesion samples showing malignant (top) and benign (bottom) classes

Therefore, a high resolution network is proposed [12], which consists of three branches: the main branch of network takes high resolution features as input, and extracts spatial information around boundaries of lesion. The remaining branches focus on discriminative features and then perform fusion on the output. The authors perform their experiments on ISIB 2016, 2017 and PH2 databases, and retrieve Jaccard indices of 0.783, 0.858, and 0.857, which shows the accuracy of the system.

Separation of the lesion as the first step in the study of skin cancer remains a difficult problem because datasets are limited, and they provide images that have led researchers to use comprehensive augmentation. Despite the limited size of available data, in [13], a network is trained from scratch and does not over expand the data that are not used to remove artifacts or enhance the images. The proposed model is compared with multiple resolution layers, which lead to a high Jaccard index, and is then evaluated by combining background images of conversion into a flexible neural network. The model is developed by using CIELAB and evaluated on publicly available datasets from ISBI. This hybrid architecture shows robustness, and also shows improved feature segmentation by 17% and segmentation by 7%.

Automatic dissection of the lesion is considered a difficult phase in CAD to detect melanoma. By implementing a new and automatic network in which lesion process is called the Network of Dermoscopic Skin (DSNet) [14]. To make the system less heavy by reducing the number of parameters, they use deep fragmentation to generate discriminatory characteristics learned at different coding stages. They use publicly accessible datasets, namely ISIC-20171 and PH22. The obtained mean Intersection over Union (mIoU) is 77.5% and 87.0% respectively.

The possible impact of lesions on the efficiency of CNN based classifiers has not been systematically studied much, apart from a few attempts [9], where the efficacy of CNN lesion procedures was studied, and that without the use of any segmentation for lesion masks. In the workflow that CNN has built to enhance efficiency, there are only a few studies that have exploited the specifics of lesion segmentation. In [15], the authors propose an integrated diagnostic framework that includes division of the skin boundary section and division of multiple skin
lesions. In the former, they separate the boundaries of lesions from all the dermoscopy images. Subsequently, CNN classifiers such as Inception-v3, DenseNet-201, ResNet-50, and Inception-ResNet-v2 are used for individual skin lesions, which is an important step in diagnosing skin ulcers because it removes different kinds of lesion. Three independent datasets (ISIC2016, 2017 and 2018, consisting of two, three, and seven forms of lesions, respectively) with relevant categories, classification, and extensions are used to test the integrated learning model.

In [16], the effect of image size on lesion segmentation based on previously trained CNNs and transfer learning has been investigated. ISIC computerized images can increase the size or generate six different sizes from 224 × 224 to 450 × 450. EfficientNetB0, EfficientNetB1 and SeReNeXt-50 are tested. This study proposes and explores the multi-CNN (MSM-CNN) integration approach in terms of a three-level integration strategy that uses three network structures trained on fixed images of various scales. GAN network expansion technology has been proposed to enhance the classification of skin lesions [17]. The suggested design improves the generator’s style control and noise feedback, and then adjusts the generator and discriminator to integrate skin lesions. The classification is performed by means of transfer learning using a pre-trained deep network. In this way, the segmentation of the lesion is first performed to obtain the ROI lesions in images [18]. There are pre-trained neural networks that include ResNet and DenseNet that are used as the ROI image output. Instead of using extracted features such as classifiers, the proposed design obtains moderate-level representation by using interactions between various image samples based on distance learning. The test results show that the proposed method achieves a higher level of performance compared to the existing CNN methods. In the covered articles, most of the researchers have covered the classification problem by embedding either the existing feature extraction framework or the one with the modifications. Further, fusion framework is not thoroughly covered in the literature, which has been used for the segmentation. Therefore, in this framework, we made use of image fusion framework by exploiting the concept of saliency.

3 Problem Statement

In the last few years, the CAD systems have gained a substantial importance in the field of medical imaging. In the field of dermatology, the implemented systems work efficiently, but still there exists a scope of improvement. The primary challenges lie in the segmentation and feature extraction/selection phases. Several existing algorithms simply bypass the segmentation phase, which leads to high misclassification. The deep models trained on the images with background (irrelevant information) modify the neurons’ weights as per details of the background; this results in the increased false-positive ratio. Similarly, consideration and utilization of full feature vector results in the features’ high correlation factor, the effects of which are unavoidable in the later stage of classification. A few other constraints are the presence of border regions, the shape of lesion, unavailability of ground truth, data unbalancing, etc. In this work, we primarily consider these major constraints, and propose a technique that mitigates the effect of these challenges.

3.1 Research Contributions

The main advantage of the CNN framework is its capacity to extract a robust set of features compared to the conventional methods. Since our work is on skin lesion types and body attributes, we sincerely believe that the classical features will not achieve that level of accuracy. Inspired by the CNN framework, we propose a new deep learning framework for skin lesion segmentation and classification. The lesion region is localized by fusing the CNN models and the saliency estimation approach. The mapped lesion region is later utilized for the extraction of deep features.
The resultant fused feature vector is finally exploited for the classification using multi-class ELM. The key contributions of this work are outlined below:

(a) An improved HDCT saliency approach is employed that generates the saliency map of the dermoscopic images based on color transforms.
(b) A contrast-reinforced image fusion framework is employed that utilizes resultant RGB images generated from the implemented saliency methods.
(c) An improved saliency based framework is developed that contemplates the lesion region of the dermoscopic images to generate the resultant deep features for the final classification.

4 Proposed Framework

In this work, we utilize the concept of saliency to localize the lesion regions using two algorithms, visual saliency using information contents weighting, and the proposed improved HDCT based saliency estimation. The former algorithm is our own work, previously used to localize salient regions in the natural images, and here it is used for the medical images, whereas the latter is proposed to highlight the important or region of interest in the medical images. Further, to select the most discriminant regions, somewhat common in both maps, a fusion methodology is opted. In this regard, a contrast-reinforced fusion mechanism is followed that feeds the highlighted foreground to the fusion framework - leading to increased segmentation accuracy. Considering the fact, training the deep network with the objects of interest increases the classification accuracy. Therefore, Inception-ResNet-V2 is finally trained on the extracted lesion regions to classify the testing images into binary classes of malignant and benign. Fig. 2 demonstrates the complete flow of the proposed framework.

Figure 2: Proposed object of interest detection and classification framework
4.1 The Features of Salient Region

Identifying the groups of salient regions with diversified material of an image is a difficult task in real applications. Many visual selection models comply with the theories based on position, rather than the object theories. Development of the universal saliency detection system looks yonder limits of possibility, although many innovative techniques have been developed, based on the given properties of the salient object [19–22]. It is therefore necessary to clearly define properties of the salient regions.

(a) In terms of its neighbor regions, the salient region has distinct levels of contrast and color.
(b) It has distinct details of texture and different orientations, when compared with the background.
(c) The salient region differs significantly from the norm because the background contains characteristics that frequently occur.

4.2 Color Space Selection

In saliency detection, the selection of color space is a primary step to defining the human vision more accurately, which is broadly categorized into four categories [23].

(a) **Primary space**: It is based on the theory of trichromatic, which basically defines that every color is basically derived from basic three colors: red green and blue (RGB).
(b) **Luminance chrominance space**: These spaces are viscerally uniform where luma or lightness is expressed by L.
(c) **Perceptual space**: These spaces approximate the perception of human color with saturation, hue and intensity.
(d) **Independent component**: Linear transformation is used to measure these spaces and dependent coding is used for this method.

In the weighted saliency method [23], initially three luminance chrominance colorspaces are selected that are near to human perception and with the capability of separating the color from light components. When transfiguring test images into channels $L \times u \times v$, $L \times a \times b$ and color spaces $YC_bC_r$, we find an attractive fact that the salient regions are always salient in one or may be more than one channels ($L, a, b, u, v, L, Y, C_b, C_r$), as shown in Fig. 3. When the background details are excluded, the salient region objects are selected, and color channels are independently processed. After performing the contrast stretching on each channel, four channels are excluded from the saliency competition based on maximum and minimum details. In the subsequent step, weights are calculated based on five parameters including feature vector distance matrix, feature vector space creation, number of labels, distance from the center, and boundary connections. Finally, a winner channel is selected—having maximum weight compared to other channels.
Figure 3: Proposed weighted saliency flow chart

4.3 An Improved HDCT Saliency

The detection of salient regions reflects an area in an image that draws human interest. The identification of salient regions is more useful in segmentation tasks and provides better
performance. We present an improved high-dimensional color transformation (HDCT) method [24] in this work, the key principle of which is to measure the saliency map based on the features of color; for the shape details, the features of histogram are used instead. From the transpose layer of the model, the deep features are calculated, then all these features are convolved with the features of color for the final trimap construction. Moreover, for the projection matrix, we use entropy rather than LDA. Algorithm 1 demonstrates the complete flow.

\[ \kappa = \begin{pmatrix} \Gamma_1^y & \Gamma_1^y & \Gamma_1^y & g_1^y & \cdots \\ \Gamma_2^y & \Gamma_2^y & \Gamma_2^y & g_2^y & \cdots \\ \Gamma_3^y & \Gamma_3^y & \Gamma_3^y & g_3^y & \cdots \\ \vdots & \vdots & \vdots & \vdots & \ddots \\ \Gamma_n^y & \Gamma_n^y & \Gamma_n^y & g_n^y & \cdots \end{pmatrix} \]

(1)

\[ \tilde{\kappa} = \begin{pmatrix} \Gamma_1^y & \Gamma_1^y & \Gamma_1^y & g_1^y & \cdots \\ \Gamma_{F(i)}^y & \Gamma_{F(i)}^y & \Gamma_{F(i)}^y & g_{F(i)}^y & \cdots \\ \vdots & \vdots & \vdots & \vdots & \ddots \\ \Gamma_{B(j)}^y & \Gamma_{B(j)}^y & \Gamma_{B(j)}^y & g_{B(j)}^y & \cdots \\ \vdots & \vdots & \vdots & \vdots & \ddots \end{pmatrix} \]

(2)

\[ H = [111 \cdots 1 \cdots 000 \cdots 0]^T \in \mathbb{R}^{p \times 1} \]

(3)

**Algorithm 1: Improved HDCT Based Saliency Estimation**

**Input:** \( \tilde{\Xi} \leftarrow \text{Trimap}, \kappa \leftarrow \text{HDCT matrix} \)

**Output:** \( \tilde{\Omega}(\Phi_i) \)

(i) \( F \leftarrow \text{Foreground pixels in } \tilde{\Xi} \)

(ii) \( \beta \leftarrow \text{Background pixels in } \tilde{\Xi} \)

(iii) \( \Psi \leftarrow F + \beta \)

(iv) \( \kappa \in \mathbb{R}^{p \times l} \)

(v) Calculate \( H \in \mathbb{R}^{p \times 1} \)

(vi) Calculate \( a^* = \kappa \sim + \Lambda \phi)^{-1} \tilde{\kappa}^{T}H \)

(vii) Calculate \( \tilde{\Omega}(\Phi_i) = \sum_{j=1}^{l} \kappa_{ij} a^*_j \)

(viii) Apply Otsu thresholding [25]

(ix) \( \tilde{\Omega}(\Phi_i) \leftarrow \text{Segmented Image in a binary form} \)

Where \( H \) is a binary matrix, where 1 shows the foreground regions and 0 shows the background, as shown in Eq. (3). For the description of each symbol, refer to Tab. 4.
4.4 Image Fusion Framework

In image fusion techniques, preserving the image key contents is exceedingly important. Therefore, structure-aware techniques are quite effective in this regard. Most of the multi-modal image fusion methods rely predominantly on the multi-scale transforms, which are computationally complex. Therefore, in this work, we propose the multi-modal image fusion methods; its strength is to preserve the structural information, and low complexity. Further, it is explained with the following sequence, Algorithm 2.

Algorithm 2: Image Fusion

Inputs: $I_1(x, y) \in \mathbb{R}^{m_1 \times n_1}, I_2(x, y) \in \mathbb{R}^{m_2 \times n_2}$, where $m_1 = m_2$ rows and $n_1 = n_2$ columns of source images

Output: $I_F(x, y) \in \mathbb{R}^{m \times n}$

$\delta \leftarrow$ convolution window size

$\tau \leftarrow$ upper bound

$k \in \{1, 2\}$

(i) $I^k_G \leftarrow$ Apply Gaussian filter with $\sigma = 1$ to remove noise $\delta_G(x, y) = \frac{1}{2\pi \sigma^2} e^{-\frac{x^2 + y^2}{2\sigma^2}}$

(ii) Find $I^k_{cs}(x, y)$, by applying contrast stretching algorithm as in [23]

(iii) Determine element number in each grid by applying box filter: $\delta = [\text{ones}(m^k, n^k), \tau]$

(iv) For $(\rho \in \{1, 2\})$

(v) Determine the gradient magnitude of $I^k_{cs}(x, y)$: $\Delta(x, y) = |\frac{\partial I^{(\rho)}(x, y)}{\partial x}| + |\frac{\partial I^{(\rho)}(x, y)}{\partial y}|$

(vi) Normalize $\Delta(x, y)$ to $\xi \in [0, 1]$ using given relation $\zeta = \frac{\Delta(x, y) - \min(\Delta(x, y))}{\max(\Delta(x, y)) - \min(\Delta(x, y))}$

(vii) Perform image dilation $\zeta$ and closing $\zeta(p)$ operations as in [23]

(viii) end for

(ix) Find affinity matrix: $\bar{\omega} = [\xi^{(1)}, \xi^{(2)}]$

(x) Apply image smoothing on affinity weight matrix: $\bar{\omega} \leftarrow \text{boxfilter}(\bar{\omega}, \tau)$

(xi) Calculate average: $\mu = \frac{\text{boxfilter}(\bar{\omega}, \tau)}{\delta}$

(xii) Calculate variance: $\sigma^2 = \frac{\text{boxfilter}(\bar{\omega} \cdot \ast \bar{\omega}, \tau)}{\delta} - \mu \cdot \ast \mu$

(xiii) Apply the structure filtering using algorithm Algorithm 3

(xiv) $\hat{\omega} = \mu + \frac{\sigma^2}{\sigma^2 + \lambda} \cdot \ast (\bar{\omega} - \mu)$

(xv) Resultant fused image: $I_F(x, y) = \hat{\omega} I_1(x, y) + (1 - \hat{\omega}) I_2(x, y)$

Algorithm 3: Structure Filtering

Inputs: $I(x, y) \leftarrow$ Input Image, $\tau \leftarrow$ upper bound, $\lambda \leftarrow 0.0001$

Output: $\hat{I}_F(x, y)$

(i) $\mu \leftarrow \text{fmean}(I(x, y))$

(ii) $\sigma^2 \leftarrow \text{fmean}(I(x, y) \times I(x, y)) - \mu^2$

(iii) $I_F(x, y) \leftarrow \mu + \frac{\sigma^2}{\sigma^2 + \lambda} (\tau - \mu)$
In the proposed contrast-reinforced image fusion framework, the inputs are the contrast stretched gray images from both saliency techniques, proposed improved HDCT saliency and weighted saliency method [23]. The fusion framework generates the resultant binary image using direct correlation of both images. The structuring filter, based on initial set of parameters, traverses the image to identify mean and variance of each block, and later based on the selected parameters assign each block a weight value. The blocks with maximum weight are later fused to generate the results fused binary image.

4.5 Image Fusion Algorithm

In images, different regions have different contrast levels, therefore, gradient is calculated to find edges existed in different regions. Assume, we have two contrast stretched images $I_1(x,y)$ and $I_2(x,y)$, for which the gradient is calculated using Eq. (4).

$$\Delta(x,y) = |\frac{\partial I_1^{(p)}}{\partial x}| + |\frac{\partial I_1^{(p)}}{\partial y}|$$

Here $\frac{\partial I_1(x,y)}{\partial x} = I_k(x,y)(x+1,y) - I(x,y)$. We use the gradient magnitude to detect texture and boundary details. A local average operation smoothen the structural details, render the edges by introducing the blurring effect. The saliency map is later normalized as a result of the component operation’s postprocessing. So, normalize $\Delta(x,y)$ to $\xi \in [0,1]$ with linear transformation function [26], as shown in Eq. (5).

$$\xi = \frac{\Delta(x,y) - \min(\Delta(x,y))}{\max(\Delta(x,y)) - \min(\Delta(x,y))}$$

Then the morphological filtering is applied because the saliency operations may create gaps and holes, so the morphological closing operation can manage to fill the gaps and holes in homogenous areas of images. Morphological closing operation is shown in Eq. (6).

$$\xi_p = (d_p \oplus s) \ominus s$$

Here $d_p$ is an input image, $\xi_p$ is the output image, $\oplus$ is dilation operator, $\ominus$ is erosion operator and $s$ is structural element. If the pixel value is significant in reflecting the scene, the gradient magnitude is high, if the pixel in unimportant, the gradient magnitude is low. The weighted map is calculated by comparing the saliency map as:

$$\tilde{\omega} = [\xi^{(1)}, \xi^{(2)}]$$

returns 1 for element of $\tilde{\omega}$, if the corresponding element value of $\xi^{(1)}$ is greater than $\xi^{(2)}$, otherwise returns 0. Since, input of the linear filter (boxfilter) is:

$$\tilde{\omega} \leftarrow \text{boxfilter} \left[ \begin{array}{c} \tilde{\omega}, \tau \end{array} \right]$$

Then the analogous mean $\mu$ and variance $\sigma^2$ are calculated as shown in Eqs. (9) and (10), in sliding window of $\tilde{\omega}$:

$$\mu = \frac{\text{boxfilter}(\tilde{\omega}, \tau)}{\delta}$$

$$\sigma^2 = \frac{\text{boxfilter}(\tilde{\omega}^2, \tau) - \mu^2}{\delta}$$
\[ \sigma^2 = \frac{\text{boxfilter}(\tilde{\omega} \ast \tilde{\omega}, \tau)}{\delta} - \mu \ast \mu \]  

(10)

The Algorithm 3 is then applied, in order to produce the desired weight map as:

\[ \hat{\omega} = \mu + \frac{\sigma^2}{\sigma^2 + \lambda} \ast (\tilde{\omega} - \mu) \]  

(11)

Lastly, applied weight averaging on input images to obtain fused image as:

\[ I_F(x, y) = \hat{\omega} I_1(x, y) + (1 - \hat{\omega}) I_2(x, y) \]  

(12)

5 Evaluation Protocol and Results

The proposed framework primarily focuses on the object of interest detection using a novel image fusion mechanism. Further, to investigate the effect of segmentation framework, a classification step is also included. Therefore, in the following subsection, the evaluation protocols are briefly discussed.

For the classification purpose, we are utilizing three benchmark datasets including PH2, ISBI 2016, and ISIC 2017. A complete detail of total dermoscopic images, and their split into training and testing samples are described in Tab. 1.

| Datasets | Total images | Training images | Testing images |
|----------|--------------|-----------------|----------------|
| PH2      | 200          | 160             | 40             |
| ISBI 2016| 900          | 720             | 180            |
| ISIC 2017| 2750         | 2200            | 550            |

To prove the authenticity of the proposed scheme, simulations are performed on three publicly available benchmark datasets. To calculate the segmentation accuracy, two performance measures including DICE index, and Jaccard Index are utilized. Whereas, to validate the classification results a set of measures including sensitivity (Sen), specificity (Spe), precision (Pre), false negative rate (FNR), false positive rate (FPR), accuracy (Acc), and area under the curve (AUC) are utilized. Moreover, based on the performance, three most robust classifiers are also identified to aid researchers in selecting the best for this medical application. For all three datasets, 80% of the data is used for training, whereas 20% data is used for the testing. A ten-fold cross validation technique is used to verify the classification results. The simulations are performed in Matlab 2020b(R).

\[ \text{Dice}(I_{F}^{\text{seg}}(x, y), I_{F}^{\text{GT}}(x, y)) = \frac{2|I_{F}^{\text{seg}}(x, y) \cdot I_{F}^{\text{GT}}(x, y)|}{|I_{F}^{\text{seg}}(x, y)| + |I_{F}^{\text{GT}}(x, y)|} \]  

(13)
\[ Jaccard(I_{seg}^F(x,y), I_{GT}^F(x,y)) = \frac{|I_{seg}^F(x,y) \cdot I_{GT}^F(x,y)|}{|I_{seg}^F(x,y)| + |I_{GT}^F(x,y)| - |I_{seg}^F(x,y) \cdot I_{GT}^F(x,y)|} \] (14)

where \( I_{seg}^F(x,y) \) is the resultant image generated after proposed fusion based method, and \( I_{GT}^F(x,y) \) is the ground truth image. The relation \( I_{seg}^F(x,y) \cdot I_{GT}^F(x,y) \) demonstrates the inner product relation - showing the number of true positives.

Two different categories are targeted in the results section, 1) segmentation, and 2) classification. For segmentation, two performance parameters are considered using Eqs. (13) and (14). It can be observed from Tab. 2 that on selected image samples, shown in Fig. 4, the achieved Dice and Jaccard indices are in the range of 65.12\%–93.11\%. Similarly, overall, on the whole database, the average Jaccard index is calculated to 83.32\%, 81.24\%, and 88.54\% for ISBI 2016, ISIC 2017, and respectively. The empirical analysis is clearly giving an impression, that the maximum achieved segmentation accuracy is on \( PH^2 \) dataset, whereas the minimum segmentation accuracy is on ISCI 2017 database. This range is clearly showing the complexity of the database, which can be visually observed in Fig. 4.

| Dataset | Sample image | Dice index \% | Jaccard index \% | Average Jaccard index \% |
|---------|--------------|---------------|-----------------|--------------------------|
| ISBI 2016 | a. | 87.22 | 86.21 | 83.23 |
|          | b. | 92.4 | 93.11 | |
|          | c. | 67.86 | 65.12 | |
| ISIC 2017 | a. | 82.01 | 81.76 | 81.24 |
|          | b. | 80.22 | 80.14 | |
|          | c. | 87.21 | 86.33 | |
| \( PH^2 \) | a. | 84.45 | 85.07 | 88.54 |
|          | b. | 81.62 | 80.23 | |

Similarly, along with the segmentation, classification results are also compiled after applying transfer learning on the segmented RGB images. Tab. 3 demonstrates the classification results on the selected datasets, where three classifiers are selected on the basis of their improved results. Similarly, seven performance parameters are selected to prove the authenticity of the proposed framework. It can observe from the Tab. 3 that the linear SVM performs exceptionally compared to other classifiers by achieving the classification accuracy of 96.1\%, 92.5\%, and 90.4\% on \( PH^2 \), ISBI 2016 and ISIC 2017 respectively. Similarly, AUC greater than 95\% clearly shows the average accuracy bounds on all these selected datasets.
| Dataset  | Original Image | Weighed Saliency | Improved HDCT | Proposed Fusion | Ground Truth |
|----------|----------------|------------------|---------------|----------------|--------------|
| ISBI2016 | ![Image](image1) | ![Image](image2) | ![Image](image3) | ![Image](image4) | ![Image](image5) |
| ISIC2017 | ![Image](image6) | ![Image](image7) | ![Image](image8) | ![Image](image9) | ![Image](image10) |
| PH²      | ![Image](image11) | ![Image](image12) | ![Image](image13) | ![Image](image14) | ![Image](image15) |

**Figure 4:** Visual results showing weighted saliency, improved HDCT, and proposed fusion results along with the ground truth in the last column.
Table 3: Performance comparison of classifiers on the selected image datasets

| Datasets | Classifier | Sen | Spe | Pre | FNR | FPR | Acc | AUC |
|----------|------------|-----|-----|-----|-----|-----|-----|-----|
| PH²      | Cubic SVM  | 100 | 88.7| 89.2| 0   | 11.2| 94.2| 96.1|
|          | Linear SVM | 100 | 92.5| 92.5| 0   | 7.3 | 96.1| 97  |
|          | Cosine KNN | 88.6| 92.7| 93.1| 11.4| 7.56| 90.6| 95.3|
| ISBI 2016| Cubic SVM  | 93.9| 84.1| 88.57| 6.12| 16.1| 90.1| 94.7|
|          | Linear SVM | 96.6| 87.5| 90.63| 3.8 | 12.5| 92.5| 95.2|
|          | Cosine KNN | 92.3| 65.2| 87.27| 7.9 | 33.1| 84.7| 91.8|
| ISIC 2017| Cubic SVM  | 95.8| 25.9| 89.4| 2.3 | 74.04| 88.1| 91.1|
|          | Linear SVM | 98.8| 56.5| 90   | 11.1| 43.5| 90.4| 92.6|
|          | Cosine KNN | 95.7| 55.9| 84.9| 2.9 | 44.1| 85.96| 90.2|

Table 4: Abbreviation table

| Symbols | Represents |
|---------|------------|
| κ       | HDCT matrix|
| ~κ      | Regularized HDCT matrix|
| H       | Binary matrix|
| ℼ       | Trimap|
| ℼ       | Foreground pixels in ℼ|
| β       | Background pixels in ℼ|
| ϕ       | Addition of foreground pixels $ℱ$ and background pixels $β$|
| ⊂(Φl)  | Segmented image in a binary form|
| ℜ       | Set of real numbers|
| $I_G$   | Applying gaussian filter with $σ = 1$ to remove noise|
| $I_{CS}$| Contrast stretched image|
| δ       | Size of convolution window for image fusion algorithm|
| τ       | Upper bound|
| $I_1(x,y), I_2(x,y)$ | Input images for image fusion framework|
| $I^\wedge_F(x,y)$ | Output of structure filtering algorithm|
| $I^GT_F(x,y)$ | Ground truth image|
| $I^seg_F(x,y)$ | Resultant image generated after proposed fusion based method|
| $I^seg_F(x,y).I^GT_F(x,y)$ | Inner product relation showing the number of true positives|

6 Conclusion

In this paper, a novel system is proposed to classify lesions, in which the input image is segmented through the proposed networks simultaneously. The networks are visual saliency using information contents weighting and improved HDCT saliency estimation. These networks give binary segmented images, the proposed fusion algorithm fuses resultant binary images and
then convert this binary image to RGB. The latter is then passed through pre-trained model Inception-ResNet-V2 for transfer learning, and then the classifier classifies the lesion localization.

The proposed framework may still be improved by adding a feature selection method, so that only the relevant features will be selected for the final classification. This is something we aim to do soon.

**Funding Statement:** The authors extend their appreciation to the Deanship of Scientific Research at King Saud University for funding this work through research Group No. (RG-1438-034) and co-authors K.A. and M.A.

**Conflicts of Interest:** The authors declare that they have no conflicts of interest to report regarding the present study.

**References**

[1] T. Akram, H. M. J. Lodhi, S. R. Naqvi, S. Naeem, M. Alhasoni et al., “A multilevel features selection framework for skin lesion classification,” *Human Centric Computing and Information Sciences*, vol. 10, pp. 1–26, 2020.

[2] T. Akram, Y. D. Zhang and M. Sharif, “Attributes based skin lesion detection and recognition: A mask RCNN and transfer learning-based deep learning framework,” *Pattern Recognition Letters*, vol. 143, pp. 58–66, 2021.

[3] M. A. Khan, Y. D. Zhang and T. Akram, “Pixels to classes: Intelligent learning framework for multiclass skin lesion localization and classification,” *Computers and Electrical Engineering*, vol. 90, pp. 106956, 2021.

[4] M. A. Khan, T. Akram, M. Sharif, A. Shahzad, K. Aurangzeb et al., “An implementation of normal distribution based segmentation and entropy controlled features selection for skin lesion detection and classification,” *BMC Cancer*, vol. 18, no. 1, pp. 1–20, 2018.

[5] M. A. Khan, M. Y. Javed, M. Sharif, T. Saba and A. Rehman, “Multi-model deep neural network based features extraction and optimal selection approach for skin lesion classification,” in *2019 Int. Conf. on Computer and Information Sciences (ICCIS)*, Sakaka, SA, pp. 1–7, 2019.

[6] H. Ibrahim, M. El Taieb, A. Ahmed, R. Hamada and E. Nada, “Dermoscopy versus skin biopsy in diagnosis of suspicious skin lesions,” *Al-Azhar Assiut Medical Journal*, vol. 15, no. 4, pp. 203, 2017.

[7] H. Kittler, “Dermatoscopy: Introduction of a new algorithmic method based on pattern analysis for diagnosis of pigmented skin lesions,” *Dermatopathol. Practical and Conceptual*, vol. 13, no. 1, pp. 3, 2007.

[8] R. B. Oliveira, J. P. Papa, A. S. Pereira and J. M. R. Tavares, “Computational methods for pigmented skin lesion classification in images: Review and future trends,” *Neural Computing and Applications*, vol. 29, no. 3, pp. 613–636, 2018.

[9] M. E. Celebi, Q. Wen, H. Iyatomi, K. Shimizu, H. Zhou et al., “A state-of-the-art survey on lesion border detection in dermoscopy images,” *Dermoscopy Image Analysis*, vol. 10, pp. 97–129, 2015.

[10] M. E. Celebi, H. Iyatomi, G. Schaefer and W. V. Stoecker, “Lesion border detection in dermoscopy images,” *Computerized Medical Imaging and Graphics*, vol. 33, no. 2, pp. 148–153, 2009.

[11] E. Nasr Esfahani, “Dense pooling layers in fully convolutional network for skin lesion segmentation,” *Computerized Medical Imaging and Graphics*, vol. 78, pp. 101658, 2019.

[12] F. Xie, J. Yang, J. Liu, Z. Jiang, Y. Zheng et al., “Skin lesion segmentation using high-resolution convolutional neural network,” *Computer Methods and Programs in Biomedicine*, vol. 186, pp. 105241, 2020.

[13] M. P. Pour and H. Seker, “Transform domain representation-driven convolutional neural networks for skin lesion segmentation,” *Expert Systems with Applications*, vol. 144, pp. 113129, 2020.
[14] M. K. Hasan, L. Dahal, P. N. Samarakoon, F. I. Tushar and R. Martí, “DSNet: Automatic dermoscopic skin lesion segmentation,” Computers in Biology and Medicine, vol. 120, pp. 103738, 2020.

[15] M. A. Al Masni, D. H. Kim and T. S. Kim, “Multiple skin lesions diagnostics via integrated deep convolutional networks for segmentation and classification,” Computer Methods and Programs in Biomedicine, vol. 190, pp. 105351, 2020.

[16] A. Mahbod, G. Schaefer, C. Wang, G. Dorffner, R. Ecker et al., “Transfer learning using a multi-scale and multi-network ensemble for skin lesion classification,” Computer Methods and Programs in Biomedicine, vol. 193, pp. 105475, 2020.

[17] Z. Qin, Z. Liu, P. Zhu and Y. Xue, “A GAN-based image synthesis method for skin lesion classification,” Computer Methods and Programs in Biomedicine, vol. 195, pp. 105568, 2020.

[18] L. Liu, L. Mou, X. X. Zhu and M. Mandal, “Automatic skin lesion classification based on mid-level feature learning,” Computerized Medical Imaging and Graphics, vol. 84, pp. 101765, 2020.

[19] S. Goferman, L. Zelnik Manor and A. Tali, “Context-aware saliency detection,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 34, no. 10, pp. 1915–1926, 2011.

[20] D. Gao, V. Mahadevan and N. Vasconcelos, “On the plausibility of the discriminant center-surround hypothesis for visual saliency,” Journal of Vision, vol. 8, no. 7, pp. 13–13, 2008.

[21] L. Busin, N. Vandenbroucke and L. Macaire, “Color spaces and image segmentation,” Advances in Imaging and Electron Physics, vol. 151, no. 1, pp. 1, 2008.

[22] M. A. Khan, M. Sharif, T. Akram, S. A. C. Bukhari and R. S. Nayak, “Developed newton-raphson based deep features selection framework for skin lesion recognition,” Pattern Recognition Letters, vol. 129, pp. 293–303, 2020.

[23] Q. Duan, P. Duan and X. Wang, “Visual saliency detection using information contents weighting,” Optik, vol. 127, no. 19, pp. 7418–7430, 2016.

[24] J. Kim, D. Han, Y. W. Tai and J. Kim, “Salient region detection via high-dimensional color transform and local spatial support,” IEEE Transactions on Image Processing, vol. 25, no. 1, pp. 9–23, 2015.

[25] H. Fan, F. Xie, Y. Li, Z. Jiang and J. Liu, “Automatic segmentation of dermoscopy images using saliency combined with otsu threshold,” Computers in Biology and Medicine, vol. 85, pp. 75–85, 2017.

[26] T. Shibata, M. Tanaka, M. Okutomi, “Unified image fusion based on application-adaptive importance measure,” in 2015 IEEE Int. Conf. on Image Processing (ICIP), Quebec City, CA, pp. 1–5, 2015.