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Abstract. A long-standing conjecture of Zsolt Tuza asserts that the triangle covering number \(\tau(G)\) is at most twice the triangle packing number \(\nu(G)\), where the triangle packing number \(\nu(G)\) is the maximum size of a set of edge-disjoint triangles in \(G\) and the triangle covering number \(\tau(G)\) is the minimal size of a set of edges intersecting all triangles. In this paper, we prove that Tuza’s conjecture holds in the Erdős-Rényi random graph \(G(n, m)\) for all range of \(m\), closing the “gap” in what was previously known. (Recently, this result was also independently proved by Jeff Kahn and Jinyoung Park.) We employ a random greedy process called the online triangle packing process to produce a triangle packing in \(G(n, m)\) and analyze this process by using the differential equations method.

1. Introduction

Random processes that seek to control the presence of triangles in a graph have been extensively and fruitfully applied to a number of important problems. The best known of these is the triangle-free process introduced by Bollobás and Erdős (see [13]), which maintains a triangle-free subgraph \(G_T(i) \subseteq G(n, i)\). Here \(G(n, m)\) is the Erdős-Rényi random graph that assigns equal probability to all graphs on a fixed set \(V\) of \(n\) vertices with exactly \(m = m(n)\) edges. At each step in the triangle-free process, an edge is revealed and added to \(G_T(i)\) only if it does not create a triangle in \(G_T(i)\). Famously used to study the Ramsey numbers \(R(3, t)\), the triangle-free process has continued to yield results in this area; indeed, this can be seen from the recent results of Bohman and Keevash [10] and independently of Fiz Pontiveros, Griffiths and Morris [16], which gives the best-known lower bound of \(R(3, t) \geq \frac{1}{4} - o(1)\) on the number of edges with high probability remaining at the end of this process. (We say an event dependent on \(n\) occurs with high probability (abbreviated w.h.p.) if the probability of that event tends to one as \(n\) tends to infinity.)
A third process introduced by Bollobás and Erdős is the reverse triangle-free process. Similar to the previous process, this one starts with $G_{RT}(0) = K_n$ but instead removes one edge that is in a triangle from $G_{RT}(i)$. As before, the process terminates when the graph is triangle-free. The number of edges in the final graph is w.h.p. $(1 + o(1))\sqrt{n^{3/2}}/4$ due to Erdős, Suen and Winkler [15] and the final number of edges is concentrated about its expectation due to Makai [20] and independently Warnke [28].

In this paper, we find a triangle packing in $G(n,m)$ by using a process inspired by this rich history: the online triangle packing process. Our application of this process will allow us to improve the best-known bound on the triangle packing number for random graphs. We define the triangle packing number of a graph $G$, denoted $\nu(G)$, as the maximal size of a set of edge-disjoint triangles. Here, we start with an empty packing $M(0)$ in $G(n,0)$ and reveal one edge at a time. If this edge forms a triangle that is edge-disjoint from $M(i)$, then many triangles might be created as well. Thus we choose one of the triangles uniformly at random from the set of created triangles and add its edges to $M(i+1)$. Hence the unmatched graph $U(i) = G(n,i) - M(i)$ has no triangles by induction on $i$. (We will find it convenient in this paper to identify a graph $H$ with its edge set $E(H)$.) Further, as the name implies, the triangles of $M(i)$ form a triangle packing.

Our analysis of the online triangle packing process will be done in a similar manner as was productively employed to study the other triangle-controlling processes described above: dynamic concentration (also called the differential equation method, see [29, 6]). In this method, a system of random variables are tracked using martingale concentration inequalities to show that these variables w.h.p. stay close to what we expect them to be.

The version of the online triangle packing process we use here is a refinement of the one used in by Bennett, Dudek, and Zerbib in [7]. Recall that the creation of a triangle in $U(i)$ potentially coincides with the creation of many triangles. More specifically, it coincides with the creation of a copy of the tripartite graph $K_{1,1,s}$ for some $s \geq 1$. In [7], instead of choosing a triangle uniformly at random from the set of created triangles, the edges of $K_{1,1,s}$ were moved to $M(i+1)$ for maximal $s \geq 1$. Then $U$ is triangle-free and a triangle packing can be obtained by choosing one triangle from each copy of $K_{1,1,s}$ in $M$. This modification was done to aid in technical details of the analysis, but also resulted in more edges being moved to the matched set at each step in the greedy algorithm than was necessary to obtain a triangle packing. In contrast, our form of the process moves only what is necessary to have $U$ be triangle-free and $M$ be a triangle packing. In addition, we were able to simplify the troublesome technical details, resulting in a more streamlined analysis.

It is not surprising, then, that we were able to improve the lower bound on $\nu(G(n,m))$. Note that we are only concerned with the sparse case of $G(n,km)$ for $k < (\log n)^2$ since Frankl and Rödl [17] gave a bound on $\nu(G)$ that is optimal in order for $k \geq (\log n)^2$. (This was slightly improved by Pippenger by decreasing the bound on $k$, see [2].) In [7] the differential equation $z' = 2e^{-z^2} - 4z^2$ was used to model the unmatched degree heuristically given as $z(t)n^{1/2}$ for $t \geq 0$. Several useful properties of $z$ were determined, including that $0 \leq z(t) \leq .5932$. If we define $L_{\nu}(k)$ as
\[
L_{\nu}(k) := \frac{1}{3} \left[ k - \frac{z(k)}{2} - 2 \int_0^k \left[ z(t)^2 - 1 + e^{-z(t)^2} \right] \, dt \right],
\]
we may state the main result using this previous iteration of the online triangle packing process as follows: for arbitrarily small $\varepsilon > 0$, if $n^{-(1/20)+\varepsilon} < k \leq \frac{1}{10000} \log \log n$ then w.h.p

$$\nu(G(n, kn^{3/2})) \geq (1 + o(1))L_\nu(k)n^{3/2}.$$  

We contrast this with our main result. As before, we rely on a differential equation in $y(t)$ for $t \geq 0$ that models the unmatched degree $y(t)n^{1/2}$, given by $y' = 6e^{-y^2} - 4$. The function $y(t)$ is discussed more fully in Section 2.2, where it will be shown that $0 \leq y(t) \leq .6368$. With this in mind, our main result is the following.

**Theorem 1.1.** Let $G = G(n, m)$ be a random graph of order $n$ and size $m = kn^{3/2}$, where $0 \leq k < \frac{1}{10000} \log \log n$. Then, w.h.p.

$$\nu(G) \geq (1 + o(1))\frac{1}{3} \left( k - \frac{y(k)}{2} \right) n^{3/2}.$$  

The proof of Theorem 1.1 can be found in Section 2. The improvement of the previous result can be seen in the removal of the integral term in the definition of $L_\nu$, which was necessary for accounting for the edges placed into $M$ that were not used in the triangle packing. Recall that these unnecessary edges from the previous process were a result of moving copies of $K_{1,1,s}$ for $s \geq 1$ into $M$, but only using the three edges of a triangle for each such copy and disregarding the rest. In our current result this adjustment is unnecessary, resulting in a larger lower bound. In fact, this bound is good enough to conclusively finish the proof of a long-standing conjecture of Zsolt Tuza in the case of random graphs. 

Tuza’s conjecture relates the triangle packing number and the triangle covering number. The *triangle covering number* $\tau(G)$ is the minimal size of a set of edges intersecting all triangles. It is easy to see that $\nu(G) \leq \tau(G) \leq 3\nu(G)$ for any graph $G$. Tuza, however, conjectured that this trivial upper bound could be lowered.

**Conjecture 1.2** (Tuza [27]). For every graph $G$, $\tau(G) \leq 2\nu(G)$.

The conjecture is tight for the complete graphs of order 4 and 5. The best-known upper bound is $\tau(G) \leq \frac{69}{29}\nu(G)$ from Haxell [20]. A recent development is due to Baron and Kahn [4], who showed that, in general, the multiplicative constant 2 in Tuza’s conjecture cannot be improved. They demonstrated that for any $\alpha > 0$ there are arbitrarily large graphs $G$ of positive density satisfying $\tau(G) > (1 - o(1))|G|/2$ and $\nu(G) < (1 + \alpha)|G|/4$, disproving a conjecture of Yuster [30]. See [24, 21, 1] for related results.

We will modify the analysis of the triangle-free process from Bohman [8] in order to obtain an upper bound on $\tau(G(n, m))$ and pair this with our lower bound on $\nu(G(n, m))$. Note that we are concerned here with a small range of $m$ for which Tuza’s conjecture is still open. Using the bound for $\nu(G(n, m))$ discussed above, Bennett, Dudek and Zerbib [7] proved the conjecture for $G(n, m)$, with the exception of a small range of $m$.

**Theorem 1.3** (Bennett, Dudek, and Zerbib [7]). There exist absolute constants $0 < c_1 < c_2$ such that if $m \leq c_1 n^{3/2}$ or $m \geq c_2 n^{3/2}$, then w.h.p. Tuza’s conjecture holds for $G = G(n, m)$.

The proof of Theorem 1.3 gives that one can take $c_1 := 0.2403$ and $c_2 := 2.1243$. The existence of the constant $c_1$ was recently also proved by Basit and Galvin [5]. This “gap” in
the values of $m$ for which Tuza’s conjecture holds is due to the “wastefulness” of the previous iteration of the online triangle packing process. Our current iteration of the online triangle packing process and its subsequent bound on $\nu(G(n, m))$ will be enough for us to close this gap.

**Theorem 1.4.** Tuza’s conjecture holds w.h.p. for $G(n, m)$ for any range of $m$.

Theorem 1.4 will be proved in Section 3. We recently learned that Theorem 1.4 was independently proved by Kahn and Park [23] using a very different approach.

2. **Finding a triangle packing through the random process**

2.1. **Outline of the algorithm.** Our process reveals one edge of $G(n, m)$ at each step. So for step $i$ we have $G(n, i)$, whose edges we partition into subgraphs: the matched graph $M(i)$ and the unmatched graph $U(i)$. We will maintain the property that $U(i)$ is triangle-free, and $M(i)$ is the union of disjoint triangles. Let $e_i$ be the edge we add at step $i$. If $U(i) \cup \{e_i\}$ is triangle-free then we let $U(i+1) := U(i) \cup \{e_i\}$ and $M(i+1) := M(i)$. Otherwise $U(i) \cup \{e_i\}$ has at least one triangle (any such triangle must use $e_i$ since $U(i)$ is triangle-free), and we choose one such triangle uniformly at random. If from among the set of such triangles, we choose say $T$ (a set of three edges), then we set $M(i+1) := M(i) \cup T$ and $U(i+1) = U(i) \setminus T$.

We remark that the edge $e_i = \{u, v\}$ creates a triangle precisely when the codegree of $u$ and $v$ in $U(i)$ is positive. Recall that the codegree of two vertices $u$ and $v$ in a graph $H$, written $\text{codeg}_H(u, v)$, is the number vertices $w$ such that both $uw$ and $vw$ are edges of $H$.

We are also concerned with the degree of each vertex in both $M(i)$ and $U(i)$. Fix a vertex $v$. Then we write $d_U(v, i) = \text{deg}_{U(i)}(v)$ and $d_M(v, i) = \text{deg}_{M(i)}(v)$ to represent the unmatched and matched degree at step $i$, respectively. We will also write $d_G(v, i) = \text{deg}_{G(n, i)}(v) = d_U(v, i) + d_M(v, i)$. For convenience, we will sometimes suppress “$i$” in this notation when it is clear from context.

Now define the scaled time parameter as

$$t = t(i) := \frac{i}{n^{3/2}}$$

for $0 \leq i \leq \frac{1}{10000} n^{3/2} \log \log n$. At each step $i+1$ we choose a random edge without replacement. Thus, the probability of choosing any particular edge that has not been chosen yet is

$$\frac{1}{\binom{n}{2} - i} = \frac{2}{n^2}(1 + \tilde{O}(n^{-1/2})),$$

where $a(n) \in \tilde{O}(b(n))$ if there exists $k \geq 0$ such that $a(n) \in O(b(n) \log^k b(n))$.

Next we describe some important heuristics which will be formally justified later. The first of these is that at each step $i$ (excluding steps near the start), we have

$$d_U(v) + d_M(v) = \text{deg}_{G(n, i)}(v) = \frac{2i}{n}(1 + o(1)) = 2tn^{1/2}(1 + o(1))$$

for sufficiently large $m$. This is due to the concentration of vertex degrees in $G(n, m)$. Assuming heuristically that $d_U(v) \approx y(t)n^{1/2}$ and that the codegrees in $U(i)$ are distributed
Poisson with expectation \( n(yn^{-1/2})^2 = y^2 \), we may say that \( d_M(v) \approx (2t - y(t))n^{1/2} \) and that the number of unmatched edges is about \( \frac{1}{2}n^{3/2}y \).

With this framework, we calculate the one-step change in the number of unmatched edges. If \( e_i = \{u, v\} \), we gain one unmatched edge when \( \text{codeg}_U(u,v) = 0 \), which occurs with probability \( e^{-y^2} \). If the unmatched codegree is positive, then we lose two unmatched edges; they move into the matched graph along with \( e_i \). Thus, approximating the one-step change as a derivative, we arrive at the following:

\[
\Delta \left( \frac{1}{2}y(t)n^{3/2} \right) \approx \left( \frac{1}{2}y'(t)n^{3/2} \right) \Delta t = \frac{1}{2}y' \approx 1 \cdot e^{-y^2} - 2 \cdot (1 - e^{-y^2}).
\]

Here we use the fact that \( \Delta t = n^{-3/2} \). Hence, we get the differential equation \( y' = 6e^{-y^2} - 4 \). (We discuss this differential equation further in Section 2.2.)

To conclude our outline of the algorithm, we recall that the number of matched edges is \( kn^{3/2} - \frac{y(k)}{2}n^{3/2} \) after \( kn^{3/2} \) edges have been revealed. Thus the number of edge-disjoint triangles we obtain at the end of our process should be

\[
\left( \frac{1}{3}k - \frac{1}{6}y(k) \right) n^{3/2}.
\]

We show that with high probability this is very close to the actual situation.

2.2. Preliminaries. Let \( y = y(t) \) for \( t \geq 0 \) be such that the following autonomous differential equation holds:

\[
y' = 6e^{-y^2} - 4.
\]

Assume that \( y(0) = 0 \). Then \( y \) is an increasing function of \( t \) and \( y \) approaches the unique positive root of the equation \( 6e^{-x^2} - 4 = 0 \) (as \( t \) goes to infinity), which is \( \zeta = \sqrt{\log (\frac{3}{2})} \approx 0.6367 \). Hence, \( 0 \leq y \leq \zeta \). This also implies that \( y'(t) \geq 0 \).

Furthermore, note that

\[
y'' = -12e^{-y^2}yy' \leq 0
\]

and consequently \( 0 \leq y' \leq y'(0) = 2 \).

For integers \( b, c \geq 0 \) let us define the following random variables for every step \( i \geq 0 \):

- \( Q_{b,c}(u,v) = Q_{b,c}(u,v,i) \) is the set of vertices \( w \) such that \( \text{codeg}_U(w,u) = b \) and \( \text{codeg}_U(w,v) = c \).
- \( R_c(v) = R_c(v,i) \) is the set of vertices \( u \) such that \( \text{codeg}_U(u,v) = c \).
- \( S_c(u,v) = S_c(u,v,i) \) is the set of vertices \( w \in N_U(v) \) such that the unmatched codegree of \( w \) and \( u \), excluding \( v \), is \( c \).

We will sometimes write the name of a set when we mean the cardinality of that set. Next we wish to define deterministic counterparts to these random variables. Here we use our heuristic that the unmatched graph is almost regular with degree \( y n^{1/2} \) and that the codegrees are almost independent Poisson variables with expectation \( y^2 \). So for example for
\( Q_{b,c} \), we have

\[
\sum_{w} \Pr (\text{codeg}_U(w, u) = b \text{ and codeg}_U(w, v) = c) \approx \left( \frac{e^{-y^2} y^{2b}}{b!} \right) \left( \frac{e^{-y^2} y^{2c}}{c!} \right) n = \frac{e^{-2y^2} y^{2b+2c}}{b!c!} n.
\]

Reasoning in a similar way, we may define the following functions:

\[
q_{b,c} = q_{b,c}(t) := \frac{e^{-2y^2} y^{2b+2c}}{b!c!}, \quad r_c = r_c(t) := \frac{e^{-y^2} y^{2c}}{c!}, \quad s_c = s_c(t) := \frac{e^{-y^2} y^{2c+1}}{c!}.
\]

(Here we scale by an appropriate power of \( n \).)

Observe that when \( b = c = 0 \) we have \( q_{0,0} = e^{-2y^2}, r_0 = e^{-y^2} \), and \( s_0 = e^{-y^2} \). Moreover, since for any \( k \geq 0 \) and \( 0 \leq x \leq 1 \), we get \( e^{-x^2} x^k \leq 1 \), we obtain

\[
q_{b,c} \leq \frac{1}{b!c!}, \quad r_c \leq \frac{1}{c!}, \quad s_c \leq \frac{1}{c!}.
\]

Define an “error function”

\[
f(t) := \exp \left\{ \frac{1000 \log n}{\log \log n} \cdot t \right\} n^{-1/5}
\]

and observe that for \( 0 \leq t \leq \frac{1}{10000 \log \log n} \) we have \( n^{-1/5} \leq f(t) \leq n^{-1/10} \).

Now we define the “good event” at step \( i \). For a given step \( i \), let \( \mathcal{E}_i \) be the event such that in \( G = G(n, i) \) we have:

(i) **No huge codegree**: for all \( u, v \in V \) we have

\[
\text{codeg}_G(u, v) \leq \frac{3 \log n}{\log \log n} =: c_{\max}.
\]

(ii) **Dynamic concentration**: for every \( j \leq i \),

  - \( d_G(v, j) \in (2t \pm n^{-1/4} \log^2 n) n^{1/2} \),
  - \( d_U(v, j) \in (y \pm f) n^{1/2} \),
  - \( |Q_{b,c}(u,v,j)| \in (q_{b,c} \pm f) n \),
  - \( |R_c(v,j)| \in (r_c \pm f) n \),
  - \( |S_c(u,v,j)| \in (s_c \pm (c+1)^{-1} f) n^{1/2} \),

where \( a \pm b \) denotes the interval \([a - b, a + b]\), and the functions \( y, f, q_{b,c}, r_c, \) and \( s_c \) are evaluated at the point \( t(j) \).

Note that if the event \( \mathcal{E}_i \) fails (no matter if it fails due to condition (i) or (ii)), then \( \mathcal{E}_{i'} \) also fails for all \( i' > i \). We now show that the first condition of the event \( \mathcal{E}_i \) hold w.h.p. for every \( i \) under consideration. We use the asymptotic equivalence of the models \( G(n, m) \) and \( G(n, p) \) (where \( p = m/\binom{n}{2} \)) and the fact that (i) is a monotone graph property (see [25]). Now to see that this holds w.h.p. we calculate the expected number of pairs \( u, v \) with at least \( c_{\max} \) common neighbors. At step \( i \) the number of edges we have added is at most \( n^{3/2}(\log \log n)/10000 \). Thus it is enough to show that (i) holds w.h.p. in \( G(n, p) \) where \( p \leq n^{-1/2}(\log \log n)/5000 \). Now, the expected number of pairs of vertices in \( G(n, p) \) with
codegree at least \( c_{\text{max}} \) is at most
\[
\frac{n^2 \left( \frac{n}{c_{\text{max}}} \right) \left( \frac{en^2}{c_{\text{max}}} \right)^{c_{\text{max}}}}{\left( \frac{\log \log n}{\log n} \right)^{c_{\text{max}}}} \leq n^2 \left( \frac{\left( \frac{\log \log n}{\log n} \right)^3}{\log n} \right)^{c_{\text{max}}} = e^{2\log n} \left( \frac{\left( \frac{\log \log n}{\log n} \right)^3}{\log n} \right)^{c_{\text{max}}}
\leq e^{2\log n} \left( \frac{1}{(\log n)^{5/6}} \right)^{c_{\text{max}}} = e^{-(\log n)/2} = o(1).
\]

In Sections 2.3-2.6 we prove that (ii) also w.h.p. holds.

Since unmatched codegrees are so important to this process, in our analysis we will frequently need to know, for a given pair of vertices \( u, v \), how many possible choices for the next edge \( e_i \) would increase \( \text{codeg}_U(u, v) \). We denote by \( A(u, v) = A(u, v, i) \) the set of such possibilities for \( e_i \), which we will now estimate with the assumption that the good event holds. Suppose \( w \) is a neighbor of \( u \) (resp. \( v \)). If we add the edge \( \{v, w\} \) (resp. \( \{u, w\} \)), it may actually be removed in the same step since it might create a triangle. So as long as we ignore the \( \tilde{O}(1) \) vertices in \( \text{codeg}(u, v) \), the number of \( w \) such that \( vw \) is not removed is \( S_0(v, u) \) (resp. \( S_0(u, v) \)). Thus we have
\[
A(u, v) := S_0(v, u) + S_0(u, v) - \tilde{O}(1).
\]
So for \( \alpha(t) := 2s_0 \) and all \( j \leq i \) we have
\[
A(u, v) \in (\alpha \pm 3f)n^{1/2}
\]
for evaluation at \( t(j) \). We use \( 3f \) as the error function here so we can ignore the \( \tilde{O}(1) \) term from the definition of \( A(u, v) \) (recall that \( f = \Omega(n^{-1/5}) \)). This also allows us to ignore any \( \tilde{O}(1) \) edges that might be in \( M \) already. Thus we may say \( \alpha \leq 2 \).

In our analysis we will also need to estimate, for a given unmatched edge \( e = \{u, v\} \in U(i) \), a “count” related to the possibility that \( e \) becomes matched in the next step. We put quotes around “count” because actually we need a weighted count: for each possibility for \( e_i = \{v, w\} \) (or \( \{u, w\} \)) that might result in \( e \) becoming matched, we weight it by the probability \( 1/(c + 1) \) that the triangle selected to go into \( M(i + 1) \) is the triangle containing \( e \), where \( c \) is the unmatched codegree of \( w \) and \( u \) (resp. \( v \)), excluding \( v \) (resp. \( u \)). To this end, we define \( K(u, v) \) to be the random variable
\[
K(u, v) := A(u, v) + \sum_{c=1}^{c_{\text{max}}} \frac{1}{c + 1} (S_c(u, v) + S_c(v, u)).
\]
Here we want to avoid counting the \( \tilde{O}(1) \) edges that might be in \( M \) already. This, however, is accounted for in the \( \tilde{O}(1) \) term in \( A(u, v) \). In addition, notice that for \( e = \{u, v\} \), the probability that \( e \) becomes matched in step \( i \) is
\[
K(u, v) \cdot \frac{2}{n^2} (1 + \tilde{O}(n^{-1/2})).
\]
Now define
\[
\kappa(y) := 2e^{-y^2} \sum_{c=0}^{\infty} \frac{y^{2c+1}}{(c + 1)!} = \begin{cases} 0, & y = 0 \\ 2y^{-1}(1 - e^{-y^2}), & \text{otherwise.} \end{cases}
\]
It is easy to check that $\kappa$ is continuous and twice differentiable for $y \geq 0$. In addition, for $y > 0$,

$$\kappa(y) = 2y^{-1}(1 - e^{-y^2}) \leq 2y^{-1}(1 - (1 - y^2)) = 2y;$$

therefore when $0 \leq y \leq \zeta$, we have

$$\kappa(y) \leq 2\zeta \leq 2.$$

Then from the dynamic concentration of $S(u, v)$ and $\sum_{c=0}^{\infty}(c + 1)^{-2} = \pi^2/6 < 2$, we have

$$K(u, v) = \sum_{c=0}^{c_{\text{max}}} \frac{1}{c + 1} (S_c(u, v) + S_c(v, u)) - \tilde{O}(1)$$

$$\leq \sum_{c=0}^{c_{\text{max}}} \left( \frac{2e^{-y^2}y^{2c+1}}{(c + 1)!} + \frac{2f}{(c + 1)^2} \right) n^{1/2} - \tilde{O}(1)$$

$$= n^{1/2} \sum_{c=0}^{\infty} \frac{2e^{-y^2}y^{2c+1}}{(c + 1)!} + n^{1/2} \sum_{c=0}^{c_{\text{max}}} \frac{2f}{(c + 1)^2} + \tilde{O}(1)$$

$$\leq \kappa(y)n^{1/2} + 4f n^{1/2}. \tag{4}$$

In (4) we use the fact that for $c \geq c_{\text{max}}$ we have $c! \geq \exp\{(3 + o(1)) \log n\}$ and hence

$$n^{1/2} \sum_{c=c_{\text{max}}}^{\infty} \frac{y^{2c+1}}{(c + 1)!} < n^{-5/2 + o(1)} = O(n^{-2}).$$

A similar argument using the lower bound for $S_c(u, v)$ gives us a lower bound for $K(u, v)$. Thus

$$K(x, y) \in (\kappa \pm 4f)n^{1/2},$$

with evaluation at $t(j)$.

Then straightforward, but somewhat tedious, calculations show that the above functions satisfy the following differential equations, where $q'_{b,c}, r'_{c}$ and $s'_{c}$ denote derivatives of $q_{b,c}, r_{c}$ and $s_{c}$ as functions of $t$:

$$q'_{b,c} = 2q_{b-1,c}\alpha + 2q_{b,c-1}\alpha + 4(b + 1)\kappa q_{b+1,c} + 4(c + 1)\kappa q_{b,c+1} - 4q_{b,c}(\alpha + b\kappa + c\kappa), \tag{5}$$

$$r'_{c} = 2r_{c-1}\alpha + 4(c + 1)\kappa r_{c+1} - (2\alpha + 4c\kappa)r_{c}, \tag{6}$$

$$s'_{c} = 2s_{c-1}\alpha + 4(c + 1)\kappa s_{c+1} + 2q_{c,0} - 2(\alpha + 2c\kappa + \kappa)s_{c}. \tag{7}$$

These differential equations can be viewed as idealized one-step changes in the random variables $Q_{b,c}(u, v), R_{c}(v),$ and $S_{c}(u, v)$. Each of these variables counts copies of some type of substructure, and these copies can be created or destroyed by the process when we add or remove edges. Equations (5)–(7) can be understood as expressing the one-step changes in the random variables in terms of these creations and deletions, on average. We will ultimately use these differential equations to argue that the random variables stay close to their deterministic counterparts.
2.3. Tracking $d_U(v, j)$. First observe that Chernoff’s bound implies that w.h.p.

$$d_c(v, j) \in (2t \pm n^{-1/4} \log^2 n) n^{1/2}.$$  

Moreover, in order to estimate $d_U(v, j)$ it suffices to track $d_M(v, j)$.

We define the natural filtration $\mathcal{F}_i$ to be the history of the process up to step $i$. In particular, conditioning on $\mathcal{F}_i$ tells us the current state of the process. Assuming we are in the event $\mathcal{E}_{i-1}$, we calculate the expected one-step change of the matched degree, conditional on $\mathcal{F}_{i-1}$, namely,

$$\mathbb{E} [\Delta d_M(v, i)|\mathcal{F}_{i-1}] = \mathbb{E} [d_M(v, i) - d_M(v, i - 1)|\mathcal{F}_{i-1}].$$

We have already revealed $i - 1$ edges. Now we reveal a new edge $e_i$. Note that $d_M(v)$ is nondecreasing. If $e_i \subseteq N_U(v)$, where $N_U(v)$ is the set of vertices connected to $v$ in the graph $U$, then $d_M(v)$ could increase by 2 or not increase at all. For a fixed vertex $u$ in $N_U(v)$, if the edge $e_i = \{u, w\}$ for some $w \in N_U(v)$ with $\text{codeg}_U(u, w) = c + 1$, then $d_M(v)$ increases by 2 with probability $1/(c + 1)$. The number of such $w$ can be counted with $S'_c(u, v)$. Notice that, by taking a sum over $u \in N_U(v)$, we double count such $w$. Finally, if $e_i$ is the edge $\{v, u\}$ for some vertex $u$ not in $N_U(v)$ such that $\text{codeg}_U(u, v) > 0$, then $d_M(v)$ increases by 2. Hence, we have

$$\mathbb{E} [\Delta d_M(v, i)|\mathcal{F}_{i-1}]$$

$$= \left[ \sum_{u \in N_U(v)} \sum_{c=0}^{c_{\text{max}}} 2 \cdot \frac{1}{2} (c + 1)^{-1} \cdot S_c(u, v, i - 1) + \sum_{c=1}^{c_{\text{max}}} 2 \cdot R_c(v, i - 1) \right] \frac{2}{n^2} (1 + \tilde{O}(n^{-1/2}))$$

$$\leq \left[ 2(y + f) \sum_{c=0}^{c_{\text{max}}} (c + 1)^{-1} (s_c + (c + 1)^{-1} f) + 4 \sum_{c=1}^{c_{\text{max}}} (r_c + f) \right] n^{-1}(1 + \tilde{O}(n^{-1/2}))$$

$$= \left[ 2 \sum_{c=0}^{c_{\text{max}}} (c + 1)^{-1} y s_c + 4 \sum_{c=1}^{c_{\text{max}}} r_c + \left( -4 + \sum_{c=0}^{c_{\text{max}}} \left( \frac{2y}{(c + 1)^2} + \frac{2s_c}{c + 1 + 4} \right) \right) f \right. + f^2 \cdot \sum_{c=0}^{c_{\text{max}}} \frac{2}{(c + 1)^2} \right] n^{-1}(1 + \tilde{O}(n^{-1/2}))$$

where the functions $y$ and $f$ are evaluated at point $t(i - 1)$. Now,

$$\sum_{c=0}^{c_{\text{max}}} \frac{1}{c + 1} y \left( \frac{e^{-y^2} y^{2c+1}}{c!} \right) = e^{-y^2} \sum_{c=0}^{\infty} \frac{y^{2(c+1)}}{(c + 1)!} + O(n^{-2}) = 1 - e^{-y^2} + O(n^{-2})$$

where the first equality uses the fact that for $c \geq c_{\text{max}}$ we have

$$c! = \exp \{(1 + o(1))c \log c\} \geq \exp \{(3 + o(1)) \log n\},$$

and so

$$\sum_{c=c_{\text{max}}}^{\infty} \frac{y^{2(c+1)}}{(c + 1)!} < n^{-3+o(1)} = O(n^{-2}).$$
In a similar manner,
\[
\sum_{c=1}^{c_{\text{max}}} \frac{e^{-y^2} y^{2c}}{c!} = e^{-y^2} \left( \sum_{c=0}^{\infty} \frac{y^{2c}}{c!} - 1 \right) + O(n^{-2}) = 1 - e^{-y^2} + O(n^{-2}).
\]
Since \( y \leq 1 \) and \( s_c \leq 1/c! \), we may estimate the coefficient of \( f \) as follows:
\[
-4 + 2 \sum_{c=0}^{c_{\text{max}}} \left( \frac{2y}{(c+1)^2} + \frac{2s_c}{c+1} + 4 \right) \leq -4 + 2 \sum_{c=0}^{\infty} \frac{1}{(c+1)^2} + \sum_{c=0}^{\infty} \frac{2}{(c+1)!} + 4c_{\text{max}}
\]
\[
= -4 + 2 \cdot \frac{\pi^2}{6} + 2(e - 1) + 4c_{\text{max}} \leq -4 + 4 + 4 + 4c_{\text{max}} = 4 + 4c_{\text{max}}.
\]
Further, since \( 2(1 - e^{-y^2}) = y \kappa(y) \leq 2 \) from \( \text{[3]} \) and \( f^2 \leq n^{-1/10} f \), we may write
\[
\mathbb{E} \left[ \Delta d_M(v, i) | \mathcal{F}_{i-1} \right] \leq \left[ 6 - 6e^{-y^2} + 4c_{\text{max}} f + O(f) \right] n^{-1} + \tilde{O}(n^{-3/2}). \tag{8}
\]
Define variables
\[
D^\pm(v) = D^\pm(v, i) := \begin{cases} 
    d_M(v, i) - (2t(i) - y(t(i)) \pm f(t(i))) n^{1/2} & \text{if } \mathcal{E}_{i-1} \text{ holds} \\
    D^\pm(v, i - 1) & \text{otherwise}
\end{cases}
\]
We will show that the sequence \( D^+(v) \) is a supermartingale. Symmetric calculations show that the \( D^-(v) \) is a submartingale. To do that, we first apply Taylor’s theorem to approximate the change in the deterministic function by its derivative. Let \( g(t) := 2t - y(t) + f(t) \) and \( t(i) := \frac{i}{n^{1/2}} \). Then,
\[
(g \circ t)(i) - (g \circ t)(i - 1) = (g \circ t)'(i - 1) + \frac{(g \circ t)''(\omega)}{2} = g'(t(i - 1)) n^{-3/2} + \frac{(g \circ t)''(\omega)}{2},
\]
where \( \omega \in [i - 1, i] \). But
\[
(g \circ t)''(i) = (g'(t(i)) n^{-3/2})' = g''(t(i)) n^{-3} = (-y''(t) + f''(t)) n^{-3}.
\]
Furthermore, by \( \text{[1]} \) we get that \( |y''(t)| \leq 24 \). Also,
\[
f''(t) = \left( \frac{1000 \log n}{\log \log n} \right)^2 \exp \left\{ \frac{1000 \log n}{\log \log n} \cdot t \right\} n^{-1/5} = \left( \frac{1000 \log n}{\log \log n} \right)^2 f(t).
\]
Thus, \( (g \circ t)''(\omega) = O(n^{-2}) \) and
\[
(g \circ t)(i) - (g \circ t)(i - 1) = (2 - y'(t(i - 1))) + f'(t(i - 1)) n^{-3/2} + O(n^{-2}). \tag{9}
\]
Now if we are in \( \mathcal{E}_{i-1} \), then \( \text{[8]} \) and \( \text{[9]} \) for \( t = t(i - 1) \) imply
\[
\mathbb{E} \left[ \Delta D^+(v, i) | \mathcal{F}_{i-1} \right] \leq (-f' + 4c_{\text{max}} f + O(f)) n^{-1} + \tilde{O}(n^{-3/2})
\]
\[
= \left[ -\frac{1000 \log n}{\log \log n} + \frac{12 \log n}{\log \log n} + O(1) \right] f n^{-1} + \tilde{O}(n^{-3/2}) \leq 0,
\]
showing that the sequence \( D^+(v, i) \) is a supermartingale.
We now show that the probability of $D^+(v)$ becoming positive is small, implying that there is only a small probability that $d_M(v)$ strays from our desired bounds. To do this, we apply now the following martingale due to Freedman:

**Lemma 2.1** (Freedman [19]). Let $Y(i)$ be a supermartingale with $\Delta Y(i) \leq C$ for all $i$, and let $V(i) := \sum_{k \leq i} \text{Var}[\Delta Y(k) | F_k]$. Then,

$$\mathbb{P}[\exists i : V(i) \leq b, Y(i) - Y(0) \geq \lambda] \leq \exp\left(-\frac{\lambda^2}{2(b + C\lambda)}\right).$$

Observe that $|\Delta d_M(v, i)| = O(1)$, since at most two edges adjacent to $v$ can become matched at step $i$. Moreover, due to [8], $|\Delta (2t(i) - y(t(i)) + f(t(i)))| n^{1/2} = O(n^{-1})$ trivially. The triangle inequality thus implies that $|\Delta D^+(v, i)| = O(1)$. Also since the variable $d_M(v, i)$ is nondecreasing we have $\mathbb{E}[|\Delta d_M(v, i)| | F_i] = \mathbb{E}[|\Delta d_M(v, i)| | F_i] = O(n^{-1})$ by [8]. Hence, the triangle inequality yields $\mathbb{E}[|\Delta D^+| | F_k] = O(n^{-1})$. So the one-step variance is

$$\text{Var}[\Delta D^+ | F_k] \leq \mathbb{E}[|\Delta D^+|^2 | F_k] \leq O(1) \cdot \mathbb{E}[|\Delta D^+| | F_k] = O(n^{-1}).$$

Therefore, for Freedman’s inequality we use $b = O(n^{-1}) \cdot O(n^{3/2} \log \log n) = \tilde{O}(n^{1/2})$. The “bad” event here is the event that we have $D^+(v, i) > 0$, and since $D^+(v, 0) = -n^{3/10}$ we set $\lambda = n^{3/10}$. Then, applying Lemma 2.1 with $\lambda = n^{3/10}$, $b = \tilde{O}(n^{1/2})$ and $C = \tilde{O}(1)$ yields that the failure probability is at most

$$\exp\left\{-\frac{n^{3/5}}{\tilde{O}(n^{1/2}) + \tilde{O}(1) \cdot n^{3/10}}\right\},$$

which is small enough to beat a union bound over all vertices.

Using symmetric calculations one can apply Freedman’s inequality to the supermartingale $-D^-(v, i)$ to show that the “bad” event $D^-(v, i) < 0$ does not occur w.h.p.

### 2.4. Tracking $R_{c}(v)$

Since the tracking of $R_c(v)$ seems especially illustrative, we eschew alphabetical order and estimate $\mathbb{E}[|\Delta R_c(v, i)| | F_{i-1}]$ next. Because $R_c(v, i)$ counts the number of vertices $u$ such that $\text{codeg}_U(u, v) = c$, we are interested to know how these codegree functions can increase or decrease.

We first focus on the cases that occur the most often. Note that $\text{codeg}_U(u, v)$ can increase by at most one at any step. Hence, we can increase $\text{codeg}_U(u, v)$ by one if $e_i = \{x, y\}$ such that $x = u$ (resp. $x = v$), $y$ is adjacent to $v$ (resp. $u$), and $e_i$ does not create a triangle with other edges in $U$ (see Figure 1A). In the event $\mathcal{E}_i$, the number of such edges $e_i$ is $A(u, v)$. Thus, for the positive contribution, we would take the sum of $A(u, v)$ over all $u$ in $R_{c-1}(v)$. But $R_c(v)$ can also decrease if $\text{codeg}_U(u, v)$ increases in this way for $u \in R_c(v)$. Thus the negative contribution can be described by taking the sum over $A(u, v)$ for all $u$ in $R_c(v)$.

The unmatched codegree can also decrease. This can occur when an edge $\{u, w\}$ or $\{v, w\}$ becomes matched, for some $w$ in the unmatched codegree of $u$ and $v$ (see Figure 1B). Recall from our previous discussion that $K(w, v)$ and $K(w, u)$ can be used to track these changes. So we obtain a positive contribution by taking the sum of $K(w, v) + K(w, u)$ over all $u$ in $R_{c+1}(v)$ and all $w$ in the unmatched codegree of $u$ and $v$. If $u$ comes from $R_c(v)$, though, the contribution to the unmatched codegree would be negative.
There are two cases affecting \( R_c(v, i - 1) \) that occur less frequently. The first such way is to create a triangle by having \( e_i \) be in the common neighborhood of \( u \) and \( v \). The second way is for the edge \( e_i \) to contain \( u \) and \( v \). Either way when we sum over all \( u \), the total change is \( \tilde{O}(n^{-1}) \).

Thus, we obtain

\[
\mathbb{E} [\Delta R_c(v, i) | \mathcal{F}_{i-1}] =
\left[ \sum_{u \in R_{c-1}(v)} A(u, v) + \sum_{u \in R_{c+1}(v)} \sum_{w \in \text{codeg}_U(u, v)} [K(w, v) + K(w, u)] - \sum_{u \in R_c(v)} A(u, v) - \sum_{u \in R_c(v)} \sum_{w \in \text{codeg}_U(u, v)} [K(w, v) + K(w, u)] \right] \cdot \frac{2}{n^2} (1 + \tilde{O}(n^{-1/2})) + \tilde{O}(n^{-1}).
\]

(Equation 10)

Estimating this gives

\[
\mathbb{E} [\Delta R_c(v, i) | \mathcal{F}_{i-1}] \leq \left[ (r_{c-1} + f)(\alpha + 3f) + 2(r_{c+1} + f)(c + 1)(\kappa + 4f) - (r_c - f)(\alpha - 3f) - 2(r_c - f) \cdot c \cdot (\kappa - 4f) \right] 2n^{3/2} \cdot n^{-2} + \tilde{O}(n^{3/2} \cdot n^{-5/2}) + \tilde{O}(n^{-1})
\]

\[
= 2r_{c-1} \alpha - (2\alpha + 4\kappa c) r_c + 4(c + 1) \kappa r_{c+1} + 8c\kappa f + \left( 6r_{c-1} + 2(8\kappa + 3) r_c + 16(c + 1) r_{c+1} + 4\alpha + 4\kappa \right) f + 16f^2 \right] n^{-1/2} + \tilde{O}(n^{-1})
\]

(11)

where all functions are evaluated at point \( t(i - 1) \).
Observe that \( 8\kappa f \leq 20cf \) and from the bounds on \( r_c, \alpha \) and \( \kappa \) in \([2]\) and \([3]\), we get that all other terms with \( f \) are \( O(f) \). Further the \( f^2 \) terms are also \( O(f) \) since \( f^2 \leq n^{-1/10}f \). Lastly observe that \([11]\) is \( r'_c \) by \([6]\). Thus, \( \mathbb{E}[\Delta R_c(v, i)[\mathcal{F}_{i-1}]] \) is at most

\[
[ r'_c + 20cf + O(f) ] n^{-1/2} + \tilde{O}(n^{-1}). \tag{12}
\]

Now we define variables

\[
R^\pm_c(v) = R^\pm_c(v, i) := \begin{cases} R_c(v, i) - (r_c(t(i)) \pm f(t(i)))n & \text{if } \mathcal{E}_{i-1} \text{ holds} \\ R^\pm_c(v, i - 1) & \text{otherwise.} \end{cases}
\]

We show that \( R^+(v) \) are supermartingales. By Taylor’s theorem for \( g(t) := r_c(t) + f(t) \) and \( t(i) := \frac{i}{n^{3/2}} \) we have

\[
(g \circ t)(i) - (g \circ t)(i - 1) = (g \circ t')(i - 1)\left(\frac{(g \circ t)''(\omega)}{2}\right) = g'(t(i - 1))n^{-3/2} + \frac{(g \circ t)''(\omega)}{2},
\]

where \( \omega \in [i - 1, i] \). But

\[
(g \circ t)''(i) = (g'(t(i))n^{-3/2})' = g''(t(i))n^{-3} = r''_c(t)n^{-3} + f''(t)n^{-3}.
\]

However, this is \( O(n^{-2}) \). To see this, note that

\[
r''_c(t) = \frac{(2y^4 - (4c + 1)y^2 + 2c^2 - c)y^{2c-2}(8e^{-y^2} - 12e^{-2y^2})}{c!},
\]

and so \( |r''_c(t(i - 1))| = O(1) \) along with \( |f''(t)| = O(n^{-2}) \). Hence,

\[
\Delta(r_c(t(i)) + f(t(i))) = [r'_c(t(i - 1)) + f'(t(i - 1))] n^{-1/2} + O(n^{-2}).
\]

Therefore for \( t = t(i - 1) \) due to \([12]\) we get

\[
\mathbb{E}[\Delta R^+_c(v, i)|\mathcal{F}_{i-1}] \leq \left[ -f' + 20cf + O(f) \right] n^{-1/2} + \tilde{O}(n^{-1})
\]

\[
\leq \left[ -\frac{10000\log n}{\log\log n} + \frac{60\log n}{\log\log n} + O(1) \right] fn^{-1/2} + \tilde{O}(n^{-1}) \leq 0.
\]

Now observe that \( |\Delta R_c(v)| = \tilde{O}(n^{1/2}) \). Indeed, if the new edge \( e_i \) has one vertex at \( v \) and the other at say \( x \), then this only affects the codegree of \( v \) with the \( \tilde{O}(n^{1/2}) \) many neighbors of \( x \). On the other hand if \( e_i \) is not incident with \( v \) then \( v \) loses at most two unmatched edges, say \( \{v, x\} \) and \( \{v, y\} \), in which case only the codegree of \( v \) with the \( \tilde{O}(n^{1/2}) \) neighbors of \( x \) and \( y \) can be affected. Thus, we also have \( |\Delta R^+_c(v)| = \tilde{O}(n^{1/2}) \), since \( r_c \) and \( f \) have much smaller one-step changes. Now we would like to bound \( \mathbb{E}[|\Delta R_c(v)||\mathcal{F}_h] \), so we will re-examine \([10]\). There are positive and negative contributions to \( \Delta R_c(v) \), and of course \([10]\) represents the expected positive contributions minus the expected negative contributions.
Now by the triangle inequality $|\Delta R_c(v)|$ is at most the sum of the positive and negative contributions, and so

\[
\mathbb{E}[|\Delta R_c(v)||\mathcal{F}_k] \leq \sum_{u \in R_{c-1}(v)} A(u, v) + \sum_{u \in R_{c+1}(v)} \left[K(w, v) + K(w, u)\right] + \sum_{u \in R_c(v)} A(u, v) + \sum_{u \in R_c(v)} \left[K(w, v) + K(w, u)\right] \cdot \frac{2}{n^2} + \tilde{O}(n^{-1})
\]

\[
= O(n^{-1/2}),
\]

since each term in (11) is $O(n^{-1/2})$ as demonstrated in (12). Thus,

\[
\mathbb{E}[|\Delta R_c^+(v)||\mathcal{F}_k] \leq \mathbb{E}[|\Delta R_c(v)||\mathcal{F}_k] + |\Delta(r_c(t) + f(t))|n = O(n^{-1/2}),
\]

and hence the one-step variance is

\[
\text{Var}[\Delta R_c^+(v)|\mathcal{F}_k] \leq \mathbb{E}[(\Delta R_c^+(v))^2|\mathcal{F}_k] = \tilde{O}(n^{1/2}) \cdot \mathbb{E}[|\Delta R_c^+(v)||\mathcal{F}_k] = \tilde{O}(1).
\]

The “bad” event here is the event that $R_c^+(v, i) > 0$. Since $R_c^+(v, 0) = n^{4/5}$ we set $\lambda = n^{4/5}$. Then, Lemma 2.1 applied with $\lambda = n^{4/5}$, $b = \tilde{O}(n^{3/2})$ and $C = \tilde{O}(n^{1/2})$ yields that the failure probability is at most

\[
\exp \left\{-\frac{\tilde{O}(n^{8/5})}{\tilde{O}(n^{3/2}) + \tilde{O}(n^{1/2}) \cdot n^{4/5}} \right\}
\]

which is small enough to beat a union bound over all vertices as well as possible values of $c$.

2.5. Tracking $Q_{b,c}(u, v)$. We continue by calculating $\mathbb{E}[\Delta Q_{b,c}(u, v)|\mathcal{F}_{i-1}]$. As before, we consider positive and negative contributions, beginning with the positive ones. First, for $w \in Q_{b-1,c}(u, v)$, $e_i$ could increase $\text{codeg}_{U}(u, w)$ up to $b$ from $b-1$ (see Figure 2A). This situation is accounted with $A(u, w)$. Second, we could have a symmetric case for $w \in Q_{b,c-1}(u, v) \backslash \{u\}$ tracked by $A(v, w)$. Third, for $w \in Q_{b+1,c}(u, v)$ an edge $\{u, w\}$ (or $\{w, u\}$) could become matched for $w' \in \text{codeg}_{U}(u, w)$. This would result in $\text{codeg}_{U}(u, w) = b$ (see Figure 2B). This can be tracked with $K(u, w') + K(w, w')$. Fourth, a similar case to the third can occur but with $w \in Q_{b,c+1}(u, v)$.

For the negative contribution, all cases are symmetric. The only difference is that all $w$ are taken from $Q_{b,c}(u, v)$ and thus these gains or losses of edges destroy the existing structure.

There are also three unlikely cases that affect $Q_{b,c}(u, v)$. In each case, we consider $w \in Q_{b',c'}(u, v)$ for with $b'$ and $c'$ appropriately chosen from $\{b-1, b, b+1\}$ and $\{c-1, c, c+1\}$, respectively. There are $\tilde{O}(n)$ such $w$. First, the edge $e_i$ could be in the common neighborhood of $u, w$ or of $v, w$. Second, $e_i$ could be either the edge $\{v, w\}$ or $\{u, w\}$, reducing the codegree of the vertices in that edge. Third, $e_i$ could have one vertex in the common neighborhood of $u, w$ and the other in the common neighborhood of $v, w$. In all of these cases, we have a change of $\tilde{O}(1)$ and hence together with the edge probability, we have a change of $\tilde{O}(n^{-1})$. 

Consequently,
\[
\mathbb{E} [\Delta Q_{b,c}(u,v,i)|\mathcal{F}_{i-1}] \\
= \left[ \sum_{w \in Q_{b-1,c}(u,v)} A(u,w) + \sum_{w \in Q_{b,c-1}(u,v)} A(v,w) + \sum_{w \in Q_{b+1,c}(u,v)} (K(u,w') + K(w,w')) \\
+ \sum_{w \in Q_{b,c+1}(u,v)} (K(v,w') + K(w,w')) - \sum_{w \in Q_{b,c}(u,v)} A(u,w) - \sum_{w \in Q_{b,c}(u,v)} A(v,w) \\
- \sum_{w \in Q_{b,c}(u,v)} (K(u,w') + K(w,w')) - \sum_{w \in Q_{b,c}(u,v)} (K(v,w') + K(w,w')) \right] \\
\times \frac{2}{n^2}(1 + O(n^{-1/2})) + O(n^{-1}) \\
\leq (q_{b-1,c} + f)(\alpha + 3f) + (q_{b,c-1} + f)(\alpha + 3f) + 2(\kappa + 4f)(q_{b+1,c} + f)(b + 1) \\
+ 2(\kappa + 4f)(q_{b,c+1} + f)(c + 1) - 2(q_{b,c} - f)(\alpha - 3f)
\]

Figure 2. Cases considered in the expected one-step change of $Q_{b,c}(u,v,i)$. 

(A) Ways $w \in Q_{b-1,c}(u,v,i - 1)$ could join $Q_{b,c}(u,v,i)$ with the addition of the dotted edge.

(B) Ways $w \in Q_{b+1,c}(u,v,i - 1)$ could join $Q_{b,c}(u,v,i)$ with the removal of the dashed edge.
\[
\begin{align*}
&-2(b + c)(\kappa - 4f)(q_{b,c} - f) \cdot 2n^{-1/2} + \tilde{O}(n^{-1}) \\
= \left[ 2q_{b-1,c} \alpha + 2q_{b,c-1} \alpha + 4q_{b+1,c}(b + 1) \kappa + 4q_{b,c+1}(c + 1) \kappa - 4q_{b,c}(\alpha + b \kappa + c \kappa) \right] \\
&\quad + 8\kappa(b + c)f + \left( 6q_{b-1,c} + 6q_{b,c-1} + 16(b + 1)q_{b+1,c} + 16(c + 1)q_{b,c+1} \right. \\
&\quad \left. + 16q_{b,c}(b + c) + 12q_{b,c} + 8(\alpha + \kappa) \right) f + 32f^2 \cdot n^{-1/2} + \tilde{O}(n^{-1}).
\end{align*}
\]
Let us consider the effect on $Q_{b,c}(u,v)$ by removing one edge $e$ from the unmatched graph. If $e$ is incident with $u$, say $e = \{u, x\}$, then the only vertices $w \in Q_{b,c}(u,v)$ that could be affected are in the set $\{x\} \cup N(x)$ which has size $\tilde{O}(n^{1/2})$. Similarly if $e$ is incident with $v$. If $e$ is not incident with $u, v$ then the only affected $w \in Q_{b,c}(u,v)$ would be the endpoints of $e$. Thus we have $|\Delta Q_{b,c}(u,v)| = \tilde{O}(n^{1/2})$, and also $|\Delta Q_{b,c}^+(u,v)| = \tilde{O}(n^{1/2})$ because the deterministic terms in $Q_{b,c}^+(u,v)$ have much smaller one-step changes. We can also see that $\mathbb{E}[|\Delta Q_{b,c}(u,v)||F_k] = O(n^{-1/2})$ by another argument analogous to the one used to justify (13). Indeed, $\mathbb{E}[|\Delta Q_{b,c}(u,v)||F_k]$ is at most the sum of the absolute values of the terms in (14), all of which are $O(n^{-1/2})$. Thus,

$$
\mathbb{E}[|\Delta Q_{b,c}^+(u,v)||F_k] \leq \mathbb{E}[|\Delta Q_{b,c}(u,v)||F_k] + |\Delta(q_{b,c}(t) + f(t))n| = O(n^{-1/2}),
$$

and the one-step variance is

$$
\text{Var}[\Delta Q_{b,c}^+(u,v)|F_k] \leq \mathbb{E}[(\Delta Q_{b,c}^+(u,v))^2|F_k] = \tilde{O}(n^{1/2}) \cdot \mathbb{E}[|\Delta Q_{b,c}^+(u,v)||F_k] = \tilde{O}(1).
$$

Thus, Lemma 2.1 applied with $\lambda = n^{4/5}, \tilde{b} = \tilde{O}(n^{3/2})$ and $C = \tilde{O}(n^{1/2})$ (using $\tilde{b}$ instead of $b$ to avoid notational collision) yields that the failure probability is at most

$$
\exp \left\{ -\frac{n^{8/5}}{\tilde{O}(n^{3/2}) + \tilde{O}(n^{1/2} \cdot n^{4/5})} \right\}
$$

which is again small enough to beat a union bound over all pairs of vertices and values of $b, c$.

2.6. Tracking $S_c(u,v)$. Finally, we calculate $\mathbb{E} [\Delta S_c(u,v,i)|F_{i-1}]$, starting with positive contributions. Denote by codeg$^*_U(u,w)$ the unmatched codegree of $u$ and $w$, excluding $v$. First, for $w \in S_{c-1}(u,v)$, we could increase codeg$^*_U(u,w)$ by the addition of an edge, a situation accounted for by $A(u,w)$ (see Figure 3A). Second, for $w \in S_{c+1}(u,v)$, an edge $\{w, w'\}$ could become matched, thereby reducing codeg$^*_U(u,w)$ from $c+1$ to $c$. This situation is handled with $K(w, w') + K(u, w')$ and shown in Figure 3B. Third, $e_i$ could be an edge $\{v, w\}$ for some $w$ with codeg$^*_U(u,w) = c$. We may use $Q_{c,0}(u,v)$ for this case (see Figure 3C).

Next, we consider negative contributions. The first two cases are identical to the positive contribution with the exception that we consider $w \in S_c(u,v)$, and hence lose such a $w$ instead of gaining one. For the third case, the edge $\{w, v\}$ could become matched for $w \in S_c(u,v)$ and thus $w$ no longer meets the requirements for membership in $S_c(u,v)$. This is shown in Figure 3D.

We are also concerned with more unlikely cases. Take $w \in S_{c'}(u,v)$ for appropriate $c'$. There are $\tilde{O}(n^{1/2})$ of such $w$. First, the chosen edge could be in the common neighborhood of $u, w$. Second, $e_i$ could be the edge $\{u, w\}$, which would form triangles with the common neighborhood of these vertices. Both of these are a change of $\tilde{O}(1)$, and so the overall change for these unlikely cases is $\tilde{O}(n^{-3/2})$. 

codeg\_U^*(u,w) = c - 1

(A) Ways \( w \in S_{c-1}(u,v,i-1) \) could join \( S_c(u,v,i) \) with the addition of the dotted edge.

codeg\_U^*(u,w) = c + 1

(B) Ways \( w \in S_{c+1}(u,v,i-1) \) could join \( S_c(u,v,i) \) with the removal of the dashed edge.

codeg\_U^*(u,w) = c + 1

(C) Ways \( w \in Q_{c,0}(u,v,i-1) \) could join \( S_c(u,v,i) \).

codeg\_U^*(u,w) = c

(D) Ways to lose \( w \in S_c(u,v,i-1) \).

Figure 3. Cases considered in the expected one-step change of \( S_c(u,v,i) \).

Note that codeg\_U^*(u,w) denotes the unmatched codegree of \( u \) and \( w \), excluding \( v \).

Therefore,

\[
\mathbb{E} [ \Delta S_c(u,v,i) | \mathcal{F}_{i-1} ] = \left[ \sum_{w \in S_{c-1}(u,v)} A(u,w) + Q_{c,0}(u,v) + \sum_{w \in S_{c+1}(u,v), w' \in \text{codeg}_U(u,w)} [K(w,w') + K(u,w')] - \sum_{w \in S_c(u,v)} A(u,w) \right]
\]
Recall from (7) that (18) is $s_c'$. We also remark that
$$2 + 4c\kappa(c + 2)^{-1} + 4c\kappa(c + 1)^{-1} \leq 50.$$  
From the bounds on $\alpha$, $s_c$ and $\kappa$ in (2) and (3) we can easily conclude that (19) is $O((c + 1)^{-1}f)$. Furthermore, since $f^2 \leq n^{-1/10}f$, we can say that the $f^2$ terms are also $O((c + 1)^{-1}f)$. Thus,
$$\mathbb{E}[\Delta S_c(u,v,i)|F_{i-1}] \leq [s_c' + 50f + O((c + 1)^{-1}f)] n^{-1} + O(n^{-3/2}).$$  
Now we define variables
$$S_c^\pm(u,v) = S_c^\pm(u,v,i) := \begin{cases} S_c(u,v,i) - (s_c(t(i)) \pm (c + 1)^{-1}f(t(i)))n^{1/2} & \text{if } E_{i-1} \text{ holds} \\ S_c^\pm(u,v,i - 1) & \text{otherwise.} \end{cases}$$  
Applying Taylor’s theorem with $g(t) := s_c(t) + (c + 1)^{-1}f(t)$ and $t(i) := \frac{i}{n^{1/2}}$ yields
$$(g \circ t)(i) - (g \circ t)(i - 1) = (g \circ t)'(i - 1) + \frac{(g \circ t)''(\omega)}{2} = g'(t(i - 1))n^{-3/2} + \frac{(g \circ t)''(\omega)}{2},$$  
where $\omega \in [i - 1, i]$. But
$$(g \circ t)''(i) = (g'(t(i))n^{-3/2})' = g''(t(i))n^{-3} = s_c''(t)n^{-3} + (c + 1)^{-1}f''(t)n^{-3}.$$  
However,
$$s_c''(t) = -\frac{4y^{2c-1}e^{-2y}2(2y^4 - (4c + 3)y^2 + 2c^2 + c)(2e^{y^2} - 3)}{c!},$$  
so $|s_c''(t(i - 1))| = O(1)$. Also, we have $|(c + 1)^{-1}f''(t)| = O(n^{-2})$. Hence,
$$\Delta(s_c(t(i)) + (c + 1)^{-1}f(t(i)))n^{1/2} = [s_c'(t(i - 1)) + (c + 1)^{-1}f'(t(i - 1))] n^{-1} + O(n^{-3/2}).$$
So as a consequence of (20) for $t = t(i - 1)$ we have

$$
\mathbb{E} \left[ \Delta S_c(u, v, i)|F_{i-1} \right] \leq \left[ - (c + 1)^{-1}f' + 50f + O((c + 1)^{-1}f) \right] n^{-1} + \tilde{O}(n^{-3/2})
$$

$$
\leq \left[ - \frac{1000 \log n}{\log \log n} + 50(c + 1) + O(1) \right] (c + 1)^{-1}fn^{-1} + \tilde{O}(n^{-3/2})
$$

$$
\leq \left[ - \frac{1000 \log n}{\log \log n} + \frac{200 \log n}{\log \log n} + O(1) \right] (c + 1)^{-1}fn^{-1} + \tilde{O}(n^{-3/2}) \leq 0.
$$

Next we demonstrate that $|\Delta S_c(u, v)| = O(\log n)$. First, an edge $e$ in the unmatched graph $G_U$ might be removed. Indeed, if $e$ is incident with $u$, say $e = \{u, x\}$, then the removal of $e$ can only affect vertices $w \in S_c(u, v)$ such that $w \in \{x\} \cup (N(x) \cap N(v))$ of which there are only $O(\log n)$. Similarly if $e$ is incident with $v$ then at most $O(1)$ vertices $w \in S_c(u, v)$ are affected. Finally, if $e$ is not incident with $u, v$ then the only vertices $w \in S_c(u, v)$ that could be affected are the endpoints of $e$. Thus, zero or three edges are removed at any step and each one affects $O(\log n)$ vertices $w$. We can also make symmetrical observations for adding an edge to $G_U$. Hence, $|\Delta S_c(u, v)| = O(\log n)$. Also $|\Delta S_c^+(u, v)| = O(\log n)$, since the deterministic terms have much smaller one-step changes. We can also see that $\mathbb{E}[|\Delta S_c(u, v)||F_k] = O(n^{-1})$ by an argument analogous to the one used to justify (13). Indeed, $\mathbb{E}[|\Delta S_c(u, v)||F_k]$ is at most the sum of the absolute values of the terms in (17), all of which are $O(n^{-1})$. Thus,

$$
\mathbb{E}[|\Delta S_c^+(u, v)||F_k] \leq \mathbb{E}[|\Delta S_c(u, v)||F_k] + |\Delta(s_c(t) + f(t))n^{1/2}| = O(n^{-1})
$$

and

$$
\text{Var}[\Delta S_c^+(u, v)|F_k] \leq \mathbb{E}[(\Delta S_c^+(u, v))^2|F_k] = O(\log n) \cdot \mathbb{E}[|\Delta S_c^+(u, v)||F_k] = \tilde{O}(n^{-1}).
$$

Therefore, using Lemma 2.1 with $\lambda = (c + 1)^{-1}n^{3/10}$, $b = \tilde{O}(n^{1/2})$ and $C = \tilde{O}(1)$ our failure probability is at most

$$
\exp \left\{ - \frac{(c + 1)^{-2}n^{3/5}}{O(n^{1/2}) + \tilde{O}(n^{3/10})} \right\},
$$

which is small enough to beat a union bound over all pairs of vertices and values of $c$.

### 2.7. Proof of Theorem 1.1

At the end of our process, after revealing $kn^{3/2}$ edges, the number of unmatched edges is at most $\frac{n^{3/2}}{2}(y(k) + f(k))$, and thus the number of matched edges is at least

$$
kn^{3/2} - \frac{n^{3/2}}{2}(y(k) + f) \geq kn^{3/2} - \frac{y(k)n^{3/2}}{2} - n^{7/5}.
$$

Recall that the only edges of $M$ are those of edge-disjoint triangles. Hence, the number of edge-disjoint triangles at the end of our process is w.h.p. at least

$$
(1 + o(1)) \frac{1}{3} \left( k - \frac{y(k)}{2} \right) n^{3/2}.
$$
3. Proof of Theorem 1.4

We bound $\tau(G)$ using two different approaches for different ranges of $k$. First, we consider the triangle-free process for $t = O(1)$. This process accepts a set of edges forming a triangle-free subgraph of $G(n,m)$ and so the rejected edges form a triangle cover. We will refer to Bohman’s original triangle-free paper [8]. Recall that in this process one maintains a triangle-free subgraph $G_T(i) \subseteq G(n,i)$ by revealing one edge at a time, and adding that edge to $G_T(i)$ only if it does not create a triangle in $G_T(i)$.

In order to use the results about the triangle-free process, we must reconcile the differences between our step parameter and the one used by Bohman. In [8], one step was counted as the acceptance of a proposed edge whereas we count each step as the presenting of an edge. To avoid notational confusion with Bohman’s paper, all of the variables in [8] will appear in the acceptance of a proposed edge after $i$ edges accepted by the process after $i = tn^{3/2}$ edges are proposed is $\hat{i} = \hat{tn}^{3/2}$.

Bohman proved that w.h.p. for all $\hat{i} \leq kn^{3/2}$ the number $\hat{Q}(\hat{i})$ of edges eligible to be inserted into the triangle-free graph (i.e. edges that would be accepted if proposed) is

$$\hat{Q}(\hat{i}) \in (1 \pm n^{-\beta})\left(\frac{n}{2}\right)e^{-4\hat{i}^2},$$

where the constant $\beta > 0$ is derived from Bohman’s original error function. Since (21) holds for some $\hat{i}$ we may take $\beta$ to be arbitrarily small. We will assume that $0 < \beta < 1/2$. We also note that Bohman proved this for all $\hat{i}$ at most some constant times $n^{3/2}\log^{1/2}n$ but we will not fully use that here.

Let the random variable $A(i)$ be the number of edges that have been accepted after $i$ edges have been presented. Of course Bohman’s step number is $\hat{i} = A(i)$ and so $\hat{i} = A(i)n^{-3/2}$. We will track $A(i)$ using the differential equation method. We will show that $A(i) \approx n^{3/2}a(t)$ for some function $a(t)$

Let $\mathcal{E}_i$ be the event that for all $i^* \leq i$ we have:

(i) $\hat{Q}(A(i^*)) \in (1 \pm n^{-\beta})\left(\frac{n}{2}\right)e^{-4(A(i^*)n^{-3/2})^2}$,
(ii) $A(i^*) \in (1 \pm f_A(t^*))n^{3/2}a(t^*)$.

Since in this section we have $t = O(1)$, we also have $a(t) = O(1)$. Assume the constant $c$ is an upper bound on $a(t)$. We define the error function $f_A(t)$ to be

$$f_A(t) := n^{-\beta}e^{(2+13c^2)t} = O(n^{-\beta}).$$

Since Bohman showed that the first condition holds w.h.p., we verify that the second condition also w.h.p. holds. Note that in the event $\mathcal{E}_i$, we have

$$\hat{Q}(A(i)) \in (1 \pm n^{-\beta})\left(\frac{n}{2}\right)e^{-4(1\pm f_A(t)a(t))^2}$$

$$\subseteq (1 \pm n^{-\beta}) \cdot (1 \pm 12f_A(t)a^2(t) + O(f_A^2(t)a^4(t))) \cdot \left(\frac{n}{2}\right)e^{-4a(t)^2}$$

$$\subseteq \left(1 \pm n^{-\beta} \pm 12c^2 f_A(t) + O(n^{-2\beta})\right)\left(\frac{n}{2}\right)e^{-4a(t)^2}$$
Now estimate \( \mathbb{E} \) as well as \( \omega \), where follows from \( f_{\mathbf{2}} \). PATRICK BENNETT, RYAN CUSHMAN, AND ANDRZEJ DUDEK and we may derive the following differential equation:

\[
\frac{da}{dt} = e^{-4a(t)^2} \quad \text{and} \quad a(0) = 0.
\]

Next we define variables which we will show are supermartingales

\[
A^\pm = A^\pm(i) := \begin{cases} A(i) - (a(t(i)) \pm f_A(t(i))) & \text{if } \xi_{i-1} \text{ holds } \\ A^\pm(i-1) & \text{otherwise.} \end{cases}
\]

The calculation to verify \( A^+ \) is shown. Applying Taylor’s theorem with \( g(t) := a(t) + f_A(t) \) and \( t(i) := \frac{i}{n^{3/2}} \) yields

\[
(g \circ t)(i) - (g \circ t)(i-1) = (g \circ t)'(i-1) + \frac{(g \circ t)''(w)}{2} = g'(t(i-1))n^{-3/2} + \frac{(g \circ t)''(w)}{2},
\]

where \( \omega \in [i-1, i] \). But

\[
(g \circ t)''(i) = (g'(t(i))n^{-3/2})' = g''(t(i))n^{-3} = (a''(t) + f_A''(t))n^{-3}
\]

as well as

\[
a''(t) = 2a(t) \cdot a'(t) \cdot e^{-4a^2(t)} = 2a(t)e^{-8a^2(t)} = O(1)
\]

and

\[
f_A''(t) = (2 + 13c^2)^2n^{-\beta}e^{(2+13c^2)t} = O(n^{-\beta}).
\]

This gives us \( (g \circ t)''(i) = O(n^{-3}) \), so

\[
\Delta(a(t(i)) + f_A(t(i)))n^{3/2} = a'(t(i-1)) + f_A'(t(i-1)) + O(n^{-3/2}).
\]
Thus for \( t = t(i - 1) \) we have
\[
\mathbb{E} \left[ \Delta A^+(i) | \mathcal{F}_{i-1} \right] \leq (1 + 12c^2)e^{-4a^2}f_A - f'_A + O(n^{-3/2}) \\
\leq (1 + 12c^2)f_A - f'_A + O(n^{-3/2}) \\
= -(1 + c^2)e^{(2+13c^2)t}n^{-\beta} + O(n^{-3/2}) \leq 0.
\]

Now we use the Azuma-Hoeffding inequality to complete this analysis.

**Lemma 3.1** (Azuma [3], Hoeffding [22]). If \( Y_0, Y_1, \ldots \) variables are supermartingales and w.h.p. \( |Y_j - Y_{j-1}| \leq C \), then for all positive integers \( m \) and \( \lambda \)
\[
\mathbb{P}(Y_m - Y_0 \geq \lambda) \leq \exp \left( -\frac{\lambda^2}{2C^2m} \right).
\]

Clearly \( |\Delta A(i)| = O(1) \) and
\[
|\Delta(a(t(i)) + f_A(t(i)))n^{3/2}| \leq |a'(t(i - 1))| + |f'_A(t(i - 1))| + O(n^{-3/2}) = O(1),
\]
and thus for \( t = t(i) \), \( \lambda = f_A(0)n^{3/2} = n^{13/10} \) and \( C = O(1) \),
\[
\mathbb{P}(A(i) > n^{3/2}(a(t)) + f_A(t)) = \mathbb{P}(A^+(i) > 0) \\
= \mathbb{P}(A^+(i) - A^+(0) > n^{13/10}) \leq \exp \left( -\frac{n^{13/5}}{2C^2t(n^{3/2})} \right) = o(1).
\]

Hence w.h.p. \( A(i^*) = (1 + o(1))n^{3/2}a(t^*) \) for \( t \leq t^* \). So we may say that \( \tau(G(n, tn^{3/2})) \leq (1 + o(1))(t - a(t))n^{3/2} \).

To optimize our upper bound, we combine what we just obtained with another bound on \( \tau(G) \) which is better for certain values of \( k \). We observe that one can cover all triangles in any graph \( G \) by using at most half of the edges. To demonstrate this, let \( H \) be the largest bipartite subgraph of \( G \). It is well-known that \( |E(H)| \geq \frac{1}{2}|E(G)| \) (see e.g., [14]). Therefore \( E(G) \setminus E(H) \) cover all triangles and we have
\[
\tau(G(n, m)) \leq m/2.
\]

Therefore, we can conclude that w.h.p.
\[
\tau(G(n, kn^{3/2})) \leq (1 + o(1))U_\tau(k)n^{3/2},
\]
where
\[
U_\tau(k) := \min\{k - a(k), k/2\}. \tag{22}
\]
And from Theorem [1.1] we have
\[
\nu(G(n, kn^{3/2})) \geq (1 + o(1))L_\nu^*(k)n^{3/2},
\]
where
\[
L_\nu^*(k) := \frac{1}{3} \left( k - \frac{y(k)}{2} \right). \tag{23}
\]

By the proof of Theorem [1.3] to verify Tuza’s conjecture for \( G(n, kn^{3/2}) \) it suffices to check \( k \) in the range of \( 0.2 \leq k \leq 3 \). However, our bounds (22) and (23) are enough to show that the quotient \( U_\tau(k)/L_\nu^*(k) \leq 2 \) for this range (see Appendix for details).
4. Concluding remarks

As a possible area of future study, we conjecture that we can improve Tuza’s conjecture for the random graph $G(n,m)$. Recall that in general, Baron and Kahn [4] showed that we cannot decrease the multiplicative constant 2 since for any $\alpha > 0$ there are arbitrarily large graphs $G$ of positive density satisfying $\tau(G) > (1 - o(1))|G|/2$ and $\nu(G) < (1 + \alpha)|G|/4$. However, the graphs used in this are significantly different than $G(n,m)$, being a subgraph of a blowup construction.

Frankl and Rödl proved in [18] that w.h.p. for every $\varepsilon_1 > 0$ there is some $k$ such that the largest triangle-free subgraph of $G(n,p)$ for $p = kn^{-1/2}$ has at least $1/2 - \varepsilon_1$ proportion of the edges. In addition, for $\varepsilon_2 > 0$ the triangle packing number $\nu(G(n,m))$ with $m = kn^{3/2}$ and $k \geq (\log n)^2$ is w.h.p. $1/3(1 - \varepsilon_2)kn^{3/2}$. Then by the asymptotic equivalence of $G(n,p)$ and $G(n,m)$ we see that for $G = G(n,m)$, we have

$$\frac{\tau(G)}{\nu(G)} \leq \frac{(1/2 - \varepsilon_1)kn^{3/2}}{1/3(1 - \varepsilon_2)kn^{3/2}} \approx \frac{3}{2}$$

On the other hand we have $\tau(G) \geq \nu(G)$ for all $G$ and the ratio $\tau(G)/\nu(G)$ is about 1 when triangles start emerging in $G$. We believe this ratio starts at about 1 and grows to about $3/2$. This leads us to the following conjecture.

**Conjecture 4.1.** For all $C > 3/2$ and $G = G(n,m)$, w.h.p. $\tau(G) \leq C \cdot \nu(G)$ for all range of $m$.
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Appendix A. Calculations

Here we verify that $U_\tau(k)/L_\nu^*(k) \leq 2$. First define $g(k) := (k/2)/L_\nu^*(k)$ and $h(k) := (k - a(k))/L_\nu^*(k)$. We show that

(i) $h$ is increasing for $2 \leq k \leq 1.29$,
(ii) $g$ is decreasing for $1.28 \leq k \leq 3$, and
(iii) $h(1.29), g(1.28) < 2$.

We first demonstrate (i) and (iii) for $g$. Recall that $y(k) \leq 0.6368$ and hence

$$L_\nu^*(1.28) \geq \frac{1}{3} \left( 1.28 - \frac{0.6368}{2} \right) \geq 0.3205.$$

Thus

$$g(1.28) = \frac{(1.28/2)}{L_\nu^*(1.28)} \leq \frac{0.64}{0.3205} = 1.9969,$$

verifying (iii) for $g$. To show (ii), using $y' = 6e^{-y^2} - 4$ gives us

$$\frac{dg}{dk} = \frac{18ke^{-y(k)^2} - 3y(k) - 12k}{(-2k + y(k))^2}.$$
Then the numerator of $dg/dk$ is 0 when $k = 0$. Now taking the derivative of this numerator tells us that
\[18e^{-y^2} - 36kya^{-y^2}(6e^{-y^2} - 4) - 3(6e^{-y^2} - 4) - 12 = -36kya^{-y^2}(6e^{-y^2} - 4) \leq 0\]
for $k \geq 0$ since $y', y \geq 0$. Thus, $dg/dk$ is nonpositive for $1.28 \leq k \leq 3$.

Verifying (i) and (iii) for $h$ analytically, however, seems more complicated. Therefore, to avoid tedious calculations we use Maple and verify the required conditions numerically. For $a$, we obtain
\[
\text{DE}_A := \{\text{diff}(a(t), t) = \exp(-4*a(t)^2), a(0) = 0\}; \\
a\_sol\_list := \text{dsolve}(\text{DE}_A, \text{numeric, output = listprocedure}); \\
a\_sol := \text{rhs}(a\_sol\_list[2]);
\]

Figure 4. The graph of $h$ (in green) compared with $h(1.29)$ (in blue).

With this in hand, we can see that (iii) holds since $h(1.29) \leq 1.987$. Now plotting the graph of $h$ (see Figure 4) verifies (i).
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