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Abstract—Network Function Virtualization (NFV) enables the “softwarization” of network functions, which are implemented on virtual machines hosted on Commercial off-the-shelf (COTS) servers. Both the composition of the virtual network functions (VNFs) into a forwarding graph (FG) at the logical layer and the embedding of the FG on the servers need to take into account the less-than-carrier-grade reliability of COTS components. This work investigates the trade-off between end-to-end reliability and computational load per server via the joint design of VNF chain composition (CC) and FG embedding (FGE) under the assumption of a bipartite FG that consists of controller and regular VNFs. Evaluating the reliability criterion within a probabilistic model, analytical insights are first provided for a simplified disconnected FG. Then, a block coordinate descent method based on mixed-integer linear programming is proposed to tackle the joint optimization of CC and FGE. Via simulation results, it is observed that a joint design of CC and FGE leads to substantial performance gains compared to separate optimization approaches.

Index Terms—Network Function Virtualization (NFV), virtual network function (VNF), resource allocation, reliability.

I. INTRODUCTION

Promoted by the European Telecommunications Standards Institute (ETSI), Network Function Virtualization (NFV) is currently seen as an essential technology to reduce the operators’ cost, as well as to provide flexible network deployments. Unlike conventional implementations in which network functions are hard-wired into dedicated hardware, NFV enables the “softwarization” of network functions, which are executed on commercial off-the-shelf (COTS) network elements, such as servers and switches.

The deployment of NFV poses new fundamental challenges that pertain to the following design tasks: (i) VNF Chain Composition (CC): Connect the virtual network functions (VNFs) within a forwarding graph (FG) that describes the functional dependence of the VNFs; (ii) VNF Forwarding Graph Embedding (FGE): Instantiate the VNFs on the available network elements; and (iii) VNFs Scheduling: Schedule the execution of the VNFs.

COTS elements are characterized by a reliability that is significantly lower than the five-nines reliability of carrier-grade equipment, as their operation may be affected by surges in computing load, hardware malfunctions or malicious attacks. To ensure a desired level of end-to-end (e2e) reliability, previous works allowed the replication of VNFs across multiple servers. In particular, the FGE problem was investigated in under worst-case e2e reliability guarantees. In contrast, reference addressed the FGE problem for a general FG and physical layer under a simplified probabilistic framework in which a server cannot be assigned more than one VNF of the given service and the failures of different VNFs are independent. A similar model was also adopted in with considering a communication delay between two virtual machines.

In this work, we investigate the trade-off between the e2e reliability of a network service, as measured by the probability that the service is correctly executed, and the computational load of the servers. This trade-off arises from the fact that replicating VNFs on servers enhances e2e reliability but at the cost of increasing the computational load.

The main contributions of this letter are summarized as follows: (i) We formulate the joint CC and FGE optimization problem for bipartite FGs (B-FG) and a generic physical layer within a probabilistic model of reliability that, unlike , enables the same server to execute multiple VNFs, both controller and regular (Sec. II); (ii) We provide analytical insights into the trade-off between reliability and per-server computational load for a simplified disconnected FG (D-FG) (Sec. III); (iii) We propose an algorithm based on block coordinate descent (BCD) and mixed-integer linear programming (MILP) to obtain a heuristic solution to the problem of joint CC and FGE optimization (Sec. IV); and (iv) Numerical results are presented (Sec. V) gains in terms of e2e unreliability as compared to a separate design.

II. SYSTEM MODEL

We consider an NFV-based application in which the physical layer is composed of physical elements, which will
be referred to as servers as in [3], and the logical layer of the given network service is composed of $N_V$ VNFs, as shown in Fig. [1] We denote the set of all servers and VNFs as $\mathcal{N}_S = \{1, \ldots, N_S\}$ and $\mathcal{N}_V = \{1, \ldots, N_V\}$, respectively. The overprovisioning rate $r = N_S/N_V$ is the ratio between the number of servers and VNFs. Assuming that the servers are strategically distributed $[2, 3]$, we postulate that each server $s \in \mathcal{N}_S$ fails independently with probability $p_s$, $[2, 3]$. This can be related to the mean time between failures as discussed in [2].

At the logical layer, the VNFs are connected by means of an FG that describes the functional relationship among VNFs. We focus on the B-FG considered in [3], in which each regular VNF (R-VNF) is managed by a controller (CNF). We define as $\mathcal{N}_{V,R}$ the set of the $\mathcal{N}_{V,R}$ R-VNFs and as $\mathcal{N}_{V,C}$ the set of the $\mathcal{N}_{V,C}$ CNF VNFs with $\mathcal{N}_V = \mathcal{N}_{V,C} + \mathcal{N}_{V,R}$. The FG, which is to be optimized, is defined by the following binary variables:

$$c_{st}^L = 1 \text{ (server } s \text{ is connected to server } t) . \quad (2)$$

The virtualization layer maps each VNF into one or more servers. We denote as $x_{us}$ the binary variable that indicates whether VNF $u \in \mathcal{N}_{V,R} \cup \mathcal{N}_{V,C}$ is instantiated on server $s$, namely

$$x_{us} = 1 \text{ (VNF } u \text{ is instantiated on server } s), \quad (3)$$

which can be divided into $x_{us}^C$ for CVNF $u \in \mathcal{N}_{V,C}$ and $x_{us}^R$ for R-VNF $u \in \mathcal{N}_{V,R}$. Note that, in order to enhance the e2e reliability, we allow VNFs to be replicated across different servers $[3]$. Mapping $[3]$ must ensure that, if the edge CVNF $u - \text{R-VNF } v$ exists in the FG and if CVNF $u \in \mathcal{N}_{V,C}$ is instantiated on server $s$ while R-VNF $v \in \mathcal{N}_{V,R}$ is instantiated on server $t$, then there must exist a physical link $s - t$ in order for the logical link to be active $[3]$. Mathematically, we have the constraint $c_{st}^C = 1$ if $x_{us}^C x_{vt}^R c_{uv}^L = 1$, which can be reformulated as $x_{us}^C x_{vt}^R c_{uv}^L = 0$ if $c_{st}^C = 0$ for any $u \in \mathcal{N}_{V,C}$, $v \in \mathcal{N}_{V,R}$, and $s, t \in \mathcal{N}_S$.

A successful completion of the network service occurs if all VNFs are correctly executed on at least one server. Hence, the probability of successful completion of the application, or e2e reliability, can be defined as

$$P_S = \sum_{f \in \{0,1\}^{N_S}} P(f) \prod_{v=1}^{N_V} Q_v(f, \mathbf{c}_L, \mathbf{x}), \quad (4)$$

where the vector $f = [f_1, \ldots, f_{N_S}]$ collects the indicators $f_s$, which are defined as $f_s = 1$ (server $s$ is on) and hence we have the probability distribution $P(f) = \prod_{s \in \mathcal{N}_S} p_s \prod_{t \in \mathcal{N}_S} (1 - p_t)$ with $S_0 = \{s|f_s = 0\}$ and $S_1 = \{s|f_s = 1\}$; and $Q_v(f, \mathbf{c}_L, \mathbf{x})$ indicates whether the R-VNF $v$ is successfully executed as a function of $f$, $\mathbf{c}_L = \{x_{uv}^L\}_{v \in \mathcal{N}_{V,C}, u \in \mathcal{N}_V}$, and $\mathbf{x} = \{x_{uv}\}_{v \in \mathcal{N}_V, u \in \mathcal{N}_S}$, that is, we have $Q_v(f, \mathbf{c}_L, \mathbf{x}) = 1$ (VNF $v$ is executed correctly). This quantity can be expressed as

$$Q_v(f, \mathbf{c}_L, \mathbf{x}) = \sum_{s,t \in \mathcal{N}_S} \sum_{u \in \mathcal{N}_{V,C}} f_s x_{us}^C c_{st}^L f_t x_{tv}^R P_v^R, \quad (5)$$

where $\psi_u = \sum_{s,t \in \mathcal{N}_S} f_s x_{us}^C c_{st}^L f_t x_{tv}^R = \mathbf{c}_u^T \mathbf{x}_u^C \mathbf{P}_v^R \mathbf{P}_v^R \mathbf{x}_u^L$; $\mathbf{x}_u^C = [x_{u1}, \ldots, x_{uN_S}]^T$; $\mathbf{x}_u^L = [x_{u1}^L, \ldots, x_{uN_S}^L]^T$; $\mathbf{P}_v^R$ is a $N_S \times N_S$ matrix with the elements $P_v^R[c_{st}^C] = c_{st}^C$; and $\circ$ denotes the Hadamard (element-wise) product, e.g., $\mathbf{P}_v^R \mathbf{x}_u^C = [f_1 x_{v1}^R, \ldots, f_{N_S} x_{vN_S}^R]^T$. Equation (5) follows since a R-VNF $v$ is correctly executed if the CVNF $u$ supporting the CVNF $v$ is instantiated in an active server, which is connected to at least one of the active servers running the R-VNF $v$.

We focus on the problem of joint CC and FGE, which amounts to the joint optimization of the logical link connectivity $\mathbf{c}_L$ (CC) and the optimal virtualization mapping $\mathbf{x}$ (FGE). We are specifically interested in maximizing the e2e reliability under a maximum computational load constraint $L$ given the physical network topology $\mathbf{c}_P = \{c^P_{st}\}_{s,t \in \mathcal{N}_S}$ and the CVNF capacity limit $C_u$. This optimization problem is formulated as

$$\max_{\mathbf{x}, \mathbf{c}_L} \sum_{f \in \{0,1\}^{N_S}} P(f) \left( \prod_{s \in \mathcal{N}_S} \psi_u \right) \quad (6a)$$

s.t. \begin{align*}
\sum_{s=1}^{N_S} x_{uv} & \leq L, \quad \text{for } s \in \mathcal{N}_S \quad (6b) \\
x_{uv} & \in \{0,1\}, \quad \text{for } v \in \mathcal{N}_V, s \in \mathcal{N}_S \quad (6c) \\
c_{st}^L & \in \{0,1\}, \quad \sum_{u \in \mathcal{N}_{V,C}} c_{st}^L = 1, \quad \sum_{u \in \mathcal{N}_{V,R}} c_{st}^L \leq C_u, \quad (6d) \\
x_{us}^C x_{vt}^R c_{uv}^L & = 0, \quad \text{for } (s, t) \in \{1, \ldots, \infty\} \quad (6e) 
\end{align*}

where (6d)-(6e) apply to $u \in \mathcal{N}_{V,C}$, $v \in \mathcal{N}_{V,R}$, and $s, t \in \mathcal{N}_S$, and it can be verified that (6a) equals (4).

Notation: $\|x\|_0 = 0$ if $x = 0$ and $\|x\|_0 = 1$ otherwise. $\mathbf{1}(x) = 1$ if $x$ is true and $\mathbf{1}(x) = 0$ otherwise.

III. DISCONNECTED FORWARDING GRAPH EMBEDDING

In this section, in order to obtain initial insights into the FGE problem, we consider a simplified scenario with a D-FG. This can be seen a special case of problem (6) in which all VNFs can be equivalently considered as R-VNFs with the role of controller, i.e., $\mathcal{N}_{V,C} = \emptyset$, the constraints (6d)-(6e) are not present, and $p_s = p$ for all $v \in \mathcal{N}_S$. Note that CC is not applicable to a D-FG since the FG is fixed. For FGE problem, we derive a lower bound on the optimal solution of problem (6) via a union bound argument. To elaborate, we observe that a VNF $v$ is correctly executed if at least one server to which it is allocated is on, and hence the probability of this event is $P_S = p^{\sum_{v \in \mathcal{N}_V} x_{uv}}$. Accordingly, the e2e reliability $P_S$ in (4) can be lower bounded by the union bound as $P_S \geq 1 - \sum_{v \in \mathcal{N}_V} p^{\sum_{u=1}^{N_S} x_{uv}}$. With this lower bound in lieu of the
exact probability $P_S$ in (4), the problem can be reformulated as

$$\begin{align*}
\text{minimize} & \quad \sum_{s=1}^{N_S} p_s x_{vs} \\
\text{s.t.} & \quad (6b) - (6c).
\end{align*}$$

(7a)

The solution of this problem identifies a trade-off between the e2e reliability and the computational load $L$ as a function of the overprovisioning rate $r$ as described in the following proposition.

**Proposition 1:** The optimal solution of problem (7) yields the following lower bound on the e2e reliability obtained from (6) for a D-FG

$$P_S \geq 1 - N_V p^{r_{\text{min}}(L,N_V)},$$

(8)

for all values of over provisioning rate $r$ and computational load $L$ such that $rL$ is an integer.

**Proof:** We prove by contradiction that any solution with $\sum_{v=1}^{N_V} x_{vs} = L$ for all $s \in N_S$ and $\sum_{s=1}^{N_S} x_{vs} = rL$ for all $v \in N_V$, is optimal if $rL$ is an integer. First, it is easily proved that the latency constraint (6b) must be satisfied with equality by any optimal solution and hence the first condition must hold. For the latter condition, assume that an optimal mapping satisfies $\sum_{s=1}^{N_S} x_{vs} < rL$ for some $v \in N_V$. Since we have $\sum_{v=1}^{N_V} x_{vs} = L$ for all $s = 1, \ldots, N_S$, this condition can be expressed as

$$\sum_{v=1}^{N_V} p_s x_{vs} < N_V p^{rL},$$

(9)

where $\sum_{s=1}^{N_S} x_{vs}$ is the number of server in which VNF $v$ is instantiated. However, by Jensen’s inequality and the fact that an exponential function $p^z$ with $0 \leq p \leq 1$ is convex in $z \geq 0$, we obtain the inequality $\sum_{v=1}^{N_V} p_s x_{vs} / N_V \geq p^{rL}$, which implies that (9) cannot be satisfied, hence concluding the proof.

The proposition above suggests that the e2e unreliability $1 - P_S$ decreases exponentially as $p^{rL}$ for increasing overprovisioning rate $r$ and computational load $L$. We will verify this insight in Sec. V via numerical results.

**IV. BIPARTITE FORWARDING GRAPH COMPOSITION AND EMBEDDING**

In this section, we consider the general CC and FGE problem (6). To this end, we make two approximations. First, we substitute the non-convex indicator function in the objective function with the concave lower bound given by the hinge loss function as $1(y \leq 0) \geq \min(1, 1 - y)$. Second, we approximate the $l_0$ norm with the $l_1$ norm, as it is often done in related problems. With these approximations, the problem (6) can be written using the epigraph formulation as

$$\begin{align*}
\text{maximize} & \quad \sum_{f \in \{0,1\}^{N_S}} P(f) \cdot t_f \\
\text{s.t.} & \quad t_f \leq 1, \\
& \quad t_f \leq 1 - N_{V,R} + \sum_{u \in N_{V,C}} \sum_{v \in N_{V,R}} \psi_{uv}, \\
& \quad (6b) - (6c).
\end{align*}$$

(10a)

In (10), we have defined a vector of auxiliary variables $t = \{t_f\}_{f \in \{0,1\}^{N_S}}$ and we used the equality as $\sum_{u \in N_{V,C}} c_u^p \cdot (f \circ x_u^C)^T C^p (f \circ x_u^C) \cdot C^p (f \circ x_u^C)$. To address problem (10), we approach the joint optimization via a BCD method, whereby at each iteration we optimize iteratively over variables $(x^R, c^L)$ and then optimize over the remaining variables $(x^C, c^L)$ by solving a MILP. The overall algorithm is summarized in Algorithm 1. We now discuss how to perform the inner optimization over $(x^R, c^L)$, and then cover also in a similar way the optimization over $(x^C, c^L)$.

For the optimization over $(x^R, c^L)$, we follow the approach in [7] of defining the auxiliary binary variables $z_u^{R \circ u} = x^R_u, c^L_u$ for all $u \in N_{V,C}, v \in N_{V,R}$, $s \in N_S$. With this definition, the non-linear constraints (10c), (6e) become linear in $z_u^{R \circ u}$ as

$$t_f \leq 1 - N_{V,R} + \sum_{u \in N_{V,C}} \sum_{v \in N_{V,R}} \psi_{uv} + \sum_{u \in N_{V,C}} \sum_{v \in N_{V,R}} c_u^p \cdot (f \circ x_u^C)^T C^p (f \circ x_u^C) \cdot C^p (f \circ x_u^C),$$

(11a)

and $x_u^{R \circ u} = 0$, for $(s, t) \in \{(s, t) \in N_{V,C}, v \in N_{V,R}$, $s \in N_S \}$. Moreover, the variables $z_u^{R \circ u}$ are characterized by the conditions

$$z_u^{R \circ u} \leq x_u^{R \circ u}, \quad z_u^{R \circ u} \leq c_u^L, \quad \text{and} \quad z_u^{R \circ u} \geq x_u^{R \circ u} + c_u^L - 1,$$

(12)

for $u \in N_{V,C}, v \in N_{V,R}$, and $s \in N_S$. The resulting problem is given as

$$\begin{align*}
\text{maximize} & \quad \sum_{f \in \{0,1\}^{N_S}} P(f) \cdot t_f \\
\text{s.t.} & \quad (6b) - (6c), (10a), (11a), (11b), (12).
\end{align*}$$

(13a)

Problem (13) is a MILP which can be solved using efficient numerical tools. Analogously, for the latter inner problem over $(x^C, c^L)$, the problem can be reformulated as the MILP (13) upon switching the superscripts “R” and “C” with $z_u^{C \circ u} = \{z_u^{C \circ u}\}_{s \in N_S}$, for $u \in N_{V,C}$ and $v \in N_{V,R}$.

Algorithm 1 Joint CC-FGE optimization

**Initialization:** Initialize $x^R(0) = x^C(0) = 0$ and set $n = 0$.

Repeat

$n \leftarrow n + 1$

Compute $x^R(n), c^L, z^R$ and $t$ by solving the problem (13) with $x^C \leftarrow x^C(n-1)$.

Compute $x^C(n), c^L, z^C$ and $t$ by solving the problem reformulated from (13) with $x^R \leftarrow x^R(n)$.

Until a convergence criterion is satisfied.

**Solution:** $x^C \leftarrow x^C(n), x^R \leftarrow x^R(n)$ and $c^L$.

**V. SIMULATION RESULTS**

In this section, we present numerical results that encompass both the simplified D-FG considered in Sec. III and the more general B-FG investigated in Sec. IV. For the D-FG case, we consider the union bound (8) and the solution obtained for the FGE problem via Algorithm 1 (setting $N_V = N_{V,R}$, $x = x^C = x^R$ and $c^L = 1$, and removing the constraints (6c)- (6e)). For the B-FG case, we compare the performance
of the joint CC and FGE optimization in Algorithm 1 with FGE optimization only. For the latter case, the fixed FG is composed in either of these two ways: (i) CCmin: Each CVNF monitors the minimum number of RVNFs that is compatible with the requirement that each RVNF is assigned a CVNF; and (ii) CCmax: Each CVNF \( u \) monitors the maximum number of RVNFs allowed by the capacity limit \( C_u \) and by the mentioned requirement on RVNF-CVNF assignment. Note that an FG built according to CCmin provides more flexibility for FGE optimization in sparsely connected physical layers with a sufficiently large number of servers, since each CVNF only monitors a small number of RVNFs. Instead, CCmax allows larger diversity gains to be obtained in the presence of a well-connected physical layer, since a smaller number of CVNFs can be replicated more aggressively on the servers. Throughout, we consider independently generated physical connectivity variables \( \xi \) with \( \Pr(c_{st}^L = 1) = p^L \) for all server pairs \( s, t \in N_S \) and \( s \neq t \), and the performance is averaged over these variables. Moreover, every server has the same failure probability, i.e., \( p_s = p \) for all \( s \in N_S \) and each CVNF \( u \in N_{V,C} \) has the same capacity \( C_u \).

The outage probability is plotted versus the computational load \( L \) in Fig. 2 for \( p = 0.15, N_S = 4, N_{V,C} = 2, N_{V,R} = 4, C = 4, \) and \( p^P = 0.8 \). A first observation is that the union bound obtained for D-FG in Proposition 1 well reflects the dependence of the e2e unreliability on the computational load \( L \), and that it closely predicts the performance obtained by the proposed scheme. Given the large probability \( p^P \), the physical layer is well connected and, as discussed, CCmax-FGE is advantageous compared to CCmin-FGE for the B-FG case, unless the computational load \( L \) is too small, due to its larger diversity gain. Moreover, the advantage of joint CC-FGE optimization is especially pronounced as compared to FGE-only optimization in the region of intermediate computational load, owing to the scarcity of computational resources.

In Fig. 3 we show the impact of the probability of the physical connectivity \( p^P \) for the B-FG model with \( p = 0.05, N_{V,C} = 2, N_{V,R} = 4, L = 3 \) and \( C = 4 \). As discussed, for low \( p^P \) physical connectivity, the CCmin approach out-performs CCmax, due to its enhancement of flexibility. Its e2e reliability is seen to tend to that of joint optimization for \( p^P \rightarrow 1 \). The opposite is instead true for larger \( p^P \), as, in this regime, CCmax can use a smaller number of servers, which is particularly advantageous when \( N_S \) is small. Finally, joint CC-FGE optimization provides significant gains for intermediate values of \( p^P \).

VI. CONCLUSIONS

In this letter, we have studied the trade-off between end-to-end reliability and computational load in NFV for disconnected or bipartite FG models. Our main contributions are as follows: (i) the end-to-end unreliability for D-FGs is approximately proportional to \( p^L \), where \( p \) is the COTS servers’ unreliability, \( r \) is the overprovisioning ratio, and \( L \) is the computational load per server, as long as \( L \) is small enough (Proposition 1 and Fig. 2); and (ii) the joint design of CC and FGE has significant advantages for B-FGs in the regime of intermediate computational load and low physical connectivity (Fig. 2 and Fig. 3). Future work may include extensions that account for other resource limitations, such as memory, and comparisons with experimental results.
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