Existence and stability of steady state solutions of reaction-diffusion equations with nonlocal delay effect
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Abstract

A general reaction-diffusion equation with spatiotemporal delay and homogeneous Dirichlet boundary condition is considered. The existence and stability of positive steady state solutions are proved via studying an equivalent reaction-diffusion system without nonlocal and delay structure and applying local and global bifurcation theory. The global structure of the set of steady states is characterized according to type of nonlinearities and diffusion coefficient. Our general results are applied to diffusive logistic growth models and Nicholson’s blowflies type models.
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1 Introduction

Reaction-diffusion models have been used to describe the evolution of population density in biological or chemical problems, and the qualitative behavior of solutions to the models can be used to predict outcomes of natural or engineered biochemical events. Typical long term behavior of the models are the convergence to steady state solutions or time-periodic orbits, or formation of some particular spatiotemporal patterns. The reaction dynamics of the models often depends on the system states of past time, which induces time delays in the model equations. Realistic time delay terms in the model distribute over all past time,
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and due to the spatial structure and the diffusive nature of population, the time delay is also nonlocal over the space.

In this paper, we consider a general reaction-diffusion model with spatiotemporal nonlocal delay effect and Dirichlet boundary conditions:

\[
\begin{cases}
  u_t(x,t) = d\Delta u(x,t) + F(\lambda, u(x,t), (g \ast H(u))(x,t)), & x \in \Omega, \ t > 0, \\
  u(x,t) = 0, & x \in \partial\Omega, \ t > 0, \\
  u(x,t) = \eta(x,t), & x \in \Omega, \ t \in (-\infty, 0],
\end{cases}
\]

(1.1)

where \(u(x,t)\) is the population density at time \(t\) and location \(x \in \Omega \subset \mathbb{R}^n\), \(d > 0\) is the diffusion coefficient, and the initial condition is assumed to be given for all past time; \(F(\lambda, u, v)\) is a nonlinear function depending on a parameter \(\lambda\), the local population density \(u(x,t)\), and a variable \(v(x,t)\) representing past state of population density. Here the past state of population density \(v(x,t)\) is given by a form

\[
v(x,t) = (g \ast H(u))(x,t) = \int_{-\infty}^{t} \int_{\Omega} G(x,y,t-s)g(t-s)H(u(y,s))dyds,
\]

(1.2)

where the spatial weighing function \(G(x,y,t-s)\) means the probability that an individual in location \(y\) moves to location \(x\) at a past time \(t-s\), the temporal weighing function \(g(t-s)\) characterizes the weight of past time \(t-s\) in the entire past, and \(H\) is a function of the state variable \(u\). Here \(G : \Omega \times \Omega \times (0, \infty) \rightarrow \mathbb{R}\) is a (generalized) function or measure and \(g : [0, \infty) \rightarrow \mathbb{R}^+\) is a probability distribution function satisfying

\[
\int_{\Omega} G(x,y,t)dy = 1, \ x \in \Omega, \ t > 0, \ \text{and} \ \int_{0}^{\infty} g(t)dt = 1.
\]

(1.3)

The nonlocal distributed delay term \(g \ast H(u)\) is a spatiotemporal average of the past state of density function \(u\). Such nonlocal delay effect was first introduced in [4] when \(\Omega = \mathbb{R}^n\), and in [18] when \(\Omega\) is a bounded domain. See [17, 19, 40] for more detailed explanation of the nonlocal delay in the population models.

In this paper, we assume that \(G(x,y,t)\) is the Green’s function of diffusion equation with Dirichlet boundary condition:

\[
G(x,y,t) = \sum_{n=1}^{\infty} e^{-d\lambda_n t} \phi_n(x)\phi_n(y),
\]

(1.4)

where \(\lambda_n\) is the \(n\)-th eigenvalue of the following eigenvalue problem

\[
\begin{cases}
  -\Delta \phi(x) = \lambda \phi(x), & x \in \Omega, \\
  \phi(x) = 0, & x \in \partial\Omega,
\end{cases}
\]
such that
\[ 0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n \leq \cdots \to +\infty, \text{ as } n \to \infty, \]
and \( \phi_n(x) \) is the corresponding eigenfunction of \( \lambda_n \) normalized so that (1.3) is satisfied. This assumption is consistent with the diffusive behavior of the population in the past time. On the other hand, the temporal distribution function is chosen to be
\[ g_w(t) = \frac{1}{\tau} e^{-\frac{t}{\tau}}, \quad g_s(t) = \frac{t}{\tau^2} e^{-\frac{t}{\tau}}, \] (1.5)
which are referred as weak kernel and strong kernel. When \( G \) and \( g \) take the forms in (1.4) and (1.5), the model (1.1) is equivalent to a system of reaction-diffusion equations without nonlocal and delay effect (the precise equivalence is described in Section 2). For example, when the weak kernel is used, the new equivalent system is
\[
\begin{align*}
  u_t(x, t) &= d \Delta u(x, t) + F(\lambda, u(x, t), v(x, t)), \quad x \in \Omega, \ t > 0, \\
  v_t(x, t) &= d \Delta v(x, t) + \frac{1}{\tau} (H(u(x, t)) - v(x, t)), \quad x \in \Omega, \ t > 0, \\
  u(x, t) &= v(x, t) = 0, \quad x \in \partial \Omega, \ t > 0.
\end{align*}
\] (1.6)

We use established techniques for classical reaction-diffusion systems such as local and global bifurcation theory, linear stability analysis, nonlinear elliptic equations, and \textit{a priori} estimates to study (1.6), which in turn provides information on steady state solutions and dynamical behavior of reaction-diffusion equation with nonlocal delay effect (1.1). Our results assume general form of the nonlinear functions \( F \) and \( H \), hence they can be applied to a wide variety of population growth models in the literature. In particular, we demonstrate our result by applying them to logistic type models [4], and Nicholson’s blowflies type models [40].

Our results can be compared to a vast body of previous work on (1.1) with other choices of \( G \) and \( g \) as well as other boundary conditions. The spatiotemporal kernel \( G \) can take the form: (A) \( \delta(x - y) \) (local); (B) \( K(x, y) \) (spatial); or (C) the one in (1.4) (diffusion). Special examples of (B) include: (B1) Green’s function of stationary diffusion operator \(-d\Delta + \mu\); or (B2) constant function. The delay distribution function \( g \) can take the form: (a) \( \delta(t - \tau) \) (discrete delay); or (b) \( g_n(t) = \frac{t^n e^{-t/\tau}}{\tau^{n+1} \Gamma(n+1)} \) (Gamma function of order \( n \)). Note that \( g_w \) and \( g_s \) defined in (1.5) are the Gamma function of order 0 and 1. Finally the boundary conditions can be: (a) Dirichlet \( u = 0 \); (b) Neumann \( \frac{\partial u}{\partial n} = 0 \); or (c) periodic on \( \mathbb{R}^n \). Various combinations of \( G, g \) and boundary conditions have been used for (1.1), and Table 1 gives a partial list of references which consider (1.1) with these different choices of kernel functions and boundary conditions.

When the spatiotemporal kernel \( G \) is a delta function \( \delta(x - y) \) as type (A), the system (1.1) is spatially local. For discrete type delay (a), it has been shown that for Neumann
boundary value problem, the positive steady state solution loses its stability via a Hopf bifurcation when the delay $\tau$ is large \([27, 34, 47]\), while the same phenomenon is also proved for small amplitude positive steady state for Dirichlet boundary value problem \([5, 37, 38, 42]\).

A temporally oscillatory solution emerges from the Hopf bifurcation, and this solution is spatially non-homogeneous under Dirichlet boundary condition \([5, 37, 38, 42]\) or with spatial heterogeneity \([34]\). Similar Hopf bifurcation and temporally oscillatory solution are also found when the delay is distributed one as type (b) \([16, 33, 49]\). When the kernel function $G$ is a spatial one as type (B), the system \([1.1]\) is a nonlocal one. For discrete delay (a) and Dirichlet boundary condition, Hopf bifurcation and spatially non-homogeneous oscillatory solution bifurcating from small amplitude positive steady state have also been founded \([8, 10, 21, 22]\). The rigorous proof of Hopf bifurcation and spatially non-homogeneous oscillatory solution bifurcating from large amplitude positive steady state remains an open question, although numerically it has been found in many cases.

For the diffusion kernel defined in \([1.4]\) (C) and Gamma distribution function (b), it is found under Dirichlet boundary condition that the small amplitude positive steady state does not undergo Hopf bifurcation and it remains stable for $\tau > 0 \quad [9]$. Same result holds for Neumann boundary condition and weak kernel, but Hopf bifurcation occurs for Neumann boundary condition and strong kernel \([50]\). This paper also considers the Dirichlet diffusion kernel defined in \([1.4]\) (C) and weak kernel, and we show that for fixed $\tau > 0$, the bifurcating positive steady state solution is usually locally asymptotically stable for $d \in (d^*(\tau) - \epsilon(\tau), d^*(\tau))$, where $d^*(\tau)$ is the bifurcation point and $\epsilon(\tau)$ is a small constant depending on $\tau$. So our results here again confirm the nonoccurrence of Hopf bifurcation for the diffusion kernel case and weak distribution kernel as indicated in \([9, 50]\). The results in this paper take an entirely different approach based on the equivalent system \([1.6]\) and theory of semilinear elliptic systems, and it also holds for much general setting compared to the ones in \([9, 50]\). Some of our existence, stability and uniqueness results are of global nature (see Section 5 and 6).

Equation \([1.1]\) has also been used to model biological invasion or spreading behavior, and

| (α) | (a) | (b) | (β) | (a) | (b) | (γ) | (a) | (b) |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| (A) | 5, 20, 36, 38, 42, 46 | 23, 29, 33 | (A) | 27, 34, 43, 45, 47 | 14, 16, 49 | (A) | 3 | 4 |
| (B) | 8, 10, 21, 22, 46 | 9, 18 | (B) | 28 | 18, 39, 50 | (C) | 4 |
| (C) | 9, 18 | | (C) | | 18, 39, 50 | | |

Table 1: References on dynamics of \([1.1]\) with different combinations of $G$, $g$ and boundary conditions.
traveling wave solutions of (1.1) with varies choices of $G$ and $g$ have been considered in, for example, \cite{1,2,15,26,35,40,41}.

The rest of this paper is organized as follows. In Section 2, we prove the equivalence of the system (1.1) with spatiotemporal delay and a system without nonlocal and delay effect. Sections 3 is devoted to obtain the existence of the local bifurcated spatially nonhomogeneous steady-state solutions, and the stability of bifurcating solutions is shown in Section 4. In Section 5, the global bifurcation structure of positive steady state solutions is shown in two different scenarios, and a uniqueness of positive steady state result for one-dimensional case is shown in Section 6. In Section 7, we apply our main results to the Logistic type models and Nicholson’s blowflies type equations.

2 Equivalence of systems

In this section we establish the equivalence of the reaction-diffusion system (1.1) with spatiotemporal delay given in (1.4) and (1.5) and reaction-diffusion systems without delays. We will consider the cases of bounded domains and entire space $\mathbb{R}^n$.

2.1 The bounded domain

First we recall the following standard result for the linear parabolic equations.

Lemma 2.1. Let $\Omega$ be a bounded domain in $\mathbb{R}^n$ with smooth boundary. Suppose that $f : \overline{\Omega} \times (t_0, +\infty)$ is continuous and $u \in C^{2,1}(\Omega \times [t_0, +\infty)) \cap C^0(\overline{\Omega} \times [t_0, +\infty))$ satisfies

$$
\begin{aligned}
&u_t(x,t) = d\Delta u(x,t) - ku(x,t) + f(x,t), \quad x \in \Omega, \ t > t_0, \\
&Bu(x,t) = 0, \quad x \in \partial \Omega, \ t \geq t_0, \\
&u(x,t_0) = u_0(x), \quad x \in \Omega,
\end{aligned}
$$

(2.1)

where $Bu = u$, or $Bu = \frac{\partial u}{\partial n} + a(x)u$ with $a(x) \geq 0$. Then

$$
\begin{aligned}
u(x,t) &= \int_{\Omega} G(x,y,t-t_0)e^{-k(t-t_0)}u_0(y)dy + \int_{t_0}^{t} \int_{\Omega} G(x,y,t-s)e^{-k(t-s)}f(y,s)dyds,
\end{aligned}
$$

(2.2)

where for any fixed $y \in \Omega$, $G(x,y,t)$ is the Green function of the diffusion equation satisfying

$$
\begin{aligned}
&G_t(x,y,t) = d\Delta_G G(x,y,t), \quad x \in \Omega, \ t > 0 \\
&BG(x,y,t) = 0, \quad x \in \partial \Omega, \ t > 0, \\
&G(x,y,0) = \delta(x-y).
\end{aligned}
$$
Proof. Denote by \( \{ (\mu_n, \varphi_n(x)) \}_{n=1}^{\infty} \) the eigenvalues and the corresponding normalized eigenfunctions of
\[
\begin{cases}
-\Delta \varphi(x) = \mu \varphi(x), & x \in \Omega, \\
B \varphi(x) = 0, & x \in \partial \Omega.
\end{cases}
\]

The for the homogeneous equation
\[
\begin{cases}
v_t(x,t) = d \Delta v(x,t) - kv(x,t), & x \in \Omega, \ t > t_0, \\
Bv(x,t) = 0, & x \in \partial \Omega, \ t \geq t_0, \\
v(x,t_0) = v_0(x), & x \in \Omega,
\end{cases}
\]
the solution is given by
\[
v(x,t) = \sum_{n=1}^{\infty} c_n e^{-(d \mu_n + k)(t-t_0)} \varphi_n(x), \quad c_n = \int_{\Omega} \varphi_n(y)v_0(y)dy.
\]

This implies that
\[
v(x,t) = \sum_{n=1}^{\infty} \left( \int_{\Omega} \varphi_n(y)v_0(y)dy \right) e^{-(d \mu_n + k)(t-t_0)} \varphi_n(x)
= \int_{\Omega} \left( \sum_{n=1}^{\infty} e^{-d \mu_n(t-t_0)} \varphi_n(x)\varphi_n(y) \right) e^{-k(t-t_0)}v_0(t_0)dy
= \int_{\Omega} G(x,y,t-t_0)e^{-k(t-t_0)}v_0(y)dy.
\]

By the Duhamel principle, it follows that the solution of the initial boundary value problem (2.1) is given by (2.2).

Now we have the following result regarding an entire solution \( u(x,t) \) defined for \( t \in (-\infty, +\infty) \):

**Lemma 2.2.** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^n \) with smooth boundary. Suppose that \( f : \overline{\Omega} \times (-\infty, +\infty) \) is continuous and \( u \in C^{2,1}(\Omega \times (-\infty, +\infty)) \cap C^0(\overline{\Omega} \times (-\infty, +\infty)) \) satisfies
\[
\begin{cases}
u_t(x,t) = d \Delta u(x,t) - ku(x,t) + f(x,t), & x \in \Omega, \ t \in (-\infty, +\infty), \\
Bu(x,t) = 0, & x \in \partial \Omega, t \in (-\infty, +\infty).
\end{cases}
\]

Then
\[
u(x,t) = \int_{-\infty}^{t} \int_{\Omega} G(x,y,t-s)e^{-k(t-s)}f(y,s)dyds. \tag{2.3}
\]

**Proof.** For any fixed \( t_0 < t \), by Lemma 2.1 we have
\[
u(x,t) = h(x,t; t_0) + \int_{t_0}^{t} \int_{\Omega} G(x,y,t-s)e^{-k(t-s)}f(y,s)dyds,
\]

\[\]
where \( h(x, t; t_0) \triangleq \int_\Omega G(x, y, t - t_0)e^{-k(t-t_0)}u(y, t_0)dy \). And
\[
\|h(x, t; t_0)\| \leq \|u(\cdot, t_0)\| \int_\Omega G(x, y, t - t_0)dy e^{-k(t-t_0)} \leq \|u(\cdot, t_0)\|e^{-k(t-t_0)}.
\]

Then \( h(x, t; t_0) \to 0 \) as \( t_0 \to -\infty \) and from the arbitrariness of \( t_0 \), we let \( t_0 \to -\infty \) and we obtain (2.3).

By using Lemma 2.2, we have the following results on the equivalence of the two systems under the weak or strong distribution kernels.

**Proposition 2.3.** Suppose that the distributed delay kernel \( g(t) \) is given by the weak kernel function \( g_w(t) = \frac{1}{\tau}e^{-\frac{t}{\tau}} \), and define
\[
v(x, t) = (g_w \ast * H(u))(x, t) = \int_0^\tau \int_\Omega G(x, y, t-s)g_w(t-s)H(u(y, s))dyds.
\]

1. If \( u(x, t) \) is the solution of (1.1), then \( (u(x, t), v(x, t)) \) is the solution of
\[
\begin{aligned}
\begin{cases}
  u_t(x, t) = d\Delta u(x, t) + F(\lambda, u(x, t), v(x, t)), & x \in \Omega, \ t > 0, \\
  v_t(x, t) = d\Delta v(x, t) + \frac{1}{\tau}(H(u(x, t)) - v(x, t)), & x \in \Omega, \ t > 0, \\
  Bu(x, t) = Bv(x, t) = 0, & x \in \partial \Omega, \ t > 0, \\
  u(x, 0) = \eta(x, 0), & x \in \Omega, \\
  v(x, 0) = \frac{1}{\tau} \int_0^\tau \int_\Omega G(x, y, -s)e^{\frac{s}{\tau}}H(\eta(y, s))dyds, & x \in \Omega.
\end{cases}
\end{aligned}
\]

2. If \( (u(x, t), v(x, t)) \) is a solution of
\[
\begin{aligned}
\begin{cases}
  u_t(x, t) = d\Delta u(x, t) + F(\lambda, u(x, t), v(x, t)), & x \in \Omega, \ t \in \mathbb{R}, \\
  v_t(x, t) = d\Delta v(x, t) + \frac{1}{\tau}(H(u(x, t)) - v(x, t)), & x \in \Omega, \ t \in \mathbb{R}, \\
  Bu(x, t) = Bv(x, t) = 0, & x \in \partial \Omega, \ t \in \mathbb{R}.
\end{cases}
\end{aligned}
\]

Then \( u(x, t) \) satisfies (1.1) such that \( \eta(x, s) = u(x, s) \), \( -\infty < s < 0 \). In particular, if \( (u(x), v(x)) \) is a steady state solution of (2.4), then \( u(x) \) is a steady state solution of (1.1); and if \( (u(x, t), v(x, t)) \) is a periodic solution of (2.5) with period \( T \), then \( u(x, t) \) is a periodic solution of (1.1) with period \( T \).

**Proposition 2.4.** Suppose that the distributed delay kernel \( g(t) \) is given by the strong kernel function \( g_s(t) = \frac{t}{\tau^2}e^{-\frac{t}{\tau}} \), and define
\[
v(x, t) = (g_s \ast * H(u))(x, t) = \int_0^\tau \int_\Omega G(x, y, t-s)g_s(t-s)H(u(y, s))dyds.
\]
1. If \( u(x,t) \) is the solution of (1.1), then \((u(x,t), v(x,t), w(x,t))\) is the solution of
\[
\begin{cases}
  u_t(x,t) = d\Delta u(x,t) + F(\lambda, u(x,t), v(x,t)), & x \in \Omega, \ t > 0, \\
  v_t(x,t) = d\Delta v(x,t) + \frac{1}{\tau}(w(x,t) - v(x,t)), & x \in \Omega, \ t > 0, \\
  w_t(x,t) = d\Delta w(x,t) + \frac{1}{\tau}(H(u(x,t)) - w(x,t)), & x \in \Omega, \ t > 0, \\
  Bu(x,t) = Bv(x,t) = Bw(x,t) = 0, & x \in \partial\Omega, \ t > 0,
\end{cases}
\]
(2.7)

2. If \((u(x,t), v(x,t), w(x,t))\) is a solution of
\[
\begin{cases}
  u_t(x,t) = d\Delta u(x,t) + F(\lambda, u(x,t), v(x,t)), & x \in \Omega, \ t \in \mathbb{R}, \\
  v_t(x,t) = d\Delta v(x,t) + \frac{1}{\tau}(w(x,t) - v(x,t)), & x \in \Omega, \ t \in \mathbb{R}, \\
  w_t(x,t) = d\Delta w(x,t) + \frac{1}{\tau}(H(u(x,t)) - w(x,t)), & x \in \Omega, \ t \in \mathbb{R}, \\
  Bu(x,t) = Bv(x,t) = Bw(x,t) = 0, & x \in \partial\Omega, \ t \in \mathbb{R}.
\end{cases}
\]
(2.8)

Then \( u(x,t) \) satisfies (1.1) with the strong kernel \( g_s(t) \) such that \( \eta(x,s) = u(x,s), \ -\infty < s < 0 \). In particular, if \((u(x), v(x), w(x))\) is a steady state solution of (2.7), then \( u(x) \) is a steady state solution of (1.1); if \((u(x,t), v(x,t), w(x,t))\) is a periodic solution of (2.8) with period \( T \), then \( u(x,t) \) is a periodic solution of (1.1) with period \( T \).

The proof of Proposition 2.3 is immediate from Lemma 2.2, and the proof of Proposition 2.4 follows from differentiating (2.6) with respect to \( t \) and elementary calculation. The equivalence of (1.1) and (2.7) has been first observed in [18].

2.2 The whole space \( \mathbb{R}^N \)

Consider a general scalar reaction-diffusion equation with spatiotemporal delay in the entire space:
\[
u_t(x,t) = d\Delta u(x,t) + F(\lambda, u(x,t), (g * * H(u))(x,t)), \ x \in \mathbb{R}^N, \ t \in \mathbb{R}.
\] (2.9)

Here,
\[
(g * * H(u))(x,t) = \int_{-\infty}^{t} \int_{\mathbb{R}^N} G(x,y,t-s)g(t-s)H(u(y,s))dyds,
\]
where for \( y \in \mathbb{R}^N \), \( G(x,y,t) \) is a fundamental solution of
\[
\begin{cases}
  G_t(x,y,t) = d\Delta G(x,y,t), & x \in \mathbb{R}^N, \ t > 0, \\
  G(x,y,0) = \delta(x-y), & x \in \mathbb{R}^N, \ t > 0.
\end{cases}
\]
By using the similar method as Propositions 2.3 and 2.4, we can prove the following results on equivalence of (2.9) and associated systems:

**Proposition 2.5.** 1. If \((u(x,t),v(x,t))\) is a solution of

\[
\begin{align*}
    u_t(x,t) &= d\Delta u(x,t) + F(\lambda, u, v), & x \in \mathbb{R}^N, \ t \in \mathbb{R}, \\
    v_t(x,t) &= d\Delta v(x,t) + \frac{1}{\tau}(H(u(x,t)) - v(x,t)), & x \in \mathbb{R}^N, \ t \in \mathbb{R},
\end{align*}
\]

then \(u(x,t)\) is also a solution of (2.9) with the weak kernel \(g_w(t) = \frac{1}{\tau}e^{-\frac{t}{\tau}}\).

2. If \((u(x,t),v(x,t),w(x,t))\) is a solution of

\[
\begin{align*}
    u_t(x,t) &= d\Delta u(x,t) + F(\lambda, u, v), & x \in \mathbb{R}^N, \ t \in \mathbb{R}, \\
    v_t(x,t) &= d\Delta v(x,t) + \frac{1}{\tau}(w(x,t) - v(x,t)), & x \in \mathbb{R}^N, \ t \in \mathbb{R}, \\
    w_t(x,t) &= d\Delta w(x,t) + \frac{1}{\tau}(H(u(x,t)) - w(x,t)), & x \in \mathbb{R}^N, \ t \in \mathbb{R},
\end{align*}
\]

then \(u(x,t)\) is also a solution of (2.9) with the strong kernel \(g_s(t) = \frac{t}{\tau^2}e^{-\frac{t}{\tau}}\).

Note that the equivalence of systems is valid for any solution defined for all \(t \in \mathbb{R}\), which include steady state solutions, periodic solutions, and also traveling wave solutions. This equivalence was first observed in [4]. In this paper, we only consider the bounded domain case.

### 3 Existence and local bifurcation of steady state solutions

In this section, we consider the existence of positive steady state solution of the system (1.1) with a weak kernel subject to Dirichlet boundary condition. The strong kernel case can be considered similarly but will not be considered here. By Theorem 2.3, we only need to consider the steady state solutions of the equivalent system (2.4), which are the solutions of system of semilinear elliptic system:

\[
\begin{align*}
    d\Delta u(x) + F(\lambda, u(x), v(x)) &= 0, & x \in \Omega, \\
    d\Delta v(x) + \frac{1}{\tau}(H(u(x)) - v(x)) &= 0, & x \in \Omega, \\
    u(x) = v(x) = 0, & x \in \partial\Omega.
\end{align*}
\] (3.1)

In the following we always assume that \(d > 0, \tau > 0\) and \(\lambda \geq 0\). We use bifurcation method with parameter \(d\) to prove the existence of positive solutions to (3.1). Note that a bifurcation
analysis can also be conducted using parameter \( \lambda \) with a fixed \( d \). So in the following we assume \( F(\lambda, u, v) \equiv F(u, v) \) as \( \lambda \) is fixed, so we consider

\[
\begin{aligned}
    d \Delta u(x) + F(u(x), v(x)) &= 0, & x \in \Omega, \\
    d \Delta v(x) + \frac{1}{\tau}(H(u(x)) - v(x)) &= 0, & x \in \Omega, \\
    u(x) = v(x) &= 0, & x \in \partial \Omega.
\end{aligned}
\]  

(3.2)

We assume that the nonlinearities \( F(u, v) \) and \( H(u) \) in (3.2) satisfy

(A1) There exists a \( \delta > 0 \) such that \( F: U_\delta \times U_\delta \rightarrow \mathbb{R} \) and \( H: U_\delta \rightarrow \mathbb{R} \) are \( C^2 \) functions, where \( U_\delta = \{ y \in \mathbb{R} : |y| < \delta \} \);

(A2) \( F(0, 0) = 0, H(0) = 0 \) and \( H'(0) > 0 \).

In the following, the first and second derivatives of \( F \) and \( H \) are denoted by

\[
F_u(0, 0) = a, \ F_v(0, 0) = b, \ H'(0) = k > 0,
\]

\[
F_{uu}(0, 0) = p, \ F_{uv}(0, 0) = q, \ F_{vv}(0, 0) = r, \ H''(0) = l.
\]  

(3.3)

From (A2), it is known that \((u, v) = (0, 0)\) is a trivial solution of (3.2) for any \( d, \tau > 0 \). Let \( X = W^{2,p}(\Omega) \times W^{1,p}_0(\Omega) \) for \( p > n \), and let \( Y = L^p(\Omega) \). For the bifurcation of positive solutions of (3.2), fixing \( \tau > 0 \), we define a nonlinear mapping \( W: \mathbb{R} \times X^2 \rightarrow Y^2 \) by

\[
W(d, u, v) = \left( \begin{array}{c}
    d \Delta u + F(u, v) \\
    d \Delta v + \frac{1}{\tau}(H(u) - v)
\end{array} \right).
\]  

(3.4)

Then a solution \((d, u, v)\) of (3.2) is equivalent to \( W(d, u, v) = (0, 0)^T \).

Our main result on the local bifurcation of positive solutions of (3.2) is as follows:

**Theorem 3.1.** Suppose that \( \tau > 0 \) is fixed, the conditions (A1) and (A2) hold, and also

(A3) \( a + bk > 0 \).

Define

\[
d^*(\tau) = \frac{1}{2\lambda_1(1 + \sqrt{(a\tau + 1)^2 + 4b\tau k})},
\]  

(3.5)

where \( \lambda_1 \) is the principal eigenvalue of \(-\Delta \) in \( H^1_0(\Omega) \) with corresponding eigenfunction \( \phi_1(x) > 0 \). Then

1. \( d = d^* = d^*(\tau) \) is the unique bifurcation point of the system (3.2) where positive solutions of (3.2) bifurcate from the line of trivial solutions \( \Gamma_0 = \{(d, 0, 0) : d > 0\} \).
2. Near \((d, u, v) = (d^*, 0, 0)\), there exists \(\delta_1 > 0\) such that all positive solutions of (3.2) near the bifurcation point lie on a smooth curve \(\Gamma_1 = \{(d(s), u_d(s, \cdot), v_d(s, \cdot)) : s \in (0, \delta_1)\}\) with \(d(s) = d^* + d'(0)s + s^2z_0(s),\) \((u_d(s, \cdot), v_d(s, \cdot)) = s(1, M)\phi_1(\cdot) + s^2(z_1(s, \cdot), z_2(s, \cdot)),\) where

\[
M = \frac{2k}{a\tau + 1 + \sqrt{(a\tau + 1)^2 + 4b\tau k}}, \quad (3.6)
\]
such that \(z_0 : (0, \delta_1) \to \mathbb{R}\) and \(z_1, z_2 : (0, \delta_1) \to X\) are smooth functions satisfying \(z_i(0) = 0\) for \(i = 0, 1, 2.\) Moreover

\[
d'(0) = \frac{[k(p + 2qM + rM^2) + bM]\int_{\Omega} \phi_1^3(x)dx}{2\lambda_1(k + M^2b\tau)\int_{\Omega} \phi_1^2(x)dx}. \quad (3.7)
\]

**Proof.** Let \(W\) be defined as in (3.4). Then from (A1), \(W\) is twice differentiable in \(\mathbb{R} \times X_\delta^2,\) where \(X_\delta\) is an open neighborhood of 0 in \(X.\) The Fréchet derivative of \(W\) in variable \((u, v)\) is

\[
W_u(d, u, v) \left(\begin{array}{c}
\xi_1 \\
\xi_2
\end{array}\right) = \left(\begin{array}{c}
d\Delta \xi_1 + F_u(u, v)\xi_1 + F_v(u, v)\xi_2 \\
2\Delta \xi_2 + \frac{1}{\tau}(H'(u)\xi_1 - \xi_2)
\end{array}\right), \quad (3.8)
\]
and in particular when \((u, v) = (0, 0),\)

\[
W_u(d, 0, 0) \left(\begin{array}{c}
\xi_1 \\
\xi_2
\end{array}\right) = \left(\begin{array}{c}
d\Delta \xi_1 \\
2\Delta \xi_2
\end{array}\right) + A \left(\begin{array}{c}
\xi_1 \\
\xi_2
\end{array}\right), \quad (3.9)
\]
where

\[
A = \left(\begin{array}{cc}
a & b \\
k & \frac{1}{\tau}
\end{array}\right). \quad (3.10)
\]

The eigenvalues of \(A\) satisfy the characteristic equation

\[
\mu^2 - \left(a - \frac{1}{\tau}\right)\mu - \frac{a + bk}{\tau} = 0.
\]

From (A3), we have \(a + bk > 0,\) then it is easy to see that \(A\) has a unique positive eigenvalue \(\mu_1 > 0\) defined by

\[
\mu_1 = \frac{1}{2\tau}(a\tau - 1 + \sqrt{(a\tau + 1)^2 + 4b\tau k}) \quad (3.11)
\]
with a positive eigenvector \((1, M)\) where \(M\) is defined in (3.6). From the implicit function theorem, if \(d > 0\) is a bifurcation point for positive solutions of (3.2) from the line of trivial solutions, then \(W_u(d, 0, 0)\) is not invertible. That is, the null space \(N(W_u(d, 0, 0)) \neq \{0\}.\) From Fourier theory, we must have \(d = \mu_1/\lambda_n,\) where \(\lambda_n\) is an eigenvalue of \(-\Delta\) in \(H_0^1(\Omega).\) Since \(\phi_1\) is the only eigenfunction which does not change sign in \(\Omega,\) then the only possible bifurcation point for positive solutions is \(d = d^* = \mu_1/\lambda_1\) which is given by (3.5).
At \((d^*, 0, 0)\), it is easy to compute the kernels of the linearized operator \(W_{(u,v)}(d^*, 0, 0)\) and associated adjoint operator \(W^{*}_{(u,v)}(d^*, 0, 0)\) respectively:

\[
N(W_{(u,v)}(d^*, 0, 0)) = \text{span}\{(1, M)\phi_1\}, \quad N(W^{*}_{(u,v)}(d^*, 0, 0)) = \text{span}\{(1, Mb\tau/k)\phi_1\}.
\]

And the range of the operator \(W_{(u,v)}(d^*, 0, 0)\) is described by the following form:

\[
R(W_{(u,v)}(d^*, 0, 0)) = \left\{(g_1, g_2) \in Y^2 : \int_{\Omega} (kg_1(x) + Mb\tau g_2(x)) \phi_1(x)dx = 0 \right\}.
\]

Moreover we have

\[
W_{d(u,v)}(d^*, 0, 0)](1, M)\phi_1 = -\lambda_1(1, M)\phi_1 \not\in R(W_{(u,v)}(d^*, 0, 0)),
\]

as \(\int_{\Omega} (k + M^2 b\tau) \phi_1^2 dx > 0\) since \(k + M^2 b\tau = M\sqrt{(a+1)^2 + 4brk} > 0\). Now applying [11, Theorem 1.7], we conclude that the set of positive solutions to (3.2) near \((d^*, 0, 0)\) is a smooth curve \(\Gamma_1 = \{(d(s), u_d(s, \cdot), v_d(s, \cdot) : s \in (0, \delta)\}\) satisfying \(d(0) = d^*\) with \(d(s) = d^* + d'(0)s + s^2z_0(s), (u_d(s, \cdot), v_d(s, \cdot)) = s(1, M)\phi_1(\cdot) + s^2(z_1(s, \cdot), z_2(s, \cdot)), z_0 : (0, \delta) \to \mathbb{R}\) and \(z_1, z_2 : (0, \delta) \to X\) are smooth functions satisfying \(z_i(0) = 0\) for \(i = 0, 1, 2\). Furthermore, \(d'(0)\) can be calculated by (see, for example [31]),

\[
d'(0) = -\frac{\langle \zeta, W_{(u,v)(u,v)}(\lambda, d^*, 0, 0)((1, M)\phi_1(x))^2 \rangle}{2\langle \zeta, W_{d(u,v)}(\lambda, d^*, 0, 0)(1, M)\phi_1(x) \rangle} = -\frac{\langle \zeta, (p + 2qM + rM^2, l/\tau)\phi_1^2(x) \rangle}{2\langle \zeta, -\lambda_1(1, M)\phi_1(x) \rangle} = \frac{[k(p + 2qM + rM^2) + Mb\tau] \int_{\Omega} \phi_1^2(x)dx}{2\lambda_1(k + M^2 b\tau) \int_{\Omega} \phi_1^2(x)dx},
\]

where \(\zeta\) is a linear function on \(Y^2\) defined as

\[
\langle \zeta, [f_1, f_2] \rangle = \int_{\Omega} \left( f_1(x) + f_2(x) \frac{Mb\tau}{k} \right) \phi_1(x)dx.
\]

Obviously, if \(d'(0) > 0\) (resp. \(d'(0) < 0\)), the \(d(s) > d^*\) (resp. \(d(s) < d^*\)) for \(s \in (0, \delta)\), and nonconstant positive solutions exist for \(d \in (d^*, d^* + \epsilon)\) (resp. \(d \in (d^* - \epsilon, d^*)\)).

We notice that the bifurcation point \(d = d^*(\tau)\) depends on the parameter \(\tau\) (which is related to the delay in the original spatiotemporal model). We can characterize the bifurcation point (or threshold diffusion rate) \(d = d^*(\tau)\) in more details:

**Proposition 3.2.** Suppose that the conditions (A1)-(A3) hold, and let \(d^*(\tau)\) be the bifurcation point defined in Theorem 3.1. Then

1. if \(b = 0\), then \(d^*(\tau) = \frac{a}{\lambda_1}\) which is independent of \(\tau\);
2. if $a \leq 0$, then $d^*(\tau)$ is strictly decreasing in $\tau$;

3. if $a > 0$ and $b > 0$, then $d^*(\tau)$ is strictly decreasing in $\tau$; if $a > 0$ and $b < 0$, then $d^*(\tau)$ is strictly increasing in $\tau$;

4. 
\[
\lim_{\tau \to 0^+} d^*(\tau) = \frac{a + bk}{\lambda_1}, \quad \lim_{\tau \to +\infty} d^*(\tau) = \frac{1}{2\lambda_1} (a + |a|) = \begin{cases} 
0, & \text{if } a < 0, \\
\frac{a}{\lambda_1}, & \text{if } a > 0.
\end{cases}
\]

Proof. 1. It is easy to verify that $d^*(\tau) = \frac{a}{\lambda_1}$ when $b = 0$ from (3.5).

2. Note that $d^*(\tau) = \frac{2(a + bk)}{\lambda_1 L(\tau)}$ where $L(\tau) = 1 - a \tau + \sqrt{(a \tau + 1)^2 + 4brk}$. Then
\[
L'(\tau) = \frac{4bk(a + bk)}{\sqrt{(a \tau + 1)^2 + 4brk}[a(a \tau + 1) + 2bk + a \sqrt{(a \tau + 1)^2 + 4brk}]} > 0,
\]
(3.12) as $a \leq 0, b > 0, k > 0$ and $a + bk > 0$ from assumptions and (A2), (A3). Thus $d^*(\tau)$ is decreasing in $\tau$.

3. If $a > 0$ and $b > 0$, from (3.12) we have
\[
L'(\tau) = \frac{4bk(a + bk)}{\sqrt{(a \tau + 1)^2 + 4brk}[a(a \tau + 1) + 2bk + a \sqrt{(a \tau + 1)^2 + 4brk}]} > 0,
\]
(3.13) so $d^*(\tau)$ is decreasing in $\tau$. On the other hand, if $a > 0, b < 0$ and $a + bk > 0$, then $L'(\tau) < 0$ from (3.13) and $d^*(\tau)$ is increasing in $\tau$.

4. 
\[
\lim_{\tau \to 0^+} d^*(\tau) = \lim_{\tau \to 0^+} \frac{2(a + bk)}{\lambda_1 L(\tau)} = \frac{a + bk}{\lambda_1}, \\
\lim_{\tau \to +\infty} d^*(\tau) = \lim_{\tau \to +\infty} \frac{1}{2\lambda_1} \left( a - \frac{1}{\tau} + \sqrt{\left( a + \frac{1}{\tau} \right)^2 + \frac{4bk}{\tau}} \right) = \frac{1}{2\lambda_1} (a + |a|).
\]

\[\square\]

4 Stability of bifurcating steady states

In Section 3, we have shown that for fixed $\tau$, non-constant steady state solutions $(d(s), u(s), v(s)) \in \Gamma_1$ bifurcate from the line of trivial solutions near $d = d^*$ under the conditions (A1)-(A3).

In this section, we investigate the local stability of the bifurcating steady state solutions by applying the method in [12].

Consider an equation:
\[
W(d, u, v) = 0,
\]
where \( W : \mathcal{S} \times V \to Y \) is a twice continuously Fréchet differentiable mapping and \( X, Y \) are Banach spaces; \( V \) is an open neighborhood of \((0,0)\) in \( X \), \( \mathcal{S} = (a,b) \subset \mathbb{R} \). We first recall some necessary definitions and results in [12].

**Definition 4.1.** [12, Definition 1.2] Let \( T, K \in B(X,Y) \), where \( B(X,Y) \) denotes the set of bounded linear maps from \( X \) to \( Y \). Then \( \mu \in \mathbb{R} \) is a \( K \)-simple eigenvalue of \( T \) if

\[
\dim N(T - \mu K) = \text{codim} R(T - \mu K) = 1,
\]

and if \( N(T - \mu K) = \text{span}\{x_0\}, \ Kx_0 \notin R(T - \mu K) \).

In our case, for \( X = W^{2,p}(\Omega) \cap W^{1,p}_0(\Omega) \) and \( Y = L^p(\Omega) \), the mapping \( K : X \to Y \) is simply the inclusion map \( K(u) = u \). Then the Theorem of Exchange of Stability in [12, Theorem 1.16] can be stated as follows adapting to (3.2).

**Theorem 4.2.** Assume the conditions in Theorem 3.1 are satisfied, and let \( \Gamma_0, \Gamma_1 \) be the line of trivial solutions and the curve of non-constant solutions of (3.2). Then the following results are true:

1. There exist open neighbourhoods \( \tilde{I}, \tilde{J} \) of \( d^* \) and 0 and continuously differentiable functions \( r : \tilde{I} \to \mathbb{R}, \mu : \tilde{J} \to \mathbb{R}, z : \tilde{I} \to X, w : \tilde{J} \to X \) satisfying

\[
W_{(u,v)}(d,0,0)z(d) = r(d)Kz(d), \quad d \in \tilde{I},
\]

\[
W_{(u,v)}(d(s),u(s,\cdot),v(s,\cdot))w(s) = \mu(s)Kw(s), \quad s \in \tilde{J},
\]

where \( r(d^*) = \mu(0) = 0 \), \( K : X \to Y \) is defined by \( K(u) = u \).

2. \( r'(d^*) \neq 0 \) and near \( s = 0 \), \( \mu(s) \) and \( -sd'(s)r'(d^*) \) have the same zeros and the same sign whenever \( \mu(s) \neq 0 \). More precisely,

\[
\lim_{s \to 0} \frac{-sd'(s)r'(d^*)}{\mu(s)} = 1.
\]

Then we have the following stability result for (2.4) by applying Theorem 4.2.

**Theorem 4.3.** Assume the conditions in Theorem 3.1 are satisfied. Then

1. when \( k(p + 2qM + rM^2) + Mbl < 0 \), the positive steady state solution \((u(s,\cdot),v(s,\cdot))\) obtained in Theorem 3.1 is locally asymptotically stable with respect to (2.4) for \( s \in (0,\delta_2) \) and \( d(s) \in (d^* - \epsilon, d^*) \);

2. when \( k(p + 2qM + rM^2) + Mbl > 0 \), the positive steady state solution \((u(s,\cdot),v(s,\cdot))\) obtained in Theorem 3.1 is unstable with respect to (2.4) for \( s \in (0,\delta_2) \) and \( d(s) \in (d^*, d^* + \epsilon) \).
Proof. From (3.7), \( k + M^2 b \tau > 0 \) and that \( \phi_1 > 0 \), we have \( \text{Sign}(d'(0)) = \text{Sign}[k(p + 2qM + rM^2) + Mbl] \). On the other hand, it is easy to see that from (3.9), for \( z(d) = s(1, M)^T \phi_1(x) \), we have
\[
W_{(u,v)}(d,0,0)z(d) = s \left( \begin{array}{c} d \Delta \phi_1(x) + a \phi_1(x) + bM \phi_1(x) \\ Md \Delta \phi_1(x) + \frac{1}{\tau}(k \phi_1(x) - M \phi_1(x)) \end{array} \right) = r(d)s \left( \begin{array}{c} 1 \\ M \end{array} \right) \phi_1(x).
\]
That is, \( r(d) = -d \lambda_1 + a + bM \) hence \( r'(d^*) = -\lambda_1 < 0 \). Therefore from Theorem 4.2 part 2, we have \( \text{Sign}(\mu(s)) = \text{Sign}(d'(s)) = \text{Sign}(d'(0)) = \text{Sign}[k(p + 2qM + rM^2) + Mbl] \) for \( s \in (0, \delta_2) \). In particular, when \( k(p + 2qM + rM^2) + Mbl < 0 \), \( \mu(s) < 0 \) and \( (u(s, \cdot), v(s, \cdot)) \) is locally asymptotically stable with respect to (2.4); and when \( k(p + 2qM + rM^2) + Mbl > 0 \), \( \mu(s) > 0 \) and \( (u(s, \cdot), v(s, \cdot)) \) is unstable.

The stability result in Theorem 4.3 implies the non-occurrence of Hopf bifurcations when the parameter \((d, \tau)\) is in the range described in Theorem 4.3.

**Corollary 4.4.** Suppose that \( \tau > 0 \) is fixed and the conditions (A1)-(A3) are satisfied, and let \( d^*(\tau) \) be defined as in (3.5). Then there is no Hopf bifurcation occurring for the positive steady state \( d \in (d^*(\tau) - \epsilon(\tau), d^*(\tau)) \) when \( k(p + 2qM + rM^2) + Mbl < 0 \).

One should be cautious that the results in Corollary 4.4 is obtained for a fixed \( \tau > 0 \) and \( d^*(\tau), \epsilon(\tau) \) both depend on the value of \( \tau \). In other situations especially the discrete delay case, the steady state is independent of delay and Hopf bifurcation could occur when the delay value increases [5,8,37].

## 5 Global bifurcation of steady states

In Section 3, we only consider the existence of positive steady state solutions of (3.2) near the bifurcation points using local bifurcation theory. Next we consider the global bifurcation of positive steady states of (3.2) in two different cases. Here we assume \( F \) and \( H \) satisfy the following condition not restricted to neighborhoods of zeros:

\( \text{(A1')} \) \( F : \mathbb{R}^+ \times \mathbb{R}^+ \rightarrow \mathbb{R} \) and \( H : \mathbb{R}^+ \rightarrow \mathbb{R} \) are \( C^2 \) functions.

### 5.1 Case 1: \( a = F_u(0,0) > 0 \)

Here we further assume the following condition holds:

\( \text{(A4)} \) There exist a continuous function \( F_1 : \mathbb{R}_+ \rightarrow \mathbb{R} \) and positive constants \( K_0 > 0 \) and \( u^* > 0 \) such that \( F(u,v) \leq F_1(u)u \) for \( (u,v) \in \mathbb{R}_+ \times \mathbb{R}_+ \), and \( F_1 \) satisfies \( F_1(u^*) = 0 \) and \( 0 < F_1(u) < K_0 \) for \( u \in (0, u^*) \) and \( F_1(u) < 0 \) for \( u > u^* \).
First we have the following \textit{a priori} bound for the steady state solutions when \((A4)\) is satisfied.

\textbf{Lemma 5.1.} Suppose the conditions \((A1'), (A2), (A4)\) hold and \((u,v)\) is a nonnegative solution of \((3.2)\). Then

\begin{equation}
0 \leq u(x) \leq u^*, \quad 0 \leq v(x) \leq \max_{0 \leq u \leq u^*} H(u) := H^*,
\end{equation}

where \(u^*\) is defined in \((A4)\).

\textit{Proof.} If \(u(x) \equiv 0\), then \(v(x) \equiv 0\) and the result is obviously true. Hence we assume that \(u(x) > 0\) for \(x \in \Omega\) from the maximum principle. Let \(x_0 \in \Omega\) such that \(u(x_0) = \max_{x \in \Omega} u(x) > 0\). Then from the maximum principle, the first equation of \((3.2)\) and \((A4)\), we have that

\[0 \leq -d\Delta u(x_0) = F(u(x_0), v(x_0)) \leq F_1(u(x_0))u(x_0).\]

This implies that \(F_1(u(x_0)) \geq 0\), and from \((A4)\), we have \(0 < u(x) < u^*\) and consequently \(0 < u(x) < u^*\) in \(\Omega\) from the strong maximum principle.

Since \(u(x) > 0\), then \(v(x) = (-d\Delta + \tau^{-1})^{-1}(\tau^{-1}H(u)) > 0\) for \(x \in \Omega\). Let \(x_1 \in \Omega\) such that \(v(x_1) = \max_{x \in \Omega} v(x) > 0\). Then from the maximum principle and the second equation of \((3.2)\), we have that

\[0 \leq -d\Delta v(x_1) = \frac{1}{\tau}[H(u(x_1)) - v(x_1)],\]

which implies that \(v(x_1) \leq H(u(x_1)) \leq \max_{0 \leq u \leq u^*} H(u) := H^*\) as \(0 \leq u(x_1) \leq u^*\).

Denote the set of positive solutions of \((3.2)\) by

\[\Sigma = \{(d,u,v) \in \mathbb{R} \times X^2 : d > 0, u > 0, v > 0, W(d,u,v) = (0,0)\},\]

where \(W\) is defined in \((3.4)\). We have the following result on the global bifurcation of positive solutions of \((3.2)\) when \(a > 0\).

\textbf{Theorem 5.2.} Suppose that the conditions \((A1'), (A2)-(A4)\) hold and \(a > 0\). Then the following results are true:

1. \((3.2)\) has no positive solution when \(d > d^{**} := K_0/\lambda_1\);

2. there exists a connected component \(\Sigma_1\) of \(\Sigma\) such that \(\Gamma_1 \subseteq \Sigma_1\), the projection \(P_d\Sigma_1\) of \(\Sigma_1\) into the \(d\)-component satisfies \(P_d\Sigma_1 = (0,d_0)\) for some \(d_0 \in [d^*,d^{**})\), and for every \((d,u,v) \in \Sigma_1\), \(||u||_\infty + ||v||_\infty \leq C\) for some \(C > 0\) independent of \(d\).
Proof. 1. Suppose that \((d, u, v)\) is a positive solution of \((3.2)\). Multiplying the first equation of \((3.2)\) by \(\phi_1\) and integrating on \(\Omega\), we obtain
\[
\lambda_1 d \int_{\Omega} u(x) \phi_1(x) dx = -d \int_{\Omega} \Delta u(x) \phi_1(x) dx = \int_{\Omega} \phi_1(x) F(u(x), v(x)) dx \\
\leq \int_{\Omega} \phi_1(x) F_1(u(x)) u(x) dx \leq K_0 \int_{\Omega} u(x) \phi_1(x) dx.
\]
That is, \((d\lambda_1 - K_0) \int_{\Omega} u(x) \phi_1(x) dx \leq 0\). Thus, the system \((3.2)\) have no positive solution if \(d > K_0/\lambda_1\).

2. According to Krasnoselkii-Rabinowitz global bifurcation theorem (see [30, 32]), a connected component \(\Sigma_1\) of \(\Sigma\) that contains \(\Gamma_1\) (defined in Theorem 3.1) satisfies one of the following: (i) \(\Sigma_1\) is unbounded; or (ii) \(\Sigma_1\) contains \((\hat{d}, 0, 0)\), where \((\hat{d}, 0, 0)\) is another bifurcation point from \(\Gamma_0\) such that \(\hat{d} > 0\) (the line of trivial solutions); or (iii) \(\Sigma_1\) contains \((\hat{d}, \hat{u}, \hat{v})\) which is on the boundary \(\partial S\) of \(S = \{(d, u, v) \in \mathbb{R} \times X^2 : d > 0, u > 0, v > 0\}\).

From Theorem 3.1, we know the case (ii) cannot occur as \(d = d^*\) is the only bifurcation point for positive solutions of \((3.2)\). From Lemma 5.1, any positive solution \((u, v)\) of \((3.2)\) satisfies \(||u||_{\infty} + ||v||_{\infty} \leq u^* + H^*\) which is independent of \(d\); and from part 1 of Theorem 5.2, any solution \((d, u, v)\) of \((3.2)\) must satisfy \(0 \leq d \leq d^{**}\). Hence the alternative (i) cannot occur either. Therefore (iii) occurs, and \(\Sigma_1\) contains \((\hat{d}, \hat{u}, \hat{v})\) which is on \(\partial S\). From the strong maximum principle, if \(\hat{u}(x) = 0\) for some \(x \in \Omega\), then \(\hat{u}(x) \equiv 0\) for \(x \in \Omega\). If \(\hat{u}(x) \equiv 0\), it is easy to see \(\hat{v} \equiv 0\). If we also have \(\hat{d} > 0\) then this returns to the case (ii). Thus we must have \(\hat{d} = 0\). This shows that \(P_2 \Sigma_1 \supset (0, d^*)\). Let \(d_0 = \sup\{d > 0 : (d, u, v) \in \Sigma_1\}\). Then \(d_0 \geq d^*\), and from part 1 of Theorem 5.2, we also have \(d_0 < d^{**}\). This completes the proof. 

5.2 Case 2: \(a = F_u(0, 0) < 0\).

In this subsection we further assume the following condition holds:

\(\textbf{(A5)}\) There exist positive constants \(K_1, K_2, K_3\) and a continuous function \(F_2 : \mathbb{R}_+ \to \mathbb{R}\) such that \(F(u, v) \leq -K_1 u + F_2(v)\) for \((u, v) \in \mathbb{R}_+ \times \mathbb{R}_+, F_2(v) \leq K_2 v\) for \(v \in \mathbb{R}_+, \) and \(H(u) \leq K_3 u\) for \(u \in \mathbb{R}_+\).

\(\textbf{(A6a)}\) There exists a positive constant \(K_4\) such that \(F_2(v) \leq K_4\) for \(v \in \mathbb{R}_+\); or

\(\textbf{(A6b)}\) There exists a positive constants \(K_5\) such that \(H(u) \leq K_5\) for \(u \in \mathbb{R}_+\).

We remark that \((\textbf{A5})\) implies that
\[
a = F_u(0, 0) \leq -K_1, \quad b = F_v(0, 0) \leq K_2, \quad k = H'(0) \leq K_3.
\] (5.2)

Similar to Lemma 5.1 we have the following \textit{a priori} estimates under \(\textbf{(A5a)}\) or \(\textbf{(A5b)}\).
Lemma 5.3. Suppose the conditions (A1'), (A2), (A3), (A5) hold and $a < 0$, $(u, v)$ is a nonnegative solution of (3.2).

1. When (A6a) is also satisfied, then

$$0 \leq u(x) \leq \frac{K_4}{K_1}, \quad 0 \leq v(x) \leq \max_{0 \leq u \leq K_4/K_1} H(u) := H^{**}. \quad (5.3)$$

2. When (A6b) is also satisfied, then

$$0 \leq u(x) \leq \frac{1}{K_1} \max_{0 \leq v \leq K_5} F_2(v) := H^{***}, \quad 0 \leq v(x) \leq K_5. \quad (5.4)$$

**Proof.** If $u(x) \equiv 0$, then $v(x) \equiv 0$ and the result is obviously true. Thus we assume that $u(x) > 0$ for $x \in \Omega$ from the maximum principle. First we assume that (A6a) is satisfied. Let $x_0 \in \Omega$ such that $u(x_0) = \max_{x \in \Omega} u(x) > 0$. Then from the maximum principle, the first equation of (3.2) and (A5), we have that

$$0 \leq -d \Delta u(x_0) = F(u(x_0), v(x_0)) \leq -K_1 u(x_0) + F_2(v(x_0)), \quad (5.5)$$

which together with (A6a) implies that $u(x_0) \leq \frac{F_2(v(x_0))}{K_1} \leq \frac{K_4}{K_1}$ and hence $0 < u(x) \leq \frac{K_4}{K_1}$ for $x \in \Omega$ from the strong maximum principle.

Since $u(x) > 0$, $v(x) = (-d \Delta + \tau^{-1})(\tau^{-1}H(u)) > 0$ for $x \in \Omega$. Let $x_1 \in \Omega$ such that $v(x_1) = \max_{x \in \Omega} v(x) > 0$. Then from the maximum principle and the second equation of (3.2), we have that

$$0 \leq -d \Delta v(x_1) = \frac{1}{\tau}[H(u(x_1)) - v(x_1)], \quad (5.6)$$

which implies that for any $x \in \Omega$, $v(x) \leq v(x_1) \leq H(u(x_1)) \leq \max_{0 \leq u \leq K_4/K_1} H(u) := H^{**}$ as

$$0 \leq u(x_1) \leq \frac{K_4}{K_1}.$$

Next we assume that (A6b) is satisfied. Let $x_0$ and $x_1$ be the same definition as above. Then from (5.6) and (A6b), we have $v(x) \leq v(x_1) \leq H(u(x_1)) \leq K_5$ for any $x \in \Omega$, and from (5.5), we have $u(x) \leq u(x_0) \leq \frac{F_2(v(x_0))}{K_1} \leq \frac{1}{K_1} \max_{0 \leq v \leq K_5} F_2(v) := H^{***}. \quad (5.7)$

Now we have the following results on the global bifurcation of positive solutions of (3.2).

**Theorem 5.4.** Suppose that the conditions (A1'), (A2), (A3), (A5), (A6a) or (A6b) hold and $a < 0$. Then the following results are true:

1. (3.2) has no positive solution when $d > d^{***}$ which is defined as

$$d^{***}(\tau) = \frac{1}{2\lambda_1\tau}(-K_1\tau - 1 + \sqrt{(-K_1\tau + 1)^2 + 4\tau K_2 K_3}), \quad (5.7)$$

and $K_1, K_2, K_3$ are defined in (A5);
2. there exists a connected component $\Sigma_1$ of $\Sigma$ such that $\Gamma_1 \subseteq \Sigma_1$, the projection $P_d \Sigma_1$ of $\Sigma_1$ into the $d$–component satisfies $P_d \Sigma_1 = (0, d_0)$ for some $d_0 \in [d^*, d^{**})$, and for every $(d, u, v) \in \Sigma_1$, $||u||_{\infty} + ||v||_{\infty} \leq C$ for some $C > 0$ independent of $d$.

Proof. 1. Assume that $(d, u, v)$ is a positive solution of (3.2). Multiplying the second equation of (3.2) by $\phi_1(x)$ and integrating on $\Omega$, using (A5) we have

$$\lambda_1 d \int_{\Omega} v(x) \phi_1(x) dx = -d \int_{\Omega} \Delta v(x) \phi_1(x) dx = \frac{1}{\tau} \int_{\Omega} H(u(x)) \phi_1(x) dx - \frac{1}{\tau} \int_{\Omega} v(x) \phi_1(x) dx \leq K_3 \frac{1}{\tau} \int_{\Omega} u(x) \phi_1(x) dx,$$

which implies

$$\left(\lambda_1 d + \frac{1}{\tau}\right) \int_{\Omega} v(x) \phi_1(x) dx \leq \frac{K_3}{\tau} \int_{\Omega} u(x) \phi_1(x) dx. \quad (5.8)$$

Similarly multiplying the first equation of (3.2) by $\phi_1(x)$ and integrating on $\Omega$, using (A5) we have

$$\lambda_1 d \int_{\Omega} u(x) \phi_1(x) dx = -d \int_{\Omega} \Delta u(x) \phi_1(x) dx = \int_{\Omega} F(u(x), v(x)) \phi_1(x) dx \leq -K_1 \int_{\Omega} u(x) \phi_1(x) dx + K_2 \int_{\Omega} v(x) \phi_1(x) dx,$$

which implies

$$(\lambda_1 d + K_1) \int_{\Omega} u(x) \phi_1(x) dx \leq K_2 \int_{\Omega} v(x) \phi_1(x) dx. \quad (5.9)$$

Combining (5.8) and (5.9), we obtain that

$$\left(\lambda_1 d + K_1\right) \left(\lambda_1 d + \frac{1}{\tau}\right) \leq \frac{K_2 K_3}{\tau}.$$  

(5.10)

It is easy to calculate that (5.10) holds when $0 < d \leq d^{**}$, since $K_2 K_3 - K_1 \geq bk + a > 0$ from (A3) and (5.2). Therefore, system (3.2) have no positive solution if $d > d^{**}$.

2. According to Krasnoselskii-Rabinowitz global bifurcation theorem (see [30, 32]), a connected component $\Sigma_1$ of $\Sigma$ that contains $\Gamma_1$ (defined in Theorem 3.1) satisfies one of the following: (i) $\Sigma_1$ is unbounded; or (ii) $\Sigma_1$ contains $(\hat{d}, 0, 0)$, where $(\hat{d}, 0, 0)$ is another bifurcation point from $\Sigma_0$; or (iii) $\Sigma_1$ contains $(\hat{d}, \hat{u}, \hat{v})$, which is on the boundary $\partial S$ of $S = \{(d, u, v) \in \mathbb{R} \times X^2 : d > 0, u > 0, v > 0\}$.

From Theorem 3.1, we know the case (ii) cannot occur as $d = d^*$ is the only bifurcation point for positive solutions of (3.2). From Lemma 5.3, any positive solution $(u, v)$ of (3.2) satisfies $||u||_{\infty} + ||v||_{\infty} \leq \frac{K_1}{K_1^*} + H^{**}$ or $H^{***} + K_5$, which is independent of $d$; and from part 1 of Theorem 5.4, any solution $(d, u, v)$ of (3.2) must satisfy $0 \leq d \leq d^{**}$. Hence the alternative (i) cannot occur either. Therefore (iii) occurs, and $\Sigma_1$ contains $(\hat{d}, \hat{u}, \hat{v})$ which is on $\partial S$. Similar to the proof of Theorem 5.2, we must have $\hat{d} = 0$ thus $P_{d} \Sigma_1 \supset (0, d^*)$. Let $d_0 = \sup\{d > 0 : (d, u, v) \in \Sigma_1\}$. Then $d_0 \geq d_*$, and from part 1 of Theorem 5.4 we also have $d_0 < d^{**}$. This completes the proof. \[\square\]
6 Uniqueness of the steady state

In Sections 3 and 5, the existence of a positive steady state solution of (1.1) for all small diffusion coefficient case \( d \in (0, d_0) \) has been proved under proper conditions on the nonlinear functions \( F \) and \( H \). In general the positive steady state solution is not necessarily unique for all \( d \in (0, d_0) \), except near the bifurcation point \( d = d^* \). Here we show that when the spatial domain is one-dimensional and the nonlinearity is in a more special form, the positive steady state solution of (1.1) is unique for all \( d \in (0, d_0) \) due to its “consumer-resource” type structure.

This section focuses on the one-dimensional steady state problem with the nonlinearity being in a form of

\[
F(u, v) = uf(u, v):
\]

\[
\begin{cases}
-d^2 \phi''(x) = u(x)f(u(x), v(x)), & x \in (0, L), \\
-d^2 \psi''(x) = \frac{1}{\tau}(H(u(x)) - v(x)), & x \in (0, L), \\
u(0) = u(L) = v(0) = v(L) = 0,
\end{cases}
\]

(6.1)

where \( L > 0 \) and \( \tau := \frac{d}{dx} \). The linearized equation at a positive solution \((u_d(x), v_d(x))\) of (6.1) can be written as

\[
\begin{cases}
-d\phi'' - [u_d f_u(u_d, v_d) + f(u_d, v_d)]\phi = u_d f_v(u_d, v_d)\psi, & x \in (0, L), \\
-d\psi'' + \frac{1}{\tau}\psi = \frac{1}{\tau} H'(u_d)\phi, & x \in (0, L), \\
\phi(0) = \phi(L) = \psi(0) = \psi(L) = 0.
\end{cases}
\]

(6.2)

The coexistence state \((u_d(x), v_d(x))\) of (6.1) is non-degenerate if the only solution of (6.2) is \((\phi, \psi) = (0, 0)\). The key of establishing the uniqueness of positive solution of (6.1) is the following non-degeneracy property of positive solution.

**Proposition 6.1.** Suppose that the conditions \((A1')\), \((A2)\) hold for \( F(u, v) = uf(u, v) \) and \( f(u, v), H(u) \) also satisfy

\((A7)\) \( f_u(u, v) < 0 \) and \( f_v(u, v) < 0 \) for \((u, v) \in \mathbb{R}^+ \times \mathbb{R}^+ \), and \( H'(u) > 0 \) for \( u \in \mathbb{R}^+ \).

If \((u_d(x), v_d(x))\) is a positive solution of (6.1), then \((u_d(x), v_d(x))\) is non-degenerate.

**Proof.** Since \((u_d(x), v_d(x))\) solves (6.1), the following equalities hold:

\[
\begin{align*}
-d \frac{d^2}{dx^2} - f(u_d, v_d) \quad u_d &= 0, \\
-d \frac{d^2}{dx^2} + \frac{1}{\tau} - \frac{1}{\tau} \frac{H(u_d)}{v_d} \quad v_d &= 0, \\
\quad u_d(0) = u_d(L) = v_d(0) = v_d(L) &= 0.
\end{align*}
\]
Since $(u_d, v_d)$ is positive, it follows from the Krein-Rutman Theorem,

$$
\begin{align*}
\rho_1 \left( -d \frac{d^2}{dx^2} - f(u_d, v_d) \right) &= \rho_1 \left( -d \frac{d^2}{dx^2} + \frac{1}{\tau} - \frac{1}{\tau} \frac{H(u_d)}{v_d} \right) = 0,
\end{align*}
$$

where $\rho_1(L)$ is the principal eigenvalue corresponding to the operator $L$. Clearly, the linearized equation (6.2) can be rewritten as

$$
\begin{align*}
L_1 \phi &\equiv \left( -d \frac{d^2}{dx^2} - u_d f_u(u_d, v_d) - f(u_d, v_d) \right) \phi = u_d f_v(u_d, v_d) \psi,
L_2 \psi &\equiv \left( -d \frac{d^2}{dx^2} + \frac{1}{\tau} \right) \psi = \frac{1}{\tau} H'(u_d) \phi,
\end{align*}
$$

(6.4)

By the monotonicity of principal eigenvalue $\rho_1(\cdot)$, (6.3) and (A7), we have

$$
\begin{align*}
\rho_1(L_1) &= \rho_1 \left( -d \frac{d^2}{dx^2} - u_d f_u(u_d, v_d) - f(u_d, v_d) \right) > \rho_1 \left( -d \frac{d^2}{dx^2} - f(u_d, v_d) \right) = 0,
\rho_1(L_2) &= \rho_1 \left( -d \frac{d^2}{dx^2} + \frac{1}{\tau} \right) > \rho_1 \left( -d \frac{d^2}{dx^2} + \frac{1}{\tau} - \frac{1}{\tau} \frac{H(u_d)}{v_d} \right) = 0.
\end{align*}
$$

(6.5)

From (6.5), we know that all eigenvalues of the operators $L_1$ and $L_2$ are positive, and they have the inverse operators $L_1^{-1}$ and $L_2^{-1}$ respectively, which are compact, strictly order-preserving with respect to the usual cone of positive functions.

We prove that the only solution of (6.4) is $(\phi, \psi) = (0, 0)$ by contradiction. Suppose (6.4) has a nontrivial solution $(\phi, \psi) \neq (0, 0)$. From (6.4), we have

$$
\phi = L_1^{-1} \left( u_d f_v(u_d, v_d) L_2^{-1} \left( \frac{1}{\tau} H'(u_d) \phi \right) \right).
$$

(6.6)

Since $f_v(u, v) < 0$ and $H'(u) > 0$, and the right hand side of (6.6) determines a compact, strongly order-preserving operator. Thus, $\phi$ must change sign in $(0, L)$, and consequently $\psi$ must change sign in $(0, L)$. Now we can follow the argument in [25, Lemma 3.1] or [7, Lemma 5.2] to show that $\phi(x) = \psi(x) \equiv 0$ for $x \in (0, L)$.

Now we can prove the uniqueness of positive steady state and exact global bifurcation when $a = F_u(0, 0) > 0$ and $\Omega = (0, L)$.

**Theorem 6.2.** Suppose that the conditions (A1'), (A2)-(A4), (A7) hold and $a > 0$. Then (6.1) has a unique positive solution $(u_d(x), v_d(x))$ which is non-degenerate when $0 < d < d^*$, and it has no positive solution when $d \geq d^*$. Moreover all positive solutions of (6.1) are on a smooth curve $\Sigma_1 = \{(d, u_d(x), v_d(x)) : 0 < d < d^*\}$.

**Proof.** From (A7), $f(u, v) < f(0, 0)$ for any $(u, v) \in \mathbb{R^+} \times \mathbb{R^+}$. If $(u, v)$ is a positive solution of (6.1), by integrating

$$
-d u u'' = u^2 f(u, v) < u^2 f(0, 0), \quad u(0) = u(L) = 0,
$$

we get

$$
\begin{align*}
-u_{uu} &= \int_0^x f(u, v) \, dx, \\
-u(L) &= \int_0^x f(u, v) \, dx, \\
\int_0^x f(u, v) \, dx &= u(0) - u(L).
\end{align*}
$$

Since (6.1) is positive, it follows from the Krein-Rutman Theorem,
we obtain
\[ d \int_0^L [u'(x)]^2 dx < f(0,0) \int_0^L u^2(x) dx \leq \frac{f(0,0)}{\lambda_1} \int_0^L [u'(x)]^2 dx. \]

This implies that \( d \leq \frac{f(0,0)}{\lambda_1} = \frac{F_u(0,0)}{\lambda_1} = \frac{a}{\lambda_1} = d^*. \) Hence (6.1) has no positive solution when \( d \geq d^*. \) On the other hand, the existence of positive solution of (6.1) has been shown in Theorem 5.2. In particular, for \( d \in (d^* - \epsilon, d^*) \), (6.1) has a positive solution \((u_d, v_d)\) so that \( \lim_{d \to (d^*)^-} (u_d, v_d) = (0, 0) \), and these solutions are on a curve \( \Gamma_1 = \{(d(s), u(s), v(s)) : s \in (0, \delta_1)\} \). Note now the direction of the curve \( \Gamma_1 \) is given by
\[
d'(0) = (f_u(0,0) + f_v(0,0)M) \frac{\int_0^L \phi_1^3(x) dx}{\lambda_1 \int_0^L \phi_1^2(x) dx} < 0,
\]
as \( b = 0, p = 2f_u(0,0) < 0, q = f_v(0,0) < 0, r = 0, \) and \( M = k/(a\tau + 1) > 0. \) From Theorem 5.2, \( \Gamma_1 \subset \Sigma_1 \) which is a connected component of the set of positive solution \( \Sigma \) of (6.1), and \( P_d \Sigma_1 = (0, d^*) \). From Proposition 6.1, any positive solution on \( \Sigma_1 \) is non-degenerate, so \( \Sigma_1 \) is locally a smooth curve at any \((d, u_d, v_d) \in \Sigma_1\) hence \( \Sigma_1 \) can be globally parameterized by \( d \in (0, d^*) \). Suppose that for some \( d \in (0, d^*) \), there is another positive solution \((d, \hat{u}_d, \hat{v}_d)\) not on \( \Sigma_1 \), then using the same argument and Proposition 6.1 we can show that \((d, \hat{u}_d, \hat{v}_d)\) is on another connected component \( \Sigma_2 \) of \( \Sigma \), and \( \Sigma_2 \) is also globally a smooth curve. We also have \( P_d \Sigma_2 = (0, d^*) \) as \( d = d^* \) is the only bifurcation point for positive solutions of (6.1). But the local bifurcation result in Theorem 3.1 shows that near \( d = d^* \) the positive solution is unique for (6.1), which contradicts with the existence of two solutions \((d, u_d, v_d)\) and \((d, \hat{u}_d, \hat{v}_d)\). So such a second component \( \Sigma_2 \) cannot exist, and all positive solutions of (6.1) are on the smooth curve \( \Sigma_1 = \{(d, u_d(x), v_d(x)) : 0 < d < d^*\} \). In particular, the positive solution of (6.1) is unique for \( 0 < d < d^* \).

7 Applications

In this section, we apply the previous main results obtained in Sections 2-6 to the following logistic type and Nicholson’s blowfly type models with nonlocal delay.

7.1 Logistic type models

We consider a modified Hutchinson’s equation with diffusion and nonlocal delay:
\[
\begin{aligned}
&\begin{cases}
    u_t(x,t) = d \Delta u(x,t) + \kappa u(x,t) (1 - Au(x,t) - B(g * u)(x,t)), & x \in \Omega, \ t > 0, \\
    u(x,t) = 0, & x \in \partial \Omega, \ t > 0,
\end{cases}
\end{aligned}
\tag{7.1}
\]
where $\kappa > 0$ is the maximum growth rate per capita, the parameters $A, B > 0$ denote the portions of instantaneous and previous dependence of the growth rate, respectively.

Then by Section 2, the system (7.1) is equivalent to the following system:

\[
\begin{aligned}
    u_t(x,t) &= d\Delta u(x,t) + \kappa u(x,t)(1 - Au(x,t) - Bv(x,t)), \quad x \in \Omega, \ t > 0, \\
    v_t(x,t) &= d\Delta v(x,t) + \frac{1}{\tau}(u(x,t) - v(x,t)), \quad x \in \Omega, \ t > 0, \\
    u(x,t) &= v(x,t) = 0, \quad x \in \partial \Omega, \ t > 0.
\end{aligned}
\]

Let $F(u, v) = \kappa u(1 - Au - Bv)$ and $H(u) = u$. It is easy to compute that

\[
\begin{aligned}
    a &= F_u'(0,0) = \kappa > 0, \ b = F_v'(0,0) = 0, \ k = H'(0) = 1, \\
    p &= F_{uu}(0,0) = -2AK, \ q = F_{uv}(0,0) = -BR, \ r = F_{vv}(0,0) = 0, \ l = H''(0) = 0.
\end{aligned}
\]

By Theorem (3.1)(2), Theorem (4.3)(1), Theorem 5.2 and Theorem 6.2 we obtain the following results:

**Proposition 7.1.** Suppose that $A, B, \kappa, \tau > 0$, and denote $d^* = \frac{\kappa}{\lambda_1}$.

1. System (7.2) has at least one positive steady state solution $(u_d(x), v_d(x))$ for any $d \in (0, d^*)$ and has no positive steady state solution for $d > d^*$; the positive steady state $(u_d(x), v_d(x))$ satisfies $u_d(x), v_d(x) \leq 1/A$; there is a connected component $\Sigma_1$ of the set of positive steady state solutions of (7.1) such that $P_d \Sigma_1 = (0, d^*)$; near $d = d^*$, $\Sigma_1$ is a smooth curve \{(d, u_d(\cdot), v_d(\cdot)) : d^* - \epsilon < d < d^*\} such that \[
\lim_{d \to (d^*)^-} u_d(\cdot) = \lim_{d \to (d^*)^-} v_d(\cdot) = 0, \quad \text{and} \quad (u_d(\cdot), v_d(\cdot)) \text{ is locally asymptotically stable for } d \in (d^* - \epsilon, d^*).
\]

2. When $d > d^*$, the trivial steady state solution $u = 0$ is globally asymptotically stable for (7.2); and when $0 < d < d^*$, $u = 0$ is unstable.

3. For $\Omega = (0, L) \subset \mathbb{R}^1$, the positive steady state solution $u_d(x)$ of system (7.2) is unique and non-denegerate for $d \in (0, d^*)$.

**Proof.** 1. It is easy to verify that the conditions (A1)-(A3) and (A1') hold and according to (3.7), we have

\[
\begin{aligned}
d'(0) &= -\frac{\kappa(A + BM)\int_\Omega \phi_1^3(x)dx}{\lambda_1 \int_\Omega \phi_1^2(x)dx} < 0,
\end{aligned}
\]

where $M = 1/(\tau + 1) > 0$. Then the local bifurcation and stability of positive steady state solutions of (7.2) follows from Theorem 3.1 part 2 and Theorem 4.3 part 1. Define $F_1(u) = \kappa(1 - Au)$ which satisfies $F(u, v) \leq F_1(u)u$, $F_1(1/A) = 0$ and $0 < F_1(u) < \kappa$ for $u \in (0, 1/A)$ and $F_1(u) < 0$ for $u > 1/A$. That is, (A4) holds. Then by Theorem 5.2, (7.2) has at least one positive steady state solution $u_d(x)$ for any $d \in (0, d^*)$, and (7.1) has no
positive steady state solution for \( d > d^* \) following the proof of Theorem 6.2. Moreover from Lemma 5.1 any positive steady state satisfies \( u_d(x), v_d(x) \leq 1/A \).

2. When \( d > d^* \), we have \( u_t \leq d \Delta u + \kappa u(1 - Au) \), then the global stability of \( u = 0 \) follows from well-known results for the logistic reaction-diffusion model (see for example [6]). When \( d < d^* \), it is standard to show that \( u = 0 \) is unstable.

3. Let \( f(u, v) = \kappa(1 - Au - Bv) \). Clearly \( f_u(u, v) = -\kappa A < 0 \) and \( f_v(u, v) = -\kappa B < 0 \) so the condition (A7) holds. By Theorem 6.2 the system (7.2) has a unique positive solution \( (u_d(x), v_d(x)) \) for \( d \in (0, d^*) \) when \( \Omega = (0, L) \).

As a numerical example, we consider (7.1) with \( \kappa = 1, A = 0.5, B = 0.4, \tau = 0.5, \Omega = (0, \pi) \) and choose the initial condition \( \eta(x, t) = 0.1 \sin x, t \in (-\infty, 0) \). When \( d = 1.05 > d^* = \kappa/\lambda_1 = 1 \), the zero solution is globally asymptotically stable from Proposition 7.1 illustrated in Fig. 1 (A). On the other hand when \( d = 0.5 < d^* = 1 \), the zero solution loses its stability and the unique positive steady state solution appears to be asymptotically stable as shown in Fig. 1 (B).
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Figure 1: Numerical simulations of (7.1) with \( \kappa = 1, A = 0.5, B = 0.4, \tau = 0.5 \) and \( \eta(x, t) = 0.1 \sin x, t \in (-\infty, 0) \). (A): \( d = 1.05 \), the solution converges to the trivial solution \( u \equiv 0 \); (B): \( d = 0.5 \), the solution converges to a positive steady state solution.

It is an interesting open question whether the uniqueness of positive solution of (7.1) holds for the general domain \( \Omega \in \mathbb{R}^n \) with \( n \geq 2 \), and the local/global stability of the positive solution of (7.1) is also not known even in the case of \( n = 1 \). Note that the non-degeneracy shown in Proposition 6.1 rules out the zero eigenvalue of linearized equation, but Hopf bifurcation can still occur to destabilize the positive steady state. When the boundary condition of (7.1) is Neumann one, it is known that the positive steady state is unique and is constant in space [28]. We also remark that the bifurcation at \( d = d^* \) is supercritical so that the bifurcating positive steady state solutions are stable ones. A subcritical bifurcation
is possible in the following variant of (7.1):
\[
\begin{cases}
  u_t(x,t) = d\Delta u(x,t) + \kappa u(x,t)(1 + Au(x,t) - B(g \ast u)(x,t) - Cu^2(x,t)), & x \in \Omega, \ t > 0, \\
  u(x,t) = 0, & x \in \partial\Omega, \ t > 0,
\end{cases}
\tag{7.4}
\]
where \( \kappa, A, B, C > 0 \). For (7.4), results similar to the ones in Proposition 7.1 can be proved and the equation (7.3) becomes
\[
d'(0) = -\frac{\kappa(-A + BM) \int_\Omega \phi_1^2(x)dx}{\lambda_1 \int_\Omega \phi_1^2(x)dx}.
\tag{7.5}
\]
So the bifurcation is subcritical if \(-A + BM < 0\), and system (7.4) has multiple positive steady state solutions for \( d \in (d^*, d^* + \epsilon) \).

Another example with similar structure is the food-limited population model considered in [18]:
\[
\begin{cases}
  u_t(x,t) = d\Delta u(x,t) + \kappa u(x,t) \frac{1 - Au(x,t) - B(g \ast u)(x,t)}{1 + cAu(x,t) + cB(g \ast u)(x,t)}, & x \in \Omega, \ t > 0, \\
  u(x,t) = 0, & x \in \partial\Omega, \ t > 0,
\end{cases}
\tag{7.6}
\]
where \( \kappa, A, B, c > 0 \). Note that when \( c = 0 \), (7.6) is reduced to (7.1). Indeed all results in Proposition 7.1 also hold for (7.6) as well.

### 7.2 Nicholson’s blowfly type models

Consider the diffusive Nicholson’s Blowflies equation with nonlocal delay as follows [24]:
\[
\begin{cases}
  u_t(x,t) = d\Delta u(x,t) - \chi u(x,t) + \vartheta(g \ast u)(x,t)e^{-\nu(g \ast u)(x,t)}, & x \in \Omega, \ t > 0, \\
  u(x,t) = 0, & x \in \partial\Omega, \ t > 0,
\end{cases}
\tag{7.7}
\]
Here \( \chi \) is the per capita daily adult death rate, \( \vartheta \) is the maximum per capita daily egg production rate, \( 1/\nu \) is the size at which the blowfly population reproduces at its maximum rate, and \( \tau \) is the generation time. From the equivalence relation shown in Section 2, the system (7.7) is equivalent to the reaction-diffusion system:
\[
\begin{cases}
  u_t(x,t) = d\Delta u(x,t) - \chi u(x,t) + \vartheta v(x,t)e^{-\nu v(x,t)}, & x \in \Omega, \ t > 0, \\
  v_t(x,t) = d\Delta v(x,t) + \frac{1}{\tau}(u(x,t) - v(x,t)), & x \in \Omega, \ t > 0, \\
  u(x,t) = v(x,t) = 0, & x \in \partial\Omega, \ t > 0,
\end{cases}
\tag{7.8}
\]
whose steady steady state solutions satisfy the following equations:
\[
\begin{cases}
  -d\Delta u(x) = -\chi u(x) + \vartheta v(x)e^{-\nu v(x)}, & x \in \Omega, \\
  -d\Delta v(x) = \frac{1}{\tau}(u(x) - v(x)), & x \in \Omega, \\
  u(x) = v(x) = 0, & x \in \partial\Omega.
\end{cases}
\tag{7.9}
\]
Let \( F(u, v) = -\chi u + \vartheta v e^{-\nu v} \), \( H(u) = u \). It is easy to compute that from (3.3),
\[
a = F_u(0, 0) = -\chi < 0, \quad b = F_v(0, 0) = \vartheta, \quad k = H'(0) = 1, \quad H(0) = 0,
\]
\[
p = F_{uu}(0, 0) = 0, \quad q = F_{uv}(0, 0) = 0, \quad r = F_{vv}(0, 0) = -2\vartheta^2 < 0, \quad l = H''(0) = 0.
\]
By Theorem 3.1, Theorem 4.3 and Theorem 5.4, we obtain the following results:

**Proposition 7.2.** Suppose that \( \chi, \nu, \tau > 0 \) and \( \vartheta > \chi \), and denote
\[
d^* = \frac{1}{2\lambda_1\tau}(-\chi\tau - 1 + \sqrt{(-\chi\tau + 1)^2 + 4\vartheta\tau}).
\]

1. System (7.8) has at least one positive steady state solution \((u_d(x), v_d(x))\) for any \( d \in (0, d^*) \) and has no positive steady state solution for \( d > d^* \); there is a connected component \( \Sigma_1 \) of the set of positive steady state solutions of (7.8) such that \( P_d \Sigma_1 = (0, d^*) \); near \( d = d^* \), \( \Sigma_1 \) is a smooth curve \( \{(d, u_d(\cdot), v_d(\cdot)) : d - \epsilon < d < d^*\} \) such that
\[
\lim_{d \to (d^*)^-} u_d(\cdot) = \lim_{d \to (d^*)^-} v_d(\cdot) = 0, \quad \text{and} \quad (u_d(\cdot), v_d(\cdot)) \text{ is locally asymptotically stable for} \ d \in (d^* - \epsilon, d^*).
\]

2. The positive steady state \((u_d(x), v_d(x))\) satisfies \( u_d(x), v_d(x) \leq \vartheta/(\nu \chi e) \) for all \( 0 < d < d^* \). Moreover if \((u_d(x), v_d(x))\) satisfies \( v_d(x) \leq 1/\nu \), then it is locally asymptotically stable.

**Proof.** 1. It is easy to verify that the conditions (A1)-(A3), (A1') hold and according to (3.7), we have
\[
d'(0) = -\frac{-\vartheta^2 M^2 \int_\Omega \phi_1^3(x) dx}{\lambda_1(1 + M^2 \vartheta\tau) \int_\Omega \phi_1^2(x) dx} < 0,
\]
where
\[
M = \frac{2}{-\chi\tau + 1 + \sqrt{(-\chi\tau + 1)^2 + 4\vartheta\tau}}.
\]
Then the local bifurcation and stability of positive steady state solutions of (7.8) follows from Theorem 3.1 part 2 and Theorem 4.3 part 1. Let \( K_1 = \chi, K_2 = \vartheta, K_3 = 1 \) and \( F_2(v) = \vartheta v e^{-\nu v} \). Then \( F(u, v) \leq -K_1 u + F_2(v) \) for \((u, v) \in \mathbb{R}_+ \times \mathbb{R}_+, F_2(v) \leq K_2 v \) for \( v \in \mathbb{R}_+ \), and \( H(u) \leq K_3 u \) for \( u \in \mathbb{R}_+ \). So (A5) is satisfied. Also \( F_2(v) \leq K_4 = \vartheta/(\nu e) \) for \( v \in \mathbb{R}_+ \) hence (A6a) is satisfied. Then by Theorem 5.4, (7.8) has at least one positive steady state solution \((u_d(x), v_d(x))\) for any \( d \in (0, d^*) \), and from Lemma 5.3 part 1, any positive steady state satisfies \( u_d(x), v_d(x) \leq \vartheta/(\nu \chi e) \).

To prove (7.8) has no positive steady state solution for \( d > d^* \), we notice that (7.9) implies that
\[
\begin{align*}
d\Delta u(x) - \chi u(x) + \vartheta v(x) &\geq 0, \quad x \in \Omega, \\
d\Delta v(x) + \frac{1}{\tau} u(x) - \frac{1}{\tau} v(x) &= 0, \quad x \in \Omega, \\
u(x) = v(x) = 0, &\quad x \in \partial \Omega,
\end{align*}
\]
and on the other hand, \((w, z) = (\phi_1, M \partial \tau \phi_1)\) satisfies

\[
\begin{aligned}
d^* \Delta w(x) - \chi w(x) + \frac{1}{\tau} z(x) &= 0, \quad x \in \Omega, \\
d^* \Delta z(x) + \partial w(x) - \frac{1}{\tau} z(x) &= 0, \quad x \in \Omega, \\
w(x) = z(x) &= 0, \quad x \in \partial \Omega,
\end{aligned}
\]

(7.12)

where \(d^*\) is defined in (7.10). Multiplying the two equations in (7.11) by \(w\) and \(z\), integrating and adding together, and subtracting the result of multiplying the two equations in (7.12) by \(u\) and \(v\) and integrating and adding together, we obtain

\[
0 < (d - d^*) \int_{\Omega} (\Delta w \cdot u + \Delta z \cdot v) dx = -(d - d^*) \lambda_1 \int_{\Omega} (wu + zv) dx,
\]

which implies that \(d < d^*\) as \(u, v, w, z > 0\).

2. Assume that a positive steady state solution \((u_d(x), v_d(x))\) of (7.8) satisfies \(v_d(x) \leq 1/\nu\).

The linearized eigenvalue problem of (7.8) at \((u_d, v_d)\) is

\[
\begin{aligned}
d \xi_1(x) - \chi \xi_1(x) + \vartheta e^{-\nu_d \chi} (1 - \nu_d \nu_d(x)) \xi_2(x) &= -\mu \xi_1(x), \quad x \in \Omega, \\
d \xi_2(x) + \frac{1}{\tau} \xi_1(x) - \frac{1}{\tau} \xi_2(x) &= -\mu \xi_2(x), \quad x \in \Omega, \\
\xi_1(x) = \xi_2(x) &= 0, \quad x \in \partial \Omega.
\end{aligned}
\]

(7.13)

Since \(v_d(x) \leq 1/\nu\), the system (7.13) is cooperative in the sense that \(F_v(u_d(x), v_d(x)) = \vartheta e^{-\nu_d \chi} (1 - \nu_d \nu_d(x)) > 0\) and \(G_u(u_d(x), v_d(x)) = 1/\tau > 0\) (here \(G(u, v) = (1/\tau)(u - v)\)). Also the system (7.13) is sublinear as

\[
F(u_d, v_d) - u_d F_u(u_d, v_d) - v_d F_v(u_d, v_d) - \vartheta \nu_d^2 e^{-\nu_d} > 0,
\]

\[
G(u_d, v_d) - u_d G_u(u_d, v_d) - v_d G_v(u_d, v_d) = 0.
\]

Then from Theorem 2.3 of [13], the positive steady state solution \((u_d(x), v_d(x))\) is locally asymptotically stable.

In Proposition 7.2 the stability of positive steady state holds when the condition \(v_d(x) \leq 1/\nu\) is satisfied. This is true when \(d\) is close to \(d^*\) (the bifurcation point), but it is not expected to be true when \(d\) approaches to 0. And the condition \(v_d(x) \leq 1/\nu\) is also referred as the “monotone” case for the Nicholson’s blowfly model, while the “non-monotone” case is the more complicated one.

As a numerical example, we consider (7.7) with \(\chi = 0.8, \vartheta = 1, \nu = 0.6, \tau = 0.5, \Omega = (0, \pi)\) and choose the initial condition \(\eta(x, t) = 0.1 \sin x, \quad t \in (-\infty, 0)\). When \(d = 0.2 > d^* = 0.1362\), the zero solution \(u \equiv 0\) is asymptotically stable, illustrated in Fig. 2 (A). However,
Figure 2: Numerical simulations of (7.7) with $\chi = 0.8$, $\vartheta = 1$, $\nu = 0.6$, $\tau = 0.5$, $\Omega = (0, \pi)$ and $\eta(x,t) = 0.1 \sin x$, $t \in (-\infty, 0)$. (A): $d = 0.2$, the solution converges to the trivial solution $u \equiv 0$; (B): $d = 0.1$, the solution converges to a positive steady state solution.

when the $d = 0.1 < d^* = 0.1362$, the zero solution loses its stability and a positive steady state solution appears to be asymptotically stable as shown in Fig. 2 (B).

A variant of the model (7.7) is

\[
\begin{align*}
\begin{cases}
  u_t(x,t) &= d \Delta u(x,t) - \chi u(x,t) + \vartheta (g \ast (ue^{-\nu u})(x,t)), \quad x \in \Omega, \ t > 0, \\
  u(x,t) &= 0, \quad x \in \partial \Omega, \ t > 0,
\end{cases}
\end{align*}
\]

(7.14)

and it is equivalent to

\[
\begin{align*}
\begin{cases}
  u_t(x,t) &= d \Delta u(x,t) - \chi u(x,t) + \vartheta v(x,t), \quad x \in \Omega, \ t > 0, \\
  v_t(x,t) &= d \Delta v(x,t) + \frac{1}{\tau}(u(x,t)e^{-\nu u(x,t)} - v(x,t)), \quad x \in \Omega, \ t > 0, \\
  u(x,t) &= v(x,t) = 0, \quad x \in \partial \Omega, \ t > 0.
\end{cases}
\end{align*}
\]

(7.15)

In this case, our theory in previous sections can also be applied with $F(u,v) = \chi u + \vartheta v$ and $H(u) = u e^{-\nu u}$, which satisfy (A1)-(A3), (A1'), (A5) and (A6b). We can similarly prove

**Proposition 7.3.** Suppose that $\chi, \nu, \tau > 0$ and $\vartheta > \chi$, and let $d^*$ be defined as in (7.10). Then results in Proposition 7.2 hold for (7.15) except that the positive steady state $(u_d(x), v_d(x))$ satisfies $u_d(x) \leq \vartheta / (\chi \nu)$ and $v_d(x) \leq 1/\nu$ for all $0 < d < d^*$, and if $(u_d(x), v_d(x))$ satisfies $u_d(x) \leq 1/\nu$, then it is locally asymptotically stable.

Finally if we replace the Ricker type growth function $ue^{-\nu u}$ in (7.8) or (7.15) by a Monod type (Holling type II) growth function $u/(A + u)$, much stronger results on the uniqueness and stability of positive steady state solution can be obtained. We use the model (7.8) as an example. Consider

\[
\begin{align*}
\begin{cases}
  u_t(x,t) &= d \Delta u(x,t) - \chi u(x,t) + \frac{\vartheta(g \ast u)(x,t)}{A + (g \ast u)(x,t)}, \quad x \in \Omega, \ t > 0, \\
  u(x,t) &= 0, \quad x \in \partial \Omega, \ t > 0.
\end{cases}
\end{align*}
\]

(7.16)
where $A > 0$, and it is equivalent to

$$
\begin{align*}
    &\begin{cases}
        u_t(x, t) = d \Delta u(x, t) - \chi u(x, t) + \frac{\partial v(x, t)}{A + v(x, t)}, & x \in \Omega, \ t > 0, \\
        v_t(x, t) = d \Delta v(x, t) + \frac{1}{\tau} (u(x, t) - v(x, t)), & x \in \Omega, \ t > 0, \\
        u(x, t) = v(x, t) = 0, & x \in \partial \Omega, \ t > 0,
    \end{cases} \\
\end{align*}
$$

(7.17)

**Proposition 7.4.** Suppose that $\chi, A, \tau > 0$ and $\vartheta > \chi$, and let $d^*$ be defined as in (7.10). Then system (7.17) has a unique positive steady state solution $(u_d(x), v_d(x))$ for any $d \in (0, d^*)$ and has no positive steady state solution for $d > d^*$; the positive steady state $(u_d(x), v_d(x))$ satisfies $u_d(x), v_d(x) \leq \vartheta/\chi$ for all $0 < d < d^*$; all positive steady state solutions of (7.17) are on a curve $\Sigma_1 = \{(d, u_d(\cdot), v_d(\cdot)) : 0 < d < d^*\}$ such that $\lim_{d \to (d^*)^-} u_d(\cdot) = \lim_{d \to (d^*)^-} v_d(\cdot) = 0$, and $(u_d(\cdot), v_d(\cdot))$ is globally asymptotically stable for $d \in (0, d^*)$.

**Proof.** We only prove the uniqueness and global stability of positive steady state solution as the other parts can be proved in a similar way as the proof of Proposition 7.2. Indeed in this case, the system (7.17) is cooperative as $F_v(u, v) = \frac{\partial A}{(A + v)^2} > 0$ and $G_u(u, v) = 1/\tau > 0$, so the solutions of (7.17) generate a semi-flow which is strongly monotone. The system (7.17) is also sublinear (sub-homogeneous) as

$$
F(u, v) - uF_u(u, v) - vF_v(u, v) = \frac{v^2}{(A + v)^2} > 0, \quad G(u, v) - uG_u(u, v) - vG_v(u, v) = 0.
$$

It is also easy to show the solutions of (7.17) are ultimately uniformly bounded. Therefore from [48, Theorem 2.3.2], (7.17) has a unique positive steady state that is globally attractive.

**Acknowledgements** This work was completed when the first author visited William & Mary in 2015-2016, and she would like to thank W&M for warm hospitality.

**References**

[1] S. B. Ai. Traveling wave fronts for generalized Fisher equations with spatio-temporal delays. J. Differential Equations, 232(1):104–133, 2007.

[2] P. Ashwin, M. V. Bartuccelli, T. J. Bridges, and S. A. Gourley. Travelling fronts for the KPP equation with spatio-temporal delay. Z. Angew. Math. Phys., 53(1):103–122, 2002.

[3] N. F. Britton. Aggregation and the competitive exclusion principle. J. Theoret. Biol., 136(1):57–66, 1989.

[4] N. F. Britton. Spatial structures and periodic travelling waves in an integro-differential reaction-diffusion population model. SIAM J. Appl. Math., 50(6):1663–1688, 1990.
[5] S. Busenberg and W. Z. Huang. Stability and Hopf bifurcation for a population delay model with diffusion effects. J. Differential Equations, 124(1):80–107, 1996.

[6] R. S. Cantrell and C. Cosner. Spatial ecology via reaction-diffusion equations. Wiley Series in Mathematical and Computational Biology. John Wiley & Sons, Ltd., Chichester, 2003.

[7] A. Casal, J. C. Eilbeck, and J. López-Gómez. Existence and uniqueness of coexistence states for a predator-prey model with diffusion. Differential Integral Equations, 7(2):411–439, 1994.

[8] S. S. Chen and J. P. Shi. Stability and Hopf bifurcation in a diffusive logistic population model with nonlocal delay effect. J. Differential Equations, 253(12):3440–3470, 2012.

[9] S. S. Chen and J. S. Yu. Stability analysis of a reaction-diffusion equation with spatiotemporal delay and Dirichlet boundary condition. J. Dynam. Differential Equations, 28(3-4):857–866, 2016.

[10] S. S. Chen and J. S. Yu. Stability and bifurcations in a nonlocal delayed reaction-diffusion population model. J. Differential Equations, 260(1):218–240, 2016.

[11] M. G. Crandall and P. H. Rabinowitz. Bifurcation from simple eigenvalues. J. Functional Analysis, 8:321–340, 1971.

[12] M. G. Crandall and P. H. Rabinowitz. Bifurcation, perturbation of simple eigenvalues and linearized stability. Arch. Rational Mech. Anal., 52:161–180, 1973.

[13] R. H. Cui, P. Li, J. P. Shi, and Y. W. Wang. Existence, uniqueness and stability of positive solutions for a class of semilinear elliptic systems. Topol. Methods Nonlinear Anal., 42(1):91–104, 2013.

[14] K. Deng and Y. X. Wu. On the diffusive Nicholson’s blowflies equation with distributed delay. Appl. Math. Lett., 50:126–132, 2015.

[15] S. A. Gourley. Travelling front solutions of a nonlocal Fisher equation. J. Math. Biol., 41(3):272–284, 2000.

[16] S. A. Gourley and S. G. Ruan. Dynamics of the diffusive Nicholson’s blowflies equation with distributed delay. Proc. Roy. Soc. Edinburgh Sect. A, 130(6):1275–1291, 2000.

[17] S. A. Gourley, J.-H. So, and J. H. Wu. Nonlocality of reaction-diffusion equations induced by delay: biological modeling and nonlinear dynamics. J. Math. Sci. (N.Y.), 124(4):5119–5153, 2004.

[18] S. A. Gourley and J. W.-H. So. Dynamics of a food-limited population model incorporating nonlocal delays on a finite domain. J. Math. Biol., 44(1):49–78, 2002.

[19] S. A. Gourley and J. H. Wu. Delayed non-local diffusive systems in biological invasion and disease spread. In Nonlinear dynamics and evolution equations, volume 48 of Fields Inst. Commun., pages 137–200. Amer. Math. Soc., Providence, RI, 2006.

[20] D. Green and H. W. Stech. Diffusion and hereditary effects in a class of population models. In Differential equations and applications in ecology, epidemics, and population problems (Claremont, Calif., 1981), pages 19–28. Academic Press, New York-London, 1981.
[21] S. J. Guo. Stability and bifurcation in a reaction-diffusion model with nonlocal delay effect. J. Differential Equations, 259(4):1409–1448, 2015.

[22] S. J. Guo and L. Ma. Stability and bifurcation in a delayed reaction-diffusion equation with Dirichlet boundary condition. J. Nonlinear Sci., 26(2):545–580, 2016.

[23] W. Z. Huang. Global dynamics for a reaction-diffusion equation with time delay. J. Differential Equations, 143(2):293–326, 1998.

[24] W. T. Li, S. G. Ruan, and Z. C. Wang. On the diffusive Nicholson’s blowflies equation with nonlocal delay. J. Nonlinear Sci., 17(6):505–525, 2007.

[25] J. López-Gómez and R. Pardo. Existence and uniqueness of coexistence states for the predator-prey model with diffusion: the scalar case. Differential Integral Equations, 6(5):1025–1031, 1993.

[26] W. J. Ni, J. P. Shi, and M. X. Wang. Global stability and pattern formation in a nonlocal diffusive Lotka-Volterra competition model. J. Differential Equations, 264(11):6891–6932, 2018.

[27] M. E. Parrott. Linearized stability and irreducibility for a functional-differential equation. SIAM J. Math. Anal., 23(3):649–661, 1992.

[28] P. H. Rabinowitz. Some global results for nonlinear eigenvalue problems. J. Functional Analysis, 7:487–513, 1971.

[29] J. P. Shi. Persistence and bifurcation of degenerate solutions. J. Funct. Anal., 169(2):494–531, 1999.

[30] J. P. Shi and X. F. Wang. On global bifurcation for quasilinear elliptic systems on bounded domains. J. Differential Equations, 246(7):2788–2812, 2009.

[31] Q. Y. Shi, J. P. Shi, and Y. L. Song. Hopf bifurcation in a reaction-diffusion equation with distributed delay and Dirichlet boundary condition. J. Differential Equations, 263(10):6537–6575, 2017.

[32] Q. Y. Shi, J. P. Shi, and Y. L. Song. Hopf bifurcation and pattern formation in a delayed diffusive logistic model with spatial heterogeneity. Discrete Contin. Dyn. Syst. Ser. B, 24(2):467–486, 2019.

[33] J. W.-H. So, J. H. Wu, and X. F. Zou. A reaction-diffusion model for a single species with age structure. I. Travelling wavefronts on unbounded domains. R. Soc. Lond. Proc. Ser. A Math. Phys. Eng. Sci., 457(2012):1841–1853, 2001.

[34] J. W.-H. So and Y. J. Yang. Dirichlet problem for the diffusive Nicholson’s blowflies equation. J. Differential Equations, 150(2):317–348, 1998.
[37] Y. Su, J. J. Wei, and J. P. Shi. Hopf bifurcations in a reaction-diffusion population model with delay effect. J. Differential Equations, 247(4):1156–1184, 2009.

[38] Y. Su, J. J. Wei, and J. P. Shi. Hopf bifurcation in a diffusive logistic equation with mixed delayed and instantaneous density dependence. J. Dynam. Differential Equations, 24(4):897–925, 2012.

[39] Y. Su and X. F. Zou. Transient oscillatory patterns in the diffusive non-local blowfly equation with delay under the zero-flux boundary condition. Nonlinearity, 27(1):87–104, 2014.

[40] Z. C. Wang, W. T. Li, and S. G. Ruan. Travelling wave fronts in reaction-diffusion systems with spatio-temporal delays. J. Differential Equations, 222(1):185–232, 2006.

[41] J. H. Wu and X. F. Zou. Traveling wave fronts of reaction-diffusion systems with delay. J. Dynam. Differential Equations, 13(3):651–687, 2001.

[42] X. P. Yan and W. T. Li. Stability of bifurcating periodic solutions in a delayed reaction-diffusion population model. Nonlinearity, 23(6):1413–1431, 2010.

[43] Y. J. Yang and J. W.-H. So. Dynamics for the diffusive Nicholson’s blowflies equation. Number Added Volume II, pages 333–352. 1998. Dynamical systems and differential equations, Vol. II (Springfield, MO, 1996).

[44] T. S. Yi and X. F. Zou. Global attractivity of the diffusive Nicholson blowflies equation with Neumann boundary condition: a non-monotone case. J. Differential Equations, 245(11):3376–3388, 2008.

[45] T. S. Yi and X. F. Zou. Map dynamics versus dynamics of associated delay reaction-diffusion equations with a Neumann condition. Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci., 466(2122):2955–2973, 2010.

[46] T. S. Yi and X. F. Zou. On Dirichlet problem for a class of delayed reaction-diffusion equations with spatial non-locality. J. Dynam. Differential Equations, 25(4):959–979, 2013.

[47] K. Yoshida. The Hopf bifurcation and its stability for semilinear diffusion equations with time delay arising in ecology. Hiroshima Math. J., 12(2):321–348, 1982.

[48] X.-Q. Zhao. Dynamical systems in population biology. CMS Books in Mathematics/Ouvrages de Mathématiques de la SMC. Springer, second edition, 2017.

[49] W. J. Zuo and Y. L. Song. Stability and bifurcation analysis of a reaction-diffusion equation with distributed delay. Nonlinear Dynam., 79(1):437–454, 2015.

[50] W. J. Zuo and Y. L. Song. Stability and bifurcation analysis of a reaction-diffusion equation with spatio-temporal delay. J. Math. Anal. Appl., 430(1):243–261, 2015.