Neighbor-Vote: Improving Monocular 3D Object Detection through Neighbor Distance Voting
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Abstract

As cameras are increasingly deployed in new application domains such as autonomous driving, performing 3D object detection on monocular images becomes an important task for visual scene understanding. Recent advances on monocular 3D object detection mainly rely on the “pseudo-LiDAR” generation, which performs monocular depth estimation and lifts the 2D pixels to pseudo 3D points. However, depth estimation from monocular images, due to its poor accuracy, leads to inevitable position shift of pseudo-LiDAR points within the object. Therefore, the predicted bounding boxes may suffer from inaccurate location and deformed shape. In this paper, we present a novel neighbor-voting method that incorporates neighbor predictions to ameliorate object detection from severely deformed pseudo-LiDAR point clouds. Specifically, each feature point around the object forms their own predictions, and then the “consensus” is achieved through voting. In this way, we can effectively combine the neighbors’ predictions with local prediction and achieve more accurate 3D detection. To further enlarge the difference between the foreground region of interest (ROI) pseudo-LiDAR points and the background points, we also encode the ROI prediction scores of 2D foreground pixels into the corresponding pseudo-LiDAR points. We conduct extensive experiments on the KITTI benchmark to validate the merits of our proposed method. Our results on the bird’s eye view detection outperform the state-of-the-art performance by a large margin, especially for the “hard” level detection.

1. Introduction

3D object detection is one of the most essential tasks for applications that rely on understanding the context in the 3D physical world, such as autonomous driving. Nowadays, many 3D detection algorithms have been proposed based on LiDAR point cloud [36, 9, 33, 20, 34]. Although these approaches achieve impressive performance, however, LiDARs are still too expensive to be equipped on every single vehicle. As a result, inexpensive alternatives are more preferred – especially cameras, due to their low price and high frame rate.

On the other hand, conducting 3D detection over RGB images, especially monocular images, remains a daunting task due to the unavailability of depth information [17,10,13]. To address this challenge, several methods [28, 29] have proposed to first estimate the depth information from monocular images and then lifts the 2D pixels to pseudo 3D points.
points. Subsequent 3D object detectors can then be applied on the pseudo-LiDAR point clouds.

Compared to LiDAR point clouds, the pseudo-LiDAR obtained as above has unique characteristics that may lead to an array of problems. Below, we point out a few such problems. Firstly, due to the inevitable inaccuracy in depth prediction from monocular images, pseudo-LiDAR often exhibits position shift and shape deformation, which could severely undermine the 3d bounding box regression accuracy [29][28]. For example, as shown in the orange eclipse of Figure 1(a), the pseudo-LiDAR point cloud often has a long tail which is formed by the depth artifacts at the edge of objects due to the ambiguity of depth estimation. Secondly, the depth estimation of far objects is less accurate than that of near ones, leading to significantly more distortion when the object is farther away.

The above observations cannot only explain why pseudo-LiDAR points result in much lower 3D detection accuracy compared to LiDAR points, but also explain why certain false positive cases arise. For example, objects in the background (e.g., a roadside obstacle) may likely be regarded as objects of interest (cars in our case) because their pseudo-LiDAR point clouds are both deformed. Considering these false positives that rise from the background, as well as the less defined object shapes with pseudo-LiDAR points, we take the viewpoint that we need to mine the pseudo-LiDAR data more carefully and pay extra attention to the correlation (or redundancy) embedded in pseudo-LiDAR points. Towards this goal, we propose a method called neighbor-voting. Specifically, we regard each point around the objects in the feature map as a “voter”. The voter needs to vote for a certain number of nearby objects in its local view. Through this voting process, false positive objects would be included by far fewer votes than true objects, and can thus be more easily identified. As shown in Figure 1(d), our method can effectively identify the false positive cases.

As such, the neighbor-voting results can help better predict the object locations. We use them as a new input to generate neighbor-voting classification and then combine the confidence score with the local classification prediction using adaptive weights, which lead to significantly improved detection. The extensive experiments on the KITTI Dataset verify the merits of our approach. Remarkably, our results on both the bird’s eye view object detection benchmarks are significantly better than existing monocular methods.

In summary, we make three-fold contributions:

- We have designed an efficient 3D detection network for monocular images. The network consists of four main steps: pseudo-LiDAR generation, 2D ROI score association, attention-based feature extraction, and neighbor-assisted prediction.
- We have designed a neighbor-voting method that can effectively remove false positive cases in predictions from pseudo-LiDAR point clouds. We can combine neighbor predictions with local predictions in an adaptive manner, which can greatly improve the box prediction accuracy.
- Results show our method yields the best performance on KITTI BEV benchmarks, outperforming state-of-the-art methods by noticeable margins.

2. Related Work

LiDAR-based 3D Object Detection. As far as LiDAR-based 3D object detection is concerned, there are two mainstream models: point-based models and voxel-based models. PointRCNN [23] is a point-based detector. It extracts features from raw LiDAR point clouds through PointNet++ [20] and sends the features to RPNs networks for further detection. VoxelNet [50] demonstrates a powerful voxel feature encoding layer that converts 3D LiDAR point clouds into equally spaced 3D voxels. SECOND [33] utilizes the voxel feature extraction layer and introduces a novel sparse convolution layer targeted at LiDAR point clouds. PointPillars [9] uses pillars rather than voxels to encode point cloud features, and further improves the network efficiency. Voxel R-CNN [4] proposes voxel query and voxel RoI pooling, which takes full advantage of voxel features in a two stage approach. PV-RCNN [22] combines the advantages of points and voxels, which devises voxel set abstraction to integrates multi-scale voxel features into sampled keypoints.

Monocular 3D Object Detection. In recent years, a large number of monocular 3D detection algorithms have emerged. Mousavian et al. [17] utilizes the deep learning network and geometric constraints of 2D Bounding boxes to generate 3D Bounding Boxes and a pose with 6 degrees of freedom. Li et al. [10] regresses 3D boxes through predicting their nine perspective keypoints in image space. There is still a big gap between LiDAR-based and image-only based methods in the 3D detection accuracy. A lot of work introduces other information, such as depth, semantic segmentation, CAD models, etc., which play a role in improving the results. Ding et al. [5] proposed a new local convolutional network, where the filters are generated from the depth map corresponding to the input image. The filters and their receptive fields are dynamically different in different images and different pixel positions. Y. Wang et al. [28] proposed a new data representation “Pseudo-LiDAR”, which is obtained from the combination of image pixel coordinates and corresponding depth. Weng et al. [29] adopts this data representation and use a 2D-3D bounding box consistency constraint for better predictions. AM3D [15] combines 2D detection and monocular depth estimation to process the image to obtain 2D Box and depth map. Then the 3D point clouds are generated to regress 3D Boxes. Pseudo-LiDAR effectively narrows
Figure 2: Overview of the Neighbor-Vote pipeline. The 2D monocular image is first transformed into the 3D representation through a pseudo-LiDAR point clouds generation module. A 2D Backbone with self-attention module is then adopted to extract the features on the bird’s eye view. The neighbor-voting process is integrated into the pipeline. Neighbor votes and local classification are combined adaptively through the fusion of the two branches.

3. The Neighbor-Vote Design

3.1. Overview

In this paper, we propose Neighbor-Vote, a pseudo-LiDAR based framework aiming at improving monocular 3D object detection with additional object location estimations from neighbors. The main innovation of this work lies in the design of our neighbor-voting module, which takes into consideration the box predictions from neighbors to ameliorate object detection from severely deformed pseudo-LiDAR. As illustrated in Figure 2, our proposed Neighbor-Vote adopts the one-stage paradigm, and consists of the following four main steps:

1. Pseudo-LiDAR Generation. This step generates the pseudo-LiDAR point clouds from monocular images. We first obtain the depth map through a depth estimation model. We then combine the map with pixel coordinates to create pseudo-LiDAR point clouds as described in [28].

2. 2D ROI Score Association. This step encodes the scores of predicted 2D boxes into the corresponding pseudo-LiDAR points, which are projected from the depth map in the boxes.

3. Attention-Based Feature Extraction. This step combines the short-range and long-range information. Here, we employ a self-attention module [26][27] with a 2D convolutional backbone derived from PointPillars [9] on the BEV, extracting both non-local features and multi-level local features.

4. Neighbor-Assisted Box Prediction. This step incorporates additional object location information from neigh-
We show the overall pipeline in Figure 2 and discuss the four steps one by one in the following subsections.

### 3.2. Pseudo-LiDAR Generation from Estimated Depth Map

**Neighbor-Vote** can employ a variety of depth estimation models. In this paper, we use the DORN model (originally proposed in [27]) in the same way as in [28, 29] for its high accuracy and low root-mean-square error (RMSE). After the depth estimation, we then combine an image pixel’s coordinate \((u, v)\) with its depth to generate a pseudo-LiDAR point \((x, y, z)\). The transformation can be formulated as follows:

\[
x = \frac{(u - c_x)z}{f_x}, \quad y = \frac{(v - c_y)z}{f_y}, \quad z = Z(u, v),
\]

where \((c_x, c_y)\) is the camera center in pixel location, and \(z\) is the pixel’s estimated depth. After the above 2D-to-3D data representation transformation, LiDAR-based detection algorithms can be applied subsequently to process the pseudo-LiDAR points.

### 3.3. Foreground Pseudo-LiDAR Point Likelihood Association

The depth estimation accuracy for faraway objects is much lower than that for near objects, resulting in worse position shift in the pseudo-LiDAR points at greater distances. To compensate the inaccurate depth estimation, in this step we endeavor to enlarge the difference between the foreground region of interest (ROI) and the background, especially for faraway objects. For this purpose, we propose to associate each foreground 2D pixel’s ROI score to the corresponding pseudo-LiDAR point, using the score to indicate the likelihood of being a foreground point.

We find that in 2D images, a faraway object, though small and low-resolution, usually still retains a certain level of semantic information. In fact, as far as the “car” category in KITTI [8] Dataset is concerned, the average precision (AP) has reached above 75% on the “hard” level objects with the IoU threshold of 0.7 for many 2D detectors, e.g. FCOS [25], CenterNet [35], Cascad R-CNN [2]. With this observation, we propose to have a 2D detector extract the ROI areas and associate the prediction score with the corresponding pseudo-LiDAR points.

\[\text{Depth Map} + \text{ROI areas} \rightarrow \text{2D Feature Extraction} \rightarrow \text{Feature Map} \rightarrow \text{Voter} \rightarrow \text{3D Space} \rightarrow \text{LiDAR Points} + \text{BG points} \rightarrow \text{Spatial Context Retrieval} \rightarrow \text{LiDAR Points} + \text{BG points} \rightarrow \text{Output} \]

Our 2D detector is derived from FCOS [25]. We use each pixel’s score of the predicted bounding box, and project it into the 3D space as explained in Sec. 3.2. We then have this score encoded as the fourth channel of the pseudo-LiDAR points as shown in Eqn. (2):

\[
p_c = \begin{bmatrix} x \\ y \\ z \\ \sigma \end{bmatrix}.
\]

### 3.4. Feature Extraction with Self-Attention

#### 2D Feature Extraction

As with many 3D detectors [36], [33, 39, 34], we first voxelize the pseudo points into grids. The range of the point clouds is limited to \(L \times W \times H\), and is divided into \(l \times w \times h\) grids as the input of the network. The size of each voxel cell is \(l \times \frac{w}{H} \times \frac{h}{H}\), where \(h\) is regarded as the channel of the input. We adopt the backbone and detection head of PointPillars [9] with \(h = 1\). Because the density of the pseudo-LiDAR points is much higher than that of the LiDAR points, we downsample the points 6 times and set the maximum number of points per voxel to 4 times that for LiDAR points.

#### Spatial Context Retrieval

Due to the serious displacement and deformation of the pseudo-LiDAR point clouds, the spatial context of each feature point that relies upon the long-range information is needed to better identify the position and shape of the object. Stacks of convolutional operations with fixed receptive fields at each position cannot extract sufficient long-range features effectively. We thus apply the self-attention mechanism in our feature extraction and neighbor-vote module.

We elaborate on our self-attention module below. The feature map input is transformed and flattened into three vectors \(Q \in \mathbb{R}^{c_Q \times N}, K \in \mathbb{R}^{c_K \times N}\), and \(V \in \mathbb{R}^{c_V \times N}\), where \(c_Q, c_K\), and \(c_V\) represent the channels of three vectors respectively.
and \( N \) is the number of spatial positions. The spatial context of a feature point is obtained by the weighted sum of itself and all other feature points as follows:

\[
o_i = \sum_{j=1}^{N} w_{i,j} \psi(x_j),
\]

where \( o_i \) is the output context at position \( i \) and \( w_{i,j} \) is the normalized attention weight. \( \psi \) indicates a FC layer that transforms \( x \) (the flattened feature map) into value space. The weight map \( W \in \mathbb{R}^{N \times N} \) is computed as:

\[
W = \text{softmax}(\frac{Q^T \times K}{\sqrt{F}}).
\]

### 3.5. Box Prediction with Neighbor-Voted Object Locations

**Neighbor Voting.** As mentioned before, the pseudo-LiDAR points are not as accurate as actual LiDAR points in terms of depicting the object position and shape. In order to address this challenge, we propose to take advantage of the feature points near the object (which we refer to as “neighbors”) and have them assist in judging the object location. Specifically, we leverage the individual perspective of each neighbor point and try to form a “consensus” through a voting mechanism. Let us consider a BEV feature map \((L_x \times W_x)\), where \(L_x\) and \(W_x\) represent the size of feature map in \( x \) and \( z \) directions respectively, and \( \lambda \) represents the down-sampling rate. Feature points that are close to a predicted object are regarded as voting neighbors, or ‘voters’. Each voter casts two votes. Namely, they vote for the two closest objects, one in front and one in back (relative positioning in the \( z \) direction), denoted by \((\theta_f, d_z f, \theta_b, d_z b)\), where \( \theta \) is the the included angle between the object and the positive \( X \)-axis from the perspective of voters, and \( d_z \) is the distance from the object in \( Z \) directions. From the angle and distance information, we can get the exact positions of the two objects for each voter.

Please note that the voter compares the predicted object center location \((x_c, z_c)\) with its own location \((x_v, z_v)\) in the \( z \) direction to determine the relative positioning (front or back). When choosing which object is the closest to the voter, it uses the 2D real euclidean distance:

\[
C_f = \arg \min_c \sqrt{(x_c - x_v)^2 + (z_c - z_v)^2},
\]

\[
c \in P \text{ and } z_c \leq z_v,
\]

\[
C_b = \arg \min_c \sqrt{(x_c - x_v)^2 + (z_c - z_v)^2},
\]

\[
c \in P \text{ and } z_c > z_v,
\]

where \( P \) is the list of predicted objects. \( C_f \) and \( C_b \) are the chosen objects in front and back. Here, we first have all the features points participate in voting, and then filter out those whose votes are beyond a certain distance. In this way, all the voting neighbors are indeed near predicted objects.

With a simple vote head, we can obtain the neighbor distance map from the votes. The 6-channel neighbor distance map contains the individual prediction of each feature point, namely,

\[
\{\sin(\theta_f), \cos(\theta_f), d_z f, \sin(\theta_b), \cos(\theta_b), d_z b\}.
\]

Then, the map can be used to achieve the detection “consensus” in the neighbor-voting process.

Figure 3 shows a neighbor-voting example. There are three predictions, with two true positive predictions \((TP_1\) and \(TP_2\) shown in green) and one false positive prediction \((FP\) shown in orange). The rationale here is that most voters around \(TP_1\) and \(TP_2\) vote them as the closest cars, while most feature points around \(FP\) do not vote for \(FP\). Based upon this rationale, the classification score for \(FP\) will be much lower and the false positive case can be eliminated. We believe in this rationale because most of the prediction errors are not systematic errors, but have some degree of randomness and uncertainty. As a result, the number of feature points that make the same prediction errors are not as many as those that make the same correct predictions. Next, we briefly validate our rationale. We first count the feature points that vote for a FP prediction – among all the feature points that are within 6 meters from a FP prediction, 39.4% vote for the FP object. Meanwhile, we find that 72.3% of the feature points that are within 6 meters from a TP object vote for the TP object. This agrees with our rationale that true positive cases receive significantly more “votes” than false positive cases.

**Combination of Neighbor Voting and Local Classification.** We next explain how we fuse these two classification results from local branch and neighbor-voting branch for the final classification result. Both branches produce a \(k\)-channel output, \(P_{local}\) and \(P_{vote}\), respectively, where \(k\) is the number of anchors in each position. We then concatenate the features from neighbor-voting branch and local branch and then apply a softmax function, obtaining a two-channel weight map. The values of these two channels are named \(W_{local}\) and \(W_{vote}\), which sum up to 1 for each position. The final weighted classification score is computed as follows:

\[
P_{fusion} = W_{local} \cdot P_{local} + W_{vote} \cdot P_{vote},
\]

### 3.6. Training Losses

The overall loss is composed of two parts: one is for the detection objective, including the classification loss \(L_{cls}\) and box regression loss \(L_{reg}\), and the other is for neighbor-voting, including \(L_{dist}\) and \(L_{ang}\). The formula is as follows:

\[
\text{Loss} = \lambda_{det} L_{det} + \lambda_{nv} L_{nv}
\]

\[
\lambda_{det}, \lambda_{nv} \in [0, 1].
\]
The value of $L_{cls}$ is the weighted sum of local classification loss $L_{local}$, neighbor-voting classification loss $L_{vote}$, and fusion classification loss $L_{fusion}$. To stabilize the training process, we adopt three hyper parameters as their respective coefficients to re-weight these losses:

$$L_{cls} = \alpha \cdot L_{local} + \beta \cdot L_{vote} + \gamma \cdot L_{fusion},$$ (8)

with $\alpha = 1$, $\beta = 1$, and $\gamma = 2$ in the training phase.

We use focal loss [11] on all the classification output and smooth $l_1$ loss on all regression output.

4. Implementation and Evaluation

In this section, we present our implementation details and evaluation results.

4.1. Implementation Details

Dataset. All our experiments are evaluated on the KITTI object detection benchmark [8], which contains 7,481 images for training and 7,518 images for testing. We split the 7,481 samples into 3,712 and 3,769 for training and validation respectively as in [3]. We compare our network with existing methods on the object detection benchmark [8], which contains 7,481 images.

Metrics. We report the average precision (AP) with the IoU thresholds at 0.5 and 0.7 on BEV. Each category is divided into easy, moderate, and hard categories according to the height of the 2D bounding box and the occlusion/truncation level. Specifically, we focus on the “car” category, following [28, 15].

Backbone and Local Branch. As used in PointPillars [9], we restrict the point clouds to the detection range of $[-40, 40]m \times [0, 70.4]m \times [-1, 3]m$. The pillar grid size is set to $0.16^2 m^2$. Since the pseudo-LiDAR points are projected from pixels in the predicted depth map, the maximum number of points per pillar is set to 128, which is 4 times that of the LiDAR points as the input. At the same time, we down-sample the pseudo-LiDAR points 6 times on average.

We use the same backbone and detection head (referred to as the local head in Figure 2) in PointPillars. We add a self-attention module, which is named as $SA_{share}$, on the $4 \times$ down-sampled pseudo-image of size $(496 \times 432 \times 64)$ after extracting the point-level features using PointNet [19]. Then we concatenate the output of $SA_{share}$ with the features extracted from the 2D backbone in PointPillars. The concatenated feature map is then fed into the two branches for prediction.

2D ROI Score Association. We apply different 2D detectors to demonstrate the flexibility of ROI score association module. We used FCOS [24], CenterNet [35] and Cascade R-CNN [2]. While these detectors are not the best performers on the COCO [12] or KITTI leaderboard, they are open-source and play an important role in improving accuracy in our system. We use the pre-trained weights on COCO dataset and fine-tune it on the 3,712 training images of KITTI. We compare the effect of different 2D detectors on prediction accuracy in Table 2.

Neighbor Voting Branch. The structure of our vote head and neighbor-vote module are shown in Figure 4. In Figure 4(a), the spatial features has the dimension of $248 \times 216 \times 384$, which is extracted by the 2D backbone. The context is from the self-attention module $SA_{share}$ in the 2D backbone network. We use $4 \times$ down-sampling for better efficiency when applying $SA_{share}$. We predict two tensors and concatenate them together as neighbor distance map. The first 4-channel tensor represents the angle between the object and the positive X-axis from the perspective of feature points (namely “voters”), denoted by $(\sin(\theta_f), \cos(\theta_f), \sin(\theta_b), \cos(\theta_b))$; and the second 2-channel one represents the distance between the feature points and the object on the Z-axis, denoted by $(dz_f, dz_b)$. For supervision, we only take points within $15m$ from the object as valid voters to generate the neighbor distance map as
Table 1: Performance Comparison on KITTI val set in terms of $AP_{BEV}$ and $AP_{3D}$. “Extra Info” means extra supervision in addition to the ground-truth boxes, where “mask” means the label of segmentation task. Neighbor-Vote outperforms the state-of-the-art monocular networks by noticeable margins.

| Method          | Extra Info | AP$_{BEV}$ (%) | AP$_{3D}$ (%) |
|-----------------|------------|----------------|---------------|
|                 | Easy       | Mod.          | Hard          | Easy       | Mod.          | Hard          |
| Deep3DBox [17]  | ✓          | 30.0          | 23.8          | 18.8       | 10.0          | 7.7           | 5.3           |
| SMOKE [13]      |            | 20.0          | 15.6          | 15.3       |               |               |               |
| OAV [1]         | ✓          | 51.2          | 38.3          | 34.3       | 20.7          | 16.4          | 14.2          |
| RTM3D(DLA34) [10] |            | 57.5          | 44.2          | 42.3       | 25.6          | 22.1          | 20.9          |
| ROI-10D [16]    | ✓          | 46.9          | 34.1          | 30.5       | 14.5          | 9.9           | 8.7           |
| MonoGRNet [21]  | ✓          | 54.2          | 39.7          | 33.1       | 25.0          | 19.4          | 16.3          |
| D4LCN [5]       | ✓          | 70.8          | 49.4          | 42.7       | 40.6          | 26.3          | 22.9          |
| PL-MONO [28]    | ✓          | 72.6          | 51.8          | 44.2       | 43.8          | 28.4          | 23.9          |
| AM3D [15]       | ✓          | 72.1          | 53.1          | 44.6       | 41.9          | 28.3          | 24.5          |
| Mono3D-PL [29]  | ✓          | 44.4          | 29.1          | 24.1       |               |               |               |

Neighbor-Vote (ours) ✓ 74.0 55.1 48.1 48.2 33.4 28.2 71.6 48.5 45.8 33.4 23.4 20.1

Table 2: Performance Comparison on KITTI val set in terms of $AP_{BEV}$ and $AP_{3D}$ using different 2D detectors in ROI score association module.

| Detector          | Car-AP$_{BEV}$ (in %) | Car-AP$_{3D}$ (in %) |
|-------------------|------------------------|----------------------|
|                    | Easy | Mod. | Hard | Easy | Mod. | Hard |
| CenterNet          | 47.1 | 32.8 | 27.6 | 32.6 | 22.7 | 19.8 |
| Cascade R-CNN      | 48.0 | 33.0 | 28.0 | 32.4 | 22.8 | 20.2 |
| FCOS               | 48.2 | 33.4 | 28.2 | 33.4 | 23.4 | 20.1 |

For 60 epochs. During training, for the detection loss, the hyper-parameters follow the same settings as used in Voxel R-CNN [4], PV-RCNN [22] and OpenPCDet [24]. For the voting loss, we empirically set the hyper-parameters for $L_{dist}$ and $L_{ang}$ as 0.2 and 0.06 to keep the amplitude of each loss comparable. The whole architecture of our network is end-to-end optimized with the Adam optimizer with the batch size 12. The learning rate is initialized as 0.03 for the first step, 0.02 for the second step and both updated by cosine annealing strategy. For data augmentation, we apply random mirroring flip along the $Z$ axis and rotation between $[−5, 5]$ degrees along the $Y$ axis.

For comparison, we also train a baseline network, which consists only of a pseudo-LiDAR generation module and a LiDAR-based 3D detector same as PointPillars [2].

Monocular Depth Estimation. Our network is able to adopt any monocular depth estimator. In order to make a fair comparison with other works such as those in [28, 14, 29, 5] that use depth information, we adopt DORN [7] to predict the depth map. The depth model is trained on about 23,488 images from 32 scenes as in [6]. Then we use pre-trained weights fixed at training time for depth estimation. Since DORN discretizes depth into dozens of categories, the resulting pseudo-LiDAR point clouds present a slice-like distribution.

Training Stage. We focus on the detection accuracy on the bird’s eye view. The training process is divided into two steps. We first remove the neighbor-voting branch, but still predict the neighbor distance map and calculate the loss to back propagate the gradients. We train this network for 65 epochs and then use the pre-trained weights to train the whole network (including the neighbor-voting branch) for 60 epochs. During training, for the detection loss, the hyper-parameters follow the same settings as used in Voxel R-CNN [4], PV-RCNN [22] and OpenPCDet [24]. For the voting loss, we empirically set the hyper-parameters for $L_{dist}$ and $L_{ang}$ as 0.2 and 0.06 to keep the amplitude of each loss comparable. The whole architecture of our network is end-to-end optimized with the Adam optimizer with the batch size 12. The learning rate is initialized as 0.03 for the first step, 0.02 for the second step and both updated by cosine annealing strategy. For data augmentation, we apply random mirroring flip along the $Z$ axis and rotation between $[−5, 5]$ degrees along the $Y$ axis.

Inference Stage. At the inference stage, we input the original neighbor distance map into the neighbor-vote module without restricting the distance to the voted objects. Non maximum suppression (NMS) is taken with IoU threshold 0.25 to remove the redundant predictions.

4.2. Evaluation Results

We report our performance on both val set and test set for comparison and analysis. The performance on val set is calculated with the AP setting of recall 11 positions to compare with the previous works. And the results evaluated by the test server utilize AP setting of recall 40 positions.

Comparison Results on the Validation Set. We first compare the BEV and 3D detection accuracy of Neighbor-Vote with several recent monocular networks that represent the state of the art on the validation dataset. These networks
Figure 5: Qualitative results of our proposed method on KITTI val set. We visualize our 3D bounding box estimate (in red) and ground truth (in green) on the frontal images (1st and 3rd rows) and pseudo-LiDAR point clouds (2nd and 4th rows).

Table 3: Performance Comparison on KITTI test set in terms of $AP_{BEV}$. “Extra Information” means extra supervision in addition to the ground-truth boxes, where “mask” means the label of segmentation task.

| Method            | Extra Info | Car-$AP_{BEV}$ (in %) | Easy | Mod. | Hard | OA V |
|-------------------|------------|------------------------|------|------|------|------|
| ROI-10D [16]      | ✓          | 9.78 4.91 3.74         | 16.24 10.13 8.28 | 18.19 11.17 8.73 | 21.27 13.92 11.25 | 19.17 14.20 11.99 | 20.83 14.49 12.75 | 22.51 16.02 12.55 | 22.97 16.86 14.97 | 25.03 17.32 14.91 |
| MonoGRNet [21]    | ✓          | 16.24 10.13 8.28       | 18.19 11.17 8.73 | 21.27 13.92 11.25 | 19.17 14.20 11.99 | 20.83 14.49 12.75 | 22.51 16.02 12.55 | 22.97 16.86 14.97 | 25.03 17.32 14.91 |
| Mono3D-PL [29]    | ✓ ✓        | 21.27 13.92 11.25      | 19.17 14.20 11.99 | 20.83 14.49 12.75 | 22.51 16.02 12.55 | 22.97 16.86 14.97 | 25.03 17.32 14.91 |
| RTM3D [10]        | ✓          | 21.27 13.92 11.25      | 19.17 14.20 11.99 | 20.83 14.49 12.75 | 22.51 16.02 12.55 | 22.97 16.86 14.97 | 25.03 17.32 14.91 |
| SMOKE [13]        |            | 21.27 13.92 11.25      | 19.17 14.20 11.99 | 20.83 14.49 12.75 | 22.51 16.02 12.55 | 22.97 16.86 14.97 | 25.03 17.32 14.91 |
| D4LCN [5]         | ✓          | 21.27 13.92 11.25      | 19.17 14.20 11.99 | 20.83 14.49 12.75 | 22.51 16.02 12.55 | 22.97 16.86 14.97 | 25.03 17.32 14.91 |
| PatchNet [14]     | ✓          | 21.27 13.92 11.25      | 19.17 14.20 11.99 | 20.83 14.49 12.75 | 22.51 16.02 12.55 | 22.97 16.86 14.97 | 25.03 17.32 14.91 |
| AM3D [15]         | ✓ ✓        | 21.27 13.92 11.25      | 19.17 14.20 11.99 | 20.83 14.49 12.75 | 22.51 16.02 12.55 | 22.97 16.86 14.97 | 25.03 17.32 14.91 |

Table 4: Ablation analysis on KITTI val set. We quantify individual and combined impacts of SA$_{share}$ (SA), ROI score association (RA), neighbor-voting branch (V), and the fusion of the two classification branches (F).

| Method  | SA     | RA     | V | F | AP$_{BEV}$ (%) | Easy Mod. Hard | AP$_{3D}$ (%) | Easy Mod. Hard |
|---------|--------|--------|---|---|----------------|--------------|--------------|--------------|
| ROI-10D | ✓      |        |   |   | 39.1 26.9 24.6 | 25.3 17.2 15.9 | ✓ ✓          | 41.8 28.2 25.5 | 30.1 20.3 18.8 |
| OAV     |        | ✓      |   |   | 46.2 30.6 27.1 | 30.8 21.8 18.2 | ✓ ✓          | 46.9 31.2 27.4 | 31.3 21.7 18.6 |
| MonoGRNet | ✓   | ✓      |   |   | 48.2 33.4 28.2 | 33.4 23.4 20.1 | ✓ ✓ ✓        | 48.2 33.4 28.2 | 33.4 23.4 20.1 |

Comparison Results on the Test Set. We next show the test results in Table 3. Among all the monocular networks, Neighbor-Vote is the best, with 9.4%, 7.7% and 10.9% relative improvement in the easy, moderate, and hard category compared to the current best monocular network on the test set AM3D [15].

Effectiveness of Neighbor Voting. Table 4 also shows the effectiveness of the neighbor-voting branch. For example, it (in the third row) can improve the $AP_{BEV}$ by 4.4%, 2.4%, 1.6% for easy, moderate and hard level detection with $IoU = 0.7$, compared with the version without neighbor-voting (in the second row). It is noted that at this time, we only add the neighbor-voting branch and use the supervision of the neighbor distance map without fusion with the local branch. That is, only the classification score of the local branch is used. Even so, our network has a significant improvement on $AP_{BEV}$. After fusion of two branches, the network achieves a slightly better performance.

fall into two categories: (1) networks that require extra information such as depth or instance segmentation, and (2) networks that do not require any extra information. Neighbor-Vote belongs to the former category, and the networks in this category usually perform better. The results are summarized in Table 1. The results show that Neighbor-Vote performs the best among all the methods. For example, compared to the current best monocular network on the validation set, i.e., PatchNet [14], we improve the absolute $AP_{BEV}$ in the easy, moderate, and hard category by 3.8%, 4.3% and 4.1% with $IoU = 0.7$, with the corresponding relative improvement of 8.6%, 14.8% and 17.0%. Examples of our 3D bounding box estimate on KITTI val set are visualized in Figure 5.

Table 4: Ablation analysis on KITTI val set. We quantify individual and combined impacts of SA$_{share}$ (SA), ROI score association (RA), neighbor-voting branch (V), and the fusion of the two classification branches (F).
Table 5: Performance Comparison on KITTI val set in terms of \( AP_{BEV} \) and \( AP_{3D} \) for different object distance ranges with and without neighbor-voting. The relative improvement (%) is also included.

| Method       | Hard \( AP_{BEV} \) (in %) 0 \( \sim \) 40m 40 \( \sim \) 70m | Hard \( AP_{3D} \) (in %) 0 \( \sim \) 40m 40 \( \sim \) 70m |
|--------------|-------------------------------------------------|-------------------------------------------------|
| no voting    | 26.48 1.29                                      | 16.65 0.76                                      |
| with voting  | 29.47 4.55                                      | 20.88 3.03                                      |
| Impro. (%)   | +11.3 +253                                      | +25.4 +299                                      |

Table 6: Relative changes in the number of false positive boxes and the number of true positive boxes on KITTI val set.

| Method | \( IoU^* = 0.3 \) \( N_{tp} \) \( N_{fp} \) | \( IoU^* = 0.5 \) \( N_{tp} \) \( N_{fp} \) | \( IoU^* = 0.7 \) \( N_{tp} \) \( N_{fp} \) |
|--------|---------------------------------------------|---------------------------------------------|---------------------------------------------|
| Baseline | 8395 2046                                     | 8190 2364                                     | 7181 3646                                     |
| Ours   | 8457 859                                      | 8306 1106                                     | 7356 2324                                     |
| Changes (%) | +0.7 -58                                     | +1.4 -53                                      | +2.4 -36                                      |

This shows that neighbor-voting can effectively improve the detection accuracy from deformed pseudo-LiDAR point clouds. Specifically, as discussed earlier, the deformation in the pseudo-LiDAR point clouds becomes worse as the distance increases. Fortunately, as shown in Table 5, the relative performance improvement from neighbor-voting is the greatest with long distances, i.e., 253% on \( AP_{BEV} \) with \( \sim 70m \). This again confirms that neighbor-voting is very effective in improving the detection accuracy, even when the pseudo-LiDAR point clouds are seriously deformed.

**Effectiveness of Neighbor-Vote in Reducing the False-Positive Rate.** The underlying rationale behind Neighbor-Vote is that we believe most feature points would vote for true objects. As such, the neighbor-voting mechanism can effectively filter out false-positive predictions. In order to confirm this rationale, we compare the number of true-positives and false-positives with different IoU thresholds in the baseline network and our network, as shown in Table 6. Specifically, when the IoU between a predicted box and the ground truth is greater than a preset threshold, e.g., 0.3, 0.5 or 0.7, this predicted box is considered a true positive (TP); otherwise, it is a false positive (FP).

Next, we count the number of FP boxes that are in the baseline network but not in our network. Here, we set the IoU threshold to be 0.1 – when the IoU of two boxes is greater than 0.1, the two boxes are considered the same. In this way, we are reporting the lower bound of the FP boxes that are effectively removed by our network. The results show that our network eliminates 73.8% and 55.4% of the FP boxes with \( IoU^* = 0.5 \) and \( IoU^* = 0.7 \) on the KITTI val set. Finally, our network does introduce new FP boxes, but the number is rather small, i.e., the new FP boxes only account for 25% of the eliminated FP boxes with \( IoU^* = 0.3 \). The more detailed results are shown in Figure 6(a).

Finally, we also investigate whether Neighbor-Vote also removes TP boxes that are generated by the baseline network. As shown in Figure 6(b), only a small portion of TPs are lost in our network, e.g., 6.4% and 4.8% with \( IoU^* = 0.5 \) and \( IoU^* = 0.7 \) on the KITTI val set.

**Effectiveness of Self-Attention.** Besides using self-attention in the neighbor-vote module, we also use it in the 2D backbone, which is named as \( SA_{share} \). According to Figure 4, \( SA_{share} \) contributes to the overall detection accuracy. This confirms the effectiveness of spatial context retrieval in the feature extraction step.

**Effectiveness of 2D ROI Score Association.** We use FCOS as the 2D detector for ROI score association. Comparing the last two lines in Table 4, the ROI score association improves \( AP_{3D} \) by 1.7% for the moderate category and by 2.1% for the easy category.

### 5. Conclusion

In this work, we present Neighbor-Vote for monocular 3D object detection. The key difference from prior works lies in the fact that we take into consideration the predictions of the neighbor feature points around the objects to help ameliorate detection from severely deformed pseudo-LiDAR. The individual, noisy predictions of each feature point in the neighborhood can collectively form a much informed prediction through voting. Further, final predictions are obtained by combining the neighborhood predictions with local predictions via adaptive weights. Experiments on KITTI Dataset prove the effectiveness of the proposed method, which outperforms the state-of-the-art monocular networks by a noticeable margin.
References

[1] Wentao Bao, Qi Yu, and Yu Kong. Object-aware centroid voting for monocular 3d object detection. In IEEE/RSJ International Conference on Intelligent Robots and Systems, IROS 2020, Las Vegas, NV, USA, October 24, 2020 - January 24, 2021, pages 2197–2204. IEEE, 2020.

[2] Zhaowei Cai and Nuno Vasconcelos. Cascade R-CNN: high quality object detection and instance segmentation. CoRR, abs/1906.09756, 2019.

[3] Xiaozhi Chen, Kaustav Kundu, Yukun Zhu, Huimin Ma, Sanja Fidler, and Raquel Urtasun. 3d object proposals using stereo imagery for accurate object class detection. IEEE Trans. Pattern Anal. Mach. Intell., 40(5):1259–1272, 2018.

[4] Jiajun Deng, Shaoshuai Shi, Peiwei Li, Wengang Zhou, Yanyong Zhang, and Houqiang Li. Voxel R-CNN: towards high performance voxel-based 3d object detection. CoRR, abs/2012.15712, 2019.

[5] Mingyu Ding, Yuqi Huo, Hongwei Yi, Zhe Wang, Jianping Shi, Zhiwu Lu, and Ping Luo. Learning depth-guided convolutions for monocular 3d object detection. In 2020 IEEE/CVF Conference on Computer Vision and Pattern Recognition, CVPR 2020, Seattle, WA, USA, June 13-19, 2020, pages 11669–11678. IEEE, 2020.

[6] David Eigen, Christian Puhrsch, and Rob Fergus. Depth map prediction from a single image using a multi-scale deep network. In Zoubin Ghahramani, Max Welling, Corinna Cortes, Neil D. Lawrence, and Kilian Q. Weinberger, editors, Advances in Neural Information Processing Systems 27: Annual Conference on Neural Information Processing Systems 2014, December 8-13 2014, Montreal, Quebec, Canada, pages 2366–2374, 2014.

[7] Huan Fu, Mingming Gong, Chaohui Wang, Kayhan Batmanghelich, and Dacheng Tao. Deep ordinal regression network for monocular depth estimation. In 2018 IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2018, Salt Lake City, UT, USA, June 18-22, 2018, pages 2002–2011. IEEE Computer Society, 2018.

[8] Andreas Geiger, Philip Lenz, and Raquel Urtasun. Are we ready for autonomous driving? the KiITTI vision benchmark suite. In 2012 IEEE Conference on Computer Vision and Pattern Recognition, Providence, RI, USA, June 16-21, 2012, pages 3354–3361. IEEE Computer Society, 2012.

[9] Alex H. Lang, Sourabh Vora, Holger Caesar, Lubing Zhou, Jiong Yang, and Oscar Beijbom. Pointpillars: Fast encoders for object detection from point clouds. In IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2019, Long Beach, CA, USA, June 16-20, 2019, pages 12697–12705. Computer Vision Foundation / IEEE, 2019.

[10] Peixuan Li, Huaici Zhao, Pengfei Liu, and Feidao Cao. RTM3D: real-time monocular 3d detection from object keypoints for autonomous driving. In Andrea Vedaldi, Horst Bischof, Thomas Brox, and Jan-Michael Frahm, editors, Computer Vision - ECCV 2020 - 16th European Conference, Glasgow, UK, August 23-28, 2020, Proceedings, Part III, volume 12348 of Lecture Notes in Computer Science, pages 644–660. Springer, 2020.

[11] Tsung-Yi Lin, Priya Goyal, Ross B. Girshick, Kaiming He, and Piotr Dollár. Focal loss for dense object detection. In IEEE International Conference on Computer Vision, ICCV 2017, Venice, Italy, October 22-29, 2017, pages 2999–3007. IEEE Computer Society, 2017.

[12] Tsung-Yi Lin, Michael Maire, Serge J. Belongie, James Hays, Pietro Perona, Deva Ramanan, Piotr Dollár, and C. Lawrence Zitnick. Microsoft COCO: common objects in context. In David J. Fleet, Tomás Pajdla, Bernt Schiele, and Tinne Tuytelaars, editors, Computer Vision - ECCV 2014 - 13th European Conference, Zurich, Switzerland, September 6-12, 2014, Proceedings, Part V, volume 8693 of Lecture Notes in Computer Science, pages 740–755. Springer, 2014.

[13] Zechen Liu, Zizhang Wu, and Roland Tóth. SMOKE: single-stage monocular 3d object detection via keypoint estimation. In 2020 IEEE/CVF Conference on Computer Vision and Pattern Recognition, CVPR Workshops 2020, Seattle, WA, USA, June 14-19, 2020, pages 4289–4298. IEEE, 2020.

[14] Xinzhu Ma, Shinan Liu, Zhiyi Xia, Hongwen Zhang, Xingyu Zeng, and Wanli Ouyang. Rethinking pseudo-lidar representation. In Andrea Vedaldi, Horst Bischof, Thomas Brox, and Jan-Michael Frahm, editors, Computer Vision - ECCV 2020 - 16th European Conference, Glasgow, UK, August 23-28, 2020, Proceedings, Part XII, volume 13588 of Lecture Notes in Computer Science, pages 311–327. Springer, 2020.

[15] Xinzhu Ma, Zhihui Wang, Haojie Li, Pengbo Zhang, Wanli Ouyang, and Xin Fan. Accurate monocular 3d object detection via color-embedded 3d reconstruction for autonomous driving. In 2019 IEEE/CVF International Conference on Computer Vision, ICCV 2019, Seoul, Korea (South), October 27 - November 2, 2019, pages 6850–6859. IEEE, 2019.

[16] Fabian Manhardt, Wadim Kehl, and Adrien Gaidon. ROI-10D: monocular lifting of 2d detection to 6d pose and metric shape. In IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2019, Long Beach, CA, USA, June 16-20, 2019, pages 2069–2078. Computer Vision Foundation / IEEE, 2019.

[17] Arsalan Mousavian, Dragomir Anguelov, John Flynn, and Jana Kosecka. 3d bounding box estimation using deep learning and geometry. In 2017 IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2017, Honolulu, HI, USA, July 21-26, 2017, pages 5632–5640. IEEE Computer Society, 2017.

[18] Charles R. Qi, Or Litany, Kaiming He, and Leonidas J. Guibas. Deep hough voting for 3d object detection in point clouds. In 2019 IEEE/CVF International Conference on Computer Vision, ICCV 2019, Seoul, Korea (South), October 27 - November 2, 2019, pages 9276–9285. IEEE, 2019.

[19] Charles Ruizhongtai Qi, Hao Su, Kaichun Mo, and Leonidas J. Guibas. Pointnet: Deep learning on point sets for 3d classification and segmentation. In 2017 IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2017, Honolulu, HI, USA, July 21-26, 2017, pages 77–85. IEEE Computer Society, 2017.

[20] Charles Ruizhongtai Qi, Li Yi, Hao Su, and Leonidas J. Guibas. Pointnet++: Deep hierarchical feature learning on point sets in a metric space. In Isabelle Guyon, Ulrike von Luxburg, Samy Bengio, Hanna M. Wallach, Rob Fergus,
[21] Zengyi Qin, Jinglu Wang, and Yan Lu. Monogrnet: A geometric reasoning network for monocular 3d object localization. In The Thirty-Third AAAI Conference on Artificial Intelligence, AAAI 2019, The Thirty-First Innovative Applications of Artificial Intelligence Conference, IAAI 2019, The Ninth AAAI Symposium on Educational Advances in Artificial Intelligence, EAAI 2019, Honolulu, Hawaii, USA, January 27 - February 1, 2019, pages 8851–8858. AAAI Press, 2019.

[22] Shaoshuai Shi, Chaoxu Guo, Li Jiang, Zhe Wang, Jianping Shi, Xiaogang Wang, and Hongsheng Li. PV-RCNN: point-voxel feature set abstraction for 3d object detection. In 2020 IEEE/CVF Conference on Computer Vision and Pattern Recognition, CVPR 2020, Seattle, WA, USA, June 13-19, 2020, pages 10526–10535. IEEE, 2020.

[23] Shaoshuai Shi, Xiaogang Wang, and Hongsheng Li. Pointr-cnn: 3d object proposal generation and detection from point cloud. In IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2019, Long Beach, CA, USA, June 16-20, 2019, pages 770–779. Computer Vision Foundation / IEEE, 2019.

[24] OpenPCDet Development Team. Openpcdet: An open-source toolbox for 3d object detection from point clouds. https://github.com/open-mmlab/OpenPCDet, 2020.

[25] Zhi Tian, Chunhua Shen, Hao Chen, and Tong He. FCOS: fully convolutional one-stage object detection. In 2019 IEEE/CVF International Conference on Computer Vision, ICCV 2019, Seoul, Korea (South), October 27 - November 2, 2019, pages 9626–9635. IEEE, 2019.

[26] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and Illia Polosukhin. Attention is all you need. In Isabelle Guyon, Ulrike von Luxburg, Samy Bengio, Hanna M. Wallach, Rob Fergus, S. V. N. Vishwanathan, and Roman Garnett, editors, Advances in Neural Information Processing Systems 30: Annual Conference on Neural Information Processing Systems 2017, December 4-9, 2017, Long Beach, CA, USA, pages 5998–6008, 2017.

[27] Xiaolong Wang, Ross B. Girshick, Abhinav Gupta, and Kaiming He. Non-local neural networks. In 2018 IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2018, Salt Lake City, UT, USA, June 18-22, 2018, pages 7794–7803. IEEE Computer Society, 2018.

[28] Yan Yan, Yuxing Mao, and Bo Li. SECOND: sparsely embedded convolutional detection. Sensors, 18(10):3337, 2018.

[29] Xingyi Zhou, Dequan Wang, and Philipp Krähenbühl. Objects as points. CoRR, abs/1904.07850, 2019.

[30] Yin Zhou and Oncel Tuzel. Voxelnet: End-to-end learning for point cloud based 3d object detection. In 2018 IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2018, Salt Lake City, UT, USA, June 18-22, 2018, pages 4490–4499. IEEE Computer Society, 2018.