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Abstract
We present a generic method to compute the factual accuracy of a generated data summary with minimal user effort. We look at the problem as a fact-checking task to verify the numerical claims in the text. The verification algorithm assumes that the data used to generate the text is available. In this paper, we describe how the proposed solution has been used to identify incorrect claims about basketball textual summaries in the context of the Accuracy Shared Task at INLG 2021.

1 Introduction
Natural Language Generation (NLG) can be used to generate texts out of relational data, where the goal is to have correct and clear statements that describe what can be found in tables (Gong et al., 2019). However, this is not always the case, since NLG tools, although producing correct sentences grammar-wise, sometimes fail to generate accurate texts, eventually containing some factual errors (Wiseman et al., 2017).

The goal of our work is to evaluate generated texts by identifying numerical claims and fact-checking them with the relational data available at hand. We apply different techniques on the provided summaries and use the available relational data about the matches to state whether the claims are true or false. The idea behind fact checking using relational tables is to create an automated verification pipeline using data-driven algorithms, such as deep learning models (Nakov et al., 2021; Saeed and Papotti, 2021). Building upon previous work in fact-checking statistical claims (Karagiannis et al., 2020), we focus on such kind of claims due to the availability of trustworthy relational tables to verify them. The goal is not only to be accurate, but also to limit the user effort, such as labelling data or writing scripts, in the setup of the system.

Figure 1: Example of a generated textual summary from the basketball relational data.

1.1 Related Work
Statistical claims form a significant part of the set of claims in the shared task (around 40%) as the tables mostly contain numerical facts, rather than textual. Consider samples of the relational tables of players and teams in Tables 2a and 2b, respectively. Sentence “Sacramento Kings scored 99 points.” is verified by identifying the team name (key value “Kings”) and column (label “PTS”). A comparison between the value in the identified cell and the value in the text (99) validates the claim. More complex claims, such as “Kings defeated Nets”, require comparisons between two cells.

To verify the claims above, our solution consists of three main steps: (i) claim identification, (ii) identification of properties that construct a val-
idation query over the data for every claim, and (iii) claim verification. In the following, we first describe our solution and then report some experimental results and possible directions for future work.

2 Method

We target claims that can be verified computationally by using operations over the cell values in the tables (relations). We follow an approach inspired from previous work on computational fact-checking for statistical claims (Karagiannis et al., 2020). We begin the process by extracting claims from the input sentences (Section 2.1) and then identify query properties (Section 2.2), which are used for building the query that verifies the claim (Section 2.3).

The query returns a Boolean value in the final output and it is self-explanatory, i.e., it is a declarative specification easy to interpret as an explanation of the checking process. An example of a query that returns the number of points (PTS) of the team Sacramento Kings from an identified table $t$ is

```
SELECT t.PTS FROM t WHERE t.Team='Kings';
```

whose output is compared against the value of the extracted claim.

2.1 Claim Identification

Following the data-generation procedure in (Karagiannis et al., 2020), we wrote 9 templates to generate natural-language sentence starting from the provided tables. These scripts could be replaced with NLG algorithms in a fully automatic solution (Parikh et al., 2020). The generated data is used to fine-tune a BertForTokenClassification model (Devlin et al., 2019) to identify claims in an input sentence. More precisely, the input sentence is tokenized and a binary-classification layer is applied on every token to predict whether the token is part of the claim or not. As some claims occur together, we rely on textual separators (like commas) to separate them. The following sentence shows an example of a sentence with six claims underlined: “AJ Hammons had 5 rebounds, 10 assists, 6 turnovers, 7 points, 3 steals and 1 block.”

The model is able to correctly identify claims on the synthetic test dataset. However, we also tried another simpler regex-based approach where we focus on key words like the columns (points, turnovers, etc.) and extract the neighboring words. Both approaches gave similar results on sentences sampled from the dataset of the shared task, with BERT failing to extract the correct claims for some sentences. This is mainly due to two reasons. First, neural models are frail w.r.t. small changes in textual input (Zhang et al., 2020). Second, when multiple claims occur sequentially, there is no clear way of separating them unless some form of separator is found (like a comma). A simple fix to this would be to include spaces in the tokenized input and learn which spaces are included in a claim and which are not. The regex solution is pragmatic in cases where annotated data is not available as it produces results comparable to the classifier solution.

The regular expressions for claim identification check for trigger words (such as 'assists', 'blocks', 'field goals', 'minutes', 'points', 'rebounds', 'steals', 'turnovers') and then identify the following string in the text. This string can be a numerical value in its

- **Comparative sentences** where the text describes both teams and compares the scores from both sides, e.g., “The Sacramento Kings defeated the Brooklyn Nets 107 - 99.” In this case, we assume an order in the sentence. The first claim to be extracted is the one we associate to the first entity. We enumerate all the numerical claims and assign them to the first or second entity based on first appearance. For our example, 107 is assigned to Kings and 99 to Nets. As for the “defeated” claim, we associate it to both Kings and Nets.

- **Look-Up sentences** where the text specifies information/statistics about one entity. In this case, we just define that entity as the row of interest. Otherwise, we associate our claims to the first player to appear.

After claim and properties are identified, we use the latter to create a query that fact checks the claim. The query returns a Boolean value in the final output and it is self-explanatory, i.e., it is a declarative
numerical format (15) or in words (fifteen). These expressions might identify some false positives. In the sentence “The only other Net to reach double figures in points was Ben McLemore”, we identify a string (“in points”) which cannot be verified as it does not contain a numerical value. We filter out such claims before verification. For comparison sentences, we consider “defeated”, “outscored” and “lost” in the word list.

### 2.2 Property Identification

After identifying claims in the text summary, we ought to predict the data and the operation that allow us to verify them. We call properties the elements that ultimately enable the generation of a verification query for the given claim. Properties include: (i) the name of the table (relation), (ii) the primary key value (i.e., the identifier for a tuple in the relation), (iii) the column (i.e., the attribute label), as well as (iv) the formula, which include the simple look up of a value (a) and value comparisons (b > a, a > b). We describe the main modules, as depicted in Figure 3 next.

For the column and the formula extraction, we fine-tune a BertForSequenceClassification model (Devlin et al., 2019) with generated training data in Section 2.1. For the column identification, we have 15 possible classes, whereas for the formula identification we only have 3 classes with most examples pivoting on the “lookup class” (a). This is due to the fact that most relevant statistics are already reported in the tables, such as ratios (a/b), and they can be verified with a simple lookup.

For a given input text, extracting the team names is crucial as they enable identifying the table and primary key value(s) of a sentence. The given textual inputs describe a single basketball match which usually begin with a general sentence mentioning the associated teams. We therefore search in the first sentence of a given text for the mentioned team names. For every pair of teams, (i.e., for every match), we consider one table reporting the team statistics (Figure 2a) and another one reporting player statistics (Figure 2b). These are used later on for other sentences in the same summary, where team/player names are identified accordingly to the associated tables.

There are sentences where both team and player names occur. In this case, we use the player name as the primary key value, since claims are more likely to be related to the player than to the team. Out of 257 sentences that were extracted from the test files, 22 sentences contain more than 2 names, with at least one of them being a player name, such as “Bradley Beal led the way for the Wizards with a game-high 18 points, which he supplemented with five rebounds, four assists and one steal”. Most of these 22 sentences follow the same structure (player led team, team was led by a player), while only one sentence raises an issue, because it has 2 player names rather than one\(^1\).

### 2.3 Claim Verification

After getting all the elements we need for the verification, we build queries to look up the data tables. Since we organize the data in csv files of the same format (player_TeamA_vs_teamB.csv or team_TeamA_vs_teamB.csv), the queries share a fixed structure. Once the table name has been identified, query generation is driven by the formula obtained from the classifier. We then collect the value(s) for the check by identifying the cell values based on the key and the column predictions; such

\(^1\)“Sergio Rodriguez was the high-point man for the 76ers, with 18 points and five assists, while Jahlil Okafor logged 20 minutes off the bench.”

![Figure 3: Architecture of the solution. Given a sentence, we identify the claims and the table to verify them. Then every claim (C1-C3 in the example) is processed individually to obtain a query for its verification. (We take claim C1 as an example in the figure.)](image-url)
values are finally compared against the claim values. The claim value is translated to a numerical value if written in words (thirteen to 13), or considered True by default in case of a Boolean claim ("defeated").

| Claim            | Column | Formula | Row        |
|------------------|--------|---------|------------|
| 18 points        | PTS    | a       | Bradley Beal |
| five rebounds    | REB    | a       | Bradley Beal |
| four assists     | AST    | a       | Bradley Beal |

Table 1: Extracted properties for an example sentence.

The following example walks through a sentence verified by our solution. Given “Bradley Beal led the way for the Wizards with a game-high 18 points, which he supplemented with five rebounds, seven assists and one steal.”, we show the extracted claims and properties in Table 1.

| Claim      | Query Output | Evaluation |
|------------|--------------|------------|
| 18 points  | 18.0         | True       |
| five rebounds | 5.0         | True       |
| seven assists | 4.0         | False      |

Table 2: Evaluation of the example.

All claims require a lookup (formula is a) in the table player_Hornets_vs_Wizards.csv, with a primary key value Bradley Beal and columns PTS, REB, and AST, respectively. After extracting these properties, we compose and execute the final query over the table and compare with the actual claim as shown in Table 2. Our system did not identify claims such as “led” & “game-high” as our claim-identification module is limited by a regular-expression approach.

3 Results

The evaluation of our solution over the test data shows that we obtain a precision of 0.329 and a recall of 0.205. While we expected a limited recall, as we focus on a specific subset of claims among all the possible ones in the summaries, we investigated the possible causes for the low performance and found three main explanations.

**Missing support for coreference resolution.** In some sentences, names are not explicitly mentioned and the concerned entity is referred to as “he” or “the visiting team”. As we did not implement a specific solution for coreference resolution, this is a weak point in our system. For example, consider the sentence “It was his second double-double in a row, as he’s combined for 54 points and 13 rebounds over his last two games.”. The sentence is not checked by the system since no names were singled out, leading to the system missing 3 claims.

**Claims requiring complex retrieval.** Some statistical values are hard to fact check, such as the number of wins in the season. Consider the sentence “Over his last three games, he’s combined for 34 points, 13 rebounds and five assists, while playing just 21 minutes per game.’. The verification of this claims requires to identify the last 3 games played by the player, and to sum up their scores. As another example, “Greg Monroe was the only other Laker [...]”. The only way to know if he was the only other Laker to achieve something is to look at all the Lakers players scoring. These kinds of processes go beyond the ability of our data retrieval modules.

**Limits in the identification of the claims.** Some of the wording used in the text turned out to be hard to process both with the regex function and the Bert model. For example, all claims containing an expression like “double-double” or “6-for-13”.

4 Future Work

We presented a solution for verifying statistical data claims in data summaries with limited human supervision. We believe our work shows some of the opportunities and challenges for the problem of verifying data summaries with computational methods (Saeed and Papotti, 2021). While there are some promising results for specific cases, the road to accurate and general solutions is still long. The main challenge lies in the limited amount of training data and the large variety of claim kinds, as we discuss next.

The claims in Figure 1 vary from those expressed using adjectives (e.g., strong) to others pivoting on verbs (e.g., leading). Fact-checking these claims requires to go beyond a lookup in a table, but rather, we seem to suggest the need for domain-specific rules or models, depending on the nature of the claim. For instance, for the sentence “the Grizzlies had a strong first half”, if we interpret that the claim “strong” relates to the points scored in the first half, it means that we are interested in the sum of the first two quarters, \( TEAM-PTS.QTR1 + TEAM-PTS.QTR2 \), and we have to set a threshold to the number of points starting from which the word “strong” applies. But this rule would apply
only to “strong” (and similar adjectives) used for points and the threshold would change for “fouls”. In other words, we have to handle all the possible qualitative adjectives that can appear in the text for all attributes, which is challenging to do exhaustively and accurately. It is easy to see that this problem is challenging as it would either require a lot of manually defined rules or the annotations of a large number of claims to train models that handle all cases.
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