A promising technique for measuring single electron spins is magnetic resonance force microscopy (MRFM), in which a microcantilever with a permanent magnetic tip is resonantly driven by a single oscillating spin. The most effective experimental technique is the oscillating cantilever-driven adiabatic reversals (OSCAR) protocol, in which the signal takes the form of a frequency shift. If the quality factor of the cantilever is high enough, this signal will be amplified over time to the point where it can be detected by optical or other techniques. An important requirement, however, is that this measurement process occurs on a time scale that is short compared to any noise which disturbs the orientation of the measured spin. We describe a model of spin noise for the MRFM system and show how this noise is transformed to become time dependent in going to the usual rotating frame. We simplify the description of the cantilever-spin system by approximating the cantilever wave function as a Gaussian wave packet and show that the resulting approximation closely matches the full quantum behavior. We then examine the problem of detecting the signal for a cantilever with thermal noise and spin with spin noise, deriving a condition for this to be a useful measurement.

1. INTRODUCTION

Sidles, in 1991, first proposed the use of magnetic resonance and mechanical oscillators to sense a weak force [1]. Ever since this proposal, there has been considerable progress in the experimental implementation of such a technique [2–4], culminating in single-spin detection in 2004 [4]. That the force detected is of the order of attonewtons highlights the usefulness of magnetic resonance force microscopy (MRFM)–based techniques.

MRFM-based techniques have a wide range of applications. One of these is imaging; in fact, imaging was the original motivation for proposing MRFM; imaging at the nanoscale, like that of biological molecules such as proteins, viruses, etc., is of immense value to society at large [5]. Another application, and the one that is of interest to us, is the use of MRFM for single-spin measurements. Numerous models of quantum computing involving spins have been proposed [6], and these models require the ability to do single-spin measurement. In addition, this measurement capability has a purely scientific value.

In 2001, Stipe et al. [3] first implemented the oscillating cantilever-driven adiabatic reversals (OSCAR) protocol. The frequency shift that takes place in this protocol can be measured experimentally with high precision. The idea of this spin manipulation protocol is to transform the cantilever-spin interaction force into a shift in the resonant frequency of the oscillating cantilever by using a gain-controlled feedback mechanism; the interaction force between the cantilever and the spin, which is either attractive or repulsive, depending on the orientation of the spin, gets transformed to a positive or a negative shift in frequency; by measuring this shift one can determine the orientation of the spin.

Theoretical analysis quickly followed, with a series of work by Berman et al. [7–10] and Brun and Goan [11,12]. Berman et al. [7–10] use a quantum analysis, wherein they describe the cantilever as a harmonic oscillator in the coherent-state basis (since its behavior remains close to classical), coupled to a spin-1/2. Brun and Goan [11,12] provide a fully quantum description of the system and, also, consider decoherence effects acting on the cantilever in their analysis, including continuous measurement of the cantilever due to optical interferometric techniques. Although this modeling and analysis is an important theoretical development, Brun and Goan [11,12] describe the system as a pure quantum state, instead of a density matrix, and use quantum (pure)-state diffusion techniques to describe their evolution, instead of a stochastic master equation evolution [13,14]. While, in principle, this is a perfectly valid approach—after all, density matrices can be decomposed into mixtures of pure states—because of the nonlinearity of the trajectory equations, a partial coarse-graining (as done in that work) can disagree with the results from the appropriate stochastic master equation [15]. Also, that work does not include decoherence acting on the spin.

In this work, we analyze the MRFM system in detail within a Markovian framework. We describe the system using a density matrix and evolve it using a stochastic master equation [13,14], including feedback of the continuous measurement output. We consider decoherence effects acting on both the cantilever and the spin. The stochastic master equation, although it gives a quantum-mechanical description of the system, is numerically expensive. To ameliorate this, we show that the state of the cantilever can be approximated as a Gaussian wave packet, leading to a description of the MRFM
system with a closed set of 11 coupled stochastic differential equations. We show that the Gaussian approximation is valid in the parameter regime of interest, by numerically comparing the evolution of the Gaussian equations with the fully quantum stochastic master equation.

Further, we use the Gaussian equations to analyze the OSCAR protocol as a tool for single-spin measurement. We consider the constraints set by the spin noise on a single-spin measurement. For the parameter values chosen, we calculate a bound on the spin noise time scale. We choose a rate for spin noise that satisfies this time scale and numerically show that the OSCAR protocol can indeed be used to do single-spin measurements.

A. Overview of the paper

Section II gives an overview of the MRFM system and the OSCAR protocol. In Sec. III, we use the adiabatic approximation and derive an effective Hamiltonian for the OSCAR MRFM system. In Sec. IV we consider the decoherence effects acting on both the cantilever and the spin; the sources of decoherence include the thermal bath, continuous measurement of the cantilever using optical interferometry, and spin noise due to magnetic sources. We then discuss the feedback mechanism used to implement the OSCAR protocol (Sec. V). We derive equations for the moments in Sec. VI; we consider the unitary case first (Sec. VIA), before proceeding to the more general open-system evolution (Sec. VIB). Finally, we present the numerical results in Sec. VII. First, we discuss the parameter values that are used in our simulations; we consider the effectiveness of the Gaussian approximation by comparing it to the fully quantum stochastic master equation evolution (Sec. VIIA); and finally, we ask what it takes for an OSCAR MRFM system to be a useful single-spin measurement device.

II. OSCAR MRFM: MODEL AND OPERATION

The basic model of MRFM involves a cantilever oscillating in close proximity to a spin that is contained in a substrate (Fig. 1). A ferromagnet that is attached at the tip of the cantilever interacts with the spin. This interaction changes the amplitude and frequency of the oscillator, which is measured to determine the orientation of the spin.

There are three sources of magnetic field present in the system: (i) a constant field, \( B_0 \), in the \( z \) direction; (ii) an oscillating ac microwave (rf) field, \( B_{ac} \), that is applied in the \( x-y \) plane; and (iii) a dipole field due to the ferromagnetic tip, \( B_d \).

The constant field \( B_0 \) polarizes the spin in the \( z \) direction. The rotating microwave (rf) field, together with the dipole field from the ferromagnet, causes the spin precession axis to periodically reverse with the same frequency as the cantilever. When in resonance, the spin oscillates with the same frequency as the cantilever. Under the resonant condition, the force due to interaction of the ferromagnet at the tip of the cantilever and that with the magnetic moment of the spin gets amplified: this amplification leads to a change in the resonant amplitude and frequency of the cantilever. This change can be observed by monitoring the cantilever, usually through optical interference.

In the OSCAR protocol, the oscillation of the cantilever (ferromagnetic tip) causes adiabatic reversals of the spin, which in turn interacts with the cantilever to change the resonant amplitude and frequency of the cantilever [3]. In this protocol, feedback is used to shift the resonant frequency of the cantilever; the change in resonant frequency—positive or negative—of the cantilever is used to determine the orientation of the spin. The feedback mechanism is used to change the resonant frequency of the cantilever, and is used to maintain the cantilever amplitude at a predetermined fixed value. The cantilever thus behaves as a frequency-determining element [16].

III. EFFECTIVE HAMILTONIAN USING THE ADIABATIC APPROXIMATION

The cantilever and spin form the two parts of the system and are described by their respective Hamiltonians:

\[
\hat{H}_C(t) = \hat{p}^2/2m + m \omega^2 \hat{Z}^2/2 - f(t) \hat{Z},
\]

\[
\hat{H}_S(t) = \epsilon \hat{S}_z - \eta \hat{Z} \hat{S}_z,
\]

(1)

where \( \hat{H}_C(t) \) and \( \hat{H}_S(t) \) are the Hamiltonians of the cantilever and spin, respectively [9]; \( f(t) \) is the positive-gain-controlled feedback mechanism that implements the OSCAR protocol (see Sec. V); and \( \epsilon \) and \( \eta \) represent the strength of the microwave (rf) field and spin cantilever interaction, respectively. Note that we have included the interaction term \( \eta \hat{Z} \hat{S}_z \) as part of the spin Hamiltonian \( \hat{H}_S(t) \).

In the parameter regime of the OSCAR protocol, the time scales of the spin and the cantilever are well separated. The frequency of spin precession is much higher than the oscillation frequency of the cantilever. On the time scale of...
the spin, the cantilever part in the interaction term in the Hamiltonian,
\[ \hat{H}_I = -\eta \hat{Z} \hat{S}_Z, \]
can be treated as a constant; thus, the quantum cantilever position term \( \hat{Z} \), on the time scale of the spin, can instantaneously, in the adiabatic limit, be treated as a classical function \( Z \).

The time-dependent spin Hamiltonian in the adiabatic limit is given by
\[ \hat{H}_S(t) = \epsilon \hat{S}_x - \eta Z \hat{S}_z, \quad (2) \]
whose instantaneous eigenstates are
\[ |v_{\pm}(t)\rangle = \frac{\epsilon}{\sqrt{\epsilon^2 + (\pm \lambda + \eta Z)^2}} |\uparrow\rangle + \frac{\pm \lambda + \eta Z}{\sqrt{\epsilon^2 + (\pm \lambda + \eta Z)^2}} |\downarrow\rangle, \]
with eigenvalues
\[ \lambda(t) = \sqrt{\epsilon^2 + \eta^2 Z^2}. \quad (3) \]
If the initial state of the spin is
\[ |\psi_S(0)\rangle = \alpha(0)|v_+(0)\rangle + \beta(0)|v_-(0)\rangle, \]
then the state of the spin at later times can be written as
\[ |\psi_S(t)\rangle = \alpha(t)|v_+(t)\rangle + \beta(t)|v_-(t)\rangle, \quad (6) \]
where \( |v_{\pm}(t)\rangle \) is the instantaneous eigenstate of the time-dependent spin Hamiltonian at time \( t \). The time evolution of the state is given by the Schrödinger equation
\[ \frac{d}{dt} |\psi_S(t)\rangle = -\left(\frac{i}{\hbar}\right) \hat{H}_S(t) |\psi_S(t)\rangle. \quad (7) \]
Using Eq. (6) in Eq. (7), and solving for \( \alpha(t) \) and \( \beta(t) \) using the adiabatic approximation, we get
\[ \alpha(t) = \alpha(0) \exp \left\{ -\frac{i}{\hbar} \int_0^t \lambda(s) \, ds \right\}, \quad (8) \]
\[ \beta(t) = \beta(0) \exp \left\{ \frac{i}{\hbar} \int_0^t \lambda(s) \, ds \right\}. \quad (9) \]
The spin experiences an effective magnetic field comprising a constant uniform field, an applied microwave (rf) field, and the field of the permanent magnet on the cantilever tip. In the rotating frame, these produce the two terms in the spin Hamiltonian, Eq. (2). The probabilities of the spin being up or down in the reference frame of the effective magnetic field are constants of motion and are given by \( |\alpha(0)|^2 \) and \( |\beta(0)|^2 \), respectively. In the preceding solution, we have used the fact that the time scale of cantilever motion is much slower than the time scale of spin precession, that is, the rate of change of the cantilever \( |dZ/dt| \ll (\epsilon^2/\eta) \), and consequently, we have ignored terms proportional to \( \epsilon^2/\eta \), and therefore, that the subsequent motion of the cantilever can be described by two wave packets, one corresponding to each spin orientation. This state description is very reasonable, as we will see later: the cantilever is maintained in a highly localized state by the continuous position measurements.

As we know, \( |v_{\pm}(t)\rangle \) are the eigenstates of the spin Hamiltonian and satisfy
\[ \hat{H}_S(t)|v_{\pm}(t)\rangle = \pm \lambda(t)|v_{\pm}(t)\rangle, \]
where \( \lambda(t) \) is its eigenvalue [Eq. (4)]. We assume that the microwave (rf) field \( \epsilon \) is much stronger than the interaction strength between the cantilever and the spin \( \eta Z \). Expanding \( \lambda(t) \) as a binomial series, we get
\[ \lambda(t) = \epsilon [1 + (\eta Z/\epsilon)^2/2 + O((\eta Z/\epsilon)^3)], \quad (11) \]
As the microwave (rf) field dominates the interaction strength, we can ignore third-order and higher contributions in this expansion. Since the first term in the expansion is a constant, it amounts to a phase factor and can be ignored as well.

Let us now consider the action of the total Hamiltonian on the joint cantilever and spin states:
\[ [\hat{H}_C + \hat{H}_S(t)][|z\rangle \otimes |v_{\pm}(t)\rangle] = [\hat{H}_C \pm \lambda(t)][|z\rangle \otimes |v_{\pm}(t)\rangle], \quad (12) \]
where \( |z\rangle \) is the position of the cantilever at time \( t \). We now quantize the position function to obtain the effective Hamiltonian acting on the cantilever:
\[ \hat{H}'_C = \left\{ \begin{array}{ll} \hat{H}_C + \Gamma \hat{Z}^2 & \text{if spin-up, i.e., } |v_+(t)\rangle, \\ \hat{H}_C - \Gamma \hat{Z}^2 & \text{if spin-down, i.e., } |v_-(t)\rangle, \end{array} \right. \quad (13) \]
where we have set
\[ \Gamma = \eta^2/2\epsilon, \quad (14) \]
and \( \hat{Z} \) is the rotating operator that represents the spin with respect to a reference frame that moves with the effective magnetic field. The total effective Hamiltonian acting on the cantilever + spin system is, thus,
\[ \hat{H}' = \hat{H}'_C. \quad (15) \]

### IV. Modeling decoherence in the OSCAR MRFM system

In reality, quantum systems are never completely isolated. The interaction of the system with the rest of the universe is seen as decoherence in the system of interest. There are various decoherence processes that act on both the cantilever and the spin part of the system.

#### A. Decoherence in the cantilever

Two primary sources of decoherence act on the cantilever: (a) the thermal environment and (b) the continuous measurement of the external readout. Brun and Goan [11] use the Caldeira-Leggett master equation for a harmonic oscillator coupled to a high-temperature bath [17], as modified by Dösi to form an explicit Lindblad equation [18,19]. They
showed that these noise processes can be modeled by Lindblad operators of the form
\[
\hat{L}_k = A_k \hat{Z} + i B_k \hat{p},
\] (16)
where \(\hat{L}_1\) captures the effect of thermal environment and \(\hat{L}_2\) is due to continuous monitoring of the cantilever position. The coefficients are
\[
A_1 = \sqrt{4 \gamma_m mk_B T / \hbar^2}, \quad B_1 = \sqrt{\gamma_m / 4 mk_B T},
\]
\[
A_2 = \sqrt{8 \kappa^2 E^2 / \gamma_c^3}, \quad B_2 = 0.
\] (17)

Modeling the thermal environment as a Lindblad operator \(\hat{L}_1\) requires an additional damping term to be added to the Hamiltonian (see Ref. [11], Sec. IV), and the new effective Hamiltonian of the cantilever becomes
\[
\hat{H}_{\text{ef}} = \hat{H} + \gamma_m \hat{R},
\] (18)
where \(\hat{H}\) is the effective Hamiltonian from Eq. (15), \(\gamma_m\) is the damping rate from the thermal environment, and
\[
\hat{R} = \frac{1}{2} (\hat{Z} \hat{p} + \hat{p} \hat{Z}).
\] (19)

**B. Modeling spin noise**

The source of noise acting on the spin could either be dipole-dipole interactions of the spin with other spins in the lattice or noise in the magnetic field. The dipole-dipole interaction acts in the laboratory frame, while the noise due to magnetic sources can be treated in the reference frame of the effective magnetic field.

Thermal noise is one of the dominant decoherence processes in the MRFM system. This noise affects the cantilever motion, which in turn affects the interaction between the cantilever and the spin. Thus, noise in the cantilever motion means that there is noise in the dipole magnetic field due to cantilever-spin interaction. Also, the external microwave (rf) field is not free of noise in the dipole magnetic field due to cantilever-spin interaction. This noise affects the cantilever motion, which in turn affects the interaction between the cantilever and the spin, eventually, the spin relaxes to one of its eigenstates, either in the direction of the effective field or in the opposite direction. There are two time scales at work here: (i) the spin localization time and (ii) our observation time. The spin localization time scale is the time it takes, on average, for the spin to collapse to one of its eigenstates due to continuous monitoring of the cantilever; in contrast, the observation time scale is the time it takes for us to “know” the state of the spin. Typically, the observation time scale is greater than the spin localization time scale, as it would take a little longer after the spin is completely relaxed to know the state of the spin; however, one can also conclude the state of the spin based on the trend (depending on the signal-to-noise ratio) in the frequency shift. In the latter case, we do not wait for the spin to localize completely to guess the state of the spin. Irrespective of the method used, the time scale of spin noise \((\kappa^{-1})\) has to be longer than both the spin localization and the observation time scales for MRFM to be useful in single-spin measurement.

**V. CONTINUOUS MEASUREMENT AND FEEDBACK IN THE OSCAR PROTOCOL**

In the OSCAR protocol, the spin orientation is measured by measuring the frequency shift of the cantilever. A positive-gain-controlled feedback mechanism maintains the amplitude of the cantilever at a predetermined constant, leading to a change in cantilever frequency.

The continuous monitoring of the cantilever motion is done by optical interferometry. As shown in Fig. 1, a laser is placed close to the tip of the cantilever; an optical microcavity is formed with the cantilever on one side and the cleaved end of the fiber (laser) on the other. Since the motion of the cantilever is slow compared to the optical frequency, this system can be analyzed in the adiabatic limit. A homodyne measurement is carried out on the light that escapes this cavity. The output of the homodyne measurement corresponds to the position of the cantilever \((\hat{Z})\) and is given by [11]
\[
I_c(t) = \beta \left( -\frac{8e_d \kappa E}{\gamma_c} \hat{Z} + \sqrt{\gamma_c e_d} \frac{dW}{dt} \right).
\] (22)

Here, \(I_c(t)\) is the output photocurrent of the homodyne measurement, \(\kappa\) is the coupling between the cantilever and the cavity, \(\gamma_c\) is the cavity loss rate, and \(e_d\) is the detector efficiency. Brun and Goan [11] (Sec. V) have analyzed this system in detail and we refer to that paper for more information.

The feedback mechanism in the OSCAR protocol is positive gain controlled, and its objective is to maintain the cantilever amplitude at a predetermined fixed value. The feedback has the form
\[
f(t) = g[A - A(t)]I_c(t - \Delta),
\] (23)
where \(g\) is the feedback gain, \(A\) is the predetermined set point amplitude, \(A(t)\) is the cantilever amplitude at time \(t\), \(I_c(t - \Delta)\) is the delayed output photocurrent, and \(\Delta\) corresponds to a delay of \(\pi/2\) rad or, equivalently, a fourth of the cantilever oscillation time period. The current amplitude of the cantilever \(A(t)\) is derived from the measured output photocurrent \(I_c(t)\), using simple signal processing techniques.
VI. MOMENT EQUATIONS FOR OSCAR MRFM WITH GAUSSIAN APPROXIMATION

In this section, we derive moment equations for the cantilever and spin. We consider the unitary case first and then move to open-system evolution. We use the Schrödinger equation to describe the unitary evolution and a full quantum stochastic master equation for the open-system evolution, with continuous monitoring of the cantilever motion. Finally, we make Gaussian approximation for the cantilever degree of freedom and show that the moments then obey a closed set of coupled equations.

A. Unitary evolution

The evolution of the cantilever-spin system is given by a Schrödinger (or a von Neumann) equation:

\[ \frac{d\rho}{dt} = -\left(\frac{i}{\hbar}\right) [\hat{H}', \rho]. \]  

(24)

\( \hat{H}' \) is the effective Hamiltonian of the cantilever-spin system [Eq. (15)].

To derive the moment equation for an arbitrary operator \( \hat{O} \), we apply the Schrödinger equation to obtain an equation for \( \langle \hat{O} \rangle \):

\[ \frac{d\langle \hat{O} \rangle}{dt} = \text{Tr}\left\{ \hat{O} \frac{d\rho}{dt} \right\} = \left(\frac{i}{\hbar}\right) \langle [\hat{H}', \hat{O}] \rangle. \]  

(25)

We define (instantaneous) projectors onto the spin-up and spin-down states as

\[ \hat{P}_1 = \hat{I} \otimes |u(t)\rangle \langle u(t)|, \]

\[ \hat{P}_\downarrow = \hat{I} \otimes |d(t)\rangle \langle d(t)|, \]  

(26)

where \( \hat{I} \) acts on the cantilever. The probability of spin-up is defined as

\[ r_u = \langle \hat{P}_1 \rangle, \]  

(27)

and the probability of spin-down is

\[ r_d = \langle \hat{P}_\downarrow \rangle = (1 - r_u). \]  

(28)

The weight of the spin-up and spin-down wave packets is given by \( r_u \) and \( r_d \) respectively. Although we can derive the value of \( r_d \) from \( r_u \) straightforwardly using Eq. (28), we use \( r_d \) to represent the spin-down probability for notational convenience.

To keep track of the cantilever degrees of freedom, we define variables that capture the mean position and momenta of the two wave packets as

\[ Z_u := \langle \hat{Z}\hat{P}_1 \rangle / r_u, \quad p_u := \langle \hat{p}\hat{P}_1 \rangle / r_u, \]

\[ Z_d := \langle \hat{Z}\hat{P}_\downarrow \rangle / r_d, \quad p_d := \langle \hat{p}\hat{P}_\downarrow \rangle / r_d. \]  

(29)

We can now apply Eq. (25) to derive first-order moment equations:

\[ \frac{dZ_u}{dt} = p_u / m, \]

\[ \frac{dp_u}{dt} = -(m\omega^2 + 2\Gamma)Z_u + f(t), \]

\[ \frac{dZ_d}{dt} = p_d / m, \]

\[ \frac{dp_d}{dt} = -(m\omega^2 - 2\Gamma)Z_d + f(t), \]

\[ dr_u / dt = 0. \]  

(30)

The equations derived above close, which means that higher-order moment terms can be ignored. The expected position of the cantilever is obtained by the identity

\[ \langle \hat{Z} \rangle = r_u Z_u + r_d Z_d. \]  

(31)

We observe that the moment equations actually are identical to the equations of motion of a driven (classical) Harmonic oscillator; the resonant frequency of the two wave packets is shifted by an amount \( \Delta \omega \approx \Gamma / m \omega \) from the natural resonant frequency \( \omega \) of the cantilever. We also note that the spin-up probability \( r_u \) is a constant of motion. This is consistent with our derivation in Sec. III. Spin probabilities, however, are not a constant of motion for the nonunitary evolution considered in the next section.

B. Open-system evolution with continuous monitoring

As discussed in Sec. IV, the cantilever-spin system is not isolated, and there are many sources of decoherence that affect both the cantilever and the spin. The sources include thermal noise, noise due to the process of continuous monitoring of the cantilever, and noise in the magnetic field. We model these decoherence effects in terms of Lindblad operators.

There are three Lindblad operators that model the important sources of decoherence, two of which—\( \hat{L}_1 \) and \( \hat{L}_2 \)—capture the decoherence acting on the cantilever [Eq. (16)], while \( \hat{L}_3 \) models the noise on the spin [Eq. (20)]. \( \hat{L}_1 \) is the noise due to the thermal environment and \( \hat{L}_2 \) is the noise due to continuous monitoring of the cantilever position.

The evolution of the cantilever-spin system is given by a quantum stochastic master equation [13, 14]:

\[ d\rho = -\left(\frac{i}{\hbar}\right) [\hat{H}_{\text{eff}}, \rho] dt + \sum_{k=1}^3 \hat{L}_k \rho \hat{L}_k^\dagger - \frac{1}{2} \{\hat{L}_k^\dagger \hat{L}_k, \rho\} dt + \sqrt{e_d} (\hat{L}_2 - \langle \hat{L}_2 \rangle) \rho \rho (\hat{L}_2^\dagger - \langle \hat{L}_2^\dagger \rangle) dW_i, \]  

(32)

where \( e_d \) is the detector efficiency, \( dW_i \) is a stochastic (white) noise process with the property \( M[dW_i] = 0 \) and \( dW_i^2 = dt \), and \( \hat{H}_{\text{eff}} \) is the effective Hamiltonian acting on the system [Eq. (18)].

As in the unitary case, we consider an arbitrary operator \( \hat{O} \) acting on the system [with evolution described in Eq. (32)] and derive its moment equations. Using Eq. (32), the first-order moment equation for \( \langle \hat{O} \rangle \) is

\[ d\langle \hat{O} \rangle = \frac{i}{\hbar} \langle [\hat{H}_{\text{eff}}, \hat{O}] \rangle dt + \sum_{k=1}^3 \langle \hat{L}_k^\dagger \hat{L}_k \hat{O} \rangle - \frac{1}{2} \langle [\hat{L}_k^\dagger \hat{L}_k, \hat{O}] \rangle dt \]

\[ + \sqrt{e_d} \langle [\hat{O}\hat{L}_2] - \langle \hat{O} \hat{L}_2 \rangle + \langle \hat{L}_2^\dagger \hat{O} \rangle - \langle \hat{L}_2^\dagger \hat{O} \rangle \rangle dW_i. \]  

(33)

We describe the (mean) position and momentum of the cantilever in terms of normalized wave packets with spin-up or spin-down, respectively [Eq. (29)]. They are of the form

\[ \langle \hat{O} \rangle_u = \langle \hat{O}\hat{P}_1 \rangle / r_u \quad \text{and} \quad \langle \hat{O} \rangle_d = \langle \hat{O}\hat{P}_\downarrow \rangle / r_d, \]  

(34)

where \( r_u \) and \( r_d \) are the spin probabilities as defined in Eqs. (27) and (28). As in the unitary case, the mean \( \langle \hat{O} \rangle \) is defined as

\[ \langle \hat{O} \rangle = r_u \langle \hat{O} \rangle_u + r_d \langle \hat{O} \rangle_d. \]
The system evolution described in Eq. (33) is stochastic. This means that the moments like \( \langle \hat{O} \rangle_u \) and \( \langle \hat{O} \rangle_d \) evolve stochastically as well; the moment equation, (33), is a stochastic differential equation, unlike its unitary counterpart, Eq. (25). These equations follow stochastic calculus described by Itô rules [20]. To give the evolution of \( \langle \hat{O} \rangle_u \) and \( \langle \hat{O} \rangle_d \), we apply Itô rules and get

\[
d(\langle \hat{O} \rangle_u) = d(\langle \hat{O} \rangle)/r_u - (\langle \hat{O} \rangle d^2 r_u^2 \langle \hat{O} \rangle d^2 r_u^2),
\]

and similarly for \( \langle \hat{O} \rangle_d \).

### 1. First-order moment equations

We now get to the task of deriving moment equations for the cantilever and the spin. As in the unitary case, we first derive the equation for spin-up probability, \( r_u = \langle \hat{P}_u \rangle \), before we derive equations for the wave packets that describe the cantilever motion.

Using Eq. (33), we derive the equation for the spin-up probability:

\[
dr_u = \kappa_u (1 - 2 r_u) dt + 2 \sqrt{\epsilon_d} A_2 r_u r_d (Z_u - Z_d) dW_t.
\]

Here, \( Z_u \) and \( Z_d \) are the mean positions of the cantilever wave packets for spin-up and spin-down, respectively; \( \kappa_u \) is the rate of spin noise [Eq. (20)]; and \( A_2 \) is part of the Lindblad operator for cantilever decoherence due to continuous measurement [Eqs. (16) and (17)]. We used the identity in Eq. (31) in our derivation. Note that unlike the unitary case, Eq. (30), the spin-up probability \( r_u \) is not a constant of motion. However, since \( r_d = 1 - r_u \), the single variable \( r_u \) is enough to capture the evolution of spin probabilities.

The motion of the cantilever is described in terms of two wave packets corresponding to the spin being in the up or down state, respectively. Each wave packet is described by its position and momentum. To derive the moment equation for these variables, we apply Eqs. (35) and (33), to obtain

\[
dZ_u = \left\{ \left( \frac{p_u}{m} - 4 e_d A_2^2 \langle \hat{Z}^2 \rangle_u r_d (Z_u - Z_d) \right) dt - \kappa_u (r_d/r_u)(Z_u - Z_d) dt + 2 \sqrt{\epsilon_d} A_2 \langle \hat{Z}^2 \rangle_u dW_t, \right.
\]

and

\[
dp_u = \left\{ -(m \omega^2 + 2 \Gamma) Z_u - 2 \beta p_u + f(t) \right\} dt - \kappa_u (r_d/r_u)(p_u - p_d) dt - 4 e_d A_2^2 \langle \hat{R} \rangle_u r_d (Z_u - Z_d) dt + 2 \sqrt{\epsilon_d} A_2 \langle \hat{Z}^2 \rangle_u dW_t.
\]

Similarly,

\[
dZ_d = \left\{ \left( \frac{p_d}{m} + 4 e_d A_2^2 \langle \hat{Z}^2 \rangle_d r_u (Z_u - Z_d) \right) dt + \kappa_u (r_u/r_d)(Z_u - Z_d) dt + 2 \sqrt{\epsilon_d} A_2 \langle \hat{Z}^2 \rangle_d dW_t, \right.
\]

and

\[
dp_d = \left\{ -(m \omega^2 - 2 \Gamma) Z_d - 2 \beta p_d + f(t) \right\} dt + \kappa_u (r_u/r_d)(p_u - p_d) dt + 4 e_d A_2^2 \langle \hat{R} \rangle_d \\
\times r_d (Z_u - Z_d) dt + 2 \sqrt{\epsilon_d} A_2 \langle \hat{Z}^2 \rangle_d dW_t.
\]

In the unitary case, the first-order moment equations, (30), formed a closed set. In the open-system evolution, however, the first-order moment equations, (37)–(40), do not form a closed set and depend on second-order terms like \( \langle \hat{Z}^2 \rangle_u \) and \( \langle \hat{R} \rangle_u \):

\[
\langle \hat{Z}^2 \rangle_u := \left( \frac{Z_u^2}{2} \right),
\]

\[
\langle \hat{R} \rangle_u := \left( \frac{Z_u}{2} p_u \right),
\]

\[
\langle \hat{Z}^2 \rangle_d := \left( \frac{Z_d^2}{2} \right),
\]

\[
\langle \hat{R} \rangle_d := \left( \frac{Z_d}{2} p_d \right).
\]

where \( \hat{R} \) has been defined in Eq. (19). Since the set of first-order equations does not close, we need to include second-order terms and derive equations for them as well.

### 2. Second-order moment equations and Gaussian approximation

We will need equations for six second-order equations: \( \langle \hat{Z}^2 \rangle_u, \langle \hat{P}^2 \rangle_u, \langle \hat{R} \rangle_u, \langle \hat{Z}^2 \rangle_d, \langle \hat{P}^2 \rangle_d, \) and \( \langle \hat{R} \rangle_d \). We begin with the derivation of \( \langle \hat{Z}^2 \rangle_u \).

To derive the moment equation, we first expand \( \langle \hat{Z}^2 \rangle_u \) in terms of its definition (41), then apply Itô rules where necessary as shown in Eq. (35) for an arbitrary operator. Finally, we expand using the moment equation (33), to get

\[
d\langle \hat{Z}^2 \rangle_u = \left[ 2 \langle \hat{R} \rangle_u + m^2 \right] dt - 4 e_d A_2^2 \left[ \langle \hat{Z}^2 \rangle_u r_d (Z_u - Z_d) \right] dt + \kappa_u (r_d/r_u)(\langle \hat{Z}^2 \rangle_u - \langle \hat{Z}^2 \rangle_d)(Z_u - Z_d)^2) dt + 2 \sqrt{\epsilon_d} A_2 \langle \hat{Z}^2 \rangle_u dW_t.
\]

We have used some of the first-order equations in this derivation.

We derive the equation for \( \langle \hat{R} \rangle_u \), defined in Eq. (42), by the same procedure used to derive Eq. (45), and obtain

\[
d\langle \hat{R} \rangle_u = \left[ -(m \omega^2 + 2 \Gamma) \langle \hat{Z}^2 \rangle_u dt + \left[ \langle \hat{P}^2 \rangle_u - 2 \beta \langle \hat{Z}^2 \rangle_u \right] dt \\
- 4 e_d A_2^2 \left[ \langle \hat{R} \rangle_u + r_d (Z_u - Z_d) \langle \hat{Z}^2 \rangle_u \right] dt + \kappa_u (r_d/r_u)(\langle \hat{R} \rangle_u - \langle \hat{R} \rangle_d)(Z_u - Z_d)^2 dt + \sqrt{\epsilon_d} A_2 \langle \hat{Z}^2 \rangle_u dW_t.
\]

Note that a new second-order term, \( \langle \hat{P}^2 \rangle_u \), appears in Eq. (46) and is defined as

\[
\langle \hat{P}^2 \rangle_u := \left( \frac{p_u^2}{2} \right).
\]

Following the same procedure, we construct the moment equation for \( \langle \hat{P}^2 \rangle_u \):

\[
d\langle \hat{P}^2 \rangle_u = \left[ \sum_{k=1} \frac{A_k^2 \hat{X}^2 dt}{2} - 4 \left( \frac{m \omega^2}{2} + \Gamma \langle \hat{R} \rangle_u \right) dW_t \\
- 2 e_d A_2^2 \left[ 2 \langle \hat{R} \rangle_u + r_d (Z_u - Z_d) \langle \hat{Z}^2 \rangle_u \right] dt - \kappa_u (r_d/r_u)(\langle \hat{P}^2 \rangle_u - \langle \hat{P}^2 \rangle_d)(p_u - p_d)^2 dt + \sqrt{\epsilon_d} A_2 \langle \hat{Z}^2 \rangle_u dW_t.
\]
Similarly, we derive equations for the second-order moment terms of the spin-down wave packet:

$$d\langle \hat{Z}^2 \rangle_d = (2\langle \hat{Z} \rangle_d/m + B\hbar^2) dt - 4\epsilon_d A_2^2 \langle \hat{Z}^2 \rangle_d dt - r_u(Z_u - Z_d)\langle \hat{Z}^2 \rangle_d dt + \kappa_s(r_u/r_d) \langle \hat{Z}^2 \rangle_u - \langle \hat{Z}^2 \rangle_d + (Z_u - Z_d)^2 dt + 2\sqrt{\epsilon_d} A_2 \langle \hat{Z} \rangle_d dW_t,$$

(49)

$$d\langle \hat{R} \rangle_d = -\langle \hat{R}^2 - 2\hat{R} \rangle_d dt + \langle \langle \hat{R}^2 \rangle_d/m \rangle,$$

We assume the physical units in which $\omega = 10^5$ s$^{-1}$, $m = 10^{-12}$ kg, $\eta = 3 \times 10^7$ T/m, and $\epsilon = 300 \mu$T, consistent with current experiments. The values of $A_1$ and $B_1$ are different from those used in [11]. We assume that, in dimensionless units,

$$k_B T = 10^3,$$

in our present calculations. This value of $k_B T$ corresponds to a temperature of about 10 mK; although this is lower than the temperature accessible currently (which is about 300 mK [5]), given the considerable progress made on the experimental front in the last few years, the temperature we have used should be accessible in the near-future.

We now verify the validity of this approximation by numerically demonstrating the accuracy of the Gaussian approximation by comparing it to the fully quantum approach. The values of $\gamma_c$ and $A$ are different in our present calculations. This value of $k_B T$ corresponds to a temperature of about 10 mK; although this is lower than the temperature accessible currently (which is about 300 mK [5]), given the considerable progress made on the experimental front in the last few years, the temperature we have used should be accessible in the near-future.

We now verify the validity of this approximation by numerically comparing the approximate solution to that of the full quantum stochastic master equation, (33).

VII. NUMERICAL RESULTS

We simulated the full quantum stochastic master equation using a C++ quantum master equation library developed by Brun and Shaw. We use a fifth-order Runge-Kutta integrator [22] to simulate the sets of coupled equations (36)–(40) and (45)–(51) for the Gaussian approximation.

We choose parameters based on those used by Berman et al. [9] and Brun and Goan [11,12]. The values of parameters, in dimensionless units, are

$$\hbar = \omega = m = 1, \quad \eta = 0.6, \quad \epsilon = 100,$$

$$\gamma = \omega/Q = 10^{-5}, \quad \epsilon_d = 0.85, \quad A_1 = 0.2,$$

$$B_1 = 5 \times 10^{-5}, \quad A_2 = 0.07, \quad B_2 = 0.$$  

(52)

We assume the physical units in which $\omega = 10^5$ s$^{-1}$, $m = 10^{-12}$ kg, $\eta = 3 \times 10^7$ T/m, and $\epsilon = 300 \mu$T, consistent with current experiments. The values of $A_1$ and $B_1$ are different from those used in [11]. We assume that, in dimensionless units,

$$k_B T = 10^3,$$

in our present calculations. This value of $k_B T$ corresponds to a temperature of about 10 mK; although this is lower than the temperature accessible currently (which is about 300 mK [5]), given the considerable progress made on the experimental front in the last few years, the temperature we have used should be accessible in the near-future.

The output of the homodyne measurement that measures the cantilever position is given by Eq. (22), and can be expressed (in rescaled units) as

$$I_c(t) dt = \langle \hat{Z} \rangle_d dt - \Lambda dW_t,$$

(53)

where

$$\Lambda = \frac{50}{8k EQ \sqrt{\gamma_c^3 e_d}}.$$  

(54)

Here, $Q$ is the quality factor of the cantilever, and the other parameters are due to the cantilever-light interaction, which is part of the optical interferometry process (see Sec. V). Since the driving force applied to the cantilever is part of a feedback process, the driving frequency is resonant with the cantilever frequency. We know that, in the resonant case, the steady-state amplitude of a harmonic oscillator is proportional to its quality factor $Q$. In our simulation, we assume that the cantilever is in its steady state before it interacts with the spin and that the steady-state amplitude is, in dimensionless units, 50, which corresponds to 32 nm in physical units (in Ref. [4], the peak amplitude is 16 nm and the quality factor is 50,000); due to this rescaling of amplitude, the cantilever quality factor $Q$ appears in Eq. (54), and we set $\beta = -50/Q$ in Eq. (22).

We can find the value of the coefficient $\Lambda$ straightforwardly, by noting that (in dimensionless units)

$$\frac{8k E}{\gamma_c} = 1.9 \times 10^3,$$

and

$$\gamma_c = 1.4 \times 10^8.$$  

See Ref. [11] (Sec. VII) for more information.

The positive-gain-controlled feedback function $f(t)$ is defined in Eq. (23) and depends on the feedback gain $g$ and the predetermined set-point amplitude $A$. In our simulation, we set these parameters to

$$g = 0.0001 \quad \text{and} \quad A = 50.$$  

(55)

We chose a small value of $g$ to avoid numerical instability when simulating the fully quantum stochastic master equation. However, the accuracy of the approximation is unaffected by larger values of $g$.

A. Accuracy of the Gaussian approximation

We now numerically demonstrate the accuracy of the Gaussian approximation by comparing it to the fully quantum...
FIG. 2. (Color online) Comparing full quantum stochastic master equation (SME) and Gaussian approximation. We plot $\langle \hat{Z} \rangle$ as a function of time for both the quantum SME and the Gaussian approximation. The parameter values used in this simulation are defined in Eqs. (52) and (55); the rate of spin noise $\kappa_s$ is set to 0.001. We assume that the cantilever-spin system is initially decoupled, with the cantilever at the lowest point in its oscillation, while the spin is in an equal superposition of up and down states. (a–c) Expected position of the cantilever $\langle \hat{Z} \rangle$, as defined in Eq. (31), at different times; (d) evolution of the spin-up probability $r_u = \langle \hat{P}_\uparrow \rangle$.

The spin probability does not relax completely (to either 0 or 1); after initial fluctuations, the spin probability gets closer to 1 (spin-up), the spin “flips” and the probability is then closer to 0 (spin-down), and finally, another “flip” takes it back closer to 1 (spin-up). The spin exhibits this behavior because the value of $\kappa_s$ is relatively high ($=0.001$), leading to multiple “flips” in spin probability.

B. OSCAR MRFM and single-spin measurement

We now address the question of how high $\kappa_s$ can be for OSCAR MRFM to be a useful single-spin measurement device. Henceforth we use the numerically efficient Gaussian approximation equations to describe the OSCAR MRFM system.

In Fig. 3, we plot the time evolution of the spin-up probability for different values of $\kappa_s$: (i) $10^{-3}$, (ii) $10^{-4}$, and (iii) $10^{-5}$ in dimensionless units (16 Hz, 1.6 Hz, and 160 mHz, respectively, in physical units); the parameters and the initial conditions are the same as in Fig. 2. We observe that the number of spin flips decreases with the value of $\kappa_s$. Intuitively, one can see from Fig. 3 that smaller values of $\kappa_s$ are preferable, as we must track the cantilever position for a sufficient length of time to determine the orientation of the spin with the required precision.
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The time evolution of the spin-up probability, \( r_\uparrow = \langle \hat{P}_\uparrow \rangle \), is plotted for three values of spin noise rate \( \kappa_s \): (i) \( 10^{-3} \), (ii) \( 10^{-4} \), and (iii) \( 10^{-5} \). The number of spin flips decreases as \( \kappa_s \) is reduced.

accuracy. If \( \kappa_s \) is higher, the likelihood of a spin flip increases, corrupting the samples used to determine the spin orientation.

In the OSCAR protocol, we measure the spin by measuring the resonant frequency of the cantilever: more precisely, the shift in the cantilever frequency. To determine the cantilever frequency numerically, we use the fast Fourier transform (FFT) algorithm \( \text{dfour} \) from [22]. The (numerical) frequency resolution of this FFT is

\[
\Delta f \approx \frac{1}{N\Delta t} \approx \frac{1}{T_{\text{sampling}}},
\]

where \( N \) is the number of samples, \( \Delta t \) is the sample spacing, and \( \Delta f \) is the frequency resolution. \( T_{\text{sampling}} \) is the total sampling time.

We assume that the sample spacing \( \Delta t \) is fixed. The shift in the resonant frequency is proportional to \( \Gamma \) [Eq. (14)]. For the parameters chosen in our simulation [Eq. (52)], the value of \( \Gamma \) is \( 1.8 \times 10^{-3} \). Thus, the frequency resolution to be achieved should satisfy

\[
\Delta f \leq \Gamma/2\pi \approx 2.8 \times 10^{-4}.
\]

The sample spacing used in our simulation is \( \Delta t = 0.02 \); setting the frequency resolution \( \Delta f = 10^{-4} \) and using Eq. (56), one can easily derive \( N = 5 \times 10^5 \). It is numerically convenient in the FFT algorithm if \( N \) is a power of 2; we thus choose \( N = 2^{19} \) (the power of 2 closest to \( 5 \times 10^5 \)) for our simulation, and the frequency resolution becomes \( \Delta f = 9.5 \times 10^{-5} \).

Given the sample spacing \( \Delta t \) and the number of samples \( N \), the total sampling period in dimensionless (time) units is

\[
T_{\text{sampling}} = N\Delta t \approx 10500.
\]

The time scale of spin noise \( \kappa_s^{-1} \) must be longer than the sampling period \( T_{\text{sampling}} \) for the OSCAR MRFM system to be useful in single-spin measurement. Thus, we set \( \kappa_s = 10^{-5} \) in our simulation.

In Fig. 4 we show the frequency shift achieved in the OSCAR protocol. We plot two trajectories: one in which the spin relaxes to the spin-up state and another in which

**Fig. 3.** (Color online) Spin probability for different \( \kappa_s \) values. The time evolution of the spin-up probability, \( r_\uparrow = \langle \hat{P}_\uparrow \rangle \), is plotted for three values of spin noise rate \( \kappa_s \): (i) \( 10^{-3} \), (ii) \( 10^{-4} \), and (iii) \( 10^{-5} \). The number of spin flips decreases as \( \kappa_s \) is reduced.

**Fig. 4.** (Color online) Frequency shift in the OSCAR MRFM protocol, for two trajectories. (a) Time evolution of the spin-up probability \( r_\uparrow \) for the two trajectories; in the first, the spin relaxes to its up state, while in the second, it relaxes to its down state. (b) Fourier amplitude (in arbitrary units) as a function of cantilever frequency \( \omega \) corresponding to the two trajectories in (a). The spin noise rate \( \kappa_s \) used here is \( 10^{-5} \). The Fourier amplitude is calculated using a standard FFT algorithm; the number of samples is \( N = 2^{19} \), and the sample spacing is \( \Delta t = 0.02 \).
it relaxes to the spin-down state. Figure 4(a) plots the time evolution of the spin-up probability $r_\uparrow$ for the two trajectories, and Fig. 4(b) displays their corresponding Fourier amplitudes. It is clear from Fig. 4(b) that there is a marked shift in resonant frequency—to the right in the case of spin-up and to the left in the case of spin-down; we also observe that this shift is proportional to $\Gamma (=1.8 \times 10^{-3})$. (Note that the natural resonant frequency of the cantilever, in dimensionless units, is $\omega = 1$.) A shift to the right in the resonant frequency of the cantilever implies that the spin is in the spin-up state, while a shift to the left indicates that the spin is in the spin-down state.

The value of the sampling period $T_{\text{sampling}}$ in Eq. (58) is in dimensionless units. In our calculation of parameter values for our simulations, we assumed that the cantilever frequency, in physical units, is

$$f_{\text{phy}} = \alpha f_{\text{phys}} / 2\pi \approx 16 \text{ kHz}.$$  

Using this frequency, the duration of sampling, in physical units, is

$$T_{\text{sampling}}^{\text{phys}} = T_{\text{sampling}} / f_{\text{phys}} \approx 656 \text{ ms},$$

and the shift in the cantilever frequency is

$$\Gamma_{\text{phys}} = \Gamma f_{\text{phys}} \approx 29 \text{ Hz}.$$  

Thus, it takes about 650 ms for the OSCAR protocol to determine a shift of about 30 Hz in cantilever frequency and, consequently, to ascertain the orientation of the spin. The time scale of the spin noise must be longer than the sampling duration to use OSCAR MRFM as a single-spin measurement device.

VIII. CONCLUSIONS

In this work, we have modeled the OSCAR MRFM operation including decoherence effects on the cantilever (both thermal and monitoring) as well as spin noise due to magnetic sources. We have described the evolution of the system using a quantum stochastic master equation, the most general description in a Markovian framework. We then simplified this description using a series of approximations and arrived at a semiclassical description of the system based on a Gaussian approximation of the cantilever state.

We have numerically compared the Gaussian approximation to the fully quantum stochastic master equation and found that the Gaussian approximation tracked the fully quantum stochastic master equation very closely. Thus, we conclude that the Gaussian approximation of the cantilever is useful for our range of parameter values and that the MRFM system implementing the OSCAR protocol can be described by a closed set of 11 coupled stochastic differential equations.

Finally, we have used the Gaussian approximation equations to numerically verify OSCAR as a useful single-spin measurement protocol. The critical element in the OSCAR protocol is the time (sampling) it takes to determine the shift in resonant cantilever frequency. For the parameter values chosen in our simulations, we found that the sampling duration is about 650 ms, and the frequency shift is about 30 Hz. The sampling duration thus places a bound on the time scale of spin noise that the OSCAR protocol, implementing a single-spin measurement, can tolerate.
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