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ABSTRACT

To generalize well, classifiers must learn to be invariant to nuisance transformations that do not alter an input’s class. Many problems have “class-agnostic” nuisance transformations that apply similarly to all classes, such as lighting and background changes for image classification. Neural networks can learn these invariances given sufficient data, but many real-world datasets are heavily class imbalanced and contain only a few examples for most of the classes. We therefore pose the question: how well do neural networks transfer class-agnostic invariances learned from the large classes to the small ones? Through careful experimentation, we observe that invariance to class-agnostic transformations is still heavily dependent on class size, with the networks being much less invariant on smaller classes. This result holds even when using data balancing techniques, and suggests poor invariance transfer across classes. Our results provide one explanation for why classifiers generalize poorly on unbalanced and long-tailed distributions. Based on this analysis, we show how a generative approach for learning the nuisance transformations can help transfer invariances across classes and improve performance on a set of imbalanced image classification benchmarks. Source code for our experiments is available at [https://github.com/AllanYangZhou/generative-invariance-transfer](https://github.com/AllanYangZhou/generative-invariance-transfer).

1 INTRODUCTION

Good generalization in machine learning models requires ignoring irrelevant details: a classifier should respond to whether the subject of an image is a cat or a dog but not to the background or lighting conditions. Put another way, generalization involves invariance to nuisance transformations that should not affect the predicted output. Deep neural networks can and do learn invariances given sufficiently many diverse examples. For example, we can expect our trained “cat vs dog” classifier to be invariant to changes in the background provided the training dataset contains images of cats and dogs with varied scenery. However, if all the training examples for the “dog” class are set in grassy fields, our classifier might be confused by an image of a dog in a house (Beery et al., 2018).

This situation is problematic for imbalanced datasets, in which the amount of training data varies from class to class. Class imbalance is common in practice, as many real-world datasets follow a long-tailed distribution where a few head classes have many examples, and each of the remaining tail classes have few examples. Hence even if the cumulative number of examples in a long-tailed dataset is large, classifiers may struggle to learn invariances for the smaller tail classes. And while augmentation can address this issue by increasing the amount and variety of data in the tail classes, this strategy is not feasible for every nuisance transformation (e.g., modifying an image’s background scenery). On the other hand, many nuisance transformations such as lighting changes are “class agnostic”: they apply similarly to examples from any class, and should generalize well across classes (Hariharan & Girshick, 2016). Ideally a trained model should automatically transfer invariance to class agnostic transformations from larger classes to smaller ones. This observation raises the question: how well do deep neural network classifiers transfer learned invariances across classes?
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In this work, we find empirical evidence that neural networks transfer learned invariances poorly across classes, even after applying balancing strategies like oversampling. For example, on a long-tailed dataset where every example is rotated uniformly at random, classifiers tend to be rotationally invariant for images from the head classes but not on images from the tail classes. To this end, we present a straightforward method for more effectively transferring invariances across classes. We first train an input conditioned but class-agnostic generative model which captures a dataset’s nuisance transformations, where withholding explicit class information encourages transfer between classes. We then use this generative model to transform training inputs, akin to learned data augmentation training the classifier. We ultimately show that the resulting classifier is more invariant to the nuisance transformations due to better invariance on the tail classes, which in turn leads to better test accuracy on those classes.

**Contributions.** The primary contribution of this paper is an empirical study concerning whether deep neural networks learn invariances in long-tailed and class-imbalanced settings. We analyze the extent to which neural networks (fail to) transfer learned invariances across classes, and we argue that this lack of invariance transfer partially explains poor performance on real-world class-imbalanced datasets. Our analysis suggests that one path to improving imbalanced classification is to develop approaches that better transfer invariances across classes. We experiment with one such approach, which we call Generative Invariance Transfer (GIT), in which we train a generative model of a task’s nuisance transformations and then use this model to perform data augmentation of small classes. We find that combining GIT with existing methods such as resampling improves balanced accuracy on imbalanced image classification benchmarks such as GTSRB and CIFAR-LT.

2 **RELATED WORK**

Real-world datasets are often class imbalanced, and state-of-the-art classifiers often perform poorly under such conditions. One particular setting of interest is when the class distribution is long-tailed, where most of the classes have only a few examples (Liu et al., 2019; Guo et al., 2016; Thomee et al., 2016; Horn & Perona, 2017). Researchers have proposed many approaches for this setting, including correcting the imbalance when sampling data (Buda et al., 2018; Huang et al., 2016; Chawla et al., 2002; He & Garcia, 2009), using modified loss functions (Cao et al., 2019; Lin et al., 2017; Cui et al., 2019), and modifying the optimizer (Yang et al., 2020). These methods generally do not study the question of invariance transfer and are complementary to Generative Invariance Transfer (Yang & Xu, 2020), which study the mixed value of imbalanced labels and propose learning class-agnostic information using self-supervised training, while GIT learns class-agnostic transformations to use as data augmentation. Wang et al. (2017) propose implicit transfer learning from head to tail classes using a meta-network that generates the weights of the classifier’s model. Here we quantitatively measure per-class invariances to more precisely explain why transfer learning may help on imbalanced problems, and explicitly transfer across classes with a generative model.

Toward understanding the failure modes of classifiers trained on real-world datasets, a rapidly growing body of work has sought to study the robustness of commonly-used machine learning models.
Notably, researchers have shown that the performance state-of-the-art models is susceptible to a wide range of adversarial attacks (Biggio & Roli 2018, Goodfellow et al., 2014, Madry et al., 2017, Wong & Kolter 2018, Robey et al., 2021a) and distributional shifts (Taori et al., 2020, Hendrycks et al., 2020, Koh et al., 2021). Ultimately, the fragility of these models is a significant barrier to deployment in safety-critical applications such as medical imaging (Bashyam et al., 2020) and autonomous driving (Chernikova et al., 2019). In response to these fragilities, recent methods have learned the distributional shifts present in the data using generative models and then use these learned transformations for robust training (Robey et al., 2020, 2021b, Wong & Kolter 2020). These works assume pairs or groupings of transformed and untransformed examples, so that a generative model can learn the distribution shift. In our imbalanced setting, generative invariance transfer aims to learn transformations from the head classes that apply to the tail classes of the same dataset, and does not assume the data is paired or grouped.

There is a general interest in obtaining invariances for machine learning models (Benton et al., 2020, Zhou et al., 2021). Data augmentation (Beymer & Poggio, 1995, Niyogi et al., 1998) can be used to train classifiers to be invariant to certain hand-picked transformations, but requires the practitioner to know and implement those transformations in advance. In search of greater generality, Antoniou et al. (2017) use a trained GAN as data augmentations for training a downstream classifier. Similarly, Mariani et al. (2018) use a GAN to generate more examples for the minority classes in imbalanced classification. Learned augmentation can also be done in feature space, to avoid learning a generative model of the high dimensional input space (Yin et al., 2018, Chu et al., 2020). In the low-shot setting Hariharan & Girshick (2016) study the notion of transferring generalizable (or class-agnostic) variation to new classes, and Wang et al. (2018) learn to produce examples for new classes using meta-learning. Work in neural style transfer (Gatys et al., 2015b; a, Johnson et al., 2016) has long studied how to leverage trained neural networks to transfer variation between images or domains. In particular, GIT leverages advances in image-to-image translation (Isola et al., 2016, Zhu et al., 2017, Huang et al., 2018) as a convenient way to learn nuisance transformations and transfer them between classes. Our work carefully quantifies invariance learning under class imbalance, which can explain why leveraging generative models of transformations can improve performance. There is prior work analyzing how learned representations and invariances are affected by noise and regularization (Achille & Soatto, 2018), task diversity (Yang et al., 2019), and data diversity (Madan et al., 2021). The latter is most relevant to our own analysis, which studies how invariance is affected by the amount of data per class.

3 Measuring Invariance Transfer in Class-Imbalanced Datasets

In this section we empirically analyze the invariance of trained classifiers to nuisance transformations, and the extent to which these classifiers transfer invariances across classes. In particular, we first introduce concepts related to invariance in the imbalanced setting, then define a metric for measuring invariance before describing our experimental setup. Finally, we present and analyze the observed relationship between invariance and class size.

3.1 Setup: Classification, Imbalance, and Invariances

In the classification setting, we have input-label pairs \((x, y)\), with \(y\) taking values in \(\{1, \cdots, C\}\) where \(C\) is the number of classes. We will consider a neural network model parameterized by weights \(w\) that is trained to estimate the conditional probabilities \(\hat{P}_w(y = j|x)\). The classifier selects the class \(j\) with the highest estimated probability. Given a training dataset \(\{(x^{(i)}, y^{(i)})\}_{i=1}^N \sim P_{\text{train}}\), empirical risk minimization (ERM) minimizes average loss over training examples. But in the class-imbalanced setting, the distribution of \(\{y^{(i)}\}\) in our training dataset is not uniform, and ERM tends to perform poorly on the minority classes. In real world scenarios we typically want to perform well on all classes, e.g. in order to classify rare diseases properly (Bajwa et al., 2020) or to ensure fairness in decision making (Hinnefeld et al., 2018). Hence we evaluate classifiers using class-balanced metrics, which is equivalent to evaluating on a test distribution \(P_{\text{test}}\) that is uniform over \(y\).

To analyze invariance, we assume there is a distribution \(T(\cdot|x)\) over nuisance transformations of \(x\). Given that nuisance transformations do not impact the labels, we expect a good classifier to be invariant to such transformations, i.e.,

\[
\hat{P}_w(\cdot|x) = \hat{P}_w(\cdot|x'), \quad x' \sim T(\cdot|x)
\]

(1)

That is, the estimated conditional class probabilities should be unchanged by these transformations.
3.2 Measuring learned invariances

To quantify the extent to which classifiers learn invariances, we measure the expected KL divergence (eKLD) between its estimated class probabilities for original and transformed inputs:

$$\text{eKLD}(\hat{P}_w) = \mathbb{E}_{x \sim \mathbb{P}_{\text{train}}, x' \sim T(\cdot|\cdot)} \left[ D_{KL} \left( \hat{P}_w(\cdot|x) \middle|\middle| \hat{P}_w(\cdot|x') \right) \right]$$  (2)

This is a non-negative number, with lower eKLD corresponding to more invariance: a classifier totally invariant to $T$ would have an eKLD of 0. We can estimate this metric in practice given a trained classifier if we have a way to sample $x' \sim T(\cdot|x)$. To study how invariance depends on class size, we can also naturally compute the class-conditional eKLD by restricting the expectation over $x$ to examples from a given class $j$.

Calculating eKLD and studying invariance requires access to a dataset’s underlying nuisance transformation distribution $T$, but for most real world datasets we do not know $T$ a-priori. Instead, we create synthetic datasets using a chosen nuisance distribution. Like RotMNIST (Larochelle et al., 2007), a common benchmark for rotation invariance, we create these datasets by transforming each example from a natural dataset. This is different from data augmentation, where multiple randomly sampled transformations would be applied to the same image throughout training. We want to test how classifiers learn invariances from a limited amount of data diversity; providing the transformation as data augmentation artificially boosts the observed data diversity and we use it as an Oracle comparison in later experiments.

We modify Kuzushiji-49 (Clanuwat et al., 2018) to create three synthetic datasets using three different nuisance transformations: image rotation (K49-ROT-LT), varying background intensity (K49-BG-LT), and image dilation or erosion (K49-DIL-LT). Appendix Figure 7 shows representative image samples from each of these datasets. To make the training datasets long-tailed (LT), we choose an arbitrary ordering of classes from largest to smallest. Then we selectively remove examples from classes until the frequency of classes in the training dataset follows Zipf’s law with parameter 2.0, while enforcing a minimum class size of 5. We repeat this process with 30 randomly sampled orderings of the classes from largest to smallest, to construct 30 different long-tailed training datasets for each variant. Each long-tailed training set has 7864 training examples, with the largest class having 4828 and the smallest having 5. Since we are interested in either per-class or class-balanced test metrics, we do not modify the test set class distribution.

Good classifiers for K49-ROT-LT, K49-BG-LT, and K49-DIL-LT should clearly be rotation, background, and dilation/erosion invariant, respectively, for inputs from any class. We can train classifiers and measure their invariance for inputs of each class by estimating per-class eKLD. That is, we first sample more transformations and then measure how predictions change on held-out test inputs. For training we use both standard ERM and CE+DRS (Cao et al., 2019), which stands for delayed (class-balanced) resampling with standard cross-entropy loss. DRS samples training examples naively just as in ERM for the initial epochs of training, then switches to class-balanced sampling for the later epochs of training. We train a separate classifier using each method on each training dataset, then calculate each classifier’s per-class eKLD on held out test examples.

Figure 1 shows how the resulting per-class eKLD varies with class size. The eKLD curves for both methods show a clear pattern on all three transformation families: invariance decreases as classes get smaller. This result, while intuitive, shows quantitatively that deep neural networks learn invariances non-uniformly on imbalanced datasets. It suggests that they fail to transfer learned invariances across classes despite the nuisance transformation families being fairly class-agnostic. Although these results use a ResNet architecture, Appendix C.2 shows similar results for non-ResNet CNNs. Note that by construction, smaller classes contain both fewer original K49 examples and less transformation diversity. Yet Appendix 8 shows the same trend for datasets where the number of original K49 examples is the same across all classes, with larger classes only containing more sampled transformations of the same images. This shows that the trend is largely due to observed transformation diversity, rather than the number of original K49 examples.

Figure 1 also shows that training classifiers with resampling (CE+DRS) results in generally lower eKLD (more invariance) for the same class size. This effect may partially explain why resampling can improve class balanced metrics such as balanced test accuracy. However, the eKLD curves show that there is clearly still room for improvement and even DRS does not achieve close to uniform invariance learning across classes. One explanation for this is that DRS can show the classifier the
same minority class images more often, but cannot increase the transformation diversity of those images (e.g., DRS cannot by itself create more examples of rotated images from the minority classes). This suggests that learning the transformation distribution, combined with resampling schemes, can help classifiers achieve uniform invariance across classes.

4 TRANSFERRING INVARIANCES WITH GENERATIVE MODELS

We’ve seen that classifiers do a poor job learning invariance to nuisance transformations on the tail classes of long-tailed datasets. Here we explain how generative invariance transfer (GIT) can transfer invariance across classes by explicitly learning the underlying nuisance distribution $T(\cdot | x)$.

4.1 LEARNING NUISANCE TRANSFORMATIONS FROM DATA

If we have the relevant nuisance transformations, we can use them as data augmentation to enforce invariance across all classes. Since this is rarely the case in practice, GIT approximates the nuisance distribution $T(\cdot | x)$ by training an input-conditioned generative model $\tilde{T}(\cdot | x)$. An input-conditioned generative model of the transformation is advantageous for class-agnostic nuisances. Since the class-specific features are already present in the input, the model can focus on learning the class-agnostic transformations, which by assumption should transfer well between classes.

To train the generative model in the image classification setting, we borrow architectures and training procedures from the literature concerning multimodal image-to-image translation networks (MIITNs). MIITNs can transform a given input image $x$ according to different nuisances learned from the data to generate varied output samples. The multimodality is ideal for capturing the full diversity of nuisance transformations present in the training data. Our experiments build off of a particular MIITN framework called MUNIT (Huang et al., 2018), which we modify to learn transformations between examples in a single dataset rather than between two different domains (see Appendix A for details). As we are not aware of any work that successfully trains MUNIT-like models to learn rotation, we focus on training MUNIT models to learn background intensity variation (K49-BG-LT) and dilation/erosion (K49-DIL-LT). Figure 2 shows the diversity of transformations these models produce from a given input. We see qualitatively that these models properly transform even inputs from the smallest class, evidencing successful transfer between classes. While these and later results show MUNIT successfully learns certain natural and synthetic transformations in imbalanced datasets, we note that GIT does not make MUNIT-specific assumptions, and other approaches for learning transformations can be considered depending on the setting.

Once we have the trained generative model, GIT uses the generative model as a proxy for the true nuisance transformations to perform data augmentation for the classifier, with the goal of improving invariance to these nuisance transformations for the small classes. Given a training minibatch $\{(x^{(i)}, y^{(i)})\}_{i=1}^{B}$, we sample a transformed input $\tilde{x}^{(i)} \leftarrow \tilde{T}(\cdot | x^{(i)})$ while keeping the label fixed. This augments the batch and boosts the diversity of examples that the classifier sees during training, particularly for the smaller classes. The pre-augmentation batches can be produced by an arbitrary sampling routine BATCHSAMPLER, such as a class-balanced sampler. We can also augment more selectively to mitigate the possibility of defects in the generative model hurting performance, especially on the large classes where we already observe good invariance and where the augmentation may be unnecessary. First, we introduce a cutoff $K$ such that GIT only augments examples from classes with fewer than $K$ examples. Second, we use GIT to augment only a proportion $p \in [0, 1]$ of each batch, so that the classifier sees a mix of augmented and “clean” data. Typically $p = 0.5$ in our experiments, and $K$ can range between $20 - 500$ depending on the dataset. Algorithm 1 details the GIT augmentation procedure explicitly.
Algorithm 1: Generative Invariance Transfer: Classifier Training

Input: \( D \), the imbalanced training dataset
Input: \( \text{BATCH_SAMPLER} \), a minibatch sampling subroutine
Input: \( \tilde{T} \), a generative model of transformations trained on \( D \)
Input: \( \text{UPDATE_MODEL} \), a procedure that updates a classifier model given a minibatch

while not done do
    \( B \leftarrow \{(x^{(i)}, y^{(i)})\}_{i=1}^{|B|} = \text{BATCH_SAMPLER}(D) \) \hspace{1cm} ▷ Sample raw batch
    for \( i = 1, \ldots, \text{Round}(p \times |B|) \) do
        if \( \text{CLASSSIZE}(y^{(i)}) \leq K \) then
            Remove \((x^{(i)}, y^{(i)})\) from \( B \)
        end if
        Sample \( z^{(i)} \leftarrow \tilde{T}(\cdot|x^{(i)}) \)
        Add \((\tilde{x}^{(i)}, y^{(i)})\) to \( B \) \hspace{1cm} ▷ Transform input with generative model
    end for
    \( \text{UPDATE_MODEL}(B) \) \hspace{1cm} ▷ Update model on batch
end while

4.2 GIT IMPROVES INVARIANCE ON SMALLER CLASSES

As we saw in Figure 2, MIITNs can be trained to learn the relevant nuisance transformations for K49-BG-LT and K49-DIL-LT. Thus, given a trained MIITN, we aim to evaluate whether GIT can actually improve invariance on the smaller classes by transferring invariances from large to small classes. To do so, we measure the per-class eKLD metric on GIT-trained classifiers, with lower eKLD suggesting greater invariance. In particular, we train the classifiers using Algorithm 1, where \( \text{BATCH_SAMPLER} \) is the delayed resampler and where \( \text{UPDATE_CLASSIFIER} \) uses gradient updates with respect to the cross-entropy (CE) loss function; we refer to this combined method as CE+DRS+GIT (all classes). “All classes” refers to the fact that, for the K49 experiments only, we disable the class size cutoff \( K \), to observe GIT’s effect at all class sizes. As an “Oracle” comparison we also replace GIT augmentation by the true nuisance transformation we used to construct the dataset, providing an unlimited amount of true transformation diversity (the training scheme is otherwise identical to CE+DRS).

Figure 3 shows the average per-class eKLD of classifiers trained by CE+DRS+GIT, compared with ERM, CE+DRS, and the Oracle. We clearly observe that GIT achieves more uniform invariance across class sizes than CE+DRS or ERM, with the biggest improvements for the smallest classes. We also observe that GIT can hurt invariance on the largest classes, where there is already sufficient ground truth data such that imperfections in the generative model end up degrading performance. This will justify using the class-size cutoff \( K \) for GIT augmentations in our later experiments.

5 EXPERIMENTS

We have seen in Section 3 that classifiers transfer invariances poorly and can struggle to learn invariances on the smallest classes, and in Section 4 that Generative Invariance Transfer (GIT) can lead to more uniform invariances across all class sizes. In this section, we verify that more invariant classifiers do indeed perform better, as measured by metrics such as balanced test accuracy. We also aim to understand whether GIT can be combined with other techniques for addressing class imbalance, and determine whether it is empirically important to only augment smaller classes.

5.1 EXPERIMENTAL SETUP

Comparisons. In our main comparisons, we will evaluate the performance of Generative Invariance Transfer (GIT) and study how it interacts with other techniques for addressing class imbalance,
which include resampling schemes and modified loss functions. We use ERM to denote the standard training procedure with cross entropy loss, where examples for training minibatches are sampled uniformly from the dataset. As in Section 3, we can alternatively train with delayed resampling, which we will refer to as CE+DRS. In addition to the typical cross entropy loss, we will compare to two recent loss functions that are representative of state-of-the-art techniques for learning from long-tailed data: the LDAM (Cao et al., 2019) and Focal (Lin et al., 2017) losses, which are designed to mitigate the imbalanced learning problem. Throughout the experiments, we will combine these loss functions with different sampling strategies (e.g. CE+DRS) and (optionally) GIT, e.g. “LDAM+DRS+GIT.” For the K49 experiments in particular, we also compare against an Oracle that does data augmentation with the same transformation we used to construct the dataset. We evaluate all methods by balanced test set accuracy.

Datasets. We evaluate combinations of these methods on several long-tailed image classification benchmarks. Following the standard in long-tailed literature, we construct long-tailed training datasets by removing examples from certain classes until the class frequencies follow a long-tailed distribution. Appendix Figure 7 shows random samples from each the head and tail classes of each dataset. Aside from the long-tailed Kuzushiji-49 (K49-LT) variants of Section 5 we use:

GTSRB-LT is a long-tailed variant of GTSRB (Stallkamp et al., 2012; 2011) which contains images from 43 classes of German traffic signs in a large variety of lighting conditions and backgrounds, a natural source of nuisance transformations. We resize every image to have dimensions $32 \times 32$, randomly sample 25% of our training set as the validation set and use the rest to construct the long-tailed training dataset. We make the training dataset long-tailed by selectively removing examples so that the class frequencies follow a Zipf’s law with parameter 1.8. We fix the minimum number of training samples for a particular class to be 5 — resulting in a training dataset where the most frequent class has 1907 examples, and the least frequent class has 5 examples. Since we are calculating class-balanced test metrics, we leave the test set unchanged.

CIFAR-10-LT and CIFAR-100-LT are long-tailed CIFAR (Krizhevsky, 2009) variants used in previous long-tailed classification literature (Cao et al., 2019; Tang et al., 2020). It has with $32 \times 32$ images in 10 or 100 class, respectively. Our setup is identical to Cao et al. (2019), with class frequency in the training set following an exponential distribution with the imbalance ratio (ratio of number of training examples between most frequent and least frequent class) set to 100. Similar to GTSRB-LT, we keep the test sets unchanged as we are calculating class-balanced test metrics.

TinyImageNet-LT is constructed from TinyImageNet (Le & Yang, 2015) similarly to CIFAR-LT. TinyImageNet has 200 classes, with 500 training and 50 test example per class. We remove training examples to achieve an imbalance ratio of 100 and keep the test sets unchanged.

iNaturalist is a large scale species detection dataset [Horn et al., 2018], with 8142 classes, 437,513 training and 24,426 validation images. The training set is naturally long-tailed and the validation set is balanced.

Training. For GTSRB-LT and CIFAR-LT we train ResNet32 (He et al., 2015) models for 200 epochs with batch size 128, optimized by SGD with momentum 0.9, weight decay $2 \times 10^{-4}$, and initial learning rate 0.1. The learning rate decays by a factor of 10 at epochs 160 and 180. For K49-LT we use a ResNet20 backbone trained for 50 epochs, with learning rate decays at 30 and 40 epochs. For TinyImageNet-LT we use an EfficientNet-b4 backbone and a cosine annealing learning rate scheduler (Loshchilov & Hutter, 2017). For iNaturalist-2018, we train a ResNet50 backbone for 90 epochs with a learning rate 0.1, with the learning rate annealed by 0.01 and 0.001 at epochs 30 and 60. See appendices B and C for further classifier training details. We implement the GIT MIITNs using MUNIT (Huang et al., 2018) trained for 140,000 steps (GTSRB-LT and CIFAR-LT), 200,000 steps (TinyImageNet-LT), 100,000 steps (iNaturalist) or 10,000 steps (K49-LT). We use Adam (Kingma & Ba, 2014) with learning rate 0.0001 and batch size 1.

5.2 Results

K49-LT. In Section 4.2, we saw that using GIT to augment training led to more uniform invariance against each dataset’s nuisance transform on K49-BG-LT and K49-DIL-LT, with the largest improvements on the smallest class sizes. Table 1 shows that GIT also improves balanced accuracy over DRS, for both the CE and LDAM losses. For K49-BG-LT, we find that GIT actually outper-
examples, so we introduced a class size cutoff $K$ in Algorithm 1, we hypothesized that poor generated sample poorer image quality than the original images. When introducing ITNs (Figures 2 and 4) capture a diverse set of nuisances, but have the diverse nuisance transformations of this dataset.

In contrast to the previous benchmarks, adding GIT shows no improvements on iNaturalist (Applying examples from smaller classes, which appear more often when resampling.

Table 1 shows that adding GIT improves upon all three baseline methods on the GTSRB-LT, CIFAR-LT and TinyImageNet-LT benchmarks. Improvements are especially large on GTSRB-LT, where street signs can appear under varying lighting conditions, weather, and backgrounds; here GIT improves LDAM+DRS by 4%. Figure 4 shows samples from the trained MIITNs: we see that it learns to vary lighting conditions, object color, and background, even for inputs from the smallest classes. Tables 3 and 4 show further combinations of GIT with different imbalanced training methods, where we see that GIT gives the largest improvements when combined with resampling based methods. Intuitively, GIT helps by augmenting examples from smaller classes, which appear more often when resampling.

In contrast to the previous benchmarks, adding GIT shows no improvements on iNaturalist (Appendix Table 5). Because iNaturalist is by far the largest of the datasets and contains the most classes, a more powerful MIITN may be needed to preserve class information while fully modeling the diverse nuisance transformations of this dataset.

6 ABLATION STUDIES

GIT class size cutoff: The samples generated by the trained MIITNs (Figures 2 and 4) capture a diverse set of nuisances, but have poorer image quality than the original images. When introducing GIT in Algorithm 1, we hypothesized that poor generated sample quality could hurt performance for classes that already have a lot of examples, so we introduced a class size cutoff $K$ to only augment classes with fewer than $K$ examples. By disabling this cutoff and applying GIT to all classes, we can inspect how GIT affects test accuracy for each individual class to validate this hypothesis.

Figure 5 reports per-class performance for each of the ten classes in CIFAR-10-LT, arranged by class size. We see that using GIT without the cutoff boosts accuracy for the smaller classes, but can lower accuracy for the larger classes. In contrast, using the cutoff ($K = 500$) reduces the accuracy drop on the largest classes, while maintaining strong improvements on small classes. Table 2 directly compares GIT against the version with disabled cutoff, i.e. GIT.
we report the average balanced test accuracy and the standard error of the mean for 3 runs.

Automated data augmentation: Since we can interpret GIT as a form of learned data augmentation, we also compare it to RandAugment (Cubuk et al., 2019), an automated data augmentation scheme carefully designed to have a small search space over augmentation parameters. As RandAugment has published tuned hyperparameters for CIFAR10/100, we use those and compare in CIFAR-LT. GIT outperforms RandAugment when using the LDAM loss, but RandAugment performs comparably to or better than GIT with CE or FOCAL loss. This indicates that RandAugment’s set of transformations and search space work well in the CIFAR setting.

Table 2: Ablations for the effects of the GIT class size cutoff, and RandAugment instead of GIT augmentation. We report the average balanced test accuracy and the standard error of the mean for 3 runs. GIT uses cutoff \( K = 25, 500 \), and 100 for GTSRB-LT, CIFAR-10 LT and CIFAR-100 LT, respectively. This outperforms GIT (all classes) on all three datasets.

7 Conclusion

We study how deep neural network classifiers learn invariances to nuisance transformations in the class imbalanced setting. Even for simple simple class agnostic transforms such as rotation, we find that learned invariance depends heavily on class size, with the trained classifier being much less invariant for inputs from the smaller classes. This suggests that classifiers do not inherently do a good job of transferring invariances learned from the larger classes to the smaller classes, and is one way of explaining why they tend to perform poorly on heavily imbalanced or long-tailed classification problems. Motivated by the transfer problem, we explore Generative Invariance Transfer (GIT) as a method for directly learning a generative model of a dataset’s nuisance transformations. We use this generative model during classifier training as a form of data augmentation to enforce invariance and observe both more uniform invariance learning across class sizes and improved balanced test accuracy on long-tailed benchmarks. Despite the observed improvements, GIT relies on being able to train a generative model of the dataset’s nuisance transformations. The generative model may struggle to preserve class relevant information on large datasets with many classes. We speculate that future improvements in generative modeling could mitigate or resolve this issue. Since this work is about transferring invariances between classes, the focus is largely on class-agnostic transformations. Class-specific transformations would not be amenable to transfer, and handling them will likely require a different approach.

Our analysis also raises the question: why do deep classifiers struggle to transfer class-agnostic invariances across classes? We believe that an explanation for this effect is an interesting problem to be resolved by future work in the theory of deep learning. Additionally, although our analysis focused on the interaction between class size and invariance, these techniques used here could be extended to measure invariance in other contexts. Finally, a dataset can be class-balanced but imbalanced along other semantic dimensions not captured by the label, such groupings often studied in distributionally robust optimization (Sagawa et al., 2019). Further research on transferring invariances despite imbalance along more general dimensions could lead to more broadly generalizable and robust deep learning methods.
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9 REPRODUCIBILITY STATEMENT

For our baseline experiments, we use publicly available implementations and their existing hyperparameter values, linked or cited in Appendix B. For Generative Invariance Transfer we use a publicly available MUNIT implementation, with our modifications described in Appendix A. Classifier training with GIT is described in Algorithm 1. Since GIT effectively acts as a learned data augmentation and doesn’t require modifying the classifier itself, for ease of comparison and reproducibility we kept details such as classifier architecture and optimization hyperparameters unchanged relative to the baselines. Appendix C.2 describes how to construct the K49-LT datasets, while Section 5.1 describe the GTSRB-LT and CIFAR-LT datasets. All code and pre-trained MIITN and classifier weights will be released upon publication.

REFERENCES

Alessandro Achille and Stefano Soatto. Emergence of invariance and disentanglement in deep representations. The Journal of Machine Learning Research, 19(1):1947–1980, 2018.

Antreas Antoniou, Amos Storkey, and Harrison Edwards. Data augmentation generative adversarial networks. arXiv preprint arXiv:1711.04340, 2017.

Muhammad Naseer Bajwa, Kaoru Muta, Muhammad Imran Malik, Shoaib Ahmed Siddiqui, Stephan Alexander Braun, Bernhard Homey, Andreas Dengel, and Sheraz Ahmed. Computer-aided diagnosis of skin diseases using deep neural networks. Applied Sciences, 10(7):2488, 2020.

Vishnu M Bashyam, Jimit Doshi, Guray Erus, Dhivya Srinivasan, Ahmed Abdulkadir, Mohammad Habes, Yong Fan, Colin L Masters, Paul Maruff, Chuanjun Zhuo, et al. Medical image harmonization using deep learning based canonical mapping: Toward robust and generalizable learning in imaging. arXiv preprint arXiv:2010.05355, 2020.

Sara Beery, Grant Van Horn, and Pietro Perona. Recognition in terra incognita. In Proceedings of the European conference on computer vision (ECCV), pp. 456–473, 2018.

Gregory Benton, Marc Finzi, Pavel Izmailov, and Andrew Gordon Wilson. Learning invariances in neural networks. arXiv preprint arXiv:2010.11882, 2020.

David Beymer and Tomaso Poggio. Face recognition from one example view. In Proceedings of IEEE International Conference on Computer Vision, pp. 500–507. IEEE, 1995.

Battista Biggio and Fabio Roli. Wild patterns: Ten years after the rise of adversarial machine learning. Pattern Recognition, 84:317–331, 2018.

Mateusz Buda, Atsuto Maki, and Maciej A. Mazurowski. A systematic study of the class imbalance problem in convolutional neural networks. Neural Networks, 106:249–259, 2018. ISSN 0893-6080. doi: https://doi.org/10.1016/j.neunet.2018.07.011. URL https://www.sciencedirect.com/science/article/pii/S0893608018302107

Kaidi Cao, Colin Wei, Adrien Gaidon, Nikos Arechiga, and Tengyu Ma. Learning imbalanced datasets with label-distribution-aware margin loss. In Advances in Neural Information Processing Systems, 2019.

Nitesh Chawla, Kevin Bowyer, Lawrence Hall, and W. Kegelmeyer. Smote: Synthetic minority oversampling technique. Journal of Artificial Intelligence Research (JAIR), 16:321–357, 06 2002. doi: 10.1613/jair.953.

Alesia Chernikova, Alina Oprea, Cristina Nita-Rotaru, and BaekGyu Kim. Are self-driving cars secure? evasion attacks against deep neural networks for steering angle prediction. In 2019 IEEE Security and Privacy Workshops (SPW), pp. 132–137. IEEE, 2019.
Peng Chu, Xiao Bian, Shaopeng Liu, and Haibin Ling. Feature space augmentation for long-tailed data. In Computer Vision–ECCV 2020: 16th European Conference, Glasgow, UK, August 23–28, 2020, Proceedings, Part XXIX 16, pp. 694–710. Springer, 2020.

Tarin Clanuwat, Mikel Bober-Irizar, Asanobu Kitamoto, Alex Lamb, Kazuaki Yamamoto, and David Ha. Deep learning for classical Japanese literature. *CoRR*, abs/1812.01718, 2018. URL http://arxiv.org/abs/1812.01718.

Ekin D Cubuk, Barret Zoph, Jonathon Shlens, and Quoc V Le. Randaugment: Practical automated data augmentation with a reduced search space. arxiv e-prints, page. *arXiv preprint arXiv:1909.13719*, 2019.

Yin Cui, Menglin Jia, Tsung-Yi Lin, Yang Song, and Serge Belongie. Class-balanced loss based on effective number of samples. In *Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR)*, June 2019.

Leon Gatys, Alexander S Ecker, and Matthias Bethge. Texture synthesis using convolutional neural networks. *Advances in neural information processing systems*, 28:262–270, 2015a.

Leon A Gatys, Alexander S Ecker, and Matthias Bethge. A neural algorithm of artistic style. *arXiv preprint arXiv:1508.06576*, 2015b.

Ian J Goodfellow, Jonathon Shlens, and Christian Szegedy. Explaining and harnessing adversarial examples. *arXiv preprint arXiv:1412.6572*, 2014.

Yandong Guo, Lei Zhang, Yuxiao Hu, Xiaodong He, and Jianfeng Gao. Ms-celeb-1m: A dataset and benchmark for large-scale face recognition. In Bastian Leibe, Jiri Matas, Nicu Sebe, and Max Welling (eds.), *Computer Vision – ECCV 2016*, pp. 87–102, Cham, 2016. Springer International Publishing. ISBN 978-3-319-46487-9.

Bharath Hariharan and Ross Girshick. Low-shot visual recognition by shrinking and hallucinating features. corr. *arXiv preprint arXiv:1606.02819*, 2016.

Haibo He and Edwardo A. Garcia. Learning from imbalanced data. *IEEE Transactions on Knowledge and Data Engineering*, 21(9):1263–1284, 2009. doi: 10.1109/TKDE.2008.239.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recognition. corr abs/1512.03385 (2015), 2015.

Dan Hendrycks, Steven Basart, Norman Mu, Saurav Kadavath, Frank Wang, Evan Dorundo, Rahul Desai, Tyler Zhu, Samyak Parajuli, Mike Guo, et al. The many faces of robustness: A critical analysis of out-of-distribution generalization. *arXiv preprint arXiv:2006.16241*, 2020.

J Henry Hinnefeld, Peter Cooman, Nat Mammo, and Rupert Deese. Evaluating fairness metrics in the presence of dataset bias. *arXiv preprint arXiv:1809.09245*, 2018.

Grant Van Horn and Pietro Perona. The devil is in the tails: Fine-grained classification in the wild. *CoRR*, abs/1709.01450, 2017. URL http://arxiv.org/abs/1709.01450.

Grant Van Horn, Oisin Mac Aodha, Yang Song, Yin Cui, Chen Sun, Alexander Shepard, Hartwig Adam, Pietro Perona, and Serge J. Belongie. The inaturalist species classification and detection dataset. In 2018 *IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2018, Salt Lake City, UT, USA, June 18-22, 2018*, pp. 8769–8778. Computer Vision Foundation / IEEE Computer Society, 2018. doi: 10.1109/CVPR.2018.00914. URL http://openaccess.thecvf.com/content_cvpr_2018/html/Van_Horn_The_INaturalist_Species_CVPR_2018_paper.html.

Chen Huang, Yining Li, Chen Change Loy, and Xiaoou Tang. Learning deep representation for imbalanced classification. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR)*, June 2016.

Xun Huang, Ming-Yu Liu, Serge Belongie, and Jan Kautz. Multimodal unsupervised image-to-image translation. In *Proceedings of the European conference on computer vision (ECCV)*, pp. 172–189, 2018.
Yerlan Idelbayev. Proper ResNet implementation for CIFAR10/CIFAR100 in PyTorch. [https://github.com/akamaster/pytorch_resnet_cifar10] 2018.

Phillip Isola, Jun-Yan Zhu, Tinghui Zhou, and Alexei A Efros. Image-to-image translation with conditional adversarial networks. arxiv (2016). arXiv preprint arXiv:1611.07004, 2016.

Justin Johnson, Alexandre Alahi, and Li Fei-Fei. Perceptual losses for real-time style transfer and super-resolution. In European conference on computer vision, pp. 694–711. Springer, 2016.

Bingyi Kang, Saining Xie, Marcus Rohrbach, Zhicheng Yan, Albert Gordo, Jiashi Feng, and Yannis Kalantidis. Decoupling representation and classifier for long-tailed recognition. In International Conference on Learning Representations, 2020. URL https://openreview.net/forum?id=r1gRTCvFvB

Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980, 2014.

Pang Wei Koh, Shiori Sagawa, Henrik Marklund, Sang Michael Xie, Marvin Zhang, Akshay Balsubramani, Weihua Hu, Michihiro Yasunaga, Richard Lanas Phillips, Irena Gao, Tony Lee, Etienne David, Ian Stavness, Wei Guo, Berton A. Earnshaw, Imran S. Haque, Sara Beery, Jure Leskovec, Anshul Kundaje, Emma Pierson, Sergey Levine, Chelsea Finn, and Percy Liang. WILDS: A benchmark of in-the-wild distribution shifts. In International Conference on Machine Learning (ICML), 2021.

Alex Krizhevsky. Learning multiple layers of features from tiny images. MSc thesis, Department of Computer Science, University of Toronto, 2009. URL https://www.cs.toronto.edu/~kriz/learning-features-2009-TR.pdf

Hugo Larochelle, Dumitru Erhan, Aaron Courville, James Bergstra, and Yoshua Bengio. An empirical evaluation of deep architectures on problems with many factors of variation. In Proceedings of the 24th international conference on Machine learning, pp. 473–480, 2007.

Ya Le and Xuan Yang. Tiny imagenet visual recognition challenge. CS 231N, 7(7):3, 2015.

Tsung-Yi Lin, Priya Goyal, Ross B. Girshick, Kaiming He, and Piotr Dollár. Focal loss for dense object detection. 2017 IEEE International Conference on Computer Vision (ICCV), pp. 2999–3007, 2017.

Ziwei Liu, Zhongqi Miao, Xiaohang Zhan, Jiayun Wang, Boqing Gong, and Stella X. Yu. Large-scale long-tailed recognition in an open world. In IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2019.

Ilya Loshchilov and Frank Hutter. SGDR: stochastic gradient descent with warm restarts. In 5th International Conference on Learning Representations, ICLR 2017, Toulon, France, April 24-26, 2017, Conference Track Proceedings. OpenReview.net, 2017. URL https://openreview.net/forum?id=Skg89Scxx

Spandan Madan, Timothy Henry, Jamell Dozier, Helen Ho, Nishchal Bhandari, Tomotake Sasaki, Frédéric Durand, Hanspeter Pfister, and Xavier Boix. When and how do cnns generalize to out-of-distribution category-viewpoint combinations. arXiv preprint arXiv:2007.08032, 2021.

Aleksander Madry, Aleksandar Makelov, Ludwig Schmidt, Dimitris Tsipras, and Adrian Vladu. Towards deep learning models resistant to adversarial attacks. arXiv preprint arXiv:1706.06083, 2017.

Giovanni Mariani, Florian Scheidegger, Roxana Istrate, Costas Bekas, and Cristiano Malossi. Bagan: Data augmentation with balancing gan. arXiv preprint arXiv:1803.09655, 2018.

Partha Niyogi, Federico Girosi, and Tomaso Poggio. Incorporating prior information in machine learning by creating virtual examples. Proceedings of the IEEE, 86(11):2196–2209, 1998.

Alexander Robey, Hamed Hassani, and George J Pappas. Model-based robust deep learning: Generalizing to natural, out-of-distribution data. arXiv preprint arXiv:2005.10247, 2020.
Alexander Robey, Luiz Chamon, George Pappas, Hamed Hassani, and Alejandro Ribeiro. Adversarial robustness with semi-infinite constrained learning. Advances in Neural Information Processing Systems, 34, 2021a.

Alexander Robey, George Pappas, and Hamed Hassani. Model-based domain generalization. Advances in Neural Information Processing Systems, 34, 2021b.

Shiori Sagawa, Pang Wei Koh, Tatsunori B Hashimoto, and Percy Liang. Distributionally robust neural networks for group shifts: On the importance of regularization for worst-case generalization. arXiv preprint arXiv:1911.08731, 2019.

J. Stallkamp, M. Schlipsing, J. Salmen, and C. Igel. Man vs. computer: Benchmarking machine learning algorithms for traffic sign recognition. Neural Networks, 32:323–332, 2012. ISSN 0893-6080. doi: https://doi.org/10.1016/j.neunet.2012.02.016. URL https://www.sciencedirect.com/science/article/pii/S0893608012000457. Selected Papers from IJCNN 2011.

Johannes Stallkamp, Marc Schlipsing, Jan Salmen, and Christian Igel. The german traffic sign recognition benchmark: A multi-class classification competition. In The 2011 International Joint Conference on Neural Networks, pp. 1453–1460, 2011. doi: 10.1109/IJCNN.2011.6033395.

Mingxing Tan and Quoc Le. EfficientNet: Rethinking model scaling for convolutional neural networks. In Kamalika Chaudhuri and Ruslan Salakhutdinov (eds.), Proceedings of the 36th International Conference on Machine Learning, volume 97 of Proceedings of Machine Learning Research, pp. 6105–6114. PMLR, 09–15 Jun 2019. URL https://proceedings.mlr.press/v97/tan19a.html.

Kaihua Tang, Jianqiang Huang, and Hanwang Zhang. Long-tailed classification by keeping the good and removing the bad momentum causal effect. arXiv preprint arXiv:2009.12991, 2020.

Rohan Taori, Achal Dave, Vaishaal Shankar, Nicholas Carlini, Benjamin Recht, and Ludwig Schmidt. Measuring robustness to natural distribution shifts in image classification. arXiv preprint arXiv:2007.00644, 2020.

Bart Thomee, David A. Shamma, Gerald Friedland, Benjamin Elizalde, Karl Ni, Douglas Poland, Damian Borth, and Li-Jia Li. YFCC100M: The new data in multimedia research. Communications of the ACM, 59(2):64–73, 2016. URL http://cacm.acm.org/magazines/2016/2/197425-yfcc100m/fulltext.

Yu-Xiong Wang, Deva Ramanan, and Martial Hebert. Learning to model the tail. In Proceedings of the 31st International Conference on Neural Information Processing Systems, pp. 7032–7042, 2017.

Yu-Xiong Wang, Ross Girshick, Martial Hebert, and Bharath Hariharan. Low-shot learning from imaginary data. In Proceedings of the IEEE conference on computer vision and pattern recognition, pp. 7278–7286, 2018.

Eric Wong and J Zico Kolter. Learning perturbation sets for robust machine learning. arXiv preprint arXiv:2007.08450, 2020.

Eric Wong and Zico Kolter. Provable defenses against adversarial examples via the convex outer adversarial polytope. In International Conference on Machine Learning, pp. 5286–5295. PMLR, 2018.

Guangyu Robert Yang, Madhura R Joglekar, H Francis Song, William T Newsome, and Xiao-Jing Wang. Task representations in neural networks trained to perform many cognitive tasks. Nature neuroscience, 22(2):297–306, 2019.

Yuzhe Yang and Zhi Xu. Rethinking the value of labels for improving class-imbalanced learning. arXiv preprint arXiv:2006.07529, 2020.

Xi Yin, Xiang Yu, Kihyuk Sohn, Xiaoming Liu, and Mannmohan Chandraker. Feature transfer learning for deep face recognition with under-represented data. arXiv preprint arXiv:1803.09014, 2018.
Allan Zhou, Tom Knowles, and Chelsea Finn. Meta-learning symmetries by reparameterization. In *International Conference on Learning Representations*, 2021. URL [https://openreview.net/forum?id=-QxT4mJdijq](https://openreview.net/forum?id=-QxT4mJdijq)

Jun-Yan Zhu, Taesung Park, Phillip Isola, and Alexei A Efros. Unpaired image-to-image translation using cycle-consistent adversarial networks. In *Proceedings of the IEEE international conference on computer vision*, pp. 2223–2232, 2017.
A MUNIT training details

We implement our generative models using the MUNIT architecture and training algorithm [Huang et al. 2018], using the official source code at [https://github.com/NVlabs/MUNIT](https://github.com/NVlabs/MUNIT). Although the architectures, optimizers, and most other training details are unchanged, MUNIT is designed to train on two datasets $A$ and $B$ and learns two generative models $G_{A \rightarrow B}$ and $G_{B \rightarrow A}$ to map between them. As we are only interested in learning transformations between images in the same (imbalanced) dataset, we set both $A$ and $B$ to be our one dataset and, after training, arbitrarily take $G_{A \rightarrow B}$ as the learned generative model $\tilde{T}$. Sampling $\tilde{x} \sim \tilde{T}(x)$ corresponds to sampling different latent “style” vectors that are used as input to the MUNIT decoder. We observe in Figure 2 and Figure 4 that MUNIT produces a diverse set of transformed samples.

For all MUNIT training we use identical optimization hyperparameters as in the official source code (Adam (Kingma & Ba, 2014) with learning rate 0.0001 and batch size 1). We sample training examples with class balanced sampling, and as per the original implementation we rescale the pixel values between $[-1, 1]$ and apply random horizontal flips as data augmentation (images from iNaturalist-2018 is resized so that their shorter sides are of size 256, and then a random crop of $224 \times 224$ is taken from them without any padding). The image reconstruction loss has weight 10, while the adversarial loss, style reconstruction loss, and content reconstruction loss all have weight 1. We disable the domain-invariant perceptual loss. The generator architecture hyperparameters are identical to the “edges → handbags” experiment from [Huang et al. 2018], and the discriminator is also the same except that we use a single scale discriminator instead of 3 scales. For K49-LT we train the MUNIT architectures on the $28 \times 28$ image inputs for 10,000 steps. For GTSRB-LT and CIFAR-LT we train on $32 \times 32$ inputs for 140,000 steps. For TinyImageNet-LT we train on $64 \times 64$ inputs for 200,000 steps, and for iNaturalist-2018 we train on $224 \times 224$ inputs for 100,000 steps.

B Classifier training details

**Optimization.** For fair comparison, nearly all of our classifier training hyperparameters are identical to those used in the CIFAR experiments of [Cao et al. 2019]: 200 training epochs with a batch size of 128, optimized by SGD with momentum 0.9 and with weight decay $2 \times 10^{-4}$. The initial learning rate is 0.1 and is decayed by a factor of 10 at 160 epochs and further decayed by the same factor at 180 epochs. Only the K49-LT experiments use a slightly modified training schedule of 50 epochs with learning rate decays at 30 and 40 epochs. For Delayed Resampling (DRS) the resampling stage starts at 160 epochs for GTSRB-LT and CIFAR-LT and at 30 epochs for K49-LT. For iNaturalist, following [Cao et al. 2019], we train for 90 epochs with batch size 256 and learning rate 0.1, with further decaying the learning rate by 0.01 and 0.001 at epochs 30 and 60 respectively. The other hyper-parameters related to LDAM baseline are identical to [Cao et al. 2019].

**Data augmentation.** For the CIFAR-LT experiments we used random crop (with padding 4) and random horizontal flip (with probability 0.5) on all non-GIT methods. For methods that use GIT, random horizontal flip is first applied to the entire batch. Then we apply the GIT augmentation to half the batch, and the random crop augmentation to the other half. For TinyImageNet-LT, we use random crop to size $64 \times 64$ with padding 8. For iNaturalist, we first resize each training image to have the shorter side to have size 256. Next, we take a random crop of size $224 \times 224$ without any padding from this image or its random horizontal flip with equal probability. For all datasets, we normalize the images to the pixel mean and standard deviation of the respective training dataset.

Since MUNIT training uses random horizontal flip augmentation, we tried adding random horizontal flip augmentation for classifier training in K49-LT and GTSRB-LT experiments but found that it worsened performance on those datasets. This may be because handwritten characters and text on street signs are not actually flip invariant. Classifier training for K49-LT and GTSRB-LT does not use any additional data augmentation, except for the learned augmentations for the GIT methods.

**Architecture.** Like [Cao et al. 2019], we use a family of ResNet [He et al. 2015] architecture implementations designed for CIFAR [Idelbayev 2018] for all experiments. We use the ResNet20 architecture for the K49-LT experiments and the ResNet32 architecture for the GTSRB-LT and CIFAR-LT experiments. Finally, we use EfficientNet-b4 [Tan & Le 2019] for TinyImageNet-LT and ResNet50 for iNaturalist.
C FULL EXPERIMENTAL DETAILS AND RESULTS

C.1 METHODS

We use three loss functions for our experiments — the standard cross entropy loss (CE), Focal loss (Lin et al., 2017) and LDAM (Cao et al., 2019). The last two are specialized loss functions designed for imbalanced dataset learning. Following Cao et al. (2019), we choose $\gamma = 1$ as the hyper-parameter for Focal loss, and for LDAM loss, the largest enforced margin is chosen to be 0.5.

We couple these loss functions with a variety of training schedules, described below:

- Class balanced reweighting (CB RW) (Cui et al., 2019): Instead of reweighting the loss for a particular training example proportional to the inverse of corresponding class size, we reweight according to the inverse of the effective number of training samples in the corresponding class:

$$N_{eff}^i = \frac{1 - \beta^N_i}{1 - \beta}$$  \hspace{1cm} (3)

where $N_{eff}^i$ is the effective number of training examples in class $i$, $N_i$ is true number of training samples for class $i$, and $\beta$ is a parameter, which we typically set to 0.9999 for all our experiments.

- Class balanced resampling (CB RS) (Cui et al., 2019): We resample the training examples in a particular class with probability proportional to the inverse of effective number of training samples (see Equation 5) in that class.

- Resampling (RS): This is the regular resampling strategy, where we resample the training examples in a particular class with probability proportional to the inverse of (true) number of training samples in that class.

- Delayed reweighting (DRW) (Cao et al., 2019): We train in a regular way for the initial part of the training, and reweight the loss according to the inverse of the effective number of samples (Equation 3) in a training class only at the last phase of the training. For GTSRB-LT and CIFAR-LT, we typically train for 200 epochs, and reweight the loss function starting at 160 epochs.

- Delayed resampling (DRS): Similar to DRW, but we resample examples from class $i$ with a probability inverse to the true number of training examples in class $i$.

Among all the combinations of loss functions and training strategies, we discover that LDAM + DRS typically does the best, and combining GIT with it gives an additional boost in performance.

For GIT classifier training we set the class size cutoff parameter to $K = 25$ for GTSRB-LT, $K = 500$ for CIFAR-10-LT, $K = 100$ for CIFAR-100-LT and TinyImageNet-LT and $K = 20$ for iNaturalist.

C.2 K49-LT

When constructing the synthetic datasets we used one of three transformation families and applied a randomly sampled transformation to each image in the dataset. For rotation, we rotated the raw image by a randomly sampled angle $\theta \in [0, 2\pi)$. For background intensity, we replaced the original black background with a randomly sampled pixel value between 0 and 100, where 255 is the maximum intensity. For dilation and erosion, we randomly either applied dilation with 60% probability or erosion with 40% probability, using OpenCV’s dilate and erode functionality. For dilation we used an $n \times n$ kernel of 1’s, where $n \sim \text{Unif}\{\{2, 3, 4\}\}$, and for erosion we used an $m \times m$ kernel of 1’s, where $m \sim \text{Unif}\{\{1, 2\}\}$.

The per class eKLD curves on the K49-LT variants were calculated for a ResNet20 architecture, but to verify that the results are not specific to ResNet we repeated these experiments on a simple CNN, which consists of four blocks of $3 \times 3$ convolutions, batch normalization, ReLU, and max pooling with stride 2. A final linear layer produces the output logits. Figure [6] shows the resulting per class eKLD for both architectures. We see that classifiers struggle to transfer learned invariances to the tail classes regardless of architecture, and that GIT can help mitigate this problem in both cases.
Figure 6: Per-class eKLD curves on three K49-LT variants for classifiers trained by different methods using two different architectures: ResNet20 (top) and a simple CNN (bottom). In each case we see that classifiers learn invariance to the nuisance transform unevenly, with poor invariance for the tail classes. We also see that adding GIT helps reduce eKLD and improve invariance on the tail. Shaded regions indicate 95% CI’s over 30 trained classifiers.

C.3 GTSRB-LT and CIFAR-LT

Table 3 and Table 4 present a more comprehensive set of experiments on GTSRB-LT and the two CIFAR-LT benchmarks, comparing how GIT performs with wider combinations of losses and training schedules. Overall we see that GIT works best when paired with a resampling method (such as DRS), and offers less benefit when applied to reweighting schemes or the standard training process. Intuitively, resampling boosts the probability of sampling examples from the small classes, which GIT can then augment, providing the classifier with more diversity for the small classes. Without resampling, the classifier is rarely seen examples from the small classes at all, minimizing the impact that GIT can have. In fact, without resampling, GIT will be applied primarily to images from the larger classes, and we saw in Section 6 that using GIT on larger classes can hurt the performance of the classifier. This is also confirmed on Table 3 and 4 where GIT often hurts the performance for non-resampling training schedules.

C.4 iNaturalist-2018

We use the 2018 version of the iNaturalist dataset and report validation accuracy of different baselines in Table 3. Note that similar to Kang et al. (2020), we could not reproduce the numbers for various baselines from Cao et al. (2019).
Figure 7: Random training examples from each of the 6 datasets considered in this work, with examples from both the largest and smallest classes in each dataset.

Figure 8: The expected KL divergence (eKLD) on synthetic K49 datasets that contain the same number of original K49 examples across all classes. These datasets are long-tailed only in the amount of transformations observed, and are designed to isolate the effect of the transformation. Each class starts with 5 examples from the original Kuzushiji-49 dataset. Larger classes are created by repeatedly sampling more transformations of the same 5 originals. This design ensures that the only difference between large and small classes is the amount of transformation diversity. These new datasets are easier to learn, but show the same qualitative trend as Fig. 1. Shaded regions show 95% CIs over 30 trained classifiers.
Table 3: Full experimental results for the long-tailed GTSRB dataset. In this table, we report the average balanced test accuracy and the standard error of the mean of 3 runs for each entry. Note that we use GIT for all classes as opposed to only minority classes, in contrast to Table 1, but still we see improvements for most of the methods when combined with GIT. Section 6 shows that using GIT only for minority classes outperforms using GIT for all classes, but since that requires one more hyper-parameter to be tuned (class size threshold, K), we chose to use GIT for all classes in this table.
Table 4: Full experimental results for long-tailed CIFAR-10 and CIFAR-100 datasets. In this table, we report the average balanced test accuracy and the standard error of the mean of 3 runs for each entry. Bold numbers represent superior results for each dataset. Note that we augment all classes instead of only the minority classes for CIFAR-10 LT, and show that even without the hyper-parameter class size threshold, K, we see major improvements over most (Loss type, training schedule). For CIFAR-100 LT, using GIT to augment all classes often hurts the performance compared to not using GIT, so we only use GIT for classes with number of training samples ≤ 100.

| Loss type | Training Schedule | CIFAR-10 LT | CIFAR-100 LT |
|-----------|------------------|-------------|--------------|
|           |                  | Without GIT | With GIT     | Without GIT | With GIT     |
| CE        | None             | 70.74 ± 0.13 | 67.05 ± 0.37 | 38.69 ± 0.32 | 40.09 ± 0.27 |
|           | CB RW            | 71.90 ± 0.14 | 73.73 ± 0.92 | 30.06 ± 0.61 | 31.70 ± 0.59 |
|           | CB RS            | 69.85 ± 0.08 | 74.20 ± 0.25 | 32.13 ± 0.79 | 35.46 ± 1.32 |
|           | RS               | 69.15 ± 0.62 | 74.10 ± 0.22 | 33.08 ± 0.21 | 34.48 ± 0.40 |
|           | DRW              | 75.22 ± 0.50 | 75.77 ± 0.09 | 41.05 ± 0.10 | 41.90 ± 0.32 |
|           | DRS              | 74.28 ± 0.56 | 76.29 ± 0.20 | 40.97 ± 0.40 | 42.73 ± 0.22 |
| Focal     | None             | 70.22 ± 0.56 | 67.31 ± 0.17 | 38.41 ± 0.27 | 40.60 ± 0.32 |
|           | CB RW            | 69.22 ± 0.70 | 66.73 ± 0.54 | 26.80 ± 0.85 | 25.16 ± 1.43 |
|           | CB RS            | 68.64 ± 0.62 | 72.99 ± 0.38 | 33.04 ± 0.36 | 34.72 ± 0.60 |
|           | RS               | 69.30 ± 0.20 | 73.35 ± 0.11 | 32.73 ± 1.13 | 34.03 ± 0.05 |
|           | DRW              | 75.41 ± 0.87 | 74.94 ± 0.41 | 39.65 ± 0.36 | 40.14 ± 0.16 |
|           | DRS              | 73.51 ± 0.50 | 76.44 ± 0.34 | 40.77 ± 0.21 | 40.87 ± 0.46 |
| LDAM      | None             | 73.06 ± 0.28 | 69.00 ± 0.38 | 40.45 ± 0.26 | 40.88 ± 0.73 |
|           | CB RW            | 73.06 ± 0.28 | 69.00 ± 0.38 | 40.45 ± 0.26 | 40.88 ± 0.73 |
|           | CB RS            | 70.38 ± 0.41 | 75.46 ± 0.07 | 30.68 ± 0.43 | 32.37 ± 0.39 |
|           | RS               | 70.45 ± 0.43 | 75.02 ± 0.04 | 30.84 ± 0.41 | 33.50 ± 1.01 |
|           | DRW              | 77.13 ± 0.27 | 77.98 ± 0.50 | 43.11 ± 0.33 | 43.33 ± 0.36 |
|           | DRS              | 76.73 ± 0.74 | **78.00 ± 0.14** | 43.21 ± 0.31 | **44.35 ± 0.21** |

Table 5: Validation accuracy with or without GIT on iNaturalist-2018. We report the numbers from a single run due to long training times. We use GIT with class size cutoff K = 20.

| Baseline | Strategy | Top-1 Accuracy | Top-5 Accuracy |
|----------|----------|----------------|----------------|
| ERM      |          | 47.265         | 72.063         |
| CE + DRS |          | 57.574         | 78.707         |
|          | +GIT     | 54.986         | 76.578         |
| Focal + DRS |      | 52.567         | 75.276         |
|          | +GIT     | 49.375         | 73.314         |
| LDAM + DRS |        | 57.545         | 77.487         |
|          | +GIT     | 53.051         | 73.946         |