Abstract—Reliability is essential for storing files in many applications of distributed storage systems. To maintain reliability, when a storage node fails, a new node should be regenerated by a repair process. Most of the previous results on the repair problem assume perfect (error-free) links in the networks. However, in practice, especially in wireless networks, the transmitted packets (for repair) may be lost due to, e.g., link failure or buffer overflow. We study the repair problem of distributed storage systems in packet erasure networks, where a packet loss is modeled as an erasure. The minimum repair-bandwidth, namely the amount of information sent from the surviving nodes to the new node, is established under the ideal assumption of infinite number of packet transmissions. We also study the bandwidth-storage tradeoffs in erasure networks. Then, the use of repairing storage nodes (nodes with smaller storage space) is proposed to reduce the repair-bandwidth. We study the minimal storage of repairing storage nodes. For the case of a finite number of packet transmissions, the probability of successful repairing is investigated. We show that the repair with a finite number of packet transmissions may use much larger bandwidth than the minimum repair-bandwidth. Finally, we propose a combinatorial optimization problem, which results in the optimal repair-bandwidth for the given packet erasure probability and finite packet transmissions.
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I. INTRODUCTION

DISTRIBUTED storage systems have recently attracted substantial research interest for many applications such as file sharing, cloud storage and data centers. Although these research results are mostly for wired networks, distributed storage systems can also be applied in wireless networks. For instance, consider a scenario of applying a distributed storage system in a delay tolerant network (DTN) with wireless channels, as shown in Fig. 1. A DTN is a network in which there might not be direct links between a source and destinations, and services can tolerate an acceptable level of incurred delay [2]. In the scenario in Fig. 1, a base station distributes a source file within the mobile nodes, which may move towards arbitrary directions. Then a data collector (DC) can rebuild the source file by meeting a certain number of these mobile storage nodes.

In distributed storage systems, it is important to keep the stored file reliable even if storage nodes are unreliable. Unreliability in storage nodes might stem from disk failure or power off. However, the failure might not be limited only to those cases. For instance, in the network in Fig. 1, a mobile node leaving the system can be considered as node failure. Since node failure may happen frequently, a distributed storage system needs a mechanism to maintain the reliability, namely, to regenerate a new node. Such a mechanism of a new node being regenerated is called a repair process. In this process, surviving nodes transmit sufficient packets to the new node for repair.

In wireline and wireless networks, there may also be unreliability in transmission links. In wireline networks, the transmitted packets may be lost due to buffer overflow in an intermediate node [5]. In wireless networks, packets may be lost due to channel unreliability (caused by e.g., fading or interference). Thus, not only storage nodes, but also links between nodes can be unreliable. In such an environment, designing a robust distributed storage system is challenging.

We model a packet loss as an erasure, and then study the repair problem in packet erasure networks. We aim to minimize the amount of information that is sent from the surviving nodes to the new node, namely repair-bandwidth, in packet erasure networks. In these networks, we derive a lower bound for the repair-bandwidth and then prove that the lower bound is achievable by the use of random linear codes. We show that the minimum repair-bandwidth can be achieved when the number of packet transmissions from each surviving node to the new node tends to infinity (asymptotic analysis). By asymptotic analysis, we propose a method of exploiting limited-capacity storage nodes, termed as repairing storage nodes, to reduce the repair-bandwidth. We study the minimal storage of repairing storage nodes. We also show that if the number of packet transmissions is finite, the repair-bandwidth can be much larger than that of the asymptotic analysis. We term this repair-bandwidth as practical repair-bandwidth. Then we propose a method to minimize the practical repair-bandwidth by studying the reliability of repair, i.e., the probability of successful repair. Our study shows that a method with lower asymptotic repair-
Erasure codes are generally used for protecting files in distributed storage systems. For an \((n, k)\)-erasure code, a source file is divided into \(k\) parts (also called packets or fragments) and then encoded to \(n\) parts. Suppose the source file, denoted by vector \(m = [m_1, \ldots, m_k]^T\), contains \(k\) packets. Each packet \(m_i, (i \in [k])\) consists of elements from the Galois field \(GF(q)\), where \(q\) represents the field size. Note that in this paper, to simplify illustration, we assume all packets have the same length and packets are the basic information unit. If vector \(x = [X_1, X_2, \ldots, X_n]\) denotes the encoded vector then \(X_i = g_i^T m, (i \in [n])\), where \(g_i\) is a \(k\) dimensional column vector with elements from the Galois field \(GF(q)\). In the network coding literature, vector \(g_i\) is known as a global encoding vector \(3\). Consequently, a data collector, which is interested to download the source file, can reconstruct the file by receiving \(k\) packets having independent global vectors, and then performing decoding e.g., Gaussian elimination to recover \(m\).

The maximum reliability for an \((n, k)\)-erasure code is achieved when every \(k\) out of \(n\) packets can rebuild the source file. This property of reconstructing the file from any \(k\) out of \(n\) packets is termed as reconstruction property. MDS (Maximum Distance Separable) codes are erasure codes satisfying the reconstruction property. By encoding a file of size \(M\) by an \((n, k)\)-MDS codes, each node stores \(M/k\) packets in a distributed storage system, which is the minimum storage to reconstruct the file by \(k\) nodes. As an example, consider the scenario in Fig. 1 a file of size \(M = 4\) packets is encoded by a \((4, 2)\)-MDS code. Thus each node stores \(M/k = 2\) packets and a sink (or a data collector) can rebuild the source file by meeting at least \(k = 2\) storage nodes.

When a node fails, to maintain the reliability of the system, a new node is regenerated. In the regenerating process, the surviving nodes transmit sufficient data to the new node such that the system with the new node still maintains the reconstruction property. Yet the new node may have different coded symbols comparing to the failed one. This is called functional repair. In another kind of repair, which is known as exact repair, the new node is exactly the same as the failed node. In this paper, we only consider the functional repair. Yet, the results can be extended to the exact repair.

Although MDS erasure codes are efficient in the use of storage space for providing reliability, they are not efficient in the number of packets to download for repair, called repair-bandwidth. A naive approach for repair is to rebuild the source file (by downloading \(M\) packets from the surviving nodes) and then regenerate the new node (e.g., exactly as the failed one). However, downloading \(M\) packets for regenerating \(M/k\) packets (which one node stores) is not efficient in term of the repair-bandwidth. Reference [4] models the repair process by an information flow graph as a multicast problem in error-free networks (lossless networks). Cut-set bound analysis on the information flow graph shows that a sink (or data collector) can download the original file of size \(M\) if

\[
\sum_{i=0}^{k-1} \min\{\alpha, (d-i)\beta\} \geq M, \tag{1}
\]

where \(\alpha\) denotes the individual node’s storage capacity, and \(d\) denotes the number of surviving nodes involved in the repair \((d \geq k)\), and \(\beta\) denotes the repair traffic sent by each of the nodes among \(d\) surviving nodes.

Superscript \(T\) denotes transpose operation.
Definition 1. Capacity of the distributed storage system: the term $\sum_{i=0}^{d-1} \min\{\alpha, (d-i)\beta\}$ under the dynamic of node failure/repair. For the optimal codes $\sum_{i=0}^{d-1} \min\{\alpha, (d-i)\beta\} = M$.

Here the dynamic of node failure/repair means a process in which nodes continuously fail and repair. The authors in [4] derived an explicit form of relation between $\alpha, \gamma = d\beta, d$, and $k$ for the points on the fundamental optimal bandwidth-storage tradeoff (tradeoff between $\alpha$ and $\gamma$). The codes achieving the optimal tradeoff are called regenerating codes. The results in [4] show that by increasing the capacity of storage nodes the repair-bandwidth can be reduced.

The codes achieving two extreme points on the fundamental bandwidth-storage tradeoff are termed as minimum storage regenerating (MSR) and minimum bandwidth regenerating (MBR) codes. These two points can also be derived by two sequential optimization processes under constraint (1). MSR codes are achieved by first minimizing the storage and then minimizing the repair-bandwidth. The minimum storage capacity required for the reconstruction property is $M/k$. Thus, storage nodes by MSR codes store the same amount of data as the MDS codes. However, MSR codes have the minimum bandwidth in regenerating a new node. From the bound in (1), we can derive the minimum repair-bandwidth for an MSR code as

$$\alpha_{\text{MSR}} = \frac{M}{k}, \quad \gamma_{\text{MSR}} = \frac{Md}{k(d-k+1)}. \quad (2)$$

In the optimization process, if we first minimize the repair-bandwidth and then storage per each node, another extreme point, the MBR point, is achieved. It can easily be verified that in general $\gamma \geq \alpha$ [6]. For MBR codes $\gamma = \alpha$. Therefore, setting $\gamma = d\beta = \alpha$ on the optimum bound $\sum_{i=0}^{d-1} \min\{\alpha, (d-i)\beta\} = M$ yields

$$\alpha_{\text{MBR}} = \frac{2Md}{k(2d-k+1)}, \quad \gamma_{\text{MBR}} = \frac{2Md}{k(2d-k+1)}. \quad (3)$$

References [7], [8], [9] studied the code construction and achievability of the functional and exact repair. In [10], cooperative regenerating codes are proposed to reduce the bandwidth in the scenario of multiple-node failure. References [11], [12] suggest surviving node cooperation in order to minimize the cost of repair in multi-hop networks. Yet, in most of the previous work of regenerating codes, it is assumed that links between storage nodes are perfect, without any error or erasure. In distributed storage systems, especially for those in wireless networks (as the example in Fig. 1), packets on the channels may be lost due to physical layer errors (e.g., channel fading and interference) or network layer errors (e.g., buffer overflow). Then, the redundant data needs to be transmitted for repair. Recently reference [13] has suggested a regenerating code which is resistant to a specific number of path failures by requesting more nodes to join the repair process. Particularly, for the code resistant to $d_2$ number of path failures, it is required to transmit from $d_{tot} = d_1 + d_2$ surviving nodes instead of $d_1$ nodes ($d_1$ nodes are assumed to be sufficient for repair with the perfect channels). However, reference [13] has not considered transmission errors of individual packet and how to achieve optimal repair-bandwidth under such scenarios.

We call a regenerating process successful when the new node together with the surviving nodes has the reconstruction property. Also, reference [13] has not studied the probability of successful repair and how to construct the optimal codes (to reduce the repair bandwidth). We will study the optimal codes to achieve the minimal repair bandwidth. We shall consider the probability of successful repair and show that the optimal $d_1$ and $d_2$ depend on the erasure probability of the links. Thus, we can find the code maximizing the probability of successful repair, given the constraints of repair-bandwidth.

Other related results on network coding for erasure networks are as follows. The capacity of wireless erasure networks has been studied in [14]. It is shown in [5] that the capacity of packet erasure networks can be achieved by random linear codes. In references [15], [16], the probability of successful reconstruction of a source file is studied in erasure networks. However, the papers did not study the regenerating problem. References [2], [15] study delay tolerant networks. In [15], the authors show that there is no unique answer to the question whether coding for distributing a file maximizes the probability of successful reconstruction or not.

For the notation, we follow the same notations as [4]. That is, in a distributed storage system characterized by parameters $(n, k, d, \alpha, \gamma, M)$, $n$ denotes the number of nodes; $k$ denotes the reconstruction parameter (every $k$ nodes can rebuild the original file); $\alpha$ denotes the storage capacity of each node; $d$ denotes the number of surviving nodes helping the repair (here considering only $k \leq d \leq n - 1$); $\gamma$ denotes the repair-bandwidth and $M$ denotes the size of the source file. The notations are also listed in Table I. In this paper, we assume $\alpha, \beta$ and $\alpha/\beta$ are positive integers.

### III. Repair in Erasure Networks

In this section, we study the repair process in a packet erasure network. The system model is as follows. When a node fails, a new node is regenerated by the help of $d$ surviving nodes. There are direct but lossy links from the surviving nodes to the new node. The transmitted packets on the links might be erased with a packet erasure probability $p$. To simplify analysis, we assume all the links have equal packet erasure probabilities. In addition, we assume that the erasure events for different packets are independent identically
distributed (i.i.d). When a packet is erased all the content of the packet will be lost. Otherwise all the content will be received correctly. We shall analyze the required repair-bandwidth in packet erasure networks in what follows.

For a point-to-point channel with i.i.d. packet erasure and probability $p$, the capacity of channel is $1-p$, which is derived from the capacity of binary erasure channels as described in [17]. The capacity is achieved when the number of packet transmissions tends to infinity. That is, to correctly receive $N$ packets in a packet erasure channel with an erasure probability $p$, a transmitter must send $N/(1-p)$ packets, if $N$ tends to infinity.

For multicast in a packet erasure network, an upper bound of information rate from a source to all the destinations (or data infinity. A cut refers to dividing the set of nodes in the network into two complement sets of $U$ and $\overline{U}$ such that one set contains the source and another contains sinks. The cut capacity is the sum of capacities of the edges from the set containing the source to the complement set. From the cuts, a cut with the minimum capacity, termed as min-cut, determines the maximum rate of information from a source to destinations. The maximum rate can be achieved asymptotically, for instance, by the use of random linear network codes [18]. Although the rate can also be achieved by retransmission when perfect feedback channels are available, it may be difficult due to the incurred delay or complexity of feedback in multicast networks [18].

The maximum information rate between a source and data collectors in a distributed storage system under the dynamic of node failure/repair can be derived by the cut-set analysis on the information flow graph. The information flow graph is a directed acyclic graph on which a source file is transmitted to the data collectors in the presence of (potentially) infinite number of node failure/repair. Each storage node is modeled by two nodes, in and out nodes, which are connected by a link of capacity $\alpha$. A source node, denoted as $S$, contains a file of size $M$ packets. The source is connected to in nodes by links of capacity $\alpha$. When a node fails, $d$ surviving nodes send packets to the new node. The erasure channel from each surviving node to the new node is represented by a link with capacity $(1-p)^{\beta}$, where $\beta$ denotes the number of packets transmitted from each node among $d$ surviving nodes, and $p$ denotes the packet erasure probability. A data collector (DC) by connecting at-least $k$ nodes (through infinite-capacity links) can reconstruct the original file. An information flow graph is shown in Fig. 2. The following proposition characterizes the capacity of a distributed storage system in packet erasure networks.

**Proposition 1.** The capacity of a distributed storage system with parameters $(n, k, d, \alpha, \beta, M)$ having (potentially) infinite number of node failure/repair, and links with packet erasure probability $p$ is given by

$$C = \sum_{i=0}^{k-1} \min\{\alpha, (d-i)(1-p)^{\beta}\}. \quad (4)$$

Proof: We show that the upper bound of the information rate in such a multicast network equals $\sum_{i=0}^{k-1} \min\{\alpha, (d-i)(1-p)^{\beta}\}$. For that, we follow the approach adopted in [4]. We thus show that the min-cut in the information flow graph equals $C$. Since the information flow graph is directed acyclic graph, then there is a topological sorting [3]. Hence, the information flow graph after $k$ failure/repair processes can be shown in $k$ subsequent stages, as depicted in Fig. 2. We first prove there is a cut in the network with capacity $C$. For the purpose, consider a cut that passes a route with a minimum capacity at any stage of repair. For example at stage 1, the cut selects a route between $\alpha$ and $d(1-p)^{\beta}$, where $(1-p)^{\beta}$ is the capacity of an erasure link between one of the surviving nodes and the new node. At stage 2, since the new node can get $(1-p)^{\beta}$ packets from previously regenerated node, then the cut selects between $\alpha$ and $(d-1)(1-p)^{\beta}$, and so on.

Finally, there will be a graph with a cut capacity equivalent to $\sum_{i=0}^{k-1} \min\{\alpha, (d-i)(1-p)^{\beta}\}$. Any other cut has capacity greater than, or equal to, $C$. This states $C$ as the min-cut of the network.

For the achievability, random network codes can be used for encoding the data on the storage and also for transmitting the repair traffic from the surviving nodes to the new node. Since random network coding is capacity approaching for the multicast in packet erasure networks [18], we can use the codes in our proof. Then the capacity is achievable, conditioning that the field size of codes is large enough, and the number of packet transmissions tends to infinity.

Alternatively, for the achievability, we can construct the regenerating codes in packet erasure networks by first constructing a regenerating code $(n, k, d, \alpha, \beta = \beta(1-p), M)$ in a lossless network. For given $\alpha$ and $\beta$ on the optimal bound, the constraint $\sum_{i=0}^{k-1} \min\{\alpha, (d-i)(1-p)^{\beta}\} = M$ yields $\sum_{i=0}^{k-1} \min\{\alpha, (d-i)(1-p)^{\beta}\} = M$. Hence, we can construct an $(n, k, d, \alpha, \beta, M)$ regenerating codes, e.g. as in [4]. Next, we use random linear network coding for transmitting packets from $d$ surviving nodes to the new node. That is, each surviving node linearly combines its $\beta$ repair packets by random coding coefficients, which are uniformly selected from GF(q). The new node recovers $\beta$ packets from each link after receiving $\beta$ packets having independent global vectors. For that, each surviving node transmits $\beta/(1-p)$ packets.

Consequently, it turns out that the asymptotic repair-bandwidth (when the number of repair packets goes to infinity), which is denoted as $\gamma'$, for a given $\alpha$ equals $\gamma' = d\beta = (d\beta)/(1-p)$. The optimal repair-bandwidth for varying individual node storage capacities can thus be derived by multiplying the factor $1/(1-p)$ to the fundamental repair-bandwidth in lossless network (derived in [4]). This is expressed in the following corollary.

**Corollary 1.** Let $\gamma'$ denote the repair-bandwidth in a packet erasure network. Then, the storage capacity of each node, $\alpha$ is derived as a function of parameters $n, k, d, \gamma', p$ as

$$\alpha = \begin{cases} \frac{M}{k} & \text{if } \gamma' \in \left[0, \frac{1}{1-p}\right), \\ \frac{M-q(1-p)\gamma'}{k-1} & \text{if } \gamma' \in \left[\frac{1}{1-p}, \frac{q(1-p)}{1-p}\right), \\ i = 1, ..., k-1, \end{cases}$$
where
\[ f(i) = \frac{2M d}{(2k - i - 1)i + 2k(d - k + 1)), \]
and
\[ g(i) = \frac{(2d + 2k + i + 1)i}{2d}. \]

Hence, two extreme points on the bandwidth-storage tradeoff are as follows. For the MSR codes,
\[ \alpha_{\text{MSR}} = \frac{M}{k(d-k+1)(1-p)} \]
\[ \gamma_{\text{MSR}} = \frac{Md}{k(d-k+1)(1-p)}. \]

For the MBR codes,
\[ \alpha_{\text{MBR}} = \frac{2Md}{k(2d-k+1)} \]
\[ \gamma_{\text{MBR}} = \frac{2Md}{k(2d-k+1)(1-p)}. \]

IV. REDUCING ASYMPTOTIC REPAIR-BANDWIDTH

A. Problem Formulation

Following the results in the previous section, we shall propose the approach of using capacity-limited storage nodes in networks to reduce the repair-bandwidth. We show that this method can reduce the repair bandwidth in lossless networks and also in packet erasure networks. As shown before, the asymptotic repair-bandwidth for a distributed storage system with parameters \((n, k, d, \alpha, \gamma') = (d\beta', M)\) in a packet erasure network with link erasure probability \(p\) is computed by multiplying the factor \(1/(1-p)\) to the repair-bandwidth for a system with parameters \((n, k, d, \alpha, \gamma) = (\gamma, M)\) in a lossless network. Namely, \(\gamma' = \gamma/(1-p)\).

In what follows, we will first show that the repair-bandwidth is a decreasing function of \(d\), the number of surviving nodes in the repair. The following two lemmas show this for two extreme points, namely MSR and MBR codes.

**Lemma 1.** Consider a distributed storage system using an MSR code with parameters \((n, k, d, \alpha) = (M/k, \gamma(d) = d\beta, M)\) in a lossless network. If the number of surviving nodes for repair increases from \(d\) to \(d+h\), for a positive integer \(h\), then the repair bandwidth decreases from \(\gamma_{\text{MSR}}(d) = Md/(k(d-k+1))\) to \(\gamma_{\text{MSR}}(d+h) = M(d+h)/(k(d+h-k+1)).\)

**Proof:** From (2), we have \(\gamma_{\text{MSR}}(d) = Md/(k(d-k+1),\) and \(\gamma_{\text{MSR}}(d+h) = M(d+h)/(k(d+h-k+1)).\) We shall show that \(\gamma_{\text{MSR}}(d) \geq \gamma_{\text{MSR}}(d+h).\) Since \(k \geq 1\), we have
\[ 0 \geq h(-k+1) \]
\[ \Rightarrow d^2 + hd - kd + d \geq d^2 + hd - kd - dhk + h \]
\[ \Rightarrow d(d+h-k+1) \geq (d+h)(d-k+1) \]
\[ \Rightarrow \frac{Md}{k(d-k+1)} \geq \frac{M(d+h)}{k(d+h-k+1)} \]
\[ \Rightarrow \gamma_{\text{MSR}}(d) \geq \gamma_{\text{MSR}}(d+h) \]

Similarly, we can prove for the MBR codes.

**Lemma 2.** Consider a distributed storage system using an MBR code with parameters \((n, k, d, \alpha_1 = \gamma_1 = 2Md/k(2d-k+1), M)\) in a lossless network. If the number of surviving nodes for repair increases from \(d\) to \(d+h\), for a positive integer \(h\), then the repair bandwidth decreases from \(\gamma_{\text{MBR}}(d) = \frac{2Md}{k(2d-k+1)(1-p)}\) to \(\gamma_{\text{MBR}}(d+h) = \frac{2Md}{k(2d-k+1)(1-p)}\).
The optimization problem seeks to find the minimum amount of $\alpha$, for $\alpha < \alpha'$, such that the repairing storage nodes can still be useful in the repair of the complete storage nodes. Formally, for given $d, h, \gamma$, and $\alpha$, we first find a lower bound for the repair-bandwidth ($\gamma$) by the following optimization problem

$$\min_{\beta} \gamma = (d + h)\beta$$

subject to: $$\sum_{i=0}^{k-1} \min\{\alpha, (d - i + h)\beta\} \geq M.$$ (19)

The constraint in this optimization problem is for the reconstruction property. Next, we find the minimum amount of $\alpha$ for achieving the lower bound of the repair-bandwidth found in (19).

B. The bandwidth gain of repairing storage nodes

Consider a distributed storage system with parameters $(n, k, d, h, \alpha, \alpha', \beta, M)$. Each helper node transmits $\beta$ packets for repairing each complete storage node. The lower bound of the repair-bandwidth is found by the cut-set bound analysis in the information flow graph.

The information flow graph consists of four types of nodes: a source node, complete storage nodes with capacity $\alpha$, repairing storage nodes with capacity $\alpha'$, and data collectors (DCs). Complete storage nodes are generally modeled by two nodes as in and out nodes, which are connected by a link of capacity $\alpha$. A source node, denoted as $S$, initially transmits information to the storage nodes through the links of capacity $\alpha$. The source node also transmits $\alpha'$ packets of information to each repairing storage node. A DC recovers the original file by connecting to at least $k$ complete storage nodes. If a complete storage node fails, $d$ surviving nodes plus $h$ repairing storage nodes transmit in total $\gamma = (d + h)\beta$ to the new node. The information flow graph of repair process is illustrated in Fig. I.

The following proposition evaluates an upper bound in the information rate in the presence of $h$ repairing storage nodes.

Proposition 2. An upper bound of information rate in distributed storage system with parameters $(n, k, d, h, \alpha, \alpha', \beta, M)$ is

$$\sum_{i=0}^{k-1} \min\{\alpha, (d - i + h)\beta\},$$ (20)

and thus DC can recover the original file if

$$\sum_{i=0}^{k-1} \min\{\alpha, (d - i + h)\beta\} \geq M.$$ (21)

Proof: By cut-set analysis, we show that $\sum_{i=0}^{k-1} \min\{\alpha, (d - i + h)\beta\}$ is the min-cut in the information flow graph. Consider a DC that is connected to $k$ new nodes. Since the information flow graph is a directed acyclic graph, there is a topological sorting [3]. Thus the information flow graph after $k$ failure/repair processes can be shown in $k$ subsequent stages, as depicted in Fig. I. The min-cut at any stage passes a route with a minimum capacity. For example at stage 1 the min-cut selects between $\alpha$ and $(d + h)\beta$. At stage 2, since the new node can get $\beta$ amount of information from regenerated node in previous stage, then the min-cut selects between $\alpha$ and $[(d + h) - 1]\beta$, and so on. Finally a graph with a cut capacity equals to $\sum_{i=0}^{k-1} \min\{\alpha, (d - i + h)\beta\}$ is...
yielded. Any other cut in the network has capacity greater than, or equal to the calculated min-cut. To transmit a file of size \( M \), from the source to a DC, there must be 

\[
\sum_{i=0}^{k-1} \min\{\alpha, (d-i+h)\beta\} \geq M.
\]

Solving inequality (21) for \( M \) yields a lower bound of \( \beta \) in term of \( M \). We note that the lower bound has been derived with the assumption that the repairing storage nodes store a proper coded data such that can be used the same as complete storage nodes in repair. We shall discuss the achievable codes in next subsection. The potential gain of using the repairing storage nodes can be derived at this stage. We can find the minimum storage regenerating codes and minimum bandwidth regenerating codes when there exist \( h \) repairing storage nodes.

To find the minimum repair-bandwidth in the MSR point, we first minimize \( \alpha \). Since \( \alpha \geq \frac{k}{d} \), then \( \alpha_{\text{MSR}} = M/k \). For the minimum storage to satisfy \( \sum_{i=0}^{k-1} \min\{\alpha, (d-i+h)\beta\} = M \), we must have 

\[
(d+h-k+1)\beta = \alpha,
\]

thus the minimum repair-bandwidth is

\[
\gamma_{\text{MSR}} = \frac{M(d+h)}{k(d-k+h+1)}.
\] (22)

Another extreme point, the MBR point, is given for \( \gamma = \alpha \) in inequality (21). Hence,

\[
\alpha_{\text{MBR}} = \frac{2M(d+h)}{k(2d+h)-k+1},
\] (23)

\[
\gamma_{\text{MBR}} = \frac{2M(d+h)}{(2d+h)(d-k+1)}.
\] (24)

This results show a reduction in repair-bandwidth by a factor of \( \frac{d(d+h-k+1)/((d+h)(d-k+1))}{d(2(d+h)-k+1)/((d+h)(2d-k+1))} \) for MSR codes, and by a factor of \( \frac{d(2(d+h)-k+1)/((d+h)(2d-k+1))}{d(2(d+h)-k+1)/((d+h)(2d-k+1))} \) for MBR codes. We note that we could achieve these gains by adding \( h \) complete storage nodes. However, repairing storage nodes have smaller storage space \( \alpha' < \alpha \). The minimal \( \alpha' \) for \( h = 1 \) will be discussed as follows. For \( h > 1 \), we can follow a similar approach.

C. Minimum repairing storage capacity for the MSR codes

We show that there exist linear codes for repair in a DSS satisfying bound in Proposition 2 when each complete storage node stores \( \alpha = M/k \), and a repairing storage node stores \( \alpha' = \beta \). We note that \( \alpha = \beta \) is the minimum storage capacity for repairing storage node, since each repairing storage node transmits \( \beta \) packets of information.

Proposition 3 (Achievability for MSR codes with \( \alpha' = \beta \)).

For a repair process in a DSS with parameters \( (n, k, d = n-1, h = 1, \alpha = M/k, \alpha' = \beta, \beta, M) \) of MSR codes, there exist linear codes if each of \( d+1 \) helper nodes, including the repairing storage node, transmits \( \beta = M/(k(d-k+2)) \) packets to the new node.

Proof: See Appendix A.

Proposition 3 shows that reducing the repair-bandwidth for the MSR codes can be attained by adding a repairing storage node with storage capacity of \( \beta \) instead of using a complete storage node with capacity \( \alpha = M/k = k(d-k+2) \). Hence, it requires less storage by the ratio of \( (d-k+2) \).

In the next subsection, we investigate the minimum storage required for a repairing storage node at the MBR point.

D. Minimum repairing storage capacity for the MBR codes

We show that another extreme point on the bandwidth-storage tradeoff can be achieved in the presence of one repairing storage node. As we shall show, for the achievability of the MBR point, the repairing storage node requires more storage capacity than in the case of MSR codes (which was \( \alpha' = \beta \)). Next proposition proves non-achievability of the MBR point for \( \alpha' < k\beta \).

Lemma 3 (Non-achievability for MBR codes with \( \alpha' < k\beta \)).

For the MBR codes in a DSS with parameters \( (n, k, d, h = 1, \alpha = (d+1)\beta, \alpha', \beta, M) \), we have \( \alpha' \geq k\beta \).

Proof: We prove by contradiction. Assume \( \alpha' = (k-1)\beta < k\beta \) (without essential loss of generality we assume \( \alpha' \) and \( \beta \) are non-negative integers). Let \( S \) denote the random variable representing the source file. For the source file of size \( M \) bits, we have \( H(S) = M \), where \( H(X) \) refers to the entropy of random variable \( X \). Next, let \( W_i \) denote the random variable representing the content of node \( i \) for \( i \in [n] \). Assume \( W_{n+i} \) denotes the corresponding random variable for the content of the new node after \( i \) stages of repair. Since
every $k$ nodes have to reconstruct the original file, we have,

$$M = \begin{cases} H(W_{i+1}, W_{i+2}, \cdots, W_{i+k}) & (25) \\ H(W_{i+1}) + H(W_{i+2} | W_{i+1}) + \cdots + H(W_{i+k} | W_{i+1}, \cdots, W_{i+k-1}) & (26) \\ (d+1)\beta + (d)\beta + \cdots + (d-k+1)\beta + (d-k+1)\beta & (27) \\ M - \beta, & (28) \end{cases}$$

which is a contradiction.

In the proof, (25) follows by the chain rule of entropy, (26) follows from the fact that each new node in stage $i$, conditioning on knowing information in previous stages, receives $(d+1-i)\beta$ new information. Also, (27) follows from the fact that $\alpha = (k-1)\beta$, and (28) follows the fact that the point is located on the bandwidth-storage tradeoff, thus $\sum_{i=0}^{k-1} (d-i+1)\beta = M$.

The next proposition shows that MBR codes can be achieved if the repairing storage node stores $\alpha' = k\beta$.

**Proposition 4 (Achievability for MBR codes with $\alpha' = k\beta$).**

For the repair process of MBR codes with a repairing storage node with storage capacity $\alpha' = k\beta$, there exist linear codes if each of $d+1$ nodes, including the repairing storage node, transmits $\beta = 2M/(k(2d-k+3))$ packets to the new node.

**Proof:** See Appendix B.

**Proposition 4** shows that reducing the repair-bandwidth for the MBR codes can be attained by adding a repairing storage node with storage capacity of $k\beta$ instead of $(d+1)\beta$. Note that in some scenarios (if not most), $d = n - 1$. Thus, using repairing storage nodes always reduces storage space substantially.

According to results in Section III we can derive the asymptotic optimal repair-bandwidth in packet erasure networks as follows.

**E. Repair with repairing storage nodes in packet erasure networks**

Above results show that repair bandwidth can be reduced if a repairing storage node is used for a distributed storage system with error-free channels. In what follows, we shall show that a repairing storage node can also reduce the repair-bandwidth in packet erasure networks. The analysis and code construction are similar with the analysis in Section III. Again, in a packet erasure network with links having equivalent erasure probabilities, $p$, the asymptotic optimal repair-bandwidth equals to that of the repair-bandwidth in lossless network multiplying $1/(1-p)$. The following two corollaries illustrate more formally the impact of a repairing storage node in packet erasure networks. We note that the results are for $h = 1$, and for $h > 1$, we can follow the similar approach.

**Corollary 2.** For a DSS with parameters $(n, k, d, h = 1, \alpha = M/k, \alpha' = k\beta, \beta = \beta/(1-p), M)$ in a packet erasure network with channels having packet erasure probability $p$, the asymptotic optimal repair-bandwidth repair is $\gamma_{\text{MBR}} = M(d+1)/(k(d-k+2)(1-p))$.

Similarly, for MBR codes there is a corollary as follows.

**Corollary 3.** For a DSS with parameters $(n, k, d, h = 1, \alpha, \alpha' = k\beta, \beta' = \beta/(1-p), M)$ in an erasure network with channels having packet erasure probability $p$, the asymptotic optimal repair-bandwidth is $\gamma_{\text{MBR}} = 2M(d+1)/(k(2d-k+3)(1-p))$.

**V. REDUCING THE REPAIR-BANDWIDTH FOR THE CASE OF FINITE PACKET TRANSMISSIONS**

Above we have investigated the optimal repair-bandwidth in packet erasure networks under the ideal assumption of infinite number of repair packet transmissions. However, due to the constraints of e.g., delay or complexity, the number of packet transmissions may be finite. It is thus interesting to study the repair-bandwidth in the case of a finite number of packet transmissions. Since the repair may fail (the node does not receive sufficient repair packets), we first analyze the probability of successful repair (PSR). Then, we will propose a method to reduce the repair-bandwidth under the constraint of the PSR. The asymptotic optimal repair-bandwidth derived in previous sections will be used as a lower-bound of the repair-bandwidth of a finite number of packet transmissions.

We assume that the packet erasures are i.i.d. Bernoulli random process with probability $p$ and a regenerating code designated by parameters $(n, k, d, \alpha, \beta, M)$. A surviving node then transmits $t$ packets formed by linear combination (in GF($q$)) of $\beta$ repair packets. Previously we showed that $t = \beta(1-p)$ for the infinite number of packet transmissions. For a finite number of transmissions, let $P_t$ denote the probability of successfully receiving $\beta$ repair packets from each surviving node. If $t$ packets are transmitted, the probability of successful recovery of $\beta$ packets (using the result in [19], [20]) equals

$$P_t = \left\{ \begin{array}{ll} \sum_{i=\beta}^{t} \binom{t}{i} (1-p)^i p^{t-i} \Pi_{q=1}^{\beta-i}(q^{\alpha-q}) & \text{if } t \geq \beta, \\ 0 & \text{otherwise}. \end{array} \right.$$  

Hence, the PSR is equivalent to the probability of successfully receiving repair traffic from $d$ links. That is

$$P_s = P_t^d.$$  

Fig. 5 shows the PSR for a distributed storage system using MBR codes with parameters $(n = 10, k = 5, d = 9, \alpha = 18, \beta = 2, M = 70)$ and $p = 0.3$. We observe that the required repair-bandwidth for $P_s$ approaching 1 is larger than the optimum repair-bandwidth. That is, the bandwidth overhead ratio $t/\beta$ might be several times greater than the optimal value $1/(1-p)$ due to finite number of packet transmissions. In what follows, we shall find the minimum bandwidth under the constraint of the PSR. Let us define $\delta$, for $0 \leq \delta \leq 1$, as a parameter indicating how close the PSR is to 1. In addition, let us define the minimum required bandwidth to achieve the PSR greater than $1 - \delta$ as practical repair-bandwidth for given $\delta$ and $d$ helper nodes, which is denoted as $\hat{\gamma}(\delta, d)$. Then

$$\hat{\gamma}(\delta, d) = \min_{t} \frac{dt}{P_s} \geq 1 - \delta.$$  

subject to: $P_s \geq 1 - \delta$.  

(31)
by linear combinations of transmissions tends to infinity, receiving values of repair bandwidth (for the repair. The second scheme requires larger asymptotic denot...the lower the bandwidth overhead ratio, \( \beta \). However for a finite number of packet transmissions, larger number of packets a regenerating code of exploiting these surviving nodes to the aim of reducing the number of surviving nodes to the repair. Suppose there are two schemes used and then each of \( d_1 \) surviving nodes sends \( \frac{s}{t/\beta} \) repair packets. Successfully receiving \( \beta \) packets from each of \( d_1 \) links guarantees successful repair. Note that if the new node receives fewer than \( \beta \) packets for a helper node, the received packets from this nodes cannot be used. To increase the PSR, \( d_2 \) number of surviving nodes transmit redundant data for the repair. In total there are \( d_{\text{tot}} \) surviving nodes. Each surviving node still transmits \( t \) packets, each of which is formed by a linear combination of \( \beta(d_1) \) repair packets. Hence, the PSR is that the new node receives from at least \( d_1 \) out of \( d_1 + d_2 \) surviving nodes, which is calculated by

\[
P_s = \sum_{i=d_1}^{d_1 + d_2} \binom{d_1 + d_2}{i} (P_{\beta})^i (1 - P_{\beta})^{d_1 + d_2 - i}.
\]

Given the constraint that the PSR is greater than \( 1 - \delta \), we minimize the practical repair-bandwidth \( \gamma(\delta, d_1 + d_2) \) by changing the value of \( d_1 \) and \( d_2 \). The optimization problem can be formulated as follows,

\[
\min_{d_1, d_2} \gamma(\delta, d_1 + d_2)
\]

subject to:

\[
P_s \geq 1 - \delta, \quad d_1 + d_2 \leq d_{\text{tot}}.
\]

Solving the optimization problem on the previous example shows that there is no unique solution for all cases. That is, the optimal repair-bandwidth approach depends on the probability of packet erasure on the links. For illustration, we use the optimization problem in the previous example and find the corresponding \( d_1 \) and \( d_2 \) for the different values of packet erasure probabilities. The values of \( d_1 \) and \( d_2 \) that minimize the repair-bandwidth are shown in Fig. 7. We can conclude that for the network with higher erasure probabilities, more helper nodes (larger \( d_2 \)) should be used to increase the probability of successful repair. Conversely, for the network with lower erasure probabilities, less redundant data is needed, and the optimal practical repair-bandwidth is closer to the optimal asymptotic repair-bandwidth.
Fig. 6. Probability of successful repair in erasure networks for \( n = 10, k = 5 \) over the repair-traffic from each node. The figure compares practical repair-bandwidth regarding \( \delta = 0.01 \) versus optimal repair-bandwidth.

Fig. 7. The value of \( d_1 \) and \( d_2 \) that minimize the practical repair-bandwidth over different values of links packet erasure probability, \( p \). Here, \( \delta = 0.0001 \), and \( p \) changes from 0.01 to 0.1. For a network with higher \( p \) the reliability of repair becomes more critical and then repair-bandwidth is minimized when the redundant information is increased \( (d_2 \) increases).

VI. CONCLUSIONS

We studied the regeneration problem for distributed storage systems where channels are unreliable. We investigated the storage-bandwidth tradeoff and the optimal repair-bandwidth for packet erasure networks. We showed that repairing storage nodes can reduce the repair-bandwidth in packet erasure networks. We also studied the minimal storage for the repairing storage nodes. We investigated the probability of successful repair and the approach to reduce the repair-bandwidth when number of transmitted packets is finite. We showed that the optimal repair-bandwidth depends on the channel-erasure probabilities. In this paper, we assume that channels have non-bursty packet losses. Studying the repair problem in a network with bursty packet losses can be an interesting topic for future work.

APPENDIX

A. Proof of Proposition 4

The proof is based on random linear coding. By exploiting sparse-zero lemma [8], we show for large finite field size there exist linear codes for the repair problem.

Lemma 4 (sparse-zero lemma). Consider a multi-variable polynomial \( g(\alpha_1, \alpha_2, \ldots, \alpha_n) \) which is not identically zero, and has the maximum degree in each variable at most \( d_0 \). Then, there exist variables \( \gamma_1, \gamma_2, \ldots, \gamma_n \) in the finite field \( GF(q) \), for \( q \geq d_0 \), such that \( g(\gamma_1, \gamma_2, \ldots, \gamma_n) \neq 0 \).

\[ \text{Proof: See proof of Lemma 19.17 in [3].} \]

We shall give the code construction with the minimum repair-bandwidth. We split the source file of a size \( M \) into \( k \) fragments. We denote the source file by vector \( x = [x_1, x_2, \cdots, x_{k(n-k+1)}]^T \). Substituting these set of parameters \( (d = n - 1, h = 1, M = k(n - k + 1)) \) in Eq. (22), we have \( \beta = 1 \). We construct an \((n, k)\)-MDS code using the following Vandermonde matrix, as a generator matrix, \( G \),

\[
G = \begin{pmatrix}
1 & \alpha_1 & \alpha_1^2 & \cdots & \alpha_1^{c-1} \\
1 & \alpha_2 & \alpha_2^2 & \cdots & \alpha_2^{c-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \alpha_r & \alpha_r^2 & \cdots & \alpha_r^{c-1}
\end{pmatrix},
\tag{37}
\]

where \( r = n(n-k+1) + 1, c = k(n-k+1) \), and \( \alpha_i \) for \( i \in \{1, \cdots, r\} \) are distinct elements from the finite field \( GF(q) \), \( q \) is the design parameter and should be select properly (for the Vandermonde matrix \( q \geq r \)). Now, without loss of generality, assume rows \( i \) till \( i + n - k \) in matrix \( G \) represent the code on node \( i \), and denoted as \( Q_i \). Also the last row in matrix \( G \) represent the code for the repairing storage node, and is denoted as \( q_1 \).

Suppose node \( s_1 \) fails. We show that the code on new node, denoted as \( Q_{s_1} \), can be constructed such that

\[ \det([Q_{s_1}, Q_{s_2}, \cdots, Q_{s_k}]) \neq 0. \tag{38} \]

By the construction of matrix \( G \), the code vectors of selecting \( k - 1 \) nodes (let say nodes \( s_2, \cdots, s_{k-1} \)) among \( n \) storage nodes (that results \( n-k+1 \) vectors), and one vector from \( d = n-k+1 \) surviving nodes (that results \( d-k+1 = n-k \) vectors) plus one vector from the repairing storage node, which results in total \((n-k+1)(k-1) + (n-k) + 1 = k(n-k+1)\) vectors, are full rank. This means that, the left-hand side in equation (38) is not identically zero. Consequently, we can use Lemma 4 to deduce that there exist linear codes for large enough finite field size. This finalizes the proof.

B. Proof of Proposition 2

Let the \( M \) dimensional vector \( s \) denote the source file. Also, let \( x_i \) and \( Q_i \) denote the vector containing data on node \( i \) and the code on node \( i \), respectively. Then \( x_i = Q_i s \). Matrix \( Q_i \) has \( \alpha \times M \) size and \( x_i \) is a vector of size \( \alpha \). We first construct an MBR code in a DSS with parameters \((n+1, k, d+1, \alpha = (d+1)\beta, \beta = 2M/(k(2d-k+3))) \). The first part is without any repairing storage node, and the code can be constructed based on the path weanding approach in [7]. Then, we store in \( n \) storage nodes the designed code. In the second step, we store proper data on the repairing storage node. We store \( k\beta \) coded packets on the memory of repairing storage node in this way: assuming we are in repair stage \( i \), for \( i \in [k] \), we store on the repairing storage node \( \beta \) repair packets corresponding to the failure in stages \( i = 1, \cdots, k \). That means at repair stage \( i \) \((i \in [k])\), the repairing storage node only transfers \( \beta \) packets related to the corresponding failed node. For stages \( i > k \), the
repairing storage node sends a linear combination of its \( k \times \beta \)
stored data vectors.

We shall show that any repairing traffic that one node
sent at stage \( i > k \) can be stated as a linear combination
of repairing traffic that the same node have already sent in
stages \( i = 1, \ldots, k \). In other words, the repair traffic in any
stage is a linear combination of \( k \beta \) stored data. To prove that,
consider that every \( k \) nodes can recover the source file. Hence,
we can state the code on any node by a linear combination
of codes on nodes \( i = 1, \ldots, k \). Since repairing traffic is
also a linear combination of codes on storage nodes, then the
repair traffic one node sent in stage \( i > k \) can be stated as
a linear combination of data vectors in stages \( i = 1, \ldots, k \).
This finalizes the proof.

References

[1] M. Gerami, and M. Xiao, “Repair for distributed storage systems
in erasure networks,” in Proc. IEEE International Conferences on
Communications (ICC), 2013.

[2] S. Jain, K. Fall, and R. Patra, “Routing in a delay tolerant network,” in
Proc. ACM SIGCOMM, 2004.

[3] R. W. Yeung, Information Theory and Network Coding, Springer, 2008.

[4] A. G. Dimakis, P. B. Godfrey, Y. Wu, M. O. Wainwright, and K.
Ramchandran, “Network coding for distributed storage systems,” IEEE
Transaction of Information Theory, vol. 56, no. 9, pp. 4539-4551,
September 2010.

[5] D. S. Lun, M. Medard, R. Koetter, and M. Effros, “On coding for
reliable communication over packet networks,” Elesvier Physical
Communication, vol. 1, no. 1, pp. 3-20, 2008.

[6] N. B. Shah, K. V. Rashmi, P. V. Kumar, and K. Ramchandran, “Dist-
tributed storage codes with repair-by-transfer and non-achievability of
interior points on the storage-bandwidth tradeoff,” IEEE Transaction of
Information Theory vol. 58, no. 3, pp. 18371852, Mar. 2012.

[7] Y. Wu, “Existence and construction of capacity-achieving network codes
for distributed storage,” IEEE Journal on Selected Areas in Communi-
cation, Vol. 28, no. 2, pp. 277-288, Feb. 2010.

[8] Y. Wu, “Reducing repair traffic for erasure coding-based storage via
interference alignment,” in Proc. IEEE International Symposium on
Information Theory (ISIT), 2009.

[9] K. V. Rashmi, Nihar B. Shah, P. V. Kumar and K. Ramchandran,
“Explicit construction of optimal exact regenerating codes for distributed
storage,” in Proc. Allerton Conference , 2009.

[10] A. M. Kermarrec, N. L. Scouarnec, and G. Straub, “Repairing multiple
failures with coordinated and adaptive regenerating codes,” in Proc.
IEEE International Symposium on Network Coding (NetCod), 2011.

[11] M. Gerami, M. Xiao, and M. Skoglund, “Optimum-cost repair in
multi-hop distributed storage systems,” in Proc. IEEE International
Symposium on Information Theory (ISIT) 2011.

[12] M. Gerami, M. Xiao, C. Fischione and M. Skoglund, “Decentralized
Minimum-cost Repair for Distributed Storage Systems,” in Proc. IEEE
International Conferences on Communications (ICC), 2013.

[13] K. V. Rashmi, N. B. Shah, K. Ramchandran, and P. V. Kumar, “Regen-
erating codes for errors and erasures in distributed storage,” in Proc.
IEEE International Symposium on Information Theory (ISIT), 2012.

[14] A. F. Dana, R. Gowaikar R. Palanki, B. Hassibi, M. Effros, “Capacity
of wireless erasure networks,” IEEE Transaction of Information Theory,
Vol. 52, pp. 789 - 804, March 2006.

[15] S. Jain, M. Demmer, R. Patra, and K. Fall, “Using Redundancy to Cope
with Failures in a Delay Tolerant Network,” in Proc. ACM SIGCOMM,
2005.

[16] D. Leong, A. G. Dimakis, and T. Ho, “Distributed storage allocation
problems,” in Proc. IEEE International Symposium on Network Coding
(NetCod), 2009.

[17] T. M. Cover, and J. A. Thomas, Elements of Information Theory, John
Wiley, 2006, Second edition.

[18] D. S. Lun, M. Medard, and M. Effros, “On coding for reliable commu-
nication over packet networks,” in Proc. Allerton Conference, 2004.

[19] S. Acedanski, S. Deb, M. Medard, and R. Koetter, “How good is
random linear coding based distributed network coding?” in Proc.
IEEE International Symposium on Network Coding (NetCod), 2005.

[20] M. Martalo, M. Picone, M. Amoretti, G. Ferrari, and R. Raheli,
“Randomized network coding in distributed storage systems with layered
overlay,” in Proc. Information Theory and Applications Workshop (ITA),
2011.

[21] M. Xiao, M. Medard, T. Aulin, “Cross-layer Design of Rateless Rand-
dom Network Codes for Delay Optimization,” IEEE Transactions on
Communications, vol. 59, no. 12, pp. 3311–3322, December 2011.

[22] C. Koller, M. Haenggi, J. Kliewer, and D. J. Costello, Jr., “On the
Optimal Block Length for Joint Channel and Network Coding,” in Proc.
IEEE Information Theory Workshop (ITW), 2011.