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Abstract
While the choice of matrix versus item-by-item questions has received considerable attention in the literature, it is still unclear in what situation one is better than the other. Building upon the previous findings, this study expands this line of research by examining whether the difference between the two question types is moderated by the number of response options. Through a web survey experiment, this study compares matrix and item-by-item questions with 2, 3, 4, 5, 7, 9, and 11 response options. Additionally, we also investigate the impact of the device used to complete the survey on data quality. The results show that straight lining and response time are similar between the two question types across all response lengths, but item nonresponse tends to be higher for matrix than item-by-item question, especially among mobile respondents. Also measurement models reveal measurement equivalence between the two question types when there are fewer than seven response options. For matrices with 9 or 11 response options, analyses reveal substantial differences compared to item-by-item questions.
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As more and more surveys are moving to online completion, be it by PC or mobile, survey researchers are striving to decrease the respondent burden without sacrificing data quality. One of the many important decisions in this sense is the use of grid questions. When asking multiple questions using the same set of response options, researchers often have two choices: either format them as item-by-item questions (asking them item by item) or group them into a matrix (also called grid) format and present them together. While the latter is more succinct, it can impact data quality (e.g., see Couper, Traugott, & Lamias, 2001).
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In this context, survey researchers have to make informed decisions regarding which approach to use in different situations. Thus, they have to counterbalance the potential time savings and ease of application with the quality of the answers and the satisfaction of respondents. Additionally, they have to consider how other characteristics of the questions can influence this trade-off. For example, it would be expected that an increase in answer categories would lead to a considerable decrease in data quality, as the matrix becomes larger and harder to complete. As such, in addition to knowing which approach leads to better results, it is essential to know how characteristics of the questions, such as the number of categories or the device used, influence the trade-off between the use of grids and single-item questions.

This article aims to inform decision-making regarding the use of matrix or single items. This is done using an experimental design, where respondents used either single items or grids to answer questions regarding environmental protection and attitudes toward sports. In addition to the question type, we have manipulated the number of response categories using 2, 3, 4, 5, 7, 9, and 11 response points. This will help inform the degree to which the quality trade-off between matrix and single items is moderated by the number of categories. We will also investigate how this relationship is influenced by the device used by the respondents. This aspect was not randomized, and respondents could choose the device used to complete the survey, which is similar to most real-world applications.

In the next section, we will present the current literature regarding the use of matrix questions in surveys. This will be followed by a description of the data and the statistical methods. Next, the results of the analyses are presented. We finish the article with a discussion and recommendations.

Literature Review

The popularity of matrix questions in web surveys has led to a considerable amount of research. These studies have focused on comparing the measurement properties of matrix and item-by-item questions as well on different designs for matrix questions. Couper, Traugott, and Lamias (2001) were among the first to examine matrix questions through a survey experiment. They compared a matrix with item-by-item questions using a 5-point agree–disagree Likert-type scale. The matrix questions were presented on one single webpage, while each item-by-item question was presented on its own webpage (paging design). The result showed that the inter-item correlation was higher for the matrix questions than for the item-by-item questions. The matrix question also took less time to complete than the item-by-item questions. In the same year, Iglesias, Birks, and Torgerson (2001) published a similar experiment where they compared matrix questions with item-by-item (paging design) questions using a 5-point frequency scale. Similar to the Couper et al.’s (2001) study, the internal reliability of the matrix question tended to be higher than item-by-item questions. However, the item nonresponse rate tended to be lower for item-by-item questions.

In a study conducted by Bell, Mangione, and Kahn (2001), the item-by-item questions were compared with a matrix question (3-point scale). Different from the previous studies, the completion time, reliability of the scale, and the substantive answers did not differ between the two question types. Tourangeau, Couper, and Conrad (2004) tested three question formats: one big matrix question with 8 items, two small matrices with 4 items each, and eight item-by-item questions on eight separate webpages. All questions used a 7-point scale. The reliability, as measured by Cronbach’s $\alpha$, decreased and the completion time increased as the questions separated into smaller parts of the big matrix. On the other hand, straight lining, a type of item nondifferentiation, was more prevalent in the matrix answers.
Thorndike et al. (2009) compared the use of four matrices or separate item-by-item questions (using paging) to answer 83 questions. Different from the previous studies, this study also interviewed the same group of respondents a second time, with half of the respondents randomly assigned to the same question type as Time 1 and the other half were assigned to a different question type. The survey estimates were similar between the two question formats. Also, respondents preferred the item-by-item to matrix questions although the completion time was longer in the former. Callegaro, Shand-Lubbers, and Dennis (2009) compared five designs of rating scales: regular matrix, shaded matrix with coloring of alternate rows, single item per screen item-by-item question with horizontal response options, single item per screen item-by-item question with vertical response options, and single item per screen with vertical and alternate color for response options. All of the questions were asked using 5-point frequency scales. The completion time was longer for the item-by-item than the matrix questions. The internal reliability measures, including Cronbach’s α and Spearman’s correlation, did not differ significantly across question types.

Different designs of matrix questions have also been examined in several survey experiments. Toepoel, Das, and Soest (2009) experimentally manipulated the number of items (1, 4, 10, and 40) per webpage. For the conditions with 4, 10, and 40 items per page, the questions were presented either as a matrix or as item-by-item questions. All questions used 5-point agree/disagree response scales. A larger matrix was associated with more item nonresponse and shorter completion time, although the univariate distributions were similar across conditions. In addition, the survey design was rated by respondents as poorer when the matrix became larger. Another experiment compared the following: single item per webpage, three items per webpage, one matrix with six rows, and two matrices with three rows each on their own webpage (Grandmont, Graff, Goetzinger, & Dorbecker, 2010). All questions were presented using a 7-point agree/disagree scale. They found a higher dropout rate for the matrix than the item-by-item questions, higher respondent satisfaction for the three items per webpage, and similar completion time across different question types.

Design features like color and shading for matrix questions have also been investigated. One study reduced item nonresponse in a regular static matrix question by creating a dynamic matrix, where the rows were grayed out once they were answered (Galesic, Tourangeau, Couper, & Conrad, 2007). Another dynamic matrix where the row was highlighted when the mouse hovered over it was also tested, but it increased the item nonresponse, possibly due to distraction (Kaczmirek, 2011). A static shading of alternate rows of a matrix did not significantly reduce the item nonresponse compared to a nonshaded matrix (Kaczmirek, 2008). Another recent study examined the influence of dynamic feedback and visual clutter of matrix questions on data quality (Couper, Tourangeau, Conrad, & Zhang, 2013). Dynamically graying out the irrelevant rows and/or columns reduced item nonresponse. Similarly, the item nonresponse rate decreased when a large matrix was split into smaller ones. The visual clutter of the matrix as measured by the background colors and typefaces did not exert a significant impact on item nonresponse or completion time.

The Current Study

This study investigates the impact of question formatting, matrix versus item-by-item, on data quality. More exactly, we explore how this relationship is moderated by different scale lengths and the device used. These aspects have been generally ignored in previous research. However, the impact of question type, either matrix or item-by-item, may be moderated by the scale length and device.

More generally, some studies have examined the influence of scale length (for a review, see Krosnick & Presser, 2010) and device (for review, Couper et al., 2016) on survey response and data quality. When responding to a survey question, the respondents need to
comprehend the scales and map their underlying attitudes on one of the options. The cognitive load required to complete this task can have an impact on the ease of responding and, hence, the quality of the data. Cognitive load is the amount of cognitive effort required by the working memory in order to solve a problem (Sweller, 1988), and it is often classified into three categories: the intrinsic, extraneous, or germane cognitive loads. The intrinsic cognitive load describes the inherent task difficulty for solving a problem, while the extraneous cognitive load is affected by how the problem is presented (Paas, Renkl, & Sweller, 2003; Sweller, Van Merrienboer, & Paas, 1998) (The germane cognitive load is not applicable in this scenario.). Although the fundamental task between a matrix and a item-by-item question is the same, the way that a matrix presents questions may make it more daunting than a item-by-item question. In other words, the intrinsic cognitive loads are likely to be similar between the two question formats, but the extraneous cognitive loads tend to be higher for matrix than item-by-item questions. The difference for questions with more response options is likely to be larger than questions with fewer response options. Thus, the disparity of survey responses and data quality between matrix and item-by-item questions increases as the number of response options increase.

The difficulty of the task can also be influenced by the device used as a smaller screen can hide part of the matrix or can reduce the size of the text and radio buttons. This study will also investigate whether the effect of the question format is moderated by the survey device and in particular mobile devices. Some studies have examined the matrix question among mobile respondents, and they show somewhat mixed results in completion time, item nonresponse, and response distribution (e.g., see Couper & Peterson, 2016; de Bruijne & Wijnant, 2013; Lattery, Bartolone, & Saunders, 2013; Peterson, Mechling, LaFrance, Swinehart, & Ham, 2013 Revilla, Toninelli, & Ochoa, 2016). Given the smaller screen size of mobile devices compared to computers, responding to a matrix question may require more scrolling (both horizontal and vertical, depending on the size of the matrix), zooming, and pinching than for a item-by-item question and hence can be more challenging. As the number of options increases for matrix questions, the difficulty of completing the survey using a mobile device will increase as well. Therefore, we expect significant differences in data quality between matrices and single-item questions when using more response categories and when answering using a mobile device.

Considering the findings reported in the literature, we formulated the following hypotheses for this study.

**Hypothesis 1:** Item nonresponse, time to completion, and straight lining tend to be higher for matrix than item-by-item questions.

**Hypothesis 2:** The difference between matrix and item-by-item questions, as measured by generalized latent variable analysis, is larger for questions with more response options than fewer response options.

**Hypothesis 3:** The difference between matrix and item-by-item questions, as measured by generalized latent variable analysis, is larger for mobile than nonmobile responses.

To the best of our knowledge, this is the first study that systematically examines the impact of question format (matrix vs. item-by-item) and scale length, and the interaction between these two factors in a full factorial survey experiment. Similarly, it is the first one to evaluate these relationships and the moderating effects of the devices used by respondents. We believe this study will have practical implications and provide guidance on how to design ordinal rating scales in surveys.
The Experiment and Method

Subjects

The survey experiment was conducted on the SurveyMonkey platform. The participants were the part of the SurveyMonkey Audience, a nonprobability online access panel (More information about the sample can be found at the sample provider’s website https://www.surveymonkey.com/mp/audience/our-survey-respondents/). The experiment was conducted between December 5 and 14, 2015. In total, 5,644 participants completed the survey. Given the nature of the sample, a response rate is not applicable. Among all the respondents, 74% were female, 68% above age 45 years, 24% made over US$100,000 last year, and 34% responded through mobile devices (smartphones and tablets combined). Detailed demographic information by experimental conditions can be found in Appendix Table A1.

Design of Experiment

This study used a $2 \times 7$ factorial design. The first factor was the question type either as a matrix question or item-by-item questions. The second factor was the number of the response options, which can be 2, 3, 4, 5, 7, 9, or 11 points. Respondents were randomly assigned to 1 of the 14 conditions. In each condition, the same 12 questions were asked. The first seven questions were about environmental protection, while the next five questions were about sports. Thus, in all the matrix conditions, there are two matrix questions with 7 and 5 items. Each matrix question was presented on its own webpage. The matrix questions were not reshaped based on the screen size. That means scrolling was required for smaller screen size in order to view the entire matrix. Also, on mobile devices, the matrix was not converted to item-by-item questions. They showed up as regular matrix. It is important to note that in May 2016, the SurveyMonkey platform made design change to the matrix questions, and they are now automatically converted to item-by-item questions for small screens. When this study was conducted, the change has not been made. For the corresponding item-by-item conditions, the set of seven questions was on one page and the set of five questions was on another page. We used scrolling rather than paging design for the item-by-item conditions because the literature reviewed above showed differences between these two design approaches. By using scrolling design for both matrix and item-by-item questions, we can eliminate its potential confounding effect. Verbal labels were used for all response options in the 2-, 3-, 4-, and 5-point scale conditions. For the 7-, 9-, and 11-point scale conditions, only the two end points were labeled verbally, while the other options used numeric labels only (Appendix Table A2). Response options for the item-by-item questions were displayed vertically. The use of full verbal labels for shorter scales, but end point labels for longer scale limit us from comparing across scale length and these two labeling techniques (Menold, Kaczmirek, Lenzner, & Neusar, 2014). However, the focus of this study is to compare item-by-item versus matrix with the same number of response options and labeling. All questions were optional and respondents could skip any of them.

Measures

In this study, we compared the two designs with regard to data quality. We examined the data quality using measures from the survey satisficing literature and by using multigroup analysis. Below, we describe the methods used.

Several measures were used to examine the survey response and data quality, most of which were drawn from the satisficing theory. Satisficing theory suggests that instead of giving an optimal answer, respondents stop the mental process as soon as they reach a suboptimal answer. Satisficing can occur on a continuum from little to no satisficing, weak satisficing, and strong satisficing. The three factors that foster satisficing are task difficulty, respondent ability, and respondent motivation. For item
nonresponse, we sum up the total number of missing data under each experimental condition divided by the sample size for the condition and multiply by 100. Straight lining refers to the phenomenon that the same answer choice is selected for the entire multi-item scale regardless of the specific question content. In this study, the straight lining can have three values: 0 if respondents did not straight line for either scale, 1 if respondents straight lined on one scale, and 2 if respondents straight lined on both scales. In the analysis, we computed the average of the straight lining within each condition. The time to complete (response latency) is a third measure in the study. The server side time stamp paradata capture the time each respondent spent on the entire survey.

We also use multigroup confirmatory factor analysis (CFA) to investigate the differences between matrix and single-item questions for the different number of response categories. This approach uses both the correlations of the items and their means in order to calculate the measurement model. An important advantage of this method is the ability to pinpoint the impact of the question design on the measurement of the model. Thus, using multigroup analysis, we can investigate if there are any differences in the way the two dimensions are measured across the two designs and which coefficients are different. This is especially interesting here, as some of the coefficients estimated are interpretable as data quality indicators. For example, loadings can be considered estimates of validity, while random variances can be interpreted as random error or lack of reliability (Bollen, 1989). As a result, we would be able to judge which design has higher levels of validity and reliability.

In order to estimate these models, we will be using a generalized latent variable approach. More precisely, we will carry out both continuous and categorical CFA. The former is equivalent to the item response theory approach. The measurement model for the observed items of interest $y$ can be defined as:

$$y = \tau + \lambda \xi + \varepsilon,$$

where $\xi$ is the continuous latent variable that the multi-item scales are intended to measure, $\lambda$ is the loading or slope for latent variable, $\tau$ is the intercept (or threshold for categorical observed variables, Millsap, 2012), and $\varepsilon$ is the random error, where $\varepsilon = 1 - \lambda^2$. In this study, we estimate the model in a multigroup framework. Specifically, we model the answers from the matrix and item-by-item groups separately using this measurement model. Group differences in the coefficients from the measurement model indicate lack of measurement equivalence or invariance, suggesting that we measure the concepts of interest in different ways in the two designs (Chen, 2008). It can also indicate that the measurements are not comparable across experimental groups. In other words, although the question wordings and response options are identical, the two question types measure the concept of interest differently due to the decision of using a matrix or a item-by-item design. If the multigroup analysis shows measurement invariance, it indicates that the data quality in the two designs is the same. Each comparison will be made separately for the different response scales.

The multigroup procedure typically goes through a sequential approach (Steenkamp & Baumgartner, 1998). It starts with a configural model, which estimates a model in which each group has the same structure (same relationships estimated) but allows for different coefficients. Thus, in this step, no equality constraints are applied. Next, metric equivalence is evaluated by restricting the loadings ($\lambda$) to be equal between matrix and item-by-item questions. The third step is to further restrict the intercept/threshold ($\tau$) to be equal between the two question types known as scalar equivalence. The next steps follow a similar procedure and sequentially test the means, residuals, latent variable variance, and latent variable covariance.

Categorical CFA (item response theory) was used for conditions with less than five response options, and continuous CFA was used for conditions with five or more response options. The categorical CFA approach assumes an underlying unobserved variable that is measured with approximation by the response categories used (Millsap, 2012). Instead of estimating intercepts (as in the
continuous CFA model) to represent conditional means, this model estimates thresholds. Thus, for the questions with two-, three-, and four-response categories, we will be constraining thresholds in the scalar model. Additionally, for these experimental groups, we will not restrict the random variances. This is due to the use of Δ estimation for categorical CFA when using lavaan (Rosseel, 2012) in R package, Version 3.2.3.

In order to choose the best fitting model, we will use comparative fit index (CFI) and Akaike’s information criterion (AIC) (only for continuous CFA models). We consider differences of CFI (ΔCFI) larger than .01 (Chen, 2007) and a difference of AIC (ΔAIC) larger than 5 as signs of important differences between models.

### Results

#### Missing Data

Overall, there was very little missing data in the experiment (Table 1). Nevertheless, for the most part, it is more prevalent for matrix questions than item-by-item questions. When comparing the overall responses, matrix questions (column 2) produced more missing data than item-by-item questions (column 1), but the difference is only significant for five-category ($p = .02$) and seven-category ($p = .01$) questions. For computer respondents, the pattern of missing data became somewhat mixed: Matrix questions produced more missing data for four-, five-, seven-, and nine-category questions, while for the other response option formats, the missing rates were higher for item-by-item questions. However, none of the differences are significant. For mobile respondents, matrix questions consistently had higher missing data than item-by-item question, and the difference was significant for questions with three categories ($p = .03$), five categories ($p = .01$), and seven categories ($p < .01$).

#### Completion time

The amount of time respondents spent on the entire survey is another aspect analyzed in the study. Since the only difference between the experimental groups was the different ways of presenting the rating scales and most of the questions were part of the experiment, the overall response latency is mostly driven by the experimental conditions. As Table 2 shows, on average, respondents spent less than 2 min on the survey. When comparing all respondents, the response time was similar between

| Overall | PC | Mobile |
|---------|----|--------|
| Item-by-item | Matrix | $p$ Value | Item-by-item | Matrix | $p$ Value | Item-by-item | Matrix | $p$ Value |
| (1) | (2) | Versus (2) | (3) | (4) | Versus (4) | (5) | (6) | Versus (6) |
| 2 Categories | 3.5 | 6.0 | .34 | 4.4 | 4.4 | .98 | 1.5 | 9.0 | .11 |
| 3 Categories | 4.0 | 6.1 | .45 | 4.9 | 1.8 | .28 | 2.3 | 16.8 | .03* |
| 4 Categories | 4.7 | 10.5 | .10 | 5.4 | 10.3 | .29 | 3.6 | 10.9 | .09 |
| 5 Categories | 4.2 | 12.8 | .02* | 3.5 | 4.4 | .70 | 2.8 | 29.9 | .01* |
| 7 Categories | 2.0 | 8.2 | .01* | 2.7 | 8.0 | .09 | 0.8 | 8.8 | .00*** |
| 9 Categories | 2.9 | 10.0 | .08 | 3.4 | 6.1 | .49 | 2.0 | 17.7 | .09 |
| 11 Categories | 3.7 | 3.8 | .96 | 5.3 | 2.9 | .27 | 0.7 | 5.4 | .10 |

*p < .05. **p < .01.
matrix and item-by-item questions. When examining respondents with different devices, similar patterns emerged. The time it took for respondents to complete the survey was similar regardless of the question type or the survey-taking device.

**Straight Lining**

Straight lining was another data quality indicator analyzed in this study (Table 3). When all responses were combined, matrix questions had more straight lining than item-by-item questions. The differences for four categories ($p < .01$) and seven categories ($p < .05$) were statistically significant. Similarly, for PC respondents, the matrix questions also had more straight lining than item-by-item and the four categories ($p < .05$) was statistically significant. For mobile respondents, the pattern was more mixed, but none of the differences were significant.

**Multigroup Analysis**

The multigroup analysis that follows is based on the measurement model that includes two latent variables. The first one represents attitudes toward the environment and is measured using the 7 items, while the other measures attitudes toward sports using five questions (all question wordings
The model also includes a correlation between the two latent variables. The model has a moderate fit. For example, in the experimental group that received the 5-point response categories, the fit is $\chi^2 = 246.289$ ($df = 53$), root mean square error of approximation (RMSEA) = .069, CFI = .865, and standardized root mean square residual (SRMR) = .055. This model will be the basis for the invariance testing.

Table 4. Multigroup Categorical Confirmatory Factor Analysis (Item Response Theory) for Matrix Versus Single Items by Number of Categories.

|          | $\chi^2$ | df  | CFI  | RMSEA | SRMR | $\Delta$CFI |
|----------|----------|-----|------|-------|------|-------------|
| Two Categories |          |     |      |       |      |             |
| Configural | 182.0    | 106 | .95  | .04   | .09  |             |
| Metric    | 196.1    | 116 | .94  | .04   | .09  | .00         |
| Scalar    | 191.2    | 114 | .94  | .04   | .09  | .00         |
| Means     | 191.2    | 116 | .95  | .04   | .09  | .00         |
| Lv. var.  | 191.9    | 118 | .95  | .04   | .09  | .00         |
| Lv. cov.  | 195.4    | 119 | .95  | .04   | .09  | .00         |
| Three Categories |        |     |      |       |      |             |
| Configural | 173.5    | 106 | .98  | .04   | .06  |             |
| Metric    | 192.1    | 116 | .97  | .04   | .07  | .00         |
| Scalar    | 198.9    | 126 | .98  | .04   | .07  | .00         |
| Means     | 207.8    | 128 | .97  | .04   | .06  | .00         |
| Lv. var.  | 217.4    | 130 | .97  | .04   | .07  | .00         |
| Lv. cov.  | 217.4    | 131 | .97  | .04   | .07  | .00         |
| Four Categories |       |     |      |       |      |             |
| Configural | 419.4    | 106 | .92  | .09   | .08  |             |
| Metric    | 444.2    | 116 | .91  | .09   | .08  | .00         |
| Scalar    | 457.7    | 138 | .91  | .08   | .08  | .00         |
| Means     | 461.7    | 140 | .91  | .08   | .08  | .00         |
| Lv. var.  | 474.1    | 142 | .91  | .08   | .08  | .00         |
| Lv. cov.  | 475.9    | 143 | .91  | .08   | .08  | .00         |

Note. Lv. var. = latent variable variance; lv. cov. = latent variable covariance; CFI = comparative fit index; RMSEA = root mean square error of approximation; SRMR = standardized root mean square residual.

The first part of Table 4 (Two Categories) presents the results for the multigroup analysis for the two-category questions using the categorical CFA approach. The measurement equivalence was tested in the order we described in the Method section. The configural model, which assumed the same structure for the measurement model between matrix and item-by-item questions, was used as a baseline. In this model, even though the structure is the same, the coefficients are free to vary between groups. The metric equivalence model restricted the loadings to be equal between the two question types. Table 4 indicates that this model is preferred to the configural model as the change of CFI is very small (less than .01). In other words, restricting the loadings across groups did not significantly worsen the model fit.

The next model to be tested imposed scalar equivalence. This adds an equality constraint on the threshold—the conditional mean of the observed items. The small $\Delta$CFI suggests that this model is not significantly worse, meaning that there are no significant differences across groups. The next two steps were to constrain the latent variable means and variance to be equal. Both constraints brought very little change to the CFI. As a result, we can say that the latent variables were the same across the two designs. Similarly, the covariance between latent variables were subsequently constrained to be equal, and the model fit did not worsen the model substantially, suggesting that the latent variables measured by matrix and item-by-item questions were the same. In this case, the question type does not have a significant impact on the measurement of the model for a two-category agree/disagree scale.
Table 4 also presents the same results for questions with three categories and four categories, respectively. The analyses were conducted in the same fashion as the two-category analysis. Again, a ΔCFI smaller than .01 indicates that the more constrained (parsimonious) model was not significantly worse than the less constrained model, hence, the constrained one is preferable. As both sections of the table show, the ΔCFI is very small for each step when equality constraints are imposed on the data, suggesting that the matrix and item-by-item questions measure the latent variables for questions with three categories and for questions with four categories in the same way.

Table 5. Multigroup Confirmatory Factor Analysis for Matrix Versus Single Items by Number of Categories.

| Categories | χ² | df  | CFI | RMSEA | SRMR | AIC | ΔCFI | ΔAIC |
|-----------|----|-----|-----|-------|------|-----|------|------|
| 5 Categories |
| Configural | 314.6 | 106 | .86 | .07  | .06  | 27,591 |
| Metric     | 323.9 | 116 | .86 | .07  | .06  | 27,580 | .00  | 10.75 |
| Scalar     | 333.2 | 126 | .86 | .07  | .06  | 27,569 | .00  | 10.67 |
| Means      | 337.5 | 128 | .86 | .07  | .06  | 27,569 | .00  | −0.23 |
| Residuals  | 450.5 | 140 | .79 | .08  | .07  | 27,658 | .07  | −89.05 |
| Lv. var.   | 451.3 | 142 | .80 | .08  | .07  | 27,655 | .00  | 3.19  |
| Lv. cov.   | 453.1 | 143 | .79 | .08  | .07  | 27,655 | .00  | .21   |
| 7 Categories |
| Configural | 401.5 | 106 | .85 | .09  | .07  | 34,113 |
| Metric     | 416.9 | 116 | .85 | .08  | .07  | 34,108 | .00  | 4.61  |
| Scalar     | 433.1 | 126 | .85 | .08  | .07  | 34,104 | .00  | 3.77  |
| Means      | 450.4 | 128 | .84 | .08  | .08  | 34,118 | .01  | −13.22 |
| Residuals  | 465.6 | 140 | .84 | .08  | .08  | 34,109 | .00  | 8.72  |
| Lv. var.   | 468.5 | 142 | .84 | .08  | .08  | 34,108 | .00  | 1.14  |
| Lv. cov.   | 469.6 | 143 | .84 | .08  | .08  | 34,107 | .00  | .89   |
| 9 Categories |
| Configural | 474.5 | 106 | .84 | .09  | .07  | 41,860 |
| Metric     | 527.0 | 116 | .82 | .09  | .08  | 41,893 | .02  | −32.50 |
| Scalar     | 557.6 | 126 | .81 | .09  | .09  | 41,904 | .01  | −10.62 |
| Means      | 560.5 | 128 | .81 | .09  | .09  | 41,902 | .00  | 1.16  |
| Residuals  | 617.4 | 140 | .79 | .09  | .09  | 41,935 | .02  | −32.92 |
| Lv. var.   | 618.2 | 142 | .79 | .09  | .09  | 41,932 | .00  | 3.15  |
| Lv. cov.   | 618.2 | 143 | .79 | .09  | .09  | 41,930 | .00  | 1.98  |
| 11 Categories |
| Configural | 312.7 | 106 | .88 | .07  | .06  | 44,559 |
| Metric     | 342.4 | 116 | .87 | .07  | .07  | 44,569 | .01  | −9.73  |
| Scalar     | 353.9 | 126 | .87 | .07  | .07  | 44,560 | .00  | 8.49  |
| Means      | 367.3 | 128 | .86 | .07  | .07  | 44,570 | .01  | −9.32  |
| Residuals  | 407.3 | 140 | .85 | .07  | .07  | 44,586 | .02  | −16.02 |
| Lv. var.   | 412.0 | 142 | .85 | .07  | .08  | 44,586 | .00  | −0.07 |
| Lv. cov.   | 412.9 | 143 | .85 | .07  | .08  | 44,585 | .00  | 1.12  |

Note. Significant decreases in data quality are highlighted in gray. Lv. var. = latent variable variance; lv. cov. = latent variable covariance; CFI = comparative fit index; RMSEA = root mean square error of approximation; SRMR = standardized root mean square residual.

Table 4 also presents the same results for questions with three categories and four categories, respectively. The analyses were conducted in the same fashion as the two-category analysis. Again, a ΔCFI smaller than .01 indicates that the more constrained (parsimonious) model was not significantly worse than the less constrained model, hence, the constrained one is preferable. As both sections of the table show, the ΔCFI is very small for each step when equality constraints are imposed on the data, suggesting that the matrix and item-by-item questions measure the latent variables for questions with three categories and for questions with four categories in the same way.

We next move to the continuous CFI approach for the rest of the experimental groups (see Table 5). For the five-category comparison, the small changes in ΔCFI and ΔAIC for the metric, scalar, and means equality tests suggested that the loadings, intercepts, and latent means were the same for the matrix and item-by-item questions. The residuals of the latent variables, however, were different for the two question types. A closer look at the results (see Appendix Table A3) shows that the single-item questions had consistently smaller residual variance than the matrix questions. This
indicates that the quality is higher in the former, as people are more consistent, leading to less random variance.

The seven-category scales were examined next and the loadings, intercepts, latent means and residuals, and latent variable variance and covariance were all the same between matrix and item-by-item questions.

The longest response options tested in the experiment were 9 and 11 categories. For both the 9- and 11-category questions, the metric equivalent was not supported by the data, meaning that the loadings and residual variances for matrix and item-by-item questions were significantly different from each other. This suggests that the latent variables measured by the two question formats were not the same when a long scale was used. Regarding the validity, the causes of the differences show mixed results, as no approach shows consistently higher loadings. On the other hand, the single-item design shows consistently lower random error (lower residual variance) compared to the matrix approach both for the 9- and 11-category questions (see Appendix Table A3).

We can also investigate the differences in the 9- and 11-point scales in more detail by device. As mentioned earlier, we expect larger differences between the two designs when completing the survey by mobile than by PC. Appendix Table A4 shows the differences between the two designs when using 9 points separately for mobile and PC. We see that in the case of mobile respondents, both the loadings and the intercepts are significantly different (both metric and scalar models are significantly different). This means that differences in both variation (amount random error) and validity (shift in the mean) are present when we use the 9-point scale in the two designs. Significant differences are also present when the respondents used a PC, but this time the difference is only in random error (significant differences for the metric and residual models). One possible explanation could be that in addition to the extra random error introduced with the use of a matrix with a 9-point response scale, there is a mean shift when completing the survey using mobile devices. This could be because part of the response scale does not appear on the screen for small devices. This receives partial support through the fact that for 10 of the 12 items, the intercepts were higher (more values to the right of the screen) for the item-by-item design when completing the survey using a mobile device.

When we investigate the impact of the design by device for the 11-point scale (Appendix Table A4), we find a slightly different result. We see that for the PC respondents, now there are no significant differences between the matrix and item-by-item design. On the other hand, there is a significant difference in the mean of the latent variables for the mobile devices. Once again, a possible explanation could be the obstruction of the screen for small mobile devices. This seems to lead to an average shift for all the questions in the grid. The results support this hypothesis, as the means for both latent variables are higher (more values to the right of the screen) in the item-by-item design compared to the single choice.

Discussion

This study set out to experimentally test whether the size of matrix questions affects the data quality and survey responses. Specifically, the experiment tested using matrices with 2, 3, 4, 5, 7, 9, and 11 response options and compared them to item-by-item questions. In general, we reached the following conclusions. First, matrix questions yielded more item nonresponse than item-by-item questions in general and especially for questions with five, seven, or nine categories. Additionally, this difference is higher when the survey is completed on a mobile device. Second, the time it took to complete the entire survey was similar between matrix and item-by-item questions for both mobile and nonmobile respondents. Couper and Peterson (2016) found that the additional scrolling behavior for matrix questions contributes to the longer response time for mobile respondents. The lack of significant time difference in this study between matrix and item-by-item question types is probably
because the survey was fairly short with only two matrix questions. A longer survey with more matrix questions could show a different pattern. Third, straight lining was more prevalent for matrix than item-by-item questions, although for the most part, the differences were relatively small and not significant.

Fourth, the multigroup comparison showed that for questions with two, three, four, and seven categories, the latent variables measured by matrix and item-by-item questions were similar. For 5-, 9-, and 11-category questions, however, the two question types show a significant difference in terms of the latent variables that the scales were designed to measure. We have consistently found that the matrix design has lower reliability (more random variance) than the single items. For the questions with 9 and 11 response categories, we have also found a mean shift in responses for mobile respondents. These are in the expected direction, with more responses to the left of the screen for the matrix design.

The results of this experiment can guide researchers and practitioners in making design choices for matrix versus item-by-item questions. Considering the results from both the data quality indicators (item nonresponse, time to complete, and straight lining) and the multigroup comparison, we conclude that for scales with seven or less categories, matrix and item-by-item questions should produce similar survey results. For questions with nine or more response options, item-by-item questions are better than matrix questions.

This study has several unanswered questions for future research to address. First, the devices (mobile vs. nonmobile) were self-selected rather than randomly assigned, which prevented us from drawing solid conclusions on how the survey device interacts with question types. Second, online panel members may be different from the general population in that panelists tend to have more survey experience than nonpanelists. More experienced respondents may be more capable of handling all types of questions, even those that are more difficult to navigate, like matrix questions. Another population with less experience participating in surveys may show a different pattern. Future studies should replicate this experiment with a different population and potentially incorporating survey experience as a predictor. Third, other web survey paradata, such as screen size, pitching and zooming, and number of clicks, are also factors that can affect the responses. We encourage future research to capture and explore the impact of other factors. Fourth, the survey was very short which may limit the results from generalize to other longer surveys. This should be addressed in future research.

Regardless of the limitations, this study is the first one testing the different sizes of matrix questions in a factorial web survey experiment. The findings suggest that as the number of columns increases, the data quality for the matrix questions deteriorates. This is especially true when using a large number of categories (9 and 11). Considering the results in the larger context of studies on the topic, it suggests that the design of a matrix, rather than the matrix itself, is important for ensuring data quality. We hope that future studies can explore other factors, such as different number of rows and columns, to improve the matrix design and hence the data quality.
## Appendix

### Table A1. Demographics by Experimental Conditions.

| Sample size | 2 Categories | 3 Categories | 4 Categories | 5 Categories | 7 Categories | 9 Categories | 11 Categories | χ² | df | p |
|-------------|--------------|--------------|--------------|--------------|--------------|--------------|---------------|----|----|---|
| Gender      | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix |
| Female      | 75.0          | 75.7         | 77.7         | 70.5         | 73.9         | 74.6         | 75.6          | 72.6         | 75.6          | 75.9         | 75.7          | 73.6          | 74.0          | 72.3          | 9.3 | 13 | 0.75 |
| Male        | 25.0          | 24.3         | 22.3         | 29.5         | 26.1         | 25.4         | 24.4          | 27.4         | 24.4          | 24.1         | 24.3          | 26.4          | 24.0          | 26.0          | 27.7 |
| Age (Years) | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix |
| 18–29       | 15.0          | 10.0         | 11.9         | 13.1         | 9.7          | 14.5         | 13.3          | 9.7          | 13.0          | 12.9         | 12.4          | 12.1          | 12.7          | 12.5          | 30.9          | 39 | 0.82 |
| 30–44       | 21.2          | 21.1         | 16.5         | 16.4         | 18.3         | 17.7         | 21.0          | 20.4         | 20.7          | 21.3         | 18.6          | 21.1          | 21.4          | 19.4          | 37.9          |    |
| 45–59       | 37.6          | 40.0         | 40.4         | 40.4         | 43.9         | 39.2         | 36.8          | 43.6         | 40.1          | 36.5         | 39.0          | 40.0          | 38.5          | 37.9          |    |    |    |
| 60+         | 26.2          | 28.9         | 31.2         | 30.1         | 28.1         | 28.7         | 28.9          | 26.2         | 26.2          | 29.2         | 30.0          | 26.9          | 27.4          | 30.3          |    |    |    |
| Household income | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix |
| US$0-US$9,999 | 6.9          | 5.8          | 5.3          | 5.3          | 5.0          | 6.0          | 6.2           | 3.8          | 4.0           | 4.6          | 4.3           | 4.1           | 6.0           | 6.7           | 135.6         | 130 | 0.35 |
| US$10,000-US$24,999 | 6.9          | 7.9          | 10.2         | 9.3          | 9.4          | 7.8          | 7.7           | 6.5          | 9.5           | 6.6          | 10.0          | 6.5           | 6.0           | 9.0           |    |    |    |
| US$25,000-US$49,999 | 22.2         | 19.4         | 17.8         | 18.2         | 17.5         | 15.5         | 17.3          | 21.0         | 16.5          | 14.2         | 17.1          | 20.8          | 15.5          | 17.9          |    |    |    |
| US$50,000-US$74,999 | 19.8         | 18.1         | 16.8         | 17.4         | 18.1         | 15.0         | 15.3          | 13.8         | 14.7          | 16.0         | 16.9          | 14.5          | 15.2          | 13.5          |    |    |    |
| US$75,000-US$99,999 | 10.3         | 12.0         | 10.9         | 13.1         | 10.8         | 14.5         | 12.8          | 12.3         | 13.0          | 15.2         | 11.9          | 11.6          | 12.2          | 12.5          |    |    |    |
| US$100,000-US$124,999 | 7.2          | 8.8          | 9.9          | 9.3          | 9.4          | 8.0          | 9.1           | 8.3          | 9.2           | 13.5         | 7.9           | 8.7           | 9.8           | 7.9           |    |    |    |
| US$125,000-US$149,999 | 3.6          | 4.2          | 5.3          | 4.8          | 5.3          | 3.8          | 5.4           | 5.3          | 3.5           | 3.0          | 6.0           | 3.4           | 5.4           | 3.7           |    |    |    |
| US$150,000-US$174,999 | 2.6          | 2.8          | 1.8          | 3.5          | 2.8          | 4.3          | 2.7           | 4.0          | 4.7           | 4.1          | 3.3           | 2.7           | 3.3           | 4.2           |    |    |    |
| US$175,000-US$199,999 | 1.2          | 0.9          | 1.5          | 2.3          | 1.9          | 3.3          | 2.5           | 2.0          | 1.5           | 2.8          | 1.7           | 3.6           | 3.3           | 1.2           |    |    |    |
| US$200,000 and above | 3.8          | 4.2          | 4.1          | 4.5          | 5.8          | 5.8          | 3.2           | 5.8          | 5.2           | 4.3          | 5.2           | 4.6           | 4.6           | 7.4           |    |    |    |
| Prefer not to answer | 15.5        | 16.0         | 16.3         | 12.1         | 13.9         | 16.3         | 17.8          | 17.5         | 18.2          | 15.7         | 15.7          | 19.4          | 18.8          | 16.0          |    |    |    |
| Device      | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix | Item-by-item Matrix |
| Computer    | 64.0          | 67.4         | 70.8         | 64.6         | 68.3         | 63.8         | 65.7          | 62.1         | 63.8          | 64.0         | 65.2          | 63.7          | 62.6          | 64.4          | 26.9          | 26 | 0.42 |
| Mobile      | 34.3          | 31.7         | 28.7         | 33.6         | 30.6         | 35.2         | 33.1          | 35.9         | 34.2          | 33.8         | 33.6          | 35.8          | 35.2          | 35.1          |    |    |    |
| Other       | 1.7          | 0.9          | 0.5          | 1.8          | 1.1          | 1.0          | 1.2           | 2.0          | 2.0           | 2.3          | 1.2           | 0.5           | 2.2           | 0.5           |    |    |    |
Table A2. Question Wordings and Response Options.
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How much do you agree or disagree with each of these statements? (Source: International Social Survey Programme: Environment III 2010)

1. It is just too difficult for someone like me to do much about the environment.
2. I do what is right for the environment, even when it costs more money or takes more time.
3. There are more important things to do in life than to protect the environment.
4. There is no point in doing what I can for the environment unless others do the same.
5. Many of the claims about environmental threats are exaggerated.
6. I find it hard to know whether the way I live is helpful or harmful to the environment.
7. Environmental problems have a direct effect on my everyday life.

Page 2

People have different opinions about sports. To what extent do you agree or disagree with the following statements? (Source: International Social Survey Programme: Leisure Time and Sports 2007)

8. Taking part in sports develop children’s character.
9. There is too much sport on TV.
10. Sports bring different groups and races inside a country closer together.
11. International sports competitions create more tension between countries than good feelings.
12. Government should spend more money on sports.

Response options

2 Categories: Agree and disagree
3 Categories: Agree, neither agree nor disagree, and disagree
4 Categories: Agree strongly, agree somewhat, disagree strongly, and disagree somewhat
5 Categories: Agree strongly, agree somewhat, neither agree nor disagree, disagree strongly, and disagree somewhat
7 Categories: $1 = $agree strongly$ and $2, 3, 4, 5, 6, 7$ $disagree strongly$
9 Categories: $1 = $agree strongly$ and $2, 3, 4, 5, 6, 7, 8, 9$ $disagree strongly$
11 Categories: $1 = $agree strongly$ and $2, 3, 4, 5, 6, 7, 8, 9, 10, 11 = $disagree strongly$

Table A3. Comparisons of Residuals for the Five-Category Questions.

| Factors | Variables | Matrix | Item-by-item | Difference |
|---------|-----------|--------|--------------|------------|
| F1      | Q1        | 1.23   | 0.64         | .59        |
| F1      | Q2        | 1.17   | 0.61         | .57        |
| F1      | Q3        | 0.99   | 0.73         | .26        |
| F1      | Q4        | 1.18   | 0.87         | .32        |
| F1      | Q5        | 1.39   | 1.24         | .15        |
| F1      | Q6        | 1.49   | 1.02         | .47        |
| F1      | Q7        | 1.64   | 1.10         | .54        |
| F2      | Q8        | 0.52   | 0.52         | .00        |
| F2      | Q9        | 1.14   | 1.13         | .01        |
| F2      | Q10       | 0.51   | 0.40         | .11        |
| F2      | Q11       | 0.98   | 0.89         | .08        |
| F2      | Q12       | 1.05   | 1.09         | −.05       |
Table A4. Multigroup Confirmatory Factor Analysis for Matrix Versus Item-by-item by Device for 9- and 11-Category Scales.

|                      | 9-Category mobile |                  |                  |                  |                  |                  |                  |                  |
|----------------------|-------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
|                      |                   | \( \chi^2 \)     | \( df \)         | CFI              | RMSEA            | SRMR             | AIC              | \( \Delta \text{CFI} \) |
| Configural           | 341.0             | 106              | .75              | .13              | .11              | 14,325           |                  |                  |
| Metric               | 372.1             | 116              | .73              | .13              | .12              | 14,336           | .02              | -11.10           |
| Scalar               | 407.4             | 126              | .70              | .13              | .13              | 14,351           | .03              | -15.34           |
| Means                | 409.0             | 128              | .70              | .13              | .13              | 14,349           | .00              | 2.41             |
| Residuals            | 427.9             | 140              | .69              | .12              | .13              | 14,344           | .01              | 5.14             |
| Lv. var.             | 428.5             | 142              | .70              | .12              | .13              | 14,340           | .00              | 3.40             |
| Lv. cov.             | 428.5             | 143              | .70              | .12              | .13              | 14,338           | .00              | 2.00             |

|                      | 9-Category PC     |                  |                  |                  |                  |                  |                  |                  |
|                      |                   | \( \chi^2 \)     | \( df \)         | CFI              | RMSEA            | SRMR             | AIC              | \( \Delta \text{CFI} \) |
| Configural           | 289.6             | 106              | .87              | .08              | .07              | 27,553           |                  |                  |
| Metric               | 324.1             | 116              | .86              | .08              | .08              | 27,568           | .02              | -14.51           |
| Scalar               | 336.3             | 126              | .86              | .08              | .08              | 27,560           | .00              | 7.75             |
| Means                | 338.3             | 128              | .86              | .08              | .08              | 27,558           | .00              | 2.06             |
| Residuals            | 383.5             | 140              | .83              | .08              | .08              | 27,579           | .02              | -21.19           |
| Lv. var.             | 384.1             | 142              | .83              | .08              | .08              | 27,576           | .00              | 3.40             |
| Lv. cov.             | 384.1             | 143              | .84              | .08              | .08              | 27,574           | .00              | 1.99             |

|                      | 11-Category mobile|                  |                  |                  |                  |                  |                  |                  |
|                      |                   | \( \chi^2 \)     | \( df \)         | CFI              | RMSEA            | SRMR             | AIC              | \( \Delta \text{CFI} \) |
| Configural           | 192.2             | 106              | .87              | .08              | .08              | 15,902           |                  |                  |
| Metric               | 206.4             | 116              | .86              | .08              | .09              | 15,896           | .01              | 10.28            |
| Scalar               | 216.1             | 126              | .86              | .07              | .09              | 15,886           | .00              | -13.25           |
| Means                | 233.3             | 128              | .84              | .08              | .10              | 15,899           | .02              | 3.63             |
| Residuals            | 261.0             | 140              | .82              | .08              | .11              | 15,903           | .02              | -1.99            |
| Lv. var.             | 264.5             | 142              | .81              | .08              | .12              | 15,902           | .00              | 0.50             |
| Lv. cov.             | 265.1             | 143              | .81              | .08              | .12              | 15,901           | .00              | 1.32             |

|                      | 11-Category PC    |                  |                  |                  |                  |                  |                  |                  |
|                      |                   | \( \chi^2 \)     | \( df \)         | CFI              | RMSEA            | SRMR             | AIC              | \( \Delta \text{CFI} \) |
| Configural           | 240.0             | 106              | .88              | .07              | .06              | 28,701           |                  |                  |
| Metric               | 259.0             | 116              | .87              | .07              | .07              | 28,700           | .01              | 1.08             |
| Scalar               | 266.4             | 126              | .88              | .07              | .07              | 28,688           | .00              | 12.58            |
| Means                | 268.5             | 128              | .88              | .07              | .07              | 28,686           | .00              | 1.92             |
| Residuals            | 295.4             | 140              | .86              | .07              | .07              | 28,689           | .01              | -2.91            |
| Lv. var.             | 297.1             | 142              | .86              | .07              | .08              | 28,687           | .00              | 2.31             |
| Lv. cov.             | 297.5             | 143              | .86              | .07              | .08              | 28,685           | .00              | 1.61             |

Note. Lv. var. = latent variable variance; Lv. cov. = latent variable covariance; CFI = comparative fit index; RMSEA = root mean square error of approximation; SRMR = standardized root mean square residual.
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