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The traditional aim of materials science is to establish the causal relationships between composition, processing, structure, and properties with the intention that, eventually, these relationships will make it possible to design materials to meet specifications. This paper explores another approach. If properties are related to structure at different scales, there may be relationships between properties that can be discerned and used to make predictions so that knowledge of some properties in a compositional field can be used to predict others. We use the physical properties of the elements as a dataset because it is expected to be both extensive and reliable and we explore this method by showing how it can be applied to predict the polarizability of the elements from other properties.
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I. INTRODUCTION

The discovery of correlations between datasets has led to many important findings historically but there are two essential prerequisites: reliable data and an inspired guess at where to look for correlations. The increase in data handling capacity and advances in intelligent search methods could, it is claimed, change the way in which some sectors of science proceed. Large databases in materials science could make it possible to search for correlations between properties that would not normally be sought. At present, researchers tend to focus on one set of properties in which they are expert rather than connecting one property with another.

The traditional methodological framework for materials science is the identification of the composition-processing-structure-properties causal pathways from which many of the successes in materials science have emerged. Once these relationships are in place, it is thought, it will be possible both to understand why existing materials behave as they do and to predict how materials can be chosen and modified to behave as we want. However, the quantitative prediction of properties from the structure is very complex partly because many different scales must be considered and partly because intrinsic and extrinsic imperfections must be taken into account as well.

The “high throughput” or “combinatorial” methods are an attempt to increase the pace of materials development in increasingly complex compositional spaces. Combinatorial libraries can be regarded as a capital asset upon which a multitude of properties can be measured to determine structure–property relations of materials behavior. Potentially, these could reveal relationships between different properties of each material experimentally but this strategy has rarely been adopted primarily because each investigator tends to be an expert in a given property regime and to have limited goals in terms of applications which are often set by the research funding source.

Computational chemistry provides a means to model the structure and functional properties of real materials quantitatively and consequently to design and predict novel materials and devices with the improved performance. However, the large number of atoms and many-body interactions place considerable demands on computer resources at higher structural scales.

As pointed out by Ashby, all the properties of materials can be derived ultimately from the structure and bonding, or can be considered to have their ultimate origin in Schrödinger’s equation, so the properties of a material are, to varying degrees, interrelated (Figure 1). Binary correlations among materials properties abound and there is a clear mechanistic, causal interpretation. (i) Specific heat is related to atomic or molecular mass
Franz–Wiedemann rule in 1853, which was developed thermal conductivities in metals were related by the available to store heat energy. (ii) The electrical and then each unit mass has more atoms or molecules vibrating and if a substance has a lower molar mass, from the number of atoms or molecules that are 

(Dulong and Petit’s law); the heat energy arises partly the number of atoms or molecules that are vibrating and if a substance has a lower molar mass, then each unit mass has more atoms or molecules available to store heat energy. (ii) The electrical and thermal conductivities in metals were related by the Franz–Wiedemann rule in 1853, which was developed in the electronic theory of Drude since both heat and electrical fluxes in metals are strongly influenced by the motion of their electrons. (iii) Melting and boiling temperature can be correlated with the depth of the potential energy well.

Examples of indirect correlations include (i) the specific heat and density in solids are related because the density of a solid is mainly determined by its atomic weight, while to a lesser degree by the atom size and the way in which they are packed. Due to the correlation between density and atomic weight, and between atomic weight and specific heat capacity, there is a strong, inverse correlation between solid density and constant-pressure-specific heat capacity; (ii) the thermal expansion coefficient and melting points of materials with comparable atomic packing vary inversely because the higher melting-point materials have deeper and more symmetrical energy wells; (iii) hardness and melting point are indirectly related because hardness depends on the stress required to separate atoms and initiate dislocation motion. Higher inter-atomic forces imply deeper energy wells so materials with high melting points such as diamond, Al₂O₃, and TiC are the harder materials. The exceptions occur where more than one type of bond is present, such as graphite and polyethylene. For similar reasons, melting point and bulk modulus are related through bond energy.

Many other examples abound with varying degrees of correlation: inverse correlation for toughness and hardness; inverse correlation between dielectric loss and dielectric strength; in porous materials, the mechanical strength and the dielectric strength; in functional ceramics, a dielectric with high loss may show ionic conduction at a higher temperature; in oxides, a change of color may be associated with electrical conduction, both being influenced by point defects.

Ashby points out that some correlations have a simple theoretical basis; others can be found by search routines and empirical methods. Generally, the correlations derived in a direct way from the nature of the atomic bond and structure are strong, such as modulus and melting point, or specific heat and density, while those derived from properties which depend on defects in the structure are less strong, such as strength and toughness, and are further weakened when interaction with the environment is involved, such as corrosion and wear.

A journey into materials science that explores correlations of properties is rather unconventional but the considerable success of Ashby’s property mapping suggests that it could provide a way of identifying compositional zones that are worthy of more detailed exploration and therefore narrow the hugely complex space that confronts the discovery of new materials. Actually, the idea of exploring property–property relationships rather than structure–property relationships seems less unconventional when it is noticed that examples of binary correlations among properties abound. In most cases, there is a sound mechanistic connection and the scientific practitioner uses a well-trenched radial path in Figure 1 while being barely conscious of the circumferential relationships. The work described in this paper participates in Ashby’s scientific journey.

II. METHODOLOGICAL CHOICES FOR EXPLORING PROPERTY CORRELATIONS

The exploration of correlations can be classified into three different types: (I) purely empirical, (II) partly empirical but based on some theoretical concept, and (III) purely theoretical. Data mining, which is defined as a process for extracting useful hidden information directly from data rather than from basic laws of physics, is regarded as a useful tool that could help to probe implicit correlations between different properties empirically. In this work, we employ artificial neural networks, one of several data mining methods, to explore cross-property correlations. It is ideally suited not just for binary, but also for ternary and more complex correlations.

There are several precedents for applying neural networks to explore cross-property correlations. Egolf and Jurs used both regression and neural network techniques to predict boiling points of organic heterocyclic compounds using the molecular weight, dipole moment, 1st order molecule connectivity, and other structure descriptors. Michon and Hanquet used quantitative structure–property relationship methods and neural networks to find non-linear relations between chemical and rheological properties. Homer et al. developed ANN with equilibrium physical properties and structural indicators for prediction of viscosity, density, heat of vaporization, boiling point, and Pitzer’s acentric factor for pure organic liquid hydrocarbons. Boozarjomehry et al. developed a set of ANNs to predict properties such as critical temperature, acentric factor, and molecular weight of pure compounds and petroleum fractions based on their normal boiling point and liquid density at 293 K. Strechan et al. obtained correlations between the enthalpy of vaporization, the surface tension, the molar
Mohammadi and Richon [23] used ANN to predict the enthalpy of vaporization of hydrocarbons, especially heavy hydrocarbons and petroleum fractions from the specific gravity and normal boiling temperatures. Karabulut and Koyuncu [24] developed neural network models to establish correlations of thermal conductivity with temperature and density for propane. Giordani et al. [25] used ANN for correlating a wider range of properties, principally mechanical properties of modified natural rubber. However, all these investigators used prior knowledge to select the properties for causal significance in the prediction. In this work, the aim embraces a wider and more flexible principle of machine learning, made increasingly possible by the remarkable expansion in information processing of the computer. It is to find correlations between specific properties from a large portfolio of different properties and to reflect on the underlying physical principles post facto.

III. EXPERIMENTAL DETAILS

The two main tasks are data collection and neural network construction. The collected data are used to construct the neural network and then the neural network is used to find cross-property correlations. Believing the elements to have the most reliable data, whole datasets of the physical properties of solid elements were collected from different handbooks, including Chemistry Data Handbook (CDH) [26], The Lange’s Handbook of Chemistry (LHC) [27], The Elements (ELE) [28], Table of Physical and Chemical Constants (TPC) [29], and CRC Handbook of Chemistry and Physics (CRC) [30]. The properties used in this work are those recorded under 0.1 MPa, in a small temperature range (293 K to 298 K) and in the solid state in order to minimize the effects from phases, temperatures, and pressures. Sixteen different properties were collected: (i) normal melting point, (ii) normal boiling point, (iii) heat of fusion under normal melting point, (iv) heat of vaporization under normal boiling point, (v) molar heat capacity, (vi) specific heat capacity, (vii) thermal conductivity, (viii) electrical conductivity, (ix) photoelectric work function, (x) linear thermal expansion coefficient, (xi) atomic weight, (xii) density, (xiii) electronegativity (Pauling scale), (xiv) first ionization potential, (xv) polarizability, and (xvi) atomic volume. The elements collected satisfied the phase, temperature, and pressure criteria and had full records of all sixteen properties from the five handbooks. The main criterion for the selection of the 16 properties was that reliable data must be available for all the listed elements if the aim is to show a general, systematic method for exploring correlations between different properties. For this reason, refractive index, for example, which should correlate well with polarizability was excluded, a complete dataset being unavailable. There were 75 elements included in total.

It is worth noting that in our previous work [31,32] the use of ANN revealed some surprising incorrect data in handbooks. In this work, we treat the properties which have close recorded values from the five different sources as reliable. The outliers, treated as incorrect, may have incorrect unit conversions, different reference conditions, or decimal point misplacements. The median values of each property were used here. Provided most of the property data are correct, the general trend of the correlations can be treated as reliable. Certainly, there may be some predictions that do not follow the correlation and we can look back at these data to find the reasons: it may be that the correlation hypothesis is violated for these special elements or the recorded values in handbooks were incorrect, in which case we can use the method developed previously [31] to select the correct ones.

IV. PRE-TREATMENT OF THE DATA

It is well known that materials properties vary over a great range and are generally logarithmically distributed. [35] Sha [34] points out that when training a neural network with skewed data, it can be misled by a few data far away from average because, unlike linear regression training, neural network training is not based on a definitive starting formula. A logarithmic pre-treatment for properties that are logarithmically distributed is needed. The original property data distributions are shown in Figures 2(i) through (xvi). Observation of these figures shows that (iii) heat of fusion, (vi) specific heat capacity, (vii) thermal conductivity, (viii) electrical conductivity, (x) linear thermal expansion coefficient, (xv) polarizability, and (xvi) atomic volume are skewed and these were logarithmically pre-treated. However, from the data shown in Figure 2(xi), the electrical conductivity is distributed over such a great range that even logarithmic pre-treatment cannot normalize the distribution and this introduces major uncertainties for extracting general correlations and so electrical conductivity was excluded from the trial. Figures 3(i) through (vi) show the distribution of the six properties given logarithmic pre-treatment. From Figures 3(i) through (vi), the values for atomic volume, polarizability, linear thermal expansion coefficient, and heat of fusion become uniformly distributed, while for thermal conductivity and specific heat capacity, the distributions are not totally uniform, but enhanced. Double or even triple logarithms could be used, but it is undesirable to compress the whole range of values into too narrow a region such that most values become nearly the same.

All these property values, appropriately pre-treated, constituted the neural network inputs and each in turn was used as an output. When a property value was used for output, the original values were adopted because the neural network training is based on minimization of the difference between predicted values and experimental values. Small differences in logarithmic value would correspond to a large difference in original value so that the satisfied predictions of logarithmic values may have large differences between predicted and experimental original values.
Fig. 2—Distribution of (i) melting point (/K); (ii) boiling point (/K); (iii) atomic volume (/m$^3$ mol$^{-1}$); (iv) polarizability (/10$^{-30}$ m$^3$); (v) 1st ionization potential (/J mol$^{-1}$); (vi) electronegativity (Pauling); (vii) density (/kg m$^{-3}$); (viii) atomic weight (/kg mol$^{-1}$); (ix) linear thermal expansion coefficient (/10$^6$ K$^{-1}$); (x) phonic work function (/10$^{-19}$ J); (xi) electrical conductivity (/10$^8$ X m$^{-1}$); (xii) thermal conductivity (/W m$^{-1}$ K$^{-1}$); (xiii) specific heat capacity (/J kg$^{-1}$ K$^{-1}$); (xiv) molar heat capacity (/J mol$^{-1}$ K$^{-1}$); (xv) heat of vaporization (/J mol$^{-1}$); (xvi) heat of fusion (/J mol$^{-1}$).
V. NEURAL NETWORK CONSTRUCTION

Back-propagation ANNs were constructed, trained, and simulated by MATLAB 7.4.0.287 (R2007a) software. For most function approximation problems, one hidden layer is sufficient to approximate continuous functions\textsuperscript{35,36}; two hidden layers must generally be necessary for learning functions with discontinuities.\textsuperscript{37} Also, the neural network user’s guide (MATLAB R2007a) suggested that a two-hidden-layer sigmoid/linear network can represent any function of
As a result, a two-hidden-layer network with tan-sigmoid transfer function in the first hidden layer and a linear transfer function in the second hidden layer was adopted. Bayesian regularization, implemented as `trainbr` command in MATLAB R2007a, was employed for improving generalization during network training, which updates the weight and bias values according to Levenberg–Marquardt global optimization. Strictly, the Marquardt–Levenberg algorithm searches for local minima; however, in each iteration, it selects a new parameter value (damping factor). Thus, the MATLAB Manual recommends it as generally the best in terms of its performance, memory requirement, and computing efficiency. A loop program was used to redistribute the database in order to make the training set cover the problem domain as recommended by Malinov and Sha. Employing Bayesian regularization and database redistribution can alleviate the overfitting problem. More detail can be found in the author’s previous paper.

Taking one property at a time to be predicted (output of the neural network) and all other properties as inputs, the process was repeated. When property values can be reasonably predicted from groups of other properties, then we can say that part or all of these properties are correlated. The criterion used for highest performance in both training and testing sets was the lowest value of

\[
\omega = \left| \varphi_{\text{training}} - \varphi_{\text{testing}} \right| \quad \text{where} \quad \varphi = |M - 1| + (1 - R),
\]

and the smallest value of \( \omega \) is chosen.

Fig. 3—Distribution of (i) atomic volume (cm\(^3\) mol\(^{-1}\)); (ii) polarizability (\(10\,^{30}\, m^3\)); (iii) linear thermal expansion coefficient (K\(^{-1}\)); (iv) thermal conductivity (W m\(^{-1}\) K\(^{-1}\)); (v) specific heat capacity (J kg\(^{-1}\) K\(^{-1}\)); (vi) heat of fusion (J mol\(^{-1}\)) after taking logarithms.
VI. RESULTS

As the range of applications for materials which depend on electric polarizability and hyper-polarizability has expanded dramatically, we take the example of the prediction of polarizability from the other 14 properties to illustrate how the method behaves in exploring correlations between properties that appear to stem from different physical principles.

First, using the prediction of polarizability from each of 14 properties individually, those which provide strong predictability for polarizability were selected. The other properties were treated as properties that have weak or no direct correlation with polarizability. However, care is needed in deciding on exclusions. There is a possibility that a combination of properties excluded in this way could have delivered enhanced prediction, compared with the case in which they are omitted.

The square of the correlation coefficient, \( R^2 \), is the proportion of the variation in the values of \( y \) that is explained by the least-squares regression of \( y \) on \( x \). It ignores the distinction between explanatory and response variables. The correlation between input and output property values was expressed by \( R^2 \) in this case. The proportion of variation in the experimental values accounted for in a linear relation between predicted and experimental values. Here, we use the criterion of \( R = 0.9 \), meaning that about 80 pct of the variation is accounted for, and designate the correlations with \( R \geq 0.9 \) as having significant correlations. Figures 4(a) through (d) show the results of prediction of polarizability with \( R \) values greater than 0.9 and Table I lists the statistical analysis for results shown in Figure 4.

Now that we have located four properties that have relatively strong correlations with polarizability and have relegated ten properties with weak or even no correlation, the next step is systematically to introduce other properties to assess improvements in the predictions and hence reveal the ‘effect’ of each property on the prediction of polarizability. Here, it needs to be noted that if the effects of different properties on the prediction of polarizability are combined, the influence of one property cannot be distinguished from the influence of others and it cannot be said how strong the effect of one property on polarizability is. It also means that some properties, which cannot make a strong prediction alone, may have effects or even strong effects on the prediction when combined with other properties.

So this step focuses on the results that show a high degree of correlation (here we take \( R^2 = 99 \) pct, which corresponds to \( R = 0.995 \) and the slope \( M \) is equal to or greater than 0.99) between polarizability and different combinations of other properties and then from these results, we note the underlying physical principles in an attempt to assess why different combinations of properties can have similar predictive performance. It is found that the prediction of polarizability obtained using the minimum number of other properties involves melting point, heat of vaporization, specific heat capacity, and first ionization potential. The result is shown in Figure 5, and the statistical analysis is shown in Table II.

The discussion of these five results (Figures 4 and 5) that follows comprises (1) exploration of the underlying physical principles for results shown in Figure 4 in order to justify this method for exploring cross-property relationships, (2) analyzing the results shown in Figure 5 and comparing this result with other results to explore the possible confounding effect of different properties, and (3) exploring possible mathematical equations that can formulate these correlations.

VII. DISCUSSION

A. Exploring Underlying Physical Principles

The polarizability is the average static electric dipole polarizability with units C m² V⁻¹ rendered as a volume by dividing by \( 4\pi\varepsilon_0 \) where \( \varepsilon_0 \) is the permittivity of free space. The polarizability of an atom or molecule is the average induced dipole moment resulting from distortion of the electron cloud divided by the microscopic electric field applied to the molecule and is a measure of the ease with which its electron cloud can be pulled away from the nucleus. For dielectrics, the polarizability, \( \chi \) is related to dielectric constant and atomic weight by the Clausius–Mossotti relation.

The correlation between polarizability and atomic weight (Figure 4(a)) is the strongest compared with other combinations and it is well known that polarizability increases with atomic weight for elements in the same family as atomic size increases, as shown by many including Debye, Clark, Denbigh, Atoji, Pauling, and Ghanty and Ghosh and decreases with increasing atomic weight for elements in the same row of the periodic table as the outer-shell orbitals are increasingly filled. Drawing these two properties in Cartesian coordinates (Figure 6) demonstrates the periodic trend and the neural network immediately finds this strong correlation.

While polarizability measures the response of an electronic system to an external electric field, the first ionization potential measures the extraction energy of the outermost electron of the atom. Dmitrieva and Plindov pointed out the correlation between first ionization potential (IP) and polarizability (\( \chi \)) follows \( \chi^{1/3} = 1.09/IP \). Fricke also argued that an increasing first ionization potential implies a decreasing polarizability, and they obey direct \( IP \sim 1/\chi \) correlation when plotted on a double-logarithmic scale. Schwerdtfeger stated the relationship is in the form of \( \chi \sim 1/IP^2 \). However, for all the above three cases, the trends are visible but the two quantities are not correlated perfectly in a general way for all the elements. This is explained by the fact that the structure of the valence electrons of each element is very different and relativistic effects change the trend in polarizability within a Group of the periodic table. The neural network also finds this correlation easily as shown in Figure 4(b).

The correlation between polarizability and electronegativity (shown in Figure 4(c)) has been explored by...
Komorowski\cite{54} who applied an electrodynamical equation to the chemical potential by analogy and obtained an inverse relationship between polarizability and electronegativity. Van Genechten et al.\cite{55} applied the electronegativity equalization method to calculate values of average electronegativity and related these values to the polarizability: large electronegativity is consistent with low polarizability. However, in these two works, the correlations are not explored in detail. Nagle\cite{56} employed the concept of valence electron density,\cite{57,58} and got a function of the number of valence electrons divided by polarizability, \( n/a \). Then, the cube root of this ratio, \( (n/a)^{1/3} \), can be used for calculating the electronegativity \( \chi = 1.66 (n/a)^{1/3} + 0.37 \) for s- and p-block elements and it can also be applied to d- and f-block elements if the number of “valence” electrons for these elements can be determined from a careful analysis of their atomic spectra. Further proofs can be derived from the correlations between atomic radii and polarizability and between atomic radii and electronegativity, such as the work done by Ghanty and Ghosh.\cite{49}

The discussion in these cases describes the relationship between polarizability and electronegativity from a physical perspective but points out there is no universal quantitative relationship between them. In order to make a comprehensive and general prediction, other

Fig. 4—Results of prediction for polarizability with \( R \) values greater than 0.9: (a) prediction from atomic weight; (b) prediction from first ionization potential; (c) electronegativity; (d) work function.
parameters need to be introduced. The ANN finds this correlation with $R = 0.94$.

The correlation found by ANN between work function and polarizability is shown in Figure 4(d). The electron work function $\phi$ is a measure of the minimum energy required to extract an electron from the surface of a solid.\textsuperscript{[59]} It can be measured from thermionic, photoelectric, or contact potential methods. Michaelson\textsuperscript{[60]} observes that the thermionic method cannot give an absolute value for polycrystalline or other patchy surfaces, while the photoelectric method does not yield the true work function for semiconductors because the emission contains contributions of both volume and surface origin. The critical review of different measurement methods and the rationale for selecting preferred values are discussed by Riviere.\textsuperscript{[61]} Like most of the chemical properties of the elements, the work function is a periodic function of atomic number when the values are carefully selected.\textsuperscript{[62–66]} As a result, the work function has an established correlation with atomic number, which is the same trend as the variations in polarizability. Furthermore, an empirical correlation between work function and first ionization potential exists within the alkali metals. Since we have the periodic correlation between polarizability and atomic weight, there is indeed some correlation between polarizability and the work function.

However, from Figure 4(d) this correlation is not very strong with $R = 0.91$. The reasons are as follows. (1) We use a single value (polycrystalline or unweighted mean values for all facets) taken from handbooks, whereas the choice of preferred single value is complicated by the variations produced from the purity of the specimen, the measurement method, and the surface distribution of crystal facets.\textsuperscript{[68]} (2) The measurements of work function are extremely sensitive to the presence of

| Conditions                        | Test Set | Whole Set |
|-----------------------------------|----------|-----------|
| Atomic Weight ($A_W$)             | 1.01     | 1.15      |
| First Ionization Potential ($E_I$)| 1.04     | 1.15      |
| Electronegativity ($\chi$)        | 0.91     | 0.90      |
| Work Function ($F$)               | 0.85     | 0.85      |

| $M$ | $R$ | MME | SDME | MPME | SDPME | $R = 0.995$ |
|-----|-----|-----|------|------|-------|-------------|
| 1   | 0.980 | 1.15 | 0.94 | 0.91 | 0.85 | 0.90 |
| 1   | 0.980 | 1.15 | 0.94 | 0.91 | 0.85 | 0.90 |
| 1   | 0.980 | 1.15 | 0.94 | 0.91 | 0.85 | 0.90 |

Fig. 5—Result of prediction of polarizability employing melting point, heat of vaporization, specific heat capacity, and first ionization potential.
surface impurities, such as oxides and gases. When the measurement is not carried out under ultra high vacuum, it is affected by trace impurities. (3) The anisotropy, allotropy, and temperature dependence complicate the values of work functions and although the difference is not great, the data recorded in handbooks have these uncertainties. (4) For semiconductor elements, variations exist among the values obtained from different methods of measurement. Similarly, for the data of As, Te, and Se semiconductors are derived from photoelectric methods. It is stated above that the photoelectric method cannot yield the true work function for semiconductors. Actually, these values cannot be confirmed by measurements made by ultrahigh vacuum techniques and so, as suggested by Michaelson, these values can only be treated as possibly valid but of unknown reliability and can only be accepted as being the best available and not necessarily as absolute physical quantities. (5) The periodic trend found by Michaelson, as shown in Figure 7, is obvious, but not rigorous. It has been found that in each period, the work function value tends to rise with increasing atomic number, as electron shells and sub-shells gradually become filled; however, the relation becomes complex in the intervals occupied by the transition metals.

B. Exploring Confounding Effects of Different Properties

The results shown in Figure 5 indicate the confounding effect of melting point, heat of vaporization, specific heat capacity, and first ionization potential on polarizability and it is desirable to see the relative importance of each input property but, before that, we wish to find the correlation between each of these four properties themselves. The neural network was run to predict each of the four properties from one of others; totally there are six pairs. It was found that there is a strong correlation between melting point and heat of vaporization, but there is no correlation between each of the other five pairs: as shown in Table III, only melting point and heat of vaporization have high $R$ and $M$ values which indicate a strong correlation. As a result, it can be said that the prediction of polarizability emerges from three distinct parts: first ionization potential, specific heat capacity, and melting point/heat of vaporization taken together.

In the next stage, the relative importance of each property is explored by running the network with one input property omitted at a time and the results are shown in Table IV. It is quickly seen that the relative importance of each property for the prediction of polarizability follows the descending order: first ionization potential, melting point, heat of vaporization, and specific heat capacity. That is, the predictability of polarizability mostly comes from the first ionization potential, then smaller parts from melting point and heat of vaporization (also, melting point contributes more than heat of vaporization), and the smallest part comes from specific heat capacity.
The strong correlation between polarizability and first ionization potential was discussed above. The correlations between polarizability and the other three properties are compared in Table V from which it can be seen that the correlations between polarizability and these three properties are weak. It is worth noting that...
the \( R^2 \) values are 0.27, 0.54, and 0.17 for melting point, heat of vaporization, and specific heat capacity, respectively (for whole set), yet it cannot be said that these three properties follow the descending order of degree of importance: heat of vaporization, melting point, and specific heat capacity. The reason is that when the value of \( m \) is far from 1, less reliability attends the value of \( R \). From the above analysis, we can say although these properties have a weak correlation with polarizability, they can improve the prediction when combined and their strengths depend upon how they are combined. Here, we begin to see how a much larger ANN analysis could be structured to accommodate large numbers of properties with the intention of predicting properties not yet known and, if the scope included compounds rather than elements, even introducing compositions not yet made.

In the next stage, pairs of parameters are selected to predict polarizability and the results are shown in Table VI. The combination of melting point and heat of vaporization has the weakest predictability. The reason is that, as mentioned before, there is already a correlation between melting point and heat of vaporization and this ‘single input’ does not make a strong prediction. Then from second and third rows, the role of specific heat capacity is introduced and the performance is improved little, and is still very weak. From rows 4 to 6, it is clear that when the first ionization potential is introduced, it has the single strongest correlation with polarizability. These three rows render the ascending effect of specific heat capacity, heat of vaporization, and melting point on the prediction of polarizability when combined with first ionization potential.

From the discussion above, it can be concluded that the first ionization potential plays the most important part, the melting point and heat of vaporization play the second most important part, and the specific heat capacity plays the least important effect. For melting point and heat of vaporization, the melting point has a higher performance than the heat of vaporization. In all cases, without adopting the first ionization potential, the correlations with polarizability are very weak; however, when they are combined with first ionization potential, the performance can be improved a lot compared with employing first ionization potential alone (from \( M = 0.925, R = 0.92 \) to \( M = 0.994, R = 0.995 \)).

### C. Exploring Possible Mathematical Equations that can Formulate Correlations

It would be useful to have mathematical functions that can describe the correlations found by the neural network. Recently, this has been demonstrated by Schmidt and Lipson\([81]\) who used genetic programming to extract Hamiltonians and other laws by automatically searching motion-tracking data captured from chaotic double pendula. So it will be possible to find mathematical equations from these correlations in the future. However, in the method proposed by Schmidt and Lipson,\([81]\) it is still necessary to identify mathematical building blocks such as algebraic operators and analytical functions. So, it is reasonable to speculate on such building blocks by visualizing the functional relationship which is captured by neural networks in order to see the variation in polarizability in terms of the input properties. However, for the results shown in Figure 4, the neural network captures correlations between polarizability and four other properties and the functional correlation locates within a 5D space.

In order to visualize the functional relationship that the neural network captured, we analyzed the result for the prediction of polarizability from two other properties taking atomic weight and electronegativity as an example, which has \( M = 0.994 \) and \( R = 0.994 \) as shown in Figure 8. Now in this case, it is possible to interpret the results visually by drawing a 3D diagram. The interpretation is shown in Figure 9, which is constructed as follows:
Table IV. Comparison of Criteria for Predicting Polarizability Using Different Combinations of Three Parameters

| Conditions          | Test Set | Whole Set |
|---------------------|----------|-----------|
|                     | $M$      | $R$       | MME (10$^{-30}$ m$^3$) | SDME (10$^{-30}$ m$^3$) | MPME (Pct) | SDPME (Pct) | M | R | MME (10$^{-30}$ m$^3$) | SDME (10$^{-30}$ m$^3$) | MPME (Pct) | SDPME (Pct) |
| $T_m$, $\Delta H_V$, and $C_P$ | 0.0674  | 0.314  | 9.80  | 7.17  | 84.6  | 86.2  | 0.0619  | 0.291  | 9.16  | 6.73  | 94.3  | 96.3  |
| $\Delta H_V$, $C_P$, and $E_I$ | 0.913 | 0.932  | 3.28  | 3.18  | 25.7  | 29.6  | 0.902  | 0.947  | 2.59  | 2.82  | 23.6  | 31.4  |
| $T_m$, $C_P$, and $E_I$ | 0.995  | 0.948  | 2.24  | 1.68  | 24.4  | 23.1  | 0.961  | 0.978  | 1.71  | 1.79  | 15.4  | 20.2  |
| $T_m$, $\Delta H_V$, and $E_I$ | 1.01  | 0.963  | 2.21  | 2.32  | 17.8  | 25.0  | 0.98  | 0.983  | 1.61  | 1.50  | 16.0  | 18.6  |

Table V. Comparison of Correlations Between Polarizability and Melting Point, and Heat of Vaporization, and Specific Heat Capacity

| Conditions | Test Set | Whole Set |
|------------|----------|-----------|
|            | $M$      | $R$       | MME (10$^{-30}$ m$^3$) | SDME (10$^{-30}$ m$^3$) | MPME (Pct) | SDPME (Pct) | M | R | MME (10$^{-30}$ m$^3$) | SDME (10$^{-30}$ m$^3$) | MPME (Pct) | SDPME (Pct) |
| $T_m$      | 0.210  | 0.482  | 6.80  | 5.31  | 84.6  | 145  | 0.247  | 0.523  | 7.86  | 6.35  | 90.0  | 132  |
| $\Delta H_V$ | 0.682 | 0.695  | 9.71  | 7.05  | 85.9  | 78.4  | 0.615  | 0.735  | 6.37  | 5.09  | 65.1  | 76.9  |
| $C_P$      | 0.158  | 0.279  | 7.62  | 5.36  | 158  | 192  | 0.155  | 0.415  | 8.00  | 7.31  | 93.1  | 118  |
1. The atomic weight $AW$ is placed on the $x$-axis, electronegativity $\chi$ is placed on the $y$-axis, and polarizability $\alpha$ is placed on the $z$-axis.

2. The property data for 75 elements are plotted directly. The training set and testing set are shown as red and green dots, respectively. For these data, the atomic weight values are within the range of $0.0069$ to $0.238$ kg mol$^{-1}$, while the electronegativity values are within the range of $0.7$ to $2.5$.

3. The ANN, which was constructed from the training set (red dots), was fed with artificial atomic weights from $0.0069$ to $0.238$ in the form of 50 equally spaced data points and electronegativity from $0.7$ to $2.5$ also as 50 equally spaced data points to predict the corresponding polarizability. Those data were then used to draw the surface, which is shown in Figure 9 as a semi-transparent net. It is important to realize that the net represents atomic weights which both exist and those which do not exist.

From Figure 9, it can be found that, from the training set, the neural network has captured a functional surface and nearly all the testing set are located on this surface. This means the choice of the training set covers the problem domain, and the neural network captured the complex functional relationships.

Since the correlation between polarizability and atomic weight follows a periodic trend and the correlation between polarizability and electronegativity follows an inverse relation, it can be speculated that the polarizability observed in Figure 9 is the sum of a function of atomic weight $f(AW)$ and a function of electronegativity $g(\chi)$. The type of periodic function needed here corresponds to free vibration with damping and as shown in Figure 10(a), and the equation found is

$$f(AW) = 3.5 \times e^{5AW} \times \sin(80AW + 30) + 10$$  \[1\]

---

**Table VI. Comparison of Criteria for Predicting Polarizability Using Different Combinations of Two Parameters**

| Conditions | $M$ | $R$ | SDME (10$^{-30}$ m$^3$) | MPME (Pct) | SDPME (Pct) |
|------------|-----|-----|------------------------|------------|-------------|
| $T_m, D_H, V$ | 0.0233 | 0.206 | 0.320 | 0.239 | 0.319 |
| $T_m, C_P$ | 0.0277 | 0.273 | 0.394 | 0.289 | 0.389 |
| $D_H, V, C_P$ | 0.0919 | 0.273 | 0.394 | 0.289 | 0.389 |
| $C_P, E_I$ | 0.901 | 0.273 | 0.394 | 0.289 | 0.389 |
| $D_H, V, E_I$ | 0.909 | 0.273 | 0.394 | 0.289 | 0.389 |
| $T_m, E_I$ | 0.958 | 0.273 | 0.394 | 0.289 | 0.389 |

---

**Fig. 8**—Result of prediction of polarizability using atomic weight and electronegativity.
Fig. 9—Variation of polarizability as a function of atomic weight and electronegativity.

\[
\alpha = 3.5 \times \exp(5 \times A_W) \times \sin(80 \times A_W + 30) + 10
\]

Fig. 10—(a) Free vibration with the damping curve; (b) inverse function curve.
and the inverse function can be simulated as a kind of power function with the power of \(-3\), such as the one shown in Figure 10(b),

\[
g(\chi) = 15 \times \chi^{-3}. \tag{2}
\]

The sum of functions as shown in Figure 11 is

\[
a = f(A_W) + g(\chi) = 3.5 \times e^{5A_W} \times \sin(80.4W + 30) + 10 + 15 \times \chi^{-3} \tag{3}
\]

which is very similar to Figure 12 (which is redrawn from Figure 9 from the same viewpoint as in Figure 11). So it is reasonable to present the correlation using mathematical building blocks based on the discrete parts of multiple correlations located by the ANN as shown in Eq. [3].

It is arguable that this visualization method is only workable with one to one or two to one correlations. For higher dimensions, it may be difficult to visualize the equation in 3D pictures. However, it is possible to fix values for some properties and show only two or three properties in a series of lower dimension pictures, which are equivalent to projections of the high dimension to two or three dimensions.

**VIII. THE VALIDITY OF EXPLORING CROSS-PROPERTIES RELATIONSHIP BY USING ANNS**

The prediction of properties from structures by computational methods is widespread but the interactions between different levels of structure can make these problems very complex. In this work, we apply the principle that all the properties of a material are determined by, or are a common response to, composition and structure, and use this principle to explore the correlations between different properties which should therefore exist by using artificial neural networks. However, interactions between input properties still exist. In neural networks, the nature of the interactions is implicit in the values of the weights. In cases like the one studied in this work, there exist more than just pairwise interactions and, as a result, it is difficult to visualize them from the examination of the weights. As suggested by Bhadeshia, the better method is to use the network to make predictions and to see how these depend on various combinations of inputs. In this work, we made use of underlying physical principles to explain the different results and found that employing neural networks to explore the cross-properties relationships is both reasonable and feasible.

**IX. SUMMARY**

The correlations that exist between different properties are explored by employing artificial neural network methods using the example of prediction of polarizability from combinations of other properties. Through this example, we provide a general, systematic method for exploring correlations between different properties for different types of materials under specified conditions of phase, temperature, and pressure. The method applied in this work depends strongly on the availability of correct data. It is the restrictive availability of such data for compounds that presently limits this novel methodological step.

The advent of e-science has meant that scientific communication can employ media not previously recognized and data can be made accessible globally so that many geographically dispersed groups can analyze raw data according to their own skills. The sharing of data in raw form rather than through the highly processed medium of refereed journals means that the construction of global shared databases is a reality and it follows from that multi-property data can be put up, shared, and processed in novel ways.

Once data sharing is in place, computational processes for mining the relationships are needed. Methods are required for identifying how values of properties \(p_1, p_2, p_3\ldots\) can be used to estimate the likely magnitude of property \(p_n\). This will narrow down considerably the
sample space for experimental high-throughput methods for finding materials with a desired range of properties at a rate previously thought impossible. In the same way that high-throughput methods have compressed laboratory time, multi-property mapping might compress the time taken for new materials discovery. Linked in this way, the mapping would define the compositional space for combinatorial discovery.

The results show how the predictive power of some parameters depends on those with which they are combined and so we begin to see how a much larger ANN analysis could be structured to accommodate large numbers of properties both to predict properties not yet known and to point the direction of compositions not yet made.

However, a prerequisite for all such methods is that the shared databases should be cleansed from unreliable data; this is the basis for getting meaningful and useful information out from them with certainty.
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