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Abstract—Convolutional neural network (CNN) inference on mobile devices demands efficient hardware acceleration of low-precision (INT8) general matrix multiplication (GEMM). Exploiting data sparsity is a common approach to further accelerate GEMM for CNN inference, and in particular, structural sparsity has the advantages of predictable load balancing and very low index overhead. In this paper, we address a key architectural challenge with structural sparsity: how to provide support for a range of sparsity levels while maintaining high utilization of the hardware. We describe a time unrolled formulation of variable density-bound block (VDBB) sparsity that allows for a configurable number of non-zero elements per block, at constant utilization. We then describe a systolic array microarchitecture that implements this scheme, with two data reuse optimizations. Firstly, we increase reuse in both operands and partial products by increasing the number of MACs per PE. Secondly, we introduce a novel approach of moving the IM2COL transform into the hardware, which allows us to achieve a 3× data bandwidth expansion just before the operands are consumed by the datapath, reducing the SRAM power consumption.

The optimizations for weight sparsity, activation sparsity and data reuse are all interrelated and therefore the optimal combination is not obvious. Therefore, we perform an design space evaluation to find the pareto optimal design characteristics. The resulting design achieves 16.8 TOPS/W in 16nm with modest 50% model sparsity and scales with model sparsity up to 55.7 TOPS/W at 87.5%. As well as successfully demonstrating the variable DBB technique, this result significantly outperforms previously reported sparse CNN accelerators.

I. INTRODUCTION

Convolutional neural network (CNN) inference has quickly become an important workload on IoT [12], [13], [22] and mobile computing devices [14], [42], which has spurred the development of hardware accelerators in mobile SoCs [19], [36]. CNNs are fundamentally composed of many layers of multi-channel 2D convolution, interspersed with non-linear activation functions. The convolutions are usually lowered in the runtime to general matrix multiplication (GEMM) by linearizing the 3D feature maps into a 2D structure using the IM2COL function [35]. The resulting GEMMs are usually compute-bound, \( O(N^3) \), and heavily dominate the runtime of CNN inference. Therefore, GEMM is an obvious target for acceleration [38], and being compute bound, the speedup justifies the extra silicon real estate. For mobile computing devices, INT8 CNN inference accelerators demand high energy efficiency (TOPS/W) and area efficiency (TOPS/mm\(^2\)) to achieve performance and price differentiation.

Data sparsity can be exploited in CNN inference accelerators [16], [30], [32], as zeros in the data reduce the theoretical compute and storage cost significantly. However, traditional sparse matrix multiplication (sGEMM) from scientific workloads only generates speedup at very high sparsity (e.g., >95% zeros). In contrast, CNNs typically exhibit 50–70% zeros [18], [30], which falls well below this level. Furthermore, the zeros in CNNs are naturally distributed randomly (Fig. 1(a)), which leads to two challenges. Firstly, this requires each non-zero element to be indexed explicitly, which increases the overheads of storing and manipulating the indexes, not to mention the cost of gathering and scattering the data. Indexing overheads are exacerbated for INT8 data types, where the index itself may require at least 4-bits. Secondly, load balancing is intractable for random sparsity without inspecting the indexes at runtime, making it difficult to achieve high utilization.

Block sparsity (Fig. 1(b)) is an alternative, where a contiguous block or pattern of elements is forced to be either all-zero or unconstrained. For hardware design, this has two huge advantages over random sparsity. Firstly, the indexing cost is substantially reduced, because a single index is amortized over multiple data elements. Secondly, as the granularity is now a block rather than a single element, the workload is entirely predictable, which makes load balancing and hardware design in general much easier. However, as the block size increases to the benefit of the hardware, the CNN accuracy degrades due to the increasingly large “holes” in the weight matrices. A fairly new alternative formulation called density bound block (DBB) sparsity [21], [27], introduces a bound on the number of non-zero elements in each block (Fig. 1(c)). DBB sparsity exhibits the hardware advantages of block sparsity and the
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CNN performance of random sparsity. DBB has even been implemented in the recently announced Nvidia A100 GPU product [28], which cites 2× speedup for 50% sparsity.

A significant limitation of the two DBB architectures published to date, is that the sparsity is fixed at design time: 75% in [21], and 50% in [28]. As a result, any model that does not meet this fixed sparsity level will be forced to fall back to dense execution with no gains. Even worse, any models that achieve even higher sparsity than the fixed level will also see no further gains. Therefore, a fixed sparsity level severely limits the usefulness of DBB for broader deployment, as any commercial products are forced to choose a modest sparsity level to best suit the average customer. The challenge in supporting variable sparsity levels is that the number of MACs required per fixed amount of weights read from SRAM changes. For a fixed provisioning of hardware MACs, this leads to a proportional drop in utilization, which directly impacts energy efficiency and area efficiency.

In this paper, we introduce a novel variable DBB technique using a time unrolled architecture. We demonstrate this in a reuse optimized accelerator and demonstrate state-of-the-art results. The contributions of this paper are summarized below:

- **Variable Density Bound Block (VDBB)** In previous work, the DBB compression is fixed [21], [28], which is a big impediment to broader deployment, because CNNs can vary widely in their weight sparsity. This paper describes a variable DBB (VDBB) architecture achieved through time unrolling, that supports all structured sparsity ratios from 12.5% (1/8) up to fully dense (8/8), achieving both speedup and energy efficiency as sparsity increases.

- **Reuse Optimized VDBB Microarchitecture** We describe an accelerator microarchitecture to implement time unrolled variable DBB. At the datapath array level, we implement a systolic tensor array (STA) composed of a more complex PE called a tensor PE (TPE), which increases reuse and better amortizes the cost of data movement. To decrease SRAM read power we introduce a novel hardware IM2COL unit after the SRAM and just before the datapath, which achieves 3x bandwidth magnification for 3×3 kernels. We show how to incorporate VDBB weight sparsity and random activation sparsity.

- **Design Space and Evaluation** The combination of time unrolled VDBB and the reuse optimized implementation result in a large number of parameters, which all have an interlinked impact on performance, area and energy such that the optimal design point is not obvious. Therefore, we finally enumerate the design space and describe the pareto-optimal design choices. Results in 16nm for INT8 at 1GHz show the optimal nominal 4 TOPS accelerator has effective throughput and energy that scale strongly with model sparsity and demonstrating 16.8 TOPS/W (50% model sparsity) up to 55.7 TOPS/W (87.5% model sparsity). This is more than 8× greater energy efficiency compared to the previously published Laconic [32].

The remainder of the paper is organized as follows. Section III provides background material on DBB and presents motivation for the paper. Section IV describes the time unrolled variable DBB (VDBB) architecture, and Section V presents a reuse optimized accelerator implementation. Section VI describes the experimental methodology and Section VII presents the results. Section VIII describes related work. Finally, Section VIII concludes the paper.

II. BACKGROUND AND MOTIVATION

The main advantage with DBB weight compression for hardware deployment is that it maintains the regularity of GEMM. This results in speedup proportional to the compression rate, high utilization, and low index storage and manipulation overheads which is anyway amortized over the block size. In this section we give an overview of the DBB approach and discuss preliminaries. We also explain the limitations of the fixed sparsity ratio used in the previous work.

A. DBB Overview

Both the weights and activations of CNNs exhibit sparsity. However, while the weights are known in advance and can be influenced during training, activations depend on the input image and therefore their sparsity is much more difficult to influence. Therefore, in this work, we apply DBB to weight tensors. On top of this, we describe clock-gating schemes to exploit activation sparsity. Density bound block [21] imposes a simple constraint on the sparsity of a block of BZ elements, such that there are at most NNZ non-zero elements per block. Fig. 2 gives a concrete example, using a block size of 8×1. The tensor blocking is performed depthwise (i.e. over the channel dimension), such that the elements in any single 3×3 kernel do not fall into the same block, which avoids over-constraining any single kernel. Note that this approach also works for the 1×1 (pointwise) filters that represent the majority of the compute in depthwise separable layers [9], which are used heavily in the influential MobileNets [3] family of models.
TABLE I: CNNs trained with INT8 DBB weights with a block size of 8. The maximum block sparsity achieved for these benchmark models varies from 50% (4/8) to 75% (2/8).

| Model       | Dataset     | Baseline Acc.(%) | Baseline Acc.(%) | Total NNZ | Sparsity1 (%) |
|-------------|-------------|------------------|------------------|-----------|----------------|
| LeNet-5     | MNIST       | 99.1             | 98.7             | 1.05K     | 75 (2/8)       |
| ConvNet     | CIFAR10     | 86.0             | 85.3             | 26.8K     | 75 (2/8)       |
| ResNet-50V1 | ImageNet    | 75.2             | 74.2             | 8.79M     | 62.5 (3/8)     |
| VGG-16      | ImageNet    | 71.5             | 71.4             | 5.39M     | 62.5 (3/8)     |
| MobileNetV1 | ImageNet    | 70.9             | 69.8             | 1.6M      | 50 (4/8)       |

1In this paper we routinely refer to the block density as a ratio of NNZ/BZ, but also use the sparsity given as a percentage.

When the tensors are blocked in this fashion, they can be trivially compressed in two steps. First, the non-zero elements are stored by removing the zeros. Secondly, a simple bitmask index M is added to encode the presence of a non-zero element at each location in the expanded block (size BZ). The resulting compressed size is $8NNZ + BZ$ bits, assuming INT8 word size, giving a compression ratio of $8BZ/(8NNZ + BZ)$. Any blocks that have less than NNZ non-zero elements will include one or more zero elements in the encoded form.

B. Training DBB CNN Models

CNNs must be specially trained to meet the DBB constraint. To demonstrate the feasibility of this, we trained five CNNs, applying conventional INT8 quantization and magnitude-based DBB pruning to VGG-16, MobileNetV1, ResNet-50V1, 5-layer ConvNet and LeNet-5 on ImageNet, CIFAR10 and MNIST datasets. The DBB sparsity hyperparameter was optimized for each model. For MobileNet, we apply DBB to the pointwise (1 x 1 kernel) layers only, which anyway constitute the vast majority of the ops. For the depthwise separable layers, we fall back to dense operation, which is a key feature of this work. The training results are given in Table II. Further details of the training methodology are given in Section V-A. The accuracy loss from combined DBB pruning and INT8 quantization is 0.1–1.1% across all five models, which include both a relatively big network (ResNet-50V1) and a compact parameter-efficient network (MobileNetV1), both of which are typically tough test cases for model optimizations. These training experiments validate that DBB pruning achieves 2–4 x weight compression, while maintaining reasonable test accuracy with INT8 quantization, while maintaining regularity.

C. DBB Parameters

There are only two key parameters for DBB: the block size (BZ) and the density bound given by $NNZ/BZ$. In general, a larger block size introduces a less severe constraint on the optimization process, but increases the hardware cost. A larger block size also provides a greater granularity of sparsity levels. To illustrate this, Table III shows the training sensitivity to the block size (BZ) using 8-bit quantized LeNet-5 on the MNIST dataset, following the methodology in Section V-A. For a given sparsity ratio, DBB pruned LeNet-5 models with larger block sizes clearly achieve better predication accuracy. For example, the ratio of 1/4 (NNZ=1 and BZ=4) achieves 98.7% accuracy, but the same compression ratio with a higher block size, e.g. 4/16, gives better accuracy (99.1%). Based on this, we use a block size of 8 based on the results of the DBB pruning in Table I and analysis of the hardware cost. Previous work uses a block size of 8 in [21] and 4 in [28]. Note that any models trained with block size of 4 are guaranteed to be supported on hardware with a block size of 8, as a block 4 model will always satisfy the same sparsity ratio in block 8 format.

D. Motivation

We showed in Table I that popular CNN architectures achieve a fairly wide range of DBB pruning ratios, which vary depending on the dataset, the network architecture and even the training recipe. Smaller models such as LeNet-5 and ConvNet can be pruned down to 1/4 of their original size, so would ideally benefit from a block sparsity rate of 2/8. However, very compact models such as MobileNet are notoriously tricky to train and optimize and achieve about 50% compression at best, which requires a block size of 4/8. We are also very likely to encounter a variety of sparsity levels within a single model. For example, it is very common to avoid optimizing the first layer of a large CNN, as this often damages accuracy. It is also possible to optimize sparsity per-layer or even per-channel to extract the most from the model. Therefore, all of this points towards the need to support a range of structured sparsity ratios natively in the hardware.

Previous implementations of DBB have demonstrated fixed sparsity: Kang et al. implements fixed DBB with a 2/8 (75%) block, and the Nvidia A100 GPU [28] implements a 2/4 block. However, the fixed block sparsity ratios are a practical limitation, as models with more sparsity will see no further improvement, and models with less sparsity will have to fall back to dense GEMM. In this work, we demonstrate an effective approach to implement DBB with continuously variable block sparsity. We also demonstrate the first structured sparsity systolic array, which heavily emphasizes data reuse.

III. VARIABLE DENSITY BIND BLOCK (VDBB)

As we outlined in the previous section, hardware support for variable sparsity DBB (VDBB) is highly desirable. However, varying the density bound leads to hardware under utilization. In this section we will discuss this issue more concretely and present an architecture solution to the VDBB requirement.
A. Spatially Unrolled Block Architecture

A conventional (dense) datapath is shown in Fig. 3(a), where a block of 8 weights (W) are multiplied by a corresponding block of activations (A). The most obvious approach to compute a sparse block is to parallelize the operations across independent hardware MACs, i.e. spatially unroll the block. For random weight sparsity, we can add a simple mechanism to detect zero operands and clock gate (CG) the relevant MAC lane [8], as shown in Fig. 3(b). This reduces the compute power (proportionally to the sparsity), but also reduces the utilization of the hardware, which impacts area efficiency (TOPS/mm²).

It is also challenging to reduce data storage cost with random sparsity, due to the unpredictability of the non-zero elements per fixed SRAM access size.

In contrast, DBB results in a predictable number of non-zero (NNZ) elements per block, which means we can easily reduce both compute and data movement. For example, Fig. 3(c) illustrates a datapath that supports a 4/8 density-bound block and achieves the same throughput as Fig. 3(a). The DBB version requires only four hardware MACs, each augmented with an 8:1 mux to steer the correct activation element into the MAC. The select signal for the mux is driven by the positional index metadata (M), which is an additional byte per block overhead in this example. Note that the implementation of DBB by Kang [21] is similar to this, but with a 2/8 block (75% sparsity).

However, as we noted in Section II, real world models can exhibit a very wide variety of sparsity levels. However, the fixed DBB hardware in Fig. 3(c) can only support a single fixed block sparsity ratio. If the sparsity is higher than 4/8, e.g., 2/8 shown in Fig. 3(d), then the utilization drops, limiting the TOPS/mm² advantage on sparser models. Conversely, lower sparsity models, such as the 6/8 example in Fig. 3(e), are not supported and it is necessary to fall back to dense execution, which offers no benefit at all. Therefore, instead of fixing the sparsity at design time, we would instead like to support all sparsity ratios from very sparse (1/8 density) up to fully dense (8/8), from 87.5% to 0% sparsity.

B. Time Unrolled Block Architecture

The big challenge with supporting variable density bound blocks (VDBB) in hardware, is that as the weight sparsity rate is increased, the hardware utilization decreases, which leads to low energy and area efficiency. If we implement fixed 4/8 DBB (50% DBB compression), a model that achieves 6/8 would result in a utilization drop of roughly 50%. On top of this, executing a model with sparsity lower than 50% is not supported, other than by treating it as a dense model.

To get around this issue with spatially unrolled DBB architectures, we instead implement the DBB hardware by unrolling the block in the time dimension. This simply means that we process one element of the density bound block per cycle using a single MAC per block. Of course, the key advantage of this arrangement, is that we can now freely vary the block sparsity, while the datapath utilization and the operand bandwidth both remain constant. The number of cycles per block is the only thing that varies as we change the sparsity, i.e. the effective throughput increases with sparsity. For example, Fig. 3(a) shows a conventional dense block unrolled in the time dimension and requiring eight cycles to compute on a single MAC. While in Fig. 3(b)–(e), we illustrate that NNZ can be freely varied, with the number of clock cycles required to compute the block being equal to NNZ. At the extreme, a very sparse model with 1/8 DBB sparsity only requires 1 cycle per block (8× speedup).

Although the illustrative diagrams in Fig. 3 and Fig. 4 show both the zero and non-zero elements of the 8-element block, the key idea with DBB is that the data can be trivially compressed (Section II), by storing only the non-zero elements and the index metadata M. Therefore, the non-zero elements of the weight block are consumed one per cycle, and the skipping of elements is achieved implicitly. The corresponding activation

Fig. 3: Spatially unrolled datapaths, all with effective throughput of 16 Ops/cycle. (a) Conventional dense datapath with no benefit from sparsity. (b) With a random sparsity, we can clock gate (CG) on zero operands to proportionally reduce compute power while lowering utilization. However, this does not reduce data movement power or area. (c) A DBB datapath designed for 4/8 block sparsity has the same effective throughput as (a), but requires 62.5% operand bandwidth, and about half the area/power. The block sparsity (4/8) is fixed at silicon design time. (d) A model with higher sparsity (2/8) has little advantage, as the hardware is designed for (4/8) block sparsity. (e) A model with lower sparsity (e.g., 6/8) is not natively supported.
We achieve this by generalizing the SA into the systolic tensor (SA) of Fig. 6(a), consists of an $M \times N$ array of PEs. Each PE is a single MAC with INT8 operand (OPR) pipeline registers a INT32 accumulator (ACC) register. We use an output stationary dataflow, which allows the larger INT32 accumulators to remain stationary. The Systolic Tensor Array (STA) of Fig. 6b extends the SA concept, with a more complex PE called a tensor PE (TPE). The TPE accepts a tensor (matrix) of weights and a tensor of activations per cycle, instead of a single weight and activation. Instead of computing a single MAC per cycle, each TPE essentially processes a small matrix multiplication on the input matrices of size $A \times C$, using a B-way dotproduct (DP). This increases the MACs to operands ratio, which we refer to as intra-TPE reuse. In the remainder of this paper, we uniquely denote an STA configuration as $A \times B \times C_M \times N$. Fig 7a illustrates the STA dataflow, which is similar to the classic SA, but with tensor (i.e. sub-matrix) operands in place of scalar operands.

2) Adding DBB Support (STA-DBB): Next, we add support for DBB weight matrices. DBB allows us to reduce the number of MACs per block from BZ to NNZ, which reduces the area by the compression factor NNZ/BZ. Each dot product (DP) also requires an additional multiplexer (mux) in front of each MAC to select the activation element that corresponds to the non-zero weight, indicated by the bitmask index, $M$. An example $2 \times 4 \times 2 \times 2$ STA-DBB configuration is shown in Fig. 6(c). Each TPE is composed of $4 \times 4$-input 2-way Sparse Dot Product (S4DP2) units, each of which has a 4-value activation vector input $[A_0, A_1, A_2, A_3]$ from the left, and a 2/4 DBB compressed weight input $[W_0, W_1]$ and associated 2-bit non-zero index from the top. Compared to a conventional (dense) DP4, each S4DP2 trades two MACs for two 8-bit 4:1 datapath multiplexers (MUX), where each MUX costs significantly less than a MAC. Although this architecture still supports conventional dense GEMM, it only supports a single sparsity ratio (50% in this example). Fig. 7a illustrates the corresponding dataflow for this STA-DBB example. Here, we multiply a $8 \times 4$ activity matrix, $A$, by a $4 \times 8$ weight matrix with 2/4 DBB sparsity, $W$. Both matrices are first partitioned into $2 \times 4$ or $4 \times 2$ sub-matrices respectively, with the $W$ sub-matrix of compressed down to only non-zero elements. Then each sub-matrix tensor is skewed by one cycle in time across the edges, similar to a conventional SA, but at tensor granularity. Finally, each sub-array tensor is input one column (row) per cycle, corresponding with each TPE on the left (top) edge. All of this behaviour is essentially the same as an SA, but replacing scalars with sub-matrices.

3) Adding VDBB Support (STA-VDBB): Finally, we implement time unrolled variable DBB (Section III-B) as an efficient STA-VDBB, by modifying the TPE (Fig. 6d). We retain the MUX at the input to the MAC on the activation side to select the required activation according to the bitmask index, $M$. But
to support VDBB, we move from a wide dot product with accumulator sharing, to a single MAC with an accumulator dedicated to a single block (S8DP1). Most importantly, as we are unrolling in time, the occupancy (number of clock cycles) of the S8DP1 unit for each block depends on the compression ratio. Fig. 7(b) illustrates a corresponding data flow for computing a $4 \times 16$ by $16 \times 8$ matrix multiplication ($A \times W$, respectively), where $W$ can be compressed into $(4 \times 8)$ in 2/8 DBB format. $A$ and the compressed $W$ are then partitioned into $2 \times 8$ and $2 \times 2$ sub-matrices respectively. Each sub-matrix tensor is skewed by one cycle in time across the array edges at the sub-matrix granularity, before being input to one column (row) of the TPE edge. However, in order to unroll the sparse dot product in each data block, the compressed tensors of $W$ are input one row per clock. For each TPE, the corresponding tensor input from the left edge need is delayed until the whole block is complete, i.e. 2 cycle occupancy for this example. Due to the DBB sparsity, all TPEs have the the same occupancy in a computing stream. For higher DBB compression ratios, the TPE has a lower number of occupancy cycles, resulting in higher throughput, and area/energy efficiency.

4) Array Design Trade-offs: Table III summarizes the key differences between the conventional SA, the STA, and the sparsity optimized STA-DBB and STA-VDBB designs. This highlights the analytical benefit we achieve in both inter- and intra-TPE reuse. However, there are some trade-offs between the items listed, which we touch upon in the summary below:

- **Inter-TPE Operand Reuse** An $M \times N$ systolic array features weight and activation operand reuse, $O(M)$ and $O(N)$ respectively, which amortizes the relatively high cost of reading operands from SRAM at the array edge.
- **Intra-TPE Operand Reuse** STA extends the array-level reuse, by introducing additional operand reuse inside the TPE itself. This further amortizes data movement, by locally performing a small matrix multiply (with many MACs) on the input tensor operands inside the TPE.
- **Accumulator Reuse** STA introduces accumulator reuse, whenever a wide dot product is used. Accumulator reuse increases area efficiency by increasing the MACs to registers ratio by using more efficient carry-save implementation in the dot product datapath.
- **Weight Structured Sparsity** To support VDBB in STA, we must switch from wide dot products to single-MACs, sacrificing the area reduction from accumulator reuse. However, the advantages of VDBB far out this concession.
• **Activation Sparsity** Finally, we can also exploit activation sparsity on top of VDBB weight sparsity, by clock gating (CG) the datapath on zero activations. This can not be applied to wide dot products, as all inputs would have to be zero, which is very unlikely. But, we can apply this to STA-VDBB which anyway uses single-MACs.

**B. Local SRAM**

As is commonplace for accelerators, we heavily leverage local software managed SRAM [26] to provide a low-cost operand supply for the datapath array. The weight buffer (WB) is 0.5MB and the activation buffer (AB) is 2MB (Fig. 5). Due to the array architecture, the SRAM is grouped together, rather than distributed, so we are able to choose large SRAM instances which fully amortize the cost of the SRAM periphery against the bitcell array. We further balance the choice of the bank muxing parameter to balance power and area. The AB and WB are both double buffered to allow them to be shared between the datapath and the local MCUs. The input image is loaded into the AB before operation begins, via DMA from the MCUs.

**C. IM2COL Unit**

The main drawback of GEMM (compared to native convolution) is the memory footprint overhead from IM2COL expansion. IM2COL is used to linearize 3D volumes of CNN feature map and kernel data, in order to process them using GEMM. If the stride is less than the kernel size, IM2COL results in duplicated pixels in the output. This leads to an increased storage requirement, and higher SRAM read power.

We directly address this issue by adding a new hardware unit that functions as a SRAM read bandwidth magnifier (Fig. 5). To do this, we implement IM2COL in hardware on activations as late as possible in the microarchitecture: after it is read from local SRAM, and just before the data reaches the datapath (Fig. 5). This allows us to achieve the lower memory footprint of native convolution, while taking advantage of the compute regularity of GEMM, which can be more readily optimized in hardware. The net result of the late IM2COL hardware unit is a reduction in SRAM read bandwidth for 3\times3 and 5\times5 convolutions. This unit consumes data from the SRAM which is held in a small internal buffer register array. By combining the contents of this buffer, IM2COL transformed outputs are generated. Fig. 8 illustrates the operation on a 4\times6 input feature map tile, which results in 3\timesaverage SRAM read reduction.

**D. Local MCU with SIMD**

Although matrix multiplication represents by far the majority of the computation for CNN inference, there are a number of ancillary operators that must be supported to allow the whole model to be processed in place, without moving intermediate results back to the CPU. These operators include activation functions, pooling, scaling, batch normalization and data type casting. We implement these in software, using Arm Cortex-M33 [7] microcontrollers (MCUs). The M33 MCU has 32-bit SIMD instructions that can encode up to four INT8 operations [2]. A small 64KB SRAM is included as a program store for the M33, which has minimal impact on the area efficiency. Control and data movement tasks are also performed by the MCU. The number of M33 MCUs required depends on the peak throughput, 2 is sufficient for an design with 2 TOPS peak throughput, 4 for 4 TOPS and 8 for 16 TOPS. The silicon area of the M33 in 16nm technology is very small at 0.008mm², and the typical power consumption is 3.9\mu W/MHz [1].

**V. METHODOLOGY**

**A. DBB CNN Training**

Models must be specially trained to exploit DBB. To demonstrate this, we trained five popular benchmark CNN models
with INT8 DBB encoding on the standard image classification datasets MNIST [25], CIFAR-10 [23] and ImageNet [11]. Our DBB training procedure consists of three phases. Firstly, we start with pre-trained models, although these can alternatively be trained from scratch using published recipes. Secondly, we apply magnitude based DBB-aware weight pruning, which is similar to random pruning [41], except that it operates within the domain of each DBB block. This step progressively prunes small-magnitude weights within each DBB block for about 20 epochs, until the desired block sparsity constraint is met. As is conventional, the first convolution layer e.g. in MobileNet-V1, was not pruned, which has negligible impact on model size. Finally, the model is fine tuned with 8-bit quantization for both DBB weights and activations, using the straight-through estimator (STE) approach which guarantees the FP value zero is converted precisely to integer value zero, for around 30 epochs. We used TensorFlow 1.8.0 on an Intel Xeon server running Ubuntu Linux OS, with an Nvidia V100 GPU.

### B. RTL Generator

The proposed accelerator (Section IV) encompasses a scalable family of configurations. It is also regular and amenable to hierarchical implementation and validation. We implemented a parameterized Python RTL generator to rapidly and precisely explore the full design space. This generator produces synthesizable Verilog RTL for the accelerator, along with a testbench suite. Designs can be generated with arbitrary dimensions of $A \times B \times C \times M \times N$, along with optional support for DBB and VDBB sparsity, activation clock gating options etc. Each design is automatically validated in Synopsys VCS using the generated testbench, which can execute inference on a CNN model while logging value change dump (VCD) switching activity traces for each design on a given CNN.

### C. Physical Design and Evaluation

The generated RTL was implemented in TSMC 16nm FinFET technology to evaluate circuit area, power dissipation and clock frequency. We also implemented a design in TSMC 65nm LP bulk CMOS to allow fair comparison with results reported in the older technology. The EDA tool flow used consists of Synopsys and Cadence tools, which we use with the TSMC PDK and Arm multi-Vt standard cell libraries. The single-ported SRAM instances were carefully chosen from the options available in an Arm SRAM compiler. The design was constrained for a 1GHz clock period at the slow corner, with multiple process, voltage and temperature corners used for setup and hold timing. The 65nm design achieved 500MHz at the slow corner. Power analysis was performed at the typical corner, using Synopsys PrimeTimePX, with the parasitic-annotated netlist and switching activity from VCD simulation traces.

While architecting and analyzing the performance of random-sparse accelerators [30] is challenging due to the potentially widely varying sparsity patterns, DBB sparse models have fixed sparsity and easily predictable runtime. We evaluated each design using RTL simulation in Synopsys VCS running our DBB INT8 CNN models (Table I). This generates accurate performance (throughput) metrics which vary depending on the dimensions of the weight and activation matrices in each layer. For power consumption analysis, we capture VCD traces in RTL simulation from representative layers of ResNet50, which is then input to PrimeTimePX.

### VI. Evaluation Results

In this section, we review the implementation results of proposed accelerators and compare with previous publications.

#### A. Design Space

The proposed microarchitecture described in Section IV has a number of parameters to be optimized, with some trade-offs (Section IV). We consider the design space for a typical 4 TOPS mobile CNN accelerator implementation. Area and power consumption metrics are shown in Fig. 9, where each design has equivalent peak throughput. Each design point shown is described by a string which includes the array dimensions, the optional hardware IM2COL unit (denoted “IM2C”), optional fixed DBB (“DBB”), and optional variable DBB (“VDBB”). Not all combinations of these parameters are valid. All the designs are configured to have the same peak throughput of 4 TOPS, and normalized to the baseline of conventional TPU-like systolic array, which we refer to as $1 \times 1 \times 1_{32} \times 64$. The TOPS/W and TOPS/mm² results assume a fairly typical 3/8 DBB weight sparsity and 50% activation sparsity. The best design is $4 \times 8 \times 8_{4} \times 8_{VDBB \_IM2C}$, which is summarized in full detail in Table IV. This strong improvement is due to the significant advantages of exploiting sparsity and reuse in the microarchitecture (Table III).

Fig. 10 further illustrates the improvement from the optimizations, as it shows the design space of area and power, again normalized to the systolic array baseline. This illustrates three distinct groupings of designs. The first in the top right of the
Fig. 9: Power and area breakdown of iso-throughput designs at 4 TOPS peak, with 3/8 DBB (62.5% sparsity) weights and 50% random sparse activations. Normalized to a conventional 1×1×1 TPU-like systolic array baseline.

Fig. 10: Effective power and area design space of the proposed accelerators, normalized to the 1×1×1 systolic array baseline. The design space includes options for array configuration, hardware IM2COL, 4/8 DBB, and VDBB. All points have 4 TOPS of nominal datapath performance, and include typical 50% random activation sparsity.

The design space shows a cluster of sub-optimal array configurations (i.e. 2×8×2 and 4×8×4), without sparsity support. The second group is in the bottom right, featuring designs with fixed DBB sparsity support, which achieve more than 2× area reduction compared to the baseline. Finally, the third group in the far bottom left are pareto-optimal VDBB designs, which benefit the most from IM2COL. These designs improve the area by >2.5× and the power by >2×. The best design is summarized in detail in Table IV showing power and area breakdown for each of the major components.

Unlike with random sparse weight accelerators [30], the power consumption of proposed microarch. with DBB weights is fairly constant. However, as we exploit random activation sparsity, the power varies from layer to layer on a real world model. To illustrate this, Fig. 11 shows normalized power for the popular ResNet-50-v1 model. Twelve designs designs are shown, which are representative of the whole design space, all with 4 TOPS peak throughput. All our accelerators take advantage of activation sparsity using a simple clock gating scheme. The average activation sparsity percentage is annotated above each bar group.

Over the whole model, the 4×8×8 VDBB IM2C design achieves a 44.6% power reduction over the baseline. Fixed DBB design 4×8×4 DBB IM2C gives a 24.9% power reduction. Lastly, the variation over individual layers was mainly impacted by changes in activation sparsity.

B. Variable DBB Sparsity

The key advantage of our proposal is that we support structured sparsity with a variable sparsity rate (Section II), whereas in the previous work this is fixed: 6/8 in Kang [21] and 2/4 in the Nvidia A100 [28]. Fig 12 illustrates this point in terms of effective throughput and energy efficiency over the full range of weight sparsity levels available with a block size of 8. Three designs are shown. The first is the baseline systolic array (1×1×1 array), optimized with hardware IM2COL and activation sparsity CG. The second is the design (Table IV) with fixed 4/8 DBB. The third one is proposed VDBB architecture with variable DBB. Results are given with typical 50% and 80% activation sparsity. The systolic array baseline shows no throughput improvement as model sparsity increases, but does show some energy improvement due to less switching activity in the circuits. The fixed DBB accelerator shows a step improvement in throughput at and above 50% sparsity, which corresponds with the fixed 4/8 DBB design point. The energy is similar, but again shows a little more improvement at high sparsity due to reduced switching. Finally, the variable
Fig. 11: 4 TOPS nominal designs: power for individual layers and the whole model of INT8 DBB ResNet50 V1. Normalized to 1×1×1 with 50% average activation sparsity, closest to the blk1/unit3/conv3 layer in this ResNet50 example.

Fig. 12: Scaling of (a) effective throughput and (b) effective energy, with weight sparsity for baseline systolic array with clock gating (1×1×1, 32×64), DBB (4×8×4, 4×8), and VDBB (4×8×4, 4×8). Energy efficiency increases with activation sparsity (50% and 80% shown), but does not impact throughput. VDBB effectively exploits increasing weight sparsity, and outperforms both an optimized baseline (Systolic array with CG) and a fixed DBB implementation optimized for 4/8 density.

C. Comparison with Prior Work

This work has demonstrated a time unrolled variable DBB scheme (Section III) implemented in a reuse optimized accelerator (Section IV). Here, we illustrate the benefit of these two contributions by comparing our work with previously published INT8 CNN inference accelerators in Table V. The proposed designs shown include the nominal 4 TOPS design in Table IV at multiple model sparsity points, as well as a 65nm version to allow a broader comparison with results in the older technology.

We first evaluate our results specifically against the state-of-the-art sparse CNN accelerator work, Laconic [32]. This paper includes a thorough survey against the latest work, including: DaDianNao++ [8], Eyeriss [7], SCNN [30], Pragmatic [4], and BitFusion [33], which convincingly demonstrates it is the current state-of-the-art. Therefore, this is a useful comparison point at the same INT8 precision, 1 GHz clock frequency and comparable 15nm technology. The energy efficiency result reported for Laconic is just under 2 TOPS/W energy efficiency. Our nominal 4 TOPS VDBB design (Table IV) achieves 16.8 TOPS/W at 50% model sparsity, which is more than 8× higher. The only other DBB accelerator is Kang [21], which uses a fixed 2/8 DBB implemented in a dot-product microarchitecture, and reports 1.65 TOPS/W in 65nm technology for 75% sparse DBB. Our design implements variable DBB in a reuse optimized accelerator and in 65nm achieves 2.8 TOPS/W at the same 75% model sparsity, which is 70% higher. We also note that...
that such a high fixed DBB sparsity would not be practical for compact models like MobileNet, ResNet on the ImageNet dataset, based on our results (Table I).

The only other sparse systolic array design we are aware of is SMT-SA [34]. To compare against this work, which was reported in 45nm, we implemented the same design ourselves, which achieves 7.4 TOPS/W compared to the proposed design at 21.9 for the same sparsity. This is largely due to the cost of the FIFOs required in the array, and the advantages of DBB vs random weight sparsity (Section II).

Finally, SCNN [32] and Eyeriss v2 [6] are also included in the comparison (Table V). In summary, we found that our work outperforms: 1) Laconic [32], the latest sparse accelerator, 2) SMT-SA [34], the only other sparse systolic array, and 3) Kang et al. [21], the only other DBB accelerator.

VII. RELATED WORK

Clock Gating Random Sparsity A simple and effective approach to exploiting random sparsity is to clock-gate (CG) to save power when one or more zero operands are encountered [7], [31]. However, CG schemes generally result in low utilization with no area or throughput improvement. We apply this CG for activation sparsity (which is not amenable to DBB).

Random Sparsity For RNN acceleration, EIE [16] implements a fine-grained random sparse CSR-encoded INT16 matrix-vector accelerator for dense layers, and ESE [17] extends this to LSTMs. MASR [15] also exploits random sparsity, but uses a bitmask encoding. PermDNN [10] targets sparse dense layers using permuted diagonal matrices. A number of papers target random sparse matrix multiplication for very sparse data, such as Outer Space [29] which uses an outer product scheme, and SpArch [39], which further optimizes for locality. More specific to the lower sparsity of CNNs, Cnvlutin [5] demonstrates skipping compute for zero activations discovered at runtime, without explicit indexes. SCNN [32] implements a fully CSR-indexed sparse CNN accelerator using an outer product to exploit sparse weights and activations. FixyNN [37] demonstrates a fixed-weight accelerator that can very efficiently exploit random sparsity. We focus on CNN structured sparsity, but compare with SCNN and Laconic (Table V).

Structured Sparsity Cambricon-S proposes a conventional block sparse accelerator [40]. A DBB accelerator described by Kang [21] implements a fixed weight sparsity of 75%. The accelerator design is also based on a dot product microarchitecture with limited data reuse. The hardware implementation of the Nvidia structured sparsity scheme [28] are unknown, but is fixed at 2/4 (50%) sparsity. From our pruning experiments (Table I), 2/8 (75%) is quite aggressive, but 2/4 is probably more universally useful. Nonetheless, in both cases, the deployed benefit is limited due to the fixed-sparsity ratio. In contrast, our VDBB proposal demonstrates variable-sparsity DBB using time unrolling in a reuse optimized accelerator.

Sparsity in Systolic Arrays Most sparse CNN accelerators are based on dot-product designs reminiscent of DaDianNao [8], which typically have lower data reuse compared to systolic arrays (SAs) like the Google TPU [20]. SMT-SA [34] is a sparse SA, which focusses on random sparsity (instead of DBB). Kang et al. [24] demonstrated a preprocessing step of column combining of sparse weight matrices, before processing on a dense SA architecture. We implemented an INT8 version of SMT-SA to compare against (Table V), and found that the DBB is much more efficient than the random sparsity of SMT-SA, which requires FIFOs in the array.

VIII. CONCLUSION

Structured model sparsity is a powerful optimization to enable improved throughput and energy efficiency in CNN hardware accelerators, without the overheads and unpredictable load balancing of random weight sparsity. However, unlike with random sparsity, previous demonstrations of block sparsity employ a fixed target sparsity ratio. Unfortunately, this is a serious impediment to broad deployment, because real world
CNNs typically exhibit a wide range of weight sparsity ratios. With a fixed sparsity, any models that do not achieve this threshold must fall back to dense operation with no speedup. At the same time, aggressively optimized models that exceed the threshold also do not see any benefit.

In this paper, we introduce a variable density bound block (VDBB) technique, which uses a time unrolled architecture to implement a weight sparsity scheme that supports all possible block sparsity levels. This enables hardware benefits from model sparsity across the whole spectrum of models in use today. We implement VDBB in a reuse optimized accelerator microarchitecture, featuring a systolic tensor array (STA) composed of more complex PEs called tensor PEs (TPEs) which increase operand and accumulator reuse. We also describe a hardware delayed IM2COL unit that achieves a 3× activation SRAM bandwidth magnification effect to reduce SRAM power consumption. The reuse optimized accelerator design introduces a number of interdependent parameters, resulting in a non-trivial design space, which we evaluate in 16nm process technology. The optimal design scales strongly in throughput and energy as a function of model sparsity, from 16.8 TOPS/W at 50% sparsity up to 55.7 TOPS/W at 87.5%. The advantage of the reuse optimized accelerator design introduces a number of interdependent parameters, resulting in a non-trivial design space, which we evaluate in 16nm process technology. The optimal design scales strongly in throughput and energy as a function of model sparsity, from 16.8 TOPS/W at 50% sparsity up to 55.7 TOPS/W at 87.5%. The advantage of the VDBB compression and the reuse optimizations is apparent in these results, which outperform previous sparse CNN accelerator designs reported.
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