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Abstract. The practical using of distributed computing systems associated with many problems, including troubles with the organization of an effective interaction between the agents located at the nodes of the system, with the specific configuration of each node of the system to perform a certain task, with the effective distribution of the available information and computational resources of the system, with the control of multithreading which implements the logic of solving research problems and so on. The article describes the method of computing load balancing in distributed automatic systems, focused on the multi-agency and multi-threaded data processing. The scheme of the control of processing requests from the terminal devices, providing the effective dynamic scaling of computing power under peak load is offered. The results of the model experiments research of the developed load scheduling algorithm are set out. These results show the effectiveness of the algorithm even with a significant expansion in the number of connected nodes and zoom in the architecture distributed computing system.

1. Introduction

At present, distributed computing systems (DCS) are increasingly intensely [1]. Parallel processing using a large number of computing nodes is a distinctive feature of the distributed computing systems. The advantage of this approach is the possibility of a rapid increase in productivity by the horizontal scaling of computing nodes and resources.

At the moment, there are three types of distributed systems [2]:

- A cluster — a certain number of computing nodes, combined with the LAN. Resources are used by only one working group [3]. In the DCS, clustering is performed only at the software level.
- An enterprise-class computing system is a computer system. The resources of this system are used to fulfil the tasks of several working groups.
- A Grid System — a system that combines a large number of geographically dispersed computing nodes. This system is intended for simultaneous processing of a large number of working groups.

2. DCS and Load Balancing

2.1. Problems of the DCS

There are some problems, which are associated with the development of the DCS:

- The inability to define the global time for the entire distributed computing system. Each node of
the system has its own astronomical time. Sometimes it creates difficulties connected with synchronization of the tasks on all of the nodes.

• Communication between nodes is carried out not instantaneously and with significant delays. This requires additional steps for the development of the software and complicates the development of distributed computing systems.

• Communications are insecure that can lead to a loss of data during transmission between the nodes of the system.

• The complexity of the software configuration to complete the tasks on the system due to the heterogeneity of platforms on which the nodes of the distributed computing system are deployed.

• The complexity of ensuring an effective load distribution on the nodes of the DCS, etc.

Thus, the system development is hampered by the fact that computing nodes can have different productivity; communication lines have different bandwidths; tasks may require different processing power and others.

2.2. Description of the Load Balancing
According to the authors, the main attention should be paid to the distribution of load between the nodes (load balancing) in the development of distributed computing systems. Load Balancing (LB) is used to optimize the fulfillment of the distributed computing. Load Balancing allows one to distribute the computational load on the existing nodes in the system effectively. Software, using a predetermined algorithm of the LB, fulfills decomposition of the task, splitting it into modules after transferring the tasks to fulfill in the DCS. These modules have transmitted to the nodes in the system for further processing.

Load balancing is divided into static, dynamic and semi-dynamic [4-7]. The static balancing is fulfilled before the beginning of a task. Semi-dynamic LB assumes that the distribution of tasks is carried out at the stage of initialization. The dynamic load balancing task allocation takes place during the computation. If we imply the way LB interacts in a computer system, the balancing is divided into centralized and distributed. In the centralized LB, a special computing node (the so-called controller) distributes modules tasks between calculators. In the distributed LB using a special algorithm, the data of the status are exchanged between all nodes in the system.

Also, balancing is divided into universal and specialized (designed to fit the specified algorithm in a computing task). [8] At the moment, there are many techniques and load balancing algorithms. Among them are: Round Robin, Weighted Round Robin, Least connections, Weighted least connections [9-11].

3. The Method of a Dynamic Connection of Resources
In this paper, another method of load balancing in distributed computing systems was developed - the method of a dynamic connection of resources (DCR) as a result of the program experiments. Special program experiments were conducted to assess the degree of efficiency of the developed method for horizontal scaling calculators and increasing load.

During the program experiment, at first, the effectiveness of the classic server solution without load balancing was evaluated. Then carrying capacity of this system was compared with the carrying capacity of another system, which interaction of the elements was performed by a method of a dynamic connection of resources.

As it was expected during the program experiment, the classical server solution, which consists of a control server and terminals requests, proved to be ineffective at high loads. Namely, the program experiment conducted by the computer-based system, which consists of a management server and dynamically connected terminals requests from simulators, showed that increasing the number of incoming requests for processing it was failure of the entire system.

In the experiment, on the basis of the computer system using a quad-core processor and simulation of requests in separate threads by the law of uniform distribution at an interval of 10 ms, failure
occurred in the processing of 850 requests. From this it can be concluded that with the increase in frequency, the request generation system productivity decreases. The server does not have time to accept, process and send back the results. Therefore, to increase the effectiveness of tasks (performance, etc.), the method of dynamic connection of resources is used. This approach allows one to dynamically connect additional compute nodes, through which parallel computation of various tasks of the management server is provided. This provides server unloading.

The program experiment was conducted for a practical demonstration of the proposed method. This experiment is described below. The functional structure of a distributed system which is shown in figure 1 is used for the experiment. As can be seen, the main changes have happened to the management server, which was replaced by the main control center (MCC). The system infrastructure has changed. The main control center and the dynamic link load controllers have been added; they will be connected to the additional control centers (ACC). The generator of requests remained unchanged.

![Diagram](image)

**Figure 1.** The block diagram of the distributed computing system in the program experiment.

Unlike the previous program experiment, the connection address for each request terminal is recorded in a special buffer of the MCC, which removes this connection after the request is processed and the task which has been set before is solved (Figure 2).

With the increase in the number of incoming requests, MCC does not have time to promptly process all incoming requests. It becomes a ‘bottleneck’ of the system, which causes the accumulation requests in the buffer. The controller of load balancing starts operating when a certain number of requests which are waiting to be processed in the MCC are reached (Figure 3). The controller starts to run additional control centers. Their number is limited by the rate of incoming requests and the presence of additional computing powers in the system.
Each of the controllers runs in its own separate thread. The number of controllers is limited only by processing power of the distributed system infrastructure. The controller selects a certain number of requests from the buffer and sends them to the ACC, which it launched in separate threads. ACC is switched off only after processing requests, which were received from the controller.

4. Results of Experiment

As a result of experiments, we can say that the time of terminals’ connection and the processing time of requests to MCC is reduced by 57% as compared to the classic version. During the same time, 58.5% more requests from the terminals connect to the MCC than those during working of the main control center without ACC.

During the connection of the second ACC, processing speed has increased by 13% relative to a system with single ACC. During the connection of the third ACC, processing speed has also increased by 24% relative to the system, which employs two additional control centers. The experimental results are shown in graph figure 4.
Experiments were carried out by connecting different numbers of requests terminals (from 10 to 10000) with uniform distribution in the interval from 0 to 100 arbitrary time units.

If considering CPU usages used in the program experiment qualitatively, the connection of even 250 terminals in substantially separate threads charge CPU. During the connection of 10000 applications for processing, we can clearly see that each of the 4-CPU cores is loaded evenly. In figures 5 and 6, we can see the difference between the load of CPU cores without processing requests from the simulator and with processing the large number of requests according to the method, which was described above.

![Figure 5](image5.png) ![Figure 6](image6.png)

**Figure 5.** The block diagram of the sample requests controllers processing from the buffer and sending them to ACC.

**Figure 6.** The block diagram of the sample requests controllers processing from the buffer and sending them to ACC.

As is seen from figures 5 and 6, there is a uniform distribution on the computation of the CPU cores based on pseudorandom numbers.

5. **Conclusion**

The generator of requests, which operates according to the law of uniform distribution and which plays a role of a terminal simulator, experimentally demonstrated performance, efficiency and flexibility of the proposed system, despite the fact that the experiment took place only on one computer with the quad-core processor. Due to this, the ensuring scale of the computing power occurs, which is limited only by the physical abilities of connected additional nodes.

The experiment, which is described above, has demonstrated the effectiveness of the method of dynamic connection of resources. Through modeling of this system, we can state that the considered method for dynamic connection of resources remains effective with a significant increase of the connection of computational nodes.
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