Effect of Image Fusion on Vegetation Index Quality—A Comparative Study from Gaofen-1, Gaofen-2, Gaofen-4, Landsat-8 OLI and MODIS Imagery
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Abstract: In recent years, the use of image fusion method has received increasing attention in remote sensing, vegetation cover changes, vegetation indices (VIs) mapping, etc. For making high-resolution and good quality (with low-cost) VI mapping from a fused image, its quality and underlying factors need to be identified properly. For example, same-sensor image fusion generally has a higher spatial resolution ratio (SRR) (1:3 to 1:5) but multi-sensor fusion has a lower SRR (1:8 to 1:10). In addition to SRR, there might be other factors affecting the fused vegetation index (FVI) result which have not been investigated in detail before. In this research, we used a strategy on image fusion and quality assessment to find the effect of image fusion for VI quality using Gaofen-1 (GF1), Gaofen-2 (GF2), Gaofen-4 (GF4), Landsat-8 OLI, and MODIS imagery with their panchromatic (PAN) and multispectral (MS) bands in low SRR (1:6 to 1:15). For this research, we acquired a total of nine images (4 PAN+5 MS) on the same (almost) date (GF1, GF2, GF4 and MODIS images were acquired on 2017/07/13 and the Landsat-8 OLI image was acquired on 2017/07/17). The results show that image fusion has the least impact on Green Normalized Vegetation Index (GNDVI) and Atmospherically Resistant Vegetation Index (ARVI) compared to other VIs. The quality of VI is mostly insensitive with image fusion except for the high-pass filter (HPF) algorithm. The subjective and objective quality evaluation shows that Gram-Schmidt (GS) fusion has the least impact on FVI quality, and with decreasing SRR, the FVI quality is decreasing at a slow rate. FVI quality varies with types of image fusion algorithms and SRR along with spectral response function (SRF) and signal-to-noise ratio (SNR). However, the FVI quality seems good even for small SRR (1:6 to 1:15 or lower) as long as they have good SNR and minimum SRF effect. The findings of this study could be cost-effective and highly applicable for high-quality VI mapping even in small SRR (1:15 or even lower).
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1. Introduction
Image fusion has received increasing attention as simultaneous purchase of aPAN and MS image from a high-resolution satellite is usually very costly [1]. It is also necessary as many sensors acquire information about the Earth in either only PAN (EROS-A, EROS-B, Worldview-1) or only MS (Rapid Eye) mode [2]. Image fusion has many applications in different fields like remote sensing [3], urban sprawl monitoring, coastal mapping [4], land cover change detection [5], land use classification [6], crop monitoring [7], land use classification on flood areas [8], changes in vegetation cover [9], and vegetation indices [10,11]. A high-resolution and good-quality VI mapping is necessary [1] for monitoring the earth’s vegetative cover as a precise radiometric measure of green vegetation [12]. Such high-resolution VIs derived from satellite images area useful data source for many agricultural, environmental, and climate studies [13]. An image with high quality is preferred for analysis and other applications [3]. However, it is important to assess the quality of the fused image before using it for various applications of remote sensing like VI mapping [14].

Recently, many image fusion algorithms have been developed; for example, the sparse images fusion algorithm (named as SparseFI, pronounced as “sparsify”) has super-resolution capability and robustness of sparse signal reconstruction algorithms, which gives a higher spatial resolution and, in most cases, less spectral distortion compared with the conventional methods [15]. Similarly, Liu et al. [16] proposed a convolutional sparse representation (CSR)-based image fusion framework, in which each source image is decomposed into a base layer and a detail layer, for multi-focus image fusion and multi-modal image fusion which outperform the SR-based methods in terms of both objective assessment and visual quality. To recover the original information covered by the clouds and the accompanying shadows, a nonnegative matrix factorization (NMF) and error correction method (S-NMF-EC) is proposed [17]. Li et al. [18] also proposed a new algorithm, applied to a reflectance product and a land surface temperature product, in which a qualitative visual effect and the quantitative objectives are effective. However, there are several popular image fusion algorithms which also have good spectral characteristics preservation, and are frequently used in many image fusion applications like GS [6,19,20], Ehlers [21], Principal Component (PC) [6,22–24], Modified Intensity Hue Saturation (MIHS)[25,26] and HPF [22,23].

Commonly used image fusion techniques generally produce good results with a standard SRR (ratio of PAN resolution to MS resolution) of 1:4 for images obtained from the same sensor [27]. Ehlers, 2008 [28] showed that SRR can get worse if data from different satellites are used; for example, SRR between IKONOS and SPOT 5 (multispectral mode) is 1:10. Ling et al. [29]'s experimental results indicated that SRR of 1: 10 or higher is desired for optimal multisensory image fusion and also indicated that with decreasing SRR, the fused image quality decreases. However, they were focused on fused image quality, not FVI quality. VIs involve further image transformations of the fused image bands, which can have additional impacts on their spectral and spatial quality, so it is necessary to evaluate the effects that these further transformations have on the fused imagery [13]. Image quality must be inferred from measurements of spatial resolution, calibration accuracy, SNR, contrast, bit error rate, sensor stability, and other factors [30]. This indicates that in addition toSRR, there are other factors which need to be identified to study the effect of image fusion on VI quality properly and to evaluate the relationship between SRR and FVI quality. Only a few studies have evaluated the effects of image fusion methods on VIs quality. For example, Rahaman et al. [31] calculated vegetation greenness and canopy moisture indices at 15 m spatial resolution and validated using their equivalent-values at a spatial resolution of 30 m. Similarly, Brain J. 2014 [13] performed four pansharpening methods and two VIs, Normalized Difference Vegetation Index (NDVI) and Simple Ratio (SR) to analyze the effect. Both researchers were limited to the same sensor fusion (with large SRR); they used Landsat PAN and MS bands to derive 15 m FVI and evaluated their result briefly without considering multi-sensor fusion with different SRF, SNR.

Some past studies have used image fusion methods for VI mappings, like Landsat imagery to spatially downscale 250m resolution MODIS VI data [32,33]. It has become more significant for researchers to have higher resolution imageries to calculate several vegetation indices since the spectral resolution of the PAN band spans 0.503–0.676 µm with clearly no overlap with the blue, and
NIR spectral bands in Landsat-8 OLI satellite platform (operating since February 2013)[31]. The daily surface reflectance products (MOD09GA) at a spatial resolution of 500 m, captured from the MODIS sensor, were used along with the Landsat-8 OLI data to generate a 30-m resolution synthetic image [34]. A new index defined by El-mezouar et al. [1] proposed high-resolution NDVI = (Fused NIR-Fused R)/(Fused NIR + Fused R) which was a good solution in introducing the spatial resolution in computation of the NDVI and showed less confusion in the vegetation detection tested in IKONAS imagery. Similarly, the vegetation changes in the Zayandeh-rud river basin in the period 2001 to 2016 have been investigated based on the combination of the 15 different vegetation indices [9].

It can be seen that many image fusion algorithms and satellite images are used for VI mapping in different application areas. Most of them were focused on making a high-resolution FVI map using same-sensor fusion or multi-sensor fusion using Landsat and MODIS imagery, but not focused on many satellite images (like GF1, GF2, GF4, Landsat-8 OLI, MODIS etc.) and could not explain what happens to the quality when SRR is lower than 1:10 (SRR between IKONAS to SPOT 4 is 1:20, GF2 to GF4 is 1:12), also missing the sensitivity analysis of VI with image fusion and different factors affecting FVI quality. To address this research gap, our main objective was to study the effect of image fusion for the quality of VI mapping. To meet the main objective, we were focused on 1) analyzing the sensitivity of VI with image fusion 2) selecting fusion method with least impact on FVI quality 3) finding out factors of FVI quality and 4) evaluating how SRR and FVI are inter-related. We made a strategy on image fusion and quality assessment for different satellite images; GF1, GF2, GF4, Landsat-8 OLI and MODIS using their PAN and MS bands in different SRR (1:6 to 1:15) using both same-sensor and multi-sensor fusion. Five popular image fusion methods and six VIs were used with subjective and objective quality indices to analyze the result properly.

2. Materials and Methods

2.1. Study Area

We chose the research area located in Hebei province, China. It is located in the western part of Beijing and covers some area of the Guanting reservoir. The reservoir was created by building a dam on Yongding river (drainage area 43402 sq. km) near the town of Guanting and covers areas in the Inner Mongolia Autonomous Region, Beijing, and the provinces of Shanxi and Hebei [35]. However, we used the extent of the study area ranging from 40°15′54″N to 40°30′55″N latitude and 115°26′13′′E to 115°47′13′′E longitude with a total area of approximately 155 sq. km (Figure 1).

Figure 1. Location of study area.
2.2. Methodology

This research methodology can be described in three sections: first, image registration, second, FVI calculation and third, quality assessment. The overall methodology involves image acquisition, pre-processing, bringing into a same coordinate system, image registration, image fusion algorithms selection, VI selection, quality assessment and comparative fusion result and analysis. The details are described after the methodology chart (Figure 2).

![Methodological flow chart of research.](image)

2.2.1. Image Acquisition

We used a total of 9 (PAN images 4 and MS images 5) scenes from different satellite images. We downloaded the Landsat-8 OLI MS, PAN and Moderate Resolution Imaging Spectroradiometer (MODIS) MS images from the United States Geological Survey’s (USGS) web portal (https://earthexplorer.usgs.gov/). The GF1, GF2 and GF4 MS and PAN images were downloaded from Earth Observation Portal (EOP) (https://directory.eoportal.org/web/eoportal/). As long as the
time-lag is small with respect to the time scale of the variations in small-size features, its influence upon the quality of the transformation of the spectral content when enhancing the spatial resolution is low or negligible [36]. Thus, GF1, GF2, GF4 and MODIS images were acquired on the same date, 2017 July 13, but Landsat-8 OLI images were not available on the same date so they were acquired on 2017 July 17 (after four days). All the images were selected carefully (cloud and snow-free) to ensure better image quality. The details of different resolutions, imager types, selected MS and PAN bands with their corresponding spectral ranges are listed in Table 1.

Table 1. Different images used for the research.

| Collection Date | Satellite Images | Resolution | Imager type | Available Bands | Selected Bands for this Research |
|-----------------|------------------|------------|-------------|-----------------|----------------------------------|
| 2017/07/13      | Gaofen-1         | PAN-2m, MS-8m |             |                 | B1/blue 0.45-0.52 µm             |
|                 |                  |            | Pushbroom with TDI capability | 4               | B2/green 0.52-0.59 µm            |
|                 | Gaofen-2         | PAN-1m, MS-4m |             |                 | B3/red 0.63-0.69 µm              |
|                 |                  | PAN-50m, MS-50m |            |                 | B4/NIR 0.77-0.89 µm              |
|                 |                  |            |             |                 | PAN 0.45-0.90 µm                 |
| 2017/07/17      | Landsat-8 OLI    | MS-30m     | Operational Land Imager (OLI) | 11              | B1/blue 0.45-0.51 µm            |
|                 |                  |            |             |                 | B2/green 0.53-0.59 µm            |
|                 |                  |            |             |                 | B3/red 0.64-0.67 µm              |
|                 |                  |            |             |                 | B4/NIR 0.85-0.88 µm              |
| 2017/07/13      | MODIS            | MS-500m    | MODIS Payload Imaging Sensor | 7               | B1/blue 0.45-0.47 µm            |
|                 |                  |            |             |                 | B4/green 0.54-0.56 µm            |
|                 |                  |            |             |                 | B1/red 0.62-0.67 µm              |
|                 |                  |            |             |                 | B2/NIR 0.84-0.87 µm              |

2.2.2. Pre-processing

The MOD09GA Version 6 product provides an estimate of the surface spectral reflectance of Terra MODIS Bands 1 through 7, corrected for the atmospheric condition such as gases, aerosols, and rayleigh scattering [37]. However, we only used four bands (Table 1) with the 500 m surface reflectance observation [38]. Hence, no more correction is necessary for MODIS multispectral product. The GF1, GF2, GF4 and Landsat-8 OLI images were atmospherically corrected using Fast Line-of-sight Atmospheric Analysis of Hypercube (FLAASH) module in ENVI 5.3 software to obtain surface reflectance [39].

2.2.3. Same Coordinate System

As the MODIS image was in a sinusoidal projection system, Landsat-8 OLI was in the projected coordinate system and GF1, GF2, GF4 were in geographic coordinate system WGS 1984 50N (latitude/longitude format). For fusion purposes, all imagery were brought into the same coordinate system, i.e., WGS 1984 50N in projected format.

2.2.4. Image Registration

Image registration is a crucial and fundamental problem in image processing and computer vision, which aims to align two or more images of the same scene acquired from different views or at different times [40]. Precise image registration is essential for image fusion; especially for pixel-based image fusion, the impact of image registration is very high. Feng et al. [41] developed a two-step algorithm combining and localizing the feature and area-based methods to align remote sensing images. Automatic image registration is the process of aligning two or more images of approximately the same scene with minimal human assistance [42]. The steps were first, selecting files for image registration, second, generating tie points automatically and third, reviewing tie points and exporting image registration results [43]. Considering all these ideas, automatic tie points...
were generated and manually added in between warp image and base image carefully to get precise registration before fusion activities started.

2.2.5. Selection of Image Fusion Algorithms

For the image fusion experiments, five popular image fusion algorithms were selected based on their relative advantages found in different types of literature, as listed in Table 2. Interestingly, they are also available in commercial software packages like ENVI and ERDAS Imagine. Thus, they can be used easily for many applications.

Table 2. Different image fusion algorithms for the research.

| Algorithms | Details | Advantages | Reference |
|------------|---------|------------|-----------|
| GS         | A generalization of PCA, in which PC1 may be arbitrarily chosen and the remaining components are calculated to be orthogonal or uncorrelated to one another. | Spectral characteristics of lower-spatial-resolution MS data are preserved. | [6,19,20] |
| Ehlers     | Enhances high-frequency changes such as edges and grey level discontinuities in an image. | Spectral characteristic preserving. | [21] |
| PC         | Replacement of PC1 by high-resolution image, which contains the most information of the image resembles. | Gives high-resolution MS images. | [6,22–24] |
| MIHS       | Making forward PCA transform for both intensity component(I) and high-resolution panchromatic images getting the first component as I'. Matching the histogram of I' component with I to make I'' and finally transferring I'', H, S to RGB true color space. | Involves both HIS and PCA methods Preserves both spatial and spectral details. | [25,26] |
| HPF        | High-frequency spatial content of the pan image is extracted using a high-pass filter and transferred to the resampled MS image. | Preserves a high percentage of the spectral characteristics of the MS image. | [22,23] |

2.2.6. Selection of VI

Some popular VIs selected in this research are presented in Table 3. Four bands were selected for image fusion to check the quality of image fusion, including Blue (459-479 nm), Green (530–590 nm), Red (640–670 nm) and Near Infrared (850–880 nm), for all MS satellite images. These spectral bands were used in this study as their combinations are good for calculating different VIs. These bands are also commonly used to calculate VIs such as ARVI, Enhanced Vegetation Index (EVI), GNDVI, NDVI, Optimized Soil Adjusted Vegetation Index (OSAVI) and Soil Adjusted Vegetation Index (SAVI). They are chosen in such a way that they will contain different bands in their VI equation (Table 3). For example, some vegetation indices like NDVI, OSAVI and SAVI have mainly R and NIR bands in their equations. However, EVI and ARVI have NIR, R and B bands in VI equations, and GNDVI has NIR and G bands in VI equation. In our strategy, RVI and FVI are calculated through band math operation from reference MS and fused MS images using the following VI equations (Table 3).
Table 3. Different VI for the research.

| VIs     | Characteristics                                                                 | Definition                                                                 | Reference       |
|---------|--------------------------------------------------------------------------------|---------------------------------------------------------------------------|-----------------|
| ARVI    | The improvement is much better for vegetated surfaces than for soils.           | (NIR-2*R-B)/(NIR+2*R-B)                                                   | [44]            |
| EVI     | Estimates vegetation LAI, biomass and water content, and improve sensitivity in high biomass region. | 2.5*[(NIR-R)/(NIR+6*R-7.5*B+1)]                                           | [45]            |
| GNDVI   | Has a wider dynamic range than the NDVI and is, on average, at least five times more sensitive to chlorophyll concentration. | (NIR-G)/(NIR+G)                                                          | [44,46]         |
| NDVI    | Detects change in the amount of green biomass efficiently in vegetation with low to moderate density. | (NIR-R)/(NIR+R)                                                          | [9,11–13,47]    |
| OSAVI   | OSAVI does not depend on the soil line and can eliminate the influence of the soil background effectively. Where L is around 0.16. | (L+1)*[(NIR-R)/(NIR+R+L+1)]                                               | [11,48]         |
| SAVI    | Minimizes soil brightness influences from spectral vegetation indices involving red and near-infrared (NIR) wavelengths. Where L is around 0.5. | (L+1)*[(NIR-R)/(NIR+R+L+1)]                                               | [22,49]         |

2.2.7. Strategy on Image Fusion and Quality Assessment

Only the selection of image fusion algorithms, VIs and quality indices is not sufficient to analyze the effect of image fusion on VIs properly, so one strategy was made, as shown in Table 4. In this strategy, we included both same-sensor and multi-sensor image fusion with different SRF, SRR and SNR to analyze the result in detail. Different resolutions PAN and MS images were strategically fused, making the same SRR and different SRF, same SRF and different SRR, good SNR and poor SNR to analyze their effects properly. RVI was calculated using band math operation in different resolutions 1m, 4m, 8m and 50m from respective original or resampled reference MS images (Table 4).

In same-sensor fusion (GF2 to GF2), as GF2 has 1m PAN and 4m MS images, we resampled 4m MS image into 1m, 6m, 8m, 10m and 12m resolutions. Then, we fused a 1m PAN image with 6m, 8m, 10m and 12m MS images to get a fused MS image in 1m resolution, making 1:6, 1:8, 1:10 and 1:12 SRR, respectively. Then, we calculated different FVI (1m) from fused MS images (1m) and RVI (1m) from resampled MS image (1m) to evaluate the quality. In multi-sensor fusion, for example, in GF1 to GF4, we have GF1 (PAN 2m and MS 8m) and GF4 (MS 50m). Thus, we resampled 2m PAN into 8m PAN to make the same resolution for MS and PAN images, fused the image, calculated FVI (8m) and evaluated the quality with RVI (8m calculated from original 8m MS image). Similarly, we made a detailed strategy for all RVI and FVI, as mentioned in Table 4. To evaluate the result, we need quality indices like root mean square error (RMSE), which is a square root of MSE [25]; it is a standard measure of the difference between the reference image and the fused image. The greater the RMSE, the higher the difference between reference and the fused image will be [24,50]. RMSE calculates the amount of change per pixel due to processing. Similarly, the value of correlation coefficient (CC) should be close to +1, which indicates that the reference and fused images are the same. Variation increases when the value of CC is lower[14]. Assessment of objective quality (CC and RMSE) [48] and a variety of visual inspections[26] is necessary for analyzing the effect of image fusion properly.
Table 4. Strategy for image fusion and quality assessment.

| SRR   | Fusion Type                  | Original Resolution | Resampled Resolution | Activity/Computation | Quality Indices |
|-------|------------------------------|---------------------|----------------------|----------------------|-----------------|
| 1:6   | Same-Sensor (GF2+GF2)        | GF2 (PAN-1m)        | GF2 (MS-4m)          | 1. Compute 1m RVI and 1m FVI 2. Assess RVI and FVI |
|       | Multi-Sensor (GF1+GF4)       | GF1 (PAN-2m)        | GF1 (MS-8m)          | 1. Compute 8m RVI and 8m FVI 2. Assess RVI and FVI |
|       |                              | GF4 (MS-50m)        | GF1 (PAN-8m)         | 2. Assess RVI and FVI |
|       |                              |                     | GF4 (MS-50m)         | 2. Assess RVI and FVI |
| 1:8   | Same-Sensor (GF2+GF2)        | GF2 (PAN-1m)        | GF2 (MS-1m)          | 1. Compute 1m RVI and 1m FVI 2. Assess RVI and FVI |
|       | Multi-Sensor (GF2+Landsat-8 OLI) | GF2 (PAN-1m)   | GF2 (MS-4m)          | 1. Compute 4m RVI and 4m FVI 2. Assess RVI and FVI |
|       |                              |                     | GF2 (MS-8m)          | 2. Assess RVI and FVI |
|       |                              |                     | GF2 (MS-1m)          | 2. Assess RVI and FVI |
|       |                              |                     | GF2 (MS-6m)          | 2. Assess RVI and FVI |
| 1:10  | Same-Sensor (GF2+GF2)        | GF2 (PAN-1m)        | GF2 (MS-4m)          | 1. Compute 10m RVI and 10m FVI 2. Assess RVI and FVI |
|       | Multi-Sensor (GF4+MODIS)     | GF4 (PAN-50m)       | MODIS (MS-50m)       | 1. Compute 50m RVI and 50m FVI 2. Assess RVI and FVI |
|       |                              |                     |                      | 2. Assess RVI and FVI |
|       |                              |                     |                      | 2. Assess RVI and FVI |
|       | Multi-Sensor (GF2+Landsat-8 OLI) | GF2 (PAN-1m)    | GF1 (MS-4m)          | 1. Compute 4m RVI and 4m FVI 2. Assess RVI and FVI |
|       |                              |                     | LS-8 (MS-30m)        | 2. Assess RVI and FVI |
|       |                              |                     | GF1 (PAN-4m)         | 2. Assess RVI and FVI |
|       |                              |                     | LS-8 (MS-30m)        | 2. Assess RVI and FVI |
| 1:12  | Same-Sensor (GF2+GF2)        | GF2 (PAN-1m)        | GF2 (MS-1m)          | 1. Compute 12m RVI and 12m FVI 2. Assess RVI and FVI |
|       | Multi-Sensor (GF2+GF4)       | GF2 (PAN-1m)        | GF2 (MS-4m)          | 1. Compute 4m RVI and 4m FVI 2. Assess RVI and FVI |
|       |                              |                     | GF2 (MS-12m)         | 2. Assess RVI and FVI |
|       |                              |                     | GF2 (MS-50m)         | 2. Assess RVI and FVI |
|       | Multi-Sensor (GF2+Landsat-8 OLI) | GF2 (PAN-1m)    | GF1 (MS-4m)          | 1. Compute 4m RVI and 4m FVI 2. Assess RVI and FVI |
|       |                              |                     | LS-8 (MS-30m)        | 2. Assess RVI and FVI |
|       |                              |                     | GF2 (PAN-4m)         | 2. Assess RVI and FVI |
|       |                              |                     | LS-8 (MS-30m)        | 2. Assess RVI and FVI |

3. Results

3.1. Single Sensor FVI Quality (Using Resampling)

Single-sensor (GF2 PAN+GF2 MS) FVI quality was tested according to the strategy in Table 4. The original GF2 has a 1m PAN and a 4m MS image, so we resampled the 4m MS image into 6m, 8m, 10m and 12m MS images so that our SRR became 1:6; 1:8; 1:10 and 1:12 respectively. We fused the 1m PAN image with 6m, 8m, 10m and 12m MS images, and calculated FVIs. To evaluate the quality of FVIs, we need RVI in same resolution (i.e., 1m), but we have an original 4m MS image. To get 1m RVI, we again resampled the original 4m MS image into a 1m MS image and calculated the RVI, then we compared and evaluated the quality of FVI with respect to RVI using quality indices. All the FVI quality results are expressed in % so that its precise numeric value can be listed. The result for GS fusion has CC (98.85 to 99.05%), RMSE (10.06 to 13.50%) for SRR 1:6, CC (98.93 to 99.08%), RMSE (12.00 to 13.54%) for SRR 1:8, CC (97.39 to 98.73%), RMSE (10.81 to 14.66%) for SRR 1:10 and CC (98.17 to 98.59%), RMSE (12.77 to 15.78%) for SRR 1:12. Similarly, the detailed result of GS, Ehlers, PC, MIHS and the HPF fusion result for different VIs are listed in Table 5. In GF2-GF2 fusion, for most of the VIs like EVI, NDVI, OSAVI and SAVI; GS fusion has a smaller effect on FVI quality(high CC and Low RMSE). However, in SRR, 1:6 and 1:8, for ARVI and GNDVI, MIHS fusion is good.
However, for GNDVI and ARVI, GS fusion has a better position after MIHS (Table 5). It also shows the range of CC and RMSE values in different SRR and different fusion algorithms (Table 5).

Table 5. Quality of FVI result in single-sensor fusion (values in bold font indicates good quality).

| SRR Indices (%) | Image Fusion | ARVI | EVI | GNDVI | NDVI | OSAVI | SAVI |
|-----------------|--------------|------|-----|-------|------|-------|------|
| GS 99.05 98.85 99.03 98.86 98.87 98.86 | | | | | | | |
| Ehlers 97.76 97.32 98.13 97.36 97.37 97.36 | | | | | | | |
| PC 97.62 94.47 96.34 97.39 97.40 97.40 | | | | | | | |
| MIHS 98.28 97.62 98.73 97.88 97.89 97.91 | | | | | | | |
| HPF 92.35 96.46 94.36 96.28 96.29 96.33 | | | | | | | |
| GS 12.58 12.26 10.06 13.48 13.50 13.11 | | | | | | | |
| Ehlers 16.30 16.65 11.96 16.19 16.19 16.00 | | | | | | | |
| PC 13.36 16.10 18.08 26.51 28.05 31.09 | | | | | | | |
| MIHS 10.90 14.75 9.85 14.16 14.14 14.00 | | | | | | | |
| HPF 57.43 39.39 46.71 41.13 49.30 55.96 | | | | | | | |
| GS 99.08 98.94 99.04 98.93 98.94 98.93 | | | | | | | |
| Ehlers 97.15 95.48 97.18 95.93 95.53 95.83 | | | | | | | |
| PC 94.16 96.61 94.04 97.41 97.41 97.42 | | | | | | | |
| MIHS 97.56 96.44 98.05 96.77 96.77 96.78 | | | | | | | |
| HPF 63.97 62.91 82.30 87.53 84.20 75.19 | | | | | | | |
| GS 12.00 13.41 12.19 13.54 13.35 12.66 | | | | | | | |
| Ehlers 16.14 24.30 16.02 24.30 24.30 23.97 | | | | | | | |
| PC 40.94 29.58 32.28 25.16 26.93 30.33 | | | | | | | |
| MIHS 12.97 17.76 11.86 17.17 17.17 17.06 | | | | | | | |
| HPF 53.22 54.16 46.54 61.62 60.91 35.50 | | | | | | | |
| GS 98.73 97.57 98.68 97.50 97.39 97.40 | | | | | | | |
| Ehlers 96.81 95.59 97.04 95.72 95.72 95.72 | | | | | | | |
| PC 97.13 96.68 95.8 96.60 96.61 96.61 | | | | | | | |
| MIHS 97.31 96.07 89.26 97.04 97.04 92.11 | | | | | | | |
| HPF 89.22 84.77 86.99 82.11 82.10 82.11 | | | | | | | |
| GS 12.88 11.33 10.81 14.60 14.56 14.66 | | | | | | | |
| Ehlers 18.68 21.98 16.73 22.00 22.21 21.75 | | | | | | | |
| PC 29.34 17.97 19.13 31.22 17.12 18.11 | | | | | | | |
| MIHS 13.60 18.84 13.17 27.15 27.15 36.74 | | | | | | | |
| HPF 63.00 61.12 46.65 66.17 65.65 65.38 | | | | | | | |
| GS 98.59 98.15 98.53 98.17 98.17 98.17 | | | | | | | |
| Ehlers 95.72 93.41 95.88 93.57 93.57 93.57 | | | | | | | |
| PC 96.95 96.06 95.58 96.25 96.24 96.20 | | | | | | | |
| MIHS 96.29 94.29 96.91 94.78 94.78 94.78 | | | | | | | |
| HPF 93.76 92.55 93.57 92.36 93.37 92.43 | | | | | | | |
| GS 13.86 14.70 12.77 15.78 15.78 15.43 | | | | | | | |
| Ehlers 20.19 27.60 18.04 26.98 26.98 26.70 | | | | | | | |
| PC 14.85 24.70 19.24 47.47 20.45 23.85 | | | | | | | |
| MIHS 15.97 22.72 15.20 21.82 21.82 21.73 | | | | | | | |
| HPF 74.74 71.27 26.65 26.17 25.65 25.38 | | | | | | | |

3.2. Multi-Sensor FVI Quality (Using Real Image)

Different types of image and feature fusion exist like multi-sensor, multi-resolution, multi-temporal, multi-angular, and model-based feature fusion [51]. Image fusion can be applied both to data collected from different sensors (inter-sensor), or from the same sensor (intra-sensor), as well as to data collected at the same time under the same conditions (single-dated) or at different
dates (multi-date) [26]. We have already found a single-sensor fusion result in Table 5; our result of multi-sensor fusion are calculated and listed in Table 6.

Table 6. Quality of FVI result in multi-sensor fusion (values in bold font indicates good quality).

| SRR    | Indices (%) | Image Fusion | ARVI | EVI | GNDVI | NDVI | OSAVI | SAVI |
|--------|-------------|--------------|------|-----|-------|------|-------|------|
|        |             | GS           | 84.27| 78.21| 84.24 | 78.93| 78.93 | 78.92|
| 1:6    | CC          | Ehlers       | 83.34| **78.54**| **84.65**| **79.72**| **79.72**| **79.70**|
|        |             | PC           | 77.00| 70.47| 73.21 | 71.04| 71.04 | 71.04|
|        |             | MIHS         | 81.76| 78.16| 84.19 | 79.55| 79.55 | 79.55|
|        |             | HPF          | 82.80| 77.55| 81.84 | 78.47| 78.47 | 78.47|
|        |             | GS           | **33.97**| **42.07**| 33.60 | 41.69| 41.68 | 41.68|
|        |             | Ehlers       | 34.42| 44.23| 39.47 | 42.79| 42.79 | 42.79|
|        |             | PC           | 40.16| 49.22| 41.92 | 48.21| 48.21 | 48.21|
|        |             | MIHS         | 63.33| 43.06| 36.61 | 41.77| 41.79 | 41.52|
|        |             | HPF          | 36.59| 42.97| 36.62 | 41.73| 41.74 | 41.74|
|        | RMSE        | GS           | 92.56| **89.45**| **93.13**| **89.57**| **89.57**| **89.57**|
|        |             | Ehlers       | 92.26| 89.02| 92.98 | 89.44| 89.44 | 89.44|
|        |             | PC           | 91.08| 85.99| 90.00 | 86.15| 86.15 | 86.15|
|        |             | MIHS         | 91.82| 87.23| 92.38 | 87.81| 87.82 | 87.82|
|        |             | HPF          | 90.69| 87.97| 88.78 | 83.23| 76.06 | 76.08|
|        |             | GS           | **22.59**| **29.69**| **21.35**| **29.57**| **29.57**| **29.56**|
|        |             | Ehlers       | 22.68| 30.28| 21.59 | 29.61| 29.60 | 29.60|
|        |             | PC           | 24.47| 33.97| 25.51 | 33.81| 33.81 | 33.81|
|        |             | MIHS         | 23.36| 32.59| 22.64 | 31.71| 31.71 | 31.71|
|        |             | HPF          | 48.32| 32.13| 29.39 | 52.88| 46.33 | 51.47|
|        | RMSE        | GS           | 82.20| 79.29| 89.93 | 79.47| 79.50 | 79.46|
|        |             | Ehlers       | 82.86| 80.00| 88.35 | **80.13**| **81.40**| **80.14**|
|        |             | PC           | 81.56| 75.84| 89.68 | 76.45| 76.64 | 76.77|
|        |             | MIHS         | **83.71**| **80.17**| 87.13 | 79.83| 79.84 | 79.81|
|        |             | HPF          | 75.57| 77.12| 87.26 | 76.64| 76.65 | 76.65|
|        |             | GS           | 28.94| 33.76| **22.86**| 33.35| 33.36 | 33.00|
|        |             | Ehlers       | 28.35| **30.07**| 24.34| **32.69**| **31.68**| **31.65**|
|        |             | PC           | 29.26| 35.98| 23.14 | 35.40| 35.14 | 35.30|
|        |             | MIHS         | **27.72**| 33.27| 25.43 | 33.20| 33.21 | 33.21|
|        |             | HPF          | 35.11| 35.83| 25.33 | 36.12| 36.12 | 36.11|
|        | RMSE        | GS           | **91.59**| **90.91**| **91.75**| 88.23| 88.25 | 88.24|
|        |             | Ehlers       | 90.44| 90.51| 90.78 | 88.27| 88.26 | 88.27|
|        |             | PC           | 90.00| 90.21| 89.21 | 86.24| 86.22 | 86.24|
|        |             | MIHS         | 76.65| 90.75| 90.88 | **88.61**| 85.57| **88.62**|
|        |             | HPF          | 79.95| 84.18| 88.68 | 87.40| 87.81 | 87.40|
|        |             | GS           | **25.25**| **25.23**| **24.86**| **34.67**| **33.66**| **34.67**|
|        |             | Ehlers       | 27.09| 25.23| 26.32 | 34.67| 34.34 | **34.66**|
|        |             | PC           | 27.58| 42.77| 28.44 | 37.33| 41.76 | 37.32|
|        |             | MIHS         | 42.77| 31.94| 26.10 | 34.18| 34.39 | 34.18|
|        |             | HPF          | 38.41| 40.94| 31.38 | 35.83| 40.12 | 35.83|

For GF1 (PAN) to GF4 (MS) fusion with SRR 1:6, in ARVI objective quality (CC, RMSE) is 84.27%, 33.97% for GS fusion which is better (higher CC and lower RMSE) than other fusion methods. For EVI, GNDVI, NDVI, OSAVI and SAVI, Ehlers fusion has higher CC but GS has lower RMSE but the value of CC for GS is very close to the Ehlers method. The result for GS fusion has CC (89.57 to 92.56%), RMSE (21.35 to 29.56%) for SRR 1:8, CC (79.46 to 89.93%), RMSE (22.86 to 33.74%) for SRR 1:10 and CC (88.24 to 91.75%), RMSE (24.86 to 34.67%) for SRR 1:12. Similarly, the detailed
result of GF1 (PAN)+GF4 (MS), GF2 (PAN)+Landsat-8 OLI (MS), GF4 (PAN)+MODIS (MS) for GS, Ehlers, PC, MIHS and HPF algorithms for FVI is listed in Table 6. In multi-sensor fusion, most of the VIs in SRR 1:6 (GF1+GF4) and 1:10 (GF4+MODIS), the quality of FVI result is inconsistent with fusion algorithms.

3.3. Multi-Sensor FVI Quality (Resampled)

One further experiment was made by fusing GF2 PAN (4m) with Landsat-8 OLI MS (30m, 40m, 48m and 60m) using resampling technique to get 1:8, 1:10, 1:12 and 1:15 SRR respectively. The corresponding FVI was compared with RVI (4m) from the GF2 MS image (calculated from its 4m original MS bands) and the result is listed in Table 7.

Table 7. Quality of FVI result in multi-sensor fusion (values in bold font indicates good quality).

| SRR  | Indices (%) | Image Fusion | ARVI | EVI | GNDVI | NDVI | OSAVI | SAVI |
|------|-------------|--------------|------|-----|-------|------|-------|------|
| 1:10 | CC          | GS           | 92.11| 88.77| 92.73 | 88.93| 88.92 | 88.93|
|      |             | Ehlers       | 91.65| 87.46| 92.12 | 87.65| 87.66 | 87.65|
|      |             | PC           | 90.74| 85.58| 89.81 | 85.76| 85.76 | 85.77|
|      |             | MIHS         | 90.72| 85.70| 91.47 | 86.44| 86.42 | 86.42|
|      |             | HPF          | 89.33| 86.93| 88.12 | 82.33| 75.83 | 75.85|
|      |             | GS           | 23.05| 30.58| 21.84 | 30.34| 30.33 | 30.32|
|      |             | Ehlers       | 23.42| 32.24| 22.72 | 31.65| 31.63 | 31.65|
|      |             | PC           | 24.79| 34.43| 25.65 | 34.26| 34.21 | 34.26|
|      |             | MIHS         | 26.18| 36.12| 25.01 | 34.94| 34.93 | 34.93|
|      |             | HPF          | 51.32| 34.13| 31.39 | 53.89| 53.36 | 53.47|
| 1:12 | CC          | GS           | 91.88| 88.43| 92.54 | 88.60| 88.59 | 88.60|
|      |             | Ehlers       | 91.34| 86.52| 91.52 | 87.15| 87.15 | 87.16|
|      |             | PC           | 90.54| 85.21| 89.65 | 85.44| 85.43 | 85.43|
|      |             | MIHS         | 89.54| 84.92| 90.52 | 85.00| 85.00 | 85.11|
|      |             | HPF          | 88.63| 86.13| 87.52 | 81.83| 75.13 | 75.15|
|      |             | GS           | 23.43| 31.02| 22.10 | 30.75| 30.79 | 30.75|
|      |             | Ehlers       | 24.03| 33.40| 23.55 | 32.45| 32.45 | 32.43|
|      |             | PC           | 25.00| 34.82| 25.84 | 34.55| 34.55 | 34.44|
|      |             | MIHS         | 25.20| 34.93| 24.17 | 33.84| 33.04 | 33.05|
|      |             | HPF          | 52.52| 35.63| 32.19 | 54.09| 54.26 | 54.42|
| 1:15 | CC          | GS           | 91.17| 88.19| 92.40 | 88.36| 88.35 | 88.36|
|      |             | Ehlers       | 90.55| 85.79| 91.52 | 87.15| 87.15 | 87.16|
|      |             | PC           | 90.42| 84.98| 89.55 | 85.25| 85.24 | 85.24|
|      |             | MIHS         | 89.54| 84.92| 90.52 | 85.00| 85.00 | 85.11|
|      |             | HPF          | 88.14| 85.43| 86.02 | 81.24| 74.53 | 74.65|
|      |             | GS           | 23.45| 31.32| 22.30 | 31.04| 31.08 | 31.05|
|      |             | Ehlers       | 24.87| 34.21| 23.96 | 33.24| 33.24 | 33.25|
|      |             | PC           | 25.00| 34.82| 25.84 | 34.55| 34.55 | 34.56|
|      |             | MIHS         | 26.18| 36.12| 25.01 | 34.94| 34.93 | 34.92|
|      |             | HPF          | 53.21| 36.13| 33.21 | 56.21| 56.36 | 56.43|

We found the result of GF2 (PAN 4m) fusion with Landsat-8 OLI MS (30m) in SRR 1:8 in the previous section (Table 6). Thus, from this new fusion, we analyzed continuous FVI quality with different SRR. The result for GS fusion has CC (88.92 to 92.11%), RMSE (21.84 to 30.58%) for SRR 1:10, CC (88.59 to 92.54%), RMSE (22.10 to 30.79%) for SRR 1:12 and CC (88.19 to 92.40%), RMSE (22.30 to 31.32%) for SRR 1:15. Similarly, the detail fusion result for GS, Ehlers, PC, MIHS and HPF algorithms for FVI is listed in Table 7. It shows that both CC and RMSE values are consistent and uniform for all image fusion algorithms in SRR 1:8 to 1:15 but HPF has a lower quality (Table 7).
3.4. Visual Quality Evaluation

Subjective evaluation is evaluating the quality of the images with the naked eyes and making judgments according to the subjective feelings of image quality [22]. In this analysis, a team of observers compared the fused image with the input images and valued the quality of the fused image by employing various optical parameters such as spatial details, geometric pattern, size of objects, and color [14]. The subjective evaluation method is simple and intuitive, and it can make a quick and convenient evaluation of the images [22]. For visual quality evaluation, we need a good RVI with the same spatial resolution of FVI, which would only give proper judgment, as we already calculated FVI and RVI in different resolutions during objective quality evaluation in previous section. Then, we compared them with their visual quality for different features in different parts of the images.

A total of 384 VI maps were prepared, including 360 FVI (6 VIs @ 5 fusion algorithms @ 4 SRR @ 3 types of image fusion) maps and 24 RVI maps (6 GF2(1m) + 6 GF1(8m) + 6 GF2 (4m) +6 GF4 (50m)). Due to such large numbers, individually, it is difficult to show their visual quality, so subjective quality was analyzed in different parts of the images selectively. To analyze the FVI quality more clearly, water area, forest areas, built-up areas, lakes, roads, etc., were compared with their respective RVI. Different image fusion algorithms showed different influences on different VIs. Some image fusion algorithms had a good performance at the edges and some had good results in vegetation areas, rivers, etc. The following table (Table 8) shows the visual quality of FVI results from same-sensor, multi-sensor and multi-sensor resampled abbreviated as Same-Sen., Multi-Sen. and Multi-Sen(R), respectively.

The visual quality analysis was based on a selective way to include different FVI maps for all types of image fusion. For example, the same-sensor FVI result is shown for ARVI, NDVI and OSAVI for SRR 1:6 and 1:8 and multi-sensor FVI results are shown for EVI, GNDVI and SAVI in GF1 PAN(8m) with GF4 MS(50m) in SRR 1:6, GF2 PAN(4m) with Landsat-8 OLI (30m) in SRR 1:8. In SRR 1:6, the same-sensor FVI results are very similar in color, texture and shape. The roads, rivers, built-up, forest areas in FVI are very similar to RVI. For the images acquired at the same time by the same sensor, most algorithms for pan-sharpening provide very good results, i.e., they retain the high spatial resolution of the panchromatic image and the spectral information from the multispectral image (single-sensor, single-date fusion) [2]. For multi-sensor fusion in SRR 1:6, EVI shows the river area well but not the built-up areas. Moreover, GNDVI shows that some fusion algorithms have good results for edge detection like PC but not good for built-up areas. Ehlers does not have a good result for road detection. However, the GS method has a better visual quality than the other methods for these features (Table 8).

Some VIs (ARVI, NDVI and OSAVI) have a very similar visual quality with their corresponding RVI in single-sensor fusion with SRR 1:8. However, other VIs (EVI, GNDVI and SAVI) have a better quality for all features in multi-sensor fusion with SRR 1:8. Same-sensor fusion still has a good visual quality in SRR 1:10 like in SRR 1:6 and SRR 1:8. However, in multi-sensor fusion, for GF4 PAN(50m) with MODIS MS (500m) fusion, the visual quality is degraded. In EVI and OSAVI, the size and boundary of the river are not properly mapped and other details are also very poor. Thus, we made other multi-sensor fusion by resampling the Landsat-8 OLI image. NDVI and SAVI have a better visual quality for built-up, road, river and forest areas. In SRR 1:12, the same-sensor FVI has a good visual result. In SRR1:12, for multi-sensor fusion, GF2 PAN (4m) with GF4 MS (50m), the quality slightly improved compared to SRR 1:10. EVI and OSAVI showed a better visual quality for the GS and PC methods (Table 8).
Table 8. Quality of FVI result in single/multi-sensor fusion.

| RVI and Fusion Algorithms | Same-Sen. ARVI(1m) | Multi-Sen. EVI(8m) | Same-Sen. NDVI(1m) | Multi-Sen. GNDVI(8m) | Same-Sen. OSAVI(1m) | Multi-Sen. SAVI(8m) |
|--------------------------|--------------------|--------------------|--------------------|--------------------|--------------------|--------------------|
| RVI (1m, 8m)             |                    |                    |                    |                    |                    |                    |
| GS (1:6)                 |                    |                    |                    |                    |                    |                    |
| Ehlers (1:6)             |                    |                    |                    |                    |                    |                    |
| PC (1:6)                 |                    |                    |                    |                    |                    |                    |
| MIHS (1:6)               |                    |                    |                    |                    |                    |                    |
| HPF (1:6)                |                    |                    |                    |                    |                    |                    |
| RVI (1m, 4m)             |                    |                    |                    |                    |                    |                    |
| GS (1:8)                 |                    |                    |                    |                    |                    |                    |
| Ehlers (1:8)             |                    |                    |                    |                    |                    |                    |
| PC (1:8)                 |                    |                    |                    |                    |                    |                    |
| MIHS (1:8)               |                    |                    |                    |                    |                    |                    |
| HPF (1:8)                |                    |                    |                    |                    |                    |                    |
| RVI (1, 50, 4m)          |                    |                    |                    |                    |                    |                    |
| GS (1:10)                |                    |                    |                    |                    |                    |                    |
| Ehlers (1:10)            |                    |                    |                    |                    |                    |                    |
| PC (1:10)                |                    |                    |                    |                    |                    |                    |
| MIHS (1:10)              |                    |                    |                    |                    |                    |                    |
| HPF (1:10)               |                    |                    |                    |                    |                    |                    |
| RVI and Fusion Algorithms | Same-Sen. ARVI(1m) | Multi-Sen. EVI(4m) | Same-Sen. NDVI(1m) | Multi-Sen. GNDVI(4m) | Same-Sen. OSAVI(1m) | Multi-Sen. SAVI(4m) |
| RVI (1m, 4m)             |                    |                    |                    |                    |                    |                    |
| GS (1:8)                 |                    |                    |                    |                    |                    |                    |
| Ehlers (1:8)             |                    |                    |                    |                    |                    |                    |
| PC (1:8)                 |                    |                    |                    |                    |                    |                    |
| MIHS (1:8)               |                    |                    |                    |                    |                    |                    |
| HPF (1:8)                |                    |                    |                    |                    |                    |                    |
| RVI and Fusion Algorithms | Same-Sen. ARVI(1m) | Multi-Sen. EVI(50m) | Multi-Sen(R) NDVI(4m) | Same-Sen. GNDVI(1m) | Same-Sen. OSAVI(50m) | Multi-Sen(R) SAVI(4m) |
| RVI (1, 50, 4m)          |                    |                    |                    |                    |                    |                    |
| GS (1:10)                |                    |                    |                    |                    |                    |                    |
| Ehlers (1:10)            |                    |                    |                    |                    |                    |                    |
| PC (1:10)                |                    |                    |                    |                    |                    |                    |
| MIHS (1:10)              |                    |                    |                    |                    |                    |                    |
| HPF (1:10)               |                    |                    |                    |                    |                    |                    |

RVI and Fusion | Same-Sen. | Multi-Sen. | Multi-Sen(R) | Same-Sen. | Multi-Sen. | Multi-Sen(R) |
|--------------|-----------|------------|--------------|-----------|------------|--------------|
| RVI          |           |            |              |           |            |              |
| GS           |           |            |              |           |            |              |
| Ehlers       |           |            |              |           |            |              |
| PC           |           |            |              |           |            |              |
| MIHS         |           |            |              |           |            |              |
| HPF          |           |            |              |           |            |              |

RVI and Fusion | Same-Sen. | Multi-Sen. | Multi-Sen(R) | Same-Sen. | Multi-Sen. | Multi-Sen(R) |
|--------------|-----------|------------|--------------|-----------|------------|--------------|
| RVI          |           |            |              |           |            |              |
| GS           |           |            |              |           |            |              |
| Ehlers       |           |            |              |           |            |              |
| PC           |           |            |              |           |            |              |
| MIHS         |           |            |              |           |            |              |
| HPF          |           |            |              |           |            |              |

RVI and Fusion | Same-Sen. | Multi-Sen. | Multi-Sen(R) | Same-Sen. | Multi-Sen. | Multi-Sen(R) |
|--------------|-----------|------------|--------------|-----------|------------|--------------|
| RVI          |           |            |              |           |            |              |
| GS           |           |            |              |           |            |              |
| Ehlers       |           |            |              |           |            |              |
| PC           |           |            |              |           |            |              |
| MIHS         |           |            |              |           |            |              |
| HPF          |           |            |              |           |            |              |
4. Discussion

4.1. Quality Assessment

Ren et al.[52] indicated that sometimes, the visual effect and the objective result can be different. To assess this, we made qualitative and quantitative evaluations in our research. Ehlers, 2008, showed that SRR can get worse[28] if data from different satellites are used; for example, SRR between IKONOS and SPOT 5 (multispectral mode) is 1:10, for SPOT 4 even 1:20, as mentioned in the Introduction Section. The SRR varies with different multi-sensor fusions and their quality assessment is always important to find out. As image fusion has proven to be a potential tool in remote sensing applications which integrates the information from combinations of panchromatic, multispectral and hyperspectral images; this is intended to result in a composite image having both higher spatial and higher spectral resolutions[53]. We show the FVI quality results (subjective and objective) from different satellite images GF1, GF2, GF4, Landsat-8 OLI and MODIS in the previous Results section. The fusion quality often depends on the user’s experience, the fusion method, and on the dataset being fused[54]. Thus, our fusion strategy (Table 8) was very carefully prepared, including different resolutions, SRF, SNR and SRR and also carefully performed. Almost the same date images (Landsat-8 OLI on 2017/07/17 and others on 2017/07/13) were used on a clear-sky day with favorable weather conditions during the dry season to get a better fusion result[34].

4.2. Influence of SRR (with Same SRF and Good SNR)

In Section 3, we found that single-sensor fusion has a good visual quality for VI. For objective quality, the pattern was almost uniform for CC for all fusions, and RMSE was quite different for different image fusions and VIs. However, the general trend is that by increasing SRR, the CC graph is falling slowly and the RMSE graph is increasing slowly (Figure 3). This good quality might be due to the high-resolution PAN(1m) and MS(6,8,10,12m) images, the good SNR and the same SRF. The CC and RMSE values are almost the same for all image fusion methods, which indicates that image fusion is insensitive with VI. However, the HPF has a scattered graph and seems to be sensitive. ARVI and GNDVI have quite low RMSE values and are well separated in all image fusion algorithms and all SRR. However, CC seems to be almost the same for all VI and are almost overlapped. Vibhute et al.[55] found that the GS spectral sharpening algorithm gives better results than PC spectral sharpening, according to the classification results. Similarly, in our result, the GS fusion has a good quality (low RMSE and high CC) for all VIs in all SRR(1:6 to 1:12) (Figure 3). In reality, such same-sensor fusion does not exist in such large SRR(1:6 to 1:12). We did this arbitrary image fusion to analyze how much SRF and SRR could affect the fusion result as long as there is
good SNR between PAN and MS images. In general, the FVI quality is decreasing with decreasing SRR very slowly as long as there is a good SNR and a minimum SRF effect (Figure 3).

Figure 3. Trend of FVI quality with Image Fusion and SRR (same SRF and good SNR).

4.3. Influence of SRR (with different SRF and SNR (Good to Poor))

Multi-sensor fusion showed different visual quality for different algorithms for different VI (Table 4). Some image fusion algorithms had good visual result in preserving all types of details and some algorithms did not. In the objective quality results, the pattern was fluctuating (both CC and RMSE) (Figure 4) depending on SRR, SRF and SNR. For SRR 1:6 in GS fusion, for ARVI CC is 84.27% and RMSE is 33.97% but when the SRR is 1:8, for ARVI CC is 92.56% and RMSE is 22.59% (Table 6), remaining VI has a similar trend (Figure 4). With decreased SRR, the image fusion accuracy was assumed to be decreased but the result showed an increased accuracy (better quality). This might be due to two reasons: one is the difference in SRF and the other is the resolution of the MS image. Belguind Stein[56] indicated that for fusing spatiotemporal images, spectral responses of input images have to be unified, so the difference in SRF between two sensors has an impact on the quality of FVI. In SRR 1:8; the MS image has a 30m resolution and PAN image has a 4m resolution which is a better resolution than SRR 1:6 (PAN(8m) with MS(50m)). SRR 1:10 fusion is the result of a low-resolution PAN(50m) image and a very low-resolution MS (500m) images. The SNR is a measure of the purity of a signal, the ratio between the information and noise of the fused image[57]. MODIS (500m) and GF4 (50m) has very low resolution; both of them have poor SNR, so FVI quality is poor for them. The influence of SRF is also prominent along with SNR for multi-sensor FVI. However, the SRR effect is not very high. The visual analysis showed that FVI has a different quality depending on SRR, SRF, and SNR (Table 8). Not only does GS have a good result but also Ehlers has a good result for ARVI and their quality indices are very close. This shows that very low-resolution image fusion has inconsistent results due to poor SNR. For SRR 1:12 in GS fusion; for ARVI CC is 91.59% and RMSE is 25.25% (Table 6) which is a better result than SRR 1:6, although it has a higher SRR than 1:8 and 1:10. The reason might be the same, due to the high-resolution (4m) PAN image used in SRR 1:12, although it has lower SRR. Not only does GS fusion have this trend for VI
mappings but all the remaining fusion methods have the same pattern for all FVI (Figure 4). We changed the fusion algorithms (keeping same VI) but the CC values are very close to each other. Similarly, the change in image fusion algorithms did not make a large difference in RMSE values. This indicates that image fusion is insensitive to VI (i.e., change in image fusion algorithms did not make a large difference in VI quality). However, the HPF has a scattered graph and seems to be sensitive. ARVI and GNDVI have quite lower RMSE, high CC values so they are well separated in all image fusion and in all SRR (Figure 4). However, for other VI (except ARVI and GNDVI), CC and RMSE, the graph is almost same and overlapped. The GS pan-sharpen method has become one of the most widely used high-quality methods since its publication[20]. In multi-sensor FVI, also the GS fusion has a good quality (low RMSE and high CC) for all VI and in all SRR. In general, the quality of FVI is decreasing with decreasing SRR (1:6 to 1:12). However, the higher effect on FVI quality is due to SNR and SRF rather than SRR (Figure 4).

![Graph showing the trend of FVI quality with Image Fusion and SRR (Different SRF and SNR (Good to Poor)).](image_url)

**Figure 4.** Trend of FVI quality with Image Fusion and SRR (Different SRF and SNR (Good to Poor)).

### 4.4. Influence of SRR (with constant SRF and Good SNR)

One further experiment was made to check the pattern of FVI properly. GF2 PAN(4m) is fused with Landsat-8 OLI MS (30m, 40m, 48m and 60m). In GF2 to Landsat-8 OLI (30m, 40m, 48m and 60m) fusion, there is a uniform relationship between SRR and FVI quality (CC and RMSE) for ARVI (92.56%, 22.59%), (92.11%, 23.05%), (91.88% and 23.43%) and (91.17% and 23.45%) in SRR 1:8, 1:10, 1:12 and 1:15 respectively (Table 7). By increasing SRR from 1:8 to 1:15; all image fusion techniques showed a uniform result (Figure 5). This uniformity could be due to the constant SRF (Landsat-8 OLI and GF2) and better SNR than the previous multi-sensor fusion. However, the HPF still has a lower quality and seems to be sensitive. ARVI and GNDVI have quite lower RMSE, high CC so they are well separated in all image fusion and all SRR (Figure 5). However, for other VI (except ARVI and GNDVI), the CC and RMSE graph is almost same and overlapped (except for HPF). The quantitative evaluation results show that the brightness and information retention of GS fusion image was the best[52]. In the fusion of the near-infrared band, the GS method can be considered as the best [58]. All VI equations contain at least one NIR band and GS fusion has a good result in NIR band which might be the result behind the good quality (low RMSE and high CC) in all FVI and for all SRR. In general, the quality of FVI is decreasing with decreasing SRR (1:8 to 1:15) (Figure 5).
However, if we compare all three figures (Figure 3, Figure 4 and Figure 5) together, we find that the higher effect on FVI quality is due to SNR and SRF rather than SRR. With decreasing SRR (keeping the effect of SRF and SNR minimum), the quality decreases at a very slow rate. The VI having R and NIR bands in their VI equations has a similar pattern. Their CC and RMSE are almost identical (NDVI, OSAVI, SAVI, EVI) with a similar pattern (Figure 5). The remaining VI, including other bands in their VI equation (B and G bands), also has a similar pattern. The CC and RMSE values have a similar pattern for ARVI and GNDVI but different from NDVI, OSAVI, SAVI and EVI. In short, ARVI and GNDVI have the least impact in all cases with all fusion methods. In general, image fusion seems to be insensitive with VI and SRR. The HPF seems to be sensitive with VI and SRR. However, this indicates that the influence of SRF and SNR is higher than SRR.

4.5. Limitations and Possible Future Study

We used GF1, GF2, GF4, Landsat-8 OLI and MODIS satellite images for our research, but still, it could be better if more satellite images like Sentinel-2, World View-4, IKONAS, SPOT were used for strategic image fusion. Our fusion result was focused on one season, that is, 2017 July 13 (for GF1, GF2, GF4 and MODIS imagery) and 2017 July 17 (for Landsat-8 OLI image) to compare and analyze the result, but it would be much better if we had used different satellite images in different seasons. Similarly, further investigation of FVI quality using more VI like AFRI, GLI, NGRDI, RVI, TVI etc.[9] could give more detail results. We were limited to five (GS, Ehlers, PC, MIHS and HPF) image fusion algorithms but NNDiffuse[59] and other algorithms could be used to investigate the result in a better way. Besides CC and RMSE, there are other quality indices like PSNR[50], entropy[14], and SSIM[60] which can give more quality results and a more robust conclusion. Similarly, in the future, we can use combined bands from different fusion methods (NIR from GS and R, G, B bands from PC or Ehlers and MIHS fusion) depending on their degree of goodness for each band to get a better FVI quality.
5. Conclusions

Many image fusion techniques have developed and applied in various fields, but the quality assessment is always a key factor before their application. As a preliminary work towards image fusion, different satellite images (GF2, GF1, Landsat-8 OLI, GF4, and MODIS) with PAN and MS bands were acquired, preprocessed, and precisely registered. The main objective of this research was to study the effect of image fusion for the quality of VI mapping. Using a strategy of image fusion and quality assessment (in different SRR, SRF, and SNR), we came to a robust conclusion. **First**, image fusion has the least impact on GNDVI and ARVI compared to other VIs. The quality of FVI is mostly insensitive to image fusion. However, for HPF, the quality of FVI is sensitive. **Second**, the value of CC and RMSE shows that the GS method has the least impact on FVI quality. For example, ARVI in GF1-GF4 with CC and RMSE (84.27%, 33.97%), GF2-Landsat-8 OLI (92.56%, 22.59%), GF4-MODIS (82.20%, 28.94%) and GF2-GF4 (91.59%, 25.25%) proves that GS has a better quality in FVI. **Third**, some factors affect FVI results; they are SRF, SRR, and SNR. For example, in GF1-GF4 (SRR 1:6), the influence of image fusion is higher than GF2-Landsat-8 OLI (SRR 1:8) and GF2-GF4 (SRR 1:12) due to the SNR factor. Moreover, GF4-MODIS (SRR 1:10) fusion has a quite different result due to the poor SNR. **Fourth**, with decreasing SRR, the FVI quality is decreasing at a slow rate. For example, in GF2 to Landsat-8 OLI (30m, 40m, 48m, and 60m) fusion, there is a uniform relationship between SRR and FVI quality (CC and RMSE) for ARVI (92.56%, 22.59%), (92.11%, 23.05%), (91.88%, 23.43%) and (91.17% and 23.45%) in SRR 1:8, 1:10, 1:12, and 1:15, respectively.

Hence, this research shows how image fusion influences VI quality with a critical analysis. The research confirms that the quality of FVI is good even for small SRR (1:6 to 1:15) as long as they have a minimum SRF effect and a good SNR. It would be very helpful for making high-resolution VI maps using a lower SRR (not limited to SRR 1:8 or higher) in different applications like agricultural, environmental, and climate studies. Even in small SRR, VI mapping has a good quality, which means we can use high-resolution PAN with low-resolution MS bands for image fusion to get high-resolution MS bands to calculate FVI. Although the PAN band should have a high resolution, we can use low-resolution MS bands to get high-resolution MS bands and FVI, which will minimize the cost for data acquisition. However, the use of a higher number of fusion algorithms, more VI, and more quality indices could give a better result for a comparative FVI quality analysis. Similarly, testing the result in different images like Sentinel-2, World View-4, IKONAS, SPOT and making a decision could have a better result. In the future, minimizing these limitations, and the developing image fusion algorithms with the least effect on SRR, SRF, and SNR for band-band fusion and FVI could be new research topics to gain a better quality FVI.
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