Apparent dependence of protein evolutionary rate on number of interactions is linked to biases in protein–protein interactions data sets
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Abstract

Background: Several studies have suggested that proteins that interact with more partners evolve more slowly. The strength and validity of this association has been called into question. Here we investigate how biases in high-throughput protein–protein interaction studies could lead to a spurious correlation.

Results: We examined the correlation between evolutionary rate and the number of protein–protein interactions for sets of interactions determined by seven different high-throughput methods in Saccharomyces cerevisiae. Some methods have been shown to be biased towards counting more interactions for abundant proteins, a fact that could be important since abundant proteins are known to evolve more slowly. We show that the apparent tendency for interactive proteins to evolve more slowly varies directly with the bias towards counting more interactions for abundant proteins. Interactions studies with no bias show no correlation between evolutionary rate and the number of interactions, and the one study biased towards counting fewer interactions for abundant proteins actually suggests that interactive proteins evolve more rapidly. In all cases, controlling for protein abundance significantly decreases the observed correlation between interactions and evolutionary rate. Finally, we disprove the hypothesis that small data set size accounts for the failure of some interactions studies to show a correlation between evolutionary rate and the number of interactions.

Conclusions: The only correlation supported by a careful analysis of the data is between evolutionary rate and protein abundance. The reported correlation between evolutionary rate and protein–protein interactions cannot be separated from the biases of some protein–protein interactions studies to count more interactions for abundant proteins.

Background

Different proteins in the same organism evolve at different rates. An understanding of the factors that cause these differences in rates has important ramifications for genetics, molecular evolution, and evolutionary biology. Factors that are thought to influence a protein's evolutionary rate include its abundance [1], whether its function is encoded in a robust manner [2], and the amount of recombination that it undergoes [3]. Of these factors, abundance is the strongest correlate of evolutionary rate,
and recent work has shown the importance of adequately controlling for abundance when examining correlations between evolutionary rate and other protein properties [4].

Another factor that has been suggested to influence a protein’s evolutionary rate is its number of interaction partners, with recent studies claiming that interactive proteins evolve more slowly because they have more functionally constrained residues [5,6]. However, this reported association between evolutionary rate and the number of protein–protein interactions has proven controversial, with studies using different interactions data sets reaching different conclusions [7,6].

The original claim by Fraser et al. [5] that a protein’s evolutionary rate depends on the number of different proteins it interacts with was based on a negative statistical correlation between evolutionary rate as determined from an alignment of orthologs, and the number of interactions as determined by pooling data from several studies. However, a second study by Jordan et al. [7] using different data sets for both protein–protein interactions and evolutionary rates failed to find a significant correlation between evolutionary rate and the number of interactions. A third study by Fraser et al. [6] using a much larger protein–protein interactions data set again found a correlation, and also showed that the conflicting results were due to differences in the interactions data sets rather than differences in the evolutionary rates. The authors of this last study suggested that Jordan et al. failed to observe a correlation because of an incomplete set of protein–protein interactions, yet they offered no explanation of why only some data sets should reveal a correlation.

The biophysical explanation proposed by Fraser et al. [5] for the tendency of proteins with more interactions to evolve more slowly was that interactive proteins have more residues involved in protein–protein interaction surfaces, and are therefore less tolerant of amino acid substitutions. However, an individual residue does not distinguish between contacts with other residues from the same or a different protein, so there is no obvious reason why residues involved in intermolecular contacts should be more evolutionarily constrained than other residues with the same number of intramolecular contacts. Indeed, analysis of oligomeric proteins has shown that interacting residues are not under the strong selection constraints of enzymatic active site residues, but instead actually change more rapidly than typical core residues and only slightly more slowly than the average for the entire sequence [8]. On these grounds, one would expect the number of interaction partners to have at most a slight effect on the overall rate of sequence evolution, and that other factors such as the ratio of core to surface residues should be more important.

The sensitivity of the correlation between evolutionary rate and the number of interactions to the particular data set used, as well as the absence of a clear biophysical justification for why proteins with more interaction partners should evolve more slowly, prompted us to analyze the data more carefully. We find that the reported connection between evolutionary rate and the number of interactions is linked to the biases of some protein–protein interactions studies to count more interactions for abundant proteins.

Results and Discussion

Analysis of the different interactions data sets

Protein–protein interactions data for *S. cerevisiae* are derived from studies using a variety of distinct methods, each with its own strengths and weaknesses (for a comprehensive discussion, see [9]). In particular, several methods have been shown to be biased towards counting more interactions for abundant proteins [9]. Since abundant proteins are known to evolve more slowly [1], any examination of the relationship between interactions and evolutionary rate should control for biases towards counting more interactions for abundant proteins.

We compiled *S. cerevisiae* protein–protein interactions sets from nine studies using seven different high-throughput methods, taking data from two studies that identified interactions by mass spectrometry [10,11], two studies that identified interactions with the yeast two-hybrid system [12,13], and studies that identified interactions by correlated mRNA expression (synexpression) [9], identification of conserved gene neighborhoods [14,15,9], cooccurrence of genes in sequenced genomes [16,9], identification of gene fusion events [17,18,9], and synthetic lethality in knockouts [19,9]. The mass spectrometry studies [10,11] involved tagging and overexpression of one of the proteins, which may lead to non-native interactions, so for these studies we also compiled data sets that counted the interactions only for the untagged proteins. We also compiled a comprehensive list of all of the interactions from all studies, as well as the interactions found independently by two and three of the studies.

We also gathered information on the evolutionary rates and abundances of *S. cerevisiae* proteins. The sequence evolution rates were based on alignments with orthologs from *Candida albicans* compiled by Fraser et al. [6] according to the method of [20]. We used two established proxies for protein abundance: mRNA transcript levels from gene microarrays [21,22] and codon adaptation indices (CAI) calculated from gene sequences [23,24]. We used this information to create sets of proteins that participated...
in at least one interaction and for which evolutionary rate and abundance information were available; the size of the coverage sets for each interactions study is shown in Table 1.

We confirmed that abundant proteins evolved more slowly in all coverage sets (Table 1, Figure 1A), in agreement with established results [1]. The tendency for abundant proteins to evolve more slowly was both substantial and robust, with all coverage sets showing significant correlations (Kendall’s $\tau$ ranged from -0.31 to -0.49, $P < 10^{-3}$) regardless of whether abundance was measured by expression level or CAI.

We also confirmed [9] that some of the interactions studies are biased towards counting more interactions for abundant proteins ($\tau$ ranged from 0.07 to 0.33, $P < 10^{-3}$, Table 1), while the yeast two-hybrid studies [12,13] showed no substantial bias towards counting more interactions.

### Table 1: The correlations among evolutionary rate, the number of interactions, and protein abundance for all studies when abundance is measured by (A) microarray expression level or (B) CAI. $N_p$ and $N_i$ are the number of proteins and interactions for each data set. The Kendall’s rank correlations between variables are given by $\tau_{EI}$, $\tau_{AI}$, and $\tau_{EA}$. The Kendall’s partial rank correlation between evolutionary rate and the number of interactions when abundance is controlled for is given by $\tau_{EI.A}$. All correlations have two-tailed significances of $P < 10^{-3}$ unless another $P$ value is given in parentheses.

#### (A)

| Study          | $N_p$ | $N_i$ | $\tau_{EI}$ | $\tau_{AI}$ | $\tau_{EA}$ | $\tau_{EI.A}$ |
|----------------|-------|-------|-------------|-------------|-------------|---------------|
| Ito [12]       | 505   | 1007  | 0.03 (0.30) | -0.03 (0.36) | -0.34       | 0.02 (0.51)   |
| Uetz [13]      | 607   | 1183  | 0.01 (0.63) | -0.01 (0.67) | -0.35       | 0.01 (0.75)   |
| 2H studies     | 893   | 2034  | 0.02 (0.29) | -0.02 (0.40) | -0.36       | 0.02 (0.48)   |
| Gavin [10]     | 1039  | 15224 | -0.12       | 0.09        | -0.45       | -0.09         |
| Ho [11]        | 1183  | 5879  | -0.18       | 0.15        | -0.41       | -0.13         |
| Ho [11] untagged | 2990 | -0.28 | 0.30        | -0.40       | -0.18       |
| MS studies     | 1698  | 20708 | -0.13       | 0.12        | -0.42       | -0.09         |
| MS studies untagged | 1543 | 11424 | -0.14       | 0.16        | -0.42       | -0.08         |
| synexpression  | 1114  | 19188 | 0.09        | -0.12       | -0.40       | 0.05 (0.02)   |
| gene neighborhood | 765  | 9882  | -0.10       | 0.15        | -0.44       | -0.04 (0.15)  |
| synthetic lethality | 524  | 1463  | 0.02 (0.50) | 0.01 (0.71) | -0.43       | 0.03 (0.40)   |
| gene cooccurrence | 298  | 1718  | -0.15       | 0.07 (0.08) | -0.36       | -0.13 (0.002) |
| gene fusion     | 222   | 535   | 0.04 (0.40) | -0.03 (0.51) | -0.37       | 0.03 (0.56)   |
| all interactions| 2846  | 54258 | -0.16       | 0.13        | -0.39       | -0.12         |
| two studies     | 1112  | 2792  | -0.17       | 0.14        | -0.42       | -0.13         |
| three studies   | 329   | 556   | 0.03 (0.43) | -0.03 (0.42) | -0.36       | 0.02 (0.65)   |

#### (B)

| Study          | $N_p$ | $N_i$ | $\tau_{EI}$ | $\tau_{AI}$ | $\tau_{EA}$ | $\tau_{EI.A}$ |
|----------------|-------|-------|-------------|-------------|-------------|---------------|
| Ito [12]       | 528   | 1049  | 0.03 (0.34) | -0.04 (0.21) | -0.31       | 0.02 (0.61)   |
| Uetz [13]      | 630   | 1213  | 0.01 (0.65) | -0.06 (0.02) | -0.32       | -0.01 (0.78)  |
| 2H studies     | 931   | 2104  | 0.02 (0.27) | -0.06 (0.003) | -0.33       | 0.00 (0.90)   |
| Gavin [10]     | 1055  | 15836 | -0.12       | 0.08        | -0.38       | -0.10         |
| Gavin [10] untagged | 1033 | 8648  | -0.08       | 0.07        | -0.37       | -0.06 (0.01)  |
| Ho [11]        | 1209  | 5941  | -0.18       | 0.16        | -0.42       | -0.13         |
| Ho [11] untagged | 1013 | 3019  | -0.28       | 0.33        | -0.42       | -0.16         |
| MS studies     | 1735  | 20930 | -0.13       | 0.11        | -0.40       | -0.10         |
| MS studies untagged | 1575 | 15351 | -0.14       | 0.15        | -0.40       | -0.09         |
| synexpression  | 1163  | 20291 | 0.09        | -0.09       | -0.41       | 0.05 (0.06)   |
| gene neighborhood | 790  | 10186 | -0.09       | 0.08        | -0.49       | -0.06 (0.02)  |
| synthetic lethality | 533  | 1505  | 0.03 (0.36) | -0.02 (0.60) | -0.38       | 0.02 (0.49)   |
| gene cooccurrence | 309  | 1767  | -0.14       | 0.07 (0.07) | -0.44       | -0.13 (0.02)  |
| gene fusion     | 233   | 559   | 0.04 (0.41) | -0.01 (0.74) | -0.40       | 0.03 (0.50)   |
| all interactions| 2960  | 56058 | -0.16       | 0.12        | -0.38       | -0.13         |
| two studies     | 1131  | 2822  | -0.17       | 0.08        | -0.41       | -0.15         |
| three studies   | 332   | 562   | 0.03 (0.45) | -0.07 (0.06) | -0.41       | 0.00 (0.99)   |
Figure 1

(A) shows the relationship between evolutionary rate and expression level as measured by gene microarrays [21]. (B) shows the relationship between expression level and the total number of interactions from all studies. (C) shows the relationship between evolutionary rate and the total number of interactions from all studies. Some outlying data points are not shown, but are included in the calculations of the correlations in Table I.
interactions for abundant proteins ($P > 0.25$, Table 1). The existence of a bias in the mass spectrometry but not the yeast two-hybrid studies can be explained by considering the experimental methods. The yeast two-hybrid studies involve over-expression of both interacting proteins, and so the probability of observing an interaction is unrelated to a protein's native concentration. In contrast, in the mass-spectrometry studies only the tagged protein is over-expressed, and so the probability of observing an interaction depends on the choice of which proteins to tag, as well as the native concentrations of the untagged proteins.

Among the bioinformatics-based methods, the gene neighborhood data are substantially biased towards counting more interactions for abundant proteins ($\tau = 0.15$ or $0.08$, $P < 10^{-3}$, Table 1), the gene cooccurrence data are mildly biased towards counting more interactions for abundant proteins ($\tau = 0.07$, $P = 0.07$ or $0.08$, Table 1), while the synexpression data are actually biased towards counting fewer interactions for abundant proteins ($\tau = -0.12$ or $-0.09$, $P < 10^{-3}$, Table 1). The synthetic lethality and gene fusion studies are unbiased with respect to protein abundance ($P > 0.5$, Table 1), as is the set of interactions found independently by three studies ($P > 0.05$, Table 1). The set of interactions found by two studies and the set of all interactions are both biased towards counting more interactions for abundant proteins ($\tau$ ranged from $0.15$ to $0.19$, $P < 10^{-5}$, Table 1), presumably because both of these sets are dominated by interactions found by the mass spectrometry studies (see Table 1 and discussion below).

We found that proteins with more interactions appeared to evolve more slowly only when the interactions data set was biased towards counting more interactions for abundant proteins (Table 1, Figure 1C). The yeast-two hybrid, the synthetic lethality, the gene fusion, and the interactions found by three studies are all unbiased with respect to abundance, and none of these data sets suggested any significant correlation between evolutionary rate and the number of interactions ($P > 0.25$ in all cases, Table 1). The mass spectrometry, the gene neighborhood, the gene cooccurrence, the interactions found by two studies, and the combined sets are all biased towards counting more interactions for abundant proteins, and data from all of these studies suggested that proteins with more interactions evolve more slowly ($\tau$ ranges from $-0.08$ to $-0.28$, $P < 10^{-3}$, Table 1). The synexpression data is biased towards counting fewer interactions for abundant proteins, and it suggests that proteins with more interactions actually evolve more rapidly ($\tau = 0.09$, $P < 10^{-3}$, Table 1).

If the bias of some studies to count more interactions for abundant proteins explains the correlation between the number of interactions and the evolutionary rate, then there should be a direct relationship between the bias and the observed correlation. We examined this relationship for all 17 data sets in Table 1, and confirmed that there was a simple linear relationship between the correlation of abundance with the number of interactions and the correlation of the number of interactions with the evolutionary rate, as shown in Figure 2.

The trends described here are not sensitive to the evolutionary rates used. When evolutionary rates are derived from alignments of \textit{S. cerevisiae} and \textit{Schizosaccharomyces pombe} orthologs by Fraser \textit{et al.} [6], there is again a consistent correlation between evolutionary rate and abundance, but a correlation between evolutionary rate and
interactions emerges only for interactions data sets biased towards counting more interactions for abundant proteins (data not shown).

Controlling for bias reduces apparent correlation between evolutionary rate and interactions

The relationship between the correlation of evolutionary rate with the number of interactions and the bias towards counting more interactions for abundant proteins (Figure 2) suggests that the bias contributes to the observed correlation. To obtain a statistical view of this effect, we used a partial correlation statistic (Kendall’s partial \( \tau \)) to measure the correlation between evolutionary rate and the number of interactions when protein abundance is controlled for. In all data sets where there is a significant correlation between evolutionary rate and the number of interactions, controlling for protein abundance reduces the magnitude of the correlation (Table 1). We determined the significance of this reduction by performing \( 10^4 \) randomizations of the protein abundances. In none of the cases where there was a highly significant correlation between evolutionary rate and the number of interactions (the mass spectrometry, synexpression, gene neighborhood, gene cooccurrence, two study, and combined data sets) did the randomized abundances give a partial \( \tau \) with a magnitude as small as for the actual data, demonstrating that the reductions in the correlation due to controlling for abundance were highly significant (\( P < 10^{-4} \)).

Although controlling for protein abundance always reduces the magnitude of any significant correlation between evolutionary rate and the number of interactions, in some cases the remaining partial correlation is still statistically significant. However, this remaining correlation appears to be due to an incomplete correction for protein abundance rather than a real correlation between evolutionary rate and the number of interactions. As Figure 3 shows, the remaining partial correlation between evolutionary rate and the number of interactions is still directly related to the bias towards counting more interactions for abundant proteins, suggesting that this bias is still the primary factor causing the partial correlation. Note also that the partial correlation between evolutionary rate and the number of interactions for the synexpression data set still suggests that proteins with more interactions evolve more rapidly, again suggesting that the partial correlation statistic does not completely correct for biases in the interactions data set.

There are several reasons why the partial correlation statistic may be unable to completely correct for experimental biases. Both microarray expression data and CAI are imperfect proxies for true protein abundance (indeed, the Spearman correlation between these two proxies is only 0.62) [22,24], and so statistically controlling with these variables does not completely correct for effects due to actual protein abundances or expression levels. In addition, the evolutionary rates and expression data for the large set of proteins considered here may underestimate the true tendency for abundant proteins to evolve more slowly. Pal et al [1] analyzed the correlation between evolutionary rate and protein abundance using a carefully culled set of well-characterized proteins, and reported Pearson correlations of evolutionary rate with the logarithm of microarray expression levels and with CAI of -
0.584 and -0.617 respectively ($P < 10^{-6}$). In comparison, the same Pearson correlations are substantially smaller (-0.423 and -0.356 respectively, $P < 10^{-6}$) for the set of all proteins considered here, possibly because the larger set of proteins here necessitates using less clean data. Such an underestimation of the strength of the relationship between evolutionary rate and abundance would cause the partial correlation statistic to incompletely correct for the bias. The fact that the remaining partial correlation still directly depends on the extent of the bias is evidence for this incomplete correction.

In addition, the different native concentrations of proteins is only one source of bias in the counting of interactions by the mass spectrometry studies. There also is an inherent asymmetry in the counting of interactions in the mass-spectrometry studies because some proteins are tagged and over-expressed while others are only present at their native levels. If the experimenter tends to select more abundant proteins for tagging, biases towards counting more interactions for abundant proteins would be amplified in a way that cannot be controlled for by transcript level. One way to examine this effect is to only consider interactions for the untagged proteins in the mass spectrometry studies. When this is done for study [10], the bias to count more interactions for abundant proteins is slightly reduced and there is a concomitant decrease in the association between evolutionary rate and the number of interactions (Table 1). But when this is done for study [11], the bias to count more interactions for abundant proteins increases and the association between evolutionary rate and the number of interactions becomes larger (Table 1). Therefore, the effect of the experimental choice of tagged proteins differs between the studies, but in both cases, an increased tendency to count more interactions for abundant proteins increases the apparent correlation between evolutionary rate and interactions.

**Protein–protein interactions and evolutionary rates in bacteria**

We suggest a simple explanation for the failure of a previous analysis to observe a correlation between evolutionary rate and the number of interactions in the bacteria *Helicobacter pylori* [7]. This analysis was based on protein–protein interactions data obtained from a yeast two-hybrid study [25], and so based on our analysis here we would expect this data to have no bias towards counting more interactions for abundant proteins, and therefore to show no correlation between evolutionary rate and the number of interactions.

**Data set size or accuracy are not plausible explanations for absence of correlation**

The most recent study by Fraser *et al.* [6] claiming a correlation between evolutionary rate and the number of interactions suggested that the correlation may not be apparent if the interactions data set is too small, and stresses the importance of always using the largest possible data set. In order to evaluate this claim, we investigated the effect of data set size on the correlation between evolutionary rate and the number of interactions.

If the dependence of evolutionary rate on the number of interactions only becomes obvious for large interactions data sets, we would expect that larger data sets would show a greater correlation. Figure 4(A) shows how the correlation depends on the size of the interactions data set. There is no obvious trend of larger data sets yielding a larger correlation – indeed, the strongest correlation is found using relatively small data sets with strong biases towards counting more interactions for abundant proteins.

In order to investigate how the spread in observed correlations between evolutionary rate and the number of interactions would be expected to depend on data set size if the bias towards counting more interactions for abundant proteins was unimportant, we performed sampling simulations on the set of all interactions mimicking both the methods of the mass spectrometry studies (counting all interactions for selected proteins) and the yeast two-hybrid studies (counting only interactions between pairs of selected proteins). The results of these simulations are shown in Figure 4(B) – they show that the observed correlation should be roughly constant regardless of the interactions data set size. Although the spread does increase for smaller data sets, this increase is not large enough to explain the observed spread in correlations. This demonstrates that differences in the data set sizes or sampling methods do not explain the variation in the observed correlations.

The inadequacy of data set size as an explanation for the failure to observe a correlation for some sets is most obvious in a comparison of Figures 2 and 4(A). Data set size bears no clear relationship to the correlation between evolutionary rate and the number of interactions, but the experimental bias towards counting more interactions for abundant proteins is an excellent predictor of this correlation.

We also considered the possibility that the accuracy of the interactions data might affect the strength of the observed correlation. In their review of protein interactions studies, von Mering and coworkers [9] provide estimates of the accuracies of the different studies. According to their measure of accuracy, synthetic lethality is the single most accurate method for detecting interactions, interactions detected by two different studies are more accurate than those detected by any one study, and interactions detected...
by three studies are more accurate still [9]. The set of interactions detected by two different studies does show a tendency for more interactive proteins to evolve more slowly, however it is also strongly biased towards counting more interactions for abundant proteins (Table 1). This can be explained by noting that over 54% of the interactions in this data set were identified only by the two mass spectrometry studies, and that for 69% of the interactions in this set, one of the two identifications was by a mass spectrometry study. When this heavy slant towards the mass spectrometry studies is ameliorated by requiring the interactions to be identified by three different studies (meaning that at least one of the studies must use a method other than mass spectrometry), both the bias towards counting more interactions for abundant proteins and the tendency of interactive proteins to evolve more slowly disappear (Table 1). The data from the synthetic lethality method show no bias towards counting more interactions for abundant proteins and no tendency for abundant proteins to evolve more slowly (Table 1). We also note that Jordan et al [7] observed no significant correlation between evolutionary rate and the number of interactions when they used a set of manually curated interactions that might be expected to be of higher accuracy than those from any single high-throughput method. Therefore, the accuracy of the interactions data does not appear to explain the apparent correlation between evolutionary rate and the number of interactions.

**Conclusions**

We have examined the relationship among evolutionary rate, protein abundance, and the number of protein–protein interactions for data from different high-throughput studies. We have shown that while there is a consistent tendency for abundant proteins to evolve more slowly, proteins with more interactions only appear to evolve more slowly when using interactions data from studies biased towards counting more interactions for abundant proteins. The strength of the correlation between evolutionary rate and the number of interactions is directly dependent on the strength of the bias towards counting more interactions for abundant proteins – when there is no bias, there is no correlation, and in the one case where the bias is towards counting fewer interactions for abundant proteins, interactive proteins actually appear to evolve more rapidly instead. We have shown that this effect is not explained by the size or accuracy of the interactions data sets. This suggests that the apparent tendency of interactive proteins to evolve more slowly is due to the fact that abundant proteins evolve more slowly, combined with a bias towards counting more interactions for abundant proteins.

Our findings underscore the importance of considering experimental methods when analyzing biological data. The failure of Jordan et al. [7] to observe a correlation between evolutionary rate and the number of interactions in a data set of several thousand interactions should have raised a red flag, yet the approach of Fraser et al. [6] was simply to pool all available data and recalculate the correlations. But while pooling data may yield higher statistical confidences, statistics are only as good as the quality of the data to which they are applied. In our analysis of data from individual studies, it appears that the correlation is contingent on a bias towards counting more interactions.
interactions for abundant proteins. Since this bias cannot be properly controlled for with the presently available data, there is no basis to conclude that there is any association between evolutionary rate and the number of interactions.

Recent advances in genomic and proteomic technologies are providing vast amounts of information about proteins and genes, including their sequences and chromosomal locations, expression levels [21], recombination rates [26], functions and dispensability [27], evolutionary rates [28], and interactions [9]. Many of these properties are interdependent, and in addition many of the high-throughput studies are subject to systematic biases. A major challenge of bioinformatics is to adequately correct for these interdependencies and biases in order to extract meaningful trends from the available data sets [4]. We have shown here how careful consideration of the biases of individual studies can explain correlations in pooled biological data sets.

Methods
Gathering of Data
Protein evolutionary rate data were obtained from Fraser [6] compiled according to the method of [20], and are based on the alignment of S. cerevisiae and C. albicans orthologs. Information on gene expression was taken from [21], where the authors have estimated the number of orthologs. Information on gene expression was taken from [11] were taken from http://www.mdsp.com/yeast/, biological data sets.

Mass spectrometry protein–protein interaction data from [10] were parsed from Table S3 of the supplementary material, counting only binary interactions between the tagged and untagged proteins in a complex. Mass spectrometry protein–protein interaction data from [12] were downloaded from the core data list at http://genome.c.kanazawa-u.ac.jp/Y2H/. The yeast two-hybrid data set in Table 1 was the combined results of these two studies [13,12]. The high confidence, synexpression, gene neighborhood, synthetic lethality, gene cooccurrence, and gene fusion interaction data sets were parsed from supplementary Table 4 of [9]. The combined data sets of all proteins was formed from all interactions from these nine studies. The sets of interactions found by two and three of these studies were independently listed in at least that many of the nine studies. In the interaction counts listed in Table 1, a binary interaction was counted once for each partner except for self-interactions, in which case the interaction was only counted once. The interaction counts given in Table 1 are the sums of the number of interactions assigned to all proteins in the data sets for which both evolutionary rate and abundance (expression or CAI) information was available. When combining interactions data sets, duplicate interactions were removed. All data will be made available upon request.

Statistical Analysis
Statistical analyses were performed using Kendall’s τ rank correlation coefficients and two-tailed P values were calculated as described in [30]. Briefly, the Kendall’s correlation between x and y was calculated as

$$\tau_{xy} = \frac{2(C - D)}{\sqrt{(n^2 - n - 2T)(n^2 - n - 2U)}}$$

where C is the number of concordant pairs, D is the number of discordant pairs, n is the number of pairs, and

$$T = \frac{1}{2} \sum (t^2 - t)$$

$$U = \frac{1}{2} \sum (u^2 - u)$$

are corrections for tied values computed by summing over the number of observations t and u that are tied at any given value for the x and y data sets respectively. Kendall’s partial correlation between x and y controlling for z was calculated as

$$\tau_{xy,z} = \frac{\tau_{xy} - \tau_{xz} \tau_{yz}}{\sqrt{(1 - \tau_{xz}^2)(1 - \tau_{yz}^2)}}$$

For Kendall’s partial τ correlation, two-tailed P values were calculated using 10^4 randomizations of the abundances and the evolutionary rates. The calculations of the significances of the change in Kendall’s partial τ correlation were performed by determining what fraction of 10^4 randomizations of the abundances (preserving the interactions and evolutionary rates) yielded an increase or decrease in the partial τ larger than that observed for the actual data.

For the sampling simulations, we began with a list of all non-duplicate interactions from the combined data set. For the mass-spectrometry simulation, we randomly selected n proteins and all of their interactions to add to the interactions sample set, where n was iterated from 3341 to 10, performing trials at each n. For the yeast two-hybrid simulation, we selected proteins in the same way, but only counted an interaction if both of the proteins were present.
proteins participating in the interaction were among the selected proteins. Kendall’s t correlation between the evolutionary rate and the number of interactions for each sample set was calculated, and results were binned according to the total number of interactions in the sample set into bins of exponentially scaled size with centers shown in Figure 4(B). The mean and standard deviation of the correlation were calculated for each bin.
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