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Abstract. For multi-view viewpoint planning research, Firstly, using the UAV aerial multi-view image, the viewpoint view is first to establish a candidate view area according to the shooting distance. Secondly, the sub-viewpoint set is filtered and the view points are complemented by the region where the candidate view cannot be photographed, so that the three-dimensional reconstruction data has better integrity. Thirdly, the influence of camera incident angle on image pixel error is analyzed, and the corresponding 3D model is established. Finally, the stereoscopic overlap is used to perform viewpoint screening under the premise of ensuring image quality and shooting coverage. The experimental results show that the proposed viewpoint planning method has high coverage and the reconstruction accuracy is below 0.1% of the target size.

1. Introduction
Multi-view 3D reconstruction has the advantages of simple shooting and high measurement accuracy. It is widely used in reverse engineering, virtual reality, online detection and other occasions. For the 3D reconstruction of outdoor scenes, there are traditional measurement methods such as laser scanning and laser radar, but it is difficult to obtain complete measurement data due to measurement limitations. In this paper, the multi-rotor UAV is equipped with four monocular cameras for omnidirectional shooting of outdoor objects, and a more complete three-dimensional model can be obtained through multiple views. In order to improve the reconstruction accuracy, it is necessary to plan the viewpoint of the aerial photography process of the drone.

Viewpoint planning is a non-deterministic issue and a key technology in 3D reconstruction. In [1-3] has applications in target recognition and tracking, surface defect extraction, robot vision and other occasions. In [4] summarizes the camera viewpoint planning research. In [5], based on the principle of cross ratio invariance, the transfer relationship between image pixel error and 3D object point error is established, and the multi-view 3D reconstruction accuracy is improved. The implementation method of the motion mechanism is given in [6], and the accuracy of 3D reconstruction is improved based on the reconstruction accuracy estimation function. In [7], based on the known rough three-dimensional model of the measured object, the viewpoint is arranged in the model and then expanded. In [8] studied the extraction of key frames and 3D
reconstruction in images, but did not discuss the viewpoint planning problem.

In order to obtain a complete, high-quality image, the accuracy of the three-dimensional reconstruction is high. In this paper, aiming at the aerial vision point planning problem of UAV, by analyzing the parameter control in the aerial photography of UAV, based on the rough 3D model, the candidate viewpoint is first set and then the viewpoint planning is performed according to the constraint, thus ensuring the accuracy of 3D reconstruction.

2. Parameter Control of Camera Pose

The viewpoint represents six degrees of freedom in the camera pose in space, and its viewpoint pose can be expressed as:

\[ V = \left[ x, y, z, \alpha, \beta, \gamma \right]^T \]

\[ P \theta \]
\[ \text{camera} \]
\[ \text{Physical} \]
\[ \text{model} \]

\[ \text{Figure 1. Relative pose of the earth, drone, camera. Figure 2. Schematic diagram of the viewing angle constraint.} \]

Figure 1 shows the relative pose of the Earth, drone, and camera. The multi-rotor drone achieves flight control by setting \( P^e \). When the drone is hovering to capture an image, \( \theta_u = \gamma_u = 0 \) is required.

In order to meet the multi-degree of freedom requirements for shooting, this paper adds a two-dimensional pan/tilt. The camera is mounted on the gimbal, and the gimbal is fixed directly below the fuselage. The pan/tilt provides changes in the camera’s pitch angle \( \theta_c \) and roll angle \( \gamma_c \). The camera is mounted close to the center of gravity of the drone, and the direction of the main axis of the lens is consistent with the direction of the longitudinal axis of the drone. The viewpoint of the drone aerial photography can be controlled by the parameters of equation (1):

\[ V = [x, y, z, \alpha, \beta, \gamma, \theta, \gamma]^T \]  

3. Viewpoint Constraints

The target to be reconstructed needs to meet visibility constraints, overlap and coverage, motion platform constraints, and camera angle of incidence.

3.1. Visibility constraint

Visibility constraints include viewable angle, camera field of view, shooting distance, and occlusion.

(a) Viewable angle

\( P \) is a little on the surface of the object. \( v \) is the spindle vector of the camera. \( N \) is the normal vector at point \( P, \theta \) is the angle between the two vectors. When \( \theta < 90^\circ \), \( P \) point is visible, as shown in figure 2.
(b) Camera field of view
The straight line $OP$ should be in the longitudinal field of view angle $\alpha$ and the lateral direction $\beta$, and it is necessary to satisfy the formula (2).

$$\mathbf{v} \cdot \mathbf{v}_{pp} - \left\| \mathbf{v}_{pp} \right\| \frac{\cos \alpha}{2} \geq 0$$
$$\mathbf{v} \cdot \mathbf{v}_{pp} - \left\| \mathbf{v}_{pp} \right\| \frac{\cos \beta}{2} \geq 0$$

(2)

where $\mathbf{v}$ is the camera spindle vector. $\mathbf{v}_{pp} = [x_p - x, y_p - y, z_p - z]^T$ is the vector of the $OP$. $\mathbf{v}_{pp}$ and $\mathbf{v}_{pp}$ denotes the projection loss of $\mathbf{v}$ in the plane transverse plane $xOyO$ and the longitudinal midplane $yOxO$, respectively.

(c) Shooting distance
The shooting distance determines whether the feature can be recognized, and the shooting distance $z$ from the lens to the surface of the object should satisfy the formula (3).

$$z_{\text{min}} = \frac{a d_{\text{max}}}{a d_{\text{max}} - a f + c f} \quad (f < d_{\text{min}} < d_{\text{max}} < 2 f)$$
$$z_{\text{max}} = \frac{a d_{\text{min}}}{a d_{\text{min}} - a f - c f}$$

(3)

Where $a$ represents the aperture diameter of the camera, $c$ represents the minimum acceptable resolution.

(d) Occlusion
As shown in figure 3, $C$ is the center of the camera lens, $P$ is the space object point, and triangle $efg$ is a patch on the physical model. The parameter expression of the line $PO$:

$$p(t) = t \cdot P + (1 - t) \cdot O \quad (0 \leq t \leq 1)$$

(4)

3.2. Overlap and coverage
The overlap between the areas captured by the camera can be calculated using equation (5).

$$\phi = \frac{S(C_1, C_{32})}{S(C_{11}, C_{12})} \times 100\%$$

(5)

where $S$ represents the area of a certain area on the model.

3.3. Motion platform constraints
The camera is fixed directly below the fuselage body during aerial photography. The pan/tilt can provide angle changes of pitch and roll. The pitch angle of the viewpoint is $[-90^\circ \sim 90^\circ]$, and the roll angle is
3.4. Camera angle of incidence

In [9], the shooting angle of the camera is too large, which causes the extraction accuracy of the feature points to decrease. The spacing \( \lambda \) on the calibration plate should satisfy the formula (6).

\[
\sigma_s = \sigma_l \sqrt{\lambda / \| J_s \|} = \sigma_l \sqrt{3\lambda / 4}
\]

4. Viewpoint planning and screening

4.1. Candidate view area layout

The candidate viewpoints are distributed on the hemisphere with the center of the target model as the center of the sphere and the shooting distance as the radius. The shooting distance of the camera used in this paper is less than 7.5m.

4.2. Viewpoint Supplement

In order to have better integrity of the subsequent 3D reconstruction data, we use the expansion method to add visual points to the complex geometric regions that cannot be captured by candidate viewpoints, as shown in figure 4.

5. Experiment

5.1. Camera incident angle experiment and results

The screening viewpoint experiment uses a two-dimensional calibration plate that distributes 100 dot circular markers (\( \lambda = 35\text{mm} \)) in a range of 35 mm pitch in the \( 350 \times 280 \text{mm}^2 \) range. In this experimental operation, the camera position is fixed, and the calibration plate attitude is changed from \( 0^\circ \) to \( 75^\circ \) with a minimum of \( 5^\circ \), and the experimental results are shown in table 1.
5.2. 3D Reconstruction Experiment

According to the above viewpoint planning and screening method, the viewpoint planning and reconstruction for the physical target.

Figure 5. experiment system.  
Figure 6. Planning viewpoint reconstruction results.

Figure 5 is an experimental system. The pose control software loads the planned waypoint file and transmits the waypoint command to the flight controller via the ground station using the wireless data transmitter. After receiving the command, the flight controller controls the drone and the camera to perform corresponding actions. When the planned specified viewpoint pose is reached, the pose control software sends a signal to trigger the camera to shoot. Cycle through the above process until all the waypoints are completed, and the shooting will automatically return to the landing.

The candidate viewpoint area is arranged, and the space arranged by the viewpoint is a hemisphere having a radius of a shooting distance (7.5 m). Using the latitude and longitude division method to obtain 500 candidate viewpoints, and then screening to obtain a set of 70 viewpoint sub-viewpoints, the final planning and reconstruction results are shown in figure 6 and table 2.

| Table 2. Comparison of shooting effects. |
|------------------------------------------|
|                                 | This paper | Traditional method |
| Number of viewpoints                  | 70         | 70                 |
| Number of reconstructed feature points | 212202     | 162320             |
| Laser point cloud contrast deviation   | 7.08cm     | 7.92cm             |
| Laser point cloud comparison standard deviation | 55.57mm         | 62.05mm           |

Through the comparison of reconstruction results, the reconstruction method of the viewpoint layout proposed in this paper can be more complete and the reconstruction accuracy is higher.

6. Conclusion

In this paper, the viewpoint path planning problem of multi-view 3D reconstruction for aerial image is determined, and the parameters of camera pose control are determined. The experimental results show that the proposed method has high coverage and the reconstruction accuracy is less than 0.1%.
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