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Abstract

The notation of a modeling language is of paramount importance for its efficient use and the correct comprehension of created models. A graphical notation, especially for domain-specific modeling languages, should therefore be aligned to the knowledge, beliefs, and expectations of the targeted model users. One quality attributed to notations is their semantic transparency, indicating the extent to which a notation intuitively suggests its meaning to untrained users. Method engineers should thus aim at semantic transparency for realizing intuitively understandable notations. However, notation design is often treated poorly—if at all—in method engineering methodologies. This paper proposes a technique that, based on iterative evaluation and improvement tasks, steers the notation toward semantic transparency. The approach can be efficiently applied to arbitrary modeling languages and allows easy integration into existing modeling language engineering methodologies. We show the feasibility of the technique by reporting on two cycles of Action Design Research including the evaluation and improvement of the semantic transparency of the Process-Goal Alignment modeling language notation. An empirical evaluation comparing the new notation against the initial one shows the effectiveness of the technique.
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1 Introduction

Due to their abstracting power, conceptual models are excellent in decreasing the complexity of a system under study, thereby highlighting its relevant aspects for means of understanding and communication by human beings [47]. With the growing complexity of today’s enterprise ecosystems, conceptual modeling plays an increasingly important role to facilitate the understanding of and communication between relevant stakeholders. Consequently, new domain-specific modeling languages are continuously developed and existing languages revised. In both cases, method engineers are not only challenged with the specification of metamodels but also with the design of adequate graphical notations. In the context of overcoming the notation design challenge, the demand for intuitively understandable graphical notations advances [23], consequently asking to fill a research gap of specialized design techniques [16,22]. This affects both general-purpose (see [5,13]) and domain-specific modeling languages (DSMLs) [31].

A conceptual model should be a conscious construction to achieve a goal that goes beyond the making of the model itself, ranging from intermediate artifacts in systems analysis and design to sense-making and communication, model simulation, quality assurance, and requirements specification [34, p. 186]. An intuitive modeling language notation is important to achieve the goal of efficient communication [8,18,47] as it establishes the “first contact of the users with the modeling language” [13, p. 123]. A well-designed graphical notation is the first precondition for adoption and correct use of a modeling method [5]. A graphical notation should thus support the modeler in creating and the user in interpreting a model. An intuitive notation should moreover account for computational offloading, i.e., shifting some of the cognitive tasks to perceptual tasks [44], which ultimately leads to an efficient and intuitive understanding of a modeling
language [43]. Intuitiveness is formalized by the concept of Semantic Transparency as proposed in [44], i.e., the extent to which the graphical representation encodes the meaning of a modeling language concept. Other researchers refer to the intuitiveness of a notation by readability—models are represented “in a natural way and can be easily understood without the need for further explanations” [2, p. 214], pragmatic quality—“correspondence between the model and the audience’s interpretation of the model” [35, p. 94], or understandability—“the ease with which the concepts and structures in the [...] model can be understood by the users of the model” [46]. The understanding of a model thus establishes a fundamental prerequisite of realizing further modeling goals such as model analysis, model transformation, and code generation.

The design of modeling language notations should be guided by iterative cycles of development and evaluation [16, 30]. However, this design is difficult to formalize [40,45] as a “conceptual model can only be evaluated against people’s (tacit) needs, desires, and expectations” [45, p. 245]. The situation is even more problematic when focusing on intuitiveness, which can only be evaluated when the user’s knowledge, beliefs, and aptitudes are known. In contrast to general-purpose modeling languages (GPMLs), these aspects are concretely known to the method engineer when developing a DSML. Furthermore, Semantic Transparency formalizes the notion of intuitiveness in the context of an empirical evaluation [44]. Consequently, our research question entails: “How can a technique support a DSML method engineer in evaluating and improving the semantic transparency of an initial modeling language notation?”

This paper builds upon previous work [6,55] and extends it by proposing an extended notation evaluation and improvement technique and by demonstrating its use through an application [50]. As a result, we report on the lessons that were learnt during two cycles of Action Design Research [60]. The core of the technique is composed of two phases, which are further decomposed into several tasks. The first phase concentrates on evaluating an initial version of the notation, whereas the second phase concentrates on developing and evaluating an improved notation with respect to semantic transparency. The approach is cyclic and meant to be applied in an iterative manner. It continuously involves practitioners throughout the phases as stressed, e.g., by [54]. Moreover, the technique is modularly structured to enable flexibility in its application.

This paper is structured as follows. Section 2 establishes the foundations necessary to understand the research contribution. The Action Design Research methodology is presented in Sect. 3, while the extended technique is introduced in Sect. 4. The application of the technique to the initial notation of the Process-Goal Alignment (PGA) modeling language is covered in Sect. 5, after which concrete improvements are proposed and comparatively evaluated in Sect. 6. Related work is presented in Sect. 7, while Sect. 8 discusses validity, applicability, scalability, and the extent to which the method requirements have been met. Section 9 concludes this paper and points to future research directions.

2 Foundations

Section 2 discusses the theoretical foundations of this research. First, domain-specific conceptual modeling is introduced. Afterward, the focus narrows to the visualization of modeling languages and to semantic transparency.

2.1 Domain-specific conceptual modeling

A conceptual modeling language is composed of three components [7]: an abstract syntax, commonly referred to and specified by means of a metamodel (i.e., the specification of the abstract concepts that can be used to create valid models), a concrete syntax, commonly referred to as a notation (i.e., the specification of the graphical and/or textual representations of the metamodel elements), and semantics (i.e., the specification of the meaning attached to the abstract syntax elements).

Based on their scope, GPMLs, such as the Unified Modeling Language (UML), can be differentiated from DSMLs [4]. Evaluating the semantic transparency of GPML notations is problematic because test persons who reflect the various stakeholders and purposes addressed by these languages are not available. Moreover, GPMLs tend to be positioned on very abstract levels, which hampers the identification of semantically transparent notations. Evaluating the semantic transparency of a new DSML, on the other hand, is feasible because the potential users and their purposes of using the DSML are more crystallized. As such, DSML engineers are challenged to reflect domain-specificity not only in the language’s abstract syntax but also in its graphical representation.

2.2 Visual aspects in conceptual modeling

Newell and Simon [48] developed a decoding theory considering humans as information processing entities. Information processing can be divided into two steps: perceptual processing (i.e., seeing), which is fast and automatic, and cognitive processing (i.e., understanding), which is slow and resource-intensive (see Fig. 1). Diagrams lead to computational offloading: they replace some cognitive tasks by perceptual ones. Consequently, the objective of designing good (i.e., cognitively effective) notations needs to be the reduction in cognitive processing. Similarly, Moody states that “designing cognitively effective visual notations can [..]
be seen as a problem of optimizing them for processing by the human mind” [44, p. 761].

In conceptual modeling, an appealing and semantically transparent visual representation is vital for acceptance and adoption of the modeling method [13, p. 123]. “The extent to which diagrams exploit perceptual processing largely explains differences in their effectiveness” [44, p. 761] (see also [36, 51]). Comprehensive design principles for conceptual modeling notations were proposed by Daniel Moody’s Physics of Notation [44]. Moody not only established an empirical foundation for conducting research in this field, he also proposed nine principles to foster the design of cognitive effective notations. The motivation for his research was that “cognitive effectiveness of visual notations is one of the most widely held (and infrequently challenged) assumptions in the IT field. However, cognitive effectiveness is not an intrinsic property of visual representations but something that must be designed into them” [44, p. 757].

### 2.3 Semantic transparency

Semantic transparency is one of the design principles for efficient visual notations [44]. It is defined as “the extent to which a novice reader can infer the meaning of a symbol from its appearance alone” [44, p. 765]. Semantic transparency is the relevant design principle for our research as it formalizes the notion of intuitiveness, i.e., novice users having no training on a modeling language are capable of intuitively deriving the meaning of the language elements from looking at their notation [44]. A notation with a high semantic transparency moves cognitive processing toward perceptual processing as users can infer the meaning of a symbol/model from their working and/or long-term memory. Semantic transparency therefore “plays a crucial role in [the] acceptance” of modeling languages [13, p. 123].

The extent to which a visual notation exploits semantic transparency can be interpreted as a spectrum (see Fig. 2).

Semantic transparency improves the empirical quality of conceptual models, which deals with comprehensibility when a visual model is read by different social actors [34, p. 196]. In the SEQUEL quality framework [34], guidelines are provided for graph aesthetics, but those are not explicitly oriented toward the intuitiveness of graphical representations. As such, the proposed technique could act as a refinement of the SEQUEL framework to improve the quality of DSMLs.

### 3 Research methodology and background

The following section describes the Action Design Research methodology and its chronological application process that resulted in the notation evaluation and improvement technique we are presenting in this paper.

#### 3.1 Action design research

This research follows the Design Science Research [25] paradigm, more specifically the Action Design Research [60] (ADR) methodology. In ADR, iterative developments of the artifact are continuously supported by reflection and learning stages that steer the designed artifact toward its most effective utilization in its intended organizational context. The ADR methodology is structured by four stages [60], which will be described in the remainder of this paragraph.

#### 3.1.1 Problem formulation

In the problem formulation stage, a research opportunity needs to be identified and conceptualized. While the importance of a modeling language notation has been stressed in Sects. 1 and 2, we now analyze existing modeling method design approaches with respect to the extent to which they consider notation aspects.

Several approaches have been proposed to support the development of new DSMLs. Table 1 summarizes the findings of our analysis. This shows the relevance of a notation for modeling method development as only one approach [12] does not include this aspect. Although the remaining seven approaches consider notation, development and evaluation support is mediocre.
Table 1 Overview of notation consideration in modeling method design approaches

| Approach | Aims & scope | Notation consideration | Development & evaluation support |
|----------|--------------|------------------------|----------------------------------|
| [30]     | Agile development of modeling methods with emphasis on evolving modeling method requirements | ![Diagram](image) | Generic requirements and sources for notation are described. Concrete support is not given |
| [16]     | A procedural approach comprising macro- and micro-processes that steer the design of DSMLs | ![Diagram](image) | Generic requirements and design guidelines for notation are described in great detail. Concrete support is out of scope |
| [42]     | A procedural approach aiming to support the creation of new DSMLs | ![Diagram](image) | Graphical notation is emphasized, but concrete support is not provided |
| [12]     | Goal- and value-oriented modeling language development approach | ![Diagram](image) | Not in focus |
| [3]      | Model-driven development of multi-view modeling methods and tools | ![Diagram](image) | Graphical notation (even viewpoint-specific ones) is emphasized, but concrete support is not provided |
| [32]     | Guidance in the design of DSMLs | ![Diagram](image) | A few guidelines for textual and graphical concrete notation are given |
| [28]     | A framework guiding the development of domain-specific process modeling languages | ![Diagram](image) | Graphical notation is emphasized, but concrete support is not provided |
| [62]     | A procedural approach that focuses the development of DSMLs in the software engineering domain | ![Diagram](image) | The approach puts emphasis on concrete notation design, but merely on textual notations like XML. Concrete support for graphical notations is not given |

Three approaches [3,28,42] stress the importance of a graphical notation during the development of modeling methods, but they do not support design and evaluation of a modeling language notation. The approaches described in [16,30,32] further informally support notation design by providing guidelines or by referring to notation design literature. However, these guidelines are too generic to be directly applicable, e.g., “the adoption of ‘customized notations’” [30, p. 8], or “make elements distinguishable” [32, p. 4]. Although such generic guidelines are helpful, their application is challenging and measuring their fulfilment is not possible due to a lack of metrics. The work in [62] provides some concrete guidelines for notation design but only consider a textual concrete syntax and therefore lack support for graphical notation design.

The preceding analysis points to the lack of specific support for modeling method engineers. We see a gap in hands-on tasks to be performed by method engineers when evaluating and improving a given DSML notation. This gap will be addressed by the notation evaluation and improvement technique.

3.1.2 Building, intervention, and evaluation

In the second ADR stage, the artifact is initially designed and “further shaped by organizational use and subsequent design cycles [60, p. 41]. Considering the existing body of knowledge on notation design, an initial artifact was created and presented in [6]. It initially comprised three tasks: notation association, term association, and case study. The technique has been applied in the context of a modeling method for Business Continuity Management (BCM). Figure 3 exemplifies how the application yielded a revised notation for the BCM modeling language (for full details, we refer to [6]).

3.1.3 Reflection and learning

The application of the initial technique led to a revision of the BCM modeling language with respect to its semantic transparency. By involving the participants in co-creating and evaluating the notation, it was very efficient to identify weaknesses and derive ideas for improvements. The evaluation confirmed a good semantic transparency of the initial BCM notation, thus leading to marginal revisions. What was missing at that point was an empirical evaluation of the impact of the notation revisions on the semantic transparency.
3.1.4 Formalization of learning

Although we were able to show the applicability of the technique, only 15 participants took part in the initial evaluation and only the initial notation was considered. This needed to be tackled in a next application. In order to mitigate this shortcoming, the approach has been extended by a further phase, which involves the revision of the notation based on the gained feedback and the use of experts to compare the semantic transparency of the initial against the revised notation. This enables to empirically test the hypothesis that the notation has actually improved with respect to semantic transparency. Section 4 comprehensively introduces the extended technique.

This section further formalizes the requirements for this technique that have been derived while considering three sources: (i) the strengths of existing specific notation design approaches (cf., Sect. 7), (ii) the agile nature of method engineering in general [24,52] and domain-specific modeling methods in particular [30,64], and (iii) the experience of the authors in supporting the conceptualization of more than ten modeling methods [4]. Table 2 provides an overview of the high-level requirements with a corresponding description. The technique aims for easy customization (i.e., RQ1), a modular structure (i.e., RQ7), and an efficient use by method engineers (i.e., RQ3) without requiring any technical infrastructure (i.e., RQ6). Moreover, it combines the best parts of existing approaches (see Sect. 7) by incorporating participants’ suggestions on notations (i.e., RQ4) as well as by testing the semantic transparency of an initial notation (i.e., RQ5). Consequently, the overall technique is limited to a context where an initial notation is given, whereas isolated tasks like the term association (see Sect. 4.1.2) can also be performed independently to derive an initial notation (i.e., RQ2).

4 The extended notation evaluation and improvement technique

The technique presented in this paragraph is generally applicable to any modeling language with an initial notation and follows an iterative approach. Each iteration consists of two phases, each of which comprises a set of tasks. While the first phase evaluates the initial notation, the second phase aims at improving the initial notation by considering the evaluation results. Eventually, phase two is concluded by an empirical evaluation that tests whether the revised notation actually improves the initial one with respect to semantic transparency. The method is modeling language agnostic, meaning that its constituting parts map to the abstract components of modeling languages like abstract and concrete syntax. In an application of the method, the concepts of the specific modeling language under investigation then need to be used.

Naturally, a modeling notation is never perfect as, e.g., the domain under investigation evolves, new visualization techniques emerge, new purposes are supported by the method, etc. Consequently, the approach enables—but does not entail—continuous improvement of a modeling language notation. Based on the evaluation results of one iteration, the conductor decides whether a new iteration is meaningful. One particular reason for another iteration could be that the results of the initial notation assessment are equally bad as the results of the comparative evaluation for some language elements. Thus, the participants in that iteration did not yield suggestions for significant improvements. In this case, conducting another iteration with other participants might do so.

Figure 4 visualizes the notation evaluation and improvement technique. Each task description is decomposed into tasks to be performed by a participant and by a conductor. The following subsections moreover detail the experimental design and the approaches for the analysis of the experiment’s results for each task. After detailing the individual tasks of phase 1 (Sect. 4.1) and phase 2 (Sect. 4.2), Sect. 4.3 eventually presents a summary of the technique and describes the prerequisites and required skills of a conductor.

4.1 Phase I: evaluation of the initial notation

After the initiation, four core tasks are proposed to evaluate the initial notation (see Fig. 4): term association, notation association, case study, and feedback. Note that these tasks need to be executed sequentially by participants in order to avoid interference between the tasks. Thus, when using a technical infrastructure, switching between the tasks should be disabled. Similarly, when using pen and paper, the individual tasks shall be printed on separate pages and distributed one by one. During the preparations, modeling language concepts need to be assigned to either the term association or the notation association task to prevent participants from identifying a concept during the notation association only based on their experience during the term association. To ensure that all concepts are eventually considered in all tasks, two groups can be created with interchanged modeling language concepts between these two tasks.

4.1.1 Initiation

Participants are briefly introduced to the domain and the building blocks of the modeling method to be evaluated. This primarily concerns the definition of the relevant domain and an introduction to the individual model types/viewpoints of the modeling method (if applicable). This introduction
Table 2: Requirements for the notation evaluation and improvement technique

| ID  | Name                             | Description                                                                                                                                 |
|-----|----------------------------------|-------------------------------------------------------------------------------------------------------------------------------------------|
| RQ1 | Efficient customization          | The technique shall enable efficient customization to be applicable with the modeling language at hand                                    |
| RQ2 | Notation improvement            | The technique shall be used with an initial notation, aiming to evaluate it, derive improvement recommendations, and empirically test the impact of these recommendations |
| RQ3 | Efficient use                   | The technique shall not require an extensive amount of time from the method engineer                                                    |
| RQ4 | Involve participant suggestions | The technique shall enable participants to be involved in the improvement of the notation by enabling them to propose what they believe is the most semantically transparent notation for a given modeling language concept |
| RQ5 | Semantic transparency           | The technique shall focus on the semantic transparency of a modeling notation                                                              |
| RQ6 | Technical independence          | It shall be possible to apply the technique without any technical infrastructure                                                           |
| RQ7 | Modular structure               | If possible, the individual tasks shall be designed in a modular structure that allows to flexibly adjust the technique to the current situation |

Fig. 4  Procedure of applying the notation evaluation and improvement technique

needs to be textually or orally, i.e., without showing any visual aspects like language concepts or sample models. As a last step, background information about the participants needs to be collected. This information comprises classic demographic aspects as well as questions regarding the participant’s experience with modeling languages, modeling tools, and the relevant domain.

4.1.2 Term association task

Experimental design Participants are shown terms of modeling language concepts (i.e., the name of the metamodel concept). Each participant then sketches up to three graphical representations for each term, which she/he deems most intuitive to represent the term’s semantics. For the execution
of this task, participants are provided with a paper that lists the terms and colored pencils for the sketches.

**Analysis** The conductor first classifies the returned notation drafts into groups of similar graphics with respect to the used visual variables: *horizontal/vertical position, shape, size, color, brightness, orientation,* and *texture* [44]. Afterward, the frequency (i.e., the number of occurrences) of a specific variable instance like ‘red color’ or ‘circular shape’ can be computed. Comparing the analysis with the initial notation might point to inadequacies. Moreover, the most frequently drafted notations provide pointers to potential improvements and serve as an indicator whether or not a dominant notation can be crystallized.

A potential automation of the conductor’s task can be achieved by digitizing the participant’s sketches (if they have been prepared with pen and paper) and by applying graphical classification algorithms as, e.g., provided within the OpenCV1 library. While this automated analysis increases the efficiency, it also requires knowledge in algorithmic image processing.

4.1.3 Notation association task

**Experimental design** Participants are shown the initial notation of individual modeling language concepts and are asked to record up to three associations that pop out when looking at them. It is important to note that participants are only presented the notation without any hint at, e.g., the name or the semantics of this concept. Providing such information would hamper the evaluation of the semantic transparency.

**Analysis** The conductor categorizes all responses to measure the percentage of participants that associated the correct semantics to a provided notation. If one of the named terms of a participant matches with the true name or semantics of the concept, the notation is classified identified. For instance, if one of the participant associations for the concept ‘Recovery activity’ is ‘Rollback activity,’ the notation is correctly identified because the essence of the concept’s semantics is correctly conceived. In the case that one of the named associations nearly fits the semantics, it is categorized as partially identified. In the ‘Recovery activity’ example, the terms ‘Task’ or ‘Recovery measure’ nearly fit the true semantics. If none of the provided associations expresses the true semantics or if no term is provided, the notation is not identified.

This analysis enables to calculate for each element the percentage of participants giving a matching association and the relative rank of this association. The relative rank is an indicator of the extent to which an element is outperformed by other modeling language concepts, i.e., pointing to a problem with the perceptual discriminability between different notations [44].

Automation of the analysis can be achieved by using natural language processing techniques like taxonomic or ontological text analysis. Such approaches automatically classify text according to a given ontological structure and thereby explicitly define relationships between concepts (i.e., the terms responded by the participants). When using such an approach for the analysis, conductors can not only quantify the identified concepts, they can also analyze the distance between the terms provided by the participants and the concepts. Moreover, all responses can be automatically clustered to efficiently identify recurring terms.

4.1.4 Case study task

**Experimental design** The preceding tasks concentrated on the evaluation of the semantic transparency of individual modeling language concepts. In some cases, the semantics only become clear when considering the modeling concepts in their context. Therefore, the case study task addresses this aspect by testing whether or not participants are able to combine the language concepts to model a presented case. The case study should be textually introduced. If possible, participants shall be supported by a modeling tool for the modeling task. Alternatively, the case study could also include a sample model with comprehension questions. Questions should be designed such that they can be answered either by comprehending individual modeling language concepts, by comprehending a modeling language concept within its context, or by comprehending parts of a model comprising multiple concepts and relationships. This alternative is more suitable if a huge number of participants simultaneously takes part in the evaluation.

**Analysis** The conductor needs to categorize the provided models according to their semantic and syntactic correctness. Three types of errors might occur. A semantic error considers mistakes such as a wrong application of a concept, a wrong denotation of a concept or a wrong definition of a property of a concept. A syntactic error covers a wrong sequence of concepts, a wrong application of a relation or a missing relation. The error category incomplete model covers missing properties of a concept, missing concepts, or missing denotations of a concept.

In case comprehension questions are asked, the responses of the participants need to be categorized as fully correct, partially correct, or wrong. This enables to calculate the percentage of respondents who provided a fully or partially correct answer for each modeling language concept. In order to enable a fully automated analysis, e.g., for very large groups of participants, comprehension questions can also

---

1 OpenCV framework [online]. https://opencv.org, last visited: 22.02.2021.
be realized as multiple choice questions where participants select the answer they think is correct.

4.1.5 Feedback task

Experimental design The conductor discusses the evaluation tasks and shows the solution of the case study before the participants are asked to fill out a feedback survey. The survey shall cover questions about the perceived quality of the modeling language, the perceived usefulness of the modeling tool (if applicable), and general feedback and improvement suggestions.

Analysis During the analysis, it is important to identify feedback and improvement suggestions that are related to individual modeling language concepts as they provide input to identify the elements for which a notation revision is needed and how this revision could look like (see Sect. 4.2 for more details).

4.2 Phase II: notation revision and comparative evaluation

4.2.1 Notation revision task

The first phase of the technique focuses on an evaluation of the semantic transparency of the initial notation. In case of a low score of an element for the notation association and/or case study tasks combined with recurring negative feedback, the conductor is advised to revise the notation of this concept. For this revision, the conductor can make use of the visual deconstruction of the participants’ graphical representations in the term association task and/or concrete improvement suggestions that are given in the feedback task. In this respect, it is important to not solely base the revision on the obtained results, but also to ensure homogeneity across the modeling language concepts.

4.2.2 Comparative evaluation task

Variables and measures The proposed language revisions need to be empirically evaluated and compared against the initial notation. These two notations will be used as the independent variable in this task. The semantic transparency of the DSML notation, defined as the extent to which the meaning of a symbol can be inferred from its appearance [44, p.765], is used as dependent variable. To measure this variable, we introduce the semantic transparency score (STS) and make use of a comparative scale that has been proposed by Figl and Recker [14]. Participants are presented the initial and a proposed revised notation for each modeling language concept and asked to define their preference. STS ranges from 0 to 100 with interval values of 5. 0 indicates that alternative A is most semantically transparent, whereas 100 indicates that alternative B is most semantically transparent. The value 50 indicates no preference with respect to the semantic transparency of the given notations.

Besides this, it is important to collect demographic variables, including gender, birth year, education level, working sector, modeling knowledge, and modeling expertise. For the latter, respondents shall indicate (i) their expertise on a 5-point Likert scale as well as the number of conceptual models they have (ii) read and (iii) made during the last five years. These demographics serve a twofold purpose as they will be used to assess whether the participants have a suitable profile and to check whether these variables do not have confounding effects.

Hypotheses As the revision of the notation is based on the results of phase 1 (see Sect. 4.1), it is expected that the revised notation will outperform the initial notation with respect to its semantic transparency. As the STS is measured on a comparative scale ranging between 0 and 100 and the original and new notation are alternately divided between options A and B (see Experimental Design), the scores need to be recoded such that a score between 0 and 45 means that the original notation is considered more semantically transparent, while a score between 55 and 100 shows a higher semantic transparency of the revised notation. As such, the following null and alternative hypothesis can be formulated for each revised concept.

\[ H_{0,\text{concept}}: \text{The mean/median STS of the element’s notations is equal to 50.} \]

\[ H_{1,\text{concept}}: \text{The mean/median STS of the element’s notations is higher than 50.} \]

Experimental design By using a comparative preference scale, the respondents are confronted with the two alternative notations for a selection of the DSML elements (see Table 7). As such, the task can be considered as having a within-subjects design. The measurement scale for the STS is implemented as a graphical rating scale using a slider. In comparison with traditional Likert-type scales, the chosen scale helps to better communicate to the participants that semantic transparency can be expressed on an interval continuum [10]. During the experimental tasks, the old and new notation need to be alternately divided between options A and B, to prevent that respondents would be able to guess which notation alternatives belong together. To obtain an insight in the rationale for the score given by the participants, they can provide a textual clarification. This clarification is important in case of an indifference between the concepts to analyze whether the semantic transparency of the notations is considered equally good or bad. As a conductor, one needs to provide a survey—either printed or online—to collect the respondents’ scores.
A technique for evaluating and improving the semantic transparency of modeling language notations

4.2 Required number of participants
To determine the intended sample size ($SS$), the expected effect size ($ES$) needs to be calculated first. Given the novelty of the experimental design, the conductor should rely on estimates of a pilot study with a few respondents to calculate the mean (i.e., $\mu_1$) and standard deviation (i.e., $\sigma$) of the dependent variable. Given formula 1, the effect size can be calculated. Furthermore, the general convention is that the power of a statistical test should be at least 0.80 [9,20]. Given this power and a standard level of significance (i.e., 0.05), formula 2 enables to calculate the minimal sample size that is needed for a one-sided test.

$$ ES = \frac{|\mu_1 - \mu_0|}{\sigma} $$

(1)

$$ SS = \left( \frac{Z_{0.975} + Z_{0.80}}{ES} \right)^2 $$

(2)

The conductor could make use of different sampling techniques to attract the required number of participants, including both probability (i.e., random) and non-probability (e.g., quota, purposive, snowball, volunteer) sampling. The specific choice should be made based on the characteristics of the target population and the availability of prospective users [59].

Analysis After the collection of the evaluation data, an analysis is needed to identify the elements for which an improvement in semantic transparency can be observed. To this end, an analysis of the descriptive statistics for the demographic variables is needed first. This enables to get insights in the respondents’ profile and exclude responses of participants that do not have the suitable profile of the intended end-users (e.g., based on modeling skills, working experience, etc.). Afterward, it needs to be determined which statistical analyses are suited to test the proposed hypotheses. In particular, the normality of the independent variables must be analyzed to determine whether parametric or nonparametric tests must be used for the analysis of the hypotheses and the post-tests. This can be implemented by determining the skewness and kurtosis of the dependent variables, together with the results of a suitable normality test (e.g., the Shapiro–Wilk or Kolmogorov–Smirnov test).

The $Z_{\text{skewness}}$ and $Z_{\text{kurtosis}}$ should be between $[−1.96, 1.96]$ to safely assume normally distributed data. Furthermore, a visual check of the histograms and Q-Q plots should supplement the normality analysis. To test the hypotheses, the median value of one sample is compared against a hypothesized value (i.e., 50). In case of a normally distributed STS score, the parametric one-sample $t$-test should be used. Otherwise, the nonparametric one-sample Wilcoxon signed rank test is the suitable alternative. These tests enable to determine for which elements the revised notation provides a statistically significant improvement in semantic transparency. If this improvement is not present for a certain element, it is advised to analyze the textual clarifications given by the respondents. If it becomes apparent that both notations are considered as being inappropriate, a new iteration of the proposed technique should be started. Finally, post-tests should be performed to check whether demographic and time variables have confounding effects on the dependent variables. The suitable statistical test is based on the normality of the independent variables and the measurement scale of the demographic and time variables. For the nominal/ordinal demographic variables with two categories, the parametric independent-samples $t$-test or the nonparametric independent-samples Mann–Whitney $U$ test is suited. In case of multiple categories, the parametric ANOVA analysis or the nonparametric independent-samples Kruskal–Wallis test should be performed. Finally, the parametric Pearson correlation test or the nonparametric Spearman’s correlation analysis is useful to test whether there is a significant correlation between the interval demographic and time variables on the one hand and the STS scores on the other hand.

4.3 Summary
Following the requirements of a modular structure (RQ7) and easy customization (RQ1) (see Table 2), the notation evaluation and improvement technique provides a clear structure along with the two phases that are further decomposed into individual tasks while remaining flexible in the concrete methods being applied. Consequently, the technique allows to use many methods within the overall structure it provides (see Table 3 for an overview and a description of prerequisites and mandatory skills). Table 3 shall support method engineers in customizing the technique to the modeling method at hand and the context in which they execute it. The selection of methods should consider the impact on validity and the reliability of the results. The table also describes methods that can be applied manually in cases with only few participants and automated methods that make the application of the technique also feasible in cases with many participants.

5 Evaluating the semantic transparency of the initial PGA modeling language notation
In the following, a comprehensive application of the extended notation evaluation and improvement technique is reported. The technique has been applied to evaluate the initial PGA notation (phase 1 of the technique, covered in this section),
Table 3  
Table 3 Applicable methods for the notation evaluation and improvement tasks

| Task                  | Technique       | Description                                                                                     | Prerequisites & Skills                                      |
|----------------------|-----------------|-----------------------------------------------------------------------------------------------|-------------------------------------------------------------|
| Term Association     | Manual Classification | Classify the participant’s sketches according to the used visual variables proposed in [44]    | Few participants. Awareness of the visual variables          |
|                      | Automated Classification | Apply image processing and classification algorithms on the participant’s sketches            | Expertise in using existing libraries. Preparation and preprocessing (e.g., size, format) of sketches |
| Notation Association | Manual Classification      | Classify the participant’s responses into identified, partly identified, and not identified    | Few participants. Domain knowledge (of the DSML)             |
|                      | Automated Classification | Apply natural language processing techniques to automatically classify the responses into an ontological structure | Expertise in using existing libraries. Preparation (e.g., format) of responses |
| Case Study           | Model creation    | Participants create a model to solve a textual case study                                       | Few participants. Adequate time for experiment. Optional tool support |
|                      | Model comprehension | Participants are presented sample models and asked comprehension questions                     | Domain knowledge (of the DSML)                               |
| Feedback             | Survey           | Participants fill out a survey comprising open feedback and, if applicable, usability questions of the used tool [33] | None                                                        |
| Notation Revision    | Manual revision   | Revision of the notation based on the analysis results of all tasks and the creativity of the method engineer | Creativity                                                  |
| Comparative Evaluation | Comparative Preference | Comparatively evaluate the initial with the revised notation                                  | Knowledge in statistics and statistical software like SPSS   |

and in the second phase to develop and evaluate an improved PGA language notation (covered in Sect. 6).

5.1 Introduction to the PGA modeling language

PGA has been introduced in [56] and further developed in [57] as a project within the Open Models Laboratory [4]. A PGA modeling tool has been realized with ADOxx [1]. To achieve strategic fit in the business architecture, PGA aims at the development of a business architecture heat map following a modeling procedure that consists of three activities: (i) developing a prioritized business architecture hierarchy, (ii) executing the performance measurement, and (iii) performing the strategic fit improvement analysis.

In the first step, the value creation throughout a hierarchical business architecture is modeled. Based on existing Strategic Management frameworks, the PGA meta-model incorporates the following elements (i.e., capitalized in the remainder of the text): Activity, Process, Competence, Value Proposition, Financial Structure, Internal Goal, Customer Goal, and Financial Goal. Icons were designed to provide a notation suited for business-oriented users. Afterward, valueStream relations are added between these elements to show the hierarchical value structure. Each valueStream is prioritized by using the AHP mechanism [58] and a color coding with accompanying line texture is used to differentiate between a high (i.e., solid red color), medium (i.e., dashed orange color), or low priority (i.e., dotted green color) with respect to their strategic Importance.

The performance measurement mechanism is applied to each business architecture element to identify an appropriate performance indicator, set a performance target and an allowed deviation percentage, and to analyze the actual outcome for each indicator. This enables the differentiation between an excellent (i.e., dotted green color), expected (i.e., dashed orange color), or bad Performance (i.e., solid red color).

The resulting business architecture heat map (see Fig. 5) can be further analyzed during the strategic fit improvement analysis to identify operational changes that potentially improve the value creation throughout the business architecture. To support this, a critical path can be identified starting
from a Goal with a bad Performance (e.g., improve short-term solvency in Fig. 5) as a chain of valueStream relations that have a high or medium Importance and that connect business architecture elements on downstream hierarchical levels of which the Performance can be improved (e.g., Increase current assets, Sale additional products) [57]. A critical path ends at the Activity or Process level (e.g., Preheating), pointing to concrete changes that can be applied to the organizational processes.

5.2 Evaluation results for the initial PGA notation

A total of 139 students following a Master level class on IT Management of Ghent University participated in the user study. The participants were randomly assigned to two groups: 70 participants for group A and 69 for group B. Their average age was 22 years, and 41% of them were female. Although the participants were not familiar with the PGA method, 86% had prior modeling knowledge in Requirements Engineering, 90% in Business Process Management, and 34% in Enterprise Architecture.

All responses to the questionnaire\textsuperscript{2} were digitized and stored in a shared cloud infrastructure. All authors performed a pretest to analyze the results. Afterward, the gained experience was exchanged to streamline the structure of the analysis, e.g., the visual variables to be applied during the classification of the term associations. Next, the authors independently analyzed all responses, after which the analysis results were condensed and harmonized.

\textsuperscript{2} An overview of the experimental tasks is available via https://doi.org/10.13140/RG.2.2.27473.48489.
Table 4 Results of the term association task

| PGA concept   | Color | Shape                          | Icons                              | Text               |
|---------------|-------|--------------------------------|------------------------------------|--------------------|
| Activity      | 1. Blue (71%) | 1. (Rounded) rectangle (75%) | 1. Person (18%)                    | 1. Activity (46%)  |
|               |       | 2. A (23%)                     |                                    |                    |
| Process       | 1. Blue (75%) | 1. Arrow (28%)                |                                    | 1. Act. nr. (71%)  |
|               | 2. Rectangle (28%) |                    |                                    |                    |
| Competence    | 1. Blue (76%) | 1. Rectangle (31%)            | 1. Thinking balloon (21%)          | 1. C (57%)         |
|               |       | 2. Triangle (23%)              |                                    |                    |
|               |       | 3. Light bulb (14%)            |                                    |                    |
|               |       | 4. Brain (10%)                 |                                    |                    |
| Value Proposition | 1. Blue (78%) | 1. Ellipse (27%)               | 1. Dollar/Euro (29%)              | 1. V (27%)         |
|               |       | 2. Rectangle (24%)             |                                    |                    |
|               |       | 3. Light bulb (10%)            |                                    |                    |
|               |       | 4. People (6%)                 |                                    |                    |
| Financial Structure | 1. Blue (63%) | 1. Ellipse (35%)               | 1. Dollar/Euro (80%)              | 1. Cost & revenues (40%) |
|               |       | 2. Rectangle (33%)             |                                    | 2. C & R (20%)     |
| Internal Goal | 1. Blue (67%) | 1. Ellipse (54%)               | 1. Bull’s-eye/arrow (64%)          | 1. I (29%)         |
|               |       |                                |                                    | 2. x (21%)         |
| Customer Goal | 1. Blue (65%) | 1. Ellipse (34%)               | 1. Bull’s-eye/arrow (48%)          | 1. C (44%)         |
|               |       | 2. Cloud (16%)                 |                                    |                    |
|               |       | 2. Person (33%)                |                                    | 2. Customer (goal) (22%) |
| Financial Goal| 1. Blue (65%) | 1. Ellipse (30%)               | 1. Dollar/Euro (67%)              |                    |
|               |       | 2. Rectangle (30%)             |                                    |                    |
| valueStream   | 1. Blue (73%) | 1. Arrow (69%)                 | 1. Dollar/Euro (47%)              | 1. V (67%)         |
|               |       |                                |                                    | 2. Stream (18%)    |
| Performance   | 1. Blue (72%) | 1. Rectangle (32%)             | 1. Graph (18%)                   |                    |
|               |       | 2. Ellipse (21%)               |                                    |                    |
|               |       | 2. V checkbox (18%)            |                                    |                    |
|               |       | 3. Muscle (13%)                |                                    |                    |
|               |       | 4. Trophy (10%)                |                                    |                    |
| Importance    | 1. Blue (66%) | 1. Rectangle (26%)             | 1. Exclamation mark (75%)         |                    |
|               |       | 2. Triangle (26%)              |                                    |                    |

5.2.1 Results of the term association task

Table 4 shows the deconstruction of the participants’ graphical representations according to different visual variables. The relevant variables that were used by participants include color, shape, icons, and text. Icons are symbols that perceptually resemble the concepts they represent [44], while shapes refer to geometric figures (e.g., square, line). Due to limited space, Table 4 only covers those visual variables with a cumulative frequency of at least 50% if the individual absolute frequency is at least two.

The analysis shows that the participants dominantly used a blue color to design a graphical representation for a given PGA concept, although they were instructed to bring and use a variety of colors. This unexpected result is a consequence of the flexibility to set up the evaluation technique for simultaneous evaluation by a large number of participants in a classroom using pen and paper. Concerning shape, some recurring proposals can be seen such as a rectangle, triangle, ellipse, or arrow. The origin of these proposals can be explained by the modeling experience of the participants, which are familiar with Requirements Engineering and Business Process modeling. Participants added corresponding icons to the basic shapes to further encode the semantics of the concepts (e.g., thinking balloon, bull’s-eye). These icons seem to provide an important instrument to design a semantically transparent notation.

In line with the principle of Dual Coding [44], participants used text to complement the proposed graphics, which enables to depict the meaning of an element both visually and verbally. In most cases, the text is equal to the first letter of the PGA concept (e.g., ‘C’ for Competence) or its complete name (e.g., ‘Activity’). In other cases, text refers to the content of a PGA concept. This applies to Financial Structure, which is a representation of the cost and revenue structure.
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5.2.2 Results of the notation association task

Table 5 shows the results of the notation association task. For each element, the percentage of participants giving a matching association and the relative rank of this association is listed. Important to note here is that the visualization of the valueStream relation (i.e., a non-directed line) was not explicitly tested as the meaning of this relation only becomes clear when included in a hierarchical business architecture heat map.

The percentage of correct associations ranges between 0% and 36.23%. The concepts Activity (24.29%—rank 1), Process (36.23%—rank 1), Financial Structure (12.75%—rank 3), and Financial Goal (20.29%—rank 2) performed the best considering both the percentage and the relative rank of the correct associations. The notation of the other PGA elements is less semantically transparent, as the percentages are below 5%. Moreover, some of them are outperformed by other PGA concepts. More specifically, the Competence notation (i.e., a stage icon) is confused with Performance by 52.17% of the participants and the icon of Internal Goal (i.e., a cogwheel) is associated with a Process by 35.29% of the participants. Such results clearly point to a weak perceptual discriminability between those notations in the initial PGA notation.

5.2.3 Results of the case study task

In Table 6, the results of the case study are given. To keep this example manageable for participants in the given time, only one type of Goal (i.e., Financial Goal) was included in the sample model. This is the reason why no results are available for Customer and Internal Goal in Table 6. Actually, the PGA model depicted by Fig. 5 was used.

Although all questions were oriented toward the identification of PGA concepts, partially correct answers could also be identified. These include naming elements at the instance level (e.g., Take sample instead of Activity) or using close synonyms for the PGA concept (i.e., Task as a synonym for Activity). Besides, there was not a question that directly targeted the identification of a valueStream, but problems with this relation can be derived from incorrect answers to the questions about the Activity and Value Proposition concept. More specifically, some incorrect answers indicate that the valueStream relation was interpreted in the wrong direction.

Although the mean score of complete correct answers for this task is 41.32%, Table 6 shows that the meaning of the Value Proposition (i.e., 5.04% correct answers) and Importance (i.e., 5.76% correct answers) notation cannot easily be derived from the business architecture heat map. Even if partially correct answers are included, these elements are the two least performing of all PGA concepts with total scores of 21.59% for Value Proposition and 14.39% for Importance. Besides, there seems to be a problem with the semantic transparency of the valueStream notation, which was read in the wrong direction in the Activity and Value Proposition question by, respectively, 18.71% and 27.34% of the participants. As one can notice, the scores for Financial Structure and Financial Goal are the same, as the identification of these PGA concepts was covered by one question during the case study task.

5.2.4 Results of the feedback task

During the feedback task, we obtained 104 remarks from 58 unique participants (i.e., a response rate of 41.73%). Of these responses, 45 could be specifically traced back to the PGA concepts, distributed among the aspects color and line style (24 remarks), Importance (12 remarks), valueStream (5 remarks), and Activity (4 remarks). Illustrative feedback includes the following aspects:

- Color & line style: “Using colors is a good idea, it gives a nice and quick overview.” “The meaning of the different colors & line styles is not clear.”
- Importance: “It is not clear what the numbers next to the relations mean.”
- valueStream: “It is difficult to see where certain value streams go to.”
Table 6  Results of the case study task

| PGA concept               | Correct answers | Partially correct answers |
|--------------------------|-----------------|---------------------------|
| Activity                 | 23.02%          | Synonym (task): 9.35%     |
|                          |                 | Instance level elements: 15.83% |
| Process                  | 74.10%          | –                         |
| Competence               | 42.45%          | –                         |
| Value Proposition        | 5.04%           | Instance level elements: 16.55% |
| Financial Structure      | 57.55%          | –                         |
| Financial Goal           | 57.55%          | –                         |
| valueStream              | –               | Incorrect question Activity: 18.71% |
|                          |                 | Incorrect question Value Proposition: 27.34% |
| Performance              | 81.29%          | –                         |
| Importance               | 5.76%           | Partial answer: 8.63%     |

– Activity: “The model would improve if the total process of how the organization operates was represented.”

6 Development and comparative evaluation of the improved PGA notation

The application is continued by reporting on the second phase of the technique in the context of the PGA notation. In Sect. 6.1, we first propose revisions to the PGA notation. Section 6.2 then reports on the empirical comparative evaluation of the initial and revised PGA notation, thereby concluding whether the revisions can be considered as actual improvements.

6.1 Notation revision of the PGA notation

The main argument to propose a new notation for Competence is the confusion the initial one caused for end-users. Indeed, during the notation association task, it became clear that people naturally attach the meaning of Performance to the visualization. Based on the suggestions of the participants during the term association task, we propose a combination of a person and light bulb icon as the new notation. This notation should refer to the cognitive abilities that are associated with the definition of a Competence as the internal knowledge, skills, and abilities of an organization.

A new notation for Value Proposition is also proposed as the initial notation was one of the least performing PGA elements during the notation association (i.e., 2.83%) and case study (i.e., 5.04%) tasks. However, the suggested icons by participants do not show a clear preference as they are closely related to financial elements (i.e., dollar/euro or + sign) or cognitive abilities (i.e., light bulb). Therefore, the new notation is a gift that is exchanged between two people. We believe this provides a more semantically transparent notation for the products and services that are exchanged between a company and its customers. This proposal is in line with the notation of a Value Proposition in the Business Model Canvas (i.e., a gift icon) [49].

The notation of Internal Goal needed improvement as respondents confused it with processes during the notation association. As the PGA notation already includes a bull’s-eye to represent the goal aspect, the analysis of the term association task did not provide further concrete suggestions. To stress the internal characteristic of the term, it was decided to graphically enclose cog wheel icons (i.e., the initial notation) inside a factory icon (see Table 7).

A similar argument can be provided for the new notation of a Customer Goal. This element scored low (i.e., 0%) in the notation association task, which clearly shows that the semantic transparency of the initial notation needs improvement. Based on the suggestions of the term association, it was decided to clearly represent the customer by an iconic person who is shaking hands with another person, holding a briefcase (see Table 7).

Problems with the semantic transparency of the valueStream relation became apparent during the case study, in which many participants applied it in the wrong direction. Furthermore, some of the qualitative feedback confirms that the direction of the valueStream is not semantically transparent. In line with the term association task, this issue is solved by using an arrow in the newly proposed PGA notation. This arrow points toward the element in the business architecture heat map, of which the value creation is supported by.

A last change that is proposed concerns the Importance element. In the initial notation, this attribute was visualized by a colored valueStream accompanied by a certain texture. Furthermore, a number indicated its relative Importance as a form of dual coding. However, the results showed that this notation was poorly understood by participants. This was also confirmed by the qualitative feedback about the confusing color coding and numbers of the valueStream relations. A first improvement could be identified based on the term asso-
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Table 7  Suggested changes to the initial PGA notation

| PGA concept         | Initial notation                                      | Consolidated Suggestion by Participants                  | Revised notation                              |
|---------------------|-------------------------------------------------------|---------------------------------------------------------|-----------------------------------------------|
| Competence          | Blue rectangle/triangle with a thinking cloud, person, or light bulb icon |                                                            |                                               |
| Value Proposition   | Blue ellipse/rectangle with a euro/dollar icon         |                                                          |                                               |
| Internal Goal       | Blue ellipse with a bull’s-eye/arrow icon and text I   |                                                          |                                               |
| Customer Goal       | Blue ellipse with a bull’s-eye/arrow and person icon and text C |                                                          |                                               |
| valueStream + Importance | Blue arrow in a hierarchical structure with an exclamation mark icon |                                               | 3 |

avoid unnecessary repetition, only the alternative hypotheses are listed below for the revised PGA concepts (i.e., Competence, Value Proposition, Internal Goal, Customer Goal, valueStream, and Importance). As Importance is an attribute of a valueStream, which are visualized together in the PGA modeling language (e.g., see Fig. 5), these concepts will be tested together during the evaluation.

6.2 Comparative evaluation of the PGA notations

The comparative evaluation is set up according the design of Sect. 4.2.2 to ensure reproducibility of the evaluation and to limit possible validity threats. While Sect. 6.2.1 presents some customized details of the empirical design, Sect. 6.2.2 reports on the evaluation results.

6.2.1 Evaluation design

The proposed PGA language improvements are empirically evaluated against the original notation. These two notations will be used as the independent variables. As dependent variable, the semantic transparency of the PGA modeling notation is used [44]. The STS is measured on the comparative scale as proposed by Figl and Recker [14].

We calculated the intended sample size using formulae 1 and 2. We relied on a pilot study with five respondents to estimate the mean (i.e., $\mu_1 = 15$) and standard deviation (i.e., $\sigma = 35$) over all five dependent variables. Given formula 3, this results in an effect size of 0.429. Using standard levels for the power of the test (i.e., 0.80) and the level of significance (i.e., 0.05), formula 4 results in a minimal sample size of at
Fig. 6 Example of a business architecture heat map in the revised PGA notation

\begin{align*}
ES &= \frac{|\mu_1 - \mu_0|}{\sigma} = \frac{|65 - 50|}{35} = 0.429 \\
SS &= \left( \frac{Z_{0.975} + Z_{0.80}}{ES} \right)^2 = \left( \frac{1.645 + 0.842}{0.429} \right)^2 = 33.608
\end{align*}

Besides this quantitative threshold, prospective participants should have working experience (i.e., private, public, or academic sector) and have basic notions about either Requirements Engineering, Business Process Management, or Enterprise Architecture modeling languages. Participants were targeted via different communication means, including direct email invitations to colleagues in the professional network of the authors and the dissemination of the questionnaire via social networking channels (i.e., Twitter, LinkedIn). As such, the selection of participants can be considered as self-selection (i.e., a specific form of volunteer sampling), in which participants voluntarily participate in the study based on a certain invitation [59]. Therefore, demographic questions are used to check whether the participants have the intended user profile. An overview of all experimental tasks and the implementation of the questionnaire is available online.\(^4\)

6.2.2 Evaluation results

Between July 19 and September 14, 2020, we received 56 full responses to the online questionnaire. Two participants were excluded from the analysis as they had no working experience, which means that they did not fit the intended user profile.

\(^4\) https://doi.org/10.13140/RG.2.2.11559.37285.
participant profile. This results in 54 valid responses, which exceeds the minimal sample size by 20. An overview of the demographic data is given in Table 8. Depending on the type of variable (i.e., nominal, ordinal, or interval), corresponding descriptive statistics are provided. In our sample, 22.2% of the respondents are female and 77.8% are male. The average birth year of the participants is 1978. The birth year was also used to randomly assign participants to two groups, for which the order of the PGA elements was switched in the comparison tasks. As a result, 42.6% of the respondents having an even birth year were assigned to group A and 57.4% to group B. With respect to their education, 33.3% of the participants possessed a doctoral degree, 51.9% a Master degree, and 11.1% a Bachelor degree. If the current working sector of the respondents is analyzed, we see a comparable distribution between the academic sector (i.e., 46.3%) and the private/public sector (i.e., 53.7%). This illustrates that we were able to attract an evenly distributed mix of both academics and practitioners. With respect to modeling skills, the reported median is equal to a medium expertise. In more detail, 79.6% of the participants had basic modeling knowledge in Requirements Engineering, 94.4% in Business Process Management, and 59.3% in Enterprise Architecture. Eventually, we collected the number of models that were read (i.e., median value between 31 and 40) and made (i.e., median value between 11 and 20) during the last five years.

Normality tests To determine whether parametric tests can be used, the normality of the five independent variables was analyzed. Table 9 presents the skewness and kurtosis of the collected data, together with the results of the Shapiro–Wilk test. The skewness and kurtosis values for each variable are provided, along with the test statistic and significance level. If the test statistic is greater than the critical value, the null hypothesis is rejected, indicating that the data is not normally distributed. Otherwise, the null hypothesis is not rejected, suggesting that the data is normally distributed. The results show that the data for all variables is normally distributed, as the test statistics are less than the critical values, indicating that the null hypothesis cannot be rejected. This justifies the use of parametric tests.
Table 11 Post-tests with significant results

| Dependent variable | Independent variable                | Test                          | Test Statistic | Sig.  |
|--------------------|-------------------------------------|-------------------------------|----------------|-------|
| STSCompetence      | Degree                              | Independent-samples Kruskal–Wallis test | 8.018          | 0.046 |
| STSCompetence      | Requirements Engineering modeling    | Independent-samples Mann–Whitney U test | −2.050         | 0.040 |
| STSCompetence      | Models read                         | Independent-samples Kruskal–Wallis test | 12.623         | 0.049 |
| STSvalueStream+Importance | Gender | Independent-samples Mann–Whitney U test | −1.966         | 0.049 |
| STSvalueStream+Importance | Models read | Independent-samples Kruskal–Wallis test | 15.324         | 0.018 |
| STSvalueStream+Importance | Models made | Independent-samples Kruskal–Wallis test | 18.584         | 0.002 |

Wilk test [63]. The Z skewness of STSValueProposition (−2.342) and STSvalueStream+Importance (−2.761) are both smaller than −1.96 (i.e., Z0.95), which indicates a negatively skewed distribution of these variables. We should thus reject the normal distribution (i.e., H0) at the 0.05 level of significance for all dependent variables, based on the Shapiro–Wilk statistic. We supplemented this analysis by a visual check of the histograms and Q–Q plots. Consequently, we will employ nonparametric tests to analyze the hypotheses and post-tests.

Hypothesis tests In the hypotheses, the median value of one sample is tested against a hypothesized value (i.e., 50). As the independent variables are not normally distributed, the nonparametric one-sample Wilcoxon signed rank test is suited. Table 10 shows the results of this statistical test for each of the five independent variables. The median STSs range between 52.5 and 80. For the concept of an Internal Goal, the null hypotheses cannot be rejected as the significance (i.e., 0.200) exceeds 0.05. By analyzing the textual clarifications of the respondents, it becomes apparent that both notations are considered as being inappropriate. The main reason is the industrial character of the current notations, which still induces the meaning of a Process. Nevertheless, the alternative hypotheses of the Competence, Value Proposition, Customer Goal, and valueStream + Importance concepts can be accepted at a level of significance between 0.000 and 0.002. It can thus be concluded that the semantic transparency of the revised notations of these concepts is higher compared to the initial one (see Sect. 6).

Post-tests Several post-tests were performed to check whether demographic and time variables have any confounding effects on the five dependent variables. For the nominal/ordinal demographic variables with two categories (i.e., Gender, Requirements Engineering modeling, Business Process modeling, Enterprise Architecture modeling), the nonparametric independent-samples Mann–Whitney U test was used. In case of multiple categories (i.e., Highest degree, Working sector, Modeling expertise, Models read, and Models made), an independent-samples Kruskal–Wallis test was performed. Finally, a Spearman’s correlation analysis was employed to test whether there is a significant correlation between the interval variables (i.e., birth year and question time) and the STSs. In Table 11, post-tests with significant results are listed.

For STSCompetence, we see confounding effects by the variables Degree (i.e., Sig. = 0.046), Models read (i.e., Sig. = 0.049), and Requirements Engineering modeling (i.e., Sig. = 0.040). Concerning the highest degree obtained, the highest median score (i.e., 80) belongs to the group with a Master’s degree, while the lowest median score (i.e., 52.5) can be found in the category of people educated at the Bachelor and Doctoral level. If we analyze the medians across the categories of Models read, the group with a number of models between 41 and 50 have the highest score (i.e., median = 95), while the lowest scores origin in the ranges [1–10] and 50+ (i.e., median = 50). With respect to Requirements Engineering modeling, respondents without knowledge have a significantly higher median (i.e., 85) than the group with basic notions (i.e., median = 60). Gender, Models read, and Models made have a significant effect on STSvalueStream+Importance. More specifically, the median STSvalueStream+Importance of the male respondents is equal 82.5, which is significantly higher than the median of 55 for the female participants. With respect to Models read and Models made, the highest median score (i.e., 100) can be found in the category of respondents, which have read or made more than 50 models during the last five years. For these variables, the lowest median (i.e., 40) originates in the range [21–30] for models read and [31–40] for models made.

7 Related work

Table 12 provides a summary of related work that focuses on the design and/or evaluation of modeling language notations. In the following, the related work will be introduced briefly and contrasted to our notation evaluation and improvement technique.

Already in 1968, Howell and Fuchs were concerned with the challenge of developing “efficient signs or symbols for use in visual communication” [26, p. 310]. Their sign production method is based on a series of experiments aiming to identify population stereotypes, a concept first described
Table 12 Comparative overview of notation design approaches

| Approach | Prerequisites | Design | Evaluation | Experiments and techniques used |
|----------|---------------|--------|------------|----------------------------------|
| [26]     | –             | ✅     | ✅         | Each participant draws five sample notations (I) which were then classified and statistically analyzed (II) to identify Stereotypes. Eventually, the proposed notations were validated with new participants using blind matching (III) |
| [65]     | Existing notation | ✅     | ✅         | This approach uses a simple matching technique where participants need to match notation with a term it represents |
| [8,18]   | –             | ✅     | ✅         | Each participant draws one sample notation (I), which were then classified and statistically analyzed to identify Stereotypes. Participants then chose the best stereotype, thereby defining a new Prototype notation (III). Eventually, participants chose the best fitting prototype for a given concept name (IV) |
| [13]     | –             | ✅     | ✅         | Similar to [8,18], participants first draw samples which are then analyzed for identifying Stereotypes and Prototypes. Other participants then interpreted the prototypes |
| [29]     | Existing notation | ✅     | ✅         | Participants are shown sample models and asked to respond to comprehension questions |
| [43]     | Existing notation | ✅     | ✅         | Participants are shown sample models and asked to respond to comprehension questions |
| [7]      | Existing notation | ✅     | ✅         | The approach shows sample models with three or more alternative notations the participants need to choose |
| [38]     | Existing models | ✅     | ✅         | Participants are shown small sample models and need to respond to comprehension questions |
| [61]     | Existing notation | ✅     | ✅         | Participants needed to define the meaning they derive from a presented notation. Additionally, they were asked for potential improved notations |

in [15]. The approach comprises two phases. First, participants are given a set of names (of modeling language concepts) with a brief description and are asked to produce five visual drawings, which are intuitive for them and minimal in complexity. Afterward, the experimenters categorize the drawings and identify the six most occurring signs for a concept. This list is then shown to a second group of participants, who validates the order of the signs according to their applicability for a given concept.

The matching test is introduced in [65] to evaluate the efficiency of graphical symbols by means of intuitive comprehensibility. Following this technique, a natural language introduction to a domain concept is provided first. Afterward, the participants are given a catalogue of all graphic elements belonging to that domain and asked to select the one they believed is most suitable to represent that concept.

An approach to empirically evaluate semantic transparency has been proposed as a set of experiments applied to the i* modeling language in [8,18]. The approach comprises three phases. In phase one, participants are provided the name and a brief description of a syntactic element of i*. They are then asked to sketch an intuitive notation for that element. In phase two, the authors analyze the provided sketches and identify population stereotypes. In a concluding third phase, another group of participants were provided 160 sketches (among which are the population stereotypes identified in phase two), as well as the name and definition of i* concepts. The participants were asked to select one sketch, which they deemed most intuitive. A slight extension of the technique of Genon et al. [8,18] has been proposed in [37]. The authors show that the time-consuming task of asking participants to sketch potential notations can—to some extent—be replaced by querying image databases.

The approach proposed in [8] extends the ideas in [13] by introducing a fourth phase called semantic transparency experiment and by an application to the UML. In this last phase, participants are not only given the population stereotypes but also the as-is language to enable a comparison between a given and an alternative notation that was created by participants.

A study aiming to compare the intuitiveness of UML Activity Diagrams, Event-driven Process Chains, and the Business Process Model and Notation is presented in [29]. The study operationalizes intuitiveness by “measuring how
many questions the participants answered correctly and how much time it took them to do so” [29, p. 94]. Therefore, participants were given a set of models of different process modeling languages, for which comprehension questions needed to be solved.

An evaluation technique for a DSML for ambient assistant living called Human Cognitive Modeling Language (HCML) [41] is presented in [43]. The technique is concerned with the intuitive understanding of a whole HCML model. Participants were first asked to describe what information they could extract by looking at the model. Afterward, they were given seven comprehension questions about this model.

An interesting approach to improve the notation of DSMLs was proposed in [7]. The approach involves the crowd in the language design process. A first version of the language and its notation is being developed by the language engineer and afterward evaluated by end users. This revised language is then presented to the crowd for fine-tuning purposes.

A recent technique has been presented by Liaskos et al. [38] using the case of evaluating the intuitive comprehensibility of a goal modeling language. In contrast to the previous works, this research is concerned with the semantic transparency of model parts. Consequently, the experiments aim to provide insights to what extent participants can derive the meaning of a combination of interrelated modeling concepts. As such, the approach currently concentrates on the preparations of the experiments, i.e., the preparation of training material, the preparation of model samples that focus on a testable aspect of the language, and the design of the statistical analysis.

Siau and Tian [61] propose an approach that uses the notation association task. This is combined with a question that enables participants to propose a better notation in case they are not satisfied with the current one. The technique is evaluated by an application to a subset of the UML [61].

A lot of research is oriented toward the evaluation of single [19,21] or a group of modeling languages [5,29]. Most of these works focus on visual expressiveness as this is an objective measure, whereas other dimensions such as semantic transparency are subject to personal-, context-, and culture-specific influences (cf., [27, p. 17]). The challenge of objectively evaluating semantic transparency (cf., [39]) might be one indicator why this principle is scarcely considered in research and also in current modeling standards like Business Process Model and Notation [19] and Decision Model and Notation [11]. In contrast to GPMLs, this challenge can be overcome for DSMLs as the intended users are well known during the language design.

The previously presented research is mostly concerned with either the evaluation of complete models, e.g., testing whether participants derive the correct information when looking at a model, or with a comparison of alternative notations for a given (set of) language(s). Within this paper, we aim at an easily usable and customizable technique that supports the design of semantically transparent DSML notations. The scope of the proposed technique is on evaluating the language concepts individually (i.e., concept-level intuitiveness) first and only afterward combined within a model (i.e., model-level intuitiveness). Moreover, the proposed technique combines a phase for evaluating an initial notation with a phase for (i) revising the notation based on the tasks’ feedback, and (ii) an empirical comparative evaluation of the revised against the initial notation. This latter evaluation thus provides a statistically sound response to whether improvements to the notation have been achieved and thereby concludes one design cycle.

The presented technique can be also positioned within the broader research field of (situational) method engineering [24,52], in which different assembly techniques are available to derive a situational method from relating or integrating existing method chunks. We believe our technique can support the identification and specification of mappings between different method chunks by looking at the terms (term association) and the notation (notation association) provided by individual chunks [53]. The explicit consideration of a notation during the composition of method chunks could enable a wider adoption of the resulting situational method. The research at hand might contribute to establishing another research line that also focuses on integrating or aligning the notation of method chunks toward a homogeneous situational method.

8 Discussion

Before concluding the paper, we want to discuss the validity and reliability of the obtained results. While Sect. 8.1 focuses on the proposed technique, the validity and reliability of the evaluation and improvement of the PGA modeling language with respect to semantic transparency are subsequently discussed in Sect. 8.2.

8.1 Reflection on the technique’s requirements

In the following, we refer to our initial requirements of the notation evaluation and improvement technique (see Table 2 for an overview) and discuss to what extent and how they have been addressed in the proposed technique. As four out of the seven requirements can be considered being fulfilled completely and the remaining three partially (see Table 13), the presented approach still comes with some limitations, which are discussed in the remaining paragraphs.

What concerns applicability, the technique generally requires an initial notation to start with. It is—in its entirety—thus no green-field approach that supports the initial develop-
Table 13 Requirements-based discussion of the proposed technique

| Requirement                      | Fulfilment | Consideration in the technique                                                                 |
|----------------------------------|------------|-------------------------------------------------------------------------------------------------|
| Efficient customization          | ●          | The technique is generic and allows an efficient customization to DSMLs                        |
| Notation improvement             | ●          | In both applications, BCM and PGA, improvements of the initial notation have been achieved     |
| Efficient use                    | ●          | The approach requires some preparation, however, we believe the amount of effort is minimal when conducting manual experiments and analysis in small groups. For larger groups, technical support should be configured which increases the preparation efforts but at the same time facilitates efficient analysis |
| Involve participant suggestions  | ●          | The approach enables participants to continuously provide their feedback on the initial notation as well as to provide suggestions for further improvements |
| Semantic transparency            | ●          | The whole technique is focused on semantic transparency: first on a concept-level, later on a model-level |
| Technical independence           | ●          | The technique can be used without any technology (cf., [6] and [55], and Table 3)               |
| Modular structure                | ●          | Whenever possible, the individual tasks are designed in an independent manner. As such, term and notation association can be applied in isolation. However, the best and most comprehensive results will be derived when applying phase 1 and phase 2 as proposed in the design procedure (see Fig. 4) |

ment of a modeling language notation. Considering the term association task though, this task can be executed as soon as the meta-model of the modeling language is developed. We further expect that the presented technique yields best results when being applied to DSMLs. This is because the abstraction level of GPMLs is mostly too high to properly address semantic transparency. Consider the UML concept of Class as an example. Although most computer scientists might comprehend the semantics of a Class, they would have troubles drafting semantically transparent notations during a term association task. Furthermore, if the Class notation is shown to laymen in a notation association task, it is very unlikely that they intuitively derive its semantics. In other words, the approach at hand might yield valuable insights only if semantic transparency is an explicit requirement of a GPML.

Concerning the scalability of the approach, we have presented the successful application in two completely independent and diverging cases. In the context of the BCM modeling method case [6], 15 students were performing the tasks in groups of up to five persons. In this case, participants heavily used the provided pens and thus proposed colorful suggestions in the term association task. Likewise, manual evaluation of the term and notation association responses was conducted. In the PGA case, 139 students participated in the experiments. For the analysis, technological support was used for digitizing the responses, but the analysis was still conducted manually. Consequently, scalability can be considered as achieved for the evaluation and improvement technique aside from some weaknesses identified in the process.

Although the 139 students were instructed to use color to convey semantics during the evaluation of the PGA method [55], hardly any color besides (standard) blue was used (see Table 4). In this respect, the approach would benefit from tool support to efficiently collect and handle large data sets. In particular, a web environment should support the term association task with a WYSIWYG drawing editor and the comparative evaluation task with a score selected on a graphical scale using a slider. Such an environment should also automatically ensure randomness in allocating the concepts to the tasks, allocate participants into the different test groups and statistically analyze the responses.

With respect to the generalizability of the overall claim that the presented technique helps in improving the semantic transparency of domain-specific modeling languages, we need to constrain our positive results by the limitation of only two applications. In both applications, the initial notation was revised based on the feedback gained from different groups of respondents. Feedback from peers in the conceptual modeling and enterprise modeling communities moreover makes us confident to expect further applications of the technique in the near future. These future applications can take the
individual STS scores as a benchmark against which future notation alternatives can be evaluated.

8.2 Validity and reliability of the PGA evaluation and improvement

To preserve construct validity, it is important to ensure that the executed tasks are suited to evaluate the semantic transparency of a modeling language. Therefore, our technique builds upon and integrates existing evaluation approaches (see Sect. 7), for which the origin of the tasks is rigorously substantiated.

With respect to internal validity, factors that confound the results need to be avoided. In this respect, participants were chosen with the same educational background (i.e., Master’s students in Business Engineering and Business Administration) for the first phase of the technique. Besides, the participants had similar foreknowledge in conceptual modeling and received a collective introduction to PGA. For the second phase, we explicitly approached modeling practitioners with prior modeling experience to empirically evaluate the semantic transparency of the initial and the revised notation. Participation in all experiments was voluntarily, and no compensation was provided. Finally, we used different experimental groups during each phase to prevent confounding effects. More specifically, we made sure that the terms given during the term association did not influence the results of the notation association task while in the second phase we could test whether there is an influence of the position of a concept on the given score. Participant were randomly assigned to the experimental groups to mitigate potential allocation biases. Moreover, the results of the comparative evaluation within the second phase of the technique are statistically analyzed to test the hypotheses and potential confounding effects.

The choice of participants also affects the external validity or generalizability of the results. The participants in the first phase have a strong economic orientation which enabled us to obtain a group of respondents with knowledge and skills that can act as a proxy for business-oriented stakeholders. These stakeholders are the targeted end-users of the PGA modeling method. Nevertheless, the choice for students in phase one is an inherent limitation. We addressed this threat by explicitly incorporating practitioners with modeling experience in the second phase. For this group, post-tests are performed to compare the STS scores given by academics with the ones given by participants working in the public and/or private sector. These tests did not yield significant differences between the two groups.

Reliability reflects the degree to which the results could be reproduced by the modeling community. To ensure this, the generic procedure to apply the technique is comprehensively explained in Sect. 4 and the URL of the evaluation questionnaires can be found online. In Sects. 5 and 6, we report on the results of applying the complete technique in the context of the PGA modeling method. We believe that the level of detail in the description of the generic approach and its application to PGA enables the modeling community to replicate it to other modeling languages.

9 Conclusion

We introduced a technique that employs user participation and an empirical evaluation to help method engineers in the evaluation and improvement of semantically transparent modeling language notations. This technique was developed by two iterations of Action Design Research, in which it was applied to the BCM and PGA modeling methods. This paper particularly focuses on the generic description of the approach and its application in the context of improving the semantic transparency of the PGA modeling method. We showed that this technique is able to: (i) identify initial PGA notation concepts that require improvement, (ii) involve participants to derive suggestions for notation revisions, and (iii) empirically test the achieved improvements. Further statistical tests confirmed that the PGA notation has been improved. The revised notations are deployed in a new version of the openly available PGA tool. Still, further improvements to the PGA notation are necessary in the future, especially considering the Internal Goal notation.

We are currently investigating possibilities of automating the presented technique. We aim to set up a web environment that automatically generates the evaluation sheets once the concepts and sample notations are uploaded. Moreover, it shall provide a WYSIWYG web editor for drawing notations and storing them. The system shall use OpenCV or similar technologies to automatically analyze the created proposals for new notations. Besides, enabling text analysis could be useful for the results of the notation association task as well as implementing statistical analysis of the responses and the automated generation of evaluation reports. Ultimately, the web environment will enable an efficient setup, execution, and analysis of the technique. Consequently, it will mitigate issues related to the paper-and-pen application.

This paper reports on the iterative development of a notation evaluation and improvement technique through ADR. The development was guided by reflection and learning by the involved researchers during two applications, with the aim of realizing the proposed requirements. The tight coupling between development and evaluation activities is an inherent feature of ADR, which combines theory generation with researcher intervention while solving a particular problem [60]. A following research step includes the evaluation of the technique by method engineers. This could be realized by a replication in the context of other DSMLs, as presented in Sect. 4, followed by an evaluation of the requirements by

 Springer
the method engineers (see Sect. 8). This will further improve the generalizability of this study’s findings in other method engineering contexts that are oriented toward achieving an efficient model-based communication with end-users.

Future research is also needed to investigate if models with a higher semantic transparency correlate with a better understanding of the model content and the underlying domain by model users. Therefore, an empirical comparison could be set up, in which the relationship between the semantic transparency of the notation and the effectiveness and efficiency of script interpretation is investigated. Whereas effectiveness relates to how good a modeler is able to perform certain tasks using a certain modeling language, efficiency concerns the effort (i.e., time) required to interpret a script and develop domain understanding [17]. In particular, the comparative evaluation of the technique (i.e., task 6 in Fig. 4) could be extended by including notation association [6], recall, comprehension and problem-solving tasks [17]. This enables to investigate the strength of relationship between the collected data by a correlation analysis.
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