One Planet or Two Planets? The Ultra-sensitive Extreme-magnification Microlensing Event KMT-2019-BLG-1953
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Abstract

We present the analysis of a very high-magnification (A ~ 900) microlensing event KMT-2019-BLG-1953. A single-lens single-source (1L1S) model appears to approximately delineate the observed light curve, but the residuals from the model exhibit small but obvious deviations in the peak region. A binary-lens (2L1S) model with a mass ratio of q ~ 2 x 10⁻² improves the fits by Δχ² = 181.8, indicating that the lens possesses a planetary companion. From additional modeling by introducing an extra planetary lens component (3L1S model) and an extra source companion (2L2S model), it is found that the residuals from the 2L1S model further diminish, but claiming these interpretations is difficult due to the weak signals with Δχ² = 16.0 and 13.5 for the 3L1S and 2L2S models, respectively. From a Bayesian analysis, we estimate that the host of the planets has a mass of Mhost = 0.31±0.27 M☉, and that the planetary system is located at a distance of Ds = 7.04±1.10×10¹¹ kpc toward the Galactic center. The mass of the securely detected planet is Mp = 0.64±0.76 MJ. The signal of the potential second planet could have been confirmed if the peak of the light curve had been more densely observed by follow-up observations, and thus the event illustrates the need for intensive follow-up observations for very high-magnification events even in the current generation of high-cadence surveys.

Unified Astronomy Thesaurus concepts: Gravitational microlensing (672); Gravitational microlensing exoplanet detection (2147)
1. Introduction

Microlensing events with very high magnifications are of scientific importance for various reasons. First, the chance for the lens to pass over the surface of the source star is high for these events, and this allows one to measure the angular Einstein radius $\theta_E$, from which the physical parameters of the lens can be better constrained (Gould 1994b; Nemiroff & Wickramasinghe 1994; Witt & Mao 1994). Second, the detection probability is very high for planets located in the lensing zone of the host, and thus high-magnification events provide an efficient channel to detect microlensing planets (Griest & Safizadeh 1998).

Another scientific importance of high-magnification events is that they provide a channel to detect multiplanetary systems. The basis for this use of microlensing lies in the properties of lensing caustics induced by planets. A planet located in the vicinity of the Einstein ring induces two sets of caustics, in which one is located away from the host of the planet (planetary caustic) and the other is located close to the host (central caustic). See Han (2006) and Chung et al. (2005) for the properties of the planetary and central caustics, respectively. If a lens has multiple planets, the individual planets induce central caustics in the common central magnification region and affect the magnification pattern of the region. For very high-magnification events, that are produced by the source passage through the central magnification region, then, the chance to detect the signatures of the individual planets is high (Gaudi et al. 1998).

The usefulness of the high-magnification channel in detecting multiplanetary systems has been demonstrated by the fact that three out of four known microlensing multiplanetary systems were detected through this channel. The first multiplanetary system detected through this channel is OGLE-2006-BLG-109L, in which two planets with masses of $\sim 0.71 M_J$ and $\sim 0.27 M_J$ are orbiting around a primary star of a mass $\sim 0.50 M_\odot$ with projected orbital separations of $\sim 2.3$ and $\sim 4.6$ au (Gaudi et al. 2008; Bennett et al. 2016). This system resembles a scaled version of our solar system in that the mass ratio, separation ratio, and equilibrium temperatures of the planets are similar to those of Jupiter and Saturn of the solar system. The microlens OGLE-2012-BLG-0026L is the second system, in which the lens consists of two planets with masses of $\sim 0.14 M_J$ and $\sim 0.86 M_J$ and projected separations of $\sim 4.0$ and $\sim 4.8$ au from the host with a solar mass (Han et al. 2013; Beaulieu et al. 2016). The third system is OGLE-2018-BLG-101L, which is composed of two planets with masses $\sim 1.8 M_J$ and $\sim 2.8 M_J$ around a host with a mass of $\sim 0.18 M_\odot$. The system is located at a distance of $\sim 7.1$ kpc and it is the farthest system among the known multiplanetary systems (Han et al. 2019). Besides these microlensing multiplanetary systems, Ryu et al. (2020) pointed out the possibility that the lens of the lensing event OGLE-2018-BLG-0532 might have a second planet although there also existed another interpretation of the signal. The multiplanetary system OGLE-2014-BLG-1722L (Suzuki et al. 2018) was detected from the planetary signals produced by the combination of the planetary and central caustics.

In this paper, we present the analysis of a very high-magnification lensing event KMT-2019-BLG-1953. For the presentation of the analysis, we organize the paper as follows. In Section 2, we describe the observations of the event and the data used in the analysis. In Section 3, we present analysis of the data conducted under various interpretations of the event. We estimate the angular Einstein radius in Section 4 and estimate the physical lens parameters in Section 5. In Section 6, we discuss the importance of follow-up observations for extreme lensing events for both planet detections and physical lens parameter determinations. In Section 7, we summarize the results of the analysis and conclude.

2. Observation and Data

The lensing event KMT-2019-BLG-1953 occurred on a star located toward the Galactic bulge field. The equatorial coordinates of the lensed star (source) are (R.A., decl.)$^{2000} = (17:56:27.90, −28:12:04.00)$. The corresponding Galactic coordinates are $(l, b) = (1°85, −1°67)$.

The magnification of the source flux induced by lensing was first found by the Korea Microlensing Telescope Network (KMTNet) survey (Kim et al. 2016, 2018) on 2019 August 5 (HJD $= 2,450,000 + 8701$) when the magnification of the source flux was $A \sim 13$. The KMTNet survey was conducted utilizing three identical 1.6 m telescopes that were globally located at the Siding Spring Observatory in Australia (KMTA), Cerro Tololo Interamerican Observatory in Chile (KMTC), and the South African Astronomical Observatory in South Africa (KMTS). Each of the KMTNet telescopes was equipped with a camera consisting of four 9k $\times$ 9k chips, yielding a 4 deg$^2$ field of view. Images from the survey were mainly taken in the $I$ band and a subset of images were obtained in the $V$ band for the source color measurements. The event was located in the two overlapping KMTNet fields of BLG02 and BLG42, toward which observations were conducted most frequently among the total 27 KMTNet fields. Being located in the two overlapping fields in which each field was observed with a 30 minutes cadence, the event was observed with a combined cadence of 15 minutes. The cadence of the $V$-band observations was about one-tenth of the $I$-band cadence.

Photometry of the data was conducted using the pipeline developed by Albrw et al. (2009) based on the difference imaging method (Tomany & Crotts 1996; Alard & Lupton 1998). For the source color measurement, additional photometry was conducted using the pyDIA code (Albrw 2017) for a subset of the KMTA data set. For the data used in the analysis, error bars from the photometry pipelines were readjusted following the routine described in Yee et al. (2012).

We note that there exist additional data of the event acquired by the Microlensing Observations in Astrophysics (MOA; Bond et al. 2001) survey. The MOA survey found the event, designated as MOA 2019-BLG-372, two days after the detection by the KMTNet survey. The MOA data are not used in the analysis because (1) the observational cadence is low, (2) the peak of the light curve is not covered, and (3) the photometric quality of the data is not high.

In Figure 1, we present the light curve of the lensing event. It shows that the source flux is greatly magnified. From modeling the light curve based on a single-source and single-lens (IL1S) interpretation, it is found that the source flux is magnified by $A_{\text{peak}} \sim 900$ at the peak. We will discuss the modeling in the following section. Figure 2 shows the zoomed-in view around the peak region of the light curve, which shows the deviation affected by finite-source effects. The duration of the finite-source deviation was about 2 hr.
3. Modeling Light Curve

3.1. 1L1S Modeling

Considering the apparently smooth and symmetric shape, we first model the observed light curve with a 1L1S interpretation. Modeling is carried out by searching for the lensing parameters that best describe the observed light curve. A 1L1S lensing light curve affected by finite-source effects is described by four lensing parameters. These parameters include $t_\text{p}$, $u_0$, $t_2$, and $\rho$, which represent the time of the closest lens-source approach, the lens-source separation at that time (impact parameter), the event timescale, and the normalized source radius, respectively. The lensing parameters are searched for using a downhill approach based on the MCMC method. In computing finite-source magnifications, we use the semi-analytic expression that was derived by Gould (1994a) and later expanded by Yoo et al. (2004) to consider the variation of the source star’s surface brightness caused by limb darkening. We choose the limb-darkening coefficients from the table of Claret (2000) based on the source type. The procedure for determining the source type will be discussed in Section 4.

In Table 1, we present the best-fit lensing parameters of the 1L1S model. To be noted among the lensing parameters is that the impact parameter of the lens-source approach, $u_0 = (0.70 \pm 0.04) \times 10^{-3}$, is extremely small, resulting in a very high lensing magnification. In Figure 2, we present the 1L1S model curve (dotted curve in the top panel) in the peak region of the light curve. The residuals from the model are shown in the bottom panel. The 1L1S model appears to approximately delineate the observed light curve, but a close inspection of the residuals reveals that the model exhibits small but obvious deviations with $\Delta \chi^2 \lesssim 0.07$ mag in the peak region. From an additional modeling considering annual microlens parallax effects (Gould 1992), it is found that the microlens parallax $\pi_\text{E}$ cannot be measured, mainly due to the relatively short timescale, $t_\text{E} \sim 16$ days, of the event. It is known that terrestrial parallax effects can be detected for events with extreme magnifications (Gould 1997; Gould et al. 2009), and thus we also check the model considering these effects. From this, we find that $\pi_\text{E}$ cannot be securely measured mainly because the peak of the light curve is covered by only a single observatory, i.e., KMTA.

3.2. 2L1S Modeling

Considering that a companion to a lens can induce deviations in the peak region of a very high-magnification event, we check whether the deviation from the 1L1S model can be explained by the existence of a binary companion to the lens. In order to check this possibility, we additionally conduct binary-lens (2L1S) modeling. Adding one more lens component in a lensing modeling requires including additional lensing parameters. These parameters are the projected separation between the lens components, $s$ (normalized to $\theta_\text{E}$), the mass ratio between the lens components, $q = M_2/M_1$, and the source trajectory angle as measured from the binary axis, $\alpha$ (source trajectory angle). In the 2L1S modeling, we divide the lensing parameters into two groups. The grid parameters $s$ and $q$ in the first group are searched for using a grid search approach, while the remaining parameters are searched for using a downhill approach based on the MCMC method. In the first-round modeling, we construct $\Delta \chi^2$ maps in the grid-parameter space and investigate the maps to check the existence of local minima that result in possible degenerate solutions. In the second-round modeling, we refine the individual local minima by allowing $s$
and $q$ parameters to vary and find a global solution by comparing the $\chi^2$ values of the local solutions.

We find that the 2L1S model substantially reduces the 1L1S residuals. In Table 1, we present the best-fit lensing parameters of the 2L1S model together with $\chi^2$/dof. Here “dof” denotes the degree of freedom. The measured mass ratio between the binary-lens components is $q \sim 2 \times 10^{-3}$, indicating that the companion to the lens is a planetary-mass object. The 2L1S solution is subject to the well-known close wide degeneracy (Griest & Saltzadeh 1998; Dominik 1999; An 2005). The presence of the degenerate solutions is shown in the $\Delta \chi^2$ map on the $s-q$ plane, shown in Figure 3, constructed from the first-round grid search for solutions. The map shows that there are two locals with $s < 1.0$ (close solution) and $s > 1.0$ (wide solution). The presented parameters in Table 1 are for the solution with $s > 1.0$, and the solution with $s < 1.0$ has similar parameters except $s_{\text{close}} \sim s_{\text{wide}}$. In Figure 2, we present the residuals from the 2L1S solution with $s > 1.0$. The 2L1S model improves the fit by $\Delta \chi^2 = 181.8$, indicating that the planet is firmly detected. From the inspection of the residuals, however, it is found that the 2L1S residuals still exhibit subtle deviations from the model. This hints that the 2L1S solution may not be adequate to fully explain the central deviation.

### 3.2. 1L2S and 2L2S Modeling

We also check the possibility that the source is a binary (2S). We first test a model in which the lens is a single object and the source is a binary: the 1L2S model. Similar to the 2L1S case, a 1L2S modeling requires extra lensing parameters in addition to those of a 1L1S modeling. Following the parameterization of Hwang et al. (2013), these additional parameters are $t_{0,2}$, $u_{0,2}$, $\rho_2$, and $q_F$, which represent the time of the closest lens approach to the source companion, the lens–companion separation at $t_{0,2}$, the normalized radius of the companion source star, and the flux ratio between the two source stars, respectively. In the first-round modeling, we set the initial parameters related to the first source ($t_0$, $u_0$, $l_0$, and $\rho$) as those determined from the 1L1S model and test various trajectories of the second source. In the second round, we refine the solutions by letting all parameters vary. The best-fit lensing parameters of the 1L2S solution are presented in Table 1 and the residuals from the solution are shown in Figure 2. It is found that the 1L2S solution improves the fit by $\Delta \chi^2 = 160.5$ with respect to the 1L1S solution, but the fit is worse than the 2L1S solution by $\Delta \chi^2 = 21.3$.

We additionally check a model in which both the lens and source are binaries: the 2L2S model. Considering that the 2L1S solution substantially improves the fit, we start modeling with the initial binary-lens parameters, i.e., ($s$, $q$, $\alpha$), as those of the 2L1S solution. Considering also that the subtle residuals from the 2L1S solution are confined to the peak region of the light curve, we test various source trajectories passing close to the first source. In Figure 2, we present the residuals of the 2L2S solution, and we list the lensing parameters in Table 1. We note that the model is subject to the close wide degeneracy in $s$ and the presented parameters are for the wide solution with $s > 1.0$. In the lower panel of Figure 4, we present the lens system configuration, in which the source trajectories of the two source stars with respect to the caustic in the central magnification region are shown. It is found that the 2L2S model further reduces the residuals from the 2L1S model. The improvement of the fit is $\Delta \chi^2 = 13.5$ relative to the 2L1S model.
The two orange circles in the lower panel represent the positions of two source stars at gray curves around the caustic represent equi-magnification contours.

The two orange circles in the upper panel represent the source positions at the two epochs marked by \( t_1 \) and \( t_2 \) in the light curve presented in Figure 2. The orange circles in the lower panel represent the positions of two source stars at \( t_0 \). The size of the source circle is scaled to the caustic size. Lengths are scaled to the angular Einstein radius corresponding to the total mass of the lens. The gray curves around the caustic represent equi-magnification contours.

3.4. 3L1S Modeling

Finally, we test a 3L1S model, in which the lens is composed of two planets and their host. We test this model because if an additional planet exists, its signal would appear in the central magnification region, and this may explain the residuals from the 2L1S model. The addition of a third body, \( M_3 \), to the binary-lens components, \( M_1 \) and \( M_2 \), requires three additional lensing parameters in lens modeling. These parameters are the projected separation, \( s_3 \), and mass ratio, \( q_3 \), between \( M_1 \) and \( M_3 \), and the orientation angle of \( M_3 \) with respect to the \( M_1-M_2 \) axis, \( \psi \). To designate the \( M_1-M_2 \) separation and \( M_1/M_2 \) mass ratio, we use the notations \( s_2 \) and \( q_2 \), respectively. The subscript “1” is used to designate the host of the planets, and the subscripts “2” and “3” are used to denote the planets. We note that the subscript “2” is used to designate the planet inducing a larger perturbation in the central magnification region. Because a lower-mass planet located close to the Einstein ring of the host can induce a larger perturbation than the perturbation induced by a heavier-mass planet located away from the Einstein ring, the order of the subscripts “2” and “3” are not necessarily arranged by the mass.

In the 3L1S modeling, we start with the lensing parameters \((s_2, q_2, \alpha)\) of the 2L1S solution and search for the parameters related to \(M_3\), i.e., \((s_3, q_3, \psi)\). This strategy is based on the fact that an anomaly induced by two planets, in many cases, is dominated by a single planet and the second planet acts as a perturber (Bozza 1999; Han et al. 2001; Han et al. 2020). Following this strategy, we first conduct grid searches for \((s_3, q_3, \psi)\) parameters by fixing \((s_2, q_2, \alpha)\) parameters and then identify local minima in the parameter planes. Figure 5 shows the \(\Delta \chi^2\) map on the \(s_3-q_3\) plane obtained from the grid search for these parameters based on the 3L1S modeling. The grid search is conducted with the initial values of \((s_2, q_2, \alpha)\) of the close 2L1S solution. Color coding of the points is same as in Figure 3 except that \(n = 1\).

Figure 5. \(\Delta \chi^2\) map on the \(s_3-q_3\) plane constructed from this grid searches using the initial values of \((s_2, q_2, \alpha)\) of the wide 2L1S solution (with \(s_2 > 1.0\)). In the second round, we refine the individual local solutions by allowing all parameters, including \((s_2, q_2, \alpha)\), to vary.

From the 3L1S modeling, we find four sets of degenerate solutions. The multiplicity of the solutions is caused by the close/wide degeneracies in both \(s_2 \) and \(s_3 \), and thus the individual solutions have \(s_2-s_3\) pairs of \((s_2 < 1.0, s_3 < 1.0)\) (close–close solution), \((s_2 < 1.0, s_3 > 1.0)\) (close–wide solution), \((s_2 > 1.0, s_3 < 1.0)\) (wide–close solution), and \((s_2 > 1.0, s_3 > 1.0)\) (wide–wide solution), respectively. See the \(\Delta \chi^2\) map in Figure 5 showing the two locals on the \(s_3-q_3\) plane with common values of \((s_2, q_2)\). Although the wide–wide solution provides the best fit, the degeneracies among the solutions are severe with \(\Delta \chi^2 < 2.8\). The lensing parameters of the individual solutions are presented in Table 2. The mass ratio of \(M_3\) to \(M_1\) is in the planetary-mass regime regardless of the solutions, with \(q_3 \sim (0.8–1.5) \times 10^{-3}\) and \((6.5–8.7) \times 10^{-3}\) for the solutions with \(s_3 < 1.0\) and \(s_3 > 1.0\), respectively. According to the 3L1S solution, then, the lens is a planetary system with two planets. In the four panels of Figure 6, we present the lens system configurations of the four degenerate 3L1S solutions. In each panel, the positions of the lens components are marked by filled dots and the inset shows the zoomed-in view of the central caustic.

It is found that the 3L1S model further reduces the residuals from the 2L1S solution, improving the fit by \(\Delta \chi^2 = 16.0\) with respect to the 2L1S model. In Figure 2, we plot the model curve of the 3L1S wide–wide solution (solid curve in the top panel) and the residuals from the model. The residuals show that the model curve passes through the error bars of all data points around the peak, indicating that the model well describes the observed light curve. To show how the 3L1S model explains the residuals from the 1L1S model, we draw the curve of the difference between the 3L1S and 1L1S solutions in the bottom panel.
panel. For the comparison of the lens system configuration with that of the 2L2S solution, we separately present the configuration of the wide–wide 3L1S solution in the upper panel of Figure 4. From the comparison, it is found that the right parts of the caustics of the two solutions are similar to each other, but the caustic of the 3L1S solution is elongated toward the direction of $M_3$. For the 3L1S model, the deviations from the 2L1S model at around $t_1$ and $t_2$ are explained by the source crossing over the tip of the elongated caustic produced by $M_3$. For the 2L2S model, on the other hand, the deviations are explained by the second source’s approach close to the caustic.

3.5. Comparison of Models

In Figure 7, we present the cumulative distributions of $\Delta \chi^2$ values of the tested models with respect to the 1L1S model. Results from the comparison of the models are summarized as follows.

1. Although the 1L1S solution approximately describes the light curve, the model leaves small but obvious deviations in the peak region.
2. The 2L1S solution with a planetary-mass companion substantially improves the fit, by $\Delta \chi^2 = 181.8$ with respect to the 1L1S solution. The 1L2S solution also improves the fit, but the model is worse than the 2L1S model by $\Delta \chi^2 = 21.3$.
3. With the 3L1S and 2L2S models, the residuals from the 2L1S solution further diminish, and the fits improve by $\Delta \chi^2 = 16.0$ and 13.5 with respect to the 2L1S model, respectively. The degeneracy between the 3L1S and 2L2S models is very severe with $\Delta \chi^2 = \chi_{3L1S}^2 - \chi_{3L1S}^2 = 2.5$, indicating that it is difficult to distinguish the two models based on only the light curve.

Considering the substantial improvement of the fit by the 2L1S model (single-planet model) with respect to the 1L1S model, by $\Delta \chi^2 = 181.8$, the signature of one planet is firmly

Table 2

| Parameter   | Close–Close ($s_2 < 1.0, s_3 < 1$) | Close–Wide ($s_2 < 1.0, s_3 > 1$) | Wide–Close ($s_2 > 1.0, s_3 < 1$) | Wide–Wide ($s_2 > 1.0, s_3 > 1$) |
|-------------|-----------------------------------|-----------------------------------|-----------------------------------|-----------------------------------|
| $\chi^2$/dof| 12628.5/12525                     | 12626.6/12525                    | 12627.9/12525                    | 12625.7/12525                    |
| $t_0$ (HJD) | 8702.015 ± 0.002                  | 8702.014 ± 0.002                 | 8702.015 ± 0.001                 | 8702.012 ± 0.001                 |
| $u_0$ ($10^{-3}$) | 1.04 ± 0.24                     | 2.17 ± 0.15                     | 1.22 ± 0.09                      | 2.36 ± 0.25                     |
| $t_i$ (days) | 16.02 ± 0.26                    | 16.08 ± 0.26                    | 16.18 ± 0.25                     | 16.18 ± 0.24                    |
| $s_2$       | 0.41 ± 0.11                      | 0.47 ± 0.07                      | 2.12 ± 0.13                      | 2.30 ± 0.36                     |
| $q_2$ ($10^{-3}$) | 1.82 ± 1.92                     | 1.32 ± 1.30                     | 1.28 ± 0.17                      | 1.91 ± 0.92                     |
| $\sigma$ (rad) | 2.433 ± 0.070                   | 2.496 ± 0.035                   | 2.456 ± 0.043                    | 2.500 ± 0.029                   |
| $s_3$       | 0.43 ± 0.12                      | 4.23 ± 0.63                      | 0.38 ± 0.05                      | 4.92 ± 1.14                     |
| $q_3$ ($10^{-3}$) | 0.85 ± 1.43                     | 6.55 ± 1.16                     | 1.46 ± 0.25                      | 8.65 ± 2.80                     |
| $\psi$ (rad) | 2.166 ± 0.166                   | 2.099 ± 0.102                   | 2.187 ± 0.096                    | 2.079 ± 0.067                   |
| $p$ ($10^{-7}$) | 2.41 ± 0.04                     | 2.40 ± 0.04                     | 2.40 ± 0.04                      | 2.40 ± 0.04                     |

Note. HJD′ ≡ HJD − 2450000.
detected. However, there are two remaining issues in the interpretation of the event. The first issue is that whether the further improvement of the fit from the 2L1S model with the introduction of an extra lens component (second planet), with $\Delta \chi^2 = 16.0$, or an extra source, with $\Delta \chi^2 = 13.5$, should be seriously considered. If the signal from the extra lens or source is real, then, the second issue is which model, among the 2L2S and 3L1S models, is a correct one for the interpretation of the event. The Astronomical Journal, 2009.

The first issue is closely related to the threshold of detection. Dong et al. (2009) proposed $\Delta \chi^2 \sim 60$ as a threshold (and $\Delta \chi^2 \sim 150$ as a more conservative threshold) for the detection of planets through the central perturbations. Then, although the signal of the first planet, with $\Delta \chi^2 = 181.8$, is firmly detected according to this criterion, the signal of the second planet or the source companion does not meet this criterion, not even considering the increased degrees of freedom. Therefore, it is impossible to claim the 3L1S or 2L2S model for the interpretation of the event considering the unknown systematics in the data.

If the extra deviations from the 2L1S model, although weak, are real, we judge that the 3L1S model provides a more plausible interpretation of the event than the 2L2S model for two major reasons. First, the signature of the second planet according to the 3L1S solution appears in the region where it is expected, i.e., around the peak of a very highly magnified lensing event. While this is not really a reason to prefer the 3L1S model, if the opposite were true, i.e., the signal from the second planet were coming from somewhere other than the peak, it might be a reason to discount the 3L1S model. The more compelling reason to prefer the 3L1S model is that the 2L2S model is physically implausible. According to the 2L2S model, the projected separation (normalized to $\theta_E$) between the binary source components during the lensing magnification is

$$\Delta u = \left( \frac{u_0-u_{0,1}}{\theta_E} \right)^2 + \left( \frac{f_0-f_{0,2}}{\theta_E} \right)^2 \sim 0.0018. \tag{1}$$

This corresponds to the physical separation of

$$d_{s,\perp} = \Delta u D_s \theta_E \sim 0.0036 \text{ au}, \tag{2}$$

where $D_s \sim 8 \text{ kpc}$ denotes the approximate distance to the source and we use $\theta_E = 0.25 \text{ mas}$. See Section 4 for the $\theta_E$ measurement. The separation is too close for a binary system to be stable, and thus the second source would have to be projected a considerable distance in front of or behind the first source star in order to avoid merging of the two source stars. Even if the source companion is a bit further away, it would give rise to ellipsoidal variation (Han & Chang 2006) and xallarap effects (Rahvar & Dominik 2009), but such variations are not seen in the light curve. For example, if the orbital radius is three times of the projected separation, i.e., $a \sim 3d_{s,\perp} \sim 0.01 \text{ au}$ and assuming $\sim 1 M_\odot$ of the binary source, the orbital period would be

$$T = \left( \frac{a}{\text{au}} \right)^2 M_\odot \sim 0.37 \text{ days}. \tag{3}$$

Then, there would be substantial oscillation in the lensing light curve caused by the ellipsoidal variations and xallarap effects. The data quality is good enough to see these variations, if existent, during about 10 days around the peak. Therefore, such solutions require extreme projection, and thus they are implausible.

We estimate the angular Einstein radius from the combination of the normalized source radius $\rho$ and the angular source radius $\theta_s$ by

$$\theta_E = \frac{\theta_s}{\rho}. \tag{4}$$

The value of $\rho$ is measured by modeling the peak part of the light curve that is affected by finite-source effects. For the measurement of $\theta_E$, then it is required to estimate $\theta_s$.

We estimate the angular source radius based on the dereddened color ($V-I_0$) and magnitude $I_0$ using the method of Yoo et al. (2004). Following the method, we first locate the source in the instrumental (uncalibrated) color–magnitude diagram (CMD) and then calibrate the color and magnitude using the known values of the red giant clump (RGC) centroid in the CMD as a reference. In Figure 8, we present the locations of the source and RGC centroid in the instrumental CMD constructed using the pyDIA photometry of the KMTA $I$- and $V$-band data sets. The instrumental color and magnitude of the source are $(V-I, I) = (2.41 \pm 0.04, 20.68 \pm 0.01)$. Using the offsets in color and magnitude, $\Delta(V-I, I)$, from those of the RGC centroid, located at $(V-I, I)_{RGC} = (2.84, 16.64)$, the dereddened color and magnitude of the source are estimated as $(V-I, I)_{0} = (V-I, I)_{RGC} + \Delta(V-I, I) = (0.63 \pm 0.04, 18.39 \pm 0.01)$, where $(V-I, I)_{RGC} = (1.06, 14.35)$ are the known values of the dereddened color and magnitude of the RGC centroid (Bensby et al. 2013; Nataf et al. 2013). The estimated color and magnitude indicate that the source is a very late F-type main-sequence star.

With the measured $(V-I_0)$ and $I_0$, the angular radius of the source is estimated first by converting $V-I$ into $V-K$ using Equation 4. Angular Einstein Radius

4. Angular Einstein Radius

Figure 8. Source location in the instrumental color–magnitude diagram constructed using the pyDIA photometry of KMTA $I$- and $V$-band data sets. The red dot indicates the centroid of the red giant clump (RGC).
Spitzer telescope from KMTA, and thus the peak of KMT-2019-BLG-1953 was only observed (θ, Gould 1994b) yielding terrestrial parallax measurements (Refsdal1966; Gould et al. 2003) model for remnant lenses, i.e., white dwarfs, neutron stars, and black holes. With these prior distributions, we produce 4 × 10^7 artificial events by conducting a Monte Carlo simulation. We then construct the probability distribution of the physical lens parameters for events with t_E’s and θ_E’s located within the range of the measured values.

In Figure 9, we present the probability distributions for the mass of the planet host, M_host (upper panel), and the distance to the lens, D_L (lower panel). It is estimated that the host star has a mass of

\[ M_{\text{host}} = 0.31^{+0.37}_{-0.17} \, M_{\odot}, \]

and is located at a distance of

\[ D_L = 7.04^{+1.10}_{-1.33} \, \text{kpc}. \]

Therefore, the host of the planets is a low-mass star located either in the bulge or just in front of it in the disk. The mass of the confirmed planet is

\[ M_p = 0.64^{+0.76}_{-0.35} \, M_{\odot}. \]

The mass of the second planet, if existent, is in the ranges of 0.1 ≤ M_2/M_1 ≤ 1.1 for solutions with s_3 < 1.0 and 1.1 ≤ M_2/M_1 ≤ 6.1 for solutions with s_3 > 1.0.

### 6. Discussion

Similar to the case of OGLE-2005-BLG-169Lb, for which the planet was discovered because of very dense sampling at
the peak (Gould et al. 2006), the signal of the potential second planet could have been clearly detected if the peak of the light curve had been much more densely observed by follow-up observations, although interpreting the signal might be subject to various types of degeneracy. Although KMTNet issued an alert for KMT-2019-BLG-1953 more than 24 hr before peak, with real-time updates to its web page27 every three hours, no follow-up observations were taken. Here we call attention to the potential value of such follow-up observations in the case of this event, and by extension, to other similar events.

Despite the fact that KMT-2019-BLG-1953 lies in one of KMTNet’s three highest-cadence fields, with a cadence of 15 minutes, the coverage was not dense enough to securely detect the second planet. Thus, even though the KMTNet observing strategy was originally designed to capture the shortest anomalies, due to Earth-mass planets, it is still not frequent enough to fully exploit the very rare extreme-magnification events such as KMT-2019-BLG-1953. In the era prior to the advent of KMTNet, such high-magnification and extremely high-magnification events were a major channel of planet detection, and they were observed at a much higher cadence (Gould et al. 2010).

Indeed, high-cadence observations from multiple well-separated sites led to terrestrial parallax measurements for two events, OGLE-2007-BLG-224 (Gould et al. 2009) and OGLE-2008-BLG-279 (Yee et al. 2009). In the case of KMT-2019-BLG-1953, it is far from clear that such well-separated observations of the peak would have yielded a successful terrestrial parallax measurement. For example, if $M \sim 0.3 M_\odot$ and $D_s - D_L \sim 1$ kpc, as in our best Bayesian estimate, then $\pi_E \sim 0.085$ with a resulting projected velocity of $\vec{v} = au/\pi_E D_L \rightarrow 1300$ km s$^{-1}$. Hence, the peaks as observed by two telescopes separated by 2500 km would have been displaced by at most 2 s. This would be too short to measure reliably. Nevertheless, without a parallax measurement, we do not know with certainty that the lens was not much closer, in which case it could have formed a planet.

The main point is that extreme microlensing events such as KMT-2019-BLG-1953 are a rich source of information, both about planets (multiplanetary systems) and microlens parallaxes. They occur only a few times per season, and they should be followed up with intensive observations, when possible, even in the current high-cadence surveys.

7. Summary and Conclusion

We analyzed a very high-magnification event KMT-2019-BLG-1953. The model based on the 1L1S interpretation with finite-source effects appeared to approximately describe the observed light curve, but the residuals from the model exhibited small but obvious deviations with $\Delta I \lesssim 0.07$ mag in the peak region. A 2L1S model revealed the existence of a planetary companion to the lens ($q \sim 2 \times 10^{-3}$) with a significant confidence level. It was found that additional modeling by introducing a second planetary lens companion or an extra source companion further reduced the residuals from the 2L1S model. However, this extra signal is not strong enough to confirm the additional lens or source companion. From the Bayesian analysis conducted based on the measured $\tau_E$ and $\theta_E$, it was estimated that the host of the planet was a low-mass star with a mass of $M_{\text{host}} = 0.31^{+0.37}_{-0.17} M_\odot$ and the planetary system was located at a distance of $D_L = 7.04^{+1.10}_{-1.33}$ kpc toward the Galactic center. The mass of the confirmed planet was in the range of $M_p = 0.64^{+0.36}_{-0.35} M_J$.
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