Mean-square convergence and stability of the backward Euler method for stochastic differential delay equations with highly nonlinear growing coefficients

Zhuoqi Liu,∗ Qian Guo,† Shuaibin Gao,‡

September 21, 2022

Abstract

Over the last few decades, the numerical methods for stochastic differential delay equations (SDDEs) have been investigated and developed by many scholars. Nevertheless, there is still little work to be completed. By virtue of the novel technique, this paper focuses on the mean-square convergence and stability of the backward Euler method (BEM) for SDDEs whose drift and diffusion coefficients can both grow polynomially. The upper mean-square error bounds of BEM are obtained. Then the convergence rate, which is one-half, is revealed without using the moment boundedness of numerical solutions. Furthermore, under fairly general conditions, the novel technique is applied to prove that the BEM can inherit the exponential mean-square stability with a simple proof. At last, two numerical experiments are implemented to illustrate the reliability of the theories.
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1 Introduction

Stochastic differential equations (SDEs) have been investigated by many scholars due to their extensive applications in many fields, including control problems, finance, biology, population model, communication, etc [11 20 28]. However, it is difficult to obtain the exact solutions to SDEs. So using numerical algorithms to aquire approximations is a meaningful way to analyze the properties of solutions. It is well known that Euler-Maruyama (EM) method is one of the most popular numerical algorithms for SDEs [20 28]. Unfortunately, the divergence of EM scheme for SDEs with super-linear coefficients was proved in [18]. Whereafter, different kinds of modified EM methods have been established to approximate nonlinear SDEs,
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such as truncated EM method\cite{24, 29}, tamed EM method\cite{19, 38}, stopped EM method\cite{26}, multilevel EM method\cite{3}, projected EM method\cite{5} and others. Furthermore, the implicit methods have also been studied and developed on account of their better convergence rates in the last decades \cite{2, 4, 20, 40, 44}.

The scholars use stochastic differential delay equations(SDDEs) to describe a class of more applicative systems which not only depend on the present state but also depend on the past state\cite{6, 28}. Like SDEs, the numerical methods of SDDEs have also been widely discussed. The modified EM methods for SDDEs were analyzed in \cite{11, 9, 13, 22, 39}, while the implicit EM methods were investigated in \cite{12, 25, 11, 43, 50}. It is worth noting that the diffusion coefficients of the equations in \cite{12, 25, 11, 43, 50} can not grow super-linearly, which has a adverse effect on the development of the implicit methods. In order to eliminate this adverse effect, the papers \cite{52, 49, 53} and \cite{46, 48} focused on studying the backward Euler method (BEM) and split-step method for SDDEs respectively, whose drift and diffusion coefficients can grow super-linearly. However, the convergence rate was not shown in \cite{52}; there is no constant in the diffusion coefficient in \cite{10, 17, 23, 33, 34, 37, 42, 45, 54}. The theories in \cite{49, 52, 53} can not cover the equations with diffusion coefficient $g(x(t), x(t-\tau)) = x(t-\tau)$. Similarly, to a degree, Assumption 2.2 in \cite{8} is also a bit strong. Moreover, the stabilities of split-step methods were analyzed in \cite{7, 51, 35, 50, 43}. Especially, it should be noted that the constraint of coefficients was relaxed in \cite{55}, but the locally Lipschitz conditions of coefficients were used in the proof process. Hence, the second goal of our paper is to prove that the numerical solutions to BEM for SDDEs with highly nonlinear drift and diffusion coefficients under the weaker conditions.

As is known to all, in addition to the convergence, the long-time stability of the numerical solution is also worth studying. The stabilities of implicit EM methods for SDEs were given in \cite{14, 16, 30, 32}. In the rest of this paragraph, we only discuss the stability of the implicit scheme for SDDEs. When the diffusion coefficients satisfy $|g(x(t), x(t-\tau))|^2 \leq c_1|x(t)|^2 + c_2|x(t-\tau)|^2$ (where $c_1, c_2$ are positive constants and $x(t-\tau)$ is the delay term), the stabilities of the BEM solutions to SDDEs were studied in \cite{10, 17, 23, 33, 34, 37, 42, 45, 54}. The theories in \cite{49, 52, 53} can not cover the equations with diffusion coefficient $g(x(t), x(t-\tau)) = x(t-\tau)$. Similarly, to a degree, Assumption 2.2 in \cite{8} is also a bit strong. Moreover, the stabilities of split-step methods were analyzed in \cite{7, 51, 35, 50, 43}. Especially, it should be noted that the constraint of coefficients was relaxed in \cite{55}, but the locally Lipschitz conditions of coefficients were used in the proof process. Hence, the second goal of our paper is to prove that the numerical solutions to BEM for SDDEs are exponentially mean-square stable without using the locally Lipschitz conditions. That is, by making use of the novel technique, the mean-square stability of the numerical solutions can be obtained easily under the weaker conditions.

Let’s summarize the main contributions of our paper. Under the fairly general conditions, by borrowing the techniques from\cite{2, 27, 44}, we investigate the strong convergence rate and exponential mean-square stability of the BEM for SDDEs whose drift and diffusion coefficients can grow super-linearly.

To use the novel technique, we introduce the crucial equality

$$2\langle x - y, x \rangle = |x|^2 - |y|^2 + |x - y|^2, \quad \forall x, y \in \mathbb{R}^d, \quad (1.1)$$

which will play an important role in our paper. Moreover, the discussions of the comparison between explicit and implicit numerical schemes can be found in \cite{15, 21, 27, 44} and references therein.

This paper is organized as follows. In Section 2, we introduce some necessary notations and prove that the global error in mean-square sense is controlled by the local error. Section
3 gives the convergence rate of BEM without using the moment boundedness of numerical solutions. In Section 4, under a stronger condition, the convergence rate is given by a much simpler proof. In Section 5, we present the exponential mean-square stability of BEM. In Section 6, two numerical examples are considered to illustrate the reliability of the theories.

2 Error bounds for BEM

Let $|\cdot|$ and $\langle \cdot, \cdot \rangle$ denote the Euclidean norm and the inner product of vectors in $\mathbb{R}^d$. We use $\mathbb{N}$ to denote the set of all positive integers. If $A \in \mathbb{R}^{d \times m}$ is a matrix, its trace norm is denoted by $\|A\| = \sqrt{\text{trace}(A^T A)}$, where $A^T$ is the transpose of matrix $A$, $d, m \in \mathbb{N}$.

Let $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [0,T]}, \mathbb{P})$ stand for a complete probability space with a filtration $\{\mathcal{F}_t\}_{t \in [0,T]}$ satisfying the usual conditions (i.e., it is increasing and right continuous while $\mathcal{F}_0$ contains all $\mathbb{P}$-null sets). Let $\mathbb{E}$ be the probability expectation with respect to $\mathbb{P}$. Let $\mathcal{C}^r = \mathcal{C}^r(\Omega, \mathbb{R}^d)$ be the family of $\mathbb{R}^d$-valued random variables $\xi$ satisfying $\mathbb{E} |\xi|^r < \infty$, $r \in \mathbb{N}$. Let $\mathcal{C}([-\tau, 0]; \mathbb{R}^d)$ stand for the family of all continuous functions from $[-\tau, 0]$ to $\mathbb{R}^d$ with the norm $|\varphi|_\infty = \sup_{-\tau \leq \theta \leq 0} |\varphi(\theta)|$. And denote by $C$ a generic positive constant which is independent of time stepsize.

Now we consider the nonlinear SDDE of the form
\[
dx(t) = \alpha(x(t), x(t - \tau)) \, dt + \beta(x(t), x(t - \tau)) \, dW(t),
\]
on $t \geq 0$ with the initial data
\[x_0 = \varphi = \{\varphi(\theta) : -\tau \leq \theta \leq 0\} \in \mathcal{C}([-\tau, 0]; \mathbb{R}^d),\]
where $\alpha : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d$ and $\beta : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^{d \times m}$. Moreover, $W(t)$ is an $m$-dimensional Brownian motion.

Now we construct the BEM for SDDEs. Suppose that there exist two positive integers $N, M$ such that $\Delta = \frac{T}{N} = \frac{r}{M}$, where $\Delta$ is the step size. Define
\[
\begin{align*}
\{ & Z_n = \varphi(n\Delta), \quad n = -M, -M + 1, \ldots, 0, \\
& Z_n = Z_{n-1} + \alpha(Z_{n}, Z_{n-M}) \Delta + \beta(Z_{n-1}, Z_{n-1-M}) \Delta W_{n-1}, \quad n = 1, 2, \ldots, N,
\end{align*}
\]
where $\Delta W_{n-1} := W(t_n) - W(t_{n-1})$.

Before analyzing the errors between exact solutions and numerical solutions, some necessary assumptions should be imposed.

**Assumption 2.1.** There exist constants $K > 0$ and $q > 2$ such that
\[
\langle x - \bar{x}, \alpha(x, y) - \alpha(\bar{x}, \bar{y}) \rangle + \frac{(q - 1)}{2} \|\beta(x, y) - \beta(\bar{x}, \bar{y})\|^2 \leq K \left( |x - \bar{x}|^2 + |y - \bar{y}|^2 \right),
\]
for any $x, y, \bar{x}, \bar{y} \in \mathbb{R}^d$.

By Assumption 2.1, we can get that
\[
\langle x - \bar{x}, \alpha(x, y) - \alpha(\bar{x}, y) \rangle \leq K |x - \bar{x}|^2,
\]
for any $x, y, \bar{x} \in \mathbb{R}^d$. When $K\Delta < 1$, (2.3) has a unique solution due to the fixed point theorem. Then the BEM is well defined [32].
Assumption 2.2. Suppose that the SDDE (2.7) admits a unique \( \{ F_t \}_{t \in [0,T]} \)-adapted solution with continuous sample paths, and \( \sup_{s \in [0,T]} \mathbb{E}[x(s)]^2 < \infty \), \( \sup_{s \in [0,T]} \mathbb{E}[\alpha(x(s), x(s-\tau))]^2 < \infty \) hold. Furthermore, assume that the BEM admits a unique \( \{ F_n \}_{n \in \{1,2,\ldots,N\}} \)-adapted solution \( \{ Z_n \}_{n=0}^N \) as well.

Lemma 2.3. Let Assumption 2.2 hold. For \( n \in \{1,2,\ldots,N\}, N \in \mathbb{N} \), we have

\[
\begin{align*}
&\left| [x(t_n) - Z_n] - \Delta [\alpha(x(t_n), x(t_n-M)) - \alpha(Z_n, Z_{n-M})] \right|^2 \\
&= \left| [x(t_{n-1}) - Z_{n-1}] - \Delta [\alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M})] \right|^2 \\
&\quad - \Delta^2 [\alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M})]^2 \\
&\quad + \left| [\beta(x(t_{n-1}), x(t_{n-1-M})) - \beta(Z_{n-1}, Z_{n-1-M})] \Delta W_{n-1} \right|^2 + |\mathcal{R}_n|^2 \\
&\quad + 2\Delta \langle [x(t_{n-1}) - Z_{n-1}] - \Delta [\alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M})], \mathcal{R}_n \rangle \\
&\quad + 2\Delta \langle \alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M}), \mathcal{R}_n \rangle \\
&\quad + 2\Delta \langle [\beta(x(t_{n-1}), x(t_{n-1-M})) - \beta(Z_{n-1}, Z_{n-1-M})] \Delta W_{n-1}, \mathcal{R}_n \rangle,
\end{align*}
\]

where

\[
\mathcal{R}_n = \int_{t_{n-1}}^{t_n} [\alpha(x(s), x(s-\tau)) - \alpha(x(t_n) - x(t_{n-M}))] ds + \int_{t_{n-1}}^{t_n} [\beta(x(s), x(s-\tau)) - \beta(x(t_{n-1}) - x(t_{n-1-M}))] dW(s).
\]

Proof. From the definitions of (2.1) and (2.3), one can see that

\[
\begin{align*}
&[x(t_n) - Z_n] - \Delta [\alpha(x(t_n), x(t_n-M)) - \alpha(Z_n, Z_{n-M})] \\
&= [x(t_{n-1}) - Z_{n-1}] - \Delta [\alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M})] \\
&\quad + \Delta [\alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M})] \\
&\quad + [\beta(x(t_{n-1}), x(t_{n-1-M})) - \beta(Z_{n-1}, Z_{n-1-M})] \Delta W_{n-1} \\
&\quad + \mathcal{R}_n,
\end{align*}
\]

where
Lemma 2.4. Then we have

$$\begin{align*}
&|x(t_n) - Z_n| - \Delta[\alpha(x(t_n), x(t_{n-M})) - \alpha(Z_n, Z_{n-M})]^2 \\
&= |x(t_{n-1}) - Z_{n-1}| - \Delta[\alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M})]^2 \\
&\quad + \Delta^2[\alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M})]^2 \\
&\quad + |\beta(x(t_{n-1}), x(t_{n-1-M})) - \beta(Z_{n-1}, Z_{n-1-M})|\Delta W_{n-1}^2 + |R_n|^2 \\
&\quad + 2\Delta[\alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M})] \Delta W_{n-1} \\
&\quad + 2[\beta(x(t_{n-1}), x(t_{n-1-M})) - \beta(Z_{n-1}, Z_{n-1-M})] W_{n-1} \\
&\quad + 2[\beta(x(t_{n-1}), x(t_{n-1-M})) - \beta(Z_{n-1}, Z_{n-1-M})] W_{n-1} - \beta(Z_{n-1}, Z_{n-1-M})] \Delta W_{n-1} \\
&\quad + 2[\beta(x(t_{n-1}), x(t_{n-1-M})) - \beta(Z_{n-1}, Z_{n-1-M})] W_{n-1} - \beta(Z_{n-1}, Z_{n-1-M})] \Delta W_{n-1} - R_n.
\end{align*}$$

Rearranging the above equation gives the result. □

**Lemma 2.4.** Let Assumptions 2.4.2.2 hold and $0 < 2K \Delta < 1$. Then for all $n \in \{1, 2, ..., N\}$, $N \in \mathbb{N}$, we derive that

$$\begin{align*}
E|\mathcal{R}_n|^2 < \infty, \quad E|x(t_n) - Z_n|^2 < \infty, \\
E|x(t_n) - Z_n| - \Delta[\alpha(x(t_n), x(t_{n-M})) - \alpha(Z_n, Z_{n-M})]^2 < \infty, \\
E[\alpha(x(t_n), x(t_{n-M})) - \alpha(Z_n, Z_{n-M})]^2 < \infty, \\
E[\beta(x(t_n), x(t_{n-M})) - \beta(Z_n, Z_{n-M})] \Delta W_{n-1}^2 < \infty.
\end{align*}$$

**Proof.** For all $n \in \{1, 2, ..., N\}$, $N \in \mathbb{N}$, we prove $E|\mathcal{R}_n|^2 < \infty$ firstly. We have already known that $\sup_{s \in [0, T]} E|x(s)|^2 < \infty$ and $\sup_{s \in [0, T]} E|\alpha(x(s), x(s - \tau))|^2 < \infty$. By Assumption 2.1 for $s \in [t_{n-1}, t_n]$ we can get

$$\begin{align*}
&\mathbb{E}\|\beta(x(s), x(s - \tau)) - \beta(x(t_{n-1}) - x(t_{n-1-M}))\|^2 \\
&\leq \frac{2K}{(q - 1)} \mathbb{E}|x(s) - x(t_{n-1})|^2 + \frac{2K}{(q - 1)} \mathbb{E}|x(s - \tau) - x(t_{n-1-M})|^2 \\
&\quad - \frac{2}{(q - 1)} \mathbb{E}(x(s) - x(t_{n-1}), \alpha(x(s), x(s - \tau)) - \alpha(x(t_{n-1}), x(t_{n-1-M}))) \\
&\leq \frac{2K + 1}{(q - 1)} \mathbb{E}|x(s) - x(t_{n-1})|^2 + \frac{2K}{(q - 1)} \mathbb{E}|x(s - \tau) - x(t_{n-1-M})|^2 \\
&\quad + \frac{1}{(q - 1)} \mathbb{E}|\alpha(x(s), x(s - \tau)) - \alpha(x(t_{n-1}), x(t_{n-1-M}))|^2 < \infty.
\end{align*}$$
Relying on the obtained information above, for \( n \in \{1, 2, \ldots, N\}, \) \( N \in \mathbb{N}, \) \( \mathbb{E}[\mathcal{R}_n]^2 < \infty \) can be proved due to the Itô isometry. Taking expectations on both sides of (2.5), it is easy to get

\[
\mathbb{E}\left[ |x(t_n) - Z_n| - \Delta[\alpha(x(t_n), x(t_{n-M})) - \alpha(Z_n, Z_{n-M})] \right]^2 \leq 2\mathbb{E}\left[ |x(t_{n-1}) - Z_{n-1}| - \Delta[\alpha(x(t_{n-1}), x(t_{n-M})) - \alpha(Z_{n-1}, Z_{n-1-M})] \right]^2 \\
+ 2\mathbb{E}\left[ |\beta(x(t_{n-1}), x(t_{n-1-M})) - \beta(Z_{n-1}, Z_{n-1-M})|\Delta W_{n-1} \right]^2 + 4\mathbb{E}|\mathcal{R}_n|^2 \\
+ 2\Delta\mathbb{E}\left[ \alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M}) \right] \\
+ 2\Delta\mathbb{E}\left[ \beta(x(t_{n-1}), x(t_{n-1-M})) - \beta(Z_{n-1}, Z_{n-1-M}) \right] \Delta W_{n-1}.
\]

(2.7)

Next, we use the inductive reasoning to prove

\[
\mathbb{E}\left[ |x(t_n) - Z_n| - \Delta[\alpha(x(t_n), x(t_{n-M})) - \alpha(Z_n, Z_{n-M})] \right]^2 < \infty.\]

One can observe that

\[
|x(0) - Z_0| - \Delta[\alpha(x(0), x(-\tau)) - \alpha(Z_0, Z_{-M})] \\
= [\alpha(x(0), x(-\tau)) - \alpha(Z_0, Z_{-M})] \\
= \alpha(x(0), x(-\tau)) - \alpha(Z_0, Z_{-M}) \\
= |\beta(x(0), x(-\tau)) - \beta(Z_0, Z_{-M})| \Delta W_0 \\
= 0.
\]

According to (2.7), we know that

\[
\mathbb{E}\left[ |x(t_1) - Z_1| - \Delta[\alpha(x(t_1), x(t_{1-M})) - \alpha(Z_1, Z_{1-M})] \right]^2 \leq 4\mathbb{E}|\mathcal{R}_1|^2 < \infty.
\]

Now we suppose that

\[
\mathbb{E}\left[ |x(t_{n-1}) - Z_{n-1}| - \Delta[\alpha(x(t_{n-1}), x(t_{n-M})) - \alpha(Z_{n-1}, Z_{n-1-M})] \right]^2 < \infty,
\]

then we get from Assumption 2.1 that

\[
\mathbb{E}\left[ |x(t_{n-1}) - Z_{n-1}| - \Delta[\alpha(x(t_{n-1}), x(t_{n-M})) - \alpha(Z_{n-1}, Z_{n-1-M})] \right]^2 \\
\geq \mathbb{E}|x(t_{n-1}) - Z_{n-1}|^2 \\
- 2\Delta\mathbb{E}\left[ \alpha(x(t_{n-1}), x(t_{n-M})) - \alpha(Z_{n-1}, Z_{n-1-M}) \right] \\
+ \Delta^2\mathbb{E}\left[ \alpha(x(t_{n-1}), x(t_{n-M})) - \alpha(Z_{n-1}, Z_{n-1-M}) \right]^2
\]

Thus,

\[
\mathbb{E}\left[ |x(t_{n-1}) - Z_{n-1}| - \Delta[\alpha(x(t_{n-1}), x(t_{n-M})) - \alpha(Z_{n-1}, Z_{n-1-M})] \right]^2 \\
+ 2K\Delta\mathbb{E}|x(t_{n-1}) - Z_{n-1}|^2 \\
\geq (1 - 2K\Delta)\mathbb{E}|x(t_{n-1}) - Z_{n-1}|^2 \\
+ \Delta^2\mathbb{E}\left[ \alpha(x(t_{n-1}), x(t_{n-M})) - \alpha(Z_{n-1}, Z_{n-1-M}) \right]^2.
\]
Based on the assumptions above, we have

$$\infty > (1 - 2K\Delta) \mathbb{E}|x(t_{n-1}) - Z_{n-1}|^2$$
$$+ \Delta^2 \mathbb{E}|\alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M})|^2.$$

Therefore, for $0 \leq 2K\Delta < 1$, one can derive that

$$\mathbb{E}|x(t_{n-1}) - Z_{n-1}|^2 < \infty,$n
$$\mathbb{E}|\alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M})|^2 < \infty,$n

and

$$\mathbb{E}|\beta(x(t_{n-1}), x(t_{n-1-M})) - \beta(Z_{n-1}, Z_{n-1-M})|^2$$
$$\leq \frac{2K + 1}{(q - 1)} \mathbb{E}|x(t_{n-1}) - Z_{n-1}|^2 + \frac{2K}{(q - 1)} \mathbb{E}|x(t_{n-1-M}) - Z_{n-1-M}|^2$$
$$+ \frac{1}{(q - 1)} \mathbb{E}|\alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M})|^2 < \infty.$$

Moreover, using the properties of Brownian motion and Itô’s isometry gives that

$$\mathbb{E}|\beta(x(t_{n-1}), x(t_{n-1-M})) - \beta(Z_{n-1}, Z_{n-1-M})|\Delta W_{n-1}|^2$$
$$= \Delta \mathbb{E}|\beta(x(t_{n-1}), x(t_{n-1-M})) - \beta(Z_{n-1}, Z_{n-1-M})|^2,$$
$$\mathbb{E}<\beta(x(t_{n-1}) - Z_{n-1}) - \Delta[\alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M})],$$
$$\beta(x(t_{n-1}), x(t_{n-1-M})) - \beta(Z_{n-1}, Z_{n-1-M})|\Delta W_{n-1}> = 0,$$
$$\mathbb{E}<\alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M}),$$
$$\beta(x(t_{n-1}), x(t_{n-1-M})) - \beta(Z_{n-1}, Z_{n-1-M})|\Delta W_{n-1}> = 0.$$

Using Assumption 2.1 we get from (2.7) that

$$\mathbb{E}|x(t_{n}) - Z_{n}| - \Delta[\alpha(x(t_{n}), x(t_{n-M})) - \alpha(Z_{n}, Z_{n-M})]|^2$$
$$\leq 2\mathbb{E}|x(t_{n-1}) - Z_{n-1}| - \Delta[\alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M})]|^2$$
$$+ 2\Delta^2 \mathbb{E}|\beta(x(t_{n-1}), x(t_{n-1-M})) - \beta(Z_{n-1}, Z_{n-1-M})|^2 + 4\mathbb{E}|\mathcal{R}_{n}|^2$$
$$+ 2\Delta^2 \mathbb{E}<x(t_{n-1}) - Z_{n-1}, \alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M})>$$
$$\leq 2\mathbb{E}|x(t_{n-1}) - Z_{n-1}| - \Delta[\alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M})]|^2$$
$$+ 2\Delta^2 \mathbb{E}|\beta(x(t_{n-1}), x(t_{n-1-M})) - \beta(Z_{n-1}, Z_{n-1-M})|^2 + 4\mathbb{E}|\mathcal{R}_{n}|^2$$
$$+ 2K \Delta \mathbb{E}|x(t_{n-1}) - Z_{n-1}|^2 + 2K \Delta \mathbb{E}|x(t_{n-1-M}) - Z_{n-1-M}|^2 < \infty.$$

By the induction reasoning, we know that $\mathbb{E}|x(t_{n}) - Z_{n}| - \Delta[\alpha(x(t_{n}), x(t_{n-M})) - \alpha(Z_{n}, Z_{n-M})]|^2 < \infty$. Then for for all $n \in \{1, 2, ..., N\}$, $N \in \mathbb{N}$, the following results can be acquired

$$\mathbb{E}|x(t_{n}) - Z_{n}| < \infty,$$
\[\mathbb{E}|\alpha(x(t_n), x(t_{n-M})) - \alpha(Z_n, Z_{n-M})|^2 < \infty,\]
\[\mathbb{E}||\beta(x(t_n), x(t_{n-M})) - \beta(Z_n, Z_{n-M})||^2 < \infty.\]

With these two lemmas, we are going to prove the following theorem.

\textbf{Theorem 2.5.} Let Assumptions 2.4, 2.5 hold and \(0 < 2K\Delta < 1\). Then for all \(n \in \{1, 2, ..., N\}, N \in \mathbb{N}\), there is a constant \(C\) independent of \(n\), such that

\[\mathbb{E}|x(t_n) - Z_n|^2 \leq C \left(\sum_{i=1}^{n} \mathbb{E}|\mathcal{R}_i|^2 + \Delta^{-1} \sum_{i=1}^{n} \mathbb{E}[(\mathbb{E}(|\mathcal{R}_i| \mid \mathcal{F}_{t_{i-1}})|^2)\right),\]

where \(\mathcal{R}_i\) is defined by 2.4.

\textbf{Proof.} By Lemma 2.3 and the Hölder inequality, we derive that

\[\mathbb{E}||x(t_{n-1}) - Z_{n-1}| - \Delta[\alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M})]||^2\]
\[\leq \mathbb{E}||x(t_{n-1}) - Z_{n-1}| - \Delta[\alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M})]|^2 + 2\mathbb{E}\langle x(t_{n-1}) - Z_{n-1}, \alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M})\rangle + 2\mathbb{E}\langle x(t_{n-1}) - Z_{n-1}, \mathcal{R}_n\rangle + 2\mathbb{E}\langle \alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M}), \mathcal{R}_n\rangle + (q - 2)\mathbb{E}||\beta(x(t_{n-1}), x(t_{n-1-M})) - \beta(Z_{n-1}, Z_{n-1-M})\Delta W_{n-1}|^2\]
\[+ \frac{1}{q - 2}\mathbb{E}|\mathcal{R}_n|^2\]
\[= \mathbb{E}||x(t_{n-1}) - Z_{n-1}| - [\alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M})]|^2 + 2\mathbb{E}\langle x(t_{n-1}) - Z_{n-1}, \alpha(x(t_{n-1}), x(t_{n-1-M})) - \alpha(Z_{n-1}, Z_{n-1-M})\rangle + (q - 1)\mathbb{E}||\beta(x(t_{n-1}), x(t_{n-1-M})) - \beta(Z_{n-1}, Z_{n-1-M})||^2 + \frac{q - 1}{q - 2}\mathbb{E}|\mathcal{R}_n|^2\]
\[+ 2\mathbb{E}\langle x(t_{n-1}) - Z_{n-1}, \mathcal{R}_n\rangle.\]

Using Assumption 2.1 and the properties of conditional expectation leads to

\[\mathbb{E}||x(t_{n}) - Z_{n}| - \Delta[\alpha(x(t_{n}), x(t_{n-M})) - \alpha(Z_{n}, Z_{n-M})]|^2\]
\[\leq \mathbb{E}||x(t_{n}) - Z_{n}| - \Delta[\alpha(x(t_{n}), x(t_{n-M})) - \alpha(Z_{n}, Z_{n-M})]|^2 + 2K\Delta|\mathbb{E}|x(t_{n-M}) - Z_{n-M}|^2 + 2K\Delta|\mathbb{E}|x(t_{n-1-M}) - Z_{n-1-M}|^2\]
\[+ \Delta|\mathbb{E}|x(t_{n}) - Z_{n}|^2 + \frac{1}{\Delta} \mathbb{E}[(\mathbb{E}(|\mathcal{R}_i| \mid \mathcal{F}_{t_{i-1}})|^2)\]
By iterating and \( \mathbb{E}[x(t_0) - Z_0] - \Delta[\alpha(x(t_0), x(-\tau)) - \alpha(Z_0, Z_{-\tau})] = 0 \), we have

\[
\begin{align*}
\mathbb{E}[x(t_n) - Z_n] - \Delta[\alpha(x(t_n), x(t_{n-M})) - \alpha(Z_n, Z_{n-M})] &= 0 \\
\mathbb{E}[x(t_0) - Z_0] - \Delta[\alpha(x(t_0), x(-\tau)) - \alpha(Z_0, Z_{-\tau})] &= 0 \\
+ (2K + 1)\Delta \sum_{i=0}^{n-1} \mathbb{E}|x(t_i) - Z_i|^2 + 2K\Delta \sum_{i=0}^{n-1} \mathbb{E}|x(t_{i-M}) - Z_{i-M}|^2 \\
+ \frac{1}{\Delta} \sum_{i=1}^{n} \mathbb{E}[[\mathbb{E}(R_i | F_{t_{i-1}})]^2] + \frac{q-1}{q-2} \sum_{i=1}^{n} \mathbb{E}|R_i|^2
\end{align*}
\]

where we used the fact that \( \sum_{i=0}^{n-1} \mathbb{E}|x(t_{i-M}) - Z_{i-M}|^2 = \sum_{i=0}^{n-1-M} \mathbb{E}|x(t_i) - Z_i|^2 \). Using the Assumption 2.1 leads to

\[
\begin{align*}
\mathbb{E}[x(t_n) - Z_n] - \Delta[\alpha(x(t_n), x(t_{n-M})) - \alpha(Z_n, Z_{n-M})] &= 0 \\
= \mathbb{E}[x(t_n) - Z_n]^2 - 2\Delta \mathbb{E}(x(t_n) - Z_n, \alpha(x(t_n), x(t_{n-M})) - \alpha(Z_n, Z_{n-M})) \\
+ \Delta^2 \mathbb{E}[\alpha(x(t_n), x(t_{n-M})) - \alpha(Z_n, Z_{n-M})]^2 \\
\geq (1 - 2K\Delta) \mathbb{E}|x(t_n) - Z_n|^2 - 2K\Delta \mathbb{E}|x(t_{n-M}) - Z_{n-M}|^2.
\end{align*}
\]

Combining these inequalities yields that

\[
\begin{align*}
(1 - 2K\Delta) \mathbb{E}|x(t_n) - Z_n|^2 \\
\leq (2K + 1)\Delta \sum_{i=0}^{n-1} \mathbb{E}|x(t_i) - Z_i|^2 + 2K\Delta \sum_{i=-M}^{-1} \mathbb{E}|x(t_i) - Z_i|^2 \\
+ 2K\Delta \sum_{i=0}^{n-1-M} \mathbb{E}|x(t_i) - Z_i|^2 + 2K\Delta \mathbb{E}|x(t_{n-M}) - Z_{n-M}|^2 \\
+ \frac{1}{\Delta} \sum_{i=1}^{n} \mathbb{E}[[\mathbb{E}(R_i | F_{t_{i-1}})]^2] + \frac{q-1}{q-2} \sum_{i=1}^{n} \mathbb{E}|R_i|^2
\end{align*}
\]

\[
\begin{align*}
\leq (2K + 1)\Delta \sum_{i=0}^{n-1} \mathbb{E}|x(t_i) - Z_i|^2 + 2K\Delta \sum_{i=-M}^{-1} \mathbb{E}|x(t_i) - Z_i|^2 \\
+ \frac{1}{\Delta} \sum_{i=1}^{n} \mathbb{E}[[\mathbb{E}(R_i | F_{t_{i-1}})]^2] + \frac{q-1}{q-2} \sum_{i=1}^{n} \mathbb{E}|R_i|^2
\end{align*}
\]

\[
\leq (4K + 1)\Delta \sum_{i=0}^{n-1} \mathbb{E}|x(t_i) - Z_i|^2 + \frac{1}{\Delta} \sum_{i=1}^{n} \mathbb{E}[[\mathbb{E}(R_i | F_{t_{i-1}})]^2] + \frac{q-1}{q-2} \sum_{i=1}^{n} \mathbb{E}|R_i|^2.
\]
By the Gronwall inequality, we get the desired result.

3 Strong convergence rate

The strong convergence rate of BEM for SDDE with super-linear coefficients is discussed in this section. In order to analyze the convergence rate, we need to make additional assumptions.

**Assumption 3.1.** Let Assumption 2.1 hold, and there are several constants \( \rho \in [1, \infty), \bar{\rho} \in [4\rho - 2, \infty), K_1 \in (0, \infty) \) such that

\[
|\alpha(x, y) - \alpha(\bar{x}, \bar{y})| \leq K_1(1 + |x|^\rho - 1 + |y|^\rho - 1 + |\bar{x}|^\rho - 1 + |\bar{y}|^\rho - 1)(|x - \bar{x}| + |y - \bar{y}|)
\]

\[
\langle x, \alpha(x, y) \rangle + \frac{(\bar{\rho} - 1)}{2}\|\beta(x, y)\|^2 \leq K_1(1 + |x|^2 + |y|^2),
\]

for any \( x, y, \bar{x}, \bar{y} \in \mathbb{R}^d \).

By Young’s inequality, Assumption 3.1 leads to

\[
\|\beta(x, y) - \beta(\bar{x}, \bar{y})\|^2 \leq C(1 + |x|^\rho - 1 + |y|^\rho - 1 + |\bar{x}|^\rho - 1 + |\bar{y}|^\rho - 1)(|x - \bar{x}|^2 + |y - \bar{y}|^2),
\]

(3.1)

\[
|(\alpha(x, y)| \leq C(1 + |x|^\rho + |y|^\rho),
\]

and

\[
\|(\beta(x, y))\|^2 \leq C(1 + |x|^\rho + 1 + |y|^\rho + 1),
\]

(3.2)

for any \( x, y, \bar{x}, \bar{y} \in \mathbb{R}^d \).

It is worth noting that Assumption 3.1 suffices to imply Assumption 2.2, which means that SDDE (2.1) admits a unique solution satisfying \( \sup_{s \in [0, T]} \mathbb{E}|x(s)|^2 < \infty, \sup_{s \in [0, T]} \mathbb{E}|\alpha(x(s), x(s - \tau))|^2 < \infty \). Moreover, under Assumption 3.1, for any \( p \in [2, \bar{\rho}] \), the exact solution of SDDE (2.1) with the initial data (2.2) satisfies

\[
\sup_{t \in [0, T]} \mathbb{E}|x(t)|^p < \infty.
\]

**Assumption 3.2.** There exists a constant \( K_2 > 0 \) such that the initial value \( \varphi \) satisfies

\[
|\varphi(\theta_2) - \varphi(\theta_1)| \leq K_2|\theta_2 - \theta_1|^{\frac{1}{2}}, \quad -\tau \leq \theta_1 < \theta_2 \leq 0.
\]

**Lemma 3.3.** Let Assumption 3.1 hold. For any \( 0 \leq t_1 < t_2 \leq T \), we can derive that

\[
(\mathbb{E}|x(t_2) - x(t_1)|^\gamma)^\frac{1}{\gamma} \leq C(t_2 - t_1)^\frac{1}{2}, \quad \forall \gamma \in [2, \bar{\rho}/\rho].
\]

**Proof.** Using an elementary inequality \( |a + b|^\gamma \leq 2^{\gamma - 1}(|a|^\gamma + |b|^\gamma) \) for any \( a, b \in \mathbb{R}^d \), it is easy to get that
\[\mathbb{E} |x(t_2) - x(t_1)|^\gamma \]
\[\leq 2^{\gamma-1} \mathbb{E} \left| \int_{t_1}^{t_2} \alpha (x(s), x(s - \tau)) \, ds \right| ^\gamma + 2^{\gamma-1} \mathbb{E} \left| \int_{t_1}^{t_2} \beta (x(s), x(s - \tau)) \, dW(s) \right| ^\gamma.\]

Then by Assumption 3.1, Hölder’s inequality and Theorem 1.7.1 in [28], one can derive that

\[\mathbb{E} |x(t_2) - x(t_1)|^\gamma \]
\[\leq [2(t_2 - t_1)]^{\gamma-1} \mathbb{E} \int_{t_1}^{t_2} |\alpha (x(s), x(s - \tau))|^\gamma \, ds \]
\[+ \frac{1}{2} [2\gamma(\gamma - 1)]^{\gamma-1} (t_2 - t_1)^{\frac{\gamma-2}{2}} \mathbb{E} \int_{t_1}^{t_2} |\beta (x(s), x(s - \tau))|^\gamma \, ds \]
\[\leq C(t_2 - t_1)^{\gamma-1} \int_{t_1}^{t_2} \mathbb{E} \left( 1 + |x(s)|^{\gamma\rho} + |x(s - \tau)|^{\gamma\rho} \right) \, ds \]
\[+ C(t_2 - t_1)^{\frac{\gamma-2}{2}} \int_{t_1}^{t_2} \mathbb{E} \left( 1 + |x(s)|^{\frac{\gamma(\rho+1)}{2}} + |x(s - \tau)|^{\frac{\gamma(\rho+1)}{2}} \right) \, ds \]
\[\leq C(t_2 - t_1)^{\frac{\gamma}{2}}. \]

\[\square\]

**Theorem 3.4.** Let Assumption 3.1 hold and \(\Delta \in (0, \frac{1}{2K})\). Then for the exact solution \(x(t)\) to SDDE (2.1) and the numerical solution \(Z_n\) to BEM (2.3), there is a constant \(C\) independent of \(n, \Delta\) such that

\[\sup_{0 \leq t \leq N} \mathbb{E} |x(t_n) - Z_n|^2 \leq C\Delta.\]

**Proof.** According to Theorem 2.5 to obtain the convergence rate, what we need to do is estimating two terms \(\mathbb{E} |(\mathcal{R}_i, \mathcal{F}_{t_{i-1}})|^2\) and \(\mathbb{E} |\mathcal{R}_i|^2, i \in \{1, 2, ..., N\}\). By (2.6), we have

\[\mathbb{E} |\mathcal{R}_i|^2 = \mathbb{E} \left| \int_{t_{i-1}}^{t_i} \left( \alpha (x(s), x(s - \tau)) - \alpha (x(t_i) - x(t_{i-M})) \right) \, ds \right|^2\]
\[+ \int_{t_{i-1}}^{t_i} \left( \beta (x(s), x(s - \tau)) - \beta (x(t_{i-1}) - x(t_{i-1-M})) \right) dW(s)^2 \]
\[\leq 2 \mathbb{E} \left| \int_{t_{i-1}}^{t_i} \left( \alpha (x(s), x(s - \tau)) - \alpha (x(t_i) - x(t_{i-M})) \right) \, ds \right|^2\]
\[+ 2 \mathbb{E} \left| \int_{t_{i-1}}^{t_i} \left( \beta (x(s), x(s - \tau)) - \beta (x(t_{i-1}) - x(t_{i-1-M})) \right) dW(s)^2 \right|^2.\]

Now we estimate the first term on the right side of the inequality. By the Hölder inequality
and Assumptions 3.1, 3.2, we can get

\[
\mathbb{E}\left| \int_{t_{i-1}}^{t_i} [\alpha(x(s), x(s - \tau)) - \alpha(x(t_i) - x(t_{i-M}))] \, ds \right|^2 \leq C \Delta \mathbb{E}\left( \int_{t_{i-1}}^{t_i} |\alpha(x(s), x(s - \tau)) - \alpha(x(t_i) - x(t_{i-M}))|^2 \, ds \right)
\]

\[
\leq C \Delta \int_{t_{i-1}}^{t_i} \mathbb{E}\left[ (1 + |x(s)|^{2p-2} + |x(s - \tau)|^{2p-2} + |x(t_i)|^{2p-2} + |x(t_{i-M})|^{2p-2}) \cdot (|x(s) - x(t_i)|^2 + |x(s - \tau) - x(t_{i-M})|^2) \right] \, ds
\]

\[
\leq C \Delta^3.
\]

Employing the Itô isometry gives that

\[
\mathbb{E}\left| \int_{t_{i-1}}^{t_i} [\beta(x(s), x(s - \tau)) - \beta(x(t_i) - x(t_{i-1-M}))] \, dW(s) \right|^2 = \mathbb{E}\int_{t_{i-1}}^{t_i} \left| \beta(x(s), x(s - \tau)) - \beta(x(t_i) - x(t_{i-1-M})) \right|^2 \, ds
\]

\[
\leq C \int_{t_{i-1}}^{t_i} \mathbb{E}\left[ (1 + |x(s)|^{\rho-1} + |x(s - \tau)|^{\rho-1} + |x(t_i)|^{\rho-1} + |x(t_{i-M})|^{\rho-1}) \cdot (|x(s) - x(t_i)|^2 + |x(s - \tau) - x(t_{i-M})|^2) \right] \, ds
\]

\[
\leq C \Delta^2.
\]

Thus, by Theorem 2.5 we draw a conclusion that

\[
\mathbb{E}|\mathcal{R}_i|^2 \leq K_1 \Delta^2.
\] (3.3)

Moreover,

\[
\mathbb{E}\left[ \mathbb{E}(\mathcal{R}_i | \mathcal{F}_{t_{i-1}})^2 \right] = \mathbb{E}\left[ \mathbb{E}\left( \int_{t_{i-1}}^{t_i} [\alpha(x(s), x(s - \tau)) - \alpha(x(t_i) - x(t_{i-M}))] \, ds \mid \mathcal{F}_{t_{i-1}} \right)^2 \right]
\]

\[
\leq \mathbb{E}\left( \int_{t_{i-1}}^{t_i} [\alpha(x(s), x(s - \tau)) - \alpha(x(t_i) - x(t_{i-M}))] \, ds \right)^2
\]

\[
\leq C \Delta^3,
\]

where we used the fact that

\[
\mathbb{E}\left( \int_{t_{i-1}}^{t_i} [\beta(x(s), x(s - \tau)) - \beta(x(t_{i-1}) - x(t_{i-1-M}))] \, dW(s) \mid \mathcal{F}_{t_{i-1}} \right) = 0.
\]
Combining (3.3) and (3.4) gives the result. 

4 Convergence rate under the stronger condition

This section shows the convergence rate of BEM (2.3) for SDDE (2.1) under stronger condition by using a simpler proof process.

Assumption 4.1. There exist constants $K_3, K_4 > 0$ such that

$$
\langle x - \bar{x}, \alpha(x, y) - \alpha(\bar{x}, \bar{y}) \rangle + \|\beta(x, y) - \beta(\bar{x}, \bar{y})\|^2 \\
\leq -K_3|x - \bar{x}|^2 + K_4|y - \bar{y}|^2,
$$

for any $x, y, \bar{x}, \bar{y} \in \mathbb{R}^d$.

Under Assumptions 3.1 and 4.1, (3.1) and (3.2) can be obtained similarly.

Theorem 4.2. Let Assumptions 3.1 and 4.1 hold and $\Delta \in (0, \frac{1}{K})$. Then for the exact solution $x(t)$ to SDDE (2.1) and the numerical solution $Z_n$ to BEM (2.3), there is a constant $C$ independent of $n$, $\Delta$ satisfying

$$
\sup_{0 \leq n \leq N} \mathbb{E}|x(t_n) - Z_n|^2 \leq C\Delta.
$$

Proof. According to the definitions of (2.1) and (2.3), we have

$$
x(t_n) - Z_n = [x(t_{n-1}) - Z_{n-1}] + \Delta[\alpha(x(t_n), x(t_{n-M})) - \alpha(Z_n, Z_{n-M})] \\
+ [\beta(x(t_n), x(t_{n-M})) - \beta(Z_{n-1}, Z_{n-1-M})]\Delta W_{n-1} \\
+ \mathcal{R}_n,
$$

where $\mathcal{R}_n$ is defined by (2.6). Then

$$
2\mathbb{E}\langle [x(t_n) - Z_n] - [x(t_{n-1}) - Z_{n-1}], x(t_n) - Z_n \rangle \\
= 2\Delta \mathbb{E}\langle \alpha(x(t_n), x(t_{n-M})) - \alpha(Z_n, Z_{n-M}), x(t_n) - Z_n \rangle \\
+ 2\mathbb{E}\langle [\beta(x(t_n), x(t_{n-M})) - \beta(Z_{n-1}, Z_{n-1-M})]\Delta W_{n-1}, x(t_n) - Z_n \rangle \\
+ 2\mathbb{E}\langle \mathcal{R}_n, x(t_n) - Z_n \rangle \\
= 2\Delta \mathbb{E}\langle \alpha(x(t_n), x(t_{n-M})) - \alpha(Z_n, Z_{n-M}), x(t_n) - Z_n \rangle \\
+ 2\mathbb{E}\langle [\beta(x(t_n), x(t_{n-M})) - \beta(Z_{n-1}, Z_{n-1-M})]\Delta W_{n-1}, [x(t_n) - Z_n] - [x(t_{n-1}) - Z_{n-1}] \rangle \\
+ 2\mathbb{E}\langle \mathcal{R}_n \mid \mathcal{F}_{t_{n-1}}, x(t_{n-1}) - Z_{n-1} \rangle \\
+ 2\mathbb{E}\langle \mathcal{R}_n, [x(t_n) - Z_n] - [x(t_{n-1}) - Z_{n-1}] \rangle.
$$
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By Young’s inequality and Assumption 4.1 there exists a positive constant \( \varepsilon_+ \) such that
\[
\mathbb{E}[|x(t_n) - Z_n|^2] - \mathbb{E}[|x(t_{n-1}) - Z_{n-1}|^2] + \mathbb{E}[|x(t_n) - Z_n| - |x(t_{n-1}) - Z_{n-1}|]^2
\leq -2K_3\Delta\mathbb{E}[|x(t_n) - Z_n|^2] + 2K_4\Delta\mathbb{E}[|x(t_{n-M}) - Z_{n-M}|^2] \\
- 2\Delta\mathbb{E}\|\beta(x(t_n), x(t_{n-M})) - \beta(Z_n, Z_{n-M})\|^2 \\
+ 2\Delta\mathbb{E}\|\beta(x(t_{n-1}), x(t_{n-1-M})) - \beta(Z_{n-1}, Z_{n-1-M})\|^2 \\
+ 2\mathbb{E}[|\mathcal{R}_n|^2 + \mathbb{E}[|x(t_n) - Z_n| - |x(t_{n-1}) - Z_{n-1}|]^2] \\
+ \frac{1}{\varepsilon_+^2}\mathbb{E}[\mathbb{E}(\mathcal{R}_i | \mathcal{F}_{t_i-1})]^2] + \varepsilon_+^2\mathbb{E}[x(t_n) - Z_n | Z_{n-1}]^2,
\]
where we used the equiality (4.1). Then the inequality can be rearranged as
\[
(1 + 2K_3\Delta)\mathbb{E}[|x(t_n) - Z_n|^2] + 2\Delta\mathbb{E}\|\beta(x(t_n), x(t_{n-M})) - \beta(Z_n, Z_{n-M})\|^2 \\
\leq (1 + \varepsilon_+^2)\mathbb{E}[|x(t_{n-1}) - Z_{n-1}|^2] \\
+ 2\Delta\mathbb{E}\|\beta(x(t_{n-1}), x(t_{n-1-M})) - \beta(Z_{n-1}, Z_{n-1-M})\|^2 \\
+ 2K_4\Delta\mathbb{E}[|x(t_{n-M}) - Z_{n-M}|^2] + 2\mathbb{E}[\mathcal{R}_n|^2 + \frac{1}{\varepsilon_+^2}\mathbb{E}[\mathbb{E}(\mathcal{R}_i | \mathcal{F}_{t_i-1})]^2].
\]
By choosing \( \varepsilon_+ = \sqrt{2K_3\Delta} \) and denoting \( G_n = (1 + 2K_3\Delta)\mathbb{E}[|x(t_n) - Z_n|^2] + 2\Delta\mathbb{E}\|\beta(x(t_n), x(t_{n-M})) - \beta(Z_n, Z_{n-M})\|^2 \), we get that
\[
G_n - G_{n-1} \leq 2K_4\Delta\mathbb{E}[|x(t_{n-M}) - Z_{n-M}|^2] + 2\mathbb{E}[\mathcal{R}_n|^2 + \frac{1}{2K_3\Delta}\mathbb{E}[\mathbb{E}(\mathcal{R}_i | \mathcal{F}_{t_i-1})]^2].
\]
It is easy to see that
\[
G_n \leq 2K_4\Delta\sum_{i=1}^{n}\mathbb{E}|x(t_{i-M}) - Z_{i-M}|^2 + 2\sum_{i=1}^{n}\mathbb{E}[\mathcal{R}_n|^2 \\
+ \frac{1}{2K_3\Delta}\sum_{i=1}^{n}\mathbb{E}[\mathbb{E}(\mathcal{R}_i | \mathcal{F}_{t_i-1})]^2]
\]
\[
\leq 2K_4\Delta\sum_{i=1-M}^{0}\mathbb{E}|x(t_i) - Z_i|^2 + 2K_4\Delta\sum_{i=1}^{n-1}\mathbb{E}|x(t_i) - Z_i|^2 \\
+ 2\sum_{i=1}^{n}\mathbb{E}[\mathcal{R}_n|^2 + \frac{1}{2K_3\Delta}\sum_{i=1}^{n}\mathbb{E}[\mathbb{E}(\mathcal{R}_i | \mathcal{F}_{t_i-1})]^2]
\]
\[
\leq 2K_4\Delta\sum_{i=1}^{n-1}\mathbb{E}|x(t_i) - Z_i|^2 + 2\sum_{i=1}^{n}\mathbb{E}[\mathcal{R}_n|^2 + \frac{1}{2K_3\Delta}\sum_{i=1}^{n}\mathbb{E}[\mathbb{E}(\mathcal{R}_i | \mathcal{F}_{t_i-1})]^2],
\]
which implies that
\[
\mathbb{E}|x(t_n) - Z_n|^2 \\
\leq 2K_4\Delta\sum_{i=1}^{n-1}\mathbb{E}|x(t_i) - Z_i|^2 + 2\sum_{i=1}^{n}\mathbb{E}[\mathcal{R}_n|^2 + \frac{1}{2K_3\Delta}\sum_{i=1}^{n}\mathbb{E}[\mathbb{E}(\mathcal{R}_i | \mathcal{F}_{t_i-1})]^2].
\]
Using the discrete-type Gronwall inequality, we can obtain the convergence rate. \( \square \)
Remark 1. The reason why the technique in Theorem 4.2 can simplify the proof process under the stronger condition is that: in (4.1), when $1 + 2K_3\Delta > 0$ holds, the subsequent proof process can be given. If Assumption 2.1 holds but Assumption 4.1 does not, $1 + 2K_3\Delta$ will change into $1 - 2K_3\Delta$, then we cannot use this technique to get the desired result.

5 Mean-square stability of BEM

This section will show that the BEM can inherit the exponential mean-square stability under the fairly general conditions.

Assumption 5.1. There exist some constants $l > 1$, $\Gamma > 2$, $c_1 > c_2 > 0$, $c_3 > c_4 > 0$ such that
\[
\langle x, \alpha(x,y) \rangle + \frac{l}{2} \| \beta(x,y) \|^2 \leq -c_1|x|^2 + c_2|y|^2 - c_3|x|^\Gamma + c_4|y|^\Gamma,
\]
for all $x, y \in \mathbb{R}^d$.

Definition 5.1. The exact solution of (2.1) is said to be exponentially mean-square stable if there exists a constant $\varepsilon > 0$ such that
\[
\limsup_{t \to \infty} \frac{\log \mathbb{E} |x(t)|^2}{t} \leq -\varepsilon.
\]

Definition 5.2. The numerical solution defined by (2.3) is said to be exponentially mean-square stable if there exists a constant $\varepsilon > 0$ such that, for any $\Delta < \frac{1}{K}$,
\[
\limsup_{n \to \infty} \frac{\log \mathbb{E} |Z_n|^2}{n\Delta} \leq -\varepsilon.
\]

Theorem 5.2. Under Assumption 5.1, the exact solution of (2.1) is exponentially mean-square stable.

The proof of above theorem is the same as Theorem 3.1 in [36], so we omit it. Then we simply prove that the numerical solution to BEM is exponentially mean-square stable by using the novel technique.

Theorem 5.3. Let Assumption 5.1 and (2.4) hold. Then there exists a sufficiently small $\Delta < \min\{\frac{l-1}{2c_1}, \Delta^*, \frac{1}{K}\}$ such that
\[
\limsup_{n \to \infty} \frac{\log \mathbb{E} |Z_n|^2}{n\Delta} \leq -\varepsilon,
\]
where $\varepsilon$ satisfies $\varepsilon + 2c_2 e^{\varepsilon\tau} < 2c_1$, and $\Delta^*$ is the root of $1 + 2c_1\Delta - e^{\varepsilon\Delta} - 2c_2 \Delta e^{\varepsilon\tau} = 0$.

Proof. Obviously, we can get from (1.1) and (2.3) that
\[
\begin{align*}
2\mathbb{E} \langle Z_n - Z_{n-1}, Z_n \rangle \\
= & 2\Delta \mathbb{E} \langle \alpha(Z_n, Z_{n-M}), Z_n \rangle + 2\mathbb{E} \langle \beta(Z_{n-1}, Z_{n-1-M})\Delta W_{n-1}, Z_n \rangle \\
= & 2\Delta \mathbb{E} \langle \alpha(Z_n, Z_{n-M}), Z_n \rangle + 2\mathbb{E} \langle \beta(Z_{n-1}, Z_{n-1-M})\Delta W_{n-1}, Z_n - Z_{n-1} \rangle \\
\leq & -2c_1\Delta \mathbb{E} |Z_n|^2 + 2c_2\Delta \mathbb{E} |Z_{n-M}|^2 - 2c_3\Delta \mathbb{E} |Z_n|^\Gamma + 2c_4\Delta \mathbb{E} |Z_{n-M}|^\Gamma \\
& - l\Delta \mathbb{E} \| \beta(Z_n, Z_{n-M}) \|^2 + \Delta \mathbb{E} \| \beta(Z_{n-1}, Z_{n-1-M}) \|^2 + \mathbb{E} |Z_n - Z_{n-1}|^2.
\end{align*}
\]
Rearranging this inequality, we have

$$(1 + 2c_1 \Delta) E[Z_n]^2 + l \Delta E[\beta(Z_n, Z_{n-M})]^2$$

$$\leq E[Z_{n-1}]^2 + \Delta E[\beta(Z_{n-1}, Z_{n-1-M})]^2 + 2c_2 \Delta E[Z_{n-M}]^2$$

$$- 2c_3 \Delta E[Z_n]^\Gamma + 2c_4 \Delta E[Z_{n-M}]^\Gamma.$$  

Due to $\Delta < \frac{l - 1}{2c_1}$, it is easy to get

$$(1 + 2c_1 \Delta) F_n \leq F_{n-1} + 2c_2 \Delta E[Z_{n-M}]^2 - 2c_3 \Delta E[Z_n]^\Gamma + 2c_4 \Delta E[Z_{n-M}]^\Gamma,$$

where $F_n = E[Z_n]^2 + \Delta E[\beta(Z_n, Z_{n-M})]^2$. By multiplying both sides by $e^{\varepsilon n \Delta}$ and subtracting $(1 + 2c_1 \Delta)e^{\varepsilon(n-1)\Delta}F_{n-1}$ from two sides, we can obtain that

$$(1 + 2c_1 \Delta)e^{\varepsilon n \Delta}F_n - (1 + 2c_1 \Delta)e^{\varepsilon(n-1)\Delta}F_{n-1}$$

$$\leq (e^{\varepsilon \Delta} - (1 + 2c_1 \Delta))e^{\varepsilon(n-1)\Delta}F_{n-1} + 2c_2 \Delta e^{\varepsilon n \Delta}E[Z_{n-M}]^2$$

$$- 2c_3 \Delta e^{\varepsilon n \Delta}E[Z_n]^\Gamma + 2c_4 \Delta e^{\varepsilon n \Delta}E[Z_{n-M}]^\Gamma.$$

Then it is not difficult to get that

$$e^{\varepsilon n \Delta}E[Z_n]^2 \leq e^{\varepsilon n \Delta}F_n$$

$$\leq (1 + 2c_1 \Delta) F_0 + (e^{\varepsilon \Delta} - (1 + 2c_1 \Delta)) \sum_{i=0}^{n-1} e^{\varepsilon i \Delta} F_i + 2c_2 \Delta \sum_{i=1}^{n} e^{\varepsilon i \Delta} E[Z_{i-M}]^2$$

$$- 2c_3 \Delta \sum_{i=1}^{n} e^{\varepsilon i \Delta} E[Z_i]^\Gamma + 2c_4 \Delta \sum_{i=1}^{n} e^{\varepsilon i \Delta} E[Z_{i-M}]^\Gamma$$

$$\leq (1 + 2c_1 \Delta) \left( E[Z_0]^2 + \Delta E[\beta(Z_0, Z_{-M})]^2 \right) + (e^{\varepsilon \Delta} - (1 + 2c_1 \Delta)) \sum_{i=0}^{n-1} e^{\varepsilon i \Delta} \left( E[Z_i]^2 + \Delta E[\beta(Z_i, Z_{i-M})]^2 \right)$$

$$+ 2c_2 \Delta \sum_{i=1-M}^{n-M} e^{\varepsilon(i+M)\Delta} E[Z_i]^2 - 2c_3 \Delta \sum_{i=1-M}^{n} e^{\varepsilon i \Delta} E[Z_i]^\Gamma + 2c_4 \Delta \sum_{i=1-M}^{n-M} e^{\varepsilon(i+M)\Delta} E[Z_i]^\Gamma$$

$$\leq e^{\varepsilon \Delta} \left( E[Z_0]^2 + \Delta E[\beta(Z_0, Z_{-M})]^2 \right) + 2c_2 \Delta e^{\varepsilon \tau} E[Z_0]^2 + 2c_4 \Delta e^{\varepsilon \tau} E[Z_0]^\Gamma$$

$$+ 2c_2 \Delta e^{\varepsilon \tau} \sum_{i=1-M}^{-1} e^{\varepsilon i \Delta} E[Z_i]^2 + 2c_4 \Delta e^{\varepsilon \tau} \sum_{i=1-M}^{-1} e^{\varepsilon i \Delta} E[Z_i]^\Gamma$$

$$- (1 + 2c_1 \Delta - e^{\varepsilon \Delta}) \sum_{i=1-M}^{-1} \Delta e^{\varepsilon i \Delta} E[\beta(Z_i, Z_{i-M})]^2$$

$$- (1 + 2c_1 \Delta - e^{\varepsilon \Delta} - 2c_2 \Delta e^{\varepsilon \tau}) \sum_{i=1-M}^{n-M} E e^{\varepsilon i \Delta} [Z_i]^2 - (2c_3 \Delta - 2c_4 \Delta e^{\varepsilon \tau}) \sum_{i=1-M}^{n} e^{\varepsilon i \Delta} E[Z_i]^\Gamma.$$

Define

$$f(\Delta) = 1 + 2c_1 \Delta - e^{\varepsilon \Delta} - 2c_2 \Delta e^{\varepsilon \tau} \quad \text{and} \quad g(\Delta) = 2c_3 \Delta - 2c_4 \Delta e^{\varepsilon \tau}.$$
Then one can see that

\[ f'(\Delta) = 2c_1 - \varepsilon e^{\varepsilon \Delta} - 2c_2 e^{\varepsilon \tau}, \quad f''(\Delta) = -\varepsilon^2 e^{\varepsilon \Delta}, \]

and

\[ g'(\Delta) = 2c_3 - 2c_4 e^{\varepsilon \tau}. \]

We can observe that \( f(0) = 0 \) and \( f'(0) > 0 \) when \( \varepsilon + 2c_2 e^{\varepsilon \tau} < 2c_1 \). It means that \( f(\Delta) \) is an increasing function in a sufficiently small interval. In addition, \( f''(\Delta) < 0 \) implies \( f(\Delta) \) is concave function, so there exists a \( \Delta' \) such that \( f'(\Delta') = 0 \). Then \( f(\Delta) \) increases strictly when \( \Delta < \Delta' \) and \( f(\Delta) \) decreases strictly when \( \Delta > \Delta' \). Therefore, there exists a \( \Delta^* > \Delta' \) satisfying \( f(\Delta^*) = 0 \), and for all \( \Delta < \Delta^* \)

\[ 1 + 2c_1 \Delta - e^{\varepsilon \Delta} - 2c_2 \Delta e^{\varepsilon \tau} > 0. \]

Next we use the same skill to analyze \( g(\Delta) \). We can see that \( g(0) = 0 \) and \( g'(\Delta) > 0 \) when \( c_3 > c_4, \varepsilon \leq \frac{1}{c_3} \log(\frac{c_3}{c_4}) \), so \( g(\Delta) > 0 \).

To sum up, we obtain that for all sufficiently small \( \Delta < \min\{\frac{-1}{2c_1}, \Delta^* \} \}, there exists a positive constant \( \Upsilon \) independent of \( n \) such that

\[ e^{\varepsilon_n \Delta} \mathbb{E}|Z_n|^2 \leq \Upsilon, \]

which means that

\[ \limsup_{n \to \infty} \frac{\log \mathbb{E}|Z_n|^2}{n\Delta} \leq -\varepsilon. \]

Remark 2. We should note that if the corresponding assumptions in [36, 52, 53] are replaced by Assumption 5.1, the stability results can not be obtained. But, on the contrary, we can also get Theorem 5.3 under the corresponding assumptions in [36, 52, 53].

Remark 3. The locally Lipschitz conditions of drift and diffusion coefficients were used in the proof process in [27]. The advantage of our proof is that, by borrowing the technique in [27], we can still get the exponential mean-square stability of BEM without using the locally Lipschitz conditions.

6 Numerical experiments

Example 1 Consider the following scalar nonlinear SDDE

\[ dx(t) = (x(t) - 4x(t)^3 + x(t - \tau)) dt + (x(t)^2 - x(t - \tau) + 2) dW(t) \quad (6.1) \]

on \( t \in [0, 1] \). Here, the initial data \( \varphi(t) = |t|^\frac{1}{2} + 1, t \in [-\tau, 0] \). Now we verify that the drift and diffusion coefficients fulfill Assumption 2.1 Let \( q=3 \). Then,
\[ \langle x - \bar{x}, \alpha(x, y) - \alpha(\bar{x}, \bar{y}) \rangle + \frac{(q - 1)}{2} |\beta(x, y) - \beta(\bar{x}, \bar{y})|^2 \]
\[ \leq |x - \bar{x}|^2 - 4(x - \bar{x})(x^3 - \bar{x}^3) + (x - \bar{x})(y - \bar{y}) + 2|x^2 - \bar{x}^2|^2 + 2|y - \bar{y}|^2 \]
\[ \leq |x - \bar{x}|^2 + \frac{1}{2} |x - \bar{x}|^2 + \frac{1}{2} |y - \bar{y}|^2 + 2|y - \bar{y}|^2 \]
\[ - 4|x - \bar{x}|^2(x^2 + x\bar{x} + \bar{x}^2) + 2|x - \bar{x}|^2(x^2 + 2x\bar{x} + \bar{x}^2) \]
\[ \leq |x - \bar{x}|^2 + \frac{1}{2} |x - \bar{x}|^2 + \frac{1}{2} |y - \bar{y}|^2 + 2|y - \bar{y}|^2 - 2|x - \bar{x}|^2(x^2 + \bar{x}^2) \]
\[ \leq \frac{3}{2} |x - \bar{x}|^2 + \frac{5}{2} |y - \bar{y}|^2. \]

And Assumption 3.1 is simple to be tested as well. In order to check the theory in Theorem 3.4, we perform a numerical experiment with four different stepsize \( \Delta = 2^{-9}, 2^{-8}, 2^{-7}, 2^{-6} \) at \( T = 1 \). The numerical solution with stepsize \( \Delta = 2^{-11} \) is regarded as the exact solution of this experiment since it is difficult to be expressed explicitly. Then mean-square error can be estimated by computing the average of 500 sample paths’ errors between exact solutions and numerical solutions. Figure 1 illustrates the mean-square error which is defined by

\[ \frac{1}{500} \sum_{i=1}^{500} |x^i(T) - Z^i_N|^2 \]

From Figure 1, we can observe that the convergence rate of BEM is close to 0.5, which means that it is coincident with the theoretical conclusion in Theorem 3.4.
Example 2  Consider the following scalar nonlinear SDDE

\[ dx(t) = (-2x(t) - 4x(t)^3 + x(t - \tau)) \, dt + \left( x(t)^2 + \frac{1}{2}x(t - \tau) \right) \, dW(t), \]  

(6.2)
on \geq 0. Here, the initial data \( \varphi(t) = |t|^4 + 3, \, t \in [-\tau, 0] \). Let \( l = 2 \), then we can see that

\[ \langle x, \alpha(x, y) \rangle = x(-2x - 4x^3 + y) \leq -\frac{3}{2}|x|^2 - 4|x|^4 + \frac{1}{2}|y|^2, \]

\[ |\beta(x, y)|^2 = |x^2 + \frac{1}{2}y|^2 \leq 2|x|^4 + \frac{1}{2}|y|^2, \]

which means that the drift and diffusion coefficients satisfy Assumption 5.1.

Figure 2: Mean-square stability of BEM with \( \Delta = 0.001 \)

We compute the average of the numerical solutions simulated by 500 sample paths with stepsize \( \Delta = 0.001 \) and plot its trajectory in Figure 2. From Figure 2, we can know that the trajectory tends to zero as time goes on, which means that the numerical solution of BEM is mean-square stable.
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