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Abstract—The aim of this research is to propose a new efficient and reliable approach on the field of Non Destructive Testing (NDT), for the characterization of cracks in non-ferromagnetic material by Electromagnetic Acoustic Transducer (EMAT). EMAT is an ultrasonic technique that generates and detects ultrasonic waves in the conductive material without physical contact. The research goes through two principal phases. The first, which is a forward model, is based on Finite Element Method (FEM). The FEM is applied to simulate the EMAT response (output voltage) to the material under test in order to build a database for the inversion tool. The second is the inverse model and depends on the Partial Least Square Regression (PLSR) method, as it is a fast, simple, and accurate inversion tool, in order to estimate the depth and width of the cracks on the surface of non-ferromagnetic materials. PLSR is a dimensionality reduction method which aims to model the relationship between the matrix of independent variables (predictors) ($X$) and the matrix of dependent variables (response) ($Y$). The purpose of PLSR is to find the Latent Variables (LV) that have a higher ability of prediction by projecting original predictors into a new space of reduced dimensions.

1. INTRODUCTION

The need for metal structures inspection, during the production or maintenance, became an indispensable process. In some fields, such as the aeronautical, aerospace, and gas pipeline industries, the application of Non-Destructive Testing (NDT) techniques is considered as the borderline between life and death [1]. The Electromagnetic Acoustic Transducer (EMAT) is among the NDT techniques, which depends on the transmission and reception of ultrasonic waves inside a conductive material. EMAT structure consists of two main components, a magnet and a coil. This structure is mostly the same whether the EMAT functions as a transmitter or as a receiver [2–4]. One of the most important advantages of an EMAT system is the ability to generate different types of waves inside the material by a simple change in its structure or its frequency of excitation. Moreover, the monitoring of the materials by EMAT is not limited only to the inspection of the surface cracks as in Eddy Current (EC) sensor, but it can also effectively detect hidden defects with long-range sensibility [5, 6].

EMAT system has been extensively investigated by a number of researchers [7–10]. Most researches and studies have focused on the detection of the defect existence and the different types of waves that generate inside the material under test. However, the defect size and the amount of damage that can be caused by that defect did not receive much concern. EMAT system is able to sense the existence of the defect through the changes in the received signal [11]. Although this signal gives us a reading on the existence of the defect in the material, we cannot diagnose the defect dimension and its consequences. So, that is considered as one of the significant downsides of EMAT technique.
The main contribution of the present work counts on proposing an efficient approach in order to estimate the size of defects in non-ferromagnetic materials. This work involves creating a database of the EMAT response to various cracks' sizes (the database includes a set of received echo signals and the defect dimensions corresponding to each signal), as a forward model. Then, solving the inverse problem via applying the Partial Least Square Regression (PLSR) method on the measured signal by EMAT to determine the depth and width of the crack in the material under test [12, 13]. The various stages of this study are summarized in the following steps. First, the evaluation of the Lorentz force is produced through the interaction of the static magnetic field and the eddy current in the material under test. Then, ultrasonic sound waves are generated in a transient elastic-dynamic model by the Lorentz force. Next, the output voltage signal is recorded on different forms of defects, in order to assess the EMAT sensitivity to the change in the defect size. The following step is the creation of a database for training the PLS model to respond to various output signals. Finally, PLSR technique, combined with the forward model, is applied on the measured output signal with indeterminate defect size, as a way to deduce the geometric parameters of the defect, such as the depth and width.

2. THE EMAT CONFIGURATION AND WORKING PRINCIPLE

The Electromagnetic Acoustic Transducer (EMAT) configurations differ depending on the nature of the waves that we want to generate during the inspection. Nevertheless, the principal structure of EMAT is composed of a permanent magnet, a coil, and a test specimen [14]. The EMAT structure, which is used in this work, is shown in Figure 1. It consists of a permanent magnet above six meander line coils and a non-ferromagnetic material represented in an aluminum plate. It is widely known that the Lorentz force has a major contribution in non-ferromagnetic materials, while in ferromagnetic materials, the magnetostrictive force contributes more [15]. Thus, the EMAT transduction mechanism in the aluminum plate is known as the Lorentz force. The latter has been produced at the surface of the aluminum plate via the interaction between the static magnetic field and eddy current. The static magnetic field derives from the EMAT permanent magnet, and the eddy current is induced at the surface of the material by the dynamic magnetic field of the coil which is excited by the alternative current $i_k(t)$. The Lorentz force generates the ultrasonic wave at the surface of the aluminum plate, called the Rayleigh wave, which leads to launching a mechanical vibration of the particles at the same frequency of the excitation source. In the receiving mode, the magnetic flux density, which comes from the EMAT receiver, interacts with the velocity of the mechanical displacement in the conductive material to generate spatial eddy currents underneath the receiver. These currents induce a voltage in the coil of the EMAT receiver [8].

\[
i_k(t) = \beta e^{-\alpha(t-\tau)^2} \cos((4/3)\pi f(t - \tau))
\]  

(1)

Figure 1. A schema represents configuration and the working principle of EMAT transmitter.

The geometrical and physical parameters of the EMAT configuration are given in Table 1. Figure 2 shows the input current density in the transmitter EMAT; $i_k(t)$ is expressed as:
where $\beta$ is the amplitude (6 A), $\alpha$ the bandwidth factor ($5e^{-10}s^{-2}$), $\tau$ the arrival time ($10^{-6}$ s), and $f$ the current frequency (400 kHz).

3. THE ELECTROMAGNETIC MODEL

3.1. The Governing Equations

The Maxwell equations are used to calculate the distribution of the induced eddy currents and the static magnetic field at the surface of the aluminum plate. The results are, then, used to evaluate the Lorentz force. The equation that governs the electrodynamic problem may be stated in terms of two unknowns: the electric scalar potential $V$ and the Magnetic Vector Potential (MVP) $A_z$. The MVP $A_z$ has only $z$-component, assuming that the material is infinitely long. The Maxwell’s equations (Faraday’s law and Ampere’s law) that describe the electromagnetic model are defined as [15]:

$$\nabla \times \mathbf{H} = \mathbf{J} + \frac{\partial \mathbf{D}}{\partial t} \quad (2)$$

$$\nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} \quad (3)$$

where $\mathbf{E}$ is the electric field, $\mathbf{B}$ the magnetic flux density, $t$ the time variable, $\mathbf{H}$ the magnetic field strength, $\mathbf{J}$ the total current density, and $\mathbf{D}$ the electric flux density. If the EMAT frequency is not higher than several MHz, the term $\frac{\partial \mathbf{D}}{\partial t}$ in Maxwell’s equations could be neglected.

According to Gauss’ law and Faraday’s law, the magnetic field and electric field can be defined in
terms of (MVP) $A_z$ and the electric scalar potential $V$ as follows:

$$B = \nabla \times A_z$$  \hspace{1cm} (4)

$$E = -\nabla V - \frac{\partial A_z}{\partial t}$$  \hspace{1cm} (5)

The constitutive equations are defined as:

$$B = \mu H + B_r$$  \hspace{1cm} (6)

$$J = \sigma E + \sigma v \times (\nabla \times A_z)$$  \hspace{1cm} (7)

The magnetic field density formula in Eq. (4) and the electric field formula in Eq. (5) have been replaced in Equations (6) and (7), respectively, and become:

$$H = \frac{1}{\mu} (\nabla \times A_z - B_r)$$  \hspace{1cm} (8)

$$J = \sigma \left( -\nabla V - \frac{\partial A_z}{\partial t} \right) + \sigma v \times (\nabla \times A_z)$$  \hspace{1cm} (9)

The formula of the magnetic field strength in Eq. (8) and the total current density in Eq. (9) have been substituted in the Ampere’s law Equation (2). After some manipulations, we get the following Partial Differential Equation (PDE) [16]

$$\nabla \times \left( \frac{1}{\mu} (\nabla \times A_z - B_r) \right) + \sigma \frac{\partial A_z}{\partial t} - \sigma v \times (\nabla \times A_z) + \sigma \nabla V = J_{ex}$$  \hspace{1cm} (10)

where $\sigma$, $\mu$, $v$, and $J_{ex}$ are conductivity, permeability, velocity, and external current density of the $k_{th}$ coil, respectively.

Equation (10) that governs the electromagnetic problem is numerically solved by the software COMSOL multiphysics based on the FEM method. COMSOL multiphysics is also used to model the mechanical problem. Eventually, this software allows the combination of the electromagnetic and the mechanical models. The electromagnetic part is solved by the 2D generic PDE mode using the static and transient analysis.

3.2. Lorentz Force Evaluation

The Lorentz force is considered as the driving source of the mechanical vibration within the material under test. The modeling of the electromagnetic model in the software COMSOL Multiphysics starts by the selection of the module which corresponds our physical problem. Before starting the electromagnetic modeling in static and transient analysis, the following elements should be defined; the boundary condition and the physical properties of the aluminum material, permanent magnet, and meanderline coil in the software COMSOL Multiphysics. Moreover, the time steps, relative tolerance, and absolute tolerance of the FEM model are also adjusted to obtain more precise results [17]. The static magnetic no-current of the AC/DC module is selected in order to calculate the static magnetic field at the surface of the aluminum plate. The solving of the PDE Equation (10) in the static analysis allows the calculation of (MVP) $A_z$, which is used to evaluate the magnetic flux density $B_s$ at the surface of the aluminum plate, as stated in Equation (4).

The transient analysis, which employs AC/DC quasi-static magnetic temporal module, is implemented to calculate the induced current $J_e$ in the conductive material. The induced eddy current is principally limited in the skin depth of the aluminum plate. The MVP based on the PDE Equation (10) is solved in the transient model, and it is used to evaluate the induced current. The eddy current density $J_e$ is defined according to the following equations:

$$J_e = -\sigma \frac{\partial A_z}{\partial t}$$  \hspace{1cm} (11)

The Lorentz force $F_L$ is produced through the interaction between the eddy current density $J_e$ and the magnetic flux density $B_s$, which are calculated in transient and static analysis. The Lorentz force is expressed according to the equation below [11].

$$F_L = J_e \times B_s$$  \hspace{1cm} (12)
The results shown in Figure 3 illustrate that the Lorentz force signal has the same waveform as the input current signal. Furthermore, the Lorentz force has the same density underneath wire 1 and 6, but in opposite directions. The Lorentz force that comes out of the dynamic magnetic field is ignored, because the dynamic magnetic field is always considered small compared to the external static magnetic field [14].

4. THE MECHANICAL MODEL

The electromagnetic and mechanical models are coupled by the Lorentz force, which applies an elastic deformation on the material under test. By considering that the material is linearly elastic, homogeneous, and isotropic, the motion equation is given as [17]:

$$\rho \frac{\partial^2 \mathbf{u}}{\partial t^2} = \nabla \cdot \mathbf{T} + F_L$$

(13)

where $\mathbf{T}$ is the stress tensor, $\mathbf{u}$ the particle displacement vector, and $\rho$ the material density. According to the relationship between $\mathbf{T}$ and $\mathbf{u}$, Eq. (10) can be described as:

$$\mu \nabla \times \nabla \times \mathbf{u} - (\lambda + 2\mu) \nabla \nabla \cdot \mathbf{u} + \rho \frac{\partial^2 \mathbf{u}}{\partial t^2} = F_L$$

(14)

where $\lambda$ and $\mu$ are the Lame constants, and $\rho$ is the material density.

The mechanical model is built in the structural mechanics module of the software COMSOL multiphysic in order to solve the unknown particle displacement $\mathbf{u}$ in Equation (14). The ultrasonic wave is generated in an aluminum plate, with a length of 100 mm and a thickness of 5 mm. The plate under test has the following physical properties: a Youngs modulus of 70 GPa, a Poissons ratio of 0.33, and a mass density of 2700 kg/m$^3$.

In this section, the sensitivity of the EMAT system to the presence of the defects at the surface the aluminum plate has been checked. A defect is established at the surface of the aluminum plate, 25 mm away from the transmitter EMAT. The model is checked for three test run with three different sizes of the defect (see Figure 4(b)). The amplitude of the mechanical displacement $\mathbf{u}(t)$ signal on the material (under the receiver EMAT) is recorded for the different sizes of the defect proposed for the test. The results shown in Figure 4(a) represent the mechanical displacement on the aluminum plate in the $x$ direction. The results prove that the model is able to detect the changes in the defect size. That is effectively proportional to the reflection caused by the presence of the defect, which prevents the waves from being transmitted to the receiver.
Figure 4. (a) The mechanical displacement at the surface of the aluminum plate for different defect sizes. (b) Cross section of 2D aluminum plate with surface defect.

Figure 5. (a) The output voltage in the receiver EMAT for different defect sizes. (b) A schema represents the working principle and configuration of EMAT receiver.

In order to calculate the output voltage in the receiver EMAT, the electromagnetic model, which was previously developed, can be employed in reverse, where the excitation current $J_v$ is outside of the receiver coil (see Figure 5(b)). The current sources are spatially distributed at the surface of the aluminum plate underneath the EMAT receiver, which results from the interaction of the velocity of the mechanical displacement $v(t)$ that was calculated in the acoustic model, and the magnetic flux density $B_s$ that comes from the EMAT receiver. These currents can induce a voltage in the coil of the EMAT receiver [8]. The results in Figure 5(a) represent the output voltage in the receiver and illustrate that the received signal has a similar waveform as the mechanical displacement. In addition, it is shown that the output signal can also be influenced by the change in the defect size at the surface of the aluminum plate.

5. THE INVERSE PROBLEM

In this section, an inverse problem is built in order to deduce the unknown geometrical parameters of the defect, based on the output voltage from the EMAT receiver (see Figure 6). The inverse problem can
be solved using the iterative methods. However, they require an evaluation to the objective function, repeatedly, which leads to significant computational efforts. As a result, some methods based on artificial intelligence have been developed such as Adaptive Network based Fuzzy Inference System (ANFIS) and Artificial Neural Networks (ANN). However, ANFIS needs a relatively small database, and further, the number of membership functions and the parameters of the learning algorithm must be fixed. ANN is an efficient nonlinear statistical data modeling tool, but the over-fitting problem must be avoided. In addition, it needs an adjustment of the parameters of the back propagation learning algorithm [18, 19]. In this research, an efficient technique for dimensionality reduction called the Partial Least Square Regression (PLSR) method is proposed to find the relationship between defect dimensions and EMAT output voltage. PLSR is effective with multidimensional response problems with noisy data and correlated independent variables. Furthermore, it is convenient for the application to large data sets. Hence, these properties make the PLSR method more appropriate to solve the inverse problem.

5.1. PLSR Technique

PLSR technique functions as a dimensionality reduction method based on feature extraction and a multiple linear regression, through extracting a new set of uncorrelated components from the predictors \( X \), called latent variables (LV) [12, 13]. In the estimation of defect dimensions, PLS regression is used to find the fundamental relationship between two matrices, \( X \) and \( Y \). Let us consider a given predictors set \( X(x_1, x_2, \dots, x_p) \) representing the EMAT output voltage, and the unknown defect dimensions are \( Y(y_1, y_2, \dots, y_R) \), where \( x_p \) is the \( P^{th} \) independent variable, and \( y_R \) is the \( R^{th} \) dependent variable put in the same form as \( x_p \). After observing \( N \) samples from each set of the variables, PLS decomposes the predictors matrix \( X \) (\( N \times P \)) and the output matrix of variables \( Y \) (\( N \times R \)) into the following form

\[
X = TP' + E \quad (15) \\
Y = TQ' + F \quad (16)
\]

where the superscript denotes the transpose of the matrix; \( T \) is an \( (N \times A) \) matrix of the \( A \) extracted score vectors (components, latent vectors) for both predictors and responses, \( P(P \times A) \); \( Q(R \times A) \) represent the matrices of loadings. \( E(N \times P) \) and \( F(N \times R) \) are the matrices of residuals. The complete PLSR model gives \( Y \) in the function of \( X \) as follows (the residual matrix \( F \) is negligible):

\[
Y = XB_{PLS} + F \quad (17)
\]

with \( B_{PLS} \) is the PLS regression coefficient matrix of \( P + 1 \) rows and \( R \) columns.

5.2. Application and Results

The database required to fit the PLS model is created by solving the forward problem to get a set of output voltages from the receiver transducer, in which each pair of depth and width of the defect corresponds to its output signal. The database is generated by varying defect dimension (depth and width) in a random manner (300 examples); the defect depth ranges from 0.1 mm to 3 mm, and the defect width ranges 0.1 mm to 2 mm. For each assumed defect size, the received signal \( V(t) \) is recorded. The obtained data sets are divided into two subsets. The first subset (2/3) is used for the calibration of the PLS models and the selection of the appropriate number of LV, and the second subset (1/3) is used for testing and assessing the performances of the EMAT invers model.
In order to improve the accuracy and efficiency of the inversion model by PLSR method, it is necessary to obtain the optimal number of LV which is determined by implementing the cross-validation (CV) technique. The CV is applied to select the appropriate components which help to avoid over-fitting caused by the use of too large dimensional models. The choice of the LV optimal number is determined in the validation set, in which the increase of the number of LV does not show a significant difference of the Cross Validation-Root Mean Squared Error (CV-RMSE). The CV-RMSE obtained in the validation set in terms of the number of PLS components is illustrated in Figure 7. It is expressed as:

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2}
\]

where \(y_i\) is the value of the defect size, and \(\hat{y}_i\) is the value of the PLSR prediction. According to the RMSE expression, it can be said that the unit of the RMSE is the same unit of the unknown defect dimensions (mm).

From the results shown in Figure 7, it can be noticed that the model has 38 significant components that have an effective influence on the predictive ability of the model. In addition to the CV-RMSE, another important measurement parameter of the model is the coefficient of determination \(R^2\); it is evaluated for the calibration and the test sets.

\[
R^2 = \frac{\left( \sum_{i=1}^{N} (y_i - \bar{y}_i) (\hat{y}_i - \bar{\hat{y}}_i) \right)^2}{\sum_{i=1}^{N} (y_i - \bar{y}_i)^2 \sum_{i=1}^{N} (\hat{y}_i - \bar{\hat{y}}_i)^2}
\]

where \(\bar{y}_i\) and \(\bar{\hat{y}}_i\) are the mean of \(y_i\) and \(\hat{y}_i\), respectively, and \(N\) is the number of examples in the data set.

Figure 8(a) shows the ratio Var\((TP')/\text{Var}(X)\) that represents the variance of \(X\) dividing one of its PLS approximations \((TP')\), in function of the number of PLS components retained. This graph shows that the first 10 components contain more than 98% of the original predictors variance. Figure 8(b) shows the same thing as the approximation of the response \(Y: (TQ')/\text{Var}(Y)\). In order to test the efficiency of the proposed inversion model in terms of predictive accuracy, the PLSR technique is applied to the test set with the optimal number of LV (38).

Figures 9 and 10 show a comparison between the defects provided by PLSR technique and those in the calibration and test sets. It can be seen that the points in each figure are clustered around a straight line with the same slope, which means that the estimated defects sizes are almost equal to the desired
ones. Moreover, the obtained results in Table 2 show a very low value of the RMSE of prediction, which demonstrates a very good predictive accuracy. Furthermore, the values of $R^2$ are higher than 0.9, which indicates that the model can gain a better prediction performance.

Table 2. The expected and the obtained geometrical defect parameters.

| Calibration Set | Test Set | Depth (mm) × Width (mm) | Expected | Obtained |
|----------------|---------|-------------------------|----------|----------|
| RMSE           | R2      | RMSE | R2  | Depth (mm) | Width (mm) | |
| $5.01 \times 10^{-5}$ | 0.997 | $7.01 \times 10^{-5}$ | 0.994 | 1.21 × 1.2 | 1.20 × 1.30 |
| $2.74 \times 0.27$ | 2.78 × 0.24 |
6. CONCLUSION

In this work, PLSR technique and EMAT technology are combined in order to estimate the defect dimensions (depth and width) at the surface of an aluminum plate. The FEM method is applied to build a forward problem, which includes a combination of the electromagnetic and mechanical models. In the electromagnetic model, the Lorentz force is produced through the interaction of the magnetic field and the induced eddy current at the surface of the aluminum plate. The Lorentz force serves as the source of the elastodynamic model, which involves a propagation of the mechanical displacement within the material. According to the obtained results, the forward model illustrates that the EMAT system has a high sensitivity to the existence or the change in the size of the defects. The EMAT system has proved that the arriving mechanical displacement can be detected by the EMAT receiver as an output voltage in its coils. Finally, the PLSR method is used to solve EMAT inverse problem, which is represented as an estimation of the unknown defect size by employing the database of the output voltage. The achieved results prove the efficiency of the adopted approach to deduce defect size and encourage further work on this subject.
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