DENSENESS OF BIADAPTED MONGE MAPPINGS
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Abstract. Adapted or causal transport theory aims to extend classical optimal transport from probability measures to stochastic processes. On a technical level, the novelty is to restrict to couplings which are bicausal, i.e. satisfy a property which reflects the temporal evolution of information in stochastic processes. We show that in the case of absolutely continuous marginals, the set of bicausal couplings is obtained precisely as the closure of the set of (bi-) adapted processes. That is, we obtain an analogue of the classical result on denseness of Monge couplings in the set of Kantorovich transport plans: bicausal transport plans represent the relaxation of adapted mappings in the same manner as Kantorovich transport plans are the appropriate relaxation of Monge-maps.

1. Introduction

While the main focus lies on an adapted variant of the transport problem, we briefly recount some fundamental elements of the classical theory which will be reinterpreted in a stochastic process context below.

1.1. Classical Monge and Kantorovich formulation of the transport problem. Given probabilities \( \mu, \nu \) on \( \mathbb{R}^N \) and a lower semicontinuous cost function \( c : \mathbb{R}^N \times \mathbb{R}^N \rightarrow [0, \infty) \), the classical Monge problem consists in

\[
\text{(MP)} \quad \inf \left\{ \int c(x, T(x)) \, d\mu(x) \, \middle| \, T : \mathbb{R}^N \rightarrow \mathbb{R}^N, T_*\mu = \nu \right\},
\]

where \( T_*\mu := \mu \circ T^{-1} \) denotes the push forward of \( \mu \) under a transport map \( T \) which is tacitly assumed to be Borel-measurable. While the formulation of the Monge problem allows for a most intuitive interpretation and Monge maps play an important role in many applications, it is paramount for the development of basic transport theory to consider the Kantorovich relaxation of \( \text{(MP)} \):

\[
\text{(KP)} \quad \inf \left\{ \int c(x, y) \, d\pi(x, y) \, \middle| \, \pi \in \text{Cpl}(\mu, \nu) \right\},
\]

where \( \text{Cpl}(\mu, \nu) := \{ \pi \in \mathcal{P}(\mathbb{R}^N \times \mathbb{R}^N) \mid \text{proj}_1(\pi) = \mu, \text{proj}_2(\pi) = \nu \} \) denotes the set of all couplings of \( \mu \) and \( \nu \). The problem \( \text{(KP)} \) is a technically more tractable convex optimization problem, admits a minimizer and allows for a powerful duality theory, we refer to the monographs [39] [40] [36] [16].

Every Monge map \( T : \mathbb{R}^N \rightarrow \mathbb{R}^N, T_*\mu = \nu \) gives rise to a Monge coupling \( \pi_T \in \text{Cpl}(\mu, \nu) \) concentrated on the graph of the map \( T \), i.e. \( \pi_T = (\text{id}, T)_*\mu \in \text{Cpl}(\mu, \nu) \). In particular the value of \( \text{(KP)} \) is smaller than or equal to the one obtained in \( \text{(MP)} \).
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More remarkably, the two values coincide under mild regularity assumptions. In fact, for continuous marginals, every Kantorovich transport plan can be approximated by Monge transports:

**Theorem 1.1** (cf. Gangbo [17] and Ambrosio [5]). Assume that \( \mu, \nu \in \mathcal{P}(\mathbb{R}^N) \) are continuous. Then the set of Monge couplings which are concentrated on the graphs of bijective mappings is dense in \( \text{Cpl}(\mu, \nu) \) w.r.t. the weak topology.

Assuming continuous marginals, the values of (KP) and (MP) thus coincide for continuous bounded cost functions. Remarkably, Pratelli [34] has strengthened this to the case of continuous functions that are allowed to assume the value \(+\infty\).

To highlight a particular consequence, the \( p \)-Wasserstein distance \( W_p \) (corresponding to the \( c(x, y) = |x - y|^p, p \geq 1 \)) can be calculated using either the Monge or the Kantorovich formulation. That is, for continuous measures \( \mu, \nu \) with finite \( p \)-th moments we have

\[
W_p^p(\mu, \nu) = \inf_{\pi \in \text{Cpl}(\mu, \nu)} \int |x - y|^p \, d\pi(x, y) = \inf_{T : T \text{ bijective}, T_1 \mu = \nu} \int |x - T(x)|^p \, d\mu(x).
\]

The main goal of this article is to provide counterparts of these results concerning transport between laws of stochastic processes.

### 1.2. Monge- and Kantorovich transport between laws of stochastic processes.

We are interested in probabilities \( \mu, \nu \in \mathcal{P}(\mathbb{R}^N) \) which represent the laws of real-valued stochastic processes \((X_t)_{t=1}^N\) and \((Y_t)_{t=1}^N\). In this context, adapted variants of the problems (MP) and (KP) have been considered by different groups of authors, see Section 1.3 for a brief overview.

A main reason to depart from the classical formulation of optimal transport is that the \( p \)-Wasserstein distance does not yield an adequate topology for typical concepts considered in the theory of stochastic processes. In particular, basic operations such as the Doob decomposition or the Snell envelope and stochastic control problems or problems of pricing and hedging in mathematical finance are not continuous w.r.t. \( W_p \).

An explanation for this phenomenon is that the classical formulations of optimal transport are agnostic of the temporal evolution of stochastic processes. From a process perspective, transport maps or plans are allowed to look into the future. Specifically, transport mappings \( T = (T_1, \ldots, T_N) : \mathbb{R}^N \to \mathbb{R}^N \) in (MP) are free to use all information of the ‘path’ \((x_1, \ldots, x_N)\) to calculate \( T_1, T_2, \) etc. In other words, if we consider \( T = (T_t)_{t=1}^N \) as a stochastic process on the space \( (\mathbb{R}^N, \mu) \) and denote by \( F_t, t < N, \) the \( \sigma \)-algebra generated by the first \( t \) coordinates, then there is no requirement on \( T \) to be adapted w.r.t. the (canonical) filtration \((F_t)_{t=1}^N\) in (MP).

This motivates the following definition:

**Definition 1.2.** A map \( T = (T_t)_{t=1}^N : \mathbb{R}^N \to \mathbb{R}^N \) is called adapted if \( T_t \) depends only on the first \( t \) coordinates for \( t < N \). We call \( T \) biadapted if \( T \) is bijective and \( T \) as well as \( T^{-1} \) are adapted. (Note that if an adapted map \( T \) is a bijection, \( T^{-1} \) is not necessarily adapted.)

The biadapted or bi causal Monge problem consists in

\[
\inf \left\{ \int c(x, T(x)) \, d\mu(x) \mid T : \mathbb{R}^N \to \mathbb{R}^N, T_*\mu = \nu, T \text{ is biadapted} \right\}.
\]

While (MP) admits a particularly natural interpretation, adapted/ causal transport problems have been introduced directly in a Kantorovich formulation (cf. [35] [32] [13] [29] and the comments in Section 1.3 below):

---

1We call a measure continuous if it does not charge singletons.
**Definition 1.3.** Let $\mu, \nu \in \mathcal{P}(\mathbb{R}^N)$ and $\pi \in \text{Cpl}(\mu, \nu)$. Denoting by $(\pi^t)_{t \in \mathbb{R}^N}$ the disintegration of $\pi$ w.r.t. $\mu$, the coupling $\pi$ is called **causal** if for any $t < N$ and $B \in \mathcal{F}_t$, the mapping $X \ni x \mapsto \pi^t(B)$ is $\mathcal{F}_t$-measurable. We denote the set of causal couplings between $\mu$ and $\nu$ by $\text{Cpl}_c(\mu, \nu)$. Setting $e : \mathbb{R}^N \times \mathbb{R}^N \rightarrow \mathbb{R}^N \times \mathbb{R}^N, (x, y) \mapsto (y, x)$, a causal coupling $\pi \in \text{Cpl}_c(\mu, \nu)$ is called **bicausal** if also $e_*\pi \in \text{Cpl}_c(\nu, \mu)$. The set of bicausal couplings between $\mu$ and $\nu$ is denoted by $\text{Cpl}_{bc}(\mu, \nu)$.

The **biadapted** or **bicausal** Kantorovich problem is given by

$$(\text{KP}_{ad}) \inf \left\{ \int c(x, y) \, d\pi(x, y) \mid \pi \in \text{Cpl}_{bc}(\mu, \nu) \right\},$$

A **bicausal Monge coupling** is a bicausal coupling that is supported on the graph of a function.

Alternatively it would be natural to define a bicausal Monge coupling as a coupling supported by the graph of a biadapted map. Indeed, this definition leads to the same concept, see Lemma 3.10 in the appendix.

In our main result we reconcile the Monge and Kantorovich viewpoint of the bicausal transport problem.

**Theorem 1.4.** Assume that $\mu, \nu \in \mathcal{P}(\mathbb{R}^N)$ are absolutely continuous w.r.t. Lebesgue measure. Then the set of biadapted Monge couplings between $\mu$ and $\nu$ is weakly dense in $\text{Cpl}_{bc}(\mu, \nu)$. In particular, the Monge and Kantorovich formulation agree for continuous bounded cost functions.

**Remark 1.5.**

(i) Let $p \in [1, \infty)$. If $\mu$ and $\nu$ have finite $p$-th moments, we have also $W_p$-denseness in Theorem 1.4 (see Theorem 3.11). Therefore, the adapted analogue $\text{AW}_p$ of the Wasserstein distance between absolutely continuous measures can be defined using either $\text{(MP}_{ad})$ or $\text{(KP}_{ad})$

$$\text{AW}_p\text{ }_{\mu,\nu} = \inf_{\pi \in \text{Cpl}_{bc}(\mu, \nu)} \int |x-y|^p \, d\pi(x, y) = \inf_{T,T\text{ biadapted},T_*\mu=\nu} \int c(x, T(x)) \, d\mu(x).$$

We also note that $\text{AW}_p, p \geq 1$ provides an adequately strong topology to rectify the above mentioned shortcomings of its classical counterpart, e.g. Doob decomposition and optimal stopping are (Lipschitz-) continuous w.r.t. $\text{AW}_p$ (see [9, 11]), operations such pricing, hedging and utility maximization in mathematical finance are continuous, [13, 19, 6, 11] etc. On the other hand, it appears that $\text{AW}_p$ is not overly strong. E.g. the topology generated by $\text{AW}_p$ is essentially the weakest topology which guarantees continuity of optimal stopping problems ([12] Section 1.5).

(ii) Compared to the classical case, our assumptions in Theorem 1.4 are stronger in that we require absolute continuity of the underlying marginal measures. In fact a (significant) strengthening of continuity is necessary, compare Example 3.12.

We also note that while we restrict to optimal transport on $\mathbb{R}^N$ in this introductory section to keep notation light, the results on classical transport theory discussed above are equally valid for abstract Polish spaces. Likewise Theorem 1.4 holds true in the Polish setting (see Theorem 3.11), subject to replacing the absolute continuity assumption by Assumption 3.7.

(iii) An auxiliary result used in the proof of our main Theorem 1.4 that might be interesting on its own right is that any coupling can be obtained as a projection of a Monge coupling that is supported on the graph a bijection between extended spaces (Theorem 2.1). The same is true in the bicausal case (Theorem 3.5).

1.3. **Related literature on ‘adapted’ variants of optimal transport.** Most directly related to the present article is the work [12] which shows that under appropriate assumptions couplings which are concentrated on the graphs of adapted functions are dense in set of all causal couplings.
Remarkably, the methods used in [12] differ substantially from the ones used in the present article. Specifically, the approach of [12] aims to reduce the problem to the case where the first marginal admits an approximate product structure. This viewpoint seems to be not useful in the present more rigid case of bicausal transport.

The use of ‘causality’ constraints between transport plans between processes originates in the famous work of Yamada–Watanabe [41] and is used under the name ‘compatibility’ by Kurtz [26]. A systematic treatment of causality (under that name) as an interesting property of abstract transport plans between stochastic processes goes back to Lassalle [27].

Several groups of researchers from different areas have independently arrived at (roughly) equivalent adapted variants of the Wasserstein distance, this includes the works of Vershik [37, 35], Rüschendorf [35], Gigli [15, Chapter 4], Pflug and Pichler [30], Bion-Nadal and Talay [13], and Nielsen and Sun [29]. Pflug and Pichler use the name ‘nested distance’ and demonstrate its significant potential in multistage stochastic programming, see [31, 32, 19, 25, 33] among others.

Apart from ‘adapted’ Wasserstein distances, refinements of the weak topology that take the temporal flow of information inherent to stochastic processes into account were considered by Aldous [3, stochastic analysis], Hoover and Keisler ([22, 21], mathematical logic), Hellwig (20, economics) and Bonnier, Liu, and Oberhauser ([14, rough path theory). The use of such extended weak topologies in mathematical finance starts with Dolinsky [15], further contributions are [19, 11, 10, 11, 2, 6].

Organization of the paper. Chapter 2 covers the static case: In Section 2.1 we prove the representation result mentioned in Remark 1.5(iii), which allows us to recover the classical denseness result Theorem 1.1 from it in Section 2.2. This new proof of the well-known denseness result will be extended to a proof of the time-dependent case in Chapter 3. We extend the representation result from the static to the time dependent case in Section 3.2 and use it to prove the denseness result in Section 3.3.

Notation. In the rest of the paper we will work (primarily) on abstract Polish spaces rather than on the real line. On the one hand the arguments would be (essentially) identical on the real line and on the other hand the abstract setting is often more convenient in view of notation. We take the liberty to use terms introduced above also in this more general framework and trust that there is no danger of confusion (e.g. Cpl(µ, ν) will still denote the set of couplings, Cplbc(µ, ν) denotes the set of bicausal couplings between probabilities µ, ν on N-fold products XN,YN of Polish spaces, we write e for the mapping X × Y → Y × X, (x, y) → (y, x), etc.).

Throughout Polish spaces and standard Borel spaces will be denoted by capital letters, such as X or Y. (Recall that a standard Borel space is a measurable space whose σ-algebra is induced by a Polish topology.) Collections of subsets of them (e.g. topologies or σ-algebras) will be denoted by calligraphic letters such as B or T. We will always equip the spaces X and Y with the Borel σ-algebra generated by their Polish topology. The measurability of mappings is always to be understood w.r.t. the Borel σ-algebra. A Borel isomorphism is a Borel measurable bijection between standard Borel spaces (its inverse is Borel as well, cf. Section 3.3). In order to exclude trivial cases, we will assume that Polish spaces and standard Borel spaces are always uncountable (and hence have cardinality of the continuum, see Theorem 24, Theorem 13.6).}

Probability measures are denoted with small Greek letters such as µ, ν and π. The Lebesgue measure on [0, 1] is denoted by λ. Given a Borel mapping f : X → Y and measure µ ∈ P(X), we denote the push forward of µ under f as f∗µ, i.e. f∗µ(A) := µ(f−1(A)) for all A ⊆ Y Borel. For a further mapping g : Y → Z we define g∗f∗µ := g∗(f∗µ) = (g ∘ f)∗µ to avoid unnecessary brackets.

We denote the space of probability measures on X by P(X) and equip it with the weak convergence, i.e. µn → µ if ∫ f dµn → ∫ f dµ for all f : X → R continuous and bounded. For
a Polish space $X$ with compatible metric $d$ and $p \in [1, \infty)$, let $\mathcal{P}_p^d(X)$ be the set of $\mu \in \mathcal{P}(X)$ s.t. $\int d^p(x_0, x) \, d\mu(x) < \infty$ for some (and therefore any) $x_0 \in X$. On this space we have the $p$-Wasserstein metric

$$W_p^d(\mu, \nu)^p := \inf \left\{ \int d(x, y)^p \, d\pi(x, y) \mid \pi \in \mathrm{Cpl}(\mu, \nu) \right\}.$$  

If it is clear from the context which metric on $X$ we consider, we will just write $\mathcal{P}_p(X)$ instead of $\mathcal{P}_p^d(X)$ and $W_p$ instead of $W_p^d$.

If $(X, d_X)$ and $(Y, d_Y)$ are metric spaces the product space $X \times Y$ is always equipped with the product metric $d_{X \times Y}^p := d_X^p + d_Y^p$.

A kernel from $Z$ to $X$ is a Borel function $\pi : Z \to \mathcal{P}(X)$. We denote the probability measure $\pi(z)$ as $\pi_\ast$. We introduce a similar notation for functions: Given a function $F : Z \times X \to Y$ (which can also be seen as a function $F : Z \to Y^X$) and $z \in Z$ we define the function $F_\ast : X \to Y$ as $F_\ast(x) = F(z, x)$.

2. The static case

The main result of this chapter is that couplings between $\mu$ and $\nu$ that are supported by the graph of a bijection are dense in the set of couplings between $\mu$ and $\nu$, if $\mu$ and $\nu$ are continuous. This result is well known, but we develop a method to prove it, which can be extended to the time-dependent case in order to prove new results in Section 3.

2.1. Couplings as projection of couplings supported on the graph of bijections. In this section we will show that any coupling between $\mu$ and $\nu$ that can be obtained as projection of a coupling between $\mu \otimes \lambda$ and $\nu \otimes \lambda$ that is supported on the graph of a bijection (Theorem 2.1).

Before we start, we introduce some notation: For $\mu \in \mathcal{P}(X)$ and $\nu \in \mathcal{P}(Y)$ we write

$$\mathrm{Cpl}_M(\mu, \nu) := \{(\text{id}, T)_{\ast}\mu \mid T : X \to Y, T_{\ast}\mu = \nu\} \subseteq \mathrm{Cpl}(\mu, \nu)$$

for the set of Monge couplings between $\mu$ and $\nu$ and

$$\mathrm{Cpl}_{\text{biM}}(\mu, \nu) := \{(\text{id}, T)_{\ast}\mu \mid T : X \to Y \text{ bijective}, T_{\ast}\mu = \nu\} \subseteq \mathrm{Cpl}_M(\mu, \nu)$$

for the set of bijective Monge couplings between $\mu$ and $\nu$.

A relation $R \subseteq X \times Y$ is the graph of a bijection from $X$ to $Y$ if and only if $R$ is the graph of a mapping from $X$ to $Y$ and the inverse relation $R^{-1} \subseteq Y \times X$ is the graph of a mapping from $Y$ to $X$. It is straightforward to see that the same is true for couplings, i.e. we have $\pi \in \mathrm{Cpl}_{\text{biM}}(\mu, \nu)$ if and only if $\pi \in \mathrm{Cpl}_M(\mu, \nu)$ and $\pi_\ast \in \mathrm{Cpl}_M(\nu_\ast, \mu_\ast)$.

The aim of this section is to show the following:

**Theorem 2.1.** Let $X$ and $Y$ be standard Borel spaces, $\mu \in \mathcal{P}(X)$, $\nu \in \mathcal{P}(Y)$ and let $\pi \in \mathrm{Cpl}(\mu, \nu)$. Then there exists a measurable bijection $T : X \times [0, 1] \to Y \times [0, 1]$ satisfying the following properties:

(i) $T_{\ast}(\mu \otimes \lambda) = \nu \otimes \lambda$

(ii) Writing $\mathrm{pr}_{XY} : X \times [0, 1] \times Y \times [0, 1] \to X \times Y$ for the projection onto $X \times Y$ and $\tilde{\pi} := (\text{id}, T)_{\ast}(\mu \otimes \lambda)$, we have $\mathrm{pr}_{XY} \ast \tilde{\pi} = \pi$.

Loosely speaking, the theorem says that it suffices to consider bijective Monge couplings with the trade-off of replacing the spaces $X$ and $Y$ by the bigger spaces $X \times [0, 1]$ and $Y \times [0, 1]$.

**Remark 2.2.** Before we start the proof, we note that a version of this result is well known for (not necessarily bijective) Monge couplings (c.f. [23 Lemma 3.22]): For any $\pi \in \mathrm{Cpl}(\mu, \nu)$ there is a $\tilde{\pi} \in \mathrm{Cpl}_M(\mu \otimes \lambda, \nu)$ s.t. we can recover $\pi$ from $\tilde{\pi}$ when projecting from $X \times [0, 1] \times Y$ onto $X \times Y$. 
To see this, assume \( X = Y = [0, 1] \) (c.f. Section 3.5) and set \( T(x, u) := F_{\pi^{-1}}(u) \). Clearly, \( T(x, \cdot) \circ \lambda = \pi^\lambda \). If \( f : X \times Y \to \mathbb{R} \) is a Borel function, we see that
\[
\int f(x,y) d(\text{id},T)_*(\mu \otimes \lambda) = \int f(x,F_{\pi^{-1}}(u)) d\pi(x) du = \int f(x,y) d\pi^\lambda(y) du = \int f(x,y) d\pi(x,y),
\]
so \( \text{pr}_{XY} T_*(\mu \otimes \lambda) = \pi^\lambda \) and hence \( T_*(\mu \otimes \lambda) \in \text{Cpl}(\mu \otimes \lambda, \nu) \).

If \( \pi = (\text{id},T)_* \mu \in \text{Cpl}(\mu, \nu) \) is a Monge coupling, the conditional probabilities w.r.t. the first coordinate are Dirac measures, i.e. \( \pi^x = \delta_{T(x)} \). However, the conditional probabilities w.r.t. the second coordinate do not need to be Dirac, unless the Monge mapping is injective. So, in a certain sense a Monge coupling can still contain randomness (given some \( y \in Y \) one can in general not determine “from which \( x \) the mass in \( y \) came”). Hence, it is reasonable to enlarge both \( X \) and \( Y \) to \( X \times [0,1] \) and \( Y \times [0,1] \) in order to obtain a representation of \( \pi \in \text{Cpl}(\mu, \nu) \) as a coupling that is concentrated on the graph of a bijection.

The idea of the proof of Theorem 2.1 is to consider the following mapping:
\[
T : X \times [0,1] \to Y \times [0,1] : (x, u) \mapsto (y, v), \quad y = F_{\pi^{-1}}(u), v = F_{\pi^y}(x).
\]
As in Remark 2.2 we calculate \( y \) given some \( x \) and the extra parameter \( u \) via \( y = F_{\pi^{-1}}(u) \). For the definition of \( v \) we observe that this parameter belongs to the \( Y \)-component and that we already have a prescribed value for \( y \). So, we have to ask: “given \( y \) and knowing that the result of our calculation is \( x \), what is the suitable value for \( v \)?” Therefore, \( v \) should satisfy \( x = F_{\pi^y}(v) \), so formally \( v = F_{\pi^y}(x) \). Moreover, it is easy to check that the mapping
\[
S : Y \times [0,1] \to X \times [0,1] : (y, v) \mapsto (x, u), \quad x = F_{\pi^{-1}}(v), u = F_{\pi^x}(y)
\]
is the inverse of \( T \) provided that \( F_{\pi^x} \) and \( F_{\pi^y} \) are bijective for all \( x \in X \) and \( y \in Y \). However, this is only true for couplings \( \pi \), whose conditional probabilities \( \pi^x \) and \( \pi^y \) are non-atomic.

We will prove Theorem 2.1 with a slightly more elaborate version of the construction presented above to overcome this issue. Moreover, we will prove a parameterized version of this theorem in order to avoid measurability issues later on.

**Theorem 2.3.** Let \( X, Y, Z \) be standard Borel spaces and \( \pi \) a kernel from \( Z \) to \( X \times Y \). Denote \( \mu \) the kernel from \( Z \) to \( X \) defined by \( \mu^z := \text{pr}_{X,z} \pi^z \) and \( \nu \) the kernel from \( Z \) to \( Y \) defined by \( \nu^z := \text{pr}_{Y,z} \pi^z \), i.e. \( \pi^z \in \text{Cpl}(\mu^z, \nu^z) \) for all \( z \in Z \).

Then there exists a Borel mapping \( T : Z \times X \times [0,1] \to Y \times [0,1] \) s.t. for all \( z \in Z \) the mappings \( T^z : X \times [0,1] \to Y \times [0,1] : (x, u) \mapsto T(z, x, u) \) are Borel isomorphisms satisfying
\[
\begin{align*}
(i) & \quad T^{zx} (\mu^z \otimes \lambda) = \nu^z \otimes \lambda \\
(ii) & \quad \text{pr}_{XY} (\text{id},T^z_*) (\mu^z \otimes \lambda) = \pi^z.
\end{align*}
\]

**Proof.** By Corollary 3.24 there exists a measurable mapping
\[
G : (Z \times X) \times Y \times [0,1] \to [0,1]^2
\]
s.t. for all \( (z, x) \in Z \times X \) the mapping \( G^{zx} := G(z, x, \cdot) : Y \times [0,1] \to [0,1]^2 \) is a Borel isomorphism satisfying \( G^{zx}_*(\pi \otimes \lambda) = \lambda^2 \).

Again by Corollary 3.24 there exists a measurable mapping
\[
H : (Z \times Y) \times X \times [0,1] \to [0,1]^2
\]
s.t. for all \( (z, y) \in Z \times Y \) the mapping \( H^{zy} := H(z, y, \cdot) : X \times [0,1] \to [0,1]^2 \) is a Borel isomorphism satisfying \( H^{zy}_*(\pi \otimes \lambda) = \lambda^2 \).

\[2\text{One has to be slightly careful when reading the definition of } S: \text{ Basically, } S \text{ is the same mapping as } T \text{ but for the coupling } e \pi \in \text{Cpl}(\nu, \mu), \text{ where } e(x, y) := (y, x). \text{ Hence, the } F_{\pi^{-1}} \text{ in definition of } S \text{ are the quantile functions of } \pi \text{ conditioned on some } y \in Y, \text{ i.e. we do not have just changed the names of the variables } x \text{ and } y \text{ when defining an inverse function, in fact we disintegrate w.r.t. to another coordinate than in the definition of } T. \]
Consider the mapping \( S : Z \times X \times [0,1]^3 \to Y \times [0,1]^3 \) defined by \( S(z,x_1,x_2,u_1,u_2) = (y_1,y_2,v_1,v_2) \), where

\[
(y_1,y_2) = (G^{z,x_1})^{-1}(u_1,u_2) \quad \text{ and } \quad (v_1,v_2) = H^{z,y_1}(x_1,x_2).
\]

Clearly, \( S \) is Borel. For \( z \in Z \) we denote \( S^z := S(z,\cdot) : X \times [0,1]^3 \to Y \times [0,1]^3 \).

Our aim is to show that for all \( z \in Z \) the mapping \( S^z \) is a Borel isomorphism satisfying

(i) \( S^z_* (\mu^z \otimes \lambda^3) = \nu^z \otimes \lambda^3 \),
(ii) \( \text{pr}_{XY*}(\text{id},S^z)_* (\mu^z \otimes \lambda^3) = \pi_* \).

In order to prove the injectivity of \( S^z \), let \( (x_1,x_2,u_1,u_2) \neq (\bar{x}_1,\bar{x}_2,\bar{u}_1,\bar{u}_2) \) be given. We have to show that \( (y_1,y_2,v_1,v_2) := S^z(x_1,x_2,u_1,u_2) \) and \( (\bar{y}_1,\bar{y}_2,\bar{v}_1,\bar{v}_2) := S^z(\bar{x}_1,\bar{x}_2,\bar{u}_1,\bar{u}_2) \) are different.

In the case \( (y_1,y_2) \neq (\bar{y}_1,\bar{y}_2) \) there is nothing to prove, so we may assume \( (y_1,y_2) = (\bar{y}_1,\bar{y}_2) \). We distinguish two cases:

Case 1: \( x_1 = \bar{x}_1 \). This implies \((G^{z,x_1})^{-1} = (G^{z,\bar{x}_1})^{-1} \) and by the injectivity of this mapping we get \((u_1,u_2) = (\bar{u}_1,\bar{u}_2) \). Since \((x_1,x_2,u_1,u_2) \neq (\bar{x}_1,\bar{x}_2,\bar{u}_1,\bar{u}_2) \) this implies \( x_2 \neq \bar{x}_2 \) and by the injectivity of \( H^{z,y_1} \) this implies \((v_1,v_2) \neq (\bar{v}_1,\bar{v}_2) \).

Case 2: \( x_1 \neq \bar{x}_1 \). Then by the injectivity of \( H^{z,y_1} \) we have \((v_1,v_2) \neq (\bar{v}_1,\bar{v}_2) \) as well.

For proving the surjectivity, let \((y_1,y_2,v_1,v_2) \) be given. By the surjectivity of \( H^{z,y_1} \) there are \((x_1,x_2) \) such that \( H^{z,y_1}(x_1,x_2) = (v_1,v_2) \). Now, by the surjectivity of \((G^{z,x_1})^{-1} \), there exists \((u_1,u_2) \) such that \((G^{z,x_1})^{-1}(u_1,u_2) = (y_1,y_2) \).

We have shown that \( S^z \) is a Borel measurable bijection and thus a Borel isomorphism (c.f. Section 5.5).

Property (i). Let \( f : Y \times [0,1]^3 \) be a Borel function. Then it holds

\[
\int f(y_1,y_2,v_1,v_2)dS^z_* (\mu^z \otimes \lambda^3)(y_1,y_2,v_1,v_2) = \frac{\int f(y_1,y_2,H^{z,y_1}(x_1,x_2))dG^{z,x_1}(u_1,u_2)}{\int d\lambda^2(x_1,x_2)} = \frac{\int f(y_1,y_2,H^{z,y_1}(x_1,x_2))d\lambda^2(y_1,y_2)}{\int d\lambda^2(x_1,x_2)} = \frac{\int f(y_1,y_2,H^{z,y_1}(x_1,x_2))d\mu^z(x_1,x_2)}{\int d\lambda^2(x_1,x_2)} = \frac{\int f(y_1,y_2,H^{z,y_1}(x_1,x_2))d\lambda^2(y_1,y_2)}{\int d\lambda^2(x_1,x_2)}.
\]

which yields \( S^z_* (\mu^z \otimes \lambda^3) = \nu^z \otimes \lambda^3 \).

Property (ii). Note that \( (\text{pr}_X \circ (G^{z,x_1})^{-1})_* \lambda^2 = \pi^z \otimes \lambda^3 \) and that

\[\text{pr}_{XY} \circ (\text{id}_{X \times [0,1]^3}, S^z) : X \times [0,1]^3 \to X \times Y : (x_1,x_2,u_1,u_2) \mapsto (x_1,\text{pr}_Y((G^{z,x_1})^{-1}(u_1,u_2))).\]
Hence, for any Borel function \( f : X \times Y \to \mathbb{R} \) we have
\[
\int f(x_1, y_1) dp_{XY*}(\text{id}_{X \times [0,1]^3}, S^2)\ast (\mu^2 \otimes \lambda^3)(x_1, y_1) = \\
= \int f(x_1, y_1) dp_Y(\{(G^{x_1^2})^{-1}(u_1, u_2)\}) d\mu^2(x_1) d\lambda^3(x_2, u_1, u_2) \\
= \int f(x_1, y_1) \underbrace{d(G^{x_1^2})^{-1}\lambda^2(u_1, u_2)}_{= d\pi^2\ast \hat{\pi}(y_1)} d\mu^2(x_1) \\
= \int f(x_1, y_1) d\pi^2\ast \hat{\pi}(y_1) d\mu^2(x_1) \\
= \int f(x_1, y_1) d\pi^2(x_1, y_1),
\]
which shows that \( pr_{XY*}(\text{id}_{X \times [0,1]^3}, S^2)\ast (\mu^2 \otimes \lambda^3) = \pi^2\).

By the Borel isomorphism theorem there exists a Borel isomorphism \( h : [0,1] \to [0,1]^3 \) satisfying \( h_*\lambda = \lambda^3 \). Define
\[
T := (\text{id}_Y \times h^{-1}) \circ S \circ (\text{id}_Z \times \text{id}_X \times h) : Z \times X \times [0,1] \to Y \times [0,1]
\]
Clearly, \( T \) is measurable as composition. For \( z \in Z \) it holds \( T^z = (\text{id}_Y \times h^{-1}) \circ S^z \circ (\text{id}_Z \times h) \), so \( T^z \) is a Borel isomorphism as composition of Borel isomorphisms. Moreover, it is easy to check that \( T^z(\mu^2 \otimes \lambda) = \nu^2 \otimes \lambda \) and that \( \hat{\pi} := (\text{id}, T)_* (\mu \otimes \lambda) \) satisfies \( pr_{XY*}\hat{\pi}^2 = \pi^2 \). \( \square \)

2.2. Denseness of couplings supported by the graph of a bijection. The aim of this section is to prove that \( \text{Cpl}_{\text{bhm}}(\mu, \nu) \) is dense in \( \text{Cpl}(\mu, \nu) \) if \( \mu \) and \( \nu \) are continuous measures. For that purpose, we need to approximate a given coupling \( \pi \in \text{Cpl}(\mu, \nu) \) by a sequence \( (\pi_n)_n \) in \( \text{Cpl}_{\text{bhm}}(\mu, \nu) \).

To that end, we use the representation of \( \pi \) as \( \hat{\pi} = (\text{id}, T)_* (\mu \otimes \lambda) \in \text{Cpl}_{\text{bhm}}(\mu \otimes \lambda) \) from the previous section. Then we choose sequences of partitions (with mesh converging to zero) of the spaces \( X \) and \( Y \) and bijections between \( X \) and \( X \times [0,1] \) (and respectively between \( Y \) and \( Y \times [0,1] \)), which are compatible with these partitions (Proposition 2.1). In the proof of Theorem 2.4 we show that the concatenation of these compatible bijections and \( T \) is a suitable approximating sequence.

For a partition \( M \) of a metric space we define its mesh as \( ||M|| := \sup_{M \in M} \text{diam}(M) \). The following straightforward fact will be used below: Let \( X \) be a Polish space and \( d \) be a compatible metric. Then there exists a sequence \( (M_n)_{n \in \mathbb{N}} \) of partitions of \( X \) satisfying \( \lim_{n \to \infty} ||M_n|| = 0 \) such that each partition \( M_n \) consists of at most countably many Borel subsets of \( X \).

The following sufficient criterion for weak convergence is convenient for proving convergence of the approximating sequence that we construct in the proof of Theorem 2.4.

**Lemma 2.4.** Let \( X \) be a Polish space with a compatible metric \( d \), and let \( (M_n)_{n \in \mathbb{N}} \) be a sequence of partitions of \( X \) satisfying \( \lim_{n \to \infty} ||M_n|| = 0 \) such that each partition \( M_n \) consists of at most countably many Borel subsets of \( X \). Assume that \( \mu_n, \mu \in \mathcal{P}(X) \) satisfy \( \mu_n(M) \to \mu(M) \) for all \( M \in M_n \). Then \( \mu_n \rightharpoonup \mu \) w.r.t. weak convergence.

Let \( p \in [1, \infty) \) and assume that \( \mu_n, \mu \) have finite \( p \)-th moments. Then we have \( \mu_n \rightharpoonup \mu \) in \( \mathcal{W}_p \) as well.

---

\(^3\)To clarify the notation, for \( f : A \to B \) and \( g : A \to C \) we define \( (f, g) : A \to B \times C : a \mapsto (f(a), g(a)) \). For \( f : A \to B \) and \( g : C \to D \) we define \( f \times g : A \times C \to B \times D : (a, c) \mapsto (f(a), g(c)) \).
Proof. We first cover the case $\mu_n, \mu \in \mathcal{P}(X)$. Since $\mu_n(M) = \mu(M)$ for all $M \in \mathcal{M}$ the probability measure

$$\pi_n := \frac{1}{\mu(M)} [\mu_n|_M \otimes \mu|_M].$$

is a coupling between $\mu_n$ and $\mu$. Using the coupling $\pi_n$ to estimate the Wasserstein distance of $\mu_n$ and $\mu$, we obtain

$$W_p(\mu_n, \mu) \leq \int d^n d\pi_n = \sum_{M \in \mathcal{M}_n} \int_M d^n d\pi_n \leq \sum_{M \in \mathcal{M}_n} \diam(M)^p \pi_n(M \times M) \leq ||\mathcal{M}_n||^p \sum_{M \in \mathcal{M}_n} \mu(M) = ||\mathcal{M}_n||^p \to 0,$$

which implies $W_p$- and hence weak convergence. If merely $\mu_n, \mu \in \mathcal{P}(X)$ we can replace $d$ by $\hat{d} := \min(d, 1)$. Then $\mu_n, \mu \in \mathcal{P}(\hat{d}(X))$ and the above consideration together imply that $\mu_n \to \mu$ weakly. \qed

The following proposition is (up to a few technicalities) a consequence of the isomorphism theorem for measures (cf. Section 3.5), which states that for any two continuous probability measures, there exists a bijection that pushes the first measure to the second.

**Proposition 2.5.** Let $X$ be a Polish space, $\mathcal{M}$ be an at most countable partition of $X$ consisting of Borel sets and $\mu, \nu \in \mathcal{P}(X)$ be continuous. Then there exists a Borel isomorphism $\Phi: X \to X \times [0,1]$ such that for all $M \in \mathcal{M}$ it holds $(\Phi|_M)_*(\mu|_M) = (\mu|_M) \otimes \lambda$.

**Proof.** See Proposition 3.25 in the appendix. \qed

Now we are ready to prove the main theorem of this section:

**Theorem 2.6.** Let $X, Y$ be standard Borel spaces and let $\mu, \nu \in \mathcal{P}(X), \nu \in \mathcal{P}(Y)$ be continuous. Then $\mathcal{C}_{\mu, \nu}$ is weakly and $W_p$-closed, the weak- and $W_p$-closures of $\mathcal{C}_{\mu, \nu}$ are contained in $\mathcal{C}_{\mu, \nu}$. In order to show that the closure of $\mathcal{C}_{\mu, \nu}$ is $\mathcal{C}_{\mu, \nu}$, we have to show that any $\pi \in \mathcal{C}_{\mu, \nu}$ can be approximated by a sequence $(\pi_n)_n$ in $\mathcal{C}_{\mu, \nu}$.

According to Theorem 2.1 there exists a coupling $\hat{\pi} = (\id, T)_*(\mu \otimes \nu) \in \mathcal{C}_{\mu, \nu}$ such that

(i) $T_*(\mu \otimes \nu) = \nu \otimes \lambda$,

(ii) $\pr_{XY} \hat{\pi} = \pi$.

Let $(A_n)_{n \in \mathbb{N}}$ and $(B_n)_{n \in \mathbb{N}}$ be sequences of partitions of $X$ and $Y$ consisting of countably many Borel sets and satisfying $\lim_{n \to \infty} ||A_n|| = 0$ and $\lim_{n \to \infty} ||B_n|| = 0$. According to Proposition 2.5 for any $n \in \mathbb{N}$ there exist bijections $\Phi_n : X \to X \times [0,1]$ and $\Psi_n : Y \to Y \times [0,1]$ such that

(iii) $\Phi_n(A) = (\mu|_A) \otimes \lambda$ for all $A \in A_n$,

(iv) $\Psi_n(B) = (\nu|_B) \otimes \lambda$ for all $B \in B_n$.

For $n \in \mathbb{N}$ define the mapping

$$T_n := \Psi_n^{-1} \circ T \circ \Phi_n : X \to Y.$$

It is easy to see that $T_n$ is bijective and satisfies $T_n \ast \mu = \nu$. We need to check that $\pi_n := (\id, T_n)_* \mu \to \pi$. Note that $A_n \otimes B_n := \{A \times B \mid A \in A_n, B \in \mathcal{B}_n\}$ are partitions of $X \times Y$.
consisting of countably many Borel sets satisfying $\lim_{n \to \infty} \|A_n \otimes B_n\| = 0$. Hence, by Lemma 2.3 it suffices to show for all $n \in \mathbb{N}$ and for all $A \in A_n \forall B \in B_n$

$$\pi_n(A \times B) = \pi(A \times B).$$

This is a consequence of the properties (i) to (iv) of the mappings $\Phi_n, \Psi_n$ and $T$:

\[
\pi_n(A \times B) = \mu(A \cap T_n^{-1}(B)) = \mu(A((\Phi_n^{-1} \circ T^{-1} \circ \Psi_n)(B)) (\overset{(i)}{=} (\mu \otimes \lambda)(T^{-1}(\Psi_n(B))))
\]

\[
= (\mu \otimes \lambda)((A \times [0,1]) \cap T^{-1}(\Psi_n(B))) (\overset{(i)}{=} (\nu \otimes \lambda)(T(A \times [0,1]) \cap \Psi_n(B))
\]

\[
= (\nu \otimes \lambda)(\Psi_n^{-1}(T(A \times [0,1])) \cap B)) = \Psi_n^{-1}(\nu \otimes \lambda)(\Psi_n^{-1}(T(A \times [0,1])) \cap B)
\]

\[
(\overset{(ii)}{=} \nu|_{B}(\Psi_n^{-1}(T(A \times [0,1]))) (\overset{(iii)}{=} (\nu \otimes \lambda)(T(A \times [0,1]))
\]

\[
= (\nu \otimes \lambda)(T(A \times [0,1]) \cap (B \times [0,1])) = (\text{id}, T^{-1})_{*}(\nu \otimes \lambda)(B \times [0,1] \times A \times [0,1])
\]

\[
= \pi(A \times [0,1] \times B \times [0,1]) (\overset{(ii)}{=} \pi(A \times B).
\]

\[\square\]

Remark 2.7. It is well known that $\text{Cpl}_{\otimes}(\mu, \nu)$ is dense in $\text{Cpl}(\mu, \nu)$ if $\mu$ is continuous. We can prove this result with little effort using the tools that we have developed so far. The proof can be carried out exactly as the proof of Theorem 2.5 with one important exception: If $\nu$ has atoms, the existence of the bijections $\Psi_n : Y \to Y \times [0,1]$ that push $\nu$ to $\nu \otimes \lambda$ (and are compatible with the given partition) fails. However, if we just replace $\Psi_n^{-1}$ by $\text{pr}_Y : Y \times [0,1] \to Y$ in the definition of the mappings $T_n$, the only property of $T_n$ that we loose is its injectivity. Hence, we have constructed a sequence of mappings $(T_n)_{n \in \mathbb{N}}$ that push $\mu$ to $\nu$ s.t. $(id, T_n)_* \mu$ converges to the given coupling $\pi$.

3. The time dependent case

The aim of this chapter is to extend the results of the previous chapter to the time dependent case. Then main result is that a coupling between the laws of two stochastic processes can be approximated by biadapted Monge mappings if and only if it is bicausal (see Theorem 3.11 for the exact statement including the regularity assumptions on the marginals).

Before we start, we fix some notation for this chapter: $N \in \mathbb{N}$ will always be the number of time steps that we consider. $X_1, \ldots, X_N, Y_1, \ldots, Y_N$ are always Polish spaces.

$\prod_{i=1}^N X_i$ will be the path space of the first process, whose law will be denoted by $\mu$ and $\prod_{i=1}^N Y_i$ will be the path space of the second process, whose law will be denoted by $\nu$.

For $1 \leq s < t \leq N$ we introduce the abbreviation $X_{s:t} := \prod_{i=s}^t X_i$. We use the same abbreviation for elements of $X_{s:t}$, i.e. $(x_s, x_{s+1}, \ldots, x_t) =: x_{s:t}$, and for subsets, i.e. $A_s \times A_{s+1} \times \cdots \times A_t =: A_{s:t}$ for $A_i \subseteq X_i$. We use $X$ as a shorthand for $X_{1:N}$. For the $Y$-component we use analogous notations.

For $t \leq N$ define $\mathcal{F}_t^X$ as the $\sigma$-algebra on $X \times Y$ generated by the projections $X \times Y \to X_{1:t} : (x, y) \mapsto x_{1:t}$ (and $\mathcal{F}_t^Y$ respectively).

We will often decompose $\mu \in \mathcal{P}(X)$ as $\mu(dx) = \mu_1(dx_1)\mu^{x_1}(dx_{2:N})$, where $\mu_1 \in \mathcal{P}(X_1)$ and $x_1 \mapsto \mu^{x_1}$ is a kernel from $X_1$ to $X_{2:N}$. Iterating this yields $\mu(dx) = \mu_1(dx_1)\mu^{x_1}(dx_{2}) \cdots \mu^{x_{1:N-1}}(dx_N)$, i.e. $\mu_1 \in \mathcal{P}(X_1)$ and for all $t < N$ there are kernels $x_{1:t} \mapsto \mu^{x_{1:t}}$ from $X_{1:t}$ to $X_{t+1}$. 
3.1. Biadapted mappings and bicausal couplings. The following lemma is an inductive characterization of biadapted mappings that will be helpful below.

Lemma 3.1. Let $T_1 : X_1 \to Y_1$ be a bijection and let $S : X_1 \times X_{2:N} \to Y_{2:N}$ be a Borel mapping such that for all $x_1 \in X_1$ the mapping $S^{x_1} : X_{2:N} \to Y_{2:N} : x_{2:N} \mapsto S(x_1, x_{2:N})$ is biadapted.

Then the mapping
\[ T : X_{1:N} \to Y_{1:N} : x_{1:N} \mapsto (T_1(x_1), S^{x_1}(x_{2:N})) \]
is biadapted.

Proof. See Appendix 3.6 \qed

Proposition 3.2 (3 Proposition 5.1). Let $\mu \in \mathcal{P}(X), \nu \in \mathcal{P}(Y)$ and $\pi \in \mathcal{P}(X \times Y)$. Then the following are equivalent:

(i) $\pi \in \text{Cpl}_{bc}(\mu, \nu)$;

(ii) When decomposing
\[ \pi(dx, dy) = \pi_1(dx_1, dy_1)\pi^{x_1,y_1}(dx_2, dy_2) \cdots \pi^{x_{i-1},y_{i-1},N-1}(dx_N, dy_N) \]
we have

(a) $\pi_1 \in \text{Cpl}(\text{pr}_1, \mu, \text{pr}_1, \nu)$

(b) $\pi^{x_1,y_1} \in \text{Cpl}(\mu^{x_1}, \nu^{y_1})$ for all $t < N$ and $\pi$-almost all $(x_1, y_1)$.

An easy corollary of this criterion is the following inductive characterization of bicausal couplings:

Corollary 3.3. Let $\mu \in \mathcal{P}(X), \nu \in \mathcal{P}(Y)$ and $\pi \in \text{Cpl}(\mu, \nu)$. Then $\pi \in \text{Cpl}_{bc}(\mu, \nu)$ if and only if, when decomposing $\pi$ as $d\pi(x, y) = d\pi_1(x_1, y_1)d\pi^{x_1,y_1}(x_2, y_2, x_{1\cdots N})$, one has $\pi^{x_1,y_1} \in \text{Cpl}_{bc}(\mu^{x_1}, \nu^{y_1})$ for $\pi_1$-almost all $(x_1, y_1)$.

Proposition 3.4 (12 Theorem 3.1). $\text{Cpl}_{bc}(\mu, \nu)$ is closed w.r.t. weak convergence.

3.2. Time-dependent version of the representation of couplings. Our next aim is to prove a time-dependent version of the representation of couplings as bijective Monge couplings on extended spaces. To that end, we will have to add an additional coordinate for randomization in each time step in the $X$- and $Y$-component. To keep notations short, we introduce the following abbreviations:

(2) \[ \hat{X}_t := X_t \times [0, 1], \quad \hat{X}_{s:t} := \prod_{i=s}^{t} \hat{X}_i, \quad \hat{X} := \hat{X}_{1:N}. \]

We will not always be careful about the ordering of the spaces $X_i$ and $[0, 1]$ in the definition of $\hat{X}_{s:t}$ as product of those spaces. Instead of this, we agree to use consistent letters to name elements of those spaces unambiguously: Elements of $\hat{X}_i$ are always called $(x_i, u_i)$, where $x_i \in X_i$ and $u_i \in [0, 1]$.

Therefore, $(x_1, u_1), \ldots, (x_t, u_t))$ denotes the same element of $\hat{X}_{s:t}$ as $(x_s, \ldots, x_t, u_s, \ldots, u_t)$ does, and the latter is often abbreviated by $(x_{s:t}, u_{s:t})$. When evaluating functions $f : \hat{X}_{s:t} \to \mathbb{R}$, we use the same convention, i.e. $f(x_{s:t}, u_{s:t}) := f(x_s, \ldots, x_t, u_s, \ldots, u_t) := f((x_s, u_s), \ldots, (x_t, u_t))$.

$\text{pr} X$ will always denote the projection $\hat{X}_{s:t} \to X_{s:t} : (x_{s:t}, u_{s:t}) \mapsto x_{s:t}$.

For $\mu \in \mathcal{P}(X)$ we define $\hat{\mu} \in \mathcal{P}(\hat{X})$ via
\[ \int f d\hat{\mu} := \int f(x_{1:N}, u_{1:N})d\mu(x_{1:N})d\lambda(u_{1:N}), \]
i.e. we have $\hat{\mu} := \mu \otimes \lambda^N$ when allowing for the minor abuse of notation to rearrange the factors in the product space $\hat{X}$ to $([0, 1]^N)\times X_{1:N}$. 

\[ \]
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Theorem 3.5. Let \( \mu \in \mathcal{P}(X) \) and \( \nu \in \mathcal{P}(Y) \). If \( \pi \in \text{Cpl}_{bc}(\mu, \nu) \), there exists a biadapted mapping \( T : \hat{X} \to \hat{Y} \) satisfying

(i) \( T \times \mu = \hat{\nu} \), or equivalently, \( \hat{\pi} := (id, T)_* \hat{\mu} \in \text{Cpl}_{bc}(\hat{\mu}, \hat{\nu}) \),
(ii) \( \text{pr}_{X \times Y, \hat{\pi}} = \pi \).

On the other hand, if \( \pi \in \mathcal{P}(X \times Y) \) and there exists a biadapted mapping \( T : \hat{X} \to \hat{Y} \) such that (i) and (ii) are satisfied, then \( \pi \in \text{Cpl}_{bc}(\mu, \nu) \).

We postpone the (easy) proof of the reverse implication to the end of this section and focus on proving the direct implication. This proof is done by induction on the number of time steps. To avoid measurability issues in the induction step, we prove a slightly more general version of Theorem 3.5.

Theorem 3.6. Let \( X, Y, Z \) be standard Borel spaces, \( \mu \) be a kernel from \( Z \) to \( X \) and \( \nu \) be a kernel from \( Z \) to \( Y \). Moreover, let \( \pi \) be a kernel from \( Z \) to \( X \times Y \) such that \( \pi^z \in \text{Cpl}_{bc}(\mu^z, \nu^z) \) for all \( z \in Z \).

Then there exists a Borel mapping \( T : Z \times \hat{X} \to \hat{Y} \) such that for all \( z \in Z \) the mappings \( T^z : \hat{X} \to \hat{Y} : (x_{1,N}, u_{1,N}) \mapsto T(z, x_{1,N}, u_{1,N}) \) are Borel isomorphisms satisfying

(i) \( T^z_* \mu^z = \nu^z \), or equivalently, \( \pi^z := (id, T^z)_* \mu^z \in \text{Cpl}_{bc}(\mu^z, \nu^z) \),
(ii) \( \text{pr}_{X \times Y, \pi^z} = \pi^z \).

Proof. For one timestep (i.e. \( X = X_1, Y = Y_1 \)) bicausality is a trivial condition and biadapted is equivalent to bijective. Therefore, Theorem 3.5 is exactly the claim for one timestep.

Assume that we have already proven Theorem 3.6 for \( N - 1 \) time steps. Let \( \mu \) be a kernel from \( Z \) to \( X_{1,N} \), \( \nu \) be a kernel from \( Z \) to \( Y_{1,N} \) and \( \pi \) be a kernel from \( Z \) to \( X_{1,N} \times Y_{1,N} \) satisfying \( \pi^z \in \text{Cpl}_{bc}(\mu^z, \nu^z) \) for all \( z \in Z \).

For each \( z \in Z \) we can decompose \( \mu^z, \nu^z \) and \( \pi^z \) as

\[ d\mu^z = d\mu_{x_{1,N}}^z \times d\nu_{y_{1,N}}^z, \quad d\nu^z = d\nu_{x_{1,N}}^z \times d\nu_{y_{1,N}}^z, \quad d\pi^z = d\pi_{x_{1,N}}^z \times d\pi_{y_{1,N}}^z, \]

and by Corollary 3.3 it holds \( \pi^{x_{1,Y}, y_{1,N}} \in \text{Cpl}_{bc}(\mu^{x_{1,Y}, y_{1,N}}, \nu^{x_{1,N}}) \).

By the induction hypothesis, there exists a Borel mapping

\[ S : (X_{1} \times Y_{1}) \times \hat{X}_{2,N} \to \hat{Y}_{2,N} \]

such that for all \( (x_{1}, y_{1}, z) \in X_{1} \times Y_{1} \times Z \) the mapping \( S^{x_{1}, y_{1}, z} : X_{2,N} \to Y_{2,N} : (x_{2,N}, y_{2,N}) \mapsto S(x_{1}, y_{1}, z, x_{2,N}, y_{2,N}) \) is a Borel isomorphism satisfying

(i) \( S^{x_{1}, y_{1}, z}_* \mu^{x_{1}, y_{1}, z} = \nu^{y_{1}, z} \),
(ii) \( \text{pr}_{X \times Y, \pi^{x_{1}, y_{1}, z}} = \pi^{x_{1}, y_{1}, z} \),

where \( \pi^{x_{1}, y_{1}, z} := (id, S^{x_{1}, y_{1}, z})_* \mu^{x_{1}, y_{1}, z} \).

As the notation given at the beginning of this section suggests \( \mu^{x_{1}, y_{1}, z} \in \mathcal{P}(\hat{X}_{2,N}) \) is defined via

\[ \int f d\mu^{x_{1}, y_{1}, z} := \int f(x_{2,N}, u_{2,N}) d\mu^{x_{1}, y_{1}, z}(x_{2,N}) d\lambda^{N-1}(u_{2,N}) \]
Moreover, by Theorem 2.3 there exists a Borel mapping
\[ T_1 : Z \times \bar{X}_1 \to \bar{Y}_1 \]
such that for all \( z \in Z \), the mapping \( T^z_1 : \bar{X}_1 \to \bar{Y}_1 : (x_1, u_1) \mapsto T_1(z, x_1, u_1) \) is a Borel isomorphism satisfying \( T^z_1 \mu^1_1 = \nu^2_1 \) and \( \text{pr}_{XY}(\text{id}, T^z_1) \mu^1_1 = \pi^1_1 \).

We define the mapping
\[ T : Z \times \bar{X} \to \bar{Y} : (z, x_{1, N}, u_{1, N}) \mapsto (T^z_1(x_1, u_1), S^{z_1, \text{pr}_{Y_1}(T^z_1(x_1, u_1))}(x_{2, N}, u_{2, N}), z) \]
We have to check that \( T \) has the desired properties:

Clearly, \( T \) is measurable as composition. Fix \( z \in Z \). The mapping \( T^z \) is biadapted by Lemma 3.1.

In order to check that \( T^* \mu^z = \nu^z \), we consider an arbitrary Borel function \( f : \bar{Y} \to \mathbb{R} \). We achieve by using the properties \( S^{z_1, \text{pr}_{Y_1}(T^z_1(x_1, u_1))} = \nu^{y_1, z} \) and \( T^z_1 \mu^z_1 = \nu^z_1 \) we obtain for any Borel function \( f : X \times Y \to \mathbb{R} \):

\[ \int f(x_{1, N}, y_{1, N}) d\text{pr}_{XY} \bar{\pi^z}(x_{1, N}, y_{1, N}) = \]

\[ = \int f(\text{pr}_{XY} \circ (\text{id}, T^z_1)(x_{1, N}, y_{1, N})) d\mu^{z_1, z}(x_{2, N}, u_{2, N}) d\mu^z_1(x_1, u_1) \]

\[ = \int f(\text{pr}_{XY}((\text{id}, T^z_1)(x_1, u_1)), \text{pr}_{XY}((\text{id}, S^{z_1, \text{pr}_{Y_1} T^z_1(x_1, u_1))}(x_{2, N}, u_{2, N}))) d\mu^{z_1, z}(x_{2, N}, u_{2, N}) d\mu^z_1(x_1, u_1) \]

\[ = \int f(\text{pr}_{XY}((\text{id}, T_1)(x_1, u_1)), x_{2, N}, y_{2, N}) d\pi^{z_1, \text{pr}_{Y_1} T^z_1(x_1, u_1)}(x_{2, N}, y_{2, N}) d\mu^z_1(x_1) d\lambda(u_1) \]

\[ = \int f(x_{1, N}, y_{1, N}) d\pi^{z_1, y_1}(x_{2, N}, y_{2, N}) d\pi^z_1(x_1, y_1) \]

\[ = \int f(x_{1, N}, y_{1, N}) d\pi(x_{1, N}, y_{1, N}), \]

which yields the desired result \( \text{pr}_{XY} \bar{\pi^z} = \pi^z \). \( \square \)

**Proof of the reverse implication in Theorem 3.2** We show a slightly more general claim: If \( \bar{\pi} \in \text{Cpl}_b(\mu, \nu) \), then \( \pi : = \text{pr}_{XY} \bar{\pi} \in \text{Cpl}_b(\mu, \nu) \). By Proposition 3.2 it is enough to show that for
every \( t < N \)

\[
\hat{\pi}_{t+1:t} \in \text{Cpl}(\hat{\mu}^{x_{t+1:t}, v_{t+1:t}}) \quad \text{for } \hat{\pi}_t \text{ almost all } (x_{1:t}, u_{1:t}, y_{1:t}, v_{1:t})
\]

implied

\[
\pi^{x_{t+1:t}, v_{t+1:t}} \in \text{Cpl}(\mu^{x_{t+1:t}, y_{t+1:t}}) \quad \text{for } \pi_t \text{ almost all } (x_{1:t}, y_{1:t}).
\]

We show that the condition on the first marginal in (3) implies the condition on the first marginal in (4). The corresponding statement for the second marginal can be established in the same way.

Note that

\[
\hat{\mu}^{x_{1:t}, u_{1:t}} = \mu^{x_{1:t}} \otimes \lambda^t \quad \text{and} \quad \hat{\pi}^{x_{1:t}, u_{1:t}, v_{t+1:t}} = \pi^{x_{1:t}, y_{t+1:t}} \otimes \lambda^t
\]

for almost all \((u_{1:t}, v_{1:t})\). Condition (3) implies that we have for all \( f_t : X_{1:t} \times Y_{1:t} \to \mathbb{R} \) and \( g_t : X_{1:t+1:N} \to \mathbb{R} \) bounded measurable

\[
\int f_t(x_{1:t}, u_{1:t}, y_{1:t}, v_{1:t}) g_t(x_{t+1:t+1:N}, u_{t+1:t+1:N}) d\hat{\pi}(x, u, y, v) = \int f_t(x_{1:t}, u_{1:t}, y_{1:t}, v_{t+1:t}) g_t(x_{t+1:t+1:N}, u_{t+1:t+1:N}) d\hat{\pi}(x_{1:t}, u_{1:t}, y_{1:t}, v_{1:t})
\]

Applying this fact to functions of the form \( f_t(x_{1:t}, u_{1:t}, y_{1:t}, v_{1:t}) = f_t(x_{1:t}, y_{1:t}) \) and \( g_t(x_{t+1:t+1:N}, u_{t+1:t+1:N}) = g_t(x_{t+1:t+1:N}) \) and invoking (5) yields

\[
\int f_t(x_{1:t}, y_{1:t}) g_t(x_{t+1:t+1:N}) d\pi(x, y) = \int f_t(x_{1:t}, y_{1:t}) g_t(x_{t+1:t+1:N}) d\mu^{x_{1:t}, y_{t+1:t}} d\pi_t(x_{1:t}, y_{1:t}),
\]

hence \( \text{pr}_{X_t, \pi^{x_{1:t}, y_{1:t}}} = \mu^{x_{1:t}} \) for \( \pi_t \)-almost all \( x_{1:t} \).

\section{3.3. Denseness of biadapted mappings in the set of bicausal couplings.}

Analogously to Section 2.2 we use the representation result, Theorem 3.8, to prove denseness.

First, we state the regularity assumption on the marginals, which is essential for our proof:

**Assumption 3.7.** Let \( \mu \in \mathcal{P}(X_{1:N}) \). We say that \( \mu \) satisfies Assumption 3.7 if \( \mu \) has a disintegration

\[
d\mu(x_{1:N}) = d\mu_1(x_1) d\mu^{x_2}(x_2) \cdots d\mu^{x_{1:N-1}}(x_{N})
\]

such that \( \mu_1 \) is continuous and, for all \( t < N \) and \( x_{1:t} \in X_{1:t} \), the measure \( \mu^{x_{1:t}} \) is continuous.

**Remark 3.8.** Let \( X_t = \mathbb{R} \) for \( t \in \{1, \ldots, N\} \). If \( \mu \in \mathcal{P}(X_{1:N}) = \mathcal{P}(\mathbb{R}^N) \) is absolutely continuous w.r.t. Lebesgue measure, it satisfies Assumption 3.7.

**Proposition 3.9.** For \( t \in \{1, \ldots, N\} \) let \( M_t \) be an at most countable partition of \( X_t \) consisting of Borel sets, and let \( \mu \in \mathcal{P}(X) \) satisfy Assumption 3.7.

Then there exists a biadapted mapping \( \Phi^{M_t}_\mu : X \to \hat{X} \) s.t. for all \( (M_1, \ldots, M_N) \in M_1 \times \cdots \times M_N \) we have \( \Phi^{M_t}_\mu(\mu|_{M_{1:t}}) = \mu|_{M_{1:t}} \).

We want to prove this proposition by induction on the number of time steps. In order to avoid measurability issues in the induction step, we have to prove a slightly stronger claim:

**Proposition 3.10.** Let \( Z \) be a Polish space and, for all \( t \in \{1, \ldots, N\} \), let \( M_t \) be an at most countable partition of \( X_t \) consisting of Borel sets. Let \( \mu \) be a kernel from \( Z \) to \( X \) s.t. \( \mu^Z \) satisfies Assumption 3.7 for all \( z \in Z \).

Then there exists a Borel mapping \( \Phi^{M_t}_\mu : Z \times X \to \hat{X} \) s.t. for all \( z \in Z \) the mapping \( \Phi^{M_t}_\mu^Z := \Phi^{M_t}_\mu(z, \cdot) : X \to \hat{X} \) is biadapted and satisfies \( \Phi^{M_t}_\mu^Z(\mu^Z|_{M_{1:t}}) = \mu^Z|_{M_{1:t}} \) for all \( (M_1, \ldots, M_N) \in M_1 \times \cdots \times M_N \).
Our claim is true for $N = 1$ by Proposition 3.25. Assume that the claim is true for $N - 1$. Let $\mu \in P(X_1, N)$ satisfying Assumption 3.7 and decompose it as
\[ d\mu(x_{1:N}) = d\mu_1(x_1)d\mu^{x_1}(x_{2:N}) \]
By the induction hypothesis there exists a measurable mapping
\[ \Psi : (Z \times X_1) \times X_{2:N} \to \widehat{X}_{2:N} \]
s.t. for all $(z, x_1) \in Z \times X_1$ the mapping $\Psi^{z,x_1} := \Psi(z, x_1, \cdot) : X_{2:N} \to \widehat{X}_{2:N}$ is a biadapted mapping satisfying
\[ \Psi^{z,x_1}_\ast((\mu^{z,x_1})|_{M_{2:N}}) = (\mu^{z,x_1})|_{M_{2:N}}. \]
By Proposition 3.25 there exists a Borel mapping
\[ \Phi_1 : Z \times X_1 \to \widehat{X}_1 \]
s.t. for all $z \in Z$ the mapping $\Phi_1^z := \Phi_1(z, \cdot) : X_1 \to \widehat{X}_1$ is a Borel isomorphism satisfying
\[ \Phi_1^z(\mu_1^1|_{M_1}) = \mu_1^1|_{M_1}, \text{ for all } M_1 \in M_1. \]
Consider the mapping
\[ \Phi_1^M : Z \times X \to \widehat{X} : (z, x_{1:N}) \mapsto (\Phi_1^z(x_1), \Psi^{z,x_1}(x_{2:N})). \]
Clearly, $\Phi_1^M$ is measurable as concatenation and for all $z \in Z$ the map $\Phi_1^M \circ \Psi^{z,x_1}$ is biadapted by Lemma 3.1. For all $(M_1, \ldots, M_N) \in M_1 \times \cdots \times M_N$ and all $f : M_{1:N} \to \mathbb{R}$ Borel we find
\[
\begin{align*}
\int f(x_{1:N}, u_{1:N}) d\Phi_1^{M,z}_\ast((\mu^z)|_{M_{1:N}}) &= \\
= \int_{M_1} \int_{M_{2:N}} f(\Phi_1^z(x_1), \Psi^{z,x_1}(x_{2:N})) d\mu^{z,x_1}(x_{2:N}) d\mu_1^z(x_1) &= \\
= \int_{M_1} \int_{M_{2:N}} f(\Phi_1^z(x_1), x_{2:N}, u_{2:N}) d\mu^{z,x_1}(x_{2:N}) |_{M_{2:N}}(x_{2:N}, u_{2:N}) d\mu_1^z(x_1) &= \\
= \int_{M_1} \int_{M_{2:N}} f(x_{1:N}, u_{1:N}) d\mu^z|_{M_{1:N}}(x_{1:N}, u_{1:N}) &= \\
\end{align*}
\]
which yields $\Phi_1^{M,z}_\ast((\mu^z)|_{M_{1:N}}) = \mu_1^z|_{M_{1:N}}$. \hfill $\square$

Now we have provided all tools to prove the main result. The structure of the upcoming proof is analogous to the proof of Theorem 2.6.

**Theorem 3.11.** Let $\mu \in P(X)$ and $\nu \in P(Y)$ satisfy Assumption 3.7. Then the set of biadapted Monge couplings between $\mu$ and $\nu$ is weakly dense in $C_{\text{biM}}(\mu, \nu)$, i.e.
\[
C_{\text{biM}}(\mu, \nu) \cap C_{\text{biM}}(\mu, \nu) = C_{\text{biM}}(\mu, \nu).
\]
Let $p \in [1, \infty)$. If $\mu$ and $\nu$ have finite $p$-th moments w.r.t. compatible metrics $d_X, d_Y$, we have $W_p$-denseness as well.

**Proof.** Note that if $\mu$ and $\nu$ both have finite $p$-th moments, then every $\pi \in C_{\text{biM}}(\mu, \nu)$ has finite $p$-th moments w.r.t. the product metric. As $C_{\text{biM}}(\mu, \nu)$ is weakly and $W_p$-closed (c.f. Proposition 3.4), the weak- and $W_p$-closures of $C_{\text{biM}}(\mu, \nu)$ are contained in $C_{\text{biM}}(\mu, \nu)$. In order to show that the closure of $C_{\text{biM}}(\mu, \nu)$ is $C_{\text{biM}}(\mu, \nu)$, we have to show that any $\pi \in C_{\text{biM}}(\mu, \nu)$ can be approximated by a sequence $(\pi_n)_n$ in $C_{\text{biM}}(\mu, \nu)$.

According to Theorem 3.3 there exists a coupling $\tilde{\pi} = (id, T) \ast \tilde{\mu} \in C_{\text{biM}}(\tilde{\mu}, \tilde{\nu})$ such that
(i) \( T_n \hat{\mu} = \hat{\nu} \).

(ii) \( \mathbb{P}^{XY} \hat{\pi} = \pi \).

For \( t \in \{1, \ldots, N\} \), let \( (A^t_n)_{n \in \mathbb{N}} \) and \( (B^t_n)_{n \in \mathbb{N}} \) be sequences of partitions of \( X_t \) and \( Y_t \) satisfying \( \lim_{n \to \infty} ||A^t_n|| = \lim_{n \to \infty} ||B^t_n|| = 0 \) s.t. \( A^t_n \) and \( B^t_n \) consist of at most countably many Borel sets. According to Proposition 3.9 for all \( n \in \mathbb{N} \), there exist biadapted mappings \( \Phi_n : X \to \hat{X} \) and \( \Psi_n : Y \to \hat{Y} \) such that

(iii) \( \Phi_n \circ (\mu|_{A^t_n}) = \mu|_{A^t_n} \) for all \( A_t \in A^t_n \),

(iv) \( \Psi_n \circ (\mu|_{B^t_n}) = \nu|_{B^t_n} \) for all \( B_t \in B^t_n \).

For \( n \in \mathbb{N} \) define the mapping

\[
T_n := \Psi_n^{-1} \circ T \circ \Phi_n : X \to Y.
\]

\( T_n \) is biadapted as composition of biadapted mappings and satisfies \( T_n \circ \mu = \nu \). We need to check that \( \pi^n := (\text{id}, T^n)_* \mu \to \pi \). Note that \( \mathcal{M}_n := \{A_{1:N} \times B_{1:N} | A_t \in A^t_n, B_t \in B^t_n\} \) are partitions of \( X \times Y \) consisting of countably many Borel sets satisfying \( \lim_{n \to \infty} ||\mathcal{M}_n|| = 0 \). Hence, by Lemma 2.4 it suffices to show for all \( n \in \mathbb{N} \) and for all \( A_t \in A^t_n, B_t \in B^t_n \):

\[
\pi_n(A_{1:N} \times B_{1:N}) = \pi(A_{1:N} \times B_{1:N}).
\]

This is a consequence of the properties (i) to (iv) of the mappings \( \Phi_n, \Psi_n \) and \( T_n \), as the following calculation, where were denote \( A := A_{1:N} \) and \( B := B_{1:N} \), shows:

\[
\pi_n(A \times B) = \mu(A \cap T^{-1}_n(B)) = \mu(A(\Phi_n^{-1} \circ T^{-1} \circ \Psi_n)(B)) = \mu(A \otimes \lambda)(T^{-1}(\Psi_n(B)))
\]

\[
= (\mu \otimes \lambda)((A \times [0,1]) \cap T^{-1}(\Psi_n(B))) = (\nu \otimes \lambda)(T(A \times [0,1] \cap \Psi_n(B)) = (\nu \otimes \lambda)(\Psi_n^{-1}(T(A \times [0,1]) \cap B))
\]

\[
= (\nu|_B(\Psi_n^{-1}(T(A \times [0,1]))) = (\nu|_B \otimes \lambda)(T(A \times [0,1])) = (\nu \otimes \lambda)(T(B \times [0,1] \cap A \times [0,1]))
\]

\[
= \hat{\pi}(A \times [0,1] \times B \times [0,1]) = \pi(A \times B).
\]

\[\Box\]

3.4. Discussion. In [12] a version of the result for causal couplings was shown, i.e. causal couplings supported on the graph of adapted mappings are dense in the set of causal couplings with fixed marginals. It was sufficient to require continuity assumptions for the first timestep of the \( X \)-marginal.

Since bicausality is causality in both directions, it is clear that we will need at least the same assumption for the \( Y \)-marginal as well. However, the assumptions in Theorem 3.11 are significantly stronger than that. We give an example to illustrate why more restrictive assumptions than continuity of the \( X \)- and \( Y \)-marginals in the first timestep are necessary.

Example 3.12. Let \( N = 2 \) and \( X_1 = X_2 = Y_1 = Y_2 = [0,1] \). Consider the measures \( \mu = \lambda \otimes \delta_0 \in \mathcal{P}(X_1 \times X_2) \) and \( \nu = \lambda^2 \in \mathcal{P}(Y_1 \times Y_2) \).

Since \( \mu \) and \( \nu \) are both continuous measures, couplings between \( \mu \) and \( \nu \) supported on the graphs of bijections are dense in \( \text{Cpl}(\mu, \nu) \), see Theorem 2.4. We show that there are no bicausal couplings between \( \mu \) and \( \nu \) that are supported on the graph of a bijection.

Assume that there exists \( \pi \in \text{Cpl}_{\text{bc}}(\mu, \nu) \cap \text{Cpl}_{\text{bim}}(\mu, \nu) \) and decompose it as \( d\pi = d\pi_1(x_1, y_1) d\pi_2(x_1, y_2) \). By Corollary 3.3 we get \( \pi^{x_1,y_1} \in \text{Cpl}_{\text{bim}}(\mu^{x_1}, \nu^{y_1}) \) for \( \pi \)-almost all \( (x_1, y_1) \). However, for all \( x_1, y_1 \) it holds \( \text{Cpl}_{\text{bim}}(\mu^{x_1}, \nu^{y_1}) = \text{Cpl}_{\text{bim}}(\delta_0, \lambda) = \emptyset \). Therefore, such a \( \pi \) cannot exist and \( \text{Cpl}_{\text{bc}}(\mu, \nu) \cap \text{Cpl}_{\text{bim}}(\mu, \nu) \) is empty.
To close this section, we state the consequences of Theorem 3.11 for the bicausal transport problem and the adapted Wasserstein distance.

**Corollary 3.13.** Let $\mu \in \mathcal{P}(X)$ and $\nu \in \mathcal{P}(Y)$ satisfy Assumption 3.7 and $c : X \times Y \to \mathbb{R}$ be continuous and bounded. Then we have

$$\inf \left\{ \int c d\pi \mid \pi \in \mathcal{CPL}_\text{bc} (\mu, \nu) \right\} = \inf \left\{ \int c(x,T(x)) d\mu(x) \mid T \text{ biadapted}, T_*\mu = \nu \right\}.$$

In particular, one can restrict to couplings supported on the graph of biadapted mappings, when calculating the adapted Wasserstein distance of two probability measures:

**Corollary 3.14.** Let $p \in [1, \infty)$ and equip the Polish space $X$ with the product metric $d$ of the metrics $d_1, \ldots, d_N$ on the spaces $X_1, \ldots, X_N$. For $\mu, \nu \in \mathcal{P}_p(X)$ satisfying Assumption 3.7 we have

$$W_p(\mu, \nu) = \inf \left\{ \int d(x, T(x))^p d\mu(dx) \mid T \text{ biadapted}, T_*\mu = \nu \right\}^{1/p}.$$

**Appendix**

### 3.5. Preliminaries from descriptive set theory

In this section we briefly state a few results from descriptive set theory that we used often throughout this paper, for more details the reader is referred to the monograph [24].

A measurable space is a tuple $(X, \mathcal{A})$, where $X$ is a set and $\mathcal{A}$ is $\sigma$-algebra on $X$. A measurable space $(X, \mathcal{A})$ is called standard Borel, if there exists a Polish topology $\mathcal{T}$ on $X$ such that the $\sigma$-algebra $\mathcal{A}$ is the Borel $\sigma$-algebra generated by $\mathcal{T}$. We write $X$ instead of $(X, \mathcal{A})$, if the $\sigma$-algebra is clear from the context.

Let $X, Y$ be standard Borel spaces and $f : X \to Y$ a mapping. Then $f$ is Borel if and only if graph$(f)$ is Borel (see [24] Theorem 14.12). In particular, if $f : X \to Y$ is Borel and bijective, then $f$ is a Borel isomorphism (i.e. $f^{-1}$ is measurable).

Let $X, Y$ be standard Borel spaces. Then $X$ and $Y$ are Borel isomorphic if and only if they have the same cardinality (“Borel isomorphism Theorem”, see [24] Theorem 15.6). All uncountable standard Borel spaces have the cardinality of the continuum (see [24] Theorem 13.6) and are therefore Borel isomorphic.

Recall that a probability measure $\mu$ is called continuous if it does not give mass to singletons, i.e. $\mu(\{x\}) = 0$ for all $x \in X$. Let $X$ be a standard Borel space and $\mu \in \mathcal{P}(X)$ be continuous. Then there is a Borel isomorphism $\pi : X \to [0, 1]$ s.t. $\pi_*\mu = \lambda$, where $\lambda$ denotes the Lebesgue measure on $[0, 1]$ (“Isomorphism theorem for measures”, see [24] Theorem 17.41). In particular, every standard Borel space that supports a continuous probability measure has the cardinality of the continuum.

### 3.6. Omitted proofs

For the sake of completeness we state the proofs of a few technical lemmas that we have omitted as they are not crucial for the understanding of the main results.

Recall that we assumed all standard Borel spaces to be uncountable.

**Lemma 3.15.** Let $X$ be a standard Borel space and $\mu \in \mathcal{P}(X)$. Then there is an uncountable Borel set $A \subseteq X$ satisfying $\mu(A) = 0$.

**Proof.** Let $X' := \{ x \in X \mid \mu(\{x\}) = 0 \}$. Since $X \setminus X'$ is countable, $X'$ is uncountable Borel. If $\mu(X') = 0$, take $A := X'$. Otherwise let $\nu := \frac{1}{\mu(X')}|\mu|_{X' \in \mathcal{P}(X')}$. By the isomorphism theorem for measures (c.f. Section 3.5) there is a Borel isomorphism $f : X' \to [0, 1]$ s.t. $f_*\nu = \lambda$. Denote $C \subseteq [0, 1]$ the usual Cantor set and let $A := f^{-1}(C)$. \qed
**Proof of Lemma 3.14** It is clear that $T$ is adapted and it is easy to check that it is injective and surjective. Therefore, $F := T^{-1}$ exists and it suffices to show that $F$ is adapted. To that end, we denote

$$F(y_{1:N}) = (F_1(y_{1:N}), F_{2:N}(y_{1:N})).$$

We have

$$y_{1:N} = T(F(y_{1:N})) = (T_1(F_1(y_{1:N})), S^{F_1(y_{1:N})}(F_{2:N}(y_{1:N})))$$

and therefore $y_1 = T_1(F_1(y_{1:N}))$. As $T_1$ is bijective, we can apply $T_1^{-1}$ to get $F_1(y_{1:N}) = T_1^{-1}(y_1)$, i.e., $F_1$ depends only on $y_1$. Moreover, (6) implies $y_{2:N} = S^{F_1(y_1)}(F_{2:N}(y_{1:N}))$. Since $S^{F_1(y_1)}$ is bijective, this implies

$$(S^{F_1(y_1)})^{-1}(y_{2:N}) = F_{2:N}(y_{1:N}).$$

Since $S^{F_1(y_1)}$ is assumed to be biadapted, there exists, for every $t$, $F_i : Y_{1:t} \to X_i$ Borel s.t.

$$F_{2:N}(y_{1:N}) = F_2(y_{1:2}), \ldots, F_N(y_{1:N}).$$

\[\square\]

**Lemma 3.16.** For $\mu \in \mathcal{P}(X)$ and $\nu \in \mathcal{P}(Y)$ we have

(a) $\text{Cpl}_c(\mu, \nu) \cap \text{Cpl}_M(\mu, \nu) = \{(id,T), \mu | T \text{ adapted }, T_*\mu = \nu\}$

(b) $\text{Cpl}_c(\mu, \nu) \cap \text{Cpl}_M(\mu, \nu) = \{(id,T), \mu | T \text{ biadapted }, T_*\mu = \nu\}$

**Proof.** (a) Let $\pi \in \text{Cpl}_c(\mu, \nu) \cap \text{Cpl}_M(\mu, \nu)$, write $d\pi = d\delta_{T(x)}d\mu(x)$ and fix $t \leq N$. Then for all $B \in F_t^X$, the mapping

$$\phi_B : x \mapsto \delta_{T(x)}(B)$$

is $F_t^X$ measurable. Since $T^{-1}(B) = \phi_B^{-1}([1])$, this implies that $T$ is $F_t^X$-$F_t^Y$-measurable. Hence, $pr_{Y_1,t} \circ T$ is $F_t^X$-measurable. By the Doob–Dynkin lemma this implies that there is a Borel function $\tilde{T}_i : X_{1:t} \to Y_{1:t}$ s.t. $pr_{Y_1,t} \circ T = \tilde{T}_i \circ pr_{X_{1:t}}$. Set $T_i := pr_{Y_i} \circ \tilde{T}_i$.

Conversely, let $d\pi = d\delta_{T(x)}d\mu(x)$, where $T$ is adapted and satisfies $T_*\mu = \nu$. For $t < N$ and $B \in F_t^Y$ we need to show that $\phi_B$ is $F_t^X$-measurable. Since $\phi_B$ only takes the values 0 and 1, it suffices to show that $\phi_B^{-1}([1]) \in F_t^X$. Indeed, $B = pr_{Y_1,t}^{-1}(B')$ for some Borel $B' \subseteq Y_{1:t}$ and $\phi_B^{-1}([1]) = T^{-1}(B) = (pr_{Y_1,t} \circ T)^{-1}(B') \in F_t^X$, since $pr_{Y_1,t} \circ T$ is $F_t^X$-measurable.

(b) is an immediate consequence of (a). \[\square\]

**3.7. An isomorphism theorem for kernels.** The isomorphism theorem for measures states that for any continuous measure on a standard Borel space $X$, there exists a bijection $f : X \to [0,1]$ s.t. $f_*\mu = \lambda$. The main goal of this section is to prove the following parameterized version:

**Theorem 3.17.** Let $X$ and $Y$ be standard Borel spaces and $\pi$ a kernel from $X$ to $Y$ s.t. $\pi^x$ is a continuous probability measure for all $x \in X$. Then there exists a Borel function $G : X \times Y \to [0,1]$ such that for all $x \in X$ the mapping $G^x := G(x, \cdot) : Y \to [0,1]$ is a Borel isomorphism satisfying $G^x_*\pi^x = \lambda$, where $\lambda$ denotes the Lebesgue measure on $[0,1]$.

Using the axiom of choice, one could choose for all $x \in X$ a Borel isomorphism $f_x$ that pushes $\pi^x$ to $\lambda$ and define $f(x,y) := (x, f_x(y))$. However, there is no reason why this function $f$ is measurable. Therefore, we repeat the construction in the proof of the isomorphism theorem for measures given in [21]. Theorem 17.41 in a way that is uniform for all $x$. A key role for this plays Theorem 2.4 from [25] because it ensures the existence of Borel isomorphisms that let the $x$-coordinate fixed under suitable conditions. We will first clarify what this means exactly:

For a set $A \subseteq X \times Y$ and $x \in X$ we define the $x$-section of $A$ as $A_x := \{y \in Y | (x, y) \in A\}$. 
Definition 3.18. Let $X, Y, Z$ be standard Borel spaces and let $B \subseteq X \times Y$ be Borel. A Borel parametrization of $B$ is a Borel isomorphism $f : X \times Z \to B$ satisfying $f(\{x\} \times Z) = \{x\} \times B_x$ for all $x \in X$.

Of course, a necessary condition for the existence of a Borel parametrization is that all $x$-sections of $B$ have the same cardinality. We are interested in the case where $X$ is uncountable and all $x$-sections of $B$ are uncountable. The following theorem gives a criterion for the existence of Borel parametrizations:

Theorem 3.19 ([28] Theorem 2.4]). Let $X$ and $Y$ be uncountable standard Borel spaces and let $B \subseteq X \times Y$ be a Borel set with uncountable $x$-sections. Then the following are equivalent:

(i) $B$ has a Borel parametrization.

(ii) There is a Borel set $M \subseteq B$ such that for all $x \in X$ the set $M_x$ is compact and perfect.

(iii) There exists a kernel $\mu$ from $X$ to $Y$ such that for all $x \in X$ the measure $\mu^x$ is continuous and satisfies $\mu^x(B_x) = 1$.

Remark 3.20. If $B \subseteq X \times Y$ is a Borel set with uncountable $x$-sections, all $x$-sections contain a homeomorphic copy of $[0,1]^\mathbb{N}$ and therefore a compact perfect set. Loosely speaking, the assertion (ii) in Theorem 3.19 says that these perfect sets can be chosen in a uniform way.

Given a kernel $\pi$ from $X$ to $Y = [0,1]$ such that $\pi^x$ is continuous for all $x \in X$, the function $G(x,t) := F_{\pi^x}(t)$ is jointly measurable and $G^x = G(x,\cdot)$ pushes $\pi^x$ to $\lambda$. However, $G^x$ is in general not injective: If $\text{supp}(\pi^x) \subseteq [0,1]$, the function $F_{\pi^x}$ is constant on non-trivial intervals. The following lemma asserts that the set, where this problem occurs, is Borel in the product space:

Lemma 3.21. Let $F : X \times [0,1] \to [0,1]$ be a Borel mapping such that for all $x \in [0,1]$ the mapping $t \mapsto F(x,t)$ is monotone. Then the set

$$N := \{ (x,y) \in X \times [0,1] \mid \exists t_1 \neq t_2 : y = F(x,t_1) = F(x,t_2) \}$$

is Borel and $N_x$ is at most countable for all $x \in X$.

Proof. Since $t \mapsto F(x,t)$ is monotone, we note that

$$(x,y) \in N \iff \exists t_1, t_2 \in \mathbb{Q} \cap [0,1], t_1 \neq t_2 \text{ s.t. } y = F(x,t_1) = F(x,t_2).$$

Hence, we can express $N$ as a countable union of intersections of graphs of Borel functions:

$$N = \bigcup_{t_1,t_2 \in \mathbb{Q} \cap [0,1], t_1 \neq t_2} \{(x,F(x,t_1)) : x \in X \} \cap \{(x,F(x,t_2)) : x \in X \}.$$

As graphs of Borel functions are Borel measurable (see Appendix 3.3), we have shown that $N$ is Borel. Finally, we find by (7) that $N_x$ is a (at most) countable union of singletons, and hence countable. \(\square\)

Proposition 3.22. Let $X$ be a Polish space and $\pi$ a kernel from $X$ to $[0,1]$ s.t. $\pi^x$ is continuous for all $x \in X$. Then there is a Borel set $M \subseteq X \times [0,1]$ such that for all $x \in X$ the set $M_x$ is compact perfect and satisfies $\pi^x(M_x) = 0$.

Proof. Let $(U_n)_{n \in \mathbb{N}}$ be a base of the standard topology of $[0,1]$. Each $U_n$ contains a non-empty open interval, hence an non-degenerate closed interval $C_n$. Clearly, $C_n$ is compact perfect. The usual Cantor set $C \subseteq [0,1]$ is compact perfect as well. Define a set $M \subseteq X \times [0,1]$ via

$$(x,t) \in M : \iff \begin{cases} t \in F_{\pi^x}(C) & \text{if } \text{supp}(\pi^x) = [0,1] \\ t \in C_n & \text{if } n = \min\{k|\pi^x(U_k) = 0\}. \end{cases}$$
The mapping \((x, t) \mapsto F_{\pi^2}(t)\) is measurable in \(x\) and continuous in \(t\), hence jointly measurable (see e.g. [3] Lemma 4.51). Therefore, \(\{(x, t) \in F_{\pi^2}(C)\}\) is Borel and hence \(M\) is Borel.

If \(\text{supp}(\pi^2) = [0, 1]\) the function \(F_{\pi^2}\) is a homeomorphism, hence \(M_x = F_{\pi^2}(C)\) is compact perfect and \(\pi^2(M_x) = \lambda(C) = 0\). If \(\text{supp}(\pi^2) \neq [0, 1]\), there is some (and therefore a minimal) \(n\) s.t. \(\pi^2(U_n) = 0\) and we have \(M_x = C_n\) and hence \(\pi^2(M_x) \leq \pi^2(U_n) = 0\).

\[\square\]

**Proof of Theorem 3.23** By the Borel isomorphism Theorem (c.f. Section 3.5) we can assume that \(Y = [0, 1]\). By [3] Lemma 4.51 the mapping

\[F : X \times [0, 1] \rightarrow X \times [0, 1] : (x, t) \mapsto (x, F_{\pi^2}(t))\]

is jointly measurable. By Lemma 3.21 the set

\[N := \{(x, y) \in X \times [0, 1] \mid \exists t_1 \neq t_2 : y = F(x, t_1) = F(x, t_2)\}\]

is Borel and \(N_x\) is at most countable for all \(x \in X\). The set \(M := F^{-1}(N)\) is Borel and satisfies \(\pi^2(M_{x}) = \pi^2([F(x, \cdot)]^{-1}(N_x)) = \lambda(N_x) = 0\) for all \(x \in X\) because \(N_x\) is countable. Clearly, \(F\) is a bijection between \((X \times [0, 1]) \setminus M\) and \((X \times [0, 1]) \setminus N\).

By Proposition 3.22 there exist Borel sets \(A, B \subseteq X \times [0, 1]\) such that for all \(x \in X\) the sets \(A_x\) and \(B_x\) are compact perfect and \(\pi^2(A_x) = 0\) and \(\lambda(B_x) = 0\). This implies that \(\lambda([F(x, \cdot)](A_x)) = \lambda([F(x, \cdot)](B_x)) = 0\).

Consider the sets \(C := A \cup F^{-1}(B) \cup M\) and \(D := F(A) \cup B \cup N\). Then we have \(\pi^2(C_x) \leq \pi^2(A_x) + \pi^2([F(x, \cdot)]^{-1}(B_x)) + \pi^2(M_x) = 0\) and \(\lambda(D_x) \leq \lambda([F(x, \cdot)](A_x)) + \lambda(B_x) + \lambda(N_x) = 0\) for all \(x \in X\) and \(F\) is a bijection between \((X \times [0, 1]) \setminus C\) and \((X \times [0, 1]) \setminus D\). Moreover, \(C\) and \(D\) both satisfy the assumptions of Theorem 3.19 so there exist Borel parametrizations \(f : X \times [0, 1] \rightarrow C\) and \(g : X \times [0, 1] \rightarrow D\).

Clearly, the mapping

\[\tilde{G} : X \times [0, 1] \rightarrow X \times [0, 1] : (x, t) \mapsto \begin{cases} F(x, t) & t \in [0, 1] \setminus C_x, \\ g(f^{-1}(x, t)) & t \in C_x \end{cases}\]

is a Borel parametrization of \(X \times [0, 1]\). Denote \(pr_2\) the projection on the second component. It is easy to see that \(pr_2 \circ \tilde{G}(x, \cdot), \pi^2 = \lambda\) for all \(x \in X\). Hence, the mapping \(G := pr_2 \circ \tilde{G}\) has the desired properties.

We state two corollaries of Theorem 3.17 that are useful throughout the paper:

**Corollary 3.23.** Let \(X, Y\) and \(Z\) be standard Borel spaces, \(\mu\) a kernel from \(Z\) to \(X\) and \(\nu\) a kernel from \(Z\) to \(Y\) s.t. \(\mu^2\) and \(\nu^2\) are continuous probability measures for all \(z \in Z\). Then there exists a Borel function

\[G : Z \times X \rightarrow Y\]

such that for all \(z \in Z\) the mapping \(G^z := G(z, \cdot) : X \rightarrow Y\) is a Borel isomorphism satisfying \(G^z_{\mu^2} = \nu^2\).

**Proof.** As we see at the end of the proof of Theorem 3.17 there are Borel parametrizations \(\tilde{F} : Z \times X \rightarrow Z \times [0, 1]\) and \(\tilde{H} : Z \times Y \rightarrow Z \times [0, 1]\) such that \(pr_2 \circ \tilde{F}(x, \cdot), \mu^2 = \lambda\) and \(pr_2 \circ \tilde{H}(x, \cdot), \nu^2 = \lambda\) for all \(z \in Z\). It is easy to see that \(G := pr_2 \circ \tilde{H}^{-1} \circ \tilde{F}\) has the desired properties.

\[\square\]

**Corollary 3.24.** Let \(X\) and \(Y\) be standard Borel spaces and \(\pi\) a kernel from \(X\) to \(Y\). Then there exists a Borel function

\[G : X \times Y \times [0, 1] \rightarrow [0, 1]^2\]

such that for all \(x \in X\) the mapping \(G^x := G(x, \cdot) : Y \times [0, 1] \rightarrow [0, 1]^2\) is a Borel isomorphism satisfying \(G^x_{(\pi^2 \otimes \lambda)} = \lambda^2\), where \(\lambda^2\) denotes the Lebesgue measure on \([0, 1]^2\).
Proof. Note that \( \pi^* \otimes \lambda \) is a continuous probability measure on \( Y \times [0, 1] \) for any \( \pi^* \in \mathcal{P}(Y) \). Hence we can apply Theorem 3.17 to standard Borel spaces \( X \) and \( Y \times [0, 1] \) and the kernel \((\pi^* \otimes \lambda)|_{x \in X}\).

A further useful application of the isomorphism theorem for kernels is the following proposition:

**Proposition 3.25.** Let \( X \) and \( Z \) be Polish spaces, \( M \) be an at most countable partition of \( X \) consisting of Borel sets and \( \mu \) be a kernel from \( Z \) to \( X \) s.t. \( \mu^z \) is continuous for all \( z \in Z \).

Then there exists a Borel mapping \( \Phi : Z \times X \to X \times [0, 1] \) s.t. for all \( z \in Z \) the mapping \( \Phi^z := \Phi(z, \cdot) : X \to X \times [0, 1] \) is a Borel isomorphism satisfying \( \Phi^z_*(\mu^z|_M) = (\mu^z|_M) \otimes \lambda \) for all \( M \in \mathcal{M} \).

Proof. Denote \( M' := \{ M \in \mathcal{M} \mid M \text{ is uncountable} \} \) and \( X' := \bigcup M' \). For \( M \in \mathcal{M}' \) define the kernel \( \mu_M \) from \( Z \to M \) as

\[
\mu_M := \begin{cases} 
\frac{1}{\rho_M} (\mu |_{M}) |_M, & \mu^z(M) > 0, \\
\rho_M, & \mu^z(M) = 0,
\end{cases}
\]

where \( \rho_M \) is a fixed continuous probability measure on \( M \) (e.g. the pushforward of \( \lambda \) under a Borel isomorphism between \([0, 1]\) and \( M \) that exists by the Borel isomorphism theorem, c.f. Section 3.6). By Theorem 3.17 there exists a mapping \( \Phi_M : Z \times X \to M \times [0, 1] \) s.t. for all \( z \in Z \) the mapping \( \Phi^z_M := \Phi_M(z, \cdot) : M \to M \times [0, 1] \) is a Borel isomorphism pushing \( \mu_M^z \) to \( \mu_M^z \otimes \lambda \).

Define the mapping

\[
\tilde{\Phi} : Z \times X' \to X' \times [0, 1] : (z, x) \mapsto \Phi_M(z, x), \text{ if } M \text{ is the unique } M \in \mathcal{M}' \text{ s.t. } x \in M.
\]

Clearly, \( \tilde{\Phi} \) is Borel as it is defined by an at most countable case-distinction of Borel maps and satisfies \( \Phi^z_M(\mu_M^z) = \mu_M^z \otimes \lambda \) for all \( M \in \mathcal{M}' \).

Now, it remains to modify \( \tilde{\Phi} \) on null sets to get a bijection \( \Phi \) with the desired properties. By Proposition 3.22 there are Borel sets \( A \subseteq Z \times X \) and \( B \subseteq Z \times X \times [0, 1] \) such that for all \( z \in Z \) the sets \( A_z \) and \( B_z \) are compact perfect and satisfy \( \mu^z(A_z) = 0 \) and \( \mu^z \otimes \lambda(B_z) = 0 \).

Define \( C := A \cup \tilde{\Phi}^{-1}(B) \cup X \setminus X' \) and \( D := \tilde{\Phi}(A) \cup B \cup Z \times (X \setminus X') \times [0, 1] \). Clearly, \( C \) and \( D \) both satisfy the assumptions from Theorem 3.19 so there exists a Borel isomorphism \( \Psi : C \to D \) such that \( \Psi(z \times C_z) = \{ z \} \times D_z \) for all \( z \in Z \). Denote \( \text{pr} : Z \times X \times [0, 1] \to X \times [0, 1] \) the projection. It is easy to check that the mapping

\[
\Phi : Z \times X \to X \times [0, 1] : (z, x) \mapsto \begin{cases} 
\text{pr}(\tilde{\Phi}(z, x)) & x \in X \setminus C_z, \\
\text{pr}(\Psi(z, x)) & x \in C_z
\end{cases}
\]

has the desired properties. \( \square \)
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