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Abstract— In recent years, multi-label classifications have become common. Multi label classification is a classification in which a collection of labels is associated with a single instance, which may be a variation of the classification of a single label. The problem of huge data is the classification in which each instance is of different kind which further can be identified with more than one class. The various machine learning strategies for classifying multi-label data are discussed in this paper. Many researchers have been carried out that specify the grouping of multiple labels. Here we will compare various classification machine learning techniques that involve two approaches: the adapted algorithm approach and the method of problem transformation. Here we are using naive multinomial bayes and logistic regression. We use certain evaluation metrics to predict the differences as well. Better classification methods are discussed in this paper.
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I. INTRODUCTION

Classification is a method of analysis of data that extracts models that define essential groups of data. In order to predict labels, the data analysis task is classification, where a model or classifier is made. Multi class is a classification of two classes. Multi class classification shows that each sample is assigned to a minimum of one label; a fruit is either an apple or a pear but not both at the identical time. It’s one label classification. It contains multiple numbers of classes over two. They’re mutually exclusive (independent). [1]

In multi label classification, each example contains different classes. Each class would have more than one label. Each label represents task, this tasks are related. The multiple labels are dependent. Each example depends on multiple labels. Each class can be categorized into different categories. So, these types of problems are called as Multi label classification problem. [2]

The Fig. 1 shows the diagram of multi class vs multi label.

In Fig. 2, Single label classification is where each instance of a dataset is associated with just one class label. [3] Each instance can be associated with one or more class labels. This group of problems is known as Multi-Label Classification. [4]
Multi Label Classification
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A one label classifier isn’t always able to classify entire information. A technique has to be defined in which classification of data may be done correctly and provides reliable results. The aim is to compare the machine learning techniques for classification of multi label data in data streams. [6]

II. LITERATURE REVIEW

In this paper [1], for classifying multi label data a web variational inference method was used. During this usually to make the ensemble system, random projections are used. In this, Online Variational Inference (VIGO) for multivariate gaussians is employed, which is used to get better performance and multi label data classification. Several difficulties should be able to overcome, to adapt VIGO to multi label learning. Here the following evaluation metrics has been considered: F1 score, accuracy, precision, ranking loss.

Zhe Chu, Peipei Li, Xuegang Hu in [2] proposed COINS for multi label classification. In the world, it is not easy to get labels. The existing multi label data classification algorithms mostly deals with the classification using all labeled data and not with the emerging new classes. Few semi supervised methods are also there. Here the multi label semi supervised classification algorithm known as COINS which support co-training is used to train a base classifier on data. So an ensemble model which is used to adapt to the environment of an outsized number of unlabeled data is generated. Here the next evaluation metrics has been considered: hamming loss, one-error, coverage, ranking loss, and average precision.

Amani M. Alattas in [3] shows models and its challenges. SMLC (Stream Multi label Classification) model is used in many of the processes and events in which the net prediction and its decision is the most important work. This paper shows an AMLCM model (Adaptive Multi label Classification Model) that defines an aggregator concept. The aggregator works as an integrated place. In that a number of sub sections operate in parallel. This is done to update the heuristics and statics values.

Feng Qin, Jun Huang, Xiao Zheng, Zhixiang Yuan, Zekai Cheng. Weigang Zhang in [4] proposes LSML method (Label Specific features for multi label classification with Missing Labels). This is a replacement method. In this we first learn the label correlations. This label correlations can be exploited which gives an unfinished label matrix and can be replaced with a supplementary label matrix. Then, a label specific representation of data for every class label is learned.

Raphael Benedict G. Luta, Renann G. Baldovino, and Nilo T. Bugtai in [5] Paper proposed a system application for the multi-label classification of pH levels. The pH could be a measure of whether a substance is acidic or basic. The utilization of learning methods is less expensive and more reliable for pH level measurement. Here the subsequent evaluation metric has been considered: accuracy.

In this paper [6], Classification is the major issue. In this problem, each instance is of different kind and which is related to more than one class. This problem section is called classification. There are mainly two varieties of classification approaches for multi label: Algorithm dependent and Algorithm independent. Algorithm dependent approach consists of SVM and DT. Independent approach consists of instance and label based methods. The proposed method is AdaBoost and ADTBoost.

In this paper [7], K-labelsets ensemble method which supports mutual information and joint entropy has been proposed. The traditional random k labelsets method has drawbacks. This method have two main drawbacks: i) the imbalanced data may rise for any randomly selected label set, ii) There can be information redundancy and overlap due to dependency relation among labels with similar label set. Here, subsequent evaluation metrics has been considered: subset accuracy and label accuracy. Here the subsequent evaluation metrics has been considered: subset accuracy, label based accuracy.

In this paper [8], MLRBC (Multi Label Rule Based Classifier) for multi label classification is proposed. In this an algorithm combines LP with a rule based ML approach. This has an advantage of strong generalization capability of UCS and its robustness. Here the next evaluation metrics has been considered: hamming loss, recall, accuracy, one error, rank loss.

In this paper [9], the multi-label image classification is being considered where each image is often associated with multiple labels and labels are correlated with each other. In this paper, we propose a model called LMMAL. Here, we train a low-rank mapping matrix to point the mapping relation between the feature spaces. Here the following evaluation metrics has been considered: tuning parameter $\alpha$.

In this paper [10], SVM (support vector machine) is proposed and also the new multi label learning algorithm is defined as RMLLA (representative multi label learning algorithm). Many approaches have been considered where first an affinity propagation algorithm is used to select respective features and their relationships. Then SVM is used to solve the problem. And then the RMLLA is used to solve the multi label classification problem. Here the subsequent evaluation metrics has been considered: ranking loss, hamming loss, cover measure, one error measure, and average precision measure.

In this paper [11], ELM and OS-ELM is used to make a multi label classifier which is web sequential. There are various world applications of multi label classification. The multi label classification includes the input sample which is related to a collection of target labels. Here high speed nature of ELM and OS-ELM is used. Here the subsequent evaluation metrics has been considered: accuracy, hamming loss, F1 measure, precision and recall.

In this paper [12], MLC-LR has been used to solve MLC problem. The MLC problem is that the class labels are related to each data instance. The method uses clustering in feature
space. Then FP growth algorithm is used to find link between labels. And then logistic regression is used over normalized data. Here the subsequent evaluation metrics has been considered: hamming loss, accuracy, precision, F1 measure and recall.

Understanding and problems to be focused:

Here during this literature review, there are many methods of classifying multi label data. The information sets used contains multiple labels, the issues already focused are exponential number of possible label sets, capturing dependencies between labels, limited time and limited computational resources, the size of data, missing labels, etc. that the main problem to be focused during this report is correct prediction of labels, to guage the accuracy of the techniques which we are using and to classify each labels within the given data set.

III. IMPLEMENTATION

Multi label classification techniques in data streams are as follows:

A. Problem transformation methods

Problem transformation methods change the multi-label problems into multiple single-label problems. Single label classifiers can be classified and then the results from the multiple single classifiers are combined together to get classification result. This adapts your data to algorithm. By limiting each instance to have one label, two-class and multi-class problems both can be emitted into multi-label ones. On the choice hand, the generality of multi-label problems inevitably makes it harder to look out.

Multi nomial Naïve bayes

In this algorithm, a binary mask is taken over multiple labels. One Vs Rest strategy could be used for multi-label learning. It is where a classifier is applied to predict multiple labels as an example. Naïve Bayes supports multi-class, but we are in an increasing number of multi-label scenarios. Therefore, we wrap Naïve Bayes within the One Vs Rest Classifier. Multinomial Naïve Bayes calculates likelihood which is the total number of a word/token (random variable) and Naïve Bayes calculates likelihood to be following:

\[ P(x = v | e) = \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{(v - \mu)^2}{2\sigma^2}} \]

Naïve Bayes considers conditional independence of each feature. Multinomial Naïve Bayes classifier is an instance of Naïve Bayes classifier. It uses a multinomial distribution for each feature.

B. Algorithm Adaptation methods

AA methods use expansion of base classification algorithm to solve multi label problems. This adapts your algorithm to data. This can be able to adapt a single-label algorithm to provide multi-label outputs. Like specific classifier advantages (e.g., efficiency).

Logistic regression

One straightforward task to do multi-label classification with a multi-class classifier (such as multinomial logistic regression) is to assign each possible assignment of labels to its own class. Logistic regression is applied to data for each cluster per all labels. When an instance arrives in the testing phase, immediately the nearby cluster is identified by using Euclidean distance metric. If the predefined threshold is less than the calculated value, it is both antecedent and consequent labels.

Implementation steps

1. Data Gathering:
The process of collecting information is called as data gathering. The dataset is produced by Jigsaw and accessible at Kaggle [13].

2. Preprocessing:
It is the data mining technique which is used to transform the raw data in a useful and efficient format. First we've got transformed the comments into vector. So we've got applied pipeline to the comments.

3. Training data:
Training data is the part of your data which you use to help your machine learning model make predictions. The dataset is splitted into 80% training sets and 20% testing sets. 127656 instances are used for training out of 159571 instances. It is used for training 6 pipelines individually. The remaining 31915 instances are used for single and combination for performance measure and validation.

4. Classification:
Classification is a process of categorizing a given set of data into classes. At the moment we've got applied the multinomial naïve bayes and Logistic regression method to the information using One vs Rest strategy.

5. Evaluation metrics:
The metrics used in the report are accuracy, precision, recall, f1 score, support.

6. Results:
The result will be predicted using accuracy and other graphs.

The above figure Fig. 3 shows the flow chart of the multi label classification. After loading the data from csv file we take a count of number of comments coming under multiple labels. The below figure is of histogram and a bar graph which shows the distribution of comments under multiple labels.
Recall (R): The correctly predicted positive observations divided by all the observations in the class is known as recall.

\[ R = \frac{TP}{TP+FN} \]

F-measure: The harmonic mean of precision and recall is called as F-measure.

\[ F = \frac{2PR}{P+R} \]

Where P is the precision and R is the recall.

Support: Support is how frequently the items appear in the database.

The classification report is the report which shows the main classification metrics. The predictions which are True and which are False. The result of confusion matrix and classification report has been represented in the tabular form.

IV. DATASET

This data set contains of total 159571 instances with comments. The dataset is produced by Jigsaw and accessible at Kaggle [13]. This contains toxic comments which have toxic, obscene, insult, threat and identity hate data.

Confusion matrix and classification chart are being used to describe the various metrics of the classification model. These metrics used are accuracy, precision, recall, f1 score, and support. The confusion matrix is shown as below:

**TABLE I. CONFUSION MATRIX**

| A | B | C | D | E | F | G | H |
|---|---|---|---|---|---|---|---|
| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |

Where TN is the true negative, TP is the true positive, FP is the false positive, and FN is false negative. Using this confusion matrix we can determine the following metrics:

Accuracy (A): The accuracy is the percentage of correct predictions.

\[ A = \frac{TN+TP}{TP+FP+FN+TN} \]

Precision (P): The correctly predicted positive observations divided by the total predicted positive observations is called as precision.

\[ P = \frac{TP}{TP+FP} \]

V. RESULT

The following below are the evaluation metrics which are considered for the classification of the multi label data. The tables below show the evaluation metrics like accuracy, precision, recall, F1 score and support for the respective techniques used.

Fig. 4: Count of comments with multiple labels

Fig. 5: Train and test data set[13]
The multilabel naïve bayes also performed similarly well. In the future, we aim to achieve higher performance and accurate classifications using a more robust model.

VI. CONCLUSION

The matter of multi label classification has been studied within the context of data. The comparison between different methods for classification of multi label data has been represented. The methods compared are two approaches: adaptation algorithm approach and problem transformation based method. In these methods there are certain advantages and certain drawbacks. The downside of adaptation algorithm method is that the training process is irrelevant with the label information. The downside of problem transformation is it doesn't take into consideration the label correlations, so it's shortcoming by addressing the correlation between labels. More data increases model complexity, lowers accuracy.

VII. FUTURE SCOPE

As these methods have certain drawbacks. That the future scope is going to be to feature more multi label methods within the comparison and adapt some multilabel classification methods to accommodate multi label problems where the classes are hierarchically structured. The new methods can include online and active learning methods.
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Multinomial Naïve Bayes:

| Label   | Accuracy | Precision | Recall | F1 Score |
|---------|----------|-----------|--------|----------|
| Toxic   | 0.92     | 0.91      | 1.00   | 0.95     |
| Threat  | 1.00     | 0.99      | 1.00   | 0.99     |
| Insult  | 0.95     | 0.95      | 1.00   | 0.97     |
| Identity hate | 0.99 | 0.99 | 1.00 | 0.99 |
| Obscene | 0.95     | 0.95      | 1.00   | 0.97     |
| Severe toxic | 0.99 | 0.99 | 1.00 | 0.99 |

Logistic Regression:

| Label   | Accuracy | Precision | Recall | F1 Score |
|---------|----------|-----------|--------|----------|
| Toxic   | 0.95     | 0.95      | 0.99   | 0.97     |
| Threat  | 0.99     | 0.99      | 1.00   | 0.99     |
| Insult  | 0.97     | 0.97      | 0.99   | 0.98     |
| Identity hate | 0.99 | 0.99 | 0.99 | 0.99 |
| Obscene | 0.98     | 0.97      | 0.99   | 0.98     |
| Severe toxic | 0.99 | 0.99 | 1.00 | 1.00 |

Thus, from these evaluation metrics we conclude the following:

| Parameters | Accuracy | Precision | Recall | F1 Score |
|------------|----------|-----------|--------|----------|
| Multinomial naïve bayes | 0.96 | 0.96 | 1.00 | 0.97 |
| Logistic regression | 0.98 | 0.97 | 0.99 | 0.99 |

The techniques identified very obvious straightforward insults and accordingly tagged them as insults. Racial and identity slurs were detected and was labeled as identity hate. Both the techniques were able to detect toxicity even through spelling mistakes. So both were able to classify complex sentence structures.

Here for multilabel classification, we achieved the best performance of 0.98 accuracy from logistic regression. In addition to recording the best F1 score, logistic regression performed best. The F1 score of logistic regression was 0.99.
