Chapter 1
Systems of Differential Algebraic Equations in Computational Electromagnetics
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Abstract Starting from space-discretisation of Maxwell’s equations, various classical formulations are proposed for the simulation of electromagnetic fields. They differ in the phenomena considered as well as in the variables chosen for discretisation. This contribution presents a literature survey of the most common approximations and formulations with a focus on their structural properties. The differential-algebraic character is discussed and quantified by the differential index concept.

1.1 Introduction

Electromagnetic theory has been established by Maxwell in 1864 and was reformulated into the language of vector calculus by Heavyside in 1891 [63, 50]. A historical overview can be found in the review article [77]. The theory is well understood and rigorously presented in many text books, e.g. [49], [54], [44]. More recently researchers have begun to formulate the equations in terms of exterior calculus and differential forms which expresses the relations more elegantly and metric-free, e.g. [51].

The simulation of three-dimensional spatially distributed electromagnetic phenomena based on Maxwell’s equations is roughly 50 years old. An early key contribution was the proposition of the finite difference time domain method (FDTD) by Yee to solve the high-frequency hyperbolic problem on equidistant grids in 1966 [100], and its subsequent generalisations and improvements, e.g. [90]. Among the
most interesting generalisations are the Finite Integration Technique [97] and the Cell Method [4] because they can be considered as discrete differential forms [21]. Most finite-difference codes formulate the problem in terms of the electric and magnetic field strength and yield ordinary differential equations after space discretisation which are solved explicitly in time. FDTD is very robust and remarkable efficient [67] and is considered to be among the ‘top rank of computational tools for engineers and scientists studying electrodynamic phenomena and systems’ [91].

Around the same time at which FIT was proposed, circuit simulation programs became popular, e.g. [96, 70] and Albert Ruehli proposed the Partial Element Equivalent Circuit method (PEEC) [79, 80]. PEEC is based on an integral formulation of the equations and utilises Green’s functions similarly to the Boundary Element Method (BEM) or the Method of Moments (MOM) as BEM is called in the electromagnetics community [48].

Historically, the Finite Element Method (FEM) was firstly employed to Maxwell’s equations using nodal basis functions. For vectorial fields, this produces wrong results known as ‘spurious modes’ in the literature. Their violation of the underlying structure, or more specifically of the function spaces, is nowadays well understood. Nédélec proposed his edge elements in 1980 [72] which are also known as Whitney elements [17]. A rigorous mathematical discussion can be found in many textbooks, e.g. [66], [3] and [5]. Albeit less widespread, the application of nodal elements is still popular, for example in the context of discontinuous Galerkin FEM [53, 45]. Also equivalences among the methods have been shown, most prominently FIT can be interpreted on hexahedral meshes as lowest order Nédélec FEM with mass lumping [21, 14].

From an application point of view, electromagnetic devices may behave very differently, e.g. a transformer in a power plant and an antenna of a mobile phone are both described by the same set of Maxwell’s equations but still feature different phenomena. Therefore, engineers often solve subsets (simplifications) of Maxwell’s equation that are relevant for their problem, for example the well-known eddy-current problem [49, 39, 76] or the well-known wave equation [91]. For each, one or more formulations have been proposed. They are either distinguished by the use of different variables or gauging conditions [25, 24].

It follows from the variety of simplifications and formulations that discretisation methods have individual strengths and weaknesses for the different classes of applications. For example, the formulation used in FDTD relies on an explicit time integration method which is particularly efficient if the mass matrices are easily invertible, i.e., if they are diagonal or at least block diagonal [20]. This allows FDTD to solve problems with several billions of degrees of freedom. Classical FEM is less commonly applied in that case but one may also analyse high-frequency electromagnetic phenomena in the frequency domain, either to investigate resonance behaviour [98] or source problems with right-hand-sides that can be assumed to vary sinusoidally at a given frequency. In these cases, one solves smaller complex-valued linear systems but the reduced sparsity due to FEM is counteracted by the flexibility in the mesh generation [13]. Also coupling Maxwell’s equations to other
physics may require tailored formulations, see for example for applications in the field of semiconductors [83, 51].

In the low-frequency regime the situation is often more involved since one deals with degenerated versions of Maxwell’s equations as certain contributions to the equation vanish in the static limit and the original system becomes unstable [73, 55, 42]. One often turns to approximations of Maxwell’s equations as the well-known eddy-current problem. These approximate formulations are often more complicated as they may yield parabolic-semi-elliptic equations that become eventually systems of differential-algebraic equations (DAEs) after space discretisation. The resulting systems are commonly integrated in time domain by fully or linear-implicit methods, e.g. [71, 32]. Only recently, explicit method gained again interest, [6, 87, 40].

Most circuit and electromagnetic field formulations yield DAE systems; the first mathematical treatment of such problems can be traced back to the 60s [60] but gained increased interest in the 80s, e.g. [75]. An important concept in the analysis of DAEs and their well-posedness are the various index concepts, which try to quantify the difficulty of the numerical time-domain solution, see e.g. [75]. This paper discusses the most important low and high-frequency formulations in computational electromagnetics with respect to their differential index. An detailed introduction of
This paper summarises relevant discrete formulations stemming from Maxwell’s equations. It collects the corresponding known DAE results from the literature, i.e., [71, 94, 7, 9], homogenises their notation and discusses a few missing cases. Each problem is concretised by a mathematical description and specification of an example. The corresponding source code is freely available such that these example can be used as benchmarks, e.g., for the development of time integrators or numerical tools to analyse differential equations.

The paper is organised as follows: Section 1.2 discusses Maxwell’s equations, the relevant material relations and boundary conditions. The classical low-frequency approximations and electromagnetic potentials are introduced. Section 1.3 outlines the spatial discretisation in terms of the finite element method and the finite integration technique. After establishing the DAE index concept in Section 1.4, the various discrete formulations are derived. They are discussed separately for the high-frequency full-wave case in Section 1.5 and the quasistatic approximations in Section 1.6. Finally, conclusion are drawn in Section 1.7.

### 1.2 Maxwell’s Equations

Electromagnetic phenomena are described on the macroscopic level by Maxwell’s equations [63, 50, 49, 54, 44]. Those can be studied in a standstill frame of reference in integral form

\[
\int_E \cdot ds = - \int_A \frac{\partial B}{\partial t} \cdot dA, \tag{1.1a}
\]

\[
\int_D \cdot dA = \int_V \rho dV, \tag{1.1b}
\]

\[
\int_H \cdot ds = \int_A \left( \frac{\partial D}{\partial t} + J \right) \cdot dA, \tag{1.1c}
\]

\[
\int_B \cdot dA = 0, \tag{1.1d}
\]

for all areas \(A\) and volumes \(V \subset \mathbb{R}^3\). Using Stokes and Gauß’ theorems one derives a set of partial differential equations, see e.g. [5] Chapter 1.1.2 for a mathematical discussion on their equivalence,
\[ \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t}, \quad (1.2a) \]
\[ \nabla \times \mathbf{H} = \frac{\partial \mathbf{D}}{\partial t} + \mathbf{J}, \quad (1.2b) \]
\[ \nabla \cdot \mathbf{D} = \rho, \quad (1.2c) \]
\[ \nabla \cdot \mathbf{B} = 0, \quad (1.2d) \]

with \( \mathbf{E} \) the electric field strength, \( \mathbf{B} \) the magnetic flux density, \( \mathbf{H} \) the magnetic field strength, \( \mathbf{D} \) the electric flux density and \( \mathbf{J} \) the electric current density composed of conductive and source currents, being vector fields \( \mathcal{S} \times \Omega \rightarrow \mathbb{R}^3 \) depending on space \( \mathbf{r} \in \Omega \) and time \( t \in \mathcal{S}. \) The electric charge density \( \rho: \mathcal{S} \times \Omega \rightarrow \mathbb{R} \) is the only scalar field. Finally \( A \) and \( V \) are all areas (respectively volumes) in \( \Omega. \)

**Assumption 1 (Domain)** The domain \( \Omega \subset \mathbb{R}^3 \) is open, bounded, Lipschitz and contractible (simply connected with connected boundary, see e.g., [17]).

Maxwell’s equations give raise to the so-called de Rham complex, see e.g. [17]. It describes abstractly the relation of the electromagnetic fields in terms of the images and kernels of the differential operators. A simple visualisation is given in Fig. [1.1]. This diagram is sometimes called Tonti diagram [93], Deschamps diagram [38], or, in the special case of Maxwell’s equations, Maxwell’s house [16, 18].

Exploiting the fact that the divergence of a curl vanishes, one can derive from Ampère-Maxwell’s law (1.2b)-(1.2c) the continuity equation

\[ 0 = \frac{\partial \rho}{\partial t} + \nabla \cdot \mathbf{J}, \quad (1.3) \]

which can be interpreted in the static case as Kirchhoffs’s current law.
1.2.1 Boundary Conditions and Material Relations

To mimic the behaviour of the electromagnetic field of an infinite domain on a truncated computational domain and to model field symmetries, boundary conditions are imposed on \( \Gamma = \partial \Omega \). We restrict ourselves to homogeneous electric (‘ebc’) and magnetic boundary conditions (‘mbc’)

\[
\begin{align*}
\mathbf{n} \times \mathbf{E} &= 0 \quad \text{in } \Gamma_{\text{ebc}}, \\
\mathbf{n} \times \mathbf{H} &= 0 \quad \text{in } \Gamma_{\text{mbc}},
\end{align*}
\]

(1.4)

where \( \mathbf{n} \) is the outward normal to the boundary, \( \Gamma_{\text{ebc}} \cup \Gamma_{\text{mbc}} = \Gamma \) and \( \Gamma_{\text{ebc}} \cap \Gamma_{\text{mbc}} = \emptyset \).

Remark 1. Electrical engineers typically use the physical notation of electric (‘ebc’) or magnetic (‘mbc’) boundary conditions rather than the mathematical terminology of ‘Dirichlet’ or ‘Neumann’ conditions. The reason is that the mathematical distinction depends on the particular formulation, i.e. the variables chosen to describe the problem, while the physical point of view remains the same. For example in an \( \mathbf{E} \)-based formulation, ebc and mbc correspond to Dirichlet and Neumann conditions, respectively, whereas in an \( \mathbf{H} \)-based formulation, ebc and mbc correspond to Neumann and Dirichlet conditions, respectively.

The fields in Maxwell’s equations are further related to each other by the material relations

\[
\begin{align*}
\mathbf{D} &= \varepsilon \mathbf{E}, \\
\mathbf{J}_c &= \sigma \mathbf{E}, \\
\mathbf{H} &= \nu \mathbf{B},
\end{align*}
\]

(1.5)

where the permittivity \( \varepsilon \), conductivity \( \sigma \) and reluctivity (inverse permeability \( \mu \)) \( \nu \) are rank-2 tensor fields, \( \xi : \Omega \to \mathbb{R}^{3 \times 3}, \xi \in \{ \varepsilon, \sigma, \mu, \nu \} \), whose possible polarisation or magnetisation and nonlinear or hysteretic dependencies on the fields are disregarded in the following for simplicity of notation and \( \mathbf{J}_c : \mathcal{J} \times \Omega \to \mathbb{R}^3 \) is the conduction current density. With these material relations one defines the total current density as

\[
\mathbf{J} = \mathbf{J}_c + \mathbf{J}_s
\]

(1.6)

where \( \mathbf{J}_s \) is a given source current density that represents for example the current density impressed by a stranded conductor \[88\].

We assume the following material and excitation properties as shown in Fig. 1.2, see also \[2] [88] for a more rigorous discussion.

Assumption 2 (Material) The permittivity and permeability tensors, i.e., \( \varepsilon \) and \( \mu \), are positive definite on the whole domain \( \Omega \) and only depend on space \( \mathbf{r} \). The conductivity tensor is positive definite on a subdomain \( \Omega_c \subset \Omega \) and vanishes elsewhere, i.e., \( \text{supp}(\sigma) = \Omega_c \). The source current density is defined on the subdomain \( \Omega_s \subset \Omega \) with \( \Omega_c \cap \Omega_s = \emptyset \), such that \( \text{supp}(\mathbf{J}_s) = \Omega_s \).

This assumption describes the situation of an excitation given by one or several stranded conductors. The key assumption behind this model is a homogeneous cur-
rent distribution which is justified in many situations, since the individual strands have diameters small than the skin depth and are therefore not affected by eddy currents, i.e. \( \Omega_c \) and \( \Omega_s \) are disjoint. Other models, e.g. solid and foil conductors, are not covered here. However, it can be shown that the various models can be transformed into each other and thus have similar properties \([86]\).

### 1.2.2 Modelling of excitations

The excitation has been given in \((1.6)\) by the known source current density \( \mathbf{J}_s \) which is typically either determined by given voltage drops \( u_k : \mathcal{I} \to \mathbb{R} \) or lumped currents \( i_k : \mathcal{I} \to \mathbb{R} \). The 3D-0D coupling is governed by so-called conductor models. Besides the solid and stranded models \([12]\), also more elaborated conductors have been proposed, e.g., foil-conductor models \([35]\).

The source current density \( \mathbf{J}_s \) is not necessarily solenoidal, i.e.

\[
\nabla \cdot \mathbf{J}_s \neq 0.
\]

Divergence-freeness is only required for the total current density \( \mathbf{J} \) in the absence of charge variations due to the continuity equation \((1.3)\). This has been exploited e.g. in \([88, \text{Figure 3}]\) to increase the sparsity of the coupling matrices. However, most conductor models enforce this property such that the source current can be given alternatively in terms of a source magnetic field strength

\[
\mathbf{J}_s = \nabla \times \mathbf{H}_s.
\]

In \([88]\) the abstract framework of winding density functions was proposed. It unifies the individual stranded, solid and foil conductor models and denotes them abstractly by

\[
\chi_k : \Omega \to \mathbb{R}^3
\]

with an superscript if needed to distinguish among models, e.g. (i) for stranded and (u) solid conductors. In the simplest case they are characteristic functions with a given orientation.

**Example 1.** If \( \Omega_s = \Omega_{s,1} \cup \Omega_{s,2} \cup \Omega_{s,3} \) consists of two parts of a winding oriented in \( z \)-direction, each with cross section \( A_k \) and made of \( N_k \) strands, and a massive bar with length \( \ell_3 \) aligned with the \( z \)-direction, the source current is given by

\[
\mathbf{J}_s = \sum_{k=1}^2 \chi_k^{(i)} u_k + \sigma \chi_3^{(u)} u_3.
\]

The winding density functions for the stranded conductor model are

\[
\chi_k^{(i)}(r) = \begin{cases} N_k \frac{n_z}{A_k} & \text{if } r \in \Omega_{s,k} \\ 0 & \text{otherwise} \end{cases}
\]
and the unit vector in $z$-direction is denoted by $\mathbf{n}_z$. The stranded conductor model distributes an applied current in a homogeneous way such that the individual strands are neither spatially resolved nor modelled as line currents which would cause a too high computational effort. There are many proposals in the literature on how to construct them, most often a Laplace-type problem is solved on the subdomain $\Omega_s$, see e.g. \cite{37, 41, 88}. The winding function for the solid conductor is

$$\chi^{(a)}(\mathbf{r}) = \begin{cases} \frac{1}{\sqrt{3}} \mathbf{n}_z & \mathbf{r} \in \Omega_{s,3} \\ 0 & \text{otherwise} \end{cases}. \quad (1.10)$$

The solid conductor model homogeneously distributes an applied voltage drop in the massive-conductor’s volume.

The winding density functions allow to retrieve global quantities in a post-processing step, i.e., the current through a solid conductor model is calculated by

$$i_k = \int_{\Omega} \chi^{(a)}_k \cdot \mathbf{J} \, dV \quad (1.11)$$

and the voltage induced along a stranded conductor model follows from

$$u_k = -\int_{\Omega} \chi^{(i)}_k \cdot \mathbf{E} \, dV \quad (1.12)$$

The expressions (1.8), (1.11) and (1.12) can also be used to set up a field-circuit coupled model \cite{36}.

An important property postulated in \cite{88} is that winding functions should fulfil a partition of unity property. The integration of $\chi_k(\mathbf{r})$ along a line $\ell_k$ between both electrodes of a solid conductor gives always 1 and analogously, $\chi_k^{(i)}(\mathbf{r})$ integrated over any cross-sectional plane $A_k$ of a stranded conductor should equal the number of turns $N_k$ of the winding:

$$\int_{\ell_k} \chi^{(a)}_k \cdot ds = 1, \quad \forall \ell_k \quad \text{and} \quad \int_{A_k} \chi^{(i)}_k \cdot dS = N_k, \quad \forall A_k. \quad (1.13)$$

Furthermore, conductor models should not intersect, i.e., \cite{7}

$$\chi_i \cdot \chi_j \equiv 0 \quad \text{for} \quad i \neq j \quad (1.14)$$

where $\chi_i$ and $\chi_j$ are winding functions of any type.

For simplicity of notation, we will restrict us in the following to the case of non-intersecting stranded conductors models, i.e.

**Assumption 3 (Excitation)** The source current density is given by $\mathbf{n}_{str}$ winding functions that fulfil (1.13) and (1.14) such that the excitation is given by

$$\mathbf{J}_s = \sum_{k=1}^{n_{str}} \chi_k i_k \quad \text{where} \quad \chi_k \equiv \chi^{(i)}_k.$$
1.2.3 Static and Quasistatic Fields

Following the common classification of slowly varying electromagnetic fields, [39], we introduce the following definition for quasistatic and static fields

**Definition 1. (Simplifications)** The fields in Equation (1.2) are called

(a) static if the variation of the magnetic and electric flux densities is disregarded:
\[
\frac{\partial}{\partial t} \mathbf{B} = 0 \quad \text{and} \quad \frac{\partial}{\partial t} \mathbf{D} = 0 ;
\]

(b) electroquasistatic if the variation of the magnetic flux density is disregarded:
\[
\frac{\partial}{\partial t} \mathbf{B} = 0 ;
\]

(c) magnetoquasistatic if the variation of the electric flux density is disregarded:
\[
\frac{\partial}{\partial t} \mathbf{D} = 0 ;
\]

(d) full wave if no simplifications are made.

In contrast to the full Maxwell’s equations, the classical quasistatic approximations above feature only first order derivatives w.r.t. to time. However, there is another model for slowly varying fields that does not fit into this categorisation, the so-called Darwin approximation, e.g. [61]. It considers the decomposition of the electric field strength \( \mathbf{E} = \mathbf{E}_{\text{irr}} + \mathbf{E}_{\text{rem}} \) into an *irrotational part* \( \mathbf{E}_{\text{irr}} \) and a *remainder part* \( \mathbf{E}_{\text{rem}} \). In contrast to (a)-(c) the Darwin approximation only neglects the displacement currents related to \( \mathbf{E}_{\text{rem}} \) from the law of Ampère-Maxwell (1.2b). It still considers second order time derivatives.

The various approximations neglect the influence of several transient phenomena with respect to others, which implicitly categorises fields into primary and secondary ones. For example, let us consider a magnetoquasistatic situation, i.e., the displacement current density \( \frac{\partial}{\partial t} \mathbf{D} = 0 \) is disregarded. This still allows the electric field \( \frac{\partial}{\partial t} \mathbf{E} \neq 0 \) to vary. However, this variation implies that there is a secondary displacement current density \( \frac{\partial}{\partial t} \mathbf{D} = \frac{\partial}{\partial t} \varepsilon \mathbf{E} \neq 0 \) which is in the formulation not further considered.

**Remark 2.** Depending on the application, an electrical engineer chooses the formulation that is best suited for the problem at hand. Typically the physical dimensions, the materials and the occurring frequency are used to estimate which simplification is acceptable, see e.g. [49, 82, 89].
1.2.4 Electromagnetic Potentials

Typically, one combines the relevant Maxwell equations into a formulation by defining appropriate potentials. One possibility is the \( A - \phi \) formulation \([56, 23, 17]\), where a magnetic vector potential \( A : \mathcal{I} \times \Omega \rightarrow \mathbb{R}^3 \) and an electric scalar potential \( \phi : \mathcal{I} \times \Omega \rightarrow \mathbb{R} \) follow as integration constants from integrating the magnetic Gauss law and Faraday-Lenz’ law in space, i.e.,

\[
B = \nabla \times A \quad \text{and} \quad E = -\frac{\partial A}{\partial t} - \nabla \phi . \tag{1.15}
\]

The magnetic flux density \( B \) defines the magnetic vector potential \( A \) only up to a gradient field. For a unique solution an additional gauging condition is required \([23, 62, 31]\).

A different approach can be taken with the \( T - \Omega \) formulation in case of a magnetoquasistatic approximation (Definition 1.3) \([26, 95, 25]\). Here, an electric vector potential \( T : \mathcal{I} \times \Omega \rightarrow \mathbb{R}^3 \) and a magnetic scalar potential \( \psi : \mathcal{I} \times \Omega \rightarrow \mathbb{R} \) describe the fields as

\[
J_c = \nabla \times T \quad \text{and} \quad H = H_s + T - \nabla \psi , \tag{1.16}
\]

with \( \nabla \times H_s = J_s \). Again, to ensure uniqueness of solution, an additional gauge condition is necessary for \( T \). In contrast to the \( A - \phi \)-formulation, the electric vector potential \( T \) is only non-zero on \( \Omega_c \).

Existence and uniqueness of the continuous solution will not be discussed in this contributions, see for example \([2, 42]\) for several formulations in the frequency domain case with anisotropic materials and mixed boundary conditions.

The boundary conditions introduced in (1.4) can now be translated into expressions involving only the potentials. This yields for the \( A - \phi \)-formulation

\[
\begin{cases}
\mathbf{n} \times A = 0, \quad \phi = 0 & \text{on } \Gamma_{\text{ebc}}, \\
\mathbf{n} \times (\nu \nabla \times A) = 0, & \text{on } \Gamma_{\text{mbc}}
\end{cases}
\tag{1.17}
\]

and the for the \( T - \Omega \) one

\[
\begin{cases}
\mu \frac{\partial \psi}{\partial n} = 0, & \text{on } \Gamma_{\text{ebc}}, \\
\mathbf{n} \times \nabla \psi = 0, & \text{on } \Gamma_{\text{mbc}}.
\end{cases}
\tag{1.18}
\]

For the electric vector potential \( T \) in the \( T - \Omega \) formulation, boundary conditions have to be set on the corresponding subdomain where it is defined \( \Gamma_c = \partial \Omega_c \). This leads to boundary conditions

\[
\mathbf{n}_c \times T = 0 \quad \text{on } \Gamma_c ,
\]

with, analogous to the cases before, \( \mathbf{n}_c \) being the outward normal unit vector of \( \Gamma_c \).
1.3 Spatial Discretisation

Starting from a differential formulation the Ritz-Galerkin the FE method can be applied using the appropriate Whitney basis functions \[66\]. Alternatively, FIT or similarly the Cell Method provide a spatial discretisation of Maxwell’s equations based on the integral form \[97, 4\]. In the lowest order case FE and FIT only differ by quadrature, i.e., FIT uses the midpoint rule \[14\]. We derive in the following the discretisation of the partial differential operators in the terminology of FIT on an hexahedral grid since this allows a simple and explicit construction of divergence, curl and gradient matrices which will aid the following discussion.

1.3.1 Domain and Grid

The domain \( \Omega \) is decomposed into an oriented simplicial complex that forms the computational grid. For the explanation, it is considered to be a brick and the grid is defined in cartesian coordinates as

\[
G = \{ V(i_x, i_y, i_z) \subset \mathbb{R}^3 | V(i_x, i_y, i_z) = [x_{i_x}, x_{i_x+1}] \times [y_{i_y}, y_{i_y+1}] \times [z_{i_z}, z_{i_z+1}], \text{ for } i_x = 1, \ldots, n_x - 1; i_y = 1, \ldots, n_y - 1; i_z = 1, \ldots, n_z - 1 \}.
\]

The elements \( V(i_x, i_y, i_z) = V(n) \) are numbered consecutively with an index \( n \):

\[
n(i_x, i_y, i_z) = i_x k_x + (i_y - 1) k_y + (i_z - 1) k_z,
\]

with \( k_x = 1, k_y = n_x \) and \( k_z = n_x n_y \). Our discrete field quantities can be defined on several geometrical objects such as points \( P(n) \), edges \( L_{\omega}(n) \) or facets \( A_{\omega}(n) \). An edge \( L_{\omega}(n) \) connects points \( P(n) \) and \( P(n + k_{\omega}) \) in \( \omega = \{x, y, z\} \) direction. The facet \( A_{\omega}(n) \) is defined by its smallest possible point \( P(n) \) and directed such that its normal vector points towards \( \omega \). There are \( N = n_x n_y n_z \) points and as each point defines three edges and facets, there are in total \( N_{\text{dof}} = 3n_x n_y n_z \) edges and facets, ordered in \( x, y \) and finally \( z \)-direction. Nowadays, inspired by the notation of differential forms, it is well understood that a consistent mimetic discretisation of Maxwell’s equations requires a primal/dual mesh pair. Even the discretisation with Whitney FEs implicitly constructs a dual mesh \[51\]. This can be traced back to the inherent structure of Maxwell’s equations which are formed with quantities being dual to each other (see \[54, Section 6.11\]) that are linked by material properties (hodge operators in the terminology of differential forms). This concept is for example rigorously introduced in \[51\].
In contrast to FEM, both FIT and the Cell Method define the second (dual) grid $\tilde{G}$ explicitly. It is obtained by taking the centre of the cells in $G$ as dual grid points (see Figure 1.3). Now the dual quantities can be defined on the dual points $\tilde{P}(n)$, edges $\tilde{L}_\omega(n)$, facets $\tilde{A}_\omega(n)$ and volumes $\tilde{V}_n$. Dual edges and facets are truncated at the boundary [99].

### 1.3.2 Maxwell’s Grid Equations

To illustrate the construction of the operator matrices, Faraday-Lenz’s law in integral form, i.e. Equation (1.1a),

$$
\int_{\partial A} E \cdot ds = - \int_A \frac{\partial B}{\partial t} \cdot dA,
$$

is used as an example. The equality must be fulfilled for all areas $A$, in particular for each facet $A_\omega(i, j, k)$ of the computational grid $G$. For the case $\omega = z$,

$$
\tilde{e}_x(i, j, k) + \tilde{e}_y(i + 1, j, k) - \tilde{e}_x(i, j + 1, k) - \tilde{e}_y(i, j, k) = - \frac{d}{dt} \tilde{b}_z(i, j, k),
$$

with

$$
\tilde{e}_\omega(i, j, k) = \int_{L_\omega(i, j, k)} E \cdot ds \quad \text{and} \quad \tilde{b}_z(i, j, k) = - \int_{A_z(i, j, k)} B \cdot dA.
$$

This procedure is carried out for all the facets of $G$ and the following matrix equation

$$
\begin{pmatrix}
\vdots & 1 & \cdots & -1 & \cdots & 1 & \cdots \\
\vdots & & & & & & \\
\end{pmatrix}
\tilde{e} = - \frac{d}{dt} \tilde{b}
$$

is obtained, which describes Faraday’s law in our grid. The matrix $C$ applies the curl operator on quantities integrated along edges. Similarly, the divergence matrix $S$, acting on surface integrated degrees of freedom and the gradient matrix $G$ are built. The same strategy is followed to obtain the matrices for the dual grid $\tilde{C}$, $\tilde{S}$ and $\tilde{G}$. It can be shown that the matrices mimic all classical identities of vector field on the discrete level, e.g. [85] and [86]. With this, the semi-discrete Maxwell’s Grid Equations
are obtained which are closely resemble the system (1.2). The matrices $C, \tilde{C} \in \{-1,0,1\}^{N_{\text{dof}} \times N_{\text{dof}}}$ are the discrete curl operators, $S, \tilde{S} \in \{-1,0,1\}^{N \times N_{\text{dof}}}$ the discrete divergence operators, which are all defined on the primal and dual grid, respectively. The fields are semi-discretely given by $\tilde{e}, \tilde{h}, \tilde{d}, \tilde{j}, \tilde{b}$: $I \rightarrow \mathbb{R}^{N_{\text{dof}}}$ and $q: \mathcal{M} \rightarrow \mathbb{R}^{N}$, and correspond to integrals of electric and magnetic voltages, electric fluxes, electric currents, magnetic fluxes and electric charges, respectively.

**Lemma 1** The operator matrices fulfil the following properties \cite{[99]}

- **divergence of the curl and curl of the gradient vanish on both grids**
  \[ SC = 0, \quad \tilde{S}\tilde{C} = 0 \quad \text{and} \quad CG = 0, \quad \tilde{C}\tilde{G} = 0 \quad (1.20) \]

- **primal (dual) gradient and dual (primal) divergence fulfill**
  \[ G = -\tilde{S}^T \quad \text{and} \quad \tilde{G} = -S^T \quad (1.21) \]

- **curl and dual curl are related by**
  \[ \tilde{C} = C^T. \quad (1.22) \]

Furthermore, potentials can be introduced on the primal grid, i.e.
\[ \tilde{e} = -\frac{d}{dt}\tilde{a} - G\Phi, \quad (1.23) \]

where $\tilde{a}$ is the line-integrated magnetic vector potential and $\Phi$ the electric scalar potential located on primary nodes. This is similar to the definition of the potentials in the continuous case, i.e., (1.15). The properties stated in this Lemma have been proven in \cite{[86],[8],[21]}. The numbering scheme explained in Section 1.3.1 yields matrices with a simple banded structure. The sparsity pattern is such that an efficient implementation may not construct those matrices explicitly but apply the corresponding operations as such to vectors. However, the numbering scheme introduces superfluous objects allocated outside of the domain $\Omega$. For example in the case of the points located at the boundary where $i_x = n_x$, an edge in $x$ direction $L_x(n_x,i_y,i_z) \notin \Omega$. Those objects are called **phantom objects**. However, the homogeneous Dirichlet boundary conditions explained in Section 1.2.1 as well as the deletion of the phantom objects can be incorporated either by removing them with (truncated) projection matrices or by
setting the corresponding degrees of freedom to zero. For a more detailed description of the process, see [8] and [86, Appendix A].

**Assumption 4 (Boundary conditions)** The degrees of freedom and all the operators are projected to an appropriate subspace considering the homogeneous Dirichlet boundary (‘ebc’) conditions and disregarding any phantom objects in $S$, $S^\top$, $C$ and $\tilde{C}$. Therefore $\ker \tilde{S}^\top = 0$.

This assumption imposes boundary conditions directly on the system matrices and thus is a necessary condition to ensure uniqueness of solution. It is important to note that the reduced matrices keep the properties described in Lemma 1, see for example [8, Section 3.2.4].

Please note that identical operators (without phantom objects) are obtained when applying the FE method with lowest-order Whitney basis functions using the same primal grid [21, 14].

### 1.3.3 Material matrices

The degrees of freedom have been introduced as integrals and thus the discretisation did not yet introduce any approximation error. This however happens when applying the matrices describing the material relations. In the FE case, the material matrices are given by the integrals

$$[M_\xi]_{n,m} = \int_\Omega w_n \cdot \xi w_m \, d\Omega,$$

where $\xi \in \{\sigma, \nu, \varepsilon\}$ and $w_\star$ are from an appropriate space, i.e., tangentially continuous Nédélec vectorial shape functions [72, 15] related to the $n$-th edge of the grid for discretising $\varepsilon$ and $\sigma$ and normally continuous Raviart-Thomas vectorial shape functions [78, 15] for discretizing $\nu$.

In FIT, the matrix construction is derived from the Taylor expansion of the material laws. In the following, only the construction of the conductivity matrix is explained. For simplicity of notation, the conductivity $\sigma(r)$ is assumed to be isotropic and conforming to the primal grid, i.e. $\sigma^{(n)} = \sigma(r_n)$ is constant on each primal volume ($r_n \in V(n)$). Consider a primal edge $L_\varepsilon(i, j, k)$ and its associated dual facet $A_\varepsilon(i, j, k)$ (Figure 1.4). The tangential component $E_\varepsilon$ of the electric field strength is continuous along $L_\varepsilon(i, j, k)$ and is found by approximation from

$$\bar{E}_\varepsilon(i, j, k) = \int_{L_\varepsilon(i, j, k)} E \cdot ds \approx E_\varepsilon |L_\varepsilon(i, j, k)|,$$

where $|\cdot|$ denotes the length, area or volume depending on the object. The current density integrated on the corresponding dual facet reads
\[
\mathbf{j}_z(i, j, k) = \int_{A_z(i, j, k)} \mathbf{J} \cdot d\mathbf{A} = \int_{A_z(i, j, k)} J_z \, dA = \sum_{q=1}^{4} \int_{\tilde{A}_z^{(q)}(i, j, k)} \sigma^{(q)} E_z \, dA
\]

\[
\approx 4 \sum_{q=1}^{4} \sigma^{(q)} E_z \frac{\tilde{A}_z^{(q)}(i, j, k)}{|\tilde{A}_z(i, j, k)|}
\]

where the conductances \( M_{\sigma, i, j, k} = \tilde{\sigma}(i, j, k) \frac{|\tilde{A}_z(i, j, k)|}{|\tilde{A}_z(i, j, k)|} \) include the conductivities

\[
\sigma(i, j, k) = \sum_{q=1}^{4} \sigma^{(q)} \frac{|\tilde{A}_z^{(q)}(i, j, k)|}{|\tilde{A}_z(i, j, k)|}
\]

averaged according to the conductivities \( \sigma^{(q)} \) of the primal grid cells \( V^{(q)} \) surrounding \( L_z(i, j, k) \) and the surface fractions \( \tilde{A}_z^{(q)}(i, j, k) = V^{(q)} \cap \tilde{A}_z(i, j, k) \). Analogously, material matrices for \( \varepsilon \) and \( \nu \) are obtained, which lead to the discretised material relations

\[
\tilde{d} = M_\varepsilon \, \tilde{\mathbf{e}} , \quad \tilde{\mathbf{j}}_c = M_\sigma \, \tilde{\mathbf{e}} , \quad \tilde{\mathbf{h}} = M_\nu \tilde{\mathbf{b}}
\]

and

\[
\tilde{\mathbf{j}} = \tilde{\mathbf{j}}_c + \tilde{\mathbf{j}}_s
\]

with the source current density \( \tilde{\mathbf{j}}_s \), which may be given by the discretisation \( X \) of the winding function \((1.7)\), such that \( \tilde{\mathbf{j}}_s = \sum_k X_k \, i_k \) with currents \( i_k \).

For the material matrices, one can show the following result [86, Appendix A].
Lemma 2 (Material Matrices) The material matrices $M_\xi$ are symmetric for all material properties $\xi = \{\sigma, \nu, \varepsilon\}$. If Assumption 2 holds, then the matrices $M_\nu, M_\varepsilon$ are positive definite whereas $M_\sigma$ is only positive semidefinite.

Finally, the discretised version of Maxwell’s equations with its corresponding material laws can be visualised by ‘Maxwell’s house’ shown in Figure 1.5.

Remark 3. Both Lemma 1 and 2, as well as Assumption 4, hold for Finite Element discretisations with basis functions fulfilling a discrete de Rham sequence.

Remark 4. In many applications the material parameters, e.g. the reluctivity, in (1.5) dependent nonlinearly on the fields. In these cases one may consider the linearised system but since the differential material properties inherit the relevant properties, e.g. [52], the characteristics of the DAE will also remain the same. In particular, there will be no change of nullspaces, see e.g. [7].

1.4 Differential Algebraic Equations

Starting from Maxwell’s grid equations, various discrete time-domain formulations can be obtained. Depending on the choices made according to Definition 1, the resulting system is either static, first or second-order in time. In the dynamic cases, it can be written as a (linear) problem of the form

$$\frac{d}{dt}M\ddot{x}(t) + Kx(t) = r(t), \quad \text{and} \quad x(t_0) = x_0$$

(1.24)
where \( M, K \in \mathbb{R}^{n \times n} \) are matrices, \( x : [t_0, T] \to \mathbb{R}^n \) contains the time-dependent degrees of freedom and \( r : [t_0, T] \to \mathbb{R}^n \) is an input.

**Definition 2 (DAE).** Equation (1.24) is called a system of differential-algebraic equations (DAE) if \( M \) is singular.

There are many options how to perform time-discretisation (‘integration’) of a DAE (1.24), see for example [47]. We suggest the simplest approach: implicit Euler’s method, i.e.,

\[
(M/\Delta t + K)x_{n+1} = r(t_{n+1}) + M/\Delta t \, x_n
\]

where \( x_n = x(t_n) \) and \( \Delta t = t_{n+1} - t_n \) is the time step. DAEs are commonly classified according to their index. Intuitively, it can be seen as a measure of the equations’ sensitivity to perturbations of the input and the numerical difficulties when integrating. There are several competing index concepts. They essentially agree in the case of regular, linear problems, see [64] for detailed discussion. Therefore, we employ the simplest concept

**Definition 3 (Differential Index, [22]).** If solvable and the right-hand-side is smooth enough, then the DAE (1.24) has differential index-\( \vartheta \) if \( \vartheta \) is the minimal number of analytical differentiations with respect to the time \( t \) that are necessary to obtain an ODE for \( dx/dt \) as a continuous function in \( x \) and \( t \) by algebraic manipulations only.

For \( \vartheta \geq 2 \) the time-integration becomes difficult. Let us consider the classical educational index-2 problem to motivate analytically the sensitivity with respect to perturbations. The problem is described by

\[
\frac{d}{dt}x_1 = x_2 \quad \text{and} \quad x_1 = \sin(t) + \delta(t)
\]

where \( \delta(t) = 10^{-k} \sin(10^2k \, t) \) is a small perturbation with \( k \gg 1 \). The solution \( x_2 = \cos(t) + 10^k \cos(10^2k \, t) \) is easily obtained by the product and chain rules. It shows that a very small perturbation in an index-2 system (at a high frequency) can have a serious impact (in the order of \( 10^k \)) on the solution when compared to the original solution \( x_2 = \cos(t) \) of the unperturbed problem where \( \delta = 0 \).

**Remark 5.** For the index analysis in the following sections we assume that the right-hand sides are smooth enough.

Furthermore, DAEs are known for the fact that solutions have to fulfil certain constraints. One of the difficult parts in solving DAEs numerically is to determine a consistent set of initial conditions in order to start the integration [43, 69, 10].

**Remark 6.** [60] A vector \( x_0 \in \mathbb{R}^n \) is called a consistent initial value if there is a solution of (1.24) through \( x_0 \) at time \( t_0 \).

The problems discussed in the following will have at most (linear) index-2 components. For this case it has been shown that if we are not interested in a consistent
initialisation at time $t_0$ but accept a solution satisfying the DAE only after the first step, then one may apply the implicit Euler method starting with an operating point and still obtain the same solution after $t > t_0$ that one would have obtained using a particular consistent value [10,11].

The aim of this paper is to study the index of the systems obtained with different formulations and approximations according to Definition 1.

1.5 Full-Wave Formulation

On first sight it seems optimal to analyse high-frequency electromagnetic phenomena, e.g. the radiation of antennas, in frequency domain. The right-hand-sides can often be assumed to vary sinusoidally and for a given frequency, the equations are linear as the materials are rather frequency than field-dependent. However, the solution of problems in frequency domain requires the resolution of very large systems of equations and becomes inconvenient if one is interested in many frequencies (broadband solution). Therefore, often time-domain simulations are carried out with right-hand-sides that excite a large frequency spectrum.

1.5.1 First-Order Formulation Time-Stepped by Leapfrog

When solving Maxwell’s grid equations for lossless ($\sigma = 0$) wave propagation problems in time domain, a problem formulation based on the electric and magnetic field is commonly proposed. Assuming that the initial conditions fulfil the divergence relations of System (1.2), one starts with Faraday’s and Ampère’s laws

$$\frac{\partial B}{\partial t} + \nabla \times E = 0 \quad \text{and} \quad \frac{\partial D}{\partial t} - \nabla \times H = J_s .$$

After inserting the material laws, the system becomes

$$\mu \frac{\partial H}{\partial t} + \nabla \times E = 0 \quad \text{and} \quad \epsilon \frac{\partial E}{\partial t} - \nabla \times H = J_s ,$$

with $\nu = \mu^{-1}$. Using Maxwell’s grid equations (1.19), the semi-discrete initial value problem (IVP) has the form of equation (1.24) with unknown voltages $x^T := [\hat{h}^T, \hat{e}^T]$, right-hand-side $r^T := [0, \tilde{j}_s^T]$ and matrices

$$M := \begin{bmatrix} M^{-1}_{\nu} & 0 \\ 0 & M_{\epsilon} \end{bmatrix} \quad \text{and} \quad K := \begin{bmatrix} 0 & C \\ -\tilde{C} & 0 \end{bmatrix} . \quad (1.27)$$

If Assumptions 2 and 4 holds, all superfluous degrees of freedom are removed and the material matrices $M_\nu$ and $M_\epsilon$ have full rank. With FIT the matrices are further-
more diagonal and thus easily inverted. A transformation by the matrices $M_v^{-1/2}$ and $M_e^{1/2}$ allows us to rewrite (1.24) as

$$\frac{d}{dt} \bar{x}(t) = \bar{K}\bar{x}(t) + \bar{r}(t) \quad \bar{x}(t_0) = \bar{x}_0 \quad (1.28)$$

in the new unknowns $\bar{x} = [(M_v^{-1/2}\bar{h})^\top, (M_e^{1/2}\bar{e})^\top]$ with the skew-symmetric stiffness matrix

$$\bar{K} = \begin{bmatrix} 0 & -M_v^{1/2}CM_v^{-1/2} \\ M_e^{-1/2}CM_e^{1/2} & 0 \end{bmatrix}. \quad (1.29)$$

and right-hand-side $\bar{r} = [0, (M_e^{-1/2}\bar{\jmath})^\top]$. Let us conclude this by the following result

**Theorem 1.** Let Assumptions 1, 2 and 4 hold. Then, the semidiscrete full-wave Maxwell equations expressed in the field strengths, i.e., (1.28) are an explicit system of ordinary differential equations.

The resulting IVP could be readily solved by the implicit Euler method (1.25) or any method that is tailored for second order differential equations. However, as explained above FIT allows to efficiently invert the mass matrix $M$ and thus explicit methods become interesting. Typically the leapfrog scheme (or equivalently Störmer-Verlet) are used [91]. The restriction on the time step size related to the Courant–Friedrichs–Lewy-condition (CFL) is tolerable if the dynamics of the right-hand-side are in a similar order of magnitude. Leapfrog is second-order accurate
and symplectic, which is particularly interesting if there is no damping, i.e., no conductors present ($\sigma \equiv 0$). Furthermore it can be shown that space and time errors are well balanced when using the leapfrog scheme with a time step size close to the CFL limit (“magic time step”) \[90, Chapters 2.4 and 4\].

Let the initial conditions be

$$\mathbf{e}^{(0)} = \mathbf{e}_0 \quad \text{and} \quad \mathbf{h}^{(1/2)} = \mathbf{h}_{1/2},$$

then the update equations for the leapfrog scheme read \[97, 99, 90\]

$$\mathbf{e}^{(m+1)} = \mathbf{e}^{(m)} + \Delta t \mathbf{M}_e^{-1} \left( \mathbf{C} \mathbf{h}^{(m+1/2)} - \mathbf{j}^{(m+1/2)} \right),$$

$$\mathbf{h}^{(m+3/2)} = \mathbf{h}^{(m+1/2)} - \Delta t \mathbf{M}_v \mathbf{C} \mathbf{e}^{(m+1)}$$

for the electric and magnetic voltages $\mathbf{e}^{(m)}$, $\mathbf{h}^{(m+1/2)}$ at time instants $t_m$ and $t_{m+\frac{1}{2}}$ with step size $\Delta t$. For equidistant grids, the resulting scheme is (up to scaling and interpretation) equivalent to Yee’s FDTD scheme \[100\].

**Remark 7.** In practice, one may choose to violate Assumption 4. Instead one imposes the boundary conditions by setting the corresponding entries in the material matrices $\mathbf{M}_e^{-1}$ and $\mathbf{M}_v$ to zero. In this case the system (1.27) comes with additional (trivial) equations when compared to a system that is projected to the lower dimensional subspace containing the boundary conditions. However, this preserves a simpler structure of the equation system and the topological grid operators, e.g. the discrete curl matrix $\mathbf{C}$, keep their banded structure.

**Benchmark 1** In \[11\] a spiral inductor model with coplanar lines located on a substrate layer with an air bridge was proposed as a benchmark example for high-frequency problems. The CST Microwave tutorial discusses the same model to advocate the usage of 3D field simulation instead of circuit models \[34\]. A slightly simplified geometry is illustrated in Figure 1.6. The dimensions of the layer are $7 \cdot 10^{-4} \text{m} \times 4.75 \cdot 10^{-4} \text{m} \times 2.5 \cdot 10^{-5} \text{m}$ and Figure 1.7 illustrates the dimensions of the coil.

The bottom of the substrate layer is constrained by ebc and the other five boundaries are by mbc. On each side of the bridge the coil is connected by a straight line of perfect conductor with the ebc bottom plane. One side is excited by a discrete port which is given by a current source $i(t) = \sin(2\pi ft) \text{A}$ with $f = 50 \cdot 10^9 \text{1/s}$. The coil ($\Omega_{\text{pec}}$) is assumed to be a perfect conductor, i.e., modelled by homogeneous electric boundary conditions, the substrate ($\Omega_{\text{sub}}$) is given a relative permittivity of $\varepsilon_r = 12$, in the air region $\Omega_{\text{air}} \varepsilon_r = 1$ and vacuum permeability $\mu = 4\pi \cdot 10^{-7} \text{H/m}$ is assumed everywhere else.

The structure is discretised using FIT with 406493 mesh cells and 1,283,040 degrees of freedom. Leapfrog is used with a time step of $\Delta t = 3.4331 \cdot 10^{-15} \text{s}$ based
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Fig. 1.7 Model of a spiral inductor of Benchmark 1. The distances are $d_0 = 1.15 \cdot 10^{-4}$ m, $d_1 = 1.2 \cdot 10^{-4}$ m, $d_2 = 2.5 \cdot 10^{-3}$ m, $d_3 = 9 \cdot 10^{-3}$ m, $d_4 = 2.05 \cdot 10^{-4}$ m, $d_5 = 1.5 \cdot 10^{-4}$ m, $d_6 = 2.2 \cdot 10^{-5}$ m, $d_7 = 9 \cdot 10^{-6}$ m, $d_8 = 3 \cdot 10^{-6}$ m, $h_0 = 8 \cdot 10^{-6}$ m, $h_1 = 5 \cdot 10^{-6}$ m and $h_2 = 3 \cdot 10^{-6}$ m.

on the CFL condition and zero initial condition, see Fig. 1.8. The performance of leapfrog and exponential integrators for this model was recently discussed in [65].

1.5.2 $A\Phi$ formulations

If there are small geometric features, slowly varying excitations, conducting or semiconducting materials [27], the leapfrog scheme becomes inefficient. An alternative formulation is obtained if one rewrites Maxwell’s equations as a second-order
The inconvenience of a time-differentiated source current density can be mitigated by exploiting the potentials as defined in (1.15)

\[ \varepsilon \frac{\partial^2 A}{\partial t^2} + \sigma \frac{\partial A}{\partial t} + \nabla \times \nabla \times A = \frac{\partial}{\partial t} J_s, \quad (1.32) \]

\[ -\nabla \cdot \varepsilon \phi = \rho. \quad (1.33) \]

There is an ambiguity of the electromagnetic potentials since \( A \) is only fixed up to a gradient field \([54]\). To this end, several gauging techniques have been introduced. For example grad-div formulations that are based on the Coulomb gauge, have been introduced for low frequencies \([19, 31, 29]\) and high-frequency applications \([46]\).

Let us define a regularisation of the electrodynamic potentials by the following gauge condition

\[ \xi_1 \nabla \cdot A + \xi_2 \phi + \xi_3 \frac{\partial}{\partial t} \phi = 0 \quad (1.34) \]

which yields for \( \xi_1 = 1, \xi_2 = \xi_3 = 0 \) the Coulomb gauge and for \( \xi_1 = \nu, \xi_2 = 0 \) and \( \xi_3 = \epsilon \) the Lorenz gauge if the considered materials are conducting, uniform, isotropic and linear. In the case \( \xi_1 = \nu, \xi_2 = \sigma \) and \( \xi_3 = \epsilon \) the curl-curl equation
can be written as a pair of damped wave equations
\[ \begin{align*}
\Delta - \mu \sigma \frac{\partial}{\partial t} - \mu \varepsilon \frac{\partial^2}{\partial t^2} A &= -\mu J_s \\
\Delta - \mu \sigma \frac{\partial}{\partial t} - \mu \varepsilon \frac{\partial^2}{\partial t^2} \phi &= -\frac{\rho}{\varepsilon}
\end{align*} \] (1.35) (1.36)

where \( \Delta \) denotes the (scalar and vector) Laplace operators. In the undamped case \( (\sigma = 0) \), this system reduces to the well-known d’Alembert equations, \[54\]. The right-hand-sides are still coupled via the continuity equation (1.3)

\[ \nabla \cdot J_s + \frac{\sigma}{\varepsilon} \rho + \frac{\partial}{\partial t} \rho = 0 \] (1.37)

where we have again exploited isotropy and homogeneity of \( \sigma \) and \( \varepsilon \) to obtain \(-\nabla \cdot \sigma E = \frac{\sigma}{\varepsilon} \rho \). When solving the system (1.35)-(1.37) we have to ensure that the (generalised) Lorenz gauge (1.34) is still fulfilled, which requires compatible boundary conditions for \( A \) and \( \phi \) \[9\].

Now, let us derive a similar semidiscrete formulation based on the spatial discretisation introduced above. We start with the \( A - \phi \) formulation (1.32) using the discretised laws of Ampère (1.19b) and Gauss (1.19d):

\[ \begin{align*}
\tilde{C} M_v \tilde{c} + M_\sigma \left[ \frac{d}{dt} \tilde{a} + G \Phi \right] + M_\varepsilon \left[ \frac{d^2}{dt^2} \tilde{a} + G \frac{d}{dt} \Phi \right] &= \tilde{j}_s \\
-\tilde{S} M_\varepsilon \frac{d}{dt} \tilde{a} + L_\varepsilon \Phi &= q
\end{align*} \] (1.38) (1.39)

which contains the discrete Laplace operators

\[ L_\varepsilon := -\tilde{S} M_\varepsilon G \quad \text{and} \quad L_\sigma := -\tilde{S} M_\sigma G , \] (1.40)

for permittivity and conductivity, respectively.

**Lemma 3 (Discrete Laplacians)** Let Assumptions 2 and 4 hold true, the discrete Laplace operator \( L_\varepsilon \) in (1.40) is symmetric positive definite and \( L_\sigma \) is symmetric positive semidefinite.

**Proof.** As we assume Dirichlet boundary conditions (ebc) in Assumption 4 and \( G = -\tilde{S}^\top \) due to (1.21), the proof is straightforward. \( \square \)

Equations (1.38) and (1.39) are coupled by the potentials and right-hand-sides via the continuity equation

\[ \tilde{S} \tilde{j}_s + L_\sigma L_\varepsilon^{-1} q + \frac{d}{dt} q = [\tilde{S} M_\varepsilon - L_\sigma L_\varepsilon^{-1} \tilde{S} M_\sigma] \frac{d}{dt} \tilde{a} , \] (1.41)
that is obtained by a left multiplication of Ampère’s law by $\tilde{S}$ and inserting Gauss’ law etc. The steps are the same as in the continuous case, e.g., applying the divergence operator. Nonetheless, the discrete continuity equation (1.41) is more general than its continuous counterpart (1.37) as it covers anisotropic and non-homogeneous material distributions.

The ambiguity of the potentials is not yet fixed. The generalised discrete Lorenz gauge (1.34) for a conductive domain in FIT notation is given by

$$M_\varepsilon G M_N \tilde{S} M_\varepsilon \tilde{a} + M_\sigma G \Phi + M_\varepsilon G \frac{d}{dt} \Phi = 0 \quad (1.42)$$

with a scaling matrix $M_N$ which is mainly introduced to guarantee correct units. A consistent but rather inconvenient choice is

$$M_N := M_\varepsilon^{-1/2} M_\nu^{1/2} L_\varepsilon^{-1} M_\nu^{1/2} M_\varepsilon^{-1/2}.$$  

This regularisation is similar to the Lagrange-multiplier formulation for the eddy-current problem, [28]. Left-multiplication of (1.42) by $M_N^{-1} L_\varepsilon^{-1} \tilde{S}$ yields

$$\tilde{S} M_\varepsilon \tilde{a} + M_N^{-1} L_\varepsilon^{-1} L_\sigma \Phi + M_N^{-1} \frac{d}{dt} \Phi = 0. \quad (1.43)$$

which simplifies to Coulomb’s gauge

$$\tilde{S} M_\varepsilon \tilde{a} = 0 \quad (1.44)$$

with respect to the permittivities if we set $\Phi = 0$.

To obtain a discrete version of the damped wave equation (1.35)-(1.36), we utilise (1.43). Now, using (1.42) and (1.43) the system (1.38)-(1.39) becomes two discrete damped wave equations

$$L_\nu \tilde{a} + M_\sigma \frac{d}{dt} \tilde{a} + M_\varepsilon \frac{d^2}{dt^2} \tilde{a} = \tilde{j}_s \quad (1.45)$$

$$L_\varepsilon \Phi + M_N^{-1} L_\varepsilon^{-1} L_\sigma \frac{d}{dt} \Phi + M_N^{-1} \frac{d^2}{dt^2} \Phi = q \quad (1.46)$$

with $L_\nu := \tilde{C} M_{\varepsilon} C - M_\varepsilon G M_\varepsilon \tilde{S} M_\varepsilon$ and given right-hand-sides $\tilde{j}_s$ and $q$ that fulfil the continuity equation (1.41). The resulting problem (1.45)-(1.46) is a system of second-order ordinary differential equations:

**Theorem 2.** Let Assumptions 1, 2 and 4 hold. Then, the $A$-$\Phi$-formulation with Lorenz gauge (1.43) and known charges $q$ leads to an ordinary differential equation (ODE) system which is given in (1.45)-(1.46).
1.5.2.1 Full Maxwell with Lorenz Gauge

Let us now investigate the case where the charges \( q \) are not known. We start from Lorenz’ gauge (1.42). Left-multiplication of the equation by \(-\tilde{S}\) yields

\[
\tilde{S}M_{\varepsilon} \tilde{a} + L_{\sigma} \Phi + L_{\varepsilon} \frac{d}{dt} \Phi = 0.
\]

Following the notation of Schoenmaker, e.g. [83], we denote the derivative of the magnetic vector potential by \( \tilde{\pi} := \frac{d}{dt} \tilde{a} \). Then, the equations (1.38)-(1.39) can be rearranged as the following system of DAEs

\[
L_{\varepsilon} M_{N} \tilde{S} M_{\varepsilon} \tilde{a} + L_{\sigma} \Phi + L_{\varepsilon} \frac{d}{dt} \Phi = 0 \tag{1.47}
\]

\[
\tilde{C} M_{\varepsilon} \tilde{a} + M_{\sigma} [\tilde{\pi} + G \Phi] + M_{\varepsilon} \left[ \frac{d}{dt} \tilde{\pi} + G \frac{d}{dt} \Phi \right] = \tilde{j}_s \tag{1.48}
\]

\[
\tilde{S} M_{\varepsilon} \tilde{\pi} - L_{\varepsilon} \Phi + q = 0 \tag{1.49}
\]

\[
\frac{d}{dt} \tilde{a} - \tilde{\pi} = 0 \tag{1.50}
\]

with \( x^\top = (q^\top, \Phi^\top, \tilde{a}^\top, \tilde{\pi}^\top) \) such that we can write (1.47)-(1.50) in the form of (1.24) with the definitions

\[
M = \begin{bmatrix}
0 & L_{\varepsilon} & 0 & 0 \\
0 & M_{\varepsilon} G & M_{\varepsilon} & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & I & 0
\end{bmatrix}, \\
K = \begin{bmatrix}
0 & L_{\sigma} & L_{\varepsilon} M_{N} \tilde{S} M_{\varepsilon} & 0 \\
0 & M_{\varepsilon} G & \tilde{C} M_{\varepsilon} C & M_{\sigma} \\
I & -L_{\varepsilon} & 0 & \tilde{S} M_{\varepsilon} \\
0 & 0 & 0 & -I
\end{bmatrix} \quad \text{and} \quad r = \begin{bmatrix}
0 \\
\tilde{j}_s \\
0 \\
0
\end{bmatrix}.
\]

Now, any standard time integrator, e.g. the implicit Euler method (1.25), can be applied.

Next we determine the differential index of the system (1.47)-(1.50). Equation (1.47) is an ODE for \( \Phi \)

\[
\frac{d}{dt} \Phi = -M_{N} \tilde{S} M_{\varepsilon} \tilde{a} - L_{\varepsilon}^{-1} L_{\sigma} \Phi. \tag{1.51}
\]

Then, we deduce from (1.48) and (1.51) an ODE for \( \tilde{\pi} \):

\[
\frac{d}{dt} \tilde{\pi} = -M_{\varepsilon}^{-1} \left[ L_{\varepsilon} \tilde{a} + M_{\sigma} [\tilde{\pi} + G \Phi] - M_{\varepsilon} G L_{\varepsilon}^{-1} L_{\sigma} \Phi - \tilde{j}_s \right]
\]

Finally, only one differentiation with respect to time of (1.49) is needed to obtain an ordinary differential equation for \( q \):

\[
\frac{d}{dt} q = \tilde{S} M_{\sigma} \tilde{\pi} - L_{\sigma} \Phi - \tilde{S} \tilde{j}_s.
\]
Hence we conclude the following result \[9\]

**Theorem 3.** Let Assumptions \[9\], \[2\] and \[7\] hold. The system (1.47)-(1.50) has differential index-1 and the initial vector \(\mathbf{x}_0 = (q_0^\top, \Phi_0^\top, \mathbf{a}_0^\top, \bar{\pi}_0^\top)\) is a consistent initial value if \(q_0 = L_e \Phi_0 - \tilde{S}M_e \bar{\pi}_0\) is fulfilled.

### 1.5.2.2 Full Maxwell with Coulomb Gauge

Instead of augmenting the equations by a Lorenz gauge, one can choose the Coulomb gauge (1.44). Starting by left-multiplying Coulomb’s gauge by \(M_e G M_N\), we obtain

\[
M_e G M_N \tilde{S}M_e \bar{a} = 0. \tag{1.52}
\]

Using (1.44) and (1.52), the system (1.38)-(1.39) becomes a semi-discrete damped wave equation accompanied by a Laplace equation, i.e.,

\[
L_v \bar{a} + M_e \left[ \frac{d}{dt} \bar{a} + G \Phi \right] + M_e \left[ \frac{d^2}{dt^2} \bar{a} + G \frac{d}{dt} \Phi \right] = \bar{j}_s,
\]

\[
L_v \Phi = q
\]

with right-hand-sides that fulfil the continuity equation (1.41) and thus for given \(\bar{j}_s\), the resulting semi-discrete problem is again a system of DAEs. The Coulomb-gauged system reads

\[
\tilde{S}M_e \bar{a} = 0 \tag{1.53}
\]

\[
\tilde{C}M_e C \bar{a} + M_e \left[ \bar{\pi} + G \Phi \right] + M_e \left[ \frac{d}{dt} \bar{\pi} + G \frac{d}{dt} \Phi \right] = \bar{j}_s \tag{1.54}
\]

\[
\tilde{S}M_e \bar{\pi} - L_e \Phi + q = 0 \tag{1.55}
\]

\[
\frac{d}{dt} \bar{a} - \bar{\pi} = 0 \tag{1.56}
\]

with \(\mathbf{x}^\top = (q^\top, \Phi^\top, \mathbf{a}^\top, \bar{\pi}^\top)\). Similarly as before we can identify a first order DAE system of form (1.24) and apply for example the implicit Euler method.

Next, we determine the differential index of the system (1.53)-(1.56). Differentiating (1.53) twice with respect to time and inserting (1.56) leads to

\[
\tilde{S}M_e \frac{d}{dt} \bar{\pi} = 0. \tag{1.57}
\]

This indicates already that the differential index is at least \(\vartheta \geq 2\). Left-multiplying (1.54) by \(\tilde{S}\) and applying (1.57) yields:

\[
\frac{d}{dt} \Phi = -L_e^{-1} \left[ L_e \Phi - \tilde{S}M_e \bar{\pi} + \tilde{S} \bar{j}_s \right]
\]
Furthermore, from (1.54), we obtain:

\[
\frac{d}{dt} \vec{\pi} = -M_{\varepsilon}^{-1} \left[ (M_{\sigma} G - M_{\varepsilon} L_{\sigma}^{-1} L_{\sigma}) \Phi + \vec{C} M_{\varepsilon} \vec{C} \vec{a} + (M_{\sigma} + M_{\varepsilon} L_{\sigma}^{-1} \vec{S} M_{\sigma}) \vec{\pi} - (1 + M_{\varepsilon} L_{\sigma}^{-1} \vec{S}) \vec{j}_s \right]
\]

Finally, one differentiation with respect to time of (1.55) results in

\[
\frac{d}{dt} q = \vec{S} M_{\sigma} \vec{\pi} - L_{\varepsilon} \Phi - \vec{S} \vec{j}_s
\]

and thus the overall problem has a differential index-2 [9].

**Theorem 4.** Let Assumptions 1, 2 and 4 hold. The system (1.53) - (1.56) has differential index-2 and the initial vector \(x_0^T = (q_0^T, \Phi_0^T, \vec{a}_0^T, \vec{\pi}_0^T)\) is a consistent initial value if \(\vec{S} M_{\varepsilon} \vec{a}_0 = 0, \vec{S} M_{\varepsilon} \vec{\pi}_0 = 0\) and \(q_0 = L_{\varepsilon} \Phi_0 - \vec{S} M_{\varepsilon} \vec{a}_0\) are fulfilled.

Lorenz’ and Coulomb’s gauge lead to systems that describe the same phenomena and have eventually, i.e. in the mesh size limit, the same electromagnetic fields (strengths or fluxes) as solutions. On the other hand, the structural properties are different, i.e., the Lorenz gauge yields an index-1 problem whereas the Coulomb gauge gives index-2. Hence, the latter formulation will be much more affected by perturbations and the computation of consistent initial values is more cumbersome. This has been observed in simulations [9, 8].

**Benchmark 2** The benchmark example Fig. 1.9 was proposed in [9] to numerically analyse the DAE index of the two gauged \(A - \Phi\) formulations. The model is a copper bar with a cross-sectional area of 0.25 mm\(^2\) surrounded by air and discretised by FIT. A detailed characterisation of the dimensions can be seen in Figure 1.10.

On the copper bar \(\Omega_c\), a conductivity of \(\sigma_c = 5.7 \cdot 10^7 \text{ S/m}\) is set and on the air region \(\sigma_{\text{air}} = 0 \text{ S/m}\). Vacuum permeability \(\mu = 4\pi \cdot 10^{-7} \text{ H/m}\) and relative permittivity \(\varepsilon_r = 1\) is assumed in the entire domain.
Fig. 1.10 Copper bar with square cross-section surrounded by air. The distances are \( l_c = (1 + \sqrt{1.5}) \cdot 10^{-3} \text{ m}, \) \( l_0 = (3 + \sqrt{1.5}) \cdot 10^{-3} \text{ m}, \) and \( h_0 = h_c = 3 \text{ m}. \)

One contact is excited by a sinusoidal voltage \( v = \sin(2\pi t) \text{ V}, \) the other contact is grounded (ebc) and the remaining boundary is set to mbc.

The structure is discretised using FIT with 325 mesh cells and 845 degrees of freedom. The implicit Euler method is applied with a time step of \( \Delta t = 1 \cdot 10^{-4} \text{ s} \) and zero initial condition, see Fig. 1.11.

### 1.6 Quasistatic Maxwell’s Equations

In the case of slowly time-varying fields, certain time-derivatives of Maxwell’s equations can be disregarded with respect to other phenomena, see Definition 1. This is convenient to simplify the numerical treatment. However, the resulting (quasi-) static approximations have different structural properties and their differential algebraic index is studied next.

#### 1.6.1 Electroquasistatic Maxwell’s Equations

We start with the index study of the electroquasistatic approximation, that is given in Definition 1b). Maxwell’s equations can be rewritten as


\[ \nabla \times E = 0 \,, \quad \nabla \times H = \frac{\partial D}{\partial t} + J \,, \quad \nabla \cdot D = \rho \,, \quad \nabla \cdot B = 0 \,. \]

As the curl of electric field \( E \) vanishes, it can be described as the gradient of the electric scalar potential \( \phi \)

\[ E = -\nabla \phi \,, \tag{1.58} \]

i.e., the magnetic vector potential’s contribution to \( E \) in (1.15) is negligible.

**1.6.1.1 Electric Scalar Potential \( \phi \)-Formulation**

Using equation (1.58), Maxwell’s equations for electroquasistatic fields and the material laws, the following potential equation can be obtained to compute \( \phi \)

\[ \nabla \cdot \sigma \nabla \phi + \frac{\partial}{\partial t} \cdot \varepsilon \nabla \phi = 0 \,.
\]

Eventually, spatial discretisation leads to a system of DAEs

\[ \tilde{S} M_\varepsilon \, S^\top \, \Phi + \tilde{S} M_\sigma \, S^\top \, \frac{d}{dt} \Phi = 0 \,, \tag{1.59} \]

where \( \Phi \) contains the degrees of freedom of our problem, i.e. the electric scalar potential on the nodes of the primal grid. However, if boundary conditions are properly set, then one can show

**Theorem 5.** The system (1.59) under Assumptions 1, 2 and 4 is an ODE.

Theorem 5 follows immediately from Lemma 2.
**Benchmark 3**  
In a DC high-voltage cable, the insulation between the inner high-voltage electrode and the outer shielding layer carries a large electric field strength. At the end of the cable ($\Omega_{\text{cbl}}$), the voltage has to drop along the surface of the insulation layer ($\Omega_{\text{ins}}$) with a substantially smaller electric field strength. This necessitates the design of a so-called cable termination with field-shaping capability. A sketch of the domain and its distances can be seen in Fig. 1.12.

The computational domain is $\Omega = \Omega_{\text{air}} \cup \Omega_{\text{ins}}$ and the rest of the domain is modelled via boundary conditions and thus not considered by the discretisation. In the air region $\Omega_{\text{air}}$, the conductivity $\sigma$ is set to zero and the permittivity of vacuum $\varepsilon_0 = 8.85 \cdot 10^{-12} \, \text{F/m}$ is assumed. The insulating domain $\Omega_{\text{ins}}$ has conductivity $1 \, \text{S/m}$ and permittivity $6\varepsilon_0$.

Due to symmetry reasons, only an axisymmetric cross-section (i.e. the right half of the domain sketched in Fig. 1.12) is simulated. The cable endings $\Omega_{\text{cbl}}$ are modelled by zero Dirichlet boundary conditions (ebc) on the boundary $\Gamma_{\text{cbl}} = \partial \Omega_{\text{cbl}} \cap (\Omega_{\text{ins}} \cup \Omega_{\text{air}})$. Similarly, the domain $\Omega_{\text{c}}$ is modelled by non-homogeneous...
Dirichlet boundary conditions that set the potential $\phi$ to a time dependent value $f(t)$ on $\Gamma_c = \partial \Omega_m \cap \Omega_c$, see Fig. 1.13. At the rest of the boundary zero Neumann boundary conditions (mbc) are set.

Using the Finite Element Method yields 2892 number of nodes and 2078 degrees of freedom. Time integration is carried out with the implicit Euler method from time $t_0 = 0 \text{ s}$ to $t_{end} = 2 \cdot 10^{-3} \text{ s}$ with step size $\Delta t = 1 \cdot 10^{-5} \text{ s}$. The steady state solution is set as initial condition. Fig. 1.13 shows the excitation function $f(t)$ and the electric energy $E_{\text{elec}} = \frac{1}{2} \int_{\Omega} E \cdot D \, d\Omega \approx \frac{1}{2} e^\top M_e e$ over time.

![Excitation function](image1)

![Electric energy](image2)

**Fig. 1.13** Electric energy and excitation function of benchmark 3.

For the electroquasistatic problem other formulations are not common as (1.59) has convenient properties, e.g. a low-number of degrees of freedom, since no vectorial fields are needed and ordinary differential character. Rarely, a mixed charge/potential formulation [74]

$$
\tilde{\Sigma} M_e \tilde{S}^\top \Phi + \frac{d}{dt} q = 0, \\
q - \tilde{\Sigma} M_r \tilde{S}^\top \Phi = 0.
$$

is employed which is a simple and easy to solve DAE index-1 system.

### 1.6.2 Magnetoquasistatic Maxwell’s Equations

Now the magnetoquasistatic case is studied. Following Definition 1.5 Maxwell’s equations take the form
\[
\n\nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t}, \quad \nabla \times \mathbf{H} = \mathbf{J}, \quad \nabla \cdot \mathbf{D} = \rho, \quad \nabla \cdot \mathbf{B} = 0.
\]

Due to the non-vanishing curl of the electric field strength, a scalar potential formulation is no longer possible. Several competing vector potential formulations are common, see e.g. [25].

1.6.2.1 Magnetic Vector Potential A-Formulations

Using the definition of the magnetic vector and the electric scalar potentials \( A \) and \( \phi \) (see equation (1.15)) and inserting the material laws and magnetoquasistatic equations into each other, one finds the curl-curl equation

\[
\sigma \left( \frac{\partial A}{\partial t} + \nabla \phi \right) + \nabla \times (\mathbf{v} \nabla \times \mathbf{A}) = \mathbf{J}_s.
\]

In a three dimensional domain, a gauge condition is necessary to ensure uniqueness of solution, due to the kernel of the curl-operator \( (\mathbf{C}S^\top = 0) \). The so-called A* formulation exploits this freedom of choice and assumes that the gradient of the electric scalar potential is zero \( (\nabla \phi = 0) \). Applying it yields the spatially discretised magnetoquasistatic curl-curl equation

\[
\mathbf{M}_\sigma \frac{d}{dt} \vec{a} + \mathbf{C}^\top \mathbf{M}_\nu \mathbf{Ca} = \vec{j}_s
\]

with \( \vec{j}_s \) known and \( \vec{a} \) containing the degrees of freedom (the magnetic vector potential integrated on the edges of the primal grid). Alternatively, mixed formulations incorporating a gauging conditions have been proposed, e.g. [28]

\[
\begin{pmatrix}
\mathbf{M}_\sigma & 0 \\
0 & 0
\end{pmatrix}
\frac{d}{dt}
\begin{pmatrix}
\vec{a} \\
\Phi
\end{pmatrix}
+
\begin{pmatrix}
\mathbf{C}^\top \mathbf{M}_\nu \mathbf{C} & \mathbf{M}_1 \tilde{\mathbf{S}}^\top \\
-\tilde{\mathbf{S}} \mathbf{M}_1 & -\mathbf{M}_N^{-1}
\end{pmatrix}
\begin{pmatrix}
\vec{a} \\
\Phi
\end{pmatrix}
=
\begin{pmatrix}
\vec{j}_s \\
0
\end{pmatrix}
\]

where \( \mathbf{M}_1 \) is a regularised version of \( \mathbf{M}_\sigma \) and \( \mathbf{M}_N \) is a regular matrix to ensure the correct physical units as in (1.42). Using the Schur complement, one derives a grad-div regularisation, e.g. [31], where

\[
\mathbf{Z}_\sigma = \mathbf{M}_1 \tilde{\mathbf{S}}^\top \mathbf{M}_N \tilde{\mathbf{S}} \mathbf{M}_1.
\]

can be used to finally arrive at

Assumption 5 Let us assume that system (1.60) is rewritten as

\[
\mathbf{M}_\sigma \frac{d}{dt} \vec{a} + \mathbf{K}_\nu \vec{a} = \vec{j}_s,
\]

where \( \mathbf{K}_\nu = \mathbf{C}^\top \mathbf{M}_\nu \mathbf{C} + \mathbf{Z}_\sigma \), provided \( \mathbf{Z}_\sigma \) is a positive semidefinite matrix that enforces the matrix pencil \( \lambda \mathbf{M}_\sigma + \mathbf{K}_\nu \) to be positive definite for \( \lambda > 0 \).
Theorem 6. Under Assumptions 1, 2, 4, and 5, system (1.61) has Kronecker and tractability index 1.

The proof of the Kronecker index of system (1.61) has been originally given in [71]. More recently, [57] obtained the same result for the tractability index and [7] used the tractability index concept to analyse the DAE index of this formulation with an attached network description.

Instead of using $Z_\sigma$, various gauging techniques have been proposed for this formulation, such as the tree-cotree gauge [68] or the weak gauging property of iterative linear solvers [30]. Due to the simple structure of $M_\sigma$ and as long as the gauge leads to a positive definite matrix pencil, the index can be derived analogously as before.

Benchmark 4 A common benchmark for magnetoquasistatic models are inductors with a metal core. The example in Fig. 1.14 from [33] features an aluminium core, i.e. $\sigma = 35 \cdot 10^6 \text{S/m}$ in $\Omega_c$, with a copper coil $\Omega_{\text{str}}$ surrounded by air $\Omega_{\text{air}}$. The coil is given by the stranded conductor model consisting of 120 turns with conductivity $\sigma = 1 \cdot 10^6 \text{S/m}$. The conductivity in $\Omega_{\text{air}}$ is zero and disregarded in $\Omega_{\text{str}}$ in the construction of $M_\sigma$ as eddy currents are assumed negligible in the windings. Vacuum permeability $\mu = 4\pi \cdot 10^{-7} \text{H/m}$ is assumed everywhere ($\Omega$) and electric boundary conditions are enforced $\Gamma = \Gamma_{\text{ebc}}$, cf. (1.4). The FIT discretisation uses an equidistant hexahedral grid with step size $10^{-3}$, which leads to 3528 elements.

The discretisation of the winding function for the A* formulation can be visualised in Fig. 1.15. As no gauging is performed, 9958 degrees of freedom arise.

For the simulation, the source current density is $\vec{j}_s = X_s i_s$, where $X_s$ is the discretisation of the winding function in Fig. 1.15, $i_s = \sin(2\pi f_s t)$ is the source current and the frequency $f_s$ is 500 Hz. Time integration is performed with the implicit Euler method with step size $\Delta t = 2 \cdot 10^{-5} \text{s}$ from time $t_0 = 0 \text{s}$ to $t_{\text{end}} = 2 \cdot 10^{-3} \text{s}$ and zero initial condition. Fig. 1.16 shows the magnetic energy $E_{\text{mag}} = \frac{1}{2} \int_{\Omega} (\textbf{H} \cdot \textbf{B}) \, d\Omega \approx \frac{1}{2} \textbf{b}^\top M_\nu \textbf{b}$ over time.

1.6.2.2 Electric Vector Potential T-Ω-Formulation

Maxwell’s equations and their material laws in magnetoquasistatics can also be expressed in the T-Ω formulation. Using the electric vector and magnetic scalar potentials from equation (1.16), the system reads

$$\nabla \times (\rho \nabla \times \textbf{T}) + \mu \frac{\partial \textbf{T}}{\partial t} - \mu \nabla \frac{\partial \psi}{\partial t} = -\mu \frac{\partial \textbf{H}_s}{\partial t} - \nabla \times \textbf{E}_s$$

$$\nabla \cdot (\mu \textbf{T}) - \nabla \cdot (\mu \nabla \psi) = -\nabla \cdot (\mu \textbf{H}_s),$$

with $\textbf{E}_s$ being the source electric field strength when solid conductors are present. Here, $\rho$ is the electrical resistivity, which corresponds to the inverse of $\sigma$ wherever $\sigma \neq 0$. As in the case of the A-Φ formulation, the gauge condition is set for the
Fig. 1.14 Magnetoquasistatic model of an inductor with metal core. The distances are $l_0 = 1.4 \cdot 10^{-2}$ m, $l_{ar} = 8 \cdot 10^{-3}$ m, $l_c = 4 \cdot 10^{-3}$ m, $d_c = 1 \cdot 10^{-3}$ m, $h_0 = 1.8 \cdot 10^{-2}$ m, $l_{ar} = 1.2 \cdot 10^{-2}$ m and $l_c = 8 \cdot 10^{-3}$ m.
(a) Iron core (red) with surrounding coil (transparent grey)  
(b) Source current density given by winding function \( \mathbf{J}_s = \mathbf{Z}_s i_s \)

**Fig. 1.15** Simple magnetoquasistatic model of an inductor with metal core. Coil is given by the stranded conductor model (Benchmark 4).

**Fig. 1.16** Magnetic energy of the inductor in Fig. 1.14 simulated with the A* formulation.

\[
\mathbf{C}^\top \mathbf{M}_\rho \mathbf{C} \mathbf{f} + \mathbf{M}_\mu \frac{d}{dt} \mathbf{f} + \mathbf{M}_\mu \mathbf{S}^\top \frac{d}{dt} \mathbf{\Psi} = -\mathbf{M}_\mu \frac{d}{dt} \mathbf{h}_s - \mathbf{C} \mathbf{e}_s
\]

\[
\mathbf{S} \mathbf{M}_\mu \mathbf{f} + \mathbf{S} \mathbf{M}_\mu \mathbf{S}^\top \mathbf{\Psi} = -\mathbf{S} \mathbf{M}_\mu \mathbf{h}_s,
\]

with degrees of freedom \( \mathbf{f} \), which contains the on the dual grid’s edges integrated electric vector potential and \( \mathbf{\Psi} \), which consists of the magnetic scalar potential on the dual grid’s nodes.
**Definition 4.** For gauging, a tree \( T \) is generated on the dual grid’s edges inside the conducting region \( \Omega_c \). We define a projector \( \mathbf{P}_t \) onto the cotree of \( T \) and truncate it by deleting all the linearly dependent columns to obtain \( \mathbf{P}_t \). As gauging condition we set \( \mathbf{Q}_t \mathbf{t} = 0 \), where \( \mathbf{Q}_t \) spans the kernel of \( \mathbf{P}_t^\top \). This corresponds to setting to zero the values of the electric vector potential on the edges \( T \).

\[
\mathbf{P}_t^\top \mathbf{C}^\top \mathbf{M}_\mu \mathbf{C} \mathbf{P}_t \mathbf{t} + \mathbf{P}_t^\top \mathbf{M}_\mu \mathbf{P}_t \frac{d}{dt} \mathbf{t} + \mathbf{P}_t^\top \mathbf{M}_\mu \mathbf{S}^\top \frac{d}{dt} \mathbf{\Psi} = -\mathbf{P}_t^\top \mathbf{M}_\mu \frac{d}{dt} \mathbf{h}_s - \mathbf{P}_t^\top \mathbf{C} \mathbf{e}_s
\]

(1.62)

\[
\mathbf{\bar{S}} \mathbf{M}_\mu \mathbf{P}_t \mathbf{t} + \mathbf{\bar{S}} \mathbf{M}_\mu \mathbf{S}^\top \mathbf{\Psi} = -\mathbf{\bar{S}} \mathbf{M}_\mu \mathbf{h}_s.
\]

(1.63)

**Property 1.** The matrix \( \mathbf{P}_t \) fulfills

1. \( \det(\mathbf{P}_t^\top \mathbf{C}^\top \mathbf{M}_\mu \mathbf{C} \mathbf{P}_t) \neq 0 \),
2. \( \text{im} \mathbf{P}_t \cap \text{im} \mathbf{S}^\top = 0 \).

Property 1.1 is a consequence of the tree-cotree gauge (see [68]) and Property 1.2 follows from Property 1.1 and the fact that \( \text{im} \mathbf{S}^\top \subseteq \ker \mathbf{C} \) (Lemma 1).

**Property 2.** Every \( \mathbf{x} \in \mathbb{R}^n \) can be written as \( \mathbf{x} = \mathbf{M}_\mu^{1/2} \mathbf{S}^\top \mathbf{x}_1 + \mathbf{M}_\mu^{-1/2} \mathbf{W}^\top \mathbf{x}_2 \), where \( n := \text{rank} \mathbf{M}_\mu \) and \( \mathbf{W} \) is the matrix whose columns span \( \ker \mathbf{S} \).

**Proof.** As \( \mathbf{M}_\mu \) has full rank and is symmetric, \( \text{rank}(\mathbf{M}_\mu^{1/2} \mathbf{S}^\top) = \text{rank} \mathbf{S}^\top \) and \( \text{rank}(\mathbf{M}_\mu^{-1/2} \mathbf{W}^\top) = \text{rank} \mathbf{W}^\top \). Using the rank-nullity theorem together with the fact that both subspaces are orthogonal and thus linear independent, we obtain that their direct sum spans \( \mathbb{R}^n \). □

**Theorem 7.** Under Assumptions 1, 2 and 4, the system of DAEs (1.62)-(1.63) has differential index-1.

**Proof.** As the system has an algebraic constraint, it has at least index-1. Equation (1.62) is differentiated and \( \frac{d}{dt} \mathbf{\Psi} \) is extracted as

\[
\frac{d}{dt} \mathbf{\Psi} = -\left( \mathbf{\bar{S}} \mathbf{M}_\mu \mathbf{S}^\top \right)^{-1} \mathbf{\bar{S}} \mathbf{M}_\mu \mathbf{P}_t \frac{d}{dt} \mathbf{t} - \left( \mathbf{\bar{S}} \mathbf{M}_\mu \mathbf{S}^\top \right)^{-1} \mathbf{\bar{S}} \mathbf{M}_\mu \mathbf{h}_s.
\]

This can be inserted into equation (1.62) and now it is sufficient to see that \( \det(\mathbf{P}_t \mathbf{Z} \mathbf{P}_t) \neq 0 \) for

\[
\mathbf{Z} = (\mathbf{M}_\mu - \mathbf{M}_\mu \mathbf{S}^\top (\mathbf{\bar{S}} \mathbf{M}_\mu \mathbf{S}^\top)^{-1} \mathbf{\bar{S}} \mathbf{M}_\mu).
\]

We can write \( \mathbf{M}_\mu^{1/2} \mathbf{P}_t \mathbf{X} = \mathbf{M}_\mu^{1/2} \mathbf{S}^\top \mathbf{x}_1 + \mathbf{M}_\mu^{1/2} \mathbf{W}^\top \mathbf{x}_2 \) (Property 2). As \( \mathbf{M}_\mu^{1/2} \) is invertible, \( \mathbf{P}_t \mathbf{X} = \mathbf{S}^\top \mathbf{x}_1 + \mathbf{M}_\mu^{-1/2} \mathbf{W}^\top \mathbf{x}_2 \) and, as \( \mathbf{P}_t \mathbf{X} = \mathbf{S}^\top \mathbf{x}_1 \) (Property 1), \( \mathbf{M}_\mu^{-1/2} \mathbf{W}^\top \mathbf{x}_2 \neq 0 \). Thus

\[
\mathbf{x}^\top \mathbf{P}_t^\top \mathbf{Z} \mathbf{P}_t \mathbf{x} = \mathbf{x}^\top \mathbf{W} \mathbf{M}_\mu^{-1} \mathbf{W}^\top \mathbf{x} > 0,
\]

as long as \( \mathbf{x} \neq 0 \). We conclude that \( \mathbf{P}_t^\top \mathbf{Z} \mathbf{P}_t \) is positive definite. □
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(a) Iron core (red) with surrounding coil (transparent grey)  
(b) Source magnetic field strength $\mathbf{H}_s$ such that $\nabla \times \mathbf{H}_s = \chi \mathbf{j}_s$

Fig. 1.17 Simple magnetoquasistatic model of an inductor with metal core. Coil is given by the stranded conductor model (Benchmark 5)

**Benchmark 5** The physical specifications and discretisation of the benchmark example of the T-$\Omega$ formulation is equivalent to Benchmark 4.

This time the construction of the winding function is different and it is depicted in Fig. 1.17. Again for the simulation the source current is set to $\mathbf{i}_s = \sin(2\pi f_s t)$ with frequency $f_s = 500$ Hz. The source magnetic field is $\mathbf{h}_s = \mathbf{Y}_s \mathbf{i}_s$, with $\mathbf{Y}_s$ being the discretisation of the winding function in Fig. 1.17. Like in Benchmark 4, time integration is performed with implicit Euler with step size $\Delta t = 2 \cdot 10^{-5}$ s from time $t_0 = 0$ s to $t_{\text{end}} = 2 \cdot 10^{-3}$ s and with zero initial condition. The resulting magnetic energy is depicted in Figure 1.18.

**Remark 8.** Note that the magnetic energy obtained with the A* formulation in Figure 1.16 and the one obtained with the T-$\Omega$ one in Figure 1.18 differ. Both formulations are dual to each other, i.e., their degrees of freedom are on dual sides of Maxwell’s House in Figure 1.5. They converge to the unique physical solution from below and above. This property can be used in order to study the error of the spatial discretisation (see [1]).
1.6.3 Darwin Model

In many situations, phenomena related to electric energy, magnetic energy and Joule losses coincide, while at the same time, for the considered operating frequencies, the wave lengths are much larger than the model size, which indicates that wave propagation effects can be neglected. An example thereof is a filter design with concentrated elements, i.e., coils and capacitors connected by strip lines, arranged on a printed circuit board [84]. In such models, resonances between the discrete elements and Joule losses in all conducting parts need to be considered, whereas for the considered frequency range, cross-talk due to electromagnetic radiation is irrelevant. For such configurations, a combination of electroquasistatics and magnetoquasistatics in the form of the Darwin approximation of the Maxwell equations is the appropriate formulation.

The Darwin approximation starts from the decomposition of the electric field strength \( \mathbf{E} = \mathbf{E}_{\text{irr}} + \mathbf{E}_{\text{rem}} \) into an irrotational part \( \mathbf{E}_{\text{irr}} \) and a remainder part \( \mathbf{E}_{\text{rem}} \). This decomposition is not unique, in contrast to the Helmholtz decomposition, which can be considered as a special case enforcing \( \mathbf{E}_{\text{rem}} \) to be solenoidal. In this paper, the non-uniqueness of the decomposition will be resolved when choosing a gauge condition below. The Darwin approximation consists of removing the displacement currents related to \( \mathbf{E}_{\text{rem}} \) from the law of Ampère-Maxwell. This affects the set of Maxwell equations in the sense that, in the formulations derived below, second derivatives with respect to time vanish and the overall PDE looses its hyperbolic character, which is equivalent to neglecting wave propagation effects. The set of relevant equations is
\[ \nabla \times \mathbf{E}_{\text{rem}} = -\frac{\partial \mathbf{B}}{\partial t}; \quad (1.64) \]

\[ \nabla \times (\nabla \mathbf{B}) = \mathbf{J}_s + \sigma \mathbf{E}_{\text{irr}} + \sigma \mathbf{E}_{\text{rem}} + \frac{\partial}{\partial t} (\varepsilon \mathbf{E}_{\text{irr}}); \quad (1.65) \]

\[ \nabla \cdot \mathbf{B} = 0; \quad (1.66) \]

\[ \nabla \cdot (\varepsilon \mathbf{E}_{\text{irr}}) + \nabla \cdot (\varepsilon \mathbf{E}_{\text{rem}}) = \rho. \quad (1.67) \]

Almost all publications on the Darwin approximation are limited to the case with homogeneous materials. They choose the Helmholtz decomposition, i.e., \( \nabla \cdot \mathbf{E}_{\text{rem}} = 0 \), which causes the term \( \nabla \cdot (\varepsilon \mathbf{E}_{\text{rem}}) \) in (1.67) to vanish \[39, 61\]. In the more general case considered here, however, this term is important as it models the charges accumulating at material interfaces due to the induced electric field strength \[59\].

An ambiguity arises when expressing the continuity equation \( \nabla \cdot \mathbf{J} + \frac{\partial \rho}{\partial t} = 0 \). When inserting Gauss law, the result reads

\[ \nabla \cdot \mathbf{J}_s + \nabla \cdot (\sigma \mathbf{E}_{\text{irr}}) + \nabla \cdot (\sigma \mathbf{E}_{\text{rem}}) + \frac{\partial}{\partial t} (\nabla \cdot \varepsilon \mathbf{E}_{\text{irr}}) + \frac{\partial}{\partial t} (\nabla \cdot \varepsilon \mathbf{E}_{\text{rem}}) = 0, \quad (1.68) \]

whereas when applying applying the divergence operator to (1.65), the last term in (1.68) is missing. Hence, the Darwin model introduces an anomaly in the continuity equation, which can only be alleviated by also neglecting the displacement currents due to \( \mathbf{E}_{\text{rem}} \) in the continuity equation.

### 1.6.3.1 \( \phi\)-A-\( \psi \) formulation of the Darwin model

The irrotational part in of the electric field strength is represented by an electric scalar potential \( \phi \), i.e., \( \mathbf{E}_{\text{irr}} = -\nabla \phi \). The magnetic Gauss law (1.66) is resolved by the definition of the magnetic vector potential \( \mathbf{A} \), i.e., \( \mathbf{B} = \nabla \times \mathbf{A} \), whereas Faraday’s law (1.64) is fulfilled by the definition of an additional scalar potential \( \psi \) such that \( \mathbf{E}_{\text{rem}} = -\frac{\partial \mathbf{A}}{\partial t} - \nabla \psi \). The law of Ampère-Darwin, Gauss’ law and the continuity equation become

\[ \nabla \times (\nabla \mathbf{A}) + \sigma \frac{\partial \mathbf{A}}{\partial t} + \sigma \mathbf{E}_{\text{irr}} + \varepsilon \nabla \phi \frac{\partial \phi}{\partial t} = \mathbf{J}_s; \quad (1.69) \]

\[ -\nabla \cdot (\varepsilon \frac{\partial \mathbf{A}}{\partial t}) - \nabla \cdot (\varepsilon \nabla \psi) - \nabla \cdot (\varepsilon \nabla \phi) = \rho; \quad (1.70) \]

\[ -\nabla \cdot \left( \sigma \frac{\partial \mathbf{A}}{\partial t} \right) - \nabla \cdot (\sigma \nabla \psi) - \nabla \cdot (\sigma \nabla \phi) - \nabla \cdot \left( \varepsilon \nabla \frac{\partial \phi}{\partial t} \right) = 0. \quad (1.71) \]

The introduced potentials \( \phi, \mathbf{A} \) and \( \psi \) lead to too many degrees of freedom. The electric field strength is decomposed as
Irrotational parts of the electric field strength can be attributed to \( E_\phi, \) \( E_A \) or \( E_\psi \). However, the splitting determines which displacement currents are considered in the law of Ampère-Maxwell and which are only considered in the electric law of Gauss. All components of \( E \) contribute to the Joule losses and contribute in the electric Gauss law, whereas only \( E_\phi \) contributes to the displacement currents. The component \( E_\psi \) can be fully integrated into \( E_A \).

The choice of \( \psi \) determines the fraction of the displacement currents which is neglected in the Darwin model. In the case of a homogeneous material distribution, the choice \( \psi = 0 \) implies a Helmholtz splitting of \( E \) into the irrotational part \( E_{\text{irr}} \) and a solenoidal part \( E_{\text{rem}} \). Then, the Darwin approximation amounts to neglecting the displacement currents related to the solenoidal part of the electric field strength. Other choices for \( \psi \) lead to other Darwin models yielding different results. Hence, Darwin’s approximation to the Maxwell equations is not gauge-invariant \cite{61}.

### 1.6.3.2 \( \psi \)-\( A^* \)-formulation of the Darwin model

A straightforward choice for \( \psi \) is \( \psi = 0 \) in which case, it makes sense to combine (1.69) and (1.70), i.e.,

\[
\nabla \times (\nabla \times A) + \sigma \frac{\partial A}{\partial t} + \sigma \nabla \phi + \varepsilon \nabla \frac{\partial \phi}{\partial t} = J_s ; \quad (1.73)
\]

\[
-\nabla \cdot \left( \varepsilon \frac{\partial A}{\partial t} \right) - \nabla \cdot (\sigma \nabla \phi) = \rho . \quad (1.74)
\]

The drawback of this formulation is that the charge density must be prescribed, which may be cumbersome in the presence of metallic parts at floating potentials.

### 1.6.3.3 Alternative \( \psi \)-\( A^* \)-formulation of the Darwin model

Another possible formulation \cite{58} arises with \( \psi = 0 \), but by combining (1.69) and (1.71), i.e.,

\[
\nabla \times (\nabla \times A) + \sigma \frac{\partial A}{\partial t} + \sigma \nabla \phi + \varepsilon \nabla \frac{\partial \phi}{\partial t} = J_s ; \quad (1.75)
\]

\[
-\nabla \cdot \left( \sigma \frac{\partial A}{\partial t} \right) - \nabla \cdot (\sigma \nabla \phi) - \nabla \cdot \left( \varepsilon \nabla \frac{\partial \phi}{\partial t} \right) = 0 . \quad (1.76)
\]

Here, however, the magnetic vector potential \( A \) is not uniquely defined in the non-conductive model parts. Then, a gauge is necessary to fix the irrotational part of \( A \).
in the non-conductive model parts. During post-processing, one should discard the irrotational part of $A$ when calculating the electric field strength or displacement current density in the non-conducting parts.

### 1.6.3.4 Discretisation of the Darwin model

The discrete counterpart of (1.73) and (1.74) reads

$$C^\top M_\nu C \mathbf{a} + M_\sigma \frac{d}{dt} \mathbf{a} - M_\sigma S^\top \Phi - M_\epsilon S^\top \frac{d}{dt} \Phi = \mathbf{j}_s ; \quad (1.77)$$

$$\bar{S}M_\nu \frac{d}{dt} \mathbf{a} + \bar{S}M_\nu S^\top \Phi = \mathbf{q} , \quad (1.78)$$

whereas the discrete counterpart of (1.75) and (1.76) reads

$$C^\top M_\nu C \mathbf{a} + M_\sigma \frac{d}{dt} \mathbf{a} - M_\sigma S^\top \Phi - M_\epsilon S^\top \frac{d}{dt} \Phi = \mathbf{j}_s ; \quad (1.79)$$

$$\bar{S}M_\sigma \frac{d}{dt} \mathbf{a} + \bar{S}M_\sigma S^\top \Phi + \bar{S}M_\sigma \frac{d}{dt} \Phi = 0 , \quad (1.80)$$

with all matrices defined as above. The second formulation needs a gauge for the non-conducting model parts as previously discussed in Assumption 5.

In [59], simulation results for the Darwin approximation, the electroquasistatic approximation and the magnetoquasistatic approximation are compared to results obtained by a full-wave solver, serving as a reference. This comparison clearly shows the limitations (the neglected wave propagation effects) and the advantages (more accurate than electroquasistatics and magnetoquasistatics and faster than a full-wave solver) of the Darwin model.

A DAE index analysis of the systems (1.77)-(1.78) and (1.79)-(1.80) is an open research question. Also, the following benchmark is merely a literature reference.
**Benchmark 6** The Darwin benchmark example shown in Fig. 1.19 is taken from [59]. It is axisymmetric and consists of conductive, dielectric and magnetic pieces. A solid conductor is connected to two plates which form a capacitor in combination with the dielectric material layer in between. Two solid ferrite rings surround the conductor. The problem is excited by potentials \( \phi_1 \) and \( \phi_0 \) at the ends of the conductor, the remaining boundaries are mbc. Geometry specifications and material data can be found in [59]. Koch et al. propose to regularise the model by an artificial conductivity.

### 1.7 Conclusions

This paper has discussed various formulation for low and high-frequency problems in computational electromagnetics. In contrast to electric circuit simulation, e.g. [92], most formulations are rather harmless, i.e., they lead to a systems of low DAE index \((\leq 2)\). More precisely, the only index-2 problem arises in the case of considering Maxwell’s equations in A-\(\phi\)-potential formulation with a Coulomb gauge. It has been shown that this can be mitigated by a reformulation based on Lorenz’ gauge. Obviously, when coupling various formulations with each other or with electric circuits, the situation becomes more complex.
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