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Abstract

We construct a model for the Milky Way where the interstellar Medium (ISM) is equipped with self-consistent dynamics. Constructing models with self-consistent dynamics is a challenging mathematical task and we developed a new, fixed-point like algorithm to do so. In simulations a spiral structure emerges from this model that is almost identical with the one in the Milky Way’s ISM. Further, the Jeans instability offers an explanation for the observed velocity dispersion of atomic hydrogen in the ISM; this instability vanishes from our model if we choose a velocity dispersion just above the observed one. Our model uses baryonic, dark matter, which resides in the disc and is dynamically cold; it is a typical example for the Bosma effect.

1 Introduction

The Milky Way - and spiral galaxies in general - still ask us many a riddle. To three of them we develop new answers here in this paper:

Where does the four armed spiral pattern in the Milky Way’s ISM originate from (Steiman-Cameron et al., 2010)?

Why does atomic hydrogen have in most spiral galaxies the same velocity dispersion well above the value expected from thermal considerations (Tamburro et al., 2009)?

Is a halo of non-baryonic, dark matter necessary to explain the Milky Way’s flat circular velocity curve?

The key in answering these questions is a model for our galaxy where the interstellar medium (ISM) is equipped with self-consistent dynamics. These dynamics are difficult to model because the ISM’s mass is moving on almost circular orbits around the galactic centre. This ‘almost’ makes things difficult; how to implement it in a self-consistent model? But we cannot ignore it because it is important for stability. We solved this mathematical problem and this enables us to shed a new light on the three questions above.

The distribution function in our model is a function of the third component of the angular momentum and the energy only and our technique can easily be extended to construct a self-consistent, multi-phase model for the whole galaxy: a task that was elusive up to now (Binney, 2020). Our technique is based on a fixed-point like algorithm, which is an improved version of the algorithm from Andréasson & Rein (2015), plus a good understanding of how distribution functions, which match observations, must look like. The resulting distribution function is comparable with the one of a cut-out Mestel disc like it is, e.g., studied in Zang (1976), Toomre (1981) or Sellwood & Carlberg (2019). But here in this paper our distribution function is embedded in a realistic model for our galaxy; not in an infinitely extended Mestel disc with infinite mass, like in the papers just cited.

How do we model the Milky Way in this paper? The Milky Way has three baryonic components, a bulge, a stellar disc and the interstellar medium (ISM). We include the bulge and the stellar disc as rigid components and model the ISM dynamically. In the Milky Way, the ISM’s gaseous mass is confined to a very thin disc, which exhibits spiral patterns and where all mass is moving on almost circular orbits.

1In fact the Milky Way has two stellar discs but they have similar properties and so we include only one stellar disc with averaged parameters.
around the galactic centre. Simplifying, we assume in our model that the disc is razor-thin, i.e., all mass is restricted to live in the plain, and - at first - we ignore the spiral patterns and assume that the disc is axially symmetric. One could be tempted to simplify further and assume that all mass is on purely circular orbits. However, this would be a bad idea, because such a disc destroys itself very fast (Binney & Tremaine 2008, §6.2.3). It is therefore important that we have at each position a dispersion of the velocities – and this makes things complicated. In total we will search for a rigid bulge, a rigid stellar disc and an axisymmetric distribution function \( f(x,v) \geq 0 \) on position-velocity space with \( x,v \in \mathbb{R}^2 \) that models the ISM.

Since most of the mass in our galaxy is on almost circular orbits, one can deduce from the observational data how the circular velocity curve looks like (Eilers et al., 2019). From this, one can calculate the axisymmetric gravitational potential \( U_{\text{Gal}} \) of our galaxy. In our model we assume that the potential is time-independent and we demand that the distribution function \( f \) is time-independent, too. This is the case if \( f \) is constant along each particle orbit, i.e., if for a given test particle with orbit \( (x(t), v(t)) \), where

\[
\dot{x} = v, \\
\dot{v} = -\nabla U_{\text{Gal}}(x),
\]

it holds that

\[
\frac{d}{dt} f(x(t), v(t)) = 0.
\]

This is the case if and only if \( f \) is a solution of the (time-independent) collisionless Boltzmann equation\(^2\)

\[
v \cdot \partial_x f - \nabla U_{\text{Gal}} \cdot \partial_v f = 0. \tag{1.1}
\]

We use Newton’s law of gravitation and thus the gradient of the gravitational potential that corresponds to \( f \) is given by

\[
\nabla U_f(x) := G \int_{\mathbb{R}^2} \frac{x-y}{|x-y|^3} \Sigma_f(y) \, dy, \quad x \in \mathbb{R}^2, \tag{1.2}
\]

where

\[
\Sigma_f(x) := \int_{\mathbb{R}^2} f(x,v) \, dv \tag{1.3}
\]

is the (flat) density on position space \( \mathbb{R}^2 \) that corresponds to \( f \), and \( G \) is the constant of gravitation. We search for a model for the Milky Way, so we demand that the gravitational potential generated by our model must equal the gravitational potential \( U_{\text{Gal}} \) of our galaxy, i.e.,

\[
\nabla U_{\text{Gal}} = \nabla U_{\text{bulge}} + \nabla U_{\text{st.disc}} + \nabla U_f. \tag{1.4}
\]

We call \( f \) a self-consistent model for the Milky Way’s ISM if it satisfies (1.1) - (1.4).

Mathematically the problem of finding such models is challenging because we have to find models that are compactly supported, fast rotating and reasonable stable. Every model that one finds in the literature fails at least at one aspect. The infinitely extended Mestel disk mentioned above is not compactly supported and has infinite mass. A cold disk where all mass is on purely circular orbits is highly unstable. And while the models from Andréasson & Rein (2015), Firt & Rein (2006) or Frenkler (2016) are compactly supported and stable, they are not fast rotating. Here in this paper we present for the first time a model that succeeds in all three aspects.

The outline of this paper is as follows: In Section 2 we study a new class of self-consistent models for the Mestel disc, analyse their inner structure and construct from this understanding our model for the Milky Way. We describe how multiphase models can be constructed with our technique. In Section 3 we compare our model with other models from the literature and classify our model as a typical example for the Bosma effect. In Section 4 we study numerically the stability of our model. There are two instabilities and they correctly predict the spiral structure in the Milky Way’s ISM and the velocity dispersion of atomic hydrogen. This explanations would fail if we included non-baryonic, dark matter. In Section 5 we summarize our results and identify the tasks that should be tackled next.

\(^2\)In mathematics this equation is often called the Vlasov equation.
2 From the Mestel disc to a realistic model of the Milky Way

2.1 The Mestel disc

As starting point we analyse first the so called Mestel disc (Mestel, 1963). This disc has the flat, axially symmetric density

\[ \Sigma_0(r) := \frac{v_0^2}{2\pi G} \rho, \quad r > 0, \]

where \( v_0 > 0 \) is a constant with dimension of velocity. The derivative of the axisymmetric gravitational potential generated by this flat mass distribution can be approximated using the well known formula for a spherically symmetric mass distribution

\[ U_0'(r) \approx \frac{GM(r)}{r^2} = \frac{v_0^2}{r} \]

where \( M(r) \) denotes the mass inside the radius \( r \). In general this is only a rough approximation for a flat mass distribution but in the special case of the Mestel disc, this approximation gives indeed the correct values (Binney & Tremaine, 2008, §2.6.1a) and we have for every \( r > 0 \)

\[ U_0'(r) = \frac{v_0^2}{r}. \] (2.1)

The velocity on a circular orbit is related to the derivative of the potential at radius \( r \) via the simple formula

\[ v_c(r) = \sqrt{r U_0'(r)}. \] (2.2)

Hence the Mestel disc has an everywhere flat circular velocity curve with \( v_c(r) = v_0 \). For the understanding of galaxies like the Milky Way, which exhibit an almost flat circular velocity curve, it is therefore useful to analyse first the analytically accessible Mestel disc. In the following theorem we equip this disc with dynamics:

**Theorem 2.1.** Let \( v_0 > 0 \) and let \( U_0(r) = v_0^2 \log r, \ r > 0 \), be the potential of the Mestel disc. Take a function \( \Phi_0 : [0, \infty) \to [0, \infty) \) measurable such that

\[ 0 < I := \int_0^\infty \int_{-\infty}^\infty \frac{1}{v_2} \Phi_0 \left( \frac{v_1^2 + v_2^2}{2} - v_0^2 \log \frac{v_2}{v_0} - \frac{v_0^2}{2} \right) dv_1 dv_2 < \infty. \]

Set

\[ C_0 := \frac{v_0^2}{2\pi G I} \]

and

\[ f_0(L_z, E) := \frac{C_0}{L_z} \Phi_0 \left( E - v_0^2 \log \frac{L_z}{v_0} - \frac{v_0^2}{2} \right) 1_{\{L_z > 0\}} \]

where

\[ L_z(x, v) := x_1 v_2 - x_2 v_1 \]

is the third component of the angular momentum and

\[ E(x, v) := \frac{1}{2} |v|^2 + U_0(x) \]

is the local energy. This \( f_0 \) is a self-consistent model for the Mestel disc in the following sense:

The density that belongs to \( f_0 \) equals the density of the Mestel disc:

\[ \Sigma_{f_0} = \Sigma_0. \]

Further along every solution of

\[ \dot{x} = v, \]
\[ \dot{v} = -\nabla U_0(x) \] (2.3)

\( L_z \) and \( E \) are conserved, because \( U_0 \) is axysymmetric and time-independent. Thus \( f_0 \) is constant along every solution of the ODE (2.3) and in this sense it solves the Vlasov equation (1.1) with \( \nabla U_{Gal} \) replaced by \( \nabla U_0 \).
Remark. In the following we refer to $L_z$ as the angular momentum because the other two components of the angular momentum are zero.

A sufficient condition for $0 < I < \infty$ is for example that $\Phi_0 \in L^\infty_+(\{0, \infty\})$, has compact support and does not vanish everywhere.

**Proof of the Theorem.** For $x \in \mathbb{R}^3 \setminus \{0\}$ and $r = |x|$ we use the transformation

$$ (v_r, v_t) := \left( \frac{x \cdot v}{r}, \frac{L_z}{r} \right). $$

$v_r$ denotes the velocity in radial direction and $v_t$ the velocity in tangential direction. Using this transformation we get

$$ E - v_0^2 \log \frac{L_z}{v_0} - \frac{v_0}{2} = \frac{v_r^2 + v_t^2}{2} + v_0^2 \log r \frac{r v_t}{v_0} - \frac{v_0}{2} $$

$$ = \frac{v_r^2 + v_t^2}{2} - v_0^2 \log \frac{v_t}{v_0} - \frac{v_0}{2}. \tag{2.4} $$

Since $\log s \leq s - 1$ for all $s > 0$,

$$ E - v_0^2 \log \frac{L_z}{v_0} - \frac{v_0}{2} \geq \frac{v_r^2 + v_t^2}{2} - v_0(v_t - v_0) - \frac{v_0}{2} $$

$$ = \frac{v_r^2}{2} + \frac{(v_t - v_0)^2}{2} \geq 0. \tag{2.5} $$

Thus the argument of $\Phi_0$ is everywhere non-negative and $f_0$ is well defined. Further (2.4) implies

$$ \Sigma_{f_0}(r) = \int f_0(L_z, E) \, dv $$

$$ = \frac{C_0}{r} \int_0^\infty \int_{-\infty}^{\infty} \frac{1}{v_t} \Phi_0 \left( \frac{v_r^2 + v_t^2}{2} - v_0^2 \log \frac{v_t}{v_0} - \frac{v_0}{2} \right) \, dv_r \, dv_t $$

$$ = \frac{v_0^2}{2\pi G r} = \Sigma_0(r). $$

Thus $f_0$ is a self-consistent model for the Mestel disc in the above sense.

There are two choices for $\Phi_0$ where $f_0$ resembles known distributions functions for the Mestel disc: The first choice is to set $\Phi_0$ as the $\delta$-distribution. In this case we have a cold disc were all mass is on purely circular orbits. This is because the argument of $\Phi_0$ is zero if and only if the radial component of the velocity $v_r = 0$ and the tangential component of the velocity $v_t = v_0$ (see inequation (2.5)). The second choice is $\Phi_0(\eta) = \exp(-C\eta)$ with $C > 0$. In this case we get Toomres model for the Mestel disc that was studied extensively in Zang (1976).

At a first glance $f_0$ might look a bit complicated and unmotivated, but with the help of the next Lemma we are able to write it down in a simpler form that is more intuitive.

**Lemma 2.2.** Let $v_0 > 0$ and let $U_0(r) = v_0^2 \log r$, $r > 0$, be the potential of the Mestel disc. Every orbit in the potential $U_0$ can be characterized uniquely – up to rotations and shifts in time – by its values for $L_z$ and $E$. Let us study orbits with $(L_z, E) \in (0, \infty) \times \mathbb{R}$; we call this half-plane the $L_z$-$E$-plane. All these orbits are moving counter-clock wise around the origin. The angular momentum-energy curve of circular orbits

$$ (L_c(r), E_c(r)) = \left( r v_0, \frac{v_0^2}{2} \log r + \frac{v_0^2}{2} \right) $$

$$ = \left( L_c, \frac{v_0^2}{2} \log \frac{L_c}{v_0} + \frac{v_0^2}{2} \right) = \left( L_c, E_c \left( \frac{L_c}{v_0} \right) \right) $$

can either be characterized by $r \in (0, \infty)$ or by $L_c \in (0, \infty)$. It divides the $L_z$-$E$-plane into two parts. All admissible orbits have an $L_z$-$E$-coordinate above the angular momentum-curve, there are no orbits below. The orbits that are almost circular are those that are close to the angular momentum curve.

Remark. In the following we refer to $L_z$ as the angular momentum because the other two components of the angular momentum are zero.

A sufficient condition for $0 < I < \infty$ is for example that $\Phi_0 \in L^\infty_+(\{0, \infty\})$, has compact support and does not vanish everywhere.

**Proof of the Theorem.** For $x \in \mathbb{R}^3 \setminus \{0\}$ and $r = |x|$ we use the transformation

$$ (v_r, v_t) := \left( \frac{x \cdot v}{r}, \frac{L_z}{r} \right). $$

$v_r$ denotes the velocity in radial direction and $v_t$ the velocity in tangential direction. Using this transformation we get
Proof. We only consider orbits with \( L_z \neq 0 \) since these are the orbits that do not pass through the origin. Let \( L_z \neq 0 \) and let
\[
U_{\text{eff}}(s) := v_0^2 \log s + \frac{L_z^2}{2s^2}, \quad s > 0,
\]
be the corresponding effective potential. We have
\[
U'_{\text{eff}}(s) = \frac{1}{s} \left( v_0^2 - \frac{L_z^2}{s^2} \right).
\]
Hence \( U_{\text{eff}} \) is decreasing for \( 0 < s < r_c = L_z/v_0 \). It is increasing for \( s > r_c \) and it takes its minimum at \( s = r_c \). Further
\[
\lim_{s \to 0^+} U_{\text{eff}}(s) = \lim_{s \to \infty} U_{\text{eff}}(s) = \infty.
\]
Let \( (x(t), v(t)) \) be an orbit in the potential \( U_0 \) with angular momentum \( L_z \neq 0 \). Set \( r := |x| \) and \( v_r := x \cdot v/r \). Then
\[
\dot{r} = v_r, \quad \dot{v}_r = -U'_{\text{eff}}(r).
\]
The energy \( E \) along this orbit is constant and we have
\[
E = \frac{1}{2} |v_r|^2 + U_{\text{eff}}(r) \geq U_{\text{eff}}(r_c).
\]
Thus there are uniquely determined \( 0 < r_1 < r_c < r_2 \) such that
\[
E = U_{\text{eff}}(r_1) = U_{\text{eff}}(r_2).
\]
The right side \( (v_r, -U'_{\text{eff}}(r)) \) of the ODE (2.6) is locally Lipschitz continuous for \( (r, v_r) \in (0, \infty) \times \mathbb{R} \). Thus uniqueness implies that there are \( t_1, t_2 \in \mathbb{R} \) such that \( r(t_1) = r_1 \) and \( r(t_2) = r_2 \), and that every orbit with the same values \( L_z \) and \( E \) is identical to \( (x(t), v(t)) \) up to rotations and shifts in time. If we consider another orbit \( (\tilde{x}, \tilde{v}) \) with angular momentum \( \tilde{L}_z \neq L_z \) then obviously the orbit is different from \( (x, v) \) because at the same position the orbits will have different tangential velocities. If \( \tilde{L}_z = L_z \) but the energy \( \tilde{E} \neq E \), then \( \tilde{r}_1 \neq r_1 \) and \( \tilde{r}_2 \neq r_2 \) and hence the orbits are different, too; \( \tilde{r}_1 \) and \( \tilde{r}_2 \) are defined in the same manner as \( r_1 \) and \( r_2 \). Thus every orbit in the potential \( U_0 \) of the Mestel disc is uniquely characterized by its values for \( L_z \) and \( E \).

Consider now two test particles with the same angular momentum \( L_z > 0 \). Assume that the first particle is moving on a circular orbit of radius \( r_c = L_z/v_0 \) and that the second particle is moving on an eccentric orbit. A short look at the effective potential tells us that at some time \( t \in \mathbb{R} \) the second particle has to appear at the radius \( r_c \), too. Then the energy of the first particle is
\[
E_1 = U_{\text{eff}}(r_c)
\]
and the energy of the second particle is
\[
E_2 = U_{\text{eff}}(r_c) + \frac{1}{2} |v_r(t)|^2 > U_{\text{eff}}(r_c) = E_1.
\]
Hence the \( L_z - E \)-coordinate of every orbit is located above the angular momentum-energy curve of circular orbits. Further a particle is on an almost circular orbit if the radial component of its velocity is small, i.e., if it has an \( L_z - E \)-coordinate close to the angular momentum-energy curve. \( \square \)

Now let us write down \( f_0 \) a second time:
\[
f_0(L_z, E) = \frac{C_0}{L_z} \Phi_0 \left( E - E_c \left( \frac{L_z}{v_0} \right) \right) 1_{\{L_z > 0\}}.
\]
For the rest of this paper we use the following simple form for \( \Phi_0 \):
\[
\Phi_0(\eta) := \begin{cases} 
1 & \text{if } \eta < (2\sigma)^2, \\
0 & \text{else},
\end{cases}
\]
(2.8)
where $\sigma > 0$ is a parameter with the dimension of velocity. Now we can explain the structure of $f_0$ in a much more intuitive way: We take a narrow stripe along the angular momentum-energy curve of circular orbits in the potential $U_0$, namely of thickness $(2\sigma)^2$, and define $f_0$ on it. This is the part $\Phi_0(E - E_c)$. For self-consistency the density generated by $f_0$ must be $\Sigma_0$, for this purpose we need also the prefactor $C_0/L_z$. Since we want only orbits that rotate counter-clockwise, we exclude all orbits with $L_z < 0$.

We are interested in models where all mass is on almost circular orbits. Thus we need a narrow stripe and a small parameter $\sigma$. We see in the next Lemma that the parameter $\sigma$ gives the dispersion of the tangential velocities:

**Lemma 2.3.** When $\sigma \searrow 0$ the average tangential velocity in the model $f_0$ for the Mestel disc is

$$v_{t,\text{avg}} = v_0 + o(\sigma)$$

independent of radius. The dispersion of the tangential velocities is

$$\sigma + o(\sigma)$$

and also independent of radius; in the rest of this paper we refer to $\sigma$ as the velocity dispersion. Further the dispersion of the radial velocities is $\sqrt{2}\sigma + o(\sigma)$ and

$$C_0 = \frac{v_0^3}{8\sqrt{2\pi^2 G \sigma^2}} + o(\sigma^{-2}). \quad (2.9)$$

**Remark 2.4.** We can calculate the minimal and the maximal appearing tangential velocities $v_{t,\text{min}}$ and $v_{t,\text{max}}$ in the model $f_0$ explicitly:

$$v_{t,\text{min/max}} = v_0 \sqrt{-W_0/-1 - \exp\left(-\frac{8\sigma^2}{v_0^2} - 1\right)}$$

where $W_0$ and $W_{-1}$ denote the two real branches of the Lambert $W$ function.

The proofs of Lemma 2.3 and of Remark 2.4 are both a bit lengthy and hence we put them to the appendix.

### 2.2 A cut-out Mestel disc resembling the Milky Way’s ISM

This is the point where we leave the Mestel disc and start to construct from it a self-consistent model with finite mass and extension. It is plausible to assume that the dynamics of a galaxy should be similar to (2.7) in a region where the circular velocity curve is almost flat. The Milky Way has such a flat curve between 5 kpc and 25 kpc from the galactic centre (Eilers et al., 2019). Luckily the Milky Way belongs also to the minority of galaxies that have a central depression of their hydrogen distribution, which makes up about 70 per cent of the Milky Way’s interstellar medium (ISM). Thus for the Milky Way we are in the situation that most mass of the ISM is located in the region where the circular velocity curve is flat. This makes it an ideal candidate to be modelled with a distribution function similar to (2.7). This is somewhat a fortunate coincidence since on the one hand this is the easiest situation where we can deduce a finitely extended, self-consistent model from (2.7) and on the other hand the ISM is the part of the visible galaxy that asks us most riddles.

To get from the Mestel disc to a model with finite extension, we will now drop several orbits from $f_0$. First we cut a hole into the central region. By choosing only orbits with

$$L_z > v_0 R_1$$

for some $R_1 > 0$, we drop most orbits that live within the region $0 < r < R_1$. Further we want a finitely extended model, so we demand

$$L_z < v_0 R_2$$

for some $R_2 > R_1$, thus dropping most orbits that live beyond $R_2$. In what follows the cut out central hole will do just fine, but at the border $R_2$ it will we necessary to further cut out every orbit that crosses $R_2$. This is achieved by demanding

$$E < U_0(R_2) + \frac{L_z^2}{2 R_2^2}.$$
Figure 1: The average density of atomic hydrogen H\textsubscript{I} (solid line) and of molecular hydrogen H\textsubscript{2} (dashed line) in an annulus around the galactic centre, versus radius of the annulus. The density is low for radii smaller than 4 kpc or larger than 21 kpc. After Figure 9.19 of Binney & Merrifield (1998).

With these three cut-offs most orbits live beyond \( R_1 \), but there is no orbit beyond \( R_2 \). Our new distribution function in orbital form reads as follows:

\[
    f_1(L_z,E) := C \frac{L_z}{\Phi_0} \Phi_0 \left( E - E_c \left( \frac{L_z}{v_0} \right) \right) 1_{\{v_0 R_1 < L_z < v_0 R_2\}} \prod_{E < U_0(R_2) + L_z^2/(2R_2^2)} (2.10)
\]

where \( C > 0 \) will be determined below.

We want to model the Milky Way’s ISM with this distribution function. In view of the Milky Way’s hydrogen distribution (Figure 1) and its circular velocity curve (Eilers et al., 2019) we choose \( R_1 = 4 \text{kpc} \), \( R_2 = 21 \text{kpc} \) and \( v_0 = 230 \text{ km s}^{-1} \). (2.11)

For simplicity we had already chosen \( \Phi_0 = 1_{[0,(2\sigma)^2]} \) in (2.8). As shown in Lemma 2.8, with this choice the velocity dispersion of the model is equal to \( \sigma \). Leroy et al. (2008) calculated the velocity dispersion of atomic hydrogen in the outer regions of several nearby spiral galaxies. Atomic hydrogen is an abundant gas in the ISM which dominates the outer parts of spiral galaxies like the Milky Way. They found that most galaxies have a dispersion of \((11 \pm 3) \text{ km s}^{-1}\). The concrete value, that we choose for \( \sigma \), affects only little the resulting mass model, but it is important for the stability that we study in more detail in Section 4. There we vary \( \sigma \) and look at the different behaviour of the resulting dynamical models. For the present we fix \( \sigma = 11 \text{ km s}^{-1} \), and thus choose a dispersion in the middle of the measurements of Leroy et al.

Further we will in the following smooth out the integral kernel of the gradient of the gravitational potential to take into account the observed thickness of the ISM’s disc. We assume a constant scale height \( z_g = 300 \text{ pc} \) for the ISM. Nevertheless, we still define the density \( \Sigma_f \) on the planar space \( \mathbb{R}^2 \), but we replace the gradient of the gravitational potential (1.2) by

\[
    \nabla U_f(x) := G \int_{\mathbb{R}^2} \Sigma_f(y) \frac{x - y}{(|x - y|^2 + \delta^2)^{3/2}}; (2.12)
\]

\footnotetext[3]{According to Ferri`ere (2001) most gas of the ISM is cold and warm atomic hydrogen with scale heights between 100 pc and 400 pc, followed by molecular hydrogen with scale heights between 120 pc and 140 pc. If we choose another scale height, e.g., \( z_g = 100 \text{ pc} \) this does hardly change the properties of the resulting model.}
Figure 2: The circular velocity curve (solid line) that corresponds to the cut-out model $f_1$ if we choose the weight $C \approx C_0$, and the original, constant circular velocity curve (dashed line) that corresponds to the Mestel disc. The circular velocity curve of the cut-out model is no longer flat. To make it flat again, we need to include bulge and stellar disc in our model, too, and reduce the mass of our cut-out Mestel disc, which represents the ISM.

Here $\delta_z = 1.5 z_g$ is the average distance in $z$-direction when we draw two test particles at random from the spatial density $\Sigma_f(x_1, x_2) \exp(-|z|/z_g)$.

We give a proof of the relation $\delta_z = 1.5 z_g$ in the appendix.

Let us continue with the above parameters. From $f_1(L_z, E)$ we get $f_1(x, v)$ in Cartesian coordinates by replacing

$$E = U_0(r) + \frac{|v|^2}{2} \quad \text{and} \quad L_z = x_1 v_2 - x_2 v_1.$$

Then we can calculate numerically the density $\Sigma_1(r) = \int f_1 \, dv$. Further, we calculate the corresponding potential and the circular velocity curve. The circular velocity curve that corresponds to $f_1$ is shown in Figure 2, where we set $C = 6.6 \times 10^{24} \, M_\odot \, s^{-1} \approx C_0$ according to the approximation (2.9). Obviously the circular velocity curve is no longer flat. Mainly the force generated by the central mass is missing to support a flat circular velocity curve in the region between $R_1$ and $R_2$. This missing mass has to be 'replaced' by the bulge and the stellar disc which we implement as rigid components. We implement the bulge as spherically symmetric and since it only extends out to approximately $1.9 \, \text{kpc} < R_1$ (Binney & Tremaine 2008, §2.7) its actual shape does not affect our model and we take for simplicity

$$\rho_b(x) := A \left(1 - \frac{|x|}{1.9 \, \text{kpc}} \right) \quad \text{for} \quad x \in \mathbb{R}^3 \text{ and } |x| \leq 1.9 \, \text{kpc}.$$

For the stellar disc we assume a scale length $R_d = 3.2 \, \text{kpc}$ and define the density

$$\Sigma_d(r) = B \exp \left(-\frac{r}{R_d} \right) \quad \text{for} \quad r > 0.$$

For the stellar disc we assume a disc thickness of $500 \, \text{pc}$ and smooth out the gradient of its gravitational potential as in (2.12).

---

4Binney & Tremaine (2008) included two stellar discs that have similar properties. One has a scale height 300 pc and the other 1000 pc. We consider one disc with average parameters and set the scale height to 500 pc.
Figure 3: The resulting circular velocity curve (solid line) after we have also included a bulge and a stellar disc and after we have weighted the three baryonic components optimally. In this model the ISM is represented by \( f_1 \) with \( C = C_1 \approx 0.26C_0 \). Its dynamics are not self-consistent yet. The dots mark the circular velocity curve of the Milky Way as measured by Eilers et al. (2019), which we try to approximate with our model.

We have now three components, namely bulge, stellar disc and ISM with the free parameters \( A, B, C > 0 \). We fit these parts together such that our model reproduces the observed circular velocity curve of the Milky Way as closely as possible. This curve was measured in Eilers et al. (2019) and we refer to it as \( v_{c,MW} \). We choose \( A_1, B_1, C_1 > 0 \) such that

\[
\int_{5 \text{kpc}}^{25 \text{kpc}} (v_{c,MW}^2 - v_{b,1}^2 - v_{d,1}^2 - v_{g,1}^2)^2 \, dr
\]

becomes minimal; here \( v_{b,1}, v_{d,1} \) and \( v_{g,1} \) denote the circular velocity curve of the bulge, the stellar disc and the gaseous component ISM respectively where we have replaced \( A, B, C \) by \( A_1, B_1, C_1 \). The integral borders 5 kpc and 25 kpc are the lower and upper border of the range covered by Eilers et al. and we treat \( v_{c,MW} \) as a piece-wise linear function. Calculating numerically the optimal parameters we get

\[
A_1 = 2.7 \, M_\odot \text{ pc}^{-3} \\
B_1 = 1300 \, M_\odot \text{ pc}^{-2} \\
C_1 = 1.7 \times 10^{24} \, M_\odot \text{ s}^{-1} \approx 0.26C_0.
\]

With these parameters fixed we can calculate the circular velocity curve of our model

\[
v_{c,1} = \sqrt{v_{b,1}^2 + v_{d,1}^2 + v_{g,1}^2}.
\]

In Figure 3 both \( v_{c,1} \) and the measured curve of the Milky Way \( v_{c,MW} \) are shown. As can be seen, this is already quite a good fit. Nevertheless the model is not self-consistent yet, because the potential that belongs to the mass model is different from the potential that we assumed for the dynamics.

2.3 A Model of the Milky Way with self-consistent dynamics for the ISM

Before we continue, recall how in the previous section the dynamical part of our model, the ISM, was constructed. The ISM is located mostly between \( R_1 \) and \( R_2 \) where the circular velocity curve is almost flat. We thought about how a distribution function in such a region should look like and in (2.10) we defined \( f_1 \) under the assumption of a logarithmic potential that gives rise to an exactly flat rotation curve.
everywhere. After adding a bulge and a stellar disc to the model, the resulting circular velocity curve has now some bumps and is slightly decaying in the relevant region between $R_1$ and $R_2$ (Figure 4). But it is almost flat. So the initially assumed logarithmic potential is close to the resulting potential, and thus $f_1$ is also close to a self-consistent model. We want to iterate what we have done so far and use the following algorithm to construct a self-consistent model:

**Algorithm** for the construction of a model of the Milky Way where the ISM is equipped with self-consistent dynamics

1. Given a gravitational potential $U_i(r)$. Calculate
   
   $$v_{c,i}(r) = \sqrt{2U_i'(r)},$$
   $$L_{c,i}(r) = rv_{c,i}(r),$$
   $$E_{c,i}(r) = U_i(r) + v_{c,i}^2(r)/2$$

   for $R_1 < r < R_2$

2. Choose $R'_2 < R_2$ maximal such that $L_{c,i}$ is strictly increasing on $[R_1, R'_2]$ [5] and define the inverse map of $L_{c,i}(r)$:
   $$[L_{c,i}(R_1), L_{c,i}(R'_2)] \ni L_z \mapsto r_c(L_z)$$

   (hence $r_c(L_z)$ is the radius where a test particle with angular momentum $L_z$ is on a circular orbit)

3. Define
   $$f_{i+1}(L_z, E) := \frac{C}{L_z} \Phi_0(E - E_c(r_c(L_z))) \mathbf{1}_{\{L_{c,i}(R_1) < L_z < L_{c,i}(R'_2)\}}$$
   $$\times \mathbf{1}_{\{E < U_0(R'_2) + L_z^2/(2R_z^2)\}}$$

4. Replace
   $$E = U_i(x) + \frac{|y|^2}{2}$$
   and calculate the flat density $\Sigma_{i+1} = \int f_{i+1} \, dv$ and the corresponding potential and circular velocity curve $v_{g,i+1}$

5. Replace $A, B, C$ by $A_{i+1}, B_{i+1}, C_{i+1}$ and choose them such that
   $$\int_{5kpc}^{25kpc} (v_{c,\text{MW}}^2 - v_{b,i+1}^2 - v_{d,i+1}^2 - v_{g,i+1}^2) \, dr$$

   is minimal

6. Calculate the total potential $U_{i+1}(r)$ of all three baryonic components and return to the first step

To measure the convergence of our algorithm we look at

$$\delta_i := \frac{||\Sigma_{i+1} - \Sigma_i||_2}{||\Sigma_i||_2}$$

where $|| \cdot ||_2$ denotes the $L^2$-Norm on $\mathbb{R}^2$. With the parameters chosen in (2.11), $\delta_1 \approx 0.10$, $\delta_i$ decreases in each iteration step roughly by a factor between 0.5 and 0.7, and we stop the algorithm after twelve iterations when $\delta_i < 0.001$. The resulting distribution function $f$ is a self-consistent model for the Milky Way’s ISM where the bulge and the stellar disc are rigid components. Or more precisely, it is as close to a self-consistent model as possible: We cannot distinguish it anymore from a self-consistent model on a computer.

The circular velocity curve and the velocity dispersion in our model are shown in Figure 4. The densities of the baryonic components in our model are shown in Figure 5. The circular velocity curve and the low velocity dispersion resemble quiet well the properties of the Milky Way. This is very nice, but with this observation alone we can not be satisfied yet. We have to cover two more very relevant topics: First how do the densities in our model compare to the densities in present models and observations (Section 3), and second what about the stability of the dynamical part in our model (Section 4)? These two question are closely coupled.

---

5This is necessary because the disc of the ISM is truncated at $R_2$. As a result $v_{c,i}$ is decaying very rapidly near $R_2$. This is an effect due to the flatness of the disc. As a result $L_{c,i}$ is not monotonous in this region.
Figure 4: The circular velocity curve (solid line) of our final model. For comparison we show also the circular velocity curve of the Milky Way (thick dots) measured by Eilers et al. (2019). The velocity dispersion (dashed lines) is shown. In our model now the ISM is equipped with self-consistent dynamics.

Figure 5: The densities of the ISM (solid line), the stellar disc (dashed line) and the bulge (dotted line) of our model for the Milky Way.
2.4 A self-consistent, multiphase model of the entire galaxy

Before in the next sections we compare our model with other models and study the stability of our model, let us take a closer look on the algorithm itself. The algorithm of the previous section is very powerful since it is highly customizable. It can easily be extended to create a multiphase, self-consistent model of the entire galaxy. This is a task that was elusive up to now; see, e.g., the review from Binney (2020).

How can the algorithm from Section 2.3 be extended to construct a multiphase, self-consistent model for the entire galaxy? Look for this on Step 3 in the algorithm where we define our distribution function. In this definition we have a prefactor $C/L_z$. This prefactor was motivated from the Mestel disc where it was necessary for self-consistency (see equation (2.7)). But in our finitely extended model this is no longer necessary. There the algorithm takes care that the dynamics become self-consistent. So we can replace $C/L_z$ by any suitable function $\psi(L_z)$. Further we can add to our model as many different distribution functions as we want and choose for every one a different prefactor $\psi$. Each of these new distribution functions has to be updated in Step 3 of the algorithm.

It could for example be convenient to decompose the ISM into atomic hydrogen HI and molecular hydrogen H2. This can easily be achieved by including two distribution functions $f_{HI}$ and $f_{H2}$ with suitable prefactors $\psi_{HI}$ and $\psi_{H2}$.

In the same way we can equip a stellar disc with dynamics. But it is important to note that a stellar disc must be defined also in regions where the circular velocity curve is not flat but rising. So one has to study first how a suitable ansatz in these regions looks like.

Obviously also a dark matter halo (dynamical or not) can easily be added to the model. We have not done this because we wanted to analyse on the basis of a dynamical, purely baryonic model whether a halo of non-baryonic dark matter is necessary or not to explain the dynamics of spiral galaxies. And this leads to interesting results that we discuss in the Sections 3 and 4.

3 Comparing our mass model with observational data

In the introduction we posed the question:

Is a halo of non-baryonic, dark matter necessary to explain the Milky Way’s flat circular velocity curve?

In the previous section we have constructed a model that explains the Milky Way’s flat circular velocity curve out to 25 kpc. The disc of this model has an extension of only 21 kpc, there is no large halo of non-baryonic, dark matter involved and the densities of bulge, stellar disc and ISM conform to observations up to a prefactor. Nevertheless, to explain the circular velocity curve a certain amount of mass is needed that creates the necessary gravitational potential. Since most current models make use of a dark matter halo, while our model does not, our model needs more baryonic mass than current models and a mass gap occurs. In this section we study how large this mass gap is by comparing our model with our models from the literature.

A short side note: We have read that it should not be possible to explain a flat circular velocity curve with a finitely extended gaseous disc like we did with our model (Rubin et al. (1980) and Sparke & Gallagher (2000)). However, this statement is based on the simple formula that can be used in spherical symmetry to calculate the gradient of a gravitational potential. There one has

$$U'(r) = GM(r)/r^2$$

where $M(r)$ denotes the mass in the interior of a ball with radius $r > 0$. One can use this formula also in the situation of a spiral galaxy to approximate the mass function $M(r)$. But a flat circular velocity curve, which is related to $U'(r)$ via formula (2.2), would imply that the mass function does not converge to a limit at the edge of the observable galactic disc. However, in a flat, axially symmetric situation the above formula is only a rough approximation. To understand the main difference between the spherical and the flat case consider an infinitesimally thin sphere and an infinitesimally thin ring and distribute over both the same amount of mass. If we approach the sphere with a test particle, the forces, which pull the test particle to the sphere, are bounded. In contrast, if we approach the ring with a test particle, the forces become infinitely strong. This effect is responsible that a flat density that is rapidly decaying can create strong forces near the region where this rapid decay occurs. This effect can very nicely be observed in Figure 2 where the cut-off of our disc at $R_2 = 21$ kpc causes the circular velocity curve to peak there. The Milky Way has such a rapid decay in the outskirts of its HI disc (Figure 1). By mimicking this decay our model with an extension of only 21 kpc can explain the Milky Way’s flat circular velocity curve out to 25 kpc.
### Table 1: Masses of the different components of the Milky Way.

| Component        | BT08 $10^{10} M_\odot$ | Here $10^{10} M_\odot$ | Factor |
|------------------|--------------------------|--------------------------|--------|
| Total            | 21.5                     | 15.0                     | 0.7    |
| Total baryonic   | 4.3                      | 15.0                     | 3.5    |
| Bulge            | 0.36                     | 1.4                      | 3.9    |
| Stellar disc     | 3.0                      | 8.5                      | 2.8    |
| ISM              | 1.0                      | 5.1                      | 5.1    |
| Dark matter      | 17.1                     | -                        | -      |

Table 1: Masses of the different components of the Milky Way. The first column contains the masses of Model 2 in Binney and Tremaine (BT08), the second one the masses of our self-consistent model (Here), and the third column (Factor) states by how much the mass of BT08 must be multiplied to match the mass of our model. Only masses within 25 kpc were included. In our model all mass lies within 25 kpc. In BT08 a high amount of mass, in particular dark matter, lies beyond 25 kpc; this mass we ignore in our comparison. (The masses from BT08 were calculated using central surface densities of $463 M_\odot$ pc$^{-2}$ and $73 M_\odot$ pc$^{-2}$ for the stellar disc and the ISM respectively)

#### 3.1 Comparing our mass model with the one in Binney & Tremaine (2008)

In §2.7 of Binney & Tremaine (2008) (hereafter referenced as BT08) two mass models for the Milky Way were constructed. Their Model 2 assumes a stellar disc with a scale length $R_d = 3.2$ kpc as we did in Section 2. Therefore we compare this model with ours.

The masses of the Milky Way’s components in the model of BT08 and in our model are listed in Table 1. All mass in our model is confined to a disc with radius 21 kpc and we explain with this mass the circular velocity curve of the Milky Way out to 25 kpc. In the model of BT08 much mass (mostly dark matter) lies beyond the edge of the visible galaxy. To compare the two models properly, we list therefore in the table only masses within a ball with radius 25 kpc.

We see that the total mass of our model and the one of the model in BT08 take similar values. This is to be expected because both models must explain the same circular velocity curve and for this similar amounts of mass are necessary. Nevertheless, the total mass of our model is about 30 per cent lower than the mass in BT08. Since in the model of BT08 only one quarter of the mass is baryonic while in our model all mass is baryonic, necessarily a mass gap arises. Our model needs 3.5 times as much baryonic mass as the model in BT08. The missing mass distributes almost uniformly over the three baryonic components of our model. We have to multiply the masses of the three baryonic components in our model by factors between 2.8 and 5.1 to reproduce the masses in BT08.

#### 3.2 Our model for the Milky Way as an example for the Bosma effect

That it is possible to explain circular velocity curves of spiral galaxies by scaling the gaseous content of these galaxies was already noticed by Bosma (1981). When he measured the densities and dynamics in the outer parts of spiral galaxies, he calculated the disc density necessary to explain the observed circular velocity curve and compared it to the observed density of the gas. He noticed that as a rule the ratio of the two is roughly constant in the outer parts of the galaxies in his sample. This phenomenon is called the Bosma effect. Hessman & Ziebart (2011) used this phenomenon to explain the circular velocity curves of 17 galaxies from The Nearby HI Galaxy Survey (THINGS) without invoking non-baryonic, dark matter. They scaled the observed densities of both the stellar and the gaseous discs like we did for the Milky Way in Sections 2.2 and 2.3. They interpreted the scaled stellar and the scaled gaseous discs as proxies for other – presumably non-stellar – mass components that reside in the disc and have not been observed, yet. They found good agreement between observed and predicted circular velocity curves. We have summarized their scaling factors for the gaseous and the stellar disc in Figure 6.

Both BT08 and we (Section 2.2) took a functional form for the ISM that is similar to the observed density of atomic plus molecular hydrogen reported by Binney & Merrifield (1998). Further both BT08 and we took the same functional form for the stellar disc. In our model the stellar disc is 2.8 times

---

*In Hessman & Ziebart (2011) the scaling factors for the stellar discs are given by $1 + f_{\text{disc}}$ and the scaling factors for the gaseous discs by $1 + f_{\text{HI}}$. The values for $f_{\text{disc}}$ and $f_{\text{HI}}$ are tabulated in their paper. Since the gaseous discs of Hessman & Ziebart contained only atomic hydrogen HI, Hessman & Ziebart multiplied their gaseous discs with an additional factor of 1.39 to correct the disc densities for the presence of Helium and heavier elements. We have not invoked such an additional factor since the model for the ISM from Binney & Tremaine (2008) includes already similar corrections.
Figure 6: Scaling factors used by Hessman & Ziebart (2011) for the stellar and the HI discs of 17 spiral galaxies from the THINGS sample. One outlier (scaling factor 28.0 for the HI content) is not displayed in the right histogram. With the such scaled discs [Hessman & Ziebart] can explain the circular velocity curves of the respective galaxies without invoking non-baryonic, dark matter. Our factors 2.8 for the stellar and 5.1 for the gaseous disc of the Milky Way fall in the midst of their factors.
and the ISM 5.1 times more massive than the corresponding discs from BT08. These two factors fall in the midst of the factors from Hessman & Ziebart (2011) making our model for the Milky Way a typical example for the Bosma effect.

3.3 Higher densities of the ISM measured by the Voyager probes

An argument that the density of the ISM could indeed be higher than currently assumed is provided by the Voyager 1 and 2 probes which in 2012 and 2018 left the heliosphere and entered the interstellar medium. They are the first artificial objects to do so. Inside the heliosphere the electron density is very low (about 0.001 particles per cm$^3$). In the interstellar medium current models predict a higher value of about 0.04 particles per cm$^3$ (Gurnett et al., 1993). Measurements carried out by the space probes motivated Gurnett et al. already in 1993 to postulate that there must be a ‘pile up’ region in front of the heliospheric nose where the electron density is higher than the predicted value. The Voyager 1 and 2 probes entered the ISM far off the region where the pile up was expected to be (Kurth & Gurnett, 2020). First they measured an electron density of 0.04 cm$^{-3}$ and 0.05 cm$^{-3}$ close to the estimate mentioned above. But after travelling 20 AU more this density rose to 0.13 cm$^{-3}$ and 0.12 cm$^{-3}$. Roughly three times higher than expected. Since the two space probes entered the interstellar medium at different positions, Gurnett and Kurth expect that this high electron density is a large scale feature that can be found everywhere in the direction of the heliospheric nose.

Gurnett and Kurth discussed some possible explanations for this high density but concluded that the question of its origin cannot be answered satisfactory. We would like to add another possible explanation to their list: Could it be that this high electron density is not just a local phenomenon near the heliospheric nose, but that is is real? Meaning that the electron density is indeed higher than expected everywhere in the Milky Way and that this points toward a higher density of the whole interstellar medium, consistent with our model?

4 Stability, Spiral Structure and Velocity Dispersion

Let us pose the question: Is our model stable? The answer to this question is: No, it is unstable. It can suffer from two instabilities. And this good. Because these instabilities take care that our model offers simple answers to the two questions from the introduction:

Where does the four armed spiral pattern in the Milky Way’s ISM originate from? 

Why does atomic hydrogen have in most spiral galaxies the same velocity dispersion well above the value expected from thermal considerations?

For these answers it is important that the ISM mass in our model is as high as we have seen in the previous section. Models that use an ISM disc with a lower mass embedded in a halo of non-baryonic, dark matter cannot answer these questions as easily as our model does.

In this section we show several simulations where the initial particles were drawn at random from the distribution function constructed in Section 2.3 and where the equations of motion were integrated numerically. In Section 4.1 where we study the spiral activity, we choose in our model $\sigma = 11$ km s$^{-1}$ and in Section 4.3 where we study the Jeans instability, we look on a model with $\sigma = 9$ km s$^{-1}$. Details on our numerical methods can be found in the appendix.

4.1 Spiral structure in our model and in the Milky Way

The first instability our model suffers from offers a simple explanation for the observed four armed spiral pattern in the Milky Way’s ISM (see Figure 7). To understand what happens there, let us take a look on the tangential accelerations. In axial symmetry, these accelerations would be zero. However, in our simulation the particles were drawn at random from the distribution function and hence these accelerations are different from zero although they are very small initially. If now we run the simulation,
Figure 7: Spiral structure (Background image) that has formed in our model within 400 Myr out of the initially axially symmetric disc, overlaid with the four spiral arms that were calculated from observational data by Steiman-Cameron et al. (2010) (solid lines); the position of the sun is marked by \( \odot \). Given that the spiral arms in our model form spontaneously, the similarity between them and the observed arms is astonishing. The plate covers 40 kpc x 40 kpc. In the background image black corresponds to densities above 120 \( M_\odot \text{pc}^{-2} \), gray to densities above 60 \( M_\odot \text{pc}^{-2} \), and white to densities below.

Figure 8: The RMS of the tangential accelerations is very low initially but grows exponentially for about 400 Myr (take note of the logarithmic scale for the y-axis). It still continues to grow for 300 Myr more at a slower pace and then it decays gradually. The growth of the tangential accelerations corresponds to local overdensities which become denser and denser. These overdensities result in a spiral structure that resembles very well the observed spiral structure of the Milky Way’s ISM (see Figure 7).
these tangential accelerations grow exponentially. This can be seen very well in Figure 8, where we have plotted the root mean square (RMS) of the tangential accelerations as a function of time:

$$RMS(a_{\text{tan}}) = \sqrt{\sum_i \left( \frac{x_{i,1}a_{i,2} - x_{i,2}a_{i,1}}{r_i} \right)^2},$$

where $a = \dot{v}$ and the sum ranges over all particles in the simulation. These growing tangential accelerations correspond to local overdensities which become denser and denser and result in a spiral structure with four large spiral arms that match the observed spiral arms in the Milky Way’s ISM to a high degree; in Figure 7 we have overlaid the spiral structure of our model with the four armed spiral structure that was observed by [Steiman-Cameron et al., 2014]. Given that the spiral structure in our model forms spontaneously, the similarity is astonishing. We are not aware of any other simulation that can reproduce the spiral structure in the Milky Way’s ISM as well as our model does.

[Steiman-Cameron et al.] discuss several possible explanations why the Milky Way’s ISM has a four armed spiral structure – in contrast to a two armed spiral structure that can be observed in the stellar disc. Our model gives the most simple explanation: Assuming the mass of the ISM is as high as in our model, then spiral activity is self-excited, it is independent from the dynamical properties of the rest of the galaxy and it gives rise to exactly the spiral pattern that is observed in the Milky Way.

### 4.2 Prolonging spiral activity

The spiral activity in our simulation does not last forever, it is only strong for about 1 Gyr. When we continue the simulation (see Figure 9) the arms move and permanently disrupt and merge with each other. In the simulation the velocity dispersion $\sigma$ has initially a low and realistic value of $11 \text{ km s}^{-1}$. Since the mass moves faster than the spiral arms, the mass passes through the spiral arms and gets deviated. Within the 1 Gyr of strong spiral activity the velocity dispersion rises to a value that is about four times as high as the initial one (Figure 10). This higher velocity dispersion stabilizes the disc, suppresses the spiral activity and the simulation converges to a new axially symmetric state.

In the Milky Way this seems not to happen - and in other spiral galaxies neither. For comparison the Milky Way’s stellar disc is assumed to be $(8.8 \pm 1.7)$ Gyr old [del Peloso et al., 2005]. Nevertheless, we can observe nearly everywhere in the Milky Way’s ISM the same low dispersion of velocities [Marasco et al., 2017] and also the spiral activity seems to last forever. Why?

In the real galaxy the velocity dispersion of the gas becomes permanently reduced. The Milky Way’s gaseous mass in the ISM is not distributed homogeneously but it is concentrated in large clouds. As long as these clouds would move on circular orbits, everything would be fine. But when they become deviated and the velocity dispersion rises, the orbits of these clouds intersect and they collide. In these collisions they lose the radial component of their velocity and continue on on circular orbits. Thus the velocity dispersion decreases again. This keeps the velocity dispersion low and enables a long lasting spiral activity (Sellwood & Masters, 2021, §6.1.).

### 4.3 Velocity dispersion and the Jeans instability

The dissipative process just described must be strong because everywhere in the Milky Way atomic hydrogen has a low velocity dispersion slightly below $10 \text{ km s}^{-1}$ (see, e.g., Marasco et al. 2017) where they have measured the velocity dispersion in the inner regions of our galaxy). So in the Milky Way the spiral activity does not manage to increase this dispersion like in our simulation. The observed velocity dispersion of atomic hydrogen in the Milky Way is typical for other spiral galaxies, too. In the sample of twenty nearby spiral galaxies from [Leroy et al., 2008] most spiral galaxies have a dispersion close to $10 \text{ km s}^{-1}$ (see Figure 11). This is higher than the value one would expect from thermal considerations [Tamburro et al., 2009]. In spiral galaxies most hydrogen can be found either in a cold ($\sim 100 \text{ K}$) or in a warm ($\sim 8000 \text{ K}$) thermal equilibrium. Cold atomic hydrogen has a line width of $\sim 1 \text{ km/s}$, while warm atomic hydrogen has a line width of $\sim 8 \text{ km s}^{-1}$. But if the dissipative process of cloud-cloud collisions is strong, why does it not reduce the velocity dispersion to the minimal thermal value somewhere between $1 \text{ km s}^{-1}$ and $8 \text{ km s}^{-1}$?

Our model offers an answer to this question, again in the form of an instability. If in our model we choose $\sigma \lesssim 10 \text{ km s}^{-1}$ only the instability from Section 4.1, which causes the spiral arms, is active. If, however, we choose $\sigma \lesssim 10 \text{ km s}^{-1}$ a second instability enters the model: The Jeans instability. This instability rearranges the masses and increases the velocity dispersion. In Figure 12 we show this
Figure 9: A simulation of our self-consistent model where the initial particles are drawn at random. After about 200 Myr we can make out a faint multi-armed spiral structure. These spiral arms merge and after 400 Myr form four large spiral arms, which resemble the Milky Way’s spiral arms very well. As time continues these arms move, become elongated due to the differential rotation and disrupt and merge with each other. After 800 Myr we still see a three-armed, and after 1.2 Gyr a two-armed spiral structure. Afterwards the spiral activity calms down. After 3 Gyr still a weak, bi-symmetric structure is visible. As the simulation continues, the system converges more and more to a new axially symmetric state. Each plate covers 40kpc x 40kpc and the colour scheme is the same as in Figure 7. A more detailed video of this simulation can be found on the project homepage: [https://www.diffgleichg.uni-bayreuth.de/en/research/spiral-galaxies/index.html](https://www.diffgleichg.uni-bayreuth.de/en/research/spiral-galaxies/index.html)
Figure 10: Scatter plot of the tangential velocity versus distance from the galactic centre for a random sample of 100 particles after 400 Myr (left) and after 1.4 Gyr (right). The solid line shows the mean tangential velocity and the dashed line the velocity dispersion (calculated for all particles in the simulation). During the first 400 Myr the dynamical properties of the model have hardly changed. Afterwards the spiral activity dominates the evolution of the model and increases the velocity dispersion. At time 1.4 Gyr the velocity dispersion has risen to a value about four times as high as initially. This stabilizes the model and suppresses further spiral activity. When we stop the simulation after 10 Gyr the plot on the right hand side has not changed much any more. Observe that the vertical axis shows only velocities between 150 km s$^{-1}$ and 300 km s$^{-1}$.

Figure 11: Histogram of the velocity dispersion of atomic hydrogen in the outer parts of the galactic discs of 20 nearby spiral galaxies. The sample is taken from Leroy et al. (2008) and only galaxies with an inclination below 60° were included. Above an inclination of 60° the calculated velocity dispersion is affected by projection errors. We see that most spiral galaxies have a velocity dispersion around 10 km s$^{-1}$ or 11 km s$^{-1}$ and there is a gap between dispersion zero and the observed velocity dispersions.
Figure 12: The two figures show the Jeans instability in action if we choose in our model $\sigma = 9 \, \text{km s}^{-1}$. The left plot shows the density as a function of the radius at time zero (solid line) and after 800 Myr (dashed line). The right plot shows the velocity dispersion as a function of the radius at time zero (solid line) and after 800 Myr (dashed line). After 800 Myr the Jeans instability has rearranged the mass beyond 10 kpc. This mass is now concentrated in two rings around the galactic centre. The velocity dispersion in these rings is higher than initially. In the simulation that was run to create these plots axial symmetry was enforced to suppress the formation of spiral arms so that we can study the Jeans instability isolated. If in this simulation we choose $\sigma = 11 \, \text{km s}^{-1}$, like in Section 4.1 above, the model just remains stable.
instability in action in our model with $\sigma = 9 \text{ km s}^{-1}$. The threshold between stability and the Jeans instability coincides with the observed velocity dispersion of atomic hydrogen in the Milky Way and in most other spiral galaxies. A dissipative process – however strong it may be – cannot reduce the velocity dispersion below this threshold because if it does so, the Jeans instability starts to work against it. Thus – assuming that other spiral galaxies are comparable to the Milky Way – the Jeans instability can explain why most spiral galaxies share the same velocity dispersion of atomic hydrogen well above the value expected from thermal considerations.

Interestingly, the Jeans instability in our model triggers only in the outskirts of the galactic disc. And it is good that it does not trigger in the inner regions, too, because there the mass contained in our stellar disc dominates (see Figure 5). But at the present the dynamics of this component are missing in our model (see the discussion in Section 2.4 how we plan to include the dynamics of this component in future models). Obviously these dynamics will affect the Jeans instability in the inner regions of our model. On the contrary in the outskirts of our model the ISM disc, which we have modelled dynamically, dominates the mass. So there our model has to predict the velocity dispersion correctly; and this it does.

4.4 What about non-baryonic, dark matter

Let us pose a last question here in this paper: Do models that use a halo of non-baryonic, dark matter have similar easy explanations for the spiral structure in the Milky Way’s ISM and the velocity dispersion of atomic hydrogen? The answers is No, at least not ad hoc. The problem is that a dark matter halo provides too much stability.

In our baryonic model we can freeze four fifths of the ISM mass and study only the dynamical rest. Then the frozen mass is kind of a rigid dark matter component and the remaining dynamical disc resembles an ISM disc like it is predicted by Model II of Binney & Tremaine (2008) (see Section 3.1). In such a disc neither the instability that causes the spiral structure (Section 4.1) nor the Jeans instability, which explains the velocity dispersion (Section 4.3), is active. So models that make use of dark matter have to search for more complicated answers to explain the two dynamical phenomenons spiral activity and velocity dispersion.

Looking into the literature, one sees that models that make use of dark matter indeed struggle to reproduce the spiral structures observed in spiral galaxies (see the review of Sellwood & Masters (2021) and the references therein). Also it is difficult for these models to explain the observed velocity dispersion of atomic hydrogen exactly (Tamburro et al., 2009).

4.5 Spiral Arms and Bar-Shaped Bulges result from the same instability

We want to close this section with a short note, which is independent of the previous discussions. When we started this work, we had at first self-consistent models, too, but these lacked many properties of the models presented here in this paper. Almost all of these first models degenerated into bars or lop-sided discs. In this context it is noteworthy that the formation of a bar, of a lop-sided disc or of large scale spiral structures is always preceded by an exponential growth of the tangential accelerations as shown in Figure 8. So these three phenomena are all due to the same instability. This instability always is triggered if sufficient mass is in sufficiently rotational motion. But to which result this instability leads, depends on the concrete distribution of the mass and its dynamical properties. We have not examined this instability any further, but it is obvious that a good understanding of it would prove very useful since it is both responsible for the formation of large scale spiral structures and relevant for how bulges are shaped.

5 Conclusion

Let us summarize the answers our model for the Milky Way gives to the three questions from the introduction:

Where does the four armed spiral pattern in the Milky Way’s ISM originate from?

In our model the origin of this spiral pattern lies in the dynamical properties of the ISM itself. Our self-consistent, axisymmetric model for the ISM suffers from an instability that transforms the ISM disc into a disc with four large spiral arms that resemble very well the spiral arms observed in the Milky Way’s ISM (Section 4.1).
Why does atomic hydrogen have in most spiral galaxies the same velocity dispersion well above the value expected from thermal considerations?

In the outer regions of the galactic disc the Jeans instability is active in our model if we choose a velocity dispersion that is below $10\text{ km s}^{-1}$ (Section 4.3). Thus if we would include in our model the dissipative process of cloud-cloud collisions (Section 4.2), this dissipative process can only reduce the velocity dispersion to the threshold between stability and the Jeans instability. Then the Jeans instability starts to work against it and stops the further reduction of the velocity dispersion. This threshold between stability and the Jeans instability coincides with the observed values of the velocity dispersion of atomic hydrogen in the outer regions of spiral galaxies (Figure 12). Assuming that the structure of most spiral galaxies is comparable to the Milky Way’s, the Jeans instability offers an explanation why in most spiral galaxies the velocity dispersion of atomic hydrogen gets reduced to the same value somewhere around $10\text{ km s}^{-1}$, which is well above the value expected from thermal considerations.

Is a halo of non-baryonic, dark matter necessary to explain the Milky Way’s flat circular velocity curve?

Our model explains the Milky Way’s flat circular velocity curve out to 25 kpc without relying on non-baryonic, dark matter (Section 2.3). Our model has an extension of 21 kpc and is made up only of baryonic matter. The densities of the three baryonic components bulge, stellar disc and ISM match the densities derived from observations up to a prefactor. The three prefactors take values between three and five making our model a typical example for the Bosma effect (Section 3.2). Following the interpretation of the Bosma effect from Hessman & Ziebart (2011), a baryonic, yet unobserved mass component that resides in the disc and traces the known baryonic components can explain the Milky Way’s flat circular velocity curve. Then a halo of non-baryonic dark matter is no longer necessary. An argument in favour of an ISM density as high as in our model is provided by the measurements of the two Voyager probes, the first artificial objects to reach the ISM. Both probes measure a three times higher density than was expected a priori (Section 3.3). But perhaps even stronger evidence for the existence of a baryonic, yet unobserved matter component, which shares the same dynamical properties as the HI gas, is given by the answers to the other two questions: Both answers would fail if we included a stabilizing, non-baryonic dark matter component and reduced the ISM mass, so that it matches current assumptions (Section 4.4).

In particular it is surprising that the Jeans instability vanishes completely from the outer parts of our model if we include a dark matter component. In the outer parts of the galaxy the gaseous mass that we have modelled dynamically dominates and other mass components like stars are of minor importance. Thus there our model should predict the dynamical properties correctly. Without non-baryonic, dark matter that works, but with it it does not work.

What should be done next? In a future project we plan to discuss the above questions using models that are superior to the present model in several aspects: First we should leave the Milky Way and construct dynamical models for spiral galaxies, which we can observe from outside. There the HI content and the spiral structure can be observed with much less uncertainty than it is the case for the Milky Way. It is then important that these models contain also a dynamical stellar disc. For this purpose we have to model dynamics also in the central regions of spiral galaxies where the circular velocity curve is rising. Here in this paper we have constructed a self-consistent model for the Milky Way in the region where the circular velocity curve is flat. Using similar techniques we are confident that we can construct self-consistent galaxy models also in regions where the circular velocity curve is rising. When we construct such models and analyse their structure and stability, we should have an open mind for different possible answers to the missing mass problem. An excellent sample for such a study are the spiral galaxies contained in the SIRTF Nearby Galaxy Survey (THINGS). For these galaxies high quality HI maps and circular velocity curves exist. Further the stellar content of these galaxies can be determined using data from the SIRTF Nearby galaxy survey (SINGS). These data already enabled several authors to construct mass models for these galaxies that explain the respective circular velocity curves by either using non-baryonic, dark matter (de Blok et al., 2008), MOND (Gentile et al., 2011) or the Bosma effect (Hessman & Ziebart, 2011). Equipping these models with self-consistent dynamics will...

---

8While writing this paper the author – as a mathematician – had to learn astrophysics by studying on his own. Since in the textbook Galactic Dynamics from Binney & Tremaine, which the author considered a lot in the early stage of the presented work, much information about the Milky Way can be found, we constructed a model for the Milky Way, too. But perhaps it was not the wisest decision to consider the Milky Way, since there information about the HI content or the spiral structure is affected by many uncertainties due to our position inside the Milky Way’s disc. See for example the review of Lockman (2002) about HI in the Milky Way or the comparison of different models with different parameters for the Milky Way’s spiral arms in Poggio et al. (2021).
allow us to undertake a good stability analysis and compare the different outcomes in all three settings. We are particularly interested in answers to the following questions regarding spiral structure and the Jeans instability:

Is spiral structure in such galaxy models self-excited? And does it lead to the observed spiral structure? There are some spiral galaxies where an external effect like a closer encounter with another galaxy or a rotating bar in the centre of the galaxy can account for the observed spiral pattern. But there are many spiral galaxies were no such explanation exists and a self-excitation mechanism like the one we have described in Section 4.1 is necessary to explain the observed spiral structure (Sellwood & Masters, 2021, §3). We have seen in Section 4.4 that a certain amount of mass in rotational motion is necessary for spiral structure to be self-excited. Will the dynamical mass in galaxies embedded in a non-baryonic, dark matter halo suffice?

What about the Jeans instability? Does it serve as an explanation for the observed velocity dispersion of the gas like we suspected in Section 4.3 and like it is claimed by Meurer et al. (2013)? We plan to dig deeper into this question than we have done in Section 4.3. For the Jeans instability as we have examined it in this paper the axisymmetry of the initial configuration is important. But spiral patterns break the symmetry of an initially axisymmetric disc. How does this affect the Jeans instability? Does the spiral structure even stabilize the interarm regions against the Jeans instability?

Answering the above questions in all three settings (dark matter, MOND, Bosma effect) can enable us to decide which of these three answers to the missing mass problem is the most plausible one.

We have one last question that deserve our attention: What is the very nature of the instability that causes the spiral arms to form? In Figure 8 we have seen that this instability shows up as an exponential growth of the forces in tangential direction. It must be possible to track down the nature of this instability with rigorous mathematical methods. Since this instability is not only responsibly for the formation of spiral structures but also for the formation of bar-shaped bulges (Section 4.5), a better understanding of this instability would enhance our understanding of both: Spirals in the disc and bulges in the centre of spiral galaxies.
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A Appendix

A.1 Our model for the Mestel disc

We have left open the proofs of Lemma 2.3 and Remark 2.4. For convenience let us write down Lemma 2.3 again before we give it proof:

**Lemma 2.3.** When \( \sigma \lesssim 0 \) the average tangential velocity in the model \( f_0 \) for the Mestel disc is

\[
v_{t, \text{avg}} = v_0 + o(\sigma)
\]

independent of radius. The dispersion of the tangential velocities is

\[
sigma + o(\sigma)
\]

and also independent of radius; in the rest of this paper we refer to \( \sigma \) as the velocity dispersion. Further the dispersion of the radial velocities is \( \sqrt{2\sigma + o(\sigma)} \) and

\[
C_0 = \frac{v_0^3}{8\sqrt{2}\pi^2 G \sigma^2} + o(\sigma^{-2}). \tag{A.1}
\]

**Proof of Lemma 2.3.** All \( o(\sigma^m) \) and \( O(\sigma^m) \) terms in this proof are with respect to \( \sigma \lesssim 0 \). Let \( \sigma, v_0 > 0 \). At radius \( r > 0 \) the radial and the tangential component \( \nu_r \) and \( \nu_t \) of the velocity are distributed according to the law

\[
(v_r, v_t) \sim p(v_r, v_t) := \frac{1}{\Sigma_0(r)} f_0(r, 0, v_r, v_t)
\]

where we have written \( f_0 \) in Cartesian coordinates; \( x = (r, 0) \) and \( v = (v_1, v_2) = (v_r, v_t) \). If \( p \) is 1 and we treat \( p \) as a probability density function. Thank to (2.4) we have

\[
p(v_r, v_t) = \begin{cases} 
1/(I_{v_t}), & \text{if } (v^2_r + v^2_t - v_0^2)/2 - v_0^2 \log(v_t/v_0) \leq (2\sigma)^2 \text{ and } v_t \geq 0 \\
0, & \text{else.}
\end{cases}
\]

We see that \( p \) does not depend on the radius. The average tangential velocity is the expected value \( E(v_t) \) and the square of the velocity dispersion is the Variance \( \text{Var}(v_t) \). We are interested in the behaviour of \( E(v_t) \) and \( \text{Var}(v_t) \) when \( \sigma \lesssim 0 \). Then the support of \( p \) shrinks more and more. Since the point \((0, v_0)\) is always located inside the support of \( p \) it is convenient to introduce coordinates that zoom onto that point while \( \sigma \lesssim 0 \). We use the coordinate transformation

\[
v_r = \sigma w_r,
\]

\[
v_t = v_0 + \sigma(w_t - v_0).
\]

Then \( dv = \sigma^2 dw \),

\[
(w_r, w_t) \sim q(w_r, w_t) = \sigma^2 p(\sigma w_r, v_0 + \sigma(w_t - v_0))
\]

and

\[
E(v_t) = E(v_0 + \sigma(w_t - v_0)).
\]

For \( \sigma > 0 \) we denote the support of \( q \) by

\[
W_\sigma := \left\{(w_r, w_t) | w_t \geq v_0 - \frac{v_0}{\sigma} - \frac{\sigma^2 (w^2_r + (w_t - v_0)^2)}{2} + \sigma v_0 (w_t - v_0) - \frac{v^2_0}{\sigma} \log \left( 1 + \frac{w_t - v_0}{v_0} \right) \leq 4 \sigma^2 \right\}
\]

\[
= \left\{(w_r, w_t) | w_t \geq v_0 - \frac{v_0}{\sigma} - \frac{\sigma^2 (w^2_r + (w_t - v_0)^2)}{2} + \frac{v_0 (w_t - v_0)}{\sigma} - \frac{v^2_0}{\sigma^2} \log \left( 1 + \frac{w_t - v_0}{v_0} \right) \leq 4 \right\}.
\]

Thus

\[
q(w_r, w_t) = \begin{cases} 
\sigma^2/(I(v_0 + \sigma(w_t - v_0))), & \text{if } (w_r, w_t) \in W_\sigma \\
0, & \text{else.}
\end{cases}
\]

We set

\[
W_0 := \left\{(w_r, w_t) | \frac{w^2_r}{2} + (w_t - v_0)^2 \leq 4 \right\}.
\]
Using that there is a compactum \( K \subset \mathbb{R}^2 \) such that 

\[ W_\sigma \subset K \]

for all \( \sigma > 0 \) sufficiently small, a second order Taylor approximation gives

\[
\frac{v_0^2}{\sigma^2} \log \left( 1 + \sigma \frac{w_t - v_0}{v_0} \right) = \frac{v_0^2}{\sigma^2} \left( \frac{w_t - v_0}{v_0} - \frac{1}{2} \sigma^2 \frac{(w_t - v_0)^2}{v_0^2} + O(\sigma^3) \right)
\]

\[
= \frac{v_0(w_t - v_0)}{\sigma} - \frac{1}{2} (w_t - v_0)^2 + O(\sigma).
\]

Thus for \( \sigma \downarrow 0 \) the envelope of \( W_\sigma \) converges uniformly to the envelope of \( W_0 \). This fact we will employ frequently below. We have

\[
E(v_t) = E(v_0 + \sigma(w_t - v_0)) = \int (v_0 + \sigma(w_t - v_0))q(v_t, v_t) \, dw = \sigma^2 \int_{W_\sigma} \frac{dw}{v_t} = \sigma^2 \int_{W_\sigma} \frac{dw}{v_0 + \sigma(w_t - v_0)}
\]

We have

\[
I = \int \left( \frac{(v_t^2 + v_t^2 - v_0^2)^2}{2v_0^2} \log(v_t/v_0) \right) \leq (2\sigma^2, v_t \geq 0) \frac{dv_t}{v_t} = \sigma^2 \int_{W_\sigma} \frac{dw}{v_0 + \sigma(w_t - v_0)}
\]

and hence

\[
\frac{\sigma^2}{T} \to \frac{v_0}{L(W_0)} \quad \text{for} \quad \sigma \to 0.
\]

If we would pass to the limit in \( A.2 \) now, we would only get

\[
E(v_t) = v_0 + o(1).
\]

This result makes only use of the fact that \((0, v_0)\) lies inside of \( W_\sigma \) and is too weak to analyse \( \text{Var}(v_t) \). We must elaborate that \((0, v_0)\) marks the centre of \( W_0 \) to get better convergences:

\[
E(v_t) = v_0 + \sigma^2 \int_{W_\sigma} \frac{dw}{v_0 + \sigma(w_t - v_0)} = v_0 + \sigma^2 \int_{W_\sigma} \left( 1 - \frac{v_0}{v_0 + \sigma(w_t - v_0)} \right) \, dw
\]

\[
= v_0 + \sigma^3 \int_{W_\sigma} \frac{w_t - v_0}{v_0 + \sigma(w_t - v_0)} \, dw.
\]

Using \( A.3 \) and that

\[
\int_{W_\sigma} \frac{w_t - v_0}{v_0 + \sigma(w_t - v_0)} \, dw \to \int_{W_0} \frac{w_t - v_0}{v_0} \, dw = 0 \quad \text{for} \quad \sigma \downarrow 0,
\]

we get

\[
E(v_t) = v_0 + o(\sigma). \quad (A.4)
\]

We have

\[
\text{Var}(v_t) = \int |v_t - E(v_t)|^2 p(v_t, v_t) \, dv = \int |v_t - v_0 + v_0 - E(v_t)|^2 p(v_t, v_t) \, dv
\]

\[
= \int |v_t - v_0|^2 p \, dv + 2 \int (v_t - v_0)(v_0 - E(v_t)) p \, dv + |v_0 - E(v_t)|^2.
\]

\( A.4 \) and

\[
\|v_t - v_0\|_{L^\infty(\text{supp} \, p)} = O(\sigma)
\]
imply

$$\text{Var}(v_t) = \int |v_t - v_0|^2 p \, dv + o(\sigma^2).$$

Since

$$\int |v_t - v_0|^2 p \, dv = \frac{\sigma^4}{T} \int_{W_0} \frac{|w_t - v_0|^2}{v_0 + \sigma(w_t - v_0)} \, dw$$

and

$$\int_{W_0} \frac{|w_t - v_0|^2}{v_0 + \sigma(w_t - v_0)} \, dw \rightarrow \int_{W_0} \frac{|w_t - v_0|^2}{v_0} \, dw \quad \text{for } \sigma \searrow 0,$$

we have

$$\int |v_t - v_0|^2 p \, dv - \sigma^2 \frac{\sigma^2}{T} \int_{W_0} \frac{|w_t - v_0|^2}{v_0} \, dw = o(\sigma^2)$$

and

$$\text{Var}(v_t) = \sigma^2 \frac{\sigma^2}{T v_0} \int_{W_0} |v_t - v_0|^2 \, dw + o(\sigma^2).$$

With the transformation $w_t - v_0 = 2s$

$$\int_{W_0} |w_t - v_0|^2 \, dw = \int_{v_0 - 2}^{v_0 + 2} \frac{\sqrt{8 - 2(w_t - v_0)^2}}{8 - 2(w_t - v_0)^2} \, dw |w_t - v_0|^2 \, dw_t$$

$$= 2\sqrt{8} \int_{v_0 - 2}^{v_0 + 2} \frac{1 - (w_t - v_0)^2}{4} |w_t - v_0|^2 \, dw_t$$

$$= 32\sqrt{2} \int_{-1}^{1} \sqrt{1 - s^2} s^2 \, ds.$$

Using the transformation $s^2 = t$, $dt = 2s \, ds$ and the Beta-function $B$

$$\int_{W_0} |w_t - v_0|^2 \, dw = 64\sqrt{2} \int_{0}^{1} \sqrt{1 - s^2} s^2 \, ds = 32\sqrt{2} \int_{0}^{1} \sqrt{1 - t} \sqrt{t} \, dt$$

$$= 32\sqrt{2} B(3/2, 3/2) = 4\sqrt{2} \pi = L(W_0).$$

Since

$$\frac{\sigma^2}{T v_0} \rightarrow L(W_0)^{-1} \quad \text{for } \sigma \searrow 0,$$

this implies that

$$\text{Var}(v_t) = \sigma^2 + o(\sigma^2).$$

Due to symmetry the average radial velocity is zero, $\text{Var}(v_r)$ can be calculated with the same techniques as above and one gets that the dispersion of the radial velocities is given by $\sqrt{2}\sigma + o(\sigma)$. Further

$$C_0 = \frac{v_0^3}{2\pi G T} = \frac{v_0^3}{2\pi G \sigma^2} \frac{\sigma^2}{T}$$

and

$$\left| C_0 - \frac{v_0^3}{8\sqrt{2}\pi G \sigma^2} \right| = \frac{v_0^3}{2\pi G \sigma^2} \left| \frac{\sigma^2}{T} - \frac{v_0}{4\sqrt{2}\pi} \right|.$$ 

By (A.3)

$$C_0 = \frac{v_0^3}{8\sqrt{2}\pi G \sigma^2} + o(\sigma^{-2}).$$

In Remark 2.4 we had left open the proof that the minimal and the maximal appearing tangential velocity in our self-consistent model $f_0$ for the Mestel disc are given by

$$v_{t,\min/\max} = v_0 \sqrt{-W_0/(-1 - \exp \left( -\frac{8\sigma^2}{v_0^2} - 1 \right)}.$$ (A.5)

Let us prove this, too.
Proposition A.1. Let \( a \in \mathbb{R} \), then
\[
x^2 + a = \log x, \quad x > 0,
\]
has
- two solutions iff \( a < -\log \sqrt{2} - \frac{1}{2} \),
- one solution iff \( a = -\log \sqrt{2} - \frac{1}{2} \),
- no solution iff \( a > -\log \sqrt{2} - \frac{1}{2} \).

The solutions are
\[
x_i = \sqrt{-\frac{1}{2} W_i(-2e^{2a})}
\]
with \( i = 0, -1 \) and \( W_i \) denoting the \( i \)-th branch of the Lambert W function.

Remark A.2. The two Lambert W functions \( W_{-1} : [-1/e, 0) \to (-\infty, -1] \) and \( W_0 : [-1/e, \infty) \to [-1, \infty) \) are the two branches of the inverse function of
\[
(-\infty, \infty) \ni z \mapsto ze^z \in [-1/e, \infty).
\]
In particular for all admissible \( \zeta \geq -1/e \) and \( i = 0, -1 \)
\[
\zeta = W_i(\zeta) \exp(W_i(\zeta)).
\]

Proof of the Proposition. Use the transformation
\[
x = \exp\left(-\frac{y}{2} + a\right), \quad y \in \mathbb{R}.
\]
Then
\[
x^2 + a = \log x \iff \exp(-y + 2a) = -\frac{y}{2} \iff -2e^{2a} = ye^y.
\]
(A.6)

Since
\[
(ye^y)' = (y + 1)e^y = 0 \iff y = -1
\]
we see that \( ye^y \) takes its global minimum at \( y = -1 \) and hence
\[
ye^y \geq -\frac{1}{e}
\]
for all \( y \in \mathbb{R} \). Thus (A.6) can hold iff
\[
2e^{2a} \leq \frac{1}{e} \iff a \leq -\log \sqrt{2} - \frac{1}{2}.
\]

In this case we have the two solutions
\[
y_i = W_i(-2e^{2a})
\]
with \( i = 0 \) or \( i = -1 \). Thus
\[
x_i = \exp\left(-\frac{y_i}{2} + a\right) = \exp\left(-\frac{1}{2} W_i(-2e^{2a}) + a\right)
\]
are the solutions of \( x^2 + a = \log x \). We want to simplify this formula further. For this purpose let \( b \in \mathbb{R} \).

With \( \zeta = -e^b \) we get as in Remark A.2
\[
-e^b = W_i(-e^b) \exp(W_i(-e^b)).
\]

Thus
\[
\frac{-1}{W_i(-e^b)} = \exp(W_i(-e^b)) - b
\]
Taking the logarithm on both sides of the equation gives
\[
- \log(-W_i(-e^b)) = W_i(-e^b) - b, \quad b \in \mathbb{R}.
\]
Applying this equality with \( b = 2a + \log 2 \) gives
\[
\exp \left( -\frac{1}{2} W_i(-2e^{2a}) + a \right) = \exp \left[ -\frac{1}{2} \left[ W_i(-e^{2a+\log 2}) - (2a + \log 2) \right] \right] \exp \left[ -\frac{1}{2} \log 2 \right] \\
= \frac{1}{\sqrt{2}} \exp \left[ \frac{1}{2} \log (-W_i(-e^{2a+\log 2})) \right] \\
= \sqrt{-\frac{1}{2} W_i(-2e^{2a})}.
\]

**Lemma A.3.** For \( v_0, \sigma > 0 \) and \( f_0 \) as in Lemma 2.3 the minimal and the maximal appearing tangential velocity at every position \( x \in \mathbb{R}^2 \setminus \{0\} \) are given by
\[
v_{t,\text{min/max}} = v_0 \sqrt{-W_0/1} \left[ -\exp \left( -\frac{8\sigma^2}{v_0^2} - 1 \right) \right]
\]

**Proof.** Denote by \( v_r, v_t \) the radial and the tangential component of the velocity. For every \( x \in \mathbb{R}^2 \setminus \{0\} \)
\[
(v_r, v_t) \in \text{supp} \ f_0(x, \cdot) \iff \frac{v_r^2 + v_t^2}{2} - v_0^2 \log \frac{v_t}{v_0} - \frac{v_0^2}{2} \leq (2\sigma)^2 \\
\iff \frac{1}{2} \left( \frac{v_t}{v_0} \right)^2 - \log \frac{v_t}{v_0} - \frac{1}{2} \leq \left( \frac{2\sigma}{v_0} \right)^2 - \frac{1}{2} \left( \frac{v_r}{v_0} \right)^2.
\]

Since the left side of the last inequality is strictly convex and diverges to infinity for \( v_t \to 0 \) and \( v_t \to \infty \), the minimal and maximal tangential velocity are the two solutions of
\[
\frac{1}{2} \left( \frac{v_t}{v_0} \right)^2 - \log \frac{v_t}{v_0} - \frac{1}{2} = \left( \frac{2\sigma}{v_0} \right)^2
\]

With
\[
x^2 = \frac{1}{2} \left( \frac{v_t}{v_0} \right)^2
\]
this holds iff
\[
x^2 - \log \sqrt{2} - \log x - \frac{1}{2} = \left( \frac{2\sigma}{v_0} \right)^2 \\
\iff x^2 - \left( \log \sqrt{2} + \frac{1}{2} + \left( \frac{2\sigma}{v_0} \right)^2 \right) = \log x.
\]

This has the two solutions
\[
x_1 = \sqrt{-\frac{1}{2} W_i \left[ -2 \exp \left( -\frac{2 \log \sqrt{2} - 1 - \frac{8\sigma^2}{v_0^2}}{v_0^2} \right) \right]} \\
= \sqrt{-\frac{1}{2} W_i \left[ - \exp \left( -\frac{8\sigma^2}{v_0^2} - 1 \right) \right]}
\]

Thus
\[
v_{t,\text{min}} = \sqrt{2}v_0x_0 = v_0 \sqrt{-W_0 \left[ -\exp \left( -\frac{8\sigma^2}{v_0^2} - 1 \right) \right]}
\]
and
\[
v_{t,\text{max}} = \sqrt{2}v_0x_{-1} = v_0 \sqrt{-W_{-1} \left[ -\exp \left( -\frac{8\sigma^2}{v_0^2} - 1 \right) \right]}
\]
A.2 Average $z$-distance in a disk with constant scale height

We claimed in Section 2.2 that for a disc with the spatial density

$$\Sigma(x_1, x_2) \exp\left(-|z|/z_g\right)$$

the expected value of the distance in $z$-direction between two particles that we draw at random from this density is $1.5z_g$. We give a short derivation of this. W.l.g. we set $z_g = 1$ in the following calculations. Then the $z$-coordinates $Z_1$ and $Z_2$ of the two particles are distributed according to the law

$$Z_1, Z_2 \sim 1/2 e^{-|z|},$$

The probability that the distance between the two particles is lower than $\delta > 0$ is

$$P(|Z_1 - Z_2| < \delta) = \frac{1}{4} \int_{-\infty}^{\infty} \int_{z-\delta}^{z+\delta} e^{-|z|} e^{-|z'|} dz' dz.$$

The probability distribution function $p(\delta)$ that corresponds to the random variable $|Z_1 - Z_2|$ is given by

$$p(\delta) = \frac{d}{d\delta} P(|Z_1 - Z_2| < \delta)$$

$$= \frac{1}{4} \int_{-\infty}^{\infty} e^{-|z|} (e^{-|z|+\delta} + e^{-|z|-\delta}) dz$$

$$= \frac{1}{2} \int_{-\infty}^{\infty} e^{-|z|} e^{-|z|+\delta} dz$$

$$= \frac{1}{2} \int_{-\infty}^{-\delta} e^{-z} e^{z+\delta} dz + \frac{1}{2} \int_{-\delta}^{0} e^{-z} e^{-z-\delta} dz + \frac{1}{2} \int_{0}^{\infty} e^{-z} e^{-z-\delta} dz$$

$$= \frac{\delta}{2} \int_{-\infty}^{-\delta} e^{2z} dz + \frac{e^{-\delta}}{2} \int_{-\delta}^{0} dz + \frac{e^{-\delta}}{2} \int_{0}^{\infty} e^{-2z} dz$$

$$= \frac{e^{-2\delta}}{4} + \frac{\delta e^{-\delta}}{2} + \frac{e^{-\delta}}{4}$$

if $\delta > 0$, and $p(\delta) = 0$ if $\delta \leq 0$. Since

$$\int_{0}^{\infty} \delta e^{-\delta} d\delta = \int_{0}^{\infty} \delta(-e^{-\delta})' d\delta = \int_{0}^{\infty} e^{-\delta} d\delta = 1$$

and

$$\int_{0}^{\infty} \delta^2 e^{-\delta} d\delta = 2 \int_{0}^{\infty} \delta e^{-\delta} d\delta = 2,$$

we have for the expected value

$$EV(|Z_1 - Z_2|) = \int_{0}^{\infty} \frac{\delta}{2} (1 + \delta)e^{-\delta} d\delta$$

$$= \frac{1}{2} \int_{0}^{\infty} \delta e^{-\delta} d\delta + \frac{1}{2} \int_{0}^{\infty} \delta^2 e^{-\delta} d\delta = \frac{3}{2}. $$

These calculations show that for a disc with scale height $z_g$ the distance in $z$-direction between two randomly determined particles is at average $1.5z_g$. 

A.3 Integrating the equations of motions in Section 4

In Section 4 we discuss several simulations. We want to describe the numerical methods used in these simulations.

For every simulation we use a distribution function $f(x, v)$ that was generated with the algorithm from Section 2.3. From this distribution function we draw at random particles with initial coordinates $(x_i(0), v_i(0))$ and integrate the equations of motion

$$\dot{x}_i = v_i, \quad \dot{v}_i = G \sum_{j \neq i} \frac{x_j - x_i}{(|x_j - x_i|^2 + \delta^2)^{3/2}}.$$
We have modified Newton’s law of gravitation to take into account the disc thickness as we have done already in Section 2.2. As previously $\delta_z = 1.5z_g$ with $z_g = 300 \text{pc}$.

We integrate the equations of motion numerically using a Velocity Verlet algorithm and we have implemented two ways to calculate the force efficiently. The first method uses a polar grid where the disc is divided in 100 uniform angles and along each radial line 400 meshpoints are distributed out to 100 kpc. Particles that move beyond 100 kpc are dropped from the simulation. To distribute the meshpoints radially, we approximate the density of our initial data by a continuous, piecewise function which is linearly increasing to 4.3 kpc and exponentially decreasing beyond. The meshpoints are distributed such that to each meshpoint the same mass of the approximate density would be assigned. In the simulation we use bi-linear interpolation to assign the mass of each particle to the four adjacent meshpoints, calculate the force between the meshpoints and get the force on the particles by again using bi-linear interpolation. For simulations with this polar mesh, we created 1 Million particles from $f(x, v)$. The second method enforces axial symmetry. This is achieved by calculating in each time step a histogram of the radial positions of the particles. This histogram is transformed into an axially symmetric density and from this density the forces on the particles are calculated. For simulations with enforced axial symmetry we used 100,000 particles.