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Abstract

A character-level convolutional neural network (CNN) motivated by applications in “automated machine learning” (AutoML) is proposed to semantically classify columns in tabular data. Simulated data containing a set of base classes is first used to learn an initial set of weights. Hand-labeled data from the CKAN repository is then used in a transfer-learning paradigm to adapt the initial weights to a more sophisticated representation of the problem (e.g., including more classes). In doing so, realistic data imperfections are learned and the set of classes handled can be expanded from the base set with reduced labeled data and computing power requirements. Results show the effectiveness and flexibility of this approach in three diverse domains: semantic classification of tabular data, age prediction from social media posts, and email spam classification. In addition to providing further evidence of the effectiveness of transfer learning in natural language processing (NLP), our experiments suggest that analyzing the semantic structure of language at the character level without additional metadata—i.e., network structure, headers, etc.—can produce competitive accuracy for type classification, spam classification, and social media age prediction. We present our open-source toolkit SIMON, an acronym for Semantic Inference for the Modeling of ONtologies, which implements this approach in a user-friendly and scalable/parallelizable fashion.

1 Introduction

Text classification—the process of assigning a set of tags or predefined categories to free-text—is a fundamental task for natural language processing with widespread applications ranging from topic labeling and sentiment analysis to spam detection. Traditional text classification methods based on simple statistics of word-ordered combinations have been known to perform the best when applied to a closely-defined domain, but are limited in their knowledge of words and the semantic structure of language (Soderland, 2001; Zhang et al., 2015; Joachims, 1998). Recent research shows that deep learning systems applied to various large-scale text classification tasks are competitive with traditional models (Zhang et al., 2015; Kim, 2014; dos Santos & Gatti, 2014).

The primary aim of this work is to develop a method to semantically classify columns in tabular data using character-level convolutional neural networks as a building block of a larger Automatic Machine Learning (AutoML) system. The choice of employing a character-level model, as opposed to a word-level or sentence-level one, enables misspellings and other social media language features,
e.g., emoticons, to be naturally learned (Zhang et al., 2015), while minimizing feature engineering and eliminating the constraint of being specialized to a particular language or style. Once classified into some basic classes, e.g., integer, string, categorical, geographic location, float, the columns can be routed to appropriate analyses for their assigned class by the AutoML system, e.g., categorical columns can be used in classification tasks, float columns in regression tasks, text columns can be summarized and physical locations can be plotted on a map. The particular AutoML system we are motivated by is being developed as part of DARPA’s Data Driven Discovery of Models (D3M) program, and has been previously described, for e.g., in Gawrilow et al. (2018). We emphasize that the choice of tabular datasets is more general than might initially appear, and we will demonstrate in the numerical examples how other text classification problems may be cast in this form simply by organizing the relevant data into appropriate tabular form.

Our method first learns an initial set of weights from simulated data for some basic or base classes, and then employs transfer learning on hand-labeled data from public datasets identified and collected through CKAN to improve them to account for realistic data imperfections. Additionally, the transfer learning step is able to expand the set of handled classes from the base class set with reduced labeled data and computing power requirements.

A secondary purpose of this work is to develop an open source text classification software framework that can be applied to the broader text classification problem. We present an open source python library SIMON, an acronym for Semantic Inference for the Modeling of ONtologies, which aims to achieve this goal in a user-friendly and scalable/parallelizable fashion. To illustrate the effectiveness and versatility of the approach, we present experimental results on semantic classification of tabular data, age group prediction based on social media language, and classification of email spam. To our knowledge, this is the first application of character-level CNNs to the problem of data type or semantic classification of tabular data.

2 Background

Text Classification

Until recently, most successful approaches for text classification have resorted to tokenizing a string of characters and then applying some simple matching word statistics (Soderland, 2001). These techniques perform very well for a defined domain, but require a predefined dictionary of words to overcome the lack of contextual information and extensive feature engineering to handle specific style variations (Zhang et al., 2015; Shen et al., 2014; Santos & Zadrozny, 2014).

These limitations have motivated research on classifying text using more advanced machine learning techniques. A notable class of such methods is probabilistic latent topic models, which learn to map word occurrences to topics extracted from domain-related datasets. A traditional approach such as Support Vector Machines (SVM), k-Nearest Neighbor (kNN), or Naive Bayes is employed to achieve classification (Yang et al., 2013; Kanaris et al., 2007). Another well-known approach is to use word2vec to generate features for text. This combines two main learning algorithms: continuous bag-of-words and continuous skip-gram, which introduces the extra semantic features that aid in text classification (Lilleberg et al., 2015; Mikolov et al., 2013; Le & Mikolov, 2014). These and similar models still employ a background knowledge repository to create an engineered language model (Soderland, 2001; Wang & Domeniconi, 2008).

Features generated using word2vec or a lookup table which are then fed into word-level convolutional neural network (CNN) yield competitive results to traditional text classification models (Kim, 2014; dos Santos & Gatti, 2014; Johnson & Zhang, 2013; Pennington et al., 2014; LeCun et al., 1998; Collobert et al., 2011). Character-level features for classifying text have also been explored in the literature, specifically as character-level n-grams combined with linear classifiers or by incorporating character-level features to form a distributed representation for CNNs (Shen et al., 2014; Santos & Zadrozny, 2014; Frome et al., 2013; Gao et al., 2013; Mikolov et al., 2013). It has recently been shown that applying convolutional neural networks only on characters can achieve competitive results when trained on large datasets, without the knowledge of words and not requiring any prior knowledge about the semantic and syntactic structure of a language (Zhang et al., 2015).
Transfer Learning

Transfer learning is another critical method in machine learning practice. The method is particularly useful in cases when labeled data is difficult to attain or is limited, because a previously trained model in a similar domain, that does not have data limitations, can be used (Rodriguez et al., 2018). Transfer learning can even still effective when there is no class alignment between the trained model and the new target data. Recently transfer learning has been demonstrated to be effective between semantically related categories, as well as in cases where they are unrelated (Ritter et al., 2011; Liu et al., 2013). Fine-tuning neural networks on the target domain, which have been pre-trained on a source domain, is an idea that originated in computer vision, remaining relatively under-explored in natural language processing (NLP) tasks (Rodriguez et al., 2018). Transfer learning in NLP has previously been applied to sentence-pair classification, slot tagging, and entity recognition (Rodriguez et al., 2018; Mou et al., 2016; Kim et al., 2015).

3 Methodology

In this section, the methodology behind the semantic classification method is formally presented.

3.1 Multi-Label Classification Problem Formulation

Let \( \mathcal{X} \) be the input space and \( \mathcal{Y} \) be the output space, with \( \mathcal{D} \) denoting an unknown distribution according to which the input points are drawn. We are interested in a multi-label setting, with \( \mathcal{Y} = \{0, 1\}^{n_{\text{labels}}} \) where \( n_{\text{labels}} \) is the number of labels, several of which can be assigned to any given input example column. For instance, a column containing a city name on every row — Austin, New York City, San Francisco, etc. — may be labelled as both \textit{text} and \textit{city}. Positive components of a vector in \( \mathcal{Y} = \{0, 1\}^{n_{\text{labels}}} \) indicate the classes associated with the input example column (Mohri et al., 2018).

Given a set of labeled data

\[
S = \{(x^1, y^1), ..., (x^m, y^m)\} \in (\mathcal{X} \times \mathcal{Y})^m,
\]

with the training example vectors \( x^1, ..., x^m \) drawn i.i.d. according to \( \mathcal{D} \), and \( f : \mathcal{X} \rightarrow \mathcal{Y} \) with \( y^i = f(x^i), \forall i \in I \equiv \{i\}_{i=1}^m \) being the target labeling function, our goal is to find a hypothesis \( h \in \mathcal{H} \) so as to minimize w.r.t \( f \) the generalization error

\[
\mathbb{E}_{x \sim \mathcal{D}}[1_{h(x) \neq f(x)}].
\]

Here, \( 1_{\text{ev}} \) is the indicator function of the event \( \text{ev} \).

3.2 Neural Net Architecture

This section introduces the architectural design of SIMON’s neural network, which is trained on the labeled dataset to generate \( h \). The design is modular, consisting of multiple convolutional layers and multiple bi-directional Long Short-Term Memory (LSTM) layers. First, the theory behind each of these layer types is described in the following subsections. The last subsection aggregates these layer types into the overall architecture.

3.2.1 Convolutional Layer

Each convolutional layer computes one-dimensional convolutions between a vector of \textit{input features} and a number of different \textit{weight vectors}, called \textit{kernel functions} or \textit{filters}. For example, let \( x \in \mathbb{R}^{n_x} \) be the vector of input features, where each \( x_i \) is a character from the input sentence. Meanwhile, let \( w \in \mathbb{R}^{n_w} \) be one of the weight vectors. The convolution \( c_i \) between \( x \) and \( w \), can be thought of as the dot product between \( w \) and each sub-sequence of length \( n_w \) in \( x \), i.e.,

\[
c_i = w^T x_{(i-n_w+1):i}.
\]

Specifically, \( x_{(i-n_w+1):i} \) is a sub-sequence of \( x \) that ranges from indices \( i - n_w + 1 \) to \( i \). Additionally, we define the convolution narrowly, which means that the dot product is only defined on
sub-sequences of length \( n_w \) that fully overlap with \( x \). Therefore, \( i \) ranges from \( n_w \) to \( n_x \). Furthermore, we set the stride length of the convolution to 1, which means that we advance one unit forward in \( x \) for each application of the dot product. Thus, the length of the output convolution \( c \) is \( n_c = n_x - n_w + 1 \). Additionally, each convolutional layer contains several output convolutions, corresponding to the number of different weight vectors in that convolutional layer (Zhang et al., 2015; Kalchbrenner et al., 2014).

After applying the convolutions, we introduce non-linearity through a non-linear activation function. Specifically, we use the rectified linear unit (ReLU) function \( f(x) = \max\{0, x\} \). Finally, we initialize the weight vectors using the Glorot normal initializer, which draws samples from a normal distribution with mean 0 and standard deviation \( \sqrt{\frac{2}{n_x + n_c}} \).

### 3.2.2 Dropout Layer

Each dropout layer removes a random set of input units by setting a fraction of these input units to zero during each update step of the training process. This improves the performance of the model by reducing overfitting (Srivastava et al., 2014).

### 3.2.3 Max-Pooling Layer

Each max-pooling layer computes the maximum value over a certain defined length. This is also known as temporal max-pooling and is the one-dimensional equivalent of spatial max-pooling used in computer vision applications (Boureau et al., 2010).

### 3.2.4 Bidirectional LSTM

Recurrent neural networks became quite popular in the 1990s because of their ability to operate on sequential information. However, RNNs suffered from the vanishing gradient problem, where the network’s output decays or explodes exponentially as it cycles through the network’s recurrent connections (Graves, 2012). One solution to this vanishing gradient problem is the LSTM architecture proposed by Hochreiter and Schmidhuber in 1997 (Hochreiter & Schmidhuber, 1997).

Each node in the LSTM architecture is a complex unit called a memory cell, whose contents is modulated by an input gate, an output gate, and a forget gate. These three gates control what information is written to, read from, and deleted from the cell. Each of the three gates receive all of the current and past inputs to the cell and combine these inputs according to a unique set of weights. Using the logistic sigmoid function, each gate then squashes the output of this combination to an activation value between 0 and 1. More specifically, the activation of the output gate at time \( t \), \( y_{out}(t) \) is

\[
y_{out}(t) = \frac{1}{1 + e^{\sum_i w_{out,i} y_{out}(t-1)}} ,
\]

where \( i \) ranges over all the current and past inputs. Similarly, \( y_{in}(t) \) defines the activation of the input gate at time \( t \) and \( y_{forget}(t) \) defines the activation of the forget gate at time \( t \).

The current and past inputs to the cell also pass through another activation function, \( g \), which is usually the tanh function or the logistic sigmoid function. The difference between this function and the aforementioned input gate is that this function passes the actual input values, while the aforementioned input gate moderates which of these inputs should be written to the cell. Therefore, the internal state of the memory cell, \( s(t) \), at time \( t \) is

\[
s(t) = y_{forget}(t)s(t-1) + y_{in}(t)g(\sum_i w_{in,i} y_{in}(t-1)) .
\]

Finally, this internal state gets squashed by another activation function, \( a \), also usually a tanh or logistic sigmoid function, and multiplied by the output gate to become the output of the memory cell. Thus, the output of the memory cell \( o(t) \), at time \( t \) is

\[
o(t) = y_{out}(t)a(s(t)) .
\]
The LSTM layers in our model are also bidirectional, which means that the input sequence is fed through two separate LSTMs, once forward and once backward. Both LSTMs then connect to the same output layer. This allows the output layer to access information from both the previous values of the sequence and the future values of the sequence at each time step \( t \) (Graves, 2012; Hochreiter & Schmidhuber, 1997).

3.2.5 Overall SIMON architecture

SIMON’s architecture consists of two components—one that encodes each individual sentence and one that subsequently encodes the document as a whole. In the context of tabular data, “document” corresponds to a column and “sentence” corresponds to a cell within that column. The architecture is influenced heavily by Zhang et al. (2015).

The network that encodes each individual sentence connects thirteen layers. Its input is the sentence’s sequence of characters shortened to a maximum length of \( \text{max}_\text{len} \) characters (20 in the case of semantic classification of tabular data, tunable and different for the other applications, as will be reported accordingly). This input is connected to a one-hot encoding layer that contains a dictionary of 71 characters. This includes 26 English letters, 10 digits, new line and 33 other characters [6]. One-hot encoding in a layer, as opposed to adding a dimension to the input data directly, provides significant memory advantages.

The architecture continues with convolutional layer with a kernel length of one and a kernel dimension of 40. This is connected to a dropout layer with a dropout probability of 0.1 and a max-pooling layer with a pool size of 2. Another convolutional layer follows, this time with a kernel length of three and a kernel dimension of 200. This convolutional layer is connected to another dropout layer with a dropout probability of 0.1 and another max-pooling layer with a pool size of 2. This pooling layer is then connected to a third convolutional layer, which again has a kernel length of three, but this time has a kernel dimension of 1000. This convolutional layer is then connected to another dropout layer that has a dropout probability of 0.1 and another max-pooling layer that has a pool size of 2. The output of this pooling layer is a one-dimensional vector with 1000 features. Next, this output vector is connected to a bidirectional LSTM that contains 256 units. 20% of the inputs to the input gates and 20% of the recurrent connections are dropped. Finally, the two LSTM directions are merged into a layer with 512 units and fed through a dropout layer with a dropout probability of 0.3. The final sentence encoding is the output of this dropout layer.

On the other hand, the network that encodes the document as a whole connects seven layers. The first step takes the first \( \text{max}_\text{cells} \) rows (500 in the case of semantic classification, tunable and different for other applications) of the document and feeds each of these sentences through the sentence encoder. We note that when a raw input column is shorter than \( \text{max}_\text{cells} \), uniformly sampled cells are appended to make its length equal to \( \text{max}_\text{cells} \) exactly. Similarly, when the column is longer, uniformly randomly sampled cells are removed. The result is a document of length \( \text{max}_\text{cells} \) that contains 512 features per sentence. This input is connected to a bidirectional LSTM with 128 units and then merged into a layer that contains 256 units. Similarly to the sentence encoder, 20% of the inputs to the input gates and 20% of the recurrent connections are dropped. Next, this output is fed through a dropout layer with dropout probability 0.3 before connecting to a dense layer with 128 units and ReLU activations. Finally, this densely connected layer passes through a dropout layer with dropout probability 0.3 and then connects to another densely connected layer, this time containing a number of units equal to the number of categories and sigmoid activation functions. The output of this final layer contains the probabilities of classifying the document as each different type of class. Probability above threshold \( p_{\text{threshold}} \) (typically 0.5, or tuned from there) results in the corresponding input vector being classified as the corresponding class.

3.3 Transfer Learning

Synthetic data was initially generated for some basic, or base, semantic classes using the python library Faker[1]. The base semantic classes are address, boolean, datetime, email, float, int, phone, text, uri. Approximately 10,000 such synthetic columns were generated and used to produce an initial set of weights.

[1] https://github.com/stumpy/faker
The final fully-connected layer of the network was then stripped away, and the initial network frozen and treated as a feature-extractor. Real open-source data columns were collected from CKAN and labeled in a semi-supervised fashion, as described in the next subsection, to yield approximately 10,000 real labeled data columns covering the base classes. Furthermore, simple statistical rules/heuristics were used to label these columns as additionally categorical and ordinal, for e.g., small fraction of a column being occupied by unique values implies categorical, categorical and numerical, i.e., int or float, implied ordinal. Thus, the number of handled classes was increased by two. A re-sized final fully-connected layer was then trained on top of the aforementioned initial network frozen and treated as a feature-extractor. In so doing, the network learned the imperfections inherent in real data, and was also able to expand the set of classes handled. The improvement in accuracy from learning real data imperfections is apparent in Figure 1, where the validation binary accuracy can be seen to increase from the initial ≈ 87.5% to greater than 98% during the transfer learning experiment.

In another variant of the transfer learning experiment, the real data was further augmented with columns of geographical data from the open-source GeoNames repository covering the additional classes state, city, postal code, latitude, longitude, country and country code. The number of handled classes thereby grew further by 7, to yield 18 classes total. The number of augmenting geographical data columns generated was 1000 per additional geo class, yielding 7000 additional labeled data columns.

3.4 Data Labeling Procedure

In order to produce training data for the transfer learning step, we first used a simple model trained on Faker data to predict labels on real data. For each data type, columns were generated, and for each such column we calculated the average number each of decimals, letters, and punctuation marks to use as input features. For each data type, a single Random Forest classifier was trained in a one-vs-all fashion on that data type, reaching an accuracy of >90% on the Faker data. Next, real data was collected from public data sources identified on CKAN and collected using the CKAN api. The aforementioned classifiers were then used to predict labels for this more realistic data, the results of which were first exhaustively manually checked for correctness, corrected if needed and then used as training data for the SIMON semantic tabular data classifier. The training data thereby collected is a collection of approximately 10,000 labeled real-world data columns spanning the base class set.

4 Numerical Results

In this section, training convergence and performance results from the SIMON classifier are presented for a diverse set of text classification tasks. Extensive testing results are first presented for the semantic classification problem in the first two examples. The following two examples demonstrate the flexibility of the SIMON framework and software infrastructure via applicability to two related but different problems - age classification from twitter text, and email spam classification.

4.1 Training

Figure 1 shows the convergence of the transfer learning experiment with the geographical categories included (a total of 18 handled categories). Binary accuracy—the ratio of the number of correct predictions, i.e., true positives and true negatives relative to the total number of samples—is the metric shown.

Data was segmented according to the standard 60% train, 30% validate and 10% test split. Upon convergence, training binary accuracy of 98.4%, validation binary accuracy of 98.9% and test binary accuracy of 98.8% are attained. Training took 1.59 hours on an NC6 VM size on Azure, which possesses one NVIDIA Tesla K80 GPU. By comparison, initial training on faker data took approximately 6 hours on the same machine. Precision at threshold probability of 0.5 was computed as 0.87, recall as 0.81 and F1 score as 0.84. The ROC curve is also shown in the Figure.

https://www.geonames.org
https://ckan.org/about/instances/
https://docs.ckan.org/en/ckan-2.7.0/api/
4.2 Evaluation

Extensive testing results are first presented for the semantic classification problem in the first two examples. The following two examples demonstrate the flexibility of the SIMON framework via applicability to two different problems - age classification from twitter text, and email spam classification.

4.2.1 Tabular Semantic Classification Evaluation on D3M Datasets

In Table 1 of the Appendix, we present a SIMON similarity score that compares SIMON’s annotations to manually annotated D3M datasets which are provided by DARPA’s D3M program\footnote{https://gitlab.com/datadrivendiscovery}. The SIMON similarity score is defined as the percentage of labels for which any of SIMON’s annotations matches the manual annotation. Note that SIMON is a multi-class multi-label classifier that can produce several categories for each tabular column, but for the purposes of this comparison, it is restricted by the single-label manual annotation.

With geographical categories included, SIMON performs well with an average similarity score of 0.92 across 38 datasets. Additionally, the tool outperforms the manual annotations with geographic category detection - notably in cases where classifications are longitude, latitude, postal code, and country. For example, for the dataset 26_radon_seed, SIMON correctly matches the category “zip” to “postal code”, whereas that column was manually annotated as just “categorical”. Such cases lead to a lower reported similarity score, even though these additional annotations provide a better understanding of the dataset beyond the manual annotation. Other interesting cases include 299_librasmove, where SIMON’s annotations correctly match all 92 manual annotations, and 1491_one_hundred_plants_margin, where SIMON’s annotations correctly match all 66 manual annotations for both datasets.

Manual annotations were also compared to automatic pandas.DataFrame.dtypes() annotations, with the assumption that pandas’s object classification encompasses the data type string. Given that pandas and the manual annotations both have single labels, the similarity score is defined as the number of matching annotations divided by the total number of annotations. These results achieved an average similarity score of 0.71, which demonstrates that SIMON’s annotations matched the manual annotations more closely than pandas. For a good majority of the differences, pandas classified columns as an object, where SIMON’s annotations were more literal. For example, for the dataset LL0_1100_popularkids, there were five columns that were classified as an object according to pandas, which SIMON labeled as categorical. An example column is gender, where the only two possible values are boy and girl.

4.2.2 Tabular Semantic Classification Evaluation on Paleontology data.world Dataset

Evaluation of performance on this dataset highlights potential limitations of the SIMON classifier in its current form, and provides an opportunity to discuss issues that arise when dataset column truncation comes into play. This dataset contains 112 columns, some of which are longer than 900,000 rows. It contains information about some dinosaur fossils, where they were discovered and
other pertinent information, curated by The Paleobiology Database. It is freely available as dataset paleobiodb on data.world.

Binary testing accuracy achieved was 97.7%. Lowest class binary accuracy was 87.5% for the categorical class, likely due to the fact that the very large columns needed to be subsampled to fit the fixed-length neural network expected size of 500 rows, and thereby lost some of the information needed to correctly classify those columns as categoricals. For this reason, in the software implementation of the method we added the ability for the user to replace neural net predictions for this class, with those based on simple statistical heuristics calculated on the entire column (if neural net predictions can be reasonably anticipated to be incorrect, as in this case). This is significantly more expensive computationally for very large columns, but does yield near-perfect accuracy for the categorical/ordinal classes. Additionally, fossil feature names tend to bear similarity to physical locations of their discovery, which led to an observable increase in false positive rates for the geographical categories in this example.

4.2.3 Twitter Age Prediction

Prediction of user age group based on tweets was performed. Twitter data publicly self-identified to fall into one of three age groups by the user — 14 to 17 years, 18 to 23 years, 24 plus years — was collected. This collection results in a corpus of 10,000 total tweets. Tweets were arranged into ten-cell columns by category, i.e., \( \text{max cells} = 10 \), and each cell was truncated at \( \text{max len} = 280 \) characters to accommodate the whole tweet length. Thereby, the age classification problem was cast as a tabular semantic classification problem, and the same network architecture was trained on the twitter data.

Figure 2 presents the training results for the age prediction task. Data was segmented according to the standard 60% train, 30% validate and 10% test split. Upon convergence, training binary accuracy of 79.0%, validation binary accuracy of 73.4% and test binary accuracy of 70.9% were attained. Training was performed from scratch (without any transfer learning), and took 35.6 minutes to reach the best checkpoint (number 14) on the aforementioned NC6 VM size on Azure, after which over-fitting can be clearly observed. Corresponding precision, at threshold probability of 0.5, was calculated as 0.57, recall as 0.54, and F1 score as 0.55. The ROC curve is also shown in the Figure.

While these results appeared disappointing initially, comparing this accuracy to uniform random chance — which corresponds to recall and precision of 0.33 — elucidates the potential usefulness of the result. We note that state-of-the-art results for age prediction, which exploit network structure and other user metadata, are comparable. For instance, Culotta et al. (2016) reports a correlation coefficient of 0.77. Our results could likely be improved further by introducing network features, and optimizing other hyper-parameters. The ability of SIMON to quickly predict the age group of users from tweet text NLP only, relatively well, is noteworthy.

![Figure 2: Training convergence information for the twitter age prediction experiment.](image)

4.2.4 Email Spam Classification

Emails were parsed into columns, with one sentence per cell, and up to a maximum of \( \text{max cells} = 500 \) sentences/cells. Each sentence/cell was truncated at \( \text{max len} = 100 \) characters. The popular
Enron email dataset was labeled as *ham*, and a 419 spam fraud corpus was labeled as *spam*. In this fashion, a tabular dataset of 10000 emails/columns balanced between the two classes was generated, and the SIMON algorithmic software was trained on it. To date, the best convergence result is 98.7% training, 97.6% validation and 97.9% testing accuracies (see Figure 3, the ROC curve is also shown). Precision, F1 score and recall were all computed during the testing phase as 97.9%. Only a small fraction of the Enron dataset (≈2%) was used in training, and no hyper-parameter (e.g. max_cells and max_len) tuning was performed beyond initial choices. This leads us to believe that these metrics could readily be improved further (an ongoing effort by the authors), and argue that this performance is already notable. It is within 1-2% of state-of-the-art accuracies of 99+%, associated with approaches that employ email headers in the analysis — whereas SIMON employs email text NLP only.

![Graph](https://example.com/graph.png)

*Figure 3: Convergence and performance results for the email spam classification task.*

5 Discussion

Semantic classification of tabular data achieved excellent performance. Surprisingly to these authors, the CNN was able to classify with high accuracy categories based on column-level statistical properties, i.e., categorical and ordinal. Our successful transfer learning experience reported here adds more evidence for its potential in NLP, evidence which has been relatively lacking in this domain (Rodriguez et al., 2018). The ability of the framework to predict user age solely from social media natural language on twitter (without using network information or any other user metadata) is noteworthy. The spam classification example also demonstrates good performance in initial experiments, close to the performance of state-of-the-art spam classifiers which additionally employ header information and other metadata. These observations suggest that these very important problems may be competetively solved by analyzing the semantic structure of natural language alone at the character level. The flexibility and power of the SIMON text-classification framework is clearly demonstrated by these examples.

6 Software Implementation - SIMON

A software implementation of SIMON was developed, able to scale to multi-GPU settings for larger problems. Extensions leveraging the Horovod python library for full heterogeneous multi-GPU server scaling are in development. It is a pip-installable python library running on top of Keras, developed as part of the authors’ participation in DARPA’s D3M program.
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### Appendix – Evaluation Results on D3M Datasets

| Dataset               | Matching Annotations | Unique Annotations | Similarity Score |
|-----------------------|----------------------|--------------------|------------------|
| 1. 22_handgeometry    | 3                    | 0                  | 1.00             |
| 2. 26_radon_seed      | 15                   | 15                 | 0.50             |
| 3. 27_WordLevels      | 13                   | 1                  | 0.93             |
| 4. 30_personae        | 7                    | 0                  | 1.00             |
| 5. 31_urbansound      | 5                    | 1                  | 0.83             |
| 6. 32_wikiqa          | 4                    | 0                  | 1.00             |
| 7. 38_sick            | 29                   | 2                  | 0.94             |
| 8. 49_facebook        | 4                    | 0                  | 1.00             |
| 9. 56_sunsspots       | 4                    | 0                  | 1.00             |
| 10. 59_umls           | 5                    | 0                  | 1.00             |
| 11. 60_jester         | 4                    | 0                  | 1.00             |
| 12. 66_chlConcentration | 3                 | 0                  | 1.00             |
| 13. 185_baseball      | 18                   | 1                  | 0.95             |
| 14. 196_autoMpg       | 9                    | 0                  | 1.00             |
| 15. 299_librasmove    | 92                   | 0                  | 1.00             |
| 16. 313_spectrometer  | 102                  | 2                  | 0.98             |
| 17. 534_cps_85_wages  | 12                   | 0                  | 1.00             |
| 18. 1491_100_plants   | 66                   | 0                  | 1.00             |
| 19. 1567_poker_hand   | 12                   | 0                  | 1.00             |
| 20. 4550_MiceProtein  | 82                   | 1                  | 0.99             |
| 21. 6_70_com_amazon   | 3                    | 0                  | 1.00             |
| 22. 6_86_com_DBLP     | 3                    | 0                  | 1.00             |
| 23. DS01876           | 3                    | 0                  | 1.00             |
| 24. LL0_1100_popularkids | 11              | 1                  | 0.92             |
| 25. LL0_186_braziitourism | 9                   | 1                  | 0.90             |
| 26. LL0_207_autoPrice | 17                   | 0                  | 1.00             |
| 27. LL0_acled         | 29                   | 2                  | 0.94             |
| 28. LL0_acled_reduced | 17                   | 11                 | 0.61             |
| 29. LL1_336_MS_Geolife | 5                   | 3                  | 0.63             |
| 30. 336_MS_Geolife_2  | 7                    | 2                  | 0.78             |
| 31. LL1_736_stock_market | 6               | 0                  | 1.00             |
| 32. LL1_pedestrian    | 2                    | 1                  | 0.67             |
| 33. uu1_datasmash     | 3                    | 0                  | 1.00             |
| 34. uu2_gp_hyperparameter | 4              | 0                  | 1.00             |
| 35. uu2_gp_hp_v2      | 4                    | 0                  | 1.00             |
| 36. uu3_world_dev_ind | 6                    | 1                  | 0.86             |
| 37. uu4_SPECT         | 46                   | 22                 | 0.68             |
| 38. 57_hypothyroid    | 29                   | 2                  | 0.94             |

Table 1: Comparison of Manual D3M Annotations to Annotations.
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