Strain and pseudo-magnetic fields in optical lattices from density-assisted tunneling
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Applying time-periodic modulations is routinely used to control and design synthetic matter in quantum-engineered settings. In lattice systems, this approach is explored to engineer band structures with non-trivial topological properties, but also to generate exotic interaction processes. A prime example is density-assisted tunneling, by which the hopping amplitude of a particle between neighboring sites explicitly depends on their respective occupations. Here, we show how density-assisted tunneling can be tailored in view of simulating the effects of strain in synthetic graphene-type systems. Specifically, we consider a mixture of two atomic species on a honeycomb optical lattice: one species forms a Bose-Einstein condensate in an anisotropic harmonic trap, whose inhomogeneous density profile induces an effective uniaxial strain for the second species through density-assisted tunneling processes. In direct analogy with strained graphene, the second species experiences a pseudo magnetic field, hence exhibiting relativistic Landau levels and the valley Hall effect. Our proposed scheme introduces a unique platform for the investigation of strain-induced gauge fields and their possible interplay with quantum fluctuations and collective excitations.

I. INTRODUCTION

The rise of cold atoms in optical lattices as a versatile platform to study quantum phases [1–4] has led to the realization and investigation of rich physical models. Building on the milestone implementation of the Bose-Hubbard model [5], a model of bosonic particles on a lattice with onsite (contact) interactions [6], a variety of opportunities have become available. For instance, the realization of the Fermi-Hubbard model with cold atoms [7–11] represents a promising route to unveil the microscopic origin of high-temperature superconductivity [12]. More recently, tunable long-range interactions have been introduced in atomic lattice systems [13–15], as well as more exotic features [16], such as SU(N)-symmetric interactions [17, 18], and density-assisted tunneling [19–24].

Gauge fields are at the core of remarkable phenomena in condensed matter, as was exemplified by the discovery of the quantum Hall effects and topological materials [25–27]. These exciting topics have become accessible in ultracold gases through the design of synthetic gauge fields [28–32]. One of the key methods to realize synthetic gauge potentials in quantum-engineered systems consists in driving the system periodically in time [33–35], a general scheme also known as Floquet engineering [36]; in this driven-lattice context, tunneling matrix elements acquire well-designed complex phase factors, hence mimicking the Aharonov-Bohm effect caused by an external magnetic field. These Floquet schemes have been applied to generate the Harper-Hofstadter [37–43] and Haldane-type [44–47] models in optical lattices.

An exciting scenario, which has become more concrete and realistic over the last few years, concerns the realization of dynamical gauge fields in cold gases, namely, engineered gauge fields that experience a back action from the matter degrees of freedom [48–55]. A principal motivation behind such developments concerns the elucidation of non-perturbative effects in lattice gauge theories (LGTs) [56–59]. First realizations of density-dependent gauge fields in cold gases (which did not satisfy the constraints of a gauge theory), were reported in Refs. [60, 61]. Besides, major advances in the quantum simulation of LGTs have been achieved in trapped ions [62], and more recently, in ultracold atoms [63, 64].

It is well established that artificial gauge fields can also be engineered in the solid state, for instance, by applying strain to materials [31]. In the context of graphene [65–67], strain generates an effective “magnetic” field, which strongly modifies its low-energy relativistic excitations; strain induces relativistic Landau levels in the vicinity of the Dirac points [68]. The main and crucial difference with the action of a real magnetic field is that time-reversal symmetry is preserved in strained graphene. As a result, the vector potential that emerges from the strain field has opposite signs at the two valleys, thus providing the conditions for the valley Hall effect [69]. The characteristic relativistic Landau spectrum has been successfully observed in graphene [70] and in molecular graphene [71]. In synthetic systems, lattice patterning is often an intrinsic requirement, such that an external stretching is not needed to produce the effects of strain. Instead, strain can be mimicked by displacing the lattice sites according to the most convenient profile [72–77]. The physics of strained honeycomb lattices has been investigated in photonic systems with arrays of optical waveguides [78], microwave resonators [79], exciton-polaritons [80], and in acoustic metamaterials [81]. In contrast, optical-lattice potentials for ultracold atoms are
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Figure 1. (a) Representation of the density-assisted hopping model on the honeycomb lattice. The shaded area depicts the inhomogeneous BEC cloud. In the zoomed panel, we depict the hopping process of the $\downarrow$ atoms between two neighboring sites occupied by a different amount of $\uparrow$ atoms. The unit cell of the lattice where we assume translational invariance in the $y$ direction is shown by the green dotted line with zigzag terminations. (b) First Brillouin zone of the honeycomb lattice where Dirac points at $K = (2\pi/3a, 2\pi/3\sqrt{3}a)$ and $K' = -K$ are indicated.

typically rigid: their perfect periodicity is generally fixed by the lasers wavelength. This makes the realization of strain more challenging in cold atoms than for other synthetic-matter platforms. We note that a promising proposal, which consists in displacing one of the three laser beams generating the honeycomb-lattice potential, was described in Refs. [82, 83].

In this paper, we introduce a radically different strategy to realize and investigate the effects of strain in optical lattices, which is summarized in Fig. 1a. Our scheme builds on a mixture of two atomic species, one of which is bosonic (denoted by $\uparrow$) and forms a Bose-Einstein condensate (BEC), while the second species (denoted by $\downarrow$) can be either bosonic or fermionic. As a central ingredient, the two species are assumed to be coupled through a density-assisted tunneling term, which affects the hopping of $\downarrow$ atoms through the density of $\uparrow$ atoms. When the BEC is harmonically trapped, the density of $\uparrow$ atoms is inhomogeneous, and the correlated tunneling of $\downarrow$ atoms displays the effects of a fictitious uniaxial strain: the $\downarrow$ atoms behave as electrons moving in a strained lattice. We discuss the validity of this scheme for two different regimes of the condensate, namely the non-interacting and the Thomas-Fermi regimes. In both cases, we show that the spectrum associated with $\downarrow$ atoms can display pseudo-Landau levels under proper conditions. We propose a Floquet driving protocol to engineer the required coupling between the two species and we outline probing methods to extract the spectral and topological features. Differently from previously suggested schemes, the achieved strain field is dynamical, and thus, it is closer to the actual solid-state setting where phononic vibrations are present. We note that similar models have been suggested in different contexts, for instance, to design an atomic dissipative bath [84, 85], in order to simulate the Su-Schrieffer-Heeger instability [86], to study the back-action of dipolar crystal [87] and vortex lattice fluctuations [88, 89]. Within our framework, fluctuations of the strain field are carried by the density modes of the condensate. This fact opens a route to novel interesting scenarios, in which the back action of the matter degrees of freedom onto the synthetic strain field can be theoretically and experimentally investigated.

The paper is organized as follows: Section II reviews the main features of uniaxial linear strain in graphene-type lattices; this introductory material aims at describing the key concepts and phenomena associated with strain-induced magnetic fields, which will be extensively used in the core of our work; in Sec. III, we introduce and solve the model for simulating strain in optical lattices via coupling two atomic mixtures with density-dependent hopping terms; in Sec. IV, we analyze the results by computing the fidelity of the resulting eigenstates; in Sec. V, we propose a Floquet scheme to implement the model and we discuss several experimentally relevant aspects and probing methods; in Sec. VI, we summarize our work and draw our conclusions.
II. STRAIN ON THE HONEYCOMB LATTICE

The Hamiltonian of a single-particle on the honeycomb lattice in the tight-binding approximation reads

\[
\hat{H}_0 = -\sum_{\mathbf{r} \in \mathcal{A}, j} t_j (\hat{a}^\dagger_{\mathbf{r}+\delta_j} \hat{b}_{\mathbf{r}} + \text{h.c.}), \quad j \in \{1, 2, 3\},
\]

(1)

where \(\hat{a}_n, \hat{a}_n^\dagger\) are respectively the annihilation and creation operators at position \(n = (x, y)\) in the \(\mathcal{A}\) (\(\mathcal{B}\)) sublattice, the quantities \(t_j\) are the nearest-neighbor hopping amplitudes and \(\delta_1 = (-a, 0), \delta_2 = (a/2, \sqrt{3}a/2), \delta_3 = (a/2, -\sqrt{3}a/2)\), as in Fig. 1a. In momentum space, \(\hat{H}_0\) can be rewritten as

\[
\hat{H}_0 = \sum_{\mathbf{k}} (\hat{a}^\dagger_{\mathbf{k}, 1} \hat{b}_{\mathbf{k}}) \hat{h}(\mathbf{k}),
\]

(2)

with

\[
\hat{h}(\mathbf{k}) = \left( -\sum_j t_j e^{-i\mathbf{k} \cdot \delta_j} - \sum_j t_j e^{i\mathbf{k} \cdot \delta_j} \right).
\]

(3)

Assuming \(C_3\) discrete rotational invariance, namely \(t_l = t\), the Hamiltonian around the time-reversal invariant points \(\mathbf{K}\) and \(-\mathbf{K}\) in the Brillouin zone shown in Fig. 1b reads

\[
h(\mathbf{q}, \zeta\mathbf{K}) = \hbar v_F (\zeta q_y \sigma_x - q_x \sigma_y),
\]

(4)

where \(\zeta = \pm 1\), \(\mathbf{q} \equiv \mathbf{k} - \zeta \mathbf{K}\), \(v_F \equiv 3ta/2\hbar\) is the Fermi velocity and \(\sigma_x, \sigma_y\) are Pauli matrices. Eq. (4) describes a relativistic Dirac particle whose linear dispersion relation is given by

\[
e(\mathbf{q}) = \pm \hbar v_F |\mathbf{q}|.
\]

(5)

The application of a spatial deformation that changes the distance between lattice sites, also known as strain, brings new interesting effects [65, 66, 73]. Within the tight-binding description and for small deformations, strain affects the tunneling amplitudes, which become spatially dependent as \(t_j \rightarrow t_j(\mathbf{r})\). Different types of strain can be applied to the honeycomb lattice [90], but here we will consider the case of uniaxial linear strain along the \(x\) direction. For an intensity of strain \(\tau \ll 1\), we assume that the hopping coefficients read

\[
t_j(x) = t \left( 1 + \tau \frac{(x - x_c)}{3a^2} |\mathbf{x} \cdot \delta_j| \right), \quad \mathbf{x} = (1, 0),
\]

(6)

with the condition \(\tau L_x/3a < 1\) ensuring that the strain is sufficiently small to avoid a local Lifshitz transition to a gapped state [73]. By introducing this slow space dependence of the hopping coefficients into the Hamiltonian (3), translational invariance along \(y\) is preserved and \(k_y\) remains a good quantum number. In the rest of this work, we will exploit translational invariance by solving \(\hat{H}_0\) for a stripe of size \(N_x \times 2\), as shown in Fig. 1a where the unit cell of the \(y\)-periodic lattice is highlighted.

Uniaxial linear strain on the honeycomb lattice mathematically appears in the Dirac Hamiltonian (4) as a homogeneous magnetic field [66]

\[
h(\mathbf{q}, \zeta\mathbf{K}, \mathbf{A}) = \hbar v_F ((\zeta q_y - e^* A_y) \sigma_x - (q_x - e^* A_x) \sigma_y),
\]

(7)

where \(\mathbf{A}\) has the form of a vector potential in the Landau gauge

\[
e^* \mathbf{A} = (0, \zeta (2t_1 - t_2 - t_3)/2v_F)
\]

\[
= \left( 0, \frac{\hbar r}{qa^2} (x - x_c) \right).
\]

(8)

In the rest of this work, we will use units where \(e^* = 1\). Since time-reversal symmetry is preserved by strain, the corresponding magnetic field \(\mathbf{B} = \nabla \times \mathbf{A}\) has opposite sign for the two valleys [66, 67]. As in the non-relativistic case, the spectrum of a relativistic particle in a magnetic field also displays Landau levels (LLs). A major difference with respect to their nonrelativistic counterparts is that they are not equispaced in energy. The full expression, which includes a momentum dependence originating from a spatially varying Fermi velocity [73], reads

\[
e_{\nu}(\mathbf{q}) = \pm t \sqrt{\nu} \frac{\tau}{2} \sqrt{1 - \zeta q_y a}, \quad \nu \in \mathbb{N},
\]

(9)

corresponding to the relativistic LL eigenvectors \(\psi_{\nu, \mathbf{q}} = (\psi^A_{\nu, \mathbf{q}}, \psi^B_{\nu, \mathbf{q}})\), where

\[
\psi^l_{\nu, \mathbf{q}}(\mathbf{r}) \propto e^{iq_y y} e^{-\frac{(x-x_0)^2}{2a^2}} H_{\nu} \left( \frac{x - x_0}{\ell_B} \right),
\]

(10)

with \(x_0(\mathbf{q}) \equiv x_c - \zeta q_y a^2\) indicating the LL center, \(x_c\) the origin of the coordinate axis and \(l = A, B\) the component of the wavefunction associated to the \(\mathcal{A}\) or \(\mathcal{B}\) sublattice, respectively. The function \(H_{\nu}\) is the \(\nu^\text{th}\) Hermite function and \(\ell_B\) is the magnetic length, related to the strain parameter by

\[
\ell_B = \frac{3a}{\sqrt{\tau}}.
\]

(11)

In Fig. 2, we compare the numerically calculated spectrum of \(\hat{H}_0\) in the presence of uniaxial linear strain with the one in the absence of strain, near the \(K\) point. We observe that straining the lattice has generated relativistic LLs as predicted by Eq. (9). In Figs. 3a,b, we compare the eigenstates of \(\hat{H}_0\) corresponding to the first and second LLs at \(k_0 a = 2\pi/3\sqrt{3}\) (or \(q_y = 0\)), denoted \(\phi_{\nu, q_y} = (\phi^A_{\nu, q_y}, \phi^B_{\nu, q_y})\), with the analytical relativistic Landau states \(\psi_{\nu, q_y}\) for \(\nu = 1\) and \(\nu = 2\) respectively. Sufficiently far from \(K\), the (almost) flat LLs become strongly dispersive. This effect originates from the dependence of the LL wavefunction center on momentum, \(x_0(\mathbf{q})\), which we show in Figs. 3c,d. For the
values of \( q_0 \) corresponding to wavefunctions centered near the edge of the system, the hardwall potential lifts these states in energy thus causing a strong dispersion. The energy levels therefore cross the energy gap between two subsequent Landau levels. This is indeed what we expect from the bulk-boundary correspondence for the quantum Hall effect (QHE) that predicts the existence of robust edge modes when the Fermi level sits in the gap between two LLs. Since the dispersion shows opposite slope at the two opposite edges, these modes are obviously chiral. However, we have to recall that on the other valley, the opposite effect will take place as a result of time-reversal symmetry [90]. In the end, no net current can be observed on each edge, unless valley transport can be trapped in the system’s center. The parameters

\[
\hat{H} = \hat{H}_\uparrow + \hat{H}_\downarrow + \hat{H}_\uparrow \downarrow,
\]

where \( \alpha \) is a dimensionless parameter quantifying the interaction strength between the \( \uparrow \) and \( \downarrow \) species. Since the functions \( F_j \) depend on the density of the bosons, this term describes correlated hopping (or density-assisted) processes where the tunneling of \( \downarrow \) atoms between two neighboring sites depends on the number of \( \uparrow \) atoms at these two sites. For the functions \( F_j \), we consider the following expression

\[
F_j(\hat{n}_r, \hat{n}_r + 1) = \frac{1}{3} \sigma_j (\hat{n}_r + 1 - \hat{n}_r),
\]

where \( \sigma_1 = 1 \) and \( \sigma_2 = \sigma_3 = -1 \). As we show below, these functions will generate the artificial strain for the \( \downarrow \) atoms when the density of \( \uparrow \) atoms is inhomogeneous.

The full model reads

\[
\hat{H} = \hat{H}_\uparrow + \hat{H}_\downarrow + \hat{H}_\uparrow \downarrow,
\]

Figure 2. Spectrum of \( \hat{H}_0 \) for \( N_x = 601 \) sites, \( \tau = 0 \) (in light gray) and \( \tau = 0.003 \) (gradient of colors). In the strained case, the color represents the mean position of each eigenstate. The four dots with different markers correspond to the eigenvectors plotted in Fig. 3 using the corresponding marker.

Figure 3. Density corresponding to the eigenfunctions of \( \hat{H}_0 \) for \( N_x = 601 \), \( \tau = 0.003 \) for various values of \( (q_0, \alpha, E) \): (a) \((0, 0.039)\), (b) \((0, 0.055)\), (c) \((0.206, 0.06)\), (d) \((0.179, 0.06)\). Their respective markers correspond to the ones in Fig. 2. While panels (a) and (b) show bulk eigenfunctions of the first and second Landau levels, panel (c) and (d) show corresponding edge states localized at the left edge near \( x = 0 \).
which we solve in the mean-field (MF) approximation for the \( \uparrow \) atoms, described by the discrete Gross-Pitaevskii (GP) equation, and by neglecting the back action of the \( \downarrow \) atoms on the condensate. Within this approximation, the BEC of \( \uparrow \) atoms acts as a background for the \( \downarrow \) atoms and we therefore write the model as \( \hat{H} \simeq \hat{H}_\uparrow^{\text{MF}} + \hat{H}_\downarrow^{\text{MF}} \), where \( \hat{H}_\downarrow^{\text{MF}} \equiv \hat{H}_\downarrow + \hat{H}_\downarrow^{\text{MF}} \). The density operator \( \hat{n}_\uparrow \) is then replaced by its mean value \( \bar{n}_\uparrow(x) \), where we remove the dependence on \( y \) due to the assumption of homogeneity in this direction. After calculating the BEC density profile obtained by solving \( \hat{H}_\downarrow^{\text{MF}} \), we input the solution into \( \hat{H}_\uparrow^{\text{MF}} \). As a result, the \( \downarrow \) atoms experience spatially dependent hopping parameters \( t_{ij}^{\text{eff}} \) that read

\[
\begin{align*}
  t_{11}^{\text{eff}}(x) &= t \left[ 1 - \frac{1}{3} \left( \bar{n}_\uparrow(x) - \bar{n}_\uparrow(x - a) \right) \right], \\
  t_{2,3}^{\text{eff}}(x) &= t \left[ 1 - \frac{1}{3} \left( \bar{n}_\uparrow(x + a/2) - \bar{n}_\uparrow(x) \right) \right].
\end{align*}
\]

In order to recover the linear space dependence needed for uniaxial strain, we consider a parabolic profile

\[
\bar{n}_\uparrow(x) = -\frac{x - x_c}{a^2} + \eta_0,
\]

where the constants \( \eta_0, \eta_1 \) will be specified below and depend on the microscopic parameters of the BEC regime considered. As a result, we obtain

\[
\begin{align*}
  t_{11}^{\text{eff}} &= t \left[ 1 + \frac{2}{3} \frac{\eta_1}{a} (x - x_c) - \frac{\alpha \eta_1}{3} \right], \\
  t_{2,3}^{\text{eff}} &= t \left[ 1 + \frac{1}{3} \frac{\eta_1}{a} (x - x_c) + \frac{\alpha \eta_1}{12} \right],
\end{align*}
\]

which reproduces uniaxial linear strain with \( \tau = 2\alpha \eta_1 \), as described by Eq. (6). We obtain new constant terms appearing in Eq. (19) in comparison to Eq. (6), which result in the vector potential

\[
A = \left( 0, \frac{2\zeta \alpha \eta_1}{9a^2} (x - x_c) - \frac{5\zeta \alpha \eta_1}{36a} \right).
\]

The last term in Eq. (20) shifts the position of the Dirac points. However, such a shift is negligible as long as \( \alpha \eta_1 \ll 1 \), which is the case here. The effect of this term is indeed not observable in the numerical results presented below. Furthermore, note that the LLs energy gaps are not affected because the magnetic field is determined by the derivatives \( \partial_x t_{ij}^{\text{eff}} \).

In the rest of this work, we discuss two regimes where the density profile can be approximated by a parabolic expression Eq. (18): the non-interacting and the Thomas-Fermi (TF) regimes. The former corresponds to the condition \( U = 0 \), whereas the latter is obtained for large \( U \) such that the BEC kinetic energy becomes negligible. In order to correctly identify the TF regime, we compare the energy functionals

\[
\begin{align*}
  E_{\text{trap}}[\Psi_\uparrow] &= \frac{V_c}{2} \sum_{r \in A \cup B} (x - x_c)^2 |\Psi_{\uparrow, r}|^2, \\
  E_{\text{kin}}[\Psi_\uparrow] &= -J \sum_{r \in A, s, j} (\Psi_{\uparrow, r}^* \Psi_{\uparrow, s, j} + \text{h.c.}), \\
  E_{\text{int}}[\Psi_\uparrow] &= \frac{U}{2} \sum_{r \in A, s} |\Psi_{\uparrow, r}|^2 (|\Psi_{\uparrow, r}|^2 - 1).
\end{align*}
\]

with each other, where \( \Psi_{\uparrow, r} = \langle \hat{a}_{\uparrow, r} \rangle \) for \( r \in A \) and \( \Psi_{\uparrow, r} = \langle \hat{b}_{\uparrow, r} \rangle \) for \( r \in B \). The system enters the TF regime when \( E_{\text{kin}} \ll E_{\text{trap}}, E_{\text{int}} \), which is reached for sufficiently large values of \( U \), as shown in Fig. 4.

These two regimes are going to be the focus of our analysis, as they will lead to inhomogeneous hopping coefficients for the \( \downarrow \) atoms described by Eq. (17). The BEC density profiles are shown in Fig. 5, where we also show the corresponding magnetic fields obtained from Eq. (8),

\[
B(x) = \frac{\zeta}{2 \nu_{\text{VF}}} \partial_x (2t_{11}^{\text{eff}} - t_{2,3}^{\text{eff}}),
\]

calculated by neglecting the space dependence of the Fermi velocity.

A. Thomas-Fermi regime for the \( \uparrow \) atoms

We start our analysis by investigating the TF regime, which the gas of \( \uparrow \) atoms enters when the repulsive interactions dominate the kinetic energy. By inspecting Fig. 4, which is obtained for \( V_c = 10^{-6} J/a^2 \) and a number of atoms per stripe \( N^\uparrow = 1.2 \times 10^5 \), we see that we can safely use the TF approximation for \( U \gtrsim 10^{-5} J \).

The corresponding density profile reads

\[
\bar{n}_\uparrow(x) = \frac{1}{U} \left[ \mu - \frac{V_c}{2} (x - x_c)^2 \right],
\]

Figure 4. Comparison of the energy contributions (in units of the harmonic trap energy) for \( N_c = 601, V_c = 10^{-6} J/a^2 \) and \( N^\uparrow = 1.2 \times 10^5 \). The TF regime is reached when the kinetic energy is negligible with respect to the other two contributions, i.e., for sufficiently high values of \( U \). The kinetic energy is shifted by \( 3J \) in order to measure the energy from the bottom of the band.

where $\mu$ is the BEC chemical potential, which we numerically compute from the relation $\mu = E_{\text{tot}}(N+1) - E_{\text{tot}}(N)$, where $E_{\text{tot}} = E_{\text{kin}} + E_{\text{trap}} + E_{\text{int}}$ is the total energy of the BEC. By substituting Eq. (23) into Eq. (17), we find that the effective strain intensity can be expressed in terms of the harmonic trap parameter $V_x$ and the interaction strength $U$ as follows,
\begin{equation}
\tau_{\text{eff}} = \frac{\alpha V_x a^2}{U}.
\end{equation}

In Fig. 6, we show the spectrum of the $\downarrow$ atoms for $U = 10^{-4} J$. The agreement between the numerical results and the analytical predictions in Eq. (9) obtained for $\tau = \tau_{\text{eff}}$ is visible for the first five levels.

By looking at the BEC density in Fig. 5a, we see that the TF radius $R_{\text{TF}} = \sqrt{2\mu/V_x}$ marks a separation between a region with strain ($|x-x_c| < R_{\text{TF}}$) and a region without strain ($|x-x_c| > R_{\text{TF}}$). As a consequence, the spectrum displayed in Fig. 6 will also show features of a homogeneous (i.e., unstrained) honeycomb lattice, as we can conclude by comparison with Fig. 2 (gray lines). The interface between strained and unstrained regions is not a hard wall potential, thus allowing for a penetration length of the wavefunctions from both sides. This fact will therefore induce hybridization events between LLs and planewave states that will result in avoided crossings, some of which are visible in Fig. 6. To distinguish the contribution of the two regions in Fig. 6, we superimpose the spectrum (empty circles) of a strained honeycomb system that only extends over the size of the BEC, namely $L_x = 2R_{\text{TF}}$ with the corresponding value of the strain intensity $\tau = 0.003$. As expected, the LL plateaus are clearly identified together with the edge states branches on the left side of the spectrum ($k_y a < K_y$). Notice that the TF radius sharp boundary has been suggested to host edge modes in other topological interacting models as for the case of spinful bosons, see Ref. [92].

Deviations from the ideal strain physics appear on the right side of the spectrum for $k_y a > 1.25$ and, as indicated by the arrow in the spectrum, a distinct novel branch is present. As pointed out before, the TF radius introduces a separation, or an interface between the two regions. Let us focus, for simplicity, on the left interface at $x \simeq 230a$. If a hard wall were present and we could therefore cut the system into two separate parts, we would have a zig-zag termination for the unstrained region, which admits $E = 0$ edge states for $k_y > K_y$, and LL edge states at energies above the gap for sufficiently large values of $k_y$. However, since the interface is soft, a hybridization between these two types of states takes place, which results in i) a gap-crossing energy branch, as indicated by the arrow in Fig. 6 and ii) a deviation from the ideal case of strained honeycomb lattice, as manifested by the empty markers in Fig. 6 not overlapping with the lines of the spectrum. We show in Fig. 7 that the new branch corresponds to LL edge states in the asymptotic limit of large $k_y$, which is also spectrally observed in Fig. 6. A more quantitative analysis of the interface problem, which is beyond the scope of this work, can be addressed by employing the formalism presented in Ref. [93], which would describe the localized solutions for a relativistic particle near the interface between a region with magnetic field and a region without. However, additional care must be taken near the TF radius, as the profile smoothens out, thus causing sharp changes in the magnetic field at the interface, which are visible in Fig. 5a.

Figure 5. (a) Density profile of the $\uparrow$ atoms in the TF regime for $V_x = 10^{-6} J/a^2$, $N^\uparrow = 1.2 \times 10^5$, $N_x = 601$ and $U = 10^{-4} J$. (b) Density profile of the $\uparrow$ atoms in the non-interacting regime for $V_x = 5.8 \times 10^{-11} J/a^2$, $N^\uparrow = 4.8 \times 10^5$, $N_x = 1401$. The dashed line is the approximate parabolic profile valid for $|x-x_c| \ll \xi$, where $\xi$ is the Gaussian width (see Eq. (26)). The resulting magnetic field (dotted line) is shown in both panels in units of $B_0$, the value of the magnetic field at the center of trap, $x_c$. 

Figure 6. Spectrum of $\hat{H}_{\text{eff}}$ when the BEC of $\uparrow$ atoms is in the TF regime, including a comparison with the spectrum of the strained graphene Hamiltonian $\hat{H}_0$ (empty circles) and the LLs predicted by Eq. (9) (dashed lines). The number of sites along $x$ is $N_x = 601$ and $U = 10^{-4} J$, $V_x = 10^{-6} J/a^2$, $N^\uparrow = 1.2 \times 10^5$, $\alpha = 0.3$. The strain intensity is $\tau_{\text{eff}} = 0.003$. The four dots with different markers correspond to the eigenvectors plotted in Fig. 7 using the corresponding marker.
B. Non-interacting regime for the ↑ atoms

For the non-interacting regime, we take $U = 0$ and we solve the single-particle Hamiltonian for the ↑ atoms. As we will show below, this regime is less ideal for the LL physics, and this is the reason why we present it after the TF regime analysis. The density profile corresponds to the harmonic oscillator ground state, namely a Gaussian profile, as shown in Fig. 5b, which reads

$$
n_\uparrow(x) = \frac{3N \uparrow}{4\sqrt{2\pi}\xi} \exp \left( -\frac{(x-x_c)^2}{2\xi^2} \right), \quad \xi \equiv \sqrt{\frac{3Ja^2}{8V_x}}, \quad (25)
$$

where $\xi$ is the width of the cloud, $x_c$ is the trap minimum position, $N \uparrow$ is the total number of ↑ atoms and the factor $3/4$ is a consequence of the honeycomb geometry. Near the center of the system, i.e. for $|x-x_c| \ll \xi$, the density can be approximated by the parabola

$$
n_\uparrow^{\text{par}}(x) = \frac{3N \uparrow a}{4\sqrt{2\pi}\xi^3} \left[ 1 - \frac{(x-x_c)^2}{2\xi^2} \right]. \quad (26)
$$

By substituting Eq. (26) into Eq. (17) for $\tau_{\text{eff}}$, we obtain the strain parameter

$$
\tau_{\text{eff}} = \frac{3N \uparrow a^3}{4\sqrt{2\pi}\xi^3}. \quad (27)
$$

Differently from the TF regime, the analytical prediction in Eq. (9) is in good agreement with the numerical spectrum only very close to the $K$ point, as shown in Fig. 8. Important differences with the TF regime appear in the spectrum, whose origin can be identified directly from the inspection of the two types of density profiles (see Fig. 5) and traced back to i) the severe deviations of the noninteracting density profile from an ideal parabola and ii) the absence of a sharp transition from a region with strain to a region without it. As a result, we obtain a nonlinear space-dependence of strain, which translates into an inhomogeneous magnetic field that decreases in strength away from the center, see Fig. 5b.

In order to elucidate the consequences of the inhomogeneous magnetic field, let us assume that the magnetic field changes very slowly in space. Within this picture, which we will address as a local-density approximation regime and requires $|x-x_c|$, $\ell_B \ll \xi$, we can approximate the modified magnetic field with a constant $B(x) \approx B(x_0)$, where $x_0$ is the wavefunction center and it depends on the momentum as $x_0 = x_c - \zeta\ell_Bq_y$. As one moves away from the $K$ point, the LL wavefunctions is centered further away from $x_c$. From Eq. (9), we know that the LL energy is proportional to $\sqrt{B(x_0)}$, which therefore translates into a decrease of the LL energies away from the $K$ point. As a result, the impact of inhomogeneous magnetic field corresponds to a deformation of the LLs which bend down away from the $K$ point. To be more quantitative, let us expand the Gaussian profile to the next order in $(x-x_c)/\xi$, yielding

$$
n_\uparrow^{(4)}(x) = \frac{3Na}{4\sqrt{2\pi}\xi^3} \left[ 1 - \frac{(x-x_c)^2}{2\xi^2} + \frac{(x-x_c)^4}{4\xi^4} \right]. \quad (28)
$$

The resulting strain parameter is indeed inhomogeneous and reads

$$
\tau_{\text{eff}}^{(4)}(x) = \tau_{\text{eff}} \left[ 1 - \frac{7a^2 - 30a(x-x_c) + 12(x-x_c)^2}{4\xi^2} \right]. \quad (29)
$$

where $\tau_{\text{eff}}$ is given by Eq. (27). Using the local density approximation, we therefore replace $x \rightarrow x_0 = x_c - \zeta\ell_Bq_y$ and obtain the modified LLs energy levels

$$
\epsilon_v^{(4)} = \pm \frac{t}{2} \sqrt{\frac{\nu}{\tau_{\text{eff}}(1 - \zeta q_ya)}} \times \sqrt{1 - \frac{7a^2}{4\xi^2} - \frac{15\zeta^2\ell_B^2}{2\xi^2} (q_ya - \frac{3\nu}{\alpha^2\xi^2})^2}, \quad (30)
$$

which are shown in Fig. 8. The modified dispersion captures reasonably well the behavior of the lowest LLs, despite the fact that for this choice of parameters the LL wavefunctions are too broad as compared to $\xi$, thus weakening the validity condition of the local density approximation.

IV. NUMERICAL VALIDATION

In this section, we further provide a numerical analysis of the results presented so far by showing a direct comparison of the eigenstates of $\hat{H}_\downarrow$ with the ones...
To minimize these effects, we focus on a certain window without strain or with magnetic field inhomogeneities. The content of these plots can be understood through the TF regime and in Fig. 10b for the non-interacting regime. The results are shown in Fig. 10a for the non-interacting regime, where we superimpose the analytical relativistic Landau levels $\Psi_{\nu,q_y}$ given by Eq. (10) and $\phi_{\nu,q_y}$, decreases as $\alpha$ increases. The impact of the lattice discreteness is expected from the ideal linear strain regime described by the Hamiltonian $\hat{H}_0$ and from the LLs description. In order to establish this comparison, we compute the fidelity $F(\nu, q_y) = |\langle \phi_{\nu,q_y} | \psi_{\nu,q_y} \rangle|^2$ where $\psi_{\nu,q_y}$ denotes the eigenstates of $\hat{H}_0$ and $\phi_{\nu,q_y}$ those of $\hat{H}_0$ corresponding to the $\nu^{th}$ LL. As mentioned in the previous section, the spectrum of $\hat{H}_0$ differs from the one of $\hat{H}_0$ due to regions without strain or with magnetic field inhomogeneities. To minimize these effects, we focus on a certain window in momentum space $q_y \in [q_{y\min}, q_{y\max}]$ centered around the $K$ point where we find high values of fidelity ($F(\nu, q_y) \geq 0.8$) for bulk states in each $\nu^{th}$ LL. The results are shown in Fig. 9a,b for $\nu = 1, 2, 3$ in the TF and the non-interacting regimes. The parameters are chosen as in the previous section.

In both cases, we observe that the eigenstates of $\hat{H}_0$ reach a high fidelity with the ones of $\hat{H}_0$ near the center of the LL, namely near the $K$ point. However, in the non-interacting regime (Fig. 9b), the fidelity decreases as we go away from the $K$ point. This effect originates from the inhomogeneous magnetic field that modifies the wavefunction as compared to the expected ideal LL results. In particular, the magnetic length becomes space dependent and it increases when the magnetic field decreases, thus enlarging the tail of the wavefunctions and therefore lowering the fidelity.

We now discuss how the LL picture correctly describes the results when we change the effective magnetic field, namely the parameter $\alpha$. In particular, we focus on the highest fidelity, denoted by $F_M(\nu) = \max_{q_y} \varphi(\nu, q_y)$, as a function of $\alpha$. The results are shown in Fig. 10a for the TF regime and in Fig. 10b for the non-interacting regime. The content of these plots can be understood through a lengthscale analysis. The smallest lengthscale is the magnetic length $\ell_B$, whereas the largest one (besides the size of the system $L_x$) is related to the BEC size, namely $\xi$ and $\xi_{TF}$ for the non-interacting and the TF regimes, respectively. The relevant lengthscale for LLs physics is the magnetic length $\ell_B$. We therefore conclude that the ideal situation to observe LLs requires $\alpha \ll \ell_B \ll \xi, \xi_{TF}$.

In both regimes, we find that the fidelity $F_M$ is close to 1 for large values of $\alpha$ whereas it drops as $\alpha$ decreases, see Figs. 10a,b. The best scenario is therefore reached for sufficiently large values of $\alpha$. However, when $\alpha$ becomes too large the LL pictures breaks down since the magnetic length $\ell_B$ becomes smaller and lattice spacing effects take place. We can already see this trend for the values of $\alpha$ chosen in this analysis, as shown in Figs. 10c,d. We indeed observe that the fidelity $F_M = \max_{q_y} |\langle \phi_{\nu,q_y} | \Psi_{\nu,q_y} \rangle|^2$ between the analytical relativistic Landau levels $\Psi_{\nu,q_y}$ and $\phi_{\nu,q_y}$ decreases as $\alpha$ increases.
Figure 10. (a), (b) Fidelity $F_M$ as a function of $\alpha (\ell_B)$ for (a) $U = 10^{-4}J, V_x = 10^{-6}J/a^2$, $N^\uparrow = 1.2 \times 10^4$ and (b) for $U = 0, V_x = 5.8 \times 10^{-11}J/a^2$, $N^\uparrow = 4.8 \times 10^7$. (c), (d) Fidelity $F_M$ as a function of $\alpha (\ell_B)$ for the same parameters as in (a) and (b), respectively. The wavefunctions of the dots indicated by roman numbers in (a) and (b) are shown in Fig. 11.

more effective for higher LLs, which have more nodes and thus a less smooth wavefunction, which results in a lower fidelity. A second reason for the drop in fidelity $F_M$ as $\alpha$ increases comes from the asymmetry (or parity breaking) with respect to the center $x_c$ that the wavefunctions manifest and that can be identified by inspecting Fig. 3. There one can recognize that the left peaks of the wavefunctions have different heights with respect to the right peaks, whereas the analytical LL states do not. This feature, which was already noticed in Ref. [94] and caused by terms that have been neglected in the effective Dirac description, is negligible for small strain values but becomes more and more relevant for larger ones, thus causing a distinct mechanism for a mismatch with the ideal LL wavefunctions and the drop in fidelity.

We can therefore conclude that the ideal regime requires a not so large value of $\alpha$ because novel effects that invalidate the LL picture take place, as the condition $\ell_B \gg a$ is not satisfied anymore. On the other side, when $\alpha$ decreases, the wavefunction broadens and the condition $\ell_B \ll \xi, R_{TF}$ breaks down. We may encounter situations where the lowest LL has a very good fidelity (see Figs. 11a,b) when centered near $x_c$ whereas the highest LLs are more strongly affected given their larger size (Figs. 11c,d). In the TF regime, the wavefunctions can indeed cross the interface and hybridize with the planewave solutions of the unstrained region. This effect is shown in Fig. 11c. In the non-interacting regime, one must instead consider the intermediate region where the BEC density is non-parabolic. In this region, the magnetic field is nonuniform as we discussed before, thus implying that the magnetic length acquires a space-dependence and becomes larger as we go away from the center, which in turn broadens the wavefunction, as shown in Figs. 11d.

V. EXPERIMENTAL REALIZATION AND PROBING

In this section, we outline a method to experimentally implement the model discussed in the previous section by using a time-dependent scheme and we then discuss possible detection protocols.

A. Floquet scheme

In order to generate the correlated hopping parameters given in Eq. (17), we combine a Floquet engineering method inspired from Ref. [21] where interactions are modulated in time, and we combine it with the resonant driving scheme analyzed in Ref. [95] for a double-well system. Before discussing the coupling between the $\uparrow$ and $\downarrow$ species, let us briefly review how a resonant Floquet driving scheme can be implemented to engineer tunneling amplitudes in a double-well system. Let us consider a single species ($\downarrow$) described by the time ($\tau$)-dependent Hamiltonian $H(\tau) = \hat{H}_\text{hop} + \hat{V}(\tau)$, where

$$
\hat{H}_\text{hop} = -t \hat{c}_{\downarrow,0}^\dagger \hat{c}_{\downarrow,1} - t \hat{c}_{\uparrow,1}^\dagger \hat{c}_{\downarrow,0} + \Delta \hat{n}_{\downarrow,1},
$$

$$
\hat{V}(\tau) = \mathcal{K}_0 \cos(\Omega \tau) \hat{n}_{\downarrow,0} + \mathcal{K}_1 \cos(\Omega \tau) \hat{n}_{\downarrow,1},
$$

with $\Omega$ the modulation frequency, $\hat{c}_{\downarrow, i}$ ($\hat{c}_{\downarrow, i}^\dagger$) the creation (annihilation) operator of the $\downarrow$ atoms at site $i \in \{0, 1\}$.

Figure 11. Density from the eigenvectors of (long dashed-dotted) $\hat{H}_\text{eff}^\text{res}$ and (dashed) $\hat{H}_0$ corresponding to the circles indicated in Figs. 10a,b for (a), (b) $q_0a = 0$ and (c), (d) $q_0a = -0.00067$. In all panels, we plot only the A component.
and \( \hat{n}_{i,i} \equiv \hat{c}_{i,i}^\dagger \hat{c}_{i,i} \). The parameter \( \Delta \) describes an energy offset between the two sites. Differently from the model in Ref. [95], we have imposed a time modulation for both sites. If the resonant condition \( \Delta = \hbar \Omega \gg J \) is met, we can follow the standard procedure of changing basis to the rotating frame through the unitary transformation \( \hat{R} = \hat{R}_1 \hat{R}_2 \), where

\[
\hat{R}_1(\tau) = e^{i\Omega \tau \hat{n}_{i,i}}, \\
\hat{R}_2(\tau) = e^{i\frac{K_0}{\hbar} \sin(\Omega \tau) \hat{n}_{i,0} + \frac{K_1}{\hbar} \sin(\Omega \tau) \hat{n}_{i,1}}.
\]

(32)

The resulting Hamiltonian transforms into

\[
\hat{H}(\tau) = \hat{R} \hat{H}(\tau) \hat{R}^\dagger - i\hbar \hat{R} \partial_\tau \hat{R}^\dagger
\]

\[
= -t e^{i(\hat{k}_0-\hat{k}_1) \sin(\Omega \tau)/\hbar} e^{i(\hat{r}_0 \hat{c}_{i,0}^\dagger \hat{c}_{i,1} + h.c.)}
\]

(33)

We obtain an effective time-independent Hamiltonian by taking the time-average of \( \hat{H}(\tau) \) which reads

\[
\hat{H}^{\text{eff}} = -t^{\text{eff}} \hat{c}_{i,0}^\dagger \hat{c}_{i,1} + h.c.,
\]

(34)

where \( t^{\text{eff}} = t \mathcal{J}_1((\hat{k}_0 - \hat{k}_1)/\hbar \Omega) \), with \( \mathcal{J}_1(x) \) being the first Bessel function of the first kind. When its argument is much smaller than 1, namely \( \hat{k}_0 - \hat{k}_1 \ll \hbar \Omega \), it can be linearised as \( \mathcal{J}_1(x) \approx x/2 \) thus yielding an effective hopping amplitude

\[
t^{\text{eff}} \approx t \frac{\hat{k}_0 - \hat{k}_1}{2\hbar \Omega}.
\]

(35)

In order to understand how to generate the correlated-hopping term, let us replace \( \mathcal{V}(\tau) \) by an interaction term between the \( \downarrow \) species and the \( \uparrow \) species that reads

\[
\hat{H}_{\uparrow\downarrow} = U_{\uparrow\downarrow}(\tau)(\hat{n}_{\uparrow,0} \hat{n}_{\downarrow,0} + \hat{n}_{\uparrow,1} \hat{n}_{\downarrow,1}),
\]

(36)

where \( U_{\uparrow\downarrow}(\tau) \equiv \mathcal{U} \cos(\Omega \tau) \), as in Ref. [21]. We can then identify \( \mathcal{K}_i = \mathcal{U} \hat{n}_{i,i} \) and apply the resonant driving scheme described before, which yields

\[
t^{\text{eff}} = t \frac{\alpha}{3} (\hat{n}_{\uparrow,0} - \hat{n}_{\uparrow,1}),
\]

(37)

with \( \alpha \equiv 3\mathcal{U}/2\hbar \Omega \). We immediately conclude that the following condition \( |\langle n'_{\uparrow,i} \rangle | (\hat{n}_{\uparrow,0} - \hat{n}_{\uparrow,1}) | n_{\uparrow,i} \rangle | \ll 1 \), where \( \{ n_{\uparrow,i} \} \) labels the Fock states, must be satisfied in order to linearize the Bessel function.

The scheme that we have discussed so far provides the correlated-hopping term that is central to our model of strain in Sec. III. However, the \( \downarrow \) atoms must also possess a dominant tunneling amplitude that is unaffected by the interaction with the \( \uparrow \) atoms. In order to guarantee such a process, we assume that the \( \downarrow \) atoms are prepared in a superposition of two hyperfine states \( |\downarrow\rangle = (|+\rangle + |-\rangle)/\sqrt{2} \). Each component must experience the same optical lattice, and we indicate the corresponding tunneling amplitudes as \( t^+ \) and \( t^- \). However, we only let the \( |-\rangle \) component interact with the \( \uparrow \) atoms. In this configuration, the hopping amplitude of the \( |-\rangle \) component will be renormalized as in Eq. (37), while the hopping amplitude of the \( |+\rangle \) component remains unaffected. The total hopping amplitude for a \( \downarrow \) atom in such a superposition will therefore be given by

\[
t_{\downarrow}^{\text{eff}} = (t^+ + \kappa t^-)/2, \quad \kappa = J_1(2\alpha(\hat{n}_{\uparrow,0} - \hat{n}_{\uparrow,1}))/3.
\]

(38)

The double-well scheme that we have discussed must be applied to an extended honeycomb lattice in order to reproduce uniaxial strain. We have identified two possible implementations, which we sketch in Fig. 12. The first scheme consists in applying an energy offset on each lattice site that grows along the \( x \) axis. The Floquet results presented for the double-well case apply here to the hopping between two neighboring sites of the honeycomb lattice after identifying site 1 as the one with the highest energy offset and site 0 as the one with the lowest energy offset. The generalization of Eq. (37) to the honeycomb lattice is therefore

\[
t_{\downarrow}^{\text{eff}} = t^{\text{eff}} \frac{\alpha}{3} \sigma_{\downarrow} (\hat{n}_{\uparrow,x+\delta} - \hat{n}_{\uparrow,x}), \quad \mathbf{r} \in \mathcal{A}
\]

(39)

with \( \sigma_{\downarrow} = 1 \) and \( \sigma_{\uparrow} = -1 \), which is exactly what we studied in the previous sections.

The second scheme presents an offset \( \langle \Delta \rangle \) only for the \( \mathcal{A} \) sublattice and none for \( \mathcal{B} \) sublattice. In the double-well representation, this means that the site 0 is always a \( \mathcal{A} \) site and the site 1 is always an \( \mathcal{A} \) site. The effective hopping amplitude in this case reads

\[
t_{\downarrow}^{\text{eff}} = t^{\text{eff}} \frac{\alpha}{3} (\hat{n}_{\uparrow,x} - \hat{n}_{\uparrow,x+\delta}), \quad \mathbf{r} \in \mathcal{A}.
\]

(40)

Therefore, by following the same reasoning as the one leading to Eq. (20), the vector potential \( \mathbf{A} \) for the present configuration is given by

\[
\mathbf{A} = \begin{pmatrix} 0, & \xi / 3a^2 (x-x_c) - \xi \hbar \tau / 12a \end{pmatrix},
\]

(41)

which corresponds to a magnetic field larger by a factor of 3. The corresponding LLs energies are

\[
\epsilon^{\text{LL}}_\nu(q_y) = \pm \sqrt{\nu \epsilon^{\text{eff}}_\nu / 2} \sqrt{1 - \xi q_y a}, \quad \nu \in \mathbb{N}.
\]

(42)

For \( \nu = 1 \), the energy gap is thus larger by a factor \( \sqrt{3} \). As this scheme provides a larger gap, it would be more suitable for the experimental detection of LL physics.

Figure 12. Two possible Floquet engineering schemes of strain as described in the main text. (a) Energy offset \( \Delta \) linearly growing in the \( x \) direction. (b) Homogeneous energy offsets \( \Delta \) only on the \( \mathcal{A} \) sites.
B. Further effects and probing methods

In the discussion above, we have not considered the possible renormalization of the hopping parameter $J$ of the $\uparrow$ atoms due to the time modulation of interactions. As presented in Ref. [21], if no energy offset is experienced by the $\uparrow$ atoms and if $\Omega \gg J, \mathcal{U}$ then the hopping amplitude for the $\uparrow$ bosonic atoms is renormalized as $J \rightarrow J_{\text{eff}} = J \mathcal{J}_0(\alpha(n^0_\uparrow - n^0_\downarrow))$. When the argument of the Bessel function is sufficiently small, the hopping amplitude is unaffected and no back action of the $\downarrow$ atoms takes place onto the $\uparrow$ atoms. This condition can be met when the density of $\downarrow$ atoms is small or when it is homogeneous. So far, we have not specified the statistics of $\downarrow$ atoms. If we consider a Fermi gas of $\downarrow$ atoms, we may have both conditions met at once because Pauli exclusion principle will prevent the onsite density to exceed one atom per site and it will also broaden the density distribution in the presence of a harmonic trap. The latter may result in a very flat density profile over the range occupied by the BEC of $\uparrow$ atoms. If we consider a gas of bosonic $\downarrow$ atoms, we will instead have to enforce a low density or a homogeneous distribution in order to prevent the back action on the $\uparrow$ atoms. Despite the arguments presented here to neglect back action effects, it would nevertheless be interesting to include those, as they will provide a distinct opportunity to enrich the strain picture discussed in this work with dynamical effects.

A separate discussion for the actual implementation of the model concerns the trapping potential. The strain model that we have analyzed requires a strongly anisotropic harmonic trap experienced by the BEC of $\uparrow$ atoms with $\omega_x \gg \omega_y$, where $\omega_{x,y}$ are the harmonic trapping frequencies in the two spatial directions. In this work we have actually considered $\omega_y \rightarrow 0$ to simplify the theoretical analysis. However, we have not included trapping effects on the $\downarrow$ atoms, assuming that one can independently control the confinement of the two atomic species. In this case, several scenarios are possible, which affect the back action discussed before and the corresponding probing methods. When the harmonic trap is absent or negligible, we obtain the picture discussed in this work for the single-particle spectrum. However, in the presence of a strong confinement and for fermionic $\downarrow$ atoms, we will have the opportunity to reveal the presence of LL physics when the corresponding Fermi level at the center of the system is fixed between the LL gaps. In this case, LLs will manifest through jumps in the density profile that will confer the typical wedding cake structure to the fermionic gas, see Ref. [83]. Near these jumps, which are going to be partly smeared out because the LLs are not perfectly flat, we also expect to find valley-dependent edge modes that represent a clear signature of the valley Hall physics.

In order to directly probe the properties of LLs, there are several available techniques that can be employed. One possibility is to monitor the real space dynamics of a wave packet (either for fermions or for bosons) of $\downarrow$ atoms near the $K$ point, which will exhibit a cyclotron motion as shown in Ref. [83]. Another possibility applies to a uniform fermionic gas of $\downarrow$ atoms at half-filling. In this case, circular lattice shaking will allow to spectroscopically resolve the LLs by measuring the absorbed energy. Moreover, band mapping techniques make possible to identify valley dependent absorption processes, thus allowing to extract the corresponding valley dichroism [47].

VI. CONCLUSIONS

In this work, we have presented a strategy to generate a strain field in optical lattices that is implemented by coupling an atomic species to a trapped BEC via well-tailored density-assisted tunneling terms. By changing the shape of the BEC profile or the type of density-assisted tunneling terms, generic strain profiles can in principle be generated. We have focused on the implementation of uniaxial linear strain applied along one of the three crystalline axes of the lattice, which is realized by considering a strongly-anisotropic harmonic trapping potential. We have then discussed two limits of interest, namely the non-interacting and the Thomas-Fermi limits. After investigating the spectral features, we have identified the Thomas-Fermi regime as most suitable to reproduce the ideal linear strain configuration. Indeed, this regime minimizes the effects of regions with inhomogeneous magnetic field and requires smaller atomic clouds. At the same time, the Thomas-Fermi regime may also provide an interesting scenario to study the effect of quantum fluctuations originating from the phonon modes of the BEC or the effect of exciting the collective modes of the BEC, which would provide time-dependence to the synthetic gauge field. Some of these effects have a correspondence in solid-state system and originate from the lattice vibrations of the crystal. An other interesting scenario which is more specific to cold atoms is to investigate the strongly-interacting regime for the bosonic gas near the Mott insulator phase. In this case, low filling and strong quantum fluctuations would provide a very different regime as compared to what is studied in solid state materials. Our results therefore suggest a distinct direction to investigate the interplay of dynamical gauge fields, as realized through synthetic strain fields, and quantum matter with ultracold atoms.
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