LINDELOF PRINCIPLE FOR DOMAINS IN $\mathbb{C}^2$ OF FINITE TYPE

BAILI MIN

Abstract. Recall the Lindelöf principle for the unit disc in $\mathbb{C}$. In this paper we will show some results about the Lindelöf principle with admissible convergence for domains in $\mathbb{C}^2$ of finite type.

1. Background

Recall the classical Lindelöf principle:

Theorem 1.1. Let $f$ be a bounded holomorphic function on the unit disc $D \subseteq \mathbb{C}$. Suppose that the radial limit

$$\lim_{r \to 1^-} f(re^{i\theta}) \equiv \lambda \in \mathbb{C}$$

of $f$ exists at the boundary point $e^{i\theta}$. Then $f$ has nontangential limit $\lambda$ at $e^{i\theta}$.

For several complex variables, we would like to find an analogous theorem. But what kind of convergence should we have for domains in $\mathbb{C}^n$, $n \geq 2$? Strongly pseudoconvex domains have been well studied, can we generalize results for the case of finite type?

Here we must mention the notion of finite type. The type of a boundary point describes the order of contact at this point. If a domain is strictly pseudoconvex then it is also of finite type, but the converse is false. For the history of the notion of finite type and the modern techniques, please refer to [1], [2], [5], [6], and [8].

In the case of a single complex variable, the appropriate approach region is the non-tangential one, while in the case of several complex variables, we are more interested in the admissible approach regions, because for these regions, in both strongly pseudoconvex and finite type cases, the Fatou theorem works (see [9], [17], [13], [15] and [16]), and they are sharp (see [7] and [14]). So we wonder: is there a Lindelöf principle for domains in $\mathbb{C}^n$, $n \geq 2$ with admissible convergence? However, it turns out to be false as we can construct a counter example (see [4]).

But it is true for another kind of convergence, that is, hypoadmissible convergence:

Theorem 1.2. Let $B \subseteq \mathbb{C}^n$ be the unit ball. Let $f$ be a bounded holomorphic function and fix $P \in \partial B$. If the limit

$$\lim_{r \to 1^-} f(rP) \equiv \lambda \in \mathbb{C}$$
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exists, then for any sequence \( \{z^{(j)}\}_{j=1}^{\infty} \subseteq B \) that approaches \( P \) hypoadmissibly, we have
\[
\lim_{j \to \infty} f(z^{(j)}) = \lambda.
\]

More details, including the definition of hypoadmissible convergence, can be found in [9], [3], and [10].

We still wonder how we can have the admissible limit, because it has been shown that admissible approach regions are optimal to some extent, for domains strongly pseudoconvex, and even further of finite type, and it is strictly stronger than hypoadmissible convergence.

In this paper I would like to provide two main results with admissible convergence, dealing with domains in \( \mathbb{C}^2 \) of finite type. They are Theorem 2.5 and Theorem 3.2, both based on the study of the shape of the admissible approach regions and the work on strongly pseudoconvex domains.

Throughout the text, let \( \Omega \) be a domain of finite type in \( \mathbb{C}^2 \), characterized by a defining function \( \rho \), with \( m \geq 2 \) being the maximal type. Suppose that \( (1,0) \) is on the boundary, and its normal direction is \( (1,0) \). We also suppose that \( \frac{\partial \rho}{\partial z^1} \) and \( \frac{\partial \rho}{\partial z^2} \) do not vanish at \( (1,0) \).

2. T-APPROACH

There are some interesting results by Krantz in [11], which give admissible convergence. But in that paper, the work is done for strongly pseudoconvex domains. Here we can generalize them for domains of finite type in \( \mathbb{C}^2 \).

2.1. Shape of the admissible approach region. Suppose \( \omega^0 = (\omega_1^0, \omega_2^0) \in \partial \Omega \). Then, in a small neighborhood \( V = V_{\omega^0} \) of \( \omega^0 \), the complex holomorphic tangential vector field has a basis \( L + iT \), where \( L = -\frac{\partial \rho}{\partial z^2}\frac{\partial }{\partial z_1} + \frac{\partial \rho}{\partial z^1}\frac{\partial }{\partial z_2} \) and \( T = -\frac{\partial \rho}{\partial z_1} \frac{\partial }{\partial z_2} + \frac{\partial \rho}{\partial z_2} \frac{\partial }{\partial z_1} \).

Then we can find a transverse vector field \( T \) such that \( L, T \) and \( T \) span the tangent space to \( \partial \Omega \) at any point in \( V \). Therefore, if \( \mathcal{L}_{k-1} \) is an iterated commutator of degree \( k-1 \), we have \( \mathcal{L}_{k-1} \equiv \lambda_{k-1} T \mod(L,T) \). Define \( \mathcal{L}_k = [L, \mathcal{L}_{k-1}] \). Let \( \mathcal{M}_k \) be the collection of all these linearly independent iterated commutators with degree less or equal to \( k \). Suppose \( \mathcal{L} \in \mathcal{M}_k \), and that \( \lambda_{\mathcal{L}} \) is the coefficient function of \( T \) in the sense that \( \mathcal{L} \equiv \lambda_{\mathcal{L}} T \mod(L,T) \). Then we can define \( \Lambda_k(z) \) and \( D(z) \) by:
\[
\Lambda_k(z) = \sqrt{\sum_{\mathcal{L} \in \mathcal{M}_k} \lambda_{\mathcal{L}}^2(z)},
\]
\[
D(z) = \inf_{2 \leq k \leq \pi} \left( \frac{\delta(z)}{\Lambda_k(\pi(z))} \right)^{1/k},
\]
where \( \pi \) is the Euclidean normal projection and \( \delta(z) = |z - \pi(z)| \) is the ordinary distance of \( z \) to the boundary.

A polarization \( R(z,w) \) of \( \rho \) is a \( C^\infty \) complex-valued function satisfying that \( R(z,z) = \rho(z) \), \( \overline{\partial}_z R(z,w) \) vanishes to infinite order on \( z = w \) and \( R(z,w) - \overline{R}(w,z) \) vanishes to infinite order on \( z = w \).

The admissible approach region at \( (1,0) \) is then defined by
\[
\begin{align*}
|\pi(z) - (1,0)| &< \alpha D(z), \\
\left| R(\pi(z), (1,0)) \right| &< \Lambda^\alpha D(1,0),
\end{align*}
\]
We want to estimate $R(\pi(z), (1, 0))$. First let $\pi(z) = (w_1, w_2)$.

By definition, $R((w_1, w_2), (1, 0))$ is a holomorphic function. We can expand it into a formal series around the point $(1, 0)$. Ignoring higher terms, we know that $\mathcal{A}_1(1, 0)$ is comparable to the region defined by

$$
\begin{align*}
\left\{ (w_1, w_2) \right. & \left. \mid \begin{array}{c}
|w_1 - 1| < \delta(z), \\
|c_1(w_1 - 1)^{k_1} + c_2(w_1 - 1)^{k_2}w_2^{k_3} + c_1w_2^{k_4}| < \Lambda D(z)(1, 0),
\end{array} \right. \\
\end{align*}
$$

(2.2)

where $c_i$’s are complex numbers and $k_i$’s are positive integers.

As we estimate $D(z)$ and $\Lambda^{\alpha D(z)}(1, 0)$ (see [14]), we know that this region sits inside, up to comparability, the one defined by

$$
\begin{align*}
\left\{ (w_1, w_2) \right. & \left. \mid \begin{array}{c}
|w_1 - 1| < \delta(z)^{\frac{k}{2}}, \\
|c_1(w_1 - 1)^{k_1} + c_2(w_1 - 1)^{k_2}w_2^{k_3} + c_1w_2^{k_4}| < \delta(z)^{k},
\end{array} \right. \\
\end{align*}
$$

(2.3)

where $k > 0$.

By solving the inequalities, we know that it is comparable to the region given by

$$
\begin{align*}
\left\{ (w_1, w_2) \right. & \left. \mid \begin{array}{c}
|w_1 - 1| < \delta(z)^{k_5}, \\
|w_1 - 1| < \delta(z)^{k_6},
\end{array} \right. \\
\end{align*}
$$

(2.4)

which is also comparable to, by doing the same analysis as in [14],

$$
\begin{align*}
\left\{ (z_1, z_2) \right. & \left. \mid \begin{array}{c}
|(z_1, z_2) - (1, 0)| < \delta(z)^{\frac{1}{m}}, \\
|w_1 - 1| < \delta(z)^{k_5},
\end{array} \right. \\
\end{align*}
$$

(2.5)

We have

$$
|z_1 - 1| \leq |z_1 - w_1| + |w_1 - 1|
$$

(2.6)

and

$$
|z_1 - w_1| \sim \delta(z), |w_1 - 1| < \delta(z)^{k_5}.
$$

CASE ONE: $k_5 \geq 1$.

In this case we have $|z_1 - 1| \lesssim \delta(z)$. So up to some comparability, the region [2.7] is inside

$$
\begin{align*}
\left\{ (z_1, z_2) \right. & \left. \mid \begin{array}{c}
|(z_1, z_2) - (1, 0)| < \delta(z)^{\frac{1}{m}}, \\
|z_1 - 1| < \delta(z),
\end{array} \right. \\
\end{align*}
$$

(2.8)

CASE TWO: $k_5 < 1$.

In this case we have $|z_1 - 1| \lesssim \delta(z)^{k_5}$. Therefore we have

$$
\begin{align*}
\left\{ (z_1, z_2) \right. & \left. \mid \begin{array}{c}
|(z_1, z_2) - (1, 0)| < \delta(z)^{\frac{k_5}{k_5 m}} < \delta(z)^{\frac{k_5}{m}}, \\
|z_1 - 1| < \delta(z)^{k_5}.
\end{array} \right. \\
\end{align*}
$$

(2.9)

Therefore we can conclude that:

**Proposition 2.1.** There is a region $\mathcal{A}$ that is comparable with $\mathcal{A}_1(1, 0)$ and is lying inside the region bounded by

$$
|(z_1, z_2) - (1, 0)|^m = |z_1 - 1|.
$$

Then following the Krantz’ arguments in [11], we can get some similar results, to be discussed in the following subsections.
2.2. Bounded holomorphic functions. First we define a two-dimensional and totally real region:

\[ T = \{(s + i0, t + i0) \in \Omega : s, t \in \mathbb{R}, 0 < s < 1, 0 < |t| < \sqrt{1 - s}\}. \]

Then for \( j = 1, 2, \ldots \), we define

\[ \Omega_j = \{(z_1, z_2) \in \Omega : 1 - 2^{-j} \leq \Re z_1 < 1 - 2^{-j-1}, |\Im z_1| < 2^{-j} \text{ and } |z_2| < \sqrt{2^{-j}}\}. \]

For each \( \Omega_j \), the map

\[ \varphi_j(z_1, z_2) = (2^j - j_0 (z_1 - 1) + 1, \sqrt[4]{2^j - j_0} z_2) \]

gives a biholomorphic mapping from \( \Omega_j \) onto a region \( \Omega_{j_0} \), where \( j_0 \) is a positive integer.

By Proposition (2.1), we have

\[ \mathcal{A} \subseteq \bigcup_{j=1}^{\infty} \Omega_j = \bigcup_{j=1}^{\infty} \varphi_j^{-1}(\Omega_0). \]

**Proposition 2.2.** Let \( f \) be a bounded holomorphic function in \( \Omega \). If

\[ \lim_{T \ni z \rightarrow (1,0)} f(z) = 0, \]

then

\[ \lim_{\mathcal{A} \ni z \rightarrow (1,0)} f(z) = 0. \]

**Proof.** First we see that \( \varphi_j \) maps \( T \cap \Omega_j \) onto \( T \cap \Omega_{j_0} \).

For each \( j \), construct

\[ g_j = f \circ \varphi_j^{-1} : \Omega_{j_0} \rightarrow \mathbb{C}. \]

They are uniformly bounded, so they form a normal family, and therefore we can find \( g_0 \), a subsequential limit function.

Note that \( g_0 \) vanishes on \( T \cap \Omega_{j_0} \), a totally real two-dimensional region. It follows that \( g_0 \) vanishes identically.

For any compact set \( K \subseteq \Omega_{j_0} \) such that

\[ \mathcal{A} \subseteq \bigcup_{j=1}^{\infty} \varphi_j^{-1}(K), \]

we know that \( g_j \rightarrow 0 \) uniformly on \( K \). Therefore \( f \) has \( \mathcal{A} \)-admissible limit 0. \( \square \)

**Remark 2.3.** As seen in the analysis above, the crucial part is \( \mathcal{A} \subseteq \bigcup_{j=1}^{\infty} \Omega_j = \bigcup_{j=1}^{\infty} \varphi_j^{-1}(\Omega_0) \). If we have more information about types of points near \((1,0)\), we may make \( T \) sharper.

Now define a two-dimensional, totally real manifold

\[ \mathcal{S} = \{(s + i\rho_1(s, t), t + i\rho_2(s, t)) : (s, t) \in T\}, \]

where \( \rho_i(s, t) : T \rightarrow \mathbb{R} \) is a \( C^2 \) function, \( i = 1, 2 \).

Then we have

**Proposition 2.4.** Let \( f \) be a bounded holomorphic function in \( \Omega \). If

\[ \lim_{\mathcal{S} \ni z \rightarrow (1,0)} f(z) = 0, \]
then
\[
\lim_{\mathcal{A}(z) \to (1,0)} f(z) = 0.
\]

**Proof.** Suppose
\[
(2.11) \quad \varphi_j(\mathcal{T} \cap \Omega_j) = \tau_j(T \cap \Omega_{j_0}),
\]
then each \(\tau_j\) has bounded derivatives. So we can find a subsequence \(\{\tau_{j_k}\}\) that converges uniformly on compacta to \(\tau_0\). By the relation (2.11) and the definition of \(g_j\), we know there exists a convergent subsequence \(\{g_{j_k}\}\) with the limit \(g_0\).

Let \(\mathcal{R}_0\) be the graph of \(\tau_0\) over \(T \cap \Omega_{j_0}\). We observe that \(\mathcal{R}_0\) is a totally real, two-dimensional manifold.

We claim that \(g_0\) vanishes on \(\mathcal{R}_0\). It is true because for any \(w \in \mathcal{R}_0\), there exists a point \(z_{j_k} \in \mathcal{T} \cap \Omega_{j_k}\) such that \(\varphi_{j_k}^{-1}(w) = z_{j_k}\). We then know that \(\{z_{j_k}\}\) lies in \(\mathcal{T}\) and approaches to \((1,0)\) as \(k \to \infty\). By the hypothesis we know that
\[
(2.12) \quad \lim_{k \to \infty} f \circ \varphi_{j_k}^{-1}(w) = 0,
\]
and therefore the claim is verified.

So we can again conclude that \(g_0 \equiv 0\) and it then follows that \(f\) has \(\mathcal{A}\)-limit 0 at \((1,0)\). \(\square\)

2.3. Normal functions. First recall that holomorphic function \(f : \Omega \to \hat{\mathbb{C}}\) is normal if the derivative \(\nabla f\) is bounded from the Kobayashi metric on \(\Omega\) to the spherical metric on \(\hat{\mathbb{C}}\). This is a generalization of the normal functions of a single complex variable. For more details, please refer to [4].

**Theorem 2.5.** Let \(f\) be a normal holomorphic function in \(\Omega\). If
\[
\lim_{\mathcal{A}(z) \to (1,0)} f(z) = 0,
\]
then
\[
\lim_{\mathcal{A}(z) \to (1,0)} f(z) = 0.
\]

**Proof.** Let \(D\) be the unit disc in \(\mathbb{C}\). Consider a holomorphic mapping \(\psi : D \to \Omega_{j_0}\) with \(\psi(0) = p \in \Omega_{j_0}\). We may take it to be an extremal function for the Kobayashi metric at the point \(p\).

Define a function \(\mu_j : D \to \hat{\mathbb{C}}\):
\[
\mu_j = f \circ \varphi_j^{-1} \circ \psi.
\]

It then follows
\[
(2.13) \quad |\mu_j'(0)| \leq |\nabla f(\varphi_j^{-1}(p))| \left|\left(\varphi_j^{-1} \circ \psi\right)'(0)\right|.
\]

We notice that \(|\nabla f(\varphi_j^{-1}(p))|\) is bounded from the Kobayashi metric on \(\Omega\), and \(\left|\left(\varphi_j^{-1} \circ \psi\right)'(0)\right|\) is the reciprocal of the Kobayashi metric for \(\Omega_j\) at \(\varphi_j^{-1}(p)\). We also notice that the Kobayashi metric on \(\Omega\) is smaller than that on \(\Omega_j\). Therefore we can see that \(|\mu_j'(0)|\) is bounded on compact subset of \(D\), and this bound is independent of \(j\), and the choice of \(p\) in a compact subset \(K \subseteq D\). By composing a M"{o}bius transformation we can have a similar estimate for \(\mu_j'\) at any point of a compact subset of \(D\).

Therefore we can find a normally convergent subsequence \(\{\mu_{j_k}\}\) of \(\mu_j'\) with the limit function \(\mu_0'\). Consequently, \(\{\mu_{j_k} = g_{j_k} \circ \psi\}\) is also convergent, and so is \(\{g_{j_k}\}\), with the limit function \(g_0\).
As shown in the proof of the previous theorem, we can obtain a totally real, two-dimensional manifold \( T_0 \), the graph of \( \tau_0 \), a subsequential limit of \( \{ \tau_j \} \). We can further deduce that \( g_0 \) vanishes on \( T_0 \), then get that \( g_0 \equiv 0 \) and finally conclude that \( f \) has \( A \)-limit 0 at \((1, 0)\).

\[ \Box \]

3. Boundary approach

Suppose \( f \) is a bounded holomorphic function on \( \Omega \) such that \( |f(z)| \leq 1 \) for any \( z \in \Omega \). For \( P \in \partial \Omega \), the boundary value \( |f(P)| \) is defined to be \( \lim \sup_{\Omega \ni z \to P} |f(z)| \in \mathbb{R} \cup \{ \infty \} \).

There are some interesting discoveries in [12] and [4] concerning the boundary curves. The result in [12] of Lehto and Virtanen states that if \( \lim_{t \to 1^-} |f(\gamma(t))|=0 \) where \( f \) is a normal function in \( D \subseteq \mathbb{C} \) and \( \gamma: [0, 1] \to \overline{D} \) is such a curve that \( \gamma(1)=P \in \partial D \), then \( f \) has non-tangential limit 0 at \( P \). For several complex variables, Cima and Krantz gives a similar result for hypoadmissible convergence in [4], which adopts complex normal curves. Recall that \( \gamma: [0, 1] \to \partial \Omega \) is complex normal if \( \langle \gamma'(t), \nu_{\gamma(t)} \rangle \neq 0 \) for all \( 0 \leq t \leq 1 \). Then their theorem states:

**Theorem 3.1.** Let \( \Omega \subset\subset \mathbb{C}^n \) be a domain with \( C^2 \) boundary. Let \( \gamma: [0, 1] \to \partial \Omega \) be a \( C^2 \) curve which is complex normal. Let \( f: \Omega \to \mathbb{C} \) be a normal and assume \( f \in H^p(\Omega), p>4n \). Suppose that

\[ \lim_{t \to 1^-} |f(\gamma(t))| = 0. \]

Then \( f \) has hypoadmissible limit 0 at \( P \equiv \gamma(1) \).

However, there is no way to get an admissible limit. Let us consider this domain

\[ \Omega_2 = \{(z_1, z_2) \in \mathbb{C}^2 : |z_1|^2 + |z_2|^4 < 1\}, \]

which is not strongly pseudoconvex but still of finite type.

Consider the bounded holomorphic function

\[ f(z) = f(z_1, z_2) = \frac{z_2^4}{1-z_1}. \]

We notice that \( f \) has a radial limit 0. If there exists a complex normal curve terminating at \((1, 0)\), along which \( f \) has a limit \( \lambda \neq 0 \), then according to some other results in [4] by Cima and Krantz, \( f \) should have a hypoadmissible limit \( \lambda \) and thus radial limit \( \lambda \), which gives a contradiction. This means, along any complex normal curve, if \( f \) has a limit, then this limit must be 0. Or we can just check this curve \( \varphi(t) = (e^{it}, 0), 0 \leq t \leq \frac{\pi}{2} \), and note that it is complex normal and along it \( f \) has the limit 0.

However, this does not yield the admissible limit 0, as we can find a sequence of points \( \{z^{(k)}\}_{k=0}^{\infty} \) with \( z^{(k)} = (1-2^{-4k}, 2^{-k}) \), which are in an admissible approach region, and

\[ f(z^{(k)}) = \frac{2^{-4k}}{2^{-4k}} = 1. \]

Therefore we have the limit

\[ \lim_{k \to \infty} f(z^{(k)}) = 1. \]

So we need to put stricter conditions.
Suppose
\[ \lim_{t \to 1^-} f(\varphi(t)) = \ell \]
for any boundary curve \( \varphi : [0, 1] \to \partial \Omega \) with \( \varphi(1) = (1, 0) \). We hope to find a Lindelöf principle for this case, that is, we wish that \( f \) had the admissible limit \( \ell \) at \( (1, 0) \).

Since the boundary values of \( f \) are defined through nontangential limit and along all cuvers near \( (1, 0) \), \( |f| \) is defined, we may assume that there exists a neighborhood \( W \subset \partial \Omega \) of \( (1, 0) \) such that
\[ \lim_{w \to (1, 0)} f(w) = \ell, \]
and may even assume that \( W \) is also part of the boundary of another domain \( V \) inside \( \Omega \) that is of \( C^2 \) boundary, and \( f \) has the nontangential limit at every point in \( W \).

As stated in the previous section, we may just consider the region \( A \) which is comparable with \( A_1(1, 0) \). So we hope to get this result:
\[ \lim_{A \ni z \to (1, 0)} |f(z) - f((1, 0))| = 0. \]

So we begin to estimate \( |f(z) - f((1, 0))| \).

First we have the triangle inequality
\[
|f(z) - f((1, 0))| \leq |f(z) - f((1, 0) - \frac{1}{k} \nu)|
+ |f((1, 0) - \frac{1}{k} \nu) - f((1, 0))| \tag{3.3}
\]
for any \( k \in \mathbb{N} \), where \( \nu \) is the outward unit normal vector at \( (1, 0) \).

We have no worry about the second expression because it has the limit 0 when \( k \to \infty \), so we hope to have the limit 0 for the first expression. To see this, we use Poisson integral over \( \partial V \). So it turns out to be the problem to estimate in terms of Poisson kernels.

For any positive \( \varepsilon \) small enough, define
\[ W_\varepsilon = \{ P \in W : |P - (1, 0)| < \varepsilon^3 \}, \]
then \( \sigma(W_\varepsilon) \sim \varepsilon^9 \).

\[
|f(z) - f((1, 0) - \frac{1}{k} \nu)| \leq \int_{\partial V - W_\varepsilon} |P(z, \zeta) - P((1, 0) - \frac{1}{k} \nu, \zeta)||f(\zeta)| \, d\sigma(\zeta)
= \int_{\partial V - W_\varepsilon} |P(z, \zeta) - P((1, 0) - \frac{1}{k} \nu, \zeta)||f(\zeta)| \, d\sigma(\zeta) \ldots (\ast) \tag{3.4}
+ \int_{W_\varepsilon} |P(z, \zeta) - P((1, 0) - \frac{1}{k} \nu, \zeta)||f(\zeta)| \, d\sigma(\zeta) \ldots (\ast \ast)
\]

We are not worried about \((\ast)\) because on \( \partial V - W_\varepsilon \), as \( z \) is approaching to \( (1, 0) \) and \( k \) is tending to \( \infty \), \( \zeta \) is away from the singularities of the Poisson kernels, and \( |f(\zeta)| \) is bounded. Therefore the expression \((\ast)\) has the limit 0.

We know that \( P(z, \zeta) \) is comparable to \( \delta(z)/|z - \zeta|^4 \), so we want to estimate, for \( \zeta \in W_\varepsilon \),
\[
|\frac{\delta(z)}{|z - \zeta|^4} - \frac{\delta((1, 0) - \frac{1}{k} \nu)}{|(1, 0) - \frac{1}{k} \nu - \zeta|^4}|. \tag{3.5}
\]
If \( C_1 \varepsilon < \delta(z) < C_2 \varepsilon \) and \( C_3 \varepsilon < \frac{1}{k^2} < C_4 \varepsilon \), we have
\[
|z - \zeta|^4 \geq (\delta(z))^4 > C_4^4 \varepsilon^4
\]
and
\[
|(1, 0) - \frac{1}{k^2} \nu|^4 = (\frac{1}{k^2})^4 > C_3^4 \varepsilon^4.
\]

We also need their upper bounds. By the triangle inequality we know that
\[
|z - \zeta| \leq |z - (1, 0)| + |\zeta - (1, 0)|.
\]

Since \( z \in \mathcal{A} \), as shown in [23], there is the relation \(|z - (1, 0)| < \delta(z)^{\frac{1}{8}}\).
By the definition of \( W_\varepsilon \), we have \(|\zeta - (1, 0)| < \varepsilon^3\). So we can estimate that
\[
|z - \zeta| < C_6 \varepsilon^\frac{1}{8}.
\]
However, we estimate that
\[
|(1, 0) - \frac{1}{k^2} \nu - \zeta| \leq |(1, 0) - \frac{1}{k^2} \nu - (1, 0)| + |\zeta - (1, 0)| < C_7 \varepsilon.
\]
Therefore we have
\[
\left| \frac{\delta(z)| (1, 0) - \frac{1}{k^2} \nu - \zeta|^4 - \frac{1}{k^2} |z - \zeta|^4}{\frac{1}{k^2} |z - \zeta|^4} \right| < C_8 \varepsilon^3 \cdot (\varepsilon^{\frac{1}{8}})^4 = C_8 \varepsilon^{\frac{11}{8}}.
\]
Now we can estimate that
\[
\frac{\delta(z)| (1, 0) - \frac{1}{k^2} \nu - \zeta|^4 - \frac{1}{k^2} |z - \zeta|^4}{\frac{1}{k^2} |z - \zeta|^4} = \frac{|(1, 0) - \frac{1}{k^2} \nu - \zeta|^4 - \frac{1}{k^2} |z - \zeta|^4}{|z - \zeta|^4| (1, 0) - \frac{1}{k^2} \nu - \zeta|^4}
\]
\[
\leq \frac{C_6 |\delta(z)| (1, 0) - \frac{1}{k^2} \nu - \zeta|^4 - \frac{1}{k^2} |z - \zeta|^4}{C_6 |z - \zeta|^4| (1, 0) - \frac{1}{k^2} \nu - \zeta|^4}
\]
\[
< \frac{C_9}{\varepsilon^8} \cdot C_8 \varepsilon^{1 + \frac{1}{8}}
\]
\[
= \frac{C_{10}}{\varepsilon^{7 - \frac{1}{8}}}
\]

Therefore, by the boundedness of \( f \) on the boundary, we see that
\[
\int_{W_\varepsilon} \left| P(z, \zeta) - P((1, 0) - \frac{1}{k^2} \nu, \zeta)|f(\zeta)| d\sigma(\zeta) \right| < C_{11} \varepsilon^9 \frac{C_{10}}{\varepsilon^{7 - \frac{1}{8}}}
\]
\[
= C_{12} \varepsilon^{2+\frac{1}{8}}
\]
\[
< C_{12} \varepsilon^2.
\]

This means \(|f(z) - f((1, 0) - \frac{1}{k^2} \nu)|\) has the limit 0 as \( z \) approaches to \((1, 0)\) admissibly and \( k \) tends to infinity.

Therefore we can establish this result:

**Theorem 3.2.** Let \( \Omega \) be a sdomain in \( \mathbb{C}^2 \) that is of finite type. Suppose \( f \) is a bounded holomorphic function on \( \Omega \) such that \(|f(z)| \leq 1\) for any \( z \in \Omega \), and
\[
\lim_{t \to 1} f(\varphi(t)) = \ell
\]
for any boundary curve \( \varphi : [0, 1] \to \partial \Omega \) with \( \varphi(1) = (1, 0) \). Then
\[
\lim_{z \to (1, 0)} |f(z) - f(1, 0)| = 0.
\]
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