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A new Berry–Esseen bound for nonlinear functionals of nonsymmetric and nonhomogeneous infinite Rademacher sequences is established. It is based on a discrete version of the Malliavin–Stein method and an analysis of the discrete Ornstein–Uhlenbeck semigroup. The result is applied to subgraph counts and to the number of vertices having a prescribed degree in the Erdős–Rényi random graph. A further application deals with a percolation problem on trees.

1. Introduction. The Malliavin–Stein method has become a versatile device for proving quantitative limit theorems. It combines the Malliavin calculus of variations with Stein’s method. The results obtained this way typically fall into two categories. The first category consists of limit theorems for nonlinear functionals defined on the Wiener space with notable applications to Gaussian random processes, especially the fractional Brownian motion [19, 20, 22], random matrices [21] and random polynomials [1]. The other brand comprises limit theorems for functionals of Poisson random measures and their applications to stochastic geometry [6, 15, 17, 18, 28, 36], U-statistics [4, 6, 16, 28, 33], nonlinear statistics of spherical Poisson fields [5] and the theory of Lévy processes [6, 17, 26].

On the other hand, the Malliavin–Stein method has left only few traces in that part of probability theory in which discrete random structures are investigated. One exception is the paper [24] where Stein’s method for normal approximation has been combined with tools from discrete stochastic analysis for symmetric Rademacher sequences to deduce quantitative central limit theorems with respect to probability distances based on smooth test functions. Here, by a symmetric Rademacher sequence we understand an infinite sequence of independent and identically distributed random variables taking the values ±1 with probability 1/2 each. This approach has been extended in [14] to deduce Berry–Esseen bounds, that is, estimates for the Kolmogorov distance in related central limit theorems. The applications considered in [14, 24] concern the number of two-runs, a quantitative version of a combinatorial central limit theorem as well as traces of powers of random Bernoulli matrices. While the previously mentioned papers were con-
cerned with the symmetric case, we work with general nonlinear functionals of nonsymmetric and even nonhomogeneous Rademacher sequences in order to bring a rich class of examples, that were not accessible before, within the reach of the Malliavin–Stein method. Moreover, we emphasize that some of the examples we present below are not within the reach of any of the traditional approaches using Stein’s method.

One of the main tools of the Malliavin–Stein method on the Wiener or the Poisson space is the so-called multiplication formula for multiple stochastic integrals; cf. [27] for a general overview. The main difficulty in the discrete set-up is that no such multiplication formula for discrete multiple stochastic integrals based on nonsymmetric or nonhomogeneous Rademacher sequences is available. Consequently, a new type of abstract Berry–Esseen bound needs to be developed, which is getting along without this technical device. Such a result, namely Theorem 4.1 below, is one of our main contributions. It can be interpreted as a kind of ‘second-order Poincaré inequality’ and is the discrete analogue of corresponding results on the Wiener or the Poisson space; cf. [17, 23]. It relies on a generalization of the Malliavin–Stein bound established in [14] and on an analysis of the discrete Ornstein–Uhlenbeck semigroup. To make this approach work, we also have to develop further some facets of the discrete Malliavin calculus of variations. In particular, we present a generalization of the integration-by-parts formula, which is one of our crucial devices. The Berry–Esseen bound we obtain this way is particularly well suited for the study of discrete random structures. This is due to the fact that the chaotic decomposition of the functional at hand does not have to be specified. Instead, the impact of local perturbations on the functional measured by means of a certain difference operator (discrete Malliavin derivative) has to be evaluated. A sufficient condition for asymptotic normality is that moments of first- and second-order discrete Malliavin derivatives of the functional are sufficiently small.

To highlight the versatility of our general limit theorem, we now present a couple of concrete applications. The first one deals with the triangle counting statistic associated with the Erdős–Rényi random graph. Introduced in [7], the model has since then become one of the most popular models in discrete probability; cf. [10] for an exhaustive list of references. Informally, the random graph \( G(n, p) \) is a graph on \( n \in \mathbb{N} \) vertices in which each edge between two vertices is included with probability \( p \in [0, 1] \), independently of the other edges (for a detailed construction see Section 5 below and see Figure 1 for simulations). In what follows, we allow \( p \) also to depend on \( n \), but for practical reasons we suppress this in our notation. The random variable in the focus of our attention is the number \( T = T(n, p) \) of triangles in \( G(n, p) \), that is, the number of sub-graphs of \( G(n, p) \) that are isomorphic to the complete graph on 3 vertices. A comprehensive central limit theorem for the normalized random variable \( F := (T - \mathbb{E}[T])/\sqrt{\text{Var}[T]} \) has been derived in [34] by the method of moments. In particular, it provides a necessary and sufficient condition on \( n \) and \( p \), which ensures asymptotic Gaussianity for \( F \). Namely,
as \( n \to \infty \), one has that
\[
F \xrightarrow{d} N \quad \text{if and only if} \quad np \to \infty \quad \text{and} \quad n^2(1-p) \to \infty,
\]
where \( N \sim \mathcal{N}(0, 1) \) is a standard Gaussian random variable and \( \xrightarrow{d} \) indicates convergence in distribution. Using Stein’s method for normal approximation, a rate of convergence in this central limit theorem measured by some sort of bounded Wasserstein distance has been established in [2]. If \( p \in (0, 1) \) is fixed,
\[
d_1(F, N) := \sup_{h \in \mathcal{H}} \frac{|\mathbb{E}[h(F)] - \mathbb{E}[h(N)]|}{\|h\|_\infty + \|h'\|_\infty} = \mathcal{O}(n^{-1}),
\]
where \( \mathcal{H} \) is the class of bounded functions \( h : \mathbb{R} \to \mathbb{R} \) with bounded first derivative and where \( \| \cdot \|_\infty \) denotes the supremum norm. For the case that \( p = \theta n^{-\alpha} \) with \( \alpha \in (0, 1) \) and \( \theta \in (0, n^{\alpha}) \) such that \( \theta \asymp 1 \) the result in [2] delivers the bound
\[
d_1(F, N) = \begin{cases} 
\mathcal{O}(n^{-1+\alpha/2}), & \text{if } 0 < \alpha \leq \frac{1}{2}, \\
\mathcal{O}(n^{-3(1-\alpha)/2}), & \text{if } \frac{1}{2} < \alpha < 1.
\end{cases}
\]

We use the following standard notation for comparing the order of magnitude of two real sequences: We write \( a_n \asymp b_n \) for two real sequences \( (a_n)_{n \in \mathbb{N}} \) and \( (b_n)_{n \in \mathbb{N}} \) whenever
\[
c \leq \liminf_{n \to \infty} \left| \frac{a_n}{b_n} \right| \leq \limsup_{n \to \infty} \left| \frac{a_n}{b_n} \right| \leq C
\]
for two constants \( 0 < c \leq C < \infty \). We also write \( a_n = \mathcal{O}(b_n) \) for two nonnegative sequences \( (a_n)_{n \in \mathbb{N}} \) and \( (b_n)_{n \in \mathbb{N}} \) if there is a constant \( c \in (0, \infty) \) such that \( a_n \leq cb_n \).
for sufficiently large $n$. Applying a standard smoothing argument, one can show that the more prominent and more natural Kolmogorov distance

$$d_K(F, N) := \sup_{x \in \mathbb{R}} |P(F \leq x) - P(N \leq x)|$$

between $F$ and $N$ is bounded by a constant multiple of the square-root of $d_1(F, N)$; cf. [29], Proposition 2.4. However, this typically leads to a suboptimal rate of convergence for the Kolmogorov distance $d_K(F, N)$. For example, in the special case of a fixed $p \in (0, 1)$ one expects that also $d_K(F, N)$ is of order $n^{-1}$. Our main contribution in this context is the following Berry–Esseen bound, which in particular confirms that this is in fact true. We emphasize that we are not aware of any other technique, which could be used to provide bounds on the Kolmogorov distance of this quality if $p$ is of the form $\theta^{n^{-\alpha}}$ with $\alpha \in (0, 1)$ and $\theta \in (0, n^\alpha)$ such that $\theta \asymp 1$. In what follows, we treat both set-ups simultaneously and contribute thereby to a long standing problem in this area.

**THEOREM 1.1.** Denote by $N \sim \mathcal{N}(0, 1)$ a standard Gaussian random variable. Let $p = \theta n^{-\alpha}$ with $\alpha \in (0, 1)$ and $\theta = \theta_n \in (0, n^\alpha)$ such that $\theta \asymp 1$. Then

$$d_K(F, N) = \begin{cases} \mathcal{O}(n^{-1+\alpha}), & \text{if } 0 \leq \alpha \leq \frac{1}{2}, \\ \mathcal{O}(n^{-3/4+\alpha/2}), & \text{if } \frac{1}{2} < \alpha \leq \frac{2}{3}, \\ \mathcal{O}(n^{-5(1-\alpha)/4}), & \text{if } \frac{2}{3} < \alpha < 1. \end{cases}$$

In particular, if $p$ is constant, that is, if $\alpha = 0$,

$$d_K(F, N) = \mathcal{O}(n^{-1}).$$

To underline that not only triangle counts are within the reach of our methods, we now consider the problem of counting copies of general sub-graphs $\Gamma$ in the Erdős–Rényi random graph $G(n, p)$. Formally, we denote by $S = S(n, p)$ the number of copies of $\Gamma$ in $G(n, p)$ and by $F := (S - \mathbb{E}[S]) / \sqrt{\text{Var}[S]}$ the normalized sub-graph counting statistic. We assume that $\Gamma$ has at least one edge and in contrast to Theorem 1.1 we also assume that the success probability $p \in (0, 1)$ is fixed and does not depend on $n$. In this situation, Theorem 2 in [2] says that

$$d_1(F, N) = \mathcal{O}(n^{-1})$$

and our abstract Berry–Esseen bound can be used to conclude that the $d_1$-distance can be replaced by the Kolmogorov distance.

**THEOREM 1.2.** Denote by $N \sim \mathcal{N}(0, 1)$ a standard Gaussian random variable and fix $p \in (0, 1)$. Then

$$d_K(F, N) = \mathcal{O}(n^{-1})$$

for all graphs $\Gamma$ having at least one edge.
It should be pointed out that Theorem 1.2 can alternatively be obtained from the sharp cumulant estimate in [8], Proposition 10.3, together with [35], Corollary 2.1 or from the Berry–Esseen bound for decomposable random variables in [32], Theorem 5.1.

Besides the number of triangles or general sub-graphs, there are several other random variables associated with the Erdős–Rényi random graph that have found considerable attention in the literature. One statistic that has been object of much study is the number of vertices having a prescribed degree. For example, in [12] a central limit theorem for the number of isolated vertices was given, which for general degree is a result in [11]. A rate of convergence for the \( d_1 \)-distance as introduced above has been obtained in [2]. A technically highly sophisticated version of Stein’s method was developed in [9] to deduce a corresponding Berry–Esseen bound in case that the success probability is \( p = \theta/n \). Using our general Berry–Esseen bound, we are able to present a quick and streamlined proof of an extended version of this quantitative central limit theorem. We denote for \( d \in \{0, 1, 2, \ldots \} \) by \( V_{n,d} \) the number of vertices of degree \( d \) in \( G(n, p) \) in case that the success probability satisfies \( p = \theta/n - \alpha \) with \( \alpha \in [1, 2) \) and \( \theta \in (0, n^{\alpha}) \) such that \( \theta \asymp 1 \). We finally define the normalized random variable \( G_{n,d} := (V_{n,d} - \mathbb{E}[V_{n,d}]) / \sqrt{\text{Var}[V_{n,d}]} \), \( n \in \mathbb{N} \).

**Theorem 1.3.** Denote by \( N \sim \mathcal{N}(0, 1) \) a standard Gaussian random variable and fix \( d \in \{0, 1, 2, \ldots \} \). Let \( p = \theta n^{-\alpha} \) with \( \alpha \in [1, 2) \) and \( \theta \in (0, n^{\alpha}) \) such that \( \theta \asymp 1 \). Then

\[
d_K(G_{n,d}, N) = \begin{cases} 
O(n^{-1+\alpha/2}), & \text{if } d = 0, \alpha \in [1, 2), \\
O(n^{1/2-3d/2-\alpha+3\alpha d/2}), & \text{if } d \in \mathbb{N}, \alpha \in \left[1, \frac{3d - 1}{3d - 2}\right).
\end{cases}
\]

In particular, if \( \alpha = 1 \),

\[
d_K(G_{n,d}, N) = O(n^{-1/2})
\]

for all \( d \in \{0, 1, 2, \ldots \} \).

Our final application deals with the number of connected components arising from bond percolation on a tree. We recall that a rooted tree \( \mathcal{T} \) is an undirected graph with one distinguished vertex, the root of the tree, in which any two vertices are connected by a unique self-avoiding path. We denote for \( n \in \mathbb{N} \) by \( \mathcal{T}_n \) the subtree of \( \mathcal{T} \), which consists of all vertices of \( \mathcal{T} \) that have graph-distance at most \( n \) from the root. By \( |\mathcal{T}_n| \), we denote the number of edges of \( \mathcal{T}_n \). In what follows, we assume that each vertex of \( \mathcal{T} \) has degree bounded by \( D + 1 \) with \( D \in \mathbb{N} \) and that \( \mathcal{T} \) has infinitely many vertices. If the degree of the root is \( D \) and if the degree of each other vertex of \( \mathcal{T} \) is \( D + 1 \) for some fixed \( D \in \mathbb{N} \), we say that \( \mathcal{T} \) is a \( D \)-regular tree. Fix \( p \in (0, 1) \) and assign to each edge \( e \) of \( \mathcal{T} \), independently of the
other edges, a Rademacher random variable $X_e$ such that $P(X_e = +1) = p$ and $P(X_e = -1) = 1 - p$. We now remove from $T$ all edges $e$ for which $X_e = -1$ and indicate by $T(p)$ the resulting random graph; see Figure 2 for a simulation. Its restriction to $T_n$ is denoted by $T_n(p)$ and we let $C_n(p)$ be the number of connected components of $T_n(p)$. Here, by a connected component we understand a maximal connected sub-graph of $T_n(p)$ consisting of at least one edge; isolated vertices are not counted. Our next result is a Berry–Esseen bound for the normalized random variable $H_n(p) := (C_n(p) - \mathbb{E}[C_n(p)])/\sqrt{\text{Var}[C_n(p)]}$. This adds to the qualitative central limit theorem in [37].

**Theorem 1.4.** Fix $p \in (0, 1)$ and denote by $N \sim N(0, 1)$ a standard Gaussian random variable. Then

$$d_K(H_n(p), N) = \mathcal{O}(|T_n|^{-1/2}).$$

In particular, in case of a $D$-regular tree one has that

$$d_K(H_n(p), N) = \begin{cases} \mathcal{O}(n^{-1/2}), & \text{if } D = 1, \\ \mathcal{O}(D^{-n/2}), & \text{if } D \geq 2. \end{cases}$$

The rest of this paper is structured as follows. In Section 2, we collect some background material related to the discrete Malliavin calculus. An analysis of the discrete Ornstein–Uhlenbeck semigroup is the content of Section 3. This is used in Section 4 to derive our abstract Berry–Esseen bound, which in turn is applied in Section 5 to the Erdős–Rényi random graph and in Section 6 to the percolation problem on trees. These sections also contain the proofs of Theorems 1.1–1.4 presented above.
Note added in proof: After submission of the paper, it came to our attention that a multiplication formula for discrete multiple stochastic integrals based on nonsymmetric and nonhomogeneous Rademacher sequences has been developed in a manuscript by Privault and Torrisi that was not available to us, but has now appeared as [31]. See also [13].

2. Preliminaries.

2.1. Set-up. For each $k \in \mathbb{N}$ let $0 < p_k < 1$ and put $q_k := 1 - p_k$. We abbreviate the sequences $(p_k)_{k \in \mathbb{N}}$ and $(q_k)_{k \in \mathbb{N}}$ by $p$ and $q$, respectively. By $X := (X_k)_{k \in \mathbb{N}}$ we denote a sequence of independent random variables such that

$$P(X_k = +1) = p_k \quad \text{and} \quad P(X_k = -1) = q_k, \quad k \in \mathbb{N}.$$ 

This is what we call a (nonsymmetric and nonhomogeneous) sequence of independent Rademacher random variables. We construct them in the canonical way by taking $(\Omega, \mathcal{F}, P)$ as probability space, where $\Omega := \{-1, +1\}^\mathbb{N}$, $\mathcal{F} := \mathcal{P}((-1, +1)\otimes^\infty)$, and $P := \bigotimes_{k=1}^\infty (p_k \delta_{+1} + q_k \delta_{-1})$, with $\mathcal{P}(M)$ being the power set of a set $M$ and $\delta_{\pm 1}$ being the unit-mass Dirac measure concentrated at $\pm 1$. We then put $X_k(\omega) := \omega_k$ for each $k \in \mathbb{N}$ and $\omega := (\omega_k)_{k \in \mathbb{N}} \in \Omega$. Note that $X_k$ has mean $p_k - q_k$ and variance $4p_kq_k$.

2.2. Discrete multiple stochastic integrals. Denote by $\kappa$ the counting measure on $\mathbb{N}$ and put $\ell^2(\mathbb{N})^\otimes_n := L^2(\mathbb{N}^n, \mathcal{P}(\mathbb{N})^\otimes_n, \kappa^\otimes_n)$ for $n \in \mathbb{N}$. In the following, we refer to the elements of $\ell^2(\mathbb{N})^\otimes_n$ as kernels. By $\ell^2(\mathbb{N})^\otimes_n$ we denote the class of symmetric kernels and $\ell^2(\mathbb{N})^\otimes_n$ stands for the sub-class of symmetric kernels vanishing on diagonals, that is, vanishing on the complement of the set $\Delta_n := \{(i_1, \ldots, i_n) \in \mathbb{N}^n : i_k \neq i_\ell \text{ for } k \neq \ell\}$. We further put $\ell^2(\mathbb{N})^\otimes_0 := \mathbb{R}$.

For $n \in \mathbb{N}$ and a kernel $f \in \ell^2_0(\mathbb{N})^\otimes_n$, we define the discrete multiple stochastic integral of order $n$ of $f$ as

$$J_n(f) := n! \sum_{1 \leq i_1 < \cdots < i_n < \infty} f(i_1, \ldots, i_n)Y_{i_1} \cdots Y_{i_n},$$

where $(Y_k)_{k \in \mathbb{N}}$ with $Y_k := (X_k - p_k + q_k)/(2\sqrt{p_kq_k})$ stands for the normalized sequence of independent Rademacher random variables as introduced above. We also put $J_0(c) = c$ for $c \in \mathbb{R}$. The space spanned by the random variables of the form $J_n(f)$ with $f \in \ell^2_0(\mathbb{N})^\otimes_n$ is called the Rademacher chaos of order $n$.

Discrete multiple stochastic integrals of different orders are mutually orthogonal and satisfy the isometry relation

$$(2.1) \quad \mathbb{E}[J_n(f)J_m(g)] = \mathbbm{1}_{\{n=m\}} n! (f, g)_{\ell^2(\mathbb{N})^\otimes_n}$$

for all $n, m \in \mathbb{N}$ and kernels $f \in \ell^2_0(\mathbb{N})^\otimes_n$, $g \in \ell^2_0(\mathbb{N})^\otimes_m$. Moreover, it is a classical fact that every $F \in L^2(\Omega)$ (i.e., every square-integrable Rademacher functional)
admits a chaotic decomposition

\[ F = \mathbb{E}[F] + \sum_{n=1}^{\infty} J_n(f_n) \]

for uniquely determined kernels \( f_n \in \ell_0^2(\mathbb{N}) \), where the series converges in \( L^2(\Omega) \); cf. [30], Proposition 6.7. Together with the isometry relation for discrete multiple stochastic integrals this decomposition implies that the variance of \( F \) is given by

\[ \text{Var}[F] = \sum_{n=1}^{\infty} n! \| f_n \|_{L^2(\mathbb{N})}^2. \]

**2.3. Malliavin calculus.** In this section, we introduce some basic notions from discrete Malliavin calculus and refer to [30] for further details and background material. Let \( F \in L^2(\Omega) \). The discrete gradient of \( F \) in direction \( k \in \mathbb{N} \) is given by

\[ D_k F := \sqrt{p_k q_k} (F_k^+ - F_k^-), \]

where \( F_k^+ (\omega) := F(\omega_1, \ldots, \omega_{k-1}, 1, \omega_{k+1}, \ldots) \). Note that the normalization in (2.3) is chosen such that \( D_k Y_k = 1 \).

The discrete gradient satisfies the following product formula. Namely, if \( F, G \in L^2(\Omega) \) and \( k \in \mathbb{N} \), then

\[ D_k (FG) = (D_k F)G + F(D_k G) - \frac{X_k}{\sqrt{p_k q_k}} (D_k F)(D_k G), \]

see [30], Proposition 7.8. We remark that in contrast to classical Malliavin calculus (see [25]), the product formula in the discrete set-up carries the additional term

\[ -(X_k/\sqrt{p_k q_k})(D_k F)(D_k G), \]

which is not present in the continuous framework. A similar effect also happens on the Poisson space; cf. [26] and the references cited therein.

The iterated discrete gradient \( D^n F := (D^1_{k_1, \ldots, k_n} F)_{k_1, \ldots, k_n} \in \mathbb{N} \) of order \( n \geq 2 \) is defined by \( D^1_{k_1, \ldots, k_n} F := D_{k_n} (D^1_{k_1, \ldots, k_{n-1}} F) \) for \( k_1, \ldots, k_n \in \mathbb{N} \), where we put \( D^1_{k} F := D_k F \).

We now present a formula which allows to compute the kernels \( f_n \) in a chaotic decomposition as in (2.2). In the framework of classical Malliavin calculus, this is known as Stroock’s formula. Since we have not found such a result for general Rademacher functionals in the literature, we provide the detailed arguments (for the special symmetric case see Lemma 2.2 in [14] and Section 2.4 in [24]).

**Proposition 2.1 (Stroock’s formula).** Assume that \( F \in L^2(\Omega) \) has chaotic decomposition \( F = \mathbb{E}[F] + \sum_{n=1}^{\infty} J_n(f_n) \). Then for every \( n \in \mathbb{N} \) it holds that

\[ \mathbb{E}[D^1_{k_1, \ldots, k_n} F] = \mathbb{E}[FY_{k_1} \cdots Y_{k_n}], \quad (k_1, \ldots, k_n) \in \Delta_n, \]
and

\[ \mathbb{E}\left[D_{k_1, \ldots, k_n}^n F\right] = n! f_n(k_1, \ldots, k_n), \quad (k_1, \ldots, k_n) \in \mathbb{N}^n. \]

**Proof.** We start by proving (2.5) by induction. Choosing \( G = Y_k \) with \( D_k G = D_k Y_k = 1 \) in (2.4) yields

\[ D_k(FY_k) = (D_k F)Y_k + F \sqrt{p_k q_k} D_k F \]

and hence

\[ D_k(FY_k)Y_k = (D_k F)Y_k^2 + FY_k - X_k Y_k \sqrt{p_k q_k} D_k F. \]

(2.7)

It immediately follows from (2.3) that, for every \( F \in L^2(\Omega) \), \( D_k F \) is independent of \( X_k \). Therefore, by taking expectations on both sides of (2.7) and computing

\[ \mathbb{E}[X_k Y_k] = 2 \sqrt{p_k q_k}, \]

we get

\[ 0 = \mathbb{E}[D_k F] + \mathbb{E}[FY_k] - 2 \mathbb{E}[D_k F] = \mathbb{E}[FY_k] - \mathbb{E}[D_k F], \]

which proves (2.5) for \( n = 1 \). Now, assume that (2.5) holds for some fixed \( n \in \mathbb{N} \) and consider

\[ \mathbb{E}[D_{k_1, \ldots, k_{n+1}}^{n+1} F] = \mathbb{E}[D_{k_{n+1}} D_{k_1, \ldots, k_n}^n F]. \]

From the case \( n = 1 \) treated above, it follows that

\[ \mathbb{E}[D_{k_1, \ldots, k_{n+1}}^{n+1} F] = \mathbb{E}[(D_{k_1, \ldots, k_{n+1}}^n F)Y_{k_{n+1}}]. \]

and since \( Y_{k_{n+1}} \) behaves like a constant from the point of view of \( D_{k_1, \ldots, k_n}^n \), our assumption leads to

\[ \mathbb{E}[D_{k_1, \ldots, k_{n+1}}^{n+1} F] = \mathbb{E}[D_{k_1, \ldots, k_n}^n(FY_{k_{n+1}})] = \mathbb{E}[FY_{k_1} \cdots Y_{k_{n+1}}], \]

which completes the proof of (2.5). Identity (2.6) then immediately follows from (2.2) for \( (k_1, \ldots, k_n) \in \Delta_n \). For \( (k_1, \ldots, k_n) \in \Delta_n^c \) both sides of (2.6) are equal to zero. \( \square \)

For the rest of this section, let \( F \in L^2(\Omega) \) have chaotic decomposition \( F = \mathbb{E}[F] + \sum_{n=1}^{\infty} J_n(f_n) \) with kernels \( f_n \in \ell^2(\mathbb{N})^{\mathbb{N}^n} \) for \( n \in \mathbb{N} \). Since \( D_k F \in L^2(\Omega) \) for every \( k \in \mathbb{N} \), the discrete gradient also has a chaotic decomposition. Note that the kernels of this decomposition can be deduced from the chaotic decomposition of \( F \) using Stroock’s formula. More precisely, the \( n \)th kernel of the chaotic decomposition of \( D_k F \) evaluated at \( (k_1, \ldots, k_n) \in \mathbb{N}^n \) is given by

\[ \frac{1}{n!} \mathbb{E}[D_{k_1, \ldots, k_n}^n (D_k F)] = \frac{1}{n!} \mathbb{E}[D_{k_1, \ldots, k_n, k}^{n+1} F] = (n + 1) f_{n+1}(k_1, \ldots, k_n, k). \]
Thus, the discrete gradient can be written as

$D_k F = \sum_{n=1}^{\infty} n J_{n-1}(f_n(\cdot, k)),$

where $f_n(\cdot, k) \in \ell^2_0(\mathbb{N})^\otimes_{n-1}$ denotes the kernel $f_n$ with one of its components fixed, thus acting as function in $n - 1$ variables. For $F \in L^2(\Omega)$ as above and $m \in \mathbb{N}$, we say that $F \in \text{dom}(D^m)$, if

$\mathbb{E}[\|D^m F\|_{\ell^2(\mathbb{N})^\otimes m}^2] = \sum_{n=m}^{\infty} \left(\frac{n!}{(n-m)!}\right)^2 (n-m)! \|f_n\|_{\ell^2(\mathbb{N})^\otimes n}^2 < \infty.$

Next, we define the Ornstein–Uhlenbeck operator $L$ and its (pseudo-)inverse $L^{-1}$. The domain of $L$ is the class of all $F \in L^2(\Omega)$ for which

$\mathbb{E}[(LF)^2] = \sum_{n=1}^{\infty} n^2 n! \|f_n\|_{\ell^2(\mathbb{N})^\otimes n}^2 < \infty.$

For $F \in \text{dom}(L)$, we put

$L F := - \sum_{n=1}^{\infty} n J_n(f_n).$

The discrete Ornstein–Uhlenbeck semigroup $(P_t)_{t \geq 0}$ associated with $L$ is defined as

$(2.9) \quad P_t F := \sum_{n=0}^{\infty} e^{-nt} J_n(f_n), \quad t \geq 0.$

The properties of this semigroup will be discussed in detail in Section 3 below. Moreover, for centred $F \in L^2(\Omega)$ we put

$L^{-1} F := - \sum_{n=1}^{\infty} \frac{1}{n} J_n(f_n)$

and call $L^{-1}$ the (pseudo-)inverse of the Ornstein–Uhlenbeck operator $L$.

Furthermore, we introduce the discrete divergence operator $\delta$ and its domain $\text{dom}(\delta)$. For $u := (u_k)_{k \in \mathbb{N}} \in (L^2(\Omega))_{\mathbb{N}}$ with

$u_k := \sum_{n=0}^{\infty} J_n(g_{n+1}(\cdot, k)),$

where $g_{n+1} \in \ell^2_0(\mathbb{N})^\otimes n \otimes \ell^2(\mathbb{N})$ for $n \in \mathbb{N}$, we say that $u \in \text{dom}(\delta)$, if

$(2.10) \quad \sum_{n=0}^{\infty} (n+1)! \|g_{n+1} \|_{\ell^2(\mathbb{N})^\otimes n+1}^2 < \infty.$
Here, and in the following \( f(k_1, \ldots, k_n) := \frac{1}{n!} \sum_\sigma f(k_{\sigma(1)}, \ldots, k_{\sigma(n)}) \) denotes the canonical symmetrization of a function \( f \) in \( n \) variables, where the sum runs over all permutations \( \sigma \) of the set \( \{1, \ldots, n\} \).

For \( u \in \text{dom}(\delta) \), the discrete divergence operator is defined as

\[
\delta(u) := \sum_{n=0}^{\infty} J_{n+1}(g_{n+1}(1, \Delta_{n+1})).
\]

Note that, for \( u \in \text{dom}(\delta) \), (2.10) is equivalent to

\[
\mathbb{E}[\delta(u)^2] < \infty.
\]

As the adjoint of the discrete gradient, \( \delta \) satisfies the integration-by-parts formula

\[
(2.11) \quad \mathbb{E}[F\delta(u)] = \mathbb{E}[\langle DF, u \rangle_{\ell^2(\mathbb{N})}]
\]

for \( F \in \text{dom}(D) \) and \( u \in \text{dom}(\delta) \); cf. [30], Proposition 9.2. The operators \( D, L \) and \( \delta \) are related by the identity

\[
(2.12) \quad -\delta D = L.
\]

In this paper, we make use of the following crucial consequence of (2.11) and (2.12). If \( f : \mathbb{R} \to \mathbb{R} \) is measurable and \( F \in L^2(\Omega) \) is centred with \( f(F) \in \text{dom}(D) \), then

\[
(2.13) \quad \mathbb{E}[Ff(F)] = \mathbb{E}[(DF, -DL^{-1}F)_{\ell^2(\mathbb{N})}].
\]

Indeed, using (2.11) and (2.12) we have that

\[
\mathbb{E}[Ff(F)] = \mathbb{E}[LL^{-1}Ff(F)] = \mathbb{E}[-\delta DL^{-1}Ff(F)] = \mathbb{E}[(DF, -DL^{-1}F)_{\ell^2(\mathbb{N})}].
\]

Now, we present an analogue of the integration-by-parts formula (2.11) for functionals \( F \in L^2(\Omega) \) that do not necessarily belong to \( \text{dom}(D) \) (we refer to Lemma 2.2 in [17] for a related result on the Poisson space).

**Proposition 2.2.** Let \( F \in L^2(\Omega) \). Furthermore, let \( u := (u_k)_{k \in \mathbb{N}} \in (L^2(\Omega))^\mathbb{N} \) with

\[
u_k := \sum_{n=0}^{\infty} J_n(g_{n+1}(\cdot, k)),
\]

where \( g_{n+1} \in \ell_0^2(\mathbb{N})^\otimes \ell^2(\mathbb{N}) \) for \( n \in \mathbb{N} \) and

\[
(2.14) \quad \sum_{n=0}^{\infty} (n+1)!\|g_{n+1}\|_{\ell^2(\mathbb{N})}^2 < \infty.
\]

Further assume that \( (D_kF)u_k \geq 0 \) \( P \)-almost surely for every \( k \in \mathbb{N} \). Then \( u \in \text{dom}(\delta) \) and

\[
(2.15) \quad \mathbb{E}[F\delta(u)] = \mathbb{E}[(DF, u)_{\ell^2(\mathbb{N})}].
\]
Proof. Note that (2.14) implies (2.10), and hence $u \in \text{dom}(\delta)$. Since $F \in L^2(\Omega)$, it can be represented as

$$F = \sum_{n=0}^{\infty} J_n(f_n)$$

with kernels $f_0 := \mathbb{E}[F]$ and $f_n \in \ell^2(N)_{\sigma n}$ for $n \in \mathbb{N}$. The isometry in (2.1) yields

$$\mathbb{E}[F \delta(u)] = \mathbb{E}\left[ \left( \sum_{n=0}^{\infty} J_n(f_n) \right) \left( \sum_{n=0}^{\infty} J_{n+1}(\tilde{g}_{n+1} \mathbb{1}_{\Delta_{n+1}}) \right) \right]$$

(2.16)

$$= \sum_{n=0}^{\infty} (n+1)! \langle f_{n+1}, \tilde{g}_{n+1} \mathbb{1}_{\Delta_{n+1}} \rangle_{\ell^2(N)_{\otimes n+1}}$$

$$= \sum_{n=0}^{\infty} (n+1)! \langle f_{n+1}, g_{n+1} \rangle_{\ell^2(N)_{\otimes n+1}}.$$

Note that the last step in (2.16) is valid, since, for every $n \in \mathbb{N}$, $f_n$ is symmetric and vanishes on diagonals.

Since $(D_k F) u_k \geq 0$ $P$-almost surely for every $k \in \mathbb{N}$ and by the isometry formula for discrete multiple stochastic integrals, we get

$$\mathbb{E}[\langle DF, u \rangle_{\ell^2(N)}] = \sum_{k=1}^{\infty} \mathbb{E}[(D_k F) u_k]$$

$$= \sum_{k=1}^{\infty} \mathbb{E}\left[ \left( \sum_{n=0}^{\infty} (n+1) J_n(f_{n+1}(\cdot, k)) \right) \left( \sum_{n=0}^{\infty} J_n(g_{n+1}(\cdot, k)) \right) \right]$$

(2.17)

$$= \sum_{n=0}^{\infty} \sum_{k=1}^{\infty} (n+1)! \langle f_{n+1}(\cdot, k), g_{n+1}(\cdot, k) \rangle_{\ell^2(N)_{\otimes n}}$$

$$= \sum_{n=0}^{\infty} (n+1)! \sum_{k=1}^{\infty} \langle f_{n+1}(\cdot, k), g_{n+1}(\cdot, k) \rangle_{\ell^2(N)_{\otimes n}}$$

$$= \sum_{n=0}^{\infty} (n+1)! \langle f_{n+1}, g_{n+1} \rangle_{\ell^2(N)_{\otimes n+1}}.$$

Note that the exchange of summation in the penultimate step of (2.17) is valid by Fubini’s theorem, since a repeated application of the Cauchy–Schwarz inequality yields that

$$\sum_{n=0}^{\infty} \sum_{k=1}^{\infty} (n+1)! \langle f_{n+1}(\cdot, k), g_{n+1}(\cdot, k) \rangle_{\ell^2(N)_{\otimes n}}$$

$$\leq \sum_{n=0}^{\infty} (n+1)! \sum_{k=1}^{\infty} \| f_{n+1}(\cdot, k) \|_{\ell^2(N)_{\otimes n}} \| g_{n+1}(\cdot, k) \|_{\ell^2(N)_{\otimes n}}$$
\[
\sum_{n=0}^\infty (n+1)! \left( \sum_{k=1}^\infty \| f_{n+1}(\cdot, k) \|_{\ell^2(\mathbb{N})}^2 \right)^{1/2} \left( \sum_{k=1}^\infty \| g_{n+1}(\cdot, k) \|_{\ell^2(\mathbb{N})}^2 \right)^{1/2} \\
= \sum_{n=0}^\infty (n+1)! \| f_{n+1} \|_{\ell^2(\mathbb{N})} \| g_{n+1} \|_{\ell^2(\mathbb{N})} \\
\leq \left( \sum_{n=0}^\infty (n+1)! \| f_{n+1} \|_{\ell^2(\mathbb{N})}^2 \right)^{1/2} \left( \sum_{n=0}^\infty (n+1)! \| g_{n+1} \|_{\ell^2(\mathbb{N})}^2 \right)^{1/2} \\
\leq (\mathbb{E}[F^2])^{1/2} \left( \sum_{n=0}^\infty (n+1)! \| g_{n+1} \|_{\ell^2(\mathbb{N})}^2 \right)^{1/2} < \infty.
\]

Comparing (2.16) and (2.17) completes the proof. \(\Box\)

Finally, we recall the following Skorohod isometric formula for the discrete divergence operator. Namely, for all \(u \in \text{dom}(\delta)\) it holds that

\[
\mathbb{E}[\delta(u)^2] = \mathbb{E}[\| u \|_{\ell^2(\mathbb{N})}^2] + \mathbb{E} \left[ \sum_{k, \ell=1}^\infty (D_k u_\ell)(D_\ell u_k) \right]
\]

according to Proposition 9.3 in [30].

\section{The discrete Ornstein–Uhlenbeck semigroup.}
For real \(t \geq 0\), define the random sequence \(X_t := (X^t_k)_{k \in \mathbb{N}}\) by

\[
X^t_k := X^*_k \mathbb{1}_{[Z_k \leq t]} + X_k \mathbb{1}_{[Z_k > t]},
\]

where \((X^*_k)_{k \in \mathbb{N}}\) is an independent copy of the Rademacher sequence \(X = (X_k)_{k \in \mathbb{N}}\) and \((Z_k)_{k \in \mathbb{N}}\) is a sequence of independent and exponentially distributed random variables with mean 1, independent of all other random variables.

Our first result is a discrete analogue of Mehler’s formula on the Wiener or Poisson chaos for which we refer to [20] and [17], respectively. It expresses the discrete Ornstein–Uhlenbeck semigroup \((P_t)_{t \geq 0}\) defined at (2.9) in terms of a conditional expectation. Note that this has already been shown in [30], Proposition 10.8. Since Mehler’s formula is a central device in our approach, we include an elementary and direct proof.

**Proposition 3.1 (Mehler’s formula).** Let \(F \in L^2(\Omega)\). The process \((X^t)_{t \geq 0}\) is the Ornstein–Uhlenbeck process associated with \((P_t)_{t \geq 0}\) by the relation

\[
P_t F = \mathbb{E}[F(X^t)|X] \quad \text{P-a.s.}
\]

for all \(t \geq 0\).
PROOF. We first notice that for each \( t \geq 0 \), \((X^t_k)_{k \in \mathbb{N}}\) is a sequence of independent Rademacher random variables with the same distribution as the sequence \((X_k)_{k \in \mathbb{N}}\). Thus, if \( F = \mathbb{E}[F] + \sum_{n=1}^{\infty} J_n(f_n) \), then \( F(X^t) \) has chaotic decomposition

\[
F(X^t) = \mathbb{E}[F] + \sum_{n=1}^{\infty} n! \sum_{1 \leq i_1 < \ldots < i_n < \infty} f_n(i_1, \ldots, i_n) Y^t_{i_1} \cdots Y^t_{i_n},
\]

where both decompositions share the same kernels \( f_n \in \ell^2(\mathbb{N})^{\circ n} \), for \( n \in \mathbb{N} \), and where the sequence \((Y^t_k)_{k \in \mathbb{N}}\) with

\[
Y^t_k := (X^t_k - p_k + q_k)/(2\sqrt{p_kq_k}) = Y^*_k \mathbb{I}(Z_k \leq t) + Y_k \mathbb{I}(Z_k > t),
\]

for \( t \geq 0 \), is the normalization of the sequence \((X^t_k)_{k \in \mathbb{N}}\). Here, the random variable \( Y^*_k \) is the normalization of \( X^*_k \) for every \( k \in \mathbb{N} \). Using the independence of the sequences \((X_k)_{k \in \mathbb{N}}\), \((X^*_k)_{k \in \mathbb{N}}\) and \((Z_k)_{k \in \mathbb{N}}\), we deduce from (3.2) that

\[
\mathbb{E}[Y^t_k | X_k] = \mathbb{E}[Y^*_k] \cdot P(Z_k \leq t) + Y_k \cdot P(Z_k > t) = Y_k e^{-t}.
\]

For a functional \( F_d \) only depending on the first \( d \) Rademacher random variables we compute by using the chaotic decomposition in (3.1) as well as linearity and independence,

\[
\mathbb{E}[F_d(X^t_1, \ldots, X^t_d) | X] = \mathbb{E}[F_d(X_1, \ldots, X_d)]
\]
\[
+ \sum_{n=1}^{d} n! \sum_{1 \leq i_1 < \ldots < i_n \leq d} f_n^{(d)}(i_1, \ldots, i_n) \mathbb{E}[Y^t_{i_1} | X_{i_1}] \cdots \mathbb{E}[Y^t_{i_n} | X_{i_n}] 
\]
\[
= \mathbb{E}[F_d(X_1, \ldots, X_d)] + \sum_{n=1}^{d} e^{-nt} n! \sum_{1 \leq i_1 < \ldots < i_n \leq d} f_n^{(d)}(i_1, \ldots, i_n) Y_{i_1} \cdots Y_{i_n}
\]
\[
= \mathbb{E}[F_d(X_1, \ldots, X_d)] + \sum_{n=1}^{d} e^{-nt} J_n(f_n^{(d)})
\]
\[
= P_t F_d(X_1, \ldots, X_d).
\]

The general case follows from (3.3) due to the fact that the set of functionals depending only on finitely many Rademacher variables is dense in \( L^2(\Omega) \) and that both sides of (3.3) are continuous functions of \( F_d \). □

As a next step, we derive an integral representation for the expression \(-D^m L^{-1} F\), that is, the \( m \)-fold iterated discrete gradient applied to \(-L^{-1} F\).
**Proposition 3.2.** For $m, k_1, \ldots, k_m \in \mathbb{N}$ and centred $F \in \text{dom}(D^m)$ one has that

$$-D_{k_1, \ldots, k_m}^m L^{-1} F = \int_0^\infty e^{-mt} P_t D_{k_1, \ldots, k_m}^m F \, dt \quad P\text{-a.s.}$$

**Proof.** Since $F \in L^2(\Omega)$ is centred, there are kernels $f_n \in \ell^2_0(\mathbb{N})^\times n, n \in \mathbb{N}$, such that $F = \sum_{n=1}^\infty J_n(f_n)$. Fix $d \in \{m, m+1, \ldots\}$ and consider the truncated functional $F_d := \sum_{n=1}^d J_n(f_n)$. Then

$$-D_{k_1, \ldots, k_m}^m L^{-1} F_d$$

(3.4)

$$= \sum_{n=m}^{d} \frac{(n-1)!}{(n-m)!} J_{n-m}(f_n(\cdot, k_1, \ldots, k_m))$$

$$= \int_0^\infty e^{-mt} \frac{n!}{(n-m)!} e^{-(n-m)t} J_{n-m}(f_n(\cdot, k_1, \ldots, k_m)) \, dt,$$

where we used that $\int_0^\infty ne^{-nt} \, dt = 1$. By continuity of $D_{k_1, \ldots, k_m}^m$ and $L^{-1}$ one has that $-D_{k_1, \ldots, k_m}^m L^{-1} F_d$ converges to $-D_{k_1, \ldots, k_m}^m L^{-1} F$ in $L^2(\Omega)$, as $d \to \infty$. To show that the right-hand side of (3.4) converges to

$$\int_0^\infty e^{-mt} P_t D_{k_1, \ldots, k_m}^m F \, dt$$

in $L^2(\Omega)$, as $d \to \infty$, we consider the remainder term

$$R_{m,d} := \int_0^\infty e^{-mt} P_t D_{k_1, \ldots, k_m}^m F \, dt - (-D_{k_1, \ldots, k_m}^m L^{-1} F_d)$$

and show that $\mathbb{E}[R_{m,d}^2]$ vanishes, as $d \to \infty$. First, use (3.4) to see that

$$R_{m,d} = \int_0^\infty e^{-mt} \sum_{n=d+1}^\infty \frac{n!}{(n-m)!} e^{-(n-m)t} J_{n-m}(f_n(\cdot, k_1, \ldots, k_m)) \, dt.$$

We then apply Jensen’s inequality, Fubini’s theorem and the isometry property of discrete multiple stochastic integrals to conclude that

$$\mathbb{E}[R_{m,d}^2]$$

$$= \mathbb{E}\left[ \left( \int_0^\infty e^{-mt} \sum_{n=d+1}^\infty \frac{n!}{(n-m)!} e^{-(n-m)t} J_{n-m}(f_n(\cdot, k_1, \ldots, k_m)) \, dt \right)^2 \right]$$

$$\leq \mathbb{E}\left[ \int_0^\infty e^{-(2m-1)t} \left( \sum_{n=d+1}^\infty \frac{n!}{(n-m)!} e^{-(n-m)t} J_{n-m}(f_n(\cdot, k_1, \ldots, k_m)) \right)^2 \, dt \right]$$
\[ \int_{0}^{\infty} e^{-(2m-1)t} \sum_{n=d+1}^{\infty} \left( \frac{n!}{(n-m)!} \right)^2 e^{-2(n-m)t} (n-m)! \times \left\| f_n(\cdot, k_1, \ldots, k_m) \right\|_{L^2((\mathbb{N})^{(n-m)})}^2 dt \leq \sum_{n=d+1}^{\infty} \left( \frac{n!}{(n-m)!} \right)^2 (n-m)! \left\| f_n(\cdot, k_1, \ldots, k_m) \right\|_{L^2((\mathbb{N})^{(n-m)})}^2 \]

where we used that \( \int_{0}^{\infty} e^{-(2n-1)t} dt = (2n-1)^{-1} \leq 1 \). Since \( F \in \text{dom}(D^m) \), the latter expression is finite and converges to zero, as \( d \to \infty \). This completes the proof.

Our next result combines the previous two propositions and is one of the key tools in the proof of our general Berry–Esseen bound in Section 4. Similar relations also hold on the Wiener and the Poisson space for which we refer to [23] and [17], respectively. Although from a formal point of view the statement looks similar to these results, we emphasize that the proof as well as the meaning and the interpretation of the involved Malliavin operators in our discrete framework are different.

**Proposition 3.3.** For \( m, k_1, \ldots, k_m \in \mathbb{N}, \alpha \geq 1 \) and centred \( F \in \text{dom}(D^m) \) one has that
\[ \mathbb{E}[\left| D_{k_1, \ldots, k_m}^{-1} F \right|^{\alpha}] \leq \mathbb{E}[\left| D_{k_1, \ldots, k_m} F \right|^{\alpha}]. \]

**Proof.** According to Proposition 3.2, we have that
\[ \mathbb{E}[\left| D_{k_1, \ldots, k_m}^{-1} F \right|^{\alpha}] = \mathbb{E}\left[ \left| \int_{0}^{\infty} e^{-mt} P_t D_{k_1, \ldots, k_m} F dt \right|^{\alpha} \right]. \]

Then, using Proposition 3.1 together with Jensen’s inequality, we deduce that
\[ \mathbb{E}\left[ \left| \int_{0}^{\infty} e^{-mt} P_t D_{k_1, \ldots, k_m} F dt \right|^{\alpha} \right] = \mathbb{E}\left[ \int_{0}^{\infty} e^{-mt} \mathbb{E}[D_{k_1, \ldots, k_m} F(X_t)|X] dt \right|^{\alpha} \right] \leq \mathbb{E}\left[ \int_{0}^{\infty} e^{-mt} \mathbb{E}[D_{k_1, \ldots, k_m} F(X_t)|X] dt \right] \]
\[ = \int_{0}^{\infty} e^{-mt} \mathbb{E}[D_{k_1, \ldots, k_m} F(X_t)|X] dt \]
\[ \leq \mathbb{E}[\left| D_{k_1, \ldots, k_m} F \right|^{\alpha}] \]
and complete the proof.

As a first application of Proposition 3.3 we now deduce the following discrete Poincaré-type inequality. This result can already be found in [30], Chapter 8, where it is proved by means of the Clark formula. We present an alternative proof without resorting to this formula.
**Proposition 3.4.** Suppose that $F \in \text{dom}(D)$. Then

$$\text{Var}[F] \leq \mathbb{E}[\|DF\|_{\ell^2(N)}^2]. \tag{3.5}$$

**Proof.** Choosing $f$ in (2.13) as the identity map on $\mathbb{R}$ yields

$$\text{Var}[F] = \mathbb{E}[(F - \mathbb{E}[F])^2] = \mathbb{E}[\langle DF - \mathbb{E}[DF], -DL^{-1}(F - \mathbb{E}[F]) \rangle_{\ell^2(N)}].$$

Exchanging expectation and summation, and using the Cauchy–Schwarz inequality, we see that the latter expression is further bounded by

$$\sum_{k=1}^{\infty} \mathbb{E}[|D_k(F - \mathbb{E}[F])|] ||D_kL^{-1}(F - \mathbb{E}[F])||.$$ 

The proof is now concluded by applying Proposition 3.3 with $m = 1$ and $\alpha = 2$ and using the fact that $D_k(F - \mathbb{E}[F]) = D_k F$. \qed

**Remark 3.1.** Proposition 3.4 remains valid for $F \in L^1(\Omega) \setminus \text{dom}(D)$, since in this case the right-hand side of (3.5) is infinite.

### 4. A general Berry–Esseen bound.

The main result of this section is a Berry–Esseen bound for square-integrable Rademacher functionals $F$. By such a result, we mean an upper bound for the Kolmogorov distance between $F$ and a standard Gaussian random variable, where we recall that the Kolmogorov distance between two random variables $X$ and $Y$ is defined as

$$d_K(X, Y) := \sup_{x \in \mathbb{R}} \left| P(X \leq x) - P(Y \leq x) \right|.$$

A first result in this direction has been shown by the authors in [14] in the special symmetric case that the sequence $p = (p_k)_{k \in \mathbb{N}}$ is constant and equal to $1/2$. In the present situation, we need the following generalization to arbitrary sequences $p$. Since the proof follows straightforwardly along the lines of that of Theorem 3.1 in [14], we omit the arguments.

**Proposition 4.1.** Let $F \in \text{dom}(D)$ with $\mathbb{E}[F] = 0$ and let $N \sim \mathcal{N}(0, 1)$ be a standard Gaussian random variable. Then

$$d_K(F, N) \leq \mathbb{E}[\|1 - \langle DF, -DL^{-1}F \rangle_{\ell^2(N)}\|]$$

$$+ \frac{\sqrt{2\pi}}{8} \mathbb{E}[\|(pq)^{-1/2}(DF)^2, |DL^{-1}F|_{\ell^2(N)}\|].$$
One disadvantage of the bound in Proposition 4.1 is that it involves the inverse of the discrete Ornstein–Uhlenbeck operator. In applications this means that the chaotic decomposition of the Rademacher functional $F$ has to be computed explicitly in order to evaluate the expression $-DL^{-1}F$. A further analysis of the bound then requires a multiplication formula for discrete multiple stochastic integrals, which expresses a product of two discrete multiple stochastic integrals as linear combination of discrete multiple stochastic integrals. We transfer the bound of Proposition 4.1 into a form, which can be evaluated without using a multiplication formula. Our next result is a combination of Propositions 4.1 and 3.3, and provides an upper bound for $\text{d}_K(F, N)$ in terms of the first- and second-order discrete gradient only. A result of this structure is what is called a ‘second-order Poincaré inequality’ in the literature; see [3, 17, 23]. The discrete Poincaré-type inequality in Proposition 3.4 says that a Rademacher functional $F$ is concentrated around $\mathbb{E}[F]$ in terms of the variance if the contribution of the first-order discrete gradient is small. Our discrete second-order Poincaré inequality additionally implies that if the contribution of the second-order discrete gradient is also small, then $F$ is close to a standard Gaussian random variable.

**Theorem 4.1.** Let $F \in \text{dom}(D)$ with $\mathbb{E}[F] = 0$ and $\mathbb{E}[F^2] = 1$, and let $N \sim \mathcal{N}(0, 1)$ be a standard Gaussian random variable. Further, fix $r, s, t \in (1, \infty)$ such that $\frac{1}{r} + \frac{1}{s} + \frac{1}{t} = 1$. Then

$$
\text{d}_K(F, N) \leq \left( \frac{15}{4} \sum_{j,k,\ell=1}^{\infty} \left( \mathbb{E}[ (D_j F)^2 (D_k F)^2 ] \right)^{1/2} \left( \mathbb{E}[ (D_\ell D_j F)^2 (D_\ell D_k F)^2 ] \right)^{1/2} \right)^{1/2} $$
$$
+ \left( \frac{3}{4} \sum_{j,k,\ell=1}^{\infty} \frac{1}{p_\ell q_\ell} \mathbb{E}[ (D_\ell D_j F)^2 (D_\ell D_k F)^2 ] \right)^{1/2} $$
$$
+ \frac{\sqrt{2\pi}}{8} \sum_{k=1}^{\infty} \frac{1}{\sqrt{p_k q_k}} \mathbb{E}[ |D_k F|^3 ] $$
$$
+ \frac{1}{2} \left( \mathbb{E}[ |F'|^r ] \right)^{1/r} \sum_{k=1}^{\infty} \frac{1}{\sqrt{p_k q_k}} \left( \mathbb{E}[ |D_k F|^{2s} ] \right)^{1/s} \left( \mathbb{E}[ |D_k F'|^{2t} ] \right)^{1/t} $$
$$
+ \left( \sum_{k=1}^{\infty} \frac{1}{p_k q_k} \mathbb{E}[ (D_k F)^4 ] \right)^{1/2} .
$$
Let us comment on the second-order Poincaré inequality in Theorem 4.1. Its form differs from that in the Wiener or Poisson case treated in [17, 23]. The main difference is the fourth term, which involves the parameters \( r, s \) and \( t \), and hence higher moments of \( F \) and \( D_k F \). In many applications, one can choose \( r = 2 \) and \( s = t = 4 \), but there are situations in which the additional flexibility to choose \( r, s \) and \( t \) differently turns out to be crucial. We shall meet such an example in the proof of Theorem 1.1 on the triangle counting statistic in the Erdős–Rényi random graph.

**Proof of Theorem 4.1.** Our proof follows the general scheme to establish a second-order Poincaré inequality, which is used in the literature [3, 17, 23]. Namely, we build on Proposition 4.1 by further estimating each summand of the bound there. We start with the first summand, to which we apply the Cauchy–Schwarz inequality:

\[
\left| \mathbb{E}[\mathbb{E}[(D_k F)^4]] \right|^{1/2} \leq \mathbb{E}[(1 - \langle DF, -D_k L^{-1} F \rangle_{\ell^2(N)})^2]^{1/2}. 
\]

Taking \( f \) as the identity on \( \mathbb{R} \) in (2.13) shows that \( \mathbb{E}[(\langle DF, -D_k L^{-1} F \rangle_{\ell^2(N)})^2] = \text{Var}[F] = 1 \). Thus, \( \mathbb{E}[(1 - \langle DF, -D_k L^{-1} F \rangle_{\ell^2(N)})^2] = \text{Var}[\langle DF, -D_k L^{-1} F \rangle_{\ell^2(N)}] \) and an application of Proposition 3.4 (see also Remark 3.1) yields

\[
(4.1) \quad \mathbb{E}[(1 - \langle DF, -D_k L^{-1} F \rangle_{\ell^2(N)})^2] \leq \mathbb{E}\left[ \sum_{\ell=1}^{\infty} \left( D_{2\ell} \left( \sum_{k=1}^{\infty} (D_k F)(-D_k L^{-1} F) \right) \right)^2 \right] = \mathbb{E}\left[ \sum_{\ell=1}^{\infty} \left( \sum_{k=1}^{\infty} D_{2\ell}((D_k F)(-D_k L^{-1} F)) \right)^2 \right].
\]

where the exchange of \( D_{2\ell} \) with the summation in the last step can be justified as follows. Since \( \mathbb{E}[(\langle DF, -D_k L^{-1} F \rangle_{\ell^2(N)} = 1, \langle DF, -D_k L^{-1} F \rangle_{\ell^2(N)} \) is \( P \)-a.s. finite. Thus, \( \langle DF_{2\ell}^+, -D_k L^{-1} F_{2\ell}^+ \rangle_{\ell^2(N)} \) as well as the pathwise representation of \( D_{2\ell}((DF, -D_k L^{-1} F)_{\ell^2(N)}) \) as at (2.3) are \( P \)-a.s. finite for \( \ell \in \mathbb{N} \). As a consequence, we see that

\[
\begin{align*}
D_{2\ell}(\langle DF, -D_k L^{-1} F \rangle_{\ell^2(N)}) & = \sqrt{p_{2\ell} q_{2\ell}}((DF_{2\ell}^+, -D_k L^{-1} F_{2\ell}^+)_{\ell^2(N)} - (DF_{2\ell}^-, -D_k L^{-1} F_{2\ell}^-)_{\ell^2(N)}) 
\end{align*}
\]
\[
\begin{align*}
\sqrt{p_\ell q_\ell} & \left( \sum_{k=1}^{\infty} (D_k F_\ell^+)(-D_k L^{-1} F_\ell^+) - \sum_{k=1}^{\infty} (D_k F_\ell^-)(-D_k L^{-1} F_\ell^-) \right) \\
& \sqrt{p_\ell q_\ell} \sum_{k=1}^{\infty} \left( (D_k F_\ell^+)(-D_k L^{-1} F_\ell^+) - (D_k F_\ell^-)(-D_k L^{-1} F_\ell^-) \right) \\
& \sum_{k=1}^{\infty} D_\ell ((D_k F)(-D_k L^{-1} F)) \quad \text{P-a.s.}
\end{align*}
\]

for \( \ell \in \mathbb{N} \). Now, we further estimate the quantity \( D_\ell ((D_k F)(-D_k L^{-1} F)) \) in (4.1) using the product formula (2.4). This yields

\[
\begin{align*}
\left| D_\ell ((D_k F)(-D_k L^{-1} F)) \right| \\
& = \left| (D_\ell D_k F)(-D_k L^{-1} F) + (D_k F)(-D_\ell D_k L^{-1} F) \right| \\
& \leq \left| (D_\ell D_k F)(-D_k L^{-1} F) \right| + \left| (D_k F)(-D_\ell D_k L^{-1} F) \right| \\
& + \frac{1}{\sqrt{p_\ell q_\ell}} \left| (D_\ell D_k F)(-D_\ell D_k L^{-1} F) \right|.
\end{align*}
\]

Using this together with the Cauchy–Schwarz inequality, it follows from (4.1) that

\[
\mathbb{E} \left[ (1 - \langle DF, -DL^{-1}F \rangle_{\ell^2(\mathbb{N})})^2 \right] \leq 3(T_1 + T_2 + T_3),
\]

where \( T_1, T_2 \) and \( T_3 \) are given by

\[
\begin{align*}
T_1 := & \mathbb{E} \left[ \sum_{\ell=1}^{\infty} \left( \sum_{k=1}^{\infty} \left| (D_\ell D_k F)(-D_k L^{-1} F) \right| \right)^2 \right], \\
T_2 := & \mathbb{E} \left[ \sum_{\ell=1}^{\infty} \left( \sum_{k=1}^{\infty} \left| (D_k F)(-D_\ell D_k L^{-1} F) \right| \right)^2 \right], \\
T_3 := & \mathbb{E} \left[ \sum_{\ell=1}^{\infty} \frac{1}{p_\ell q_\ell} \left( \sum_{k=1}^{\infty} \left| (D_\ell D_k F)(-D_\ell D_k L^{-1} F) \right| \right)^2 \right].
\end{align*}
\]

Each of these terms is now further estimated from above. Considering \( T_1 \), an application of Propositions 3.2 and Proposition 3.1 as well as Jensen’s inequality yields for \( \ell \in \mathbb{N} \) that

\[
\left( \sum_{k=1}^{\infty} |D_\ell D_k F||D_k L^{-1} F| \right)^2 \\
= \left( \sum_{k=1}^{\infty} |D_\ell D_k F| \left\| \int_{0}^{\infty} e^{-t} P_t D_k F \, dt \right\| \right)^2
\]
\[
\left( \sum_{k=1}^{\infty} |D_{\ell} D_k F| \int_0^\infty e^{-t} \mathbb{E}[|D_k F(X^t)|X] dt \right)^2 \leq \left( \sum_{k=1}^{\infty} |D_{\ell} D_k F| \int_0^\infty e^{-t} \mathbb{E}[|D_k F(X^t)|X] dt \right)^2.
\]

By virtue of the monotone convergence theorem, we get for \( \ell \in \mathbb{N} \) that

\[
\left( \sum_{k=1}^{\infty} |D_{\ell} D_k F| \int_0^\infty e^{-t} \mathbb{E}[|D_k F(X^t)|X] dt \right)^2 = \left( \int_0^\infty e^{-t} \sum_{k=1}^{\infty} |D_{\ell} D_k F| \mathbb{E}[|D_k F(X^t)|X] dt \right)^2 \]

\[
= \left( \int_0^\infty e^{-t} \mathbb{E} \left[ \sum_{k=1}^{\infty} |D_{\ell} D_k F| D_k F(X^t) | X \right] dt \right)^2.
\]

Using Jensen’s inequality again as well as the Cauchy–Schwarz inequality, we now conclude for \( \ell \in \mathbb{N} \) that

\[
\left( \int_0^\infty e^{-t} \mathbb{E} \left[ \sum_{k=1}^{\infty} |D_{\ell} D_k F| D_k F(X^t) | X \right] dt \right)^2 \leq \int_0^\infty e^{-t} \mathbb{E} \left[ \left( \sum_{k=1}^{\infty} |D_{\ell} D_k F| D_k F(X^t) \right)^2 | X \right] dt \]

\[
= \int_0^\infty e^{-t} \mathbb{E} \left[ \sum_{j,k=1}^{\infty} |D_{\ell} D_j F| D_j F(X^t) | D_{\ell} D_k F| D_k F(X^t) | X \right] dt \]

\[
= \sum_{j,k=1}^{\infty} |D_{\ell} D_j F| |D_{\ell} D_k F| \int_0^\infty e^{-t} \mathbb{E} \left[ |D_j F(X^t)| D_k F(X^t) | X \right] dt \]

\[
\leq \sum_{j,k=1}^{\infty} |D_{\ell} D_j F| |D_{\ell} D_k F| \int_0^\infty e^{-t} \left( \mathbb{E} \left[ (D_j F(X^t))^2 (D_k F(X^t))^2 | X \right] \right)^{1/2} dt \]

\[
\leq \sum_{j,k=1}^{\infty} |D_{\ell} D_j F| |D_{\ell} D_k F| \times \left( \int_0^\infty e^{-t} \mathbb{E} \left[ (D_j F(X^t))^2 (D_k F(X^t))^2 | X \right] dt \right)^{1/2}.
\]
Thus, another application of the Cauchy–Schwarz inequality leads to the bound

\[
T_1 \leq \mathbb{E}\left[ \sum_{j,k,\ell=1}^{\infty} |D_\ell D_j F| |D_\ell D_k F| \right] \\
\times \left( \int_0^{\infty} e^{-t} \mathbb{E}\left[ (D_j F(X^t))^2 (D_k F(X^t))^2 |X\right] dt \right)^{1/2}
\leq \sum_{j,k,\ell=1}^{\infty} \left( \mathbb{E}\left[ (D_\ell D_j F)^2 (D_\ell D_k F)^2 \right] \right)^{1/2}
\times \left( \int_0^{\infty} e^{-t} \mathbb{E}\left[ (D_j F)^2 (D_k F)^2 \right] dt \right)^{1/2}
\leq \sum_{j,k,\ell=1}^{\infty} \left( \mathbb{E}\left[ (D_\ell D_j F)^2 (D_\ell D_k F)^2 \right] \right)^{1/2} \left( \int_0^{\infty} e^{-t} \mathbb{E}\left[ (D_j F)^2 (D_k F)^2 \right] dt \right)^{1/2}
\leq \sum_{j,k,\ell=1}^{\infty} \left( \mathbb{E}\left[ (D_\ell D_j F)^2 (D_\ell D_k F)^2 \right] \right)^{1/2} \left( \mathbb{E}\left[ (D_j F)^2 (D_k F)^2 \right] \right)^{1/2}.
\] (4.3)

Using similar arguments and Proposition 3.2 for \( m = 2 \), one shows that

\[
T_2 \leq \frac{1}{4} \sum_{j,k,\ell=1}^{\infty} \left( \mathbb{E}\left[ (D_j F)^2 (D_k F)^2 \right] \right)^{1/2} \left( \mathbb{E}\left[ (D_\ell D_j F)^2 (D_\ell D_k F)^2 \right] \right)^{1/2}
\] (4.4)

and

\[
T_3 \leq \frac{1}{4} \sum_{j,k,\ell=1}^{\infty} \frac{1}{p_\ell q_\ell} \mathbb{E}\left[ (D_\ell D_j F)^2 (D_\ell D_k F)^2 \right].
\] (4.5)

Thus, combining (4.3)–(4.5) with (4.2), we get

\[
\mathbb{E}\left[ \left| 1 - \langle DF, -DL^{-1}F \rangle_{\ell^2(V)} \right| \right]
\leq \left( \frac{15}{4} \sum_{j,k,\ell=1}^{\infty} \left( \mathbb{E}\left[ (D_j F)^2 (D_k F)^2 \right] \right)^{1/2} \left( \mathbb{E}\left[ (D_\ell D_j F)^2 (D_\ell D_k F)^2 \right] \right)^{1/2} \right)^{1/2}
+ \left( \frac{3}{4} \sum_{j,k,\ell=1}^{\infty} \frac{1}{p_\ell q_\ell} \mathbb{E}\left[ (D_\ell D_j F)^2 (D_\ell D_k F)^2 \right] \right)^{1/2}
\] (4.6)

as an estimate for the first summand of the bound in Proposition 4.1.

For the second summand, we obtain

\[
\mathbb{E}\left[ (pq)^{-1/2} \langle DF^2, -DL^{-1}F \rangle_{\ell^2(V)} \right]
\leq \sum_{k=1}^{\infty} (p_k q_k)^{-1/2} \mathbb{E}\left[ (D_k F)^2 |D_k L^{-1}F| \right]
\] (4.7)
\[ \leq \sum_{k=1}^{\infty} (p_k q_k)^{-1/2} (\mathbb{E}[|D_k F|^3])^{2/3} (\mathbb{E}[|D_k L^{-1} F|^3])^{1/3} \]

by means of Hölder’s inequality with Hölder conjugates 3 and 3/2, and Proposition 3.3. Applying a generalization of Hölder’s inequality with Hölder conjugates \( r, s, t \in (1, \infty) \) with \( \frac{1}{r} + \frac{1}{s} + \frac{1}{t} = 1 \) as well as Proposition 3.3 to the third summand of the bound in Proposition 4.1 immediately yields

\[ \mathbb{E}[(pq)^{-1/2} (DF)^2, |F \cdot DL^{-1} F|] ]_{\ell^2(N)} \]

\[ = \sum_{k=1}^{\infty} (p_k q_k)^{-1/2} \mathbb{E}[|F|(DF)^2|D_k L^{-1} F|] \]

\[ \leq \left( \mathbb{E}[|F|^r] \right)^{1/r} \sum_{k=1}^{\infty} (p_k q_k)^{-1/2} \left( \mathbb{E}[|D_k F|^{2/r}] \right)^{1/s} \left( \mathbb{E}[|D_k L^{-1} F|^t] \right)^{1/t} \]

\[ \leq \left( \mathbb{E}[|F|^r] \right)^{1/r} \sum_{k=1}^{\infty} (p_k q_k)^{-1/2} \left( \mathbb{E}[|D_k F|^{2/r}] \right)^{1/s} \left( \mathbb{E}[|D_k F|^t] \right)^{1/t}. \]

We now apply the integration-by-parts-formula (2.15) in order to bound the last term in Proposition 4.1. To this end, we note that \( D_k \mathbb{1}_{\{F > x\}} D_k F |D_k L^{-1} F| \geq 0 \) for every \( k \in \mathbb{N} \) and we need to verify the summability condition in (2.14) in Proposition 2.2. The latter will be verified subsequent to the following calculation. Using the integration-by-parts-formula, we obtain that

\[ \mathbb{E}[(pq)^{-1/2} (DF) D \mathbb{1}_{\{F > x\}}, |DL^{-1} F|] ]_{\ell^2(N)} \]

\[ = \mathbb{E}[(D \mathbb{1}_{\{F > x\}}, (pq)^{-1/2} (DF)|DL^{-1} F|] ]_{\ell^2(N)} \]

\[ = \mathbb{E}[(D \mathbb{1}_{\{F > x\}} \delta ((pq)^{-1/2} (DF)|DL^{-1} F|)] ] \]

\[ \leq \mathbb{E}[(\delta ((pq)^{-1/2} (DF)|DL^{-1} F|)] ] \]

\[ \leq \left( \mathbb{E}[(\delta ((pq)^{-1/2} (DF)|DL^{-1} F|)]^2 \right)^{1/2}. \]

From the isometric formula (2.18) for the divergence operator it follows that

\[ \mathbb{E}[(\delta ((pq)^{-1/2} (DF)|DL^{-1} F|)]^2] \]

\[ = \mathbb{E}[(pq)^{-1/2} (DF)(DL^{-1} F)]^2 \]

\[ + \mathbb{E} \left[ \sum_{k, \ell=1}^{\infty} (p_{\ell q_{\ell}})^{-1/2} D_k ((D_{\ell} F)|D_{\ell} L^{-1} F|) \right] \]
\begin{align*}
\times (pkqk)^{-1/2}D_\ell((D_k F)|D_k L^{-1} F|) \\
\leq \mathbb{E}\left[ \|(pq)^{-1/2}(DF)(DL^{-1} F)\|^2_{\ell^2(\mathbb{N})} \right] \\
+ \mathbb{E}\left[ \sum_{k,\ell=1}^{\infty} (pkqk)^{-1}(D_\ell((D_k F)(D_k L^{-1} F)))^2 \right] \\
=: T_4 + T_5.
\end{align*}

The term \( T_4 \) can easily be estimated by means of the Cauchy–Schwarz inequality and Proposition 3.3, which yields that

\begin{equation}
T_4 = \sum_{k=1}^{\infty} (pkqk)^{-1}\mathbb{E}\left[ (D_k F)^2 (D_k L^{-1} F)^2 \right] \\
\leq \sum_{k=1}^{\infty} (pkqk)^{-1}\mathbb{E}\left[ (D_k F)^4 \right]^{1/2}\mathbb{E}\left[ (D_k L^{-1} F)^4 \right]^{1/2} \\
\leq \sum_{k=1}^{\infty} (pkqk)^{-1}\mathbb{E}\left[ (D_k F)^4 \right].
\end{equation}

To handle \( T_5 \), we first compute \( \mathbb{E}\left[ (D_\ell((D_k F)(D_k L^{-1} F)))^2 \right] \) by using the product formula (2.4), the Cauchy–Schwarz inequality as well as Proposition 3.3. This leads to

\begin{align*}
\mathbb{E}\left[ (D_\ell((D_k F)(D_k L^{-1} F)))^2 \right] \\
= \mathbb{E}\left[ ((D_\ell D_k F)(D_k L^{-1} F) + (D_k F)(D_\ell D_k L^{-1} F)) \\
- (p_\ell q_\ell)^{-1/2}X_\ell(D_\ell D_k F)(D_\ell D_k L^{-1} F))^2 \right] \\
\leq 3\mathbb{E}\left[ (D_\ell D_k F)^2 (D_k L^{-1} F)^2 \right] + 3\mathbb{E}\left[ (D_k F)^2 (D_\ell D_k L^{-1} F)^2 \right] \\
+ 3(p_\ell q_\ell)^{-1}\mathbb{E}\left[ (D_\ell D_k F)^2 (D_\ell D_k L^{-1} F)^2 \right] \\
\leq 3\mathbb{E}\left[ (D_k F)^4 \right]^{1/2}\mathbb{E}\left[ (D_k L^{-1} F)^4 \right]^{1/2} \\
+ 3\mathbb{E}\left[ (D_k F)^4 \right]^{1/2}\mathbb{E}\left[ (D_\ell D_k L^{-1} F)^4 \right]^{1/2} \\
+ 3(p_\ell q_\ell)^{-1}\mathbb{E}\left[ (D_\ell D_k F)^4 \right]^{1/2}\mathbb{E}\left[ (D_\ell D_k L^{-1} F)^4 \right]^{1/2} \\
\leq 6\mathbb{E}\left[ (D_k F)^4 \right]^{1/2}\mathbb{E}\left[ (D_\ell D_k F)^4 \right]^{1/2} + 3(p_\ell q_\ell)^{-1}\mathbb{E}\left[ (D_\ell D_k F)^4 \right].
\end{align*}

We now justify the validity of the summability condition (2.14). Assume that

\begin{equation}
\mathbb{E}\left[ \sum_{k,\ell=1}^{\infty} (D_k u_\ell)^2 \right] < \infty,
\end{equation}
where \( u_\ell := (p_\ell q_\ell)^{-1/2} D_\ell F |D_\ell L^{-1} F| = \sum_{n=1}^{\infty} J_n (g_{n+1}(\cdot, \ell)). \) Then we obtain that

\[
\mathbb{E} \left[ \sum_{k,\ell=1}^{\infty} (D_k u_\ell)^2 \right] = \sum_{k,\ell=1}^{\infty} \mathbb{E} \left[ (D_k u_\ell)^2 \right] = \sum_{k,\ell=1}^{\infty} \sum_{n=1}^{\infty} nn! \| g_{n+1}(\cdot, k, \ell) \|_{\ell^2(\mathbb{N}) \otimes n}^2 \]

which implies that

\[
\sum_{n=1}^{\infty} (n+1)nn! \| g_{n+1} \|_{\ell^2(\mathbb{N}) \otimes n+1}^2 \leq 2 \mathbb{E} \left[ \sum_{k,\ell=1}^{\infty} (D_k u_\ell)^2 \right] < \infty.
\]

Thus, the summability condition (2.14) is verified, once condition (4.13) is satisfied. Since \( T_5 = \mathbb{E} \left[ \sum_{k,\ell=1}^{\infty} (D_k u_\ell)^2 \right] \), condition (4.13) is verified, once our error bound is finite. Otherwise, the error bound holds trivially. Combining (4.9)–(4.12) yields

\[
\sup_{x \in \mathbb{R}} \mathbb{E} \left[ \left\langle (pq)^{-1/2} (DF) D_{\{F>\epsilon\}} D L^{-1} F \right\rangle_{\ell^2(\mathbb{N})} \right] \leq \left( \sum_{k=1}^{\infty} (pqk)^{-1} \mathbb{E} \left[ (D_k F)^4 \right] \right)^{1/2}
\]

\[
+ \left( 6 \sum_{k,\ell=1}^{\infty} (pqk)^{-1} \mathbb{E} \left[ (D_k F)^4 \right] \right)^{1/2} \left( \mathbb{E} \left[ (D_\ell D_k F)^4 \right] \right)^{1/2}
\]

\[
+ \left( 3 \sum_{k,\ell=1}^{\infty} \frac{1}{pqk} \mathbb{E} \left[ (D_\ell D_k F)^4 \right] \right)^{1/2}.
\]

This completes the proof. \( \square \)

5. Application to the Erdős–Rényi random graph and proof of Theorems 1.1–1.3. In this section, we apply Theorem 4.1 to counting statistics associated with the Erdős–Rényi random graph and establish thereby Theorems 1.1–1.3. First, we formally introduce the model and fix some notation. For \( n \in \mathbb{N} \) and a real number \( p \in (0,1) \), let \( \mathcal{G} \) be the set of all simple and undirected graphs with vertex set \( [n] := \{1, \ldots, n\} \). We consider the probability space \( (\mathcal{G}, \mathcal{P}(\mathcal{G}), \mathbb{P}) \), where \( \mathcal{P}(\mathcal{G}) \) is the power set of \( \mathcal{G} \) and \( \mathbb{P} \) is the probability measure given by

\[
\mathbb{P}(G) = p^{e(G)} (1 - p)^{\binom{n}{2} - e(G)},
\]
where for $G \in \mathcal{G}$, $e(G)$ denotes the number of edges of $G$. The identity map on $\mathcal{G}$ is called the Erdős–Rényi random graph and is usually abbreviated by $G(n, p)$. We refer to the book [10] for a detailed account of the theory of random graphs.

We are interested in the number $T$ of triangles in $G(n, p)$, that is the number of sub-graphs in $G(n, p)$, which are isomorphic to the complete graph on 3 vertices. To analyse the asymptotic behaviour of this random variable, we typically allow $p$ to depend on $n$. Following the literature and to simplify the notation, we will often suppress the dependence on $n$ of several (random) variables. In order to apply Theorem 4.1 to the normalized triangle counting statistic $F := \frac{T - \mathbb{E}[T]}{\sqrt{\text{Var}[T]}}$, we first have to embed the model into the framework of Section 2 and Section 4. If one labels the $\binom{n}{2}$ edges of the complete graph on $n$ vertices in a fixed but arbitrary way, $G(n, p)$ can be regarded as an outcome of $\binom{n}{2}$ independent Bernoulli trials, with success probability equal to $p$. Here, success in the $k$th Bernoulli trial means that the $k$th edge is visible in $G(n, p)$. Hence, $G(n, p)$ can be identified with the vector $(X_1, \ldots, X_{\binom{n}{2}})$ of independent Rademacher random variables with parameter $p_k \equiv p$, where $X_k = +1$ indicates that the edge with number $k$ is visible in $G(n, p)$. From now on, we fix an arbitrary enumeration of the edges in the complete graph on the vertex set $[n]$, write $I := \{1, \ldots, \binom{n}{2}\}$ for the set of labels and denote by $e_k$, $k \in I$, the $k$th edge of the graph.

Recall from Lemma 3.5 in [10] that

$$\text{Var}[T] \asymp \begin{cases} \theta^5 n^{4-5\alpha}, & \text{if } 0 \leq \alpha \leq \frac{1}{2}, \\ \theta^3 n^{3(1-\alpha)}, & \text{if } \frac{1}{2} < \alpha < 1, \end{cases}$$

(5.1)

where we recall that the success probability is given by $p = \theta n^{-\alpha}$ with $\alpha \in [0, 1)$ and $\theta \in (0, n^\alpha)$ such that $\theta \asymp 1$.

**Proof of Theorem 1.1.** First, we notice that the assumptions of Theorem 4.1 are satisfied since $F$ is normalized and only depends on finitely many Rademacher variables.

To evaluate the bound in Theorem 4.1, we have to control the random variables $D_k F$ and $D_k D_j F$ for $k, j \in \{1, \ldots, \binom{n}{2}\}$. We have

$$D_k F = \sqrt{pq} (F_k^+ - F_k^-) = \frac{\sqrt{pq}}{\sqrt{\text{Var}[T]}} (T_k^+ - T_k^-)$$

and hence

$$\frac{\sqrt{\text{Var}[T]}}{\sqrt{pq}} D_k F = T_k^+ - T_k^-.$$ 

Now, we notice that $T_k^+$ equals the number of triangles in the random graph $G(n, p)$ with $e_k$ visible, while $T_k^-$ equals the number of triangles in the random graph $G(n, p)$ when $e_k$ is not visible. Thus, $T_k^+ - T_k^-$ is the number of triangles
that have edge $e_k$ in common, which shows that the random variable $T_k^+ - T_k^-$ has a binomial distribution $\text{Bin}(n - 2, p^2)$ with parameters $n - 2$ and $p^2$. This is a consequence of the fact that there are $n - 2$ possible triangles being attached to the $k$th edge and each of these triangles is a sub-graph of $G(n, p)$ with probability $p^2$, independently of all other triangles. Hence,

$$\frac{\sqrt{\text{Var}[T]}}{\sqrt{pq}} D_k F \sim \text{Bin}(n - 2, p^2).$$

Next, we consider the second-order discrete gradient and obtain that

$$D_k D_j F = \frac{\sqrt{pq}}{\sqrt{\text{Var}[T]}} D_k (T_j^+ - T_j^-)$$
$$= \frac{pq}{\sqrt{\text{Var}[T]}} ((T_j^+)_k^+ - (T_j^-)_k^- - ((T_j^+)^+_k - (T_j^-)^-_k),$$

whence

$$\frac{\sqrt{\text{Var}[T]}}{pq} D_k D_j F = (T_j^+_k)^+ - (T_j^-_k)^- - ((T_j^+_k)^+_k - (T_j^-_k)^-_k).$$

The random variable $(T_j^+_k)^+ - (T_j^-_k)^-$ counts the number of triangles in $G(n, p)$ adjacent to the $k$th edge $e_k$, conditioned on the event that the $j$th edge $e_j$ is visible in $G(n, p)$. Similarly, $(T_j^-_k)^+ - (T_j^-_k)^-$ counts the number of triangles adjacent to $e_k$ when $e_j$ does not belong to $G(n, p)$. Therefore, $(T_j^+_k)^+ - (T_j^-_k)^- - ((T_j^-_k)^+_k - (T_j^-_k)^-_k)$ is the number of triangles with common edges $e_k$ and $e_j$. The number of vertices shared by both edges $e_k$ and $e_j$ is $|e_k \cap e_j|$. Then, if $|e_k \cap e_j| \in \{0, 2\}$, $(T_j^+_k)^+ - (T_j^-_k)^- - ((T_j^-_k)^+_k - (T_j^-_k)^-_k) = 0$ and if $|e_k \cap e_j| = 1$, we have $e_k = \{r, s\}$ and $e_j = \{r, t\}$ for some $r, s, t \in [n]$, $s \neq t$. In this case, $(T_j^+_k)^+ - (T_j^-_k)^- - ((T_j^-_k)^+_k - (T_j^-_k)^-_k)$ is either 1 or 0, depending on whether the edge $\{s, t\}$ belongs to $G(n, p)$ or not. Thus,

$$\frac{\sqrt{\text{Var}[T]}}{pq} D_k D_j F \begin{cases} \sim \text{Ber}(p), & \text{if } |e_k \cap e_j| = 1, \\ = 0, & \text{if } |e_k \cap e_j| \in \{0, 2\}, \end{cases}$$

where $\text{Ber}(p) = \text{Bin}(1, p)$ indicates a Bernoulli distribution with parameter $p$. Note that the random variables $D_k D_j F$ and $D_k D_j F$ are independent whenever $k \neq j$. Indeed, fix $\ell$ and let $k \neq j$, and suppose that $|e_k \cap e_\ell| \in \{0, 2\}$ or $|e_j \cap e_\ell| \in \{0, 2\}$. Then $D_k D_j F$ and $D_k D_j F$ are independent, since at least one of them is equal to zero. Now, consider the case that $|e_k \cap e_\ell| = 1$ and $|e_j \cap e_\ell| = 1$. In this situation, the three edges $e_k, e_j, e_\ell$ can have the following form. Either

$$e_k = \{s, t\}, \quad e_j = \{u, v\}, \quad e_\ell = \{t, u\}, \quad s \neq u, \quad v \neq t,$$

or

$$e_k = \{s, t\}, \quad e_j = \{u, t\}, \quad e_\ell = \{v, t\}, \quad s \neq v, \quad u \neq v.$$
In the situation of (5.4), we have \( \{s, u\} = e_a \) and \( \{t, v\} = e_b \) for some \( a, b \in I \), \( a \neq b \), and thus
\[
\frac{\sqrt{\text{Var}[T]}}{pq} D_\ell D_k F = \mathbb{1}_{\{X_a = 1\}} \quad \text{and} \quad \frac{\sqrt{\text{Var}[T]}}{pq} D_\ell D_j F = \mathbb{1}_{\{X_b = 1\}},
\]
which implies the independence of \( D_\ell D_k F \) and \( D_\ell D_j F \) in this case. In the situation of (5.5), we obtain \( \{s, v\} = e_a \) and \( \{u, v\} = e_b \) for some \( a, b \in I \), \( a \neq b \), and hence
\[
\frac{\sqrt{\text{Var}[T]}}{pq} D_\ell D_k F = \mathbb{1}_{\{X_a = 1\}} \quad \text{and} \quad \frac{\sqrt{\text{Var}[T]}}{pq} D_\ell D_j F = \mathbb{1}_{\{X_b = 1\}},
\]
which implies the independence of \( D_\ell D_k F \) and \( D_\ell D_j F \) in the second case.

In view of (5.2) and the bound in Theorem 4.1, we need an expression for the fractional moments of a binomial random variable \( Z \sim \text{Bin}(n, p) \) with \( n \in \mathbb{N} \) and \( p \in (0, 1) \). It is well known that
\[
E[Z^\beta] \asymp \begin{cases} (np)^\beta, & \text{if } np \to \infty, \\ np, & \text{if } np \to 0, \end{cases} \quad \beta \in [1, \infty).
\]
As a consequence, we deduce that for \( n \in \{3, 4, \ldots\} \), \( \alpha \in [0, 1) \) and \( \theta \in (0, n^\alpha) \) with \( \theta \asymp 1 \), the binomial random variable \( Z \sim \text{Bin}(n - 2, \theta^2 n^{-2\alpha}) \) satisfies
\[
E[Z^\beta] \asymp \begin{cases} \theta^\beta n^\beta (1 - 2\alpha), & \text{if } 0 \leq \alpha \leq \frac{1}{2}, \\ \theta n^{1 - 2\alpha}, & \text{if } \frac{1}{2} < \alpha < 1, \end{cases} \quad \beta \in [1, \infty). \tag{5.6}
\]

With (5.2), (5.3) and (5.6) at hand, we are now prepared for the evaluation of the bound in Theorem 4.1. The following terms have to be considered:

\[
A_1 := \left( \sum_{j,k,\ell \in I} \left( E[(D_j F)^2(D_k F)^2]\right)^{1/2} (E[(D_\ell D_j F)^2(D_\ell D_k F)^2])^{1/2} \right)^{1/2},
\]
\[
A_2 := \left( \sum_{j,k,\ell \in I} \frac{1}{pq} E[(D_\ell D_j F)^2(D_\ell D_k F)^2] \right)^{1/2},
\]
\[
A_3 := \sum_{k \in I} \frac{1}{\sqrt{pq}} E[|D_k F|^3],
\]
\[
A_4 := \left( E[|F'|^r] \right)^{1/r} \sum_{k \in I} \frac{1}{\sqrt{pq}} (E[|D_k F|^{2s}])^{1/s} (E[|D_k F'|^t])^{1/t},
\]
\[
A_5 := \left( \sum_{k \in I} \frac{1}{pq} E[(D_k F)^4] \right)^{1/2},
\]
\[
A_6 := \left( \sum_{k,\ell \in I} \frac{1}{pq} (E[(D_k F)^4])^{1/2} (E[(D_\ell D_k F)^4])^{1/2} \right)^{1/2},
\]
\[ A_7 := \frac{1}{pq} \left( \sum_{k, \ell \in I} \mathbb{E}[(D_\ell D_k F)^4] \right)^{1/2}, \]

where in $A_4$, $r, s, t \in (1, \infty)$ are such that $\frac{1}{r} + \frac{1}{s} + \frac{1}{t} = 1$. Let us begin with the term $A_1$. Using the independence of $D_\ell D_k F$ and $D_\ell D_j F$ for $k \neq j$ as well as the Cauchy–Schwarz inequality we obtain

\[
\sum_{j, k, \ell \in I} \left( \mathbb{E}[(D_j F)^2 (D_k F)^2] \right)^{1/2} \left( \mathbb{E}[(D_\ell D_j F)^2 (D_\ell D_k F)^2] \right)^{1/2}
\leq \sum_{j, \ell \in I} \left( \mathbb{E}[(D_j F)^4] \right)^{1/2} \left( \mathbb{E}[(D_\ell D_j F)^4] \right)^{1/2}
\]

\[
+ \sum_{j, k, \ell \in I} \left( \mathbb{E}[(D_j F)^2 (D_k F)^2] \right)^{1/2} \left( \mathbb{E}[(D_\ell D_j F)^2] \right)^{1/2} \left( \mathbb{E}[(D_\ell D_k F)^2] \right)^{1/2}
\]

(5.7)

We consider the two summands of the last estimate separately. Denote by $\mu_4$ the fourth moment of a Bin$(n - 2, p^2)$-distributed random variable. Using (5.2) and (5.3), we see that

\[
\sum_{j, \ell \in I} \left( \mathbb{E}[(D_j F)^4] \right)^{1/2} \left( \mathbb{E}[(D_\ell D_j F)^4] \right)^{1/2}
\]

\[
\leq \sum_{j, \ell \in I} \left( \mathbb{E}[(D_j F)^4] \right)^{1/2} \left( \mathbb{E}[(D_\ell D_j F)^4] \right)^{1/2}
\]

\[
\times \left( \mathbb{E}[(D_\ell D_j F)^2] \right)^{1/2} \left( \mathbb{E}[(D_\ell D_k F)^2] \right)^{1/2}
\]

(5.8)

We consider the two summands of the last estimate separately. Denote by $\mu_4$ the fourth moment of a Bin$(n - 2, p^2)$-distributed random variable. Using (5.2) and (5.3), we see that

\[
\sum_{j, \ell \in I} \left( \mathbb{E}[(D_j F)^4] \right)^{1/2} \left( \mathbb{E}[(D_\ell D_j F)^4] \right)^{1/2}
\]

\[
= \frac{(pq)^3}{(\text{Var}[T])^2} \sum_{j, \ell \in I} \left( \mathbb{E} \left[ \left( \frac{\sqrt{\text{Var}[T]}}{\sqrt{pq}} D_j F \right)^4 \right] \right)^{1/2}
\]

\[
\times \left( \mathbb{E} \left[ \left( \frac{\sqrt{\text{Var}[T]}}{pq} D_\ell D_j F \right)^4 \right] \right)^{1/2}
\]

(5.8)
For the second summand on the right-hand side of (5.7), we obtain

\[
\sum_{\substack{j,k,\ell\in I \\
j\neq k}} \left( \mathbb{E}\left[ (D_j F)^4 \right] \right)^{1/4} \left( \mathbb{E}\left[ (D_k F)^4 \right] \right)^{1/4} \left( \mathbb{E}\left[ (D_\ell D_j F)^2 \right] \right)^{1/2} \left( \mathbb{E}\left[ (D_\ell D_k F)^2 \right] \right)^{1/2}
\]

\[
= \frac{(pq)^3}{(\text{Var}[T])^2} \sum_{\substack{j,k,\ell\in I \\
j\neq k}} \mu_4^{1/2} \frac{1}{p} \left( \begin{array}{c} n \\ 2 \end{array} \right) 2(n-2)(2(n-2)-1)
\]

\[
\times \frac{(pq)^3}{(\text{Var}[T])^2} \mu_4^{1/2} p n^4
\]

\[
= \frac{(pq)^3}{(\text{Var}[T])^2} \mu_4^{1/2} p^{1/2} n^3 p^{1/2} n.
\]

Comparing (5.8) with (5.9), one can see that the second summand in (5.7) determines the asymptotic behaviour of $A_1$, since $p^{1/2} n = \theta^{1/2} n^{1-\alpha/2} \to \infty$, as $n \to \infty$. By use of (5.1) and (5.6), we obtain

\[
\sum_{\substack{j,k,\ell\in I \\
j\neq k}} \mathbb{E}\left[ (D_j F)^2 (D_k F)^2 \right] \left( \mathbb{E}\left[ (D_\ell D_j F)^2 \right] \right)^{1/2} \left( \mathbb{E}\left[ (D_\ell D_k F)^2 \right] \right)^{1/2}
\]

\[
\leq \mathcal{O}(n^{-1+\alpha}), \quad \text{if } 0 \leq \alpha \leq \frac{1}{2},
\]

\[
\leq \mathcal{O}(n^{-3/4+\alpha/2}), \quad \text{if } \frac{1}{2} < \alpha < 1.
\]

Combining (5.7)–(5.10) yields that

\[
A_1 = \left( \sum_{\substack{j,k,\ell\in I}} \left( \mathbb{E}\left[ (D_j F)^2 (D_k F)^2 \right] \right)^{1/2} \right. \\
\left. \times \left( \mathbb{E}\left[ (D_\ell D_j F)^2 (D_\ell D_k F)^2 \right] \right)^{1/2} \right)^{1/2}
\]

\[
= \mathcal{O}(n^{-1+\alpha}), \quad \text{if } 0 \leq \alpha \leq \frac{1}{2},
\]

\[
\mathcal{O}(n^{-3/4+\alpha/2}), \quad \text{if } \frac{1}{2} < \alpha < 1.
\]

With the same arguments as above and by using the additional information on the asymptotics of the third moment of a Bin$(n-2, p^2)$ random variable from (5.6), we obtain the following bounds for $A_2, A_3, A_5, A_6$ and $A_7$:
A_5 = \begin{cases} 
O(n^{-1+\alpha/2}), & \text{if } 0 \leq \alpha \leq \frac{1}{2}, \\
O(n^{-3/2+3\alpha/2}), & \text{if } \frac{1}{2} < \alpha < 1,
\end{cases}
(5.13)

A_6 = \begin{cases} 
O(n^{-3/2+7\alpha/4}), & \text{if } 0 \leq \alpha \leq \frac{1}{2}, \\
O(n^{-5/4+5\alpha/4}), & \text{if } \frac{1}{2} < \alpha < 1,
\end{cases}
(5.14)

A_7 = \begin{cases} 
O(n^{-5/2+7\alpha/2}), & \text{if } 0 \leq \alpha \leq \frac{1}{2}, \\
O(n^{-3/2+3\alpha/2}), & \text{if } \frac{1}{2} < \alpha < 1.
\end{cases}

To describe the asymptotic behaviour of

A_4 = (E[F^r])^{1/r} \sum_{k \in I} \frac{1}{\sqrt{pq}} (E[|D_k F|^{2s}])^{1/s} (E[|D_k F|^{t}])^{1/t}

with \(r, s, t \in (1, \infty)\) and \(\frac{1}{r} + \frac{1}{s} + \frac{1}{t} = 1\), we use the following moment asymptotics, which is taken from the proof of [34], Theorem 2. As \(n \to \infty\), it holds that

\[E[F^k] \asymp \begin{cases} 
0, & \text{if } k \in \mathbb{N} \text{ is odd}, \\
k! (k/2)^{2k/2}, & \text{if } k \in \mathbb{N} \text{ is even.}
\end{cases}
(5.15)

We will choose \(r\) in such a way that \(A_4\) converges to zero at least as fast as all the other terms \(A_1, \ldots, A_7\) that have already been computed. So, fix an even integer \(r > 2\) and choose \(s, t \in (1, \infty)\) such that \(\frac{1}{r} + \frac{1}{s} + \frac{1}{t} = 1\). For \(\beta \in [1, \infty)\), let \(\mu_\beta\) be the moment of order \(\beta\) of a Bin\((n - 2, p^2)\) random variable. Using (5.2), we obtain

\[
\frac{1}{\sqrt{pq}} (E[|D_k F|^{2s}])^{1/s} (E[|D_k F|^{t}])^{1/t} = \frac{(pq)^{3/2}}{\sqrt{pq} (\text{Var}[T])^{3/2}} \left( E \left[ \left( \frac{\text{Var}[T]}{\sqrt{pq}} D_k F \right)^{2s} \right] \right)^{1/s}
\times \left( E \left[ \left( \frac{\text{Var}[T]}{\sqrt{pq}} D_k F \right)^{t} \right] \right)^{1/t}
(5.16)
\]

\[
= \frac{pq}{(\text{Var}[T])^{3/2} \mu_{2s}^{1/s} \mu_t^{1/t}}.
\]

Note that the absolute values are omitted since \(D_k F\) is nonnegative. Resorting to (5.1) and (5.6) and using that \(\frac{1}{s} + \frac{1}{t} = 1 - \frac{1}{r}\), we get

\[
\frac{pq}{(\text{Var}[T])^{3/2} \mu_{2s}^{1/s} \mu_t^{1/t}} \times \begin{cases} 
\theta^{-7/2} n^{-3+\alpha/2}, & \text{if } 0 \leq \alpha \leq \frac{1}{2}, \\
\theta^{-5/2-1/r} n^{-7/2+3\alpha/2+2\alpha/r-1/r}, & \text{if } \frac{1}{2} < \alpha < 1.
\end{cases}
(5.17)
Combining (5.15)–(5.17), we obtain that for all even integers \( r > 2 \),
\[
A_4 = \begin{cases} 
O(n^{-1+1/2\alpha}), & \text{if } 0 \leq \alpha \leq \frac{1}{2}, \\
O(n^{-3/2+3\alpha/2+2\alpha/r-1/r}), & \text{if } \frac{1}{2} < \alpha < 1.
\end{cases}
\]

If \( 0 \leq \alpha \leq \frac{1}{2} \), the bound in (5.18) does not depend on \( r \) and is of lower order compared to the bounds in (5.11)–(5.14). In the case \( \frac{1}{2} < \alpha < \frac{2}{3} \), the term \( A_1 \) in (5.11) determines the leading-order asymptotics among the bounds in (5.11)–(5.14) if \( r > 2 \) is chosen in such a way that
\[
\frac{3}{2} + \frac{3}{2\alpha} + \frac{2}{r} - \frac{1}{r} \leq -\frac{5}{4} + \frac{5}{4\alpha}, \quad \text{or, equivalently,} \quad r \geq \frac{4(2\alpha - 1)}{1-\alpha}.
\]

Namely, we put \( r \) as the smallest even integer larger or equal to \( \max\{2, \frac{4(2\alpha - 1)}{1-\alpha}\} \) and conclude from (5.18) that
\[
A_4 = \begin{cases} 
O(n^{-1+\alpha/2}), & \text{if } 0 \leq \alpha \leq \frac{1}{2}, \\
O(n^{-5/4+5\alpha/4}), & \text{if } \frac{1}{2} < \alpha < 1.
\end{cases}
\]

Moreover, if \( \frac{2}{3} \leq \alpha < 1 \), the Kolmogorov distance is dominated by the term \( A_6 \). This completes the proof. \( \square \)

After having established Theorem 1.1, we turn to the proof of Theorem 1.2. Recall that in this situation \( p \in (0, 1) \) is fixed and that \( \Gamma \) is a graph with at least one edge. Furthermore, \( S \) is the number of copies of \( \Gamma \) in \( G(n, p) \) and \( F := (S - \mathbb{E}[S]) / \sqrt{\text{Var}[S]} \) denotes the normalized sub-graph counting statistic. Let us recall from [10], Lemma 3.5, that
\[
\text{Var}[S] \approx c(p, \Gamma)n^{2v-2},
\]
where \( c(p, \Gamma) \in (0, \infty) \) is a constant only depending on \( p \) and \( \Gamma \), and where \( v = v(\Gamma) \) stands for the number of vertices of \( \Gamma \). Finally, we recall that \( I \) stands for the set \( \{1, \ldots, \binom{n}{3}\} \) and put \( q := 1 - p \).

**Proof of Theorem 1.2.** First, we assume that \( n \geq v \geq 4 \). Note that for \( k \in I \), \( S_k^+ \) and \( S_k^- \) are the number of copies of \( \Gamma \) if edge \( e_k \) is present in \( G(n, p) \) or not, respectively. Thus, \( S_k^+ - S_k^- \) is the number of copies of \( \Gamma \) in \( G(n, p) \) sharing edge \( e_k \). Since there are \( \binom{n-2}{v-2} \) choices for the remaining vertices needed to build such a copy, we have that
\[
D_k F = \frac{\sqrt{pq}}{\sqrt{\text{Var}[S]}}(S_k^+ - S_k^-) = O(n^{-1}), \quad k \in I,
\]
where we also used (5.20). Next, we consider the second-order discrete gradient
\[
D_\ell D_k F = \frac{pq}{\sqrt{\text{Var}[S]}}((S_k^+)_\ell^+ - (S_k^+)_\ell^- - (S_k^-)_\ell^+ + (S_k^-)_\ell^-), \quad k, \ell \in I.
\]
If $|e_k \cap e_\ell| = 0$, $v - 4$ further vertices are needed to build a copy of $\Gamma$ containing the edges $e_k$ and $e_\ell$. Since there are $\binom{v-4}{2}$ choices for these vertices and because of (5.20), one has that

$$D_\ell D_k F = O(n^{-3}).$$

(5.21)

Similarly, if $|e_k \cap e_\ell| = 1$ we find that

$$D_\ell D_k F = O(n^{-2})$$

(5.22)

and if $|e_k \cap e_\ell| = 2$ we have $k = \ell$, and hence

$$D_\ell D_k F = 0.$$  

(5.23)

We can now evaluate the terms arising in Theorem 4.1, which we denote by $A_1, \ldots, A_7$. For $A_1$, we have that

$$A_1^2 := \frac{15}{4} \sum_{j, k, \ell \in I} \left( \mathbb{E}[(D_j F)^2(D_k F)^2] \right)^{1/2} \left( \mathbb{E}[(D_\ell D_j F)^2(D_\ell D_k F)^2] \right)^{1/2}. $$

Using the Cauchy–Schwarz inequality, we see that

$$A_1^2 \leq \frac{15}{4} \sum_{\ell \in I} (\sum_{k \in I} \left( \mathbb{E}[(D_k F)^4] \right)^{1/4} \left( \mathbb{E}[(D_\ell D_k F)^4] \right)^{1/4})^2 $$

and a distinction of the cases $|e_k \cap e_\ell| = 0$, $|e_k \cap e_\ell| = 1$ and $|e_k \cap e_\ell| = 2$ yields

$$A_1 = O(n^{-1})$$

by (5.21)–(5.23). Similar considerations with $r = 2$ and $s = t = 4$ lead to

$$A_2 = O(n^{-2}), \quad A_3 = O(n^{-1}), \quad A_4 = O(n^{-1}),$$

$$A_5 = O(n^{-1}), \quad A_6 = O(n^{-3/2}), \quad A_7 = O(n^{-5/2})$$

and hence to $d_K(F, N) = O(n^{-1})$.

The case that $\Gamma$ has exactly two vertices is covered by the classical Berry–Esseen theorem for a binomial distribution with parameters $\binom{n}{2}$ and $p$. If $\Gamma$ has exactly three vertices, then $\Gamma$ is either the complete graph on 3 vertices (as already covered by Theorem 1.1) or a graph with 1 or 2 edges on 3 vertices, respectively. In these cases, instead of (5.21) one has that $D_\ell D_k F = 0$ if $|e_k \cap e_\ell| = 0$ and one obtains that $d_K(F, N) = O(n^{-1})$. This completes the proof. \hfill $\Box$

Finally in this section, we turn to the proof of Theorem 1.3 for which we use the same set-up as in the proof of Theorem 1.1. In particular, we denote by $I$ the set $\{1, \ldots, \binom{n}{2}\}$ and recall that $p = \theta n^{-\alpha}$ with suitable $\alpha \in \mathbb{R}$ and $\theta \in (0, n^\alpha)$ such that $\theta \asymp 1$. We also put $q := 1 - p$. For $d \in \{0, 1, 2, \ldots\}$ we denote by $V_{n,d}$ the number
of vertices of $G(n, p)$ with degree $d$ and put $G_{n,d} := (V_{n,d} - \mathbb{E}[V_{n,d}]) / \sqrt{\text{Var}[V_{n,d}]}$. Let us recall from Chapter 6.3 in [10] that
\begin{equation}
\text{Var}[V_{n,0}] \asymp 2\theta n^2 p = 2\theta n^{2-\alpha}, \quad \alpha \in [1, 2),
\end{equation}
and for $d \in \mathbb{N}$,
\begin{equation}
\text{Var}[V_{n,d}] \asymp c(d, \theta)n^{d+1}p^d = c(d, \theta)n^{d+1-\alpha d}, \quad \alpha \in [1, 1 + 1/d),
\end{equation}
with a constant $c(d, \theta) \in (0, \infty)$ only depending on $d$ and on $\theta$. From Theorem 8 in [2] it is known that a central limit theorem for $G_{n,0}$ holds if and only if $n^2 p \to \infty$ and $np - \log n \to -\infty$, as $n \to \infty$. In our case that $p = \theta n^{-\alpha}$ this is equivalent to $\alpha \in [1, 2)$. Moreover, [10], Theorem 6.36, says that for $d \in \mathbb{N}$, $G_{n,d}$ satisfies a central limit theorem if and only if $n^{d+1}p^d \to \infty$ and $np - \log n - d \log \log n \to -\infty$, as $n \to \infty$. Again, in our case this is equivalent to $\alpha \in [1, 1 + 1/d)$, whence the conditions on $\alpha$ in (5.24) and (5.25).

**Proof of Theorem 1.3.** At first, we notice that adding or removing an edge from $G(n, p)$ can change the number of vertices with degree equal to $d \in \{0, 1, 2, \ldots\}$ by at most 2. This implies that
\begin{equation}
|D_k G_{n,d}| \leq 2pq \sqrt{\text{Var}[V_{n,d}]}, \quad k \in I.
\end{equation}
Next, we observe that $(pq)^{-1}|D_k D_\ell V_{n,d}| \in \{0, 1, 2\}$ for all $k, \ell \in I$. We also have that $D_k D_\ell V_{n,d}$, and hence $D_k D_\ell G_{n,d}$ is zero whenever the two corresponding edges $e_k$ and $e_\ell$ are identical or do not share a common vertex. Resorting to the definition of the random variable $G_{n,d}$, we thus conclude that
\begin{equation}
|D_k D_\ell G_{n,d}| \leq 2pq \sqrt{\text{Var}[V_{n,d}]} \mathbb{1}_{\{|e_k \cap e_\ell| = 1\}}, \quad k, \ell \in I.
\end{equation}
We can now evaluate the bound in Theorem 4.1. We start with the case $d = 0$. Since the computations are almost identical for each of the terms there, we restrict to the first term $A_1$, which is given by
\[A_1 := \left(\frac{15}{4} \sum_{j,k,\ell \in I} \left(\mathbb{E}[G_n^2] \right)^{1/2} \mathbb{E}[D_j G_n D_\ell G_n] \right)^{1/2} \mathbb{E}[D_j D_\ell G_n D_k G_n].\]
Using (5.26) and (5.27), we see that
\begin{equation}
A_1^2 \leq \frac{60(pq)^3}{(\text{Var}[V_{n,d}])^2} \sum_{j,k,\ell \in I} \mathbb{1}_{|e_k \cap e_\ell| = 1} \mathbb{1}_{|e_j \cap e_\ell| = 1} \mathbb{1}_{|e_j \cap e_\ell| = 1} \left(\frac{n}{2}\right)^2 (2(n-2))^2.
\end{equation}
Now, we use that $p = \theta n^{-\alpha}$ as well as the variance asymptotics at (5.24). This allows us to conclude that $A_1 = O(n^{-\alpha/2})$. Denoting the other terms arising in Theorem 4.1 by $A_2, \ldots, A_7$, we conclude by similar computations and by taking $r = 2, s = t = 4$ that

\begin{align*}
A_2 &= O(n^{-\alpha/2}), \quad A_3 = O(n^{-1+\alpha/2}), \quad A_4 = O(n^{-1+\alpha/2}), \\
A_5 &= O(n^{-1+\alpha/2}), \quad A_6 = O(n^{-1/2}), \quad A_7 = O(n^{-1/2}).
\end{align*}

Thus, $d_K(G_n,0,N) = O(n^{-1+\alpha/2})$. Turning to the case $d \in \mathbb{N}$, we start again with the term $A_1$ and obtain by using (5.28) and (5.25) that $A_1 = O(n^{1-d-3\alpha/2+\alpha d})$. Moreover, one sees for the other terms $A_2, \ldots, A_7$ in Theorem 4.1 that

\begin{align*}
A_2 &= O(n^{1-d-3\alpha/2+\alpha d}), \quad A_3 = O(n^{1/2-3d/2-\alpha+3\alpha d/2}), \\
A_4 &= O(n^{1/2-3d/2-\alpha+3\alpha d/2}), \quad A_5 = O(n^{-d-\alpha/2+\alpha d}), \\
A_6 &= O(n^{1/2-d-\alpha+\alpha d}), \quad A_7 = O(n^{1/2-d-\alpha+\alpha d}).
\end{align*}

Thus, for $d \in \mathbb{N}$, $d_K(G_n,d,N) = O(n^{1/2-3d/2-\alpha+3\alpha d/2})$, provided that $\alpha \in [1, (3d - 1)/(3d - 2))$. This completes the proof. □

6. Application to percolation on trees and proof of Theorem 1.4. Let us recall some notation and embed the objects into the framework of Sections 2 and 4. We denote by $\mathcal{T}$ an infinite rooted tree such that each vertex has degree bounded by $D + 1$ with $D \in \mathbb{N}$. By $\mathcal{T}_n, n \in \mathbb{N}$, we indicate the finite sub-tree of $\mathcal{T}$ consisting of all vertices with graph-distance at most $n$ from the root. We now embed $\mathcal{T}$ into the Euclidean plane by the following procedure, which is illustrated in Figure 3. The root is mapped to the point with coordinates $(1,1)$ and the vertices adjacent to it are mapped to the points with coordinates $(1,2), \ldots, (N(1),2)$ with $N(1) \leq D$ in an arbitrary order. Next, the vertices adjacent to these are mapped onto $(1,3), \ldots, (N(2),3)$, where (from left to right)

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig3.png}
\caption{Embedding in the plane of $\mathcal{T}_3$ of a 2-regular tree $\mathcal{T}$.}
\end{figure}
the first points in this list are adjacent to (1, 2), the next points to (2, 2), etc. Continuing this way, the vertices with graph-distance $n$ to the root are mapped onto $(1, n + 1), \ldots, (N(n), n + 1)$ with $N(n) \leq N(n - 1)D$ and the infinite tree $\mathcal{T}$ is embedded into the upper right quadrant of the Euclidean plane. A vertex of the embedded tree with coordinates $(i, k)$ for $k \in \mathbb{N}$ and $i \in \{1, \ldots, N(k)\}$ receives the label $1 + N(1) + \cdots + N(k - 1) + i$ and an edge of the embedded tree whose adjacent vertices have coordinates $(i, k)$ and $(j, k - 1)$ for $k \in \{2, 3, \ldots\}, i \in \{1, \ldots, N(k)\}$ and $j \in \{1, \ldots, N(k - 1)\}$ finally receives the label of its endpoint minus one, that is, $N(1) + \cdots + N(k - 1) + i$; see Figure 3. This numbering of vertices also corresponds to that in Figure 2.

This construction puts us in the position to interpret our percolation problem on $\mathcal{T}$ in terms of the framework of Theorem 4.1. Namely, for fixed $p \in (0, 1)$ let $(X_k)_{k \in \mathbb{N}}$ be a sequence of independent Rademacher random variables with $P(X_k = +1) = p$ and $P(X_k = -1) = 1 - p$. For each $k \in \mathbb{N}$, assign the random variable $X_k$ to the uniquely determined edge $e_k$ of the embedded tree with label $k$. The random graph $\mathcal{T}(p)$ consists of all edges $e_k$ of the embedded tree with label $X_k = +1$ together with their two adjacent vertices. Thus, $\mathcal{T}(p)$ is described by the Rademacher sequence $(X_k)_{k \in \mathbb{N}}$ and its restriction $\mathcal{T}_n(p)$ to $\mathcal{T}_n$ is described by a finite sub-sequence of $(X_k)_{k \in \mathbb{N}}$.

For $n \in \mathbb{N}$, we denote by $C_n(p)$ the number of connected components of the random graph $\mathcal{T}_n(p)$, where, as already discussed in the Introduction, by a connected component we understand a maximal connected sub-graph with at least one edge. By $H_n(p) := (C_n(p) - \mathbb{E}[C_n(p)]) / \sqrt{\text{Var}[C_n(p)]}$, we denote the normalized version of $C_n(p)$ and notice that $C_n(p)$ is a Rademacher functional.

**Proof of Theorem 1.4.** We start by investigating the first- and second-order discrete gradient applied to $H_n(p)$. By definition, we have that

$$D_k H_n(p) = \frac{\sqrt{pq}}{\sqrt{\text{Var}[C_n(p)]}} D_k C_n(p) = \frac{\sqrt{pq}}{\sqrt{\text{Var}[C_n(p)]}} ((C_n(p))^+_k - (C_n(p))^-_k),$$

where $k \in \{1, \ldots, 1 + N(1) + \cdots + N(n)\}$. Note that $D_k C_n(p)$ is a local quantity since it depends only on the edges adjacent to $k$. Adding or removing the edge with label $k$ can change the number of connected components by at most 1. Therefore, we have that

$$|D_k H_n(p)| \leq \frac{\sqrt{pq}}{\sqrt{\text{Var}[C_n(p)]}}$$

for all $k \in \{1, \ldots, 1 + N(1) + \cdots + N(n)\}$. Next, we consider for $k, j \in \{1, \ldots, 1 + N(1) + \cdots + N(n)\}$ the second-order discrete gradient

$$D_k D_j H_n(p) = \frac{pq}{\sqrt{\text{Var}[C_n(p)]}} (((C_n(p))^+_j)_k^+ - ((C_n(p))^+_j)_k^- - ((C_n(p))^-_j)_k^+ + ((C_n(p))^-_j)_k^-)).$$
For most choices of $j$ and $k$, $D_k D_j H_n(p)$ is zero. A nonzero contribution only arises if the edges $e_j$ and $e_k$ with labels $j$ and $k$, respectively, share precisely one common vertex. We indicate this situation by $|e_j \cap e_k| = 1$ and write $|e_j \cap e_k| \in \{0, 2\}$ otherwise. Thus, we can use the triangle inequality and the estimate (6.1) to conclude that

$$(6.2) \quad |D_j D_k H_n(p)| \begin{cases} = 0, & \text{if } |e_j \cap e_k| \in \{0, 2\}, \\ \leq \frac{2pq}{\sqrt{\text{Var}[C_n(p)]}}, & \text{if } |e_j \cap e_k| = 1. \end{cases}$$

We use a lower bound for the variance of $C_n(p)$, which can be found in [37], Identity (2.3), in case of a $D$-regular tree, but the proof is easily seen to carry over to our situation. More precisely, there exists a constant $c(p) > 0$ only depending on $p$ such that

$$(6.3) \quad \text{Var}[C_n(p)] \geq c(p)|\mathcal{T}_n|.$$ 

Estimating the terms in Theorem 4.1 with $r = 2$ and $s = t = 4$ there by means of (6.1)–(6.3) yields (after a straightforward computation similar to the one in the proof of Theorem 1.3) that

$$d_K(H_n(p), N) = O(|\mathcal{T}_n|^{-1/2}).$$

In case of a $D$-regular tree, we have that $|\mathcal{T}_n| = D + \cdots + D^n = (D^{n+1} - 1)/(D - 1) - 1$, if $D \geq 2$, and $|\mathcal{T}_n| = n$, if $D = 1$. Thus, $|\mathcal{T}_n|$ behaves like $D^n$, if $D \geq 2$, and like $n$, if $D = 1$, as $n \to \infty$. This completes the proof. □
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