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Abstract

Information reconciliation (IR) ensures the correctness of quantum key distribution systems, by correcting the error bits existed in the sifted keys. In this article, we propose a polar codes-based IR scheme with the frozen bits erasure strategy, where an equivalent transmission of sifted keys is conducted, so that the frozen bits in the decoding procedure is erased to 0. Thus, our IR scheme can be implemented efficiently without the assumption of true random numbers. Furthermore, we implement the proposed IR scheme with the fast simplified successive cancellation list decoder and its throughput reaches to 0.88 Mbps with the yield of 0.8333, where the decoder list size is 16, the block size is 1Mb and the quantum bit error rate is 0.02.

1 Introduction

Quantum key distribution (QKD) can provide the information-theoretical-secure keys for distant users \cite{1}. In realistic QKD systems, the sifted keys ($K_A^s$ and $K_B^s$) with error bits are generated for users (Alice and Bob) after the quantum communication phase and basis sifting procedure \cite{2}. Information reconciliation (IR) ensures the correctness of QKD systems, by correcting these error bits with exchanged syndrome information via the classical channel and finally gains the symmetric bit strings $K_{IR}$. Furthermore, IR is widely applied to various secure communication scenarios, such as physical layer security \cite{3,4}, underwater acoustic communication \cite{5,6}, and so on.

IR schemes are mainly performed by the interactive primitives \cite{8,9} or the forward error correction (FEC) codes, \textit{e.g.} Low-density parity-check (LDPC) codes, polar codes \cite{10,12}. Although reaches high efficiency, interactive primitives-based IR schemes (BBBSS and Cascade) have limited applications due to the heavy communication latency \cite{10}. LDPC codes-based IR scheme is widely applied in the QKD systems, but its efficiency and applications are lim-
ited by the check matrix corresponding to each quantum bit error rate (QBER) [10][13]. Recently, a polar codes-based IR scheme has been proposed to further improve the efficiency [14][15].

The first polar codes-based IR scheme was proposed by Jouguet and Kunz-Jacques and reached the efficiency of 1.121 and failure probability of 0.08, with successive cancellation (SC) decoder when the QBER is 0.02 and the block size is 16 Mb [12]. Then, three configuration strategies were developed to adapt the polar codes into IR schemes: direct decoding (DD) strategy, bit flipping decoding (BFD) strategy, and length-adaptive BFD strategy [16]. The DD strategy and the BFD strategy, have the higher efficiency than the length-adaptive BFD strategy, are widely used in the polar codes-based IR schemes. With the DD strategy, the polar codes-based IR scheme was further performed in QKD systems and achieved the efficiency of 1.176 and the failure probability of 0.001 with the successive cancellation list (SCL) decoder, the list size of 16, and the QBER of 0.02 [16][17].

In our previous work, we proposed the polar codes-based feedback IR scheme (with the BFD strategy), which decreased the failure probability to $10^{-8}$ with the efficiency of 1.055 when the list size of SCL decoder is 16, the block size is 1 Gb and the QBER is 0.02 [18]. Nevertheless, the throughput of the polar codes-based IR scheme is limited by inefficient implementations. The polar codes-based IR scheme with the BFD strategy could be implemented with the efficient decoder whose frozen bits are constant (usually fixed to 0), such as simplified SC decoder, fast simplified SCL decoder and so on [16][19]. However, true random numbers (TRNs) are indispensable to the polar codes-based IR scheme with BFD strategy, would increase the complexity of the practical systems and might open security loopholes with the inappropriate implementation.

In this article, we propose the polar codes-based IR scheme with the frozen bits erasure (FBE) strategy, which can be implemented efficiently without the TRNs. The proposed IR scheme mainly contains two phases: the equivalent transmission of sifted keys with FBE strategy and the error bits correction of equivalent sifted keys. In the former, Alice distills the syndrome vector $W$ and sends $W$ to Bob via the classical channel. Alice and Bob both conduct the “XOR” operation between the sifted keys and the encoded vector of $W$, so as to generate a new couple of vectors ($X$ and $X'$). In the latter, Alice extracts the key $K^A_{IR}$ from the encoded $X$ and sends the cyclic redundancy check (CRC) value of $K^A_{IR}$ to Bob. Bob decodes the generated vector $X'$ with the frozen bits of 0 and the received CRC value to $U'$. Finally, Bob extracts the key $K^B_{IR}$ from $U'$. The polar codes-based IR scheme with the FBE strategy could be efficiently implemented on the commercial computer without the extra hardware. We implemented the IR scheme with the fast simplified SCL (FSSCL) decoder on the commercial computer. The implementation reaches the throughput of 0.88 Mbps and the yield of 0.8333 (efficiency of 1.760 and failure probability of 0.0004) with the decoder list size of 16, the block size of 1 Mb and QBER of 0.02. Thus, the IR scheme could be applied in the practical QKD systems, especially with the ultra worse link conditions.

2 Information Reconciliation

In quantum key distribution (QKD) systems, the communication parties (Alice and Bob) gain the sifted keys ($K^A_s$ and $K^B_s$) of length $n$ with the quan-
tum bits error rate (QBER) $E_\mu$ after the quantum communication phase and basis/key sifting procedures.

Then, Alice and Bob exchange the syndrome string $S$ via the classical channel and correct the sifted keys to the weak secure keys ($K^A_{IR}$ and $K^B_{IR}$) in the information reconciliation (IR) procedure. The failure probability $\varepsilon$ of IR represents the correctness of IR as

$$\varepsilon \geq \Pr(K^A_{IR} \neq K^B_{IR}).$$

Assume $K_{IR} = K^A_{IR}(K^B_{IR})$, when IR procedure is conducted successfully. The syndrome $S$ through the classical channel discloses partial information of the key and decreases the secure key rate of systems. The leaked information is represented by the efficiency of IR, which is defined as

$$f(E_\mu) = 1 - H_2(K_{IR} | S) = 1 - H_2(E_\mu),$$

where $H_2(x)$ is the binary Shannon entropy as

$$H_2(x) = -x \log_2(x) - (1 - x) \log_2(1 - x).$$

Finally, the yield $\gamma$ of each sifted bit evaluates the performance of IR scheme and is calculated as

$$\gamma = (1 - \varepsilon) [1 - f(E_\mu) H_2(E_\mu)].$$

3 Polar codes-based IR scheme with FBE Strategy

In our proposed frozen bits erasure (FBE) strategy, Alice calculates syndrome vector $W$ as

$$W = \text{Encode}(K^A_s) \land V = K^A_s G^n \land V.$$  

and sends the vector $W$ to Bob via the classical channel. $G^n$ is the generator matrix of polar codes and $G^n G^n$ equals to the identity matrix $I^n$.

Then, Alice generates a novel codeword $X$ as

$$X = K^A_s \oplus \text{Encode}(W).$$

At Bob’s side, Bob receives the syndrome vector $W$. Then, Bob encodes the vector $W$ and generates the codeword with error bits as

$$X' = K^B_s \oplus \text{Encode}(W).$$

According to Eq. (5) and (6), the codeword $X$ can be further calculated as

$$X = \text{Encode}(\text{Encode}(K^A_s) \land \overline{V})$$

$$= (K^A_s G^n \land \overline{V}) G^n.$$  

Encode $X$ to $U$, and $U$ equals to $K^A_s G^n \land \overline{V}$. Meanwhile, $X = \text{Encode}(U)$ for the $G^n G^n = I^n$. Therefore, the frozen bits of $U$ are 0, and the frozen bits in the decoding $X'$ procedure are 0.
Finally, the vector \( U = Encode(X) = K^A G^n \land V \) equals to the decoded vector \( U' \) from \( X' \) when the decoding procedure is conducted successfully. And the users can also choose the information bits of \( U \) and \( U' \) as the output weak secure keys.

Table 1: The features comparison of direct decoding (DD) strategy, bit flipping decoding (BFD) strategy and FBE strategy

| Strategy | Complexity \( O(n \log n) \) | Syndrome Frozen With bits | TRNs? |
|----------|-------------------------------|-------------------------|-------|
| DD       | \( n - k \) Variable             | No                      |       |
| BFD      | \( n \) Constant               | Yes                     |       |
| FBE      | \( n - k \) Constant             | No                      |       |

In the realistic implementation, Alice only needs to transmit \( n - k \) frozen bits of \( W \) via the classical channel and Bob can reconstructed \( W \) from the received \( n - k \) bits and the forzen vector \( V \). Table 1 shows the features comparison of DD strategy, BFD strategy and FBE strategy.

### 3.2 Polar Codes-based IR Scheme with FBE strategy

Based on the proposed FBE strategy, we designed a novel polar codes-based IR scheme, which contains the two phases: equivalent transmission of sifted keys with FBE strategy and error bits correction of equivalent sifted keys. The diagram of this IR scheme is shown in Figure 1. Before the IR procedure, Alice and Bob pre-share the CRC length \( d \).

#### 3.2.1 Equivalent transmission of sifted keys with FBE strategy

Alice distills the syndrome vector \( W \) according to Eq. (6). Then, Alice sends the syndrome vector \( W \) to Bob via classical channel. Bob receives the vector \( W \) and calculates the codeword \( X' \) as Eq. (7).

![Figure 1: The diagram of the polar codes-based IR scheme with FBE strategy.](image)

Figure 1: The diagram of the polar codes-based IR scheme with FBE strategy. \( Ext(U, V) \) represents the vector composed of \( \{ u_i \}_{i=1} \) and \( \{ v_i \}_{i=1} \). \( CRC(X) \) represents the cyclic redundancy check value of vector \( X \). \( Decode^{CA}(X, V, 0, T) \) represents the decoded vector, which is generated from CRC-Aided (CA) decoding procedure when the codeword is \( X \), the CRC value is \( T \), the locations and values of frozen bits are \( W \) and \( U^W \), respectively.

#### 3.2.2 Error bits correction of equivalent sifted keys

Alice encodes codeword \( X \) to vector \( U \) and extracts the information bits of \( X \) as \( K^A_{IR} \). Then, Alice calculates the CRC value \( T \) of \( K^A_{IR} \) and sends \( T \) to Bob through the classical channel. Bob performs a CRC-aided (CA) decoding procedure to decode \( X' \) to \( Z \) with the CRC value \( T \) and frozen vector \( V \). In the CA decoding procedure, the decoders are performed to generate \( L \) temporary decoded vectors and the one that passed the CRC check is the final output decoded vector, same as the CRC-aided SCL decoder [20]. Finally, Bob extracts information bits of \( U' \) as \( K^B_{IR} \).

In the realistic implementation, the procedures at
Alice’s side could be simplified as: (1) Encode $K_A^A$ to the vector $Y$. (2) Generate the syndrome vector $W = Y \land V$. (3) Extract the information bits of $Y$ as $K_{IR}^A = Ext(Y, V)$. (4) Calculate the CRC value $T = CRC(K_{IR}^A)$.

4 PERFORMANCE ANALYSIS

The polar codes-based IR scheme with FBE strategy has been implemented and a series of experiments have been conducted to evaluate its performance. In the experiments, the decoder is FSSCL decoder, the block size $n$ is 1 Mb, the length of CRC is 32 and the locations of frozen bits are determined by the optimized upgrading and degrading channels construction [21, 22]. The sifted keys are collected from our reference frame independent QKD experiment and are extended to the targeted length and QBER [23].

4.1 Yield of IR

The yield $\gamma$ of each sifted key bit represents the performance of IR schemes and is calculated from the failure probability $\varepsilon$ and the corresponding efficiency $f$ as Eq. [3]. The lower bound of the efficiency $f$ is determined by the failure probability $\varepsilon$.

To evaluate the optimal yield of IR, we tested our polar codes-based IR scheme with FBE strategy for 10,000 times each round with the list size $L \in \{1, 2, 8, 16, 32, 64\}$, the QBER of 0.02 and the failure probability from $10^{-4}$ to about $10^{-1}$.

Figure 3: The yield of the polar codes-based IR schemes with FBE strategy against the corresponding efficiency. The data of Tang’s scheme is from the forward reconciliation phase in Ref. [18].

Figure 3 shows the yield $\gamma$ against the failure probability $\varepsilon$. The increase of list size improves the yield of IR by improving the correction performance. The yield $\gamma$ first slowly increases to the maximum as the increase of failure probability $\varepsilon$ because the efficiency $f$ is reduced by the increase of $\varepsilon$. Then, the yield $\gamma$ decreases rapidly as the increase of failure probability $\varepsilon$ for the discard failure cases. Figure 3 shows the yield $\gamma$ against the efficiency $f$, which is corresponding to the failure probability $\varepsilon$. 

Figure 2: The yield of the polar codes-based IR schemes with FBE strategy against the failure probability, when decoder is FSSCL decoder, QBER equals 0.02, the list size $L$ is in $\{1, 2, 8, 16, 32, 64\}$ and block size $n$ is 1 Mb. The data of Tang’s scheme is from the forward reconciliation phase in Ref. [18].
The efficiency and the failure probability are shown in Table 3 of supplementary when the optimal yield is achieved and the list size \( L \in \{1, 2, 8, 16, 32, 64\} \). Our scheme reaches the optimal yield of 0.8362 with the list size of 64, which is much higher than the conventional one-way polar codes-based IR schemes \[12\,16\,18\]. The performance of polar codes-based IR schemes could be further improved by appending the feedback procedure or improving the decoders, such as the scheme in Ref. \[18\].

### 4.2 Throughput of IR

The “bottleneck” of IR is the decoding procedure at Bob’s side. In this article, we use the throughput of the IR scheme at Bob’s side to represent the whole IR scheme.

We implemented the polar codes-based IR schemes in Ref. \[18\] (forward reconciliation) and Ref. \[17\], which are based on the BFD strategy and DD strategy, respectively. The throughput of the implementations are evaluated with the block size of 1 Mb, \( E_\mu = 0.02 \), the list size \( L \in \{1, 2, 4, 8, 16, 32, 64\} \) and the efficiency in Table 3 of supplementary section. Figure 4 shows the evaluated throughput result, and the detailed throughput of our scheme is shown in Table 3 of the supplementary section. The increase of list size improves efficiency but decreases the throughput. Our polar codes-based IR scheme reaches the throughput of 60% higher throughput than the implementations of the previous schemes. Furthermore, the polar codes-based IR scheme with FBE strategy can apply the state-of-art decoder to reach the higher throughput and efficiency, such as the hardware-based decoders \[24\].

Moreover, the proposed FBE strategy can be directly adapted into the existing polar codes-based IR schemes to adapt the improved SCL decoders without true random numbers \[18\,25\]. And the proposed polar codes-based IR scheme is suitable in the practical QKD systems with the ultra worse link conditions, such as the satellite-to-ground QKD systems and drone-based QKD systems.

### 5 Conclusion

In this article, we propose the polar codes-based information reconciliation (IR) scheme with the frozen bits erasure (FBE) strategy, where an equivalent transmission of the sifted keys is conducted, so that the frozen bits in the decoding procedure is erased to 0. Compared with the previous IR scheme, The polar codes-based IR scheme with the FBE strategy could be efficiently implemented on the commercial computer without the extra hardware, such as true random numbers generator. Furthermore, we implemented the scheme with the fast simplified successive cancellation list decoder. The implementation
reaches the throughput of 0.88 Mbps and the yield of 0.8333 (efficiency of 1.760 and failure probability of 0.0004) with the decoder list size of 16, the block size of 1 Mb and QBER of 0.02. Therefore, the IR scheme could be applied in the practical QKD systems, especially with the ultra worse link conditions.

Supplementary

Polar Codes

Polar codes, invented by Arikan in 2008, have the potential to reach the Shannon limit of binary discrete memoryless channel (B-DMC) in theory. In polar codes, \( n \) copies of B-DMC is polarized to a new set of bit-channels composed of \( k \) error-free (“good”) channels and \( n-k \) noisy (“bad”) channels. The positions of noisy channels are determined by the channel capacity, the Bhattacharyya parameter, or the error probability of each channel. Frozen vector \( V = [v_0, v_1, \ldots, v_{n-1}] \) is usually used to represent the positions of frozen bits, where \( v_i = 0 \) \((v_i = 1)\) means the position \( i \) is the information (frozen) bit.

In the encoding procedure of polar codes, \( k \) information bits and \( n-k \) pre-shared bits (usually 0) are filled into error-free positions and noisy positions of \( U \), respectively. Then, \( U \) is encoded to the codeword \( X \) as

\[
X = UG^n = UF^{\otimes \log n}B_n,
\]

where \( F = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix} \), \( B_n \) is the permutation matrix for bit-reversal operation and \( G^nG^n \) is the identity matrix. Afterwards, the codeword \( X \) is sent through the B-DMC.

The receiver gets the measured codeword as \( X' \) from B-DMC. The received codeword \( X' \) could be decoded to \( U \) with the pre-shared frozen bits.

Arikan et al. first proposed the successive cancellation (SC) decoder, whose complexity is \( O(n \log n) \). Then, the successive cancellation list (SCL) decoder is proposed to decrease the frame error rate with the complexity of \( O(Ln \log n) \), \( L \) is the list size. Especially, the efficient decoders, based on the pre-shared frozen bits, are developed from SC and SCL decoders with the same correction performance, e.g. simplified successive-cancellation (SSC) decoder, simplified successive cancellation list (SSCL) decoder, fast simplified successive cancellation list (FSSCL) decoder. The hardware-based decoders of polar codes with constant frozen bits are improved to reach the throughput of 237 Gbps.

Figure 5: The diagram of polar codes-based IR schemes with DD strategy and BFD strategy: (a) DD strategy; (b) BFD strategy. \( V \) is frozen vector precalculated from QBER \( E_\mu \). TRN means true random number. \( Encode(U) \) represents encoding \( U \) to \( UG^n \), \( n \) is the length of \( U \). \( Ext(U, V) \) represents to extract the element \( u_i \) when \( v_i = 1 \), \( u_i \in U \) and \( v_i \in V \). \( Fill(U, V, W) \) means filling \( W \) into frozen bits of \( U \) and \( V \) is the frozen vector. \( Decode(X, W, U^W) \) represents the decoded vector when the codeword is \( X \), the frozen vector is \( W \), the values of frozen bits are and \( U^W \).
Polar Codes-based Information Reconciliation Strategies

Polar codes-based IR strategies guide how to adopt polar codes into IR schemes and mainly contain direct decoding (DD) strategy, bits flipping decoding (BFD) strategy, and length-adaptive BFD strategy [16]. The length-adaptive BFD strategy is suitable to any input length but has the lower efficiency than DD strategy and BFD strategy. In QKD systems, the input length of IR could be fixed to $2^m \ (m \in N^+)$, so that the polar codes-based IR schemes are mainly based on the DD strategy and the BFD strategy. Figure 5 shows the diagram of DD strategy and BFD strategy.

In DD strategy, the frozen vector are pre-shared by the communication parties, and the length of sifted keys is $2^m$, $m \in N^+$. Alice encodes $K^A_s$ to $U$, sends the frozen bits of $U$ to Bob. Bob directly decodes $K^B_s$ to $U$ with the frozen bits of $U$ and encodes $U$ to $K^A_s$. Alice and Bob choose the information bits of $U$ or $K^A_s$ as $K_{IR}$. The frozen bits are determined by $K^A_s$ and vary in each run. The DD strategy doesn’t support the improved efficient decoders that require the constant frozen bits.

In BFD strategy, the input length is $2^m$, the frozen vector and the values of frozen bits are pre-shared by the communication parties. Alice generates a vector $U$ composed of the pre-shared frozen bits and the random bits. Afterwards, Alice calculates $X$ as $Encode(U) \oplus K^A_s$ and sends $X$ to Bob. Bob decodes the vector $X \oplus K^B_s$ to $U$ with the pre-shared frozen bits, encodes $U$ to $X$ and generates $K^A_s$. The BFD strategy has three choices of the weak secure key: $U$, $X$, and $K^A_s$. Meanwhile, the BFD strategy could be accelerated by the efficient decoders and is widely used in the recent polar codes-based IR schemes [18, 25]. However, the generation of true random numbers (TRNs) would increase the complexity of systems and might open the security loopholes with inappropriate implementation. Meanwhile, $n$ syndrome bits are transmitted via public channel, which increases the overload of the public channel.

Table 2: Experimental Environment Settings

| Parameters       | Value                  |
|------------------|------------------------|
| Block size       | 1 Mb                   |
| Polar codes      | CRC length 32          |
| Decoder          | FSSCL decoder [19]     |
| Construction     | Upgrading and degrading method [21] |
| Operation System | Windows 10             |
| CPU              | Intel I5-9300H         |
| Cores per CPU    | 4                      |
| Treads per core  | 2                      |
| Memory           | 16 GB                  |
| Compiler         | Visual Studio 2019     |

Experimental settings

Table 2 shows the experimental environment settings.

Table 3: The optimal yield $\gamma$ and the throughput of our polar codes-based IR scheme with FBE strategy. $L \in \{1, 2, 4, 8, 16, 32, 64\}$ and $E_\mu = 0.02$.

| $L$ | $f$ | $\epsilon$ | $\gamma$ | Throughput (Mbps) |
|-----|-----|-------------|----------|-------------------|
| 1   | 1.293 | 0.0015 | 0.8159 | 9.71 |
| 2   | 1.239 | 0.0016 | 0.8234 | 7.02 |
| 4   | 1.202 | 0.0020 | 0.8283 | 4.48 |
| 8   | 1.172 | 0.0035 | 0.8313 | 2.22 |
| 16  | 1.176 | 0.0004 | 0.8333 | 0.88 |
| 32  | 1.158 | 0.0011 | 0.8353 | 0.44 |
| 64  | 1.140 | 0.0030 | 0.8362 | 0.18 |
Optimal yield

Table 3 shows the optimal yield and the throughput of our polar codes-based IR scheme with FBE strategy.
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