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Abstract—Renovating the memories in old photos is an intriguing research topic in computer vision fields. These legacy images often suffer from severe and commingled degradations such as cracks, noise, and color-fading, while lack of large-scale paired old photo datasets makes this restoration task very challenging. In this work, we present a novel reference-based end-to-end learning framework that can jointly repair and colorize the degraded legacy pictures. Specifically, the proposed framework consists of three modules: a restoration sub-network for degradation restoration, a similarity sub-network for color histogram matching and transfer, and a colorization subnet that learns to predict the chroma elements of the images conditioned on chromatic reference signals. The whole system takes advantage of the color histogram priors in a given reference image, which vastly reduces the dependency on large-scale training data. Apart from the proposed method, we also create, to our knowledge, the first public and real-world old photo dataset with paired ground truth for evaluating old photo restoration models, wherein each old photo is paired with a manually restored pristine image by Photoshop experts. Our extensive experiments conducted on both synthetic and real-world datasets demonstrate that our method significantly outperforms state-of-the-arts both quantitatively and qualitatively.

Index Terms—Image restoration, image colorization, old photo restoration, image enhancement, histogram fusion

I. INTRODUCTION

WHILE everything stays colorful in our old memories, they are generally stored as gray-scale legacy photos. As time elapsed, they also suffer from various types of degradation. Experts have put extensive efforts into image restoration and colorization to make the old memories alive again during the past decades. However, manually doing these requires expertise in both computer vision and Photoshop techniques, making it labor-intensive and time-consuming. Thus, developing automatic systems for picture colorization and restoration is a problem of pressing interest.

With emerging deep learning techniques, image restoration and colorization have achieved a higher level of performance. Deep learning-based approaches have been widely studied and demonstrated promising for degraded image restoration and enhancement, such as image denoising [1], [2], super-resolution [3], [4], deblurring [5], [6], and compression [7], [8]. In terms of applying deep learning in image colorization, it generally demands large-scale data for training [9] to achieve favorable performance. However, training a deep network using large-scale datasets (e.g., on ImageNet [10]) is energy-inefficient and time-consuming. Moreover, preparing the large-scale dataset is usually labor expensive. To deal with these problems, previous works [11]–[14] proposed to employ reference/example images to assist image colorization on grayscale images. He et al. [13] fuses the raw AB channel of the reference image’s LAB color space to colorize the grayscale image. But as [15] pointed out, there is inherent ambiguity in the color of natural objects, and directly providing the certain pixel value will ignore the statistical color distribution and break such ambiguity. Yoo et al. [16] uses the mean and variance of extracted deep color features as guidance, however it ignores the spatial information in the transfer, and thus discards the implicit correlation information between texture and color.

Given that the statistical color distribution and the spatial information are both useful for colorization, we propose a reference-based multi-scale spatial-preserving color histogram fusion method for image colorization, where the use of a reference image to colorize the gray-scale image helps us to get rid of the curse of large-scale training data. Precisely, we devise a novel end-to-end deep learning framework for old photo restoration, dubbed ROMNet (Renovate the Old Memories), which is composed of 1) a convolutional sub-network for degradation restoration, 2) a similarity sub-network for reference color matching, and 3) a colorization sub-network to render the final colorful image. As illustrated in Fig. 1, ROMNet is capable of restoring and colorizing the degraded old photos with limited training data, making it attractive for data-efficient applications. Previous methods [17] mainly use the quantitative results on synthetic data with the restoration ground truth and qualitative results on collected real data without the restoration ground truth for the experimental evaluation. To the best of our knowledge, there is no real-world public dataset with the restoration and colorization ground truth in this research area. To push forward the research interests in this area, we build the first real-world old photo dataset (200 authentic grayscale old photos), where each old photo is paired with a ‘pristine’ image manually restored and colorized by Adobe Photoshop experts. Our experimental results show that ROMNet, even with a smaller training set, outperforms the state-of-the-art methods on both publicized synthetic dataset and our real-world old photo dataset.

The major contributions of this paper are summarized as follows:
- We propose the first end-to-end deep learning framework (ROMNet) which learns to jointly restore and colorize the degraded old photos requiring only a limited amount of
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Fig. 1. Old photo renovation generated by the proposed ROMNet. The proposed framework is capable of simultaneously repairing multiple image degradations by joint restoration and colorization.

training data;
- A reference-based multi-scale spatial-preserving color histogram fusion method for image colorization is proposed to learn the content-aware transfer function between the input and reference signals;
- We construct the first publicly available real-world old photo dataset of 200 corrupted grayscale old photos for evaluation. Each of them is paired with a manually restored and colorized ‘pristine’ image by Adobe Photoshop experts;
- Our experimental results show that ROMNet achieves better visual and numerical performance over the state-of-the-art methods on both synthetic and our real-world datasets.

The rest of this paper is organized as follows. Section II reviews previous literature relevant to image colorization and old photo restoration, while Section III details our proposed ROMNet model. Experimental results and concluding remarks are given in Section IV and Section V respectively.

II. RELATED WORK

A. Image Colorization

Image colorization aims at colorizing gray-scale images with natural colors. Before the emergence of deep neural networks, conventional methods for image colorization can be categorized into two streams, i.e., scribble-based approaches and example-based methods. Scribble-based approaches [18]–[23] highly rely on user scribbles (e.g., strokes) and guidance to colorize images. Colorization is generally formulated as a constrained optimization problem, which propagates user-defined color scribbles by similarity metrics. Although these methods can produce realistic colorized images with detailed guidance from the user, the process is very labor-intensive. Example-based methods have been developed, where color statistics are extracted and used as references from user-specified images or Internet database to colorize the input gray-scale images [11]–[13], [24]–[27]. Although example-based methods reduce the labor cost, the colorization performance highly depends on the selected reference images. Several ways to compute the correspondences between the input images and the reference images are proposed, including pixel level [24], [26], semantic level [11], [25], and super-pixel level [12], [27] similarities.

Most recently, with the development of machine learning and deep learning, deep neural networks have shown promise in automatic image colorization [9], [28]–[34], where semantics and multi-modality are two identified critical points for successful colorization. [29] and [30] design two-branch architectures to explicitly learn and fuse the local image features and global semantic labels. [35] argues that pixel-level and image-level information is not sufficient for learning object appearance variations and further proposes to incorporate object-level information into its architecture. In terms of cross-modality, some works [9], [28], [30] replace single color prediction with per-pixel color distribution prediction, which yields more smooth visual effects.

B. Image Restoration

Image degradation appears in various types, including noise, blurriness, color fading, low resolution, and crack. Traditional approaches to restore degraded image usually involve specified image prior constraints, such as non-local self-similarity [36], sparsity [37], local smoothness [38], etc. Most recently, deep learning-based methods have been dominating in many image restoration related tasks, such as image denoising [1], [39], [40], image super-resolution [3], [41], [42], and image deblurring [5], [43], [44], due to its capability of learning smooth semantic, perceptual and local image representations.
To deal with the situation where various types of image degradation exist simultaneously under real-world settings, [45] designs a toolbox containing a series of operators, each of which takes care of one specific degradation. A learnable controller is proposed to select among the operators for image restoration. [46] proposes to employ an attention mechanism for automatic operator selection. [47] argues that deep neural networks can be used as an image prior for automatic image restoration without extra training data since deep neural networks resonate well with low-level image statistics.

C. Old Photo Restoration.

Old Photo Restoration aims at restoring old photos with natural colors and formats. The identified challenges in this task include color restoration and degradation restoration. Most of the existing models only take care of one particular aspect of old photo restoration, e.g., color restoration or degradation restoration. However, renovating real-world old photos generally requires both colorization and restoration. [48] designs an image-level pixel-to-pixel image translation framework using paired synthetic and real images. Deoldify [49] also implements a pixel-to-pixel image translation and provides implementation in GAN settings. [47] learns single-degradation image restoration well in an unsupervised manner. [17] first encodes the data to latent representations, which separates old photo, ground truth, and synthetic image. Then, it learns image restoration while learning a latent translation.

Although previous attempts yield satisfying perceptual qualities by conducting colorization solely, old photo restoration requires both colorization and image quality restoration under real-world settings. Our work leverages both learning-based restoration and example-based color restoration methods for real-world old photo renovation. More importantly, since the example-based colorization technique is employed, our model uses much less training data.

III. METHODOLOGY

There are two major challenges for old photo restoration and colorization. First, complicated degradation is generally observed in real-world old photos, which is hard to model and include in training data. Without first dealing with degradation, colorization results will be sub-optimal. Second, colorization is an ill-posed and ambiguous problem [50]. To achieve decent perceptual quality, most of the existing models demand a large-scale dataset such as ImageNet [10] for training, which is time-consuming and energy inefficient.

To overcome the challenges mentioned above, we propose an end-to-end trainable framework as Fig. 2 depicts. Specifically, after being converted into CIE Lab color space, each image is described by a lightness channel, i.e., $L$ and two chrominance channels, i.e., $a$ and $b$. Given a debased gray-scale image $I_L \in \mathbb{R}^{H \times W \times 1}$, the restoration sub-net will first handle the degradation and produce a restored gray-scale image $I'_L \in \mathbb{R}^{H \times W \times 1}$. Then the $I'_L$ and the lightness channel of the selected reference image $R_L \in \mathbb{R}^{H \times W \times 1}$ are fed into the similarity sub-net jointly, obtaining the similarity map between them. After that, the extracted color features from the $ab$ channels of the reference image $R_{ab} \in \mathbb{R}^{H \times W \times 2}$ will be projected to the input image space. The colorization sub-net takes $I'_L$ and the projected reference color feature together as inputs jointly to generate the $ab$ channels of the input $I_{ab} \in \mathbb{R}^{H \times W \times 2}$ and concatenate it with $I_L$ to get the final output $I_{Lab} \in \mathbb{R}^{H \times W \times 3}$.

Note that while previous works choose to directly feed the raw $ab$ channels of the reference image [13], [14] or utilize the mean and variance of adaptive instance normalization layer of the reference image [16], [51], in this work, we come up with a multi-scale fusion method that combines both the spatial-preserve color histogram and deep learning-based based features. The spatial-preserve color histogram offers strong prior knowledge of statistical color and spatial information, and they are aggregated at multiple scales to fully
exploit the prior knowledge to enable learning colorization within finite training samples. These multi-level color histogram features will concatenate with the intermediate deep features in the encoder and take advantage of convolutional filters to achieve a robust fusion. In such a way, the network is insensitive to the reference selection. The details of the restoration sub-net, similarity sub-net, colorization sub-net, and our reference selection algorithms will be elaborated in the following sections.

A. Restoration Sub-Net

In general, the degradation in old photos can be divided into two categories: the structured defects (e.g., cracks, smudges) and unstructured defects (e.g., image blur, dust effect, film noises) [17]. The structure defects require a large receptive field for neural networks to capture global contexts to recover structural integrity. On the other hand, neural networks need to fully exploit local information to handle unstructured defects. In this work, we develop a multi-level Residual Dense Network (RDN) [52]. RDN has demonstrated outstanding performance on common image restoration tasks such as image super-resolution, denoising, and deblurring, mainly facilitated by its core module called the residual dense block. The residual dense block is designed to fully extract abundant information via dense connection and contiguous memory mechanisms, and such architecture is suitable for eliminating the unstructured defects. However, RDN processes images on the same resolution, which restricts the size of receptive field of neural networks and weakens its capability to solve structured flaws. Thus, we extend the original RDN into a multi-level structure to enlarge the receptive field to better repair structured flaws.

As Fig. 2 depicts, the original input image and its 4× and 8× downsampled versions are fed into top, second, and third levels of RDN, respectively. Each level consists of three residual dense blocks, each of which is composed of 4 identical residual dense units. The outputs of the lower levels will be upsampled via bilinear interpolation and fused via concatenation, then go through another convolution layer to generate $I'_L$.

B. Similarity Sub-Net

After the refined lightness map $I'_L$ is obtained from the restoration sub-net, it will be passed to the similarity sub-net together with the selected reference image’s lightness channel $R_L$. The similarity sub-net is designed to project the reference image features into the feature space of the input image. The architecture of the similarity sub-net is similar to the one used in [14], which takes advantage of the powerful convolutional neural network to manipulate robust dense matching. As illustrated in the Similarity Net in Fig. 2, a pre-trained ResNet34 [53] is employed to retrieve layer1, layer2, layer3, layer4 feature maps from the input and reference images. Note that these feature maps have progressively smaller spatial resolutions and more channels with as going deeper with the network. Then four different convolution filters will be applied to these intermediate features to get new feature maps that have the same channels $f_i \in \mathbb{R}^{H_i \times W_i \times C}$ ($i = 1, 2, 3, 4$). Different from [14] using a single-scale similarity map, we utilize similarity maps at different scales for later multi-level feature fusion in the colorization net. Since simply resizing and concatenating these four feature maps as in [14] will regard each feature map contributing equally at a different level and ignore the scale information, we propose to construct a learnable coefficient $A_i \in \mathbb{R}^{1 \times 4}$, where $i = 1$ to 4, to assign different weights to the feature maps depending on the target similarity map size. These weighted feature maps will then be concatenated together to obtain a feature tensor. For instance, the concatenated feature $M_i \in \mathbb{R}^{H_i \times W_i \times C}$ at scale $i$ would be:

$$M_i = W \odot [g(A_{i1} \ast f_1) \oplus g(A_{i2} \ast f_2) \oplus g(A_{i3} \ast f_3) \oplus g(A_{i4} \ast f_4)],$$

where $W$ is the shared convolution filter for the convolution computation $\odot$, $g$ represents up-sampling or down-sampling function to align the feature size to target similarity map size, $\ast$ indicates the element-wise multiplication, and $\oplus$ denotes concatenate operation. Subsequently, the three-dimensional feature $M_i$ will be reshaped to two-dimension matrix $\overline{M}_i \in \mathbb{R}^{H_i \times W_i \times C}$. The similarity map characterizing the correlation between the reference $R$ and the input $I$ at scale level $i$, $\Phi^i_{R \leftrightarrow I} \in \mathbb{R}^{H_i \times W_i \times R \times W_i}$, will be computed. The element of the similarity map at the spatial location $(u, v)$ can be calculated as follow:

$$\Phi^i_{R \leftrightarrow I}(u, v) = \frac{(\overline{M}_i^R(u) - \mu_{\overline{M}_i^R}) \cdot (\overline{M}_i^I(v) - \mu_{\overline{M}_i^I})}{||\overline{M}_i^R(u) - \mu_{\overline{M}_i^R}||_2 ||\overline{M}_i^I(v) - \mu_{\overline{M}_i^I}||_2},$$

where $\mu_{\overline{M}_i^R}$ and $\mu_{\overline{M}_i^I}$ are the mean feature vectors. The softmax function will then be applied to the similarity map along the x-axis, so each element is within [0,1]. This similarity map will be used in the colorization sub-net to align the information of the reference image with the input image.

C. Colorization Sub-Net

To tackle the aforementioned colorization problem, we propose to use Spatial-Preserve color Histogram (SPHist) from reference images for information fusion. Unlike the traditional color histogram, the proposed SPHist can keep the spatial information of the image and indicate the probability of each pixel falling in each bin. More importantly, SPHist is differentiable, and thus, it can be used in an end-to-end neural network using gradient back-propagation for training. In particular, we used Gaussian expansion [54] to approximate the SPHist of each channel separately $H(u)$

$$h(i, j, k) = \frac{\exp(-\frac{(Di,j-uj)^2}{2\sigma^2})}{\sum_{k=1}^{K} \exp(-\frac{(Di,j-uk)^2}{2\sigma^2})},$$

where $D_{i,j}$ is the pixel value of $a$ or $b$ channel of the reference image at location $(i, j)$; $\sigma$ is the standard deviation of Gaussian distribution that is set to 0.1 empirically in our setting; $u_k$ is
an learnable parameter representing the center of bin \( k \), which is initialized as follow:

\[
    u^0_k = v_{\min} + \frac{v_{\max} - v_{\min}}{K} \cdot k,
\]

where \( v_{\min} \) and \( v_{\max} \) are the minimum and maximum value of \( ab \) channels, which are -1 and 1 respectively in our experiment. Although the bins are equally distributed at the beginning, after training for several iterations, the distribution will be unequal. We set this on purpose as some colors might be rarer than others in the wild. The extracted color histogram will be reshaped to \( \tilde{h} \in \mathbb{R}^{HW \times K} \) and down-sampled to different scales to perform matrix multiplication with the corresponding-scale similarity maps, leading to a warped SPHist. The warped SPHist contains the similarity-guided spatial-preserve color histogram information from the reference image. Then the warped SPHist will be fed into different levels of the encoder in the colorization sub-network for the color prediction.

The backbone is a modified version of U-Net [55], as it has demonstrated promising performance in many fields, such as medical image segmentation [56]–[59] and autonomous driving [60], [61]. Here we replace the convolutional layers in U-Net with densely connected modules [62]. There are four dense blocks in the encoder containing 6, 12, 24, and 16 dense units. The decoder shares a similar structure with the encoder, and bi-linear interpolation is employed to upscale the forwarding features between dense blocks. The warped SPHist
extracted from the reference image will be concatenated with the intermediate features after each dense block in the encoder as the input of the fusion module. The fusion module contains a dense block with six dense units and a 3 × 3 convolution layer, which is responsible for combining the traditional color heuristics and deep features efficiently to enable efficient colorization. Since the information of reference is fused in the intermediate levels instead of at the beginning, the model will learn how to deal with the dissimilarity between input and reference image. Also, multi-level fusion well aggregates the reference information.

D. Training Objective

In order to 1) simultaneously train the restoration and colorization nets, 2) exploit the rich color information in the reference image, and 3) improve the visual quality of the overall restored output, we employed a weighted sum of various objectives such that the whole system can be trained end-to-end. Among these, luminance reconstruction loss between the restored luminance \(I'_L\) and the ground truth luminance \(G_L\) is adopted to supervise the training of restoration subnet:

\[
\mathcal{L}_{\text{rec,L}} = ||I'_L - G_L||_1. \tag{5}
\]

However, it was generally observed that only using \(\ell_p\) norms as loss function tends to generate blurred estimates for image restoration [3]. Hence, we also used the perceptual loss, which has been shown to deliver better visual quality in multiple restoration tasks [3], [63], [64]. The \(\text{relu22, relu32, relu42, and relu52}\) layers of VGG19 [65] are adopted:

\[
\mathcal{L}_{\text{perc,L}} = \sum_j \frac{1}{C_jH_jW_j} ||\phi_j(I'_L) - \phi_j(G_L)||^2_2, \tag{6}
\]

where \(\phi_j\) is a feature map of shape \(C_j \times H_j \times W_j\).

The colorization subnet is expected to transfer the color distributions from the reference image to the predicted output. Histogram loss is leveraged to measure the distribution loss between the color histograms of output and reference signals by measuring their Earth Mover’s Distance (EMD):

\[
\mathcal{L}_{\text{EMD,H}} = \sum_{k=1}^{K} (\text{CDF}_{h'_R}(k) - \text{CDF}_{h_R}(k))^2, \tag{7}
\]

where CDF_{h'_R}(k) is the \(k\)-th element of the cumulative density function of probability mass function \(p\), \(h'_R\) and \(h_R\) are one-dimensional differentiable histograms which is the global sum pooling result of the SPHists \(h'_R\) and \(h_R\) mentioned in Eq. (3), respectively.

We also applied chroma reconstruction loss to impose the spatial consistency between the predicted \(ab\) and ground truth \(ab\) channels to supplement the histogram loss:

\[
\mathcal{L}_{\text{rec,ab}} = ||I'_ab - G_{ab}||_1. \tag{8}
\]

The adversarial loss is a common recipe to enhance the visual quality of synthesized images [3], [65], [67]. Here we adopted PatchGAN [34] structure to ensure all local patches of enhanced output channels visually similar to realistic chroma maps. The adversarial loss is expressed as:

\[
\mathcal{L}_{\text{adv,ab}} = \mathbb{E}_{G_{ab}}[\log D(G)] + \mathbb{E}_{I'_ab}[\log (1 - D(I'_R, R))]. \tag{9}
\]

Finally, the overall objective/loss function for training ROMNet is thus written as:

\[
\mathcal{L} = \alpha \mathcal{L}_{\text{rec,L}} + \beta \mathcal{L}_{\text{perc,L}} + \lambda \mathcal{L}_{\text{EMD,H}} + \gamma \mathcal{L}_{\text{rec,ab}} + \eta \mathcal{L}_{\text{adv,ab}}. \tag{10}
\]

E. Reference Selection

As discussed earlier, our proposed ROMNet requires a reference color image as an additional input to guide the colorization process. Thus, we propose an automatic reference selection scheme that is able to generate good references from a database, given an input grayscale image, for both training and inference phases.

An ideal reference is expected to be both visually and semantically similar to the target image, meanwhile providing rich color information for target colorization. Inspired by the widely used deep features for perceptual similarity modeling [68], [69], we leveraged a pre-trained image classification network VGG19 [65] as the backbone to extract intermediate deep feature maps. Then, we define the texture and the structural similarity between one grayscale input image and one color image using the global mean and variance/covariance of feature maps, respectively [69]. The weighted summation of the texture and structure similarity is used to discover the reference color image in the training set with top similarity to the grayscale input image. When used for prediction, the users can either choose a recommended reference retrieved from an image corpus, or manually select one, depending on their preference.

IV. EXPERIMENTS

A. Experimental setting

**Dataset** We train and evaluate our method on three datasets: Div2K [70]: Div2K was first introduced for image super-resolution, which contains 1,000 RGB high-resolution images being split into a training set (800 images), a validation set (100 images), and a testing set (100 images). Note that this dataset is only used to illustrate the effectiveness of the proposed colorization sub-net on performing colorization for images with complex scenarios and limited training data. In our experiment, we employed the training and validation sets for model training and testing, respectively. Moreover, to show that our model has a loose constraint on the selection of references, during inference, references for testing images in the validation set can only be drawn from the training set, which contains only 800 images, instead of from ImageNet, which provides millions of choices.

**Pascal** [71]: In order to produce realistic defects, similar with [17], we gather crack and dust-paper textures and hire Photoshop experts to extract the degradation patterns from some real old photos that are not in our proposed RealOld dataset, and blend the textures and extracted degradation patterns with images in Pascal dataset using alpha compositing.
Fig. 4. Visual comparisons against state-of-the-art colorization and restoration methods on RealOld dataset. It shows that with the limited synthetic training data from Pascal, our model is able to fix most of the degradation and deliver plausible colorization.
TABLE I

**Quantitative comparison on the DIV2K and Pascal VOC validation datasets. Upward arrows indicate that a higher score denotes a good image quality. We highlight the best score for each measure.**

| Dataset                  | DIV2K (w/o degradation) | Pascal VOC (w/o degradation) | Pascal VOC (w/ degradation) |
|--------------------------|-------------------------|------------------------------|-----------------------------|
|                          | PSNR† | SSIM† | LPIPS↓ | PSNR† | SSIM† | LPIPS↓ | PSNR† | SSIM† | LPIPS↓ |
| Pix2pix                  | 21.12 | 0.872 | 0.138  | 20.89 | 0.782 | 0.200  | 20.37 | 0.732 | 0.231  |
| DeOldify                 | 23.65 | 0.913 | 0.128  | 23.96 | 0.873 | 0.117  | 21.45 | 0.789 | 0.192  |
| He et al.                | 23.53 | 0.918 | 0.125  | 23.85 | 0.925 | 0.114  | -     | -     | -      |
| InstColorization         | 22.45 | 0.914 | 0.131  | 23.95 | 0.932 | 0.111  | -     | -     | -      |
| Wan et al. -             | -     | -     | -      | -     | -     | -      | -     | -     | -      |
| **Ours**                 | 23.95 | 0.925 | 0.120  | 24.01 | 0.940 | 0.100  | 22.22 | 0.828 | 0.186  |

Fig. 5. Exemplary authentic old photos with their corresponding reference repaired by Photoshop expert sampled from our proposed RealOld test dataset.

with erratic transparency level to generate synthetic old photos. Furthermore, we add Gaussian blur and simulate severe photo damage by randomly setting a polygon area in the image to pure white. We select 10,000 images in Pascal as our training data and another 1,000 images as the testing set. Same as for Div2K dataset, the reference images for inference are retrieved from the training set. For Pascal, two different experiments are conducted: image restoration and colorization, and image colorization solely.

Real-world Paired Old Photos (RealOld): To validate the efficacy and generalizability of our model under real-world setting, we collect 200 real old black&white pictures paired with manually restored and colorized photos by Photoshop experts. To the best of our knowledge, this is the first real-world old photo dataset that has aligned “ground truth” to enable pixel-to-pixel evaluation. The constructed dataset contains 200 portraits with various backgrounds. Fig. 5 shows some sample image pairs from our proposed RealOld dataset. We hope this dataset opens a door to a new exciting journey, where in addition to colorization, distinct categories of degradation, including scratches, damages, dust effects, weariness, film noise, and loss of resolution existed in old photos, should also be dealt with. In our experiment, the RealOld is only used for testing after a model trained on Pascal. Furthermore, we randomly download 2,000 RGB portraits from Google images and utilize our algorithm to pick the best reference when testing the images of RealOld.

**Evaluation Metrics.** We report the peak signal-to-noise ratio (PSNR) and the structural similarity index (SSIM) [72] to compare the low-level differences between model outputs and ground truths. Learned perceptual image patch similarity (LPIPS) [73] is also employed, which has been shown better correlated with human perception.

**Training Details.** ROMNet is trained in an end-to-end manner using the Adam solver [74] with $\beta_1 = 0.99, \beta_2 = 0.999$. The initial learning rate is 0.0001 and will be decreased exponentially at the end of each epoch with a decay rate of 0.99. The loss balance weights are set empirically as follows: $\alpha = 1.0, \beta = 0.2, \lambda = 0.5, \gamma = 1.0, \eta = 0.2$. During training, for data augmentation purposes, patches with a resolution of $256 \times 256$ are randomly cropped from the input images as input. For each epoch, we select one of the following two options for reference image generation: 1) a patch is cropped from the corresponding RGB image at a location different from that of the patch used as input, and processed with color jitting and affine transformation to create the reference; 2) ten images are firstly selected from the training set excluding the ground-truth image, from which, one picture is randomly selected as the reference. The models on DIV2K and Pascal are trained for 20 epochs, where each epoch takes about 1.5 minutes and 16 minutes, respectively, on a single GTX 3090Ti GPU.

**B. Experimental Results**

Since no existing work explicitly considers image degradation and colorization simultaneously, we choose to compare our method with approaches in image-to-image translation (denoted as Pix2pix [75]), image restoration (denoted as Wan et al. [17]), and colorization (denoted as Deoldify [49], He et al. [13] and InstColorization [35]). For a fair comparison, we
15 people and presented the result in Table III. Our method explored the subjective visual perception. We gathered reports from the RealOld dataset, and let users rank the results based on our proposed method. We randomly choose 100 old photos from the methods to further demonstrate the effectiveness of the methods in comparison. Fig. 4 shows the results on the RealOld dataset, where our approach can jointly perform image restoration and colorization, producing perceptually satisfying results.

To confirm the performance gain brought by the multi-level Residual Dense Network (RDN) and the multi-scale similarity maps design over single similarity map, we further conduct two experiments: 1) we use the origin RDN as the backbone of our colorization sub-net; 2) instead of using the multi-scale SPHist of the reference image, we employ the multi-scale raw histogram fusion of the reference image as input; 3) we only fuse the single-scale color histogram with the encoder in the shallower layer. The results are reported in Table IV, which validates the importance and usefulness of our multi-scale SPHist.

C. Ablation Study

Multi-scale SPHist. To validate the superior of the multi-scale similarity maps design over single similarity map, we conduct three experiments on the Div2k dataset to evaluate the effectiveness of our multi-scale SPHist: 1) following [13], following the transferred ab channels of the reference and the L channel of the input are directly concatenated and fed into the backbone of our colorization sub-net; 2) instead of using the multi-scale SPHist of the reference image, we employ the multi-scale raw ab channels of the reference image as input; 3) we only fuse a single-scale color histogram with the encoder in the shallower layer. The results are reported in Table IV, which validates the importance and usefulness of our multi-scale SPHist.

Multi-scale Similarity Maps. To validate the superior of the multi-scale similarity maps design over single similarity map, we conduct three experiments on the Div2k dataset to evaluate the effectiveness of our multi-scale SPHist: 1) following [13], following the transferred ab channels of the reference and the L channel of the input are directly concatenated and fed into the backbone of our colorization sub-net; 2) instead of using the multi-scale SPHist of the reference image, we employ the multi-scale raw ab channels of the reference image as input; 3) we only fuse a single-scale color histogram with the encoder in the shallower layer. The results are reported in Table IV, which validates the importance and usefulness of our multi-scale SPHist.

Multi-scale RDN. In order to prove the performance gain brought by the multi-level Residual Dense Network (RDN [52]), we also select the origin RDN as the backbone for old photo restoration and test on the Pascal [71] dataset with degradation. The results in Table VI demonstrate that the multi-level design can effectively improve the restored outputs.

Sensitivity to Reference Image Selection. To confirm the robustness of our model to the reference image selection, we compare the results on the Div2k dataset using the different reference images from the most similar one (rank 1) to the
least similar one (rank 10) among the ten selected reference images. As Fig. 5 depicts, the performance of our model is robust with only slight drops, i.e., from 23.95 (rank 1) to 22.25 (rank 10) for PSNR, from 0.925 (rank 1) to 0.899 (rank 10) for SSIM, and from 0.12 (rank 1) to 0.15 (rank 10) for LPIPS.

V. CONCLUSION

We propose the first end-to-end trainable network (named ROMNet) to restore mixed degradations in old photos by joint restoration and colorization with a color reference. The whole system contains several submodules, each of which is designed to handle a single defect. Specifically, a hierarchical restoration subnet is applied to recover the scratches and damages in the luminance channel, followed by a colorization U-Net that leverages the spatial-preserve color histograms of the reference image to estimate the chroma components, conditioned on the luminance similarity. Our method learns more efficiently with limited training data, owing to a hybrid of learning- and example-based structure and the use of a similarity net that aligns the reference signal with the input. Extensive experimental results demonstrated that ROMNet attains promising performance both visually and numerically.

| Method                      | PSNR↑ | SSIM↑ | LPIPS↓ |
|-----------------------------|-------|-------|--------|
| No similarity map           | 22.817| 0.910 | 0.131  |
| Single-scale similarity map | 23.803| 0.922 | 0.126  |
| Multi-scale similarity map  | 23.952| 0.925 | 0.120  |

| Method                             | PSNR↑  | SSIM↑  | LPIPS↓  |
|------------------------------------|--------|--------|---------|
| Single-level RDN                   | 21.89  | 0.818  | 0.190   |
| Multi-level RDN                    | 22.22  | 0.828  | 0.186   |
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