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Abstract. Streaming computing systems, composed by networks of processors connected by one-way first-in-first-out channels, are considered as efficient big data processing platforms. Under the bounded-memory models, streaming computing systems can have deadlocks. To avoid them, the \(k\)-length negative cost cycle (\(k\text{LNCC}\)) problem and the fixed-point \(k\)-length negative cost cycle (\(FPk\text{LNCC}\)) problem arise. For a positive integer \(k\) and a directed graph with a length and a cost on each edge, \(k\text{LNCC}\) is to determine whether there exists a negative cost cycle with at least \(k\) edges, while \(FPk\text{LNCC}\) to determine whether there exists such a cycle containing a given vertex (as the fixed point). This paper first showed that \(FPk\text{LNCC}\) is \(\mathcal{NP}\)-complete in multigraph even for \(k = 3\) by reducing from the 3SAT problem. Then after observing two obstacles of extending the proof to \(k\text{LNCC}\) in simple graphs, we gave another reduction from the 3 Occurrence 3-Satisfiability (3O3SAT) problem, by following a similar line as our first proof but with more complicated details. The hardness result is interesting as \(FP2\text{LNCC}\) and \(2\text{LNCC}\) are both polynomial solvable. This paper also closed the open problem proposed by the previous paper \cite{10} whether \(k\text{LNCC}\) admits polynomial-time algorithms.
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1 Introduction

In the era of big data, streaming computing is attracting considerable interest in the research community. It simplifies parallel computing for big data processing as the involved processors (typically FPUs on GPU or FPGAs) can work collaboratively without explicitly managing resource allocation and processors communication. Unlike other parallel computing platforms, data elements in a streaming computing system are processed as a stream over time, while a series of (pipelined) operations/kernel-functions are applied to each element in the stream. Consequently, deadlocks can happen in ways different from those in ordinary parallel computing systems, where applications can deadlock because all
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processes are waiting for some resources (e.g. locks) and create a waiting cycle. To model a streaming computing system, we use vertices in a digraph to represent computing nodes and edges to represent communication channels. As a result, the deadlock detection problem is then transformed to the cycle detection problem in the digraph, as analyzed in paper \[10\]. It is worth noting that in the model the edges are assigned with integral costs, and only negative cost cycles of length at least three can cause deadlocks, which brings the \( k \)-length negative cost cycle problem that is stated below:

**Definition 1 (\( k \)-Length Negative Cost Cycle problem, \( kLNCC \))**

Given a fixed integer \( k \) and a graph \( G = (V, E) \) in which each edge \( e \in E \) is with a cost \( c(e) \rightarrow \mathbb{R} \) and a length \( l(e) = 1 \), \( kLNCC \) is to determine whether there exists a cycle \( O \) with \( l(O) = \sum_{e \in O} l(e) \geq k \) and the cost \( c(O) < 0 \).

Further, in many cases a node in a streaming computing system is only interested in whether its applications will cause deadlock. Then the \( k \)-length negative-cost fixed-point cycle problem arises, as the definition below:

**Definition 2 (Fixed Point \( k \)-Length Negative Cost Cycle problem, \( FPkLNCC \))**

Given a fixed integer \( k \), a graph \( G = (V, E) \) in which each edge \( e \in E \) is with a cost \( c(e) \rightarrow \mathbb{R} \) and a length \( l(e) = 1 \), and a fixed point \( p \in G \), the \( FPkLNCC \) problem is to determine whether there exists a cycle \( O \) containing \( p \), such that \( l(O) = \sum_{e \in O} l(e) \geq k \) and the cost \( c(O) < 0 \).

Note that if \( FPkLNCC \) admits a polynomial-time algorithm then \( kLNCC \) is also polynomially solvable, since we can use the polynomial-time algorithm for \( FPkLNCC \) as a subroutine to solve \( kLNCC \) in polynomial time. That is, if the \( \mathcal{NP} \)-completeness of \( kLNCC \) is proven then it can be immediately concluded that \( FPkLNCC \) is also \( \mathcal{NP} \)-complete.

Throughout this paper, by *walk* we mean an alternating sequence of vertices and connecting edges; by *trail* we mean a walk that does not pass over the same edge twice; by *path* we mean a walk that does not include any vertex twice; and by *cycle* we mean a path that begins and ends on the same vertex.

1.1 Related works

The \( kLNCC \) problem generalizes two well known problems: the negative cycle detection problem of determining whether there exist negative cycles in a given graph; and the \( k \)-cycle problem (or namely the long directed cycle problem \[2\]) of determining whether there exists a cycle with at least \( k \) edges. The former problem is actually \( kLNCC \) of \( k = 2 \), and can be solved in polynomial time with classical algorithms such as the Bellman-Ford algorithm \[15\]. The latter problem, which is to determine whether a given graph contains a cycle \( O \) with \( l(O) \geq k \), is actually \( kLNCC \) when \( c(e) = -1 \) for every \( e \in E \). It is shown the problem is fixed parameter tractable and admits an algorithm with a time complexity \( k^{O(k)}n^{O(1)} \) \[7\]. The runtime is then improved to \( O(c^kn^{O(1)}) \) for a constant \( c > 0 \) by using representative sets \[4\], and later to \( 6.75^k n^{O(1)} \) independently by \[3\] and \[11\]. Comparing to the two known results above that the
negative cycle detection problem is polynomially solvable and the \( k \)-cycle problem admits FPT-algorithms with respect to \( k \), the \( \mathcal{NP} \)-completeness result of 3LNCC is interesting, as 3LNCC is only the combination of the two problems belonging to \( \mathcal{P} \).

### 1.2 Our results

The main result of this paper is to prove the \( \mathcal{NP} \)-completeness of \( k \)LNCC in a simple directed graph. However, as the proof is constructive and complicated, we will first accomplish a much easier task of proving the \( \mathcal{NP} \)-completeness of the \( FPkLNCC \) problem in multigraphs by giving a reduction from the 3-Satisfiability (3SAT) problem, where a multigraph is a graph that allows multiple edges between two nodes.

**Lemma 3** For any fixed integer \( k \geq 3 \), \( FPkLNCC \) is \( \mathcal{NP} \)-complete in a multigraph.

Then following a similar line of the proof of Lemma 3 but with different and more complicated details, we will prove the \( \mathcal{NP} \)-completeness of \( k \)LNCC (and hence \( FPkLNCC \)) in a simple directed graph.

**Theorem 4** For any fixed integer \( k \geq 3 \), \( k \)LNCC is \( \mathcal{NP} \)-complete in a simple graph which allows length-2 cycles.

Note that, strictly a simple graph does not allow length-2 cycles. So we actually can have the following corollary by replacing length-2 cycles with length-3 cycles in the above theorem.

**Corollary 5** For any fixed integer \( k \geq 4 \), \( k \)LNCC is \( \mathcal{NP} \)-complete in a simple graph.

### 2 The \( \mathcal{NP} \)-completeness of \( FPkLNCC \) in Multigraphs

In this section, we will prove Lemma 3 by reducing from the famous 3-Satisfiability (3SAT) problem, which is known to be \( \mathcal{NP} \)-complete \([8]\). In an instance of 3SAT, we are given \( n \) variables \( \{x_1, \ldots , x_n\} \) and \( m \) clauses \( \{C_1, \ldots , C_m\} \), where \( C_i \) is the OR of at most three literals, and each literal is an occurrence of the variable \( x_j \) or its negation. The 3SAT problem answers whether there is an assignment satisfying all the \( m \) clauses.

For any given instance of 3SAT, the key idea of our reduction is to construct a digraph \( G \), such that \( G \) contains a negative cost trial with length at least 3 iff the instance of 3SAT is satisfiable. The construction is composed by the following three parts. First, for each variable \( x_i \) with \( a_i \) occurrences of \( x_i \) and \( b_i \) occurrences of \( \overline{x}_i \) in the clauses, we construct a lobe which contains two vertices,

---

1 The term lobe was used to denote an unit of the auxiliary graph constructed for an instance of SAT, as in \([9]\) and many others \([13, 6]\).
say $y_i$ and $z_i$, and $a_i + b_i$ edges of cost $-2m$ between the two vertices, i.e. $a_i$ copies of edge $(y_i, z_i)$ and $b_i$ copies of $(z_i, y_i)$ (A lobe is as depicted in a dashed circle in Figure 1). For brevity, we say an edge in the lobes is a lobe-edge. Then, for each clause $C_j$, add two vertices $u_i$ and $v_i$, as well as edge $(v_i, u_{i+1})$, $1 \leq i \leq m-1$, with cost 0 and edge $(v_m, u_1)$ with cost $-1$. Last but not the least, for the relationship between the variables and the clauses, say variable $x_j$ occurrences in clause $C_i$, we add two edges with cost $m$ to connect the lobes and the vertices of clauses:

- If $C_i$ contains $x_j$, then add two edges $(u_i, y_j)$, $(z_j, v_i)$;
- If $C_i$ contains $\overline{x}_j$, then add two edges $(u_i, z_j)$, $(y_j, v_i)$.

An example of the construction for a 3SAT instance is as depicted in Figure 1.

![Figure 1. The construction of $G$ for an 3SAT instance $(x_1 \lor x_3) \land (\overline{x}_1 \lor x_2 \lor x_4) \land (x_1 \lor \overline{x}_2 \lor x_3)$.](image)

Then since $FPkLNCC$ is clearly in $NP$, the correctness of Lemma 3 can be immediately obtained from the following lemma:

**Lemma 6** An instance of 3SAT is satisfiable iff there exists a negative-cost closed trail containing $u_1$ and with length at least 3 in its corresponding auxiliary graph $G$.

**Proof.** Suppose there exists a negative-cost trail $O$, which contains $u_1$ but NO negative cost length-2 cycle. Then let $\tau$ be a true assignment for the 3SAT instance according to $O$: if $O$ goes through $(y_i, z_i)$, then set $\tau(x_i) = true$; Otherwise, set $\tau(x_i) = false$. It remains to show such an assignment will satisfy
all the clauses. Firstly, we will first show the path $P = O \setminus \{v_m, u_1\}$ must go through all vertices of $\{v_i|i = 1, \ldots, m\}$. Since $O$ contains $u_1$, $O$ has to go through edge $(v_m, u_1)$, as the edge is the only one entering $u_1$. Then because $O$ is with negative cost and the cost of edge $(v_m, u_1)$ is $m - 1$, $P$ has to go through at least $m$ edges within the $n$ lobes, as only the edges of lobes has a negative cost $-1$. According to the construction of $G$, between two lobe-edges on $P$, there must exist at least an edge of $\{v_i, u_{i+1}|i = 1, \ldots, m-1\}$, since $v_i$ has only one out-going edge $(v_i, u_{i+1})$ while every edge leaving a lobe must enter a vertex of $\{v_i|i = 1, \ldots, m-1\}$. So $P = O \setminus \{v_m, u_1\}$ has to go through all the $m-1$ edges of $\{v_i, u_{i+1}|i = 1, \ldots, m-1\}$, and hence through all vertices of $\{v_i|i = 1, \ldots, m\}$. Secondly, $v_j$ and $v_{j'}$ are two vertices of $\{v_i|i = 1, \ldots, m\}$, such that $P(v_j, v_{j'}) \cap \{v_i|i = 1, \ldots, m\} = \{v_i, v_{j'}\}$. Again because there must be at least an edge of $\{v_i, u_{i+1}|i = 1, \ldots, m-1\}$ between two lobe-edges, there must be at least a lobe-edge appearing on $P(v_j, v_{j'})$, otherwise there will be at most $m-1$ lobe-edges on $O$. That is, there must be exactly a lobe edge, say $(y_i, z_i)$, on $P(v_j, v_{j'})$. Then according to the construction of graph $G$, $x_i$ appears in $C_j$, and hence $\tau(x_i) = true$ satisfies $C_j$. The case for $(z_i, y_i)$ always appears on $P(v_j, v_{j'})$ is similar. Therefore, the 3SAT instance is feasible as it can be satisfied by $\tau$.

Conversely, suppose the instance of 3SAT is satisfiable, and a true assignment is $\tau: x \rightarrow \{true, false\}$. Then for clause $C_k$, there must exist a literal, say $w_k$, such that $\tau(w_k) = true$. If $w_k$ is an occurrence of $x_i$, then set the corresponding subpath as $P_k = u_k - y_i - z_i - v_k$; otherwise set $P_k = u_k - z_i - y_i - v_k$. Then clearly, $P = \{P_k|k = 1, \ldots, m\} \cup \{(v_{h}, u_{h+1})|h = 1, \ldots, m-1\}$ exactly composes a path from $v_1$ to $v_m$ with a cost of $-m$, as it contains $m$ lobe-edge and other edges of cost 0. So $O = P \cup \{v_m, u_1\}$ is a negative cost cycle of length at least 3. Besides, since $\tau(x_i)$ must be either true or false, there exist no length-2 cycles on $P$. This completes the proof.

However the above proof can not be immediately extended to prove the NP-completeness of $kLNCC$, as there are mainly two obstacles. Firstly, in the above proof, besides cycle $O$ which is forced to go through $u_1$, there can exist other negative cycles with length at least three but without going through $u_1$. Thus, in Lemma containing $u_1$ is mandatory for the negative cost cycle. So to extend the proof to $kLNCC$, we have to find a method to prevent negative cycles excepting those going through $u_1$. Secondly, Lemma is only for multigraphs as some of the lobes are already multigraphs. So we also have to find a method to transform the lobes to simple graphs.

3 Extending to the NP-completeness Proof of $kLNCC$

In this section, to avoid the two obstacles as analyzed in the last section, we will prove Theorem by reducing from the 3 occurrence 3SAT (3O3SAT) problem, which is known NP-complete [12]. Similar to 3SAT, in an instance of 3O3SAT we are also given $m$ clauses $\{C_1, \ldots, C_m\}$ and $n$ variables $\{x_1, \ldots, x_n\}$, and the
task is to determine whether there is an assignment satisfying all the \( m \) clauses. The only difference is, each variable \( x_i \) (including both literal \( x_i \) and \( \overline{x}_i \)) appears at most 3 times in all the \( m \) clauses. Further, to simplify the reduction, we assume that the possible occurrences of a variable \( x \) in an instance of 3O3SAT fall in the following three cases:

- **Case 1:** All occurrences of \( x \) are all \( x \);
- **Case 2:** The occurrences of \( x \) are exactly one positive literal and one negative literal;
- **Case 3:** The occurrences of \( x \) are exactly two positive literals and one negative literal.

The above assumption is without loss of generality. We note that there are still two other cases:

- **Case 4:** All occurrences of \( x \) are negative literals;
- **Case 5:** Exactly two occurrences of negative literals and one positive literal.

However, Case 4 and Case 5 can be respectively reduced to Case 1 and Case 3, by replacing occurrences of \( x \) and \( \overline{x} \) respectively with \( y \) and \( \overline{y} \). Therefore, we need only to consider 3O3SAT instances with variables satisfying Case 1-3.

The key idea of the proof is, for any given instance of 3O3SAT, to construct a graph \( G \), such that there exists a cycle \( O \) with \( c(O) < 0 \) and \( l(O) \geq 3 \) in \( G \) if and only if the instance is satisfiable. An important fact used in the construction is that every variable appears at most 3 times in a 3O3SAT instance. In the following, we will show how to construct \( G \) according to clauses, variables, and the relation between clauses and variables.

1. For each \( C_k \):
   Add to \( G \) two vertices \( u_k \) and \( v_k \), as well as edge \((v_k, u_{k+1})\), \( 1 \leq k \leq m - 1 \) with cost 0, and edge \((v_m, u_1)\) with cost \(-1\).

2. For each variable \( x_i \), construct a lobe according to the occurrences of \( x_i \) and \( \overline{x}_i \) (The construction a lobe is as depicted in a dashed circle as in Figure 2):
   - **Case 1:** All occurrences of \( x_i \) in are positive literal \( x_i \), such as \( x_4 \) in Figure 2.
     For the \( j \)th occurrence of \( x_i \), add a directed edge \((y_j^i, z_j^i)\) and assign cost \(-2m\) to it.
   - **Case 2:** Exactly one occurrence for each of positive literal \( x_i \) and negation \( \overline{x}_i \), such as \( x_2 \) in Figure 2.
     (a) Add two vertex \( z_j^i = y_j^i \) and \( y_j^i = z_j^i \), and connect them with directed edges \((y_j^i, z_j^i)\) and \((y_j^i, z_j^i)\).
     (b) Assign edge \((y_j^i, z_j^i)\) with cost \(-2m\) and \((y_j^i, z_j^i)\) with cost \(\frac{1}{m+1}\).
   - **Case 3:** Exactly 2 occurrences of \( x_i \) and one occurrence \( \overline{x}_i \), such as \( x_1 \) in Figure 2.
     (a) For the two positive literals of \( x_i \), say the \( j_1 \)th and \( j_2 \)th occurrence of \( x_i \), \( j_1 < j_2 \), add four vertices \( y_{j_1}^i \), \( y_{j_2}^i \), \( z_{j_1}^i \), \( z_{j_2}^i \), and two directed edges \((y_{j_1}^i, z_{j_1}^i)\), \((y_{j_2}^i, z_{j_2}^i)\) connecting them with cost \(-2m\);
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(b) For the negation $\pi_i$, say the $j_{th}$ occurrence, set $z_{i1}^{j3} = y_i^{j1}$ and $y_i^{j3} = z_{i2}^{j3}$, and add three directed edges $(y_i^{j1}, y_i^{j2})$, $(y_i^{j2}, z_{i1}^{j3})$, $(z_{i1}^{j1}, z_{i2}^{j3})$ with costs $\frac{1}{2m+2}$, 0 and $\frac{1}{2m+2}$, respectively.

3. For the relation between the variables and the clauses, say $C_k$ is the clause containing the $j$th occurrence of $x_i$, i.e. $C_k$ is the $j$th clause $x_i$ appears in, add directed edges $(u_k, y_i^j)$ and $(z_i^j, v_k)$. If the occurrence of $x_i$ in $C_k$ is a positive literal, assign the newly added edges with cost $m$; Otherwise, assign them with cost 0. Note that no edges will be added between lobes $u_k$, $v_k$ if $x_i$ does not appear in $C_k$.

An example of the construction of $G$ according to $F = (x_1 \lor x_3)(\overline{x_1} \lor x_2 \lor x_4)(x_1 \lor \overline{x_2} \lor x_4)$ is as depicted in Figure 2.

![Fig. 2. The construction of $G$ for an 3O3SAT instance $(x_1 \lor x_3) \land (\overline{x_1} \lor x_2 \lor x_4) \land (x_1 \lor \overline{x_2} \lor x_4)$.](image)

As $kLNCC$ is apparently in $NP$, it remains only to prove the following lemma to complete the proof of Theorem 4.

Lemma 7 An instance of 3O3SAT is feasible iff the corresponding graph $G$ contains a cycle $O$ with $l(O) \geq 3$ and $c(O) < 0$.

Let $U = \{u_i, v_i | i = 1, \ldots, m\}$ be the set of vertices that correspond to the clauses. We first prove a proposition that if a path from $u_h$ to $v_l$ ($h \neq l$) does not enroute any other $u \in U$, the cost of the path is at least $m$.

Proposition 8 Let $P(u, v)$ be a path from $u$ to $v$. For any path $P(u_h, v_l)$ that satisfies $P(u_h, v_l) \cap U = \{u_h, v_l\}$, if $h \neq l$, then $c(P(u_h, v_l)) \geq m$.

Proof. For every edge $(y, z)$ with cost $-2m$, clearly there exists only one edge $e_1$ entering $y$, and only one edge $e_2$ leaving $z$. Furthermore, $e_1 = (u_h, y)$ and
Suppose $P(u_h, v_1), h \neq l$ does not go through any cost $m$ edges. Let $(u_h, y_i)$, $(z_i^0, v_1) \in P(u_h, v_1)$ be the two edges leaving $u_h$ and entering $v_1$, respectively. Then $y_i^1$ and $z_i^0$ must incident to two edges that corresponds to the negation of two variables. Further, the two variable must be identical, since vertices of two distinct lobes will be separated by $U$, and hence for $P(y_i^1, z_i^0) \subset P(u_h, v_1)$, $P(y_i^1, z_i^0) \cap U \neq \emptyset$. This contradicts with $P(u_h, v_1) \cap U = \{u_h, v_1\}$. 

**Proposition 9** In graph $G \setminus e(v_m, u_1)$, every path $P(u, v)$, $u, v \in U$, has a non-negative cost.

**Proof.** Apparently, in $G \setminus e(v_m, u_1)$, every edge with negative cost is exactly with cost $-2m$. Let $(y_i^1, z_i^0)$ be such an edge with cost $-2m$. From the structure of $G$, there exists exactly one edge entering $y_i^1$, and exactly one leaving $z_i^0$, each of which is with exactly cost $m$. So for every path $P(u, v)$, $u, v \in U$, if it contains edge $(y_i^1, z_i^0)$, then it must also go through both the edge entering $y_i^1$ and the edge leaving $z_i^0$. That is, the three edges must all present or all absent in $P(u, v)$, and contribute a total cost $0$. Therefore, $c(P(u, v)) \geq 0$ must hold. 

Now the proof of Lemma 8 is as below:

**Proof.** Suppose that there exists an assignment $\tau: x \to \{true, false\}$ satisfying all the $m$ clauses. Since $c(v_m, u_1) = -1$, we need only to show there exists a $v_m u_1$-path with cost smaller than $1$ by construction such one path. For a satisfied clause $C_k$, there must exist a literal $w_k$ with $\tau(w_k) = true$. If $w_k$ is the $j$th occurrence of $x_i$, then set the corresponding subpath as $P_k = u_k - y_i^0 - z_i^1 - v_k$. We need only to show $P = \{P_k|k = 1, \ldots, m\} \cup \{(v_h, u_{h+1})|h = 1, \ldots, m - 1\}$ exactly composes a path from $u_1$ to $v_m$ with cost smaller than $1$. For the first, $P$ is a path. Because $\tau$ is an assignment, $\tau(x_i) = true$ and $\tau(x_i) = true$ can not both hold, and hence $P$ contains no length-2 cycle. For the cost, according to the construction, if $\tau(w_k) = true$ then the subpath $P_k$ is with cost exactly equal to $0$; otherwise, i.e. $\tau(w_k) = \tau(x_i) = true$, the subpath $P_k$ is with cost exactly equal to $\frac{1}{m+1}$. Meanwhile, $c(e(v_h, u_{h+1})) = 0$ for each $h$. Therefore, the total cost $c(P) \leq \frac{m+1}{m+1} < 1$, where the maximum is attained when all clauses are all satisfied by negative of the variables.

Conversely, assume that there exists a negative-cost cycle $O$, which contains NO negative cost length-2 cycle. According to Proposition 8, $e(v_m, u_1)$ must appears on $O$, so that $c(O) < 0$ can hold. Let $P = O \setminus e(v_m, u_1)$ and $\tau$ be a true assignment according to $P$: if $P$ goes through literal $x_i$, set $\tau(x_i) = false$ and set $\tau(x_i) = true$ otherwise. It remains to show such the assignment according to $P$ satisfies all the clauses. To do this, we shall firstly show $P$ will go through all the vertices of $U$ in the order $u_1 \prec v_1 \prec \cdots \prec u_i \prec v_1 \prec \cdots \prec u_m \prec v_m$; and secondly show that $P(u_h, v_1)$ has to go through exactly a subpath corresponding
to a literal, say \( w \), for which if \( \tau(w) = \text{true} \), then \( C_h \) is satisfied. Then from the fact that \( P \) contains no negative cost length-2 cycle, \( \tau \) is a feasible assignment satisfying all the clauses.

For the first, according to Proposition \( \mathbb{S} \) if \( P(u_i, v_j) \cap U = \{u_i, v_j\} \), then \( j = i \) (i.e. \( v_j = v_i \)) must hold. Since otherwise, according to Proposition \( \mathbb{S} \) \( c(P(u_i, v_j)) \geq m \) must hold; while according to Proposition \( \mathbb{S} \) the other parts of \( P \) is with \( c(P(u_1, u_i)) \geq 0 \) and \( c(P(v_j, v_m)) \geq 0 \). That is, \( c(P) \geq m \). On the other hand, since \( c(e(v_m, u_1)) = -1 \) and \( c(O) < 0 \), we have \( c(P) < 1 \), a contradiction. Furthermore, since there exists only one edge leaving \( v_i \), i.e. \( (v_i, u_{i+1}) \), \( P \) must go through every edge \( e(v_i, u_{i+1}) \) incrementally on \( i \), i.e. in the order of \( u_1 \prec v_1 \prec \cdots \prec u_i \prec v_i \prec \cdots \prec u_m \prec v_m \). For the second, according to the structure of \( G \) and \( c(P) < 1 \), \( c(P(u_h, v_h)) \leq \frac{1}{m+1} \) must hold. Then \( c(P(u_h, v_h)) \) has to go through exactly a subpath corresponding to a literal. \( \Box \)

According to the construction of \( G \), the length-2 cycles only exist in the lobes. Apparently, all the length-2 cycles can be transformed to length-3 cycles by replacing every edge \( (y_j, z_j) \) with two edges \( (y_j, w_j) \) and \( (w_j, z_j) \) of the same cost. Therefore, we immediately have the correctness of Corollary \( \mathbb{A} \).

4 Conclusion

In this paper, we have shown the \( \mathsf{NP} \)-completeness for both the \( k \)-length negative cost cycle (\( k\text{-LNCC} \)) problem and the fixed-point \( k \)-length negative cost cycle (\( \text{FP}_k\text{-LNCC} \)) problem, which have wide applications in parallel computing, particularly in deadlock avoidance for streaming computing systems. In future, we will investigate approximation algorithms for these two problems.
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