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Figure 1: MOPT output overlaid on the image/LiDAR input from the Virtual KITTI 2 (top row) and SemanticKITTI (bottom row) datasets. MOPTS unifies semantic segmentation, instance segmentation and multi-object tracking to yield segmentation of stuff classes and segmentation of thing classes with temporally consistent instance IDs. Observe that the tracked thing instances retain their color-code temporally in subsequent timesteps.

Abstract

Comprehensive understanding of dynamic scenes is a critical prerequisite for intelligent robots to autonomously operate in their environment. Research in this domain, which encompasses diverse perception problems, has primarily been focused on addressing specific tasks individually rather than modeling the ability to understand dynamic scenes holistically. In this paper, we introduce a novel perception task denoted as multi-object panoptic tracking (MOPT), which unifies the conventionally disjoint tasks of semantic segmentation, instance segmentation, and multi-object tracking. MOPT allows for exploiting pixel-level semantic information of thing and stuff classes, temporal coherence, and pixel-level associations over time, for the mutual benefit of each of the individual sub-problems. To facilitate quantitative evaluations of MOPT in a unified manner, we propose the soft panoptic tracking quality (sPTQ) metric. As a first step towards addressing this task, we propose the novel PanopticTrackNet architecture that builds upon the state-of-the-art top-down panoptic segmentation network EfficientPS by adding a new tracking head to simultaneously learn all sub-tasks in an end-to-end manner. Additionally, we present several strong baselines that combine predictions from state-of-the-art panoptic segmentation and multi-object tracking models for comparison. We present extensive quantitative and qualitative evaluations of both vision-based and LiDAR-based MOPT that demonstrate encouraging results.

1. Introduction

Comprehensive scene understanding is a critical challenge that requires tackling multiple tasks simultaneously to detect, localize, and identify the scene elements as well as to understand the occurring context, dynamics, and relationships. These fundamental scene comprehension tasks are crucial enablers of several diverse applications [21, 26, 22, 25, 30] including autonomous driving, robot navigation, augmented reality and remote sensing. Typically, these problems have been addressed by solving distinct perception tasks individually, i.e., image/poincloud recognition, object detection and classification, semantic segmentation, instance segmentation, and tracking. The state of the art in these tasks have been significantly advanced since the advent of deep learning approaches, however their performance is no longer increasing at the same groundbreaking pace [18]. Moreover, as most of these tasks are required to be performed simultaneously in real-world applications, the scalability of employing several individual models is becoming a limiting factor. In order to mitigate this emerging problem, recent works [8, 27, 28, 17] have made efforts to exploit common characteristics of some of these tasks by jointly modeling them in a coherent manner.

Two such complementary tasks have gained a substantial amount of interest in the last few years due to the availability of public datasets [1, 3] and widely adopted benchmarks [28, 1]. The first of which is panoptic segmentation [8] that unifies semantic segmentation of stuff classes which consist of amorphous regions and instance segmentation of thing classes which consist of countable objects. While the second task is Multi-Object Tracking and Segmentation (MOTS) [28] which extends multi-object tracking to the pixel level by unifying with instance segmentation of thing classes. Since the introduction of these tasks, considerable advances have been made in both panoptic segmentation [7, 31, 15, 14] and MOTS [16, 12, 11, 29] which
has significantly improved the performances of the previously saturating sub-tasks. Motivated by this observation, we aim to further push the boundaries by unifying panoptic segmentation and MOTS, i.e., interconnecting semantic segmentation, instance segmentation, and multi-object tracking into a holistic scene understanding problem.

A straightforward approach to tackle this unified task would be to combine the predictions of task-specific networks in a post-processing step. However, this introduces additional complexities since the overall performance largely depends on the capabilities of the individual networks that have no way of influencing the performance of their complementary task counterpart. This implies that in our case, the tracking inference directly relies on the instance segmentation performance, which again relies on the pixel-level fused thing predictions from panoptic segmentation. Moreover, such disjoint networks also ignore supplementary cues for object recognition and segmentation provided by the temporal consistency of object identities across frames. More importantly, it entails running more number of networks in parallel which increases the overall computational complexity, thereby limiting their adoption for real-world applications due to the lack of scalability.

In this paper, we introduce a new perception task that we name Multi-Object Panoptic Tracking (MOPT). MOPT unifies the distinct tasks of semantic segmentation (pixel-wise classification of stuff and thing classes), instance segmentation (detection and segmentation of instance-specific thing classes) and multi-object tracking (detection and association of thing classes over time) as demonstrated in Fig. 1. The goal of this task is to encourage holistic modeling of dynamic scenes by tackling problems that are typically addressed disjointly in a coherent manner. Additionally, we present the PanopticTrackNet architecture, a single end-to-end learning model that addresses the proposed MOPT task. The proposed architecture consists of a shared backbone with the 2-way Feature Pyramid Network (FPN) [14], three task-specific heads, and a fusion module that adaptively computes the multi-object panoptic tracking output in which the number of tracked thing classes per image could vary. Furthermore, we present several simple baselines for the MOPT task by combining predictions from disjoint state-of-the-art panoptic segmentation networks with multi-object tracking methods. To facilitate quantitative performance evaluations, we propose the soft Panoptic Tracking Quality (sPTQ) metric that extends the standard Panoptic Quality (PQ) metric to account for thing masks that were incorrectly tracked. We present extensive experimental results using two different modalities, vision-based MOPT and LiDAR-based MOPT on the challenging Virtual KITTI 2 [3] and SemanticKITTI [1] datasets respectively. With our findings, we demonstrate the feasibility of training MOPT models without restricting or ignoring the input dynamics and providing useful instance identification and semantic segmentation that are also coherent in time.

In summary, the primary contributions of this paper are:

- We introduce the new task of Multi-Object Panoptic Tracking (MOPT) that unifies semantic segmentation, instance segmentation, and multi-object tracking into a single coherent dynamic scene understanding task.
- We propose the novel PanopticTrackNet architecture that consists of a shared backbone with task-specific instance, semantic, and tracking heads, followed by a fusion module that yields the MOPT output.
- We present several simple yet effective baselines for the MOPT task.
- We propose the soft Panoptic Tracking Quality (sPTQ) metric that jointly measures the performance of stuff segmentation, thing detection and segmentation, and thing tracking.
- We present quantitative and qualitative results of both vision-based and LiDAR-based MOPT using our proposed PanopticTrackNet.
- We make our code and models publicly available at http://rl.uni-freiburg.de/research/panoptictracking.

2. PanopticTrackNet Architecture

The goal of our proposed architecture illustrated in Fig. 2 is to assign a semantic label to each pixel in an image, an instance ID to thing classes, and a tracking ID to each object instance thereby incorporating temporal tracking of object instances into the panoptic segmentation task. We build upon the recently introduced state-of-the-art EfficientPS [14] architecture for panoptic segmentation. To this end, we employ a novel shared backbone with the 2-way FPN to extract multi-scale features that are subsequently fed into three task-specific heads that simultaneously perform semantic segmentation, instance segmentation, and multi-object tracking. Finally, we adaptively fuse the task-specific outputs from each of the heads in our fusion module to yield the panoptic segmentation output with temporally tracked instances.

2.1. Shared Backbone

The shared backbone that we employ is based on the EfficientNet-B5 [23] topology with the 2-way Feature Pyramid Network (FPN) [14]. This combination enables bidirectional flow of information during multi-scale feature aggregation and yields features at four different resolutions with 256 filters each, namely downsampled by $\times 4, \times 8, \times 16,$ and $\times 32$ with respect to the input. We make two main changes to the standard EfficientNet architecture. First, we remove the classification head as well as the Squeeze-and-Excitation connections as they were found to suppress the localization ability. Second, we replace the batch normalization layers with synchronized Inplace Activated Batch Normalization (iABN sync) [20] followed by a LeakyReLU activation func-
tion. This allows synchronization across different GPUs during multi-GPU training and leads to positive effects on model convergence in addition to conserving GPU memory while computing in-place operations. This backbone has been demonstrated to achieve a good trade-off between performance and computational complexity compared to other widely used backbone networks [14].

2.2. Semantic Segmentation Head

We employ a three-module semantic segmentation head [14] that captures fine features and long-range context while mitigating their mismatch in an effective manner. To this end, first, the outputs of the shared backbone are separated into large-scale (downsampled by ×4 and ×8) and small-scale features (downsampled by ×16 and ×32). The large-scale features are taken as the input to the Large Scale Feature Extractor (LSFE) module that consists of two cascaded 3 × 3 separable convolutions with 128 output filters. Simultaneously, the small-scale features are each fed into two parallel Dense Prediction Cells (DPC) [4]. The last module in the semantic head performs mismatch correction between the large-scale and small-scale features while performing feature aggregation. This module consists of consecutive 3 × 3 separable convolutions with 128 output channels and a bilinear upsampling layer that upsamples by a factor of two. We add this mismatch correction module across the output of the second DPC and first LSFE branch, as well as between the two LSFE branches. We then upsample the outputs of each of these branches by a factor of four and subsequently concatenate them to yield 512 output filters which are then passed through a 3 × 3 separable convolution with N_{stuff} × N_{thing} filters. Finally, this resulting tensor is upsampled by a factor of two and subsequently fed to a softmax layer which yields the semantic logits.

For training our semantic head, we minimize the weighted per-pixel log-loss [2] for a batch size n given by

\[ \mathcal{L}_{\text{semantic}}(\theta) = -\frac{1}{n} \sum_{ij} \sum_{t} w_{ij} \log p_{ij}(p_{ij}^t), \]  

(1)

where \( p_{ij} \) and \( p_{ij}^t \) are the predicted and groundtruth class of pixel \((i, j)\) respectively. All convolutions in our semantic segmentation head are followed by iABN sync and Leaky ReLU activation function.

2.3. Instance Segmentation Head

Our instance segmentation head is based on the Mask R-CNN [5] framework, a widely used architecture that augments the object classification and bounding box regression heads in Faster R-CNN [19] with a mask generation branch. Mask R-CNN consists of two stages: Regional Proposal Network (RPN) and RoIAlign feature extraction. The RPN takes the 2-way FPN features as input and produces a set of possible bounding boxes known as candidates. Subsequently, RoIAlign extracts candidate-specific features used to simultaneously predict the class, bounding box, and instance segmentation mask of each instance candidate in two parallel branches. The first branch is a mask segmentation network that consists of four 3 × 3 separable convolutions with 256 output filters, followed by a 2 × 2 transposed convolution with stride 2 and 256 filters, and a 1 × 1 convolution having \( N_{thing} \) output channels. This branch generates a mask logit of dimension 28 × 28 for each considered class. The second branch performs bounding box regression and object classification simultaneously. It consists of two consecutive fully-connected layers with 1024 channels and an additional task-specific fully-connected layer with 4 × \( N_{thing} \) and \( N_{thing} + 1 \) outputs for regression and classification respectively. As a result, the instance head is trained by minimizing
the sum of each specific loss given by

$$L_{\text{instance}} = L_{\text{os}} + L_{\text{op}} + L_{\text{cls}} + L_{\text{bbx}} + L_{\text{mask}}, \quad (2)$$

where $L_{\text{os}}$, $L_{\text{op}}$, $L_{\text{cls}}$, $L_{\text{bbx}}$, and $L_{\text{mask}}$ correspond to the object score, proposal, classification, bounding box, and mask segmentation losses respectively, as defined in [5]. Additionally, we replace all the standard convolutional layers, batch normalization, and ReLU activation with separable convolution, iABN sync, and Leaky ReLU respectively.

### 2.4. Instance Tracking Head

With the aim of tracking object instances across consecutive frames, we incorporate a novel tracking head in parallel to the semantic and instance heads. For this purpose, we leverage the multiple objects detected by the instance head, their RoIAlign features, predicted class, and masks logits, as input to our tracking head. As a first step, we employ mask pooling [16] to only consider the information related to each detected object from the RoIAlign features thereby eliminating background pixels. In this step, we downsample the mask logits by a factor of two using maxpooling to match the resolution of the RoIAlign output. Specifically, we exploit the instance segmentation mask as an attention mechanism, where we use the output obtained from our instance head during testing and the groundtruth instance mask during training.

We obtain a 256-dimensional feature vector from pooling under the object instance mask. These features are subsequently passed through two consecutive fully-connected layers with 128 and $32 \times N_{\text{thing}}$ outputs respectively. This yields an association vector $a_{s}^{c,\psi}$ for each segment candidate $s \in S$ for the duration of $t$ frames that are considered in the loss function. As a result, we enable the network to learn an embedding space where feature vectors of the same semantic class $c$ and track ID $\psi$ are mapped metrically close to each other, while the segments of different object instances are mapped distantly. This embedding space is generated by minimizing the batch hard triplet loss [6] across $t$ frames with margin $\alpha$ as

$$L_{\text{track}} = \frac{1}{|S|} \sum_{s \in S} \max \left( \max_{e \in S} \| a_{s}^{c,\psi} - a_{e}^{c,\psi} \|, \right. \left. - \min_{e \in S} \| a_{s}^{c,\psi} - a_{e}^{c,\psi} \| + \alpha, 0 \right) \quad (3)$$

Finally, we reconstruct the track IDs of each object instance in the inference stage. The main idea here is to associate the instances of different time frames that belong to the same tracklet and assign a unique track ID to them. To this end, we only consider new instances that have classification confidence scores higher than a certain threshold $u_{c}$. Subsequently, we measure the association similarities by means of the Euclidean distances between the current predicted embedding vectors at frame $t$ and the embedding vectors of previous object instances. Similar to [28], we then use the Hungarian algorithm to associate the instances while only considering the most recent track IDs within in a specific window of time $N_{T}$. Furthermore, we create a new track ID when instances with high classification confidence scores are not associated with previous track IDs.

### 2.5. MOPT Fusion Module

In order to yield the panoptic tracking output, we adaptively fuse the logits from the three task-specific heads of our architecture in our MOPT fusion module. The MOPT output consists of pixel-level predictions that either belong to stuff or thing classes or take a void value. Moreover, pixels predicted as thing classes will also include instance and tracking IDs.

During inference, we feed a sequence of $t$ frames into our network which generates a set of track IDs, a set of segment candidates with predicted class, confidence score, bounding box and mask logits, and a $M$-channel semantic logits, from the three task-specific heads. As a first step, we attach track IDs to the corresponding segment. Thereafter, we filter the segment candidates to select the object instances that have confidence scores greater than a given threshold $u_{p}$. Subsequently, we rank the segments that are selected by their confidence scores and upsample their masks to match the input image resolution. As there can be potential overlaps between the masks, we resolve such conflicts by only retaining the higher ranking logits, thereby generating a clean set $B_{d}$ of instance mask logits. We obtain the complementary set of semantic mask logits $B_{s}$ by first selecting the channels $m \in M$ that have high class prediction scores and retaining only the instance mask logits in the area inside the corresponding bounding box while ignoring the mask logits that are outside. Having both sets of mask logits for each segment, we fuse them into a single segment mask adaptively by computing the Hadamard product similar to [14] as

$$B = (\sigma(B_{d}) + \sigma(B_{s})) \odot (B_{d} + B_{s}). \quad (4)$$

Finally, we concatenate the segment mask logits $B$ with the stuff logits and apply the argmax operation along the channel dimension. In order to generate the pixel-wise panoptic tracking output, we first fill an empty canvas with the predictions of the instance-specific thing classes and subsequently, fill the empty regions with the stuff class predictions that have an area greater than a set threshold $u_{a}$.

### 3. Evaluation Metrics

In order to facilitate quantitative performance evaluations of MOPT, we adapt the standard Panoptic Quality (PQ) [8] metric that is used to measure the performance of panoptic segmentation to account for the incorrectly tracked objects in MOPT. First, we formally define the MOPT task. For a given set of $C$ semantic classes encoded by $C := \{0, ..., C - 1\}$,
the goal of the MOPT task is to map each pixel $i$ of a given frame $I_k \in \{I_0, \ldots, I_{t-1}\}$ to a pair $(c_i, \psi_i)_k \in \mathbb{C} \times \mathbb{N}$, where $t$ is the total number of frames, $I_k$ is the $k^{th}$ frame of the sequence, $c_i$ represents the semantic class of pixel $i$, and $\psi_i$ represents its track ID. The track ID $\psi_i$ associates a group of pixels having the same semantic class but belonging to a different segment and it is unique for each segment throughout the sequence. Moreover, if $c_i \in \mathbb{C}^s$, then its corresponding track ID $\psi_i$ is irrelevant. Considering the aforementioned task description, we define our proposed soft Panoptic Tracking Quality (sPTQ) metric based on the following criteria that the metric should (i) reflect the segmentation quality of stuff and thing classes uniformly, (ii) account for consistent tracking of object segments across time, (iii) be interpretable and straightforward for easy implementation.

To compute the sPTQ metric, we first establish the correspondences between the predicted object segment $p \in \mathbb{P}$ and the groundtruth object segment $g \in \mathbb{G}$. Here, $\mathbb{P}$ and $\mathbb{G}$ are sets of all the predicted and groundtruth object segments respectively. In this step, we take advantage of the non-overlapping mask property inherited from the panoptic segmentation task. This property guarantees that at most one predicted segment can have an Intersection-over-Union (IoU) higher than 0.5 for a given groundtruth mask. This results in unique matching that significantly simplifies the correspondence step as opposed to using bipartite matching to deal with the overlaps between multiple predicted segments and the groundtruth mask. Next, for a given class $c \in \mathbb{C}$, we compute the set of true positives $TP_c$, false positives $FP_c$, and false negatives $FN_c$, corresponding to matched pair of segments, unmatched predicted segments, and unmatched groundtruth segments respectively as

$$TP_c = \{p \in \mathbb{P} | \text{IoU}(p,c) > 0.5, \forall c \in \mathbb{G}\},$$

(5)

$$FP_c = \{p \in \mathbb{P} | \text{IoU}(p,c) <= 0.5, \forall c \in \mathbb{G}\},$$

(6)

$$FN_c = \{g \in \mathbb{G} | \text{IoU}(g,c) <= 0.5, \forall p \in \mathbb{P}\}.$$  

(7)

Subsequently, we assess the segment consistency across the frames by keeping track of all occurrences where the track ID prediction $\psi_p$ changes as opposed to $\psi_g$ in previous frames that belong to the $TP_c$ set. We do so for each class separately by accumulating the IoU score for such a segment where the track ID correspondence is incorrect. We refer to this term as $\text{sIDS}$, a soft version of the IDS presented in [28]. IDS and $\text{sIDS}$ are defined as

$$\text{IDS}_c = \{p \in TP_c | \psi_p \neq \psi_g\},$$

(8)

$$\text{sIDS}_c = \{\text{IoU}(p,g) | (p,g) \in TP_c \land \psi_p \neq \psi_g\},$$

(9)

where for each object segment, $\text{sIDS}$ ranges in the interval $[0, 1]$ taking a maximum value 1 if a mismatch of track IDs occur. Consequently, our proposed metric sPTQ for a given class $c$ is given by

$$\text{sPTQ}_c = \frac{\sum_{(p,g) \in TP_c} \text{IoU}(p,g) - \sum_{s \in \text{sIDS}_c} s}{|TP_c| + \frac{1}{2}|FP_c| + \frac{1}{2}|FN_c|},$$

(10)

sPTQ is comprised of three parts. First, the averaged IoU of matched segments $\frac{1}{|TP_c|} \sum_{(p,g) \in TP_c} \text{IoU}(p,g)$ accounts for the correct predictions. Second, the averaged IoU of matched segments with track ID discrepancy $\frac{1}{|TP_c|} \sum_{s \in \text{sIDS}_c} s$ penalizes the incorrect track predictions. Finally, $\frac{1}{2}|FP_c| + \frac{1}{2}|FN_c|$ which is added to the denominator, penalizes the segments without matches. Considering that for $c \in \mathbb{C}^s$, the average IoU of matched segments with track ID mismatches is always zero, we also propose a stricter version of $\text{sPTQ}_c$ called $\text{PTQ}_c$. In this evaluation measure, we replace $\text{sIDS}_c$ in $\text{sPTQ}_c$ with $\text{IDS}_c$ as

$$\text{PTQ}_c = \frac{\sum_{(p,g) \in TP_c} \text{IoU}(p,g) - |\text{IDS}_c|}{|TP_c| + \frac{1}{2}|FP_c| + \frac{1}{2}|FN_c|}.$$  

(11)

The overall performance can be measured using sPTQ and PTQ which is averaged over all the classes as

$$s\text{PTQ} = \frac{1}{|\mathbb{C}|} \sum_{c \in \mathbb{C}} s\text{PTQ}_c,$$

(12)

$$\text{PTQ} = \frac{1}{|\mathbb{C}|} \sum_{c \in \mathbb{C}} \text{PTQ}_c.$$  

(13)

sPTQ jointly measures the performance of stuff and thing segmentation, as well as the tracking of thing instances, therefore we adopt this metric as the primary evaluation criteria for the MOPT task.

4. Experimental Evaluation

In this section, we first introduce several strong baselines for the MOPT task that combine predictions from state-of-the-art panoptic segmentation and multi-object tracking models. We then present both quantitative and qualitative results of vision-based MOPT on Virtual KITTI 2 [3] and LiDAR-based MOPT on SemanticKITTI [1] datasets. We report results using the sPTQ and PTQ metrics as well as the standard multi-object tracking and segmentation metrics [28] and panoptic segmentation metrics [8] for completeness.

4.1. Training Methodology

We train our PanopticTrackNet end-to-end by combining the three loss functions from each of the task-specific heads defined in Eq. (1), (2), and (3). We minimize the final loss function given by $\mathcal{L} = \mathcal{L}_{\text{semantic}} + \mathcal{L}_{\text{instance}} + \mathcal{L}_{\text{track}}$. During training, we use mini-sequences of length $t_w$ as input. We experimentally compared the performance with varying $t_w$ lengths and identify that $t_w = 3$ yields the best performance. We use $\alpha = 0.2$ in the batch hard loss from Eq. (3). We train our model using a multi-step learning rate schedule with an initial learning rate of 0.007 and weight decay of 0.1 at epochs $\{31K, 38K\}$ and $\{100K, 124K\}$ for SemanticKITTI and Virtual KITTI 2 respectively. We train our model using SGD with a momentum of 0.9 for 90
epochs. We reconstruct the track ID with a classification confidence \( u_s = 0.5 \) and window of time \( N_T = 3 \). In the MOPT fusion module, we set the confidence score threshold \( u_p = 0.5 \) and minimum area threshold \( u_{a} \) as 375 and 32 for Virtual KITTI 2 and SemanticKITTI respectively.

### 4.2. Baseline Models

To the best of our knowledge, there are no methods thus far that jointly perform semantic segmentation, instance segmentation and instance tracking. Therefore, we provide several new baselines for MOPT by combining predictions from state-of-the-art task-specific models.

For vision-based MOPT, we provide several baselines: \{Seamless [15] + Track R-CNN [28]\}, \{EfficientPS [14] + Track R-CNN [28]\}, and \{EfficientPS [14] + MaskTrack R-CNN [11]\}. EfficientPS is the current state-of-the-art as well as the most efficient panoptic segmentation network and Seamless is the previous state-of-the-art top-down network. EfficientPS uses a shared backbone with the 2-way FPN coupled with a novel semantic segmentation head and a Mask R-CNN based instance head, whose outputs are fused adaptively to yield the panoptic segmentation prediction. While the Seamless model employs a shared backbone with the standard FPN coupled with a DeepLab inspired semantic head and a Mask R-CNN based instance head, whose outputs are fused similarly to the first panoptic network [8]. Track R-CNN and MaskTrack R-CNN both perform multi-object tracking and segmentation (MOTS). Track R-CNN is based on Mask R-CNN and incorporates an association head that relates object instances across different frames. Similar to the instance head of our PanopticTrackNet, the association head of Track R-CNN outputs an embedding vector for each detected object. Consequently, this network learns an embedding space where the resulting vectors of different instances are placed distantly and vectors of the same instance are placed closely. MaskTrack R-CNN is a more recent model that builds upon Mask R-CNN and leverages instances similarity across frames to infer an object track. To this end, the instance features from a single frame are stored in an external memory and updated across frames to compute a multi-class classification problem.

For LiDAR-based MOPT, we provide four baselines: \{RangeNet++ [13] + PointPillars [9] + Track R-CNN [28]\}, \{KPConv [24] + PointPillars [9] + Track R-CNN [28]\}, \{EfficientPS [14] + Track R-CNN [28]\}, and \{EfficientPS [14] + MaskTrack R-CNN [11]\}. As there are no panoptic segmentation architectures that directly learn in the 3D domain, we combine predictions from individual state-of-the-art 3D semantic segmentation and 3D instance segmentation networks. KPConv directly operates on point clouds, whereas RangeNet++ operates on spherical projection of point clouds. PointPillars is a state-of-the-art 3D instance segmentation approach that employs PointNets to learn point cloud features organized as pillars which are then fed to a 2D CNN and SSD detector [10]. Similar to vision-based MOPT baselines, we employ Track R-CNN and MaskTrack R-CNN to obtain the tracking predictions.

### 4.3. Quantitative Results

We present results of vision-based MOPT on the Virtual KITTI 2 validation set in Tab. 1. We observe that \{EfficientPS + Track R-CNN\} achieves the highest performance among the baselines with a sPTQ score of 46.68% and a sMOTSA score of 18.09%. While our proposed PanopticTrackNet model achieves a sPTQ score of 47.27% and a sMOTSA score of 20.32% which is an improvement of 0.58% and 2.58% respectively over the best performing baseline. Note that our proposed PanopticTrackNet architecture

| Network                                      | sPTQ (%) | PTQ (%) | sMOTSA (%) | MOTSA (%) | MOTSP (%) | Params. (M) | FLOPs (B) | Time (ms) |
|----------------------------------------------|----------|---------|------------|-----------|-----------|-------------|-----------|-----------|
| Seamless [15] + Track R-CNN [28]             | 45.66    | 45.28   | 18.09      | 23.79     | 84.28     | 79.91       | 273.96    | 115       |
| EfficientPS [14] + Track R-CNN [28]          | 46.68    | 46.3    | 18.09      | 23.79     | 84.28     | 69.91       | 232.80    | 115       |
| EfficientPS [14] + MaskTrack R-CNN [11]      | 46.17    | 45.99   | 17.74      | 22.82     | 83.78     | 120.57      | 224.43    | 117       |
| PanopticTrackNet (ours)                      | 47.27    | 46.67   | 20.32      | 26.48     | 85.74     | 45.08       | 167.40    | 114       |

Table 1: Vision-based panoptic tracking results on Virtual KITTI 2 validation set. The baselines combine predictions from individual task-specific models and their inference time was computed considering that the task-specific models are run in parallel.

| Network                                      | sPTQ (%) | PTQ (%) | sMOTSA (%) | MOTSA (%) | MOTSP (%) | Params. (M) | FLOPs (B) | Time (ms) |
|----------------------------------------------|----------|---------|------------|-----------|-----------|-------------|-----------|-----------|
| RangeNet++ [13] + PointPillars [9] + Track R-CNN [28] | 42.22    | 41.94   | 15.72      | 21.93     | 73.39     | 110.74      | 695.51    | 409       |
| KPConv [24] + PointPillars [9] + Track R-CNN [28]    | 46.04    | 45.50   | 17.94      | 23.78     | 75.28     | 89.96       | 438.34    | 514       |
| EfficientPS [14] + Track R-CNN [28]                | 44.50    | 43.96   | 18.86      | 24.12     | 75.57     | 79.02       | 379.73    | 148       |
| EfficientPS [14] + MaskTrack R-CNN [11]            | 44.03    | 43.72   | 18.1       | 23.9      | 74.96     | 120.64      | 445.90    | 151       |
| PanopticTrackNet (ours)                         | 48.23    | 47.89   | 25.35      | 30.09     | 77.34     | 45.13       | 300.81    | 146       |

Table 2: LiDAR-based panoptic tracking results on SemanticKITTI validation set. The baselines combine predictions from individual task-specific models and their inference time was computed considering that the task-specific models are run in parallel.
Table 4: Comparison of panoptic LiDAR segmentation performance on SemanticKITTI validation set. Results in [%]. Note that only PanopticTrackNet performs the MOPT task. The baselines only perform panoptic segmentation.

| Network                   | PQ  | SQ  | RQ  | PQ\textsuperscript{TH} | SQ\textsuperscript{TH} | RQ\textsuperscript{TH} | PQ\textsuperscript{ST} | SQ\textsuperscript{ST} | RQ\textsuperscript{ST} | AP  | mIoU |
|---------------------------|-----|-----|-----|------------------------|------------------------|------------------------|------------------------|------------------------|------------------------|-----|------|
| Panoptic FPN [7]          | 46.7| 77.7| 57.9| 37.5                   | 81.6                   | 45.3                   | 50.2                   | 76.2                   | 62.7                   | 26.1| 53.0 |
| UPSNet [31]               | 47.4| 78.3| 58.5| 38.1                   | 82.3                   | 46.1                   | 50.9                   | 76.8                   | 63.2                   | 26.4| 52.8 |
| Seamless [15]             | 48.6| 79.0| 59.7| 39.4                   | 83.6                   | 48.2                   | 52.1                   | 77.4                   | 64.1                   | 27.2| 56.6 |
| PanopticTrackNet (ours)   | 50.3| 80.4| 60.5| 41.7                   | 84.9                   | 49.3                   | 53.5                   | 78.7                   | 64.7                   | 28.0| 57.3 |

Table 3: Comparison of panoptic image segmentation performance on Virtual KITTI 2 validation set. Results in [%]. Note that only PanopticTrackNet performs MOPT. The baselines are disjoint panoptic segmentation models (semantic model + instance model).

| Network                                      | PQ  | SQ  | RQ  | PQ\textsuperscript{TH} | SQ\textsuperscript{TH} | RQ\textsuperscript{TH} | PQ\textsuperscript{ST} | SQ\textsuperscript{ST} | RQ\textsuperscript{ST} | AP  | mIoU | Time  |
|----------------------------------------------|-----|-----|-----|------------------------|------------------------|------------------------|------------------------|------------------------|------------------------|-----|------|------|
| RangeNet++ [13] + PointPillars [9]          | 36.5| 73.0| 44.9| 19.6                   | 69.2                   | 24.9                   | 47.1                   | 75.8                   | 59.4                   | 12.1| 52.8 | 409ms |
| KPConv [24] + PointPillars [9]              | 41.1| 74.3| 50.3| 28.9                   | 69.8                   | 33.1                   | 50.1                   | 77.6                   | 62.8                   | 16.1| 56.6 | 514ms |
| PanopticTrackNet (ours)                     | 40.0| 73.0| 48.3| 29.9                   | 76.8                   | 33.6                   | 47.4                   | 70.3                   | 59.1                   | 16.8| 53.8 | 146ms |

is built upon EfficientPS, therefore the improvement to the {EfficientPS + Track R-CNN} model can be attributed to our track head, our adaptive MOPT fusion module that demonstrates a substantially better MOTS performance than Track R-CNN, and the end-to-end training of our unified model. The benefits of our unified model can also be observed in the number of parameters and FLOPs that it consumes, where it is almost twice as much efficient as the baselines.

In Tab. 2, we present results of LiDAR-based MOPT on the SemanticKITTI validation set. The {KPConv + PointPillars + Track R-CNN} model which performs panoptic segmentation in the 3D domain achieves 46.02% in sPTQ which is the highest among the baselines. However, it also has one of the largest inference times and FLOPs compared to the other baselines, which is a well known caveat of operating on point clouds directly. Nevertheless, our PanopticTrackNet achieves the highest sPTQ score of 48.23% which is a large improvement of 2.19% over the best performing baseline, while being almost four times faster in inference time. We also observe that our network achieves significantly higher scores in the MOTS metrics for both categories of baselines, the ones that directly operate on point clouds and the ones that operate on spherical projections. This improvement in performance and the computational efficiency truly demonstrates the capability of learning a single unified model for the MOPT task that is significantly more scalable.

Additionally, for completeness, we also present comparisons of panoptic segmentation performance on both Virtual KITTI 2 and SemanticKITTI validation sets in Tab. 3 and Tab. 4 respectively. The results on Virtual KITTI 2 demonstrate that our proposed PanopticTrackNet achieves the state-of-the-art performance of 50.3% in PQ. While the results on SemanticKITTI show that the {KPConv + PointPillars} model outperforms our PanopticTrackNet by 1.1% in PQ due to the better performance on stuff classes. However, our network achieves a higher performance on things classes while being almost four times faster in inference time. These results demonstrate that our network that simultaneously performs panoptic segmentation and tracking outperforms specialized state-of-the-art panoptic segmentation models while being substantially more efficient as well as scalable.

4.4. Qualitative Results

In this section, we qualitatively evaluate the performance of our proposed PanopticTrackNet in comparison to the best performing baseline. We observe two complex scenarios of vision-based MOPT in Fig. 3 where an object is occluded in one frame and reappears in the subsequent frames. Ideally, the same object should have the same track ID during the entire sequence. However, we show in the second and fourth rows that the baseline method loses track of the red and pink cars right after being occluded by other vehicles, whereas our network consistently tracks the objects. In Fig. 4, we present comparisons of LiDAR-based MOPT on SemanticKITTI in which we see that in the first example, both methods accurately identify the two cars denoted in blue and red. However, the red car gets occluded in the subsequent frame which causes the baseline to assign the same track ID to it as the adjacent car and when the car reappears in the next frame, the baseline assigns a new track ID to it which illustrates that the tracking is lost. Similarly, in the second example, the baseline loses track of multiple cars when they appear very close to each other. Nevertheless, our PanopticTrackNet yields consistent tracking and panoptic segmentation results in both these challenging scenes. This can be attributed to our mask-based tracking and inference head that also considers the predicted class and associates instances in the learned embedding space which enables it to consistently track objects even when their perspective changes.

5. Conclusions

In this work, we introduce and address a new perception task that we named Multi-Object Panoptic Tracking.
(MOPT) and the corresponding sPTQ metric for measuring the performance of our proposed task. MOPT unifies the conventionally disjoint problems of semantic segmentation, instance segmentation, and multi-object tracking into a single unified dynamic scene understanding task. This poses a set of unique challenges as well as gives ample opportunities to exploit complementary information from the sub-tasks. We proposed the novel PanopticTrackNet architecture that consists of a shared backbone with task-specific heads for learning to segment stuff classes and thing classes with temporally tracked instance masks. We demonstrated the performance of our model using two different modalities, namely vision-based MOPT on Virtual KITTI 2 and LiDAR-based MOPT SemanticKITTI. The results showed that our model exceeds the performance of several baselines comprised of state-of-the-art task-specific networks while being significantly faster and more efficient. We believe that these results demonstrate the viability of learning such scalable models for the MOPT task and opens avenues for future research.
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