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Abstract. In this paper, we first study the fractional Yamabe solitons, which are the self-similar solutions to fractional Yamabe flow. We prove some rigidity results and Liouville type results for such solitons. We then consider the fractional Nirenberg problem: the problem of prescribing fractional order curvature on the sphere. More precisely, we prove that there exists a conformal metric on the unit sphere such that its fractional order curvature is \( f \), when \( f \) possesses certain reflection or rotation symmetry.

1. Introduction. In the last decade several attempts have been developed to understand fractional order curvatures which interpolate between well-known curvatures associated to differential quantities such as scalar curvature and \( Q \)-curvature. This has been investigated for instance in [1, 3, 20]. This led naturally to a fractional version of the Yamabe problem, which has been investigated in [19]. A natural extension of the program is to consider the flow case. The present paper belongs to the last of this program.

Suppose that \( X \) is an \((n+1)\)-dimensional smooth manifold with smooth boundary \( M \), where \( n \geq 3 \). A function \( \rho \) is a defining function on the boundary \( M \) in \( X \) if

\[
\rho > 0 \text{ in } X, \quad \rho = 0 \text{ on } M, \quad d\rho \neq 0 \text{ on } M.
\]

We say that a Riemannian metric \( h^+ \) on \( X \) is conformally compact if, for some defining function \( \rho \), the metric \( \overline{h} = \rho^2 h^+ \) extends smoothly to \( X \). This induces a conformal class of metrics \( g = \overline{h}|_{TM} \) on \( M \) as defining function vary. The manifold \((M, [g])\) equipped with the conformal class \([g]\) is called the conformal infinity of \((X, h^+)\).

A metric \( h^+ \) is called asymptotically hyperbolic if it is conformally compact and its sectional curvature approaches \(-1\) at infinity, which is equivalent to \(|d\rho|_{\overline{h}} = 1\).
on $M$. If $\text{Ric}(h^+) = -nh^+$, then we call $(X, h^+)$ a conformally compact Einstein manifold. In this setting, given a representative $g$ of the conformal infinity, there exists a unique defining function $\rho$ such that, in a tubular neighborhood near $M$, such that the metric $h^+$ has the normal form

$$h^+ = \frac{d\rho^2 + g_{\rho}}{\rho^2}$$

where $g_{\rho}$ is a one-parametric family of metrics on $M$ satisfying $g_0 = g$.

The conformal fractional Laplacian $P^g_\sigma$ is constructed as the Dirichlet-to-Neumann operator for the scattering problem for $(X, h^+)$. In particular, it follows from [22, 38] that given $f \in C^\infty(M)$, for all but a discrete set of values $s \in \mathbb{C}$, the generalized eigenvalue problem

$$-\Delta_{h^+} u - s(n - s)u = 0 \text{ in } X$$

has a solution of the form

$$u = F \rho^{n-s} + G \rho^s, \ F, G \in C^\infty(\overline{X}), \ F|_{\rho=0} = f.$$  

The scattering operator on $M$ is defined as

$$S_g(s)f = G|_M,$$

and it is a meromorphic family of pseudo-differential operators in the whole complex plane.

The conformal fractional Laplacian on $(M, g)$ is defined as

$$P^g_\sigma = 2^{2\sigma} \frac{\Gamma(\sigma)}{\Gamma(-\sigma)} S_g \left( \frac{n}{2} + \sigma \right).$$

These operators satisfy the conformal transformation relation

$$P^g_{\sigma-\frac{4}{n-2}} g(\phi) = \rho^{\frac{n+2\sigma}{n-2}} P^g_\sigma(\rho \phi), \ \forall \ \rho, \phi \in C^\infty(S^n) \text{ with } \rho > 0.$$  

(1.1)

As proven in [18, 22], when $h^+$ is Poincaré–Einstein, $P^g_\sigma$ is the conformal Laplacian, $P^g_2$ is the Paneitz operator, and $P^g_k$, where $k$ are positive integers, are the GJMS operator discovered in [21]. One can then define the fractional order curvature of $g$ by

$$R^g_\sigma = P^g_\sigma(1).$$  

(1.2)

Hence, for the case when $\sigma = 1$, the fractional order curvature is the scalar curvature.

The normalized fractional Yamabe flow on $M$ is defined as the evolution of the metric $g = g(t)$:

$$\frac{\partial}{\partial t} g = -(R^g_\sigma - \overline{R^g_\sigma}) g, \ g|_{t=0} = g_0,$$  

(1.3)

where $\overline{R^g_\sigma}$ is the average of the fractional order curvature $R^g_\sigma$ given by

$$\overline{R^g_\sigma} = \frac{\int_M R^g_\sigma dV_g}{\int_M dV_g}.$$  

This is used to study the fractional Yamabe problem, and has been studied in [2, 16, 23, 30]. Note that the normalized fractional Yamabe flow is equivalent to the (unnormalized) fractional Yamabe flow

$$\frac{\partial}{\partial \ell} g = -R^g_\sigma g, \ g|_{\ell=0} = g_0$$  

(1.4)

by rescaling.
The fractional Yamabe soliton is a self-similar solution of the fractional Yamabe flow: \( g = g(t) \) is called fractional Yamabe soliton if there exists a one-parameter family of diffeomorphism \( \{ \psi_t \} \) on \( X \) and a one-parameter family of positive real numbers \( \alpha(t) \) such that

\[
g(t) = \alpha(t)\psi_t^*(g_0) \tag{1.5}
\]

is a solution of the fractional Yamabe flow (1.4), with \( \alpha(0) = 1 \) and \( \psi_0 = \text{id}_X \). In particular, \( g|_{t=0} = g_0 \) since \( \alpha(0) = 1 \) and \( \psi_0 = \text{id}_X \). It was proved in [23] that any compact fractional Yamabe soliton must have constant fractional order curvature.

We can also look at the fractional Yamabe soliton from the equation point of view. Differentiating (1.5) gives

\[
-\mathcal{R}_g = \frac{\partial}{\partial t} g = \dot{\alpha}(t)\psi_t^*(g_0) + \alpha(t)\mathcal{L}_W g_0.
\]

Evaluating it at \( t = 0 \) gives

\[
-\mathcal{R}^0_g = \dot{\alpha}(0)g_0 + \mathcal{L}_W g_0 \tag{1.6}
\]

where \( \mathcal{L}_W \) is the Lie derivative with respect to \( W \), and \( W \) is the vector field generated by \( \{ \psi_t \} \).

Yamabe soliton, which is a self-similar solution of the Yamabe flow, has been studied extensively by many authors. See [15, 27, 37, 36] and the references therein. However, there are not many results related to the fractional Yamabe soliton. Therefore, we study in this paper the fractional Yamabe soliton. After proving some basic properties of the fractional Yamabe soliton, we prove some rigidity results and Liouville type results in section 2. More precisely, we have the following:

**Theorem 1.1.** If \((M, g)\) is a compact, gradient fractional Yamabe flow soliton with constant scalar curvature such that its first nonzero eigenvalue \( \lambda_1 \) satisfies \( \lambda_1 > R_g/(n-1) \), then \((M, g)\) has constant fractional order curvature, and hence is trivial.

We also have the following theorem for non-compact case, where the corresponding theorem for Yamabe soliton was established in [36, Theorem 3]:

**Theorem 1.2.** Let \((M, g, f)\) be a complete, non-compact, gradient fractional Yamabe soliton such that \( \mathcal{R}^0_g - \lambda \in L^1(M, g) \), \( \int_M \text{Ric}(\nabla f, \nabla f) dV_g \leq 0 \) and the potential function \( f \) satisfies the following growth condition in \( M \):

\[
|\nabla f(x)|_g \leq C \tag{1.7}
\]

near infinity, where \( C \) is a uniform constant. Then the fractional order curvature of \( g \) is constant and is given by \( \mathcal{R}^0_g = \lambda \).

The following analogous theorem was established in [36, Theorem 5] for Yamabe soliton:

**Theorem 1.3.** If \((M, g, f)\) is a fractional Yamabe soliton (2.1) on a complete noncompact Riemannian manifold with nonpositive Ricci curvature such that

\[
\int_{M \setminus B_{r_0}(x_0)} d(x, x_0)^{-2} |W|^2_g dV_g < \infty \tag{1.8}
\]

for some \( B_{r_0}(x_0) \) in \( M \), then the fractional order curvature is constant and is given by \( \mathcal{R}^0_g = \lambda \).
In section 2, we also consider the fractional Yamabe soliton which is conformally flat and rotationally symmetric.

In another direction, we study the fractional Nirenberg problem. Recall that the classical Nirenberg’s problem is to find a conformal metric of the $n$-dimensional unit sphere $(\mathbb{S}^n, g_{\mathbb{S}^n})$ such that its scalar curvature is a given function $f$. This has been studied extensively for the last few decades. See [4, 5, 6, 7, 41, 43] and the references therein. In particular, Chang-Yang obtained in [5] a perturbation theorem which asserts that there exists a conformal metric whose scalar curvature is equal to $f$, provided that the degree condition holds for $f$ which is a positive Morse function and is sufficiently closed to $n(n-1)$ in $C^0$ norm.

A geometric flow has been introduced to study the Nirenberg’s problem by Struwe in [42] for $n = 2$, and has been generalized to $n \geq 3$ by Chen-Xu in [10]. More precisely, when $n \geq 3$, the scalar curvature flow is defined as $g = g(t)$ for which

$$\frac{\partial}{\partial t} g = (\alpha f - R_g)g,$$

where $\alpha$ is a constant chosen to preserve the volume along the flow. Using the scalar curvature flow, Chen-Xu [10] was able to prove Chang-Yang’s result with the quantitative bound on $\| f - n(n-1) \|_{C^0(\mathbb{S}^n)}$. More precisely, they proved in [10] the following:

**Theorem 1.4** (Chen-Xu [10]). Let $f$ be a positive smooth Morse function in $\mathbb{S}^n$ with only non-degenerate critical points. Suppose that

1. $\max_{\mathbb{S}^n} f / \min_{\mathbb{S}^n} f < 2^{\frac{n}{n-2}}$. \hfill (1.9)
2. For any integer $0 \leq i \leq n$, denote

$$\gamma_i = \#\{ \theta \in \mathbb{S}^n; \nabla_{g_{\mathbb{S}^n}} f(\theta) = 0, \Delta_{g_{\mathbb{S}^n}} f(\theta) < 0, \text{ind}(f, \theta) = n - i \},$$

where $\text{ind}(f, \theta)$ stands for the Morse index of $f$ at the critical point $\theta$. There are no nonnegative constants $k_1, k_2, \ldots, k_n$ satisfying

$$\gamma_0 = 1 + k_0, \quad \gamma_i = k_{i-1} + k_i \quad \text{for } 1 \leq i \leq n, \quad k_n = 0.$$

Then there exists a conformal metric $g \in [g_{\mathbb{S}^n}]$ such that its scalar curvature is equal to $f$.

Hereafter, $[g_{\mathbb{S}^n}]$ is the conformal class of the standard metric $g_{\mathbb{S}^n}$. Again using the scalar curvature flow, Leung-Zhou [31] proved an existence result for prescribing scalar curvature with symmetry. To describe their result, we have the following:

**Assumption 1.1.** $f$ is symmetric under a mirror reflection upon a hyperplane $\mathcal{H} \subset \mathbb{R}^{n+1}$ passing through the origin.

Under Assumption 1.1, without loss of generality, we may assume that $\mathcal{H}$ is the hyperplane perpendicular to the $x_1$-axis. Then the symmetry can be expressed as

$$f(\gamma(x)) = f(x)$$

where $\gamma : S^n \to S^n$ is given by

$$\gamma(x_1, x_2, \ldots, x_{n+1}) = (-x_1, x_2, \ldots, x_{n+1}) \quad \text{for } x = (x_1, x_2, \ldots, x_{n+1}) \in S^n.$$

Then

$$\mathcal{F} = \mathcal{H} \cap S^n = \{ (0, x_2, \ldots, x_{n+1}) \in S^n \}$$

is the fixed point set.
Assumption 1.2. $f$ is invariant under a rotation $\gamma_\theta$ of angle $\theta = \pi/k$ with the rotation axis being a straight line in $\mathbb{R}^{n+1}$ passing through the origin. Here $k > 1$ is an integer.

Under Assumption 1.2, without loss of generality, we may assume that the rotation axis is the $x_{n+1}$-axis. In this case, $\mathcal{F} = \{N, S\}$ is the fixed point set, where $N = (0, \ldots, 0, 1)$ is the north pole and $S = (0, \ldots, 0, -1)$ is the south pole.

With these assumptions, we can state the result of Leung-Zhou in [31].

**Theorem 1.5 (Leung-Zhou [31]).** Suppose that $f$ is a positive smooth function on $S^n$ satisfying Assumption 1.1 or 1.2. Assume that $x \in \mathcal{F}$ with $f(x) = \max_{\mathcal{F}} f \Rightarrow \Delta g_{S^n} f(x) > 0$ where $\Delta g_{S^n}$ is the Laplacian of the standard metric of $S^n$, and

$$\max_{S^n} f < 2\pi^{2-\sigma}/(\min_{S^n} f).$$

Then $f$ can be realized as the scalar curvature of some metric conformal to the standard metric of $S^n$.

Note that existence results for prescribing scalar curvature with symmetry were obtained earlier by Moser [39] and by Escobar-Schoen [17].

As a generalization of the Nirenberg’s problem, the fractional Nirenberg’s problem is to find a conformal metric of the $n$-dimensional unit sphere $(S^n, g_{S^n})$ such that its fractional order curvature is a given function $f$. This has been studied in [11, 12, 13, 14, 28, 29, 33, 34, 35]. For simplicity, we write $P_\sigma = P_{g_{S^n}}$ and $R_\sigma = R_{g_{S^n}}$.

A geometric flow has been defined to study the fractional Nirenberg’s problem. Given a positive smooth function $f$ on $S^n$ and $g_0 \in [g_{S^n}]$, we define the flow $g(t)$:

$$\frac{\partial}{\partial t} g = (\alpha f - R_\sigma^g) g, \ g|_{t=0} = g_0,$$ (1.10)

where $\alpha = \alpha(t)$ is given by

$$\alpha = \frac{\int_{S^n} R_\sigma^g dV_g}{\int_{S^n} f dV_g}.$$ (1.11)

We remark that when $f$ is a constant function, (1.10) reduces to the fractional Yamabe flow (1.3) defined in $S^n$. Using the flow (1.10), it was proved in [9] the following theorem, which can be viewed as a generalization of Theorem 1.4:

**Theorem 1.6.** Suppose $\sigma \in (1/2, 1)$. With the same assumptions as in Theorem 2.2, except the condition (1.9) is replaced by

$$\max_{S^n} f/\min_{S^n} f < 2\pi^{2-\sigma}/\pi.$$ (1.12)

Then $f$ can be realized as the fractional order curvature $R_\sigma^g$ of some conformal metric $g \in [g_{S^n}]$.

Inspired by the result of Leung-Zhou stated above, we will prove the following in section 3:

**Theorem 1.7.** Suppose that $\sigma \in (1/2, 1)$ and $f$ is a positive smooth function on $S^n$ satisfying Assumption 1.1 or 1.2. Assume that $x_m \in \mathcal{F}$ with $f(x_m) = \max_{\mathcal{F}} f \Rightarrow \Delta g_{S^n} f(x_m) > 0$,
and
\[
\max_{\mathbb{S}^n} f < 2^{\frac{n-2}{2}} \left( \max_{\mathbb{S}^n} f \right).
\] (1.13)

Then \( f \) can be realized as the fractional order curvature \( R^g_{\sigma} \) of some conformal metric \( g \in [g_{\mathbb{S}^n}] \).

We remark that same technique has been applied to obtain existence results of prescribing curvature in [24, 25, 26].

2. Fractional Yamabe solitons. Recall that the fractional Yamabe soliton is given by
\[
(R^g_{\sigma} - \lambda)g = \mathcal{L}_W g, \tag{2.1}
\]
where \( R^g_{\sigma} \) is the fractional order curvature of \( (M, g) \), \( \lambda \) is a constant and \( \mathcal{L}_W \) is the Lie derivative with respect to the vector field \( W \). We emphasize that we do not assume that \( (M, g) \) is compact, i.e. \( (M, g) \) can be a complete, noncompact manifold. Note that the fractional order curvature may not be defined for a general complete, noncompact manifold. Therefore, we are going to assume in this section that there is a conformal compactification of the complete manifold \( (M, g) \), for which the fractional order curvature can still be defined.

If \( W \) is a gradient vector field, then (2.1) can be written as
\[
(R^g_{\sigma} - \lambda)g = \nabla^2 f \tag{2.2}
\]
for some smooth function \( f \). Here \( \nabla^2 f \) is the Hessian of \( f \) with respect to the metric \( g \). The triple \( (M, g, f) \) satisfying (2.2) is called gradient fractional Yamabe soliton.

We have the following:

**Proposition 1.** Suppose that \( (M, g, f) \) is a gradient fractional Yamabe soliton. There hold
\[
\nabla_g G = 2(R^g_{\sigma} - \lambda)\nabla_g f, \tag{2.3}
\]
where \( G = |\nabla_g f|^2 \),
\[
\Delta_g f = n(R^g_{\sigma} - \lambda), \tag{2.4}
\]
and
\[
(n - 1)\nabla_g R^g_{\sigma} = -\text{Ric}(\nabla_g f, \cdot). \tag{2.5}
\]

**Proof.** Fix a point \( p \in M \) and choose normal coordinates around \( p \) so that the metric matrix of \( g \) is diagonal at \( p \). Then
\[
\nabla_i G = 2\nabla_i \nabla_j f \nabla_j f = 2(R^g_{\sigma} - \lambda)g_{ij}\nabla_j f
\]
by (2.2). This proves (2.3). Taking the trace of (2.2) with respect to \( g \), we get (2.4). Moreover, continuing to compute in normal coordinates around \( p \in M \), if we apply \( \nabla_k \) to (2.2), we obtain
\[
\nabla_k \nabla_i \nabla_j f = \nabla_k R^g_{\sigma} g_{ij},
\]
which implies that
\[
\nabla_i \nabla_k \nabla_j f + R^i_{kij} \nabla^j f = \nabla_k R^g_{\sigma} g_{ij}.
\]
Taking the trace in \( k \) and \( j \), we obtain
\[
\nabla_i \Delta_g f + R^i_{dl} \nabla^l f = \nabla_i R^g_{\sigma}.
\]
Substituting (2.3) into this equation, we obtain
\[
(n - 1)\nabla_i R^g_{\sigma} = -R^i_{dl} \nabla^l f \tag{2.6}
\]
which proves (2.5).
We say that the gradient fractional Yamabe soliton is trivial if $f$ is a constant function. Note that it follows from the definition in (2.2) that a trivial, gradient fractional Yamabe soliton must have constant fractional order curvature, i.e. $R^g_\sigma \equiv \lambda$. The converse is true when $M$ is compact, i.e. if the fractional order curvature $R^g_\sigma$ is constant, then it must be trivial. To see this, note that if $M$ is compact and $R^g_\sigma$ is constant, then we can integrate (2.4) to deduce that $R^g_\sigma \equiv \lambda$. Combining this with (2.4), we can deduce that $f$ is a harmonic function in $M$. Since $M$ is compact, $f$ must be constant.

Taking the covariant derivative $\nabla_i$ of (2.6) and summing it up over $i$, we obtain

$$(n-1)\Delta_g R^g_\sigma = -R_{il,i}\nabla_l f - R_{il}\nabla_i f.$$  

(2.7)

Combining (2.2), (2.7) and the contracted Bianchi identity:

$$R_{il,i} = \frac{1}{2} \nabla_l R_g,$$

we get

$$(n-1)\Delta_g R^g_\sigma + \frac{1}{2} \langle \nabla_g R_g, \nabla_g f \rangle + R_g (R^g_\sigma - \lambda) = 0,$$

(2.8)

where $R_g$ is the scalar curvature of $g$.

Proof of Theorem 1.1. Since the scalar curvature $R_g$ is constant by assumption, it follows from (2.8) that

$$(n-1)\Delta_g (R^g_\sigma - \lambda) + R_g (R^g_\sigma - \lambda) = 0.$$  

(2.9)

Since $M$ is compact, we can multiply (2.9) with $R^g_\sigma - \lambda$ and integrate it over $M$ to get

$$0 = (n-1) \int_M (R^g_\sigma - \lambda) \Delta_g (R^g_\sigma - \lambda) dV_g + R_g \int_M (R^g_\sigma - \lambda)^2 dV_g$$

$$= -(n-1) \int_M |\nabla_g (R^g_\sigma - \lambda)|^2 dV_g + R_g \int_M (R^g_\sigma - \lambda)^2 dV_g.$$  

(2.10)

Therefore, if $R^g_\sigma$ is not constant, then $R^g_\sigma - \lambda$ is not a constant function. By (2.4), we have

$$\int_M (R^g_\sigma - \lambda) dV_g = 0.$$

Hence, the first eigenvalue $\lambda_1$ of $(M,g)$ satisfies

$$\lambda_1 \int_M (R^g_\sigma - \lambda)^2 dV_g \leq \int_M |\nabla_g (R^g_\sigma - \lambda)|^2 dV_g.$$  

(2.11)

It follows from (2.10) and (2.11) that $\lambda_1 \leq R_g / (n-1)$. This proves the assertion.

As a corollary, we have the following result, which partially recovers the main result in [23].

Corollary 1. Any compact gradient fractional Yamabe soliton with constant negative scalar curvature must have constant fractional order curvature.

Proof of Theorem 1.2. For any $r > 0$, we consider the geodesic ball $B_r(x_0)$ in $M$. By integration by parts, we have

$$\int_{B_r(x_0)} |\Delta_g f|^2 dV_g = \int_{\partial B_r(x_0)} \Delta_g f \frac{\partial f}{\partial \nu_g} d\sigma_g - \int_{B_r(x_0)} \langle \nabla (\Delta_g f), \nabla f \rangle_g dV_g.$$  

(2.12)
where $\nu_g$ is the outward unit normal on $\partial B_r(x_0)$. Recall the Bochner formula:

$$\frac{1}{2} \Delta_g |\nabla f|^2 = |\nabla^2 f|^2_g + \text{Ric}(\nabla f, \nabla f) + \langle \nabla(\Delta_g f), \nabla f \rangle_g.$$  \hspace{1cm} (2.13)

Substituting (2.4) and (2.13) into (2.12), we obtain

$$\int_{B_r(x_0)} |\Delta_g f|^2 dV_g = n \int_{\partial B_r(x_0)} (R^g_{\sigma} - \lambda) \frac{\partial f}{\partial \nu_g} d\sigma_g$$

$$+ \int_{B_r(x_0)} \left( |\nabla^2 f|^2_g + \text{Ric}(\nabla f, \nabla f) - \frac{1}{2} \Delta_g |\nabla f|^2_g \right) dV_g.$$ \hspace{1cm} (2.14)

Note that

$$\int_{B_r(x_0)} \Delta_g |\nabla f|^2_g dV_g$$

$$= \int_{\partial B_r(x_0)} \frac{\partial}{\partial \nu_g} |\nabla f|^2 d\sigma_g = 2 \int_{\partial B_r(x_0)} \left( \frac{\partial}{\partial \nu_g} (\nabla f), \nabla f \right)_g d\sigma_g$$ \hspace{1cm} (2.15)

$$= 2 \int_{\partial B_r(x_0)} \nabla^2 f (\nu_g, \nabla f) d\sigma_g = 2 \int_{\partial B_r(x_0)} (R^g_{\sigma} - \lambda) \frac{\partial f}{\partial \nu_g} d\sigma_g$$

by (2.2). Substituting (2.15) into (2.14), we get

$$\int_{B_r(x_0)} |\Delta_g f|^2 dV_g$$

$$= (n - 1) \int_{\partial B_r(x_0)} (R^g_{\sigma} - \lambda) \frac{\partial f}{\partial \nu_g} d\sigma_g + \int_{B_r(x_0)} (|\nabla^2 f|^2_g + \text{Ric}(\nabla f, \nabla f)) dV_g.$$ \hspace{1cm} (2.16)

Combining (2.2), (2.4) and (2.16), we obtain

$$n \int_{B_r(x_0)} (R^g_{\sigma} - \lambda)^2 dV_g$$

$$= \int_{\partial B_r(x_0)} (R^g_{\sigma} - \lambda) \frac{\partial f}{\partial \nu_g} d\sigma_g + \frac{1}{n - 1} \int_{B_r(x_0)} \text{Ric}(\nabla f, \nabla f) dV_g.$$ \hspace{1cm} (2.17)

By the assumption (1.7), we have

$$\int_{\partial B_r(x_0)} (R^g_{\sigma} - \lambda) \frac{\partial f}{\partial \nu_g} d\sigma_g \leq C \int_{\partial B_r(x_0)} |R^g_{\sigma} - \lambda| d\sigma_g.$$ \hspace{1cm} (2.18)

By the assumption that $\int_M |R^g_{\sigma} - \lambda| dV_g < \infty$ and Fubini’s Theorem, we can choose a sequence $r_i$ such that $r_i \to \infty$ as $i \to \infty$ with the following property

$$\int_{\partial B_{r_i}(x_0)} |R^g_{\sigma} - \lambda| d\sigma_g \to 0 \text{ as } i \to \infty.$$ \hspace{1cm} (2.19)

Combining (2.17)-(2.19) and the assumption that $\int_M \text{Ric}(\nabla f, \nabla f) dV_g \leq 0$, we have $\int_M (R^g_{\sigma} - \lambda)^2 dV_g \leq 0$, which implies that $R^g_{\sigma} = \lambda$. This proves the assertion. \hspace{1cm} \square

**Proof of Theorem 1.3.** By taking the trace of (2.1), we get

$$\text{div} W = n(R^g_{\sigma} - \lambda).$$ \hspace{1cm} (2.20)

Recall the following Bochner formula:

$$\text{div} (\mathcal{L}_W g)(W) = \frac{1}{2} \Delta_g |W|^2_g - |\nabla W|^2_g + \text{Ric}(W, W) + \langle W, \nabla \text{div}(W) \rangle.$$
Combining this with (2.20), we get
\[ |\nabla W|^2 = \frac{1}{2} \Delta_g |W|^2 + \text{Ric}(W, W) + (n-2)\langle W, \nabla R_g^\sigma \rangle. \tag{2.21} \]

Choose a cut-off function \( \phi = \phi_r \) on the ball \( B_{2r}(x_0) \), where \( r > 0 \) such that
\[
\phi = 1 \text{ in } B_r(x_0), \quad \phi = 0 \text{ in } M \setminus B_{2r}(x_0), \quad |\nabla \phi|^2 \leq \frac{C}{r^2}, \quad \text{and } \Delta \phi \leq \frac{C}{r^2}. \tag{2.22} \]

Since
\[
\text{div}((R_g^\sigma - \lambda)W\phi^2) = (R_g^\sigma - \lambda)\phi^2 \text{div}(W) + \phi^2\langle W, \nabla R_g^\sigma \rangle + 2\phi(R_g^\sigma - \lambda)\langle W, \nabla \phi \rangle,
\]
we have
\[
\int_M \phi^2\langle W, \nabla R_g^\sigma \rangle dV_g = -2\int_M \phi(R_g^\sigma - \lambda)\langle W, \nabla \phi \rangle dV_g. \tag{2.23}
\]

Substituting (2.20) into (2.23), we have
\[
\int_M \phi^2\langle W, \nabla R_g^\sigma \rangle dV_g = -n\int_M (R_g^\sigma - \lambda)\phi^2 dV_g - 2\int_M \phi(R_g^\sigma - \lambda)\langle W, \nabla \phi \rangle dV_g. \tag{2.24}
\]

Multiplying (2.21) by \( \phi^2 \) and integrating it over \( M \), we obtain
\[
\int_M |\nabla W|^2 \phi^2 dV_g = \frac{1}{2} \int_M \phi^2 \Delta_g |W|^2 dV_g + \int_M \text{Ric}(W, W)\phi^2 dV_g + (n-2)\int_M \phi^2\langle W, \nabla R_g^\sigma \rangle dV_g. \tag{2.25}
\]

Combining (2.24) and (2.25), we get
\[
\int_M |\nabla W|^2 \phi^2 dV_g + \frac{3}{2}n(n-2)\int_M (R_g^\sigma - \lambda)^2 \phi^2 dV_g
\]
\[
\leq \frac{1}{2} \int_M |W|^2 \Delta_g \phi^2 dV_g + \int_M \text{Ric}(W, W)\phi^2 dV_g - 2(n-2)\int_M \phi(R_g^\sigma - \lambda)\langle W, \nabla \phi \rangle dV_g
\]
\[
\leq \frac{1}{2} \int_M |W|^2 \Delta_g \phi^2 dV_g + \int_M \text{Ric}(W, W)\phi^2 dV_g + (n-2)\int_M (R_g^\sigma - \lambda)^2 \phi^2 dV_g
\]
\[
+ (n-2)\int_M D^2 \langle W, \nabla \phi \rangle + (n-2)\int_M (R_g^\sigma - \lambda)^2 \phi^2 dV_g + C(n)\int_M |W|^2 ||\nabla \phi||^2 dV_g
\]
where we have used integration by parts and Cauchy-Schwarz’s inequality. Here \( C(n) \) is an uniform constant depending only on \( n \). This implies that
\[
\int_M |\nabla W|^2 \phi^2 dV_g + \frac{3}{2}n(n-2)\int_M (R_g^\sigma - \lambda)^2 \phi^2 dV_g
\]
\[
\leq \frac{1}{2} \int_M |W|^2 \Delta_g \phi^2 dV_g + \int_M \text{Ric}(W, W)\phi^2 dV_g + C(n)\int_M |W|^2 ||\nabla \phi||^2 dV_g. \tag{2.26}
\]

Since the Ricci curvature is nonpositive, it follows from (1.8) and (2.22) that the right hand side of (2.26) tends to zero as \( r \to \infty \). This implies that left hand side
of (2.26) tends to zero as \( r \to \infty \). Since \( \phi = 1 \) in \( B_r(x_0) \) by (2.22), we can conclude that \( R_g^\sigma = \lambda \), as required.

2.1. PDE formulation of the fractional Yamabe soliton. In this subsection, we consider the fractional Yamabe soliton which is conformally flat and rotationally symmetric.

Recall that a Riemannian manifold \((M,g_{ij})\) is called a gradient Yamabe soliton if there exists a smooth scalar function \( f : M \to \mathbb{R} \) and a constant \( \lambda \in \mathbb{R} \) such that
\[
(R - \lambda) g_{ij} = \nabla_i \nabla_j f,
\]
where \( R \) is the scalar curvature of \( g_{ij} \). In [15], Daskalopoulos and Sesum proved the following: (see Theorem 1.3 in [15])

**Theorem 2.1.** Any locally conformally flat complete Yamabe gradient solitons with positive sectional curvature must be rotational symmetric.

They also provided the PDE formulation of Yamabe solitons (see Proposition 1.4 in [15]).

**Theorem 2.2.** Let \( dx^2 \) be the standard metric on \( \mathbb{R}^n \) and \( g_{ij} = u^{\frac{4}{n+2}} dx^2 \) be a conformally flat rotationally symmetric Yamabe gradient soliton. Then, \( u \) is a smooth solution to the elliptic equation
\[
\frac{n-1}{m} \Delta u^m + \beta x \cdot \nabla u + \gamma u = 0 \quad \text{on } \mathbb{R}^n \tag{2.28}
\]
where \( \beta \geq 0 \) and
\[
\gamma = \frac{2\beta + \lambda}{1 - m}
\]
and
\[
m = \frac{n - 2}{n + 2}.
\]

Theorem 2.2 reduces the classification of Yamabe solitons to studying the solutions of (2.28). By classifying the global smooth solutions of the elliptic equation (2.28), Daskalopoulos and Sesum were able to classify the locally conformally flat complete Yamabe gradient solitons with positive sectional curvature. See Proposition 1.5 and Theorem 1.7 in [15].

We would like to play the same game for the fractional Yamabe soliton. While we are not able to prove Theorem 2.1 in our case, we would like to provide the PDE formulation of the fractional Yamabe soliton which is conformally flat rotationally symmetric.

To this end, assume that \( g \) is conformal to \( \mathbb{R}^n \) and is rotationally symmetric. Then we can write
\[
g = u(r) \frac{4}{n+2} (dr^2 + r^2 g_{S^{n-1}}) = u(r) \frac{4}{n+2} g_{\mathbb{R}^n}.
\]
We can also write
\[
g = w(s)(ds^2 + g_{S^{n-1}})
\]
where \( ds^2 + g_{S^{n-1}} \) is the cylindrical metric. Then we have the relation:
\[
w(s) = u(r) \frac{4}{n+2} r^2 \quad \text{where } r = e^s. \tag{2.29}
\]
Assume the potential function \( f \) depends only on \( s \), i.e. \( f = f(s) \). Then we have
\[
(\nabla^2 f)_{ss} = f_{ss} - \Gamma^s_{ss} f_s \quad \text{and} \quad (\nabla^2 f)_{ii} = -\Gamma^s_{ii} f_s \quad \text{for } i \geq 2.
\]
Since
\[ \Gamma_{ss}^s = \frac{w_s}{2w} \]
and
\[ \Gamma_{ii}^s = -\frac{w_s}{2w} \text{ for } i \geq 2, \]
we have
\[ (\nabla_g^2 f)_{ss} = f_{ss} - \frac{w_s f_s}{2w} \]
and
\[ (\nabla_g^2 f)_{ii} = \frac{w_s f_s}{2w} \text{ for } i \geq 2. \tag{2.30} \]
Recall the equation of the fractional Yamabe soliton:
\[ -R_g^s g = \dot{\alpha}(0) g + 2\nabla_g^2 f. \tag{2.31} \]
Combining (2.30) and (2.31), we obtain
\[ -R_g^s g = \dot{\alpha}(0) w + 2 \left( f_{ss} - \frac{w_s f_s}{2w} \right) \] \tag{2.32}
and
\[ -R_g^s g = \dot{\alpha}(0) w + \frac{w_s f_s}{w}. \tag{2.33} \]
Subtracting (2.32) from (5), we obtain
\[ f_{ss} - \frac{w_s f_s}{w} = 0. \]
This implies that
\[ \frac{f_s}{w} \equiv C_0 \]
for some constant $C_0$. Combining this with (2.33), we obtain
\[ -R_g^s g = \dot{\alpha}(0) w + C_0 w_s. \tag{2.34} \]
By (2.29), we have
\[ w_s = \frac{\partial r}{\partial s} \left( \frac{4}{n-2\sigma} u^{\frac{4}{n-2\sigma} - 1} u_r r^2 + 2 u^{\frac{4}{n-2\sigma}} r \right) = e^s \left( \frac{4}{n-2\sigma} u^{\frac{4}{n-2\sigma} - 1} u_r r^2 + 2 u^{\frac{4}{n-2\sigma}} \right) \]
\[ = \frac{4}{n-2\sigma} u^{\frac{4}{n-2\sigma} - 1} u_r r^3 + 2 u^{\frac{4}{n-2\sigma}} r^2, \tag{2.35} \]
which implies that
\[ \frac{w_s}{w} = \frac{4}{n-2\sigma} u^{\frac{4}{n-2\sigma} - 1} u_r + 2. \tag{2.36} \]
Substituting (2.36) into (2.34), we get
\[ -R_g^s = \dot{\alpha}(0) + \frac{4C_0}{n-2\sigma} u^{-1} u_r + 2C_0. \tag{2.37} \]
Since $g = u^{\frac{4}{n-2\sigma}} g_{\mathbb{R}^n}$, then the fractional order curvature is given by
\[ R_g^s = P_g^s(1) = u^{-\frac{n+2\sigma}{n-2\sigma}} (-\Delta_{g_{\mathbb{R}^n}})^{\sigma} u. \]
Combining this with (2.37), we obtain
\[ 0 = (-\Delta_{g_{\mathbb{R}^n}})^{\sigma} u + (\dot{\alpha}(0) + 2C_0) u^{\frac{n+2\sigma}{n-2\sigma}} + \frac{4C_0}{n-2\sigma} u^{\frac{4}{n-2\sigma}} u_r. \tag{2.38} \]
This is the fractional PDE formulation of the fractional Yamabe soliton in $\mathbb{R}^n$. We remark that we have difficulty classifying solutions $u$ of (2.38) even $u$ is assumed to...
be radically symmetric, because we do not know if some of the results in the case of Laplacian, such as Lemmas 4.1 and 4.2 in [15], are still true in the case of fractional Laplacian.

3. Fractional Nirenberg problem.

3.1. Some facts. In this subsection, we collect some basic facts and prove some preliminary results which will be needed to prove Theorem 1.7.

When $\sigma \in (0, 1)$, Pavlov and Samko [40] proved that

$$P_\sigma(v)(x) = c_{n, -\sigma} \int_{\mathbb{S}^n} \frac{v(x) - v(y)}{|x - y|^{n + 2\sigma}} dV_{g_{\mathbb{S}^n}}(y) + R_\sigma v(x) \quad \text{for } v \in C^2(\mathbb{S}^n),$$

(3.1)

where $|x - y| = \sqrt{\sum_{i=1}^{n+1} (x_i - y_i)^2}$, $c_{n, -\sigma} = \frac{2^{2\sigma} \pi^{n+1} \Gamma(n+\sigma) \Gamma(n+2\sigma)}{\pi^{n+1} \Gamma(n+\sigma) \Gamma(n+2\sigma)}$, and

$$R_\sigma = P_\sigma(1) = \frac{\Gamma\left(\frac{n}{2} + \sigma\right)}{\Gamma\left(\frac{n}{2} - \sigma\right)}$$

is the fractional order curvature of the standard metric $g_{\mathbb{S}^n}$. Furthermore, $P_\sigma$ is the pull back of the fractional Laplacian $(-\Delta)^\sigma$ on $\mathbb{R}^n$ via the stereographic projection through $$(P_\sigma(\phi) \circ \Psi) = (\det d\Psi)^{-\frac{n+2\sigma}{n}} (-\Delta)^\sigma ((\det d\Psi)^{-\frac{n+2\sigma}{n}} \phi \circ \Psi) \quad \text{for } \phi \in C^2(\mathbb{S}^n),$$

(3.2)

where $\Psi : \mathbb{R}^n \to \mathbb{S}^n$ defined as

$$\Psi(z) = \left(\frac{2z_1}{1 + |z|^2}, \ldots, \frac{2z_n}{1 + |z|^2}, 1 - |z|^2 \right), \quad z = (z_1, \ldots, z_n) \in \mathbb{R}^n$$

(3.3)

is the inverse of the stereographic projection from the south pole and $\det d\Psi$ is the determinant of the Jacobian of $\Psi$.

If we write $g = u^{n+2\sigma} g_{\mathbb{S}^n}$ where $0 < u = u(t) \in C^\infty(\mathbb{S}^n)$, it follows from (1.1) and (1.2) that the flow (1.10) is equivalent to

$$\frac{4}{n+2\sigma} \frac{\partial}{\partial t} (u^{\frac{n+2\sigma}{n}}) = -P_\sigma(u) + \alpha f u^{\frac{n+2\sigma}{n}}, \quad u|_{t=0} = u_0$$

(3.4)

where $g_0 = u_0^{\frac{1}{n+2\sigma}} g_{\mathbb{S}^n}$, and (1.11) can be written as

$$\alpha = \frac{\int_{\mathbb{S}^n} u P_\sigma(u) dV_{g_{\mathbb{S}^n}}}{\int_{\mathbb{S}^n} f u^{\frac{n+2\sigma}{n}} dV_{g_{\mathbb{S}^n}}}. \quad (3.5)$$

Define the functional

$$E_f[u] = \frac{\int_{\mathbb{S}^n} u P_\sigma(u) dV_{g_{\mathbb{S}^n}}}{(\int_{\mathbb{S}^n} f u^{\frac{n+2\sigma}{n}} dV_{g_{\mathbb{S}^n}})^{\frac{n+2\sigma}{n}}}.$$

(3.6)

It was proved in [9] that the flow (3.4) is the negative gradient flow of this functional. More precisely, it follows from Proposition 3.1(3) in [9] that

$$\frac{d}{dt} E_f[u] = -\frac{n-2\sigma}{2} \frac{\int_{\mathbb{S}^n} (\alpha f - R^g_\sigma)^2 dV_g}{(\int_{\mathbb{S}^n} f dV_g)^{\frac{n+2\sigma}{n}}} \leq 0$$

(3.7)

along the flow (3.4). Hence, it follows from (3.7) that

$$E_f[u] \leq E_f[u_0]$$

(3.8)

along the flow (3.4).
3.2. The flow and its properties. First, we have the following:

Lemma 3.1. Given an isometry $\gamma : (S^n, g_{S^n}) \rightarrow (S^n, g_{S^n})$, we assume that

$$f(\gamma(x)) = f(x) \quad \text{and} \quad u_0(\gamma(x)) = u_0(x) \quad \text{for all } x \in S^n. \quad (3.9)$$

Suppose $\sigma \in (0, 1)$. Let $u(x, t)$ be the solution of (1.10)-(3.4) with initial data $u_0$. Then

$$u(\gamma(x), t) = u(x, t) \quad \text{for all } (x, t) \in S^n \times [0, \infty). \quad (3.10)$$

Proof. For any $v \in C^2(S^n)$, it follows from (3.1) that

$$P_\sigma(v)(\gamma(x)) = c_{n,-\sigma} \int_{S^n} \frac{v(\gamma(x)) - v(y)}{|\gamma(x) - y|^{n+2\sigma}} dV_{g_{S^n}}(y) + R_\sigma v(\gamma(x))$$

$$= c_{n,-\sigma} \int_{S^n} \frac{v(\gamma(x)) - v(\gamma(y))}{|\gamma(x) - \gamma(y)|^{n+2\sigma}} dV_{g_{S^n}}(y) + R_\sigma v(\gamma(x))$$

$$= c_{n,-\sigma} \int_{S^n} \frac{(v \circ \gamma)(x) - (v \circ \gamma)(y)}{|x - y|^{n+2\sigma}} dV_{g_{S^n}}(y) + R_\sigma (v \circ \gamma)(x)$$

$$= P_\sigma(v \circ \gamma)(x)$$

where we have used the change of variables $y \rightarrow \gamma(y)$ in the second equality, and we have used the fact $|\gamma(x) - \gamma(y)| = |x - y|$ for the third equality. Thus, it follows from (3.5), (3.10) and (3.11) that $u(\gamma(x), t)$ is also a solution to (3.4) with initial data $u_0$. By [9, Theorem 1.1], we knew that (3.4) has a unique smooth positive solution for all $t \geq 0$ when $\sigma \in (0, 1)$. Hence, we can conclude that $u(\gamma(x), t) = u(x, t)$ for all $(x, t) \in S^n \times [0, \infty)$, as required. \qed

The following was proved in [9, Lemma 5.2].

Lemma 3.2. Let $u$ be a positive smooth solution of (3.4) with initial data $u_0$. For any $t_k \rightarrow \infty$ as $k \rightarrow \infty$, let $u_k := u(t_k)$. Then, after passing to a subsequence, there exist a non-negative integer $L$, a convergent sequence $\{x_{k,\nu}\} \subset S^n$ and a non-negative smooth function $\nu_\infty$, a sequence of real numbers $\{\lambda_{k,\nu}\}$ with $\lambda_{k,\nu} \rightarrow \infty$ and $\alpha(t_k) \rightarrow \alpha_\infty$ as $k \rightarrow \infty$ for any fixed $\nu = 1, 2, \ldots, L$ such that

$$u_k = \sum_{\nu=1}^L u_{x_{k,\nu}, \lambda_{k,\nu}} + u_\infty + o(1) \quad \text{in } H^\sigma(S^n),$$

where

$$u_{x_{k,\nu}, \lambda_{k,\nu}}(x) = b_k u_{x_{k,\nu}, \lambda_{k,\nu}}(x) = b_k \left( \frac{2\lambda_{k,\nu}}{2 + (\lambda_{k,\nu}^2 - 1)(1 - \langle x, x_{k,\nu} \rangle)} \right)^{\frac{n-2\sigma}{2}}$$

with $b_k = \left( \frac{R_{x_{k,\nu}}}{\alpha_\infty f(-x_{k,\nu})} \right)^{\frac{n-2\sigma}{\sigma}}$ satisfies

$$P_\sigma(u_{x_{k,\nu}, \lambda_{k,\nu}}) = \alpha_\infty f(-x_{k,\nu}) u_{x_{k,\nu}, \lambda_{k,\nu}}^{\frac{n+2\sigma}{2}} \quad \text{on } S^n, \quad (3.12)$$

and $u_\infty$ satisfies

$$P_\sigma u_\infty = \alpha_\infty f u_\infty^{\frac{n+2\sigma}{2}} \quad \text{on } S^n. \quad (3.13)$$

From Lemma 3.2, we have the following:

Lemma 3.3. For a point $x_0 \in S^n$ with

$$\max_{S^n} f < 2^{\frac{2\sigma}{n-2\sigma}} f(x_0), \quad (3.14)$$

...
suppose the initial data \( u_0 \) satisfies

\[
E[u_0] \leq R^n_\sigma \omega^n_n (1 + \epsilon)^{n-2\sigma} f(x_0)^{-\frac{n-2\sigma}{n}},
\]

(3.15)

where \( \omega_n \) is the volume of the \( n \)-dimensional standard unit sphere \( S^n \), i.e.

\[
\omega_n = \text{Vol}(S^n, g_{S^n}).
\]

Then we have \( L \leq 1 \).

Proof. Suppose \( L > 0 \), otherwise it is trivial. It was proved in [9, Lemma 4.3] that

\[
\int_{S^n} |\alpha f - R^n_\sigma|^p dV_g \to 0 \quad \text{as} \quad t \to \infty,
\]

(3.16)

for all \( p \geq 2 \). By (1.10), we have

\[
\frac{\partial}{\partial t} dV_g = \frac{n}{2} (\alpha f - R^n_\sigma) dV_g,
\]

which together with (1.11) implies that the volume of \( M \) with respect to \( g \) is fixed along the flow (1.10), i.e.

\[
\int_{S^n} dV_g = \int_{S^n} u_0^{\frac{2n}{n-2\sigma}} dV_{g_{S^n}}
\]

(3.17)

for all \( t \geq 0 \). Hence, it follows from Hölder’s inequality and (3.16) that

\[
\int_{S^n} |\alpha f - R^n_\sigma|^p dV_g \to 0 \quad \text{as} \quad t \to \infty,
\]

(3.18)

for all \( p \geq 1 \). On the other hand, for \( k \) sufficiently large, we have (see (5.8) in [9])

\[
\left| \int_{S^n} \varphi u^{\frac{2n}{n-2\sigma}} x_{k,\nu} \lambda_{k,\nu} dV_{g_{S^n}} - \varphi(-x_{k,\nu}) \omega_n \right| = o(1)
\]

for any \( \varphi \in C^0(S^n) \), which implies that

\[
\left| \int_{S^n} \varphi^u x_{k,\nu} \lambda_{k,\nu} dV_{g_{S^n}} - \varphi(-x_{k,\nu}) b_k^{\frac{2n}{n-2\sigma}} \omega_n \right| = o(1)
\]

(3.19)

for any \( \varphi \in C^0(S^n) \). If we write \( g(t_k) = u_k^{\frac{1}{n-2\sigma}} g_{S^n} \), we can compute

\[
\int_{S^n} |R^n_\sigma|^{\frac{n}{n-2\sigma}} dV_{g(t_k)}
\]

\[
= \int_{S^n} |\alpha(t_k)f|^{\frac{n}{n-2\sigma}} dV_{g(t_k)} + o(1)
\]

\[
= \sum_{\nu=1}^L \int_{S^n} |\alpha(t_k)f|^\frac{n}{2} u_{x_{k,\nu}}^{\frac{2n}{n-2\sigma}} dV_{g_{S^n}} + \int_{S^n} |\alpha(t_k)f|^\frac{n}{n-2\sigma} u_{\infty}^{\frac{2n}{n-2\sigma}} dV_{g_{S^n}} + o(1)
\]

(3.20)

\[
\geq \sum_{\nu=1}^L |\alpha(t_k)f(-x_{k,\nu})|^{\frac{n}{n-2\sigma}} b_k^{\frac{2n}{n-2\sigma}} \omega_n + o(1) = LR^n_\sigma \omega_n + o(1),
\]
where the first equality follows from (3.18), the second equality follows from Lemma 3.2, and the last inequality follows from (3.19). On the other hand, we have

\[
\alpha(t_k) \left( \int_{\mathbb{S}^n} |f|^\frac{2n}{n-2\sigma} dV_{g(t_k)} \right)^\frac{2\sigma}{n} = E_f[u_k] \left( \int_{\mathbb{S}^n} f dV_{g(t_k)} \right)^{-\frac{2n}{n-2\sigma}} \left( \int_{\mathbb{S}^n} |f|^\frac{2n}{n-2\sigma} dV_{g(t_k)} \right)^\frac{2\sigma}{n} \leq E_f[u_0] \left( \int_{\mathbb{S}^n} f dV_{g(t_k)} \right)^{-\frac{2n}{n-2\sigma}} \left( \max_{\mathbb{S}^n} f \right)^{\frac{n-2\sigma}{n}} \left( \int_{\mathbb{S}^n} f dV_{g(t_k)} \right)^\frac{2\sigma}{n} \leq R_0 \omega_n\left(1 + \epsilon \right)^{\frac{n-2\sigma}{2\sigma}} \left( \max_{\mathbb{S}^n} f \right)^{\frac{n-2\sigma}{n}} + o(1),
\]

where the first equality follows from (3.5) and (3.6), the second last inequality follows from (3.8), and the last inequality follows from (3.15).

Combining (3.18), (3.20) and (3.21), we obtain

\[
LR_0 \omega_n \leq R_0 \omega_n\left(1 + \epsilon \right)^{\frac{n-2\sigma}{2\sigma}} \left( \max_{\mathbb{S}^n} f \right)^{\frac{n-2\sigma}{n}} + o(1).
\]

This together with (3.14) implies that \( L \leq 2 \), when \( \epsilon > 0 \) is small enough. \( \square \)

The following was proved in [9, Lemma 5.4].

**Lemma 3.4.** With the same assumptions as in Lemma 3.3, if \( L = 0 \), then as \( k \to \infty \), up to a subsequence, \( u_k \to u_{\infty} \) in \( H^{2\sigma,p}(\mathbb{S}^n) \), \( R_0^{g(t_k)} \to f \) in \( L^p(\mathbb{S}^n) \) for any \( p \geq 1 \) and \( u_{\infty} > 0 \) is a smooth solution of (3.13).

Therefore, if \( L = 0 \), then Theorem 1.7 follows from Lemma 3.4. Hence, from now on, we assume that \( L = 1 \).

For \( t \geq 0 \), we define

\[
\Theta(t) = \int_{\mathbb{S}^n} x dV_{g(t)}, \quad \text{where } x \in \mathbb{S}^n.
\]

Let \( Q = \lim_{t \to \infty} \Theta(t) \) be the unique limit of the shadow flow \( \Theta(t) \) associated with \( u(t) \), where \( u(t) \) is the solution of the flow (3.4).

**Lemma 3.5.** Under the assumptions of Lemma 3.2 and Lemma 3.3, if \( L = 1 \), then there is a point \( Q \in \mathbb{S}^n \) such that the following statements hold:

(i) As \( t \to \infty \), the metric \( g(t) \) concentrate at a critical point \( Q \) of \( f \) where \( \Delta_{g(t)} f(Q) \leq 0 \) in the sense that, for any \( r_0 > 0 \), \( \max_{B_{r_0}(Q)} u_k \) cannot be uniformly bounded from above for all \( k \gg 1 \).

(ii) There holds

\[
\lim_{t \to \infty} E_f[u(t)] = R_0 \omega_n^{\frac{2\sigma}{n}} f(Q)^{-\frac{n-2\sigma}{n}}.
\]

**Proof.** It follows from Proposition 6.10(ii) in [9] that, as \( t \to \infty \), the metric \( g(t) \) concentrate at a critical point \( Q \) of \( f \) where \( \Delta_{g(t)} f(Q) \leq 0 \) in the sense that (see the proof of Lemma 6.6 in [9])

\[
\text{Vol}(B_{r_0}(Q), g(t)) \to \omega_n \quad \text{as } t \to \infty.
\]

for any \( r_0 > 0 \). Now (i) follows from (3.22). On the other hand, (ii) follows from Lemma 6.11 in [9]. \( \square \)
3.3. Proof of Theorem 1.7. We also have the following:

**Lemma 3.6.** For any point $x_0 \in S^n$ and any $\epsilon > 0$, there exists $0 < u_0 \in C^\infty(S^n)$ such that

$$E_f[u_0] \leq R_\sigma \omega_n^\frac{2\sigma}{n}(1 + \epsilon) \frac{n-2\sigma}{n} f(x_0)^{-\frac{n-2\sigma}{n}}.$$

Moreover, we can choose $u_0$ to be invariant under the reflection upon a hyperplane passing through $x_0$ and the origin $0 \in \mathbb{R}^{n+1}$, and invariant under rotations with axis passing through $x_0$ and 0.

**Proof.** As the situation is unchanged after a rotation of $S^n$, we may assume that $x_0 = N = (0, \cdots, 0, 1)$ is the north pole. It follows from [29, Theorem 1.5] (see also [8] and [32]) that for any $\lambda > 0$,

$$v(z) := (N_\sigma R_\sigma 2^{2\sigma})^{\frac{n-2\sigma}{n}} \left(\frac{\lambda}{\lambda^2 + |z|^2}\right)^{\frac{n-2\sigma}{2}}$$

is a solution of

$$N_\sigma (-\Delta)^\sigma v = v^{n+2\sigma}$$

in $\mathbb{R}^n$, (3.24)

where $N_\sigma = 2^{1-2\sigma} \Gamma(1-\sigma)/\Gamma(\sigma)$. It is well known that (see (3.9) in [31] for example)

$$\int_{\mathbb{R}^n} v^{\frac{n}{n-2\sigma}} dz = (N_\sigma R_\sigma)^{\frac{n}{2\sigma}} 2^n \int_{\mathbb{R}^n} \left(\frac{\lambda}{\lambda^2 + |z|^2}\right)^n dz = (N_\sigma R_\sigma)^{\frac{n}{2\sigma}} \omega_n,$$

(3.25)

By (3.24) and (3.25), we have

$$\int_{\mathbb{R}^n} v(-\Delta)^\sigma v dz = \frac{1}{N_\sigma} \int_{\mathbb{R}^n} v^{\frac{n}{n-2\sigma}} dz = N_\sigma^{\frac{n-2\sigma}{n-2\sigma}} R_\sigma^\frac{n}{n} \omega_n.$$  

(3.26)

Now we define $u_0 : S^n \to \mathbb{R}$ by

$$v(z) = (\det d\Psi)^{\frac{n-2\sigma}{n}} u_0 \circ \Psi(z)$$

(3.27)

where $\Psi$ is defined as in (3.3). Then we compute

$$\int_{S^n} u_0 P_\sigma u_0 dV_{S^n} = \int_{\mathbb{R}^n} (\det d\Psi)(u_0 \circ \Psi)(P_\sigma(u_0)) \circ \Psi dz$$

$$= \int_{\mathbb{R}^n} (\det d\Psi)(\det d\Psi)^{-\frac{n-2\sigma}{n}} v (\det d\Psi)^{-\frac{n+2\sigma}{n}} (-\Delta)^\sigma v dz$$

(3.28)

$$= \int_{\mathbb{R}^n} v(-\Delta)^\sigma v dz = N_\sigma^{\frac{n-2\sigma}{2\sigma}} R_\sigma^\frac{n}{2\sigma} \omega_n,$$

where the second equality follows from (3.2) and (3.27), and the last equality follows from (3.26). Let $B_\delta(0)$ be the ball in $\mathbb{R}^n$ centered at the origin 0 with radius $\delta > 0$. For any $\epsilon > 0$, there exists a $\delta > 0$ such that

$$|f(\Psi(z)) - f(\Psi(0))| \leq \epsilon \quad \text{for all } z \in B_\delta(0).$$

(3.29)

On the other hand, it follows from (3.23) that

$$|v(z)| \leq C \left(\frac{\lambda}{\delta^2}\right)^{\frac{n-2\sigma}{2}} \quad \text{for all } z \in \mathbb{R}^n \setminus B_\delta(0),$$

(3.30)
for some constant $C$ independent of $z$. We estimate
\[
\int_{\mathbb{R}^n} f|u_0|^{\frac{2n}{n-s}} dV_{g_{\mathbb{R}^n}} = \int_{\mathbb{R}^n} f \circ \Psi(z)|u_0 \circ \Psi(z)|^{\frac{2n}{n-s}} (\det d\Psi) dz
\]
\[
= \int_{\mathbb{R}^n} f \circ \Psi(z)|v(z)|^{\frac{2n}{n-s}} dz
\]
\[
= \int_{\mathbb{R}^n} |v(z)|^{\frac{2n}{n-s}} \left( f(\Psi(z)) - f(\Psi(0)) \right) dz + f(\Psi(0)) \int_{\mathbb{R}^n} |v(z)|^{\frac{2n}{n-s}} dz
\]
\[
= \int_{B_\delta(0)} |v(z)|^{\frac{2n}{n-s}} \left( f(\Psi(z)) - f(\Psi(0)) \right) dz
\]
\[
+ \int_{\mathbb{R}^n \setminus B_\delta(0)} |v(z)|^{\frac{2n}{n-s}} \left( f(\Psi(z)) - f(\Psi(0)) \right) dz + f(N) \int_{\mathbb{R}^n} |v(z)|^{\frac{2n}{n-s}} dz
\]
\[
= O(\epsilon) + O \left( \left( \frac{\lambda}{\delta} \right)^{\frac{n-2}{n-s}} \right) + f(N)(N \sigma R \sigma)^{\frac{2n}{n-s}} \omega_n,
\]
where the second equality follows from (3.27), and the last equality follows from (3.26), (3.29) and (3.30). By first choosing $\delta > 0$ to be small enough so that $\epsilon > 0$ is small and then choosing a small $\lambda$ so that $\lambda/\delta^2$ to be small, we obtain from (3.28) and (3.31) that
\[
E_f[u_0] \leq \frac{R \sigma \omega_n^{\frac{2n}{n-s}}}{f(x_0)^{\frac{n-2}{n-s}}} + \epsilon.
\]

Note that it follows from (3.3), (3.23) and (3.27) that
\[
v(z) = (N \sigma R \sigma 2^{2\sigma})^{\frac{n-2}{4\sigma}} \left( \frac{\lambda}{\lambda^2 + |z|^2} \right)^{\frac{n-2}{2}} \left( 1 + \frac{|z|^2}{2} \right)^{\frac{n-2}{2}}.
\]
From (3.3), we have
\[
|z|^2 = \frac{1 - x_{n+1}}{1 + x_{n+1}}, \text{ where } x = (x_1, ..., x_n, x_{n+1}) \in S^n.
\]
Hence, $u_0$ defined in (3.27) depends on $x_{n+1}$ only. One can then verify the claimed symmetries directly. This proves the assertion.

Now we are ready to prove Theorem 1.7.

**Proof of Theorem 1.7.** As the situation is unchanged after a rotation, we can assume that
\[
S \in \mathcal{F} \text{ and } f(S) = \max_{\mathcal{F}} f
\]
where $S = (0, ..., 0, -1) \in S^n$ is the south pole. We claim that there is $\delta > 0$ such that
\[
f(S) \geq f(x_c) + \delta \text{ for any point } x_c \in \mathcal{F} \text{ with } \Delta g_{\mathbb{R}^n} f(x_c) \leq 0. \tag{3.33}
\]
If not, then there exists a sequence of points $x_{c_i} \in \mathcal{F}$ such that
\[
\lim_{i \to \infty} f(x_{c_i}) = f(S) = \max_{\mathcal{F}} f \text{ and } \Delta g_{\mathbb{R}^n} f(x_{c_i}) \leq 0. \tag{3.34}
\]
By passing to subsequence, we assume that $x_{c_i} \to x_m \in \mathcal{F}$ as $i \to \infty$. Hence, it follows from (3.34) that
\[
f(x_m) = \lim_{i \to \infty} f(x_{c_i}) = \max_{\mathcal{F}} f \text{ and } \Delta g_{\mathbb{R}^n} f(x_m) \leq 0, \tag{3.35}
\]
which contradicts (1.12). This proves (3.33).

It follows from (3.33) that
\[ f(S)^{-\frac{n-2}{n}} + \epsilon \leq f(x_c)^{-\frac{n-2}{n}} \text{ for } x_c \in F \text{ with } \Delta_{g^n} f(x_m) \leq 0, \]
where \( \epsilon > 0 \) is a small positive number. Let \( u_0 \) be the positive smooth function constructed in Lemma 3.6. We claim that, with this choice of initial data, we have \( L = 0 \) in Lemma 3.2. Suppose not, then it follows from Lemma 3.3 that \( L = 1 \). Let \( Q \) be the blow up point in Lemma 3.5.

We are going to show that \( Q \in F \). Suppose \( Q \not\in F \). There exists an isometry described in Assumption 1.1 or 1.2 such that
\[ \gamma(Q) \neq Q, \]
which implies that
\[ \max_{B_r(\gamma(Q))} u_k \leq C \text{ for all } k \gg 1 \]
whenever \( r \) is small enough, since \( \{u_k\} \) is uniformly bounded on any compact subsets of \( S^n \setminus \{Q\} \) by Lemma 3.2. But Lemma 3.1 implies that
\[ u_k(\gamma(x)) = \gamma(x), t_k = u(x,t_k) = u_k(x) \text{ for all } x \in S^n. \]
This together with (3.37) implies that \( \max_{B_r(Q)} u_k \) is uniformly bounded, which contradicts Lemma 3.5(i). This proves that \( Q \in F \).

Hence, by Lemma 3.5(i), \( Q \in F \) and \( \Delta_{g^n} f(Q) \leq 0 \). This together with (3.36) implies that
\[ f(S)^{-\frac{n-2}{n}} + \epsilon \leq f(Q)^{-\frac{n-2}{n}}. \]
Combining (3.38), Lemma 3.6 and Lemma 3.5(ii), we obtain
\[ E_f[u_0] \leq R^n_\omega \omega_n^{\frac{2\nu}{n}} (1 + \epsilon') \frac{n-2\nu}{n-2} f(S)^{-\frac{n-2}{n}} < R^n_\omega \omega_n^{\frac{2\nu}{n}} f(Q)^{-\frac{n-2\nu}{n}} = \lim_{t \to \infty} E_f[u(t)], \]
where the second inequality holds by choosing \( \epsilon' \) small enough, which contradicts (3.8).

Therefore, \( L = 0 \). Now Theorem 1.7 follows from Lemma 3.4. \( \square \)
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