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ABSTRACT

The question of whether asset price changes are predictable has long been the subject of many studies. Many studies, using historical returns based on random walk tests, have shown that stock return is not predictable. We study return predictability of the Tehran Exchange Price Index (TEPIX) based on monthly data from 2000 to 2011. For forecasting the return, we used a recursive estimation method in which the parameter estimates were updated recursively in light of new weekly observations, and also its regressors were changed recursively according to the Schwarz Bayesian Criterion. The results show that the daily stock returns are not predictable using publicly available information.
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1. INTRODUCTION

The question of whether asset price changes are predictable has long been the subject of many studies. There is an old joke among economists, about an economist walking the street with his mate. They saw a $100 bill on the ground, and as the mate reaches down to pick it up, the economist says, ‘Don’t bother, if it was a genuine $100 bill, someone would have already picked it up’. This funny example of economic logic conveys the concept of efficient markets hypothesis (EMH). A market is said to be informationally efficient, if prices in the market completely reflect all the available and relevant information. From this perspective, in an efficient market, price changes only because of the arrival of new information. But, because future information cannot be predicted, it is also impossible to forecast future price changes according to the information set available, so it is not possible to make economic profit using the available information (see Malkiel, 1992). The origins of the EMH can be found in the works of Fama and Samuelson and Roberts who had been working independently on the issue in the 1960s. It is generally accepted that there are three forms of efficiency depending on the information set \( \Omega_t \):

- **Weak form**: No investor can earn excess returns using historical prices.
- **Semi-strong form**: No investor can earn excess returns using historical prices and all publicly available information.
**Strong form:** No investor can earn excess returns using any information, including historical prices, publicly available information, and private or insider information.

This article reports the results related to testing the predictability of monthly return of the Tehran Exchange Price Index (TEPIX) from 2000:1 to 2011:12. It will be shown that the stock returns \( r_t \approx \log(p_t) - \log(p_{t-1}) \) are not predictable using publicly available information, so the last two forms of the market efficiency are not rejected.

The remainder of this paper is organized as follows: section 2 describes the methodology which was used for forecasting the returns. Section 3 presents the empirical results. Section 4 concludes.

2. METHODOLOGY

2.1. Proposed method for forecasting

Many articles estimate their forecasting model on the basis of the entire sample of available observations or on subsamples of the data, while in fact, traders can only have access to historical data, that is, they cannot estimate parameters based on the entire sample. In addition, the articles ignore the problem of “model uncertainty”, because they use a particular model for forecasting over time, while as time passes, more new information emerge, and the added information may help the trader to improve the forecasting model, so it is not reasonable to use a particular forecasting model with certainty over time. To deal with these two problems, at each point in time, we use only historical data to choose a model according to a model selection criterion, which in this article the criterion is \( R^2 \); then one-step-ahead forecasts are computed using the model. This method is done in three step as follows (see Pesaran and Timmermann, 1995, 2000; Amemiya, 1980; Bossaerts and Hillion, 1999):

1) In the first step, the forecasting model is determined: first, there is no additional regressor in the model, then the regressor that maximizes \( R^2 \) is added; then the regressor that leads to the largest increase in \( R^2 \) is inserted into the model; next each of the two regressors is compared individually with all the variables that are outside the model, and it is checked whether it is possible to increase \( R^2 \) by swapping each of the inserted variables with an “outside” variable or not, if it is possible, the “inside” variable is replaced by the “outside” variable; among all of the possible swaps, the swap that result in the largest increase in \( R^2 \) is done. After that, if it is possible to increase \( R^2 \) by inserting a third variable, the variable that leads to the largest increase in \( R^2 \) will be inserted into the model, and so on. This process continues until either it is not possible to increase \( R^2 \) more or there would not be any variable left to be inserted into the model, in addition it is necessary to mention that we decided to insert only the regressors which are all statistically significant at the 10% level.

2) After finding the forecasting model in the first step, one-step-ahead is forecasted by the model.

3) The next observation is added to the data set, and again steps 1 and 2 are repeated.

It is obvious that this method requires so many estimations, and we cannot supply the reader the results of the estimations; however, some of the main results are displayed graphically. The results are as follows:

- The recursively computed values of the correlation between the actual returns and the forecasted returns.
- The recursively computed values of the root mean square prediction error \( (RMSPE) \).
The directional accuracy of the forecasts (we made a series that takes the value of unity if the direction of change in the log price is forecasted correctly, and zero otherwise.

The importance of each regressor, which is identified by the number of times that the lags of the regressor are inserted in the selected model. The more the regressor is inserted, the more important it is in forecasting.

3. STATISTICAL TESTS

3.1. Non-parametric test of predictive performance

In this subsection and the next one, we explain two statistical tests which are used for assessing predictability. Pesaran and Timmermann (1992) proposed a test statistic whose focus is on the correct forecast of the direction of change in the variable under consideration.

This test is based on the portion of times that the direction of change in the variable is correctly forecasted. Let \( \hat{y} \) be the predictor of \( y \), \( p_y = \Pr(y_t > 0) \), \( \hat{p}_y = \Pr(\hat{y}_t > 0) \), and \( \hat{p} \) the portion of times that the sign of \( y_t \) is correctly forecasted. The test statistic is:

\[
PT = \frac{\hat{p} - \hat{p}_*}{\sqrt{\hat{v}(\hat{p}) - \hat{v}(\hat{p}_*)}} \sim N(0,1)
\]

where:

\[
\hat{p} = \frac{1}{n} \sum_{t=1}^{n} \text{Sign}(\hat{y}_t y_t), \quad \hat{p}_* = \hat{p}_y \hat{p}_y + (1 - \hat{p}_y)(1 - \hat{p}_y),
\]

\[
\hat{v}(\hat{p}) = \frac{1}{n} \hat{p}_*(1 - \hat{p}_*), \quad \hat{v}(\hat{p}_*) = \frac{1}{n} (2\hat{p}_y - 1)^2 \hat{p}_y (1 - \hat{p}_y) + \frac{1}{n} (2\hat{\hat{p}}_y - 1)^2 \hat{\hat{p}}_y (1 - \hat{\hat{p}}_y) + 4 \frac{1}{n^2} \hat{p}_y \hat{p}_y (1 - \hat{p}_y)(1 - \hat{\hat{p}}_y)
\]

The null hypothesis of the test is that \( y_t \) and \( \hat{y}_t \) are distributed independently, in other words, \( \hat{y}_t \) has no power in forecasting \( y_t \). The 95% and 99% critical values are 1.64 and 2.33 respectively.

3.2. Testing for zero correlation between the forecasted values and the actual values

In fact, correlation coefficient between the actual returns \( r \) and the forecasted returns \( \hat{r} \) shows the fit of the forecasting model. To test whether the correlation coefficient is statistically zero or not, the following statistics is used:

\[
t = \frac{\hat{\rho}}{\sqrt{\frac{1 - r^2}{n - 2}}}
\]

where \( \hat{\rho} \) is the correlation coefficient between \( r \) and \( \hat{r} \). Under the null hypothesis of \( \rho = 0 \), \( t \) has a student’s distribution with \( n-2 \) degrees of freedom (see Chiang, 2003, p. 291-292).
4. **EMPIRICAL RESULTS**

To see whether the stock returns are predictable using publicly available information or not, we used monthly observations on Tehran Exchange Price Index (TEPIX) and some relevant economic variables from 2000:1 to 2011:12. The first forecast of each return was computed in 2008:1 and the observations before this date were used as a preliminary “training” period for estimation.

The economic variables which were used for computing multiple-step-ahead forecasts of the stock returns, consistent with the approach of many other studies, include money supply, gold price in domestic currency, exchange rate (Iranian Rial to US Dollar Rate, IRR/USD), Iran oil revenues and non-oil trade balance obtained from various issues of the bulletins published by the Central Bank of Iran. All variables except trade balance are transformed as growth rate or log differenced. Trade balance is defined as log(Import/non oil export). Lag length is specified by Schwarz Bayesian Criterion (SBC)

As it can be seen in Table 1, all Pesaran-Timmermann (PT) test statistics are below 2.33, the 99% critical value for a one sided test. In other words, the returns are not predictable at conventional levels. In addition, all sample correlation coefficients between \( r \) and \( \hat{r} \) are statistically insignificant at conventional levels. The last column shows the proportion of times the sign of the returns is not correctly predicted.

| Exchange rate     | PT  | p-value of the PT test statistic | Correlation coefficient | p-value for the null of zero correlation | proportion of correct signs % |
|-------------------|-----|----------------------------------|-------------------------|------------------------------------------|-----------------------------|
| One-step ahead    | 1.29| 0.21                             | 0.12                    | 0.38                                     | 51.5%                       |
| two-step ahead    | 1.10| 0.34                             | 0.11                    | 0.42                                     | 42.2%                       |
| three-step ahead  | 0.98| 0.44                             | 0.10                    | 0.63                                     | 41.1%                       |
| four-step ahead   | 0.91| 0.50                             | 0.08                    | 0.66                                     | 40.4%                       |
| five-step ahead   | 0.94| 0.48                             | 0.09                    | 0.59                                     | 43.4%                       |

5. **CONCLUSION**

In this article, we examined predictability of monthly stock return of Tehran Exchange Price Index (TEPIX) based on monthly data from 2000:1 to 2011:12 using publicly available information on some relevant economic variables including money supply, gold price, exchange rate (IRR/USD), oil revenues and non-oil trade balance. The multi-step-ahead forecasts of the returns of the exchange rates were computed using publicly available information by a recursive estimation method in which the parameter estimates were updated recursively in light of new monthly observations, and also its regressors were changed recursively according to the SBC criterion. Then predictability was tested using a nonparametric test of predictive performance which has been proposed by Pesaran and Timmermann in 1992. The results showed that the returns are not predictable.
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