Research Article

Missing Data Interpolation of Alzheimer’s Disease Based on Column-by-Column Mixed Mode
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Research on clinical data sets of Alzheimer’s disease can predict and develop early intervention treatment. Missing data is a common problem in medical research. Failure to deal with more missing data will reduce the efficiency of the test, resulting in information loss and result bias. To address these issues, this paper designs and implements the missing data interpolation method of mixed interpolation according to columns by combining the four methods of mean interpolation, regression interpolation, support vector machine (SVM) interpolation, and multiple interpolation. By comparing the effects of the mixed interpolation method with the above four interpolation methods and giving the comparison results, the experiment shows that the results of the mixed interpolation method under different data missing rates have better performance in terms of root mean square error (RMSE), mean absolute error (MSE), and error rate, which proves the effectiveness of the interpolation mechanism. The characteristics of different variables might lead to different interpolation strategy choices, and column-by-column mixed interpolation can dynamically select the best method according to the difference of features. To a certain extent, it selects the best method suitable for each feature and improves the interpolation effect of the data set as a whole, which is beneficial to the clinical study of Alzheimer’s disease. In addition, in the processing of missing data, a combination of deletion method and interpolation method is adopted with reference to expert knowledge. Compared with the direct interpolation method, the data set obtained by this method is more accurate.

1. Introduction

Alzheimer’s disease (AD) is a high-incidence and irreversible progressive central nervous degenerative disease, mainly occurring in the elderly over 65 years old, with insidious onset and unknown cause [1]. The disease early major clinical manifestations of memory impairment, cognitive dysfunction, and mental damage, with the passage of time, will gradually deteriorate, as well as the final performance for mental health and memory loss, language, and action, such as capacity [2]. This seriously influences old people’s physical and mental health and life, work, and social life, causing a heavy burden to family and society. According to relevant research reports, the number of AD patients in the world is expected to reach 132 million by 2050, with an average of one in 85 people suffering from AD [3]. China is the country with the largest population in the world, and the number of the elderly is close to 300 million. The prevalence of the elderly over 65 years old is 5%, and the prevalence of the elderly over 85 years old is 20%, so the country is facing a severe challenge of AD [4]. Therefore, the research on the auxiliary diagnosis and disease prediction of AD is increasingly important.

With the application of machine learning in the medical field and the further development of related research, the research on computer-aided diagnosis models has attracted wide attention and achieved remarkable results [5–7].
However, due to the complexity of clinical data, there are relatively few achievements that can be applied in clinical practice and can provide effective assistance for clinical medical experts in disease diagnosis [8]. The current research on Alzheimer’s disease mostly adopts data sets with complete and high accuracy, without paying attention to the complexity and incompleteness of clinical data. Therefore, considering the actual clinical data, it is of great significance to establish the auxiliary diagnosis system from the data preprocessing.

Missing value refers to the loss of data content caused by human negligence, machine failure, and lack of data sources in the process of data collection and collation, resulting in the incomplete data set, as shown in Figure 1. Data missing exists in all walks of life, such as clinical and medical data collection, report data statistics, and experimental data recording [9], while the direct use of data with missing data for data mining will affect the modeling results or even lead to errors. In addition, most of the current data mining algorithms cannot be directly applied to data sets containing missing data and have strong sensitivity to the proportion of missing data in data sets. Missing data processing is a very important step to achieve the integrity of data needed in data mining, so as to improve the quality of data and meet the needs of mining.

Reasonable processing of the missing data in the data set can effectively improve the data quality and improve the accuracy of subsequent modeling. At present, there are three main processing methods for missing data: deletion method, ignorance method, and interpolation method.

Taking the AD data set as the research goal, this paper uses different methods to interpolate different features, selects the most appropriate method, and combines this method with the direct deletion method to deal with the missing data. This method makes up for the shortcomings of single processing method and single interpolation method, makes the complete data obtained with higher accuracy, and preserves the integrity of the data to the maximum extent.

The paper is structured as follows. Section 2 describes the research status of missing data processing. Section 3 introduces the relevant technologies of missing data interpolation and the process of column-by-column mixed interpolation. Section 4 carries out missing value processing for data sets with different miss rates and analyzes the interpolation results according to RMSE and MSE. Section 5 gives the conclusion and the works in the future.

2. Literature Review

With the popularization and application of data mining in various industries, data preprocessing technology has been widely concerned by scholars from all walks of life at home and abroad, and its related technologies have also been rapidly developed.

There are two main processing methods for missing data: deleting data containing missing data and interpolating missing data [10]. The deletion method is to delete the instance sample data that contains missing data in the data set to obtain the remaining complete data set for subsequent analysis. This method is simple and feasible, but its advantages and disadvantages are quite obvious. When the proportion of missing data is small, especially when a data sample contains multiple missing data, the overall impact of deleting data containing missing data is small. However, it may also lead to sample imbalance and loss of important data information. With the increase of the proportion of missing data, after the deletion of missing data, the remaining data will be difficult to reflect the true information, especially in the case of nonrandom missing data [11]. Therefore, the current research on missing data mainly focuses on interpolation.

Data mining is the most commonly used method to fill in the missing data in the row data set. The filling idea of this kind of method is to mine useful relevant information from the current data set, establish a model according to the mined information, and then predict and estimate the final value of missing data through this model [12]. The study in [13] improved the SNI algorithm on the basis of KNN algorithm, and its accuracy in filling experiments of mixed data sets was better than that of KNN algorithm. At the same time, the authors also proposed a new filling method NIIA, which is an iterative assignment scheme. The missing data is continuously assigned iteratively, and all the missing data are successively filled until convergence. Although this method has a high final filling accuracy, its speed is very slow, and it is difficult to apply to large data sets.

In literature [14], six different methods of mean, k-nearest neighbor (KNN), fuzzy k-means (FKM), singular value decomposition (SVD), Bayesian principal component analysis (BPCA), and chain equation multiple normalization (Mice) were compared under the hypothesis of complete random deletion, and Bayesian principal component analysis and fuzzy k-means interpolation were considered to have better effects. The study in [15], based on longitudinal data with “no person data” methods, “baseline data + other covariates” methods, “before data only” methods, and “before and after data” methods, estimated a missing value, using the root mean square error, the average absolute deviation, and deviation and relative variance as the evaluation standards for comparing four interpolation methods. The study in [16] used Naive Bayes and multiple interpolation to process the lost data of Alzheimer’s disease cost analysis, adjusted the estimation rules by taking advantage of the missing information, and improved the use of single estimation technology, so as to obtain a more accurate cost estimate. The study in [17] proposed a data-driven missing value estimation method, which estimated the missing value for each feature using five methods, including global mean/mode, age-based mean/model, previous observation carried forward, previous and next observation combined, and the k-nearest neighbors. The best estimation method was selected according to the features, and interpolation results were evaluated under independent classifier and dependent classifier. The above literature mainly selects the appropriate interpolation method through the comparison of multiple interpolation methods. The above missing value interpolation methods are all the applications of the original methods. Some methods are only applicable to longitudinal data and
are not applicable to the missing value interpolation of mixed data.

Based on literature [18], a principal component analysis method, the balance in the building variant dimension when all the influence of continuous variables and classification for the missing value prediction is based on the similarity between the individual and the relationship between the variables, the method in classification of variable assignment and highly linear relationship between continuous variables showed better performance. In literature [19], a new method based on correlation maximization is used to estimate missing data. Firstly, a base set is selected from the complete examples, and then the base set and other complete examples are used to generate data segments with strong correlation. Finally, a linear model is applied to the discovered data segments to calculate each missing value. The study in [20] inputs numbers and classifies missing values by making educated guesses based on records similar to those with missing values. When identifying a group of similar records and making guesses based on this group, a fuzzy clustering method and a new fuzzy expectation maximization algorithm are applied. Literature [21] proposed four different methods combining case selection and missing value estimation and compared them in data classification. The study in [22] studied a layered missing value estimation method based on the related $k$ neighbor and chose the nearest neighbor when considering the relation, according to the number of missing values in each record in turn input incomplete records, in the process of reduction, full records by computing the correlation coefficient, which will update relevant record and reduction of the complete merger coefficient. With the improvement of data utilization, attributes are more accurately associated, making it more appropriate to select the nearest neighbor. The study in [23] proposed a missing data interpolation scheme combining evolutionary computing technology for the first time, and this scheme showed different effects for combining different algorithms. The above literatures all adopt a single missing value estimation method to interpolate the missing data, and the above missing data interpolation algorithms and schemes all regard all features of the data set as a whole, without considering the differences among features in the interpolation process.

In recent years, the missing value interpolation technology has been applied in various fields. In literature [24], based on the long-term monitoring data of the steel structure of the Hangzhou Olympic Center Stadium, the correlation between the stress change of the measuring points is studied, and an interpolation method of the missing stress data is proposed. Data of daytime and nighttime are fitted separately for interpolation. The study in [25] introduces the soft sensor for industrial process monitoring, control, and optimization. Before it is applied to engineering systems, signal (energy) transformation and data sampling are usually required, and the sampled data need to be processed. The study in [26] developed a key performance indicator oriented fault detection Toolbox (DB-Kit) based on MATLAB toolbox data and provided the evaluation results of defects in the data set for the prediction and diagnosis system of key performance indicators. In literature [27], a novel ST-correlated proximate missing data imputation model was proposed to analyze the missing values of IoT data. The above literatures all deal with the missing values in different scenarios. The study in [28] proposed a novel latent representation learning method for multimodality based AD diagnosis; they not only use samples with complete multimodality data to learn a common latent representation, but also use samples with incomplete multimodality data to learn a common latent representation, but also use samples with incomplete multimodality data to learn independent modality-specific latent representations. The study in [29] proposed an Auto-Encoder-based Multi-View missing data Completion framework (AEMVC) to learn common representations for AD diagnosis. This method firstly maps the original complete view to a latent space using an autoencoder network framework. Then, the latent representations measuring statistical dependence learned from the complete view are used to complement the kernel matrix of the incomplete view in the kernel space. The study in [30] proposes a complete unified “two-level” learning model for multisource data and extends it to incomplete data, which avoids estimation of missing data and provides superior performance. The study in [31] proposes a view-aligned hypergraph learning (VAHL) method to explicitly simulate
the consistency between views. Raw data is divided into several views according to possible pattern combinations, and the hypergraph building process based on sparse representation is carried out in each view, and each view corresponds to a specific pattern or a combination of several patterns. The study in [32] presented a Complete Multimodality Latent Space (CMLS) learning model for complete multimodality data and also an Incomplete Multimodality Latent Space (IMLS) learning model for incomplete multimodality data. Literature [33] proposed a high-order Laplacian regularized low-rank representation framework for brain disease diagnosis based on incomplete multimodal neural images, using a mixed antagonistic network to estimate missing PET images according to corresponding MRI scans. The above literature used different methods to deal with the missing values of the clinical data of Alzheimer’s disease. However, the single methods can cause a variety of problems, such as reducing the difference of data changes, making partial interpolation results extreme value and the convergence rate slow, and if the partial missing values in the prediction model are unrelated of other attribute values, the prediction results are meaningless.

The study in [36] proposed a new regression calculation method, GP-KNN, which is a hybrid method. It adopts two concepts of genetic programming reduction (GPR) and k-nearest neighbor (KNN). GP-KNN considers both feature and case correlation. On the basis of artificial neural network, the study in [37] proposed a single value assignment method of multilayer perceptrons trained by different learning rules, and a multivalue assignment method based on the combination of multilayer perceptrons and K-nearest neighbor. Among them, the K-nearest neighbor algorithm is an interpolation method based on distance calculation. The accuracy of this algorithm is very high, but its shortcomings are also obvious. When missing data accounts for a large proportion of the total data, its filling accuracy will be greatly reduced. In this study, a new column-by-column mixed interpolation method based on data-driven is proposed. First of all, different interpolation methods are used to estimate the missing value of each feature of the data set, and the interpolation methods of each feature are sorted according to the average error, and then the interpolation method with the minimum error is selected as the most appropriate interpolation method.

3. Missing Data Interpolation

The existing interpolation methods for missing data are mainly divided into single interpolation and multiple interpolation, in which the single difference interpolation includes mean interpolation, maximum expectation interpolation, regression interpolation, and decision tree interpolation. There are three main methods of multiple interpolation: regression prediction method, propensity score method, and MCMC. Since the deletion mode of Alzheimer’s disease data is arbitrary deletion, this paper adopts MCMC multiple interpolation method and three common single interpolation methods of high accuracy mean interpolation, multiple linear regression interpolation, and support vector machine interpolation to form a new interpolation method.

3.1. Related Technologies

3.1.1. Mean Interpolation. Mean interpolation is to replace the missing data with the mean value of the valid values of the feature attribute, where the missing data is located. The mean interpolation method is calculated as follows:

$$\bar{y} = \frac{1}{n} \sum_{i=1}^{n} \lambda_i y_i,$$

where $n_i$ is the number of samples of data, $\lambda_i$ is whether the $i$ sample has a value in this attribute, 1 represents the existence, and 0 represents the nonexistence.

The interpolation results of some characteristic attributes obtained by this method are consistent, which will lead to sample distortion, so layered mean interpolation is commonly used. Hierarchical interpolation refers to stratifying the data set according to the attributes of variables before interpolation and then interpolating the mean value of the samples of each layer:

$$\bar{y} = \frac{1}{H} \sum_{h=1}^{H} \left[ \frac{1}{n_h} \sum_{i=1}^{n_h} \left( \lambda_i y_i + (1 - \lambda_i) \bar{y}_{1h} \right) \right] = \frac{1}{n} \sum_{h=1}^{H} n_h \bar{y}_{1h},$$

wherein $H$ is the number of layers of data, $n_h$ represents the number of samples contained in the $h$ layer, and $\bar{y}_{1h}$ represents the mean value of samples containing real values for an attribute in the $h$ layer.

3.1.2. Regression Interpolation. The interpolation of missing data by regression method takes the feature attribute of missing data as the dependent variable and other feature attributes in the data set as the independent variable, establishes a regression model by using the relationship between independent variables and dependent variables, and uses the model to predict the missing data so as to complete the interpolation of missing data. Its interpolation value is calculated as follows:

$$y_k = \alpha_0 + \sum_{i=1}^{m} \alpha_i x_{ki},$$

where $y_k$ is the prediction result of the $k$ missing data, $\alpha_i$ is the regression coefficient of the model, and $x_i$ is the auxiliary variable. According to the formula, when the auxiliary variable $x_i$ is the same, the prediction interpolation result is the same as the mean interpolation; that is, the predicted value of all the missing data is the same. Therefore, during
regression interpolation, it is necessary to construct a random residual term and add the predicted results to form the final interpolation value, so as to avoid sample distortion. Take equation (3) as follows:

\[ \overline{Y}_k = \alpha_0 + \sum_{i=1}^{m} \alpha_i x_{ki} + e_i, \]

where \( e_i \) represents the residuals of the constructed data set.

3.1.3. Multiple Interpolation. Multiple interpolation is a missing data interpolation method based on repeated simulation thought first proposed by Rubin in 1978 [38]. The idea is derived from Bayesian inference, which includes simulation thought first proposed by Rubin in 1978 [38]. The distribution of the missing data replaces each missing data, and then \( m \) complete data sets are constructed according to the interpolation vector. The \( m \) data sets obtained are analyzed according to the statistical standard. Finally, the overall evaluation of the analysis results was carried out to obtain the final estimate of the target variable. In summary, the multiple interpolation method mainly includes three steps: missing data interpolation, overall analysis, and evaluation and merger.

Multiple interpolation can maintain the relationship between the variables of the original data set well and can provide a lot of possible information for the uncertainty of the estimated results.

Let us say that \( Y \) is the \( nm \) matrix with \( m \) variables. The existing data part in \( Y \) is \( Y_o \) and the missing part is \( Y_m \), then \( Y = (Y_o, Y_m) \), and \( Y \) obeys the dimensional normal distribution \( \mu = (\mu_1, \mu_2, ..., \mu_m), \epsilon = (\delta_{jm}) \). The interpolation method is as follows:

1. Select a vector arbitrarily \( \theta^* \) from the parameter vectors \( \theta \) to be estimated.
2. \( Y^*i(m) \) in the conditional distribution \( P(Y^*i(m)/Y^*i(o), \theta^*) \).
3. Assuming that the parameter to be estimated is \( \alpha \), then \( \alpha = \alpha(Y) = \alpha(Y_o, Y^*m) \) can be obtained from the constructed complete data set \( \theta \). The variance between the interpolations is \( U = \text{var}(\alpha) \).
4. Repeat the above three steps \( M \) times to get \( a(j), U(j) \), where \( j = 1, 2, 3..., m \). Integrating the above analysis and derivation results, the estimated value of multiple interpolation parameter \( \alpha \), interpolation internal variance, inter-interpolation variance, and total variance can be obtained, as shown in the following formulas, respectively:

\[ \overline{\alpha} = \frac{1}{M} \sum_{j=1}^{m} \alpha(j), \]

\[ U_1 = \frac{1}{M} \sum_{j=1}^{m} U(j), \]

\[ U_2 = \frac{1}{M-1} \sum_{j=1}^{m} (a(j) - \overline{\alpha})(a(j) - \overline{\alpha})^T, \]

\[ U_T = U_1 + \left(1 + \frac{1}{M}\right)U_2. \]

(5) \( P(0) = (a(j) - \overline{\alpha})^TU^{-1/2}(a(j) - \overline{\alpha}) \): if the missing data of parameter \( \alpha \) contains the same information, then the distribution of \( P_0 \) is close to the distribution of \( F \). The 95% confidence interval estimation of parameter \( \alpha \) approximates the t-distribution. The parameters are expressed as follows:

\[ d = (M - 1) \left[ 1 + \frac{U_1}{1 + M^{-1}U_2} \right]^2. \]

(6) The estimation \( \lambda \) of the missing information of parameter \( \alpha \) can be obtained:

\[ \lambda = \frac{y + 2/(d + 3)}{y + 1}, \]

where \( y = (1 + 1/M)U_2/U_1 \).

3.1.4. Support Vector Machine Interpolation. Support Vector Machine (SVM) is a classification method based on statistical learning and minimal structural risk theory. The application idea of interpolation and missing data is similar to SVM function [39]. For the linear regression problem, the data set is firstly obtained from the data set, and then the model is trained and learned. The data is fitted by the method of linear regression, and the final regression function is obtained after error fitting and conditional constraints:

\[ f(x) = \sum_{i=1}^{n} (\alpha_i^* - \alpha_i)(x_i \cdot x) + b^*. \]

\( \alpha_i \) is the Lagrange factor. Finally, the data set \( D_{miss} \) containing missing data is brought into the trained model to predict the final interpolation result.

3.2. Missing Data Interpolation. Starting from each feature of the data set, this paper realizes the interpolation of each feature one by one and puts forward the method of mixed interpolation according to column. The flow chart is shown in Figure 2:

(i) Starting from the data set containing missing data in practical application, record the feature \( R \) containing missing data from the data set \( R \) containing missing data, and sort \( R_1, R_2, R_3, \ldots \) in an ascending order according to the amount of missing data.
On the basis of column-by-column mixed interpolation method, this paper puts forward a missing data processing flow for AD data by combining the direct deletion method of missing data and the expert knowledge in the field of Alzheimer's disease medicine, as shown in Figure 3:

(i) First, the missing rate of each sample data in the data set containing missing data is counted, and then some sample variables are deleted according to the set threshold of missing rate of sample data.

(ii) On the basis of deleting some sample variables, the data missing rate of each characteristic variable is counted, and the characteristic variable to be deleted is selected according to the threshold value of missing rate of the characteristic variable set.

(iii) On the basis of selecting feature variables to be deleted, some feature variables are deleted according to the opinions of experts.

(iv) On the basis of deleting some sample variables and characteristic variables, interpolation of missing data is carried out to obtain a complete data set.

4. Experimental Analysis

4.1. Missing Data Processing. The data source used in this experiment was the ADNIMERGE data set from ANDI database [40]. A total of 15 related features were extracted from the complete data set, including DX, AGE, ADAS13, MMSE, Rimmed, R.learn, R.p.forget, LDEL, FAQ, Hippo, WBrain, Entorhinal, MidTemp, MOCA, and TAU. A total of 11087 sample data were included. The extracted complete ADNIMERGE data set was randomly divided into 90% training data and 10% test data.

Existing research results show that when the data missing rate of the data set is higher than 60%, the utilization value of the data set is basically zero, and no matter what processing method is adopted at this time; it is useless. Therefore, the loss rate will be 50% of the data, as a general data processing data set is missing rate limit, and the data loss rate of 30% or more, after processing accuracy of the data set, will be a serious decline; on this basis, this article under the lack of random model constructed, respectively, missing data at a rate of 5%, 10%, 20%, 30%, and 40%, the lack of data collection, and lack of experimental analysis in different rates under the effect of different interpolation methods.

4.2. Comparison of Interpolation Methods with 5% Data Missing Rate. According to the characteristic variables in the complete data set, a missing data set containing 5% of the missing data is generated. Figure 4 shows the distribution of the missing data in the missing data set.

As shown in Figure 4, the left part is the proportion of missing data contained in each feature in the total sample. It can be seen from the figure that the missing rate of each feature variable is about 5%, indicating that the missing data is distributed randomly and approximately uniformly among all the feature variables. In the right half, green
interpolation is the lowest, but the deviation range of the interpolation results and the middle line is respectively, represent the maximum and minimum under 5% data loss rate, and the box line distribution from 50 experiments with five interpolation methods.

In Table 3, when the miss rate is 10% and 20%, the MAE value of the results obtained by mean interpolation and multiple interpolation are low, while those of the other three methods are high; that is, the interpolation results are poor.

Considering the interpolation effects of the five interpolation methods on qualitative and quantitative data, when the data missing rate is 5%, the interpolation results are more accurate.

4.3. Comparison of Interpolation Methods at 10%, 20%, 30%, and 40% Data Missing Rates. On the complete data set, missing data sets with missing rates of 10%, 20%, 30%, and 40% are generated, respectively. As shown in Figure 7, missing data distribution diagrams of data sets with different missing rates are, respectively, generated. According to the figure, there is no obvious feature dependence among the missing data, and the data missing rate of each feature is approximately the overall missing rate of the data set; that is, the missing data is randomly and approximately evenly distributed among the data features of 16 independent variables.

Five interpolation methods are used to interpolate the missing data for four data sets with different data missing rates. MAE value, RMSE value, and miss-division rate of the interpolation results are shown in Tables 3–5, respectively. According to the data in Table 3, when the miss rate is 10% and 20%, the MAE value of the results obtained by regression interpolation, support vector machine interpolation, and mixed interpolation is significantly lower than that obtained by mean interpolation and multiple interpolation, indicating that the better the interpolation effect is. The MAE value of the mixed interpolation method is slightly lower than that of the regression interpolation method and the support vector machine interpolation method, which indicates that the mixed interpolation method has the highest absolute accuracy. When the data missing rate is 30%, the MAE value of the mixed interpolation method is significantly lower than that of the other four methods; that is, the absolute accuracy of the interpolation results is the highest. When the data missing rate reaches 40%, the MAE value of mixed interpolation and multiple interpolation is lower than that of the other three interpolation methods, and the MAE value of mixed interpolation is slightly lower than

(Figure 6 is the box-line distribution diagram of RMSE value corresponding to Figure 5. As can be seen from the figure, the box height of multiple interpolation method is the smallest, which represents the lowest degree of dispersion of interpolation results and the most stable, but its RMSE value is high. Among them, the RMSE value of the mixed interpolation result is the lowest, and the relative addition of the box height is lower; that is, the interpolation effect of this method is optimal.

Table 2 shows the misclassification rates of the five interpolation methods on the results of the interpolation of qualitative variables. When the miss rate is 5%, the misclassification rates of multiple interpolation and mixed interpolation are low, while those of the other three methods are high; that is, the interpolation results are poor.

Considering the interpolation effects of the five interpolation methods on qualitative data and quantitative data, the absolute accuracy of the interpolation results is the highest. Among them, the RMSE value of the mixed interpolation is relatively smaller; that is, the interpolation results are more accurate.
that of multiple interpolation, but it is not significant. Combined with the above results, when the data missing rate is no more than 40%, the absolute accuracy of the interpolation results obtained by the mixed interpolation method is higher than that of the other methods; that is, the interpolation results are the most accurate.

Table 4 shows the RMSE values of the interpolation results obtained by five interpolation methods under different data loss rates corresponding to Table 3. The data in the table show that, under the same data loss rate, the mixed interpolation method is better than the other four methods. The results show that the discretization between the interpolation results and the real data is the lowest, and the interpolation effect is the best.

Table 5 is five interpolation methods under different data loss rate on qualitative variable interpolation results fault rate, and it can be seen that the mixed interpolation method in missing data is at a rate of 10%, 20%, 30%, and 40%, and the mixed interpolation method of interpolation results for fault points rate compared with other four ways has a certain degree of decline; it shows that, in the inserted by loss of qualitative variables missing data in data collection, the mixed interpolation method of interpolation effect is the best.

4.4. Change and Comparison of the Interpolation Methods under Different Data Missing Rates. As shown in Figure 8 for five kinds of interpolation methods in the interpolation results under different data loss rate of MAE value, the data loss rate is low (5%), and that of the mean value interpolation method and the mixed interpolation method of
Table 2: Error rate of five interpolation methods under 5% data missing rate.

| Evaluation | Mean value interpolation | Regression interpolation | SVM interpolation | Multiple interpolation | Mixed interpolation |
|------------|---------------------------|--------------------------|-------------------|------------------------|---------------------|
| Error rate | 31.37                     | 32.56                    | 31.24             | 29.57                  | 28.49               |

Figure 5: Boxplot of MAE values of five interpolation methods under 5% data miss rate.

Figure 6: Boxplot of RMSE values of five interpolation methods under 5% data miss rate.
Figure 7: Continued.
Figure 7: Continued.
Figure 7: Continued.
interpolation results of absolute error is minimum. However, as the data loss rate rises, the error of the mean value interpolation method obviously rises and is completely higher than that of the other four kinds of interpolation methods. However, the MAE value of mixed interpolation method is lower than that of the other four methods at

![Histogram of missing data](image)

**Figure 7:** Missing data distribution under different data missing rates. (a) 10% data missing rates. (b) 20% data missing rates. (c) 30% data missing rates. (d) 40% data missing rates.

**Table 3:** MAE values of the results of the five interpolation methods under different miss rates.

| Data missing rate (%) | Mean value interpolation | Regression interpolation | SVM interpolation | Multiple interpolation | Mixed interpolation |
|-----------------------|--------------------------|--------------------------|-------------------|------------------------|---------------------|
| 10                    | 0.668                   | 0.649                   | 0.641             | 0.662                  | 0.632               |
| 20                    | 0.692                   | 0.656                   | 0.649             | 0.676                  | 0.643               |
| 30                    | 0.721                   | 0.682                   | 0.679             | 0.685                  | 0.661               |
| 40                    | 0.787                   | 0.732                   | 0.711             | 0.704                  | 0.691               |

**Table 4:** RMSE values of the results of the five interpolation methods under different miss rates.

| Data missing rate (%) | Mean value interpolation | Regression interpolation | SVM interpolation | Multiple interpolation | Mixed interpolation |
|-----------------------|--------------------------|--------------------------|-------------------|------------------------|---------------------|
| 10                    | 0.697                   | 0.679                   | 0.668             | 0.671                  | 0.661               |
| 20                    | 0.752                   | 0.708                   | 0.697             | 0.696                  | 0.683               |
| 30                    | 0.791                   | 0.746                   | 0.721             | 0.714                  | 0.701               |
| 40                    | 0.869                   | 0.812                   | 0.784             | 0.776                  | 0.758               |
different data missing rates, and from 5% to about 30%, the advantages of this method gradually increase compared with the other four methods. When the data missing rate reaches 40%, the advantages of this method decrease, but the MAE is still lower than that of the other methods.

Table 5: Error rates of interpolation results of five interpolation methods under different data miss rates.

| Data missing rate (%) | Mean value interpolation | Regression interpolation | SVM interpolation | Multiple interpolation | Mixed interpolation |
|-----------------------|--------------------------|--------------------------|-------------------|------------------------|---------------------|
| 10                    | 32.58                    | 33.49                    | 31.34             | 31.38                  | 30.32               |
| 20                    | 35.92                    | 35.78                    | 33.74             | 34.82                  | 33.57               |
| 30                    | 39.44                    | 37.43                    | 36.91             | 36.01                  | 35.21               |
| 40                    | 46.83                    | 42.37                    | 40.16             | 38.15                  | 37.16               |

Figure 8: MAE values of the five interpolation methods under different data miss rates.

Figure 9: RMSE values of the five interpolation methods under different data miss rates.

Figure 10: Error rate of five interpolation methods under different data missing rates.

Figure 9 shows the RMSE values of the interpolation results of five interpolation methods under different data loss rates. When the data loss rate is about 30% or less, the interpolation method of RMSE value basically presents the increasing trend with the increase of loss rate, and that of the support vector machine (SVM) interpolation method and the mixed interpolation method of overall RMSE value is lower than the other way, but the change of RMSE value of mixed interpolation method tends to be more stable.

Figure 10 shows the error rate of five interpolation methods for the results of missing data interpolation of qualitative variables under different data loss rates. The result of the mixed interpolation method of overall error rate is lower than the other way. In the range of 5% to 40% data missing rate, the error rate of the mixed interpolation method for qualitative variables is basically less than or equal to the minimum value of the other four methods under the data missing rate, which proves that this method is the best to fill the missing data of qualitative variables.

5. Conclusions and Future Work

Firstly, a mixed interpolation mechanism based on mean interpolation, regression interpolation, support vector machine (SVM) interpolation, and multiple interpolation is proposed, and the interpolation effects under different data loss rates are compared with the four interpolation methods.
Experiments show that the mixed interpolation by column can improve the accuracy of interpolation results effectively. Secondly, a more reasonable missing data processing method is formed on the basis of the proposed mixed interpolation mechanism by column and the missing data deletion method.

For the missing data in the data set, this paper proposes a mixed interpolation mechanism based on feature differences. In this interpolation mechanism, the effective mean interpolation, regression interpolation, support vector machine (SVM) interpolation, and mixed interpolation are selected as the basic methods. Before the interpolation of missing data, each feature containing missing data is simulated, and the optimal method in the corresponding state is selected to complete the missing data interpolation. In this paper, the accuracy of the interpolation results obtained by this interpolation mechanism under different data missing rates is analyzed. The experimental results show that, within a certain range, the interpolation results obtained by this interpolation mechanism are superior to other interpolation methods, and the higher the data missing rate is, the more obvious the advantage is. In addition, the deletion method and interpolation method of missing data are combined in this paper, and the constraint of expert knowledge is added to make the data more accurate and scientific.

There is still much work to be done in the processing of missing data: (1) take the nonrandom missing model of data into account in future learning and research; (2) consider studying the same longitudinal data of Alzheimer’s disease over a period of time; (3) consider the impact of more basic interpolation methods on column-by-column mixed interpolation method. We will further study the processing mechanism of missing value of Alzheimer’s disease data to provide more accurate help for clinical diagnosis.
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