CONVERGENCE OF A TIME DISCRETE SCHEME FOR A CHEMOTAXIS-CONSUMPTION MODEL

FRANCISCO GUILLÉN-GONZÁLEZ† AND ANDRÉ LUIZ CORRÊA VIANNA FILHO†

Abstract. In the present work we propose and study a time discrete scheme for the following chemotaxis-consumption model (for any $s \geq 1$),
\[
\partial_t u - \Delta u = -\nabla \cdot (u \nabla v), \quad \partial_t v - \Delta v = -u^s v \quad \text{in } (0, T) \times \Omega,
\]
endowed with isolated boundary conditions and initial conditions, where $(u, v)$ model cell density and chemical signal concentration. The proposed scheme is defined via a reformulation of the model, using the auxiliary variable $z = \sqrt{v + \alpha^2}$ combined with a Backward Euler scheme for the $(u, z)$-problem and a upper truncation of $u$ in the nonlinear chemotaxis and consumption terms. Then, two different ways of retrieving an approximation for the function $v$ are provided. We prove the existence of solution to the time discrete scheme and establish uniform in time a priori estimates, yielding the convergence of the scheme towards a weak solution $(u, v)$ of the chemotaxis-consumption model.
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1. Introduction. Chemotaxis is the movement of cells in response to the concentration gradient of a chemical signal. This is a phenomenon that plays an important role in many biological events of practical interest. One of the first models for chemotaxis is attributed to two works of Keller and Segel in 1970 and 1971 [15, 16], which are also regarded as a development of the work of Patlak [17]. Since then, many researchers have been studying this and other related models, which were derived from the Keller-Segel model with the objective of describing different situations involving chemotaxis as well as to obtain models that are more biologically precise. This effort lead to a series of important theoretical developments on chemotaxis models [1].

In the present work we focus on a chemotaxis-consumption model. Let $\Omega$ be a bounded domain of $\mathbb{R}^3$ and let $\Gamma$ be its boundary. The assumptions on $\Omega$ depend on definitions that have not been introduced yet and therefore will be clarified later, in Remark 2.6. Let $u = u(t, x)$ and $v = v(t, x)$ be the density of cell population and the concentration of chemical substance, respectively, defined on $x \in \Omega$ and $t > 0$. This model is governed by the initial-boundary PDE problem
\[
\begin{cases}
\partial_t u - \Delta u = -\nabla \cdot (u \nabla v), & \partial_t v - \Delta v = -u^s v, \\
\frac{\partial u}{\partial n} \big|_{\Gamma} = \frac{\partial v}{\partial n} \big|_{\Gamma} = 0, & u(0) = u^0, \quad v(0) = v^0,
\end{cases}
\]
where $\nabla \cdot (u \nabla v)$ is the chemotaxis term and $u^s$ is the consumption rate, with $s \geq 1$. $\partial_n u$ denotes the normal derivative of $u$ on the boundary. The functions $u^0$ and $v^0$ are initial conditions satisfying $u^0 \geq 0$ and $v^0 \geq 0$ a.e. in $\Omega$. The biologically meaningful solutions of (1.1) are expected to satisfy
\[
\int_{\Omega} u(t, x) \, dx = \int_{\Omega} u^0(x) \, dx, \quad \text{a.e. } t \in (0, \infty),
\]
$u(t, x) \geq 0$ and $\|v^0\|_{L^\infty(\Omega)} \geq v(t, x) \geq 0$, a.e. $(t, x) \in (0, \infty) \times \Omega$.

Next we introduce some theoretical studies about problem (1.1), beginning with the case $s = 1$. In [20], for convex and smooth domains, it is established the existence and uniqueness of a regular solution
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on 2D domains and the existence of global weak solutions which become regular after a sufficiently large period of time on 3D domains. Existence and uniqueness of a regular solution is obtained in [19] on smooth domains of $\mathbb{R}^d$, for $d \geq 1$, under a smallness assumption on the initial signal concentration $v^0$. In [21], a coupled fluid-chemotaxis-consumption model is studied in smooth convex 2D and 3D domains, yielding results analogous to those in [20]. Finally, in [14] the authors work to extend the results of [21] to smooth nonconvex domains.

Problem (1.1), with $s \geq 1$, is studied in [2]. The authors prove the existence and uniqueness of a strong solution in 2D domains and the existence of global weak solutions in 3D under minimal assumptions on the boundary of the domain. These weak solutions are obtained through the limit of solutions of adequate truncated models. Additionally, it is shown that in 2D the solution of (1.1) is uniformly bounded in the $L^\infty$-norm and, therefore, the truncated model coincides with (1.1) if the truncation parameter is greater than $\|u\|_{L^\infty(0,\infty;L^\infty(\Omega))}$.

As it can be observed in [2], [20] and [21], the general results on the existence of solution for (1.1) rely on the existence of a bounded energy (not necessarily decreasing) based on the cancellation between the chemotaxis and the consumption effects.

Regarding the numerical approximation of chemotaxis models, although it is a relevant and growing research topic, we still can find chemotaxis models for which there is a relatively low number of numerical studies. This is the case of the chemotaxis-consumption model (1.1). To the best of our knowledge, we can cite two studies, [3] and [13], about the numerical approximation of (1.1), both just for the case $s = 1$. In [3] a chemotaxis-Navier-Stokes system is approached via Finite Elements (FE). In fact, by assuming the existence of a sufficiently regular solution, if the initial data of the scheme are small perturbations of the initial data of this regular solution, then optimal error estimates are deduced. The drawback of this result is that the existence of such a regular solution is not clear in general, especially when we consider polyhedral domains, which are broadly used in numerical simulations.

In [13], motivated by the treatment given to the chemorepulsion model with linear production in [12], several FE schemes are designed to approximate (1.1), with $s = 1$. The authors focus on FE schemes satisfying properties such as conservation of cells, discrete energy law and approximate positivity rather than convergence. In particular, they present a scheme satisfying a discrete energy law that, in 1D domains, yields decreasing energy. Numerical simulations are carried out to compare the performance of the different schemes.

One of the main difficulties of addressing issues concerning the convergence towards weak solutions of (1.1) is probably the lack of energy a priori estimates for the solutions of the schemes. Even if we consider only time discretizations of (1.1), the task of designing a convergent scheme does not become much easier. This could be attributed to the complex technique needed in order to cancel the chemoattraction and consumption effects. As far as we know, excepting the case of 1D domains [13], there is no time discrete scheme for (1.1) possessing an energy inequality from which one can obtain estimates for the discrete solutions, yielding convergence.

This is why the present work is devoted to propose a time discrete scheme convergent to (1.1). This convergence will be valid in 3D domains and based on energy estimates. In addition, the scheme will preserve the properties of positivity and conservation of cells. There is evidence that the preservation of the positivity could possibly enhance the performance of the numerical schemes, avoiding spurious oscillations [11].

The design of the time discrete scheme is based on the analysis that was carried out in [2]. In [2], it was convenient to rewrite (1.1) in terms of the variable $\sqrt{v + \alpha^2}$, because the test functions involved in obtaining a discrete energy law become simpler. Hence, in the present work we consider
the following reformulation of (1.1)

\[
\left\{ \begin{aligned}
\partial_t u - \Delta u &= -\nabla \cdot (u \nabla v(z)^2), \\
\partial_t z - \frac{|\nabla z|^2}{z} - \Delta z &= -\frac{1}{2} u^n \left( z - \frac{\alpha^2}{z} \right),
\end{aligned} \right.
\]

where \( \alpha > 0 \) is a fixed real number to be chosen later in Lemmas 3.4 and 3.5. Since it is proved in [2] that the \( v \)-equation of (1.1) is satisfied in the strong sense, with \( v \in L^2(0, \infty; H^2(\Omega)) \), one can check by straightforward calculations that (1.2) is equivalent to (1.1) if we use the change of variables \( z = \sqrt{v + \alpha^2} \). We summarize this statement in the following lemma for further use.

**Lemma 1.1.** Problems (1.1) and (1.2) are equivalent. More precisely, \((u, z)\) is a weak solution of (1.2) if, and only if, \((u, v)\) is a weak solution of (1.1), with \( v = z^2 - \alpha^2 \).

For the time discretization, we will divide the interval \([0, \infty)\) in subintervals denoted by \( I_n = (t_{n-1}, t_n) \), with \( t_0 = 0 \) and \( t_n = t_{n-1} + k \), where \( k > 0 \) is the length of the intervals \( I_n \). If \( \{z^n\}_n \) is a sequence of functions, then we use the notation

\[
\delta_t z^n = \frac{z^n - z^{n-1}}{k}, \quad \forall n \geq 1,
\]

for the discrete time derivative. We will also use the following upper truncation of \( u \): for each fixed \( m > 0 \) we define the function \( T^m : \mathbb{R} \to \mathbb{R} \) given by

\[
T^m(u) = \begin{cases} 
  u, & \text{if } u \leq m, \\
  m, & \text{if } u \geq m.
\end{cases}
\]

In this paper, we propose the following time discrete scheme:

**Initialization:** Consider the initial conditions \( u^0 \in L^2(\Omega), z^0 = \sqrt{v^0 + \alpha^2} \in L^\infty(\Omega) \) and \( v^0 \in L^\infty(\Omega) \) introduced above.

**Step n:** Given non-negative functions \( u^{n-1} \in L^2(\Omega), z^{n-1} \in L^\infty(\Omega) \) and \( v^{n-1} \in L^\infty(\Omega) \),

1. Find \((u^n, z^n) \in H^2(\Omega)^2\), satisfying the bounds

\[
u^n(x) \geq 0 \quad \text{and} \quad \|z^{n-1}\|_{L^\infty(\Omega)} \geq z^n(x) \geq \alpha \quad \text{a.e. } x \in \Omega,
\]

and the boundary-value problem

\[
\left\{ \begin{aligned}
\delta_t u^n - \Delta u^n &= \nabla \cdot \left( T^m(u^n) \nabla (z^n)^2 \right), \\
\delta_t z^n - \frac{|\nabla z^n|^2}{z^n} - \Delta z^n &= -\frac{1}{2} T^m(u^n)^s \left( z^n - \frac{\alpha^2}{z^n} \right), \\
\partial_\eta u^n |_{\partial \Omega} &= \partial_\eta z^n |_{\partial \Omega} = 0.
\end{aligned} \right.
\]

2. Two variants for the approximation of \( v \) are possible (equally denoted), either depending on \( z^n \) or \( u^n \):

- Find \( v^n = v^n(z^n) \in H^2(\Omega) \) as

\[
v^n = (z^n)^2 - \alpha^2.
\]

- Find \( v^n = v^n(u^n) \in H^2(\Omega) \) as the unique solution of the linear problem

\[
\delta_t v^n - \Delta v^n + T^m(u^n)^s v^n = 0, \quad \partial_\eta v^n |_{\partial \Omega} = 0.
\]
Remark 1.2. Note that $u^n$, $z^n$ and $v^n$ depend on $m$. For simplicity, from now on, we consider that $m \in \mathbb{N}$.

Using the functions $u^n$, $z^n$ and $v^n$ introduced above in step $n$, we define the piecewise function $u^k_m$ and the locally linear and globally continuous function $\tilde{u}^k_m$ by

$$u^k_m(t, x) = u^n(x) \quad \text{and} \quad \tilde{u}^k_m(t, x) = u^n(x) + \frac{(t - t_n)}{k} (u^n(x) - u^{n-1}(x)), \quad \text{if} \ t \in [t_{n-1}, t_n).$$

(1.8)

Analogously, we define the functions $z^k_m$, $\tilde{z}^k_m$, $v^k_m$ and $\tilde{v}^k_m$.

Now, we are in position to present the main result that will be proved along the present work.

**Theorem 1.3.** For each $n \in \mathbb{N}$, there exists at least one solution $(u^n, z^n)$ of (1.5), that jointly to $v^n$ defined by (1.6) or (1.7) leads us to $(u^n, v^n)$ satisfying

$$u^n(x) \geq 0, \quad \|v^0\|_{L^\infty(\Omega)} \geq v^n(x) \geq 0 \quad \text{a.e.} \ x \in \Omega.$$

Moreover, up to a subsequence, $(u^k_m, v^k_m)$ converges towards a weak solution $(u, v)$ of (1.1) as $(m, k) \to (\infty, 0)$.

**Remark 1.4.** The number $\alpha$ is a sufficiently small positive real number that is chosen in Lemmas 3.4 and 3.5 independently of $m$ and $k$. The convergence result given in Theorem 1.3 as $(m, k) \to (\infty, 0)$ is unconditional, that is, there is not any constraint over $m$ and $k$ as long as $m \to \infty$ and $k \to 0$.

In particular, we also prove the result on existence of weak solutions to (1.1) in 3D domains given in [2, Theorem 1] but, this time, as a consequence of the convergence of the time discrete scheme introduced in this paper.

In 2D domains, there exists a unique strong solution of (1.1) (see [2]). The proof is achieved through the obtaining of stronger $m$-independent estimates for the solution of an adequate truncated problem. Unfortunately, it is not clear how we could adapt these strong estimates for the time discrete scheme. Consequently, in 2D, the convergence of the whole sequence of solutions of the time discrete scheme (1.5) towards the unique strong solution of (1.1) as $(m, k) \to (0, \infty)$ remains as an open problem.

The rest of the paper is organized as follows. In Section 2 we give some technical results that will be used throughout the paper. In Section 3 we establish the existence of solution $(u^n, z^n)$ of the $(u, z)$-scheme (1.5), some pointwise estimates independent of $(m, k, n)$ and an energy inequality for $(u^n, z^n)$. In Section 4, starting from this energy inequality, we deduce additional *a priori* estimates for $(u^n, z^n)$, independent of $(m, k, n)$, that allow us to pass to the limit as $(m, k) \to (\infty, 0)$, obtaining convergence of (1.5) towards the $(u, z)$-problem (1.2). Finally, in Section 5 we prove the convergence of $(u^n, v^n)$, with $v^n$ defined by (1.6) or (1.7), towards the $(u, v)$-problem (1.1).

**2. Preliminary Results.** For all $g \in L^1(\Omega)$, define

$$g^* = \frac{1}{|\Omega|} \int_\Omega g(x) \, dx$$
Lemma 2.1 (Poincare’s Inequality, [4]). There is a constant $C > 0$ such that
\[ \|v - v^*\|_{W^{1,p}(\Omega)} \leq C \|\nabla v\|_{L^p(\Omega)}, \quad \forall v \in W^{1,p}(\Omega). \]

Concerning the regularity of solutions of the Poisson-Neumann problem
\begin{equation}
\begin{aligned}
-\Delta z + z &= f \quad \text{in } \Omega, \\
\partial_\eta z &= 0 \quad \text{on } \Gamma,
\end{aligned}
\end{equation}
we present the following.

Definition 2.2. Let $z \in H^1(\Omega)$ be a weak solution of (2.1) with $f \in L^p(\Omega)$. If this implies that $z \in W^{2,p}(\Omega)$ with
\[ \|z\|_{W^{2,p}(\Omega)} \leq C \|\Delta z + z\|_{L^p(\Omega)}, \]
then we say that the Poisson-Neumann problem (2.1) has $W^{2,p}$-regularity. In the hilbertian case $p = 2$ we say $H^2$-regularity.

Lemma 2.3. Let $\Omega$ be a bounded Lipschitz domain such that the Poisson-Neumann problem (2.1) has $W^{2,p}$-regularity. There is a constant $C > 0$ such that
\[ \|\nabla z\|_{W^{1,p}(\Omega)} \leq C \|\Delta z\|_{L^p(\Omega)}, \quad \forall z \in W^{2,p}(\Omega) \text{ such that } \partial_\eta z = 0. \]

Proof. Suppose that the result is false, that is, for each $n \in \mathbb{N}$ there is $z_n \in W^{2,p}(\Omega)$ with
\[ \|\nabla z_n\|_{W^{1,p}(\Omega)} > n \|\Delta z_n\|_{L^p(\Omega)}. \]
Without loss of generality, we can take $z_n$ such that
\[ \|\nabla z_n\|_{W^{1,p}(\Omega)} = 1. \]
Accounting for (2.3), (2.4) and Lemma 2.1 we have $(z_n), (\nabla z_n)$ bounded in $W^{1,p}(\Omega)$ and
\[ \Delta z_n \rightharpoonup \Delta z = 0 \quad \text{strongly in } L^p(\Omega). \]
Using the $W^{2,p}$-regularity of the Poisson-Neumann problem (2.1) we have
\[ \|z_n\|_{W^{2,p}(\Omega)} \leq C(\|\Delta z_n\|_{L^p(\Omega)} + \|z_n\|_{L^p(\Omega)}), \]
and thus $(z_n)$ is bounded in $W^{2,p}(\Omega)$. This allows us to conclude, using compactness results in Sobolev spaces, that there is $z \in W^{2,p}(\Omega)$ such that, up to a subsequence,
\[ z_n \rightharpoonup z \quad \text{weakly in } W^{2,p}(\Omega) \text{ and strongly in } W^{1,p}(\Omega), \]
Using again the $W^{2,p}$-regularity of the Poisson-Neumann problem (2.1) we have
\[ \|z_i - z_j\|_{W^{2,p}(\Omega)} \leq C \|\Delta z_i - \Delta z_j\|_{L^p(\Omega)} + C \|z_i - z_j\|_{L^p(\Omega)}, \quad \forall i, j \in \mathbb{N}, \]
and accounting for (2.6) and (2.5) we conclude that

\[(2.7)\]
\[z_n \rightarrow z \text{ strongly in } W^{2,p}(\Omega).\]

Now, considering the properties of each \(z_n\) and the convergences (2.5) and (2.7) we have

\[\Delta z = 0, \quad \text{with } \partial_\eta z \bigg|_\Gamma = 0, \quad z^* = 0 \quad \text{and} \quad \|\nabla z\|_{W^{1,p}(\Omega)} = 1.\]

But this is not possible because if \(z\) satisfies \(\Delta z = 0, \partial_\eta z \bigg|_\Gamma = 0, \quad z^* = 0\), then we have \(z \equiv 0\) and hence \(\|\nabla z\|_{W^{1,p}(\Omega)} = 0\). Therefore we must have (2.2).

\[\square\]

**Hypothesis 2.4.** For each \(z \in H^2(\Omega)\) such that \(\partial_\eta z \bigg|_\Gamma = 0\), there is a sequence \(\{\rho_n\} \subset C^2(\Omega)\) such that \(\partial_\eta \rho_n \bigg|_\Gamma = 0\) and \(\rho_n \rightarrow z\) in \(H^2(\Omega)\).

**Lemma 2.5 ([2]).** Suppose that the Poisson-Neumann problem (2.1) has the \(H^2\)-regularity and assume that Hypothesis 2.4 holds. Let \(z \in H^2(\Omega)\) be such that \(z \geq \alpha z^2\), for some \(\alpha^2 > 0\). Then there exist positive constants \(C_1, C_2 > 0\), independent of \(\alpha^2\), such that,

\[
\int_\Omega |\Delta z|^2 \, dx + \int_\Omega \frac{|\nabla z|^2}{z} \Delta z \, dx \geq C_1 \left( \int_\Omega |D^2z|^2 \, dx + \int_\Omega \frac{|\nabla z|^4}{z^2} \, dx \right) - C_2 \int_\Omega |\nabla z|^2 \, dx.
\]

**Remark 2.6.** The hypotheses of Lemma 2.5 related to the \(H^2\)-regularity of the Poisson-Neumann problem (2.1) and Hypothesis 2.4 can be understood as hypotheses on the domain \(\Omega\). Indeed, see [7] and [2, Appendix A.1] for assumptions on \(\Omega\) that imply \(H^2\)-regularity of the Poisson-Neumann problem (2.1) and the validity Hypothesis 2.4, respectively. Since the aforementioned hypotheses of Lemma 2.5 are the most restrictive ones in this sense, from now on we assume that \(\Omega\) is a bounded domain of \(\mathbb{R}^3\) such that:

1. the Poisson-Neumann problem (2.1) has \(H^2\)-regularity and
2. Hypothesis 2.4 is valid.

**Lemma 2.7 ([5]).** Let \(z^n, z^{n-1} \in L^\infty(\Omega)\) and let \(f : \mathbb{R} \rightarrow \mathbb{R}\) be a \(C^2\) function. Then

\[
\int_\Omega \delta t z^n f'(z^n) \, dx = \delta t \int_\Omega f(z^n) \, dx + \frac{1}{2k} \int_\Omega f''(c^n(x))(z^n(x) - z^{n-1}(x))^2 \, dx,
\]

where \(c^n(x)\) is an intermediate point between \(z^n(x)\) and \(z^{n-1}(x)\). In particular, if \(f\) is convex then we have

\[
\int_\Omega \delta t z^n f'(z^n) \, dx \geq \delta t \int_\Omega f(z^n) \, dx.
\]

**Lemma 2.8 ([2]).** Let \(w_1\) and \(w_2\) be non-negative real numbers. For each \(s \geq 1\) we have

\[
|w_2^s - w_1^s| \leq s |w_2 + w_1|^{s-1} |w_2 - w_1|.
\]

Using Lemma 2.8, we can prove the following.
Lemma 2.9. Let $p \in (1, \infty)$ and let $\{w_n\}$ be a sequence of non-negative functions such that $w_n \to w$ in $L^p(0, T; L^p(\Omega))$ as $n \to \infty$. Then, for every $r \in (1, p)$, $w_n^r \to w^r$ in $L^{p/r}(0, T; L^{p/r}(\Omega))$ as $n \to \infty$.

The following result (Corollary 4 of [18]) establishes a criterion of compactness in Bochner spaces.

Lemma 2.10 (Compactness in Bochner spaces). Let $X, B$ and $Y$ be Banach spaces, let

$$F \subset \left\{ f \in L^1(0, T; Y) \mid \partial_t f \in L^1(0, T; Y) \right\}$$

and let $\partial F/\partial t = \left\{ \partial_t f, \forall f \in F \right\}$.

Suppose that $X \subset B \subset Y$, with compact embedding $X \subset B$ and continuous embedding $B \subset Y$. Let the set $F$ be bounded in $L^p(0, T; B) \cap L^1(0, T; X)$, for $1 < p \leq \infty$, and $\partial F/\partial t$ be bounded in $L^1(0, T; Y)$. Then $F$ is relatively compact in $L^q(0, T; B)$, for $1 \leq q < p$.

3. Study of the $(u, z)$-scheme (1.5).

3.1. Existence of solution of (1.5). We remind that the solutions of (1.5) are denoted by $(u^n, z^n)$ and recall Remark 1.2.

Theorem 3.1. (Existence of solution of (1.5)) Suppose $(u^{n-1}, z^{n-1}) \in L^2(\Omega) \times L^\infty(\Omega)$ with $u^{n-1}(x) \geq 0$ and $z^{n-1}(x) \geq \alpha$ a.e. $x \in \Omega$. Then there is a solution $(u^n, z^n)$ of (1.5) which satisfies $u^n(x) \geq 0$ and $\|z^n\|_{L^\infty(\Omega)} \geq z^n(x) \geq \alpha$ a.e. $x \in \Omega$.

Proof. In order to avoid divisions by zero in some terms of (1.5) and obtain $u^n(x) \geq 0$ a.e. $x \in \Omega$, we define the lower truncation for $z$

$$T_\alpha(z) = \begin{cases} \alpha, & \text{if } z \leq \alpha, \\ z, & \text{if } z \geq \alpha, \end{cases}$$

and the lower-upper truncation for $u$

$$T_0^m(u) = \begin{cases} 0, & \text{if } u \leq 0, \\ u, & \text{if } u \in [0, m], \\ m, & \text{if } u \geq m, \end{cases}$$

Then, we consider the auxiliary problem

$$\begin{cases} \delta_t u^n - \Delta u^n = \nabla \cdot \left( T_0^m(u^n) \nabla (z^n)^2 \right), \\ \delta_t z^n - \left( \frac{|\nabla z^n|^2}{T_\alpha(z^n)} \right) - \Delta z^n = -\frac{1}{2} T_0^m(u^n) \frac{\alpha^2}{T_\alpha(z^n)}, \end{cases}$$

with the same boundary and initial conditions of (1.5).

We prove the existence of a solution $(u^n, z^n)$ to (3.1) via Leray-Schauder fixed point theorem [6]. Along this proof, we also have that any solution $(u^n, z^n)$ of (3.1) satisfies $u^n(x) \geq 0$ and $\|z^n\|_{L^\infty(\Omega)} \geq z^n(x) \geq \alpha$ a.e. $x \in \Omega$, which implies that $T_\alpha(z^n) = z^n$, $T_0^m(u^n) = T_0^m(u^n)$ and therefore we conclude that $(u^n, z^n)$ is also a solution of (1.5). Now we proceed with the proof of existence for (3.1) which is divided in three steps.

Step 1 (Definition of the compact mapping $S$): For all $(\pi, \tau) \in W^{1,4}(\Omega)^2$, we define $(u, z) = S(\pi, \tau) \in H^2(\Omega)^2$ as the solution of

$$\begin{align*}
\frac{u}{k} - \Delta u &= 2 \nabla \cdot \left( T_0^m(\pi) \tau \nabla z \right) + \frac{u^{n-1}}{k}, \\
\frac{z}{k} - \Delta z + \frac{1}{2} T_0^m(\pi)^s \left( z - \frac{\alpha^2}{T_\alpha(\tau)} \right) &= \frac{|\nabla \tau|^2}{T_\alpha(\tau^2)} + \frac{z^{n-1}}{k}.
\end{align*}$$
We can use standard results on linear elliptic problems to conclude that \((u, z) = S(\pi, \varpi)\) is well defined. In fact, given \((\pi, \varpi)\), we begin by solving the \(z\)-equation (3.3). Since \(0 < \frac{1}{k} + \frac{1}{2} \mu^2 \leq \frac{1}{k} + \frac{1}{2} \varpi\), we first prove the existence of a weak solution \(z \in H^1(\Omega)\) by means of the Lax-Milgram Theorem and then we use the \(H^2\)-regularity of the Poisson-Neumann problem (2.1) to prove that \(z \in H^2(\Omega)\). Once the existence of \(z \in H^2(\Omega)\) is proved, we have \(\nabla \cdot T_0^m(\pi \nabla z) \in L^2(\Omega)\) and therefore we are able to solve the \(u\)-equation (3.2). Using again the \(H^2\)-regularity of the Poisson-Neumann problem (2.1), we obtain \(u \in H^2(\Omega)\). Hence, \(S(\pi, \varpi) \in H^2(\Omega)^2\) and therefore \(S\) is a compact mapping defined in \(W^{1,4}(\Omega)^2\).

**Step 2 (Pointwise bounds for \(u\) and \(z/\lambda\) for any \((u, z) = \lambda S(u, z)\)):** Let \(\lambda \in [0, 1]\). We will study the pairs \((u, z)\) such that \((u, z) = \lambda S(u, z)\). If we consider \(\lambda = 0\) then \(S(u, z) \in H^2(\Omega)^2\) is well defined and \((u, z) = (0, 0)\). Once the case where \(\lambda = 0\) is treated, we consider \(\lambda \in (0, 1]\), therefore we can write \(S(u, z) = (1/\lambda)^*(u, z)\) and we have \((u, z)\) satisfying

\[
\begin{align*}
\begin{cases}
\frac{u}{k} - \Delta u = \nabla \cdot (T_0^m(u)\nabla z) + \frac{\alpha^2}{T_0^m(u)} \frac{u^{n-1}}{k}, \\
\frac{z}{k \lambda} - \frac{\nabla z^2}{T_0(z)} - \Delta \frac{z}{\lambda} = -\frac{1}{2} T_0^m(u)^\alpha \left( \frac{z}{\lambda} - \frac{\alpha^2}{T_0(z)} \right) + \frac{1}{k} z^{n-1}.
\end{cases}
\end{align*}
\]

If we test the \(u\)-equation of (3.4) by the negative part of \(u\) defined, as \(u_-(x) = \min \{0, u(x)\}\), we conclude that \(u \geq 0\). Now let \(c = \|z^{n-1}\|_{L^\infty(\Omega)}\). We rewrite the \(z\)-equation of (3.4) as

\[
1 \left( \frac{z}{\lambda} - c \right)^2 - \lambda^2 \left( \frac{\nabla \left( \frac{z}{\lambda} - c \right)}{T_0(z)} \right)^2 - \Delta \left( \frac{z}{\lambda} - c \right) = -\frac{1}{2} T_0^m(u)^\alpha \left( \frac{z}{\lambda} - c \right) + \frac{T_0^m(u)^\alpha}{2} \left( \frac{\alpha^2}{T_0(z)} - c \right) + \frac{(z^{n-1} - c)}{k}.
\]

Continuing, we test (3.5) by the positive part of \((\frac{z}{\lambda} - c)^+\), defined as \((\frac{z}{\lambda} - c)^+(x) = \max \{0, (\frac{z}{\lambda} - c)(x)\} \geq 0\). Since \(c = \|z^{n-1}\|_{L^\infty(\Omega)}\), we have \(z^{n-1} - c \leq 0\). Moreover, note that \((\frac{z}{\lambda} - c)^+ \geq 0\) and \((\frac{z}{\lambda} - c)^+ \neq 0 \iff z > \lambda c\). Then, an analysis taking account of the possible cases \(\alpha < \lambda c\) and \(\alpha \geq \lambda c\) leads us to

\[
\frac{(\frac{z}{\lambda} - c)^+}{T_0(z)} \leq \frac{1}{\lambda}.
\]

Hence, reminding that \(\lambda \in (0, 1]\) and \(T_0(z) \geq \alpha\), if we test (3.5) by \((\frac{z}{\lambda} - c)^+\) we obtain

\[
\frac{1}{k} \left\| \left( \frac{z}{\lambda} - c \right)^+ \right\|_{L^1(\Omega)}^2 + \left\| \nabla \left( \frac{z}{\lambda} - c \right)^+ \right\|_{L^2(\Omega)}^2 \leq \lambda \left\| \nabla \left( \frac{z}{\lambda} - c \right)^+ \right\|_{L^2(\Omega)}^2 + \frac{T_0^m(u)^\alpha}{2} (\alpha - c) \left( \frac{z}{\lambda} - c \right)^+.
\]

By hypothesis we have \(z^{n-1} \geq \alpha\), which implies in particular \(\alpha \leq c\) and then that \(\frac{z}{\lambda} \leq \|z^{n-1}\|_{L^\infty(\Omega)}\).

Next we prove an inferior bound for \(z/\lambda\). Considering the definition of \(T_0\) and \(\frac{\nabla z^2}{T_0(z)} + \frac{z^{n-1} - \alpha}{k} \geq \frac{\alpha}{\lambda^2}\), which comes from the hypotheses of the theorem, we can use the \(z\)-equation of (3.4) to write

\[
\frac{1}{k} \left( \frac{z}{\lambda} - \alpha \right)^2 - \Delta \left( \frac{z}{\lambda} - \alpha \right) + \frac{1}{2} T_0^m(u)^\alpha \left( \frac{z}{\lambda} - \alpha \right) - \frac{1}{2} T_0^m(u)^\alpha \left( \frac{\alpha^2}{T_0(z)} - \alpha \right).
\]

Now we test (3.6) by the negative part of \((z - \lambda \alpha), (z - \lambda \alpha)^-\). Note that \((z - \lambda \alpha)^- \leq 0\) and \((\frac{z}{\lambda} - \alpha)^- \neq 0 \iff z < \lambda c \leq \alpha\). Therefore, testing (3.6) by \((\frac{z}{\lambda} - \alpha)^-\) and reminding that \(\lambda \in (0, 1]\),
we obtain

\[
\frac{1}{k} \left\| \frac{\tilde{z}}{\lambda} - \alpha \right\|_{L^2(\Omega)}^2 + \left\| \nabla \left( \frac{\tilde{z}}{\lambda} - \alpha \right) \right\|_{L^2(\Omega)}^2 + \frac{1}{2} \left\| T_m^0(u)^{\alpha/2} \left( \frac{\tilde{z}}{\lambda} - \alpha \right) \right\|_{L^2(\Omega)}^2 \\
\leq \frac{1}{2} \int_\Omega T_m^0(u)^\alpha \frac{\alpha^2}{\alpha} \left( \frac{\tilde{z}}{\lambda} - \alpha \right) \, dx \leq \frac{1}{2} \int_\Omega T_m^0(u)^\alpha \left( \frac{\alpha^2}{\alpha} - \alpha \right) \left( \frac{\tilde{z}}{\lambda} - \alpha \right) \, dx
\]

Thus we conclude that \( \left( \frac{\tilde{z}}{\lambda} - \alpha \right)_- = 0 \), that is, \( \frac{\tilde{z}}{\lambda} \geq \alpha > 0 \).

**Step 3 (\( \lambda \)-independent bounds for any \( (u, z) = \lambda S(u, z) \))**: As we mentioned before, we consider \( \lambda \in (0, 1] \) because if \( \lambda = 0 \) then we have \( (u, z) = (0, 0) \). Because of the upper bound for \( z \) that we proved in the anterior step we have

\[
(3.7) \quad \frac{\tilde{z}}{\lambda} \text{ is bounded in } L^\infty(\Omega),
\]

independently of \( \lambda \). Then we can integrate the \( z \)-equation of (3.4) and conclude that

\[
(3.8) \quad \left\| \nabla z \right\|_{L^2(\Omega)}^2 \leq C(k, \alpha^2, m, \left\| z^{n-1} \right\|_{L^\infty(\Omega)}).
\]

Since \( z > 0 \), we can multiply the \( z \)-equation of (3.4) by \( \lambda T\alpha(z)/z \). This gives us

\[
(3.9) \quad \frac{T\alpha(z)}{k} - \lambda \frac{\left\| \nabla z \right\|_{L^2(\Omega)}^2}{z} - \frac{T\alpha(z)}{z} \Delta z = \frac{1}{2} T_m^0(u)^\alpha (T\alpha(z) - \frac{\alpha}{2}) + T\alpha(z) \frac{z^{n-1}}{k}.
\]

Now we test (3.9) by \(-\Delta z\) and, using that \( T\alpha(z)/z \geq 1, z/\lambda \geq \alpha \) and (3.7), we obtain

\[
\begin{align*}
\frac{1}{k} \int_\Omega (T\alpha(z)^\alpha) \left( \nabla z \right) dx &+ (1 - \lambda) \int_\Omega |\Delta z| dx + \lambda \int_\Omega |\Delta z|^2 dx + \lambda \int_\Omega \frac{\left\| \nabla z \right\|_{L^2(\Omega)}^2}{z} \Delta z dx \\
&\leq \frac{1}{2} \int_\Omega \left| T_m^0(u)^\alpha \right| T\alpha(z) + \frac{\alpha^2}{\alpha} \left| \Delta z \right| dx + \int_\Omega \left| T\alpha(z)/\alpha \right| \frac{z^{n-1}}{k} \left| \Delta z \right| dx \\
&\leq \frac{1}{2} C(m, \alpha^2, \left\| z^{n-1} \right\|_{L^\infty(\Omega)}) + \delta \left\| \Delta z \right\|_{L^2(\Omega)}^2.
\end{align*}
\]

Then, applying Lemma 2.5 and using (3.8) and the \( H^2 \)-regularity we obtain

\[
\begin{align*}
\frac{1}{k} \int_\Omega (T\alpha(z)^\alpha) \left( \nabla z \right) dx &+ (1 - \lambda) \int_\Omega |\Delta z| dx + C_1 \lambda \int_\Omega |\Delta z|^2 dx + \int_\Omega \frac{\left\| \nabla z \right\|_{L^2(\Omega)}^4}{z^2} dx \\
&\leq C_2 \lambda \left\| \nabla z \right\|_{L^2(\Omega)}^2 + \frac{1}{\delta} C(m, \alpha^2, \left\| z^{n-1} \right\|_{L^\infty(\Omega)}) + \delta \left\| \Delta z \right\|_{L^2(\Omega)}^2 \\
&\leq \frac{1}{\delta} C(k, m, \alpha^2, \left\| z^{n-1} \right\|_{L^\infty(\Omega)}) + \delta \left\| \Delta z \right\|_{L^2(\Omega)}^2.
\end{align*}
\]

Taking into account that \( \int_\Omega (T\alpha(z)^\alpha) \left( \nabla z \right) dx \geq 0 \) and denoting \( C = \min \{1, C_1\} \) we have \( 1 + (C_1 - 1)\lambda \geq C \) for all \( \lambda \in [0, 1] \) and

\[
C \int_\Omega |\Delta z|^2 dx + C \lambda \int_\Omega \frac{\left\| \nabla z \right\|_{L^2(\Omega)}^4}{z^2} dx \leq \frac{1}{\delta} C(m, \alpha^2, \left\| z^{n-1} \right\|_{L^\infty(\Omega)}) + \delta \left\| \Delta z \right\|_{L^2(\Omega)}^2
\]

and therefore we can choose \( \delta > 0 \) small enough such that

\[
(3.10) \quad \Delta z \text{ is bounded in } L^2(\Omega).
\]
Because of the homogeneous Neumann boundary conditions, the $H^2$-regularity and the $\lambda$-uniform bounds (3.7) and (3.10), we conclude that

$$z \text{ is bounded in } H^2(\Omega).$$

By Sobolev inequality in 3D domains, the latter implies that

$$z \text{ is bounded in } W^{1,4}(\Omega).$$

Considering the $\lambda$-independent bounds $0 \leq z \leq \|z^{n-1}\|_{L^\infty(\Omega)}$, $T^m_0(u) \leq m$ and (3.11), we can test the $u$-equation (3.2) by $u$ and prove that $u$ is bounded in $H^1(\Omega)$. Using again the $\lambda$-independent bounds $0 \leq z \leq \|z^{n-1}\|_{L^\infty(\Omega)}$, $T^m_0(u) \leq m$, (3.11) and (3.12), we have that the chemotaxis term $2\nabla \cdot \left( T^m_0(z) \nabla z \right)$ is bounded in $L^2(\Omega)$. Then we can test the $u$-equation (3.2) by $-\Delta u$, obtaining $u$ is bounded in $H^2(\Omega)$, which implies, in particular, that

$$u \text{ is bounded in } W^{1,4}(\Omega).$$

With (3.12) and (3.13) we finally conclude, using the Leray-Schauder fixed point theorem [6] that the auxiliary problem (3.1) has a solution $(u, z)$. Because of the properties showed along the steps of the proof we also conclude that $(u, z) \in H^2(\Omega)^2$, $u(x) \geq 0$ and $\|z^{n-1}\|_{L^\infty(\Omega)} \geq z(x) \geq \alpha$ a.e. $x \in \Omega$. Therefore we have $T_\alpha(z) = z$ and $T^m_0(u) = T^m(u)$, which implies that the solution $(u, z)$ of (3.1) is a solution of (1.5), finishing the proof of existence of solution. 

3.2. First uniform in time estimates. The following direct estimates and the energy inequalities obtained in this subsection are valid for any solution $(u^n, z^n)$ of (1.5) given by Theorem 3.1.

**Lemma 3.2.** ( $(m, k, n)$-uniform estimates) Let $(u^n, z^n)$ be a solution of (1.5). Then we have

1. $\int_\Omega u^n \, dx = \int_\Omega u^0 \, dx$, for all $n \in \mathbb{N}$;

2. $\|z^n\|^2_{L^2(\Omega)} + \sum_{j=1}^n \|z^j - z^{j-1}\|^2_{L^2(\Omega)} \leq \|z^0\|^2_{L^2(\Omega)}$, for all $n \in \mathbb{N}$;

3. $k \sum_{j=1}^n \|\nabla z^j\|^2_{L^2(\Omega)} \leq \frac{1}{4\alpha^2} \|v^0 + \alpha^2\|^2_{L^2(\Omega)}$, for all $n \in \mathbb{N}$.

**Proof.** The proof of 1 is achieved by integrating the $u^n$-equation of (1.5).

For the items 2 and 3 we take the product of the $z^n$-equation of (1.5) by $z^n$. We obtain

$$\delta_t(z^n)^2 + \frac{1}{k} (z^n - z^{n-1})^2 - \Delta(z^n)^2 + T^m(u^n)^s((z^n)^2 - \alpha^2) = 0.$$ 

Since $((z^n)^2 - \alpha^2) \geq 0$ and $\int_\Omega \Delta(z^n)^2 \, dx = 0$, by integrating (3.14) we prove item 2. On the other hand, testing (3.14) by $k(z^n)^2$ leads us to

$$k\delta_t(z^n)^2 = k\|\nabla(z^n)^2\|^2_{L^2(\Omega)} + k\|\nabla(z^n)^2\|^2_{L^2(\Omega)} \leq 0.$$ 

Then, summing up from $j = 1$ to $n$ gives us

$$k \sum_{j=1}^n \|\nabla z^j\|^2_{L^2(\Omega)} \leq \|z^0\|^2_{L^2(\Omega)} = \|u^0 + \alpha^2\|^2_{L^2(\Omega)}.$$ 

Now using that $z^j \geq \alpha$ we have

$$\int_\Omega |\nabla z^j|^2 \, dx = \int_\Omega \frac{(z^j)^2}{(z^j)^2} |\nabla z^j|^2 \, dx \leq \int_\Omega \frac{1}{4\alpha^2} |\nabla (z^j)^2|^2 \, dx,$$

hence we obtain 3. 

$\square$
3.3. Energy inequality. Now we turn to the energy inequalities giving for \( s \in [1, 2) \) in Lemma 3.4 and \( s \geq 2 \) in Lemma 3.5. We will need the following lemma.

**Lemma 3.3.** Any solution \((u^n, z^n)\) of (1.5), satisfies the inequality

\[
\frac{1}{2} \delta_t \| \nabla z^n \|^2_{L^2(\Omega)} + \frac{1}{2} \| \nabla z^n - \nabla z^{n-1} \|^2_{L^2(\Omega)} + C_1 \left( \int \| D^2 z^n \|^2 \, dx + \int \| \nabla z^n \|^4 \, dx \right)
\]

\[
+ \frac{1}{2} \int_\Omega T^m(u^n)^s |\nabla z^n|^2 \, dx + \frac{1}{2} \int_\Omega \frac{1}{\alpha^2} T^m(u^n)^s |\nabla z^n|^2 \, dx
\]

\[
+ C_2 \int_\Omega |\nabla z^n|^2 \, dx.
\]

**Proof.** We begin by testing the \( z^n \)-equation of (1.5) by \( -\Delta z^n \). This gives us

\[
\frac{1}{2} \delta_t \| \nabla z^n \|^2_{L^2(\Omega)} + \frac{1}{2} \| \nabla z^n - \nabla z^{n-1} \|^2_{L^2(\Omega)} + \| \Delta z^n \|^2_{L^2(\Omega)}
\]

\[
+ \int_\Omega \frac{1}{z^n} \Delta z^n \, dx + \frac{1}{2} \int_\Omega \left( \frac{\alpha^2}{(z^n)^2} T^m(u^n)^s \right) |\nabla z^n|^2 \, dx
\]

\[
= \frac{s}{4} \int_\Omega T^m(u^n)^s - 1 \nabla (z^n)^2 \cdot \nabla T^m(u^n) \, dx + \frac{s}{2} \alpha^2 \int_\Omega \frac{T^m(u^n)^s - 1}{z^n} \nabla z^n \cdot \nabla T^m(u^n) \, dx.
\]

Then, estimating the last term on the left hand side by below, the last term on the right hand side by above and applying Lemma 2.5, we arrive at the desired inequality.

Next we will obtain a local energy inequality for \((u^n, z^n)\), first for \( s \in [1, 2) \) and then for \( s \geq 2 \). We consider the function \( f_m \) defined by \( f_m(r) = \int_0^r f_m'(\theta) \, d\theta \), where

\[
f_m'(r) = \begin{cases} \ln(T^m(r)), & \text{if } s = 1, \text{ for } r > 0, \\ \frac{T^m(r)^{s-1}}{(s-1)}, & \text{if } s > 1. \end{cases}
\]

**Lemma 3.4 (Energy inequality for \( s \in [1, 2) \)).** Any solution \((u^n, z^n)\) of the problem (1.5) satisfies, for sufficiently small \( \alpha^2 > 0 \),

\[
\delta_t \left[ \frac{s}{4} \int_\Omega f_m(u^n) \, dx + \frac{1}{2} \| \nabla z^n \|^2_{L^2(\Omega)} \right] + \frac{1}{2} \| \nabla z^n - \nabla z^{n-1} \|^2_{L^2(\Omega)}
\]

\[
+ \frac{1}{4} \int_\Omega T^m(u^n)^s |\nabla z^n|^2 \, dx + C_1 \left( \int \| D^2 z^n \|^2 \, dx + \int \| \nabla z^n \|^4 \, dx \right) \leq C \| \nabla z^n \|^2_{L^2(\Omega)}.
\]

**Proof.** The proof follows the same ideas of the analogous result that was proved in [2] for the truncated model. We are going to show the main steps of the proof, calling the attention to the differences that appear due to the fact that we are dealing with the time discrete scheme (1.5). In fact, we begin by considering the sequence \( \{1/j\}_{j \in \mathbb{N}} \) and by testing the \( u^n \)-equation of (1.5) by the function \( f_{m,j}(u^n) = f_m(u^n + 1/j) \). A difference appears in the treatment of the term of the discrete time derivative. Given that \( f_{m,j} \) is convex, we use Lemma 2.7 to obtain

\[
\delta_t \int_\Omega f_{m,j}(u^n) \, dx + \int_\Omega \frac{T^m(u^n)}{(T^m(u^n) + 1/j)^2 - s} |\nabla u^n|^2 \, dx \leq \left( \frac{T^m(u^n)}{(T^m(u^n) + 1/j)^2 - s} \nabla (z^n)^2 , \nabla T^m(u^n) \right).
\]
Then we can follow the ideas in [2] until the point that we reach the inequality
\[
\delta_t \left[ \frac{s}{4} \int_{\Omega} f_{m,j}(u^n) \, dx + \frac{1}{2} \| \nabla z^n \|^2_{L^2(\Omega)} \right] + \frac{1}{2k} \| \nabla z^n - \nabla z^{n-1} \|^2_{L^2(\Omega)} \\
+ C_1 \left( \int_{\Omega} |D^2 z^n|^2 \, dx + \int_{\Omega} \frac{1}{(z^n)^2} |\nabla x^n_1|^2 \, dx \right) + \frac{1}{2} \int_{\Omega} \left[ T^m(u^n)^s - \frac{1}{2} (T^m(u^n) + 1/j)^s \right] |\nabla z^n|^2 \, dx \\
\leq C \| \nabla z^n \|^2_{L^2(\Omega)} + \frac{s}{4} \int_{\Omega} \left[ T^m(u^n)^s - (T^m(u^n) + 1/j)^s \right] \nabla T^m(u^n) \cdot \nabla (z^n)^2 \, dx.
\] (3.17)

Finally we pass to the limit as \( j \to \infty \) in (3.17). The presence of the discrete time derivative \( \delta_t \) instead of \( \partial_t \) is what allows us to give a unified treatment for the case \( s = 1, 2 \), differently from [2]. We proceed with the passage to the limit term by term. We detail the passage to the limit in the term which involves the discrete time derivative,
\[
\delta_t \int_{\Omega} f_{m,j}(u^n(x)) \, dx.
\] (3.18)

We define the functions \( g_{m,j}, g_m, G \in L^1(\Omega) \) by \( g_{m,j}(x) = \delta_t f_{m,j}(u^n(x)) \), \( g_m(x) = \delta_t f_m(u^n(x)) \) and \( G(x) = [g_{m,1}(x)] \). Then, for almost every \( x \in \Omega \), \( g_{m,j}(x) \to g_m(x) \) as \( j \to \infty \) with \( |g_{m,j}(x)| \leq G(x) \) for all \( j \in \mathbb{N} \). Therefore, using the Dominated Convergence Theorem, we conclude that
\[
\lim_{j \to \infty} \delta_t \int_{\Omega} f_{m,j}(u^n(x)) \, dx = \lim_{j \to \infty} \int_{\Omega} g_{m,j}(x) \, dx = \int_{\Omega} g_m(x) \, dx = \delta_t \int_{\Omega} f_m(u^n(x)) \, dx.
\]

For the other terms of (3.17), one can again follow [2], take the limit as \( j \to \infty \) and reach the desired result.

**Lemma 3.5 (Energy inequality for \( s \geq 2 \)).** The solution \((u^n, z^n)\) of the problem (1.5) satisfies
\[
\delta_t \left[ \frac{s}{4} \int_{\Omega} f_m(u^n) \, dx + \frac{1}{2} \| \nabla z^n \|^2_{L^2(\Omega)} \right] + \frac{1}{2k} \| \nabla z^n - \nabla z^{n-1} \|^2_{L^2(\Omega)} + \int_{\Omega} \left[ \nabla |T^m(u^n)^s|/2 \right] ^2 \, dx \\
+ \frac{1}{4} \int_{\Omega} T^m(u^n)^s |\nabla z^n|^2 \, dx + C_1 \left( \int_{\Omega} |D^2 z^n|^2 \, dx + \int_{\Omega} |\nabla z^n|^2 \, dx \right) \leq C \| \nabla z^n \|^2_{L^2(\Omega)}.
\] (3.19)

**Proof.** The proof follows the same ideas of the analogous result that was proved in [2] for the truncated model. Having in mind that we use Lemma 2.7 to treat the term which involves the discrete time derivative \( \delta_t \), we refer the reader to [2] for the details of the proof.

The energy inequalities (3.16) and (3.19) allow us to obtain \((m, k, n)\)-independent estimates for the function \( z^n \) in the next subsection.

**4. Energy estimates and passage to the limit as \((m, k) \to (\infty, 0)\).** Now we use the global in time functions introduced in (1.8). With these functions we are able to rewrite (1.5) as the following differential system, \( a.e. \) in \((t, x) \in (0, \infty) \times \Omega \),
\[
\begin{aligned}
\partial_t \hat{u}_m^k - \Delta u_m^k &= \nabla \cdot \left( T^m(u_m^k) \nabla (z_m^k)^2 \right), \\
\partial_t \hat{z}_m^k - |\nabla z_m^k|^2 - \Delta z_m^k &= - \frac{1}{2} T^m(u_m^k)^s \left( z_m^k - \frac{\alpha^2}{z_m^k} \right).
\end{aligned}
\] (4.1)

In this subsection we are going to prove \((m, k)\)-independent estimates for the \((m, k)\)-sequences \( \{u_m^k\} \), \( \{z_m^k\} \), \( \{\hat{u}_m^k\} \) and \( \{\hat{z}_m^k\} \), which will also be uniform in time.

First, in Subsection 4.1, we obtain estimates for \( \nabla z_m^k \) from the energy inequalities (3.16) and (3.19). Next we prove bounds for \( \hat{u}_m^k \) and \( u_m^k \) and pass to the limit in (4.1) as \((m, k) \to (\infty, 0)\), considering the cases \( s \in [1, 2] \) and \( s \geq 2 \), separately.
4.1. Estimates for \( \nabla z^k_m \). Given \((u^n, z^n)\) a solution of (1.5), let us define the energy

\[
E_n^0 = \frac{s}{4} \int_{\Omega} f_m(u^n(t, x)) \, dx + \frac{1}{2} \int_{\Omega} |\nabla z^n(t, x)|^2 \, dx.
\]

We use the regularity of the initial data \(u^0\) and \(z^0\) in order to conclude that the initial energy \(E_n^0\), is also bounded, independently of \((m, k)\). If we consider either (3.16) or (3.19), multiply it by \(k\) and sum from \(j = 1\) to \(n\) we obtain

\[
\frac{s}{4} \int_{\Omega} f_m(u^n) \, dx + \frac{1}{2} \sum_{j=1}^{n} \|\nabla z^j - \nabla z^{j-1}\|^2_{L^2(\Omega)}
\]

\[
+ k \sum_{j=1}^{n} \int_{\Omega} T^m(u^j)^s |\nabla z^j|^2 \, dx + C_k \sum_{j=1}^{n} \left( \int_{\Omega} |D^2 z^j|^2 \, dx + \int_{\Omega} |\nabla z^j|^4 \, dx \right)
\]

\[
\leq C k \sum_{j=1}^{n} \|\nabla z^j\|^2_{L^2(\Omega)} + \frac{s}{4} \int_{\Omega} f_m(u^0) \, dx + \frac{1}{2} \|\nabla z^0\|^2_{L^2(\Omega)},
\]

Thus, recalling that \(z^j \geq \alpha\) in \(\Omega\) and that Lemma 3.2.3 and (4.3) are valid for any \(n \in \mathbb{N}\), we conclude that

\[
\nabla z^k_m \text{ is bounded in } L^\infty(0, \infty; L^2(\Omega))^2 \cap L^4(0, \infty; L^4(\Omega)),
\]

\[
T^m(u^k_m)^{s/2} \nabla z^k_m \text{ and } \Delta z^k_m \text{ are bounded in } L^2(0, \infty; L^2(\Omega)),
\]

\[
\sum_{j=1}^{\infty} \|z^j - z^{j-1}\|^2_{H^1(\Omega)} \leq C.
\]

Using (4.6), we prove the following.

**Lemma 4.1.** There is a positive constant \(C\), independent of \(m\) and \(k\), such that

\[
\|z^k_m - \tilde{z}^k_m\|^2_{L^2(0, \infty; H^1(\Omega))} \leq C k.
\]

**Proof.** From the definition of \(z^k_m\) and \(\tilde{z}^k_m\), we observe that \(z^k_m(t) - \tilde{z}^k_m(t) = \frac{(t_n - t)}{k} (z^n - z^{n-1})\), for \(t \in (t_{n-1}, t_n)\). If \(t \in (t_{j-1}, t_j)\) then \(0 \leq t_j - t \leq k\) and hence

\[
\|z^k_m - \tilde{z}^k_m\|^2_{L^2(0, \infty; H^1(\Omega))} = \sum_{j=1}^{\infty} \int_{t_{j-1}}^{t_j} \frac{(t_n - t)}{k} \|z^j - z^{j-1}\|^2_{H^1(\Omega)} \, dt \leq k \sum_{j=1}^{\infty} \|z^j - z^{j-1}\|^2_{H^1(\Omega)}.
\]

Therefore, using (4.6) we conclude the proof.

In particular, since \(z^k_m(t, \cdot) \in H^2(\Omega)\) and \(\frac{\partial}{\partial \eta} z^n(t, \cdot)|_\Gamma = 0\), it stems from (4.5), the \(H^2\)-regularity of the Poisson-Neumann problem (2.1) and (2.2) that

\[
\nabla z^k_m \text{ is bounded in } L^2(0, \infty; H^1(\Omega)).
\]

Using the results obtained until this point we analyze the existence of solutions of (1.1), first for \(s \in [1, 2]\) and then for \(s \geq 2\).
4.2. Estimates for \((u^k_m, z^k_m)\) and passage to the limit for \(s \in [1, 2)\). Let

\[
\begin{align*}
    f'(r) &= \begin{cases} \ln r & \text{if } s = 1, \forall r > 0, \\ r^{s-1}/(s-1) & \text{if } s \in (1, 2), \end{cases} \\
    f(r) &= \int_0^r f'(\theta) \, d\theta = \begin{cases} r\ln r - r & \text{if } s = 1, \forall r > 0, \\ r^s/s(s-1) & \text{if } s \in (1, 2). \end{cases}
\end{align*}
\]

Notice that \(f''(r) = r^{s-2}, \forall r > 0\), in all cases.

We test the \(u^n\)-equation of (1.5) by \(f'(u^n + 1)\). Using Lemma 2.7 we obtain

\[
\begin{align*}
    \delta_t \int_\Omega f(u^n + 1) \, dx + \frac{1}{2k} \int_\Omega f''(c^n)(u^n - u^{n-1})^2 \, dx + \frac{4}{s^2} \int_\Omega |\nabla [u^n + 1]^{s/2}|^2 \, dx + \\
    = 2 \int_\Omega T^m(u^n)(u^n + 1)^{s/2-1} z^n \nabla z^n \cdot \nabla u^n (u^n + 1)^{s/2-1} \, dx \\
    \leq \frac{4}{s} \int_\Omega \frac{T^m(u^n)^{1-s/2}}{(u^n + 1)^{1-s/2}} T^m(u^n)^{s/2} z^n \nabla z^n \cdot \nabla [u^n + 1]^{s/2} \, dx \\
    \leq \frac{4}{s} \|z^0\|_{L^\infty(\Omega)} \left( \int_\Omega T^m(u^n)^s |\nabla z^n|^2 \, dx \right)^{1/2} \left( \int_\Omega |\nabla [u^n + 1]^{s/2}|^2 \, dx \right)^{1/2}
\end{align*}
\]

and thus we have

\[
\begin{align*}
    \delta_t \int_\Omega f(u^n + 1) \, dx + \frac{1}{2k} \int_\Omega f''(c^n)(u^n - u^{n-1})^2 \, dx + \\
    + C_1 \int_\Omega |\nabla [u^n + 1]^{s/2}|^2 \, dx \leq C_2 \int_\Omega T^m(u^n)^s |\nabla z^n|^2 \, dx.
\end{align*}
\]

Multiplying by \(k\) and summing up from 0 to \(n\), for any \(n \in \mathbb{N}\), we obtain

\[
\begin{align*}
    \int_\Omega f(u^n + 1) \, dx + \frac{1}{2} \sum_{j=1}^n \int_\Omega f''(c^j)(u^j - u^{j-1})^2 \, dx + k \sum_{j=1}^n \frac{2}{s^2} \int_\Omega |\nabla [w^j + 1]^{s/2}|^2 \, dx \leq C_k \sum_{j=1}^n \int_\Omega T^m(u^j)^s |\nabla z^j|^2 \, dx + \int_\Omega f(u^0 + 1) \, dx.
\end{align*}
\]

Then, because of (4.5) and the definitions of \(f, u^k_m\) and \(\tilde{u}^k_m\) we conclude that

\[
(4.9) \quad \sum_{j=1}^\infty \int_\Omega f''(c^j)(u^j - u^{j-1})^2 \, dx \leq C,
\]

\[
(4.10) \quad (u^k_m + 1)^{s/2} \text{ are bounded in } L^\infty(0, \infty; L^2(\Omega)),
\]

in particular,

\[
(4.11) \quad u^k_m \text{ are bounded in } L^\infty(0, \infty; L^s(\Omega)),
\]

\[
(4.12) \quad \nabla [u^k_m + 1]^{s/2} \text{ is bounded in } L^2(0, \infty; L^2(\Omega)).
\]

Using these bounds we prove the following.
LEMMA 4.2. There is a positive constant $C$, independent of $m$ and $k$, such that

$$
\|u_m^k - \tilde{u}_m^k\|_{L^2(0,\infty; L^s(\Omega))} \leq C k.
$$

**Proof.**

**Step 1:** We remind that in (4.9) we have $f''(c^j) = (c^j)^{s-2}$, where $s \in [1,2)$ and, for each $j$ and for each $x$, $c^j$ is a point between $(u_j^j(x) + 1)$ and $(u_{j-1}^j(x) + 1)$. Hence let us write $c^j(x)$ as $c^j(x) = \theta^j(x)(u_j^j(x) + 1) + (1 - \theta^j(x))(u_{j-1}^j(x) + 1)$, where $\theta^j(x) \in [0,1]$. Since $u_j^j(x), u_{j-1}^j(x) \geq 0$ and $\theta^j(x), (1 - \theta^j(x)) \in (0,1)$ we have

$$
\frac{(u_j - u_{j-1})^2}{((u_j^j(x) + 1) + (u_{j-1}^j(x) + 1))^{2-s}} \leq \frac{(u_j - u_{j-1})^2}{(c^j(x))^{2-s}} = f''(c^j(x))(u_j - u_{j-1})^2.
$$

**Step 2:** Now we estimate $\left|\left[(u_j^j + 1)^{s/2} - (u_{j-1}^j + 1)^{s/2}\right]\right|^2$ by $f''(c^j(x))(u_j - u_{j-1})^2$. If we consider the identity

$$
\sqrt{a} - \sqrt{b} = \frac{a - b}{\sqrt{a} + \sqrt{b}}, \forall a, b > 0,
$$

and next apply Lemma 2.8, we have

$$
\left|\left[(u_j^j + 1)^{s/2} - (u_{j-1}^j + 1)^{s/2}\right]\right| \leq \left|\left[(u_j^j + 1)^{s} - (u_{j-1}^j + 1)^{s}\right]\right| \leq \frac{C(u_j^j - u_{j-1}^j)^2}{\left[(u_j^j + 1) + (u_{j-1}^j + 1)\right]^{2-s}} \leq C f''(c^j)(u_j - u_{j-1})^2.
$$

**Step 3:** Finally, we use (4.9) and (4.15) to prove (4.13). Considering the definition of $u_m^k$ and $\tilde{u}_m^k$ and using Lemma 2.8, for $t \in (t^{n-1}, t^n)$ we have

$$
\left|u_m^k(t) - \tilde{u}_m^k(t)\right|^s \leq \left|u^n - u^{n-1}\right|^s \leq \left|\left((u^n + 1)^{s/2} - (u^{n-1} + 1)^{s/2}\right)^{2/2}\right|^s
$$

$$
\leq s \left|\left((u^n + 1)^{s/2} - (u^{n-1} + 1)^{s/2}\right)\right|^2 \left|\left((u^n + 1)^{s/2} + (u^{n-1} + 1)^{s/2}\right)\right|^{2-s}.
$$

Integrating and using Hölder’s inequality with the conjugate powers $2/s$ and $2/(2-s)$ we obtain

$$
\int_\Omega \left|u_m^k(t) - \tilde{u}_m^k(t)\right|^s dx \leq s \left(\int_\Omega \left|\left((u^n + 1)^{s/2} - (u^{n-1} + 1)^{s/2}\right)^2 dx\right|^{s/2}
$$

$$
\times \left(\int_\Omega \left|\left((u^n + 1)^{s/2} + (u^{n-1} + 1)^{s/2}\right)\right|^2 dx\right)^{(2-s)/2}.
$$
Then, using (4.15) we obtain
\[ \|u_n^k(t) - \hat{u}_m^k(t)\|_{L^*(\Omega)}^2 \leq C \int_\Omega \left( u^n + 1 \right)^{s/2} - \left( u^{n-1} + 1 \right)^{s/2} \, dx. \]

Then, using (4.15) we obtain
\[ \|u_n^k(t) - \hat{u}_m^k(t)\|_{L^*(\Omega)}^2 \leq C \int_\Omega f''(c)(u^n - u^{n-1})^2 \, dx, \text{ for } t \in (t_{n-1}, t_n). \]

Finally, if we integrate in \( t \) and use (4.9) we get
\[ \int_0^\infty \|u_n^k(t) - \hat{u}_m^k(t)\|_{L^*(\Omega)}^2 \, dt \leq Ck \sum_{j=1}^\infty \int_\Omega f''(c)(u^j - u^{j-1})^2 \, dx \leq Ck, \]

which concludes the proof.

Consider the relation
\[ \nabla u_n^k = \nabla (u_n^k + 1) = \nabla (u_n^k + 1)^{s/2} = \frac{2}{s} (u_n^k + 1)^{1-s/2} \nabla (u_n^k + 1)^{s/2}. \]

Taking into account that we are considering \( s \in [1, 2) \), we can use (4.10) to obtain
\[ (u_n^k + 1)^{1-s/2} \text{ is bounded in } L^\infty(0, \infty; L^{2s/(2-s)}(\Omega)) \]
and then (4.12) and (4.16) to conclude that
\[ \nabla u_n^k \text{ is bounded in } L^2(0, \infty; L^s(\Omega)). \]

In conclusion, using (4.11), (4.17) and the Poincaré’s inequality for zero mean functions (Lemma 2.1),
\[ u_n^k - u^* \text{ is bounded in } L^\infty(0, \infty; L^s(\Omega)) \cap L^2(0, \infty; W^{1,s}(\Omega)). \]

Considering the chemotaxis term, we write \( T^m(u_n^k) \nabla (z_m^k) \) as
\[ T^m(u_n^k) \nabla (z_m^k) = 2T^m(u_n^k)^{1-s/2} T^m(u_n^k)^{s/2} z_m^k \nabla z_m^k. \]

Then, because of (4.10), we have \( T^m(u_n^k)^{s/2} \) bounded in \( L^\infty(0, \infty; L^{2s/(2-s)}(\Omega)) \) and, because of (4.5), \( T^m(u_n^k)^{s/2} z_m^k \nabla z_m^k \) is bounded in \( L^2(0, \infty; L^2(\Omega)) \). Hence we conclude that
\[ T^m(u_n^k) \nabla (z_m^k)^2 \text{ is bounded in } L^2(0, \infty; L^s(\Omega)). \]

Then, if we consider the \( u \)-equation of (4.1), from (4.18) and (4.19) we have
\[ \partial_t \hat{z}_m^k \text{ is bounded in } L^2(0, \infty; W^{1,s/(s-1)}(\Omega)^\prime). \]

Now we turn to the \( z \)-equation of (4.1), rewritten as
\[ \partial_t \hat{z}_m^k - \frac{\left| \nabla (z_m^k) \right|^2}{z_m^k} - \Delta (z_m^k) + T^m(u^*)^s (z_m^k - \frac{\alpha^2}{z_m^k}) \]
\[ = - \frac{1}{2} (T^m(u_n^k)^s - T^m(u^*)^s) (z_m^k - \frac{\alpha^2}{z_m^k}). \]

Since \( z_m^k \geq \alpha \), we have \( z_m^k \geq z_m^k - \alpha^2/z_m^k \geq z_m^k - \alpha \geq 0 \) and then we can write
\[ \partial_t \hat{z}_m^k - \frac{\left| \nabla (z_m^k - \alpha) \right|^2}{z_m^k} - \Delta (z_m^k - \alpha) + T^m(u^*)^s (z_m^k - \alpha) \]
\[ \leq \frac{1}{2} \left| T^m(u_n^k)^s - T^m(u^*)^s \right| z_m^k. \]
Analyzing the term on the right hand side of (4.21), we have

\[(4.22) \quad T^m(u^k_m)^s - T^m(u^*)^s \text{ is bounded in } L^2(0, \infty; L^{3/2}(\Omega)).\]

In fact, using Lemma 2.8, we get

\[|T^m(u^k_m)^s - T^m(u^*)^s| \leq s^{3/2} |T^m(u^k_m) + T^m(u^*)|^{s-1} |u^k_m - u^*|\]

and therefore

\[\int_{\Omega} |T^m(u^k_m)^s - T^m(u^*)^s|^{3/2} \, dx \leq s^{3/2} \int_{\Omega} |T^m(u^k_m) + T^m(u^*)|^{3(s-1)/2} \, dx \int_{\Omega} |u^k_m - u^*|^{3/2} \, dx.\]

Using Hölder’s inequality with the conjugate exponents \(2s/(3s - 3)\) and \(2s/(3 - s)\), we obtain

\[\|T^m(u^k_m)^s - T^m(u^*)^s\|_{L^{3/2}(\Omega)}^2 \leq s^2 \|T^m(u^k_m) + T^m(u^*)\|_{L^{s/(3-s)}(\Omega)}^{2(s-1)} \|u^k_m - u^*\|_{L^{3/2}(\Omega)}^2.\]

Then, recalling the \((m, k)\)-uniform bound (4.18) and the Sobolev embedding \(W^{1,s}(\Omega) \subset L^{3s/(3-s)}(\Omega)\) we obtain (4.22).

With this information, now we can test (4.21) by \(k (z^k_m - \alpha)\) and get, for each time interval \((t_{n-1}, t_n),\)

\[\frac{1}{2} (\|z^n - \alpha\|_{L^2(\Omega)}^2 - \|z^{n-1} - \alpha\|_{L^2(\Omega)}^2) + k \|\nabla(z^n - \alpha)\|_{L^2(\Omega)}^2 + k \frac{T^m(u^*)^s}{2} \|z^n - \alpha\|_{L^2(\Omega)}^2 \leq Ck \int_{\Omega} |T^m(u^n)^s - T^m(u^*)^s| z^n(z^n - \alpha) \, dx + \int_{\Omega} \|\nabla z^n\|^2_{L^2(\Omega)} (z^n - \alpha) \, dx \]

\[\leq Ck \|z^0\|_{L^\infty(\Omega)} \|T^m(u^n)^s - T^m(u^*)^s\|_{L^{3/2}(\Omega)} \|z^n - \alpha\|_{L^2(\Omega)} + k \|\nabla z^n\|^2_{L^2(\Omega)} \leq C(\delta)k \|T^m(u^n)^s - T^m(u^*)^s\|_{L^{3/2}(\Omega)}^2 + \delta k \|z^n - \alpha\|^2_{L^2(\Omega)} + (1 + \delta)k \|\nabla z^n\|^2_{L^2(\Omega)}.\]

Note that if \(u_0 \neq 0\) then have \(T^m(u^*) = u^* > 0\), for all \(m \geq u^*\). Hence, choosing \(\delta > 0\) small enough, we conclude that, for \(m \geq u^*\), there is \(\beta > 0\) such that

\[\frac{1}{2} (\|z^n - \alpha\|^2_{L^2(\Omega)} - \|z^{n-1} - \alpha\|^2_{L^2(\Omega)}) + k \beta \|z^n - \alpha\|_{L^2(\Omega)}^2 \leq Ck \|T^m(u_m)^s - T^m(u^*)^s\|_{L^{3/2}(\Omega)}^2 + k \|\nabla z^n\|^2_{L^2(\Omega)}.\]

Therefore, summing in \(n\) and using (4.22) and Lemma 3.2 we obtain

\[(4.23) \quad z^k_m - \alpha \text{ is bounded in } L^2(0, \infty; L^2(\Omega)).\]

Hence, in view of (4.4), (4.5) and (4.23) we have

\[z^k_m - \alpha \text{ is bounded in } L^2(0, \infty; H^2(\Omega)).\]

With the \(m\)-uniform bounds obtained so far we can derive a \(m\)-uniform bound for \(\partial_t z^k_m\) in \(L^2(0, \infty; L^{3/2}(\Omega))\). In fact, we notice that

\[0 \leq \frac{z^k_m - \alpha}{z^k_m} = \frac{(z^k_m)^2 - \alpha^2}{z^k_m} \leq \frac{(z^k_m)^2 - \alpha^2}{\alpha} \leq \frac{\|z^0\|_{L^\infty(\Omega)} + \alpha^2}{\alpha} (z^k_m - \alpha).\]

Hence, accounting for (4.23), we also have

\[(4.24) \quad z^k_m - \alpha \text{ is bounded in } L^2(0, \infty; L^2(\Omega)).\]
Therefore, going back to (4.20), recalling that $\tilde{z}_m^k$ is uniformly bounded in $L^\infty(0, \infty; L^\infty(\Omega))$ with respect to $m$ and $k$ and considering (4.24) and (4.22), we conclude that

$$\partial_t \tilde{z}_m^k \text{ is bounded in } L^2(0, \infty; L^{3/2}(\Omega)).$$

Now we are going to obtain compactness for $\{\tilde{u}_m^k\}$ and $\{u_m^k\}$, which is necessary in order to pass to the limit as $m \to \infty$ and $k \to 0$ in the nonlinear terms of (1.5). Because of (4.10) and (4.12), we have that

$$(u_m^k + 1)^{s/2} \text{ is bounded in } L^\infty(0, \infty; L^2(\Omega)) \cap L^2(0, T; H^1(\Omega)),$$

for every finite $T > 0$. Using the Sobolev inequality $H^1(\Omega) \subset L^6(\Omega)$ and interpolation inequalities we obtain

$$(u_m^k)^{s/2} \text{ is bounded in } L^{10/3}(0, T; L^{10/3}(\Omega)),$$

which is equivalent to

$$u_m^k \text{ is bounded in } L^{5s/3}(0, T; L^{5s/3}(\Omega)).$$

By using (4.10) and (4.25) in (4.16) (remind that $s \in [1, 2]$), we also have

$$u_m^k \text{ is bounded in } L^{5s/(3+s)}(0, T; W^{1,5s/(3+s)}(\Omega)).$$

For any norm $\|\cdot\|$ we have

$$\|\tilde{u}_m^k(t)\| \leq \|\tilde{z}_m^k(t) - u_m^k(t)\| + \|u_m^k(t)\|,$$

$$\|\tilde{z}_m^k(t) - u_m^k(t)\| \leq \|u^n - u^{n-1}\| \leq \|u^n\| + \|u^{n-1}\|, \forall t \in (t_{n-1}, t_n).$$

Thus, because of (4.25) and (4.26) we also conclude that

$$\tilde{u}_m^k \text{ is bounded in } L^{5s/3}(0, T; L^{5s/3}(\Omega)) \cap L^{5s/(3+s)}(0, T; W^{1,5s/(3+s)}(\Omega)).$$

We observe that $W^{1,5s/(3+s)}(\Omega) \subset L^q(\Omega)$, with continuous embedding for $q = 15s/(9 - 2s)$ and compact embedding for $q \in [1, 15s/(9 - 2s)]$. Then, since $s \in [1, 2]$, we have $5s/3 < 15s/(9 - 2s)$ and therefore the embedding $W^{1,5s/(3+s)}(\Omega) \subset L^{5s/3}(\Omega)$ is compact. Note also that $q = 5s/3 \geq 5/3 > 1$. Applying Lemma 2.10 with

$$X = W^{1,5s/(3+s)}(\Omega), \quad B = L^{5s/3}(\Omega), \quad Y = (H^2(\Omega))^\prime,$$

we conclude that there is a subsequence of $\{\tilde{u}_m^k\}$ (still denoted by $\{u_m^k\}$) and a limit function $u$ such that

$$\tilde{u}_m^k \rightharpoonup u \text{ weakly in } L^{5s/(3+s)}(0, T; W^{1,5s/(3+s)}(\Omega)), \forall T > 0,$$

$$\tilde{u}_m^k \to u \text{ strongly in } L^p(0, T; L^p(\Omega)), \forall p \in [1, 5s/3], \forall T > 0.$$

We note that, because of the $(m, k)$-independent bounds obtained for $u_m^k$ and the convergence (4.13), these convergences are also valid if we replace $\tilde{u}_m^k$ by $u_m^k$. Therefore we have

$$u_m^k \rightharpoonup u \text{ weakly in } L^{5s/(3+s)}(0, T; W^{1,5s/(3+s)}(\Omega)), \forall T > 0,$$

$$u_m^k \to u \text{ strongly in } L^p(0, T; L^p(\Omega)), \forall p \in [1, 5s/3], \forall T > 0.$$
Using the Dominated Convergence Theorem we conclude from (4.28) that

\[ T^m(u^k_m) \to u \text{ strongly in } L^p(0; L^p(\Omega)), \forall p \in [1, 5s/3), \forall T > 0. \]

It stems from the convergence (4.29) and Lemma 2.9 that

\[ (T^m(u^k_m))^s \to u^s \text{ strongly in } L^q(0; L^q(\Omega)), \forall q \in [1, 5/3), \forall T > 0. \]

The compactness of \( \{ z^k_m \} \) is also necessary. Concerning the functions \( z^k_m \) and \( \tilde{z}^k_m \), if we consider the \((m,k)\)-independent bounds derived so far, (4.7) and use the compactness result Lemma 2.10, then we conclude that there are subsequences of \( \{ z^k_m \} \) and \( \{ \tilde{z}^k_m \} \) (still denoted by \( \{ \tilde{z}^k_m \} \) and \( \{ \tilde{z}^k_m \} \)) and a limit function \( z \) such that, for each \( T > 0 \),

\[ z^k_m \to z \text{ weakly* in } L^\infty(0, \infty; L^\infty(\Omega)) \cap L^\infty(0, \infty; H^1(\Omega)), \]
\[ \tilde{z}^k_m \to z \text{ weakly in } L^2(0, \infty; H^2(\Omega)), \]
\[ z^k_m \to z \text{ strongly in } L^2(0; T; \tilde{H}^1(\Omega)) \cap L^p(0; T; L^p(\Omega)), \]
\[ \nabla z^k_m \to \nabla z \text{ weakly in } L^4(0, \infty; L^4(\Omega)), \]
\[ \partial_t z^k_m \to \partial_t z \text{ weakly in } L^2(0, \infty; L^{3/2}(\Omega)). \]

Taking the nonlinear terms of (4.1), where we have to pass to the limit as \((m,k) \to (\infty,0)\), it is convenient to consider two functions of \( \tilde{z}^k_m \), namely \( g_1(z^k_m) = (z^k_m)^2 \) and \( g_2(z^k_m) = 1/z^k_m \). Since \( 0 < \alpha \leq z^k_m \leq \|v^0\|_{L^\infty(\Omega)} \), we are able to use the \((m,k)\)-independent bounds derived so far and (4.31) to show that

\[ 1/z^k_m \to 1/z \text{ strongly in } L^p(0; T; L^p(\Omega)), \text{ for each } T > 0 \text{ and } p \in [1, \infty), \]
\[ |\nabla z^k_m|^2 \to |\nabla z|^2 \text{ weakly in } L^2(0, \infty; L^2(\Omega)), \]
\[ |\nabla (z^k_m)|^2 \to |\nabla (z)|^2 \text{ weakly in } L^2(0, \infty; L^2(\Omega)). \]

Now we are going to use the weak and strong convergences that we proved for \( u^k_m, \tilde{u}^k_m, z^k_m \) and \( \tilde{z}^k_m \) to pass to the limit as \((m,k) \to (\infty,0)\) in the equations of problem (1.5). We are going to identify the limits of the nonlinear terms

\[ T^m(u^k_m)\nabla (z^k_m)^2, \frac{|\nabla z^k_m|^2}{z^k_m}, T^m(u^k_m)^s z^k_m \text{ and } \frac{T^m(u^k_m)^s}{z^k_m}, \]

with \( u\nabla (z)^2, \frac{|\nabla z|^2}{z}, u^sz \) and \( \frac{u^s}{z} \), respectively. In fact, considering the chemotaxis term, because of (4.29), (4.4) and (4.32), we have

\[ T^m(u^k_m)\nabla (z^k_m)^2 \to u\nabla (z)^2 \text{ weakly in } L^{20s/(5s+12)}(0; T; L^{20s/(5s+12)}(\Omega)), \]
for each \( T > 0 \). Using (4.31) and (4.32) we also conclude that

\[ \frac{|\nabla z^k_m|^2}{z^k_m} \to \frac{|\nabla z|^2}{z} \text{ weakly in } L^2(0, T; L^2(\Omega)), \text{ for each } T > 0. \]

Regarding the consumption term, considering (4.30) and (4.31), we prove that

\[ T^m(u^k_m)^s z^k_m \to u^s z \text{ weakly in } L^{5/3}(0, T; L^{5/3}(\Omega)), \text{ for each } T > 0. \]

Finally, using (4.30) and (4.32), we obtain

\[ \frac{T^m(u^k_m)^s}{z^k_m} \to \frac{u^s}{z} \text{ weakly in } L^{5/3}(0, T; L^{5/3}(\Omega)), \text{ for each } T > 0. \]
With these identifications and all previous convergences, it is possible to pass to the limit as $(m, k) \to (\infty, 0)$ in each term of the equations of (1.5). This concludes the proof of existence of a solution $(u, z)$ of (1.2) for $s \in [1, 2]$. In order to finish, we will prove the regularity (up to infinite time) of $u$.

From (4.10) and (4.12) there exists a subsequence of $\{(u_m^k + 1)^{s/2}\}$, still denoted by $\{(u_m^k + 1)^{s/2}\}$, and a limit function $\varphi$ such that
\[
(u_m^k + 1)^{s/2} \to \varphi \text{ weakly* in } L^\infty(0, \infty; L^2(\Omega)),
\]
\[
\nabla(u_m^k + 1)^{s/2} \to \nabla\varphi \text{ weakly in } L^2(0, \infty; L^2(\Omega)).
\]

Then, using the strong convergence (4.28), the continuity of the function $u_m^k \mapsto f(u_m^k) = (u_m^k + 1)^{s/2}$ and the Dominated Convergence Theorem, we prove that $\varphi = (u + 1)^{s/2}$.

Analogously, because of (4.5), up to a subsequence, there is a limit function $\phi$ such that
\[
T^m(u_m^k)^{s/2}\nabla z_m^k \to \phi \text{ weakly in } L^2(0, \infty; L^2(\Omega)).
\]

Using the convergences (4.30) and (4.31), we prove that $\phi = u^{s/2}\nabla z$.

Therefore we have proved the global in time regularity
\[
(u + 1)^{s/2} \in L^\infty(0, \infty; L^2(\Omega)), \quad \nabla(u + 1)^{s/2} \in L^2(0, \infty; L^2(\Omega)),
\]
\[
u^{s/2}\nabla z \in L^2(0, \infty; L^2(\Omega)).
\]

Considering (4.33) and proceeding as in the obtaining of (4.18) and (4.19) we conclude the global in time regularity $u \in L^\infty(0, \infty; L^s(\Omega)), \nabla u, u\nabla(z)^2 \in L^2(0, \infty; L^s(\Omega))$. This finishes the proof that $(u, z)$ is a weak solution of (1.2) and that $\{(u_m^k, z_m^k)\}$ converges to $(u, z)$ as $(m, k) \to (\infty, 0)$ in the sense indicated in this section, for $s \in [1, 2]$.

**4.3. Estimates for $(u_m^k, z_m^k)$ and passage to the limit for $s \geq 2$.** The procedure for the case $s \geq 2$ is much more similar to the case $s = 2$ in [2]. In the sequel, we highlight the main steps of the proof and refer the reader to [2] for details. First we note that, multiplying the energy inequality (3.19) from Lemma 3.5 by $k$ and summing in $n$, for each $n \in \mathbb{N}$, we have
\[
\nabla T^m(u_m^k)^{s/2} \text{ is bounded in } L^2(0, \infty; L^2(\Omega)),
\]
\[
T^m(u_m^k)^{s/2} \text{ is bounded in } L^\infty(0, \infty; L^2(\Omega)).
\]

From (4.35) and (4.34) we conclude that
\[
T^m(u_m^k) \text{ is bounded in } L^{5s/3}(0, T; L^{5s/3}(\Omega)).
\]

Analogously to [2], we use (4.5) and Lemma 3.2 to prove that
\[
T^m(u_m^k)\nabla(z_m^k)^2 \text{ is bounded in } L^2(0, \infty; L^2(\Omega)).
\]

Now we can test the $u^n$-equation of (1.5) by $ku^n$ and, after bounding some terms, we sum the resulting inequality in $n \in \mathbb{N}$ and use (4.37) to conclude that
\[
u^k_m \text{ is bounded in } L^\infty(0, \infty; L^2(\Omega)),
\]
\[
\nabla u^k_m \text{ is bounded in } L^2(0, \infty; L^2(\Omega)),
\]
\[
\sum_{j=1}^\infty \|u^j - u^{j-1}\|^2_{L^2(\Omega)} \leq C.
\]
Analogously to (4.7), using (4.3), we prove that

\[(4.40) \quad \|u_m^k - \tilde{u}_m^k\|_{L^2(0,\infty;L^2(\Omega))} \leq Ck.\]

Then, if we consider the \(u\)-equation of (4.1), by applying (4.39) and (4.37) we conclude that

\[(4.41) \quad \partial_t \tilde{u}_m^k \text{ is bounded in } L^2(0,\infty; (H^1(\Omega))').\]

Using the \((m, k)\)-independent bounds obtained so far, we can follow the ideas of [2] and subsection 4.2 in order to prove that

\[(4.42) \quad \tilde{z}_m^k - \alpha \text{ is bounded in } L^2(0,\infty;L^2(\Omega)),\]

\[\partial_t \tilde{z}_m^k \text{ is bounded in } L^2(0,\infty;L^{3/2}(\Omega)).\]

Now, using (4.38), (4.39), (4.40) and (4.41) we conclude that there are subsequences of \(\{u_m^k\}\) and \(\{\tilde{u}_m^k\}\), still denoted by \(\{u_m^k\}\) and \(\{\tilde{u}_m^k\}\), and a limit function \(u\) such that

\[u_m^k \rightarrow u \text{ weakly* in } L^\infty(0,\infty;L^2(\Omega)),\]

\[\nabla u_m^k \rightarrow \nabla u \text{ weakly in } L^2(0,\infty;L^2(\Omega)),\]

\[\partial_t \tilde{u}_m^k \rightarrow u \text{ weakly in } L^2(0,\infty; (H^1(\Omega))').\]

By applying the compactness result Lemma 2.10 to the sequence \(\{\tilde{u}_m^k\}\) and using (4.40) we have

\[u_m^k \rightarrow u \text{ strongly in } L^2(0,T;L^2(\Omega)), \forall T > 0.\]

Using the Dominated Convergence Theorem and (4.36) we can also prove that

\[T^m(u_m^k) \rightarrow u \text{ strongly in } L^p(0,T;L^p(\Omega)), \forall p \in (1, 5s/3),\]

and then Lemma 2.9 yields

\[T^m(u_m^k)^s \rightarrow u^s \text{ strongly in } L^p(0,T;L^p(\Omega)), \forall p \in (1, 5/3).\]

From the global in time estimate (4.35) we conclude that, up to a subsequence,

\[T^m(u_m^k) \rightarrow u \text{ weakly* in } L^\infty(0,\infty;L^s(\Omega)),\]

hence, in particular, \(u \in L^\infty(0,\infty;L^s(\Omega)).\)

For \(s \geq 2\), if we consider the functions \(z_m^k\) and \(\tilde{z}_m^k\), we have the same \((m, k)\)-independent estimates that we had for \(s \in [1, 2).\) Then we have the same convergences given in (4.31) and (4.32).

Following the ideas of Subsection 4.2, we are able identify the limits of

\[T^m(u_m^k)\nabla(z_m^k)^2, |\nabla z_m^k|^{2}/z_m^k, T^m(u_m^k)^s/z_m^k \text{ and } T^m(u_m^k)^s/z_m^k\]

with \(u\nabla(z)^2, |\nabla z|^2/z, u^s z \text{ and } u^s /z, \) respectively.

This finishes the proof that \((u, z)\) is a solution of (1.2) and that \(\{(u_m^k, z_m^k)\}\) converges to \((u, z)\) as \((m, k) \rightarrow (\infty, 0)\) in the sense indicated in this section, for \(s \geq 2\).

5. Convergence of \(u_m^k\). Until this point, for any \(s \geq 1\) fixed, we have proved that \((u_m^k, z_m^k)\) converges to a weak solution \((u, z)\) of (1.2) as \((m, k) \rightarrow (\infty, 0)\). Now, to conclude the proof of Theorem 1.3, we are going to prove that \((u_m^k, v_m^k)\) converges to a weak solution \((u, v)\) of (1.1) as \((m, k) \rightarrow (\infty, 0)\), where \(v_m^k\) is given either by (1.6) or by (1.7). For simplicity, we consider \((u_m^k, z_m^k)\) to be the subsequence which converges to the limit function \((u, z)\).
5.1. $v^k_m$ given by (1.6). In this case, it suffices to show that the sequence $v^k_m = (z^k_m)^2 - \alpha^2$ converges to $v = z^2 - \alpha^2$ as $(m, k) \to (\infty, 0)$. Then, thanks to the equivalence of problems (1.2) and (1.1) (see Lemma 1.1), we know that $(u, z)$ is a solution of (1.2) if, and only if, $(u, v)$ is a solution of (1.1), with $v = z^2 - \alpha^2$.

In fact, if we consider the $(m, k)$-uniform bounds obtained for $z^k_m$ (especially the pointwise estimates of Theorem 3.1, (4.4) and (4.5)) and the convergences listed in (4.31), we can prove by straightforward calculations that the sequence $v^k_m = (z^k_m)^2 - \alpha^2$ converges to $v = z^2 - \alpha^2$ in the same senses indicated in (4.31). Hence, by Lemma 1.1, we have that $(u, v)$ is a solution of (1.1).

Therefore, we conclude that $(u^k_m, v^k_m)$ converges to $(u, v)$, a solution of (1.1), as $(m, k) \to (\infty, 0)$.

5.2. $v^k_m$ given by (1.7). We rewrite (1.7) as

$$\partial_t \bar{v}^k_m - \Delta \bar{v}^k_m + T^m(u^k_m)^s v^k_m = 0.$$  

Taking the $(m, k)$-independent bounds obtained for $T^m(u^k_m)$ in Subsections 4.2 and 4.3 into account, we test (1.7) by $v^n - \Delta v^n$ and conclude that

$$v^k_m \text{ is bounded in } L^\infty(0, \infty; H^1(\Omega)),$$

$$\Delta v^k_m \text{ is bounded in } L^2(0, \infty; L^2(\Omega)),$$

$$\|\bar{v}^k_m - v^k_m\|_{L^2(0, \infty; H^1(\Omega))} \leq C k.$$  

Adapting the ideas used in Subsections 4.2 and 4.3 to show that $z^k_m - \alpha$ is bounded in $L^2(0, \infty; H^2(\Omega))$ and that $\partial_t z^k_m$ is bounded in $L^2(0, \infty; L^{3/2}(\Omega))$, we prove that

$$v^k_m \text{ is bounded in } L^2(0, \infty; H^2(\Omega)),$$

$$\partial_t v^k_m \text{ is bounded in } L^2(0, \infty; L^{3/2}(\Omega)).$$

Then, using (5.2), (5.3), (5.4), (5.5), (5.6) and Lemma 2.10, we prove that there exists a function $v$ such that, up to a subsequence, we have

$$v^k_m \to v \text{ weakly* in } L^\infty(0, \infty; L^\infty(\Omega)) \cap L^\infty(0, \infty; H^1(\Omega));$$

$$v^k_m \to v \text{ weakly in } L^2(0, \infty; H^2(\Omega));$$

$$v^k_m \to v \text{ strongly in } L^2(0, T; H^1(\Omega)) \cap L^p(0, T; L^p(\Omega)), p \in [1, \infty), \text{ for each } T > 0,$$

and

$$\partial_t v^k_m \to \partial_t v \text{ weakly in } L^2(0, \infty; L^{3/2}(\Omega)).$$

Now, using the convergence obtained for $T^m(u^k_m)$ in Subsections 4.2 and 4.3 and (5.7), we conclude that the limit function $v$ is the unique solution of

$$\partial_t v - \Delta v + u^s v = 0, \quad \partial_t v \bigg|_{\Gamma^a} = 0,$$

where $u$ is the function of the pair $(u, z)$, fixed at the beginning of Subsection 5. Therefore, thanks to the uniqueness of the limit function $v$, we conclude that the whole sequence $v^k_m$ converges towards $v$ as $(m, k) \to (\infty, 0)$. In addition, combining Lemma 1.1 and the uniqueness of the function $v$, given $u$, we deduce that $v = z^2 - \alpha^2$.

Thus we conclude that \{$(u^k_m, v^k_m)$\} converges to $(u, v)$, a solution of (1.1), as $(m, k) \to (\infty, 0)$ in both cases, with $v^n$ given by (1.6) or (1.7), finishing the proof of Theorem 1.3.
6. Conclusion. In this work, we designed a conservative, energy stable, positivity preserving and convergent time discrete scheme for the chemotaxis-consumption model (1.1). Using the change of variables $z = \sqrt{v + \alpha^2}$ and a upper truncation of $u$ in the nonlinear chemotaxis and consumption terms, we proposed a Backward Euler scheme for the $(u, z)$-problem and two different ways of retrieving an approximation for $v$. We have proved the existence of solution to the time discrete scheme, uniform in time a priori estimates and convergence of the scheme towards a weak solution $(u, v)$ of the chemotaxis-consumption model (1.1).

We remark that, in the present work, we dealt with some issues that aroused from the time discretization of (1.1). Indeed, in order to obtain a time discrete scheme satisfying an energy law, independently of the time step size, it was crucial that the method was implicit and that the time discrete scheme was proposed in terms of the variable $z = \sqrt{v + \alpha^2}$ instead of the variable $v$. Moreover, Lemma 4.2 was decisive to prove convergence in the case $s \in [1, 2)$. We hope that this work will provide insights into how to propose a fully discrete scheme to approximate (1.1), rather as the time discretization performed in [8] contributed to the design of fully discrete schemes to approximate chemorepulsion-production models in [9, 10].

Nevertheless, we expect that throughout the design of a conservative, energy stable, positivity preserving and convergent fully discrete scheme for the chemotaxis-consumption model (1.1), other difficulties may appear. In fact, as we can observe in the present work, the proof of energy stability (and hence convergence) for the proposed time discrete scheme relies on the cancellation between two terms which come from the chemotaxis and the consumption effects, respectively. We believe that this cancellation should also be the key to the energy stability of fully discrete schemes for (1.1). Since the cancellation depends strongly on the expression of the aforementioned terms, the design of an energy stable fully discrete scheme may possibly be quite challenging, especially if we want to preserve positivity.
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