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Abstract—Sound processing in the human auditory system is complex and highly non-linear, whereas hearing aids (HAs) still rely on simplified descriptions of auditory processing or hearing loss to restore hearing. Even though standard HA amplification strategies succeed in restoring audibility of faint sounds, they still fall short of providing targeted treatments for complex sensorineural deficits and adverse listening conditions. These shortcomings of current HA devices demonstrate the need for advanced hearing-loss compensation strategies that can effectively leverage the non-linear character of the auditory system. Here, we propose a differentiable deep-neural-network (DNN) framework that can be used to train DNN-based HA models based on biophysical auditory-processing differences between normal-hearing and hearing-impaired systems. We investigate different loss functions to accurately compensate for impairments that include outer-hair-cell (OHC) loss and cochlear synaptopathy (CS), and evaluate the benefits of our trained DNN-based HA models for speech processing in quiet and in noise. Our results show that auditory-processing enhancement was possible for all considered hearing-loss cases, with OHC loss proving easier to compensate than CS. Several objective metrics were considered to estimate the expected speech intelligibility after processing, and these simulations hold promise in yielding improved understanding of speech-in-noise for hearing-impaired listeners who use our DNN-based HA processing. Since our framework can be tuned to the hearing-loss profiles of individual listeners, we enter an era where truly individualised and DNN-based hearing-restoration strategies can be developed and be tested experimentally.

Index Terms—Closed loop, cochlear synaptopathy, hearing loss, individualised hearing aids, neural networks, speech intelligibility.

I. INTRODUCTION

Computational models of hearing-impaired (HI) auditory processing are widely adopted in the design of hearing-restoration strategies [1], [2], [3], [4], [5], but the numerical complexity of biophysically realistic auditory models has discouraged the field to make use of their full potential [6]. Consequently, typical hearing-aid (HA) algorithms still rely on simplified descriptions of auditory processing or on superficial estimates of sensorineural hearing loss (SNHL) to yield optimal acoustic amplification to HA users [7], [8]. Although standard amplification strategies succeed in restoring the audibility of faint sounds in HA users based on measured hearing thresholds or perceived loudness, they fall short of providing a robust and generalisable treatment, as HA treatment outcomes are highly variable across listeners even with similar audiograms [9]. These mixed benefits of modern hearing healthcare have led to a growing demand for fundamental advances in hearing research and more precise SNHL treatment outcomes [10]. To this end, more complex computational tools that can leverage the highly non-linear character of the human auditory system (and its impairments) are necessary to improve the diagnosis and treatment of hearing loss.

Advanced computational techniques based on deep neural networks (DNNs) have the potential to transform hearing healthcare and have already been incorporated in HA devices, substantially improving the understanding of speech in noise for HA users [11], [12]. However, the specific functions of the auditory system have only partially been considered in the design of DNN-based HA algorithms and DNNs are mostly adopted to improve noise suppression, source separation or amplification estimates of sensorineural hearing loss (SNHL) to yield optimal acoustic amplification to HA users [7], [8]. Although standard amplification strategies succeed in restoring the audibility of faint sounds in HA users based on measured hearing thresholds or perceived loudness, they fall short of providing a robust and generalisable treatment, as HA treatment outcomes are highly variable across listeners even with similar audiograms [9]. These mixed benefits of modern hearing healthcare have led to a growing demand for fundamental advances in hearing research and more precise SNHL treatment outcomes [10]. To this end, more complex computational tools that can leverage the highly non-linear character of the human auditory system (and its impairments) are necessary to improve the diagnosis and treatment of hearing loss.

Advances in computational techniques based on deep neural networks (DNNs) have the potential to transform hearing healthcare and have already been incorporated in HA devices, substantially improving the understanding of speech in noise for HA users [11], [12]. However, the specific functions of the auditory system have only partially been considered in the design of DNN-based HA algorithms and DNNs are mostly adopted to improve noise suppression, source separation or amplification estimates of sensorineural hearing loss (SNHL) to yield optimal acoustic amplification to HA users [7], [8]. Although standard amplification strategies succeed in restoring the audibility of faint sounds in HA users based on measured hearing thresholds or perceived loudness, they fall short of providing a robust and generalisable treatment, as HA treatment outcomes are highly variable across listeners even with similar audiograms [9]. These mixed benefits of modern hearing healthcare have led to a growing demand for fundamental advances in hearing research and more precise SNHL treatment outcomes [10]. To this end, more complex computational tools that can leverage the highly non-linear character of the human auditory system (and its impairments) are necessary to improve the diagnosis and treatment of hearing loss.

Consequently, typical hearing-aid (HA) algorithms still rely on simplified descriptions of auditory processing or on superficial estimates of sensorineural hearing loss (SNHL) to yield optimal acoustic amplification to HA users [7], [8]. Although standard amplification strategies succeed in restoring the audibility of faint sounds in HA users based on measured hearing thresholds or perceived loudness, they fall short of providing a robust and generalisable treatment, as HA treatment outcomes are highly variable across listeners even with similar audiograms [9]. These mixed benefits of modern hearing healthcare have led to a growing demand for fundamental advances in hearing research and more precise SNHL treatment outcomes [10]. To this end, more complex computational tools that can leverage the highly non-linear character of the human auditory system (and its impairments) are necessary to improve the diagnosis and treatment of hearing loss.

Advanced computational techniques based on deep neural networks (DNNs) have the potential to transform hearing healthcare and have already been incorporated in HA devices, substantially improving the understanding of speech in noise for HA users [11], [12]. However, the specific functions of the auditory system have only partially been considered in the design of DNN-based HA algorithms and DNNs are mostly adopted to improve noise suppression, source separation or amplification estimates of sensorineural hearing loss (SNHL) to yield optimal acoustic amplification to HA users [7], [8]. Although standard amplification strategies succeed in restoring the audibility of faint sounds in HA users based on measured hearing thresholds or perceived loudness, they fall short of providing a robust and generalisable treatment, as HA treatment outcomes are highly variable across listeners even with similar audiograms [9]. These mixed benefits of modern hearing healthcare have led to a growing demand for fundamental advances in hearing research and more precise SNHL treatment outcomes [10]. To this end, more complex computational tools that can leverage the highly non-linear character of the human auditory system (and its impairments) are necessary to improve the diagnosis and treatment of hearing loss.

Advanced computational techniques based on deep neural networks (DNNs) have the potential to transform hearing healthcare and have already been incorporated in HA devices, substantially improving the understanding of speech in noise for HA users [11], [12]. However, the specific functions of the auditory system have only partially been considered in the design of DNN-based HA algorithms and DNNs are mostly adopted to improve noise suppression, source separation or amplification estimates of sensorineural hearing loss (SNHL) to yield optimal acoustic amplification to HA users [7], [8]. Although standard amplification strategies succeed in restoring the audibility of faint sounds in HA users based on measured hearing thresholds or perceived loudness, they fall short of providing a robust and generalisable treatment, as HA treatment outcomes are highly variable across listeners even with similar audiograms [9]. These mixed benefits of modern hearing healthcare have led to a growing demand for fundamental advances in hearing research and more precise SNHL treatment outcomes [10]. To this end, more complex computational tools that can leverage the highly non-linear character of the human auditory system (and its impairments) are necessary to improve the diagnosis and treatment of hearing loss.
To address this challenge and advance current HA technologies, we present a differentiable closed-loop framework for hearing-loss compensation that is based on a convolutional-neural-network (CNN) description of (impaired) human auditory processing [18], [19]. Unlike traditional HA signal processing, the differentiable nature of the adopted CNN-based model (CoNNear) allows DNN-based HA (DNN-HA) models to be trained within our framework from the ground up, without posing any prior constraints on the applied signal processing (e.g., frequency analysis/synthesis, pre-defined gain/compression functions). At the same time, CoNNear was derived from a biophysically realistic analytical model of normal and impaired human auditory processing [20] and comprises accurate descriptions of the cochlea, inner-hair-cell (IHC) and auditory-nerve-fibre (ANF) processing stages. Thus, our framework includes a detailed description of the functional elements that constitute the human peripheral auditory system to target specific aspects of SNHL, with the aim of restoring simulated auditory-nerve (AN) responses of a HI system to the reference response of a normal-hearing (NH) system. Assuming that a perfect reconstruction of a simulated HI AN response to the NH response will result in restored hearing, our preliminary studies [19], [21] demonstrated how auditory-processing differences between NH and HI models can be minimised via backpropagation. The backbone of our framework was first presented in [21] and adopts separate CoNNear modules to simulate each auditory-processing stage (Section II-A2). Thus, specific hearing deficits can be introduced in the CoNNear HI periphery to train individualised DNN-HA models that compensate for different combinations of OHC loss as well as damage to the AN synapses, i.e. cochlear synaptopathy (CS) [22], [23], [24], [25]. To our knowledge, this is the first differentiable closed-loop framework that is based on biophysically realistic auditory models and can compensate for CS. In this work, we present our framework in full detail and introduce a faster implementation of the CoNNear auditory model (Section II-A1). We also take a next step by investigating which loss functions benefit speech processing for HI listeners, with a focus on restoring biophysically relevant auditory-processing aspects that are impacted by SNHL. Finally, we examine which objective metrics can be used to predict the benefits that our trained DNN-HA models are expected to have on perceptual aspects such as perceived quality or recognition of speech in noise. Even though a variety of objective metrics exist [26], [27], most of the proposed speech-intelligibility metrics fail to generalise to new data or non-linear processing strategies [28], [29] and cannot predict measured speech recognition well across diverse signal degradations [26], [30]. At the same time, few studies have focussed on the intelligibility benefit prediction for HA processing [27], [31], [32], [33], making it difficult to hypothesise which of the existing objective metrics will be most suitable for the evaluation of our non-linear DNN-HA strategies.

In the next sections, we describe our DNN-based framework and adopt it to design an optimal HA model that compensates for a mixed SNHL pathology, consisting of a sloping high-frequency audiogram and a > 50% loss of ANFs. We introduce and compare several loss functions that focus on the optimisation of different aspects of HI auditory processing, to identify the DNN-HA model that yields the best enhancement of simulated AN responses, while offering improved objective perceptual scores. To investigate the extent to which our methodology is applicable to other types of SNHL, we also apply the same training procedure for hearing-loss profiles that only comprise OHC loss or CS.

II. FRAMEWORK

The human auditory system transforms sound into electrical signals via the cochlear mechanics and hair cells, which are then transmitted to the brainstem through the AN. Fig. 1(a) illustrates the human auditory periphery, and the transduction of an auditory signal $x(n)$ via the middle ear and the cochlea to an AN response signal $r(n, w)$, with $n$ and $w$ denoting the time and frequency dimensions, respectively. A cross section through the cochlear turns shows the three major structural components that are responsible for this mechanoelectrical transduction: the OHCs, the IHCs, and the afferent ANF synapses. These peripheral components can be impaired by SNHL after ageing or noise exposure [34], [35], leading to fewer/damaged OHCs (OHC loss) or ANF synapse loss (CS) that degrades the transmitted electrical signal $r$.

To optimally compensate for OHC and AN damage in HI auditory systems, we propose a framework for DNN-based HA algorithms (Fig. 1(b)). The framework consists of two pathways: One corresponding to the AN response of the reference NH auditory periphery $r$, and one corresponding to the AN response of a HI periphery $\hat{r}$. The derived AN responses $r$ and $\hat{r}$ correspond to biophysically realistic time-frequency representations of sound (neurograms) simulated at distinct cochlear locations, i.e. instantaneous firing rates across different cochlear channels with centre frequencies (CFs) between 112 Hz and 12 kHz [36]. The HI periphery can be adjusted to reflect the SNHL profile of an individual listener (e.g. based on audiometry or auditory evoked potentials [37]), by introducing frequency-dependent degrees of OHC loss and/or CS. Here, we present a numerical optimisation method to determine the parameters of a DNN-HA model that processes an auditory signal such that the HI AN response to the modified signal optimally matches the NH AN response. In each iteration, the input $x$ is given to the two pathways and the difference between the two generated responses is computed using a pre-defined loss function. Since all components in this framework are differentiable, the DNN-based HA model can be trained via backpropagation to minimise the selected loss function. After training, the DNN-HA model can process an input auditory stimulus $x$ to produce a processed version $\hat{x}$ that, when given as input to the specific HI periphery, will yield an enhanced AN response $\hat{r}$ that optimally matches the reference NH response $r$ (Fig. 1(b)).

A. Auditory Periphery Models

Both NH and HI auditory peripheries in Fig. 1 are comprised of biophysically inspired CNN-based models that accurately describe human cochlear, IHC and ANF processing: CoNNear$^{\text{cochlea}}$ [18] and CoNNear$^{\text{IHC-ANF}}$ [19]. As part of our previous studies, we demonstrated that the CoNNear models...
accurately capture the biophysical properties of an analytical model of the auditory periphery [20] based on an evaluation of key electrophysiological properties described in experimental studies and using data that were not part of the training. When connected together, these models simulate the responses of three ANF types (high (H), medium (M), and low (L) spontaneous-rate (SR) fibres) to an auditory input signal $x$ across 201 cochlear locations. In each periphery, the responses of the three ANF types are combined to yield the simulated AN summed response $r$ and $\hat{r}$ (Fig. 1(b)). For the reference NH periphery, the AN summed response $r$ is derived across time and frequency by multiplying the responses of the three ANF types $r_H$, $r_M$ and $r_L$ by the variables $H_{NH} = 13$, $M_{NH} = 3$ and $L_{NH} = 3$ [20], respectively, that roughly correspond to the distribution of ANF types in cat [38] and to the total number of ANF innervations to a single IHC [22].

1) Branched ANF Model: To capture the slow adaptation properties of the ANF processing stage [39], CoNNear$_{ANF}$ uses a deep CNN architecture for each ANF type, and this can be computationally expensive for long stimuli [19]. To speed up the training procedure for the present study, we developed a more efficient version of the CoNNear$_{ANF}$ model. The rationale was that a shared encoder would be sufficient to simulate the AN stage, with the processing of each different ANF type (HSR, MSR and LSR fibres) approximated in an individual decoder. We thus trained a three-branch CNN model with one encoder and three decoders following the procedures outlined in [19]. The hyperparameters of the branched CoNNear$_{ANF}$ were identical to the original model [19], with the only difference that a PReLU non-linearity was used in all convolutional layers. The resulting CoNNear$_{ANF}$ architecture is shown in the NH and HI blocks of Fig. 1(b), while the achieved accuracy and execution time are provided in Supplementary Fig. 1 and Supplementary Table I, respectively.

2) Hearing Impairment: Biophysically inspired computational models of the auditory periphery can accurately describe the different stages of human auditory processing and simulate the impact that different SNHL deficits can have in HI systems [20]. A unique feature of our framework is that we adopt modular CNN structures for the different peripheral auditory elements such that we can introduce hearing damage in each of these. Thus, the corresponding CoNNear modules can be adjusted to simulate different degrees of OHC loss and CS, as indicated in the HI block of Fig. 1(b). To introduce OHC loss, the NH CoNNear$_{cochlea}$ model is retrained using transfer learning based on a specific gain loss profile or an individual audiogram [40]. Because the biophysical accuracy of each CoNNear periphery component was carefully validated in separate studies [18], [19], HI CoNNear cochlear outputs are expected to yield the same AN responses in CoNNear as in the reference analytical biophysical model [20]. To corroborate this, we evaluated the outputs of the CoNNear periphery model
for two HI profiles (Slope35 and Flat35) that correspond to the highest degree of OHC loss in the model [20], and show that these HI model responses match the HI responses of the reference analytical model well (Supplementary Fig. 2).

To account for the CS aspect of SNHL, lower values for the variables $H^\text{HI}_1$, $M^\text{HI}_1$ and $L^\text{HI}_1$ can be used (Fig. 1(b)). Previous EEG-based studies have shown that linear decrements of the distribution of ANFs across CF are sufficient to predict individual CS profiles in NH and HI listeners [37], [41], [42], [43]. Hence, we adopted single values for the three variables across CF to simulate frequency-independent CS in this study. However, the CS variables can be made frequency specific in the framework if desired.

**B. Loss Functions**

In our framework, the loss function defines which aspects of the CoNNear model responses will be minimised during training of the DNN–HA model. Preliminary simulations with the present approach showed that a complete restoration of simulated HI AN responses is not straightforward [21], especially for severe hearing deficits that include CS. While it might not be possible to fully compensate for HI processing using acoustic treatments in such cases, a partial compensation might still be achieved by constraining the problem and by minimising specific aspects of the simulated AN responses. To this end, we introduce a variety of additional constraints to the training that focus on the minimisation of features that are known to be functionally relevant for hearing loss and for auditory perception. The considered loss functions are described here and their performance is evaluated in Section V.

1) **Time-Frequency Optimisation**: An ideal hearing-restoration strategy would reduce the difference between the AN responses of the NH and HI peripheries after training to zero:

\[
\ell_r = \text{MAE}\{r(n, w), \hat{r}(n, w)\},
\]  

where MAE denotes the mean absolute error, $r$ is the NH AN response to the unprocessed stimulus $x$, $\hat{r}$ is the HI AN response to the processed stimulus $\hat{x}$, and $n$ and $w$ are the time and frequency indices of the AN responses, respectively. We chose to use the MAE in the loss functions, computed as the mean absolute difference (L1-loss) between the two AN responses across time and frequency. Theoretically, such a fully unconstrained minimisation would restore the AN response of a HI periphery to that of the NH periphery after training. However, given the highly non-linear character of auditory processing and the corresponding models, along with the severity of introduced SNHL in the HI model, an ideal restoration of the AN responses across time and frequency is expected to be a complex task.

2) **Population Responses**: A first constraint was to use the time-domain AN population responses that are obtained by summing the derived AN responses across frequency. This summation corresponds to the compound action potential (CAP) and is an important generator source of scalp-recorded auditory-brainstem responses [20], [44], [45]. After summing the AN responses across the simulated CFs of the model, the resulting AN population responses (or CAP) was minimised using the mean absolute difference:

\[
\ell_{rp} = \text{MAE}\{r_p(n), \hat{r}_p(n)\},
\]

\[
r_p(n) = \sum_{w=1}^{N_{\text{CF}}} r(n, w),
\]

\[
\hat{r}_p(n) = \sum_{w=1}^{N_{\text{CF}}} \hat{r}(n, w),
\]

where $r_p$ and $\hat{r}_p$ are the AN population responses, and $N_{\text{CF}}$ the number of CFs in the CoNNear models (and in the respective AN responses).

3) **Frequency Representations**: The non-linear nature of the auditory periphery model [20] can result in HI responses that differ in phase compared to the NH responses. The inclusion of phase-insensitive loss functions could thus help to minimise the magnitude difference of the responses without considering possible time shifts during training. Thus, we adopted a loss function between the short-time Fourier transform (STFT) magnitudes of the AN responses that was computed separately for each frequency channel:

\[
\ell_R = \text{MAE}\{R(w, m, k), \hat{R}(w, m, k)\},
\]

\[
R(w, m, k) = |\text{STFT}\{r(n, w)\}|,
\]

\[
\hat{R}(w, m, k) = |\text{STFT}\{\hat{r}(n, w)\}|,
\]

where $w$ is the frequency index of the AN responses, while $m$ and $k$ are the time and frequency indices of the derived STFT magnitudes $R$ and $\hat{R}$. Similarly, a loss function that focusses on the STFT magnitudes of the AN population responses (3) can be computed:

\[
\ell_{Rp} = \text{MAE}\{R_p(m, k), \hat{R}_p(m, k)\},
\]

\[
R_p(m, k) = |\text{STFT}\{r_p(n)\}|,
\]

\[
\hat{R}_p(m, k) = |\text{STFT}\{\hat{r}_p(n)\}|,
\]

4) **Contrast Enhancement**: Many studies have shown that temporal-envelope coding is essential for robust speech intelligibility and that it is degraded by CS [25], [43], [46], [47], [48], and our previous study [49] showed that emphasising the temporal peaks of sound can lead to increased physiological and behavioural responses. To address this and target the enhancement of the temporal modulations of speech, we computed the loss functions of (1) and (2) also for the squared NH and HI AN responses ($r^2$ and $\hat{r}^2$). This focusses the optimisation on the most stimulated regions and temporal peaks of the responses, and less on troughs or silent parts in the audio. Similarly, the spectral contrast can also be emphasised by squaring the STFT magnitudes in the loss functions of (5) and (8) (power spectrograms).

5) **Frequency Limitation**: Although the CoNNear models operate at a sampling frequency $f_s = 20$ kHz, the adopted training dataset [50] had a sampling frequency of 16 kHz. To ensure that AN responses can be enhanced by processing sound at frequencies below 8 kHz (Nyquist frequency of the
dataset), we added a loss function that minimises the magnitude differences between the original and processed stimuli ($x$ and $\hat{x}$) at frequencies above 8 kHz:

$$\ell_X = \text{MAE}[X(k), \hat{X}(k)] \text{ for } k > 8 \text{ kHz},$$

$$X(k) = |\text{FFT}[x(n)]|,$$

$$\hat{X}(k) = |\text{FFT}[\hat{x}(n)]|,$$

where FFT denotes the fast Fourier transform and $k$ the frequency index of the derived FFT spectra.

### III. Training

To train our DNN-HA models, we used 2310 randomly selected recordings from the TIMIT speech corpus [50] that we upsampled to 20 kHz and calibrated to 70 dB sound pressure level (SPL) using a reference of $p_0 = 2 \cdot 10^{-5}$ Pa. To account for the required context window of the CoNNear ANF model [19], $L_1 = 7,936$ and $L_c = 256$ samples of silence (zeros) were added at the beginning and end of each sentence, respectively. Additionally, CoNNear$_{ANF}$ requires inputs that are multiples of 16,384 samples, thus each sentence was zero-padded at the end to yield a training dataset with total size of $L_c = 81,920$ samples. No noise was added to the dataset, to ensure that the trained HA processing does not focus on noise suppression to enhance the degraded AN responses, but rather focuses on an optimal stimulation of ANFs. Future developments can of course target the restoration of distorted speech (e.g. noisy or reverberated) as well.

By default, the CoNNear models simulate responses across 201 tonotopic cochlear locations [18], corresponding to CFs between 112 Hz and 12 kHz spaced according to the Greenwood place-frequency map of the cochlea [36]. Here, $N_{\text{CF}} = 21$ frequency channels were selected out of the 201 (channels 1 to 201 with a step of 10) to simplify and speed up the training procedure. Thus, for inputs $x$ of $L_c = 81,920$ samples, the CoNNear models generated AN responses $r$ with size $L \times N_{\text{CF}}$, where $L = 73,728$ samples corresponds to the time-dimension length after accounting for the context of CoNNear$_{ANF}$ [19]. The layer weights of all CoNNear models were fixed during training, thus allowing only the parameters of the DNN-HA model to be optimised.

### A. DNN-HA Models

The DNN-HA models used an end-to-end, encoder-decoder CNN architecture [51], [52] with 16 convolutional layers (i.e. 8 in the encoder and 8 in the decoder) and [16, 32, 32, 64, 64, 128, 128, 256] filters in each encoder layer. These were mirrored in reverse order in the decoder layers, while each layer had a filter length of 32 and was followed by a PReLU non-linearity (except for the last layer). This resulted in a CNN architecture with 5,197,633 trainable parameters. A stride of 2 was used in each convolutional encoder layer to halve the temporal (time) dimension of the input, resulting in a shrunk dimension of $L/2^8$ samples at the end of the encoder. Skip connections were added to each layer and the decoder followed the opposite procedure to double the temporal dimension and generate an output with the same size as the input signal (end-to-end processing). The chosen architecture was earlier shown to be efficient for speech enhancement applications [51], [52].

During training, the context before ($L_1$) and after ($L_c$) the input sentences was cropped out and the resulting cropped inputs ($L = 73,728$ samples) were processed by the DNN-HA model, to avoid a compensation for the context parts which were not considered in the simulated AN responses and loss functions. After processing, the cropped-out context of the original input was concatenated to the processed signal and the total stimulus ($L_c = 81,920$ samples) was given to the CoNNear models. Furthermore, the cropped signals were segmented into sub-windows of $L_p = 2048$ samples (102.4 ms for $f_s = 20$ kHz) before they were given as inputs to the DNN-HA models. This step ensures that the same processing will be applied to the input signal regardless of the adaptation properties of the AN responses [19], while also rendering the trained DNN-HA models suitable for real-time applications. Although the DNN-HA models were trained to process sub-frames of $L_p = 2048$ samples, after training, they can process inputs of any size (multiples of $2^8 = 256$ samples for 8 encoder layers).

To compare the outcomes of different training setups, eight DNN-HA models were trained using combinations of the loss functions introduced in Section II-B (Table I). Different weighting factors were used to ensure that all individual losses had similar contributions during training. Although different aspects were minimised each time (population responses, STFT magnitudes, squared responses), the $\ell_r$ loss function (1) was used in all models (before or after squaring) to ensure an equally distributed enhancement across frequency. For the computation of the STFT (5)–(10), Hanning windows of $L_p = 2048$ samples were used with 50% overlap. The entire framework was developed using the Tensorflow [53] and Keras [54] machine-learning libraries. Training was performed for 60 epochs, using a batch size of 1 for the training dataset and an Adam optimiser [55]. A sampling frequency of 20 kHz was used for the CoNNear and DNN-HA models.

### IV. Evaluation

To assess the restoration capabilities of our framework, we trained the DNN-HA models to compensate for a HI profile that

| Name | Joint loss function |
|------|---------------------|
| $\mathcal{L}_r$ | $1 \cdot \ell_r,$ $0.5 \cdot \ell_X$ |
| $\mathcal{L}_{r,R}$ | $1 \cdot \ell_r,$ $0.5 \cdot \ell_X,$ $0.1 \cdot \ell_R$ |
| $\mathcal{L}_{r,r,R}$ | $1 \cdot \ell_r,$ $0.5 \cdot \ell_X,$ $0.1 \cdot \ell_r,$ $0.02 \cdot \ell_R$ |
| $\mathcal{L}_{r^2}$ | $1 \cdot \ell_r,$ $40 \cdot \ell_X$ |
| $\mathcal{L}_{r^2, R^2}$ | $1 \cdot \ell_r,$ $40 \cdot \ell_X,$ $0.0014 \cdot \ell_R^2$ |
| $\mathcal{L}_{r^2, R^2}$ | $1 \cdot \ell_r,$ $40 \cdot \ell_X,$ $0.08 \cdot \ell_R^2$ |
| $\mathcal{L}_{r^2, R^2}$ | $1 \cdot \ell_r,$ $40 \cdot \ell_X,$ $0.08 \cdot \ell_R^2,$ $10^{-5} \cdot \ell_R^2$ |
comprised: A sloping high-frequency audiogram (OHC loss) starting from 1 kHz with elevated hearing thresholds of 35 dB HL at 8 kHz, abbreviated as Slope35 (inset of Fig. 2(b)), and a complete loss of LSR and MSR ANFs \( L_{HI} = 0 \) and \( M_{HI} = 0 \) and a \( \sim 46\% \) loss of HSR ANFs \( H_{HI} = 7 \), abbreviated as 7,0,0. This combination of sensorineural hearing deficits reflects the average predicted hearing profile among older NH people \((64.25 \pm 1.88 \) years) from our previous study [37]. Data from post-mortem temporal-bone studies demonstrate a 50\% AN innervation loss after the age of 50 [35, 56], motivating our choice for such a severe ANF damage profile.

To quantify the benefit of each trained model on HI sound processing, the Flemish Matrix corpus [57] was used. This test dataset includes 260 sentences recorded by a female speaker, each comprising a 5-word combination of a closed set of 50 Dutch words. The Flemish Matrix material was calibrated to 70 dB SPL, and context of 7,936 and 256 samples was added at the beginning and end of each sentence, respectively, when simulating the CoNNear AN responses. Even though we used \( N_{CF} = 21 \) frequency channels to speed up and simplify the processing, the Flemish Matrix corpus comprising: A sloping high-frequency audiogram (OHC loss) starting from 1 kHz with elevated hearing thresholds of 35 dB HL at 8 kHz, abbreviated as Slope35 (inset of Fig. 2(b)), and a complete loss of LSR and MSR ANFs \( L_{HI} = 0 \) and \( M_{HI} = 0 \) and a \( \sim 46\% \) loss of HSR ANFs \( H_{HI} = 7 \), abbreviated as 7,0,0. This combination of sensorineural hearing deficits reflects the average predicted hearing profile among older NH people \((64.25 \pm 1.88 \) years) from our previous study [37]. Data from post-mortem temporal-bone studies demonstrate a 50\% AN innervation loss after the age of 50 [35, 56], motivating our choice for such a severe ANF damage profile.

To quantify the benefit of each trained model on HI sound processing, the Flemish Matrix corpus [57] was used. This test dataset includes 260 sentences recorded by a female speaker, each comprising a 5-word combination of a closed set of 50 Dutch words. The Flemish Matrix material was calibrated to 70 dB SPL, and context of 7,936 and 256 samples was added at the beginning and end of each sentence, respectively, when simulating the CoNNear AN responses. Even though we used \( N_{CF} = 21 \) frequency channels to speed up and simplify the training procedure of the DNN-HA models, the full 201-channel CoNNear models were used for the evaluation. Thus, all following figures and tables correspond to simulated responses of the full-channel models.

A. Simulated DNN-HA Processing Benefits in Quiet

We first evaluated the trained DNN-HA models based on the restoration of the simulated HI AN responses. Restoration success was quantified using the difference between the simulated NH AN population response to an unprocessed stimulus and the simulated HI AN response to the DNN-HA processed stimulus. To this end, the average RMSE was computed between the simulated HI AN response to the DNN-HA processed stimulus.

\[
\text{RMSE} = \sqrt{\frac{\sum_{n=1}^{N} (r_p(n) - \hat{r}_p(n))^2}{N}},
\]

where \( r_p \) and \( \hat{r}_p \) are the NH and HI AN population responses (3) respectively, \( n \) corresponds to each sample of the AN population responses, and \( N \) to the total number of samples. While the computed RMSE has the same measurement unit as the estimated quantity (spikes/s), the normalised errors (NRMSEs) are expressed in percentages (%) of the NH response maximum. To evaluate the algorithms for conversational speech, the NRMSEs were computed for sentences with root-mean-square (RMS) energy levels between 30 and 70 dB SPL using a step of 10 dB.

Since recent studies have shown that CS degrades auditory processing of temporal-envelope information in sound [25, 43], we also took this aspect into account when evaluating restoration success for CS-compensating DNN-HA models. A metric that was earlier used to evaluate auditory temporal-envelope processing is the enhancement of population AN responses to amplitude-modulated stimuli [41, 43, 49]. To calculate the benefit after DNN-HA processing, we used a 400-ms, 70-dB-SPL sinusoidally amplitude-modulated (SAM) tonal stimulus (carrier frequency \( f_c = 4 \) kHz, modulation frequency \( f_m = 120 \) Hz and \( m = 100\% \) modulation [43], [49]) with a Hanning window of 5 ms. The cochlear-nucleus and inferior-colliculus modules of the analytical periphery model [20] were used as a backend to the CoNNear models to derive the envelope-following responses (EFRs) from the AN population responses, which were then used to compute the EFR\(_{sum}\) metric:

\[
\text{EFR}_\text{sum} = \sum_{i=0}^{3} M_{f_i},
\]

where \( M_{f_i} \) are the spectral peaks of the simulated EFR at the modulation frequency \( f_0 = f_m \) of the stimulus and the next 3 harmonics of \( f_0 \) [37, 49]. For the NH periphery, this resulted in an EFR\(_{sum}\) magnitude of 8.39 nV (reference).

B. Simulated DNN-HA Processing Benefits in Noise

It is important to test DNN-HA performance also for noisy speech, as general communication is not limited to quiet places only. To this end, we evaluated speech processing and perception in noise for our DNN-HA models using well-established objective metrics. At first, we selected three SNR conditions of \(-12, -6\) and 0 dB. Experimental results of previous studies that used the Flemish Matrix test showed \( \sim 15\% \) word recognition at \(-12\) dB SNR and \( \sim 85\% \) at \(-6\) dB SNR for young NH subjects [49, 58], thus these two SNR conditions are expected to roughly correspond to scenarios of challenging and easy speech recognition in noise, respectively. Speech-shaped noise (SSN) was generated from the Flemish Matrix material and added to the evaluation sentences at the desired SNR level.

Nine different objective metrics were considered from the literature: One for speech quality prediction (PESQ) and the remaining eight for speech intelligibility. Although the existing objective metrics are not explicitly designed for the type of non-linear processing that our DNN-based HA strategies generate and might therefore not generalise to accurately predict the performance of NH and HI listeners, this evaluation step was used

| Metric | Implementation | Reference | \( f_c \) (kHz) |
|--------|----------------|-----------|----------------|
| PESQ [59] | Python\(^1\) | clean signal | 16 |
| STOI [60, ESTOI [61] | Python\(^2\) | clean signal | 20 |
| SIIR [62] | Python\(^3\) | clean signal | 20 |
| SRMR [63, 64] | Python\(^4\) | - | 20 |
| nur-SEPSM [65] | MATLAB [66] | noise signal | 44.1 |
| sEPMiT\(^5\) [67] | MATLAB [66] | clean signal | 44.1 |
| sCASp [68] | MATLAB [66] | clean signal | 44.1 |
| HASPI v2 [69] | MATLAB [69] | clean signal | 44.1 |
| PADE [70] | MATLAB [70] | - | 44.1 |

\(^1\)Online]. Available: https://github.com/ludlows/python-pesq
\(^2\)Online]. Available: https://github.com/jfsantos/SRMRpy
\(^3\)Online]. Available: https://github.com/mpariente/pystoi
\(^4\)Online]. Available: https://github.com/kamo-naoyuki/pySIIB
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TABLE III
SIMULATED CoNNEar evaluation in quiet. The average NRMSEs and EFR magnitudes of the HI periphery (SLOPE35-7,0,0) were computed before and after processing with each trained DNN-HA model. For levels from 30 to 70 dB SPL, the average NRMSEs were computed between the NH AN population responses to the unprocessed sentences and the HI AN population responses to the unprocessed and processed sentences of the Flemish Matrix. The EFR magnitudes were computed from the simulated EFRs of the HI AN population responses to a SAM tonal stimulus (16). The EFR reference magnitude was 8.39 nV (NH). In each case, the loss function that gave the best result is indicated in bold.

| Unprocessed | NRMSE (%) | 30 | 40 | 50 | 60 | 70 | EFR_sim (nV) |
|-------------|-----------|----|----|----|----|----|--------------|
|             |           | 30 | 40 | 50 | 60 | 70 | 70 (dB SPL) |
| Unprocessed |           | 40.06 | 28.41 | 19.79 | 15.46 | 13.78 | 4.31 |
| $L_{r, r_f}$ | 26.47 | 17.97 | 13.93 | 12.60 | 12.80 | 3.61 |
| $L_{r, r_f}$ | 29.04 | 20.14 | 14.73 | 12.86 | 12.74 | 4.17 |
| $L_{r, r_f}$ | 10.04 | 8.42 | 8.32 | 10.27 | 12.15 | 3.25 |
| $L_{r, r_f}$ | 13.32 | 10.60 | 9.67 | 10.66 | 11.90 | 6.12 |
| $L_{r, r_f}$ | 30.40 | 23.90 | 17.15 | 14.09 | 13.24 | 5.98 |
| $L_{r, r_f}$ | 22.87 | 18.86 | 15.14 | 13.32 | 12.99 | 5.56 |
| $L_{r, r_f}$ | 26.20 | 20.90 | 15.28 | 13.04 | 12.89 | 6.07 |
| $L_{r, r_f}$ | 19.18 | 15.82 | 11.58 | 10.41 | 11.81 | 7.75 |

To provide a rough indication of the perceptual effects that such processing strategies can have for speech in noise. A number of different metrics were thus included in our evaluation stage to ensure that any observed benefits are shared across multiple metrics. The metrics are summarised in Table II, and more details can be found in Appendix A. Similar to how we evaluated the DNN-HA models for speech in quiet, we also computed the average NRMSE between the NH AN population responses to the unprocessed noisy sentences and the HI AN population responses to the DNN-HA processed noisy sentences.

V. RESULTS

The performance of the eight trained DNN-HA models (Table I) in quiet and in noise is evaluated in Table III and Figs. 2–4. The best-performing models were further improved by applying additional constraints to their training losses (Section V-D). The optimal training setup was determined and applied to two less severe HI profiles to test generalisation of our methods to other SNHL profiles (Figs. 5 and 6).

A. DNN-HA Processing Benefits in Quiet

Table III shows the average NRMSEs between the NH and HI AN population responses, computed for the Flemish Matrix sentences before and after processing. The NRMSE results are expressed as difference percentages, with all the discussed improvements corresponding to absolute NRMSE differences (expressed in % as well). All eight DNN-HA models reduced the NRMSEs of the AN population responses, but the loss function which focussed on a time-domain mimisation ($L_{r, r_f}$) showed the best NRMSE benefit by decreasing the difference with percentages between ~30% (30 dB SPL) and ~1.6% (70 dB SPL). Overall, the processing was more effective for speech presented at lower levels, resulting in HI responses that, on average, differed by ~9% from the NH responses for speech between 30 and 50 dB SPL (compared to ~29% before processing). The degree of CS in the chosen HI profile was expected to have a stronger effect on the firing rate of the ANFs at low intensity levels (unprocessed NRMSEs decreasing from 40% to 13.8% in Table III), given that only half of the HSR fibres are available in the HI system to encode sound at low levels. This suggests that a partial compensation can be achieved for such HI profiles by simply amplifying signals presented at low levels. It should also be noted that the NRMSE differences between the NH and HI responses were large across conversational levels for the selected HI profile (up to 40% of the maximum AN firing rate), suggesting that a complete restoration of HI profiles that include CS might not be possible using audio-processing treatments alone. This goes in line with our previous work, where we found that the CS aspect of SNHL dominated the difference between the NH and HI AN responses [21].

Table III also shows the simulated EFR magnitudes as an objective marker of peripheral envelope coding (16), which showed a different trend across DNN-HA models: The first three models failed to improve the EFR_sim metric, and all remaining models enhanced the simulated magnitudes by more than 1 nV. Loss function $L_{r, r_f}$ showed the best EFR benefit by restoring almost completely the EFR amplitude to the NH amplitude (8.39 nV). The last four models ($L_{r, r_f}$) focussed on the enhancement of the response peaks, and models $L_{r, r_f}$ additionally included the frequency representations of the AN responses, which explains their superior enhancement on the spectral AN response peaks and thus on the EFRs. It should be noted that the NRMSE metric is sensitive to response regions that are not enhanced by the processing (outliers), and this is reflected by the larger errors obtained for these models (trained on the squared time-domain responses).

To better understand which sound and AN-response features the different loss functions focus on, Fig. 2 visualises time-domain sound waveforms and AN responses before and after processing. A speech segment was used as input to the NH and HI CoNNear models to simulate the unprocessed AN population responses, and was also processed by two DNN-HA models (Fig. 2(a)) and used as input to the HI model to simulate the
AN population responses after processing. Models $L_{r,r_p}$ and $L_{r_2,r_2,R_2}$ were selected because they yielded the best NRMSE and $\text{EFR}_{\text{sum}}$ scores, respectively (Table III). Fig. 2(a) shows that model $L_{r,r_p}$ introduced high-frequency fluctuations to the stimulus after processing, which enhanced the AN population responses everywhere but not fully restored them to the reference NH responses (Fig. 2(b)). Model $L_{r_2,r_2,R_2}$ targeted the restoration of the most excited regions of the AN responses, and resulted in a better enhancement of the temporal peaks of the response while only minimally enhancing (or deteriorating in some cases) the response troughs. Thus, these two ways of semi-constrained training resulted in different compensation strategies that are expected to differ in sound perception or quality as well, as the first selected model ($L_{r,r_p}$) was trained to minimise time-domain AN responses, while the second model ($L_{r_2,r_2,R_2}$) was trained to minimise squared time-domain AN responses and power spectrograms of the AN population responses (Table I). The enhancement differences of the two loss functions are also visualised in Supplementary Figs. 3 and 4, showing time-domain and neurogram responses to the SAM tone stimulus and the speech segment.

B. DNN-HA Processing Benefits in Noise

The different panels in Fig. 3 show the performance of the selected objective metrics (Table II) for speech in noise presented at 3 SNRs. The metric scores were computed for each of the eight trained DNN-HA models and are compared to the unprocessed results (dashed horizontal lines), with the green-hued boxes indicating the DNN-HA models that yielded better performance than the unprocessed reference. Overall, there were few cases where the scores improved after processing at 0 dB SNR, but at negative SNRs, the PESQ, SRMR, $\text{mr-sEPSM}$, $\text{sEPSM}_{\text{corr}}$, $\text{sCASP}$ and $\text{HASPI}$ metrics showed better performance after processing, especially for models $L_{r,r_p}$ and $L_{r_2,R_2}$.

Additionally, Fig. 3(j) showed improved NRMSEs between the NH and HI AN population responses in most cases after processing, with lower NRMSEs corresponding to better improvements. Models $L_{r_2,r_2,R_2}$ and $L_{r_2,R_2}$ showed the greatest benefit (NRMSE decrease of 1.3% on average), while small RMSE benefits were found for model $L_{r_2}$ (up to $\sim$0.5%). Thus, different conclusions can be drawn about the best loss function depending on the selected metric. The NRMSE metric showed best results for loss functions that included the AN population responses (e.g. $L_{r_2,r_2,R_2}$), while most intelligibility metrics showed benefits for loss functions that minimised the squared AN responses (e.g. $L_{r_2,R_2}$).

C. Determining the Optimal Training Procedure

Based on our speech-in-noise assessment, we selected the best-performing models and included additional constraints to
their loss functions, with the aim to further optimise and improve their restoration capabilities. To this end, loss functions $L_r$, $L_r + f_{\text{freq, emphasis}}$, $L_r + T$, $L_r + \bar{T}$, $L_r + \Delta\bar{T}$, and $L_r + \Delta\bar{T}$ were chosen since they yielded improved scores for most of the metrics in the lowest SNR conditions (Fig. 3). For this additional analysis, we only considered the two noisiest SNR conditions (−12 and −6 dB SNR) and four objective metrics, as the others did not reflect a consistent benefit after processing. This resulted in the following: The SRMR blind metric (Fig. 3(d)), the sCASP model (Fig. 3(g)) and the HASPI model with the HL profile included (Fig. 3(h)). The results of the ESTOI metric and the FADE model were also computed as references. Lastly, the NRMSE was used alongside the objective metrics to reflect the benefit in simulated response restoration (Fig. 3(j)). All objective metrics were normalised to ranges from 0 to 100 such that all scores can be expressed as a percentage of their maximum values. The maximum value for the SRMR metric was set as the average score of the metric on the clean unprocessed sentences (13.2 metric units). The NRMSE results were inverted by subtracting them from their maximum value (NRMSE' = 1 - NRMSE), such that higher values (i.e. lower RMSEs) reflect improvement.

The different panels in Fig. 4 show the achieved processing benefit (in % improvement) for the different objective metrics and the five selected models (in bold). The average improvement $\Delta$ is also reported in the rightmost column of Fig. 4 and was computed from the mean of the normalised score improvement for the SRMR, sCASP, HASPI and NRMSE metrics:

$$\Delta = \frac{\Delta_{\text{SRMR}} + \Delta_{\text{sCASP}} + \Delta_{\text{HASPI}} + \Delta_{\text{NRMSE}'}}{4},$$ (17)

expressed as a percentage improvement (%) over the respective unprocessed scores. Supplementary Table II reports the original scores for all considered objective metrics.

Overall, Fig. 4 shows that the five selected DNN-HA models (in bold) achieved comparable improvements to the six computed metrics, with small benefits on the average score improvement $\Delta$ (up to ~0.5%). Depending on the individual components included in the loss functions (Table I), different constraints were added to further improve the minimisation procedure and the trained aspects of each DNN-HA model. The different training setups are explained in Appendix B, with the results of the newly trained models juxtaposed with the original models in Fig. 4.

Although objective speech-in-noise improvements were observed for the considered Slope35-7,0,0 HI profile after processing (Fig. 4), the DNN-HA models were not able to surpass a 4% benefit in any of the computed metrics. Overall, the inclusion of a stimulus threshold $T_x$ in loss function $L_{r^2,x^2,R_x^2}$ ($L_{r^2,x^2,R_x^2}$, $T_x$; see Appendix B for more details) yielded the best $\Delta$ score (~1% at −12 dB SNR) and the highest SRMR and NRMSE improvement across all models (>3% improvement on the SRMR over the unprocessed scores). This trained model decreased the RMSEs by 0.4% at −12 dB SNR and by 1.5% at −6 dB SNR, suggesting that DNN-HA based hearing enhancement was possible for adverse listening conditions even in this HI case (>50% loss of ANFs).

**D. Applying the Framework to Different Hearing-Loss Profiles**

To further explore the restoration capabilities of the best-performing loss function ($L_{r^2,x^2,R_x^2}$, $T_x$), we applied the same training procedure to two less severe HI profiles: The first
consisted of a milder sloping high-frequency OHC loss (starting from 1 kHz with 25 dB HL at 8 kHz; inset in Fig. 5(a)) without CS, abbreviated as "Slope25." The second included only mild ANF damage (\(H_{\text{HI}} = 13, M_{\text{HI}} = 0, L_{\text{HI}} = 0\)) without OHC loss, abbreviated as "13,0,0." Fig. 5 visualises the restoration capabilities of the trained DNN-HA models on simulated AN population responses, with the selected loss function achieving an accurate compensation for OHC loss (Fig. 5(a)). Three amplification strategies from the openMHA toolbox [71] are plotted alongside the DNN-HA results for comparison: The linear NAL-RP prescription strategy [72], and the Plack2004 [73, 74] and NAL-NL2 [3] compressive strategies. Our trained model outperformed all amplification strategies for clean speech, resulting in average NRMSEs of <1% (Fig. 5(b)) without showing over-amplification of the simulated AN responses beyond the NH peaks, as was the case for the Plack2004 strategy (Fig. 5(a)).

On the other hand, the NAL-NL2 strategy provided only modest amplification for the selected HI profile (Supplementary Fig. 6) which could not achieve significant NRMSE improvements after processing, and was thus excluded from further analysis. The enhancement differences of our trained model and the NAL-RP and Plack2004 amplification strategies are also visualised across time and frequency in Supplementary Fig. 5. Our DNN-HA model matched the patterns in the tails of the two consonants more accurately than the two standard HA strategies, and this shows promise for unconstrained, end-to-end HA processing algorithms that do not rely on an a priori frequency analysis of the signal.

In case of CS, only a partial restoration of the AN population responses was observed after processing (Fig. 5(c)). The trained model (\(L_{x} r_{2} r_{2} T_{x}\)) improved the NRMSE for stimuli presented at 60 and 70 dB SPL by \(\sim 1\%\), but resulted in larger errors for lower speech levels (30-50 dB SPL). Although we found that 16 layers achieved the best improvement for the Slope25-7,0,0 HI profile (see Appendix B), a smaller DNN-HA architecture with fewer trainable parameters could show an improved benefit for this milder HI profile (loss of LSR and MSR ANFs only) which might require simpler sound processing. To test this, we applied the same training procedure using an architecture of 12 layers (6 in the encoder and 6 in the decoder) and saw that the smaller architecture (\(L_{x} r_{2} r_{2} T_{x}\), 12 layers) achieved similar enhancement of the AN population responses (Fig. 5(c)) but resulted in higher NRMSEs compared to the original \(L_{x} r_{2} r_{2} T_{x}\) model (Fig. 5(d)).

The difficulty of restoring CS-compromised peripheries is apparent from these two milder HI cases, since a comparison of the unprocessed NRMSEs in these HI cases (Fig. 5(b), d) shows much larger differences for the CS profile even at 30 dB SPL (~3% compared to ~0.5% for the OHC-loss case). This suggests that fully restoring CS using the proposed method is much more difficult than the restoration of OHC loss, and especially for severe ANF losses (e.g. >50% loss of ANFs as in the previous section). Even though our CS strategies can optimally drive the remaining ANFs after processing, they could not fully compensate for a sheer loss of the AN population. This points to a general limitation of acoustic-based treatments for damaged AN structures.

Finally, Fig. 6 shows how well the trained models performed on speech in noise. In case of OHC loss (Fig. 6(a)), the two standard amplification strategies [72, 73] showed benefits in the noisiest scenario (~12 dB SNR), but the DNN-HA model (\(L_{x} r_{2} r_{2} T_{x}\)) still outperformed both strategies with a \(\Delta\) benefit of ~0.65% at ~12 dB SNR and of ~0.85% at ~6 dB SNR. The DNN-HA model decreased the NRMSEs at ~2.4% after processing (Supplementary Table III) but did not reach the NRMSE scores for processed speech in quiet (Fig. 5(b); ~1.1% at 70 dB SPL), suggesting that the restoration of speech in noise was more difficult than for clean speech. A similar...
trend was observed for the 13,0,0 CS model ($L_{r, r, R, T_x}$), with the NRMSE benefit gradually diminishing from ~1.3% in quiet (Fig. 5(d)) to 0.7% at −6 dB SNR and to 0.1% at −12 dB SNR (Fig. 6(b)). However, the smaller architecture ($L_{r, r, R, T_x}$, 12 layers) showed a significant benefit on the considered speech-intelligibility metrics, improving the SRMR metric by ~7.3% for speech at −6 dB SNR (Fig. 6(b)). Lastly, when it comes to predicted speech quality in noise, we report that both Slope25 and 13,0,0 CS trained models increased the estimated PESQ scores after processing (Supplementary Table III).

VI. DISCUSSION

We presented a fully differentiable framework that can train DNN-HA models via backpropagation to minimise the difference between simulated AN responses of NH and HI peripheries, offering a novel type of end-to-end audio processing for hearing aids. The encoder-decoder DNN-HA architecture was fast to execute, with the trained models requiring ~56 ms for the processing of the Flemish Matrix sentences (average length of 2.7 s) on a CPU (AMD EPYC 7413 24-Core) and ~17 ms on a GPU (NVIDIA A30) on average. Both the encoder and decoder parts of the chosen architecture consisted of 8 convolutional layers with strides of 2, thus the trained DNN-HA models can process inputs with a minimum size of $2^{38} = 256$ samples (12.8 ms). At the same time, even though frames of 2048 samples (102.4 ms) were used for training, the input stimuli were not sliced for the evaluation of the models. This demonstrates that the trained DNN-HA models can effectively process inputs of any size due to the nature of their learned operations (convolutions across time), with only small degradations expected in performance for inputs of smaller size than the one used for training [75]. Architectures with less (strided) layers in the encoder will further decrease the minimum frame size and associated latency, allowing for direct embedding of such models in HA devices that require latencies below 10 ms [76]. Although we found that an architecture with 16 CNN layers was the best choice for severe HI (Appendix B), smaller encoder-decoder architectures (e.g. 5 or 6 layers in the encoder) achieved similar restoration outcomes and could benefit training in cases with less ANF or OHC damage, as shown in Section V-D. At the same time, the architectures that we used in this work comprised non-causal convolutional layers, thus the future use of causal convolutions could further decrease the execution times.

Simulated restoration: Our framework was first developed and applied for a mixed OHC-loss and CS pathology (Slope35-7,0,0), and then to two simpler HI profiles that included only OHC loss (Slope25) and only CS (13,0,0). The trained DNN-HA models enhanced the simulated AN responses in all cases, but were not able to fully restore them to the responses of the NH periphery for the HI profiles that included CS. This observation is reflected by the small RMSE reduction that the Slope35-7,0,0 and 13,0,0 models achieved after processing (NRMSEs of ~10% in Table III and ~3% in Fig. 5(d) for processed speech in quiet at 30-70 dB SPL). Even though the trained DNN-HA models did not fully restore the simulated responses for profiles that additionally included CS, they were able to enhance the simulated EFR magnitudes (see Section IV-A) by increasing them to ~7.7 nV after processing in both HI cases (NH reference of 8.39 nV). This suggests that the DNN-HA models might still be able to restore specific functional aspects that are degraded by CS (e.g. temporal-envelope coding [41], [43], [49]). At the same time, there may be additional benefits for considering CS in HA processing, as HI listeners with similar audiograms can have very different outcomes on aided speech intelligibility [9].

Similar improvements were found when adding noise to the Flemish Matrix sentences, with the Slope35-7,0,0 and 13,0,0 models showing small NRMSE reductions at negative SNRs (Figs. 4 and 6(b); up to ~1.5% NRMSE improvement after processing). On the other hand, the Slope25 model was able to improve the NRMSE to ~2.4% of the NH responses in both SNR conditions (~12 and ~6 dB) after processing (Supplementary Table III). Considering all HI profiles, it is important to note that the NRMSE scores of the unprocessed sentences significantly increased after adding noise (e.g. 26.3% at ~12 dB and 24.2% at ~6 dB SNR for the Slope35-70,0,0 profile, compared to 13.8% for clean speech). This is because the analytical model [20] requires more than one (e.g. 20) realisations of noisy stimuli to get a stimulus-driven response. Due to the high computational cost, we used only one realisation throughout our evaluation, since we focussed on a comparative analysis of the simulated outcomes (before and after processing). Thus, lower NRMSE
scores (and greater benefits) are expected in low SNR conditions when using more noise realisations.

Additionally, although a larger training dataset could improve the restoration accuracy of the DNN-HA models, our previous studies demonstrated that the TIMIT speech corpus is sufficient to train generalisable models that predict well the non-linear responses to diverse stimuli which were not part of training (e.g. pure and modulated tonal stimuli, clicks or music of different levels and frequencies [18], [49]). Thus, we do not expect a significant divergence from our presented results when another dataset is used for training or evaluation. However, the inclusion of datasets with a sufficiently high sampling frequency and broader frequency content (e.g. noise or music) in the training would ensure good model accuracy up to frequencies of 8 kHz.

Objective performance: The objective perceptual metrics that we used for the evaluation of speech in noise showed only small speech-intelligibility benefits in most cases, especially for the more complex HI profile (Slope35-7,0,0). This was expected, since no metric took into account the functional effects of CS, and only the HASPI model could include individual OHC-loss profiles in its predictions. At the same time, most metrics used the clean speech signal as the (ideal) reference (Table II), and only the HASPI model could include individual OHC-loss profiles in its predictions. The time at which, most metrics used the clean speech signal as the (ideal) reference (Table II), even though the evaluation of hearing-restoration strategies should be done by comparing the performance of a HI listener against the reference performance of NH listeners. Thus, even though the trained DNN-HA models failed to improve the scores of most considered metrics (reflecting the relative performance of NH listeners in noise), they could still improve speech intelligibility when applied to listeners with OHC loss and/or CS. This shows the necessity of future subjective evaluation where we can specifically assess the benefit of individualised DNN-HA models that compensate for individual HI profiles.

From the eight considered speech-intelligibility metrics, the SRMR, sCASP and HASPI models proved the most robust metrics for predicting intelligibility after processing, showing small but consistent improvements for the DNN-HA models. Although the use of objective metrics for non-linear processing strategies that were not explicitly part of the metric development might provide inaccurate predictions, we chose to use these metrics as a first indicator of the perceptual benefits that our DNN-HA strategies can achieve. At the same time, we chose to perform our evaluation based on the Flemish Matrix material [57] and used realistic SNR conditions (−12, −6 and 0 dB). Thus, a future subjective evaluation of the developed DNN-HA strategies on the Flemish Matrix test will enable a direct comparison between measured speech intelligibility and the objective intelligibility scores that were shown here. By comparing measured and simulated intelligibility results across the presented metrics, we will be better able to assess the reliability of each objective metric for predicting human performance when developing the newest generation of DNN-based non-linear processing strategies. Given the limited usability of the existing objective metrics for our use cases, the best way to extend the simulated outcomes to perceptual benefits for the trained DNN-HA models is by connecting a speech-intelligibility backend to our periphery model that can accurately predict psychoacoustic performance of NH and HI listeners [70], [77]. When sufficient subject data becomes available, a computational backend (e.g. DNN-based) could be developed to predict speech intelligibility from simulated AN responses [77].

Training procedure: For the mixed-pathology HI profile (Slope35-7,0,0), the loss function that gave the best results was the $L_{r^2, r_s^2, r_h^2}$ (Fig. 4). This loss function used squared time-domain representations and power spectrograms ($L_{r^2, r_s^2, r_h^2}$) to minimise the AN summed and AN population responses during training (Table I), both in the time and the frequency domain. We found that including STFT-based spectrogram representations in the loss functions benefited the training (Appendix B) by allowing the DNN-HA models to introduce phase differences in the responses after processing. At the same time, Fig. 2 (and Supplementary Fig. 4) demonstrated that models trained with non-squared losses focussed more on the enhancement of the less-pronounced regions of the responses, while models trained with squared losses yielded a better enhancement of the temporal peaks of the responses. Thus, the former models are expected to yield better enhancement of unvoiced and stop constants, and the latter better enhancement of vowels or voiced consonants of speech [49].

At the same time, the best speech-in-noise performance was achieved by adding a stimulus threshold $T_s$ in loss function $L_{r^2, r_s^2, r_h^2}$ (Appendix B), to omit the silent parts of the inputs during training and focus on the optimisation of the relevant regions of the responses. Although this thresholding targeted response parts that corresponded to the stimulus and benefitted training, it could possibly affect the compensation of low-level stimuli in noisy datasets if not chosen correctly. Thus, more precise techniques, such as a differentiable voice-activity detector, could be used instead of an RMS threshold to further improve the trained aspects and provide a more generalisable restoration.

Limitations and outlook: In terms of the DNN-HA performance on simulated AN responses, an almost complete restoration of the AN population responses was achieved for OHC loss alone (Fig. 5(a)) with an RMSE reduction to $\sim$1% of the maximum AN firing rate after processing (Fig. 5(b)). This is an important outcome because it shows that our DNN-based method performs on par with state-of-the-art HA algorithms that focus on compensating for OHC damage. The HASPI model was the only metric that included the individual HL to estimate speech intelligibility, and predicted better intelligibility improvements in noise for our DNN-HA model compared to two conventional amplification strategies from the openMHA toolbox [71] (Fig. 6(a)). Therefore, our framework holds promise for a novel end-to-end and precise treatment of OHC loss, whereas it is not yet fully clear to which degree we can compensate for CS loss. Regrowth strategies might be necessary together with acoustic compensation to effectively restore the affected AN responses.

Specifically, we found that even mild cases of CS resulted in AN responses that differed significantly from the NH responses even at low stimulus levels (Fig. 5(d)), suggesting that it might not be possible to fully restore peripheral coding after a substantial decrease in ANF population, even though our method is successful in more efficiently driving the remaining ANFs. This goes in line with the results of our previous work [21], which showed that more precise improvements were achieved for a cochlear gain loss of 25 dB than for a severe case of CS.
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A possible explanation for this could also be the way that CS is introduced in a HI periphery. To simulate CS, the number of ANFs after the simulated outputs is reduced (Fig. 1b), resulting in AN responses that are summed across fewer fibres. This scaling of ANFs could reduce the degrees of freedom in the earlier parts of the periphery (cochlea and IHC), creating an imbalance between the NH and HI pathways and making the training convergence more difficult. At the same time, although the simulation of CS was limited to linear adjustments of the number of ANFs in this work, frequency-dependent ANF loss (e.g., high-frequency sloping CS) or different types of neural combination of the ANF population (e.g., modulation filters that approximate the cochlear nucleus and inferior colliculus) might not be able to fully compensate for damage of AN structures. More constrained training approaches or perceptually relevant loss functions might help achieve truly individualised hearing restoration in these cases. We believe that our framework can pave the way for precision treatment of SNHL and can be used to develop the next generation of hearing aids.

VII. Conclusion

We presented how a differentiable neural-network framework can be used to design individualised hearing-restoration strategies. The framework was based on CoNNear [18], [19], a CNN-based model of human auditory processing, and was used to train DNN-based HA models that can minimise the difference between simulated AN responses of a NH and a HI periphery. Different loss functions were evaluated and compared in terms of simulated restoration and objective speech-intelligibility benefit in noise. Overall, the trained DNN-HA models improved the simulated outcomes for speech in quiet, and showed benefits on the RMSE between the NH and HI responses and on different speech-intelligibility metrics for the Flemish Matrix [57] sentences at negative SNRs. The framework was more performant for OHC loss compensation than for CS, accurately restoring the simulated AN population responses and achieving a significant RMSE reduction. A complete restoration of the simulated responses was not possible in the cases of HI peripheries that included CS, and this suggests that acoustic-based treatments might not be able to fully compensate for damage of AN structures. More constrained training approaches or perceptually relevant loss functions might help achieve truly individualised hearing restoration in these cases. We believe that our framework can pave the way for precision treatment of SNHL and can be used to develop the next generation of hearing aids.
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