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Abstract

In this paper, we propose an ambient backscatter communication-based smart 5G IoT network. The network consists of two parts, namely a real-time data transmission system based on ambient backscatter communication and a real-time big data analysis system based on the combination of shallow neural networks and deep neural networks. The real-time data transmission system based on ambient backscatter communication can extend the standby time of data collection equipment, reduce the size of the equipment, and increase the comfort of wearing. The real-time big data analysis system combining the shallow neural network and the deep neural network can greatly reduce the pressure caused by the frequent deep neural network calculations of the MEC and greatly reduce the energy consumed by the MEC for remote real-time monitoring.
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1 Introduction

As the elderly population increases, the number of patients with chronic diseases will inevitably increase, which poses a huge challenge to the allocation of limited medical resources. The 5G Internet of Things (IoT) network based on artificial intelligence is widely regarded as a potential solution to alleviate the pressure on the healthcare system. 5G IoT networks need to consider the requirements for efficient use of spectrum, low latency, and high data rates. In order to meet the above requirements, it is necessary to combine artificial intelligence to make fast and effective decisions on the massive data generated by a large number of IoT devices [1]. With the development of cloud computing [2], MEC computing [3], artificial intelligence [4], IoT [5], network [6] based on big data analysis have been greatly developed. Smart 5G IoT networks use artificial intelligence as the driving force of big data analysis to analyze the collected health data, which can predict the possibility of chronic diseases, thereby reducing the workload of medical staff and reducing the pressure on the medical system.

Smart 5G IoT network based on big data analysis requires IoT devices or sensors to upload the collected massive data to the cloud or MEC for analysis. However, transferring data from IoT devices to the cloud or MEC is a huge challenge. If the IoT device performs wireless communication through active transmission, a certain amount of...
power is required. Limited battery capacity will limit the effective working time of IoT devices [7]. Increasing battery capacity will increase the standby time of IoT devices, but this will undoubtedly increase the volume of IoT devices. Large-capacity wearable IoT devices will unintentionally reduce wearing comfort [8]. Therefore, the volume and battery capacity of IoT devices will undoubtedly become one of the key factors for the widespread popularity of wearable devices. Therefore, transmission solutions for low-energy wearable IoT devices have become an important research direction in the development of IoT.

Backscatter communication is an emerging passive communication technology that can effectively solve the problems of sensor network communication and energy efficiency and is expected to become an effective data transmission solution for the network [9],[10]. Backscatter communications are mainly divided into three types, namely the monostatic backscatter communication system, bistatic backscatter communication system, and ambient backscatter communication system. Since ambient backscatter communication system is not equipped with any carrier transmitter, it is the most energy-efficient and lowest cost solution among the three backscatter communication solutions [11]. First, the ambient backscatter device use surrounding radio frequency (RF) sources for modulation without consuming additional energy. Secondly, by using the existing RF signal, it can work effectively without increasing the spectrum, thereby improving the spectrum efficiency. Finally, the low cost, small size, and low power consumption of ambient backscatter communication devices are conducive to the large-scale deployment of low-power IoT devices. Especially in the field of health care, the ambient backscatter communication is a very promising solution for data transmission of implants and sensors in the body, which can effectively extend the running time of the device or sensor [12]. In fact, the potential benefits of ambient backscatter communication will greatly affect the data transmission method of networks.

In this paper, we propose a smart 5G IoT network based on ambient backscatter communication. The network consists of two parts, namely a real-time data transmission system based on ambient backscatter communication and a real-time big data analysis system based on the combination of shallow neural networks and deep neural networks.

The main innovation of the real-time data transmission system based on ambient backscatter communication is that we propose a cooperative ambient backscatter communication method. The cooperative ambient backscatter communication system transmits human vital signs data collected by in-body implants and on-body sensors, such as heart rate, blood pressure, body temperature, human pH and exercise status. Since the RF source will greatly affect the channel capacity of the backscatter system, the backscatter communication channel needs to be optimized to ensure the data transmission quality of in-body implants and on-body sensors. Without changing the transmission power of the BS, we proposed a novel backscatter coefficient adjust method. The method can maximize the backscatter transmission rate under a fixed power of the primary transmitter. This method analyzes the optimal value of the backscatter coefficient that cooperative receiver (CR) can demodulate all the primary signals or only part primary signals. Then compare the optimal parameters in the two cases and make the parameter with the maximum backscatter transmission rate as the optimal backscatter coefficient of the ambient backscatter communication system.
The real-time big data analysis system is based on the combination of shallow neural networks and deep neural networks, which can monitor and diagnose the physical condition of users. The system mainly includes three layers: data collection layer, MEC layer, and cloud layer. In the MEC layer, the collected data is first preprocessed, and then a shallow neural network is used to detect abnormalities in the preprocessed physical condition data of users. If there is an abnormality, the abnormal data is further analyzed using a deep neural network, and finally the analysis results and health information are stored and managed in the cloud. The combination of shallow neural networks and deep neural networks can greatly reduce the pressure caused by frequent deep neural network calculations by MEC layer, and greatly reduce the energy consumed by MEC layer to perform remote real-time monitoring.

2 System model
The proposed smart 5G IoT network based on ambient backscatter communication is shown in Fig. 1. The network consists of two subsystems, the real-time data transmission system based on ambient backscatter communication, and the real-time big data analysis system based on the combination of shallow neural networks and deep neural networks. The real-time big data analysis system is the core of monitoring and diagnosing the physical condition of users, while the real-time data transmission system provides a powerful data transmission guarantee for the real-time big data analysis system. The real-time data transmission system is based on ambient backscatter communication, and a cooperative ambient backscatter communication method is proposed to ensure reliable data transmission. The real-time big data analysis system is based on the combination of shallow neural networks and deep neural networks, which can monitor and diagnose the physical condition of users.

2.1 The real-time data transmission system
The real-time data transmission system combines ambient backscatter communication and active communication, which can effectively guarantee data transmission and improve the stability and reliability of the system.

Active communication mainly includes communication technologies such as Wi-Fi, 4G, 5G [13–17], and wired networks. Active communication can transmit high-speed data transmission, such as videos and images. Its advantage is reliable and stable data transmission. Therefore, suitable active communication technologies can be selected according to different data transmission application scenarios. For example, high-speed active transmission can support remote high-definition video (4 K/8 K) consultation and high-definition medical image data sharing and high-speed transmission. Besides, it enables experts to perform diagnosis and guidance anytime and anywhere, thereby extending high-quality medical resources to patients’ homes. Active transmission technology enables a large number of video equipment and wearable medical equipment to capture and transmit patient health information in real time, thereby realizing real-time health information monitoring. In addition, in special wards such as infectious wards, medical staff can control active transmission-based medical assistant robots to move to designated beds to complete remote care services, thereby ensuring the safety of medical staff.
The ambient backscatter communication system is a very promising communication technology for low-cost IoT. In the ambient backscatter communication system, the passive IoT device can transmit data to the backscatter receiver by modulating and reflecting surrounding primary signals. The utilization of backscattering mechanism precludes the requirement of power-intensive RF-chain components like such as oscillators, analog-to-digital converters, and power amplifiers, thereby greatly reduce the energy requirements of the circuit. When the distance between the receiver and the RF source does not change, as the distance between the RF source and the backscatter device increases, the received power of the receiver first decreases and then increases. The closer the backscatter device is to the receiver or RF source, the more power it receives. Therefore, as shown in Fig. 1, we use the user’s handheld terminal such as a mobile phone as the receiver of the backscatter device, which is beneficial to increase the channel capacity of the backscatter device. The ambient backscatter communication system has the potential to increase the lifespan of wearable devices and human sensors without increasing
the physical size of the device. Its low-power architecture can not only capture sensor data, but also transmit data within a few meters. By effectively exchanging data with a low power budget, it can completely change the way healthcare services are provided through embedded and wearable devices.

2.2 The real-time big data healthcare analysis system
The proposed framework of the real-time big data healthcare analysis system is shown in Fig. 2. The proposed framework consists of a data acquisition layer, a MEC layer, and a cloud layer. The data collection layer consists of various IoT devices and sensors, which can effectively capture users' health-related data. The MEC layer uses shallow neural networks for anomaly detection and deep neural networks for in-depth analysis of detected anomalies. The cloud layer stores, manages, and provides corresponding application services for the analysis results and health information from the MEC layer.

2.2.1 Data acquisition layer
The data collection layer provides data support for the medical big data analysis system. The data collection layer collects data from different data sources, including electronic hospital records (EHR), wearable IoT devices, proximity IoT devices, and electronic questionnaires. EHR data usually includes patient visit records, medical diagnosis information, and medication records. Wearable devices include on-body sensors and in-body-implanted devices, which can collect various health indicators of users in real time. Proximity IoT devices are placed in the user's daily life environment, with environmental information such as humidity, temperature, noise, air quality, and user's information such as the height and weight. Electronic questionnaires are used to regularly survey users' lifestyles: such as alcohol consumption frequency and smoking frequency.

2.2.2 The MEC layer
The MEC layer monitors and diagnoses the health of users based on the combination of shallow neural networks and deep neural networks. In the MEC layer, the collected data is preprocessed first, and then a shallow neural network is used to detect...
abnormalities in the preprocessed health data. If there is an abnormality, a deep neural network is used to further analyze the abnormal data, and finally the analysis results and health information are stored in the cloud and managed. The combination of shallow neural network and deep neural network can greatly reduce the pressure caused by frequent deep neural network calculations by MEC, and greatly reduce the energy consumed by MEC for remote real-time monitoring.

Data cleaning: The MEC layer collects data generated by the data acquisition layer. Due to fluctuations in the transmission link and data acquisition equipment, problems such as data redundancy or loss may occur. Therefore, it is necessary to replace incomplete or missing data with reasonable values and delete redundant data. Secondly, the data storage format of devices with the same functions from different manufacturers may be different. Therefore, it is necessary to convert these heterogeneous data into a unified format in the MEC layer for further analysis.

Anomaly detection: The process of judging whether a user is attacked by a certain disease is called anomaly detection. Anomaly detection is the prerequisite for real-time health monitoring at the MEC layer. The traditional anomaly detection mechanism is based on the threshold and does not consider the influence of other factors. Taking blood pressure (diastolic blood pressure (DBP), and systolic blood pressure (SBP)) as an example, the data obtained statically in a hospital or clinic may be completely different from the data obtained in actual scenes with different motion states. Therefore, only considering SBP and DBP without considering other factors to determine whether a user has cardiovascular disease will have a great hidden danger. For the above reasons, it is very necessary to use various health data collected in the MEC layer to comprehensively determine the user’s health status. Since real-time detection requires frequent tracking of related health data, directly using deep neural networks to analyze the health of users will put tremendous pressure on the computing resources of the MEC layer. Therefore, in the anomaly detection stage, it is a good choice to only consider whether the user is attacked by a disease without considering the type of disease. Research shows that only detecting large categories without subdividing small categories can effectively reduce the computational complexity. Therefore, using a shallow neural network for anomaly detection is a good choice, which can effectively reduce the computational complexity.

Alarm generation: When anomaly detection detects that the user is attacked by a disease, an alarm message will be generated. Based on the alarm information, the MEC layer will collect more detailed data from the data collection layer for in-depth analysis. For example, when detecting abnormalities in cardiovascular diseases, if abnormalities are detected in the MEC layer, alarm information is generated. Based on the alarm information, the data collection layer needs to collect more detailed ECG information from the user to determine the type of the cardiovascular disease.

In-depth detection: in-depth detection based on deep neural networks is the core of the entire real-time health diagnosis. Based on the generated alarm information, Cloud Layer uses deep learning methods to analyze the user’s disease types in detail. For example, [18] developed a deep neural network to classify and predict 10 Heart disease type in single-lead ECG signals and obtained better classification accuracy than cardiologists.
2.2.3 The Cloud layer
Based on the analysis results of the MEC layer, the cloud layer will notify the user of the corresponding medication recommendations, preventive recommendations and necessary first aid measures based on different applications. Then, the cloud layer stores alarm information, user health-related data and analysis results, and edits each user’s medical information to be shared among authorized medical personnel, users, pharmacies, hospitals, and medical professionals to better serve users provide services.

3 The collaborative ambient backscatter communication scheme for real-time data transmission
The proposed ambient backscatter communication system as shown in Fig. 3, the received signal at the IoT receiver is a mixed signal which consists of the backscatter signal from the backscatter device and the direct primary signal from the RF source. If the direct primary signal is treated as an interference signal at the IoT receiver, the backscatter transmission rate is extremely low. Therefore, suppressing the direct primary signal received by the IoT receiver is an effective way to improve the backscatter transmission rate. One effective solution is cooperative reception, where the IoT receiver can both decode the direct primary signal and the backscatter signal by using the successive interference cancellation (SIC) method. In [19], the authors maximize the backscatter transmission rate by optimizing the power of the primary transmitter (PT) and the reflection coefficient of BD. However, under a given power of the PT, the reflection coefficient range of BD that satisfy continuous interference cancellation conditions is not necessarily the optimal range. Although the reflection coefficient in this range can completely demodulate the direct primary signal, it also limits the power of the backscatter signal. We propose a novel backscatter coefficient adjustment method, which has a better backscatter transmission rate than the SIC method.

3.1 Channel model
We consider the ambient backscatter communication system, which consists of an active primary transmitter (PT), a primary receiver (PR), a passive backscatter device (BD), and
an IoT receiver as shown in Fig. 4. The IoT receiver is a cooperative receiver (CR), which can demodulate all or part of the primary signals via SIC technique. In this paper, all the relevant channels are assumed as block fading channels, where all the channel state information (CSI) unchanged in the same block. The CSI is assumed perfect, which can be estimated by channel estimation techniques. Then the channel gain for the block \( n \) of PT-PR channel, PT-CR channel, PT-BD channel, BD-CR channel, and BD-PR channel can be denoted as \( h_1(n), h_2(n), h_3(n), f_1(n), f_2(n) \), respectively.

### 3.2 Transmission model

#### 3.2.1 Transmitted signal at PT

Let \( s(n,k) \) denote the primary information signal transmitted from PT to PR at the \( k \)th symbol in the \( n \)th block, where \( |s(n,k)|^2 = 1 \). And let \( p(n) \) denote the transmit power for the primary receiver in the \( n \)th block, where the \( p(n) \) is assumed fixed in this letter. Then the transmitted signal at PT to the primary receiver for the \( k \)th symbol in the \( n \)th block is given by

\[
x_{PT}(n,k) = \sqrt{p(n)} * s(n,k).
\]  

#### 3.2.2 Transmitted signal at BD

The received signal at BD from PT is \( \sqrt{h_3(n)} * x_{PD}(n,k) \). Since the BD is a passive device, which does not consist any active FR component, the noise at BD can be neglected. let \( c(n,k) \) denote the backscatter information signal transmitted from BD to CR at the \( n \)th symbol in the \( k \)th block, where \( E(|c(n,k)|^2) = 1 \). Then the transmit signal at BD is given by

\[
x_{BD}(n,k) = \sqrt{h_3(n)} * \sqrt{\alpha} * x_{PT}(n,k) * c(n,k),
\]

where \( \alpha \) denotes the reflection coefficient, which is the ratio of reflected signal power to incident signal power, where \( 0 \leq \alpha \leq 1 \).

---
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**Fig.4** The real-time diagnosis process of diseases combining shallow neural networks and deep neural networks.
3.2.3 Received signal at PR

Let \( y_{PR}(n, k) \) denote the received signal at the PR for the \( k \)th symbol in the \( n \)th block, then the received signal is given by

\[
y_{PR}(n, k) = \sqrt{h_1(n)} * x_{PT}(n, k) + \sqrt{f_1(n)} * x_{BD}(n, k) + n_{PR}(n, k),
\]

where \( n_{PR}(n, k) \sim \text{CN}(0, 1) \) denotes the normalized additive noise received at RP. The second component of (3) is the interference signal from BD, which can’t be ignored. In addition, the delay between the PT-PR channel and the PT-BD-PR channel is assumed to be zero, which is widely accepted in the backscatter communication research. Then the instantaneous signal to interference plus noise ratio (SINR) for decoding the primary information signal is given by.

\[
\text{SINR}_{PR} = \frac{P h_1(n)}{P a h_3(n) f_1(n) + 1},
\]

and the corresponding achievable transmission rate of primary information signal from PT to PR is given by.

\[
R^i_{PR} = \log_2(1 + \text{SINR}_{PR}).
\]

3.2.4 Received signal at CR

Let \( y_{CR}(n, k) \) denote the received signal at the CR for the \( k \)th symbol in the \( n \)th block, then the received signal at CR is given by

\[
y_{CR}(n, k) = \sqrt{h_2(n)} * x_{PT}(n, k) + \sqrt{f_2(n)} * x_{BD}(n, k) + n_{CR}(n, k),
\]

where \( n_{CR}(n, k) \sim \text{CN}(0, 1) \) denotes the normalized additive noise received at CR. In this paper, we assume that the CR decades the received signal by performing successive interference cancellation (SIC). Ideally, we can decode \( x_{PT}(n, k) \) via SIC in \( y_{CR}(n, k) \), thus \( \sqrt{h_2(n)} * x_{PT}(n, k) \) can be eliminated from \( y_{CR}(n, k) \). The SINR for decoding the primary information signal at CR is given by

\[
\text{SINR}^p_{PR} = \frac{p h_2(n)}{a p h_3(n) f_2(n) + 1},
\]

and the corresponding achievable transmission rate of the primary information signal from PT to BD is given by.

\[
R^i_{CR} = \log_2(1 + \text{SINR}^p_{PR}).
\]

If the \( x_{PT}(n, k) \) can be decoded, the \( x_{PT}(n, k) \) can be eliminated in (6). Then the SINR for decoding the backscatter information signal is given by

\[
\text{SINR}^b_{CR} = a P h_3(n) f_2(n),
\]

and the corresponding achievable transmission rate of the backscatter information signal received at CR is given by.
If the $x_{PT}(n, k)$ cannot be decoded, $x_{PT}(n, k)$ needs to be treated as interference. In this case, the SINR for decoding the backscatter information signal at CR is given by:

$$R_{CR}^1 = \log_2(1 + SINR_{CR}^1).$$

(10)

3.3 Transmission analysis

Our objective is to maximize the achievable transmission rate of the backscatter information signal at BD, while guaranteeing the minimum achievable transmission rate of the primary information signal at PR based on the QoS requirement. Denoted the minimum achievable transmission rate requirement at PR as $R_{PR}^Q$.

To guarantee the QoS requirement of PR, the minimum achievable transmission rate of the primary information signal at the PR should satisfy the following constraint:

$$R_{PR}^e \geq R_{PR}^Q.$$  

(13)

Since the BD is a passive device, the signal after reflection must be less than or equal to the signal before reflection. Thus, the reflection coefficient constraint is given by

$$0 \leq \alpha \leq 1.$$  

(14)

When $R_{PR}^e \geq R_{PR}^Q$, the CR can decode all the primary information signal. Then the achievable transmission rate of the backscatter information signal at CR is equal to $R_{CR}^1$. However, when $R_{PR}^e < R_{PR}^Q$, the CR can decode part of the primary information signal. Then the achievable transmission rate of the backscatter information signal at CR is equal to $R_{CR}^2$, where $\eta$ is the ratio of $R_{PR}^e$ to $R_{PR}^Q$. Denote the achievable transmission rate of the backscatter information signal at CR as $Q(\alpha)$, then $Q(\alpha)$ is given by

$$Q(\alpha) = \begin{cases} 
\eta R_{CR}^1, & R_{CR}^1 \geq R_{PR}^Q \\
R_{CR}^2, & R_{CR}^2 < R_{PR}^Q. 
\end{cases}$$

(15)

3.4 Optimal reflection coefficient adjustment

In this subsection, we adjust the optimal $\alpha$ to maximize $Q(\alpha)$. This optimization problem can be represented as follows:

$$\max_{\alpha} Q(\alpha)$$

(16a)

$$s.t. R_{PR}^e \geq R_{CR}^Q$$

(16b)
which is a non-convex optimization problem. We cannot solve (16a) by the standard convex optimization techniques. To solve this problem, we need to discuss $R_{PR}^e \geq R_{PR}^Q$ and $R_{PR}^e < R_{PR}^Q$ separately.

When $R_{PR}^e \geq R_{PR}^Q$, then (16) can be rewritten as follows

$$\max_{\alpha} Q_1(\alpha) = R_{CR}^1$$  \hspace{1cm} (17a)$$

$$s.t. R_{PR}^e \geq R_{PR}^Q$$  \hspace{1cm} (17b)$$

$$R_{CR}^e \geq R_{PR}^Q$$  \hspace{1cm} (17c)$$

$$0 \leq \alpha \leq 1$$  \hspace{1cm} (17d)$$

The first-order derivative of $SINR_{CR}^1$ respect to $\alpha$ are given by

$$SINR_{CR}^1' = \frac{ph_3(n)f_2(n)}{1 + \alpha ph_3(n)f_2(n)}.$$  \hspace{1cm} (18)$$

Then the first-order derivative of $R_{CR}^1$ with respect to $\alpha$ are given by

$$R_{CR}^1' = SINR_{CR}^1' \frac{SINR_{CR}^1}{SINR_{CR}^1 + 1}.$$  \hspace{1cm} (19)$$

Due to $h_1(n) > 0, h_2(n) > 0, h_3(n) > 0, f_1(n) > 0, f_2(n) > 0, p > 0, \alpha > 0$ we can get $R_{CR}^1' > 0, R_{CR}^1$ is a monotonically increasing function of $\alpha$.

Since $SINR_{CR}^1$ is an increasing function, we only need to find the maximum value of $\alpha$ that satisfies the constraint (17b), (17c), (17d). Then the value of $\alpha$ that satisfies the constraint (17b) is given by

$$\alpha_1^{(1)} \leq \frac{ph_1(n) + 1 - 2R_{PR}^Q}{(2R_{PR}^e - 1)ph_3(n)f_1(n)}.$$  \hspace{1cm} (20)$$

The maximum value of $\alpha$ that satisfies the constraint (17c) is given by

$$\alpha_1^{(2)} \leq \frac{ph_2(n) + 1 - 2R_{PR}^Q}{(2R_{PR}^e - 1)ph_3(n)f_2(n)}.$$  \hspace{1cm} (21)$$

Then the optimal solution of the reflection coefficient to the problem (16) is given by

$$\alpha_1 = \min(\alpha_1^{(1)}, \alpha_1^{(2)}, 1).$$  \hspace{1cm} (22)$$

When $R_{PR}^e < R_{CR}^Q$, then (16) can be rewritten as follows

$$\max_{\alpha} Q_2(\alpha) = \eta R_{CR}^1(n) + (1 - \eta)R_{CR}^2(n)$$  \hspace{1cm} (23a)$$
The value of $\alpha$ that satisfies the constraint (23b) is given by
\[
\alpha_2^{(1)} \leq \frac{ph_2(n) + 1 - 2R_{PR}^Q}{(2R_{PR}^Q - 1)ph_3(n)f_2(n)}.
\] (24)

The value of $\alpha$ that satisfies the constraint (23c) is given by
\[
\alpha_2^{(2)} \leq \frac{ph_2(n) + 1 - 2R_{PR}^Q}{(2R_{PR}^Q - 1)ph_3(n)f_1(n)}.
\] (25)

According to (23d), (24) and (25), the range of reflection coefficient of problem (23) is given by
\[
\max(\alpha_2^{(2)}, 0) \leq \alpha \leq \min(\alpha_2^{(1)}, 1).
\] (26)

Then problem (21) can be reformulated as
\[
\max_{\alpha} Q_2(\alpha) = \eta R_{CR}^{c1} + (1 - \eta) R_{CR}^{c2}
\] (27a)
\[
\text{s.t. } \max(\alpha_2^{(2)}, 0) \leq \alpha \leq \min(\alpha_2^{(1)}, 1)
\] (27b)

Then, the first- and second-order derivative of $Q_2(\alpha)$ are given by
\[
Q_2'(\alpha) = \eta R_{CR}^{c1} - \eta R_{CR}^{c2} + \eta R_{CR}^{c1'} + (1 - \eta) R_{CR}^{c2'},
\] (28a)
\[
Q_2''(\alpha) = \eta R_{CR}^{c1} - \eta R_{CR}^{c2} + \eta R_{CR}^{c1'} - \eta R_{CR}^{c2'} + \eta R_{CR}^{c1'} - \eta R_{CR}^{c2'} + \eta R_{CR}^{c1''} + (1 - \eta) R_{CR}^{c2''}.
\] (28b)

However, for the complexity of $Q_2'(\alpha)$ and $Q_2''(\alpha)$, it is difficult to judge the convexity of $Q_2(\alpha)$ and find the zero of $Q_2'(\alpha)$. Therefore, we use the line search method to approximate the optimal value of reflection coefficient. Denote the value of reflection coefficient search by the line search method as $\alpha_2$. Then the optimal reflection coefficient is given by
\[
\alpha_{optical} = \begin{cases} 
\alpha_1 & Q_1(\alpha_1) \geq Q_2(\alpha_2) \\
\alpha_2 & Q_1(\alpha_1) < Q_2(\alpha_2)
\end{cases}
\] (29)
4 Hybrid neural network architecture design for real-time big data healthcare analysis

With the continuous development of medical technology, cloud computing based IoT medical systems have become one of the potential research directions. However, with the continuous development of IoT medical systems, cloud computing is facing more and more challenges. As the number of users continues to increase, a large amount of medical data needs to be uploaded to the cloud, which will put tremendous pressure on the core network and cloud layer. MEC computing can provide users with faster computing services, thereby making real-time analysis and decision-making more effective and feasible. In addition, MEC computing can also provide computing, storage and control services for IoT medical systems to meet various medical needs.

Taking these facts into account, we combine a shallow neural network and a deep neural network in the MEC layer to monitor and diagnose the health of users. The advantage of a shallow neural network is that it has only a few limited inputs and few hidden layers, which can quickly analyze anomalies and generate analysis results. However, due to limited input data and simple hidden layers, it is impossible to analyze specific disease types. Therefore, analyzing the needs of specific disease types requires more specific data and a more targeted neural network structure. Although deep neural networks can diagnose disease types, they are too complex and computationally intensive. When hundreds of patients need to be diagnosed at the same time, the MEC layer will be under tremendous pressure. Therefore, it is a very effective solution to combine the shallow neural network and the deep neural network in the MEC layer to monitor and diagnose the health of users.

The real-time diagnosis process of diseases combining the shallow neural network and the deep neural network is shown in Fig. 4. In the MEC layer, the collected data is first preprocessed, and the shallow neural network is used to determine whether the user’s health status is abnormal. If there is an abnormality, the deep neural network is used to further analyze the abnormal data, and finally the analysis results and health information are stored in the cloud and managed. The combination of shallow neural network and deep neural network can greatly reduce the pressure caused by frequent deep neural network calculations by MEC, and greatly reduce the energy consumption of MEC for remote real-time monitoring.

In this article, we mainly predict the attack of heart disease. Since heart disease is a type of cardiovascular disease, we can first determine whether there is a risk of cardiovascular disease outbreak in the MEC layer. If users are at risk, we will collect more detailed ECG information for in-depth analysis and determine whether users will be at risk of a heart attack.

4.1 Shallow neural network for anomaly detection

The causes of cardiovascular disease are complex: for example, anxiety, stress, exercise, and drinking can cause sudden death in patients with cardiovascular disease. Therefore, it is necessary to design a real-time monitoring system to determine the possibility of cardiovascular disease so that patients can take emergency measures to avoid sudden death. The shallow neural network used in the MEC layer can determine
the risk status of cardiovascular disease by considering attributes related to cardiovascular disease.

The proposed shallow artificial neural networks (ANN) is shown in Fig. 5. The input layer has 11 units, and the hidden layer has 16 neurons and 1 output node. There are three main types of input data: (1) The user’s physical biochemical characteristics include glucose level, cholesterol level, SBP, DBP; (2) User habits include physical activity, alcohol intake, and smoking; (3) User’s basic information includes gender, height, weight and age.

When the shallow neural network detects that the user is at risk of cardiovascular disease, it will generate an abnormal alert. Based on abnormal alarms, the data collection layer will collect relevant data for the next in-depth analysis. In this paper, we focus on whether the user has a heart attack, so the data collection layer will collect the user’s current ECG data for the next in-depth examination.

4.2 Deep neural network for in-depth detection

When the shallow neural network detects that the user is at risk of cardiovascular disease, MEC will collect the user’s current ECG information for in-depth analysis. As shown in Fig. 6, we trained a 22-layer convolutional neural network (CNN) to detect the type of heart disease in the ECG time series. In order to make the optimization of the convolutional neural network easy to handle, we use techniques such as residual connection and batch normalization. The residual block is composed of batch normalization, dropout, activation function and convolution function, these functions are connected sequentially and looped 3 times. At the same time, a Max Pooling layer is placed after the residual block structure to reduce the number of model parameters and the overfitting effect of the model. The last two full connect layers are used to output four classification results, which are normal, premature beats, heart block and interference.

![Fig. 5 The fully connected artificial neural networks](image-url)
The proposed convolutional neural network will learn to classify the types of heart disease existing in the time series. The output of the proposed convolutional neural network is divided into four types: normal, premature beat, heart block and interference. The interference in these four classification types is defined as waveform distortion caused by transmission errors or excessive body motion during data acquisition. Although interference does not belong to any type of heart disease, it makes sense to include interference in the classification output due to the instability of data collected by wearable devices.

5 Experimental simulation results and analysis
In this section, we use two data sets to verify the effectiveness of the system. One data set is used for heart disease abnormality detection, and the other data set is used for heart disease diagnosis and analysis. Next, we will introduce these two data sets in detail.

We use the cardiovascular disease set published by Kaggle as the data set for the MEC layer abnormality detection based on shallow neural networks. The data set contains 70,000 patient data records, which contain 11 health-related features, such as gender, height, weight, age, physical activity, alcohol intake, smoking, glucose level, cholesterol level, SBP, DBP, and a disease label, i.e. presence or absence of cardiovascular disease. We use 80% of the data as the training set and 20% of the data as the test set.

To train and test the proposed deep learning model, the ECG data set used in this study contains a total of 102,899 records. A total of four categories of data sets are included. Normal has 66,384 data, the premature beat has 11,065 data, block heart has 5722 data and Interference has 19,728 data. It can be seen that the normal category accounts for a large part of the data set, while the number of other categories is relatively small, the least of which is premature beats, which only accounts for 6% of all records in the training set. Similarly, we divide the data set into two parts, 80% as the training set and 20% as the test set.
5.1 Analysis for anomaly detection

As shown in Fig. 7, the accuracy of the proposed shallow neural network is 73.34%, which is higher than other machine learning algorithms. The proposed shallow neural network has only one hidden layer with 16 neurons, so the computational complexity is very low, and real-time monitoring of multiple users can be achieved.

In the anomaly detection at the MEC layer, we pay more attention to whether an anomaly can be detected, rather than paying special attention to detecting normal as an anomaly. Because even if a healthy person is misdiagnosed as a patient with cardiovascular disease, his life safety will not be threatened. However, if a patient attacked by cardiovascular disease is misdiagnosed as a healthy person, and thus misses an effective treatment method, it will greatly threaten his life safety. Therefore, in the confusion matrix, we are more concerned about false negatives (FN) than true positives (TP), false positives (FP), and true negatives (TN). As shown in Fig. 8, the FN accounted for 16.40% of the entire test set.
5.2 Analysis for in-depth detection

The loss function curve of proposed 1D-CNN model is shown in Fig. 9. Obviously, the loss function shows a downward trend with the increase in the epoch, and eventually remains basically unchanged. The cross-validation loss and training loss are basically the same as the epoch increases, which shows that our model has good generalization ability.

Figure 10 shows the performance of the four categories predicted by the model. These results show that the model is calculated through the test set. We selected the following five indicators: Acc (Accuracy), Spe (Specificity), Sen (Sensitivity), Ppr (Positive predictive rate) and F1 score as the main indicators to measure the performance of the model. Among the four categories, the model performs best in normal
category. All the five indexes can reach above 0.9, which proves that the positive prediction accuracy of the model is very high. The model also has high accuracy in distinguishing negative and positive samples in other three categories. One of the important reasons is that negative samples account for the majority of the samples in these three categories. Therefore, more negative sample decision features are learned by the model. In this study, the number of cardiac block categories recorded was the least in the ECG data set used. During the training process, the model tends to judge the type of heart block with negative samples, because the ratio of samples with heart block (positive samples) to samples without heart block (negative samples) is about 1:20, which also leads to the relatively low scores of SPE and PPR. Similarly, higher Acc values show that the classification accuracy of the model is very high. In the ECG dataset we use, there are fewer records with disease than those without disease. Therefore, the high performance of the model in classification accuracy mainly comes from health records. However, in specific medical scenarios, the prediction of disease records is very important.

6 Conclusions
We propose a smart an ambient backscatter communication based smart 5G IoT network. The system consists of two parts, namely a real-time data transmission system based on ambient backscatter communication and a real-time big data analysis system based on the combination of a shallow neural network and a deep neural network. A real-time data transmission system based on ambient backscatter communication can extend the standby time of health data collection equipment, reduce the size of the equipment, and increase the comfort of wearing. The real-time big data analysis system combining the shallow neural network and the deep neural network can greatly reduce the pressure caused by the frequent deep neural network calculations of the MEC, and greatly reduce the energy consumed by the MEC for remote real-time monitoring.
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