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Abstract
In this work, we prove the existence of a third embedded minimal hypersurface spanning a closed submanifold $\gamma$, of mountain pass type, contained in the boundary of a compact Riemannian manifold with convex boundary, when it is known a priori the existence of two strictly stable minimal hypersurfaces that bound $\gamma$. In order to do so, we develop min–max methods similar to those of De Lellis and Ramic (Ann. Inst. Fourier 68(5): 1909–1986, 2018) adapted to the discrete setting of Almgren and Pitts. Our approach allows one to consider the case in which the two stable hypersurfaces with boundary $\gamma$ intersect at interior points.
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1 Introduction
We are concerned with the problem of existence of a third embedded minimal surface spanning a smooth closed curve $\gamma$, possibly with multiple components, when it is known a priori the existence of two other minimal surfaces of minimum type with boundary $\gamma$, or satisfying other natural local minimization condition. We are also interested in the higher dimensional codimension one version of this problem in the Riemannian setting.

Since the classical works of Morse and Tompkins [17], and Shiffman [21], in the parametric setting of the Plateau’s problem, this type of problem has been studied extensively in the case of 2-dimensional submanifolds spanning a contour in Euclidean space. See, for instance, the deep results contained in [12] and in the references therein.

In a recent paper, [6], De Lellis and Ramic obtained a very general result of that type. Indeed, our work was motivated by a question posed in [6]. We also apply tools and ideas from that work.

Our main result is the following.
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Theorem 1.1 Let $M^{n+1}$ be a compact, oriented, Riemannian manifold with strictly convex boundary, and $\gamma^{n-1}$ be a closed, embedded, oriented, smooth submanifold of $\partial M$. Suppose that there exist distinct embedded, oriented, smooth, strictly stable minimal hypersurfaces $\Gamma_1$ and $\Gamma_2$, such that $\partial \Gamma_i = \gamma$, for $i = 1, 2$, and $\Gamma_1$ and $\Gamma_2$ are homologous. Suppose also that all connected components of each $\Gamma_i$ have non-empty boundary.

Then, there exists a distinct embedded minimal hypersurface $\Sigma$ in $M$, which has a singular set $\text{sing}(\Sigma) = \Sigma \setminus \Sigma$ of Hausdorff dimension at most $n - 7$, and $\text{sing}(\Sigma) \cap (\partial M) = \emptyset$. Moreover, $\partial \Sigma = \gamma$ and there is a connected component of $\Sigma$ which is contained neither in $\Gamma_1$, nor in $\Gamma_2$.

The minimal hypersurface $\Sigma$ obtained in the above theorem could be the union of an embedded closed minimal hypersurface $\Sigma'$ that does not intersect $\partial M$ and some connected components of the $\Gamma_i$, $i = 1, 2$. In this case, $\Sigma'$ is disjoint from all these components. As in the proof of Corollary 1.9 of [6], we are also able to rule out the possibility of $\Sigma$ being simply a combination of connected components of $\Gamma_1$ and $\Gamma_2$. In the case that all connected components of $\Sigma$ have non-empty boundary, this hyperfurface satisfies the further inequality $H^n(\Sigma) > \max\{H^n(\Sigma_1), H^n(\Sigma_2)\}$.

If we drop the assumption that the hypersurfaces $\Gamma_i$ are homologous, in the statement of Theorem 1.1, we can minimize area in the homology class of $\Gamma_1 - \Gamma_2$ in $H_n(M)$ to obtain a third minimal hypersurface, which is closed.

Our main theorem can be applied when $\gamma$ is embedded in Euclidean space and contained in the boundary of a convex body. More precisely, we have the following consequence of Theorem 1.1.

Corollary 1.2 Let $\gamma$ be a closed, oriented, smooth $(n-1)$-dimensional embedded submanifold of the boundary of a convex body $\Omega$ in $\mathbb{R}^{n+1}$. Suppose that there exist distinct embedded, oriented, smooth, strictly stable minimal hypersurfaces $\Gamma_1$ and $\Gamma_2$ in $\Omega$, with $\partial \Gamma_1 = \partial \Gamma_2 = \gamma$.

Then, there exists a distinct embedded minimal hypersurface $\Sigma$ in $\Omega$, which has a singular set $\text{sing}(\Sigma) = \Sigma \setminus \Sigma$ of Hausdorff dimension at most $n - 7$, with $\text{sing}(\Sigma) \subset \text{int}(\Omega)$ and $\partial \Sigma = \gamma$. Moreover, there is a connected component of $\Sigma$ which is contained neither in $\Gamma_1$, nor in $\Gamma_2$.

The simplifications in the statement of Corollary 1.2 are consequences of the maximum principle for minimal hypersurfaces; i.e., there is no immersed closed minimal hypersurface in the Euclidean space $\mathbb{R}^{n+1}$.

In their paper, De Lellis and Ramic proved a result similar to Theorem 1.1, see Corollary 1.9 of [6]. There, the authors were able to obtain the existence of a third minimal hypersurface under an additional hypothesis; they assume that the initial minimal hypersurfaces $\Gamma_1$ and $\Gamma_2$ meet only at the boundary and bound some open region in $M$. In [6], at the end of Section 1, the authors suggest that a generalization of their Corollary 1.9 in the direction of our main theorem, using a different min–max approach, might be possible.

In order to prove Theorem 1.1, we obtain a min–max existence result for minimal hypersurfaces with fixed boundary. Our approach is based on the original discrete setting of Almgren and Pitts, see [18]. The variational methods developed in [18] imply that any closed Riemannian manifold, of dimension $3 \leq n + 1 \leq 6$, contains a closed embedded minimal hypersurface. Schoen and Simon [20] extended this for all dimensions; the closed minimal hypersurface that they obtain in higher dimensional spaces, $n + 1 \geq 7$, has the same regularity property of that in our main theorem. Recently, mainly after the recent works by Marques and Neves, min–max constructions of minimal submanifolds and its applications have obtained the attention of the mathematical community to a considerable extent.
In the case of closed ambient manifolds, one considers paths in the space $\mathcal{Z}_n(M)$ of codimension one cycles in $M$ starting and ending at the zero cycle. In our setting, we consider $M$ and $\gamma$ as in the statement of Theorem 1.1, and look at paths in the space $\mathcal{Z}_n(M, \gamma)$ of codimension one integral currents in $M$ with boundary supported in $\gamma$. For our main application, we impose further that these paths join the currents induced by the hypersurfaces $\Gamma_i$ that appear in that statement. If $\Pi$ denotes a homotopy class of paths satisfying those properties, we consider the min–max invariant

$$L(\Pi) = \inf_{\{\Sigma_i\} \in \Pi} \sup\{M(\Sigma_i) : t \in [0, 1]\}.$$ 

Here, $M(T)$ denotes the mass of the current $T$, which coincides with the $n$-dimensional volume in case $T$ is induced by an oriented hypersurface.

In the discrete setting, these paths are represented by sequences of maps which are defined in special discrete subsets of the interval $I = [0, 1]$, and are finer and finer in the mass norm. We also consider homotopy classes $\Pi \in \Pi^\#(\mathcal{Z}_n(M, \gamma), P_0)$ of $m$-parameter discrete paths in $\mathcal{Z}_n(M, \gamma)$ relative to a fixed map $P_0 : \partial I^m \to \mathcal{Z}_n(M, \gamma)$, for every positive integer $m$. We use $I^m$ to denote the closed $m$-cube $[0, 1]^m = [0, 1] \times \cdots \times [0, 1]$.

We prove the following min–max existence theorem.

**Theorem 1.3** Let $M^{n+1}$ and $\gamma^{n-1}$ be as in the statement of Theorem 1.1, and $\Pi \in \Pi^\#(\mathcal{Z}_n(M, \gamma), P_0)$ be a class of sweepouts such that

$$L(\Pi) > \sup\{M(P_0(x)) : x \in \partial I^m\}.$$ 

Then, there exists an integral varifold $V \in \mathcal{V}_n(M)$ whose support is the closure of an embedded smooth minimal hypersurface $\Sigma$ such that the closed set $\text{sing}(\Sigma) = \overline{\Sigma} \setminus \Sigma$ has Hausdorff dimension at most $n - 7$. If $\Sigma_1, \ldots, \Sigma_k$ denote the connected components of $\Sigma$, then:

1. $\text{sing}(\Sigma_i) \cap \partial M = \emptyset$, for every $i = 1, \ldots, k$;
2. each $\partial \Sigma_i$ is either the empty set or an union of components of $\gamma$. Moreover, $\bigcup_{i=1}^k \partial \Sigma_i = \gamma$;
3. there are positive integers $m_1, \ldots, m_k$, such that $V = \sum_{i=1}^k m_i \Sigma_i$. The multiplicity of components $\Sigma_i$ with non-empty $\partial \Sigma_i$ is $m_i = 1$;
4. $V$ is a limit varifold for some critical sequence in $\Pi$, and

$$L(\Pi) = \|V\|(M) = \sum_{i=1}^k m_i \mathcal{H}^n(\Sigma_i).$$ 

In [6], the authors also obtain a min–max theorem similar to ours. The key difference is the approach that they use to develop their program, which is based on the framework introduced by De Lellis and Tasnady, see [7]. Besides the differences between the two settings, we are still able to apply in our proofs several tools developed in [6]. Among these, we highlight the application of the curvature estimates at the boundary of stable minimal hypersurfaces introduced in Section 6.4 of that paper.

The main advantage of using our approach in the argument of the proof of Theorem 1.1 is that the construction of a 1-parameter family in $\mathcal{Z}_n(M, \gamma)$ joining the hypersurfaces $\Gamma_i$ can be done assuming that these are homologous only. The non-triviality of the homotopy class, expressed by the inequality in the statement of Theorem 1.3, follows from the same arguments as in [6]. Then, we explore this non-triviality to obtain the third minimal hypersurface as an application of our min–max theorem.
The assumption that all connected components of the $\Gamma_1$ have non-empty boundary, in Theorem 1.1, is used to avoid the following situation. If $\Gamma_1$ has a closed component $\Gamma_1'$, the min–max varifold $V$ could be a sum of the components of $\Gamma_1$, with $\Gamma_1'$ appearing with multiplicity different from one.

In order to prove Theorem 1.3, we adapt to the present setting several arguments from [5,6,13,14,18]; including interpolation and discretization results, the pull-tight argument, Pitts’ almost minimizing condition and construction of comparison surfaces. As in [6], the boundary regularity of our comparison surfaces also rely on Allard’s theory, see [1,3].

In future work, we will study the Morse index of the minimal hypersurface obtained in Theorem 1.1. This will involve a Morse inequality type estimate, see [15] for general Morse index bounds in the closed case.

Organization The content of this paper is organized as follows:

In Sect. 2, we fix some basic notation and explain our min–max setting. In Sect. 3, we present our adaptations of some technical tools from min–max theory; we describe our interpolation and discretization theorems. In Sect. 4, we recall the stationarity condition introduced in [6], and include the analog in our setting of the tightening map. In Sect. 5, an almost minimizing condition for varifolds relative to approximating integral currents with a fixed boundary is introduced. We also explain how to adapt to the present framework the main constructions and facts related with that notion. In Sect. 6, we present some tools that are used in the boundary regularity and prove Theorem 1.3. In Sect. 7, we present the remaining arguments to conclude our main result, Theorem 1.1.

2 GMT notation and min–max definitions

In this section, we fix the basic notation that will be used throughout the paper, and present the setting in which we prove the main theorems. In Sect. 2.1, we recall some notation from geometric measure theory, and include the definition of the discrete domains of our sweepouts. In Sect. 2.2, we adapt the basic min–max definitions to our setting.

2.1 Basic notation

In this paper we use $M^{n+1}$ and $\gamma^{n-1}$ to denote a compact Riemannian manifold with boundary and a closed submanifold of $\partial M$, respectively. Besides the assumptions in the statement of Theorem 1.1, suppose that $M$ is isometrically embedded in the Euclidean space $\mathbb{R}^N$. The main relevant spaces in this work are: $I_k(M)$ of integral $k$-currents in $\mathbb{R}^N$ which are supported in $M$; the closure $\mathcal{V}_k(M)$ of the space of rectifiable $k$-dimensional varifolds supported in $M$; $Z_{k}(M, \gamma)$ of codimension one integral currents $T$ in $M$ with $\text{spr}(\partial T) \subset \gamma$. We follow the notation from [14,18,22] when we deal with currents, varifolds, and their basic operations. For instance, $\mathbf{M}(T)$ and $|T|$ denote the mass and varifold induced by a current $T$, and $||V||$ denotes the weight of a varifold $V$.

We use $F_M(T - S)$ to denote the flat distance in $M$ between $S, T \in I_k(M)$; more precisely, it is the number defined by

$$\inf\{\mathbf{M}(P) + \mathbf{M}(Q) : T - S = P + \partial Q, P \in I_k(M) \text{ and } Q \in I_{k+1}(M)\}.$$ 

If $U \subset M$ is relatively open, and $V, W \in \mathcal{V}_k(M)$, we use $F_U(V, W)$ to denote the varifold distance between the restrictions of $V$ and $W$ to the Grassmannian of unoriented $k$-planes.
over $U, G_k(U)$, see page 66 of [18]. We also use $F(S, T)$ to denote the $F$-metric for rectifiable currents; i.e., $F(S, T) = F_M(T - S) + F(|S|, |T|)$.

Although we consider maps into a different space of integral currents, $Z_n(M, \gamma)$, their discrete domains are the same of those in [14,18]. We follow the usual cell complexes notation from Section 7.1 of [14]. Let us briefly recall that notation now. We use $I(1, k)$ to denote the cell complex supported in $I = [0, 1]$ whose vertices are the numbers $0, 3^{-k}, 2 \cdot 3^{-k}, \ldots, (3^k - 1) \cdot 3^{-k}, 1$, and the 1-cells are represented by the intervals $[(j - 1) \cdot 3^{-k}, j \cdot 3^{-k}]$, for all $j = 1, 2, \ldots, 3^k$. For every $m \in \mathbb{N}$, we consider the product cell complex $I(m, k)$ defined by $I(1, k)^m = I(1, k) \otimes \cdots \otimes I(1, k)$. We also use $I(m, k)_q$ to denote the collection of all $q$-cells of $I(m, k)$.

### 2.2 Min–max definitions

In this subsection, we present the setting in which we prove our min–max existence theorem.

The mass fineness of a discrete map $\varphi : I(m, j)_0 \to Z_n(M, \gamma)$, denoted by $f(\varphi)$ or $M$-fineness, is defined by the usual expression as in 7.2 of [14].

Let us fix $P_0 : \partial I^m \to Z_n(M, \gamma)$, a map continuous with respect to the $F$-metric and such that $\partial P_0(x) = \gamma$, for every $x \in \partial I^m$.

**Definition 2.2.1** Let $\varphi_j : I(m, k)_0 \to Z_n(M, \gamma)$, $j = 1, 2$, and $\delta > 0$. We say that $\varphi_1$ and $\varphi_2$ are $m$-homotopic in $(Z_n(M, \gamma), P_0)$ with $M$-fineness $\delta$ if there exists $\Psi : I(1, k)_0 \times I(m, k)_0 \to Z_n(M, \gamma)$ with $f(\Psi) < \delta$, and satisfying

(a) $\Psi(0, \cdot) = \varphi_1 \circ (k, k_1)$ and $\Psi(1, \cdot) = \varphi_2 \circ (k, k_2)$;

(b) $F(\Psi(t, x) - P_0(x)) \leq \delta$ and $M(\Psi(t, x)) \leq M(P_0(x)) + \delta$, for every $t \in I(1, k)_0$ and $x \in I_0(m, k)_0 = I(m, k)_0 \cap \partial I^m$.

The motivation for the above definition is to consider discrete maps that agree with $P_0$ at boundary vertices, and that are finer and finer with respect to the mass norm. Since $P_0$ is continuous in the $F$-metric only, we allow the maps to assume values that are only close to those of $P_0$. The maps $\mathbf{n}(k, k_j) : I(m, k)_0 \to I(m, k_j)_0$ are the nearest point grid maps, see Section 7.1 of [14] for a precise definition.

**Definition 2.2.2** An $(m, M)$-homotopy sequence of maps into $(Z_n(M, \gamma), P_0)$ is a sequence $\{\varphi_i\}$ of maps from finer and finer $m$-grids $I(m, k_i)_0 = dmn(\varphi_i)$ into $Z_n(M, \gamma)$, with $k_i$ increasing to $\infty$, such that $\varphi_i$ is $m$-homotopic to $\varphi_{i+1}$ in $(Z_n(M, \gamma), P_0)$ with $M$-fineness tending to zero, and such that there exists $C = C(\{\varphi_i\}) > 0$ for which $M(\varphi_i(x)) \leq C$, for all $i \in \mathbb{N}$ and $x \in dmn(\varphi_i)$.

We observe that if $\{\varphi_i\}$ is an $(m, M)$-homotopy sequence of maps into $(Z_n(M, \gamma), P_0)$, then $\partial \varphi_i(x) = \gamma$, for large $i$ and every $x$ in the domain of $\varphi_i$. In order to justify this claim, we apply the above definitions to obtain a sequence $\delta_i \searrow 0$ for which $f(\varphi_i) \leq \delta_i$, and $F(\varphi_i(x) - P_0(x)) \leq \delta_i$, for all $x$ in $(\partial I^m) \cap dmn(\varphi_i)$. The end of the argument consists of two straightforward applications of the following observation.

**Lemma 2.3** There exists $\delta > 0$ with the following property: if $S, T \in Z_n(M, \gamma)$ are such that $\partial S = \gamma$ and $F_M(T - S) < \delta$, then $\partial T = \gamma$.

**Proof** Suppose, by contradiction, that there is no such $\delta > 0$. Then, we can find sequences $\{S_i\}_{i \in \mathbb{N}}, \{T_i\}_{i \in \mathbb{N}}$, with $\partial S_i = \gamma$ and $\partial T_i \neq \gamma$, for all $i \in \mathbb{N}$, and $F_M(T_i - S_i) \to 0$. Let $R_i = \partial(T_i - S_i) = \partial T_i - \gamma$. Since the $(n - 1)$-boundary $R_i$ is supported on the
Lemma 15.1 of [14]. Critical sequences always exist. The verification of this fact is analogous to the proof of the Riemannian geometry problem, and that the latter implies that in Definition 2.1, and Lemma 4.1.

Similarly to the definitions in 7.12 of [14], we consider the compact subsets of coefficients. This is an application of the Constancy Theorem.

\[ \gamma \text{current induced by some linear combination of the connected components of } \gamma \text{ with integer coefficients. This is an application of the Constancy Theorem.} \]

Remark The assumption that \( \partial S = \gamma \) in the statement of Lemma 2.3 can be relaxed. The same argument proves the existence of a positive \( \delta \) for which: if \( S, T \in \mathcal{Z}_n(M, \gamma) \) are such that \( \mathcal{F}_M(T - S) < \delta \), then \( \partial S = \partial T \).

In the present setting, we observe a property of the boundary values of \( \{\phi_i\} \), an \((m, M)\)-homotopy sequence of maps into \((Z_n(M, \gamma), P_0)\), analogous to that noted in Lemma 7.8 of [14] in the case of sweepouts by cycles. Namely, if we use \( dmn(\phi_i) \) to denote the domain of the map \( \phi_i \), then

\[
\lim_{i \to \infty} \sup \{ |F(\phi_i(x), P_0(x))| : x \in dmn(\phi_i) \cap \partial I^m \} = 0.
\]

This property follows from the fact that \( P_0 \) is continuous in the \( F \)-metric topology, item (b) in Definition 2.1, and Lemma 4.1.

Similarly to Definition 7.9. in [14], we consider an equivalence relation in the set of \((m, M)\)-homotopy sequences of maps into \((Z_n(M, \gamma), P_0)\), and use \( \Pi_m^k(Z_n(M, \gamma), P_0) \) to denote the set of all equivalence classes.

Consider \( \Pi \in \Pi_m^k(Z_n(M, \gamma), P_0) \). For every \( \{\phi_i\}_{i \in \mathbb{N}} \in \Pi \), we consider

\[
L(\{\phi_i\}) = \lim_{i \to \infty} \sup \max \{ M(\phi_i(x)) \},
\]

where the maximum is taken over all \( x \) in the domain of \( \phi_i \). Then, we use these quantities to define the min–max invariant of the class \( \Pi \), namely

\[
L(\Pi) = \inf \{ L(\{\phi_i\}) : \{\phi_i\} \in \Pi \}.
\]

Similarly to the definitions in 7.12 of [14], we consider the compact subsets \( K(\{\phi_i\}) \) of limit varifolds \( V = \lim_{j} |\phi_i_j(x)| \) with \( i_j \to \infty \), and, in case \( \{\phi_i\} \) is a critical sequence (i.e., \( L(\{\phi_i\}) = L(\Pi) \)), the critical set

\[
Crit(\{\phi_i\}) = K(\{\phi_i\}) \cap \{ V : ||V||(M) = L(\Pi) \}.
\]

Critical sequences always exist. The verification of this fact is analogous to the proof of Lemma 15.1 of [14].

3 Interpolation results

In this section, we adapt to the present setting the interpolation results of the min–max theory of Almgren and Pitts, which are key technical tools of the subject. In the first two Sects. 3.1 and 3.2, we present version for currents with non-vanishing fixed boundary of the main theorems of sections 13 and 14 of [14]. In Sect. 3.3, we explain an extension of the local interpolation lemma, Lemma 3.8 of [18]. The latter requires more work, because we need to consider a situation in which concentration of mass is possible. This difficulty is discussed in details in the beginning of Sect. 3.3.
3.1 Discrete to continuous

Let us start by recalling the interpolation from discrete to continuous maps. In his paper on homotopy groups of integral cycle groups, [4], Almgren presented a version of such interpolation result. That version was improved by Pitts [18] to be applied in his general existence theorem, and later by Marques and Neves [14] in their proof of the Willmore Conjecture.

In what follows, we use \( \delta_0 \) to denote the positive constant which allows us to apply Corollary 1.14 of [4]; see also Section 14 of [14].

**Theorem 3.1** Let \( M^{n+1} \) be a closed Riemannian manifold. There exists \( C = C(M, m) > 0 \) such that: any discrete map \( \psi : I(m, 0)_0 \to Z_n(M) \) with \( M \)-finiteness \( f(\psi) < \delta_0 \), can be extended to a map \( \tilde{\psi} : I^m \to Z_n(M; M) \) continuous in the mass norm. Moreover, we have that:

- the values of \( \psi \) on the vertices of a \( p \)-cell \( \alpha \) determine \( \tilde{\psi}_{\bar{\alpha}} \);
- if \( Q(\alpha) \) denotes a \( F \)-isoperimetric choice for \( \partial \alpha, \alpha \in I(m, 0)_1 \), then
  \[ M(\tilde{\psi}(x) - \tilde{\psi}(y)) \leq C \sup \{ M(\partial Q(\alpha)) \}, \]
  where the supremum is taken over all 1-cells of \( I(m, 0) \).

The version of this theorem in Almgren’s paper is weaker than this one because it extends discrete maps to maps that are continuous in the weaker flat topology. Almgren’s result is obtained as a combination of Theorem 2.4 and Section 6.5 of [4]. On the other hand, observe that Almgren states his theorems for maps with values in spaces of currents that are slightly more general, the spaces \( Z_\delta(A, B) \) of integral currents in \( A \) with boundary supported in \( B \).

Using \( A = M \), a manifold with boundary, and \( B = \gamma^{n-1} \), a submanifold of \( \partial M \), we obtain an interpolation result for currents with boundary \( \gamma \) similar to Theorem 3.1.

Before stating the theorem, we observe that the number \( \delta_0 = \delta_0(M, \gamma) > 0 \) that appears in the statement, analogous to the constant \( \delta_0 \) of Theorem 3.1, is the one given by Theorem 2.4 of [4]; i.e., \( \nu_{A,B} \) for our choices of \( A \) and \( B \).

**Theorem 3.2** Let \( M \) be a compact Riemannian \((n + 1)\)-manifold with boundary, and \( \gamma \) be an embedded closed oriented hypersurface of \( \partial M \). There exists \( C > 0 \) such that: any discrete map \( \psi : I(m, 0)_0 \to Z_n(M, \gamma) \) with \( M \)-finiteness \( f(\psi) < \delta_0 \), and constant boundary values
  \[ \partial \psi(x) = \gamma, \text{ for all } x \in I(m, 0)_0, \]
admits a continuous extension to a map \( \tilde{\psi} : I^m \to Z_n(M, \gamma; M) \) from the \( m \)-dimensional cube and with constant boundary values \( (\partial \tilde{\psi}(\cdot) = \gamma) \).

**Remark** The properties of \( \tilde{\psi} \) mentioned at the end of Theorem 3.1 also hold for the extension obtained on Theorem 3.2.

Theorem 3.2 is a combination of Theorem 3.1 and Almgren’s version of that result. Actually, their combination implies the existence of an extension of \( \psi \) to a continuous map \( \tilde{\psi} : I^m \to Z_n(M, \gamma; M) \). In particular, it is already known that the support of the boundary of \( \tilde{\psi}(x) \) is contained in \( \gamma \), for all \( x \in I^m \). It remains only to verify that the above inclusion is an equality. But this is a straightforward application of Lemma 2.3.

Summarizing, Almgren’s version of this type of interpolation takes care of the necessary operations involving the boundary and of the extension, continuity with respect to the mass norm follows the same steps as in the argument of Marques and Neves, and the Constancy Theorem is applied, via Lemma 2.3, to assure that all currents that appear have boundary \( \gamma \).
3.2 Discretization of maps

The second interpolation theorem that we review and extend is used to produce fine discrete maps corresponding to maps that are continuous with respect to the flat norm topology.

Let $\tilde{M}$ be a closed $(n + 1)$-dimensional submanifold of $\mathbb{R}^N$, $A$ be a compact Lipschitz neighborhood retract, abbreviated CLNR, subset of $\subset \tilde{M}$, and $B \subset A$ be a closed, embedded, smooth submanifold of $\tilde{M}$. For a precise definition of CLNR sets see Definition 1.1 of [4].

In what follows, assume that $A = M$ is a compact $(n + 1)$-dimensional manifold with boundary contained in $\tilde{M}$, and $B = \gamma^{n-1}$ is a submanifold of $\partial M$, as in the statement of Theorem 1.1. Let

$$\phi : I^m \to \mathcal{Z}_n(A, B)$$

be continuous in the flat norm, $\mathcal{F} = \mathcal{F}_A$, and satisfying the following:

(i) restricted to $\partial I^m$, $\phi$ is continuous with respect to the $\mathbf{F}$-metric;
(ii) $\sup\{M(\phi(x)) : x \in I^m\} < \infty$, and
(iii) $\lim_{r \to 0} \mathbf{m}(\phi, r) = 0$,

where $\mathbf{m}(\phi, r) = \sup||\phi(x)||_{B_r(p)} : p \in A$ and $x \in I^m$, and $B_r(p)$ are the geodesic open balls in the closed manifold $M$. Under conditions (i), (ii) and (iii), we have the following discretization result.

Theorem 3.3 There exist $\delta_i \downarrow 0$, $\ell_i \nearrow +\infty$, $\varphi_i : I(m, k_i)_0 \to \mathcal{Z}_n(A, B)$, and $\Psi_i : I(1, k_i)_0 \times I(m, k_i)_0 \to \mathcal{Z}_n(A, B)$, with $k_i \nearrow +\infty$ and such that

(a) $\Psi_i(0, x) = \varphi_i(x)$ and $\Psi_i(1, x) = \varphi_{i+1}(x)$, for all $x \in I(m, k_i)_0$;
(b) the $\mathbf{M}$-freeness of $\Psi_i$ satisfies $\mathbf{f}(\Psi_i) < \delta_i$;
(c) $M(\varphi_i(y)) \leq \sup\{M(\phi(x)) : x, y \in \alpha, \alpha \in I(m, \ell_i)_m\} + \delta_i$, for every $y$ in $I(m, k_i)_0$;
(d) $M(\Psi_i(t, x)) \leq M(\phi(x)) + \delta_i$, for all $(t, x)$ in $I(1, k_i)_0 \times I(0, k_i)_0$;
(e) $\mathcal{F}(\Psi_i(t, x) - \phi(x)) \leq \delta_i$, for all $(t, x)$ in $I(1, k_i)_0 \times I(m, k_i)_0$.

Moreover, if $\phi$ is continuous with respect to $\mathbf{M}$ on an $(m - 1)$-face of $I^m$, then the $\varphi_i$ can be chosen such that they coincide with $\phi$ on that face.

The above result is the analog of Theorem 13.1 of [14] in our setting. There the authors consider maps taking values into the space of integral cycles supported on a closed manifold. Their proof can be adapted to justify the above statement in a straightforward manner. The main observation is that a manifestation of the Constancy Theorem, similar to that of Lemma 2.3, implies that besides the fact that the currents that we started with have boundary, $\mathcal{F}_A$-isoperimetric choices can be done as usual. The cut and paste construction using slicing theory can be done using distance functions on $M$. Moreover, estimates of $\mathcal{F}_M$ regarding the currents in question can be used as $\mathcal{F}_A$ estimates, because all currents that appear are supported in $A$.

Next, we include a brief discussion on the proof of Theorem 3.3 with some further details about the facts mentioned in the previous paragraph. As it was also remarked by other authors, see [13], the only step of the proof where Marques and Neves do explicit operations on integral cycles appears in Lemma 13.4 of [14]. There, they fix a current, that in our case is $T \in \mathcal{Z}_n(A, B)$, and consider maps from a fixed finite set with image into

$$\mathbf{B}_r(T) \cap \{S : \mathbf{M}(S) \leq 2L\},$$

for a sequence $\varepsilon_j \downarrow 0$, where $\mathbf{B}_r(T)$ denotes the ball in $\mathcal{Z}_n(A, B)$ of radius $r$ with respect to the flat norm topology and center at $T$, and $L > 0$ is fixed. Since the compact set $A$ is contained
in \( \tilde{M} \), we have that \( \mathcal{F}_{\tilde{M}} \leq \mathcal{F}_A \). In particular, convergence in \( \mathcal{F}_A \) implies convergence in \( \mathcal{F}_{\tilde{M}} \), which implies convergence as currents. Varifold limits of sequences of induced varifolds \( \{S_j\} \), where \( S_j \in B^{\mathcal{F}}_{\gamma_j}(T) \), are also supported on \( A \). Then, the finite sequences \( \{p_i\} \) and \( \{r_i\} \) that appear in [14] page 748 can be chosen such that \( p_i \in A \) and \( B_{r_i}(p_i) \) are geodesic open balls in \( \tilde{M} \), for every \( i \).

The \( \mathcal{F} \)-isoperimetric choices can still be performed using the same result, Corollary 1.14 of [4]. Indeed, we observe that: if \( \varepsilon > 0 \) is enough to prove the existence of an \( \varepsilon > 0 \) such that whenever

- \( S_1, S_2 \in \mathcal{Z}_n(M, (M \setminus U) \cup \gamma) \)
- \( (\partial S_i)_\ast U = [[\gamma]]_\ast U, i = 1, 2 \)
- \( \mathcal{F}_C(S_1 - S_2) \leq \varepsilon \)
- \( \text{spt}(S_1 - T) \cup \text{spt}(S_2 - T) \subset K \)
- \( M(S_1) \leq L, M(S_2) \leq L, \)

there is a finite sequence \( T_0, T_1, \ldots, T_l \in \mathcal{Z}_n(M, (M \setminus U) \cup \gamma) \) with \( T_0 = S_1, T_l = S_2, (\partial T_j)_\ast U = [[\gamma]]_\ast U, \) for every \( j = 1, \ldots, l, \) and

\[
\bigcup_j \text{spt}(T_j - T) \subset U, \quad \sup_j M(T_j - T_{j-1}) \leq \delta, \quad \text{and} \quad \sup_j M(T_j) \leq L + \delta.
\]

The proof of Lemma 3.4 is similar to the arguments of Lemma 3.8 in [18], and Lemma B.1 in [13]. As in those cases, we observe that it suffices to prove the existence of such an \( \varepsilon > 0 \) in the case that one of the currents \( S_i \) is fixed. In other words, if we consider \( S_1 \in \mathcal{Z}_n(M, (M \setminus U) \cup \gamma) \), with \( (\partial S_1)_\ast U = [[\gamma]]_\ast U, \text{spt}(S_1 - T) \subset K, \) and \( M(S_1) \leq L, \) it is enough to prove the existence of an \( \varepsilon > 0 \), possibly depending on \( S_1 \), for which the result holds. Indeed, this is enough to prove the lemma because the set of all such currents \( S_1 \) is compact with respect to the topology induced by \( \mathcal{F}_C \).

If there is a finite sequence \( T_0 = S_1, T_1, \ldots, T_l = S \) as in the statement of the lemma, we say that one can interpolate between \( S_1 \) and \( S \). For fixed \( S_1 \), the proof is an argument by contradiction. Consider a sequence \( R_i \in \mathcal{Z}_n(M, (M \setminus U) \cup \gamma), i \in \mathbb{N}, \) with \( \mathcal{F}_C(R_i - S_1) \to 0 \), satisfying the required boundary, support and mass constraints, and such that it is not possible to interpolate between \( S_1 \) and \( R_i \).
In [18], proof of Lemma 3.8, the author’s contradiction argument assumes that the induced varifolds $|R_i|$ converge to $|S_1|$. That was possible because of his Lemma 3.7. Proving that this is also the case in our setting is the part of the argument that deserves more attention. Indeed, once we know that $|R_i|$ converges to $|S_1|$ as varifolds, it follows from the rectifiability of $|S_1|$ that there is no concentration of mass over this sequence. Therefore, the cut and paste argument performed in the rest of the proof of Lemma 3.8 of [18], also in Lemma 13.4 of [14], can be similarly carried out as it was briefly mentioned after the statement of our Theorem 3.3.

In the present argument, it is even easier to verify that one can consider the usual $\mathcal{F}$-isoperimetric choice for $R_i - S_1$ than it was in Sect. 3.2. Indeed, as in that case, it suffices to check that $R_i - S_1$ is a cycle. Observe that $\partial(R_i - S_1) = \partial(R_i - T) + \partial(T - S_1)$ is supported in $K$, then

$$\partial(R_i - S_1) = (\partial R_i - \partial S_1)_\downarrow U = (\partial R_i)_\downarrow U - (\partial S_1)_\downarrow U = 0,$$

since both terms in the last expression before the zero are equal to $||\gamma||_\downarrow U$.

Then, it remains to adapt the interpolation arguments of Pitts’ Lemma 3.7. Assume that $|R_i|$ converges to a varifold $V \in \mathcal{V}_c(M)$. The proof is divided into two cases based on the existence of points $q \in U \cap spt(||V||)$ for which $||V||(|q| > \alpha = \delta/5$, where $\delta > 0$ is part of the initial data.

In the first of these two cases, where one assumes that no such points exist, the proof is analogous to the usual cut and paste argument as described above. Therefore, its adaptation follows as before.

In the second case, we have that $|R_i|$ converges to $V$ and $||V||(|q| > \alpha$, for some $q \in U \cap spt(||V||)$. In Lemma 3.7 of [18], this case is reduced to the first after an appropriate choice of geodesic balls $B_{ri}(pi)$, with $q \in B_{ri}(pi)$, $p_i \to q$, and $r_i \to 0$, and explicitly constructed interpolations between the $R_i$ and the currents given by

$$(R_i)_\downarrow (M \setminus B_{ri}(pi)) + (\exp{p_i})_#\left(\delta_0 X(exp^{-1}\delta_0 X(exp{p_i})#(\partial(Ri_\downarrow B_{ri}(pi)))\right),$$

where $\exp{p_i}$ denotes the usual exponential map at $p_i$ and $\delta_0 X S$ denotes the cone over $S$ in the Euclidean space, see topic 26.26 of [22].

Our main difficulty was to deal with the construction of these conical replacements in the case $q \in \gamma$, and the corresponding interpolations. In other words, we need a result analogous to Lemma 3.5 in [18]. This is the main missing ingredient at this point, since the choice of the domains $\tilde{B}_{ri}(pi)$ where we switch $R_i$ by its conical replacement follows from almost the same steps as in Pitts’ argument in [18] page 119. The only step of that part that remains to be adapted is where Lemma 3.6 of [22] is applied. These two issues are settled in our Lemmas 3.5 and 3.6, respectively.

For obvious reasons we can not use the same construction at points $p_i \in \gamma$. Li and Zhou [13] dealt with a similar difficulty in the case of relative cycles. There, they used Fermi coordinates to describe a neighborhood of $p_i \in \partial M$. Since these coordinates take values on a half-space, or even in a half-ball centered at the origin if one chooses the right neighborhood, it is possible to perform the cone construction in the Euclidean space and push it back to the manifold. After a delicate adaptation of Pitts’ methods from 3.4–3.6, Li and Zhou succeeded in interpolating between the initial currents $R_i$ and

$$(R_i)_\downarrow (M \setminus \tilde{B}_{ri}(pi)) + (\exp{p_i})_#\left(\delta_0 X(exp^{-1}\delta_0 X(exp{p_i})#(\partial_i(Ri_\downarrow \tilde{B}_{ri}(pi)))\right),$$

where $\exp{p_i} = (x, t)$ denotes Fermi coordinates at $p_i \in \partial M$, $x = (x_1, \ldots, x_n)$ represents geodesic normal coordinates of $\partial M$ at $p$, and the coordinate $t$ is the distance to $\partial M$ in
The domain $\tilde{B}_r(p)$ is the sub-level $\{\tilde{r}_p < r\}$ of the function $\tilde{r}_p = \sqrt{|x|^2 + r^2}$, and $\partial\tilde{B}_r(p)$ denotes the restriction of $\partial(R_{\tilde{r}_p}B_r(p))$ to the level set $\{\tilde{r}_p = r\}$. See Lemma B.8 in [13].

Unfortunately, we can not use Li–Zhou’s construction of conical replacements because Fermi coordinates do not preserve our boundary constraint $(\partial R_\gamma)_\#U = [|\gamma|]_\#U$.

To fix this issue, we introduce the following system of coordinates near $p \in \gamma$. We use $E_p = (x, s, t)$, where $x = (x_1, \ldots, x_{n-1})$ are geodesic normal coordinates for $\gamma$ at $p$, the coordinate $t$ represents distance to $\partial M$ in $M$, and $s = s(y)$ is a signed distance function to $\gamma$ in $\partial M$ applied to $\pi_\gamma M$. Here, we use $\pi_\gamma M$ to denote the nearest point projection to $\partial M$ of points $y \in M$ near $p$. If $N(x)$ denotes the unit normal vector to $\gamma$ in $\partial M$ at the point of coordinates $(x, 0, 0)$, and $\exp^M_x$ is the usual exponential map of $\partial M$ at $(x, 0, 0)$, then $\exp^M_x(s N(x))$ is the point of coordinates $(x, s, 0)$.

Letting $\nu(x, s)$ denote the inward pointing unit normal to $\partial M$ at $(x, s, 0)$, and $\exp^M_{(x,s)}$ the usual exponential map of $M$ at $(x, s, 0)$, one can easily check that the coordinates $(x, s, t)$ describes $\exp^M_{(x,s)}(t \nu(x, s))$.

We use $E_p(x, s, t)$ to denote the point in $M$ with coordinates $(x, s, t)$. Using the canonical identification between $T_p M$ and the Euclidean half-space $\mathbb{R}^{n-1}_+$, we can assume that $E_p$ is defined on a neighborhood of the origin $0_p$ of the half-space $T_p M$, and takes values in $M$. As in the case of the usual exponential map, we have that $D(E_p)(0_p)$ equals the identity of $T_p M$. Then, it follows that $E_p$ is really a local diffeomorphism near $0_p$.

Consider the function $r_p(x, s, t) = \sqrt{|x|^2 + s^2 + t^2}$, defined on the domain parametrized by $E_p$, where $|x|^2 = x_1^2 + \ldots + x_{n-1}^2$. We use the following notation for sub-level and level sets of this function:

$$\tilde{B}_r(p) = \{r_p(x, s, t) < r\} \quad \text{and} \quad \tilde{S}_r(p) = \{r_p(x, s, t) = r\}.$$

We are now ready to state the version of the interpolation result to conical replacements adapted to the fixed boundary setting.

**Lemma 3.5** For every $q \in \gamma \cap U$ and $0 < \varepsilon < 1$ there exists a relatively open set $Z$, with $q \in Z \subset U$, such that: given

(a) $p \in \gamma \cap Z$ and $r > 0$, such that $\tilde{B}_r(p) \subset Z$

(b) $\delta > 0$ and $T \in Z_\varepsilon(clos(\tilde{B}_r(p)), \gamma \cup \tilde{S}_r(p))$, such that

$$2M((\partial T)_\#\tilde{B}_r(p))rn^{-1} + \delta \leq M(T)$$

\[\varepsilon M(T) \leq n\delta\]

\[||T||_\#(\tilde{S}_\rho(p)) = 0, \quad \text{for all} \quad 0 \leq \rho \leq r.\]

Then, for every $\beta > 0$ there exists a finite sequence $T = P_0, P_1, \ldots, P_m$ in $Z_\varepsilon(clos(\tilde{B}_r(p)), \gamma \cup \tilde{S}_r(p))$ such that

$$\partial P_j = \partial T$$

$$M(P_j) \leq M(T) + \beta$$

$$M(P_j - P_{j-1}) \leq \beta$$

$$P_m = (E_p)_\#\left(\delta_0X(E_p^{-1})_\#((\partial T)_\#\tilde{S}_r(p))\right)$$

$$M(P_m) \leq 2r^{-1}M((\partial T)_\#\tilde{S}_r(p)) \leq M(T) - \delta.$$
And the next lemma settles the second issue mentioned above.

**Lemma 3.6** Let $Z$ be a region as in Lemmas 3.5 and 3.8, and $V \in \mathcal{V}_n(M)$, which is rectifiable on $Z$. Then, for $\mathcal{H}^{n-1}$-almost all $p \in \gamma \cap Z$, we have that $\|V\|\tilde{S}_p(p) = 0$, whenever $0 < \rho$ is such that $\tilde{B}_\rho(p) \subset \subset Z$.

We present the proof of Lemmas 3.5 and 3.6 at the end of this section. In what follows, we introduce some preliminary observations.

First of all, we observe that making the coordinated neighborhood sufficiently small we can assume that the metric coefficients with respect to $E_q$ are such that $g_{tt} = 1$, $g_{ti} = g_{st} = 0$, and $|g_{ij} - \delta_{ij}|, |g_{ss} - 1|$, and $|g_{is}|$ are arbitrarily small. Moreover, we can assume that the Christoffel symbols are such that, for all $1 \leq i, j, k \leq n - 1$ and $a, b \in \{1, \ldots, n - 1\} \cup \{s\}$,

$$\Gamma^t_{it} = \Gamma^t_{at} = \Gamma^a_{it} = 0$$

$$\Gamma^{k}_{ij}, \Gamma^{a}_{xs}, \Gamma^{s}_{is}$$ are small

$$\Gamma^{\lambda}_{ij}, \Gamma^{\lambda}_{js}$$ are uniformly bounded in terms of $II_{\gamma \subset \partial M}$

$$\Gamma^{b}_{at}, \Gamma^{b}_{ab}$$ are uniformly bounded in terms of $II_{\partial M \subset M}$.

where $II_{\gamma \subset \partial M}$ and $II_{\partial M \subset M}$ denote the second fundamental forms of the immersions of $\gamma$ in $\partial M$, and of $\partial M$ in $M$, respectively.

Since the derivatives of the metric coefficients can be expressed as a linear combination of the Christoffel symbols with the metric coefficients themselves, we see that the Lipschitz constants $\text{Lip}(g_{ab}), a, b \in \{1, \ldots, n-1\} \cup \{s\}$, can be bounded independently of $q$. This can extended as an uniform bound for the Lipschitz constants of the higher dimensional metric tensors

$$g_k(y)(v, w) = \langle v, \Lambda_k D(E_q)(y) \rangle \cdot \langle w, \Lambda_k D(E_q)(y) \rangle,$$

where $y \in T_q M$, $v, w \in \Lambda_k(T_q M)$ are $k$-vectors, and $\langle \cdot, \cdot \rangle$ is the canonical pairing between vectors and covectors, for $1 \leq k \leq n + 1$. See paragraph 25 in [22] for the basic notation on vectors and covectors.

Next, we observe that it follows from $D(E_q)(0_q) = Id$, the fact that we can assume that

$$||\Lambda_n D(E_q^{-1})||, \text{ Lip}(E_q|_{B_R^+(0)}), \text{ and Lip}(E_q^{-1}|_{\tilde{B}_R(q)})$$

are uniformly, with respect to $q$, close to 1. We use $B_R^+(0)$ to denote the Euclidean ball of radius $R$ centered at the origin $0_q \in T_q M$.

Let $0 \leq \lambda \leq 1$, and consider the map $\mu_\lambda : T_q M \rightarrow T_q M$ defined by $\mu_\lambda(v) = \lambda v$. The following claim is a consequence of our previous estimates.

**Claim 3.7** Given $\varepsilon > 0$, we have that

$$||\Lambda_n D(E_q \circ \mu_\lambda \circ E_q^{-1})(y)|| \leq \lambda^n(1 + \varepsilon(1 - \lambda)),$$

whenever $\lambda \in [0, 1]$, and $y$ is sufficiently close to $q$, possibly depending on $\varepsilon$.

The proof of this fact is analogous to the argument of the equivalent inequality in Section 3.4(3) of [18]. This is true because an uniform bound on the Lipschitz constant of the metric coefficients is enough to go through all steps of that argument. This was also noted in Lemma B.4 of [13].

Let us prove now that the domains $\tilde{B}_r(q)$ are relatively convex in the sense that the second fundamental form of $S_r(q) \subset M$ with respect to the unit normal vector that points to the
interior of $\tilde{B}_r(q)$ is positive definite. Observe that
\[
\nabla r_q = \left( g^{ij} \cdot \frac{x_i}{r_q} + g^{sj} \cdot \frac{s}{r_q} \right) \frac{\partial}{\partial x_j} + \left( g^{is} \cdot \frac{x_i}{r_q} + g^{ss} \cdot \frac{s}{r_q} \right) \frac{\partial}{\partial s} + \frac{t}{r_q} \frac{\partial}{\partial t}.
\] (4)

We know that $\nabla r_q$ is normal to the $\tilde{S}_r(q)$. Moreover, it follows from previous steps that we can assume that $|\nabla r_q|$ is nearly 1, so it is close to be the unit normal vector of the hypersurfaces $\tilde{S}_r(q)$. Observe that
\[
\text{Hess } r_q(v, w) = g(\nabla_v \nabla r_q, w) = -g(\nabla r_q, II_{\tilde{S}_r(q)}(v, w)),
\]
for $v, w \in T_y \tilde{S}_r(q)$, where $II_{\tilde{S}_r(q)}$ denotes the second fundamental form of $\tilde{S}_r(q) \subset M$. Therefore, $\text{Hess } r_q(v, w)$ approximates the scalar value of $II_{\tilde{S}_r(q)}(v, w)$ with respect to the inward pointing unit normal.

A direct computation using (4) yields $\text{Hess } r_q(\partial_t, \partial_t) = r_q^{-1} - t^2 r_q^{-3}$, and that the following quantities are uniformly bounded:
\[
|\text{Hess } r_q(\partial_t, \partial_t) + t x_i r_q^{-3}|, |\text{Hess } r_q(\partial_t, \partial_s) + t s r_q^{-3}|
\]
\[
|\text{Hess } r_q(\partial_s, \partial_t) + s x_i r_q^{-3}|, |\text{Hess } r_q(\partial_s, \partial_s) - (r_q^{-1} - s^2 r_q^{-3})|
\]
\[
|\text{Hess } r_q(\partial_i, \partial_j) - (\delta_{ij} r_q^{-1} - x_i x_j r_q^{-3})|.
\]

Then, we conclude that $||\text{Hess } r_q - (E_q^{-1})^s h||_q$ is uniformly bounded, where $(E_q^{-1})^s$ denotes a pull-back and $h$ is given by
\[
h(v, w) = r_q^{-1}(\langle v, w \rangle - \langle v, \partial r_q \rangle \langle w, \partial r_q \rangle),
\]
where $\partial r_q$ is the outward pointing unit normal vector to the Euclidean spheres in $T_q M$, and $\langle \cdot, \cdot \rangle$ represents the Euclidean inner product. Since $E_q$ maps $\tilde{S}_r(q)$ to Euclidean half-spheres, and the restriction of $h$ to these half-spheres coincides with their second fundamental form with respect to the Euclidean metric, we conclude that $\tilde{B}_r(p)$ are relatively convex.

The choice of the domain $Z$ mentioned in the statement of Lemma 3.5 is done in such a way that it has the properties listed in the following lemma.

**Lemma 3.8** For every $q \in \gamma$ and $0 < \varepsilon < 1$, there exists $Z$, neighborhood of $q$ in $M$, with the following properties. If $p \in \gamma \cap Z$, then the domain $Z$ can be parametrized using $E_p$, and we have

(i) $E_p : E_p^{-1}(Z) \to Z$ is a $C^2$ diffeomorphism
(ii) the set $Z$ is strictly relatively convex
(iii) $[\text{Lip}(E_p)]^n [\text{Lip}(E_p^{-1})]^n \leq 2$
(iv) $\text{Lip}(r_p|Z) \leq 2$
(v) $(E_p \circ \mu_\lambda \circ E_p^{-1}) (y) \in Z$, whenever $y \in Z$ and $\lambda \in [0, 1]$
(vi) $||\Delta_n D(E_p \circ \mu_\lambda \circ E_p^{-1})(y)|| \leq \lambda^n (1 + \varepsilon (1 - \lambda))$, for all $y \in Z$, $\lambda \in [0, 1]$.

**Proof** We choose $Z$ as a region of the form $\tilde{B}_r(q)$. From the previous arguments, items (i)–(iv) and (vi) follow immediately. On way to verify (v) is using the relative convexity of $Z$ to conclude that $E_p^{-1}(Z)$ is convex.

**Proof of Lemma 3.5** First of all, we obtain inequalities similar to those presented in section 3.4(7) of [18]. These facts provide us estimates for the masses of images of currents by the maps $(E_p \circ \mu_\lambda \circ E_p^{-1})$, and of the partial conical replacements that we use in this proof. Recall that $q$, $\varepsilon$, and $Z$ are fixed throughout the whole argument.
Let $p$, $r$, and $\delta$ be as in the statement, $\lambda \in [0, 1]$, and $T'$ be any current in $\mathcal{Z}_n(clos(\bar{B}_r(p)))$. Then, we have

$$spt((E_p \circ \mu_\lambda \circ E_p^{-1})_\# T') \subset clos(\bar{B}_{\lambda r}(p))$$  \hspace{1cm} (5)

and its mass can be estimated as

$$M((E_p \circ \mu_\lambda \circ E_p^{-1})_\# T') \leq \lambda^n (1 + \varepsilon (1 - \lambda)) M(T') \leq M(T').$$  \hspace{1cm} (6)

Moreover, if $T \in \mathcal{Z}_n(clos(\bar{B}_r(p)))$, $\gamma \cup \tilde{S}_r(p)$ satisfies the first two properties mentioned in item (c) of the statement, then, the partial conical replacement

$$S_\lambda = (E_p)_\# \left(\delta_0 X[(E_p^{-1})_\# \tilde{\gamma} T - (\mu_\lambda \circ E_p^{-1})_\# \tilde{\gamma} T]\right),$$  \hspace{1cm} (7)

where $\tilde{\gamma} T = (\partial T) \cdot \tilde{S}_r(p) = \partial T - ||\gamma|| \cdot \bar{B}_r(p)$, is such that

(i) $spt(S_\lambda) \subset \tilde{A}(p, \lambda r, r) = \{\lambda r \leq r_p \leq r\}$

(ii) $\partial S_\lambda = \partial T - (E_p \circ \mu_\lambda \circ E_p^{-1})_\# (\partial T) + ||\gamma|| \cdot \tilde{A}(p, \lambda r, r)$

(iii) $M(S_\lambda) \leq (M(T) - \delta)(1 - \lambda^n)$

(iv)

$$M(S_\lambda + (E_p \circ \mu_\lambda \circ E_p^{-1})_\# T) \leq (M(T) - \delta)(1 - \lambda^n) + \lambda^n (1 + \varepsilon (1 - \lambda)) M(T).$$

(v) if, in addition, $T$ satisfies the third property in item (c) of the present lemma, then the inequality in (iv) reduces to

$$M(S_\lambda + (E_p \circ \mu_\lambda \circ E_p^{-1})_\# T) \leq M(T).$$

Compared to the proofs in 3.4(7) of [18], the only difference in the verification of (5), (6), and (i)–(v) above appears in the argument for part (ii). This happens because, in our case, we consider conical constructions over currents $\tilde{\gamma} T$ which are not cycles. To overcome this minor difficulty, the only missing remark is as follows. Let us use $T_\lambda = (E_p^{-1})_\# \tilde{\gamma} T - (\mu_\lambda \circ E_p^{-1})_\# \tilde{\gamma} T$, then

$$\partial S_\lambda = (E_p)_\# (\partial [\delta_0 X T_\lambda]) = (E_p)_\# (T_\lambda) - (E_p)_\# (\delta_0 X [\partial T_\lambda]).$$  \hspace{1cm} (8)

Also, observe that the definition of $\partial T$ implies that

$$\partial T_\lambda = (E_p^{-1})_\# (\partial (E_p^{-1})_\# \tilde{\gamma} T - (\mu_\lambda \circ E_p^{-1})_\# (\partial \tilde{\gamma} T))$$

$$= - (E_p^{-1})_\# (\partial (||\gamma|| \cdot \tilde{B}_r(p)) + (\mu_\lambda \circ E_p^{-1})_\# (\partial ||\gamma|| \cdot \bar{B}_r(p))).$$

Since $E_p$ restricted to $\gamma$ is simply a system of geodesic normal coordinates centered at $p$, we conclude that

$$(E_p)_\# (\delta_0 X [\partial T_\lambda]) = -||\gamma|| \cdot \tilde{A}(p, \lambda r, r).$$

This fact, combined with expression (8), allows us to conclude (ii).

The rest of the proof of the lemma follows the same arguments of Lemma 3.5 of [18], except for the fact that we need to deal with cones over currents that are not cycles. In our setting, the sequence $P_i$ of currents interpolating between $T$ and $(E_p)_\# (\delta_0 X (E_p^{-1})_\# (||\gamma|| \cdot \tilde{S}_r(p)'))$ is defined by the exact same expressions as in Pitts’ proof. The adaptations in this part boil down to considerations similar to those in the study of the boundary of $S_\lambda$. For instance, when proving that the current $P_i$ has boundary $\partial T$, \hfill $\Box$
Proof of Lemma 3.6 In this proof, we follow closely the ideas in Lemma 3.6 of [18] and Lemma B.7 of [13]. The rectifiability of $V$ in $Z$ implies that $(y, T_y V) \in G_n(Z)$ for $||V||$-almost all $y \in Z$, and that $y \mapsto T_y V$ is $||V||$-measurable. Which implies that the map

$$F(p, y) = (\nabla r_p(y), T_y V), (p, y) \in (\gamma \cap Z) \times Z,$$

which is the orthogonal projection of $\nabla r_p(y)$ over the $n$-dimensional linear subspace $T_y V$, is $(\mathcal{H}^{n-1} \times ||V||)$-summable. Fubini’s Theorem tells us that

$$\int_{\gamma \cap Z} ||V||\left\{y \in Z \setminus (\partial M) : F(p, y) = 0\right\} d\mathcal{H}^{n-1}(p)$$

is equal to

$$\int_{Z \setminus (\partial M)} \mathcal{H}^{n-1}\{p \in \gamma \cap Z : F(p, y) = 0\} d||V||\right\}(y).$$

Therefore, it suffices to show that $\mathcal{H}^{n-1}\{p \in \gamma \cap Z : F(p, y) = 0\} = 0$, for $||V||$-almost all $y \in Z \setminus (\partial M)$. Indeed, this will imply that for $\mathcal{H}^{n-1}$-almost all $p \in \gamma \cap Z$ we have $||V||\left\{y \in Z \setminus (\partial M) : F(p, y) = 0\right\} = 0$. In particular, we will be able to obtain, for those $p \in \gamma \cap Z$ and all $\rho > 0$ with $B_\rho(p) \subset Z$,

$$||V||S_\rho(p) = ||V||\left\{y \in S_\rho(p) : T_y V \subset T_y S_\rho(p)\right\}$$

$$= ||V||\left\{y \in S_\rho(p) : F(p, y) = 0\right\}$$

$$\leq ||V||\left\{y \in Z \setminus (\partial M) : F(p, y) = 0\right\} = 0.$$

In the rest of this proof, we will make use of the map $\pi : Z \to \gamma \cap Z$ defined by $\pi(x, s, t) = (x, 0, 0)$, in any of our coordinates. In other words, it is the map that takes $y \in Z$, first consider its nearest point projection $(x, s, 0) \in \partial M$, and, finally, returns the nearest point projection of $(x, s, 0)$ in $\gamma$. In particular, $\pi(y)$ does not depend on the center of the coordinates.

From now on, fix $y = (x, s, t) \in Z \setminus (\partial M)$. It follows, by definition, that $r_p(y)^2 = t(y)^2 + s(y)^2 + (r_p \circ \pi)(y)^2$, for every $p \in \gamma \cap Z$. Then, we can write

$$r_p(y)\nabla r_p(y) = t(y)\nabla t(y) + s(y)\nabla s(y) + (r_p \circ \pi)(y)\nabla (r_p \circ \pi)(y).$$

Since the vanishing of $F(p, y)$ is equivalent to $\nabla r_p(y) \in (T_y V)^\perp$, we conclude that $\{p \in \gamma \cap Z : F(p, y) = 0\}$ is a subset of

$$\{p \in \gamma \cap Z : (r_p \circ \pi)(y)\nabla (r_p \circ \pi)(y) \in \xi(y) + (T_y V)^\perp\},$$

where $\xi(y) = -t(y)\nabla t(y) - s(y)\nabla s(y)$, and $\xi(y) + (T_y V)^\perp$ represents the translation of $(T_y V)^\perp$ by $\xi(y)$. Observe also that

$$(r_p \circ \pi)(y)\nabla (r_p \circ \pi)(y) = (r_p \circ \pi)(y)(d\pi_y)^* (\nabla r_p(\pi(y))) = (d\pi_y)^* ((r_p \circ \pi)(y)\nabla (r_p \circ \pi)(y)),$$

where $(d\pi_y)^*$ is the adjoint, with respect to inner products induced by $g$, of the linear map $d\pi_y : T_y M \to T_{\pi(y)}^\gamma$. One can easily see that $d\pi_y$ is onto for $||V||$-almost all $y \in Z$. Then, $(d\pi_y)^*$ is independent of the point $p$ and injective. The last property of the vector $\nabla (r_p \circ \pi)(y)$ that we need to remark is that it belongs to the $n$-dimensional subspace $[\text{span}(\partial/\partial t)]^\perp$, the orthogonal complement of the space spanned by $(\partial/\partial t)(y)$.

Observe that the 1-dimensional affine space $\xi(y) + (T_y V)^\perp$ is also independent of $p$, and that it is not contained in $[\text{span}(\partial/\partial t)]^\perp$. Indeed, $\xi(y)$ is in the first space but does not belong
to the second because of its $t(y)\nabla t(y)$ component, which does not vanish for $y \in Z \setminus (\partial M)$. Therefore, the set
\[ A_y = ((d\pi_y)^* \gamma^{-1} (\xi(y) + (T_y V)^{\perp}) \cap \text{span}(\partial/\partial t)]^{\perp}) \subset T_{\pi(y)} \gamma \]
is either empty, or contains a unique point, does not dependent on $p$, and has the property that
\[ \{ p \in \gamma \cap Z : F(p, y) = 0\} \subset \{ p \in \gamma \cap Z : (r_p \circ \pi)(y) \nabla^\gamma r_p(\pi(y)) \in A_y \}. \tag{10} \]
Since $r_p|\gamma$ is the distance function to $p$ in $\gamma$, we have that
\[ r_p(x) \nabla^\gamma r_p(x) = -(\exp^\gamma_{x})^{-1}(p), \]
for every $x \in \gamma$, where $\exp^\gamma_{x}$ denotes the usual exponential of $\gamma$ at $x$. This and the fact expressed in (10) together allow us to conclude that
\[ \{ p \in \gamma \cap Z : F(p, y) = 0\} \subset \exp^\gamma_{\pi(y)}(-A_y) \cap Z. \]
Since $n - 1 = \text{dim}(\gamma) \geq 1$ and the set on the right hand side of the inclusion above has at most one point, we conclude that $\mathcal{H}^{n-1}(\exp^\gamma_{\pi(y)}(-A_y) \cap Z) = 0$, for our choices of $y$. Then, the lemma is proved.

\section{4 Pull-tight}

In this short section, we recall the stationarity condition introduced in [6], and include the analog in our setting of the tightening map. We include also a result that relates convergence in different topologies of integral currents with boundary contained in $\gamma$. This is the content of the following lemma, which is the equivalent of Lemma 4.1. of [14], and plays a role in the pull-tight deformation.

Lemma 4.1 Let $S$ be a subset of $Z_k(M, \gamma)$ of currents with uniformly bounded masses which is compact with respect to the $F$-metric topology. For every $\varepsilon > 0$, there exists $\delta > 0$ with the following property: for $T \in Z_k(M, \gamma)$ and $S \in S$ with $\mathcal{F}_M(T - S) \leq \delta$ and $M(T) \leq M(S) + \delta$, then $F(T, S) \leq \varepsilon$.

Proof The proof of this lemma follows the same steps of that presented in [14]. We sketch that argument here to show that the presence of boundaries is not an issue. First of all, we observe that if $T, T_1, T_2, \ldots \in Z_k(M, \gamma)$ have uniformly bounded masses, then $F(T, T_i) \to 0$ if and only if $\mathcal{F}_M(T_i - T) \to 0$ and $M(T) = \lim_i M(T_i)$. Indeed, by definition, $F(T, T_i) \to 0$ is equivalent to validity of the following two things $\mathcal{F}_M(T_i - T) \to 0$ and the induced varifolds $|T_i|$ converge to $|T|$ in the weak topology. Then, the continuity of the mass with respect to the varifold convergence implies the “only if” part of the claim. To prove the “if” part of it, suppose that $\mathcal{F}_M(T_i - T) \to 0$ and $\lim_i M(T_i) = M(T)$. Observe that whenever a subsequence $|T_j|$ converges to a varifold $V$, we have $V = |T|$. Indeed, one can check that the following properties hold:

- $\cup_i \text{spt}(T_j) \subset M$, which is bounded;
- $\mathcal{F}_M(T_j - T) \to 0$, implies that $T_j$ converges to $T$ with respect to the flat topology in $I_k(\mathbb{R}^N)$, see Section 31 of [22]; and
- $||T_j||(\mathbb{R}^N) = M(T_j)$ converges to $||V||(\mathbb{R}^N)$ because of the varifold convergence, and to $M(T)$ by hypothesis.
In particular, \( ||V||(\mathbb{R}^N) = M(T) \), and the claim follows as an application of the result stated in 2.1(18)(f) of [18]. Therefore, the usual compactness of the space of varifolds proves that the sequence \( |T_i| \) converges to \( |T| \).

Now we use the remark on the previous paragraph to sketch the proof of the lemma. First, one can prove that given \( \varepsilon > 0 \) and \( S \in \mathcal{Z}_k(M, \gamma) \), there exist \( r, \delta > 0 \) such that: for \( S' \in B_r(S) \) and \( T \in \mathcal{Z}_k(M, \gamma) \) with \( \mathcal{F}_M(T - S') \leq \delta \) and \( M(T) \leq M(S') + \delta \), then \( \mathcal{F}(T, S') \leq \varepsilon \). This is proved by contradiction. Letting \( S_i, T_i \in \mathcal{Z}_k(M, \gamma) \), and \( \delta_i \searrow 0 \), be such that \( M(T_i) \leq M(S_i) + \delta_i \), \( \mathcal{F}_M(S_i - T_i) \to 0 \), \( \mathcal{F}(S_i, S) \leq \delta_i \), and \( \mathcal{F}(T_i, S_i) \) does not approach zero, we can prove that \( T_i \) converge to \( S \) in the flat topology of currents in \( \mathbb{R}^N \), and \( \mathcal{F}(|S|, |T_i|) \) does not approach zero. As another application of the result in 2.1(18)(f) of [18], we obtain that \( M(S) = \lim_i M(T_i) \). This is a contradiction because of the claim proved in the previous paragraph. To conclude the proof of the lemma, we apply a finite covering argument.

**Definition 4.2** Let \( U \subset M \) be a relatively open subset of \( M \). We use \( \mathcal{V}_\varepsilon(U, \gamma) \) to denote the set of varifolds \( V \in \mathcal{V}_n(M) \) for which \( \delta V(X) \geq 0 \), for all \( X \in \mathcal{X}(M) \) satisfying \( \text{spt}(X) \subset U \), \( X|_{\gamma} = 0 \), and \( g(X, \nu) \geq 0 \) at \( \partial M \) (recall that \( \nu \) is the inward pointing unit vector normal to \( \partial M \)).

This stationarity condition is the same used by De Lellis and Ramic in [6]. Observe that \( V \in \mathcal{V}_\varepsilon(U, \gamma) \) implies that \( \delta V(X) = 0 \), for every non-exterior vector field supported away from \( \gamma \); i.e., \( X \in \mathcal{X}(M) \) compactly supported in \( U \setminus \gamma \), and with \( g(X, \nu) \geq 0 \) at \( \partial M \). Indeed, it follows from the maximum principle that \( \text{spt}(|V|) \cap (\partial M) \subset \gamma \). Let \( X \) be a vector field supported away from \( \gamma \). Consider a smooth function \( f : M \to [0, 1] \) such that \( f = 1 \) on a neighborhood of \( \text{spt}(|V|) \), and \( f = 0 \) on a neighborhood of \( \text{spt}(X) \cap (\partial M) \). Note that \( \delta V(fX) = \delta V(X) \) and \( fX = 0 \) at \( \partial M \). Since, \( fX \) and \( -fX \) are both admissible, we conclude that \( \delta V(-fX) = \delta V(fX) = 0 \).

In particular, any \( V \in \mathcal{V}_\varepsilon(U, \gamma) \) is stationary with respect to variations supported in \( U \setminus (\partial M) \). The advantage of working with Definition 4.2 in our setting is that

\[
||V||(\gamma) = 0, \text{ for every } V \in \mathcal{V}_\varepsilon(M, \gamma).
\]

This property turns out to be very important for the application of the boundary regularity theory of Allard [3]. Its proof is the content of Lemma 6.4 of [6], and consist of the evaluation of the first variation of \( V \) at a vector field tangential to \( \partial M \), whose flow looks like a contraction of a small tubular neighborhood of \( \gamma \) in \( M \), along geodesics emanating from \( \gamma \).

**Proposition 4.3** Let \( \Pi \in \Pi^\#_m(Z_n(M, \gamma), P_0) \) be a class of sweepouts with

\[
L(\Pi) > \sup\{M(P_0(x)) : x \in \partial I^m\},
\]

and \( \{\Phi_i\}_i \in \Pi \) be a critical sequence. Then, there exists \( \{\Psi_i\}_i \in \Pi \), which is also min–max, and such that

\[
\text{Crit}(\{\Psi_i\}_i) \subset \text{Crit}(\{\Phi_i\}_i) \cap \mathcal{V}_\varepsilon(M, \gamma).
\]

This proposition is analogous to the classical pull-tight deformation of the Almgren–Pitts min–max theory. Its proof follows the same steps of that standard construction, such as in [14] or in [5]. For the reader’s convenience, we include a sketch of the pull-tight construction adapted to our setting.
Sketch of the Proof of Proposition 4.3 Given \( \{ \Phi_i \} \), consider the following: \( C = \sup \{ M(\Phi_i(x)) \} < \infty \), where the supremum is taken over all \( i \in \mathbb{N} \) and \( x \) in the domain of the maps \( \Phi_i \). We construct a tightening map defined on
\[
A = \{ V \in \mathcal{V}_n(M) : ||V||_n(M) \leq 2C \},
\]
which is a compact set of varifolds, with fixed set the, also compact, region
\[
A_0 = (A \cap \mathcal{V}_1(M, \gamma)) \cup \{ |P_0(x)| : x \in \partial I^m \}.
\]
Observe that for every \( V \in A \setminus A_0 \), there exists \( X \in \mathcal{X}(M) \) such that \( \delta V(X) < 0, X|_{\gamma} = 0 \) and \( g(X, v) \geq 0 \) at \( \partial M \). Then, following the usual construction of the pull-tight deformation for our choice of fixed set, and using that the set of admissible vector fields is convex, we obtain smooth maps \( \Omega_V : [0, 1] \times M \to M \) satisfying the following properties:

(i) \( \Omega_V(t, \cdot) \) maps \( M \) diffeomorphically onto \( \Omega_V(t, M) \), for all \( V \in A \) and \( t \in [0, 1] \). Actually, it is the truncated flow of a non-exterior vector field that vanishes along \( \gamma \);

(ii) \( \Omega_V \) is continuous on \( V \in A \); i.e., the smooth vector field described on (i) depends continuously on the varifold \( V \in A \), the set \( A \) being considered with the \( \mathbf{F} \)-metric, and the space \( \mathcal{X}(M) \) with the topology of the \( C^k \)-seminorms (or simply with the \( C^1 \)-topology);

(iii) \( \Omega_V(t, x) = x \), whenever \( t = 0 \) or \( V \in A_0 \);

(iv) \( ||\Omega_V(1, \cdot)\|_n(M) < ||V||_n(M) \), for \( V \in A \setminus A_0 \);

(v) \( \Omega_V(t, x) = x \), for every \( V \in A, x \in \gamma, \) and \( t \in [0, 1] \).

It follows from property (v) that, for all \( V \in A \) and \( t \in [0, 1] \), we have
\[
\Omega_V(t, \cdot) \# T \in \mathcal{Z}_n(M, \gamma),
\]
whenever \( T \in \mathcal{Z}_n(M, \gamma) \). Therefore, we obtain a map \( H(t, T) \) defined, on pairs \( t \in [0, 1] \) and \( T \in \mathcal{Z}_n(M, \gamma) \cap \{ S : |S| \in A \} \), by the expression
\[
H(t, T) = \Omega_{|T|}^{-1}(t, \cdot) \# T \in \mathcal{Z}_n(M, \gamma).
\]

This map has the same properties of its analogue in the proof in Section 15 of [14], namely: it is continuous in the product topology, where \( \mathcal{Z}_n(M, \gamma) \) is considered with the \( \mathbf{F} \)-metric topology, and satisfies:

- \( M(H(1, T)) < M(T) \), unless \( |T| \in A_0 \)
- \( H(t, T) = T \), whenever \( |T| \in A_0 \), and \( t \in [0, 1] \)
- for every \( \varepsilon > 0 \), there is a positive \( \delta \) for which: if \( x \in \partial I^m, t \in [0, 1] \), and \( F(T, P_0(x)) < \delta \), then \( F(H(t, T), P_0(x)) < \varepsilon \).

We apply this map \( H \) to deform \( \{ \Phi_i \} \) into \( \{ \Psi_i \} \), the desired critical sequence, following the same steps in pages 766–768 of [14]. As observed by the authors, in that argument, they need to interpolate to obtain a true competitor. Our adaptation is possible because where Theorems 14.2 and 13.1, and Lemmas 4.1 and 7.8 of [14], which are suited to cycles, are used in that proof, we can apply our Theorems 3.2 and 3.3, Lemma 4.1, and the fact expressed in (1) of Sect. 2, respectively. We note that our application of Theorem 3.2 is possible because \( \partial \Phi_i(x) = \gamma \), for all \( x \in dm\text{n}(\Phi_i) \) and large \( i \in \mathbb{N} \). This was also observed in Sect. 2. \( \square \)

5 The almost minimizing condition

In this section, we introduce the notion of almost minimizing varifolds which is adequate to the present setting. As in the classical boundaryless scenario, it plays a crucial role in the
regularity theory. After we describe the basic notions and verify that it shares very similar properties with that of [18], we present the parts of the Almgren–Pitts min–max program that involve the almost minimizing condition in some way. In Sect. 5.1, we describe the adapted construction of comparison surfaces, and prove their regularity properties. In Sect. 5.2, we briefly discuss the combinatorial argument. We begin with some notation.

**Definition 5.1** Let $U \subset M$ be relatively open, $\varepsilon, \delta$ be positive numbers, and $\nu$ be either $F_C, F$, or $M$. We use $\mathcal{A}(U; \varepsilon, \delta; \nu)$ to denote the set of all $T \in Z_n(M, (M\setminus U) \cup \gamma)$ with $(\partial T)_U = [\nu]\setminus U$ and for which the following holds: if $T = T_1, T_2, \ldots, T_q \in Z_n(M, (M\setminus U) \cup \gamma)$ satisfies

- $(\partial T_i)_U = [\nu]\setminus U$
- $spt(T_i - T) \subset U$
- $\nu(T_i, T_i - T) \leq \delta$
- $M(T_i) \leq M(T) + \delta$,

then, all $T_i$ have mass at least $M(T) - \varepsilon$. In particular, $M(T_q) \geq M(T) - \varepsilon$.

Next, we explain the almost minimizing condition that we apply.

**Definition 5.2** Let $V \in \mathcal{V}_n(M)$ be a varifold in $M$. We say that $V$ is almost minimizing in $U$ if for every $\varepsilon > 0$, there exist $\delta > 0$ and $T \in \mathcal{A}(U; \varepsilon, \delta; F_C)$ such that $F_U(|T|, V) < \varepsilon$.

These notions are the analogues in our setting to the notions introduced in Section 3.1 of the pioneering work of Pitts [18]. The first property that we observe is the stability of almost minimizing varifolds. More precisely, we have the following lemma.

**Lemma 5.3** If $V \in \mathcal{V}_n(M)$ is almost minimizing in $U$, then $V \in \mathcal{V}_n(U, \gamma)$ in the sense of Definition 4.2. Moreover, $V$ is stable with respect to non-exterior variations in $U$ that are supported away from $\gamma$.

The first part of the proof of Theorem 3.3 of [18], the stationarity of $V$, can be adapted in a straightforward manner in the verification of Lemma 5.3. Indeed, it is clear that the 1-parameter family of diffeomorphisms induced by such vector fields preserve the boundary condition.

As discussed in [18], see pages 97 and 98, for the existence theory it is more convenient to consider sequences that are fine in $M$. But for the construction of replacements, which is discussed later in this section, and for all the regularity theory, the norm induced by $F_C$ is more suitable. Since the notion of almost minimizing varifolds is used in both part of the argument, we must check that it is essentially the same of that one would obtain using approximating currents in $\mathcal{A}(U; \varepsilon, \delta; F)$ or $\mathcal{A}(U; \varepsilon, \delta; M)$, instead of those that we used. This fact is the content of the following theorem.

**Theorem 5.4** Let $U \subset M$ be relatively open, and $V \in \mathcal{V}_n(M)$. Each of these items implies the one that follows it.

1. $V$ is almost minimizing in $U$
2. for every $\varepsilon > 0$, there exists a pair $(\delta, T)$, where $\delta$ is a positive number and $T \in \mathcal{A}(U; \varepsilon, \delta; F)$ with $F_U(|T|, V) < \varepsilon$
3. for every $\varepsilon > 0$, there exists a pair $(\delta, T)$, where $\delta$ is a positive number and $T \in \mathcal{A}(U; \varepsilon, \delta; M)$ with $F_U(|T|, V) < \varepsilon$
4. $V$ is almost minimizing in any $W \subset \subset U$, relatively open in $M$.

The proof of this result follows the exact same lines of that of Theorem 3.9 in [18]. It is a direct application of our Lemma 3.4, instead of Pitts’ Lemma 3.8. We omit the details here.
5.1 Existence and regularity of replacements

In this part, we adapt an important ingredient of the regularity theory; we construct comparison hypersurfaces to almost minimizing varifolds.

Let \( V \) be almost minimizing in \( U \) and \( K \subset U \) be a compact subset. Consider sequences \( \{\varepsilon_i\} \) and \( \{\delta_i\} \) of positive numbers decreasing to 0, and \( T_i \in \mathcal{A}(U; \varepsilon_i, \delta_i; \mathcal{F}_C) \), with \( F_U(|T_i|, V) \leq \varepsilon_i \).

Fix \( i \in \mathbb{N} \), and consider all finite sequences \( \{T_i^j\} \subset \mathcal{Z}_n(M, (M\setminus U) \cup \gamma) \), \( 1 \leq j \leq q \) (\( q \) is any positive integer, and it is not fixed), satisfying
\begin{itemize}
  \item \( (\partial T_i^j)_U = [|\gamma|]_U \)
  \item \( \text{spt}(T_i^j - T_i) \subset K \)
  \item \( \mathcal{F}_C(T_i^j - T_i^{j-1}) \leq \delta_i \)
  \item \( M(T_i^j) \leq M(T_i) + \delta_i \).
\end{itemize}
There is one such sequence for which the final mass \( M(T_i^q) \) is minimal. The existence of such a minimizer is a consequence of the compactness theorem for integer rectifiable currents. The existence of a boundary in \( U \) is not an issue at this point because, in \( U \), all such currents have the same boundary \( \gamma \). Let us use \( S_i \) to denote the final current of such an optimal sequence, \( S_i = T_i^q \). Next, we list some properties of the currents \( S_i \).

(a) \( M(T_i) - \varepsilon_i \leq M(S_i) \leq M(T_i) \)

(b) \( S_i \in \mathcal{A}(U; \varepsilon_i, \delta_i; \mathcal{F}_C) \)

(c) \( S_i \subset (\mathbb{R}^N \setminus K) = T_i \cup (\mathbb{R}^N \setminus K) \)

(d) \( M(S_i) \leq M(S) \), for all \( S \in \mathcal{Z}_n(M, (M\setminus U) \cup \gamma) \) such that \( (\partial S)_U = [|\gamma|]_U \), \( \text{spt}(S - T_i) \subset K \), and \( \mathcal{F}_C(S - S_i) \leq \delta_i \)

(e) \( |S_i| \) is stable in \( \text{int}(K) \setminus (\partial M) \); i.e., the second variation of the mass \( \delta^2|S_i| \) is non-negative with respect to all vector fields \( X \) supported in \( \text{int}(K) \setminus (\partial M) \). Moreover, \( |S_i| \in \mathcal{V}_3(\text{int}(K), \gamma) \), see Definition 4.2.

(f) for every \( p \in \text{int}(K) \), including points in \( (\partial M) \cap \text{int}(K) \), there exists \( r > 0 \) for which:
\( M(S_i) \leq M(S) \), for all \( S \in \mathcal{Z}_n(M, (M\setminus U) \cup \gamma) \) such that \( (\partial S)_U = [|\gamma|]_U \), and \( \text{spt}(S - S_i) \subset \text{clos}(B_r^N(p)) \), where \( B_r^N(p) \) denotes the open Euclidean ball centered at \( p \) of radius \( r \).

(g) using the notation of the previous item, we conclude that:
\( M(S_i) \leq M(T + S_i) \), for all \( T \in \mathcal{Z}_n(M) \) with \( \text{spt}(T) \subset \text{clos}(B_r^N(p)) \).

(h) \( (S_i)_* \mathcal{G}_n(\text{int}(K)) \) is, up to multiplicity, the integral current corresponding to \( \Sigma_i \), where the latter is an embedded smooth minimal hypersurface except for a closed set \( \text{sing}(\Sigma_i) \) of Hausdorff dimension at most \( n-7 \), and \( \text{sing}(\Sigma_i) = \Sigma_i \setminus \Sigma_i \). Moreover, \( \text{sing}(\Sigma_i) \cap (\partial M) = \emptyset \) and \( (\partial \Sigma_i) \cap \text{int}(K) = \gamma \cap \text{int}(K) \). In particular, it follows that the connected components of \( \Sigma_i \) that intersect \( \partial M \) have multiplicity one.

Observe that item (g) above says that \( S_i \) is locally area-minimizing with boundary \( \gamma \) in \( \text{int}(K) \). Then, we note on (h) the regularity of such currents. More precisely, the interior regularity of \( S_i \) at interior points follows from the classical theory of codimension one area-minimizing currents. The boundary regularity was established by Allard, see the corollary announced in [1] and the theory developed in [3]. Allard’s results can be applied at this point because the boundary of the space \( M \) is strictly convex. This application was also observed in the proof of Corollary 9.7 of [6]. See also [8].
The property stated in item (e) was not applied in the arguments of the subsequent facts. The verification of the validity of (e) uses (d). First of all, we observe that the varifold $|S_i|$ is stationary in the open subset $\text{int}(K) \setminus (\partial M)$. If this were not true, we would have a vector field $X \in \mathcal{X}(\hat{M})$ supported in $\text{int}(K) \setminus (\partial M)$, for which $\delta|S_i|(X) < 0$. The variation of $S_i$ in the direction of $\partial M$ would produce a competitor in the sense of (d), since it would preserve the boundary constraint, of least area. Then, we conclude the stationarity part. Once we know this, the argument by contradiction to prove stability is analogous; using the boundary constraint, of least area. Then, we conclude the stationarity part. Once we know this, the argument by contradiction to prove stability is analogous; using the boundary constraint, of least area. Then, we conclude the stationarity part. Once we know

Let $U$ be compact, and $\tilde{V}$ be the varifold obtained by

$$V_i = |S_i| \cdot G_n(U) + V \cdot \left(G_n(\mathbb{R}^N) \setminus G_n(U)\right). \quad (11)$$

Suppose, up to restriction to a subsequence, that the $V_i$ converge as varifolds to $\tilde{V}$. Any such limit is called a replacement for $V$ in $K$.

Observe that we were able to perform the above construction in $K$ using that $V$ is almost minimizing in some relatively open subset $U$ containing $K$ only. Thus, we conclude the following:

**Proposition 5.5** Let $U \subset M$ be relatively open, and $K \subset U$ be compact. If $V \in \mathcal{V}_n(M)$ is almost minimizing in $U$, then it has a replacement in $K$.

Next, we list some properties of these replacements. Recall the notation $\mathcal{V}_n(M, \gamma)$ introduced in Sect. 4 to denote the set of varifolds that are stationary with respect to non-exterior variations vanishing along $\gamma$.

**Theorem 5.6** Let $U \subset M$ be relatively open, $V \in \mathcal{V}_n(M)$ be almost minimizing in $U$, $K \subset U$ be compact, and $\tilde{V}$ be a replacement of $V$ in $K$. Then:

(i) $V \cdot G_n(\mathbb{R}^N \setminus K) = \tilde{V} \cdot G_n(\mathbb{R}^N \setminus K)$;
(ii) $\tilde{V}$ is almost minimizing in $U$;
(iii) $||V|||\text{int}(K) = ||\tilde{V}|||\text{int}(K)$;
(iv) $\tilde{V} \cdot G_n(\text{int}(K))$ is, up to multiplicity, a stable minimal hypersurface $\Gamma$ except for a closed set $\text{sing}(\Gamma)$ of Hausdorff dimension at most $n - 7$, with $(\partial M) \cap \text{int}(\Gamma) = \emptyset$, and $(\partial \Gamma) \cap \text{int}(K) = \gamma \cap \text{int}(K)$.

In particular, the connected components of $\Gamma$ which intersect $\partial M$ have multiplicity one;
(v) if $V \in \mathcal{V}_n(M, \gamma)$, then $\tilde{V} \in \mathcal{V}_n(M, \gamma)$.

The proof of this theorem involves applications of some of the main results obtained by De Lellis and Ramic [6]. In order to show how their ideas can be used for the objects that we have in hand, we recall some notions and fact introduced in that work. Let us start with an important definition.

**Definition 5.7** Let $K_1 \subset M$ be closed and $\theta \in (0, \pi/2)$. We say that $K_1$ meets $\gamma$ at an opening angle at most $\theta$ if: $K_1 \cap (\partial M) = K_1 \cap \gamma$, and for every $C^1$ curve $\alpha : [0, 1] \rightarrow K_1$, with $p = \alpha(0) \in \gamma \cap K_1$, we have

$$|(T_p \partial M)(\alpha'(0))| \leq |(T_p \partial M)\perp(\alpha'(0))| \cdot \tan \theta,$$

where $T_p \partial M$ and $(T_p \partial M)\perp$ represent the orthogonal projections of $T_p M$ over each one of the corresponding subspaces.
The next result is Lemma 8.1 of [6], it shows that every varifold which is stationary with respect to non-exterior variations that vanish along \( \gamma \), see our Definition 4.2, is contained in a wedge-like region along the submanifold \( \gamma \), in the sense of the above definition.

**Lemma 5.8** Let \( M^{n+1}, \gamma^{n-1} \subset \partial M \) be spaces as before, and \( U_2 \subset \subset U_1 \) two relatively open subsets of \( M \), or \( U_1 = U_2 = M \). Then, there exist a constant \( \theta \in (0, \pi/2) \) and a compact set \( K_1 \subset \overline{U_2} \) satisfying the following statements:

(a) \( K_1 \) meets \( \gamma \) at an opening angle at most \( \theta \)

(b) \( \text{spt}(|V|) \cap U_2 \subset K_1 \), for every \( V \in \mathcal{V}_1(U_1, \gamma) \).

Finally, the last result from [6] that we need to recall, Theorem 7.4 of that paper, is the analog in our setting of the compactness of the space of stable minimal hypersurfaces. As in the works of Schoen et al. [19], Schoen and Simon [20], and, recently adapted to the free-boundary setting, of Guang et al. [10], the following theorem was obtained in [6] as a consequence of curvature estimates for stable minimal hypersurfaces.

**Theorem 5.9** Let \( M^{n+1}, \gamma^{n-1} \subset \partial M \) be as before, \( U_2 \subset M \) relatively open, \( \theta \in (0, \pi/2) \), and \( K_1 \subset \overline{U_2} \) a compact set which meets \( \gamma \) at an opening angle at most \( \theta \). Let \( \{\Gamma_i\} \) be a sequence of stable minimal hypersurfaces in \( U_2 \) which are smooth away from a closed set \( \text{sing}(\Gamma_i) \) with:

\[
\mathcal{H}^{n-2}(\text{sing}(\Gamma_i)) = 0, \gamma \cap \text{sing}(\Gamma_i) = \emptyset, (\partial \Gamma_i) \cap U_2 = \gamma \cap U_2, \\
\Gamma_i \subset K_1, \quad \text{and} \quad \sup_i \mathcal{H}^{n}(\Gamma_i) < \infty.
\]

Then, up to subsequences, \( \Gamma_i \) converges to a varifold \( V' \), which is an integer varifold and, up to multiplicity, it is a stable minimal hypersurface \( \Gamma \) with

\[
\text{dim}(\text{sing}(\Gamma)) \leq n - 7, (\partial M) \cap \text{sing}(\Gamma) = \emptyset, \quad \text{and} \quad (\partial \Gamma) \cap U_2 = \gamma \cap U_2.
\]

In particular, the connected components of \( \Gamma \) which intersect \( \partial M \) have multiplicity one. Moreover, the convergence is smooth away from \( \text{sing}(\Gamma) \).

The stability condition assumed in the above statement is with respect to the second variation of the mass, and for variations that are compactly supported in \( U_2 \setminus (\partial M) \). The convergence of \( \Gamma_i \) to \( V' \) is as varifolds in \( U_2 \).

Now we present the proof of Theorem 5.6.

**Proof of Theorem 5.6** The facts stated in items (i)–(iii) easily follow from properties (a)–(c) of the currents \( S_i \). For part (iv), the argument is as follows. For every \( U_2 \subset M \) relatively open with \( U_2 \subset \subset \text{int}(K) \), consider the constant \( \theta = \theta(U_2, \text{int}(K)) \) and the compact \( K \subset \overline{U_2} \) which meets \( \gamma \) at an opening angle at most \( \theta \), as given by Lemma 5.8. Observe that the \( V_i \) considered in (11) coincide with \( |S_i| \) in \( \text{int}(K) \). Then, it follows from the second claim of the property (e) of \( S_i \) that \( V_i \in \mathcal{V}_i(\text{int}(K), \gamma) \), and from Lemma 5.8 that \( \text{spt}(|V_i|) \cap U_2 \subset K \). Observe that property (h) of \( S_i \) implies that \( \text{spt}(|V_i|) \cap U_2 \subset K_1 \), which is composed of stable minimal hypersurfaces \( \Gamma_i = \Sigma_i \cap U_2 \), which satisfy all the required hypothesis of Theorem 5.9. Therefore, up to subsequences, \( \Gamma_i \) converges to a varifold \( V' \) satisfying, in the domain \( U_2 \), all the properties that we want to obtain for \( \tilde{V} \) in \( \text{int}(K) \).

The fact that \( \tilde{V} \) has those same properties in \( U_2 \) follows from that, because the only possible difference between \( |S_i| \cap G_n(U_2) \) and \( \Gamma_i \) is multiplicity, and \( |S_i| \cap G_n(U_2) \) converges to a varifold which coincides with \( \tilde{V} \) in \( G_n(U_2) \), while \( \Gamma_i \) converges to \( V' \). Since \( U_2 \subset \subset \text{int}(K) \) is the only restriction on \( U_2 \), we obtain all the desired properties for \( \tilde{V} \) in \( \text{int}(K) \), and part (iv) is proved.
For part (v), we observe that the restriction $\tilde{V} \cup G_n(\mathbb{R}^N \setminus K)$ and $\tilde{V} \cup G_n(U)$ are stationary with respect to admissible variations. This follows from (i) and $V \in \mathcal{V}_s(M, \gamma)$ for the restriction to $G_n(\mathbb{R}^N \setminus K)$, and from (ii) and Lemma 5.3 for the restriction to $G_n(U)$. Then, for every $X \in \mathcal{X}(M)$ with $X|_{\gamma} = 0$, and $g(X, \nu) \geq 0$ at $\partial M$, we can simply use a partition of unity to decompose the vector field as a sum $X = X_1 + X_2$ of admissible variations such that $spt(X_1) \subset M \setminus K$ and $spt(X_2) \subset U$. Finally, since $\delta \tilde{V}(X_1) = \delta \tilde{V}(X_2) = 0$, we conclude that $\delta \tilde{V}(X) = \delta \tilde{V}(X_1) + \delta \tilde{V}(X_2) = 0$, for all such $X$. This proves the lemma.

5.2 Main existence theorem

In this part, we explain the fundamental existence theorem. It guarantees the existence of limit varifolds that are simultaneously stationary, in the sense described in Definition 4.2, and almost minimizing is small annuli centered at arbitrary points of $M$.

In what follows, we use $A(p, s, r)$ to denote some open annuli centered at points $p \in M$, of inner and outer radii $s$ and $r$, respectively. More precisely, we consider $M$ isometrically embedded in $\mathbb{R}^N$. We use $A(p, s, r)$ to denote the portion in $M$ of Euclidean annuli centered at $p$.

**Theorem 5.10** Let $M$, $\gamma$, and $\Pi$ be as in the statement of Theorem 1.3. Then, there exists an integral varifold $V \in \mathcal{V}_n(M)$ such that:

(a) $||V||(M) = L(\Pi)$

(b) $V \in \mathcal{V}_s(M, \gamma)$

(c) For every $p \in M$, there exists a positive number $r_p$ such that $V$ is almost minimizing in $A(p, s, r)$, for all $0 < s < r < r_p$.

This result is the analog in the present setting of Theorem 4.10 of [18]. The existence of a varifold with the desired properties is obtained after an argument by contradiction, which contains a complicated combinatorial part. The proof starts with the choice of a critical sequence $\{\varphi_i\} \in \Pi$ for which all min–max limits are in $\mathcal{V}_s(M, \gamma)$. In our setting, this was achieved in Proposition 4.3. In the contradiction argument, we assume that every $\varphi_i(x)$, with large $i \in \mathbb{N}$, and mass close to the min–max invariant,

$$M(\varphi_i(x)) \geq L(\Pi) - \delta,$$

admits finite deformations $T_0 = \varphi_i(x)$, $T_1$, $T_2$, ..., $T_d \in \mathcal{Z}_n(M, \gamma)$ which are are arbitrarily fine with respect to $\mathcal{F}_M$, supported in small annuli, preserving the boundary constraint, such that the masses $M(T_j)$ are uniformly bounded by $M(\varphi_i(x))$ plus an arbitrarily small value, and $M(T_d) < M(\varphi_i(x)) - \epsilon$, where $\epsilon$ is a positive constant independent of $\varphi_i(x)$. It follows from Theorem 5.4 that we can assume that these finite sequences are fine in $M$. In order to achieve a contradiction, we need to combine these mass-decreasing, well controlled, finite variations of big slices to obtain a better competitor.

The analog of Theorem 5.10 in the work of De Lellis and Ramic [6] is explained in details in sections 4 and 5 of that paper. There the authors use a delicate argument, Lemma 5.1 of [6], to explain how one can use a 1-parameter deformation of a single slice with properties similar to those of our sequence $T_j$, to deform nearby slices. The key idea of that argument uses a tool called “freezing”, which was introduced in [7].

In the discrete setting, the technique that is used in the corresponding step is a cut and paste argument, which uses $\mathcal{F}_M$-isoperimetric choices and slicing theory for integral currents. In Pitts’ proof of Theorem 4.10 of [18], this is the content of part 9. As we have mentioned
in previous sections, in light of the fact that $\partial \varphi_i(x) = \gamma$ for large $i \in \mathbb{N}$, we can perform that cut and paste argument using the same notion of $F_M$-isoperimetric choices and the same formula to construct the deformations of nearby slices. See the formula that defines $T(j, 2)$ on page 168 of [18]. Since all $\mathbb{Z}_n(M, \gamma)$ currents considered in our deformation are defined by the same expression as in the case of $n$-cycles, we obtain the exact same properties.

The rest of the argument is lengthy, but it is purely combinatorial in the sense that no other operations on currents or deformations are needed. Therefore, we can combine the above sequences $T_j = T_j(\varphi_i(x))$ to deform $\{\varphi_i\}$ homotopically to a new sweepout $\{\psi_i\} \in \Pi$ with

$$L(\{\psi_i\}) < L(\{\varphi_i\}) = L(\Pi).$$

### 6 Tools for regularity and Proof of Theorem 1.3

In this section we prove the min–max theorem stated in the introduction. More precisely, we give reasons for the fact that the varifold $V \in \mathcal{V}_n(M)$ obtained on Theorem 5.10 satisfies the required properties. The conclusions about the support of $V$ near points $p \in M \setminus \partial M$ follow from the works of Pitts [18] and Schoen and Simon [20]; i.e., near any such points $p$, the support of $V$ is an embedded minimal hypersurface that it is regular except for a set of Hausdorff dimension at most $n - 7$. In order to achieve similar smoothness properties near the boundary, we explore the variational properties that we proved for $V$, and apply the theories developed in [3, 6]. The arguments presented in this section are very similar to those in the regularity part of [6]. We decided to include these details here because in their proof of Lemma 10.1 of that paper, the authors focused on the unconstrained case.

In the first part of the proof, we consider a varifold $V \in \mathcal{V}_n(M)$ which is integral and is stationary in the sense of Definition 4.2. We show that any varifold tangent to $V$ at a point $p \in \gamma \cap \text{spt}(||V||)$ is the sum, with positive integer coefficients, of finitely many $n$-dimensional linear half-spaces containing $T_p \gamma$. This is the content of Proposition 6.3. Its proof involves the combination of results from the works of Allard [3] and De Lellis and Ramic [6]. We start by recalling some of those facts.

**Lemma 6.1** Let $V \in \mathcal{V}_n(M)$ be an integral varifold in $\mathcal{V}_n(M, \gamma)$. For every $p \in \gamma \cap \text{spt}(||V||)$, there exists a positive constant $\rho_0$ and a smooth function $\Psi(\rho)$ satisfying $\Psi(\rho) \to 0$, as $\rho \to 0$, and such that

$$\rho \in (0, \rho_0) \mapsto e^{\Psi(\rho)} ||V||B_{\rho}(p) \rho^n$$

is monotone non-decreasing. In particular, the density of $||V||$ at $p$,

$$\Theta^n(||V||, p) = \lim_{\rho \to 0} \frac{||V||B_{\rho}(p)}{\omega_n \rho^n}$$

is well-defined. Here $\omega_n$ is the $n$-dimensional volume of an Euclidean $n$-ball of radius one. Moreover, $\Theta^n(||V||, p)$ is finite for all $p \in \gamma \cap \text{spt}(||V||)$.

As usual, we assume that $M$ is isometrically embedded in $\mathbb{R}^N$. For $p \in \mathbb{R}^N$ and $r > 0$, we use the maps $\eta_{p, r} : \mathbb{R}^N \to \mathbb{R}^N$ defined by $\eta_{p, r}(y) = r^{-1}(y - p)$. It follows from Lemma 6.1 that, for $p \in \gamma \cap \text{spt}(||V||)$, the masses of the varifolds $(\eta_{p, r_{k}})_# V$ in the unit ball centered at the origin of $\mathbb{R}^N$ are uniformly bounded. In conclusion, there exists a sequence $r_{k}$ of positive numbers decreasing to zero such that $(\eta_{p, r_{k}})_# V$ converges to a varifold $C$. Any such limit is called a tangent varifold of $V$ at $p$, and the space of all such objects is usually denoted by $\text{Var Tan}(V, p)$.
In the following lemma, we list some properties of \( C \in \text{Var Tan}(V, p) \). We use \( T_p^+M \) to denote the smooth limit of \( T^2 r_k(M) \), as \( k \to \infty \). Similarly, let \( T_pM \) be the only \((n+1)\)-dimensional linear subspace of \( \mathbb{R}^N \) that contains the half-space \( T_p^+M \), and \( T_p\gamma \) be the \((n-1)\)-subspace that represents the limit of the analogous images of the submanifold \( \gamma \).

**Lemma 6.2** Let \( V \in \mathcal{V}_n(M) \) be an integral varifold in \( \mathcal{V}_s(M, \gamma) \). For every \( p \in \gamma \cap \text{spr}(|V|) \) and \( C \in \text{Var Tan}(V, p) \), we have the following properties:

(i) \( C \) is an integral varifold supported in \( T_p^+M \)

(ii) \( C \) is stationary in \((T_pM) \setminus (T_p\gamma)\)

(iii) \( C \) is a cone; i.e., \((\eta_{0,r})_\#C = C\), for all \( 0 < r < \infty \).

Let \( V, p, \) and \( C \) be as in the statement of Lemma 6.2, and \( W \) be the 2-plane given as the orthogonal complement of \( T_p\gamma \) in \( T_pM \). We can apply Lemma 5.1 of [3] for our choices of \( C \) and \( W \in \mathbb{R}^{n+1} = T_pM \). Let \( S^n \) and \( B^{n+1}_1(0) \) denote the unit sphere and ball in \( T_pM \) with respect to the Euclidean inner product. For every \( \varphi \in C^\infty(W \cap S^n) \), define \( T(\varphi) \) by

\[
\int_{[B^{n+1}_1(0)] \times G(n+1,n)} \varphi \left( \frac{W(x)}{|W(x)|} \right) \{ w \in W : \langle w, x \rangle = 0 \} \cdot S \, dC(x, S).
\]

In the above expression, \( G(n+1, n) \) is the space of \( n \)-dimensional linear subspaces of \( T_pM \). We also follow the notation in subsection 2.3 of [2], where \( W, \{ w \in W : \langle w, x \rangle = 0 \} \), and \( S \) also denote the orthogonal projections onto the respective subspaces, and the inner product \( f \cdot g \) is the one defined as the trace of \( f^* \circ g \) in the space \( \text{Hom}(T_pM, T_p\gamma) \) of homomorphisms of \( T_pM \).

The above \( T(\varphi) \) is the same defined in Allard’s paper. It follows from the first part of his result that \( T \) is a multiple of \( \mathcal{H}^{1,\infty}(W \cap S^n) \). On the other hand, \( C \) is supported in \( T_p^+M \), which is a half-space. Therefore, we conclude that the multiple must be zero, and part (2) of Lemma 5.1 in [2] implies that \( W(\text{spr}(|C|)) \cap S^n \) is finite. In particular, \( \text{spr}(|C|) \) is contained in a union of finitely many \( n \)-dimensional half-spaces \( \pi_i \) that meet at \( T_p\gamma \).

Finally, we observe that the fact that \( C \) is stationary in \((T_pM) \setminus (T_p\gamma)\), together with the constancy theorem, Theorem 41.1 of [22], imply that the multiplicity of \( C \) is constant over each \( \pi_i \). Summarizing, we have:

**Proposition 6.3** Let \( V \in \mathcal{V}_n(M) \) be an integral varifold that belongs to the class \( \mathcal{V}_s(M, \gamma) \), introduced in Definition 4.2, and \( p \in \gamma \cap \text{spr}(|V|) \). If \( C \in \text{Var Tan}(V, p) \), then there exist collections \( \{\pi_i\}_{i=1}^k \) of \( n \)-dimensional half-spaces that contain \( T_p\gamma \), and \( \{c_i\}_{i=1}^k \subset \mathbb{N} \) such that \( C = \sum_{i=1}^k c_i \pi_i \).

From now on, we focus our attention on the varifold \( V \in \mathcal{V}_n(M) \) obtained on Theorem 5.10. It follows from previous discussions that, away from the boundary of \( M \), \( V \) is smooth outside a small set. On the other hand, recall that the stationarity property \( V \in \mathcal{V}_s(M, \gamma) \) implies that

\[
\text{spt}(|V|) \cap (\partial M) \subset \gamma \quad \text{and} \quad |V|(\gamma) = 0.
\]

Therefore, we conclude that \( V \) is an integral varifold in \( M \).

In the following proposition, we prove that the replacements of \( V \) in small annuli also satisfy properties similar to those of \( V \) stated in Theorem 5.10. We use the numbers \( r_p \) that were introduced on part (c) of that result.
Proposition 6.4 Let $M$, $\gamma$, $\Pi$, and $V$ $\in \mathcal{V}_n(M)$ be as in Theorem 5.10. Fix any annulus $A_n = A(p, s, r)$, with $p \in M$ and $0 < s < r < r_p$. Then, there exists a replacement $\tilde{V}$ for $V$ in $\text{clos} (A_n)$. Moreover, $\tilde{V} \in \mathcal{V}_s(M, \gamma)$, $||\tilde{V}||(M) = L(\Pi)$, and, for every $q \in M$, there exists a positive number $r_q'$ such that $\tilde{V}$ is almost minimizing in $A(q, s, r)$, for all $0 < s < r < r_q'$.

Proof Let us use $K$ to denote the compact subset $\text{clos} (A_n)$. Choose $U = A(p, s', r')$ such that these positive radii satisfy $s' < s$ and $r < r' < r_p$. Observe that $K \subset U$ and $V$ is almost minimizing in $U$. It follows from Proposition 5.5 and Theorem 5.6 that $V$ has a replacement $\tilde{V}$ in $K$, which satisfies the following properties:

- $\tilde{V} \in \mathcal{V}_s(M, \gamma)$
- $||\tilde{V}||(M) = ||V||(M) = L(\Pi)$
- $\tilde{V}$ is almost minimizing in $U$.

To conclude the proof, we verify that $\tilde{V}$ is almost minimizing in small annuli. If $q \in M$ belongs to $U$, then $\tilde{V}$ is almost minimizing in annuli centered at $q$ and contained in $U$. If $q \in M \setminus U$, choose $r_q' > 0$ such that $r_q' \leq r_q$ and $\text{dist}_M(q, K) > r_q'$. Since $\tilde{V} = V$ in $G_q(\mathbb{R}^N \setminus K)$, we conclude that $\tilde{V}$ is also almost minimizing in annuli with outer radii as most $r_q'$. Observe that we can assume $r_p' = r_p$. \hfill $\Box$

We are now ready to present the proof of Theorem 1.3.

Proof of Theorem 1.3 Let $V \in \mathcal{V}_n(M)$ be the varifold obtained on Theorem 5.10. We already know that it satisfies the required properties at points in $M \setminus (\partial M)$. In order to prove boundary regularity and the other claims about the components of $V$ that intersect $\gamma$, it is enough to show that any varifold tangent $C \in \text{Var Tan}(V, p)$, for $p \in \gamma \cap \text{spt} (||V||)$, is an $n$-dimensional half-space. The result will follow from the theory in Allard’s paper [3].

Fix a varifold tangent $C$ as in the previous paragraph. Let $r_1, r_2, \ldots$, be a sequence of positive numbers decreasing to zero such that

$$C = \lim_{j \to \infty} (\eta_{p, r_j})_{\#} V.$$

(12)

For large $j \in \mathbb{N}$, $V$ is almost minimizing in $U_j = A(p, 2^{-1}r_j, 3r_j)$. Let $V_j$ be a replacement for $V$ in $K_j = \text{clos} (A(p, r_j, 2r_j))$. It follows from properties (i) and (iii) of Theorem 5.6, and from the usual compactness result for varifolds, that, up to a subsequence, there exists

$$\overline{C} = \lim_{j \to \infty} (\eta_{p, r_j})_{\#} V_j,$$

(13)

as varifolds in $\mathbb{R}^N$. Observe also that $\overline{C} = C$ in the Grassmannian over the complement in $\mathbb{R}^N$ of the closure of $A(O, 1, 2)$. We use $A(O, 1, 2)$ to denote the Euclidean annulus of radii 1 and 2, and centered at the origin $O \in \mathbb{R}^N$.

We claim that $\overline{C}$ is an integral varifold in $\mathbb{R}^N$, which is stationary in $(T_p M) \setminus (T_p \gamma)$. In order to verify this, we start by observing that $V_j$ has properties similar to those satisfied by $V$, as seen in Proposition 6.4. In particular, $V_j$ is integral. Then, the varifolds $(\eta_{p, r_j})_{\#} V_j$ are integral and belong to $\mathcal{V}_s(M_j, \gamma_j)$ in the sense of Definition 4.2, for $M_j = \eta_{p, r_j} (M)$ and $\gamma_j = \eta_{p, r_j} (\gamma)$. Since the submanifolds $M_j$ smoothly converge to the flat $T_p^+ M$, the stationarity of $\overline{C}$, and its integrality away from $T_p \gamma$ follow from the compactness theorem of Allard [2]. The full integrality follows from considerations similar to those in the proof of Lemma 6.4 of [6]. The first variation of $\overline{C}$ is non-negative with respect to compactly supported vector fields in $T_p^+ M$ that are non-exterior at $\partial (T_p^+ M)$, and vanish along $T_p \gamma$. \hfill $\Box$
Property (iv) of Theorem 5.6 gives us that the restrictions
\[ V'_j = ((\eta_{p,r_j})_\# V_j) \subset G_n(A(O, 1, 2)) \]  (14)
are supported in stable minimal hypersurfaces in \( M_j \cap A(O, 1, 2) \), which satisfy the required regularity and boundary assumptions of Theorem 5.9. As observed in section 7.4 of [6], the compactness theorem can still be applied for varying ambient spaces such as the \( M_j \). The hypersurfaces in (14) have uniformly bounded masses and are contained in compact sets which meet \( y_j \) at an opening angle \( \theta_j \) uniformly away from \( \pi/2 \). The last fact holds because \( V_j \subset V_\delta(M, \gamma) \), and Lemma 5.8 applied for the choices \( U_1 = U_2 = M \).

It follows from expression (13) that \( V'_j \) converges to \( \overline{C}_1 G_n(A(O, 1, 2)) \) as varifolds in \( A(O, 1, 2) \). Therefore, the compactness theorem implies that \( \overline{C}_1 G_n(A(O, 1, 2)) \) is supported on a stable minimal hypersurface \( \Gamma \) whose singular set \( \text{sing}(\Gamma) = \overline{\Gamma} \setminus \Gamma \) has Hausdorff dimension at most \( n - 7 \),
\[ \text{sing}(\Gamma) \cap \partial(T^+_p M) = \emptyset, \quad \text{and} \quad \partial \Gamma \cap A(O, 1, 2) = T_p \gamma \cap A(O, 1, 2). \]

In particular, only one component of \( \Gamma \) intersects \( \partial(T^+_p M) \), and this component has multiplicity one in \( \overline{C}_1 G_n(A(O, 1, 2)) \).

Let \( C_1 \) be the the integral varifold obtained as the sum of \( C \) and its reflection with respect to \( T_p \gamma \), as defined in sections 2 and 3.2 of [3]. In our setting, the reflection is given by \( \theta(y) = y_\gamma - y^\perp \), for every \( y \in T_p M \), where \( y_\gamma \) is the orthogonal projection of \( y \) to \( T_p \gamma \), and \( y^\perp = y - y_\gamma \). Thus, \( C_1 = C + \theta y C \). Similarly, define \( \overline{C}_1 = \overline{C} + \theta y \overline{C} \). It follows from the reflection principle, section 3.2 of [3], that the integral varifolds \( C_1 \) and \( \overline{C}_1 \) are stationary in \( T_p M \). Moreover, it is known, from Proposition 6.3, that \( C_1 \) is a cone. We also have that \( C_1 = \overline{C}_1 \) in \( G_n(B^1_{3}\gamma^n(0)) \), and that
\[ ||C_1||(B^1_{3}\gamma^n(0)) = ||\overline{C}_1||(B^1_{3}\gamma^n(0)), \]  (15)
where \( B^1_{3}\gamma^n(O) \subset T_p M \) denotes the open ball of radius \( r \), centered at the origin. This implies that \( C_1 = \overline{C}_1 \), and then, \( C = \overline{C} \), see 2.4(6)(f) of [18].

Finally, since \( \overline{C}_1 G_n(A(O, 1, 2)) \) is a smooth minimal hypersurface with multiplicity one near \( T_p \gamma \), and \( C \) is a sum of half-spaces, as in the statement of Proposition 6.3, we conclude that \( C \) is a half-space that contains \( T_p \gamma \).

\[ \square \]

7 Proof of Theorem 1.1

In this section we prove our main theorem. In the argument, we use the equivalence between singular homology and the homology of a chain complex of integral currents, see Theorem 5.11 of [9].

Proof of Theorem 1.1 Let \( \Gamma_1 \) and \( \Gamma_2 \) be the hypersurfaces in the statement of the theorem. We also use \( \Gamma_1 \) and \( \Gamma_2 \) to denote the integral \( n \)-currents associated with those. Our proof has three steps, similar to those in the proof of the analog result of [6], Corollary 1.9 of that paper. The first step is the construction of a sweepout connecting \( \Gamma_1 \) and \( \Gamma_2 \). The goal of the second step is to show that the homotopy class of the sweepout obtained in step 1 is non-trivial. The third, and last, step is the application of the mountain pass result, which, in our case, is Theorem 1.3.

Let us start with the construction of the sweepout. Since \( \partial(\Gamma_1 - \Gamma_2) = 0 \), we can look at the homology class of \( \Gamma_1 - \Gamma_2 \) in either \( H_n(M) \), or \( H_n(M, \gamma) \). Observe also that \( [\Gamma_1 - \Gamma_2] = 0 \).
in $H_n(M)$ if and only if it is zero in $H_n(M, \gamma)$. Each of these assumptions are equivalent to the existence of $A \in I_{n+1}(M)$ such that $\partial A = \Gamma_1 - \Gamma_2$. Since $\Gamma_1$ and $\Gamma_2$ are homologous in $M$, then $[\Gamma_1 - \Gamma_2] = 0$ in $H_n(M, \gamma)$ and there exists $A$ as above.

Intuitively, we can use Almgren’s isomorphism, see section 3 of [4],

$$\pi_0(Z_n(M, \gamma), 0) \simeq H_n(M, \gamma),$$

to obtain a path in $Z_n(M, \gamma)$ joining $\Gamma_1$ and $\Gamma_2$. Since we work with discrete sweepouts that are fine in $M$, there is an obvious technical issue with simply using that path. In the next paragraph we explain how we overcome this.

Let $A \in I_{n+1}(M)$ be as above. Applying Lemma 6.1 of [16] to this current, and adding $\Gamma_2$ to the map obtained in this way, we conclude that there exists $\phi : [0, 1] \to Z_n(M, \gamma)$ with the following properties:

- $\phi(0) = \Gamma_1$ and $\phi(1) = \Gamma_2$,
- $\phi$ is $\mathcal{F}$-continuous,
- $\sup \lvert M(\phi(t)) : t \in [0, 1] \rvert < \infty$, and
- $\lim sup_{r \to 0} m(\phi, r) = 0$, in the sense of item (iii) of Sect. 3.2.

Therefore, we can apply Theorem 3.3 to this map and obtain an $(1, M)$-homotopy sequence of maps into $(Z_n(M, \gamma), P_0)$, for $P_0 : \partial I^1 \to Z_n(M, \gamma)$ given by $P_0(0) = \Gamma_1$ and $P_0(1) = \Gamma_2$.

Indeed, observe that the sequence $\{\phi_i\}$ provided by that theorem has the properties required by Definition 2.2; properties (a), (b), (d), and (e) of Theorem 3.3 imply that $\phi_i$ and $\phi_{i+1}$ are homotopic in $(Z_n(M, \gamma), P_0)$ with $M$-fineness $\delta_i$, and property (c) and the mass bound of $\phi$ imply that $M(\phi_i(x))$ are also uniformly bounded.

Let $\Pi \in \Pi^M(Z_n(M, \gamma), P_0)$ be the homotopy class generated by $\{\phi_i\}$. We claim that this class is non-trivial in the sense of Theorem 1.3, i.e.,

$$L(\Pi) > \max\{M(\Gamma_1), M(\Gamma_2)\}.$$  \hfill (16)

Since our maps are fine with respect to the mass norm, which is finer that the topology of the $\mathcal{F}$ norm, and $\mathcal{F}(\Gamma_1, \Gamma_2) > 0$, the fact expressed in (16) follows from Lemma 11.2 of [6]. See also the main result of [11].

Finally, apply Theorem 1.3 to $\Pi$. It gives us a varifold $V = \sum_{i=1}^k m_i \Sigma_i$, where $\Sigma_i$ are embedded minimal hypersurfaces and $m_i$ positive integers. We consider two cases. If some of the $\Sigma_i$ is closed, we observe that $\Sigma = spt(||V||)$ satisfies all the desired properties. It is distinct from $\Gamma_1$ and $\Gamma_2$, because we are assuming these do not have closed components. If all $\Sigma_i$ have non-empty boundary, then $m_i = 1$, for all $i$, and we conclude that

$$\mathcal{H}^n(\Sigma) = ||V|| (M) = L(\Pi) > \max\{\mathcal{H}^n(\Gamma_1), \mathcal{H}^n(\Gamma_2)\}.$$  

In particular, $\Sigma$ is distinct from $\Gamma_1$ and $\Gamma_2$. It could happen that this $\Sigma$ is a combination of connected components of $\Gamma_1$ and $\Gamma_2$. We explain how this is ruled out in the next paragraph by exploring further one of the ideas in the proof of Corollary 1.9 of [6].

Consider all embedded hypersurfaces with boundary $\gamma$ which are made of a combination of connected components of $\Gamma_1$ and $\Gamma_2$. These are all strictly stable minimal hypersurfaces. Pick the hypersurface $\hat{\Gamma}_1$ in this class with maximal $\mathcal{H}^n$-measure, and let $\hat{\Gamma}_2$ be the union of the connected components of $\Gamma_1$ and $\Gamma_2$ that are not in $\hat{\Gamma}_1$. More precisely, if

$$\Gamma_1 = \Gamma(1, 1) + \Gamma(1, 2) \quad \text{and} \quad \Gamma_2 = \Gamma(2, 1) + \Gamma(2, 2),$$  \hfill (17)

where $\Gamma(1, 1)$ and $\Gamma(2, 1)$ are the connected components of $\Gamma_1$ and $\Gamma_2$ that appear in $\hat{\Gamma}_1$, respectively, then

$$\hat{\Gamma}_1 = \Gamma(1, 1) - \Gamma(2, 1) \quad \text{and} \quad \hat{\Gamma}_2 = \Gamma(2, 2) - \Gamma(1, 2).$$  \hfill (18)
In expressions (17) and (18), the orientations are also considered. Observe that $\tilde{\Gamma}_1 - \tilde{\Gamma}_2 = \Gamma_1 - \Gamma_2$, which implies that $\partial \tilde{\Gamma}_2$ is also $\gamma$, and that the hypersurfaces $\tilde{\Gamma}_i$ are homologous. It can also be verified that these are distinct. Then, we can construct a discrete sweepout joining the $\tilde{\Gamma}_i$ as before. It also follows immediately, from similar considerations, that the homotopy class $\Pi$ generated by this sweepout satisfies $L(\Pi) > H^n(\tilde{\Gamma}_1)$. Since the hypersurfaces in our statement could intersect, we do not know whether or not $\tilde{\Gamma}_2$ is embedded. But, using that $\Gamma_1$ and $\Gamma_2$ are also competitors for $\tilde{\Gamma}_1$, and that $\mathcal{H}^n(\tilde{\Gamma}_1) + \mathcal{H}^n(\Gamma_2) = \mathcal{H}^n(\Gamma_1) + \mathcal{H}^n(\Gamma_2)$, we are able to check that

$$\max\{\mathcal{H}^n(\tilde{\Gamma}_1), \mathcal{H}^n(\tilde{\Gamma}_2)\} = \mathcal{H}^n(\tilde{\Gamma}_1) < L(\Pi).$$

Thus, $\Pi$ is non-trivial and the theorem is proved. □
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