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Abstract: Background—Visual inspection is an important element of aircraft engine maintenance to assure flight safety. Predominantly performed by human operators, those maintenance activities are prone to human error. While false negatives imply a risk to aviation safety, false positives can lead to increased maintenance cost. The aim of the present study was to evaluate the human performance in visual inspection of aero engine blades, specifically the operators’ consistency, accuracy, and reproducibility, as well as the system reliability. Methods—Photographs of 26 blades were presented to 50 industry practitioners of three skill levels to assess their performance. Each image was shown to each operator twice in random order, leading to N = 2600 observations. The data were statistically analysed using Attribute Agreement Analysis (AAA) and Kappa analysis. Results—The results show that operators were on average 82.5% consistent with their serviceability decision, while achieving an inspection accuracy of 67.7%. The operators’ reproducibility was 15.4%, as was the accuracy of all operators with the ground truth. Subsequently, the false-positive and false-negative rates were analysed separately to the overall inspection accuracy, showing that 20 operators (40%) achieved acceptable performances, thus meeting the required standard. Conclusions—In aviation maintenance the false-negative rate of <5% as per Aerospace Standard AS13100 is arguably the single most important metric since it determines the safety outcomes. The results of this study show acceptable false-negative performance in 60% of appraisers. Thus, there is the desirability to seek ways to improve the performance. Some suggestions are given in this regard.
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1. Introduction

Although the number of aircraft accidents declined over the last 50 years, operational safety and aircraft reliability remain a major concern. Maintenance plays a crucial role in assuring safe aircraft operation. It contributes to 27.4% of fatalities and 6.8% of incidents according to the Federal Aviation Authority (FAA) [1], with increasing tendency [2]. The International Air Transport Association (IATA) stated that maintenance errors are among the top three causes for aircraft accidents [1,3]. This aligns to the findings of Allan and Marx [4], who reported maintenance errors as the second largest contributor to fatal accidents. Marais [1] stated that 31% of maintenance component failures involved the engine, which is supported by two UK Civil Aviation Authority (CAA) studies [5,6] that found that powerplant (engine) failures were the second most common area for maintenance error. A recent study by Insley and Turkoglu [7] on maintenance-related accidents and incidents found that loss of thrust, engine cowling separation, engine fire, uncontained engine failure, and engine separation from aircraft are among the top ten causes for such events. Hence, aero engines undergo regular maintenance, repair and overhaul (MRO) to detect any defects at the earliest stage before they can propagate and cause negative
outcomes. The most critical and rejected parts during maintenance are engine blades [8], as they are exposed to high rotational speeds, vibrations, high temperatures (turbine section), and foreign object damage (compressor section) [9–12].

The first and most important mean of blade assessment in engine maintenance is by visual inspection, which accounts for 90% of all inspections [13]. Operators inspect each part for anomalies and make a serviceability decision whether the blade conforms to the specification, i.e., whether the blade is acceptable or must be removed from service. Visual inspection can be highly repetitive and tedious, but complex and difficult to perform at the same time, due to the inspection environment and variety of defects [14,15]. Since the inspection is predominantly performed by inspectors, it is prone to human error and entails the risks of slips, lapses and mistakes [16,17].

There are two types of incorrect serviceability decision in inspection: (a) rejecting a serviceable, non-defective part (false positive), and (b) accepting an unserviceable, defective part (false negative). False positives, while not desirable, have generally no negative effect on safety, but can introduce a financial burden for committing an engine to a costly teardown and removing a good part from service, undergoing unnecessary repair work [18], see also [19] for avionics. Raza and Ulansky [19] state that the false-alarm rate in aviation can reach up to 30%. False negatives, on the other hand, have grave implications for flight safety, i.e., a missed defect can propagate towards part failure and cause severe damage to the engine and aircraft, and harm to passengers [10,20–22]. Inadequate inspection was the second most common maintenance error and caused 18.1% of maintenance-related accidents and serious incidents [7]. More specifically, in 7.2% of the cases the inspector missed the defect (search error), while in 4.5% of the time the inspection carried out was insufficient. The third most common maintenance error, accounting for 4.1%, was the release of a non-airworthy part back to service (decision error). In 2.3% of the time, the inspection was not undertaken. False negatives can also impose a significant financial cost to airlines, since it is estimated that maintenance errors cause 50% of flight delays and cancellations due to engine problems [22,23]. Thus, the aircraft MRO system generally aspires to vigilance against false negatives on safety grounds, while accepting that there may be a slightly heightened rate of false positives as a consequence.

Hence, there is a need to better understand the reliability of the inspection system, specifically of the human operator. Previous studies showed system reliabilities of 36.7% to 83.3% and Kappa values of 0.45 to 0.91 [24–27]. However, the inherent variability of inspection systems in a maintenance environment has yet not been quantified. This paper aims to assess the human performance in terms of inspection accuracy, consistency, reproducibility, and reliability, applying Measurement System Analysis (MSA) for statistical assessment of the data. Inspection accuracy measures the correctness of the serviceability decision, i.e., does the operator find all defects, while accepting all airworthy parts? The inspection consistency describes the operator’s ability to make the same serviceability decision when inspecting the same part twice. The reproducibility of the inspection system refers to the unified agreement between two or more operators when inspecting the same part. The agreement of all operators with the ground truth is defined by the system reliability. All four measures are important for the assessment of the inspection system as they can identify any inherent problems that must be addressed. It might be used as a baseline for assessing the effectiveness of future improvement efforts, such as better training, enhanced processes, and implementation of advanced technologies to assist the human operator [28].

2. Literature Review

A variety of quality systems exist in aviation maintenance [29]. A key principle in all quality systems is a factual approach to decision making, and this requires measurement and instrumentation [30]. Moreover, consistency of processes is always essential, and this is complicated by human processes, especially where decisions require an element of judgement. These requirements need to be satisfied in a systematic way. Measurement
System Analysis (MSA) is a structured procedure that is widely applied to assess the quality of measurement and inspection systems [31]. A measurement system is defined as “combination of people, equipment, materials, methods and environment involved in obtaining measurements” [31]. In MSA, the people under examination are commonly referred to as appraisers, assessors, inspectors, or operators [32–34].

The two main MSA methods are (a) Gauge Repeatability & Reproducibility (Gauge R&R) study and (b) Attribute Agreement Analysis (AAA), also known as Pass/Fail study or Agreement between Assessors (AbA) [35]. Both approaches aim to assess the consistency (agreement within appraisers), accuracy (appraiser agreement with ground truth), reproducibility (agreement between appraisers), and overall accuracy (agreement of all appraisers with ground truth) [35,36]. Gauge R&R is used when the measurement is a numerical value on a continuous scale such as time, weight, dimensions, pressures, or temperatures. Attribute Agreement Analysis in contrast is applied when the scale is discrete and has two or more categories, e.g., in the case of go/no-go or pass/fail decisions.

Traditionally, MSA has been applied to manufacturing to assess any variation in the measurement system, including operators [25,26,37], machines and equipment [38,39], and procedures [27]. However, the general principles of MSA are not limited to manufacturing but can also be applied to many other domains such as healthcare. In the latter, MSA has predominantly been used to assess the reliability of the medical instrumentation rather than the decision making of the medical doctor [32,34,40–42]. Further, and Hernandez [32] applied AAA to assess the accuracy of pressure ulcer detection.

In the last decade, MSA has found versatile application in the aviation industry, from aircraft tyre pressure assessment [43] to assembly checks of aircraft engine exhaust nozzles [44]. However, all of the reviewed studies in aviation applied Gauge R&R [43–48] as opposed to Attribute Agreement Analysis, except for [49], which will be discussed later. Barbosa et al. compared the reliability of laser technology to the manual measurement of gaps in aircraft assemblies [45]. A study by Hawary et al. assessed the repeatability and reproducibility of a self-developed inspection system measuring the lead length of semiconductors [50]. The results showed a significant variance between different operators using the same equipment in the same operational environment. The potential sources for such variances and measurement errors were studied by Wang et al., who applied MSA to assess the reliability of crystal oscillators used in quality assurance of aerospace parts [48]. An interesting application of Gauge R&R is provided in the work of Fyffe et al. [46], who analysed variations in ignition performance and flame stability of several alternative jet fuels and compared the results to the performance of conventional jet fuel. This example shows that not only appraisers can be compared using MSA, but any ‘agents’ or options (in [46]: different types of jet fuel). Furthermore, the performance is not limited to measurement or inspection accuracy, but can assess any measurable performance such as flame stability [46].

Cotter and Yesilbas were the only researchers that applied Attribute Assessment Analysis to aviation to determine the classification reliability of pilots rating aircraft accidents [49]. The authors assessed the effect of training on the assessors’ performance and concluded that AAA might be a viable method for providing feedback. Outside the aviation industry, previous studies evaluated the reliability of inspection systems in manufacturing using AAA, e.g., for inspection of electronic circuit boards and chips [33,37], tablets [38], steel chains [26], car lights [27], and airbags [25]. In specific ways, there may be differences between manufacturing and maintenance inspections. Specifically, in manufacturing, the parts are in new condition and inspected for manufacturing defects, thus one part resembles the other. This is different to a maintenance environment, specifically aviation MRO, where engine parts are in various conditions, e.g., different levels of dirtiness depending on the operating environment and airborne particles. Moreover, there is a variety of different defect types and manifestations thereof that can occur, with no defect looking like the other. In manufacturing the defects are much more in control, and likely to occur in predictable locations, compared to maintenance.
The literature review identified several gaps in the body of knowledge. First, no work was found that applied AAA to maintenance activities. We speculate that the lack of application of AAA to maintenance may be due to manufacturing having need for a measurement, whereas the maintenance perspective seeks to categorise defects. Furthermore, the reliability of visual inspection was previously assessed in other sectors such as the automotive industry, e.g., for inspection of car lights. In aviation however, the safety implications of inspections might be different. Thus, there was a need to understand the reliability, repeatability and consistency that can be expected in high reliability organisations such as aviation, where human operators know the adverse consequences their decision could have. Finally, the effect of the study size (number of appraisers) on the attribute agreement results was not analysed previously. This could be useful for researchers and industry practitioners when designing future AAA studies, independent of the area under examination. This paper contributes towards a better understanding of the human performance, specifically in maintenance and visual inspection, by addressing the identified gaps.

3. Materials and Methods
3.1. Research Objective and Methodology

The purpose of this research was to assess the human performance in the visual inspection of aero engine blades. Specifically, discussions with industry identified the need to understand how reliable the current inspection system is and how accurate the serviceability decisions are. The four research questions were:

- How accurately is each operator making a serviceability decision, i.e., do they detect all defects, and do they know the difference between a defect and a condition?
- How consistently do operators inspect blades, i.e., do they come to the same serviceability decision when inspecting the same blade twice?
- How reproducible are the inspection results, i.e., do different operators make the same serviceability decision when inspecting the same blade?
- How accurate is the inspection system, i.e., do all operators’ agreeing decisions align to the ground truth?

The research approach to answer those questions is outlined in Figure 1 and will be further discussed in the following sections.
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Figure 1. Research approach.
3.2. Research Sample

For this study, photographs of 26 high-pressure compressor (HPC) blades of V2500 jet engines were acquired, representing on-bench inspection (see Figure 2 for sample blades and refer to [51,52] for photographic setup and image acquisition). The images with a resolution of 24.1 mega pixels were shown to 50 appraisers twice (inspection trial A and B) in random order, resulting in 2600 serviceability decisions. This dataset was statistically analysed using Attribute Agreement Analysis (AAA) and Kappa Analysis.
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**Figure 2.** Sample blades: (a) airfoil dent, (b) nick on leading edge, (c) non-defective.

There is a variety of different defect types and manifestations thereof that can occur. Examples include nicks, dents, bents and airfoil dents. Since no defect resembles another, it is possible that a memory effect could occur in a repeated measure study, which would falsify the results [33]. To counteract this effect, the 26 blades of the present study were mixed with a larger dataset of 137 blades used in [52]. While this may compensate the memory effect, we acknowledge that the repeated samples for the AAA was just short of the minimum recommended sample size of 30 to 50 parts [35]. This would have otherwise resulted in a much bigger study, which was not feasible due to operational constraints.

Before the study commenced, an expert with 34 years of work experience in aviation and 21 years in visual inspection determined the correct serviceability decision for each part. To avoid any mistake or bias of the expert, a second independent inspector with 27 years in aviation and 12 years in inspection was asked to confirm the serviceability decision. In the case of any disagreement between the two, the physical parts were inspected under optimal lighting and with the ability to use additional aids such as magnification glasses (as required). This formed the ground truth of the study. The two operators were then excluded from the subsequent experiment.

3.3. Research Population

This study included the same research population participating in [51,52]. The 50 participants were industry practitioners from a maintenance, repair and overhaul (MRO) shop for aircraft engines and had 1.5 to 35 years of experience in MRO operations $M_{\text{Exp.}} = 17.7$ years; $SDE_{\text{Exp.}} = 9.4$ years. A detailed list of their demographics can be found in Table 1 in [51]. There was an interest to understand how different skill levels affect the reliability and consistency of the blade inspection. Therefore, three levels of expertise were included in this study, namely: inspectors (experts), engineers (proficient), and assembly operators (competent). Participants of AAA studies are often referred to as Appraisers, Assessors, or Raters [34,36,40]. In the present work, the term ‘Appraiser’ will be used. This research received ethics approval from the Human Ethics Committee of the University of Canterbury (HEC 2020/08/LR-PS).
3.4. Experimental Setup and Data Collection

Since the present study was part of a bigger study involving eye tracking technology [52,53], it was inevitable to use a screen-based setup. This included an office desk, chair, desktop computer, monitor, mouse and keyboard (refer to Figure 3 in [51]). Blade images were presented in PowerPoint on a 24.8-inch LED monitor (EIZO FlexScan EV2451). Participants were asked to navigate through the presentation in their own pace. There were no time limits, neither for individual blade inspections nor for the inspection task as a whole. If they found a defect, they were asked to mark their findings by drawing a circle around it using the mouse cursor. Each participant had their own presentation with their individual inspection results (markings), which were subsequently extracted and collected in an Excel spreadsheet (defect marking = 1, no defect marking = 0). The individual findings were then compared to the ground truth and the data were statistically analysed. Participants did not see their results and no feedback was provided that could have influenced their performance.

The experiment was conducted in a meeting room with the participant and the lead author being the only attendees. This was done for several reasons. First, it avoided participants being distracted by other operators on the shop floor. Vice versa, operators were not distracted by the study, thus avoiding any negative impact of the study on the industry operations. Furthermore, the lead author was the only person seeing the individual performances, which was important to ensure confidentiality compliance. Finally, other environmental conditions such as lighting could be controlled and kept consistent throughout the study.

For logistical reasons and to minimise the impact on our industry partner’s operations, the study was conducted over a period of two weeks and during both shifts. Thus, the factor concerning the time of the day could not be eliminated. However, since the participants of the three expertise groups were randomly distributed across both shifts, the effect (if any) was equal for all three groups.

All participants had a five-minute break before the study commenced, in which the researcher prepared the study. Subsequently, the participants were asked to fill in a questionnaire and sign the consent form. Once completed, instructions were given, and the study commenced.

3.5. Attribute Agreement Analysis

The participants were asked to inspect engine blades for operational damage and to make a serviceability decision as to whether the blade is defective (unserviceable) or non-defective (serviceable). Hence, the collected data were of categorical nature and Attribute Agreement Analysis was the appropriate method to evaluate the inspection system [35]. The data were analysed statistically in Minitab software, version 18.1 (developed by Minitab LLC, State College, PA, USA) to answer the research questions in Section 3.1 concerning the inspection consistency, repeatability, reproducibility, and reliability. We applied the AAA metrics (Equations (1)–(4)) and agreement limits (Table 1) outlined in the Reference Manual RM13003 for Measurement Systems Analysis (MSA) from the Aerospace Engine Supplier Quality (AESQ) Strategy Group [35], which aligns to the Aerospace Standard AS1310 [54].

With respect to the nomenclatures used in Equations (1)–(6), the serviceability decision of Appraiser 1 in Inspection Trial A is abbreviated to 1A. The same appraiser’s repeated serviceability decision in Inspection Trial B is referred to 1B. The same principles apply to Appraiser 2, i.e., inspections 2A and 2B. The standard against which the individual results are compared with is abbreviated to ‘GT’ for ground truth.

\[
\text{Appraiser Consistency} = \frac{\text{Number of blades where } 1A = 1B}{\text{Total number of blades}} \quad (1)
\]

\[
\text{Agreement between Appraisers} = \frac{\text{Number of blades where } 1A = 1B = 2A = 2B}{\text{Total number of blades}} \quad (2)
\]
Appraiser Agreement with Ground Truth = \( \frac{\text{Number of blades where } 1A = 1B = GT}{\text{Total number of blades}} \) (3)

All Appraisers with Ground Truth = \( \frac{\text{Number of blades where } 1A = 1B = 2A = 2B = GT}{\text{Total number of blades}} \) (4)

Table 1. Agreement acceptance limits as per AS13100 [54].

| Attribute Agreement                          | Excellent | Acceptable | Unacceptable |
|---------------------------------------------|-----------|------------|--------------|
| Appraiser Consistency                      | >90%      | 80–90%     | <80%         |
| Agreement between Appraisers                | >90%      | 80–90%     | <80%         |
| Appraiser Agreement with Ground Truth       | >90%      | 80–90%     | <80%         |
| All Appraisers with Ground Truth            | >90%      | 80–90%     | <80%         |

In aviation, as in any other high-reliability organisation, it is more critical if a defect stays undetected and the defective part is released back into service (false negative), than a non-defective part being removed from service for detailed inspection and overhaul (false positive). Therefore, the Aerospace Standard AS13100 outlines a second set of agreement metrics (Equations (5) and (6)) and associated limits (Table 2). Those can be applied to determine the percent agreement of appraisers with the ground truth taking into account the false positives (Equation (5)) and false negatives (Equation (6)) separately.

\[ FP \text{ Agreement} = \frac{\text{Number of blades where } 1A = 1B = GT + \text{Number of } 'GT = 1' \text{ blades where } 1A = 1B \neq GT}{\text{Total number of blades}} \] (5)

\[ FN \text{ Agreement} = \frac{\text{Number of blades where } 1A = 1B = GT + \text{Number of } 'GT = 0' \text{ blades where } 1A = 1B \neq GT}{\text{Total number of blades}} \] (6)

Table 2. Agreement acceptance limits for false positives (FP) and false negatives (FN) as per AS13100 [54].

| Attribute Metrics                           | False Positive | False Negative |
|---------------------------------------------|----------------|----------------|
| Appraiser Agreement with Ground Truth       | >75%           | >95%           |

3.6. Kappa Analysis

Kappa analysis provides a way to assess the agreement reliability by taking into account the possibility of agreement occurring by chance [35]. The Kappa value (κ) is considered more robust than the percent agreement of the AAA [35,55]. At the same time, Kappa is sensitive to the sample distribution and hence is often not comparable across studies [56]. Moreover, the Kappa value might not be well understood by industry practitioners, while inspection accuracy (agreement with ground truth) is a commonly used metric. For completeness, the results of both analyses are reported in this paper.

Kappa values (κ) can range from −1 to 1, whereby κ = 1 means perfect agreement, κ = 0 shows that the agreement is the same as expected by chance, and a negative Kappa value indicates an agreement weaker than expected by chance. A detailed overview of the Kappa values and equivalent agreement classes is shown in Table 3.
Table 3. Kappa values and interpretation [57].

| Kappa Values | Agreement Class |
|--------------|-----------------|
| $\kappa > 0.80$ | Almost perfect agreement |
| $0.80 \geq \kappa > 0.60$ | Substantial agreement |
| $0.60 \geq \kappa > 0.40$ | Moderate agreement |
| $0.40 \geq \kappa > 0.20$ | Fair agreement |
| $0.20 \geq \kappa > 0$ | Slight agreement |
| $\kappa \leq 0$ | Poor agreement |

4. Results

4.1. Appraiser Consistency and Reproducibility

First, the ‘agreement within appraisers’ was analysed. The results are summarised in Table A1 (Appendix A) and visualised in Figure 3. The consistency of each appraiser is indicated by the blue dot together with the 95% confidence intervals (blue crosses). The results show that mean self-agreement ranged from 50% to 100%.

The highest consistency was measured for four appraisers with 100% self-agreement each. On average, all appraisers agreed in 82.5% of the time with themselves, with a 95% confidence interval of 79.3% to 85.8%, which is an acceptable agreement result (refer to agreement limits in Table 1). However, the individual repeatability results of one-third (17 of 50 appraisers) were below the 80% agreement limit (red line in Figure 3) and returned a poor to moderate agreement ($\kappa \leq 0.49$). Fourteen of the 50 appraisers (28%) showed excellent agreement above 90% (indicated by green line in Figure 3), with almost perfect Fleiss’ kappa values ($\kappa \geq 0.84$). The remaining 19 appraisers (38%) showed a substantial agreement ($0.77 \geq \kappa > 0.61$).

It might seem concerning that even the means and upper limit of the confidence interval of some appraisers were below the acceptable threshold of 80%. However, it must be borne in mind that the design of the study limited the medium to static photography, whereas in practice appraisers would have access to visualise the real blade with their own eyes (considering also that eye-wear may be better optimised for physical inspection rather than viewing photographs on a computer screen), the ability to turn the blade (change the perspective and the lighting relative to the surfaces), and to subject it to tactile inspection (including feeling the edges). There is reason to believe from [51] on a different study design that perspective contributes about an additional 5.4%, and tactile another 7.1%. Hence, there is no reason to be alarmed by the present results. Additionally, note that the data presented here are for a portfolio of defects, which have different degrees of severity of consequences. The severity topic has been addressed elsewhere [58].

Non-defective blades were correctly classified as serviceable in 67–81% of the time. Nicks and bents showed the highest inspection accuracies of 95–100%, thus being easiest to detect. Airfoil dents on the other hand were the most difficult defect type to detect with 34–39% accuracy. This aligns to previous findings [51–53].

Next, the ‘agreement between appraisers’ (reproducibility) was assessed. Figure 4 shows that all appraisers agreed with each other on the serviceability decision for four blades (indicated by single-colour columns), i.e., blades number 1, 5, 14 and 23. This results in a reproducibility rate of 15.4% and a moderate Kappa value of $\kappa = 0.34$ ($p < 0.001$). This highlights the variability and inconsistency of the inspection system.
4.2. Appraiser and Inspection System Accuracy

The inspection accuracy (agreement with ground truth) is arguably the most common AAA metric used to communicate the performance of an inspection system. The results in Figure 5 and Table A2 (Appendix A) show an average inspection accuracy of 67.7% and a Kappa value of 0.45 across all appraisers. The individual accuracy ranged from 38.5% for Appraiser 44 to 88.5% for Appraiser 39. Therefore, the majority of the appraisers’ inspection accuracy would be unacceptable (<80%) if the whole inspection were to rely on static photography, with Kappa values below 0.6. Only seven individuals (14%) showed acceptable results and no appraiser achieved excellent accuracy (>90%).
The Aerospace Standard AS13100 [54] suggests differentiating between poor accuracies caused by false positives (FP) and the ones due to false negatives (FN). Two different acceptance limits of 25% and 5% were introduced for false positive and false negatives, respectively (Table 2). In Minitab software, this is referred to as ‘Assessment Disagreement’. It is evident from the results in Table A3 that 11 appraisers (22%) showed a false-positive rate above 25%, with 66% being the highest. Furthermore, the false-negative rate of 20 appraisers (40%) exceeded the 5% limit, with appraiser number 15 having missed 87.5% of all defects. This leaves 20 appraisers (40%) with an acceptable false-positive and false-negative rate, thus meeting the required standard. The ‘Mixed’ column in Table A3 indicates the number of inconsistent decisions made across the inspection trials. The proportion of the inconsistent decisions and the total number of inspected blades is called ‘imprecision’ and equals 1 minus the inspection consistency. The appraisers of this study on static photography showed an average inconsistency of 17.5%.

The last metric analysed was the agreement between all appraisers and the ground truth. The results are shown in Figure 4 and Table A5. In this study, the ‘agreement between appraisers’ and the ‘all appraisers vs. ground truth’ accuracies were identical, since all the appraisers’ agreeing decisions were correct. The accuracy of the inspection system was 15.4% and $\kappa = 0.34$ ($p < 0.001$).

4.3. Assessment of the Expertise Factor

The effect of expertise on the inspection performances may be analysed using One-way ANOVA—one with Inspection Consistency (agreement with themselves) as the dependent variable, and one with Inspection Accuracy (agreement with ground truth). The categorical factor in both analyses was Expertise. The first analysis shows that there was no significant difference in inspection consistency between the different groups of expertise, $F(2, 47) = 0.717, p = 0.494$ (see Figure 6).

Figure 5. Appraiser agreement with ground truth. There are two agreement thresholds, namely acceptable agreement and excellent agreement indicated by the red and green line respectively. Data for static images only, without the usual ability to view the blade from different perspectives and tactile feeling of the blade.
Likewise, the second analysis around inspection accuracy showed no correlation between expertise and inspection accuracy, $F(2, 47) = 0.666, p = 0.519$ (see Figure 7). While not being significant, there was a tendency that the inspectors’ agreement with themselves and with the ground truth was on average slightly higher than for the other two groups.

The purpose of this study was to assess the human performance in aviation maintenance, specifically in engine blade inspection. The findings are summarised in Table 4 and compared with other studies in the field of visual inspection. On average, appraisers agreed 82.5% of the time with themselves when inspecting the same blade twice. This is comparable to the appraiser consistencies reported in previous research, which ranged from 85.6% to 97.0% [25–27,37]. The inspection accuracy of each appraiser, i.e., the ‘agreement with the ground truth’, was on average 67.7% and aligns to other studies. For example, the inspection of car lights, airbags, steel chains, and circuit boards led to inspection accuracies of 68.9%, 84.0%, 92.2% and 94.1%, respectively [25–27,37]. However, it should be noted that the risk of a missed defect in e.g., car light inspection is different to aviation, where it can
lead to adverse consequence and affect flight safety. The ‘agreement between assessors’ in the present work was 15.4%, which is lower than previously reported reproducibility rates of 36.7% to 83.3% [25–27,37]. Since the 15.4% of inspections where all appraisers agreed with each other were also correct and aligned to the ground truth, the overall ‘agreement of all appraisers with the ground truth’ was also 15.4%. The agreement rates reported in the literature are higher and range from 36.7% to 83.3% [25–27]. It should be noted that the participants of the present study were presented with images of the parts rather than the physical parts themselves. Moreover, the research population of the present study (N = 50) was much larger than in other studies (further discussed below). This could explain the lower performance compared to previous studies.

Table 4. Summary of Attribute Agreement Analysis results.

| Metric                                      | Percent Agreement (95% CI) |
|---------------------------------------------|----------------------------|
| Appraiser Consistency                       | 82.5 (79.3, 85.8)          |
| Appraiser Accuracy                          | 67.7 (64.8, 70.6)          |
| Appraiser Reproducibility                   | 15.4 (4.36, 34.87)         |
| All Appraisers Agreement with Ground Truth  | 15.4 (4.36, 34.87)         |

Differentiating between false positive and false negative agreements provides a better understanding of what inspection errors occur. While false positives may imply additional costs for the maintenance operator and engine owner, it has no negative effect on the flight safety. Contrarily, false negatives imply a high risk, and a missed defect can have a direct effect on the safety status of the aircraft. Thus, it is not surprising that there was a tendency towards false positives, which highlights the necessary conservative approach of the operators. The insights gained may allow for targeted improvement attempts, such as customised training and framing. The results are summarised in Figure 8, which puts the appraiser consistency and appraiser accuracy into relation. The three different agreement levels (a) unacceptable, (b) acceptable, and (c) excellent are highlighted in red, yellow and green colour, respectively.

**Figure 8.** Appraiser Accuracy vs. Appraiser Consistency with agreement limits. Data for static images only, without the usual ability to view the blade from different perspectives and tactile feeling of the blade.
This study found that expertise had no statistically significant effect on the inspection accuracy. This supports previous research [52,53,59–62] that found that there might be a natural limit to human performance. Furthermore, the present study found that there was no correlation between expertise and appraiser consistency. Since no previous study has assessed this effect, no comparison could be made. It appears that level of expertise, and by implication training, is not associated with improved consistency. This is an interesting question in its own right, because it suggests that the ‘judgement’ faculty has not been improved by the training even if the ‘skill’ activity has. This is consistent with the visual inspection framework [52] and implies that in the present study appraisers may have been successful in search, but may have made errors in recognition of defect type, or decision.

5.1.2. Kappa Results

The data were also analysed using Kappa statistics. The distribution of the achieved ‘agreement with themselves’ and ‘agreement with ground truth’ are summarised in Table 5. Overall, it can be concluded that the ‘agreement within appraisers’ is substantial to almost perfect in 52% of the cases. In terms of inspection accuracy, a substantial agreement was achieved in 22% of the time, while none of the appraisers showed almost perfect agreement with the ground truth. All appraisers agreed with each other on 4 of 26 blades (15.4%). This returned a Kappa value of $\kappa = 0.344 \ (p < 0.001)$. All appraisers’ assessment also agreed with the ground truth for four blades (15.4%) with a Kappa value of $\kappa = 0.450 \ (p < 0.001)$. Low Kappa values indicate low agreement and thus the greatest potential for improvement. Since Kappa is sensible to the sample size and distribution [56], the results cannot be compared to other studies.

### Table 5. Summary of Kappa values by agreement metrics.

| Kappa Value | Agreement Level       | Distribution of Achieved ‘Agreement with Themselves’ | Distribution of Achieved ‘Agreement with Ground Truth’ |
|-------------|-----------------------|------------------------------------------------------|------------------------------------------------------|
| $1.00 > \kappa > 0.80$ | Almost perfect agreement | 12 (24%)                                             | 0 (0%)                                               |
| $0.80 > \kappa > 0.60$ | Substantial agreement    | 14 (28%)                                             | 11 (22%)                                             |
| $0.60 > \kappa > 0.40$ | Moderate agreement       | 11 (22%)                                             | 22 (44%)                                             |
| $0.40 > \kappa > 0.20$ | Fair agreement           | 7 (14%)                                              | 12 (24%)                                             |
| $0.20 > \kappa > 0.00$ | Slight agreement         | 0 (0%)                                               | 4 (8%)                                               |
| $\kappa \leq 0.00$     | Poor agreement           | 6 (12%)                                              | 1 (2%)                                               |

5.1.3. False Negative Results

In the case of aviation MRO, the false-negative rate is arguably the single most important metric since it determines the safety outcomes (false positives only have cost implications). The results of this study show acceptable false-negative performance in 60% of appraisers. While this might seem alarming, it should be noted that there are a number of moderating effects.

First, there is variability in the defect type and size (samples shown in Figure 2), which affects the criticality of the detection. In particular, only very small defects are permitted on leading edges of blades, and these can be challenging to detect with the naked eye, even when the part is held in the hand. Other types of defects, such as minor dents or scratches to the airfoil section, are less critical from a safety perspective. They might decrease the fuel efficiency of the engine but are highly unlikely to cause any damage to the engine. Second, photographs were used in the present study, which is consistent with how borescope results are presented in practice, but for on-bench inspections, the operators would ordinarily have physical access to the blade and have lighting and magnification available. Third, the regular inspections provide another barrier to accident causation. Even in the case of leading-edge defects, a small defect that is missed will not necessarily propagate to complete fracture, because there is an opportunity to detect it at the next regular inspection interval.
For these reasons, the sub-optimal false-negative performance is not necessarily a failure of the MRO system. From a Bowtie perspective, the results can be interpreted as an indication of the effectiveness of the visual inspection barrier, and the desirability to seek ways to improve the performance. We return to this matter in Section 5.2 below.

5.1.4. Effect of Appraiser Number on the AAA Results

This paper included a large number of N = 50 appraisers inspecting the same set of blades twice. Typically, the number of assessors in other AAA studies has been three: Two operators and one expert who is considered as being the ground truth [25–27,35]. This small number of appraisers could possibly be explained by the nature of most inspection being single-opportunity detections, i.e., the parts are only inspected once by one operator. However, in sequential inspections whereby two or more operators inspect a part independently of each other, the ‘agreement between appraisers’ is even more important. At the same time, the more appraisers are included (each with their own inconsistency) the smaller the likelihood of ‘agreement between each other and the ground truth’. This could explain the relatively lower ‘agreement between appraisers’ and ‘agreement of all appraisers vs. ground truth’ in the results section.

To understand the effect of the appraiser size on the agreement results, the AAA was repeated with 2, 5, 10, 15, 20 and 30 randomly selected appraisers and compared to the agreements achieved by the 50 operators. The results are summarised Table 6. Based on the assumption that the results of 50 appraisers is a better representation of the truth, it can be said that the agreements of only two appraisers differ to the ones of 50 appraisers. More precisely, the appraiser consistency and appraiser accuracy were 6.8% lower in each case. A much bigger difference was noted for appraiser reproducibility and ‘agreement of all appraisers with the ground truth’. While two appraisers achieved a reproducibility accuracy of 65.4%, the agreement between the 50 appraisers was only 15.4% (over four times lower). Similarly, the ‘agreement between appraisers and the ground truth’ was 57.7% and 15.4% for 2 and 50 appraisers, respectively. This shows that while it is common to include two appraisers and compare their agreements to the ground truth, the results might not represent the performance of the inspection system. At the same time, it might not always be feasible to include 50 participants due to operational constraints, for instance, when the task is only performed by a few operators, or when the time to perform the AAA is limited. Thus, the intermediate appraiser numbers might be of interest. While the appraiser consistency and accuracy did not vary much between the different number of appraisers, the results show three ‘drops’ in appraiser reproducibility and all appraisers accuracy. The first one is between two and five appraisers, where the reproducibility and ‘all appraiser agreement vs. ground truth’ halved. The next drop occurred between five and ten appraisers, where both metrics decreased further by 25%. The numbers remained consistent from 10–20 appraisers before they decreased again by a third for 30 appraisers. Based on those observations we would recommend including at least 5, preferably 10 appraisers in AAA studies. More appraisers will always be beneficial but will not necessarily provide additional insights.

An additional factor for consideration is that the assessment process tends to exclude blades from circulation at each inspection stage, i.e., decisions are conservative rather than a voting process. Hence, having more appraisers in a series arrangement of inspections has the potential to raise the reliability of the process as a whole. Per 4.1, even one level of inspection has the potential to have a relatively high level of exclusion of defective blades but has a high dependency on the personal variability of the appraiser.
Table 6. Repeated AAA with varying appraiser numbers.

| Number of Appraisers | Appraiser Consistency | Appraiser Accuracy | Appraiser Reproducibility | All Appraisers vs. Ground Truth |
|----------------------|-----------------------|--------------------|---------------------------|--------------------------------|
| 2                    | 76.9%                 | 63.1%              | 65.4%                     | 57.7%                          |
| 5                    | 81.5%                 | 63.9%              | 30.8%                     | 30.8%                          |
| 10                   | 82.7%                 | 66.2%              | 23.1%                     | 23.1%                          |
| 15                   | 79.2%                 | 64.9%              | 23.1%                     | 23.1%                          |
| 20                   | 80.0%                 | 69.5%              | 23.1%                     | 23.1%                          |
| 30                   | 80.8%                 | 69.2%              | 15.4%                     | 15.4%                          |
| 50                   | 82.5%                 | 67.7%              | 15.4%                     | 15.4%                          |

5.2. Implications for Practitioners

This study provides insights into the inspection process that might be relevant to other organisations performing maintenance inspection of used parts with operational damages. The part condition (e.g., dirtiness) has a significant effect on the performance [53] and thus previous findings from the manufacturing industry may not provide a reliable indication of the achievable inspection performance in maintenance activities. This work fills that gap and provides an understanding of human performance and capabilities in maintenance inspection. It shows what an employer and ultimately the aviation authorities can expect from an operator when mandating a visual inspection performed solely by the naked eye, at least in image-based inspections as here. This may support reconsideration of the existing inspection policies and procedures. Furthermore, it might be worthwhile assessing the FP and FN rates separately and applying different limits, which might be more appropriate for high reliability organisations.

The Attribute Agreement Analysis can help identifying the specific defects the operators struggled with by looking at the appraisers’ accuracy. Furthermore, the parts with the highest disagreement and inconsistency can be identified and the inspection training adjusted accordingly to specifically target those challenging defects. This could be done e.g., by including a standardised set of blades with representative defects as part of the classroom training. Feedback could be provided during such training to sensitise the operators to what defect types and severities must be detected and ultimately rejected. The visual inspection framework [52] may be useful at this point, particularly the concept of recognition error and decision error [53]. This because results of the present paper show no statistically significant association between expertise and inspection accuracy. This implies that the higher levels of training associated with expertise had not developed the decision faculty (and perhaps recognition) to the level that might be expected. Possibly training might need to consider the decision activity more explicitly. This has the potential to guide an organisation’s continuous improvement efforts through informed decision-making. The effectiveness of such changes can be easily assessed using Attribute Agreement Analysis. Thus, AAA provides a useful tool for Lean Six Sigma approaches such as DMAIC [63,64].

Moreover, AAA provides the opportunity of being used as part of the proficiency evaluation and certification process to ensure that operators meet the required performance standard. It might even be possible to use it for assessing the operator’s performance early in the application process and selecting the best candidate for the role based on their natural or pre-existing inspection skills.

Investing in advanced technologies such as Automated Visual Inspection Systems (AVIS) including artificial intelligence and 3D scanning [65–68] might offer an opportunity to overcome some of the limitations due to human factors. For the moment, it is unlikely that the human operator will be replaced entirely due to the strong cognitive capabilities and subjective judgement required in visual inspection [26]. Thus, future research could evaluate the opportunities and risks of each inspection agent (human or otherwise) and assess a possible integration and interaction with the human operator. An interesting finding of the present study is that inspection accuracy was, for many appraisers, less than ideal when photographs were the only mode of input. In real industrial practice,
appraisers have additional modes of input, such as being able to change viewing angle, lighting, magnification, video, and tactile feedback, and these augment the pure visual inspection. However, advanced technologies such as artificial intelligence (AI) are often limited to static photographs (even videos tend to be reduced to analysis of individual frames), and hence may show similar limitations in certain situations. Possibly, different types of inspection (human, AI, 3D scanning, etc.) may be better for certain tasks than others, but if so, these contingency variables are still poorly understood. Herein lies the potential of advancing the operators’ performance, thus improving the inspection quality and reliability, which ultimately contributes to flight safety. However, these technologies come with their own limitations. Thus, a case-specific assessment should be performed before investing in new technology.

Furthermore, this study provides a recommendation regarding the number of appraisers, which might be helpful for the study design of future Attribute Agreement Analyses. This has the potential to make such studies more economical and hence more readily implemented.

5.3. Limitations

There are several limitations in this study. First, the actual inspection performance in MRO is likely to be better than in the present study due to the limitations arising from the study design. That is, the inspection was based on photographs of the blades rather than the actual ‘physical’ parts themselves. Allowing operators to hold the blades in their own hands, to inspect them from any arbitrary angle, to control the lighting, and to use their fingertips to feel the blade (tactile sense) could have limited their inspection ability and caused lower inspection accuracies, as further explored in [51]. Contrarily, it might also be possible that the inconsistency and reliability of the inspection system would remain unchanged due to the nature of the operations being dependent on the human operators and thus prone to human error regardless of the inspection mode.

While there was a concern regarding a potential memory effect due to the unique shape and manifestation of each defect, the results indicate that this effect was of no consequence, i.e., even if the appraisers might have remembered having seen the blade before, the results show low consistencies (agreement within appraisers).

Another limitation was the sample size being slightly below the recommended number of 30 to 50 parts [35]. This could have influenced the statistical analysis. Future work could repeat the study with a larger sample size and more time between the inspection trials (on different days) to avoid a memory effect.

The effect the number of appraisers has on the inspection performance was assessed and the results show that the reproducibility and the ‘appraiser agreement with the ground truth’ decreased with increasing appraiser numbers. Hence, the comparison of the performance results of the present study (50 appraisers) with other studies in the field might have not been fully valid and were in favour of studies with lower appraiser numbers [25–27].

In the present study, we presented a representative portfolio of defects to the participants. In principle, the AAA and other metrics might be determined for each type of defect and size thereof, but that would be a much larger study than the present one.

Finally, recommendations towards an ideal number of appraisers were made based on a semi-qualitative analysis of the inspection results reported in this paper. There was no methodological or statistical evaluation of this concern, which provides great potential for future research.

5.4. Future Work

Some recommendations for future work have already been addressed previously and are not repeated here.

Future work could repeat the study with physical parts as opposed to images thereof and assess any differences in performance. We would expect the appraiser accuracy to increase based on previous findings [51]. However, it remains unclear whether the ability
to inspect the actual parts and using the tactile sense will affect the appraiser consistency and reproducibility. It might be possible that inspection consistency and reliability are independent of whether humans inspect images or physical parts.

There is an opportunity to research training approaches that might help to improve the human performance and ultimately lead to higher consistency, accuracy and reproducibility. Previous studies showed that Attribute Agreement Analysis is a suitable method to measure and evaluate the effect of continuous training and feedback by tracking the individual and system performance, and adjust the training needs each time based on the results [27,33].

It might be further possible to introduce a training and certification programme that requires each inspector to assess a certain number of blades on a regular basis. The results could be analysed using Attribute Agreement Analysis. They could also be used to train an AI-based inspection system. This could allow tracking the personal performance of each inspector, while training the algorithm of the AVIS at the same time.

6. Conclusions

This study makes several novel contributions to the field. First, the operators’ consistency, repeatability, reproducibility, and reliability were assessed, applying Attribute Agreement Analysis and Kappa analysis. This was the first study using those methods to analyse the operator performance in a maintenance environment, specifically in visual inspection of engine blades. This was different to quality assurance processes in a production environment since the parts were in used condition and with operational defects as opposed to manufacturing defects.

Second, the human performance in inspection was evaluated considering the false-positive rate and false-negative rate separately, in addition to the generic inspection accuracy metric. This included applying different agreement limits based on the type of inspection error and the associated risk on operational safety. In the case of aviation maintenance, the false-negative rate is arguably the single most important metric since it determines the safety outcomes (false positives only have cost implications). The results of this study show acceptable false-negative performance in 60% of appraisers. This suboptimal false-negative performance is not necessarily a failure of the MRO system. From a Bowtie perspective, the results can be interpreted as an indication of the effectiveness of the visual inspection barrier, and the desirability to seek ways to improve the performance. Some suggestions are given in this regard.

Third, the present study was the biggest Attribute Agreement Analysis published in the literature in terms of the size of the research population. This allowed us to analyse the effect of the number of appraisers on the AAA metrics. Recommendations towards a somewhat optimal research population were made.

Several future work directions were recommended with the potential to overcome the limitations of the human operator and improve the inspection consistency, accuracy and reproducibility. This might contribute towards better inspection quality and reliability, and ultimately, lead to improved aviation safety.

Attribute Agreement Analysis has an important place in the wider safety processes, since it relates to the human reliability of the inspection process, and hence in the removal of defects from technical systems.

**Author Contributions:** Conceptualization, J.A.; methodology, J.A.; validation, J.A.; formal analysis, J.A.; investigation, J.A.; resources, D.P.; data curation, J.A.; writing—original draft preparation, J.A.; writing—review and editing, J.A. and D.P.; visualization, J.A.; supervision, D.P.; project administration, D.P.; funding acquisition, D.P. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research project was funded by the Christchurch Engine Centre (CHCEC), a maintenance, repair and overhaul (MRO) facility based in Christchurch and a joint venture between the Pratt and Whitney (PW) division of Raytheon Technologies Corporation (RTC) and Air New Zealand (ANZ).
Institutional Review Board Statement: The study was conducted according to the guidelines of the Declaration of Helsinki and approved by the Human Ethics Committee of the University of Canterbury (HEC 2020/08/LR-PS approved on the 2 March 2020; HEC 2020/08/LR-PS Amendment 1 approved on the 28 August 2020).

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study prior to experiment commencement.

Data Availability Statement: The authors confirm that the data supporting the findings of this study are available within the article and its appended materials. Any other data are not publicly available due to commercial sensitivity and data privacy.

Acknowledgments: We sincerely thank all staff from the Christchurch Engine Centre for participating in this study. We further thank everyone who supported this research in any form. In particular, we want to thank Ross Riordan and Marcus Wade.

Conflicts of Interest: J.A. was funded by a Ph.D. scholarship through this research project. The authors declare no other conflict of interest.

Appendix A

The individual inspection results are presented in Tables A1–A5. Each table shows the number of inspected and matched blades, the agreement percentage (number of blades matched divided by the number of blades inspected) and the related 95% confidence interval (95% CI). Table A3 further shows the number of false positives (FP) and false negatives (FN) together with the resulting FP and FN rates. The ‘Mixed’ and ‘Imprecision’ columns show the number and proportion of inconsistent decisions, respectively.

Table A1. Summary of Inspection Consistency (Agreement within Appraiser).

| Appraiser | Number Inspected | Number Matched | Agreement Percentage | 95% CI |
|-----------|------------------|----------------|----------------------|--------|
| 1         | 26               | 26             | 100.00               | (89.12, 100.00) |
| 2         | 26               | 22             | 84.62                | (65.13, 95.64) |
| 3         | 26               | 20             | 76.92                | (56.35, 91.03) |
| 4         | 26               | 24             | 92.31                | (74.87, 99.05) |
| 5         | 26               | 22             | 84.62                | (65.13, 95.64) |
| 6         | 26               | 21             | 80.77                | (60.65, 93.45) |
| 7         | 26               | 19             | 73.08                | (52.21, 88.43) |
| 8         | 26               | 20             | 76.92                | (56.35, 91.03) |
| 9         | 26               | 24             | 92.31                | (74.87, 99.05) |
| 10        | 26               | 17             | 65.38                | (44.33, 82.79) |
| 11        | 26               | 18             | 69.23                | (48.21, 85.67) |
| 12        | 26               | 21             | 80.77                | (60.65, 93.45) |
| 13        | 26               | 22             | 84.62                | (65.13, 95.64) |
| 14        | 26               | 23             | 88.46                | (69.85, 97.55) |
| 15        | 26               | 25             | 96.15                | (80.36, 99.90) |
| 16        | 26               | 17             | 65.38                | (44.33, 82.79) |
| 17        | 26               | 18             | 69.23                | (48.21, 85.67) |
| 18        | 26               | 21             | 80.77                | (60.65, 93.45) |
| 19        | 26               | 20             | 76.92                | (56.35, 91.03) |
| 20        | 26               | 18             | 69.23                | (48.21, 85.67) |
| 21        | 26               | 21             | 80.77                | (60.65, 93.45) |
| 22        | 26               | 24             | 92.31                | (74.87, 99.05) |
| 23        | 26               | 23             | 88.46                | (69.85, 97.55) |
| 24        | 26               | 14             | 53.85                | (33.37, 73.41) |
| 25        | 26               | 24             | 92.31                | (74.87, 99.05) |
| 26        | 26               | 25             | 96.15                | (80.36, 99.90) |
| 27        | 26               | 18             | 69.23                | (48.21, 85.67) |
| 28        | 26               | 21             | 80.77                | (60.65, 93.45) |
| 29        | 26               | 23             | 88.46                | (69.85, 97.55) |
### Table A1. Cont.

| Appraiser | Number Inspected | Number Matched | Agreement Percentage | 95% CI          |
|-----------|------------------|----------------|----------------------|-----------------|
| 30        | 26               | 19             | 73.08 (52.21, 88.43) |
| 31        | 26               | 24             | 92.31 (74.87, 99.05) |
| 32        | 26               | 22             | 84.62 (65.13, 95.64) |
| 33        | 26               | 20             | 76.92 (56.35, 91.03) |
| 34        | 26               | 21             | 80.77 (60.65, 93.45) |
| 35        | 26               | 26             | 100.00 (89.12, 100.00) |
| 36        | 26               | 23             | 88.46 (69.85, 97.55) |
| 37        | 26               | 21             | 80.77 (60.65, 93.45) |
| 38        | 26               | 23             | 88.46 (69.85, 97.55) |
| 39        | 26               | 25             | 96.15 (80.36, 99.90) |
| 40        | 26               | 26             | 100.00 (89.12, 100.00) |
| 41        | 26               | 25             | 96.15 (80.36, 99.90) |
| 42        | 26               | 13             | 50.00 (29.93, 70.07) |
| 43        | 26               | 23             | 88.46 (69.85, 97.55) |
| 44        | 26               | 17             | 65.38 (44.33, 82.79) |
| 45        | 26               | 26             | 100.00 (89.12, 100.00) |
| 46        | 26               | 24             | 92.31 (74.87, 99.05) |
| 47        | 26               | 22             | 84.62 (65.13, 95.64) |
| 48        | 26               | 23             | 88.46 (69.85, 97.55) |
| 49        | 26               | 19             | 73.08 (56.35, 91.03) |
| 50        | 26               | 20             | 76.92 (56.35, 91.03) |
| Average   | 26               | 21.5           | 82.54 (79.29, 85.79) |

### Table A2. Summary of Inspection Accuracy (Appraiser Agreement with Ground Truth).

| Appraiser | Number Inspected | Number Matched | Agreement Percentage | 95% CI          |
|-----------|------------------|----------------|----------------------|-----------------|
| 1         | 26               | 14             | 53.85 (33.37, 73.41) |
| 2         | 26               | 17             | 65.38 (44.33, 82.79) |
| 3         | 26               | 18             | 69.23 (48.21, 85.67) |
| 4         | 26               | 20             | 76.92 (56.35, 91.03) |
| 5         | 26               | 18             | 69.23 (48.21, 85.67) |
| 6         | 26               | 18             | 69.23 (48.21, 85.67) |
| 7         | 26               | 16             | 61.54 (40.57, 79.77) |
| 8         | 26               | 18             | 69.23 (48.21, 85.67) |
| 9         | 26               | 22             | 84.62 (65.13, 95.64) |
| 10        | 26               | 15             | 57.69 (36.92, 76.65) |
| 11        | 26               | 16             | 61.54 (40.57, 79.77) |
| 12        | 26               | 18             | 69.23 (48.21, 85.67) |
| 13        | 26               | 18             | 69.23 (48.21, 85.67) |
| 14        | 26               | 17             | 65.38 (44.33, 82.79) |
| 15        | 26               | 18             | 69.23 (48.21, 85.67) |
| 16        | 26               | 17             | 65.38 (44.33, 82.79) |
| 17        | 26               | 15             | 57.69 (36.92, 76.65) |
| 18        | 26               | 16             | 61.54 (40.57, 79.77) |
| 19        | 26               | 14             | 53.85 (33.37, 73.41) |
| 20        | 26               | 18             | 69.23 (48.21, 85.67) |
| 21        | 26               | 19             | 73.08 (52.21, 88.43) |
| 22        | 26               | 22             | 84.62 (65.13, 95.64) |
| 23        | 26               | 18             | 69.23 (48.21, 85.67) |
| 24        | 26               | 14             | 53.85 (33.37, 73.41) |
| 25        | 26               | 19             | 73.08 (52.21, 88.43) |
| 26        | 26               | 21             | 80.77 (60.65, 93.45) |
| 27        | 26               | 16             | 61.54 (40.57, 79.77) |
Table A2. Cont.

| Appraiser | Number Inspected | Number Matched | Agreement Percentage | 95% CI          |
|-----------|------------------|----------------|---------------------|----------------|
| 28        | 26               | 14             | 53.85 (33.37, 73.41) |
| 29        | 26               | 18             | 69.23 (48.21, 85.67) |
| 30        | 26               | 17             | 65.38 (44.33, 82.79) |
| 31        | 26               | 16             | 61.54 (40.57, 79.77) |
| 32        | 26               | 18             | 69.23 (48.21, 85.67) |
| 33        | 26               | 20             | 76.92 (56.35, 91.03) |
| 34        | 26               | 19             | 73.08 (52.21, 88.43) |
| 35        | 26               | 22             | 84.62 (65.13, 95.64) |
| 36        | 26               | 21             | 80.77 (60.65, 93.45) |
| 37        | 26               | 16             | 61.54 (40.57, 79.77) |
| 38        | 26               | 21             | 80.77 (60.65, 93.45) |
| 39        | 26               | 23             | 88.46 (69.85, 97.55) |
| 40        | 26               | 20             | 76.92 (56.35, 91.03) |
| 41        | 26               | 20             | 76.92 (56.35, 91.03) |
| 42        | 26               | 11             | 42.31 (23.35, 63.08) |
| 43        | 26               | 18             | 69.23 (48.21, 85.67) |
| 44        | 26               | 10             | 38.46 (20.23, 59.43) |
| 45        | 26               | 20             | 76.92 (56.35, 91.03) |
| 46        | 26               | 16             | 61.54 (40.57, 79.77) |
| 47        | 26               | 19             | 73.08 (52.21, 88.43) |
| 48        | 26               | 18             | 69.23 (48.21, 85.67) |
| 49        | 26               | 15             | 57.69 (36.92, 76.65) |
| 50        | 26               | 16             | 61.54 (40.57, 79.77) |
| Average   | 26               | 17.6           | 67.69 (64.82, 70.56) |

Table A3. Summary of Inspection Errors (Disagreement with Ground Truth).

| Appraiser | False Positives (FP) | FP Rate | False Negatives (FN) | FN Rate | Mixed | Imprecision |
|-----------|-----------------------|---------|----------------------|---------|-------|-------------|
| 1         | 12                    | 66.67   | 0                    | 0.00    | 0     | 0.00        |
| 2         | 5                     | 27.78   | 0                    | 0.00    | 4     | 15.38       |
| 3         | 2                     | 11.11   | 0                    | 0.00    | 6     | 23.08       |
| 4         | 4                     | 22.22   | 0                    | 0.00    | 2     | 7.69        |
| 5         | 0                     | 0.00    | 4                    | 30.00   | 4     | 15.38       |
| 6         | 3                     | 16.67   | 0                    | 0.00    | 5     | 19.23       |
| 7         | 1                     | 5.56    | 2                    | 25.00   | 7     | 26.92       |
| 8         | 2                     | 11.11   | 0                    | 0.00    | 6     | 23.08       |
| 9         | 2                     | 11.11   | 0                    | 0.00    | 2     | 7.69        |
| 10        | 0                     | 0.00    | 2                    | 25.00   | 9     | 34.62       |
| 11        | 0                     | 0.00    | 2                    | 25.00   | 8     | 30.77       |
| 12        | 3                     | 16.67   | 0                    | 0.00    | 5     | 19.23       |
| 13        | 1                     | 5.56    | 3                    | 37.50   | 4     | 15.38       |
| 14        | 6                     | 33.33   | 0                    | 0.00    | 3     | 11.54       |
| 15        | 0                     | 0.00    | 7                    | 87.50   | 1     | 3.85        |
| 16        | 0                     | 0.00    | 0                    | 0.00    | 9     | 34.62       |
| 17        | 3                     | 16.67   | 0                    | 0.00    | 8     | 30.77       |
| 18        | 5                     | 27.78   | 0                    | 0.00    | 5     | 19.23       |
| 19        | 4                     | 22.22   | 2                    | 25.00   | 6     | 23.08       |
| 20        | 0                     | 0.00    | 0                    | 0.00    | 8     | 30.77       |
| 21        | 0                     | 0.00    | 2                    | 25.00   | 5     | 19.23       |
| 22        | 2                     | 11.11   | 0                    | 0.00    | 2     | 7.69        |
| 23        | 5                     | 27.78   | 0                    | 0.00    | 3     | 11.54       |
| 24        | 0                     | 0.00    | 0                    | 0.00    | 12    | 46.15       |
| 25        | 2                     | 11.11   | 3                    | 37.50   | 2     | 7.69        |
| 26        | 0                     | 0.00    | 4                    | 50.00   | 1     | 3.85        |
| 27        | 2                     | 11.11   | 0                    | 0.00    | 8     | 30.77       |
Table A3. Cont.

| Appraiser | False Positives (FP) | FP Rate | False Negatives (FN) | FN Rate | Mixed | Imprecision |
|-----------|----------------------|---------|----------------------|---------|-------|-------------|
| 28        | 3                    | 16.67   | 4                    | 50.00   | 5     | 19.23       |
| 29        | 0                    | 0.00    | 5                    | 62.50   | 3     | 11.54       |
| 30        | 0                    | 0.00    | 2                    | 25.00   | 7     | 26.92       |
| 31        | 8                    | 44.44   | 0                    | 0.00    | 2     | 7.69        |
| 32        | 0                    | 0.00    | 4                    | 50.00   | 4     | 15.38       |
| 33        | 0                    | 0.00    | 0                    | 0.00    | 6     | 23.08       |
| 34        | 2                    | 11.11   | 0                    | 0.00    | 5     | 19.23       |
| 35        | 4                    | 22.22   | 0                    | 0.00    | 0     | 0.00        |
| 36        | 2                    | 11.11   | 0                    | 0.00    | 3     | 11.54       |
| 37        | 5                    | 27.78   | 0                    | 0.00    | 5     | 19.23       |
| 38        | 2                    | 11.11   | 0                    | 0.00    | 3     | 11.54       |
| 39        | 2                    | 11.11   | 0                    | 0.00    | 1     | 3.85        |
| 40        | 6                    | 33.33   | 0                    | 0.00    | 0     | 0.00        |
| 41        | 0                    | 0.00    | 5                    | 62.50   | 1     | 3.85        |
| 42        | 2                    | 11.11   | 0                    | 0.00    | 13    | 50.00       |
| 43        | 5                    | 27.78   | 0                    | 0.00    | 3     | 11.54       |
| 44        | 5                    | 27.78   | 2                    | 25.00   | 9     | 34.62       |
| 45        | 4                    | 22.22   | 2                    | 25.00   | 0     | 0.00        |
| 46        | 8                    | 44.44   | 0                    | 0.00    | 2     | 7.69        |
| 47        | 1                    | 5.56    | 2                    | 25.00   | 4     | 15.38       |
| 48        | 2                    | 11.11   | 3                    | 37.50   | 3     | 11.54       |
| 49        | 4                    | 22.22   | 0                    | 0.00    | 7     | 26.92       |
| 50        | 0                    | 0.00    | 4                    | 50.00   | 6     | 23.08       |
| Average   | 2.58                 | 14.33   | 1.28                 | 16.00   | 4.54  | 17.46       |

Table A4. Inspection Reproducibility (Agreement between Appraisers).

| Appraiser | Number Inspected | Number Matched | Agreement Percentage | 95% CI |
|-----------|------------------|---------------|----------------------|-------|
| All       | 26               | 4             | 15.4%                | (4.36, 34.87) |

Table A5. Inspection System Accuracy (All Appraisers vs. Ground Truth).

| Appraiser | Number Inspected | Number Matched | Agreement Percentage | 95% CI |
|-----------|------------------|---------------|----------------------|-------|
| All       | 26               | 4             | 15.4%                | (4.36, 34.87) |
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