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Abstract—Distributed data mining is an emerging research topic to effectively and efficiently address hard data mining tasks using big data, which are partitioned and computed on different worker nodes, instead of one centralized server. Nevertheless, distributed learning methods often suffer from the communication bottleneck when the network bandwidth is limited or the size of model is large. To solve this critical issue, many gradient compression methods have been proposed recently to reduce the communication cost for multiple optimization algorithms. However, the current applications of gradient compression to adaptive gradient method, which is widely adopted because of its excellent performance to train DNNs, do not achieve the same ideal compression rate or convergence rate as Sketched-SGD. To address this limitation, in this paper, we propose a class of novel distributed Adam-type algorithms (i.e., Sketched-AMSGrad) utilizing sketching, which is a promising compression technique that reduces the communication cost from $O(d)$ to $O(\log(d))$ where $d$ is the parameter dimension. In our theoretical analysis, we prove that our new algorithm achieves a fast convergence rate of $\mathcal{O}\left(\frac{1}{\sqrt{nT}} + \frac{\sqrt{\log(n)}}{dT}\right)$ with the communication cost of $O(k\log(d))$ at each iteration. Compared with single-machine AMSGrad, our algorithm can achieve the linear speedup with respect to the number of workers $n$. The experimental result of training distributed DNN validates the performance of our algorithms.

Index Terms—distributed data mining, adaptive gradient, gradient compression

I. INTRODUCTION

Nowadays, as more and more data mining and machine learning applications take advantage of large-scale data, plenty of learning models are trained in a distributed fashion across many worker nodes [1]. Specifically, the problem of these tasks can be formulated as:

$$f(x) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_{\xi_i \sim D_i} F_i(x; \xi_i),$$

where $f_i(x) = \mathbb{E}_{\xi_i \sim D_i} F_i(x; \xi_i)$ is the local objective function on the $i$-th node that is generally smooth and possibly non-convex, and $n$ is the number of worker nodes. Here $D_i$ denotes the data distribution on the $i$-th node, and different ${D_i}_{i=1}^{n}$ are probably non-identical.

Although distributed training has shown significant advantage, it still suffers from the communication bottleneck, especially when the network bandwidth is limited or the size of model is large. To address this critical issue, many methods have been presented to reduce the cost of communication. Among these methods, one of the most popular ways is to compress the transmitted message in each communication round, such as gradient quantization [2], [3] and gradient sparsification [4]–[6], on which are the focused by this paper. Other methods such as model compression [7] or decentralization [8] also alleviate the bottleneck issue.

Gradient quantization reduces the communication cost by lowering the float-point precision of gradients so that less amount of bits will be transmitted. 1-bit Stochastic Gradient Descent (1-bit SGD) [2] is a classic and primitive gradient quantization work which uses 1-bit quantization and dramatically enhances the communication efficiency. Quantized Stochastic Gradient Descent (QSGD) adopts stochastic randomized rounding to obtain an unbiased estimator after compression. SignSGD and its variant with momentum named Signum [9] only transmit the 1-bit gradient sign between workers and central node, which is convenient to implement.

Gradient sparsification is another widely-used strategy to decrease the communication cost which sparsifies the gradient instead of quantizing each element. The most popular way is to extract the top-$k$ coordinates of local gradients and send them to the master node to estimate the overall mini-batch gradient. Some of these methods are also combined with other techniques such as momentum correction and error-feedback.

Recently, more variants of gradient compression with theoretical guarantees have been proposed, such as SGD with Error-Feedback (EF-SGD) [10], Distributed SGD with Error-Feedback (dist-EF-SGD) [11] and SGD with Error Reset (CSER) [12]. In some recent works like [11], [12], the aggregated gradient estimator is also compressed before sending back to workers. Some works also apply gradient compression to other optimizer such as Frank-Wolfe algorithm [13].

Besides, to solve problem (1), we also need an efficient optimizer to search for the optimal solution. Among existing popular optimization methods, adaptive gradient algorithms [14], [15] have become ones of the most important optimization algorithms to pursue higher efficiency or accuracy in a wide range of data mining and machine learning problems. In the family of adaptive gradient algorithms, Adam [16] is one of the most popular ones that combines momentum and adaptive learning rate. Though it achieves great success in practice, several technical issues in the analysis were pointed out [17] and in some cases the algorithm could diverge.

In [17], two variants of Adam, named as AMSGrad and Adamnc, were proposed to fix the theoretical issues in the
analysis of Adam. AMSGrad makes quantity \( \Gamma_{t+1} = (\sqrt{v_{t+1}} - \sqrt{v_t}) / \alpha_t \) positive to ensure the convergence, while Adamnc adopts an increasing parameter \( \beta_{2t} = 1 - \frac{1}{t} \).

Despite of the success of gradient compression methods, it is hard to use them in distributed adaptive gradient method. So far the application of gradient compression to adaptive gradient algorithm with theoretical guarantee is still limited. Quantized Adam [18] combines gradient quantization with Adamnc, which keeps track of local momentum and variance terms on each worker node and uses quantization when averaging the parameter. Efficient-Adam [19] is similar to Quantized Adam where the gradient message sent back is also compressed. However, both Quantized Adam and Efficient-Adam are not proven to achieve linear speedup or convergence on non-iid data. APMSqueeze [20] and 1-bit Adam [21] are Adam-preconditioned momentum SGD algorithms with gradient compression. However, the variance term is fixed during the training process. Even though it is computed by Adam at the end of warmup step, technically APMSqueeze and 1-bit Adam are not a true adaptive gradient method.

Therefore, it is difficult to apply gradient compression to adaptive gradient methods and maintain the excellent performance of distributed Adam-type algorithms. The challenge is that the original adaptive learning rate is adjustable based on global information such as the aggregated gradient. Although the compressed message is a good estimation of local gradient or momentum, the adaptive learning rate calculated by these inexact messages could be far away from the original one.

To address the challenging high communication cost limitation in distributed adaptive gradient methods, we propose a class of novel distributed Adam-type algorithms (called as SketchedAMSGrad), based on the distributed version of AMSGrad [17] algorithm and the gradient sparsification technique named sketching [22], [23].

Our main contributions are summarized as follows:

1. To efficiently address the communication bottleneck problem in distributed data mining, we propose a class of novel communication-efficient algorithms named SketchedAMSGrad with two averaging strategies: parameter averaging and gradient averaging. Our new methods can reduce the communication cost from \( O(d) \) to \( O(\log(d)) \).

2. We provide theoretical analysis based on mild assumptions to guarantee the convergence of our algorithms. Specifically, we prove that our SketchedAMSGrad algorithms have a convergence rate of \( O(1/\sqrt{m_t}) \), which shows a linear speedup. Our theoretical analysis also allows the data distribution to be non-identical.

3. To the best of our knowledge, our method is the first one to utilize the sketching technique to solve the communication bottleneck in distributed adaptive gradient methods. The experimental results on training various DNNs verify the performances of our algorithms, on both identical and non-identical distributed datasets.

II. RELATED WORKS

In this section, we review the related adaptive gradient algorithms with their compressed versions and introduce some preliminary background of sketching. The summary of properties of related methods is listed in Table I. Top-\( k \) is considered as the compressor in the result of convergence rate.

A. Quantized-Adam and Efficient-Adam

Quantized-Adam [18] is proposed to combine quantization scheme with distributed Adam algorithm to reduce the communication cost. Specifically, on each worker, it owns a local momentum term \( m_{i}^{(t)} \) and a local variance term \( v_{i}^{(t)} \). These two terms are updated by the exponential moving averaging used in Adam-type algorithms. Gradient quantization is used to compress the term \( m_{i}^{(t)}/\sqrt{v_{i}^{(t)}} \).

Efficient-Adam [19] is a similar work to Quantized Adam. The only difference is that Efficient-Adam compresses the updating term rather than the parameter. Both of these two algorithms are parameter averaging since if there is no compression, they degenerate to an algorithm where each node is updated by Adam and then the model parameter is averaged. It is not mathematically equivalent to the typical distributed Adam algorithm where gradient averaging is used. Though in some cases parameter averaging is convenient to implement, it is likely to cause bad convergence or be detrimental to the model accuracy especially when the optimizer relies on past local gradient. Actually, Quantized-Adam and Efficient-Adam fail to achieve linear speedup on non-iid data.

B. APMSqueeze and 1-bit Adam Algorithms

APMSqueeze [20] and 1-bit Adam [21] are communication-efficient Adam-preconditioned momentum SGD algorithms. Since the definitions of these two algorithms are similar and 1-bit Adam is the later work, in this paper we will only discuss 1-bit Adam. In the warmup stage, it calculates a variance term \( v_{T_{w}} \). During the training process, \( v_{T_{w}} \) is fixed and serves as the exponential moving averages term \( v_{T} \) in regular Adam-type algorithms. However, since \( v_{T_{w}} \) is a fixed variable, 1-bit Adam is not technically an adaptive gradient method. In our method, the variance term \( v_{T} \) is dynamic and computed by exponential moving averaging. Besides, we do not need the warmup stage with a separate communication-inefficient optimizer.

C. Sketching

Sketching [22] is a novel and promising gradient sparsification technique that compresses a gradient vector \( g \) into a sketch \( S(g) \) of size \( O(\log(d)) \) such that \( S(g) \) can approximately recover every coordinates by \( \hat{g}_{i} = g_{i} \pm \epsilon \| g \|^{2} \). It is originated from a data structure used in data streaming named Count Sketch [24] which is designed to find large coordinates in a vector \( g \) defined by a sequence of updates \( \{ (j, w_{j}) \}_{j=1}^{n} \).

In [22], sketching serves as a compressor that will approximately recover the true top-\( k \) coordinates of mini-batch gradient \( \frac{1}{n} \sum_{i=1}^{n} g_{i}^{(t)} \) where \( n \) is the number of workers. In [25], the authors explicitly treat it as a compressor and the sketching and unsketching operators are denoted by \( S \) and \( U \). For convenience, we also use these notations in this
paper. Sketching method reduces the communication cost to $O(\log(d))$ while gradient quantization only achieves a constant level reduction and the communication cost is still $O(d)$. The current best results for quantization method achieve an approximate $32 \times$ compression rate [11], [26]. Compared with top-$k$ method, one advantage of sketching is to recover the true top-$k$ coordinates, where the gradient estimator is $v_1 \approx T_{op}(\frac{1}{n} \sum_{i=1}^{n} g^{(t)}_i)$. Although applying the method in [11] can avoid the $O(n)$ return communication cost mentioned in [22], the gradient estimator $v_2 = T_{op}(\frac{1}{n} \sum_{i=1}^{n} T_{op}(g^{(t)}))$ is still probably far away from the true top-$k$ coordinates. This issue can be reflected by the second dominating term in the convergence rate. In [11], the second dominating term is $O(\frac{1}{(k/d)^2 \log(T/d^3)})$ which is claimed to be the price to pay for two-way compression and linear speedup. In 1-bit Adam the step size is dependent on the compression ratio and this term becomes $O(\frac{1}{(k/d)^2 \log(T/d^3)})$ as we have mentioned. However, in SketchedSGD and our algorithms, the corresponding term is $O(\frac{1}{k(d)^2 \log(T/d^3)})$, which is smaller when $T$ is large.

III. SKETCHED ADAM-TYPE ALGORITHMS

A. SketchedAMSGrad (Parameter Averaging)

In this subsection, we will propose the SketchedAMSGrad (PA) algorithm using parameter averaging, the description of which is shown in Algorithm 1.

In Algorithm 1, we use AMSGrad algorithm to update each worker node, based on local momentum term $m_t^{(i)}$ and exponential moving averages of squared past gradients $v_t^{(i)}$. $\alpha_t$ is the stepsiz and $\beta_1, \beta_2 \in (0,1)$ are exponential moving average hyperparameters in Adam-type algorithm. $\epsilon > 0$ is the initial value of $v_0$ to avoid zero denominators. The multiplication, division and square operation between vectors are component-wise. We use sketching to improve communication efficiency and average the parameters. We also use error-feedback to further accelerate the convergence.

For convenience, we also use the notations $S$ and $U$ defined in [25] to represent the sketching operator and unsketching operator. They can be treated as a compressor that will approximately recover the true top-$k$ coordinates. In practice, we use a second round communication which is also required in SketchedSGD [22]. After unsketching, we get an estimation of the aggregated mini-batch gradient which is denoted by $U(S_t)$. Then we select the largest $Pk$ coordinates to extract their exact values before sketching from each worker during the second round communication. Finally, we select the top-$k$ coordinates among these $Pk$ coordinates as $\Delta_t$ and send it back to each worker.

TABLE I: Comparison of Related Algorithms with Compression

| Name                  | Convergence rate | Linear speedup | Non-iid | Adaptive | Reference |
|-----------------------|------------------|----------------|---------|----------|-----------|
| Quantized-Adam        | $O(\frac{1}{d})$ | ×              | ×       | √        | [18]      |
| Efficient-Adam        | $O(\frac{1}{d})$ | ×              | ×       | ×        | [19]      |
| APMSqueeze            | $O(\frac{1}{\sqrt{d}} + \frac{1}{(k/d)^2 \log(T/d^3)})$ | ×   | ×   | ×        | [20]      |
| 1-bit Adam            | $O(\frac{1}{\sqrt{d}} + \frac{1}{(k/d)^2 \log(T/d^3)})$ | ×   | ×   | ×        | [21]      |
| SketchedAMSGrad (GA)  | $O(\frac{1}{\sqrt{d}} + \frac{1}{(k/d)^2 \log(T/d^3)})$ | √   | √   | √        | this paper |

Algorithm 1 SketchedAMSGrad (parameter averaging)

Input: initial value $x_1$, sketching operator $S$ and unsketching operator $U$

Set: $m^{(i)}_0 = 0$, $v^{(i)}_0 = 0$, $\epsilon$, $\alpha_t = 0$ on i-th worker node

for $t = 1$ to $T$ do

On i-th worker node:

- Estimate a stochastic gradient $g^{(t)}_i$;
- Compute $m_t^{(i)} = \beta_1 m_{t-1}^{(i)} + (1 - \beta_1) g^{(t)}_i$;
- $v_t^{(i)} = \beta_2 v_{t-1}^{(i)} + (1 - \beta_2) |g^{(t)}_i|^2$;
- $\hat{v}_t^{(i)} = \max(v_{t-1}^{(i)}, v_t^{(i)})$;
- Sketch $S_t^{(i)} = S(m_t^{(i)}/v_t^{(i)})$;
- Send $S_t^{(i)}$ to the master node;
- Send $\Delta_t^{(i)}$ to the master node after unsketching;
- Compute $\hat{e}_t^{(i)} = m_t^{(i)}/v_t^{(i)} + \alpha_t \hat{e}_{t-1}^{(i)} - \Delta_t^{(i)}$;
- Receive $\Delta_t$ from the master node;
- Update $x_{t+1} = x_t - \alpha_t \Delta_t$.

On the master node:

- Aggregate $S_t = \frac{1}{n} \sum_{i=1}^{n} S_t^{(i)}$;
- Unsketch $\Delta_t = \frac{1}{n} \sum_{i=1}^{n} \Delta_t^{(i)} = \text{Top-k}(U(S_t))$;
- Send $\Delta_t$ back to each worker node;
- Update $x_{t+1} = x_t - \alpha_t \Delta_t$.

end for

B. SketchedAMSGrad (Gradient Averaging)

In the subsection, we propose the SketchedAMSGrad (GA) algorithm using gradient averaging, which is demonstrated in Algorithm 2.

In Algorithm 2, the meanings of hyperparameters $\alpha_t$, $\beta_1$ and $\beta_2$ are the same as those in Algorithm 1. We also keep track of local momentum term $m_t^{(i)}$ on each node but the exponential moving averaging squared gradient $v_t^{(i)}$ is defined on the master node. The index set $I_t$ represents the coordinates updated at iteration $t$, which is obtained by the unsketching operator. Notation $h_t^{(i)} = (g_t^{(i)})^2_{I_{t-1}}$, means for $\forall j \in I_{t-1}$, $h_t^{(i)}$ maintains the $j$-th coordinate of $g_t^{(i)}$. Otherwise, if $j \notin I_{t-1}$, the $j$-th coordinate of $h_t^{(i)}$ is 0. We define $I_t$ in this way because we want to accumulate the coordinates of squared gradient which are just updated and we want to define an
Algorithm 2 SketchedAMSGrad (gradient averaging)

Input: initial value $x_1$, sketching operator $S$ and unsketching operator $U$

Set: $\hat{m}_0 = 0$, $\hat{v}_0 = 0$ on $i$-th worker node; $v_0 = \hat{v}_0$ on the master node; index set $C_0 = \emptyset$

for $t = 1$ to $T$ do

On $i$-th worker node:

Estimate a stochastic gradient $g_t^{(i)}$;
Computes $m_t^{(i)} = \beta_1 m_{t-1}^{(i)} + (1 - \beta_1) g_t^{(i)}$;
Send $S_t^{(i)} = (m_t^{(i)} + \frac{\alpha_t-1}{\alpha_t} v_{t-1}^{(i)})$ to the master node;
Sketch $S_t^{(i)}$ to the master node;
Send $\Delta_t^{(i)}$ to the master node after unsketching;
Compute $e_t^{(i)} = m_t^{(i)} + \frac{\alpha_t-1}{\alpha_t} v_{t-1}^{(i)} - \Delta_t^{(i)}$;
Receive $\Delta_t$ from the master node;
Update $x_{t+1} = x_t - \alpha_t \Delta_t$.

On the master node:

Aggregate $h_t = \frac{1}{n} \sum_{i=1}^n h_t^{(i)}$;
Compute $v_t = \beta_2 v_{t-1} + (1 - \beta_2) h_t^2$;
$\hat{v}_t = \max\{v_t, \hat{v}_t\}$;
Aggregate $S_t = \frac{1}{n} \sum_{i=1}^n S_t^{(i)}$;
Unsketch $\Delta_t = \frac{1}{n} \sum_{i=1}^n \Delta_t^{(i)} = \text{Top-k}(U(S_t, \hat{v}_t))$;
Send $\Delta_t$ back to each worker node;
Update $x_{t+1} = x_t - \alpha_t \Delta_t$.

end for

Algorithm 3 Unsketching Operator in Algorithm 2

Input: $r \times c$ sketch $S$, vector $\nu$, bucket hashes $\{h_j\}_{j=1}^r$,
original unsketching operator $U_0$

for $i = 1$ to $d$ do

for $j = 1$ to $r$ do

$S[j, h_j(i)] = S[j, h_j(i)]/\sqrt{\nu_t}$

end for

end for

return $U_0(S)$

The index set of these $k$ coordinates is denoted as $I_t$. The implementation of $U$ is shown in Algorithm 3, which is established on the original sketching and unsketching operator. According to the linear property of sketching $S$, it is equivalent to compress $\Delta_t$ by $S$ and then unsketch it by the normal unsketching operator. $\Delta_t^{(i)}$ contains the coordinates of $\Delta_t^{(i)}$ that belongs to index set $I_t$ and $\Delta_t = \frac{1}{n} \sum_{i=1}^n \Delta_t^{(i)}$.

As the top-$k$ coordinates of $m_t/\sqrt{\nu_t}$ and $m_t$ are likely to change a lot, it is hard to estimate the Adam updating term $m_t/\sqrt{\nu_t}$ by the known vector $m_t^{(i)}$ on each node. However, the sketching technique makes it possible within the communication cost of $O(\log(d))$.

In Algorithm 2, thus, the total communication cost at each iteration is $|S| + Pk + 2k$ and the compression rate is $2d/(|S| + Pk + 2k)$ where $|S|$ is the size of sketch.

In fact, our SketchedAMSGrad (GA) algorithm is compatible with 1-bit Adam algorithm. We can also regard the $v_T$ in the 1-bit Adam algorithm as the initial value of $v_0$ in Algorithm 2. The only difference is that in the theoretical analysis we need to replace the initial value $\epsilon$ with the $\epsilon_{min}$ defined in the 1-bit Adam. Moreover, if we do not send $h_t$ or update $v_t$, our algorithm is reduced to the 1-bit Adam with sketching compressor.

IV. CONVERGENCE ANALYSIS

In the section, we provide the convergence analysis of our algorithms. Due to the space limit, we will only provide the conclusions of Theorem 1 and Theorem 2. We begin with giving some mild assumptions.

Assumption 1. (Lipschitz Gradient) There is a constant $L$ such that for all $x, y \in \mathbb{R}^d$, $\|\nabla f(x) - \nabla f(y)\| \leq L\|x - y\|$.

Assumption 2. (Lower Bound) Function $f(x)$ has the lower bound, i.e., $\inf_{x \in \mathbb{R}^d} f(x) = f^* < +\infty$.

Assumption 3. (Bounded Gradient) There is a constant $G$ such that for all $i \in \{1, \ldots, n\}$, $\forall \xi_i \sim D_i$, we have $\|\nabla F_i(x; \xi_i)\| \leq G$.

These assumptions are commonly used in related works of Adam-type algorithms in nonconvex optimization [27]–[29].

A. SketchedAMSGrad (PA)

Theorem 1. Assume that Assumption 1 to Assumption 3 are satisfied and data distribution $\{D_i\}_{i=1}^n$ are identical. In Algorithm 1, let $\beta_1 < 1$, $\beta_2 < 1$, $\epsilon > 0$ and $\alpha_t = \frac{\alpha}{1 + \sqrt{t}}$. Then we have

$$\frac{1}{T} \sum_{t=1}^T \mathbb{E}[\|\nabla f(x_t)\|^2] \leq \frac{C_1}{\sqrt{T}} + \frac{C_2}{T},$$

where constants $C_1$ and $C_2$ are independent of $T$.

B. SketchedAMSGrad (GA)

Theorem 2. Assume that Assumptions 1-3 are satisfied. In Algorithm 2, let $\beta_1 < 1$, $\beta_2 < 1$, $\epsilon > 0$ and $\alpha_t = \frac{\alpha}{\sqrt{1 + (1 + \sqrt{t})/n}}$. Then we have

$$\frac{1}{T} \sum_{t=1}^T \mathbb{E}[\|\nabla f(x_t)\|^2] \leq \frac{C_1}{\sqrt{nT}} + \frac{C_1 + C_2}{T},$$

where constants $C_1$ and $C_2$ are independent of $T$.

Corollary 1. In Theorem 2, we can see the dominating term is $O(\frac{1}{\sqrt{nT}})$, which achieves a linear speedup compared with AMSGrad in nonconvex optimization [28].
Fig. 1: The experimental results of training ResNet-50 on CIFAR10 and CIFAR100. Figures (a), (b) and (c) show the experimental results on CIFAR10. Figures (d), (e) and (f) show the experimental results on CIFAR100. Figures (a) and (d) show the train loss value. Figures (b) and (e) show the train accuracy. Figures (c) and (f) show the test accuracy.

Remark 1. In Algorithm 2, the data distribution $D_i$’s are allowed to be non-identical. In both Algorithm 1 and Algorithm 2, $\beta_1$ and $\beta_2$ are constants in $(0, 1)$, which is applicable to the common default settings that $\beta_1 = 0.9$ and $\beta_2 = 0.999$.

C. Discussion on the Compression Rate

Now we will discuss the how the compression rate, i.e., the choice of $k$ influences the convergence rate. In both of Theorem 1 and Theorem 2, constant $C_1$ is independent on $k$. Hence the dominating term is not affected by the compression rate. This result is the same as many other gradient compression methods. According to the definitions of $C_2$ in Theorem 1 and Theorem 2, the second dominating term is affected by $k$ with the form $O\left(\frac{1}{k/dT}\right)$ for both parameter averaging and gradient averaging SketchedAMSGrad algorithms.

V. EXPERIMENTS

In this section we will show the experimental results of the distributed data mining task of image categorization to validate our methods. All experiments are run on a server with 64-core Intel Xeon E5-2683 v4 2.10GHz processor and 4 Nvidia P40 GPUs. We simulate the edge-based training environment on the GPU server where the root process represents the edge server, each process represents an IoT device and the dataset represents the captured data. The code is implemented by PyTorch 1.4.0 and CUDA 10.1.

A. ResNet on CIFAR

Our first task is to train ResNet-50 [30] using CIFAR10 and CIFAR100 datasets [31], which are benchmark datasets for image classification tasks. Both CIFAR10 and CIFAR100 contain 60,000 32 × 32 pixel images with RGB channels, 50,000 of which is regarded as training set and the other 10,000 of which is used for testing. The images are distributed evenly over 10 and 100 classes for CIFAR10 and CIFAR100 respectively. The ResNet-50 model has about 25M parameters. We use cross-entropy loss to train the neural network.

In our experiment, we compare our SketchedAMSGrad (PA) and SketchedAMSGrad (GA) with Sketched-SGD [22], Efficient-Adam [19] and 1-bit Adam [21]. For Efficient-Adam and 1-bit Adam, we consider both quantization and sparsification as compressor. For gradient quantization, we adopt the following scheme used in [11] which is a variant of SignSGD:

$$C(x) = \frac{||x||_1}{d} \text{sign}(x)$$

The number of workers in this task is set to be 16. Hence the total batch-size at each iteration is 512. We run 200 epochs in total. For each algorithm, we grid search the learning rate from $\{0.05, 0.01, 0.005, 0.001, 0.0005, 0.0001\}$ and $\epsilon$ from $\{1e-2, 1e-4, 1e-6\}$ and select the values that get the best training result. For Adam-type algorithms, $\beta_1$ and $\beta_2$ are set to be the common choices that $\beta_1 = 0.9$ and $\beta_2 = 0.999$. For 1-bit Adam, similar to [21], we run 13 epochs to compute the Adam-preconditioned vector $\nu_T$. For sketching methods, the sketch is set to have 100,000 columns and 10 rows. We set $k = 50,000$ and $P = 8$. For Efficient-Adam and 1-bit Adam with top-$k$ compressor, we choose $k = 750,000$. Therefore, all algorithms implemented in this task are communication-efficient and approximately achieve the same compression rate (about 32× reduction).

Figure 1 shows the experimental results of this image classification task. According to the result of train loss value, we can see the three sketching methods converge faster than other algorithms on both CIFAR10 and CIFAR100 dataset. When comparing the train accuracy, the sketching methods are still advantageous over other methods. Our parameter averaging
and gradient averaging SketchedAMSGrad and SketchedSGD approximately have the same performance. On CIFAR100, our parameter averaging SketchedAMSGrad is slightly better on the train accuracy results. According to the test accuracy results, our gradient averaging SketchedAMSGrad and SketchedSGD also outperform other algorithms on both dataset. On CIFAR100, our gradient averaging SketchedAMSGrad achieves the best performance on test accuracy. From this experiment we can see that although using compression on the returning message avoids the growing $O(n)$ communication cost issue of local top-k (mentioned in [22]), it probably encounters slow convergence since the estimator is too far away from the true top-k coordinates.

Theoretically, when the sketch size is larger, the probability of recovering top-k coordinates is higher. The sketch size used in this experiment is 1,000,000. On CIFAR10, the test accuracy of our SketchedAMSGrad (GA) is 91.04%. When we increase the sketch size to 2,000,000 and 3,000,000, the test accuracy is increased by 0.24% and 0.39% respectively. Thus, we can see the influence of sketch size. If the sketch size is larger, our algorithm will probably show better performance.

VI. CONCLUSION

In this paper, we propose a class of communication-efficient distributed adaptive gradient algorithm named SketchedAMSGrad based on two averaging strategies to tackle the high communication cost issue for distributed training. Specifically, the communication cost of our algorithm at each iteration is reduced to $O(\log(d))$ from $O(d)$. Moreover, we proved that our algorithm achieves a fast convergence rate of $O\left(\frac{1}{\sqrt{nT}}\right)$, which achieves the linear speedup compared with single-machine AMSGrad. In particular, our analysis of gradient averaging SketchedAMSGrad works for both identical and non-identical data distribution. To the best of our knowledge, our algorithm is the first one to apply sketching technique to adaptive gradient methods.
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