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ABSTRACT

Movement information of persons is a very vital feature for abnormality detection in crowded scenes. In this paper, a new method for detection of crowd escape event in video surveillance system is proposed. The proposed method detects abnormalities based on crowd motion pattern, considering both crowd motion magnitude and direction. Motion features are described by weighted-oriented histogram of optical flow magnitude (WOHOFM) and weighted-oriented histogram of optical flow direction (WOHOFD), which describes local motion pattern. The proposed method uses semi-supervised learning approach using combined classifier (KNN and K-Means) framework to detect abnormalities in motion pattern. The authors validate the effectiveness of the proposed approach on publicly available UMN, PETS2009, and Avenue datasets consisting of events like gathering, splitting, and running. The technique reported here has been found to outperform the recent findings reported in the literature.
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INTRODUCTION

Security is a major concern for everyone at public places and hence there is an increase in demand of video surveillance systems. These cameras based video surveillance systems generate a huge amount of data but there are limited number of skilled persons to watch and analyze this data. One cannot solely rely upon human observer because a long time may pass before a suspicious event takes place and human attention may not have remained focus on task in such situations which can lead to an event of interest being missed. So to avoid such situations an automated system is needed that can analyze such huge amount of data and trigger alarm in abnormal events.

Abnormal event detection algorithms generally two step process viz. extraction of features and identification of pattern on extracted features. Feature extraction is a process of transforming raw data into different primitives that describes the scene characteristics in more discriminative way. Feature extraction methods are mainly classified into two classes: an object based and pixel based.
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Object based methods extract information about arrangement of pixels and trajectory based methods are one of the object based methods (Basharat et al., 2008), where abnormal events are identified by objects trajectories. Trajectories based methods extract trajectories of each object in the scene and make model based on the trajectory statistics. But these type of methods are not able to perform well in crowed scene because there are too many objects in the scene and tracking of each object is difficult due to occlusion.

Pixel based methods describes the scene by low level features. One such method is based on crowd flow which uses information about motion of crowd. In (Wang et al., 2014; Mishra et al., 2020) abnormal event detection is carried out by modelling optical flow, which tracks change in arrangement of pixel and does not require object tracking. Optical flow based algorithms are capable of easily and precisely modeling highly crowded scene. Feature extraction is followed by identification of patterns to differentiate normal and abnormal events. Pattern identification broadly classified into supervised, semi supervised and unsupervised techniques.

In this paper, a new anomaly detection framework is proposed for video surveillance systems using semi- supervised learning process. For feature extraction optical flow is used. Feature vector consists of both magnitude and direction weighted by and energy function, which robustly describe even small change in movement or in direction and the distribution of activity is modelled by combined classifier (KNN and K- Means). Due to robust features and combined classifier our method works well in challenging conditions with respect to other state of the art methods. Rest of the paper is organized as follows, related work provides an overview of related work on abnormality detection in video surveillance systems. Proposed method section gives an overview of proposed method and describe the process of extraction of useful information from the scene by using weighted oriented histogram of optical flow direction (WOHOFD) and weighted oriented histogram of optical flow magnitude (WOHOFM). This section also describes, how to train our model for detection of abnormal events in the scene. The performance results of our proposed method are described in result section. Finally paper is concluded in last conclusion section.

RELATED WORK

First thing in suspicious event detection is to extract features which can robustly describe the scene statistics e.g. low level features and high level features. After extracting features from the scene, event modelling or classification of data is done based on extracted features. In event modelling, algorithm learns the behavior or pattern of extracted features and classify whether scene contains an anomalous event or not. Event modeling is generally known as machine learning and can be classified into three major categories: supervised techniques, semi-supervised techniques and unsupervised techniques.

The anomaly detection based on supervised technique requires the labeling of samples for both normal samples and abnormal samples to train the model and give prediction on test samples. These methods are generally train model for specific abnormal state whose features are previously known or set, such as 'U’ turn detection in traffic surveillance scene (Zen & Ricci, 2011; Z et al., 2005).

Semi- supervised techniques train model only for normal samples and these techniques can be further categorized into two sub categories viz. rule based and model based. In rule-based methods, predefined rules are set in during training phase based on the characteristics of scene or extracted features, if a test sample do not follow predefined rules, would be classified/labelled as abnormal/irregular e.g., sparse coding (Cong et al., 2011), online dictionary updating (Zhao et al., 2011) and sparse combination learning (Lu et al., 2013) etc. In Sparse coding method (Cong et al., 2011), a reconstruction cost based method for abnormality detection was proposed, if a sample having larger reconstruction cost will be classified as abnormal sample. In (Boiman & Irani, 2007; Saligrama & Chen, 2012; Hamid et al., 2005; Javan & Levine, 2013) similarity based methods were proposed, where score of a test data is calculated based on how much test sample is similar to the training sample, higher similarity means low abnormality score and vice versa. While on the other hand
model based method attempts to build a model only for normal scene, probability of test samples are calculated with respect to the train model, if probability is low then test sample will be considered as anomalous samples. The commonly used models are Hidden Markov Model (HMM) (Kratz & Nishino, 2009; Zhang et al., 2005; Andrade et al., 2006; Ouivirach et al. 2006) and Markov Random Field (MRF) model (Kim & Grauman, 2009; Benezet et al., 2009), which are used in a wide variety of applications including anomaly detection. Kim et al. (Kim & Grauman, 2009) proposed a Space Time Markov Random Field (STMRF) approach illustrating distribution of regular motion behavior. (Kratz et al., 2009) proposed a distribution based HMM model using the local spatial and temporal motion behavior. Andrade et al. (Andrade et al., 2006) proposed a Multiple Observation Hidden Markov Model (MOHMM), which groups the video into different cluster using spectral clustering and trained the model for each cluster. (Mehran et al., 2009) proposed Social Force Model (SFM) for detection and localization of abnormal behavior of crowd based on interaction forces. (Adam et al., 2008) presented a method for abnormal behavior detection, which observes histogram of movement using optical flow for normal behavior at several fixed-locations, (Wu et al., 2010) modelled chaotic invariants of Lagrangian particle trajectories for normal event to characterize crowded scene. (Cui et al., 2011) proposed an interaction energy potential function which describes the action by spatial arrangement with the surroundings of normal objects changing over time and if a test sample having abrupt fluctuations in function is categories as abnormal. (Sharif et al., 2012) proposed an entropy based method, which calculate entropy of the spatiotemporal data of the interest points to measure randomness in video frame. (Kwon & Lee, 2014) proposed a method for the detection of abnormal events based on predefined energy function whose parameters reflect frequency, causality, and significance of events. (Gu et al., 2014) proposed a method for detection of abnormal events which uses particle entropy to describe the distribution of objects in crowded scenes. (Wang et al., 2019) proposed a semi supervised method based on deep network for the detection of abnormal events. Deep network is used for the extraction of features and SVDD (Support Vector Data Descriptor) is used for classification. The performance of deep network based methods is very good but these methods require high computational power.

Unsupervised techniques do not require labeling of normal or abnormal data samples in advance and abnormal event detection is carried out based on the statics that abnormalities are rare with respect to normal situation. Many of the techniques are based on clustering of data and detect abnormal events based on the calculation of distance between the test data sample and the nearest cluster center, if the distance is more the predefined threshold than test sample is labelled as abnormal.

**PROPOSED METHOD**

This section represents our crowd anomaly detection framework. Our proposed method works in two stages: feature extraction and classification. In this method two main features are extracted: optical flow magnitudes and optical flow directions. Optical flow refers to the visible motion of an object in an image, and the apparent flow of pixels with respect to its neighborhood in an image. It is the result of 3-D motion being projected on a 2-D image plane. In normal crowded scenes, people density is high, the movement of individual is constrained by other people’s movement and hence movement of individuals are generally slow. The speed and direction of individuals do not change so much within a short period. However, in abnormal situations with respect to normal situations, the speed of movement of crowd is very high and the direction also changes very rapidly due to the fear. Hence, both direction and magnitude of optical flow become significant features to describe the crowd movements. People started running or diverge from the places where they were. When we want to consider the crowd area to detect abnormal situation, the view field of cameras are kept quite large.

Flow chart of proposed algorithm based on weighted magnitude and direction histogram with combined classifier for abnormal event detection is shown in Figure 1.
Optical flow is calculated for each frame of video by Lucas-Kanade derivative of Gaussian method proposed by Bruce D. Lucas and Takeo Kanade (Lucas & Kanade, 1981). It assumes that the displacement of patches or objects between consecutive frames is constant or small in a local neighborhood of a point under consideration. Lukas Kanade method divides the image into small sectors and assumes constant velocity in each sector and uses least squares criterion to solve the basic optical flow equations for all the pixels. It computes an estimate of the horizontal and vertical velocity component \([U V]^T\) that minimizes the Eq.(1).

$$\sum_{k \in \Omega} W_k^2 \left[ E_x u + E_y v + E_t \right]^2 \ldots \tag{1}$$

Where \(W\) is a window function that emphasizes the constraints at the center of each section and \(E_x\), \(E_y\) and \(E_t\) are derivatives of image brightness in spatial and temporal dimensions and \(u\) is horizontal optical flow and \(v\) is vertical optical flow. Solution to the minimization problem is given in Eq.(2)
Magnitude and direction of optical flow for each pixel is calculated according to Eq.(3) and Eq.(4) respectively.
Where $M(x,y,t)$, $D(x,y,t)$ are optical flow magnitude and direction value at each spatial location $u_{x,y,t}$ and $v_{x,y,t}$ are horizontal and vertical component of optical flow vector respectively.

Initially, each frame of video is divided into $b$ blocks with 50% block overlapping and further each block is divided into $c$ cells e.g. an image is divided into 4 blocks/frame and each block is further divided into smaller parts or cells of some group of pixels. Then, for each cell, it builds separate magnitude and direction representation. Total feature vector length will be equal to $2^b*b*c*9$ (9 no of bins for each cell).

Figure 2 shows a representation how feature vector is extracted for an image, each small block has one arrow in some direction, arrow represents the optical flow value for particular pixel, arrow length shows the magnitude of optical flow value, more the length more optical flow value (more displacement in arrangement of pixels). Arrow direction shows the direction of displacement of pixel arrangement. WOHOFD and WOHOFM are extracted for each block as described below and histograms of all blocks are concatenated for final feature vector.

Weighted Oriented Histogram of Optical Flow Direction (WOHOFD)

The extraction of WOHOFD provides a histogram $H_{D_{b,t}} = [h_1, h_2, ..., h_c]$ at each time instant $t$, for $b^{th}$ block in the frame(where $c$ is $c^{th}$ cell of $b^{th}$ block), in which each flow vector is binned according to its primary optical flow direction from the horizontal axis and weighted according to its optical flow magnitude. For each cell in frame, Direction angle $D_{c}$ is binned into 9 bins and weighted (Qian et al., 2011; Kaltsa et al., 2015) according to magnitude $M_{Weight}$ given by Eq.(5)

$$M_{Weight_{x,y,c}} = \left( \frac{M_{x,y,c}}{\pi} \right)^2 + \left( \frac{\text{"max}M_{x,y,c}}{\pi} \right)^2$$  \hspace{1cm} (4)$$

Where

$$\text{"max}M_{x,y,c} = M_{x,y,c} - \max(M_{x,y,c})$$

And

$$M_{x,y,c} = M_{x,y,c} - \overline{M_{x,y,c}}$$

where $\overline{M_{x,y,c}}$ is average value of optical flow magnitude at all pixel positions within a cell. Then for each block, weighted oriented histogram of optical flow direction is obtained by concatenating histogram of cells.

Finally, a feature vector WOHOFD of frame is obtained by concatenating histogram of blocks $H_{D} = [H_{D_1}, H_{D_2}, ..., H_{D_b}]$. Feature vector describes the global movements into successive frames.
Weighted Oriented Histogram of Optical Flow Magnitude (WOHOFM)

The WOHOFM provides a histogram $HM_b(t) = [h_1, h_2, ..., h_c]$ at each time instant $t$, for each block $b$ in the frame, in which each flow vector is binned according to its optical flow magnitude and weighted according to its optical flow direction angle. For each cell $c$ in frame, Magnitude $M_c$ is binned into 9 bins and weighted according to magnitude $D_{Weight}$ given by Eq.(6)

$$D_{Weight_{x,y,c}} = \left( \frac{\max D_{x,y,c}}{\pi} \cdot 10^2 \right) + \left( \frac{\max D_{x,y,c}}{\pi} \cdot 10^2 \right)$$

(6)

Where

$$\max D_{x,y,c} = D_{x,y,c} - \max D_{x,y,c}$$

And

$$D_{x,y,c} = D_{x,y,c} - \overline{D_{x,y,c}}$$

where $\overline{D_{x,y,c}}$ is average value of optical flow direction orientation at all pixel positions within a cell.

Then for each block weighted oriented histogram of optical flow magnitude is obtained by concatenating histogram of cells. Finally, a WOHOFM of frame is obtained by concatenating histogram of blocks $HM = [HM_1, HM_2, ..., HM_b]$. Final feature vector for each frame is obtained by concatenating both histograms $[HD HM]$ that describes the global movements into successive frames.

Classification

After feature extraction, pattern learning is required to analyze the extracted features and find pattern to classify between anomalous event and normal event or expected behavior. Real world crowd behaviors have much more complex distribution, that may not be modeled by single classifier (Gaussian model, SVM (Support vector Machine), and SVDD (Support Vector Data Descriptor) etc.), but combining multiple classifiers can work better for complex scene or data. Because each classifier focus on a selected features or distribution of data and by combining two or more classifiers will combine the strong points of each classifier (Tax & Duin, 2001). Based on this fact, our proposed work combines two one class classifiers: KNN (K-Nearest neighbor) and K-Means. Our training model is trained only on normal instances or normal behavior data. To make the outputs of the different classifiers comparable, confidence or posterior probabilities are estimated. Posterior probabilities ($P_m(t)$) for each test object $t$ for each of the $N$ classes on which the classifiers are trained and limited in the vicinity of 0 and 1. The posterior probabilities are normalized such that:

$$\sum_{m}^{N} P_m(t) = 1$$

(7)

In K-means, data points are described by k clusters and arranged in such way that the mean distance to a cluster is minimized. The objective function can be given as:
\[ O(s) = \min_i (s - c_i)^2 \ldots \] (8)

where \( s \) is data points and \( c_i \) is \( i^{th} \) cluster center. While in KNN test objects are given to the class of the closest mean. Posterior probabilities are calculated by a sigmoid function. This is optimized over the training set using the maximum likelihood rule. KNN is an instance based learning classifier, it is used as base classifier and that performs classification based on the closest data point in feature space.

As the posterior probabilities \( P_{m\left( t \right)}(t) \), \( m = 1: N \), \( n = 1: K \), for \( N \) classes and \( K \) classifiers are calculated, probabilities are combined to a new set of confidence \( Q_m(t) \) for \( m \) class, which are used for final classification. The new probabilities \( Q_m(t) \) for \( m \) class can be given as:

\[ c_m(t) = \text{mean}(P_{m\left( t \right)}(t)) \ldots \] (9)

\[ Q_m(t) = \frac{C_m(t)}{\sum_{m'}Q_{m'}(t)} \ldots \] (10)

Final decision is made by:

\[ D(t) = \arg\max_m Q_m(t) \ldots \] (11)

RESULTS AND DISCUSSIONS

In this section, results of experiments based on the proposed method are presented. To analyze the performance of proposed method UMN dataset, PETS2009 dataset and Avenue Benchmark Dataset (Lu et al., 2013) are used. All simulation is performed in MATLAB and Intel XEON processor with 8GB RAM. The receiver operating characteristic plot (ROC) and Area Under the Curve (AUC) are used as a perform evaluation parameters. ROC curve is plotted between the true positive rate (Sensitivity- the probability of target is 1 same as it’s true value which is also 1) on y axis and the false positive rate (100%-Specificity, the probability of target is 1 however its true value is 0) on x axis, for different cut off values. Each point on the ROC plot shows a sensitivity/specificity pair corresponding to a fixed threshold. A test with ideal segregation (no overlapping between two distributions) has a ROC curve that passes 100% sensitivity and 100 specificity. AUC value generally tells the quality of a classifier. AUC value equal to 0.5 suggest that classifier is randomly predicting the output, while the perfect classifier will have the AUC value 1. For real world application most of the classifier have an AUC value for 0.5 to 1. Our proposed method is also compared with the recent finding reported in the literature (Wang & Snoussi, 2014; Kaltsa et al., 2015; Shi et al., 2010)

UMN Dataset

UMN dataset have three different scenes of crowd escape behavior. This dataset is recorded by still camera, which is mounted at some elevation. One scene is of lawn, another is of indoor, and last one is plaza scene. First scene is picturized outdoor in a lawn; it contains total 1452 frames. Out of total frames, 1156 frames show normal behavior while 296 frames show crowd escape behavior. Indoor
scene contains total 4144 frames, 2986 frames showing normal situation while 1158 frames shows panic situation, Plaza scene contains 1836 normal situation frames, while 306 frames shows abnormal situation. In all three scenes, initially all persons are roaming all over the area at normal speed but after some time they started running due to some abnormal situation. Some frames of UMN dataset are shown in Figure 3, where 1st and 3rd column of figures showing normal activity while 2nd and 4th column of figures showing abnormal activity.

![Figure 3. UMN dataset: Lawn, indoor and plaza scene (first and third column shows normal activity; Second and Forth column Abnormal activity)](image)

Our model is trained only on normal activity frames and tested on rest of the frames. AUC value for all the three scenes of UMN dataset is compared with HOFO (Wang & Snoussi, 2014), HOS (Kaltsa et al., 2015) STCOG (Shi et al., 2010) and given in table 1. ROC curve and higher value of AUC suggest that our proposed method outperforms over other state of the art methods. ROC curves for all three scene are shown in Figures 4, 5, 6.

**PETS2009 Dataset**

The PETS2009 datasets contain three different sequences encompassing crowd situations with increasing complexity of scene. Dataset S1 is mainly for person count and density estimation. Dataset S2 involves people tracking. Dataset S3 addresses crowd flow analysis and abnormal event detection. The original resolution of the PETS2009 dataset is 728 x 576. For obtaining feature each frame is divided into smaller size blocks with 50% overlapping and each block is further divided in smaller size cells. The experiments are performed on view 1 for time sequence 14-17, 14-16, 14-06 and 14-55. Some frames of dataset are shown in Figure 7.

![Figure 7. PETS2009 dataset](image)

The detection results on PETS2009 (time sequence 14-16) are shown in Figure 8. Where persons are running or walking from left to right or right to left direction. A normal situation corresponds to individuals walking at normal speed. While aberrant situation corresponds to the persons started running.
Figure 4. ROC curve for UMN Lawn

Figure 5. ROC curve for UMN indoor scene
Classifier is trained only for normal situation where individuals are walking, training frames are chosen from time sequence 14-16 and 14-06. By our proposed method 94.34% detection accuracy is achieved. ROC curve for detection result on Time 14-16 is shown in Figure 9, AUC value for roc curve of time 14-16 is 0.9788.

The detection result on PETS2009 (time sequence 14-17) are shown in Figure 10, where walking is taken as normal situation and running is taken as abnormal situation.

Detection accuracy for time 14-17 is 91.78% and AUC value is 0.9543. ROC curve is shown in Figure 11.

Detection results for sequence (Time 14-06 and Time 14-55) are shown in Figure 12, where walking on the pedestrian way is taken as normal situation while walking on the grass or other than the pedestrian way is taken as abnormal situation.

Training frames are chosen from sequence (Time 14-06) and tested on sequence (Time 14-55). our method achieves 91.99% accuracy and AUC value is 0.9721, roc curve is shown in Figure 13.
Figure 7. PETS2009 dataset: (left column: normal scene right column: abnormal scene)

Figure 8. Detection results on PETS2009 (Time 14-16)
Figure 9. ROC curve for PETS2009 (Time 14-16)

Figure 10. Detection results on PETS2009 (Time 14-17)
Figure 11. ROC curve for PETS2009 (Time 14-17)

Figure 12. Detection results on PETS2009 (Time 14-55)
Avenue Dataset
The Avenue dataset contains 16 training videos and 21 videos for testing. The videos include a total of 15183 frames for training and 15324 frames for testing. The resolution of video is 640*360. The training videos capture normal situations. Testing videos include both normal and abnormal events. This dataset contains abnormalities like persons running to and fro, persons are going towards such area form wrong direction, where only one way movement is allowed and persons are jumping. Three abnormal detected samples are shown in Figure 14.

This dataset also contains the challenges like minor camera shake (testing video 2, frame 1051 - 1100) presents, a few outliers are included in training data and some normal patterns seldom appear in training data. ROC Curve of detection result on Avenue dataset are shown in Figure 15 and comparison result of our method with (Lu et al., 2013) in table 2.

CONCLUSION
In this paper, a new and effective algorithm for suspicious event detection based on direction and magnitude is proposed. Crowd movement information is represented by movement direction and speed and model is trained on combined classifier (Simple but effective), which utilizes strong points of both classifier and perform very great in anomaly detection. ROC curve and high value of AUC of our model on different datasets show good performance of proposed algorithm over state-of-the-art methods. High detection rate on UMN, PETS2009 datasets and Avenue dataset demonstrate that our proposed algorithm can be used in challenging conditions specially in little bit noisy conditions. It’s effectiveness in challenging crowded scenes, make our method very suitable for a wide variety of video surveillance applications. Our proposed method achieve good accuracy over different crowd datasets, however our algorithm is not suitable for real time application because optical flow calculation of each frame consumes a lot of time of this algorithm. So some different approach to obtain motion information can be used in future to make this algorithm work in real time. So in future, some other addition information can also be utilize e.g. deep learning, shape information etc., to make this algorithm work more efficiently and effectively in more challenging conditions.
Figure 14. Abnormality Detection (Wrong Direction, Running, Jumping) on Avenue Dataset

Figure 15. ROC curve for Avenue Dataset

Table 2. Comparison results of our method with state of art methods (AUC performance of anomaly detection on the Avenue dataset)

| S.No | Method | AUC   |
|------|--------|-------|
| 1    | (Lu et al. 2013) given in (Del Giorno et al. 2016) | 0.809 |
| 2    | Proposed Method | 0.871 |
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