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Abstract

With the emergence of quantum computers, a new field of algorithmic music composition has been initiated. The vast majority of previous work focuses on music generation using gate-based quantum computers. An alternative model of computation is adiabatic quantum computing (AQC), and a heuristic algorithm known as quantum annealing running in the framework of AQC is a promising method for solving optimization problems. In this chapter, we lay the groundwork of music composition using quantum annealing. We approach the process of music composition as an optimization problem. We describe the fundamental methodologies needed for generating different aspects of music including melody, rhythm, and harmony. The discussed techniques are illustrated through examples to ease the understanding. The music pieces generated using D-Wave quantum annealers are among the first examples of their kind and presented within the scope of the chapter. The text is an unedited pre-publication version of a chapter which will appear in the book "Quantum Computer Music", Miranda, E. R. (Editor).

1 Introduction

Music composition can be thought of, in a very simplistic manner, as a creative process where one puts sounds and silences together that results in a sequence that is aesthetic or pleasant to the ear. Over the years, it has been discovered that music pieces that are soothing and pleasing follow some rules and possess common patterns. Those rules have evolved and solidified up to some extent over the centuries. Yet, there is still certain flexibility keeping open room for creativity.

Being able to identify some rules and common patterns to guide the music composition process is one of the keystones of the field of algorithmic music composition. The seeds of computer-generated music were sown at the end of the nineteenth century by Ada Lovelace, the first computer programmer, who put forward the idea that Babbage’s prototype computer, the analytical engine, “might compose elaborate and scientific pieces of music of any degree of complexity or extent” [1]. Yet, this dream was not realized until the 1950s, when the first computer-generated music piece, the Iliac Suite, was composed [2]. Following the advancements in computer science, various methodologies have been explored for generating music, including stochastic approaches, rule-based systems, evolutionary algorithms, and machine learning [3]. The emergence of quantum computers heralds a new addition to this sequel.
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With quantum computers being an alternative tool for generating music, we are witnessing the growth of a new field referred to as quantum computer music \[4\]. Although the term comprises using quantum computers to generate, perform, and listen to music, we will focus on music generation harnessing the quantum computing paradigm in the scope of this chapter.

Gate-based computing and adiabatic quantum computing are the two popular computational models in quantum computing. In the gate-based model, states of the qubits are manipulated through unitary operations, the so-called quantum gates. Most of the work undertaken so far is based on gate-based quantum computing. In \[5\], a simple algorithm named GATEMEL is developed to generate music using IBM quantum computers. A classical-quantum algorithm is introduced in \[6\], which uses Grover’s search and follows a rules-based approach for composing music. The recent work by Miranda and Basak uses quantum walks \[7\] and another novel approach, quantum natural language processing, is used in \[8\].

Adiabatic quantum computing (AQC) is an alternative to the gate-based model of computation. In AQC, the computation is driven by applying an external magnetic field. We will be particularly interested in Quantum Annealing \[9,10\], a heuristic algorithm based on the AQC model for solving optimization problems. Using quantum annealing for creating music requires the formulation of the music creation process as an optimization problem. It has been previously used to generate harmony by Kirke and Miranda \[11\].

In this chapter, we develop new methodologies for generating music using quantum annealing. We present the main building blocks for formulating rules-based music generation as an optimization task. We consider the problem from various aspects, including the composition of melody, rhythm, and harmony. Using D-Wave quantum annealers, we generate music pieces that are displayed in the course of the text. The presented material contributes to the field as the first text focusing on the role of Quantum Annealing for music composition in an extensive manner.

The rest of the chapter is structured as follows. We begin with a background on optimization problems, Quadratic Unconstrained Binary Optimization and Integer Linear Programming formulations, Quantum Annealing, and Markov Random Fields in Sec. 2. In Sec. 3, we present a review of the classical approaches for music composition in the framework of optimization. We describe the fundamental techniques and formulations for music composition in Sec. 4. Finally, we conclude with a discussion and suggestions on future work in Sec. 5.

2 Background

In this section, we present the necessary background on optimization and quantum annealing. Before we move on to the discussion, let us get familiar with some notations that will be useful in the rest of the chapter.

By \(\mathbb{Z}\) and \(\mathbb{R}\), we denote the set of integers and real numbers respectively. Given that \(x\) is a column vector defined over \(\mathbb{Z}\) or \(\mathbb{R}\), \(x_i\) denotes the \(i^{th}\) element of \(x\) and \(x^\top\) denotes the transpose of \(x\). When \(A\) is a matrix, \(A_{ij}\) denotes the element in the \(i^{th}\) row and \(j^{th}\) column of \(A\). By \([n]\), we denote the set of integers \(\{1, 2, \ldots, n\}\).

2.1 Combinatorial Optimization

Combinatorial optimization aims to minimize or maximize an objective function that is defined over a discrete set. They appear in almost every field of science and engineering, including logistics, supply chain management, transportation, and finance. Many of the well-known problems like the Knapsack Problem, Travelling Salesperson Problem, and Graph Coloring are optimization problems, and they
have applications in scheduling, resource allocation, assignment, and planning. All of the mentioned problems are NP-Hard and become easily intractable. A vast number of optimization techniques were performed on classical computers to solve optimization problems, including both exact and heuristic methods. Quantum computing is offering novel approaches for solving optimization problems, as we will discuss in the following subsections.

2.1.1 Integer Linear Programming

Most of the time when we optimize a function, the optimization is subject to some constraints. Integer Linear Programming (ILP) is a mathematical model for problems defined over integer variables with a linear objective function and a set of linear constraints. Formally, a linear program is defined as

\[
\begin{align*}
\text{minimize} & \quad \sum_j c_j y_j \\
\text{subject to} & \quad \sum_j A_{ij} y_j \leq b_i, \quad i = 1, \ldots, m \\
& \quad y_j \geq 0, y_j \in \mathbb{Z}
\end{align*}
\]

where \(A_{ij} \in \mathbb{R}, b_i \in \mathbb{R}, c_j \in \mathbb{R}\). ILP problem is known to be NP-Hard. In case the objective function is a quadratic polynomial, then the model is named as Integer Quadratic Programming (IQP). There are exact algorithms, including cutting plane and branch-and-bound methods, and heuristic algorithms like Simulated Annealing and Ant Colony Optimization for solving ILPs.

2.1.2 Quadratic Unconstrained Binary Optimization

Quadratic Unconstrained Binary Optimization (QUBO) problems involve an objective function defined over binary variables consisting of linear and quadratic terms. As opposed to ILP, there are no constraints. QUBO formulation has become extremely popular with the advent of quantum annealing, as will be explained in the upcoming subsections. An extensive list of problems and their QUBO formulations are presented in [12].

Formally QUBO formulation is defined as

\[
f(x) = \sum_{i \leq j} x_i Q_{ij} x_j,
\]

where \(x_i \in \{0, 1\}\) and \(Q\) is a real square upper triangular matrix. The above sum can be equivalently expressed as \(x^\top Q x\) where \(x\) is the vector of binary variables. The goal is to find the binary vector \(x\) that minimizes \(f(x)\).

Let us look at an example involving two variables. Suppose that we aim to minimize the given objective function

\[
f(x_1, x_2) = 5x_1 + 9x_2 - 6x_1x_2.
\]

A visual representation of \(f(x_1, x_2)\) is given in Fig. 1.

Figure 1: A visualization for the function \(f(x_1, x_2)\), where the circles represent the variables, the numbers below the circles are the coefficients of the linear terms, and the label of the edge between is the quadratic coefficient.
Let us identify matrix $Q$ for the given $f(x_1, x_2)$. Here, $5x_1$ and $6x_2$ are the linear terms. Note that $5x_1 = 5x_1^2$ and $9x_2 = 9x_2^2$ since $x_1$ and $x_2$ are binary variables. We will place 5 and 6 to the diagonals of the $Q$ matrix and the 1’st row and 2’nd column of the matrix is $-6$ due to the term $-6x_1x_2$ as shown below:

$$
\begin{pmatrix}
  x_1 & x_2 \\
  5 & -6 & x_1 \\
  0 & 9 & x_2
\end{pmatrix}.
$$

Observe that $x^\top Q x$ yields us $f(x_1, x_2)$:

$$
\begin{bmatrix}
  x_1 \\
  x_2
\end{bmatrix}
\begin{bmatrix}
  5 & -6 \\
  0 & 9
\end{bmatrix}
\begin{bmatrix}
  x_1 \\
  x_2
\end{bmatrix}
= \begin{bmatrix}
  x_1 \\
  x_2
\end{bmatrix}
\begin{bmatrix}
  5x_1 - 6x_2 \\
  9x_2
\end{bmatrix}
= 5x_1^2 - 6x_1x_2 + 9x_2^2.
$$

Let us find out the values for $x_1$ and $x_2$ that minimizes $f(x_1, x_2)$ analytically. There are four possible cases:

- $x_1 = 0$ and $x_2 = 0$;
  $$f(0, 0) = 5 \cdot 0 + 9 \cdot 0 - 6 \cdot 0 \cdot 0 = 0$$

- $x_1 = 0$ and $x_2 = 1$;
  $$f(0, 1) = 5 \cdot 0 + 9 \cdot 1 - 6 \cdot 0 \cdot 1 = 9$$

- $x_1 = 1$ and $x_2 = 0$;
  $$f(1, 0) = 5 \cdot 1 + 9 \cdot 0 - 6 \cdot 1 \cdot 0 = 5$$

- $x_1 = 1$ and $x_2 = 1$;
  $$f(1, 1) = 5 \cdot 1 + 9 \cdot 1 - 6 \cdot 1 \cdot 1 = 8$$

The case $x_1 = 0$ and $x_2 = 0$ minimizes the objective function and yields the lowest possible value.

### 2.1.3 Converting ILP to QUBO

Any ILP or IQP can be converted into QUBO. This conversion is helpful as ILP formulations for many problems are already known, and it is often easier to express optimization problems through constraints. Now, let us explain how ILP and IQP can be processed as a QUBO. The necessary steps are described on the diagram in Fig. 2.
As we will see, there are three steps of this process. Let us discuss each step briefly.

1. **Inequality to Equality**: The first step of the conversion is turning inequality constraints into equality constraints by adding so-called *slack* variables. Slack variables compensate the difference between the left-hand side and the right-hand side of the inequality if the inequality is satisfied. Suppose that we have the linear inequality constraint:

\[
\sum_{i=1}^{k} a_i y_i \leq b.
\]  

Then by adding slack variable $\xi$, we obtain $\sum_{i=1}^{k} a_i y_i + \xi = b$. Note that when $\sum_{i=1}^{k} a_i y_i = b$, then $\xi$ is 0, which is the lower bound for $\xi$. The upper bound should be large enough so that the equality is satisfied when $\sum_{i=1}^{k} a_i y_i$ has the lowest possible. Further details can be found in [13].

2. **Integer to Binary**: This step involves expressing each bounded integer variable using a set of binary variables [14]. Suppose $y$ is an integer variable with the lower bound $\underline{y}$ and upper bound $\overline{y}$. Note that $y$ is equivalent to the following term:

\[
y + \sum_{i=0}^{k-2} 2^i x_i + (\overline{y} - \sum_{i=0}^{k-2} 2^i) x_{k-1},
\]

where $k = \lceil \log_2(\overline{y} - \underline{y} + 1) \rceil$, and $x_i$ are the newly introduced binary variables. Hence, we transform our problem into an equivalent one expressed using binary variables.

3. **Removing Constraints** Converting constrained programs into unconstrained ones dates to 1970’s [15]. To create a constraint-free formulation, the penalty method is used. The idea is to introduce penalties to the objective function when the constraints are violated. In Table 1 a list of linear inequality/equality constraints and how they are incorporated into the objective function is given in Table 1.

For instance, let us say the objective function is $f(x_1, x_2) = (x_1 + x_2)^2$ and we have the constraint $x_1 + x_2 \leq 1$ where $x_1$ and $x_2$ are binary variables. The equivalent QUBO formulation is given by
Table 1: Some linear constraints and equivalent penalties [16].

| Constraint | Equivalent Penalty |
|------------|--------------------|
| $x_1 + x_2 \leq 1$ | $x_1 x_2$ |
| $x_1 + x_2 \geq 1$ | $1 - x_1 - x_2 + x_1 x_2$ |
| $x_1 + x_2 = 1$ | $1 - x_1 - x_2 + 2x_1 x_2$ |
| $x_1 \leq x_2$ | $x_1 - x_1 x_2$ |
| $x_1 + x_2 + x_3 \leq 1$ | $x_1 x_2 + x_2 x_3 + x_3 x_1$ |
| $x_1 = x_2$ | $x_1 + x_2 - 2x_1 x_2$ |

$f(x) + Px_1 x_2$ where $P$ is the non-negative, real, sufficiently large penalty value. Note that the constraint enforces that both $x_1$ and $x_2$ are not equal to 1 at the same time. Whenever this is the case, a penalty of $P$ is added to the objective in the QUBO formulation, due to term $P x_1 x_2$.

Now let us see how to deal with general linear constraints of the general form. As we have seen already a method to convert inequalities into equalities, it is enough to consider linear equality constraints only. Suppose we have the following minimization problem:

$$\begin{align*}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad g_i(x) = c_i, i \in [m] \\
& \quad x_i \in \mathbb{Z}
\end{align*}$$

where $f(x)$ is a linear or quadratic objective function, $g_i(x) = c_i, i \in [m]$ is a set of linear equality constraints. The equivalent unconstrained formulation is given as

$$\text{minimize} \quad f(x) + \sum_{i \in [m]} P_i (g_i(x) - c_i)^2$$

(9)

where $P_i$’s are the associated penalty parameters. The larger the penalty values is, the larger the increase in the energy will be in the case each constraint is violated. If $P_i$ is not large enough, then it is likely that the corresponding constraint is violated in favor of the objective function.

### 2.1.4 Quadratization

Sometimes, one needs to deal with formulations consisting of not only quadratic but also higher-order terms. Such unconstrained formulations defined over binary variables are called Higher-Order Binary Optimization (HOBO) problems. By introducing auxiliary variables $y_1, y_2, \ldots, y_m$, it is possible to reduce the problem of minimizing HOBO into the problem of minimizing QUBO. There are several proposed methods for quadratization. We will explain the one by Rosenberg et al. [17].

1. Find two variables $x_i$ and $x_j$, such that $x_i x_j$ appears in a term with the degree at least 3.
2. Replace all terms that contain $x_i x_j$, with $y_{ij}$ which belongs to $\{0, 1\}$.
3. Add the penalty term $P (x_i x_j - 2x_i y_{ij} - 2x_j y_{ij} + 3y_{ij})$, where $P$ is the penalty constant.

### 2.2 Quantum Annealing

Let us now explain the theoretical background behind Quantum Annealing, and also give insights on solving optimization problems using the publicly available quantum annealers.
2.2.1 Motivation

Many interesting questions can be boiled down into optimization problems. Let us consider the Travelling Salesperson Problem, where the aim is to find the route with minimum distance (cost) that passes through each city exactly once and returns to the first city, given a set of cities and the distance between them. Imagine that the salesperson has to visit 50 different cities and return to the starting point. There are 50! different routes that can be taken by the salesperson, and finding the route with the smallest cost by calculating all the possibilities is a costly method in terms of time and energy; and for many complex problems, it is almost impossible.\(^1\)

If we consider the 50! possible routes as our search space and call the cost associated with each route the energy, the problem can be framed as an energy minimization problem. Hence, finding the answer is equivalent to looking around the hills and valleys in an energy landscape for the lowest point.

Quantum Annealing (QA) is a promising heuristic algorithm for solving optimization problems by taking advantage of properties peculiar to quantum physics like quantum tunneling, entanglement, and superposition [18, 19]. This approach for finding the minimum of an objective function is based on the principles of Adiabatic Quantum Computing (AQC). AQC is an alternative to the gate-based computation, and the two computational models are equivalent in terms of power [9, 10]. Unlike the gate-based model in which the evolution of the system is discretized by the application of gates, AQC is a continuous-time process, and it has an analog nature. The computation is driven by the application of a time-dependent external magnetic field. In QA, the evolution takes a restricted form of AQC, and some conditions of AQC, such as the computation taking place in a totally closed system, are relaxed.

Quantum Annealing is the quantum counterpart of Simulated Annealing (SA) [20], a probabilistic technique for optimization. In SA, the exploration of the search space is governed by a temperature parameter that is slowly decreased throughout the process. In the lower temperatures, transitions between states occur less frequently. The term “annealing” originates from a metallurgy technique, where a material is heated and then cooled in a controlled manner to alter its physical properties, analogous to the temperature parameter in SA. SA harnesses thermal fluctuations to climb over the valleys and escape from local minima. In quantum annealing, this process of moving towards the low energy states is achieved by quantum tunneling. In Fig. 3 how the both algorithms move through the energy landscape is depicted.

Quantum annealing is experimentally realizable on commercially available D-Wave quantum processing units (QPUs) [21] and sparked the interest to solve combinatorial optimization problems, with applications ranging from transportation problems [22, 23], finance [21], chemistry [25], to scheduling problems [26].

2.2.2 Encoding the Problem: The Ising Model and QUBO

In order to describe how quantum annealers can be used for solving problems, it is necessary to know how to formulate and encode them in such a way that can be processed by quantum machines. For this, one needs to know how to map the elements in our search space to certain states, and to energies.

In quantum mechanics, the energy configuration of the system is driven by the Hamiltonian: an operator that describes the forces to be applied to a single qubit and qubit pairs to move the state of the system into some desired state. The system is initialized with the ground state of a Hamiltonian \(H_0\) whose ground state is easy to prepare. The problem Hamiltonian \(H_P\) is introduced gradually to the system, whose ground state encodes the solution to the problem of interest. And then, if \(H_0\) and \(H_P\) do not commute and the evolution is slow enough, according to the Quantum Adiabatic Theorem [27], during an annealing time \(T\), the system will remain, ideally, in the minimum energy state throughout.

\(^1\)Although there are more clever methods than trying all the routes one by one, the best known exact algorithm has still exponential time complexity.
the process. In other words, the evolution of the system is described by

\[ H(t) = \left(1 - \frac{t}{T}\right)H_0 + \frac{t}{T}H_P, \quad (10) \]

so that initialized with the ground state of \( H_0 \) at time \( t = 0 \), we obtain the solution to our problem measuring the quantum state at a time \( t = T \). Therefore, to solve the problem of interest, we need to design \( H_P \), the problem Hamiltonian. Then, we use the properties of nature as described by Quantum Adiabatic Theorem, to solve the problem.

Consider particles arranged on the nodes of a graph, where each particle can interact with its neighbors. The particles can be either in state \(-1\) or \(+1\), called the spin. An assignment of \(-1\)s and \(1\)s to the spins is known as the spin configuration. A mathematical model called the Ising Model is used for describing the properties of such physical systems that evolve in time. The interaction force or the coupling strength between the particles is denoted by \( J_{ij} \), and an external force \( h_i \) called the qubit bias is applied on each particle. The energy of a configuration is given by

\[ H(s) = \sum_i h_i s_i + \sum_{i<j} J_{ij} s_i s_j, \quad (11) \]

where \( s_i \in \{-1, +1\} \).

D-Wave quantum annealers also fit this setting. The problem Hamiltonian \( H_P \) is encoded through an Ising Model, simply by substituting \( s_i \) by the Pauli-\( z \) operator \( \sigma_z^i \) acting on \( i \)th qubit:

\[ H_P = \sum_i h_i \sigma_z^i + \sum_{i<j} J_{ij} \sigma_z^i \sigma_z^j. \quad (12) \]

The Hamiltonian \( H_0 \) for initializing the system is the transverse field Hamiltonian

\[ H_0 = -h_0 \sum_{i=1}^N \sigma_x^i, \quad (13) \]

where \( \sigma_x^i \) is the Pauli-\( x \) operator acting on the \( i \)th qubit so that the ground state of \( H_0 \) is the equal superposition of all basis states. One should note that the problem of finding the spin configuration
which minimizes $H(s)$ is NP-Hard in general [28]. For further information regarding quantum annealing, we refer the readers to [29].

The significance of the ability of the QUBO model to encompass many problems in combinatorial optimization is enhanced by the fact that the QUBO model can be shown to be equivalent to the Ising model. The transformation between QUBO and Ising model can be performed easily using the mapping $x_i \leftrightarrow \frac{1 - s_i}{2}$. Hence any problem for which QUBO formulation is known, or can be expressed using QUBO formulation, can be attempted in principle to be solved using quantum annealing. We would like to remark that it is often more desirable to work with QUBO formulation than Ising Model.

2.2.3 Running Problems on D-Wave

The D-Wave quantum processing unit (QPU) is a lattice of interconnected qubits. While some qubits connect to others via couplers, the D-Wave QPU is not fully connected. Therefore, the variables cannot be mapped directly to the physical qubits on the machine. Hence, each variable is represented by a set of qubits called the chain, and the qubits in a chain are coupled strongly enough based on a parameter called chain strength so that they end up in the same state. The existence of longer chains increases the error in the results. This process of mapping the variables to the physical qubits is known as the minor-embedding problem and can be handled by D-Wave. Nevertheless, an increased chain length reduces the quality of the solutions obtained.

When submitting problems to D-Wave, certain parameters need to be tuned besides the chain strength. This includes the number of reads and the annealing time. The number of reads is the total number of samples returned by D-Wave. Ideally, the sample with the lowest energy corresponds to the spin/qubit configuration of the ground state. However, due to the limitations of the device and the external noise, the ground state is not always achieved.

Annealing time depends both on the problem and the problem instance that is in consideration. There is a huge effort to detect whether quantum annealing provides any speedup against classical methods [30, 31, 32, 33], and there are both supporting and opposing claims in this regard. Anyhow, it is still a field that is expanding and promising with the emergence of quantum-classical hybrid methods [34].

2.3 Markov Random Fields

Now, we will explore another tool that can be used to model our problems when using quantum annealing.

2.3.1 Markov Chains

Suppose that we want to predict the weather of the following day. Is it more likely that tomorrow will be cold? Or perhaps, will it be rainy? To solve the problem, we could make the following analysis: let us say that the probability of a cold day in our city is 1/4; if today it is cold, the likelihood of tomorrow being cold would be the joint probability of these events, that is, $P(\text{today is cold and tomorrow is cold}) = \frac{1}{4} \cdot \frac{1}{4} = \frac{1}{16}$. This probability seems too low, and usually, cold days follow one another in a row. If today is the first cold day in a while, a probability of 1/16 for tomorrow being also a cold day does not reflect our experience entirely.

Markov’s revolutionary idea was to approach this problem in a different way; instead of viewing each probability as independent from one day to another, he decided to consider the present state as a necessary piece of information, the only one actually, for calculating the weather of the next day. In our analogy, this is like saying that the probability of being cold tomorrow depends only on the state
of the weather of today. If today it is cold, the probability of tomorrow being cold should be higher than it would be if today is too hot instead. With this approach, a sequence of weather states can give rise to a chain of events that satisfies what it is called the Markovian property.

Consider a discrete-time stochastic process, this is, a sequence of random variables \( \{X_n\} \), with state space \( E \). Here, we will consider a countable state space. If for all integers \( n \geq 0 \) all the states \( i_0, i_1, \ldots, i_{n-1}, i, j \) satisfy

\[
P(X_{n+1} = j | X_n = i, X_{n-1} = i_{n-1}, \ldots, X_0 = i_0) = P(X_{n+1} = j | X_n = i)
\]

we say that the process is a Markov Chain.

In our example, the state space has three states, namely \( \{\text{hot, cold, rainy}\} \). As for the conditional probabilities \( P_{i,j} \equiv P(X_{n+1} = j | X_n = i) \) (the probability of \( j \) happening tomorrow given that \( i \) occurs today), it is customary to arrange them in a matrix called the transition matrix as depicted in Table 2. For instance, \( P_{\text{hot,cold}} = 1/4 \) represents the probability of a cold day happening tomorrow, given that a hot day occurs today.

|       | hot   | cold  | rainy |
|-------|-------|-------|-------|
| hot   | 1/2   | 1/4   | 1/4   |
| cold  | 1/6   | 1/2   | 1/3   |
| rainy | 1/8   | 3/8   | 1/2   |

Table 2: Transition probabilities for the Markov Chain with the state space \( \{\text{hot, cold, rainy}\} \).

A transition matrix \( P \) can also be visualized as a graph \( G \) whose vertices represent the states of \( E \). This graph has an oriented edge from \( i \) to \( j \) that will appear labeled with the probability \( P_{i,j} \). The graph representation for our example is given in Fig. 4.

Figure 4: The graph representation for the Markov Chain with state space hot day, cold day, rainy day. Each transition is labeled with the appropriate probability.

### 2.3.2 Markov Random Fields

Let us generalize the concept of a Markov Chain and introduce the Markov Random Field. A Markov Random Field (MRF) or Markov Network is a set of random variables that form an undirected graph which obeys the Markovian property [35, 36]. Random variables are represented by the nodes of the network (the vertices of the graph). Each random variable can take values from a finite set, and an assignment to the variables is called a configuration. Any pair of random variables that are not connected are conditionally independent.
In the example visualized in Fig. 5, we can observe several fully connected subgraphs of the graph. We denote these subgraphs as cliques. A potential function is defined over the cliques of the graph, assigning a value to every configuration of the clique. It is important to note though that, these values need not represent actual probabilities, that is, they may not add up to 1.

Figure 5: An example of a Markov Random Field.

Concerning the potential functions, these are associated with an energy function. The total energy is defined as the sum over all clique potentials. High energy will indicate a low probability for a certain configuration to happen, and conversely, low energy will suggest that a specific configuration has more chances to occur. Although we do not go into the details of the energy calculation here, we refer interested readers to [37].

From Fig. 5 let us choose the clique \( C_0 = \{C, E\} \) with \( C \in \{0, 1\} \) and \( E \in \{0, 1\} \), that is \( C \) and \( E \) are binary random variables. We can define the potentials for the different configurations of the clique as shown in Table 3.

| \( C \) | \( E \) | \( p(C, E) \) |
|---|---|---|
| 0 | 0 | 0.3 |
| 0 | 1 | 0.9 |
| 1 | 0 | 2.6 |
| 1 | 1 | 5.0 |

Table 3: Potentials for the clique \( C_0 = \{C, E\} \) from Fig. 5

We will be primarily interested in the configuration with the highest probability of occurrence, equivalently the lowest energy. This is where the idea of optimization comes into play. The idea here is to encode the states of interest as the nodes of the network and then define the potentials so that using an optimization algorithm the lowest energy configuration is obtained.

### 2.3.3 Quantum Annealing and Markov Random Fields

Markov Random Fields are inspired by the Ising Model [37] and can be viewed as an attempt for generalization of the 2-local Ising Model traditionally defined over a lattice. From the view of probability theory, the probability that each particle ends up in state -1 or 1 depends only on the spin values of its neighbors, hence satisfying the Markovian property. Therefore, the Ising model is indeed a special case of MRF, where there are cliques of sizes 1 and 2 only, and the state space is \( \{-1, 1\} \).

As mentioned previously in this chapter, quantum annealing provides a way to take advantage of the properties of a quantum system to find solutions for optimization problems. Through the use of tools such as the Ocean software development kit, one can create a Markov Network and use D-Wave to sample configurations of the random variables with the lowest energy. This is accomplished by D-Wave, by creating a QUBO model from the potentials of the Markov Network as described below.
Given random variables $X_1$ and $X_2$ with potentials $\phi_{00}, \phi_{01}, \phi_{10}, \phi_{11}$ where $\phi_{ij}$ is the potential for $X_1 = i$ and $X_2 = j$, the corresponding QUBO formulation is defined as

$$(\phi_{10} - \phi_{00})x_1 + (\phi_{10} - \phi_{00})x_2 + (\phi_{11} - \phi_{10} - \phi_{01} + \phi_{00})x_1x_2 + \phi_{00}. \quad (15)$$

3 Music Composition as an Optimization Problem

Computational music generation is a field that emerged with the invention of computers in the late 1940s. The first computer to play a music piece was CSIR Mark-1 [38]. In the initial period, most studies focused on playing an existing music piece using computers rather than composing a new music piece. Later with the increase of computational power, the focus of researchers shifted to creating new music with the help of computers [39]. Programs and set of programming languages known as MUSIC-N were developed by Max Mathews at Bell Laboratories in 1957 [40]. Thus the field of computational music, which is also known as algorithmic music, began [41]. Various tools and techniques for algorithmic music generation has been extensively discussed in [42].

Optimization is a widely used technique for computational music generation. As mentioned previously, any piece of music can be seen as a sequence of sounds and rests. These sequences can be identified for their adherence to a particular music style or any other musical property in such a way that if a musical element deviates from that musical style or property, then having that musical element in the generated music piece is associated with a cost or penalty. Therefore through the optimization process, a sequence of music elements with minimum cost, i.e., one minimizing the deviation from the pre-identified music style or any other musical property, can be generated.

Now, we will briefly summarize some of the techniques used for computational music generation, where the music generation is achieved through optimizing some parameters related to the music piece.

Statistical modeling is a common technique used in computational music generation. Under this technique, the existing music corpus is analyzed and its statistical properties are derived. The new piece of music starts with a given note. Then, the probabilities of having each possible note (pitch) as the next note in generated music piece are calculated. The note with the highest probability is selected as the next note in the new music piece. Thus, sequentially the entire new music piece is obtained. Here it is important to note that the newly generated music piece follows the statistical properties of the music piece from which the probabilities were calculated [43]. *Iliac Suite* is considered to be the first musical score generated by a computer in 1957 [2, 44], using a statistical method known as Markov Chains. Markov Chains as a tool for music generation has been described in detail in Sec 2.3.1. It is an active area of research even to this day [45].

Constraint programming is a programming paradigm where instead of steps to solve a problem, the properties of the solution are specified. These properties are the constraints that the solution is expected to follow. Mainly, it is an expansion of Constraint Logic Programming, which in turn is an expansion of Satisfiability Problem (SAT) [46]. The set of constraints with a general-purpose search algorithm can solve large practical combinatorial and scheduling problems [47]. Since music composition is a process where at every step, the choices available for the composer are in the form of combinations of notes, chords, or intervals; these combinations are constrained naturally by the rules of music, such as melody or harmony generation rules [48]. This resemblance in the process of music generation and constraint programming has been used in modeling and generation of various musical forms such as counterpoint, harmony, rhythm, form, and instrumentation [49].

Genetic Algorithm (GA) has been claimed to simulate the creative process of music composition through its operators such as mutation, selection and crossover. GA is an optimization technique inspired by Darwin’s theory of natural selection and his observation that in any ecosystem, the species’ growth is governed through a process where only the fittest offsprings survive among a huge population, and the surviving ones reproduce and form the next generation. The process of reproduction and the
natural selection continues and gives rise to different species. Accordingly, the first step to use GA for music composition is to generate a set (a.k.a population in GA terminology) of random solutions. Then the set is updated using the technique of offspring creation or reproduction such as mutation, selection and crossover, and only the potentially feasible solutions which are highly favored based on certain fitness function are kept. The cycle of reproduction and keeping only the fittest members of the population continues and a solution is generated [50].

GA was used in computer-based music generation first in the early 1990’s [51]. NEUROGEN was a GA-based program developed in 1991 to produce and combine several musical fragments [52]. Lee Spector and Adam Alpern also used GA to identify deep musical structures and generate music [53]. MusicGenie, developed in 2006, was a music composition program inspired by GA [54].

Machine Learning is the latest addition in the quiver of optimization-based techniques for music generation. Neural Network based machine learning methods have been used for music composition since 1988 [55]. As the subsequent notes/chords or any music element depends on the previous music elements in the music sequence, the Recurrent Neural Network and Long Short Term Memory Networks had been among the favourite choices of neural network researchers for music composition [56, 57].

In the cutting edge of computational music generation techniques, Deep Learning is among the most successful and recent ones. Briot, Jean-Pierre, and Hadjeres have provided a detailed survey of deep learning based methods for music generation [58]. Using MuseNet, a deep neural network, a 4-minute long music piece with ten different instruments is composed. MuseNet also combines several different musical styles, including those of Mozart, Beatles, and Country music [59]. These techniques are being further refined with the use of Generative Adversarial Networks (GAN) and the development of General Purpose Transformers (GPT-2 and GPT-3) [60].

Integer Linear Programming (ILP), which is often referred to as Integer Programming (IP) in the literature, is another main framework for solving combinatorial problems. Though it shares a lot in common with Constraint Programming, IP only uses variables with integer values to represent the problem as described in the previous subsection. Based on our knowledge, integer programming has not been used extensively in the literature in the scope of music generation. Some works in this line are the following. The natural one-to-one mapping between integers and pitch values of the 12-tonal music system has been exploited by Tsubasa Tanaka et al. [61] for musical motif analysis of existing masterpieces of music. Nailson dos Santos Cunha et al. have generated guitar solo music using integer programming [62].

The bottleneck in the ILP/IP approach of solving a combinatorial problem is the method of optimization used. Therefore several heuristic methods such as Hill Climbing, Simulated Annealing, Reactive Search Optimization, Ant Colony Optimization, Hopfield Neural Networks, Tabu Search have been used to reach the solution set [63, 64]. The next imperative step would be using quantum methods for solving IP problems. With this motivation, Integer Programming becomes especially important in the context of this chapter as any ILP formulation can be converted into QUBO formulation as described in Sec. 2.1.3.

4 Music Composition Using Quantum Annealing

In this section, we will explore how one can use quantum annealing to compose different elements of music such as melody, rhythm, and harmony. We will describe how one can model the process of music creation through a set of constraints and an objective function. The codes used in this section to generate the music pieces are available in the form of a Jupyter notebook on https://doi.org/10.5281/zenodo.5856930.
| Sample 1 | Sample 2 | Sample 3 | Sample 4 | Sample 5 |
|----------|----------|----------|----------|----------|
| i = 1    | i = 2    | i = 3    | i = 4    | i = 5    |
| 0 0 1 0  | 0 0 1 0  | 0 1 0 0  | 0 0 0 1  | 0 1 0 0  |
| 0 0 0 1  | 0 0 0 1  | 1 0 0 0  | 1 0 0 0  | 0 1 0 0  |
| 0 1 0 0  | 0 1 0 0  | 0 0 0 1  | 0 0 0 1  | 0 1 0 0  |
| 0 0 1 0  | 0 0 1 0  | 0 0 0 1  | 1 0 0 0  | 0 0 0 1  |
| 0 0 0 1  | 0 1 0 0  | 0 1 0 0  | 0 0 0 1  | 0 1 0 0  |

Table 4: The list of first 5 samples obtained from D-Wave. The columns represent the values of the variables $x_1,C_4,x_1,D_4,x_1,E_4,x_1,G_4,x_2,C_4,\ldots,x_5,G_4$ in the given order.

4.1 Melody Generation

As described in the previous section, quantum annealing aims to find the optimal solution to an optimization problem. We will start by investigating different ways of formulating the process of melody generation as an optimization problem. When we talk about melody generation, we refer to the generation of the pitches only.

4.1.1 Model

Suppose that we want to generate a melody consisting of $n$ notes, where the pitches belong to the set $P = \{p_1,p_2,\ldots,p_k\}$. We will define the binary variables $x_{i,j}$ for $i \in [n]$ and $j \in P$ as

$$x_{i,j} = \begin{cases} 1 & \text{note at position } i \text{ is } j, \\ 0 & \text{otherwise}. \end{cases} \quad (16)$$

The total number of variables required in this formulation is $n|P|$. Note that we aim to generate $n$ notes simultaneously. At the end of the optimization process, we will obtain an assignment to the binary variables $x_{i,j}$, which will indicate the pitch of the note selected for each position.

Next, we will define some constraints which can be then included in the objective function using the penalty method described in Section 2.1. The first rule we need to incorporate is that only one of the variables $x_{i,j}$ is equal to 1 for each position $i$. The rule is necessary as exactly one pitch should be selected for each time point. This is equivalent to having the following constraint for each $i \in [n]$: \[ \sum_{j \in P} x_{i,j} = 1. \quad (17) \]

This constraint is the backbone of our formulation, and it should be included in the QUBO using a sufficiently large penalty coefficient as it should never be violated.

Let us go through an example. Let $P = \{C_4,D_4,E_4,G_4\}$ and $n = 5$. The QUBO formulation has 20 variables defined through Eq. 16 and 5 penalty terms of the form

$$\left(1 - \sum_{j \in P} x_{i,j}\right)^2$$

for each $i$, obtained from Eq 17. At this point, any sequence of 5 notes have 0 energy and is equally likely to be produced and there are in total $4^5$ such sequences. The list of first 5 samples obtained from D-Wave as a result of running the QUBO formulation described above is given in Table 4.

The energies of all the samples in Table 4 are 0 as no constraint is violated, i.e., precisely one of the variables is 1 for each $i = 0$. The resulting note sequences are given in Table 5.

So far, we have only defined a single rule ensuring a single note at each time point. In general, one would like to introduce some more rules while composing a melody as we will discuss next.
4.1.2 Rules About Consecutive Notes

Suppose that we want to add a restriction that the note $p_k$ does not appear after the note $p_l$. This is useful for avoiding particular intervals and amending our model. Such a restriction can be incorporated into the QUBO formulation by adding the term

$$x_{i,p_k} x_{i+1,p_l}$$

(18)

to the objective function with a suitable penalty $C$ for each $i \in [n-1]$. Note that when both variables equal 1 simultaneously, a penalty of $C$ is added to the objective function.

Alternatively, we can express the same rule using the following constraint:

$$x_{i,p_k} + x_{i+1,p_l} \leq 1$$

(19)

In this case, the inequality should be first transformed into equality by using slack variables and then added to the objective function.

Now let us consider a rule saying that the same note does not appear more than twice in a row. Similar to what we had above, the term $x_{i,j} x_{i+1,j} x_{i+2,j}$ can be added to the objective. However, this is not a quadratic term, and quadratization is needed to obtain a QUBO.

Alternatively, the rule can be expressed by the following constraint

$$x_{i,p_j} + x_{i+1,p_j} + x_{i+2,p_j} \leq 2$$

(20)

for each $i = 0, \ldots, n-2$, which forces that at most two of the variables are equal to 1 simultaneously.

Taking the previous example and assuming that $P = \{C4, D4, E4, G4\}$ and $n = 5$, let us also add the rule that $G4$ does not follow $D4$ using Eq. [18] and include Eq. [20] in our formulation as well. The first 5 samples from the experiment results are listed in Table 6. All the sequences in the table have 0 energy and obey the rules we have incorporated.

| Sample | Note Sequence |
|--------|---------------|
| 1      | G4 - D4 - E4 - G4 - C4 |
| 2      | E4 - E4 - C4 - E4 - G4 |
| 3      | E4 - D4 - C4 - E4 - G4 |
| 4      | D4 - E4 - G4 - D4 - C4 |
| 5      | D4 - E4 - G4 - D4 - E4 |

Table 6: The list of note sequences obtained from D-Wave after incorporating constraints given in Eq. [18] and Eq. [20]

4.1.3 Semitones and Augmented Intervals

Now let us investigate the different ways we can choose set $P$. We can identify the notes through the number of semitones between the lowest pitch and the pitch in consideration. The binary variables $x_{i,j}$s are defined as

$$x_{i,j} = \begin{cases} 
1 & \text{note at position } i \text{ is } j \text{ semitones apart from the lowest pitch of the sequence}, \\
0 & \text{otherwise}. 
\end{cases}$$

(21)
for each $i \in [n]$ and $j \in P$.

When $P$ is selected as $\{0, 1, 2, \ldots, 12\}$, then it represents the notes from a chromatic scale. Note that this representation is independent of the key chosen as the result may be interpreted in any key. For instance, if we let $x_{i,0} = C_4$, subsequently the resulting $P$ is the set of notes from the chromatic scale of $C$.

Identifying the notes through semitones, it will be easier for us to model some rules like avoiding particular intervals. Let $A$ be the list of intervals in semitones, that we would like to avoid. This rule can be incorporated either by adding the following term to the objective function

$$x_{i,j}x_{i+1,j'}$$

for all $i \in [n], |j' - j| \in A$ or translates to the following constraint:

$$x_{i,j} + x_{i+1,j'} \leq 1 \text{ for all } i \in [n], |j' - j| \in A.$$  

(23)

so that whenever an unallowed interval is used, we have a penalty.

What we can do further is to take $P$ as a subset of the chromatic scale. For instance, the set $P = \{0, 2, 4, 5, 7, 9, 11, 12\}$ represents the notes from a major scale.

Let us also assume that we would like to set the first and the last pitch of the generated music piece as the first degree of the scale. This can be incorporated by simply adding the terms

$$(1 - x_{1,0}), \quad (1 - x_{n,0})$$

(24)
to the objective.

Let us go over an example. We will let $A = [6, 8, 10, 12]$, so that we would like to avoid the intervals tritone, augmented fifth, augmented sixth, and augmented seventh. Assuming that $P = \{0, 2, 4, 5, 7, 9, 11, 12\}$, $n = 20$ and incorporating rules Eq. 17, Eq. 20, Eq. 22, and Eq 24, we obtain a QUBO formulation. Due to the increased number of constraints, the solution returned by D-Wave QPU violates some constraints and fails to return the ground state. Using D-Wave hybrid solver, the obtained melody interpreted in $C$ Major is given in Figure 12. Note that not all the constraints are satisfied in this sample as well. This can be viewed both as a caveat and a feature, as the violation of some constraints introduces some randomness to the process.

![Figure 6: The sequence of semitones is obtained from D-Wave hybrid solver and it is interpreted in C Major.](image)

4.1.4 Diatonic Scale and Tendency Notes

Previously, we investigated how one can identify the notes through semitones. All music pieces have a definite key signature. Therefore it is often more suitable to work with pitches from a particular scale.

For simplicity, let us consider the 8 degrees of a diatonic scale. In this case, the set $P$ consists of $d_1, d_2, \ldots, d_8$ where $d_j$ is the $j$’th degree of the scale. Instead of defining the variables by the pitches,
we will define them through degrees as in Eq. 25:

\[ x_{i,j} = \begin{cases} 
1 & \text{note at position } i \text{ is } d_j, \\
0 & \text{otherwise.} 
\end{cases} \]  

(25)

for each \( i \in [n] \) and \( d_j \in P \).

As a result of the optimization procedure, we will obtain a degree sequence, which can then be translated into a note sequence based on the chosen scale. Hence, our model is readily adaptable to different scales. Furthermore, the rules described in the previous subsections are still applicable.

Some notes in the scale are less stable than the others which are known as the tendency notes and tend to resolve to the stable ones. Let us examine how to incorporate rules about tendency notes. According to the rule, degrees 2, 4, and 6 resolve down by one step and degree 7 resolves to the octave. To reflect the rule about tendency notes, for each \( i \in [n-1] \), we will add the terms

\[ x_{i,2}(1-x_{i+1,1}), \ x_{i,4}(1-x_{i+1,3}), \ x_{i,6}(1-x_{i+1,5}), \ x_{i,7}(1-x_{i+1,8}), \]  

(26)

to the objective.

Using Eqs. 24 – 26 to formulate our model and setting \( n = 20 \), the degree sequence obtained from D-Wave corresponding to one of the samples with the lowest energy is given in Figure 7, together with interpretations for different scales.

![Figure 7](image)

Figure 7: The degree sequence is obtained from D-Wave and it is interpreted in C Major and G Minor (natural) in the presented music scores, respectively.

### 4.1.5 Objective Function

Having discussed how to incorporate different constraints into the model, we can now explore how we can modify the objective function to differentiate between the feasible solutions. When we have only the constraints, all sequences of notes that don’t violate any of the constraints are feasible solutions, and they are equally likely to be sampled since they have the lowest possible energy. Any violated constraint contributes to the energy value by the penalty value of the constraint. Note that as mentioned earlier, sometimes we would like particular constraints to be never violated (like Eq. [17]), while a solution in which some constraints are violated can still be desirable.

In order to differentiate between the feasible solutions, we can give some “rewards” to particular sequence of notes, i.e. decrease their energy. For instance, we might give a higher reward for pitch D4 following C4 vs. pitch E4 following C4. The way to accomplish this is to have the following term in the objective function

\[ - \sum_{i \in [n-1]} \sum_{j,j' \in P} W_{j,j'} x_{i,j} x_{i+1,j'}. \]  

(27)
Here, \( W_{j,j'} \) is the weight associated with having note \( j' \) after note \( j \). The larger the weight, the higher the reward we have in the objective function. The weights can be determined by analyzing some music pieces and forming a transition matrix of weights examining the consecutive notes. Below, we illustrate this idea through a simple music piece.

![Music notes](image)

Figure 8: An excerpt from Beethoven’s Ode to Joy.

In Figure 8, an excerpt from Beethoven’s Ode to Joy is given. To identify the weights, we count the occurrences of consecutive pairs. To start with, we identify the occurrences of each note and then count the number of times the note is followed by another particular note. For instance, the note \( F\#4 \) appears at positions 1, 2, 7, 12, 13. It is followed by \( F\#4 \) and \( E4 \) twice, and by \( G4 \) once. Hence, we can deduce the following weights:

\[
W_{F\#4,E4} = 2, \quad W_{F\#4,F\#4} = 2, \quad W_{F\#4,G4} = 1.
\]  

(28)

As the selected music piece is a short one, it does not contain all the notes from \( P \) and for those notes \( i \), the corresponding weight \( W_{i,j} = 0 \) for all \( j \). We would like to remark that having 0 as the weight does not imply that the corresponding note tuple is always avoided but means that we don’t give additional rewards to such pairs. The list of all non-zero weights are as follows:

\[
M_{F\#4,E4} = 2, \quad W_{F\#4,F\#4} = 2, \quad W_{F\#4,G4} = 1, \\
W_{G4,F\#4} = 1, \quad W_{G4,A4} = 1, \\
W_{A4,G4} = 1, \quad W_{A4,A4} = 1, \\
W_{E4,D4} = 1, \quad W_{E4,E4} = 1, \quad W_{E4,F\#4} = 1, \\
W_{D4,D4} = 1, \quad W_{D4,E4} = 1.
\]  

(29)

Note that taking the number of occurrences as the weights, we are also giving rewards to pitches that appear more frequently than the other. For instance, \( F\# \) appears five times, and the overall reward is higher when more \( F\#’s \) appear in the sequence.

Now the question is how should we select set \( P \). We can use Eq. 25 to define our binary variables as the degrees from a scale. Hence, the matrix \( W \) defines the transition weights between the scale degrees. Note that the newly generated music piece mimics the one from which the transition weights are obtained. The longer the music piece, the better estimates are obtained for the weights. Multiple pieces can be selected as well, paying attention that they are from the same scale, or in case considering pieces from different scales, one should take degrees of the scale instead of the pitches when calculating the weights.

We define the QUBO formulation defined through binary variables given in Eq. 25 using the constraints defined in Eq. 17, Eq. 24, Eq. 20, Eq. 26 and Eq. 27 as the objective function with the weights obtained from Eq. 29. Note that in this case, one needs to properly set the penalty coefficients; in case the constraint is violated and there is a reward, an increase in the energy due to the penalty should be larger than the decrease in the energy due to reward. The resulting music piece obtained from the D-Wave hybrid solver is given in Figure 9. We interpreted the obtained degree sequence in D Major.

Alternatively, instead of generating weights for the transitions between individual degrees, we can collect statistics about the different intervals used in the music piece and how often they appear. Then accordingly, we can reward the intervals that occur more frequently.
4.1.6 Rests

The sets we have considered so far only consisted of the pitches; however, we may want to include rests in the music piece as well. In this case, a rest element can be included in the set $P$ with appropriate rules. For instance, we may want to avoid two consecutive rests, which we can easily accomplish with the rules we have shown for consecutive notes. In addition, we can limit the number of rests used in the music piece by introducing the following constraint:

$$\sum_i x_{i,r} = k,$$

where $k$ is the total number of rests we want in the music piece and $x_{i,r}$ denotes that note at position $i$ is a rest.

4.2 Rhythm Generation

So far, we have discussed generating the pitches of the melody. In this section, we additionally take into account the rhythm.

4.2.1 Rhythmic Sequence

When generating a music piece, one option would be to generate the pitch sequence and the rhythmic sequence separately. In such a case, the idea will be similar to what we had previously. The set $S$ will consist of possible durations for the notes, such as whole, half, quarter etc. The binary variables $y_{i,j}$ will be defined as

$$y_{i,j} = \begin{cases} 1 & \text{note at position } i \text{ has duration } j, \\ 0 & \text{otherwise.} \end{cases}$$

for $i \in [n]$ and $j \in D$.

Similarly, the first rule we need to incorporate is that only one of the variables $y_{i,j}$ is equal to 1 for each position $i$, which is expressed using the following constraint for each $i \in [n]$: \[
\sum_{j \in D} y_{i,j} = 1.
\]

For the objective function, the same method can be used. Let us denote half note by $H$, quarter note by $Q$, dotted quarter note by $DQ$ and eighth note by $E$. For the music piece given in Figure 8 we obtain the following weights:

$$W_{Q,Q} = 11, \quad W_{Q,DQ} = 1 \quad (33)$$
$$W_{DQ,E} = 1 \quad (34)$$
$$W_{E,H} = 1. \quad (35)$$
If we only incorporate Eq. 32 and Eq. 33 in our formulation, then it is very likely that we will have a sequence of quarter notes only, as they have the highest weight. To avoid this, we will make sure that there are at least two notes of each duration using the following constraint for each \( d \in D \):

\[
\sum_{i=1}^{n} y_{i,d} \geq 2.
\]  

(36)

We generate a rhythmic sequence with the binary variables defined as in Eq. 31 using Eq. 32 and Eq. 36 as the constraints and the transition weights given in Eq. 33 to obtain the objective function defined in Eq. 27. We combine it with the degree sequence generated in Fig. 9 and obtain the music piece given in Fig. 10.

![Rhythmic sequence](image)

Figure 10: The rhythmic sequence obtained from D-Wave using is combined with the pitch sequence obtained in Fig. 9.

We would like to note that in this approach, we are not fixing the total length of the music piece, but we are determining the durations for a given fixed set of notes. To have a fixed music length, what we can do is include a constraint that takes into account the duration of each type of note:

\[
\sum_{i \in [n]} \sum_{j \in D} d(j) y_{i,j} = L,
\]  

(37)

where \( d(j) \) is the duration of \( j \) and \( L \) is the total length of the music piece in terms of eighth notes so that \( d(E) = 1 \), \( d(Q) = 2 \), \( d(DQ) = 3 \) and \( d(H) = 4 \). We discretize the durations in terms of eighth notes as it is the note with shortest duration in our example.

### 4.2.2 Rhythm and Pitch Generated Together

Another alternative is to consider pitches together with their durations. If \( P \) is the set of possible pitches, and \( D \) is the set of possible durations, then overall, there will be \( |D||P| \) possibilities for each note. Assuming there are \( n \) notes, the number of variables we need significantly increases to \( n|D||P| \) in this case. The binary variables take the following form:

\[
x_{i,j,k} = \begin{cases} 
1 & \text{note at position } i \text{ is pitch } j \text{ and has duration } k, \\
0 & \text{otherwise}.
\end{cases}
\]  

(38)

for \( i \in [n] \), \( j \in P \) and \( k \in D \).

The previous rules we defined about the consecutive notes and intervals apply here too. Those constraints are included independent of \( k \), the note’s duration.

Likewise, we can still take an objective function based on another music piece. This time, we inspect the number of occurrences of consecutive pitch-duration pairs.

### 4.3 Harmony Generation

We have seen so far how to generate melody and rhythm. Now it is time to discuss harmonization using quantum annealing.
4.3.1 Algorhythms

Although it does not directly fit into the scope of harmonization, we would like to discuss a previous work that uses Markov Random Fields to produce chord progressions. “Algorhythms: Generating Music with D-Wave’s Quantum Annealer” project was submitted to the iQuHack 2021 MIT Hackathon [65], and it features a novel example of how one can use a Markov Network in order to generate music.

Let us explain the idea briefly. Each node represents one of the chords $I, II, III, IV, V, VI, VII_{dim}$. Having realized that chords can represent the states of a Markov Random Field, the authors created a mechanism that assigned values to the potentials between the nodes in a random manner. The potentials for $(0,0)$ and $(1,1)$ are assigned high values to avoid two chords or no chord being selected at a time point. Each run of the algorithm outputs a chord based on the randomly assigned potentials. To get a sequence of chords, the algorithm is called several times. In Fig. 11, we can see a song generated with this algorithm.

![Figure 11: A song containing a sequence of chords, submitted to the iQuHack 2021 MIT Hackathon by the authors of the “Algorhythms: Generating Music with D-Wave’s Quantum Annealer” project.](image)

Each chord is selected from the set of samples that the D-Wave computer outputs. What we are observing is a sequence of states each of which represents the lowest energy state for the given configuration of the potentials. As each chord is generated independently, the progressions do not follow any rules or music style. Next we will see how we can create a chord progression following some rules.

4.3.2 Generating a Chord Sequence Using Markov Random Fields

Consider the chords that can be built taking each note of the major scale as the root of a triad. To generate a chord progression of $n$ notes we need to define our nodes as $I_i, ii_i, iii_i, IV_i, V_i, vi_i, VII_{dim_i}$ where $i \in [n]$. For each time point, we have multiple nodes reflecting multiple possibilities. Then, we can employ a more structured chord progression defining the potentials accordingly.

One way to make the result more similar to the musical pieces we are used to listening to is to take into account some rules of musical harmony. For example, there are musical structures that have existed for a long time and remain in force due to the stability they provide when presenting a complete musical idea: the cadences. Harmonic cadences are progressions of two or more chords that help complete a musical section by giving resolution to a musical phrase. We have, for instance, the “perfect” cadence formed by the chords $V \rightarrow I$. This structure is one of the most used because of its forcefulness, but there are also other cadences that help complete a musical discourse. If we were to encode these structures into our network, we would need to set low energy for the potentials relating, in the case of the perfect cadence, the chords $V_{i-1}$ and $I_i$. This would ensure that when the system evolves, it would end up in a state that contains this particular progression.

For instance, suppose that we want to generate a sequence of four chords that will tend to exhibit
the pattern of a perfect cadence. We can start by identifying our binary random variables and defining the couplings between them. Note that in order to avoid having several chords played at the same time, we have to set high values for the potentials that relate to the chords designated for each step of the sequence, i.e, the set of chords that represent the first chord, the second chord, etc. Let’s visualize the graph of our problem.

Figure 12: Markov Random Field is delineated with the random variables defined for a progression of 4 chords. For simplicity, the dependency relations are shown only for the chord $I_1$ (1st chord, chord I).

Now, let’s define our pairwise potentials. We give some examples in Tables 7, 8 and 9. Table 7 observe that we penalize the configuration that represents having both chords played at the same time. In 8, we penalize the configuration that represents having the same chord repeated over in the sequence. In 8, we favor the configuration that represents having the pattern $V-I$. The rest of the potentials are defined in a similar manner.

| $I_1$ | ii | $p(I_1, ii)$ |
|-------|----|-------------|
| 0     | 0  | 50.0        |
| 0     | 0  | 50.0        |
| 1     | 0  | 50.0        |
| 1     | 1  | 100.0       |

Table 7: Values of the potential that associates the chords $I_1$ and $ii_1$.

| $I_1$ | $I_2$ | $p(I_1, I_2)$ |
|-------|-------|---------------|
| 0     | 0     | 50.0          |
| 0     | 0     | 50.0          |
| 1     | 0     | 50.0          |
| 1     | 1     | 100.0         |

Table 8: Values of the potential that associates the chords $I_1$ and $I_2$.

| $V_1$ | $I_2$ | $p(V_1, I_2)$ |
|-------|-------|---------------|
| 0     | 0     | 50.0          |
| 0     | 0     | 50.0          |
| 1     | 0     | 50.0          |
| 1     | 1     | 0.0           |

Table 9: Values of the potential that associates the chords $V_1$ and $I_2$

This approach is rather different from the one used in the “Algorhythms: Generating Music with D-Wave’s Quantum Annealer” project. First, we do not have to run the algorithm several times because we are generating the sequence all at once. Then, observe that we are setting specific values to
the potentials and that by doing so, we are encoding some harmony considerations into the model. One of the results we can get with this algorithm is given in Fig. 13. Observe that the resulting progression satisfies the requirement of showing the pattern \( V-I \).

Figure 13: A chord progression generated using Markov Random Fields incorporating the perfect cadence.

In conclusion, as we have seen, Markov Chains and Markov Random Fields are tools that prove to be useful when solving optimization problems. Moreover, they also represent new approaches to the task of music generation.

4.3.3 qHarmony

One of the few existing pieces of literature on music composition using quantum annealing is provided by Kirke et al. [11]. Taking a music piece from C Major, the qHarmony tool harmonizes the given melody. In this section, we will briefly describe the used technique.

Instead of QUBO formulation, the problem is encoded directly using Ising formulation, taking also into account the embedding to the Chimera graph, the graph representing the topology of the underlying qubits of the D-Wave 2000 QPU. For simplicity, we will not discuss the embedding component as this part can be handled by D-Wave solvers. The set \( S \) is defined as \( \{C_4, D_4, E_4, F_4, G_4, A_4, B_4, C_5\} \).

Unlike the approach we have followed so far where we were considering a sequence of \( n \) notes at a time, only a single chord is generated at a time. The spin variables \( q_i \) for \( i \in S \) are defined as in Eq. 39.

\[
q_i = \begin{cases} 
1 & \text{note } i \text{ is selected,} \\
-1 & \text{otherwise.} 
\end{cases} \tag{39}
\]

The coupling constants are defined as \( J_{i,j} = 7 - 2|i - j| \). Note that the smaller the \( |i - j| \) is, the larger the value of \( J_{i,j} \). Since the annealer tries to minimize the overall energy, the qubits corresponding to the notes that are semitone or tone apart will have a higher coupling constant; thus, the possibility of getting such intervals will reduce.

The external magnetic field \( h_i \)'s indicate which note is harmonized; it is set as \( h_i = -7 \), if note \( i \) is harmonized, and 1, otherwise. Hence setting \( q_i \) as 1 will reduce the energy as expected. Note \( i \) will be called the input note.

It is also possible to specify multiple input notes to harmonize by setting more than one \( h_i \) value as \(-7\). Furthermore, the tool works in a hybrid manner involving some classical components as well, allowing the user to identify for which notes of the piece, harmony should be generated, and whether it should be a minor or major chord.

There are several drawbacks of the proposed approach. First of all, the provided example works for eight notes, in particular the notes from the scale of C Major. This is not a significant problem as the given example can be generalized for other sets and scales by tuning the coupling constants. Secondly, the generated chords at each time point do not take into account the previously generated

\[^2\text{In the original text, the set is taken as } \{c, d, e, f, g, a, b, C\} \text{ where } C \text{ denotes the note one octave above } c.\]
ones. Finally, the number of notes that will appear in the chord can not be determined beforehand in this model. Next, we will discuss an alternative approach and try to overcome the mentioned drawbacks.

4.3.4 Model

Suppose that we would like to add three-note chords, triads, to a given music piece. The notes appearing in the triads will be restricted to the set of pitches $P = \{1, 2, 3, 4, 5, 6, 7, 8\}$, where the elements represent the degrees of the scale. Our binary variables $x_{i,j}$ for $i \in [n]$ and $j \in P$ are defined as

$$x_{i,j} = \begin{cases} 
1 & \text{chord at position } i \text{ contains note } j, \\
0 & \text{otherwise.}
\end{cases}$$  \hspace{1cm} (40)

At each time point, we would like to have three notes. Hence, we are going to add the following constraint to our model:

$$\sum_{j \in P} x_{i,j} = 3.$$  \hspace{1cm} (41)

Recall that we had already defined a constraint so that the melody begins and ends with the first degree of the scale. Similarly, we can enforce the first and the last triads to be built upon the first degree of the scale. We can add the terms defined in Eq. 42 to the objective function:

$$(1 - x_{1,1}), \ (1 - x_{1,3}), \ (1 - x_{1,5}), \ (1 - x_{n,1}), \ (1 - x_{n,3}), \ (1 - x_{n,5}).$$  \hspace{1cm} (42)

For each time point, one of the pitches in the triad should be the pitch of the melody. Let $N = [p_{1,j}, p_{2,j}, \ldots, p_{n,j}]$ be the note sequence that we would like to harmonize. We assume that each $p_{i,j} \in P$. To enforce that one of the three notes in the triad at time point $i$ is $p_{i,j}$, we add the term defined in Eq. 43 to the objective function for all $i = 2, \ldots, n - 1$. (We are assuming that the first and the last pitch of the note sequence is the first degree of the scale.)

$$(1 - x_{i,p_{i,j}})$$  \hspace{1cm} (43)

We want to generate triads either obtained by taking the degrees of the scale as their root or their inversions. We want to avoid consecutive degrees from the scale and the degrees 1-7, 2-8, 1-8 to appear in the same triad by adding the terms defined in Eq. 44 to the objective function for all $i = 2, \ldots, n - 1$, $|j - j'| \in \{1, 6, 7\}$.

$$x_{i,j}x_{i,j'}$$  \hspace{1cm} (44)

Using Eqs. 40–44 and harmonizing the music piece illustrated in Fig. 10, we obtain the music piece presented in Fig. 14.

![Figure 14: The music piece obtained by harmonizing the music piece given in Fig. 10](image)
The new method allows more flexibility than the one previously proposed. Yet, it does not take into account any preference between the consecutive chords. For instance, it is likely that some chords built upon the particular degrees of a scale follow each other, and sometimes it is the opposite case. Furthermore, if one follows 4-part harmony rules, there should be further rules that should be incorporated in the model.

5 Conclusion and Future Work

The main goal of this chapter was to lay the groundwork for music composition using quantum annealing. We have introduced various formulations for melody, rhythm, and harmony generation and demonstrated how one might incorporate any music rule into the model. The presented methodologies will be of interest to composers, quantum computing researchers, and the community of algorithmic music generation and allow interested readers to build upon the given notions. As the first comprehensive study focusing on quantum annealing, we believe that it will foster the development of the field. As a side contribution, we demonstrate a new application area for quantum annealing, where creativity is in the foreground instead of potential quantum speedup.

The study has opened up a vast amount of directions to investigate. First of all, the models can be enhanced to incorporate further rules. This might be beneficial for harmony generation in particular. Furthermore, one can consider the approach we have taken for defining the objection function while generating a melody for the Markov Random Fields. From an existing music piece, the harmonic progressions can be identified, and the potentials can be defined accordingly. One may focus on generating counterpoint music, which heavily depends on rules. As a natural progression, a target problem would be music completion. Music completion refers to the task of replacing the missing notes in a given music piece. It is a suitable candidate problem as it can be defined as the problem of maximizing the likelihood that a sequence of notes replaces the missing ones. Besides music creation, one may consider other problems from the domain of music, such as music arrangement, where the aim is to arrange a given music piece to a given list of instruments by reduction.
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