Improved FeII Emission-line Models for AGNs Using New Atomic Data Sets
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Abstract

Understanding the Fe II emission from active galactic nuclei (AGNs) has been a grand challenge for many decades. The rewards from understanding the AGN spectra would be immense, involving both quasar classification schemes such as “Eigenvector 1” and tracing the chemical evolution of the cosmos. Recently, three large Fe II atomic data sets with radiative and electron collisional rates have become available. We have incorporated these into the spectral synthesis code CLOUDY and examined predictions using a new generation of AGN spectral energy distribution (SED), which indicates that the ultraviolet (UV) emission can be quite different depending on the data set utilized. The Smyth et al. data set better reproduces the observed Fe II template of the I Zw 1 Seyfert galaxy in the UV and optical regions, and we adopt these data. We consider both thermal and microturbulent clouds and show that a microturbulence of \(100 \text{ km s}^{-1}\) reproduces the observed shape and strength of the so-called Fe II “UV bump.” Comparing our predictions to the observed Fe II template, we derive a typical cloud density of \(10^{11} \text{ cm}^{-3}\) and photon flux of \(10^{20} \text{ cm}^{-2} \text{s}^{-1}\), and show that these largely reproduce the observed Fe II emission in the UV and optical. We calculate the \(I(\text{Fe II})/I(\text{Mg II})\) emission-line intensity ratio using our best-fitting model and obtain \(\log(I(\text{Fe II})/I(\text{Mg II})) \sim 0.7\), suggesting many AGNs have a roughly solar Fe/Mg abundance ratio. Finally, we vary the Eddington ratio and SED shape as a step in understanding the Eigenvector 1 correlation.

Unified Astronomy Thesaurus concepts: Atomic physics (2063); Ionization (2068); Photoionization (2060); Active galactic nuclei (16); Quasars (1319); Seyfert galaxies (1447)

1. Introduction

Emission lines of Fe II are major contributors to the active galactic nuclei (AGN) spectra, with wavelengths spanning the infrared (IR) to ultraviolet (UV) regions. These emission lines provide an important laboratory for developing Fe II as a physical and geometrical diagnostic for the broad-line regions (BLRs) in AGN. Understanding the physics behind the Fe II emission is important for multiple reasons. It is the primary indicator of Eigenvector 1 (EV1), a key property to construct the quasar main sequence (e.g., Boroson & Green 1992; Sulentic et al. 2000; Marziani et al. 2001). EV1, which relates to the black hole mass and quasar orientation (Shen & Ho 2014; Panda et al. 2018, 2019), shows a strong anticorrelation with optical Fe II equivalent width in the Seyfert galaxies and quasars. Recent work shows correlations between the line widths of optical Fe II and UV Fe II in quasar spectra, which indicates that the emitting regions are close together (Kovačević-Dojčinović & Popović 2015). It may be that both are emitted from the outer region of BLR or the intermediate-line region (ILR).

Strong Fe II emission is also useful to investigate the energy budget of the emitting gas. The iron abundance as a function of cosmic time allows us to verify several cosmological parameters (Hamann & Ferland 1999). In most galaxy evolution models, iron is mainly deposited in the interstellar medium (ISM) through Type Ia supernova (SNe Ia), which occur about 0.3 to 1 billion years after the initial burst of star formation, because for SNe Ia to occur the galaxy has to be old enough to host white dwarfs. This triggers a sudden jump in the iron abundance, as shown in Hamann & Ferland (1999) and Matteucci & Recchi (2001). The Gunn–Peterson effect in quasars suggests that the most recent onset of star formation occurred around \(z \sim 6\) (e.g., Djorgovski et al. 2001; Fan et al. 2006; Bolton & Haehnelt 2007; Kim et al. 2009; Sarkar & Samui 2019). A properly calibrated iron chronometer would allow us to measure the iron abundance at high redshift, offering the possibility of measuring the redshift when SNe Ia first happened (Baldwin et al. 2004).

The timescale for iron enrichment in the ISM is much longer than that of α-elements, such as magnesium. Magnesium is deposited in the ISM via core-collapsed (Type II) supernovae, which have much shorter timescales than Type I. The flux ratio of UV Fe II multiplet to the Mg II \(\lambda 2800\) doublet (hereafter \(I(\text{Fe II})/I(\text{Mg II})\)) of quasars, therefore, lets us probe the material deposited through SNe Ia versus that processed through a α-process in stars and then ejected via Type II supernovae (e.g., Kurk et al. 2007; De Rosa et al. 2011; Wu et al. 2015; Mazzucchelli et al. 2017; Shin et al. 2019). Thus, the \(I(\text{Fe II})/I(\text{Mg II})\) ratio provides a powerful approach to investigating the chemical evolution of AGNs.

The theoretical and observational aspects of Fe II emission have been long-standing and important problems addressed by Osterbrock (1977), Phillips (1978), Netzer & Wills (1983), Wills et al. (1985), Verner et al. (1999), and Baldwin et al. (2004) due to its great strength in many Seyfert galaxies and quasars. Previous work with collisional excitation of Fe II in the framework of photoionization models failed to reproduce the observed strength of Fe II emission in the UV. The observed Fe II spectra of narrow-line Seyfert galaxies (e.g., Vestergaard & Wilkes 2001) contain a so-called “UV bump” between the C III \(\lambda 1909\) and Mg II \(\lambda 2800\) emission lines (Baldwin et al. 2004), which is produced by blending of a large number of
Fe II emission lines due to transitions between high-lying states with energies $E \geq 13.25$ eV (Bruhweiler & Verner 2008). However, the collisional excitation models only predict an electron temperature of $T \leq 10^4$ K at the illuminating faces of the Fe II emitting cloud, which is too low to excite electrons to the high-lying energy levels ($E \geq 8$ eV) (Kwan & Krolik 1981).

Wills et al. (1985) first pointed out the importance of continuum fluorescence to excite the electrons to the higher energy states ($E \geq 11.6$ eV). Several spectral energy distributions (SEDs) of AGN with increasing Eddington ratio ($L/L_{\text{Edd}}$) have been proposed to reproduce the observed shape of the Fe II UV bump, where $L_{\text{Edd}}$ is the Eddington luminosity of the corresponding AGN (e.g., Mathews & Ferland 1987; Korista et al. 1997; Jin et al. 2012). However, the Fe II atomic data set has long remained a concern for reproducing Fe II spectra. A larger Fe II model involves a large number of transitions between the high-lying energy states, producing stronger Fe II emission in the UV.

We have incorporated three recent Fe II data sets, namely those of Bautista et al. (2015), Tayal & Zatsarany (2018), and Smyth et al. (2019) into the spectral synthesis code CLOUDY (Ferland et al. 2017) in addition to the Mathews & Ferland (1987), Korista et al. (1997), and Jin et al. (2012) AGN SEDs. Our model predictions are compared with the observed UV (Vestergaard & Wilkes 2001) and optical (Véron-Cetty et al. 2004) BLR templates of 1ZW I Seyfert galaxy to constrain the physical conditions and geometrical properties of the Fe II emitting gas. We find that the Smyth et al. (2019) Fe II data set, the Jin et al. (2012) SED, and a dense turbulent cloud, largely reproduce the Fe II emission with solar abundances.

Our goal is to reproduce the shape and strength of the Fe II UV bump and optical emission. We study the emission from a single BLR cloud in some detail. The emission lines are known to be formed in a distribution of clouds with different locations and densities. This was first measured with reverberation (Peterson 1993) and is a consequence of atomic physics selection effects (Baldwin et al. 1995). This must be taken into account when emission from different species with a broad range of ionization potential or critical density is considered. However, emission from one particular species is generally localized to favored values of the density and ionizing photon flux, as illustrated by Korista et al. (1997) and Baldwin et al. (2004), so, when considering a single species like Fe II, a typical set of cloud parameters can be considered, as in Ferland et al. (2009). We compare Fe II and Mg II emissions later in the paper because these species are used as abundance indicators in high-redshift quasars. Figure 3(f) of Korista et al. (1997) shows that Fe II and Mg II lines form in very similar clouds, justifying this approach.

There are also complex interplays between different sets of model parameters such as turbulence, the SED shape, or composition. Our primary goal is to develop a testing framework to compare theory and observations, and to document the spectral properties of these new atomic data sets. The new Fe II atomic data files, and the infrastructure needed to use them, will be included in the C17.03 update to CLOUDY and we hope that the analysis methods we demonstrate here can serve as a guide for future studies and detailed comparisons with observations.

Studies of high-ionization lines find that the metallicity is above solar and correlates with luminosity (Hamann & Ferland 1999). Recently Schindler et al. (2020) measured the Fe II/Mg II ratio of a large number of quasars across cosmic time.

### Table 1: Solar Abundances Used in CLOUDY

| Elements | Abundances | Elements | Abundances |
|----------|------------|----------|------------|
| H        | 1.0        | S        | 1.84e-5    |
| He       | 0.10       | Cl       | 1.91e-7    |
| Li       | 2.04e-9    | Ar       | 2.51e-6    |
| Be       | 2.63e-11   | K        | 1.32e-7    |
| B        | 6.17e-10   | Ca       | 2.29e-6    |
| C        | 2.45e-4    | Sc       | 1.48e-9    |
| N        | 8.51e-5    | Ti       | 1.05e-7    |
| O        | 4.90e-4    | V        | 1.00e-8    |
| F        | 3.02e-8    | Cr       | 4.68e-7    |
| Ne       | 1.00e-4    | Mn       | 2.88e-7    |
| Na       | 2.14e-6    | Fe       | 2.82e-5    |
| Mg       | 3.47e-5    | Co       | 8.32e-8    |
| Al       | 2.95e-6    | Ni       | 1.78e-6    |
| Si       | 3.47e-5    | Cu       | 1.62e-8    |
| P        | 3.20e-7    | Zn       | 3.98e-8    |

Note. Solar abundances of different elements relative to H, incorporated in CLOUDY–C17. Abundances of most elements are taken from Grevesse & Sauval (1998), except for C and O, which are taken from Allende Prieto et al. (2002), and N, Ne, Si, Mg, and Fe, taken from Holweger (2001).

They did not evolve any conclusion and concluded that the ratios were consistent with solar abundances. In later sections of the paper we show that this line ratio has only a weak metallicity dependence. For simplicity, we assume solar abundances in the calculations presented here.

Finally, we adopt a cosmology of $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$, $\Omega_m = 0.7$, and $\Omega_\Lambda = 0.3$.

### 2. Basic Ingredients

A complete model of the physical processes that affect the Fe II spectrum would help us to constrain the gas properties and dynamics in the BLR. However, difficulties arise because a variety of processes determine the observed Fe II emission, such as collisional excitation, pumping by the continuum photons, and fluorescence via line overlap. The SED of the background AGN, the cloud’s density, turbulence, and optical depth of the gas also play important roles. A realistic model should take into account all those effects while modeling the temperature and ionization structure of the gas.

We use the development version of CLOUDY, last described by Ferland et al. (2017). We adopt CLOUDY’s default solar composition, as listed in Table 1.

#### 2.1. Fe II Atomic Data Sets

The Fe II ion has a complex structure with 25 electrons, and it is a “grand challenge” problem in atomic physics. An accurate set of radiative and collisional atomic data is therefore needed to treat the selective excitation, continuum pumping, and fluorescence, which are known to be important for the Fe II emission (e.g., Baldwin et al. 2004; Bruhweiler & Verner 2008; Jin et al. 2012; Wang et al. 2016; Netzer 2020). Uncertainties in the atomic data have been a long-standing limitation in interpreting line intensities. Below we discuss four different Fe II atomic data sets that are now available in CLOUDY, while their energy levels are compared in Figure 1.

First, we consider the widely used Verner et al. (1999) Fe II data set with 371 atomic levels producing 13,157 emission lines with a highest energy level of $\sim 11.6$ eV. Verner et al. (1999)
data has collision strengths mainly calculated from the “g-bar” approximation. The original paper presented a total of \( \sim 68,000 \) transitions in their model atom. Most of these transitions are strongly forbidden and are assigned very small transition rates.\(^6\) Transition probabilities between their energy levels have uncertainties \( \lesssim 20\% \) for strong permitted lines and \( \gtrsim 50\% \) for weak permitted and intercombination lines. Also, forbidden lines have uncertainties \( \lesssim 50\% \). We exclude all the totally forbidden lines from the 68,000 transitions because of their small transition rates. Figure 1 shows the energy levels predicted by the Verner et al. (1999) Fe II model.

Bautista et al. (2015) report a Fe II model with 159 levels extending up to 11.56 eV, producing 628 emission lines. Uncertainties in the transition probabilities lie between 10% and 30%. Tests show that the Bautista et al. (2015) Fe II data set has no lines between 2000 and 3000 Å. As our paper mainly focuses on the UV band (2000–3000 Å) in Fe II spectra, we do not use this data set for our BLR modeling.

Tayal & Zatsarinny (2018) calculate 340 energy levels with a highest energy of \( \sim 16.6 \) eV, including all levels from the \( 3d^74s, \) \( 3d^74s^2, \) \( 3d^74p, \) and \( 3d^74s4p \) configurations and a few levels from the \( 3d^74s4p \) configuration. Transitions between these energy levels produce 57,635 emission lines with uncertainties in transition probabilities \( \lesssim 30\% \) (in the 2200–7800 Å). This data set contains autoionizing levels with \( E > 13.6 \) eV, which are absent in Verner et al. (1999) and Bautista et al. (2015). However, the density of states in high-lying energy levels are low, as shown in Figure 1.

Another larger Fe II data set also recently became available in CLOUDY. Smyth et al. (2019) compute energy levels taking into account 216 LS terms in Fe II atom arising from the \( 3d^64s, \) \( 3d^64p, \) \( 3d^64s^2, \) \( 3d^74p, \) \( 3d^74s^2, \) and \( 3d^74s4p \) configurations. The Smyth et al. (2019) model has considerably more configurations (see p. 657) in the structure but only includes 716 levels in the close coupling (scattering model), with the highest energy level reaching 26.4 eV. These levels produce 255,974 emission lines. The Smyth et al. (2019) data set also contains autoionizing levels, but the density of states in the high-lying energy states is large compared to Tayal & Zatsarinny (2018).

We model the Fe II emitting cloud using Verner et al. (1999), Tayal & Zatsarinny (2018), and Smyth et al. (2019) and compare their predictions. Results are discussed in Section 3.

### 2.2. AGN SEDs

The BLR spectra in AGN mostly originate from the gas clouds photoionized by continuum radiation coming from an accretion disk around the central black hole. An accurate SED from the UV through to the soft X-ray band is therefore important to understand the Fe II emission (e.g., Wills et al. 1985, 1985; Korista et al. 1997; Verner et al. 1999; Baldwin et al. 2004; Bruhweiler & Verner 2008; Jin et al. 2012; Wang et al. 2016; Netzer 2020). The soft X-ray part of the SED can penetrate into low ionization regions to heat the gas and produce the Fe II emission by thermal collisions. We consider the three SEDs presented by Mathews & Ferland (1987), Korista et al. (1997), and Jin et al. (2012), as shown in Figure 2. These have been normalized to have the same flux of ionizing photons, \( \phi(H^\alpha) = 10^{30} \text{ cm}^{-2} \text{s}^{-1} \).

Mathews & Ferland (1987) derived a simple and phenomenological SED extending from the IR (0.00124 eV) through the hard X-ray (10^7 eV), as shown in Figure 2. The shape of the continuum is approximated as a series of broken power laws, i.e.,

\[
 f_\nu = a \nu^{-\alpha},
\]

where \( \alpha \) is the spectral index. This can be determined by fitting the observed continuum with the power-law model in various energy bands.
Figure 3. Comparing CLOUDY predicted Fe II spectra in 0.1–0.58 μm wavelength band using three different Fe II data sets and a fixed SED (Jin et al. 2012). Red dotted line: Fe II spectra using the Verner et al. (1999) data set. Blue dashed line: Tayal & Zatsarinny (2018) data set. Cyan solid line: Smyth et al. (2019) data set. Ranges of the y-axis are different in all subfigures.

We consider another standard SED derived in Korista et al. (1997), as shown in Figure 2. This is a baseline ionizing continuum model widely used to predict a wide range of emission lines in quasars (e.g., Ruff et al. 2012; Marziani & Sulentic 2014; Marinucci et al. 2018; Temple et al. 2020). The derived shape of the continuum is a combination of a UV bump and an X-ray power law, i.e.,

\[ f_\nu = \nu^{-0.5} \exp(-h\nu/K_{UV}) \exp(-kT_{IR}/\nu) + a\nu^{-1}, \]

where \( T_{UV} \) and \( T_{IR} \) are the cutoff temperatures of the UV bump and X-ray power law, respectively. The value of “a” can be determined from the ratio of the UV to X-ray continua, defined as

\[ \frac{f_\nu(2 \text{ keV})}{f_\nu(2500\text{Å})} = 403.3^{\alpha_{ox}}, \]

where \( \alpha_{ox} \) distinguishes the continua between different types of AGNs. As an example, for Type I Seyfert galaxies, \( \alpha_{ox} = -1.2 \).

The shape of the continuum in Figure 2 corresponds to a UV bump peaking at \( \sim 44 \) eV and an exponential decay part with a slope of \(-2.3\).

We also consider the new generation of SEDs that use the Eddington ratio \( (L/L_{Edd}) \) as a parameter and are presented in Jin et al. (2012) and summarized by Ferland et al. (2020). These SEDs are a combination of theory and more recent observations. The SED with a log \( L/L_{Edd} = -0.55 \) is shown in Figure 2. The derived SED has three components, namely (1) AGN disk emission, (2) Comptonization, and (3) a high energy power-law tail (Done et al. 2012). Figure 2 represents the shape of the broadband SED. It increases as blackbody emission (emission from the outer disk) from lower energy, peaks in the UV, then falls off due to inverse Compton scattering in the inner disk, and finally attains a power-law tail, which is due to the inverse Compton scattering in the corona. As shown, the SEDs are normalized to have the same total number of ionizing photons. Note that they disagree by \( \sim 1 \) dex in the soft X-ray region. We next use all three SEDs in CLOUDY and compare their predicted Fe II spectra.

3. Applications
3.1. Modeling of the BLR Cloud

We model the BLR gas by assuming solar abundances, as listed in Table 1, and a cloud column density \( (N_H) \) of \( 10^{24} \) cm\(^{-2}\). First, we consider the Fe II emission from a single cloud modeled using the Verner et al. (1999), Tayal & Zatsarinny (2018), and Smyth et al. (2019) data sets in addition to an intermediate \( L/L_{Edd} \) AGN SED, as described in Jin et al. (2012). Figure 3 compares the resulting Fe II emission spectra for the different atomic data sets in the UV and optical. In both spectral ranges, the Smyth et al. (2019) Fe II data set produces larger line intensities compared to the other two. The Smyth et al. (2019) data set has more very highly excited states that connect by permitted transitions to low-excitation highly populated levels. Continuum fluorescent excitation is much stronger as a result, which brings the short-wavelength lines into better agreement with the template. The Smyth et al. (2019) data set also better reproduces the observed Fe II pseudo-continuum, which results from the blending of a large number of high-lying lines in the UV and optical (Garcia-Rissmann et al. 2012). We therefore select the Smyth et al. (2019) data set to generate Fe II emission lines throughout the remainder of this paper.

To find a suitable AGN SED for our BLR model, we predict Fe II spectra using the Mathews & Ferland (1987), Korista et al. (1997), and Jin et al. (2012) SEDs in addition to the Smyth et al. (2019) Fe II data set. Figure 4 compares the Fe II emission spectra for all three AGN SEDs we consider. The adopted density, flux, and turbulence parameters indicated in the figures are the best-fitting parameters derived below.

The Mathews & Ferland (1987) and Korista et al. (1997) SEDs were simple empirical fits with little physical basis. In contrast, the Jin et al. (2012) SED does have a theoretical foundation, as explained in the original papers, and that family of SEDs produces significantly more soft X-ray emission between \( \sim 100 \) eV to 1 keV (see Figure 2) than the empirical SEDs. Soft X-rays are important because these higher energy photons can penetrate further into the cloud, deposit more energy in neutral gas, and produce stronger Fe II lines by
collisional excitation. Softer XUV and EUV\(^7\) photons are extinguished at shallower depth into the cloud, where Fe is more highly ionized, while hard X-rays and gamma-rays encounter less opacity and thus are transmitted without being reprocessed into emission lines.

The two older SEDs are shown in Figure 4 for historical reference. The papers describing them are highly cited (Mathews & Ferland 1987 and Korista et al. 1997) and they are built into CLOUDY. Several studies have used these SEDs, and the Verner et al. (1999) atomic data set, to investigate emission properties of AGN. Although the older SEDs and the Verner et al. (1999) data have historical interest, we prefer the modern SED (Jin et al. 2012) with its foundation of observations and theory and the new generation of atomic data (Smyth et al. 2019) with more complete collision strengths.

For these reasons, we, therefore, adopt the Jin et al. (2012) SED for our BLR model throughout this paper. Additionally, the log \(L/\dot{L}_{\text{Edd}}\) value for Jin et al. (2012) SED is consistent with that of I ZW 1 (\(\gtrsim 0.60\), Cragg et al. 2016; Giustini & Proga 2019). This is the intermediate \(L/\dot{L}_{\text{Edd}}\) SED and in Section 3.4 we explore the effects of varying \(L/\dot{L}_{\text{Edd}}\). We note that CLOUDY makes it easy to adopt user-defined SEDs in new calculations. It is hoped that the work we present here will lead to further explorations of the effects of the SED upon the line spectrum.

With the above selections of Fe\(\text{II}\) data set and SED, the remaining parameters are the cloud hydrogen density \(n_\text{H}\) and the flux of incoming photons striking the cloud \(\Phi\). We estimate these by considering a grid of photoionization models by varying these two parameters over a broad range.

\(^7\) We refer to the energy band 6–13.6 eV (912–2000 Å) as FUV, 13.6–56.4 eV (228–912 Å) as EUV, and 56.4–few hundred eV (<228 Å) as XUV.
features are absent in the observed FeII template. Therefore, to compare the predicted FeII spectra with the available observations of I Zw1 in the UV (Vestergaard & Wilkes 2001), we adopt the definitions of the Spike/gap ratio and FeII equivalent width of the UV bump given in Baldwin et al. (2004). The “Spike” is defined as the total FeII flux over the wavelength ranges 2280–2430 Å and 2560–2660 Å (these are the two “Spikes” as seen in Figure 5), and gap is defined as the total FeII fluxes over the 2430–2560 Å wavelength range. The Spike/gap ratio is defined as the ratio of these two and a typical observed value is ≈ 1.4. We consider the equivalent width of the FeII UV bump as the excess flux in 2200–2660 Å band over the continuum flux at 1215 Å which is then divided by the continuum flux at 1215 Å. CLOUDY calculates the equivalent width by assuming a 100% covering factor. Baldwin et al. (2004) showed that a covering factor of ≈20% is a good indicator of a successful model. A typical CLOUDY predicted equivalent width of >400 Å is consistent with the observed value with ~20% of the covering factor.

Lines from the BLR are velocity broadened (by $10^3$–$10^4$ km s$^{-1}$), although I Zw1 has a line width of ~1200 km s$^{-1}$. Given this, we smooth the CLOUDY predicted spectra by a boxcar average with a width of 1200 km s$^{-1}$ in order to compare with the observed I Zw1 template.

We vary the hydrogen density ($n_H$) from $10^8$ to $10^{16}$ cm$^{-3}$ and the photon flux ($\Phi$) between $10^{16}$ cm$^{-2}$ s$^{-1}$ and $10^{21}$ cm$^{-2}$ s$^{-1}$, as shown in Figure 6, resulting in a total of 825 individual BLR models with a $10^{2.5}$ step size. These parameters fully cover the possible range of clouds that produce the well-observed strong BLR lines like CIV λ1549. In this first step we neglect any microturbulence inside the cloud so the lines are thermally broadened. For each model, we analyze the FeII emission spectrum and calculate the Spike/gap ratio and EW of the FeII UV bump. Figure 6 shows contour plots of the Spike/gap ratio and the EW of the FeII UV bump in the $n_H$–$\Phi$ plane. No [$n_H$, $\Phi$] pair reproduces the observed FeII spectra. The FeII emission

---

**Figure 6.** Contour plot of the Spike/gap ratio and equivalent width (EW) derived from the photoionization model using the Smyth et al. (2019) Fe II data set and Jin et al. (2012) AGN SED. Left: Spike/gap ratio of the Fe II UV bump in the $n_H$–$\Phi$ plane. Right: EW of Fe II UV bump in the $n_H$–$\Phi$ plane. An axis indicating the distance of the Fe II emitting cloud from the central black hole is also added.

---

**Figure 7.** Spike/gap ratio and EW of the Fe II emission in the UV as a function of $V_{\text{turb}}$. Green line: the Spike/gap ratio and EW of FeII UV bump corresponding to $V_{\text{turb}} = 100$ km s$^{-1}$. These values are consistent with observations. Any turbulence greater than 100 km s$^{-1}$ will reproduce the observed FeII emission.

---

8 Covering factor or CF is defined as the fraction of $4\pi$ sr covered by the clouds, as seen from the central black hole. Normally, the CF is expressed as $\Omega/4\pi$, where $\Omega$ is the solid angle.

---
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shows the Spike ZW 1 in the UV band.

is too weak, and the Spike/gap ratio too large, a problem Baldwin et al. (2004) also encountered.

We conclude that the standard baseline model cannot satisfactorily reproduce the observed UV Fe II emission even with a bigger Fe II atomic data set and the new-generation AGN SED. In addition to the Spike/gap ratio and equivalent width, each baseline model also predicts two strong emission lines, one at 2400 Å and another double-peaked at 2610 and 2630 Å, which are not present in the observed spectrum, as shown in Figure 8.

3.2. The Effects of Microturbulence

Next we consider clouds with nonzero microturbulent velocity ($V_{\text{turb}}$) throughout the BLR gas, as previously proposed by Netzer & Wills (1983), and later Bottorff et al. (2000) and Baldwin et al. (2004). Netzer & Wills (1983) showed that the strength of the Fe II UV emission is directly proportional to the microturbulence. Bottorff et al. (2000), Baldwin et al. (2004), and Bruhweiler & Verner (2008) obtained a better fit for the quasar emission spectra, considering a turbulent emitting cloud. Physically, microturbulence decreases the optical depth by increasing the Doppler broadening ($\tau \sim V_{\text{doppler}}$), which helps more line photons to escape. Microturbulence also increases the importance of continuum pumping (e.g., Osterbrock 1977; Phillips 1978; Ferland 1992). We present a second grid model by varying $V_{\text{turb}}$ between 0.1 and $10^7$ km s$^{-1}$. The hydrogen density ($n_H$) is fixed to $10^{11}$ cm$^{-3}$ and the photon flux ($\Phi$) to $10^{20}$ cm$^{-2}$ s$^{-1}$, similar to previous works (e.g., Verner et al. 2003; Baldwin et al. 2004; Véron-Cetty et al. 2004; Bruhweiler & Verner 2008; Temple et al. 2020). Figure 7 shows the Spike/gap ratio and the strength of Fe II emission in the UV as a function of $V_{\text{turb}}$. The Spike/gap ratio decreases with increasing $V_{\text{turb}}$ and attains a value of $\sim$1.4 at $V_{\text{turb}} > 60$ km s$^{-1}$. In addition, to reproduce the observed strength of Fe II emission a $V_{\text{turb}} > 90$ km s$^{-1}$ is needed. Hence we set $V_{\text{turb}} = 100$ km s$^{-1}$ to reproduce the Fe II spectra for the remainder of the paper.

Next we recalculate the first grid of photoionization models assuming $V_{\text{turb}} = 100$ km s$^{-1}$ to find the $n_H$ and $\Phi$ of the emitting cloud. Similar to the previous steps, we calculate the Spike/gap ratio and the EW of the UV bump for each individual model. Figure 8 presents contour plots of the Spike/gap ratio and EW of the Fe II UV bump in the $n_H$-$\Phi$ plane. Clearly, a cloud with $n_H \approx 10^{11}$ cm$^{-3}$ and $\Phi \approx 10^{20}$ cm$^{-2}$ s$^{-1}$ reproduces the observed Spike/gap ratio and the strength of Fe II emission.

Next we compare the Fe II emission in the UV and optical bands with this density and flux. In Figure 9 we compare the predicted spectra with the observed Fe II templates in the UV (Vestergaard & Wilkes 2001) and optical (Véron-Cetty et al. 2004). For further comparison, we include predictions for both thermal and turbulent clouds. The Smyth et al. (2019) data set, the new-generation SED (Jin et al. 2012), and $V_{\text{turb}} = 100$ km s$^{-1}$ reproduces AGN Fe II spectra in the UV and optical far better than found in previous work, with solar Fe/H. This is a remarkable accomplishment.

3.3. Fe II/Mg II Ratio

The abundances of iron and magnesium are vital to probe the chemical evolution at high redshift. Iron in the solar neighborhood has mostly been produced by SNe Ia, which are the last stage of intermediate-mass stars in a close binary system. By comparison, magnesium has been deposited in the ISM by SN II, a core-collapsed SN originating from the explosion of a massive star soon after the initial starburst. The SNe Ia are delayed compared to SN II. A time lag between the iron and magnesium enrichment of the solar neighborhood is therefore expected. This time delay varies from 0.3 Gyr for massive elliptical galaxies to 1–3 Gyr for Milky Way type galaxies (Matteucci & Recchi 2001). Previous observations have measured the $I(\text{Fe II})/I(\text{Mg II})$ as a function of look-back time to trace the Fe/Mg abundance ratio (e.g., De Rosa et al. 2011; Shin et al. 2019). More recently Schindler et al. (2020)
report on an extensive data set extending over a broad range of cosmic time and find similar $I(\text{Fe II})/I(\text{Mg II})$ ratios.

We showed above that our best BLR model with solar abundances could successfully reproduce the observed template of I ZW 1 in the UV and optical. To estimate the $I(\text{Fe II})/I(\text{Mg II})$, we consider the total flux of the Fe II UV bump between the 2000 and 3000 Å range and that of the Mg II doublet at 2798 Å. We examined the $I(\text{Fe II})/I(\text{Mg II})$ for our best-fitting model with $n_H = 10^{11}$ cm$^{-3}$, $\Phi = 10^{35}$ cm$^2$ s$^{-1}$, and $V_{\text{turb}} = 100$ km s$^{-1}$. Our model predicts $\log(I(\text{Fe II})/I(\text{Mg II})) \approx 0.7$. Shin et al. (2019) obtained $\log(I(\text{Fe II})/I(\text{Mg II}))$ values of 0.31–0.79 for a large sample of AGNs at $z \sim 3$. De Rosa et al. (2011) showed a maximum $\log(I(\text{Fe II})/I(\text{Mg II}))$ of 0.77 for AGNs with $z > 4$. Our log($I(\text{Fe II})/I(\text{Mg II}))$ predictions closely match those observations, as shown in Figure 11.

Next we vary the Fe abundance from 0.1 to 10 times the solar abundance in our best-fitting BLR model and estimate the $I(\text{Fe II})/I(\text{Mg II})$ ratio while keeping the abundances of the other
elements constant. This is a test of the sensitivity of the line intensity ratio to the abundance ratio. Figure 10 shows the monotonic increasing nature of the $I(\text{Fe} \, \text{II})/I(\text{Mg} \, \text{II})$ ratio as a function of the Fe abundance. A similar trend of the $I(\text{Fe} \, \text{II})/I(\text{Mg} \, \text{II})$ ratio with the Fe abundance is also obtained by Verner et al. (2003). The $\log (I(\text{Fe} \, \text{II})/I(\text{Mg} \, \text{II}))$ intensity ratio increases by only $\sim 0.4$ dex when the Fe/Mg abundance ratio increases by 2 dex, or $I(\text{Fe} \, \text{II})/I(\text{Mg} \, \text{II}) \propto \text{Fe/Mg}^{0.19}$. This shows that the Fe II and Mg II spectra are strongly saturated due to the large line optical depths so that the intensity ratio does not strongly depend on the abundance ratio. Chemical evolution models suggest that the Fe/Mg ratio jumps by $\sim 1$ dex when SNe Ia start occurring in giant ellipticals (Hamann & Ferland 1999). This would correspond to a change in the intensity ratio of $\log (I(\text{Fe} \, \text{II})/I(\text{Mg} \, \text{II})) \sim 0.19$. Clearly a large number of high quality quasar spectra will be needed to measure such a subtle change.

3.4. Eigenvector 1

Next we consider the Eigenvector 1 correlation. The new-generation SED models consider a wide range of $L/L_{\text{Edd}}$ as summarized by Ferland et al. (2020). We adopt four $L/L_{\text{Edd}}$ values for Jin et al. (2012) SED. Those are $\log L/L_{\text{Edd}} = -1.15$, $-0.55$, $-0.03$, and 0.66. Figure 11 shows the predicted change in the equivalent widths of the UV bump and optical emission, defined as the total Fe II emission integrated over 4000–6000 Å. Both are predicted as equivalent widths measured relative to the incident SED at 1215 Å (Baldwin et al. 2004). The rightmost panel shows the $I(\text{Fe} \, \text{II})/I(\text{Mg} \, \text{II})$ discussed above and the ratio of the UV to optical Fe II bands.

Although the predictions are in general agreement with observations, the observational scatter makes comparison difficult. De Rosa et al. (2011) and Shin et al. (2019) obtained the $I(\text{Fe} \, \text{II})/I(\text{Mg} \, \text{II})$ for AGN samples observed at $z \geq 4$ and $z \sim 3$, respectively. Their results show little or no correlation between the $I(\text{Fe} \, \text{II})/I(\text{Mg} \, \text{II})$ and $L/L_{\text{Edd}}$. Clearly there are more parameters changing than simply the SED. A similar conclusion was reached by Ferland et al. (2020). That study used analytical theory to predict how the equivalent widths of H I and He II lines should change with the SED shape. As expected, large increases in the equivalent width were predicted as the SED grew harder with increasing $L/L_{\text{Edd}}$. No changes in equivalent width are observed, showing that the physics is more complex. Alternatively, the underlying theory may not, for some reason, produce the correct change in the SED as $L/L_{\text{Edd}}$ changes. Clearly more work is needed.

4. Conclusions and Summary

We incorporated four atomic data sets, with self-consistent energy levels, transition rates, and electron impact collision strengths, for Fe II. Three of these data sets include transitions in the UV and we compared the emission-line predictions from these data sets for typical AGN with a set of BLR parameters and the new generation of SEDs.

1. The original Verner et al. (1999) data set largely rests on “g-bar” collision strengths, so we only presented it as a reference. By contrast, the Tayal & Zatsarinny (2018) and Smyth et al. (2019) Fe II data sets have many more transitions in the FUV, so continuum and Lyα florescent excitation, known to be important for Fe II, is better reproduced. However, the Smyth et al. (2019) data set, with its higher density of states, produces several times more emission in the FUV compared to Tayal & Zatsarinny (2018). The Smyth et al. (2019) data set was hence adopted throughout most of this work.

2. We considered three representations of the broadband SED of an AGN, namely the original Mathews & Ferland (1987) SED (long included in CLOUDY), the Korista et al. (1997) SED derived from observations, and that of Jin et al. (2012) SED derived from a combination of theory and more recent observations. We compared the Fe II emission lines reproduced by each of the SEDs with CLOUDY. We showed that the Jin et al. (2012) SED produces the strongest Fe II emission because the soft X-rays penetrate into the low ionization region, heating it, generating more Fe II emission. Also, the log $L/L_{\text{Edd}}$ value for the intermediate Jin et al. (2012) SED is consistent with that of I Zw 1. The Jin et al. (2012) SED was hence adopted in this work.

3. We presented predictions of the strength of the broad bump of Fe II UV emission and the Spike/gap ratio, defined by Baldwin et al. (2004), in the density ($n_t$)—photon flux ($\Phi$) plane, using solar abundances and thermal line broadening ($V_{\text{turb}} = 0 \text{ km s}^{-1}$). Our calculations with the Smyth et al. (2019) data set and the Jin et al. (2012) SED also did not reproduce the observed Fe II template.

4. We considered the effects of microturbulence ($V_{\text{turb}}$), varying it between 0.1–10 km s$^{-1}$. We showed that a cloud with $V_{\text{turb}} > 60 \text{ km s}^{-1}$ closely reproduces the observed Spike/gap ratio of 1.4, while the observed equivalent width ($>400$ Å) requires that $V_{\text{turb}} > 90 \text{ km s}^{-1}$. We adopted $V_{\text{turb}} \approx 100 \text{ km s}^{-1}$ in this work.

5. Using the Smyth et al. (2019) data set, Jin et al. (2012) SED, solar abundances, and the derived $V_{\text{turb}}$, we
recalculated the strength of the Fe II UV emission and Spike/gap ratio in the density ($n_H$)—photon flux ($\Phi$) plane. We showed that large regions in the plane reproduced the observed UV Fe II emission. 

6. We compared our model using the best obtained BLR parameters with the observed Fe II UV (Vestergaard & Wilkes 2001) and optical template Véron-Cetty et al. (2004) template and found surprisingly good agreement. We concluded that the Fe II spectra are consistent with formation in relatively dense ($n_H = 10^{11}$ cm$^{-3}$) and turbulent ($V_{turb} \approx 100$ km s$^{-1}$) clouds about 100–200 light days away from the central black hole with solar abundances.

7. We showed that the $I(\text{Fe II})/I(\text{Mg II})$ ratio predicted by our best-fitting model reproduces observations with solar abundances. This is a significant step in calibrating Fe II as an abundance indicator. Unfortunately, the spectrum is strongly saturated so the intensity ratio does not have a strong dependence on the abundance ratio.

8. We considered how changes in the SED shape, predicted from recent models by varying $L/L_{\text{Edd}}$, change the resultant Fe II spectrum. In the simplest case this would provide a physical explanation for the observed Eigen-vector 1 relations. The predicted changes do not agree with the observed correlations, showing that more is changing than just the SED shape. A similar conclusion...
was reached by Ferland et al. (2020) in their analysis of hydrogen line equivalent widths.
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