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Classification of Heart Sounds Using Convolutional Neural Network
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Featured Application: Combining of multi-features extracted manually and convolutional neural network classifier for automatic heart sounds classification.

Abstract: Heart sounds play an important role in the diagnosis of cardiac conditions. Due to the low signal-to-noise ratio (SNR), it is problematic and time-consuming for experts to discriminate different kinds of heart sounds. Thus, objective classification of heart sounds is essential. In this study, we combined a conventional feature engineering method with deep learning algorithms to automatically classify normal and abnormal heart sounds. First, 497 features were extracted from eight domains. Then, we fed these features into the designed convolutional neural network (CNN), in which the fully connected layers that are usually used before the classification layer were replaced with a global average pooling layer to obtain global information about the feature maps and avoid overfitting. Considering the class imbalance, the class weights were set in the loss function during the training process to improve the classification algorithm’s performance. Stratified five-fold cross-validation was used to evaluate the performance of the proposed method. The mean accuracy, sensitivity, specificity and Matthews correlation coefficient observed on the PhysioNet/CinC Challenge 2016 dataset were 86.8%, 87%, 86.6% and 72.1% respectively. The proposed algorithm’s performance achieves an appropriate trade-off between sensitivity and specificity.
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1. Introduction

Statistics show that cardiovascular disease (CVD) is one of the main reasons for mortality in the world [1,2]. Heart sounds are a kind of mechanical vibrations caused by the movement of blood in the cardiovascular system [3] and they are considered to be an important indicator in the diagnosis of several CVDs. Compared with electrocardiograph (ECG) signals, a phonocardiogram (PCG), which is a graphical recording of heart sounds, can clearly express changes in the state of the heart. So PCG can be used to diagnose deformation in heart organs and damage to heart valves [4]. Auscultation is the major means by which clinicians listen to heart sounds. The results of an auscultation are then used by doctors to detect cardiac diseases. This process is subjective, time-consuming and requires
extensive training and experience in auscultation [5]. Therefore, it is necessary to develop a method for the automatic classification of heart sounds.

The common approaches to heart sound or PCG classification include three steps—(1) feature extraction; (2) feature selection; and (3) classification by a classifier. The performance of PCG classification is influenced by all three of these processes. Gerbarg et al. [6] were the first researchers to attempt the automatic classification of a pathology in a PCG recording by the threshold-based method. In our previous work [7,8], we, in Reference [7], extracted 324 features and used a back propagation neural network (BP, NN) for PCG classification. Furthermore, in Reference [8], we extracted 515 features from nine feature domains on the same dataset as used in the present study and trained a support vector machine (SVM) with a radial basis kernel function for signals classification. Yaseen et al. [9] applied an SVM and a deep neural network (DNN) to extract Mel Frequency Cepstral Coefficients (MFCCs) and Discrete Wavelets Transform (DWT) features from their own database and evaluated the contribution of each feature. Other researchers have worked on extracting features from heart sound signals; however, to the best of our knowledge, the features extracted in Reference [8] include almost all of the features that are referred to in other related research.

Deep learning [10], especially for convolutional neural network (CNN), has been used to achieve great success in such fields, image detection [11,12], speech recognition [13] and medical image and signal analysis [14]. Recently, many researchers have used deep learning methods to automatically classify heart sounds. A CNN was used as a feature extractor in Reference [15] and the features extracted by the CNN were fed into an SVM for heart sound classification. Time-frequency features of raw heart sound signals were fed into a CNN model to classify normal and abnormal heart sounds in References [16,17]. In Reference [18], the authors used Mel-frequency spectral coefficients (MFSCs) features as inputs into a CNN model. Rubin et al. in Reference [19] proposed an ensemble of feature-based and CNN-based classifiers for heart sound classification tasks. Andries et al. compared the classification performance between a CNN and two other classifiers (SVM and K-nearest Neighbor, (KNN)) based on the features extracted from the CNN. These authors also compared the results obtained from the same classifiers using different features extracted from a linear binary pattern (LBP) and the CNN [20].

All of these studies have made a great contribution to the field of automatic heart sound classification. However, some challenges remain in the field of heart sound classification:

1. The extraction of new feature types from heart sounds.
2. New methods for heart sound classification.
3. Imbalanced numbers of normal and abnormal heart sounds.

Deep learning is a big data algorithm. However, we used a small number of dataset in this study, which would likely have led to overfitting if we employed a deep neural network [21]. Deep learning methods have been combined with the traditional feature engineering method in some fields recently [22]. A CNN has been used to extract features automatically in many recent studies. However, the features that are extracted by a CNN are abstract and have low explanatory power. Therefore, in this study, we classified normal and abnormal heart sounds using a combination of the feature engineering method and a compact CNN model. We also aimed to explore the feature selection and classification capabilities of the CNN. First, 497 features were extracted from eight domains in accordance with our previous work. Then, the designed CNN was used to select features and distinguishing abnormal heart sounds from normal heart sounds. We introduced dropout and global average pooling strategies into the proposed model to avoid overfitting and class weights were set in order to solve the class imbalance problem. Finally, we evaluated the performance of the proposed method using mean accuracy, sensitivity, specificity and Matthews correlation coefficient (MCC) based on stratified five-fold cross-validation. To demonstrate the validity of the designed CNN model, we further tested several machine learning algorithms (support vector machine [23], random forest [24] and adaboost [25]). The performances of the proposed method were more remarkable than those
machine learning classifiers. Compared with recurrent neural network (RNN) [26], which is said to be better for sequential tasks, CNN can reduce the computation overhead [27]. The results indicate that the proposed method efficiently classifies normal and abnormal heart sounds and demonstrate the feasibility of the CNN as a feature selector and classifier.

2. Materials and Methods

2.1. Dataset

In this study, we used a dataset from PhysioNet/Computing in Cardiology Challenge2016 [28], which aims to facilitate research on novel methods for heart sound classification. The dataset, which contains a total of 3153 PCG recordings, is composed of six subsets that were provided by different groups around the world. All of these PCGs recorded the heart sounds of adults and children using clinical and nonclinical methods. Their sampling frequency is 2000 Hz. The length of the recordings varies from 5 s to over 120 s. They are all in the wav format. The dataset includes 2488 normal samples and 665 abnormal samples manually labelled with −1 and 1, respectively [29]. For convenience, the labels −1 and 1 were replaced with 1 and 0, respectively, in this study. The normal recordings are from healthy subjects and the abnormal recording are from patients with a confirmed cardiac diagnosis, which is not specified [30]. For more details, please refer to Reference [29].

Normal heart sounds usually include a first (S1) and a second (S2) heart sound. S1 occurs at the beginning of the isovolumetric ventricular contraction, when the mitral and tricuspid valves close due to the rapid increase in pressure within the ventricles. S2 occurs at the beginning of diastole with the closure of the aortic and pulmonic valves. Between S1 and S2 or starting at or after S2 and ending before or at S1 separately, the cardiac cycle also contains systole (Sys) and diastole (Dia). So, one PCG recording can be divided into S1, systole, S2 and diastole [31].

The proposed method includes two major steps—feature extraction and feature selection and classification based on the designed CNN. The workflow of this approach is shown in Figure 1. We describe each step in the following subsections.

![Figure 1](image_url) **Figure 1.** Block diagram of the proposed method. First, the phonocardiogram (PCG) is preprocessed and segmented. After that, the four states of each PCG recording are used to extract multiple features. Finally, the extracted features are fed into the designed convolutional neural network (CNN) model to classify normal and abnormal heart sounds.

2.2. Preprocessing

According to the characteristics of the PCG recordings described in Section 2.1, we performed filtering, regularization and segmentation of the heart sounds before we designed the classification algorithm.

Firstly, each PCG recording was filtered by a high-pass filter with a cut-off frequency of 10 Hz to remove baseline drift. Secondly, the spike removal algorithm was applied to the filtered recordings [32]. Thirdly, the recordings were normalized to zero mean and unit standard deviation. Finally, the PCG recordings were segmented using the method of the hidden semi-Markov model (HSMM) segmentation method proposed by Springer et al. [33].

2.3. Multi-Feature Extraction

A total of 497 features were extracted from eight domains. All these procedures were processed in Matlab2016b. The number of features extracted from each domain is listed in Table 1. Details on how
these features were extracted are given in the following subsections. The features of each domain are summarized in the Appendix A (Tables A1–A6).

Table 1. Summary of the numbers of features extracted from eight domains.

| Index | Domain                      | Num. of Features |
|-------|-----------------------------|------------------|
| 1     | Time                        | 20               |
| 2     | Amplitude                   | 12               |
| 3     | Energy                      | 62               |
| 4     | High-order statistics       | 16               |
| 5     | Cepstrum                    | 65               |
| 6     | Frequency                   | 308              |
| 7     | Cyclostationary             | 4                |
| 8     | Entropy                     | 10               |
|       | Total                       | 497              |

2.3.1. Features in the Time Domain

The features from this domain are listed in the Appendix A (Table A1). The methods used to extract the features in index 1–16 have been described in References [7,29], which specify the physiological meanings from the point of view of heart physiology. We added another four features (index 17–20). So, 20 features in total were extracted from the time domain.

2.3.2. Features in the State Amplitude Domain

Previous studies have shown that the amplitude of a heart sound is related to the heart’s hemodynamics [3,34,35]. So, we considered the amplitudes of heart sounds as features. First, the absolute values of the amplitude were normalized. Then, the ratios of the absolute amplitude between different states were calculated. Furthermore, the mean and standard deviation of the ratio of the absolute amplitude between any two different states in a PCG recording were taken to be the features of this domain. Hence, a total of 12 amplitude features were extracted from four states. They are listed in the Appendix A (Table A2).

2.3.3. Features in the Energy Domain

There are two kinds of features in the energy domain—(1) the energy ratio of the band-passed signal to the original signal; and (2) the energy ratio of one state to another.

For (1), we considered the frequency bands with an initial bandwidth of 10 Hz and an incremental bandwidth of 10 Hz. We obtained 42 frequency bands from 10 Hz to 430 Hz ([10 20] Hz, [20 30] Hz, [30 40] Hz, ..., and [420 430] Hz). So, there were 42 features for each of these bands. First, we applied the Butterworth filter to the raw signals. The output \( y_i \) of each fifth-order Butterworth filter applied to each band signal was calculated using Equation (1).

\[
y_i = \text{filter} (b_i, a_i, x), \quad i = 1, 2, \ldots, 42, \tag{1}
\]

where \( b_i \) (the numerator) and \( a_i \) (the denominator) denote the coefficients of the Butterworth IIR filter. Then, the energy ratio of each band was calculated using Equation (2).

\[
\text{Ratio}_{\text{energy\_band}_i} = \frac{\sum |y_i|^2}{\sum |x|^2}, \quad i = 1, 2, \ldots, 42. \tag{2}
\]
We also needed to consider the energy ratio between any two states. Taking as an example the energy ratio of \( S_1 \) to the cycle period, if we have \( N \) cycles in a PCG recording and each cycle contains \( n \) discrete time indices, then the “Ratio_energy_state” can be defined as in Equation (3).

\[
\text{Ratio}_{\text{energy}}_{S_1_{\text{cycle}}} = \frac{\sum_n |S_{1i}(n)|^2}{\sum_n |c_i(n)|^2}, \quad i = 1, 2, \ldots, N.
\]  

(3)

In this study, the mean and the standard deviation (SD) of \( \text{Ratio}_{\text{energy}}_{S_1_{\text{cycle}}} \) in the \( i \)th cycle were calculated as two features, namely, \( m_{\text{Ratio}_{\text{energy}}_{S_1_{\text{cycle}}}} \) and \( \text{sd}_{\text{Ratio}_{\text{energy}}_{S_1_{\text{cycle}}}} \). We also obtained the energy ratios of state \( S_1 \) to the \( S_2 \), systole and diastole states, respectively. So, for state \( S_1 \), eight features were extracted. Similarly, we extracted six, four and two features for the \( S_2 \), systole and diastole states, respectively. All of the features from this domain are listed in the Appendix A (Table A3).

### 2.3.4. Features in the Higher-Order Statistics Domain

Skewness is a measure of the deviation of the direction and degree in a data distribution. It is defined as a third-order normalized moment of a sample. Kurtosis is used to represent the peak value of a probability density distribution curve at the average value. The skewness and kurtosis of each state \( (s_i) \) in a cycle are defined in Equations (4) and (5), respectively. As shown in Equation (5), kurtosis is a fourth-order statistic.

\[
\text{skewness} = E\left[ \left( \frac{s_i - \mu}{\sigma} \right)^3 \right], \quad i = 1, 2, \ldots, N,
\]

(4)

\[
\text{kurtosis} = E\left[ \left( \frac{s_i - \mu}{\sigma} \right)^4 \right], \quad i = 1, 2, \ldots, N,
\]

(5)

where \( N \) is the number of cycles in a PCG recording, \( \mu \) and \( \sigma \) denote the mean and variance, respectively, of one state \( (S) \) in the \( i \)th cycle and \( E[\cdot] \) is the mathematical expectation. In this study, we considered the mean and standard deviation of the skewness and kurtosis of each state to be two separate features. Therefore, there were 16 features in this domain. They are listed in the Appendix A (Table A4).

### 2.3.5. Features in the Cepstrum Domain

In this domain, we first calculated the cepstrum of a PCG recording \( p(n) \) using Equations (6)–(8). As described in Reference [36], the cepstrum coefficient decays quickly, so we only considered the first 13 cepstral coefficients. Furthermore, a new discrete sequence was generated by combining together all of the \( S_1 \) states of a PCG recording. The first 13 cepstral coefficients were extracted from the cepstrum of the new discrete sequence. The same operation was performed on the new discrete sequences generated by all of the \( S_2 \), systole and diastole states of a PCG recording. Finally, a total of 65 (13 + 13 \times 4) features was obtained.

\[
P(k) = \text{DFT}[p(n)]
\]

(6)

\[
P'(k) = \log[P(k)]
\]

(7)

\[
P'(n) = |\text{IDFT}[P'(k)]|
\]

(8)

In Equation (6), we first applied the discrete Fourier transform (DFT) to the signal \( p(n) \). Then, we obtained the natural logarithm (log) \( P'(k) \) of \( P(k) \). Finally, by applying the inverse discrete Fourier transform (IDFT) and the absolute operation \( (|\cdot|) \), we obtained the cepstrum \( P'(n) \) of the signal \( p(n) \).

### 2.3.6. Features in Frequency Domain

In this domain, we estimated the frequency spectrum of each state in each cardiac cycle using a rectangular window and the DFT. Then, we calculated the mean frequency spectrum of each state over
all cycles in a PCG recording. The spectrum values from 20 Hz to 400 Hz with a 5 Hz interval were extracted as features. Therefore, we could obtain 77 features from each state. A total of 308 (77 × 4) features were obtained from the frequency domain.

2.3.7. Features in the Cyclostationarity Domain

Ting et al. in Reference [37] have discussed the degree of cyclostationarity, which indicates the level of signal repetition in a PCG recording. We set
\[ \gamma(\alpha) \] as the cycle frequency spectral density (CFSD) of a PCG recording at cycle frequency \( \alpha \) and \( \gamma(\eta) \) as the CFSD of the PCG recording at the cycle frequency \( \eta \), which is defined by the main peak location of \( \gamma(\alpha) \). The degree of cyclostationarity is defined as in Equation (9).

\[ d(\eta) = \frac{\gamma(\eta)}{\int_0^\beta \gamma(\alpha)d\alpha} \]  

(9)

where \( \beta \) denotes the maximum cycle frequency. It is obvious that \( d(\eta) \) will be infinity with cyclical events and that random signals will have a small value. We first divided each PCG recording into several equal subsequences. Each subsequence had its own degree of cyclostationarity. Then, the mean and standard deviation, based on the degree of cyclostationarity of all subsequences in a PCG recording, were calculated as two separate features.

We also considered the sharpness of the peak of the CFSD in this domain. It is defined as the ratio of the maximum CFSD to the median CFSD:

\[ \text{peak sharpness} = \frac{\max(\gamma(\alpha))}{\text{median}(\gamma(\alpha))} \]  

(10)

Similarly, the mean and standard deviation of the \( \text{peak sharpness} \) of all of the subsequences in a PCG recording can be calculated as another two separate features. Therefore, four features were obtained from this domain. They are listed in the Appendix A (Table A5).

2.3.8. Features in the Entropy Domain

Entropy is a commonly used feature in signal processing. Sample entropy and fuzzy measure entropy indicate the complexity of a PCG recording. Details on the calculation of sample entropy and fuzzy measure entropy can be found in References [7,36]. In this domain, we first calculated the sample entropy and fuzzy measure entropy of one PCG recording. As with the features in the cepstrum domain, we then extracted these two entropy features from four newly generated sequences. In total, 10 features were extracted from the entropy domain. They are listed in the Appendix A (Table A6).

2.4. Heart Sound Classification Based on the Designed CNN

2.4.1. Model Structure

The conventional CNN [38] typically alternates between two different types of layers—convolution and pooling. The last stage usually consists of at least one fully connected layer and a classification layer with the sigmoid function (for binary classification) [39] or the softmax function (for multi-class classification). For images or temporal series, convolution layers preserve the spatial information by using local receptive fields. The strategy of sharing the same weights can be used to learn a set of position-independent latent features. Pooling layers are used to reduce the dimensions of the feature maps generated by the convolution layers.

As shown in Figure 2, the proposed model is composed of three Conv-blocks, a global average pooling (GAP) layer and a classification layer with the sigmoid function. This classification step was completed by Keras one of deep learning architectures with python 3.6. Each Conv-block includes a convolutional1D (Conv-1D) layer and a maxpooling1D layer, followed by the strategy of dropout
to prevent overfitting [40]. The numbers of filters for the Conv1D layers were set to 32, 64 and 128, respectively and each filter had a kernel size of 3 and strides 3. The pooling size was 2 with two strides 2. Relu was adopted as the activation function in each convolution layer. We tested the dropout rate from 0.2 to 0.5 and found that the model achieved the best performance when the dropout rate was 0.25. Adam, with a learning rate of 0.001, $\beta_1(\text{beta}_1) = 0.9$ and $\beta_2(\text{beta}_2) = 0.999$ and binary cross-entropy were used as the optimizer function and the objective function, respectively.

![Diagram of the designed convolutional neural network (CNN) model for normal and abnormal PCG classification. Conv1D denotes a one-dimensional convolution layer. GAP denotes the global average pooling layer.](image)

**Figure 2.** Structure of the designed convolutional neural network (CNN) model for normal and abnormal PCG classification. Conv1D denotes a one-dimensional convolution layer. GAP denotes the global average pooling layer.

In the proposed classification method depicted in Figure 2, as the input of the model comprises all of the extracted features, we assume that the designed model is used only to select features and classify normal and abnormal heart sounds. Therefore, the designed model is a shallow or compact model. We performed valid convolution operations on the convolution layers to explore the relationship between the different features described in Section 2.3. We also adopted pooling layers to reduce the feature dimensions. So, the dimensions of the input features gradually decreased from the bottom layers to the top layers of the Conv-blocks. This procedure reorganizes and reduces the dimensionality of the input (497 features in total), which can also be viewed as feature selection in signal processing.

The feature maps generated from the last Conv1D layer are fed into the global average pooling (GAP) layer, the principle of which is introduced in the following subsection. Each feature map outputs a value named an eigenvalue. Then, all of these eigenvalues make up the eigenvector shown in Figure 2. Finally, the eigenvector is fed into the classification layer with one neural and one sigmoid activation function to output a predicted probability.

### 2.4.2. Global Average Pooling

Compared with the traditional CNN, in the proposed CNN model, there is a GAP layer, which was first introduced in Reference [41], rather than fully connected layers before the classification layer. The differences between the fully connected layers and the GAP layer are shown in Figure 3.

As shown in Figure 3a, the feature points of each feature map generated by the last Conv1D layer are first flattened into a vector. Then, the vector is connected to all of the neural nodes of the fully connected layer, which produce various permutations and combinations of the feature nodes. Given $m$ feature points and $n$ neural nodes, the output of the fully connected layer is calculated as shown in Equation (2). There will be $mn + n$ parameters to be trained. If we increment the parameters, the model
will be prone to overfitting. On the other hand, it acts as a black hole from the fully connected layer to the classification layer.

\[
\begin{bmatrix}
y_1 \\
y_2 \\
\vdots \\
y_n
\end{bmatrix} = \begin{bmatrix} x_1 & x_2 & \cdots & x_m \end{bmatrix} \begin{bmatrix} w_{11} & w_{12} & \cdots & w_{1n} \\
w_{21} & w_{22} & \cdots & w_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
w_{m1} & w_{m2} & \cdots & w_{mn} \end{bmatrix} + \begin{bmatrix} b_1 \\
b_2 \\
\vdots \\
b_n
\end{bmatrix},
\]

(11)

where, \( w_{ij} \) (\( i, 1,2, \ldots , m \), \( j, 1,2, \ldots , n \)) and \( b_n \) (\( n, 1,2, \ldots , n \)) are the connected weights and bias, respectively, \( x_n \) is the number of feature nodes and \( y_n \) is the output.

The GAP layer carries out average pooling on the global feature map, so it is able to learn global information about each feature map. Each feature map generates a feature node and all of these feature maps are mapped into an eigenvector. As shown in Figure 3b, three feature maps are obtained from the last Conv1D layer. So, we obtain an eigenvector with a size of 3 that is then fed into the classification layer with the sigmoid activation function to calculate the classification probabilities. This procedure can be defined in Equations (12) and (13).

\[
x_i = \frac{1}{m} \sum_{j=1}^{m} a_{ij}, \quad i = 1,2,\ldots , n, \quad j = 1,2,\ldots , m,
\]

(12)

\[
x = [x_1 \ x_2 \ \cdots \ x_n],
\]

(13)

where \( a_{ij} \) is the \( j \)th feature point of the \( i \)th feature map, \( n \) and \( m \) are the number of feature maps and the size of each feature map, respectively, \( x_i \) denotes the global average of the \( i \)th feature map and \( x \) is the eigenvector generated by the GAP layer.

Figure 3. Comparison of the working principle between a fully connected layer and the global average pooling layer. “0” and “1” denote abnormal and normal heart sounds, respectively. The feature maps are generated by the convolution layers of the last Conv-block. (a) Description of the workflow from feature maps to the classification layer. The feature maps should first be flattened in this process. (b) Description of the principle of the global average pooling layer.

The GAP layer plays the role of a bridge between the Conv-block and a classification task without requiring extra parameters to be trained. Therefore, it regularizes the network in order to prevent overfitting. Furthermore, one of the authors of the present study has proven that the strategy of replacing the fully connected layer with a GAP layer is efficient [12]. In this study, we introduced a GAP layer into the CNN model to process medical signals.
2.4.3. Addressing the Problem of Class Imbalance

For binary classification tasks, in the conventional CNN, the feature nodes generated by the fully connected layer are fed into the classification layer to output a probability. When the model calculates the loss value, each category has an equal loss weight, which may lead the model to predict the input as the class with the larger number of samples when performing a classification task with a class imbalance. However, in clinical practice, it is common for the number of normal samples to be much larger than that of abnormal samples. So, in clinical applications of deep learning algorithms, it is essential to deal with the problem of class imbalance.

To solve the problem of class imbalance for normal and abnormal heart sound samples, in this study, we set different class weights in the loss function, that is, the model applies different penalties to classes with mispredictions. The new weight for each class is defined in Equation (14). It is clear that abnormal samples will acquire a larger weight when they are incorrectly predicted.

$$\text{class}_{i}\_\text{weight} = \frac{1}{2} \times \frac{\text{Number of training samples}}{\text{Number of class}_i}, i = 0, 1. \quad (14)$$

3. Results

3.1. Performance of the Normal and Abnormal Heart Sound Classification

We applied stratified five-fold cross-validation to the heart sound dataset described in Section 2.1 in order to train and test the proposed model. The dataset was split into five equal-sized subsets and the proportion of each part was the same as that of the original dataset. Four subsets were used to train and validate the model, while the members of the remaining subset were retained as test samples. This process was repeated five times.

The sensitivity, specificity, MCC [42] and mean accuracy (Macc) for each fold of the cross-validation were used to evaluate the performance of the proposed model. In clinical applications, sensitivity measures the proportion of sick people who are correctly identified as positive. Specificity measures the percentage of healthy people who are correctly identified as negative. MCC can produce a truthful score for binary classification tasks or multi-class prediction [43]. Macc is not sensitive to the numbers of classes, so it can be used to indicate the performance of the classifier. Because the classification task involved a class imbalance, we applied the arithmetic mean of sensitivity and specificity, that is, the mean accuracy (Macc), to eliminate any reported high virtual accuracy. The classification performances of the proposed method are presented in Table 2. It can be observed that the best outcomes obtained from fourth-fold are 94%.

| Criteria     | Fold 1 | Fold 2 | Fold 3 | Fold 4 | Fold 5 | Mean  |
|--------------|--------|--------|--------|--------|--------|-------|
| Sensitivity  | 0.919  | 0.838  | 0.741  | 0.943  | 0.909  | 0.87  |
| Specificity  | 0.735  | 0.92   | 0.944  | 0.937  | 0.795  | 0.866 |
| MCC          | 0.593  | 0.797  | 0.703  | 0.906  | 0.606  | 0.721 |
| Macc         | 0.827  | 0.879  | 0.8425 | 0.94   | 0.852  | 0.868 |

3.2. Performance Comparison between the Fully Connected Layer and the Global Average Pooling Layer

In the proposed method, the fully connected layers of the conventional CNN were replaced by a GAP layer to avoid overfitting and to improve the model’s performance. To demonstrate the advantages of using a GAP layer, we performed another experiment on the model with one fully connected layer followed by the dropout strategy with a dropout rate of 0.25. The comparison of the average performances, in terms of five-fold cross-validation, between the fully connected layer and the global average pooling layer is depicted in Figure 4.
Because the classification task involved a class imbalance, we applied the arithmetic mean of the number of classes, so it can be used to indicate the performance of the classifier. Performance comparison between the default loss function and the loss function with class weights during the training process is 5 percentage points higher than that of the default loss function. The default loss function is with the equal class weights for normal and abnormal samples, while the class weights-based method sets 2.73 for abnormal samples and a small value 0.63 to the normal samples.

Figure 4 shows that the proposed model with a GAP layer is more powerful for normal and abnormal heart sound classification than the model with a fully connected layer. The mean accuracy and sensitivity of the former are approximately 2 percentage points and 6 percentage points higher than the latter, respectively. The MCC observed from the proposed model is about 4 percentage points higher than the model with fully connected layer. However, the specificity of the fully connected layer is better than that of the GAP layer. From a clinical standpoint, sensitivity is more important than specificity, so the classification results from the model with a GAP layer are promising.

3.3. Performance Comparison between the Default Loss Function and the Loss Function with Class Weights

We set class weights in the loss function during the training process to tackle the problem of class imbalance and to improve the classifier’s Macc, especially for abnormal heart sounds. The same stratified five-fold cross-validation was applied to evaluate the performance of the training model with class weights and without class weights. The values of class weights for the normal and abnormal classes were calculated using Equation (14). For each fold of the cross-validation, the total number of training samples was 2523 with 1991 normal samples and 532 abnormal samples. Therefore, the class weights for the normal and abnormal samples were 0.63 and 2.37, respectively. The average performances are shown in Figure 5.

Figure 4. Performance comparison between the fully connected layer and the global average pooling layer. FC, fully connected layer.

Figure 5. Performance comparison between the default loss function and loss function with class weights. The default loss function is with the equal class weights for normal and abnormal samples, while the class weights-based method sets 2.73 for abnormal samples and a small value 0.63 to the normal samples.
As shown in Figure 5, the classification mean accuracy obtained by setting the class weights in the loss function during the training process is 5 percentage points higher than that of the default equal weights loss function. The sensitivity of the model based on the class weights loss function is much higher than that of the default loss function (up to 16 percentage points). The default equal weights loss function obtained a specificity of about 93%, which is higher than that of class weights-based loss function. Besides, the proposed model with different class weights obtained MCC of 72.1% which is higher than the default equal class weights. With the improvement of the sensitivity, the specificity of the model is still above 85%, which indicates the validity of this method.

4. Discussion

In this study, we presented a method for recognizing normal and abnormal heart sounds that uses an ensemble of a feature engineering method and a deep learning algorithm. The outcomes from the proposed method outperform the reported best accuracy (0.8602) released by PhysioNet/Computing in Cardiology Challenge2016. In this study, we have also explored the challenges that were mentioned in the introduction.

Regarding the challenge of feature types, we extracted 497 features from eight domains based on our previous work. To the best of our knowledge, this feature set contains almost all of heart sounds features that have been referred to in the existing literature. We hope that these features will be helpful for the research of heart sounds or heart diseases. Regarding the method challenge, we explored a new method that combines a multi-features and deep learning method. For deep learning applications on temporal series, such as series of electroencephalogram (EEG), electrocardiograph (ECG) or Electromyography (EMG) signals, which have a low signal-to-noise (SNR), our proposed method may help with event detection or signal classification involving a combination of manually extracted features and deep learning algorithms. To some extent, the manual extraction of features is subjective. Combining automatically extracted features with deep learning algorithms, may make up the flaw of manually extracted features in some classification tasks. In addition, we introduced a GAP layer into the CNN model to improve the classifier’s performance as reflected in Figure 4. The use of a GAP layer rather than a fully connected layer allows us to avoid overfitting when the number of PCG recordings is insufficient for a deep learning algorithm. On the class imbalance issue, which commonly arises in clinical practice, we adopted the strategy of setting class weights during the training process to solve the problems with class imbalance. The results shown in Figure 5 prove the effectiveness of this strategy.

Besides, as the different metrics used in other research, it is confusion whether we should adopt the usually used accuracy (Acc) or the Macc as the final metric. In this study we compare the Acc and Macc in the same model as presented in Figure 6. We can get that—(1) when the specificity of the model is large, the Acc of the model is higher than the Macc and (2) the Macc is bigger than Acc when the sensitivity of the model is large. We believe Acc is not enough for the evaluation of the model, especially for the task of class imbalance. While, Macc is defined on the sensitivity and specificity, so it is suitable as an important metric.

Although we have used the proposed method to achieve good performance on the heart sound dataset, there are some limitations to this research. The designed CNN was applied to manually extracted features in order to select features and classify normal and abnormal heart sounds. It has been the trend to perform classification or detection tasks that involve medical images or signals using end-to-end deep learning methods. However, in our experiments, the CNN model’s performance was unsatisfactory when we used raw heart sounds as the input. On the other hand, the proposed method was able to classify normal and abnormal heart sounds, without the ability to recognize the categories of the abnormal heart sounds, which is crucial for the clinical diagnosis of related heart diseases. In further work, we will focus on the use of an end-to-end deep learning method for the classification of heart sounds and explore methods of mixing manual features and automatically extracted features in EEG signals for sleep staging.
5. Conclusions

In this study, we proposed a method for classifying normal and abnormal heart sounds. Multiple features extracted from eight domains were fed into the designed CNN model, which was used to select features and classify heart sounds. A GAP layer was introduced into the designed CNN in order to obtain global information about the feature maps to improve the classification performance. This was also shown to reduce the model’s complexity and avoid overfitting. Class weights were set during the training process to solve the problem of class imbalance, which is an issue that commonly arises during the processing of medical images and signals. The results obtained in this study have demonstrated the efficacy of the proposed method.
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Appendix A

Note: Because there are a lot of operations of mean and standard deviation, for simplicity and clarity, in the second column of all the tables, “m” and “sd” are used to represent mean and standard deviation respectively. Furthermore, “Sys” and “Dia” denote systole and diastole states separately.
Table A1. The summary of the features extracted from time domain.

| Index | Features                  | Concepts                                              |
|-------|---------------------------|-------------------------------------------------------|
| 1–2   | m_RR, sd_RR               | mean and standard deviation of RR intervals           |
| 3–4   | m_IntS1, sd_IntS1         | mean and standard deviation of S1 intervals           |
| 5–6   | m_IntS2, sd_IntS2         | mean and standard deviation of S2 intervals           |
| 7–8   | m_IntSys, sd_IntSys       | mean and standard deviation of systolic intervals     |
| 9–10  | m_IntDia, sd_IntDia       | mean and standard deviation of diastolic intervals    |
| 11–12 | m_Ratio_SysRR, sd_Ratio_SysRR | mean and standard deviation of the ratio of systolic interval to RR interval of each heartbeat |
| 13–14 | m_Ratio_DiaRR, sd_Ratio_DiaRR | mean and standard deviation of ratio of diastolic interval to RR interval of each heartbeat |
| 15–16 | m_Ratio_SysDia, sd_Ratio_SysDia | mean and standard deviation of the ratio of systolic to diastolic interval of each heartbeat |
| 17–18 | m_Ratio_S1RR, sd_Ratio_S1RR, m_Ratio_S2RR, sd_Ratio_S2RR | mean and standard deviation of the ratio of S1 interval to RR interval of each heartbeat, mean and standard deviation of the ratio of S2 interval to RR interval of each heartbeat |

The authors add another four features in time domain.

Table A2. The summary of the amplitude features extracted from four states.

| Index | Features                  | Concepts                                              |
|-------|---------------------------|-------------------------------------------------------|
| 1–2   | m_Amp_SysS1, sd_Amp_SysS1 | mean and standard deviation of the ratio of the mean absolute amplitude during systole to that during S1 in each heartbeat |
| 3–4   | m_Amp_DiaS2, sd_Amp_DiaS2 | mean and standard deviation of the ratio of the mean absolute amplitude during diastole to that during S2 in each heartbeat |
| 5–6   | m_Amp_S1S2, sd_Amp_S1S2   | mean and standard deviation of the ratio of the mean absolute amplitude during S1 to that during the S2 in each heartbeat |
| 7–8   | m_Amp_S1Dia, sd_Amp_S1Dia | mean and standard deviation of the ratio of the mean absolute amplitude during S1 to that during diastole in each heartbeat |
| 9–10  | m_Amp_SysDia, sd_Amp_SysDia | mean and standard deviation of the ratio of the mean absolute amplitude during systole to that during diastole in each heartbeat |
| 11–12 | m_Amp_S2Sys, sd_Amp_S2Sys | mean and standard deviation of the ratio of the mean absolute amplitude during S2 to that during systole in each heartbeat |
Table A3. The summary of the energy ration features extracted between any two states.

| Index | Features | Concepts |
|-------|----------|----------|
| 1–42 | Ratio\_energy\_band\_i | the energy ratios of the band-passed signal to the original one |
| 43–44 | m\_Ratio\_energy\_S1\_cycle | mean and standard deviation of Ratio\_energy\_S1\_cycle |
|       | sd\_Ratio\_energy\_S1\_cycle | |
| 45–46 | m\_Ratio\_energy\_S2\_cycle | mean and standard deviation of Ratio\_energy\_S2\_cycle |
|       | sd\_Ratio\_energy\_S2\_cycle | |
| 47–48 | m\_Ratio\_energy\_Sys\_cycle | mean and standard deviation of Ratio\_energy\_Sys\_cycle |
|       | sd\_Ratio\_energy\_Sys\_cycle | |
| 49–50 | m\_Ratio\_energy\_Dia\_cycle | mean and standard deviation of Ratio\_energy\_Dia\_cycle |
|       | sd\_Ratio\_energy\_Dia\_cycle | |
| 51–52 | m\_Ratio\_energy\_S1\_S2 | mean and standard deviation of Ratio\_energy\_S1\_S2 |
|       | sd\_Ratio\_energy\_S1\_S2 | |
| 53–54 | m\_Ratio\_energy\_S1\_Sys | mean and standard deviation of Ratio\_energy\_S1\_Sys |
|       | sd\_Ratio\_energy\_S1\_Sys | |
| 55–56 | m\_Ratio\_energy\_S1\_Dia | mean and standard deviation of Ratio\_energy\_S1\_Dia |
|       | sd\_Ratio\_energy\_S1\_Dia | |
| 57–58 | m\_Ratio\_energy\_S2\_Sys | mean and standard deviation of Ratio\_energy\_S2\_Sys |
|       | sd\_Ratio\_energy\_S2\_Sys | |
| 59–60 | m\_Ratio\_energy\_S2\_Dia | mean and standard deviation of Ratio\_energy\_S2\_Dia |
|       | sd\_Ratio\_energy\_S2\_Dia | |
| 61–62 | m\_Ratio\_energy\_Dia\_Sys | mean and standard deviation of Ratio\_energy\_Dia\_Sys |
|       | sd\_Ratio\_energy\_Dia\_Sys | |

Table A4. The summary of the skewness and kurtosis features extracted from four states.

| Index | Skewness Features | Concepts |
|-------|------------------|----------|
| 1–2   | m\_skewness\_S1 | mean and standard deviation of the skewness of S1 state |
|       | sd\_skewness\_S1 | |
| 3–4   | m\_kurtosis\_S1 | mean and standard deviation of the kurtosis of S1 state |
|       | sd\_kurtosis\_S1 | |
| 5–6   | m\_skewness\_S2 | mean and standard deviation of the skewness of S2 state |
|       | sd\_skewness\_S2 | |
| 7–8   | m\_kurtosis\_S2 | mean and standard deviation of the kurtosis of S2 state |
|       | sd\_kurtosis\_S2 | |
| 9–10  | m\_skewness\_Sys | mean and standard deviation of the skewness of systole state |
|       | sd\_skewness\_Sys | |
| 11–12 | m\_kurtosis\_Sys | mean and standard deviation of the kurtosis of systole state |
|       | sd\_kurtosis\_Sys | |
| 13–14 | m\_skewness\_Dia | mean and standard deviation of the skewness of diastole state |
|       | sd\_skewness\_Dia | |
| 15–16 | m\_kurtosis\_Dia | mean and standard deviation of the kurtosis of diastole state |
|       | sd\_kurtosis\_Dia | |
Table A5. The summary of the features in Cyclostationary domain.

| Index | Features             | Concepts                                      |
|-------|----------------------|-----------------------------------------------|
| 1–2   | m_cyclostationarity  | mean and standard deviation of                |
|       | sd_cyclostationarity | the degree of cyclostationarity               |
| 3–4   | m_peak_sharpness     | mean and standard deviation of                |
|       | sd_peak_sharpness    | the sharpness measure                         |

Table A6. The summary of the features in entropy domain.

| Index | Features                     | Concepts                                      |
|-------|------------------------------|-----------------------------------------------|
| 1     | sample_entropy_one           | sample entropy of a PCG recording             |
| 2     | fuzzy_measure_entropy_one    | fuzzy measure entropy of a PCG recording      |
| 3     | sample_entropy_S1            | sample entropy of jointed S1 state            |
| 4     | fuzzy_measure_entropy_S1     | fuzzy measure entropy of jointed S1 state     |
| 5     | sample_entropy_S2            | sample entropy of jointed S2 state            |
| 6     | fuzzy_measure_entropy_S2     | fuzzy measure entropy of jointed S2 state     |
| 7     | sample_entropy_Sys           | sample entropy of jointed systole state       |
| 8     | fuzzy_measure_entropy_Sys    | fuzzy measure entropy of jointed systole state|
| 9     | sample_entropy_Dia           | sample entropy of jointed diastole state      |
| 10    | fuzzy_measure_entropy_Dia    | fuzzy measure entropy of jointed diastole state|
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