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ABSTRACT

Quantum metrology is one of the most promising applications of quantum technologies. The aim of this research field is the estimation of unknown parameters exploiting quantum resources, whose application can lead to enhanced performances with respect to classical strategies. Several physical quantum systems can be employed to develop quantum sensors, and photonic systems represent ideal probes for a large number of metrological tasks. Here, the authors review the basic concepts behind quantum metrology and then focus on the application of photonic technology for this task, with particular attention to phase estimation. The authors describe the current state of the art in the field in terms of platforms and quantum resources. Furthermore, the authors present the research area of multiparameter quantum metrology, where multiple parameters have to be estimated at the same time. The authors conclude by discussing the current experimental and theoretical challenges and the open questions toward implementation of photonic quantum sensors with quantum-enhanced performances in the presence of noise.
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I. INTRODUCTION

One of the basic pillars of physical science is the measurement process. The goal of a measure is to associate a value with a physical quantity, giving an estimate of it. Together with each experimental estimate, an uncertainty has to be provided, that is, the "parameter,
associated with the result of a measurement that characterizes the dispersion of the values that could reasonably be attributed to the measured quantity” (definition from ISO (Ref. 1)). The statistical error, which affects the measurement result, can have different natures: technical or fundamental. The technical one is mostly represented by the accidental error, due to out-of-control imperfections in the measurement process. Conversely, there are fundamental limits on uncertainty, such as those due to Heisenberg relations, that are imposed by physical laws. Quantum mechanics is the most successful, predictive, and fundamental theory describing small scale phenomena. For this reason, a study of the measurement process and the ultimate achievable precision bounds has to be done under the light of such theory.2,3 On the one hand, quantum mechanics imposes fundamental limits on the estimate precision. On the other hand, in order to achieve such limits, quantum resources have to be employed.

Remarkably, the exploitation of quantum systems to estimate unknown parameters overcomes the precision limits that can be, in principle, obtained by using only classical resources. This idea is at the basis of the continuously growing research area of quantum metrology that aims at reaching the ultimate fundamental bounds on estimation precision by exploiting quantum probes.1–12 This field has attracted a large research effort in the last few years, leading to notable progress both theoretically and experimentally as reported in previous review papers concerning theoretical aspects of quantum metrology and phase estimation problems,0,1,2,3,14–17 multiparameter estimation scenario,18–20 optical metrology,12,21–30 and metrological tasks performed by different physical systems.15,31–33

Given an unknown parameter to be estimated and $m$ classical probes (with $m \gg 1$), each interacting a single time with the system under study, the estimation error will scale at best as $\sim m^{-1/2}$. This classical limit is a consequence of central limit theorem and is called Standard Quantum Limit (SQL). The term “classical” stands for probes that are at most classically correlated. If quantum probes are allowed, the SQL can be surpassed so that the uncertainty of the estimator reaches the more fundamental scaling $\sim m^{-1}$, improving the precision by a factor $\sqrt{m}$ with respect to the SQL. Such new scaling represents the ultimate limit on estimation precision and is called the Heisenberg Limit (HL).

A key role of quantum enhancement in estimation theory is played by entanglement. This quantum phenomena is one of the most striking aspects of quantum mechanics and radically differs from the classical view of the world, as recognized by Einstein et al.1 The relevance of entanglement in the fundamental divergence between classical and quantum predictions was theoretically demonstrated by Bell.5 Realizing his famous test, recent experiments showed, in a nearly unambiguous way, that the observed quantum correlations arising from distant entangled systems cannot be explained by any classical theory obeying local causality.5–30 Quantum correlations also represent an extraordinary resource allowing to enhance performances in informational tasks.40–45 Quantum advantage with respect to the best classical strategies lies at the basis of the research area of quantum technologies, comprising branches such as quantum computation, communication, simulation, and precision metrology.31

Besides the fundamental interest about ultimate precision limits, quantum metrology presents different applications. Indeed, quantum-enhanced sensitivity can benefit from different research branches, such as measurement on biological systems,26,32,44,45 gravitational waves detection,46 atomic clocks,47–51 interferometry with atomic and molecular matter waves,52–55 plasmonic sensing,55–58 magnetometry,59–79 spectroscopy and frequency measurements,80–85 lithography,86 microscopy and imaging,87–94 localization of incoherent point sources,95–100 Hamiltonian estimation,101–104 fundamental physics effects,105–107 coordinate transfer, synchronization, and navigation,108–118 absorption measurements,119–123 thermometry,124–128 and general sensing technologies.129–134

Different physical systems can be employed to realize quantum metrology tasks.135,136 The most appropriate quantum systems for several scenarios are photons, due to their properties such as high mobility and low interaction with the environment, together with the available technology for their generation, manipulation, and detection.137–139 Hence, the development of platforms and techniques to generate suitable quantum photonic states is of significant importance, able to provide quantum-enhancement in different metrology tasks. In particular, since many physical problems can be mapped into phase estimation processes, interferometry represents one of the most relevant scenarios.140–142

Furthermore, the unknown parameters to be estimated in a physical problem can be, in general, more than one. Also in this case, quantum resources can enhance the simultaneous estimation of all parameters.143,144 This represents a relatively new research area with different experimental and theoretical open questions, such as the capability of reaching the quantum ultimate bounds in the simultaneous estimation of all parameters.

A. Outline

In this review, we present an overview of quantum metrology through photonic platforms by analyzing recent advances and discussing open problems. In Sec. II, we will briefly review the definitions of the basic quantities, such as Fisher Information and Cramér-Rao bound, that characterize a general estimation process, together with the most relevant theorems. In particular, the treatment is focused on single parameter estimation. In Sec. III we describe photonic platforms for the generation of different quantum states with the corresponding applications in quantum metrology and, in particular, on phase estimation problems. Section IV is devoted to adaptive protocols able to enhance the estimation processes. In Sec. V, we study the generalization of single parameter to multiparameter quantum metrology. We introduce the generalized theoretical framework and then describe the state-of-the-art of experimental photonic realizations of simultaneous multiparameter estimation. In Sec. VI, we conclude by describing the challenges toward genuine quantum enhanced metrology and provide some perspectives on future developments.

II. QUANTUM METROLOGY: FUNDAMENTALS

In this section, we describe the fundamentals of single parameter estimation, while the problem of estimating more than one parameter is described in Sec. V. In particular, some results of the former scenario do not apply for the latter one.

A. Estimation process

An estimation process aims at measuring an unknown parameter $\lambda$ embedded in a physical system. Through the interaction between a
probe and the system, information about the parameter is encoded in the probe state. The goal is to extract the information so that the estimation converges to the real value of the parameter. The general scheme can be described through four steps (Fig. 1):

(i) preparation of a probe state $\rho_0$, such that it is sensitive to variations of the unknown parameter $\lambda$;
(ii) interaction of the probe with the system through a unitary evolution $U_\lambda$ depending on $\lambda$ (for simplicity, we consider only unitary evolution but this can be extended to nonunitary maps). From such interaction, the evolved state $\rho_\lambda$ encodes the information on the unknown parameter: $\rho_\lambda = U_\lambda \rho_0 U_\lambda^\dagger$;
(iii) the information is extracted by means of a suitable positive operator valued measure (POVM) $E_\lambda$;
(iv) finally, a suitable estimator, based on measurement results $x$, provides an estimate $\hat{\Lambda}(x)$ of the unknown parameter.

Repeating this process $\nu$ independent times, the final estimator $\hat{\Lambda}(x)$ in general depends on the complete sequence of measurement results $\mathbf{x} = (x_1, \ldots, x_\nu)$. A consistent estimator asymptotically converges to the real value of the parameter. An estimator is said to be unbiased if its mean value coincides with the unknown parameter,

$$\hat{\Lambda} = \sum_x P(x|\lambda) \Lambda(x) = \lambda \quad \forall \lambda,$$

where $P(x|\lambda)$ represents the conditional output probability of obtaining a sequence of measurement result $\mathbf{x}$, given a certain value of the parameter $\lambda$. Such probability is also called likelihood and is given by the Born rule,

$$P(x|\lambda) = \text{Tr}(E_\lambda \rho_\lambda),$$

in the case of single measurement result $x$. For $\nu$ independent measurements, $P(x|\lambda) = \prod_{i=1}^{\nu} P(x_i|\lambda)$. Furthermore, a locally unbiased estimator is an unbiased estimator only for certain range of parameter’s values, so that it satisfies the relation: $\partial \Lambda / \partial \lambda = 1$. Finally, an estimator is asymptotically unbiased when it converges to the real value in the limit of infinite number of probes: $\lim_{\nu \to \infty} \hat{\Lambda} = \lambda \quad \forall \lambda$.

In order to quantify the accuracy of an estimation process, the Mean Square Error (MSE) can be defined,

$$\text{MSE}(\lambda) = \sum_x (\Lambda(x) - \hat{\Lambda})^2 P(x|\lambda).$$

For unbiased estimators, the MSE is equal to the variance on the estimate,

$$\Delta \lambda^2 \equiv \sum_x (\Lambda(x) - \hat{\Lambda})^2 P(x|\lambda).$$

In general, an estimator $\hat{\Lambda}(x)$ can be nondeterministic. In this case, it is possible to take into account the probability $P_{\text{est}}(\Lambda|x)$ to generate an estimate $\Lambda$, given the experimental outcomes $x$. More specifically, the following probability distribution has to be considered:

$$P_{\text{est}}(\Lambda|x) = \sum_{\lambda} P_{\text{est}}(\Lambda|\lambda) P(x|\lambda).$$

This expression provides the probability to obtain an estimate $\Lambda$ given the parameter $\lambda$. In this case, the MSE of the estimation becomes

$$\text{MSE}(\lambda) = \sum_{\lambda} P_{\text{est}}(\Lambda|\lambda) (\Lambda - \hat{\Lambda})^2.$$

Quantum resources can be used both for the estimation of continuous unknown parameters and for parameters assuming discrete values, where the goal is to distinguish between them. This latter case corresponds to the quantum channel discrimination problem. 24,187–193

1. Estimators

Different approaches exist to post-process experimental data and provide optimal estimation of the unknown parameter. One of the most widely adopted estimators is the maximum likelihood estimator (MLE). It is the value of the parameter that, given a list of experimental results $x$, maximizes the likelihood probability,

$$\Lambda^{\text{MLE}}(x) = \text{arg}\{\max_{\lambda} P(x|\lambda)\}.$$ (7)

In the asymptotic limit, the MLE is unbiased, consistent and saturates the Cramer Rao bound (see Sec. II B). Other estimators are Bayesian estimator or the Method of Moments, the latter not requiring full knowledge of the likelihood function. 24

While MLE with the relative estimation bounds (see Sec. II B) is based on a frequentist interpretation of the probability, in the Bayesian approach, the conceptual meaning of probability is that of a degree of belief. In this sense, the Bayesian approach can be exploited as a framework to devise estimation protocols. In this approach, the unknown parameter $\lambda$ and the experimental result $x$ are treated as random variables. Here, the relevant quantity is the degree of ignorance (or knowledge, equivalently) about the parameter. During a Bayesian estimation, such knowledge, that can be regarded as subjective (degree of belief), is updated according to the measurement results.

The starting point of the process is the prior distribution $P(\lambda)$ that quantifies the initial ignorance on the unknown parameter. The experimental setup probing the system is described by the likelihood
function $P(x|\lambda)$ [Eq. (2)]. Once a measurement result $x$ is obtained, the degree of knowledge, described by the posterior probability $P(\lambda|x)$, is updated by Bayes’ rule,

$$P(\lambda|x) = \frac{P(x|\lambda)P(\lambda)}{\int dx' P(x'|\lambda)P(\lambda)},$$  \hspace{1cm} (8)

where the integral in the normalization term has to be replaced by a sum when the unknown parameter $\lambda$ assumes discrete values. The posterior in Eq. (8) contains the updated information from which interesting quantities can be calculated.

For instance, the mean square error (MSE) [Eq. (3)], of an estimator $A(x)$, averaged over the parameter $\lambda$ is obtained as

$$\langle \text{MSE}(\lambda) \rangle = \int dx P(\lambda|x)(A(x) - \lambda)^2.$$  \hspace{1cm} (9)

By minimizing Eq. (9), the optimal Bayesian estimator $A^{\text{opt}}(x)$ is calculated,

$$A^{\text{opt}}(x) = \int dx \lambda P(\lambda|x),$$  \hspace{1cm} (10)

that corresponds to the mean value of the parameter over the posterior distribution. Also other moments, such as the third moment, of such distribution can be informative on the estimation, especially to detect possible biases.

The phase shift $\phi$ estimated inside an interferometer is a circular parameter, where $\phi = \phi + 2k\pi$ with $k \in \mathbb{Z}$. For such a parameter, a circular mean, calculated over the posterior distribution, can be defined,

$$\langle \phi \rangle_{\text{circ}} = \arg \left[ \int d\phi e^{i\phi} P(\phi|x) \right].$$  \hspace{1cm} (11)

The standard variance with circular variables is no more adequate and the Holevo variance $V^H$ can be defined, as a function of a quantity $S$ called Sharpness

$$V^H = S^{-2} - 1 \quad S = |\langle e^{i\phi} \rangle|,$$  \hspace{1cm} (12)

where the mean $\langle \cdot \rangle$ is calculated over the probability distribution of the estimation process under study. The Holevo variance can describe the variance of unbiased phase estimators, $V^H_{\text{unbias}} = |\langle e^{i\phi} \rangle|^{-2} - 1$, and coincides with the standard variance for sufficiently sharply picked distribution. With biased estimators, the variance is $V^H_{\text{bias}} = |\langle \cos (\Phi - \phi) \rangle|^{-2} - 1$. A Bayesian analysis of the sensitivity of coherent states in an optical interferometer for the estimation of a phase shift has been carried in Ref. 201.

A fundamental feature of a Bayesian approach is its direct application to adaptive protocols, described in Sec. IV. Note that, since a Bayesian approach allows exploiting prior knowledge on the parameters, the sensitivity bounds can be different from those relative to the frequentist approach:202,203 for MLE (frequentist approach), the error is defined by the mean square fluctuations, while in a Bayesian approach the uncertainty is quantified by the variance of the posterior, which is a different concept with respect to MSE.

### B. Fisher Information and Cramer Rao bound

Let us consider the estimation scenario where probes and measurements are fixed. A fundamental tool allowing to study the achievable bounds on estimation uncertainties is the Fisher Information ($F$). It is a quantity able to catch the amount of information encoded in output probabilities of the estimation process and is defined as

$$F(\lambda) = \sum_x P(x|\lambda) \left( \frac{\partial \log(P(x|\lambda))}{\partial \lambda} \right)^2 = \sum_x \frac{1}{P(x|\lambda)} \left( \frac{\partial P(x|\lambda)}{\partial \lambda} \right)^2.$$  \hspace{1cm} (13)

Note that all the previous definitions, written for the case of discrete values of measurement outcomes $x$, can be extended to the continuous case in which the sums are replaced by integrals over $x$.

We introduce a useful quantity called symmetric logarithmic derivative (SLD), $L_i$, defined as the self-adjoint operator satisfying

$$\frac{\partial p_j}{\partial \lambda} = \langle p_j L_i + L_i p_j \rangle 2.$$  \hspace{1cm} (14)

The Fisher Information is related to the SLD operator through the following relation:

$$F(\lambda) = \sum_x \text{Re} \left[ \frac{|\text{Tr}[\rho_j E_i L_j]|^2}{\text{Tr}[E_i \rho_j]} \right].$$  \hspace{1cm} (15)

(i) Convexity: given a general mixed state $\rho = \sum_j \rho_j$ with $\sum \rho_j = 1$ and a fixed measurement, then: $F(\lambda) \leq \sum \rho_j F(\lambda)$, where $F(\lambda)$ is the Fisher Information of the state, while $F(\lambda)$ is the Fisher Information calculated for the single state $\rho_j$ of the mixture;

(ii) Additivity: given $\nu$ independent probes measured independently, the $F$ of the total ensemble will be: $F^\text{tot}(\lambda) = \sum F(\lambda)$, where $F(\lambda)$ is the Fisher Information relative to the $i$th probe together with its measurement.

Intuitively, $F$ being proportional to the derivative with respect to the parameter of the output probabilities, it allows quantifying the sensitivity of the system to a change of $\lambda$. More specifically, a larger amount of information is associated with larger variations of the output probabilities, it allows quantifying the sensitivity bounds achievable by the variance of any arbitrary estimator, with fixed $\nu$ identical and independent probes and measurements,

$$\Delta \lambda^2 = \sum_x (A(x) - \bar{A})^2 P(x|\lambda) \geq \frac{(\partial A/\partial \lambda)^2}{\nu F(\lambda)}.$$  \hspace{1cm} (16)

In the presence of a locally unbiased estimator ($\partial A/\partial \lambda = 1$), the CRB becomes

$$\Delta \lambda^2 \geq \frac{1}{\nu F(\lambda)}.$$  \hspace{1cm} (17)

An estimator that is able to saturate the inequality (17) is said to be efficient.

In the limit of a large number of measurements, the maximum likelihood estimator is efficient, since its distribution normally...
converges to the real value with a variance that saturates the CRB. Also, the Bayesian estimator is asymptotically efficient in the limit of large number of probes. Nevertheless, in the case of limited measurements and data, the saturation of the bound is no more guaranteed.

C. Quantum Fisher Information and quantum Cramer Rao bound

In Sec. II B, we have considered the scenario in which both probes and measurements are fixed, and we have discussed the ultimate limits optimizing for the best possible estimator. In this section, we review the ultimate precision limits obtained by optimizing over all possible measurements.

Given a state $\rho_j$ encoding the information on the parameter $\lambda$, one can maximize the Fisher Information $F$ over all possible POVMs $E_{\gamma}$. This defines the Quantum Fisher Information ($F_Q$),

$$F_Q(\rho_j) = \max_{E_{\gamma}} F(\lambda).$$

By definition, $F_Q(\lambda) \geq F(\lambda)$ and the CRB can be extended to the Quantum-CRB (QCRB). For asymptotically locally unbiased estimators, such bound reads

$$\Delta^2 \geq \frac{1}{\nu F(\lambda)} \geq \frac{1}{\nu F_Q(\lambda)}. \tag{19}$$

In other words, having a fixed probe state, the right-hand side of (19) represents the ultimate achievable precision bound regardless of the measurement. The only dependence is on the probe state $\rho_j$. $F_Q$ is related to the symmetric logarithmic derivative operator $L_j$. Indeed, it can be demonstrated that the following relation holds:

$$F_Q(\rho_j) = (\Delta L_j)^2 = \text{Tr}[\rho_j L_j^2], \tag{20}$$

where $(\Delta L_j)^2$ is the variance of $L_j$ over the state $\rho_j$. If we write the probe state on the basis of its eigenstates $\rho_j = \sum a_i |\Psi_i\rangle \langle \Psi_i|$, then $F_Q$ can be explicitly written as

$$F_Q(\rho_j) = \sum_a \left( \frac{\partial_i a_i}{a_i} \right)^2 + 2 \sum_{i \neq j} \frac{(a_i - a_j)^2}{a_i + a_j} \left| \langle \Psi_i | \partial_i | \Psi_j \rangle \right|^2. \tag{21}$$

Analogously to $F$, $F_Q$ satisfies the properties of convexity and additivity,

$$F_Q \left( \sum_i \alpha_i |\Psi_i\rangle \langle \Psi_i| \right) \leq \sum_i \alpha_i F_Q(\rho_j), \tag{22}$$

$$F_Q \left( \sum_i \alpha_i |\Psi_i\rangle \langle \Psi_i| \right) = \sum_i F_Q(\rho_j). \tag{23}$$

If the evolution of the interaction is unitary, $\rho_j = e^{iH} \rho_0 e^{-iH}$, or equivalently $\partial_t \rho_j = \hat{I} \rho_j [\rho_j, H]$, where $H$ is an Hermitian operator, $F_Q$ does not depend on the unknown parameter. Then in this case, $F_Q$ is function only of the initial state $\rho_0$ and of the generator $H$. Given $\rho_0 = \sum a_i |\Phi_i\rangle \langle \Phi_i|$, $F_Q$’s explicit expression is

$$F_Q = 2 \sum_{i \neq j} \left( \frac{b_i - b_j}{b_i + b_j} \right)^2 \left| \langle \Phi_i | H | \Phi_j \rangle \right|^2. \tag{24}$$

Furthermore, for pure initial states $\rho_0 = |\Psi_0\rangle \langle \Psi_0|$, evolving in unitary evolution, a simple expression for $F_Q$ can be found:

$$F_Q(\rho_j) = 4(\Delta H)^2 \geq (\hbar_{\text{max}} - \hbar_{\text{min}})^2, \tag{25}$$

where the variance $(\Delta H)^2 \equiv \langle (H - \langle H \rangle)^2 \rangle$ is calculated on the initial state $\rho_0$ and $\hbar_{\text{max}}$ and $\hbar_{\text{min}}$ are the maximum and minimum eigenvalues of $H$, respectively. For the more general case of mixed probe states, the relation becomes: $F_Q(\rho_j) \leq 4(\Delta H)^2$, then a mixed probe state cannot perform better than a pure one (see Sec. II D for the discussion on optimal probes).

The maximum sensitivity of a quantum state for a parameter estimation is intimately related to the metric of the state $\langle \Psi | H | \Psi \rangle$. In particular, the distinguishability of the probe state for small variation of the parameters is directly linked to $F_Q$. The distinguishability between two states, $\rho_j$ and $\rho_{j+\delta \lambda}$, can be quantified by the normalized Bures distance:

$$\tilde{D}_B(\rho_j, \rho_{j+\delta \lambda})^2 = 1 - \text{Tr} \left( \sqrt{\rho_j \rho_{j+\delta \lambda} \rho_{j+\delta \lambda} \rho_j} \right)^2.$$

From this expression, it is clear that the more $\rho_j$ and $\rho_{j+\delta \lambda}$ are “distant” (distinguishable) the greater is $F_Q(\rho_j)$ and thus, the sensibility of the state to $\lambda$.

One of the goals of quantum metrology is to find measurements that are able, given a probe state, to reach the ultimate precision and then to saturate the QCRB in Eq. (19). This task is equivalent to find the POVM such that the Fisher Information $F$ associated with the process becomes equal to the corresponding $F_Q$ associated with the probe state. The aim is then to find the measurement such that $F = F_Q$. Indeed, if a large number of probes are available, the estimators to asymptotically saturate QCRB are known, such as maximum likelihood and Bayesian estimators. In the single parameter case, it is always possible to saturate the QCRB through suitable measurements. Because of $F_Q$’s additivity property [Eq. (23)], it is possible to saturate QCRB using local adaptive measurements for each probe without entangling measurements. Then quantum resources in the measurement stage do not enhance the estimation process. In particular, an optimal choice of POVMs is realized by the projectors over the eigenstates of the symmetric logarithmic derivative $L_j$.

Furthermore, an explicit expression for the optimal estimator $O$ is

$$O_j = \lambda 1 + \frac{L_j}{F_Q(\lambda)}. \tag{27}$$

Since in general the optimal POVMs can depend on its value, it may be necessary to have a priori knowledge on the parameter. This difficulty can be overcome through adaptive estimation protocols (see Sec. IV).

D. Standard quantum limit, entanglement, and Heisenberg limit

In Sec. II C, we described the optimization of the estimation precision over all possible quantum measurements. The last step, in order to find the ultimate fundamental bounds, is the optimization over all possible input states. This task can be done by optimizing $F_Q$ over the initial probes.
For this analysis, we consider the parallel strategy depicted in Fig. 2. Here, $m$ probes interact with the system, independently, with a separable linear unitary $U_{\text{tot}} = \otimes_{i=1}^{m} U_{i}$, with $U_{i}$ acting only on the $i$th probe and such that $U_{i}^{\dagger} = U_{i} \forall i$.

In order to describe the relation between the optimal sensitivity and quantum states, we follow the approach presented in Ref. 220, which clarified and distinguished, using the general formalism of mixed states, the role of classical and quantum correlations.

The first property of optimal probes can be derived from the convexity (22) of $F_{Q}$: the maximum of $F_{Q}$ is always achieved by pure states.

We initially focus on $m$ probes that are classically correlated, that is, nonentangled. The total state can be then written as a convex combination of separable states, each one of the following forms:

$$\rho^\text{separable} = \rho_{1} \otimes \rho_{2} \otimes \cdots \otimes \rho_{m}.$$  

The value of $F_{Q}$ for a separable state is

$$F_{Q}(\rho_{1} \otimes \rho_{2} \cdots \rho_{m}) = \max_{\rho_{1} \otimes \rho_{2} \cdots \otimes \rho_{m}} F_{Q}(\rho) \leq m^{1/2} F_{Q}^{\max},$$  

where for the first equality the additivity of $F_{Q}$ has been exploited and $F_{Q}^{\max}$ represents the maximum of $F_{Q}$ over the states $\rho_{m}$. Then, in the presence of $\nu$ independent packets of $m$ classical correlated probes, from Eq. (19), the minimum uncertainty $\Delta \lambda$ scales as

$$\Delta \lambda \geq \frac{1}{\nu \sqrt{m} F_{Q}^{\max}}.$$  

Since $F_{Q}^{\max}$ is a constant factor, the error scaling with the number of the probes $m$ is $\Delta \lambda \propto 1/\sqrt{m}$. Namely this statistical bound is called Standard Quantum Limit. Such bound corresponds to the QCRB optimized over any arbitrary classically correlated probe state and can be seen as a consequence of the central limit theorem.

In Sec. II C, we have seen that quantum resources in the measurement stage are not necessary to reach the QCRB. Conversely, quantum resources employed for the preparation of probe states can enhance the sensitivity with respect to classical approaches, beating the SQL. In the case of pure states and unitary evolution $e^{-iHt}$, $F_{Q}$ assumes the form of Eq. (25). The bound is saturated by states of the form

$$|\psi_{\text{max}}\rangle + e^{i\theta}|\psi_{\text{min}}\rangle /\sqrt{2},$$  

where $|\psi_{\text{max}}\rangle$ and $|\psi_{\text{min}}\rangle$ are the eigenvectors corresponding to the maximum and minimum eigenvalues $h_{\text{max}}$ and $h_{\text{min}}$, respectively. Let us define $|h_{s}\rangle$ and $|h_{i}\rangle$ to be the single probe eigenstate of the generator $H$ relative to the maximum and minimum eigenvalues $h_{s}$ and $h_{i}$, respectively. Then, if we have $m$ probes, the optimal state in Eq. (30) is realized by

$$|h_{s}\rangle^{\otimes m} + e^{i\theta}|h_{i}\rangle^{\otimes m} /\sqrt{2},$$  

which is a maximally entangled state. For such state, $(\Delta H)^{2} = m^{2} (h_{s} - h_{i})^{2}/4$. Hence, by using Eq. (25), we find that $F = m^{2} (h_{s} - h_{i})^{2}$. Then, for $\nu$ independent packets of states in Eq. (31), the QCRB becomes

$$\Delta \lambda \geq \frac{1}{\nu \sqrt{m} (h_{s} - h_{i})}.$$  

The term $(h_{s} - h_{i})$ is a constant so, here, the error scaling with the number $m$ of probes is $\Delta \lambda \propto 1/\sqrt{m}$ that corresponds to an improvement of the precision by a factor $\sqrt{m}$ with respect to SQL. This enhanced scaling is the ultimate limit on estimation precision and is called Heisenberg Limit (HL). The Heisenberg limit in Eq. (32) is saturable in the limit of large independent replications $\nu$ of $m$ entangled states (Table I). For the case of a single measurement $\nu = 1$, when a finite amount of a priori information (independent of $m$) is available, the ultimate limit becomes $\pi / [m (h_{s} - h_{i})]^{1/2}$. A key role to obtain quantum enhancement is played by entanglement. In particular, assuming unitary evolution, the relation

$$F_{Q}(\rho_{0}, H) > m (h_{s} - h_{i})$$  

is a sufficient condition for the presence of entanglement in the probe state $\rho_{0}$. It turns out that entanglement, in the considered estimation scheme, is necessary in order to have an enhancement in estimation. Equation (33) can be exploited to detect entanglement. If the Fisher Information, that can be extracted for instance from an experimental characterization of the state, satisfies Eq. (33), then the state is entangled. Furthermore, this condition is necessary and sufficient to achieve estimation precision beyond SQL. This captures the fundamental relation between entanglement and quantum enhanced metrology. However, not all entangled states are able to satisfy inequality (33), then this condition is sufficient but not necessary for the presence of entanglement. Then such a relation defines also the

| Quantity | Probe $\rho_{0}$ | POVM $E_{X}$ | Estimator $A(x)$ |
|----------|-----------------|--------------|-----------------|
| MSE($A$) | Fixed           | Fixed        | Fixed           |
| $F(\lambda)$ | Fixed            | Fixed        | Optimized       |
| $F_{Q}(\lambda)$ | Fixed            | Optimized    | Optimized       |
| SQL      | Classically optimized | Optimized    | Optimized       |
| HL       | Quantum optimized | Optimized    | Optimized       |

TABLE I. Table of the relevant metrology quantities, indicating which step of the single parameter estimation protocol is optimized.

Fig. 2. Conceptual scheme of a parallel parameter estimation. The measurements here considered are separable. Indeed, employing entanglement in the measurement process does not allow to obtain better performances than the optimal separable strategy. Conversely, state preparation can lead to quantum enhancement by exploiting entanglement between probes. Described in Ref. 6.
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concept of *useful entanglement* for quantum metrology. In particular, in Refs. 12 and 227, the authors investigate the role of mode- and particle-entanglement for quantum-enhanced performances in parameter estimation.

Until now, we have defined the HL scaling for the case of parallel estimation strategies and linear unitary evolutions, in which the Hamiltonian does not generate correlation between different probes. If we consider schemes with nonlinear interactions between probes and system, the scaling can be different.228–231 Furthermore, if one exploits resources other than the number of particles, the SQL can also be beaten with nonentangled probes. This is obtained for instance through multiround protocols,332–337 in which the additional employed resource is the running time of the estimation process.

### III. PHOTONIC QUANTUM METROLOGY: SCHEMES AND PLATFORMS

Quantum metrology and in general quantum information tasks can be realized through different physical systems. Among them, photons possess properties which make them fundamental in different scenarios.21,24,29,185,186,238–240 Indeed, photons present high mobility and, at the same time, possess very low interaction with the environment (then low decoherence). This makes them the optimal choice for tasks like quantum communication241 or for long distance interference meters.46

Furthermore, different degrees of freedom of light can be used to exploit and encode information. Photons accomplishes suitable technologies for the generation, manipulation, and detection of quantum states encoded in the various degrees of freedom of light.185,186,238

The quantized electromagnetic field has an associated Hamiltonian of a quantum harmonic oscillator, with total energy,

\[
H_{\text{em}} = \sum_k \hbar \omega_k \left( \hat{a}_k^\dagger \hat{a}_k + \frac{1}{2} \right),
\]

where \( \hat{k} \) is the wave vector, while \( \hat{\hat{k}} \) represents the electromagnetic mode that comprises the wave vector, polarization, frequency, time bin, and in general any degree of freedom of the field. The operators \( \hat{a}_k \) and \( \hat{a}_k^\dagger \) represent, respectively, the annihilation and creation operators of photons with energy \( \hbar \omega_k \). Such operators obey the following bosonic commutation rules:

\[
[a_k, a_l^\dagger] = \left[a_k^\dagger, a_l\right] = 0, \quad [a_k, a_l] = \delta_{kl},
\]

where \( k \) and \( l \) are two modes of the field. The number operator \( n_k \) along mode \( k \) is represented by: \( n_k = \hat{a}_k^\dagger \hat{a}_k \), and the energy can be written as: \( H_{\text{em}} = \sum_k \hbar \omega_k (n_k + \frac{1}{2}) \).

The eigenstates of the Hamiltonian along mode \( k \) are the Fock states, \( |N_k\rangle \), having fixed photon-number \( N_k \) and corresponding energy \( E_{N_k} = \hbar \omega_k (N_k + \frac{1}{2}) \). The action of annihilation (creation) operators on Fock states is to destroy (create) a photon along mode \( k \), according to the relations

\[
a_k |N_k\rangle = \sqrt{N_k} |N_k - 1\rangle, \quad \hat{a}_k^\dagger |N_k\rangle = \sqrt{N_k + 1} |N_k + 1\rangle.
\]

The number of photons excited in a particular mode is given by the photon-number operator \( n_k \).

\[
n_k |N_k\rangle = a_k^\dagger a_k |N_k\rangle = N_k |N_k\rangle.
\]

Since the photon-number operators corresponding to different modes are commuting observables [see relations (35)], and each acts only on the corresponding mode, it is possible to completely describe the whole radiation field, at a fixed number of photons along \( d \) modes, by taking the tensor product of the individual states,

\[
|\{N_k\}\rangle = \prod_k |N_k\rangle |N_k\rangle \cdots |N_k\rangle \equiv |N_1, N_2, \ldots, N_d\rangle.
\]

Note that, since in this notation a mode comprises all degrees of freedom, the photons along each single mode \( k_i \) \( (i = 1, \ldots, d) \) in Eq. (38) are *indistinguishable*.

The state in which the occupation numbers of all modes are 0 is called *vacuum state* \( |\{0\}\rangle \equiv |0\rangle \), defined as the state such that \( a_k |0\rangle = 0 \forall k \). We can then generate any Fock state from vacuum by iteratively applying creation operators on the modes,

\[
|N_k\rangle = \frac{a_k^{N_k}}{\sqrt{N_k!}} |\{0\}\rangle.
\]

In second quantization, the dimensionless position-like and momentum-like operators \( x_k \) and \( p_k \), also called *quadratures*, can be defined and expressed as a function of annihilation and creation operators,

\[
x_k = a_k + a_k^\dagger, \quad p_k = -i[a_k - a_k^\dagger],
\]

Note that \( x_k \) and \( p_k \) are Hermitian operators, and, therefore, represent field observables. The commutation relations follow from (40) and (35),

\[
[x_k, x_l] = [p_k, p_l] = 0, \quad [x_k, p_l^\dagger] = 2i\delta_{kl}.
\]

Equivalently to Eq. (34), we can write the energy as a function of \( x_k \) and \( p_k \),

\[
H_{\text{em}} = \sum_k \frac{\hbar \omega_k}{4} (p_k^2 + x_k^2).
\]

Quadratures are useful to describe photonic states in the *phase space*; in particular, this formalism provides insights for the study of continuous variable (CV) states (see Sec. III C 4). General quadratures rotated by an angle \( \theta \) are defined as

\[
x_k(\theta) = e^{-i\theta} a_k + e^{i\theta} a_k^\dagger, \quad p_k(\theta) = -i(e^{i\theta} a_k - e^{-i\theta} a_k^\dagger),
\]

The electromagnetic field can undergo different evolutions. A common and important class of transformations is represented by the linear and bilinear ones that allow mode operators to evolve through an arbitrary Bogoliubov transformation:\textsuperscript{244} \( a_k \rightarrow \sum_f \gamma_f a_j + \beta_f a_j^\dagger \) + \( g_f \), where the matrices \( \gamma_f, \beta_f \) are related by the so-called Bloch-Messiah reduction for bosons.\textsuperscript{245} The Hamiltonian evolution of such processes, in a space of \( d \) different modes, has the following form:\textsuperscript{244}

\[
H = \sum_{k=1}^{d} \sum_{l=1}^{d} \sum_{k=1}^{d} \sum_{l=1}^{d} E_{kl}^{(1)} a_k^\dagger a_k^\dagger a_k^\dagger a_k^\dagger + \sum_{k=1}^{d} \sum_{l=1}^{d} \sum_{k=1}^{d} \sum_{l=1}^{d} E_{kl}^{(2)} a_k^\dagger a_k^\dagger a_k^\dagger a_k^\dagger + h.c.,
\]
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where $g^{(a)}$ represent the coefficients of the corresponding evolution terms.

The second evolution term $\sum_{k=1}^{\infty} g^{(2)}_k a_k^\dagger a_k + \text{h.c.}$ conserves the photon number and describes linear mixing between modes. Such operations can be implemented by passive optical elements such as beam splitters and phase shifters (PSs) [Eq. (51)]. Conversely, the first and third terms, $\sum_k g^{(1)}_k a_k + \text{h.c.}$ and $\sum_k g^{(3)}_k a_k^\dagger + \text{h.c.}$, describe transformations that do not conserve the total number of photons and are associated with displacement and squeezing operators, respectively (see Sec. III C 4).

Photons represent a fundamental probe for quantum metrology. In particular, a paradigmatic scenario is phase estimation, in which the unknown parameter is a phase shift between different optical modes.

### A. Phase estimation problem

One of the most relevant scenarios for quantum metrology is phase estimation. The problem consists of estimating an unknown phase shift between two paths. The number operator $n$, and third terms, $H_{ps} = a_1^\dagger a_1 = n_1$. For the number operator $n_1$, the difference of possible eigenvalues, with a single probe, is $h_0 - h_1 = 1$. Then the SQL, Eq. (29), for phase estimation reads

$$\Delta \phi_{\text{SQL}} \geq \frac{1}{\sqrt{\nu \cdot m}} \quad (47)$$

corresponding to the standard quantum limit. Conversely, the HL then reads

$$\Delta \phi_{\text{HL}} \geq \frac{1}{\sqrt{\nu \cdot m}} \quad (48)$$

Since a general definition of a standard self-adjoint operator associated with phase shift measurement is problematic, its direct sharp measurement is not possible. Nevertheless, a phase shift can be treated as an evolution parameter and estimated from other observables whose values depend on it. In particular in optical phase estimation, the phase shift is a difference between optical paths that can be estimated through interferometers. One of the most common and simple two-mode optical interferometers, suitable for phase estimation, is the Mach–Zehnder interferometer (MZI).

The two key elements of a MZI are the phase shifter (PS) and the beam splitter (BS). The former adds a phase shift $\phi$ between two modes whose annihilation operators are $a_1$ and $a_2$. The beam splitter (BS) represents a basic optical element that allows mixing between two input electromagnetic modes. It can be realized with a partially reflective mirror that transmits or reflects the incoming light. In particular, we consider here the balanced BS whose transmission and reflection probabilities are equal to 0.5.

The action of these elements is described by

$$\text{PS}(\phi) = \begin{pmatrix} 1 & 0 \\ 0 & e^{i\phi} \end{pmatrix}, \quad \text{BS} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & \pm i \\ \pm i & 1 \end{pmatrix} \quad (49)$$

where $\text{BS}_+$ and $\text{BS}_-$ differ of an irrelevant, for our purpose, phase shift. The mode operator $b_1^\dagger$, generated by a unitary evolution $U$ on modes $a_1^\dagger$, will be $b_1^\dagger = \sum_k U_k a_k^\dagger$. The cascaded combination of these two elements can realize any unitary linear operation in arbitrary dimension. Such decompositions represent the basis for the realization of universal linear optics circuits.

A MZI interferometer is composed of cascaded two BS interspersed with a PS (Fig. 3). In the lossless scenario, up to a global phase, it is described by

$$\text{MZI}(\phi) = \text{BS} \cdot \text{PS}(\phi) \cdot \text{BS}_+ \quad (50)$$

The first BS can be seen as a preparation step of the estimation process, while the last one as part of the measurement step. In general, the output probabilities of photons exiting from a MZI depend on the phase $\phi$. Since the Fisher Information depends on the derivatives of the output probabilities, the probe is more sensitive to a phase shift change for a larger variation of the fringe pattern.

A convenient way to express the MZI operation on electromagnetic modes is based on Pauli matrices expressed through the annihilation operators for modes 1 and 2 ($a_1$ and $a_2$): $\sigma_x = a_1^\dagger a_2 + a_2^\dagger a_1$, $\sigma_y = i(a_1^\dagger a_2 - a_2^\dagger a_1)$, and $\sigma_z = a_1^\dagger a_1 - a_2^\dagger a_2$.
\[
\begin{align*}
\sigma_r &= -i(\hat{a}_1^\dagger \hat{a}_2 - \hat{a}_1 \hat{a}_2^\dagger),\text{ and } \sigma_\varphi = \hat{a}_1^\dagger \hat{a}_1 - \hat{a}_2^\dagger \hat{a}_2. \text{ The following relations hold:}^{\text{265,266}} \\
\text{PS}(\phi) &= e^{-i\phi \sigma_r}/2, \quad \text{BS}_z = e^{z\sigma_\varphi/4}, \\
\text{MZI}(\phi) &= \text{BS}, \quad \text{PS}(\phi) \quad \text{BS}_z = e^{-i\phi \sigma_r}/2. \quad (51)
\end{align*}
\]

Two cascaded independent PSs interspersed by a MZI can realize any unitary belonging to Lie SU(2) group. MZI transformation is used also as an interferometer in other degrees of freedom like polarization, for which the BSs are replaced by half-waves (HWPs) rotated by 22.5°.

Besides the applications to quantum metrology and in general to quantum information tasks, a MZI can be also the testbed for foundational tests, like those exploring wave-particle duality of photons.267-275 or even quantum gravity phenomena when the probes are massive systems.184-186

B. Photonic platforms

Photons represent the ideal probes for several interferometric tasks and quantum sensing.228-230 Here, we briefly review some of the basic photonic platforms exploited for quantum information and, in particular, metrology tasks. Note that recent and more in-depth reviews on photonic technologies for quantum information can be found in Refs. 185 and 186.

1. Photonic degrees of freedom

Quantum information can be encoded in photonic states by exploiting different degrees of freedom. A first possibility is provided by the polarization, or spin angular momentum (SAM), that can encode two-dimensional quantum states spanned by the orthonormal basis of horizontal and vertical polarizations \( \{ |H\rangle, |V\rangle \} \).279 The interaction between polarized light and matter allows the manipulation of the polarization through linear optical elements like waveplates. These are birefringent materials that introduce a phase delay between the two orthogonal polarizations. Any unitary transformation in the two-dimensional Hilbert space of polarization can be realized by a suitable sequence of waveplates. Projection in polarization space can be realized through a polarizing beam splitter, that spatially separates orthogonal polarizations.279 Polarization is then a largely used encoding for quantum information protocols and is also often coupled with other degrees of freedom.188

Besides SAM, angular momentum of light is also composed of another contribution carrying orbital angular momentum (OAM) that is related to light spatial distribution.202,214 SAM and OAM can be considered separately in the paraxial limit and are exploited as independent carriers of quantum states. OAM can be described conveniently by Laguerre–Gauss (LG) modes, carrying, in a single photon regime, a quantized amount of angular momentum \( m \hbar \), where \( m \in \mathbb{Z} \) indicates the azimuthal phase structure of the beam. Thanks to the unbounded Hilbert space in which OAM lives, which is spanned by the basis of optical vortexes \( |LG_m\rangle \), states of arbitrary discrete dimensions (qudits) can be realized.282 Generation and manipulation of OAM modes can be performed by means of different devices. Two of the most important techniques are: \( q \)-plate (QP) and spatial light modulator (SLM). A QP is an inhomogeneous anisotropic material that, based on light polarization, changes the OAM state: \(|L\rangle |LG_m\rangle \xrightarrow{\text{QP}} |R\rangle |LG_{m+2q}\rangle \) and \(|R\rangle |LG_m\rangle \xrightarrow{\text{QP}} |L\rangle |LG_{m-2q}\rangle \), where \(|R\rangle \ (|L\rangle \) is the right (left) circularly polarized state, and \( q \in \mathbb{Z} \) represents the topological charge of the QP.268-270 Such devices, naturally entangle OAM and polarization degrees of freedom, thus are capable of generating vector-vortex beams.292-299 The latter are a class of states with several applications in quantum information, and very recently, the possibility of fiber propagation has been also demonstrated.297 Conversely, a SLM can induce directly phase and intensity changes on the optical beam in correspondence of each pixel.298,299 An SLM, followed by coupling in single mode fibers, can be exploited to measure different OAM modes.280,300-307 Other methods different from QP and SLM can be exploited to manipulate and measure OAM states, as shown in Refs. 304-310.

Time-bin311-313 and time-frequency314-317 degrees of freedom can be also exploited as quantum resources. For such encodings, photon manipulation can be done through interferometric schemes.131 In parallel, field quadratures, amplitude and phase-squeezing, can suitably encode continuous variable states.33,318,319

In the context of quantum metrology, one of the most widely adopted photonic degrees of freedom for quantum metrology is path encoding. The latter corresponds to a set of spatial modes occupied by the photons.28,272 In this framework, the two elements that allow a complete manipulation of single photons in spatial modes are the beam splitter and the phase shifter.279 Through these devices, interferometric setups, that are at the basis of most quantum metrology tasks, can be realized (see Sec. III A).

2. Generation and detection of photons

Different optical platforms are used to generate photonic quantum states, in particular, single or entangled photons. Photon sources based on the spontaneous parametric down conversion (SPDC) process in nonlinear \( \chi^2 \) materials are those more commonly employed.202,214 During this process, a pump photon (momentum \( \vec{k}_p \) and frequency \( \omega_p \)) passing through the crystal is annihilated, while a pair of photons is generated: idler (momentum \( \vec{k}_i \) and frequency \( \omega_i \)) and signal (momentum \( \vec{k}_s \) and frequency \( \omega_s \)). Given \( |\vec{x}\rangle_p \) the pump coherent state, the process in the Fock basis representation reads \(|\gamma\rangle_p |0\rangle_i \xrightarrow{\text{SPDC}} -a_p a_i^\dagger |\gamma\rangle_p |0\rangle_i \approx |\gamma\rangle_p |1\rangle_i \rangle_1 \rangle_s \), where \( a_i \) is the particle annihilation operator of photon \( x = p, i, s \). SPDC processes must satisfy the following conditions: (i) energy conservation \( \omega_p = \omega_i + \omega_s \) and (ii) momentum conservation (phase matching condition) \( \vec{k}_p = \vec{k}_i + \vec{k}_s \). SPDC sources permit generating both heralded single photons and entangled states in the different degrees of freedom.203,301-310

Another process that can be exploited to generate single and entangled photons is spontaneous four-wave-mixing (SFWM) inside \( \chi^3 \) nonlinear waveguides.315-319 Inside the waveguide, two pump photons (with frequencies \( \omega_{p1} \) and \( \omega_{p2} \)) interact and generate two photons, signal and idler. Given two coherent pumps \(|\vec{x}\rangle_{p1} \) and \(|\vec{x}\rangle_{p2} \), the first order process generating a single pair is: \(|\vec{x}\rangle_{p1} |0\rangle_{p2} \xrightarrow{\text{SFWM}} -a_{p1} a_{p2} a_i^\dagger |\gamma\rangle_p |0\rangle_i \approx |\gamma\rangle_p |1\rangle_i \rangle_1 \rangle_s \). The energy and momentum conservation relations are: \( \omega_i + \omega_s = \omega_{p1} + \omega_{p2} \) and \( \vec{k}_p + \vec{k}_s = \vec{k}_i + \vec{k}_s \).

Both SPDC and SFWM are probabilistic processes, and the probabilities to generate photon pairs are typically low. In order to achieve a deterministic on-demand generation of single photons, other kinds
of sources have to be employed, such as quantum dots\textsuperscript{330–334} color centers\textsuperscript{335} and others.\textsuperscript{321}

At the end of a process, photons have to be measured in order to extract the encoded information. A lot of technologies exist to detect single photons.\textsuperscript{21,23,36,37} Depending on the photon wavelength, different platforms are employed for detector technology. In the visible range, Si-based avalanche photodiodes are commonly used,\textsuperscript{321} while for the telecom range (around 1310 and 1550 nm), superconductive nanowire single photon detectors reach efficiencies above 0.95.\textsuperscript{338–340} Transition-edge sensor detectors are suitable for high efficiency photon number resolving detection, in both visible and telecom ranges.\textsuperscript{341,342} Other detectors are those based on quantum dots\textsuperscript{343} and up-conversion.\textsuperscript{344} In order to measure the spatial profile of the photons and realize imaging studies, single-photon sensitive cameras can be used.\textsuperscript{345–346}

### 3. Integrated photonic circuits

The realization of linear optical platforms for quantum applications requires a large number of components, especially when dealing with operations on the path degree of freedom. Bulk optical platforms possess limitations on the scalability on the experimental platforms. Complex schemes can require hundreds of optical elements, and thus, the size of the bulk apparatus would be far greater than a standard optical table. In particular, the most severe limitation concerns the stability of the apparatus: without a strict control over temperature, vibrations, and other environmental noise effects, it can be impossible to reach a sufficient accuracy in the phase control.

Then, while simple interferometers involving a small number of modes can be implemented with bulk optics, other platforms are necessary for more complex interferometers. A possible solution to these issues is provided by integrated photonic circuits.\textsuperscript{185,186,238,264,349–351} Such circuits provide stability, scalability, miniaturization, flexibility, cost reduction, standardization, greater efficiency, and precision for quantum applications with respect to a bulk approach.

In integrated circuits, light is confined in waveguides fabricated inside or on the device materials. Interactions between optical modes are realized through directional couplers. The latter elements are composed of two waveguides brought close together, so that the evanescent fields inside the waveguides overlap and tunneling between the two modes can happen. Also, tunable phase shifts between optical paths can be implemented by appropriate technologies depending on the integrated platform. Indeed, different platforms can be used for the integration of optical circuits each with its own advantages and drawbacks.\textsuperscript{185,186,349,352}

Common and powerful platforms for integrated components are Si-based technologies\textsuperscript{353,354} such as Silica-on-Silicon\textsuperscript{355–357} and Silicon-on-Insulator platforms.\textsuperscript{353,356–358} These devices allow high density circuits thanks to the strong difference of refraction indexes between the substrate and surface, even if polarization qubits are not supported. Furthermore, several additional components, such as electronics elements and fast optical modulators, are compatible with this technology and can be exploited also for high rate quantum key distribution.\textsuperscript{359–362} Silicon waveguides are naturally suitable also for the generation of single and entangled photons through the SFWM process.\textsuperscript{363,364}

The femtosecond laser waveguide writing (FLW) technique\textsuperscript{365–367} exploits laser pulses to write waveguides inside glass (but also crystalline or polymeric) material substrates. Such a technique guarantees low cost, low loss (\textasciitilde0.1 – 0.3 dB/cm), and high speed fabrication and allows for 3D circuit geometries.\textsuperscript{368,369} Furthermore, thanks to the low birefringence of glass, polarization insensitive waveguides can be realized\textsuperscript{370} and polarization qubits can be supported and manipulated.

Among other integrated platforms, there are those based on III–V semiconductors\textsuperscript{371–373} and UV writing.\textsuperscript{374–376}

The final goal of quantum integrated photonics is the complete simultaneous integration of all steps of a quantum information protocols in a single chip: generation, manipulation, and detection of quantum photonic states. Furthermore, integrated circuits should possibly be able to support all the degrees of freedom of light. During the last few years, much progress, toward this goal, has been made.

Integrated sources of single and entangled photons have been developed for different circuits and different generation processes.\textsuperscript{377–380} Efforts for integration of single photon detectors have also been performed.\textsuperscript{391–394} Regarding integration of different degrees of freedom, path and polarization are within current state of the art as previously discussed. Furthermore, progress has been made toward integration of time\textsuperscript{395} and OAM.\textsuperscript{396–398} Finally, it has been demonstrated that quantum states can be converted between different degrees of freedom on a chip.\textsuperscript{399}

### C. Schemes for the generation of phase-sensitive quantum states

The final target in quantum phase estimation is to reach a genuine enhancement with respect to the classical limit (SQL) when all the employed resources are carefully taken into account. More specifically, the relevant parameter is the total number of photons effectively employed throughout the experiment. In this way, we have to consider in the resource count also those photons that are lost and are not detected by the final measurement stage. Crucial parameters of the experimental setups to reach unconditional violation of SQL are thus the total transmission, the detection efficiency, and the visibility of quantum interference.\textsuperscript{400} Such parameters depend on the technical details of the particular experimental implementation and of the employed optical elements. Furthermore, photons can be lost during the post-selection process eventually needed for the implementation of the employed scheme. In this case, even with lossless optical elements, an enhanced sensitivity, with respect to classical resources, could be impossible to reach.\textsuperscript{401} Additionally, we note that attention has to be paid to the accounting of the external phase reference in the study of sensitivity in optical interferometry.\textsuperscript{402} A complete review on the limits achievable in quantum optical interferometry can be found in Ref. 403.

A less stringent requirement for quantum phase estimation is super-resolution: the achievement of fringes of interference that oscillates faster than any classical state.\textsuperscript{404} The simple super-resolution of a phase is less demanding than the unconditional violation of SQL, and can be obtained also starting from classical coherent states by applying suitable filtering protocols.\textsuperscript{354,405} Several photonic realizations of quantum phase estimation experiments demonstrated a super-resolution with schemes that, in principle, allow unconditional super-sensitivity, while experimental imperfections prevented to effectively reach it.
We describe now some important states of light used for phase estimation, and the corresponding schemes for their experimental implementation.

1. Coherent states

Among the most relevant classical states are coherent states. A coherent state \(|\chi\rangle\) of a single radiation field mode is the eigenstate of the annihilation operator \(a\):

\[ a|\chi\rangle = \chi|\chi\rangle, \quad (52) \]

where \(\chi \in \mathbb{C}\) is called displacement. If we expand the state in terms of the complete basis of number states and substitute the expression into the eigenvalues equation, we find the general expression

\[ |\chi⟩ = e^{-\langle |\chi|^2/2 \rangle} \sum_{N=0}^{\infty} \frac{\chi^N}{\sqrt{N!}} |N⟩. \quad (53) \]

The coherent state is not an eigenstate of the Hamiltonian in Eq. (34). Hence, the continuous eigenvalues \(\alpha\) of \(a\) are time-dependent, and their values change following the time evolution of the system \(|\phi(t)⟩ = e^{\alpha t}|\chi⟩\). Mean values of quadratures are related to \(\alpha\) by:

\[ \alpha = \frac{\langle x \rangle + i \langle p \rangle}{\sqrt{2}}. \quad (54) \]

The variance of the number operator calculated on such a state can be calculated as

\[ \Delta n^2 = \langle n^2 \rangle - \langle n \rangle^2 = \langle x^2 \rangle a^\dagger a - |\alpha|^2 = |\alpha|^2. \quad (55) \]

Hence, the root-mean-squared deviation is \(\Delta n = \sqrt{\langle n \rangle}\). This is a typical property of the Poisson distribution. Indeed, it can be shown from Eq. (53) that the photon number probability distribution is

\[ P_N = |\langle N | \chi \rangle|^2 = e^{-\langle n \rangle} \sum_{N=0}^{\infty} \frac{\langle n \rangle^N}{N!} = e^{-\langle n \rangle} \sum_{N=0}^{\infty} \frac{\langle 0 \rangle^N}{N!}, \quad (56) \]

with mean value and variance equal to \(\langle n \rangle = \Delta n^2 = |\alpha|^2\). The relative value then decreases as \(\Delta n/\langle n \rangle = 1/\sqrt{\langle n \rangle}\). Anisotropically to the vacuum state, coherent states symmetrically saturate the Heisenberg relations for quadratures. Hence, they are states of minimum uncertainties with \(\Delta x = \Delta p = 1\).

Coherent states can be also expressed through the displacement operator \(D(\chi)\). Such operator is associated with the first term of the evolution in Eq. (44), being defined by the relation

\[ D(\chi) = e^{\chi a^\dagger - \chi^* a}. \quad (57) \]

The annihilation and quadrature operators, along mode \(k\) and under displacement evolution, are transformed in the following way:

\[ a_k \rightarrow a_k + \chi, \quad a_k^\dagger \rightarrow a_k^\dagger + \chi^*, \]

\[ x_k \rightarrow x_k + \text{Re}[\chi], \quad p_k \rightarrow p_k + \text{Im}[\chi]. \quad (58) \]

Then, \(D(\chi)\) produces a translation in phase space without changing the uncertainties. Coherent states can be seen as the result of a displacement operation applied to the vacuum state

\[ |\chi⟩ = D(\chi)|0⟩. \quad (59) \]

An experimental approximation of the displacement operation on a target state can be obtained by injecting a coherent state \(|\chi⟩\), used as ancilla, in an unbalanced beam splitter together with the target.\(^{506}\)

Furthermore, these states describe with good approximation the light emitted from lasers and said to be “semi-classical” for their statistical properties.\(^{507}\) Therefore, in many contexts, coherent states represent a suitable classical benchmark to be surpassed in order to certify quantum performances of other states. In this spirit, the statistics of a state is called nonclassical if it cannot be simulated by proper mixtures of coherent ones.\(^{408}\)

When applied to phase estimation problem, coherent states can reach the SQL but not the HL. The scaling of the error on a phase estimation with coherent states is \(1/\sqrt{N} = 1/|\chi|\), consistent with the SQL.

2. NOON states

One of the most important and paradigmatic classes of quantum states with a fixed number of particles, which enables quantum enhanced phase estimation, is represented by the so-called NOON states that are maximally entangled multipartite states distributed along two modes.\(^{39}\)

\[ |\Psi\rangle_{\text{NOON}} = \frac{|N,0⟩ + e^{\gamma/2}|0,N⟩}{\sqrt{2}}, \quad (60) \]

where \(N\) is the number of particles of the state and \(\gamma\) is the relative phase between the two components of the balanced superposition. The variance of the number operator calculated on \(|\Psi\rangle_{\text{NOON}}\) is \(\langle \Delta n^2 \rangle = N^2/4\); hence, from Eq. (25), the sensitivity achievable by NOON states is

\[ \Delta \phi_{\text{NOON}} \geq \frac{1}{N}, \quad (61) \]

that is, the Heisenberg limit in Eq. (48). For this reason, NOON states play a key role in quantum metrology and in particular in phase estimation processes.\(^{509,510}\) In an ideal interferometer, with a relative phase shift \(\phi\), a NOON state evolves as \(|(N,0)⟩ + |0,N⟩⟩/\sqrt{2}\)

\[ \frac{\hbar}{\Delta \phi} \langle (N,0)⟩ + e^{i\phi}|0,N⟩⟩/\sqrt{2}, \]

thus acquiring an amplified shift equal to \(N\phi\). This faster change in the phase shift, proportional to the number of photons, is at the basis of the improved metrological performances of such class of states. NOON states are optimal for local estimation when the unknown phase shift is small. However, such states cannot distinguish phase shifts that differ of \(\pi/N\) without a prior knowledge on the unknown phase shift.

For the particular case of NOON states with \(N = 2\), there exists a deterministic generation recipe. This is possible by exploiting indistinguishability of photons which, entering along the inputs of a beam splitter, interfere through the Hong-Ou-Mandel effect (HOM)\(^{111}\) (Fig. 4). Consider two monochromatic photons which share the same degrees of freedom (frequency, polarization, and so on...) apart from spatial modes. Each photon is injected along each of two inputs of a beam splitter, respectively. If the beam splitter is symmetric, the probability to find the photons in different output modes is zero. This is a "bunching" effect due to purely quantum interference. The final state at the output of symmetric BS will be...
that is, a N00N state with N = 2. This kind of effect is due to bosonic quantum interference happening inside a BS. Indistinguishability of photons then leads to entanglement and a BS acts as an entangling gate, even if the two photons are independent and not properly interacting. In general, indistinguishability is considered a quantum resource.\(^{\text{422}}\) Generation of N = 2 N00N states via Hong-Ou-Mandel interference has been demonstrated with bulk optics configurations in path\(^{\text{423}}\) and polarization\(^{\text{424}}\) degrees of freedom. Polarization two-photon N00N states were also generated using the nonlocal correlation of entangled photons,\(^{\text{425}}\) and were exploited for imaging of samples that surpases SQL, even if without unconditional violation, because of losses and technical imperfections.\(^{\text{426}}\) Two-photon polarization N00N states were also used to probe, in a nondestructive way, an atomic spin ensemble exploiting Faraday rotation.\(^{\text{427}}\)

For numbers of photons \(N > 2\), the generation of N00N states is not straightforward. Indeed, besides the case of \(N = 2\), no scheme is able to generate in a deterministic way a N00N state with arbitrary \(N\). Consider a general state, with fixed photon-number, along two modes

\[
\sum_{k=0}^{N} c_k |k, N-k\rangle. \tag{63}
\]

The goal is to avoid all the non-N00N contributions \(|k, N-k\rangle\) with \(k \neq 0, N\). Such undesired terms can be in general discarded through post-selection schemes, thus introducing losses in the generation and/or measurement stages. Hence, most of the protocols, realizing higher photon-number N00N states, rely upon post-selection schemes,\(^{\text{428–429}}\) in the same spirit of linear optic quantum computation.\(^{\text{430–432}}\) In this way, the desired states are successfully generated, conditioned on the occurrence of specific probabilistic events. This capability has the cost of a nonunitary generation probability.

Conversely, another approach is to employ, as probes, states that are much easier to generate compared to N00N states. For this purpose, even classical states can be employed, given their greater robustness against losses. From such states, one can finally recover N00N typical super-resolution, through suitable state projections that discard all the undesired terms of Eq. \(\text{(63)}\), so that only a super-sensitive N00N contribution is observed.\(^{\text{433–435}}\)

The first N00N state with \(N \geq 2\) was realized in the polarization degree of freedom of three photons (\(N = 3\)) along a single spatial mode,\(^{\text{436–437}}\) in a post-selected configuration. States with \(N = 3\) were also generated through the photon subtraction technique applied on two pairs of photons.\(^{\text{438}}\) Another demonstration of N00N super-resolution at \(N=3\) was obtained through state-projection measurements.\(^{\text{439}}\)

The case of \(N = 4\) super-resolving photon states was demonstrated in polarization\(^{\text{440}}\) and path\(^{\text{430,435–439}}\) degrees of freedom, in four\(^{\text{439}}\) and two\(^{\text{441–442}}\) mode bulk interferometers. Some of such works\(^{\text{422,434,435}}\) studied interference fringes after state-projection measurements on contributions showing super-resolution. Super-resolution with N00N states of up to four photons was also obtained for quantum lithography application by using optical centroid measurement\(^{\text{443}}\) that allows reaching higher efficiencies. Indeed, such a technique does not require photons to be detected all at the same point.\(^{\text{444}}\)

A clever way to generate N00N-like states is to let a coherent state interfere with the state generated by a SPDC process\(^{\text{446–448}}\) (Fig. 5). Such a scheme was experimentally realized, in the polarization degree of freedom, to perform imaging with \(N = 2, 3\)\(^{\text{440}}\) and allowed to generate (in a post-selected configuration) N00N states with up to \(N = 5\) photons.\(^{\text{449}}\)

States showing super-resolution with photon number \(N = 6\) were demonstrated through a coherent probe state and suitable state-projection measurements along N00N states in a time-reversal configuration.\(^{\text{443}}\) The probe state interacting with the system and embedding the phase is a classical one. Hence, even with ideal optical elements, SQL cannot be unconditionally beaten. Such a scheme was also used to perform imaging through a polarization state of \(N = 2, 3\) photons.\(^{\text{450}}\)

A class of N00N-like states, where photons are distributed along different modes (for example \(N\) photons along \(N\) spatial modes maximally entangled in the polarization degree of freedom), are called Greenberger–Horne–Zeilinger (GHZ) states.\(^{\text{447}}\) Such states were realized with up to 10 spatially separated photons entangled in the
polarization degree of freedom (with an experimentally observed super-resolution up to \( N = 8 \)).\(^{466,467}\) With up to 10 qubits encoded in two degrees of freedom (polarization and path) of five spatially separated photons (with a super-resolution shown for \( N = 8 \) qubits),\(^{466,467}\) and with up to 18 qubits encoded in three degrees of freedom (polarization, path and OAM) of six spatially separated photons.\(^{466}\) GHZ states were also exploited for noisy phase estimations. In Ref. 451, each qubit of a four-photon polarization GHZ state is locally encoded in the diagonal basis, in order to improve the robustness of the phase estimation under dephasing noise along the computational basis.\(^{466}\) Similarly, Ref. 453 demonstrated the robustness to transversal noise using up to six-photon GHZ polarization states.

The first unconditional quantum violation of SQL, taking into account all the employed resources, was obtained in 2017 with a N00N state (\( N = 2 \)) in polarization degree of freedom evolving through a bulk Mach–Zehnder interferometer.\(^{400}\) The SQL, corrected for all the employed resources, was obtained in 2017 with a six-photon GHZ polarization states.\(^{453}\) Ref. 453 demonstrated the robustness to transversal noise using up to six-photon GHZ polarization states.

In conclusion, the use of N00N states for practical quantum metrology is limited by two factors: (i) it is hard to generate high photon-number states without relying on post-selection or filtering, and (ii) in the noisy regime, N00N states maintain their optimality only for small \( N \). Indeed, the quantum Fisher Information, in the presence of symmetric losses \( \eta \), is \( F_{\text{QFI}} = N^2 \eta^2 \), and thus, it decreases exponentially in \( N \). For these reasons, for most of the practical applications where a high number of photons are required, other states such as squeezed ones are employed.

### 3. Continuous variable states

Fock states are expressed in the discrete variable (DV) formalism of mode operators \( a_k \). However, in order to describe some states and processes, it is useful to employ an equivalent formalism, based on continuous variables (CV).\(^{453,456,457}\) A convenient choice of CV is represented by quadrature operators \( \hat{q}_k \) and \( \hat{p}_k \) in Eq. (40), defining the phase space. Such observable operators do not commute [Eq. (41)] and then have to satisfy the Heisenberg relation. The latter imposes the following constraint on uncertainties:

\[
\Delta q_k \Delta p_k \geq 1. \tag{66}
\]

Contrary to the photon number operator, the spectrum of the quadrature operators is continuous and their eigenstates form a complete orthogonal basis: \( \{|X\} \) of \( x \) with eigenvalues \( |X| \) and \( \{|P\} \) of \( p \) with eigenvalues \( |P| \). Such states satisfy the following conditions: \( \langle X_1 | X_2 \rangle = \delta(X_1 - X_2) \) and \( \langle P_1 | P_2 \rangle = \delta(P_1 - P_2) \). Since \( x \) and \( p \) are conjugate observables, their eigenstates \( |X\rangle \) and \( |P\rangle \) are related by a Fourier transformation.

In order to describe a general state \( \rho \) in quantum phase space, a useful tool is provided by quadratures quasi-probability distributions \( P(X, P) \). Among the possible quasi-distributions,\(^{471,472}\) one of the most used is the Wigner function\(^{2,407,468,473-477}\) that, for a \( d \)-mode state \( \rho \), is defined as

\[
W_\rho(X, P) = \frac{1}{(2\pi)^d} \int_{-\infty}^{+\infty} d^dX' d^dP' \text{Tr} \left[ \rho e^{-i (p \cdot X - p' \cdot X')} \right], \tag{67}
\]

where \( X = (X_1, \ldots, X_d) \) and \( P = (P_1, \ldots, P_d) \) are the values assumed by quadrature operators \( x = (x_1, \ldots, x_d) \) and \( p = (p_1, \ldots, p_d) \), respectively, along the \( d \) modes. The Wigner function is normalized:

\[
\int_{-\infty}^{+\infty} d^dX d^dP W_\rho(X, P) = 1. \tag{68}
\]

From \( W_\rho(X, P) \), one can recover the real marginal quadrature distributions,

\[
P(X) = \int_{-\infty}^{+\infty} d^dP W_\rho(X, P), \tag{69}
\]

\[
P(P) = \int_{-\infty}^{+\infty} d^dX W_\rho(X, P), \tag{70}
\]

However, the global Wigner function \( W_\rho(X, P) \) is not a proper distribution and can also assume negative values. Indeed, the joint probability distribution \( P(X, P) \) for two no-commuting quantum operators \( x \) and \( p \) cannot be properly defined because of Heisenberg uncertainty relations \( \Delta x \Delta p \geq 1 \). In particular, the negativity of the Wigner function can be used to certify the nonclassical nature of quantum states. Different experimental techniques are available to measure and reconstruct Wigner functions of photonic states.\(^{471,477-479}\)

An important class of CV states useful also for quantum metrology is represented by Gaussian states\(^{242,244,468,480-483}\) that are described by a Wigner function corresponding to a multidimensional Gaussian distribution. Then, in order to characterize a Gaussian state, it is sufficient to acquire knowledge of the two moments of the associated distribution. The simplest Gaussian state is the vacuum state \( |0\rangle \), with zero valued mean quadratures, \( \langle x \rangle = \langle p \rangle = 0 \) and minimum symmetric uncertainties saturating relation \( \Delta x \Delta p = 1 \). Conversely, thermal states are Gaussian states with \( \langle x \rangle = \langle p \rangle = 0 \) but their
uncertainties do not saturate Eq. (66). Restricting on a single mode, they can be expressed in the photon number basis as an incoherent mixture,

$$\rho^{ib} = \sum_{n=0}^{\infty} \frac{(n)^N}{(1 + (n))^\infty} |n\rangle \langle n|,$$

where $\langle n \rangle$ is the mean photon number. The photon-number probability $P(N)$ follows the distribution describing black-body radiation:

$$P(N) = \frac{(\langle n \rangle)^N}{(1 + \langle n \rangle)^\infty},$$

where $\langle n \rangle = 1/(e^{\delta k T} - 1)$, $k_B$ is the Boltzmann constant and $T$ is the temperature. The quadrature fluctuations of such states are

$$\Delta x^2 = \Delta p^2 = 1 + 2\langle n \rangle.$$

An intense research activity is devoted to study the interferometric properties of Gaussian states. In Sec. III C 4, we provide a description of some of the most used Gaussian states for quantum metrology tasks. Different reviews providing a more detailed description of Gaussian states are available, such as those in Refs. 242, 244, 318, and 468. In particular, several papers investigated the form of the Quantum Fisher Information for general Gaussian states.

4. Squeezed states

Squeezed light states are among the most used Gaussian states to enhance quantum metrology tasks. A quantum state is said to be squeezed when an observable on this state presents a fluctuation (second moment of the Wigner distribution) that is lower than that of vacuum state. Generally, the continuous squeezed variables for quantum metrology tasks are quadratures. Furthermore, squeezed states saturate the Heisenberg relation and are minimum uncertainty states. However, such saturation is asymmetric due to squeezing of one quadrature and the corresponding anti-squeezing of the conjugate one,

$$\begin{cases} \Delta x < 1 \text{ and } \Delta p > 1 \\ \Delta x > 1 \text{ and } \Delta p < 1 \end{cases} \Delta x \Delta p = 1.$$

a. Single mode squeezed states. All single mode states saturating Heisenberg uncertainty are called single mode squeezed states. Hence, coherent and vacuum states are particular cases of such class of states. The operation of quadrature uncertainty squeezing is related to the third term in Eq. (44) and can be described through the squeezing single mode operator $S(r)$,

$$S(r) = e^{r\Delta x - \Delta p r},$$

where $r = |r|e^{\phi}$, with $|r|$ called squeezing factor and $\phi$ being the squeezing angle. The annihilation and quadrature operators, under squeezing evolution along mode $k$, are transformed following the relations:

$$a_k \rightarrow \cos |r| a_k + e^{\phi} \sinh |r| a_k^\dagger,$$

$$a_k^\dagger \rightarrow \cos |r| a_k^\dagger + e^{-\phi} \sin |r| a_k,$$

$$x_k \rightarrow \cos |r| x_k + \cos \theta \sinh |r| x_k^\dagger + \sin \theta \sin |r| p_k,$$

$$p_k \rightarrow \cos |r| p_k + \sin \theta \sinh |r| x_k - \cos \theta \sin |r| p_k.$$

In the case of $\theta = 0$, the uncertainty on $\rho$ is squeezed by a factor $e^r$: $\Delta \rho^2 = \sqrt{e^n(\langle \rho_0 \rangle - 1)}$, while that of $x$ is anti-squeezed by the same factor: $\Delta x^2 = \sqrt{e^n(\langle \rho_0 \rangle - 1)}$ $\Delta x^2$. Therefore, the squeezing factor can be estimated as the ratio between the uncertainty before and after squeezing, reducing exponentially one quadrature uncertainty at the expense of the other. For this reason, it represents the most relevant parameter in squeezing generation and it is commonly expressed in dB $[\Delta \rho^{squeezed}/\Delta \rho^{unsqueezed}]_{dB} \propto |r|$.

The simplest single mode squeezed states are the squeezed vacuum states generated by applying the squeezing operator in Eq. (71) to the vacuum. Such class of states can also be written in Fock basis,

$$|\Psi\rangle_{\text{squeezed}} \equiv D(\alpha)|0\rangle.$$  

b. Two mode squeezed states. Squeezing along two modes is a fundamental resource for quantum metrology. The evolution operator associated with two-mode squeezing is the contribution of the third term in Eq. (44) that, in contrast to the single mode operator in Eq. (71), involves two different modes $k_1$ and $k_2$.

$$S_{2}(r) = e^{r\Delta x - \Delta p r},$$

where again $r = |r|e^{\phi}$. The mode operators evolve under $S_{2}(r)$ according to the following relations:

$$a_{k_1} \rightarrow \cos |r| a_{k_1} + e^{\phi} \sinh |r| a_{k_1}^\dagger,$$

$$a_{k_2} \rightarrow \cos |r| a_{k_2} - e^{-\phi} \sin |r| a_{k_2}^\dagger.$$  

The simplest states, generated by the two-mode squeezing operator, are the two mode squeezed vacuum states or twin-beam states, which present nonclassical correlation involving two modes (mode-entanglement). They are obtained by the action of $S_{2}$ on the vacuum state, leading to the following output state in the Fock basis:

$$|\Psi\rangle_{\text{2}} \equiv S_{2}(r)|0,0\rangle = \frac{1}{\sqrt{\cosh |r|}} \sum_{N=0}^{\infty} (e^{r} \tanh |r|)^N |N, N\rangle.$$  

For this state, the total number of photons along the modes is even for each superposition component, and the mean values of quadratures are zero. The mean total photon number $\langle n \rangle = \langle n_k + n_{k_2} \rangle = 2 \sinh^2 |r|$. These states, in photon number basis, clearly show entanglement between the two modes. In particular, when the squeezing parameter $|r| \rightarrow \infty$ (large squeezing regime), this state corresponds to the EPR state. Since the variance of the number operator is $2(\langle n \rangle^2 + \langle n \rangle)$, we find that its application to phase estimation in a MZI leads to

$$\begin{align*}
4. & \text{ Squeezed states} \\
& \text{a. Single mode squeezed states.} \\
& \text{b. Two mode squeezed states.}
\end{align*}$$
\[ \Delta \phi_{\text{squeezed}} \geq \frac{1}{2} \frac{1}{\sqrt{2} \sqrt{\langle n \rangle + \langle n^2 \rangle}}. \]  

which for large \( \langle n \rangle \) shows Heisenberg-limited scaling.

Recently, a more general concept of nonlinear squeezing, applicable to non-Gaussian states, has been introduced.\(^{502}\)

c. Homodyne measurements. Since squeezed states are well described by CV quadratures, their detection mostly relies on measuring such variables. In order to measure quadratures, a suitable technique is represented by homodyne detection.\(^{26,244,468,477,503}\) To experimentally implement a homodyne apparatus, the idea is to interfere in a beam-splitter the target optical signal together with an experimental phase reference. Such a reference beam is called a local oscillator.\(^{242,244,468}\)

A first scheme employs a balanced beam splitter and is called balanced homodyne detection. Consider a target state, with annihilation operator \( a_{\text{tgt}} \), whose quadratures have to be measured. Such state is injected in one input mode of a balanced beam splitter. At the same time, a coherent state \( \ket{\alpha_{\text{LO}}} \) with \( \alpha_{\text{LO}} = \ket{\alpha}_{\text{LO}} e^{i\phi_{\text{LO}}} \) and associated photon annihilation operator \( a_{\text{LO}} \), is injected along the other input of beam splitter. The output annihilation operators are then composed by the superposition of the operators relative to the two input beams: \( a_{\text{out}} = \frac{1}{\sqrt{2}} \left( a_{\text{tgt}} + a_{\text{LO}} \right) \) and \( a_{\text{out}}^\dagger = \frac{1}{\sqrt{2}} \left( a_{\text{tgt}}^\dagger - a_{\text{LO}}^\dagger \right) \). The light exiting from BS outputs is then detected by photodiodes that reveal a current with intensity proportional to the number of photons: \( I_{\text{out}} \propto n_{\text{out}} = a_{\text{out}} a_{\text{out}}^\dagger = a_{\text{out}} a_{\text{out}}^\dagger = a_{\text{out}} a_{\text{out}}^\dagger \). Then, the difference of the two output intensities for the above input state in the limit of \( |\alpha_{\text{LO}}| \gg 1 \) is

\[ I = I_{\text{out}}^\dagger - I_{\text{out}} \propto |\alpha_{\text{LO}}|^2 \left( e^{i\phi_{\text{LO}}} a_{\text{tgt}}^\dagger + e^{-i\phi_{\text{LO}}} a_{\text{tgt}} \right). \]

This expression corresponds to the rotated quadrature \( x_{\text{tgt}}(\theta) \) [see Eq. (43)] for the target state. Note that, by tuning the local oscillator phase \( \theta \), one can measure all the quadrature space. For instance with \( \theta = \pi/2 \), quadrature \( p_{\text{tgt}} \) is measured since \( x_{\text{tgt}}(\theta = \pi/2) = p_{\text{tgt}}(\theta = 0) \) [Eq. (43)]. Through this kind of measurement, it is then possible to perform quantum tomographies in the phase space.\(^{242,244,468}\) Furthermore, homodyne detection can be performed with high quantum efficiency.

When the beam splitter is unbalanced, the previous scheme is called unbalanced homodyne detection.\(^{244}\) In this case, only one BS output is measured and, tracing out the local oscillator, quadrature statistics can be measured in the limit \( |\alpha_{\text{LO}}| \gg 1 \).

Homodyne detection allows also to perform entangled measurements, such as Bell measurements, in quadrature space through multimode homodyne detector schemes.\(^{244,468}\) Alternatively, such measurements can be realized by heterodyne detectors,\(^{244}\) in which the local oscillator has a different frequency with respect to the target state.

d. Phase estimation experiments with squeezed states. Several proof-of-principle experiments have demonstrated that squeezed states of light are fundamentals to beating shot-noise\(^{26,508}\) and improve interferometer sensitivity.\(^{26,33,509-514}\) Squeezed states and homodyne detection have been recently exploited to deterministically achieve simultaneously the super-sensitivity and the super-resolution conditions.\(^{512}\) First generation of squeezed light was realized by exploiting nonlinear processes as four-wave mixing (FWM) and parametric down conversion inside sodium atoms and nonlinear materials, together with optical cavities and fibers.\(^{516-519}\) The three main technologies that have been adopted to generate squeezed states of light are: atoms, nonlinear crystals, and optomechanical systems.\(^{512}\) Squeezing by atoms exploits the third-order nonlinear susceptibility, through the FWM process.\(^{521,523,524}\) Photonic single mode squeezing can be experimentally generated exploiting parametric down conversion-based setups.\(^{244}\) Here, a second order nonlinear crystal is pumped by a pump of frequency \( 2\nu \) with a phase able to create amplification (optical parametric amplification, OPA). In the absence of other excitation field, a squeezed vacuum state at frequency \( \nu \) is generated. The pumped cavity is maintained slightly below the oscillation threshold so that no bright light is generated. The squeezing factor is higher as the working point is closer to the oscillation threshold. In order to enhance the amplification efficiency of the OPA, the nonlinear crystal can be placed inside an optical cavity, realizing an optical parametric oscillator (OPO).\(^{26,509,523,530}\) Nonlinear processes can be also employed to generate two mode squeezed states. Indeed, this class can be realized combining in a beam splitter two squeezed states generated through a type I parametric down conversion process with an opportune phase shift, or also by dividing in a polarizing beam splitter a squeezed state generated by a type II OPA.\(^{25}\) Finally, coupling optical fields with mechanical modes of given structures, such as crystalline resonators and membranes,\(^{31-36}\) allow squeezing generation in optomechanical systems.

Currently, gravitational wave detection represents the most direct and relevant metrological application.\(^{537}\) For this purpose, squeezing factors above 10 dB have been experimental achieved: 10 dB,\(^{526}\) 12.7 dB,\(^{527}\) 12.3 dB,\(^{528}\) 11.6 dB,\(^{529}\) and 15 dB.\(^{530}\) All these realizations exploit cavity-enhanced optical-parametric amplification, working below its oscillation threshold and using a pumped type-I nonlinear crystal.

To date, photonic implementation using atoms, optomechanics, and nonlinear crystals has produced the largest squeezing factor amount relatively of 14.9 dB,\(^{515}\) 25 dB,\(^{516}\) and 19 dB,\(^{527}\) respectively. Squeezed light has been generated at different wavelengths, such as 795 nm,\(^{517}\) 860 nm,\(^{538}\) 946 nm,\(^{539}\) 1064 nm,\(^{530,531}\) 1540 nm,\(^{529}\) and 1550 nm.\(^{528,540}\) Squeezed vacuum states have been demonstrated only exploiting atoms\(^{519}\) and nonlinear crystals.\(^{516}\) Although optomechanics demonstrated largest squeezing,\(^{516}\) in gravitational wave frequencies (audio-band regime), nonlinear crystals hold the record both in terms of generated and measured squeezing.\(^{531}\) Two-mode squeezed states can potentially enhance interferometry\(^{519}\) and are fundamental for practical quantum metrology. Two mode squeezing was achieved on platforms able to reach squeezing factors even greater than 10 dB.\(^{525,531}\) Furthermore, while most of the largest squeezing values were achieved in bulk optics, squeezed light generation and measurement have been also investigated in integrated platforms.\(^{524,529,536}\) Even thermal mixtures of squeezed states can be exploited for quantum metrology.\(^{540,547}\) (also combined with other states\(^{551}\) ) as experimentally analyzed using nondegenerate OPO to realize thermal squeezed states with different purity and balanced homodyne detection.\(^{550}\) Finally, realization of squeezed states in the polarization degree of freedom has been reported.\(^{559,560,562}\)

As discussed above, one of the most direct applications of squeezed states relies on the enhancement of estimation of
Starting from the recent observations, investigation of gravitational waves is a very challenging research area and represents the first actual application of quantum metrology. \(^{30,513,563-568}\) The small amplitude \(\left(10^{-22}\right)\) of gravitational waves needs a very long interferometer to be measured, together with very low overall noise. \(^{30,568}\) Thermal contributions and radiation pressure \(^{576}\) over free-falling interferometer mirrors represent fundamental problems in reaching the sensitivity sufficient to detect such amplitudes. Furthermore, detectors are affected by photon-counting noise (or shot-noise), which follows the Poisson statistics. Therefore, improving signal-to-shot noise ratio (SNR) requires increasing the number of input photons. In contrast, thermal mirror displacement is proportional to the input laser power. Quantum metrological techniques, such as those adopting squeezing resource as the input state in the interferometer, \(^{577}\) seem to be the only possible short-term solution, able to reduce the quantum noise contributes without increasing the laser power. In particular, an interferometer-based detection depends on the optical path difference between internal arms. Entanglement in the probe state can correlate both noise and signal between internal arms in a way that noise is cancel out, thus enhancing the SNR. For example, if a coherent state is overlapped with a vacuum squeezed state into the input beam splitter of a Michelson interferometer, correlation after this interference permits squeezing in the output state and the improvement of the SNR. \(^{30}\) In particular, the higher the squeezing factor, the greater the SNR enhancement. Indeed, it has been demonstrated that strong squeezing could lead to approximately tenfold improvement in gravitational wave detection. \(^{30}\) Furthermore, the capability of reducing the quantum noise in gravitational wave interferometers depends on the frequency which has to be detected. \(^{579-580}\) Frequency-dependent squeezing schemes can be used to reduce quantum noise in the audio-band spectrum, and an EPR entangled squeezing-based setup has been proposed to achieve a broadband solution. \(^{579-580}\) One of these proposals has been recently realized in Refs. \(^{582,583}\). Different studies have investigated the fundamental limits achievable in these interferometers and schemes to evade radiation pressure. \(^{584-590}\)

Starting from 2007, the GEO600 gravitational wave detector has successfully adopted squeezed light for its detection. \(^{46,591}\) Recently, after preliminary tests, \(^{592}\) squeezed vacuum states have been used in the Advanced Laser Interferometer Gravitational Wave Observatory (LIGO) detectors. \(^{593,594}\) Other gravitational wave detectors have almost achieved best technological performances in their several components \(^{571,595-597}\) and seem to find further improvements only in squeezing enhancement.

The conceptual scheme of the LIGO Michelson interferometer, seeded by squeezed states, is sketched in Fig. 6. The 4 km-long arms of
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**Fig. 6.** Conceptual scheme of LIGO interferometer seeded by squeezed states. Squeezed states are injected in the interferometer by means of Faraday isolators, allowing light to pass along only specific directions. (a) A single mode squeezed state \(|\xi\rangle\), generated by an OPO, is injected in the Michelson interferometer. (b) A two-mode squeezed state \(|\xi\rangle_2\), generated by two squeezed states interfering in a BS. Then, one mode of \(|\xi\rangle_2\) is injected in the interferometer, while the other mode interferes with the output of the interferometer in a beam splitter (BS). Described in Ref. 26.
the interferometer contain Fabry–Perot cavities composed of two mirrors that reflect the light forcing it to travel across the arms multiple times, so enlarging the effective length of the arms and, consequently, the sensitivity of the interferometer. Recycling power mirrors are used to increase the optical intensity inside the interferometer. When single squeezed states are used to enhance the sensitivity, they are injected in the input of the interferometer [Fig. 6(a)]. Also a two-mode squeezed state can be exploited to enhance the detection. In this case, the two squeezed fields, with a fixed relative angle, interfere in a beam splitter generating a two-mode entangled state. One mode is injected in the interferometer, while the other interferes with the output of the interferometer in a second beam splitter. Finally, a homodyne measurement of the quadratures is performed [Fig. 6(b)]. Thanks to the simultaneous measurement of the quadratures, the possible disturbance signals can be recognized with respect to the signal to be analyzed. Note that squeezed states can enhance the performances of gravitational wave detection, but they only represent a useful complement to classical resources. Indeed, the overwhelming majority contribution in the employed number of photons comes from coherent light, and then, even if an enhancement over SQL can be obtained, the sensitivity is still far from Heisenberg limit. For a more in depth recent analysis on squeezed states, we refer to the review in Ref. 26.

5. Other states

Holland and Burnett (HB) have introduced the adoption of twin-Fock states for phase estimation. Such states are interesting states with a fixed number of indistinguishable photons that are equally distributed along two different modes, so that their state can be written as: |N/2, N/2⟩, with N even. Such states can be used as the input of interferometric setups to provide some advantages in nonideal conditions with respect to N00N states. Furthermore, twin-Fock states with a high number of systems N can be realized with physical platforms like Bose–Einstein condensate-based systems. Let us consider the scenario where noises, losses, and low detection efficiency are present, or when detection is restricted to projections onto states containing definite photon numbers along each output of interferometer (e.g., with a four-photon state along two modes, the detection could be restricted to |3, 1⟩ and |1, 3⟩ terms). In this configuration, the twin-Fock states can be a resource to outperform N00N states for N > 4 (see Ref. 603). The idea is to generalize the HOM effect, injecting two beams of indistinguishable N/2 photons (with N even) in the two input ports of a beam splitter. The output state |Ψ⟩_{HB}, that we label as the HB state, after a relative phase shift φ between the two output modes, can be written in the following form:

\[
|Ψ⟩_{HB} = \sum_{n=0}^{N/2} C_n |2n, N - 2n⟩.
\]

(80)

When N = 2, Eq. (80) coincides with a N00N state. Such states reach Heisenberg scaling up to a constant factor √2. The two beams injected along the input modes of the beam splitter can be generated with a SPDC process. HB states with four photons were realized in polarization degree of freedom, through the SPDC process.

Twin-Fock states are strictly related to a more general class of states with a fixed number of subsystems, which are called Dicke states. Such class has also been defined when dealing with distinguishable qubits. In this framework, a symmetric Dicke state |D N⟩, composed of N distinguishable qubits (in the basis { |0⟩, |1⟩}) with k excitations, has the following form:

\[
|D N⟩ = \left(\begin{array}{c}N \\ k\end{array}\right)^{-1/2} \sum_{i} P_i |0⟩^k ⊗ |1⟩^{N-k},
\]

(81)

where the balanced superposition involves all the permutations P k of k qubits in the excited state |1⟩ and the other N - k in the state |0⟩ (note that in this case the notation |0⟩ and |1⟩ stands for logical values of the qubits and not for the number of photons). For instance, the Dicke state with N = 4 different qubits and k = 2 is: |D 4⟩ = (|0, 0, 1, 1⟩ + |0, 1, 0, 1⟩ + |1, 1, 0, 0⟩ + |1, 0, 0, 1⟩ + |0, 1, 1, 0⟩) /√6. Photonic symmetric Dicke states [Eq. (81)] were generated in the polarization degree of freedom through bulk optics schemes with up to N = 6 photons. Furthermore, such states were generated by exploiting path-polarization hyper-entanglement, with two photons carrying N = 4 qubits. A more general class of states, robust against noises, are Dicke squeezed states. It has been recently demonstrated that the multimode photon states emitted by the phenomenon of collective Dicke superradiance can be a resource for quantum metrology.

Other classes of states can be deterministically generated by exploiting the generalized HOM effect, implemented by a quantum Fourier transformation (QFT) acting on N indistinguishable photons, one along each input mode of a N-mode interferometer. The QFT transformation is described by a unitary matrix U = 1/√N exp [i( j - 1)(k - 1)/N]. QFT states with N = 2 coincide with the N00N state, while they are different for N > 2. For instance, states at the output of a QFT with N = 3 have the following expression in Fock basis: |ψ⟩ = (|0⟩ + |1⟩) + |2⟩ + |3⟩. A typical interferometer in this framework is composed of a QFT that entangles the photons through the generalized HOM effect, and a QFT transformation that disentangles the photons after their phase-dependent evolution. In this way, phase super-sensitivity, beating SQL, can be observed if the unknown phase is put along one of the interferometer modes. However, this is true only for N < 7. An experimental realization of such a scheme was performed with N = 2, 3, 4, exploiting both path and polarization degrees of freedom in a bulk optical multimode interferometer.

Other states, suitable for experimental generation and robust with respect to noises, are entangled coherent states (ECS) along two modes that in Fock basis read as

\[
|ECS_{i}\rangle = \frac{1}{\sqrt{2(1 + e^{-|x|^2})}} (|0⟩_1 |0⟩_2 + |0⟩_1 |x⟩_2),
\]

(82)

where |0⟩, and |x⟩, represent, respectively, a vacuum and a coherent state along mode i. Such a state can be realized by injecting a coherent state |x⟩ along an input of a beam splitter and the state (|x⟩ + |−x⟩) /√2, also called Schrödinger cat state, along the other input. Approximated entangled coherent states [Eq. (82)]
were generated by mixing squeezed vacuum states and coherent light inside a beam splitter in Ref. 623. The measurement was realized by performing photon-number resolving detection.

Different classes of states able to achieve quantum enhanced sensitivities in phase estimation can be realized through the generalization of the scheme used for N00N states generation in Fig. 3. Such generalization involves different kinds of states as inputs of the Mach–Zehnder interferometer. Given a coherent state injected along an input port of the first beam splitter, the optimality of a squeezed vacuum state, injected along the other input port, was demonstrated in Ref. 624. If we consider a Fock state in a single mode of the interferometer, and an arbitrary state with the same average number of par-ticles in the other port, one can reach the Heisenberg limit for phase sensitivity, as demonstrated in Ref. 495 and experimentally realized through motional states of a single ion. 627 This kind of scheme can be further generalized to a MZI in which an arbitrary state is injected along one input port and an odd or even state along the other port. The conditions to achieve the best sensitivities for this case were studied in Ref. 626. Furthermore, optimal product states along the input modes of the setup were found, both with a fixed photon number and fixed mean photon number, in Ref. 627.

Finally, also cluster states (employed as a flexible resource for efficiently generating different probe states) 628 and random symmetric states 629 are useful for quantum metrology tasks. In Table II we report some of the photonic platforms recently employed to perform phase estimation with fixed photon-number quantum states.

D. Other schemes and platforms

OAM states can be exploited to perform ultra-sensitive measurements of rotations. 630–635 In this scenario, the value of angle of rotations can be embedded in relative phase shifts between OAM components. For instance, let us consider the state of a photon in a superposition of opposite OAM modes, with modulus of OAM number \( |m| \) as \( (|m| + |m|)/\sqrt{2} \). If a rotation of an angle \( \theta \) is performed, whose sign is based on the value of the ancillary mode (say +\( \theta \) for mode 1 and −\( \theta \) for mode 2), the state will evolve to \((|m| + |m|)/\sqrt{2} \). Such state shows a rotation amplified by a factor \( m \). Hence, the two angular momentum orientations ±\( m \) will show N00N-like interference fringes and are able to reach a sensitivity with an improved factor of \( m/\sqrt{2} \). This technique exploits two identical nonlinear crystals pumped by two laser beams coming from the same split laser. The pumped crystals emit pairs of nondegenerate photons, signal and idler. The idler photon from one crystal, once separated from the signal one, interacts with the sample and is subsequently sent along the second nonlinear crystal. The latter element is also pumped by the laser and then can emit pairs of photons as well. In this way, there are two different paths for the signal photons, which are then sent to interfere in a beam splitter. Information is acquired from detection of the interacting photon. Quantum ghost imaging has been realized exploiting different techniques for the spatial resolving measurement stage. 630,637–642. The key ingredient of ghost imaging is the correlation between the two photons (or beams). Hence, also classical correlated light can be used for this purpose. 646–649 However, in the low probe intensity regime, quantum probes can provide better performances. 104,654,667,668 Quantum ghost imaging has also been realized to perform 3D tomography, 682 and in a configuration exploiting entanglement swapping. 690

Imaging on samples with a pair of photons can be performed even without detecting the photons interacting with the sample. 348,671 This technique exploits two identical nonlinear crystals pumped by two laser beams coming from the same split laser. The pumped crystals emit pairs of nondegenerate photons, signal and idler. The idler photon from one crystal, once separated from the signal one, interacts with the sample and is subsequently sent along the second nonlinear crystal. The latter element is also pumped by the laser and then can emit pairs of photons as well. In this way, there are two different paths for the signal photons, which are then sent to interfere in a beam splitter. Information is acquired from quantum interference between the two signal beams that did not interact with the sample. Hence, one can perform phase and intensity imaging without measuring those photons, which have interacted with the object. An experimental demonstration of such a protocol has been demonstrated in Ref. 348. Finally, quantum mechanics allows acquiring information about an object without any system directly interacting with it. This is possible through interaction-free measurements. 672,673 For a recent more detailed review on quantum imaging techniques, we refer to Ref. 21.

Another approach which can be used for quantum phase estimation exploits weak measurements. In particular, this approach leads to interesting quantum phenomena including weak values 41,679 of those that can be employed for practical tasks in quantum metrology. 801,679–680

The contrast of an object image can be enhanced by entangled photons through a scheme named quantum illumination. 667–669 In this protocol, two entangled beams are generated, and one of the two beams is sent through a partially reflective object (sample). The
reflected beam is finally jointly measured with the other beam who did not interact with the sample. Hence, exploiting the correlation between the beams one can recover the reflected light from the object, discriminating it from background noise. For this purpose, a two-mode squeezed vacuum state is nearly optimal for different performance criteria.\textsuperscript{691} Experimental realizations of quantum illumination were performed using parametric down conversion beams detected by the CCD camera\textsuperscript{692} and using microwave frequency beams.\textsuperscript{693} The quantum enhancement of such scheme resists also in strongly noisy environments.\textsuperscript{134,687,688,694,695}

Finally, quantum interferometry can be realized also in the time-energy domain of photons, exploiting Franson interferometers.\textsuperscript{696–699} Furthermore, estimation of frequency as well as temporal separations between incoherent signals can be performed through mode-selective photon measurements.\textsuperscript{700}

### IV. ADAPTIVE ESTIMATION PROTOCOLS

Different estimation protocols have been defined\textsuperscript{8,701} and can be included in a few fundamental categories. A first example is provided by parallel protocols (Fig. 2) in which all the probes, entangled or not, interact in parallel with the system.\textsuperscript{621,171} A second class is composed of sequential (or multiround) protocols\textsuperscript{223,220,220} where single probes interact multiple times with the system. Finally, ancilla-assisted schemes\textsuperscript{220,704,706} are those where a part of the probe, generally entangled with the other part, does not interact with the system and is directly measured. All these protocols can be nonadaptive\textsuperscript{1} or adaptive.\textsuperscript{108,709} Here, we focus on adaptive techniques that represent a powerful tool to enhance the performances of estimation processes.\textsuperscript{798,223,709–713} In nonadaptive estimation protocols, the available \( n \) probes are sent through a fixed apparatus and, after collecting the full data set, a final estimate of the unknown parameter \( \phi \) is obtained. Conversely, adaptive techniques make use of suitable controls on the experimental setup, namely, some physical parameters \( \theta \), such as additional feedback phase shifts, that can be adjusted during the estimation. Adaptive and entangled protocols can enhance metrology tasks, especially in the presence of noise.\textsuperscript{701,714} Adaptive protocols do not give advantages with respect to nonadaptive schemes when the estimation involves quantum channels that are (jointly) covariant with teleportation, such as the Pauli or erasure channels. In this case, Ref. 191 showed that the optimal performance is limited to the SQL by adapting techniques previously developed for quantum communication.\textsuperscript{715} A discrete-time class of adaptive protocols can be schematically represented through the repetition, for each probe, of the four-step cycle as shown in Fig. 7.

(i) The first step is dedicated to the preparation of an initial probe \( \rho_{\mu_0} \) through a process \( U_\theta(x) \) that depends on certain parameters \( \theta \) and, if available, on the results \( x \) of previous measurements.

(ii) At a second stage, the prepared probe \( \rho_{\mu_0}(\theta) \) interacts with the studied system and evolves under a unitary \( U_\theta \) (for simplicity we are assuming unitary evolution) in \( \rho_{\mu_0}(\theta, \phi) \).

(iii) Then, a measurement \( \Pi_x \) is performed and its outcome \( x \) is recorded.

(iv) The final step of the cycle is post-processing of the measurement results. This step includes the choice of the parameters \( \theta \) determining the action \( U_\theta(x) \) to apply to the initial probe of the successive cycle.

This cycle is repeated for all the probes. Finally, an estimator \( \Phi(x) \) based on all measurement results \( x \) provides an estimation of the unknown parameter \( \phi \).

Exploiting adaptive protocols for quantum metrology was proposed in 1995 by Wiseman.\textsuperscript{709} Such protocols are necessary in order to overcome different issues. For instance, they can be used for the

| Probe | References | Platform | Number of photons |
|-------|------------|----------|------------------|
| N00N  | 110,446    | Bulk polarization two-mode MZI microscope | \( N = 2, N = 2, 3 \) |
| N00N  | 445        | Bulk polarization two-mode MZI            | \( N = 5 \) |
| N00N  | 400        | Bulk polarization two-mode MZI unconditional enhancement | \( N = 2 \) |
| N00N  | 455        | Integrated silica-on-silicon heralded two-mode-MZI | \( N = 2, 4 \) |
| N00N  | 454        | Integrated silica-on-silicon two-mode-MZI | \( N = 2, 4 \) |
| N00N  | 457        | Integrated silicon-on-insulator two-mode-MZI | \( N = 2 \) |
| N00N  | 363        | Integrated silicon-on-insulator two-sources two-mode-MZI | \( N = 2 \) |
| N00N  | 423        | Bulk polarization two-mode-MZI            | \( N = 2 \) |
| N00N  | 440        | Bulk polarization to path two-mode-MZI with optical centroid measurement | \( N = 2, 3, 4 \) |
| N00N  | 458,459    | Integrated FLW two-mode-MZI               | \( N = 2 \) |
| GHZ   |            | Bulk polarization                         | \( N = 8 \) |
| GHZ   | 451,453    | Bulk polarization noisy estimation         | \( N = 4, N = 1, 2, 3, 4, 6 \) |
| GHZ   | 449        | Bulk polarization-path hyper-entanglement  | \( N = 4 \) (8 qubits) |
| GHZ   | 450        | Bulk polarization-path-OAM hyper-entanglement | \( N = 6 \) (18 qubits) |
| QFT   | 616        | Bulk path/polarization multi-mode MZI      | \( N = 3, N = 4 \) |
| HB    | 603–605    | Bulk polarization two-mode-MZI             | \( N = 2, 4, N = 2, 4, 6 \) |
| Dicke | 608,610    | Bulk polarization                         | \( N = 6 \) |
| Dicke | 611        | Bulk path-polarization hyper-entanglement  | \( N = 2 \) (4 qubits) |
realization of the optimal POVM to saturate the QCRB. In certain scenarios, such POVMs can be hard or impossible to implement. In this case, approximation of such measurements can be achieved by adaptive techniques. In particular, to approach the QCRB one has to exploit the unknown parameter, the QCRB can be maximized for adaptive protocols. In this framework, the posterior distribution is defined depending on the particular problem and heuristic.

A second scenario where an adaptive approach represents a useful resource is found for those systems where the output probabilities, calculated at different values of unknown parameter, take the same value. For instance, in a Mach–Zehnder interferometer seeded by single photons, the output probability \( P_1 = 1 - P_0 = \cos^2(\phi/2) \) is such that, in the range \( \phi \in [0, 2\pi] \), two different values of the phases lead to the same probability \( P_1 \neq 0 \). Indeed, the latter is not a monotonic function of the phase. Hence, without changing the relative phase shift during the experiment, it is impossible to discern the two equivalent phases leading to the same probability. Conversely, by changing the total phase shift during the estimation process, for instance through another known control phase, it is possible to solve such issues. In any case, when the output probabilities are periodic with a period less than \( 2\pi \), it is impossible to distinguish some phases. In such cases, one could employ an adaptive protocol where the probe state can change at each iteration, thus changing the likelihood function and its periodicity. For instance, during the first steps one can employ probes whose likelihood has no periodicity, in order to restrict the range of possible unknown phase values. When the range is sufficiently small, more

sensible states with smaller periodicity can be used. However, the validity of such recipe depends on the problem symmetries.

Furthermore, an important task where adaptive protocols can be helpful is the convergence to the ultimate precision bounds in the limited data scenario. The latter regime characterizes different realistic conditions where the amount of resources that can be employed is restricted. In the single-parameter case, theorems guarantee that it is always possible to define suitable measurements and estimators, allowing to reach the minimum error achievable with a given probe state (see Sec. II C). However, this capability of reaching the ultimate bounds is guaranteed only in the asymptotic regime. Conversely, when only a limited number of probes is available, identifying the optimal strategies is a difficult task. To this end, one can employ adaptive protocols, leading to a boost in the convergence to the asymptotic limits.

Finally, adaptive protocols have to be taken into account to achieve the true quantum limits. Importantly, feedback and error-correction schemes can be exploited to face noises and/or time-varying parameters.

There exist two prominent approaches to feedback-based phase estimation:

- **Online schemes**: At each step of the estimation protocol, the feedback is calculated according to the previous measurement result and a heuristic. An important class of these schemes is represented by Bayesian adaptive protocols. Here, at each step of the protocol, the posterior probability evolves based on measurement results. In this way, the posterior is used to calculate the optimal feedback action to be applied at next step. Note that optimality is defined depending on the particular problem and heuristic.

- **Offline schemes**: The feedback values used during the experiments are computed before the estimation process. The goal is then the optimization of such sequence of feedback values. Different optimization techniques based on trial and error approaches can be exploited, such as those based on Particle Swarm Optimization (PSO) and Differential Evolution (DE).

Finally, adaptive protocols can also be exploited to enhance state discrimination and more general in quantum tomography. This has been experimentally demonstrated in the estimation of the photon polarization. A detailed review on implementations of feedback controls in quantum systems can be found in Ref. 713.

### A. Adaptive Bayesian protocols

Bayesian estimation (Sec. II A 1) naturally fits the requirements for adaptive protocols. In this framework, the posterior distribution is updated at each repetition of the estimation cycle [Eq. (8)]. The information encoded in this distribution can be exploited to choose the optimal feedback action according to the protocol heuristic.

One of the first adaptive phase estimations, providing an experimental demonstration of the proposal in Ref. 709, was realized exploiting adaptive homodyne phase measurements on coherent states.
Also coherent state discrimination can be performed through adaptive schemes.\cite{48}

When employing quantum states, one can reach improved scaling in the estimation process. In this regime, when the phase to be estimated is completely unknown (flat prior distribution), adaptive techniques can be employed.\cite{752,753} This is the goal of an \textit{ab initio} quantum phase estimation experiment that was experimentally realized by Ref.\ 604 using HB states. In such realization, a sequence of different states is used. In particular, single-, two-, and four-photon HB states in the polarization degree of freedom were generated through a type-I SPDC process followed by interference in a polarizing beam splitter. These output states were detected by a probabilistic photon-number resolving detection. The employed Bayesian protocol is composed of a first step with random feedback. Subsequently, after the measurement of a group of single-photon events, the posterior probability is updated and the next feedback is calculated by optimizing the expected sharpness function [Eq. (12)] over the possible results of the next measurements. Using suitable sequences of states (with photon numbers $N = 1, 2, \text{and } 4$), the SQL was surpassed.\cite{604}

The SQL can be overcome by employing other classes of states, such as Gaussian squeezed states with squeezing parameter $r$ that reach a value for the variance $482,750$ equal to $V = 1/(2N\sinh(2\gamma))$. Since for this resource state the optimal Fisher Information depends on the unknown phase, an adaptive protocol has to be employed, and Bayesian estimation can be exploited for this purpose. Given this class of input states, a Bayesian protocol for \textit{ab initio} phase estimation has been experimentally realized using squeezed states and homodyne detection, together with real-time feedback.\cite{751} The phase of a squeezed state is measured with respect to a local oscillator through homodyne detection. More specifically, a first set of data is exploited to perform a rough estimation of the phase. Then, the local oscillator phase is adjusted to the value that leads to the minimum error in the estimation process.\cite{751} Finally, also two mode squeezed states can be exploited in adaptive protocols.\cite{752}

Bayesian adaptive estimation can be used to reach the HL with single photons in a multipass configuration without the need for entanglement as demonstrated in Ref.\ 233. In this case, single photons are employed for a multipass polarization interferometer estimating phases through a generalized Kitaev’s algorithm.\cite{753} An adaptive hybrid approach, exploiting simultaneously polarization entangled two-photon states and a multipass configuration (with $N = 3$ passes per state, two for one photon and one for the other), achieved within 4% the exact value of HL at a finite number of resources.\cite{753} This implementation demonstrated the theoretical proposal of Ref.\ 711. The optimal state for this protocol is: $|\psi_{opt}\rangle = c_0|\Phi^+\rangle + c_1|\Psi^-\rangle$, with $|\Phi^+\rangle = (|0,0\rangle + |1,1\rangle)/\sqrt{2}$, $|\Psi^-\rangle = (|1,0\rangle + |0,1\rangle)/\sqrt{2}$ and $c_i = \sin [(i+1)\pi/S]/\sqrt{\sum_{k=0}^{S-1} \sin [(k+1)\pi/S]^2}$ and was realized through a probabilistic control-Z gate\cite{753} between two SPDC photons. An efficient and robust adaptive Bayesian phase estimation protocol, called rejection filtering,\cite{754} was realized exploiting the evolution of pairs of photons in a silicon circuit. The latter implemented adaptive unitaries that depend on single events, extracted from collections of photon statistics.\cite{755}

An adaptive estimation experiment based on single-photon inputs was realized in a bulk Mach–Zehnder interferometer in the path degree of freedom, implementing two different Bayesian techniques:\cite{756} (i) particle guess heuristic, in which at each step the feedback phase is randomly drawn from the posterior distribution\cite{757} and (ii) an optimal heuristic, which is derived analytically by optimizing the Bayesian mean square error of the future events over the feedback, under the assumption of narrow Gaussian prior. In particular, the last optimized technique shows better performances than the PSO (discussed in details below) and the particle guess heuristics. Furthermore, such an optimized technique has been experimentally demonstrated to be robust against different classes of noise.

### B. Machine learning offline estimation techniques

Offline machine learning techniques can be exploited to enhance quantum phase estimations. Machine learning techniques\cite{759,760} applied to physical problems represent a new, rich, and continuously growing research area in which learning tools are used to enhance quantum information tasks.\cite{761,762} Such techniques can also be used to calibrate quantum sensors.\cite{807} Remarkably, machine learning-based protocols have been developed also for adaptive quantum metrology\cite{812,813,814} and entanglement-assisted supervised learning in an entangled sensor networks can be exploited for sensing tasks.\cite{815,816}

Two significant machine learning techniques employed for quantum metrology with an offline approach are PSO\cite{817,818} and DE.\cite{819,820} Such techniques are able to self-learn the optimal feedback strategy to reach the ultimate limits on the scaling of the phase estimation uncertainty, with limited number of measurements. They are both based on reinforcement learning that is model-free, since it does not necessarily rely on the explicit model of the problem, but mainly on experience acquired from data. Even if a mathematical model is available, reinforcement learning techniques can surpass gradient-based greedy algorithms for nonconvex optimizations in high-dimensional problems. In particular, PSO and DE are evolutionary algorithms.\cite{817,818} Such algorithms often resemble biological evolution mechanisms and are characterized by the following features: the presence of a population of points in the search space, the existence of a figure of merit called fitness to be maximized and, finally, stochastic evolution of the solutions. One of the biggest advantages of evolutionary computation is the low probability of getting stuck at local optima of the function, since the space is explored by many candidate solutions and the optimization of the searching process happens in a quasi-random way.

For phase estimation tasks, such approaches are applied to calculate, prior to the experiment, the sequence of optimal feedback phases shifts to be used during the adaptive experiments with $N$ probes. Considering a Mach–Zehnder interferometer, at each step $k$ of the experiment, the optimal feedback phase $\Phi_k$ can be updated according to the following Markovian rule with a logarithmic-search heuristic,

$$\Phi_k = \Phi_{k-1} - (-1)^{x_{k-1}} \Delta \Phi_k,$$

where $\Phi_{k-1}$ is the feedback phase at previous step, and $x_{k-1} = \{0, 1\}$ is the result of the measurement at step $k - 1$. The list of optimal phase shifts $\{\Delta \Phi_k\}$ for $k = 1, \ldots, N$ is called policy. The final estimate for the unknown phase $\phi$ coincides with the last value $\Phi_N$ of the adaptive feedback phase at the end of the process according to $\phi = \Phi_N$. PSO is part of a class of unsupervised reinforcement learning algorithms for optimization problems,\cite{813,814} and can be exploited to
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compute the list of phase shifts \( \{ \Delta P_k \} \) discussed above. The goodness of a policy is quantified by the sharpness of Eq. (12) relative to the estimation errors. Hence, the average of the sharpness is calculated over \( P(\theta|\rho) \), that is, the probability distribution of the error \( \theta \) on the estimate given a policy \( \rho \). In this way, the sharpness in Eq. (12) is the objective function that is maximized by PSO over the policies and is related to the Holevo variance. When the sharpness is maximized, the Holevo variance is minimized. Given the number \( N \) of employed photons in the estimation process, the goal of the PSO algorithm is to find the optimal policy by maximizing the associated sharpness. At each iterative step of the algorithm, every policy is mapped to a vector and compares its fitness with those relative to its neighborhood and to its past history. Then, the policies are updated according to a stochastic evolution rule depending on global and local optima. After a certain number of iterations, the last global optimum represents the solution of PSO. In Ref. 758, an adaptive scheme using PSO policies was realized using single photons in a path Mach–Zehnder interferometer, and SQL was approached after few photons (~20).

However, it has been observed that the PSO algorithm converges to optimal solutions only when the number of probes is small, and this limitation can be overcome by other techniques like Differential Evolution. 734–735 DE is an evolutionary algorithm that performs a global optimization in the policies space by selecting and rejecting candidate policies according to their sharpness value. In particular, after a random initialization of candidate policies, at each iteration of the algorithm new policies are generated by combining randomly chosen policies. The policies with highest fitness values are then selected for the next step. This procedure is iterated until a halting condition for the fitness of the best policy is reached. These techniques are also resilient to different models of noise. 736

V. MULTIPARAMETER QUANTUM METROLOGY

In general, a physical process can involve more than one parameter. Analogously to the single parameter case, the estimation of multiple parameters can be enhanced by using quantum resources, giving rise to the emergent field of multiparameter quantum metrology. 58,20 A large effort has been made to such generalization of the single parameter case. 18,20,16,18,20,103,124,917–922,924–926 In this scenario, while it may be possible to estimate separately the single parameters, in most of the cases simultaneous approach has to be adopted. Two main motivations can be identified in this direction: (i) simultaneous estimation of the parameters can be more efficient, in terms of employed resources, with respect to the separate estimation; (ii) in certain conditions, even if the parameter of interest is a single one, the estimation process unavoidably involves other parameters, such as noises, which have to be estimated simultaneously.

A large class of problems involves the estimation of multiple parameters and can then benefit of a quantum enhancement. Different examples are parameter estimation for gravitational wave detection, 48,93 multiple phases, 77,87,89,92 phases and noise, 893,899,901,904–906 estimation of mixed qubit states and quantum tomography, 718,805,811 multidimensional fields, 846 force sensing, 823,843 spin rotations, 853,854 rotations about unknown axes, 835 general functions of unknown parameters, 734,931 displacements in phase space, 978,832,922–916 squeezing and displacement of radiation, 829 localization of incoherent point sources, 103,124,917,922,924–926 spatial deformation of sources, 849,853 local beam tracking, 934 sensing on biological systems, 28 range and velocity measurements, 840 atomic clocks networks, 897 quantum sensing networks, 833,836,935 magnetic field imaging, 32,827,936–940 Hamiltonian parameters, 718,839 and general sensing technologies. 848

Despite the large number of applications, multiparameter quantum metrology is characterized by several open questions with respect to the single parameter scenario. For instance, the possibility of saturating the ultimate quantum bound is not always guaranteed. 2415,2424,868,899,865 In parallel to investigations on the theoretical framework, there is growing interest in experimental implementations where vast unexplored areas still remain.

In Sec. V A, we will briefly introduce the theoretical framework of multiparameter quantum metrology. Then, we will describe some specific multiparameter problems that have been studied with photonic platforms. Note that recent in-depth reviews on multiparameter quantum metrology can be found in Refs. 18 and 20.

A. Generalized theoretical framework for multiparameter quantum metrology

The general scheme of a multiparameter estimation follows the same steps of the single parameter case (Fig. 1): preparation of the probe state, interaction and parameter encoding, probe measurement, and the estimator function.

Consider a multiparameter estimation task where \( d \) unknown parameters \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_d) \) are obtained through a set of estimators \( \Lambda(x) = (\Lambda_1(x), \Lambda_2(x), \ldots, \Lambda_d(x)) \), after \( x \) measurement results. Each parameter \( \lambda_i \) with \( i = 1, \ldots, d \), can represent a physical quantity. When more than one parameter is involved in the process, the Fisher Information is generalized to the real-valued symmetric Fisher Information matrix \( \mathbf{F} \)

\[
\mathbf{F}(\lambda)_{ij} = \sum_x \left[ \frac{1}{P(x|\lambda)} \frac{\partial P(x|\lambda)}{\partial \lambda_i} \frac{\partial P(x|\lambda)}{\partial \lambda_j} \right].
\]

(84)

The sensitivity of an estimator is quantified by its covariance matrix, which is defined as

\[
C(\lambda)_{ij} = \sum_x [\Lambda(x) - \lambda_i] [\Lambda(x) - \lambda_j] P(x|\lambda),
\]

(85)

with \( i, j = 1, \ldots, d \). The covariance matrix provides a measure of the sensitivity relative to each parameter, while taking also into account the possible correlations between them.

In analogy with the single parameter case, a vector of estimators \( \Lambda(x) \) are said to be unbiased if the following relation holds:

\[
\sum_x [\Lambda(x) - \lambda] P(x|\lambda) = 0.
\]

(86)

A locally unbiased estimator is an unbiased estimator that satisfies the following constraint:

\[
\sum_x \Lambda_i(x) \frac{\partial P(x|\lambda)}{\partial \lambda_i} = \delta_{ik}.
\]

(87)

Note that, in the case of continuous-valued measurement outcomes \( x \), an integral over \( x \) will replace the sums in all these expressions.
For an unbiased estimator, the Cramer-Rao bound (CRB) in the multiparameter case is generalized to the following matrix inequality:

$$C(\lambda) \geq \frac{\mathcal{F}^{-1}(\lambda)}{\nu},$$

where $\nu$ is the number of independent measured probes. The CRB is well defined only when $\mathcal{F}$ is strictly positive, and thus invertible. In this case, the inequality in Eq. (88) can always be saturated by the maximum likelihood estimator2,8 in the limit of large $\nu$. Conversely, local unbiased estimators can reach the CRB for any number of measurements $\nu$.

In complete analogy to the single parameter scenario, it is possible to define a Quantum Fisher Information matrix,3,4,9,10 that only depends on a initial probe state $\rho_0$ and on the transformation $U_k$. It is defined as

$$\mathcal{F}_Q(\lambda)_k = \text{Tr} \left[ \rho_j L_i L_j + L_j L_i \right].$$

where $L_i$ is the symmetric logarithmic derivative of $\rho_j$ with respect to the parameter $\lambda_i$ defined as $\partial_i \rho_j = (L_i \rho_j + \rho_j L_i)/2$. $\mathcal{F}_Q$ has the following properties:

(i) Semi-positive definiteness: $\mathcal{F}_Q(\lambda) \geq 0$;
(ii) Convexity: $\mathcal{F}_Q(p \rho_1 + (1-p) \rho_2) = p \mathcal{F}_Q(p) + (1-p) \mathcal{F}_Q(\rho_2)$ for any $\rho_1, \rho_2$ and $p \in [0,1]$;
(iii) Additivity: given $\nu$ independent probes $\rho_i$ ($i = 1, \ldots, \nu$), the Quantum Fisher Information matrix of the total product state $\rho^\nu = \otimes_{i=1}^\nu \rho_i$, is $\mathcal{F}_Q(\rho^\nu) = \sum_{i=1}^\nu \mathcal{F}_Q(\rho_i)$;
(iv) Functoriality: $\mathcal{F}_Q(U \rho U^\dagger)$, for any unitary $U$ independent of the unknown parameters $\lambda$.

A review on the properties and applications and calculation techniques of Quantum Fisher Information matrix can be found in Ref. 11, including a discussion on the infinitesimal generators of the parameters.

The Quantum Cramer-Rao bound (QCRB) in the multiparameter case is the following matrix inequality:

$$C(\lambda) \geq \frac{\mathcal{F}^{-1}(\lambda)}{\nu} \geq \frac{\mathcal{F}_Q^{-1}(\lambda)}{\nu}.$$  

In particular, by summing over the diagonal elements of the matrix inequality (90), one can estimate the precision of a multiparameter observable according to the following relation:

$$\mathcal{F}_Q(\lambda)_{ij} = 4 \text{Re} \left( \langle \partial_i \Psi_k | \partial_j \Psi_k \rangle + 4 \langle \partial_k \Psi_k | \partial_i \Psi_k \rangle \langle \partial_k \Psi_k | \partial_j \Psi_k \rangle \right),$$

where $\langle \partial_i \Psi_k | \partial_j \Psi_k \rangle \equiv \partial_i \Psi_k / \partial_j \Psi_k$. In order to find the best possible accuracy on the estimation, it is fundamental to find necessary and sufficient conditions to saturate the QCRB. As previously anticipated, the possibility of achieving the ultimate quantum bounds in multiparameter estimations is not guaranteed,2,8,13,14,19 at variance with the single parameter case. Indeed, when different parameters have to be estimated, the corresponding optimal measurements may not commute, thus making impossible their implementation in a single experiment.14 In this way, the capability of achieving the ultimate bounds is forbidden.

A necessary condition for the attainability of the multiparameter QCRB inequality is provided by the following constraint:2,8,18,85

$$\text{Tr}[\rho_k \{L_i, L_j\}] = 0.$$  

The latter equality corresponds to requiring that the optimal measurements for the estimation of the single parameters are compatible observables, which in general may not be satisfied. Importantly, for pure states there exists a necessary and sufficient condition for the saturation of the QCRB. If $\mathcal{F}_Q$ corresponding to state $\ket{\Psi_k}$ is invertible, the QCRB can be saturated if and only if

$$\text{Im} \left( \langle \Psi_k | L_i L_j | \Psi_k \rangle \right) = 0 \quad \forall i, j.$$  

Here, $L_i(\lambda)$ has the following expression for pure states $L_i(\lambda) = 2 \langle \partial_i \Psi_k | \partial_j \Psi_k \rangle + 4 \langle \partial_k \Psi_k | \partial_i \Psi_k \rangle \langle \partial_k \Psi_k | \partial_j \Psi_k \rangle$. In Ref. 85, the authors generalize such results. In particular, in the case of pure states, necessary and sufficient conditions on projective measurements are derived such that the Fisher Information matrix $\mathcal{F}$ is equal to $\mathcal{F}_Q$ even if $\mathcal{F}_Q$ is not invertible. If $\mathcal{F}_Q$ is invertible, such conditions are necessary and sufficient also for the saturation of QCRB. When the generators of the parameters commute and the probe state is pure, the QCRB can be saturated.2,8,18,85

In parallel to the single parameter case, $\mathcal{F}_Q$ is related to the geometric distance between states, generalizing relation (26). Let us consider an infinitesimal variation $\delta \lambda_i$ of the parameter vector $\lambda_i$. The following equality holds:10

$$\bar{D}_B(\rho_k, \rho_k + \delta \lambda) = \frac{1}{8} \sum_{ij} \mathcal{F}_Q(\rho_k) \delta \lambda_i \delta \lambda_j,$$

where $\bar{D}_B$ is the Bures distance. A technique able to optimize Bayesian multiparameter estimation in the presence of limited data has been proposed in Ref. 86.

Several studies, such as Refs. 227, 825, 836, 877, and 881, have investigated, in different scenarios, the potential advantages of performing multiparameter estimation with respect to sequential single-parameter strategies. Despite the broad range of applications, the
number of experimental implementation of quantum multiparameter estimation tasks is surprisingly few. In this scenario, photons can be employed with different schemes and approaches.\textsuperscript{18,20,847,869} In the next sections, we list some of the problems that have been approached through photonic platforms.

### B. Multiphase estimation

An important task in quantum multiparameter estimation is provided by those problems where the physical quantities to be estimated are multiple phases. This scenario has been intensively studied in the last few years.\textsuperscript{227,836,847,861,876–883,885–892} More specifically, the unknown parameters are relative phases corresponding to different paths in an interferometer with respect to a common reference. Besides direct mapping of this problem to quantum imaging, multiphase estimation can represent a benchmark suitable for tests of quantum multiparameter protocols. Its importance and generality derive also from the fact that unitary evolutions generally introduce a phase in the evolved states.

Let us now consider multiphase estimation in a multimode interferometer. Here, the unknown parameters are a set of phases (relative to a reference) along a path of an interferometer: \( \phi = (\phi_1, \phi_2, \ldots, \phi_d) \). The general scheme of a multiphase estimation is sketched in Fig. 8. Preparation of the probe along the \((d+1)\) paths is realized by an evolution \( U^A \), considered to be unitary for simplicity. After the evolution \( U_0 \) that depends on the unknown phases \( \phi_1, \ldots, \phi_d \), the state is measured through a second unitary \( U^B \) and projective measurements performed on the output paths. Finally, a suitable estimator \( \Phi(x) = [\Phi_1(x), \Phi_2(x), \ldots, \Phi_d(x)] \) provides an estimate of the phases by exploiting the \( m \) measurement outcomes \( x = (x_1, \ldots, x_m) \).

For pure input probes, prepared in \(|\Psi_0\rangle\), the state after the phase unitary evolution \( U_0 \) reads \(|\Psi_\phi\rangle = U_0|\Psi_0\rangle\), where \( U_0 = e^{i\sum_{i=1}^d \phi_i} \).

In this expression, each \( O_i \) represents the generator of the phase shift \( \phi_i \) along the mode \( i \). When the operators \( O_i \) mutually commute, and hence \( |O_i, O_j\rangle = 0 \forall i, j \), the Quantum Fisher Information matrix \( F_0 \) follows the following form:

\[
F_0(\phi)_q = 4 \left[ \langle O_i O_j \rangle - \langle O_i \rangle \langle O_j \rangle \right].
\]

where the average \( \langle \cdot \rangle \) is calculated with respect to state \(|\Psi_\phi\rangle\). When the phases are those corresponding to independent modes, the generators are \( O_i = n_i \) (see Sec. III A), where \( n_i \) is the photon number operator for mode \( i \). Since \( [n_i, n_j] = 0 \forall i, j \) from (96) we find that

\[
F_0(\phi)_{q} = 4 \left[ \langle n_i n_j \rangle - \langle n_i \rangle \langle n_j \rangle \right].
\]

Hence, the quantum Fisher Information \( F_{0}\phi \) of a single phase \( \phi \) corresponds to

\[
F_{0}\phi = F_{0\phi} = 4(\Delta n_i)^2,
\]

where \((\Delta n_i)^2\) is the variance of the photon number operator \( n_i \).

One of the first studies on simultaneous quantum enhanced estimation of multiple independent phases was performed in Ref. 877. The authors considered probe states with a fixed number of photons, and a number \( d \) of independent phase differences to be estimated for \( d \) modes of an interferometer with respect to an additional reference mode. The simultaneous estimation of the phases can provide an advantage in the variance that scales as \( O(d) \), with respect to the best quantum strategy that estimates such phases individually.\textsuperscript{877} In particular, this result is demonstrated using suitable optimized projective measurements on the optimal quantum probe states of the form

\[
|\Psi^\text{opt}\rangle = \frac{1}{\sqrt{d + \sqrt{d}}}
\]

\[
|\Psi^\text{opt}\rangle = |\Psi^\text{opt}\rangle = \frac{1}{\sqrt{d + \sqrt{d}}}[0, 0, \ldots, 0] + \frac{1}{\sqrt{d + \sqrt{d}}} \sum_{n=0}^{N} |n, 0, \ldots, 0, N\rangle + \frac{1}{\sqrt{d + \sqrt{d}}}|0, 0, \ldots, N, 0\rangle,
\]

where \( N \) is the number of photons contained in the probe state. The state is distributed along \( d + 1 \) modes and the last term of the superposition indicates \( N \) photons occupying the reference arm. Such optimal states lead to a total variance equal to

\[
\sum_{i=1}^{d} (\Delta \phi_i)^2 \leq \text{Tr}[F_{0\phi}^{-1}] = \frac{1 + \sqrt{d} \Delta n_i}{4N^2}.
\]

This leads to an advantage (in the variance) of a factor \( O(d) \) with respect to the optimal separate quantum single-phase estimation leading to \( \text{Tr}[F_{0\phi}^{-1}] \geq d^2/N^2 \). This enhancement achieved by performing simultaneous estimation can be found also with noncommuting unitary parameter generators\textsuperscript{840} and in the presence of a small amount of losses.\textsuperscript{841} A simultaneous multiphase estimation can even provide a higher advantage by using entangled coherent states.\textsuperscript{811,876} In particular, Ref. 861, generalizes the result of Ref. 877 studying generalized multimode N00N-like states with arbitrary states along the nonvacuum mode.

Multiphase estimation in multimode interferometers has been theoretically studied in Refs. 882 and 942. A bound on the achievable sensitivity using separable probe states has been obtained,\textsuperscript{882} providing
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conditions of useful entanglement for the simultaneous estimation. A multimode interferometer is composed of two cascaded \((d + 1)\)-mode balanced multiport splitters [the \((d + 1)\)-mode extension of beam splitters], resembling the structure of a Mach–Zehnder interferometer. The internal modes include \(d\) independent phase shifts between the different internal paths with respect to one of the modes acting as a reference. In Ref. 882, the authors study input multimode Fock states \([|1\rangle_1 \otimes |1\rangle_2 \cdots \otimes |d+1\rangle \equiv |11 \cdots 1\rangle\), where \(|1\rangle_i\) represent a single photon along the mode \(i\). The benchmark for the sensitivity in Eq. (91) is given by the lower estimator variance, achievable by using \(m\) separable photons to jointly estimate the \(d\) phases.

\[
\sum_{i=1}^{d} \Delta \phi_i^2 \geq \frac{\text{Tr} \left[ F^{-1}(\phi) \right]}{m} \geq \frac{d}{m}.
\]  

(100)

This limit is valid for each separable state transformed by the action of the phase generators, and for all possible POVMs. Hence, it represents the classical limit in this scenario. Useful entanglement is then present in the state when the variance of the estimator is lower than the bound (100). Such bound can be surpassed by injecting indistinguishable photons into the multimode interferometer.\(^{882}\) To reach optimal and symmetric bounds for each value of the jointly estimated phases, an adaptive estimation protocol can be in principle exploited. This is obtained by employing additional control phases along the mode of the interferometer to perform adaptive measurements.\(^{882}\)

A deeper insight into multiphase estimation is obtained by using the CRB/QCRB inequality in its matrix formulation of Eq. (90): \(C(\phi) \geq F^{-1}(\phi)/\nu \geq \text{Tr} F^{-1}(\phi)/\nu\), \(\nu\) being the number of repeated independent measurements. The relevance of considering the covariance matrix \(C(\phi)\) to study the sensitivity bounds is highlighted by the possibility to compare any target scenario, with corresponding Fisher Information matrix \(F_{\text{target}}\), with a benchmark state associated with a Fisher Information \(F_{\text{bench}}\). As shown by Ref. 227, such comparison can be studied through the matrix \(F_{\text{target}} - F_{\text{bench}}\). Indeed, the number of positive eigenvalues of this matrix corresponds to the number of independent combinations of the unknown parameters\(^{227}\) for which the target state provides an enhancement compared to the benchmark state.

### 1. Photonic platforms for multiphase estimation problems

Photonic systems represent the most natural platform for multiphase estimation problems. Surprisingly, not many experimental realizations of quantum multiphase estimation have been reported.

As previously discussed, a relevant benchmark problem is represented by the estimation of different optical phases along different spatial paths, with direct application in the vast area of imaging. Integrated circuits represent an ideal and scalable platform to investigate experimentally such scenarios. Besides the quality of spatial mode interactions, integrated photonics provides the stability that is necessary to estimate relative phases along different paths, which is almost impossible to achieve in bulk optics platforms because of thermal fluctuations and mechanical vibrations.

In Ref. 891, the authors realized the first experimental implementation of multiphase estimation enhanced by quantum states. The employed platform is an integrated three-mode interferometer realized through the femtosecond laser writing technique. Such a device is composed of two cascaded tritters (the three-mode analog of beam splitters)\(^{892,893}\) and includes six reconfigurable thermo-optic phase shifters [see Fig. 9(a)]. The first tritter, described by a unitary \(U^i\), prepares the input probe state starting from indistinguishable photons, through an HOM interference effect. The final tritter, described by \(U^0\), is part of the measurement process together with single-photon detectors. After calibrating the device, the capability to achieve quantum advantage in multiphase estimation was experimentally demonstrated by performing two-photon measurements.\(^{888}\) In particular, the Fisher Information of the device \(F_{\text{exp}}\) was estimated from experimental data and compared with that relative to the optimal simultaneous strategy with separable probes \((F_{\text{sep}})\). For some values of the unknown phases, the matrix \(F_{\text{exp}} - F_{\text{d}}\) has two positive eigenvalues demonstrating a quantum advantage reached by the circuit. Such advantage can be in principle extended to all pairs of phases through adaptive protocols.

The sensitivity enhancement was achieved experimentally with respect to classical strategies, considering as resources the number of effectively detected coincidences.\(^{888}\) The same setup has also been exploited in Ref. 892 for the implementation of a Bayesian adaptive multiphase estimation\(^{889}\) using single photon inputs.

Recently, distributed quantum sensing of the linear combination (arithmetic average) of multiple small phases along four distinct nodes was performed.\(^{888}\) The scenario\(^{911}\) is a network of \(M\) nodes along which independent relative phase shifts \(\phi_i\), with \(i = 1, \ldots, M\), one for each node, are experienced by the probes. The final goal is to estimate the arithmetic average of the phases: \(\bar{\phi} = \sum_{i=1}^{M} \phi_i / M\). The employed probe state is a squeezed coherent state of the form \(D(z)S(r)|0\rangle\), where \(D(z)\) is the displacement operator [Eq. (57)] with amplitude \(z\), and \(S(r)\) is the squeezing single mode operator [Eq. (71)] with squeezing parameter \(r\). The output state is detected through homodyne detectors along each node, thus measuring the phase quadratures \(P_i\) \((i = 1, \ldots, M)\) representing the estimators for the phases. Given such kind of state, two classes of estimation experiments are possible: (i) separable estimation in which \(M\) independent and identical squeezed coherent probes are sent along each single node, thus separately estimating the associated phases, and (ii) entangled estimation in which a single initial squeezed coherent state is equally divided along the \(M\) nodes by initial beam splitters, that generate mode entanglement in the probe state [Fig. 9(b)]. The authors in Ref. 888 showed that, in the ideal case of unitary transmission, the optimal sensitivity for the entangled estimation shows a Heisenberg scaling \(1/(\sqrt{MN})\) in both the number of modes \(M\) and mean number of photon \(N\). This is obtained by optimizing over the initial probe state. Conversely, a separable estimation leads to a SQL scaling in \(M\) and Heisenberg scaling in \(N\): \(1/(\sqrt{MN})\). The authors experimentally demonstrated this entangled advantage in a network of \(M = 4\) nodes and a probe state generated by an OPO at wavelength 1550 nm. In particular, using optimal probes containing \(N \approx 2.5\) photons per mode, the measured standard deviation of \(\bar{\phi}\) estimated was found equal to \(\sigma_{\text{ext}} = 0.099 \pm 0.003\) for the entangled estimation strategy, while being equal to \(\sigma_{\text{exp}} = 0.118 \pm 0.002\) for the separable estimation one. The optimality of the demonstrated setup for estimating the average phase has been proved in a general framework by Ref. 894.

A similar implementation of an entangled sensor network, based on Ref. 914, was experimentally realized in Ref. 944 through a reconfigurable radiofrequency photonic platform. The probe is a phase squeezed state that is prepared through tunable beam splitters that
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allow to generate a CV multipartite entangled state along three separated sensors. Tuning the beam splitters, different states can be produced in order to maximize the sensitivity for different tasks, such as phase gradient and mean amplitude estimations.

C. Simultaneous quantum estimation of phase and noises

Realistic scenarios involve the unavoidable presence of noisy channels. The effects of noisy parameters inside optical interferometers were considered in several theoretical and experimental investigations. In practical applications of phase estimation problems, the theoretical achievable quantum-enhanced precision is limited by photon losses and phase diffusion, and vanishes when significant noise occurs. In order to achieve effective quantum enhancement, optical quantum sensors require to take into account all these imperfections, often resulting in trade-off conditions on the achievable sensitivities. In this scenario, multiparameter estimation of both phase and noise represents a valid solution. A possible approach can be performing an a priori characterization of noise before the estimation process. However, in many cases time-varying systematical errors cannot be characterized in advance, such as phase oscillations due to thermal or mechanical fluctuation of optical systems. In these cases, simultaneous estimation of phase and noise is necessary. All these studies generally require calculation of multiparameter bounds in which noise is considered as a nonunitary evolution.

We describe below different classes of multiparameter phase and noise estimation implemented in photonic platforms: phase and phase diffusion, and phase and visibility.

1. Phase and phase diffusion estimation

Characterization of phase diffusion mechanisms can provide more complete information on the quantum sensor. The problem of estimating a single phase inside an interferometer in the presence of phase diffusion can be modeled by an out-of-control random phase shift, according to a Gaussian distribution of standard deviation $D$. Such width represents the noise strength, and the associated nonunitary evolution can be described by the following action in the Fock basis:

$$U_D = e^{A(m-n)\hat{a}^\dagger\hat{a}} |m\rangle \langle n|,$$ (101)

which causes an exponential damping of the coherence terms. Hence, starting from a two-dimensional pure state $|\Psi\rangle = \cos \frac{\phi}{2} |0\rangle - \sin \frac{\phi}{2} |1\rangle$, after the a phase shift evolution $e^{U_D}$ along mode 1 and a dephasing process, the final mixed state will be
\[ \rho_{\text{dep}} = \begin{pmatrix} \cos^2 \left( \frac{\theta}{2} \right) & \sin \left( \frac{\theta}{2} \right) \cos \left( \frac{\theta}{2} \right) e^{-i\phi} \\ \sin \left( \frac{\theta}{2} \right) \cos \left( \frac{\theta}{2} \right) e^{i\phi} & \sin^2 \left( \frac{\theta}{2} \right) \end{pmatrix}. \] 

(102)

Multiparameter estimation of phase and dephasing has been investigated in various scenarios and platforms, from single qubit systems\(^{25,890}\) to a larger number of qubits,\(^{891,892}\) as well as considering both independent\(^\text{325}\) and collective dephasing.\(^{298}\) The quantum Fisher Information matrix \( F_Q \) relative to the considered qubit \( |\Psi\rangle_0 \) reads\(^{294}\)

\[ F_Q(\theta, \Delta) = \begin{pmatrix} e^{-2\Delta^2} & 0 \\ 0 & 4\Delta^2 \end{pmatrix}. \]

(103)

In this scenario, the necessary and sufficient condition to saturate the QCRB [Eq. (93)] is satisfied. Hence, there exists an optimal measurement such that the errors on both the two parameters reach the ultimate limits predicted by the QCRB. It is then necessary to define the optimal measurement. Such task in this scenario highlights a fundamental difference between single and multiparameter estimation. In the former case, quantum resources in the measurement stage do not improve the achievable sensitivity.\(^{91}\) In the latter case, entangled measurements of probes can lead to an advantage in certain conditions.\(^{893,894}\) The estimation of phase and phase diffusion is one of these scenarios. To formalize the problem, let us consider the following quantity \( \kappa \) (for an estimation of \( d \) parameters):\(^{894,895,901}\)

\[ \kappa = \frac{1}{\nu} \sum_{\nu=1}^{d} \frac{1}{F_{Q\nu} F_{\nu}^{-1}}, \]

(104)

\( \nu \) being the number of independent probes. This figure of merit allows quantifying how much the chosen measurement is close to saturate the quantum limits relative to the employed probes and described by \( F_Q \). The question is when the QCRB, \( \kappa \leq d \), is saturated.

In the qubit case (comprising \( \text{N00N} \) states), it has been demonstrated that \( \kappa \leq 1 \) for any estimation involving two parameters, if the separate probes are independently measured.\(^{25,890}\) Then, in this case the QCRB cannot be saturated. In contrast, for the estimation of phase and dephasing, we find \( \kappa \leq 1.5 \) when two qubit probes are collectively measured.\(^{893,901}\) Hence, in this case, even if the probes are separable, an advantage can be obtained with entangling measurements. Note that collective measurements do not always provide an enhancement for any multiparameter estimation. For instance, entangling measurements do not improve multiphase estimation tasks.\(^{901}\)

An experimental implementation of such improvement on simultaneous phase and dephasing estimation was demonstrated in Ref. 901. In this work, the probes are polarization qubits and the two-qubit entangled measurements are Bell measurements realized through a probabilistic controlled-sign gate. Given an arbitrary two-qubit state, such gate introduces a phase sign \( \pm 1 \) on all terms \( |V\rangle \langle V| \) in which both qubits are vertically polarized. The controlled-sign gate can be realized in the polarization degree of freedom through partially polarizing the beam splitter whose transmission coefficients are appropriately chosen.\(^{904,905}\) In this way, the authors performed simultaneous estimation of phase and dephasing, and an optimal value \( \kappa^{\text{opt}} = 1.18 \pm 0.02 \) was obtained.\(^{901}\)

In a different work,\(^{863}\) weak measurements were exploited to experimentally perform multiparameter estimation of a phase shift and its phase diffusion with classical probes.

2. Phase and visibility estimation

In certain scenarios, noise can be detrimental to the estimation of a parameter. In these cases, even if the noise value is not of interest, a multiparameter approach can be used to estimate the desired unknown parameter. A certain class of noise processes in interferometers can be modeled by the interference visibility \( v \leq 1 \). This parameter quantifies the quality of probes and apparatus, such as the visibility of HOM interference of two photons in a beam splitter.

In Ref. 903, an optical phase shift \( \phi \) and noise over the probe state, measured in terms of visibility \( v \) of the interference fringes, have been simultaneously estimated. The output probability distributions of the system depend on both \( \phi \) and \( v \) and this implies the necessity of a multiparameter estimation. If the visibility is not properly estimated, the estimation of the phase shift would suffer of a bias. In the employed apparatus, that is a Mach–Zehnder, a \( N = 2 \) \( \text{N00N} \) state in the polarization degree of freedom interferes with the optical phase [Fig. 9(c)]. Coincidence measurements are performed to estimate the two unknown parameters. First, two-parameter estimation is made for the pre-calibration of the apparatus. Then, the scheme is exploited to study the optical activity of two different biological samples, fructose and sucrose aqueous solutions, through a Bayesian learning approach. The quality of the experimental estimation with respect to the CRB has been verified through a likelihood ratio test, defined as: \( l = m^2 \text{Tr} (F \cdot C(\phi, v)) - m \ln \text{det}(C(\phi, v)) + \ln \text{det}(m^2 F) - 2 \). More specifically, the null hypothesis corresponds to the covariance matrix \( C(\phi, v) \) of the two parameters saturating the CRB. This quantity is distributed as a \( \chi^2 \) variable with three degrees of freedom. For the fructose solution, the authors obtained a sensitivity \( l_f = 2.63 \), while for sucrose, \( l_s = 0.10 \). Both these values are compatible with the null hypothesis in a 95% confidence interval.

The same scheme has been used also to perform tracking of a chemical process relative to the acid hydrolysis of sucrose.\(^{904}\) In this case, the change of the sample optical activity from dextrorotatory to levorotatory, due to the chemical reaction, turns in a phase variation between the polarizations and is measured with quantum super-resolution. More specifically, the real-time visibility \( v(t) \) and phase \( \phi(t) \) are monitored as a function of the time \( t \).

Finally, this setup was used for estimation of real-time invertase enzymatic activity, through a Bayesian adaptive technique.\(^{905}\) At each step, an additional known and controlled phase is chosen to maximize the Fisher Information depending on the current knowledge of the unknown phase.

D. Other scenarios

Photonic sensors are exploited in other multiparameter scenarios. Here, we briefly list some examples.

A first scenario is the estimation of separations between incoherent point sources.\(^{103,111–119,121–124,129,135,142,154,252,700,917–922,924–926,965,966}\) In the case of two point sources, the two parameters are the difference of the two positions \( \Delta x = x_1 - x_2 \), and the corresponding centroid \( \Delta x = (x_1 + x_2)/2 \). In Ref. 964, the authors proposed and realized experimentally the simultaneous estimation of the centroid and
separation of two point sources, exploiting the HOM effect. In this experiment, photons generated by the two sources are sent to the input ports of a beam splitter. The coincidences between outputs of the beam splitter and two-photon events along the same output are measured with a spatial resolution technique.\textsuperscript{867}

A different multiparameter task is related to system characterization. A quantum-enhanced tomography of an unknown unitary process acting on the polarization degree of freedom was realized using multiphoton quantum states in Ref. 910. The task is also called Quantum Process Tomography.\textsuperscript{968–973} In a multiparameter approach, the aim is to simultaneously estimate the parameters characterizing a quantum evolution, by exploiting opportunely chosen probes and measurements. In Ref. 910, quantum process tomography was performed on unknown unitary evolutions in the two-dimensional space of photonic polarization. Given a polarization single photon state formed on unknown unitary evolutions in the two-dimensional space of polarization bases. The authors employed HB four-photon polarization measurements. In Ref. 910, quantum process tomography was performed on unknown unitary evolutions in the two-dimensional space of photonic polarization. Given a polarization single photon state $\psi_\text{in}$, where $H$ and $V$ are polarization states and $c_H$ and $c_V$ are the corresponding amplitudes, a unitary evolution $U$ acting on this state can be described by a matrix $U = \left( \begin{array}{cc} a + ib & c + id \\ -c + id & a - ib \end{array} \right)$, with $a, b, c, d \in \mathbb{R}$ and $a^2 + b^2 + c^2 + d^2 = 1$. Hence, the estimation regards three independent parameters and is performed by measuring three output probabilities $p_{HV}$, $p_{AD}$ and $p_{BL}$ along three different polarization bases. The authors employed HB four-photon polarization states split along the two polarization modes $H$ and $V$: $\{|2\rangle_H \rangle |2\rangle_V \}$. The state is generated by a type-I noncollinear SPDC process in which the polarization of photons emitted along one mode is rotated by 45°. All photons along the two modes are recombined in a single spatial mode through a polarizing beam splitter. After its preparation, the four-photon HB state passes through the unitary evolution, performed by three cascaded waveplates, and is finally measured by a polarization selection stage and probabilistic photon-number resolving detection [Fig. 9(d)]. The probabilities are estimated from data through a maximum-likelihood technique and a quantum enhancement is observed in the estimation of random unitaries, considering the four-photon detected events as the employed resources.\textsuperscript{910}

In measurements of squeezed light, scattering of photons from the meter can cause parasitic signal, called parasitic interference.\textsuperscript{974,975} This affects also measurements of gravitational waves, limiting the possible quantum advantages.\textsuperscript{976} The authors in Ref. 598 theoretically and experimentally demonstrated the concept of quantum dense metrology. In this scheme, a two-mode squeezed state is exploited in order to identify the parasitic noise and discard the corrupted data recovering quantum advantage. The setup is the same represented in Fig. 6(b). To this end, both the quadratures are simultaneously estimated beyond the SQL. The quantum dense metrology technique was applied also in modified protocols able to enhance the reduction of noises.\textsuperscript{911} In Table III we report some of the photonic platforms employed to perform multiparameter estimations with quantum strategies.

**VI. CONCLUSIONS AND PERSPECTIVES**

In this review, we provided an overview of the current state of the art in photonic technologies for quantum metrology applications. In particular, starting from the theoretical fundamental ingredients, we have discussed the most commonly adopted strategies and platforms for photonic systems, with particular attention toward application of adaptive strategies for efficient extraction of information. Finally, we have provided an overview of the recently expanding field of multiparameter estimation, which has potential applications in a large variety of fields where the process inherently involves multiple physical quantities at once.

Several open points, both from a theoretical and experimental point of view, still have to be addressed toward development of photonic quantum sensors capable of providing quantum enhancement in realistic noisy conditions.\textsuperscript{191,452,956,976–979} For photonic systems, the main challenges are represented by losses within the apparatus.

**Table III.** Table of some photonic platforms exploiting quantum schemes for multiparameter estimation problems.

| Estimation problems                      | References | Photonic platform                        | Mean number of photons | Probe                        |
|------------------------------------------|------------|------------------------------------------|------------------------|------------------------------|
| Two phases                               | 891        | Integrated three-arm interferometer      | $N = 2$                | Indistinguishable photons    |
| Average of four phases                   | 888        | Four-node network                        | $N \approx 4 \times 2.5$ | Squeezed coherent states    |
| Phase and phase diffusion                | 901        | Bulk two-mode polarization interferometer | $N = 2$                | Separable two-qubit state   |
| Phase and visibility                     | 903        | Bulk two-mode polarization MZI interferometer measurements on fructose and sucrose | $N = 2$                | N00N state                  |
| Phase and visibility                     | 904        | Bulk two-mode polarization MZI interferometer real-time measurement of sucrose acid hydrolysis | $N = 2$                | N00N state                  |
| Phase and visibility                     | 960        | Bulk two-mode polarization MZI interferometer adaptive real-time measurement of invertase enzymatic activity | $N = 2$                | N00N state                  |
| Centroid and separation of two incoherent sources | 964    | HOM interference in a BS and spatial resolution detection | $N = 2$                | Indistinguishable photons    |
| Unitary process in polarization space    | 910        | Bulk polarization interferometer          | $N = 4$                | HB states                   |

This affects also measurements of gravitational waves, limiting the possible quantum advantages.\textsuperscript{976} The authors in Ref. 598 theoretically and experimentally demonstrated the concept of quantum dense metrology. In this scheme, a two-mode squeezed state is exploited in order to identify the parasitic noise and discard the corrupted data recovering quantum advantage. The setup is the same represented in Fig. 6(b). To this end, both the quadratures are simultaneously estimated beyond the SQL. The quantum dense metrology technique was applied also in modified protocols able to enhance the reduction of noises.\textsuperscript{911} In Table III we report some of the photonic platforms employed to perform multiparameter estimations with quantum strategies.

**VI. CONCLUSIONS AND PERSPECTIVES**

In this review, we provided an overview of the current state of the art in photonic technologies for quantum metrology applications. In particular, starting from the theoretical fundamental ingredients, we have discussed the most commonly adopted strategies and platforms for photonic systems, with particular attention toward application of adaptive strategies for efficient extraction of information. Finally, we have provided an overview of the recently expanding field of multiparameter estimation, which has potential applications in a large variety of fields where the process inherently involves multiple physical quantities at once.

Several open points, both from a theoretical and experimental point of view, still have to be addressed toward development of photonic quantum sensors capable of providing quantum enhancement in realistic noisy conditions.\textsuperscript{191,452,956,976–979} For photonic systems, the main challenges are represented by losses within the apparatus.
Theoretical studies have indeed shown the detrimental effect of losses toward reaching sub-SQL performances, in particular, when the number of involved photons in the prepared probes is large. Indeed, no quantum enhancement (in terms of scaling in $N$) can be achieved when losses are large enough, leaving space only for a constant improvement in this regime. All these results lead to a large effort toward development of appropriate metrological strategies capable of providing a more robust behavior in a noisy and lossy scenario. In parallel, experimental effort has been devoted to achieving technological advances in photonic systems. Such effort has enabled the first recent experimental demonstration of unconditional violation of the SQL in a two-photon experiment. In this direction, a significant amount of work still has to be done to improve the performances of photonic platforms to obtain quantum enhancement in more complex scenarios. To this end, a significant intermediate step before reaching an unconditional violation of the SQL for larger sensors would be to obtain improved performances with respect to classical strategies, by comparing the achieved sensitivities in the presence of the same noise conditions. Note that, in the presence of noise, entangled estimation protocols employing external ancillas can lead to a higher sensitivity than the one achievable by using sequential unentangled estimations.

A second promising research direction can be found in the multiparameter scenario, which has recently received growing attention for its wide range of applications. Additionally, recent studies have shown that a multiparameter approach can provide some advantages in the presence of noise. While the last few years have reported significant advances in the field, both in terms of theoretical background and of technological platforms, there are still several open points. Indeed, general recipes for the definition of optimal probe states for a general multiparameter scenario are still lacking. A similar issue is present for the definition of the optimal measurement strategies, in particular in the presence of noise which inherently requires considering mixed probe states. Finally, minimally invasive scenarios such as those involving biological systems require the development of quantum strategies tailored to obtain optimal performances when only limited data are available.
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