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Abstract—Signal classification problems arise in a wide variety of applications, and their demand is only expected to grow. In this paper, we focus on the wireless sensor network signal classification setting, where each sensor forwards quantized signals to a fusion center to be classified. Our primary goal is to train a decision function and quantizers across the sensors to maximize the classification performance in an online manner. Moreover, we are interested in sparse sensor selection using a marginalized weighted kernel approach to improve network resource efficiency by disabling less reliable sensors with minimal effect on classification performance. To achieve our goals, we develop a multi-sensor online kernel scalar quantization (MSOKSQ) learning strategy that operates on the sensor outputs at the fusion center. Our theoretical analysis reveals how the proposed algorithm affects the quantizers across the sensors. Additionally, we provide a convergence analysis of our online learning approach by studying its relationship to batch learning. We conduct numerical studies under different classification and sensor network settings which demonstrate the accuracy gains from optimizing different components of MSOKSQ and robustness to reduction in the number of sensors selected.
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I. INTRODUCTION

Wireless sensor networks (WSNs), which leverage a set of spatially distributed sensors to sample and process data from an environment, have been extensively studied in the past few decades [1]–[16]. A variety of WSN applications in, e.g., wireless communications [1]–[16] and radar [11] are increasingly having a significant impact on our day-to-day lives. This widespread use of WSNs is driving research in a number of directions. Of particular continuing interest is leveraging WSNs to provide detection/estimation of one or more underlying phenomena, specifically for signal classification tasks [12]–[16]. Several works have studied wireless signal classification and related problems in non-WSN settings as well, i.e., where the observations are centralized [17], [18].

In this paper, we focus on decentralized detection [12]–[16], [19]–[24] exploiting a compress-and-forward sensor network [2]–[10], [12]. In this setting, each sensor forwards information resulting from a local decision rule to a fusion center for further processing and decision-making. Decentralized detection problems can be divided into parametric [20]–[22] and non-parametric categories [12]–[16], [23], [24]. A parametric decentralized detection problem assumes that a fusion center knows or partially knows the joint distribution of \( X \) (a random vector) and \( Y \) (a random variable), denoted as \( P(X,Y) \), where \( X \) is the observation vector made by the sensors and \( Y \) is the class label of \( X \). However, the need to maintain accurate estimates of \( P(X,Y) \) could lead to performance limitations and an increase in system complexity [13], [14]. Thus, non-parametric decentralized detection is a desirable alternative.

We are interested specifically in non-parametric decentralized detection for signal classification tasks. In the past, authors have approached this topic by leveraging kernel-based learning techniques, e.g., [12]–[16]. Kernel methods are commonly employed to reduce computational complexity in problems that require mapping non-linearly separable datasets to higher dimensional spaces for decision learning [12]–[16]. The scenarios studied in [12]–[14] most closely align with our focus in this paper. In these works, each sensor forwards a quantized observation based on a quantization rule (corresponding to a local decision) to a fusion center. Then, the fusion center employs a decision function that maps from the space of quantized observations to the set of real numbers via the kernel being employed. The output of the decision function is used to infer the corresponding signal classification class label. To maximize classification performance, a joint optimization problem with respect to the quantizers (i.e., quantization rules) and the decision function is considered.

The methods in [13], [14] are based on batch learning (BL), where model training is conducted after full batches of data have been collected. For contemporary WSN applications which generate large volumes of observations in short time intervals, BL approaches potentially incur significant computation overhead. Additionally, the detector/estimator learnt by the BL approach is highly dependent on the unknown input training sample distribution, i.e., \( P(X,Y) \). If the dataset distribution used for training is mismatched to the current WSN inputs (i.e., the testing dataset), which will happen when the environment evolves over time, the learning performance (e.g., classification accuracy) can be degraded significantly.

In settings where information on the underlying environment exists, e.g., in terms of a finite state space, contemporary methods for modeling system evolution between states over time (e.g., Markov jump processes [25], [26]) could potentially be employed to capture these dynamics and enable the application of BL approaches within particular WSN states. As mentioned previously, we are interested in non-parametric approaches that do not require such assumptions. To address these challenges, one possibility is to consider an online learning (OL) approach to signal classification, where the
fusion center adapts the classifier structure dynamically, i.e., each time a new data sample is observed by the sensors.

In this paper, our primary goal is to develop an OL methodology for WSNs that jointly optimizes the quantizers and the decision function dynamically. Our theoretical analysis will also establish relationships between our OL approach and the BL method studied in [13]. In doing so, we will see how the proposed algorithm affects the quantization rules based on some computationally friendly marginalized kernels.

Our prior work [12] developed an OL methodology for signal classification based on measurements from a single sensor. One of the key differences here is the need to coordinate multiple sensors in a WSN. Specifically, it can be expected that quantization outputs will have varying contributions to the signal classifier at the fusion center, e.g., some sensors are naturally less reliable when they are deployed over a large area. To promote higher network operating efficiency, we are thus also interested in sensor selection [14], [27], [28], where a certain number of lowest contributing sensors are disabled. We accomplish this within our OL framework by introducing a marginalized weighted kernel [14] that allows us to assess sensor quality. Compared to more general kernel-based OL methodologies, e.g., [15], [16], [29]–[33], we consider the joint optimization of quantization, classification and sensor selection strategies.

**Summary of contributions.** The main contributions of this paper are summarized as follows:

- We introduce a WSN system model for signal classification with sparse sensor selection in the OL setting. We formalize the instantaneously regularized risk for the OL setting in terms of the relevant WSN system parameters: decision function weights, quantization rules, and weighted parameter vectors for sensor selection.
- We develop the multi-sensor online kernel scalar quantization (MSOKSQ) algorithm to update our WSN parameters as new measurements are collected over time. Our generalized algorithm is based on alternating (sub-)gradient methods that leverage the convexity of our risk function with respect to each of the three groups of WSN parameters. We present a specific implementation of our methodology based on a computationally friendly kernel.
- We theoretically analyze the convergence behavior of our MSOKSQ algorithm, comparing the risk function to prior BL approaches [13], [14]. We analyze the quantization rule updates across the sensors and obtain conditions on our system parameters under which the quantizers become (approximately) deterministic.

Through numerical evaluation on synthetic and real-world datasets, we demonstrate the impact of different WSN system components on MSOKSQ learning performance. We find that these numerical results validate our theoretical results.

The rest of the paper is organized as follows. Section II introduces the system model and basic background on kernels and decision functions. In Section III, we introduce the risk functions for the BL and OL approaches. The MSOKSQ algorithm is developed based on the marginalized weighted kernel in Section IV. In Section V, we theoretically analyze the quantization rule updates and characterize the convergence behavior of our methodology. Numerical evaluation (including a randomly generated dataset and the multi-class UCI Iris dataset [34]) follows in Section VI. Finally, we conclude the paper and discuss future work.

**II. SYSTEM MODEL AND PRELIMINARIES**

In this section, we first describe the WSN system model (Section II-A). Then, we provide basic background on kernels and decision functions for our estimation model (Section II-B).

**A. Wireless Sensor Network System Model**

We consider $M$ sensors connected to a common fusion center as shown in Fig. 1. Sensor $m$ is capable of measuring an observation $x_{m} \in X_{m}$ of the environment, where $X_{m}$ is finite collection of potential observations by sensor $m$. The fusion center must utilize the sensors to train a decision function to determine the class of a signal being observed by the sensors. We denote this class by $y \in Y$, representing a model for the target (dependent) variable of interest. Given our focus on signal classification, $Y$ is considered as a finite discrete set. Although our proposed system model and methods are applicable to any multi-class problem, our presentation will often focus on the the binary classification case for simplicity, i.e., $Y = \{-1, 1\}$.

We assume perfect synchronization among sensors. The primary functions of the fusion center are: i) training a decision function chosen from a function space $H$ to determine the signal class and ii) determining a quantization rule to be employed by each sensor’s quantizer in order to maximize classification performance. To accommodate sensor selection, we consider a third function: iii) utilizing $M'$ of $M$ quantized observations, where $1 \leq M' \leq M$, which can promote network resource efficiency through disabling lower quality sensors.

Ideally, the fusion center and quantizers would have access to $P(X,Y)$ of the sensor observations and the signal class. Here, $Y \in Y$ is a random variable for the signal class $y$ and $X = [X_1, X_2, \ldots, X_M]^T$ is the random vector for observations across the sensors $x$. However, as discussed in Section II, this distribution is often unknown and difficult to estimate. To overcome this lack of knowledge, we consider non-parametric decentralized detection based on a sequence of training samples $S = (s_n)_{n=1}^N$ such that $s_n = (x_n, y_n)$, $x_n = [x_{1,n}, \ldots, x_{M,n}] \in X$ is the vector of observations over sensors at time $n$, $X \equiv X_1 \times \cdots \times X_M$, and $y_n \in Y$. In the OL setting, this positive integer $N$ denotes the number of time instances $n = 1, \ldots, N$ under consideration, where one sample arrives at each time instance. Note that it is usually treated as the total number of samples in the BL setting, e.g., [13], [14].

We let $q_{m,n} \in Q_m$ denote sensor $m$’s quantized version of $x_{m,n}$ at time $n$. Across the sensors, we consider the vector $q_n = [q_{1,n} \cdots q_{M,n}]^T \in Q$, where $Q = Q_1 \times \cdots \times Q_M$. We assume $Q_m$ and $Q$ are finite sets such that $|Q_m| \leq |Q|$, $|Q_m| \leq |X_m|$, and $|Q| \leq |X|$, for all $m$. Note that $|X|$ denotes the cardinality of the set $X$. $q_{m,n}$ is produced based on the quantization rule $P_{m,n}(q_{m,n}|x_{m,n})$ of sensor $m$ at time $n$. We expect in practice that $P_{m,n}(q_{m,n}|x_{m,n})$ for a particular
value of \( x_{m,n} \in X_m \) will be unimodal: Given \( x_{m,n} \), there would be one value of \( q_{m,n} \) where the density is the highest, and it would taper off from there as \( q_{m,n} \) is varied, e.g., as a Gaussian distribution. According to the axioms of probability [35], these rules must follow \( P_m(n, q_{m,n} | x_{m,n}) \in [0, 1] \) and \( \sum_{q_{m,n} \in Q_m} P_m(n, q_{m,n} | x_{m,n}) = 1 \), for all \( q_{m,n} \in Q_m \) and \( x_{m,n} \in X_m \). We posit conditional independence of the quantization rules at time \( n \) (which confers computational efficiency to our algorithms) [13], [14]:

\[
P_n(q_n | x_n) = \prod_{m=1}^{M} P_m(q_m | x_m, n)
\]

for all possible \( q_n \) and \( x_n \). As a result, we can form a set \( \mathcal{P} \) of the feasible quantization rules across the sensors as

\[
\mathcal{P} = \{ P(Q | X) : P(q | x) = \prod_{m=1}^{M} P_m(q_m | x_m), \forall q \in Q, \\
\forall x \in X, \sum_{q_m \in Q_m} P_m(q_m | x_m) = 1, P_m(q_m | x_m) \geq 0 \},
\]

where \( Q \in \mathbb{Q} \) is a random vector.

After quantization, the WSN forwards \( q_n \) to the fusion center. Similar to [12]–[14], we assume that the fusion center perfectly observes \( q_n \), i.e., the channel does not introduce significant noise to the quantized measurements. The fusion center aims to jointly optimize the decision function, quantization rules, and sensor selection, thereby controlling the behavior of the quantizers (i.e., \( P_n(q_n | x_n) \)) at each time \( n \).

### B. Kernel and Decision Function

1) Kernel: We are interested in developing an OL algorithm that can work with both linearly and non-linearly separable models of the quantized data. One common approach to dealing with non-linearly separable models is to map the dataset to a high-dimensional space \( \mathcal{H} \) using a mapping function \( \Phi : \mathcal{Q} \rightarrow \mathcal{H} \) [12]–[16], [29], [36]. Generally, this mapping function is not unique. An algorithm can then be developed based on the inner product between points, i.e., \( \langle \Phi(q^d), \Phi(q^{d'}) \rangle \in \mathbb{R} \) for all possible quantization points \( q^d, q^{d'} \in Q \), for \( d, d' = 1, 2, ..., |Q| \), so that the problem is solved using one or more (approximately) linear decision boundaries [12]–[16], [29], [36]. Although it can be computationally challenging to construct \( \Phi(\cdot) \), with kernel methods, we work with \( \langle \Phi(q^d), \Phi(q^{d'}) \rangle \) instead, which is much easier to construct [36].

**Definition 1:** A real-valued symmetric function \( k(\cdot, \cdot) : \mathcal{Q} \times \mathcal{Q} \rightarrow \mathbb{R} \) is a kernel if the matrix \( K_{d,d'} \in \mathbb{R}^{Q \times Q} \) is positive semidefinite, i.e., a Gram matrix.

We can define the mapping function based on a kernel according to \( \Phi(q^d) = k(q^d, \cdot) \) so that \( \langle k(q^d, \cdot), k(q^{d'}, \cdot) \rangle = k(q^d, q^{d'}) \). To facilitate sensor selection, we focus on weighted kernels in this paper [14]. Specifically, a weighted kernel \( k_w(q^d, q^{d'}) \) is used to associate each sensor \( m \) with a level of reliability using a weight parameter vector \( w = [w_1, \ldots, w_M]^T \) that satisfies

\[
\|w\|_1 = M \text{ and } w \succeq 0,
\]

where \( w \geq 0 \) indicates \( w_m \geq 0 \) for all \( m \). A larger weight \( w_m \) indicates that the corresponding sensor is more reliable [14]. Furthermore, we consider sensor \( m' \) to be disabled when \( w_{m'} = 0 \). For this reason, the weighted kernel will be critical to our algorithm development. Note that the construction of the weighted kernel is not unique. An example weighted kernel is the weighted count kernel described by [13], [14]:

\[
k_w(q^d, q^{d'}) = \sum_{m=1}^{M} w_m^2 \mathbb{I}(q_m = q_m^d),
\]

where \( \mathbb{I}(\cdot) \) denotes the indicator function. \( q_m^d \) and \( q_m^{d'} \) are the \( m \)th element of \( q^d \) and \( q^{d'} \), respectively.

2) Decision function: The purpose of the decision function is to estimate/predict the class of the input samples from the quantized sensor measurements. Formally, the decision function \( f(\cdot) \) is defined as

\[
f(q^d) = \sum_{d'=1}^{|Q|} \alpha_{d'} k_w(q^d, q^{d'}),
\]

where \( \alpha_{d'} \in \mathbb{R} \) for each quantization point \( d' \). We assume that \( H \) is a reproducing kernel Hilbert space (RKHS). A RKHS \( \mathcal{H} \) is one for which there is a kernel \( k_w : \mathcal{Q} \times \mathcal{Q} \rightarrow \mathbb{R} \) such that the following two properties hold:

- \( k_w \) has the reproducing property

\[
f(q^d) = \langle f, k_w(q^d, \cdot) \rangle, \text{ for all } f \in \mathcal{H} \text{ and } d.
\]

- \( \mathcal{H} \) is the closure of the space of all \( k_w(q^d, \cdot) \), for all \( d \).

We refer to \( f \in \mathcal{H} \) as the weight of \( f(\cdot) \). This means that (6) is the decision function induced by the mapping space \( \mathcal{H} \). In addition, \( f = \sum_{d=1}^{|Q|} \alpha_d k_w(\cdot, q^d) \) based on (5) and (6).

### III. Estimation Model

In this section, we formalize the signal classification problem for the BL (Section III-A) and OL (Section III-B) settings.

\[1\] Another example inspired by [13] is the weighed linear kernel, e.g.,

\[
k_w(q^d, q^{d'}) = \sum_{m=1}^{M} w_m^2 q_m^d q_m^{d'}.
\]
A. Prior Work: Batch Learning Problem Formulation

BL has been employed for WSN signal classification in prior works [13], [14], [36]. In BL, training and estimation are conducted after the sample sequence $S$ has been collected. This formulation will be useful to us in our subsequent development of the OL case. A solution set for the BL approach can be denoted $\gamma = \{ \gamma_n \}$, where $\gamma_n \in Q, \forall q_n \in X$. The weight of the decision function $f$, the quantization rules across the sensors $P(q_n|x_n)$, and the weight parameter vector $w$ are determined offline based on $S$, and thus they will not change over time as compared to the OL case. We use the subscript $n$ in the BL setting to denote the sample index.

An empirical risk function was introduced by [13], [14] to obtain the optimal $\gamma$, which is given by

$$ R_{\text{emp}}(S) = \sum_{n=1}^{N} \sum_{q_n \in Q} \frac{1}{N} \ell(f(q_n), y_n) P(q_n|x_n), \quad (7) $$

where $\ell(\cdot, \cdot)$ is a loss function, which can either be a differentiable or non-differentiable convex function. For example, the logistic loss is a differentiable function, which is

$$ \ell(f(q_n), y_n) := \log \left( 1 + \exp \left( -y_n f(q_n) \right) \right). \quad (8) $$

On the other hand, the soft margin loss function takes the following non-differentiable form [29]:

$$ \ell(f(q_n), y_n) := \max \{ 0, \rho - y_n f(q_n) \}, \quad (9) $$

where $\rho > 0$ is the margin parameter, $q_n \in Q$, and $y_n \in \mathcal{Y}$. (9) becomes the hinge loss function when $\rho = 1$, which is most notably used for the binary classification problem, e.g., [12]–[14], [36].

To prevent model overfitting and perform sensor selection, a regularized form of the empirical risk function was introduced in [14], which is given by

$$ R_{\text{reg}}(S) = R_{\text{emp}}(S) + \frac{\lambda_1}{2} ||f||^2 + \lambda_2 ||w||_1, \quad (10) $$

where $\cdot$ and $\cdot_1$ denote the $L_2$ and $L_1$ norms, respectively. This same choice of norms will also be used for the OL setting in Section II-B. The regularization parameters $\lambda_1, \lambda_2 \geq 0$ are treated as fixed [14]. $\lambda_2 \geq 0$ controls how many reliable sensors are selected for the classification [14], with the $L_1$ norm helping to enforce a sparse solution while retaining convexity.

It is difficult to learn the desired parameters in (10) based on an expectation of the loss function over $q_n$ for all $n$ [13], [14]. Traditional upper-bounding techniques impose high computational complexity. To resolve this, [13] and [14] apply Jensen’s inequality to work with the following lower bound of (10):

$$ R_{\text{reg}}(S) = \sum_{n=1}^{N} \frac{\ell(f, \Phi(x_n), y_n)}{N} + \frac{\lambda_1}{2} ||f||^2 + \lambda_2 ||w||_1, \quad (11) $$

where $\Phi(\cdot) \in \mathcal{H}$ is a marginalized mapping function based on [13], [14] for jointly solving $P(q_n|x_n)$ and $w_n$:

$$ \Phi(n) = \sum_{q_n \in Q} P(q_n|x_n)k_w(q_n, \cdot). \quad (12) $$

Algorithm 1 MSOKSQ algorithm for signal classification.

```
procedure MSOKSQ(S)
  Set system parameters: $N, M > 0$
  Initialize hyper-parameters: $\eta, \eta^r, \lambda_1, \lambda_2 > 0$

  for $n = 1 : 1 : N - 1$
    Calculate $P_{m,n+1}(q_m,n|x_m,n)$ using Theorem 1 (or Proposition 1) (30), (31), and (29), given $w_n$ and $f_n$
    Update $P_{n+1}(q_n|x_n)$ using (1)
    Calculate $w_{m,n+1}$ using Proposition 2 (38), and (40), given $f_n$ and $P_{n+1}(q_n|x_n)$
    Update $w_{n+1}$ based on $w_{m,n}$
    Update $f_{n+1}$ using (21), given $w_{n+1}$ and $P_{n+1}(q_n|x_n)$
    Return $(\gamma_n)_{n=1}^N$
  end procedure
```

Note that (10) and (11) are equal when the quantizers are deterministic [13], [14], i.e.,

$$ P_m(q_m,n|x_m,n) = \begin{cases} 1, & \text{if } q_m,n = q_m, \text{ for some } q_m \in Q_m, \\ 0, & \text{otherwise } \end{cases}, \quad (13) $$

for all $m$ and sample $n$. The optimal $\gamma$ for this deterministic case described in (13) can be derived for both (10) and (11), which has been studied in [13], [14]. Additionally, these works have shown that the lower bound risk (11) converges to (10) for a large training dataset. With this in hand, we move on formulating a risk function for the OL setting, which will build upon (11) for the BL case.

B. Online Learning Problem Formulation

One of the main contributions of this paper is to solve the decentralized signal classification problem in the online setting. Specifically, we need to update the weight of the decision function $f_n \in \mathcal{H}$, the quantization rules across the sensors $P_n(q_n|x_n) \in \mathcal{P}$, and the weighted parameter vector $w_n$ satisfying (3) at each time $n$, i.e., whenever a new sample is observed. We will use $(\gamma_n = \{ f_n, P_n(q_n|x_n), w_n \})_{n=1}^N$ as a solution set sequence across the sensors over time $n$.

For the OL setting, we formulate the following instantaneous regularized risk function, inspired by [14], [29]:

$$ R(s_n) = \ell(f_n, \Phi_n(x_n), y_n) + \frac{\lambda_1}{2} ||f_n||^2 + \lambda_2 ||w_n||_1, \quad (14) $$

which is an approximation of $R_{\text{reg}}(S)$ in (11) based on the sample at time $n$. As before, $\lambda_1 > 0$ and $\lambda_2 \geq 0$ are regularization terms. Note that $\lambda_2$ controls how many sensors are disabled which may evolve over time. The modified decision function at time $n$ is $(f_n, \Phi_n(x_n))$, inspired by (11). The marginalized mapping function $\Phi_n(x_n)$ at time $n$ is

$$ \Phi_n(x_n) = \sum_{q_n \in Q} P_n(q_n|x_n)k_w(q_n, \cdot, q_n), \quad (15) $$

Compared to [12], $k_{w,n}(\cdot, q_n)$ can be considered as the mapping function associated with $w_n$ at time $n$. $k_{w,n}(q_1, q_0)$
is the weighted kernel with respect to time \( i \) and \( n \). We define \( k_{\Phi_{i,n}}(x_i, x_n) = (\Phi_i(x_i), \Phi_n(x_n)) \) as the marginalized kernel with time \( i \) and \( n \) for developing an algorithm to solve (14):

\[
k_{\Phi_{i,n}}(x_i, x_n) = \sum_{q_i, q_n \in \mathcal{Q}} P_i(q_i|x_i)P_n(q_n|x_n)k_{\mathbf{w},i,n}(q_i, q_n).
\]

(16)

The kernel calculation will be the most computationally intensive component of our methodology in Section IV. In general, (16) has a complexity of \( O(|\mathcal{Q}|^N) \), which becomes prohibitive for a large number of training samples \( N \). To address this, inspired by [12]–[14], we will consider a computationally friendly weighted marginalized kernel, namely, the weighted count marginalized kernel [37]

\[
k_{\Phi_{i,n}}(x_i, x_n)
= \sum_{m=1}^{M} w_{m,i}w_{m,n}P_{m,i}(q_{m,i}|x_{m,i}) \times P_{m,n}(q_{m,n}|x_{m,n}) I\{q_{m,i} = q_{m,n}, x_{m,i} = x_{m,n}\}.
\]

(17)

This reduces the kernel calculation complexity to \( O(M^{2N}) \), where \( M \ll |\mathcal{Q}| \), and \( N' \ll N \) is the number of time instances \( i \) for which \( q_{m,i} = q_{m,n} \) and \( x_{m,i} = x_{m,n} \). More generally, there are several ways to construct \( k_{\Phi_{i,n}}(x_i, x_n) \), as long as the construction of \( k_{\mathbf{w},i,n}(q_i, q_n) \) in (16) follows Definition [1].

Compared to [14], an additional constraint \( x_{m,i} = x_{m,n} \) has been added in the indicator \( I\{\cdot, \cdot\} \), for all \( i = 1, 2, \ldots, n \) because of the OL setting. This change ensures that each sensor quantizer becomes a(n) (approximate) deterministic quantizer in the limit. This is important because, similar to [11] for the BL case, [14] is a lower bound on the risk function for the OL setting. Our theoretical analysis in Section V (Lemma 1, Theorem 2) will establish a relationship between the performance of these two lower bounds, and we will see that they converge once a large number of samples have been observed.

**IV. ONLINE LEARNING METHODOLOGY**

We will now develop our MSOKSQ methodology for the formulation in Section IV-B. To do so, we note that while [14] is non-convex with respect to \( \gamma_n \), it is convex with respect to each of the variable sets \( f_n \), \( P_n(q_n|x_n) \), and \( w_n \) individually while the other two are assumed to be fixed. Thus, we are motivated to develop a (sub-)gradient descent-based method that minimizes [14] by iteratively updating each element in \( \gamma_n \).

In this paper, we focus on the most general case of non-differential loss functions used in [14], where the subgradients of elements in \( \gamma_n \) prior to each update need to be derived. We can extend the results of the algorithm to any differentiable loss function since the sub-gradient of a differentiable loss function is its gradient [36].

Procedurally, after we initialize \( f_1, w_1 \), and \( P_1(q_1|x_1) \) for all possible \( q_1 \in \mathcal{Q} \) and \( x_1 \in \mathcal{X} \), we first must derive three updates. First is to derive \( f_n \) given \( P_n(q_{n-1}|x_{n-1}) \) and \( w_{n-1} \) at time \( n - 1 \) (Section IV-A), where \( P_n(q_{n-1}|x_{n-1}) \) is the updated version of \( P_{n-1}(q_{n-1}|x_{n-1}) \). Second is to derive \( P_{n+1}(q_n|x_n) \) given \( f_n \) and \( w_n \) at time \( n \) (Section IV-B). Finally, we must obtain \( w_{n+1} \) given \( f_n \) and \( P_{n+1}(q_n|x_n) \) at time \( n \) (Section IV-C). The resulting procedure is summarized in Algorithm 1.

**A. Obtaining weight of decision function \( f_n \)**

Given \( P_n(q_{n-1}|x_{n-1}) \) and \( w_n \), we update \( f_n \) based on [14] using

\[
f_n = f_{n-1} - \eta_n - \partial_{f_n} R(s_{n-1}),
\]

where \( \eta_n \geq 0 \) is the learning rate, \( \partial_{f_n} R(s_{n-1}) \) is the sub-gradient of \( R(s_{n-1}) \) with respect to \( f_n \), given by

\[
\partial_{f_n} R(s_{n-1})
= \partial_{f_n} R(s_{n-1})
\]

(18)

using the chain rule, where \( \hat{\Phi}_{n-1}(\cdot) \) is the updated marginalized mapping function at time \( n - 1 \)

\[
\hat{\Phi}_{n-1}(x_{n-1}) = \sum_{q_{n-1} \in \mathcal{Q}} P_n(q_{n-1}|x_{n-1}) k_{\mathbf{w},n-1}(\cdot, q_{n-1}).
\]

(19)

Initializing \( f_1 = 0 \), we update \( f_n \) as

\[
f_n = \sum_{i=1}^{n-1} \alpha_{i,n} \hat{\Phi}_i(x_i),
\]

(20)

where \( \alpha_{i,n} \) is the coefficient at time \( n \) of \( \hat{\Phi}_i(x_i) \), which is given by

\[
\alpha_{i,n} = \begin{cases} \eta \partial_{f_i} \Phi_i(x_i) \ell(f_i, \hat{\Phi}_i(x_i)), y_i, & \text{if } i = n - 1, \\ (1 - \eta_{n-1} \lambda_1) \alpha_{i,n-1}, & \text{if } i < n - 1. \end{cases}
\]

(22)

To form \( f_n \), the new coefficient \( \alpha_{n-1,n} \) is generated with \( \hat{\Phi}_{n-1}(x_{n-1}) \) based on the sub-gradient of \( \ell(\cdot, \cdot) \), and the \( \alpha_{i,n} \) on the previous \( \hat{\Phi}_i(x_i) \) are multiplied by \( 1 - \eta_n \lambda_1 \) for \( i = 1, 2, \ldots, n - 1 \) as in [29]. Followed by this, we can write the modified decision function, which is given by

\[
\langle f_n, \Phi_n(x_n) \rangle = \sum_{i=1}^{n-1} \alpha_{i,n} k_{\Phi_{i,n}}(x_i, x_n).
\]

(23)

We can see from (23) that we need \( \lambda_1 < 1/\eta_n \) for the updates to converge [29]. Our theoretical analysis in Section V will not make additional assumptions on the value of \( \lambda_1 \), which can in general be chosen through cross-validation on a particular dataset.

**B. Obtaining \( P_{n+1}(q_n|x_n) \) for all possible \( q_n \) and \( x_n \)**

We derive \( P_{n+1}(q_n|x_n) \in \mathcal{P} \) given \( f_n \) and \( w_n \) for all possible \( q_n \in \mathcal{Q} \) and some \( x_n \in \mathcal{X} \). This is done by first deriving \( P_{n+1}(q_{m,n}|x_{m,n}) \) using a conditional (coordinate) sub-gradient method described by [12]–[14] for all \( q_{m,n} \in \mathcal{Q}_m \), some \( x_{m,n} \in \mathcal{X}_m \), and \( m = 1, 2, \ldots, M \). Then, we use the relationship described in [1] to obtain the resulting
The following theorem gives the sub-gradient of $R(s_n)$ with respect to $P_{m,n}(q_{m,n}|x_{m,n})$ for any weighted marginalized kernel at time $n$, for all $m$.

**Theorem 1:** Given $f_n$, $w_n$, and an i.i.d. sequence $S$, for any marginalized weighted kernel defined in (16),

$$
\partial P_{m,n}(q_{m,n}|x_{m,n})R(s_n) = \frac{\sum_{i=1}^{n-1} \sum_{q_i, q_n \in \mathcal{Q}} \mu_{i \alpha_n} P_i(q_i|x_i) P_n(q_n|x_n)}{P_m(q_m|x_m)} \times k_{n,\alpha}(q_i, q_n),
$$

(24)

where $q_i$ and $q_n$ are possible quantization outputs across the sensors at time $i$ and $n$, respectively, and

$$
\mu_n = \partial \langle f_n, \Phi_n(x_n) \rangle \ell(f_n, \Phi_n(x_n), y_n).
$$

(25)

**Proof:** Using the chain rule, we can write

$$
\partial P_{m,n}(q_{m,n}|x_{m,n})R(s_n) = \frac{\partial P_m(q_m|x_m)}{P_m(q_m|x_m)} \times \partial P_{n}(q_n|x_n). \times k_{n,\alpha}(q_i, q_n).
$$

(26)

The first term on the right hand side (RHS) of (26) is defined as $\mu_n$ shown in (25). The second term on the RHS of (26) is

$$
\partial P_{m,n}(q_{m,n}|x_{m,n}) \langle f_n, \Phi_n(x_n) \rangle = \partial P_{m,n}(q_{m,n}|x_{m,n}) \sum_{i=1}^{n-1} \sum_{q_i, q_n \in \mathcal{Q}} \alpha_{i \alpha_n} P_i(q_i|x_i) P_n(q_n|x_n).
$$

(27)

where (27) holds based on (16) and (23). Thus, (24) is obtained by applying (1) and (27), where

$$
\partial P_{m,n}(q_{m,n}|x_{m,n}) P_n(q_n|x_n) = \frac{P_n(q_n|x_n)}{P_m(q_m|x_m)}.
$$

In Theorem 1 we see that the size of the summation for computing the sub-gradient increases exponentially with $|\mathcal{Q}|$. To resolve this, the following proposition provides a special form of $\partial P_{m,n}(q_{m,n}|x_{m,n})R(s_n)$ for the weighted count marginalized kernel in (17).

**Proposition 1:** Given $f_n$, $w_n$, and an i.i.d. sequence $S$, \(\partial P_{m,n}(q_{m,n}|x_{m,n})R(s_n)\) for the kernel in (17) is written as

$$
\partial P_{m,n}(q_{m,n}|x_{m,n})R(s_n) = \sum_{i=1}^{n-1} \mu_{n \alpha_i} w_{m,i} w_{n,i} P_{m,i}(q_{m,i}|x_{m,i}) \times I(q_{m,i} = q_{m,n}, x_{m,i} = x_{m,n}),
$$

(28)

where $\mu_n$ is defined in (25).

**Proof:** As we use (26) in Theorem 1 we can further expand (27) using (17) to get (28).

Since $P_{m,n}(q_{m,n}|x_{m,n})$ must satisfy the summation constraint described in (1) for all $m$ and $n$, we can update $P_{m,n}(q_{m,n}|x_{m,n})$ to $P_{m,n+1}(q_{m,n}|x_{m,n})$ through the conditional sub-gradient method with a simplex constraint [13], [14], [38] from the summation in (2). We focus on (16) for updating $P_n(\cdot | \cdot)$ because it will enforce quantizers across the

sensors to be deterministic after some time instance, which we will provide detailed proof of in Section V-C.

The OL setting considered in this paper has the added complexity of dealing with data over time. Specifically, we update $P_{m,n}(q_{m,n}|x_{m,n})$ at time $n$ based on the input $x_{m,n} \in X_m$ that is observed, as opposed to updating across all possible inputs $x_{m,n} \in X_m$ simultaneously as is the case in the BL setting [13], [14]. Hence, $P_{m,n+1}(q_{m,n+1}|x_{m,n+1})$ does not necessarily equal the updated version of $P_{m,n}(q_{m,n}|x_{m,n})$, i.e., $P_{m,n+1}(q_{m,n}|x_{m,n})$, because $x_{m,n}$ may not equal $x_{m,n+1}$. The goal is to update the quantization rule $P_{m,n}(q_{m,n}|x_{m,n})$ only when the same input $x_{m,n}$ has been observed again.

For this reason, we let $i_x$ denote an index for the number of times $x$ has been observed at sensor $m$ through the present time $n$. Furthermore, $n(i_x) = n$ is used to denote the time index of the most recent observation of input $x$ at sensor $m$. For example, if $i_x = 3$, then sensor $m$ has observed $x \in X_m$ three times up through time $n$. Though $n(i_x)$ depends on $m$, we omit this in the writing of $n(i_x)$ for notational convenience.

Thus, we must update $P_{m,n}(i_x)(q_{m,n}(i_x)|x_{m,n}(i_x))$ from time $n(i_x)$ based on (2). Given $x_{m,n}$, we calculate $q_m$ from

$$
q_m = \arg \max_{q_m \in \mathcal{Q}_m} \left\| \partial P_{m,n}(i_x)(q_{m,n}(i_x)|x_{m,n}(i_x))R(s_n(i_x)) \right\|.
$$

(29)

Then if the sub-gradient $\partial P_{m,n}(i_x)(\cdot | \cdot)R(s_n(i_x))$ is negative, we have the following update rule inspired by [38] Chapter 2:

$$
P_{m,n}(i_x+1)(q_{m,n}(i_x)|x_{m,n}(i_x)) = (1 - \eta P_{m,n}(i_x))P_{m,n}(i_x)(q_{m,n}(i_x)|x_{m,n}(i_x))
$$

$$
- \iota(q_{m,n}(i_x) = q_m)\eta P_{m,n}(i_x) x_{m,n}(i_x)
$$

(30)

$$
x_{m,n}(i_x+1) = \text{sgn} (\partial P_{m,n}(i_x)(q_{m,n}(i_x)|x_{m,n}(i_x))R(s_n(i_x))).
$$

(31)

where $\text{sgn}(\cdot)$ denotes the signum function. Otherwise, we have

$$
P_{m,n+1}(q_{m,n}(i_x+1)|x_{m,n}(i_x+1)) = P_{m,n}(i_x+1)(q_{m,n}(i_x)|x_{m,n}(i_x))
$$

(32)

for all $q_{m,n} \in \mathcal{Q}_m$ in order to strictly satisfy the summation constraint proposed in (2) for all $m$. $\eta^P_{m,n} \in [0, 1]$ is the learning rate of the quantization rule at time $n$, which we sometimes write as $\eta^P_{m,n}$ to emphasize that it would only vary based on the number of times $x$ has been observed at sensor $m$. We will see in Section V-C that $\eta^P_{m,n}$ impacts the rate of convergence to a deterministic quantizer.

Followed by this, the quantization rule when sensor $m$ observes $x$ for the $(i_x + 1)$th time at time $n(i_x + 1)$ is

$$
P_{m,n(i_x+1)}(q_{m,n}(i_x+1)|x_{m,n}(i_x+1)) = P_{m,n(i_x+1)}(q_{m,n(i_x)}|x_{m,n(i_x)})
$$

(28)

because $x_{m,n(i_x+1)} = x_{m,n(i_x)}$. Then, the expression of $P_{n(i_x+1)}(q_{m,n}|x_{m,n})$ follows from (1) and the fact that

$$
P_{m,n+1}(q_{m,n}|x_{m,n}) = P_{m,n(i_x+1)}(q_{m,n(i_x)}|x_{m,n(i_x)}).
$$

C. Obtaining weighted parameter vector $w_{n+1}$

Finally, we consider obtaining the updated weight parameter vector $w_{n+1}$ given $f_n$ and $P_{n+1}(q_{m,n}|x_{m,n})$. Recall that the purpose of introducing $w_n$ is for sensor selection, i.e., to properly select the $M'$ most reliable sensors among all sensors in the classification model. Thus, the OL update considers
the design of $w_n$ and the regularization parameter $\lambda_{2,n}$ in (11) jointly. The update will be terminated when at most $M'$ elements of $w_{n+1}$ are not 0.

To make a fair reliability comparison, we initialize $w_{1,1} = \cdots = w_{M,1}$ and $\lambda_{2,1} \geq 0$. We update $w_{n+1}$ using a conditional sub-gradient method to enforce a sparse solution, e.g., the projection sub-gradient method [38]. For a given weighted marginalized kernel, the sub-gradient of $R(s_n)$ with respect to $w_{m,n}$ can be expressed using the chain rule as

$$\partial_{w_{m,n}} R(s_n) = \nu_n \partial_{w_{m,n}}(\tilde{F}_n(x_n)) + \lambda_{2,n},$$

where $\tilde{F}_n(x_n)$ defined by (20) is the updated marginalized mapping function at time $n$ and $\nu_n$ is given by

$$\nu_n = \partial_{(f_n, \tilde{F}_n(x_n))} \ell((f_n, \tilde{F}_n(x_n)), y_n).$$

Using (23), the gradient of the decision function is obtained as

$$\partial_{w_{m,n}} (f_n, \tilde{F}_n(x_n)) = \partial_{w_{m,n}} \sum_{i=1}^{n-1} \alpha_{i,n} P_{m+1}(q_{i,n}|x_n) \times P_i(q_{i,n}|x_i) k_{w_{m,n}}(q_{i,n}).$$

As in Section IV-B, the computational requirement for solving (35) increases with $|Q|$. The following proposition gives an efficient expression for $\partial_{w_{m,n}} R(s_n)$ based on the kernel in (17).

**Proposition 2:** Given $f_n$, $P_{m+1}(q_{i,n}|x_n)$, and an i.i.d. sequence $S$, $\partial_{w_{m,n}} R(s_n)$ for the kernel in (17) is

$$\partial_{w_{m,n}} R(s_n) = \lambda_{2,n} + \sum_{i=1}^{n-1} \sum_{q_{m,i} \in Q_m} \nu_n \alpha_{i,n} w_{m,i} P_{m,i}(q_{m,i}|x_{m,i}) \times P_{m,n+1}(q_{m,n}|x_{m,i}) \cdot \mathbb{1}(q_{m,i} = q_{m,n}, x_{m,i} = x_{m,n}).$$

**Proof:** We start by writing (35) in terms of (34) and (35). Using (17), we obtain the following expression for (35):

$$\nu_n = \sum_{i=1}^{n-1} \sum_{q_{m,i} \in Q_m} \alpha_{i,n} w_{m,i} P_{m,i}(q_{m,i}|x_{m,i}) \times P_{m,n+1}(q_{m,n}|x_{m,i}) \cdot \mathbb{1}(q_{m,i} = q_{m,n}, x_{m,i} = x_{m,n}).$$

Thus, we obtain (36) using (17), (33), and (37).

With this in hand, we can employ a projected sub-gradient method to update $w_{n+1}$ while satisfying the constraint in (3). Given the objective of selecting $M' \leq M$ sensors to be kept on, the update is terminated once we reach a time instance $n$ such that $M - M'$ elements of $w_{n+1}$ are zero. Specifically, at time $n$, to get a sparse solution, we update

$$w_{m,n+1} = \begin{cases} \frac{w_{m,M}}{|w_m|}, & \text{if } |w_m| < M - M', \\ w_{m,n}, & \text{if } |w_m| = M - M', \end{cases}$$

(38)

to maintain constraint (3), where $|w_m|$ is the count of the number of non-zero elements, and the $m$th element of $\tilde{w}$ is

$$\tilde{w}_m = \max\{0, w_{m,n} - \eta_n w_{m,n} R(s_n)\},$$

(39)

where $\eta_n > 0$ is learning rate with respect to $w_n$. $\eta_n$ controls the training time prior to disabling $M - M'$ sensors. As the value of $\eta_n$ is increased, this time will be shortened. To ensure that exactly $M'$ sensors are enabled, we can design the regularization constant $\lambda_{2,n}$ such that at most one sensor is set to zero in (38) at each time $n$:

$$\lambda_{2,n} = \min\{w_{m,n} \min \{\ell(f_n, \tilde{F}_n(x_n)) \times \partial_{(f_n, \tilde{F}_n(x_n))} \ell((f_n, \tilde{F}_n(x_n)), y_n)_{m=1}\}. \quad (40)$$

There are also other potential settings for $\lambda_{2,n}$ which will result in $\|w_n\|_0 = M - M'$ while yielding possibly different values of $w_{n+1}$. Other conditional sub-gradient methods can be used as long as the sparse solution is enforced.

Algorithm [1] summarizes the entire MSOKSQ procedure developed throughout this section. In practice, this algorithm will continue running indefinitely, with the value of $n$ incrementing each time a new collection of measurements is generated across the sensors. For the weighted count marginalized kernel (17), Propositions 1 and 2 indicate that the quantization rule and weight parameter updates can be done independently at time $n$ across each sensor $m$.

Note that in the case of the soft margin loss function from (2), we can express (22), (25), and (34) based on (35).

$$\partial_{(f_n, \tilde{F}_n(x_n))} \ell(\cdot, \cdot) = \begin{cases} -\nu_n, & \text{if } y_n(f_n, \tilde{F}_n(x_n)) \leq \rho, \\ 0, & \text{otherwise}. \end{cases}$$

(41)

We will employ this non-differentiable loss function form in our theoretical analysis in Section V and numerical experiments in Section VI.

V. THEORETICAL ANALYSIS

In this section, we theoretically analyze our MSOKSQ algorithm. We first provide assumptions for the OL and BL approaches similar to [13], [14], [29] (Section V-A). Then, we study the relationship between the OL and BL approaches (Section V-B). Followed by this, we will characterize the update behavior of the quantization rules and sensor weights from MSOKSQ in the OL setting (Section V-C). Finally, we conduct a convergence analysis that compares the OL and BL approaches (Section V-D).

A. Definitions and Assumptions

Consider a fixed i.i.d. sequence of measurements $S$. We assume there is a $\Psi > 0$ such that the marginalized mapping functions of the BL and OL settings in (12) and (15) satisfy $\|\tilde{F}(x_n)\|, \|\tilde{F}_n(x_n)\| \leq \Psi$, for all $n$ and $s_n \in S$. Additionally, we assume that $f$ derived by the BL approach is bounded such that $\|f\| \leq F$ for any $f \in \mathcal{H}$, where

$$F \geq \frac{c \Psi}{\lambda_1}$$

and $\lambda_1 > 0$, for some $c > 0$. (42)

The value of $c > 0$ is derived based on the loss function $\ell(\cdot, \cdot)$ which we assume satisfies the Lipschitz condition [29]:

$$\|f(\xi_1, y) - f(\xi_2, y)\| \leq c|\xi_1 - \xi_2|,$$

(43)

where $\xi_1, \xi_2 \in \mathbb{R}$ and $y \in \mathcal{Y}$. Hence, for the OL approach, given $|f_1| = 0$, we bound $\|f_n\| \leq \frac{c \Psi}{\lambda_1}$ for $n = 1, 2, \ldots, N$, etc.
which follows from \( \|f_{n+1}\| \leq (1 - \lambda_1) \eta_n \|f_n\| + \eta_n c \Psi \) based on (18) and (19) for all possible \( f_n \) and \( n \). As we set \( \|\Phi_n(x_n)\| \leq \Psi \) and \( \|f_n\| \leq \frac{c}{\lambda_1} \), we obtain \( \|\partial R(s_n)\| \leq 2c\Psi \) from (13).

The learning rate for \( f_n \) can be chosen to be \( \eta_n = \eta_1 n^{-0.5} \) where \( \eta_1 \in (0, 1) \), which is a standard setting found in OL problems, e.g., \([12, 15, 16, 29]\) due to its theoretical guarantees. This setting is desirable in our problem given the convergence bound relationships it will produce with prior batch learning training approaches, as we will see in Section VI-D.

Finally, we define a set \( \Gamma \) that contains (i) all possible solutions \( (\gamma_n)_{n=1}^N \) for the OL setting, as well as (ii) all possible solutions \( \gamma \) for the BL setting. Moreover, we consider a set \( \Gamma_d \subset \Gamma \) for the deterministic quantizer such that the weights of the decision function \( f_n \) and the weighted parameter vector \( w_n \) are jointly derived based on the rules defined in (13) for both the OL and the BL setting.

### B. Connecting OL and BL Approaches

We quantitatively compare the behavior of our OL methodology to previously studied BL approaches \([13, 14]\). Following prior work on \([15, 16, 29, 36]\), we will compare the average instantaneous regularized risk function for the OL setting, i.e.,

\[
R_{\text{avg}}(S) = \frac{1}{N} \sum_{n=1}^{N} R(s_n),
\]

with \( R_{\text{reg}}(S) \) for the BL setting defined in (11).

Before we make the connection, we first define

\[
R_{\text{f}}(s_n) = \ell \left( \langle f, \Phi_n(x_n) \rangle, y_n \right) + \frac{\lambda_1}{2} \|f\|^2 + \lambda_2 \|w_n\|_1
\]

(45)

to be the OL risk function defined in (13) for a constant weight on decision function \( f \), i.e., the BL case. Due to the convexity of \( R(\cdot) \), we know that \( \langle \partial R(s_n), f_n - f \rangle \geq R_{\text{f}}(s_n) - R_{\text{f}}(s_n) \). Thus, the inequality

\[
\frac{1}{\eta_n} \left( \|f_n - f\|^2 - \|f_{n+1} - f\|^2 \right) \\
\geq -4\eta_n c^2 \Psi^2 + 2R(s_n) - 2R_{\text{f}}(s_n)
\]

(46)

from (29) holds for our setting. With this inequality, we obtain the following lemma:

**Lemma 1:** Given an i.i.d. sequence \( S \) of \( N \) time samples, suppose Algorithm 2 is executed with \( \eta_n = \eta_1 n^{-0.5} \) and \( \eta_1 \in (0, 1) \). For any solution set \( (\gamma_n)_{n=1}^N \in \Gamma_n \), we have

\[
R_{\text{avg}}(S) = \sum_{n=1}^{N} \frac{cF \|\Phi_n(x_n) - \Phi(x_n)\|}{2N}
\]

\[
+ \sum_{n=1}^{N} \frac{c\|\lambda_2 \|w_n\|_1 - \lambda_2 \|w\|_1\|}{2N} + R_{\text{reg}}(S) + O(N^{-0.5})
\]

(47)

where \( O(\cdot) \) is Big O notation, for some \( c > 0 \).

**Proof:** We first show the sequence of inequalities in (48). Inspired by (29), we obtain (48) by adding

\[
\sum_{n=1}^{N} \frac{\|f_{n+1} - f\|^2}{\eta_n}
\]

The first three terms on the RHS of (48) are derived using \( \sum_{n=1}^{N} \eta_n \leq 2N \eta_1 n^{-0.5} \) as shown in (29) and (46). The fourth term holds because \( \|f_{n+1} - f\|^2 \leq 4F^2 \) from the triangle inequality, \( \sum_{n=1}^{N} \frac{1}{\eta_n} - \frac{1}{\eta_{n+1}} = \frac{1}{\eta} - \frac{1}{\eta_1} = \frac{1}{\eta_1} - \frac{1}{2N + 0.5} \), and \( -N^{-0.5} \leq 1 - (N + 1)^{-0.5} \).

Given this, we derive (48) using

\[
\frac{1}{N} \left( \sum_{n=1}^{N} R_{\text{f}}(s_n) \right) - R_{\text{reg}}(S)
\]

\[
\leq \frac{1}{N} \sum_{n=1}^{N} \left( \ell \left( \langle f, \Phi_n(x_n) \rangle, y_n \right) - \ell \left( \langle f, \Phi(x_n) \rangle, y_n \right) + (\lambda_2 \|w_n\|_1 - \lambda_2 \|w\|_1) \right)
\]

\[
\leq \frac{1}{N} \sum_{n=1}^{N} \left( F \|\Phi_n(x_n) - \Phi(x_n)\| + \lambda_2 \|w_n\|_1 - \lambda_2 \|w\|_1 \right),
\]

(49)

where (49) follows from Jensen’s inequality and the fact that the weights of \( \langle f, \Phi(x_n) \rangle \) and \( \langle f, \Phi(x_n) \rangle \) are the same, and (49) follows from (43) and the Cauchy Schwartz inequality. Finally, note that

\[
\frac{\|f_1 - f\|^2}{\eta_1} - \frac{\|f_{n+1} - f\|^2}{\eta_{n+1}} \leq \frac{F^2}{\eta_1} - 0
\]

(50)

based on the facts \( f_1 = 0 \) and \( \|f_{n+1} - f\| \geq 0 \). Then, (47) is justified considering (48) and (50).

Lemma 1 establishes a relationship between the risk function of the OL and BL approaches: there is a gap between \( R_{\text{avg}}(S) \) and \( R_{\text{reg}}(S) \) when there is a larger variance in the marginalized mapping function \( \Phi_n(\cdot) \) and sensor selection weights \( w_n \) over time. We next explore how our update rules in Algorithm 1 can further refine the bound in (47).

### C. Quantization Rules and Weighted Parameter Vector Analysis

In (47), the first term is dependent on the quantization rules \( \Gamma(\cdot) \) and the weighted parameter vector \( w_n \) while the second term relates to the weight parameter vector. We are thus interested to study how Algorithm 1 affects the updates of the quantization rules and the weighted parameter vector over time. In our analysis, we will assume the soft margin loss function (9) for the binary classification problem.

The quantization rules across the sensors have significant impacts on the classification performance, as we will show numerically in Section VII. Prior works in decentralized signal detection \([12, 14]\) have not considered the effect of quantization rules. Thus, we are interested in studying the update behaviors of the quantization rules based on the weighted count marginalized kernel in (17). Before we provide our Proposition 3, some facts need to be addressed.

Recall \( n(x) \in \{1, 2, \ldots, N\} \) is the time index at which sensor \( m \) observes the \( x \)-th instance of \( x \). The values of \( \alpha_{i,n(x)} \) and \( \mu_{1,n(x)} \) in (22) and (25) are affected by \( c \) defined in (9). For any \( x \in X \), considering (22), (25), (28), and (41), we have that

\[
\text{sgn}(\alpha_{i,n(x)}) = \text{sgn}(\mu_{1,n(x)}).
\]

(51)
for a fixed $P$ to be unimodal in practice, we initialize

$$P_{m,n} = \frac{1}{\eta_n} \frac{\partial Q}{\partial m,n}$$

As we expect $P_{m,n}$ to be unimodal, i.e., for all other $q_m \neq q_m$, we can reduce by $\eta_{n(i_e)}$ (based on (29)). $q_m$ is defined in (29).

As we expect $P_{m,n}(q_{m,n}(x|m,n))$ for a particular value of $x$ to be unimodal in practice, we initialize

$$P_{m,n}(q_{m,n}(x|m,n)) = \max_{q_m \in \mathcal{Q}_m} \{ P_m(q_m|x) \}, \quad (53)$$

for $n(i_e) \in \{1, 2, \ldots, N\}$, $m = 1, 2, \ldots, M$, and $i_e = 1$ for all $x \in \mathcal{X}_m$.

**Proposition 3**: Given an i.i.d. sequence $S$, suppose the quantization rules are initialized based on (53), and $\ell(\cdot, \cdot)$ is defined in (9) with a properly selected $\rho$ such that $\{\partial P_{m,n}(q_{m,n}(x|m,n))R(s_{n(i_e)}) < 0\}_{N_s=1}^{N_s}$. Then, the updates of $P_{m,n}(q_{m,n}(x|m,n)(N_s))$ based on Algorithm 7 and the kernel in (17) can be described as

$$P_{m,n}(N_s+1)(q_{m,n,N_s}|x_{m,n,N_s}) = \begin{cases} 1 - O((1 - \eta)^{N_s}), & \text{if } q_{m,n,N_s} = q_m, \\ O((1 - \eta)^{N_s}), & \text{otherwise}, \end{cases} \quad (54)$$

for a fixed $q_m$ defined in (53) and

$$\eta = 1 - \prod_{i_e=1}^{N_s} (1 - \eta_{n(i_e)}^{P_{m,n}}). \quad (55)$$

**Proof**: This proof starts with generalizing the expression of $P_{m,n}(N_s+1)(q_{m,n,N_s} \neq q_m|x_{m,n,N_s})$, which is given by

$$P_{m,n}(N_s+1)(q_{m,n,N_s+1} \neq q_m|x_{m,n,N_s}) = \prod_{i_e=1}^{N_s} (1 - \eta_{n(i_e)}^{P_{m,n}})P_{m,n}(q_{m,n(1)} \neq q_m|x_{m,n(1)})$$

$$= (1 - \eta)^{N_s} P_{m,n}(q_{m,n(1)} \neq q_m|x_{m,n(1)})$$

$$= O((1 - \eta)^{N_s}) \quad (56)$$

using (30), (29), (51), (55), and (55). Followed by this, we use (2) to obtain $P_{m,n}(N_s+1)(q_{m,n,N_s} = q_m|x_{m,n,N_s}) = 1 - O((1 - \eta)N_s)$.

Based on Proposition 3, we set the learning rate $\eta_{n(i_e)}^{P_{m,n}} = 1$ for all $n(i_e)$, the quantizer of sensor $m$ will become a deterministic quantizer with respect to observation $x$ once $N_x > 1$. In this case, the quantization rules of the sensors become the same, and the sensor selection strategy is effectively disabled, since it relies on quantizer diversity. More generally, if $\eta_{n(i_e)}^{P_{m,n}} \in (0, 1)$ for all $n(i_e)$ and $m = 1, 2, \ldots, M$, the quantizer approaches deterministic behavior asymptotically as the number of observations $N_x$ increases, with larger $\eta_{n(i_e)}^{P_{m,n}}$ producing a faster rate of convergence. Our numerical experiments in Section VI will confirm that convergence is reached even for small values of $\eta_{n(i_e)}^{P_{m,n}}$.

Since our primary goal is to train the decision function and the quantization rules across the sensors, we are also interested in the case when the sensor selection strategy is not used (i.e., $M' = M$). Additionally, the algorithms proposed by (13) and (14) are the same when $\lambda_2 = 0$ and $w = 1$ is fixed. Hence, we can compare $R_{\text{avg}}(S)$ from our OL setting with $R_{\text{avg}}(S)$ defined in (13) when $\lambda_2 = \lambda_2,n = 0$ and $w = w_n$, which indicates that

$$k_{w,n} (\cdot, q_n) = k_w (\cdot, q_n), \quad (57)$$

where $k_{w,n} (\cdot, \cdot)$ and $k_w (\cdot, \cdot)$ correspond to the OL and BL settings, respectively. Based on this, we next aim to analyze the performance of our OL methodology against that of the BL setting assuming the BL optimal solution drawn from $\Gamma_d$.

**D. Convergence Analysis**

We will now leverage Proposition 3 to tighten our result in Lemma 1. In doing so, we will assume the sensor selection strategy is not employed, which makes our OL setting directly comparable to prior work [13] for the BL approach as discussed above. In these works, the relationship between the true risk function and the empirical risk function of the BL approach (i.e., the first term on the RHS of (11)) have been shown to follow

$$\arg\min_{\gamma_m \in \Gamma} \mathbb{E}_{X,Y} \left[ \mathbb{E}_{Q} \left[ \ell(f(Q), y) | X, Y \right] \right] = \arg\min_{\gamma \in \Gamma_d} \sum_{n=1}^{N} \frac{\ell(f(\Phi(x_n), y_n))}{N} + O(N^{-0.5}), \quad (58)$$
where \( \gamma_{\text{true}} \) is the optimal solution of the true risk function assuming the fusion center and all sensors know \( P(X, Y) \). 

\[ \gamma \in \Gamma_d \] indicates that 

\[ P(q_n|x_n) = \begin{cases} 
1, & \text{if } q_n = q, \\
0, & \text{otherwise}, 
\end{cases} \text{ for some } q \in Q. \tag{59} \]

The following theorem shows that a similar relationship exists between \( R_{\text{avg}} \) from the OL approach and \( R_{\text{reg}} \) from the BL approach.

**Theorem 2:** Consider the soft margin loss \( \ell(\cdot, \cdot) \) in (6) with a properly selected \( \rho \) as in Proposition 3 \( \eta_n = \eta_1 n^{-0.5} \), and an i.i.d. sequence \( S \) such that all sensors have observed all possible \( x \in X_m \) at least \( N_x + 1 \) times at time \( \text{time } N' < n \). Furthermore, suppose \( w_n = w \), and \( 2n = 2 = 0 \), for all \( n \). If the quantization rules of the OL approach are initialized as in (53), and the deterministic quantization rules of the BL approach described in (13) follow (55), then, for large \( N \),

\[ R_{\text{avg}}(S) = R_{\text{reg}}(S) + O(h(N)), \tag{60} \]

where

\[ h(N) = \max \left \{ N^{-0.5} \cdot O((1 - \eta)N_x) \right \}, \tag{61} \]

and \( \eta \) is defined by Proposition 3.

**Proof:** Given the fact that \( \lambda_{2,n} = \lambda_2 = 0 \) and \( w_n = w \) for all \( n \), (47) can be re-written based on Lemma 1 as

\[ R_{\text{avg}}(S) = \sum_{n=1}^{N} \frac{cF \| \Phi_n(x_n) - \Phi(x_n) \|}{2N} + R_{\text{reg}}(S) + O(N^{-0.5}). \tag{62} \]

The norm in (62) can be written as

\[ \| \Phi_n(x_n) - \Phi(x_n) \| = \left\| \sum_{q_n \in Q} k_{w,n}(..., q_n)(P_n(q_n|x_n) - P(q_n|x_n)) \right\|, \tag{63} \]

where (53) follows (57). Note that \( P_n(q_n|x_n) \) and \( P(q_n|x_n) \) are quantization rules across the sensors with respect to the OL and BL approaches, respectively.

At time \( n = N' \), each sensor has observed all possible \( x \) at least \( N_x \) times. Thus, once \( n \geq N' \), we can approximate the quantization rules across the sensors based on Proposition 3 and (2) as

\[ P_n(q_n|x_n) = \begin{cases} 
1 - O((1 - \eta)N_x), & \text{if } q_n = q, \\
O((1 - \eta)N_x), & \text{otherwise}, 
\end{cases} \tag{64} \]

for a fixed \( q \in Q \). Now, writing

\[ \sum_{n=1}^{N} \frac{cF \| \Phi_n(x_n) - \Phi(x_n) \|}{2N} = \sum_{n=1}^{N'} \frac{cF \| \Phi_n(x_n) - \Phi(x_n) \|}{2N} + \sum_{n=N'+1}^{N} \frac{cF \| \Phi_n(x_n) - \Phi(x_n) \|}{2N}, \tag{65} \]

we can approximate

\[ \sum_{n=1}^{N'} \frac{cF \| \Phi_n(x_n) - \Phi(x_n) \|}{2N} \leq \frac{N' cF \Psi}{2N} = O \left( \frac{1}{N} \right) \tag{66} \]

by the triangle inequality and for large \( N \), and

\[ \sum_{n=N'+1}^{N} \frac{cF \| \Phi_n(x_n) - \Phi(x_n) \|}{2N} = O((1 - \eta)^{N_x}) \tag{67} \]

using (63) and the fact that the initialized quantization rules of the OL and the deterministic quantization rules of the BL follow (53), (60) then follows from (66) and (67).

Note that in the case when \( \eta = \eta_1 = \eta_2 = \cdots = \eta_N = 1 \), (60) can be written based on Proposition 2 as

\[ R_{\text{avg}}(S) = R_{\text{reg}}(S) + O(N^{-0.5}). \tag{68} \]

Comparing Theorem 2 and Lemma 1, the performance of our OL methodology converges to that of BL setting (29) assuming the BL optimal solution belonging to \( \Gamma_d \) is considered.

**Remark 1:** Placing a deterministic quantizer at each sensor indicates that the size of \( |X| \) would be reduced to \( |Q| \). In this case, for any \( x \in X \), the class label of \( x \) would always be the same as that of \( q \), where \( q \) is the corresponding quantization output of \( x \). Thus, we are also interested in analyzing the classification performance between a \( \log_2 |Q| \)-bit deterministic quantizer and an infinite-resolution deterministic quantizer. In this paper, each sensor using an infinite-resolution deterministic quantizer would imply that the quantization operation can be neglected, i.e., \( Q_m = X_m \) and that the sensors are equally reliable. In this particular setting, Algorithm 1 can be seen as the native online regularized-risk minimization algorithm (NORMA) (29). NORMA described by (29) trains the weights of the decision function that can be implemented in the proposed multi-sensor model. Given the fact that the classification performance of NORMA (29) Theorem 4] is approximately equal to the BL setting when infinite-resolution deterministic quantizers are considered, we use NORMA as the upper bound on achievable performance of MSOKSQ in Section VI.

**VI. NUMERICAL PERFORMANCE ANALYSIS**

We will now conduct a numerical evaluation of our MSOKSQ methodology. We will consider two datasets for classification tasks distributed across sensors: a 2-class randomly generated dataset (Section VI-B), and the 3-class Iris dataset from the University of California, Irvine (UCI) open source repository (34) (Section VI-C). Before presenting these results, we will discuss our evaluation setup (Section VI-A).

**A. Simulation Setup**

In each experiment, we set the learning rates for \( f_n \) to \( \eta_n = 0.1 n^{-0.5} \) (satisfying the conditions in Lemma 1 and Theorem 2), \( P_n(\cdot|\cdot) \) to \( \eta_0^P = 0.1 \), and \( w_n \) to \( \eta_n^w = 0.5 \). For regularization parameters, we set \( \lambda_1 = 0.1 \) (which satisfies the constraint from (22) for each \( \eta_n^P \) and \( \lambda_2, \lambda_3 \) according to (40). We find that these settings lead to stable training performance. Additionally, we use a margin parameter \( \rho = 1 \) (hinge loss). We initialize \( f_1 = 0 \), \( w_1 = 1 \), and \( P_n(\cdot|\cdot) \) based on (53). The simulations are done using the weighted count marginalized kernel in (17).
B. Binary Classification Problem from Synthetic Data

Inspired by [29], we define the quantization points as uniform partitions over the range $[-A, A]$, i.e.,

$$Q_m = \left\{ \frac{(2d + 1 - |Q_m|)}{|Q_m|} \right\}_{d=0}^{Q_m-1}. \tag{69}$$

To evaluate the performance of MSOKSQ, we consider several baselines/variants of Algorithm 1:

- **NORMA**: Introduced by [29], NORMA can be used for the proposed multi-sensor mode, where each sensor forwards its observation directly to the fusion center. The detailed discussion of this baseline can be found in Remark [1].

- **MSOKSQ without updating $P_{m,n}$ and $w_n$**: This can be considered as NORMA because $P_{m,n}$ and $w_n$ are not being updated by Algorithm 1 for all $n$.

- **MSOKSQ without updating $w_n$**: Here, Algorithm 1 is executed assuming $w_n = 1$ for all $n$. When $M = 1$, this corresponds to the results in [12].

- **MSOKSQ with $\log_2(|Q_m|)$-bit deterministic quantizer**: In this case, Algorithm 1 is executed assuming $w_n = 1$ for all $n$.

- **MSOKSQ optimally selects $M'$**: Here, Algorithm 1 is performed given $M'$ sensors need to be enabled.

- **MSOKSQ randomly selects $M'$**: Here, $M'$ sensors are randomly selected, which can be done by reassigning the value of $w_{m,n}$ produced by Algorithm 1 randomly.

### B. Binary Classification Problem from Synthetic Data

We first consider a binary classification task, i.e., $y \in \{-1, 1\}$. In our evaluation, we aim to emulate different degrees of (i) measurement variation across sensors and (ii) separability of the dataset between classes. To do so, we generate elements $x_m$ of $X_m$ for sensor $m$ according to

$$x_m = \begin{cases} y - 0.75 ((1 + c_1)c_2 + c_2^2), & \text{when } y = 1, \\ y + 0.75 ((1 + c_1)c_2 + c_2^2), & \text{when } y = -1, \end{cases} \tag{70}$$

where $c_1 \in (0, 1]$ is a constant and $c_2 \sim \text{Uni}(0, 1)$ is sampled from a uniform distribution over $(0, 1)$ for each measurement. In this way, each $x_m \in [-1, 1]$, and the observation sets $X_1, X_2, \ldots, X_M$ are each unique. At time $n$, observation $x_{m,n}$ is assumed to be randomly selected from $X_m$.

Note that we can vary the degree to which the classes are separated through proper selection of $c_1$. For example, at a single sensor $m$, Fig. 2 shows the construction of $X_m$ with 100 data points, where 50 points are generated for each class, for $c_1 = 0.1$ and $c_1 = 1.0$. Fig. 3 shows samples generated over time $n = 1, \ldots, 600$ for each of the $X_m$ in Fig. 2. We see that $X_m$ with $c_1 = 0.1$ is a linearly separable dataset while $X_m$ with $c_1 = 1$ is non-separable.

In the following simulations, we consider $N = 600$ time instances. We assume that $P_{m,n}(q_{m,n}|x_{m,n})$ is initialized based on (2) for all possible $q_{m,n} \in Q$ and $x_{m,n} \in X_m$. By default, each sensor is equipped with a 3-bit uniform quantizer, where $Q_m$ is defined in (69). The observation set $X_m$ for sensor $m$ is generated according to (70) with $|X_m| = 20$ and 10 data points/class. The fusion center first classifies the quantization outputs $q_n$ forwarded by the sensors using

$$\langle f_n, k_{w_{m,n}}(\cdot, q_n) \rangle = \sum_{i=1}^{n-1} \alpha_{i,n} \sum_{q_i \in Q} P_i(q_i|x_i) k_{w_{m,n}}(q_i, q_n), \tag{71}$$

where $k_{w_{m,n}}(q_i, q_n)$ follows the weighted count kernel in [4]. Then, the fusion center updates the solution $\gamma_n$ based on Section IV. The accuracy classification rate (ACR) is used as our classification performance metric, which is

$$\text{ACR}(n) = \frac{1}{n} \sum_{j=1}^{n} \text{sgn} \left( \langle f_j, k_{w_{m,n}}(\cdot, q_n) \rangle \right) = y_j, \tag{72}$$

for $n = 1, \ldots, N$. This metric quantifies the signal classification accuracy of the WSN over time, which allows us to assess the performance of our online learning methodology and compare the impact of different components of our algorithm (i.e., the
quantization, sensor selection, and decision function updates). Similar metrics (e.g., error rate, total loss) have been employed in prior works for decentralized OL [16, 29].

In Fig. 4 we study how the number of sensors and optimization of the quantization rules affect the ACR performance. We consider the number of sensor \( m = 1, 5, \) and 10. We assume that \( c_1 = 0.1 \) in (70), i.e., the dataset is non-separable. We see that ACR for both MSOKSQ without updating \( w_n \) and MSOKSQ without updating \( P_{m,n}(\cdot, \cdot) \) and \( w_n \) increase with the number of sensors. As the time instance increases, MSOKSQ without updating \( w_n \) begins to offer substantial improvements in ACR performance over MSOKSQ without updating \( P_{m,n}(\cdot, \cdot) \) and \( w_n \) (up to 20% by \( n = 600 \)), which demonstrates the importance of optimizing the quantization rules. Moreover, the ACR performance of MSOKSQ without updating \( w_n \) approaches the ACR performance of NORMA in the limit because the randomized quantizers become deterministic in the limit.

**Remark 2:** Sensors are equally reliable when deterministic quantizers are considered. As Fig. 4, Fig. 5, and Fig. 7 show, if we properly select the precision of the deterministic quantizers, i.e., \(|Q_m|\), for all \( m \), the ACR performance of the log\(_2|Q_m|\)-bit deterministic quantizer achieves the same performance as NORMA.

Fig. 5 analyzes the ACR performance for both optimal and random sensors selections when the total number of sensor is \( M = 11 \). We include three different cases of \( M' = 1, 5, \) and 10 sensors enabled, given sensors equip 3-bit quantizers. We see that the ACR performance of MSOKSQ increases over time for both optimal and random sensor selection strategies, with optimal sensor selection outperforming random sensor selection for all choices of \( M' \). Also, while the performance decreases when \( M' \) decreases, we see that our optimization strategy provides ACR robustness as the available sensor selection budget changes from \( M' = 5 \) to 10. Additionally, we see that the ACR performance of MSOKSQ optimal/random sensor selections approach NORMA as the time instance increases for all \( M' \). As in Fig. 4 this is due to the fact that the randomized quantizers become deterministic in the limit. Finally, when each sensor uses a 2-bit deterministic quantizer, we see that the ACR performance of MSOKSQ overlaps NORMA, consistent with Remark 2.

Fig. 6 demonstrates the quantization rule behavior of MSOKSQ at a particular value of \( x \in X_n \) \((x = 0.4329)\). The settings in of Fig. 6 are the same as Fig. 5. Given \( Q_m = \{-0.5, 0.5\} \) defined in (69), the quantization rule of sensor \( m \) is initialized such that

\[
P_{m,n(1)}(q_m, n(1)) = 0.5 |x_m, n(1) = 0.4329| \quad \text{and} \quad P_{m,n(1)}(q_m, n(1)) \cdot |x_m, n(1) = 0.4329|.
\]

(73)

Fig. 6 indicates that \( P_{m,n(i_x)}(q_m, n(i_x)) = 0.5 |x_m, n(i_x) = 0.4329| \) approaches 1 with \( i_x \) (the number of times \( x \) has been observed). Thus, Fig. 6 is consistent with Proposition 4.

### C. Multi-Class Classification Problem on Iris Dataset

Although our presentation throughout the paper has focused binary classification, Algorithm 1 can handle multi-class classification as well. In the 3-class Iris dataset [34], each Iris plant belongs to one of three classes \( Y \in \{-1, 1\} \) and \( y_n = [y_1, n, y_2, n, y_3, n] \) for each sample \( n \) in our setting. We assume that the observation set \( X_m \) for each sensor \( m \) is the petal width of the Iris plants such that \( X_1 = X_2 = \cdots = X_M \). If we assume each sensor equips a 2-bit quantizer, then the quantization points are \( Q_m = \{-3, -1, 1, 3\} \). Over \( N = 600 \) time instances, each sensor makes its observations \( x_{m,n} \) that are assumed to
ACR for the multi-class problem. We assume the total number of sensor outputs is $M = 11$. We compare the cases when each sensor produces 1-bit and 2-bit outputs assuming $M' = 1, 5$, and 10 sensors are enabled. Initially, the ACR performance of the 1-bit quantizer exceeds that of the 2-bit quantizer because the quantization rules of the 1-bit quantizer become deterministic faster than the 2-bit quantizer. However, a 1-bit quantizer maps $x_{m,n}$ onto one of the only quantization points. Hence, as the time instance increases, the ACR performance of using a 2-bit quantizer/sensor begins to outperform a 1-bit quantizer/sensor as expected. Intuitively, the system requires at least two bits to reach maximum accuracy in a 3-class problem. Additionally, we see that enabling more sensors (i.e., increasing $M'$) only has a noticeable impact in the 2-bit case, which indicates that coupling the quantization design across sensors is more impactful when the sensors have higher precision. Finally, when each sensor uses a 1-bit deterministic quantizer, the ACR performance overlaps optimal sensor selection with a 1-bit quantizer.

Fig. 8 presents a similar experiment to Fig. 5, showing the ACR performance of both optimal and random sensor selection when $M = 11$. We assume each sensor is equipped with a 2-bit quantizer. We compare three different cases when $M' = 1, 5$, and 10 number of sensors are assumed to be enabled. Fig. 8 yields similar conclusions to Fig. 5 i.e., with optimal strategies outperforming random selection. Moreover, when each sensor uses a 2-bit deterministic quantizer, we see that the ACR performance of MSOKSQ overlaps NORMA, consistent with Remark 2.

Fig. 9 presents a similar experiment to Fig. 4, studying how the number of sensors and optimal quantization rules affect the ACR performance defined in (74). We consider the number of sensors to be $M = 1, 5$, and 10. Fig. 9 shows similar trends to Fig. 4 i.e., the quantization rule updates provide significant benefits over time. Finally, when each sensor uses a 3-bit deterministic quantizer, the ACR performance of MSOKSQ overlaps NORMA, consistent with Remark 2.

VII. CONCLUSION AND FUTURE WORK

In this paper, we developed MSOKSQ, a novel methodology for signal classification in wireless sensor networks that jointly optimizes quantization rules, sensor selection, and decision weights for online learning. Our theoretical analysis revealed the behavior of the quantization rule updates based on the proposed algorithm, and established the convergence bound relationship with prior batch learning training approaches. Finally, we provided a numerical evaluation on two classification tasks which demonstrated the improvements in learning accuracy obtained by different components of MSOKSQ.

In our future work, we are interested in explicating the role the proposed system model in various applications in wireless communications. In particular, we aim to leverage MSOKSQ to learn wireless system parameters such as transmit beamformers, quantizer designs, and error control coding. Future work can also investigate online signal classification in wireless sensor networks for settings where no fusion center exists [42], [43], e.g., through cooperative consensus formation of locally trained decision weights, sensor selection,
$$ACR(n) = \sum_{j=1}^{n} \frac{1}{n} (\text{sgn}((\langle f_{1,j}, k_{\mathbf{w},j}(\cdot, \mathbf{q}_j) \rangle) = y_{1,j}, \text{sgn}((\langle f_{2,j}, k_{\mathbf{w},j}(\cdot, \mathbf{q}_j) \rangle) = y_{2,j}),$$ (74)

Figure 8. The ACR performance for Algorithm 1 between MSOKSQ with (i) random and (ii) optimal sensor selection strategies. $M' = 1, 5, \text{and } 10$ sensors are assumed to be enabled, and a 2-bit quantizer is used for each sensor. The performance between NORMA and MSOKSQ when each sensor uses a 2-bit deterministic quantizer when $M = 11$.

Figure 9. ACR performance for Algorithm 1 between MSOKSQ with optimal and random sensor selection. $M' = 1, 5, \text{and } 10$ sensors are assumed to be enabled and a 2–bit quantizer is used for each sensor. A key challenge here will be accounting for potential processing resource limitations across the sensors.
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